SPARSE EFFECTIVE MEMBERSHIP PROBLEMS VIA RESIDUE CURRENTS

ELIZABETH WULCAN

Abstract. We use residue currents on toric varieties to obtain bounds on the degrees of solutions to polynomial ideal membership problems. Our bounds depend on (the volume of) the Newton polytope of the polynomial system and are therefore well adjusted to sparse polynomial systems. We present sparse versions of Max Nöther’s $AF + BG$ Theorem, Macaulay’s Theorem, and Kollár’s Effective Nullstellensatz, as well as recent results by Hickel and Andersson-Götmark.

1. Introduction

Residue currents are generalizations of one complex variable residues and can be thought of as currents representing ideals of holomorphic functions or polynomials. The purpose of this paper is to investigate how residue currents on toric varieties can be used to obtain effective solutions to polynomial ideal membership problems.

Let $F_1, \ldots, F_m$, and $\Phi$ be polynomials in $\mathbb{C}[z_1, \ldots, z_n]$. Assume that $\Phi$ vanishes on the zero set $V_F$ of the $F_j$. Then Hilbert’s Nullstellensatz asserts that there are polynomials $G_1, \ldots, G_m$ such that

\[ \sum_{j=1}^{m} F_j G_j = \Phi^\nu \]  

for some integer $\nu$ large enough. Much attention has recently been paid to the problem of bounding the complexity of the solutions to (1.1), starting with the breakthrough work of Brownawell [10]. For example, one can ask for bounds of $\nu$ and the degrees of the $G_j$ in terms of the degrees of the $F_j$. The optimal result in this direction was obtain by Kollár [22]:

Assume that $\deg F_j \leq d \neq 2$. Then one can find $G_j$ so that (1.1) holds for some $\nu \leq d^{\min(m,n)}$ and

\[ \deg(F_jG_j) \leq (1 + \deg \Phi)d^{\min(m,n)}. \]  

(1.2)

The restriction $d \neq 2$ was removed by Jelonek, [21], for $m \leq n$. For $m \geq n + 1$ Sombra, [33], proved that one can find $G_j$ that satisfy $\deg(F_jG_j) \leq (1 + \deg \Phi)2^{n+1}$.
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Kollár’s and Jelonek’s result are sharp; the original statements also take into account different degrees of the $F_j$. In many cases, however, one can do much better. Classical results due to Max Nöther [27] and Macaulay [26] show that the bounds can be substantially improved if (the homogenizations of) the $F_j$ have no zeros at infinity.

Another situation in which one can improve Kollár’s result is when the system of polynomials is sparse, meaning that its Newton polytope has small volume. Recall that the support $\text{supp} F$ of a Laurent polynomial $F = \sum_{\alpha \in \mathbb{Z}^n} c_{\alpha} z_1^{\alpha_1} \cdots z_n^{\alpha_n} = \sum_{\alpha \in \mathbb{Z}^n} c_{\alpha} z_1^{\alpha_1} \cdots z_n^{\alpha_n}$ in $\mathbb{C}[z_1^{\pm 1}, \ldots, z_n^{\pm 1}]$ is defined as $\text{supp} F = \{ \alpha \in \mathbb{Z}^n \text{ such that } c_{\alpha} \neq 0 \}$ and that the Newton polytope $\mathcal{N}(F_1, \ldots, F_m)$ of the system of polynomials $F_1, \ldots, F_m$ is the convex hull of $\bigcup_j \text{supp} F_j$ in $\mathbb{R}^n$. In particular, a polynomial of degree $d$ has support in $d\Sigma^n$, where $\Sigma^n$ is the $n$-dimensional simplex in $\mathbb{R}^n$ with the origin and the unit lattice points $e_1 = (1, 0, \ldots, 0), e_2 = (0, 1, 0, \ldots, 0), \ldots, e_n = (0, \ldots, 0, 1)$ as vertices. The normalized volume $\text{Vol}(S)$ of a convex set $S$ in $\mathbb{R}^n$ is $k!$ times the Euclidean volume of $S$, where $k$ is the dimension of $S$, so that $\text{Vol}(\Sigma^n) = 1$. A lattice polytope is a polytope in $\mathbb{R}^n$ with vertices in $\mathbb{Z}^n$. Sombra [33] proved the following using techniques from toric geometry:

Let $\mathcal{P}$ be a lattice polytope that contains $\mathcal{N}(F_1, \ldots, F_m, 1, z_1, \ldots, z_n)$. Then there are polynomials $G_j$ that satisfy (1.1) for $\nu \leq n^{n+2} \text{Vol}(\mathcal{P})$ and

$$\text{supp } (F_jG_j) \subseteq (1 + \deg \phi)n^{n+3} \text{Vol}(\mathcal{P}) \mathcal{P}.$$  

In particular, if $\deg F_j \leq d$, then

$$\deg (F_jG_j) \leq (1 + \deg \phi)n^{n+3} \text{Vol}(\mathcal{N}(\mathcal{P}))d.$$  

In general the bound (1.4) is less sharp than Kollár’s bound, but if $d$ is large compared to $n$ and $\text{Vol}(\mathcal{P})$ is small compared to $\text{Vol}(d\Sigma^n) = d^n$, then (1.4) is sharper than (1.2).

The main ingredient in Sombra’s proof is an effective Nullstellensatz for arithmetically Cohen-Macaulay varieties, [33, Lemma 1.1]. This result was later extended to general varieties by Kollár, [23], Ein-Lazarsfeld, [17], and Jelonek, [21]. Combining their results and Sombra’s techniques, (1.3) can be substantially improved; in many cases one can get rid of the factor $n^{n+3}$, [34]. For example, if $F_1, \ldots, F_n$ lack common zeros then one can solve (1.1) with $\Phi = 1$ and

$$\text{supp } (F_jG_j) \subseteq \text{Vol}(\mathcal{P}) \mathcal{P},$$  

as follows using Jelonek’s Nullstellensatz, [21]. In [17] Example 2], due to Rojas, the special case when $\mathcal{P}$ is a product of simplices is considered.

Residue currents have been used as a tool to solve polynomial membership problems by several authors, see, for example, [6]. In this paper we extend the ideas developed by Andersson [3] and Andersson-Götmark [4], who used residue currents on complex projective space $\mathbb{P}^n$ to obtain effective solutions. We consider residue currents on general
toric compactifications of $\mathbb{C}^n$ in order to obtain sparse effective results. Given a lattice polytope $\mathcal{P}$ one can construct a toric variety $X_{\mathcal{P}}$ and a line bundle $(D_{\mathcal{P}})$ on $X_{\mathcal{P}}$ whose global sections correspond precisely to polynomials with support in $\mathcal{P}$, see Section 3. The toric variety $X_{\mathcal{P}}$ is smooth if for each vertex $v$ of $\mathcal{P}$ the smallest integer normal vectors of the facets of $\mathcal{P}$ containing $v$ form a base for the $\mathbb{Z}^n$, see [15, p. 29]. We then say that the lattice polytope $\mathcal{P}$ is smooth with respect to the lattice $\mathbb{Z}^n$, see [14].

The following sparse version of Macaulay’s Theorem [26] is due to Castryck-Denef-Vercauteren [11].

**Theorem 1.1.** Let $F_1, \ldots, F_m$ be polynomials in $\mathbb{C}[z_1, \ldots, z_n]$ and let $\mathcal{P}$ be a lattice polytope that contains the Newton polytope of $F_1, \ldots, F_m$. Assume that the $F_j$ have no common zeros neither in $\mathbb{C}^n$ nor at infinity. Then there are polynomials $G_j$ that satisfy

$$
\sum_{j=1}^{m} F_j G_j = 1 \tag{1.5}
$$

and

$$
supp(F_j G_j) \subseteq (n+1)\mathcal{P}. \tag{1.6}
$$

We will specify in Section 5.1 how no common zeros at infinity should be interpreted.

Macaulay’s Theorem, [26], corresponds to the case when $\mathcal{P} = d\Sigma^n$, that is, deg $F_j \leq d$. Then (1.6) reads deg $(F_j G_j) \leq (n+1)d$. Macaulay’s original result is in fact slightly stronger; we refer to Section 5.1 for an exact statement. In the special case when $\mathcal{P}$ is of the form $\mathcal{P} = d\Sigma^n$ or more generally of the form

$$
\mathcal{P} = d_1 \Sigma^{n_1} \times \cdots \times d_r \Sigma^{n_r} \tag{1.7}
$$

we get a slightly sharper bound than (1.6), see Theorem 5.2 in particular, we get back Macaulay’s result. Observe that supp $F \subseteq \mathcal{P}$, where $\mathcal{P}$ is given by (1.7), means that the degree in the first $n_1$ variables are bounded by $d_1$, the degree in the next $n_2$ variables are bounded by $d_2$, etc.

Our next result is a sparse version of Max Nöther’s $AF + BG$ Theorem, [27].

**Theorem 1.2.** Let $F_1, \ldots, F_m$, and $\Phi$ be polynomials in $\mathbb{C}[z_1, \ldots, z_n]$ and let $\mathcal{P}$ be a smooth and “large” polytope that contains the origin and the support of $\Phi$ and the coordinate functions $z_1, \ldots, z_n$. Assume that $\Phi \in (F_1, \ldots, F_m)$ and moreover that the codimension of the zero set of the $F_j$ is $m$ and that it has no component contained in the variety at infinity. Then there are polynomials $G_j$ such that

$$
\sum F_j G_j = \Phi \tag{1.8}
$$
and

\[ \text{supp} (F_j G_j) \subseteq \mathcal{P}. \]

It will be specified in Section 5.2 what we mean by that the zero set of the \( F_j \) has no component contained in the variety at infinity and by that the polytope is “large”; in particular, \( \mathcal{P} \) is large if it is of the form \((n + 1)\) times a lattice polytope. Theorem 1.2 also holds if \( \mathcal{P} \) is of the form \((1.7)\). In particular, if \( m = n \) and \( \mathcal{P} = (\deg \Phi) \Sigma^n \) we get back Nöther’s original result \([27]\):

Assume that the zero-set of \( F_1, \ldots, F_n \) is discrete and contained in \( \mathbb{C}^n \) and that \( \Phi \in (F_1, \ldots, F_n) \). Then, there are \( G_j \) that satisfy \((1.8)\) and \( \deg (F_j G_j) \leq \deg \Phi \).

If \( \mathcal{P} = (\deg \Phi) \Sigma^n \) but we drop the condition \( m = n \), then the corresponding result appeared as Theorem 1.2 in \([3]\).

In general, the \( F_j \) have common zeros at infinity. The following is a sparse version of a result by Andersson-Götmark, \([4, \text{Theorem 1.3}]\), which generalizes Nöther’s Theorem to the situation when there are no restriction on the zeros of the \( F_j \) at infinity.

**Theorem 1.3.** Let \( F_1, \ldots, F_m, \) and \( \Phi \) be polynomials in \( \mathbb{C}[z_1, \ldots, z_n] \), let \( \mathcal{P} \) be a smooth polytope that contains the origin and the Newton polytope of \( F_1, \ldots, F_m, z_1, \ldots, z_n \), and let \( a \) denote the minimal side length of \( \mathcal{P} \). Assume that the codimension of the common zero set of \( F_1, \ldots, F_m \) in \( \mathbb{C}^n \) is \( m \), that \( \Phi \in (F_1, \ldots, F_m) \), and that \( \text{supp} \Phi \subseteq e \mathcal{P} \), where \( e \mathcal{P} \) is a lattice polytope. Then there are polynomials \( G_j \) that satisfy \((1.8)\) and

\[ \text{supp} (F_j G_j) \subseteq \left[ e + m \text{Vol}(\mathcal{P})/a \right] \mathcal{P}. \]

By the minimal side length of \( \mathcal{P} \) we mean the length of the shortest edge of \( \mathcal{P} \). For example, if \( \mathcal{P} = d \Sigma \), then \( a = d \). Thus with \( \mathcal{P} = d \Sigma^n \)

\[ \text{deg} (F_j G_j) \leq (\deg \Phi/d + md^n/d) d = (\deg \Phi + md^n), \]

which is Andersson-Götmark’s result in the case when the degrees of the \( F_j \) are bounded by \( d \) and \( m = n \). Their result is more precise; in particular, it allows for the \( F_j \) to have different degrees and \( d^n \) in the estimate should be replaced by \( d^{\min(m,n)} \).

Recall that \( \Phi \) lies in the integral closure \((\overline{F})\) of \( (F) = (F_1, \ldots, F_m) \) if \( \Phi \) satisfies a monic equation \( \Phi^r + H_1 \Phi^{r-1} + \cdots + H_r = 0 \), where \( H_j \in (F)^j \) for \( 1 \leq j \leq r \), or, equivalently, if \( \Phi \) locally satisfies \( |\Phi| \leq C|F| \), where \( |F|^2 = |F_1|^2 + \cdots + |F_m|^2 \). If \( \Phi \in (\overline{F}) \), then the Briançon-Skoda Theorem, \([9]\), asserts that one can solve \((1.1)\) with \( \nu = \min(m, n) \). The following is a sparse versions of an effective Briançon-Skoda Theorem due to Hickel \([19, \text{Theorem 1.1}]\), see also Ein-Lazarsfeld \([17, \text{p. } 430]\).

**Theorem 1.4.** Let \( F_1, \ldots, F_m, \) and \( \Phi \) be polynomials in \( \mathbb{C}[z_1, \ldots, z_n] \), let \( \mathcal{P} \) be a smooth polytope that contains the origin and the Newton
polytope of $F_1, \ldots, F_m, z_1, \ldots, z_n$, and let $a$ denote the minimal side length of $P$. Assume that $\Phi$ is in the integral closure of $(F_1, \ldots, F_m)$ and that $\text{supp} \Phi \subseteq eP$, where $eP$ is a lattice polytope. Then there are polynomials $G_j$ such that

$$m \sum_{j=1}^m F_j G_j = \Phi^{\min(m,n)}$$

and

$$\text{supp} (F_j G_j) \subseteq \max \left( \left[ \min(m,n)(e + \text{Vol}(P)/a) \right], \min(m,n+1) \right) P.$$

In most cases $\left[ \min(m,n)(e + \text{Vol}(P)/a) \right]$ is much larger than $\min(m,n+1)$. In fact, $\min(m,n+1)$ is the largest only when $P = \Sigma^n$ and $e = 0$.

If $P = d \Sigma^n$, then (1.11) reads $\deg (F_j G_j) \leq \min(m,n)(\deg \Phi + d^n)$, which is precisely Hickel’s result, provided $m \geq n$. Hickel’s original formulation is more precise, taking into account different degrees of the $F_j$; also, $d^n$ in the estimate should be replaced by $d^{\min(m,n)}$.

Finally, we have the following sparse Nullstellensatz.

**Theorem 1.5.** Let $F_1, \ldots, F_m$, and $\Phi$ be polynomials in $\mathbb{C}[z_1, \ldots, z_n]$, let $P$ be a smooth polytope that contains the origin and the Newton polytope of $F_1, \ldots, F_m, z_1, \ldots, z_n$, and let $a$ denote the minimal side length of $P$. Assume that $\Phi$ vanishes on the zero set of the $F_j$ and that $\text{supp} \Phi \subseteq eP$, where $eP$ is a lattice polytope. Then there are polynomials $G_j$ such that

$$\sum_{j=1}^m F_j G_j = \Phi^{\min(m,n)\text{Vol}(P)}$$

and

$$\text{supp} (F_j G_j) \subseteq \max \left( \left[ \min(m,n)(1/a + e) \text{Vol}(P) \right], \min(m,n+1) \right) P.$$

Note that in most cases $\left[ \min(m,n)(1/a + e) \text{Vol}(P) \right]$ is much larger than $\min(m,n+1)$. As above, $\min(m,n+1)$ is the largest only if $P = \Sigma^n$ and $e = 0$.

If $P = d \Sigma^n$, then (1.13) reads $\deg (F_j G_j) \leq \min(m,n)(1 + \deg \Phi)d^n$. Moreover the exponent in (1.12) is $\min(m,n)d^n$, so if $n \geq m$ we get back Kollár’s result modulo a factor $n$ in the exponent $\nu$ in (1.1) and in the degree estimate (1.2). Because of the factor $1/a$, Theorem 1.5 slightly improves Sombra’s result when $P$ is smooth. Also from a modified version of Theorem 1.5 we recover Rojas’ example [17, Example 2], see Section 5.3.

We will provide a proof of Theorem 1.5 using residue currents. However, this result should be possible to conclude from Ein-Lazarsfeld’s Geometric Effective Nullstellensatz [17], cf. [17, Example 2], although we get a slightly better coefficient: a factor $\min(m,n)$ instead of $\min(m,n+1)$. 
Let us sketch the idea of the proofs of our results. A standard way of reformulating the kind of division problems we consider is the following. There are polynomials $G_j$ that satisfies (1.1) and \( \text{supp}(F_j G_j) \subseteq cP \) if and only if there are sections $g_j$ of line bundles $(D_{(c-1)P})$ over $X_P$ such that

\[
\sum_{j=1}^{m} f_j g_j = \psi,
\]

where $f_j$ and $\psi$ are sections of line bundles $(D_P)$ and $(D_{cP})$ over $X_P$ corresponding to $F_j$ and $\Phi^\nu$, respectively. In [2] it was shown that $\psi$ solves (1.14) locally on $X_P$ if $\psi$ annihilates the so-called Bochner-Martinelli residue current $R^f$ of $f_1, \ldots, f_m$, see Section 2. To obtain a global solution to (1.14) the constant $c$ has to be large enough so that certain Dolbeault cohomology on $X_P$ vanishes. By analyzing when these conditions are satisfied we obtain our results. In general, $\psi$ annihilates $R^f$ if it vanishes to high enough order along the zero set $V_f$ of $f_1, \ldots, f_m$; this is used to prove Theorems 1.5 and 1.4. Ein-Lazarsfeld [17] (as well as Brownawell [10]) used Skoda’s Theorem [32] to obtain analogous results. If the codimension of $V_f$ is $m$, we have a more refined estimate of when $R^f$ is annihilated, which makes it possible to get results such as Theorems 1.2 and 1.3.

The somewhat unsatisfactory assumption in most of our results that the polytope $P$ is smooth is explained by the fact that the use of residue current techniques limits us to work on smooth toric varieties, cf. Remark 5.6. The Bochner-Martinelli residue current can actually be defined also on singular varieties; it will however not have as nice properties as in the smooth case, cf. [7, 24]. It would be interesting to investigate the general situation more carefully.

The organization of this paper is as follows. In Sections 2 and 3 we provide some necessary background on residue currents and toric varieties, respectively. In Section 4 we present a basic result, which essentially is a toric interpretation of Theorem 2.3 in [3]. Based on this we prove Theorems 1.1-1.5 in Section 5, in which we also provide slightly more general formulations and consider the special case when $P$ is of the form (1.7). Finally, in Section 6 we compare our results to previous work, interpret them in terms of usual degree bounds and give some examples.
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2. Residue currents

Let $f_1, \ldots, f_m$ be holomorphic functions whose common zero set $V_f$ has codimension $m$. Then the Coleff-Herrera product, introduced in [12],

\begin{equation}
R^f_{\text{CH}} = \bar{\partial} \left[ \frac{1}{f_1} \right] \wedge \cdots \wedge \bar{\partial} \left[ \frac{1}{f_m} \right],
\end{equation}

represents the ideal $(f)$ generated by the $f_j$ in the sense that it has support on $V_f$ and moreover if $\psi$ is a holomorphic function, then $\psi \in (f)$ locally if and only if $\psi R^f_{\text{CH}} = 0$, see [16, 29].

Passare-Tsikh-Yger, [30], constructed residue currents by means of the Bochner-Martinelli kernel that generalize the Coleff-Herrera product to when the codimension of $V_f$ is arbitrary. Their construction was later developed by Andersson [2]. We will use his global construction.

**Theorem 2.1** (Andersson [2]). Let $f$ be a holomorphic section of a Hermitian vector bundle $E$ of rank $m$ over a complex manifold $X$ of dimension $n$. Then one can construct a $(\Lambda(E^*)$-valued) residue current $R^f$ on $X$, which has support on the zero locus $V_f$ of $f$ and satisfies:

(a) If $\psi$ is holomorphic on $X$ and $\psi R^f = 0$, then $\psi$ is locally in the ideal $(f)$ generated by $f$.

(b) If $\text{codim} V_f = m$ then $R^f$ is locally equal to a Coleff-Herrera product \((2.1)\); in particular, $\psi R^f = 0$ if and only if $\psi \in (f)$ locally.

(c) If $\psi$ locally satisfies

\begin{equation}
|\psi| \leq C |f|^{\min(m,n)}
\end{equation}

for some constant $C$, then $\psi R^f = 0$.

If $\psi$ is a holomorphic section of a line bundle $L$ over $X$, then $\psi \in (f)$ if there is a $g \in (X, E^* \otimes L)$ such that

\begin{equation}
\delta_f g = \psi,
\end{equation}

where $\delta_f$ is contraction (interior multiplication) with $f$. If $\varepsilon_1, \ldots, \varepsilon_n$ is a local holomorphic frame for $E$ and $\varepsilon_1^*, \ldots, \varepsilon_n^*$ is the dual frame, so that $f = \sum_{i=1}^m f_i \varepsilon_i$ and $g = \sum_{i} g_i \varepsilon_i^*$, then \((2.3)\) just reads $\sum f_i g_i = \psi$, that is, \((1.14)\). Andersson’s construction of $R^f$ is based on the Koszul complex, which, combined with solving $\bar{\partial}$-equations, is a classical tool for solving division problems, see for example [20]. Vaguely speaking, $R^f$ appears as an obstruction when one tries to extend a solution $g$ to the division problem \((2.3)\) from $X \setminus V_f$ to $X$. Let $s$ be the section of $E^*$ with pointwise minimal norm, such that $\delta_f s = |f|^2$, where $|\cdot|$ is the Hermitian metric on $X$, and let

\begin{equation}
u = \sum_k s \wedge (\bar{\partial}s)^{k-1} / |f|^{2k}.
\end{equation}
Then $u$ is a section of $\Lambda(E^* \oplus T_{0,1}^*(X))$, which is clearly well-defined and smooth outside $V_f$ and moreover $\partial |f|^{2\lambda} \wedge u$ has an analytic continuation as a current to where $\text{Re} \lambda > -\varepsilon$. The current $R^f$ is defined as the value at $\lambda = 0$. Locally the coefficients of $R^f$ are the residue currents introduced by Passare-Tsikh-Yger [30].

Morally, the residue current $R^f$ is an obstruction to solve (2.3) locally on $X$. To glue these local solutions together to a global solution we need to solve certain $\bar{\partial}$-equations on $X$. The following result is a special case of Theorem 2.3 in [3].

**Theorem 2.2.** Let $L$ be a line bundle over $X$. Assume that
\begin{equation}
H^{0,q}(X, \Lambda^{q+1} E^* \otimes L) = 0
\end{equation}
for $1 \leq q \leq \min(m-1,n)$. Let $\psi$ be a holomorphic section of $L$. If $\psi R^f = 0$, then there is a $g \in (X, E^* \otimes L)$ that satisfies (2.3).

Given a holomorphic function $g$ we will use the notation $\bar{\partial}[1/g]$ for the value at $\lambda = 0$ of $\bar{\partial}|g|^{2\lambda}/g$ and analogously by $[1/g]$ we will mean $|g|^{2\lambda}/g|_{\lambda=0}$. For further reference note that $g\bar{\partial}[1/g] = 0$.

The residue currents that appear in this paper allow for multiplication with characteristic functions of varieties, and more generally constructible sets, in such a way that ordinary calculus rules hold; in fact, they are pseudomeromorphic currents in the sense of [5]. In particular, if $R$ is a residue current on $X$ and $V \subset X$ is a variety, then $\psi R = 0$ if and only if $\psi \mathbf{1}_V R = 0$ and $\psi \mathbf{1}_{X \setminus V} R = 0$. Also, if $\pi : X \to Y$ is a holomorphic modification and $W$ is a subvariety of $Y$, then
\begin{equation}
\mathbf{1}_W(\pi_* R) = \pi_* (\mathbf{1}_{\pi^{-1}(W)} R).
\end{equation}
Is $Z$ is an analytic variety with support $|Z|$, we will write $\mathbf{1}_Z$ for $\mathbf{1}_{|Z|}$.

A pseudomeromorphic current with support on a variety $Z$ is said to have the *Standard Extension Property* (SEP) (with respect to $Z$) in the sense of Björk [8] if $\mathbf{1}_W T = 0$ for all subvarieties $W \subset Z$ of positive codimension. The Coleff-Herrera product (2.1) has the SEP (with respect to $V_f$); in particular, $\bar{\partial}[1/g]$ has the SEP.

One can define pseudomeromorphic currents also on singular varieties, so that the properties above hold true, see [24].

3. Toric varieties

A toric variety is a partial compactification of the torus $T = (\mathbb{C}^*)^n$, which admits an action of $T$ that extends the action of $T$ on itself; for a general reference on toric varieties, see [18]. A toric variety can be constructed from a *fan* $\Delta$, which is a certain collection of lattice cones, by gluing together copies of $\mathbb{C}^n$ corresponding to $n$-dimensional cones of $\Delta$; we denote the resulting toric variety by $X_\Delta$. Throughout this paper we will assume that the lattice is $\mathbb{Z}^n$. We will also assume that all fans $\Delta$ are complete, that is, $\bigcup_{\sigma \in \Delta} \sigma = \mathbb{R}^n$; then the corresponding toric varieties are compact.
3.1. Toric varieties from polytopes. Let $P$ be a lattice polytope in $\mathbb{R}^n$. Note that if $F$ is a polynomial, then $\text{supp} F \subseteq P \subseteq \mathbb{R}_{\geq 0}^n$. Therefore we will assume that all lattice polytopes in this paper contained in $\mathbb{R}_{\geq 0}^n$. Let $\rho_1, \ldots, \rho_s$ be the normal vectors of the facets (faces of maximal dimension) of $P$, chosen in such a way that each $\rho_j$ is the shortest inwards pointing normal vector that has integer coefficients. Then $P$ admits a representation
\begin{equation}
\mathcal{P} = \bigcap_j \{ x \in \mathbb{R}^n \text{ such that } \langle x, \rho_j \rangle \geq -a_j \}
\end{equation}
for some integers $a_j$. The polytope $P$ determines a complete fan $\Delta_P$ whose cones correspond to the faces of $P$; given a face $A$ of $P$, the corresponding cone $\sigma_A$ is generated by the $\rho_j$ for which $A$ is a face of the facet determined by $\rho_j$.

A toric variety $X_\Delta$ is smooth if and only if each cone in $\Delta$ is generated by a part of a basis for the lattice $\mathbb{Z}^n$, see [18, p. 29]. Such a fan is said to be regular. A polytope $P$ is smooth precisely when $\Delta_P$ is regular, cf. the introduction. For each fan $\Delta$ there exists a refinement $\tilde{\Delta}$ of $\Delta$ such that $X_\tilde{\Delta} \to X_\Delta$ is a resolution of singularities, see [18, p. 48]. Also if $\Delta_1$ and $\Delta_2$ are two different fans, there exists a regular fan $\Delta$ that refines both $\Delta_1$ and $\Delta_2$. If $\Delta$ is a refinement of $\Delta_P$ we say that $\Delta$ is compatible with $\mathcal{P}$, see [18, p. 73].

3.2. Divisors and line bundles. Each one-dimensional cone $\mathbb{R}_+\rho_j$ of a fan $\Delta$ determines a divisor $D_j$ on $X_\Delta$ that is invariant under the action of $T$. Moreover, any divisor on $X_\Delta$ is rationally equivalent to a $T$-invariant divisor, or $T$-divisor for short, so the $D_j$ generates the Chow group $A_{n-1}(X_\Delta)$ of Weil divisors modulo rational equivalence.

A $T$-Cartier divisor on $X_\Delta$ is of the form $\sum_j \langle a, \rho_j \rangle D_j$, for some $a \in \mathbb{Z}^n$; we identify Cartier divisors with the corresponding Weil divisors. A $T$-Cartier divisor on $X_\Delta$ gives rise to a polytope $\mathcal{P}_D$, compatible with $\Delta$. If $D = \sum b_j D_j$, then $\mathcal{P}_D = \bigcap_j \{ x \in \mathbb{R}^n \text{ such that } \langle x, \rho_j \rangle \geq -b_j \}$. The global holomorphic sections of the line bundle $(D)$ correspond precisely to polynomials with support in $\mathcal{P}_D$.

A $T$-Cartier divisor $D$ also gives rise to a continuous piecewise linear function $\Psi_D$ on $\mathbb{R}^n$; if $D = \sum b_j D_j$, then $\Psi_D$ is defined by $\Psi_D(\rho_j) = -b_j$. In particular, $\Psi_D$ is linear on each cone of $\Delta$. The function $\Psi_D$ is said to be strictly concave if it is concave and the linear functions defining it are different for different $n$-dimensional cones of $\Delta$. Concavity of $\Psi_D$ is related to positivity of the line bundle $(D)$: $(D)$ is generated by its sections if and only if $\Psi_D$ is concave and it is ample if and only if $\Psi_D$ is strictly concave. It follows that the line bundle $(\mathcal{P}_D)$ is ample on $X_\mathcal{P}$. Moreover, if $\Delta$ is compatible with $\mathcal{P}$ of the form (3.1), then $\mathcal{P}$ determines a $T$-Cartier divisor $D_\mathcal{P} = \sum a_j D_j$ on $X_\Delta$ such that $\mathcal{P}_{D_\mathcal{P}} = \mathcal{P}$ and the line bundle $(D_\mathcal{P})$ is generated by its sections.
3.3. Line bundle cohomology. If $\Delta$ is complete and $L$ is a line bundle over $X_\Delta$, which is generated by its sections, then $H^{0, q}(X_\Delta, L) = 0$ for all $q \geq 1$. By Serre duality, $H^{0, q}(X, -L) = H^{0, n-q}(X, L + K_X)$, where $K_X$ denotes the canonical divisor on $X$. The canonical divisor on $X_\Delta$ is given as $K_X = -\sum D_j$, where $D_j$ are the irreducible divisors corresponding to the one-dimensional cones of $\Delta$. We conclude the following.

**Lemma 3.1.** If $\Delta$ is compatible with $\mathcal{P}$, then $H^{0, q}(X_\Delta, (D_\mathcal{P})) = 0$ for all $c \geq 0$, for which $c \mathcal{P}$ is a lattice polytope, and $q \geq 1$.

If moreover $(D_\mathcal{P} + K_{X_\Delta})$ is generated by its sections, then $H^{0, q}(X_\Delta, (-D_\mathcal{P})) = 0$ for $1 \leq q \leq n - 1$ and any $c \geq 1$, for which $c \mathcal{P}$ is a lattice polytope.

To see the second statement, note that for $c \geq 1$, $\Psi_{\mathcal{P}, D_\mathcal{P} + K_{X_\Delta}}$ is concave as soon as $\Psi_{\mathcal{P}, D_\mathcal{P} + K_{X_\Delta}}$ is.

Let $(a)$ denote the line bundle over $\mathbb{P}^n$ whose sections correspond to $a$-homogeneous polynomials. Recall the following well known vanishing theorem, see for example [15 Thm. 10.7, p. 437].

**Theorem 3.2.** It holds that $H^{0, q}(\mathbb{P}^n, (a)) = 0$ (and only if) $q = 0$ and $a < 0$, $1 \leq q \leq n - 1$, or $q = n$ and $a \geq -n$.

Given line bundles $L_1 \to X_1$ and $L_2 \to X_2$, let $L_1 \boxtimes L_2 \to X_1 \times X_2$ denote the tensor product of the pullbacks of $L_1$ and $L_2$ to $X_1 \times X_2$. By the Künneth Formula, we have:

$$H^{0, q}(\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r}, (a_1) \boxtimes \cdots \boxtimes (a_r)) = \bigoplus_{q_1 + \cdots + q_r = q} H^{0, q_1}(\mathbb{P}^{n_1}, (a_1)) \otimes \cdots \otimes H^{0, q_r}(\mathbb{P}^{n_r}, (a_r)).$$

**Example 3.3.** Assume that $\mathcal{P}$ is a product of simplices, that is, $\mathcal{P}$ is of the the form $(\bigotimes)^r$. Set $n := n_1 + \cdots + n_r$. Then $\mathcal{P}$ has normal directions $\rho_1 = e_1, \ldots, \rho_n = e_n, \rho_{n+1}, \ldots, \rho_{n+r}$, where $\rho_{n+1}$ has $-1$ in the first $n_1$ positions and zeros elsewhere, and for $2 \leq k \leq r$, $\rho_{n+k}$ has $-1$ in position $n_1 + \cdots + n_{k-1} + 1, \ldots, n_1 + \cdots + n_k$ and zeros elsewhere. The fan $\Delta_{\mathcal{P}}$ is regular so that $\mathcal{P}$ is smooth. In fact, $X_{\mathcal{P}} = \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r}$.

Now $D_{\mathcal{P}} = \sum d_j D_{n_j}$ and the line bundle $(D_{\mathcal{P}})$ is just the line bundle $(d_1) \boxtimes \cdots \boxtimes (d_r)$ over $\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r}$. Note that $\Psi_{D_{\mathcal{P}}}$ is concave, which means that $(D_{\mathcal{P}})$ is generated by its sections, precisely when $d_k \geq 0$ for $1 \leq k \leq r$ and that $\Psi_{D_{\mathcal{P}}}$ is strictly concave, which means that $(D_{\mathcal{P}})$ is ample, precisely when $d_k \geq 1$ for $1 \leq k \leq r$.

We claim that $H^{0, q}(X_{\mathcal{P}}, (D_{\mathcal{P}})) = 0$ if $1 \leq q \leq n - 1$ and $c$ is any integer. More precisely, if $1 \leq q \leq n - 1$, then (3.2) vanishes as soon as either all $a_i \geq 0$ or all $a_i < 0$. To see this note that if $q > 0$ then each term in the left hand side of (3.2) has at least one factor $H^{0, q_j}(\mathbb{P}^{n_j}, (a_j))$ for which $q_j > 0$. Now if $a_i \geq -n_i$ or $a_i < 0$ for all $i$, this factor vanishes according to Theorem 3.2. Similarly, if $q < n$, then each terms has a
factor for which \( q_j < n_j \) and so this factor vanishes if \( a_j < 0 \), which proves the claim. \( \square \)

3.4. Homogeneous coordinates on toric varieties. The homogeneous coordinate ring \( S \) on a toric variety \( X_\Delta \) was introduced by Cox [13] as a generalization of homogeneous coordinates on projective space. The ring \( S \) has one variable \( z_j \) for each one-dimensional cone \( \mathbb{R} + \rho_j \) in the fan \( \Delta \) or, equivalently, for each irreducible \( T \)-Weil divisor \( D_j \) on \( X_\Delta \). Moreover \( S \) has a grading inherited from the Chow group \( A_{n-1}(X_\Delta) \): the degree of a monomial \( \prod z_j^{a_j} \) is \( \sum a_j D_j \in A_{n-1}(X_\Delta) \).

Let \( D = \sum a_j D_j \) be a \( T \)-divisor on \( X_\Delta \). The global sections of the line bundle \( (D) \) can then be expressed as polynomials in the monomials \( \mu_b = \prod_j z_j^{(b, \rho_j) + a_j} \), where \( b = (b_1, \ldots, b_n) \in \mathcal{P}_D \cap \mathbb{Z}^n \). If \( X_\Delta \) is smooth, then local coordinates in the affine chart \( \mathcal{U}_\sigma \) corresponding to the \( n \)-dimensional cone \( \sigma \) is obtained by setting \( z_j = 1 \) if \( \mathbb{R} + \rho_j \) is not a facet of \( \sigma \), see, for example, [36].

In this paper we want to consider toric varieties that are compactifications of \( \mathbb{C}^n \). Assume that \( \mathcal{P} \) is a lattice polytope that contains the origin and the lattice points \( e_1, \ldots, e_n \), that is, the support of the coordinate functions \( z_1, \ldots, z_n \). Given such a polytope \( \mathcal{P} \) one can always find a regular fan, compatible with \( \mathcal{P} \), that contains the \( n \)-dimensional cone \( \sigma_0 \) generated by \( \rho_1 = e_1, \ldots, \rho_n = e_n \); in fact, \( \sigma_0 \) is the first orthant in \( \mathbb{R}^n \). Let \( \Delta \) be such a fan. Then, in the representation (3.1) of \( \mathcal{P} \), \( a_1 = \cdots = a_n = 0 \). It follows that

\[
\mu_b = z_1^{b_1} \cdots z_n^{b_n} z_{n+1}^{(b, \rho_n+1) + a_{n+1}} \cdots z_{n+s}^{(b, \rho_s+1) + a_{n+s}}.
\]

Thus, in local coordinates in \( \mathcal{U}_{\sigma_0} \), \( \mu_b = z_1^{b_1} \cdots z_n^{b_n} = z^b \), and so \( \mu_b \) can really be thought of as a homogenization of the monomial \( z^b \); we will refer to a global section of \( (D_\mathcal{P}) \) as the \( \mathcal{P} \)-homogenization of the corresponding polynomial in \( \mathcal{U}_{\sigma_0} \). We will identify the chart \( \mathcal{U}_{\sigma_0} \) with our original \( \mathbb{C}^n \) and refer to \( X_\Delta \setminus \mathcal{U}_{\sigma_0} = \bigcup_{j \geq n+1} D_j \) as the variety at infinity and denote it by \( V_\infty \).

Let us remark that by working on toric varieties obtained from arbitrary polytopes we could probably obtain results for Laurent polynomial in \((\mathbb{C}^*)^n\), cf. [33, Theorem 2].

4. THE BASIC RESULT

The following basic result is a consequence of Theorem 2.2.

**Theorem 4.1.** Let \( F_1, \ldots, F_m, \) and \( \Psi \) be polynomials in \( \mathbb{C}[z_1, \ldots, z_n] \), and let \( \mathcal{P}_j \supseteq \text{supp } F_j \) and \( \mathcal{Q} \supseteq \text{supp } \Psi \) be lattice polytopes that contain the origin in \( \mathbb{R}^n \). Assume that \( \Delta \) is a regular fan, compatible with \( \mathcal{P}_j \) and \( \mathcal{Q} \), that contains the first orthant in \( \mathbb{R}^n \) as a cone, and that

\[
H^0(Q) \left( X_\Delta, \left( D_\mathcal{P}_j + \cdots + D_{\mathcal{P}_{j+1}} \right) \right) = 0
\]
for $1 \leq q \leq \min(m - 1, n)$ and all $\mathcal{J} = \{j_1, \ldots, j_{q+1}\} \subseteq \{1, \ldots, m\}$. Assume moreover that

\begin{equation}
(4.2) \quad \psi R^f = 0,
\end{equation}

where $\psi$ is the $Q$-homogenization of $\Psi$ and $f$ is the section $(f_1, \ldots, f_m)$ of $(D_{P_1}) \oplus \cdots \oplus (D_{P_m})$ over $X_\Delta$, where $f_j$ is the $P_j$-homogenizations of $F_j$.

Then there are polynomials $G_1, \ldots, G_m$ such that

\begin{equation}
(4.3) \quad \sum_{j=1}^m F_j G_j = \Psi
\end{equation}

and

\begin{equation}
(4.4) \quad \text{supp } F_j G_j \subseteq Q.
\end{equation}

In general, $(4.1)$ is satisfied if $(D_Q)$ is positive enough. For example, if $D_P$ is ample, then there is an $r$ such that $(4.1)$ holds for $Q = sP$ if $s \geq r$.

If $P_j = d_j \Sigma^n$, where $d_j = \text{deg } F_j$, and $Q$ is of the form $c \Sigma^n$, we can choose $X$ as $\mathbb{P}^n$. Then $\psi$ vanishes at least to order $r_j$ on each divisor $D_j$, see for example [23]. In particular, if we let $r := \max_j r_j$, then $(2.2)$ is satisfied if $\psi$ vanishes to order $\min(m, n)r$ along $V_f$. Recall from Section 2 that $(4.2)$ is satisfied if and only if $\psi 1_{\mathbb{C}^\infty} R^f = 0$ and $\psi 1_{\mathbb{V}^\infty} R^f = 0$.

**Lemma 4.2.** Assume that $\psi$ vanishes to order $\min(m, n)r$ along $V_\infty$. Then $\psi 1_{\mathbb{V}^\infty} R^f = 0$.

**Proof.** One can show that $\pi^*(\bar{\partial}[f]^{2\lambda} \wedge u)$, where $u$ is defined by $(2.4)$, has an analytic continuation as a current on $X^+$ to where $\text{Re } \lambda > -\epsilon$, such that $\pi_* R^+ = R_f^+$, where $R^+ = \pi^*(\bar{\partial}[f]^{2\lambda} \wedge u)|_{\lambda=0}$, see [23].

In $X^+$, $\pi^* f = f_0 f'$, where $f_0$ is holomorphic and $f'$ is a non-vanishing tuple. It follows that $R^+$ is of the form $\sum_{k=1}^{\min(m, n)} \bar{\partial}[1/f_{k}] \wedge \alpha_k$, where $\alpha_k$ are smooth, cf. [23 Pf of Thm 1.1]. Since $\bar{\partial}[1/f_{k}]$ has the SEP with respect to (the support of) $D$, so has $R^+$. It follows that $R^+ = \sum_{D_j \subseteq D} 1_{D_j} R^+$ and moreover, using $(2.6)$, $1_{\mathbb{V}^\infty} R^f = \sum_{\pi(D_j) \subseteq \mathbb{V}^\infty} \pi_* (1_{D_j} R^+)$. Let $Z$ denote the union of the singular locus of
Assume that \( \psi \) vanishes to order \( \min(m,n)r \) along \( V_\infty \). We need to show that \( (\pi^*\psi)\mathbf{1}_{D_j \setminus Z} = 0 \) if \( D_j \) is one of the divisors that are mapped into \( V_\infty \). Let \( D_j \) be such a divisor. Then locally on \( D_j \setminus Z \), \( f_0 = \sigma^{r_j} \), where \( \sigma \) is a local defining function for \( D_j \). Moreover \( \pi^*\psi \) is divisible by \( \sigma^{\min(m,n)r} \) and consequently it annihilates \( \mathbf{1}_{D_j \setminus Z} = \sum_k \bar{\partial}[1/\sigma^{kr_j}] \wedge \alpha_k \). Hence \( \psi_{V_\infty} R^f = 0 \).

Remark 4.3. In some cases we can estimate \( r \). Let us follow [25, Chapter 10.5]. Suppose that \( D \) is a divisor on \( X \) such that \( \chi(D) \otimes \mathfrak{a} \) is globally generated. Then Proposition 10.5.5 in [25] asserts that

\[
\sum_j r_j \cdot \deg D(Z_j) \leq \deg D(X)
\]

where \( Z_j = \pi(D_j) \) are the so-called distinguished varieties associated with \( \mathfrak{a} \). If moreover \( D \) is ample, then \( \deg D(Z_i) > 0 \) and so we get the following rough estimate of \( r \):

\[
r \leq \deg D(X)
\]

Let \( \mathcal{P} \) be a smooth polytope that contains the supports of the \( F_j \). Then \( \chi_p(D_{\mathcal{P}}) \otimes \mathfrak{a} \) is globally generated and \( D_{\mathcal{P}} \) is an ample divisor on \( X_{\mathcal{P}} \). Moreover \( \deg D_{\mathcal{P}}(X_{\mathcal{P}}) = \text{Vol}(\mathcal{P}) \), see [28, Prop. 2.10]. Thus \( r \leq \text{Vol}(\mathcal{P}) \).

Proof of Theorem 4.1. Let \( E \) be the bundle \((D_{\mathcal{P}_1}) \oplus \cdots \oplus (D_{\mathcal{P}_m})\) over \( X_{\Delta} \) and let \( L = (D_{\mathcal{Q}}) \). Then

\[
\Lambda^q E^* \otimes L = \bigoplus_{J=(j_1,\ldots,j_q)\subseteq\{1,\ldots,m\}} (D_{\mathcal{Q}} - (D_{\mathcal{P}_{j_1}} + \cdots + D_{\mathcal{P}_{j_q}})),
\]

and so (2.25) holds for \( 1 \leq q \leq \min(m - 1, n) \) if (2.11) holds for \( 1 \leq q \leq \min(m - 1, n) \) and any multi-index \( J \) of length \( q + 1 \). Thus, if \( \psi \in (X_{\Delta}, L) \) annihilates the residue current \( R^f \), then Theorem 2.2 asserts that we can find a \( g = (g_1, \ldots, g_m) \in (X_{\Delta}, E^* \otimes L) \) that satisfies (2.28). Dehomogenizing gives polynomials \( G_1, \ldots, G_m \in \mathbb{C}[z_1, \ldots, z_n] \) that satisfy (4.3) and (4.4).

5. Results and Proofs

In this section we deduce Theorems 1.1-1.5 from Theorem 4.1. We provide slightly more general formulations of some of the results and we also give sharper estimates in the special case when \( \mathcal{P} \) is a product of simplices, which corresponds to separate degree bounds in subsets of the variables. From now on let us use the shorthand notation \( \mu := \min(m, n) \). Also throughout the paper \( F_1, \ldots, F_m, \) and \( \Phi \) are assumed to be polynomials in \( \mathbb{C}[z_1, \ldots, z_n] \).
5.1. **Sparse versions of Macaulay’s Theorem.** In Theorem 1.1, the $F_j$ are assumed to have no common zeros neither in $\mathbb{C}^n$ nor at infinity. This should be interpreted as that $P$ necessarily contains the origin and the $P$-homogenizations $f_j$ of the $F_j$ lack common zeros in $X_\Delta$ if $\Delta$ is compatible with $P$. Observe that, whether the $f_j$ have common zeros in $X_\Delta$ in fact only depends on $P$ and not on the particular choice of $\Delta$.

Theorem 1.1 is a direct consequence of the following more general result, which was proved for polynomials over arbitrary fields, or even DVRs, by Castryck-Denef-Vercauteren, [11]. We include a proof for completeness. Theorem 1.1 corresponds to $d_j = 1$ and $\Phi = 1$. Tu-itman, [35], proved a generalization of Castryck-Denef-Vercauteren’s result, in which he allows the polynomials to have support in different polytopes, see also [37].

**Theorem 5.1.** Assume that $F_j$ has support in the lattice polytope $d_j P$, where $P$ is a fixed lattice polytope that contains the origin and the $d_j$ are ordered so that $d_1 \geq \cdots \geq d_m$. Assume that the $F_j$ have no common zeros neither in $\mathbb{C}^n$ nor at infinity, meaning that the $d_j P$-homogenizations of the $F_j$ lack common zeros. Assume that $\Phi$ has support in the lattice polytope $e P$. Then there are polynomials $G_j$ that satisfy (1.8) and

\[
\text{supp}(F_j G_j) \subseteq \max(n+1, e) P.
\]

**Proof.** Let $P_j = d_j P$, let $\Delta$ be regular and compatible with $P$. Since $P \subseteq \mathbb{R}^n_+$ contains the origin, we can choose $\Delta$ so that it contains the first orthant. Moreover, let $Q = c P$, where $c = \max(d_1 + \cdots + d_{n+1}, e)$. Then

\[
(D_Q - (D_{p_{j1}} + \cdots + D_{p_{jq+1}})) = (D_{(c - (d_{j1} + \cdots + d_{jq+1})) P}),
\]

where $c - (d_{j1} + \cdots + d_{jq+1}) \geq 0$ if $q \leq n$. It follows by Lemma 3.1 that (1.1) is satisfied for $1 \leq q \leq \min(m-1, n)$ and any multi-index $J$ of length $q+1$.

Let $f_j$ be the $P_j$-homogenizations of the $F_j$, let $R^I$ be the corresponding residue current, and let $\psi$ be the $Q$-homogenization of $\Phi$. Since the $f_j$ lack common zeros, $R^I = 0$ and thus (4.2) is trivially satisfied. Hence Theorem 4.1 asserts that there are polynomials $G_j$ that satisfy (5.1).

The following result appeared in [1, Theorems 10.2 and 13.4]. The proof given there uses Koszul complex methods. For completeness we give a proof using Theorem 4.1.

**Theorem 5.2.** Assume that $F_j$ has support in

\[
P_j = d_{j1} \Sigma^{n_1} \times \cdots \times d_{jr} \Sigma^{n_r},
\]
where \( n_1 + \cdots + n_r = n \), and moreover that the \( F_j \) have no common zeros neither in \( \mathbb{C}^n \) nor at infinity in \( \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r} \). Let \( k_1, \ldots, k_r \) be a permutation of \( 1, \ldots, r \) and let

\[
(5.2) \quad c_{k_\ell} = \max_J \left\{ \sum_{i=1}^{n_{k_\ell} + \cdots + n_{k_r} + 1} d_{j_\ell k_\ell} - n_{k_\ell} \mid |J| = n_{k_\ell} + \cdots + n_{k_r} + 1 \right\}.
\]

Then there are polynomials \( G_j \) that satisfy \((1.5)\) and

\[
supp(F_jG_j) \subseteq c_1\Sigma^{n_1} \times \cdots \times c_r\Sigma^{n_r}.
\]

The condition \((5.2)\) means that \( c_{k_\ell} \) is equal to the sum of the \( n_{k_\ell} + \cdots + n_{k_r} + 1 \) largest \( d_{j_\ell k_\ell} \) minus \( n_{k_\ell} \). In particular, if \( P_j = P \) of the form \((1.7)\), then

\[
c_{k_\ell} = \max_{J \subseteq \{1, \ldots, r\}} \left\{ \sum_{i=1}^{n_{\ell} + \cdots + n_{r} + 1} d_{j_\ell k_\ell} - n_{k_\ell} \right\}.
\]

Macaulay’s Theorem \((26)\) corresponds to the case when \( P_j = d_1\Sigma^n \), where \( d_1 = \deg F_j \) and the \( d_j \) are ordered so that \( d_1 \geq \ldots \geq d_m \).

Assume that \( F_j \) have no common zeros even at infinity (in \( \mathbb{P}^n \)). Then one can find \( G_j \) that satisfy \((1.5)\) and \( \deg(F_jG_j) \leq \sum_{j=1}^{n+1} d_j - n \).

**Proof.** Let \( X = X_{P_j} = \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r} \), cf. Example \((3.3)\) and let \( Q = c_1\Sigma^{n_1} \times \cdots \times c_r\Sigma^{n_r} \). Note that \( \Delta_{\mathcal{P}_j} \) contains the first orthant. Moreover note that

\[
(5.3) \quad H^{0,q}\left(X, (D_{Q} - (D_{\mathcal{P}_{j_1}} + \cdots + D_{\mathcal{P}_{j_{q+1}}}))\right) = H^{0,q}\left((c_1 - \sum_{i=1}^{q+1} d_{j_{i,1}}) \otimes \cdots \otimes (c_r - \sum_{i=1}^{q+1} d_{j_{i,r}})\right).
\]

By the K"unneth formula, the right hand side of \((5.3)\) is equal to

\[
(5.4) \quad \bigoplus_{q_1 + \cdots + q_r = q} H^{0,q_1}\left(\mathbb{P}^{n_1}, (c_1 - \sum_{i=1}^{q+1} d_{j_{i,1}})\right) \otimes \cdots \otimes H^{0,q_r}\left(\mathbb{P}^{n_r}, (c_r - \sum_{i=1}^{q+1} d_{j_{i,r}})\right).
\]

If \( n_{k_1} + \cdots + n_{k_r} + 1 = n - n_{k_1} + 1 \leq q \leq n \), then \( q_{k_1} \geq 1 \) in all terms in \((5.4)\). Thus by \((5.2)\) and Theorem \((3.2)\) the factor

\[
(5.5) \quad H^{0,q_1}\left(\mathbb{P}^{n_{k_1}}, (c_{k_1} - \sum_{i=1}^{q+1} d_{j_{i,k_1}})\right),
\]

in each term vanishes since the sum contains \( q + 1 \leq n + 1 \) terms.

If \( n - n_{k_1} - n_{k_2} + 1 \leq q \leq n - n_{k_1} \), then, in each term in \((5.4)\), either \( q_{k_1} \geq 1 \) or \( q_{k_2} \geq 1 \). In the first case \((5.3)\) vanishes as above. In the second case \( H^{0,q_2}\left(\mathbb{P}^{n_{k_2}}, (c_{k_2} - \sum_{i=1}^{q+1} d_{j_{i,k_2}})\right) \) vanishes.

Hence \((5.3)\) vanishes for \( n - n_{k_1} - n_{k_2} + 1 \leq q \leq n \). It follows by induction, using \((5.2)\), that \((5.3)\) vanishes for \( 1 \leq q \leq n \) and any multi-index \( \mathcal{J} = \{j_1, \ldots, j_{q+1}\} \).

Let \( R^j \) be the residue current associated with the \( \mathcal{P}_j \)-homogenizations of the \( F_j \) and let \( \psi \) be the \( Q \)-homogenization of \( 1 \). As in the proof of Theorem \((5.1)\) \((4.2)\) is trivially satisfied and so Theorem \((4.1)\) gives the desired polynomials \( G_j \). \(\square\)
5.2. Sparse versions of Nöther’s $AF + BG$ Theorem. The assumption in Theorem 1.2 that the zero set of the $F_j$ has no component contained in the variety at infinity should be interpreted as that for some $d_j$, such that $d_j \mathcal{P}$ are lattice polytopes, the zero set $V_f$ of the $d_j \mathcal{P}$-homogenizations of $F_j$ has no irreducible component contained in $V_\infty$ in $X_\mathcal{P}$. Note that whether $V_f$ has a component contained in $V_\infty$ in $X_\Delta$, where $\Delta$ is compatible with $\mathcal{P}$, actually does depend on $\Delta$. Indeed, in general $V_f$ blows up as $\Delta$ is refined.

Moreover by $\mathcal{P}$ being large we mean that $(D_\mathcal{P} + K_{X_\mathcal{P}})$ is generated by its sections. Roughly speaking this is satisfied if the faces of $\mathcal{P}$ are large enough. In particular, given a smooth polytope $\mathcal{P}$ then for some large enough integer $b$ the polytope $b\mathcal{P}$ is large. In fact, Fujita’s conjecture, which holds for toric varieties, asserts that $b\mathcal{P}$ is large if $b \geq n + 1$, see [31]. The assumption that $\mathcal{P}$ is large and smooth is used in the proof of Theorem 1.2; we do not know whether they are necessary for the validity of the theorem.

Let us give a more precise formulation of Theorem 1.2. Let $\mathbb{N}$ denote the natural numbers $1, 2, \ldots$

**Theorem 5.3.** Let $\mathcal{P}$ be a smooth polytope, that contains the origin and the support of the coordinate functions $z_1, \ldots, z_n$ and that satisfies that the line bundle $(D_\mathcal{P} + K_{X_\mathcal{P}})$ over $X_\mathcal{P}$ is generated by its sections. Assume that for some $d_j \in \mathbb{N}$, the zero set $V_f$ of the $d_j \mathcal{P}$-homogenizations of the $F_j$ has codimension $m$ and moreover $V_f$ has no irreducible component contained in $V_\infty$ in $X_\Delta$.

Assume that $\Phi \in (F_1, \ldots, F_m)$ and that supp $\Phi \subseteq e\mathcal{P}$, where $e \in \mathbb{N}$. Then there are polynomials $G_j$ that satisfy (1.8) and

$$\text{supp } (F_j G_j) \subseteq e\mathcal{P}.$$ 

**Proof.** Let $\mathcal{P}_j = d_j \mathcal{P}$ and $\Delta = \Delta_\mathcal{P}$. Then $\Delta$ contains the first orthant and $X_\Delta = X_\mathcal{P}$ is smooth. Note that the fact that the codimension of the zero set of the $F_j$ is $m$ implies that $m \leq n$. By the second part of Lemma 3.1, for $1 \leq q \leq \min(m - 1, n) \leq n - 1$, (1.1) is thus satisfied for any polytope $Q$ of the form $Q = c\mathcal{P}$, where $c \in \mathbb{Z}$, in particular for $Q = e\mathcal{P}$.

Let $R^f$ be the residue current associated with the $\mathcal{P}_j$-homogenizations of the $F_j$ and let $\psi$ be the $Q$-homogenization of $\Phi$. Since codim $V_f = m$ Theorem ?? implies that $R^f$ is locally a Coleff-Herrera product. It follows that $\psi \mathbf{1}_{c^Q R^f} = 0$ since $\Phi \in (F)$. Moreover $\mathbf{1}_{V_\infty} R^f = 0$, since $V_f$ has no component contained in $V_\infty$ and $R^f$ has the SEP, see Section 2. Hence (1.2) is satisfied and so Theorem 4.1 gives the result. \hfill $\Box$

**Remark 5.4.** In light of (the last part of) Example 3.3, Theorem 5.3 holds true also if $\mathcal{P}$ is a product of simplices, that is, if $\mathcal{P}$ of the form (1.7), even if $(D_\mathcal{P} + K_{X_\mathcal{P}})$ is not generated by its sections. \hfill $\Box$
5.3. Sparse versions Andersson-Götmark’s and Hickel’s Theorems and the Nullstellensatz. In general, to satisfy \(\mu\), \(\psi\) has to annihilate \(R^j\) both in \(\mathbb{C}^n\) and at infinity. In the above situations the latter condition was trivially satisfied.

The assumption that \(\mathcal{P}\) is smooth is used in the proofs of Theorems 1.3-1.5; we do not know if it is necessary for the validity of the results.

**Remark 5.5.** Let \(\mathcal{P}\) be a lattice polytope and \(\Delta\) a regular fan compatible with \(\mathcal{P}\). Assume that \(\Delta\) contains the first orthant, generated by \(\rho_1 = e_1, \ldots, \rho_n = e_n\), and that \(D_\mathcal{P} = \sum_{j=n+1}^{n+r} a_j D_j\) on \(X_\Delta\). Recall from Section 3.4 that the \(\mathcal{P}\)-homogenization \(\hat{1}\) of 1 is given by \(\hat{1} = \prod_{j=n+1}^{n+r} \hat{a}_j\). Note that \(\hat{1}\) vanishes to order \(a_\infty := \min_{j\geq n+1} a_j\) along \(V_\infty = \bigcup_{j=n+1}^{n+r} D_j\). If \(\mathcal{P}\) is of the form (1.7) then \(a_\infty = \min_j d_j\). Note that \(a_\infty\) is bounded from below by the minimal side length of \(\mathcal{P}\).

**Proof of Theorem 1.4.** Let \(\Delta = \Delta_\mathcal{P}\). Then \(\Delta\) contains the first orthant and \(X_\Delta = X_\mathcal{P}\) is smooth. Moreover, let \(\mathcal{P}_j = \mathcal{P}\) and \(\mathcal{Q} = c\mathcal{P}\), where \(c = [e + m\text{Vol}(\mathcal{P})/a]\). Then

\[
(D_{\mathcal{Q}} - (D_{\mathcal{P}_{j_1}} + \ldots + D_{\mathcal{P}_{j_{q+1}}})) = (D_{(e-(q+1))a}).
\]

Note that \([e + m\text{Vol}(\mathcal{P})/a]\geq m; indeed, \(\text{Vol}(\mathcal{P})/a \geq 1\). It follows from Lemma 3.1 that (4.1) is satisfied for \(1 \leq q \leq \min(m-1, n)\) and any \(\mathcal{J}\) of length \(q + 1\).

Let \(R^j\) be the residue current associated with the \(\mathcal{P}\)-homogenizations of the \(F_j\) and let \(\psi\) be the \(\mathcal{Q}\)-homogenization of \(F\). By Theorem 5.3(b) the assumption that \(\Phi \in (F_1, \ldots, F_m)\) implies that \(\psi\) annihilates \(R^j\) in \(\mathbb{C}^n\), that is, \(\psi 1_{\mathbb{C}^n R^j} = 0\). Moreover, according to Remark 5.5, \(\psi\) vanishes to order \(\geq m\text{Vol}(\mathcal{P})\) along \(V_\infty\), which by Lemma 4.2 and Remark 4.3 means that \(\psi 1_{V_\infty R^j} = 0\). Thus \(\psi\) satisfies (4.2) and now the result follows from Theorem 4.1.

**Proof of Theorem 1.4.** Let \(\mathcal{P}_j = \mathcal{P}\), let \(\Delta = \Delta_\mathcal{P}\), and let \(\mathcal{Q} = c\mathcal{P}\), where \(c = \max([\mu(e + \text{Vol}(\mathcal{P})/a)], \min(m, n+1))\). Clearly \(c \geq \min(m, n+1)\).

It follows from Lemma 3.1 that (4.1) is satisfied for the required \(q\) and \(\mathcal{J}\); cf. the proof of Theorem 4.1.

Let \(R^j\) be the residue current associated with the \(\mathcal{P}\)-homogenizations of the \(F_j\) and let \(\psi\) be the \(\mathcal{Q}\)-homogenization of \(F\). Then, by Theorem 5.3(c), \(\psi 1_{\mathbb{C}^n R^j} = 0\) since \(\Phi \in (\mathcal{F})\). Moreover, in light of Remark 5.5, \(\psi\) vanishes at least to order \(\mu\text{Vol}(\mathcal{P})\) along \(V_\infty\), which by Lemma 4.2 and Remark 4.3 implies that \(\psi 1_{V_\infty R^j} = 0\). Thus \(\psi\) satisfies (4.2) and Theorem 4.1 gives the result.

**Proof of Theorem 1.3.** Let \(\mathcal{P}_j = \mathcal{P}\), let \(\Delta = \Delta_\mathcal{P}\), and let \(\mathcal{Q} = c\mathcal{P}\), where \(c = \max([\mu\text{Vol}(\mathcal{P})(1/a + e)], \min(m, n+1))\). It follows from Lemma 3.1 that (4.1) is satisfied for the required \(q\) and \(\mathcal{J}\).
Let $R'$ be the residue current associated with the $\mathcal{P}$-homogenizations of the $F_j$ and let $\psi$ be the $Q$-homogenization of $\Phi^{\mu \text{Vol}(\mathcal{P})}$. Then, in light of Remark 5.3, $\psi$ vanishes at least to order $\mu \text{Vol}(\mathcal{P})$ at the zero set of the $f_j$ including $V_{\infty}$, which by Theorem 4.2(c) and the discussion after Theorem 4.1 implies that $\psi R' = 0$. Thus $\psi$ satisfies (4.2) and Theorem 4.1 gives the result.

Remark 5.6. In light of the above proofs, note that, in the formulations of Theorems 1.3-1.5, as well as Theorems 5.7-5.9 below, we could in fact replace $\text{Vol}(\mathcal{P})$ by the order $r$ of vanishing at infinity, as defined in Section 4. This would allow us to drop the assumption that $\mathcal{P}$ is smooth. However, we only know how to estimate $r$ when $\mathcal{P}$ is smooth, and then by the rather rough estimate $r \leq \text{Vol}(\mathcal{P})$. In many cases one can do much better.

Moreover we could replace the minimal side length $a$ of $\mathcal{P}$ by $a_{\infty}$, as defined in Remark 5.3, and the polytopes of the form $\lceil c \rceil \mathcal{P}$ could be replaced by the smallest lattice polytopes that contains $c \mathcal{P}$.

If $\mathcal{P}$ is a product of lattice polytopes one can get somewhat sharper estimates. For $\mathcal{P}$ of the form (1.7) we get the following versions of Andersson-Götmark’s and Hickel’s Theorems and the Nullstellensatz.

**Theorem 5.7.** Assume that $F_j$ has support in $\mathcal{P}$ of the form (1.7). Moreover, assume that the codimension of the common zero set of $F_1, \ldots, F_m$ in $\mathbb{C}^n$ is $m$, that $\Phi \in (F_1, \ldots, F_m)$, and that

\[
\text{supp} \Phi \subseteq e_1 \Sigma_{n_1} \times \cdots \times e_r \Sigma_{n_r}.
\]

Then there are polynomials $G_j$ that satisfy (1.8) and

\[
\text{supp} (F_j G_j) \subseteq \prod_{j=1}^r (e_j + m \text{Vol}(\mathcal{P})) \Sigma_{n_j}.
\]

**Theorem 5.8.** Assume that $F_j$ has support in $\mathcal{P}$ of the form (1.7). Assume that $\Phi$ is in the integral closure of $(F_1, \ldots, F_m)$ and that $\text{supp} \Phi$ satisfies (5.6). Then there are polynomials $G_j$ that satisfy (1.10) and

\[
\text{supp} (F_j G_j) \subseteq \prod_{j=1}^r \max (\mu(e_j + \text{Vol}(\mathcal{P})), \min(m, n + 1)d_j - n_j) \Sigma_{n_j}.
\]

**Theorem 5.9.** Assume that $F_j$ has support in $\mathcal{P}$ of the form (1.7). Assume moreover that $\Phi$ vanishes on the zero set of the $F_j$ and $\text{supp} \Phi$ satisfies (5.6). Then there are polynomials $G_j$ that satisfy (1.12) and

\[
\text{supp} (F_j G_j) \subseteq \prod_{j=1}^r \max (\mu(1 + e_j \text{Vol}(\mathcal{P})), \min(m, n + 1)d_j - n_j) \Sigma_{n_j}.
\]

Observe that

\[
\text{Vol}(\mathcal{P}) = \text{Vol}(d_1 \Sigma_{n_1} \times \cdots \times d_r \Sigma_{n_r}) = \frac{n!}{n_1! \cdots n_r!} d_{n_1} \cdots d_{n_r}.
\]
In particular, if \( n_j = 1 \) and \( e_j = 0 \), then (5.7) reads that \( \deg_{z_k}(F_j G_j) \leq n \cdot n! \cdot d_1 \cdots d_n \), which is (a slight improvement of) Rojas’ example [17, Example 2]. Also, observe that in general \( \mu(1 + e_j)\operatorname{Vol}(\mathcal{P}) \) is much larger than \( \min(m, n + 1)d_j - n_j \), for example if \( n_j > 1 \) for any \( j \).

Theorems 5.7, 5.8, and 5.9 improve Theorems 1.3, 1.5 respectively, for \( \mathcal{P} \) of the form (1.1), unless \( d_1 = \ldots = d_r \) and \( e_1 = \ldots = e_r \), in which case they coincide.

Let us give a proof of Theorem 5.8. Theorems 5.7 and 5.9 follow along the same lines; cf. the proofs of Theorems 1.3 and 1.5.

**Proof of Theorem 5.8.** Note that if (4.6) holds, then, in fact, \( \operatorname{supp}\Phi \subseteq [c_1] \Sigma^{n_1} \times \cdots \times [c_r] \Sigma^{n_r} \), where \([c]\) denotes the largest integer smaller than or equal to \( c \). Let \( \mathcal{P}_j = \mathcal{P} \), let \( X = X_{\mathcal{P}} = \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r} \), and let \( \mathcal{Q} = c_1 \Sigma^{n_1} \times \cdots \times c_r \Sigma^{n_r} \), where \( c_j = \max(\mu([e_j] + \operatorname{Vol}(\mathcal{P})), \min(m, n + 1)d_j - n_j) \). Then

\[
(D_{\mathcal{Q}} - (D_{\mathcal{P}_j} + \ldots + D_{\mathcal{P}_{j+1}})) = (c_1 - (q + 1)d_1) \boxtimes \cdots \boxtimes (c_r - (q + 1)d_r).
\]

Thus, by the Künneth Formula (3.2), for \( q \geq 1 \), (4.1) is a sum of terms which all contain a factor

\[
H^{0,q}(\mathbb{P}^{n_1}, (c_j - (q + 1)d_j)),
\]

for which \( q_j \geq 1 \). Since \( c_j \geq \min(m, n + 1)d_j - n_j \), (5.8) vanishes for \( q \leq \min(m - 1, n) \) according to Theorem 3.2 and so (4.1) is satisfied for the required \( q \) and \( \mathcal{J} \).

Let \( R^f \) be the residue current associated with the \( \mathcal{P} \)-homogenizations of the \( F_j \) and let \( \psi \) be the \( \mathcal{Q} \)-homogenization of \( \Phi^\mu \). By Theorem ??(c), the assumption that \( \Phi \in (F) \) implies that \( \psi R^f = 0 \) in \( \mathbb{C}^n \). Moreover, in light of Remark 5.3, \( \psi \) vanishes at least to order \( \mu \operatorname{Vol}(\mathcal{P}) \) along \( V_\infty \), which by Lemma 4.2 and Remark 4.3 implies that \( \psi \) annihilates \( R^f \) at infinity. Thus \( \psi \) satisfies (4.2), and so the result follows by applying Theorem 4.1. \( \square \)

6. Discussion of results

Our results extend the classical results in essentially two directions. First, by taking into account the shape of the Newton polytope of the \( F_j \), they give more precise estimates of \( \nu \) and the degrees of the \( G_j \) in (1.1). Second, our versions of Macaulay’s and Max Nöther’s Theorems extend the classical results in the sense that they apply to more general situations than when the \( F_j \) lack common zeros at the hyperplane at infinity in \( \mathbb{P}^n \).

6.1. Degree estimates. Our estimates of \( \operatorname{supp}(F_j G_j) \) can be translated into degree bounds in the usual sense. Let us compare the degree estimates given by Theorem 1.5 with Kollár’s result. Let \( \deg(\mathcal{P}) \) denote the degree of a generic polynomial with support in \( \mathcal{P} \subseteq \mathbb{R}^n_{\geq 0} \); in other words, \( \deg(\mathcal{P}) = \max_{\alpha \in \mathbb{Z}^n \cap \mathcal{P}} |\alpha| \), where \(|(\alpha_1, \ldots, \alpha_n)| = \alpha_1 + \cdots + \alpha_n |\alpha| \).
Then, unless \( \min(m, n + 1) > [\mu(1/a + e)\text{Vol}(P)] \), (1.13) gives the following degree estimate:

\[
\deg(F_jG_j) \leq [\mu(1/a + e)\text{Vol}(P)]\deg(P).
\]

Assume that \( \deg F_j \leq d \) and choose \( P \) such that \( \deg(P) = d \). Note that this is always possible; in particular, \( \deg(d\Sigma^n) = d \). Then (6.1) improves (1.2) if

\[
\text{Vol}(P) \leq \frac{(1 + \deg \Phi)ad^{n-1}}{\mu(1 + ae)};
\]

to be precise, we should add a term \(-a/(\mu(1+ae))\) to the right hand in (6.2) side because of the integer parts in (6.1). Now \( ae \leq \deg \Phi \) so that (6.2) is in particular satisfied if \( \text{Vol}(P) \leq ad^{n-1}/\mu \). Thus Theorem 1.5 improves Kollár’s result if the volume of the Newton polytope of the \( F_j \) is small compared to \( ad^{n-1}/\mu \), see also [33].

An analogous analysis shows that Theorems 1.3 and 1.4 improve the results by Andersson-Götmark and Hickel, respectively, if \( \text{Vol}(P) \leq ad^{n-1} \).

6.2. **Common zeros at infinity.** Whether or not the \( P_j \)-homogenizations of the polynomials \( F_j \) have common zeros at infinity clearly depends on the polytopes \( P_j \). For example, given a smooth polytope \( P \), the \( P \)-homogenizations of \( F_j \) do have common zeros unless \( N(P(F_1, \ldots, F_m)) = P \). To see this, assume that \( N(P(F_1, \ldots, F_m)) \) is strictly included in \( P \), so that there is a vertex \( v \in P \setminus N(P(F_1, \ldots, F_m)) \). Assume that \( v \) meets the facets \( \tau_1, \ldots, \tau_n \) of \( P \) with corresponding coordinates \( x_1, \ldots, x_n \). That \( v \notin \text{supp} F_j \) implies that the \( P \)-homogenization \( f_j \) of \( F_j \) is divisible by at least one of the \( x_1, \ldots, x_n \). Indeed, the \( P \)-homogenization of \( z^\alpha \) where \( \alpha \in P \) is divisible by the coordinate functions \( x_i \) corresponding to the facets \( \tau_i \) for which \( \alpha \) is not contained in \( \tau_i \). In particular, all \( f_j \) vanish at the point \( x_1 = \ldots = x_n = 0 \) at infinity.

On the other hand, the \( P \)-homogenizations of any generic choice of \( n \) polynomials \( F_j \) with support in \( P \), meaning that for \( \alpha \in P \) the coefficient of \( z^\alpha \) in \( F_j \) is generic, will have no common zeros at infinity, since the variety at infinity is of dimension \( n - 1 \).

Thus it may well happen that even though the polynomials \( F_j \) have common zeros in \( \mathbb{P}^n \) one can find a polytope \( P \) such that the \( P \)-homogenizations (or \( d_iP \)-homogenizations) of the \( F_j \) lack common zeros at infinity. Hence Theorems 1.1 and 1.2 and Theorems 5.1-5.3 apply to more general systems of polynomials \( F_j \) than Macaulay’s and Nöther’s results. Let us look at an example.

**Example 6.1.** Let \( F_1 = z + zw + w^2 \) and \( F_2 = z + 2zw + 3w^2 \). Then the common zero set of \( F_1 \) and \( F_2 \) in \( \mathbb{C}^2 \) is discrete. Note that the \( \mathbb{P}^2 \)-homogenizations \( tz + zw + w^2 \) and \( tz + 2zw + 3w^2 \) of \( F_1 \) and \( F_2 \), respectively, have a common zero at the hyperplane at infinity, namely at \( t = w = 0 \). Thus we cannot apply Nöther’s original theorem to
this example. In fact, it is not hard to check that \( \Phi = z^2 + 2zw \in (F) \), but if \( G_1, G_2 \) are polynomials such that \( F_1G_1 + F_2G_2 = \Phi \), then necessarily \( \deg(F_1G_j) \geq 3 \) for \( j = 1 \) or \( j = 2 \), so that Nöther’s bound \( \deg(F_1G_j) \leq \deg \Phi \) does not hold in this case.

Let \( \mathcal{P} = \mathcal{N}(F_1, F_2, 1, z, w) \), that is, the polytope with vertices \((0, 0), (1, 0), (1, 1), (0, 2)\). Then the corresponding toric variety \( X_\mathcal{P} \) is smooth and \( V_\infty \) consists of two irreducible components. We choose homogeneous coordinates \( z, w, x, y \) so that \( \{x_1 = 0\} \) and \( \{x_2 = 0\} \) are the divisors corresponding to the facets with vertices \((1, 0), (1, 1)\) and \((1, 1), (0, 2)\), respectively. According to Section 3.3 the \( \mathcal{P} \)-homogenizations of \( F_1 \) and \( F_2 \) are given by \( f_1 = xz + wz + w^2x_1 \) and \( f_2 = xz + 2zw + 3w^2x_1 \), respectively. Now \( f_1 \) and \( f_2 \) have no common zeros at \( V_\infty = \{x_1 = 0\} \cup \{x_2 = 0\} \) as can be checked using local coordinates on \( X_\mathcal{P} \), see Section 3.3. For example, in the \((z, 1, 1, x_2)\)-chart \( \mathcal{U} \) we have that \( f_1 = xz + z + 1 \) and \( f_2 = xz + 2z + 3 \) so that in \( \mathcal{U} \cap V_\infty = \{x_2 = 0\} \) we get \( f_1 = z + 1 \) and \( f_2 = 2z + 3 \), which clearly have no common zeros.

It follows that we can apply Theorem 1.2 to any polynomial in \( (F) \). Let \( \Phi = z^2 + 2zw \). Then \( \Phi \in (F) \) and \( \text{supp} \Phi \subseteq 2\mathcal{P} \), and so Theorem 1.2 asserts that there are polynomials \( G_j \) such that 1.3 is satisfied and \( \text{supp}(F_jG_j) \subseteq 2\mathcal{P} \). In fact, we can choose \( G_1 = 2z + 3w \) and \( G_2 = -z - w \).

\[ \square \]
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