Collective Synchronous Spiking in a Brain Network of Coupled Nonlinear Oscillators
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A network of propagating nonlinear oscillatory modes (waves) in the human brain is shown to generate collectively synchronized spiking activity (hypersynchronous spiking) when both amplitude and phase coupling between modes are taken into account. The nonlinear behaviour of the modes participating in the network are the result of the nonresonant dynamics of weakly evanescent cortical waves that, as shown recently, adhere to an inverse frequency-wave number dispersion relation when propagating through an inhomogeneous anisotropic media characteristic of the brain cortex. This description provides a missing link between simplistic models of synchronization in networks of small amplitude phase coupled oscillators and in networks built with various empirically fitted models of pulse or amplitude coupled spiking neurons. Overall the phase-amplitude coupling mechanism presented in the Letter shows significantly more efficient synchronization compared to current standard approaches and demonstrates an emergence of collective synchronized spiking from subthreshold oscillations that neither phase nor amplitude coupling alone are capable of explaining.

Brain electromagnetic activity shows an abundance of oscillatory patterns across a wide range of spatial and temporal scales making the question of their interaction and synchronization an important issue that has been widely discussed in the literature. All the typical approaches to the question of synchronization of multiple interconnected (neural) networks can be divided into two big groups. The first approach works with a network comprised of multiple harmonic oscillators in a small (and constant) amplitude limit. The second approach studies networks of multiple empirical nonlinear elements, e.g., various variants and simplifications of heavily over-fitted Hodgkin-Huxley neurons, including a multitude of ad hoc “integrate and fire” (IF) neuron models. Both approaches have their own advantages and drawbacks, but the main problem is that although they are often considered as complementary, they are not just incompatible, they are based on contradictory assumptions. The first approach assumes that a phase of oscillations is the cornerstone of the synchronization process and all the importance of the amplitudes is second to none, hence the oscillating amplitudes can be safely assumed to be constant. The second approach on the contrary deems phase information to be nothing more then a subthreshold noise that can be safely thrown away completely and just accumulates amplitudes of the arriving spikes or pulses when processing an input from multiple IF network members hoping that the discarded individual subspike phase information will magically be resurrected in a new form as a population averaged synchronous phase.

Recently it was experimentally discovered that long-range (at the distance of 60 mm apart or even more) correlations exist in human cortex in the 100–400 Hz frequency range. This frequency range corresponds to 2.5–10 ms signal periods, i.e., it is at or even below the duration of a single neuronal spike and, hence, it requires coherent spiking at the single neuron level and not just some average population synchrony. Neither of the two methods of phase coupled harmonic oscillators or pulse coupled IF neurons are capable of explaining this level of spiking synchrony as it is acknowledged in the literature that “there is no known mechanism through which the spikes of multiple neurons could be synchronized so precisely.”

The recently developed theory of weakly evanescent cortical waves (WETCOWs) provides a mechanism appropriate for the explanation of long-range high frequency correlations and multiple wave modes and spikes synchronization up to and below a single spike duration (hypersynchronous spiking) that follows directly from linear and nonlinear properties of wave modes. The linear wave dispersion relation predicts an inverse frequency–wave number dependence, hence the correlations at the highest frequencies should manifest themselves at the longest spatial scales in agreement with properties reported in Ref. The model of nonlinear interactions of these wave modes provides a mechanism of generation of spiking activity from their collective input, hence it is appropriate for explaining the physical origin of hypersynchronous spiking.

In this Letter we show that the nonlinear model of brain wave modes developed in Ref. can be reformulated using a simple but general Hamiltonian form that includes all possible nonlinear interaction at the lowest order of nonlinearity. Dynamical equations defined by this wave Hamiltonian reproduce oscillatory activity from the linear (harmonic) wave regime to nonlinear spiking modes. Extending the Hamiltonian to include a pairwise coupling appropriate for a network of multiple non-linear elements, e.g., various variants and simplifications of heavily over-fitted Hodgkin-Huxley neurons, including a multitude of ad hoc “integrate and fire” (IF) neuron models. Both approaches have their own advantages and drawbacks, but the main problem is that although they are often considered as complementary, they are not just incompatible, they are based on contradictory assumptions. The first approach assumes that a phase of oscillations is the cornerstone of the synchronization process and all the importance of the amplitudes is second to none, hence the oscillating amplitudes can be safely assumed to be constant. The second approach on the contrary deems phase information to be nothing more then a subthreshold noise that can be safely thrown away completely and just accumulates amplitudes of the arriving spikes or pulses when processing an input from multiple IF network members hoping that the discarded individual subspike phase information will magically be resurrected in a new form as a population averaged synchronous phase.

Recently it was experimentally discovered that long-range (at the distance of 60 mm apart or even more) correlations exist in human cortex in the 100–400 Hz frequency range. This frequency range corresponds to 2.5–10 ms signal periods, i.e., it is at or even below the duration of a single neuronal spike and, hence, it requires coherent spiking at the single neuron level and not just some average population synchrony. Neither of the two methods of phase coupled harmonic oscillators or pulse coupled IF neurons are capable of explaining this level of spiking synchrony as it is acknowledged in the literature that “there is no known mechanism through which the spikes of multiple neurons could be synchronized so precisely.”

The recently developed theory of weakly evanescent cortical waves (WETCOWs) provides a mechanism appropriate for the explanation of long-range high frequency correlations and multiple wave modes and spikes synchronization up to and below a single spike duration (hypersynchronous spiking) that follows directly from linear and nonlinear properties of wave modes. The linear wave dispersion relation predicts an inverse frequency–wave number dependence, hence the correlations at the highest frequencies should manifest themselves at the longest spatial scales in agreement with properties reported in Ref. The model of nonlinear interactions of these wave modes provides a mechanism of generation of spiking activity from their collective input, hence it is appropriate for explaining the physical origin of hypersynchronous spiking.

In this Letter we show that the nonlinear model of brain wave modes developed in Ref. can be reformulated using a simple but general Hamiltonian form that includes all possible nonlinear interaction at the lowest order of nonlinearity. Dynamical equations defined by this wave Hamiltonian reproduce oscillatory activity from the linear (harmonic) wave regime to nonlinear spiking modes. Extending the Hamiltonian to include a pairwise coupling appropriate for a network of multiple non-
linear wave modes results in amplitude and phase coupled nonlinear equations that show more efficient synchronization comparing to just phase coupling alone. For sufficiently strong coupling the spiking activity that emerges at a different part of the network from the small amplitude (below spiking detection or subthreshold level) oscillations is synchronized not just in some averaged (spiking population) sense but at a single spike level. This amplitude and phase coupling approach thus provides a missing bridge between phase only coupling models of harmonic oscillator networks and amplitude (pulse) coupling models of IF neurons.

A nonlinear Hamiltonian form for an anharmonic oscillatory mode with a complex amplitude $a$ in the lowest order of nonlinearity can be assumed to have the expression

$$H^s(a, a^\dagger) = \Gamma a a^\dagger + a a^\dagger \left[ \beta_a a + \beta_a^* a^\dagger - 2\alpha \left( a a^\dagger \right)^{1/2} \right]$$  \hspace{1cm} (1)

where $a$ is a complex oscillation amplitude and $a^\dagger$ is its conjugate. The first term $\Gamma a a^\dagger$ denotes the harmonic (quadratic) part of the Hamiltonian with the complex valued frequency $\Gamma = i\omega + \gamma$ that includes both a pure oscillatory frequency $\omega$ and a possible weakly excitation or damping rate $\gamma$. Because of the presence of this $\gamma \neq 0$, the conjugate $^\dagger$ does not denote just the complex conjugate but more generally it also describes the growth or decay of the amplitude as a result of the presence of excitation or damping, e.g., for the growing oscillatory amplitude $a \sim e^{\gamma t+i\omega t}$ the conjugate will describe the corresponding decaying part as $a^\dagger \sim e^{-\gamma t-i\omega t}$.

The second anharmonic term (that is supposed to be cubic in the lowest order of nonlinearity) can be considered to include a product of the harmonic term $a a^\dagger$ and linear (in $|a|$) term that can be expressed in the most general form as $\beta_a a + \beta_a^* a^\dagger - 2\alpha \left( a a^\dagger \right)^{1/2}$ (where $\alpha$, $\beta_a$ and $\beta_a^*$ are the complex valued strengths of nonlinearity, and in general we do not assume that the Hamiltonian is in self-adjoint form, hence in general $\beta_a^* \neq \beta_a^\dagger$). The terms with either $a^3$ or $a^\dagger^3$ do not appear in the Hamiltonian because for propagating waves they do not satisfy the wave number resonance conditions \[15\] \[16\].

It is worth noting that Eq. (1) is very general and can be used for a description of various anharmonic oscillatory physical processes valid to the lowest order of amplitude nonlinearity. In this Letter we have used it as a reformulation of weakly evanescent brain wave modes whose linear and nonlinear physical properties were presented in Ref. \[15\]. In this case, the nonlinear terms can be identified with the nonresonant interactions of linear wave modes propagating in either the same ($\beta_a$) or the opposite ($\beta_a^*$) directions, or with the interactions with phase averaged nonpropagating modes ($\alpha$).

An equation for the nonlinear oscillatory amplitude $a$ then can be expressed as a derivative of the Hamiltonian form

$$\frac{da}{dt} = \frac{\partial H^s}{\partial a} = \Gamma a + 2\beta_a a^\dagger a + \beta_a^2 - 2\alpha \left( a a^\dagger \right)^{1/2}. \quad (2)$$

Substituting $a = \tilde{a} e^{i\omega t}$, $a^\dagger = \tilde{a}^* e^{-i\omega t}$, $\beta_a = \beta_a e^{-i\delta_a}$, $\beta_a^* = 1/2 \beta_a e^{i\delta_a}$, and $\alpha = 1/3\tilde{a}$, dropping the tilde, this can be rewritten as

$$\frac{da}{dt} = \gamma a + \beta_a^* a a^\dagger e^{-i(\omega t - \delta_a)} + \beta_a^2 a^2 e^{i(\omega t - \delta_a)} - \alpha a (aa^\dagger)^{1/2}. \quad (3)$$

Equation (3) is similar (up to the choice of the constants) to Eq. (29) of Ref. \[15\] but has an additional oscillatory term that was not included in Ref. \[15\]. Substituting in Eq. (2) $a = \tilde{a} e^{i\gamma t+i\omega t}$ and $a^\dagger = \tilde{a}^* e^{-i\gamma t-i\omega t}$ instead of just the oscillatory complex exponents makes it clear that those two terms represent the damped $\beta_a^* a a^\dagger e^{-i(\omega t - \delta_a)}$ and the growing $\beta_a^2 a^2 e^{i(\omega t - \delta_a)}$ parts of the nonlinear input and the spiking solutions can be obtained even when the damped term is neglected. Nevertheless, to analyze the more general case we will keep both of those terms and will show later that it is the asymmetry between those terms that provides an explanation for the presence of the phase difference that plays an important role in collective synchronization and hypersynchronous spiking.

Splitting Eq. (3) into an amplitude-phase pair of equations using $a = A e^{i\phi}$ and assuming $\beta_a$, $\beta_a^*$, and $\alpha$ to be real gives equations

$$\frac{dA}{dt} = \gamma A + A^2 (\beta_a \cos \Omega a + \beta_a \cos \Omega a - \alpha), \quad (4)$$

$$\frac{d\phi}{dt} = A (-\beta_a \sin \Omega a + \beta_a \sin \Omega a), \quad (5)$$

where $\Omega_a = \Omega - \delta_a$, $\Omega_a^* = \Omega - \delta_a^*$, and $\Omega = \phi + \omega t$. These are similar to Eqs. (31) and (32) of Ref. \[15\] and show the same solution behaviour, i.e., transition from linear to nonlinear oscillation to spiking to nonoscillatory regime with an increase of excitation $\gamma$ as it is evident from Fig. [1] [20].

It should be noted that the asymmetries (i.e., the differences between the rising and the falling edges of the spikes) evident in the spiking solutions obtained both in Fig. [1] and in Ref. \[15\] (where additional asymmetric waveform forms were presented) correspond to a special case that does not occur if a self-adjoint symmetry of the Hamiltonian form Eq. (1) is assumed. In a self-adjoint form (i.e., for $\beta_a = \beta_a^*$) the Hamiltonian in Eq. (1) can be alternatively expressed as

$$H^s(a, a^\dagger) = \Gamma a a^\dagger + a a^\dagger \left[ F_+^2 + F_-^2 \right]$$

where $F_+$ and $F_-$ are defined as

$$F_+ = \sqrt{\beta_+^* a + \sqrt{\beta_+ a}}$$

$$F_- = \sqrt{\beta_-^* a + \sqrt{\beta_- a}}$$

$$\frac{dA}{dt} = \gamma A + A^2 (\beta_a \cos \Omega a + \beta_a \cos \Omega a - \alpha), \quad (4)$$

$$\frac{d\phi}{dt} = A (-\beta_a \sin \Omega a + \beta_a \sin \Omega a), \quad (5)$$

where $\Omega_a = \Omega - \delta_a$, $\Omega_a^* = \Omega - \delta_a^*$, and $\Omega = \phi + \omega t$. These are similar to Eqs. (31) and (32) of Ref. \[15\] and show the same solution behaviour, i.e., transition from linear to nonlinear oscillation to spiking to nonoscillatory regime with an increase of excitation $\gamma$ as it is evident from Fig. [1] [20].

It should be noted that the asymmetries (i.e., the differences between the rising and the falling edges of the spikes) evident in the spiking solutions obtained both in Fig. [1] and in Ref. \[15\] (where additional asymmetric waveform forms were presented) correspond to a special case that does not occur if a self-adjoint symmetry of the Hamiltonian form Eq. (1) is assumed. In a self-adjoint form (i.e., for $\beta_a = \beta_a^*$) the Hamiltonian in Eq. (1) can be alternatively expressed as

$$H^s(a, a^\dagger) = \Gamma a a^\dagger + a a^\dagger \left[ F_+^2 + F_-^2 \right]$$

where $F_+$ and $F_-$ are defined as

$$F_+ = \sqrt{\beta_+^* a + \sqrt{\beta_+ a}}$$

$$F_- = \sqrt{\beta_-^* a + \sqrt{\beta_- a}}$$

$$\frac{dA}{dt} = \gamma A + A^2 (\beta_a \cos \Omega a + \beta_a \cos \Omega a - \alpha), \quad (4)$$

$$\frac{d\phi}{dt} = A (-\beta_a \sin \Omega a + \beta_a \sin \Omega a), \quad (5)$$

where $\Omega_a = \Omega - \delta_a$, $\Omega_a^* = \Omega - \delta_a^*$, and $\Omega = \phi + \omega t$. These are similar to Eqs. (31) and (32) of Ref. \[15\] and show the same solution behaviour, i.e., transition from linear to nonlinear oscillation to spiking to nonoscillatory regime with an increase of excitation $\gamma$ as it is evident from Fig. [1] [20].

It should be noted that the asymmetries (i.e., the differences between the rising and the falling edges of the spikes) evident in the spiking solutions obtained both in Fig. [1] and in Ref. \[15\] (where additional asymmetric waveform forms were presented) correspond to a special case that does not occur if a self-adjoint symmetry of the Hamiltonian form Eq. (1) is assumed. In a self-adjoint form (i.e., for $\beta_a = \beta_a^*$) the Hamiltonian in Eq. (1) can be alternatively expressed as

$$H^s(a, a^\dagger) = \Gamma a a^\dagger + a a^\dagger \left[ F_+^2 + F_-^2 \right]$$

where $F_+$ and $F_-$ are defined as

$$F_+ = \sqrt{\beta_+^* a + \sqrt{\beta_+ a}}$$

$$F_- = \sqrt{\beta_-^* a + \sqrt{\beta_- a}}$$
sequences. That is, it enforces in some sense the single oscillation quanta-single state “fermionic”-like selection rule by only allowing generation of a and $a^\dagger$ pairs. On the contrary, the symmetric form results in accumulation of oscillations in disordered divergent “bosonic” states. However the important point is that the observational fact of asymmetric spiking waveforms suggests the existence of distinct symmetric and antisymmetric brain wave states. The origin of these is unknown.

As it was shown in Ref. [18] the spiking solution of Eqs. (31) and (32) of Ref. [18] (that are similar to the system Eqs. [4] and [5] of this Letter) appears near the critical point where the oscillatory state undergoes bifurcation and transitions to a nonoscillatory regime as $\gamma$ reaches the value above the critical point. Assuming as in Ref. [18] that the nonoscillatory regime requires that $dA/\!\!\!\!dt \to 0$ and $d\phi/\!\!\!\!dt \to -\omega$ (or $\phi \to -\omega t + \phi_0$, with $\phi_0$ being some arbitrary phase) as $t \to \infty$, it is easy to see that the relative contribution of the excitation or damping in the amplitude exponents is proportional to $\gamma/\!\!\!\!\omega$ which is given by

$$\gamma/\!\!\!\!\omega = \frac{\alpha - \beta_a 1 \cos(\phi_0 - \delta_a)}{\beta_a 1 \sin(\phi_0 - \delta_a) - \beta_a 1 \sin(\phi_0 - \delta_a)},$$

and for the parameters of Fig. 4 this defines a range $-2/5 < \gamma < 2$ with bifurcation at $\gamma_{crit} = 2$ in excellent agreement with the transition from the oscillatory to nonoscillatory regime obtained in the numerical solutions of Fig. 4.

The Hamiltonian form for a network of multiple coupled “fermionic” state oscillators can then be written as

$$H(a, a^\dagger) = \sum \left[ H_s(a_i, a_i^\dagger) + \sum_{j \neq i} (a_i r_{ij} a_j^\dagger + a_j r_{ij}^* a_i) \right]$$

where $a \equiv \{a_i\}$ and $r_{ij} = R_{ij} e^{\Delta_{ij}}$ is the complex network adjacency matrix with $R_{ij}$ providing the coupling power and $\Delta_{ij}$ taking into account any possible differences in phase between network nodes. And an equation for the complex amplitude $a_i$ (again after a substitution of $a_i = \tilde{a}_i e^{i\omega_i t}$, $a_i^\dagger = \tilde{a}_i^\dagger e^{-i\omega_i t}$, $\beta_a = \beta_a e^{-i\delta_a}$, $\beta_a = 1/2 \beta_a e^{i\delta}$, $\alpha = 1/3\beta_a$ and dropping the tilde)

$$\frac{d\tilde{a}_i}{dt} = \gamma_i a_i + \beta_a 1 a_i^\dagger e^{-i(\omega_i t - \delta_a)} + \beta_a 1 a_i e^{i(\omega_i t - \delta_a)} - \alpha a_i (a_i a_i^\dagger)^{1/2} + \sum_{j \neq i} r_{ij}^* a_j e^{i(\omega_j - \omega_i) t}$$

now includes the coupling term. That gives for the amplitude $A_i$ and the phase $\phi_i$ a set of coupled equations

$$\frac{dA_i}{dt} = \gamma_i A_i + A_i^2 (\beta_a 1 \cos \Omega_i^1 + \beta_a 1 \cos \Omega_a^1 - \alpha) + \sum_{j \neq i} R_{ij} A_j \cos(\Omega^j - \Omega^i - \Delta_{ij}),$$

FIG. 1. Linear and nonlinear oscillations, spiking, and nonoscillatory regime of the solution of Eqs. (4) and (5) at different levels of excitation ($\gamma = 0.25, 1.98$ and 2:blue,green,red, and magenta). Time is in the units of $2\pi/\!\!\!\!\omega$ and the amplitude $a$ is in the arbitrary units. The rest of the parameters are the same for all plots: $\omega = 1$, $\beta_a = 2$, $\delta_a = 1$, $\alpha = 3$, $\delta_a = \pi/4$, and $\delta_a = -\pi/4$.
\[ A_i \frac{d\phi_i}{dt} = -A_i^2 (\beta_{a_i} \sin \Omega_{a_i} \phi_i - \beta_a \sin \Omega_a \phi_a) + \sum_{j \neq i} R_{ij} A_j \sin(\Omega_j - \Omega_i - \Delta_{ij}), \quad (14) \]

where \( \Omega_{a_i} = \Omega_i - \delta_a \), \( \Omega_{a_i}^\dagger = \Omega_i^\dagger - \delta_{a_i} \), \( \Omega_i = \phi_i + \omega_i t \), and the coupling terms are dependent upon \( \Omega_i - \Omega_j = (\phi_j - \phi_i) + (\omega_j - \omega_i) t \). In the small (and constant) amplitude limit (\( A_i = \text{const} \)) this set of equations turns into a set of phase coupled harmonic oscillators with a familiar form \( \sin(\phi_j - \phi_i + \cdots) \) that dynamically defines if the input from \( j \) to \( i \) will either play excitatory \( (|\phi_j - \phi_i + \cdots| < \pi/2) \) or inhibitory \( (|\phi_j - \phi_i + \cdots| > \pi/2) \) roles (this is in addition to any phase shift introduced by the static network attributed phase delay factors \( \Delta_{ij} \)).

The relatively simple set of Eqs. (13) and (14) derived from the simple but nevertheless general Hamiltonian form Eq. (11) is capable of describing rich oscillatory and nonlinear dynamics as well as more efficient synchronization compared to the phase-only coupled system of harmonic oscillators even for the relatively weak coupling. Fig. 2 shows a comparison of synchronization in a weakly coupled network of phase-only constant amplitude harmonic oscillators vs amplitude and phase coupling of nonlinear system Eqs. (13) and (14). The identical single frequency \( \omega = \omega_0 = 1 \) harmonic oscillators coupled in a ring with just 4 nearest neighbors (\( R_{ij} = 0 \), \( |i - j| > 2 \)) is still showing a transient behaviour at \( t = 200 \) with the order parameter \( r = 0.32 \) [panels (A) and (B)] whereas the strongly synchronized spiking with mean frequency \( \bar{\omega} \sim 0.175\omega_0 \) is formed as early as about \( t = 10 \) for the nonlinear amplitude and phase coupling system Eqs. (13) and (14) with the order parameter \( r = 0.9999 \) [panels (C) and (D)].

The efficiency of the phase–amplitude form of the synchronization is further illustrated in Fig. 3 where differences of complex amplitudes for a set of random network nodes with the amplitude of another random node \( k \) are plotted as functions of time (with \( x \) and \( y \) axes corresponding to the real and the imaginary parts of \( a_i - a_k \) and the time advances are shown in \( z \) direction). The strong spiking synchrony is achieved as early as \( t < T \) where \( T = 2\pi/\omega \) is the period of the harmonic part of the oscillations.

For a network with multiple individual frequencies \( \omega_i < \omega_0 \equiv 1 \) uniformly distributed between \( 0.1\omega_0 \) and \( \omega_0 \) and with only a weak forcing at \( \gamma_i = 0.25 \), that is not sufficiently strong for generating spikes at individual uncoupled modes (as it can be seen from panels (A) and (B) of Fig. 4) where all the amplitudes of oscillations are below \( 0.1 \) and the phases are clearly showing the expected spread from 0.1 to 1, the order parameter \( r = 0.0792 \), the coupling triggers collectively synchronized spiking at multiple frequencies [panels (C) and (D)] for a local nearest neighbor coupling or at a single mean frequency [panels (E) and (F)] for a global coupling (i.e. all-to-all or
FIG. 4. Emergence of hypersynchronized spiking in a network of multiple frequency ($\omega_i < \omega_0 \equiv 1, \omega_i$ is uniformly distributed between 0.1 and 1, $\overline{\sigma} = 0.54, \sigma_{\omega} = 0.25$) weakly forced ($\gamma_i = 0.25$) nonlinear oscillators. (A) and (B) show low amplitude nonlinear oscillations of an uncoupled set. (C) and (D) show emergence of a relatively weakly synchronized state with three distinct frequency groups at roughly 0, 0.3, and 0.6 plus some single elements at intermediate frequencies for a nearest neighbor random coupling ($R_{ij} = 0, |i - j| > 1, \overline{R}_{ij} = 1, \sigma_R = 0.415$). (E) and (F) show the emergence of a strongly synchronized state with mean frequency at roughly $\sim 0.5$ and with the order parameter $r=0.9882$ for all-to-all random coupling $\overline{R}_{ij} = 0.01, \sigma_R = 0.0083$.

coupling of every node to all nodes in the network).

FIG. 5. (A) Network of $N = 10032$ nodes split in 48 local cortical regions with every node connected to 10–11 nodes from every other region. (B) The plot of pairwise correlations averaged across all nodes showing a peak at 300–500 Hz range in agreement with Ref. [16]. (C) Plot of synchronized oscillations.

This level of synchronization effectiveness is maintained as a number of network nodes $N$ increases and goes to infinity as can be seen in Fig. 5[panel (C)]. The network of Fig. 4 includes the large number of nodes $N = 10032$ split into 48 local groups located in different cortical regions [some of the nodes from several regions are shown in panel (A)] with 55 mm the mean distance between regions (and 61 mm the standard deviations). Each node is connected to 500 different nodes with 10–11 nodes from every region. The linear network frequencies are randomly distributed from 1 Hz to 1 KHz. A plot of pairwise node correlations averaged across all pairs [shown in panel (B)] clearly demonstrates the peak between 300 and 500 Hz in agreement with Ref. [16].

In conclusion, in this Letter we have presented a reformulation of the nonlinear model of weakly evanescent cortical wave (WETCOW) modes developed in Ref. [15] into a Hamiltonian form using a simple but general Hamiltonian representation that includes all possible nonlinear interactions at the lowest order of nonlinearity. Dynamical equations defined by this wave Hamiltonian reproduce oscillatory activity from the linear (harmonic) wave regime to nonlinear spiking modes. Extending the Hamiltonian to include a pairwise coupling appropriate for a network of multiple nonlinear wave modes results in amplitude and phase coupled nonlinear equations that show more efficient synchronization comparing to just phase coupling alone. For sufficiently strong coupling the spiking activity that emerges at different parts of network from the small amplitude (below spiking detection or subthreshold level) oscillations is synchronized not just in some averaged (spiking population) sense but at a single spike resolution or below. This amplitude and phase coupling approach thus provides a missing link between phase only coupling models of harmonic oscillator networks and amplitude (pulse) coupling models of IF neurons, and has implications for understanding experimentally observed synchronous behaviour in the human brain.
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