Depolarizing GABA/glycine synaptic events switch from excitation to inhibition during frequency increases
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By acting on their ionotropic chloride channel receptors, GABA and glycine represent the major inhibitory transmitters of the central nervous system. Nevertheless, in various brain structures, depolarizing GABAergic/glycinergic postsynaptic potentials (dGPSPs) lead to dual inhibitory (shunting) and excitatory components, the functional consequences of which remain poorly acknowledged. Indeed, the extent to which each component prevails during dGPSP is unclear. Understanding the mechanisms predicting the dGPSP outcome on neural network activity is therefore a major issue in neurobiology. By combining electrophysiological recordings of spinal embryonic mouse motoneurons and modelling study, we demonstrate that increasing the chloride conductance (gCl) favors inhibition either during a single dGPSP or during trains in which gCl summates. Finally, based on this summation mechanism, the excitatory effect of EPSPs is overcome by dGPSPs in a frequency-dependent manner. These results reveal an important mechanism by which dGPSPs protect against the overexcitation of neural excitatory circuits.

By acting on their ionotropic chloride channel receptor, GABA and glycine represent the major inhibitory amino acid transmitters of the central nervous system (CNS). These inhibitory transmitters control the input-output (I-O) relationship of excitatory drives impinging on neurons. However, under numerous circumstances, GABAergic/glycinergic postsynaptic potentials are depolarizing (dGPSPs) and exert mixed excitatory (depolarizing) and inhibitory (shunting) effects on the I-O relationship1–7. From a functional perspective, dGPSPs control numerous crucial neuronal processes, such as spontaneous activities in the developing CNS8,9 and tuning and gain-setting mechanisms1,10. The effects of dGPSPs on the I-O relationship depend on the following major parameters: the driving force for chloride ions11,12, the peak chloride conductance gClp, the neuronal input resistance (Rin) and the spatial arrangement of these synapses13. The inhibitory effect of dGPSPs on excitatory glutamatergic inputs largely depends on their relative timing14 and location on the target neuron1,13. The effect of dGPSPs is also controlled by other mechanisms, such as HCO3− permeability of the GABAA/glycine receptors, changes in [K+]o, after massive synaptic activation of GABAA,R15, and local differences in Ec1 values in somatic, axonal and dendritic compartments16. The relationship between the inhibitory and excitatory components of dGPSPs is therefore a complex phenomenon.

Here, we address the relative roles of the excitatory (depolarization) and inhibitory (shunting) components of dGPSPs by a quantitative analysis of their interplay. We also consider the interaction of three parameters (EC1, gClp and ERest) and their modulation by neuron passive properties.

The present study addresses this question 1) by precisely assessing the magnitude and time course of the inhibitory and excitatory effects of a single dGPSP; 2) by analyzing the functional outcome of repetitive dGPSPs as a function of frequency; and 3) by considering their interaction with excitatory drives, which occurs in most neuronal types. For this purpose, a neuron that naturally exhibited various ECl values and shapes (i.e., size and Rin) was required. Therefore, we examined mouse spinal motoneurons (MNs), which express these parameter...
alterations during the course of development\textsuperscript{17}. Spinal MNs undergo dramatic morphological changes during development, and their dendritic tree largely evolves to integrate numerous excitatory and inhibitory synaptic inputs. Moreover, these neurons exhibit dramatic changes in $E_{\text{Cl}}$ during development. We therefore used whole-cell patch-clamp recordings from immature E13.5 and more mature E17.5 spinal MNs, in which $[\text{Cl}^-]$ is high and low, respectively\textsuperscript{17}. The effect of $g_{\text{Cl}}$ was probed by controlled local applications of a GABA\textsubscript{A}R agonist (via pressure microejection).

To gain a deeper understanding of the mechanisms controlling dGPSP effects, we combined a physiological analysis with computational simulations. These simulations allowed us to measure and model the role of each parameter ($E_m$, $E_{\text{Cl}}$, $g_{\text{Cl}}$, neuron size and the input resistance $R_{\text{in}}$) in the magnitude and time course of inhibition and excitation during single dGPSPs.

This study demonstrates that regardless of the neuron passive properties, increasing $g_{\text{Cl}}$ may result in a switch from excitatory to inhibitory dGPSP depending on the $E_{\text{Cl}}$. We also show that dGPSP trains can be excitatory at low rates and inhibitory at high rates. Finally, we demonstrate that dGPSP trains modulate the outcome of excitatory drives (EPSPs) as follows: 1) time-locked EPSPs that are generated during the early phase of dGPSPs are inhibited and time-locked EPSPs that are generated during the late phase of dGPSPs are facilitated; 2) the transition from excitation to inhibition is more abrupt as $g_{\text{Cl}}$ increases; and 3) random EPSP barrages are facilitated by low-rate dGPSP trains and inhibited by high-rate dGPSP trains, with the inhibition becoming more abrupt as $g_{\text{Cl}}$ increases. These results indicate that compared with classical EPSPs, excitatory dGPSPs switch to potent inhibition as their discharge frequency increases, which precludes the overexcitation of the neuronal network and represents a fundamental property of these dGPSPs.

**Results**

To understand the mechanisms governing the balance between the excitatory and inhibitory effects of dGPSPs on the neuronal output, we performed patch-clamp recordings from neurons of different shapes and sizes, as well as realistic simulations. These approaches allowed us to estimate the influence of neuron size and its passive properties, including the GABA/glycine-induced conductance increase, the chloride equilibrium and the resting membrane potential on the dGPSP outcome. Additionally, simulations were performed to explore the functional consequence of dGPSP frequency on the neuron output. Although an axo-somato-dendritic gradient may occur in spinal MNs in which the $E_{\text{GABA}}$ values from the AIS to the soma and dendrites become progressively more negative, which was demonstrated in postnatal hippocampal and cortical pyramidal neurons\textsuperscript{16}, we only analyzed dGPSPs produced as the somatic GABAergic receptors were activated. All of the dGPSPs illustrated in the present study were attributed to fast synaptic GABA/glycine events, thus implying the presence of chloride ions, the intracellular concentration of which is primarily controlled by the cation-chloride co-transporters Na\textsuperscript{+}/K\textsuperscript{+}/2Cl\textsuperscript{−} type 1 (NKCC1) and K\textsuperscript{+}/Cl\textsuperscript{−} type 2 (KCC2), with NKCC1 and KCC2 acting as the intracellular chloride accumulator and extruder, respectively\textsuperscript{18,19}. Long-lasting GABA-mediated depolarizations, which are induced with massive GABA\textsubscript{A}R activation and involve an increase in $[\text{K}^+]_o$ and HCO\textsubscript{3}− ions\textsuperscript{20,21}, were not addressed in our study.

**Morphological and electrical passive properties of E13.5 and E17.5 MNs.** During development, spinal MNs undergo dramatic changes in size and passive properties\textsuperscript{17}. For our purposes, we used spinal MNs at E13.5 and E17.5 because their passive properties and morphologies were clearly different. Indeed, in immature E13.5 embryos, MNs exhibited a small cell body (diameter = 12.1 ± 0.3 μm, $n = 4$, Fig. 1A,) and an $R_{\text{in}}$ of 887 ± 55 MΩ ($n = 12$). In contrast, E17.5 MNs dramatically matured; their cell body diameter increased to 17.2 ± 0.2 μm ($n = 3$) as did their dendritic tree (compare Fig. 1A,1B) (see also Suppl. Tables 1–2 in the Supplemental Information), and their $R_{\text{in}}$ decreased to 145 ± 24 MΩ ($n = 13$). The $R_{\text{in}}$ of the E13.5 MNs was
approximately 6 times higher than that of the E17.5 MNs, and both exhibited dGPSPs. The canonical E13.5 and E17.5 neurons were constructed from the morphological and electrical mean properties of real MNs (Fig. 1A,1B). The first step was to monitor the effects of dGPSPs on these two neurons.

**Depolarizing GPSPs are purely excitatory at E13.5 and exclusively inhibitory at E17.5.** We used whole-cell patch-clamp recordings while GABA<sub>A</sub>R responses were evoked by isoguvacine puff application at the soma level in E13.5 (Fig. 2A) and E17.5 MNs (Fig. 2B) that were loaded with E13.5 and E17.5 intracellular media. These intracellular media were designed to fit the physiological E<sub>Cl</sub> as measured in a gramicidin-perforated patch-clamp condition at similar developmental stages<sup>17</sup>. Although GABA<sub>A</sub>R and glyR are described as HCO<sub>3</sub>- permeable<sup>13</sup>, we considered E<sub>Cl</sub> as representative of E<sub>GABA<sub>A</sub>R/EB<sub>Cl</sub></sub> because of the low HCO<sub>3</sub>- conductance of GABA<sub>A</sub>,R in embryonic MNs<sup>22</sup>. For these experiments, E<sub>Rest</sub> was slightly more depolarized at E13.5 (−73.7 ± 1.9 mV, n = 6) than at E17.5 (−85.8 ± 0.8 mV, n = 7). In contrast, E<sub>Cl</sub> was dramatically more elevated at E13.5 (−44.0 ± 1.9 mV, n = 6) than at E17.5 (−82.0 ± 2.3 mV, n = 5), thus revealing the higher [Cl<sup>-</sup>] in the E13.5 MNs compared with that of the E17.5 MNs (Table 1). Interestingly, at both developmental stages, the [Cl<sup>-</sup>] values were lower than the intra-pipette [Cl<sup>-</sup>], which was likely because of the high KCC2 efficacy in spinal MNs<sup>17</sup>. Given the difference in E<sub>Rest</sub>, our simulation study predicted that g<sub>Cl</sub><sub>p</sub> must be increased 5.5-fold to obtain a comparable depolarization for similar E<sub>Cl</sub> and E<sub>Rest</sub> in both neurons (Suppl. Fig. 1A).

In the experiments, isoguvacine puffs were adjusted to elicit a g<sub>Cl</sub><sub>p</sub> of 1.6 ± 0.2 nS (n = 6) at E13.5 and a g<sub>Cl</sub><sub>p</sub> of 5.2. ± 1.4 nS (n = 4) at E17.5 (Table 1) (see Supplemental Experimental Procedures). Note that we did not analyze the dGPSP falling phase because it outlasted the charge dissipation time course, indicating that it was a mixture of prolonged GABA<sub>A</sub>,R activation by isoguvacine wave and charge dissipation (see Methods and Suppl. Fig. 2).

To evaluate the effect of dGPSPs, we developed a method based on the capacity of dGPSPs to modify the probability of threshold current pulses to evoke a spike. The intensity of the current pulses was adjusted to evoke a spike in approximately 50% of the trials prior to the evoked dGPSP. In this condition, an index termed R<sub>GABA</sub> corresponding to the relative change in the spiking probability was calculated. Here, the parameter R<sub>GABA</sub> represents the percentage of spikes that were triggered by depolarizing current pulses along the isoguvacine puff divided by the percentage of spikes that were triggered before the puff (see the Methods and Suppl. Fig. 3). At E13.5, prior to the isoguvacine puff, a spike was evoked in approximately 50% of the trials (Fig. 2A, left), resulting in R<sub>GABA</sub> ≈ 1. The spikes were more steadily evoked along the rising phase of the dGPSP (Fig. 2A, right). Consequently, R<sub>GABA</sub> increased from 0.90 ± 0.19 at t = 0 ms (response onset) to 1.53 ± 0.15 at t = 20 ms and then to 2.14 ± 0.17 at t = 60 ms (Fig. 2C). This finding indicates that the early depolarizing response to isoguvacine was exclusively excitatory (p < 0.001, n = 9, one-way ANOVA followed by Tukey’s multiple comparison test; see stars in Fig. 2C).

In contrast, at E17.5, using the same procedure, a purely inhibitory effect was observed during the rising phase of the dGPSP (Fig. 2B). R<sub>GABA</sub> was 1.27 ± 0.09 at t = 0 ms (response onset) and significantly decreased (p < 0.05, n = 10, one-way ANOVA followed by Tukey’s multiple comparison test; see stars in Fig. 2D) to 0.28 ± 0.16 at t = 40 ms and 0.20 ± 0.13 at t = 80 ms (Fig. 2D). Thus, the rising phase of dGPSPs was purely inhibitory at E17.5.

We used computer simulations to analyze the complete dGPSPs (rising and falling phases) for a large range of E<sub>Rest</sub>. These simulations were used to construct a representation of the relative inhibitory/excitatory effect of dGPSP elicited on soma over time (inhibitory excitatory time course (IETC) maps, see Methods). The parameters were adjusted to fit the physiological experiments. The g<sub>Cl</sub><sub>p</sub> values that were used in the E13.5- and E17.5-model neurons were 0.7 nS and 4 nS to respect the difference in input resistance (5.5-fold difference, see above). In the E13.5 neuron model, E<sub>Cl</sub> was set to −42 mV. As shown in the IETC map (Fig. 2E), the dGPSP elicited a purely excitatory response at the physiological E<sub>Rest</sub> (−74 mV, horizontal dotted line) and remained excitatory regardless of the E<sub>Rest</sub> (from −85 mV to −65 mV). In contrast, simulations that were performed in the E17.5 neuron model with E<sub>Cl</sub> set to −82 mV and g<sub>Cl</sub><sub>p</sub> set to 4 nS (close to the g<sub>Cl</sub><sub>p</sub> value that was used in the experiments) resulted in a purely inhibitory effect, regardless of E<sub>Rest</sub> (Fig. 2F). Note that dGPSP was entirely inhibitory at the physiological E<sub>Rest</sub> (−85 mV, horizontal dotted line) in the E17.5 neuron model.

It is generally admitted that the inhibitory effect of dGPSPs results from the shunting action carried by g<sub>Cl</sub><sub>p</sub>, whereas the excitatory effect is due to depolarization. Here, we sought to precisely assess the extent to which each component prevails during a dGPSP. We therefore quantified the excitatory and inhibitory dGPSP effects along the dGPSP time course. At E13.5, the inhibition reaches its maximum 27 ms before the dGPSP peak (compare the red and green vertical dotted lines in Fig. 2F), which is consistent with the time course of E<sub>Cl</sub> that carries inhibition (Suppl. Fig. 1B).

Thus, for E<sub>Rest</sub> ranging from −85 to −65 mV, the GABA/glycine synapses were excitatory in the high-[Cl<sup>-</sup>] E13.5 neuron model and inhibitory in the low-[Cl<sup>-</sup>] E17.5 neuron model. Therefore, E<sub>Cl</sub> appears to be determinant for the dGPSP effect. Interestingly, E<sub>Cl</sub> is not a steady parameter, and during a high level of network activity, it tends to reach the membrane potential (Suppl. Fig. 4). In the following section, we analyze the effect of E<sub>Cl</sub> on the dGPSP outcome. This physiological parameter was analysed in the two neurons that strikingly differ with respect to their passive features (i.e., size and R<sub>m</sub>).

**E<sub>Cl</sub> plays a determinant role in the inhibitory/excitatory components of dGPSP.** To verify whether E<sub>Cl</sub> was able to alter the nature of dGPSPs independently of neuron morphology, E<sub>Cl</sub> was reduced in the E13.5 MNs and increased in the E17.5 MNs. We found that the early excitatory action of dGPSP was abolished when E<sub>Cl</sub> was reduced from −44.0 to −66 mV (−65.9 ± 2.1 mV, n = 4) in the E13.5 MN (Fig. 3A,C) (see Table 1 for the corresponding [Cl<sup>-</sup>] ). The g<sub>Cl</sub><sub>p</sub> value (2.3 ± 0.1 nS, n = 4) was maintained within the same range as in Fig. 2C. Additionally, the mean value of E<sub>Rest</sub> remained unaltered (−73.2 ± 3.8 mV, n = 4). Although the excitatory nature of the dGPSP remained (p < 0.01; one-way ANOVA for the dGPSP global time course), the R<sub>GABA</sub> value showed a significant decrease at t = 10 ms (0.71 ± 0.07; p < 0.05; Tukey’s multiple comparison test; Fig. 3C),
Figure 2. Time course of the excitatory and inhibitory components of dGPSPs in E13.5 and E17.5 neurons with physiological ECl values. (A) Patch-clamp recordings of E13.5 MN responses (MN) to a threshold current pulse (i) in the absence (left traces) and presence (right traces) of an isoguvacine-induced response (puff). The red trace is an example of a spike triggering failure during the four-pulse series prior to the isoguvacine puff (see Suppl. Fig. 3). (B) The same disposition as in (A) but for an E17.5 MN; ECl: reversal potential for chloride; gClp: peak conductance; ERest: resting membrane potential. (C) Average time course of the excitatory effect in E13.5 MNs (n = 9). This excitatory effect was quantified every 20 ms by calculating the R\text{GABA} as indicated in Suppl. Fig. 3. (D) Average time course of the inhibitory effect in E17.5 MNs quantified by R\text{GABA} as in (C) (n = 10). The vertical bars represent the standard error of the mean (SEM). The significant differences of the R\text{GABA} values compared to R\text{GABA} at t = 0 ms are indicated by stars (*p < 0.05; **p < 0.01); ns: not significant. (E,F) IETC maps representing the time course (abscissa) of the threshold current (duration: 10 ms) during the simulation of a dGPSP in E13.5 (E) and E17.5 (F) neuron models as measured for a series of ERest (ordinate). Horizontal dashed lines represent the average of physiological ERest. Vertical black dashed lines represent the simulated dGPSP peak. The magnitude of the excitatory (red colors) and inhibitory (cyan colors) effects is indicated by the color scale (% of change of the threshold current, see bottom bars for values). Contours are disposed at every 1% change. Identical rules hold true in all of the subsequent IETC maps. The time course of the simulated dGPSP is presented below each IETC map (same time scale). Green and red dashed vertical lines indicate the maximum excitatory and inhibitory effects, respectively. As in the following figures, the shape and size of the simulated neurons are presented in the insets on the IETC maps (proximal portion of the axon in blue).
indicating an early inhibitory effect. Subsequently (t = 50 ms), the R_{GABA} value presented a significant increase compared with that of the control (1.80 ± 0.14, p < 0.05; Tukey’s multiple comparison test; Fig. 3C).

In contrast, the inhibitory GABAAR response that was observed at E17.5 with E_{Cl} = −82 mV was reversed to excitatory when E_{Cl} was increased to −55 mV (−55.3 ± 3.8, n = 5) (see [Cl−], in Table 1) (Fig. 3B,D) (p < 0.01; one-way ANOVA for the dGPSP global time course). R_{GABA} significantly increased at t = 40, 60 and 80 ms (p < 0.05; Tukey’s multiple comparison test; Fig. 3D). The g_{Clp} value (4.1 ± 0.8 nS, n = 4) was maintained in the same range as in Fig. 2D and E_{Rest} was −77.1 ± 1.7 mV (n = 6).

These results indicate that both neurons exhibit similar dGPSP effects when they share comparable E_{Cl} and E_{Rest} values. To extend our analysis to a large range of E_{Rest} values, simulations based on the above physiological parameters were conducted (Fig. 3E,F). The E13.5 neuron model exhibited a slight inhibition at the onset of the dGPSP (see the blue region on the IETC map) when its E_{Rest} was set to the physiological E_{Rest} = −73 mV (horizontal dotted line in Fig. 3E), with E_{Cl} = −66 mV and g_{Clp} = 1.5 nS. At this E_{Rest} potential, the magnitude of inhibition and excitation was weak (9% and 6%, respectively); however, their duration strongly differed (33 and 130 ms, respectively) (Fig. 3E). These results are consistent with the corresponding physiological data. Note that the early inhibition that was observed as a reduction in the spike amplitude (see arrowhead in Fig. 3A,B) is now explained and excitation was weak (9% and 6%, respectively); however, their duration strongly differed (33 and 130 ms, respectively) (Fig. 3E). These results are consistent with the corresponding physiological data. Note that the early inhibition that was observed as a reduction in the spike amplitude (see arrowhead in Fig. 3A,B) is now explained.

Table 1. Physiological values measured in spinal MNs according to different configurations. Low g_{Clp} < 2.6 nS and high g_{Clp} > 2.6 nS. Numbers in parentheses indicate experiments in which measures were performed. R_{GABA} was assessed twice in certain experiments.

| Developmental Stage | E13.5 | E13.5 | E17.5 | E17.5 |
|---------------------|-------|-------|-------|-------|
| Intracellular Medium Type | E13.5-like | Low g_{Clp} | High g_{Clp} | E17.5-like | E13.5 |
| E_{Rest} (mV)       | −73.7 ± 1.9 (6) | −73.2 ± 3.8 (4) | −72.6 ± 1.2 (3) | −85.8 ± 0.8 (7) | −77.1 ± 1.7 (6) |
| E_{Cl} (mV)         | −44.0 ± 1.9 (6) | −65.9 ± 2.1 (4) | −67.8 ± 1.0 (3) | −80.2 ± 2.3 (5) | −55.3 ± 3.8 (5) |
| [Cl−] (mM)          | 23.1 ± 1.8 (6) | 9.9 ± 0.8 (4) | 9.2 ± 0.3 (3) | 5.4 ± 0.4 (5) | 15.5 ± 1.9 (5) |
| Intra-pipette [Cl−] (mM) | 30 | 13 | 13 | 13 | 30 |
| g_{Clp} (nS)        | 1.6 ± 0.2 (6) | 2.3 ± 0.1 (4) | 3.6 ± 0.4 (3) | 5.2 ± 1.4 (4) | 4.1 ± 0.8 (4) |

Increasing g_{Clp} switches excitatory dGPSPs to inhibitory dGPSPs. Increasing g_{Clp} increases both the amplitude of the dGPSP depolarization (excitatory effect) and the shunting (inhibitory effect). Which effect would then dominate, excitation or inhibition? To address this question, we evaluated the effect of increasing g_{Clp}.
in simulations. $E_{Cl}$ was set at $-66$ mV to generate IETC maps with balanced excitatory and inhibitory effects. We found that increasing $g_{Clp}$ from 0.7 nS to 3.5 nS increased the amplitude and duration of both the inhibitory and excitatory effects.
the excitatory components of dGPSPs (compare Fig. 5A,B). However, increasing $g_{\text{Cl}}$ differentially affected the intensity of the two components: for example, at $E_{\text{rest}} = -72$ mV (horizontal dotted line), the excitation increased from 4% to 5%, whereas the inhibition increased from 3% to 26%, favoring inhibition rather than excitation. The duration of inhibition also increased when $g_{\text{Cl}}$ was increased. For example, at $E_{\text{rest}} = -73$ mV, 50% of the dGPSP rising phase was inhibitory for $g_{\text{Cl}} = 0.7$ nS and 100% for $g_{\text{Cl}} = 3.5$ nS (compare the blue region of the dGPSP time course in Fig. 5A,B).

We then evaluated whether these predictions were observed in physiological experiments. Depolarizing GPSPs were produced in E13.5 MNs with $E_{\text{Cl}}$ reduced approximately to $-66$ mV ($-67.8 \pm 1.0$, $n = 3$) (as in Fig. 3A) (see [Cl$^-$] in Table 1), and $g_{\text{Cl}}$ increased from 2.3 nS (Fig. 5C,E) to 3.6 nS ($3.6 \pm 0.4$, $n = 3$) (Fig. 5D,F). Interestingly, this increase in $g_{\text{Cl}}$ resulted in a significant inhibition ($p < 0.0001$; one-way ANOVA) during the rising phase of the dGPSP. $R_{\text{GABA}}$ significantly decreased from 1.06 ± 0.12 prior to the dGPSP to 0.35 ± 0.13 at $t = 20$ ms and to 0.00 ± 0.00 for $t \geq 60$ ms (Tukey’s multiple comparison test) (see the stars in Fig. 5F). Therefore, increasing $g_{\text{Cl}}$ results in a switch from excitation to inhibition for an identical $E_{\text{Cl}}$ value. This result validates the prediction from computer simulations that were performed using $E_{\text{Cl}} = -66$ mV and $E_{\text{rest}} = -73$ mV ($-72.6 \pm 1.2$, $n = 3$ in real MNs) (Fig. 5A,B). This prediction holds true for $E_{\text{Cl}}$ values ranging from $-81$ mV to $-60$ mV (Fig. 6).

Trains of spike-triggering dGPSPs switch from excitation to inhibition with increasing frequency. Until now, we have considered $E_{\text{Cl}}$ values that did not allow dGPSPs to elicit spikes (in the absence of depolarizing current pulses). For more depolarized $E_{\text{Cl}}$ values, dGPSPs may trigger spikes (see IETC maps for $E_{\text{Cl}} > -51$ mV in Fig. 6). In this case, it remains uncertain whether increasing $g_{\text{Cl}}$ could still enhance inhibition because of spike generation. If this is the case, both excitatory and inhibitory effects should coexist and overlap.

Figure 4. IETC maps generated from E13.5 (A) and E17.5 (B) neuron models with similar $E_{\text{Cl}}$ values ($-69$ mV). The conductance ($g_{\text{Cl}}$) of the simulated GABA$_{A}$R synapse was adjusted to elicit the same depolarization (7 mV) in both of the neuron models. The vertical black dashed lines indicate the peak in GPSP depolarization. The horizontal black dashed lines represent the average resting potential.
Figure 5. Effect of increasing the $g_{Clp}$ in the E13.5 neuron model is verified in physiological experiments. 

(A,B) IETC maps generated from the E13.5 neuron model for a $g_{Clp}$ of 0.7 nS (A) and 3.5 nS (B). The limit between the inhibitory effect (in blue on the dGPSP trace) and the excitatory effect (in red on the dGPSP trace) for a resting membrane potential of $-73$ mV (horizontal dashed line) is indicated by a green vertical arrow. This limit increases from 50% to 100% of the dGPSP rising phase when the $g_{Clp}$ is increased from 0.7 nS to 3.5 nS. The vertical dashed lines represent the onset and peak of dGPSP.

(C,D) Effect of increasing isoguvacine release on the E13.5 MNs. A biphasic early inhibitory (at $t = 10$ ms) and late excitatory effect is elicited with a low GABA$_A$ conductance activation ($g_{Clp} = 2.3$ nS, C). Note that the excitatory effect is much larger than the inhibitory effect. However, a purely inhibitory effect occurs with a larger conductance ($g_{Clp} = 4.5$ nS, D).

(E,F) Average excitatory and inhibitory responses that were produced by a low conductance (mean $g_{Clp} = 1.8$ nS, E) and a large conductance (mean $g_{Clp} = 3.5$ nS, F). Panels (C,E) are the same as in Figs 3A and 5C. The responses were quantified by calculating the $R_{GABA}$ values ($n = 5$ in E and $n = 5$ in F). Significant differences compared to the control $R_{GABA}$ ($t = 0$) are indicated by stars ($^* p < 0.05$; $^{**} p < 0.01$; $^{***} p < 0.001$; nS: not significant).
during dGPSP trains. To evaluate this hypothesis, we designed simulations in which over-threshold dGPSPs overlap during trains. The functional consequence of this overlap was then evaluated. Would a train result in excitation or inhibition?

The first step was to confirm whether inhibition was present in a single dGPSP occurring in the vicinity of $E_{\text{Thr}}$. In this vicinity, trains of subthreshold dGPSPs leading to summation eventually reach $E_{\text{Thr}}$. What would the effect be of increasing $g_{\text{Clp}}$ in this voltage range? Additionally, over-threshold dGPSPs with high $g_{\text{Clp}}$ values produce spikes at a lower $E_{\text{rest}}$ (Fig. 6). Increasing $g_{\text{Clp}}$ should therefore favor excitation when approaching $E_{\text{Thr}}$.

Figure 6. IETC maps for $E_{\text{Cl}}$ ranging from $-81 \text{ mV}$ to $-42 \text{ mV}$ and four $g_{\text{Clp}}$. The red horizontal line indicates the separation between the suprathreshold and subthreshold values of $E_{\text{Cl}}$. On each IETC map, the blue horizontal line indicates when the membrane potential reaches the $E_{\text{Cl}}$ value for that IETC map. The gray regions represent the domains in which spikes are elicited by suprathreshold dGPSPs.
However, we have demonstrated that increasing \( g_{Clp} \) in dGPSPs favors inhibition. To resolve this contradiction, single dGPSPs were simulated with \( E_{Rest} = -75 \text{mV} \) and \(-51 \text{mV}\) (Fig. 7A,B). \( E_{Cl} \) was set to \(-51 \text{mV}\) to prevent the generation of a spontaneous spike by a dGPSP. The IETC map, which was generated with \( g_{Clp} = 1.5 \text{nS}\), revealed the existence of an early inhibitory domain that rapidly increased from 5% to 27% when \( E_{Rest} \) was depolarized from \(-59 \text{mV}\) to inhibitory domain that rapidly 51 mV (Fig. 7A,J). When \( g_{Clp} \) was increased from 1.5 nS to 3.5 nS (Fig. 7A,J), the early inhibitory dGPSP component reached a maximum of 60%, whereas the excitatory component was less affected and increased from 37% to 44%. This result indicates that raising \( g_{Clp} \) still favors inhibition when \( E_{Rest} \) approaches \( E_{Thr} \).

As a second step, for more depolarized \( E_{Cl} \) values, we evaluated whether dGPSP-induced spikes could be prevented by increasing \( g_{Clp} \). We performed a new series of simulations with \( E_{Rest} = -75 \text{mV} \), in which dGPSPs reached \( E_{Thr} \) and elicited spikes. In these simulations, we explored the relationship between the dGPSP frequency and the firing response of the neuron model. As illustrated in Fig. 7B1, with \( E_{Cl} = -45 \text{mV} \) and \( g_{Clp} = 3.5 \text{nS}\), a 10-Hz dGPSP train did not elicit action potential, with the \( E_{m} \) remaining < \( E_{Thr} \). When the dGPSP train frequency was increased to 20 Hz, spikes were elicited. This limit frequency was termed the “switch-on” frequency. When the dGPSP train frequency was further increased to 100 Hz (Fig. 7B1), the firing frequency accordingly increased up to 35 Hz. Finally, increasing the dGPSP train frequency to 140 Hz (Fig. 7B1) completely inhibited the spike discharge. This dGPSP train frequency was termed the “switch-off” frequency. The “switch-off” frequency was not due to voltage-dependent Na+ channel inactivation because simulations were performed with HH parameters, limiting the inactivation of Na+ channels (see the simulation methods for Na+ channels). This limitation is shown in Fig. 7B1 (red traces), in which the inactivation h value is monitored. When the dGPSP rate reached 140 Hz, the h value was nearly unchanged (0.985 instead of 1, i.e., nearly no inactivation). Decreasing the \( E_{Cl} \) from \(-45 \text{mV} \) to \(-46 \text{mV}\) for 100 Hz produced similar results; however, the dGPSP frequency window for spike production was narrowed (Fig. 7B1). A further reduction of the \( E_{Cl} \) to \(-48 \text{mV}\) resulted in the inability for dGPSPs to elicit spikes (Fig. 7B1). These simulations were repeated for five \( E_{Cl} \) values (\(-48 \text{mV}, -46 \text{mV}, -45 \text{mV}, -44 \text{mV}\) and \(-42 \text{mV}\)) and 2 \( g_{Clp} \) values (1.5 and 3.5 nS), and frequency response curves were generated (Fig. 7C). These simulations demonstrated that the frequency response curve was always bell-shaped, firing between “switch-on” and “switch-off” frequencies, with a maximum spike frequency increasing with more depolarized \( E_{Cl} \). Interestingly, simulations revealed that this maximum frequency was not \( g_{Clp} \)-dependent (compare Fig. 7C1, C2). The bell-shaped response was narrower, and the “switch-on” frequency was lower for the high \( g_{Clp} \) value (3.5 nS) than for the low \( g_{Clp} \) value (1.5 nS) (Fig. 7C).

We have demonstrated that the “switch-off” frequency is not due to voltage-dependent Na+ channel inactivation (see above). This frequency is also not due to the activation of K+ channels, which would limit the frequency discharge. Indeed, when a current was injected in the E13.5 neuron model, the discharge frequency monotonically increased with the current intensity (Fig. 7D). Therefore, the shape of the frequency response curve with a “switch-off” frequency is a property of dGPSPs and results from the increasing strength of the inhibitory component of dGPSPs.

We then designed an experimental procedure to validate this prediction. GABA/glycinergic synapses were activated by electrical stimulation of the ventral funiculus (VF) in E13.5 SC after blocking the glutamatergic and cholinergic synaptic components (see Supplemental Experimental Procedures). To avoid transient collapse of the chloride reversal potential (Suppl. Fig. 4), brief trains (8 pulses) were used. When stimulated at low frequency (2,5 Hz), the VF evoked the under-threshold dGPSPs (Fig. 8A1). At 5 Hz–10 Hz, temporal summations of the dGPSPs produced spikes in approximately 50% of stimuli. Higher frequency stimulations did not evoke spikes in the steady-state regime (Fig. 8A1). The average I/O frequency relationship, which was calculated from five E13.5 MNs, was bell shaped (Fig. 8A1). Up to 2.5 Hz, a spike was not produced; between 3.3 and 5 Hz, the output firing reached a plateau (2.6 + 0.4 Hz, n = 29 from 5 experiments); at 10 Hz, the output frequency decreased to 1.2 ± 0.4 Hz (n = 22 from 5 experiments); and at 20 Hz and higher, a spike did not occur in the steady state. Note that the low output frequency (<3 Hz) was not caused by a limitation of the MN firing frequency because a spontaneous burst of activity could reach up to 20 Hz (Fig. 8A1). To validate the hypothesis that the increasing inhibitory component was responsible for the switch from excitation to inhibition when the VF frequency was increased, we performed a series of simulations using the E13.5-model MN (Fig. 8B) with the same characteristics as the real MNs presented in Fig. 8A1,2 (see measured physiological parameters in Table 2). VF was mimicked by a 2.5 nS synaptic conductance on soma and \( E_{Cl} \) set to \(-43 \text{mV}\) with the same kinetics as a VF-evoked synaptic current (rising time constant 2 ms, decay time constant 150 ms). Note that this time constant was much longer than the one used to mimic the single dGPSP (20 ms, see Supplemental Experimental Procedures). As expected, increasing the input dGPSP frequency led to an initial excitatory effect (because of dGPSP summation) followed by a complete inhibition of the output discharge at the VF-like stimulation frequency ≥20 Hz (Fig. 8B1,2). The inhibitory effect of high-rate GPSP trains resulted from the shunt exerted by the GPSP summation that shifted the curve of the peak sodium channel current (\( I_{NaPeak} \)) towards more positive membrane potential values (see horizontal arrow in Fig. 8B1). The shifted curve (grey) illustrates the effect of a 101 Hz dGPSP train leading to a shunt summation of ~10 nS (see eq. (1)). Thus, for the same membrane potential, the amount of activated Na+ channels was reduced by the shunting effect of the dGPSPs, leading to spike failure.

**Functional consequences of dGPSP trains on excitatory drive.** Spinal motor neurons generally receive concomitant excitatory and inhibitory drives; however, during such concomitant drives, excitatory and inhibitory PSPs are generally not synchronized, although in other networks, such as cortical networks, EPSP/IPSP synchronization is a rule. To explore how both drives interact, we performed new simulations in which the same neuron model at \( E_{Rest} = -75 \text{mV} \) received concomitant trains of purely excitatory glutamate-like EPSPs and dGPSPs (Fig. 9). A preliminary series of data illustrates the effects of EPSPs occurring at fixed delays relative to dGPSPs (80 ms, 60 ms, and 20 ms; see schemas in Fig. 9A). In these simulations, \( E_{Cl} \) was set to \(-66 \text{mV}\), a
Figure 7. The switch from excitatory to inhibitory dGPSP barrage is frequency dependent. (A) IETC maps were generated for $E_{CI} (-51 \text{ mV})$ close to the spike threshold $E_{Thr} (-50 \text{ mV}, \text{red horizontal line})$ and for resting membrane potentials in the vicinity of the spike threshold. The early inhibitory effect of dGPSPs increases more rapidly in the vicinity of the spike threshold for a large $g_{Clp} (3.5 \text{nS}, \text{A1})$ than for a small $g_{Clp} (1.5 \text{nS}, \text{A2})$, whereas the excitatory effect virtually does not change. (B) Effect of the dGPSP train rate on the evoked discharge for
three $E_C$ values with $E_C = -45 \text{ mV}$ ($B_1$) spikes are elicited when the dGPSP frequency reaches 20 Hz, and the discharge is blocked at a dGPSP train rate > 140 Hz, with a more hyperpolarized $E_C$ value ($-46 \text{ mV}$, $B_2$), the range for spike triggering is reduced (between 30 and 50 Hz); for an $E_C$ value of $-48 \text{ mV}$ ($B_3$), no spikes are elicited regardless of the dGPSP train rate. Note that the suppression of the spike discharge at a high dGPSP rate is not due to the inactivation ($h$) of voltage-dependent Na⁺ channels that remains very close to 1 (see the red traces in $B_i$) even at the highest dGPSP frequency (150 Hz). (C) Firing rate as a function of dGPSP frequency for $g_{clp} = 1.5 \text{nS}$ ($C_1$) and $g_{clp} = 3.5 \text{nS}$ ($C_2$). The two curves are superimposed in ($C_3$). (D) In contrast to the bell-shaped curves of the firing rate versus the dGPSP frequency, the firing frequency response to current injection is a monotonic curve.

value for which inhibitory and excitatory domains coexist at $E_{rest}$ of approximately $-75 \text{ mV}$ (Fig. 5A,B). Large EPSPs were generated at a rate of 10 Hz. The amplitude of EPSPs fluctuated slightly using a random generator (see Methods) such that the 10-Hz EPSP train could trigger spikes with an average rate of 4 Hz (Fig. 9A1,A2). After 2.5 s of the EPSP barrage, a dGPSP train was added at the same rate as that of the EPSP train but with a constant delay. Two $g_{clp}$ values were evaluated: a low (0.7 nS, Fig. 9A1) and a high (3.5 nS, Fig. 9A3,A4) value. dGPSPs occurring with long delays prior to EPSPs were excitatory. This effect switched to inhibition for shorter delays in a $g_{clp}$-dependent manner, consistent with the corresponding IETC maps (Fig. 5), which quantify the magnitude and duration of the inhibitory versus excitatory components of dGPSPs. These two components are indicated on the dGPSP traces, as shown in Fig. 9A1,A2.

In the spinal motor networks, concomitant excitatory and inhibitory drives are generally not synchronized at the level of PSpS. Therefore, in a final series of simulations that were performed in the same neuron model, EPSPs were randomly elicited according to Destexhe et al., in which EPSP conductance (0.4 ± 0.1 nS) resulted in a mean $E_m$ of approximately $-55 \text{ mV}$. At this membrane potential, a few spikes were sparsely triggered (4 Hz, Fig. 9B1). To elicit dGPSPs, $E_C$ was set to $-51 \text{ mV}$ (subthreshold). Again, low (1.5 nS) and high (3.5 nS) $g_{clp}$ values were used. With the high $g_{clp}$ value, a 10-Hz dGPSP train resulted in a slight excitatory effect (the spike frequency increased from 4 Hz to 7.2 Hz, Fig. 9B1, left). When the dGPSP rate increased to 20 Hz, the spike frequency decreased to 2.4 Hz (Fig. 9B2, middle). A further dGPSP rate increase to 50 Hz led to a complete inhibition of the discharge (Fig. 9B3, right). The switch from an excitatory to inhibitory effect is consistent with IETC maps in the vicinity of $E_{th}$ (Fig. 7A). The average effect of a dGPSP train is dependent on the relative duration of the inhibitory and excitatory domains. As illustrated in Fig. 7A1, for $E_C = -51 \text{ mV}$ and $E_{rest} = -55 \text{ mV}$ (green line), the early inhibitory domain of each dGPSP is transient and lasts <25 ms. This inhibitory effect is then followed by an excitatory effect lasting ~250 ms. dGPSP train frequencies of greater than 50 Hz (i.e., 20 ms between the onset of successive dGPSPs) resulted in inhibition due to the overlap of dGPSP inhibitory domains. Moreover, conductances of successive dGPSPs summate the law of exponential decay summation (see Methods). This law is formalized by the following equation (1) giving the limit of summated conductances ($g_{peaklim}$):

$$g_{peaklim} = K \times g_{max} \times \left(\frac{e^{-t/\tau}}{1 - e^{-t/\tau}}\right)$$

in which $N$ is the dGPSP train frequency, $\tau$ is the time constant of dGPSP decay, and $K$ is the coefficient that is used to assimilate the dGPSP to a single exponential decay curve (beginning from a theoretical initial value of $K \times g_{max}$, Suppl. Fig. 5) see26 for a demonstration. With $N = 50 \text{ Hz}$, $\tau = 20 \text{ ms}$, $K = 2.4$ and $g_{max} = 3.5 \text{nS}$, $g_{peaklim}$ is dramatically increased to 8.39 nS. In contrast, the depolarization of dGPSPs is limited by an $E_m$ value that is close to $E_C$ (set to $-51 \text{ mV}$), whereas shunting continues to summate and results in a net inhibitory effect (see Fig. 9B2, right). A decrease in $g_{clp}$ from 3.5 nS to 1.5 nS resulted in an excitatory effect of dGPSP trains at 10 Hz and 20 Hz (from 4 to 8.2 Hz and 8.4 Hz, respectively, Fig. 9B2, left and middle), which is consistent with the shortening and intensity reduction (17% to 6%) of the transient inhibition occurring at dGPSP onset (Fig. 7A). Moreover, because the maximum excitation only decreased from 25% to 22% (Fig. 7A) when $g_{clp}$ decreased from 3.5 nS to 1.5 nS, the balance between inhibition and excitation favors the excitatory effects of 20-Hz dGPSP trains, as illustrated in Fig. 9B2, middle). At 50 Hz, dGPSP trains do not completely prevent firing (Fig. 9B3, right) because $g_{peaklim}$ reaches a lower value (3.59 nS instead 8.39 nS for $g_{clp} = 3.5 \text{nS}$).

In conclusion, $g_{clp}$ is the key parameter that controls the switch from excitatory to inhibitory dGPSP trains for subthreshold $E_C$. However, does this action persist if $E_C$ remains subthreshold but is more depolarized? To address this question, $E_C$ was slightly depolarized to $-50 \text{ mV}$ (close to $E_{th}$) with $g_{clp} = 3.5 \text{nS}$. Figure 9B4 shows that dGPSP trains remain excitatory at 10 Hz (the spike frequency increased from 4 to 8.2 Hz, Fig. 9B4, left). This excitatory effect was dramatically enhanced at 20 Hz (the spike frequency reached 14.8 Hz, Fig. 9B4, middle). At 50 Hz, the dGPSP train effect switched to complete inhibition (Fig. 9B4, right). Thus, when the subthreshold $E_C$ approaches $E_{th}$, the dGPSP effects on the excitatory drive become more contrasted, switching from a large excitation at a low frequency (20 Hz) to an abrupt inhibition at a higher frequency (50 Hz).

**Discussion**

By studying the interaction between the excitatory and inhibitory effects of depolarizing GABA/glycine synaptic events, we have demonstrated that 1) single dGPSPs express an inhibitory component that increases with membrane depolarization; 2) this increase is potentiated by large chloride conductance; 3) even when $E_C$ approaches the spiking threshold, the inhibitory component remains present and interestingly prevails when the membrane potential approaches the firing threshold; 4) when $E_C$ crosses the spiking threshold, although the inhibitory component does not prevent spikes for small chloride conductance values, it prevents spiking activity for larger...
chloride conductance values (Fig. 7A); and 5) during trains of spike-inducing dGPSPs, the inhibitory component of dGPSPs is potentiated with a high frequency and eventually prevents spiking discharge (Fig. 7B,C). Therefore, the excitation/inhibition duality in dGPSPs is dependent not only on $E_{Cl}$, $g_{Clp}$, and $E_{Rest}$ but also on the discharge frequency of dGPSPs.

From a functional perspective, when dGPSPs interact with EPSPs, two domains must be considered: 1) in a low-frequency domain in which dGPSPs and EPSPs are time-locked, the delay between both types of synaptic events controls the switch from excitation to inhibition, and 2) in a high frequency domain, dGPSPs are no longer correlated with EPSPs, and the switch from excitation to inhibition is only dependent on the dGPSP frequency. Interestingly, this pattern holds true even when the $E_{Cl}$ is above the threshold.

**Spatial localization of dGPSP effects.** Our study concerned the local (somatic) effect of dGPSPs. However, dGPSPs may exert differential spatial effects. This possibility has been demonstrated in postnatal rat

---

**Figure 8.** Experimental demonstration of the switch from excitatory to inhibitory dGPSP barrage with increasing frequency. (A1) Whole-cell patch-clamp recording from an E13.5 MN (E13.5 intracellular medium) while stimulating the ventral funiculus (VF) at various frequencies in the presence of AP5 (20 μM), CNQX (50 μM) and DHβE (5 μM) ($E_{Rest} = -74$ mV). Each VF stimulation produced a dGPSP (mean conductance of 2.4 nS). At 2.5 Hz, the dGPSP did not elicit a spike. At 5 Hz and 10 Hz, the dGPSP summation occurred and the $E_{Thr}$ (horizontal dashed line) was reached. However, because of the amplitude variability among the dGPSPs, certain VF stimulations failed to reach $E_{Thr}$ (arrows). At 20 Hz, an action potential was elicited by the second VF stimulation. The following stimuli (steady state) failed to elicit spikes despite reaching $E_{Thr}$. Note that an aborted spike was observed (asterisk). At 50 Hz, only one spike was produced on the fourth stimulus, whereas at 100 Hz, the VF stimulation did not induce an action potential (black dot). (A2) Average I/O frequency relationship calculated from five E13.5 MNs. (A3) Spontaneous burst of activity demonstrating that the MN is able to fire at a frequency reaching 20 Hz. (B1) Simulation of the E13.5-model MN with the same characteristics as the real MN presented in A-B. VF stimulation was mimicked by a 2.5 nS synaptic conductance and $E_{Cl}$ set to $-43$ mV with the same kinetic as the VF-evoked synaptic current (rising time constant 2 ms, decay time constant 150 ms). In this simulation, the inactivation of Na$^+$ channels was <1.5% as in Fig. 7B. (B2) Bell-shaped I/O frequency relationship. (B3) Curves of peak sodium channel currents ($I_{NaPeak}$) against the imposed membrane potential ($V_M$, simulated voltage-clamp) in the absence (black) and the presence (grey) of a constant 10 nS $g_{Cl}$.
spinal MNs in which a depolarizing GABA/glycine-mediated PSP exerts an excitatory or inhibitory effect depending on its location and $E_{Cl}$ value. The inhibitory effect of the dGPSPs that are located on dendrites decreases with the distance to the soma and may represent a refined process that regulates the integrative properties of the neuron. Following spinal cord injuries, $E_{Cl}$ undergoes a shift toward more depolarized values that enhance excitatory effects of dGPSPs and may be responsible for spasticity. A similar spatial mechanism appears to be involved in cortical layer 5 pyramidal neurons during “up” states when the membrane potential is just below $E_{Cl}$: dGPSPs exert a local shunting inhibition on apical dendrites but promote a distant excitatory effect on basal dendrites. Our demonstration that local dGPSPs switch from excitatory to inhibitory at a high frequency is true regardless of the dGPSP location. However, considering the distant effects of these dGPSPs, we must dissociate their inhibitory component that remains local from their excitatory component that spreads electrotonically over long distances.

### Functional relevance of dGPSPs during CNS development.

Depolarizing GABA receptors represent key elements in immature brain structures in which they play an important role in the construction of neural networks. In most immature neurons, $E_{Cl}$ is highly depolarized in early development stages and may be responsible for spasticity. In E12.5 embryonic mouse spinal MNs, GABA exerts, with glutamate (Glu) and acetylcholine (Ach), excitatory effects that primarily support spontaneous activity waves. These waves are required for correct motor axon guidance. In rat embryonic hypothalamic neurons, excitatory GABA events co-occur with glutamate to enhance intracellular $Ca^{2+}$ increase. Here again, this excitatory activity plays a trophic role in dendritic growth, as described in neonatal hippocampal neurons. Transient excitatory trophic effects were also described in postnatal CA3 pyramidal neurons in mouse and rat. All of these trophic effects of GABA have been ascribed to dGPSPs being fully excitatory. However, in immature neural networks that involve exclusively functional excitatory synapses (i.e., Ach, Glu, GABA and glycine), a crucial question arises concerning the termination of spontaneous activity and the avoidance of deleterious overexcitation and excitotoxicity. We demonstrate that dGPSPs may play a key role in both controlling the termination of spontaneous activity waves and preventing overactivity. Indeed, during an episode of spontaneous activity, the dGPSP discharge frequency increases. This increase would naturally lead to a switch from excitation to inhibition and to the cessation of the episode. This mechanism, combined with other homeostatic mechanisms, i.e., the opening of the activity-dependent $K^{+}$-channel or $Ca^{2+}$-activated $K^{+}$-channels, and synaptic depression may contribute to auto-limited excitation produced by dGPSPs. Moreover, in addition to controlling their own activity, dGPSPs also overcome other excitatory synaptic outcomes (see Fig. 9). In the absence of dGPSPs, these excitatory synapses would lead to detrimental overexcitation.

Properties of dGPSPs can also be modulated by the presence of intrinsic conductances, such as low-voltage-activated $Ca^{2+}$ currents ($I_{\text{L}}$) and hyperpolarization-activated, mixed cationic currents ($I_{\text{h}}$), which support transient depolarizing events. When present, such intrinsic conductances would favor excitatory effects at the onset of dGPSP trains. Interestingly, because the $I_{\text{h}}$ current is expressed to a greater degree in embryonic spinal MNs (personal observations) than in post-natal MNs, the switch from excitation to inhibition during dGPSP trains is likely reinforced at early stages. Neonatal spinal MNs also express persistent sodium currents ($I_{\text{nax}}$) that would enhance the excitatory component of dGPSP trains. In addition, short-term plasticity may also impact the effect of dGPSP trains. As was shown in post-natal dorsal horn neurons, evoked-GABA synaptic events exhibit frequency-dependent short-term facilitation and depression. However, evidence for a major role of such plasticity was not found during the sGPSP train paradigm used here.

### Functional relevance of dGPSPs in the mature CNS.

Although dGPSPs are transient throughout development, they persist during adulthood in certain neurons. In most cases, dGPSP-induced depolarization is small (a few millivolts) and exerts primarily inhibitory effects via a shunting mechanism. Interestingly, the excitatory effect of GABAs relies on the identity of the presynaptic interneuron as demonstrated in cortical pyramidal neurons, in which chandelier cells evoke excitatory dGPSPs on the axon initial segment (AIS). However, GABAs originating from basket cells exert inhibitory action on somatic and dendritic perisomatic compartments. These differential effects of GABA inputs are linked to $E_{Cl}$ values that vary among neuron compartments. This type of organization has not been described for MNs.

Jean-Xavier et al. have used ventral funiculus (VF) electrical stimulations to evoke IPSPs in postnatal rat spinal MNs. To mimic the effect of physiological IPSPs, simulations were performed using a larger $g_{Clp}$ (120 nS), indicating that the VF stimulation massively recruited inhibitory synapses to MNs. Consequently, these authors primarily observed inhibitory effects. In the present study, we explored dGPSPs sustained by smaller $g_{Clp}$ values (1–7 nS)
Figure 9. Interaction between dGPSP trains and excitatory drive. (A) Phase-locked dGPSPs/EPSPs at three fixed delays (see top insets) at 10 Hz for \( g_{Clp} = 0.7 \text{nS} (A_1, A_2) \) and \( g_{Clp} = 3.5 \text{nS} (A_3, A_4) \). \( E_{Cl} \) is set to \(-66 \text{mV}\) in (A). Synaptic noise was added to the model to allow some subthreshold EPSPs to evoke spikes. For large delays (i.e., when EPSP occurs late in the repolarizing phase of the dGPSP), the spike probability is increased, whereas for small delays, an inhibitory effect is observed. The transition from excitation to inhibition is more abrupt when \( g_{Clp} \) is increased from 0.7 nS \((A_1, A_2)\) to 3.5 nS \((A_3, A_4)\). (B) Unsynchronized high rate EPSP barrage for three dGPSP frequencies (10, 20 and 50 Hz) and three \( E_{Cl}/g_{Clp} \) conditions. Random EPSP barrage results in a random spike triggering. When the dGPSP train is switched on at 10 Hz, the spike probability increases (excitatory effect), whereas the 50-Hz dGPSP train is inhibitory. The inhibitory effect is stronger for the large \( g_{Clp} \) value (3.5 nS, \( B_1 \)) than for the small \( g_{Clp} \) value (1.5 nS, \( B_2 \)), whereas the switch from an excitatory to inhibitory effect occurs more abruptly for the more depolarized \( E_{Cl} \) value (\( E_{Cl} = -50 \text{mV}, B_3 \)).
glycine-mediated inputs have been described as inhibitory (shunting inhibition). A specific GABAAR agonist isoguvacine (1 mM) was locally applied to assess the effect of recruiting few synapses, leading to a nearly complete excitatory effect (Fig. 3F). Therefore, our study demonstrates that the $g_{\text{Cl}}$ value controls the extent and magnitude of the inhibitory domain in dGPSPs.

In mature (P25) rat cerebellar interneurons, excitatory and inhibitory dGPSPs coexist because $E_{\text{GABA}}$ is depolarized but close to the mean membrane potential. Therefore, dGPSPs buffer the mean firing rate of targeted interneurons. In mature (P26) mouse interneurons of the dorsal cochlear nucleus and in adult rat dentate gyrus granule cells, $E_{\text{GABA}}$ is $>10\text{ mV}$ more depolarized than $E_{\text{GABA}}$. However, the shunting effect of dGPSPs largely prevails if the membrane potential remains close to $E_{\text{GABA}}$. In P21-28 layer 5 pyramidal neurons from the somatosensory cortex, neurons exhibit large hyperpolarizing oscillations, such as during periodic “down” states. In this case, dGPSPs become largely depolarizing and excitatory and therefore may enhance the excitability of other depolarizing inputs.

Depolarizing GPsPs may also play a role in tuning mechanisms. For example, in mature cortical pyramidal neurons, dGPSPs favor late occurring spikes (during the excitatory portion of the dGPSPs) or early occurring block spikes (during the inhibitory portion of the dGPSPs). Additionally, rapid inhibitory neurotransmission in which GABA/glycine is depolarizing plays a prominent role in encoding the auditory cues that are involved in sound localization in the vertebrate auditory brainstem. In this system, acoustically driven GABA- and glycine-mediated inputs have been as described as inhibitory (shunting inhibition).

**Switch from excitation to inhibition during tonic GABA/glycine release.** A large part of the literature is devoted to analyzing the depolarizing effects that are elicited by the tonic activation of GABA/glycine receptors. The bath application of increasing GABA concentrations led to a switch from excitation to inhibition in hippocampal adult interneurons. Under these conditions, by inducing a persistent increase in $\text{Cl}^-$ conductance, the tonic shunting inhibitory effect eventually overpowered depolarizing excitatory effects.

Our results addressed this point and extended these previous findings by demonstrating a similar behavior with a switch from activation to inhibition when GABA/glycine receptors are synaptically activated at a high frequency, i.e., the role that is played by increasing $g_{\text{Cl}}$, ($g_{\text{Cl}}$ in tonic GABA studies) was transposed in the frequency domain. The frequencies that are explored in the present simulations are high but may represent the concomitant discharge of several GABA/glycine presynaptic afferents. Such global frequencies of IPSPs have been recorded in neonatal spinal MNs during locomotor-like activity and in adult hippocampal CA1 pyramidal neurons. These mechanisms may be responsible for the occurrence of alternations between left and right spinal locomotor networks during prenatal stages.

Our findings provide a precise analysis of the dGPSP outcome based on the chloride conductance value, in relation to the chloride ion driving force and inhibitory/excitatory time course. Collectively, these findings shed new light on the dynamics of the inhibitory/excitatory interplay operating in dGPSPs. As demonstrated herein, this analysis provides a comprehensive quantitative background that is necessary for the prediction of the outcome of the entire variety of previously reported dGPSPs.

**Materials and Methods**

**Animals and spinal cord preparation.** Pregnant adult OF1 mice (Charles River Laboratories, l’Arbresle, France) were maintained and sacrificed in accordance with the European Communities Council Directive (86/609/EEC). The local Ethical Committee for Animal Research (CEEA50) of the University of Bordeaux approved the experiments and the methods were conducted in accordance with the approved guidelines. The experiments were conducted on embryos at E13.5 and E17.5 of either sex. The embryos were surgically removed from pregnant mice that were sacrificed by cervical dislocation and submerged in cold (6–8 °C) artificial cerebrospinal fluid containing (in mM) 114.5 NaCl, 3 KCl, 2 CaCl$_2$·2H$_2$O, 1 MgCl$_2$·6H$_2$O, 25 NaHCO$_3$, 1 NaH$_2$PO$_4$·H$_2$O, and 11 D-glucose, pH 7.4 (296 mosmol·L$^{-1}$) oxygenated with a 95% O$_2$/5% CO$_2$ mixture. The embryos were decapitated, and the brainstem-spinal cord preparation was dissected. The spinal cord was dorsally opened, and the meninges were removed. The preparation was placed in a recording chamber (ventral side up), maintained opened under a nylon mesh, and superfused (~1.5 mL·min$^{-1}$) with the oxygenated aCSF. All of the experiments were performed at a constant temperature (30 °C). For each brainstem-spinal cord preparation, we collected only 1 to 3 MNs. Hence, fifteen E13.5 MNs (13 embryos from 12 different pregnant mice) and thirteen E17.5 MNs (8 embryos from 6 different pregnant mice) were analysed from a total of 18 pregnant mice.

**Whole-cell patch-clamp recordings and isoguvacine local pressure ejection.** We performed whole-cell patch-clamp recordings from lumbar spinal MNs that were identified according to their morphological features (pear-shaped large cell body), their disposition in the ventral column and their capacitance $c_m$ (2- to 4-fold larger than interneurons). A Zeiss Axioskop 2 FS Plus microscope (Marly le ROI, France) equipped with differential interference contrast and a CCD camera (Zeiss AxioCam MRm, Marly le ROI, France) was used to visualize the MNs. Patch-clamp electrodes and isoguvacine-containing pipettes were pulled from thin-walled single-filamented borosilicate glass (1.5-mm outer diameter, Harvard Apparatus, Les Ulis, France) using a two-stage vertical microelectrode puller (PP-830, Narishige, Tokyo, Japan). Patch electrode resistances, ranging from 3 to 5 MΩ, were filled with intracellular medium containing (in mM) 107 K gluconate, 23 KCl, 10 HEPES, 10 EGTA, 5 NaCl, 2 Mg·ATP and 1 CaCl$_2$·2H$_2$O, pH 7.4 (297 mosmol·L$^{-1}$), for E13.5 and (in mM) 124 K gluconate, 5 KCl, 10 HEPES, 10 EGTA, 6 NaCl, 2 Mg·ATP and 1 CaCl$_2$·2H$_2$O, pH 7.4 (297 mosmol·L$^{-1}$), for E17.5, to fit physiological $E_{\text{Cl}}$ values as measured in E13.5 and E17.5 MNs to intermediate $E_{\text{Cl}}$ values. The highly specific GABA$_A$R agonist isoguvacine (1 mM) was locally applied via a glass pipette in the vicinity of MN soma by pressure ejection (50 ms; ~1 psi) using a Picospritzer II (General Valve, Fairfied, NJ, USA) driven by a programmable Master 8 Stimulator/Pulse Generator (Master-8, A.M.P.I. Jerusalem, Israel). The amount of ejected isoguvacine was adjusted to evoke a response of the desired amplitude (20–30% of the saturating effect). Motorized.
micromanipulators (Luigs & Neumann, Ratingen, Germany) were used to position a patch-clamp electrode on and an isoguvacine ejecting pipette close to a visually identified MN (Suppl. Fig. 2A).

All of the recordings were performed using an Axon MultiClamp 700B amplifier (Molecular Devices, Sunnyvale, CA, USA). The data were low-pass filtered (2 kHz) and acquired at 20 kHz on a computer via an analog-to-digital converter (Digidata 1322A, Molecular Devices) and data acquisition software (pCLAMP 10.3, Molecular Devices). The voltage compensation details are summarized in the Supplemental Experimental Procedures.

**Estimation of the inhibitory/excitatory effects of the MN response to isoguvacine pressure ejection.** Depolarizing threshold current pulses (10-ms duration) were injected through the recording patch-clamp pipette in current-clamp mode to evoke one action potential in half of the trails. These pulses were concomitantly delivered to isoguvacine puffs. The quantification of the inhibitory versus excitatory effects of the GABA_A agonist isoguvacine was investigated by the alteration of the probability of spike triggering. The following protocol was used: the threshold current pulse was adjusted to obtain a spike triggering probability of ~0.5 (trial) (Suppl. Fig. 3B). A fifth current pulse was generated to estimate the effect of the isoguvacine puff (test). The delay between the fifth current pulse (test) and the onset of the isoguvacine puff was gradually modified in successive assays from ~20 ms (before the puff) to 80 ms (end of the test window during the puff) by 20 ms steps. The percentage of spikes that were triggered by depolarizing current pulses along the isoguvacine puff divided by the percentage of spikes that were triggered before the puff defined R_{GABA} (for additional details, see Supplemental Experimental Procedures).

**Immunohistochemistry.** Four E13.5 MNs and four E17.5 MNs were stained during the whole-cell recordings with pipettes containing neurobiotin (0.4%, CliniSciences, Montrouge, France) diluted in the intracellular medium. After the recording session, during which the MNs were injected with neurobiotin, the entire brainstem-spinal cord preparation was fixed in 4% paraformaldehyde (PFA) for 2 h at room temperature. The preparation was then rinsed three times with 0.1 M phosphate-buffered saline (PBS) and incubated with streptavidin-Cy3 (1:400, Life Technologies SAS, Saint-Aubin, France) overnight at 4°C in 0.1 M PBS containing 0.2% bovine serum albumin (Sigma Aldrich, St. Louis, MO, USA) and 0.3% Triton X-100 (Sigma). To confirm that the injected neurons were MNs, a mouse monoclonal antibody against Islet-1/2 (1/100, Developmental Studies Hybridoma Bank), a marker of developing MNs, was added to the incubation medium (data not shown). The preparation was incubated with Alexa Fluor 488 goat anti-mouse IgG (H + L) (1:400, Life Technologies SAS) for 2 h at room temperature, abundantly rinsed in 0.1 M PBS, and finally mounted with anti-fade reagent (Fluoromount, Electron Microscopy Sciences, PA, USA). Figure 1A,B illustrate representative neurobiotin-injected E13.5 and E17.5 MNs.

**Confocal microscopy and reconstruction procedures.** Spinal MNs were imaged with a BX51 Olympus FluoView 500 confocal microscope (Olympus France, Rungis). A three-dimensional (3D) reconstruction of E13.5 and E17.5 MNs was performed using the Neurolucida confocal module (MBF Bioscience Inc., Williston, VT, USA) following shrinkage correction (see Supplemental Experimental Procedures). Morphometric parameters characterizing morphological and topological features of MN dendritic arborization were harvested using the Neurolucida Explorer software package (MBF Bioscience Inc.). These parameters were used to define the canonical E13.5 and E17.7 MNs that were used in the simulations (see Fig. 1A–B).

**Computer simulations.** The synaptic effects of GABA/glycine on the E13.5 and E17.5 MNs were simulated using a compartment model that was elaborated with the program NEURON 7.3. Two simulated neurons were constructed: an E13.5 MN (Fig. 1A) and an E17.5 MN (Fig. 1B). Both of the neurons were constructed according to canonical MNs that were designed from the average topology and morphology of four E13.5 and four E17.5 MNs, respectively. The canonical E13.5 MN was composed of a cell body (12.17 μm in diameter), 6 main dendrites and an axon (Suppl. Table 1 in the Supplemental Information). The E17.5 MN was composed of a cell body (17.27 μm in diameter), 9 main dendrites and an axon (Suppl. Table 2 in the Supplemental Information).

Inhibitory and excitatory synaptic inputs were inserted into the somatic MN compartment and not on proximal or distal dendrites. The spatial effects of dGPSPs have previously been described in the literature and were not studied in the present simulations. Equations on the channel properties and GABA_A synaptic activation are summarized in the Supplemental Experimental Procedures. The specific membrane resistance was adjusted to fit the R_{GABA} of the corresponding real neurons. The density of the Na^+ channels on the axonal initial segment was adjusted to fit E_{th}.

The time course of inhibitory and excitatory effects of dGPSPs was quantified by determining the threshold current that is required to elicit a spike during a 10-ms depolarizing current pulse. A recursive algorithm was used to approach the threshold current with a precision of 10^−4 nA. This procedure was repeated throughout the dGPSP time course, every 10 ms, beginning 80 ms prior to onset and ending 300 ms following onset. To increase the precision of the curve at the onset of the simulated dGPSP, the threshold was estimated every 1 ms. Consequently, a curve that represents the threshold as a function of time was obtained. These curves were generated at various E_{Rest} values (typically from ~85 mV to ~65 mV). Each of the threshold current curves was used to construct a representation of the relative inhibitory/excitatory effect of dGPSPs over time, which is expressed as a percentage of the threshold current measured prior to onset of the synaptic event. For a given value of E_{Rest}, the curves representing the time course of the inhibitory/excitatory effect during a dGPSP at different E_{Rest} values were combined into a 2D-level map (inhibitory excitatory time course; IETC maps) with the X-axis representing time (ranging from ~80 ms to 300 ms; 0 representing the onset of a dGPSP) and the Y-axis representing the E_{Rest}.
of the neuron model. Contours are disposed at every 1% relative change in the threshold current. The IETC maps were colored in blue and red for inhibitory and excitatory effects, respectively (for additional details on the color code, see Supplemental Experimental Procedures). This analysis was performed using the free software R version 3.0.2 (http://www.r-project.org).

Statistical analysis. For the statistical analysis, we used either a non-parametric Mann–Whitney U test or one-way ANOVA test followed by Tukey’s multiple comparison post-hoc test (GraphPad Prism 6 software, La Jolla, CA, USA). The results are expressed as the means ± SEM.
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