Abstract

In recent years, along with the overwhelming advances in the field of neural information processing, quantum information processing (QIP) has shown significant progress in solving problems that are intractable on classical computers. Quantum machine learning (QML) explores the ways in which these fields can learn from one another. We propose quantum walk neural networks (QWNN), a new graph neural network architecture based on quantum random walks, the quantum parallel to classical random walks. A QWNN learns a quantum walk on a graph to construct a diffusion operator which can be applied to a signal on a graph. We demonstrate the use of the network for prediction tasks for graph structured signals.

1 Introduction

Since its inception [14], quantum computation has seen great breakthroughs in revolutionizing the information processing technology. Quantum information processing harnesses the non-classical behavior of quantum mechanics such as superposition and entanglement. These non-classical effects have been shown to have exponentials speed ups in some applications, such as database search [8] and integer factorization [21]. In parallel, we are witnessing the remarkable progress in the field of artificial intelligence. Neural network approaches have performed extremely well in diverse fields ranging from image recognition and classification [12] to natural language processing [22]. In recent years, quantum machine learning (QML) and quantum neural networks (QNN) have gained considerable attention from researchers since these fields can benefit from the wealth of new ideas and tools developed by one another. This is evidenced by the quantum improvements reported in classification and clustering [24, 13, 2, 16].

While not much work exists on quantum machine learning techniques for graph structured data; in recent years, new neural networks that operate on graph structured data have sprung into prominence. Gori et al. [10] followed by Scarselli et al. [18], proposed recursive neural network architectures to deal with graph-structured data, instead of the prevalent approach of transforming the graph data into a domain that could be handled by conventional machine learning algorithms. Bruna et al. [6] studied the generalization of convolutional neural networks to graph-structured signals through two approaches, one based upon a hierarchical clustering of the domain, and another based
on the spectrum of the graph Laplacian. Atwood and Towsley [4] proposed a spatial convolutional method that performs random walk on the graph and combines information from spatially close neighbors. In this work, we propose quantum walk neural networks (QWNN), a new graph neural network architecture based on quantum random walks. A quantum random walk differs from a classical random walk in that the quantum walk can be controlled through a coin operator which itself can be learned by a neural network. We show that our quantum walk based neural network approach obtains better results when compared to other graph neural network approaches, suggesting that quantum techniques should be further investigated in the domain of graph-structured data.

2 Quantum walks on graphs

Quantum walks are a universal model for quantum computation [7]. They offer an alternative approach for implementing a variety of quantum algorithms, including data-base search [20], graph isomorphism [9,15], network analysis and navigation [5,17] and quantum simulation [19]. Quantum random walks are the quantum parallel to their classical counterparts, while a classical walker is modeled by a probability distribution over positions in a graph, a quantum walker is described by a superposition over position states. We utilize the form of a discrete time quantum walk on a general graph as outlined in [3,11]. Given a graph \( G = (V,E) \), we define a Hilbert space spanned by state \(|v⟩\) where \( v \in V \). Also, we define \( H_c \), the coin space, as an auxiliary Hilbert space of dimension \( d_{max} \) spanned by the basis states \( \{|i⟩ | i ∈ 1,...,d_{max}\} \), where \( d_{max} \) is the maximum degree of the graph. We put a coin on each node of the graph with dimension equal to the degree of the node. These states form the spin directions of a walker at vertex \( v \). A single step in the quantum random walk consists of first applying a coin operator that transforms the coin state of a vertex, \( C(v,i) \). This coin operator is unitary and must treat all edges adjacent to a vertex equally. The Grover diffusion operator is the only nontrivial, real valued operator fitting these conditions.

After applying the coin operator, a shift operator swaps the states of two vertices connected by an edge using the following shift operation:

\[
S|u,v,A_{uv}\rangle = \begin{cases} 
|u,v,A_{uv}\rangle & A_{uv} = 0 \\
|v,u,A_{uv}\rangle & A_{uv} = 1 
\end{cases}
\]

Where \( A \) is the adjacency matrix of the graph. We define one step of the discrete quantum walk on graph \( G \) as: \( U = S(C ⊗ I) \). If \(|Ψ⟩_0\) is the initial state of the quantum walker on \( G \) then after \( t \) time steps the state of the walker is described by: \( |Ψ⟩_t = U^t|Ψ⟩_0 \). Quantum walks behave very differently from classical random walks. They do not reach a steady state distribution [11] and can be heavily influenced by the choice of the initial superposition as well as the coin operator.

3 Quantum Walk Neural Networks

The neural network architecture learns a quantum random walk on a graph by means of learning the coin operators on each node and/or the initial amplitudes of the walker. Our network then uses this learned quantum random walk to form a diffusion operator to act on the input data. Given a tensor \( Φ ∈ R^{W×N×d_{max}} \) representing a set of \( W \) walkers and their corresponding superpositions, a set of coins \( C ∈ R^{N×d_{max}×d_{max}} \) and a shift operator \( S ∈ R^{N×d_{max}×N×d_{max}} \), a quantum walk neural network takes in features \( X \) and outputs diffused features \( Y \). Note that, the dimension of the coin on each node equals its degree, but for sake of implementation we use \( d_{max} \) and set the extra coin variables as zero.

The network architecture is composed of a sequence of quantum step layers leading to a diffusion layer. Each quantum step layer takes as input the shift tensor and the current superposition tensor. It performs a coin and shift operation before outputting a new superposition which is fed into either the next quantum step layer or the final diffusion layer. The diffusion layer accepts a superposition tensor as well as a matrix of features and outputs a new feature matrix.

For the first layer in the network, we initialize \( Φ^{(0)} \) (where \( Φ \) is the total state of our quantum system which is a tensor product of position state and spin state) with a unique walker at each node in the graph and equal spin along each edge. If we are learning the initial amplitudes, \( Φ^{(0)} \) is stored as a variable that we can update by backpropagating the task loss. The method for a forward pass
of the complete network is given in Algorithm 1. The notation \( a \cdot b \) denotes the inner product between tensors \( a \) and \( b \), the operator \( a : b \) is the inner product over two dimensions, and \( a * b \) is an elementwise product.

Algorithm 1 QWNN Forward Pass

```plaintext
given Initial Superpositions \( \Phi^{(0)} \), Coin \( C \), Shift \( S 
input Features X
for \( t = 1 \) to \( T \) do
    for All nodes \( i \) do
        \( \Phi^{(t)} \leftarrow \Phi^{(t-1)} \cdot C_i \cdot \)
    end for
    \( \Phi^{(t)} \leftarrow \Phi^{(t)} : S \)
end for
\( P \leftarrow \sum_k \Phi^{(T)} \cdot k \cdot \Phi^{(T)} \cdot k \) (summing over spin states)
\( Y \leftarrow P \cdot X \)
return \( Y \)
```

The work in [3] uses Grover’s diffusion operator as the coin operator because it is the only nontrivial, real-valued transform that is unitary and treats all edges connected to a vertex identically. The first requirement guarantees that superposition of the walker retains unit norm. The second restriction is added in order to prevent edge ordering from affecting the walk. In a QWNN we initialize each coin to Grover’s diffusion operator and then relax these conditions to allow for learning biased coin operators. Removing the unitary constraint allows us to learn expansive or contractive diffusion operators. Additionally the learning can adapt to any node orderings equally so the second condition is unnecessary. To reduce the number of features in the network, we tie the coins between layers. During training the coin operators are adjusted by backpropagating the error signal through each layer.

4 Experiments

We demonstrate the use of our network in learning to predict daily temperatures. Our data consists of a years worth of daily high temperatures from 409 locations across the United Sates in 2009 [23]. We form a nearest neighbors graph from the stations’ longitudes and latitudes using 8 neighbors as this was empirically found to produce a fully connected graph (Fig.1). The high temperature from each station on a single day is used to predict the following day’s high temperatures. We form our neural network from a series of quantum step layers (indicated by walk length) and a single diffusion
layer. We also compare against a diffusion convolution neural network (DCNN) \[4\] of varying walk lengths and a spectral based convolution network \[6\]. The data is divided into thirds for training, validation, and testing. Learning is limited to 128 epochs or early stopping if the validation score stops improving. Table.\[1\] gives the test results for the trained networks. Both the mean and standard deviation are reported taken from 5 trial runs per network configuration.

Learning both the coin operators and the initial amplitudes gives the best performance across quantum walk networks. Additionally, in most cases learning the coin operators while keeping the initial amplitudes constant is more effective than learning the initial amplitudes but keeping the coin operators constant. This is the case for all walk lengths except for a single step. A possible explanation is that equivalent single step walks can be learned by varying either the coin or the amplitude while keeping the other constant, but the initial amplitude has fewer parameters. The mean squared error (MSE) of the validation set over time for the different QWNN settings are shown in Fig.\[2\].

For quantum random walk networks, the best performing walk length is 2, followed by 4. A walk length of 3 does considerably worse and a single step walk trails even further behind. The division between even and odd length walks can be explained by the considerable amount of information contained in a node’s own temperature. A single step walk loses all of this information when used to diffuse it and any odd length walk greater than 1 must diffuse the information through multiple other nodes. An even length walk allows for the information to diffuse back and forth between the origin node and a single neighbor. This is not a problem for the diffusion convolution network using random walk matrices up to length 1, because they include a zero length walk in the set as well.

| Walk Length | 1     | 2     | 3     | 4     |
|-------------|-------|-------|-------|-------|
| DC          | 7.845 ± 0.195 | 13.307 ± 0.578 | 15.859 ± 0.386 | 17.964 ± 0.340 |
| QW Amp      | 12.0123 ± 0.146 | 1.56 ± 0.043 | 11.451 ± 0.233 | 4.316 ± 0.223 |
| QW Coin     | 14.325 ± 0.269 | 0.791 ± 0.013 | 7.160 ± 0.119 | 3.26 ± 0.034 |
| Spectral    | 7.321 ± 0.126 |       |       |       |

### Conclusions and Future Work

Quantum random walk neural networks offer a noticeable improvement over standard graph neural networks in specific domains. They are able to operate differently on different areas of the graph independent of the structure of the graph in that area through the use of the learned coin operators. Additionally, they can treat information originating on different nodes of the graph uniquely via the initial amplitudes of the walker beginning on that node. The combination of these two aspects provided an order of magnitude improvement on real world temperature prediction over other current graph neural network architectures.

The final diffusion matrix after learning has completed can be cached for quick forward passes in the network. However the constant coin and shift operations during learning lead to a marked slowdown in our architecture compared to others. Future work will investigate speeding this up on a classical computer as well as implementations on a quantum computer.
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