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S-1 Experimental principles

This optoelectronic technique to probe the electrode-electrolyte interface combines optical perturbation of the system with coulstatic measurements. As described by Richardson et al., “coulstatic” measurements consist of a perturbation of the electrode-electrolyte interface by an instantaneous pulse of charges, followed by monitoring the working electrode (WE) potential in the open circuit potential (OCP) mode of the potentiostat instrument.

Two pulsed beams spatially overlap at the electrode/electrolyte interface while the time averaged photovoltage is continuously monitored with a potentiostat. As the shutter of the first pump beam [ultraviolet (UV), 267 nm, ~ 110 fs] is opened [Fig. S1(a)], carriers are photoexcited in the continuum of electronic states in the metallic electrode, and a portion of the carriers are ejected to the conduction band of water. The combined effect of heat generated at the electrode and photoinjection of carriers to the solution induces a large potential jump $\Delta V_1$ on the order of 200–300 mV [inset of Fig. S1(b)]. The introduction of the second pump creates a second photovoltage $\Delta V_2$ only if both pulses match certain delay conditions that are photon energy-dependent. There is no measurable photovoltage change for completely detuned pulses. Hence, the second pump will interact only with hydrated electrons and precursor states [see Fig. 1(a), main text]. The excess electrons at the interface create a supplemental channel for

![Figure S1](image-url)
photon absorption and their subsequent relaxation back to ground state generates a temperature difference by releasing heat at the interface. It needs to be emphasized that the ultrafast process that induces the second photovoltage is decoupled from the slow kinetics at the metal/solution interface, hence an ultrafast time resolution can be achieved even though the electrochemical equilibrium takes place on a minute time scale. It is worth noting that, while the absorption of the second photon by the transient species takes place on an ultrafast time scale, collecting a single delay point is a long process (typically, 1 min. 2nd pump off and 1 min. 2nd pump on), which is fully consistent with the fact that heat diffusion is slow and that a very small temperature difference is building up. From there, it is well established that a temperature difference between the working (elevated temperature) and the reference (room temperature) electrodes transduces into a potential difference, which is how the second photovoltage $\Delta V_2$ is created. The different states of the solvated electron can then be identified by changing the photon energy of the second pulse and their delays.

A potentiostatic variant of the two-pulse technique was used to report on the picosecond dynamics of photoelectrons in hexane. The detection scheme used by Scott was also different: A fast high voltage pulse (2 kV) moved the electrons out from the sample interface to the sensor electrode, 4 mm away.

The electrical double layer (EDL) acts as a capacitor with $Q = CV$, where $Q$ is the charge, $C$ is the capacitance of the EDL and $V$ is the voltage. The presence of uncompensated charges in the EDL thus results in a photovoltage. At a concentration of 0.5 M Na$_2$SO$_4$ in water, the Debye length $\lambda_D$ is $\sim$ 2.5 Å, meaning that we are only probing the charged species located closer than circa two bond lengths from the surface.

As noted above, a voltage can also be established by creating a temperature difference between electrodes. The temperature dependence of the voltage has been exploited previously in temperature jump measurements. The total photovoltage due to heating of the metal-solution boundary is the sum of the internal drop of potential at the metal-solution boundary $V_i$, of the thermodiffusion potential of the solution (Soret effect) $V_S$, and of the thermal EMF of the metal $V_{EMF}$, such that $V = V_i + V_S + V_{EMF}$. The contribution of $V_{EMF}$ is negligible in comparison to $V_i$, but the Soret effect $V_S$, while typically much smaller than $V_i$, can be important, depending on the electrolyte nature and pH. As shown below (§ S-3 and § S-5.4) using the two-temperature model,
heating resulting from an ultrafast pulse can yield, in gold, a transient electronic temperature $T_e$ as high as 1750 K, which results to an increase of the lattice temperature $T_l$ on the order of 15 K.

S-2 Methodology

S-2.1 Spectroelectrochemical cell

The spectroelectrochemical cell (SEC) consists of a set of 3 gold electrodes (5 nm Cr / 200 nm Au) deposited through electron beam deposition on top of a quartz plate ($\varphi = 45$ mm) [Fig. S2(a)], thus defining the working, reference and counter electrodes (WE, RE and CE, respectively). The WE is a disk of 5 mm diameter at the center of the plate (effective area: 30.8 mm$^2$). The CE is larger in area, totalling 51.5 mm$^2$, while the metallic RE (effective area: 10 mm$^2$) provides a pseudo-reference. The gap between the WE and the CE is 1 mm and so is the gap between the WE and the RE. The gap between the RE and the CE is 1.5 mm. The cell is closed by capping with a CaF$_2$ window [diameter 25 mm, thickness 3 mm, UV grade, Global Optics (UK) Ltd], drilled through with two holes to allow the flow of the electrolyte, and separated by a 50 µm PTFE spacer cut in the shape shown in Fig. S2(b), using the assembly displayed in Fig. S2(c). Copper foil is used to electrically contact the electrodes externally.
The electrolyte consists of Na$_2$SO$_4$ in deionized water (18.2 MΩ·cm, Millipore) at a concentration of 0.5 M. It is deaerated by bubbling dry N$_2$ in the reservoir for at least 30 min. before the measurement is started. The flow of the electrolyte is assured by a peristaltic pump at a rate of 6 µL/s. In order to avoid any spurious effect by species generated at the CE, the electrolyte inlet is located above the RE and the outlet above the CE.

S-2.2 Electrochemical measurements

A potentiostat (VSP, Bio-Logic Science Instruments) was employed to record the open circuit potential (OCP). It was found useful, before the coulostatic measurements, to “clean” the WE by performing a series of cyclic voltammetry (CV) sweeps until the CV data showed the appropriate profile for a polycrystalline gold electrode in a thin film configuration. The RE would be cleaned in a similar manner whenever the drift was becoming important.

S-2.3 Laser setup

The layout of the laser system that was employed in this study is shown in [Fig. S3]. In brief, the laser system is composed of a Ti:Sapphire oscillator (Vitara, Coherent) and regenerative amplifier (Legend Elite Duo HE and Cryo PA, Coherent). One third of the amplifier output—7.0 mJ/pulse, 45 fs pulses, 1 kHz, centered at 800 nm—was used for the current experiment. 1 mJ/pulse of this output was used to feed the home-built optical tripler, from which the 267 nm and 400 nm photons were generated. A half-wave plate / polarizer / half-wave plate combination was used to adjust the energy of the 267 (400) nm beam at the sample. A typical value of ∼4 µJ/pulse and a lens with a 500 mm focal length were chosen for the experiments. Depending on the frequency, the second pump beam was either generated from difference frequency generation of Signal and Idler output from a commercial optical parametric amplifier (HE-TOPAS, Light Conversion), or used directly the Idler or Signal or double the frequency of the them.

Synchronization of the arrival of the pulses is necessary. For this purpose, we have used the bleaching by the UV pump of the nonlinear optical signal coming from the gold-electrolyte interface. The nonlinear optical signal $\omega_{NL} = \omega_1 + \omega_2$ stems from a nonresonant sum-frequency generation mixing a 800 nm $\omega_1$ beam with the beam $\omega_2$ also serving as a second pump. The bleaching of the optical nonlinear signal is coarsely correlated with the maximum of the
Figure S3: Diagram of the laser setup. The dashed boxed represent the elements that were interchanged as described in § S-2.3.1 to generate the various second pump wavelengths. From dispersion calculations presented in § S-2.6 and Fig. S4, the pulse width of the 267 nm beam is estimated to be $\sim 110$ fs at the buried electrode (after transmission through a lens, windows and water layer).

The photovoltage change due to the second pump pulse. The first pump delay stage is thus swept to find the maximal bleaching.

### S-2.3.1 Generation of various wavelengths for the second pump's pulse

Various ultrashort pulses have been employed in this study as the second pump's pulses. They were generated as following:

**670 and 720 nm** The TOPAS’ Signal outputs at 1340 and 1440 nm, respectively, were doubled in a BBO crystal and the fundamental beams were subsequently filtered out.

**800 nm** The 800 nm residual from the TOPAS after the parametric process was separated from the Idler and Signal beams and attenuated to required energy.

**1000 nm** The TOPAS’ Idler output at 2000 nm was double in a BBO crystal and the fundamental beam was subsequently filtered out.
1333 and 2000 nm The TOPAS' Signal and Idler beams were directly taken at 1333 and 2000 nm, respectively.

4000 nm The TOPAS' Signal and Idler beams were mixed in the DFG crystal (AgGaS$_2$) in a noncollinear geometry. The Idler and Signal residuals were spatially filtered out.

S-2.4 Optoelectronic measurements

After the first pump beam shutter is opened, we let $\Delta V_1$ reach an equilibrium value for approximately 10 min before the time delay series of the second pump beam is started. The shutter of the second pump beam is then sequentially opened and closed at 1 min intervals and the delay between the pulses of the first and second pumps is stepped at every repetition while photovoltage is continuously acquired in OCP mode. As can be seen in Fig. S1(b), every delay step corresponds to a spike of photovoltage $\Delta V_2$ of varying amplitude reaching up to 10 mV. Maximum amplitude occurs in the vicinity of the zero time delay. The spikes are lost in the noise when the 2nd pump pulses precede the 1st pump (negative time delays) or when the beams are largely detuned. Whenever the UV pump beam is shut off, the second pump beam does not have any measurable effect on the photovoltage. Such series of delay steps is repeated for every energy of the second pump beam [0.31 (4000), 0.62 (2000), 0.93 (1333), 1.24 (1000), 1.55 (800), 1.72 (720) and 1.85 eV (670 nm)].

S-2.5 Data processing

The photovoltage change $\Delta V_2$ due to the action of the second pump beam is first extracted in (post-measurement) data processing from the as-measured photovoltage versus elapsed experimental time [shown in Fig. S1(b)]. It is defined as the difference of the photovoltage measured when the second beam has been impinging for 1 min to the photovoltage measured after the second pump beam has been shut off for 1 min. Each photovoltage spike thus corresponds to a different delay of the first and second pump pulses. The photovoltage change is then corrected for the measured pulse energy of the first ($P_1$) and second pump ($P_2$) beams and the absorptivity of water at the wavelength of the second pump for a given angle $\theta$ of the second pump beam, a water layer thickness $d_w$ and known water extinction coefficients $\alpha$. The effective water thickness $d_{eff}$ is
Table S1: Pulse energy for the first (UV) and second pumps, and the absorption coefficients of water at the second pump wavelength.

| Wavelength of 2nd pump (nm) | Photon energy (eV) | UV pulse energy (μJ) | 2nd pulse energy (μJ) | Water abs. coeff. (cm⁻¹) | Reference          |
|-----------------------------|-------------------|----------------------|-----------------------|--------------------------|-------------------|
| 670                         | 1.85              | 5.3                  | 4                     | 0.00439                  | Pope and Fry⁸     |
| 720                         | 1.72              | 5.3                  | 4                     | 0.01231                  | Pope and Fry⁸     |
| 800                         | 1.55              | 5                    | 8                     | 0.02                     | Curcio and Petty⁹ |
| 1000                        | 1.24              | 4                    | 6                     | 0.36                     | Curcio and Petty⁹ |
| 1333                        | 0.93              | 4                    | 5.1                   | 1.4                      | Curcio and Petty⁹ |
| 2000                        | 0.62              | 4                    | 3.85                  | 67                       | Curcio and Petty⁹ |
| 4000                        | 0.31              | 5                    | 4                     | 170                      | Downing and Williams¹⁰ |

Figure S4: Broadening of the UV pulse after traversal of 15 mm CaF₂ lens, a 3 mm CaF₂ window and 50 μm of water.

calculated from Snell’s law and the second pump incidence angle in air (θ_air = 0.95993 rad) with d_{CaF₂} = 3 mm and wavelength-dependent n_{CaF₂} and n_w.¹¹ The different pulse energy values and water extinction coefficients are tabulated in Table S1. The correction to the raw photovoltage change ΔV₂^raw is expressed as:

\[ ΔV₂^{corr} = ΔV₂^{raw} \left[ P₁P₂ \exp\left( -αd_{eff}w \right) \right]^{-1}. \] (S1)

It is thus ΔV₂^{corr} that is presented in the main text as ΔV₂ for simplicity. Error on the data was estimated by propagation of the readout noise on ΔV₂^raw and the power fluctuation of the first and second pump laser beams P₁ and P₂.
S-2.6 Ultrafast pulse dispersion

The effect of CaF$_2$ optics (15 mm lens + 3 mm window) and water layer (50 µm) on the UV pulse duration (nominally 60 fs, 267 nm, at the amplifier’s output) was calculated.$^{11-13}$ As seen in Fig. S4, the smallest pulse duration is $\sim$ 106 fs. Given that the output from the amplifier is $\sim$ 60 fs, that there should be no significant change of the pulse duration in the tripler, and that the curve shown in Fig. S4 is rather flat between 60 and 110 fs, a pulse FWHM of 110 fs for the UV light pulse duration is reasonable and will be used in data analysis and simulations.

S-3 Heating of the interface

Heating of the gold electrode has been simulated numerically using a two-temperature model (TTM) in Python 3.$^{14}$ The code was tested against the data and numerical simulations from Eesley et al. from nonequilibrium electron heating in copper.$^{15}$

We used a gold thickness of 200 nm, a thermal conductivity of 317 W m$^{-1}$ K$^{-1}$ and 1 W m$^{-1}$ K$^{-1}$ for the electron and lattice systems, respectively, an electron heat capacity of $T_e \times 3.6 \times 10^{-3}$ J g$^{-1}$ K$^{-1}$ and a lattice heat capacity of 0.129 J g$^{-1}$ K$^{-1}$. Gold density was taken as 19.3 g cm$^{-3}$ and the electron-phonon coupling term was $2.2 \times 10^{10}$ W cm$^{-3}$ K$^{-1}$. For the laser pulse, we used a reflection coefficient (at 267 nm) of 0.35, a penetration depth of 11.9 nm, an energy density of $0.637 \times 10^{-3}$ J cm$^{-2}$ and a pulse duration of 110 fs.

S-4 Models and fitting

S-4.1 Three-state model

Aiming to model the dynamics at the interface, we used a system of five coupled ordinary differential equations that are solved numerically to find the populations $N_i$ at various states $S_0$ to $S_4$ in the system, of which 3 states are solution-side [Fig. 3(a)]:

$$\frac{dN_0}{dt'} = -I(t')N_0 + \frac{N_1}{\tau_{th}}, \quad (S2)$$

$$\frac{dN_1}{dt'} = I(t')N_0 - \frac{N_1}{\tau_{th}} - \frac{N_1}{\tau_0}, \quad (S3)$$
\[
\frac{dN_2}{dt'} = \zeta \frac{N_1}{\tau_0} - \frac{N_2}{\tau_1}, \quad (S4)
\]
\[
\frac{dN_3}{dt'} = (1 - \zeta) \frac{N_1}{\tau_0} + \frac{N_2}{\tau_1} - \frac{N_3}{\tau_2}, \quad (S5)
\]
\[
\frac{dN_4}{dt'} = \frac{N_3}{\tau_2} - \frac{N_4}{\tau_3}, \quad (S6)
\]

where and \(I(t)\) is the intensity of the time-dependent UV pump pulse. In order to correctly capture the dynamics of the shoulder feature in Fig. 1(d), where some amplitude appears early, we follow the concept used by Stähler et al. where a minority portion of the injected electrons reaches directly a trap state\(^{18}\). In equations S4 and S5, \(\zeta\) is thus the ratio of electrons injected directly to the state \(S_2\).

Assuming that only electron populations on the solution side contribute to the signal, the photovoltage change \(\Delta V_2\) is related to populations \(N_2, N_3\) and \(N_4\) through absorption coefficients \(a_i\):

\[
\Delta V_2 = a_2 N_2 + a_3 N_3 + a_4 N_4. \quad (S7)
\]

Only four parameters are thus adjusted for every excitation energy: three absorption coefficients and a delay offset.

Metals dynamics have been taken into account in the model, even though it was found to be mostly insensitive to them: We have therefore lumped the metal-side thermalization into an effective relaxation time \(\tau_{th} = 1 \text{ ps}\)\(^{19}\). The characteristic times \(\tau_0 = 0.12 \text{ ps}\) and \(\tau_1 = 0.14 \text{ ps}\), respectively assigned to injection and initial trapping, have been determined while fitting the fastest decay at an excitation energy of 0.31 eV. Considering that the excitation pulse width has been taken as 0.11 ps after calculation of the dispersion in the media it traverses, \(\tau_0\) and \(\tau_1\) values are likely to be limited by the experimental time resolution. Nonetheless, \(\tau_1\) can’t possibly be much smaller than the excitation pulse width, otherwise the contribution from light absorption by state \(S_2\) would not be observed. Finally, the characteristic time \(\tau_2 = 0.82 \text{ ps}\) related to the final solvation step and the time \(\tau_3 \approx 51 \text{ ps}\), encompassing the decay into products and the diffusion away from the EDL, have been extracted from the fit of the trace corresponding to an excitation energy of 1.85 eV. Time resolution is limited by the determination of time zero, which is lying within the convolution of the excitation (110 fs) and the second pulses (65 fs).
Back capture by the electrode [orange arrow in Fig. 3(a)] has not been explicitly implemented but it is expected to contribute to the effective characteristic times. As the back capture rate is higher for electrons of higher energy, the contribution should be more important for $\tau_0$ and $\tau_1$.

### S-4.2 Two-state model

For the sake of comparison, we also implemented a simpler two-state model where the state $S_3$ is eliminated:

\[
\frac{dN_0}{dt'} = -I(t')N_0 + \frac{N_1}{\tau_{th}}, \tag{S8}
\]

\[
\frac{dN_1}{dt'} = I(t')N_0 - \frac{N_1}{\tau_{th}} - \frac{N_1}{\tau_0}, \tag{S9}
\]

\[
\frac{dN_2}{dt'} = \zeta \frac{N_1}{\tau_0} - \frac{N_2}{\tau_1}, \tag{S10}
\]

\[
\frac{dN_4}{dt'} = \frac{N_2}{\tau_1} - \frac{N_4}{\tau_3}, \tag{S11}
\]

and using:

\[
\Delta V_2 = a_2 N_2 + a_4 N_4. \tag{S12}
\]

Using this set of equations, we were unable to obtain a common set of characteristic times that correctly described the traces at every wavelengths. For instance, $\tau_3$ remained fairly unaffected with a value of 52.1 ps. However, $\tau_1$ was very much dependent on the second pump wavelength. Fitting the model at a second pump wavelength of 800 nm yielded a $\tau_1$ with a value of 900 fs, while a fit at 4 $\mu$m gave a value of 110 fs. As can be attested in Fig. S6(a), a satisfying agreement at all second pump wavelengths cannot be reached with a model with only two states on the solution side.

### S-5 Results

#### S-5.1 Characterization of the spectroelectrochemical cell

Figure S5 shows a cyclic voltammogram (CV) of the gold electrode in 0.5 M Na$_2$SO$_4$ aqueous solution collected with a scan rate of 1 mV/s in the spectroelectrochemical cell.
Figure S5: Cyclic voltammogram of the gold electrode in 0.5 M Na$_2$SO$_4$ in spectroelectrochemical cell (scanning speed 1 mV/s).

Table S2: Characteristic times used in the fitting of the three-state model.

| $\tau_0$ | 0.12 ps |
| --- | --- |
| $\tau_1$ | 0.14 ps |
| $\tau_2$ | 0.82 ps |
| $\tau_3$ | 51.0 ps |
| UV pulse FWHM | 0.11 ps |

**S-5.2 Time delay traces**

The full set of time delay traces for various second pump energies is presented in Fig. S6. A zoom near the origin is shown for all energies in Fig. S6(a), while longer traces are displayed in (b) for energies 1.24 to 1.85 eV. The fit results (red dashed lines, computed as described in section S-4) are overlaid on the data (gray circles). As described in the main text, the photovoltage response $\Delta V_2$ to the UV excitation (first pump) is highly dependent on the second pump wavelength. At low energies, the signal rise and decay is fast, on the order of 100 fs. As the second pump energy is increased, the signal persists for much longer, with residual intensity at 100 ps at 1.55 eV and above. We also note the large changes in peak $\Delta V_2$. At 0.31 eV, the signal reaches approximately 0.18 mV, while the peak signal at 1.85 eV is more than 1000 times weaker.

In comparison to the best fit results obtained with a three-state model (red dashed line), the fit results from a two-state model are also shown on the same figures. Two cases are displayed,
Figure S6: (a-b) The photovoltage change $\Delta V_2$ versus the delay time. (a) At delays smaller than 4 ps. (b) At longer delays, up to 100 ps.
Figure S7: Comparison of the photovoltage when the first excitation pulse is changed from UV (4.64 eV, bottom) to blue (3.10 eV, top). The second pulse’s energy is 0.31 eV in both cases. The red boxes show the times during which the shutter is open and the second pulse impinges on the electrode. The green dashed lines show the polynomial baseline subtracted to give the data shown in Fig. 1 of the main text.

where $\tau_1$ has been determined from a fit at a second pump wavelength of 800 nm (blue dashed-dotted line) and 4 µm (green dotted line) as explained above. The discrepancy is most obvious at short delay times in Fig. S6(a).

**S-5.3 Effect of the first pump energy**

Fig. S7 compares on the same scale the untreated response to a 0.31 eV second pump for two different first pump energies: 3.10 eV (blue, top) and 4.64 eV (UV, bottom). Both traces display an initial drift, but settle to a different photovoltage. The red bands indicate when the second pump shutter is open, with a clear difference between the blue and UV first pumps. Indeed, for the blue first pump, the second pump shutter has a negligible effect on the signal, while a clear photovoltage increase is measured in the case of the UV first pump.
S-5.4 Simulation of heating of the gold electrode surface by an ultrafast UV pulse

We have simulated the heating of the gold-water interface as described in § S-3 using the two-temperature model and calculated the temperature-related changes due to intraband and interband transitions. Results for both $T_e$ and $T_l$ are displayed in Fig. S8(a). The UV pulse interaction with the gold surface creates a transient hot electron population with $T_e$ rising up to 1750 K. The electron system’s temperature $T_e$ nevertheless rapidly decreases as the hot electrons diffuse into the substrate and scatter with the lattice’s phonons. Upon this action, the latter’s temperature $T_l$ rises by about 15 K in 4 ps. It is noteworthy that neither temperature profile matches directly the delay-dependent $\Delta V_2$ traces (Fig. S60).

The reflectivity change $\Delta R/R_0$ due to temperature-dependent Drude-like intraband transitions has been modeled according to Block et al. (main text and supplementary materials). The simulations results are presented in Fig. S9 with the evolution as function of delay in (a) and as a function of second pump energy in (b). We note from (a) that the general time-dependent $\Delta R/R_0$ trace is similar to $T_e$ in Fig. S8(a). Also, $\Delta R/R_0$ is much larger at lower energies, as can be expected from intraband transitions.

Similarly, we have computed the change in Fermi-Dirac (FD) electron distribution ($\Delta f/f_0$) as a function of temperature (Fig. S10). In order to relate $\Delta f/f_0$ to the optical response due to
Figure S9: Calculated change in reflectivity due to intraband transitions in gold. (a) As a function of delay time. (b) As a function of photon energy for selected delay times.

Figure S10: Calculated change (smearing) in Fermi-Dirac electron distribution in gold due to a perturbation by a UV pulse. (a) As a function of delay time for given wavelengths. (b) As a function of photon energy for selected delay times.
interband transitions, a detailed knowledge of gold’s complex permittivity in the $k$-space would be necessary. Nevertheless, the interband transition probability should be dependent on the FD electron distribution and we use here the readily available $\Delta f / f_0$ parameter to represent the temporal changes in the system. From Fig. S10(a), we can see that $\Delta f / f_0$ rapidly increases upon excitation, but decays almost as fast. In this case, the larger change can be seen at higher energies [Fig S10(b)]. Fermi smearing is indeed maximal just above and below the interband threshold ($\sim 2.38$ eV), yielding the typical “first derivative” shape (Fig. S11).

**S-6 Discussion**

**S-6.1 Nature of the photovoltage $\Delta V_2$**

We discuss here four hypotheses for the origin of the photovoltage $\Delta V_2$ and we expose arguments to rule out the first three: *i.* further photoinjection from the electrode, *ii.* photoejection of carriers from the aqueous interface to the electrode, *iii.* heat originating at the metal surface *via* metal’s electronic system excitation, and *iv.* heat generated at the aqueous side of the interface *via* resonant absorption by interfacial species.
i. In the first hypothesis, we consider the possibility of injecting more electrons in the electrolyte from the population of hot electrons in the electrode through the action of the second laser pulse. However, this effect would follow the relaxation dynamics of hot nonequilibrium electron population in gold, which thermalization time is about 1 ps\(^{19}\). The expected dynamics thus do not correspond to the observations where a long-lasting signal persists up to 100 ps.

ii. The second hypothesis addresses the reverse process of i., namely the photon-triggered return of hot carriers from the electrolyte interface to the electrode, in analogy to charge transfer inverse photoemission spectroscopy (CTRIPS). This possibility can be ruled out because the depletion from the EDL of carriers of the same charge as those photoinjected in the first place would mark a reversal of sign of the photovoltage deltas. Yet, the observations show \(\Delta V_2\), induced by the second pump, to be of the same sign as \(\Delta V_1\) which is caused by the first pump.

iii. The third hypothesis assumes that the elevated temperature of the metal electrode surface induces a change in the metal absorptivity that increases the amount of heat generated upon excitation with the second pump. This change in metal absorptivity can come from the perturbation of three types of optical transitions: intraband transitions, normal interband transitions, and low energy interband transitions. Firstly, elevated \(T_e\) and \(T_l\) modify the reflectivity related to intraband transitions through an increase of the effective electron scattering rate and decrease of the free carrier density [see Fig. S9(a) and (b)\(^{20}\)]. Temperature-induced changes in intraband transitions affect mainly the lower energy portion of the spectrum, with a monotonous decrease towards higher energy; a Drude-like model does not afford any mechanism to account for a shoulder appearing at higher energy. Moreover, the expected dynamics of the intraband contributions is a sharp initial transient due to the nonequilibrium hot electron population, and a persisting signal due to the long-lasting effect of the heat transferred to the lattice (\(T_l\)). To the contrary, our observations show a rapid rise and fall of the signal at 0.31 and 0.62 eV, with no residual after \(\sim 500 \text{ fs}\) [Fig. 1(b), main text]. Secondly, perturbation of the normal interband transitions of gold results in a differential spectral shape reflecting the change of electron occupancy\(^{21}\). The electron occupancy change is itself described by the Fermi smearing induced by the first excitation pump [see Fig S10(a) and (b)]. Fermi smearing, however, cannot explain the sloping of the spectra from the infrared to the visible, nor the presence of a shoulder at 1.55 eV [Fig. 1(d), main text]. Nevertheless, the reversal of the sloping of the spectra at short delays [blue to red traces, Fig. 1(d),
in comparison to the spectra at longer delays cannot be explained by Fermi smearing, in which case a smooth decay of the signal concomitant with a shift towards higher energy would be expected. We instead observe a signal that seems to peak in the THz region and traverses the measurement range to settle in the visible region. Thirdly, depletion of the metal valence states opens the possibility of low energy interband transitions from the $d$ band to the $s$ band. The spectral response of these low energy interband transitions should evolve inversely to the intraband transitions, where the lower energy transitions will be quenched before the higher energy ones due to the energy dependence of the electron-electron scattering time\textsuperscript{22}. We have not been able to rule out this possible contribution to the signal, nor the concurrent evolution of intraband and normal interband transitions. A proper modeling of the gold dielectric function response to an excitation pulse with respect to time would be required to understand their contribution. While it is not possible to rule out this possible contribution to the signal, no previous studies have shown metal dynamics similar to Fig. 1(d) (main text). Furthermore, as discussed above, replacing the 267 nm first pump with a 400 nm pump completely quenches the ultrafast response at the interface [Fig. 2(b), main text]. Relatedly, the contribution of a surface plasmon resonance (SPR) can also be ruled out since gold's SPR is found around 600 nm and, due to momentum conservation, it cannot be excited in free space in the far field. The resonance maximum of a localized surface plasmon resonance (LSPR) may be pushed to the near-infrared, but they appear in cases where the electronic wavefunction is confined, such as in nanoparticles, patterned surfaces or roughened surfaces. Moreover, here also, a possible plasmon contribution does not hold against the all-or-nothing experimental evidence provided by the switch from a 267 nm first pump to 400 nm. This behavior suggests the existence of an excitation threshold whose energy is higher than the SPR and interband transitions.

This leads to \textit{iv.}, the resonant excitation of species present at the interface, resulting in an increase in the amount of heat generated at the metal/solution boundary. In bulk water, the excess electron frequency-dependent dynamics are characterized by a high energy absorption band centered around 1.72 eV (720 nm) and by a low energy absorption band peaking in the terahertz region. As discussed in § S-1, a change in the metal-solution boundary temperature produces a potential difference between the electrodes.
S-6.2  Effective spectra

The spectrum \( a_2 \) [top panel of Fig. 4(c), main text] corresponding to the hot electron population shows a profile that rises strongly at low energies. It can be best fitted by a Lorentzian peak shape centered at 0 with a full width at half maximum (FWHM) of \((0.2 \pm 0.1)\) eV. With the caveat emptor that the sparse data prevents us from reaching a definitive conclusion about the peak shape and position, we chose to use a Lorentzian function to model the \( a_3 \) spectrum and a Gaussian function to model the \( a_4 \) spectrum. The position of the maximum, the physical parameter we aim to obtain through the fit, is anyway insensitive to the actual model because of the low spectral resolution. The modelling of the spectrum of the trapped electron population \( a_3 \) [middle panel of Fig. 4(c), main text] with a Lorentzian function yielded a center energy of \((1.51 \pm 0.03)\) eV with a FWHM of \((0.31 \pm 0.05)\) eV. Similarly, fitting the spectrum of the solvated electron population \( a_4 \) [bottom panel of Fig. 4(c), main text] gave a center position of \((1.47 \pm 0.02)\) eV and a FWHM of \((0.27 \pm 0.03)\) eV for the Gaussian function.

S-6.3  Local concentration in the Helmholtz layers

According to the Gouy-Chapman-Stern model, in the absence of specific adsorption, the inner Helmholtz layer (IHL) of the interface will be covered by water molecules. If we assume the outer Helmholtz layer (OHL) of the interface is occupied by a monolayer containing an equal number of solvated cations and anions, the maximum local concentration of the cations (which have been shown to play more roles in interacting with solvated electron than anions) can be estimated as following: It is known that, in a 0.5 M Na\(_2\)SO\(_4\) solution, the molar ratio between Na\(^+\) and H\(_2\)O is 1:56. If we assume one ion is solvated by 4-6 water molecules, the ratio of the total number of cations and water molecules (including the IHL’s water molecules and those solvating the SO\(_4^{2-}\) ions) is roughly 1:10, which gives a concentration of about 6 M for Na\(^+\) at the interface.

S-6.4  Comparison with CTTS and 2PPE measurements

In charge transfer to solvent (CTTS) experiments\(^{23}\), an electron-rich anion (typically an halide, such as I\(^{-}\)\(^{23,24}\), Cl\(^{-}\)\(^{25}\), etc., or a ferrocyanide\(^{26}\)) is excited using single or multiphoton absorption. The excited electron gets bound to a CTTS state created by the potential well due to solvent
polarization around the now neutral atom or molecule as the solvent molecules did not have the
time to reorganize. Reorientation of the solvent molecules in the surroundings of the CTTS state
destroys this state and separates the electron from the neutral particle.\textsuperscript{27} The electron is thus
found in a solvated state that is basically a modified ground state with \( s \) symmetry. Multiphoton
absorption (more energetic pump) could also lead to ionization by promoting the electron directly
to a continuum of states that can transfer to the water conduction band. The latter has more
similarities with multiphoton ionization of neat water.

In our experiments, there is no strong incentive to believe that a true analog to a CTTS state is
formed. The first UV pump has enough energy to provoke the emission from the hot excited states
in the metal to the water conduction band. In fact, this process is more similar to the multiphoton
ionization of water\textsuperscript{28,29} because a transient hole is left behind in the metal which necessarily
interacts with the electron through Coulombic forces. In analogy, the electron interacts with the
\( \text{H}_2\text{O}^+ \) ion in the water ionization process. In our experiment, in contrast to the multiphoton
ionization of water, it is known from gold ultrafast dynamics that the transient hole is effectively
screened on a time scale of a few femtoseconds\textsuperscript{30}.

We must also distinguish between studies that follow the relaxation of electrons following
generation (right after photodetachment or photoionization) and the relaxation of electrons
excited from an equilibrated solvated state.\textsuperscript{27} Our experiment is more similar to the former case.

Our experiment bears obvious similarities with the two-photon photoelectron spectroscopy
(2PPE) technique on metal surfaces where photoemission is used to inject excess electrons in
an amorphous ice layer,\textsuperscript{31} whereas the detection method differs. In that regard, some level
of coupling of the excess electrons to the substrate\textsuperscript{32} can be expected, which is a plausible
explanation for the transformation from state \( S_3 \) to state \( S_4 \).

In summary, photoinjection from a metal electrode is an intermediate approach with its own
particularities, which shares features with CTTS and multiphoton ionization of water, and which
parallels the mechanism for excess electron generation from 2PPE. In this specific case, the UV
photon has enough energy to excite an electron from gold’s Fermi level to water’s conduction
band. A transient hole persists in the metal for a few femtoseconds. During this brief time the
ejected electron is subjected to Coulombic interaction with the transient hole. Upon cooling down,
our measurements show that the electron finds a preexisting trap in the interfacial water layer. Follows a rearrangement of the water molecules around the electron as described in the main text.
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