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Abstract

Semi-Supervised Learning (SSL) has advanced classification tasks by inputting both labeled and unlabeled data to train a model jointly. However, existing SSL methods only consider the unlabeled data whose predictions are beyond a fixed threshold (e.g., 0.95), ignoring the valuable information from those less than 0.95. We argue that these discarded data have a large proportion and are usually of hard samples, thereby benefiting the model training. This paper proposes an Adaptive Dual-Threshold method for Semi-Supervised Learning (ADT-SSL). Except for the fixed threshold, ADT extracts another class-adaptive threshold from the labeled data to take full advantage of the unlabeled data whose predictions are less than 0.95 but more than the extracted one. Accordingly, we engage CE and $L_2$ loss functions to learn from these two types of unlabeled data, respectively. For highly similar unlabeled data, we further design a novel similar loss to make the prediction of the model consistency. Extensive experiments are conducted on benchmark datasets, including CIFAR-10, CIFAR-100, and SVHN. Experimental results show that the proposed ADT-SSL achieves state-of-the-art classification accuracy.

Preprint. Under review.
1 INTRODUCTION

Depending on a large amount of labeled data and supervised learning, current deep neural networks have achieved great success in computer vision tasks, such as image classification, object detection, and semantic segmentation. However, massive labeled image data are not always available in some scenarios, such as medical images, aerospace images, and images from new born fields. In addition, labeling large dataset requires a lot of manpower and financial resources. Semi-Supervised Learning (SSL) has been proposed by training a model with limited labeled data and a large number of unlabeled data, thus gaining great attention in the literature.

The core problem of existing SSL methods is how to extract as much information as possible from unlabeled data and use it to train the model effectively. To this end, leading SSL methods first perform data augmentation, and then engage the consistency regularization to control the model to have consistent output for different augmented forms of the same data [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Besides, entropy minimization strategy is often used to make the model output have low entropy. To our best knowledge, all the existing SSL methods adopt a fixed threshold (e.g., 0.95) to select unlabeled data with high enough confidence. For example, MixMatch [4] takes advantage of sharpen function to encourage the entropy minimization of the model output. On the basis of MixMatch, Remixmatch [5] introduces distribution alignment and augmentation anchoring, which makes the prediction of the model for unlabeled data more precise and the learning of unlabeled data more effective. FixMatch [3] generates the one-hot labels for the unlabeled data whose predictions exceed the fixed threshold and applies distribution alignment to them. SimPLE [11] strengthens the utilization of unlabeled data by adding the learning of similar unlabeled data. Although a high fixed threshold allows the model to focus on these unlabeled data which have high confidence, it means that those unlabeled data which cannot reach the threshold will be discarded. We argue that it is unreasonable for all classes to use the same high threshold. This is because the model has different learning states for different classes at different learning stages. The recently proposed FlexMatch [12] considers different learning states for different classes. Unfortunately, FlexMatch uses the same number of unlabeled data for all classes.

Motivated by the above limitations, we propose an Adaptive Dual-Threshold method for Semi-Supervised Learning (ADT-SSL). In addition to a fixed threshold, we extract another class-adaptive threshold from the labeled data to form an Adaptive Dual-Threshold (ADT) scheme. In fact, the unlabeled data whose predictions are less than the fixed threshold but greater than the extracted one account for a large proportion. We argue that these discarded unlabeled data are often of hard samples and enable to boost the model training. We set the class-adaptive threshold to be the smallest prediction of all the labeled data of one class that can be correctly classified. As done in most SSL methods, Cross Entropy (CE) loss is used for learning from the unlabeled data whose predictions are greater than the fixed threshold. In particular, we engage $L_2$-norm loss to learn from our newly mined unlabeled data. Furthermore, we propose a novel similar loss to learn these highly similar unlabeled data. Extensive experiments and ablation study show that our ADT-SSL surpasses the state-of-the-art approaches by a large margin. The novelties of this work are as follows:

- We develop a new concept of class-adaptive threshold. Combining the fixed threshold with the adaptive one, we propose an adaptive dual-threshold method (ADT), which can not only make the model selectively learn from unlabeled data but also balance the learning process of all classes.
- We propose a novel similar loss to further exploit the information among the highly similar unlabeled data, thereby boosting the model training.
- We construct an overall loss function by assigning four different losses to four different types of data, leading to state-of-the-art classification accuracy.

2 RELATED WORK

To make this paper self-contained, we briefly describe several basic backgrounds.

Consistency Regularization: Consistency regularization was first proposed in [1, 2] and then developed in [3, 5]. Its core idea is that when different disturbed versions of the same data are input to the model, their predictions should remain as consistent as possible. Consistency regularization has been widely used in SSL since it can efficiently exploit the unlabeled data. This technique can be
implemented by minimizing the following loss:

$$||p_m (y|D(x); \theta) - p_m (y|D(u); \theta)||^2_2,$$

where $D(x)$ and $y$ denote a random disturbance to the input data $x$ and the output of the model $p_m(\cdot|\cdot; \cdot)$, respectively. Note that the two terms in Eq. (1) may be different due to the randomness of the function $D(\cdot)$.

**Data Augmentation and Anchoring:** As network becomes deeper, tremendous data are required for training a good model. In practice, the labeled data are not much enough and the quality of dataset is not good enough. Data augmentation was proposed to alleviate this problem by deforming image or adding disturbance to the image without changing the image semantics to extend the dataset. In general, augmentation way used in SSL includes weak augmentation and strong augmentation. Weak augmentation involves image flipping, cutting, translation, etc. By contrast, strong augmentation has stronger disturbances, such as random affine transformation and color jitter \[5\] \[13\] \[14\].

By combining consistency regularization and data augmentation, augmentation anchoring was first proposed in ReMixMatch \[5\]. It first weakly and strongly augments the unlabeled data, separately, and then sets the output of the model to the weakly augmented data as an “anchor”. For the same unlabeled data, we hope that the model’s prediction of the strongly augmented version is consistent with the weakly augmented one, which can be implemented by minimizing

$$||p_m (y|w(u); \theta) - p_m (y|\tilde{u}(u); \theta)||^2_2,$$

where $w(u)$ and $\tilde{u}(u)$ denote the weak augmentation and strong augmentation of the input data $u$, respectively. Augmentation anchoring increases the stability of consistency regularization by invoking different strengths of data augmentation method.

**Pseudo-Labeling and Propagation:** Pseudo-labeling is to reassign a label to the unlabeled data for the dataset extension, whose loss term can be written as

$$\mathbb{I} (\max (q) > \tau) \cdot H (\text{one}(q), p_m (y|\tilde{u}(u); \theta)),$$

where $q = p_m (y|w(u); \theta)$ for abbreviation, $\tau$ denotes the fixed threshold, $\text{one}(\cdot)$ function converts the input distribution into a one-hot label, and $H(\cdot, \cdot)$ denotes the CE loss. It uses the model trained on the labeled data to predict the unlabeled data. If the prediction is above the threshold $\tau$, we assign the predicted label to the unlabeled data. This predicted label is called the pseudo label of an unlabeled data. Hence, we can input the pseudo-labeled data to train a model. Based on the assumption of

---

**Figure 1:** Diagram of the proposed ADT-SSL which is mainly divided into three parts: 1) Supervision loss $L_X$. 2) Two unsupervised losses $L_{U1}$ and $L_{U2}$ focus on the consistency of the model’s predictions for the strongly and weakly augmented versions of the same unlabeled data, respectively. 3) Similar loss $L_S$ considers the consistency of the model’s prediction of highly similar unlabeled data.
Algorithm 1 Class-Adaptive Threshold Extraction Algorithm.

1: Input: $E$ and $I$ denote the numbers of epochs and iterations, respectively. $\mathcal{X} = \{(x_b, y_b)\}$ denotes a batch of labeled samples and their one-hot labels, where $b = 1, ..., B$.

2: for $e = 1$ to $E$ do
3: \hspace{-5pt} $\mathcal{T}_c^0 = 0.95$ \hspace{-5pt} // Reassign a value to $\mathcal{T}_c^0$ at the beginning of each Epoch.
4: for $i = 1$ to $I$ do
5: for $b = 1$ to $B$ do
6: \hspace{-5pt} $c = \text{arg max} (y_b)$ \hspace{-5pt} // $c$ represents the category to which $x_b$ belongs.
7: \hspace{-5pt} $q = p_m (\tilde{y} | w(x_b); \theta)$ \hspace{-5pt} // Output model predictions for weakly augmented $x_b$.
8: \hspace{-5pt} if $\text{arg max} (q) == c$ and $\text{max} (q) < \mathcal{T}_c$ then
9: \hspace{-5pt} $\mathcal{T}_c = \text{max} (q)$ \hspace{-5pt} // Adjust the class adaptive threshold corresponding to $x_b$.
10: end if
11: if $\text{arg max} (q) == c$ and $\text{max} (q) < \mathcal{T}_c^0$ then
12: \hspace{-5pt} $\mathcal{T}_c^0 = \text{max} (q)$ \hspace{-5pt} // Since $\mathcal{T}_c^0$ will be recalculated, $\mathcal{T}_c^0$ and $\mathcal{T}_c$ may be different.
13: end if
14: end for
15: end for
16: if $\mathcal{T}_c^0 > \mathcal{T}_c$ then
17: \hspace{-5pt} $\mathcal{T}_c = \mathcal{T}_c^0$ \hspace{-5pt} // At the end of each epoch, we consider whether to assign $\mathcal{T}_c^0$ to $\mathcal{T}_c$.
18: end if
19: end for

low-density separation [15], the data density at the decision boundary should be as low as possible. To this end, the authors in [3; 11] set a very high fixed confidence threshold, e.g., $\tau = 0.95$, which makes the model focus on the unlabeled data that are far from the decision boundary [16].

Label propagation was first proposed in graph-based SSL [15]. The basic idea is to predict the label information of unlabeled nodes from the labeled nodes. In [17], the authors proposed to select the closest node to construct the graph. Inspired by [17], the methods [11; 18] use this technology to set pseudo labels for unlabeled data. When the similarity between the unlabeled data is high enough, the label may be spread from an unlabeled data to another one. As done in [11; 18], this paper uses the same similar threshold to control the label propagation.

3 Proposed Method

To boost the performance of SSL, we first propose an Adaptive Dual-Threshold (ADT) method, which can extract more useful information from the unlabeled data. For highly similar unlabeled data, we then design a novel similar loss to learn the consistency of the model. Finally, our overall loss consists of four different loss functions, which serve four different types of data, respectively. Figure 1 gives an overview of the proposed ADT-SSL.

3.1 Mathematical Model

Denote a batch of labeled data as $\mathcal{X} = \{(x_b, y_b)\}$ and a batch of unlabeled data as $\mathcal{U} = \{u_b\}$, $b = 1, ..., B$. $C$ denotes the total number of classes of a dataset. Augmentation anchoring [5] is used in our algorithm. The model’s prediction on the weakly augmented unlabeled data is used as the anchor of the strongly augmented unlabeled data. Like FixMatch [3], MixMatch [4], and ReMixMatch [5], the weak augmentation on CIFAR-10 and CIFAR-100 is to randomly flip an image with a probability of 50% and then randomly translate the image horizontally or vertically by 12.5%. We also apply RandAugment [14] to perform strong augmentation on unlabeled data. RandAugment contains a variety of transformations, and its diversity is determined by predefined parameter.

3.2 Class-Adaptive Threshold

The current SSL methods set the same fixed threshold for all the classes to select the unlabeled data for the model training [3; 11]. Since the fixed threshold is very large (e.g., 0.95), some hard samples do not have the opportunity to join the model training. This makes the model unable to learn well for
Figure 2: (a) Illustration of extracting class-adaptive threshold. For a certain class (e.g., “cat”), we take the smallest prediction value of this class as the adaptive threshold of the class among all the samples of this class which can be correctly classified by the model. As shown in the rightmost block, the yellow dashed-line represents the adaptive threshold of the class “Cat”. (b) Explicate of similar loss. Given a distribution \( \tilde{q}_l \) which is the model’s prediction of a weakly augmented unlabeled data, we first perform a sharpen operation on \( \tilde{q}_l \) to get \( q_l \). Then we predict its confidence. When the maximum value of \( q_l \) is higher than the confidence threshold \( r \), we convert it to the one-hot label and use it as an “anchor”. Then we will evaluate the similarity of \( q_l \) to another unlabeled data tuple \((\tilde{q}_r, \upsilon_r)\). When the similarity is greater than the similarity threshold \( T_r \), we use one \((\tilde{q}_r)\) as the pseudo label of \( p_m(y_{\upsilon_r}) \) to calculate the cross entropy loss in order to reduce the distance between \( \upsilon_r \) and its corresponding clustering center, where \( \upsilon_r \) is the strongly augmented vision of other unlabeled data. It is worth noting that Similar Loss on \( q_l, \tilde{q}_r, \upsilon_r \) will not work when the two thresholds cannot be exceeded simultaneously.

those categories which are difficult to be recognized. Our ADT can adaptively adjust the learning strategy based on the model’s learning situation for different classes at different training stages. This process can be implemented by extracting the class-adaptive thresholds from the labeled data.

**Adaptive Threshold Extraction:** Assume that the learning state of the model can be reflected by its prediction of labeled data. For labeled data, we perform the following operation:

\[
\text{if } \arg \max (p_m (\tilde{y}|w(x); \theta)) = c \text{ and } \max (p_m (\tilde{y}|w(x); \theta)) < T_c:
\]

\[
T_c = \max (p_m (\tilde{y}|w(x); \theta)),
\]  

where \( c \) denotes the class label which \( x \) belongs to and \( T_c \) is the adaptive threshold of the class \( c \) where its initial value is set to 0.95. By Eq. (4), our method first determines whether the model’s prediction of \( w(x) \) is correct, and then performs the comparison operation to check whether the maximum value predicted by the model is less than \( T_c \). Only the two conditions of Eq. (4) hold, \( \max (\tilde{y}) \) at this time will be assigned to \( T_c \). In this way, we can set the class-adaptive thresholds for all the classes. Figure 2a illustrates the process of the class-adaptive threshold extraction.

**Algorithm Implementation:** Since the SSL methods simultaneously exploit the labeled and unlabeled data to train the model, the extraction algorithm will be executed in the whole training process. Note that \( T_c \) does not always have an increasing or decreasing trend during the training process. Hence, for each epoch we will recalculate a new \( T_c^0 \) for each class and assign \( T_c^0 \) to \( T_c \) if \( T_c^0 \) is larger than \( T_c \). Interestingly, our algorithm does not need to introduce additional validation set to evaluate the learning state of the model at each epoch, and only needs to record the model output of the labeled data. As a result, our method achieves an additional gain from learning on labeled data without increasing the overall computational budget. The complete process of extracting the class-adaptive threshold is shown in Algorithm 1.

In order to extract more effective information from the unlabeled data and balance the learning state of each class, we combine the high fixed threshold \( r \) and class-adaptive threshold \( T_c \) to form an Adaptive Dual-Threshold. When confirming a pseudo label, the dual-threshold structure can screen the unlabeled data more carefully. And we can design different training methods for these two types of unlabeled data. Inspired by entropy minimization, we use sharpen operation [4] to reduce the entropy of pseudo label distribution in the process of generating pseudo labels. This technology has
where $\hat{q}$ represents the distribution of the input and $T$ is a predefined hyperparameter ranging from 0 to 1. This function is to adjust the sharpness of the input. When $T \to 0$, the output of the function will be close to the one-hot distribution. Next, we use it to make the model output a low entropy result.

Let $q_b = p_m (\tilde{y}|w (u_b); \theta)$ represent the model output of $w (u_b)$ and denote $\tilde{q}_b$ as an Exponential Moving Average (EMA) on $q_b$. Compared with the direct output of the model to the unlabeled data, the distribution obtained by EMA is smoother and the prediction will not fluctuate greatly due to a certain abnormal value. For the unlabeled data, we may rely on the fixed threshold $\tau$ to determine whether the following loss needs to be calculated:

$$1 \left( \max (\tilde{q}_b > \tau) \right) \cdot H \left( \text{one} (\tilde{q}_b), p_m (\tilde{y}|\overline{5} (u_b); \theta) \right),$$

where $\tilde{q}_b = \text{Sharpen} (q_b, T)$. In classification tasks, if the confidence of the input unlabeled data is high enough, the model can benefit by using the one-hot label to calculate the CE loss of the input unlabeled data. This is similar to the learning from labeled data. If the maximum value of $\tilde{q}_b$ exceeds $\tau$, it means that the unlabeled data has a high enough confidence level. Then, we will convert $\tilde{q}_b$ to one-hot label to calculate the CE loss. In existing SSL methods, $\tau$ is often a high fixed threshold for all the classes. In this paper, we propose to use the class-adaptive threshold $T_\tau$ to rescreen the unlabeled data whose predictions are less than $\tau$, and then adopt $L_2$-norm loss learning strategy:

$$1 \left( \max (\tilde{q}_b < \tau) \right) \cdot 1 \left( \max (\tilde{q}_b > T_{\text{arg max}}(\tilde{q}_b)) \right) \cdot \| \tilde{q}_b - p_m (\tilde{y}|\overline{5} (u_b); \theta) \|_2^2,$$

where $T_{\text{arg max}}(\tilde{q}_b)$ represents the class-adaptive threshold corresponding to the maximum value of $\tilde{q}_b$. In order to make the selection of the unlabeled data more accurate, we replace $q_b$ with $\tilde{q}_b$ to determine whether $u_b$ is added to the training process. Once this unlabeled data satisfies $\max (\tilde{q}_b) < \tau$ and $\max (\tilde{q}_b) > T_{\text{arg max}}(\tilde{q}_b)$, we use $L_2$-norm to compute the loss between $\tilde{q}_b$ and $\tilde{y}$. Taking $\tilde{q}_b$ as the pseudo label, we can achieve not only the minimum entropy, but also stronger generalization ability to the model because the soft label $\tilde{q}_b$ carries more information. Most importantly, the soft label is not as sensitive to noisy data as one-hot label.

### 3.3 Similar Loss

To make full use of the unlabeled data, we propose a novel similar loss to capture the consistency information between the different unlabeled data. In this process, we allow pseudo labels to propagate between the highly similar unlabeled data. We take a pseudo label of weakly augmented unlabeled data with high confidence as the “anchor” and then align the strongly augmented unlabeled data that is sufficiently similar to the weakly augmented unlabeled data with the “anchor”. We show the detailed process in Figure 28 and define the similar loss as follows:

$$L_{\text{S}} = \frac{1}{ \left( K^2 B \right)^2} \sum_{\overline{K} \neq \overline{B}} 1 \left( \max (\tilde{q}_i) > \tau \right) \cdot 1 \left( \text{Sim} (\tilde{q}_i, \tilde{q}_r) > T_s \right)$$

$$\cdot H \left( \text{one} (\tilde{q}_i), p_m (\tilde{y}|v_r; \theta) \right),$$

where $\text{Sim} (\cdot, \cdot) = \sqrt{\cdot^T \cdot}$ is the similarity function measured by the Bhattacharyya distance [19] and $T_s$ is the similarity threshold between the different unlabeled data. The Bhattacharyya distance measures the degree of overlap between two distributions, allowing us to choose the similarity threshold $(T_s)$ more intuitively. Noteworthy, we use $\tilde{q}_i$ when determining whether the unlabeled data exceeds the confidence threshold $(\tau)$. For the input distributions of the $\text{Sim} (\cdot, \cdot)$ function, we use $\tilde{q}_i$ and $\tilde{q}_r$ (without sharpen operation) to remain closer to the original output of the model. The purpose is to make the similarity calculation between two unlabeled data more accurate.

In this paper, we set $\tau = 0.95$ and $T_s = 0.9$. At this time, the distribution of unlabeled data that exceeds the high confidence threshold $(\tau)$ will be close to the one-hot distribution, and the other unlabeled data whose similarity is larger than the similarity threshold $(T_s)$ also have a high confidence. This means that we can propagate a pseudo label to $v_r$ with high confidence. Therefore, when using $v_r$ to train the model, we take one-hot label as the target of $p_m (\tilde{y}|v_r; \theta)$ to calculate the CE loss.
Algorithm 2 Proposed ADT-SSL method.

1:  \textbf{Input:} Batch of labeled samples and their one-hot labels $\mathcal{X} = \{(x_b, y_b)\}$, batch of unlabeled samples $\mathcal{U} = \{u_b\}$, $b = 1, \ldots, B$, sharpening temperature $T$, number of weak augmentations $K$, number of strong augmentations $K_{\text{strong}}$, fixed threshold $\tau$, similarity threshold $\mathcal{T}_s$, class-adaptive threshold $\mathcal{T}_s$.

2:  \textbf{for} $b=1$ to $B$ \textbf{do}
3:     $\hat{x}_b = w(x_b)$ \hspace{1cm} // Implementing weak augmentation for labeled data.
4:     \textbf{for} $k=1$ to $K$ \textbf{do}
5:         $\hat{u}_{b,k} = w(u_b)$ \hspace{1cm} // Implement $K$ kinds of weak augmentation for unlabeled data.
6:     \textbf{end for}
7:     \textbf{for} $k=1$ to $K_{\text{strong}}$ \textbf{do}
8:         $\bar{u}_{b,k} = \hat{\theta}(u_b)$ \hspace{1cm} // Implement $K_{\text{strong}}$ kinds of strong augmentation for unlabeled data.
9:     \textbf{end for}
10:    $\bar{\theta}_b = \frac{1}{K} \sum_{k=1}^{K} p_m(\hat{\theta}_{b,k}; \theta)$ \hspace{1cm} // Calculate the average prediction for weakly augmented $u_b$.
11:    $\hat{\theta}_b = \text{sharpen}(\bar{\theta}_b, T)$ \hspace{1cm} // Sharpen operation is applied to the average prediction results.
12: \textbf{end for}
13:   $\hat{X} = \{(\hat{x}_b, y_b)\}; b = 1, \ldots, B$ \hspace{1cm} // Weakly augmented label data and their labels.
14:   $\hat{U} = \{\hat{u}_b, \hat{\theta}_b\}; b = 1, \ldots, B$ \hspace{1cm} // Strongly augmented unlabeled data and their pseudo labels.
15:    Calculate $\mathcal{L}_X$, $\mathcal{L}_{U1}$, $\mathcal{L}_{U2}$, and $\mathcal{L}_S$ by Eqs. (10), (11), (12), and (8), respectively.
16: \textbf{Return:} $\mathcal{L}_X + \lambda_{U1}\mathcal{L}_{U1} + \lambda_{U2}\mathcal{L}_{U2} + \lambda_S\mathcal{L}_S$ \hspace{1cm} // Calculate overall loss.

3.4 Overall Loss

Combining the proposed similar loss, our overall loss is composed of four components, which are supervised loss $\mathcal{L}_X$, two unsupervised losses $\mathcal{L}_{U1}$, $\mathcal{L}_{U2}$, and similar loss $\mathcal{L}_S$:

$$\mathcal{L} = \mathcal{L}_X + \lambda_{U1}\mathcal{L}_{U1} + \lambda_{U2}\mathcal{L}_{U2} + \lambda_S\mathcal{L}_S,$$  \hspace{1cm} (9)

where

$$\mathcal{L}_X = \frac{1}{|\mathcal{X}|} \sum_{x,y \in \mathcal{X}} H(y; p_m(\hat{y}|x; \theta)),$$  \hspace{1cm} (10)

$$\mathcal{L}_{U1} = \frac{1}{|\mathcal{U}|} \sum_{u,q \in \mathcal{U}} \mathbb{1}(\max(\hat{\theta} > \tau)) \cdot H(\text{one}(\hat{\theta}), p_m(\hat{y}|u; \theta)),$$  \hspace{1cm} (11)

and

$$\mathcal{L}_{U2} = \frac{1}{|\mathcal{L}|} \sum_{u,q \in \mathcal{L}} \mathbb{1}(\max(\hat{\theta} < \tau)) \cdot \mathbb{1}(\hat{\theta} > \mathcal{T}_s) \cdot \|\hat{\theta} - p_m(\hat{y}|u; \theta)\|_2^2,$$  \hspace{1cm} (12)

where $\mathcal{L}_X$ is the CE loss calculated for the weakly augmented labeled data and $|\cdot|$ denotes the set cardinality. Two super parameters $\mathcal{L}_{U1}$ and $\mathcal{L}_{U2}$ focus on the consistency of two different augmentations of the same unlabeled data. For a batch of labeled and unlabeled data, we use ADT to determine the pseudo label for the unlabeled data, and apply the augmentation anchoring technology. Finally, using our similar loss drives the prediction of highly similar data tend to be consistent. The complete process of our ADT-SSL is shown in Algorithm 2.

4 EXPERIMENTS

4.1 Experimental Setup

**Benchmark Datasets:** CIFAR-10 [20]: It contains 60,000 images with $32 \times 32$ size and 10 classes. Each class has 6,000 samples. The test set contains 10,000 images and the training set contains 50,000 images. CIFAR-100 [20]: Different from CIFAR-10, it contains 100 classes, and each class has only 600 samples. Except for this, the other attributes of CIFAR-100 are the same as that of CIFAR-10. SVHN [21]: In SVHN, the training set contains 73,257 images and test set contains 26,032 images, all of which are $32 \times 32$ size. SVHN has 10 classes as well. By convention, we set the size of the validation set to 5,000 in all the experiments.

**Baseline Methods:** Nine baseline methods including SimPLE [11], FixMatch [3], II-Model [22], Pseudo-Labeling [16], Mean Teacher [7], MixMatch [24], UDA [8], ReMixMatch [5], and VAT [6].
are added to the performance comparison. For fair comparison, all the compared methods adopt the same augmentation methods [14], the same number of augmentation forms, and the same backbone.

Implementation Details: In the experiment, Wide ResNet 28-2 [23] with 1.5M parameters and Wide ResNet 28-8 [23] with 23M parameters are adopted as the backbones, which are abbreviated by WRN28-2 and WRN28-8 respectively for convenience. For all the experiments, we use SGD as the optimizer where the weight decay is set to 0.0005 for CIFAR-10 and SVHN, 0.001 for CIFAR-100, and the learning rate is set 0.03. Cosine learning rate decay [24] with a decay rate of $\frac{7\pi}{16}$ is used. EMA with a decay rate of 0.999 is used for the output of the model. To verify the effectiveness of the proposed ADT-SSL, MixMatch Enhanced [11] and fully-supervised learning methods are also included for comparison. Note that MixMatch Enhanced [11] combines MixMatch and augmentation anchoring, and fully-supervised means that all labels are used for training.

---

4.2 Experimental Results

Adaptive Threshold and Parameter Selection: To better illustrate our motivation of the proposed class-adaptive threshold, we conduct a threshold change experiment on CIFAR-10 with 4,000 labeled data. The result is shown in Figure 3a. The red solid and blue dotted curves represent the smallest thresholds of the classes 1 and 3, respectively. We can see that the adaptive thresholds are all less than the fixed threshold (i.e. $\tau = 0.95$) during first 85 epochs, and the class 3 is more difficult to learn than the class 1. Obviously, these unlabeled data whose predictions are less than 0.95 but more than the adaptive threshold can all be correctly classified. In fact, they are of hard samples and have strong ability to benefit the model training. If only one fixed threshold is used, this part of the unlabeled data will be discarded. The proposed ADT-SSL adaptively adjusts $T_c$ according to the specific category and the learning state of the model. For some categories which are difficult to learn, the model will set a lower threshold $T_c$ to allow more unlabeled data to participate in the training process. In this way, our method can not only balance the learning process of the model for each class, but also makes the unlabeled data better close to its corresponding clustering center.

Besides, we show the ratio of the unlabeled data reused by ADT-SSL to the total number of unlabeled data in Figure 3b. These unlabeled data can not be exploited by a single fixed threshold but can be added to the training process due to the use of ADT. We can achieve that during the first 70 epochs, both CIFAR-10 and SVHN occupy over 3%, while CIFAR-100 occupies over 30%. For the complex dataset (CIFAR-100), our ADT can reuse much more unlabeled data than two relatively simple datasets (CIFAR-10 and SVHN). Therefore, it is expected that the proposed ADT-SSL will show greater improvement on CIFAR-100 than on both CIFAR-10 and SVHN.

To select the optimal value of temperature ($T$) when performing sharpen operation in ADT-SSL, we test the classification accuracy on CIFAR-100 with different fixed thresholds. In this test, Wide ResNet 28-2 is used as the backbone and the number of labeled data is 10,000. Two fixed thresholds ($\tau = 0.95$ and $\tau = 0.75$) are tested. The accuracy change with the parameter $T$ is shown in Figure 3c. We can see that when the temperature is 0.5, the model achieves the highest accuracy (i.e., the lowest entropy), which indicates ADT-SSL introduces as few noise samples as possible.

Results on CIFAR-10: For CIFAR-10, we empirically set $\lambda_{U1} = 3$, $\lambda_{U2} = 225$, and $\lambda_S = 16$. The results on 1,000 and 4,000 labeled data are shown in Table 1. We can see from the second and third

---

Figure 3: (a) Illustration of class-adaptive threshold of CIFAR-10. (b) Illustration of the proportion of the newly mined unlabeled data. (c) Illustration of classification accuracy change with temperature in sharpen operation for CIFAR-100.
Table 1: Classification accuracy on CIFAR-10, CIFAR-100, and SHVN. Here, Wide ResNet 28-2 backbone is for CIFAR-10 and SHVN, and Wide ResNet 28-8 backbone is for CIFAR-100.

| Methods           | CIFAR-10 1000 labels | CIFAR-10 4000 labels | CIFAR-100 2500 labels | SHVN 1000 labels | SHVN 4000 labels |
|-------------------|----------------------|----------------------|-----------------------|-----------------|-----------------|
| Π-Model [22]      | 80.25%               | 85.99%               | 42.75%                | 92.46%          | 92.63%          |
| Pseudo-Labeling [16] | 81.27%               | 83.91%               | 42.62%                | 90.06%          | 90.32%          |
| Mean Teacher [7]  | 82.68%               | 90.81%               | 46.09%                | 96.58%          | 96.61%          |
| VAT [6]           | 81.36%               | 88.95%               | 51.98%                | 94.02%          | 95.80%          |
| MixMatch [4]      | 92.25%               | 93.58%               | 60.06%                | 94.57%          | 97.53%          |
| UDA [8]           | 94.13%               | 95.12%               | 66.87%                | 97.45%          | 97.53%          |
| ReMixMatch [5]    | 94.27%               | 95.28%               | 72.57%                | 97.35%          | 97.58%          |
| FixMatch [3]      | 94.67%               | 95.69%               | 71.71%                | 97.64%          | 97.83%          |
| SimPLE [11]       | 94.81%               | 94.95%               | 71.83%                | 97.54%          | 97.31%          |
| Proposed ADT-SSL  | 94.82%               | 95.74%               | 72.97%                | 97.13%          | 97.45%          |

| Fully-Supervised  | 95.75%               | 80.93%               | 97.30%                |                 |                 |

columns of Table 1 that our ADT-SSL obtains the best performance. Note that CIFAR-10 has 60,000 labeled data. To our surprise, using only 4,000 labeled data (about 6.7% of the total labeled data), the proposed ADT-SSL achieves almost the same performance as the fully-supervised baseline. The difference in classification accuracy is only 0.01%. It can also be observed that all the compared methods perform better with increasing the number of labeled data from 1,000 to 4,000.

Results on CIFAR-100: For CIFAR-100, we empirically set \( \lambda_U^1 = 1 \), \( \lambda_U^2 = 150 \), and \( \lambda_S = 40 \). First, the number of labeled data is set to 2,500. The result is shown in the fourth column of Table 1. Clearly, our ADT-SSL achieves the best performance among all the compared SSL methods and exceeds its best competitor by 1.14%. Since CIFAR-100 has 100 classes and is a relatively complex dataset, all the compared methods perform much worse than the fully-supervised method. Also note that the fully-supervised method on CIFAR-100 is much worse than on CIFAR-10. As we use more labeled data, the SSL methods should show a clear enhancement. The result on 10,000 labeled data is shown in Table 2. We can see from Table 2 that testing on both WRN28-2 and WRN28-8, our method surpasses all the baselines by a large margin. By comparing Table 2 with the fourth column of Table 1, we clearly see that all the compared SSL methods obtain a significant improvement when using more labeled data. Even for the complex CIFAR-100 dataset, our ADT-SSL also approaches to the fully-supervised method on the Wide ResNet 28-8 backbone. Compared to the leading SimPLE [11], our ADT-SSL achieves over 1% improvement. It is worth emphasizing that ADT-SSL surpasses its best competitor by 3.32% on the Wide ResNet 28-8 backbone. This result demonstrates that ADT-SSL can deal with more difficult classification tasks and perform well on the lightweight backbone. This is due to the fact that the proposed class-adaptive threshold can balance the learning states of the model for each class. When the number of labeled data increases, ADT-SSL can better adjust the model training via \( L_X \). More importantly, because the class-adaptive threshold is extracted during the model training, the increase of labeled data means that the class-adaptive threshold can better reflect the learning state of each class.

Results on SVHN: For SVHN, we empirically set \( \lambda_U^1 = 4 \), \( \lambda_U^2 = 50 \), and \( \lambda_S = 16 \). The result is shown in Table 1. We can see from the last two columns of Table 1 that ADT-SSL does not perform best. But it is interesting that some SSL methods, such as UDA [8], ReMixMatch [5], FixMatch [3], SimPLE [11], and our ADT-SSL, outperform the fully-supervised method. The reasons might be...
Table 3: Ablation study on CIFAR-100 with the Wide ResNet 28-2 backbone.

| Ablation                  | Class-Adaptive Threshold | $\lambda_s$ | $\tau$ | $\gamma_s$ | $K$ | 10000 labels |
|---------------------------|---------------------------|-------------|--------|------------|-----|--------------|
| ADT-SSL                   | Adopt                     | 40          | 0.95   | 0.9        | 2   | 74.14%       |
| ADT-SSL                   | Adopt                     | 40          | 0.95   | 0.9        | 7   | 75.43%       |
| w/o $T_c$                 | Without                   | 40          | 0.95   | 0.9        | 2   | 73.58%       |
| w/o $T_c$                 | Without                   | 40          | 0.95   | 0.9        | 7   | 74.28%       |
| w/o Similar Loss          | Adopt                     | 0           | 0.95   | 0.9        | 2   | 73.63%       |
| w/o Similar Loss          | Adopt                     | 0           | 0.95   | 0.9        | 7   | 73.78%       |
| w/o $T_c$, w/o Similar Loss | Without                   | 0           | 0.95   | 0.9        | 2   | 70.99%       |
| $\tau=0.75, \gamma_s=0.9$ | Adopt                     | 40          | 0.75   | 0.9        | 2   | 74.48%       |
| $\tau=0.95, \gamma_s=0.7$ | Adopt                     | 40          | 0.95   | 0.7        | 2   | 74.51%       |
| $\tau=0.75, \gamma_s=0.7$ | Adopt                     | 40          | 0.75   | 0.7        | 2   | 74.41%       |

as follows: 1) SVHN consists of regular digits and thus is a relatively simple dataset. As a result, both the fully-supervised and semi-supervised methods can gain satisfactory performance on this dataset. Fortunately, most SSL methods adopt the data augmentation technology, thereby increasing the number of data and enlarging the diversity of data significantly. This results in a performance improvement of these SSL methods against the fully-supervised method. 2) All the existing SSL methods use a very high fixed threshold (e.g., 0.95) for pseudo-labeling the unlabeled data. Most models can output a high confidence for the unlabeled data due to easy recognition of regular digits. Therefore, this fixed threshold can pick out the most valuable unlabeled data. On the contrary, ADT-SSL extracts a lowest threshold of each class from the labeled data which can be correctly classified. Using this extracted threshold to pseudo label those unlabeled data could draw a certain amount of noisy labels into the model training, thus leading to performance degradation.

4.3 Ablation Study

In this part, we conduct an ablation study to analyze the contribution of each component of the proposed ADT-SSL. We use Wide ResNet 28-2 as the backbone and test on CIFAR-100 with 10,000 labeled data. The result is shown in Table 3. The performance of the proposed ADT-SSL is greatly increased as the number of augmentation forms increases. It shows that the proposed ADT-SSL can adapt to multiple forms of augmentations and learn more useful information from them. When we abandon either class-adaptive threshold or similar loss, there is a drop in classification accuracy. Especially when we simultaneously abandon both class-adaptive threshold and similar loss, the number of the unlabeled data participated in the training process will be dramatically reduced, resulting in a significant performance degradation. This demonstrates that the proposed class-adaptive threshold and similar loss can both contribute to the SSL method substantially.

In addition, we test the performance of ADT-SSL on different values $\tau$ and $\gamma_s$. We can see from the last three rows of Table 3, ADT-SSL remains a stable classification accuracy. This indicates ADT-SSL is robust to changes in the threshold values. This is because adjusting a single threshold of ADT-SSL will not affect the total number of unlabeled data participating in training. Therefore, there is no change in the overall loss.

5 CONCLUSIONS

In this paper, we have presented an Adaptive Dual-Threshold method for Semi-Supervised Learning (ADT-SSL). The major contributions of the paper can be summarized as follows: 1) We find that a large amount of unlabeled data whose predictions are below the fixed threshold have not been considered in existing SSL methods while these data are often of hard samples, enabling to benefit the model training. 2) A class-adaptive threshold method is proposed for the first time, which makes a large amount of unlabeled data be added to the model training, thus significantly boosting the performance of the SSL methods. 3) A novel similar loss is designed for learning from the highly similar unlabeled data, which makes the prediction of the model more consistent. 4) We propose to assign the four different loss functions to four different types of data respectively, namely supervised loss for labeled data, one unsupervised loss for unlabeled data above the fixed threshold, the other unsupervised loss for unlabeled data below the fixed threshold but above the adaptive threshold, and
similar loss for highly similar unlabeled data. 5) Both extensive experimental results and ablation study have demonstrated the proposed ADT-SST is on par with the state-of-the-art methods. Our findings suggest that massive valuable information can be mined from indefinitely extended unlabeled data, which provides a promising direction to boost the performance of SSL.
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