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Abstract

We computed both Word and Sub-word Embeddings using FastText. For Sub-word embeddings we selected Byte Pair Encoding (BPE) algorithm to represent the sub-words.

We evaluated the Biomedical Word Embeddings obtaining better results than previous versions showing the implication that with more data, we obtain better representations.

1 Introduction

BERT-like [Devlin et al., 2019] and GPT-like [Brown et al., 2020] Language Models’ effectiveness is corroborated for most of the Natural Language Processing tasks; however, computing more traditional embeddings is still useful as, for tasks with small data and/or scenarios not using large computational resources, they are still competitive.

These new embeddings use a new Spanish Biomedical Corpus, a Spanish Clinical Corpus, and the use of BPE embeddings. We explain the process of generating the embeddings from two unprecedented Spanish corpora of health. First, we describe the data and the cleaning process, then we explain the embedding methods and, finally, we report the evaluation results.

2 Corpora

We have developed two types of embeddings using two different corpora: the Spanish Biomedical Corpus and the Spanish Clinical Corpus. Since the Spanish Biomedical Corpora is of a much larger magnitude in size than the Clinical Corpora, we decided to compute embeddings separately and provide them as distinct resources.

2.1 Spanish Biomedical Corpora

We used a big biomedical corpora gathering from a variety of medical resources, namely scientific literature, clinical cases and crawled data.

Table 1 shows the composition of the largest Spanish Biomedical Corpora ever made. The corpus includes: cardiology clinical cases, radiology clinical cases, clinical cases books, COVID clinical cases, EMEA clinical cases1 (Tiedemann, 2012), medical patents, Life Sciences Wikipedia download, barr2 background (Intxaurrondo et al., 2018), PubMed data, Reed1 Medline data, Gen-
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1EMEA is a corpus of biomedical documents retrieved from the European Medicines Agency (EMEA). The corpus includes documents related to medicinal products and their translations into 22 official languages of the European Union.

2Registro español de estudios clínicos: https://reec.aemps.es/reec/public/web.html
3 Methods

We provide two type of embeddings: FastText Word Embeddings and BPE Sub-word Embeddings.

3.1 FastText Embeddings

FastText embeddings are explained in Bojanowski et al. (2017). We tokenized the sentences and used the script available in the website: https://fasttext.cc/docs/en/unsupervised-tutorial.html As embedding size we used 50, 100 and 300 dimensions. For embedding methods, we used CBOW and Skip-gram. For the Biomedical Corpora, we set the minimum threshold for word frequency to 1 but for the Clinical Corpora we increased the threshold to 4 to avoid leaking sensitive data.

3.2 BPE Embeddings

BPE embeddings are introduced in Heinzerling and Strube (2018). The vocabulary size parameter controls the sub-word splitting mechanism. We set the vocabulary size to 8,000 in the case of the Clinical domain and 10,000 in the case of the Biomedical domain. For the uncased version, before computing the BPE vocabulary, the corpus is lower cased. After computing the BPE subwords, FastText embeddings are computed using the official script, omitting the word threshold in the clinical corpus.

4 Evaluation

We evaluated the biomedical embeddings using the same scenario of a previous work Soares et al. 2019 using the PharmaCoNER dataset (Gonzalez-Agirre et al. 2019). Clinical Word Embeddings and Sub-word embeddings are not evaluated due to the lack of a suitable evaluation scenario. Table 2 shows the results.

With this new version (v3.0) of the Biomedical Word Embeddings, we obtain almost 91% and 90% in both cased and uncased validation sets and the Skip-gram embedding method. In the test set we obtain

Table 1: Biomedical Corpora (Bio-Corpus) resources.

| Resource name       | Size (tokens) |
|---------------------|---------------|
| Medical crawler     | 746,368,185   |
| Books general       | 97,146,139    |
| Scielo              | 60,007,289    |
| BARR2:background    | 24,516,442    |
| Wikipedia:life:sciences | 13,890,501 |
| Patents             | 13,463,387    |
| EMEA                | 5,377,448     |
| REEC                | 4,283,453     |
| Mespen:Medline      | 4,166,077     |
| Pubmed              | 1,858,966     |
| Books of clinical cases | 1,024,797  |
| Radiology clinical cases | 170,997    |
| Cardiology clinical cases | 147,790  |
| Covid clinical cases | 82,091       |

2.2 Spanish Clinical Corpora

The clinical Corpora is conformed by 5 main corpora, the information contained by these corpora are mainly COVID-19 cases and ictus cases.

2.3 Cleaning

The source of the corpora of both biomedical and clinical domains is of multiple typologies: PDF, WARCs, plain text, etcetera. We cleaned each corpus independently applying a cleaning pipeline with customized operations designed to read data in different formats, split into sentences, perform language detection, remove noisy and malformed sentences, deduplicate and eventually output the data with their original document boundaries. Finally, in order to avoid repetitive content, we concatenated all the individual corpora and deduplicated again common documents among them.

2.4 Table 1: Biomedical Corpora (Bio-Corpus) resources.
Table 2: Bio-Corpus embeddings (v3.0) compared to previous versions of the Spanish Biomedical Word Embeddings.

almost 90% in both cased and uncased test sets using the Skip-gram embedding method. We improve the results of previous versions of the embeddings in both validation and test sets.

5 Conclusions & Future Work

In this work we provide new materials for the Natural Language Processing community regarding medical domain in Spanish. With these resources we aim to fill the lack of resources in medical AI due to the sensitivity of medical data.

We explained how our corpora is conformed, the embedding methods we used and the evaluation we followed.

We have shown that with larger corpus, our embeddings capture more information to accomplish the evaluation providing better results. Our embeddings show a steady improvement as more corpora have been available.

Materials

All the Embeddings have been uploaded to Zenodo:

- Biomedical Word Embeddings:
  [https://zenodo.org/record/4543236](https://zenodo.org/record/4543236)

- Biomedical Sub-word Embeddings:
  [https://zenodo.org/record/4557459](https://zenodo.org/record/4557459)

- Clinical Word Embeddings:
  [https://zenodo.org/record/4552042](https://zenodo.org/record/4552042)

- Clinical Sub-word Embeddings:
  [https://zenodo.org/record/4555598](https://zenodo.org/record/4555598)
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