Significant Wave Height Estimation from Joint CYGNSS DDMA and LES Observations

Shuai Yang 1,2, Shuanggen Jin 1,*, Yan Jia 3 and Mingda Ye 1,2

Citation: Yang, S.; Jin, S.; Jia, Y.; Ye, M. Significant Wave Height Estimation from Joint CYGNSS DDMA and LES Observations. Sensors 2021, 21, 6123. https://doi.org/10.3390/s21186123

Abstract: The significant wave height (SWH) of oceans is the main parameter in describing the sea state, which has been widely used in the establishment of ocean process models and the field of navigation and transportation. However, traditional methods such as satellite radar altimeters and buoys cannot achieve SWH estimations with high spatial and temporal resolution. Recently, the spaceborne Global Navigation Satellite System reflectometry (GNSS-R) has provided an opportunity to estimate SWH with a rapid global coverage and high temporal resolution observations, particularly with the Cyclone Global Navigation Satellite System (CYGNSS) mission. In this paper, SWH was estimated using the polynomial function relationship between SWH from ERA5 and Delay-Doppler Map Average (DDMA) as well as Leading Edge Slope (LES) from CYGNSS data. Then, the SWH estimated from CYGNSS data was validated by ERA-Interim data, AVISO data, and buoy data. The results showed that the average correlation coefficient of CYGNSS SWH was 0.945, and the average RMSE was 0.257 m when compared to the ERA-Interim SWH data. The RMSE was 0.423 m and the correlation coefficient was 0.849 when compared with the AVISO SWH. The correlation coefficient with the buoy data was 0.907, and the RMSE was 0.247 m. This method can provide suitable SWH estimation data for ocean dynamics research and ocean environment prediction.
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1. Introduction

The height and length of ocean waves vary randomly in time and space. This variance can be described by ocean wave spectra and parameters. Significant wave height (SWH) is defined as the average height of the highest one-third of waves in the wave spectrum [1], which is an important component of ocean wave parameters. High-quality SWH parameters are crucial to study climate change, ocean processes, and marine transportation. With the development of satellite technology, satellite observation has become an important approach for characterizing ocean waves. For instance, satellite radar altimeters have been used for global SWH estimations since 1970, such as GEOSAT (1985–1990), ERS-1 (1991–2000), Jason-2 (2008–2019), HY-2A (2011–present) [2], Jason-3 (2016–present), HY-2C (2020–present), and HY-2B (2018–present). Synthetic aperture radar (SAR) technology can also achieve SWH estimations [3]. The satellite observation techniques also can estimate sea level change [4] and coastal dynamic processes [5]. Currently, satellite altimeters can measure SWH with deviations of 3.8 ± 4.0 cm [6], and SAR measurement can achieve a root mean square error of 0.32 m [3], but these techniques have long observation periods and cannot achieve high temporal resolution measurements. Though buoys can achieve high-temporal-resolution measurement, they cannot provide large-scale information on ocean waves [7]. Therefore, SWH estimations with high temporal and spatial resolution at a global scale are challenging.
Global Navigation Satellite System reflectometry (GNSS-R) is a passive remote sensing technique that uses GNSS signals reflected from Earth’s surface to obtain various information about the reflective surface characteristics [8,9]. GNSS-R technology has been used for monitoring sea surface height changes [10], soil moisture [11], snow accumulation [12], forests [13], ocean wind speed [14,15], and sea ice [16]. Yin et al. [17] confirmed that SWH was related to the significant coherence time of the interferometric complex field (ICF) [18], and showed that the SWH had an average deviation of 0.136 m and a root mean square error of 0.169 m. Alonso-Arroyo et al. [19] used interference pattern technology (IPT) to achieve SWH accuracy of 6 cm with a time resolution of 30 min. Wang et al. [20] proposed a new SWH retrieval method based on the expected values of the normalized waveform with an experimental average deviation of $-0.06$ m, a root mean square of 0.26 m, and a correlation coefficient of 0.93. Xu et al. [21] proposed a computational method for modeling derivative functions based on correlation functions (DCF) using airborne GNSS-R experiments. Ling et al. [22] proposed a computational method to estimate SWH using signal-to-noise ratio (SNR) modeling by reflected signals with an RMSE of 0.2431 m. The above inversion methods were based on ground-based or airborne GNSS-R equipment that cannot achieve large-range measurements, while the ICF and IPT methods are relatively complex. The UK-DMC satellite, which was launched by the United Kingdom in 2003, verified the feasibility of spaceborne GNSS-R technology [23]. The TechDemonsat-1 (TDS-1) satellite by Surrey Satellite Technology Ltd. launched in 2014 can generate Delay Doppler Map (DDM), which is an important data product for spaceborne GNSS-R technology [24]. In 2016, NASA successfully launched the spaceborne Cyclone Global Navigation Satellite System (CYGNSS) mission, which consists of eight small satellites with an orbital inclination of 35° and provides large-scale measurements with high spatial and temporal resolution [25]. This mission provided the opportunity to estimate SWH at a near-global scale through spaceborne GNSS-R observations. Peng et al. [26] first used the SNR of DDM data provided by CYGNSS to estimate SWH and verified the feasibility of SWH estimation from the spaceborne GNSS-R technique, while the SNR-based measurement method was derived from the X-band radar measurement formula. The Delay-Doppler Map Average (DDMA) and Leading Edge Slope (LES) generated from DDM data [27] can effectively reflect information on the physical parameters of the reflecting surface. Therefore, it is possible to estimate SWH using the DDMA and LES data.

In this paper, a new SWH inversion method is presented using joint DDMA and LES measurements from CYGNSS. This method, based on CYGNSS, can achieve a larger observation range, better accuracy, and higher temporal resolution than previous ground- or air-based GNSS-R measurements. In the following, the SWH was estimated using DDMA, LES, and joint DDMA and LES, which were validated by ERA-Interim data, AVISO data, and buoy data. In Section 2, the CYGNSS data and SWH estimation methods are introduced. The results and accuracy analysis are presented in Section 3. Section 4 analyzes the error, and the conclusion is given in Section 5.

2. Data and Methods

2.1. CYGNSS Data

Figure 1a shows the ground track of one CYGNSS satellite in one day, and Figure 1b presents the ground track of all CYGNSS satellites on the same day. The revisit time of CYGNSS is 3–7 h, which can estimate ocean parameters fast over a large area within the observation range. DDM is the main observation data of CYGNSS, which are 2D maps of scattered power from the reflecting surface. DDM is a function of the difference in propagation time and Doppler shift of the scattered signal relative to the direct signal. The maximum value of the DDM corresponds to the location of the specular reflection point (SP). DDMA and LES can be calculated and Equations (1)–(3) show the specific calculation process.
DDMA is the average scattered power computed over the specified delay/Doppler window of the DDM around the SP. Normally, the selection window is a $3 \times 5$ matrix. The DDMA can be calculated by Equation (1), where $\Delta \tau = \tau_m - \tau_1$, $\Delta f = f_n - f_1$, $Y(\tau_m, f_n, t_i)$ is the scattered power value minus the noise at $\tau_m$ and $f_n$. LES is the slope of the leading edge of the integrated delay waveform (IDW) over a specified delay range (the normal choice is zero delays). LES can be calculated with Equations (2) and (3), wherein $\Delta \tau = \tau_2 - \tau_1$ is the delay interval, $\alpha$ and $c$, respectively, represent the best-fit slope and intercept for linear fitting to the leading-edge region of the IDW leading-edge center point [27].

$$DDMA(\Delta \tau, \Delta f, t_i) = \frac{1}{NM} \sum_{m=1}^{N} \sum_{n=1}^{M} Y(\Delta \tau_m, f_n, t_i)$$ (1)

$$IDW(\Delta \tau_k, \Delta f, t_i) = \frac{1}{N} \sum_{n=1}^{N} Y(\Delta \tau_k, f_n, t_i)$$ (2)

$$LES(\Delta \tau, \Delta f, t_i) = \arg \min_{\alpha, c} \{ \frac{1}{2} \sum_{k=1}^{2} IDW(\Delta \tau, \Delta f, t_i) - (\alpha \tau_k + c)^2 \}$$ (3)

Here DDMA, LES, and latitude and longitude values of SP were chosen as parameters. To obtain high-quality observational data, the CYGNSS Level 1 version 2.1 data was filtered. The filter conditions were as follows:

1. Some invalid data were eliminated through the quality control flags for CYGNSS data;
2. Data with specular reflection points more than 25 km far away from the land were selected to reduce the modeling error;
3. Observation data range was defined as $38^\circ$ N–$38^\circ$ S in the latitude and $0$–$360^\circ$ in the longitude.

2.2. Model Data

SWH data from the fifth-generation reanalysis (ERA5) [28] dataset published by the European Center for Medium Range Weather Forecasts (ECMWF) were applied as the true values. ERA5 is an upgrade to ERA-Interim, which was improved temporal resolution from 6 h to 1 h, compared to ERA-Interim, and existing studies have shown that results based on ERA5 data are superior to those based on ERA-Interim data [29,30]. The range of the selected ERA5 SWH data was consistent with CYGNSS data, with a spatial range of $38^\circ$ N to $38^\circ$ S, $180^\circ$ W to $180^\circ$ E, and a spatial resolution of $0.5^\circ \times 0.5^\circ$. The ERA-Interim data and
the AVISO data are used as comparison at a large scale. However, the AVISO dataset has a spatial resolution of $1^\circ \times 1^\circ$ and a temporal resolution of one day. Thus, the estimation results from the CYGNSS data need to be matched with AVISO data. Buoy observations from the National Data Buoy Center (NDBC) were selected for comparison. In order to match CYGNSS observations, the buoy should be far from land (>25 km) with spatially ranging between $38^\circ$ N and $38^\circ$ S, and working properly in 2018. The coverage of the selected ERA5 data and AVISO data on 6 June 2018 is shown in Figure 2. The distribution of the selected buoys is shown in Figure 2c.

![Figure 2. Distribution of ERA5 data on 6 June 2018 (a), AVISO data on 6 June 2018 (b), and selected NDBC buoy sites (c).](image)

### 2.3. SWH Estimation

Different sea conditions cause different degrees of reflection and scattering of electromagnetic signals on the sea surface. The GNSS signal is reflected by the sea level and received by the reflector antenna of the CYGNSS satellite. As a result, the DDM based on the difference between the reflected and direct signal can reflect various physical parameters of the sea surface. To estimate SWH using CYGNSS data, it is necessary to establish the correlation between the observed data and the SWH data. Since the traditional Pearson correlation coefficient ($r$) is only applicable to linear correlation analysis, this paper introduced the maximal information coefficient (MIC) for nonlinear correlation analysis. MIC is a correlation analysis method [31], which uses an unequal interval optimization method and has the advantages of universality and equivalence. The MIC value ranges from 0 to 1. This parameter can effectively reflect the degree of correlation between the two variables [32,33], which is calculated from Equation (4). In Equation (4), $x$ and $y$ are arbitrary variables, $P(x, y)$ is the joint probability density function, $P(x)$ and $P(y)$ are the edge density function, $m$ and $n$ are the given frame size, and $B$ is taken to the 0.6 power of the data.

$$MIC(x, y) = \max_{m \times n < B} \frac{\sum_x \sum_y P(x, y) \log_2 \left( \frac{P(x, y)}{P(x)P(y)} \right)}{\log_2(mn)}$$  \hspace{1cm} (4)
Figure 3 shows the linear and nonlinear relationship between DDMA/LES and SWH within the same time scale (7 days), where the mean absolute value of $R$ between DDMA and SWH was 0.175 and the average value of MIC was 0.417, while the mean absolute value of $R$ between LES and SWH was 0.147 and the value of MIC was 0.401. Figure 3a,c show that the absolute value of $R$ between DDMA or LES and SWH was mostly close to zero without a clear linear correlation. The distribution of the MIC parameters of the SWH is shown in Figure 3b,d. The MIC values are greater than 0.25 in most areas, showing that DDMA and LES have a good nonlinear correlation with SWH. Therefore, it is feasible to estimate SWH by establishing a functional expression between DDMA/LES and SWH.

![Figure 3](image)

**Figure 3.** Distribution of correlation coefficients and maximal information coefficients between DDMA/LES and SWH.

Because of the complexity and variability of the marine environment, this study divided the observations according to a $0.5^\circ \times 0.5^\circ$ grid. While it is evident from Figure 3 that DDMA/LES had a good nonlinear correlation with SWH, the specific functional form was unknown. Hence, the n-order polynomial (n ranging from 2 to 10) in Equation (5) was chosen for parameter fitting in this paper, where $x$ represents the DDMA or LES value, $\omega$ is the fitting coefficient, and $y$ is the SWH data provided from the ERA5 dataset.

$$y(x, \omega) = \omega_0 x^0 + \omega_1 x^1 + \omega_2 x^2 + \ldots + \omega_n x^n = \sum_{i=0}^{n} \omega_i x^i \quad (5)$$

Based on the n-order polynomial form of Equation (5), three SWH inversion methods are proposed in this paper, namely: (1) an n-order inversion method based on DDMA (DDMA); (2) an n-order inversion method based on LES (LES); and (3) an n-order joint inversion method from both DDMA and LES (DDMA–LES). The calculation process of the
three methods is shown in Figure 4. The filtering conditions for CYGNSS data are the same as those calculated for CYGNSS Level 2 data, which is DDMA from 0–1000 and LES from −300–1700. The weighted average is based on the degree of fitting between DDMA and LES, and the threshold of the data is set as the maximum value of SWH in the training data for subsequent accuracy comparisons.

Figure 4. Flowchart diagram of the three inversion methods.

2.4. Data Comparison Method

To quantify the various accuracy indicators in the data processing, four evaluation indicators were used: mean deviation (Bias), root mean square error (RMSE), Pearson correlation coefficient ($R$), and mean absolute error (MAE). In the following Equations (6)–(9), $x_i$ is an estimated value from CYGNSS data; $y_i$ represents ERA5 data, ERA-Interim data, AVISO data, or buoy observation value; $\bar{x}$ and $\bar{y}$ represent the average of $x$ and $y$; and $N$ is the amount of data involved in the calculation.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (x_i - y_i)^2}{N}}
\]

\[
Bias = \frac{\sum_{i=1}^{N} (x_i - y_i)}{N}
\]

\[
R = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2 \sum_{i=1}^{N} (y_i - \bar{y})^2}}
\]

\[
MAE = \frac{\sum_{i=1}^{N} |x_i - y_i|}{N}
\]

3. Results and Evaluation

3.1. SWH from CYGNSS

Based on the three methods presented in Section 2.3, the data from 152 to 158 days of the year (DOY) in 2018 were chosen for case studies. Fitting was carried out using a polynomial function, where $n$ ranges from 2 to 10. Figure 5 is a schematic representation of the bias between the CYGNSS inversion results and the ERA5 data. All three methods...
have large bias values for each order function on DOY 154 and 158, although these values are still within a small deviation range (±0.04 m). When the value of n is 3, the deviation of the error reached its minimum. The bias of the joint inversion results based on DDMA and LES was 0.0382 m. The mean bias based on DDMA inversion was 0.0398 m, and the average deviation based on LES inversion was 0.0383 m. The mean bias distributions of the three inversion methods were highly similar.

Figure 5. The bias of different order functions with three inversion methods.

Figure 6a–c shows the RMSE distributions for the three inversion methods. The results of the LES inversion method have a very large deviation on the DOY 155. The DDMA and DDMA–LES methods also yielded a peak on DOY 155, however, the amplitude was relatively small. When n was set to 3, all three inversion methods had excellent RMSE values. The average RMSE was 0.2778 m based on the DDMA–LES method, 0.2852 m based on DDMA inversion, and 0.2812 m based on LES inversion.

Figure 6. $R$ and RMSE values of different order functions from three inversion methods.

$R$ distributions for the three inversion methods are shown in Figure 6d–f. The LES inversion method shows that the $R$ distribution was symmetrical to the RMSE distribution.
The LES method also had a large $R$ bias on DOY 155, therefore, the results of the LES method were poorer on DOY 155. The DDMA and DDMA–LES methods showed relatively little fluctuation on DOY 155. It can be seen from Figure 6 that there was a good correlation between RMSE and $R$. The average $R$ was 0.9250 based on the DDMA–LES method, 0.9226 based on DDMA inversion, and 0.9243 based on LES inversion. The above analysis of bias, RMSE, and $R$ demonstrated which order of polynomial was best and that the joint inversion method using DDMA and LES was the best.

To verify the quality of the three inversion methods and improve generality and reliability, an analysis of one modeling cycle is selected for each month of 2018. As shown in Figure 7, the DDMA–LES method consistently provided good stability and accuracy. The mean bias of the DDMA–LES method was $-0.0040$ m, the mean RMSE was 0.2156 m, and the mean $R$ value was 0.9646. The mean bias of the DDMA method was $-0.0040$ m, the mean RMSE was 0.2449 m, and the mean $R$ value was 0.9562. The mean bias based on LES inversion was $-0.0035$ m, the mean RMSE was 0.2279 m, and the mean $R$ value was 0.9621. The joint inversion of DDMA and LES based on third-order polynomial functions had a slightly larger average bias than the DDMA and LES inversions alone, but with better RMSE and $R$. Therefore, the joint inversion method was the best of the three methods.

Figure 7. Bias, $R$, and RMSE value of different functions of three inversion methods.

3.2. Comparing with ERA-Interim SWH Data

Following the analysis in Section 3.1, the joint DDMA and LES inversion method based on third-order polynomial functions was selected for subsequent accuracy verification and error analysis in this paper. To ensure consistency of data evaluation criteria in this paper, the ERA-Interim data needed to be converted from a temporal resolution of 6 h to one of one day. Figure 8a shows the SWH results of the joint inversion, Figure 8b shows the ERA-Interim data, and Figure 8c shows the distribution of deviations between the inversion results and the ERA-Interim data. The white areas in Figure 8 are caused by missing or exceeded thresholds in the observed data. Most of the deviations were concentrated around zero, as shown in Figure 8c, but there was a region of larger deviations in the marginal region and near the Philippines. There are two reasons for this phenomenon: 1. the margin region is near 40° S, where there are fewer valid observations, resulting in a poor fit to the model; 2. the dense distribution of islands in the Philippines leads to poor inversion results based on CYGNSS data. Table 1 shows the results of the joint inversion with reference values for various evaluation indicators in 2018. The average bias was $-0.008$ m, the mean RMSE was 0.257 m, and the average $R$ is 0.945. Thus, the results of the joint inversion
with DDMA and LES were highly correlated with the reference values and gave a strong indication of the distribution of SWH.

![SWH from CYGNSS](image1)

![SWH from ERA-Interim](image2)

![Residual Distribution](image3)

**Figure 8.** The difference between the CYGNSS estimated SWH and ERA-Interim (DOY 157, 2018).

**Table 1.** Comparison of CYGNSS results and ERA-Interim data.

| DOY | 23  | 39  | 70  | 111 | 143 | 157 | 185 | 226 | 247 | 287 | 306 | 342 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| RMSE (m) | 0.246 | 0.227 | 0.246 | 0.233 | 0.329 | 0.247 | 0.304 | 0.257 | 0.267 | 0.245 | 0.242 | 0.240 |
| Bias (m) | -0.016 | -0.014 | 0.007 | -0.040 | 0.009 | -0.024 | 0.005 | -0.014 | -0.023 | -0.005 | 0.023 | -0.006 |
| R | 0.938 | 0.937 | 0.946 | 0.950 | 0.927 | 0.956 | 0.954 | 0.957 | 0.956 | 0.943 | 0.926 | 0.952 |

**3.3. Comparison with AVISO SWH Data**

The ERA5 dataset provided by the ECMWF was used as the reference true value to build a polynomial model of SWH based on the joint inversion of DDMA and LES. Thus, the temporal resolution of the data was 1 h, and the spatial resolution was $0.5^\circ \times 0.5^\circ$. To compare and analyze data provided by AVISO, with a temporal resolution of 1 day and a spatial resolution of $1^\circ \times 1^\circ$, the inversion results were transformed into a gridded product with the same resolution. The SWH distribution of the joint inversion method is shown in Figure 9a, the AVISO data distribution is in Figure 9b, and the deviation distribution of the inversion results from the AVISO data is in Figure 9c. Figure 9 shows that the deviation values were mainly concentrated at $-0.8$ m, and the larger areas of deviation were similar to those in Section 3.2. Table 2 shows the difference evaluation index between the joint inversion results and AVISO data in 2018. The average bias was 0.008 m, the average RMSE was 0.423 m, and the average $R$ was 0.849. Comparison of the AVISO data with the ERA-Interim data shows that the monthly average bias values in 2018 were of opposite sign, and the AVISO data had poor RMSE and $R$ values. Firstly, the SWH inversion from CYGNSS data uses the ERA5 data as the reference true value, and therefore, the difference between the ERA5 data and the AVISO data results in poor RMSE and $R$ values. Secondly, the reclassification of the inversion causes a change in the deviation values.
Figure 9. The difference between the CYGNSS inversion result of SWH and AVISO (DOY 157, 2018).

Table 2. Comparison of CYGNSS results and AVISO data.

| DOY | 23  | 39  | 70  | 111 | 143 | 157 | 185 | 226 | 247 | 287 | 306 | 342 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| RMSE (m) | 0.391 | 0.400 | 0.438 | 0.425 | 0.488 | 0.386 | 0.489 | 0.457 | 0.427 | 0.412 | 0.331 | 0.429 |
| Bias (m)  | 0.024 | −0.035 | −0.030 | −0.025 | 0.037 | −0.003 | 0.064 | 0.069 | 0.005 | −0.025 | 0.011 | 0.004 |
| R      | 0.844 | 0.808 | 0.845 | 0.817 | 0.842 | 0.889 | 0.858 | 0.863 | 0.863 | 0.836 | 0.864 | 0.858 |

3.4. Comparison with Buoy Data

Buoy data is an important component of SWH measurements in addition to the two types of data mentioned above. To ensure the consistency of the accuracy evaluation, the following treatment was applied to the buoy data: buoy coordinates were converted to a grid of $0.5^\circ \times 0.5^\circ$ distribution, the error value in the buoy data was deducted and the observations were averaged over the day. Figure 10 shows the distribution and correlation between buoy data and joint inversion results. The linear relationship between the inversion results and the buoy value can be represented as $y = 1.095 \times x - 0.2036$. The error bar distribution in Figure 10 shows that the deviation between the inversion results and the buoy observations did not vary with the SWH value. Table 3 shows the evaluation index of the inversion results and the buoy observations. The average bias was 0.074 m, the average RMSE was 0.247 m and the average $R$ was 0.907. Therefore, the joint CYGNSS inversion results were correlated well with the buoy observations.

Table 3. Comparison of CYGNSS results and buoy data.

| DOY | 23  | 39  | 70  | 111 | 143 | 157 | 185 | 226 | 247 | 287 | 306 | 342 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| RMSE (m) | 0.331 | 0.281 | 0.310 | 0.184 | 0.308 | 0.196 | 0.197 | 0.164 | 0.238 | 0.206 | 0.219 | 0.328 |
| Bias (m)  | 0.042 | 0.077 | 0.136 | 0.004 | 0.159 | 0.064 | 0.035 | 0.072 | 0.074 | 0.133 | 0.061 | 0.032 |
| R      | 0.932 | 0.915 | 0.873 | 0.945 | 0.855 | 0.966 | 0.943 | 0.958 | 0.810 | 0.910 | 0.894 | 0.883 |
4. Error Analysis

In Section 3, the results of the joint inversion method of DDMA and LES based on the third-order polynomial are presented and compared. The results were demonstrated a high accuracy SWH estimation through comparative analysis with ERA-Interim data, AVISO data, and buoy data. The CYGNSS data can estimate SWH with high spatial resolution, which is beneficial to the study of small-scale SWH variations.

However, the errors in the inverse model shift with the latitude. Figure 11 shows the distribution of MAE values for the CYGNSS inversion results with ERA5, ERA-Interim, and AVISO data at 1° interval. It can be found that the MAE values were smaller in lower-latitude areas, and the error values were higher in high-latitude areas. The difference between the AVISO data and the ERA5 data resulted in a large bias in the error distribution at lower latitudes as well. The data from ERA-Interim fit well with the data from ERA5. Since the MAE was within 0.2 m in regard to the ERA5 dataset, which was lower than the RMSE of the model, it did not have a significant impact on the model. The bias in the ERA5 data and ERA-Interim data was raised because the model fitting used the small amount of CYGNSS data at high latitudes, and the large bias in the AVISO data was probably due to the regridding of the model data from 0.5° × 0.5° to 1° × 1°.

Furthermore, the SNR of CYGNSS sea surface observation data was poor. Figure 12c shows the SNR distribution of sea surface reflection points during the day. The maximum SNR during the day at sea was only 12 dB, and most areas are between 0–4 dB. The lower SNR affects data quality and model accuracy. The distribution of the normalized DDMA and LES data is shown in Figure 12a,b. Figure 12 shows that the amount of data was not necessarily large where the SNR was high.

To further improve the SWH accuracy of the joint DDMA and LES inversion, the high SNR data of the CYGNSS observations should be used. However, an excessively high SNR would reduce the number of observations, which will degrade the inversion accuracy.
Figure 11. Distribution of MAE with the latitude for different data.

Figure 12. (a) Normalized distribution of DDMA data volumes; (b) normalized distribution of LES data volumes; and (c) SNR distribution of CYGNSS reflection points (DOY 215, 2019).

5. Conclusions

In this paper, three methods were proposed to estimate SWH from CYGNSS data based on polynomial function models. The accuracy and stability of the three inversion methods at different n-orders were analyzed from 2018 DOY 152 to 158. The results showed that the accuracy and stability of the third-order polynomial function were the best. Through analysis of the data extracted for each month of 2018, the joint inversion results based on DDMA and LES gave an average bias of $-0.0040$ m, an average RMSE value of $0.2156$ m, and an average $R$ of 0.9646. The results showed that the accuracy of the joint inversion based on the DDMA and LES methods was the best.

The accuracy and reliability of the method were further analyzed by comparing the joint inversion results with ERA-Interim data, AVISO data, and NDBC buoy data. The
mean bias between the joint inversion result and the ERA-Interim data was \(-0.008\) m, the mean RMSE was \(0.257\) m, and the mean R value was \(0.945\). Because of the differences between the ERA5 data and the AVISO data, the R values between the inversion results and the AVISO data were minimal, but the correlation was high. The mean bias was \(0.008\) m, the mean RMSE was \(0.423\) m and the mean R value was \(0.849\). Furthermore, the difference between the joint inversion result and the buoy data did not change with the SWH. Therefore, the joint inversion method from CYGNSS DDMA and LES can well estimate SWH with high accuracy and realize the rapid global SWH estimation at a large scale, which provides a new data source for ocean dynamics research.

**Author Contributions:** Conceptualization, S.Y. and S.J.; Data curation, S.Y.; Formal analysis, S.Y.; Funding acquisition, S.J.; Investigation, S.Y.; Methodology, S.Y. and S.J.; Project administration, S.J.; Software, S.Y.; Supervision, S.J.; Validation, S.Y.; Writing—original draft, S.Y. and S.J.; Writing—review & editing, S.Y., S.J., Y.J. and M.Y. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was funded by the Strategic Priority Research Program Project of the Chinese Academy of Sciences (Grant No. XDA23040100), National Natural Science Foundation of China (Grant No. 41761134092), Shanghai Leading Talent Project (Grant No. E056061), Jiangsu Province Distinguished Professor Project (Grant No. R2018T20), and Startup Foundation for Introducing Talent of NUIST (Grant No. 2243141801036).

**Acknowledgments:** We thank the following organizations for providing the data used in this work: NASA, AVISO, NOAA, and European Center for Medium-Range Weather Forecasts (ECMWF). The data presented in this study are available from the corresponding websites: https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/ (accessed on 23 July 2021), https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=form (accessed on 23 July 2021), https://www.ndbc.noaa.gov/ (accessed on 23 July 2021), https://www.aviso.altimetry.fr/en/data/products.html (accessed on 23 July 2021), https://cygnss.engin.umich.edu/ (accessed on 23 July 2021).

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Holthuijsen, L.H. *Waves in Oceanic and Coastal Waters*; Cambridge University Press: Cambridge, UK, 2007.
2. Shanas, P.R.; Kumar, V.S.; Hithin, N.K. Comparison of gridded multi-mission and along-track mono-mission satellite altimetry wave heights with in situ near-shore buoy data. *Ocean Eng.* 2014, 83, 24–35. [CrossRef]
3. Xue, S.; Geng, X.; Yan, X.-H.; Xie, T.; Yu, Q. Significant wave height retrieval from Sentinel-1 SAR imagery by convolutional neural network. *J. Oceanogr.* 2020, 76, 465–477. [CrossRef]
4. Kumar, S.P.; Snaith, H.; Challenor, P.; Guymer, H.T. Seasonal and inter-annual sea surface height variations of the northern Indian Ocean from the TOPEX/POSEIDON altimeter. *Indian J. Mar. Sci.* 1998, 27, 10–16.
5. Birol, F.; Roblou, L.; Lyard, F.; Llovel, W.; Ménard, Y. Towards Using Satellite Altimetry for the Observation of Coastal Dynamics. *ESASP* 2006, 614, 23.
6. Xu, X.-Y.; Xu, K.; Shen, H.; Li, Y.-L.; Liu, H.-G. Sea Surface Height and Significant Wave Height Calibration Methodology by a GNSS Buoy Campaign for HY-2A Altimeter. *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.* 2016, 9, 5252–5261. [CrossRef]
7. Bo, W.; Min, L.; Liu, S.; Chen, S.; Zhu, Q.; Wang, H. Current status and trend of ocean data buoy observation technology applications. *Chin. J. Sci. Instrum.* 2014, 35, 2401–2414.
8. Martin-Neira, M. A Passive Reflectometry and Interferometry System (PARIS): Application to ocean altimetry. *ESA J.* 1993, 17, 331–355.
9. Nasser, N.; Jin, S. Physical Reflectivity and Polarization Characteristics for Snow and Ice-Covered Surfaces Interacting with GPS Signals. *Remote Sens.* 2013, 5, 4006–4030.
10. Li, W.Q.; Cardellach, E.; Fabra, F.; Ribó, S.; Rius, A. Assessment of Spaceborne GNSS-R Ocean Altimetry Performance Using CYGNSS Mission Raw Data. *IEEE Trans. Geosci. Remote Sens.* 2020, 58, 258–260. [CrossRef]
11. Rodriguez-Alvarez, N.; Bosch-Lluis, X.; Camps, A.; Vall-Illsbera, M.; Valencia, E.; Marchan-Hernandez, J.F.; Ramos-Perez, I. Soil Moisture Retrieval Using GNSS-R Techniques: Experimental Results Over a Bare Soil Field. *IEEE Trans. Geosci. Remote Sens.* 2009, 47, 3616–3624. [CrossRef]
12. Rodriguez-Alvarezo, N.; Aguasca, A.; Valencia, E.; Bosch-Lluis, X.; Ramos-Perez, I.; Park, H.; Camps, A.; Vall-illosera, M. Snow monitoring using GNSS-R techniques. In Proceedings of the International Geoscience and Remote Sensing Symposium, Vancouver, BC, Canada, 24–29 July 2011; pp. 4375–4378.

13. Wu, X.; Jin, S. GNSS-Reflectometry: Forest canopies polarization scattering properties and modeling. Adv. Space Res. 2014, 54, 863–870. [CrossRef]

14. Dong, Z.; Jin, S. Evaluation of Spaceborne GNSS-R Retrieved Ocean Surface Wind Speed with Multiple Datasets. Remote Sens. 2019, 11, 2747. [CrossRef]

15. Wang, S.L.; Zhao, Y.P.; Shu, Y.; Yuan, H.N.; Geng, J.; Wang, S.P. Fast search local extremum for maximal information coefficient. Sensors 2021, 21, 6123.

16. Li, W.; Cardellach, E.; Fabra, F.; Rius, A.; Ribo, S.; Martin-Neira, M. First spaceborne phase altimetry over sea ice using TechDemoSat-1 GNSS-R signals. Geophys. Res. Lett. 2020, 47, 8369–8376. [CrossRef]

17. Yin, C.; Cao, Y.C.; Zhu, B.; Ming-Li, L.I.; Hong-Jia, W.U.; Wei-Hua, L. Application of significant wave height measurement using GNSS-R signals. J. Trop. Oceanogr. 2012, 31, 36–40.

18. Soulat, F.; Caparrini, M.; Germain, O.; Lopez-Dekker, P.; Taani, M.; Ruffini, G. Sea state monitoring using coastal GNSS-R. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2016, 11, 1581–1591. [CrossRef]

19. Alonso-Arroyo, A.; Camps, A.; Park, H.; Pascual, D.; Onrubia, R.; Martin, F. Retrieval of Significant Wave Height and Mean Sea Surface Level Using the GNSS-R Interference Pattern Technique: Results From a Three-Month Field Campaign. IEEE Trans. Geosci. Remote Sens. 2015, 53, 3198–3209. [CrossRef]

20. Wang, F.; Yang, D.K.; Li, W.Q.; Zhang, Y.Z. A New Retrieval Method of Significant Wave Height Based on Statistics of Scattered BeiDou GEO Signals. In Proceedings of the 28th International Technical Meeting of the Satellite Division of The Institute of Navigation (ION GNSS+ 2015), Tampa, FL, USA, 14–18 September 2015; pp. 3953–3957.

21. Xu, F.; Sun, X.; Liu, X.; Li, R. The Study on Retrieval Technique of Significant Wave Height Using Airborne GNSS-R. In Proceedings of the 28th Conference of Spacecraft TT&C Technology in China, Singapore, 1 November 2018; pp. 401–411.

22. Ling, J.; Zhang, F.; Yang, D.; Feng, W. Research on Inversion Method of Significant Wave Height Using GNSS-R. J. Telem. Track. Command. 2016, 37, 29–34.

23. Clarizia, M.P.; Gommenginger, C.P.; Gleason, S.T.; Srokosz, M.A.; Galdi, C.; Di Bisceglie, M. Analysis of GNSS-R delay-Doppler maps from the UK-DMC satellite over the ocean. Geophys. Res. Lett. 2009, 36, L02608. [CrossRef]

24. Di Simone, A.; Park, H.; Riccio, D.; Camps, A. Sea Target Detection Using Spaceborne GNSS-R Delay-Doppler Maps: Theory and Experimental Proof of Concept Using TDS-I Data. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2017, 10, 4237–4255. [CrossRef]

25. Ruf, C.S.; Atlas, R.; Chang, P.S.; Clarizia, M.P.; Garrison, J.L.; Gleason, S.; Katzberg, S.J.; Jelenak, Z.; Johnson, J.T.; Majumdar, S.J.; et al. New Ocean Winds Satellite Mission to Probe Hurricanes and Tropical Convection. Bull. Am. Meteorol. Soc. 2016, 97, 385–395. [CrossRef]

26. Peng, Q.; Jin, S. Significant Wave Height Estimation from Space-Borne Cyclone-GNSS Reflectometry. Remote Sens. 2019, 11, 584. [CrossRef]

27. Clarizia, M.P.; Ruf, C.S.; Jales, P.; Gommenginger, C. Spaceborne GNSS-R Minimum Variance Wind Speed Estimator. IEEE Trans. Geosci. Remote Sens. 2014, 52, 6829–6843. [CrossRef]

28. Hans, H.; de Patricia, R.; Bill, B.; Dinand, S.; Adrian, S.; Cornel, S.; Saleh, A.; Magdalena, A.-B.; Gianpaolo, B.; Peter, B.; et al. Operational Global Reanalysis: Progress, Future Directions and Synergies with NWP. ERA Report Series; ECMWF: Reading, UK, 2018; Volume 27.

29. Diao, M.; Erm, M.; Ploeger, F. The advective Brewer–Dobson circulation in the ERA5 reanalysis: Climatology, variability, and trends. Atmos. Chem. Phys. 2021, 21, 7515–7544. [CrossRef]

30. Hersbach, H.; Bell, B.; Berrisford, P.; Hirahara, S.; Horanyi, A.; Munoz-Sabater, J.; Nicolas, J.; Peubey, C.; Radu, R.; Schepers, D.; et al. The ERA5 global reanalysis. Q. J. R. Meteorol. Soc. 2020, 146, 1999–2049. [CrossRef]

31. Reshef, D.N.; Reshef, Y.A.; Furnacce, H.K.; Grossman, S.R.; McVean, G.; Turnbaugh, P.J.; Lander, E.S.; Mitzenmacher, M.; Sabeti, P.C. Detecting novel associations in large data sets. Science 2011, 334, 1518–1524. [CrossRef]

32. Wang, S.L.; Zhao, Y.P.; Shu, Y.; Yuan, H.N.; Geng, J.; Wang, S.P. Fast search local extremum for maximal information coefficient (MIC). J. Comput. Appl. Math. 2018, 327, 372–387. [CrossRef] [PubMed]

33. Morelli, M.S.; Greco, A.; Valenza, G.; Giannoni, A.; Emdin, M.; Scilingo, E.P.; Vanello, N. Analysis of generic coupling between EEG activity and PETCO2 in free breathing and breath-hold tasks using Maximal Information Coefficient (MIC). Sci. Rep. 2018, 8, 4492. [CrossRef] [PubMed]