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Abstract—A major component for developing intelligent and autonomous robots is a suitable knowledge representation, from which a robot can acquire knowledge about its actions or world. However, unlike humans, robots cannot creatively adapt to novel scenarios, as their knowledge and environment are rigidly defined. To address the problem of producing novel and flexible task plans called task trees, we explore how we can derive plans with concepts not originally in the robot’s knowledge base. Existing knowledge in the form of a knowledge graph is used as a base of reference to create task trees that are modified with new object or state combinations. To demonstrate the flexibility of our method, we randomly selected recipes from the Recipe1M+ dataset and generated their task trees. The task trees were then thoroughly checked with a visualization tool that portrays how each ingredient changes with each action to produce the desired meal. Our results indicate that the proposed method can produce task plans with high accuracy even for never-before-seen ingredient combinations.

I. INTRODUCTION

An ongoing trend for research in robotics is the development of robots that can jointly understand human intentions and actions and execute manipulations for human problem domains and tasks [1], [2], [3]. Some of the interesting applications include assistance for the elderly and disabled person [4], [5], [6], cleaning [7], [8], food delivery [9], [10] etc. A key component needed for intelligent and autonomous robots is a knowledge representation [11], which would allow robots to understand its actions in a way that is also interpretable by humans. Inspired by this goal and previous work on joint object-action representation [12], [13], [14], we introduced the functional object-oriented network (FOON) as a knowledge representation for service robots [15], [16]. FOON, which is motivated by the theory of affordance [17], takes the form of a bipartite graph to describe the relationship between objects and manipulation actions as nodes in the network. We described how knowledge can be combined into a single source from which knowledge can be retrieved as task sequences called task trees [15], while in [16], we demonstrated how existing knowledge can be used to learn “new” concepts based on semantic similarity.

Previously, we assumed that a FOON will contain all of the knowledge for the robot’s domain and environment; however, this is not always the case in the real world due to how dynamic problems and environments may be. For instance, when considering the problem domain of cooking, a robot will have the knowledge to prepare a specific recipe, but there may be times when this recipe needs to be adapted by including other ingredients or items. Humans exhibit this sense of creativity when solving problems, where we can dynamically adapt a recipe or procedure and infer missing information to complete the task. Similarly, ingredients may or may not exist in the robot’s knowledge base, but the robot may infer how it can use or manipulate certain objects if it is similar to something it already knows about [16]. In this work, we propose a solution based on semantic similarity of ingredients to adapt our FOON to unseen problems for which it does not have complete knowledge to solve.

Figure 1 presents an overview of the task tree generation procedure discussed in this paper. The input is a list of ingredients in the form of (object, state) pairs, and the output is a task tree that a robot can follow to prepare the dish. First, we identify a reference goal object node and generate a reference task tree using FOON. Then, we modify it using the concept of semantic similarity to generate the final task tree. In our experiments, we use the Recipe1M+ dataset [18] as a source of information from which we can produce task trees. Our contributions in this paper are as follows:

- We propose a scheme to generate recipes using a knowledge graph for any combination of ingredients. The time and space complexity of our search is optimized by pruning irrelevant branches while traversing the graph.
- We show how to derive task plan for unseen items using semantic similarity with other existing items. The quality of generated task plans can improve through the addition of diverse set of ingredients to FOON.
- We introduce a method to evaluate the quality of a task
plan represented as a task tree. Our visualization tools help us to quickly identify mistakes in the task tree.

II. FUNCTIONAL OBJECT-ORIENTED NETWORK

A. Basics of FOON

A typical FOON graph has two types of nodes, object nodes and motion nodes, which makes it a bipartite network. Affordances [17] are depicted with edges that connect objects to actions, which also indicate order of actions in the network. To represent actions in FOON, we use a collection of object and motion nodes to describe a single action within an activity called a functional unit. A functional unit describes the state change of objects before and after execution, where states can be used to determine when an action has been completed [19], [20]. Input object nodes describe the required state(s) of objects for an action, and output object nodes describe the outcome of executing said action. In Figure 2, we show an example of two functional units for: 1) picking-and-placing an onion onto a cutting board, and 2) slicing the onion with a knife. Some actions may not cause a change in all input objects’ states, so there may be instances where there are fewer output object nodes than inputs; for instance, in Figure 2 the onion object’s state changes across each functional unit, while the knife object does not change as a result of the slicing action.

A FOON is created by annotating video demonstrations into the FOON graph structure. A FOON that represents a single activity is referred to as a subgraph; a subgraph contains functional units in sequence to describe objects’ states before and after each action occurs, and what objects are being manipulated. Presently, annotation is done manually, but efforts have been made to investigate how we can annotate graphs in a semi-automatic procedure [21]. Two or more subgraphs can be merged together to form what we call a universal FOON. A universal FOON could propose variations of recipes once it has been created from merging graphs obtained from several sources of knowledge. This merging procedure is simply a union operation applied to all functional units from each subgraph we wish to combine; as a result, duplicate functional units are eliminated. Presently, our FOON dataset comprises of 111 subgraph annotations of videos from YouTube, Activity-Net [22], and EPIC-KITCHENS [23], which are all available on our website [24].

B. Task Planning with FOON

In addition to representing knowledge, a robot can use FOON for problem solving. Through a process of task tree retrieval, a robot can obtain a subgraph, known as a task tree, that contains the steps (i.e., functional units) it needs to execute to achieve some sort of goal. A task tree differs from a regular subgraph, as it may not exactly match human demonstration; rather, it will leverage knowledge from multiple sources to produce a novel task sequence. The conventional retrieval algorithm requires a list of items in its environment to identify ideal functional units based on the availability of inputs to these units [15]. The algorithm draws upon the depth-first search (DFS) and breadth-first search (BFS) algorithms: starting from the goal node, we search for candidate functional units in a depth-wise manner, while for each candidate unit, we search among its input nodes in a breadth-wise manner to determine whether or not they are in the kitchen. In [25], we introduced an alternative retrieval algorithm that explores different paths to achieving a goal; this was used to evaluate the most optimal path with a weighted FOON, where each functional unit is assigned a weight corresponding to its success rate of execution. This version of the algorithm is used to derive task trees for our task tree generation procedure. A limitation of the previous retrieval approach is that it cannot generate a task tree if the exact recipe does not exist in the graph. For example, it cannot produce the task plan of a “corn soup” even though it knows about “potato soup”. Also, it cannot infer the task plan for a new ingredient that was never seen before.

III. TASK TREE GENERATION AND MODIFICATION

In this section, we discuss our methodology to generate a task tree from any set of ingredients I and associated dish type D using FOON. I may contain some ingredients that are missing in FOON. To integrate those ingredients in the task tree, the proposed algorithm uses the concept of transfer learning. The main idea is to find an existing recipe from FOON that closely matches I and modify it to produce a suitable final task tree. In the modification process, we make sure that the tree only contains the ingredients in I and with no extra objects. The whole process can be broken down into three main steps reviewed in the following subsections.

A. Identifying a Reference Goal Node

To generate a task tree, we first need to know what dish can be prepared with I. For this purpose, we find a goal node in FOON that closely matches the required dish. With this reference goal node G, a reference task tree T could be extracted and then modified to suit the given ingredient set I. To facilitate the selection of the ideal reference goal node, we created a recipe classification with 30 dish classes, such as Bread, Soup, Salad, Pizza, Drinks, etc. FOON recipes (as subgraphs) were then categorized with these classes. The purpose of this classification is to allow us to find similar recipes known to us, once given D. Algorithm uses this classification to find candidate goal nodes. For example, if D = salad, candidates can be {Greek
Algorithm 1 identify_goal_node

Input: Ingredients $I$, Dish type $D$

1. candidates ← Retrieve recipes of type $D$
2. for each subgraph in candidates do
3.   $S$ ← Ingredients of subgraph
4.   score ← Compute similarity between $I$ and $S$
5. end for
6. goal ← End product of subgraph with maximum score

Output: goal

Algorithm 2 compute_similarity

Input: Ingredient set $I$ and $S$

1. count ← 0
2. for each $i$ in $I$ do
3.   for each $j$ in $S$ do
4.     score ← Word2Vec similarity between $i$ and $j$
5.     if score > Threshold then
6.       count ← count + 1
7.     end if
8. end for
9. end for

Output: count

Algorithm 3 retrieve_reference_task_tree

Input: Desired object $G$ and required ingredients $I$

1. Let $Q$ be the queue of nodes to search, $S$ be the list of recipes, and $R$ be the list of root nodes
2. $R ←$ Find all functional units $FU$ where $G$ is an output
3. $Q, push(R)$
4. while $Q$ is not empty do
5.   $L ← Q.dequeue()$
6.   for each functional unit $FU$ in $L$ do
7.     $P ←$ Take Cartesian Product from $E$
8.     $C ←$ Find all functional units that create $n$
9.     $C' ←$ Select units in $C$ that overlap with $I$
10. $E ←$ Prune objects $x$ in all $FU \in C'$ if $x \notin I$
11. $P ←$ Take Cartesian Product from $E$
12. {Refer to [25] for the detail of tree node creation}
13. end for
14. end for
15. end while
16. $T ←$ Use DFS on $S$ from $R$ to find all possible paths
17. for each path $U$ in $T$ do
18.   score = compute_similarity($I$, $U$)
19. end for
20. $T ←$ Choose path that has maximum score
21. end for

Output: $T$

Salad, Potato Salad, Caesar Salad, …} depending on the salad recipes that exist in FOON. Each goal node stores a list of ingredients required to prepare that dish. Next, the algorithm checks each candidate goal node and selects the one that is most similar based on the ingredient set $I$, drawing upon our previous work of applying similarity to identify similar objects and generalize knowledge in FOON [16]. The process for computing ingredient similarity is presented in Algorithm 2. We use spaCy [26], an open-source library for natural language processing, to get an embedded Word2Vec representation of each word. The Word2Vec model produces a 300-dimensional vector for each word and groups similar words together in the word embedding space. For instance, onion and chives will be close to each other but far away from fork. Similarity is interpreted by a score ranging from 0 to 1, where 1 indicates that the two items are semantically the same. We consider two items similar if the score exceeds a predefined threshold value. Based on our experience, the threshold value is set to 0.90.

B. Extracting a Reference Task Tree

In this step, we extract the task tree of the reference goal node $G$ and use it as a base of reference for our final task tree. In FOON, there can be various ways to reach to a goal, supporting that a dish can be prepared in possibly many ways. We make the assumption that all preliminary items (i.e., in its raw or whole state) are available in the kitchen. The retrieval algorithm (shown as Algorithm 3) evaluates all possible paths and selects the one with maximum overlap with $I$. In a typically large FOON, exploring all paths can be time-consuming and memory inefficient. Hence, unlike the previous search algorithm [25], we choose a sub-optimal approach where some branches are pruned based on the ingredients stored at that node and their relevance with $I$.

The algorithm works as follows: first, it finds all functional units $R$ where the goal node $G$ is an output, which will serve as potential roots of the task tree. Initially, the task tree only contains the root functional unit. Next, we build the dependency tree for each root. For each input node, we search for the functional units $C'$ that create them and have relevance with $I$. For example, while searching for chopped onion, we may find that onion is not available in chopped state, so we need whole onion on a cutting board. If whole onion is available in the kitchen, we no longer need to explore that node. Additionally, if a unit in $C'$ has an item not listed in $I$, we remove it from our search queue and prune it from the unit. We compute the Cartesian Product $P$ of units in $C'$ to generate valid paths with different combination of functional units. We refer the interested reader to [25] for the details of creating a tree $S$ from $P$. The search continues until all dependencies are met. We then perform DFS on $S$ starting from $R$ as the root of the tree to retrieve each individual path. Each path is a possible solution to reach the goal. As opposed to the procedure in [25], where a path is selected that maximizes robot’s success rate, we select the path with the most ingredient overlap with $I$. If there are multiple paths with similar overlap, we select the shortest path, i.e., the one with minimum number of functional units.
C. Task Tree Modification

The reference task tree \( T \) gives a blueprint about how the tasks should be executed, but it may not contain all the required ingredients. Therefore, we need to modify \( T \) to incorporate missing ingredients. The modification procedure is shown in Algorithm 4. Each ingredient contains an object name and its state. An ingredient may exist in FOON in many different states. If an ingredient already exists in \( T \) in its required form, no adjustments are required. Otherwise, we have to search FOON for a task tree that makes that ingredient, which we refer to as a subtree. It is possible that the ingredient does not exist in FOON, or it may exist in a different state. We resolve these cases by using the concept of semantic similarity (lines 8-10).

**Missing object type:** In our work, we make the assumption that objects of the same category can be manipulated in similar ways. We present each object name in a 300-dimensional word embedding space \( E \) using its Word2Vec representation. Given an object \( x \), we select \( y \) as its equivalent ingredient if, among all ingredients, \( y \) has the minimum distance from \( x \) in \( E \). Next, we retrieve the subtree of \( y \) and substitute \( y \) with \( x \). For example, if the required ingredient is sliced carrot and we do not have carrot in FOON, we look at how to make sliced cucumber since carrot and cucumber are very close in the object embedding space. Afterward, we substitute carrot with cucumber in the subtree.

**Missing state:** Similar to the missing object case, if an ingredient is unknown to us, we retrieve the task tree of an object with a similar state, such as diced potato. We then substitute the similar state labels with the target state. For instance, with the states diced and sliced, we treat the appropriate action with different motion verbs dice and slice. For this, we find the most frequently used motion verb associated with the required state and use it for the motion node label.

**Integration of ingredients:** Once we retrieve a subtree and perform the necessary substitutions, the challenge is to connect it to the reference tree. To do this, we find functional units in \( T \) that can easily be modified, which are those that new ingredients can be added as input nodes. For example, any units that involve mixing or adding ingredients to a container can accept any number of inputs, whereas a robot cannot cut or chop multiple items at the same time. Therefore, for each missing ingredient, we connect the subtrees to those kinds of functional units, resulting in a connected acyclic graph. We assume that all the ingredients required to prepare the dish are given as input and no extra ingredients are needed. That is why in the post-processing phase, we remove all the ingredients from \( T \) that are not part of \( \mathbb{I} \) (line 14). Finally, \( T \) will have a list of functional units containing the input ingredients that, if executed sequentially, will produce the desired dish. Figure 3 shows an example of a generated task tree for a salad recipe.

IV. Experiments

In this section, we present our experiments to test the flexibility of FOON-generated task trees. We also report the accuracy of our algorithm and analyze its performance.

A. Dataset

We use the Recipe1M+ dataset [18] to create our dataset of recipes for our evaluation by selecting recipes for the dish classes introduced in Section III-A. To make our evaluation more robust, we excluded dish classes for which we had less than 3 recipes in FOON. With too few recipes in a class, it makes it difficult to gain a general idea about the dishes of that class. Among the selected dish types, we selected 3 classes for our evaluation: Salad, Omelette, Drinks. FOON has 10 Salad, 7 Omelette, and 8 Drinks recipes. Next, we randomly selected 70 recipes for each category (for a total of 210 recipes) from Recipe1M+. Since Recipe1M+ does not have dish class assignments, we use the recipe titles to derive the category of a recipe. Table 1 shows a summary of the dataset used for our experiment. Most of these recipes require ingredients that do not exist in FOON, which makes this dataset suitable to evaluate the flexibility of our algorithm.

B. Evaluation Strategy

Previously through a user study, we have shown that the FOON subgraphs are equivalent to Recipe1M+ recipes in terms of correctness, completeness, and clarity [27]. This was our first effort to evaluate the quality of a task tree, as it is impossible to judge a recipe by only relying on automated
testing such as Intersection over Union (IoU). This is because there can be many ways to prepare a meal. Furthermore, despite having the same ingredients, one recipe can differ from another recipe in terms of cooking steps while both are valid or correct. Hence, we chose to evaluate the FOON-generated task trees by manually checking the task plan for each ingredient. Although it requires a lot of manual effort, we believe that human judgement is necessary to evaluate any recipe. To make the process easier, instead of checking the functional units in the task tree, we check each ingredient by reviewing its progress line.

**Progress Line:** In the cooking process, each ingredient can undergo several changes in its physical state (i.e., from whole to sliced and/or location (i.e., from cutting board to bowl). We refer to this sequence of changes as an ingredient’s progress line; we can create this using the final task tree. We developed a tool to view the progress line of each ingredient and manually evaluate generated task trees. Figure 3 shows an example of progress lines generated from the task tree in Figure 3, where objects, states and motions are colored in black, green and red respectively. Visualizing state transitions in this manner makes it easier to verify generation output.

**C. Results**

Using the framework described in Section III we generated the task trees for the selected 210 recipes. Each task tree was thoroughly evaluated using the progress line visualizer. When checking each recipe, we mark each of its ingredients as incorrect, partially incorrect or correct. A label of partially incorrect means that the recipe has only one error in its state or motion labels. We do this by giving each ingredient a score from \( \{0,1,2\} \), where ‘0’ means that the progress line is incorrect, ‘1’ means partially incorrect, and ‘2’ means correct. In our experiments, we found that the Salad, Omelette and Drinks recipes are 95.6%, 96.14% and 96.46% correct on average, respectively. We also varied the thresholds of correctness to see how many recipes we can generate with that threshold. In Figure 6 we report the percentage of correctly generated recipes with varying degrees of thresholds. For example, it shows that we can generate 94% Salad, 90% Omelette and 93% Drinks recipes if the threshold of correctness for each recipe is set to 85%. When the threshold is 100%, a task tree must have correct progress lines for each ingredient. In this case, we observed that the results are generally worse for Salad compared to others, as Salad recipes in Recipe1M+ typically have more unseen ingredients on average, which is supported by Table I.

**Impact of substitution** Recipe1M+ recipes consist of many ingredients that do not exist in FOON. The proposed algorithm in Section III uses method of substitution to handle such ingredients. For an ingredient, if we have a very close equivalent, we can perform substitution with high confidence. In most cases, this will generate a correct progress line. However, a substitution with low confidence often leads to inaccuracy. Figure 6 shows a histogram of our confidence of substitution for the unseen ingredients in our dataset. The confidence for an ingredient is measured by the similarity to its closest object in the word embedding space and is represented as percentage. Although we can correctly integrate many unseen ingredients into our task tree via substitution, this part is still the most critical section of recipe generation process. Examples of progress lines generated
Fig. 5: Graph showing the relationship between the threshold of correctness (X-axis) of each recipe and the number of recipes (Y-axis) we can generate with that threshold.

Fig. 6: Histogram of ingredient similarity confidence scores for unseen ingredients in the dataset.

using substitution method are shown in Figure 7. In this figure, capers has an incorrect progress line because the most equivalent ingredient of capers in FOON is parsley, according to our Word2Vec model. However, they have completely different physical shapes and properties; hence, they would require different methods to process them. On the other hand, leeks and celery have the same physical structure. Therefore, the progress line of leeks accurately reflects the changes of physical state and location after each action.

One way to improve task tree accuracy is by enriching FOON through the addition of new recipes with diverse set of ingredients. In this way, our algorithm will be better suited to finding ideal candidates for equivalent ingredients, and consequently, errors caused by inaccurate substitution will be reduced. For instance, in our experiments, we found that the errors in the progress line of capers in Figure 7 occurred due to the lack of a suitable olive-like object in FOON. To verify this, we added olives to one recipe in FOON and generated the task tree again, after which we were able to generate the correct progress line of capers with 86.8% confidence.

D. Analysis of the Algorithm

The time and space complexity of our search algorithm is dominated by the depth-first search in the reference task tree retrieval process. FOON grows as new recipes are added to it; as a result, the search creates more possible task trees by exploring new paths. Additionally, we have to store all the task trees so that at the end of the search, we can choose the best one. Since we already have information about the required ingredients, we can prune branches for irrelevant ingredients during the search process so we can save time and memory. We can further improve the searching time by storing the previously retrieved reference task trees, so that we can quickly fetch in them for future queries.

If all required ingredients are available in the reference task tree, we do not need to do any substitution or integration of ingredients. In that case, it will always provide the optimal solution in a limited time. We define optimality by the number of actions required to perform. A task tree is optimal if it has the minimum possible functional units. Optimality cannot be guaranteed when there are unseen ingredients.

V. CONCLUSION AND FUTURE WORK

In summary, we introduced a task tree generation pipeline that will allow a robot to obtain task plans that creatively applies existing knowledge to novel problems, which possibly include never-before-seen ingredient combinations, using the concept of semantic similarity. This idea is motivated by a human’s ability to modify plans or recipes dynamically. With our methodology, task trees were generated using knowledge from Recipe1M+, and in our experiments, we showed that these plans can be generated with minimal error.

It is obvious that adding more recipes to the knowledge base will help to adapt to novel scenarios in a better way. We aim to reduce the manual effort of subgraph creation by extracting information from a video/textual recipe using a machine learning approach. Moreover, to concretely evaluate our method, we will compare generated task trees with the ground-truth recipes from Recipe1M+ using both manual checking and IoU computation [27]. We will also explore how a real robot can execute such generated task trees.
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