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Introduction

Disclaimer: these notes are meant to be pedagogical and self-contained. However, as the goal is to lead the reader in a rather straight course to an interacting picture for higher-spins in three-dimensions, some computations shall be left as exercises, and comments as well as references may not be made or given in an exhaustive fashion. This being said, the only required knowledge to read the present notes is that of standard general relativity, with the exception of some generic knowledge about free higher-spin fields in the metric-like formulation — the latter being part of R. Rahman’s lectures on higher-spin theories in dimension four and greater [1]. Similarly, the rest of this introduction has been freed of the standard contextualization of the field of higher-spins in general — also found in [1] — and mostly focuses on the three-dimensional peculiarities.

Any kind of comment regarding these notes would be highly appreciated.

Over the years, the study of three-dimensional gravity has proved most fruitful (see [2] for a review). Briefly put, the 1986 discovery of the Brown–Henneaux central charge for pure gravity with negative cosmological constant [3] and subsequent investigations proved the field to be an incredibly rich laboratory for quantum gravity. Moreover, the reformulation of it as a Chern–Simons gauge theory [4, 5] has made its study easier and even more appealing. Let us recall that three-dimensional gravity is topological, which can be seen as the key feature making it less complicated than its higher-dimensional cousins. This is also one of the primary reasons for the study of three-dimensional higher spins; the theory is still topological and hence simpler than the corresponding higher-dimensional setups. However, as our theory including higher spins now presumably has a much richer CFT dual (for we are adding boundary degrees of freedom to it), its study has an interest of its own. Furthermore, the study of higher-spin black holes, which is notoriously intricate in any dimension higher than three, also contributes to making the field an exciting one to investigate. Finally, let us note that a key result in the field is that of Blencowe in 1989 [6], which is essentially the analogue of [4, 5] for pure gravity; namely, three-dimensional higher-spins, much like pure gravity in that dimension, admit a Chern–Simons gauge formulation. However, in the case of higher spins the result is doubly important: first, analogously to the spin-2 case, it makes the handling of the subject quite easier and is more suited to the study of some of its aspects (as for example asymptotic symmetries), but, more importantly and this has no analogue in general relativity, it allows one to introduce couplings in a rather straightforward way — which in the case of higher-spins is intricate even in dimension three, not to mention torturing in higher dimensions. Such a formulation of three-dimensional higher-spins is actually much used in the related literature nowadays, and we take it as the point to be reached by these lectures.
Section 1 hereafter shall be concerned with recalling first the frame (or vielbein) formulation of gravity and second the Chern–Simons (or gauge) formulation thereof, in three dimensions. Higher-spins are therefore only introduced in Section 2 where the same logic is followed; the generalized frame formulation is first exposed, at the free level, and we then move on to the Chern–Simons formulation of the theory, where interactions are rather easy to introduce by means of finite- or infinite-dimensional higher-spin algebras. In Section 3 we end these lectures by briefly commenting on some recent developments in the field.

Let us emphasize once again that these notes contain nothing new, except maybe the ambition of being pedestrian as well as somewhat pedagogical in spirit.

1. Gravity as a gauge theory in 3D

What shall be done in the next section for higher-spin fields is here reviewed in the context of pure gravity. We shall first recall, in any dimension, the formulation of gravity in terms of the vielbein and the spin-connection \([7]\) and will then specialize to three-dimensions, where this formalism helps making contact with the gauge formulation of gravity as a Chern–Simons gauge theory.

Let us stress already that, in the case of gravity, all of the above reformulations can be carried out at the non-linear (interacting) level, whereas for higher-spins we will only introduce interactions once the Chern–Simons formulation is at hand (see next section). Note, however, that it is in principle possible to introduce interactions at the level of the metric-like formulation for higher-spins, but it is far from being as clean as doing it in the gauge picture.

1.1 The frame formulation of gravity

This subsection relies, among others, on \([7]\), which we recommend to the reader unfamiliar with the subject, for only a quick review is provided in the present notes. Many other references on this subject are available, among which we shall highlight the mathematically oriented one \([8]\) as well as the earlier one \([4]\). Note that only the three-dimensional version of the present subsection is useful for us but, as it is not much effort to do so, for the sake of completeness we shall start in general dimension \(D\) and will only particularize to \(D = 3\) at the end of the subsection.

1.1.1 The vielbein

Pure gravity is described by the Einstein–Hilbert action in \(D\) spacetime dimensions with cosmological constant \(\Lambda\) (here for \(c = 1\), that is assumed through these notes unless otherwise specified):

\[
S_{\text{EH}} \equiv S_{\text{EH}}[g] \equiv \frac{1}{16\pi G} \int_{\mathcal{M}_D} (R - 2\Lambda) \sqrt{-g} \, d^Dx, \tag{1.1}
\]

where \(G\) is the \(D\)-dimensional Newton constant, \(g\) is the determinant of the metric \(g_{\mu\nu}\), \(R\) is the Ricci scalar and \(\mathcal{M}_D\) is the spacetime manifold. The equations of motion one derives
from the above action read

\[ G_{\mu\nu} + \Lambda g_{\mu\nu} = 0, \quad (1.2) \]

where \( G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R \) is the Einstein tensor and \( R \equiv g^{\mu\nu} R_{\mu\nu} \) is the Ricci scalar, the contraction of the Ricci tensor with the inverse metric \( g^{\mu\nu} \). The usual rewriting of the above equations without involving the Ricci scalar is then

\[ R_{\mu\nu} = g_{\mu\nu} \Lambda^2 \frac{2}{D - 2}. \quad (1.3) \]

Let us now introduce the so-called vielbein by the relation

\[ g_{\mu\nu} \equiv e^a_{\mu} e^b_{\nu} \eta_{ab}, \quad (1.4) \]

with our conventions for the signature of the Minkowski metric \( \eta_{ab} \) being \((- + \cdots +)\). The Latin indices are usually referred to as “frame” indices. The relation is, however, invariant under the so-called local Lorentz transformations (LLTs) of the vielbein

\[ e^a_\mu(x) \rightarrow \Lambda^a_b(x) e^b_\mu(x), \quad (1.5) \]

with the matrix \( \Lambda(x) \in \text{SO}(D-1,1) \) (the Lorentz group). Now the vielbein is a \( D \times D \) matrix at each spacetime point, of which we can eliminate as many components as the dimension of the Lie algebra \( \text{so}(D-1,1) \) (at each spacetime point), that is, \( D(D-1)/2 \), which leaves us with \( D(D+1)/2 \) independent components: the number of independent components of the \( D \)-dimensional metric. Thinking of (1.4) as a mere change of variables for gravity, the transformation law (1.5) simply originates in that the change of variables is not one-to-one and some redundancy is introduced (which we just saw can be “gauged away” using LLTs).

**Remark:** albeit dubbed “local Lorentz transformations”, let us point out that those are quite different from the usual Lorentz transformations. Indeed, the later act on spacetime indices and are rigid (or global) transformations, that is, the Lorentz matrices do not depend on spacetime coordinates. The local Lorentz transformations are quite different in that respect, as they do not act on spacetime indices but on frame indices and, furthermore, the Lorentz matrices thereof do depend on spacetime coordinates. The situation can be understood as having a Lorentz invariance freedom at every spacetime point for our frame indices. This symmetry is thus to be thought of as a gauge symmetry of the formulation to come.

Our vielbein is a hybrid object; it has both a spacetime and a frame index. We already displayed its transformation rules with respect to its frame index (LLTs), which resulted from a redundancy in our change of variables. With respect to its spacetime index, the tensor nature of the metric forces it to transform as a covector under the diffeomorphism group.

The spacetime indices are always raised and lowered using the metric \( g_{\mu\nu} \) and its inverse, but, the metric governing the frame indices is always the Minkowski one \( \eta_{ab} \). This is actually related to a conceptually important fact: the so-called tangent frame defined by the vielbein is orthogonal at any spacetime point, as the following relations illustrate

\[ e^a_\mu e^b_\mu = \delta^a_b, \quad e^a_\mu e^\nu_a = \delta^\nu_\mu, \quad (1.6) \]
where the Latin indices have been raised and lowered with $\eta_{ab}$. The vielbein $e^a_\mu$, with both indices swapped, is called the inverse vielbein (and it is indeed so if we think of it as a matrix). Also note the useful relations

$$\eta_{ab} = g_{\mu\nu} e^a_\mu e^b_\nu, \quad \sqrt{-g} = e^a_\mu \equiv \det(e^a_\mu). \quad (1.7)$$

We thus see that, at every spacetime point, the vielbein is providing us with some flat frame in which the metric looks flat — the tangent frame. For a more in-depth understanding of the geometrical interpretation of this object we refer to \[8\].

**Remark**: note that the coordinate system itself is also some tangent frame, but it is not orthogonal at every spacetime point. Indeed, the principle of equivalence only states that at any spacetime point one can find a locally inertial rest frame, but, with respect to that frame, the rest of the spacetime does not generally look flat (unless the geometry is flat of course). That is, in the metric formalism, when moving away from the spacetime point where we made the geometry look locally flat, we keep the same frame but the metric changes and is no longer trivial. It is the precise opposite that happens in the vielbein formulation: all the changes in the geometry are encoded in the vielbein, which changes when we move away from some spacetime point so to remain an orthogonal frame, in which the metric looks trivial ($\eta_{ab}$) at every spacetime point.

### 1.1.2 The spin-connection

Working in the tangent frame will force us to consider various objects having frame indices, such as the vielbein, that we already encountered, and we want to be able to derive such objects. For simplicity, let us first focus on a frame vector, that is, an object having only one frame index (upstairs), $V^a$. Let us recall how we proceed in gravity when we want to derive objects having spacetime indices: we start with $\partial_\mu V^\nu$ (for, say, a spacetime vector), and imposing that it is again a tensor under the diffeomorphism group we are uniquely\(^1\) led to introducing a spacetime connection $\Gamma^\mu_{\nu\rho}$ with specific transformation rules (not those of a tensor) such that $\nabla_\mu V^\nu \equiv \partial_\mu V^\nu + \Gamma^\rho_{\mu\nu} V^\rho$ is a covariant object (transforms as a tensor). Recall the transformation rules for the spacetime connection:

$$\Gamma'^\rho_{\mu\nu}(x') \equiv \partial_{\sigma x'} x'^\rho \left( \partial^2_{\mu\nu} x'^\sigma + \partial_{\mu x'}^\alpha \partial_{\nu x'}^\beta \omega^\alpha_{\sigma\beta} \right), \quad (1.8)$$

Now, proceeding in an analogous way and requiring the derivative of our tangent frame vector to be a tangent frame tensor, we are again uniquely led to introducing the so-called spin-connection $\omega^{ab}_\mu$: a hybrid object having the following transformation rules under local Lorentz transformations (avoiding to spell out the spacetime indices, which remain unaffected by such transformations):

$$\omega'^{ab}_\mu(x') = (\Lambda^{-1})^a_c(x) \partial_{\mu} \omega^c_b(x) + (\Lambda^{-1})^a_c(x) \omega'^{c}_b(x) \Lambda^d_b(x), \quad (1.9)$$

which ensure that the tangent frame covariant derivative,

$$D_\mu V^a = \partial_\mu V^a + \omega^{a}_{\mu b} V^b,$$

\(^1\)We mean unique in the sense that the transformation rules \((1.8)\) are uniquely dictated by requiring $\nabla_\mu V^\nu$ to be covariant.
is an “LLT tensor” (transforms covariantly under LLTs). The resemblance between the above expression and the law (1.8) for the spacetime connection is worth noticing. Let us again insist on that, in the above transformation rule, spacetime indices are not affected, and hence nor are the coordinates.

Some comments are now in order. First, the above derivation rules — for both spacetime and tangent frame indices — are of course more complicated when one derives higher-order tensors (see [7]). Second, both rules are to be combined when deriving hybrid objects (such as the vielbein or the spin-connection). That “full” derivation will be noted \( \nabla \). This will help us distinguish all three types of derivation rules one could use to derive a hybrid object: one could derive it with respect to its spacetime indices (\( \nabla \)), with respect to its tangent frame indices (\( D \)), or with respect to both (\( \hat{\nabla} \)). As an example, we give

\[
\hat{\nabla}_\mu e^a = \partial_\mu e^a + \omega^a_{\mu b} e^b - \Gamma^a_{\mu\nu} e^a_{\nu}.
\]  

We now want to solve for the spin-connection, that is, to impose conditions such that we can uniquely find some \( \omega = \omega[e] \). In the metric formalism, one imposes metric-compatibility as well as zero-torsion for the spacetime connection, which uniquely leads to the well-known Christoffel expression for \( \Gamma^\mu_{\nu\rho} \) in terms of the metric and its derivatives. A similar thing happens in the tangent frame. Indeed, imposing metric-compatibility as well as zero-torsion one uniquely finds

\[
\omega^{ab}_{\mu}[e] = 2e^{[a}_{\mu}\partial_{\nu}e^{b]}_{\nu} - e^{[a}_{\mu}e^{b]}_{\sigma}\partial_{\sigma}e^{c}_{\nu}.
\]

At this point the reader might complain about the fact that we did not display the tangent frame torsion. The later definition is actually very simple. First recall that, in the standard approach, torsion can be expressed as \( T^\mu = \nabla dx^\mu \) (with some indices left out for conciseness). We are thus tempted to try \( T^a = De^a \) (with again two spacetime indices left out), which can indeed be seen to yield the correct notion of torsion (the tangent frame analogue of what we know in spacetime). An analogous intuition is also valid for the notion of metric-compatibility, which in spacetime means \( \nabla_\mu g_{\nu\rho} = 0 \) and translates to the tangent frame as \( D\eta = 0 \). Note, however, that the latter is simply equivalent to \( \omega^{ab}_{\mu} = -\omega^{ba}_{\mu} \). It is interesting to notice that, in spacetime, it is the zero-torsion condition which is equivalent to the symmetry of the connection (in its two lower indices), whereas in the frame it is the metric-compatibility condition which implies antisymmetry in the two Latin indices. Although we are not giving all the details of how to arrive at (1.11) (see [7]), the key point here is that one can solve for \( \omega = \omega[e] \) and, furthermore, the conditions uniquely leading to the solution are precisely the “tangent-frame translation” of the conditions one usually imposes in standard gravity. This analogy between the frame picture and the usual metric formulation can actually be pushed further, which we do in the sequel.

### 1.1.3 The curvature

Being aware of the aforementioned analogies between the spacetime and the spin-connection, and recalling the known expression for the Riemann tensor \( R[\Gamma] \), one is naturally led to consider the following object, also commonly called the curvature:

\[
R^{ab}[\omega] \equiv d\omega^{ab} + \omega^a_c \wedge \omega^{cb}.
\]
It is a conceptually important point that we are also led to such an expression if we simply notice that the spin-connection transforms under LLTs just like a standard Yang–Mills gauge potential, and indeed, the above expression is precisely the standard Yang–Mills field strength for $\omega$. It is therefore a hybrid object we are dealing with, and we further note that it has two spacetime indices and two tangent frame ones, and that it is a tensor with respect to both types of indices (under diffeomorphisms and LLTs respectively). This “dual nature” goes even further, for the above tensor is blessed with two Bianchi-like identities:

$$R[\omega]^{ab} \wedge e_b = R_{\mu \rho \sigma}^{a} + R_{\nu \rho \sigma}^{a} + R_{\rho \mu \sigma}^{a} = 0,$$

$$dR[\omega]^{ab} + \omega_c^{a} \wedge R[\omega]^{cb} - R[\omega]^{ac} \wedge \omega_c^{b} = D_{\mu} R_{\nu \rho}^{ab} + D_{\nu} R_{\rho \mu}^{ab} + D_{\rho} R_{\mu \nu}^{ab} = 0,$$

the first one being “purely gravitational” (with no analogue in Yang–Mills theory), and the second one being the standard gauge-theory identity simply stemming from the definition of the field strength. These Bianchi identities are heavily reminiscent of the ones endowing the Riemann curvature tensor. Actually, it is one of the most important basic results of the frame formulation of gravity that the following relation holds:

$$R[\Gamma]^{\mu \nu \sigma} = R[\omega]_{\mu \nu \sigma}^{ab} e^{a \rho} e^{b \sigma}.$$  

Note that, knowing the relations linking the spacetime and spin-connection to the metric and vielbein respectively, a direct check of such a relation seems doable but incredibly tedious. However, there exists a trick, which is the mere evaluation of $[\nabla_{\mu}, \nabla_{\nu}] e^{a}_0 = 0$ and which leads to the result more easily (it is left as an exercise for the reader).

Another analogy between both formulations of the curvature is their transformation under a variation of the spacetime and spin-connection respectively. Those read

$$\delta R[\Gamma]^{\rho \mu \nu \sigma} = \nabla_{\mu}(\delta \Gamma^{\rho \nu \sigma}) - \nabla_{\nu}(\delta \Gamma^{\rho \mu \sigma}),$$

$$\delta R[\omega]^{\rho \mu \nu \sigma} = D_{\mu}(\delta \omega^{\rho \nu \sigma}) - D_{\nu}(\delta \omega^{\rho \mu \sigma}),$$

the latter of which will be useful when going back from the so-called first-order formalism to the 1.5-order formalism, that we have been dealing with so far without giving it that name (see next subsection).

Last but not least we point out maybe the most compelling reason to think of both the above curvatures as being the analogue of one another, that is, they both appear when one considers the commutator of two covariant derivatives ($D$ and $\nabla$ respectively), which is really the object characterizing the curvature of spacetime, that is, how much it fails to be flat — and we again refer to [1].

### 1.1.4 The action

We are finally ready to rewrite the Einstein–Hilbert action (1.1) in terms of the vielbein. Indeed, the relation (1.14) leaves us only with the problem of rewriting the infinitesimal spacetime volume element, but, fortunately, the following relations are easily derived:

$$e^{D} d^D x = e^{0} \wedge \cdots \wedge e^{D-1} = \frac{1}{D!} \epsilon_{a_1 \cdots a_D} e^{a_1} \wedge \cdots \wedge e^{a_D} = \frac{e}{D!} \epsilon_{\mu_1 \cdots \mu_D} dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_D},$$
our conventions being $\epsilon_{0...D-1} \equiv 1$. Indeed, plugging the above rewriting of the infinitesimal volume element $dV$ as well as relation (1.14) in the action (1.1) and further using

$$e^{a_1} \wedge \cdots \wedge e^{a_p} \wedge e^{b_1} \wedge \cdots \wedge e^{b_q} = -\epsilon^{a_1...a_p b_1...b_q} dV,$$

we finally find, for the $\Lambda = 0$ case,

$$S_{EH}[g[e]] = \frac{1}{(D-2)!16\pi G} \int_{\mathcal{M}_D} \epsilon_{abc...c_{D-2}} e^{c_1} \wedge \cdots \wedge e^{c_{D-2}} \wedge R[\omega[e]]^{ab},$$

$$\equiv S_{1.5}[e, \omega[e]] \equiv S_{1.5}[e],$$

which in three-dimensions reads (now including the obvious contribution from the cosmological constant)

$$S_{1.5}[e] = \frac{1}{16\pi G} \int_{\mathcal{M}_3} \epsilon^{abc} e^a \wedge (R^{bc}[\omega] + \frac{\Lambda}{3} e^b \wedge e^c),$$

and where “1.5” stands for “1.5-order” formalism, meaning that the spin-connection is thought of as depending on the vielbein, so that the latter obeys a second order differential equation, and thus we are indeed somewhat in between the second-order formalism (Einstein–Hilbert) and the first-order one, to be introduced hereafter.\(^2\) For the three-dimensional epsilon symbol we also use the convention $\epsilon_{123} \equiv 1$. Note that the dependence of the spin-connection on the vielbein is usually dropped when writing the action, just as we did for the last expression above. It is rather clear that, because the actions are equivalent, finding the equations of motion for the vielbein that the above action yields and going back to the metric formulation one should find the Einstein equations. This is a nice exercise that we shall not comment on more.

A natural thing to do now is to consider the same action, but forgetting about the relation between the spin-connection and the vielbein, that is, both objects are treated independently. Then, the variational principle yields equations for $\omega$ as well, in addition to those for the vielbein. As it turns out, these “equations of motion” for $\omega$ are precisely the zero-torsion condition. Therefore, if we further demand that $\omega$ be antisymmetric in its two frame indices (which we might very well do and still consider it independent of the vielbein), its equation of motion allows us to solve for it, obtaining the expression (1.11). This way of thinking about the frame formulation of the action is called “first-order” formalism, because now the spin-connection is to be thought of as an auxiliary field (for which we can solve), and before integrating it out the vielbein thus obeys a first-order differential equation (which gives back Einstein equations if we plug in it the functional dependence of the spin-connection on the vielbein). To stress that it depends on $e$ and $\omega$ independently and to distinguish it from the 1.5-order action (1.19), the first order action will be noted $S_{f0}[e, \omega]$ (but looks exactly like (1.13) except for the fact that $\omega$ is no longer to be understood off-shell as a functional of the vielbein and its derivatives).

\(^2\)For the 1.5-order formalism, which is now standard material found for example in [8], we point out that previous to the standard references [10, 11] there was usage of it in [12].
Note that, in order to find the equations of motion for the spin-connection, one first uses the aforegiven formula (1.15). Then, combining the vielbein postulate \[7\] with the integration formula
\[
\int d^D x \sqrt{-g} \nabla_\mu V^\mu = \int d^D x \partial_\mu (\sqrt{-g} V^\mu) + \int d^D x \sqrt{-g} T^\nu_{\nu \mu} V^\mu, \tag{1.20}
\]
one obtains that some combination of the torsion is equal to zero; an equation that one has to hit with some vielbein in order to finally get the zero-torsion condition. Such a derivation of the zero-torsion condition is recommended for the inexperienced reader.

From now on and until we reach Section 2, we shall work in three dimensions, where we can perform the standard “dual” rewriting
\[
R[\omega] a \equiv \frac{1}{2} \epsilon_{abc} R[\omega]^{bc} \iff R[\omega]^{ab} = -\epsilon^{abc} R[\omega]_c, \tag{1.21}
\]
and do the same for $\omega^a$ itself, thus obtaining:
\[
R[\omega] a = d\omega_a - \frac{1}{2} \epsilon_{abc} \omega^b \wedge \omega^c. \tag{1.22}
\]
The action (1.19) at $\Lambda = 0$ can thus be rewritten as
\[
S_{\text{FO}}[e, \omega] = \frac{2}{16\pi G} \int_{\mathcal{M}_3} e^a \wedge R[\omega]_a, \tag{1.23}
\]
which we recall can only be written in three dimensions. Note that we have moved to the first-order formalism, for it is the one we shall start from in order to pass to the Chern–Simons formulation.

Before moving to the next subsection, let us display the linearized equations of motion corresponding to the first-order formalism. The reason why we only need display the linearized equations of motion is that, in the next section, we shall start from a linearized higher-spin theory in order to try to build its non-linear completion. The linearized higher-spin equations of motion will thus be expressed in the frame formalism and, in order to have something to compare them to, we give hereafter the linearized equations of motion in the frame formalism for the $s = 2$ case. In linearizing the vielbein, we have adopted the notation $e \rightarrow \bar{e} + v$, where $\bar{e}$ is the background dreibein associated with the background metric (here that of three-dimensional anti-de Sitter spacetime) via the usual formula (1.4). As for the spin-connection, we have used $\omega \rightarrow \tilde{\omega} + \omega$, where $\tilde{\omega}$ is some background fixed value, that on-shell would be related to $\bar{e}$ via the usual zero-torsion condition — that is, via equation (1.14). We find these excitations to satisfy
\[
\begin{align*}
\text{d}\omega^a + \epsilon^{abc} \bar{\omega}_b \wedge \omega_c - \Lambda \epsilon^{abc} \bar{e}_b \wedge v_c &= 0, \\
\text{d}v^a + \epsilon^{abc} \tilde{\omega}_b \wedge v_c + \epsilon^{abc} \bar{e}_b \wedge \omega_c &= 0,
\end{align*} \tag{1.24}
\]
which can be rewritten as
\[
\begin{align*}
D\omega^a - \Lambda \epsilon^{abc} \bar{e}_b \wedge v_c &= 0, \\
Dv^a + \epsilon^{abc} \bar{e}_b \wedge \omega_c &= 0,
\end{align*} \tag{1.25}
\]
where the first one above is the linearized zero-torsion condition for the metric-compatible spin-connection $\omega^a$ and the second one is simply the linearized equation of motion for the dreibein.

One may check that the above equations are invariant under linearized diffeomorphisms as well as infinitesimal local Lorentz transformations, as they should be.

### 1.2 3D gravity as a Chern–Simons theory

As has been argued in the previous subsection, three-dimensional pure gravity is equivalent to the first-order formalism, with the vielbein and the spin-connection being independent variables (the latter being an auxiliary field). Starting from the latter formulation, we shall now discuss the result of Achúcarro–Townsend–Witten [4, 5] in which yet another formulation of gravity is found (in three-dimensions), namely that of a gauge theory described by a Chern–Simons action with a connection one-form $A_\mu$ taking values in the Lie algebra of isometries of the vacuum solution. The said algebra being either Minkowski, anti-de Sitter or de Sitter, the relevant Lie algebras underlying our yet-to-be-formulated gauge description of 3D gravity will be respectively $\text{iso}(2,1)$, $\text{so}(2,2)$ or $\text{so}(3,1)$.

The way in which we shall proceed is backwards, that is, we will start from the gauge theory we claim to be equivalent to three-dimensional gravity and will then show it to be so. Even though this is not completely standard material, we shall be rather pragmatic in spirit and refer to [5] for a more detailed discussion.

#### 1.2.1 Intuitive and handwaving “bla bla”

The frame formulation of gravity has made many physicists try to combine the vielbein and the spin-connection into some $\text{iso}(D-1,1)$-valued one-form gauge field. Indeed, the vielbein (resp. the spin-connection) looks like an appealing candidate for the role of the coefficient of the gauge connection $A$ corresponding to the translation generators (resp. Lorentz generators) of $\text{iso}(D-1,1)$. This is so firstly because the dimensions match and, furthermore because, as mentioned in the previous subsection, when formulated in terms of the vielbein and spin-connection gravity already has some of the taste of a Yang–Mills-like gauge theory. However, there is an easy intuitive reason why this is probably doomed to fail in dimension four (or at the very least somewhat unnatural). Indeed, looking back at (1.18) for $D = 4$ we see that it is of the schematic form (for $\Lambda = 0$):

$$S \sim \int_{\mathcal{M}_4} e \wedge e \wedge (d\omega + \omega \wedge \omega),$$

so that the corresponding Yang–Mills-like action should look somewhat like

$$S \sim \int_{\mathcal{M}_4} \text{Tr}(A \wedge A \wedge (dA + A \wedge A)),$$

which does not exist in gauge theory (because the trace of the wedge product of two algebra-valued one-forms is identically zero). However, in $D = 3$, we have the well-known Chern–Simons action, which roughly looks like

$$S \sim \int_{\mathcal{M}_4} \text{Tr}(A \wedge (dA + A \wedge A));$$

which looks like

$$S \sim \int_{\mathcal{M}_4} \text{Tr}(A \wedge (dA + A \wedge A));$$
precisely what one feels like trying when looking at (1.19) for $\Lambda = 0$ in dimension three!

The other indication that the three-dimensional scenario is specially suited for establishing such a correspondence has to do with bilinear forms on the relevant Lie algebras. Indeed, if one is to build a Chern–Simons action (or any Yang–Mills-like action for that matter) for some Lie algebra $\mathcal{G}$, one should first make sure that there exists some invariant, non-degenerate, symmetric and bilinear form on it. In the $\Lambda = 0$ case, it turns out that $\text{iso}(D - 1, 1)$ admits such a form only for $D = 3 \ldots$!

1.2.2 The gauge algebras

Let us start by considering the gauge algebras that we will have to work with in the sequel, which will also allow us to fix the conventions thereof. From now on we stick to $D = 3$, for which the commutation relations of our three different gauge algebras can be packaged into

$$[J_a, J_b] = \epsilon_{abc} J^c, \quad [J_a, P_b] = \epsilon_{abc} P^c, \quad [P_a, P_b] = \lambda \epsilon_{abc} J^c,$$

(1.29)

where the Latin indices $a, b, c = 1, 2, 3$ are raised and lowered with the three-dimensional Minkowski metric $\eta^{ab}$ and its inverse $\eta_{ab}$, which are also chosen to have signature $(- + +)$. Note that we have used the “three-dimensional rewriting”

$$J_a \equiv \frac{1}{2} \epsilon_{abc} J^{bc} \quad \Leftrightarrow \quad J^{ab} \equiv -\epsilon^{abc} J_c,$$

(1.30)

where $J_{ab}$ are the usual Lorentz generators ($P_a$ are of course the translation ones). For $\lambda = 0$, $\lambda < 0$ and $\lambda > 0$, the above relations describe respectively $\text{iso}(2, 1)$, $\text{so}(2, 2)$ and $\text{so}(3, 1)$.

As aforementioned, $\text{iso}(D - 1, 1)$ admits a non-degenerate and invariant (symmetric and real) bilinear form only for $D = 3$, which is unique in the space of such forms.\footnote{Note that it is not the Killing form, the latter being degenerate because $\text{iso}(2, 1)$ is not semi-simple.} It reads

$$(J_a, P_b) = \eta_{ab}, \quad (J_a, J_b) = (P_a, P_b) = 0.$$  

(1.31)

As for $\text{so}(D - 1, 2)$ and $\text{so}(D, 1)$, they admit a non-degenerate, invariant bilinear form for any $D$, the particularization of which to $D = 3$ reads

$$(J_a, J_b) = \eta_{ab}, \quad (J_a, P_b) = 0, \quad (P_a, P_b) = \lambda \eta_{ab}.$$  

(1.32)

For $D \neq 3$ they are both simple and the higher-dimensional equivalent of the above form is therefore unique (up to normalization) and proportional to the Killing form. For $D = 3$, however, these two Lie algebras become semi-simple and undergo the splittings\footnote{Note that by the isomorphism $\text{so}(3, 1) \simeq \text{sl}(2|\mathbb{C})$ we mean taking the complexified version of $\text{so}(3, 1)$, splitting it into two complex-conjugated copies of $\text{su}(2)$, and then reconsidering the whole thing as a real algebra.}

$$\text{so}(2, 2) \simeq \text{sl}(2|\mathbb{R}) \oplus \text{sl}(2|\mathbb{R}), \quad \text{so}(3, 1) \simeq \text{su}(2) \oplus \text{su}(2).$$  

(1.33)

\footnote{This is important since if one takes the indices to be euclidean the commutation relations would describe, e.g. for $\lambda = 0$, $\text{iso}(3)$ instead of $\text{iso}(2, 1)$.} For a general treatment of Lie algebras we recommend for example \[13\].
Higher-Spin Theories - Part II

Gustavo Lucena Gómez

so that, in addition to the above form they also admit (1.31).

**Remark**: note that (1.32) is degenerate for \( \lambda = 0 \), which is the reason iso\((D - 1, 1)\) only admits a non-degenerate form for \( D = 3 \), (1.31), which is a specificity of the three-dimensional case, as can be seen by noting that it corresponds to the invariant \( \epsilon_{abc} J^a p^b c \), which can only be constructed in three-dimensions. It is thus the “epsilon magic” which is really at work here.

In the \( \Lambda = 0 \) case we do not have any choice for the bilinear form to use, but, as for the \( \Lambda \neq 0 \) case we have the freedom of choosing our bilinear form among the two above ones. However, it seems somewhat more natural to use also in that case the one which also endows the isometry algebra of three-dimensional Minkowski spacetime. This choice will not be further justified in the present work (except by the fact that it will lead to some Chern–Simons action which will indeed reproduce the Einstein–Hilbert one), and we refer the interested reader to [3] for more discussions on the subject.

As we shall be most interested in the AdS case, let us already point out that the splitting (1.33) of iso\((2, 2)\) explicitly reads

\[
\begin{align*}
[J^+_a, J^+_{a'}] &= \epsilon_{abc} J^+_{c}, \\
[J^-_a, J^-_{a'}] &= \epsilon_{abc} J^-_{c}, \\
[J^+_a, J^-_{a'}] &= 0,
\end{align*}
\]

where

\[
J^\pm_a \equiv \frac{1}{2} \left( J_a \pm \frac{1}{\sqrt{\lambda}} P_a \right).
\]

Before moving to the next subsection, we also note that, when expressed in terms of the \( J^\pm \) generators of iso\((2, 2)\), the above form (1.33) reads

\[
\begin{align*}
(J^+_a, J^+_b) &= \frac{1}{2} \eta_{ab}, \\
(J^-_a, J^-_{b'}) &= -\frac{1}{2} \eta_{ab}, \\
(J^+_a, J^-_{b'}) &= 0,
\end{align*}
\]

which we recall corresponds to the \( \Lambda < 0 \) case.

**1.2.3 The action**

Now that the algebraic aspects have been dealt with, let us work out the equivalence at the level of the actions between some Chern–Simons term with connection one-form \( A_\mu \) living in one of the above three-dimensional isometry algebras and three-dimensional Einstein–Hilbert gravity with corresponding cosmological constant.

We begin by proving the equivalence in the \( \Lambda = 0 \) case. The identification of the degrees of freedom is the following:

\[
A_\mu \equiv e^a_\mu P_a + \omega^a_\mu J_a,
\]

where the generators \( J_a, P_a \) of iso\((2, 1)\) satisfy (1.29) at \( \lambda = 0 \). If we now plug this expansion into the Chern–Simons action term below and use (1.31) for the scalar product (trace) a straightforward computation yields

\[
S_{CS}[A] \equiv \kappa \int_{M_3} \text{Tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right)
= \kappa \int_{M_3} e^a \wedge R[\omega]_a
\equiv \kappa 16\pi G S_{P0}[e, \omega],
\]
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where we have used

$$\epsilon_{abc} \epsilon^{ade} = \delta^e_b \delta^d_c - \delta^d_b \delta^e_c.$$  \hfill (1.39)

We thus conclude that, upon our identification \((1.37)\), \(S_{\text{CS}}[A]\) equals \(S_{\text{FO}}[e, \omega]\) provided we set \(\kappa = 1/16\pi G\).

Let us point out that there is another, perhaps more elegant way of showing the equivalence, which is based on the identity

$$\text{d Tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right) = \text{Tr} \left( (dA + A \wedge A) \wedge (dA + A \wedge A) \right),$$  \hfill (1.40)

for, as we know, regardless of the algebra the Trace of any even “wedge-power” of \(A\) vanishes identically. In other words,

$$\text{d Tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right) = \text{Tr} (F[A] \wedge F[A]),$$  \hfill (1.41)

where we have used the definition \(F[A] \equiv dA + A \wedge A\). This implies that, for a four-dimensional manifold \(M_4\) such that \(dM_4 = M_3\), the “four-dimensional” action

$$S'_{\text{CS}} \equiv S'_{\text{CS}}[A] \equiv \kappa \int_{M_4} \text{Tr} (F[A] \wedge F[A])$$  \hfill (1.42)

is equal to the above \(S_{\text{CS}}[A]\) \((1.38)\). The final step is then to realize that it is possible to identify some components of \(A\) with the dreibein and the spin-connection in a way that makes the above action equal to \(S_{\text{FO}}[e, \omega]\) (upon reducing the four-dimensional integral to the three-dimensional one on the boundary \(M_3\) of course). This is actually the way it is proved in the original paper \([5]\). However, one does not gain much time compared with the above demonstration and moreover this detour not only contains a few subtleties but also requires considering four-dimensional action terms which might render the discussion a little confusing, which is why we have chosen to follow a more straightforward procedure here.

Before moving to the next subsection, let us work out — for we shall need them — the equations of motion derived from the above Chern–Simons action. In terms of the gauge connection they read \(R[A] = 0\), as is well known. In terms of \(e\) and \(\omega\) we easily find the corresponding expressions:

$$D_\mu e^a_{\nu} - D_\nu e^a_{\mu} = 0,$$
$$\partial_\mu \omega^a_\nu - \partial_\nu \omega^a_\mu + \epsilon^{abc} \omega^b_\mu \omega^c_\nu = 0,$$  \hfill (1.43)

where we use the standard abuse of notation

$$D_\mu e^a_{\nu} \equiv (D_\mu e_\nu)|_{P_a},$$  \hfill (1.44)

where \(|_{P_a}\) means taking the component along the \(P_a\) generators. Note that, as it should be, the above equations of motion do coincide, at the linearized level, with the \(\Lambda = 0\) version of \((1.24)\).
1.2.4 The gauge transformations

There is a last non-trivial check to do before one can safely claim the two theories to be equivalent; namely, we need verify the gauge transformations on both sides to be the same. Indeed, while both the first-order formulation and the Chern–Simons action are manifestly invariant under diffeomorphisms, in the first-order formulation we also have the local Lorentz transformations as gauge symmetries, whereas in the Chern–Simons picture we have the full iso(2,1) gauge symmetries. As we shall now show, the homogeneous part of the iso(2,1) gauge symmetries are easily seen to correspond to the LL Ts in the first-order formalism but, as for the infinitesimal gauge translations of iso(2,1), one has to show that they are not extra gauge symmetries (which would be bad for our rewriting of the action would then eliminate degrees of freedom in some sense) but, rather, that they correspond to some combination of the symmetries of the first-order formalism action.

Now the gauge transformations in the Chern–Simons picture are parametrized by a zero-form gauge parameter taking values in the gauge algebra,

\[ u \equiv \rho^a P_a + \tau^a J_a, \]  

(1.45)

with \( \rho^a \) and \( \tau^a \) being infinitesimal parameters, and the transformation law for the gauge connection (sitting in the adjoint representation of the gauge algebra) is \( A \rightarrow A + \delta A \) with

\[ \delta A_\mu = \partial_\mu u + [A_\mu, u]. \]  

(1.46)

Upon now plugging the expression for \( u \) and the decomposition of \( A \) in terms of the dreibein and spin-connection in the above equation we can read off the variations of \( e \) and \( \omega \), which read

\[ \delta e_\mu^a = \partial_\mu \rho^a + \epsilon^{abc} e_{b\mu} \tau_c + \epsilon^{abc} \omega_{b\mu} \rho_c, \]

\[ \delta \omega_\mu^a = \partial_\mu \tau^a + \epsilon^{abc} \omega_{b\mu} \tau_c. \]  

(1.47)

These are all the (infinitesimal) local symmetries of the action in the gauge (Chern–Simons) picture and they can be decomposed into those generated by \( \rho^a \),

\[ \delta e_\mu^a = \partial_\mu \rho^a + \epsilon^{abc} \omega_{b\mu} \rho_c, \]

\[ \delta \omega_\mu^a = 0, \]  

(1.48)

and those generated by \( \tau^a \),

\[ \delta e_\mu^a = \epsilon^{abc} e_{b\mu} \tau_c, \]

\[ \delta \omega_\mu^a = \partial_\mu \tau^a + \epsilon^{abc} \omega_{b\mu} \tau_c. \]  

(1.49)

Moreover, as we already explained, the Chern–Simons term is also manifestly invariant under diffeomorphisms because it is written in terms of forms. The diffeomorphisms act by the well-known formula

\[ \delta A_\mu = \xi^\nu \partial_\nu A_\mu + A_\nu \partial_\mu \xi^\nu, \]  

(1.50)

where \( \xi^\nu \) is some infinitesimal vector. We may again use the identification (1.37) to now simply find

\[ \delta e_\mu^a = \xi^\nu \partial_\nu e_\mu^a + e_\nu^a \partial_\mu \xi^\nu = \xi^\nu ( \partial_\nu e_\mu^a - \partial_\mu e_\nu^a ) + \partial_\mu ( e_\nu^a \xi^\nu ), \]

\[ \delta \omega_\mu^a = \xi^\nu \partial_\nu \omega_\mu^a + \omega_\nu^a \partial_\mu \xi^\nu = \xi^\nu ( \partial_\nu \omega_\mu^a - \partial_\mu \omega_\nu^a ) + \partial_\mu ( \omega_\nu^a \xi^\nu ), \]  

(1.51)
which are the usual diffeomorphism transformations in the frame picture. Then, when dealing with the first-order action we also have the local Lorentz transformations, which act on $e$ and $\omega$ as in (1.3) and (1.8) respectively, the infinitesimal version of which is

$$
\delta e^a\mu = -\alpha^a_b e^b\mu,
$$

$$
\delta \omega^a\mu = -\alpha^a_b \omega^b\mu + \frac{1}{2} \epsilon^{abc} \partial\mu \alpha_{bc},
$$

as is easily derived taking $\alpha^a_b$ to be an element of the Lorentz algebra with coefficients depending on spacetime coordinates. These are the local symmetries of the frame formulation.

Now, the later LLTs are quite easily seen to be in one-to-one correspondence with the gauge transformations generated by the parameters $\tau^a$ on the Chern–Simons side. Indeed, upon setting

$$
\alpha_{ab} = -\epsilon^{abc} \tau_c \Leftrightarrow \tau^a = \frac{1}{2} \epsilon^{abc} \alpha_{bc},
$$

one sees that (1.52) and (1.49) agree with one another. As for the infinitesimal gauge transformations of the gauge picture generated by the $\rho^a$’s the story is a little more subtle, and indeed at first sight one wonders what they could correspond to in the frame formulation. Actually, we shall need use both the equations of motion and the invariance under local Lorentz transformations to make them match with the infinitesimal diffeomorphisms or, differently put, we will show that the gauge transformations generated by the $\rho^a$’s are somehow not extra gauge transformations but, rather, on-shell they are simply some combination of diffeomorphisms and LLTs. Let us then try to relate the infinitesimal parameter $\xi^\mu$ to $\rho^a$. We are tempted to try

$$
\rho^a = \xi^\mu e^a\mu,
$$

which yields

$$
(\delta \xi - \delta \rho) e^a\mu = \xi^\nu (\partial\nu e^a\mu - \partial\mu e^a\nu) + \epsilon^{abc} \xi^\nu e^b\mu \omega^c\nu,
$$

$$
(\delta \xi - \delta \rho) \omega^a\mu = \xi^\nu (\partial\nu \omega^a\mu - \partial\mu \omega^a\nu) + \partial\mu (\omega^a\nu \xi^\nu).
$$

Now, the first terms in the right hand sides of the two above equations are seen to be the “abelian” part of the equations of motion (1.43), so we try making these terms exactly the whole equations of motion, which yields

$$
(\delta \xi - \delta \rho) e^a\mu = \xi^\nu (D\nu e^a\mu - D\mu e^a\nu) + \epsilon^{abc} \xi^\nu e^b\mu \omega^c\nu,
$$

$$
(\delta \xi - \delta \rho) \omega^a\mu = \xi^\nu (\partial\nu \omega^a\mu - \partial\mu \omega^a\nu) + \epsilon^{abc} \omega^b\nu \omega^c\mu + \partial\mu (\omega^a\nu \xi^\nu).
$$

We now see that the first terms are proportional to the equations of motion whereas the last terms are local Lorentz transformations with parameter

$$
\alpha^{ab} = -\epsilon^{abc} \xi^\nu \omega^c\nu \Leftrightarrow \tau^a = \xi^\nu \omega^a\nu,
$$

so that gauge transformations generated by $\rho^a$, which are also named infinitesimal gauge translations, indeed correspond to diffeomorphisms in the frame formulation (up to LLTs and EoMs). As already stated, this is well, since the point was to check that there are no extra gauge symmetries. Let us also stress that this fact is truly a three-dimensional
feature and does not happen in dimension four and greater. Actually, this is precisely what prevents one from writing gravity in dimension four and greater as a gauge theory simply by gauging the isometry group of the vacuum and employing a gauge-connection valued therein. We might thus roughly say that “only in three dimensions is gravity a true gauge theory”, and even there, we see that its action is that of Chern–Simons, which is not of the Yang–Mills type that we are more used to in standard gauge theory. Note that a Yang–Mills action term in three dimensions would propagate scalar degrees of freedom, unlike gravity which propagates none in dimension three.

This achieves the proof of the equivalence for the $\lambda = 0 = \Lambda$ case. Three-dimensional gravity is thus a gauge theory for the gauge group $\text{iso}(2,1)$, the Poincaré group (for zero cosmological constant).

**Remark**: in dimensions greater than three one may also want to interpret gravity as a gauge theory of some type for the corresponding gauge group. However, as we just said in dimension four and greater the first-order action (1.23) is only invariant under the homogeneous Poincaré group $\text{so}(2,1)$, not under the whole of $\text{iso}(2,1)$ — that is, gauge translations do not leave the action invariant. The action (1.24) is of course invariant under coordinate reparametrization (diffeomorphisms), but those Lie derivatives do not correspond (in the first order formalism at least) to gauge translations. Only in three-dimensions does that miracle happen, thus allowing us to rewrite three-dimensional gravity as a gauge theory for the whole Poincaré group. More information can be found in [7, 9] and we shall not further comment on that point.

### 1.2.5 Cosmological constant and chiral copies

As announced, what we shall be interested in is the case with negative cosmological constant. Following the same reasoning as in the $\lambda = 0$ case (with same identifications of $e$ and $\omega$ via (1.37) and same bilinear form on the algebra) the equivalence can again be proven between the frame formulation and the Chern–Simons one based on $\text{so}(2,2)$. As this calculation is really close to the one we have just performed we shall not do it again and we just quote what is different in the Chern–Simons picture, that is, the gauge transformations now read

$$
\begin{align*}
\delta e^a_\mu &= \partial_\mu \rho^a + \epsilon^{abc} e_{b\mu} \tau_c + \epsilon^{abc} \omega_{b\mu} \rho_c, \\
\delta \omega^a_\mu &= \partial_\mu \tau^a + \epsilon^{abc} \omega_{b\mu} \tau_c + \lambda \epsilon^{abc} e_{b\mu} \rho_c,
\end{align*}
$$

and the way in which they correspond to diffeomorphisms and LLTs is the same as before. Further note that the identification of the actions now requires one to set

$$
\kappa = \frac{l}{16\pi G},
$$

and

$$
\lambda = \Lambda,
$$

so that the parameter $\lambda$ appearing in (1.24) is indeed the cosmological constant $\Lambda$ and $l$ is the AdS radius defined in the usual way by $\Lambda \equiv -1/l^2$. Note that $\kappa$ is often parametrized...
as $k/4\pi$ in the literature, which implies $k = l/4G$ in the AdS case.

Now, because of the splitting of $\mathfrak{so}(2,2)$ into two chiral copies of $\mathfrak{sl}(2|\mathbb{R})$ \eqref{1.33}, it is possible to rewrite the Chern–Simons action term for $\Gamma_\mu \in \mathfrak{so}(2,2)$ as the sum of two Chern–Simons actions, each of them having their connections $A$ and $\tilde{A}$ in the first and second chiral copy of $\mathfrak{sl}(2|\mathbb{R})$ respectively. In the sequel we shall only deal with the first chiral copy but we wanted to still call the connection there of $A$, which is why we have changed notations at this point. Actually, the decomposition of $\Gamma$ in terms of $e$ and $\omega$ is quite helpful in formulating this splitting precisely, for we see that

$$
\Gamma = e^a P_a + \omega^a J_a = (\omega^a + \frac{e^a}{l}) J^+_a + (\omega^a - \frac{e^a}{l}) J^-_a \equiv A^a J^+_a + \tilde{A}^a J^-_a \equiv A + \tilde{A},
$$

(1.61)

where the $J^\pm_a$s are defined by \eqref{1.33}. Now, taking into account both the commutation relations \eqref{1.34} and the bilinear form \eqref{1.36} written in terms of $J^\pm_a$s, we see that the Chern–Simons action term for $\mathfrak{so}(2,2)$ can be split as follows

$$
S_{\text{cs}}[\Gamma = A + \tilde{A}] = S_{\text{cs}}[A] + \tilde{S}_{\text{cs}}[\tilde{A}] \equiv S_{\text{cs}}[A, \tilde{A}],
$$

(1.62)

with each chiral copy having prefactor $\kappa = l/16\pi G$. Note that for the splitting of the kinetic piece one needs only notice that $(J^+_a, J^-_b) = 0$ whereas also $[J^+_a, J^-_b] = 0$ is needed to prove the splitting of the interaction piece. Both chiral copies $S_{\text{cs}}[A]$ and $\tilde{S}_{\text{cs}}[\tilde{A}]$ are the same actions except for one difference, which is that the $J^+_a$s and $J^-_a$s are equipped with bilinear forms having opposite signs \eqref{1.36}. Equivalently, if one prefers to have both chiral copies equipped with the same bilinear form, one can instead declare

$$
A \equiv (\omega^a + \frac{e^a}{l}) T_a,
$$

$$
\tilde{A} \equiv (\omega^a - \frac{e^a}{l}) T_a,
$$

(1.63)

with the $T_a$ generators of $\mathfrak{sl}(2|\mathbb{R})$ satisfying the same commutation relations and scalar products as the $J^+_a$s (we changed notations not to confuse the reader). The decomposition of the action then reads

$$
S_{\text{cs}}[\Gamma = e/l + \omega] = S_{\text{cs}}[A] - S_{\text{cs}}[\tilde{A}] = S_{\text{cs}}[A, \tilde{A}].
$$

(1.64)

It is of course no longer true that $\Gamma = A + \tilde{A}$ (nor does it make sense to write so anymore), but this decomposition in which the connections $A$ and $\tilde{A}$ both lie in the first chiral copy of $\mathfrak{sl}(2|\mathbb{R})$ (to put it that way) is handier as the two action functionals are the same now also when seen as functionals of the components $A^a$ and $\tilde{A}^a$ — they are truly the same action functionals now. This formulation, where we only need a single $\mathfrak{sl}(2|\mathbb{R})$, will be of much use in the sequel, where we shall only treat the first chiral copy for many of our purposes. This is also the formulation that is most often encountered in the literature.

Note that the equations of motion now read

$$
F[A] = 0, \quad F[\tilde{A}] = 0,
$$

(1.65)
which, when combined as $F[A] \pm F[\tilde{A}] = 0$ and subsequently linearized are seen to yield those written in (1.24) (in the linearized limit). Note that the gauge transformations are also split now, but we shall not display them here for the sake of simplicity.

2. Higher-spin gravity in 3D

What has been done for pure gravity in the previous section will now be carried out for higher-spin fields ($s > 2$). However, the formulation of interacting higher-spin fields (with themselves and with gravity) is notoriously tricky. A lot of progress has been made in that direction, including a long term effort by M. A. Vasiliev, but a complete description to all orders at the level of the action is not yet available... in $D > 3$! For more information on the subject we refer to R. Rahman’s lectures [1].

In the metric-like or frame formulation of higher-spin fields, in dimensions greater than three, building consistent interactions is rather intricate. First of all, as noted in [14], the non-vanishing Weyl tensor in $D \geq 4$ precludes the existence of so-called “hypergravity” (a spin-$\frac{5}{2}$ field minimally coupled to gravity; in some sense the first non-trivial gravitational higher-spin interaction). Secondly, dealing with the frame formalism requires so-called “extra fields” and “extra gauge symmetry” — these are auxiliary fields and associated gauge symmetries one is forced to introduce in order to formulate free higher-spin fields in the frame formalism in dimension four and greater [13]. These facts essentially complicate the introduction of interactions, although as we know Vasiliev’s equations do exist.

In $D = 3$ these two complications do not arise. Indeed, the Weyl tensor vanishes in three dimensions, which does allow for interaction terms involving the minimal coupling to gravity [14, 10]. Also, as noted for example in the first sections of [17], the frame formulation of three-dimensional (free) higher-spin fields does not require so-called “extra fields” and “extra gauge symmetry”. Nevertheless, in dimension three there exists a much more practical tool to introduce consistent interactions, which is precisely the Chern–Simons formulation.

Now, as we shall describe in the next subsection, one can formulate higher-spin fields in some analogue of the frame formalism for gravity that we reviewed in Subsection 1.1 (at the free level) and then from there move on, in Subsection 2.2, to the Chern–Simons picture for higher spins — much in the spirit of what was done for pure gravity. The problem of introducing interactions will then be easily dealt with, as it will be equivalent to the purely algebraic problem of finding suitable higher-spin Lie algebras (see Subsection 2.2). The formulation one then arrives to, firstly introduced by Blencowe [6], namely a Chern–Simons gauge theory for some (finite or infinite-dimensional) gauge algebra containing so(2, 2) (in the AdS case), is the basis for almost every study of three-dimensional higher-spin gravity today, and is what the present section is devoted to reach.

2.1 The frame formulation of free higher spins

As aforementioned, some analogue of the frame formalism for gravity also exists for higher-spin fields [13]. Let us stress that all of what we shall present in this subsection takes place at the linearized level. Although we shall be mainly interested in the AdS$_3$
case, we shall develop as much of the material as possible in arbitrary dimension and on a
generic constant-curvature background spacetime. Note that, although all of the following
discussion can be generalized to fermions, our focus will be on bosons, for the sole reason
that it is simpler in a first approach. Part of the material exposed in this subsection is also
reviewed in [18].

2.1.1 The metric formalism

Let us first review the Frønsdal (or metric) formulation of (free) higher-spin fields [19].
As this was covered in R. Rahman’s lecture [1], we shall be rather sketchy, providing only
what is needed in order to then move to the frame formulation.

The Frønsdal equations of motion for a spin-$s$ gauge field described by a rank-$s$
symmetric tensor $\varphi_{\mu_1...\mu_s}$ and propagating on the Minkowski $D$-dimensional background are given by

$$F_{\mu_1...\mu_s} \equiv \Box \varphi_{\mu_1...\mu_s} - s \partial_{(\mu_1} \partial^{\lambda} \varphi_{\mu_2...\mu_s)\lambda} + \frac{s(s-1)}{2} \partial_{(\mu_1} \partial_{\mu_2} \varphi_{\mu_3...\mu_s)} = 0,$$

(2.1)

where $F$ is the so-called Frønsdal tensor, which should be thought of as a higher-spin equivalent of the linearized Ricci tensor (which it boils down to for spin 2). Our symmetrization parenthesis have weight one, so that e.g. $2A_{ij} \equiv A_{ij} + A_{ji}$. The above equations are invariant under the gauge transformations

$$\delta \varphi_{\mu_1...\mu_s} = s \partial_{(\mu_1} \xi_{\mu_2...\mu_s)}, \quad \text{with} \quad \xi_{\lambda\mu_3...\mu_{s-1}} = 0,$$

(2.2)

which are seen to preserve the the double-trace constraint $\varphi^{\lambda_0}_{\lambda\mu_5...\mu_s} = 0$, which we actually need for the above equation of motion to describe the propagation of a spin-$s$ field only.\footnote{Indeed, if one forgets to take into account the double-trace constraint, the Frønsdal equations of motion for such a symmetric rank-$s$ tensor would describe the non-unitary propagation of additional, lower-spin degrees of freedom (on top of the spin-$s$ degrees of freedom).} However, this constraint does not need to be imposed separately, as on-shell it is automatically satisfied. Indeed, as one can check it is possible to obtain the triple gradient of the double-trace of the field by combinations of derivatives of the Frønsdal tensor $\mathcal{F}$ (which of course vanishes on-shell) [1]. One can verify that the above equations of motion are equivalent to the ones obtained from varying the action

$$S = \int d^D x \varphi^{\mu_1...\mu_s}(F_{\mu_1...\mu_s} - \frac{(s-1)s}{4} \eta_{(\mu_1\mu_2} F_{\mu_3...\mu_s)\lambda)},$$

(2.3)

where the expression in parenthesis is the higher-spin analogue of the linearized Einstein tensor. Note that the gauge invariance of the above Lagrangian uses the double-trace constraint, and hence at the level of the action we need to impose that constraint “by hand”, as it does not generically hold off-shell. The above action is thus the higher-spin analogue of what we would obtain if we were to linearize the Einstein–Hilbert action (1.1) (in brackets we find the analogue of the linearized Einstein tensor), and the above equations of motion (2.1) are the higher-spin counterpart of the linearized version of (1.3) (at $\Lambda = 0$ of course).
Let us now move to fields propagating on constant-curvature backgrounds. We are thus looking for equations that should now be invariant under
\[ \delta \varphi_{\mu_1 \ldots \mu_s} = s \nabla_{(\mu_1} \xi_{\mu_2 \ldots \mu_s)}, \quad \text{with } \xi^\lambda_{\mu_3 \ldots \mu_{s-1}} = 0, \] (2.4)
where \( \nabla \) stands for the covariant derivative (see previous section) associated with the background metric \( \bar{g}_{\mu\nu} \) (that we will choose to be anti-de Sitter later on). The equations of motion are now
\[ \hat{F}_{\mu_1 \ldots \mu_s} \equiv F_{\mu_1 \ldots \mu_s} + \Lambda \left( (s^2 + (D - 6)s - 2(D - 3)) \varphi_{\mu_1 \ldots \mu_s} \right. \\
\left. + s(s - 1)\bar{g}_{(\mu_1\mu_2} \varphi_{\mu_3 \ldots \mu_s)\lambda} \right) = 0, \] (2.5)
where \( \hat{F} \) is the “AdS Fronsdal tensor” and the Fronsdal tensor \( F \) itself is now understood as in (2.1) but with all derivatives replaced with covariant derivatives with respect to the background metric. Again imposing the double trace constraint on our field the free Lagrangian is fixed by the requirement of gauge invariance and reads exactly as (2.3) but with \( F \) replaced by \( \hat{F} \). The analogies with (1.1) and (1.3) are again quite clear.

It is quite important to note that the above equations of motion and Lagrangians are fixed by the requirement of invariance under the corresponding gauge transformations. As explained in R. Rahman’s lectures [1], the interactions are “even more” constrained and although Vasiliev’s equations are fully non-linear, they still lack a satisfactory corresponding action principle.

Remark : one should point out that, in three spacetime dimensions, the usual notion of spin reduces to a mere distinction between bosons and fermions, that is, the little group is trivial and its double cover is \( \mathbb{Z}_2 \). Nonetheless, one may wish to consider the same four-dimensional free equations describing some tensor field but in dimension three. It is then easy to see that, apart from the scalar and the spin-\( \frac{1}{2} \) field, no degrees of freedom can propagate [20]. The spin-1 case is peculiar, in the sense that the usual spin-1 tensor field, in three dimensions, propagates only a scalar degree of freedom (and a spin-3/2 field propagates a spin-1/2 DoF). In particular, higher-spins do not propagate any local degree of freedom in dimension three, and neither does a graviton. However, one may still wish to call a fully symmetric rank-\( s \) tensor satisfying the \( D = 3 \)-projected Fronsdal equation a spin-\( s \) field. That is, of course, what we mean by a higher-spin in three dimensions, and it is the translation of that object in terms of the generalized dreibein and spin-connection that Blencowe obtained in [6] by means of projecting directly the four-dimensional equations written in terms of the frame objects onto three dimensions.

2.1.2 The vielbein and spin-connection

Let us now try to formulate the above higher-spin free kinematics along the lines of the frame formulation of gravity. However, the reformulation of gravity in terms of the vielbein and spin-connection was carried out at the non-linear level, whereas here we only have a linear theory to start from (see comments at the end of the previous subsection) so
that we shall remain at the linearized level. Therefore, instead of the relation (1.4), what we are trying to generalize to the higher-spin case, rather, is its linearized version

\[ \varphi_{\mu\nu} = 2\varepsilon_{(\mu\nu)}^a, \]  

which is simply derived by plugging \( g_{\mu\nu} \equiv \bar{g}_{\mu\nu} + \varphi_{\mu\nu} \) in (1.4) and defining \( \bar{e} \) to be the background vielbein, associated with \( \bar{g}_{\mu\nu} \), and defined together with \( v_{\mu}^a \) by \( e_{\mu} \equiv \bar{e}_{\mu} + v_{\mu} \). The above relation is now invariant under

\[ \delta v_{\mu}^a = \alpha^{ab}_{\mu} \bar{e}^b_{\mu}, \]  

for \( \alpha^{ab}_{\mu} \in \text{so}(D-1,1) \) (remember that Latin indices are raised and lowered with \( \eta_{ab} \)).

The above change of variables is then generalizable to higher-spin fields. Indeed, let us introduce some generalized vielbein \( e^{a_1...a_{s-1}}_{\mu} \). Of course, we have no higher-spin analogue of the full metric at hand, so that the only thing we can do is declare this object to be its own excitation (that is, we assume that the background generalized vielbeins vanish\(^8\)) and try to relate it to \( \varphi_{\mu_1...\mu_s} \) in a sensible way that generalizes (2.6). This was done in the founding paper [15], resulting in the arbitrary-spin expression

\[ \varphi_{\mu_1...\mu_s} \equiv s\bar{e}^{a_1}_{(\mu_1}...\bar{e}^{a_{s-1}}_{\mu_{s-1}} e_{\mu_s) a_1...a_{s-1}}, \]  

which is invariant under

\[ \delta e^{a_1...a_{s-1}}_{\mu} = \bar{e}_{\mu b} \alpha^{b,a_1...a_{s-1}}, \]  

for

\[ \alpha^{(b,a_1...a_{s-1})} = 0. \]  

Note that, because Latin indices are raised and lowered with the Minkowski metric the last condition above indeed coincides, in the \( s = 2 \) case, with the matrix \( (\alpha^a_b) \in \text{so}(D-1,1) \). Now, in the standard frame approach to higher spins the generalized vielbein is chosen to be an irreducible Lorentz tensor in its frame indices, that is, we choose it to be symmetric and traceless in those same indices, i.e. we impose the conditions

\[ e^{a_1...a_{s-1}}_{\mu} = e_{\mu}^{(a_1...a_{s-1})}, \quad e^{ba_1...a_{s-3}}_{\mu b} = 0, \]  

the latter of which ensures the double-trace constraint on the field \( \varphi_{\mu_1...\mu_s} \), which is a way of checking that we are propagating the correct number of DoFs. Now, with such a choice of generalized vielbeins, our generalized LLT parameter \( \alpha \) will have to satisfy

\[ \alpha^{b,a_1...a_{s-1}} = \alpha^{b,(a_1...a_{s-1})}, \quad \alpha^{b,a_1...a_{s-3}c}_{\mu} = 0, \]  

which, together with (2.10) implies

\[ \alpha^{b,(a_1...a_{s-1})}_{\mu} = 0. \]  

\(^8\)Because the generalized (or higher-spin) vielbeins have no background values, we shall stick to the notation \( e_{\mu}^{a_1...a_{s-1}} \).
Then, much like in gravity the vielbein is just a covector with respect to its spacetime index, and in the present formulation our generalized vielbein will have covariant transformation rules under the “generalized diffeomorphisms” (2.4) such that its application to (2.8) reproduces (2.4). What we obtain is simply
\[
\delta e^{a_1 \ldots a_{s-1}}_{\mu} = (s-1) \varepsilon^{(a_1} \varepsilon^{a_{s-1})} \nabla_{\mu} \epsilon^{\nu_1 \ldots \nu_{s-1}}. \tag{2.14}
\]

Again proceeding along the lines of what is known for gravity one introduces some generalized spin-connection \( \omega^{a_1 \ldots a_{s-1}}_{\mu, b} \), satisfying the same conditions (2.10), (2.12) and (2.13) as the parameter \( \alpha \):
\[
\omega^{b}^{a_1 \ldots a_{s-1}}_{\mu} = \omega^{b}_{\mu}^{(a_1 \ldots a_{s-1})}, \quad \omega^{b}_{\mu}^{a_1 \ldots a_{s-3} c} = 0, \quad \omega^{(b, a_1 \ldots a_{s-1})}_{\mu} = 0, \tag{2.15}
\]
which together imply
\[
\omega^{b}_{\mu}^{(a_1 \ldots a_{s-2})} = 0. \tag{2.16}
\]

Note that for \( s = 2 \) the condition \( \omega^{(b, a_1 \ldots a_{s-1})}_{\mu} = \alpha^{(b, a_1 \ldots a_{s-1})}_{\mu} = 0 \) is implied by the anti-symmetry in the two only Latin indices then carried by \( \omega \) and \( \alpha \).

The last comment we shall make in the present subsection is that a “dual” rewriting analogous to (1.21) can also be performed in the arbitrary-spin case so that, ultimately, our first order formalism will deal with the generalized dreilbein \( e^{a_1 \ldots a_{s-1}}_{\mu} \) and a generalized spin-connection \( \omega^{a_1 \ldots a_{s-1}}_{\mu} \) (in dimension three) — a rewriting one can always perform in three-dimensions.

2.1.3 The action and the equations of motion

In his pioneering work [15], Vasiliev identified a first-order action for the generalized vielbeins and spin-connections such that, when solving for the auxiliary field \( \omega \) in terms of \( e \) and further recalling the definition (2.8), one recovers an action functional coinciding with that of Fronsdal (2.3). For the sake of conciseness we only give here its four-dimensional spin-s expression at \( \Lambda = 0 \), which reads
\[
S = \int d^4 x e^{\mu \rho \sigma} e^{a_1 a_2 \ldots a_{s-2}} \partial_{\mu} e_{\nu i_1 i_2 \ldots i_{s-2}} c - \frac{1}{2} \omega^{a_{s-2} \nu i_1 i_2 \ldots i_{s-2} c}. \tag{2.17}
\]
Of course such an action, if we believe it to be equivalent to the Fronsdal one (which it is), will be invariant under generalized LLT as well as generalized diffeomorphisms. However, as one can check, it is also invariant under an extra gauge transformation, acting only on the spin-connection [15]. That extra gauge parameter can of course be checked to vanish in the \( s = 2 \) case but, most importantly, in the arbitrary-spin case it also vanishes at \( D = 3! \). The reason why this is a key point is that one of the difficulties in formulating higher-spin theories stems from the fact that this extra gauge symmetry calls for so-called “extra (gauge) fields” associated with it (much like we can think of the spin-connection as the gauge field associated with the LLT gauge symmetry), and one is actually led through an iterative procedure which introduces several of them. Dealing with such extra gauge fields is a notorious source of inconveniences in the higher-spin context and the fact that they
are not needed in three dimensions can be thought of as being one of the reasons why the three-dimensional case is simpler to deal with.

Actually, reference [13] only deals with the four-dimensional Minkowski case, and one has to refer to [21] in order to get the corresponding (A)dS expression. As for the three-dimensional scenario, it was first treated in [6], where the usual frame expressions for free higher-spin fields were projected onto three-dimensional spacetimes and then completed to yield a fully interacting theory. Before giving its expression, note that we shall not display frame-index contraction explicitly when it is thought to be obvious (see below). On the AdS$_3$ spacetime background, that we are most interested in, the obtained spin-$s$ expression is thus (now in terms of the “dualized” spin-connection):

\[ S = \int e \wedge D\omega + \frac{1}{2} e^{ab} \bar{e}_a \wedge (\Lambda e_b \wedge e_c - \omega_b \wedge \omega_c), \]  

and the corresponding spin-$s$ equations of motion thus read\(^9\)

\begin{align*}
D\omega^{a_1...a_{s-1}} - \Lambda e^{a b a_1} \bar{e}_a \wedge e^{a_2...a_{s-1}} &= 0, \\
D\varepsilon^{a_1...a_{s-1}} + \epsilon^{b a_1} \bar{e}_a \wedge \omega^{a_2...a_{s-1}} &= 0,
\end{align*}

and indeed one can verify that they enjoy no extra gauge invariance of any sort — only diffeomorphisms and local Lorentz transformations. For example, the first term in the above action evidently implies a contraction of all the indices of $e$ with all the indices of (the dualized) $\omega$, their index structure being the same. The same goes, for example, for both terms within the brackets in the action; we assume contraction of all indices except the ones that are displayed (and which are contracted with the epsilon tensor). Let us further stress that, since the spin-2 dreibeins are denoted respectively by $\bar{e}_a$ (background) and $\nu_a$ (excitation), there can be no confusion with some higher-spin dreibein of which we display only one frame index, as in the above action — recall that the higher-spin dreibeins and spin-connections are always assumed to have zero background values. Finally, let us point out that the background spin-connection for the spin-2 enters the action via the covariant derivative $D$.

Although we don’t give the proof [17] that the above action is indeed equivalent to the Fronsdal one we point out the enlightening similarity of the above equations with the linearized equations (1.24); the structure is really the same, and all we have done is deal with the extra indices in the only possible way. Let us also make it clear that the apparent discrepancy one might seem to notice between the above action and (2.17) simply lies in the fact that (2.17) is given on a flat background, where $\bar{e}$ is the trivial matrix and $\bar{\omega}$ is zero. With those precisions in mind it becomes obvious that the above action is simply a projected version of (2.17), given here at $\Lambda \neq 0$.

### 2.2 Chern–Simons action for non-linear 3D higher-spin gravity

The idea is now that, much in the spirit of what we did for pure gravity, we shall rewrite the above action (2.18) for higher spins as a Chern–Simons term whose gauge connection

\[^9\]For $s = 2$ these equations of course boil down to those given in (1.24), only recalling that, in that case the excitation is given the letter $v_a$. 
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one-form takes values in some Lie algebra, the coefficients of which shall be identified with
the generalized dreibein and spin-connection. Once again we shall proceed backwards,
that is, we shall give some Chern–Simons action together with some identification of the
components of its connection and then show how our action (2.18) is reproduced (at the
free level).

2.2.1 Requirements at the linearized level

From the previous section it should be obvious that the action we are now looking for
is some Chern–Simons term for a gauge connection taking values in an algebra containing
$\text{sl}(2|\mathbb{R})$. What is now to be investigated is what requirements are imposed on such an
algebra by the matching with (2.18) at the linearized level. Note that, of course, the action
we look for is the difference of two copies of the Chern–Simons action for independent
combinations of the dreibein and spin-connection, like in (1.64). However, as we shall see,
much of the discussion can be carried over considering only the first copy (at least the
purely algebraic considerations).

Let the $T_a$’s be our spin-2 generators, the coefficients of which are associated with
$e^a + \omega^a$ (and the corresponding minus sign for the other chiral copy). Now, as we have
seen in the previous subsection, the higher-spin off-shell degrees of freedom$^{10}$ we need
to accommodate for come in the form of the generalized dreibeins $e^{a_1...a_{s-1}}$ and spin-
connections $\omega^{a_1...a_{s-1}}$, which are symmetric in their (frame) indices as well as traceless.
The combination $e^{a_1...a_{s-1}} + \omega^{a_1...a_{s-1}}$ is therefore to be identified with the coefficient of
some higher-spin generator $T_{a_1...a_{s-1}}$, that we may assume to be symmetric and traceless
in its indices — and correspondingly for the other copy. As is easy to check, the number of
independent spin-$s$ generators $T_{a_1...a_{s-1}}$ is precisely $2(s-1)+1$, that is, the dimension of a
spin-$s$ (or, rather, $s-1$) representation of $\text{sl}(2|\mathbb{R})$. The nice thing about it is that, because
of the isomorphism $\text{sl}(2|\mathbb{R}) \simeq \text{so}(2,1)$, the components of our Chern–Simons connection
corresponding to the spin-$s$ field come in the right number to form an irreducible spin-
$(s-1)$ representation of the three-dimensional Lorentz group, $\text{so}(2,1)$. Actually, this is
exactly what we shall assume (and justify later on), namely that the spin-$s$ generators
behave as irreducible Lorentz tensors, which can be seen to translate to

$$[T_0, T_{a_1...a_{s-1}}] = \epsilon^c_{a(a_1} T_{a_2...a_{s-1})c}. \quad (2.20)$$

The higher-spin algebra we are looking for is therefore some algebra containing $\text{sl}(2|\mathbb{R})$
and, besides, the higher-spin generators $T_{a_1...a_{s-1}}$ up to some spin, sitting in irreducible
representations of the Lorentz algebra according to the above formula. Note that the
mismatch between the spin of some generators and the representation of $\text{so}(2,1)$ they sit
in comes from the fact that, on top of the frame indices, the connection further carries
a spacetime index. The generators $T_{a_1...a_{s_1}}$, that we have said to have spin-$s$, are also
sometimes said to have conformal spin $s - 1$.

---

$^{10}$Obviously the off-shell degrees of freedom are what we shall map to those described by the Chern–Simons connections, for we know that on-shell three-dimensional higher-spins propagate no degrees of freedom at all.
Two important comments are now in order. Firstly, it should be noted that, whatever the algebra is in the end, in order to make sense of the Chern–Simons term it should be equipped with some appropriate bilinear form. However, as this bilinear form needs be invariant, one can easily check that the only possibility for it is

\[(A, A) = \sum_{s=1}^{N} c_s A^{a_1 \ldots a_{s-1}} A_{a_1 \ldots a_{s-1}}, \quad (2.21)\]

where the coefficients \(c_s\) are left undetermined by the requirement of invariance under the commutation relations we already have at hand, namely those of \(\mathfrak{sl}(2|\mathbb{R})\) as well as those in \((2.20)\). Presumably, the commutation relations among the higher-spin generators would fix (some of) those coefficients. Of course, it may be so that, for a particular Lie algebra satisfying the above requirements, the invariance of the above bilinear form will force some of the \(c_s\) coefficients to be zero, which would then make the bilinear form a degenerate one — and hence useless for our purposes. The second comment to be made is that, assuming all \(c_s\)’s to be non-zero, whatever algebra we find will do the job. Namely, if we write a Chern–Simons theory for a gauge connection living in some higher-spin algebra containing \(\mathfrak{sl}(2|\mathbb{R})\) and whose higher-spin generators satisfy \((2.20)\), the linearization thereof shall yield precisely the action \((2.18)\) — upon identification of the components along the lines of \(A = e + \omega\) (and correspondingly for the second copy). This last point is really the key-one, so let us phrase it differently: when one linearizes the Chern–Simons action with proper identification of the degrees of freedom as above, the commutator of higher-spin generators with themselves is not used (only those of higher-spin generators with spin-2 ones, and of course the pure spin-2 ones). The reason for this is simple and lies in the fact that the higher-spin dreibeins and spin-connections have been assumed to have zero background values, as is easy to note trying to do the exercise (which we highly recommend). Another nice feature is that the coefficients \(c_s\) are not used either when linearizing the action; indeed, at the free level the Chern–Simons term for our higher-spin algebra splits into a sum of free actions for the different spins which are involved, with the corresponding \(c_s\) coefficients in front, which therefore play no role in recovering the Fronsdal system.

**Remark:** to be precise, it is the absolute value of the \(c_s\) coefficients which plays no role in recovering the Fronsdal system. However, the relative signs of the coefficients are of some importance. Indeed, if the relative sign for the spin-2 and spin-3 sector is minus then the kinetic terms of both those sectors will have opposite signs, which is non-standard. The example of the two non-compact real forms of \(\mathfrak{sl}(3)\), treated below, illustrates this point very well (see comments hereafter).

The conclusion is thus that any Lie algebra containing \(\mathfrak{sl}(2|\mathbb{R})\) whose higher-spin generators are irreducible Lorentz tensors and whose invariant bilinear form is non-degenerate shall yield a Chern–Simons action (with proper identification of the degrees of freedom)

\[11\text{Note that, even before imposing invariance, the expression } (2.21) \text{ is the only thing one can write without using epsilon tensors, the use of which in the real form being really what is forbidden by requiring the invariance.}\]
which, at the linearized level, agrees with the aforegiven free higher-spin system. The beauty of it is that we have reduced the quest for an interacting higher-spin theory in three dimensions to an algebraic problem: that of finding some Lie algebra satisfying the above requirements. Two points now deserve a clear stating. The first is about simplicity and the second is about diversity, and we shall expand on them in the following. The “simplicity” aspect is that something as common and easy to deal with as $\mathfrak{sl}(n|\mathbb{R})$ fits into the above scheme. The “diversity” aspect is that many other Lie algebras satisfy the requirements. We shall now proceed to expanding on those two points.

### 2.2.2 Finite dimensional algebras

To the reader unfamiliar with the subject it might now come as a (good) surprise that, as we just said, something as “simple” as $\mathfrak{sl}(n|\mathbb{R})$ fits in this scheme. Its usual presentation is the set of $n \times n$ traceless matrices (which is really the $n$-dimensional representation of it), but there exists another presentation. Indeed, consider the $n$-dimensional representation of $\mathfrak{sl}(2|\mathbb{R})$ and define the higher-spin generators to be the symmetrized products of the corresponding number of spin-2 generators (in their $n$-dimensional representation) minus the corresponding trace projections. One can then prove that the resulting algebra is in fact $\mathfrak{sl}(n|\mathbb{R})$, where $n-1$ is the maximum number of spin-2 generators we allow ourselves to take products of. As an example we give the commutation relations of $\mathfrak{sl}(3|\mathbb{R})$ in this way:

$$
[T_a, T_b] = \epsilon_{abc} T^c, \\
[T_a, T_{bc}] = \epsilon^{m}_{a(b} T^c_{c)m}, \\
[T_{ab}, T_{cd}] = \sigma(\eta_{a(c} \epsilon_{d)b)m + \eta_{b(c} \epsilon_{d)a)m})T^m,
$$

(2.22)

where the $T_a$’s are defined to be the $\mathfrak{sl}(2)$ generators in their three-dimensional representation and the $T_{ab}$’s are defined as

$$
T_{ab} \equiv T_{(a} T_{b)} - \frac{1}{3} \eta_{ab} T_c T_d \eta^{cd} = T_{ba},
$$

(2.23)

a definition implying not only that $\eta^{ab} T_{ab} = 0$ identically but also that the $T_{ab}$’s themselves are traceless matrices (as can be checked), so that we are indeed reproducing some Lie algebra of traceless matrices, as is $\mathfrak{sl}(3)$. Note that the absolute value of the $\sigma$ parameter in the commutator of two spin-3 generators can be changed by rescaling the generators, but its sign cannot; $\sigma < 0$ corresponds to $\mathfrak{sl}(3|\mathbb{R})$ while $\sigma > 0$ corresponds to $\mathfrak{su}(1,2)$, the other non-compact real form of $\mathfrak{sl}(3)$. As we have already pointed out, the last commutator hereabove does not affect the linearized limit, except for the relative sign of the spin-2 and spin-3 kinetic terms, with $\sigma < 0$ yielding a non-standard minus sign. Apart from those considerations (see below), any real form is thus a priori acceptable. Also, as can be checked, the bilinear form (2.21) is in this case non-degenerate.

The above scheme of things actually extends to the arbitrary-$n$ case of $\mathfrak{sl}(n)$, of which any non-compact real form is suited (a priori) to describe an interacting theory of higher spins up to spin $n$. The most used form, however, is $\mathfrak{sl}(n|\mathbb{R})$, which is indeed very much studied in the literature. The reason for this is partly that it is simple to handle, and
partly that for other real forms some of the kinetic terms for different higher-spins would have opposite relative signs.

**Remark**: of course since no on-shell degrees of freedom are propagated by our three-dimensional action one might wonder how relevant is the requirement that different higher-spin kinetic terms have the same relative sign (which is usually required to preserve unitarity). However, other pathological features may be seen to show up when using those different real forms, such as non-unitarity of the associated boundary theory \[22\].

Several comments are now in order. First, a natural question is whether other algebras are admissible. First of all, let us note that any semi-simple algebra satisfying the condition \[\text{(2.20)}\] and having the correct number of commutators automatically does the job because, being semi-simple, its Killing form will be non-degenerate. Let us further note that this criterion is actually necessary and sufficient; indeed, by Cartan’s criterion we know that an algebra is semi-simple if and only if its Killing form is non-degenerate. So much for the bilinear form. Another consideration, this time related to the requirement of containing sl\((2|\mathbb{R})\) as a subalgebra, is that any non-compact algebra contains sl\((2|\mathbb{R})\) as a subalgebra and, moreover, all semi-simple Lie algebras admit non-compact real forms.

Last but not least one should consider the requirement of containing, besides sl\((2|\mathbb{R})\), higher-spin generators forming irreducible representations of the three-dimensional Lorentz group. Actually, this is also guaranteed! The argument is the following: consider any Lie algebra containing sl\((2|\mathbb{R})\) as well as other generators, that we collectively denote \(T_A\). Assuming that our algebra is of finite dimension, the generators \(T_A\) form a direct sum of finite-dimensional representations of sl\((2|\mathbb{R})\). The reason for it is the following: all of the \(T_A\)'s, taken together, certainly form some (finite-dimensional) representation of sl\((2|\mathbb{R})\) (which can be seen by considering the matrices corresponding to the sl\((2|\mathbb{R})\)-generators in the adjoint representation). Then, either this representation is irreducible, in which case we are done, or it is not, in which case it will split in some direct sum of irreducible representations (because of Weyl’s theorem saying that any finite-dimensional representation of a semi-simple Lie algebra is completely reducible).

The outcome of this analysis is thus that any non-compact form of any simple Lie algebra beyond sl\((2|\mathbb{R})\) is suited to describe some higher-spin theory via the Chern–Simons picture. Of course, and this is an important precision, some of them might actually contain higher-spin generators for only some spins beyond spin-2, that is, the spectrum might not be that of one irreducible representation of every spin up to some value. Furthermore, the spectrum might even contain spins below spin-2, and of course the kinetic terms may in general enter the action with some relative signs.

As a final comment before moving on to the infinite-dimensional higher-spin algebras we shall point out that, given some non-compact algebra, in general one may declare different sets of (three) generators to be the sl\((2|\mathbb{R})\) subalgebra describing pure gravity. Making such a choice is called choosing some “embedding” of sl\((2|\mathbb{R})\) into the higher-spin algebra. Among all possible embeddings, there is a special one, called “principal embedding”, that exists for all simple Lie algebras (at least for some real forms thereof), and has the property that all the other generators split into irreducible representations.
with multiplicity one.\footnote{An equivalent definition\cite{21} is that the number of irreducible representations appearing in the spectrum is smaller than the rank of the algebra (which is $n$ for $\mathfrak{sl}(n)$).} Differently put, it means that the rest of the generators should organize as $\mathfrak{sl}(2|\mathbb{R})$, once for each spin present in the spectrum. In the $n=3$ case, for example, there is only one non-principal embedding, corresponding to the splitting of $\mathfrak{sl}(3)$ as $\mathfrak{8} = 3 \oplus 2 \times 2 \oplus \mathbf{1}$, whereas the principal embedding that we have presented in (2.22) corresponds to the splitting $\mathfrak{8} = 3 \oplus \mathbf{5}$ (the representations are denoted in boldface by their dimensions). Now, non-principally embedded $\mathfrak{sl}(2|\mathbb{R})$’s have also been studied and seem somewhat more difficult to analyze. In particular, the properties of the corresponding boundary theory seem to present some subtleties — see e.g. [22, 24].

Note that all simple Lie algebras admit a non-compact form such that $\mathfrak{sl}(2|\mathbb{R})$ can be principally embedded thereof. Actually, some embeddings of $\mathfrak{sl}(2|\mathbb{R})$ may not be compatible with some non-compact real forms of whatever higher-spin algebra we use. For example, we point out that for the case of $\mathfrak{sl}(n)$ the principal embedding thereof is only compatible with the maximally non-compact real form, $\mathfrak{sl}(n|\mathbb{R})$, as well as with $\mathfrak{su}(\frac{2n}{2})$ (or $\mathfrak{su}(\frac{n-1}{2}, \frac{n+1}{2})$ if $n$ is odd). Let us also mention that the maximally non-compact real form is compatible with any embedding and, conversely, the so-called “normal” embedding is compatible with any real form (see the Appendix). Last of all we also point out that one switches non-compact real forms for the principal embedding by multiplying all odd-spin generators by a factor of $i$.

### 2.2.3 Infinite-dimensional algebras

In the previous subsection we have been concerned with finding some completion to the commutation relations of $\mathfrak{sl}(2|\mathbb{R})$ together with (2.20). However, explicitly or implicitly, so far we have confined ourselves to exploring finite-dimensional Lie algebras. In the present subsection we address the question of infinite-dimensional higher-spin algebras. However, as their study is beyond the scope of the present notes we shall limit ourselves to making some comments on the subject.

The idea is that, along the lines of the construction of the $\mathfrak{sl}(3)$ higher-spin generators in terms of products of spin-2 ones (see previous subsection), we may very well consider the same construction without limiting the degree of the products thereof. In such a way one generates an infinite tower of higher-spin generators in representations of $\mathfrak{sl}(2|\mathbb{R})$. Such a construction of an infinite-dimensional (associative) algebra is actually rather standard and bears the fancy name of “universal enveloping algebra”, and it is denoted by $\mathcal{U}(\mathfrak{sl}(2|\mathbb{R}))$. More precisely, the universal enveloping algebra is some abstract construction\cite{25} in which we build the higher-spin generators as products of the original ones (for some associative product) without considering the latter to be in some representation. This is why, before obtaining our infinite-dimensional higher-spin algebra out of such a construction, there is one last step we need to perform; namely, quotienting by some value of the $\mathfrak{sl}(2|\mathbb{R})$-Casimir, $C_2 \equiv T_a T_b \eta^{ab}$. The Lie algebra we are looking at is thus

\[
\mathbf{B}[\lambda] \equiv \text{hs}[\lambda] \oplus \mathbb{I} \equiv \frac{\mathcal{U}(\mathfrak{sl}(2|\mathbb{R}))}{(C_2 - \mu \mathbb{I})},
\]  

(2.24)
where $\text{hs}[\mu]$ is the infinite-dimensional higher-spin algebra in three dimensions \[26\]. Note that in the above expression we have also removed the identity (which is indeed included in the universal enveloping construction, for we have to allow all powers of the spin-2 generators in order for it to be an algebra, including the identity), which forms an ideal we are not interested in. Quotienting in this way is precisely the equivalent of considering the original $\text{sl}(2|\mathbb{R})$ generators to be in some representation, in which $C_2$ thus has some value $\mu$, and then taking products thereof (and furthermore subtracting the trace projections). Differently put, we also need to match the desired spectrum, namely that of the correct number of generators $(2s+1)$ at each spin-level $s$, hence the need for quotienting. Indeed, if one does not quotient the algebra actually contains an infinite number of spin-$s$ generators for a given $s$. That is because, if one does not identify $C_2$ with some value, then the trace of a spin-$s$ generator will be something transforming as a spin-$(s-2)$ generator but independent of those built by taking products of $s-3$ spin-2 ones (and one might take further traces). By quotienting one precisely relates those two kinds of objects, and a non-degenerate spectrum is thus obtained.

Describing the higher-spin algebra $\text{hs}[\mu]$ in a detailed manner is somewhat involved but, however, as it plays a central role in the current understanding of three-dimensional higher-spin theories we shall now make a few comments about it. One of the first natural questions that come to mind is certainly that of the structure constants and description of the commutator. Indeed, even though the formal construction leading to $\text{hs}[\mu]$ is quite simple in spirit, it may be actually difficult to find a closed form for the commutators, but such a result was nonetheless obtained in \[27, 28, 29\] and, in \[30\], some infinite-dimensional matrix realization was found. Also, as shown by Vasiliev \[31, 32, 33\], these algebras admit realizations in terms of so-called deformed oscillators, in terms of which the associative product underlying $\text{hs}[\mu]$ is described by some “star-product”, and hence the commutator is as well. Finally, note that in the way we present $\text{hs}[\mu]$ here the Jacobi identity is guaranteed to hold, as it always does for any bracket defined to be the commutator of some associative product (the abstract product used to build the universal enveloping algebra is indeed associative).

Another natural question is that of unicity. Indeed, one may wonder whether there are other infinite-dimensional algebras besides $\text{hs}[\mu]$. For example, one might think about considering $\mathcal{U}(\text{sl}(n))$ for $n \geq 3$, and indeed those constructions are more general. Actually, one might consider $\mathcal{U}(\mathcal{G})$ for any simple non-compact Lie algebra $\mathcal{G}$, which would generically lead to some generalization of $\text{hs}[\mu]$ with more than one continuous parameter (as, in general, $\mathcal{G}$ would have more than one Casimir). These more general constructions have been much less explored, however. Further note that it is of course wrong that any Lie structure comes from some associative one, and therefore on top of the aforementioned generalizations one could formally wonder about higher-spin Lie algebras whose Lie bracket is not the commutator of some associative product. Although in dimension four and greater it has been shown that such situations cannot arise \[34\], in dimension three, where at any rate one seems to have much more freedom, no such result has been obtained.

Besides infinite-dimensional subalgebras, one may of course wonder about the relation
between $\text{hs}[\mu]$ and its finite-dimensional cousins. However, it is an important point that $\text{sl}(n)$ is not a subalgebra thereof for $n \geq 3$. Thus, for general $\mu$, there is no finite-dimensional subalgebra of $\text{hs}[\mu]$ apart from $\text{sl}(2|\mathbb{R})$. Note that there are infinite-dimensional subalgebras, such as the well-known one consisting of only the even-spin generators (odd powers of the spin-2 ones), that one can restrict oneself to in a consistent fashion.

Another issue is that of real forms. Actually, since one starts with $\text{sl}(2|\mathbb{R})$ and then constructs its universal enveloping algebra, our $\text{hs}[\mu]$ “already comes in some real form”. This real form is actually the maximally non-compact one, the analogue of $\text{sl}(n|\mathbb{R})$. As it turns out, starting from there one may multiply all odd-spin generators (even powers of the spin-2 ones) by a factor of $i$ and obtain another real form, this time the analogue of $\text{sl}(\frac{n}{2}, \frac{n}{2})$. Note that it is the maximally non-compact real form which is usually referred to when speaking of $\text{hs}[\mu]$, as it is the (only) one compatible with the universal enveloping technique if one assumes real coefficients.\(^{13}\) Furthermore, one can actually prove that there are no other real forms thereof. Let us also make clear that $\text{sl}(2|\mathbb{R})$ is, by construction, “principally embedded” in $\text{hs}[\mu]$.\(^{14}\) The analogy with the finite-dimensional case is therefore complete (see previous subsection).

Last but not least, let us comment on particular values of the parameter $\mu$. There are several of them. The first particular value is $\mu = 3/16$, for which the algebra admits a particularly simple, non-deformed oscillator realization\(^{[33]}\) and a simpler form of the commutator (see also \(^{[37]}\)). This particular point is also sometimes given the name $\text{hs}(1,1)$\(^{[36]}\), thus referring to $\text{su}(1,1)$. Other special values are all the integer ones, that is $\mu = n \in \mathbb{N}_0$. For those values one actually sees that $\text{hs}[\mu]$ splits as the direct sum of $\text{sl}(n|\mathbb{R})$ plus some infinite-dimensional ideal, that one may thus quotient by. This is the reason why $\text{hs}[\mu]$ is sometimes referred to as the “analytic continuation” of $\text{sl}(n|\mathbb{R})$. For more information on particular values of the parameter $\mu$ we refer, on top the aforegiven references, to \(^{[37]}\). Finally, one might wonder about taking the limit $n \to \infty$ of $\text{sl}(n|\mathbb{R})$ or $\text{su}(n,n)$, which is treated in \(^{[34]}\).

As a closing remark we simply mention that supersymmetric extensions exist, and we refer for example to \(^{[35]}\) in addition to \(^{[1]}\) and \(^{[33]}\).

3. Comments on recent developments

The goal of these lectures has now been reached; namely, to formulate and explore the space of non-linear higher-spin theories in three dimensions. However, it would be frustrating to stop here without at least briefly commenting on what one can actually do with the theories we have built. We thus propose hereafter a very short and non-exhaustive review of recent developments referring to a non-exhaustive bibliography.

\(^{13}\)Indeed, taking products of $\text{sl}(2, \mathbb{R})$ generators and considering linear combinations with real coefficients thereof does not leave any freedom and in such a way one always produces the maximally non-compact one.

\(^{14}\)Although, as should be noted, there is no clear notion of principal embedding for infinite-dimensional algebras.
Coupling to matter  It should be noted that in the present text the construction of interacting higher-spin theories has been confined to the gauge sector, and couplings to matter have not been discussed. However, scalar couplings therewith can and were achieved by Prokushkin and Vasiliev in [39], where gauge invariance was shown to force the mass to take some value depending on the deformation parameter $\mu$ of the gauge algebra. However, that work was carried out at the level of the equations of motion, and what the corresponding action term should be is not clear at all. At the cubic level it is of course rather straightforward to build $0-0-s$ couplings by the usual method of simply contracting higher-spin currents (scalar bilinears involving derivatives with free indices) with higher-spin gauge fields. However, it is still an open issue how to go beyond that order.

Metric formulation  As explained in detail in the present notes, the interactions have been introduced making use of the Chern–Simons picture. One might thus wonder whether it is possible to translate the full action (or EoMs) back to the metric-like formalism. However, as it turns out, such a task is highly non-trivial and there are ambiguities in how one writes the higher-spin fields (in metric-like formalism) in terms of the corresponding frame fields. In [16] the spin-$3$ was analyzed but it is not yet known how one can do it unambiguously for any spin, although a proposal does exist up to spin $5$ [40]. One might of course choose not to “care” about the metric-like formalism and declare the frame (or gauge) picture to be more fundamental, but one is then faced with interpretation problems, for example when considering black-hole solutions with higher-spin charges turned on (see next point).

Black-Hole solutions  Just as for general relativity in three dimensions, which admits the famous BTZ black-hole solution [41, 42] when a negative cosmological constant is turned on, we expect the study of black holes in higher-spin gravity to be just as enlightening, if not more. And indeed the results obtained so far indicate a wild enrichment of the space of black-hole solutions as well as conceptually challenging thermodynamical issues, both of which deserve more studying. Among many references we point out the review [43].

Quantization  The question of quantizing the theory, although very natural and interesting, seems to be difficult and has not been pursued much. However, one can always understand the holographic correspondence with some two-dimensional conformal field theory as a way of quantizing the theory (see next point). On the subtle and quite unexplored issue of quantizing in the standard way we shall not comment more.

AdS$_3$/CFT$_2$  This question is one of the most important ones within the three-dimensional higher-spin context. Its study was essentially triggered in 2010 by [17, 35], where the asymptotic symmetry algebra of some three-dimensional higher-spin theories were computed and showed to correspond to some $W$-algebras. Now, the so-called $W$-algebras were known since the eighties, when their study started with the pioneering work of Zamolodchikov [44] and continued quite intensively in the following decade — see [18] for a review —, and they were known to be the global symmetries of some of
Higher-Spin Theories - Part II

Gustavo Lucena Gómez

the simplest conformal field theories in two dimensions, namely the minimal models \[ \text{[45]} \], which later on would be seen to be the ones entering the correspondence. Moreover in this “low-dimensional” realization of the holographic principle one hopes to have the correspondence under more control than in the more standard framework (dimensions four and higher in the bulk) and yet, because of the higher spins present in the bulk, the problem should be non-trivial and possibly retain some of the interesting features of holography. The interest in this “non-trivial yet more tractable” realization of AdS/CFT thus grew and the past few years have witnessed considerable progress therein, with the notable contribution of Gaberdiel and Gopakumar, who first attempted at a comprehensive description of the correspondence \[ \text{[46]} \]. Many successful checks thereof have since then been done but still some subtle issues remain, such as the presence of so-called light states in the bulk. We recommend \[ \text{[47]} \] for a recent review of this most promising field.
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Appendix: the $\text{sl}(2|\mathbb{R})$ algebra

The $\text{sl}(2|\mathbb{R})$ Lie algebra can be realized as the real vector space of $2 \times 2$ traceless real matrices equipped with the usual Lie bracket

$$[M, M'] \equiv MM' - M'M,$$

where the multiplication is the matrix multiplication. Such matrices have the form

$$\begin{pmatrix} a & b \\ c & -a \end{pmatrix}$$

(2)

with $a, b, c$ real. For the standard (Chevalley–Serre) generators

$$H \equiv \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad E \equiv \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad F \equiv \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$

(3)

we find the commutators

$$[H, E] = 2E, \quad [H, F] = -2F, \quad [E, F] = H,$$

(4)

with the usual matrix trace defining a scalar product

$$(M, M') \equiv \text{tr}(MM'),$$

(5)

which yields the non-zero projections

$$(H, H) = 2, \quad (E, F) = (F, E) = 1.$$  

(6)

The contact with the “covariant” formulation is made by the redefinitions

$$E \equiv T_1 + T_2, \quad F \equiv T_2 - T_1, \quad H \equiv 2T_3$$

(7)

for which the commutations relations can be packaged into

$$[T_a, T_b] = \epsilon_{abc} T^c,$$

(8)

where indices are raised and lowered with the metric $\eta^{ab} \equiv (-++)$ and we use the convention $\epsilon_{123} = 1$. The bilinear form \((\text{I})\) here reads

$$(T_a, T_b) = \frac{1}{2} \eta_{ab}. $$

(9)

We also point out that, if the generators are no longer restricted to be real, a two dimensional representation of $\text{sl}(2|\mathbb{R})$ is given by

$$T_1 \equiv \frac{1}{2} \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}, \quad T_2 \equiv \frac{1}{2} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad T_3 \equiv \frac{1}{2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

(10)

which is a more natural basis if one thinks of $\text{sl}(2|\mathbb{R})$ as $\text{su}(1,1)$ (they are isomorphic).
This representation can be generalized to a (reducible) $D$-dimensional representation by moving the non-zero entries to the “corners” of the $D \times D$ matrices and leaving a $(D-2) \times (D-2)$ block in the middle. As can be checked, this defines the so-called “normal” embedding of $\mathfrak{sl}(2|\mathbb{R})$ into $\mathfrak{sl}(D)$, and it is indeed easy to check that it is compatible with any non-compact form $\mathfrak{su}(p, q) \mathfrak{sl}(D)$ (on top of the maximally non-compact one $\mathfrak{sl}(D|\mathbb{R})$).

Another $D$-dimensional representation, this time defining the so-called “principal embedding” of $\mathfrak{sl}(2|\mathbb{R})$, is obtained by setting (defining $d \equiv D^2$):

$$
T_1 \equiv \frac{1}{2} \left( \begin{array}{cc} -i I_{d \times d} & O_{d \times d} \\ O_{d \times d} & i I_{d \times d} \end{array} \right),
T_2 \equiv \frac{1}{2} \left( \begin{array}{cc} O_{d \times d} & -i I_{d \times d} \\ i I_{d \times d} & O_{d \times d} \end{array} \right),
T_3 \equiv \frac{1}{2} \left( \begin{array}{cc} O_{d \times d} & -I_{d \times d} \\ -I_{d \times d} & O_{d \times d} \end{array} \right),
$$

(11)

and correspondingly for the odd-$D$ case. As can be checked, this embedding is only compatible with the non-compact form $\mathfrak{su}(d, d)$ of $\mathfrak{sl}(D)$ (in addition to the maximally non-compact one), as it should be.
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