1 From Big Emergency Data to Visualisation

We can leverage big emergency data as the standards and guidelines for emergency management, some of which are smart response systems, early event anticipation, and coordination between end-users (e.g., the connection between authorities, first responders, and local citizens). Emergency data is available in various sources (e.g., social media, mass media, sensor, and linked open data) or local knowledge. In terms of the 6 Vs of big emergency data (i.e., value, volume, velocity, variety, veracity, and variability), they are challenging actually and consume our research efforts in analysing and capturing essential knowledge, especially in urgent circumstances. With manual methods, it may take years for a person to read, process, and understand massive amounts of big emergency data [23]. We, therefore, need to come up with a digital solution, which can deal with the complexity of emergency data, to get meaningful results in a fast response time.

Data visualisation is an excellent approach to solve the problems mentioned above by representing either tangible or intangible emergency data in systematic forms without losing any crucial information [8]. With an enormous amount of complex emergency data, our human brain can understand and process visual information (e.g., diagrams, graphs, or charts) 60,000 times faster than raw documents, spreadsheets, notes, numerical tables, or reports [27]. To identify and deal with an image, we need to spend only 13 ms.¹ Data visualisation is a powerful tool to discover latent correlations and unexpected relationships, which is impossible by

¹http://news.mit.edu/2014/in-the-blink-of-an-eye-0116.
manually exploring or traditional descriptive statistics [14]. It can bring us surprising patterns that we may never imaginable.

One of the key discoveries in science that disease was passed through germs, rather than through pollution resulted from perception derived from a visualisation of the location of London cholera outbreaks near the Broad Street pump. The visualisation of cholera outbreaks changed how we saw a disease. Present-day Information visualisation can be used to create similar ideas: understanding the spread of a COVID-19 pandemic, spotting terrorist movement, or evaluating the emergency impact on a town. But, there are some notable challenges: several things may be utilised and visualised, often derived or aggregated from vast data sets, or created by algorithms for analytics.

Moreover, we can leverage data visualisation for performing prediction [1] and feature selection [29] in machine learning and artificial intelligence. We can do the data visualisation even before, during, or after data analysis. Visualising data before and during data analysis provides better insights into our data. It supports discovering underlying knowledge quickly and comprehensively; for example, conducting time-series visualisation may help recognise abnormal patterns and spot trends on which we should focus. On the other hand, performing visualisation after analysing data may make it easier, quicker, and more precise to communicate any results and insights to audiences. Even though data visualisation is enormously useful, but inappropriate methods can drive our decisions in negative ways. Hence, we must deeply understand our data, target audiences, and particular scenarios to select visualisation techniques correctly and carefully for achieving the most powerful insights.

Our motivation in this chapter is to provide crucial knowledge to let readers understand how big emergency data should be visualised to overcome challenges, what visualisation techniques are available to support data analytics, and in which situations we can apply. Based on these critical questions, we address in detailed multiple design strategies for an excellent viewing, different methods to display emergency information in various conditions, and several exercises at the final for understanding how to bring proposed theories into practical problems. The knowledge in this chapter can support a wide range of emergency applications that is vital for our community to derive optimal decision-making criteria and strategies, as our world is becoming more and more complex. Besides, we complete this chapter to be used different end-users, from academic researchers to practitioners, from natural to social science areas, and from inhabitants to authorities. The visualisation of emergency information is a must for any community today to increase their resilience [3].

We introduced the problem and emphasised our motivation for researching about emergency information visualisation in this section. In Sect. 2, we present visualisation design objectives for the sake of efficiency in further sections. Next, Sect. 3 summarises different visualising methods for content-based, geospatial, and temporal information along with details of dashboards. Then, we introduce some pertinent research issues in Sect. 4. Last but not least, we provide practical exercises in Sect. 6.


2 Visualisation Design Objectives

The main objective of the visualisation is to explore, develop and provide insight into a data set. However, there are several essential challenges [28] that data visualisation techniques have to face with, especially towards big data. Some of which are mentioned as follows.

– **Understanding our data**: to create an effective visualisation, it is vital to understand our data comprehensively, for example, manifest and latent context, underlying meaning, and hidden patterns. However, following our data has never been easy. In the era of big data, we have to deal with the sheer volume of both structured and unstructured emergency data. A data type is very diverse, as well. It can be content-based, geospatial, and temporal data. Misunderstanding our data can lead to inefficient visualisation or, also, missing or giving wrong information.

– **Dealing with outliers**: outliers are exceptional values that are inconsistent with other observations in a data set on account of measurement variability, sampling problems, wrong number crunching, natural variation or experimental errors. We should remove outliers from our data set because they may create a degree of complexity and ambiguity, which could be the main problems affecting our visualisation, leading us to make the wrong decision. On the opposite, outlier can contain useful information about abnormal properties of entities. We need practical approaches to tackle with and evaluate on that abnormal values to determine whether we should keep or exclude them. However, detecting, analysing, and assessing anomalous instances might be not always easy. Neural networks, support vector machine, logistic regression, and clustering-based algorithms are basic methods to handle outliers.

– **Fast response time**: high accuracy is essential; however, fast response time is a crucial attribute of a good visualisation as well. There are always challenges of querying the overabundant amount of data in a short time to capture and display useful information. In real-time systems, we have to decide a trade-off between discovering the data accurately and visualising it quickly.

– **Displaying meaningful results**: even we can capture all useful information quickly, displaying significant results is the problem of selecting what to display when dealing with enormous amounts of information. We have to define what type of information is displayed, how to show, and in which order. Stuffing everything at the same place can cause audiences confusingly.

Visualisation design objectives can be considered as good starts for brightening the way of people in avoiding these problems as above mentioned and creating useful visualisations. For transforming complicated scientific information into an expression that is meaningful and helpful towards every user group, visualisation techniques should satisfy the following objectives.

– **Setting your target**: to do a visualisation successfully, the first objective is to acknowledge our end goal. We need to identify which our audience prefers by always asking ourselves what our audience is expecting to derive. There may
have some information that is so obvious and seems to be redundant to us; however, the viewer may need to understand the visualisation comprehensively. Determining an explicit target can guarantee that we do everything purposively, reasonably, and understandably.

– **Choosing the right visualisation**: selecting an inappropriate visualisation may demolish all of your hard efforts. There may have several ways to visualise our data. In this circumstance, it is crucial to follow our determined end goal and choose a visualisation methodology that is best suited to the targets of our work and the requirements of our intended audience.

– **Simple is the best**: this is a critical objective to create an effective visualisation. Remembering not to put so much information in your visualisation. This will make audiences challenging to capture their necessary information. If we make the visualisation too complicated and tedious, the audience is going to spend much time understanding the diagram instead of getting hidden knowledge. This is not what we want to have. Instead of cramming all of the information in the same place, you should categorise them into groups and visualise them in different graphs or diagrams. Do not waste our time on futile decorations. We use labels only if they do not cover any essential information on the chart.

– **Be consistent**: a piece of advice, especially for beginners, is to ensure that every design feature (e.g., the use of shapes and symbols, the choice of colour scheme, the order of items, and the selection of position and font of labels) is consistent within your visualisation. A visualisation guaranteeing the consistency can help readers get an overview at a glance.

– **Easy comparison**: one good motivation when using visualisation is the ability to conduct the comparison. Our visualisation will be more helpful if we can compare valuables in the same diagram or even between different diagrams easily and comprehensively. We then can capture the strengths and weaknesses of variables over space or time-periods.

– **Ensuring the clarity**: last but not least, we must verify that every information is visible. The contrast between colours, especially adjacent ones, must be high enough. The placement of all labels on data points and lines must be easy to determine. If there is any text in our visualisation, we should make sure to create high descriptive text and not over-explain. Every duplicated and redundant information should be removed as well.

In the emergency area, visualisation can enable end-users (e.g., authorities, first responders, and inhabitants) to utilise captured information by presenting it in significant ways. This can enhance the value of information and increase decision-making potential. To deal with complications of emergency information visualisation, we provide adequate techniques for a successful data visualisation in the next section.
3 Visualisation Techniques

In this section, we aim at providing different visualisation techniques corresponding to the types of information that we wish to process which are content-based, geospatial, and temporal information.

3.1 Content-Based Information Visualisation

What may we do if we were given a massive raw data set? Content-based analysis can be the first step for providing a deep analysing with a variety of methodologies to capture valuable knowledge, to discover hidden patterns, and to identify complex relationships. It is also known as content-based mining and knowledge discovery. In the field of emergency, we can apply content-based analysis for anticipating risks, determining impacts, and comprehending triggered actions. The integration of content-based analysis and visualisation can convert from structured and unstructured data (e.g., corpora, spreadsheets, and social media data) to comprehensible diagrams and charts. These diagrams and charts can enhance the ability of people to explore, capture essential information promptly and come up with more application solutions, as well. In this section, we provide useful visualisation techniques supporting content-based information, which are correlated and hierarchical visualisation.

3.1.1 Visualising Correlation

Correlation visualisations are very helpful to determine whether there is any relationship between variables.

Matrix Chart This is a compelling visualisation method for analysing, expressing, and understanding the relationship from two to four groups in a matrix format. Numbers or symbols in each cell of the matrix indicate the strength of the relationship between variables of groups. The matrix diagram allows us to compare, match, and search for variables between groups to derive better decisions. For example, the local community and first responders can choose the most effective strategies among possible solutions to behave in and after disasters. There are various types of matrix chart which are L-shaped, T-shaped, Y-shaped, C-shaped, and X-shaped matrices [21], each of them is used depending on how many groups you want to compare. Among these five types of matrix chart, people frequently use the L-shaped matrix chart.

- L-shaped matrix chart: among the types of matrix chart, this is the basic, simplest, and most popular matrix diagram to capture a critical relationship between two groups of variables by using a two-dimensional table. The variables
of the first group and second group are placed on the left column and the top row of the table, respectively. The value in the intersection between rows and columns indicates how related between pairs of variables of two groups.

- **T-shaped matrix chart**: it is the combination of two L-shaped matrices to compare one core group with two other groups (e.g., we use the T-shaped matrix to compare two cities that are related to a list of resilient indicators). In this type of matrix chart, we usually represent variables of the core group as columns and variables of the other two groups as rows.

- **Y-shaped matrix chart**: the Y-shaped matrix chart is used for identifying interactions among three groups in a circular manner. Assuming that three groups are a,b,c respectively, we can discover the relationships among these following pairs of groups: (a,b), (b,c), and (a,c).

- **C-shaped matrix chart**: the C in the name of this matrix chart is the abbreviation for Cube. This is the extension of the Y-shaped matrix chart. We may use the C-shaped matrix chart for representing and comparing three groups concurrently in a three-dimensional space.

- **X-shaped matrix chart**: this is the extension of the T-shaped matrix, allowing you to conduct the comparison among four different groups. Each group is related to two other groups that are immediately adjacent to it (i.e., two groups, which are opposite, are not related to each other).

**Node-Link Diagram** Node-link diagram is also known as a network graph or a relationship map. The node-link diagram illuminates interconnections and relationships between a set of entities through the use of nodes and links (or vertices and edges in a graph). Nodes are often displayed as points, dots or circles, but we can use squares, icons, and symbols instead. We connect nodes by links, which are usually straight lines, or curved lines in complicated diagrams. Labels can be used to provide additional information to nodes and links. If there are multiple relationships between two nodes, we may use more than one line. The line colour is useful to show different types of relations as well. Besides, not all of the nodes and links are same in all node-link diagrams. They can have different sizes, shapes, and orientations, depending on the type of node-link diagram that we are using. There are four features of node-link diagram categorised into two groups, which are weighted and unweighted, and directed and undirected. We can express the weight of node and line by node size and line thickness, respectively. One-way or two-way arrows can represent the direction of relations. Based on four features, there are four significant types of node-link diagram which are: (1) unweighted and undirected, (2) unweighted and directed, (3) weighted and undirected, and (4) weighted and directed node-link diagrams. The node-link diagram is a powerful method to show how entities connect and which entities are more important. To derive useful insights from a node-link diagram, we should focus on nodes with many connections to discover clusters, central nodes, trivial correlations, and connectivity patterns. However, the use of so many nodes and links will reduce the legibility, and we are in trouble to explore new information. In this case, we should focus on particular sub-diagrams or eliminate some nodes and links with
pre-defined rules. Also, we can leverage two traditional approaches which are force-directed layouts and edge bundling [12] to construct a better node-link diagram with many nodes and connections. There also have other similar diagrams which are the chord diagram, the Sankey diagram, and the arc diagram. We may use these types of diagram instead if your data set does not work with the node-link diagram well.

**Word Cloud** Word cloud given a textual corpus, we may have to tackle with a hundred thousand different words that seem to have no clue for exploring their correlation. Word cloud, otherwise called text cloud or tag cloud, may be useful in this situation. This is a visualisation method to show a collection of words appearing in different sizes. The larger size of a word (or sometimes the bold of text), the higher frequency this word appears in the document; with the assumption that words with higher frequency are more important. The colours in the word cloud are often used for aesthetic or classifying types of words. We can use word cloud visualisation to identify wording, recognise semantic similarity, analyse and understand users’ sentiment, discover underlying patterns, and optimise search engines. Remembering to pre-process your textual data before visualising with word cloud; otherwise, we may be unable to derive useful information. There are different pre-processing tasks which we can do at the first step to remove noise, some of which are lowercasing, lemmatisation, stop-words deletion, and word normalisation [18]. Word cloud visualisation, in general, are effortless, fast, attractive, and easy to understand. Nevertheless, there are several situations that we should not use the word cloud. That is when the frequency of words is not adequate different, when words in a document are not variable enough, and when our textual data is too noisy. Besides, long words may get over-attention than short ones. The designs of the word cloud are also vital points to consider. The use of so many fonts (or tangled fonts) and colours, the cramped distance between words, the large number and messy direction of words, and the complicated shape of a word cloud can affect audiences in recognising importance information as well. We must guarantee that we understand our data and design objectives comprehensively before deciding to use word cloud visualisation.

### 3.1.2 Visualising Hierarchy

Hierarchical data visualisations are used for displaying multiple groups of data in organisational order. In this section, we present two popular hierarchical data visualisation techniques that are tree diagram and sunburst diagram.

**Tree Diagram** The tree diagram is a method of visualising the organisational hierarchy of data in a tree-like structure without containing any cycle. Typically a tree diagram consists of nodes (including root nodes, nodes, and leaf nodes) and links; every node has at least one relationship. The root node is the highest one with no parent nodes. From a root node, there are many branches leads to nodes that are connected by links. Each node has either parent or child nodes. We call nodes at the same level and share the same parent node as sibling nodes. The leaf
nodes, which are the ending points of a tree diagram, do not have any further child nodes. We usually use rectangles or circles as nodes, straight or elbowed lines as links, and descriptive text inside or around nodes. With the recursively defined property, any subtree is also a completed tree diagram. The root node usually has an overall meaning. From top nodes to leaf nodes, the content becomes more specific and detailed. Tree diagram visualisation appears in various applications, from computer science, biology, and mathematics to business, information management, and emergency management. For example, we can build a tree diagram for quick disaster responses with leaf nodes are specific actions. An alternation of tree diagram is the treemap that shows hierarchical variables by rectangle areas. In the treemap, all the categories are represented as rectangle areas. The rectangle area of a parent category will contain all its child categories inside. Comparing to the tree diagram, we can easier recognise the differences between groups in the treemap.

**Sunburst Diagram** This is a multi-level pie chart through the use of a series of rings. The sunburst diagram will become the doughnut chart if there are no hierarchical relationships. The root node is at the centre, child nodes moving outward from there and placing on top of each other, and leaf nodes stay at the outermost of the circle. Each ring in the sunburst diagram represents for a level of the hierarchy. The slices of every ring are divided based on hierarchical relationships with their parents. The angle of slices having the same parent can be either equal or proportion to their parent/the whole diagram slices. Different colours can categorise different types of variables or hierarchical levels. Utilising sunburst diagram helps us understand the hierarchical relationship between outer and inner rings. Along with hierarchical information, sunburst diagram can be sufficient to show the part-to-whole relationships, i.e., between a variable with either its parent variable or the whole chart. We should not use sunburst diagram if there are so many slices in each ring because this can skew our perception. Besides, labels will be ineffective and useless if the space of slices is too cramped. Instead of using a label for every slice, we may use for inner ones only (e.g., at the first or second level) because they will have a larger area.

### 3.2 Visualising Geospatial Information

Visualising geospatial information is one of the earliest approaches in the history of information visualisation. This is the process of representing objects, elements, and events using their location. The location is a diverse range of areas; from a small place such as an office, a building, or a street; to a large region like a city, a nation, or a continent. On the opposite with static information, as we mentioned, the location can also be dynamic. It means the movement from a location to the others, referred to as spatial interactions [9, 24]. For example, the movement of a storm, the expansion of a fire forest, or the spread of disease. Geospatial data can be captured either by humans (e.g., geologists, land surveyors, photographers, or
polices) or by machines (e.g., sensors or GPS-enabled smartphones). Leveraging geospatial information can bring us a lot of benefits in various applications [15].

3.2.1 Geospatial Data Types

After collecting, we can represent and store geospatial information in various forms including vector, raster, compressed raster, geographic database, relational database, light detection and ranging (LiDAR), computer-assisted drafting (CAD), elevation, web, multi-temporal, cartographic, 3D, and interchange file formats. For the sake of simplicity, we only provide the most commonly used forms as follows.

**Vector** Vector data is beneficial for modelling discrete objects such as streets, rivers or buildings. This is the basic type of data that people always start thinking of when they face with spatial data. It is the combination of vertices and paths for representing location and shape of geographic features, by three geometric shapes which are points, lines, and polygons (or areas). Ubiquitous online mapping application, some of which are Google Maps and Open Street Maps, represent their geospatial data using this format.

- **Vector point**: each point has its location using (X, Y) coordinate or longitude and latitude values. Each vector point can describe information itself. In the topic of emergency, we can describe a traffic accident, a destructed building, or a victim location as a point.

- **Vector line**: is the connection by at least two points with or without direction. A vector line starts and ends with nodes and changes its directions through vertices. Information can be attached to a specific point, node, or ever an entire line. Examples of emergency events which are represented well by vector lines are the shifting of a storm and the movement of rescuers.

- **Vector polygon**: polygons join a set of points which share the same starting and ending coordinates. We usually place information of a polygon in its centre, be independent of the shape of this polygon. A flooding risk, a forest fire, or a dam breach are well modelled by vector polygon.

**Raster** In contrast with vector data, we use raster data to store and represent connected objects such as population distribution and temperature of an area. Raster data consists of a set regular grid array, pixels, or cells. Each cell in the raster has a coordinate value that means the position of the centre of this cell. The coordinate value depends on its dimension, in 2-D is width and height, in 3-D is width, height, and depth. The shape of a cell can be square or rectangular; however, it is usually represented as a square. The continuous rasters have associated values gradually changing in a defined manner. We find it essential to take into account the resolution of a raster (i.e., the size of a cell). The resolution can express how large area a raster

---

2https://gisgeography.com/gis-formats.
can cover. If the resolution is too high, a cell will include a small area; therefore, the information is a cell is less. If we zoom in to the map utmostly, we can observe separated cells, each of them brings a particular colour. This concept is especially crucial towards geospatial visualisation. By selecting the optimal size of a cell, we can effectively and efficiently express necessary information while minimising file size.

**Web Files** As we are living in the area of internet and big data, publishing geographic features over the internet is an essential requirement. The GeoJSON and the GeoRSS file formats were built to store and display geographic features over the internet effectively. GeoJSON is designed based on the JSON (JavaScript Object Notation) standard format that contains both geospatial and attribute data. The GeoJSON filename usually ends with `.geojson`. This web file data has been widened used by popular services and systems (e.g., the QGIS, the ArcGIS, the Tableau, and the Spotzi). Meanwhile, GeoRSS is developed based on Geography Markup Language (GML) for describing and pinpointing geographic information on Internet content. These two formats can well describe complex natural features such as canyons, lakes and rivers to human-made creations such as buildings, universities, and cities. Besides that, there exist cloud-based platforms (e.g., Esri ArcGIS Online Web Services) that allow individuals and organisations to publish their contents in shareable and recoverable environments.

**3D** 3D data is the extension of 2D data by adding Z-aspect to the dimension for creating a triple coordinate (X, Y, Z); therefore, it is similar with vector data and raster data in term of concept. Z-value can be either a tangible value (e.g., geological depth) or an intangible value (e.g., the suitability of a place, the level of pollution, or concentration values). A 3D geospatial surface can be represented by a connected triangle. There are two basic types of 3D data which are feature data and surface data.

- **3D feature**: represents 3D geospatial information for discrete objects.
- **3D surface**: expresses continuous phenomena by having height values over a specific area.

Overall, types of geospatial data in which we select are depend on our input data, expected output, and targeted audiences. Each type is not higher-level than the others, but each can maximise efficiency when it is used in the right demand and context. If the output is close to traditional cartographic representations, then vector data would be appropriate. Meanwhile, raster data is more suitable in term of representing a surface, physical phenomena, or mathematical context.

### 3.2.2 Techniques

Geospatial data convey a physical context, mostly in 2D space, like geographical maps or floor plans. The primary form of visualising geospatial data is mapping. In *choropleth* maps, colour encoding is used to add represent one data attribute.
Cartograms aim to encode the attribute value with the size of regions by distorting the underlying physical space. Tile grid maps reduce each geospatial area to a uniform size and shape (e.g., a square) so that the colour coded data are easier to observe and compare, and they arrange the tiles to approximate the neighbour relations between physical locations. Grid maps also make a selection of smaller areas (such as small cities or states) easier. Contour (isopleth) maps connect areas with similar measurements and colour each one separately. Network maps aim to show network connectivity between locations, such as flights to/from many regions of the world. Spatial data can also be presented with a non-geospatial emphasis (e.g., as a hierarchy of continents, countries, and cities). Maps are commonly combined with other visualisations. Based on types of geospatial data, i.e., data which contains geo-referencing, there are popular visualisation techniques to show and leverage full advantage of geospatial information as follows.

**Cartogram**  A cartogram describes information by using the forms of geographical regions. Nevertheless, we can distort or modify the actual shapes of geographic areas (i.e., expanding or reducing the actual size of the geographical regions) to best fit with our data. Although a cartogram is not correct in term of geographic size, it still preserves the spatial relationships of objects. There are several popular types of cartogram which are non-contiguous cartogram, contiguous cartogram, and Dorling cartogram.

- **Non-contiguous cartogram:** this is the simplest one among different types of the cartogram. Non-contiguous cartogram does not conserve the connectivity of adjacent objects. This detachment allows geographical objects to expand or shrink their size without distorting their natural shape. There are two types of non-contiguous cartogram which are non-overlapping (for avoiding overlapping but affecting the distance of objects) and overlapping (for maintaining centroid coordinates of objects). Among the two types, people usually prefer to use non-overlapping because we can observe objects comprehensively.

- **Contiguous cartogram:** comparing to non-contiguous, the contiguous cartogram is more complicated to construct because we must preserve the topology between geographical objects. This type of cartogram immensely distorts the shape of geographic regions to represent attribute value associated with this region. The higher value, the more distorted the size of geographical areas will be affected.

- **Dorling cartogram:** in Dorling cartogram, we represent the geographical objects as uniform non-overlapping shape circles, with appropriate positions and suitable size that can maintain their original topology effectively. The Dorling cartogram can preserve not only the topology but also the shape, and centroid of geographical objects. Similar to Dorling cartogram is the Demers cartogram in which circles are replaced by squares to decrease the distance between terrestrial objects.

---

3http://www.ncgia.ucsb.edu/projects/Cartogram$-_Central/types.html.
There are other types of a cartogram, including the hexmaps cartogram, the
tilegrams cartogram, and the distance cartogram as well; however, we only describe
a more detailed for popular types as above mentioned. Every kind of cartogram
can represent geographical objects from a different perspective. Although we can
gain many advantages by visualisation geospatial information as a cartogram, it
also has limitations in shape recognition and area magnitude estimation. In [6],
authors suggested overcoming these problems by (1) representing the shapes of the
enumeration units as irregular polygons and (2) “at least one square legend symbol
should be used at the lower end of the data range. It is best to provide three squares
in the legend, one at the low end, one at the middle, and one at the high end of the
data range”.

Flow Map A flow map is a combination between a flow chart and a map to
represent the movement of objects between different areas and geographically
express the distribution. In a flow map, the arrow depicts the direction, and the
thickness of lines represents for the magnitude or amount of phenomena of objects.
The use of flow lines is similar to other graduated symbols on other thematic
maps [2].

One of the benefits of a flow map is that it enables users to easily recognise the
differences in magnitude or amount of a wide diversity of items across areas without
many map-clutters [20]. This allows cartographers and Geographic Information
Systems (GIS) analysts to see the majority of the movement of objects, and then they
can discover implicit patterns. Almost flow maps are created with vector, instead
of raster data, because the changes of objects usually shown as lines. In vector-
based flow maps, the vectors are points or lines that represent information about the
direction and magnitude of items which are transferring. There are three different
types of flow maps4 as follows.

– **Radial flow map:** this type of flow map represents the relationships between
one source towards many destinations. It uses different lines radiating out from a
starting point to express the movements.

– **Network flow map:** network flow map depicts the quantity of flow in an existing
network; hence, this type of flow map can effectively show transportation systems
or communication networks.

– **Distributive flow map:** similar with radial flow map, the distributive flow map
show relationships between a single source and many destinations; however, this
map often has a large, single line from one source and this line is divided into
different parts when reaching its destination.

We can use a flow map for showing dynamic geospatial information of people,
weather phenomena, and other living things (e.g., the migration of people, the
movement of storms across space, or river flow).

4https://www.gislounge.com/overview-flow-mapping/.
Density Map Density map is sufficient for visualising the density differences between areas. To represent how different between objects, people usually use colour scale either with a linear mapping [13] or with a non-linear mapping [10]. This type of visualisation brings many advantages towards big dynamic data because we can have valuable insight at the application level. We can create a density map by using either point or line data. The way we choose radius value can affect the representation of the density map. With larger values of the radius value, the density map is more generalised. On the opposite, the smaller values of the radius can show information more detail. There are different methods for calculating magnitude, which is point density and line density. These two interpolation methods can provide quantitative values to represent the concentration of points and poly-lines.

- **Point density**: this method calculates the magnitude-per-unit area of point features that fall within a neighbourhood around each cell. We consider only points that fall within the neighbourhood, if there is not exist any point, we understand as no data.
- **Line density**: this method is similar to point density; nevertheless, it calculates based on poly-line features instead of point features. To obtain an appropriate value of density, we need to select a suitable area unit scale factor (e.g., square kilometres and square meters). The larger the value of area unit scale factor, the more significant value of density we have.

The magnitude of point or line at every sample location is spread through the study area. Density map can determine which locations are greater or fewer numbers of data points or lines. We can utilise density map for visualising different information, some of which are population, urban [25], bomb, crisis [7], and even unhealthy behavior of men [22]. One practical example is the use of a density map for tornado monitoring and analysis in the United States from 1950 to 2017.5 This visualisation is extremely useful for meteorologists to anticipate weather and to estimate where a tornado may move to have a good preparedness, response, and mitigation of damages [5]. Density map is more effective in case there are many data points (or data lines) in a small geographic area.

With the development of social networking services and smart devices, there emerge many applications of density mapping using geo-located Twitter data to discover hidden patterns of social events. In [19], authors collect geo-located tweets in 1 × 1 km grid cells over 2 months in Indonesia. By applying random forests-based census dis-aggregation method to the geospatial data and density mapping, we can comprehend population distributions at a particular time. Governments can take advance of this work for having adjustments promptly to increase the citizen’s quality of life. In another work, authors create a density map of Manhattan urban using the data of billion taxi trips for over 7 years [30]. This research is useful for detecting and understanding civic events given specific locations.

5http://maxfelsenstein.com/gis-maps/tornado-density-map-1950-2017/.
3.3 Visualising Temporal Information

Time is a distinctive dimension in real world. It gradually moves forward without our control. But, we often record it as a moment or interval. We can represent it in different ways, for instance year, month, day, hour, and minute. As we calculate time based on cyclic (day/night) incidents in environment, our representations are cyclic too. For example, May follows April and so on. The cyclic way of representation can be described by circular visual encodings, such as the typical clock. Time series data is data that is collected at different points in time, such as stock market or weather data. Data points in time series are gathered at adjacent time periods and has potential for correlation between observations. The emphasis of the analysis is on exploring temporal trends and anomalies, probing for precise patterns, or prediction. The statistical attributes of time series data often violate the notions of standard statistical methods. Thus, analysing time series data requires a unique set of tools and techniques, mutually known as time series analysis. Temporal analysis is comprehending the sequences of events. In our day-to-day life we analyse event sequences. In the analysis of event sequences, uncovering the most common patterns, perceiving unique patterns, searching for certain sequences, or knowing what directs to certain kind of incidents is important (e.g., what situations lead to a unrest during the football match). In this section, we mention different methods for visualising temporal information effectively, which are a line graph, area chart, polar area diagram, and the Gantt chart.

**Line Graph** We use a line graph to show how quantitative values of something changed over a continuous interval or period. A line graph is constructed by connecting individual data points in the Cartesian coordinate system, consisting of a horizontal x-axis to show a timescale or a sequence of intervals (e.g., hours, days, weeks, or months) and a vertical y-axis to show quantitative values of data. The values on the x-axis are independent because it remains unaffected by other values. On the other hand, the values on the y-axis are dependent because a y-value must correspond to an x-value. Hence, we can call x-axis as independent axis and y-axis as the dependent axis. At a particular time, each x-value only has one y-value associated with it; nevertheless, different x-values may have the same y-value (e.g., a country only has one value of the population at a specific time). Typically, the y-value is positive, but we can express negative values under the x-axis as well. The label in each axis should be selected and divided into suitable units according to different data sets; for example, the x-axis would represent the time measured in years for the population of a country and in months, days, or hours for average temperature. The line graph may lose its clarity if there are so many points in a tiny area.

Besides, we can draw more than one line in the same chart to discover how different between variables, for example, we can compare the temperature, the number of storms, or the population between countries. In this circumstance, the lines should have different colours, shapes, or patterns. However, we should
avoid drawing too many lines in a graph because the line chart becomes denser, challenging to see, and impossible to get insights from. A good number of lines to represent information effectively and efficiently is under five.

**Area Chart** Area chart is the mixing between the line graph and bar chart. Similar to the line graph, an area chart can show the changes or patterns of quantitative values over time. For example, we can comprehend seasonal peaks in the area chart as a periodic pattern. The x-axis typically represents time, and the y-axis is for another variable that depends on the x-axis. We connect discrete data points by straight lines or smooth curves. An area chart which connects points by a fitted curve is defined as the spline-area chart. The difference with a line graph is that the space between line and x-axis in an area chart is filled up with specific colours, shadings, or patterns. By filling the area under the curve, we can observe the trend from data more apparent. This is also a limitation of the area chart. Comparing to the line graph, we find it harder to add data labels because of less available space.

To use or not to use the area chart will depend on our data set. An area chart can work best if we meet the following requirements: (1) the comparison between values towards the total value is essential, (2) the difference between values are adequate, and (3) the data set is represented over a long period with many values of the time. Though the basic area chart is good at showing how values develop over time, it will not be effective when tackling with multiple attributes. In addition to the primary area chart, there are extended versions as follows.

- **Stacked area chart:** this is the extension of a basic area chart, which can deal with several groups on the same graph by placing each group on top of another one. When only one attribute is presented, the stacked area chart becomes the basic area chart. The stacked area chart is useful for figuring out how the total value is distributed to groups. We may use the stacked area chart for negative numbers, but typically people use positive values instead. By normalising values at each timestamp to the range between 0 and 100%, we can draw a percent stacked area chart. It is precisely the same thing, but the y-values are always on the 0–100% scale. The percent stacked area chart can represent the performance of each segment concerning the total, but we will be unable to find information about the trend of the total.

- **Stream graph:** a stream graph is a modification of the stacked area chart to display high-volume datasets along a different central horizontal axis. As the name, this type of visualisation represents the changes of values of several groups over time by resembling a themed river with the use of flowing and organic shapes; therefore, there is no fixed, straight corner, axis, or angle as in the stacked area chart. This makes the stream graph more interesting and entices users to see the graph. We should use the stream graph when groups are possible to start and finish at different time points. In a stream graph, the height of stream shapes is corresponding to the values of groups. The vertical dimension does not imply positive or negative values. There may not exist even a y-axis to use as a reference
in many stream graphs. Hence, we should focus on the general view of the stream graph rather than spending much time to concentrate on a slice at a particular time point.

**Polar Area Diagram**  Polar area diagram can display data occurring in cycles (e.g., months, years, and seasons) cleanly and effectively. It is also known as a rose chart or a coxcomb chart. A polar area diagram is the combination of a radar chart and a stacked column chart. It is similar to a traditional pie chart; however, sectors have the same size of angles. The distance that extends out from the centre of the circle representing the value of each variable. We can express multiple groups by continuously stacking each on the others in a sector of the pie. To create an excellent and correct polar area diagram, we should keep in mind these experience carefully: (1) each the data set has to follow the part-to-whole relationship (i.e., the sum of values in a group is 100%), (2) selecting appropriate colours (e.g., the colours between groups should be disparate, using darker colours for groups having higher value), (3) we should avoid using too many numbers of sectors to ensure the visibility and legibility, (4) a functional polar area diagram should have the area of sector corresponding to the value of the variable that is representing, and (5) adding data labels may not useful towards polar area chart because of the limited space. Comparing to the traditional pie chart, the polar area diagram is a little harder-to-understand; however, it can display multiple data sets in the same graph, instead of using a series of traditional pie charts.

**Gantt Chart**  The Gantt chart is an organisational visualisation tool allowing you to keep track of and update statuses of various activities/tasks/events to guarantee that we can complete them entirely and punctually [17]. This is extremely useful for emergency management in any size. Nowadays, the Gantt charts are widely used for every management activities due to its efficiency and simplicity. There are two primary components of a Gantt chart that are activity and time duration. Very simple, we put on the left of the Gantt chart a list of all activities and on the top a timescale. Based on the original bar chart, the Gantt chart uses the horizontal axis to display the progress of all events that need to be accomplished, with each one is a bar. The position and length of horizontal bars represent for the starting time, ending time, and duration of activities. We can use different colours for categorising different types of events. In Gantt charts, we may display additional information such as the contributors, milestones, or dependency relationships (i.e., how an action relates to the others by connecting arrows). The current status in the Gantt chart can represent by using different colours or shadings, filling in partially, or plotting a vertical line of the present day. Because activities can run in parallel; it is crucial to control and ensure that there are not so many activities overlapping at a particular time point. With the Gantt chart, we can recognise overlapping events efficiently and promptly. There are two popular types of Gantt chart which are the progress Gantt charts and the linked Gantt charts.

- **Progress Gantt charts:** in progress Gantt chart, we shade horizontal bars until the positions where the tasks have completed (i.e., a job that has completed 50%
should be 50% shaded). We can use a vertical line as the current time to monitor the progress of all task. If parts of horizontal bars of all tasks at the left side of the vertical line shaded, everything is processing punctually. This type of Gantt chart provides an excellent visual representation of the progress of tasks to determine which ones should be taken into account soon. Being unable to manipulate workflow is one disadvantage of the progress Gantt chart because it does not display the dependencies between tasks explicitly.

- **Linked Gantt charts:** the linked Gantt charts represents the connection between tasks by lines. Nevertheless, linked Gantt charts can be very cluttered and lose its clarity if a project has many tasks that are strongly dependent on the others. This is also a limitation of the linked Gantt chart in expressing complex interdependencies between tasks, which may usually happen in large emergency projects.

Temporal information visualisations are the simplest and quickest techniques to represent important information about features and attributes regarding the duration of time [4]. The visualisation can enable and enhance the ability to discover different social events and phenomena in term of temporal data (e.g., crime trends, disaster patterns, and temperature changes). Temporal data is simply data that contains temporal information, usually having a staring and a finishing time. There may have overlap between events. We create temporal data in almost activities, for records, management, and presentations. To obtain temporal data, we can collect from different sources manually and automatically; some sources are mass media source, social networking services [11], observational sensors and simulation models. Comparing to geospatial information, we can obtain temporal information more efficiently and seamlessly. With the personally-identifiable nature of the data, we can not access geospatial information in several situations.

### 3.4 Dashboards

Dashboards can increase situational awareness so that problems can be noticed and solved early and better decisions can be made with up-to-date information [26]. A dashboard exhibits a smart overview of your most crucial information. Dashboards allow you to display your data, gain a new bird’s-eye view on emergency response or management and share information with your team. We define dashboard as:

A dashboard is a glimpse of geographic information that helps you observe incidents or activities. Dashboards are designed to exhibit multiple visualisations that work together on a single screen. They offer a comprehensive and engaging view of collected data, to provide key insights for immediate decision making.

Dashboards are a visual design pattern that integrates components (dashlets) that can be interconnected or independent. The dashboard is powered by data from different sources via a pivot (service), with which the components (dashlets) exchange synchronously or asynchronously, delayed or in real-time. Interactivity
can be expound at both levels-individual dashlet and dashboard. The latter is based on the dependencies defined between the components. The data that you visualise can be processed both in the pivot and/or during visualisation. There are also dashboard implementations as stand-alone systems in the organisation’s information infrastructure. For the effective application of a dashboard in infrastructure, whether as a standalone element or as part of a specific software solution, the following aspects should be taken into account:

- **Data adaptation:** very rarely a dashboard exhibits data from a single source. Adaptation to the different formats is needed for data to be processed for visualisation.

- **Adaptation of the visualisation:** the variety of visuals often makes it hard to choose the right presentation. Adaptation implies evaluating variants that are at hand for visualisation, which further reflects on the data format.

- **Navigation adaptation:** interplay in a dashboard can be divided into two groups-the first in terms of the data defining the set of actions available with the dashboard at a time, and the second in view of the way in which it can be executed. Dashboard navigation is an rigorous process in terms of computing and communication through dashboard pivot down to the data sources.

- **Supporting context:** the context of the dashboard is determined by the selected sources, the current users, the selected indicators, and the navigation actions carried out so far. Upholding a complex context affects cognitive integration. Through it in the different components (dashlets) on a dashboard, the diverse aspects of the related data are interpreted and visualised.

- **Managing complexity:** to efficiently design and develop a dashboard in management processes, it is essential to manage the complexity that has many dimensions such as semantic transparency, perceptual discrimination, cognitive capability etc.

The utilisation of dashboard holds significant benefit for those with emergency management responsibilities. Emergency managers rely on a wide variety of location-based data to assist their mitigation, preparedness, response, and recovery tasks. However, it can be a ominous task to figure out how to credibly turn the overwhelming flood of raw data into reliable information that can be analysed and shared.

One tool that is helping emergency managers is the use of GIS operational dashboards. GIS technologies are not new; they have facilitated the emergency management community for many years and have become vital elements in modern emergency management practice. GIS takes data that is referenced to an Earth coordinate system and stores, analyses and produces spatial data and information. This information can be collated into a dashboard, which is an interactive visualisation of the information exhibited in a variety of formats, including graphical, maps, or numerical. The strength of a dashboard is that it can convey a vast amount of actionable information on one screen, whether it’s a computer or mobile device.
In a very lucid account of how to create a GIS-enabled operational dashboard, creating a dashboard is begun by identifying the desired near-live data feeds, which could come from a location-enabled mobile application, such as a Twitter feed. Connections are then formulated between the GIS and those data feeds. The data from the different sources are then processed and analysed, and the dashboard exhibited on a computer with the ability to access the dashboard on mobile field devices.

The operational dashboards allow emergency managers to comprehend better data from complex, near-real-time data feeds. Also, visualised presentation of information allows emergency managers to gain insights from data that helps them make more informed decisions, take precise actions, and create detailed strategies during a disaster.

4 Research Issues and Readings

The fields of visualisation rely on methods from scientific, geospatial, and information analytics. It benefits from the knowledge out of the field of interaction as well as of cognitive and perceptual science. We continuously see more increasing amounts of data: new sensors, faster-recording methods and decreasing prices for storage capacities in the previous years allow storing huge amounts of data that used to be unthinkable a decade ago. In this section, we will discuss some significant research issues or challenges in the field of data or information visualisation.

Scalability The scalability problem is a enduring challenge for information visualisation. Visual scalability is defined as the capability of visualisation tools to smartly exhibit large data sets in terms of either the number or the dimension of single data elements. Most visualisations handle relatively small data sets but scaling visualisations from millions to billions of records does require cautious coordination of analytic algorithms to filter data or perform fast aggregation, effective visual summary designs, and rapid refreshing of displays. To accommodate a billion records, aggregate markers (which may represent thousands of records) and density plots are valuable. In some cases, the large volume of data can be collected meaningfully into a small number of pixels. For example Google Maps and its visualisation of traffic conditions. A quick glance at the map allows drivers to use a highly aggregated synopsis of the speed of a large number of vehicles and only a few red pixels are enough to decide when to get on the road. Maintaining interactive rates in querying big data sources is a challenge, with a distinct of methods proposed, such as approximations and compact caching of aggregated query results.

Scalability is a major challenge of data visualisation as it establishes the power to process large datasets by means of computational overhead as well as pertinent rendering techniques. Information visualisation has recently developed numerous techniques to visualise datasets, but only some of them are scalable to the huge data sets used in visualisation. It is the task of visualisation (analytics) to build a
higher-level view of the dataset to acquire insight while maximising the number of additional information simultaneously.

Contrary to the field of scientific visualisation, supercomputers have not been the primary source of data providers for information visualisation. Parallel computing and other high-performance computing techniques have not been used in the field of information visualisation as much as in scientific visualisation. In addition to the standard approach of developing increasingly better ways to scale up sequential computing algorithms, the scalability issue should be studied at different levels—such as the hardware and the high-performance computing levels—as well as that of individual users. Additionally, the challenge of visualising data streams is due to the pattern of the data stream and the necessity to comprehend its contents.

**Data Deluge** Increasing access to disruptive technologies and the increasing application of sensors are generating massive volumes of data. Such Big Data has huge relevance for emergency management. However, the growing amount of data poses challenges for data management, analysis and verification.

**Causality** Visual representation, reasoning, and analytics stress the role of information visualisation as the key medium for detecting causality, forming hypotheses, and assessing accessible evidence. The challenge is to derive highly sensitive and selective algorithms that can resolve conflicting evidence and suppress background noises. Complex network analysis and link analysis are crucial in this matter. Due to the exploratory and decision-making nature of such tasks, users need to voluntarily interact with raw data as well as its visualisations to find causality. Methods such as multiple coordinated views will boost the discovery process. Features that facilitate users in detecting what-ifs and test their hypotheses should be given.

**Visual Impairment** Colour impairment is a common condition that needs to be taken into consideration. For example, red and green are appealing or their intuitive mapping to positive or negative outcomes (also depending on cultural associations); however, users with red-green colour blindness one of the most common forms, would not be able to differentiate such scales distinctly.

**Interpretability** The ability to recognise and understand the data is one of the key challenges in the visualisation. Creating a visually correct output from raw data and drawing the right conclusions largely depends on the quality of the used data and methods. Several potential quality problems (e.g., data capture errors, noise, outliers, low precision, missing values, coverage errors, double counts) can be hold in the raw data. Also, the preprocessing of data in order to use it for visual analysis shows several possible quality problems. Data can be inherently incomplete or outdated. The challenges are to determine and to minimise these errors on the preprocessing side, and to provide a flexible yet stable design of the visual analytics application to manage with data quality problems. For example, Homeland Security applications, in particular, have to deal with missing values and uncertainty. Suppose a screening program in the context of Homeland Security in a sensitive area. The system should identify potential attackers, but also try to minimise false positives in order to avoid incorrectly targeting innocent commuters. A falsely inserted data
record should not influence the primary manner in which the system observes and analyses different people. Moreover, updated data of a potential attacker might not be available in the database, but the visual monitoring and analysis of patterns should still work even though the records in the database are largely incomplete.

**Aesthetics** The aim of information visualisation is the insights into data that it provides. It is important to comprehend the representation of insights in order to comprehend how insights and aesthetics interact, and how these two goals could sustain insightful and visually appealing information visualisation. Much of the aesthetics wisdom consists more of heuristics than empirical evidence at the elementary level of perceptual-cognitive activity. Research in this area mostly focuses on graph-theoretical properties and hardly ever involves the semantics associated with the data. Insights should be detected in the data modelling phase of the process. Incorporating aesthetics into information visualisation still remains a challenge.

**Semantics** Another challenge in the context of information visualisation is to furnish semantics for analysis tasks and decision making visualisation. Semantic meta data extracted from heterogeneous sources may capture associations and complex relationships. Hence, providing approaches to analyse and detect this information is important to visualisation applications. Ontology-driven approaches and systems have allowed new semantic applications in financial services, web services, business intelligence, and national security. Nevertheless, more research is necessary in order to increase capabilities for creating and maintaining large domain ontologies and automatic extraction of semantic meta data, since the integration process between different ontologies to link various datasets is not fully automated yet. To perform more effective analysis of heterogeneous data sources, more advanced methods for the extraction of semantics from heterogeneous data are a key requirement. Thus, research challenges arise from the size of ontologies, content diversity, heterogeneity as well as from computation of complex queries and link analysis over ontology instances and meta data. New ways to resolve semantic heterogeneities to discover complex relationships are crucial.

**Evaluation** Human-centric evaluation of visualisation techniques can give rise to qualitative and quantitative assessments of their potential quality, with previous researches focus on the effectiveness of basic visual variables. Evaluations can aim to measure and study the size and value of the insights divulged by the employing of exploratory visualisation tools. Diagnostic usability evaluation is a core of user-centred design. Usability studies can be carried out at different phases of the development process to verify that users are able to complete benchmark tasks with adequate speed and accuracy. Resemblances with the technology earlier used by target users may also be possible to verify improvements. Metrics need to address the learnability and utility of the system, in addition to performance and user satisfaction. Usage data logging, user interviews, and surveys can also assist in spotting potential enhancements in visualisation design and developments.
5 Social Media Data Visualisation and Filtering

In the following section an overview of the methods used for social media data visualisation related to emergency events will be given.

5.1 Sorted List

A simple way of displaying posts and other news is to arrange them in a simple list. An advantage of this presentation is the easy (re-)arrangement, for example in a chronological, geographical or relevance (based on more complex metrics) order. The posts can also be shown with accompanying pictures (e.g., of authors) or timestamps.

5.2 Table

A more structured approach to visualise data in comparison to a list is a table with several columns like frequency, post content, author, etc. In general, a table can be ordered by clicking a column header. The items in the table are then ordered ascending or descending according to the attributes in the selected column.

5.3 Timeline

A timeline is a form of visualisation where one axis represents the time. The other axis can represent various types of information like events or posts. The advantage in comparison to a list is a better visualisation of the chronological order as the temporal relationships between events can be easily visualised and understood.

The displayed data can be as simple as points just representing an event (“something took place at this point in time”) but can also be more complex such as a visual representation of what happened at this point in time (i.e., a photo).

5.4 Structural

A structural visualisation collects various node-link network layouts to illustrate the structure of a network. It supports the exploration of connectivity in large graph structures. In the case of social media data for example the spreading (reposting) of posts by actors can be shown. Colours can be used to emphasise links or present
additional information. In addition to node-link diagrams there is also a matrix orientated approach that compresses information to get a better use of limited space. This gives them an advantage over node-link diagrams which rapidly clutter when the network grows.

The map is the most often used visualisation method. This is understandable as a map is a medium that can be intuitively understood and is appropriate for visualising geographical information. However most maps contain only basic features such as displaying a marker for every post, maps displaying enhanced data are used less often.

Statistical information is also frequently used as it provides a visual way of understanding data. Humans can use this visual display e.g., to detect anomalies or track the time progression of an event.

Lists and tables are often used since they provide the most basic way of displaying simple information. This makes them suitable for displaying data that cannot or does not need to be visualised like simple content of posts.

Other visualisation methods such as structural or temporal visualisation are not frequently used although they provide great potential for displaying important information. This might be due to the fact that the data required for them is harder to gather and mine.

5.5 Filtering

When trying to visualise too much data at once the visualisation might get cluttered. Therefore filtering options are needed that reduce the information or adjust it dynamically to the user’s focus. In dependence to the form of visualisation, filter mechanics might regard time, location, keywords, quality metrics and other attributes of posts.

In time-based filtering, the user can select a start- and end date, a start time and the length of the time window to be displayed. In addition, the user can specify how the data should be replayed (Movie/Loop) and control the replay (Start/Stop). In addition to simple selection elements for the time another visualisation component can be used for defining a time interval where a timeline is used as a filter element and a data visualisation element at the same time.

Moreover, a map can be used for filtering a dataset based on location as the map’s viewport defines a (normally rectangular) geographical area. It is also possible to create more precise location filters on the map by defining an area with markers. The selected area can be used to restrict the dataset to events that occurred within the area, allowing queries such as “What is the sentiment of users in this region?” or “Was there a sharp influx of posts in this city?”.

Keywords (and especially tags) are an easy to use method to restrict a large dataset to data that is only relevant for a specific topic. Further, information quality metrics can be automatically computed to determine the quality of an information.
Therefore they can be used to restrict the dataset to data that matches certain quality criteria.

Time, location and keywords were frequently used for filtering, presumable because they provide a simple way to filter out messages concerning a specific event out of a larger dataset.

6 Exercises

In this section, we provide some general guidances of how to apply visualisation techniques mentioned above into possible emergencies using a real dataset collected from social data sources.

6.1 Data Set

To provide practical exercises, we use a real dataset collected from Twitter in 2012 about the Hurricane Sandy 2012. Twitter is an useful source to support managing and analysing emergency situations [16]. The Hurricane Sandy (also known as Superstorm Sandy) was the deadliest, strongest, and the most destructive hurricane of the Atlantic hurricane season in 2012. According to the record, is was inflicted almost $70 billion USD in damage. It was also the second-costliest hurricane towards the United States until now (the first ranking belongs to the hurricanes Harvey and Maria in 2017). Along the path of this storm through eight different countries, at least 233 people were passed away. This dataset collected for the REVEAL project includes around 2,000 tweets with enough textual, geospatial, and temporal information. Besides, each tweet in the dataset was labelled with location entries at the building, street and region levels manually to provide a gold standard for evaluation work. We can obtain this dataset directly on the website of the REVEAL project.6 Each tweet has various information encoded as JSON as follows.

Listing 1  A tweet with various information encoded as JSON

```json
{
  "favorited":false,
  "in_reply_to_user_id":null,
  "contributors":null,
  "truncated":false,
  "text":"Seeing the midtown tunnel flooded and with water just flowing down was scary",
  "created_at":"Tue Oct 30 04:04:41 +0000 2012",
}
```

6https://revealproject.eu/geoparse-benchmark-open-dataset/.
6.2 Visualisation Tool

Visualisation tools can organise data in a meaningful way that lowers the cognitive and analytical effort required to make sense of the data and make data-driven decisions. Users can scan, recognise, understand, and recall visually structured representations more rapidly than they can process non-structured representations. The science of visualisation draws on multiple fields such as perceptual psychology, statistics, and graphic design to present information, and on advances in rapid processing and dynamic displays to design user interfaces that permit robust interactive visual analysis.

In this section, we use the D3 library as the visualisation tool. The D3 is a very popular JavaScript (JS) library to give different visualisation techniques for various types of information. The reason for choosing D3.js because JS is a light-weight, interpreted, and just-in-time compiled programming language and compatible with every systems and device. Besides, the D3 library gives us the freedom to modify their source code to adapt to our particular requirements.

To start using the D3 library, we need to download the regular version\(^7\) or the minified version\(^8\) (i.e., all the white-space were wiped to reduce file size and time loading) from their website. This exercise is writing for the 5.12.0 version; however, it will be mostly similar to the other versions. After downloading and getting the file d3.v5.min.js, we should create a folder for containing this JS file. For the sake of simplicity, I will name this folder as exercises. The next step is to create an HTML file, name it as demo.html, and place into the same folder with the JS file. The folder exercises now contains two files as shown in Fig. 1.

Now copying this source code and put into the file demo.html. You then only need to open the file demo.html with any browser to run the program.

---

\(^7\)https://d3js.org/d3.v5.js.

\(^8\)https://d3js.org/d3.v5.min.js.
Listing 2  Template for making visualisation with the D3 library

```html
<html lang="en">
  <head>
    <meta charset="utf-8">
    <title>Emergency Visualisation Demo</title>
    <script type="text/javascript" src="d3.v5.js"></script>
  </head>
  <body>
    // The D3 code will come here
    // .........................
  </body>
</html>
```

For any D3 script providing in the next section, we should put into the place that we noted as “The D3 code will come here”. This D3 JavaScript code will then generate other necessary HTML elements for the visualisation automatically.

Towards beginning users that do not have much experience in the D3 library, it is beneficial to visit their website\(^9\) and follow their instructions. In the gallery, different authors modified and extended the original D3 library to adapt to their specific visualisation requirements. After we self-determined our visualisation targets, we may search in the collection of examples to pick up the most similar ones.

### 6.3 A Case Study with the Hurricane Sandy 2012

In this section, we focus on providing different visualisations that can support end-users understanding useful information about Hurricane Sandy 2012 quickly and efficiently. To derive a helpful visualisation, pre-processing and analysing data are beneficial. For the sake of simplicity, we only mention about pre-processing and analysing data briefly here and leave other space for describing visualisation methods. In the previous section, we introduced different visualisation techniques that can deal with content-based, geospatial, and temporal information.

Given no prior knowledge of an event, the word cloud is beneficial that should be conducted at the first step to derive an overview of what has happened. The input of the word cloud visualisation is a set of non-duplicated words extracting from the attribute “text” in the dataset. This set of words should not contain stop words, which are commonly used words (e.g., the, a, an, and in) but empty of meaning. Besides stop word removal, we can do the stemming or lemmatisation to convert words to their base forms. Stemming considers removing the last few characters, but this may lead to incorrect meanings and spelling errors. Otherwise, lemmatisation focuses more on the context and tries to revise words to their meaningful original form. To split a text into words, we may use a unigram, bigram or trigram model or combining

\(^9\)https://github.com/d3/d3/wiki/Gallery.
these models. In addition to the processes as mentioned earlier, we also delete hyperlinks, remove all punctuation marks, and change all the letters to lowercase for reducing noise and redundancy. Finally, we obtain 30 highest frequency words in ascending order as follows: \textit{school, news, coastal, high, wind, crazy, good, warning, live, rain, subway, safe, street, hope, bad, manhattan, storm, basement, east, people, house, tsunami, hurricane, city, water, power, sandy, movie, flood, and newyork}. The source code for visualising these words along with their frequency is given as below.

\textbf{Listing 3} Source codes for the word cloud visualisation

```javascript
1 <div id="visualisation">
2   // The HTML will be generated here
3 </div>
4 <script src="https://cdn.jsdelivr.net/gh/holtzy/D3-graph-gallery@master/LIB/d3.layout.cloud.js"></script>
5 <script type="text/javascript">
6   /* List of words */
7   var words = [
8       {word: "school", size: "10"},
9       {word: "news", size: "10"},
10      {word: "coastal", size: "10"},
11      {word: "high", size: "10"},
12      {word: "wind", size: "10"},
13      {word: "crazy", size: "15"},
14      {word: "good", size: "15"},
15      {word: "warning", size: "15"},
16      {word: "live", size: "15"},
17      {word: "rain", size: "15"},
18      {word: "subway", size: "15"},
19      {word: "safe", size: "15"},
20      {word: "street", size: "20"},
21      {word: "hope", size: "20"},
22      {word: "bad", size: "20"},
23      {word: "manhattan", size: "20"},
24      {word: "storm", size: "20"},
25      {word: "basement", size: "25"},
26      {word: "east", size: "25"},
27      {word: "people", size: "30"},
28      {word: "house", size: "35"},
29      {word: "tsunami", size: "35"},
30      {word: "hurricane", size: "40"},
31      {word: "city", size: "40"},
32      {word: "water", size: "45"},
33      {word: "power", size: "55"},
34      {word: "sandy", size: "60"},
35      {word: "movie", size: "70"},
36      {word: "flood", size: "80"},
37      {word: "newyork", size: "90"}]
38
39    // set the dimensions and margins of the graph
40    var m = {top: 10, right: 10, bottom: 10, left: 10},
41    w = 850 - m.left - m.right,
42    h = 850 - m.top - m.bottom;
43
44    // append the svg object to the body of the page
45    var svg = d3.select("#visualisation")
46        .append("svg")
47        .attr("width", w + m.left + m.right)
48        .attr("height", h + m.top + m.bottom)
49        .append("g")
50        .attr("transform", "translate(" + m.left + "," + m.top + ")");
51
52    // Constructs a new cloud layout instance.
53    // An algorithm to find position of words that suits the
54    // needs.
55    // The different from one word to the other must be here.
56    var layout = d3.layout.cloud()
```
Figure 2 depicts the word cloud, which is referred from the D3 examples.¹⁰ To use this source code, we need to define an array containing different words and their frequency (e.g., `{word: “school”, size: “10”}`). Because the frequency of appearance of words extracted from tweets in the Hurricane Sandy 2012 is very high and deviant, the visualisation may lose its clarity (i.e., some words are too big while the others can be too small). To obtain a better appearance of words, we normalise the frequency of words to values lower than 100 following a defined scaling function. We may change the fonts, colours, sizes, and directions of words in the word cloud by modifying the source codes as well. From this visualisation, we can quickly have an insight in where this event might happen (i.e., New York), what is this event (i.e., hurricane and tsunami), and what is effect of the Hurricane Sandy 2012 (i.e., flood, water, city, house, power, and so on).

For the next visualisation, we consider representing geospatial information. With the development of smart devices, there are more tweets posted with geotagged locations; however, the number of geotagged tweets is still in limitation due to users’

¹⁰https://www.d3-graph-gallery.com/graph/wordcloud_size.html.
privacy. In this dataset, we can get the geospatial information by extracting from the attribute “full_name” in “place” (e.g., Queens, NY. With the assumption that the number of tweets is corresponding to the effect of the Hurricane Sandy 2012 towards different states in the US (i.e., the longer time and more severe of the hurricane, the more people posted tweets to Twitter), density map is an excellent selection to express this information. The source code for density map visualisation is given as below.

Listing 4  Source codes for the density map visualisation

```
// Create US map.
<script src="http://bl.ocks.org/NPashaP/raw/a74f9f20b492ad377312/uStates.js"></script> <!-- . -->
<svg width="960" height="600" id="statesvg">
// The HTML will be generated here
</svg>
<style>
.state{
  fill: none;
  stroke: #a9a9a9;
  stroke-width: 1;
}
</style>
```
We use the example of the density map in the D3 gallery for our visualisation. For the sake of simplicity, we removed the tooltip function for reducing the length of this source code. Besides, we modified the source code for users to customise the colours of the density map easily. What we need as the input is an array of US states with their respective colours (e.g., “HI”: “color”: “#ffffff”). Here, the colours represent levels of emergencies. We used five different colours as the descending of risks including red (i.e., significant risk to lives exist and significant damage and disruption), orange (i.e., more certain that there is to personal and property safety), yellow (i.e., hazard is possible, be aware of the potential impacts of the hazard), and green (i.e., non-urgent or not serious), and white (i.e., no hazards expected). The colour codes of these five colour are #ff0000, #ffb266, #ffff00, #008000, and #ffffff respectively. Based on extracted locations in the dataset and their frequency of appearance, the red group includes NY, the orange group comprises NJ, the yellow

11http://bl.ocks.org/NPashaP/a74faf20b492ad377312.
Fig. 3 Density map visualisation of the Hurricane Sandy 2012

group contains FL, PA, MD, OH, WA, TX, CA, IL, MO, VA, the green group consists of NC, CT, MA, CO, NM, MN, WI, and the rest states belong to the white group.

From the density map in Fig. 3, we may recognise the state under the highest risk was New York, following by New Jersey. However, the dataset may contain noise because the tweets can be posted by not only people in areas of the hurricane but also any person at any state in the US. In case of temporal visualisation, it is not useful towards this dataset because authors collected these tweets in a very short time (i.e., in only 10 minutes from 04:00 to 04:10). In a short duration of time, we find it difficult to express the differences or changes using temporal information. In order to understand the data comprehensively, of course, we need higher-level data analysis with a certain amount of time and effort. Therefore, the former visualisations (i.e., word cloud and density map in this exercise) are very compelling, which can be considered as a roadmap to guide further data analytics.
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