Low-delay wind noise cancellation with preservation of spatial information for binaural hearing aids
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Abstract: Wind noise annoys hearing-aid users, and it is hard to attach a windscreen to a hearing-aid microphone, for cosmetic reasons. Some hearing-aid devices reduce the low-frequency components of input signals by using high-pass filters to suppress the wind noise. Although wind noise can be attenuated by this approach, the perceived binaural information of the desired signals will also be degraded simultaneously, resulting in partial information loss. We had previously proposed a short-time fast-Fourier-transform-based (STFT-based) binaural wind noise cancellation algorithm that preserves binaural cues. This algorithm required a frame length of 32 ms to maintain a high frequency resolution. However, it is known that the tolerable group delay for mild hearing loss should be less than approximately 5 ms, in the high-frequency region. In this paper, we propose a low-delay binaural wind noise cancellation algorithm that uses a frequency-warping filter. The processing latency of this algorithm is shorter than the tolerable delay. The objective evaluation results — signal-to-noise ratios and perceptual evaluation of speech quality (PESQ) scores — were improved while maintaining a low latency. Subjective experiments demonstrated that the proposed method produced almost the same score as our previous STFT-based method, in terms of the directionality of output signals.
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1. INTRODUCTION

With the increase in the number of active hearing-aid users, opportunities for speech communication have been increasing, even in outdoor situations. Therefore, a hearing aid that can adapt to various environments, automatically and appropriately, is desirable. According to a survey by MarkeTrak VIII [1], the wind noise generated by the airflow around the head, i.e., around the pinna, past the tragus and helix [2,3], is a major cause of dissatisfaction among hearing-aid users. Generally, windproof equipment such as windscreens are utilized to reduce the noise [4]. However, as it is difficult to attach the windscreen to hearing aids without causing cosmetic issues, reducing the wind noise through signal processing is a more attractive alternative. Several algorithms using signal processing have been proposed to reduce the discomfort of wind noise [5–8]. In the case of single-channel wind noise cancellation algorithms, high-pass filtering has been utilized to reduce the wind noise components that mainly lie in the low-frequency region [9,10]. Although wind noise can be attenuated by the high-pass filter (HPF), the desired signals such as a speaker’s voice are also degraded simultaneously. Furthermore, when hearing aids on both the left and right ears work independently, the perception of the direction of arrival (DOA) and distance to the desired signal position will be uncertain. To preserve spatial information, a binaural wind noise cancellation algorithm using the characteristics of head-related transfer functions (HRTFs) was proposed by the authors [11–13].

In a previous study [13], we demonstrated the advantage of maintaining spatial information in the short-time fast-Fourier-transform–based binaural wind noise cancellation method (STFT-based method), through comparisons with the conventional method, by performing psychoacoustic experiments (externality and directionality tests). However, 512 samples were required for the frequency analysis, to obtain a frequency resolution of 31.25 Hz for a
The sampling rate of 16 kHz. The processing latency, which is the group delay of the system, was 32 ms. In addition, when considering the actual hearing aid system, the delay caused by the ADC and DAC was added to the processing latency, increasing the total delay. Thus, the processed sound would be perceived as an echo, especially, by a user who wears the device in an open-fitted style with a large vent [14]. This style is frequently used in the case of mild hearing loss, to prevent the occlusion effect that arises from the canal obstruction caused by the earpiece or ear mold. However, in this case, in addition to the processed sound from the hearing aid, the direct sound through the vent will also be perceived. Stone and Moore [15] showed that the tolerable group delay of the hearing aid for processed sounds must be less than approximately 5 ms. Therefore, the processing latency of our previous STFT-based system should ideally have been shorter than the tolerable group delay. However, when the number of signal samples was reduced in the Fourier analysis, the frequency resolution was degraded. As a result, effective wind noise suppression was not possible because the analysis frequency bandwidth was larger than that of the fine harmonic structure of speech.

In this paper, we propose a binaural wind noise cancellation algorithm that uses a frequency-warped filter (FWF) in the analysis/synthesis part instead of the STFT, in order to ensure that the latency is less than the tolerable group delay and to achieve the required frequency resolution.

2. BINAURAL WIND NOISE CANCELLATION SYSTEM

The frequency response from a sound source to both ears can be described by HRTFs. Interaural phase differences (IPDs) and interaural level differences (ILDs) are derived from these HRTFs [16], and are utilized in our proposed system shown in Figs. 1(a) and 1(b), where the horizontal axis shows the DOA of a sound source. It is apparent that the IPDs and ILDs vary depending on the DOA and frequency of sound. These characteristics are stored in the storage media of the hearing-aid system to create a database [17,18] for the detection of wind noise and determination of each gain, as described in subsections 2.4 and 2.5. Accordingly, the DOA can be estimated by finding similarities between the values from the database and the characteristics derived from the observed binaural signals. The database of each frequency band is \( \theta_{DB}(k, \psi) \) for IPDs and \( \xi_{DB}(k, \psi) \) for ILDs, where \( \psi \) represents the azimuth angle of a sound source.

2.1. Definition of Input Signal

Figure 2 shows a block diagram of the proposed system. In this system, the use of binaural hearing aids is assumed, for which microphones are placed at each ear position. The observed signals at the left and right sides, \( l(n) \) and \( r(n) \), at a discrete time \( n \), are defined as

\[
l(n) = s(n) * h_l(\phi, n) + w_{nl}(n),
\]

\[
r(n) = s(n) * h_r(\phi, n) + w_{nr}(n),
\]

where \( h_l(\phi, n) \) and \( h_r(\phi, n) \) provided the HRTFs from the DOA of a sound source \( \phi \), and \( w_{nl}(n) \) and \( w_{nr}(n) \) denote the wind noise signals in the discrete time domain. The asterisk symbol “*” represents the convolution operator. \( w_{nl}(n) \) and \( w_{nr}(n) \) are assumed to be uncorrelated so that the IPD and ILD for a wind noise produced from a turbulence around the head will be random.

2.2. Analysis and Synthesis

A block diagram of the analysis and synthesis using the FWF is shown in Fig. 3, where \( M \) represents the number of all-pass filters (APFs). The signal sequence \( p_l(0, n) \) to \( p_l(M, n) \) in Fig. 3 is a warped one, whose frequency components are warped from the low- to high-frequency region.

The all-pass filter is given by
where $\gamma$ is the warping parameter [19,20]. The frequency-warped sequence of the left channel is given by

$$ p_l(0,n) = l(n), $$

$$ p_l(m,n) = \gamma [p_l(m,n-1) - p_l(m-1,n)] + p_l(m-1,n-1), $$

where $m = 0, 1 \ldots M$, and that of the right channel, $p_r(m,n)$, is obtained by the same calculation. $p_l(m,n)$ and $p_r(m,n)$ are transformed from the time domain into the frequency domain using a discrete Fourier transform (DFT) to obtain the spectra $P_l(k,n)$ and $P_r(k,n)$, where $k$ is the index number of the frequency band.

Figure 4 shows the characteristics of the frequency warping from the original frequency to the warped frequency when $\gamma = 0.8$ is applied. It is observed that the frequency regions below 1000 Hz of the original frequency are warped to the high-frequency region.

2.3. IPD and ILD Calculation

The IPD of the input signals, $\theta_{pl}(k)$, is calculated as

$$ \theta_{pl}(k,n) = \tan^{-1} \left[ \frac{\text{Im}(C_{pl}(k,n))}{\text{Re}(C_{pl}(k,n))} \right], $$

where the cross spectrum of each warped input signal, $C_{pl}(k,n)$, is represented as

$$ C_{pl}(k,n) = P_l(k,n)P_r(k,n)^*, $$

where * indicates the complex-conjugate operator. Similar to the IPD calculation, the ILD of the input signals, $\xi_{pl}(k,n)$, is calculated as

$$ \xi_{pl}(k,n) = 20 \log \left| \frac{C_{pl}(k,n)}{C_{lr}(k,n)} \right|, $$

where $C_{lr}(k)$ denotes the power spectrum of the warped input signal $p_l(m,n)$.

2.4. Wind Noise Detection

Wind noise detection is performed by comparing
where \( \phi \) denotes the target source direction for the actual situation, and is selected by the hearing-aid user. The minimum value of \( \Delta \theta(k) \) and \( \Delta \xi(k) \) is 0, whereas the maximum value varies depending on the frequency, so that normalized differences are introduced as follows.

\[
D(k, n) = \begin{cases} 
\Delta \theta(k, n)P(k)^{-1} & \text{(for low freq. region)} \\
\Delta \xi(k, n)L(k)^{-1} & \text{(for high freq. region)},
\end{cases}
\]

where \( P(k) \) is the maximum difference of \( \theta_{DB}(k, \psi) \) when \( \psi \) varies, and is defined as

\[
P(k) = \max[\theta_{DB}(k, \psi)] - \min[\theta_{DB}(k, \psi)].
\]

The maximum difference of \( \xi_{DB}(k, \psi) \) is defined as

\[
L(k) = \max[\xi_{DB}(k, \psi)] - \min[\xi_{DB}(k, \psi)].
\]

It is assumed that wind noise exists in the frequency region \( k \) if \( D(k, n) > Tw(k) \), where \( Tw(k) \) is a predetermined wind detection threshold. Here, \( c_w(k, n) \) is a detection flag for wind noise in each frequency band and is described by

\[
c_w(k, n) = \begin{cases} 
1 & \text{(if } D(k, n) > Tw(k)) \\
0 & \text{(otherwise)}.
\end{cases}
\]

The wind counter \( \hat{c}_w(n) \), which determines the amount of cancellation for wind noise, is calculated as a summation of \( c_w(k, n) \) across time and frequency, as follows

\[
\hat{c}_w(n) = \sum_k \sum_i c_w(k, n - i).
\]

### 2.5. Gain Calculation and Filtering

The instantaneous binaural wind noise cancellation (BWNC) filter gain \( W_i(k, n) \) is defined as follows.

\[
W_i(k, n) = \frac{1}{\exp(\beta(k, n)D(k, n))},
\]

where \( \beta(k, n) \) is a gain-control parameter that varies depending on the wind counter \( \hat{c}_w(n) \) and is determined appropriately.

\[
\beta(k, n) \propto \hat{c}_w(n).
\]

Thus, \( \hat{c}_w(n) \) and \( \beta(k, n) \) will be large under windy conditions, and \( W_i(k, n) \) will approach 0. On the contrary, \( W_i(k, n) \) approaches 1 under calm conditions. To avoid sudden changes in the filter gain, the actual BWNC filter gain \( W(k, n) \) will be defined as

\[
W(k, n) = \lambda W(k, n - 1) + (1 - \lambda)W_i(k, n),
\]

where \( \lambda \) is a forgetting factor. The impulse response form in the time domain is obtained by the inverse Fourier transform of the filter coefficient,

\[
w(m, n) = \text{IDFT}[W(k, n)].
\]

The processed output signals,

\[
l(n) = \sum_{m=0}^{M} w(m, n)p_i(m, n),
\]

and

\[
l'(n) = \sum_{m=0}^{M} w(m, n)p_i(m, n),
\]

are obtained by convoluting both warped signals and the filter coefficient \( w(m, n) \).

### 3. NUMERICAL VALIDATION

#### 3.1. Numerical Configuration

A numerical test was performed to confirm the ability of wind noise detection and control of filter gain. The experimental conditions are summarized in Table 1. The number of APFs and the warping parameter were set to \( M = 31 \) and \( \gamma = 0.8 \) to satisfy the tolerable group delay of processing and higher frequency resolution in the low-frequency region. Therefore, the analysis frame length is totally 32 points, which consist of APF output the data of 31 samples and pass through data of 1 sample. The other parameters regarding the proposed algorithm were optimized by numerical experiments and trial listening.

Figure 5 shows an example of the group delay characteristics of the FWF, compared with the tolerable
group delay. The solid black line represents the tolerable
group delay derived from Ref. [15], as a function of
frequency. The solid red line represents the group delay
of the FWF. The FWF group delay is shorter than the
tolerable group delay.

The filter bank derived from the FWF in this simulation
is shown in Fig. 6. Here, 17 bands from the DC-band to
the Nyquist frequency are plotted. The frequency resolu-
tion in the low-frequency region, obtained by the FWF was
equivalent to that obtained by a 128-point FFT. Thus, FWF
realized fine resolution equivalent to that of 32-point FFT,
from the frame-length standpoint.

Figure 7 shows an image of the relative location from
among a group of possible locations for a listener, target speech source, and wind
noise. The target speech source is located at -60
degrees, while the wind noise flows from 0 degrees.
The signal-to-noise ratio (SNR) is set to 0 dB. Here, 0
degrees implies the front side of the listener.

noise sounds prerecorded using the binaural microphones
of the dummy head were used in our numerical validations.
The velocity of wind noise was approximately 4 m/s in the
recorded situation. There were two silent intervals in the
wind noise test sound, which were set to time periods of
2–3 and 5–6 s. The signal-to-noise ratio (SNR) of the input
signal was set to -10 dB for the observed signal of the left
channel when the speech source was located at 0 degrees,
i.e., in front of the hearing-aid listener. Note that we
assumed that the target speech direction $\phi$ was known.

3.2. Results of Validation

Figure 8 shows the results of the simulation. The
waveforms of the input signal (black solid line) and the
clean speech signal (red solid line) in the left channel (Lch)
are shown in Fig. 8(a). The output signal from the system
in Lch is shown in Fig. 8(b). The waveforms of the input
signal (black solid line) and the clean speech signal (red
solid line) in the right channel (Rch) are shown in Fig. 8(c). The
Rch signal output from the system is shown in Fig. 8.
Here, the SNR of the Rch was less than that of the Lch
because the speech signal arrived from -60 degrees,
relative to the left-hand side. The wind noise component in
the output signal was eliminated according to the wind
noise condition in Figs. 8(b) and 8(d).
Figure 9(a) shows the wind counter value $c^w$. Figure 9(b) shows the BWNC filter gains $W(k, n)$ for the 3rd, 9th, and 13th bands. It is clearly seen that the filter gain $W(k, n)$ for each frequency band was close to 1, when the wind noise disappeared; i.e., the BWNC features are disabled under calm conditions. On the other hand, the filter gain was controlled to reduce the noise gradually when wind noise appeared. These results revealed that the gain controller worked precisely, according to the wind noise conditions.

4. EVALUATIONS

4.1. Objective Evaluations

Two types of objective evaluations were performed to verify the effectiveness of the proposed method. The first one measured the amount of SNR improvement, and the second one measured the perceptual evaluation of speech quality (PESQ) using the wide-band version recommended in ITU-T P.862.2 [21].

First, the SNRs between speech and wind noise levels for the left channel were set to 0 dB and $-10$ dB under the conditions that wind flow arrived from the front side of the dummy head. In this evaluation, the ITU-T Recommendation P.501 test signal [22] was utilized as a speech source.

Then, the direction of speech stimulus was varied from $-90$ to $+90$ degrees in steps of 30 degrees. At this time, the wind noise level was maintained at the initial setting level. Therefore, the SNRs of each channel varied according to the DOA of the target speech. In our evaluation, by using the above configuration, the proposed FWF-based method was compared with the previously proposed STFT-based method with $32$ ms (STFT32 method) and $4$ ms (STFT4 method) frame lengths. Note that the FWF is equivalent to the STFT4 from the frame-length standpoint. It is assumed that the target speech direction was known.

4.1.1. Evaluation by SNR

The evaluation results for SNR improvement are shown in Fig. 10. In this figure, the horizontal and vertical axes indicate the DOA for the target speech and the amount of SNR improvement, respectively. Figure 10(a) and (b) show the results of the FWF method (red solid line), STFT4 method (blue solid line), and STFT32 method (black solid line) for both conditions: $0$ dB and $-10$ dB SNR. It is apparent that the SNR of the FWF is improved when comparing with STFT4, which is equivalent to the FWF from the frame-length standpoint.

4.1.2. PESQ scores

The measurement results for the PESQ scores are shown in Figs. 11(a) and 11(b), as a function of DOA of the target speech in each SNR condition. The scores of the proposed FWF method were higher than those of the STFT4 method in all DOA, in spite of the fact that the FWF method has the same frame-length as the STFT4 method. On the other hand, the improvements of the PESQ score by not only the proposed method but also by STFT4 were smaller compared with the SNR improvements shown in Figs. 10(a) and 10(b). This tendency is similar to results obtained by the other speech enhancement methods [23,24]. This implies that the PESQ score is not improved drastically by the speech enhancement method. Note that
PESQ score by the proposed method is higher than that of STFT4 and is the result of SNR improvement. This is because it can be considered that the fine frequency resolution of the low-frequency region is greatly affected for the noise estimation and gain reduction processing in wind noise.

4.2. Subjective Evaluation

To confirm the preservation abilities of the information of binaural cues, two types of subjective evaluations — “directionality” and “externality” tests — were performed for our proposed FWF-based method. These “directionality” and “externality” tests were carried out to evaluate the influence on the perception of the arrival direction of sound and retention of spatial information, respectively. The voice signals with directional information, which were the target signals in the directionality test, were generated by applying HRTFs from $-90$ to $+90$ degree in steps of 30 degrees, i.e., evaluations were performed in seven directions. In addition, the wind noise arriving from the direction of 0 degrees, which was prerecorded by the KEMAR, was added to the target signals to reproduce windy conditions. Such a signal is defined as windy condition voice in this section. The test was carried out in an anechoic chamber, and the intended stimuli were presented through headphones (Sennheiser HD-600). For these subjective evaluations, a stimulus was created using these signals.

4.2.1. Directionality test

Two types of signals, which were of the 4-mora Japanese word corpus [25] type, were utilized to create a stimulus set in this evaluation. The first one was the unprocessed target signal and the second one was the processed signal derived from the windy condition voice by applying the FWF-based method. These audio data were applied to each stimulus set. The stimuli in the set were presented to subjects at random in this subjective evaluation unit that included nine trials per angle. Three normal hearing subjects between 19 and 21 years of age were recruited for this experiment.

The subjects were asked to answer the perceived directions of the 4-mora words. Although the stimuli were presented from seven directions between $-90$ and $+90$ degrees, the answers for their perceived directions were selected on a scale of 10 degree steps.

Figure 12 shows the results of the directionality test for (a) target signal and (b) FWF-based method. It indicated that applying the FWF-based method did not lead to any negative effect on the perceived direction, similar to the previously proposed STFT-based method [13], as can be seen from the Figs. 12(a) and 12(b).

4.2.2. Externality test

From the results of the objective evaluations in Sect. 3, the proposed FWF-based method was superior to the STFT4 method under all conditions. In addition, the STFT32 method was not applicable to hearing aids from the point of view of processing latency. On the other hand, the HPF method [3,6] has been proposed to realize a low-computational cost by using a simple method as far as possible to reduce the discomfort in user’s ears from wind noise; however, there are some concerns regarding this. For example, despite the knowledge that the phase information of the low-frequency region is efficient for the perception of externalization [26], low-frequency components of the desired signal will be significantly degraded when using the HPF method. From the above-mentioned observations, the purpose of this externality test is to evaluate how much to retain the spatial information for the proposed FWF method compared with the HPF method as a competitor.

In this experiment, four Japanese sentences [27] with wind noise were utilized, and then, these windy condition sentences were processed by in each FWF-based method and a conventional HPF method, which is a competitor. These processed signals were used as stimuli and were presented to subjects randomly, similar to the previous
experiment using the pair-comparison method. Five normal hearing subjects between 19 and 21 years of age were recruited for the experiment. The question to the subjects was ‘Which one is more distant from around your head?’ The subjects had to select an answer from the ‘first one’, ‘second one’, or ‘no difference’. The number of trials was one per angle for one sentence. Thus, the total amount of trials was 28 in this experiment.

Figure 13 shows the results of the externality test. The horizontal and vertical axes show the presented angle of the stimulus and the proportion of the selected answers, respectively. The results of all directions in the externalization of the sound image implied that the proposed FWF-based method was superior to the conventional HPF method.

5. CONCLUSION

In this paper, we proposed a low-delay wind noise cancellation algorithm for binaural hearing aids. It was difficult to implement the previously proposed algorithm [13], which required long analysis frame lengths to ensure high resolutions in the low-frequency region, in actual hearing aids from the viewpoint of processing latency for sound transmission from the input to the output. Applying the FWF to the analysis and synthesis stages of our system cleared the way for a trade-off relationship between processing latency and frequency resolution. In the results of numerical evaluations, the proposed system could reduce the wind noise components effectively while maintaining the processing latency of the system shorter than the tolerable group delay. The system had a positive effect on the SNRs and PESQ scores for various DOAs, compared to the STFT-based method with a similar analysis frame length, in the objective evaluations. In addition, in the subjective evaluation tests for sound localization, it was determined that binaural information was preserved in our system, which was superior to the performance of the conventional HPF method. In conclusion, the processing latency of the proposed BWNC system could be made shorter than the tolerable group delay, while maintaining the localization cue of the target signal by using an FWF.

In this paper, the HRTFs provided by MIT were utilized for creating the database and directional target speech source. In a future work, we plan to build a prototype of the binaural hearing-aid device and evaluate the variance of the gain and accuracy of wind noise cancellation for individual users.
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