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Abstract—Pixel-level 2D object semantic understanding is an important topic in computer vision and could help machine deeply understand objects (e.g. functionality and affordance) in our daily life. However, most previous methods directly train on correspondences in 2D images, which is end-to-end but loses plenty of information in 3D spaces. In this paper, we propose a new method on predicting image corresponding semantics in 3D domain and then projecting them back onto 2D images to achieve pixel-level understanding. In order to obtain reliable 3D semantic labels that are absent in current image datasets, we build a large scale keypoint knowledge engine called KeypointNet, which contains 103,450 keypoints and 8,234 3D models from 16 object categories. Our method leverages the advantages in 3D vision and can explicitly reason about objects self-occlusion and visibility. We show that our method gives comparative and even superior results on standard semantic benchmarks.
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1 INTRODUCTION

General object pixel-level semantic understanding is an important though tough topic in computer vision. Currently, plenty of deep convolutional methods have been applied to 2D images and gain much attention [1], [2], [3], [4], [5]. Among them, quite a few methods try to solve the problem of 2D semantic correspondence [2], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15] to achieve pixel-level understanding. That is, given a pair of images with different object but within the same category (such as two photos of different chairs taken from different angles and environments), find their semantically corresponding parts in the images. In this way, we can understand object deeply, such as how to grasp, manipulate and semantic editing. Note such kind of pixel-level understanding is largely different with segmentation problem that label pixel category only. [6], [7], [8], [9], [10] propose to match local regions between pairs of images and [2], [11], [12], [13] formulate it as a global image alignment optimization problem.

However, these 2D CNN based methods can not reason about the internal 3D structure of objects in the image, making them vulnerable on view changes. Besides, previous 2D-based methods require a reference image to infer dense correspondences. These image references often experience severe occlusion and viewpoint changes, thus not suitable for pixel-wise semantic correspondence inference.

To overcome these problems, we doubt if one could directly define canonical semantic embeddings on 3D objects and then transfer these semantic embeddings from 3D space to 2D images. That is, we first estimate 3D structures from a single image and then feed such 3D structures into a semantic prediction module to get dense embeddings on 3D objects; finally we project the embeddings back onto the image. One of the key components is the 3D semantic prediction module. It accepts a general 3D object and outputs dense semantic embeddings for each point on the object. Thus, we know semantic on each pixel.

It is natural to consider training a neural network based on
some 3D object semantic knowledge engine. However, since we require fine-grained semantic embeddings, the knowledge engine should include dense semantic embeddings that are intra-class consistent on general 3D objects. Such a database is impractical since annotating every point’s embedding by hand is impossible unless we approximate dense embeddings with sparse annotations.

Annotating sparse 3D keypoints is an amenable way to define object semantics and it is essential in many applications such as object matching, object tracking, shape retrieval and registration [16], [17], [18]. Provided 3D keypoints, we would like to leverage contrastive loss to train a embedding prediction network that maximize the difference between distances on intra-class and inter-class keypoint pairs. It would give a reasonable approximation on dense embeddings since neural networks often approximate continuous functions and could infer those “missing” semantics outside keypoints.

Currently, there are few 3D datasets focusing on the keypoint representation of an object. Dutagaci et al. [19] collect 43 models and label them according to annotations from various persons. Annotations from different persons are finally aggregated by geodesic clustering. ShapeNetCore keypoint dataset [20], and a similar dataset [21], in another way, resort to an expert’s annotation on keypoints, making them vulnerable and biased. Therefore, in order to alleviate the bias of experts’ definitions on keypoints, we ask a large group of people to annotate various keypoints according to their own understanding. Challenges rise in that different people may annotate different keypoints and we need to identify the consensus and patterns in these annotations. We propose a novel method to aggregate a large number of keypoint annotations from distinct people, by optimizing a fidelity loss. After this auto aggregation process, these generated keypoints are verified based on some simple priors such as symmetry. To this end, we build a large-scale and diverse keypoint knowledge engine named KeypointNet which contains 8,234 models with 103,450 keypoints. These keypoints are of high fidelity and rich in structural or semantic meanings. Some examples are given in Figure 2.

Given sparse keypoint annotations, we could approximate dense 3D embeddings by training a pointwise neural network with contrastive loss, where keypoints with same semantics form positive pairs while negative pairs come from different keypoint semantics.

In the previous paragraph, we describe how the 3D knowledge database is built and how 3D semantic prediction module is made. Recall that we first estimate 3D structures from a single image and then feed such 3D structures into a semantic prediction module to get dense embeddings on 3D objects; finally we project the embeddings back onto the image. In order to estimate 3D structures from a single image, we gain insights from ShapeHD [22] and build a network based on it. It first estimates 2.5D sketches including depths, normals and silhouettes from an RGB image, and then predicts the 3D shape in canonical pose from 2.5D sketches. To project dense embeddings back onto 2D image, one has to know exact camera parameters to do so. We leverage a hierarchical prediction approach, where a coarse camera pose is estimated by a 2D convolutional network and then a differentiable renderer is optimized to match predicted and projected silhouettes. The full pipeline is shown in Figure 2.

In summary, we make the following contributions:

- To the best of our knowledge, we build the first large-scale knowledge engine on 3D keypoints, both in number of categories and keypoint anchors to achieve pixel-level understanding and semantic transfer.
- We come up with a novel approach on aggregating people’s annotations on keypoints, even if their annotations are independent from each other.
- We propose a novel pipeline trying to solve general 2D object semantic understanding by leveraging it to the 3D domain.

Our paper is organized as follows: in Section 2, we briefly discuss related works, involving various aspects; in Section 3, we introduce our keypoint knowledge engine and how it is built; in Section 4, we describe how we utilize the knowledge engine to predict 2D dense embeddings, together with various experiment results.

A preliminary version of this work was presented in CVPR 2020 [26]. In this study, we extend it substantially by proposing a new pipeline on 2D general object semantic understanding based on our 3D keypoint engine. The whole section 4 describes our novel pipeline in detail and conducts various experiments to validate our design. Results show that our method outperforms previous state-of-the-art methods on various 2D object semantic understanding benchmarks.

2 RELATED WORK

2.1 2D Object Semantic Understanding

Previous works on 2D object semantic understanding can be generally classified into two subjects: one is to directly predict pixel-wise embeddings with an end-to-end network while the other is to transfer dense semantics from an existing reference image.

For the first subject, there are plenty of works [27], [28] on estimating a semantic label for each pixel. This task is also named semantic segmentation. Besides, some instance segmentation methods [29], [30], [31], [32] also try to give every pixel an instance ID with semantics. Afterwards, panoptic segmentation [33] is proposed to combine both semantic and instance segmentation. However, all these segmentation methods lack fine-grained semantics, such as “which pixel is on the arm of chair”, “where is the nose of aeroplane”, etc.

For the second subject, which is also known as dense image semantic correspondence, there is a long history that dates back to optical flow [9] and multi-stereo [34] based methods. Recently, some local descriptor based methods [10], [13] are explored to find dense correspondences across different objects. With the advance of deep learning, neural features [35], [36], [37] are broadly used as they are more robust and generalizable. Methods like Seo et al. [2], Rocco et al. [38] and Min et al. [39] view semantic correspondence as a matching problem in high-dimensional feature images. In addition, Florence et al. [40] and Schmidt et al. [41] leverage an unsupervised methods to learn consistent dense embeddings with SLAM across different objects. Guler et al. [42] learn dense correspondences between human poses by first training a “teacher” network where loss is defined on sparse keypoint annotations and then “inpainting” dense values across the full image domain. However, their method only considers 2D image domain inpainting, ignoring the underlying 3D structure and viewpoint changes. Min et al. [14] introduce a novel approach to visual correspondence that dynamically composes effective features by leveraging relevant layers conditioned on the images to match. Li et al. [15] propose non-isotropic 4D convolution kernel
and a simple and efficient multi-scale self-similarity module to realize one-to-one robust intra-class matching.

### 2.2 3D Object Semantic Understanding

Allen et al. [43] and Blanz et al. [44] are the pioneers on detecting 3D semantic correspondence between human bodies and faces. Recently, some unsupervised methods [45], [46], [47] are proposed on learning dense correspondences between humans and animals. With the help of recent large scale model dataset such as Chang et al. [48] and Mo et al. [49], finding semantic correspondences on general objects become possible. Sung et al. [50] and Yi et al. [20] all learn a set of synchronized base functions in order to obtain dense correspondence from functional maps. In addition to ShapeNet, [21], [26], [51], [52] provide additional keypoint or correspondence annotations for object semantic understandings.

Perhaps, Kulkarni et al. [53] and Zhou et al. [54] are the closest to this paper. However, they assume that for all images, there is a template 3D model that fits well, making them not directly applicable to categories where the shapes across instances differ significantly in topology or undergo large articulation. Besides, they implicitly infer 3D models by generating a 2D-3D pixel maps while we explicitly predict each image’s corresponding 3D shape.

### 2.3 Keypoint-based Knowledge Engine

Detection of 3D keypoints has been a very important task for 3D object understanding which can be used in many applications, such as object pose estimation, reconstruction, matching, segmentation, etc. Researchers have proposed various methods to produce interest points on objects to help further objects processing. Traditional methods like 3D Harris [55], HKS [56], Salient Points [57], Mesh Saliency [58], Scale Dependent Corners [59], CGF [60], SHOT [61], etc, exploit local reference frames (LRF) to extract geometric features as local descriptors. However, these methods only consider the local geometric information without semantic knowledge, which forms a gap between detection algorithms and human understanding.

Recently, deep learning methods Yi et al. [20], Sung et al. [50] are proposed to detect keypoints. Unlike traditional ones, these methods do not handle rotations well. Though some recent methods [62], [63] try to fix this, deep learning methods still rely on ground-truth keypoint labels annotated by human with expert verification.

Keypoint datasets have its origin in 2D images, where plenty of datasets on human skeletons and object interest points are proposed. For human skeletons, MPII human pose [64], MSCOCO keypoint challenge [65] and PoseTrack [66] annotate millions of keypoints on humans. For more general objects, SPair-71k [67] contains 70,958 image pairs with diverse variations in viewpoint.

---

**Table 1**

| Dataset         | Domain  | Correspondence | Template-free | Instances | Categories | Keypoints | Format         |
|-----------------|---------|----------------|--------------|-----------|------------|-----------|----------------|
| Bogo et al. [23]| human   | √              | ×            | 100       | 1          | 689K     | mesh           |
| Yi et al. [20]  | chair   | √              | ×            | 6243      | 1          | ~60K     | point cloud    |
| Dutagaci et al. [19]| general | ×              | √            | 43        | 16         | <1K      | mesh           |
| Kim et al. [24] | general | √              | ×            | 404       | 4          | ~3K      | mesh           |
| Xiang et al. [25]| general | ×              | ×            | 36292     | 12         | 150K+    | RGB w. 3D model |
| Ours            | general | √              | √            | 8234      | 16         | 103K+    | point cloud & mesh |

Comparison of 3D keypoint datasets. Correspondence indicates whether keypoints are indexed correspondingly. Template-free indicates whether it avoids hardcoded keypoint templates.
and scale, with a number of corresponding keypoints on each image pair. CUB [68] provides 15 part locations on 11,788 images from 200 bird categories and PF-PASCAL [13] provides keypoint annotations for 20 object categories. Besides, LVIS [69] provides a large dataset for large vocabulary instance segmentation, which collects 2.2 million high-quality instance segmentation masks for over 1000 entry-level object categories in 164k images.

Keypoint datasets on 3D objects, include Dutagaci et al. [19], Yi et al. [20] and Kim et al. [21]. Dutagaci et al. [19] aggregates multiple annotations from different people with an ad-hoc method while the dataset is extremely small. Though Yi et al. [20], Pavlakos et al. [51] and Kim et al. [21] give a relatively large keypoint dataset, they rely on a manually designed template of keypoints, which is inevitably biased and flawed. The differences between theirs and ours are illustrated in Table 1.

2.4 Single View Shape Reconstruction
Recently, many works have been introduced on single view shape reconstruction. For supervised methods where a ground-truth model is available, Fan et al. [70] and Lin et al. [71] reconstruct point clouds from single-view RGB images. Yao et al. [72] predicts per-pixel depth, which is then converted into a point cloud. [73], [74], [75] predict voxel grids with a relatively small resolution while some other methods [76], [77], [78] reconstruct implicit surface functions, where resolutions are not limited compared to voxels. In addition, there are also plenty of researches [79], [80] focused on triangle mesh reconstruction, which is constrained by mesh topology. Pan et al. [81] tries to modify the mesh topology during reconstruction. What’s more, some other directions like reconstructing images as geometric primitive collections [82], [83] and complex octree structures [84], [85] are also explored.

For unsupervised single view shape prediction, [86], [87], [88], [89] utilize only 2D image annotations, together with a multi-view consistency prior, to reconstruct the implicit 3D models. Other works [90], [91] focus on a large collection of images in the wild and reconstruct a model for each distinguished image.

2.5 Differentiable Renderer
Differentiable renderer is an emerging topic in recent years, we see that [86], [87] all utilize differentiable projections to learn a 3D shape from its 2D image projections. Kato et al. [92] first brings this idea to mesh rasterization rendering and Li et al. [93] comes up with differentiable monte-carlo ray tracing. Jiang et al. [94] renders implicit surfaces defined by signed distance function in a differentiable way.

3 BUILDING KEYPOINTNET: A LARGE-SCALE 3D KEYPOINT KNOWLEDGE ENGINE
3.1 Data Collection
KeypointNet is built on ShapeNetCore [48]. ShapeNetCore covers 55 common object categories with about 51,300 unique 3D models.

We filter out those models that deviate from the majority and keep at most 1000 instances for each category in order to provide a balanced dataset. In addition, a consistent canonical orientation is established (e.g., upright and front) for every category because of the incomplete alignment in ShapeNetCore.

We let annotators determine which points are important, and same keypoint indices should indicate same meanings for each annotator. Though annotators are free to give their own keypoints, three general principles should be obeyed: (1) each keypoint should describe an object’s semantic information shared across instances of the same object category, (2) keypoints of an object category should spread over the whole object and (3) different keypoints have distinct semantic meanings. After that, we utilize a heuristic method to aggregate these points, which will be discussed in Section 3.4.

Keypoints are annotated on meshes and these annotated meshes are then downsampled to 2,048 points. Our final dataset is a collection of point clouds, with keypoint indices.

3.2 Dataset Statistics
At the time of this work, our dataset has collected 16 common categories from ShapeNetCore, with 8234 models. Each model contains 3 to 24 keypoints. Our dataset is divided into train, validation and test splits, with 7:1:2 ratio. Table 2 gives detailed statistics of the number of keypoints on each individual model while Table 3 gives the total number of models and keypoints in each category. Some visualizations of our dataset is given in Figure 4.

Table 2
| Category   | Minimum | Maximum | Median |
|------------|---------|---------|-------|
| Airplane   | 5       | 17      | 14    |
| Bathtub    | 8       | 24      | 16    |
| Bed        | 8       | 16      | 12    |
| Bottle     | 4       | 18      | 17    |
| Cap        | 5       | 6       | 6     |
| Car        | 14      | 22      | 22    |
| Chair      | 8       | 17      | 10    |
| Guitar     | 4       | 9       | 9     |
| Helmet     | 5       | 9       | 9     |
| Knife      | 4       | 6       | 6     |
| Laptop     | 6       | 6       | 6     |
| Motorcycle | 7       | 14      | 13    |
| Mug        | 10      | 11      | 11    |
| Skateboard | 6       | 10      | 10    |
| Table      | 7       | 12      | 8     |
| Vessel     | 5       | 21      | 15    |

Table 3
The statistics of number of keypoints on each model, collected on the full dataset. On each model, a sparse set of keypoints are labeled, ranging from 4 to 22.

3.3 Annotation Tools
We develop an easy-to-use web annotation tool based on NodeJS. Every user is allowed to click up to 24 interest points according to his/her own understanding. The UI interface is shown in Figure 5.

Annotated models are shown in the left panel while the next unprocessed model is shown in the right panel.

3.4 Keypoint Aggregation
Given all human labeled raw keypoints, we leverage a novel method to aggregate them together into a set of ground-truth keypoints.

There are generally two reasons: 1) distinct people may annotate different sets of keypoints and human labeled keypoints are sometimes erroneous, so we need an elegant way to aggregate these keypoints; 2) a simple clustering algorithm would fail to distinguish those closely spaced keypoints and cannot give consistent semantic labels.
### 3.4.1 Problem Statement

Given a 2-dimensional sub-manifold \( \mathcal{M}_m \subset \mathbb{R}^3 \), where \( m \) is the index of the model, a valid annotation from the \( c \)-th person is a keypoint set \( \{l^{(c)}_{m,k}, l^{(c)}_{m,k} \in \mathcal{M}_m\}_{k=1}^{K_c} \), where \( k \) is the keypoint index and \( K_c \) is the number of keypoints annotated by person \( c \). Note that different people may have different sets of keypoint indices and these indices are independent.

Our goal is to aggregate a set of potential ground-truth keypoints \( \mathcal{Y} = \{y_{m,k} | y_{m,k} \in \mathcal{M}_m, m = 1, \ldots, M, k = 1, \ldots, K_m\} \), where \( K_m \) is the number of proposed keypoints for each model \( \mathcal{M}_m \), so that \( y_{m1,k} \) and \( y_{m2,k} \) share the same semantic.

### 3.4.2 Keypoint Saliency

Each annotation is allowed to be erroneous within a small region, so that a keypoint distribution is defined as follows:

\[
p(x|x) = \frac{\phi(l_{m,k}, x)}{Z(\phi)},
\]

where \( \phi = -\|l_{m,k} - x\|^2/(2\sigma^2) \) is a Gaussian kernel. In practice, we set the error deviation \( \sigma = 0.03 \). \( Z \) is a normalization constant. This contradicts many previous methods on annotating keypoints where a \( \delta \)-function is implicitly assumed. We argue that it is common that humans make mistakes when annotating keypoints and due to central limit theorem, the keypoint distribution would form a Gaussian.

### 3.4.3 Ground-truth Keypoint Generation

We propose to jointly output a dense mapping function \( g_\theta : \mathcal{M} \to \mathbb{R}^3 \) whose parameters are \( \theta \), and the aggregated ground-truth keypoint set \( \mathcal{Y} \). \( g_\theta \) transforms each point into an high-dimensional embedding vector in \( \mathbb{R}^d \). Specifically, we solve the following optimization problem:

\[
(\theta^*, \mathcal{Y}^*) = \arg \min_{\theta, \mathcal{Y}} [f(\mathcal{Y}, g_\theta) + H(g_\theta)]
\]

s.t. \( g_\theta(y_{m1,k}) = g_\theta(y_{m2,k}), \forall m1, m2, k \).

where \( f(\mathcal{Y}, g_\theta) \) is the data fidelity loss and \( H(g_\theta) \) is a regularization term to avoid trivial solution like \( g_\theta \equiv 0 \), which is defined as

\[
H(g_\theta) = -\sum_{m=1}^{M} \sum_{k=1}^{K_m} |g_\theta(y_{m,k}) - g_\theta(m, k)]^2.
\]

The constraint in Equation (1) states that the embedding of ground-truth keypoints with the same index should be the same.

#### 3.4.3.1 Fidelity Loss: We define \( f(\mathcal{Y}, g_\theta) \) as:

\[
f(\mathcal{Y}, g_\theta) = \sum_{m=1}^{M} \sum_{c=1}^{C} \sum_{k=1}^{K_m} \int_{\mathcal{M}_m} d_\theta(x, y_{m,k}) \phi(l_{m,k}, x)/Z(\phi) dx,
\]

where \( d_\theta \) is the L2 distance between two vectors in embedding space:

\[
d_\theta(a, b) = ||g_\theta(a) - g_\theta(b)||_2^2,
\]

and

\[
n = \arg \min_{n} d_\theta(l^{(c)}_{m,n}, y_{m,k}).
\]

Unlike previous methods such as Dutagaci et al. [19] where a simple geodesic average of human labeled points is given as a ground-truth points, we seek a point whose expected embedding distance to all human labeled points is smallest. The reason is that geodesic distance is sensitive to the misannotated keypoints and could not distinguish closely spaced keypoints, while embedding distance is more robust to noisy points as the embedding space encodes the semantic information of an object. 

### Table 3

**Keypoint Dataset statistics.** Left: total number of models in each category. Right: total number of keypoints in each category.
3.4.3.2 Alternating Minimization: Equation 1 involves both $\theta$ and $Y$ and it is impractical to solve this problem in closed form. In practice, we use alternating minimization with a deep neural network to approximate the embedding function $g_\theta$, so that we solve the following dual problem instead (by slightly loosening the constraints):

$$
Y^\star = \arg \min_Y \sum_{m=1}^M \sum_{c=1}^C \sum_{k=1}^{K_m} \int_{\mathcal{M}_m} d_\phi(x, y_{m,k}) \frac{\phi((l^{(c)}_{m,n^*,x}))}{Z(\phi)} dx,
$$

s.t. $g_\theta(y_{m1,k}) = g_\theta(y_{m2,k})$, $\forall m_1, m_2, k$; (2)

and alternate between these two equations until convergence.

Equation 2 may be hard to solve at the first place since the ground-truth aligned $K_m$ is unknown beforehand. In order to get aligned keypoint indexes, non-minimum suppression is leveraged first to propose a set of candidate unaligned keypoints. Then we utilize DBSCAN, a clustering algorithm to align these keypoints (e.g. keypoints with same semantics are grouped together).

Specifically, for each model $\mathcal{M}_m$, we first find an optimal
unaligned keypoint set $Y_{m}^*$ as follows:

$$Y_{m}^* = \arg \min_{y_m \in \mathcal{N}(y_m)} f(y_m, \theta_{0})$$

$$= \arg \min_{y_m \in \mathcal{N}(y_m)} \sum_{m' \neq m} \sum_{c=1}^{C} \int_{\mathcal{M}_{m'}} d_{\theta}(x, y_{m'}) \frac{\phi(f_{m', k}^{c})}{Z(\phi)} dx,$$

where $y_{m'} = \arg \min_{y_{m'} \in \mathcal{M}_{m'}} \|g_{\theta}(y_{m'}) - g_{\theta}(y_{m})\|_2^2$ and $f_{m', k}^{c}$ is the nearest keypoint of $y_{m'}$ on $\mathcal{M}_{m'}$ labeled by annotator $c$. $\mathcal{N}(y_m)$ is the neighbor points of $y_m$ on model $\mathcal{M}_m$.

Intuitively, Equation 4 is conducting a non-minimum suppression (NMS) operation on the fidelity loss $f(y_m, \theta_{0})$, where the fidelity loss of $y_m$ is measured by transferring $y_m$ to a corresponding point $y_{m'}$ on all other models via the embedding function $g_{\theta}$, and calculating $y_{m'}$’s deviation from the human annotation $f_{m', k}^{c}$.

After NMS, we would get several unaligned potential keypoints $y_{m, 1}, y_{m, 2}, \ldots, y_{m, k}$ for each manifold $\mathcal{M}_m$. However, the arbitrarily assigned index $k$ within each model does not provide a consistent semantic correspondence across different models (e.g. $g_{\theta}(y_{m, 1}, k) \neq g_{\theta}(y_{m, 2}, k)$). Therefore we cluster these points according to their embeddings, by first projecting them onto 2D subspace with t-SNE [95], as shown in Figure 6 and 7. In this way, we are able to give an aligned set of keypoints and $K_m$ can now be computed as the number of keypoint clusters.

Upon the convergence of alternating minimization of Equation 2 and 3, we have an optimal embedding function $g_{\theta}$, together with intra-class consistent ground-truth keypoints $\mathcal{Y}$, while keeping its embedding distance from human-labeled keypoints as close as possible. The ground-truth keypoints can be viewed as the projection of human labeled data onto embedding space.

3.4.3.3 Human Verification: Though the above method automatically aggregate a set of potential set of keypoints with high precision, it omits some keypoints in some cases. As the last step, experts manually verify these keypoints based on some simple priors such as the rotational symmetry and centrosymmetry of an object.

3.4.4 NMS and Clustering Details

In NMS, we first apply a Gaussian filter to filter our noisy values and then a candidate point $y_m$ is proposed if its fidelity loss $f(y_m, \theta_{0})$ is the minimum among those of geodesic neighborhoods. We consider a neighborhood $\mathcal{N}(y_m)$ of size 55 for each point $y_m$. After NMS, we project the embeddings of potential keypoints onto 2D subspace with t-SNE, and then utilize DBSCAN [95] algorithm available from scikit-learn to do clustering. DBSCAN is short for Density-Based Spatial Clustering of Applications with Noise. It is quite suitable for our keypoint aggregation as it can filter out those noisy keypoints that are accidentally mis-annotated by persons. Clustering results for airplanes and cars are shown in...
In this section, we describe how to leverage KeypointNet labels with predicted dense embeddings on 3D models, and project them onto 2D images. Hopefully, these embeddings are more consistent since direct inference from 3D models does not suffer from partial visibility and self-occlusion, which often exists on 2D images.

Our method includes four essential parts: (a) 3D shape reconstruction from 2D images, (b) viewpoint estimation from 2D images, (c) 3D semantic embedding prediction from KeypointNet database, (d) 2D projections of 3D semantic embeddings. Full pipeline is illustrated in Figure 2.

For 3D shape reconstruction, we utilize a similar structure with ShapeHD [22], which first estimates silhouettes, normals and depths from 2D images and then predict 3D shapes using 3D convolutions. This pattern can be summarized as 2D-2.5D-3D and is first proposed by MarrNet [73]. For single-view viewpoint estimation, azimuth and elevation are classified into discrete bins with an ResNet architecture. For 3D semantic embedding prediction, we utilize KeypointNet [26] annotations and propose to learn dense embeddings by optimizing contrastive loss among keypoints. For 2D semantic projection, reconstructed 3D shapes are projected onto 2D image films with estimated viewpoints, fine-tuned by a differentiable renderer. We follow Pix3D [22] to assume that objects are centered in the image.

### 4.2 Single View 3D Reconstruction

There are a number of works focusing on single view 3D reconstruction, such as MarrNet [73], ShapeHD [22], Mesh RCNN [79]. We utilize a similar architecture with ShapeHD, considering that it could penalize those unrealistic 3D shapes. To make it complete, here we briefly show the components that are used in ShapeHD. ShapeHD is inspired by MarrNet. It has a 2.5D sketch estimator, which is an encoder-decoder that predicts the object’s depth, surface normals and silhouette from an RGB image. Followed is a 3D estimator which also has an encoder-decoder structure. The encoder part consists of several 2D convolutional layers to encode previous 2.5D depth, normals and silhouettes. The decoder part contains several 3D transposable convolutional layers, which outputs a real value between [0, 1] on predefined 128 x 128 x 128 binary voxel grids. Then these grids are converted to 3D meshes through the Marching Cubes algorithm [98]. Notice that we predict the 3D shape of the object in the canonical view, as the viewing angle will be estimated by a separate module to be discussed in the next section. Objects in the canonical pose are aligned to the same orientation (e.g. Figure 4) and have unique voxel representations, regardless of how they are positioned in the real scene.

In addition, ShapeHD [22] also introduces a deep naturalness regularizer that penalizes unrealistic shapes prediction. The regularizer is implemented by a 3D generative adversarial network and the discriminator is then used to calculate the naturalness score. The architecture for this module is shown in Figure 8.

### 4.3 Viewpoint Estimation from RGB Images

Given predicted 3D shapes, it is necessary to estimate the viewpoint in order to project it back onto the image plane. To do
Fig. 8. Single view 3D model reconstruction. (a) Firstly, 2.5D sketches including normals, silhouettes and depths are estimated. (b) Then, 3D transpose convolution is used to recover object voxels. (c) In addition, a shape naturalness score is proposed to ensure that generated shapes are not diverged from real shapes.

so, we design a network that predict viewpoints directly from RGB images. Note that this is different from Pix3D where viewpoints are estimated from 2.5D sketches. We argue that error would accumulate if the previous 2.5D sketch prediction is inaccurate. Direct estimation reduces the number of passed stage from two to one, which help improve the accuracy.

We treat view estimation as a classification problem, where azimuth is divided into 24 bins the elevation is divided into 12 bins. Circularity in azimuth is dealt carefully with an additional circular bin. The architecture for this module is demonstrated in Figure 9.

Fig. 9. Viewpoint Estimation Module. Viewpoint is estimated from 2D CNN followed by several fully connected layers. Azimuth and elevation are discretized into bins and optimized with cross-entropy loss.

4.4 3D Semantic Embedding Prediction

Predicting semantic on 3D models is pretty challenging in this 2D-3D-2D loop. Firstly, the predicted 3D shape from previous stage is not perfect and may be corrupted. Secondly, directly training on 3D models may be prohibitive as current semantic image datasets usually do not come up with the corresponding 3D models. Even for datasets with 3D models like PASCAL-3D [25], since the number of models is relatively small, overfitting is highly suspected.

Therefore, we resort to previously built KeypointNet dataset. It should be mentioned though only dozens of sparse keypoints per model are annotated in KeypointNet, we could still obtain dense semantic embeddings for each point by leveraging contrastive loss, since human annotated keypoints often provide rich semantics and good coverage over the whole object (e.g. Figure 4). To be specific, keypoints with same semantic should be pulled in the embedding space while keypoints with different semantics are pushed further:

\[
L_{contr} = \sum_{m_1,m_2} \sum_{k=1}^{K} \|h(y_{m_1,k}) - h(y_{m_1,k})\|_2^2 - \sum_{m} \sum_{k_1,k_2} \min(\|h(y_{m,k_1}) - h(y_{m,k_2})\|_2^2, \delta)^2,
\]

where \(K\) is the number of semantic indexes, \(M\) is the number of models, \(y\) is the aggregated keypoint in Section 3.4 \(h\) is the embedding network. We would like to learn embeddings with a small distance for positive pairs (Equation 5), and a greater distance than some margin value \(\delta\) for negative pairs (Equation 6).

In practice, this loss is optimized in an online batch estimation, with hardest negative pair selection. Note that here \(h\) has nothing to do with \(g_\theta\) as \(g_\theta\) is merely used for the aggregation of unaligned raw keypoint annotations in order to build KeypointNet, while \(h\) is trained to generate embeddings on the already aggregated and human verified KeypointNet dataset.

We leverage a PointNet-like network structure to extract embeddings on each point. Since our neural network is continuous resulted from the composition of simple continuous layers, it could generalize embeddings on those non-keypoints even though the contrastive loss is defined on keypoints only. In other words, we train a semantic prediction network on a 3D object database and then generalize it to our predicted 3D shapes. To account for potential corruption from previous reconstruction, we augment our dataset with random Gaussian noises near the object surface. This idea is illustrated in Figure 10.

4.5 Differentiable Rendering in 2D Projection

As a final step, we are now ready to project our predicted 3D shapes together with inferred dense semantic embeddings and viewpoints back onto 2D image planes. This step, although the last but not the least, is important as errors are accumulated all
Fig. 10. **3D dense semantic embedding prediction.** The database has a large collection of models (may not necessarily contain the model to be evaluated). We extract their keypoint embeddings using PointNet, whose embeddings are trained with contrastive loss. For an input model, its dense embedding is extracted with the same pretrained PointNet.

the way through previous stages. To have a chance correcting previous predictions, we threshold the voxels with marching cube algorithm, and fine-tune the viewpoint with the help of Neural Mesh Renderer [92]. Specifically, denote the ground-truth silhouette image as $S$, predicted 3D model as $M$, our fine-tuned viewpoint is $V^*$:

$$V^* = \arg \min_V \sum_{p \in \Omega} (S[p] - 1(p \in \{ K \cdot (R_V \cdot x + T_V) | x \in M \}))^2$$

(7)

where $\Omega$ is the set of all 2D image coordinates in projective space; $K$ is the fixed camera intrinsic parameters; $R_V$ and $T_V$ are the rotation and translation components of the camera extrinsic parameters, respectively; $1(\cdot) \in \{0, 1\}$ is the indicator function. We run several gradient descent steps (e.g. 20) in order to find the best viewpoint.

To summarize, we first predict 3D shapes and viewpoints from single view RGB images; then 3D semantic keypoints or any other semantic information is transferred from an existing 3D model database to the predicted 3D shapes; finally, the predicted 3D shapes together with their semantics are projected onto 2D image planes, with viewpoints fine-tuned.

### 4.6 Experiments

Our experiments are divided into three parts. The first part is the comparison of our proposed method with current state-of-the-art methods. The second part is ablation studies on our proposed viewpoint estimation and fine-tuning modules. The third part is a detailed and thorough investigation of each component/stage’s influence on final results in our full pipeline. We hope this level of details could help following researchers to have a better understanding on each individual components in the 2D-3D-2D loop.

**4.6.1 Datasets**

Our method uses ShapeNet Synthetic rendered images [22] for training and Pix3D [99], PF-PASCAL [100], SPair-71k [67] images for evaluation. Differences among these four datasets are shown in Figure 12. ShapeNet Synthetic could provide tons of training data though it is fake and synthetically rendered. Pix3D is a real dataset without much clutter occlusions and objects are well centered in images, which is relatively clean. PF-PASCAL and SPair-71k provide more extreme occlusions/cutoff/scale variations. Though clutter occlusions and incompletions are not the focus of this paper, our method still gives a competitive score on these datasets compared with state-of-the-art methods.

Our 2D-3D single image reconstruction is based on ShapeHD and trained on the ShapeNet Synthetic rendered images released officially by Wu et al. [22], which contains three common categories: chairs, cars and aeroplanes. Therefore, experimental results on these categories are reported for PF-PASCAL and SPair-71k. For Pix3D, only chairs are evaluated since it does not contain car and aeroplane labels.
4.6.2 Metric

We follow previous works to use a common evaluation metric on 2D semantic understanding: percentage of correct keypoints (PCK), which counts the average number of correctly predicted keypoints given a tolerance threshold. Given predicted keypoint \( k_{pr} \) and groundtruth keypoint \( k_{gt} \), the prediction is considered correct if Euclidean distance between them is smaller than a given threshold. The correctness \( c \) of each keypoint can be expressed as

\[
c = \begin{cases} 
1 & \text{if } d(k_{pr}, k_{gt}) \leq \alpha \cdot \max(w_{\tau}, h_{\tau}) \\
0 & \text{otherwise},
\end{cases}
\]

where \( w_{\tau} \) and \( h_{\tau} \) are the width and height of either an entire image or object bounding box, \( \tau \in \{ \text{img, bbox} \} \), and \( \alpha \) is a tolerance factor.

For a fair comparison, we select those keypoints that appear in both KeypointNet and Pix3D/PF-PASCAL/SPair-71k for evaluation. For 2D warping methods like HPF [39], PCK is calculated on each image pair where keypoints in one reference image are reckoned as ground-truth and keypoints in the other image are predicted by a semantic warp or transfer. For 3D transfer methods like ours, keypoints in images are found by projecting keypoints on predicted 3D shapes and PCK is calculated for each individual image. Our method can also be considered as transferring keypoints from an implicit ground-truth 3D keypoint template. PCK results are averaged over all keypoints.

4.6.3 Implementation Details

All our networks are written in Pytorch. Each stage in Figure 5 is trained independently. Our 2.5D sketch estimation network and 3D completion network are trained with images rendered with ShapeNet Synthetic objects. We train the 2.5D sketch estimator using a mean squared error loss and SGD with a learning rate of 0.001 for 120 epochs. 3D reconstruction network is trained with SGD of learning rate 0.1 and momentum 0.9 for 80 epochs. The naturalness network is trained with ADAM of learning rate 0.001 for 80 epochs. Viewpoint estimation network is trained with ADAM of learning rate 0.001 for 100 epochs. All input images are cropped and resized to \( 480 \times 480 \) so that the object is centered in the image.

4.6.4 Comparison with State-of-the-Arts

In this section, we compare our methods with several state-of-the-arts that either directly do a 2D image semantic transfer like DHPF [14], ANC-Net [15], HPF [39], A2Net [2] and Dense-Pose [42], or utilize 3D templates like CSM [53].

Our method is trained with ShapeNet Synthetic renderings while state-of-the-art methods are trained directly on real-world images. Interestingly, though our method has a domain gap when applied to real-world images, we still gives competitive performance with state-of-the-art methods. Quantitative results are listed in Table 4. Qualitative comparison on chairs with previous methods are demonstrated in Figure 15 and 19. We see that previous 2D warping methods fail to align objects in two images, especially when they are from distinct viewpoints. For CSM, since it assumes a fixed template for all instances in a category, the 3D fixed mean template fails to transfer 3D semantic onto 2D images. Our method takes both viewpoints and 3D instance shapes into consideration and performs better than previous methods. More dense embedding visualization on cars and aeroplanes are given in Figure 15.

4.6.5 Ablation Study

In this section, we explore the effect of proposed viewpoint estimation module (Section 4.3) and viewpoint fine-tuning module (Section 4.5).

For the viewpoint estimation module, we compare with a baseline where viewpoints are predicted from predicted 2.5D sketch instead of 2D input images. Quantitative results are listed in Table 5, we see that our proposed method greatly improve the accuracy of view estimation by avoiding the error in the 2D-2.5D sketch prediction.

For the viewpoint fine-tuning module, we compare with a baseline without fine-tuning. Viewpoint fine-tuning gives our model an additional chance to correct any imperfection of previous predicted 3D shapes or viewpoints. Quantitative results are also listed in Table 5.

4.6.6 Detailed Analysis

In this section, we investigate how each component influences the final result, by replacing the following three components with their ground-truths: 2D to 2.5D sketch estimation, 2.5D to 3D model reconstruction and viewpoint estimation.

We start with our full pipeline and then replace each prediction module with its ground-truth counterpart to see the accuracy improvement, respectively. Notice that although ground-truth viewpoints with azimuth and elevation are given, they are not ground-truth 6D camera poses due to the misalignment of camera centers.

Results are given in Table 6. The contribution of ground-truth 3D reconstruction is small, which suggests that the 2D-2.5D-3D single view reconstruction pipeline trained on synthetic ShapeNet dataset meets few difficulties when transferred to real datasets. In contrast, replacing predicted viewpoints with ground-truths gives 8.2% PCK improvement, which suggests that there is still some potential future improvements in single view camera pose estimation.

5 Conclusion

In this paper, we propose a novel method on boosting general object semantic understanding by building a 3D large-scale and high-quality KeypointNet dataset. We predict semantic correspondences by leveraging it to 3D domain and then project corresponding
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