Detecting the start of an influenza outbreak using exponentially weighted moving average charts
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Abstract
Background: Influenza viruses cause seasonal outbreaks in temperate climates, usually during winter and early spring, and are endemic in tropical climates. The severity and length of influenza outbreaks vary from year to year. Quick and reliable detection of the start of an outbreak is needed to promote public health measures.

Methods: We propose the use of an exponentially weighted moving average (EWMA) control chart of laboratory confirmed influenza counts to detect the start and end of influenza outbreaks.

Results: The chart is shown to provide timely signals in an example application with seven years of data from Victoria, Australia.

Conclusions: The EWMA control chart could be applied in other applications to quickly detect influenza outbreaks.

Background
Influenza viruses cause seasonal outbreaks in temperate climates, usually during winter and early spring, and are endemic in tropical climates. The severity and length of influenza outbreaks vary from year to year. Quick and reliable detection of the start of an outbreak is needed for a number of reasons. Reminders can be made for eligible persons to be vaccinated. Once the influenza season has commenced, hospitals may wish to change admission procedures, depending on the anticipated number of patients with an influenza-like illness (ILI) requiring hospitalisation. For instance, hospitals might decide to reduce bookings for elective surgery in anticipation of increased acute admissions for influenza and its complications. Also, at relatively higher levels of ILI activity, wards admitting patients who are immunosuppressed may elect to roster only staff who have been vaccinated against influenza in order to protect those highly susceptible patients.

Recognising the influenza season is also important for modellers who attempt to estimate excess influenza-associated morbidity and mortality. Models require independent verification of the weeks during which influenza circulation exceeded a nominal baseline level [1]. Estimation of influenza vaccine effectiveness also requires definition of the influenza season, since influenza vaccine should only prevent influenza when the virus is circulating [2].

Methods
Literature review
Detecting changes in influenza activity over time has direct parallels in industrial applications where the use of control charts to monitor a time series for changes in baseline activity has a long history [3].

Reviews of the use of control charts for the prompt detection of outbreaks include those by Woodall [4] and Tsui et al. [5].

The simplest approach for detecting deviation from the baseline is based on the classical Shewhart type chart [3]. With a Shewhart chart, decisions regarding whether or not to signal an outbreak depend only on the observed measure of influenza activity (raw or residual) from the current time period. Serfling [6] suggested monitoring weekly observed minus expected influenza deaths, where the expected deaths were predicted using a time series regression model fit to historical data. More recently, Hashimoto et al. [7] suggested a Shewhart chart based on weekly ILI data from sentinel medical institutions and Viboud et al. [8] and Anderson et al. [9] extended the Serfling approach to monitor weekly ILI data from sentinel GPs where expected counts are based on a model fit to historical data that best matches the recent pattern.
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Using observed minus expected counts [6,8,9] rather than actual counts, changes the implicit goal of the monitoring. Large observed minus expected counts (model residuals) suggests behaviour different than what we expected. For influenza we expect relatively large increases in activity that will be sustained over a number of weeks or months. In temperate climates we also expect a strong seasonal pattern with increased activity during the winter. As such, seasonal outbreaks may not correspond to large residuals, given that the expected counts would be high. However, our goal is the detection of an influenza outbreak, whether it corresponds to the expected seasonal activity or otherwise.

Cumulative Sum (CUSUM) charts are sequential monitoring methods where the current magnitude of the chart statistic, and thus the decision as to whether or not the chart should signal, depends on the observed (and possibility expected) counts from a number of recent time periods rather than a single time period as with a Shewhart chart. In the influenza monitoring context, a CUSUM chart was proposed by Muscatello et al. [10] for monitoring emergency department observed ILI counts minus the count from seven days prior. Thresholds are set heuristically based on a best fit of historical data. This approach is effective for detecting short term changes in influenza activity; however unfortunately the CUSUM has no intuitive interpretation.

From the industrial process monitoring literature [3] we know that Shewhart charts are good at detecting sudden large process changes, while sequential methods, such as CUSUM charts, are better for smaller sustained or gradual changes. As influenza outbreaks typically result in a large change in observed activity we may conclude that Shewhart methods would be ideal. However, at the start of an outbreak there is a transition period where activity is increasing, so the change from baseline activity to an established outbreak is not instantaneous. Also, there can be considerable variation, due to small numbers of counts and mild self limiting (unimportant) outbreaks, in observed activity even when there is no defined outbreak. As such it is not immediately clear whether a Shewhart or CUSUM approach is preferred. Cowling et al. [11] compare a variety of methods including time series methods, regression and CUSUM. However, there are many variations on the approaches, and, as discussed earlier, methods based on model residuals have a different goal than methods based on raw counts.

As a compromise between Shewhart and sequential approaches, such as CUSUM, we can modify the Shewhart approach by including runs rules which increases the sensitivity to small sustained changes. Runs rules can take many forms [3]. In the context of monitoring influenza, Toubiana et al. [12] and Watts et al. [13] discuss the use in France and Australia respectively of an ILI monitoring approach based on sentinel GPs that signals only when the observed count is above a threshold for two consecutive weeks. A similar idea comes from Muscatello et al. [14] who propose basing signals on a four week moving average.

Data source

Our study was based in Victoria, the second most populous state of Australia with an estimated population of 5.2 million people. We monitored the level of influenza activity in the community using weekly laboratory confirmed influenza notification data. Laboratory confirmed influenza is a notifiable disease in Victoria and it is a legal requirement that cases are notified in writing by the responsible laboratory and medical practitioner within five days of diagnosis to the Victorian Government Department of Health [15]. The number of laboratory confirmed influenza diagnoses depends on the prevalence of influenza and testing behaviour of clinicians responsible for the diagnosis and management of influenza. We have assumed that testing out-of-season (December - April in the southern hemisphere) would be roughly constant while, during the influenza season and during an outbreak of sporadic influenza, testing will increase.

All laboratory tests were conducted at the Victorian Infectious Diseases Reference Laboratory (VIDRL) from patients with ILI from sentinel general practices who were tested for influenza and from patients tested as part of routine clinical management. Sentinel general practices are community-based practices that provide surveillance data on infectious diseases. It is generally assumed that sentinel practices represent all community practices and information from those practices describes infectious disease activity in the community [16]. Laboratory testing used polymerase chain reaction (PCR) assays for the diagnosis of influenza [17]. The weekly VIDRL laboratory confirmed influenza counts for the period 2002-2008 are shown in Figure 1. The seasonal influenza outbreaks are clearly visible. The start of each influenza season corresponds to a rapid increase in the number of laboratory notifications. It therefore seems reasonable the start of an influenza outbreak should be relatively easy to detect prospectively.

We have used laboratory confirmed influenza as a specific outcome in this study. We have previously shown that, although the syndrome of ILI corresponds to influenza detections in our laboratory [13], only about 40% of all ILI diagnoses by sentinel general practitioners in Victoria between 2003-7 were confirmed as influenza [2]. The median interval between symptom onset and registration for a laboratory test was three days for a patient recruited through sentinel GPs in Victoria in 2007 and 2008. Testing is generally accomplished within 48 hours
and results are automatically notified to the Health Department. The delay between recording of an episode of ILI at a sentinel general practice and confirmation of that ILI as being due to influenza would be generally less than one week.

Establishing a threshold

Using a threshold on the observed weekly number of positive laboratory notifications corresponds to a Shewhart chart and is the simplest approach. We illustrate the difficulties with this approach in Figure 1 using a threshold of 6.5 positive notifications per week, a value chosen by inspection to detect the start of a season without signaling often out-of-season. Since we are using count data, any value between 6 and 7 will represent the same threshold. Using the empirical baseline data (i.e. when the process is assumed to be in-control) the false alarm rate with a threshold of 6.5 is $5/156 = 0.032$. Due to the occasional isolated outliers from large counts out-of-season it is difficult to detect the start of the influenza season while avoiding frequent false alarms. False alarms occur when the monitoring procedure signals the start of an outbreak, but the increase in laboratory notifications is not sustained over a number of weeks.

One way to alleviate this problem of frequent false alarms is to base the detection on a smoothed version of the laboratory notification time series. This can be done several ways, for example Muscatello et al. [14] recommended using a four week moving average of laboratory notifications for monitoring. Their approach signals the start of the influenza season whenever the four-week moving average exceeds a preset threshold. While effective, this approach has the disadvantage that there is an arbitrary sudden cutoff for those observations included in the smoother. We compare the performance of this MA(4) approach to the proposed EWMA method later in this paper.

The exponentially weighted moving average (EWMA) control chart

To detect the start (and end) of an influenza outbreak we propose the exponentially weighted moving average (EWMA) control chart [18] defined as:

$$E_t = \lambda y_t + (1-\lambda)E_{t-1}, \text{ for } t = 1, 2, \ldots$$

(1)

where $y_t$ equals the number of laboratory notifications in week $t$, $0 < \lambda < 1$ and $E_0 = 0$ (or some other suitable starting value). The EWMA "signals" the first time $E_t > h$. Note that applying the EWMA formula (1) recursively we get $E_t = \lambda y_t + \lambda (1-\lambda) y_{t-1} + \lambda (1-\lambda)^2 y_{t-2} + \ldots$ In other words, as the name suggests, the EWMA statistic $E_t$ is a weighted average of all previous observed $y_t$ values with weights that become (exponentially) smaller as we go further back in time. As such the EWMA statistic provides a local estimate of mean level of the process that produces the observed $y_t$ values. Thus, unlike the CUSUM [18] the EWMA statistic provides a ready simple interpretation. EWMA charts have previously been proposed for monitoring community based epidemics as part of the ESSENCE surveillance system [19]. The ESSENCE system is based on non traditional and syndromic information and has a much wider scope, i.e. detection of not just influenza outbreaks, and uses very different data than our proposal.

To apply the EWMA chart we need to choose the smoothing constant, $\lambda$, and threshold, $h$. Due to the usually rapid increase and decrease in the number of laboratory notifications of influenza we would want only a little smoothing. Thus, we would choose a fairly large value for $\lambda$ like 0.5. Figure 2 shows the EWMA chart for the Victorian laboratory notification data with $\lambda = 0.5$ (both left and right panels show the same chart, the right panel restricts the range of the vertical axis). This value for $\lambda$ is larger than that used in most industrial applications were the goal is to detect more gradual sustained changes. Note that with $\lambda = 1$, the EWMA control chart simplifies to the Shewhart control chart [3] as shown in Figure 1.

The choice of threshold, $h$, requires a tradeoff between protection from false alarms and the ability to detect real changes quickly. Examining the EWMA of the historical data, shown in Figure 2, suggests a threshold between 6 and 7 is a reasonable compromise. We added a threshold of 6.5 to the EWMA in Figure 2 for illustration. In the next subsection we examine the nature of the tradeoff in more detail.

The proposed influenza detection procedure is based on whether the EWMA statistic $E_t$, as given in (1), is above or below the threshold. While $E_t > h$ there is evidence of increased influenza activity. We define the first
time in the year when the EWMA is above threshold as the start of influenza season. To meet our secondary goal, we will signal the end of the influenza outbreak (or season) as the first time after the start of the outbreak that the EWMA falls below the threshold. Thus, mathematically, if $E_t > h$ and $E_{t-1} < h$, i.e. the EWMA signals the start of an influenza outbreak at time $t$, the EWMA signals the end of that outbreak at time $s > t$, where $E_s < h$ and $E_{s+1}, E_{s+2}, \ldots, E_{t+1} > h$.

Quantifying the performance of the EWMA control chart using the average run length

We plan to apply the EWMA prospectively to new laboratory notification data. If we assume the past data are representative of the type of data we will see in the future, we can use the historical data to set the threshold and assess the likely performance of the EWMA control chart. To quantify the performance we use the average run length (ARL), that is, the average number of weeks until a signal [18]. It is not appropriate to use false alarm rates or power to characterize the performance of a sequential control chart like an EWMA. Even with no change in activity, the chance of a signal at time $t$ is not constant as it depends on the level of the EWMA at time $t-1$. We want a long ARL when there is only baseline influenza activity, while a good monitoring procedure will have a short ARL during an influenza outbreak.

Results and Discussion

To apply the EWMA control chart to the Victoria influenza data we first address the question of the ARL to a false alarm, called the in-control ARL. In the historical data there were no large outbreaks in the (Southern Hemisphere) summer months. We use the five months December to April inclusive to define a period where there is only baseline influenza activity. Changes in laboratory confirmed influenza counts from the baseline rate represent outbreaks. The two plots in Figure 3 summarize the available historical baseline activity data. The plot

Figure 2 EWMA with $\lambda = 0.5$ Applied to Victoria Laboratory Notification Data

Figure 3 Histogram and Time Series Plot of the Laboratory Notifications in the Baseline Period
in the left panel shows the notifications over time, while the right panel summarizes the same data in a histogram.

We have a total of 156 observations for the baseline weekly laboratory notifications. The number of positive influenza tests in the baseline period, as shown in the right panel of Figure 3, is low, averaging just 1.5 per week. Also, the pattern over time is fairly constant and autocorrelations are small. Thus it is reasonable to assume independence across weeks in the baseline period. However, finding a parametric distribution that fits the observed histogram in Figure 3 proved difficult. The natural choice of a Poisson distribution fits poorly due mostly to the over-dispersion represented by the observed counts of 9 and 10 as seen in the right panel of Figure 3. Instead we proceeded with the empirical distribution.

We use a Markov chain to approximate the steady state baseline ARLs with different thresholds [20]. The results are given in Figure 4. With the previously selected threshold of 6.5, we obtain a (cyclical) steady state [18] average run length of 556 weeks. This means that using the proposed EWMA, we expect, on average, just one out-of-season false alarm roughly every 25 years if the influenza activity remains at the baseline level (recall there are only 5 out-of-season months every year).

Next, we consider the speed with which the EWMA approach will signal changes in influenza activity from the baseline rate. Here we need an assumption for the distribution of the additional laboratory notifications due to the outbreak. We apply the following simple model: \( Y_t = B_t + O_t \), where \( Y_t \) is a random variable whose realizations give the observed laboratory notifications, \( B_t \) is a random variable for the baseline influenza activity whose distribution is given by the empirical distribution shown in the histogram in Figure 3, and \( O_t \) is a random variable that represents the additional laboratory notifications due to the influenza outbreak. We assume \( O_t \) has a Poisson distribution with mean \( \mu \). As the mean \( \mu \) increases the severity of the influenza outbreak increases and with mean zero we have only baseline activity.

Figure 5 shows how the EWMA ARL changes with \( \mu \). The EWMA very rapidly detects any outbreak with Poisson mean greater than about 6. Given the size of the outbreaks shown in Figure 1, we expect the EWMA chart to detect the typical seasonal influenza outbreak within one or two weeks of the outbreak’s start. Note, however, that this analysis is only designed to give some indication of performance. To determine the ARLs we assumed a step change in the Poisson mean reflected the start of an influenza outbreak. In reality, an influenza outbreak is likely sudden but not instantaneous. Also, this analysis assumes outbreaks continue indefinitely at a constant rate. Smaller outbreaks may not be detected before they subside. However, our main goal is detecting large influenza outbreaks.

**Comparison of Methods**

Next we compare the proposed EWMA method using \( \lambda = 0.5 \) with the four period moving average, MA(4), an approach advocated by Muscaltello et al. [14] and the Shewhart approach where we simply compare the observed count each week with a threshold. In this comparison we assume the number of ILI cases out-of-season follows a Poisson distribution with mean 2 and model outbreaks of various sizes by increasing the Poisson mean. We do not use the empirical out-of-season Victoria data here because, due to the small amount of data, it is not possible to find a Shewhart chart with a reasonably large in-control (or out-of-season) ARL. By setting up a Markov chain model that takes into account all four values that make up the moving average and because each count is an integer we can determine exact results for the performance of the MA(4) method. The results for the Shewhart chart are also exact while for the EWMA we use the Markov chain approximation. Figure 6 gives the results on a log scale for the average run lengths of the three approaches. We were unable to exactly match the in-control performance of the three charts because of the inherent discreteness of the count data. With control limits of 4.4, 3.9 and 6.9 for the EWMA(\( \lambda = 0.5 \)), MA(4) and Shewhart approaches respectively we have a steady state in-control ARL of 190 for the EWMA and MA(4) methods but 220 for the Shewhart approach. We see in Figure 6 that, as expected, the EWMA and MA(4) approaches are quicker to detect outbreaks than the Shewhart approach when the outbreak is relatively small. In addition for very large shifts the Shewhart chart is marginally better than the EWMA approach while the MA(4) approach takes longer to signal. This comparison is limited for our context because with influenza outbreaks we
expect sudden but not instantaneous large shifts in the mean number of counts. Modeling a more realistic influenza outbreak would require additional assumptions about how quickly changes take place and require either simulation or a much more complicated analysis to generate results. We feel that because the EWMA approach works very well in comparison to the MA(4) and Shewhart approaches for shifts of any size it is the preferred approach. Note in particular the EWMA is substantially better than the MA(4) approach for the larger shifts we hope to be able to detect quickly.

Application of the EWMA chart

We applied the proposed EWMA control chart to the laboratory notification data from Victoria. The resulting EWMA chart is given in Figure 2. From Figure 2, the decision rules described earlier and the detailed records, we determined the signaled start and end weeks for the seasonal influenza outbreaks (see Table 1). Note that this determination was done in a prospective manner, that is, decisions were made at week \( t \) without looking at \( y_{t+1}, y_{t+2}, \) etc. For comparison we also included in Table 1 the signal dates as determined by a retrospective inspection of notification data by epidemiologists. The start and end of the influenza season was fairly clear for all years except 2004 when there was very mild seasonal influenza activity.

The EWMA and retrospective approaches differed by at most one week in detecting the start of the influenza season. The EWMA gave no false signals for the start of an influenza season. Similar results were obtained for the end of the season determination with the exception of 2004. In 2004 the EWMA was above the threshold for weeks 37 and 40 through 46. As such, the EWMA approach signaled the end of the influenza season in week 38, and the subsequent start of another outbreak in week 40 which ended in week 47. These two signaled outbreaks together closely match the results from the retrospective analysis.

We have illustrated the application of our proposed EWMA influenza monitoring procedure with data from Victoria. Applying the approach elsewhere should be straightforward. Given some years of historical data we could produce a plot like Figure 2 and use our judgment to select a reasonable threshold. The approach could also
be used to monitor changes in other diseases. If detecting more moderate changes is the goal, smaller values of the smoothing constant $\lambda$ would be preferred.

We have purposefully not used the seasonal nature of influenza to help us detect the start of an outbreak. Rather we use a local estimate of activity to determine if an outbreak has started. Using the seasonal time information is somewhat problematic since the start of the influenza season can vary considerable. Additionally, we required the monitoring procedure to be sensitive to any outbreak - not only the expected seasonal outbreak. As a result, the proposed EWMA procedure could also be useful for detecting influenza outbreaks in tropical climates where there is usually little or no seasonal effect.

We selected the EWMA threshold by applying the EWMA to some historical data and used our judgment to determine the best threshold. The threshold should be updated every few years to accommodate possible changes in the process such as changes in population, the number of tests conducted and the type of influenza tests commonly used.

It is questionable whether it is reasonable to incorporate a single measure capable of signaling the start of influenza outbreaks across large geographical areas such as Australia. A preferred approach would be to monitor influenza activity separately for smaller geographical areas such as states but this introduces other complications. With multiple EWMA, the ARL to a false alarm is clearly smaller than that for each individual EWMA. Also for states with small population, the baseline number of laboratory notifications will be smaller and, relative to the mean, more variable than for larger states. For regions with larger populations and/or larger numbers of tests the thresholds would need to be higher, but the EWMA would still be appropriate. With larger counts the discreteness problem in selecting thresholds for the moving average and Shewhart approaches would be lessened.

**Conclusions**

We propose a simple, robust method for detecting the start and end of the influenza season that can also rapidly detect “out of season” influenza outbreaks. The data used to determine the threshold at which an alert is signaled are readily available with minimal delay where laboratory confirmed influenza is a notifiable disease. The method we propose is simple to implement and the calculations are relatively simple to execute. Baseline data from historical non-influenza periods of several years should be used to select the threshold. This will balance the desire for few false alarms and quick detection of an outbreak and will also provide accurate indications of the numbers of cases and the rate of increased testing at the beginning of past influenza seasons.

The EWMA method can also be used in other surveillance programs for the rapid detection of other diseases. Moreover, since seasonality is not inherent in the application of the model, the method can be used in tropical climates where seasonality of disease may not be apparent.
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