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Abstract
Motivated by some recent developments in $\Psi$-fractional calculus, in this paper some new properties and the uniqueness of $\Psi$-Laplace transform in the settings of $\Psi$-fractional calculus are established. The final goal of this research is to demonstrate the effectiveness of $\Psi$-Laplace transform for solving $\Psi$-fractional ordinary and partial differential equations.
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1. Introduction

The birth of fractional calculus finds its roots in the last years of the seventeenth century, when Newtons work along with Leibnizs served basis for the inception of classical calculus. Leibniz devised the notation $\frac{d^n}{dx^n} f(x)$ to denote the nth-order derivative of the function $f$. When he communicated this to de l’Hospital, the later asked what the meaning of the said notation would be if $n = \frac{1}{2}$. This communication in the present day is unanimously considered to be the foundation of fractional calculus. At present, this field has become a matter of deep interest for many researchers.

In fractional calculus, the Riemann-Liouville fractional derivative is note-worthy but it has certain disadvantages when trying to model physical problems because of its inappropriate physical conditions. Caputo made a significant contribution by affirming the definition of fractional derivative which is suitable for physical conditions [2]. Moreover, several other families of fractional operators have been introduced until now, out of which Liouville,
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Erdlyi-Kober, Hadamard, Grunwald-Letnikov, Hilfer are just a few to mention \cite{3, 10}. Due to a large number of definitions of fractional operators, it was important to establish the generalized fractional operators for which the classical ones are particular cases. One of the extensions of Riemann-Liouville fractional operators are the so-called fractional operators of a function by another function $\Psi$ ($\Psi$-RL fractional operators) which can be seen in \cite{7, 9}. In \cite{11} Almeida proposed the Caputo version of fractional derivative of a function by another function $\Psi$ ($\Psi$-C fractional derivative) and studied some useful properties of the fractional calculus. Inspired by the definitions of $\Psi$-RL and Hilfer \cite{10} fractional derivatives, the authors introduced the so-called $\Psi$-Hilfer fractional derivative which unifies a large class of fractional operators \cite{12}.

The passion in writing this paper is largely due to compulsive use of fractional differential equations (FDEs) in physics, economics, engineering and other branches of sciences \cite{2–8}. Since no such method exists in literature which applies in general for solving every FDE analytically, so developing some suitable method to find analytic solutions to some classes of FDEs is one of the most challenging tasks. In the past few years, the researchers have been showed their interest in introducing fractional interpretations of the classical integral transforms, namely, the Laplace and Fourier transforms \cite{1, 13–21}. In \cite{1, 3, 6, 7, 14, 22}, it can be seen that integral transforms like Laplace, Fourier, generalized Laplace and $\rho$-Laplace were considered as effective tools for obtaining analytic solutions to some classes of FDEs.

For the reasons best known to us hitherto, no attempts have been made to use integral transforms for obtaining analytic solutions to FDEs in the settings of $\Psi$-Hilfer fractional derivatives. In this particular paradigm we use generalized Laplace transform for finding analytic solutions to some classes of FDEs involving $\Psi$-RL, $\Psi$-C and $\Psi$-Hilfer fractional derivatives.

The article is organized as follows. Section 2 contains preliminary definitions from classical and fractional calculus. In Section 3, we prove some new properties and uniqueness of the generalized Laplace transform. The $\Psi$-Laplace transforms of the $\Psi$-Hilfer fractional derivatives are obtained in Section 4. In Section 5, the applicability of the $\Psi$-Laplace transform is discussed. Finally, Section 6 is devoted to the applications.

2. Preliminaries

Prior to introducing the $\Psi$-Laplace transform, we first recall some definitions from the classical and fractional calculus.
2.1. \(\Psi\)-RL, \(\Psi\)-C and \(\Psi\)-Hilfer fractional operators

In view of the fact that there is a large class of fractional operators available in literature which makes choosing the appropriate approach a difficult task while dealing with a given problem. So it is important to introduce the generalizations of classical fractional operators to overcome the issue of choosing a suitable operator. In this subsection we invoke some generalized definitions of fractional integrals and derivatives.

Definition 2.1. Let \(\mu\) be a real number such that \(\mu > 0\), \(-\infty \leq a < b \leq \infty\), \(m = \lfloor \mu \rfloor + 1\), \(f\) be an integrable function defined on \([a, b]\) and \(\Psi \in C^1([a, b])\) be an increasing function such that \(\Psi'(t) \neq 0\) for all \(t \in [a, b]\). Then, the \(\Psi\)-RL fractional integral and \(\Psi\)-RL fractional derivative of a function \(f\) of order \(\mu\) are defined as

\[
\mathcal{I}_a^\mu,\Psi f(t) := \frac{1}{\Gamma(\mu)} \int_a^t \left(\Psi(t) - \Psi(s)\right)^{\mu-1} \Psi'(s)f(s)ds \quad (2.1)
\]

and

\[
\mathcal{D}_a^\mu,\Psi f(t) := \left(\frac{1}{\Psi'(t)} \frac{d}{dt}\right)^m \mathcal{I}_a^{m-\mu,\Psi} f(t) \quad (2.2)
\]

respectively.

It is to be noted that for \(\Psi(t) \to t\), \(\mathcal{I}_a^\mu,\Psi f(t) \to \mathcal{I}_a^\mu f(t)\) which is the standard Riemann-Liouville integral. Moreover for \(\Psi(t) \to \ln(t)\) the integral defined in (2.1) approaches to the Hadamard fractional integral.

Inspired by Caputo’s concept [23] of fractional derivative, Almeida [11] presents the following Caputo version of (2.2) and studies some important properties of fractional calculus.

Definition 2.2. Let \(\mu\) be a real number such that \(\mu > 0\), \(-\infty \leq a < b \leq \infty\), \(m = \lfloor \mu \rfloor + 1\), \(f, \Psi \in C^m([a, b])\) be the functions such that \(\Psi\) is increasing and \(\Psi'(t) \neq 0\) for all \(t \in [a, b]\). Then, the \(\Psi\)-C fractional derivative of a function \(f\) of order \(\mu\) is defined as

\[
\mathcal{C}D_a^\mu,\Psi f(t) := \mathcal{I}_a^{m-\mu,\Psi} \left(\frac{1}{\Psi'(t)} \frac{d}{dt}\right)^m f(t). \quad (2.3)
\]

Taking \(\Psi(t) \to \ln(t)\) and \(\Psi(t) \to t\), we get the Caputo-type Hadamard fractional derivative [24] and Caputo fractional derivative [7] respectively.

Motivated by the definitions of \(\Psi\)-RL and Hilfer fractional derivatives, Sousa and Oliveira [12] introduce the \(\Psi\)-Hilfer fractional derivative which we recall in the following definition.
Definition 2.3. \[\text{Let } \mu \text{ be a real number such that } \mu > 0, -\infty < a < b < \infty, m = \lfloor \mu \rfloor + 1, f, \Psi \in C^m([a, b], \mathbb{R}) \text{ be the functions such that } \Psi \text{ is increasing and } \Psi'(t) \neq 0 \text{ for all } t \in [a, b]. \]

Then, the \(\Psi\)-Hilfer fractional derivative of a function \(f\) of order \(\mu\) and type \(0 \leq \nu \leq 1\) is given by

\[
D_{a^+}^{\mu, \nu, \Psi} f(t) := \mathcal{I}_a^{\nu(m-\mu), \Psi} \left( \frac{1}{\Psi'(t)} \right)^m \mathcal{I}_a^{(1-\nu)(m-\mu), \Psi} f(t). \tag{2.4}
\]

2.2. Laplace and Fourier transforms

Definition 2.4. Assume that the function \(f\) is defined for \(t \geq 0\). Then the Laplace transform of a function \(f\), denoted by \(\mathcal{L} \{f\}\), is defined by the improper integral

\[
\mathcal{L} \{f(t)\} := \int_0^\infty e^{-st} f(t) dt \tag{2.5}
\]

provided that the integral in (2.5) exists for all \(s\) larger than or equal to some \(s_0\).

Definition 2.5. Assume that \(f\) is a piecewise smooth, continuous and absolutely integrable function. Then the Fourier transform of a function \(f\), denoted by \(\mathcal{F} \{f\}\) or \(\tilde{f}(k)\), is defined by

\[
\mathcal{F} \{f(t)\} := \int_{-\infty}^{\infty} e^{-ikt} f(t) dt \tag{2.6}
\]

where \(k\) is the Fourier transform variable.

The inverse Fourier transform of \(\mathcal{F} \{f(t)\}\) is defined by

\[
\mathcal{F}^{-1} \{\mathcal{F} \{f(t)\}\} := \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikt} \tilde{f}(k) dk. \tag{2.7}
\]

2.3. Some special functions

There are several special functions which are considered to be helpful for finding the solutions of FDEs. In the following definitions, we state a few of them.

Definition 2.6. The entire function

\[
W(z, \mu, \nu) := \sum_{j=0}^{\infty} \frac{z^j}{j! \Gamma(\mu j + \nu)}, \text{ where } \mu > -1, \ \nu \in \mathbb{C} \tag{2.8}
\]

which is valid in the whole complex plane, is known as the Wright function. It appeared for the first time in \([25, 26]\) in connection with E. M. Wrights investigations in the asymptotic theory of partitions.
In [32], Gosta Mittag-Leffler introduced the well-known Mittag-Leffler function $E_\mu(z)$, given by

$$
E_\mu(z) := \sum_{j=0}^{\infty} \frac{z^j}{\Gamma(\mu j + 1)}, \quad \mu \in \mathbb{C}, \quad \text{Re}(\mu) > 0. \tag{2.9}
$$

Later on, a natural generalization of $E_\mu(z)$ was discussed by Wiman in [33]. He introduced the function $E_{\mu,\nu}(z)$ as

$$
E_{\mu,\nu}(z) := \sum_{j=0}^{\infty} \frac{z^j}{\Gamma(\mu j + \nu)}, \quad \mu, \nu \in \mathbb{C}, \quad \text{Re}(\mu) > 0. \tag{2.10}
$$

If we consider $\nu = 1$ in (2.10), we obtain the Mittag-Leffler function (2.9). In [27], Prabhakar presented the more generalized version of (2.9)-(2.10) which we recall in the following definition.

**Definition 2.7.** The Prabhakar function is defined by the series representation

$$
E_{\gamma,\mu,\nu}(z) := \frac{1}{\Gamma(\gamma)} \sum_{j=0}^{\infty} \frac{\Gamma(\gamma + j)z^j}{j!\Gamma(\mu j + \nu)}, \quad \mu, \nu, \gamma \in \mathbb{C}, \quad \text{Re}(\mu) > 0. \tag{2.11}
$$

It is an entire function of order $1/\text{Re}(\mu)$, which is also known as three parameter Mittag-Leffler function. This function plays a necessary role in the explanation of the anomalous dielectric properties in heterogeneous systems. Some important properties of this function can be seen in [28–31].

### 3. The Ψ-Laplace transform

In this section, we discuss a generalized integral transform introduced by Jarad and Abdeljawad [1] which can be used to solve linear FDEs in the frame of Ψ-RL, Ψ-C and Ψ-Hilfer fractional derivatives. This new integral transform is the natural generalization of classical Laplace transform. Throughout this paper, we call it the Ψ-Laplace transform. Some new properties and the uniqueness of Ψ-Laplace transform in the settings of Ψ-fractional calculus form the part of this section.

**Definition 3.1.** Let $f : [0, \infty) \to \mathbb{R}$ be a real valued function and $\Psi$ be a non-negative increasing function such that $\Psi(0) = 0$. Then the Ψ-Laplace transform of $f$ is denoted by $L_\Psi \{f\}$ and is defined by

$$
F(s) := L_\Psi \{f(t)\} := \int_{0}^{\infty} e^{-s\Psi(t)}\Psi'(t)f(t)dt \tag{3.1}
$$

for all $s$. 
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Definition 3.2. A function \( f : [0, \infty) \to \mathbb{R} \) is of \( \Psi \)-exponential order \( c > 0 \) if there exist positive constant \( M \) such that for all \( t > T \)

\[
|f(t)| \leq Me^{c\Psi(t)}.
\]

Symbolically, we write

\[
f(t) = O(e^{c\Psi(t)}) \quad \text{as} \quad t \to \infty.
\]

Lemma 3.3. In this Lemma, we see the \( \Psi \)-Laplace transforms of some elementary functions.

(a) \( \mathcal{L}_\Psi \{ (\Psi(t))^\mu \} = \frac{\Gamma(\mu+1)}{s^{\mu+1}} \), for \( s > 0 \).

(b) \( \mathcal{L}_\Psi \{ e^{a\Psi(t)} \} = \frac{1}{s-a} \), for \( s > a \).

(c) \( \mathcal{L}_\Psi \{ E_{\mu} \left( \lambda(\Psi(t))^\mu \right) \} = \frac{s^{\mu-1}}{s^{\mu}-\lambda s^\mu} \), for \( \text{Re}(\mu) > 0 \) and \( \left| \frac{\lambda}{s^\mu} \right| < 1 \).

(d) \( \mathcal{L}_\Psi \{ (\Psi(t))^{\mu-1} E_{\mu,\nu} \left( \lambda(\Psi(t))^\mu \right) \} = \frac{1}{s^{\mu-\lambda}} \), for \( \text{Re}(\mu) > 0 \) and \( \left| \frac{\lambda}{s^\mu} \right| < 1 \).

Example 3.4. Assume that \( \text{Re}(\mu) > 0 \) and \( \left| \frac{\lambda}{s^\mu} \right| < 1 \). If \( f(t) = (\Psi(t))^{\nu-1} E_{\mu,\nu}^\gamma \left( \lambda(\Psi(t))^\mu \right) \) where \( E_{\mu,\nu}^\gamma \) denotes the Prabhakar function (2.11), then by Definition 3.1 and Binomial series, we have

\[
\mathcal{L}_\Psi \{ (\Psi(t))^{\nu-1} E_{\mu,\nu}^\gamma \left( \lambda(\Psi(t))^\mu \right) \} = \mathcal{L}_\Psi \left\{ \sum_{i=0}^{\infty} \frac{\lambda^i \Gamma(\gamma+\nu)}{i! \Gamma(\mu i + \nu)} (\Psi(t))^{\mu i + \nu - 1} \right\}
\]

\[
= \sum_{i=0}^{\infty} \frac{\lambda^i \Gamma(\gamma+\nu)}{i! \Gamma(\mu i + \nu)} \mathcal{L}_\Psi \{ (\Psi(t))^{\mu i + \nu - 1} \}
\]

\[
= \sum_{i=0}^{\infty} \frac{\lambda^i \Gamma(\gamma+\nu)}{i! \Gamma(\mu i + \nu)} \frac{\Gamma(\mu i + \nu)}{s^{\mu i + \nu}}
\]

\[
= \frac{1}{s^\nu} \sum_{i=0}^{\infty} \frac{\Gamma(\gamma+\nu)}{i!} \left( \frac{\lambda}{s^\mu} \right)^i = \frac{s^{\mu \gamma - \nu}}{(s^\mu - \lambda)\gamma}.
\]

Now we state the sufficient conditions for the existence of \( \Psi \)-Laplace transform of a function.

Theorem 3.5. If \( f : [0, \infty) \to \mathbb{R} \) is a piecewise continuous function and is of \( \Psi \)-exponential order, then the \( \Psi \)-Laplace transform of \( f \) exists for \( s > c \).
Proof. We have
\[ |L_\Psi \{ f(t) \} | = \left| \int_0^\infty e^{-s\Psi(t)} \Psi'(t) f(t) dt \right| \leq \int_0^\infty e^{-s\Psi(t)} \Psi'(t) |f(t)| dt \leq M \int_0^\infty e^{-s\Psi(t)} \Psi'(t) e^{\Psi(t)} dt = \frac{M}{s-c}, \text{ for } s > c. \tag{3.2} \]
Thus, the prove of the Theorem 3.5 is complete. \qed

Remark 3.6. From (3.2), it follows that \( \lim_{s \to \infty} |L_\Psi \{ f(t) \} | = 0 \), i.e., \( \lim_{s \to \infty} L_\Psi \{ f(t) \} = 0 \). This property can be named as the limiting property of the \( \Psi \)-Laplace transform.

In following Theorems, we state the \( \Psi \)-Laplace transforms of the \( \Psi \)-RL and \( \Psi \)-C fractional operators \([1]\).

Theorem 3.7. Let \( \mu > 0 \) and \( f \) be of \( \Psi \)-exponential order, piecewise continuous function over each finite interval \([0, T]\). Then
\[ L_\Psi \left\{ (T_0^\mu \Psi f)(t) \right\} = s^{-\mu} L_\Psi \{ f(t) \}. \tag{3.3} \]

Theorem 3.8. Assume that \( \mu > 0 \), \( m = [\mu] + 1 \), and \( f(t) \), \( T_0^{m-\mu, \Psi} f(t) \), \( D^1, \Psi T_0^{m-\mu, \Psi} f(t) \), ..., \( D^{m-1, \Psi} T_0^{m-\mu, \Psi} f(t) \) where \( D^j, \Psi = \left( \frac{1}{\Psi(t)} \frac{d}{dt} \right)^j \), are continuous on \((0, \infty)\) and of \( \Psi \)-exponential order, while \( D_0^{\mu, \Psi} f(t) \) is piecewise continuous on \([0, \infty)\). Then
\[ L_\Psi \left\{ D_0^{\mu, \Psi} f(t) \right\} = s^\mu L_\Psi \{ f(t) \} - \sum_{i=0}^{m-1} s^{m-i-1} (T_0^{m-i-\mu, \Psi} f)(0). \]

Theorem 3.9. If \( \mu > 0 \), \( m = [\mu] + 1 \), and \( f(t) \), \( D^1, \Psi f(t) \), \( D^2, \Psi f(t) \), ..., \( D^{m-1, \Psi} f(t) \) are continuous on \([0, \infty)\) and of \( \Psi \)-exponential order, while \( C D_0^{\mu, \Psi} f(t) \) is piecewise continuous on \([0, \infty)\). Then
\[ L_\Psi \left\{ C D_0^{\mu, \Psi} f(t) \right\} = s^\mu L_\Psi \{ f(t) \} - \sum_{i=0}^{m-1} s^{\mu-i-1} (D^i, \Psi f)(0). \]

Definition 3.10. \([1]\) Let \( f \) and \( g \) be of \( \Psi \)-exponential order, piecewise continuous functions over each finite interval \([0, T]\). Then, we define the \( \Psi \)-convolution of \( f \) and \( g \) by
\[ (f *_{\Psi} g)(t) := \int_{t=\Psi^{-1}(\Psi(t))}^{t=\Psi^{-1}(\Psi(\tau))} f\left( \Psi^{-1}(\Psi(t) - \Psi(\tau)) \right) g(\tau) \Psi'(\tau) d\tau. \tag{3.4} \]
In the following Theorem, we discuss the commutativity, associativity and distributivity of the Ψ-convolution of two functions.

**Theorem 3.11.** Let \( f \) and \( g \) be of Ψ-exponential order, piecewise continuous functions over each finite interval \([0, T]\). Then

(a) \( f \ast_\Psi g = g \ast_\Psi f \).

(b) \((f \ast_\Psi g) \ast_\Psi h = f \ast_\Psi (g \ast_\Psi h)\).

(c) \( f \ast_\Psi (ag + bh) = af \ast_\Psi g + bf \ast_\Psi h \).

**Proof.** Proof of (a) can be seen in [1]. For (b), consider the left hand side and using (3.4) we have

\[
\{f \ast_\Psi g\}(t) \ast_\Psi h(t) = \int_0^t \left( \int_0^s f(u)g\left( \Psi^{-1}(\Psi(t) - \Psi(s)) - \Psi^{-1}(\Psi(u)) \right) \Psi'(u)du \right) h\left( \Psi^{-1}(\Psi(t) - \Psi(s)) \right) \Psi'(s)ds
= \int_0^t \left( \int_0^s f(u)g\left( \Psi^{-1}(\Psi(s) - \Psi(u)) \right) \Psi'(u)du \right) h\left( \Psi^{-1}(\Psi(t) - \Psi(s)) \right) \Psi'(s)ds
= \int_0^t \int_0^t f(u)g\left( \Psi^{-1}(\Psi(s) - \Psi(u)) \right) \Psi'(u) \times h\left( \Psi^{-1}(\Psi(t) - \Psi(u)) \right) \Psi'(s)dsdu.
\]

By setting \( v = \Psi^{-1}(\Psi(s) - \Psi(u)) \), we get

\[
\{f \ast_\Psi g\}(t) \ast_\Psi h(t) = \int_0^t f(u)\Psi'(u) \int_0^t g\left( \Psi^{-1}(\Psi(t) - \Psi(u) - \Psi(v)) \right) dvdu
= \int_0^t f(u)\Psi'(u) \{f \ast_\Psi g\}(t)du = f(t) \ast_\Psi \{g \ast_\Psi h\}(t).
\]

The proof of (c) is easy. So we omit the straightforward details.

**Remark 3.12.** Consider a set \( A \) of all Ψ-Laplace transformable functions then \( A \) forms a commutative semi-group with respect to the binary operation \( \ast_\Psi \). Moreover \( A \) does not form a group because \( f^{-1} \ast_\Psi g \) is not Ψ-Laplace transformable in general.

In the following theorem, we prove the uniqueness of Ψ-Laplace transform.
Theorem 3.13. Assume that \( f \) and \( g \) are piecewise continuous functions on \([0, \infty)\) and of \( \Psi \)-exponential order \( c > 0 \). If \( F(s) = G(s) \) for \( s > a \), then \( f(t) = g(t) \) for all \( t \geq 0 \).

Proof. Since \( F(s) = G(s) \), so \( \mathcal{L}_\Psi \{f - g\} = 0 \). Thus, we will prove that if \( \mathcal{L}_\Psi \{f(t)\} (s) = 0 \) for all \( s > a \) then \( f(t) = 0 \) for all \( t \geq 0 \).

Fixing \( s_0 > a \) and making substitution \( u = e^{-\Psi(t)} \) in (3.1), then for \( s = s_0 + n + 1 \) we get

\[
0 = F(s) = \int_0^\infty e^{-s_0 \Psi(t)} e^{-s \Psi(t)} \Psi'(t) f(t) dt = \int_0^1 u^n \left\{ u^{s_0} f \left( \Psi^{-1}(-\ln u) \right) \right\} du \tag{3.5}
\]

where \( n = 0, 1, 2, \ldots \) Assume that \( r(u) = u^{s_0} f \left( \Psi^{-1}(-\ln u) \right) \) which is a piecewise continuous function on \((0, 1]\) and

\[
\lim_{u \to 0} r(u) = \lim_{t \to \infty} e^{-s_0 \Psi(t)} f(t) = 0.
\]

If we consider \( r(0) = 0 \), then \( h \) is a piecewise continuous function satisfying

\[
\int_0^1 p(u) r(u) du = 0 \tag{3.6}
\]

where \( p \) is any polynomial. Thus, if \( \hat{r} \) has a power series expansion which converges uniformly on \([0, 1]\), then Eq. (3.6) can be rewritten as

\[
\int_0^1 \hat{r}(u) r(u) du = 0. \tag{3.7}
\]

On contrary, suppose that \( r \) is not a zero function then we can find a point \( u_0 \in (0, 1) \), an interval \( I = [u_0 - c_0, u_0 + c_0] \subset [0, 1] \) and a constant \( c \) such that \( r(u) \geq c > 0 \) for all \( u \in I \).

If we set \( \hat{r}(u) = e^{-(u-u_0)^2} \), then clearly Eq. (3.7) holds. Thus for \( x = u - u_0 \), we have

\[
J_1 = \int_{u_0 - c_0}^{u_0 + c_0} \hat{r}(u) du = \int_{-c_0}^{c_0} e^{-x^2} dx\]

and

\[
J_2 = \int_{u_0 + c_0}^{u_0 + c_0} \hat{r}(u) du = \int_{c_0}^{1-u_0} e^{-x^2} dx\]

and

\[
J_3 = \int_{u_0 - c_0}^{u_0 - c_0} \hat{r}(u) du = \int_{-c_0}^{-u_0} e^{-x^2} dx.
\]

If we set \( l = \int_{-\infty}^{\infty} e^{-x^2} dx \), then clearly \( l > 0 \) and for a given \( \epsilon > 0 \), we deduce

\[
J_1 \geq \frac{l}{2}, \quad 0 \leq J_2 \leq \epsilon, \quad 0 \leq J_3 \leq \epsilon.
\]
Since \( r(u) \geq c > 0 \) for all \( u \in I \) and \( |h| < n_0 \) where \( n_0 \in \mathbb{N} \), we have
\[
\int_I \hat{r}(u) r(u) du \geq \frac{lc}{2} > 0, \quad \left| \int_{[0,1]} \hat{r}(u) r(u) du \right| \leq 2n_0 \epsilon
\]
and hence
\[
\int_0^1 \hat{r}(u) r(u) du \geq \frac{lc}{2} - 2n_0 \epsilon > 0
\]
provided \( \epsilon < \frac{lc}{4n_0} \), contradicting Eq. (3.7). Thus, \( r \) is the zero function which implies that \( f \) is the zero function and this completes the proof. \( \square \)

4. The \( \Psi \)-Laplace transform of the \( \Psi \)-Hilfer fractional derivative

In this section, we compute the \( \Psi \)-Laplace transform of \( \Psi \)-Hilfer fractional derivative.

**Theorem 4.1.** If \( \mu > 0, m = \lfloor \mu \rfloor + 1, 0 \leq \nu \leq 1 \), and \( f(t), \mathcal{D}^j_{\Psi} \mathcal{I}_{0}^{(1-\nu)(m-\mu), \Psi} f(t) \in C [0, \infty) \) and of \( \Psi \)-exponential order for \( j = 0, 1, 2, \ldots, m-1 \), while \( \mathcal{D}^0_{\mu, \nu, \Psi} f(t) \) is piecewise continuous on \( [0, \infty) \). Then
\[
\mathcal{L}_\Psi \left\{ \mathcal{D}^\mu_{0, \nu, \Psi} f(t) \right\} = s^\mu \mathcal{L}_\Psi \{ f(t) \} - \sum_{i=0}^{m-1} s^{m(1-\nu)+\nu-i-1} \left( \mathcal{I}_{0}^{(1-\nu)(m-\mu)-i, \Psi} f(0) \right).
\]

**Proof.** From the definition of integral operator \( \mathcal{D}^\mu_{0, \nu, \Psi} f \) and (3.1), we have
\[
\mathcal{L}_\Psi \left\{ \left( \mathcal{D}^\mu_{0, \nu, \Psi} f(t) \right) \right\} = \mathcal{L}_\Psi \left\{ \mathcal{I}_{a}^{\nu(m-\mu), \Psi} \left( \frac{1}{\Psi(t)} \frac{d}{dt} \right)^m \mathcal{I}_{a}^{(1-\nu)(m-\mu)\Psi} f(t) \right\}.
\]
Using Theorem 3.8 and 3.7, we get
\[
\mathcal{L}_\Psi \left\{ \left( \mathcal{D}^\mu_{0, \nu, \Psi} f(t) \right) \right\} = s^{-\nu(m-\mu)} \mathcal{L}_\Psi \left\{ \left( \frac{1}{\Psi(t)} \frac{d}{dt} \right)^m \mathcal{I}_{a}^{(1-\nu)(m-\mu)\Psi} f(t) \right\}
\]
\[
= s^{-\nu(m-\mu)} \left[ s^m \mathcal{L}_\Psi \left\{ (\mathcal{I}_{0}^{(1-\nu)(m-\mu)\Psi} f(t)) \right\} 
\right.
\]
\[
- \sum_{i=0}^{m-1} s^{m-i-1} \left( \mathcal{D}^i_{\nu, \Psi} \mathcal{I}_{0}^{(1-\nu)(m-\mu)\Psi} f(0) \right) \right]
\]
\[
= s^{-\nu(m-\mu)} \left[ s^m s^{-(1-\nu)(m-\mu)} \mathcal{L}_\Psi \left\{ (\mathcal{I}_{0}^{(1-\nu)(m-\mu)\Psi} f(t)) \right\} 
\right.
\]
\[
- \sum_{i=0}^{m-1} s^{m-i-1} (\mathcal{I}_{0}^{(1-\nu)(m-\mu)-i, \Psi} f(0)) \right]
\]
\[
= s^{\mu} \mathcal{L}_\Psi \{ f(t) \} - \sum_{i=0}^{m-1} s^{m(1-\nu)+\nu-i-1} (\mathcal{I}_{0}^{(1-\nu)(m-\mu)-i, \Psi} f(0)).
\]
This completes the proof. \( \square \)
5. Effectiveness of the $\Psi$-Laplace transform method for solving fractional-order differential equations

In this section, we examine the effectiveness of the $\Psi$-Laplace transform method for solving fractional-order differential equations of the following type

$$
C^\mu_0 \Psi y(t) = Ay(t) + g(t), \quad 0 < \mu < 1, \quad t \geq 0, \quad (5.1)
$$
$$
y(0) = \eta, \quad (5.2)
$$

where $C^\mu_0 \Psi$ is the Caputo-type fractional differential operator, $A$ is $n \times n$ constant matrix and $g(t)$ is $n-$dimensional continuous function.

**Theorem 5.1.** Let (5.1) − (5.2) has a unique and continuous solution $y(t)$. Assume that $g(t)$ is continuous on $[0, \infty)$ and $\Psi$-exponentially bounded, then $y(t)$ and $C^\mu_0 \Psi y(t)$ are both $\Psi$-exponentially bounded.

**Proof.** It can be noticed that (5.1) − (5.2) is equivalent to the Volterra equation given below

$$
y(t) = \eta + \frac{1}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) \{Ay(\tau) + g(\tau)\} d\tau, \quad 0 \leq t < \infty. \quad (5.3)
$$

By assumption, $g(t)$ is $\Psi$-exponentially bounded, so there exist positive constants $c$, $M$ and large enough $T$ such that $||g(t)|| \leq Me^{c\Psi(t)}$ for all $t \geq T$. For $t \geq T$, (5.3) can be written as

$$
y(t) = \eta + \frac{1}{\Gamma(\mu)} \int_0^T (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) \{Ay(\tau) + g(\tau)\} d\tau
$$
$$
+ \frac{1}{\Gamma(\mu)} \int_T^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) \{Ay(\tau) + g(\tau)\} d\tau.
$$

Since, $y(t)$ is unique and continuous solution of (5.1) − (5.2) on $[0, \infty)$, thus $Ay(t) + g(t)$ is bounded on $[0, T]$ that is there exists constant $l > 0$ such that $||Ay(t) + g(t)|| < l$. So, we get

$$
||y(t)|| \leq ||\eta|| + \frac{l}{\Gamma(\mu)} \int_0^T (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) d\tau
$$
$$
+ \frac{1}{\Gamma(\mu)} \int_T^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau)||A|| ||y(\tau)|| d\tau
$$
$$
+ \frac{1}{\Gamma(\mu)} \int_T^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau)||g(\tau)|| d\tau.
$$
Using $e^{-c\Psi(t)} \leq e^{-c\Psi(T)}$, $e^{-c\Psi(t)} \leq e^{-c\Psi(\tau)}$, $||g(t)|| \leq Me^{c\Psi(t)}$ and multiplying the above inequality by $e^{-c\Psi(t)}$, we find

$$
||y(t)||e^{-c\Psi(t)} \leq ||\eta||e^{-c\Psi(t)} + \frac{le^{-c\Psi(t)}}{\Gamma(\mu)} \int_0^T (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) d\tau \\
+ \frac{e^{-c\Psi(t)}}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) ||A|| ||y(\tau)|| d\tau \\
+ \frac{e^{-c\Psi(t)}}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) ||g(\tau)|| d\tau \\
\leq ||\eta||e^{-c\Psi(T)} + \frac{le^{-c\Psi(T)}}{\mu\Gamma(\mu)} \left((\Psi(t))^{\mu} - (\Psi(t) - \Psi(T))^{\mu}\right) \\
+ \frac{||A||}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) ||\Psi(t)||e^{-c\Psi(\tau)} d\tau \\
+ \frac{M}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau)e^{c(\Psi(\tau) - \Psi(t))} d\tau \\
\leq ||\eta||e^{-c\Psi(T)} + \frac{l(\Psi(T))^{\mu}e^{-c\Psi(T)}}{\mu\Gamma(\mu)} + \frac{M}{\Gamma(\mu)} \int_0^\infty e^{-cs} s^{\mu-1} ds \\
+ \frac{||A||}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) ||y(\tau)||e^{-c\Psi(\tau)} d\tau \\
\leq ||\eta||e^{-c\Psi(T)} + \frac{l(\Psi(T))^{\mu}e^{-c\Psi(T)}}{\mu\Gamma(\mu)} + \frac{M}{c\mu} \\
+ \frac{||A||}{\Gamma(\mu)} \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) ||y(\tau)||e^{-c\Psi(\tau)} d\tau.
$$

Assume that

$$a = ||\eta||e^{-c\Psi(T)} + \frac{l(\Psi(T))^{\mu}e^{-c\Psi(T)}}{\mu\Gamma(\mu)} + \frac{M}{c\mu}, \quad b = \frac{||A||}{\Gamma(\mu)}, \quad r(t) = ||y(t)||e^{-c\Psi(t)},$$

then, we have

$$r(t) \leq a + b \int_0^t (\Psi(t) - \Psi(\tau))^{\mu-1} \Psi'(\tau) ||y(\tau)||e^{-c\Psi(\tau)} d\tau.$$

Using Gronwall-inequality [36], we deduce

$$r(t) \leq a\mathcal{E}_\mu \left(||A|| (\Psi(t) - \Psi(\tau))^{\mu}\right) \leq a\mathcal{E}_\mu \left(||A|| (\Psi(t))^{\mu}\right). \quad (5.4)$$

For $0 < \mu < 1$, $u > 0$, $t \geq 0$, the following inequality can easily be proved

$$\mathcal{E}_\mu \left(u (\Psi(t))^{\mu}\right) \leq Ce^{u^{1/\mu} \Psi(t)}, \text{ where } C > 0. \quad (5.5)$$
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From (5.4) and (5.5), we have
\[ r(t) \leq aCe^{(||A||)^{1/\mu}\Psi(t)}, \]
and finally, we get
\[ ||y(t)|| \leq aCe^{\left\{\left(||A||\right)^{1/\mu}+c\right\}\Psi(t)}. \]
Thus, \( y(t) \) is \( \Psi \)-exponentially bounded. Moreover, from Eq. (5.1), we have
\[ ||C^D_{0}^{\mu,\Psi}y(t)|| \leq ||A|| ||y(t)|| + ||g(t)|| \]
\[ \leq a||A||Ce^{\left\{\left(||A||\right)^{1/\mu}+c\right\}\Psi(t)} + Me^{\Psi(t)} \]
\[ \leq \left(a||A||C + M\right)e^{\left\{\left(||A||\right)^{1/\mu}+c\right\}\Psi(t)}. \]
Thus, \( C^D_{0}^{\mu,\Psi}y(t) \) is also \( \Psi \)-exponentially bounded and this completes the proof.

Similar results can be proved for fractional-order differential equations in the settings of \( \Psi \)-RL and \( \Psi \)-Hilfer fractional derivatives.

6. Applications

In this section, by using the \( \Psi \)-Laplace transformation method, we state and find solutions of different classes of linear FDEs with constant coefficients, in the settings of \( \Psi \)-RL, \( \Psi \)-C and \( \Psi \)-Hilfer fractional derivatives. We now divide this section into the following subsections.

6.1. Solutions of some non-homogeneous linear \( \Psi \)-RL and \( \Psi \)-C FDEs

In this subsection, we use the \( \Psi \)-Laplace transformation method to solve the ordinary FDEs in the frame of \( \Psi \)-RL and \( \Psi \)-C fractional derivatives.

**Theorem 6.1.** [1] The FDE
\[ D_{0}^{\mu,\Psi}y(t) - \lambda y(t) = f(t), \ 0 < \mu \leq 1, \ \lambda \in \mathbb{R}, \]
with initial condition
\[ (I_{0}^{1-\mu,\Psi})y(0) = c, \ c \in \mathbb{R}, \]
has the solution
\[ y(t) = c(\Psi(t))^{\mu-1}E_{\mu,\mu}\left(\lambda(\Psi(t))^{\mu}\right) + (\Psi(t))^{\mu-1}E_{\mu,\mu}\left(\lambda(\Psi(t))^{\mu}\right) *_{\Psi} f(t). \]
Theorem 6.2. [1] The FDE
\[ C^\mu_0 \Psi y(t) - \lambda y(t) = f(t), \quad 0 < \mu \leq 1, \quad \lambda \in \mathbb{R}, \] (6.3)
with initial condition
\[ y(0) = c, \quad c \in \mathbb{R}, \] (6.4)
has the solution
\[ y(t) = c \mathcal{E}_\mu \left( \lambda(\Psi(t))^\mu \right) + (\Psi(t))^{\mu-1} \mathcal{E}_{\mu,\mu} \left( \lambda(\Psi(t))^\mu \right) *_{\Psi} f(t). \] (6.5)

Remark 6.3. Sometimes FDEs are more appropriate to model natural states. For example, if we consider \( \Psi(t) = t \) and \( f(t) = 0 \) in (6.3) then the resultant FDE is more suitable in modeling the population growth than the ordinary differential equation [37]. Moving one step forward, Almeida [11] showed that a population growth model could be reproduced more accurately by considering different \( \Psi \)’s.

Corollary 6.4. Consider a special case of initial value problem (6.3)-(6.4)
\[ C^\mu_0 \Psi y(t) - y(t) = 1, \quad 0 < \mu \leq 1, \] (6.6)
\[ y(0) = 1. \] (6.7)
Then
(a) \( y(t) = \mathcal{E}_\mu (t^{\frac{\mu}{2}}) + t^{\frac{\mu}{2}} \mathcal{E}_{\mu,\mu+1}(t^{\frac{\mu}{2}}), \) for \( \Psi(t) = \sqrt{t}. \)
(b) \( y(t) = \mathcal{E}_\mu (t^\mu) + t^\mu \mathcal{E}_{\mu,\mu+1}(t^\mu), \) for \( \Psi(t) = t. \)
(c) \( y(t) = \mathcal{E}_\mu (t^{2\mu}) + t^{2\mu} \mathcal{E}_{\mu,\mu+1}(t^{2\mu}), \) for \( \Psi(t) = t^2. \)

Proof. (b) From (3.3) and (6.5), we have
\[ y(t) = \mathcal{E}_\mu (t^\mu) + \int_0^t t^{\mu-1} \mathcal{E}_{\mu,\mu}(t^\mu) d\tau = \mathcal{E}_\mu (t^\mu) + \int_0^t \sum_{k=0}^{\infty} \frac{\tau^k}{\Gamma(\mu k + \mu + 1)} d\tau \]
\[ = \mathcal{E}_\mu (t^\mu) + \sum_{k=0}^{\infty} \frac{t^{\mu k + \mu}}{\Gamma(\mu k + \mu + 1)} = \mathcal{E}_\mu (t^\mu) + t^\mu \mathcal{E}_{\mu,\mu+1}(t^\mu). \]
Similarly, one can prove part (a) and (c). Plots of solutions (a), (b) and (c) are given in Figure 1 (a), (b) and (c) respectively.
Theorem 6.5. The fractional diffusion equation

\[ \frac{\partial^\mu u}{\partial t^\mu} = \kappa \frac{\partial^2 u}{\partial x^2}, \quad \text{where} \quad 0 < \mu \leq 1, \]

(6.8)

with initial and boundary conditions

\[ u(x, t) \to 0 \quad \text{as} \quad |x| \to \infty, \]

(6.9)

\[ (I_0^{1-\mu, \Psi})u(x, t) \bigg|_{t=0} = f(x), \quad x \in \mathbb{R}, \]

(6.10)

has the solution

\[ u(x, t) = \int_{-\infty}^{\infty} G(x - \eta, t)f(\eta)d\eta, \]

where

\[ G(x, t) = \frac{1}{2\sqrt{\kappa}}\left(\Psi(t)\right)^{\frac{\mu}{2}}W\left(-\frac{|x|}{\sqrt{\kappa}(\Psi(t))^{\frac{\mu}{2}}}, -\frac{\mu}{2}, \frac{\mu}{2}\right). \]
Proof. Applying the Fourier transform to both sides of (6.8) and (6.10) with respect to $x$, and using (6.9), we have

$$D^\mu_{0}\tilde{u}(k, t) = -\kappa k^2 \tilde{u}(k, t), \quad (6.11)$$

$$\left. (I_{0}^{-\mu}) \tilde{u}(k, t) \right|_{t=0} = \tilde{f}(k). \quad (6.12)$$

Applying the $\Psi$-Laplace transform to both sides of (6.11) with respect to $t$, and using (6.12), we get

$$\mathcal{L}_\Psi \{ \tilde{u}(k, t) \} = \frac{\tilde{f}(k)}{(s^\mu + \kappa k^2)}$$

$$= \mathcal{L}_\Psi \left\{ \tilde{f}(k)(\Psi(t))^{\mu-1} \mathcal{E}_{\mu, \mu} \left( - \kappa k^2 (\Psi(t))^\mu \right) \right\},$$

and from above equality, we find

$$\tilde{u}(k, t) = \tilde{f}(k)(\Psi(t))^{\mu-1} \mathcal{E}_{\mu, \mu} \left( - \kappa k^2 (\Psi(t))^\mu \right). \quad (6.13)$$

The inverse Fourier transform of (6.13) gives

$$u(x, t) = \int_{-\infty}^{\infty} G(x - \eta, t) f(\eta) d\eta \quad (6.14)$$

where

$$G(x, t) = \frac{1}{\pi} \int_{-\infty}^{\infty} (\Psi(t))^{\mu-1} \mathcal{E}_{\mu, \mu} \left( - \kappa k^2 (\Psi(t))^\mu \right) \cos(kx) dk.$$ 

The above integral can be evaluated by using the $\Psi$-Laplace transform of $G(x, t)$ with respect to $t$ as

$$\mathcal{L}_\Psi \{ G(x, t) \} = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\cos(kx)}{(s^\mu + \kappa k^2)} dk$$

$$= \frac{1}{2\sqrt{\kappa}} s^{-\frac{\mu}{2}} e^{-\frac{i\kappa}{\sqrt{\kappa}}} \left\{ \frac{1}{2\sqrt{\kappa}(\Psi(t))^{\mu-1}} W \left( - \frac{|x|}{\sqrt{\kappa}(\Psi(t))^{\frac{\mu}{2}}}, -\mu, \frac{\mu}{2} \right) \right\}.$$

Finally,

$$G(x, t) = \frac{1}{2\sqrt{\kappa}}(\Psi(t))^{\frac{\mu}{2}-1} W \left( - \frac{|x|}{\sqrt{\kappa}(\Psi(t))^{\frac{\mu}{2}}}, -\mu, \frac{\mu}{2} \right).$$

Thus, this completes the proof. \qed

It can be noted that for $\Psi(t) = t$ and $\mu = 1$, the Cauchy problem (6.8)-(6.10) reduces to the classical diffusion problem and solution (6.14) reduces to the classical fundamental solution.
6.2. Solutions of some general $\Psi$-Hilfer FDEs

Assume that

$$0 < \mu_1 \leq \mu_2 < 1, \ 0 \leq \nu_j \leq 1, \ a_j \in \mathbb{R} \quad \text{for } j = 1, 2.$$ 

Consider the $\Psi$-Hilfer FDE

$$a_1 \mathcal{D}_{0}^{\mu_1,\nu_1}y(t) + a_2 \mathcal{D}_{0}^{\mu_2,\nu_2}y(t) + a_3 y(t) = f(t), \quad (6.15)$$

with initial conditions

$$(I_{0}^{1-\nu_j}(1-\mu_j))y(0) = b_j \quad \text{for } j = 1, 2. \quad (6.16)$$

For dielectric relaxation in glasses, an equation of the form (6.15) was introduced by Hilfer in [34]. In the space of Lebesgue integrable functions, Tomovski et al. [35] obtained the solution of a particular case of Cauchy problem (6.15)-(6.16) when $\Psi(t) = t$.

In the following Theorem, using $\Psi$-Laplace transform we find the general solution of initial value problem (6.15)-(6.16).

**Theorem 6.6.** The initial value problem (6.15)-(6.16) has the solution

$$y(t) = \frac{1}{a_2} \sum_{i=0}^{\infty} \left( - \frac{a_1}{a_2} \right)^i \left[ \left( \Psi(t) \right)^{(\mu_2-\mu_1)i+\mu_2-1} \mathcal{L}_{\nu_2,\mu_2-\mu_1}^{i+1} \left( - \frac{a_3}{a_2} (\Psi(t))^{\mu_2} \right) * f(t) \right. \\
+ a_2 b_2 \left( \Psi(t) \right)^{(\mu_2-\mu_1)i+\mu_2+\nu_2(1-\mu_2)-1} \mathcal{L}_{\nu_2,\mu_2-\mu_1}^{i+1} \left( - \frac{a_3}{a_2} (\Psi(t))^{\mu_2} \right) \\
+ a_1 b_1 \left( \Psi(t) \right)^{(\mu_2-\mu_1)i+\mu_2+\nu_1(1-\mu_1)-1} \mathcal{L}_{\nu_2,\mu_2-\mu_1}^{i+1} \left( - \frac{a_3}{a_2} (\Psi(t))^{\mu_2} \right).$$

**Proof.** Applying $\Psi$-Laplace transform to both sides of (6.15) and using initial conditions (6.16), we have

$$\mathcal{L}_{\Psi} \{y(t)\} = \mathcal{L}_{\Psi} \{f(t)\} + a_2 b_2 \frac{\mathcal{L}_{\Psi} \{f(t)\} \left( s^{\nu_2(\mu_2-1)} \right)}{a_1 s^{\mu_1} + a_2 s^{\mu_2} + a_3} + a_1 b_1 \frac{\mathcal{L}_{\Psi} \{f(t)\} \left( s^{\nu_2(\mu_2-1)} \right)}{a_1 s^{\mu_1} + a_2 s^{\mu_2} + a_3}. \quad (6.17)$$

Moreover for $j = 1, 2$ we have

$$\frac{s^{\nu_j(\mu_j-1)}}{a_1 s^{\mu_1} + a_2 s^{\mu_2} + a_3} = \frac{1}{a_2} \left( \frac{s^{\nu_j(\mu_j-1)}}{s^{\mu_2} + \frac{a_3}{a_2}} \right) \left( \frac{1}{1 + \frac{a_1}{a_2} \left( \frac{s^{\mu_1}}{s^{\mu_2} + \frac{a_3}{a_2}} \right)} \right)$$
and finally we have

\[ Y(s) = \frac{1}{a_2} \sum_{i=0}^{\infty} \left( -\frac{a_1}{a_2} \right)^i \frac{s^{\mu_1 i + \nu_j \mu_j - \nu_j}}{(s^{\mu_2} + \frac{a_3}{a_2})^{i+1}} \]

Thus, from Equation (6.17) we find

\[ Y(s) = \frac{1}{a_2} \sum_{i=0}^{\infty} \left( -\frac{a_1}{a_2} \right)^i \frac{s^{\mu_1 i}}{(s^{\mu_2} + \frac{a_3}{a_2})^{i+1}} \mathcal{L}_\Psi \{ f(t) \} \]

and

\[ \mathcal{L}_\Psi \{ f(t) \} = \frac{1}{a_1 s^{\mu_1} + a_2 s^{\mu_2} + a_3} \mathcal{L}_\Psi \{ f(t) \} \]

Thus, from Equation (6.17) we find

\[ Y(s) = \frac{1}{a_2} \sum_{i=0}^{\infty} \left( -\frac{a_1}{a_2} \right)^i \mathcal{L}_\Psi \left[ (\Psi(t))^{(\mu_2 - \mu_1)i + \mu_2 - 1} \mathcal{E}^{i+1}_{\mu_2,(\mu_2 - \mu_1)i + \mu_2} \left( -\frac{a_3}{a_2}(\Psi(t))^{\mu_2} \right) * \Psi f(t) \right] \]

and finally we have

\[ y(t) = \frac{1}{a_2} \sum_{i=0}^{\infty} \left( -\frac{a_1}{a_2} \right)^i \left[ (\Psi(t))^{(\mu_2 - \mu_1)i + \mu_2 - 1} \mathcal{E}^{i+1}_{\mu_2,(\mu_2 - \mu_1)i + \mu_2} \left( -\frac{a_3}{a_2}(\Psi(t))^{\mu_2} \right) * \Psi f(t) \right] \]

\[ + a_2 b_2 (\Psi(t))^{(\mu_2 - \mu_1)i + \mu_2 + \nu_2(1-\mu_2) - 1} \mathcal{E}^{i+1}_{\mu_2,(\mu_2 - \mu_1)i + \mu_2 + \nu_2(1-\mu_2)} \left( -\frac{a_3}{a_2}(\Psi(t))^{\mu_2} \right) \]

\[ + a_1 b_1 (\Psi(t))^{(\mu_2 - \mu_1)i + \mu_2 + \nu_1(1-\mu_1) - 1} \mathcal{E}^{i+1}_{\mu_2,(\mu_2 - \mu_1)i + \mu_2 + \nu_1(1-\mu_1)} \left( -\frac{a_3}{a_2}(\Psi(t))^{\mu_2} \right) . \]

**Theorem 6.7.** Assume that \( 0 < \mu_1 \leq \mu_2 \leq \mu_3 < 1, 0 \leq \nu_j \leq 1 \) and \( a_j \in \mathbb{R} \) for \( j = 1, 2, 3 \). Then the initial value problem

\[ a_1 D_{0^+}^{\mu_1,\nu_1,\Psi} y(t) + a_2 D_{0^+}^{\mu_2,\nu_2,\Psi} y(t) + a_3 D_{0^+}^{\mu_3,\nu_3,\Psi} y(t) + a_4 y(t) = f(t), \quad (6.18) \]
\( (T_0^{(1-\nu_j)(1-\mu_j)} \Psi) y(0) = b_j \quad \text{for} \quad j = 1, 2, 3. \) (6.19)

has the solution

\[
y(t) = \sum_{i=0}^{\infty} \frac{(-1)^i}{a_3^{i+1}} \sum_{k=0}^{i} \binom{i}{k} a_1^k a_2^{i-k} (\Psi(t))^{(\mu_3-\mu_2)i+(\mu_2-\mu_1)k+\mu_3-1} \\
\times \left[ a_1 b_1 (\Psi(t))^{\nu_1(1-\mu_1)} \mathcal{E}_{\mu_3, (\mu_3-\mu_2)i+(\mu_2-\mu_1)k+\mu_3+\nu_1(1-\mu_1)} \left( -\frac{a_4}{a_3} (\Psi(t))^{\mu_3} \right) \\
+ a_2 b_2 (\Psi(t))^{\nu_2(1-\mu_2)} \mathcal{E}_{\mu_3, (\mu_3-\mu_2)i+(\mu_2-\mu_1)k+\mu_3+\nu_2(1-\mu_2)} \left( -\frac{a_4}{a_3} (\Psi(t))^{\mu_3} \right) \\
+ a_3 b_3 (\Psi(t))^{\nu_3(1-\mu_3)} \mathcal{E}_{\mu_3, (\mu_3-\mu_2)i+(\mu_2-\mu_1)k+\mu_3+\nu_3(1-\mu_3)} \left( -\frac{a_4}{a_3} (\Psi(t))^{\mu_3} \right) \\
+ \mathcal{E}_{\mu_3, (\mu_3-\mu_2)i+(\mu_2-\mu_1)k+\mu_3} \left( -\frac{a_4}{a_3} (\Psi(t))^{\mu_3} \right) \ast \Psi f(t) \right].
\]

**Proof.** Making use of the technique demonstrated in the previous result, it is easy to derive the solution. So we omit the straightforward but tedious details. \( \square \)

**Remark 6.8.** The author in [34] noticed that a special case of the FDE (6.18) when

\[
\Psi(t) = t, \quad a_4 = 1, \quad f(t) = 0, \quad \mu_j = \nu_j = 1 \quad \text{for} \quad j = 1, 2, 3
\]

illustrates the process of dielectric relaxation in glycerol over 12 decades in frequency. Moreover, in the space of Lebesgue integrable functions, . Tomovski et al. [35] found the solution of a special case of Cauchy problem (6.18)-(6.19) when \( \Psi(t) = t. \)
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