Shortcut Removal for Improved OOD-Generalization
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Abstract

Machine learning is a data-driven discipline, and learning success is largely dependent on the quality of the underlying data sets. However, it is becoming increasingly clear that even high performance on held-out test data does not necessarily mean that a model generalizes or learns anything meaningful at all. One reason for this is the presence of machine learning shortcuts, i.e., hints in the data that are predictive but accidental and semantically unconnected to the problem. We present a new approach to detect such shortcuts and a technique to automatically remove them from datasets. Using an adversarially trained lens, any small and highly predictive clues in images can be detected and removed. We show that this approach 1) does not cause degradation of model performance in the absence of these shortcuts, and 2) reliably identifies and neutralizes shortcuts from different image datasets. In our experiments, we are able to recover up to 93.8% of model performance in the presence of different shortcuts. Finally, we apply our model to a real-world dataset from the medical domain consisting of chest x-rays and identify and remove several types of shortcuts that are known to hinder real-world applicability. Thus, we hope that our proposed approach fosters real-world applicability of machine learning.

1 Introduction

Shortcuts in machine-learning data are a type of false-feature that strongly correlates with the target class. They are easy to learn by a neural network, but are not expected to be present when applying the network in the real world. These shortcuts may originate from the data collection process or technique, or from the type of data being collected. For example, when training on a binary-class image dataset where all images of class 0 have watermarks and all images of class 1 do not, the neural network can rely on the presence of the watermark to predict the class. A famous real-world example is the Pascal VOC 2007 dataset [1], where all images of horses contained the photographer’s watermark in the lower-left corner [12]. Difficult cases of shortcuts may also exist and it is not always possible to identify shortcuts during data collection or pre-processing steps. When naively training a learning model on such data that contains shortcuts, the high predictive power of the shortcut can coax a model to rely heavily on irrelevant features that cannot generalize. This incurs seemingly high performance even on held-out data, provided the shortcut is present, which may be true if the held-out data is sampled via the same process. It will seem as though the model has learned its task, although it uses only the shortcut, and has not learned the desired semantics of the task. Therefore the network will not be able to work properly when applied to real-world data – generally referred to as out-of-distribution (OOD) data. Generalization to OOD data – or Domain Generalization – is a very prominent problem in machine learning [26].

In this paper we make the following contributions:

• Present a new architecture that allows neural networks to learn the real features of a dataset during training, where the data contains known or unknown shortcuts.

• Use an adversarially trained neural lens to remove all simple shortcut features that the network mistakenly pays attention to. At the same time, the lens also provides a visual representation of the shortcuts that are avoided.
We show that our model 1) reliably identifies different shortcuts in several datasets, 2) successfully inpaints the training data to neutralize the shortcut, and 3) does not deteriorate the model if no shortcuts are present. We apply our model to a real-world dataset of chest x-rays (raw chest x-ray images from the COVID QU-Ex[21] dataset), identifying and neutralizing several shortcuts in this real-world dataset.

2 Related Work

2.1 Machine Learning Shortcuts

Shortcuts in training data come in a large variety. A prominent case are logos and other local marks in image datasets. For example, the Pascal VOC 2007 dataset [1] contains a watermark on horse photos [12]. This problem is also common in chest x-ray images where hospital- or device-specific marks are common [25, 5].

Shortcuts can, however, also be of a more global nature. For example, a pasture can be an easy clue for the class “Cow” [3]. Work from [7] provides an overview of many different global shortcuts. Dealing with these global shortcuts is part of the wider research area of Domain Generalization [26]. In this paper, we will focus on local shortcuts instead, as these in particular prevent the use of machine learning on important real-world problems [5].

The presence of shortcuts is an especially significant problem in self-supervised representation learning, which relies on a feature extractor to learn a wide range of features [8]. The presence of shortcuts with regard to the pretext task thus significantly limits the usability of the pre-trained feature extractor [6, 14] – especially since these shortcuts are not predictive of the later “real” task. From this flows our motivation to render shortcuts harmless directly during the training process.

Shortcuts are not limited to image datasets. For example, in the ASVspoof Challenge Dataset on audio deepfake detection [22], the amount of leading silence can be used to predict the target class [15]. We believe our proposed technique can benefit the wider machine learning community, as this is a prominent problem for all machine learning tasks.

2.2 Automatic shortcut removal

Automatic shortcut removal has been proposed [14] for self-supervised representation learning. This was done by adding U-Net [18] in front of the classification network. The authors coined the term “lens” for their U-Net, thus we have adopted the term in our work. The lens is trained adversarially on the negative loss of the classification network and an additional reproduction loss. Here, [14] used a pixel-wise $L_2$ loss. A hyper-parameter $\lambda$ is introduced to control the weight of the reproduction loss. The capacity of the lens network is chosen deliberately small such that the lens can only remove simple features (i.e. shortcuts). However, [14] is only suitable for self-supervised learning. To the best of our knowledge, we are the first to present an appropriate architecture for classification.

Finally, in order to prevent a network from paying too much attention to shortcuts that are only present in a subset of the dataset, [4] proposes to use weighted training: Images that can be classified well by a low-capacity network are assumed to contain shortcuts and are therefore weighted lower when training the high-capacity network. However, this method fails to work if a large majority of images contain shortcuts. Since our approach detects shortcuts via an adversarial component, there is no need to weight the training data according to low- or high-capacity network performance. Thus, our approach is not limited by an upper bound on the number of shortcut-affected data. In fact, we show that our approach also works with 100% shortcuts per class, c.f. Sec. 4.2.

2.3 Adversarial autoencoders

Adversarial autoencoders have been proposed by [2] and [16]. They add an autoencoder in front of a classification network and train the autoencoder adversarially to produce images that look similar to the original input, but then trick the classifier to output a wrong class. Work from [16] additionally proposes to use an autoencoder to produce image-agnostic perturbations. Further, [23] proposes AdvGAN by adding a GAN-Discriminator as an additional loss for the autoencoder. This leads to less perceptible perturbations. While these methods use very similar architectures to the one we propose here, none use the generated adversarial images to robustly train the classifier. In fact, our method combines adversarial training and adversarial autoencoders.

3 Architecture

To remove shortcuts in supervised problems, we adopt a lens network, first described in [14], to the supervised domain. A low-capacity Image-to-Image network (called ‘Lens Network’) is placed in front of the classification network. This lens is then trained jointly, but
adversarially, with the classifier to decrease its performance. The idea is that the lens is trained to isolate features of the image that the classification network is paying attention to. Since the capacity of the lens is limited, only simple features (i.e. shortcuts) can be removed by the lens. To further enforce this, we extend the training loss with an additional reproduction loss $L_{repr}$. This ensures that the lens modifies the original image only slightly.

We investigate two different lens architectures. Firstly, a simple lens consisting of a simple U-Net. This resembles the architecture used by [14]. As stated, the size and receptive field of this U-Net should be limited such that it can only modify simple features. Secondly, inspired by [17], we propose a more advanced lens architecture, which we term attention lens. Our proposed solution uses two networks, an attention network $A$ and a replacement network $R$. Network $A$ decides where in the original image the shortcut is located, while network $R$ computes what a suitable replacement should be. An overview of our proposed architecture using the attention lens is illustrated in Fig. 1.

Both the attention and replacement networks are U-Nets that receive the original image $I \in D^{c,w,h}$ as input, where $D$ is the transformed range of the image, $c$ is the channel dimension, and $w,h$ are the image’s width and height, respectively. The attention network $A$ has a single channel output with sigmoid activation to ensure an output in $[0,1]^{w,h}$. The replacement network $R$ outputs a tensor in $\mathbb{R}^{c,w,h}$ which is clipped to $D^{c,w,h}$. This full lens network then outputs an inpainted image, which is derived via

$$A \cdot R + (1 - A) \cdot I \quad (1)$$

The size of the attention network affects the complexity of the shortcuts that can be identified, and should thus be chosen appropriately for the problem domain. The task of the replacement network is more complex than that of the attention network, therefore we accord a larger model capacity to $R$ than to $A$.

The U-Nets used for the simple lens as well as the attention and replacement modules of the attention lens are constructed from a number of downsampling steps. Each step consists of a sequence of a 3x3 convolution, 2x2 max-pooling, followed by two times up-sample and 3x3 convolution. The innermost layer consists of two 3x3 convolutions. We use batch normalization [10] and LeakyReLU [24] after each layer. We can control the capacity of the networks by changing the number of downsampling steps.

### 3.1 Training Loss

As stated previously, we train the lens and classifier jointly using a single loss:

$$L = \lambda L_{repr} + L_{CE} \quad (2)$$

where $L_{CE}$ is the cross entropy loss of the classification network $C$ and $\lambda$ is a hyperparameter controlling how much the lens is allowed to modify the input image. Note that the cross-entropy loss trains both the classifier, as well as the lens network adversarially via a gradient reversal layer. $L_{repr}$ does not influence the classifier, c.f. Fig. 1. The choice of the reproduction loss $L_{repr}$ depends on the lens architecture. For the simple lens, we use an $L_{2}$ loss between the input image and the lens output, as was used by [14].

For the attention lens we only restrict the attention module using an attention loss while the reconstruction module remains unrestricted:

$$L_{repr} = \max \left( \rho, \frac{1}{wh} \sum_{ij} A_{ij} \right) - \rho. \quad (3)$$

Here, $\rho \in [0, 100\%]$ is the hinge hyperparameter that controls the percentage of the image that can be modified without penalty.

### 3.2 Model Oscillation

We observe that there can be oscillation during training. Once the shortcuts in the data are removed, the classifier will no longer pay attention to them, causing the lens to no longer remove them. We can partially counteract this by passing some images directly to the classifier, omitting the lens network. In our experiments, we pass each image to the classifier twice: once passing through the lens network and once bypassing it. This makes the classifier focus on the shortcuts.
more consistently, which attenuates oscillation of the
lens network during training.

4 Datasets

This section presents the datasets we use to evaluate
our proposed model. We present two evaluation
approaches. We evaluate our proposed model on a set
of artificially introduced shortcuts on CIFAR10 and
ImageNet. This allows fine-grained analysis since we
control the presence of the shortcuts. Additionally, we
apply our model to a real-world dataset (covid-qu-Ex
[21]) and present an analysis of the shortcuts that the
model identified.

4.1 CIFAR10

We use one of the most popular computer vision
datasets, the CIFAR10 dataset [11], to which we add a
number of different shortcuts:

- Color Dot, where we add a circle at a random posi-
tion in the image. The color of the dot corresponds
to the target class labels.
- Location Dot, where we add a circle of random
color at coordinates \((x, y)\). While \(x\) is chosen ran-
donely, the vertical component \(y\) perfectly corre-
lates with the target class.
- Hue Adaptation, where the hue of the image indi-
cates the target class.

4.2 ImageNet

Additionally, we evaluate the lens on the ImageNet
dataset [19], which features higher-resolution images
than CIFAR. Here, we experiment with a two-class
setup, where the two classes are visually similar, in our
case “goose” and “pelican”. This corresponds to many
real-world problems where the images between classes
are visually similar, for example with analysis of medi-
cal images. To make the images even more similar, we
convert them to grayscale.

We add shortcuts by adding an overlay. We use one
of two different overlays:

- Logo: we add a single logo to a random position
  of the image
- Watermark: we add a “Stock Photo” text water-
  mark across the entire image.

Each of the above-mentioned overlays are added to
the images in two different ways. First, the overlay is
added to all images of class “pelican”. Thus, the pres-
ence or absence of the overlay indicates the target class.
Second, the (same) overlay is added to 98% of images
of class “pelican” and 2% of images of class “goose”.
This slightly limits the productiveness of the shortcut.
Thus, in total, we explore four different configurations
of machine-learning shortcuts on ImageNet.

4.3 covid-qu-Ex

Additionally, we evaluate the effectiveness on a real-
world dataset by applying our model to the covid-qu-
Ex [21]. It features x-ray images of the human chest.
It contains 3 classes: healthy, COVID-19 and Non-
COVID pneumonia. Chest x-ray images have been
previously shown to contain shortcuts [25], especially
when the images come from multiple sources (i.e. dif-
ferent hospitals). As mentioned previously, shortcuts
in x-ray data have been shown to significantly hinder
real-world application of machine learning [5].

The covid-qu-Ex dataset was collected from a
number of different sources, with normal and non-
COVID pneumonia images being significantly older
than COVID images. A visual inspection of the dataset
especially shows a large amount of text in the corners
of the images that would be easy to detect if they are
correlated to the target class.

We note that significant effort by [21] went into cre-
ating segmentation masks for both the lung area and
the infection area, thus turning the classification task
into a segmentation task. Their main motivation for
using segmentation was to avoid the shortcuts con-
tained in the data. Here, we will not use segmentation
masks, but instead evaluate how the shortcuts affect
the classification problem and how well our model can
detect and neutralize them.

5 Experiments and Results

In this section, we present our experiments and findings
with the curated datasets: CIFAR10 and ImageNet.
We then present our experiments and findings on the
real-world covid-qu-Ex dataset.

5.1 CIFAR10 and ImageNet Experiments

In our experiments, we use the ResNet18 [9] architec-
ture. We train the network on CIFAR10 and ImageNet
datasets with the shortcuts described in Sec. 4 as well
as without shortcuts. We evaluate the training with
no lens, the simple lens, and the attention lens as de-
scribed in Sec. 3.
Table 1: The effect of the lens network, measured in test accuracy. For two datasets (CIFAR10 and ImageNet), we train a ResNet18 architecture on data that is either free of shortcuts (row 'None') or has shortcuts in the training data (rows Color Dot, Location Dot, Hue). We then evaluate how such a model performs on clean validation data. We train each architecture 3 times and report the mean test accuracy and 95% confidence interval.

| Shortcut       | No Lens    | Simple Lens | Attention Lens |
|----------------|------------|-------------|----------------|
| CIFAR10 None   | 75.1 ± 2.4 | 70.2 ± 2.3  | 76.7 ± 2.3     |
| Color Dot $p = 100$ | 28.3 ± 0.9 | 54.1 ± 8.5  | 70.5 ± 2.1     |
| Location Dot $p = 100$ | 41.9 ± 7.0 | 55.4 ± 4.5  | 69.0 ± 3.2     |
| Hue $p = 100$   | 30.1 ± 1.0 | 49.6 ± 6.2  | 42.0 ± 5.4     |
| ImageNet None   | 78.9 ± 1.1 | 76.8 ± 3.4  | 76.1 ± 2.8     |
| Logo $p = 100/0$| 51.9 ± 2.0 | 65.3 ± 12.7 | 74.1 ± 9.0     |
| Logo $p = 98/2$ | 53.8 ± 3.8 | 66.1 ± 15.4 | 75.0 ± 6.1     |
| Watermark $p = 100/0$ | 52.4 ± 1.4 | 60.9 ± 4.1  | 61.0 ± 5.2     |
| Watermark $p = 98/2$ | 53.5 ± 3.5 | 58.1 ± 3.5  | 59.8 ± 3.4     |

For the simple lens approach, we use 5 downsampling steps and set $\lambda = 5$. Finding an appropriate value for $\lambda$ proved difficult as it controls the amount of shortcuts that can be found as well as the amount any shortcut can be removed. This issue contributed to our decision to propose the more complex attention-based lens.

For our attention lens approach, we use $\lambda = 15$. The attention network $A$ has 3 downsampling steps and the replacement network $R$ has 5 downsampling steps. For the CIFAR-based experiments, we use $\rho = 2.5\%$, a classifier learning rate of $3 \cdot 10^{-5}$, classifier weight decay of $1\cdot 10^{-4}$ and a lens learning rate of $1\cdot 10^{-8}$. For the ImageNet experiments, we use $\rho = 5.0\%$ (logo shortcut) or $\rho = 10.0\%$ (watermark shortcut), a classifier learning rate of $1.5\cdot 10^{-6}$, classifier weight decay of 0.01, and lens learning rate of $1\cdot 10^{-4}$. We chose a larger $\rho$ for the watermark shortcut because it constitutes a significant part of the image.

We train the network for a total of 30 epochs on the CIFAR10 data, and 50 epochs on the ImageNet data. We run each experiment 3 times, evaluate the accuracy on a clean validation set without any shortcuts, and report the mean accuracy and 95% confidence interval in Tab. 1. From Tab. 1, we find the following. For the case of **lens and no shortcuts**, using the simple or attention lens, the validation accuracy does not deteriorate when training on data without shortcuts. For the case of **no lens and shortcuts**, once we include a learning shortcut into the dataset, the validation accuracy decreases significantly, while train accuracy is excellent. This indicates that the network has failed to learn the important features from the dataset and has only focused on the shortcuts. For the case of **lens and shortcuts**, both the simple and attention lens can mitigate the effects of the shortcuts on the training process. The attention lens performs best in removing shortcuts that are localized to small areas of the image (i.e. the color dot, location dot, and logo shortcuts). Here, the negative impact of the shortcuts is almost completely remedied. Shortcuts that involve the entire image (i.e. the hue shortcut) are harder to remove. The attention lens does not provide any benefit over the simple lens in these cases.

Example outputs of the attention lens when training on the CIFAR10 color dot and location dot shortcuts are shown in Fig. 2. Those when training on the ImageNet watermark shortcut are shown in Fig. 3. We observe the following:

1. The attention lens is able to remove the shortcuts visually from the image.
2. The color dot shortcut is eliminated by recoloring the dots. This is sufficient as only the color of the dot is deterministic of the class.
3. The location dot shortcut can’t be removed by recoloring the dots and thus the lens instead fills the dots with the predicted background.
4. The lens is partially removing the watermark shortcut by adding the watermark to the remaining images.

To determine the optimal $\rho$ we repeated the CIFAR10 Location Dot experiment with varying values of $\rho$. We evaluate each of the different candidate values for $\rho$ over three independent runs, and report the mean accuracy and 95% confidence interval in Fig. 4. We find that the optimal $\rho$ with this shortcut is around $\rho = 2.5\%$. This roughly corresponds to the percentage of the image that the shortcut occupies. A much higher $\rho$ results in the lens manipulating too much of the image resulting in poor performance of the classifier on original images.
Figure 2: Examples of shortcuts and lens output on CIFAR10 training data. **Row 1** shows the input image with shortcut dots added: the target class is encoded in (a) the color of the dot or (b) the horizontal position of the dot. **Row 2** shows the output of the lens. **Row 3** shows the difference between rows 1 and 2. **Row 4** shows the output of the attention network $A$.

Figure 3: Examples of shortcuts and attention lens output on binary ImageNet training data. Images are of 2 classes (Pelican and Goose). **Row 1** shows the input image with the watermark shortcut added to 98% of all Pelican and 2% of all Goose images. **Row 2** shows the output of the lens. **Row 3** shows the difference between rows 1 and 2. **Row 4** shows the output of the attention network $A$.

### 5.2 covid-qu-Ex Experiments

For the covid-qu-Ex dataset, we train the network without a lens and with the attention lens with $\lambda = 5$, $\rho = 0.25\%$, 2 downsample steps in the attention network and 5 downsample steps in the replacement network. We used a learning rate of $2 \cdot 10^{-4}$ for both lens and classifier. As we do not have a validation set without shortcuts for covid-qu-Ex, we evaluate the effectiveness of the lens using GradCAM [20]. Figure 5 shows the GradCAM images for all 3 classes and both trained networks. From these experiments, we make several observations. First, without the lens the network predominantly focuses on areas in the corners of the images, mostly in areas with text. Second, with the attention lens, the network focuses on more relevant sections of the image, including the lung.

Figure 6 shows an example output of the lens during the training. We observe that the attention network mostly highlights text and other markers outside the lung area. This indicates that indeed these markers are the most prominent shortcut in the dataset. The lens is also able to remove most shortcuts from the images. Therefore, we can conclude that the attention lens is able to neutralize the text marker shortcuts that exist in the covid-qu-Ex x-ray images.

---

\(1\)As the class-discriminate CAM images are not desired in our case we use the absolute gradients rather than only positive gradients.
6 Discussion

As shown, the method we presented here is able to avoid shortcuts that exist in training data. As a result, the trained network will pay attention to “real” and semantically meaningful features. This particularly presents a solution if manual removal of shortcuts (i.e., in the form of segmentation masks) in the training data is prohibitively expensive or difficult. If, however, manual removal of shortcuts is possible (like in the covid-qu-Ex dataset), the achievable results will be superior to those achievable by our method.

The main limitation of our method is a result of the oscillation issues described in Sec. 3. The lens can only remove features that the classifier is paying attention to, while simultaneously trying to work around the fact that the classifier must attend to exactly meaningless features at some point during training, in order for them to be removed. As described in Sec. 3.2 this issue can be partially mitigated by additionally training the classification network on the original training data.

However, it remains impossible to prevent the classification network from occasionally paying attention to the shortcuts. While this method does archive the original goal of encouraging the network to not only pay attention to the shortcuts it must be emphasized that a limitation of our technique involves handling of contradictory shortcuts that can exist in the deployment environment. This method especially does not present a defense against backdoor adversarial attacks for image classification.

Furthermore, this architecture introduces new hyperparameters (size of the lens networks, $\lambda$, and $\rho$). It is difficult to find appropriate values for these hyperparameters in the absence of a validation set without shortcuts. Also, the required training of the lens networks is computationally expensive, resulting in a slowdown of the training process.

6.1 Potential Negative Societal Impacts

Our proposed approach increases the applicability and reliability of ML algorithms in the real world. This obviously has many positive effects (e.g., in medical scenarios), but, depending on the area of application, can also have negative consequences if, for example, fairness [13] and data protection are not sufficiently considered. In principle, however, the proposed approach is morally neutral and its ethical evaluation depends solely on the purpose of use and thus on the person using it.

6.2 Future Work

The model we presented in this paper can mostly only handle local shortcuts. This results from the restrictive reproduction loss we impose on the lens. While some reproduction loss is necessary to ensure the lens is not just returning random noise, a more sophisticated loss function might allow the lens to modify larger parts of the image. A different loss function could successfully allow the lens to handle global shortcuts.

Further research is needed to evaluate the connection between Shortcut Learning and Domain Generalization: As pointed out by [26], shortcut learning might constitute a significant hurdle to domain generalization. Further, in some cases, it might be possible to assume that the simple features (i.e., shortcuts) constitute the majority of the expected distribution shift between source and target domain. In these cases, solving shortcut learning would also solve the domain generalization problem.

7 Conclusion

The ability to train a CNN classifier despite the known or unknown presence of shortcuts in the data is important. We present an architecture that can train on such data while still paying attention to the important features of the dataset. This is done by adding a lens network in front of the classifier we want to train. The lens is trained to detect and neutralize shortcuts by adversarial training on the classifier loss - removing features that the classifier pays attention to. The limited capacity of the network and an additional reproduc-
Figure 5: GradCAM images showing network attention when training on the covid-qu-Ex dataset. **Row 1** is the input image from the validation set. **Row 2** is the attention of a network trained without a lens. **Row 3** is the attention of a network trained with an attention lens.

Figure 6: Example output of lens output and attention on x-ray images from the covid-qu-Ex dataset for the 3 classes COVID, Non-COVID Pneumonia, and Normal. **Row 1** shows original images. **Row 2** shows the output of the lens. **Row 3** shows the difference between rows 1 and 2. **Row 4** shows the output of the attention network $A$.

We evaluate the performance of our architecture through commonly used datasets for image processing benchmarks, where we have added our own shortcuts. We find that the lens is able to ensure that the classifier pays attention to real features - often with similar quality as when trained on a dataset without any shortcuts. Finally, we show that the lens architecture can also handle a real-world dataset: a COVID chest x-ray dataset. We show that the lens is removing the text and symbols that are present on the x-ray images and that the classifier pays more attention to the desired lung area as a result.
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