From Voxel to Point: IoU-guided 3D Object Detection for Point Cloud with Voxel-to-Point Decoder
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ABSTRACT

In this paper, we present an Intersection-over-Union (IoU) guided two-stage 3D object detector with a voxel-to-point decoder. To preserve the necessary recall from all raw points and maintain the high box recall in voxel based Region Proposal Network (RPN), we propose a residual voxel-to-point decoder to extract the point features in addition to the map-view features from the voxel based RPN. We use a 3D Region of Interest (RoI) alignment to crop and align the features with the proposal boxes for accurately perceiving the object position. The RoI-Aligned features are finally aggregated with the corner geometry embeddings that can provide the potentially missing corner information in the box refinement stage. We propose a simple and efficient method to align the estimated IoUs to the refined proposal boxes as a more relevant localization confidence. The comprehensive experiments on KITTI and Waymo Open Dataset demonstrate that our method achieves significant improvements with novel architectures against the existing methods. The code is available on Github URL.1
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1 INTRODUCTION

Three dimensional object detector localizes objects with tight 3D bounding boxes. Compared with monocular and stereo image based approaches [5, 19, 26, 27, 41], LiDAR based methods are more robust in autonomous driving [8, 38]. Current 3D object detectors mainly represent the point cloud as raw points or voxels. Point-based methods [34, 46] argue that the raw points preserve the pose information of objects, which is crucial to accurate localization. Voxel-based methods [11, 45] voxelize the point cloud in a voxel encoder and project the voxel features onto Bird’s Eye View (BEV) as the map-view features. The Region Proposal Network (RPN) built on the map-view features [33, 35] can achieve higher box recall than that built on the point features [34, 47].

The structure information of the objects are abstracted to the map-view features with downsampling in the voxel encoder [45], which results in the lose of the detailed pose information in the raw points. To avoid this and maintain the high box recall in the RPN stage, we propose a novel voxel-to-point decoder to extract the discriminative 3D point features from the raw points. The voxel-to-point decoder consists of stacked residual voxel-to-point decoding blocks with skip connections [32]. In each decoding block, we aggregate the features of the voxels that are surrounding the raw point as the voxel-to-point features. In the stacked decoding blocks, We use a residual learning [13] between the point features from the previous level and the current voxel-to-point features to extract enhanced point features that gradually become fine-grained through the hierarchical feature aggregation. A segmentation mask is used to supervise the point feature learning, which makes it sensitive to the foreground and the background information. We propose a 3D Region of Interest (RoI) alignment to align the point features and the map-view features with the proposal boxes for accurately perceiving the object position. Since the eight corners of the 3D bounding boxes do not always exist in the raw points, the RoI-Aligned features are finally aggregated with the corner geometry embeddings that provide the missing corner information.

The reasons why not use another point-based network like [23, 29, 30] to provide the point features starting from the raw points are as follows. In our method, we aggregate the features of the voxels that are in the \( k \)-nearest neighbors of the raw point as the voxel-to-point features. Each voxel has grouped the internal points of the \( k \)-nearest neighbors of the raw point as the voxel-to-point features. Each voxel has grouped the internal points of the \( k \)-nearest neighbors of the raw point as the voxel-to-point features.
voxel encoder is shared in both the map-view feature learning and the point feature learning, which is more computationally efficient.

In a two-stage object detector, the second stage takes the proposal boxes from the RPN stage as input to classify the foreground object proposals and predict the residuals to their ground truth for further box refinement [31]. The classification scores are typically used as the metric to rank the proposal boxes for removing the redundant boxes in the Non-Maximum Suppression (NMS) procedure. Since classification and localization are solved separately, the localization confidence is always absent in the object detection pipeline. The IoU is a natural criterion for localization accuracy as the ranking criterion in NMS. Inspired by [14, 47], we train a 3D IoU estimation branch that is parallel to other regression branches. However, there exists a misalignment between the estimated IoUs and the refined boxes in the existing methods. Since the estimated IoUs are regressed from RoI-Aligned features using the proposal boxes, the estimated IoUs are aligned to the proposal boxes, not the refined proposal boxes. Thus, the estimated IoUs from the proposal boxes cannot be used as the localization confidence for the refined proposal boxes in NMS for box de-redundancy.

A straightforward approach is to train the IoU estimation branch [14] using the actual IoUs of the refined boxes. However, there are two issues: i) Since the refined boxes are always one stage later than the proposal boxes, we cannot obtain the refined boxes in the training of the refinement stage. We need an additional stage to train a new IoU estimation branch for the refined boxes, which brings more network parameters and computational costs. ii) Although we can infer the box regression branch to refine the proposal boxes and compute the actual IoUs of the refined boxes for training a parallel IoU estimation branch, there raises another misalignment between the RoI-Aligned features and the IoU training labels. The IoUs of the refined box should be regressed from the RoI-Aligned features of the refined boxes other than that of the proposal boxes. With a well-trained parallel IoU estimation branch, we can resolve this misalignment simply and efficiently by updating the proposal boxes with the refined proposal boxes with one more inference stage. The second-time estimated IoUs are aligned to the refined proposal boxes and used as the localization confidence.

2 RELATED WORK

Grid-based 3D Object Detection. Grid-based methods convert the point clouds of unstructured data format to the regular grids like pixels and voxels for 2D or 3D convolutional processing. The early work MV3D [3] projects the points as pixels in an image of bird’s-eye view (BEV) for feature extraction and 3D bounding box proposal with efficient 2D CNN. The following works [15, 21] leverage the camera image features to compensate the BEV point cloud features with effective fusion strategies. Besides, VoxeNet [50] divides the points into small 3D voxels for 3D CNN and PointPillars [16] constructs the pseudo-images after voxelization. Due to the high computational cost caused by a large number of empty voxels, 3D sparse CNN [9, 10] is introduced for efficient computation by SECOND [45]. Based on [45], PartA2 [35] explores the object part locations for finer 3D structure information learning. Discretizing the points to grids with limited resolution brings computational efficiency, but it weakens the information interpretation.

Point-based 3D Object Detection. Point based methods take the raw point cloud as input, and apply PointNet++ [30] or Graph Neural Networks (GNN) [43] for point-wise feature learning and object detection. PointNet++ based methods [17, 34, 47] maintain the resolution of the point cloud, while 3DSSD [46] downsamples a relatively balanced number of foreground and background points, and discards the upsampling process. Different from the hierarchical feature aggregation, Point-GNN [36] utilize GNN to iteratively update the features of the entire point cloud. Precise point coordinates are directly embedded into features, but it is not efficient in point sampling and grouping with a low box recall.

Voxel-Point based 3D Object Detection. The voxel-point based methods [18, 33, 47] use both representations. PointsPool [47] voxelizes the point cloud around the object proposal to encode the empty and non-empty regions for compact proposal-wise feature learning. PV-RCNN [33] proposes a Voxel Set Abstraction operation to aggregate the voxel-wise features in the backbone to some sampled keypoints. Then the keypoints are utilized for the bounding box refinement. Similarly, SA-SSD [11] converts the voxel-wise backbone features back to the point-wise features only for auxiliary supervision, which is not an effective way to exploit the point-wise features with accurate position information.

Ours VS. PV-RCNN. In PV-RCNN [33], a set of keypoints (2,048 points) is sampled to roughly represent the entire point cloud scene (~20K points), while only a small number of sampled keypoints distributed near the foreground objects can be used for the box refinement. To preserve more object details, we maintain the full point features of the raw points with our voxel-to-point decoder for the detection refinement with significant improvement, especially for the distant objects with much more sparse points. In PV-RCNN, voxel features of different levels are simply concatenated to each sampled point, while our decoder gradually enhances the point features through the hierarchical feature aggregation with residual learning. Unlike PV-RCNN that aligns the map-view feature to the several sampled keypoints, we align the map-view features to the evenly distributed grid points inside the object to focus more on the object region as shown in Figure 3 (b). Besides, the absolute coordinates are used in the pooling operation of PV-RCNN, which is not robust to rigid transformations. Instead, we normalize both the coordinates of the raw points and grid points as the relative coordinates that are centered on the object proposal and aligned to the object proposal’s orientation.

3 METHOD

This section presents our IoU-guided 3D object detection with voxel-to-point decoder. We first explicitly define the point cloud 3D object detection task in Section 3.1. Then the overall network structure is introduced in Section 3.2. The voxel encoder and RPN are presented in Section 3.3. In Section 3.4 and 3.5, we describe a residual voxel-to-point decoder and an IoU-guided detection refinement in detail. The loss functions are presented in Section 3.6.

3.1 Problem Definition

The network takes one frame of the point cloud as input to localize the objects in the form of 3D boxes with localization confidence. The 3D box is represented as the 3D center point $(o_x, o_y, o_z)$, size
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We propose a residual voxel-to-point decoder to provide the full point features with sufficient object positional information. As $(l, w, h)$, and rotation angle $\theta_{\text{rot}}$ around $Z$-axis. The localization confidence between 0 and 1 is also estimated by the network. Let $\{p_i = (x_i, y_i, z_i) : i = 1, \ldots, N\}$ be the coordinates of point cloud in the range of $[X_{\text{min}}, X_{\text{max}}], [Y_{\text{min}}, Y_{\text{max}}], [Z_{\text{min}}, Z_{\text{max}}]$.  

### 3.2 Overall Network Architecture

Figure 1 describes the overall network with four components: (a) the voxel encoder that extracts 3D voxel features; (b) an RPN where 3D voxel features are projected onto BEV as the map-view features for the object classification, and the localization of the coarse 3D box as the proposal box; (c) the voxel-to-point decoder that extracts the fine-grained point features from the voxel features; (d) the IoU-guided detection refinement stage for refining the proposal boxes and estimating the localization confidence.

### 3.3 Voxel Encoder and RPN

The point cloud is voxelized by a quantization step $d = \{d_x, d_y, d_z\}$ as $\{\tilde{p}_i = (\frac{x_i - X_{\text{min}}}{d_x}, \frac{y_i - Y_{\text{min}}}{d_y}, \frac{z_i - Z_{\text{min}}}{d_z}) : i = 1, \ldots, N\}$, then re-organized into the sparse voxel tensor. The voxel index is the unique integer $\tilde{p}_j$ and the voxel feature is initialized as the mean of the 3D coordinates and reflection intensities of all the points within the voxel [33, 35]. The voxel encoder takes the sparse voxel tensor as input for learning the multi-level voxel features $V$ in sparse convolution blocks [10] with downsampling stride $s$. Then the output voxel features are projected to BEV for generating the dense object proposals. We adopt the voxel based networks [45, 50] and the regression heads in [45] as our voxel encoder and RPN.

### 3.4 Residual Voxel-to-Point Decoder

We propose a residual voxel-to-point decoder to provide the full point features with sufficient object positional information. As shown in Figure 1 (c), we hierarchically aggregate the multi-level voxel features $V$ through the skip connections [30, 32] and the staked residual voxel-to-point decoding blocks $D$. In the block $D^{(l)}$ at level $l$, the current point features $p^{(l)}$ is updated from previous point features $p^{(l+1)}$ and the lateral voxel features $V^{(l)}$ in the residual block [13].

Figure 2 presents the decoding block $D^{(l)}$. For each point, considering the neighbors is crucial to the point feature learning.
we upsample it to be aligned with the resolution of raw points by
where the offset 0.5 is to centralize the voxel index as the voxel
center point. Then we obtain a intermediate point cloud as
\[
\{(p_i^{(l)}, V_i^{(l)}) : i = 1, \ldots, N_i^{(l)}\}
\]
with points \(p_i^{(l)}\) and the corresponding sparse features \(V_i^{(l)}\) from the voxel encoder. To enhance the
previous point features \(P_i^{(l+1)}\) with the intermediate point cloud, we upsample it to be aligned with the resolution of raw points by
the interpolation-based feature propagation [30]. The interpolation
is implemented as the inverse distance weighted average \(w\) among the
\(K\)-Nearest Neighbors (KNN) in \(P_i^{(l)}\) as:
\[
\hat{V}_i^{(l)} = \frac{\sum_k w_k(p_i) V_k^{(l)}}{\sum_k w_k(p_i)}, i = 1, \ldots, N_i^{(l)}.
\]
The decoding block \(D^{(l)}\) finally combines the previous point
features \(P_i^{(l+1)}\) and the voxel-to-point feature \(\hat{V}_i^{(l)}\) in a manner of residual learning for output \(P_i^{(l)}\). Each voxel has grouped the
internal points together in the voxel encoder. From \(V_i^{(l)}\) to \(V_i^{(l)}\), the number of voxels gradually increases. Since the multi-level voxel
features are hierarchically aggregated with the residual learning
of the point features, the final point features \(P_i^{(1)}\) are gradually
enhanced. In the first decoding block \(D^{(4)}\), we can initialize the
point feature \(P_i^{\text{init}}\) to be adapted from the voxel feature \(V_i^{(4)}\) using
the interpolation-based feature propagation. The \(K\) is set as 3 for
computational efficiency.

To explicitly guide the residual voxel-to-point decoder to focus on
the 3D structure information of the foreground objects, we use an auxiliary segmentation task for a supervised semantic point feature
learning. The last decoding block is followed by a 1-D convolutional
block for feature embedding and another one for the auxiliary point-wise semantic segmentation output \(S\). The point-wise labels can be
generated by determining whether the point is within the annotated
box or not. Since the foreground points on the object are less than the
background points, especially in the large-scale outdoor scenes,

we adopt the focal loss [22] with the default settings to deal with
such an imbalance.

3.5 IoU-guided Detection Refinement

3.5.1 Multi-stream 3D Rol Pooling. Point Feature Rol-Align. The point feature Rol-Align operation is performed to accurately
perceive the object location with \(P(0)\) and \(S\) provided by our
voxel-point-to-point decoder. As shown in Figure 3 (a), the 3D points
around a proposal are cropped by the expanded proposal box as the
point-stream Rol feature. We add a margin \(d_{\text{size}}\) to the size of
the box to increase the tolerance of the proposal localization for
including more surrounding necessary information of the object.
The cropped point cloud is normalized to the relative coordinate system centered on the proposal center and aligned
to the proposal rotation angle, which makes it more robust to
the rigid transformations [34]. Next, we aggregate the point-wise
local features with the semantic mask \(S\). For each point, the
relative coordinates \(\tilde{p}_i\) represent the pose information, the depth \(\tilde{D}_i\)
provides the distance information, and the semantic mask \(\tilde{S}_i\) makes it sensitive to the foreground and the background information.
Note that the symbol "\(\circ\)" indicates the relative coordinate system in
the cropped point cloud. The low-dimensional local features \(\{(\tilde{p}_i, \tilde{D}_i, \tilde{S}_i)\}\) are concatenated together and transformed as the
expressive high-dimensional feature representation \(\tilde{P}_i\) with a
Multi-Layer Perceptron (MLP). The point-wise feature is obtained from \(\tilde{P}_i\) and \(P(0)\):
\[
\tilde{P}_i = \text{MLP}_1(\{\tilde{p}_i \circ \tilde{D}_i \circ \tilde{S}_i\}),
\]
where "\(\circ\)" indicates the concatenation. In the third step, we use the
grid point aggregation [33]. The proposal box is divided into
\(N_y \times N_x \times N_x\) regularly distributed grid points. Given a grid
point \(g_n\), we group a set of \(K_1\) neighboring points within radius \(r\).
for feature aggregation along with set abstraction [30]:

\[ H_n = \max_k \{ \text{MLP}_3 \left( \tilde{p}_k - \hat{g}_n \right) \odot \tilde{p}_k \} \]  

(6)

where \( \| \tilde{p}_k - \hat{g}_n \| < r \). The \( C_k \)-dimensional RoI-Aligned point feature can be formulated with all the grid points:

\[ H = [H_1, \ldots, H_n, \ldots, H_{N_G}] \in \mathbb{R}^{C_k \times N_G}. \]  

(7)

We set the multiple group radii in the set abstraction for multi-scale information aggregation [30], and determine the box size margin \( d_{\text{size}} \) as the group radius.

**Map-view Feature Rol-Align.** Since the receptive field of the map-view feature in RPN increases in the hierarchical voxel encoder blocks, the map-view feature discards the details of objects but retains the structural information of objects. Thus, we use the grid points instead of the sampled keypoints in [33] to extract the compact map-view feature in the regions of objects. The local grid points \( \hat{g} \) is first transformed back to the global coordinate system in the raw point cloud. Then we project them onto BEV. The coordinates \((x_k, y_k)\) of the projected grid points on the map-view feature can be calculated by grid point global coordinates \( g \), down-sample stride \( s \) of map-view feature, quantization \( d \), and point cloud boundary as:

\[
\begin{align*}
g_x^{(\text{bev})} &= (g_x - X_{\text{min}}) / (d_x \times s), \\
g_y^{(\text{bev})} &= (g_y - Y_{\text{min}}) / (d_y \times s).
\end{align*}
\]

(8)

To avoid the quantization errors as introduced in [12, 31], we directly keep the floating-point coordinates \( g^{(\text{bev})} \) instead of rounding them. Given a projected grid point \( g^{(\text{bev})} \), we use the bilinear interpolation to compute its map-view feature \( M_n \) from its four nearest integer neighbors, which is clearly illustrated in Figure 3 (b). The \( C_m \)-dimensional map-view RoI feature \( M \) aligned by \( N_G \) grid points can be formulated as:

\[ M = [M_1, \ldots, M_n, \ldots, M_{N_G}] \in \mathbb{R}^{C_m \times N_G}. \]  

(9)

**Corner Geometry Embeddings.** The eight corners of the box are not usually included in the raw points, but they are closely related to the localization accuracy. Most methods only focus on the RoI features and ignore the geometry information of the boxes. The Corner Geometry Embeddings (CGEs) include the box geometry information in addition to the RoI features. As illustrated in Figure 3 (c), the eight corners’ coordinates \( X^{(c)} \in \mathbb{R}^{3 \times 8} \) are projected into a \( C' \)-dimensional space, ensuring that the low-dimensional coordinates of corners are not overwhelmed by the high-dimensional RoI features. Secondly, a 1-D convolution with kernel \( \theta \in \mathbb{R}^{C_k \times C} \) is applied to the eight corners for the final CGEs \( B \in \mathbb{R}^{C_k \times 1} \).

**Multi-stream Feature Aggregation.** As shown in Figure 3, the RoI-Aligned point feature \( H \) and map-view feature \( M \) are first concatenated together, then vectorized to be fused as \( Q' \) in a set of Fully Connected layers (FCs). Another set of FCs is used to transform the concatenation of the CGEs \( B \) and \( Q' \) as the final proposal feature \( Q \) for the detection branches, including a classification, a box regression, and an IoU estimation branch. All the three parallel branches are implemented in the same structure, consisting of a set of FCs for feature embedding and another fully connected layer with a different number of neurons adapting to the dimension of the output.

3.5.2 3D IoU Alignment. The IoU misalignment is caused by the proposal box refinement. Since the estimated IoUs are regressed from RoI-Aligned features using the proposal boxes, they are aligned to the proposal boxes, not the refined proposal boxes. The estimated IoUs from the proposal boxes cannot be used as the localization confidence for the refined proposal boxes in NMS. To align the estimated IoUs to the refined boxes, we replace the proposal boxes in the 3D RoI pooling with the refined proposal boxes in one more inference stage without training. Then the computed IoUs are aligned to the refined proposal boxes and used as the localization confidence for the refined proposal boxes de-redundancy in NMS.

### 3.6 Loss Function

Our network is optimized by a multi-task loss \( L_{\text{total}} \) as:

\[
L_{\text{total}} = a_1 L_{\text{rpn}} + a_2 L_{\text{seg}} + a_3 L_{\text{refine}},
\]

(10)

where the coefficients \( a_1, a_2, \) and \( a_3 \) are set to 1.0, 4.0, and 1.0 to balance the RPN loss \( L_{\text{rpn}} \) in [45], the point segmentation loss \( L_{\text{seg}} \) to supervise the semantic point feature learning, and the detection refinement loss \( L_{\text{refine}} \), respectively. The \( L_{\text{refine}} \) can be further formulated as:

\[
L_{\text{refine}} = L_{\text{cls}} + L_{\text{reg}} + L_{\text{iou}}.
\]

(11)

The classification loss \( L_{\text{cls}} \) is computed using the binary cross entropy loss. The box regression loss \( L_{\text{reg}} \) and the IoU estimation loss \( L_{\text{iou}} \) are both computed using the smooth-L1 loss on the \( N_{\text{reg}} \) proposals with IoU \( \geq \theta_{\text{reg}} \) in a manner as:

\[
L = \frac{1}{N_{\text{reg}}} \sum_i \left[ \text{IoU}_i \geq \theta_{\text{reg}} \right] L_{\text{smooth-L1}}(a_i, \hat{a}_i),
\]

(12)

where \( a_i \) and \( \hat{a}_i \) denote the target and prediction of specific item (i.e., IoU and the residuals of center coordinates, size, orientation) for the \( i \)-th proposal. The Iverson bracket indicator function \([\text{IoU}_i \geq \theta_{\text{reg}}] \) sets as 1 when \( \text{IoU}_i \geq \theta_{\text{reg}} \), otherwise, it sets as 0.

### 4 EXPERIMENTS

#### 4.1 Datasets

**KITTI Dataset.** The KITTI [8] is one of the most widely used 3D object detection datasets for autonomous driving. It contains 7481 training samples and 7518 testing samples, and annotates objects in the camera Field of Vision (FOV). We follow the common practice to divide the training samples as \( \text{train} \) split set (3712 samples) and the \( \text{val} \) split set (3769 samples) [3, 33, 45]. For submitting the results on the \( \text{test} \) set to the online benchmark, the training samples are randomly divided into two sets at a ratio of 4 : 1 for training and validation following [33, 47].

**Waymo Open Dataset.** The newly released Waymo Open Dataset (WOD) [38] is currently the largest public dataset for autonomous driving, including ~158K point cloud training samples and ~40K point cloud validation samples. Different from KITTI, the WOD provides object annotations in the full 360° fields. To further verify the effectiveness of our method, we also evaluate the performance of our method on the more challenging dataset WOD.
4.2 Implementation Details

Voxelization. Since the KITTI only provides the annotations in FOV, we set the quantization step $d$ as $(0.05, 0.05, 0.1)$ meters to voxelize point cloud within the range of $[0, 70.4], [-40, 40], [-3, 1]$ meters in $X, Y, Z$-axis. For WOD, the range of point cloud is $[-75.2, 75.2], [-75.2, 75.2], [-2, 4]$ meters for $X, Y, Z$-axis, and the quantization step $d$ is $(0.1, 0.1, 0.15)$ meters.

Network Architectures. The architecture of our voxel encoder follows the design in [33, 45]. It downsamples the voxel volumes with $1\times, 2\times 4\times, 8\times$ while it increases the feature dimension as 16, 32, 64, 128. The RPN head is adopted from the [45] for region proposal. The residual voxel-to-point decoder gradually aggregates the different number of voxels from the different voxel feature levels to the raw point clouds with the output feature dimension as 256, 192, 160, 128 and 128 for $p(4), p(3), p(2), p(1)$ and $p(0)$, respectively. For each proposal in the detection refinement stage, $N_C = 6 \times 6 \times 6$ grid points are generated to aggregate the cropped point clouds with multiple group radii $(0.8, 1.6)$ meters. The feature dimension $C_h, C_m$ and $C_b$ are set as 128 for RoI-Aligned point features, RoI-Aligned map-view features and corner geometry embeddings.

Training. Our model is trained from scratch in an end-to-end manner with the AdamW optimizer [25] and one-cycle policy [37] with LR 0.01, division factor 10, momentum ranges from 0.95 to 0.85, weight decay 0.01. A batch of 8 or 48 random point cloud samples is trained on 4 or 16 Tesla V100 GPUs with 80 or 30 epochs for KITTI and WOD, respectively. For the detection refinement stage, we sample 128 proposals from the RPN as the training samples. The foreground IoU threshold $\theta_1$ is set as 0.75, the background IoU threshold $\theta_b$ is set as 0.25 for classification branch. The threshold $\theta_{ref}$ mentioned in Equation 12 is empirically set as 0.55 to select approximately half of the sampled proposals for box regression and IoU estimation training, which follows [33, 34, 47]. To avoid overfitting, we employ four commonly used data augmentation strategies: ground truth sampling [45], random flipping along the $X$-axis, global scaling with a random scaling factor in $[0.95, 1.05]$, global rotation around the $Z$-axis with a random angle in $[-\pi, \pi]$. 

Inference. We perform the NMS on the RPN proposals with IoU threshold 0.85 to take the top-100 proposals as the input of the detection refinement stage. After refining the top-100 proposals, we align the estimated IoUs to the refined boxes.

4.3 Ablation Study

We conduct an extensive ablation study to analyze each component in our method. All models are trained with the same settings on the KITTI train split set and evaluated with 3D average precision (AP) from 40 recall positions for the car class on the KITTI val split set [11, 33, 46]. The best results are in bold. Objects are marked as three detection difficulties (easy, moderate, and hard) by KITTI, depending on their size, occlusion level, and truncation of 3D boxes.

### Detection Refinement Stage

Table 1 shows that the detection refinement stage can significantly improve the performance. We plot the actual IoU changes of the proposal boxes and the refined proposal boxes in Figure 4. It shows that the actual IoUs of the refined proposal boxes become higher than those of the proposal boxes, indicating the improvements in localization accuracy.

### 3D IoU Alignment

We use four sets of localization confidence as shown in Table 2. When we directly use the un-aligned IoUs estimated from the proposal boxes as the localization confidence, the localization accuracy is worse than that based on the classification score. To address the IoU misalignment, we do one more inference to estimate the IoUs from the RoI features aligned with the refined proposal boxes. The aligned IoUs guided NMS achieves higher 3D AP than the first two in Table 2. As shown in Figure 5, compared with the un-aligned IoUs, the aligned IoUs become more correlated to the actual IoUs of the refined proposal boxes. Besides, when we...
| Point | Map | CGEs | 3D AP |   |   |   |
|------|-----|------|-------|---|---|---|
| √    | √   | √    | 93.00 | 85.61 | 83.43 |
| ×    | √   | ×    | 92.38 | 82.88 | 80.24 |
| √    | ×   | ×    | 92.78 | 85.32 | 83.15 |
| √    | √   | ×    | 92.91 | 85.41 | 83.21 |

Table 3: Effects of each feature stream in 3D RoI-Pooling. Point, Map, and CGEs denote the RoI-Aligned point features, the RoI-Aligned map-view features, and the corner geometry embeddings.

| Segmentation Supervision | 3D AP |   |   |   |
|--------------------------|-------|---|---|---|
| ×                        | 92.79 | 85.34 | 83.10 |
| √                        | 93.00 | 85.61 | 83.43 |

Table 4: Performance comparison of the point feature learning with and without segmentation guidance.

multiply the aligned IoUs and the classification score following STD [47], the detection performance can be further improved.

3D RoI Pooling. Table 3 shows the effectiveness of each individual feature stream. When the point features are removed, the detection performance drops significantly, which implies that the fine-grained point features provide additional information to improve the localization accuracy. For the moderate and hard objects with much more sparse points, the 3D AP drops by 2.73% and 3.19%. As shown in the last two rows of Table 3, the map-view features and the corner geometry embeddings also contribute to the performance gains by providing the object structure information and the box corner information. As we mentioned, the map-view feature loses the detailed pose information that is preserved in the points. Thus, the point features contribute more than the map-view features to the performance improvement.

Supervised Point Feature Learning. We train a model with our best model structure but learning point features in an unsupervised manner. Table 4 shows that the point segmentation supervision brings performance improvements of 0.21%, 0.27%, and 0.33% on 3D AP, indicating that the semantic information is useful in the point feature learning.

4.4 Results on KITTI Dataset

Evaluation Metric. We evaluate our method on the KITTI test set following the common practice to report the 3D AP calculated from 40 recall positions. The official benchmark sets the IoU thresholds for cars, cyclists, and pedestrians as 0.7, 0.5, and 0.5, respectively.

We report the 3D AP on the KITTI test set in Table 5 and Table 6. Table 5 shows the performance comparison on the commonly used car class. Our method that only uses the point cloud from LiDAR outperforms both the LiDAR + Camera based and the LiDAR only based existing methods, especially on the challenging moderate and hard objects with much more sparse points. Compared with PV-RCNN [33], our method increases by 0.15% and 0.55% on the moderate and hard objects. Note that the performance on the moderate difficulty is used as the ranking criterion in the official KITTI leaderboard. Table 6 shows the performance comparison between our method and other methods on the KITTI test set for cyclist and pedestrian classes, respectively. Our method also achieves state-of-the-art performance against the existing methods. The qualitative results are shown at the top of Figure 6.

4.5 Results on Waymo Open Dataset

Evaluation Metric. The WOD official evaluation toolkit provides two difficulty levels: LEVEL_1 for boxes with more than five LiDAR points, and LEVEL_2 for boxes with at least one LiDAR point. The true positive IoU threshold is also set to 0.7.

To show the detection performance in the large-scale point cloud scene that includes more object instances in the full 360° fields, we evaluate our method on both LEVEL_1 and LEVEL_2 of the newly released WOD with 3D AP and BEV AP, respectively. Table 7 shows that our method consistently outperforms all the other methods with a significant improvement across all the metrics. The detection difficulty generally increases as the object getting far away from the LiDAR sensor due to the fewer points that can be captured. The performance of our method on LEVEL_1 and LEVEL_2 improves much more significantly along with the distance. Our method demonstrates a more significant improvement on the large-scale point cloud scenes in WOD. Unlike the sparse point feature extraction in PV-RCNN, the proposed voxel-to-point

Table 5: Performance comparison on car class of the KITTI test set. The top-2 results are in bold. “L” and “C” indicate the LiDAR and camera, respectively.

| Method          | Modality | Easy | Mod. | Hard |
|-----------------|----------|------|------|------|
| MV3D[3]         | L+C      | 74.97| 63.63| 54.00|
| AVOD[15]        | L+C      | 83.07| 71.76| 65.73|
| Conti-Fuse[21]  | L+C      | 83.68| 68.78| 61.67|
| F-PointNet[28]  | L+C      | 82.19| 69.79| 60.59|
| UberATG-MMF[20] | L+C      | 88.40| 77.43| 70.22|
| PointPainting[39]| L+C           | 82.11| 71.70| 67.08|
| PI-RCNN[44]     | L+C      | 84.37| 74.82| 70.03|
| VoxelNet[50]    | L        | 77.47| 65.11| 57.73|
| SECOND[45]      | L        | 83.34| 72.55| 65.82|
| PointPillars[16]| L        | 82.58| 74.31| 68.99|
| PointRCNN[34]   | L        | 86.96| 75.64| 70.70|
| FastPointRCNN[4]| L        | 85.29| 77.40| 70.24|
| STD[47]         | L        | 87.95| 79.71| 75.09|
| TANet[24]       | L        | 84.39| 75.94| 68.82|
| HotSpotNet[2]   | L        | 87.60| 78.31| 73.34|
| Part-A2[35]     | L        | 87.81| 78.49| 73.51|
| Associate-3Ddet[6]| L         | 85.99| 77.40| 70.53|
| SERCNN[48]      | L        | 87.74| 78.96| 74.30|
| Point-GNN[36]   | L        | 88.33| 79.47| 72.29|
| 3DSSD[46]       | L        | 88.36| 79.57| 74.55|
| PV-RCNN[33]     | L        | 90.25| 81.43| 76.82|
| Ours            | L        | 88.53| 81.58| 77.37|
decoder enables the effective extraction of the fine-grained point features for all raw points in a residual learning manner, which is the key to the performance gains when the model is assembled with the detection refinement as shown in the ablation study. The qualitative results are shown at the bottom of Figure 6.

5 CONCLUSION

We present an IoU-guided two-stage 3D object detector with a voxel-to-point decoder. We use the voxel-to-point decoder to effectively extract the fine-grained point features, which is crucial to the performance gains in our two-stage detector. The proposed 3D RoI pooling is effective in refining the proposal boxes and estimating the IoUs. We use a simple and efficient method for aligning the estimated IoUs to the refined proposal boxes, thereby further improving the localization accuracy. Experimental results on KITTI and Waymo Open Dataset demonstrate that our method outperforms state-of-the-art methods, and each component in our method is effective with performance gains.
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