OPTIMAL ERROR ESTIMATES OF MULTIPHYSICS FINITE ELEMENT METHOD FOR A NONLINEAR POROELASTICITY MODEL WITH NONLINEAR STRESS-STRAIN RELATIONS
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Abstract. In this paper, we study the numerical algorithm for a nonlinear poroelasticity model with nonlinear stress-strain relations. By using variable substitution, the original problem can be reformulated to a new coupled fluid-fluid system, that is, a generalized nonlinear Stokes problem of displacement vector field related to pseudo pressure and a diffusion problem of other pseudo pressure fields. A new technique is used to get the existence and uniqueness of the solution of the reformulated model and a fully discrete nonlinear finite element method is proposed to solve the model numerically. The multiphysics finite element is used to get the discretization of the space variable and the backward Euler method is taken as the time-stepping method in the fully discrete case. Stability analysis and the error estimation are given for the fully discrete case and numerical test are taken to verify the theoretical results.
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1. Introduction. Poromechanic is a fluid-solid interaction system at pore scale and is a branch of continuum mechanics and acoustics. If the solid is an elastic material, then the subject of the study is known as poroelasticity. Moreover, the elastic material may be governed by linear or nonlinear constitutive law, which then leads respectively to linear and nonlinear poroelasticity. The quasistatic poroelasticity model to be studied in this paper is given as (cf. [1–3]):

\begin{align*}
\text{(1.1)} & \quad -\text{div} \sigma(u) + \alpha \nabla p = f \quad \text{in } \Omega_T := \Omega \times (0, T) \subset \mathbb{R}^d \times (0, T), \\
\text{(1.2)} & \quad (c_0 p + \alpha \text{div } u)_t + \text{div } v_f = \phi \quad \text{in } \Omega_T,
\end{align*}

where

\begin{equation}
\text{(1.3)} \quad v_f := -\frac{K}{\mu_f} (\nabla p - \rho_f g).
\end{equation}
Here $\Omega \subset \mathbb{R}^d (d = 1, 2, 3)$ denotes a bounded polygonal domain with the boundary $\partial \Omega$. And $\mathbf{u}$ denotes the displacement vector of the solid and $p$ denotes the pressure of the solvent. $\mathbf{f}$ is the body force, $\mathbf{g}$ is the gravitational acceleration. $I$ denotes the $d \times d$ identity matrix. The permeability tensor $K = K(x)$ is assumed to be symmetric and uniformly positive definite in the sense that there exists positive constants $K_1$ and $K_2$ such that $K_1|\zeta|^2 \leq K(x)\zeta \cdot \zeta \leq K_2|\zeta|^2$ for a.e. $x \in \Omega$ and any $\zeta \in \mathbb{R}^d$. The solvent viscosity $\mu_f$, Biot-Willis constant $\alpha$, and the constrained specific storage coefficient $c_0$ are all positive. In addition, $\sigma(\mathbf{u})$ is called the nonlinear (effective) stress tensor, $\hat{\sigma}(\mathbf{u}, p) := \sigma(\mathbf{u}) - \alpha p I$ is the total stress tensor. $\mathbf{v}_f$ is the volumetric solvent flux and $\sigma(\mathbf{u})$ is the well-known Darcy’s law, and $\rho_f$ is a positive constant.

To close the system (1.1)-(1.2), the following set of boundary and initial conditions will be considered in this paper:

\begin{align}
(1.4) \quad \hat{\sigma}(\mathbf{u}, p) \mathbf{n} = \sigma(\mathbf{u}) \mathbf{n} - \alpha p \mathbf{n} = \mathbf{f}_i & \quad \text{on } \partial \Omega_T := \partial \Omega \times (0, T), \\
(1.5) \quad \mathbf{v}_f \cdot \mathbf{n} = -\frac{K}{\mu_f}(\nabla p - \rho_f \mathbf{g}) \cdot \mathbf{n} = \phi_1 & \quad \text{on } \partial \Omega_T, \\
(1.6) \quad \mathbf{u} = \mathbf{u}_0, \quad p = p_0 & \quad \text{in } \Omega \times \{t = 0\}.
\end{align}

We remark that poroelasticity model (1.1)-(1.2) has been widely applied in many fields such as material science, biomechanics and so on, for the details, one can see [2,4,5] and the references therein. Especially, the nonlinear poroelasticity model has been used to simulate the activity process of some biological tissues, for example, nonlinear poroelasticity model can be used to study soft tissue of orbit and mechanical mechanism of lung and other organs in human body, one can refer to [6, 7] and the references therein. Due to the complexity of nonlinear poroelasticity, there are few of theoretical results, as for the numerical results for the nonlinear poroelasticity problem, Levenston and Frank proposed a three-field (displacement, fluid flux, pressure) formula in [8], Chapelle and Gerbeau et al. proposed the operator splitting iteration method in [9], Berger, Bordas and Kay developed a stabilized low-order three-field mixed finite element method in [10] for the fully saturated incompressible small deformation case for which a linearly elastic model is sufficient. The low-order finite element method is relatively easy to implement and allows effective preconditioning by [11,13]. Vuong, Yoshihara and Wall use a three-field finite element method which is continuous in pressure in [14]. Berger, Bordas, Kay and Tavener construct a stabilized finite-element method to compute flow and finite-strain deformations in an incompressible poroelastic medium in [15], where the authors employ a three-field
mixed formulation to calculate displacement, fluid flux and pressure directly and introduce a Lagrange multiplier to enforce flux boundary conditions. The authors of [1,16] use the finite element method to solve the poroelasticity model directly and it will appear locking phenomenon. Recently, a HHO method is proposed for nonlinear poroelasticity and elasticity in [17] and [18]. As for the permeability tensor $K(\text{div} \, \mathbf{u})$ of nonlinear poroelasticity, one can refer to [19–25] and the references therein. At the same time, another main difficulty is how to decouple the coupled system and how to deal with the nonlinear terms in computation. In this work, we follow the method used in [3] to get the numerical algorithm. By introducing a new variable $q = \text{div} \, \mathbf{u}$ and a new denotation $\mathcal{N}(\varepsilon(\mathbf{u})) = \sigma(\mathbf{u}) - \lambda \text{div} \mathbf{u} I$, where Lamé constant $\lambda$ is computed from the Young’s modulus $E$ and the Poisson ratio $\nu$ by $\lambda = \frac{E\nu}{(1 + \nu)(1 - 2\nu)}$, we reformulate the nonlinear poroelasticity problem into a generalized nonlinear Stokes problem for the displacement vector field and pseudo pressure field and a diffusion problem for other pseudo pressure fields. To the best of our knowledge, there are few existing references to use the fully discrete multisphysics finite element method to study the nonlinear poroelasticity. In this work, the multiphysics nonlinear finite element method is used to solve the space variables, and the Newton iteration method is used to solve the nonlinear equations, and the backward Euler method is used to get the time discretization. The main novelty is that the multiphysics nonlinear finite element method is used and the error estimate is made for the numerical method.

This paper is organized as follows. In Section 2 we introduce the reformulated multiphysics model for the nonlinear poroelasticity and give the PDE analysis. In Section 3 we propose a fully discrete multiphysics nonlinear finite element method for the poroelasticity model, and give the stability analysis and convergence analysis of the multiphysics nonlinear finite element method. In Section 4 we present the numerical results to verify the efficiency of the proposed numerical methods. Finally, we draw a conclusion to summary the main works in this paper.

2. Multiphysics reformulation and its PDE analysis.

2.1. Multiphysics reformulation. To reveal the multi-physics progresses and to propose absolutely stable and high order numerical method, we firstly derive a multiphysics reformulation for the original model, and then make numerical approximation for the reformulated model. This is a key idea of this work and it will be seen in the later sections that this new approach is advantageous. To the
end, we introduce new variable $q := \text{div} \, \mathbf{u}$, and denote

$$
\mathcal{N}(\varepsilon(\mathbf{u})) := \sigma(\mathbf{u}) - \lambda q \mathbf{I}, \quad \eta := c_0 p + \alpha q, \quad \xi := \alpha p - \lambda q,
$$

where $\varepsilon(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T)$.

It is easy to check that

$$
p = \kappa_1 \xi + \kappa_2 \eta, \quad q = \kappa_1 \eta - \kappa_3 \xi,
$$

(2.1) where

$$
\kappa_1 := \frac{\alpha}{\alpha^2 + \lambda c_0}, \quad \kappa_2 := \frac{\lambda}{\alpha^2 + \lambda c_0}, \quad \kappa_3 := \frac{c_0}{\alpha^2 + \lambda c_0}.
$$

(2.2) Then (1.1)-(1.2) can be written as

$$
-\text{div} \, \mathcal{N}(\varepsilon(\mathbf{u})) + \nabla \xi = f \quad \text{in } \Omega_T,
$$

(2.3) 

$$
\kappa_3 \xi + \text{div} \, \mathbf{u} = \kappa_1 \eta \quad \text{in } \Omega_T,
$$

(2.4) 

$$
\eta_t - \frac{1}{\mu_f} \text{div} [K(\kappa_1 \xi + \kappa_2 \eta) - \rho_f \mathbf{g}] = \phi \quad \text{in } \Omega_T,
$$

(2.5) where $p$ and $q$ are related to $\xi$ and $\eta$ through the algebraic equations in (2.1).

The boundary and initial conditions (1.4)-(1.6) can be rewritten as

$$
\sigma(\mathbf{u}) \mathbf{n} - \alpha(\kappa_1 \xi + \kappa_2 \eta) \mathbf{n} = \mathbf{f}_1 \quad \text{on } \partial \Omega_T,
$$

(2.6) 

$$
-\frac{K}{\mu_f}(\nabla (\kappa_1 \xi + \kappa_2 \eta) - \rho_f \mathbf{g}) \cdot \mathbf{n} = \phi_1 \quad \text{on } \partial \Omega_T,
$$

(2.7) 

$$
\mathbf{u} = \mathbf{u}_0, \quad p = p_0 \quad \text{in } \Omega \times \{t = 0\}.
$$

(2.8)

**Remark 2.1.** It is clear that $(\mathbf{u}, \xi)$ satisfies a generalized nonlinear Stokes problem for a given $\eta$, where $\kappa_3 \xi$ in (2.4) acts as a penalty term, and $\eta$ satisfies a diffusion problem for a given $\xi$. This new formulation reveals the underlying deformation and diffusion processes which occurs in the poroelastic material.

**Remark 2.2.** The original pressure is eliminated in the reformulation, which will be helpful to overcome the “locking phenomenon”, the later numerical tests show that our proposed method has no “locking phenomenon” (see Section 4).

To define the weak solution, we need the standard function space notation, one can see [26, 28] for details. In particular, $(\cdot, \cdot)$ and $\langle \cdot, \cdot \rangle$ denote respectively the standard $L^2(\Omega)$ and $L^2(\partial \Omega)$ inner products. For any Banach space $B$, we let $B = [B]^d$, and use $B'$ to denote its dual space. In particular, we use $\langle \cdot, \cdot \rangle$ to denote the dual product on $H^1(\Omega)' \times H^1(\Omega)$, and $\| \cdot \|_{L^p(\Omega)}$ is a shorthand notation for $\| \cdot \|_{L^p((0,T);B)}$. 
Letting \( A = (a_{ij})_{n \times n} \), we respectively define the product \( (A, A) \), \( F \)-norm \( \| A \|_F \) and the \( L^2 \)-norm \( \| A \|_{L^2(\Omega)} \) of the matrix by

\[
\| A \|_F := (A : A)^{\frac{1}{2}} = \left( \sum_{i,j=1}^n a_{ij}^2 \right)^{\frac{1}{2}},
\]

\[
(A, A) = \int_\Omega A : A dx := \| A \|_{L^2(\Omega)} \text{ (or denoted by } \| A \|_{L^2})
\]

We also introduce the function spaces

\[
L^2_0(\Omega) := \{ q \in L^2(\Omega); (q, 1) = 0 \}, \quad X := H^1(\Omega).
\]

From [28], it is well known that the following so-called inf-sup condition holds in the space \( X \times L^2_0(\Omega) \):

\[
\sup_{v \in X} \frac{(\text{div } v, \varphi)}{\| v \|_{H^1(\Omega)}} \geq \alpha_0 \| \varphi \|_{L^2(\Omega)} \quad \forall \varphi \in L^2_0(\Omega), \quad \alpha_0 > 0.
\]

Let

\[
\text{RM} := \{ r := a + b \times x; a, b, x \in \mathbb{R}^d \}
\]

denotes the space of infinitesimal rigid motions. From [28, 30], it is well known that \( \text{RM} \) is the kernel of the strain operator \( \varepsilon \), that is, \( r \in \text{RM} \) if and only if \( \varepsilon(r) = 0 \). Hence, we have

\[
\varepsilon(r) = 0, \quad \text{div } r = 0 \quad \forall r \in \text{RM}.
\]

\( L^2_1(\partial\Omega) \) and \( H^1_\perp(\Omega) \) denote respectively the subspaces of \( L^2(\partial\Omega) \) and \( H^1(\Omega) \) which are orthogonal to \( \text{RM} \), that is,

\[
H^1_\perp(\Omega) := \{ v \in H^1(\Omega); (v, r) = 0 \ \forall r \in \text{RM} \},
\]

\[
L^2_1(\partial\Omega) := \{ g \in L^2(\partial\Omega); (g, r) = 0 \ \forall r \in \text{RM} \}.
\]

Next, we define the weak solutions to problem (1.1)–(1.6). For convenience, we assume that \( f, f_1, \phi, \phi_1 \) all are independent of \( t \) in the remaining of the paper. Note that all the results of this paper can be easily extended to the case of time-dependent source functions.

**Definition 2.1.** Let \( u_0 \in H^1(\Omega), f \in L^2(\Omega), f_1 \in L^2(\partial\Omega), p_0 \in L^2(\Omega), \phi \in L^2(\Omega), \) and \( \phi_1 \in L^2(\partial\Omega) \). Assume \( c_0 > 0 \) and \( (f, v) + (f_1, v) = 0 \) for any \( v \in \text{RM} \).

Given \( T > 0 \), a tuple \((u, p)\) with

\[
u \in L^\infty(0, T; H^1_\perp(\Omega)), \quad p \in L^\infty(0, T; H^2(\Omega)) \cap L^2(0, T; H^1(\Omega)),
\]

\[
p_t, (\text{div } u)_t \in L^2(0, T; H^1(\Omega))
\]
is called a weak solution to the problem (1.1)-(1.6), if for almost every \( t \in [0, T] \) there holds

\[
(2.13) \quad (N(\varepsilon(u)), \varepsilon(v)) + \lambda(\text{div} u, \text{div} v) - \alpha(p, \text{div} v) = (f, v) + \langle f_1, v \rangle \quad \forall v \in H^1(\Omega),
\]

\[
(2.14) \quad ((c_0 p + \text{adiv} u)\eta, \varphi) + \frac{1}{\mu_f} (K(\nabla p - \rho_f g), \nabla \varphi) = (\phi, \varphi) + \langle \phi_1, \varphi \rangle \quad \forall \varphi \in H^1(\Omega),
\]

\[
(2.15) \quad u(0) = u_0, \quad p(0) = p_0.
\]

Similarly, we can define a weak solution to the problem (2.3)-(2.5), (2.6)-(2.8).

**Definition 2.2.** Let \( u_0 \in H^1(\Omega), f \in L^2(\Omega), f_1 \in L^2(\partial\Omega), p_0 \in L^2(\Omega), \phi \in L^2(\Omega), \) and \( \phi_1 \in L^2(\partial\Omega) \). Assume \( c_0 > 0 \) and \( (f, v) + \langle f_1, v \rangle = 0 \) for any \( v \in \mathbf{RM} \). Given \( T > 0 \), a 3-tuple \((u, \xi, \eta)\) with

\[
\begin{align*}
&u \in L^\infty(0, T; H^1(\Omega)), \quad \xi \in L^\infty(0, T; L^2(\Omega)), \\
&\eta \in L^\infty(0, T; L^2(\Omega)) \cap H^1(0, T; H^1(\Omega)'),
\end{align*}
\]

is called a weak solution to the problem (2.3), (2.5), (2.6)-(2.8) if for almost every \( t \in [0, T] \), there has

\[
(2.16) \quad (N(\varepsilon(u)), \varepsilon(v)) - (\xi, \text{div} v) = (f, v) + \langle f_1, v \rangle \quad \forall v \in H^1(\Omega),
\]

\[
(2.17) \quad \kappa_3(\xi, \varphi) + (\text{div} u, \varphi) = \kappa_1(\eta, \varphi) \quad \forall \varphi \in L^2(\Omega),
\]

\[
(2.18) \quad (\eta_t, \psi) + \frac{1}{\mu_f} (K(\nabla(\kappa_1 \xi + \kappa_2 \eta) - \rho_f g), \nabla \psi) = (\phi, \psi) + \langle \phi_1, \psi \rangle \quad \forall \psi \in H^1(\Omega),
\]

\[
(2.19) \quad p := \kappa_1 \xi + \kappa_2 \eta, \quad q := \kappa_1 \eta - \kappa_3 \xi,
\]

\[
(2.20) \quad \eta(0) = \eta_0 := c_0 p_0 + \alpha q_0,
\]

where \( q_0 := \text{div} u_0 \), \( u_0 \) and \( p_0 \) are same as in Definition 2.1.

**Remark 2.3.** The reason for introducing the space \( H^1_\perp(\Omega) \) in the above two definitions is that the boundary condition (1.4) is a pure "Neumann condition". If it is replaced by a pure Dirichlet condition or by a mixed Dirichlet-Neumann condition, there is no need to introduce this space. Thus, from the analysis point of view, the pure Neumann condition case is the most difficult case.
2.2. Existence, uniqueness and regularity of the weak solution. From [31], we know that there exists a constant $c_1 > 0$ such that

$$\inf_{r \in \mathbb{R}^m} \|v + r\|_{L^2(\Omega)} \leq c_1 \|\varepsilon(v)\|_{L^2(\Omega)}, \quad \forall v \in H^1_\perp(\Omega).$$

Hence, for each $v \in H^1_\perp(\Omega)$ there holds

$$\|v\|_{L^2(\Omega)} = \inf_{r \in \mathbb{R}^m} \sqrt{\|v + r\|_{L^2(\Omega)}^2 - \|r\|_{L^2(\Omega)}^2} \leq c_1 \|\varepsilon(v)\|_{L^2(\Omega)},$$

and by the well-known Korn’s inequality in [31], there exists some $c_2 > 0$ satisfies that

$$\|v\|_{H^1(\Omega)} \leq c_2 (\|v\|_{L^2(\Omega)} + \|\varepsilon(v)\|_{L^2(\Omega)})$$

$$\leq c_2 (1 + c_1) \|\varepsilon(v)\|_{L^2(\Omega)}, \quad \forall v \in H^1_\perp(\Omega).$$

By Lemma 2.1 of [29] we know that for any $q \in L^2(\Omega)$, there exists $v \in H^1_\perp(\Omega)$ such that $\text{div} v = q$ and $\|v\|_{H^1(\Omega)} \leq C\|q\|_{L^2(\Omega)}$. An immediate consequence of this lemma is that there holds the following alternative version of the inf-sup condition:

$$\sup_{v \in H^1_\perp(\Omega)} \frac{(\text{div} v, \varphi)}{\|v\|_{H^1(\Omega)}} \geq \alpha_1 \|\varphi\|_{L^2(\Omega)}, \quad \forall \varphi \in L^2_0(\Omega), \quad \alpha_1 > 0.$$

To obtain the existence, uniqueness and regularity of the weak solution, we need the following assumption:

**Assumption 2.1.** There exist $C_c, C_l, C_m > 0$ and $C_c, C_m > \sqrt{2}\lambda$ such that

$$\sigma(u), \varepsilon(u) \geq C_c \|\varepsilon(u)\|_{L^2}^2,$$

$$\|\sigma(u) - \sigma(v)\| \leq C_l \|\varepsilon(u) - \varepsilon(v)\|_{L^2},$$

$$\|\sigma(u) - \sigma(v), \varepsilon(u) - \varepsilon(v)\| \geq C_m \|\varepsilon(u) - \varepsilon(v)\|_{L^2}^2.$$

We remark that Assumption 2.1 is reasonable for that there exist some terms of $\sigma(u)$ satisfies (2.24)-(2.26), as for the details, one can refer to [17] or [32], and we omit the details here.

**Lemma 2.3.** Assume that $u, v \in L^\infty(0, T; H^1_\perp(\Omega))$, there exists $C_{cv}, C_{lp}, C_{mn} > 0$ satisfy the following conditions:

$$\|\mathcal{N}(\varepsilon(u)), \varepsilon(u)\|_{L^2} \geq C_{cv} \|\varepsilon(u)\|_{L^2}^2,$$

$$\|\mathcal{N}(\varepsilon(u)) - \mathcal{N}(\varepsilon(v))\| \leq C_{lp} \|\varepsilon(u) - \varepsilon(v)\|_{L^2},$$

$$\|\mathcal{N}(\varepsilon(u)) - \mathcal{N}(\varepsilon(v)), \varepsilon(u) - \varepsilon(v)\| \geq C_{mn} \|\varepsilon(u) - \varepsilon(v)\|_{L^2}^2.$$
Proof. Using (2.25), we have

$$
\| \mathcal{N}(\varepsilon(u)) - \mathcal{N}(\varepsilon(v)) \|_{L^2} = \| \sigma(u) - \lambda \text{div} u I - \sigma(v) + \lambda \text{div} v I \|_{L^2}
\leq \| \sigma(u) - \sigma(v) \|_{L^2} + \lambda \| \text{div} u I - \text{div} v I \|_{L^2}
\leq C_l \| \varepsilon(u) - \varepsilon(v) \|_{L^2} + \lambda \| \text{div} u I - \text{div} v I \|_{L^2}
\leq C_l \| \varepsilon(u) - \varepsilon(v) \|_{L^2} + \sqrt{2\lambda} \| \varepsilon(u) - \varepsilon(v) \|_{L^2}
= (C_l + \sqrt{2\lambda}) \| \varepsilon(u) - \varepsilon(v) \|_{L^2},
$$

which implies that (2.28) holds with $C_{lp} := C_l + \sqrt{2\lambda}$.

Similarly, using (2.27) and the Cauchy-Schwartz inequality, we get

$$(2.30) \quad (\mathcal{N}(\varepsilon(u)), \varepsilon(u)) = (\sigma(u) - \lambda \text{div} u I, \varepsilon(u))
\geq C_c \| \varepsilon(u) \|_{L^2}^2 - \lambda \| \text{div} u I, \varepsilon(u) \| \geq C_c \| \varepsilon(u) \|_{L^2}^2 - \sqrt{2\lambda} \| \varepsilon(u) \|_{L^2}^2
= (C_c - \sqrt{2\lambda}) \| \varepsilon(u) \|_{L^2}^2,$$

which implies that (2.27) holds with $C_{cv} := C_c - \sqrt{2\lambda} > 0$.

It is easy to check that (2.29) holds if $C_{mn} := C_m - \sqrt{2\lambda} > 0$. The proof is complete. \[\square\]

**Lemma 2.4.** There exists a positive constant $C_1 = C_1(\| u_0 \|_{H^1(\Omega)}, \| p_0 \|_{L^2(\Omega)}, \| f \|_{L^2(\Omega)}, \| f_t \|_{L^2(\partial\Omega)}, \| \phi \|_{L^2(\Omega)}, \| \phi_t \|_{L^2(\partial\Omega)})$ such that

$$(2.31) \quad \sqrt{C_{cv}} \| \varepsilon(u) \|_{L^\infty(0,T;L^2(\Omega))} + \sqrt{K_2} \| \eta \|_{L^\infty(0,T;L^2(\Omega))}
+ \sqrt{K_3} \| \xi \|_{L^\infty(0,T;L^2(\Omega))} + \sqrt{K_1 \mu_f} \| \nabla p \|_{L^2(0,T;L^2(\Omega))} \leq C_1,$$

$$(2.32) \quad \| u \|_{L^\infty(0,T;L^2(\Omega))} \leq C_1, \quad \| p \|_{L^\infty(0,T;L^2(\Omega))} \leq C_1 (\kappa^2 + \kappa_1 \kappa_2),$$

$$(2.33) \quad \| \xi \|_{L^2(0,T;L^2(\Omega))} \leq C_1, \quad \| \eta \|_{L^2(0,T;L^2(\Omega))} \leq C_1 \kappa_1^{-1} (1 + \kappa_2^2).$$

**Proof.** Using (2.18) and taking $\psi = p$, we have

$$(2.34) \quad \int_0^t (\eta_t, p) \, ds + \int_0^t \frac{1}{\mu_f} (K(\nabla (\kappa_1 \xi + \kappa_2 \eta) - \rho_f g), \nabla p) \, ds
= \int_0^t \| (\phi, p) + (\phi_1, p) \| ds \quad \forall \psi \in H^1(\Omega).$$

Taking $v = u_t$ in (2.16) and differential (2.17) with respect to $t$ and takes $\varphi = \xi$, we have

$$(2.35) \quad \int_0^t (\eta_t, p) \, ds = \int_0^t (\eta_t, \kappa_1 \xi + \kappa_2 \eta) \, ds$$
Substituting (2.35) and (2.36) into (2.34), we obtain

\[ p(t) = \int_0^t (\eta(t), \kappa_1 \xi) ds + \int_0^t (\eta(t), \kappa_2 \eta) ds = \frac{1}{2} \kappa_2 (\| \eta(t) \|^2_{L^2(\Omega)} - \| \eta(0) \|^2_{L^2(\Omega)}) + \int_0^t (\eta(t), \kappa_1 \xi) ds \]

and

\[ (2.36) \int_0^t (\eta, \kappa_1 \xi) ds = \int_0^t (q_t + \kappa_3 \xi_t, \xi) ds \]

\[ = \int_0^t (\text{div} u, \xi) ds + \frac{1}{2} \kappa_3 \left( \| \xi(t) \|^2_{L^2(\Omega)} - \| \xi(0) \|^2_{L^2(\Omega)} \right) \]

\[ = \int_0^t [(\mathcal{N}(\varepsilon(u)), \varepsilon(u)) - (f, u) + \langle f_1, u \rangle] ds \]

\[ + \frac{1}{2} \kappa_3 (\| \xi(t) \|^2_{L^2(\Omega)} - \| \xi(0) \|^2_{L^2(\Omega)}) \]

Substituting (2.35) and (2.36) into (2.34), we obtain

\[ (2.37) \int_0^t (\mathcal{N}(\varepsilon(u)), \varepsilon(u)) ds + \frac{1}{2} \left[ \kappa_2 \| \eta(t) \|^2_{L^2(\Omega)} + \kappa_3 \| \xi(t) \|^2_{L^2(\Omega)} \right] \]

\[ + \frac{1}{\mu_f} \int_0^t (K(\nabla p - \rho_f g), \nabla p) ds \]

\[ = \frac{1}{2} \left[ \kappa_2 \| \eta(0) \|^2_{L^2(\Omega)} + \kappa_3 \| \xi(0) \|^2_{L^2(\Omega)} - 2(f, u(0)) - 2(f_1, u(0)) \right] \]

\[ + \int_0^t (\phi, p) ds + \int_0^t \langle \phi_1, p \rangle ds. \]

Using (2.27) and (2.37), and Poincare inequality, we see that (2.31) and (2.32) holds.

Note that (2.33) follows from (2.31), (2.21), the Poincaré inequality, and the relation \( p = \kappa_1 \xi + \kappa_2 \eta. \]

**Lemma 2.5.** Let \((u, \xi, \eta)\) be the weak solution of the problem (2.3) - (2.5) with (1.4) - (1.6), and suppose that \(u_0\) and \(p_0\) are sufficiently smooth, then there exist positive constants \(C_2 = C_2(C_1, \| \nabla p_0 \|_{L^2(\Omega)})\) and \(C_3 = C_3(C_1, C_2, \| u_0 \|_{H^2(\Omega)}, \| p_0 \|_{H^2(\Omega)})\) such that

\[ (2.38) \sqrt{C_{cv}} \| \varepsilon(u) \|_{L^2(\Omega)} + \sqrt{\kappa_2} \| \eta(t) \|_{L^2(0,T;L^2(\Omega))} \]

\[ + \sqrt{\kappa_3} \| \xi_t \|_{L^2(0,T;L^2(\Omega))} + \sqrt{\frac{K_1}{\mu_f}} \| \nabla p \|_{L^\infty(0,T;L^2(\Omega))} \leq C_2, \]

\[ (2.39) \sqrt{C_{cv}} \| \varepsilon(u) \|_{L^2(\Omega)} + \sqrt{\kappa_2} \| \eta(t) \|_{L^\infty(0,T;L^2(\Omega))} \]

\[ + \sqrt{\kappa_3} \| \xi_t \|_{L^\infty(0,T;L^2(\Omega))} + \sqrt{\frac{K_1}{\mu_f}} \| \nabla p_t \|_{L^2(0,T;L^2(\Omega))} \leq C_3, \]
(2.40) \[ \|\eta t\|_{L^2(H^1(\Omega)') \leq \sqrt{\frac{K_\eta}{\mu f}} C_3. \]

**Proof.** Note that \( f, f_1, \phi \) and \( \phi_1 \) all are assumed to be independent of \( t \). Differentiating (2.16) and (2.17) with respect to \( t \), taking \( v = u_t \) and \( \varphi = \xi_t \) in (2.16) and (2.17) respectively, and adding the resulting equations up, we have

\[
(2.41) \quad (N_t(\varepsilon(u)), \varepsilon(u_t)) = (q_t, \xi_t) = \kappa_1(\eta_t, \xi_t) - \kappa_3\|\xi_t\|_{L^2(\Omega)}^2.
\]

Setting \( \psi = p_t = \kappa_1\xi_t + \kappa_2\eta_t \) in (2.18) gives

\[
(2.42) \quad \kappa_1(\eta_t, \xi_t) + \kappa_2\|\eta_t\|_{L^2(\Omega)}^2 + \frac{K}{2\mu f} \frac{d}{dt}\|\nabla p - \rho f g\|_{L^2(\Omega)}^2 = \frac{d}{dt}\left[(\phi, p) + \langle \phi_1, p \rangle\right].
\]

By adding (2.41) and (2.42) and integrating on the interval \([0, T]\), we have

\[
\begin{align*}
K & \frac{d}{dt}\|\nabla p(t) - \rho f g\|_{L^2(\Omega)}^2 + \int_0^t \left[(N_t(\varepsilon(u)), \varepsilon(u_t)) + \kappa_2\|\eta_t\|_{L^2(\Omega)}^2 + \kappa_3\|\xi_t\|_{L^2(\Omega)}^2\right] ds \\
& = K \frac{d}{dt}\|\nabla p_0 - \rho f g\|_{L^2(\Omega)}^2 + (\phi, p(t) - p_0) + \langle \phi_1, p(t) - p_0 \rangle,
\end{align*}
\]

The above inequality and (2.27) implies (2.38).

To prove (2.39), firstly, differentiating (2.16) one time with respect to \( t \) and setting \( v = u_t \), differentiating (2.17) twice with respect to \( t \) and setting \( \varphi = \xi_t \), and adding the resulting equations, we get

\[
(2.43) \quad (N_t(\varepsilon(u)), \varepsilon(u_t)) = (q_t, \xi_t) = \kappa_1(\eta_t, \xi_t) - \frac{\kappa_3}{2} \frac{d}{dt}\|\xi_t\|_{L^2(\Omega)}^2.
\]

Secondly, differentiating (2.18) with respect to \( t \) one time and taking \( \psi = p_t = \kappa_1\xi_t + \kappa_2\eta_t \), we have

\[
(2.44) \quad \kappa_1(\eta_t, \xi_t) + \frac{\kappa_2}{2} \frac{d}{dt}\|\eta_t\|_{L^2(\Omega)}^2 + \frac{K}{\mu f} \|\nabla p_t\|_{L^2(\Omega)}^2 = 0.
\]

Finally, adding the above two qualities and integrating on the interval \([0, t]\), we can get

\[
(2.45) \quad 2\int_0^t (N_t(\varepsilon(u)), \varepsilon(u_t)) ds + \kappa_2\|\eta_t(t)\|_{L^2(\Omega)}^2 + \kappa_3\|\xi_t(t)\|_{L^2(\Omega)}^2 + \\
2\frac{2K}{\mu f} \int_0^t \|\nabla p_t\|_{L^2(\Omega)}^2 ds = \kappa_2\|\eta_t(0)\|_{L^2(\Omega)}^2 + \kappa_3\|\xi_t(0)\|_{L^2(\Omega)}^2.
\]

Using (2.45) and (2.27), we can deduce that (2.39) holds.

Using (2.39) and the following inequality

\[
(\eta_t, \psi) = -\frac{1}{\mu f} (K\nabla p, \nabla \psi) \leq \frac{K}{\mu f} \|\nabla p\|_{L^2(\Omega)} \|\nabla \psi\|_{L^2(\Omega)} \quad \forall \psi \in H^1_0(\Omega),
\]

as desired.
we implies that (2.40) holds. The proof is complete. □

THEOREM 2.6. Assume that \( u_0 \in H^1(\Omega), f \in L^2(\Omega), f_1 \in L^2(\partial \Omega), p_0 \in L^2(\Omega), \phi \in L^2(\Omega), \phi_1 \in L^2(\partial \Omega) \) and Assumption 2.1 hold, then there exists a unique weak solution \((u, \xi, \eta)\) of the problem (2.16)-(2.20).

Proof. Using Lemma 2.4, Lemma 2.5 and Schauder fixed point theorem (cf. [33]), we can deduce that the solution of (2.16)-(2.20) exists. Taking \( \psi \equiv 1 \) in (2.18), we get

\[
C_\eta(t) := (\eta(\cdot, t), 1) = (\eta_0, 1) + [(\phi, 1) + 1]_t, \quad t \geq 0,
\]
which implies that \( \eta \) is unique. From (2.16) and (2.17), we obtain

\[
(N(\varepsilon(u_1)) - N(\varepsilon(u_2)), \varepsilon(v)) - (\xi_1 - \xi_2, \text{div} v) = 0 \quad \forall v \in H^1(\Omega),
\]
\[
(\kappa_3(\xi_1 - \xi_2, \varphi) + (\text{div} u_1 - \text{div} u_2, \varphi) = 0 \quad \forall \varphi \in L^2(\Omega).
\]
Take \( v = u_1 - u_2, \varphi = \xi_1 - \xi_2 \) in (2.47)-(2.48), and by using (2.29), we have

\[
0 \leq C_{mn} \|\varepsilon(u_1) - \varepsilon(u_2)\|_{L^2}^2 + \kappa_3 \|\xi_1 - \xi_2\|_{L^2}^2 = 0,
\]
which implies that \( u_1 = u_2. \)

From (2.49) and (2.19), we can get that \( p_1 - p_2 = 0, q_1 - q_2 = 0. \) The proof is complete. □

3. Fully discrete multiphysics finite element methods.

3.1. Formulation of fully discrete finite element methods. Let \( \mathcal{T}_h \) be a quasi-uniform triangulation or rectangular partition of \( \Omega \) with maximum mesh size \( h \), and \( \bar{\Omega} = \bigcup_{K \in \mathcal{T}_h} \bar{K} \). Also, let \((X_h, M_h)\) be a stable mixed finite element pair, that is, \( X_h \subset H^1(\Omega) \) and \( M_h \subset L^2(\Omega) \) satisfy the inf-sup condition

\[
\sup_{v_h \in X_h} \frac{(\text{div} v_h, \varphi_h)}{\|v_h\|_{H^1(\Omega)}} \geq \beta_0 \|\varphi_h\|_{L^2(\Omega)} \quad \forall \varphi_h \in M_{0h} := M_h \cap L^2_0(\Omega), \quad \beta_0 > 0.
\]

A number of stable mixed finite element spaces \((X_h, M_h)\) have been known in the literature [34]. A well-known example is the following so-called Taylor-Hood element (cf. [34,35]):

\[
X_h = \{ v_h \in C^0(\bar{\Omega}); v_h|_K \in P_2(K) \quad \forall K \in \mathcal{T}_h \},
\]
\[
M_h = \{ \varphi_h \in C^0(\bar{\Omega}); \varphi_h|_K \in P_1(K) \quad \forall K \in \mathcal{T}_h \}.
\]

Finite element approximation space \( W_h \) for \( \eta \) variable can be chosen independently, any piece-wise polynomial space is acceptable provided that \( W_h \supset M_h. \)
The most convenient choice is $W_h = M_h$, which will be adopted in the remainder of this paper.

We define

$$V_h = \{ v_h \in X_h; (v_h, r) = 0 \forall r \in RM \}. $$

It is easy to check that $X_h = V_h \oplus RM$. It was proved in [36] that there holds the following alternative version of the above inf-sup condition:

$$\sup_{v_h \in V_h} \frac{\langle \text{div} v_h, \varphi_h \rangle}{\|v_h\|_{H^1(\Omega)}} \geq \beta_1 \| \varphi_h \|_{L^2(\Omega)} \quad \forall \varphi_h \in M_{0h}, \quad \beta_1 > 0. $$

**Algorithm 3.1.** The fully discrete multiphysics finite element algorithm for the nonlinear poroelasticity.

1. Compute $u_h^0 \in V_h$ and $q_h^0 \in W_h$ by $u_h^0 = u_0, p_h^0 = p_0$.
2. For $n = 0, 1, 2, \ldots$, do the following two steps.

   **Step 1:** Get
   $$\begin{align*}
      (N_h(\varepsilon(u_h^{n+1,i+1})), \varepsilon(v_h)) - (\xi_h^{n+1,i+1}, \text{div} v_h) &= (f, v_h) + (f_1, v_h) \quad \forall v_h \in V_h, \\
      \kappa_3(\xi_h^{n+1,i+1}, \varphi_h) + (\text{div} u_h^{n+1,i+1}, \varphi_h) &= \kappa_1(\eta_h^{n+1,i+1}, \varphi_h) \quad \forall \varphi_h \in M_h, \\
      (d_t \eta_h^{n+1,i+1}, \psi_h) + \frac{1}{\mu_f} (K(\nabla(\kappa_1(\xi_h^{n+1,i+1} + \kappa_2(\eta_h^{n+1,i+1}))) - \rho_f \mathbf{g} \cdot \nabla \psi_h) &= (\phi, \psi_h) + (\phi_1, \psi_h),
   \end{align*}$$

   where $\theta = 0$ or $1$.

   **Step 2:** Update $p_h^{n+1}$ and $q_h^{n+1}$ by

   $$p_h^{n+1} = \kappa_1 \xi_h^{n+1} + \kappa_2 \eta_h^{n+1}, \quad q_h^{n+1} = \kappa_1 \eta_h^{n+1} - \kappa_3 \xi_h^{n+1}. $$

**Remark 3.1.**

(a) In Step 1, the nonlinear equations of (3.4)–(3.5) can be solved by the Newton iterative method as follows:

$$(N_h(\varepsilon(u_h^{n+1,i+1})), \varepsilon(v_h)) - (\xi_h^{n+1,i+1}, \text{div} v_h) = (f, v_h) + (f_1, v_h),$$

$$(\kappa_3(\xi_h^{n+1,i+1}, \varphi_h) + (\text{div} u_h^{n+1,i+1}, \varphi_h) = \kappa_1(\eta_h^{n+1,i+1}, \varphi_h),$$

where $(N_h(\varepsilon(u_h^{n+1,i+1})), \varepsilon(v_h)) = (N(\varepsilon(u_h^{n+1,i+1})), \varepsilon(v_h)) = (N(\varepsilon(u_h^{n+1,i+1})), \varepsilon(v_h)) + D N(\varepsilon(u_h^{n+1,i+1})), \varepsilon(v_h)).$

(b) If $\theta = 0$, Step 1 consists of two decoupled sub-problems which can be solved independently. On the other hand, if $\theta = 1$, Algorithm 3.1 is a coupled system.
3.2. Existence and uniqueness of numerical solution. Taking the similar argument of [17], we obtain the following result of existence and uniqueness.

**Theorem 3.1.** The numerical solution \( \{ (u_h^n, \xi_h^n, \eta_h^n) \}_{n \geq 0} \) of the fully discrete multiphysics finite element algorithm (3.4)-(3.6) exists uniquely.

**Proof.** Denote \( a_h(u_h^n, v_h) = (N(\varepsilon(u_h^n)), \varepsilon(v_h)), \) also define the following bilinear form \( a_h^{lin}(u_h^n, v_h) \):

\[
a_h^{lin}(u_h^n, v_h) = C_{cv}(\varepsilon(u_h^n), \varepsilon(v_h)), \forall v_h \in V_h.
\]

We consider the following linear auxiliary problem: find \( (y_h^{n+1}, \xi_h^{n+1}, \eta_h^{n+\theta}) \in V_h \times M_h \times M_h \) satisfy that

\[
a_h^{lin}(y_h^{n+1}, v_h) - (\xi_h^{n+1}, \text{div}v_h) = (f, v_h) + (f_1, v_h), \quad \forall v_h \in V_h,
\]

\[
(\kappa_3 \xi_h^{n+1}, \varphi_h) + (\text{div}y_h^{n+1}, \varphi_h) = k_1(\eta_h^{n+\theta}, \varphi_h), \quad \forall \varphi_h \in M_h,
\]

\[
(d_n \eta_h^{n+1}, \psi_h) + \frac{1}{\mu_f} (K(\nabla(\kappa_3 \xi_h^{n+1} + \kappa_2 \eta_h^{n+1}) - \rho_f g), \nabla \psi_h)
\]

\[
= \langle \phi, \psi_h \rangle + \langle \phi_1, \psi_h \rangle, \quad \forall \psi_h \in M_h
\]

with the boundary conditions of (2.6)-(2.8).

Following the method of [3], we can prove that the solution of (3.11) uniquely exists, here we omit the details of the proof.

Next, we define a mapping \( \Phi_h : V_h \rightarrow V_h \) such that

\[
a_h^{lin}(\Phi_h(v_h^{n+1}), w_h) = a_h(v_h^{n+1}, w_h), \quad \forall w_h \in V_h.
\]

Next, we will show that \( \Phi_h \) is an isomorphism by two steps:

(i) Prove that \( \Phi_h \) is a injective mapping. Assume that \( v_h^{n+1} \neq v_h^{n+1} \in V_h \) satisfy \( \Phi_h(v_h^{n+1}) = \Phi_h(v_h^{n+1}) \). Using (2.29), we have

\[
0 \leq a_h(v_h^{n+1}, v_h^{n+1} - v_h^{n+1}) - a_h(v_h^{n+1}, v_h^{n+1} - v_h^{n+1})
\]

\[
= a_h^{lin}(\Phi_h(v_h^{n+1}) - \Phi_h(v_h^{n+1}), v_h^{n+1} - v_h^{n+1})
\]

\[
= 0,
\]

which implies that \( v_h^{n+1} = v_h^{n+1} \). Thus, we see that the above hypothesis does not hold, so \( \Phi_h \) is a injective mapping.

(ii) Prove that \( \Phi_h \) is surjective. From [37], we know that \( \Psi \) is surjective if \( (E, (\cdot, \cdot)_E) \) is a Euclidean space and \( \Psi : E \rightarrow E \) is a continuous mapping such that \( \frac{(\Psi(x), x)_E}{\|x\|_E} \rightarrow +\infty \) as \( \|x\|_E \rightarrow +\infty \). Since \( (V_h, a_h^{lin}(\cdot, \cdot)) \) is a Euclidean space, from the definition of \( a_h^{lin} \) and (2.27) yields:

\[
a_h^{lin}(\Phi_h(v_h^{n+1}), v_h^{n+1}) \geq a_h^{lin}(v_h^{n+1}, v_h^{n+1}), \forall v_h^{n+1} \in V_h.
\]
From (i) and (ii), we claim that $\Phi_h$ is an isomorphism. Therefore, there exists a unique $u_h^{n+1} \in V_h$ such that $\Phi_h(u_h^{n+1}) = y_h^{n+1}$. Due to the uniqueness of $y_h^{n+1}$, we see that $(u_h^{n+1}, v_h^{n+1}, q_h^{n+1})$ is the unique solution of the discrete problem (3.4)-(3.6). The proof is finished. □

3.3. Convergence analysis. To derive the error estimates, we need to list some basic results, one can refer to [26, 27, 34]. We firstly recall the following inverse inequality:

\begin{equation}
\|\nabla \varphi_h\|_{L^2(K)} \leq c_2 h^{-1} \|\varphi_h\|_{L^2(K)} \quad \forall \varphi_h \in P_r(K), K \in T_h.
\end{equation}

For any $\varphi \in L^2(\Omega)$, we define its $L^2$-projection $Q_h : L^2 \rightarrow W_h$ as

\begin{equation}
(Q_h \varphi, \psi_h) = (\varphi, \psi_h) \quad \psi_h \in W_h.
\end{equation}

It is well known that the projection operator $Q_h : L^2 \rightarrow W_h$ satisfies that for any $\varphi \in H^s(\Omega)(s \geq 1)$ [26],

\begin{equation}
\|Q_h \varphi - \varphi\|_{L^2(\Omega)} + h \|\nabla (Q_h \varphi - \varphi)\|_{L^2(\Omega)} \leq C h^{\ell} \|\varphi\|_{H^\ell(\Omega)}, \quad \ell = \min\{2, s\}.
\end{equation}

We would like to point out that if $W_h \not\subset H^1(\Omega)$, the second term on the left-hand side of (3.17) has to be replaced by the broken $H^1$-norm.

Next, for any $\varphi \in H^1(\Omega)$, we define its elliptic projection $S_h \varphi$ by

\begin{equation}
(K \nabla S_h \varphi, \nabla \varphi_h) = (K \nabla \varphi, \nabla \varphi_h) \quad \forall \varphi_h \in W_h,
\end{equation}

\begin{equation}
(S_h \varphi, 1) = (\varphi, 1).
\end{equation}

It is well known that the projection operator $S_h : H^1(\Omega) \rightarrow W_h$ satisfies that for any $\varphi \in H^s(\Omega)(s > 1)$ [26], there holds

\begin{equation}
\|S_h \varphi - \varphi\|_{L^2(\Omega)} + h \|\nabla (S_h \varphi - \varphi)\|_{L^2(\Omega)} \leq C h^{\ell} \|\varphi\|_{H^\ell(\Omega)}, \quad \ell = \min\{2, s\}.
\end{equation}

Finally, for any $v \in H^1_\perp(\Omega)$, we define its elliptic projection $R_h v$ by

\begin{equation}
(\varepsilon(R_h v), \varepsilon(w_h)) = (\varepsilon(v), \varepsilon(w_h)) \quad w_h \in V_h.
\end{equation}

It is easy to show that the projection $R_h v$ satisfies (cf. [26]) that for any $v \in H^1_\perp(\Omega) \cap H^s(\Omega)(s > 1)$, there holds

\begin{equation}
\|R_h v - v\|_{L^2(\Omega)} + h \|\nabla (R_h v - v)\|_{L^2(\Omega)} \leq C h^m \|v\|_{H^m(\Omega)}, \quad m = \min\{3, s\}.
\end{equation}

Lemma 3.2. There exists a positive constant $C_{lp}$ such that

\begin{equation}
\|\mathcal{N}(\varepsilon(v)) - \mathcal{N}(\varepsilon(R_h v))\|_{L^2(\Omega)} \leq C_{lp} h^{m-1} \|v\|_{H^m(\Omega)}, \quad m = \min\{3, s\}.
\end{equation}
Proof. Using (2.28), (3.22) and the triangle inequality, we have

$$\|\mathcal{N}(\varepsilon(v)) - \mathcal{N}(\varepsilon(\mathcal{R}_h(v)))\|_{L^2(\Omega)} \leq C_{lp} \|\varepsilon(v) - \varepsilon(\mathcal{R}_h(v))\|_{L^2(\Omega)}$$

$$= C_{lp} \|\varepsilon(v - \mathcal{R}_h(v))\|_{L^2(\Omega)}$$

$$\leq CC_{lp} \|\nabla(v - \mathcal{R}_h(v))\|_{L^2(\Omega)}$$

$$\leq C_{lp} h^{m-1} \|\varepsilon\|_{H^m(\Omega)},$$

which implies that (3.23) holds. The proof is complete. □

Also, we introduce the following symbols

$$E_u^n = u(t_n) - \mathcal{R}_h(u(t_n)) + \mathcal{R}_h(u(t_{n+1})) - u_h^n := \Lambda_u^n + \Theta_u^n,$$

$$E_\xi^n = \xi(t_n) - \mathcal{S}_h(\xi(t_n)) + \mathcal{S}_h(\xi(t_{n+1})) - \xi_h^n := \Lambda_\xi^n + \Theta_\xi^n,$$

$$E_\eta^n = \eta(t_n) - \mathcal{S}_h(\eta(t_n)) + \mathcal{S}_h(\eta(t_{n+1})) - \eta_h^n := \Lambda_\eta^n + \Theta_\eta^n,$$

$$E_p^n = p(t_n) - \mathcal{S}_h(p(t_n)) + \mathcal{S}_h(p(t_{n+1})) - p_h^n := \Pi_p^n + \Phi_p^n.$$  

Lemma 3.3. Assume that \{\{u_h^n, \xi_h^n, \eta_h^n\}\} \_n \geq 0 is generated by Algorithm 3.1 and \Lambda_u^n, \Theta_u^n, \Lambda_\xi^n, \Theta_\xi^n, \Lambda_\eta^n and \Theta_\eta^n are defined as above. Then there holds the following estimate:

$$E_h^\ell + \Delta t \sum_{n=1}^\ell \left[ \frac{1}{\mu_f} (K \nabla \hat{\Theta}_p^{n+1} - K \rho_f g, \nabla \hat{\Theta}_p^{n+1}) 
$$

$$+ \kappa_2 \|d_t \Phi_\eta^{n+1}\|^2_{L^2(\Omega)} + \kappa_3 \|d_t \Phi_\xi^{n+1}\|^2_{L^2(\Omega)} \right]$$

$$\leq E_h^0 + \Delta t \sum_{n=1}^\ell \left[ (\Pi_\xi^{n+1}, \text{div } \Theta_u^{n+1}) - (\text{div } d_t \Lambda_u^{n+1}, \Phi_\xi^{n+1}) \right]$$

$$+ \Delta t \sum_{n=1}^\ell \left[ (\Phi_\eta^{n+1}, \text{div } \Theta_\xi^{n+1}) - (\text{div } d_t \Theta_\xi^{n+1}, \Phi_\xi^{n+1}) \right]$$

$$+ (1 - \theta)(\Delta t)^2 \sum_{n=1}^\ell (d_t^2 \eta_h(t_{n+1}), \Phi_\xi^{n+1}) + \Delta t \sum_{n=1}^\ell (R_h^{n+1}, \hat{\Theta}_p^{n+1})$$

$$+ \Delta t \sum_{n=1}^\ell (-\mathcal{N}(\varepsilon(u(t_{n+1}))) + \mathcal{N}(\varepsilon(\mathcal{R}_h(u(t_{n+1})))) + \mathcal{N}(\varepsilon(\mathcal{R}_h(u(t_{n+1})))) + d_t \Theta_u^{n+1})$$

$$+ (1 - \theta)(\Delta t)^2 \sum_{n=1}^\ell \frac{\kappa_1}{\mu_f} (K d_t \nabla \Theta_\xi^{n+1}, \nabla \hat{\Theta}_p^{n+1})$$,
where
\[ \Theta_p^{n+1} := \kappa_1 \Theta^{n+1}_\xi + \kappa_2 \Theta^{n+1}_\eta, \] (3.25)
\[ \xi^\ell_h := \frac{1}{2} \left[ 2 \Delta t C_m \| \varepsilon(\Theta^\ell_u) \|_{L^2(\Omega)}^2 + \kappa_2 \| \Phi^\ell_\eta \|_{L^2(\Omega)}^2 + \kappa_3 \| \Phi^\ell_\xi \|_{L^2(\Omega)}^2 \right], \] (3.26)
\[ R_h^{n+1} := -\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (s - t_n) \eta_\xi(s) \, ds. \] (3.27)

Proof. Subtracting (3.4) from (2.16), (3.3) from (2.17), (3.6) from (2.18), respectively, we get the following equations:
\[ (N(\varepsilon(u(t_{n+1}))) - N(\varepsilon(u^\ell_h)), \varepsilon(v_h)) - (\Phi^\ell_v, \text{div } v_h) = 0 \quad \forall v_h \in V_h, \] (3.28)
\[ \kappa_3 (E^\ell_\xi, \varphi_h) + (\text{div } E^\ell_u, \varphi_h) = \kappa_1 (E^\ell_\eta^\theta, \varphi_h) + (1 - \theta) \Delta t (d_\xi \eta(t_{n+1}), \varphi_h) \quad \forall \varphi_h \in M_h, \] (3.29)
\[ (d_\xi E^\ell_\eta, \psi_h) + \frac{1}{\mu_f} (K \nabla (\kappa_1 E^\ell_\xi + \kappa_2 E^\ell_\eta) - K \rho_f g, \nabla \psi_h) = (R^\ell_h, \psi_h) \quad \forall \psi_h \in W_h, \] (3.30)
\[ E^\ell_u = 0, \quad E^\ell_\xi = 0, \quad E^\ell_\eta = 0. \] (3.31)

Using the definition of the projection operators $Q_h, S_h, R_h$, we have
\[ (N(\varepsilon(u(t_{n+1}))) - N(\varepsilon(u^\ell_h)), \varepsilon(v_h)) - (\Phi^\ell_v, \text{div } v_h) = (\Pi^\ell_\xi, \text{div } v_h), \] (3.28)
\[ \kappa_3 (\Phi^\ell_\xi, \varphi_h) + (\text{div } \Theta^\ell_u, \varphi_h) = \kappa_1 (\Theta^\ell_\eta^\theta, \varphi_h) - (\text{div } \Lambda^\ell_u, \varphi_h) + (1 - \theta) \Delta t (d_\xi \eta(t_{n+1}), \varphi_h) \quad \forall \varphi_h \in M_h, \] (3.33)
\[ (d_\xi \Phi^\ell_\eta, \psi_h) + \frac{1}{\mu_f} (K \nabla (\kappa_1 \Theta^\ell_\xi + \kappa_2 \Theta^\ell_\eta) - K \rho_f g, \nabla \psi_h) = (R^\ell_h, \psi_h) \quad \forall \psi_h \in W_h, \] (3.34)
\[ E^\ell_u = 0, \quad E^\ell_\xi = 0, \quad E^\ell_\eta = 0. \] (3.35)

Thus, (3.24) follows from setting $v_h = \Phi^\ell_u$ in (3.32), $\varphi_h = \Theta^\ell_\xi$ (after applying the difference operator $d_\xi$ to the equation (3.33)), $\psi_h = \hat{\Theta}^{n+1}_\xi := \kappa_1 \Theta^{n+1}_\xi + \kappa_2 \Theta^{n+1}_\eta = \Pi^{n+1}_\xi - \Lambda^{n+1}_\xi + \kappa_1 \hat{\Phi}^{n+1}_\xi + \kappa_2 \hat{\Phi}^{n+1}_\eta$ in (3.34), adding the resulting equations, and applying the summation operator $\Delta t \sum_{n=1}^\ell$ to both sides. The proof is complete. $\Box$

**Theorem 3.4.** Let \{$(u^n_h, \xi^n_h, \eta^n_h)$\}_{n \geq 0} be the solution of Algorithm 3.1, then there holds the error estimate for $\ell \leq N$
\[ \max_{0 \leq n \leq \ell} \left[ \sqrt{C_m \| \varepsilon(\Theta^{n+1}_u) \|_{L^2(\Omega)}} + \sqrt{\kappa_2 \| \Phi^{n+1}_\eta \|_{L^2(\Omega)}} + \sqrt{\kappa_3 \| \Phi^{n+1}_\xi \|_{L^2(\Omega)}} \right] \] (3.36)
\[
\| \eta \|_{L^2((0,T);L^2(\Omega))} + C \| \eta \|_{L^2((0,T);H^1(\Omega))},
\]

(3.37) \quad C_1(T) = C \| \xi \|_{L^\infty((0,T);L^2(\Omega))} + C \| \xi \|_{L^2((0,T);H^2(\Omega))} + C \| \nabla(\xi(u)) \|_{L^2((0,T);H^2(\Omega))} + C \| \nabla(\xi(u)) \|_{L^2((0,T);H^2(\Omega))}

(3.38) \quad C_2(T) = C \| \xi \|_{L^\infty((0,T);L^2(\Omega))} + C \| \xi \|_{L^2((0,T);H^2(\Omega))}

Proof. Using the fact of \( \Theta_0^0 = 0, \Theta_0^0 = 0, \Theta^{-1}_\eta = 0 \) and (3.24), we get

(3.39)
\[
\frac{1}{2} \left[ 2 \Delta t C_{mn} \| \varepsilon(\Theta_u^{n+1}) \|_{L^2(\Omega)}^2 + \kappa_2 \| \Phi_\eta^{n+\theta} \|_{L^2(\Omega)}^2 + \kappa_3 \| \Phi_\xi^{n+1} \|_{L^2(\Omega)}^2 \right] \\
+ \Delta t \sum_{n=1}^{\ell} \left[ \frac{1}{\mu_f} \left( K \nabla \hat{\Theta}_p^{n+1} - K \rho_f g, \nabla \hat{\Theta}_p^{n+1} \right) \right] \\
+ \Delta t \sum_{n=1}^{\ell} \left( \kappa_2 \| d_t \Phi_\eta^{n+\theta} \|_{L^2(\Omega)}^2 + \kappa_3 \| d_t \Phi_\xi^{n+1} \|_{L^2(\Omega)}^2 \right) \\
\leq (1 - \theta)(\Delta t)^2 \sum_{n=1}^{\ell} \left( d^2 \eta(t_{n+1}), \Phi_\xi^{n+1} \right) \\
+ \Delta t \sum_{n=1}^{\ell} \left( R_{\hat{\Theta}_p^{n+1}}, \hat{\Theta}_p^{n+1} \right) + C_{mn} \| \varepsilon(\Theta_u^1) \|_{L^2(\Omega)}^2 \\
+ \Delta t \sum_{n=1}^{\ell} \left( -\nabla(\varepsilon(u(t_{n+1}))) + \nabla(\nabla(\nabla(u(t_{n+1})))) + (d_t \Theta_u^{n+1}, \Phi_\theta^{n+1}) \right) \\
+ \Delta t \sum_{n=1}^{\ell} \left( (\Pi_\xi^{n+1}, \div(\Theta_u^{n+1})), (d_t \Lambda_u^{n+1}, \Phi_\xi^{n+1}) \right) \\
+ \Delta t \sum_{n=1}^{\ell} \left( (\Phi_\xi^{n+1}, \div(\Theta_u^{n+1})), (d_t \Theta_u^{n+1}, \Phi_\xi^{n+1}) \right) \\
+ (1 - \theta)(\Delta t)^2 \sum_{n=1}^{\ell} \frac{\kappa_1}{\mu_f} \left( K d_t \nabla \Theta_u^{n+1}, \nabla \hat{\Theta}_p^{n+1} \right).
\]

We now estimate each term on the right-hand side of (3.39). To bound the first term \((\theta = 0)\) on the right-hand side of (3.39), we use the summation by parts formula and \( d_t \eta_h(t_0) = 0 \) and get

(3.40)
\[
\sum_{n=0}^{\ell} \left( d^2 \eta(t_{n+1}), \Phi_\xi^{n+1} \right) = \frac{1}{\Delta t} \left( d_t \eta(t_{l+1}), \Phi_\xi^{l+1} \right) - \sum_{n=1}^{\ell} \left( d_t \eta(t_n), d_t \Phi_\xi^{n+1} \right).
\]
where we have used the fact that

\[ \text{As for the second term on the right-hand side of (3.40), we have} \]

\[ \sum_{n=1}^{\ell} \left( d_t \eta(t_n), d_t \Phi^{+1}_\xi \right) \leq \sum_{n=1}^{\ell} \left( d_t \eta(t_n) \right) \left\| d_t \Phi^{+1}_\xi \right\|_{L^2(\Omega)} \]

\[ \leq \sum_{n=1}^{\ell} \left\| d_t \eta(t_n) \right\|_{L^2(\Omega)} \cdot \frac{1}{\beta_1} \sup_{\nabla v_h \in \mathcal{N}} \left( \left( d_t \mathcal{N}(\nabla (R_h(v(t_n+1)))) \right), (v_h) \right) \]

\[ \leq C_{\beta_1} \sum_{n=1}^{\ell} \left\| d_t \eta(t_n) \right\|_{L^2(\Omega)} \left[ C_{\beta_1} \left\| d_t \mathcal{N}(\nabla (R_h(v(t_n+1)))) \right\|_{L^2(\Omega)} \right. \]

\[ + C_{\beta_1} \left\| d_t \eta(t_n) \right\|_{L^2(\Omega)} \left. \right] \]

\[ \text{The second term on the right-hand side of (3.39) can be bounded as} \]

\[ \left( R_h^{+1}, \tilde{\Theta}_p^{+1} \right) \leq \left\| R_h^{+1} \right\|_{H^1(\Omega)} \left\| \nabla \tilde{\Theta}_p^{+1} \right\|_{L^2(\Omega)} \]

\[ \leq \frac{K}{4\mu_f} \left\| \nabla \tilde{\Theta}_p^{+1} \right\|^2_{L^2(\Omega)} + \frac{\mu_f}{K} \left\| R_h^{+1} \right\|^2_{H^1(\Omega)} \]

\[ \leq \frac{K}{4\mu_f} \left\| \nabla \tilde{\Theta}_p^{+1} \right\|^2_{L^2(\Omega)} + \frac{\mu_f \Delta t}{3K} \left\| \eta_{t} \right\|^2_{L^2((t_n,t_{n+1});H^1(\Omega))} \]

where we have used the fact that

\[ \left\| R_h^{+1} \right\|^2_{H^1(\Omega)} \leq \frac{\Delta t}{3} \int_{t_{n}}^{t_{n+1}} \left\| \eta_{t} \right\|^2_{H^1(\Omega)} \, dt. \]

The third term on the right-hand side of (3.39) can be bounded by

\[ \Delta t \sum_{n=1}^{\ell} \left( -\mathcal{N}(\varepsilon(u(t_n+1))) + \mathcal{N}(\varepsilon(R_h(u(t_{n+1})))) + \varepsilon(d_t \Theta^{+1}_u) \right) \]
\[
\leq \Delta t \sum_{n=1}^{\ell} \left[ \frac{2C_{lp}}{C_{mn}} \|\mathcal{N}(\varepsilon(u(t_{n+1}))) - \mathcal{N}(\varepsilon(R_h(u(t_{n+1}))))\|^2_{L^2(\Omega)} + \frac{C_{mn}C_{lp}}{8} \|d_t \varepsilon(\Theta^{n+1}_u)\|^2_{L^2(\Omega)} \right],
\]

The fourth term on the right-hand side of (3.39) can be bounded by

\begin{equation}
\Delta t \sum_{n=1}^{\ell} \left[ (\Pi^{n+1}_\xi, \text{div} \Theta^{n+1}_u) - (\text{div} d_t \Lambda^{n+1}_u, \Phi^{n+1}_\xi) \right]
\leq \frac{1}{2} \Delta t \sum_{n=1}^{\ell} \left( \|\Pi^{n+1}_\xi\|^2_{L^2(\Omega)} + C \|\varepsilon(\Theta^{n+1}_u)\|^2_{L^2(\Omega)} \right)
+ \frac{1}{2} \Delta t \sum_{n=1}^{\ell} \left( \|\text{div} d_t \Lambda^{n+1}_u\|^2_{L^2(\Omega)} + \|\Phi^{n+1}_\xi\|^2_{L^2(\Omega)} \right).
\end{equation}

The fifth term on the right-hand side of (3.39) can be bounded by

\begin{equation}
\Delta t \sum_{n=1}^{\ell} \left[ (\Phi^{n+1}_\xi, \text{div} \Theta^{n+1}_u) - (\text{div} d_t \Lambda^{n+1}_u, \Phi^{n+1}_\xi) \right]
\leq \frac{1}{2} \Delta t \sum_{n=1}^{\ell} \left( \|\Phi^{n+1}_\xi\|^2_{L^2(\Omega)} + C \|\varepsilon(\Theta^{n+1}_u)\|^2_{L^2(\Omega)} \right)
+ \frac{1}{2} \Delta t \sum_{n=1}^{\ell} \left( \|\text{div} d_t \Theta^{n+1}_u\|^2_{L^2(\Omega)} + \|\Phi^{n+1}_\xi\|^2_{L^2(\Omega)} \right)
\end{equation}

by using the fact of \( \|\text{div} \Theta^{n}_u\|_{L^2(\Omega)} \leq C \|\varepsilon(\Theta^{n}_u)\|_{L^2(\Omega)} \).

If \( \theta = 0 \), we also need to bound the last term on the right-hand side of (3.39), which is carried out below:

\begin{equation}
\sum_{n=1}^{\ell} (d_t \nabla \Theta^{n+1}_\xi, \nabla \hat{\Theta}^{n+1}_p) \leq \sum_{n=1}^{\ell} \|d_t \Theta^{n+1}_\xi\|_{L^2(\Omega)} \|\nabla \hat{\Theta}^{n+1}_p\|_{L^2(\Omega)}
\leq \sum_{n=1}^{\ell} \sup_{v_h \in V_h} \left( d_t \mathcal{N}(\varepsilon(R_h(u(t_{n+1})))) - d_t \mathcal{N}(\varepsilon(u^{n+1}_h)), \varepsilon(v_h) \right) \times \|\nabla v_h\|_{L^2(\Omega)} \|\hat{\Theta}^{n+1}_p\|_{L^2(\Omega)}
\leq \sum_{n=1}^{\ell} \left[ \frac{C_{lp} \kappa_1 \Delta t}{h^2 \beta_1^2} m \mu^2 \|d_t \varepsilon(\Theta^{n+1}_u)\|^2_{L^2(\Omega)} + \frac{C_{lp} \kappa_1 \Delta t}{h^2 \beta_1^2} m \mu^2 \|d_t \varepsilon(\Lambda^{n+1}_u)\|^2_{L^2(\Omega)} + \frac{\kappa_1 \Delta t}{C_{lp} h^2 \beta_1^2} \|d_t \Lambda^{n+1}_\xi\|_{L^2(\Omega)}^2 + \frac{\kappa_1^{-1}}{4 \Delta t} \|\nabla \hat{\Theta}^{n+1}_p\|_{L^2(\Omega)}^2 \right].
\end{equation}

Substituting (3.40)-(3.47) into (3.39) and rearranging all of terms, we get

\[
\mu \|\varepsilon(\Theta^{n+1}_u)\|^2_{L^2(\Omega)} + \kappa_2 \|\Phi^{n+1}_\eta\|^2_{L^2(\Omega)} + \kappa_3 \|\Phi^{n+1}_\xi\|^2_{L^2(\Omega)} + \Delta t \sum_{n=1}^{\ell} \frac{K}{\mu_f} \|\nabla \hat{\Theta}^{n+1}_p\|^2_{L^2(\Omega)}
\]
\[
\leq \frac{4\mu_f(\Delta t)^2}{3K}\|\eta_t\|_{L^2((0,T);H^1(\Omega))}^2 + \frac{4\mu(\Delta t)^2}{\beta_1^2}\|\eta\|_{L^2((0,T);L^2(\Omega))}^2
\]
\[+ C_1\|\Pi^{\varepsilon + 1}\|_{L^2(\Omega)}^2 + \Delta t\sum_{n=1}^l\|d_i\Pi^{\varepsilon + 1}\|_{L^2(\Omega)}^2 + \Delta t\sum_{n=1}^l\|\text{div} d_i\Lambda^{n + 1}\|_{L^2(\Omega)}^2,\]
\[+ \Delta t\sum_{n=1}^l \frac{2C_\rho}{e_{mn}}\|N(\varepsilon(u(t_{n+1})) - N(\varepsilon(R_h(u(t_{n+1}))))\|_{L^2(\Omega)}^2,\]

provide that \(\Delta t \leq C_{mn}\mu_f\beta_1^2(8C_\rho\kappa_1^2K)^{-1}h^2\) in the case of \(\theta = 0\), but it holds for all \(\Delta t > 0\) in the case of \(\theta = 1\). Hence, (3.36) follows by using the approximation properties of the projection operators \(Q_h, R_h\) and \(S_h\). The proof is complete. \(\square\)

Using Theorem 3.4, we have the following main result.

**Theorem 3.5.** The solution of Algorithm 3.1 satisfies the following error estimates:

\[
\max_{0 < n < N} \left[ \sqrt{\frac{C_{\min}}{\mu_f}} \|\nabla (u(t_n)) - \nabla (u^n_h)\|_{L^2(\Omega)} + \sqrt{\kappa_2} \|\eta(t_n) - \eta_n\|_{L^2(\Omega)} \right]
\[+ \sqrt{\kappa_3} \|\xi(t_n) - \xi^n_h\|_{L^2(\Omega)} \right] \leq \tilde{C}_1(T)\Delta t + \tilde{C}_2(T)h^2,
\]

\[
\left[ \Delta t\sum_{n=0}^N \frac{K}{\mu_f} \|\nabla (p(t_n) - p^n_h)\|_{L^2(\Omega)}^2 \right]^{1/2} \leq \tilde{C}_1(T)\Delta t + \tilde{C}_2(T)h
\]

provided that \(\Delta t = O(h^2)\) if \(\theta = 0\) and \(\Delta t > 0\) if \(\theta = 1\). Here

\[\tilde{C}_1(T) := C_1(T),\]
\[\tilde{C}_2(T) := C_2(T) + \|\xi\|_{L^\infty((0,T);H^2(\Omega))} + \|\eta\|_{L^\infty((0,T);H^2(\Omega))},\]
\[+ \|\nabla u\|_{L^\infty((0,T);L^2(\Omega))}.
\]

**Proof.** The above estimations follow immediately from an application of the triangle inequality on

\[u(t_n) - u^n_h = \Lambda^n_u + \Theta^n_u,\]
\[\xi(t_n) - \xi^n_h = \Lambda^n_\xi + \Theta^n_\xi,\]
\[\eta(t_n) - \eta^n_h = \Lambda^n_\eta + \Theta^n_\eta,\]
\[p(t_n) - p^n_h = \Lambda^n_p + \Theta^n_p,\]

and appealing to (3.17), (3.22) and Theorem 3.4. \(\square\)

4. **Numerical tests.**

**Test 1.** Let \(\Omega = [0, 1] \times [0, 1]\), \(\Gamma_1 = \{(1, x_2); 0 \leq x_2 \leq 1\}, \Gamma_2 = \{(x_1, 0); 0 \leq x_1 \leq 1\}, \Gamma_3 = \{(0, x_2); 0 \leq x_2 \leq 1\}, \Gamma_4 = \{(x_1, 1); 0 \leq x_1 \leq 1\}, \) and \(T = 1\). The problem is (2.18)-(2.20) with following source functions:
\[
\sigma(u) = \mu \varepsilon(u) + \mu \nabla^T \nabla u + \lambda \| \nabla u \|^2 I + \lambda \text{div} u I, \\
N(u) = \mu \varepsilon(u) + \mu \nabla^T \nabla u + \lambda \| \nabla u \|^2 I, \\
f = -(\lambda + \mu) t (1, 1)^T - 2(\mu + \lambda) t^2 (x_1, x_2)^T + \alpha \cos(x_1 + x_2) e^t (1, 1)^T, \\
\phi = \left( c_0 + \frac{2 \kappa}{\mu f} \right) \sin(x_1 + x_2) e^t + \alpha (x_1 + x_2),
\]

and the following boundary and initial conditions:

\[
p = \sin(x_1 + x_2) e^t \quad \text{on } \partial \Omega_T, \\
u_1 = \frac{1}{2} x_1^2 t \quad \text{on } \Gamma_j \times (0, T), \ j = 1, 3, \\
u_2 = \frac{1}{2} x_2^2 t \quad \text{on } \Gamma_j \times (0, T), \ j = 2, 4, \\
\sigma n - \alpha \eta n = f_1, \quad \text{on } \partial \Omega_T,
\]

\[
u(x, 0) = 0, \quad p(x, 0) = \sin(x_1 + x_2) \quad \text{in } \Omega,
\]

where

\[
f_1(x, t) = \lambda(x_1 + x_2) (n_1, n_2)^T t + \mu t (x_1 n_1, x_2 n_2)^T + \mu t^2 (x_1^2 n_1, x_2^2 n_2)^T, \\
+ \lambda t^2 (x_1^2 + x_2^2) (n_1, n_2)^T - \alpha \sin(x_1 + x_2) (n_1, n_2)^T e^t,
\]

the exact solution of this problem is

\[
u(x, t) = \frac{t}{2} (x_1^2, x_2^2)^T, \quad p(x, t) = \sin(x_1 + x_2) e^t.
\]

The parameters are chosen as follows: \( \lambda = 0.00042, \mu = 0.0048, c_0 = 0.00001, \alpha = 0.83, \nu = 0.04, K = 0.00001 \) and \( E = 0.01 \). Note that the boundary conditions used above are not pure Neumann conditions, instead, they are mixed Dirichlet-Neumann conditions, so the approach and methods of this paper also work in this case.

| \( h \)    | \( \|u - u_h\|_{L^2(H^1)} \) | \( CR \) | \( \|p - p_h\|_{L^2(H^1)} \) | \( CR \) |
|---------|------------------|--------|------------------|--------|
| \( h = 0.176 \) | 2.24e-4 | 1.41e-5 | 1.41e-5 | 1.41e-5 |
| \( h = 0.088 \) | 3.87e-5 | 2.5331 | 2.0144 | 2.0144 |
| \( h = 0.044 \) | 6.79e-6 | 2.5109 | 1.9975 | 1.9975 |
| \( h = 0.022 \) | 1.19e-6 | 2.5125 | 2.19e-7 | 2.19e-7 |
Figure 4.1: The numerical solution of the pressure $p_h^{n+1}$.

Figure 4.2: The analytical solution of the pressure $p$.

Table 4.1 displays the error of displacement and pressure in $L^2(0,T;H^1(\Omega))$-norm, which are consistent with the theoretical result.

Figure 4.1 shows the numerical solution of pressure $p_h^{n+1}$ at $T = 1$, and Figure 4.2 shows the analytical solution of pressure $p$. From the above figures, we can find that our method is stable and there is no "locking phenomenon".

Test 2. Let $\Omega = [0, 1] \times [0, 1]$, the definition of $\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4$ are same as Test 1, take $\Delta t = 1 e - 6$, $T = 1$. Consider the problem (2.16)-(2.18) with the
following source functions:

\[
\sigma(u) = (4 - 2e^{-\text{dev}(\varepsilon(u))})\varepsilon(u) + (1 + e^{-\text{dev}(\varepsilon(u))} + \lambda)\text{div}uI,
\]

\[
\mathcal{N}(\varepsilon(u)) = (4 - 2e^{-\text{dev}(\varepsilon(u))})\varepsilon(u) + (1 + e^{-\text{dev}(\varepsilon(u))})\text{div}uI,
\]

\[
-\text{dev}(\varepsilon(u)) = \text{tr}(\varepsilon^2(u)) - \frac{1}{d}\text{tr}^2(\varepsilon(u)),
\]

\[
\phi = -\frac{c_0}{\pi} \sin(\pi x + \pi y) + 2\alpha\pi t \sin(\pi x + \pi y) - \frac{2K\pi t}{\mu_f} \sin(\pi x + \pi y),
\]

The analytical solution of the above problem is

\[
\mathbf{u} = t^2(\sin(\pi x) \sin(\pi y), \sin(\pi x) \sin(\pi y)),
\]

\[
p = -\pi^{-1}t(\sin(\pi x) \cos(\pi y) + \cos(\pi x) \sin(\pi y)).
\]

The parameters are chosen as follows: \(\lambda = 576.923\), \(\mu = 384.615\), \(c_0 = 0.5\), \(\alpha = 0.8\), \(\nu = 0.3\), \(K = 0.5\) and \(E = 1000\).

| \(h\)    | \(\|\mathbf{u} - \mathbf{u}_h\|_{L^2(L^2)}\) | \(\|\mathbf{u} - \mathbf{u}_h\|_{L^2(H^1)}\) | \(\|p - p_h\|_{L^2(L^2)}\) | \(\|p - p_h\|_{L^2(H^1)}\) |
|----------|---------------------------------------------|---------------------------------------------|-----------------------------|-----------------------------|
| 0.176    | 1.99711e-13                                | 6.27422e-13                                | 4.8716e-9                   | 2.23502e-8                  |
| 0.088    | 1.99716e-13                                | 6.27426e-13                                | 5.01447e-9                  | 2.23502e-8                  |
| 0.044    | 1.99716e-13                                | 6.27427e-13                                | 5.05085e-9                  | 2.24583e-8                  |
| 0.022    | 1.99716e-13                                | 6.27427e-13                                | 5.05998e-9                  | 2.24922e-8                  |

Table 4.2 displays the error of displacement \(\mathbf{u}\) and the pressure \(p\) with \(L^2(0, T; L^2(\Omega))\)-norm and \(L^2(0, T; H^1(\Omega))\)-norm, which are consistent with the theoretical result.

Figure 4.3 shows the analytical solution of pressure \(p\) at \(T = 1\), Figure 4.4 shows the numerical solution of pressure \(p_{n+1}^h\) at \(T = 1\), which shows that there is no “locking” phenomenon and approximates to the true solution of pressure \(p\) very well. Figure 4.5 shows the pressure \(p_{n+1}^h\) solved by finite element method without multiphysics reformulation for of the original problem, which shows that there is numerical oscillation for the pressure \(p\).

5. Conclusion. In this paper, we reformulate the original problem to a new coupled fluid-fluid system by using variable substitution, that is, a generalized nonlinear Stokes problem of displacement vector field related to pseudo pressure and a diffusion problem of other pseudo pressure fields. And we analyze the
Figure 4.3: The analytical solution of pressure $p$ at $T$.

Figure 4.4: The numerical pressure $p_{n+1}$ at the terminal time $T$.

Figure 4.5: The pressure $p_{h}^{n+1}$ of the original problem obtained by the fully discrete algorithm.
existence and uniqueness of the reformulated problem. A fully discrete nonlinear finite element method is proposed to solve the model numerically, that is, a multiphysics finite element method is used for the space discretization and the backward Euler method is used as the time-stepping method, the Newton method is used to solve the generalized nonlinear Stokes problem. Then, Stability analysis and the optimal order error estimates are given. Numerical tests are given to demonstrate the theoretical results, which shows that our method has no numerical oscillation. To the best of our knowledge, it is the first time to propose a fully discrete multiphysics finite element method for the nonlinear poroelasticity model with nonlinear stress-strain relations and give the optimal error estimates.
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