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Abstract

We prove dynamical and spectral localization at all energies for the discrete generalized Anderson model via the Kunz-Souillard approach to localization. This is an extension of the original Kunz-Souillard approach to localization for Schrödinger operators, to the case where a single random variable determines the potential on a block of an arbitrary, but fixed, size α. For this model, we also give a description of the almost sure spectrum as a set and prove uniform positivity of the Lyapunov exponents. In fact, regarding positivity of the Lyapunov exponents, we prove a stronger statement where we also allow finitely supported distributions. We also show that for any size α generalized Anderson model, there exists some finitely supported distribution ν for which the Lyapunov exponent will vanish for at least one energy. Moreover, restricting to the special case α = 1, we describe a pleasant consequence of this modified technique to the original Kunz-Souillard approach to localization. In particular, we demonstrate that actually the single operator $T_1$ is a strict contraction in $L^2(\mathbb{R})$, whereas before it was only shown that the second iterate of $T_1$ is a strict contraction.

Contents

1 Introduction and setting 2
2 Main results 4
  2.1 Statements of the main results 4
  2.2 Discussion of the model 7
  2.3 Almost sure spectrum of $H_\omega$ 7
  2.4 The strategy to prove Theorem 2.1 9
3 Discrete Prüfer variables 11
4 Change of variables 14
  4.1 Introducing the change of variables 14
  4.2 Computing the Jacobian 19
  4.3 Integral operator formula for $\rho_L(m, 0, E)$ 23
5 Norm estimates for the integral operators 26
6 The $\|\cdot\|_{2,2}$ – norm of $\tilde{T}_{E,\alpha}^k$ 30
7 The dependence of the $\|\cdot\|_{2,2}$ – norm of $\tilde{T}_{E,\alpha}^k$ on $k$ and the energy $E$ 35
8 Proof of Theorem 2.1 37

*The author was supported in part by NSF grant DMS–1361625.
9 The operator $T_1$ is a strict contraction

10 Positivity of Lyapunov exponents
10.1 Introduction and Fürstenberg’s Theorem
10.2 Fürstenberg at all energies
10.3 Existence of exceptional energies – Examples

11 Appendix
On the Kunz-Souillard approach to localization for the generalized Anderson model

3

statements about $H_0$ that hold almost surely; that is, with probability one on $\Omega$. In the literature this model is known as the generalized Anderson model in the discrete setting, see for example [9].

In the special case when $\alpha = 1$ and $f_0 = 1$, this model, initially introduced in 1958 by P. W. Anderson to explain various quantum mechanical effects of disordered media, is now known in literature as the Anderson model. The simplest non-trivial case, where the support of the distribution contains precisely two elements is known as the Bernoulli-Anderson model. It is well known that, the spectrum of the Anderson model has a simple description, namely we have

$$\Sigma \defeq \sigma(H_0) = [-2,2] + \mathrm{supp}(r) \defeq \{a+b:a \in [-2,2], b \in \mathrm{supp}(r)\},$$

for $\mu$-- almost every $\omega \in \Omega$. That is, it is simply given by the union of the translates of the spectrum of the Laplacian by points in $\mathrm{supp} \, r$. Since, by assumption, $\mathrm{supp} \, r$ is compact, the above description shows that the spectrum of an Anderson model will always be given by a finite union of compact intervals. For a proof of this result, see [27]. Below, we also give a set description of the spectrum for the generalized Anderson model, though it is not as simple as for the original Anderson model.

One interesting property to study for the Anderson model is the phenomenon of localization. There are typically two separate statements referring to localization: a spectral statement and a dynamical one. Given some interval $I \subset \mathbb{R}$, we say that the operators $H_\omega$ exhibit spectral localization in $I$ if, almost surely, they have pure point spectrum, with exponentially decaying eigenfunctions. Historically, the discovery that dense pure point spectrum can occur, came as a surprise to the mathematical community- this would be the case if $I$ is a nontrivial interval of $\sigma(H_\omega)$ above - as will be the situation in our case. On the other hand, different notions of dynamical Anderson localization have been used in literature. However, in essence, dynamical localization refers to an absence of transport in a random medium. This is typically quantified via (almost-sure) bounds on the moments of wave packets such as

$$\sup_\tau \sum_{n \in \mathbb{Z}} |n|^p |\langle \delta_n, e^{-itH_\omega} \delta_0 \rangle|^2 < \infty,$$

for all $p > 0$. In some instances, one can prove stronger statements, such as replacing the almost sure condition by an expectation $E(\cdot)$, as is the case via the Kunz-Souillard approach to localization in dimension one. For a more elaborate discussion of this method in the case of Schrödinger operators, see [5].

The first mathematically rigorous proof of strong dynamical localization for the actual Anderson model, for one dimensional discrete Schrödinger operators, was originally given by H. Kunz and B. Souillard in [23]. For a version of the continuum model, namely one with time-continuous randomness, Goldsheid, Molachov, and Pastur gave the first spectral localization proof. Following Kunz-Souillard’s work, there have been a few extensions of their method in different directions and settings. In [26], Simon showed that it is possible to allow for the potential to decay at a specific rate and still obtain pure point spectrum. Though, in this situation one no longer necessarily gets exponential localization or exponentially decaying eigenfunctions of the operators at hand. Recently, in [4] we show that the original localization result of Kunz-Souillard and that of Simon in [26] also hold true for any Jacobi operators (i.e. the case where the non-diagonal entries are no longer 1, but rather any positive bounded sequence). In 2011, Damanik and Stolz in [6] developed a continuum analogue of the discrete Kunz-Souillard approach. It is their technique that we adopt and use extensively in this paper to develop another extension of the original Kunz-Souillard approach to localization for random Schrödinger operators in the discrete setting in one dimension. Recently, in [17], Damanik and Gorodetski further generalize the Kunz-Souillard approach by allowing certain correlations among the random variables defining the potentials. In that paper, they also give some interesting applications to almost periodic Schrödinger operators.

In an appropriate formulation, it is known that dynamical localization implies spectral localization, while the converse is not true in general. For example, the so called random dimer model serves as a counterexample to this implication (see [19] and [20] for a more elaborate description).
One typically needs “spectral localization + ε” to imply dynamical localization in some suitable formulation. This relationship was studied by del Rio, Jitomirskaya, Last, and Simon in [13].

There are different approaches to localization: Spectral averaging can be used to study spectral localization; one can also study both spectral and dynamical localization via methods such as, multi-scale analysis, developed around 1983 by Fröhlich and Spencer in [15]; fractional moments method, initially introduced by Aizenman and Molchanov in [2]; and also, which is what we do in this paper, the Kunz-Souillard method. Each method has its advantages and disadvantages. While, for example, some results which have been proven using multi-scale analysis are well out of reach of the fractional moments method or the Kunz-Souillard approach, it is extremely technical and thus harder to work with. On the other hand, though, for example, one can prove less results via the fractional moments method, first off, it is much more elementary in nature, and second, under appropriate stipulations, it can provide richer and stronger results than multi-scale analysis.

The basic idea behind the fractional moments method is very simple: one first tries to establish exponential decay for the fractional moments of the Green’s function (i.e. the matrix elements of the resolvent of \( H_\omega \)) and conclude dynamical and spectral localization from these bounds. There are typically two fairly different approaches to establish dynamical localization from exponentially decay of the fractional moments of Green’s function. The first one was initially developed by Graf in [16], and works directly in infinite volume; that is, it does not need to first restrict the Hamiltonian \( H_\omega \) to a finite box. The second method begins by first considering restrictions of the Hamiltonian to some finite box and it relies on the so-called finite volume eigenfunction correlators, which arise from the eigenfunction expansion of the Hamiltonian. The second approach is actually quite similar in flavor to the Kunz-Souillard method, as far as the general ideas go. It has also proven to be very robust under generalizations. For example, it can be extended to prove localization for the continuum Anderson model, which actually took almost a decade for it to be achieved, but nonetheless, was finally settled in 2006 in [1] and [3]. About four years later, in [17], a fractional moment’s method proof of localization at all energies was also provided for the one-dimensional continuum Anderson models, which finally filled a gap that existed in the literature up to that point.

Similarly, while there are many limitations in the scope of the Kunz-Souillard approach to localization (maybe the biggest one being the lack of applicability to dimensions higher than one), its rather elementary nature and the rich results it produces make it very attractive and of considerable interest.

In the Kunz-Souillard approach one begins by first restricting the operator \( H_\omega \) to some finite box, decomposing it in terms of its eigenspaces, and then via a change of variables rewriting the latter in terms of some integral operators. So, the real technical difficulty of the method lies in estimating the norms of these operators. Specifically, in the original work of Kunz and Souillard in [23], the challenge was to show that the operator \( T_1 \) was a strict contraction. Though this was not achieved, it was shown that the second iterate of \( T_1 \) is a strict contraction, which was enough to conclude dynamical localization. In this paper, as a consequence of our approach, in section 9, we actually manage to improve on this result, namely we deduce that the single operator \( T_1 \) is itself a strict contraction. We consider this to be an interesting result, since it is rarely the case that the generalization of an original result actually improves on it as well. Typically, whenever an extension of some previous work is done, the goal or the hope is that the extended work will continue to coincide with the original work, when restricted to a specific case, or something along those lines.

2 Main results

2.1 Statements of the main results

The main objective of this paper is to prove dynamical and spectral localization for the family of operators \( \{ H_\omega \}_{\omega \in \Omega} \) defined above. Specifically, we prove the following two theorems.
Theorem 2.1. With $\Omega$, $\mu$, and $H_\omega$ as above, there exist constants $C, \gamma \in (0, \infty)$ such that
\[
\int_\Omega \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-itH_\omega} \delta_n \rangle \right| \right) d\mu(\omega) \leq Ce^{-\gamma |m-n|},
\]
for all $m, n \in \mathbb{Z}$.

For more pleasant exposition, we fix the following notation
\[
a(m, n) = \int_\Omega \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-itH_\omega} \delta_n \rangle \right| \right) d\mu(\omega).
\]  
(3)

Theorem 2.2. If there are constants $C, \gamma \in (0, \infty)$ such that
\[
\max_{n \in \{0, 1\}} a(m, n) \leq Ce^{-\gamma |m|},
\]
then for $\mu$–almost every $\omega \in \Omega$, $H_\omega$ has pure point spectrum with exponentially decaying eigenfunctions. More precisely, these eigenfunctions obey estimates of the form
\[
|u(m)| \leq C_{\omega, u, \epsilon} e^{-\epsilon (\gamma - \epsilon) |m|},
\]
for small enough $\epsilon \in (0, \gamma)$.

Proof. The proof of Theorem 2.2 is proven in almost identical way as in the special case when $\alpha = 1$, so we direct the reader to [5] or [8].

We wish to note that the conclusion of Theorem 2.1 implies the hypothesis of Theorem 2.2. Thus, in the case of the Kunz-Souillard approach to localization, as stated before, one derives spectral localization from dynamical localization.

Corollary 2.3. Given any $V_0 \in \ell^\infty(\mathbb{Z})$, then for $\mu$–almost every $\omega \in \Omega$ the Schrödinger operator $H_\omega = \Delta + V_0 + V_\omega$, where $V_\omega$ is as in (1), has pure point spectrum.

This is an immediate consequence of the above Theorems. It is already known that any bounded potential can be perturbed by a random potential to obtain pure point spectrum, however, the above corollary establishes that this statement still remains true even when the perturbation is done with somewhat less random potentials.

In what follows, mainly for ease of notation, we will carry out all the computations for $V_0(n) \equiv 0$. For a discussion of the general case see the Appendix, where we will emphasize the key modifications one would have to do when running the below arguments with the fixed background potential present.

2.2 Discussion of the model

Here we wish to give a brief heuristic discussion of our model, the importance of some of the specific assumptions we have made, which allow us to conclude dynamical localization, and some of the new challenges we faced.

First, it is of great importance, for our proofs to go through, that the scaling factors, $f_0, \ldots, f_{\alpha-1}$, be all strictly positive. We use this assumption in a crucial way throughout some of the key proofs below, one of them being the proof that the change of variable is one-to-one.

The other crucial assumption is that the single-site distribution $\mu$ be purely absolutely continuous. For the discrete generalized Anderson model, in comparison to the continuum analogue in [6], we actually relax the condition on the density $r$, that is, we allow for a Lebesgue measure zero set of discontinuities. We remark, however, that following our arguments that justify this, one can relax this condition in the continuum case as well.

We wish to point out that dynamical localization might no longer be present if one works with distributions supported on say a finite set. For example, if we start with the Bernoulli-Anderson
model, say where \( \text{supp} \mu = \{ \epsilon_a, \epsilon_b \} \), and each \( \epsilon_a, \epsilon_b \) is assigned to each site with probability \( q \) and \( 1-q \), and we continue to double up the sites, that is, we set \( V_\omega(2n-1) = V_\omega(2n) = \omega_n \), for each \( n \in \mathbb{Z} \), where \( \omega = (\omega_n)_n \in \Omega \overset{\text{def}}{=} (\text{supp} \mu)^\mathbb{Z} \), then, in this case, one no longer obtains dynamical localization. This model, which in the literature now is known as the random-dimer model, was first introduced and studied in 1990 in [11] by Dunlap, Wu, and Phillips. This is also the first example which demonstrates that, in general, spectral localization does not imply dynamical localization.

Taking \( q = 1/2 \), which also corresponds to the case of highest disorder, one may think of the random-dimer model as flipping a coin to determine whether the value of the potential at a pair of lattice sites should be \( \epsilon_a \), or \( \epsilon_b \). From an intuitive standpoint, the fact that one no longer gets localization in this scenario is a bit surprising, since it would seem reasonable to expect that this system is equivalent to the completely random system, with the only difference being, now having two sites per unit cell.

In fact, it is still an interesting open problem, to see if one can extend the Kunz-Souillard approach to the case where the single-site distributions have a non-trivial singular part.

One of the first challenges that we faced was finding the appropriate way to establish the injectivity of the change of variables map. Since we rely on Prüfer variables, where the Prüfer phase is initially only defined up to a multiple of \( 2\pi \), one needs to find the appropriate way to make such angles unique, while at the same time being able to establish injectivity of the change of variables. For this reason, the way one forces uniqueness, has to be, in some appropriate sense, natural. However, since we work in the discrete setting, in contrast to the continuum situation, one cannot exactly simply resolve this issue via imposing some continuity condition on the Prüfer phase, since continuity for us doesn’t make sense to begin with. We resolve this issue and develop some necessary results, of the continuum analogues, for the discrete Prüfer phases in Section 3.

Along these lines, part of the new challenge was developing some of the analogous background results for the discrete Prüfer amplitudes and phases, which is something we do as need arises throughout the paper. The rest of the challenge was essentially finding the appropriate ways to discretize and adopt the continuum techniques developed by Damanik and Stolz in [6].

We wish to point out that the discrete generalized Anderson model falls into the framework of the discrete one-dimensional random word models developed by Damanik, Sims, and Stolz in [9]. In their notation, the fundamental set of words for this model is \( W = \{ \lambda w : \lambda \in \text{supp} \tau \} \), where \( w = (f_0, f_1, \ldots, f_{\alpha - 1}) \in \mathbb{R}^\alpha \). In other words, the generalized Anderson model that we consider here, is a special case of this more general framework. In that paper, the authors study discrete Schrödinger operators in one dimension whose potentials are obtained by randomly concatenating blocks form an underlying set of words. They use multiscale analysis to prove spectral localization at all energies, and dynamical localization away from a finite set of exceptional energies.

The authors make the observation, which is an artifact of their techniques, that the number of these exceptional energies seems to decrease as the set of words increases (i.e. the support of the measure from which these random words are drawn). They go further as to conjecture, though they don’t explicitly state it as such, that for suitably rich word spaces there are no exceptional energies.

We wish to note that, in the special case of the generalized Anderson model, which is the central object of study in our paper, where we suppose that the distribution, \( \mu \), has Lebesgue-a.e. continuous and compactly supported density, we give a positive answer to their conjecture, for this particular class of distributions. Moreover, not only do we prove dynamical localization at all energies for the generalized Anderson model, but, via the Kunz-Souillard method, we also get exponential bounds, and thus dynamical localization in a stronger sense than in [9]. We do however wish to mention the important fact that their results are for a larger class of operators, and as such, they hold true with minimal assumptions on the underlying word space. That is, they only assume a nontriviality condition on the word space, which for the generalized Anderson model, translates to \( W \) containing at least two words.

We also wish to note that

\[ H_{\tau \omega} = U_\alpha H_\omega U^{-1}_\alpha \]

where \( T_0 : W^\mathbb{Z} \to W^\mathbb{Z} \), is given by \( (T_0 \omega)_n = \omega_{n+1} \), and where \( U_\alpha \) is the shift by \( \alpha \) in \( l^2(\mathbb{Z}) \).
Finally, in the last section we prove uniform positivity of the Lyapunov exponents, where we even allow the distribution $\mu$ to be finitely supported. In fact, we provide a lower bound on $\#(\text{supp} \mu)$, for which we have uniform positivity of the Lyapunov exponents for the generalized Anderson model.

In [17], Stolz et. al, among other things, prove Fürsteberg at all energies, for the continuum Anderson model in one dimension, under the assumption that $\text{supp} \mu$ is not discrete. Their proof is based on some of the results and techniques developed in [10] and a slightly more general result than the one proved in [23]. We believe that once one has proved a discrete analogue of the result in [23], then the same technique could be adopted to proving positivity of the Lyapunov exponent at all energies even for the discrete generalized Anderson model. We however, do not take this route, but instead use a more elementary and direct approach which in turn allow us to relax the assumptions on the support of the distribution $\mu$; that is, we allow discrete supports for our distributions. We point out that, by itself, this could count as a stronger result than the result one could potentially obtain by the aforementioned approach, however, since for the generalized Anderson model, which we study in this paper, we begin by assuming that $\mu$ is absolutely continuous, the outcome would have been the same.

Moreover, we demonstrate that the dependence on the size of the block for the lower bound on the cardinality of the support of $\mu$ is necessary. Specifically, we show that for any given $\alpha$, there exists some finitely supported distribution $\mu$, for which the Lyapunov exponent for the generalized Anderson model vanishes for at least one energy. Thus, it is not possible to find an $\alpha-$ independent lower bound for $\#(\text{supp} \mu)$ for which one would get uniformly positive Lyapunov exponents for the generalized Anderson model.

### 2.3 Almost sure spectrum of $H_\omega$

In this section we give a description of the almost sure spectrum, $\Sigma$, of $H_\omega$ as a set. Specifically, we prove the following theorem

**Theorem 2.4.** Let $\Sigma$ denote the almost sure spectrum of $H_\omega$. Then, we have

$$\Sigma = \bigcup_{\omega = \{\omega_n\} \in \text{supp} \mu, \omega \text{ periodic}} \sigma(H_\omega).$$

The proof follows the same general guidelines as in the original Anderson model (eg. see [21]). We begin by proving the following technical lemma,

**Lemma 2.5.** There is a full measure set $\Omega_0$ such that for any $\omega \in \Omega_0$, any finite set $I \subset \mathbb{Z}$, any periodic $\bar{\omega} = \{\bar{\omega}_n\} \in \text{supp} \mu$, and any $\epsilon > 0$, there exists a sequence $\{j_n\}$ in $\mathbb{Z}$ with $|j_n| \to \infty$ such that

$$\sup_{i \in I} |V_\omega(i + j_n) - V_{\bar{\omega}}(i)| < \epsilon.$$

**Proof.** Let $I$, $\bar{\omega} = \{\bar{\omega}_n\}$ and $\epsilon > 0$, as in the statement, be fixed, and set

$$A \overset{\text{def}}{=} \{\omega \in \Omega : \sup_{i \in I} |V_\omega(i) - V_{\bar{\omega}}(i)| < \epsilon\}.$$

Using independence of the random variables and the definition of the topological support of $\nu$ we first show that $\mu(A) > 0$. Let $\Lambda_k \overset{\text{def}}{=} [ak, ak + \alpha - 1]$. Then, for some $r$ we have

$$I \subset K_r \overset{\text{def}}{=} \bigcup_{n=1}^r \Lambda_{k_n},$$

where $k_n \neq k_j$, for $i \neq j$. With no loss of generality we can assume that $I \cap \Lambda_{k_n} \neq \emptyset$ for all $n = 1, 2, \ldots, J$, else we can just disregard the $\Lambda_k$s that result in empty intersections with $I$. Observe that

$$A = \{\omega \in \Omega : \sup_{i \in I} |V_\omega(i) - V_{\bar{\omega}}(i)| < \epsilon\}$$
where \( b_n = \max_{j \in I \cap \Lambda_n} \{ f_j \} \). So, using the fact that \( \{ \omega_k \} \) are random \( i.i.d \) variables and the fact that \( \bar{\omega}_p \in \text{supp} \nu \), we get

\[
\mu(A) = \mu \left( \bigcap_{n=1}^{r} \{ \omega \in \Omega : \omega_{k_n} \in (\bar{\omega}_p - \epsilon b_n^{-1}, \bar{\omega}_p + \epsilon b_n^{-1}) \} \right) \]

\[
= \prod_{n=1}^{r} \nu(\bar{\omega}_p - \epsilon b_n^{-1}, \bar{\omega}_p + \epsilon b_n^{-1}) > 0.
\]

Next, pick a sequence \( \{ l_n \} \in \mathbb{Z} \) such that for any \( n \neq m \) we have

\[
|l_n - l_m| > 2 \alpha \text{ diam } K_r,
\]

where \( \alpha \) is the block size, and such that \( V_\omega(i) \) and \( V_\omega(i + l_n) \) have the same coefficient \( f_j \) that multiplies the corresponding random \( i.i.d \) at the respective sites. Then, the events

\[
A_n = A_n(I, q, \epsilon) \overset{\text{def}}{=} \{ \omega \in \Omega : \sup_{\iota \in I} |V_\omega(i + l_n) - V_\omega(i)| < \epsilon \}
\]

are independent, and it is easy to see that \( \mu(A_n) = \mu(A) > 0 \). So, since \( \{ A_n \} \) are independent and \( \sum_n \mu(A_n) = \infty \), from Borel-Canelli lemma we know that

\[
\Omega_{I, q, \epsilon} \overset{\text{def}}{=} \{ \omega \in \Omega : \omega \in A_n \text{ for infinitely many } n \}
\]

has probability one; that is, \( \mu(\Omega_{I, q, \epsilon}) = 1 \). We wish too point out that the desired sequence \( \{ j_n \} \) will be a subsequence of \( \{ l_n \} \). Let \( C_0 \) be a dense countable subset of \( \text{supp} \nu \). Then, since the collection of all finite subsets \( I \) of \( \mathbb{Z} \) is countable, we get that the set

\[
\Omega_0 \overset{\text{def}}{=} \bigcap_{I \subseteq \mathbb{Z}, q \in C_0, n \in \mathbb{Z}^+} \Omega_{I, q, \epsilon} = 1
\]

as a countable intersection of sets of measure one, has measure one; that is, \( \mu(\Omega_0) = 1 \). It is easy to see that, by definition, \( \Omega_0 \) satisfies the requirements of the claim, and thus concluding the proof!

**Proof of Theorem 2.3** The inclusion “ \( \subset \) ” is a standard result; it essentially follows from strong resolvent convergence, see for example [25, p.290, Thm.VIII.24]. To prove the reverse inclusion “ \( \supset \) ”, we will use the **Weyl’s criterion**, if

\[
\lambda \in \sigma(H_\omega) \text{ if } \exists \psi_n \in \ell^2(\mathbb{Z}), \text{ with } \| \psi_n \| = 1 \text{ such that } \|(H_\omega - \lambda)\psi_n\| \to 0 \text{ as } n \to \infty.
\]

Let \( \lambda \in \bigcup_{\omega \in \{ \omega_n \} \subseteq \text{supp } \mu} \sigma(H_\omega) \). Then \( \lambda \in \sigma(H_\bar{\omega}) \) for some periodic \( \bar{\omega} \in \text{supp } \mu \). So, by the **Weyl’s criterion**, there exist some finitely supported sequence \( \varphi_n \in \ell^2(\mathbb{Z}) \) with \( \| \varphi_n \| = 1 \) and \( \|(H_\bar{\omega} - \lambda)\varphi_n\| \to 0 \text{ as } n \to \infty \). Set \( \varphi(j) = \varphi(i - j) \). Our goal is to construct a Weyl sequence, \( \psi_n \), for the operator \( H_\omega \), where \( \omega \in \Omega_0 \). By Lemma 2.3, for every \( \omega \in \Omega_0 \), where \( \Omega_0 \) is defined in equation (4), there is a sequence \( \{ j_n \} \) with \( |j_n| \to \infty \) such that
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\[ \sup_{i \in \mathrm{supp} \varphi_n} |V_\omega(i + j_n) - V_\omega(i)| < \frac{1}{n}. \] (5)

We claim that \( \psi_n \overset{\text{def}}{=} \varphi_n^{(j_n)} \) is a Weyl sequence for \( H_\omega \) and \( \lambda \). Let \( H_{\omega,j_n} \) be the operator with potential \( V_{\omega,j_n}(i) = V_\omega(i + j_n) \). It is a straightforward computation to show that

\[ \left( H_\omega \varphi_n^{(j_n)} \right)(i + j_n) = (H_{\omega,j_n} \varphi_n)(i). \]

So, as a result one also has

\[ \|(H_\omega - \lambda) \varphi_n^{(j_n)}\| = \|(H_{\omega,j_n} - \lambda) \varphi_n\|. \] (6)

On the other hand,

\[
\|(H_{\omega,j_n} - H_\omega) \varphi_n\|^2 = \|(V_{\omega,j_n} - V_\omega) \varphi_n\|^2 \\
= \sum_{i \in \mathbb{Z}} |(V_{\omega,j_n}(i) - V_\omega(i)) \varphi_n(i)|^2 \\
= \sum_{i \in \mathbb{Z}} |V_\omega(i + j_n) - V_\omega(i)|^2 |\varphi_n(i)|^2 \\
\leq \sup_{i \in \mathrm{supp} \varphi_n} |V_\omega(i + j_n) - V_\omega(i)|^2 \|\varphi_n\|^2 \\
< \frac{1}{n^2}.
\]

Then,

\[
\|(H_\omega - \lambda) \psi_n\| = \|(H_\omega - \lambda) \varphi_n^{(j_n)}\| \\
= \|(H_{\omega,j_n} - \lambda) \varphi_n\| \\
\leq \|(H_{\omega,j_n} - H_\omega) \varphi_n\| + \|(H_\omega - \lambda) \varphi_n\| \\
\leq \frac{1}{n} + \|(H_\omega - \lambda) \varphi_n\| \\
\rightarrow 0 \text{ as } n \rightarrow \infty.
\]

This shows that \( \lambda \in \sigma(H_\omega) \) as desired. \( \square \)

**Remark 2.6.** We wish to point out that in the special case where \( f_i \equiv 1 \) one gets that the almost sure spectrum for the generalized Anderson model is the same as for the original Anderson model; that is,

\[ \Sigma = [-2, 2] + \mathrm{supp} \nu. \]

### 2.4 The strategy to prove Theorem 2.1

To prove Theorem 2.1, we begin by considering the restriction of our operator \( H_\omega \) to some finite box. Specifically, for some fixed \( L \in \mathbb{Z}_+ \), denote by \( H_\omega^L \) the restriction of \( H_\omega \) to \( \ell^2([-\alpha L, \alpha L - 1] \cap \mathbb{Z}) \). That is,

\[
H_\omega^L = \begin{pmatrix}
V_\omega(-\alpha L) & 1 & 0 & 0 & \cdots & 0 \\
1 & V_\omega(-\alpha L + 1) & 0 & 0 & \cdots & 0 \\
0 & 1 & \ddots & \ddots & \ddots & \ddots \\
& \vdots & \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots & 1 \\
0 & \cdots & \cdots & 1 & V_\omega(\alpha L - 2) & 1 \\
& & \cdots & & V_\omega(\alpha L - 1)
\end{pmatrix}.
\]
Let \( \{ E_l(\omega) \}_{l=1} \) and \( \{ v_{\omega,l} \}_{l=1} \) for \( l = 1, 2, \ldots, 2\alpha L \), be the eigenvalues and the corresponding normalized eigenfunctions of \( H^L_\omega \), respectively. Define

\[
\alpha_L(m,n) = \int_\Omega \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-i H^L_\omega t} \delta_n \rangle \right| \right) d\mu(\omega)
\]

\[
\rho_L(m,n) = \int_\Omega \left( \sum_l \left| \langle \delta_m, v_{\omega,l}^L \rangle \delta_n, v_{\omega,l}^L \rangle \right| \right) d\mu(\omega),
\]

and notice that the above integrals are simply \( 2L \)-fold iterated integrals. This follows from the fact that \( H^L_\omega \) depends only on the entries \( \omega_L, \ldots, \omega_{L-1} \), and the fact that \( \omega_n \)'s are i.i.d, so the measure \( d\mu(\omega) \) is simply the product measure.

In laying down the groundwork for the proof of Theorem 2.4, we begin by stating the following two lemmas. They are easy to prove, see for example [5, pp.192-193], however, for completeness and reader’s convenience, we include the brief arguments here.

**Lemma 2.7.** For \( m, n \in \mathbb{Z} \) we have

\[
a(m,n) \leq \liminf_{L \to \infty} \alpha_L(m,n).
\]

**Proof.** First, regarding \( H^L_\omega \) as an operator in \( L^2(\mathbb{Z}) \), in the natural way, we observe that \( H^L_\omega \) converges strongly to \( H_\omega \). As a consequence, \( e^{-i H^L_\omega} \) converges strongly to \( e^{-i H_\omega} \), for each \( t \in \mathbb{R} \), and every \( \omega \). As a result, we also have

\[
\lim_{L \to \infty} \left| \langle \delta_m, e^{-i H^L_\omega t} \delta_n \rangle \right| = \left| \langle \delta_m, e^{-i H_\omega t} \delta_n \rangle \right|.
\]

Next, for each \( t \in \mathbb{R} \), we have

\[
\left| \langle \delta_m, e^{-i H^L_\omega t} \delta_n \rangle \right| \leq \sup_{t' \in \mathbb{R}} \left| \langle \delta_m, e^{-i H^L_\omega t'} \delta_n \rangle \right|.
\]

Taking \( \liminf \) of both sides we obtain:

\[
\left| \langle \delta_m, e^{-i H_\omega t} \delta_n \rangle \right| = \lim_{L \to \infty} \left| \langle \delta_m, e^{-i H^L_\omega t} \delta_n \rangle \right| \leq \liminf_{L \to \infty} \sup_{t' \in \mathbb{R}} \left| \langle \delta_m, e^{-i H^L_\omega t'} \delta_n \rangle \right|.
\]

Hence,

\[
\sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-i H_\omega t} \delta_n \rangle \right| \leq \liminf_{L \to \infty} \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-i H^L_\omega t} \delta_n \rangle \right|.
\]

The result follows by an application of Fatou’s lemma. \( \square \)

**Lemma 2.8.** For \( L \in \mathbb{Z}_+ \), and \( m, n \in \mathbb{Z} \) we have

\[
a_L(m,n) \leq \rho_L(m,n).
\]

**Proof.** Using the eigenfunction expansion of \( H^L_\omega \) we have

\[
a_L(m,n) = \int_\Omega \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-i H^L_\omega t} \delta_n \rangle \right| \right) d\mu(\omega)
\]

\[
= \int_\Omega \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-i H^L_\omega t} \sum_l \langle \delta_n, v_{\omega,l}^L \rangle v_{\omega,l}^L \rangle \right| \right) d\mu(\omega)
\]

\[
\leq \int_\Omega \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_m, e^{-i E^L_\omega t} \langle \delta_n, v_{\omega}^L \rangle v_{\omega}^L \rangle \right| \right) d\mu(\omega)
\]

\[
= \rho_L(m,n).
\]
Precisely zero) we make the Prüfer angle \( \phi \) discussion in [18].

The first step in establishing this bound will be to rewrite \( L \) in a suitable way that will make it easier to estimate the norm of the resulting expression. This will be achieved in Lemma 4. Before we begin describing the change of variables, we will take a short detour to introduce and develop some of the relevant results regarding discrete Prüfer variables, which we will need in the later sections.

### 3 Discrete Prüfer variables

Let \( u_{-L}(\omega, E) \) be the solution of

\[
    u(n + 1) + u(n - 1) + V(\omega)u(n) = Eu(n),
\]

with potential \( V(\omega) \) as above, satisfying the initial conditions \( u(-\alpha L + 1) = 0, u(-\alpha L) = 1 \) where \( \alpha \) is as above and \( L \) is some fixed positive integer. Here the subscript \(-L\) is there to indicate that we start solving the difference equation recurrently from left to right.

We define the corresponding Prüfer phase \( \phi_{-L}(\omega, E) \), and amplitude \( R_{-L}(\omega, E) \) to be

\[
    u_{-L}(n, \omega, E) = \begin{cases} 
        R_{-L}(n, \omega, E) \sin \phi_{-L}(n, \omega, E) & \\
        R_{-L}(n, \omega, E) \cos \phi_{-L}(n, \omega, E) & 
    \end{cases}
\]

normalized at \(-\alpha L - 1\) (i.e. \( R_{-L}(-\alpha L - 1) = 1 \)).

Since from the boundary condition at \(-\alpha L - 1\) it follows that the initial angle \( \phi_{-L}(-\alpha L - 1, \omega, E) \) is fixed to be 0 (in fact, a priori it is only fixed up to \( \mod \pi \), but we choose it to be precisely zero) we make the Prüfer angle \( \phi_{-L}(\omega, E) \) unique in a way which was motivated by a discussion in [13].

First, observe that we have:

\[
    \begin{pmatrix} 
        u(ak + \alpha) \\
        a(ak + \alpha - 1) 
    \end{pmatrix} = T_{E, \omega}(ak + \alpha - 1) \ldots T_{E, \omega}(ak) \begin{pmatrix} 
        u(ak) \\
        a(ak - 1) 
    \end{pmatrix},
\]

where \( T_{E}(m) \) is the one-step transfer matrix; that is,

\[
    T_{E, \omega}(m) = \begin{pmatrix} 
        E - V(\omega)(m) & -1 \\
        1 & 0 
    \end{pmatrix}
\]

Next, for each \( k = -L, \ldots, L - 1 \), we fix a homotopy

\[
    F_{E, \omega}^{\alpha}(k, s) = \begin{pmatrix} 
        \cos f(s) & -\sin f(s) \\
        \sin f(s) & \cos f(s) \\
        g(s)(E - V(\omega)(ak + i)) & -1 \\
        1 & 0 
    \end{pmatrix}
\]

where \( i = 0, \ldots, \alpha - 1 \) and \( f : [0, \frac{1}{2}] \to [0, \pi/2] \) and \( g : [\frac{1}{2}, 1] \to [0, 1] \) are \( C^{\infty} \) functions such that

(i) \( f(s) = 0 \) for \( s \) close to 0 and \( f(s) = \pi/2 \) for \( s \) near \( \frac{1}{2} \);

(ii) \( g \) is strictly increasing with \( g(1/2) = 0 \), and \( g(1) = 1 \).
So, we have \( F_{E,\alpha}(k,0) = I_2 \) and \( F_{E,\alpha}(k,1) = T_{E,\omega}(ak + i) \), where \( I_2 \) is the identity matrix. Next, set
\[
F_{E,\alpha}(k,s) = \prod_{i=0}^{s-1} F_{E,\alpha}(k,s)
\]
and observe that we also get \( F_{E,\alpha}(k,0) = I_2 \) and \( F_{E,\alpha}(k,1) = T_{E,\omega}(ak + \alpha - 1) \cdots T_{E,\omega}(ak) \).

So, given that the phase \( \phi_{-L}(ak(k-1)+\alpha-1) \) has been fixed, then the next phase \( \phi_{-L}(ak+\alpha-1) \) is uniquely determined via the homotopy \( F_{E,\alpha} \) above (we consider only these phases for reasons which will become clear later). This is true since the angle now changes continuously from site to site via the above homotopy.

**Lemma 3.1.** For each \(-L \leq k \leq L - 1\), we have
\[
|\phi_{-L}(ak + \alpha - 1, \omega, \ldots, \omega_k, E) - \phi_{-L}(ak(k-1) + \alpha - 1, \omega, \ldots, \omega_k - 1, E)| < \pi B(\alpha) < \infty,
\]
for some constant \( B(\alpha) > 0 \), uniform in \( k, E \in \Sigma_0 \) and \( \alpha \).

**Proof.** For each \( E, \alpha, k \) let us define a function \( G_{E,\alpha}^k : [0,1] \to \mathbb{R}^2 \) by
\[
G_{E,\alpha}^k(s) = F_{E,\alpha}(k,s) (u_{-L}(ak), u_{-L}(ak - 1))^t,
\]
where \( F_{E,\alpha}^0(\cdot, \cdot) \) is as above. Since \( G_{E,\alpha}^k(0) \) determines the angle \( \phi_{-L}(ak(k-1) - 1) \) and \( G_{E,\alpha}^k(1) \) the angle \( \phi_{-L}(ak(k-1) - 1) \), it suffices to prove that the number of times that the curve \( \Gamma \equiv G_{E,\alpha}^k([0,1]) \) winds around the origin is bounded above by a finite number, and the bound is uniform in \( k \in \{-L, \ldots, \omega_k \} \), \( E \in \Sigma_0 \), and \( \omega_k \in \supp \nu \). To this end, first we note that as \( s \) ranges from 0 to \( 1/2 \), \( F_{E,\alpha}(k,s) \) is simply \( R_{f(s)} \) where
\[
R_{f(s)} = \begin{pmatrix}
\cos f(s) & -\sin f(s) \\
\sin f(s) & \cos f(s)
\end{pmatrix}
\]
is the rotation matrix. Since \( f \) goes from 0 to \( \pi/2 \) as \( s \) ranges from 0 to \( 1/2 \), then the curve \( \Gamma_0 \equiv G_{E,\alpha}^k([0,1/2]) \) would have traversed an angle of length at most \( \alpha \left( \frac{\pi}{2} \right) \), for all \( k = -L, \ldots, L-1 \) all \( E \in \Sigma_0 \) and all \( \omega_k \in \supp \nu \). On the other hand, for \( s \in [1/2,1] \), from the definition of \( F_{E,\alpha}(k,s) \) and \( G_{E,\alpha}^k \), we will have
\[
G_{E,\alpha}^k(s) = \begin{pmatrix}
P_{\alpha,E,\omega_k}(g(s)) \\
Q_{\alpha-1,E,\omega_k}(g(s))
\end{pmatrix}
\]
where \( P_{\alpha,E,\omega_k} \) and \( Q_{m,E,\omega_k} \) are polynomials of degree \( m \). Similarly as before, we wish to show that the number of times \( G_{E,\alpha}^k(s) \) winds around the origin as \( s \) ranges from \( 1/2 \) to \( 1 \) is bounded above by a finite number, uniform in \( k \in \{-L, \ldots, L-1 \} \), \( E \in \Sigma_0 \) and \( \omega_k \in \supp \nu \). Next, since the curve \( \Gamma_1 \equiv G_{E,\alpha}^k([1/2,1]) \) is smooth, to count the number of times it winds around the origin is equivalent to counting the number of \( s \in [1/2,1] \) for which \( P_{\alpha,E,\omega_k}(g(s)) = 0 \). Since \( P_{\alpha,E,\omega_k} \) is a polynomial of degree \( \alpha \), it has at most \( \alpha \) real zeros, for all \( E \in \Sigma_0 \) and all \( \omega_k \in \supp \nu \). In other words, since \( g \) ranges over \( \Sigma_0 \) and \( \omega_k \) ranges over \( \supp \nu \) the only thing that changes are coefficients of \( P_{\alpha,E,\omega_k}(\cdot) \), the number of real roots of \( P_{\alpha,E,\omega_k}(\cdot) \) will be uniformly bounded above by \( \alpha \). So, computing the winding number of \( \Gamma_1 \) is now equivalent to counting the number of \( s \in [1/2,1] \) for which \( g(s) = x_0 \), where \( x_0 \) is any of the real roots of \( P_{\alpha,E,\omega_k} \). Since, by hypothesis, \( g \) is injective in \([1/2,1]\) and since there are at most \( \alpha \) real roots of \( P_{\alpha,E,\omega_k} \), we conclude that there are at most \( \alpha \) possible values of \( s \in [1/2,1] \) for which \( g(s) = x_0 \), for all \( E \in \Sigma_0 \) and all \( \omega_k \in \supp \nu \). Finally, since \( \Gamma = \Gamma_0 \cup \Gamma_1 \), putting together the two arguments above, we conclude that there is some integer \( B(\alpha) \), uniform in \( E \) and \( \omega_k \), so that the curve \( \Gamma \) traverses an angle of length at most \( B(\alpha) \). Moreover, from the definition of the homotopy \( F_{E,\alpha}(k,s) \) it follows immediately that such a bound \( B(\alpha) \) is independent of \( k \); that is, it is the same on each \( \alpha \)-block. This concludes the proof! □
Rewriting expression \((14)\), we get
\[
\frac{u(n+1)}{u(n)} + \frac{u(n-1)}{u(n)} = E - V_\omega(n).
\]
(14)

Using the expressions in \((8)\) the expression in \((14)\) becomes:
\[
\cot \phi_{-L}(n, \omega, E) + \tan \phi_{-L}(n-1, \omega, E) = E - V_\omega(n).
\]
(15)

Similarly, we also get
\[
R_{-L}(n, \omega, E) \sin \phi_{-L}(n, \omega, E) = R_{-L}(n-1, \omega, E) \cos \phi_{-L}(n-1, \omega, E).
\]
(16)

We rewrite \((15)\) using the explicit definition of the potential \(V_\omega:\)
\[
\cot \phi_{-L}(n, \omega, E) + \tan \phi_{-L}(n-1, \omega, E) = f_i \omega_k,
\]
(17)

where \(k = \lfloor \frac{n}{N} \rfloor\), and \(i \in \{0, 1, \ldots, \alpha - 1\}\).

**Lemma 3.2.** For \(j < \lfloor \frac{n}{N} \rfloor\), we have
\[
R_{-L}^2(n, \omega, E) \frac{\partial}{\partial \omega_j} \phi_{-L}(n, \omega, E) = \sum_{i=0}^{\alpha-1} f_i u_{-L}^2(\alpha j + i, \omega, E).
\]
Proof. From equation \((17)\) we get:
\[
-\frac{1}{\sin^2 \phi_{-L}(n, \omega, E)} \frac{\partial}{\partial \omega_j} \phi_{-L}(n, \omega, E) = \frac{1}{\cos^2 \phi_{-L}(n-1, \omega, E)} \frac{\partial}{\partial \omega_j} \phi_{-L}(n-1, \omega, E).
\]
(18)

Differentiating \((18)\) with respect to \(\omega_j\) and since by assumption \(j < k \overset{\text{def}}{=} \lfloor \frac{n}{N} \rfloor\), we get
\[
-\frac{1}{\sin^2 \phi_{-L}(n, \omega, E)} \frac{\partial}{\partial \omega_j} \phi_{-L}(n, \omega, E) = -\frac{1}{\cos^2 \phi_{-L}(n-1, \omega, E)} \frac{\partial}{\partial \omega_j} \phi_{-L}(n-1, \omega, E).
\]
(19)

Equivalently,
\[
\frac{\partial}{\partial \omega_j} \phi_{-L}(n, \omega, E) = \frac{\sin^2 \phi_{-L}(n, \omega, E)}{\cos^2 \phi_{-L}(n-1, \omega, E)} \frac{\partial}{\partial \omega_j} \phi_{-L}(n-1, \omega, E).
\]
(20)

Multiplying both sides of \((19)\) by \(R_{-L}^2(n, \omega, E)\), and using the relation in \((10)\), we get
\[
R_{-L}^2(n, \omega, E) \frac{\partial}{\partial \omega_j} \phi_{-L}(n, \omega, E) = R_{-L}^2(n-1, \omega, E) \frac{\partial}{\partial \omega_j} \phi_{-L}(n-1, \omega, E).
\]
(21)

Iterating \((20)\) and using the relation in \((8)\) we get
\[
R_{-L}^2(n, \omega, E) \frac{\partial}{\partial \omega_j} \phi_{-L}(n, \omega, E) = R_{-L}^2(\alpha j + \alpha - 1, \omega, E) \frac{\partial}{\partial \omega_j} \phi_{-L}(\alpha j + \alpha - 1, \omega, E)
\]
\[
= R_{-L}(\alpha j + \alpha - 2, \omega, E) \frac{\partial}{\partial \omega_j} \phi_{-L}(\alpha j + \alpha - 2, \omega, E)
\]
\[
+ f_{\alpha - 1} R_{-L}^2(\alpha j + \alpha - 1, \omega, E) \sin^2(\alpha j + \alpha - 1, \omega, E)
\]
\[
+ \sum_{i=0}^{\alpha-1} f_i R_{-L}(\alpha j + i, \omega, E) \sin^2(\alpha j + i, \omega, E)
\]
(22)

\[
= \sum_{i=0}^{\alpha-1} f_i R_{-L}^2(\alpha j + i, \omega, E)
\]
(23)

as desired.
Though obvious, for the record, we mention special cases that arise if \( j = \lfloor n \alpha \rfloor \), namely, for \( 0 \leq N \leq \alpha - 1 \)

\[
R_{-L}(\alpha j + N, \omega, E) \frac{\partial}{\partial \omega} \phi_{-L}(\alpha j + N, \omega, E) = \sum_{i=0}^{N} f_i u_{-L}^2(\alpha j + i, \omega, E). \tag{24}
\]

One can also obtain a formula for the partial derivative of the phase with respect to the energy \( E \). One can find a proof of this in [20, Lem. 2]. Since our situation is slightly different, we present here a proof of this result with the corresponding changes.

**Lemma 3.3.**

\[
R_{-L}^2(n, \omega, E) \frac{\partial}{\partial E} \phi_{-L}(n, \omega, E) = -\sum_{j=n}^{-\alpha L} u_{-L}^2(j, \omega, E).
\]

**Proof.** From equation (17) we get:

\[
\cot \phi_{-L}(n, \omega, E) = -\tan \phi_{-L}(n - 1, \omega, E) + E - f_i \omega_k. \tag{25}
\]

Differentiating (25) with respect to \( E \) we get

\[
\frac{1}{\sin^2 \phi_{-L}(n, \omega, E)} \frac{\partial}{\partial E} \phi_{-L}(n, \omega, E) = -\frac{1}{\cos^2 \phi_{-L}(n - 1, \omega, E)} \frac{\partial}{\partial E} \phi_{-L}(n - 1, \omega, E) + 1.
\]

Equivalently,

\[
\frac{\partial}{\partial E} \phi_{-L}(n, \omega, E) = \frac{\sin^2 \phi_{-L}(n, \omega, E)}{\cos^2 \phi_{-L}(n - 1, \omega, E)} \frac{\partial}{\partial E} \phi_{-L}(n - 1, \omega, E) - \sin^2 \phi_{-L}(n, \omega, E) \tag{26}
\]

Multiplying both sides of (26) by \( R_{-L}^2(n, \omega, E) \), and using the relation in (16), and (8) we get

\[
R_{-L}^2(n, \omega, E) \frac{\partial}{\partial E} \phi_{-L}(n, \omega, E) = R_{-L}^2(n - 1, \omega, E) \frac{\partial}{\partial E} \phi_{-L}(n - 1, \omega, E) - u_{-L}^2(n, \omega, E) \tag{27}
\]

Iterating (27) and using the boundary condition at site \(-\alpha L - 1\), we get:

\[
R_{-L}^2(n, \omega, E) \frac{\partial}{\partial E} \phi_{-L}(n, \omega, E) = -\sum_{j=n}^{-\alpha L} u_{-L}^2(j, \omega, E).
\]

This concludes the proof. \[\square\]

### 4 Change of variables

#### 4.1 Introducing the change of variables

We introduce the following change of variables

\[
J_L : [-M, M]^{2L} \times \{0, 1, \ldots, 2\alpha L - 1\} \rightarrow \Sigma_0 \times \mathbb{T}_\alpha^{2L-1} \times \{0, 1, \ldots, 2B(\alpha) - 1\}
\]

\[
(\omega, l) \rightarrow (E, \theta_{-L}, \ldots, \theta_{L-2}, N)
\]

where \( \mathbb{T}_\alpha \overset{\text{def}}{=} \mathbb{R}/(2\pi B(\alpha) \mathbb{Z}) \), and \( \Sigma_0 = [-2 - M, 2 + M] \), as follows:
• for \( k = -L, \ldots, L - 2, \) we pick \( \theta_k \in T_\alpha \) such that
\[
\phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_k, E_l(\omega)) \equiv \theta_k \mod 2\pi B(\alpha).
\]

• \( E \in \Sigma_0 \) is given by
\[
E = E_l(\omega).
\]

• \( N \in \{0, 1, \ldots, 2B(\alpha) - 1\} \) is defined such that
\[
l \equiv N \mod 2B(\alpha).
\]

Since we are taking the phase angles modulo \( 2\pi B(\alpha) \), we need to make sure that this process does not produce any ambiguities. In other words, we need to ensure that the change of variables \( J_L \) is one-to-one. For completeness, we prove this in the lemma below, by following the argument for the continuum case almost verbatim. For a proof of the original statement in the continuum setting, see [6] Lemm. 2.3.

**Lemma 4.1.** The change of variables \( J_L \) is one-to-one.

**Proof.** We first note that, for the \( l^{th} \) eigenfunction, the Prüfer phase \( \phi_{-L} \) runs from 0 at \( -\alpha L - 1 \) to \( \frac{\pi}{2} + N\pi \), for some \( N \in \mathbb{Z} \), at \( \alpha L - 1 \). More precisely, since the Prüfer angle \( \phi_L \) is strictly monotone decreasing in \( E \), it follows that for the \( l^{th} \) eigenvalue, \( E_l \) of \( H_L^\omega \), we actually have \( \phi_{-L}(\alpha L - 1, \omega_{-L}, \ldots, \omega_{L-1}, E_l(\omega)) = \pi/2 - l\pi \), where \( l = 0, 1, \ldots, 2\alpha L \). Suppose that \( (E, \theta_{-L}, \ldots, \theta_{L-2}, N) \) belongs to the range of \( J_L \) and that there is some \( (\omega_{-L}, \ldots, \omega_{L-1}, l) \in [-M, M]^{2L} \times \{0, 1, \ldots, 2\alpha L\} \), such that
\[
J_L(\omega_{-L}, \ldots, \omega_{L-1}, l) = (E, \theta_{-L}, \ldots, \theta_{L-2}, N).
\]

By the definition of \( J_L \), for \( k = -L, \ldots, L - 2, \) we have
\[
\phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_k, E_l(\omega)) \equiv \theta_k \mod 2\pi B(\alpha).
\] (28)

We will show, iteratively in \( k \), that this in fact determines \( \omega_k \) uniquely. We begin by fixing \( \theta_{-L-1} \equiv 0 \) and \( \theta_{L-1} \equiv \pi/2 + N\pi \). In \( \{12\} \) we showed that
\[
|\phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_k, E) - \phi_{-L}(\alpha k - 1 + \alpha - 1, \omega_{-L}, \ldots, \omega_{k-1}, E)| < B(\alpha)\pi. \tag{29}
\]

Assume to the contrary that there is some other \( \omega_k' \neq \omega_k \) such that \( \{25\} \) holds as well. Then, there exist \( n_1, n_2, n_3 \in \mathbb{Z} \) such that
\[
\phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_k, E_l(\omega)) = \theta_k + n_1(2\pi B(\alpha))
\]
\[
\phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_k', E_l(\omega)) = \theta_k + n_2(2\pi B(\alpha))
\]
\[
\phi_{-L}(\alpha k - 1 + \alpha - 1, \omega_{-L}, \ldots, \omega_{k-1}, E_l(\omega)) = \theta_{k-1} + n_3(2\pi B(\alpha)).
\]

From Lemma \( \{24\} \), we see that \( \phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_k, E) \) is strictly increasing in \( \omega_k \), so with no loss of generality we may assume that \( n_1 > n_2 \). Then,
\[
|\phi_{-L}(ak + \alpha - 1) - \phi_{-L}(\alpha k - 1 + \alpha - 1)| = |(\theta_k - \theta_{k-1}) + 2\pi B(\alpha)(n_1 - n_3)|
\]
\[
= |(\theta_k - \theta_{k-1}) + 2\pi B(\alpha)(n_1 - n_2) + 2\pi B(\alpha)(n_2 - n_3)|
\]
\[
\geq |2\pi B(\alpha)(n_1 - n_2)| - |(\theta_k - \theta_{k-1}) + 2\pi B(\alpha)(n_2 - n_3)|
\]
\[
\geq 2\pi B(\alpha)(n_1 - n_2) - B(\alpha)\pi
\]
\[
\geq B(\alpha)\pi,
\]

where the last inequality follows from the fact that \( n_1 - n_2 \geq 1 \). But, this contradicts \( \{29\} \), so there must be a unique \( \omega_k \in [-M, M] \) that satisfies \( \{25\} \). Having reconstructed the unique \( \bar{\omega} = (\omega_{-L}, \ldots, \omega_{L-1}) \) for which \( J_L(\bar{\omega}, l) = (E, \theta_{-L}, \ldots, \theta_{L-2}, N) \), then from the fact that \( \phi_{-L}(\alpha L - 1, \bar{\omega}, E_l(\omega)) = \pi/2 - l\pi = \theta_{L-1} \equiv \pi/2 + N\pi \), it follows that \( l \) is also determined uniquely, thus concluding the proof. \( \square \)
Our next goal is to show that, locally, any two given consecutive Prüfer angles, \( \theta_{k-1}, \theta_k \) determine a unique coupling constant \( \omega_k \). We do this, via adopting the analogous argument in [2].

For \( E, \lambda, \theta_{k-1}, \theta_k \in \mathbb{R} \) let \( u_-(\cdot, \theta_{k-1}, \lambda, E) \) be the unique solution of the difference equation

\[
u(n + 1) + \nu(n - 1) + \lambda f(n - \alpha) \nu(n) = E \nu(n)
\]

with the initial conditions \( u(\alpha(k + 1)) = \cos \theta_k \) and \( u(\alpha - 1) = \sin \theta_k \), where the subscript “+” means that we are solving recursively from right to left. Also, let \( u_+(\cdot, \theta_k, \lambda, E) \) be the unique solution of (30) with initial conditions \( u(\alpha(k + 1)) = \cos \theta_k \) and \( u(\alpha - 1) = \sin \theta_k \), where the subscript “-” means that we solve recursively from left to right. We wish to point out that \( \lambda f(n - \alpha) \) above is precisely the restriction of the potential \( V_x \) to the \( \alpha \)-block \([ak, ak + \alpha - 1] \).

Lemma 4.2. With the same notation as above we have

\[
\frac{\partial}{\partial \theta_{k-1}} \phi_-(ak + \alpha - 1, \theta_{k-1}, \omega_k, E) = \frac{1}{R_x^2(\alpha + 1, \theta_{k-1}, \omega_k, E)}.
\]

Proof. Differentiating

\[
cot \phi_-(ak + \alpha - 1, \theta_{k-1}, \omega_k, E) + \tan \phi_-(ak + \alpha - 2, \theta_{k-1}, \omega_k, E) = E - V_x(ak + \alpha - 1)
\]

with respect to the initial angle \( \theta_{k-1} \) we get

\[
\frac{\partial}{\partial \theta_{k-1}} \phi_-(ak + \alpha - 1, \theta_{k-1}, \omega_k, E) = \frac{\sin^2 \phi_-(ak + \alpha - 1, \theta_{k-1}, \omega_k, E)}{\cos^2 \phi_-(ak + \alpha - 2, \theta_{k-1}, \omega_k, E)} \frac{\partial}{\partial \theta_{k-1}} \phi_-(ak + \alpha - 2, \theta_{k-1}, \omega_k, E).
\]

Then, the result follows by iterating (31), using the analogue of expression (16) for \( R_+ \), and the fact that \( R_-(\alpha(k + 1) = 1) \).
as claimed. Similarly, one shows that \( \phi_+(ak - 1, \cdot, \lambda, E) \) is well-defined, when considered as a map from \( T_\alpha \) to \( T_\alpha \).

Given any \( x, y \in T_\alpha \), if there is some coupling constant \( \lambda \in [-M, M] \) such that \( \phi_-(ak + \alpha - 1, y, \lambda, E) = x \) (or \( \phi_+(ak - 1, x, \lambda, E) = y \)) we set \( \lambda(y, x, E) = \lambda \). Next, we show that if such a coupling constant exists, then it must be unique. Given \( x, y \in T_\alpha \), suppose there are \( \lambda_1, \lambda_2 \in [-M, M] \) such that \( \phi_-(ak + \alpha - 1, x, \lambda_1, E) = y = \phi_-(ak + \alpha - 1, x, \lambda_2, E) \); that is, there are some \( n_1, n_2 \in \mathbb{Z} \) such that \( \phi_-(ak + \alpha - 1, x, \lambda_1, E) = y + n_1 2\pi B(\alpha) \) and \( \phi_-(ak + \alpha - 1, x, \lambda_2, E) = y + n_2 2\pi B(\alpha) \). With no loss of generality, suppose that \( \lambda_1 < \lambda_2 \). But, since \( f_i > 0 \) for all \( i = 0, 1, \ldots, \alpha - 1 \), from Lemma 3.2 it follows that \( \phi_- \) is strictly increasing when viewed as a function of the coupling constant \( \lambda \), thus it follows that \( n_2 > n_1 \). Let \( \phi_-(ak - 1, x, \lambda_1, E) = x + n_4 2\pi B(\alpha) \) and \( \phi_-(ak - 1, x, \lambda_2, E) = x + n_3 2\pi B(\alpha) \), so, for the same reason as before \( n_3 > n_4 \). Then

\[
|\phi_-(ak + \alpha - 1, x, \lambda_2, E) - \phi_-(ak - 1, x, \lambda_2, E)| = |(y - x) + 2\pi B(\alpha)(n_2 - n_3)|
\]

\[
= |y - x| + 2\pi B(\alpha)(n_2 - n_1) + 2\pi B(\alpha)(n_1 - n_3)|
\]

\[
\geq 2\pi B(\alpha)(n_2 - n_1) - |(y - x) + 2\pi B(\alpha)(n_1 - n_3)|
\]

\[
= 2\pi B(\alpha)(n_2 - n_1)
\]

\[
- |y - x + 2\pi B(\alpha)(n_1 - n_4) + 2\pi B(\alpha)(n_4 - n_3)|
\]

\[
\geq 2\pi B(\alpha)(n_2 - n_1) - |y - x + 2\pi B(\alpha)(n_1 - n_4)|
\]

\[
- 2\pi B(\alpha)(n_4 - n_3)
\]

\[
= 2\pi B(\alpha)(n_2 - n_1 + n_3 - n_4)
\]

\[
- |\phi_-(ak + \alpha - 1, x, \lambda_1, E) - \phi_-(ak - 1, x, \lambda_1, E)|
\]

\[
\geq 2\pi B(\alpha)(n_2 - n_1 + n_3 - n_4) - \pi B(\alpha)
\]

\[
> \pi B(\alpha),
\]

contradicting (12), and thus showing that there exists at most one such coupling constant \( \lambda \). In other words, this shows that for each \( E \), the function \( \lambda_E : T_\alpha \mapsto [-M, M] \) given by \( \lambda_E(x, y) \) \( \equiv \lambda \) is well defined. Below, we prove an important property of this function which we will use later.

**Proposition 4.3.** Let \( A \subseteq [-M, M] \). If \( Leb(A) = 0 \), then \( Leb(\lambda_E^{-1}(A)) = 0 \), where \( Leb \) denotes Lebesgue measure.

**Proof.** It suffices to show that \( \lambda_E \in C^1(D) \) and that \( Leb\{ (x, y) \in D : \nabla \lambda_E(x, y) = 0 \} = 0 \) where \( D \equiv \{ (x, y) \in T_\alpha^2 : \lambda_E(x, y) \text{ exists} \} \). A quick computation shows that

\[
\frac{\partial}{\partial y} \lambda_E(x, y) = \frac{1}{\partial x}
\]

\[
= \frac{1}{\partial x} \frac{\phi_-(ak+1-x, \lambda, E)}{\partial \lambda}
\]

\[
= -\frac{R_1^2(ak+1, x, \lambda, E)}{\sum_{i=0}^{\alpha-1} f_i u_i^2(ak+i, x, \lambda, E)},
\]

and

\[
\frac{\partial}{\partial x} \lambda_E(x, y) = \frac{1}{\partial x}
\]

(33)
\[
\frac{1}{\phi_{x,y}(ak,\alpha - 1, y, \lambda, E)} = \frac{R^2_{\pm}(ak + \alpha - 1, y, \lambda, E)}{\sum_{i=0}^{\alpha-1} f_i u^2_{\pm}(ak + i, y, \lambda, E)}.
\] (34)

We claim that \( \{(x, y) \in \mathcal{D} : \nabla \lambda_E(x, y) = 0\} = \emptyset \). If not, then this would imply that \( R^2_{\pm}(ak + \alpha - 1, y, \lambda, E) = 0 \) and \( R^2_{\pm}(ak - 1, x, \lambda, E) = 0 \). Then, from the definition of \( R_{\pm} \) we would have \( u^2_{\pm}(ak + \alpha - 1, y, \lambda, E) + u^2_{\pm}(ak + \alpha - 1, x, \lambda, E) = 0 \) and \( u^2_{\pm}(ak - 1, x, \lambda, E) + u^2_{\pm}(ak, \lambda, E) = 0 \). But, this in turn would imply that \( u_{\pm} \equiv 0 \), which is a contradiction.

Finally, since \( u_{\pm}(ak + i, \lambda, E) \) are polynomials in \( \sin(\cdot), \cos(\cdot) \) and \( R^2_{\pm} \) is a sum of two such functions, from (33) and (34), it follows that \( \frac{\partial}{\partial x} \lambda_E \) and \( \frac{\partial}{\partial y} \lambda_E \) are continuous in \( y, x \), and thus \( \lambda_E \in C^1(\mathcal{D}) \). This concludes the proof! \( \Box \)

**Lemma 4.4.** With the same notation as above, for \( k = -L, \ldots, L - 2 \), we have

(i) \( R_{-L}(ak + \alpha - 1, \theta_{-L}, \ldots, \theta_k, E) = R_{-L}(ak - 1, \theta_{-L}, \ldots, \theta_{k-1}, E) R_{-L}(ak + \alpha - 1, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E) \)

(ii) \( R_{-L}(ak - 1, \theta_{-L}, \ldots, \theta_{k-1}, E) = R_{-L}(ak + \alpha - 1, \theta_{L}, \ldots, \theta_k, E) R_{+L}(ak - 1, \theta_k, \lambda(\theta_{k-1}, \theta_k, E), E) \)

**Proof.** From (10) and the analogous expression for \( R_- \) we get

\[
R_{-L}(ak + \alpha - 1) = R_{-L}(ak - 1) \prod_{i=0}^{\alpha-1} \frac{\cos \phi_{-L}(ak + i - 1)}{\sin \phi_{-L}(ak + i)}
\] (35)

and

\[
R_{-}(ak + \alpha - 1) = R_{-}(ak - 1) \prod_{i=0}^{\alpha-1} \frac{\cos \phi_{-}(ak + i - 1)}{\sin \phi_{-}(ak + i)},
\] (36)

respectively. Above, we have suppressed dependence on the energy and the angle. Now, since the way we extend the initial angles in both global and local settings is via the exact same homotopy, and since the initial angle in the local setting is precisely the angle one gets at that site when solving the global difference equation, and finally, since by assumption we have \( R_{-}(ak - 1) = 1 \), we conclude that (i) follows. Part (ii) is proven similarly; that is,

\[
R_{-L}(ak - 1) = R_{-L}(ak + \alpha - 1) \prod_{i=0}^{\alpha-1} \frac{\sin \phi_{-L}(ak + i)}{\cos \phi_{-L}(ak + i - 1)}
\] (37)

and

\[
R_{+L}(ak - 1) = R_{+L}(ak + \alpha - 1) \prod_{i=0}^{\alpha-1} \frac{\sin \phi_{+}(ak + i)}{\cos \phi_{+}(ak + i - 1)}.
\] (38)

Now, the result follows via a similar argument as in the previous paragraph and the fact that \( R_{+L}(ak + \alpha - 1) = 1 \). \( \Box \)

**Lemma 4.5.** With the same notation as above, for \( k = -L, \ldots, L - 1 \), we have

(i) \( \sum_{i=0}^{\alpha-1} f_i u^2_{-L}(ak + i, \theta_{-L}, \ldots, \theta_k, E) = R_{-L}(ak - 1, \theta_{-L}, \ldots, \theta_{k-1}, E) \)

\[
\cdot \left( \sum_{i=0}^{\alpha-1} f_i u^2_{-L}(ak + i, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E) \right)
\]

(ii) \( \sum_{i=0}^{\alpha-1} f_i u^2_{L}(ak + i, \theta_{-L}, \ldots, \theta_k, E) = R_{-L}(ak + \alpha - 1, \theta_{L}, \ldots, \theta_k, E) \)

\[
\cdot \left( \sum_{i=0}^{\alpha-1} f_i u^2_{L}(ak + i, \theta_k, \lambda(\theta_{k-1}, \theta_k, E), E) \right)
\]
Proof. First note that
\[
    u_{-L}(ak) = R_{-L}(ak) \sin \phi_{-L}(ak) = R_{-L}(ak) \sin \phi_{-L}(ak - 1) = R_{-L}(ak - 1) \cos \phi_{-L}(ak - 1) = R_{-L}(ak - 1) \cos \phi_{-L}(ak - 1) = R_{-L}(ak - 1)u_{-}(ak).
\]

Similarly,
\[
    u_{-L}(ak + \alpha - 1) = R_{-L}(ak + \alpha - 1) \sin \phi_{-L}(ak + \alpha - 1) = R_{-L}(ak + \alpha - 1) \sin \phi_{-L}(ak + \alpha - 1) = R_{-L}(ak + \alpha - 1)u_{+}(ak + \alpha - 1).
\]

Now, since given an initial angle, we extend it uniquely in exactly the same way in both the global and local setting, we see that the corresponding Prüfer phases associated to \(u_{-L}, u_{-}\) and \(u_{+}\) are exactly the same, starting with \(\theta_{k-1}\) or \(\theta_k\) respectively. Finally, one concludes the proof via a similar argument as in Lemma 4.14.

\[\Box\]

4.2 Computing the Jacobian

Before we begin to carry out the process of changing variables, note that if \(v_l\) is a normalized eigenvector of \(H^{(L)}_{\omega} = H_\omega|_{\mathcal{F}_{(-\alpha L, \ldots, -\alpha L - 1)}}\), corresponding to the energy \(E_l\), then in terms of the new variables we can express it as
\[
    v_l(\omega) = \frac{u_{-L}(\omega, \omega(\theta_{-L}, \ldots, \theta_{L-2}, E_l), E_l)}{\|u_{-L}(\omega, \omega(\theta_{-L}, \ldots, \theta_{L-2}, E_l), E_l)\|}.
\]

Using Lemmas 3.2, 3.3 and the Feynman-Hellman formula, we get

1. For \(j > k\):
\[
    \frac{\partial \theta_k}{\partial \omega_j} = \frac{\partial \phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_{k}, E_l(\omega))}{\partial E} \frac{\partial E_l}{\partial \phi_j} = -\frac{1}{R^2_{-L}(ak + \alpha - 1, \omega, E)} \left( \sum_{i=ak+\alpha-1}^{\alpha L} u^2_{-L}(i, \omega, E) \right) \sum_{i=0}^{\alpha - 1} f_i v_l^2(\alpha j + i, \omega, E)
\]

2. For \(j \leq k\):
\[
    \frac{\partial \theta_k}{\partial \omega_j} = \frac{\partial \phi_{-L}(ak + \alpha - 1, \omega_{-L}, \ldots, \omega_{k}, E_l(\omega))}{\partial E} \frac{\partial E_l}{\partial \phi_j} = \frac{1}{R^2_{-L}(ak + \alpha - 1, \omega, E)} \left( \sum_{i=ak+\alpha-1}^{\alpha L} u^2_{-L}(i, \omega, E) \right) \sum_{i=0}^{\alpha - 1} f_i u^2_{-L}(\alpha j + i, \omega, E)
\]
We fix the following notation

\[ S \quad \overset{\text{def}}{=} \quad \sum_{l=-L}^{\alpha L-1} u_{-L}^{2}(i, \omega, E); \]

\[ S_{a}^{b} \quad \overset{\text{def}}{=} \quad \sum_{l=-a}^{b} u_{-L}^{2}(i, \omega, E); \]

\[ M_{j} \quad \overset{\text{def}}{=} \quad \sum_{i=0}^{\alpha j L} f_{i} u_{-L}^{2}(\alpha j + i, \omega, E). \]

Now we are in a position to compute the Jacobian of the change of variables map \( J_{L}^{J} \). Here \( J_{L}^{J} \) represents the change of variables for a fixed \( l \), as defined in (41).

\[
\begin{align*}
\det \frac{\partial J_{L}^{J}}{\partial \omega} &= \det \left( \frac{\partial E}{\partial \theta_{m-1}} \right) \\
&= \det \left( \begin{array}{cccc}
\frac{\partial E}{\partial \theta_{m-1}} & \frac{\partial E}{\partial \theta_{m-2}} & \cdots & \frac{\partial E}{\partial \theta_{m-2}} \\
\frac{\partial E}{\partial \theta_{m-2}} & \frac{\partial E}{\partial \theta_{m-3}} & \cdots & \frac{\partial E}{\partial \theta_{m-3}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial E}{\partial \theta_{m-2}} & \frac{\partial E}{\partial \theta_{m-3}} & \cdots & \frac{\partial E}{\partial \theta_{m-3}}
\end{array} \right)
\end{align*}
\]

Factoring out common factors in rows and columns, we get

\[
\det \frac{\partial J_{L}^{J}}{\partial \omega} = \frac{\prod_{l=-L}^{\alpha L-1} \sum_{i=0}^{\alpha L-1} f_{i} u_{-L}^{2}(\alpha j + i, \omega, E)}{\prod_{k=-L}^{L} R_{L}^{2}} \left( \sum_{i=-\alpha L}^{\alpha L-1} u_{-L}^{2}(i, \omega, E) \right)^{-2L} \times \det A,
\]

where
Lemma 4.6. We have
\[
\det \begin{pmatrix}
  a_1 & a_1 & a_1 & \ldots & a_1 & a_1 \\
  b_2 & a_2 & a_2 & \ldots & a_2 & a_2 \\
  b_3 & b_3 & a_3 & \ldots & a_3 & a_3 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  b_n & b_n & b_n & \ldots & b_n & a_n \\
\end{pmatrix} = a_1(a_2 - b_2)(a_3 - b_3) \ldots (a_n - b_n).
\]

Noting that $A$ has the same structure as the matrix in Lemma 4.6, we find that
\[
\det A = (-S_{-\alpha L+1})(-S_{-\alpha L-2\alpha+1}) \ldots (-S_{-\alpha L+2\alpha}) \ldots (-S_{-\alpha L+1}(-S_{-\alpha L+1} - S_{-\alpha L-1})
\]
\[
\ldots (-S_{-\alpha L-2\alpha} - S_{-\alpha L-1}- S_{-\alpha L-1})
\]
\[
= - \sum_{i=-\alpha L}^{\alpha L-1} u_{-L}^2(i)^{2L-1}.
\]

Thus we have proved the following lemma.

Lemma 4.7. With the same notation and set up as above we have
\[
\det \partial J_{i}^{L}/\partial \omega = \frac{\prod_{j=1}^{L-1} \sum_{i=0}^{\alpha L-1} f_{L}(\alpha j + i, \omega, E)}{\prod_{k=-L}^{L} R_{-L}(\alpha k + \alpha - 1, \omega, E)} \left( \sum_{i=-\alpha L}^{\alpha L-1} u_{-L}^2(i, \omega, E) \right)^{-1}.
\]

Let \{\nu_{\omega}^{L}\} be the normalized eigenvalues of $H_{L}^{(\omega)}$ corresponding to energies \{\nu_{i}(\omega)\}. Now, we are in a position to rewrite $\rho_{L}(m, 0)$ in terms of the new variables; that is, we have the following lemma.

Lemma 4.8. We have
\[
\rho_{L}(m, 0) \leq \int_{\Sigma_{0}} \rho_{L}(m, 0, E) dE,
\]

where for $E \in \Sigma_{0}$ we write
\[
\rho_{L}(m, 0, E) \equiv \sum_{N=0}^{2\beta(\alpha)-1} \int_{\Sigma_{L}}^{\sum_{i=0}^{\alpha L-1} f_{L}(\alpha (L-1) + i, \theta_{-L}, \ldots, \theta_{L-2}, \pi/2 + N \pi, E)} \left( \prod_{n=-L+1}^{L-2} r(\lambda(\theta_{n-1}, \theta_{n}, E_{l})) \right)
\]

We interpret $r(\lambda(\cdot))$ as zero if $\lambda(\cdot, \cdot)$ does not exist.
On the Kunz-Souillard approach to localization for the generalized Anderson model

Let \( \Omega_L = \{ -M, M \}^{2L} \), and set

\[
A_l \stackrel{\text{def}}{=} \int_{\mathbb{R}^{2L}} \chi_{\Omega_L} \left| v^{L,l}_\omega \right| \left| v^{L,l}_\omega \right| r(\omega_{-L}) r(\omega_{-L-1}) \prod_{n=-L}^{L-1} r(\omega_n) d\omega_{-L-1} \ldots d\omega_{-L+1}.
\]

On the set \( \Omega_L \) we define the change of variables as follows

\[
J'_L : \Omega_L \rightarrow \Sigma_0 \times \mathbb{T}_0^{2L-1} \\
\omega \mapsto (E(\omega), \theta_{-L}, \ldots, \theta_{-L-2}).
\]

Pick \( N \in \{0, 1, \ldots, 2B(\alpha) - 1\} \) so that \( N \equiv l \mod 2B(\alpha) \). Next, we perform the change of variables

\[
A_k = \sum_{n=L}^{L-1} \int_{\mathbb{R}^{2L}} \chi_{\Omega_L} \left| v^{L,l}_\omega \right| \left| v^{L,l}_\omega \right| r(\omega_{-L}) r(\omega_{-L-1}) \prod_{n=-L}^{L-1} r(\omega_n) d\omega_{-L-1} \ldots d\omega_{-L+1}
\]

\[
= \sum_{n=L}^{L-1} \int_{\mathbb{T}_0^{2L-1}} \chi_{J'_L(\Omega_L)} \Gamma_0 \partial J'_L/\partial \omega \left| r(\lambda(0, \theta_{-L}, E)) r(\lambda(\theta_{-L-2}, N \pi + \pi/2, E)) \right| \prod_{n=-L+1}^{L-2} r(\omega_{n-1}) \prod_{n=-L}^{L-1} \frac{|u_{-L}(m, \omega, E)| |u_{-L}(0, \omega, E)|}{\sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E)} d\theta_{-L-2} \ldots d\theta_{-L} dE
\]

\[
= \sum_{n=L}^{L-1} \int_{\mathbb{T}_0^{2L-1}} \chi_{J'_L(\Omega_L)} \left( \prod_{j=1}^{L-2} R^2_L(\alpha k + \alpha - 1, \theta_{-L}, \ldots, \theta_{-L-j}, E) \right) \frac{\left( \sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E) \right)}{\sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E)} d\theta_{-L-2} \ldots d\theta_{-L} dE
\]

\[
\leq \sum_{n=L}^{L-1} \int_{\mathbb{T}_0^{2L-1}} \chi_{J'_L(\Omega_L)} \left( \prod_{j=1}^{L-2} R^2_L(\alpha k + \alpha - 1, \theta_{-L}, \ldots, \theta_{-L-j}, E) \right) \frac{\left( \sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E) \right)}{\sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E)} d\theta_{-L-2} \ldots d\theta_{-L} dE.
\]

Now, from Lemma 4.1 it follows that the sets \( \{ J'_L(\Omega_L) \}_{l=0}^{2L} \) are pairwise disjoint. Thus, we get

\[
\rho_L(m, 0) = \sum_{l=0}^{2L} A_l
\]

\[
\leq \sum_{n=L}^{L-1} \int_{\mathbb{T}_0^{2L-1}} \chi_{J'_L(\Omega_L)} \left( \prod_{j=1}^{L-2} R^2_L(\alpha k + \alpha - 1, \theta_{-L}, \ldots, \theta_{-L-j}, E) \right) \frac{\left( \sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E) \right)}{\sum_{i=-L}^{\alpha L} u^2_{-L}(i, \omega, E)} d\theta_{-L-2} \ldots d\theta_{-L-2} dE.
\]
\[ R_{-L}(m, \omega, E) R_{-L}(0, \omega, E) \]
\[ \sum_{i=0}^{\alpha-1} f_i u^2_L(\alpha(L-1) + i, \theta_L, \ldots, \theta_{L-2}, N\pi + \pi/2, E) \]
\[ \prod_{j=L}^{\alpha-2} R^2_L(\alpha + \alpha - 1, \theta_L, \ldots, \theta_k, E) \]
\[ \prod_{j=0}^{\alpha-1} f_i u^2_L(\alpha_j + i, \theta_L, \ldots, \theta_1, E) d\theta_L \ldots d\theta_{L-2} dE. \]
\[ \leq \int_{\Sigma_\alpha} \int_{\Sigma_{\alpha-1}} r(\lambda(0, \theta_L, E)) r(\lambda(\theta_{L-2}, N\pi + \pi/2, E)) \left( \prod_{n=-\alpha+1}^{L-2} r(\lambda(\theta_{n-1}, \theta_n, E)) \right) \]
\[ R_{-L}(m, \omega, E) R_{-L}(0, \omega, E) \]
\[ \sum_{i=0}^{\alpha-1} f_i u^2_L(\alpha(L-1) + i, \theta_L, \ldots, \theta_{L-2}, N\pi + \pi/2, E) \]
\[ \prod_{j=L}^{\alpha-2} R^2_L(\alpha + \alpha - 1, \theta_L, \ldots, \theta_k, E) \]
\[ \prod_{j=0}^{\alpha-1} f_i u^2_L(\alpha_j + i, \theta_L, \ldots, \theta_1, E) d\theta_L \ldots d\theta_{L-2} dE. \]
\[ \leq \int_{\Sigma_\alpha} \rho_L(m, 0, E) dE, \]

concluding the proof. \(\square\)

### 4.3 Integral operator formula for \(\rho_L(m, 0, E)\)

Below, we define a family of integral operators, and express \(\rho_L(m, 0)\) in terms of these operators. In doing so, we reduce the problem of bounding \(\rho_L(m, 0)\) to integral operator bounds.

**Definition 4.9.** For \(k = -L + 1, \ldots, L - 2\), and \(E \in \mathbb{R}\), we define a family of operators on \(L^p(\mathbb{T}_\alpha)\):

\[
(T^k_{E, \alpha} F)(x) = \begin{cases} 
\int_{\mathbb{T}_\alpha} \frac{R^2_L(\alpha k - 1, y, \lambda(x, y, E), E)}{\sum_{i=0}^{\alpha-1} f_i u^2_L(\alpha k + i, y, \lambda(x, y, E), E)} r(\lambda(x, y, E)) F(y) dy, & k > 0 \\
\int_{\mathbb{T}_\alpha} \frac{R^2_L(\alpha k + 1, y, \lambda(x, y, E), E)}{\sum_{i=0}^{\alpha-1} f_i u^2_L(\alpha k + i, y, \lambda(x, y, E), E)} r(\lambda(x, y, E)) F(y) dy, & k \leq 0
\end{cases}
\]

and for \(k > 0\) we also define:

\[
(\tilde{T}^k_{E, \alpha} F)(x) = \int_{\mathbb{T}_\alpha} \frac{R^2_L(\alpha k - 1, y, \lambda(x, y, E), E)}{\sum_{i=0}^{\alpha-1} f_i u^2_L(\alpha k + i, y, \lambda(x, y, E), E)} r(\lambda(x, y, E)) F(y) dy
\]

**Definition 4.10.** For \(E \in \mathbb{R}\), we also define the following two special functions:

\[
\psi^{L}_{E, \alpha, N}(x) = \frac{R^2_L(-\alpha L + \alpha - 1, 0, \lambda(x, 0, E), E)}{\sum_{i=0}^{\alpha-1} f_i u^2_L(-\alpha L + i, 0, \lambda(x, 0, E), E)} r(\lambda(x, 0, E))
\]

\[
\psi^{L}_{E, \alpha, N}(x) = \frac{1}{\sum_{i=0}^{\alpha-1} f_i u^2_L(\alpha L - 1 + i, x, \lambda(x, N\pi + \pi/2, E), E)} r(\lambda(x, N\pi + \pi/2, E)).
\]

A quick computation shows that

\[
(T^0_{E, \alpha} T^{-1}_{E, \alpha} \cdots T^{-L+1}_{E, \alpha} \psi^{L}_{E, \alpha})(\theta_0) = \int_{\mathbb{T}_\alpha} \prod_{n=-L+1}^{0} R^2_L(\alpha k + 1, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E) \]
\[ \sum_{i=0}^{\alpha-1} f_i u^2_L(-\alpha L + i, 0, \lambda(x, 0, E), E) \]
\[ \cdot r(\lambda(\theta_{L-1}, 0, E)) \prod_{n=-L+1}^{0} r(\lambda(\theta_{n-1}, \theta_n, E)) d\theta_{-1} \cdots d\theta_{-L}. \]
Similarly,

\[
\left( \hat{T}_{E,\alpha}^1 \ldots \hat{T}_{E,\alpha}^{k_0} \sum_{i=0}^{L-2} \psi_{E,\alpha,N}^i \right) (\theta_0) = \int_{\mathbb{T}^2} \left( \prod_{k=1}^{k_0} \frac{R_+ (ak - 1, \theta_k, \lambda(\theta_{k-1}, \theta_k, E), E)}{\sum_{i=0}^{L-2} \sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_k, \lambda(\theta_{k-1}, \theta_k, E), E)} \right) \times \left( \prod_{k=k_0+1}^{L-2} \frac{R_+^2 (ak - 1, \theta_k, \lambda(\theta_{k-1}, \theta_k, E), E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_k, \lambda(\theta_{k-1}, \theta_k, E), E)} \right) \times \frac{r(\lambda(\theta_{L-1}, N\pi, E)) \prod_{n=1}^{L-2} r(\lambda(\theta_{n-1}, \theta_n, E))}{\sum_{i=0}^{L-2} u_i^2 (\alpha(L-1), \theta_{L-2}, \lambda(\theta_{L-2}, N\pi + \pi/2, E), E)} \ d\theta_1 \ldots d\theta_{L-2}.
\]

(44)

**Lemma 4.11.** With the same notation and setup as above, for some constant \( \tilde{C} > 0 \), we have:

\[
\rho_L (m, 0, E) \leq \tilde{C} \sum_{N=0}^{2B(\alpha) - 1} \left\langle \hat{T}_{E,\alpha}^1 \ldots \hat{T}_{E,\alpha}^{k_0} \sum_{i=0}^{L-2} \psi_{E,\alpha,N}^i \right\rangle_{L^2 (\mathbb{T}^2, \alpha, \theta_0)},
\]

where by \( \langle \cdot, \cdot \rangle \) we have denoted the inner product on \( L^2 (\mathbb{T}^2) \), and where \( m = ak_0 + j \), for some \( j \in \{0, \ldots, \alpha - 1\} \).

**Proof.** The proof is essentially a combination of Lemmas 4.4, 4.5, the results in (43), (44), and the discussion below. Specifically, from Lemmas 4.4 and 4.5 we get:

\[
\frac{R_{-L}^2 (ak + \alpha - 1, \theta_{L-1}, \ldots, \theta_k, E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{L-1}, \ldots, \theta_k, E)} = \frac{R_+^2 (ak + \alpha - 1, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E)}
\]

and

\[
\frac{R_{-L}^2 (ak - 1, \theta_{L-1}, \ldots, \theta_{k-1}, E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{L-1}, \ldots, \theta_k, E)} = \frac{R_{-L}^2 (ak - 1, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{k-1}, \lambda(\theta_{k-1}, \theta_k, E), E)}.
\]

Next, suppose that \( \alpha(k_0 - 1) + \alpha - 1 < m \leq ak_0 + \alpha - 1 \), for some \( -L \leq k_0 \leq L - 1 \); that is \( m = ak_0 + j \), for some \( j \in \{0, \ldots, \alpha - 1\} \). We rewrite the integrand in (42), that is,

\[
\frac{R_{-L} (m, \omega, E) R_{-L} (0, \omega, E) \sum_{i=0}^{L-2} f_iu_i^2 (\alpha(L-1) + i, \theta_{L-1}, \ldots, \theta_{L-2}, N\pi + \pi/2, E) \prod_{k=0}^{L-2} \sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{L-1}, \ldots, \theta_k, E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{L-1}, \ldots, \theta_k, E)} = R_+ (0, \theta_0, \lambda(\theta_{-1}, \theta_0, E), E) R_+ (m, \theta_0, \lambda(\theta_{k_0-1}, \theta_k, E), E)
\]

\[
\left( \frac{R_{-L} (ak - 1, \theta_{L-1}, \ldots, \theta_k, E) R_{-L} (ak + \alpha - 1, \theta_{L-1}, \ldots, \theta_k, E) \prod_{k=0}^{L-2} f_iu_i^2 (ak + i, \theta_{L-1}, \ldots, \theta_k, E)}{\sum_{i=0}^{L-2} f_iu_i^2 (ak + i, \theta_{L-1}, \ldots, \theta_k, E)} \right).
\]
\[ R_+(0, \theta_0, \lambda(\theta_{-1}, \theta_0, E), E) R_+(m, \theta_{k_0}, \lambda(\theta_{k_0-1}, \theta_{k_0}, E), E) \left( \prod_{k=-L}^{k_0} \frac{R^2_{-L}(ak + \alpha - 1, \theta_{-L}, \ldots, \theta_{k}, E) \sum_{i=0}^{\alpha-1} f_i u^2_{-L}(ak + i, \theta_{-L}, \ldots, \theta_{k}, E)}{\sum_{i=0}^{\alpha-1} f_i u^2_{-L}(ak + i, \theta_{-L}, \ldots, \theta_{k}, E)} \right) \cdot \left( \prod_{k=k_0+1}^{L-1} \frac{R^2_{-L}(ak - 1, \theta_{-L}, \ldots, \theta_{k-1}, E) \sum_{i=0}^{\alpha-1} f_i u^2_{L}(ak + i, \theta_{-L}, \ldots, \theta_{k}, E)}{\sum_{i=0}^{\alpha-1} f_i u^2_{L}(ak + i, \theta_{-L}, \ldots, \theta_{k}, E)} \right) = R_+(0, \theta_0, \lambda(\theta_{-1}, \theta_0, E), E) R_+(m, \theta_{k_0}, \lambda(\theta_{k_0-1}, \theta_{k_0}, E), E) \]

The only remaining task is to produce uniform bounds for \( R_+(0, \theta_0, \lambda(\theta_{-1}, \theta_0, E), E) \) and \( R_+(m, \theta_{k_0}, \lambda(\theta_{k_0-1}, \theta_{k_0}, E), E) \), which we do in the following lemma. This concludes the proof!

**Lemma 4.12.** For \( k = -L, \ldots, L-1, \) and \( j = 0, 1, \ldots, \alpha - 1 \), we have

\( i \)
\[ R^2_+(ak + j, y, \lambda(y, x, E), E) \leq C_1 < \infty, \]

\( ii \)
\[ R^2_+(ak + j, x, \lambda(x, y, E), E) \leq C_2 < \infty, \]

\( iii \)
\[ \sum_{i=0}^{\alpha-1} f_i u^2_{L}(ak + i, \theta_{-L}, \ldots, \theta_{k}, E, E) \geq C_3 > 0, \]

\( iv \)
\[ \sum_{i=0}^{\alpha-1} f_i u^2_{L}(ak + i, \lambda(y, x, E), E) \geq C_4 > 0. \]

Uniformly in \( E \in \Sigma_0 \) and \( x, y \) such that \( \lambda(y, x) \in [-M, M] \), and \( j, k \).

**Proof.** Here, we only prove (i) and (iv); since the proofs of (ii) and (iii) are completely analogous, we omit them. Recall that

\[
\begin{pmatrix}
  u_- \left( ak + j + 1, y, \lambda, E \right) \\
  u_- \left( ak + j + 1, y, \lambda, E \right)
\end{pmatrix}
= T_{E,\omega}(ak + j) \cdots T_{E,\omega}(ak) \begin{pmatrix}
  u_- \left( ak, y, \lambda, E \right) \\
  u_- \left( ak - 1, y, \lambda, E \right)
\end{pmatrix},
\]

where

\[
T_{E,\omega}(ak + i) = \begin{pmatrix}
  E - f_i \omega_k & -1 \\
  1 & 0
\end{pmatrix}
\]

for \( i = 0, \ldots, j \). Let \( A_{E,\omega}(ak + j) = T_{E,\omega}(ak + j) \cdots T_{E,\omega}(ak) \), then (45) becomes

\[
\begin{pmatrix}
  u_- \left( ak + j + 1, y, \lambda, E \right) \\
  u_- \left( ak + j + 1, y, \lambda, E \right)
\end{pmatrix}
= A_{E,\omega}(ak + j) \begin{pmatrix}
  \cos y \\
  \sin y
\end{pmatrix},
\]

where we have used the fact that our solution \( u_- \) is normalized at the left end-point. Let \( \| \cdot \|_{HS} \) denote the Hilbert-Schmidt norm of an operator, then we have

\[
\| T_{E,\omega}(ak + i) \|^2 \leq \| T_{E,\omega}(ak + i) \|^2_{HS} = \left| E - f_i \omega_k \right|^2 + 2 
\leq \left( 2 + \left( 1 + \max_{0 \leq i \leq j} f_i \right) M \right)^2 + 2
\]
where we have used the fact that supp r ∈ [−M, M], and E ∈ Σ₀ = [−2 + M, 2 + M]. Now, from (46) and (47) it follows that

\[ |u(\alpha k + j, y, \lambda, E)|² + |u(\alpha k + j + 1, y, \lambda, E)|² ≤ \bar{C}_1 \leq \bar{C}_1 \]

(49)

Then, by the definition of the Prüfer amplitude \( R_- \), from (49) it follows that

\[ R_k²(\alpha k + j, y, \lambda, E) ≤ C_1, \]

as desired!

To prove (iv), note that from the analogous expressions of (46), for \( i = 0, \ldots, \alpha - 1 \), we also get

\[ \sum_{i=0}^{\alpha-1} f_i u²(\alpha k + i, y, \lambda(y, x, E), E) ≥ C_4, \]

thus, proving (iv).

5 Norm estimates for the integral operators

In this section we will provide estimates on the norms of the integral operators defined in Definition 4.

**Definition 5.1.** We denote the norm of a linear operator \( T \) from \( L^p(T_\alpha) \) to \( L^q(T_\alpha) \) by \( \|T\|_{p,q} \).

Following the line of argument for the continuum case in [5], we state and prove the following series of lemmas.

**Lemma 5.2.** We have

(i) \( \|T_k E, \alpha\|_{1,2} \leq C_0 < \infty \) uniformly in \( E \in \Sigma_0 \) and \( k \).

(ii) \( \|\psi_k E, \alpha\|_1 \leq C_1 < \infty \) and \( \|\psi_k E, \alpha\|_1 \leq C_2 < \infty \), uniformly in \( E \in \Sigma_0 \), where \( \|\cdot\|_1 \) denotes the \( L^1 \)-norm on \( T_\alpha \).

**Proof.** We prove the case when \( k ≤ 0 \). The case when \( k > 0 \) is proved in an identical fashion.

Let \( F \in L^1(T_\alpha) \), then

\[ \|T_k E, \alpha F\|_2² = \int_{T_\alpha} |(T_k E, \alpha F)(x)|² \, dx \]
Proof. We consider the case $\lambda = 0$ and Lemma 4.12 once again, we get

\[
\|t^{-L}_{E,0}\|_1 = \int_{\mathbb{T}_0} \left| \frac{R^2}{T_0} (-\alpha + \alpha - 1, 0, \lambda(0, x, E)) r(\lambda(0, x, E)) \right| dx
\]

where the inequality in the third line follows from Lemma 4.12 and elementary estimates. This concludes the proof of (i). Next, making use of Lemma 4.12 once again, we get

\[
\|t^{-L}_{E,0}\|_1 = \int_{\mathbb{T}_0} \left| \frac{R^2}{T_0} (-\alpha + \alpha - 1, 0, \lambda(0, x, E)) r(\lambda(0, x, E)) \right| dx
\]

Similarly for $t^{L}_{E,0}$.

\[\text{Lemma 5.3. For all } -L + 1 \leq k \leq L - 2 \text{ and } E \in \Sigma_0 \text{ we have}
\]

\[\|t^{k}_{E,0}\|_1 = 1
\]

Proof. We consider the case $k \leq 0$. Let $F \in L^1(\mathbb{T}_0)$, then

\[
\|t^{k}_{E,0}F\|_1 = \int_{\mathbb{T}_0} \left| (t^{k}_{E,0}F)(x) \right| dx
\]

For fixed $y$, let us introduce the following change of variables $J_y : \lambda \to x$, where $\lambda$ comes from the set of coupling constants such that $\lambda(y, x, E) = \lambda$ (i.e. we are really thinking of $x$ as the inverse function of $\lambda(y, x, E)$ for a fixed $y$; it is not difficult to see that such an inverse exists, since $\lambda(y, x, E)$ is strictly monotonic in $x$ for each fixed $y$). From $\phi_{-}(ak + \alpha - 1, y, \lambda, E) = x$ and Lemma 4.12 we get

\[
\frac{\partial x}{\partial \lambda} = \frac{\partial \phi_{-}(ak + \alpha - 1, y, \lambda, E)}{\partial \lambda} = R_{-2}(ak + \alpha - 1, \lambda, E) \sum_{i=0}^{\alpha-1} f_i u^2(ak + i, y, \lambda, E).
\]

(54)
Then, after carrying out the change of variables \( r(y) \) becomes
\[
\int_{T_{\alpha}} \left( \int_{\mathbb{R}} r(\lambda) d\lambda \right) |F(y)| = \|r\|_1 \|F\|_1 = \|F\|_1.
\]
This shows that \( \|T_{E,\alpha}^E\|_{1,1} < 1 \).

Now, since for \( F \geq 0 \) in \( (52) \) we have all equal signs, it follows that, indeed, \( \|T_{E,\alpha}^E\|_{1,1} = 1 \), as claimed. In a completely similar way, one proves the case for \( k > 0 \).

**Definition 5.4.** For \( x, y \in T_{\alpha} \), and \( k \geq 0 \), let
\[
K_{E,\alpha}^k(x, y) = \begin{cases}
\frac{R_+ (ak - 1, y, \lambda(x, y, E), E)}{\sum_{i=0}^{\alpha} f_i u_i^+ (ak + i, y, \lambda(x, y, E), E)} r(\lambda(x, y, E)), & \text{if } \lambda(x, y, E) \text{ exists} \\
0, & \text{otherwise}
\end{cases}
\]
be the integral kernel for the operator \( \hat{T}_{E,\alpha}^E \).

**Lemma 5.5.**

(a) For all \( x, y \in T_{\alpha} \) and all \( k \geq 0 \), we have
\[
K_{E,\alpha}^k(x + \pi, y + \pi) = K_{E,\alpha}^k(x, y).
\]

(b) \( K_{E,\alpha}^k(\cdot, \cdot) \) is almost everywhere continuous on \( T_{\alpha}^2 \).

**Proof.** We begin by proving the first claim. In general, by linearity one has \( u_+ (\cdot, y + \pi, \lambda, E) = -u_+ (\cdot, y, \lambda, E) \). From this it follows that \( R_+ (\cdot, y + \pi, \lambda, E) = R_+ (\cdot, y, \lambda, E) \), and \( \phi_+ (\cdot, y + \pi, \lambda, E) = \phi_+ (\cdot, y, \lambda, E) + \pi, \) where the latter follows by an identical argument as the one in the paragraph preceding \( (52) \). Now, from this observation, and the definition of \( \lambda(x, y, E) \) it immediately follows that \( \lambda(x + \pi, y + \pi, E) = \lambda(x, y, E) \). That is, if for any \( x, y \in T_{\alpha} \) there is a coupling constant \( \lambda \) such that \( \phi_+ (ak - 1, y, \lambda, E) = x \), we set \( \lambda(x, y, E) = \lambda \). Now, from the argument above, since given \( x + \pi, y + \pi \in T_{\alpha} \), for the same coupling constant \( \lambda \), we have \( \phi_+ (ak - 1, y, \lambda, E) = \phi_+ (ak - 1, y, \lambda, E) + \pi = x + \pi \), hence \( \lambda(x + \pi, y + \pi, E) = \lambda \), as desired. Finally, the claim is merely a combination of these facts!

We will prove continuity of \( K_{E,\alpha}^k(\cdot, \cdot) \) on \( T_{\alpha}^2 \setminus \lambda_E^{-1}(B) \), where \( B \) denotes the set of discontinuities of the density function \( r \). To that end, we need to first show that
\[
D \overset{\text{def}}{=} \{(y, x) \in T_{\alpha}^2 : \lambda(y, x) \text{ exists}\} \text{ is open and } \lambda(\cdot, \cdot) \text{ is continuous on } D.
\]

Let \( (y, x) \in D \) be some fixed point and \( \epsilon > 0 \), be given. We first fix \( y \) and increase \( x \) a little; that is, for some \( \delta_1 > 0 \), we consider \( x + \delta_1 \). Since, \( (y, x) \in D \), we have \( \lambda \overset{\text{def}}{=} \lambda(y, x) \), for some \( \lambda \), that is \( \phi_+ (ak - 1, y, \lambda, E) = x \), and since \( \phi_+ (ak - 1, y, \lambda, E) \) is continuous in \( \lambda \) it means that for small enough \( \delta_1 \) there will be some \( \lambda_1 \) such that \( \phi_+ (ak - 1, y, \lambda, E) = x + \delta_1 \), which is the same as \( \lambda(y, x + \delta_1) = \lambda \). On the other hand, since \( \phi_+ \) is strictly increasing in \( \lambda \), for every \( 0 < \delta < \delta_1 \) we will have \( \phi_+ (ak - 1, y, \lambda_1, E) = x + \delta \), for some \( \lambda < \lambda_1 < \lambda_1 \). We can actually pick \( \delta_1 \) small enough so that \( \lambda(y, x + \delta_1) \leq \lambda(y, x) + \epsilon/2 \). So, from above, it follows that also
\[
\lambda \overset{\text{def}}{=} \lambda(y, x + \delta) \leq \lambda(y, x) + \epsilon/2, \text{ for all } 0 < \delta \leq \delta_1
\]
Via a similar argument, it follows that if we keep \( x + \delta_1 \) fixed and decrease \( y \) a little, we can find a small enough \( \delta_2 > 0 \) so that \( \lambda(y - \delta_2, x + \delta_1) \leq \lambda(y, x + \delta_1) + \epsilon/2 \). Putting these two together, we get \( \lambda(y - \delta_2, x + \delta_1) \leq \lambda(y, x + \delta_1) + \epsilon \). Again, via an almost identical argument, we can find small enough \( \delta_3, \delta_4 > 0 \) so that \( \lambda(y + \delta_4, x - \delta_3) \geq \lambda(y, x) - \epsilon \). We wish to note that, using the fact that \( \phi_+ \) is increasing in \( \lambda \), a similar argument as in \( (52) \) can be made in the other three cases above, as well. Let, \( B(y, x) \overset{\text{def}}{=} \{(y + \delta, x + \delta) : -\delta_2 \leq \delta \leq \delta_4, -\delta_1 \leq \delta \leq \delta_1 \} \). The fact that
To compute the second integral, we note that from Lemmas 4 and 4.3.

Proof. Then, we get

\[
K^k_{E,\alpha}(y, x) = \begin{cases}
  R_+^k(ak - 1, x, \lambda(y, x, E), E) r(\lambda(y, x, E)), & \text{if } (y, x) \in \mathcal{D} \\
  \sum_{i=0}^{\alpha - 1} f_i u_+^2(ak + i, x, \lambda(y, x, E), E), & \text{if } (y, x) \in \mathcal{T}_2^\alpha \setminus A
\end{cases}
\]

First, we note that this is well-defined, since if \((y, x) \in \mathcal{D} \setminus A\), then \(r(\lambda(y, x)) = 0\), so there is no ambiguity. Since \(\{\mathcal{D}, \mathcal{T}_2^\alpha \setminus A\}\) forms an open cover of \(\mathcal{T}_2^\alpha\), it suffices to prove continuity on each of the open sets separately. Continuity on \(\mathcal{T}_2^\alpha \setminus A\) is obvious. To prove continuity on \(\mathcal{D} \setminus \lambda E, B\), first note that it is not hard to see that \(u_+\) is jointly continuous on \((x, \lambda)\); this essentially follows from the fact that \(u_+(ak + i, x, \lambda, E)\) is a polynomial in \(\cos x, \sin x\), and \(\lambda\). As a result, \(R_+(ak - 1, x, \lambda, E)\) is also jointly continuous on \((x, \lambda)\). Now, the result follows from \((45)\) and the fact that \(r\) is continuous away from \(B\). Finally, since, by assumption on \(r\), \(\text{Leb}(B) = 0\), from Proposition 4.3 it follows that \(\text{Leb}(\lambda E, B) = 0\), and thus \(K^k_{E,\alpha}(\cdot, \cdot)\) is almost everywhere continuous on \(\mathcal{T}_2^\alpha\).

**Lemma 5.6.** We have

\[
\|f^k_{E,\alpha}\|_{2,2} \leq 1.
\]

Proof. First let us define

\[
K^1_k(x, y) = \frac{r(\lambda(x, y, E))}{\sum_{i=0}^{\alpha - 1} u_+^2(ak + i, y, \lambda(x, y, E), E)},
\]

and

\[
K^2_k(x, y) = \frac{R_+^2(ak - 1, y, \lambda(x, y, E), E) r(\lambda(x, y, E))}{\sum_{i=0}^{\alpha - 1} f_i u_+^2(ak + i, y, \lambda(x, y, E), E)},
\]

whenever \(\lambda(x, y, E)\) exists, else we set them both equal to zero.

Next, we compute

\[
\int_{\mathcal{T}_2^\alpha} K^1_k(x, y) dx = \int_{\mathcal{T}_2^\alpha} \frac{R_+^2(ak - 1, y, \lambda(x, y, E), E) r(\lambda(x, y, E))}{\sum_{i=0}^{\alpha - 1} f_i u_+^2(ak + i, y, \lambda(x, y, E), E)} dx.
\]

Similarly as in Lemma 5.3, we introduce the following change of variables \(J : \lambda \to x\). From \(\phi_+(ak - 1, y, \lambda, E) = x\), we get

\[
\frac{dx}{d\lambda} = \frac{\partial \phi_+(ak - 1, y, \lambda, E)}{\partial \lambda} = -R_+^2(ak - 1, y, \lambda, E) \sum_{i=0}^{\alpha - 1} f_i u_+^2(ak + i, y, \lambda, E).
\]

Then, we get

\[
\int_{\mathcal{T}_2^\alpha} K^1_k(x, y) dx = \int_{\mathcal{T}_2^\alpha} \frac{R_+^2(ak - 1, y, \lambda, E) r(\lambda)}{\sum_{i=0}^{\alpha - 1} f_i u_+^2(ak + i, y, \lambda, E)} \left| \frac{dx}{d\lambda} \right| d\lambda = \int_{\mathcal{T}_2^\alpha} r(\lambda) d\lambda = 1.
\]

To compute the second integral, we note that from Lemmas 4.4 and 4.5 we get

\[
\sum_{i=0}^{\alpha - 1} f_i u_+^2(ak + i, y, \lambda(x, y, E), E) = R_+^{-2}(ak + \alpha - 1, x, \lambda(x, y, E), E) \sum_{i=0}^{\alpha - 1} f_i u_-(ak + i, x, \lambda(x, y, E), E).
\]
So,
\[
\int_{\mathbb{T}_\alpha} K^k_1(x, y) dy = \int_{\mathbb{T}_\alpha} \frac{r(\lambda(x, y, E))}{\sum_{i=0}^{\alpha-1} f_i u^2 (\alpha k + i, x, \lambda(x, y, E), E)} dy \\
= \int_{\mathbb{T}_\alpha} \frac{R^2 (\alpha k + \alpha - 1, x, \lambda(x, y, E), E)}{\sum_{i=0}^{\alpha-1} f_i u^2 (\alpha k + i, x, \lambda(x, y, E), E)} r(\lambda(x, y, E)) dy \\
= 1,
\]
where the last step follows after performing the same change of variables as in Lemma 5.

Finally, noting that 
\[
K^k_{E,\alpha}(x, y) = \sqrt{K^k_1(x, y)} \sqrt{K^k_2(x, y)},
\]
the result follows immediately by the Schur Test; specifically, the version that appears in [30].

6 The $\| \cdot \|_{2,2}$-norm of $\tilde{T}^k_{E,\alpha}$

The goal of this section is to prove the following proposition.

**Proposition 6.1.** For all $k \geq 0$ we have
\[
\| \tilde{T}^k_{E,\alpha} \|_{2,2} < 1.
\]

The fact that these operators are $\pi-$periodic, as established in Lemma 5, suggests that the operators $\tilde{T}^k_{E,\alpha}$ might be decomposable into a direct sum of integral operators on $L^2(0, \pi)$. This is established in the following lemma. Part (a) of the lemma is common knowledge and the rest is the exact analogue of the continuum version, however, for completeness we provide the statement and its proof with the corresponding modifications and adjustments to the discrete setting.

**Lemma 6.2.** (a) Suppose $h$ is continuous on $(\pi n, \pi (n + 1))$ for $n = 0, 1, \ldots, 2B(\alpha) - 1$, and for $j \in \{0, 1, \ldots, 2B(\alpha) - 1\}$, and $x \in (0, \pi)$, let
\[
(Uh)_j(x) = \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} e^{-\frac{i\pi in}{B(\alpha)}} h(x + \pi n).
\]

Then $U$ extends to a unitary operator
\[
U : L^2(\mathbb{T}_\alpha) \to \bigoplus_{j=0}^{2B(\alpha)-1} L^2(0, \pi).
\]

(b) We have
\[
U \tilde{T}^k_{E,\alpha} U^{-1} = \bigoplus_{j=0}^{2B(\alpha)-1} L^k_{j,E},
\]
where $L^k_{j,E}$ is the integral operator on $L^2(0, \pi)$ with kernel
\[
L^k_{E,\alpha,j}(x, y) = \sum_{n=0}^{2B(\alpha)-1} K^k_{E,\alpha}(x, y + n\pi)e^{\frac{i\pi in}{B(\alpha)}}.
\]

c) We have $\| \tilde{T}^k_{E,\alpha} \|_{2,2} = \| L^k_{0,E} \|_{2,2}$, where the norms are taken in the respective $L^2-$ spaces.
Proof. (a) First, we will show that $U$ is densely defined with dense image. To this end, let $g = (g_m) \in \bigoplus_{m=0}^{2B(\alpha)-1} L^2(0, \pi)$, be any given continuous function. Let us define,

$$h(x + \pi n) = \frac{1}{\sqrt{2B(\alpha)}} \sum_{m=0}^{2B(\alpha)-1} e^{i\frac{\pi mn}{B(\alpha)}} g_m(x),$$

for $x \in (0, \pi)$ and $n \in \{0, 1, \ldots, 2B(\alpha) - 1\}$. We claim that $Uh = g$. That is,

$$(Uh)_j(x) = \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} e^{-i\frac{\pi jn}{B(\alpha)}} h(x + \pi n)$$

$$= \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} e^{-i\frac{\pi jn}{B(\alpha)}} \frac{1}{\sqrt{2B(\alpha)}} \sum_{m=0}^{2B(\alpha)-1} e^{i\frac{\pi mn}{B(\alpha)}} g_m(x)$$

$$= \frac{1}{2B(\alpha)} \sum_{m=0}^{2B(\alpha)-1} g_m(x)$$

$$= g_j(x),$$

where the last line follows from the fact that the sum of all the $B(\alpha)$th roots of unity is zero; in particular, for $m \neq j$ we have $\sum_{n=0}^{2B(\alpha)-1} e^{i\frac{\pi mn}{B(\alpha)}} = 0$, while for $m = j$ we get $\sum_{n=0}^{2B(\alpha)-1} e^{i\frac{\pi (m-j)n}{B(\alpha)}} = 2B(\alpha)$. Next, we show that $U$ is an isometry, and thus it can be extended to a unitary operator from $L^2(T_\alpha)$ to $\bigoplus_{j=0}^{2B(\alpha)-1} L^2(0, \pi)$. So,

$$\|Uh\|^2 = \sum_{j=0}^{2B(\alpha)-1} \int_0^\pi \|(Uh)_j(x)\|^2 dx$$

$$= \sum_{j=0}^{2B(\alpha)-1} \int_0^\pi \left| \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} e^{-i\frac{\pi jn}{B(\alpha)}} h(x + \pi n) \right|^2 dx$$

$$= \sum_{j=0}^{2B(\alpha)-1} \sum_{n=0}^{2B(\alpha)-1} \left| \frac{1}{\sqrt{2B(\alpha)}} e^{-i\frac{\pi jn}{B(\alpha)}} h(x + \pi n) \right|^2 dx$$

$$= \sum_{j=0}^{2B(\alpha)-1} \left| \left\langle \frac{1}{\sqrt{2B(\alpha)}} e^{i\frac{\pi j(\cdot)}{B(\alpha)}}, h(x + \pi(\cdot)) \right\rangle_{\ell^2(\{0, \ldots, 2B(\alpha)-1\})} \right|^2 dx$$

$$= \int_0^\pi \|h(x, \cdot)\|^2_{\ell^2(\{0, \ldots, 2B(\alpha)-1\})} dx$$

$$= \int_0^\pi \sum_{j=0}^{2B(\alpha)-1} |h(x + \pi j)|^2 dx$$

$$= \int_0^{2\pi B(\alpha)} |h(x)|^2 dx$$

$$= \|h\|^2.$$
(b) We have

\[
\left( \sum_{k=0}^{2B(\alpha)-1} L^k_i U h \right)_j(y) = \int_0^\pi L^k_{E,\alpha,j}(y, x)(U h)_j(x) \, dx \\
= \int_0^\pi \sum_{n=0}^{2B(\alpha)-1} K^k_{E,\alpha}(y, x + n\pi) e^{i \frac{2\pi}{B(\alpha)} n} \frac{1}{\sqrt{2B(\alpha)}} \sum_{m=0}^{2B(\alpha)-1} e^{-i \frac{2\pi}{B(\alpha)} m} h(x + \pi m) \, dx \\
= \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} \sum_{m=0}^{2B(\alpha)-1} e^{-i \frac{\pi}{B(\alpha)} (m-n)} \int_0^\pi K^k_{E,\alpha}(y, x + n\pi) h(x + \pi m) \, dx.
\]

On the other hand,

\[
(\tilde{U} T_{E,\alpha}^k h)_j(y) = \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} e^{-i \frac{\pi}{B(\alpha)} (n\pi + y)} (\tilde{T}_{E,\alpha}^k h)(y + n\pi) \\
= \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} e^{-i \frac{\pi}{B(\alpha)} \pi} \int_0^{2\pi B(\alpha)} K^k_{E,\alpha}(y + n\pi, x) h(x) \, dx \\
= \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} \sum_{m=0}^{2B(\alpha)-1} e^{-i \frac{\pi}{B(\alpha)} \pi} \int_0^{2\pi} K^k_{E,\alpha}(y + n\pi, x + m\pi) h(x + m\pi) \, dx \\
= \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} \sum_{m=0}^{2B(\alpha)-1} e^{-i \frac{\pi}{B(\alpha)} \pi} \int_0^{2\pi} K^k_{E,\alpha}(y + (n-m)\pi) h(x + m\pi) \, dx \\
= \frac{1}{\sqrt{2B(\alpha)}} \sum_{n=0}^{2B(\alpha)-1} \sum_{m=0}^{2B(\alpha)-1} e^{-i \frac{\pi}{B(\alpha)} \pi} \int_0^{2\pi} K^k_{E,\alpha}(y + \tilde{n}\pi) h(x + m\pi) \, dx.
\]

The last equality above follows by using the fact that $K^k_{E,\alpha}$ is defined up to mod $2\pi B(\alpha)$. The claim follows by comparing these two expressions.

(c) From above it follows that $\|\tilde{T}_{E,\alpha}^k\|_{L^2} = \max_{0 \leq \alpha \leq 2B(\alpha)-1} \|L^k_{E,\alpha}\|_{L^2}$. Now, since $K^k_{E,\alpha}(x, y) \geq 0$, it follows readily that $\|L^k_{E,\alpha,j}\| \leq L^k_{E,\alpha,0}$ and thus $\|L^k_{E,\alpha,j}\|_{L^2} \leq \|L^k_{E,\alpha}\|_{L^2}$, for all $j$, thus proving the claim.

\[\square\]

**Proof of Proposition 6.1** Here, we adapt the argument for the analogous continuum result in [0]. By Lemmas 5.5 and 6.2 it suffices to show that $\|L^0_{E,\alpha}\|_{L^2} \neq 1$. We establish this via a proof by contradiction; that is, assume that $\|L^0_{E,\alpha}\|_{L^2} = 1$. Since $L^0_{E,\alpha}$ is a compact operator (this follows from Lemma 5.5 and Lemma 6.2 part (b)), it implies that $L^0_{E,\alpha}$ is also compact, hence it follows that $\|L^0_{E,\alpha}\|_{L^2}$ is an eigenvalue of $L^0_{E,\alpha}$. Then, using the fact that $\|L^0_{E,\alpha}\| = \|L^0_{E,\alpha}\|$, and $\|L^0_{E,\alpha} f\|_{L^2} = \|L^0_{E,\alpha} f\|_{L^2}$ it follows that there exists some $f \neq 0$ such that $\|L^k_{E,\alpha} f\|_{L^2} = \|f\|_{L^2}$, where $f$ is chosen to be the eigenvector corresponding to the eigenvalue $\|L^k_{E,\alpha}\|_{L^2} = \|L^0_{E,\alpha}\|_{L^2} = 1$. Let $f$ be the $\pi$-periodic extension of $f$ to $T_\alpha$; that is $f(x + n\pi) = f(x)$, for all $x \in (0, \pi)$. Then,

\[
(L^k_{E,\alpha} f)(y) = \int_0^\pi e^{i \frac{2\pi}{B(\alpha)} n} K^k_{E,\alpha}(y, x + n\pi) f(x) \, dx
\]
everywhere. That is, for $y$ we have equality in the application of Cauchy-Schwarz inequality, we conclude that for almost every $y \in (0, \pi)$ the functions $\tilde{f}(\cdot)$ are linearly dependent almost everywhere. That is, for $y \in (0, \pi) \setminus N$, with $\text{Leb}(N) = 0$, there is some constant $C_y > 0$ such that

$$C_y K^k_1(y, \cdot) = K^k_2(y, \cdot) \tilde{f}(\cdot)^2 \text{ a.e.}$$

For each $y \in [0, \pi) \setminus N$, set

$$M_y \overset{\text{def}}{=} \{ x : \lambda(y, x) \in \text{supp}\, \tau \}.$$  

Then, for almost every $x \in M_y$ we have $C_y = R^2_2(\alpha k - 1, x, \lambda(y, x, E), E) \tilde{f}(x)^2$. Rewriting this, using an immediate consequence of Lemma 4.3 we get

$$\tilde{f}(x)^2 = C_y R^2_2(\alpha k + \alpha - 1, y, \lambda(x, y, E), E). \quad (57)$$
Our next goal is to show that $f^2$ is real analytic on $\mathbb{R}$. To this end, let $[a, b]$ be a non-trivial interval contained in $\text{supp}\ r$. The existence of such an interval is guaranteed by our assumption on $r$. Let $c_y$ and $d_y$ be the unique phases determined by $\lambda(y, c_y, E) = a$ and $\lambda(y, d_y, E) = b$; that is, $\phi_-(ak + \alpha - 1, y, a, E) = c_y$ and $\phi_-(ak + \alpha - 1, y, b, E) = d_y$. Then, from Lemma 3.2 it follows that $c_y < d_y$. By construction, $\phi_-(ak + \alpha - 1, y, \cdot, E)$ is continuous when viewed as a function from $\text{supp}\ r$ to $T_\alpha$. Hence, by the intermediate value theorem, it follows that $[c_y, d_y] \subset M_y$. Moreover, again by construction, it follows that $c_y$ and $d_y$ are continuous functions of $y$, and by Lemma 1.2 that they are strictly increasing. From $\phi_-(ak + \alpha - 1, y + \pi, \cdot, E) = \phi_-(ak + \alpha - 1, y, \cdot, E) + \pi$, we have $[c_y + \pi, d_y + \pi] = [c_y, d_y]$. Set

$$I \overset{\text{def}}{=} \bigcup_{y \in [0, \pi) \setminus N} (c_y, d_y).$$

From the discussion above it follows that $I$ is an open interval of length greater than $\pi$.

Next, since the solution $u_-$ of the difference equation (51) is simply a polynomial in $\lambda$, it follows that in particular it is analytic in $\lambda$. Consequently, $R^2_{\alpha}(ak + \alpha - 1, y, \lambda, E)$, as the sum of the squares of two analytic functions, is also analytic in $\lambda$. From our discussion above and equation (54) it follows that in turn $x(\lambda)$ is analytic in $\lambda$ and by Lemma 3.2 that $x'(\lambda) > 0$, thus implying that the inverse function of $x(\lambda)$, namely $\lambda(y, x, E)$ is analytic in $x$.

The discussion above and the expression in (57), shows that, in particular, for each fixed $y \in (0, \pi) \setminus N$ the function $f^2$ is real analytic on $(c_y, d_y)$, and as a result on the entire $I$ as well. Moreover, since $f$ is $\pi$–periodic, we conclude that $f^2$ is analytic on the entire real line. Now, we fix again $y \in [0, \pi) \setminus N$, and by analytic continuation conclude that in fact (57) holds for all $x$ for which $\lambda(x, y, E)$ exists. Next, since all real analytic periodic functions are bounded on $\mathbb{R}$, and since $f^2$ is a $\pi$–periodic analytic function on $\mathbb{R}$, from (57) we conclude that $R^2_{\alpha}(ak + \alpha - 1, y, \lambda(x, y, E), E)$ is bounded in $x$. But since $\lambda(x, y, E)$ takes on arbitrary values as $x$ varies, we get

$$\sup_{\lambda \in \mathbb{R}} R_-(ak + \alpha - 1, y, \lambda, E) < \infty, \quad (58)$$

contradicting Lemma 6.3 below. This contradiction shows that $\|T^2_{E, \alpha}\|_{2,2} = \|L^0_{\alpha}\|_{2,2} < 1$, and thus proving the claim!

**Lemma 6.3.** It holds that

$$\lim_{\lambda \to \infty} R_-(ak + \alpha - 1, y, \lambda, E) = \infty.$$

**Proof.** We have

$$R_-(ak + \alpha - 1, y, \lambda, E) = \prod_{i=0}^{\alpha - 1} \left| \frac{\cos \phi_-(ak + i - 1, y, \lambda, E)}{\sin \phi_-(ak + i, y, \lambda, E)} \right|$$

$$= \left| \cos \phi_-(ak - 1, y, \lambda, E) \cot \phi_-(ak, y, \lambda, E) \cdots \cot \phi_-(ak + \alpha - 2, y, \lambda, E) \right|$$

$$\cdot \left| \frac{1}{\sin \phi_-(ak + \alpha - 1, y, \lambda, E)} \right|$$

$$= \left| \cos y(\lambda) \left( E - f_0 \lambda - \tan y(\lambda) \right) \left( E - f_1 \lambda - \frac{1}{E - f_0 \lambda - \tan y(\lambda)} \right) \cdots \left( E - f_{\alpha - 2} \lambda - \frac{1}{E - f_{\alpha - 3} \lambda - \frac{1}{E - f_{\alpha - 4} \lambda - \cdots}} \right) \right|,$$

$$\cdots$$

$$\sqrt{1 + \left( \frac{E - f_{\alpha - 1} \lambda - \frac{1}{E - f_{\alpha - 2} \lambda - \frac{1}{E - f_{\alpha - 3} \lambda - \frac{1}{E - f_{\alpha - 4} \lambda - \cdots}}}}{E - f_{\alpha - 2} \lambda - \frac{1}{E - f_{\alpha - 3} \lambda - \frac{1}{E - f_{\alpha - 4} \lambda - \cdots}}} \right)^2}.$$
The first equality follows from (30), and to go from the second line to the third we have used the analogue of equation (14) for \( \phi_\alpha \) iteratively, and the trig identity \( |\sin A|^{-1} = \sqrt{1 + (\cot A)^2} \). We will consider in more detail the case when \( \alpha = 3 \), then the same argument can be extended to the general case. Before we do so, let us make a crucial observation. Since the coupling constant \( \lambda \) defines the \( \alpha \)-block starting at site \( \alpha k \) and ending at site \( \alpha k + \alpha - 1 \), and since the Prüfer angle \( y \) (i.e. in previous notation this is the angle we denote by \( \theta_{k-1} \), see the paragraph where equation (30) is discussed!) is determined by the solutions at sites \( \alpha k - 1 \) and \( \alpha k \), when solving from left to right, as such it is fixed and thus independent of the coupling constant \( \lambda \). For \( \alpha = 3 \) we have

\[
R_- (3k + 2, y, \lambda, E) = \cos y(\lambda)(E - f_0 \lambda - \tan y(\lambda)) \left( E - f_1 \lambda - \frac{1}{E - f_0 \lambda - \tan y(\lambda)} \right)
\]

\[
\cdot \left[ 1 + \left( E - f_2 \lambda - \frac{1}{E - f_0 \lambda - \tan y(\lambda)} \right)^2 \right]^{-1/2}
\]

\[
= \cos y(\lambda)(E - f_0 \lambda - \tan y(\lambda)) \left( E - f_1 \lambda - \frac{1}{E - f_0 \lambda - \tan y(\lambda)} \right)
\]

\[
= \cos y(\lambda) \left[ (E - f_1 \lambda)(E - f_0 \lambda - \tan y(\lambda)) - 1 \right]^{2}
\]

\[
= \sqrt{\left( (E - f_1 \lambda)(E - f_0 \lambda) \cos y(\lambda) - (E - f_1 \lambda \sin y(\lambda) - \cos y(\lambda) \right)^2}
\]

\[
+ \left( (E - f_2 \lambda)(E - f_1 \lambda)(E - f_0 \lambda) - (E - f_0 \lambda - \tan y(\lambda)) - 1 \right) \cos y(\lambda)
\]

\[
- \left( (E - f_2 \lambda)(E - f_1 \lambda + 1) \sin y(\lambda) \right)^2.
\]

Now, since \( y(\lambda) \) is fixed and independent of \( \lambda \), we note that, regardless of its value, the expression under the square root above will either be a polynomial of degree three or of degree two in \( \lambda \) (i.e. depending on whether \( \sin y(\lambda) \) or \( \cos y(\lambda) \) is zero). Thus, it is clear that \( R_- (3k + 2, y, \lambda, E) \to \infty \) as \( \lambda \to \infty \), proving the claim! 

\[\square\]

7 The dependence of the \( ||\cdot||_{2,2} \)-norm of \( \tilde{T}_E^{k,\alpha} \) on \( k \) and the energy \( E \)

The goal of this section is to show that \( \tilde{T}_E^{k,\alpha} \) depends continuously on \( E \). More precisely, we prove the following theorem.

**Theorem 7.1.** The real valued map \( E \mapsto ||\tilde{T}_E^{k,\alpha}||_{2,2} \) is continuous on \( \Sigma_0 \).

Before we begin the proof of the above theorem, let us first observe that the norm of \( \tilde{T}_E^{k,\alpha} \) is independent of \( k \). The way to see this, is by noting that all the quantities involved in the definition of \( \tilde{T}_E^{k,\alpha} \), specifically the Prüfer amplitude \( R_+ \) and the solution \( u_+ \) of the difference equation (30), are
defined locally on each $\alpha-$block, and the fact that the random variables are identically distributed.

Next, we begin the proof of Theorem [7.1] by first proving two preparatory lemmas by adapting the analogous arguments for the continuum case.

**Lemma 7.2.** Suppose $E_n \to E$. Then,
$$\lambda(y, x, E_n) \to \lambda(y, x, E),$$
whenever $\lambda(y, x, E)$ exists.

**Proof.** Suppose $\lambda(y, x, E)$ exists, that is, $\lambda_0 = \lambda(y, x, E)$ for some $\lambda_0 \in \mathbb{R}$. By definition, this means that $\phi_+(ak - 1, x, \lambda_0, E) = y$. Now, since $\phi_+$ is strictly increasing in the coupling constant $\lambda$, it follows that given any $\epsilon > 0$ we have
$$\phi_+(ak - 1, x, \lambda_0 - \epsilon, E) < y < \phi_+(ak - 1, x, \lambda_0 + \epsilon, E).$$

Then, since by construction, $\phi_+$ depends continuously on the energy $E$, it follows that there exists some $n_0$ such that for all $n \geq n_0$ we have
$$\phi_+(ak - 1, x, \lambda_0 - \epsilon, E_n) < y < \phi_+(ak - 1, x, \lambda_0 + \epsilon, E_n).$$

So, by the intermediate value theorem, there is some $\lambda_n \in (\lambda_0 - \epsilon, \lambda_0 + \epsilon)$ such that $\phi_+(ak - 1, x, \lambda_n, E_n) = y$; that is, $\lambda(y, x, E_n) = \lambda_n$. In conclusion, we have shown that, given any $\epsilon > 0$, there is some $n_0$ such that for all $n \geq n_0$ we have $\lambda(y, x, E_n) \in (\lambda(y, x, E) - \epsilon, \lambda(y, x, E) + \epsilon)$, which shows that $\lambda(y, x, E_n) \to \lambda(y, x, E)$ as $n \to \infty$, thus proving the claim. \(\Box\)

**Lemma 7.3.** Suppose $E_n \to E$. Then, we have
$$\mathbb{R}^2 \setminus A(E) \subset \liminf_{n \to \infty} \mathbb{R}^2 \setminus A(E_n),$$
where $A(E) = \lambda(\cdot, \cdot, E)^{-1}([-M, M])$ and supp $r \subset [-M, M]$.

**Proof.** Let $y, x \in \mathbb{R}^2 \setminus A(E)$; that is, $\lambda(y, x, E)$ either does not exist, or it exists but lies outside of $[-M, M]$. Suppose there is a subsequence $n_j \to \infty$ such that $\lambda(y, x, E_{n_j})$ exists and belongs to some interval $[a, b] \subset [-M, M]$ for every $j$. Then, $\phi_-(ak + \alpha - 1, y, \lambda(y, x, E_{n_j}), E_{n_j}) = x$. By monotonicity, we have
$$\phi_-(ak + \alpha - 1, y, a, E_{n_j}) \leq x \leq \phi_-(ak + \alpha - 1, y, b, E_{n_j}).$$

Since $\phi_-$ is continuous as a function of the energy $E$, taking $j \to \infty$, we find that
$$\phi_-(ak + \alpha - 1, y, a, E) \leq x \leq \phi_-(ak + \alpha - 1, y, b, E).$$

By the intermediate value theorem, this would imply that there exist some $\lambda_0 \in [-M, M]$ such that $\phi_-(ak + \alpha - 1, y, \lambda_0, E) = x$, which is the same as saying that $\lambda(y, x, E)$ exists and is equal to $\lambda_0$, thus leading us to a contradiction. \(\Box\)

**Lemma 7.4.** Suppose $E_n \to E$. Then
$$\lim_{n \to \infty} K_{E_n, \alpha}^k(y, x) = K_{E, \alpha}^k(y, x)$$
for almost every $(y, x) \in \mathbb{R}^2$.

**Proof.** The case where $(y, x) \in \mathbb{R}^2 \setminus A(E)$ follows trivially from Lemma 7.3. Next, we consider the case where $\lambda(y, x, E)$ exists. First, let $B$ denote the set of discontinuities of $r$, and let $K \overset{\text{def}}{=} \lambda^{-1}(E) \cup \lambda^{-1}(B)$. Since $\text{Leb}(B) = 0$, then by Proposition [4.3] it follows that $\text{Leb}(K) = 0$. Then by Lemma [4.2] we know that $\lambda(y, x, E_n) \to \lambda(y, x, E)$ as $n \to \infty$. So, using the fact that $u_+$ and
R_+ depend continuously on E, and that r is continuous away from B, for every \((x, y) \in \mathbb{R}^2 \setminus K\), we get that
\[
K^k_{E_n, \alpha}(y, x) = \frac{R_k(\alpha k - 1, x, \lambda(y, x, E_n), E_n)}{\sum_{i=0}^{\alpha - 1} f_i u^2_k(\alpha k + i, x, \lambda(y, x, E_n), E_n)} r(\lambda(y, x, E_n)) \to K^k_{E, \alpha}(y, x), \text{ as } n \to \infty,
\]
concluding the proof.

Now, we are ready to give the proof of Theorem \ref{thm:uniformly-bounded}.

**Proof of Theorem \ref{thm:uniformly-bounded}** Let \(E\) be any point in \(\Sigma_0\), and let \(E_n \in \Sigma_0\) be an arbitrary sequence converging to \(E\); that is, \(|E_n - E| \to 0\) as \(n \to \infty\). We will show that
\[
\lim_{n \to \infty} \left\| \tilde{T}^k_{E_n, \alpha} \right\|_{2,2} = \left\| \tilde{T}^k_E \right\|_{2,2}.
\]
From Lemma \ref{lem:uniform-bounded} since \(\left\| \tilde{T}^k_{E, \alpha} \right\|_{2,2} = \left\| L^k_{0, E} \right\|_{2,2}\), it suffices to show that \(\left\| L^k_{0, E_n} - L^k_{0, E} \right\|_{2,2} \to 0\), as \(n \to \infty\), where
\[
(L^k_{0, \cdot}(f))(x) = \int_0^\pi L^k_{0, \cdot, 0}(x, y)f(y)dy \quad \text{and} \quad L^k_{0, \cdot, 0} = \sum_{n=0}^{2B(\alpha) - 1} K^k_{E, \alpha}(x, y + n\pi).
\]
From the definition of \(K^k_{E, \alpha}\) in Definition \ref{def:K} and Lemma \ref{lem:K-bound} it follows that \(L^k_{0, \cdot, 0}(x, y)\) is uniformly bounded on \(\Sigma_0\); On the other hand, Lemma \ref{lem:K-bound} shows that for almost every \((x, y) \in \mathbb{R}^2\) we have \(L^k_{E_n, \cdot, 0} \to L^k_{E, \cdot, 0}\), as \(n \to \infty\). Thus, using dominated convergence, we get
\[
\left\| L^k_{0, E_n} - L^k_{0, E} \right\|_{2,2} \leq \left\| L^k_{0, E_n} - L^k_{0, E} \right\|_{HS} = \int_0^\pi \int_0^\pi \left( L^k_{E_n, \cdot, 0}(x, y) - L^k_{E, \cdot, 0}(x, y) \right)^2 dydx \to 0, \quad \text{as } n \to \infty,
\]
concluding the proof!

**Corollary 7.5.** There exists some constant \(0 < q < 1\), such that
\[
\sup_{E \in \Sigma_0} \left\| \tilde{T}^k_{E, \alpha} \right\|_{2,2} \leq q < 1.
\]

**Proof.** Since \(\Sigma_0\) is compact, from Theorem \ref{thm:uniformly-bounded} it follows that \(\left\| \tilde{T}^k_{E, \alpha} \right\|_{2,2}\) attains its maximum in \(\Sigma_0\). That is, there is some \(E_0 \in \Sigma_0\), such that \(\left\| \tilde{T}^k_{E_0, \alpha} \right\|_{2,2} \leq \left\| \tilde{T}^k_{E, \alpha} \right\|_{2,2}\) for all \(E \in \Sigma_0\), hence we also have
\[
\sup_{E \in \Sigma_0} \left\| \tilde{T}^k_{E, \alpha} \right\|_{2,2} \leq \left\| \tilde{T}^k_{E_0, \alpha} \right\|_{2,2}.
\]
From Proposition \ref{prop:K-bound} it follows that there is some \(0 < q < 1\) such that \(\left\| \tilde{T}^k_{E_0, \alpha} \right\|_{2,2} \leq q\), proving the claim.

**8 Proof of Theorem \ref{thm:proof}**

Now, we are in a position to give the proof of Theorem \ref{thm:proof} which will merely be a collection of the facts proven above. As we have already remarked, it is sufficient to show that \(\rho_L(m, 0) \leq Ce^{-q(|\alpha|)}\). First, with no loss of generality, suppose that \(m = \alpha k_0 + j\), for some fixed \(k_0\) and some \(j \in \{0, 1, \ldots, \alpha - 1\}\), then we have
\[
\int_\Omega \left( \sup_{t \in \mathbb{R}} \left( \delta_n, e^{-itH - \delta_0} \right) \right) d\mu(\omega)
\]

\[
= a(m, 0)
\]

\[
\leq \liminf_{L \to \infty} a_L(m, 0)
\]

\[
\leq \liminf_{L \to \infty} \rho_L(m, 0)
\]

\[
\leq \liminf_{L \to \infty} \int_{\Sigma_0} \rho_L(m, 0, E) dE
\]

\[
\leq \tilde{C} \liminf_{L \to \infty} \int_{\Sigma_0} \sum_{k=0}^{2B(\alpha)-1} \left( \tilde{T}_{E,\alpha}^k \cdots \tilde{T}_{E,\alpha}^1 \tilde{T}_{E,\alpha}^0 \psi_{E,\alpha}^L, \tilde{T}_{E,\alpha}^0 \psi_{E,\alpha}^L \right)_{L^2(T, dh_0)} dE.
\]

\[
\leq \tilde{C} \liminf_{L \to \infty} \sum_{k=0}^{2B(\alpha)-1} \int_{\Sigma_0} \sum_{i=1}^{k} \left( \tilde{T}_{E,\alpha}^i \right)_{2,2,2} \left( \tilde{T}_{E,\alpha}^{k+1} \right)_{1,1,2} \prod_{i=k+2}^{L-2} \left( \tilde{T}_{E,\alpha}^i \right)_{1,1,2} \prod_{i=-1}^{-L+1} \left( \tilde{T}_{E,\alpha}^i \right)_{1,1,2} \psi_{E,\alpha}^{-L} \psi_{E,\alpha}^{-L} dE
\]

\[
\leq \tilde{C} 2B(\alpha) \text{Leb}(\Sigma_0) q^k
\]

where \( \gamma = \log \left( q^{-1} \right) > 0 \), since \( q < 1 \).

The first equality follows by definition; in the second and third lines we have used Lemmas 2.7 and 2.8 going from line three to line four we have used Lemma 1.8; from line four to five we have used 4.11 from line five to six the Cauchy-Schwarz inequality; from line five to six standard results for operator norms; finally, in the last inequality we have used Lemmas 5.2, 5.3, and Corollary 7.5.

9 The operator \( T_1 \) is a strict contraction

The purpose of this section is to deduce that the single operator \( T_1 \), defined in the original Kunz-Souillard setting, is a strict contraction. We remind the reader that in the original Kunz-Souillard work, it is originally only known for the second iterate of \( T_1 \) to be a contraction, hence, from this point of view, the result we present here is an improvement of the original work. We achieve this via appealing to the norm estimates in the previous section, and by showing that, in the special case for \( \alpha = 1 \), and \( f_0 = 1 \), the integral operators \( T_{E,\alpha}^k \equiv \tilde{T}_{E}^k \), are unitarily equivalent to the \( T_1 \) operator defined in [12], [23].

For each \( k \geq 0 \) we consider the following operator on \( L^2(\mathbb{T}_1) \), where \( \mathbb{T}_1 = \mathbb{R} / (2\pi B(1) \mathbb{Z}) \),

\[
\left( \tilde{T}_{E}^k f \right)(x) = \int_{\mathbb{T}_1} \frac{R_+ (k-1, y, \lambda(x, y, E), E)}{u_+^2 (k, y, \lambda(x, y, E), E)} \epsilon_r(\lambda(x, y, E)) f(y) dy.
\]

Before we rewrite the above integral, let us note that it follows immediately from the proof of Lemma 3.1 that in the case \( \alpha = 1 \) we can actually take \( B(1) \) to be 1. Next, let us rewrite this integral operator using the definition of \( R_+ \) and \( u_+ \). That is, since \( u_+ (k, y, \lambda, E) = \sin y \) and \( R_+ (k, y, \lambda, E) \sin \phi_+ (k, y, \lambda, E) = R_+ (k-1, y, \lambda, E) \cos \phi_+ (k-1, y, \lambda, E) \)
with \( R_+(k, y, \lambda, E) = 1, \phi_+(k, y, \lambda, E) = y \) and \( \phi_+(k - 1, y, \lambda, E) = x \) we get

\[
\frac{R_+(k - 1, y, \lambda, E)}{\omega_+^2(k, y, \lambda, E)} = \frac{1}{\cos x \sin y}.
\]

Next, we claim that \( \lambda(x, y, E) = E - \tan x - \cot y \). We show that, given any \( x, y \in \mathbb{T} \), there is a coupling constant \( \lambda = E - \tan x - \cot y \), such that \( \phi_+(k - 1, y, \lambda, E) = x \).

From

\[
\cot \phi_+(k, y, \lambda, E) + \tan \phi_+(k - 1, y, \lambda, E) = E - \lambda
\]

we get \( \phi_+(k - 1, y, \lambda, E) = \tan^{-1}(E - \lambda - \cot y) \). So, given any \( x, y \in \mathbb{T}_1 \), taking \( \lambda \) to be \( E - \tan x - \cot y \), we clearly get \( \phi_+(k - 1, y, \lambda, E) = x \). Whenever such a coupling constant exists, we set \( \lambda(x, y, E) = \lambda = E - \tan x - \cot y \), as claimed.

Now, we rewrite (59):

\[
(\tilde{T}_E^k f)(x) = \frac{1}{\cos x} \int_{\mathbb{T}_1} r \left( E - \tan x - \frac{1}{\tan y} \right) \frac{1}{\sin y} f(y) dy.
\] (60)

Next, let us define an operator \( T_{1,E} \) on \( L^2(\mathbb{R}) \), as follows

\[
(T_{1,E} f)(u) = \int_{\mathbb{R}} r(E - u - v^{-1})|v|^{-1} f(v) dv.
\] (61)

We will show that these two operators are conjugates of one another!

Define \( \mathcal{U}_1 : L^2(\mathbb{R}) \to L^2(\mathbb{T}_1) \) by

\[
(\mathcal{U}_1 f)(x) = \sec x f(\tan x)
\]

and \( \mathcal{U}_2 : L^2(\mathbb{T}_1) \to L^2(\mathbb{R}) \) by

\[
(\mathcal{U}_2 f)(x) = \frac{1}{\sqrt{1 + x^2}} f(\tan^{-1} x),
\]

and note that they are both unitary operators and inverses of one another.

**Proposition 9.1.** With the same notation as above, we have \( \tilde{T}_E^k = \mathcal{U}_1 T_{1,E} \mathcal{U}_2 \).

**Proof.**

\[
(\mathcal{U}_1 T_{1,E} \mathcal{U}_2 f)(x) = \sec x (S_E \mathcal{U}_2 f)(\tan x)
\]

\[
= \sec x \int_{\mathbb{R}} r \left( E - \tan x - v^{-1} \right) |v|^{-1} (\mathcal{U}_2 f)(v) dv
\]

\[
= \sec x \int_{\mathbb{R}} r \left( E - \tan x - v^{-1} \right) |v|^{-1} \frac{1}{\sqrt{1 + v^2}} f(\tan^{-1} v) dv.
\]

\[
= \frac{1}{\cos x} \int_{\mathbb{T}_1} r \left( E - \tan x - \frac{1}{\tan y} \right) \frac{1}{\tan y \sec y} f(y) \sec^2 y dy
\]

\[
= \frac{1}{\cos x} \int_{\mathbb{T}_1} r \left( E - \tan x - \frac{1}{\tan y} \right) \frac{1}{\sin y} f(y) dy
\]

\[
= (\tilde{T}_E^k f)(x).
\]

Above, in the third line, we have performed the following change of variables \( y = \tan^{-1} v \). Then, \( dv = \sec^2 y dy \).
Theorem 9.2. There is some $0 < q < 1$ such that
\[ \sup_{E \in \Sigma_0} \| T_{1,E} \|_{2,2} \leq q < 1. \]

Proof. In Proposition 9.1 we established that $T_{1,E}$ and $\tilde{T}_{E}^k$ are unitary equivalent operators. So, it follows that
\[ \| T_{1,E} \|_{2,2} = \| \tilde{T}_{E}^k \|_{2,2}. \]
Finally, the result follows by taking the supremum over $\Sigma_0$ of both sides and using Corollary 7.5 with $\alpha = 1$. \hfill \Box

10 Positivity of Lyapunov exponents

10.1 Introduction and Fürstenberg’s Theorem

In this section, we prove positivity of the Lyapunov exponents at all energies, for the generalized Anderson model. We do so by appealing to Fürstenberg’s theorem. Let us first define Lyapunov exponents in this context. Let $d\tilde{\mu}$ be a probability measure on $\text{SL}(2, \mathbb{R})$ which satisfies
\[ \int \log \| M \| \, d\tilde{\mu}(M) < \infty. \] (62)

Let, $T_1, T_2, \ldots$ be i.i.d matrices each with distribution $\mu$. Then, we are interested in the Lyapunov exponent $L \geq 0$, given by
\[ L = \lim_{n \to \infty} \frac{1}{n} \log \| M_n \|, \quad \tilde{\mu}^{Z_{-}} \text{ a.s} \]
where $M_n = T_n \cdots T_1$.

Theorem 10.1 (Fürstenberg’s Theorem). Let $\tilde{\mu}$ be a probability measure on $\text{SL}(2, \mathbb{R})$ which satisfies (62). Denote by $G_{\tilde{\mu}}$ the smallest closed subgroup of $\text{SL}(2, \mathbb{R})$ which contains supp $\tilde{\mu}$. Assume

(i) $G_{\tilde{\mu}}$ is not compact;
and one of the following:

(ii) There is no finite non-empty set $L \subset \mathbb{P}^1$ such that $M(L) = L$ for all $M \in G_{\tilde{\mu}}$.
(iii) There is no set $L \subset \mathbb{P}^1$ of cardinality 1 or 2 such that $M(L) = L$ for all $M \in G_{\tilde{\mu}}$.

Then, $L > 0$.

10.2 Fürstenberg at all energies

Now, we state and prove the main theorems of this section.

Theorem 10.2. Suppose that $\#(\text{supp} \nu) \geq 5$. Then, for the discrete generalized Anderson model, with $\alpha = 2$, we have $L(E) > 0$ for all $E \in \mathbb{R}$.

Proof. For every $E \in \mathbb{R}$, the measure $\nu$, as defined in the first section, induces a measure $\tilde{\nu}$ in $\text{SL}(2, \mathbb{R})$ via the map
\[ \lambda \mapsto \begin{pmatrix} X_1(\lambda) & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} X_0(\lambda) & -1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} X_0(\lambda)X_1(\lambda) - 1 & -X_1(\lambda) \\ X_0(\lambda) & -1 \end{pmatrix} \]
where $X_0(\lambda) = E - f_0 \lambda$ and $X_1(\lambda) = E - f_1 \lambda$, $f_0, f_1 > 0$ and $\lambda \in \text{supp} \nu$. So, the random i.i.d. matrices for us are the two step transfer matrices. Next, since $\text{supp} \nu$ is uncountable, so is $\text{supp} \tilde{\nu}$.
Let $G_\nu$ be the smallest closed subgroup of $SL(2, \mathbb{R})$ which contains $\text{supp} \, \nu$. We will show positivity of the Lyapunov exponent by establishing conditions (i) and (iii) in Theorem [10.1].

To establish (i), by means of contradiction, we suppose that $G_\nu$ is compact. Since $SO(2)$ is a maximal compact subgroup of $SL(2, \mathbb{R})$ we know that every other maximal compact subgroup will be a conjugate of $SO(2)$. Hence, $G_\nu$ will belong to one of these conjugate classes of $SO(2)$. In particular, since $SO(2)$ is abelian, so will every conjugate class of it, and hence $G_\nu$ has to be abelian as well. Below, we will show that $G_\nu$ is not abelian, by means of producing two elements that do not commute, and hence contradicting our above assumption. To this end, let $a, b \in \text{supp} \, \nu$ such that $a \neq b$, and thus let $M_a, M_b$ be two distinct elements of $G_\nu$, different from $\pm I_2$; that is,

$$M_a = \begin{pmatrix} X_0(a)X_1(a) - 1 & -X_1(a) \\ X_0(a) & -1 \end{pmatrix} \quad \text{and} \quad M_b = \begin{pmatrix} Y_0(b)Y_1(b) - 1 & -Y_1(b) \\ Y_0(b) & -1 \end{pmatrix},$$

where $Y_0(b) = E - f_0b$, $Y_1(b) = E - f_1b$. For ease of notation, from now on, we will suppress the $a$ and $b$ dependence.

Suppose that $M_aM_b = M_bM_a$, that is,

$$\begin{pmatrix} (X_0X_1 - 1)Y_0Y_1 - X_0Y_1 - Y_0(X_0X_1 - 1) + X_0 \\ X_0Y_1 - Y_0X_1 + Y_0 \end{pmatrix} = \begin{pmatrix} (X_0X_1 - 1)Y_0Y_1 - X_0Y_1 - Y_0(X_0Y_1 - 1) + Y_0 \\ Y_0Y_1 - X_0Y_1 + Y_0 \end{pmatrix}.$$

So, in particular, we should have

$$Y_0X_0(X_1 - Y_1) = 0 \quad X_1Y_1(X_0 - Y_0) = 0 \quad Y_0X_1 - X_0Y_1 = 0$$

(63)

Since, by hypothesis, $a \neq b$, it follows that $X_1 \neq Y_1$ and $X_0 \neq Y_0$. So, looking at the first two equations, it follows that the only option is that $X_0Y_0 = 0$ and $X_1Y_1 = 0$. Suppose $X_0 = 0$. Then, from the third equation it would follow that $Y_0X_1 = 0$. Since, $a \neq b$, in this case, we must have $Y_0 \neq 0$, and thus $X_1 = 0$, which is impossible. One argues in a similar way for other cases. Therefore, we conclude that $G_\nu$ is non-compact.

Next, let $L$ be a subset of $\mathbb{P}^1$, where $L = \{v\}$ or $L = \{v, w\}$. For each fixed $E \in \mathbb{R}$, as above, let $G_\nu(E)$ be the smallest closed subgroup of $SL(2, \mathbb{R})$ containing $\text{supp} \, \nu$. To establish (iii), we will break the argument into cases. To this end, we begin by computing the fixed points of the matrix

$$M_\lambda = \begin{pmatrix} X_0(\lambda)X_1(\lambda) - 1 & -X_1(\lambda) \\ X_0(\lambda) & -1 \end{pmatrix},$$

where $M_\lambda \neq \pm I_2$.

We compute the fixed points for each of the following three cases:

(a) $|\text{Tr}[M_\lambda]| < 2$

(b) $|\text{Tr}[M_\lambda]| = 2$

(c) $|\text{Tr}[M_\lambda]| > 2$

where $\text{Tr}[M_\lambda] = X_0(\lambda)X_1(\lambda) - 2$ denotes the trace of the matrix $M_\lambda$. The above three cases correspond to elliptic, parabolic, and hyperbolic systems, respectively.

If we are in the first case, then it is known that $M_\lambda$ is conjugate to a rotation. Hence, it will have no fixed points in $\mathbb{P}^1$, unless it is a rotation by a multiple of $\pi$, which is equivalent to $M_\lambda$ being equal to $\pm I_2$. Hence, in this case, if $M_\lambda \neq \pm I_2$ then it will not fix any points in $\mathbb{P}^1$.

Next, suppose that $|\text{Tr}[M_\lambda]| = 2$, that is, $|X_0(\lambda)X_1(\lambda) - 2| = 2$. From here, there are two possibilities:
(i) \(X_0(\lambda)X_1(\lambda) = 0\)

(ii) \(X_0(\lambda)X_1(\lambda) = 4\).

Consider the case where \(X_0X_1 = 0\). That is, our matrices will have the form

\[
M_\lambda = \begin{pmatrix}
-1 & -X_1(\lambda) \\
X_0(\lambda) & -1
\end{pmatrix}.
\]

Now, we consider the following two sub-cases: \(X_1(\lambda) = 0\). That is, we want to find fixed points of the matrix

\[
M_\lambda = \begin{pmatrix}
-1 & 0 \\
X_0(\lambda) & -1
\end{pmatrix}.
\]

Suppose that \(M_\lambda v = v\), for some \(v \in \mathbb{P}^1\). A simple direct calculation shows that \(v\) would have to be \([0 : 1]\), where with \([a : b]\) we denote the equivalence class of the vector \((a, b)^T\).

Next, suppose \(X_0 = 0\). So, we compute the fixed points of the matrix

\[
M_\lambda = \begin{pmatrix}
-1 & -X_1(\lambda) \\
0 & -1
\end{pmatrix}.
\]

Similarly, as above, one finds that now the fixed point of \(M_\lambda\) is \([1 : 0]\).

Next, we consider case (ii). So, we are interested in computing the fixed point of the matrix

\[
M_\lambda = \begin{pmatrix}
3 & -X_1(\lambda) \\
X_0(\lambda) & -1
\end{pmatrix}.
\]

Let \(v \in \mathbb{P}^1\), such that \(M_\lambda v = v\), that is,

\[
\begin{pmatrix}
3 & -X_1(\lambda) \\
X_0(\lambda) & -1
\end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = k \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}.
\]

This is equivalent to

\[
\frac{3z - X_1(\lambda)}{X_0(\lambda)z - 1} = z,
\]

where \(z = \frac{v_1}{v_2}\). That is, it is equivalent to finding the fixed points of a Möbius transformation. Rewriting equation (65), we find that the fixed point of \(M_\lambda\), in this case, has to be a root of the quadratic equation:

\[
X_0z^2 - 4z + X_1 = 0.
\]

Using the fact that \(X_0X_1 = 4\), we can rewrite this equation as

\[
\left( z - \frac{2}{X_0} \right)^2 = 0,
\]

from where we find that \(z = \frac{2}{X_0}\) is the fixed point of this Möbius transformation. In particular, the matrix in (64) fixes the point \(\frac{2}{X_0} : 1\).

Finally, we compute the fixed points of the matrix \(M_\lambda\), in the case when \(|Tr[M_\lambda]| > 2\). As before, let \(v \in \mathbb{P}^1\) be such that \(M_\lambda v = v\); that is,

\[
\begin{pmatrix}
X_0(\lambda)X_1(\lambda) - 1 & -X_1(\lambda) \\
X_0(\lambda) & -1
\end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = k \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}.
\]

This is equivalent to

\[
\frac{(X_0X_1 - 1)v_1 - X_1v_2}{X_0v_1 - v_2} = \frac{v_1}{v_2}.
\]
Letting $z = \frac{v_1}{v_2}$, we can rewrite this as

$$\frac{(X_0 X_1 - 1)z - X_1}{X_0z - 1} = z.$$  

From above, we find that the fixed points are roots of the following quadratic equation

$$z^2 - X_1(\lambda)z + \frac{X_1(\lambda)}{X_0(\lambda)} = 0. \quad (66)$$

In particular, we find that, in this case, the matrix $M_\lambda$ fixes the points $[z_1(\lambda):1]$ and $[z_2(\lambda):1]$ where $z_1(\lambda)$ and $z_2(\lambda)$ are roots of the quadratic equation in (66).

Next, let $L = \{v\} \subset P^1$. We show that $L$ cannot be fixed by all elements of $G_\nu(E)$. Suppose that there is some $a \in \text{supp}\nu$, such that, $M_a v = v$. From our discussion above, we know that $|Tr[M_a]| = 2$ or $|Tr[M_a]| > 2$. Suppose that $|Tr[M_a]| = 2$. Then, we are in case (b) above, so we know that $v$ would have to be one of $[0:1],[1:0]$, or $[\frac{\lambda - \bar{\lambda}}{X_0(a)}:1]$. It easily follows from the way these fixed points arise, that if $b \neq a$ and $|Tr[M_b]| = 2$, then, $M_b$ cannot fix the same point as $M_a$.

Next, suppose that $|Tr[M_b]| > 2$, and suppose further that $b$ is not a solution of

$$\frac{X_1(a)}{X_0(a)} + \frac{X_1(\lambda)}{X_0(\lambda)} - 2 \frac{X_1(a)}{X_0(a)} = 0, \quad (67)$$

where above, we are thinking of it as a quadratic equation in $\lambda$. First, observe that $a$ satisfies the quadratic equation in (67). So, actually, there is at most one point in $\text{supp}\nu$, different from $a$, that satisfies (67). Thus, by our assumption on $\#(\text{supp}\nu)$ (i.e. $\#(\text{supp}\nu) \geq 5$), there is some $b \in \text{supp}\nu$ that is not a root of (67). Now, since the fixed points of $M_b$ are $[z_1(b):1]$ and $[z_2(b):1]$ where $z_1(b)$, $z_2(b)$ are roots of the quadratic equation in (66), for $\lambda = b$, and since zero is not a root of this equation, it is clear that $v$ could only possibly be $[\frac{\lambda - \bar{\lambda}}{X_0(a)}:1]$. But, this in turn would imply that $\frac{\lambda - \bar{\lambda}}{X_0(a)}$ is a root of (66), for $\lambda = b$, which is not possible by our choice of $b$. Thus, we conclude that $M_b$ cannot fix $[\frac{\lambda - \bar{\lambda}}{X_0(a)}:1]$, which is what we wanted to show.

Next, suppose that $|Tr[M_b]| > 2$, and that $M_b(\{v\}) = \{v\}$. From part (c) above we know that $v$ is $[z_1(a):1]$ where $z_1(a)$ is one of the roots of (66), for $\lambda = a$. Now, let $b \in \text{supp}\mu$, such that $b \neq a$, and that $b$ is not a solution of

$$z_1(a)X_0(\lambda)X_1(\lambda) - z_1(a)^2X_0(\lambda) - X_1(\lambda) = 0, \quad (68)$$

and is not a solution of

$$\frac{X_1(a)}{X_0(a)} + \frac{X_1(\lambda)}{X_0(\lambda)} - 2 \frac{X_1(a)}{X_0(a)} = 0$$

when viewed as an equation in $\lambda$. Again, since there are at most three points in $\text{supp}\mu$ that could be roots of the above equations, by our assumption on the cardinality of $\text{supp}\nu$, we note that there are points in $\text{supp}\nu$ that satisfy this condition. Suppose that $M_b v = v$. As before, there are two subcases we need to consider. If $|Tr[M_b]| > 2$, then $v$ would have to be $[z_1(b):1]$ where $z_1(b)$ is a root of (66) with $\lambda = b$. So, as a result, we would have $z_1(a) = z_1(b)$. Since $M_a$ and $M_b$ will each have two fixed points, if it is the case that we also have $z_2(a) = z_2(b)$, then this would imply that $X_1(a) = z_1(a) + z_2(a) = z_1(b) + z_2(b) = X_1(b)$, which would in turn imply that $a = b$, a contradiction. So, the only possibility is that $z_2(a) \neq z_2(b)$. Then, using

$$z_1(a) + z_2(b) = X_1(b)$$

$$z_1(a)z_2(b) = \frac{X_1(b)}{X_0(a)}$$

and substituting for $z_2(b)$ from the first equation into the second, we find that $b$ is a root of (68), contradicting our choice of $b$. Now, if $|Tr[M_b]| = 2$, then one argues similarly as in one of the cases above.
Now, let $L = \{ v, w \}$ be a subset of $\mathbb{P}^1$. As above, we will show that $L$ cannot be fixed by all elements of $G_\mu$. Suppose there is some $a \in \text{supp} \, \nu$ such that $M_\alpha(L) = L$. Observe that the only possibility is for $M_\alpha$ to be hyperbolic. This is the case since elliptic matrices have no fixed points, and parabolic matrices have only one fixed point and don’t have any periodic points, in particular, they have no points of period two. Then, as before, we know that $v$ must be $[z_1(a) : 1]$ or $[z_2(a) : 1]$, where $z_1(a)$, $z_2(a)$ are roots of (66) with $\lambda = a$. Now, suppose there is some $b \neq a$ such that $M_\beta v = v$. For the same reason as before, $M_\beta$ must be hyperbolic. Then, $v$ must also be one of the following $[z_1(b) : 1]$ or $[z_2(b) : 1]$, where $z_1(b)$, $z_2(b)$ are roots of (66) with $\lambda = b$. But then we would have $X_1(a) = z_1(a) + z_2(a) = z_1(b) + z_2(b) = X_2(b)$, which would imply that $a = b$, contradicting our choice of $b$. In this way, we have covered all possible cases, and thus shown that $G_\nu$ cannot fix any subset of $\mathbb{P}^1$ of cardinality one or two. Finally, the result follows by conditions (i) and (iii) in Fürstenberg’s Theorem.

Below, following the line of arguments in Theorem 10.2, we show that even for the general case, taking the support of $\nu$ to be large enough, we have uniform positivity of the Lyapunov exponents for the generalized Anderson model.

**Theorem 10.3.** Fix any $\alpha \in \mathbb{Z}_+$. If $\#(\text{supp} \, \nu) \geq 35\alpha$, where $\nu$ is as above, then, for the discrete generalized Anderson model, we have $L(E) > 0$ for all $E \in \mathbb{R}$.

**Proof.** The random i.i.d. matrices in this case are

$$M_\lambda = \begin{pmatrix} P_\alpha(\lambda) & R_{\alpha-1}(\lambda) \\ Q_{\alpha-1}(\lambda) & S_{\alpha-2}(\lambda) \end{pmatrix},$$

where $P_\alpha, Q_\alpha, R_\alpha, S_\alpha$ are polynomials of degree $m$, and we only consider $M_\lambda \neq \pm I_2$. The first part of the proof, including non-commutativity of $G_\nu$, is identical as above, so we skip this part here. However, note that the non-commutativity of $G_\nu$ to be guaranteed it is sufficient to have $\#(\text{supp} \, \nu) \geq \alpha + 1$, which we do by hypothesis. As before, we compute the fixed points for each of the following cases:

(a) $|\text{Tr}[M_\lambda]| < 2$

(b) $|\text{Tr}[M_\lambda]| = 2$

(c) $|\text{Tr}[M_\lambda]| > 2$

where $\text{Tr}[M_\lambda] = P_\alpha(\lambda) + S_{\alpha-2}(\lambda)$ denotes the trace of the matrix $M_\lambda$. As argued before, we can disregard the first case.

If $|\text{Tr}[M_\lambda]| = 2$, then $M_\lambda$ has only one fixed point, $[H(\lambda) : 1]$, where, depending on which sub-case we are in, $H$ can be one of the following,

$$H(\lambda) = \begin{cases} P_\alpha(\lambda) + 1 & P_\alpha(\lambda) - 1 \\ Q_{\alpha-1}(\lambda) & Q_{\alpha-1}(\lambda) - 2P_\alpha(\lambda) - 1 \\ 2P_\alpha(\lambda) + 1 \end{cases}.$$

If $|\text{Tr}[M_\lambda]| > 2$, then the fixed points of $M_\lambda$ are $[z_1(\lambda) : 1]$ and $[z_2(\lambda) : 1]$, where $z_1, z_2$ are roots of the quadratic equation

$$Q_{\alpha-1}(\lambda)z^2 - (P_\alpha(\lambda) - S_{\alpha-2}(\lambda))z - R_{\alpha-1}(\lambda) = 0,$$

in case $Q_{\alpha-1}(\lambda) \neq 0$, otherwise, the only fixed double point will be $\left[ \frac{R_{\alpha-2}(\lambda)}{P_\alpha(\lambda) - S_{\alpha-2}(\lambda)} : 1 \right].$

Let $L = \{ v \} \subset \mathbb{P}^1$. Let $a \in \text{supp} \, \mu$ such that $M_\alpha v = v$. We proceed by considering multiple cases.

Case 1: If $|\text{Tr}[M_\alpha]| = 2$, then $v = [H(\alpha) : 1]$, where $H$ is as above. Now, pick $b \neq a$ such that $H(b) \neq H(a)$, and such that

$$Q_{\alpha-1}(b)H(a)^2 - (P_\alpha(b) - S_{\alpha-2}(b))H(a) - R_{\alpha-1}(b) \neq 0,$$
for all $H$ as above. By our choice of $b$, it follows that $M_b$ cannot fix $v$. Since there are four choices for $H$ and the highest degree is at most $\alpha$ in (71) and there are at most 16 different ways that $H(b)$ can be equal to $H(a)$, we conclude that there are at most $16\alpha + 4\alpha$ possible choices for $b \in \text{supp} \nu$ such that $H(b) = H(a)$ or

$$Q_{\alpha-1}(b)H(a)^2 - (P_{\alpha}(b) - S_{\alpha-2}(b))H(a) - R_{\alpha-1}(b) = 0.$$  \hspace{1cm} (70)

Since, by assumption, $\#(\text{supp} \nu) \geq 35\alpha > 20\alpha + 1$, we can always find some $b \in \text{supp} \nu$, such that it satisfies the above conditions.

Case 2: If $|\text{Tr}[M_a]| > 2$, then $v$ is $[z_1(a) : 1]$, or $[z_2(a) : 1]$ where $z_1, z_2$ are roots for (69), when $Q_{\alpha-1}(a) \neq 0$, or $[K(a) : 1]$, where $K(a) = \frac{R_{\alpha-1}(a)}{P_{\alpha}(b) - S_{\alpha-2}(b)}$, otherwise. Pick $b \neq a$ such that

$$Q_{\alpha-1}(a)H(b)^2 - (\text{Tr}[M_a] - 2S_{\alpha-2}(a))H(b) - R_{\alpha-1}(b) \neq 0,$$  \hspace{1cm} (71)

for all $H$ as above. Then, from this choice of $b$, it follows that if $M_b$ fixes $v$, it cannot have trace $\pm 2$. Because the highest degree in (71) is $2\alpha$, and there are four choices for $H(b)$ we note that there are at most $8\alpha$ points $b \in \text{supp} \nu$ for which the expression in (71) would possibly not hold. Next, suppose $|\text{Tr}[M_b]| > 2$, and that $M_b v = v$. As before, $v$ is $[z_1(b) : 1]$, or $[z_2(b) : 1]$ where $z_1, z_2$ are roots for (69), when $Q_{\alpha-1}(b) \neq 0$, or $[K(b) : 1]$, where $K(b) = \frac{R_{\alpha-1}(b)}{P_{\alpha}(b) - S_{\alpha-2}(b)}$, otherwise. If we further pick $b$ such that

$$Q_{\alpha-1}(a)K(b)^2 - (\text{Tr}[M_a] - 2S_{\alpha-2}(a))K(b) - R_{\alpha-1}(b) \neq 0,$$

and

$$Q_{\alpha-1}(b)(\text{Tr}[M_a] - 2S_{\alpha-2}(a)) \neq Q_{\alpha-1}(a)(\text{Tr}[M_b] - 2S_{\alpha-2}(b)),$$

and

$$z_1(a)(\text{Tr}[M_a] - 2S_{\alpha-2}(b)) - z_1^2(a)Q_{\alpha-1}(b) + R_{\alpha-1}(b) \neq 0,$$

then it actually follows that for this choice of $b$, even in this case $M_b$ cannot fix $v$. Because the highest degree in the first equation is at most $3\alpha$, and in the last two $\alpha$, we note that there are at most $3\alpha + \alpha + \alpha$ points $b \in \text{supp} \nu$, for which the above three conditions could possibly fail. However, since $\#(\text{supp} \nu) \geq 35\alpha > 20\alpha + 8\alpha + 5\alpha + 1$, we can always find some $b \in \text{supp} \nu$ for which the above three conditions hold. Hence, $L = \{v\}$ cannot be fixed by all of $G_F$.

Finally, let $L = \{v, w\} \subset \mathbb{P}^1$, and suppose that $M_a(L) = L$ for some $a \in \text{supp} \nu$. The only possibility is that $|\text{Tr}[M_a]| > 2$. Pick some $b \in \text{supp} \nu$ such that $b \neq a$ and

$$Q_{\alpha-1}(b)(\text{Tr}[M_a] - 2S_{\alpha-2}(a)) \neq Q_{\alpha-1}(a)(\text{Tr}[M_b] - 2S_{\alpha-2}(b)),$$

then since the only possibility is that $|\text{Tr}[M_b]| > 2$ as well, we find that, for this choice of $b$, $M_b$ cannot fix the same set $L$ as $M_a$. So, we have verified conditions (i) and (iii) in Fürstenberg's Theorem, and thus proved the claim! \hfill \Box

Remark 10.4. We wish to point out that the lower bound on $\#(\text{supp} \nu)$ in the above theorem is not necessarily optimal.

10.3 Existence of exceptional energies – Examples

Next we will demonstrate that if one begins by fixing the size of the support for the distribution $\nu$, of the random i.i.d., then it is not possible to obtain uniform positivity of the Lyapunov exponents for all $\alpha$'s. In other words, if you fix the cardinality of the support of $\nu$, then we can always find some $\alpha$ for which the set of exceptional energies will be nonempty. We emphasize that in all of these examples we are primarily concerned with the existence of the exceptional energies and not necessarily with the size of the set of exceptional energies. Let us begin with some warm-up examples. In all of these examples we will take $f_i \equiv 1$. 
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Example 10.5. Suppose that \( \text{supp}\, \nu = \{0, 1\} \). We show that for \( \alpha = 2m \) or \( \alpha = 3m \), where \( m \in \mathbb{Z}_+ \), the energies \( E = 0, 1 \) will be exceptional energies; that is, the Lyapunov exponent will vanish at 0 and 1. Note that the random i.i.d. matrices will be the \( \alpha \)-step transfer matrices

\[
A_0 \overset{\text{def}}{=} M_0^\alpha = \begin{pmatrix} E & -1 \\ 1 & 0 \end{pmatrix}^\alpha \quad \text{and} \quad A_1 \overset{\text{def}}{=} M_1^\alpha = \begin{pmatrix} E - 1 & -1 \\ 1 & 0 \end{pmatrix}^\alpha
\]

For \( E = 0 \), we begin with the observation that

\[
M_0^2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}^2 = -I_2, \quad M_1^3 = \begin{pmatrix} -1 & -1 \\ 1 & 0 \end{pmatrix}^3 = I_2.
\]

Similarly, for \( E = 1 \)

\[
M_0^3 = \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix}^3 = -I_2, \quad M_1^2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}^2 = -I_2.
\]

So, if \( \alpha = 2m \) or \( 3m \), then in each of these cases either the norm of \( A_0 \) or \( A_1 \) will be one, so we may disregard it from the random product when computing the Lyapunov exponent; that is, \( L(0) \) and \( L(1) \) will be computed purely in terms of powers of either \( A_0 \) or \( A_1 \), but not both simultaneously. Since, in each of these cases, the trace of both \( M_0, M_1 \) is strictly less than 2, we know they will be conjugate to a rotation, so the norms of their powers will remain bounded. Hence, the Lyapunov exponents for \( E = 0, 1 \) will vanish.

One natural question to ask is if there are exceptional energies as one starts to increase the support of the distribution \( \nu \), and if so, for what block size \( \alpha \)? The next example answers this question in the special case \( \alpha = 3 \), and the next proposition gives a more general answer.

Example 10.6. Let \( \text{supp}\, \nu = \{-1, 0, 1\} \). We show that for \( \alpha = 3m \), the energy \( E = 0 \) is an exceptional energy, that is, \( L(E) = 0 \). The i.i.d matrices for this case will be

\[
A_{-1} \overset{\text{def}}{=} M_{-1}^\alpha = \begin{pmatrix} E + 1 & -1 \\ 1 & 0 \end{pmatrix}^\alpha; \quad A_0 \overset{\text{def}}{=} M_0^\alpha = \begin{pmatrix} E & -1 \\ 1 & 0 \end{pmatrix}^\alpha \quad \text{and} \quad A_1 \overset{\text{def}}{=} M_1^\alpha = \begin{pmatrix} E - 1 & -1 \\ 1 & 0 \end{pmatrix}^\alpha
\]

For \( E = 0 \), we observe that

\[
M_{-1}^3 = \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix}^3 = -I_2, \quad M_1^3 = \begin{pmatrix} -1 & -1 \\ 1 & 0 \end{pmatrix}^3 = I_2.
\]

Hence, for \( \alpha = 3m \), we can ignore \( A_{-1} \) and \( A_1 \) in the computation of \( L(0) \), as their norms are one and more importantly, they commute with the other matrices. In other words, we only deal with powers of \( A_0 \). As before, since \( M_0 \) has trace strictly less than 2, the powers of \( A_0 \) will remain uniformly bounded, resulting in zero Lyapunov exponent.

Finally, we state and prove the following proposition.

Proposition 10.7. For any given \( N \in \mathbb{Z}_+ \) there exists a distribution \( \nu \) with \( #(\text{supp}\, \nu) = \frac{N}{2} + 1 \) or \( \lfloor \frac{N}{2} \rfloor \), if \( N \) is even or odd, respectively, and some energy \( E \), such that \( L(E) = 0 \) for \( \alpha = N \).

Proof. Let \( N \geq 2 \) be a given integer. Let \( \nu \) be a measure with support \( \{-2\cos\left(\frac{2\pi j}{N}\right) : j = 1, 2, \ldots, \left\lfloor \frac{N}{2} \right\rfloor - 1\} \), or \( \{-2\cos\left(\frac{2\pi j}{N}\right) : j = 1, 2, \ldots, \left\lfloor \frac{N}{2} \right\rfloor\} \), if \( N \) is even or odd, respectively. For \( \alpha = N \), the random i.i.d matrices will be the \( N \)-step transfer matrices. That is,

\[
A_j(E) = \left( E + 2\cos\left(\frac{2\pi j}{N}\right) -1 \right)^N.
\]
We claim that
\[ A_j(0) = \left( \begin{array}{cc} 2 \cos \left( \frac{2 \pi j}{N} \right) & -1 \\ 1 & 0 \end{array} \right)^N = I_2 \]
for all \( j \), and hence \( L(0) = 0 \), since the norm of the random products of \( A_j \)'s will be constantly one. To see that \( A_j(0) = I_2 \), we begin by noting that \( |\text{Tr}[M_j(0)]| < 2 \), where
\[ M_j(0) = \left( \begin{array}{cc} 2 \cos \left( \frac{2 \pi j}{N} \right) & -1 \\ 1 & 0 \end{array} \right). \]
So, for each \( j \), the matrix \( M_j(0) \) is conjugate to a rotation matrix
\[ R_{\theta_j} = \left( \begin{array}{cc} \cos \theta_j & -\sin \theta_j \\ \sin \theta_j & \cos \theta_j \end{array} \right), \]
that is, \( M_j(0) = P_j^{-1} R_{\theta_j} P_j \), for some invertible matrix \( P_j \). Since the trace of a matrix is invariant under conjugation, we get
\[ 2 \cos \theta_j = \text{Tr}[R_{\theta_j}]= \text{Tr}[M_j(0)] = 2 \cos \left( \frac{2 \pi j}{N} \right). \]
So, in particular, \( \theta_j = \frac{2 \pi j}{N} + 2 \pi m \). Then, \( A_j(0) = M_j(0)^N = (P_j^{-1} R_{\theta_j} P_j)^N = P_j^{-1} R_{N \theta_j} P_j = I_2 \), as claimed.

**Remark 10.8.** Note that above if one translates the support of \( \nu \) by any real number \( \beta \) then in an identical way it follows that \( E = \beta \) is an exceptional energy.

**Remark 10.9.** The above proposition is essentially saying that for any given size block \( \alpha \), there will exist some distribution \( \nu \) for which the Lyapunov exponent of the discrete generalized Anderson model will vanish for at least one energy.

We get the following immediate corollary.

**Corollary 10.10.** For any given \( N \in \mathbb{Z}_+ \) there exists a distribution \( \nu \) with \( \#(\text{supp } \nu) = \frac{N}{2} \) or \( \left\lfloor \frac{N}{2} \right\rfloor + 1 \), if \( N \) is even or odd, respectively, and some energy \( E \), such that \( L(E) = 0 \) for any \( \alpha = mN \), where \( m \in \mathbb{Z}_+ \).

**Proof.** Let \( N \geq 2 \) be a given integer. Let \( \nu \) be a measure with support \( \{ -2 \cos \left( \frac{2 \pi j}{N} \right) : j = 1, 2, \ldots, \frac{N}{2} - 1 \} \cup \{0\} \), or \( \{ -2 \cos \left( \frac{2 \pi j}{N} \right) : j = 1, 2, \ldots, \left\lfloor \frac{N}{2} \right\rfloor \} \cup \{0\} \), if \( N \) is even or odd, respectively. From the proof of Proposition 10.7 it follows that \( M_j(0)^{mN} = I_2 \), so to compute \( L(0) \) we only need to consider powers of the matrix
\[ \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right)^{mN}. \]
Since the norm of any power of this matrix is obviously bounded, it follows that \( L(0) = 0 \). \( \square \)

11 **Appendix**

The purpose of this section is to outline the main changes in the arguments presented above in the general case where the background potential \( V_0 \) is no longer identically zero. Since no substantial obstructions arise in this more general case, but rather only notational ones, we have decided to simply give a brief discussion here to convince the reader that all the arguments presented above go through with no significant changes.

The first change is the form of \( H_L^\omega \) the restriction of \( H_\omega \) to \( \ell^2 \left( [\alpha L, \alpha L - 1] \cap \mathbb{Z} \right) \). That is, it now takes the form
where we have to add the background potential \( V \) to all the results and the same expressions as in Section 3, with the only change being in expressions that now they will also depend on the background potential. Specifically, as before, let \( u_{-L}(\cdot, \omega, E, V_0) \) be the solution to

\[
u(n + 1) + u(n - 1) + (V_\omega(n) + V_0(n))u(n) = E u(n),
\]

with the same set-up and boundary conditions as before. Then, the Prüfer phase \( \phi_{-L}(\cdot, \omega, E, V_0) \) and amplitude \( R_{-L}(\cdot, \omega, E, V_0) \) will be defined in the same way as before, with the only difference being that now they also depend on \( V_0 \). Even with the background potential present, one obtains all the results and the same expressions as in Section 3 with the only change being in expressions where we have to add the background potential \( V_0(n) \); that is:

\[
cot \phi_{-L} \left( n, \{ \omega_j \}_{j=-L}^L, E, \{ V_0(j) \}_{j=-L}^L \right) + \tan \phi_{-L} \left( n, \{ \omega_j \}_{j=-L}^L, E, \{ V_0(j) \}_{j=-L}^L \right) = E - \omega(\frac{n}{2}) - V_0(n).
\]

The next key modification one needs to do is in equation (30). Namely, for \( E, \lambda, \theta_{k-1}, \theta_k \in \mathbb{R} \), let \( u_{-L}(\cdot, \theta_{k-1}, \lambda, E, V_0) \) be the unique solution of the difference equation

\[
u(n + 1) + u(n - 1) + (\lambda f(n - ak) + V_0(n))u(n) = E u(n),
\]

with the same initial conditions and set up as before. In the same way as before we have the Prüfer phases and amplitudes: \( \phi_{-L}(\cdot, \theta_{k-1}, \lambda, E, V_0), R_{-L}(\cdot, \theta_{k-1}, \lambda, E, V_0), \phi_{+}(\cdot, \theta_k, \lambda, E, V_0), R_{+}(\cdot, \theta_k, \lambda, E, V_0) \). As a result of this change, now the function \( \lambda_{E,V_0} : T_\alpha^2 \rightarrow [-M, M] \) will be given by \( \lambda_{E,V_0}(x,y) \) defined \( \lambda(x,y,E,V_0) \), where \( \lambda(x,y,E,V_0) \) is defined in exactly the same way as before. Specifically, given any \( x, y \in T_\alpha \), if there is some coupling constant \( \lambda \in [-M, M] \) such that \( \phi_{-}(ak + 1, x, \lambda, E, V_0(ak), \ldots, V_0(ak + 1)) = x \) or \( \phi_{+}(ak, x, \lambda, E, V_0(ak), \ldots, V_0(ak + 1)) = y \) we set \( R(\lambda, x, y, E, V_0) \). Then, the arguments all the way to Section 2 go through in exactly the same way as before. The family of integral operators that we define in Section 1 need to be modified slightly when the background potential \( V_0 \) is present. The change is indeed minor, all one needs to do is essentially replace the corresponding \( \lambda(x,y,E) \) with \( \lambda(y,x,E,V_0(ak), \ldots, V_0(ak + 1)) \), in Definitions 1 and 4. Then, there are essentially no changes in the arguments one needs to make until Section 1. There, the main change one needs to do is in Theorem 1. Specifically, now one needs to prove that the real valued map \( \lambda \) is continuous on \( [-\|\lambda\|_\infty, \|\lambda\|_\infty] \times \Sigma_0 \). This is also done in an identical way as before. Below we provide the modified statement of Lemma 1 and the reader should convince himself that the rest of the results in Section 1 follow in an almost identical way as before.

Proposition 11.1. Suppose \( \tilde{z}_n \) defined \( (E_n, x_1^n, \ldots, x_\alpha^n) \rightarrow (E, x_1, \ldots, x_\alpha) \) defined \( \tilde{z} \) as \( n \rightarrow \infty \). Then

\[
\lambda(y, x, \tilde{z}_n) \rightarrow \lambda(y, x, \tilde{z}),
\]

whenever \( \lambda(y, x, \tilde{z}) \) exists.

The proof of this lemma and the other results in Section 7 follow in an identical manner where one replaces \( E_n \) by \( \tilde{z}_n \), and \( E \) by \( \tilde{z} \).
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