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ABSTRACT
Scaling up deep neural networks has been proven effective in improving model quality, while it also brings ever-growing training challenges. This paper presents Whale, an automatic and hardware-aware distributed training framework for giant models. Whale generalizes the expression of parallelism with four primitives, which can define various parallel strategies, as well as flexible hybrid strategies including combination and nesting patterns. It allows users to build models at an arbitrary scale by adding a few annotations and automatically transforms the local model to a distributed implementation. Moreover, Whale is hardware-aware and highly efficient even when training on GPUs of mixed types, which meets the growing demand of heterogeneous training in industrial clusters. Whale sets a milestone for training the largest multimodal pretrained model M6. The success of M6 is achieved by Whale’s design to decouple algorithm modeling from system implementations, i.e., algorithm developers can focus on model innovation, since it takes only three lines of code to scale the M6 model to trillions of parameters on a cluster of 480 GPUs.

1 INTRODUCTION
Training large-scale deep learning (DL) models is widely adopted in many fields, including computer vision[12, 24], natural language understanding[8, 30, 38, 39], machine translation[14, 21], and so forth. The scale of model parameters increases from millions to trillions, which significantly profits the model quality[8, 19], meanwhile it also brings challenges such as a high computation cost and the complexity of system engineering. Existing parallel strategies to accelerate the training include two broad classes, data parallelism (DP) and model parallelism (MP)[20]. DP parallelizes the training in data dimension with a parameter synchronization at each training step. While MP parallelizes the training in model dimension with activation communication among devices as required.

When training large models, applying a single parallel strategy to the whole model can be suboptimal. Considering a large-scale image classification task with 100,000 classes, the model is composed of ResNet50[16] for feature extraction and Fully-Connected (FC) layers for classification. The parameter size of ResNet50 is 90 MB, while the parameter size of FC is 782 MB. If we apply DP to the whole model, the parameter synchronization of FC will become the bottleneck. One solution[20] is to apply DP to ResNet50 and apply MP to FC, as illustrated in Figure 4. In this way, the communication overhead can be reduced by 90%, since the FC layer is updated locally. This example demonstrates the significant performance benefit from the hybrid parallel strategy, which applies different parallel strategies to different submodules of the model.

Apart from complicated parallel strategies, training giant models requests tremendous computing resources. In industry, scheduling hundreds of homogeneous high-end GPUs usually takes a long queuing time. On the other hand, it is much easier to obtain heterogeneous GPUs (e.g., a mixture of P100[2] and V100[3]) due to the fragmentation of the GPU cluster[18, 41]. Nevertheless, training with heterogeneous GPUs is even more difficult, as we need a consideration on both computing units and memory capacity of GPUs when building the model. For instance, we consider applying DP to model training on both P100 and V100. The model computation (i.e., forward and backward) on V100 is faster than that of on P100, because V100 has a higher computing capability than P100. As DP requires a parameter synchronization at the end of each step, the model replica on faster GPU must wait for the slower ones, which results in a low utilization of high-end GPUs. In addition, dispensing workload evenly on P100 and V100 leads to a waste of V100’s device memory because of its large capacity. Furthermore, due to a dynamic scheduling of GPUs, users are unaware of the hardware specification when building their models, which brings a gap between model development and hardware environment.

In addition, giant model training is severely limited by the system programming expertise. Applying DP to distributed model training usually requires only a few lines of code change to the local model. However, the performance improvement of MP is usually attained by substantial engineering efforts. Model developers sometimes need to refactor their implementations completely, including subtly program distributed operators, manually handle communication and synchronization, and wisely place neural network model computation among devices. Additionally, implementing hybrid strategies needs to take care of the compatibility among different strategies. Furthermore, the missing runtime hardware information when programming neural network models introduces challenges on an efficient model training. In a word, the challenges of implementing complicated parallel strategies on heterogeneous devices impose new requirements of programming giant models.

Many attempts have been made to support distributed model training from different aspects. Mesh-TensorFlow[36] designs a language for distributed training. However, it requires users to rewrite the whole model and thus brings a migration overhead. DeepSpeed[6] enables the giant model training by combining ZeRO-powered[31] data parallelism with NVIDIA Megatron-LM[38] model parallelism. Whereas, their parallelism implementation is closely coupled with a specific model and cannot be easily adapted to other models. GShard[21] provides several parallel annotation APIs to support different strategies and follows the SPMD (single program multiple data) programming paradigm. However, it cannot support uneven model partitioning or device assignment. From the above...
Figure 1: Parallel strategies

In this paper, we propose Whale, an automatic and hardware-aware deep learning framework for training giant models. Whale preserves the benefits of computation graph, and it introduces a unified abstraction as an enhancement for distributed computation at scale, i.e., allowing flexible combination and nesting of submodules. After a thorough evaluation of existing parallel strategies and model structures, Whale proposes four primitives that can build up all existing parallel strategies. Users only need to annotate the local model with a few primitives to achieve a distributed giant model training. Whale hides the complexity of system implementation details, such as rewriting distributed operations, scheduling parallel execution on multiple devices, and balancing computation workload among heterogeneous devices. Given partial parallel annotations, Whale can automatically infer the undefined behaviors such as device placement within distributed computation graph, tensor partition, bridging submodules with auxiliary operations, and so forth. Furthermore, Whale introduces a hardware-aware load balancing algorithm, which bridges the gap between model development and runtime environment.

We summarize the key contributions of Whale as follows:

1. By abstracting distributed parallel strategies, Whale defines four parallel primitives. The primitives can be used to express all existing parallel strategies as well as flexible hybrid strategies, and they decouple the model design from low-level parallel implementation.
2. With a few annotations, Whale automatically converts a local model to a distributed one. Whale can infer the parallelization of each operation smartly.
3. Whale proposes a hardware-aware load balancing algorithm, which is seamlessly integrated with parallel strategies to accelerate distributed training in heterogeneous GPU clusters.
4. Whale sets a milestone for training the largest multimodel pretrained model M6 [23], which takes only three lines of code to scale the parameters up to one trillion on 480 NVIDIA V100M32 GPUs.

Whale is now deployed as a production system to serve scalable deep learning training at Alibaba. The industry practice of Whale demonstrates not only the feasibility, but also the great potential, to strike a balance between programming and efficiency in giant deep learning model training. By extending the expressiveness of TensorFlow [7], Whale incorporates various parallelism strategies at scale. The training of M6-10B by using a hybrid parallelism (data parallelism + pipeline [17] parallelism) on 256 NVIDIA V100M32 GPUs achieved 91% scalability. Whale further demonstrates its adaptability in heterogeneous clusters. Evaluations on training various models over heterogeneous GPUs, including Bert-Large [10], Resnet50 [16], and GNMT [42], show performance improvements by 1.2x to 1.4x thanks to the hardware-aware load balancing algorithm in Whale.

2 BACKGROUND AND MOTIVATION

In this section, we first recap the background of parallel strategy in deep learning model training. We then present the importance as well as the challenge in utilizing heterogeneous GPU resource. Finally, we discuss opportunities of designing a training framework.

2.1 Parallel Strategies

To scale out the training of deep learning models on multiple devices, two major paradigms, namely data parallelism (DP) and model parallelism (MP), are proposed. As we have briefly introduced them in Section 1, DP and MP parallelize the model from data and model dimensions. MP can be further divided into layer-wise pipeline parallelism and tensor model parallelism. Figure 1 illustrates three parallel strategies with a simplified model. Noting that the box filled with solid color represents the forward (FW) layer, while the box filled with slash represents the backward (BW) layer.

Data Parallelism speeds up the training by computing on partitioned data in parallel. As shown in Figure 1(b), each worker maintains a model replica with different mini-batches as input. In each training iteration, every model replica performs forward and backward computation independently and produces local gradients.
The gradients are then synchronized by a collective communication operation such as AllReduce[35].

**Pipeline Parallelism** partitions the model into several stages across layers and schedules the execution of stages in an interleaved pipeline. For example, as shown in Figure 1(c), it partitions the model into three stages and places one stage on one GPU. A mini batch is split into four micro batches, and the forward and backward executions of different micro batches are pipelined to mitigate the idle time (pipeline bubble). [13, 17, 27, 46] propose different pipeline algorithms to improve the scheduling efficiency.

**Tensor Model Parallelism** partitions the computation within a layer into submodules and places them across devices, as shown in Figure 1(d). Unlike pipeline parallelism that applies cross-layer partitioning, tensor model parallelism shards the tensor in parallel and adds communication operations such as AllGather to maintain a mathematical equality. Recent works[14, 21, 38] show the importance of tensor model parallelism in giant model training.

Applying a single parallelism to the whole model is straightforward but can be inefficient in training performance. Given a transformer[39] model with pipeline parallelism as an example, the model cannot be partitioned to an arbitrarily large number of devices, which results in low device utilization. We can improve it by applying hybrid parallelism, such as combining pipeline parallelism with data parallelism. We first find a proper degree of parallelism for pipeline and then scale the whole pipeline with DP. Many efforts adopt hybrid parallelism to scale the giant model training to a trillion parameters. For example, [28] combines data parallelism, pipeline parallelism, and tensor model parallelism to train Megatron-LM[38] model up to one trillion of parameters. [14, 21, 23] focus on large-scale sparse expert models with a high training efficiency by combining data parallelism and tensor model parallelism. In short, hybrid parallel strategies play an important role in large model training.

### 2.2 Heterogeneous Resource Utilization

Training a giant model is very resource intensive. [28] uses 3072 NVIDIA A100-80GB GPUs to train a GPT3 model with one trillion of parameters. [14] takes 2048 TPUs to train a T5-XXL model. We must resolve the issue of getting enough computing resources to enable the giant model training.

In industry, deep learning tasks run in a shared cluster. As reported in [41], there are many available GPUs in off-peak hours, but with a mixture of GPU types such as NVIDIA-P100 and NVIDIA-V100. Requesting large amounts of homogeneous GPUs takes a long queuing time, which blocks the progress of model experiments. Due to the fragmental usage of GPUs and large amounts of short-running tasks, it is much easier to get heterogeneous GPUs with mixed GPU types.

However, training with heterogeneous GPUs is more challenging in fully saturating the diverse GPU capabilities, i.e., balancing computation workload among different types of GPU. Current strategies applied in homogeneous cluster no longer works well for heterogeneous training. For example, DP requires a global synchronous operation to aggregate the parameters, which means all workers have to wait for the slowest worker to finish the computing. Figure 2 is an illustration of data parallelism trained with both P100 and V100. Noting that replica1 runs faster than replica0, but replica1 has to wait for replica0 to finish one step, which results in low device utilization of V100. In addition, there are execution dependencies among stages in pipeline parallelism. One stage has to wait for the tensor from the previous or next stage. For instance, as shown in Figure 3, the forward of micro-batch $m$ and stage $s(F_{s,m})$ has to wait for the output tensor from $F_{s-1,m}$. The backward of micro-batch $m$ and stage $s(B_{s,m})$ has to wait for the gradient tensor from $B_{s+1,m}$. If one stage is much slower than other stages, it will result in long idle time waiting for the slow stage to complete. In the above example, stage2 is two times slower than stage0 and stage1. Stage0 and stage1 take much time waiting for the gradients from stage2, which results in low utilization of stage0 and stage1. The above analysis shows the limitation of current parallel strategies with mixed types of GPUs, which propose new requirements for the DL training framework in heterogeneous clusters.

### 2.3 Opportunities in DL Training Framework

Despite the benefits of hybrid parallel strategies as we have discussed in Section 2.1, implementing hybrid strategies requires strong system experience and engineering effort, such as distributed operation rewriting, resolving tensor shape inconsistency when combining different strategies, placing device wisely, balancing computing loads, etc. For example, Figure 4(a) shows an image classification model that consists of feature part and classification part. We apply data parallelism to the feature part with four GPUs and apply tensor model parallelism to the classification part with two GPUs. Figure 4(b) shows the corresponding distributed model. For the feature part, users need to first replicate it onto four GPUs and then insert an AllReduce communicator to synchronize the gradients. For the classification part, users need to implement a distributed FC layer, a Softmax layer, and insert a communication...
operator to make sure the distributed layer is mathematically correct. In addition, since DP shards the input batch into four parts, the output of DP should be concatenated into one tensor as the input to classification part. Moreover, users should assign the device properly to each part of the model for distributed training. In a more complicated scenario, when training with heterogeneous GPUs, default settings such as using the same batch size for all model replicas in data parallelism, or partitioning model stages evenly in pipeline parallelism, result in low training efficiency.

To reduce the programming burden of distributed models and make large-scale model training accessible to more users, a general training framework that provides an easy-to-use parallel programming API and comprehensive parallel strategies is desired. Existing frameworks have made many efforts in supporting diverse parallel strategies[6, 17, 21, 36]. GPipe[17] is a library dedicated to pipeline parallelism. DeepSpeed[33] provides optimized data parallelism and pipeline parallelism. It also includes Megatron-LM[38] as a distributed transformer model example. However, Megatron-LM is not designed as a framework but made targeted inplace modifications on existing transformer implementations. Mesh-TensorFlow[36] designs a new language that allows users to achieve distributed training with tensor model parallelism and data parallelism. However, Mesh-TensorFlow requires users to rewrite the whole model with its new programming paradigm, which results in model migration overhead. GShard[21] allows users to implement distributed models by adding annotations, and it supports the combination of data parallelism and tensor model parallelism. GShard follows SPMD (single program multiple data) paradigm, where the same program is launched on all devices for a parallel execution. Regardless of the simplicity of SPMD, it cannot express uneven assignments of devices for different model parts, as shown in Figure 4.

The above frameworks are built upon the assumption of using homogeneous devices. GShard[21] distributes one program for all devices, which cannot fully utilize the heterogeneous GPUs with different capacities. In addition, the inplace parallelism implementation[33, 38] cannot adapt to dynamically allocated devices. Due to the dynamic runtime devices, a hardware-aware framework is needed to fill the gap between model programming and runtime environment. To achieve this, we need to consider three factors: (1) GPU characteristics such as computing and memory capacity, (2) model structure, and (3) parallel strategy. Ideally, the computing workload in each device is proportional to its computing capacity. In practice, we should ensure that the workload on each device will not run out of memory. The above hardware-aware load balancing process should be performed automatically at runtime.

3 DESIGN

In this section, we present Whale by first describing the system overview. Then we introduce two key abstractions. After that, we define parallel primitives and explain them with programming examples. Next, we describe the parallel planner that automatically transforms parallel primitives into an execution plan. In the end, we propose a hardware-aware load balance algorithm to speed up the training with heterogeneous GPU clusters.

3.1 Overview

We introduce the overview of Whale by walking through its components as shown in Figure 5. The system takes a local model as input, which is represented as a computation graph. Users can add a few parallel primitive annotations in the local model to suggest the parallel strategy (Section 3.3). The original computation graph is augmented with parallel information, which is represented as Whale IR(intermediate representation). The parallel information includes parallel strategy, operation phase (forward, backward, optimizer update, etc.), model profiling information such as computation and memory cost, hardware information, and so forth. A parallel planner (Section 3.4) generates an efficient parallel execution plan by inferring the strategies for the whole graph. After that, a parallel transformer rewrites the computation graph and generates a distributed computation graph (Section 4). Finally, a runtime engine(e.g., TensorFlow[7] runtime) compiles the distributed
3.2 Abstraction

We observe that different parallel strategies are implemented in different frameworks. For example, [7, 22] provides data parallelism; [13, 17, 33, 46] implement data parallelism and pipeline parallelism; [21, 36] support data parallelism and tensor model parallelism. However, none of the above frameworks can achieve all the parallel strategies. It is even harder to express a flexible hybrid parallel strategy upon nesting or a combination of strategies. A straightforward way to express hybrid parallel strategy is to apply different parallel strategies to different operations. However, the operation-wise strategy results in a combinatorial explosion, as there are tens of thousands of operations in a model. Instead, Whale modularizes the computation graph into smaller none-overlapped subgraphs, and it applies different parallel strategies to different subgraphs. Formally, we define a modularized subgraph as a TaskGraph.

TaskGraph (TG) is a subset of the computation graph. It is a basic unit for parallel annotation and execution. Each TaskGraph can be annotated with one or more parallel strategies. As the example shown in Figure 6, the original computation graph is partitioned into four TaskGraphs.

In addition, placing model operations to physical devices is challenging for complicated hybrid parallel strategies. A user must understand the mapping relationship between the model and physical devices. What’s more, it is even more challenging when the model is computed with heterogeneous GPUs. To hide the complexity of physical device mapping from end users, Whale proposes virtual device as follows.

Virtual Device (VD) is the abstraction of the computing resource for TaskGraph. One virtual device contains one or more physical devices. One virtual device is assigned to one TaskGraph. For example, as shown in Figure 6(b), four virtual devices are defined.

3.3 Parallel Primitive

End-to-end automatically parallel training is still a hard problem as the system needs to consider both model and runtime hardware configuration. Whale allows users to suggest parallel strategies with a few primitives. In this way, the system can easily incorporate the experience from experts to generate a parallel strategy. There are three goals in designing the parallel primitive: (1) It provides a consistent view for the local model and distributed model. (2) It is lightweight, i.e., users only need to add a few lines in the local model to achieve a distributed model. (3) It should be flexible enough to express all existing parallel strategies, as well as the hybrid of them.

After thoroughly evaluating existing parallel strategies, such as data parallelism, pipeline parallelism [13, 17, 27], and tensor model parallelism [20, 21, 38], Whale proposes four intuitive parallel primitives: stage, replica, split, and pipeline. The parallel primitive is a context manager similar to TensorFlow scope [20, 21, 38], where operations defined under parallel primitive are regarded as one TaskGraph with corresponding annotated parallel strategy. The four parallel primitives are defined as follows.

- **replica** annotates TaskGraph to be replicated. replica can be used to express data parallelism.
- **split** annotates TaskGraph to be sharded. split can be used to express tensor model parallelism.
- **stage** annotates operations to be grouped as a TaskGraph. stage is used to partition the computation graph manually.
- **pipeline** annotates TaskGraphs with pipeline parallelism. Users can manually partition the model into multiple TaskGraphs with stage. If no stage is provided under pipeline scope, Whale automatically partitions the operations based on a balanced strategy (introduced in Section 3.5).

With the above primitives, Whale can express parallel strategies with a few lines of annotation without model intrusion. The scope-style primitives can be used to represent hybrid strategies with both combination and nesting patterns. As shown in Figure 6(a), the computation graph is partitioned into four TaskGraphs, as identified by different colors and numbers. TG1 and TG2 are annotated with replica, TG3 is annotated with split, TG4 is annotated with nested replica and split. All these TaskGraphs are annotated with pipeline in the outer scope. Besides parallel strategy representation, we simplify the device placement by introducing cluster. cluster transforms physical devices to logical virtual devices. Each virtual device is annotated with worker and GPU information for a hardware-aware analysis (described in Section 3.5). In Figure 6(b), each row is one node that contains four GPUs. The cluster is split into four virtual devices: TaskGraph $TG_i$ is computed with virtual device $VD_i$, i.e., $TG_1$–$4$ are computed with 4.2.2.4 GPUs respectively.

Next, we use several code samples to illustrate different parallel strategies with Whale primitives.

**Example 1: data parallelism**

```plaintext
1 with wh.cluster():
2   with wh.replica():
3     out = Model()
```

1. TensorFlow scope: https://www.tensorflow.org/api_docs/cc/class/tensorflow/scope
Example 1 shows a simple data parallelism, where models are replicated to all devices.

Example 2: Vanilla Model Parallel

```python
with wh.cluster():
    with wh.stage():
        x = ModelPart1(x)
    with wh.stage():
        x = ModelPart2(x)
out = Model(x)
```

Example 2 shows vanilla model parallelism with two TaskGraphs.

Example 3: Hybrid of pipeline parallelism and data parallelism

```python
1 with wh.cluster():
2     with wh.pipeline(num_micro_batch=4):
3         x = ModelPart1(x)
4     with wh.stage():
5         x = ModelPart2(x)
6     with wh.stage():
7         out = ModelPart2(x)
```

Example 3 shows a hybrid parallelism that nests pipeline parallelism with data parallelism. In this example, the model is first partitioned into two TaskGraphs with `stage`. Then we apply pipeline parallelism with 4 micro-batches. In the end, the whole `pipeline` is replicated to perform the data parallelism in the outer scope.

Example 4: Hybrid of auto pipeline parallelism and data parallelism

```python
1 with wh.cluster():
2     with wh.pipeline(num_micro_batch=4):
3         x = ModelPart1(x)
4     with wh.stage():
5         out = ModelPart2(x)
```

Example 4 shows a hybrid strategy similar to Example 3. The difference lies in the graph partition method. Instead of manually annotating TaskGraphs with `stage` API, this example automatically partitions the pipeline stages. The stage number is set to the number of virtual devices.

Example 5: Hybrid of data parallelism and tensor model parallelism

```python
1 with wh.cluster():
2     with wh.replica():
3         features = ResNet50(inputs)
4     with wh.split():
5         logits = FC(features)
6         predictions = Softmax(logits)
```

Example 5 shows a hybrid strategy that first applies data parallelism and tensor model parallelism to two TaskGraphs respectively. It then applies a nested data parallelism for the above combination.

Example 6: Automatic parallelism

```python
1 wh.auto_parallel()
2 out = Model(x)
```

Whale also supports automatic parallelism by adding one line of code, as shown in Example 6. In this mode, Whale explores the parallel strategies automatically without any user prompts.

3.4 Parallel Planner

After getting the local model with parallel annotations, a parallel planner is responsible for producing an efficient parallel plan. The parallel plan abstracts the parallel process as follows: (1) TaskGraph partition. Recall that TaskGraphs are partitioned either by the primitive `stage` or by the system automatically. When the TaskGraphs are partitioned automatically, Whale applies a hardware-aware load balancing algorithm to find an efficient partition method. The detail of the load balancing algorithm is described in Section 3.5. (2) TaskGraph device mapping. As we have mentioned in Section 3.2, one TaskGraph maps to one virtual device. Whale determines the parallelism degree for each parallel strategy by the number of GPUs in the corresponding virtual device. We assume that a TaskGraph is mapped to a virtual device with `n` GPUs. If the TaskGraph is annotated with `replica`, it applies data parallelism with `n` TaskGraph replicas. If the TaskGraph is annotated with `split`, it is split into `n` submodules. Figure 6(c) demonstrates such a parallel plan. The three axes represent the degree of `replica`, `split`, and `pipeline` respectively. The first TaskGraph applies data parallelism over four GPUs. The second TaskGraph applies data parallelism over two GPUs. The third TaskGraph is shared across two GPUs. The last TaskGraph is first sharded into two submodules and then replicated twice. In the end, we apply pipeline parallelism for the four TaskGraphs.

In the above example, we apply different parallel strategies to different TaskGraphs. However, the input/output tensor number and shape may change due to different parallelism degrees, which results in a mismatch of tensor shapes among TaskGraphs. For example, in Figure 6e, the output from the first TaskGraph cannot be used directly as an input to the second TaskGraph. If the global batch size is 32, the local batch size for each replica in TaskGraph1 is 8(four replicas), while the local batch size for TaskGraph2 is 16(two replicas). To address the aforementioned mismatch, Whale designs a `bridge layer` to connect TaskGraphs with different parallel strategies. We design three types of `bridge layer` as follows: (1) `Partition(n)` partitions a tensor into `n` parts. (2) `Gather(n)` gathers `n` tensors and concatenates them into one tensor. (3) `Identity` transfers the tensor as it is.

Since different parallel strategies process their input and output tensors differently, we build a `bridge pattern` for each parallel primitive as shown in Figure 7. (a) `replica`. Assume the replica...
number is \( n \), we first partition the input of TaskGraph into \( n \) parts with \( \text{Partition}(n) \). Each part is consumed by one model replica. Then the outputs of model replicas are then concatenated with \( \text{Gather}(n) \). (b) split. When the TaskGraph is annotated with \( \text{split} \), the input to the TaskGraph is used as it is, while the outputs are concatenated with \( \text{Gather}(n) \). (c) stage. Since we do not change the input and output of stage, stage is simply connected by Identity. (d) pipeline. If a TaskGraph is annotated with \( \text{pipeline} \), we do not change the input of TaskGraph. Since we do not allow connecting TaskGraphs after pipeline, pipeline pattern only has input bridges. Whale automatically inserts the bridge layers for each TaskGraph. Some bridge layers have opposite functions and result in unnecessary communication. To reduce communication overhead, Whale detects and fuses opposite bridge patterns. For example, as shown in Figure 8, \( \text{Gather}(n) \) is opposite to \( \text{Partition}(n) \), and they are fused as Identity operation.

Figure 9 shows an example to connect two TaskGraphs. TaskGraph0 has three model replicas, while TaskGraph1 has two replicas. The input of TaskGraph0 is partitioned into three parts according to the number of replicas. The outputs of TaskGraph0 are gathered as one tensor. Next, the concatenated output tensor is partitioned into two parts, which are consumed by TaskGraph1. In the end, the outputs of TaskGraph1 are gathered.

### 3.5 Hardware-aware Load Balance

As we discussed in Section 2.2, requesting a large number of heterogeneous GPUs is easier than homogeneous GPUs in the industrial cluster, while it brings low training efficiency due to unbalanced device workloads. To solve this problem, Whale proposes a Computation-balanced partition algorithm to balance the computing time among TaskGraphs.

#### Computation-balanced partition algorithm

Assuming that the single-precision FLOP (floating-point operations) of the model is \( MF \), the single-precision FLOPS (FLOP per second) of the GPU is \( GF \), and the GPU utilization is \( \alpha \), the computing time is roughly estimated as follows.

\[
t = \alpha \times \frac{MF}{GF}
\]

To achieve similar computing time per machine, we assume that \( \alpha \) is a constant and the model FLOP \( MF \) should be in proportional to the GPU device FLOPS \( GF \). For data parallelism, we adjust the batch size of each replica according to their GPU FLOPS. For pipeline parallelism, the FLOP of each stage is partitioned proportional to GPU FLOPS.

However, the Computation-balanced partition algorithm may fail if the model runs out of memory. For example, if we train a model with a global batch size of 32 on one Tesla-P100(9.3 teraFLOPS/12 GB) and another Tesla-P40(12 teraFLOPS/24 GB). If we adopt the data parallelism with a computation-balanced partition algorithm, the batch size for the replica on Tesla-P100 is \( 9.3/(9.3 + 12) \times 32 \approx 14 \), and the batch size for the replica on Tesla-P40 is set to 18. Here we assume that adding batch size by 1 increases 1 GB memory. If the replica on Tesla-P40 uses 20GB memory, the replica on Tesla-P100 runs out of memory as it needs 16GB memory. Thus, we must ensure that the partitioned model satisfies the memory constraint. In the above example, after partitioning the DP batch size, we find that there is still 4GB available memory remained on Tesla-P40, while Tesla-P100 requires another 4GB memory. If we move 4 samples from Tesla-P40 to Tesla-P100 in each iteration, we are able to train a global batch size of 32 on the two GPUs. In general, when encountering OOM (out-of-memory) in some GPUs, we can re-partition the model to alleviate memory-overload GPUs by allocating more computing to spare GPUs.

Based on the above discussion, Whale proposes a peak shaving and valley filling (PSVF) algorithm. The main idea of PSVF is to shift the computing load from the memory-overload device to a memory-free device with the lowest FLOP load. PSVF is an iterative process. In each step, PSVF finds the peak device and valley device. The peak device is the device with the highest memory utilization.

---

**Algorithm 1: Peak Shaving and Valley Filling Algorithm**

```plaintext
Function PSVF(subgraphs, flop_ratios, mem_ratios, GPUs, shift_func)

while flop_ratios ≠ ∅ & any(mem_ratios > 1) do
    p = argmax(mem_ratios)
    flop_ratios.pop(p)
    flop_indices = sort(flop_ratios.values())
    foreach v ∈ flop_indices do
        shift_func(subgraphs, p, v)
        mem_v = profile_mem(subgraphs[v])
        if mem_v > GDPs[p].mem then
            shift_func(subgraphs[p], v, p)
            flop_ratios.remove(v)
        else
            mem_ratios[v] = mem_v
            mem_ratios[p] = profile_mem(subgraphs[p])
            GDPs[p].mem = flop_flops mem
            flop_ratios[v] = (flop_flops mem / GDPs[p].flops[v])
            break
```
mem_ratio.

\[
\text{mem\_ratio} = \frac{\text{Model memory}}{\text{GPU memory}}
\]

The valley device is the device with the lowest FLOP utilization (flop_ratio) and spare memory.

\[
\text{flop\_ratio} = \frac{\text{Model flop}}{\text{GPU FLOPS}}
\]

PSVF shifts one unit of the workload away from the peak device into a valley device. This process iterates until the model is able to run with sufficient memory. Figure 10b shows an example that shaves the peak in GP00 to fill the valley in GP02. The pseudo-code of the PSVF algorithm is shown in Algorithm 1. The input TaskGraphs can be TaskGraph replicas or pipeline stages. flop_ratios is a map whose key is the GPU index, and the value is a tuple of FLOP utilization and GPU index. mom_ratios is a list of memory utilization of TaskGraph in the corresponding GPU. shift_func is the shift function that defines how to shave peak and fill the valley in each step. Different parallel strategies may need different shift_func. In each PSVF iteration, when OOM is detected, the peak device index p with maximum memory is found(line 4). Since the valley device is the device with the lowest flop_ratio and free memory, it is searched from a device with the lowest flop_ratio (line 6-7). For each peak index p and valley index v, the shift_func shifts one unit of computing from peak to valley(line 8). If OOM is detected after valley filling, this process would be reverted(line 9-12). Otherwise, the mem_ratio and flop_ratio for peak and valley are updated(line 14-18). The above process iterates until all devices avoiding OOM.

Next, we show how to combine the FLOP-balanced partition and PSVF policy with data parallelism and pipeline parallelism. In general, Whale first applies FLOP-balanced partition strategy. If OOM is estimated in any device, PSVF policy is applied to shift load from peak device to valley device.

**Hardware-aware data parallelism partition.** The pseudo-code of hardware-aware data parallelism partition algorithm is shown in Algorithm 2. Given a certain global batch size, Whale first splits the input batch of each replica in proportional to their GPU FLOPS as shown in line 6. The memory utilization for all devices is then profiled as mem_ratios(line 7). Meanwhile, flop utilization is estimated as flop_ratios(line 8). Figure 10a shows an example of DP with four GPUs. The blue line represents the mem_ratios for each GPU, and the orange line represents the flop_ratios. As we can see, after a flop-balanced input batch split, the flop utilization is similar for all GPUs. However, the GPU0 and GPU1 run OOM in this case. Thus, we need to apply PSVF policy(line 9-10) to solve the OOM problem. The shift function for data parallelism is defined as shift_batch(line 11-13), where the batch size of replica i decreases by 1 while the batch size of replica j increases by 1. In this way, we do not change the global batch size. As the example shown in Figure 10, in step1, the peak device is GPU0, while the valley device is GPU2. Thus, we shift one batch from replica0 to replica2. The memory utilization curve changes from the dotted line to the solid line. Moving to step 2, the peak device is still GPU0, while the valley device is GPU3. We continue to shave the peak of GPU0 and shift the batch to GPU3. Finally, in step3, the peak device is GPU1, while the valley device is GPU2. After shifting one batch from GPU1 to GPU2, the memory utilization of all GPUs is within memory constraints.

**Hardware-aware pipeline parallel partition.** In pipeline parallelism, we need to balance the computing time among stages. The pseudo-code of hardware-aware pipeline parallelism partition algorithm is shown in Algorithm 3. First, the graph is partitioned into stages, where the FLOC of each stage is proportional to its corresponding GPU FLOPS (line 3-8). Then, Whale find a maximum micro-batch size for each stage (line 9-10). For each stage, mem_ratios and flop_ratios are profiled. If OOM is detected, we will apply the PSVF policy for the pipeline to adjust the stages. Different from data parallelism that shifts batch size, we shift one operation(shift_op) from peak stage to valley stage. In the example shown in Figure 11. Assuming that there are three stages, as we would like to shift one operation from stage0 to stage2, we first shift the last operation from stage0 to stage1, then we shift the last operation from stage1 to stage2. It is worth noting that the shift_op function does not change the topology order of the computation graph.

## 4 IMPLEMENTATION

Whale is implemented as a standalone Python library without modification of deep learning framework. Whale currently supports TensorFlow[7] v1.x and can be extended to other DL frameworks whose DL models can be transformed to a computation graph. Whale applies all parallel transformations by editing the computation graph. Next, we will elaborate on the implementation of several key modules.

**TaskGraph Clone.** TaskGraphs are cloned if replica or pipeline is defined. replica copies all operations and tensors defined in the original TaskGraph. Different from replica, pipeline shares variables (trainable parameters), datasets, optimizer-related operations among different micro batches, so we do not clone such elements when cloning pipeline.

**TaskGraph Partition.** Whale automatically partitions a graph into TaskGraph when no stage is annotated. The partition number n is set to the number of GPUs of the corresponding virtual device. For pipeline, we first sort the operations in a topology order. The
Figure 10: Hardware-aware data parallelism: Combine computation-balanced partition with peak shaving and valley filling policy.

Algorithm 3: Hardware-aware Pipeline Stage Partition

```plaintext
Function Pipeline_Particle(graph, global_bs, GPUs)
    flop_ratios ← {}, mem_ratios ← [], weights ← []
    N ← len(GPUs)
    total_flops ← Σ_{i=0}^{N} GPUs[i].flops
    foreach i ∈ [0, N)
        weights[i] ← GPUs[i].flops/total_flops
        stages ← partition_stages(ops, weights)
        mbs ← min_{i=0}^{N} max_micro bs(stages[i], GPUs[i])
        mbs ← max(mbs, 1)
        foreach i ∈ [0, N) do
            stages[i].bs ← mbs
            mem_ratios.add(profle_mem(stages[i]))
            flop_ratios[i] ← (profile_flop(stages[i])).i)
            if any(mem_ratios > 1) then
                PSVF(stages, flop_ratios, mem_ratios, GPUs, shift_op)
        PSVF(stages, flop_ratios, mem_ratios, GPUs, shift_op)
    foreach k ∈ [1, j) do
        op = stages[i].operations.popleft() (op)
        stages[i + 1].operations.add(op)
```

sorted operations are then partitioned into n balanced TaskGraphs with the algorithm proposed in Section 3.5. If split is annotated in a TaskGraph, Whale will shard the TaskGraph by matching a series of predefined patterns and insert communication operations as needed. Whale can infer split patterns for popular distributed giant models, including MOE[21], Megatron[38], large-scale image classification[20], and so forth.

TaskGraph Schedule. When the pipeline parallelism is defined, Whale schedules the TaskGraph execution to make the computing devices busy. The TaskGraph operations are grouped into four phases: forward, backward, optimizer, and others. By default, Whale adopts a backward-first strategy[13] as shown in Figure 12. F_{i,j} denotes the forward phase of TaskGraph i and micro batch j. B_{i,j} denotes the backward phase of TaskGraph i and micro batch j. To control the execution order of different phases with different micro batches, White first finds the entrance and exit tensors for each TaskGraph in forward and backward phases, it then adds control dependencies among them. For example, to make B_{0,0} executes before F_{0,4}, we need to make the entrance tensors of F_{0,4} wait for the exit tensors of B_{0,0}, and we thus add control edges among F_{0,4} entrance tensors and B_{0,0} exit tensors.

Gradient Aggregation. In synchronous training mode, gradient aggregation is required at every iteration to synchronize the gradients. White first runs a local AllReduce[35] operation to aggregate the gradients within one worker, and then it launches a global AllReduce operation for gradients across workers. This process is transparent to users as we replace the original gradients with the All-Reduced gradients in the computation graph, as shown in Figure 13. Whale uses NCCL[5] and ACCL[11] as the communication backends.

Besides, Whale is integrated with optimization technologies such as ZERO[31], recomputation[9], CPU offload[34], automatic mixed precision[26], topology-aware communication, and compilation optimization.
5 EXPERIMENT

In this section, we first show the effectiveness and efficiency of Whale by training M6-10B[23] model based on a hybrid parallelism. We then demonstrate the training of the largest Chinese multimodal model M6-1T[45]. In the end, we show the training speedup on heterogeneous GPUs over various models. All the experiments are conducted on a shared cloud GPU cluster. Every cluster node is equipped with a 96-core Intel Xeon Platinum 8163 (Skylake) @2.50GHz with 736GB RAM, running CentOS 7.7. Each node consists of 2/4/8 GPUs, with NVIDIA 32-GB V100 GPUs[3] or NVIDIA 16-GB P100 GPUs[2], powered by NVIDIA driver 418.87, CUDA 10.0, and CUDNN 7. Nodes are connected by 50Gb/s inter-node bandwidth. All the models are implemented by TensorFlow.

5.1 Training M6-10B Model

The M6-10B[23] model is a Chinese multimodal model with 10 billion of parameters. The model takes both visual and linguistic inputs. The visual input length is set to 16, and the linguistic input sequence length is set to 512. The vocabulary size is 21128. The model consists of 24 encoder layers and 24 decoder layers. We use Adafactor[37] as the training optimizer. We parallelize the training of M6-10B model with a hybrid parallel strategy, by combining pipeline parallelism and data parallelism. Whale can easily scale a local M6 model to distributed one by only adding 4 lines(highlighted with blue), as shown in Example 7. The number of micro batches of the pipeline is set to 35. We apply recomputation[9] to save memory during training. The training performance is evaluated on NVIDIA 32-GB V100 GPUs. Each node contains 8 GPUs. When scaling the computing nodes from 1 to 32, Whale achieved 91% scalability, as shown in Figure 14.

Example 7: Implement M6-10B model

```python
import whale as wh
with wh.cluster():
    with wh.replica():
        with wh.pipeline(num_micro_batch=35):
            token_emb = embeddings()
            image_emb = image_embeddings()
            data = tf.concat([token_emb, image_emb], axis=1)
            encoder_mask = get_attn_mask_imagebert()
            for i in range(24):
                data = encoder(data, encoder_mask)
            for i in range(24):
                data = decoder(data)
            logits = predict(data)
```

5.2 Training M6-MoE Model to Trillions

In this section, we scale the model parameters to 100 billion and 1 trillion. The computation cost of training dense models is in proportional to the model parameters. If we scale the dense 100B model to dense 1T model, to finish training in similar time, we need at least 25,600 NVIDIA V100 GPUs. It is an unreachable number for most users. Instead of scaling M6 model with dense structure, we design M6-MoE model with sparse expert solution[14, 21], as it is regarded as a promising method for model scaling with high training efficiency. We evaluate M6-MoE model with 100B and 1 trillion parameters. Both models are composed of 24 encoder layers. We split the expert layer across multiple devices, and apply data parallelism for the remaining part. The model structure is shown in Figure 15. The model configurations of M6-MoE-100B and M6-MoE-1T are shown in Table 1, we increase the intermediate_size and num_experts to scale the model parameters from 100B to 1T. More detailed configurations can be found in [45].
Table 1: Model configuration for M6-MoE-100B and M6-MoE-1T

|                | M6-MoE-100B | M6-MoE-1T |
|----------------|-------------|-----------|
| hidden_size    | 1024        | 1024      |
| num_attention_heads | 16         | 16        |
| intermediate_size | 4096       | 21248     |
| num_experts    | 512         | 960       |

The sample code of MoE structure is implemented with Whale by adding three lines, as shown in Example 8. In Line 12-13, `split` partitions the computation across devices, and each device has its own unique parameters. Line 2 set the default parallel primitive as `replica`, i.e., we will apply data parallelism for the operations if not explicitly annotated.

Example 8: Implement MoE model

```python
1 import whale as wh
2 wh.set_default_scope(wh.replica)
3 atten_outputs = multi_head_attention(inputs)
4 # Gating and Local Dispatching
5 gates = softmax(einsum("GSM,ME->GSE", atten_outputs, gating_weights))
6 combined_weights, dispatch_mask, aux_loss = Top2Gating(gates)
7 dispatch_inputs = einsum("GSEC,GSM->EGCM", dispatch_mask, atten_outputs)
8 # MoE Learning
9 with wh.split():
10 outputs = MoE(combined_weights, dispatch_inputs)
```

We train M6-MoE-100B with 128 NVIDIA V100 GPUs and train M6-MoE-1T with 480 NVIDIA V100 GPUs. We scaled model parameters by 10 times while only increased GPU number by 3.75 times. Besides the resource saving per parameter, M6-MoE-1T showed significant model quality gain compared to M6-MoE-100B, as shown in Figure 16. We also enable other built-in technologies of Whale to optimize the training process, such as recomputation[9], AMP(auto mixed precision)[1], XLA[4], etc. We are able to train the M6-MoE-100B model with 100 million samples in 1.5 days.

5.3 Training with Heterogeneous GPUs

In this section, we show the benefits of hardware-aware load balancing algorithm by evaluating data parallelism and pipeline parallelism.

For data parallelism, we evaluate three typical models, including ResNet50[16], Bert-Large[10], and GNMT[42]. The experiments are conducted on heterogeneous GPUs that consists of 8 NVIDIA 32GB V100 GPUs and 8 NVIDIA 16GB P100 GPUs. For the baseline, we set the same batch size for all model replicas. We then apply hardware-aware algorithm to each model and get the speedup compared to the baseline performance, as shown in Figure 17. We observe that Whale outperforms the baseline in all three models by a factor from 1.3X to 1.4X. We also measure the GPU Streaming Multiprocessor Activity(SMACT) and report the average metric for each GPU type. As shown in Table 2, hardware-aware policy significantly improved the GPU utilization of V100 by 1.39X to 1.96X for the three models. Meanwhile, we found that the GPU utilization of P100 drops slightly while the overall performance increases, because P100 is not the bottleneck in this case.

|               | Baseline | Hardware-aware |
|---------------|----------|----------------|
| ResNet50      | 0.68     | 0.62           |
| GNMT          | 0.63     | 0.56           |
| Bert Large    | 0.71     | 0.62           |

Table 2: GPU utilization for data parallelism when training with heterogeneous GPUs

|               | Baseline | Hardware-aware |
|---------------|----------|----------------|
| ResNet50      | 0.68     | 0.71           |
| GNMT          | 0.63     | 0.77           |
| Bert Large    | 0.7      | 0.88           |
| T5            | 0.7      | 0.83           |

Table 3: GPU utilization for pipeline parallelism when training with heterogeneous GPUs
pipeline parallelism. Whale is more general, as it supports both automatic policy exploration and converting a user-annotated graph. Moreover, Whale is hardware aware and thus has more opportunities to discover highly efficient parallel strategy automatically.

Memory Optimization. Zero[31] presents a shared data parallelism, which partitions the optimizer states, trainable variables, and gradients across workers. Zero-Offload[34] enables large model training by offloading data and computation to GPU. Zero-Infinity[32] further offloads the model to non-volatile memory. Recomputation[9] trades computation for memory saving from activations by recomputing tensors from checkpoints. The above memory optimization techniques save memory to support larger model training. However, they are orthogonal to parallel strategies and have been adopted in Whale for supporting giant model training.

Asynchronous Training. PipeMare[46] applies asynchronous parallelism to improve the training throughput without performing a pipeline flush at each step. Zero-Offload[34] proposes asynchronous parameter update to overlap offloading time. Asynchronous training obtains speedup by relaxing the synchronous update requirement, while it cannot guarantee the model convergence. So far, Whale focuses on synchronous training as it is the common case in current practice. We leave the integration of Whale with those asynchronous training techniques to the future work.

7 CONCLUSION

We present Whale, an automatic and hardware-aware distributed training framework. Whale generalizes the expression of parallelism with four primitives, which can define various parallel strategies as well as hybrid strategies. It allows users to implement models at an arbitrary scale by adding a few annotations. Whale automatically converts a local model to a distributed one by inferring the parallel transformation for each operation smartly. Moreover, Whale is hardware aware and highly efficient even when training on GPUs of mixed types, which meets the growing demand of heterogeneous training in industrial clusters. Whale has set a milestone for training the largest multimodal pretrained model with trillion of parameters.
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