Transition from fishbone mode to $\beta$-induced Alfvén eigenmode on HL-2A tokamak
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Abstract

In the presence of energetic particles (EPs) from auxiliary heating and burning plasmas, fishbone instability and Alfvén modes can be excited and their transition can take place in certain overlapping regimes. Using the hybrid kinetic-magnetohydrodynamic model in the NIMROD code, we have identified such a transition between the fishbone instability and the $\beta$-induced Alfvén Eigenmode (BAE) for the NBI heated plasmas on HL-2A. When the safety factor at magnetic axis is well below one, typical kink-fishbone transition occurs as the EP fraction increases. When $q_0$ is raised to approaching one, the fishbone mode is replaced with BAE for sufficient amount of EPs. When $q_0$ is slightly above one, the toroidicity-induced Alfvén eigenmode (TAE) dominates at lower EP pressure, whereas BAE
dominates at higher EP pressure.
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## 1 Introduction

Energetic particles (EPs) produced from auxiliary heating and burning plasmas are known to have strong influence on the internal 1/1 kink [1–3] and Alfvén eigenmodes [4] in tokamaks. In particular, the fishbone modes have been observed widely on tokamaks, such as PDX [10], DIII-D [5], JET [6], HL-2A [7], and EAST [8], in the presence of Neutral Beam Injection (NBI), Electron Cyclotron Resonant Heating (ECRH), or Ion Cyclotron Resonant Heating (ICRH), which are believed to be driven by the resonance between the trapped EPs and the internal kink modes, along with the diamagnetic dissipations from the EPs [11, 12]. On the other hand, various Alfvén eigenmodes (AEs), either in the spectral gap or on the continuum, can be excited by the EPs. Whereas the EP driven mechanisms for each of the individual MHD and AE instabilities have been intensively studied [13–17], their overlapping regimes or transition conditions have been less clear.

HL-2A is a medium-sized tokamak where, with ECRH and NBI heatings, a number of EP driven instabilities, such as ion-fishbone [22], e-fishbone [23], TAE [24], and BAE [25], have been observed. Based on the HL-2A configuration, we have recently found an overlapping regime and condition for the transition from fishbone to BAE instabilities in the presence of EPs, using the hybrid kinetic-MHD (HK-MHD) model implemented in the NIMROD code [27, 28]. With continuous variation of the safety factor profile and the EP $\beta$ fraction, the dispersion relation and mode structure of the dominant EP-driven instability alternate between the characteristics of the fishbone and the Alfvén modes. The overlapping or adjacency for the regimes of these two distinctively different EP modes
may not be always guaranteed, and our findings may help their identification and interpretation in experiments.

The rest of paper is organized as follows. The simulation model is reviewed briefly in section 2. The simulation set-up is described in section 3, which is followed by the report on the main results in section 4. Finally, we conclude with a summary and discussion in section 5.

## 2 Simulation model

The HK-MHD equations implemented in the NIMROD code including EP effects are as follows [28]

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{V}) = 0 \tag{1}
\]

\[
\rho \left( \frac{\partial \mathbf{V}}{\partial t} + \mathbf{V} \cdot \nabla \mathbf{V} \right) = \mathbf{J} \times \mathbf{B} - \nabla p_b - \nabla \cdot \mathbf{P}_h \tag{2}
\]

\[
\frac{n}{\gamma - 1} \left( \frac{\partial T}{\partial t} + \mathbf{V} \cdot \nabla T \right) = 0 \tag{3}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \mathbf{E} \tag{4}
\]

\[
\mu_0 \mathbf{J} = \nabla \times \mathbf{B} \tag{5}
\]

\[
\mathbf{E} = -\mathbf{V} \times \mathbf{B} \tag{6}
\]

where \( \rho, \mathbf{V}, \mathbf{J}, \mathbf{B}, p_b, \) and \( \mathbf{E} \) are the mass density, center of mass velocity, current density, magnetic field, background pressure, and electric field respectively. In the limits of \( n_h \ll n_b, \beta_h \sim \beta_b \), where \( n_b \) \((n_h)\) is the background plasma (energetic particle) number density, \( \beta_b \) \((\beta_h)\) is the ratio of background plasma (energetic particle) pressure to magnetic pressure, and the kinetic effect of EP is coupled into MHD equations by adding EP pressure tensor \( \mathbf{P}_h \) to the momentum equation. The drift-kinetic equation is solved to determine the EP distribution and the pressure tensor \( \mathbf{P}_h \) [28].
3 Simulation setup

The equilibrium is constructed from HL-2A discharge #16074 using EFIT [31]. The equilibrium flux surfaces and the mesh grid in magnetic flux coordinates are shown in FIG 1 where the last closed flux surface (LCFS) is up-down asymmetric, and the flux surfaces are close to circles in the core region. As can be seen in FIG 2(a), the $q$ profile is rather flat about one in the core region $0 < \sqrt{\psi/\psi_0} < 0.2$.

![Figure 1](image.png)

**Figure 1:** (a) Contour plot of equilibrium poloidal flux in $(R, Z)$ coordinate. The red curve represents the last closed flux surface (LCFS). (b) The mesh grid of flux coordinates used in the Alfvén continuum calculation. Uniform poloidal flux and equal poloidal arc length are used in this flux coordinate system. The black point locates at the magnetic axis. The blue lines represent the constant poloidal fluxes, and the red lines the constant poloidal angles. The mesh grids used in the actual calculation are much finer than the above diagram.

where $\psi$ is the poloidal magnetic flux, and $\psi_0$ is the total poloidal magnetic flux within the LCFS. The slowing-down distribution function is used for the EPs,

$$f_0 = \frac{P_0 \exp \left( \frac{P_r}{\psi/\psi_0} \right)}{\varepsilon^{3/2} + \varepsilon_c^{3/2}} \quad (7)$$
where $P_0$ is the normalization constant, $P_\zeta = g \rho_\parallel - \psi_p$ is the canonical toroidal momentum, $g = RB_\phi$, $\rho_\parallel = mv_\parallel/qB$, $\psi_p$ is the poloidal flux, $\psi_n = c\psi_0$, $\psi_0$ is the total flux and the parameter $c$ is used to match the spatial profile of the equilibrium, $\varepsilon$ is the particle energy, and $\varepsilon_c$ is the critical slowing down energy [30]

$$\varepsilon_c = \left(\frac{3}{4}\right)^{2/3} \left(\frac{\pi m_i}{m_e}\right)^{1/3} T_e$$

(8)

with $m_i$ being the ion mass, $m_e$ the electron mass, and $T_e$ the electron temperature. When $\varepsilon > \varepsilon_c$, the slowing down of beam ions is mainly due to the collisions with background electrons, and the collisions with background ions is dominant when $\varepsilon < \varepsilon_c$. As the beam ions slow down, they give up their energy increasingly to the background ions, rather than to the background electrons. The slowing down distribution models the process which is dominated by the collisions between beam ions and background ions.

As shown in FIG 2(b), the energetic particles are loaded into the physical space following the profile $p = p_0 \exp(-c\psi/\psi_0)$, where $p_0$ is pressure at magnetic axis, $c = 0.5$. Parameters $p_0$ and $c$ are generated from the fitting to the original pressure profile from experiment. Other main parameters are set up as follows [32]. The major radius $R = 1.65$m, and the minor radius $a = 0.40$m for the LCFS, the toroidal magnetic field $B_0 = 1.37T$, the number density $n = 2.44 \times 10^{19}m^{-3}$, the initial energy of
beam ions is $\epsilon_m = 40$keV, the background electron temperature $T_e = 1$keV, and according to equation (8), the critical energy is $\epsilon_c = 14.8$keV.

4 Simulation results

4.1 Effects of $q_0$ in absence of energetic particles

In absence of energetic particles, we find in NIMROD calculations that the $(m, n) = (1, 1)$ mode is the most unstable, where $n$ and $m$ are the toroidal and the poloidal mode numbers respectively. Only

![Figure 3: (a) q-profiles with different $q_0$ and (b) the growth rates dependence on $q_0$ for $(m, n) = (1, 1)$ modes.](image)

the safety factor $q_0$ at magnetic axis is varied, so that the $q$-profile shifts up or down entirely without changing its shape (FIG. 3a). The linear growth rate of the $(1, 1)$ mode from NIMROD calculations increases first before decreases, and approaches 0 as $q_0$ approaches to unity. The growth rate of $(1, 1)$ modes reaches its maximum at $q_0 = 0.77$.

Such a dependence of growth rate on $q_0$ may be understood from previous theory [3]. For a monotonic parabolic $q$-profile with $q_0$ below 1, the distance $|1 - q_0|$ can be seen as a measure of free
energy within the $q = 1$ surface from equation

$$\gamma = \frac{-r_0 V_A \pi \delta W_T}{\sqrt{3R_0 R_0 q'}}$$

(9)

$$\delta W_T \sim 3\nu \Delta q \left[ \frac{13}{48(\nu + 4)} - \beta_p^2 \int_{r_0}^{r} \frac{dr}{r_0} \left( \frac{r}{r_0} \right)^{\nu - 5} \right]$$

(10)

where $\Delta q = 1 - q_0$, $1 - q(r) \sim \Delta q[1 - (r/r_0)^{\nu}]$, $q(r_0) = 1$, $V_A$ is Alfvén velocity, $R_0$ is the major radius at magnetic axis, and $\beta_p = [2\mu_0/B_p^2(r_0)] \int_{r_0}^{r_0} (r/r_0)^2 (-dp/dr)$ is poloidal beta. It follows that the free energy decreases with $q_0$ ($q_0 < 1$). The magnetic shear $q' = dq/dr$ and the toroidal potential energy $\delta W_T$ (free energy) can stabilize and destabilize the mode respectively. As $q_0$ increases, both the magnetic shear $q'$ and the toroidal potential energy $\delta W_T$ decrease. At first, the decreasing of stabilizing effect from the magnetic shear $q'$ is dominant, so the growth rate increases; as $q_0$ increases further, the reduction of toroidal potential energy $\delta W_T$ becomes dominant, so the growth rate starts to decrease.

Figure 4: Contour plots of pressure perturbation for different $q_0$: (a) $q_0 = 0.80$, (b) $q_0 = 0.90$, and (c) $q_0 = 0.95$.

The contour plots of the plasma pressure perturbation show that the (1, 1) mode structure shrinks in size and becomes more localized in the core region as $q_0$ approaches to 1, which further confirms the theory prediction in Equations (9) and (10).


Figure 5: The frequency and growth rate dependence on $q_0$ for $(1, 1)$ modes. (a) $\beta_h/\beta_0 = 0.25$ and (b) $\beta_h/\beta_0 = 0.5$.

Figure 6: Alfvén continua with toroidal mode number $n = 1$ calculated based on the slow-sound approximation from AWEAC. Alfvén continua from the cylindrical geometry limit (dotted line) are also given. (a) $\beta_h/\beta_0 = 0.25$, $q_0 = 1.02$; (b) $\beta_h/\beta_0 = 0.5$, $q_0 = 0.90$; and (c) $\beta_h/\beta_0 = 0.5$, $q_0 = 1.25$.

4.2 Effects of $q_0$ in the presence of energetic particles

In the presence of EPs with $\beta_h/\beta_0 = 25\%$, the growth rate of $(1, 1)$ mode increases first and then decreases as $q_0$ increases (FIG. 5b). Comparison with the cases without EPs indicates that the dependence of growth rate on $q_0$ is similar whereas the EPs have an overall stabilizing effect. The frequency is almost constant ($3kHz$) when $q_0 < 0.95$, which can be identified as that of the fishbone mode. For $q_0 > 0.95$, the mode frequency jumps to another branch around $80kHz$ and increases with $q_0$, which is considered as a TAE from the Alfvénic continua in FIG. 6a). For higher EP fraction
with $\beta_h/\beta_0 = 50\%$, the transition from the fishbone branch to the TAE branch takes place at a lower $q_0 \approx 0.88$, and the transition from the TAE branch to the BAE branch happens at $q_0 = 0.97$, and the significantly enhanced BAE growth rate reaches its maximum around $q_0 = 1.1$ (FIG. 5b).

Figure 7: Contour plots of pressure perturbation of $n = 1$ mode in poloidal plane with $\beta_h/\beta_0 = 25\%$ and (a) $q_0 = 0.70$, (b) $q_0 = 0.77$, (c) $q_0 = 0.90$, (d) $q_0 = 0.95$, (e) $q_0 = 1.02$, and (f) $q_0 = 1.05$.

The dominant modes transition is also evident from the variation of mode structure with $q_0$. For example, in the case with $\beta_h/\beta_0 = 0.25$, the perturbed pressure contour for the $n = 1$ mode in the poloidal plane shows clear $(1, 1)$ kink mode structure inside the $q = 1$ surface when $q_0 < 0.95$, which shrinks in size as $q_0$ increases (FIG. 7a~d). When $q_0 > 0.95$, the mode structure becomes qualitatively different, which now involves the coupling between two rational surfaces, which is characteristic of the TAE mode (FIG. 7e~f).

### 4.3 Effects of energetic particles for different $q_0$

For cases with $q_0 = 0.77$, as the EP fraction $\beta_f = \beta_h/\beta_0$ increases, the growth rate decreases first before rising again, whereas the real frequency grows about linearly in both regimes. The transition
Figure 8: The frequency and growth rate dependence on $\beta_f = \beta_h/\beta_0$ with (a) $q_0 = 0.77$, (b) $q_0 = 0.9$, and (c) $q_0 = 1.05$.

between the two regimes occurs at $\beta_f = 0.57$. When the EP pressure is in the relatively low regime, the stabilizing effect of EP on the kink mode is dominant; in the relatively high EP pressure regime, fishbone mode can be excited. These results are consistent with previous theories [18, 33] and simulations [28, 34]. When $q_0 = 0.90$, the growth rate has the similar dependence on $\beta_h/\beta_0$, with a lower transitional threshold $\beta_h/\beta_0 = 0.4$. However, in higher $\beta_f$ regime, a new mode branch appears where the real frequency is distinctively higher and decreases with $\beta_f$. For $q_0 = 1.05$, only the new mode branch persists, where the growth rate increases and the real frequency decreases with $\beta_f$.

In order to identify the nature of the higher frequency mode, we vary the specific heat coefficient $\Gamma$ of the bulk plasma, and calculate the growth rate. From FIG. 9(b), we can see that, when $q_0 = 0.9$ and $\beta_h/\beta_0 = 0.8$, the square of mode frequency increases linearly with $\Gamma$, which is consistent with the property of BAE [21]. Similarly, the BAE nature of the is also verified for $q_0 = 1.05$ and $\beta_h/\beta_0 = 0.8$ (FIG. 9c). In contrast, for $q_0 = 0.77$ and $\beta_h/\beta_0 = 0.8$, no apparent relation between the mode frequency and $\Gamma$ can be found, where the fishbone mode dominates (FIG. 9a). Based on the Alfvén continua for toroidal mode number $n = 1$ calculated using the AWEAC code, the radial locations and frequencies of the modes with $q_0 = 0.9$ and $q_0 = 1.05$ are well within the BAE gap (FIG. 10).

As both $q_0$ and $\beta_f$ increase from the kink dominant regime, the transition to BAE dominant regime is also apparent in the variation of mode structure (FIG. 11). In the lower $q_0$ and $\beta_f$ regime, the well-defined (1, 1) kink mode structure is localized inside the $q = 1$ surface (FIG. 11a). This contrasts
Figure 9: The square of normalized mode frequency as a function of the specific heat coefficient $\Gamma$ for (a) $q_0 = 0.77$; (b) $q_0 = 0.9$; and (c) $q_0 = 1.05$.

Figure 10: Alfvén continua with toroidal mode number $n = 1$ calculated based on the slow-sound approximation from AWEAC. Alfvén continua from the cylindrical geometry limit (dotted line) are also given. (a) $q_0 = 0.77$; (b) $q_0 = 0.9$; and (c) $q_0 = 1.05$.

with the multiple-surface coupled mode structure for BAE in the higher $q_0$ and $\beta_f$ regime (FIG. 11i).

In between, the transition manifests in the mixture of the characteristics of both kink and AE modes (e.g. FIG. 11f).

5 Conclusions

In summary, the transition of the dominant $n = 1$ mode from fishbone to BAE instability in the HL-2A tokamak configuration has been observed to take place when both the safety factor $q_0$ at magnetic axis and the energetic particle fraction are above certain threshold in hybrid-kinetic MHD simulations using the NIMROD code. When $q_0$ is well below unity, the dominant EP-driven instability is the
Figure 11: Contour plot of plasma pressure with (a) \( q_0 = 0.77, \beta_h/\beta_0 = 0.25 \), (b) \( q_0 = 0.77, \beta_h/\beta_0 = 0.5 \), (c) \( q_0 = 0.77, \beta_h/\beta_0 = 0.75 \), (d) \( q_0 = 0.9, \beta_h/\beta_0 = 0.25 \), (e) \( q_0 = 0.9, \beta_h/\beta_0 = 0.5 \), (f) \( q_0 = 0.9, \beta_h/\beta_0 = 0.75 \), (g) \( q_0 = 1.05, \beta_h/\beta_0 = 0.25 \), (h) \( q_0 = 1.05, \beta_h/\beta_0 = 0.5 \), and (i) \( q_0 = 1.05, \beta_h/\beta_0 = 0.75 \). 

fishbone mode; when \( q_0 \) is slightly above unity, the dominant EP-driven instability becomes TAE and BAE as the EP fraction increases. The transition occurs in between these two regimes, where the mode frequency experiences abrupt jump even though the mode growth rate varies continuously, and the mode structure shows a mixture of signatures from both kink-fishbone and TAE/BAE. These findings may help the identification and control of the dominant EP-driven modes in experiments.

For the HL-2A experimental equilibrium we study in this work, the \( q \) profile is rather flat in the core region. The effects of the weak magnetic shear on the EP-driven modes remain to be better understood. In addition, as the EP fraction of plasma \( \beta \) increases, the finite orbit size of EP may no
longer be ignored. We plan on further addressing these issues in future work.
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