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Abstract

Zero-shot stance detection is challenging because it requires detecting the stance of previously unseen targets in the inference phase. The ability to learn transferable target-invariant features is critical for zero-shot stance detection. In this work, we propose a stance detection approach that can efficiently adapt to unseen targets, the core of which is to capture target-invariant syntactic expression patterns as transferable knowledge. Specifically, we first augment the data by masking the topic words of sentences, and then feed the augmented data to an unsupervised contrastive learning module to capture transferable features. Then, to fit a specific target, we encode the raw texts as target-specific features. Finally, we adopt an attention mechanism, which combines syntactic expression patterns with target-specific features to obtain enhanced features for predicting previously unseen targets. Experiments demonstrate that our model outperforms competitive baselines on four benchmark datasets.

1 Introduction

The goal of stance detection is to automatically identify the attitude or stance (e.g., Favor, Against, or Neutral) expressed in a text towards a specific target or topic[3, 23, 16]. The traditional target-specific stance detection assumes that the training and testing data belonged to the same target [18]. However, due to the continuous emergence of unseen targets, collecting data on all targets for training is infeasible in practice. Moreover, it is expensive to obtain high-quality labels for a new target [23]. Therefore, the study of zero-shot stance detection for unseen targets goes beyond the target-specific task and can help to predict stance more flexibly.

For the zero-shot stance detection task, some existing approaches try to improve the model’s predictive ability for unseen targets by employing attention mechanisms [1, 33] or fusing external knowledge [22]. However, transferring knowledge directly from a specific target to an unseen target is often limited in its predictive effectiveness due to the coupling of target-specific features. [2, 32] use adversarial learning to guide the model to learn target-invariant features via discriminators, which may lead to degraded prediction performance in the unbalanced distribution of targets. [19] capture the target-invariant features by identifying the stance feature categories and supervised contrastive learning, so their model achieves a better generalization capability. However, the data needs to be tagged with soft labels by pretext tasks, which increases the complexity of the model and brings some noise to the data. Target-specific features are directly related to a specific target, while target-invariant features are generic and transferable, regardless of their targets. Consequently, it is crucial to distinguish these two features when predicting the stance of a text on unseen targets.

Both linguistic and psychological fields divide language into two aspects of representation: 1) syntactic representation and 2) semantic representation. The former reflects the form of languages, such as word morphology and sentence structure, and is the external representation of language; the latter is the concept and proposition, denoting the meaning referred to by the form of language, which is abstract and is the internal representation of language [15]. Meanwhile, Event-related Potentials (ERP) interaction theory [6] suggests that text semantics is a fusion of syntactic and semantic representations, where syntax and semantics interact to complete the process of sentence comprehension and expression jointly. As shown in Table [1] it is possible to use the same or similar syntactic expression patterns even for sentences with different targets, i.e., although the targets of Example 1 and Example 2 are distinct, they both use rhetorical question expression patterns, so these syntactic expression patterns are target-invariant. The target-invariant syntactic expression patterns and the target-specific features jointly determine the sentence’s meaning. Inspired by this, we acquire syntactic expression patterns, which are naturally target-invariant and have an important impact on semantics. Furthermore, these syntactic expression pat-
Table 1: Examples of syntactic expression patterns.

| Example 1: | Target: Climate Change is a Real Concern | Stance: Favor |
|-----------|------------------------------------------|---------------|
| Sentence: | Today Europe is breaking heat records, while Asia is breaking the lowest temperature records! Should we not be concerned? |
| Masked:   | Today Europe is [MASK], while Asia is [MASK]! Should we not be [MASK]? |

| Example 2: | Target: Feminist Movement | Stance: Favor |
|-----------|---------------------------|---------------|
| Sentence: | When they say men look at women like a piece of meat, what do they even mean, they want to cook & eat her? |
| Masked:   | When they say men look at [MASK] like [MASK] what do they even mean, they want to [MASK]? |

terns can combine with target-specific features to effectively predict the text stances.

More concretely, we propose a Feature Enhanced Zero-shot Stance Detection Model via Contrastive Learning (FECL). First, we capture syntactic expression patterns via contrastive learning as transferable features. Second, based on supervised learning, we fully use the labeled data to learn semantic information as target-specific features. At last, a feature fusion module fuses the target-invariant and the target-specific features to achieve the cross-target prediction capability.

The main contributions of this paper can be summarized as follows:

- We explore a novel self-supervised feature learning scheme. The scheme augments the raw texts by masking their topic words and then adopts contrastive learning to capture syntactic expression patterns as a bridge for knowledge transferring.

- We model the text stance expression into two parts: syntactic and semantic expression, and adopt an attention-based feature fusion mechanism that considers both target-invariant and target-specific features of texts. This mechanism improves the quality of feature representation and allows the model to handle prediction tasks such as zero-shot, cross-target, etc.

- Extensive experiments on four benchmark datasets show that the proposed model performs well on the zero-shot stance detection task. We also extend the model to few-shot and cross-target stance detection tasks, demonstrating the superiority and generalization of our approach.

2 Related Work

Stance Detection. Stance detection aims to examine the attitude of a text towards a given target [13]. It is widely applied in argument mining [27], fake news/rumor detection [17], fact-checking [28], and epidemic trend prediction [11]. Recently, with the rapid development of social media, various unseen targets have emerged, which also brings new challenges to stance detection. Therefore, cross-target and zero-shot stance detection have received extensive attention. Cross-target stance detection is training on source targets and adapting to unseen but correlated targets [20]. While zero-shot stance detection aims to train on multiple targets with labels and then automatically identify an unseen target [19]. Their core ideas are learning target-invariant features and transferring them to unseen targets. [8] modeled the features of unseen targets via Bi-Condition LSTM. [33] extracted shared features based on a self-attention neural network. [2] applied a target-specific stance dataset [23] to zero-shot stance detection and used adversarial learning to capture target-invariant features. [22] proposed a Bert-based commonsense knowledge-enhanced graph model to zero-shot stance detection. These works try to extract transferable features from source targets and apply them to unseen targets but ignore the most basic syntactic expression patterns, which is a natural target-invariant and an essential factor that affects semantics and can effectively detect stance with the features of specific targets.

Contrastive Learning. Contrastive learning is a self-supervised representation learning method initially proposed in computer vision. It aims to learn distinct representations by pulling semantically close neighbors together and pushing non-neighbors away [12]. Recent studies have attempted to aid or enhance the performance of natural language processing tasks by incorporating contrastive learning [24] [10] [5]. Contrastive learning has proven comparable to supervised learning in many domains and effectively improves the quality of feature learning. However, most traditional stance detection algorithms only use supervised stance label information and inadequately utilize the richer information in the unlabeled text. Some researches [19] [21] began to apply contrastive learning to stance detection to improve the feature representation ability of the model. Therefore, our proposed model uses both the existing
data labels and syntactic expression patterns to learn transferable features from source targets, thus improving the performance of stance detection for unseen targets.

3 Methodology

3.1 Task Description Given a set of annotated instances toward some targets \( D_s = \{x^s_i = (r^s_i, t^s_i, y^s_i)\}_{i=1}^{N_s}\) and a set of unlabeled instances toward an unseen target \( D_d = \{x^d_i = (r^d_i, t^d_i)\}_{i=1}^{N_d}\), where \( r^s_i \) and \( r^d_i \) are the texts of instances in the training and testing sets, respectively, \( t^s_i \) (there may be many different targets in the training set) and \( t^d_i \) are the target of instances in the training and testing sets, respectively, \( y^s_i \) is the stance label of an annotated instance towards source target, \( N_s \) and \( N_d \) are the number of instances toward the source target and unseen target, respectively. The zero-shot stance detection aims to train the model from the training set and then generalize the model to the testing set where the target has never been seen to predict the stance.

3.2 Data Augmentation Learning target-invariant features is the key to enhance transferable ability. This feature is mainly related to syntactic expression patterns, so we weaken the semantic content of each sentence and force our model to pay more attention to the part of syntactic expression patterns by masking the topic words. In this work, we deploy the latent Dirichlet allocation (LDA) \([4]\) to obtain the topic words for each target. For each target, we generate \( T \) topics. Each topic contains \( K \) keywords, i.e., each target has \( T \times K \) keywords. Finally, we filter the duplicate keywords and the remaining ones as the candidates to be masked from sentences. Then, we formally represented the training and testing sets as \( D_s = \{x^s_i = (r^s_i, \tilde{r}^s_i, t^s_i, y^s_i)\}_{i=1}^{N_s}\) and \( D_d = \{x^d_i = (r^d_i, \tilde{r}^d_i, t^d_i)\}_{i=1}^{N_d}\), respectively, where \( \tilde{r}^s_i \) is the augmented sentence that was masked topic words.

3.3 The Proposed Framework In this section, we present our proposed FECL framework for zero-shot stance detection. As demonstrated in Figure 1, the proposed FECL framework includes four modules: 1) text encoder for specific targets (target-specific features learning). 2) syntactic expression patterns learner based on contrastive learning (target-invariant features learning). 3) fusion module of target-specific features and target-invariant features based on attention mechanism. 4) text stance predictor. Regarding target adaptation, contrastive learning captures the underlying syntactic expression patterns, which are target-invariant and can be transferred to an unseen target.

3.3.1 Target-specific Features Representation This module focuses on the high-level semantics of sentences toward a target. Here, the sentence \( r = \{w_i\}_{i=1}^{n} \) towards a target \( t \) is composed of \( n \) words. The pre-trained BERT \([9]\) can be fine-tuned then as an encoder for diverse downstream tasks. To take full advantage of contextual information, we jointly embed target and text using BERT.

\[
z, Z = \text{BERT}([CLS][SEP][r][SEP])
\]

where, \([CLS]\) is a special token that be used as the aggregate representation for the overall semantic context, while \([SEP]\) is the special separator token. We obtain the \( d_m\)-dimensional hidden representation \( z \in \mathbb{R}^{d_m} \) of the token ”[CLS]” and the feature matrix \( Z \in \mathbb{R}^{n \times d_m} \) of all the words forming the sentence \( r \) at the last hidden layer.

3.3.2 Syntactic Expression Patterns Learning via Contrastive Learning To learn target-invariant transferable features, we mainly focus on the syntactic expression patterns, formulate them as self-supervised representation learning problems, and use a contrastive learning algorithm to solve them. The success of self-supervised contrastive learning inspires the algorithm in visual representations \([7, 14]\). Here we only use the masked sentence \( \hat{r} \) for training. We also use a BERT model as the encoder \( f_b(\cdot) \) to extract the representations of instances. Each instance is constructed as ”[CLS][\hat{r}][SEP]” and then fed to the encoder to obtain the hidden layer representation \( h = \mathbb{R}^{d_m} \) of the token ”[CLS]”.

The key to apply contrastive learning on NLP is how to construct positive pairs of instances \([25]\). We follow \([10]\), which notes that ”even deleting one word would hurt performance and none of the discrete augmentations outperforms dropout noise”. Hence, we adopt dropout acts as minimal ”data augmentation” of hidden representations, which can maximize the retention of the original syntactic and semantic information. We denote \( h_i = f_b(\hat{r}, m) \) where \( m \) is a random mask for dropout. Given an input mini-batch of data \( B = \{x_i\}_{i=1}^{N_b} \), \( N_b \) is the size of the mini-batch, we simply feed the same instance to the encoder twice and get two embeddings \( h_i, h_i' \) with different dropout masks \( m \) and \( m' \). Then, the mini-batch for contrastive learning is doubled to \( B' \), which size is \( 2N_b \). We refer to \( \{h_i, h_i'\} \) as a positive pair, while treat the other \( 2N_b - 2 \) samples in \( B' \) as negative instances regarding this positive pair. Additionally, we define a neural network projection head \( \hat{z}_i = g_b(h_i) = W^{(2)}(W^{(1)}h_i) \) that maps the representations to the space for computing the contrastive loss, where \( \sigma(\cdot) \) is a nonlinear activation function (i.e.,
ReLU). For each instance, the contrastive loss function is formulated as:

\[
\ell_i = -\log \frac{e^{\text{sim}(\tilde{z}_i, \tilde{z}_i')/\tau}}{\sum_{j \neq i} e^{\text{sim}(\tilde{z}_i, \tilde{z}_j)/\tau}}
\]

where \(\mathbf{1}_{j \neq i}\) is an indicator function, \(\text{sim}(u, v) = \frac{u^T v}{\|u\|\|v\|}\) represents the cosine similarity of normalized outputs \(u\) and \(v\), \(\tau\) is a temperature parameter that controls the penalty intensity for hard sample in contrastive learning [30]. The contrastive learning loss for each mini-batch is formulated as:

\[
\mathcal{L}_{\text{Instance-CL}} = -\frac{1}{2N_b} \sum_{i \in B^+} \ell_i
\]

### 3.3.3 Feature Fusion based on Attention Mechanism

The stance features are represented by the joint of target-invariant and target-specific. But, directly concatenating the two parts may lose some knowledge in the encoding [31]. Inspired by [35], we adopt a retrieval-based attention mechanism to fuse the features of syntactic expression patterns and target-specific features, where we select any representation \(h_i\) in the positive pair of the contrastive learning as the target-invariant features:

\[
\alpha_{ij} = \frac{\exp(\beta_{ij})}{\sum_{t=1}^n \exp(\beta_{it})}
\]

\[
\beta_{ij} = (W_q h_i)^T (W_k z_{ij})
\]

where \(a_{ij}\) is the attention of the \(i\)-th instance semantic expression pattern feature on the \(j\)-th word, and \(Z_{ij}\) is the hidden representation of the \(j\)-th word from the \(i\)-th sample, \(T\) represents matrix transposition, \(W_q, W_k \in \mathbb{R}^{d_s \times d_m}\) are parameters to be learned, \(d_s\) is the dimensionality of the feature after mapping. Furthermore, the final stance feature \(f_i \in \mathbb{R}^{2d_m + d_s}\) for each input instance can be formulated as:

\[
f_i = h_i \|z_i\| \sum_{t=1}^n \alpha_{it} (W_v Z_{it})
\]

where —— is the concatenation operation, and \(W_v \in \mathbb{R}^{d_s \times d_m}\) denotes trainable parameters.

Furthermore, we adopt a fully-connected layer with softmax normalization to yield a probability distribution of stance prediction:

\[
\hat{y} = \text{softmax}(W_o f_i + b_o)
\]

where \(\hat{y} \in \mathbb{R}^{d_p}\) is the predicted probability of the input instance \(x_i\), \(d_p\) is the dimensionality of the stance labels, \(W_o \in \mathbb{R}^{d_p \times (d_m+d_s)}\) and \(b_o \in \mathbb{R}^{d_p}\) are trainable parameters.

Finally, we train the classifier by the cross-entropy loss between the predicted distribution \(\hat{y}\) and ground-truth distribution \(y\) of every instance:

\[
\mathcal{L}_{\text{cls}} = -\sum_{i=1}^{N_b} \sum_{j=1}^{d_p} y_i^j \log \hat{y}_i^j
\]

### 3.3.4 Learning Objective

The learning objective of our proposed model is to train the model by jointly optimizing a supervised loss of stance classification \(\mathcal{L}_{\text{cls}}\) with a contrastive loss \(\mathcal{L}_{\text{Instance-CL}}\). The overall loss \(\mathcal{L}\) can be formulated as the sum of three losses:

\[
\mathcal{L} = \mathcal{L}_{\text{cls}} + \eta \mathcal{L}_{\text{Instance-CL}} + \lambda \|\Theta\|^2
\]

where \(\eta\) is a tuned hyper-parameter, \(\Theta\) represents all trainable parameters in the model, and \(\lambda\) denotes the \(L_2\)-regularization coefficient.
Table 2: Statistics of SEM16, WT-WT and COVID-19 datasets.

| DataSet | Target       | Favor | Against | Neutral |
|---------|--------------|-------|---------|---------|
| SEM16   | DT           | 148   | 299     | 260     |
|         | HC           | 163   | 565     | 256     |
|         | FM           | 268   | 511     | 170     |
|         | LA           | 167   | 544     | 222     |
|         | AT           | 124   | 464     | 145     |
|         | CC           | 335   | 26      | 203     |
|         | TP           | 333   | 452     | 460     |
| WT-WT   | CA           | 2469  | 518     | 5520    |
|         | CE           | 773   | 253     | 947     |
|         | AC           | 970   | 1969    | 3098    |
|         | AH           | 1038  | 1106    | 2804    |
| COVID-19 | WA          | 515   | 220     | 172     |
|         | SC           | 430   | 102     | 85      |
|         | AF           | 384   | 266     | 307     |
|         | SH           | 151   | 201     | 396     |

Table 3: Statistics of VAST dataset.

|                  | Train | Dev | Test |
|------------------|-------|-----|------|
| #Examples        | 13477 | 2062| 3006 |
| #Unique Comments | 1845  | 682 | 786  |
| #Zero-shot Topics| 4003  | 383 | 600  |
| #Few-shot Topics | 638   | 114 | 159  |

4 Experiments

4.1 Experimental Data

SEM16 [23] SEM16 is a Twitter dataset for stance detection. The SEM16 contains 6 targets, namely Donald Trump (DT), Atheism (AT), Climate Change is a Real Concern (CC), Feminist Movement (FM), Hillary Clinton (HC), and Legalization of Abortion (LA). Each tweet in the dataset contains a stance (Favor, Against, or Neutral) to a special target. To achieve zero-shot stance detection, we select all the samples from one of the targets as the testing set, and the samples of the other five targets are randomly divided into training and validation sets at a ratio of 85:15.

We further selected two pairs of targets (DT-HC and FM-LA) to validate the proposed model’s cross-target stance detection capability. These targets constitute the US political domain and the female domain. Following [22], we split the annotated data of the destination target to obtain development and testing set with 3:7. The distribution of the dataset is shown in Table 2.

VAST [1] VAST is a public dataset for zero-shot and few-shot stance detection, which consists of a large range of targets. For zero-shot stance detection, instances in the training and validation sets will not appear in the testing set. However, there are a small number of instances in the validation and testing sets with the same target as the training set for a few-shot environment. The statistics of the dataset are shown in Table 3.

WT-WT [8] WT-WT is a financial dataset to detect the stance of M&A operations between companies. We use four target pairs in the healthcare area from WT-WT, including CVS_AET (CA), CLESRX (CE), ANTM_CI (AC), and AET_HUM (AH). Each tweet from WT-WT is labeled with one of four targets (Refute, Comment, Support, and Unrelated), where Refute corresponds to Against, Comment corresponds to Neutral and Support corresponds to Favor. To be consistent with other dataset classifications, we removed instances labeled as unrelated. We sequentially select all the samples from one of the targets as the testing set, and the cases of the other three targets are randomly divided into training sets and validation sets at a ratio of 85:15. The distribution of the dataset is shown in Table 2.

COVID-19 [11] The dataset contains 4 targets on COVID-19 policy, and since some of the original tweets were unavailable due to privacy concerns, we obtained a total of 3229 tweets. The targets of this dataset consist of Wearing a Face Mask (WA), Keeping Schools Closed (SC), Anthony S. Fauci, M.D. (AF), and Stay at Home Orders (SH). Each instance contains a stance label for a specific target: In-Favor, Against, or Neither. We adopt one target as the testing set, the other three as the training set, and randomly select 15% from the training set as the development data. The statistics of the dataset are shown in Table 2.

4.2 Baselines We evaluate and compare our model with several robust baselines. These include BiCond [3], a neural network-based model. CrossNet [33], an attention mechanism-based model. SEKT [34], a knowledge-based approach. TOAD [2], an adversarial learning-based model. TPDG [20], a graph neural network-based model. BERT [9], BERT-GCN [22], BERT-based models, and PT-HCL [19], a contrastive learning-based model.

Further, we designed several variants of our proposed model to analyze the impact brought by different components. ”w/ concat” denotes that the syntactic features and semantic features are fused by concatenating. ”w/o masktopic” variant randomly masks 15% of words in each sentence to generate masked sentences, and ”w/o $L_{Instance-CL}$” represents without using contrastive learning loss in the model training.

4.3 Experimental Implementation All programs are implemented using Python 3.8.5 and PyTorch 1.9.1.
with CUDA 11.1 in an Ubuntu server with an Nvidia 3090Ti GPU.

4.3.1 Evaluation Metrics For SEM16, following [2], we perform Macro-averaged F1 of Favor and Against in the zero-shot scenario. In cross-target stance detection, we perform the mean value of micro-averaged F1 and macro-averaged F1 of Favor and Against to alleviate the imbalance problem of target data. For VAST, following [1], we calculate Macro-averaged F1 values for each label to test the model’s performance. For WT-WT and COVID-19, we also used Macro-averaged F1 of Support/Pro and Refute/Con to evaluate the performance of stance classification.

4.3.2 Training Settings We use the pre-trained uncased BERT-base [9] as the encoder with 768-dim embedding, the learning rate is 2e-5, and the coefficient of L2-regularization λ is set to 1e-5. Adam is utilized as the optimizer. The mini-batch is set to 32. For contrastive learning loss, we set the hyper-parameters τ = 0.07, η = 0.1 and dropout probability p = 0.1. We use LDA [4] to generate topic words for masking sentences, where T = 6 and K = 5. For BiCond and CrossNet, the word embeddings are initialized with the pre-trained 200-dimensional GloVe vectors [26]. The reported results are averaged scores of 10 runs to obtain statistically results.

4.4 Experimental Results

4.4.1 Main Experimental Results We report the main experimental results of zero-shot stance detection on four benchmark datasets in Table 4. We observe that our FECL outperforms the baseline models on most datasets, which verifies the effectiveness of our proposed approach in zero-shot stance detection task.

Owing to the limitation of unseen destination target information, BiCond and CrossNet overall perform worst since they neither leverage target-specific contextual information nor learn transferable knowledge for the unseen target. Our model obtained excellent performance compared to the adversarial learning-based TOAD that performed poorly on VAST dataset, which indicates that it is difficult for adversarial learning to capture transferable information in the imbalanced distribution of targets. PT-HCL adopts the hierarchical supervised contrastive learning method, which has achieved good results, but the quality of pseudo-labels in its preprocessing may affect its prediction quality. At the same time, through contrastive learning, our FECL model utilizes the existing labels and further effectively mines the feature at the text structure level. It effectively learns the similarities and differences of sentences under different targets from semantic and syntactic aspects, improving performance. Similarly, BERT can employ rich semantic information, but it still performs poorly because it ignores the target-invariant stance expression on unseen targets. This shows that the self-supervised learning method can obtain the transferable features from source targets, and it effectively enhances the target-specific features for the previously unseen targets. Further, our FECL is significantly superior to the methods without contrastive learning in terms of all evaluation metrics. This demonstrates the significance and validity of our proposed contrastive learning approach in zero-shot stance detection.

4.4.2 Task Generalization Ability Experiment We also conduct experiments in few-shot and cross-target scenarios to verify the effectiveness and generalization ability of our FECL.

First, we evaluate the stance detection performance of our model on VAST dataset in the few-shot scenario. The experimental results are shown in Table 6. The FECL outperforms all the comparison models, verifying that our model has good performance and generalization ability in few-shot scenarios.

Second, we experiment with cross-target stance detection on SEM16 dataset, and the experimental results are shown in Table 7. Our FECL performs well on most dataset, demonstrating that our model can generalize to cross-target scenarios. However, the LA→FM effect is slightly lacking, possibly due to only considering the syntactic expression pattern features of the source target in the training phase. These patterns can not cover the unseen target, the problem we will address in the future. BiCond and CrossNet performed the worst overall because they were coupled too much to the source target, and it was not easy to learn the transferable knowledge effectively. Although BERT can utilize rich semantic information, its performance is still poor since it does not consider the distribution of features on unseen targets. The results show that simply modeling the transferable information from the source target to the unseen target is insufficient for stance prediction. In contrast, our FECL captures the target-invariant syntactic expression patterns, effectively improving cross-target stance detection performance.

4.4.3 Ablation Study To investigate the contribution of the different components of our proposed model, we conduct an ablation study on COVID-19 dataset and reported the results in Table 8. We observe that the "w/o topicmask" variant performs poorly when masking some words based on randomness, suggesting that
Table 4: Performance comparison of zero-shot stance detection on four datasets. Bold face indicates the best result of each column and underlined the second-best. The results with * are retrieved from [2], with △ are retrieved from [8], with ◦ are retrieved from [20], with □ are retrieved from [19], with ◼ are retrieved from [22].

4.4.4 Analysis of Contrastive Representation
To further analyze the effectiveness of contrast learning in the proposed FECL, following [31], we use alignment and uniformity metrics to verify the model’s performance. We take the checkpoints of our model every 5 steps during training and visualize the alignment and uniformity metrics in Figure 2. As clearly shown, starting from pre-trained checkpoints, our model greatly improves uniformity and keeps a steady alignment. These results denote that the model learns better alignment and uniformity, which further facilitates the model to achieve better performance.

To demonstrate the effectiveness of the learned contrastive representation, we use T-SNE [29] visualization on zero-shot stance detection and cross-target stance detection, respectively. We show the results in Figure 3(a) that the target-invariant features remained in the training set (i.e., COVID-19 without WA) can effectively cover the testing set (i.e., WA), achieving better results in the zero-shot task. Figure 3(b) shows the contrastive representations of LA and FM in SEM16 dataset. Since the contrastive representation of FM can cover LA better, the cross-target task of FM→LA fetches better results. In contrast, the expression pattern features in LA cannot cover FM well, so the results in the cross-target task of LA→FM are weak. The results imply that the FECL can learn more reliable target-invariant features from the training due to the unsupervised contrast learning, which leads to better generalization to unseen targets and improves the performance of zero-shot stance detection.

Table 5: Experimental results of few-shot scenario. Bold face indicates the best result of each column and underlined the second-best. The results of baselines are retrieved from [19].
Table 6: Experimental results of cross-target scenario. Bold face indicates the best result of each column and underlined the second-best. "FM→LA" means training on FM and testing on LA, etc. We calculated the results of PT-HCL according to the model proposed in [19]. The results of the other baselines are retrieved from [20].

Table 7: Experimental results of ablation study.

Figure 2: We visualize checkpoints every 5 training steps and the arrows indicate the training direction. The arrow indicates the training direction.

5 Conclusion
In this paper, we propose a novel zero-shot stance detection model (FECL), which achieves stance prediction on unseen targets by fusing the target-invariant syntactic expression pattern features with the target-specific semantic features. Experimental results on four benchmark datasets show that our model exhibits state-of-the-art performance on many unseen targets. In addition, we extend the training to few-shot and cross-target scenarios with similarly good results, demonstrating the model’s superior generalization ability.

Acknowledgements
This work is supported by the Key R&D Program of Guangdong Province No.2019B010136003, the National Natural Science Foundation of China No. 62172428, 61732004, 61732022 and the Natural Science Foundation of Shandong Province of China No.ZR2020MF152.

References
[1] Emily Allaway and Kathleen Mckeown. 2020. Zero-shot stance detection: A dataset and model using generalized topic representations. In Proc. of EMNLP.
[2] Emily Allaway, Malavika Srikanth, and Kathleen Mckeeown. 2021. Adversarial learning for zero-shot stance detection on social media. In Proc. of NAACL.
[3] Isabelle Augenstein, Tim Rocktäschel, Andreas Vlachos, and Kalina Bontcheva. 2016. Stance detection with bidirectional conditional encoding. In EMNLP.
[4] David M Blei, Andrew Y Ng, and Michael I Jordan. 2003. Latent dirichlet allocation. Journal of machine Learning research.
[5] Hengyi Cai, Hongshen Chen, Yonghao Song, Zhuoye Ding, Yongjun Bao, Weipeng Yan, and Xiaofang Zhao. 2020. Group-wise contrastive learning for neural dialogue generation. In Proc. of EMNLP Findings.
[6] Manuel Carreiras and Charles Clifton Jr. 2004. The on-line study of sentence comprehension: Eyetracking, ERPs and beyond. Psychology Press.
[7] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. 2020. A simple framework for contrastive learning of visual representations. In Proc. of ICML.
[8] Costanza Conforti, Jakob Berndt, Mohammad Taher Pilehvar, Chryssi Giannitsarou, Flavio Toxvaerd, and Nigel Collier. 2020. Will-they-won’t-they: A very large dataset for stance detection on twitter. arXiv preprint arXiv:2005.00388.
[9] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. Bert: Pre-training of deep bidirectional transformers for language understanding. In Proc. of NAACL.
[10] Tianyu Gao, Xingcheng Yao, and Danqi Chen. 2021. Simcse: Simple contrastive learning of sentence embeddings. In Proc. of EMNLP.

[11] Kyle Glandt, Sarthak Khanal, Yingjie Li, Doina Caragea, and Cornelia Caragea. 2021. Stance detection in covid-19 tweets. In Proc. of ACL.

[12] Raia Hadsell, Sumit Chopra, and Yann LeCun. 2006. Dimensionality reduction by learning an invariant mapping. In Proc. of CVPR.

[13] Momchil Hardalov, Arnav Arora, Preslav Nakov, and Isabelle Augenstein. 2021. A survey on stance detection for mis-and disinformation identification. arXiv preprint arXiv:2103.00242

[14] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross Girshick. 2020. Momentum contrast for unsupervised visual representation learning. In Proc. of CVPR.

[15] Hui Yang and Xihuang Guo. 2018. A study of the cognitive mechanisms of syntactic-semantic priming. Journal of Hubei University (Philosophy and Social Science Edition).

[16] Myungha Jang and James Allan. 2018. Explaining controversy on social media via stance summarization. In Proc. of SIGIR.

[17] Neema Kotonya and Francesca Toni. 2019. Gradual argumentation evaluation for stance aggregation in automated fake news detection. In Proceedings of the 6th Workshop on Argument Mining.

[18] Dilek Kucuk and Fazli Can. 2020. Stance detection: A survey. ACM Computing Surveys (CSUR).

[19] Bin Liang, Zixiao Chen, Lin Gui, Yulan He, Min Yang, and Ruifeng Xu. 2022a. Zero-shot stance detection via contrastive learning. In Proceedings of the ACM Web Conference 2022.

[20] Bin Liang, Yonghao Fu, Lin Gui, Min Yang, Jiachen Du, Yulan He, and Ruifeng Xu. 2021. Target-adaptive graph for cross-target stance detection. In Proc. of WWW.

[21] Bin Liang, Qinglin Zhu, Xiang Li, Min Yang, Lin Gui, Yulan He, and Ruifeng Xu. 2022b. Jointcl: A joint contrastive learning framework for zero-shot stance detection. In Proc. of ACL.

[22] Rui Liu, Zheng Lin, Yutong Tan, and Weiping Wang. 2021. Enhancing zero-shot and few-shot stance detection with commonsense knowledge graph. In Proc. of ACL Findings.

[23] Saif Mohammad, Svetlana Kiritchenko, Parinaz Sobhani, Xiaodan Zhu, and Colin Cherry. 2016. SemEval-2016 task 6: Detecting stance in tweets. In Proc. of SemEval.

[24] Mitra Mohtarami, James Glass, and Preslav Nakov. 2019. Contrastive language adaptation for cross-lingual stance detection. In Proc. of EMNLP.

[25] Lin Pan, Chang-Wei Hang, Avirup Sil, Saloni Pottar, and Mo Yu. 2021. Improved text classification via contrastive adversarial training. arXiv preprint arXiv:2107.10437

[26] Jeffrey Pennington, Richard Socher, and Christopher D Manning. 2014. Glove: Global vectors for word representation. In Proc. of EMNLP.

[27] Joseph Serriranni, Xiaoying Liu, and Douglas Adams. 2020. Agreement prediction of arguments in cyber arguments for detecting stance polarity and intensity. In Proc. of ACL.

[28] J Thorne, A Vlachos, C Christodouloupolous, and A Mittal. 2018. Fever: a large-scale dataset for fact extraction and verification. In Proc. of NAACL.

[29] Laurens Van der Maaten and Geoffrey Hinton. 2008. Visualizing data using t-sne. Journal of machine learning research.

[30] Penghui Wei and Wenji Mao. 2019. Modeling transferable topics for cross-target stance detection. In Proc. of SIGIR.

[31] Chang Xu, Cecile Paris, Surya Nepal, and Ross Sparks. 2018. Cross-target stance classification with self-attention networks. In Proc. of ACL.

[32] Bowen Zhang, Min Yang, Xutao Li, Yunming Ye, Xiaofei Xu, and Kuai Dai. 2020. Enhancing cross-target stance detection with transferable semantic-emotion knowledge. In Proc. of ACL.

[33] Chen Zhang, Qiuchi Li, and Dawei Song. 2019. Aspect-based sentiment classification with aspect-specific graph convolutional networks. In Proc. of EMNLP.