Voltage Optimization in MV Network with Distributed Generation Using Power Consumption Control in Electrolysis Installations
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Abstract: Connecting a large number of distributed sources to the medium and low voltage grid poses many problems. The most important of these are the voltage changes inside the network, what can be observed when the power flow from these sources towards the HV/MV (High Voltage/Medium Voltage) transformer station. In particular, if the power consumption in nodes of the MV network is small and the distance between the place of installation of the source and the substation is large, increases and changes in voltage may be dangerous for the insulation of the network and burdensome for the consumers connected to it. The solution most frequently used to control voltage increases is the appropriate setting of the controller that affects the on-load tap changer of the MV/HV or even MV/LV (Medium Voltage/Low Voltage) transformer. It is also possible to regulate the reactive power of the sources and, of course, to limit their generated active power (curtailment of generation). The development of energy storage technology has made it possible to introduce consumers into the network, whose power can be controlled in a wide range. The article proposes the concept of an innovative voltage control system in the MV network, whose output values are three groups of parameters: HV/MV transformer ratio, reactive power of sources and active power of consumers connected in generation nodes. In the technological sense, it has been assumed that the loads are installations of electrolyzers used to produce “green hydrogen”, according to the P2G (Power to Gas) formula. The tests consisting in the execution of several hundred calculation cycles for the IEEE 37 test network, using the Monte Carlo simulation, have shown that the subordination of the hydrogen production process to the objectives of voltage control in the MV network clearly contributes to stabilizing its value, while meeting the technological requirements. The control variables of the proposed control system are the result of the optimization algorithm described in the article, the function of which is the quality of network voltage.

Keywords: voltage control; voltage quality; renewable energy; power to gas; electrolysis; hydrogen

1. Introduction

The large number of installations of renewable energy sources, connected to the MV and LV grids, are associated with various problems, which are particularly acute in periods of low power demand. If the power generated by distributed sources corresponded to the power consumed at the points of their connection, then the state of the grid would correspond to the normal state of load. However, the specificity of dispersed generation and the technologies used, is that the correlation between the power they produce and the general power demands is negligible. The power flow in the direction of HV/MV stations results in an effect known as “voltage rise”. (or sometimes incorrectly as an “overvoltage”), which is the antonym of the voltage drop. Therefore, the voltage at the connection points of disperse sources, as well as at the connection points of receiving installations in their vicinity, may increase above the limit values. A number of works have been published which consider problems resulting from radical change in the characteristics of distribution...
networks, so far regarded as typical (radial system of operation, unidirectional power flow) [1–5]. The variability of network operating conditions—related to load changes, changes of power generated in distributed sources, changes occurring in the HV network, may result in daily voltage fluctuations in a wide range. Of course, one cannot pass the blame for this voltage discomfort entirely on to dispersed sources, but it is certainly worthwhile to analyse what is their actual role in distorting the voltage profile of MV networks. If, under certain conditions, this role proves to be important, it is necessary to propose technical measures which can compensate for this negative impact. These measures are described in the literature [6,7]. In the research of the authors of the present article, attention has so far been focused on the possibility of using the capacity of dispersed sources to consume (or less frequently generate) reactive power [3]. At the same time, a great progress in energy storage technologies has been observed for several years, with P2G (power to gas) technologies playing the greatest role [8], and alkaline water electrolysers (AEL) are considered to be the cheapest and easiest to access [9,10]. Thus, from the voltage control point of view, another executive element may be the active power loads, for which an increase or decrease in power consumption does not affect the continuity of the technological process of the consumption supplied by them. Such a process is the production of hydrogen in electrolysers, especially if their construction in a modular form is considered. After making such an assumption, it was possible to propose an innovative system of voltage control in the MV network, in which, apart from the traditional tap control, there are dispersed sources consuming or generating reactive power and flexible loads subordinated also to the process of voltage control—Figure 1.

![Figure 1. Illustration of the concept of the optimal voltage control system in a MV network with dispersed generation and electrolysis installations (P_1, P_2, ..., P_l—normal loads, P_g1, P_g2, P_g3, P_g4—active power generation, Q_g1, Q_g2, Q_g3, Q_g4—reactive power generation/consumption by RES, P_1, P_2, P_3, P_4—controllable loads, electrolysers, UHV high voltage, UMV medium voltage, P_tr—HV/MV transformer ratio).](image-url)

The present article consists of six chapters. The first chapter contains an introduction to the subject of research and a justification of the advisability of introducing a new method of voltage control using electrolysers. The second chapter presents a literature review on
the integration of P2G systems with the power system. The third chapter contains the formulation of the optimization task and a description of the algorithm of its solution. The fourth chapter presents the IEEE 37 test network. The results of calculations showing the effectiveness of the proposed regulation system are included in the fifth chapter. Discussion of the results and conclusions are contained in the sixth chapter.

2. Literature Review

The literature reports that the first mention of Power-to-Gas technology appeared in Japan [11,12]. In the following years there has been a rapid increase in interest in this method of storing electricity from renewable sources [9,10,13–27].

Part of the work devoted to this topic concerns the optimal size and deployment of P2G installations. In article [28], the authors present analyses concerning the optimal selection of electrolyzers size by minimizing hydrogen production costs. Maximization of profit from energy purchase and sale with simultaneous minimization of operating costs through the use of P2G technology is considered in article [29]. For the research, a 30 node IEEE 30 test network and actual historical data were used. Optimal size and distribution of electrolyzers is analyzed in paper [30]. The objective function included both the number of units and the place of their connection. An interesting analysis can be found in study [31], where the selection of the electrolyzers was considered as an alternative to network expansion. The actual distribution network was modelled and the possible size of the electrolyzers was examined in order to achieve the same effect as in the case of network modernization (e.g., cable replacement) to eliminate overloads. The results showed that the cable is now a more cost-effective option compared to installing an electrolyzers. According to the article, a cable investment is about 30% of the electrolyzer’s costs. However, the profitability of an electrolyzer installation depends to a large extent on the excess power in the network. The steady decrease of unit costs of electrolyzers should also be kept in mind [32]. Article [22] focuses on reducing the constraints on wind power generation by using storage capacity. Greater capacity means more capacity to be produced from these sources. Energy storage may, thus, be used to increase the capacity installed in wind farms where this is economically justified, i.e., at a lower cost than the generation curtailment.

Some articles only discuss aspects of storing surplus energy from renewable sources and feeding it into the grid under conditions of higher demand [22,33–35]. This is also possible using P2G technology, as evidenced by article [36]. Its approach is both to store surplus electricity from renewable sources and to use it later (feed-in) to flatten the load curve (peaks in demand). The problem was treated as a task of non-linear optimization with limitations. The aim of the analyses was to maximize the profit from the operation of such a system, as well as the possibility of optimal provision of voltage control services in the grid, both in high generation states and in high power demand.

The use of “flexible loads” technology for voltage control in the MV network is presented in article [37]. Particular attention is paid to the coordination of different ways of keeping the voltage within acceptable limits. Paper [38] reviews typical solutions for elimination of negative voltage effects in networks saturated with installations of renewable energy sources. The way of their assessment is presented and what should be followed, when choosing an appropriate method.

The subject of power losses appears in article [35], where it is proposed to create an optimal charging/discharging schedule for minimizing power losses. The authors claim that the proposed method can be used to analyze other problems such as voltage control, flattening of the load curve and improving reliability.

Similar considerations are also being carried out for low-voltage networks, where an increasing number of micro-installations are being connected. An example is work [39], which presents the possibility of implementing P2G systems to absorb surplus electricity from photovoltaic installations. The example of the southern region of Germany, which has a large capacity to generate power from such sources, has been analyzed by forecasting load and generation profiles for the period 2015–2025.
In the context of the above review, the present article is characterized by a comprehensive approach to the regulation process, since as many as three types of decision-making variables are used, and at the same time, the technological process of hydrogen production is considered. The participation of electrolyzers in the process of regulating voltage and maintaining its quality may be treated as a commercial ancillary service for the benefit of the power system.

The authors are aware that the performance of OPF (Optimal Power Flow) calculations in practice requires a network computing model in real mode (in each calculation cycle). This is achieved using a state estimation process that is enabled by the voltage and power measurements. The subject of estimation and the impact of measurement accuracy on the results of power flows has been the subject of research, among others, in the works [40–42]. It seems that the implementation of the proposed voltage control system is possible due to the small size of the computational task, and thus—the short time of obtaining the calculation results, enabling the process of optimal voltage regulation in real time. Due to the fact that the state estimation was not the main subject of this article, the authors decided to discuss this problem further in subsequent publications.

3. Voltage Control in the MV Network with the Participation of Electrolyzers as an Optimization Task

3.1. Formulation of the Objective Function and Its Constrains

The purpose of voltage control presented in this article is not only to maintain the voltages in network nodes within the scope required by the regulations [43,44], i.e., between $0.9 \cdot U_{n_{MV}}$ and $1.1 \cdot U_{n_{MV}}$, but also to equalize the voltage profile of the entire network. Supplying the receivers with a voltage of a different value than the nominal one affects the deterioration of their efficiency, durability and reliability. Therefore, one of the most important objectives of the control carried out in the distribution network is to keep the voltage as close as possible to the nominal value in all its nodes. It is not possible to precisely achieve this goal in every node of the network, due to changing loads and generation of active power and changes of voltage values on the HV side. The optimization process allows for its “best” practical implementation.

Therefore, the traditional standard of MV network operation consists in maintaining day and night value (set) of voltage on MV buses in a HV/MV station by changing the transformer taps under load. Such a state (in Polish conditions, two voltage settings are applied—day and night—within the range from 15.5 kV to 16.3 kV) does not, of course, guarantee optimal conditions of network operation or reaching the values of voltages close to the nominal one in all network nodes. The HV/MV power supply station generally consists of two transformers with 10–25 MVA each. Several to a dozen of MV lines are connected to the MV switchgear (usually 15 kV in Poland). Each line supplies at least a dozen or so MV/LV transformer stations—Figure 1. The total number of transformer stations supplied from one HV/MV power supply station is usually several dozen, often more than a hundred. Since, in most cases, the transformers in the station work on separate sections of the MV switchgear, the evaluation of the voltage quality is formulated in relation to the area supplied from one transformer. In such a network area, there appear objects of dispersed generation, whose influence on voltage conditions is significant. Sometimes these objects are planned to be connected in nodes of one MV line. Such an example is analyzed in the present article.

The parameter that characterizes the quality of the voltage supply to costumers in static conditions is the voltage deviation. As has already been stated, the most desirable value, from the point of view of operation and lifetime of the costumers, is the voltage close to the nominal one. Maintaining the voltage value within the acceptable range ($\pm 10\% \cdot U_n$) does not guarantee optimal operating conditions for the costumers. Due to the changing load of the network and voltage drops occurring, day or night setting on MV buses in HV/MV station ($U_{MV} = \text{const}$) also does not guarantee the operation of costumers in optimal voltage conditions. Therefore, various voltage quality indicators
are introduced, allowing for global assessment of network voltage conditions and their optimization \[2,4,6,45–47\].

The analyses carried out assume that the expected voltage value for all nodes of the MV network is 15.75 kV \(1.05 \cdot U_{nMV}\) and a quality indicator of the regulation process has been proposed, 

\[
F(x, y, z) = \sum_{i=1}^{N} \left( \frac{U_i - U_o}{U_n} \right)^2
\]

(1)

where: \(U_o\) — expected voltage value in all network nodes equal to \(1.05 \cdot U_{nMV}\).

It was assumed that each state of the network depends on the value of the elements of three vectors—\(x, y, z\). Their physical sense is presented below:

- \(x = [\vartheta, Q_{G1}, \ldots, Q_{Gp}, P_{GE1}, \ldots, P_{GEp}]\) — a vector of decision (control) variables, which is formed by: The HV/MV transformer ratio \(\vartheta\) — discrete variable, reactive power \(p\) of sources connected to the MV grid and active power \(p\) of electrolyzers,

- \(y = [U_{HV}, P_{L1}, \ldots, P_{Lm}, Q_{L1}, \ldots, Q_{Lm}, P_{G1}, \ldots, P_{Gp}]\) — a vector of independent variables formed by: HV network setpoint voltage, active and reactive power received in \(m\) nodes and power generated in \(p\) sources, not subject to change during optimization process,

- \(z = [U_1, \ldots, U_j, \delta_1, \ldots, \delta_j]\) — the dependent variable vector (also known as the state variable vector) formed by the nodal voltages and their arguments (total number of network nodes \(j = p + m\)).

Considering the objective function described above, together with the vectors \(x, y, z\), the optimization task under consideration can be formulated as follows:

- the vector of decision variables \(x\) providing the minimum function described by the relation (1) is sought:

\[
F(x, y, z) \rightarrow \text{min}
\]

(2)

- the vector of inequality limits \(h\), ensuring that the value of the vector elements of dependent variables and the vector of decision variables is maintained within the limits set by technical requirements:

\[
h(x, y, z) \geq 0.
\]

(3)

Inequality constraints were defined as follows:

- minimum and maximum values for transformer ratio \(\vartheta\). The transformer adopted for the calculation has 19 operating positions of the on-load tap changer, within \(\pm 9\) (including the tap in the neutral position).

- minimum and maximum reactive power values of each renewable source \(Q_{GK}\). It is assumed that each RES source has the ability to generate/absorb maximum reactive power equal to \(0, 4, P_{nG}\).

- minimum and maximum voltage values for all network nodes \(U_i\). The voltage was maintained in the range from \(0.9 \ U_{nMV}\) to \(1.1 \ U_{nMV}\), which translates into voltage values from 13.5 kV to 16.5 kV,

- the permissible current-carrying capacity values for sections of power lines \(I_{l_{\text{max}}}\). The value assumed in the calculations was \(I_{l_{\text{max}}} = 290\ \text{A}\).

- the permissible load of the transformer \(S_{nT}\). The calculations assume the transformer power \(S_{nT} = 10\ \text{MVA}\).

The determination of the state vector \(z\), for the known values of vectors \(x\) and \(y\), is one of the basic computational problems included in the computer analysis of power systems. This problem, known as load flow analysis (LF), is described in textbooks, such as \[48,49\].
Many algorithms and computer programs have been developed to solve this problem. Generally speaking, the components of the unknown vector $z$ (state variables) are determined from a system of nonlinear equations of the form:

$$0 = f_{L_F}(x, y, z)$$ (4)

Each equation is formulated for a node of the analyzed network, so that the power balance for this node is equal to zero.

The nature of the issue under consideration is such that the determination of the elements of the state vector takes place through an iterative process. The decision variable vector consists of a discrete variable (transformer tap changer setting) and continuous variables (reactive power of sources, active power of electrolyzers). The use of the classical optimization method to solve the problem under consideration would be difficult to implement, so one of the heuristic methods was chosen, which is described in point 3.2.

### 3.2. Description of the Optimisation Algorithm

The task under consideration is known as OPF (Optimal Power Flow). In view of the difficulties with quick solution of OPF type tasks using methods similar to the classical ones [50–53], which have been found in the research and confirmed in many publications, attention was focused on the possibility of using an alternative method of solving problems of non-linear optimization, which is based on heuristics. Heuristic methods allow to solve various types of tasks that cannot be solved by classical methods or the application of these methods is too time-consuming and complicated in the software sense. Compared to classical methods, heuristic methods are characterized by the fact that they do not require knowledge of the derivative form of the objective function, they are resistant to discontinuities of this function and to “getting stuck” of the calculation process in the local minimum. In case of a divergent iterative process, the heuristics work in such a way that the flow data can be reloaded at any time during the calculation process. The best solution recently found is not lost, as this vector is remembered at every stage of the calculation. The classic method would then have to be interrupted and the calculation restarted. Moreover, heuristic methods can start from an unacceptable point (a penalty for exceeding the limits is then added).

Heuristic methods are currently used more and more often (not only in the power industry), as modern gradient-less methods to solve non-linear optimization tasks with limitations. They are constantly being developed, as evidenced by new publications [54–58]. Sources of inspiration in the development of new methods may be different. Solving optimization tasks, belonging to different fields of science and technology, does not require fundamental changes in algorithms. In particular, every objective function can be optimized without the need to check its continuity or differentiation. Due to the random nature of heuristic methods, there is a high probability of finding a global optimum.

The optimization method used in the research is called the Algorithm of the Innovative Gunner (AIG) [59]. It differs from other methods of generating new values of decision variables. Generally speaking, in most heuristic methods, the iterative process of determining new values of the vector components $x$ is similar, because most often in the next iterative step an action [53,60–63], is performed, which can be described as an additive modification,

$$x_l^{(i+1)} = x_l^{(i)} + \Delta x_l^{(i)}$$  (5)

and the correction of the $l$-th component of the vector, in the $i$-th iterative step, is determined as a function value,

$$\Delta x_l^{(i)} = f_l(\xi)$$  (6)

whereby the $f_l$ function and the $\xi$ vector are characteristic of the heuristic method used.
In the case of the AIG algorithm, relation (5) is replaced by an expression:

\[ x_i^{(i+1)} = x_i^{(i)} \cdot g_{11}(\xi_1) \cdot g_{12}(\xi_2). \]  

(7)

Therefore, the difference is that in the next steps the components of vector \( x \) change by multiplying (no by adding). The \( g_{11}(\xi_1), g_{12}(\xi_2) \) functions, providing that \( \xi_1 = \alpha, \xi_2 = \beta \), are assumed accordingly:

\[
\begin{align*}
g(\alpha) &= \csc(\alpha) = (\cos(\alpha))^{-1} & \text{for } \alpha > 0 \\
g(\alpha) &= \cos(\alpha) & \text{for } \alpha < 0 \\
g(\beta) &= \csc(\beta) = (\cos(\beta))^{-1} & \text{for } \beta > 0 \\
g(\beta) &= \cos(\beta) & \text{for } \beta < 0
\end{align*}
\]  

(8)

where \( \alpha \) and \( \beta \) are the “correction angles”, drawn from the \((-\alpha_{\max}, \alpha_{\max})\) and \((-\beta_{\max}, \beta_{\max})\) range using a normal (or uniform) probability distribution.

The block diagram of the AIG algorithm is shown in Figure 2 [59].

![Figure 2. AIG algorithm block diagram (t is the next iteration.)](image)

Given that in the AIG algorithm we are dealing with a population of new solutions, it is characterized by a large exploration of the search space. The subsequent solutions differ (sometimes quite significantly) from the previous ones, which allows to avoid local optimum. Its innovativeness results from a specific and original way of determining subsequent solutions in the iterative process, which distinguishes it from other heuristic methods. The presentation of the AIG algorithm and its properties was made by the authors in [59], and its effectiveness was widely studied in [53].

In order to solve problems in the field of power engineering an appropriate calculation workshop is necessary. The PowerWorld Simulator program, version 20, was used for calculations. This program is mainly used to calculate power flows in the power system. The software includes the SimAuto add-on, which enables connecting to external applica-
In order to solve problems in the field of power engineering an appropriate calculation engine that can be used in various applications. This article uses the Matlab environment, where a script is written that connects to SimAuto and calls the AIG algorithm. The course of the calculation is shown in Figure 3. The application is universal and can be used to solve various optimization issues. After running the main script in Matlab environment, there is a remote connection with the load flow program (PowerWorld Simulator) via SimAuto add-on. The change of parameters of the grid elements or the downloading of calculation results is carried out by means of appropriate commands, suitable for the respective development environment. When the AIG algorithm is started, optimization calculations follow, after which the results are saved in a file.

![Figure 3](https://via.placeholder.com/150)

**Figure 3.** General scheme of the organization of the computational process used in solving the optimization task.

### 4. Description of the Test Network

For the analyses, the IEEE 37 [64], network was used, whose parameters were adjusted to the MV network, typical of Polish conditions. It was assumed that the total length of individual sections of the 15 kV overhead line with branches is 40 km. The line is made with ACSR 70 mm² conductors—Figure 4. There is a transformer with a power of 10 MVA and a ratio $\theta = 115/16.5$ kV/kV ± 10% (taps every 1.11%). There are five sources connected to the lines with power ratings of $P_{nG1} = 0.5$ MW, $P_{nG2} = 0.5$ MW, $P_{nG3} = 2.0$ MW, $P_{nG4} = 1.0$ MW, and $P_{nG5} = 2.0$ MW, respectively. Each source has the capacity to generate reactive power in the range $(-0.4, 0.4)P_{nG}$ and this power is remotely controlled in the system shown in Figure 1.

The network load includes MV/LV transformer stations connected in almost all nodes (the total number of nodes is $m = 37$), with the exception of nodes 0, 10, 16, 25, 29 and 34 (Figure 4). In the mentioned nodes (except node 0), electrolyzer installations are connected (marked in green). For electrolyzer installations, the rated power was not determined so that their power demand would result from control needs. The use of ALE-type electrolyzer properties and modular construction of the installation allow for power changes in the range from zero to the nominal value (unspecified in these tests), in the remote control system shown in Figure 1. The maximum load of individual nodes is shown in Figure 5d.
As mentioned above, the original IEEE 37 [64] network was adjusted to the parameters of the MV network, which is a standard solution in the Polish power system.

A single solution of the voltage control optimisation task would not allow for a reliable analysis of the problem under consideration due to the variability of operating conditions of the test network examined (changes of HV voltage, load power and power generated in distributed sources). Therefore, it was decided to repeat the calculations many times (five hundred calculation cycles) for different operating conditions of the MV network. Being aware of the fact that individual variables may be subject to different probability distributions, it was decided that their values should be randomised using a random number generator with rectangular distribution. In this way, the authors wanted to take into account all possible cases of mutual numerical relations between the quantities influencing the network. This will happen when every value of independent variables is equally probable, with no correlation between their values. Voltage values on the 110 kV (HV) side were drawn from 0.9 \( U_{\text{nHV}} \) to 1.1 \( U_{\text{nHV}} \), which corresponds to a voltage between 99 kV and 121 kV. The load in MV network nodes was drawn in the range from 30\% to 33\% of the maximum power that can be generated from renewable sources. Therefore, periods of operation are associated with the effect of voltage increase and the possibility of reaching the maximum value of the power consumed in the grid is lower than 330 kW. The total load on the grid (without electrolyzers) ranges from 2.32 MW to 3.41 MW. It is clear that the maximum value of the power absorbed at individual MV/LV stations range from 30 kW to 575 kW. A probabilistic analysis of the problem under consideration due to the variability of operating conditions of the MV network is required. In this way, a qualitative assessment of the “ribbon” that forms the lines corresponding to the individual values of voltage, frequency and active power is made. The calculations performed in test network examined (Figure 4) show that the voltage problem will be eliminated. The cooperation of electrolyzers with RES’ installations will allow not only to maintain the values of voltage within the acceptable range, but also to achieve their optimal value from the point of view of the quality indicator, defined by Equation (1), defining the voltage quality indicator. The optimization process was performed by the authors by repeating the calculations many times (five hundred calculation cycles) for different operating conditions of the test network examined and for all, five hundred random network operational states. Due to the generation in RESs, changes in the range from zero to the nominal value (unspecified in these tests), in the reactive power of the sources and active electrolyzers, resulting from optimal voltage regulation, the values of voltages in all network nodes around 1.05 \( U_{\text{nMV}} \) to 1.07 \( U_{\text{nMV}} \) will be achieved. This will allow not only to maintain the values of voltage within the acceptable range, but also to equalise the voltage profile, i.e., concentrating the voltage values in all nodes around 1.05 \( U_{\text{nMV}} \) to achieve their optimal value from the point of view of the quality indicator, defined by Equation (1), defining the voltage quality indicator before optimization was 0.055691, and its average value was 0.056458. The maximum value of the power consumed in the grid is lower than 330 kW. The total load on the grid (without electrolyzers) ranges from 2.32 MW to 3.41 MW. It is clear that the maximum value of the power consumed in the grid is lower than 330 kW. The total load on the grid (without electrolyzers) ranges from 2.32 MW to 3.41 MW. It is clear that the maximum value of the power consumed in the grid is lower than 330 kW. The total load on the grid (without electrolyzers) ranges from 2.32 MW to 3.41 MW. It is clear that the maximum value of the power consumed in the grid is lower than 330 kW. The total load on the grid (without electrolyzers) ranges from 2.32 MW to 3.41 MW.

Figure 5a presents the values of \( U_{\text{nG}} \) (UHV values), \( P_{\text{G}} \) (drawn active power of the generators), \( P_{\text{L}} \) (total power received in the receiving nodes resulting from drawing), and \( P_{\text{L}} \) (maximum loads of individual nodes).
equally probable, with no correlation between their values. Voltage values on the 110 kV ($U_{HV}$) side were drawn from $0.9 \cdot U_{nHV}$ to $1.1 \cdot U_{nHV}$, which corresponds to a voltage between 99 kV and 121 kV. The load in MV network nodes was drawn in the range from 30% to 100% of maximum load, shown in Figure 5d. The power generated in RES was drawn in the range from 0 to $P_{nG}$.

Figure 5a presents the values of $U_{HV}$ voltage for a cycle of five hundred draws, Figure 5b presents the drawn values of the power generated in RES, and Figure 5c presents the total value of the power received in the receiving nodes resulting from the draws. The maximum values of the power absorbed at individual MV/LV stations range from 30 kW to 330 kW. The total load on the grid (without electrolyzers) ranges from 2.32 MW to 3.41 MW. It is clear that the maximum value of the power consumed in the grid is lower than the maximum power that can be generated from renewable sources. Therefore, periods can be expected when power flows towards the HV/MV transformer station. Such a state of operation is associated with the effect of voltage increase and the possibility of reaching a value higher than allowed, in MV nodes. Then electrolyzer installations should fulfill their task. Excess power from renewable sources should be absorbed by them and in this way the voltage problem will be eliminated. The cooperation of electrolyzers with RES will allow not only to maintain the values of voltage within the acceptable range, but also to achieve their optimal value from the point of view of the quality indicator, defined by Formula (1). As indicated by simulation analyses made in order to optimize (concentrate) the values of voltages in all network nodes near the value of $0.95 \cdot U_{nMV}$, the variation of reactive power of the sources and active electrolyzers, resulting from optimal voltage regulation, is a much more complex process than the qualitative description presented above.

5. Results of Voltage Optimization in MV Networks

Optimization calculations were performed using a single-criteria target function, described by Equation (1), defining the voltage quality indicator. The optimization process is aimed not only at keeping the voltage values in MV network nodes within acceptable limits, but also at equalising the voltage profile, i.e., concentrating the voltage values in all nodes around $1.05 \cdot U_{nMV}$. The calculations were performed for five hundred network operating states by random change of voltage on the HV side of the transformer, drawing the value of active power generated in each of the five RESs and load in all MV/LV transformer stations. The calculations considered the state with traditional control carried out by OLTC (voltage on MV buses maintained at the level of $1.05 \cdot U_{nMV}$), taking into account simultaneous control of RES reactive power and active power of electrolyzer installations (full optimization) and without the participation of these installations (OLTC only and reactive power—partial optimization).

Figure 6a–c show the values of voltages corresponding to the above-mentioned control methods (before and after optimization—full, and partial optimization, respectively), for all, five hundred random network operation states. Due to the generation in RESs, which in some cases exceeds the total load of the grid, the values of the voltages in the state before optimization (Figure 6a), in some states exceed the permissible range. Even a qualitative assessment of the “ribbon” that forms the lines corresponding to the individual calculation cycles clearly indicates a reduction in its area and a change in its shape, the greatest for full optimization, a little less for partial optimization. The maximum value of the voltage quality indicator before optimization was 0.055691, and its average value was 0.009135, while after optimization (in a system with electrolyzers—Figure 6b), in each state of the network, the control system “tries” to keep the voltage close to the expected value, i.e., $1.05 \cdot U_{nMV}$. The voltage quality indicator in each case improves several times in relation to the state before optimization—Figure 7a. The maximum value of the voltage quality indicator after full optimization was 0.001708 and its average value was 0.000417. Thus, after optimization, the average value of the voltage quality indicator decreased more than twenty-one times (for the vertical axis calibrated as in Figure 7a, the values of the voltage quality indicator are very small and not very visible—brown colour). For comparison,
similar calculations were made for partial optimization status (OLTC only and reactive power of RES). The maximum value of the voltage quality indicator was 0.004984 and its average value was 0.00065. Thus, after the optimisation, the average value of the voltage quality indicator decreased fourteen times. Figure 7c compares the effects of full and partial optimisation. It can be clearly seen that the lack of installation of electrolyzers affects the deterioration of the voltage profile of MV network, thus, it should be considered that the active power of the installation ALE contributes significantly to the quality of the voltage control process. The average value of power losses in the analysed network also decreased—from 42.1 kW to 29.25 kW (in an optimised system with electrolyzers). This is important because the value of power losses was not part of the minimised objective function. Although globally the power losses decreased, states could be observed where they were slightly higher than before optimization—Figure 7b. For comparison, analogous calculations were also made for conditions without electrolyzers. The average power losses increased to 76 kW. In some cases, they were larger than the pre-optimization condition—Figure 7d. Thus, power control of loads has a significant impact on the reduction of power losses in the grid.

Figure 6. Cont.
Figure 6. Voltage values at all MV network nodes, control according to $1.05 \cdot U_{nMV}$, 500 calculation cases, (a) before optimization, (b) after optimization (including electrolyzer installations), (c) after optimization (excluding electrolyzer installations).

Figure 7. Comparison of values of: (a) voltage indicator (without optimisation and full optimization), (b) power loss (without optimization and full optimization), (c) voltage indicator (full optimization and partial optimization), (d) power losses (full optimization and partial optimization) for 500 calculation cases.

Figure 8 shows the changes of the HV/MV transformer taps (Figure 8a—full optimization, Figure 8c—partial optimization) and the reactive power of the generators (Figure 8b—full optimization, Figure 8d—partial optimization). For a significant number of cases the optimal position of the on-load tap-changer is equal to $-9$. The generators with the highest power (G3 and G5) either generate reactive power more often (G3) or, as in the case of (G5), consume reactive power more often, which can be justified by their position in the network (G5 lies far from the HV/MV station). Both of these observations indicate an aspiration to maintain the voltage in the network at $1.05 \cdot U_{n}$, despite significant power consumption (active and reactive). In the state without the installation of electrolyzers (partial optimization), maximum reactive power is more often consumed, which proves the need to reduce the voltage values. This case is also a proof that the power generated in RE sources (exceeding the power consumed) flows in the direction of HV/MV stations, which causes an increase in the voltage value in the network nodes. In a system with full optimization the changes in reactive power are smaller, which (as noted above) reduces power losses.
Figure 8. Variability of (a) HV/MV transformer taps—including full optimization, (b) reactive power of generators—including full optimization, (c) HV/MV transformer taps—including partial optimization, (d) reactive power of generators—including partial optimization.

Figure 9a–e show a comparison of active power consumed by electrolyzer installations and generated in sources. As expected, they are smaller than the generation in the sources. It is also characteristic that the closer the source is connected to the HV/MV station, the lower the power consumed by electrolyzers. It is caused by the fact that the closer to the station, the smaller the voltage impact of the sources in the grid. Therefore, the power consumed by electrolyzer installations is also relatively lower, provided that this power consumption is fully subordinated to control objectives. In this way, it is possible to control voltage problems in the radial network, in which the sources connected in the depths have the greatest influence on the effect of voltage increase. In the classic approach, the active power of the sources should be limited, which would result in financial losses as a result of lost benefits from unsold electricity.

Figure 10 shows the total power generated in dispersed sources and the total power consumed by electrolyzer installations. As can be seen, the relationship between these capacities is difficult to explain intuitively and qualitatively. They result from the optimization process, which even for a relatively small size of the task generates values which can only be verified by checking the value of the target function, i.e., indicator (1).

This chapter presents the results of calculations performed mainly with the AIG algorithm. Additionally, for comparison and verification, Figure 11 shows the course of the optimization process, also according to another heuristic algorithms—cuckoo search (CS—[65]) and moth-flame optimization (MFO—[63]). Tables 1–3 show the optimization results for one random state, also for the AIG, CS and MFO algorithms.

The graphs show that practically fifty iterations are sufficient to find the optimal solution (also for the use of CS and MFO algorithms), so the optimization process runs effectively. The test network used for the calculation, which includes both variable voltage values on the HV side, load with changing values and random generation in renewable sources, justifies the advisability of using heuristic optimization methods. In the future, connecting an increasing number of RES with variable generation to the medium and low voltage grid, will require the use of more and more advanced optimization algorithms authorising the use of the term smart grid for these networks.
Figure 9. Comparison of power consumed by electrolyzers and power generated (a) in installation and source No 1, (b) in installation and source No 2, (c) in installation and source No 3, (d) in installation and source No 4, (e) in installation and source No 5 (full optimization).

Figure 10. Cont.
Figure 10. Power generated in RESs and power consumed by electrolyzers—500 calculation cases (a) total values, (b) dependence of total power consumed by electrolyzers on power generated (full optimization).

Figure 11. Voltage quality indicator changes (objective function) in subsequent iterations, for one of the calculation cases, for AIG, CS and MFO heuristic algorithms used.

Tables 1–3 show the calculation results for three optimization algorithms (AIG, CS and MFO), for one calculation cycle, randomly selected from among five hundred tested cases. The voltage value drawn on the HV side was 1.0358 p.u. It should be noted that although the obtained objective function values for all three algorithms are very similar (Table 3), the values of individual decision variables differ. This is due to the heuristic optimization property, in which probabilistic plays an important role and the final evaluation of the algorithm used results from multiple repetition of calculation cycles.

The computational tests described above were performed with the assumption that the values of the real independent variables are accurately mapped in the computational process. This is of course not the case, as transmission errors may affect the values of these variables used in the calculations. Although the issues of the state estimation and accuracy of measurement data were beyond the main scope of the presented article, an initial test of the algorithm’s resistance to measurement errors of independent variables was performed. For this purpose, from among five hundred calculation cases, case number 168 was selected at random.
Table 1. The optimal voltage values in the test network nodes for three heuristic algorithms (AIG, CS and MFO) for one of the calculation cases.

| Bus No. | Load $P_L$, kW | Voltage before Optimization, $U$, p.u. | Voltage after Optimization, $U$, p.u. |
|---------|----------------|----------------------------------------|----------------------------------------|
|         |                | AIG                                    | CS                                      | MFO                                      |
| 0       | 0.0            | 1.0503                                  | 1.0623                                  | 1.0601                                   |
| 1       | 37.9           | 1.0479                                  | 1.0547                                  | 1.0518                                   | 1.0526                                   |
| 2       | 20.2           | 1.0468                                  | 1.0500                                  | 1.0497                                   | 1.0489                                   |
| 3       | 289.9          | 1.0460                                  | 1.0498                                  | 1.0483                                   | 1.0478                                   |
| 4       | 114.4          | 1.0458                                  | 1.0499                                  | 1.0484                                   | 1.0479                                   |
| 5       | 52.5           | 1.0459                                  | 1.0498                                  | 1.0482                                   | 1.0478                                   |
| 6       | 17.0           | 1.0455                                  | 1.0498                                  | 1.0482                                   | 1.0478                                   |
| 7       | 165.1          | 1.0436                                  | 1.0482                                  | 1.0466                                   | 1.0462                                   |
| 8       | 202.0          | 1.0435                                  | 1.0481                                  | 1.0466                                   | 1.0461                                   |
| 9       | 28.3           | 1.0434                                  | 1.0478                                  | 1.0465                                   | 1.0461                                   |
| 10      | 0.0            | 1.0421                                  | 1.0470                                  | 1.0457                                   | 1.0453                                   |
| 11      | 174.8          | 1.0416                                  | 1.0465                                  | 1.0452                                   | 1.0448                                   |
| 12      | 26.9           | 1.0416                                  | 1.0468                                  | 1.0452                                   | 1.0448                                   |
| 13      | 29.0           | 1.0410                                  | 1.0463                                  | 1.0447                                   | 1.0442                                   |
| 14      | 29.1           | 1.0409                                  | 1.0462                                  | 1.0446                                   | 1.0441                                   |
| 15      | 178.4          | 1.0409                                  | 1.0462                                  | 1.0446                                   | 1.0441                                   |
| 16      | 0.0            | 1.0334                                  | 1.0527                                  | 1.0500                                   | 1.0508                                   |
| 17      | 37.2           | 1.0529                                  | 1.0522                                  | 1.0495                                   | 1.0503                                   |
| 18      | 196.7          | 1.0524                                  | 1.0517                                  | 1.0490                                   | 1.0498                                   |
| 19      | 56.3           | 1.0524                                  | 1.0516                                  | 1.0490                                   | 1.0498                                   |
| 20      | 121.3          | 1.0523                                  | 1.0516                                  | 1.0489                                   | 1.0497                                   |
| 21      | 65.7           | 1.0565                                  | 1.0531                                  | 1.0500                                   | 1.0514                                   |
| 22      | 44.1           | 1.0576                                  | 1.0533                                  | 1.0501                                   | 1.0517                                   |
| 23      | 72.2           | 1.0574                                  | 1.0532                                  | 1.0499                                   | 1.0515                                   |
| 24      | 95.6           | 1.0574                                  | 1.0531                                  | 1.0499                                   | 1.0515                                   |
| 25      | 0.0            | 1.0597                                  | 1.0540                                  | 1.0505                                   | 1.0524                                   |
| 26      | 37.0           | 1.0596                                  | 1.0539                                  | 1.0504                                   | 1.0523                                   |
| 27      | 70.3           | 1.0599                                  | 1.0532                                  | 1.0497                                   | 1.0515                                   |
| 28      | 78.1           | 1.0604                                  | 1.0519                                  | 1.0484                                   | 1.0502                                   |
| 29      | 0.0            | 1.0604                                  | 1.0513                                  | 1.0479                                   | 1.0496                                   |
| 30      | 257.2          | 1.0588                                  | 1.0497                                  | 1.0463                                   | 1.0480                                   |
| 31      | 158.2          | 1.0602                                  | 1.0511                                  | 1.0478                                   | 1.0495                                   |
| 32      | 14.7           | 1.0613                                  | 1.0515                                  | 1.0478                                   | 1.0497                                   |
| 33      | 234.1          | 1.0619                                  | 1.0512                                  | 1.0475                                   | 1.0494                                   |
| 34      | 0.0            | 1.0629                                  | 1.0514                                  | 1.0475                                   | 1.0495                                   |
| 35      | 61.3           | 1.0628                                  | 1.0514                                  | 1.0475                                   | 1.0495                                   |
| 36      | 118.7          | 1.0626                                  | 1.0512                                  | 1.0473                                   | 1.0493                                   |

Table 2. The optimal values of reactive power of sources and power consumed by electrolysis installation, for three heuristic algorithms, for one of the calculation cases (the same as in Table 1).

| Gen No. | Power Generation, $P_G$, MW | Reactive Power after Optimization, Mvar | Power Consumed by Electrolyzers MW |
|---------|----------------------------|----------------------------------------|-----------------------------------|
|         |                            | AIG                                    | CS                                | MFO                                |
| G1      | 0.041                      | 0.200                                  | 0.200                             | 0.200                              | 0.003                          | 0.000                          | 0.000                          |
| G2      | 0.465                      | 0.200                                  | 0.200                             | 0.200                              | 0.000                          | 0.000                          | 0.008                          |
| G3      | 1.551                      | 0.068                                  | 0.194                             | 0.041                              | 0.314                          | 0.105                          | 0.239                          |
| G4      | 0.872                      | −0.012                                 | −0.128                            | −0.012                             | 0.206                          | 0.295                          | 0.000                          |
The computational tests described above were performed with the assumption that renewable sources. For each independent variable from case 168 taken as the mean value of the normal distribution with standard deviation equal to $\sigma = 1\%$, its measurement representation was drawn. Therefore, the independent variables taken for the optimization calculations came in the range from 0.97 to 1.03 in relation to the reference value, which can be considered a pessimistic estimation of the transmission accuracy. Figure 12 shows the values of the voltage quality index (determined by the relation (1)) for three calculation variants:

- without optimization, for a reference case (straight line, blue color);
- after optimization, for the reference case, assuming an exact mapping of independent variables in the calculations (straight line, green color);
- after optimization, for fifty subcases of inaccurate transmission of the values of the independent variables, with respect to the reference case.

| Heuristic Algorithm | Tap Changer Position | Value of the Objective Function |
|---------------------|----------------------|---------------------------------|
| AIG                 | 2                    | 0.000378                        |
| CS                  | 2                    | 0.000375                        |
| MFO                 | 2                    | 0.000380                        |

Treating it as a reference case, fifty additional draws of all independent variables were made (voltage values in the HV node, power received in nodes and active powers of renewable sources). For each independent variable from case 168 taken as the mean value $\mu$ of the normal distribution with standard deviation equal to $\sigma = 1\%$, its measurement representation was drawn. Therefore, the independent variables taken for the optimization calculations came in the range from 0.97 to 1.03 in relation to the reference value, which can be considered a pessimistic estimation of the transmission accuracy. Figure 12 shows the values of the voltage quality index (determined by the relation (1)) for three calculation variants:

- without optimization, for a reference case (straight line, blue color);
- after optimization, for the reference case, assuming an exact mapping of independent variables in the calculations (straight line, green color);
- after optimization, for fifty subcases of inaccurate transmission of the values of the independent variables, with respect to the reference case.
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Figure 12. Illustration of the influence of mapping errors of independent variables on the result of the optimization process; case number 168 taken as reference.

On the basis of the obtained results, it can be concluded that although the mapping errors of the independent variables noticeably deteriorate the value of the voltage quality index, its improvement is still very clear compared to the case without optimization.

6. Discussion and Conclusions

This article draws attention to the negative voltage impact of a large number of distributed sources connected to the medium voltage grid. Their location at different points on MV lines and the possibility of maximum generation during off-peak hours may lead to voltage variations over a wide range. Sometimes the voltages reach values beyond the acceptable range, which is unfavourable for costumers. Elimination of negative voltage phenomena coming from RES’ is possible thanks to dedicated and autonomous management and control systems. An example of such a solution has been shown in the article—mastering too large voltage changes is possible not only by means of classic HV/MV transformer ratio control, but also by means of power consumption control of...
flexible loads and simultaneous use of the RES possibilities in the scope of reactive power generation or consumption. It has been shown that the application of the installation of electrolyzers in the MV network has a positive impact not only on the optimum voltage values, from the point of view of the applied quality indicator, but also on the reduction of power losses. This is understandable, because the excess power generated in renewable sources is consumed locally, as a result of connecting electrolyzers.

Thus, the opinion about the beneficial impact of the consumption subordinate to remote control (and such may include modular electrolyzers) has been confirmed for the network model under consideration, corresponding to the actual networks.

The new concept of control will not only allow to maintain the voltage value in MV network nodes to the extent required by the regulations, but will also ensure the minimum (i.e., optimal) value of a dedicated indicator of its quality. This has been proven in the calculations performed and described. A significant improvement of the voltage quality index (defined by relation (1)) was found, as well as a visible alignment of the voltage profile, which justifies the advisability of seeking new solutions in the field of voltage control in MV networks, taking into account distributed generation.

The originality of the proposed solution lies in the use of as many as three types of control variables (OLTC tap changer, reactive powers of distributed sources and active powers of selected loads). The effects of the control clearly show the synergy of their joint action in accordance with the original heuristic algorithm for minimization of the objective function. Despite the relatively small number of control variables, the effect of their operation giving a very large improvement in voltage quality would not be possible to obtain intuitively. The authors consider this effect to be the greatest achievement of the article, although they argue that the practical implementation of the proposed system still requires solving a number of engineering problems.

The process of optimal voltage control can take place on condition that the actual network is correctly mapped in the optimization process. The creation of a calculation model involves the estimation of the state of MV networks, which is possible due to the current and voltage measurements performed. The radial structure of the network, a small number of nodes, reduces the calculation complexity of this problem, compared to multi-node closed HV networks. It seems that the implementation of the proposed voltage control system is possible in practice, due to the small size of the calculation task and, consequently, the short time of obtaining results, enabling the process of optimal control in real time.
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