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Abstract
Among the current approaches for the analysis of bioequivalence, the average bioequivalence (ABE) is limited only to the mean bioavailability, whereas the population bioequivalence (PBE) criterion aggregates both mean and variance in a general comparison formula. However, a rational bioequivalence criterion capable of judging specific drug considerations is always still preferred. As an alternative approach, we introduce an aggregate criterion, namely, the trapezoid bioequivalence (TBE), which includes the consideration of both mean and variance of the bioavailability and adapted weighting of a drug’s therapeutic properties. We first applied our method to specific simulated scenarios to compare the strengths and weaknesses of current bioequivalence approaches and demonstrate the improvements brought by TBE. As well, the impact of sample size and variability on ABE, PBE, and TBE are assessed using a population pharmacokinetic model of methylphenidate. Our results indicate that TBE inherits the advantages of both ABE and PBE while greatly reducing their inadequacies. Through simulations with population pharmacokinetic models of specific scenarios, we confirm that (1) TBE does not encounter the overly permissiveness issue of PBE, (2) TBE respects the hierarchy to ABE (TBE => ABE), and (3) TBE assesses bioequivalence with a restriction on $\sigma_T^2 - \sigma_R^2$ without an increase to type 2 errors. The clinically inspired simulations demonstrate TBE’s superiority in a realistic context and its potential usefulness in practice. Moreover, the parameter choice in TBE may be adapted according to the specific context of a drug’s pharmacological and pharmacodynamic properties.

Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
Average bioequivalence (ABE) and population bioequivalence (PBE) are the current statistical analyses of bioequivalence. ABE does not consider the variability of bioavailability. PBE is an aggregate criterion that considers variability but poses hierarchy problems with ABE.
INTRODUCTION

When the patent of an innovative drug expires, a generic can be approved with an abbreviated new drug application, which states that the generic is bioequivalent to the brand name formulation in terms of efficacy and safety. Indeed, only the absorption process might differ, and it must be assessed through the bioavailability. The bioavailability is measured by the rate and extent of drug absorption, represented by the maximum concentration ($C_{max}$) and the area under the curve (AUC) of the plasma concentrations, respectively. Statistical analyses have been proposed to determine the therapeutical equivalence between the test and reference formulations.

Among the aggregate approaches, the US Food and Drug Administration (FDA) proposes the following three levels of bioequivalence: average bioequivalence (ABE), population bioequivalence (PBE), and individual bioequivalence (IBE). Because IBE is less used, we focus our work on ABE and PBE.

ABE applies to the averages of the bioavailability metrics on the logarithmic scale for the test and reference formulations ($\mu_T$ and $\mu_R$, respectively). ABE states that the test may be a substitute for the reference formulation if the difference between $\mu_R$ and $\mu_T$ is within 20%. Because ABE is a simple comparison of averages, the declared bioequivalent event can be challenged by largely different variances of two formulations. Consequently, ABE has been questioned for its limited applicability. To correct the situation, an additional consideration was proposed by Sheiner and Hauck and Anderson, for example. These authors pointed out that the variability in bioavailability evidently translates to a low precision in predicting the efficacy, which led to the introduction of the PBE criterion.

PBE considers the drug variability by accounting for the distribution of bioavailability metrics. Compared with ABE, it aggregates the mean and variance ($\sigma^2_T$ and $\sigma^2_R$) into a one-step comparison by simultaneously considering $\sigma^2_T - \sigma^2_R$ and $\mu_T - \mu_R$. PBE finds its use when addressing the issue of drug prescribability, which is defined as the substitutability of a test drug to a reference drug for the treatment of naïve patients.

Nonetheless, PBE does not automatically imply ABE, which leads to overly permissive and contradictory results. The non-observation of hierarchy is a fundamental issue when combining two elements into one criterion. In fact, if $\sigma^2_T$ is smaller than $\sigma^2_R$, a larger difference between $\mu_R$ and $\mu_T$ is accepted with PBE, thus offsetting the benefit of adding the variance in the evaluation. Hence, a better criterion is needed for a fair trade-off between average and variance to respect the natural hierarchical property. Indeed, several adaptations were proposed in the literature, with some questioning the idea that PBE gives equal importance to $\mu$ and $\sigma^2$ in the assessment of bioequivalence. As a solution, Hauck et al. and Midha proposed to add a weight to $\sigma^2$ that can be modified to alter the acceptable threshold of bioequivalence.

The objective of our work is to propose a new bioequivalence criterion, named trapezoid bioequivalence (TBE), which simultaneously takes into account the average ($\mu$) and variance ($\sigma^2$) of bioavailability by addressing the flaws of ABE and PBE without adding new limitations. Moreover, the goalpost of the new criterion for establishing bioequivalence should not become more permissive as the within-subject variability of the test drug is reduced, contrarily to PBE whose performance deteriorates in these cases. Finally, we add a trade-off between mean and variance that can be adjusted according to specific drug properties.
As a concrete drug example, we show how we can directly apply our proposed approach to methylphenidate (MPH), the main drug for attention deficit hyperactivity disorder. Because the interindividual variability (IIV) is very large for MPH, the dose individualization is especially difficult. By adopting TBE, we show how we can effectively establish bioequivalence between various formulations while reducing uncertainty related to substitutability. For an objective evaluation of bioequivalence, we have also used enriched clinical trial data for specific scenarios by incorporating population pharmacokinetic (pop-PK) modeling and simulation in our investigation. \[^{21,22}\]

**METHODS**

The detailed ABE and PBE approaches are described in Supplementary Material S1.

**Trapezoid bioequivalence**

TBE is our proposed strategy to address the role of average and variance in bioequivalence evaluation, and most important the trade-off between both. Contrary to ABE or PBE, which use a single metric, TBE includes a trapezoid zone of acceptance outlined by two distinct sets of inequalities. This zone is expressed as:

\[
\text{zone}_\text{TBE} = \begin{cases} 
(x, y) & -\sigma^2_R \leq x < \alpha_1 \text{ and } 0 \leq y < \theta^{\text{TBE}}; \\
& \text{or} \\
\alpha_1 \leq x < \alpha_2 \text{ and } 0 \leq y < -\lambda_1 x + \lambda_2 \end{cases} \tag{1}
\]

The explanation for each variable of TBE is given next, whereas the specific values chosen for these variables are detailed in the Scenario-Based Simulations method section.

For the purpose of bioequivalence, we specifically define \( x = \sigma^2_T - \sigma^2_R \) and \( y = (\mu_T - \mu_R)^2 \). \( \theta^{\text{TBE}} \) is the maximal squared difference of \( \mu \) allowed for bioequivalence; \( \alpha_1 \) is the therapeutically acceptable difference of \( \sigma^2 \) where TBE can be judged solely based on the difference in \( \mu \), and \( \alpha_2 \) is the therapeutically unacceptable difference of \( \sigma^2 \) beyond which TBE will directly fail. \( \alpha_1 \) and \( \alpha_2 \) are used to control the trade-off between \( \mu \) and \( \sigma^2 \). Given these parameters, \( \lambda_1 \) and \( \lambda_2 \) are weights which regulate the trade-off between mean and variance and are computed as follows:

\[
\lambda_1 = \frac{\theta^{\text{TBE}}}{\alpha_2 - \alpha_1} \quad \text{and} \quad \lambda_2 = \lambda_1 \alpha_2 \tag{3}
\]

Specific values for \( \theta^{\text{TBE}}, \alpha_1, \alpha_2 \) are to be defined by regulatory agencies according to the drug's pharmacological properties and its tolerance for IIV. In this work, we assigned values that would respect general clinical significance and would allow an agreement with ABE and PBE. Each of these values is explained in the Scenario-Based Simulations section in the Methods.

To facilitate the hypothesis test, Equation (1) can be transformed as:

\[
\begin{align*}
&\bullet (\mu_T - \mu_R)^2 - \theta^{\text{TBE}} < 0, \text{ when } -\sigma^2_R < \sigma^2_T - \sigma^2_R < \alpha_1 \\
&\bullet (\mu_T - \mu_R)^2 + \lambda_1 (\sigma^2_T - \sigma^2_R) - \lambda_2 < 0, \text{ when } \alpha_1 \leq \sigma^2_T - \sigma^2_R < \alpha_2 
\end{align*}
\]

TBE can be dynamically accessed in https://mphps.shinyapps.io/SoufsafTrapezoidBE/.

TBE conclusions are drawn based on the upper 90% confidence interval (CI) of the previous inequalities. The bootstrap procedure was used to compute the CI, and 2000 replications were used for the bootstrap. As in PBE, TBE is declared if this value falls below 0. Otherwise, TBE will not be concluded. The TBE acceptance zone (zone\(_{\text{TBE}}\)) is illustrated in Figure 1a, and a flowchart of TBE computation and decision is presented in Figure 1b.

Similar to PBE and in accordance with Equation (1), zone\(_{\text{TBE}}\) is defined by limits in terms of \((\mu_T - \mu_R)^2\) and \(\sigma^2_T - \sigma^2_R\). When \(\sigma^2_T - \sigma^2_R > 0\), zone\(_{\text{TBE}}\) corrects the drawback of ABE and adds a consideration of variability to bioequivalence. As well, when \(\sigma^2_T - \sigma^2_R < 0\), zone\(_{\text{TBE}}\) corrects the drawback of PBE and imposes a limit to \((\mu_T - \mu_R)^2\).

As defined in Equation (1), TBE possesses multiple favorable properties. First, its limits are defined with a clinical significance for each parameter (\(\theta^{\text{TBE}}\) and \(\alpha_1, \alpha_2\)). Indeed, \(\theta^{\text{TBE}}\) may be set in accordance with current ABE criteria, and \(\alpha_1, \alpha_2\) may be set in accordance with clinically acceptable limits of variability. Second, it can be shown that TBE is reduced to ABE assuming \(\sigma^2_R = \sigma^2_T\) and fixing \(\theta^{\text{TBE}} = \ln^2(1.25)\). Third, TBE respects the hierarchy with ABE. Indeed, TBE introduces \(\theta^{\text{TBE}}\) to prevent widening the acceptable limits of \((\mu_T - \mu_R)^2\) when \(\sigma^2_T\) is reduced with respect to \(\sigma^2_R\). Finally, TBE allows a flexible trade-off between mean and variance with the weights \(\lambda_1\) and \(\lambda_2\). Indeed, TBE permits a control on the weight and importance given to \((\mu_T - \mu_R)^2\) and \(\sigma^2_T - \sigma^2_R\). These favorable properties are examined in this work.

ABE, PBE and TBE were applied in three ways. First, we computed statistical methods of bioequivalence to broad scenario-based simulations applicable to all drugs. Second, we used MPH as a specific drug to exemplify our work. Third, we computed the type 1 and 2 errors.
**Scenario-based simulations**

The scenarios chosen for simulation are combinations of the following situations: a relatively small variability for the test formulation ($\sigma^2_T - \sigma^2_R < 0$), a large mean difference between the test and reference formulations $((\mu_T - \mu_R)^2 > \theta_{TBE}^2)$, a therapeutically acceptable difference of variability ($\alpha_1 \leq \sigma^2_T - \sigma^2_R < \alpha_2$), and nonsubstitutable test and reference formulations ($\sigma^2_T - \sigma^2_R > \alpha_2$). The first and second situations identify failures of PBE, whereas the third and fourth situations identify failures of ABE.

For each patient, the bioavailability metric values (AUC or $C_{max}$) of test (or reference) formulations are drawn from normal distributions with means $\mu_T$ (or $\mu_R$) and variances $\sigma^2_T$ (or $\sigma^2_R$). The fixed values of $\mu_R$, $\mu_T$, $\sigma^2_R$, and $\sigma^2_T$ are reported in Table 1.

For each scenario, 40 subjects are used. Thus, 80 AUC measurements (two per subject) are simulated for a crossover and nonreplicated clinical trial. ABE, PBE, and TBE results are then computed for each scenario as described in the previous section. For the sake of respecting the desirable properties of bioequivalence criterion, we fixed TBE parameters in accordance with ABE's and PBE's FDA goalposts.

$\theta_{TBE}$, by fixing $\theta_{TBE} = \ln^2 (1.25)$, we respect ABE's acceptable $\pm 20\%$ mean difference on the log scale (or $80\%$–$125\%$ on the original scale).

$\alpha_1$: we fix $\pm 30\%$ as the tolerable difference of $\sigma^2$ on the log scale as suggested. Clinically, this is a range of variance between $70\%$–$143\%$ on the original scale.

Using Equations (2) and (3), we have $\lambda_1 = 0.1480$ and $\lambda_2 = 0.1026$.

We repeated each sampling scenario 100 times.

**MPH model-based simulations**

In addition to the scenario-based simulations, we applied the described bioequivalence methods to the specific context of MPH. Indeed, as a drug with a higher IIV, it...
### TABLE 1  Results for the scenario-based simulations

| Scenario | $\left( \mu_T - \mu_R \right)^2$ | $\sigma^2_T - \sigma^2_R$ | $\sigma^2_R$ | ABE | Probability of passing bioequivalence (%) | PBE | Mean upper 90% CI (CV %) | Probability of passing bioequivalence (%) | TBE | Mean upper 90% CI (CV %) | Probability of passing bioequivalence (%) |
|----------|----------------------------------|--------------------------|-------------|-----|---------------------------------------|-----|--------------------------|---------------------------------------|-----|--------------------------|---------------------------------------|
| 1        | 0.0111                           | 0.3                      | 0.0225      |     | 0.9529–1.2977                         | 1   | 0.4070 (12.86)           | 0                                      |     | −0.0271 (−18.67)        | 100                                     |
| 2        | 0.0900                           | 0.3                      | 0.0225      |     | 1.1572–1.5751                         | 0   | 0.5069 (9.86)            | 0                                      |     | 0.1317 (29.40)          | 0                                      |
| 3        | 0.0225                           | 0.8                      | 0.0225      |     | 0.9174–1.4834                         | 0   | 1.1530 (11.68)           | 0                                      |     | 0.0953 (11.34)          | 0                                      |
| 4        | 0.0900                           | −0.01                    | 0.0225      |     | 1.2894–1.4217                         | 0   | 0.1918 (12.17)           | 0                                      |     | 0.1347 (22.30)          | 0                                      |
| 5        | 0.0111                           | −0.01                    | 0.0225      | 100 | 1.0574–1.1651                         |     | 0.0142 (74.343)          | 100                                    |     | −0.0278 (−17.69)        | 100                                    |
| 6        | 0.0111                           | 0.3                      | 0.1225      |     | 0.9188–1.3461                         | 0   | 0.3605 (15.42)           | 0                                      |     | −0.0270 (−18.803)       | 100                                    |
| 7        | 0.0900                           | 0.3                      | 0.1225      |     | 1.1146–1.6374                         | 0   | 0.4330 (15.28)           | 0                                      |     | 0.1527 (33.158)         | 0                                      |
| 8        | 0.0225                           | 0.8                      | 0.1225      |     | 0.8885–1.5235                         | 0   | 1.1009 (14.67)           | 0                                      |     | 0.0948 (15.63)          | 0                                      |
| 9        | 0.0900                           | −0.1                     | 0.1225      |     | 1.2287–1.5012                         | 0   | −0.0476 (−80.4)          | 85                                     |     | 0.1388 (26.29)          | 0                                      |
| 10       | 0.0111                           | −0.1                     | 0.1225      | 86  | 1.0059–1.2293                         |     | −0.1827 (−12.45)         | 100                                    |     | −0.0271 (−18.67)        | 100                                    |

Note: Values in bold signify that the approach passes bioequivalence. 90% CI indicates mean 90% CI across all replications.

Abbreviations: $\mu_T$ and $\mu_R$, averages of the bioavailability metrics on the logarithmic scale for the test and reference formulations, respectively; $\sigma^2_T$ and $\sigma^2_R$, variances of the bioavailability metrics on the logarithmic scale for the test and reference formulations, respectively; ABE, average bioequivalence; CI, confidence interval; CV, coefficient of variation across all replications; PBE, population bioequivalence; TBE, trapezoid bioequivalence.
exemplifies the added value of using TBE instead of ABE or PBE.

The bioequivalence methods were applied to two types of data. First, it was applied to the analysis of a randomized clinical trial (Supplementary Material S2). Second, as the available clinical trial data were limited, we used model-based simulations to explore additional considerations pertinent to bioequivalence: IIV and sample size.

Interindividual variability

To explore the impact of IIV on the bioequivalence methods, we used the published MPH pop-PK model to simulate datasets that incorporate interindividual and intradividual variability. Each simulated pair of test and reference formulations is chosen with a random variance of IIV ($\omega^2$) listed in Table 2 while the fixed effects and residual variability remained unchanged. Consequently, the $\sigma^2_R$ and $\sigma^2_T$ evaluated by PBE and TBE still depend on interindividual and intradividual variability. However, as total IIV is the only difference between the reference and test databases, only the impact of IIV on ABE, PBE, and TBE is evaluated. The magnitude of IIV on each parameter was chosen according to a reasonable scale observed in pop-PK models. In staying true to the original pop-PK model, we did not explore any IIV on lag and fixed it for all simulations.

Sample size

Subsequently, we explored the impact of sample size on ABE, PBE, and TBE. The same methods as noted previously were applied with 40 and 100 subjects in each simulation. These numbers were chosen to investigate a realistic range observed in clinical trials.

TBE parameters used in the MPH model-based simulations were chosen exactly as in the Scenario-Based Simulations section in the Methods.

| Number of patients in clinical study | Sum of IIV* for the reference formulation | Sum of IIV* for the test formulation | Results of bioequivalence |
|------------------------------------|------------------------------------------|-------------------------------------|--------------------------|
| 40                                 | IIV_T = IIV_R                            |                                     | ABE          PBE        TBE |
| 0.1                                | 0.1                                      |                                     | YES          YES       YES |
| 1                                  | 1                                        |                                     | YES          YES       YES |
| 1.5                                | 1.5                                      |                                     | YES          YES       YES |
| IIV_T > IIV_R                      | IIV_T < IIV_R                            |                                     | YES          NO        YES |
| 0.1                                | 1                                        |                                     | NO           NO        YES |
| 0.1                                | 1.5                                      |                                     | NO           NO        YES |
| IIV_T < IIV_R                      |                                        |                                     | YES          YES       YES |
| 1                                  | 0.1                                      |                                     | NO           YES       YES |
| 1.5                                | 0.1                                      |                                     | YES          YES       YES |

100

| Number of patients in clinical study | Sum of IIV* for the reference formulation | Sum of IIV* for the test formulation | Results of bioequivalence |
|-------------------------------------|------------------------------------------|-------------------------------------|--------------------------|
| 0.1                                | 0.1                                      |                                     | YES          YES       YES |
| 1                                  | 1                                        |                                     | YES          YES       YES |
| 1.5                                | 1.5                                      |                                     | YES          YES       YES |
| IIV_T > IIV_R                      | IIV_T < IIV_R                            |                                     | YES          NO        YES |
| 0.1                                | 1                                        |                                     | YES          NO        YES |
| 0.1                                | 1.5                                      |                                     | YES          NO        YES |
| IIV_T < IIV_R                      |                                        |                                     | YES          YES       YES |
| 1                                  | 0.1                                      |                                     | YES          YES       YES |
| 1.5                                | 0.1                                      |                                     | YES          YES       YES |

Note: Bold signifies that the approach passes bioequivalence. Italics and underline signify a result that changes according to the number of patients in the clinical study.

Abbreviations: ABE, average bioequivalence; IIV_T and IIV_R, interindividual variability for the test and reference formulations, respectively; MPH, methylphenidate; PBE, population bioequivalence; TBE, trapezoid bioequivalence.

*IIV expressed as the sum of variance ($\omega^2$) on $k_{a1}$ (first absorption constant); $k_{a2}$ (first absorption constant); $F_1$ (immediate release fraction of MPH), where $\omega^2$ is the variance of the normally distributed IIV $\eta-N(0, \omega^2)$ and $\omega^2_{\text{IIV}} \in \{0.05, 0.15, 0.35, 0.5\}$; $\omega^2_{\text{lag}} \in \{0.05, 0.15, 0.35, 0.5\}$; $\omega^2_{F_1} \in \{0.001, 0.3, 0.5, 0.7\}$; $\omega^2_{\text{lag}} = 0.$
**Type 1 and type 2 errors**

The type 1 and type 2 errors of ABE, PBE, and TBE were evaluated through simulations of 1000 trials with a crossover and nonreplicated design. To evaluate the impact of sample size, the type 1 and type 2 errors were computed separately with sample sizes of 10, 20, 40, 60, 80, and 100.

First, we computed the type 1 error for simulated trials that follow the null hypothesis of bioequivalence. Specifically, we chose to simulate pharmacokinetic measures from distributions where \((\mu_T - \mu_R)^2 = 0.0498\). In keeping with the scenario-based simulations and the range observed in bioequivalence studies in Nakai et al.,\(^9\) the value of \(\sigma_R^2\) was fixed to 0.0225. The type 1 error was computed as the proportion of the simulated trials that reject the bioequivalence.

Second, we computed the type 2 error for simulated trials that follow the alternative hypothesis of bioequivalence where \((\mu_T - \mu_R)^2 = 0, \sigma_T^2 = \sigma_R^2 = 0.0225\). The type 2 error was computed as the proportion of the simulated trials that accept the bioequivalence. In addition, we computed power curves by simulating trials with varying levels of \((\mu_T - \mu_R)^2 \in \{0, 0.01, 0.04, 0.0498, 0.09\}\) with \(\sigma_T^2 = \sigma_R^2 = 0.0225\).

**RESULTS**

**Scenario-based simulations**

For the three bioequivalence methods, five specific scenarios are chosen and tested as reported in Table 1. Each scenario is applied to a small variability (\(\sigma_T^2 = 0.0225\)) and a large variability (\(\sigma_R^2 = 0.1225\)). Thus, we have 10 scenarios. To have more reliable conclusions, all scenarios were repeated 100 times. The results are also illustrated in Figure 2.

In Table 1, the results of ABE, PBE, and TBE are presented pertaining to the CI and the percentage of all replications that conclude bioequivalence. Specifically, we report the average 90% CI across all replications for ABE analysis, and the average upper limit of the linearized 90% CI across all replications for PBE and TBE analyses. As well, to account for the results of each replication, we report the probability of passing bioequivalence as the percentage of all replications that conclude bioequivalence.

The results are summarized as follows, and the details are displayed in Figure 2:

- As expected, the scenarios where the clinically acceptable limits of \((\mu_T - \mu_R)^2\) and \(\sigma_T^2 - \sigma_R^2\) are exceeded never conclude bioequivalence (Scenarios 2 and 7).
- The scenarios where solely the acceptable limits of \(\sigma_T^2 - \sigma_R^2\) are exceeded show cases where ABE has been criticized (Scenarios 3 and 8). Indeed, ABE only considers the mean \(\mu\) and does not take into account the variability \(\sigma^2\). By implementing \(a_1\) in Equation (1), TBE corrects these situations. However, although these scenarios are found in zone\(_{\text{ABE}}\), the probability of concluding bioequivalence with ABE is null. This contradiction stems from its 90% CI’s sensitivity to sample size (Equation S2). When the sample size is large enough, 90% CI tightens and ABE can conclude bioequivalence. A larger sample size and the results are discussed further in the next section.
- A scenario where the limits of ABE, PBE, and TBE are all respected concludes to bioequivalence for all methods (Scenario 10) with \(\sigma_R^2 = 0.1225\). With \(\sigma_R^2 = 0.0225\), we can identify the first drawback of PBE. Indeed, due to its reference-scaled Equation (S4), PBE’s permissiveness depends on \(\sigma_R^2\). Thus, the criterion PBE is expected to be stricter when \(\sigma_R^2\) is decreased. In fact, PBE’s probability of concluding bioequivalence drops from 100% to 6% (Scenario 10 vs. 5). TBE corrects this drawback as its probability of concluding bioequivalence remains at 100% for either scenario.
- For scenarios where the clinically acceptable limits of \((\mu_T - \mu_R)^2\) and \(\sigma_T^2 - \sigma_R^2\) are respected (Scenarios 1 and 6), we highlight cases where TBE accepts bioequivalence while ABE and PBE do not. Indeed, these scenarios do not fall inside zone\(_{\text{PBE}}\), and the null probability of passing bioequivalence with PBE is expected. In addition, similar to Scenarios 3 and 8, ABE does not pass bioequivalence due to a small sample size. Nonetheless, TBE still successfully concludes bioequivalence.
- For scenarios where solely the acceptable limits of \((\mu_T - \mu_R)^2\) are exceeded, we show the second drawback of PBE. In fact, these are cases where PBE has been criticized and deemed too permissive compared with ABE.\(^9-11\) It is clearly shown that, with \(\sigma_R^2 = 0.1225\) and \((\mu_T - \mu_R)^2 > \theta_{\text{ABE}}\) (Scenario 9), PBE is the only approach that concludes bioequivalence. Conversely, if \(\sigma_R^2\) is reduced to \(\sigma_R^2 = 0.0225\) (Scenario 4), PBE no longer concludes bioequivalence. TBE corrects this contradiction through \(\theta_{\text{TBE}}\) and its probability of concluding bioequivalence is the same as ABE’s regardless of \(\sigma_R^2\).

**MPH model-based simulations**

To complement the results obtained from the clinical trial data (Supplementary Material S2), we used the model-based simulations to examine various levels of
IIV, which were not observed in the MPH clinical trial data. The IIV was modified for three pharmacokinetic parameters: the first and second absorption (ka₁ and ka₂, respectively) and the release of the external MPH fraction (F₁).

Because the typical values for all parameters did not change, the mean pharmacokinetic profile was the same for all MPH model-based simulations. Thus, this section demonstrates differences between ABE, PBE, and TBE solely when the IIV is involved. Two sample sizes were tested to represent realistic numbers of patients enrolled in the MPH clinical trial and general bioequivalence studies.¹¹

The total IIV for ka₁, ka₂, and F₁ and the bioequivalence results for ABE, PBE, and TBE are presented in Table 2. As expected, ABE, PBE, and TBE always conclude to bioequivalence when the IIV is unchanged between the test and reference formulations (IIVₜ = IIVᵣ) regardless of sample size.

When IIVₜ > IIVᵣ, PBE does not conclude bioequivalence in either of the two examples given in Table 2 (IIVₜ = 1; IIVᵣ = 1.5). In fact, this situation precisely represents the restrictiveness of PBE and its lack of drug-specific flexibility. On the other hand, ABE passes bioequivalence only if IIVₜ = 1, which can be explained with ABE’s sensitivity to sample size (this property is mentioned in the Scenario-Based Simulations section in the Results). In fact, when the sample size is increased to 100 and IIVₜ =
1, ABE passes bioequivalence. By contrast, TBE concludes to bioequivalence for both examples and both sample sizes because the IIV values respect the chosen TBE parameter used for MPH: $\theta^{TBE} = \ln^2(1.25), \alpha_1 = \ln1.4286, \alpha_2 = \ln2, \lambda_1 = 0.1480, \text{ and } \lambda_2 = 0.1026$. Nonetheless, these parameter values may be changed by regulatory agencies to restrict the tolerated IIV.

Finally, when $IIV_T < IIV_R$, ABE draws once again different conclusions depending on $IIV_T$ and sample size. If $IIV_T = 1$, ABE concludes to bioequivalence. Contrarily, if $IIV_T = 1.5$, ABE does not conclude to bioequivalence for a small sample size. However, when the sample size is increased to 100, ABE can conclude to bioequivalence. PBE and TBE always conclude to bioequivalence regardless of sample size.

**Type 1 and type 2 errors**

Table 3 provides the type 1 and type 2 errors for all tested sample sizes. When the sample size is 10, the type 1 error exceeds 5% for ABE and TBE. It is 5.4%, 2.3%, and 15.6% for ABE, PBE, and TBE, respectively. We also note that the type 1 error with TBE is greater when the sample size is small (10 and 20 patients). For all other sample sizes, the type 1 error is below the acceptable 5% threshold and shows a satisfactory level of rejection of the null hypothesis. The type 1 error was also computed for cases where $\sigma_T^2 - \sigma_R^2 \in \{0.3, 0.7\}$ and was evaluated at 0% for all tested sample sizes (results not shown).

The type 2 error presented in Table 3 shows that the power of TBE is greater than that of ABE and PBE for all sample sizes. Specifically, we note that the type 2 error of TBE is very low for all sample sizes analyzed. Notably, the type 2 error with TBE is 1.2% for a sample size of 10, whereas it is 15.2% with ABE and 55.1% with PBE. When the sample sizes are greater than 10, the type 2 error is null for ABE and TBE, whereas those for PBE are higher.

Figure 3 provides the power curves of ABE, PBE, and TBE, explicitly the probability of concluding bioequivalence for different values of $(\mu_T - \mu_R)^2$ and samples. Among all simulations and sample sizes, TBE’s power was higher or similar to ABE’s and PBE’s power. Specifically, the minimal sample sizes that allow a power larger than 80% are 20, 40, and 10, respectively, for ABE, PBE, and TBE. We note that the power for larger sample sizes...
Several bioequivalence methods have been proposed to solve the issues of ABE and PBE. As an alternative bioequivalence method, we propose the aggregate bioequivalence criterion TBE that encompasses ABE and PBE. TBE can balance the similarity in both formulations’ average (μ) and variance (σ²) of bioavailability at the same time. Moreover, this balance can be adapted to specific pharmacological characteristics through weights applied in TBE. For example, the weight of the difference of variance may be chosen larger for drugs with large IV to ensure the best substitutability for a patient.

Table 4 summarizes TBE’s appealing properties as observed from the scenario-based simulations and the MPH case studies. For the former, each scenario was chosen to demonstrate TBE’s properties in various clinical settings and to compare them to ABE and PBE. We analyzed small and large σ²_R, large mean difference between the test and reference formulation, substitutable and nonsubstitutable formulations according to a therapeutically defined tolerance of variability. These scenarios allowed us to identify inadequacies of ABE and PBE and to confirm TBE’s strengths. Namely, we first showed that an increase in σ²_R did not change TBE’s acceptable limits of bioequivalence. Indeed, TBE’s probability of passing bioequivalence was identical whether σ²_R = 0.0225 or σ²_R = 0.1225. This was not the case for PBE, where comparable levels of (μ_T − μ_R)^2 and (σ²_T − σ²_R) resulted in opposite conclusions of bioequivalence depending on σ²_R. In addition, we showed that TBE is not overly permissive compared with ABE when σ²_T − σ²_R < 0, contrary to PBE. On the other hand, when σ²_T − σ²_R > 0, we define TBE to differ from ABE by imposing a clinically defined threshold on σ²_T − σ²_R and proportionally reducing the threshold on (μ_T − μ_R)^2. This property was only observed when the sample size was high enough for ABE to lead to bioequivalence (results not shown with scenario-based simulations).

We explored additional conditions of variability and sample size through a pop-PK model of extended release MPH. By varying the IIV on absorption parameters and testing a larger sample size, we simulated IVV_T = IVV_R, IVV_T > IVV_R, and IVV_T < IVV_R when the sample size is 40 or 100 subjects. All results concurred with the scenario-based method. We observed again PBE’s increased permissiveness as we reduce IVV_T. Furthermore, as the sample size increased, we observed an agreement between the results from ABE and TBE. These results complemented the scenario-based simulations and confirmed that TBE’s permissiveness was only apparent and dependent on the study sample size.

An interesting feature of TBE was demonstrated in the type 2 error computations. Indeed, higher or similar power may be achieved with TBE across all sample sizes compared with ABE and PBE. Thus, although ABE supposes that there is no difference in variability between both drugs, TBE imposes an explicit restriction to σ²_T − σ²_R without additional cost to the type 2 errors. We note that the use of 90% CI reduces the fixed maximum threshold of (μ_T − μ_R)^2. Namely, we find that only simulations where the sample (μ_T − μ_R)^2 < 0.0365, (μ_T − μ_R)^2 < 0.0055 or (μ_T − μ_R)^2 < 0.025 were declared bioequivalent with ABE, PBE, and TBE, respectively. Because the (μ_T − μ_R)^2 limit of TBE is further removed from its theoretical value than in the case of ABE, future work should improve TBE’s computation of 90% CI and replace the current use of the bootstrap.

In addition, the type 1 error is dependent on sample size for TBE, which is contrary to statistical definitions of the type 1 error. We hypothesize that it is due to the nonparametric bootstrap in TBE’s CI, which transfers its dependence on sample size to the type 1 error. The authors chose a nonparametric bootstrap to compute the TBE’s CI as it does not rely on any assumptions and it is the most accessible.

We acknowledge that the application of TBE is limited to cases where the variability has a significant impact on treatment. The example we chose in our work is MPH, whose dose individualization is challenging because of...
its large IIV. As well, it is known that MPH's therapeutic effect closely follows its pharmacokinetics. Thus, it is our hypothesis that controlling for variability between test and reference formulations will reduce the titration period by increasing drug substitutability.

In conclusion, the clinically inspired simulations showed TBE's superiority in a reasonable context and its potential usefulness in practice. Indeed, TBE is mathematically accessible, and its statistical analysis is not more complex than PBE. As well, a standard 2 × 2 crossover design is sufficient to estimate TBE. Furthermore, TBE's parameters ($\theta_{TBE}$ and $\alpha_1, \alpha_2$) permit a highly flexible approach. Although these parameters were specifically fixed to values justified for MPH in this work, they can be modified to reflect any drug's pharmacological and pharmacodynamic characteristics. For example, stricter limits can be established by regulatory agencies for narrow therapeutic drugs that require close titration (insulin, blood thinners, anticonvulsants, etc.). Further work on TBE should involve work on the calculation of the CI, and estimation of optimal sample size must be applied to complete work on TBE.
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