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ABSTRACT
Recently, deep learning has been coupled with noticeable advances in natural language processing (NLP) related research. In this work, we propose a general framework to detect verbal offense in social networks comments. We introduce a partitional CNN-LSTM architecture in order to automatically recognize verbal offense patterns in social network comments. Specifically, we use a partitional CNN along with a LSTM model to map the social network comments into two predefined classes. In particular, rather than considering a whole document/comments as input as performed using typical CNN, we partition the comments into parts in order to capture and weight the locally relevant information in each partition. The resulting local information is then sequentially exploited across partitions using LSTM for verbal offense detection. The combination of the partitional CNN and LSTM yields the integration of the local within comments information and the long distance correlation across comments. The proposed approach was assessed using real dataset, and the obtained results proved that our solution outperforms existing relevant solutions.
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1. INTRODUCTION
The growth of the world population as well as the technological advances have led a new era of communication and socialization through virtual platforms such as youtube, instagram, twitter, and linkedin. Nowadays, billions of people all around the world joined social networks which require a basic knowledge of the computer fundamentals. Besides, the outspread use of the smart devices along with the excessive use of social networks has granted them the ability to form various virtual societies where people can continuously exchange ideas, interests and concerns. This resulted in a new lifestyle where they regularly follow, share and get updates on events that are held in their actual society. In fact, people are using social networks for various purposes regardless of their ethnicity, nationality, education and background. In particular, social networks enable the users to interact with their peers. Such involvement of the worldwide population in digital society has yielded various challenges and side effects. For instance, security, spam detection and privacy protection has emerged as critical challenges facing social network professionals and companies. Governments, such as in Saudi Arabia, have established the communications and information technology commission to overcome these challenges and to cope with the radical changes that rapidly happen in the digital world [1]. they have also regulated anti-cyber crime law to be implemented through government department such as ministry of interior [2] and public prosecution [3] to avoid any unethical misuse of the social networks and to prevent any violations that may occur within the cyberspace. This proves that some of the challenges faced by the digital
Insult detection in social network comments is intended to reject comments conveying insulting messages in an automatic manner. It was introduced as an alternative to support and/or substitute the manual effort of the virtual community administrators. Typically, supervised machine learning techniques have been adopted by the recent verbal offense detection approaches. In the following sub-sections, we outline the state of the-art text classification approaches based on supervised learning techniques as well as the relevant deep learning techniques, respectively.
2.1. Verbal offense detection using supervised learning techniques

Recently, many researchers have contributed to introduce various solutions to address the problem of automatic verbal offense detection for social network comments. The authors in in [12] presented a solution that adopts a static socio-linguistic based dictionary to detect the comments including words from the dictionary. One should note that the reported results showed low coverage and high false positive rates. Mahmud et al. [5], outlined a discrimination approach between regular and insult statements based on sentences parsing and semantic rules usage. The solution introduced in [6] to reject insulting comments is based on the bag-of-words features along with a dictionary that includes the abusing language. Elman [14], a linguistic analysis based insult detection solution for Thai textual conversations was proposed. Hochreiter and Schmidhuber [15] proposed an online detection system that detects harassment. The main goal was to determine whether a comment represents an harassment or not. Note that they formulated the harassment detection as a sentiment analysis problem. Dadvar [16], the outlined system aims to categorize the user comments as bullying or not using a Multi-Criteria Evaluation System (MCES) which revolves around the concept of weighting words based on a score or a numerical value. Justo et al. [17], a solution that relies on the linguistic regularities captured in profane language using statistical topic modeling. A stochastic gradient descent classifier was used in [2] to detect insults in user-generated Arabic newspaper commentary. The solution was able to detect modern standard Arabic and colloquial Egyptian Arabic. Razavi et al. [6], a system that relies on multi-level classification to detect flame in an automatic manner. This research applied machine learning techniques for automatic offensive language detection. the authors used supervised learning methods, namely the Naive Bayes and the support vector machine (SVM) to assign comments to the “sexual” or “racist” category. As one can notice the state-of-the-art insult detection approaches above typically use supervised learning algorithms to automatically map the social media comments to the predefined classes. Since such verbal offense detection solutions are relatively rare, we additionally cover relevant text classification approaches.

2.2. Typical text classification

Typical text classification systems rely on text representation and feature selection for a better discrimination between the predefined text categories. Besides, the feature selection/reduction can also be conducted to reduce the feature space dimensionality. In particular, the Latent Dirichlet Allocation [18] has been exploited to determine the corpus topics, and define the feature space accordingly. However, this approach is constrained by the large size of the resulting vocabulary compared to the standard Bag Of Words (BOW) representation. In fact, despite the promising performance achieved in text mining applications using word embedding, the tradition bag of words (BoW) model is still adopted in various applications and proved to perform relatively well. The BoW model encodes only the keywords occurrence frequency in a given set of documents. In particular, TF-IDF representation proved to be successful in capturing the patterns among the text semantic categories. Note that no information on the structure of words in a given document is enclosed in such representation [19]. In other words, sparse representations remains challenging from the computational and learning point of views. A simple alternative to limit the effect of the data sparsity consists in discarding the keywords with sparsity higher than 99% which reduces simultaneously the data dimensionality. Other researchers used graph representation for text data and coupled it with appropriate distance/similarity measures [20] in order to use graph mining algorithms. Specifically, the latter algorithms were intended to mine frequent sub-graphs in the document collection to construct the feature space [19]. However, such representation usually exhibits high computational and space costs. On the other hand, hierarchical classification has been also adopted for text classification [18], [21]. A review on the use of supervised learning for opinion mining during the last decade was done [7]. Rousseau et al. [22] introduced an emotion detection system that is intended to recognize nastiness and sarcasm in online conversation. Besides, the authors investigated the use of different feature sets along with two supervised learning algorithms to improve the overall classification performance. Reyes and Rosso [23] introduced the keystones of an irony detection approach which takes into consideration the customer feedback in the learning of the classification model. In [9]-[11], the authors outlined the state-of-the-art solutions proposed to recognize regular emails and detect junk ones [8]. Despite such considerable efforts to overcome real applications challenges, it can be admitted that there is no universal solution for all classification challenges. In other words, it makes no sense to claim that a classification technique overtakes the others in all applications [4]. Therefore, deep learning based classification emerged as a promising alternative to address the text classification problems.

2.3. Text classification based on CNN and LSTM

Given their ability to learn the statistical properties of the images, CNN have been widely used in image categorization applications [24]. Specifically, CNNs’ convolution operator captures the lowly variant dependency between neighboring pixels in the image regions. Such statistical image characteristics can be
also found in textual comments since neighboring words in a given comment exhibit some dependency. Therefore, the keywords included in a comment should be encoded in order to be equivalent to the image pixels and fed to the CNN [25]. Typical text representation techniques are used to index the collection of keywords that are used in the textual comments. Then, the resulting matrix is transformed into a lower dimensional representation after going through the embedding layer [26]. Such keyword representation can be obtained by deploying a distribution over the keyword which results in a fixed length dense vector. This ‘randomized’ approach is tuned through the CNN training phase. One should note that, dense keywords vectors of fixed length obtained using keyword embedding methods like GloVe [20] and word2vec [27] can also be adopted. Typically, keyword embedding requires a training phase using large collections. For instance, the training of the word2vec model relies on a collection of 100 billion words which yielded a 3 million keyword vocabulary. Various semantic composition approaches have been introduced to better represent the documents/comments in text classification applications. In particular, deep learning paradigms, such as RNN, CNN and LSTM, have been adopted to design robust neural networks. A typical CNN network which comprises one convolution layer including filters of various width [28]. In addition, a max pooling and fully connected layers are associated for sentiment classification. Other researchers associated the autoencoder with RNN to learn a meaningful representation in the context of statistical machine translation [29]. Socher et al. [30] used matrices to handle the nodes of the tree structure of their RNN. This yielded better representation of the sentiment expressed in the considered sentences. Lately, as outlined in [31], cell blocks of LSTM model were integrated in RNN network to represent the non-leaf nodes of the network tree structure. The resulting model was intended to better capture the semantic meaning of the text sentences. Henaff et al. [32], the authors proposed a BoW based CNN that relies on a convolution layer and feed it the bag-of-word features. In addition, they introduced a Sequential CNN that is intended to encode the keywords sequential information through the concatenation of a single vector of multiple keywords. Liu et al. [33] outlined a document representation approach based on neural networks that can learn the relationships between sentences. Specifically, their approach couples CNN and LSTM with word embedding to represent the sentences. Besides, they adopted the gated recurrent unit (GRU), which is an extension of LSTM, to capture the sentence’s semantics for a more accurate document categorization. Another deep memory network was used in [34] to model the user meta-data. Specifically, a LSTM was used for the document representation, while the deep memory network was deployed to automatically rate new documents. Johnson and Zhang [35], introduced an attention-based LSTM network for a document level based sentiment prediction. Note that resulting solution supports the English and Chinese languages. Tang et al. [36], depicted various variations of the CNN based sentiment classification approach. Particularly, they investigated the CNN-static where they pretrain and fix the word embedding apriori, the CNN-rand where they randomly initialize the word embedding, and the CNN-multichannel where they used several word embedding sets. Dou [37] designed a regional CNN-LSTM architecture that is intended to map the learned text features into a set of predefined ratings categories. Similarly in [38], a CNN and LSTM based deep neural network was constructed and associated with linguistic embedding and word2vec to classify sentences as “feeling” or “factual”. Kim [39], a neural network architecture based on two CNNs where two hidden layers used for the feature representation and fed with both the annotated and unannotated instances. The resulting model was intended to generalize the sentence embedding for an accurate sentiment classification. In order to recognize the sentence sentiment accurately, Wang et al. [40] presented a model that exploits the linguistic resources and takes into consideration information such as the negation words, sentiment lexicon, and intensity words into the LSTM network.

3. PARTITIONAL CNN-LSTM MODEL

The proposed local CNN-LSTM architecture is depicted in Figure 1. Note that to classify textual comments using convolutions, we converted the text instances into images. Therefore, the word2vec that consists in a two-layer neural net was first used to process the comment collection. More specifically, the comments were converted into sequences of keywords vectors of length d using word embedding [39]. The resulting numerical vectors are then fed into the deep neural network. In particular, the proposed local CNN model splits a comment into M partitions \([p_1, p_2, \ldots, p_M]\). Relevant features are then extracted from these partitions. Specifically, the convolutional and max pooling layers process sequentially the input vectors in order to learn the relevant features. Finally, the LSTM is used to incorporate sequentially the obtained local features across the partitions to form the overall comment vector to be automatically categorized as insult or not. The convolutional layer is initially intended to form the local n-gram features for each partition. Let the partition matrix be \(S \in R^{M \times M \times d}\) where \(M\) is the sequence vocabulary size, and \(d\) is the keyword vectors dimensionality. As illustrated in Figure 1, the keyword vectors in the partitions \(p_i = \{w_{i}^{P_1}, w_{i}^{P_2}, \ldots, w_{i}^{P_M}\}\) and \(p_k = \{w_{k}^{P_1}, w_{k}^{P_2}, \ldots, w_{k}^{P_M}\}\) are aggregated to get the partition matrices \(x_{P_i}, x_{P_j}\) and \(x_{P_k}\. Insult detection using a partitional CNN-LSTM model... (Mohamed Maher Ben Ismail)
As one can notice, $C$ convolutional filters are used for each partition to extract the local $n$-gram features. In a sequence of $K$ keywords $x_{n:n+K-1}$, the deployment of a filter $H_{t\in\text{list}}$ results in a feature map $y^t_n$:

$$y^t_n = f(W^{t}o_{x_{n:n+K-1}} + b^{t})$$

(1)

Where the operator $o$ represents a convolution, $b$ and $W \in \mathbb{R}^{K \times l}$ are the bias and the weight matrices respectively. On the other hand, $l$ is the dimension of the keyword vector, $o$ is the filter length and $f$ denotes the ReLU function. The feature maps $y^1, y^2, ..., y^{T-1}$ of the filter $H_t$ are obtained after a filter scans progressively from $x_{1,K-1}$ to $x_{N,K-1}$. Note that the comment partitions exhibit variable text lengths which yields variable dimensions for $y^t$. Next to the input layer of length $N$, the output of the convolutional layer is subsampled in the Max-pooling layer. In particular, pooling is performed through the application of a max function to the output of each filter. This operation is intended to reduce the computational cost of the upper layers and discard the non-maximal values. In addition, it processes the different partitions and captures the local dependency to determine the most salient information. The resulting partition vectors are then provided to a sequential layer. For this sequential layer, the inter-partition long-distance dependency is captured by a sequential integration of the partition vectors into the comments vectors. Note that the LSTM is introduced in this layer in order to address the typical RNN gradient vanishing or exploding problem. Once all partitions are sequentially traversed by the LSTM memory cell, the last sequential layer hidden state can be perceived as the comment representation for insult detection. Finally, a typical Softmax classifier is adopted for the last layer. The minimization of the mean squared error between the ground truth class values and the predicted is used to train the local CNN-LSTM. Let $X = x^1, x^2, ..., x^m$ be a training set of text matrix, and $y = y^1, y^2, ..., y^m$ be the corresponding class values. On the other hand, we define the loss function as (2):

$$L(X,y) = \frac{1}{2m}\sum_{i=1}^{m}\|h(x_i) - y_i\|^2$$

(2)

Besides, the back propagation algorithm in [43,41] based on the stochastic gradient descent (SGD) is used in the training phase in order to optimize the network parameters.

### 4. EXPERIMENTS

We conducted a range of experiments to evaluate the performance of the proposed approach. Particularly, we used KAGGLE dataset [42] which represents a collection of comments from various social media. The 6183 comments which compose this dataset belong to the “insult” and “insult-free” categories. First, these comments were pre-processed in order to discard some encoding parts that may affect the results.
Specifically, the comments were tokenized and converted to lowercase. In addition, all punctuation characters were erased. This results in a vocabulary of 15322 keywords. To implement the proposed approach, a network with 1-D convolutional filters of varying widths were trained. Note that each filter width corresponds to the number of keywords the filter can process which corresponds to the n-gram length. In our experiments, we used the pre-trained word embedding model (FastText) [43]. FastText is an English 16 Billion Token Word Embedding support package. This model was adopted to initialize the weights of the embedding layer. This is intended to to build 300-dimension word vectors for all comments. The hyper-parameters of the proposed architecture were optimized based on the performance of the training and validation phases using the search function introduced in [44]. This tuning strategy aims to investigate all candidate parameter combinations, assess the corresponding models and determine the optimal settings. For the considered dataset, the optimal parameters of the proposed network are shown in the Table1.

Table 1. The hyper-parameters of the proposed network architecture

| # filters (m) | Filter length (l) | Pool length (n) | Dropout rate (p) | LSTM layer count (c) | LSTM hidden size (b) | Training batch (Epochs(s)) |
|--------------|------------------|----------------|-----------------|----------------------|---------------------|--------------------------|
| 64           | 3                | 2              | 0.1             | 2                    | 200                 | 100/10                   |

In order to assess the performance of the proposed approach, we used the following standard performance measures in all our experiments. Namely, the accuracy was obtained using (3).

$$\text{Accuracy}\equiv \frac{\#\text{CorrectPredictions}}{\text{TotalNumberOfPredictions}}$$  \hspace{1cm} (3)

As one can see in Figure 2, the validation accuracy attained by the proposed approach is 80.89% with a learning rate of 0.01. On the other hand, the training accuracy reaches 100%.

![Figure 2. Training progress: (a) accuracy vs iteration, (b) loss vs iteration](image)

Similarly, the Recall and Precision metrics were calculated using (4) and (5).

$$\text{Recall}\equiv \frac{\#\text{CorrectlyDetected(Insult)}}{\text{TotalNumberOfInsult}}$$ \hspace{1cm} (4)

$$\text{Precision}\equiv \frac{\#\text{CorrectlyDetected(Insult-free)}}{\text{TotalNumberOfInsult-free}}$$ \hspace{1cm} (5)

In addition, the F-measure (F1 score) was considered and computed using (6).
Table 2 reports the performance measure attainment achieved using the proposed approach as well as relevant state of the art methods. As it can be seen, the proposed method overtakes the other approaches in terms of Specificity, Accuracy and Precision. In particular, the proposed method based on CNN and LSTM detected about 37% more insult comments than typical CNN-based classification. Note that the CNN-based results were obtained after converting the comment collection into images. Besides, the instances were padded in order to have a constant length. Furthermore, the documents were converted into sequences of keyword vectors using the wor2vec word embedding [27]. Particularly, the implemented network relies on 1-D convolutional filters of varying widths. In other words, the width of each filter fits the n-gram length. In fact, the different branches of convolutional layers of the network handle the multiple n-gram lengths. The CNN network architecture can be summarized as follows:

- Blocks of layers which consist of a convolutional layer, a batch normalization layer, a ReLU layer, a dropout layer, and a max pooling layer were designed to handle the n-gram lengths 2, 3, 4, and 5.
- 200 convolutional filters along with pooling regions were used for each block.
- The input layer was connected to each block.
- The outputs of the blocks were aggregated using a depth concatenation layer.
- A fully connected layer, a softmax layer, and a classification layer were included for the classification task.

Furthermore, we conducted a statistical Student t-test [46] using a confidence level of 95%. This test was intended to decide if the means of two decision sets obtained using two different models are reliably different. Thus, if the difference between the mean of the performance measures is statistically significant, then the null hypothesis that assumes that the two samples follow similar distributions is rejected. Specifically, for the p-values [47] below 0.05, the classification results were statistically significant. Therefore, the null hypotheses were rejected by the t-test as shown in Table 3.

Table 1. Performance measures obtained using the method in [45], typical SVM classification, a CNN-based method and the proposed method, respectively

| Method                  | Accuracy | Recall | Precision | F1-measure |
|-------------------------|----------|--------|-----------|------------|
| Method in [47]          | 0.598    | 0.597  | 0.685     | 0.638      |
| SVM-based method        | 0.606    | 0.223  | 0.741     | 0.343      |
| CNN-based method        | 0.728    | 0.689  | 0.742     | 0.715      |
| Proposed Method         | 0.834    | 0.944  | 0.793     | 0.862      |

Table 2. T-test results based on the performance measures of the different approaches

|                      | Proposed Method Vs Method in [59] | Proposed Method Vs SVM-based method | Proposed Method Vs CNN-based method |
|----------------------|-----------------------------------|-------------------------------------|-------------------------------------|
| Accuracy             | 1                                 | 1                                   | 1                                   |
| Recall               | 1                                 | 1                                   | 1                                   |
| Precision            | 1                                 | 1                                   | 1                                   |

Further investigation showed our approach categorizes less accurately non-offensive comments which yields lower sensitivity. Despite this contrast between the specificity and the sensitivity attainment, these results can be considered promising. In fact, for such insult automatic detection problem, one can assume that the True Positive predictions are not as important as the true negative instances. Specifically, the misclassification of an insulting comment is not considered as critical as the misclassification of a regular one. In addition, the accuracy cannot be a reliable performance measure for this application because the testing data includes 720 verbally offensive comments only out of the 2674 comments.

5. CONCLUSION

In this paper we have proposed a novel approach of automatic insult detection in social network comments. Specifically, we proposed a partitional CNN-LSTM model intended to automatically recognize
verbal offense in social network comments. In particular, we designed a partitional CNN and LSTM architecture to map social network comments into “insult” or “regular” categories. In fact, instead of considering a whole document/comments as input as for typical CNN, we partition the comments into parts in order to capture and weight the locally relevant information in each partition. The obtained local information is then sequentially exploited across partitions using LSTM for verbal offense detection. The association of such partitional CNN and LSTM allows the integration of the local within comments information and the long distance correlation across comments. The obtained experimental results proved that the proposed approach overtook existing relevant approaches.
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