MOTIVIC HILBERT ZETA FUNCTIONS OF CURVES ARE RATIONAL
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Abstract. The motivic Hilbert zeta function of a variety $X$ is the generating function for classes in the Grothendieck ring of varieties of Hilbert schemes of points on $X$. In this paper, the motivic Hilbert zeta function of a reduced curve is shown to be rational.
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1. Introduction

Let $k$ be an algebraically closed field and $K_0(\operatorname{Var}_k)$ be the Grothendieck ring of varieties over $k$. Suppose $X$ is a variety over $k$. The motivic zeta function of $X$ is defined as the power series

$$Z_X^\text{mot}(t) := \sum_{d \geq 0} [\text{Sym}^d(X)]t^d \in K_0(\operatorname{Var}_k)[t]$$

(where $[\text{Sym}^0(X)] = 1$ by convention). For the remainder of this paper, $X$ will be a curve. In [12], Kapranov observed that if $X$ is a smooth curve, $Z_X^\text{mot}(t)$ is a rational function in $t$. The zeta function is a rich invariant of $X$, and when $X$ is defined over a finite field, specializes to the Weil zeta function via the point-counting measure. When the curve $X$ is singular, one still expects $Z_X^\text{mot}(t)$ to be a rational function in $t$, see for instance [14, Corollary 30] for strong results in this direction. However, $Z_X^\text{mot}(t)$ is not sensitive to the singularities of $X$. For example when $X$ is a cuspidal cubic, $Z_X^\text{mot}(t) = Z_{\mathbb{P}^1}^\text{mot}(t)$.

An invariant that is more sensitive to the singularities of $X$ is the motivic Hilbert zeta function:

$$Z_X^\text{Hilb}(t) := \sum_{d \geq 0} [\text{Hilb}^d(X)]t^d \in 1 + tK_0(\operatorname{Var}_k)[t].$$
Here, $\text{Hilb}^d(X)$ is the Hilbert scheme parametrizing length $d$ subschemes of $X$. When $X$ is smooth, $\text{Hilb}^d(X)$ coincides with $\text{Sym}^d(X)$, so the Hilbert and usual motivic zeta functions coincide. However, when $X$ is singular, $\text{Hilb}^d(X)$ contains information about subschemes supported on the singularities. For instance, if $X = \text{Spec}(k[x,y]/(xy))$ is a nodal curve with singular point $p \in X$, one can check that $\text{Hilb}_p^2(X) \cong \mathbb{P}^1$ where $\text{Hilb}_p^d(X) \subset \text{Hilb}^d(X)$ is the locus parametrizing subschemes supported on the singularity (see §2.1). More generally, if $p \in X$ is a singular point, $\text{Hilb}_p^2(X) \cong \mathbb{P}(T_pX)$ is the projectivization of the Zariski tangent space of the singularity. In particular, even $\text{Hilb}^2(X)$ can be of arbitrarily large dimension. The main result of this paper is the following.

**Main Theorem.** Let $X$ be a reduced curve over an algebraically closed field $k$. Then $Z_X^{\text{Hilb}}(t)$ is a rational function of $t$, with constant term $1$.

As before, if $X$ is defined over a finite field, by passing to point counting over $\mathbb{F}_q$ we obtain a generalization of the rationality part of the Weil conjectures for curves, to the case of Hilbert zeta functions. We note that even after passing to the Euler characteristic specialization, the result appears to be new. The main theorem was known in special cases from work of others. When the singularities of $X$ are planar, the result is implicit in work of Maulik and Yun [15] and for Gorenstein curves when $k = \mathbb{C}$, it is proved by Migliorini and Shende [16, Proposition 16]. For curves that have unibranch singularities, one can deduce rationality from a result of Pfister and Steenbrink [18] that the punctual Hilbert schemes of a unibranch singularity become isomorphic as the number of points goes to infinity. We establish a similar stabilization for multibranch singularities.

When $X$ is planar, the Hilbert zeta function is closely related to knot invariants, [17]. One might hope that for nonplanar curves $X$, the Hilbert zeta function is still related to such structures, for example the refined invariants defined by Aganagic and Shakirov [1]. Furthermore, it is natural to hope for a more conceptual or geometric explanation for the rationality proved here.

Our approach to the proof of the main result is as follows. Given a singular point, we stratify the Hilbert scheme based on the lengths of the pullbacks of the universal subscheme to branches of the normalization. We then show that these lengths vary in a controlled manner, based only on the singularity. We use this to show that each of these strata stabilize, for large enough degree, inside an appropriate Grassmannian, mimicking the construction of the Hilbert scheme of points (see for instance [6, Part 3]). The stabilization is captured by the statement of Corollary 5.2. In the last section we illustrate in an example how these methods may be used to compute the Hilbert zeta function explicitly.

We work over an algebraically closed field for simplicity. When $k$ is not algebraically closed, $X$ may fail to have a rational point and the standard argument for rationality [12] is not sufficient, even when $X$ is smooth. Nonetheless, even without a rational point, Litt [14] has shown that the motivic zeta function is still rational. The arguments in the present paper generalize without substantial changes when the singular points of $X$ are $k$-rational. When the singularities are not $k$-rational, the methods here may be adapted by applying the Cohen structure theorem at the singularities [21, Tag 0323], with some additional careful bookkeeping. We leave these adaptations to the reader.
Future prospects

The class of the Hilbert scheme of a smooth surface is studied in [4, 9], and a beautiful
quasimodular formula for the Betti numbers was obtained by Göttche in [8]. A study of
the Hilbert zeta function for singular surfaces is a natural next step in view of the results
here, and first steps in this direction are taken in [10]. A more concrete goal would be
to establish rationality for generically nonreduced curves, where our explicit methods do
not seem to generalize in a straightforward way. Since this paper first appeared on the
arXiv, the second author has used the approach in this paper to show that the Euler
characteristic Hilbert zeta function is constructible in families of curves [2].

2. Hilbert schemes of points

For $X$ a quasiprojective variety, the Hilbert scheme $\operatorname{Hilb}^d(X)$ is the moduli space for
flat families of length $d$ subschemes of $X$. Using the identification between length $d$
subschemes $Z \subset X$ and ideal sheaves $\mathcal{J}$ with $\operatorname{colength}(\mathcal{J}) := \operatorname{length}(\mathbb{O}_X/\mathcal{J}) = d$, we will often
represent the closed points of $\operatorname{Hilb}^d(X)$ by the corresponding ideals.

There is a well defined Hilbert–Chow morphism (see, for example, [6, Ch. 7])
$$ h : \operatorname{Hilb}^d(X) \to \operatorname{Sym}^d(X) $$
sending a subscheme to its support:
$$ \mathcal{J} \mapsto \sum_{p \in \operatorname{Supp}(\mathbb{O}_X/\mathcal{J})} \operatorname{length}(\mathbb{O}_{X,p}/\mathcal{J}_p)[p]. $$

When $X$ is a smooth curve, $h$ is an isomorphism.

2.1. Reduction to a local calculation

We first reduce the proof of our main theorem to a local calculation at the singularities
of the curve. Let $Y \subset X$ be a closed $k$-subvariety. Then $\operatorname{Sym}^d(Y) \subset \operatorname{Sym}^d(X)$ is a
closed subvariety and we define $\operatorname{Hilb}^d(X,Y)$ the Hilbert scheme with support in $Y$ as the scheme theoretic preimage $h^{-1}(\operatorname{Sym}^d(Y))$ by the Hilbert–Chow morphism $h : \operatorname{Hilb}^d(X) \to \operatorname{Sym}^d(X)$. Set theoretically, $\operatorname{Hilb}^d(X,Y) \subset \operatorname{Hilb}^d(X)$ consists of length $d$
subschemes $Z \subset X$ with support $\operatorname{supp}(\mathbb{O}_Z)$ contained in $Y$.

We define the motivic Hilbert zeta function with support in $Y$ as:
$$ Z_{\operatorname{Hilb}}^{\operatorname{Hilb}}(t) := \sum_{d \geq 0} [\operatorname{Hilb}^d(X,Y)]t^d \in 1 + t\mathbb{K}_0(\operatorname{Var})[t]. $$

The Hilbert zeta function respects the scissors relations on $X$ in the following sense.

Lemma 2.1. Let $Y \subset X$ be a closed subset with open complement $U \subset X$. Then

$$ Z_{\operatorname{Hilb}}(t) = Z_{\operatorname{Hilb}}^{\operatorname{Hilb}}(t) \cdot Z_{\operatorname{Y\subset X}}^{\operatorname{Hilb}}(t). $$

Proof. Stratify $\operatorname{Hilb}^d(X)$ into locally closed subsets

$$ \operatorname{Hilb}^d(X) = \bigsqcup_{i+j=d} \operatorname{Hilb}^i(U) \times \operatorname{Hilb}^j(X,Y). $$
Here $\text{Hilb}^i(U) \times \text{Hilb}^j(X, Y)$ is the stratum consisting of subschemes of $X$ of length $d$, such that the length of the subscheme supported on $Y$ is exactly $j$. This implies that

$$[\text{Hilb}^d(X)] = \sum_{i+j=d} [\text{Hilb}^i(U)] \cdot [\text{Hilb}^j(X, Y)]$$

in $K_0(\text{Var})$ and the result follows. \hfill \Box

**Corollary 2.2.** Let $X$ be a reduced curve over $k$ with possibly singular points $p_1, \ldots, p_l$. Then

$$Z^X_{\text{Hilb}}(t) = Z^X_{\text{Hilb}}(t) \prod_{i=1}^l Z^{X_{p_i \subset X}}_{\text{Hilb}}(t).$$

where $X^{sm}$ denotes the smooth locus of $X$.

Upon applying Kapranov’s theorem [12, Theorem 1.1.9] in conjunction with the identification of $\text{Hilb}^d(X)$ with $\text{Sym}^d(X)$ for $X$ a smooth curve, we see that $Z^X_{\text{Hilb}}(t)$ is a rational function. Thus, the proof of the main theorem will follow from the following result:

**Theorem 2.3.** Let $(X,0)$ be a reduced curve with singular point $0 \in X$. Then $Z^X_{0 \subset X}(t)$ is a rational function in $t$ with denominator $(1-t)^s$ where $s$ is the number of branches of the singularity $(X,0)$.

We will refer to the pair $(X,0)$ as a curve singularity and $\text{Hilb}^d(X,0)$ as the punctual Hilbert scheme of $(X,0)$. Note that $\text{Hilb}^d(X,0)$ depends only on the completed local ring $R = \hat{O}_{X,0}$. In fact there is a natural identification of the punctual Hilbert scheme

$$\text{Hilb}^d(X,0) = \{[\mathcal{J}] \mid \mathcal{J} \subset R, \text{colength}(\mathcal{J}) = d\}$$

as a parameter space for colength $d$ ideals in $R$.

### 2.2. A stratification of the punctual Hilbert scheme

Let $R$ be a reduced complete local ring of dimension 1 over $k$ with residue field $k$, i.e., the completed local ring of the germ of a $k$-rational curve singularity. Let $\tilde{R}$ denote its normalization. If $X = \text{Spec} R$ is an $s$-branched curve singularity, then we have an isomorphism

$$\tilde{X} := \text{Spec} \tilde{R} \cong \text{Spec}(k[x_1] \times \cdots \times k[x_s]).$$

Let $B_i := \text{Spec} k[x_i]$ be the $i$th branch of $\tilde{X}$ and $\phi_i : B_i \to \text{Spec}(R)$ be the normalization map restricted to this branch.

Let $\text{Hilb}^d(X,0)$ denote the punctual Hilbert scheme of points on $X$. Let $a = (a_1, \ldots, a_s) \in \mathbb{N}^s$ be a vector of nonnegative integers. For a length $d$ subscheme defined by an ideal $\mathcal{J}$, let $[\mathcal{J}]$ denote the corresponding point in $\text{Hilb}^d(X,0)$, over which the universal subscheme is $Z_{\mathcal{J}} := \text{Spec}(R/\mathcal{J})$. Define the subset $\text{Hilb}^d_{,a}(X,0)$ to be the locus

$$\text{Hilb}^d_{,a}(X,0) := \{[\mathcal{J}] \in \text{Hilb}^d(X,0) : \text{for all } i, \text{length}(\phi_i^*(Z_{\mathcal{J}})) = a_i\}.$$
**Definition 2.4.** Given a subscheme $Z$ in the notation above, the vector $a$ will be referred to as the *branch-length vector* of the subscheme.

The branch-length vector stratifies the punctual Hilbert scheme in the following sense.

**Proposition 2.5.** Let $d$ and $a$ be as above. The subset $\text{Hilb}^{d,a}(X,0)$ is a locally closed subscheme of $\text{Hilb}^{d}(X,0)$ (possibly empty).

**Proof.** It suffices to prove that for any single branch $\varphi : B \to X$,

$$\text{Hilb}^{d,e}(X,0) := \{[I] \in \text{Hilb}^{d}(X,0) : \text{length}(\varphi^*(Z_I)) = e\}$$

is locally closed. Consider the universal flat family

$$
\begin{array}{ccc}
Z & \longrightarrow & X \times \text{Hilb}^{d}(X,0) \\
\downarrow & & \downarrow \\
\text{Hilb}^{d}(X,0) & \longrightarrow & 
\end{array}
$$

of closed subschemes of $X$ over $\text{Hilb}^{d}(X,0)$. Pulling back this diagram along

$$(\varphi, \text{id}) : B \times \text{Hilb}^{d}(X,0) \to X \times \text{Hilb}^{d}(X,0)$$

gives us a diagram

$$
\begin{array}{ccc}
\varphi^*Z & \longrightarrow & B \times \text{Hilb}^{d}(X,0) \\
\downarrow & \downarrow & \\
\pi \quad & & \text{Hilb}^{d}(X,0)
\end{array}
$$

of closed subschemes of $B$ over $\text{Hilb}^{d}(X,0)$.

The morphism $\pi$ is finite, so the function $[J] \mapsto \text{length}(\pi^{-1}[J])$ is upper semicontinuous [11, Theorem III.2.8]. Thus we can stratify $\text{Hilb}^{d}(X,0)$ into a disjoint union of locally closed $S_e \subset \text{Hilb}^{d}(X,0)$ over which $\pi$ is finite of constant degree $e$. It remains to check that $S_e = \text{Hilb}^{d,e}(X,0)$. Indeed for any $[J] \in \text{Hilb}^{d}(X,0)$, $\pi^{-1}[J] = \text{Spec}(R/J \otimes_R B) = \varphi^*(\text{Spec}(R/J))$, so that $\text{Hilb}^{d,e}(X,0)$ is precisely the locus over which $\pi$ has constant degree $e$.

**Remark.** The stratification in the proof above is in fact the set-theoretic version of the flattening stratification for $\pi$. Observe that any finite morphism of constant degree is flat, so the restriction of $\pi$ over each $S_e$ is flat. On the other hand, finite flat morphisms have constant degree. In particular, it follows from the universal property of the flattening stratification that $\text{Hilb}^{d,a}(X,0)$ is a moduli space for length $d$ subschemes $Z \subset X$ with $\text{length}(\varphi^*_1(Z)) = a_1$. See [21, Tag 052F] for details on this stratification.
3. The geometry of singular curves

Consider a reduced curve singularity $X$ with $s$ branches. Let $\tilde{X} \to X$ be the normalization, opposite to the finite extension

$$R \hookrightarrow \tilde{R} \cong \prod_{i=1}^{s} k[x_i]$$

of rings. We will identify $R$ with a subring of $\tilde{R}$, and write $R_i$ for the coordinate ring of the branch $i$th branch $X_i$. In other words, $R_i \subset k[x_i]$ is a finite ring extension corresponding to the $i$th branch $\varphi_i : B_i \to X_i \subset X$ of the normalization.

(1) Let

$$\delta := \dim_k \prod_{i=1}^{s} k[x_i]/R$$

be the $\delta$-invariant of $X$. Similarly, we denote by $\delta_i$ the $\delta$-invariant $\dim_k k[x_i]/R_i$ of the $i$th branch.

(2) Let

$$c := \text{Ann}_R(\tilde{R}/R)$$

be the conductor ideal. This is an ideal of both $\tilde{R}$ and $R$. In particular $c$ is generated by monomials, say $x_i^{c_i}$, as an ideal of $R$. It is clear from the definition that $c_i$ is the smallest positive integer such that for all $n \geq c_i$, $x_i^n \in R$. We will refer to $c_i$ as the conductor of the $i$th branch, denote by

$$C := \dim \tilde{R}/c = \sum_{i=1}^{s} c_i$$

the conductor of $X$, and by $c = (c_1, \ldots, c_s)$ the conductor branch-length vector.

We will need the following result of Schwede:

**Proposition 3.1** (Schwede [19]). Let $R \subset \tilde{R}$ be the normalization of a reduced ring and let $c$ be the conductor ideal. Then

$$\begin{array}{ccc}
\text{Spec } \tilde{R}/c & \hookrightarrow & \text{Spec } \tilde{R} \\
\downarrow & & \downarrow \\
\text{Spec } R/c & \hookrightarrow & \text{Spec } R
\end{array}$$

is a pushout diagram of affine schemes.

**Proof.** We want to show that $R \hookrightarrow \tilde{R}$ is the pullback of $R/c \hookrightarrow \tilde{R}/c$ along the quotient $\tilde{R} \to \tilde{R}/c$. Let $A$ be this fiber product. There is a map $R \to A$ by universal property which is injective since the composition $R \to \tilde{R}$ is. Let $(x, \bar{y}) \in A$ so that $x \in R$, $\bar{y} \in \text{Spec } R/c$ and $x + c = \bar{y}$. Then $x - y \in c \subset R \subset \tilde{R}$ where $y \in R$ is some lift of $\bar{y}$ so $x \in R$ and $R \to A$ is surjective. \qed
We use this to show that any reduced curve singularity appears as the unique singularity of a connected rational curve with all irreducible components unibranch.

**Corollary 3.2.** Let $\mathcal{R}$ be the completed local ring of an $s$-branched curve singularity. There exists a connected affine curve $Y$ with normalization $\bigcup_{i=1}^{s} \mathbb{A}^1$ and unique singular point $0 \in Y$ such that $\mathcal{O}_{Y,0} \cong \mathcal{R}$ and the diagram

$$
\begin{array}{ccc}
\text{Spec} \left( \prod_{i=1}^{s} k[x_i] \right) & \longrightarrow & \bigcup_{i=1}^{s} \mathbb{A}^1 \\
\downarrow & & \downarrow \\
\text{Spec } \mathcal{R} & \longrightarrow & Y
\end{array}
$$

commutes.

**Proof.** The composition $\prod_{i=1}^{s} k[x_i] \to \prod_{i=1}^{s} k[x_i] \to \tilde{\mathcal{R}}/\mathfrak{c}$ is evidently surjective and so induces a closed embedding $\text{Spec } \tilde{\mathcal{R}}/\mathfrak{c} \hookrightarrow \bigcup_{i=1}^{s} \mathbb{A}^1$. Now we define $Y$ to be the pushout of the diagram

$$
\begin{array}{ccc}
\text{Spec } \tilde{\mathcal{R}}/\mathfrak{c} & \longrightarrow & \bigcup_{i=1}^{s} \mathbb{A}^1 \\
\downarrow & & \\
\text{Spec } \mathcal{R}/\mathfrak{c}
\end{array}
$$

which exists since everything is affine. By Proposition 3.1 and the universal property of pushouts, there exists a unique $\text{Spec } \mathcal{R} \to Y$ making the diagram in the statement commute. Finally, the induced map $\mathcal{O}_{Y,0} \to \mathcal{R}$ is an isomorphism since completion commutes with fiber products of rings. □

### 3.1. The branch-length filtration and graded degenerations

Let $\mathcal{R} \subset \tilde{\mathcal{R}}$ as above be the completed local rings of an $s$-branched reduced curve singularity $X$ and its normalization $\tilde{X}$. Let $\mathcal{A} = \mathcal{O}_{\tilde{X}} \subset \mathcal{R}$ be the coordinate ring of a rational curve $Y$ as constructed in Corollary 3.2 so that the normalization $\tilde{\mathcal{A}} = \prod k[x_i] \subset \prod k[x_i] = \tilde{\mathcal{R}}$.

Denote by $v_i : \tilde{\mathcal{R}} \to \mathbb{N}$ the composition of the projection onto $k[x_i]$ with the valuation on $k[x_i]$. This gives the order of vanishing of a function along the $i$th branch of the normalization.

**Definition 3.3.** We define an $\mathbb{N}^s$-filtration $\tilde{\mathfrak{F}}^\bullet$ on $\tilde{\mathcal{R}}$ by

$$
\tilde{\mathfrak{F}}^a := \{ f \in \tilde{\mathcal{R}} \mid v_i(f) \geq a_i, i = 1, \ldots, s \} \subset \tilde{\mathcal{R}}
$$

for $a \in \mathbb{N}^s$. The restriction to $\mathcal{R} \subset \tilde{\mathcal{R}}$ is denoted by

$$
\mathfrak{F}^a := \{ f \in \mathcal{R} \mid v_i(f) \geq a_i, i = 1, \ldots, s \} \subset \mathcal{R}.
$$

Equivalently, $\tilde{\mathfrak{F}}^a$ is the ideal of $\tilde{\mathcal{R}}$ generated by $x_i^{a_i}$ for $i = 1, \ldots, s$ and $\mathfrak{F}^a = \tilde{\mathfrak{F}}^a \cap \mathcal{R}$ is the ideal of functions on $X$ vanishing to order at least $a_i$ along $B_i$. Note in particular that the conductor $\mathfrak{c} = \mathfrak{F}^\infty = \tilde{\mathfrak{F}}^\infty$ and $\mathfrak{F}^a = \tilde{\mathfrak{F}}^a$ if and only if $\tilde{\mathfrak{F}}^a \subset \mathfrak{c}$.
Finally, note that $\tilde{\mathcal{F}}^\bullet$ restricts to filtrations on $\tilde{A}$ and $\tilde{\tilde{A}}$ as well. We will abuse notation and also denote these by $\tilde{\mathcal{F}}^\bullet$ and $F^\bullet$ respectively where the meaning will be clear from context.

Let $w = (w_1, \ldots, w_s)$ be a vector of nonnegative integers and denote by $w \cdot a = \sum w_i a_i$ the usual inner product. Given such a weight vector $w$, we obtain an $\mathbb{N}$-filtration $\tilde{\mathcal{F}}^\bullet_w$ on $\tilde{\mathcal{A}}$ (resp. $\tilde{\tilde{A}}$) by

$$\tilde{\mathcal{F}}^n_w := \sum_{w \cdot a \geq n} \tilde{a}.$$ 

Denote by $F^\bullet_w$ the restriction of $\tilde{\mathcal{F}}^\bullet_w$ to $\mathbb{R}^\bullet$ (resp. $\mathbb{A}^\bullet$).

**Definition 3.4.** The (extended) Rees algebra of an $\mathbb{N}$-filtered ring $(B, F^\bullet)$ is

$$\mathcal{R}ee(B, F^\bullet) := \sum_{n \in \mathbb{Z}} F^n t^{-n} \subset B[t, t^{-1}]$$

where by convention, $F^n = B$ for $n \leq 0$.

The Rees algebra has the following useful properties:

- $\mathcal{R}ee(B, F^\bullet)$ is flat over $k[t]$ by Lemma 3.7 below;
- $\mathcal{R}ee(B, F^\bullet)/(t - a) \mathcal{R}ee(B, F^\bullet) \cong B$ for $a \neq 0$;
- $\mathcal{R}ee(B, F^\bullet)/t \mathcal{R}ee(B, F^\bullet) \cong \text{gr}_{F^\bullet} B$ the associated graded ring.

These can be checked directly from the definition. We refer the reader to [5, Ch. 6] for details on the Rees algebra.

We use this to construct an equinormalizable degeneration of a reduced curve singularity to a nonnormal toric singularity. We take inspiration from Gröbner theory – by choosing a sufficiently generic weight vector $w$, the Rees algebra construction allows us to construct a degeneration whose special fiber is a monomial subring generated by the ‘$w$-leading terms’, stated formally below. Let $Y = \text{Spec} A$ be as in Corollary 3.2.

**Theorem 3.5.** There exists a flat family of connected affine curves $\mathcal{Y} \to \mathbb{A}^1$ with a section $\sigma : \mathbb{A}^1 \to \mathcal{Y}$ such that $\mathcal{Y} \setminus \sigma$ is smooth over $\mathbb{A}^1$, the δ-invariant and number of branches of the singularity $(\mathcal{Y}_b, \sigma(b))$ are constant for all $b \in \mathbb{A}^1$, $\mathcal{Y}_b \cong Y$ for $b \neq 0$, and $\mathcal{Y}_0 = \text{Spec} A_0$ where $A_0 \subset \tilde{\mathbb{A}} = \prod_{i=1}^s k[x_i]$ is a monomial subring.

**Proof.** Observe that the filtrations $\tilde{\mathcal{F}}^\bullet = \mathcal{F}^\bullet$ for all $a_i \geq c_i$, that is, $A$ and $\tilde{A}$ agree in degrees above the conductors. In particular, there are only finitely many degrees $a_{ij}$ such that $x_i^{a_{ij}} \in \tilde{A}$ but not $A$. Pick a positive integral weight vector such that $w$ such that $\sum_i a_{ij} w_i$ are distinct integers for all choices of such $j$. That is, each monomial in low degree of $\tilde{A}$ is in a one-dimensional graded piece of the split filtration $\tilde{\mathcal{F}}^\bullet_w$.\(^1\)

\(^1\)By a split filtration, we mean one induced by a direct sum decomposition.
Now let $\mathcal{Y} = \text{Spec} \Rees(A, F_w^\bullet) \to \mathbb{A}^1$. This is a flat family with all fibers away from zero isomorphic to $Y$ and central fiber $\mathcal{Y}_0 = \text{Spec} \text{gr}_{F_w^\bullet} A =: \text{Spec} A_0$. The inclusion $\Rees(A, F_w^\bullet) \subset A[t, t^{-1}]$ induces a dominant morphism $Y \times \mathbb{G}_m \to \mathcal{Y}$. Let $\sigma \subset \mathcal{Y}$ be the smallest closed subscheme through which the singular locus $0 \times \mathbb{G}_m \subset Y \times \mathbb{G}_m$ factors – that is, the scheme theoretic image of the singular locus [21, Tag 01R5]. Then $\sigma$ is flat over $\mathbb{A}^1$ by Lemma 3.7 below and it has generic degree 1 so it is a section.

As $A \subset \tilde{A}$ is a finite ring extension of filtered rings, there is an induced finite ring extension $A_0 \subset \text{gr}_{\tilde{F}_w^\bullet} \tilde{A}$. But $\tilde{A}$ is already graded so the latter is just $\tilde{A}$ and $A_0 \subset \tilde{A}$ is the normalization. By construction, $\sigma(0)$ is the vanishing locus of the ideal $\tilde{F}_1,...,1 \cap A_0$ so the normalization is an isomorphism on the complement $\mathcal{Y}_0 \setminus \sigma(0)$. In particular, $\mathcal{Y} \setminus \sigma$ is smooth as required.

Furthermore, the normalization can be done in families. Indeed the isotrivial family $\text{Spec} \Rees(\tilde{A}, F_w^\bullet) \to \mathcal{Y}$ is a simultaneous normalization. It follows that the number of branches and the $\delta$-invariant of $(\mathcal{Y}, \sigma(b))$ is constant ([20] [3, Theorem 5.2.2]).

Remark 3.6. A special case of Theorem 3.5 for planar unibranch curves is used by Goldin and Teissier (see [7, Proposition 3.1]) in order to study simultaneous resolution of a family curve singularities. Recently Kaveh and Murata [13] used Rees algebras to construct analogous toric degenerations of projective varieties.

Lemma 3.7. Let $X \xymatrix{\dashrightarrow & Y \ar[r] & \mathbb{A}^1}$ be morphisms of schemes such that $Y$ is the scheme theoretic image of $f$ and $X \to \mathbb{A}^1$ is flat. Then $Y \to \mathbb{A}^1$ is flat. In particular, if $A \subset R$ is a $k[t]$-algebra extension and $R$ is flat over $k[t]$, then so is $A$.

Proof. The associated points of $X$ map onto the associated points of its scheme theoretic image $Y$. A morphism to $\mathbb{A}^1$ is flat if and only if associated points all map to the generic point so the result follows.

Given an ideal $I \subset A$, we can define an ideal sheaf $\mathcal{I}$ on $\mathcal{Y}$ by the intersection

$I\mathcal{Y} = I \mathcal{Y}$. It is evident that $I_0 := \mathcal{I}/t \mathcal{I}$ is the associated graded ideal of $A_0$.

Corollary 3.8. Suppose $Z \subset Y$ is a closed subscheme with ideal $I$ and let $\mathcal{I}$ be as above. Then the closed subscheme $\mathcal{Z} \subset \mathcal{Y}$ cut out by $\mathcal{I}$ is flat over $\mathbb{A}^1$. Furthermore $\mathcal{Z}_b \equiv Z$ for $b \neq 0$ and $\mathcal{Z}_0$ is a monomial subscheme.

Proof. We need only check flatness as the rest follows from the definition of $\mathcal{I}$. By construction, $\mathcal{Z}$ is the scheme theoretic image of the constant family $Z \times \mathbb{G}_m$ under the dominant morphism $Y \times \mathbb{G}_m \to \mathcal{Y}$ so $\mathcal{Z}$ is flat over $\mathbb{A}^1$ by Lemma 3.7.
4. Degree–branch-length bounds

Recall the definition of the branch-length vector of a subscheme in Definition 2.4. Our proof proceeds in two main steps. In this section we show that the quantity $d - \sum a_i$ for which $\text{Hilb}^d \cdot \mathfrak{a}(X, 0)$ is nonempty is uniformly bounded by the invariants of the singularity $(X, 0)$. In the next section, we use these bounds to embed $\text{Hilb}^d \cdot \mathfrak{a}(X, 0)$ into a Grassmannian and show that these locally closed subsets stabilize in the Grothendieck ring.

**Lemma 4.1.** Let $\mathfrak{I} \subset R$ be a finite colength ideal and suppose there exist $f_i \in \mathfrak{I}$ for $i = 1, \ldots, s$ with $v_i(f_i) = l_i$. Then

$$\mathfrak{f}^{l_1+c_1,\ldots,l_s+c_s} = \mathfrak{f}^{l_1+c_1,\ldots,l_s+c_s} \subset \mathfrak{I}.$$

**Proof.** The equality between the two ideals is clear since they are both contained in the conductor. We claim that given $f_i \in \mathfrak{I}$ with $v_i(f_i) = l_i$ then $x_i^{l_i+m} \in \mathfrak{I}$ for all $m \geq c_i$. It suffices to check this one branch at a time so without loss of generality suppose $s = 1$.

Up to scaling, we may write $f = x^l + g(x)$ where $g(x)$ is higher order terms. We have $x^m f = x^{l+m} + x^m g(x) \in \mathfrak{I}$ for any $m \geq 2c$. In particular, $x^{l+m} + h(x) \in \mathfrak{I}$ for some $h(x)$ of arbitrarily large order. Since $\mathfrak{I}$ is finite colength, $x^n \in \mathfrak{I}$ for all $n$ large enough so $x^{l+m} \in \mathfrak{I}$.

**Proposition 4.2.** Let $\mathfrak{I}$ be the ideal of a closed subscheme $Z \subset X$ having length $d$ and branch-length vector $\mathfrak{a} = (a_1, \ldots, a_s)$. Then we have the inclusions

$$\mathfrak{f}^a + \mathfrak{e} \subset \mathfrak{I} \subset \mathfrak{F}^a.$$

**Proof.** There is a morphism of $R$-modules $J \to J\hat{R}_i$ given by composing the inclusion $J \subset R \subset \hat{R}$ with the projection $\hat{R} \to \hat{R}_i$. The image $\text{im}(J \to J\hat{R}_i)$ generates $J\hat{R}_i$ as an $R_i$-module. Explicitly, this map is just $F \mapsto F \mod (x_1, \ldots, x_i, \ldots x_s) \in \hat{k}[x_i]$.

Observe that the quotient $\hat{R}_i/J\hat{R}_i$ has dimension $a_i$ over $k$. Since the ideals of a power series ring are linearly ordered, it must be isomorphic to $\hat{k}[x_i]/(x_i^{a_i})$. We conclude that the monomial $x_i^{a_i}$ generates $J\hat{R}_i$ as an $R_i$-module. In particular, $x_i^{a_i} \in \text{im}(J \to J\hat{R}_i)$ so there exists an $F \in J$ with

$$F \equiv x_i^{a_i} u(x_i) \mod (x_1, \ldots, x_i, \ldots x_s).$$

where $u(x_i)$ is a unit in $\hat{k}[x_i]$. It follows that $F$ can be written as $F = x_i^{a_i} u(x_i) + G$ where $G \in \ker(J \to J\hat{R}_i)$ and $x_i G = 0$. In particular, $v_i(F) = a_i$. As this holds for each $i$, we may apply Lemma 4.1 to obtain an inclusion

$$\mathfrak{f}^{a} + \mathfrak{e} = \mathfrak{f}^{a} + \mathfrak{e} \subset J$$

as required.

On the other hand, since $J$ has branch-length vector $(a_1, \ldots, a_s)$, then the order of vanishing of $f \in J$ along the branch $B_i$ cannot have valuation smaller than $a_i$. Applying this to each branch, we see that $J \subset \mathfrak{F}^a$. 

\[\square\]
Proposition 4.3. Let $I$ be the ideal of a closed subscheme $Z \subset X$ having length $d$ and branch-length vector $\alpha = (a_1, \ldots, a_s)$. Then we have

$$-\delta \leq d - \sum_{i=1}^{s} a_i \leq C - \delta$$

where the second inequality is strict if $(X,0)$ is not smooth.

Proof. By Proposition 4.2, there are surjections

$$R / \mathcal{F}^{a+\mathcal{C}} \to R / J \to R / \mathcal{F}^{a}$$

which give us bounds

$$\dim_k R / \mathcal{F}^{a} \leq d \leq \dim_k R / \mathcal{F}^{a+\mathcal{C}}.$$

For the upper bound, note that

$$d \leq \dim_k R / \mathcal{F}^{a+\mathcal{C}} = \dim \tilde{R} / \tilde{\mathcal{F}}^{a+\mathcal{C}} - \dim \tilde{R} / R = \sum_{i=1}^{s} a_i + \sum_{i=1}^{s} c_i - \delta$$

where we have used that $\mathcal{F}^{a+\mathcal{C}} = \tilde{\mathcal{F}}^{a+\mathcal{C}}$. Note however, that we have equality if and only if $J = \mathcal{F}^{a+\mathcal{C}}$. If $(X,0)$ is not smooth, then this is impossible given that necessarily some $c_i > 0$ but $J$ has length profile $\alpha$. Thus $d \leq \sum a_i + C - \delta - 1$ when $(X,0)$ is not smooth.

The lower bound is more delicate as $\dim_k R / \mathcal{F}^{a}$ depends on how the filtration on the normalization $\tilde{\mathcal{F}}^{a}$ meets the singularity $R \subset \tilde{R}$, and thus could have complicated combinatorics. To overcome this difficulty, we use an equinormalizable degeneration of $X$ to a toric singularity and observe that in the toric case, the filtration is controlled by monomials. The lower bound is more apparent in this case.

Choose $Y = \text{Spec} A$ a rational curve as in Proposition 3.2 with normalization $\tilde{A}$ and let $\mathcal{Y} \to A^1$ be an equinormalizable degeneration as in Theorem 3.5 to a monomial curve $\mathcal{Y}_0$. By Corollary 3.8, applied to the idea $\mathcal{F}^{a} \subset A$, there is a flat family of subschemes $\mathcal{Z} \subset \mathcal{Y}$ of the total space whose nonzero fibers are each isomorphic to $\text{Spec} A / F_0$ where $F_0 = \mathcal{F}^{a} \cap A_0$ is a monomial ideal of the monomial subring $A_0 \subset A$.

The algebra $A_0 / F_0$ has a monomial basis, specifically consisting of those monomials $x_1^n \in \tilde{A}$ for $0 \leq n \leq a_i - 1$ that are contained in the toric singularity defined by $A_0$. The number of branches and $\delta$-invariant of $\mathcal{Y}_0$ are the same as that of $Y$, which are in turn the same as that of $(X,0)$. By flatness of the degeneration (Corollary 3.8) we conclude that

$$d \geq \dim_k A / \mathcal{F}^{a} = \dim_k A_0 / F_0 \geq \left( \sum_{i=1}^{s} a_i \right) - \delta,$$

as desired. \qed
5. Motivic stabilization for the branch-length strata

In this section we prove the key stabilization result from which we deduce rationality. As a corollary we have that the dimensions of the punctual Hilbert schemes stabilize (Corollary 5.2). This is a generalization of [18, Theorem 3]. Following the ideas of [18], we use the uniform bounds on an ideal with fixed branch-length vector proved in the previous section to embed the strata Hilb$^d,a$ as subvarieties of a fixed Grassmannian of $\tilde{R}/N_0$ for an appropriate $R$-submodule $N_0 \subset \tilde{R}$. The image of this embedding lies inside a generalization of the Pfister–Steenbrink variety $M$ defined in [18, §2].

We first argue that incrementing one entry in the branch-length vector stabilizes once the length on that branch is larger than the conductor. Note that for fixed $d$, the number of possible branch vectors of length $d$ subschemes on a given singularity is finite. Fix an integer tuple $a' = (a_1, \ldots, a_{s-1})$ of length $s-1$. Let Hilb$^d,a',e(X,0)$ denote the stratum of Hilb$^d,a_1,\ldots,a_{s-1},e$ with branch-length vector $(a_1, \ldots, a_{s-1}, e)$.

**Theorem 5.1.** Let $(X,0)$ be a reduced curve singularity with $s$ branches. Then for $e \geq c_s$, we have equalities

$$[\text{Hilb}^d,a',e(X,0)] \cong [\text{Hilb}^{d+1},a',e+1(X,0)]$$

in the Grothendieck ring.

**Proof.** We introduce the quantity

$$\alpha := \sum_{k=1}^{s-1} a_k.$$ 

There is an inclusion of $R$-modules

$$F^{a_1+c_1,\ldots,a_{s-1}+c_{s-1},e+c_s} \subset J \subset F^{a_1,\ldots,a_{s-1},e} \subset \tilde{R}$$

for any $[J] \in \text{Hilb}^d,a',e$ by Proposition 4.2. Moreover, we have inequalities

$$d - \alpha + \delta - C \leq e \leq d - \alpha + \delta$$

by Proposition 4.3. Together, these produce the inclusions

$$N_1 := F^{a_1+c_1,\ldots,a_{s-1}+c_{s-1},d-\alpha+\delta+c_s} \subset J \subset F^{a_1,\ldots,a_{s-1},d-\alpha+\delta-C}.$$ 

Define

$$\epsilon_d := (x_1^{-a_1}, \ldots, x_{s-1}^{-a_{s-1}}, x_s^{d-\alpha+\delta+C}) \in \text{Frac}(\tilde{R}) = \prod_{i=1}^{s} k((x_i))$$

where $\text{Frac}(\tilde{R})$ is the total ring of fractions of $\tilde{R}$. Multiplication by $\epsilon_d$ is $R$-module automorphism of $\text{Frac}(\tilde{R})$ and leads to an inclusion

$$N_0 := F^{e_1,\ldots, e_{s-1}, C+e_s} \subset \epsilon_d J \subset \tilde{R}$$

of $R$-modules. Note that $N_0$ depends only on which entry of the branch-length vector is varying and not on the specific values of $d, a'$, or $e$. 
![](https://math.meta.stackexchange.com/a/43929/29)

We now compute the dimension
\[
\dim_k(\epsilon_d J/N_0) = \dim_k(J/N_1).
\]
By additivity of dimension, the right hand side is equal to
\[
\dim_k(\tilde{R}/N_1) - \dim_k(\tilde{R}/R) - \dim_k(R/J) = C.
\]
Note that this dimension is independent of \(d, a', e\), and \(e\). As a consequence we have a well defined map
\[
\phi_{d,e} : \text{Hilb}^d_{\epsilon',e}(X,0) \to \text{Gr}(C, \tilde{R}/N_0)
\]
given by
\[
J \mapsto \epsilon_d J/N_0.
\]
This is an embedding into the closed subvariety \(\mathcal{M} \subseteq \text{Gr}(C, \tilde{R}/N_0)\) consisting of those subspaces of \(\tilde{R}/N_0\) that are \(R\)-submodules. To see this is a closed subvariety, apply the following observation to the generators of \(R\): if \(V\) is a vector space and \(f : V \to V\) is a linear map, then the set of \(f\)-stable subspaces of \(V\) is closed in the Grassmannian.

Suppose \(e \geq c_s\) and let \([\epsilon_d J/N_0] \in \text{im}(\phi_{d,e})\). Consider the \(R\)-submodule \(\xi_s J \subseteq \tilde{R}\) where
\[
\xi_s = \left( \frac{J}{J}, \ldots, \frac{J}{J}, x_s \right).
\]
Since \(e \geq c_s\), the set \(\xi_s J\) is contained in \(R\) and so defines an ideal. Multiplication by \(\xi_s\) does not change the branch-length vector \(a' = (a_1, \ldots, a_{s-1})\), but increases the length along the \(s\)th branch. It follows that
\[
[\xi_s J] \in \text{Hilb}^{d+1,a',e+1}(X,0).
\]
We have that \(\epsilon_{d+1} \xi_s J/N_0 = \epsilon_d J/N_0\). It follows that \([\epsilon_d J/N_0] \in \text{im}(\phi_{d+1,e+1})\) and \(\text{im}(\phi_{d,e})\) is contained in \(\text{im}(\phi_{d+1,e+1})\).

On the other hand, suppose \([\epsilon_{d+1} J/N_0] \in \text{im}(\phi_{d+1,e+1})\). By the same argument as above, we see that \(\xi_s^{-1} J \subseteq R\) is an ideal of length \(d\) with branch-length vector \((a_1, \ldots, a_{s-1}, e)\) so that \([\epsilon_{d+1} J/N_0] = [\epsilon_d \xi_s^{-1} J/N_0] \in \text{im}(\phi_{d,e})\) and \(\text{im}(\phi_{d+1,e+1}) = \text{im}(\phi_{d,e})\). The result follows since the maps \(\phi_{d,e}\) are embeddings.

**Corollary 5.2.** Let \((X,0)\) be a reduced curve singularity. Then the dimension of \(\text{Hilb}^n(X,0)\) stabilizes.

### 5.1. Conclusion of the proof of the Main Theorem

Now we are equipped to conclude the proof of the Main Theorem. As observed in §2.1, this reduces to the proving Theorem 2.3.

**Proof of Theorem 2.3.** We compute \(Z^\text{Hilb}_{X}(t)\) by stratifying \(\text{Hilb}^d(X,0)\) into branch-length strata \(\text{Hilb}^{d,a}(X,0)\). By Proposition 4.3, for each \(d\) there are only finitely many branch-length vectors \(a\) for which \(\text{Hilb}^{d,a}(X,0)\) is nonempty. Thus we may compute as follows.
\[
\sum_{d \geq 0} [\text{Hilb}^d(X,0)] t^d = \sum_{d \geq 0} \sum_{a_1, \ldots, a_s} [\text{Hilb}^{d,a_1, \ldots, a_s}(X,0)] t^d
\]
\[
= \sum_{a_1, \ldots, a_s} \sum_{d \geq 0} [\text{Hilb}^{d,a_1, \ldots, a_s}(X,0)] t^d.
\]
By Theorem 5.1, the Hilbert schemes stabilize under incrementing entries of the branch-length vector, once the lengths are beyond the conductor. Precisely, we have an equality
\[ \text{Hilb}^{d+k,a_1,\ldots,a_i+k,\ldots,a_s}(X,0) = \text{Hilb}^d,a_1,\ldots,a_i,\ldots,a_s(X,0) \]
for any \( i \) and \( k \geq 0 \). Thus for fixed \( a_1,\ldots,\hat{a}_i,\ldots,a_s \) we can sum over \( a_i \) to get
\[ \sum_{a_i \geq 0} \sum_{d \geq 0} \text{Hilb}^{d,a_1,\ldots,a_i,\ldots,a_s}(X,0)t^d = \sum_{a_i = 0}^{c_i-1} \sum_{a_{s-1} = 0}^{c_{s-1}-1} \sum_{a_{s-2} = 0}^{c_{s-2}-1} \ldots \sum_{a_1 = 0}^{c_1-1} \frac{1}{1-t} \sum_{d \geq 0} \text{Hilb}^{d,a_1,\ldots,a_s}(X,0)t^d \]
+ \[ \frac{1}{1-t} \sum_{d \geq 0} \text{Hilb}^{d,a_1,\ldots,a_i,\ldots,a_s}(X,0)t^d. \]

By applying this to each branch and manipulating the summand, we calculate as follows.

Finally, by Proposition 4.3, for each fixed branch-length vector \( (a_1,\ldots,a_s) \), the value of \( d \) is bounded above and below. Thus the sums over \( d \) on the right hand side are all finite so we conclude that the left hand side \( Z_{\text{Hilb}}^{X}(t) \) is a rational function with denominator \( (1-t)^s \).

6. Extended example: the coordinate axes

The bounds in Proposition 4.3 and the stabilization in Theorem 5.1 yield an effective method for computing the Hilbert schemes of many curve singularities. We illustrate this in the following example.

Let \( (X_N,0) \) be the germ at the origin of the coordinate axes \( V(\{x_i x_j = 0\}_{i \neq j}) \subset \mathbb{A}^N \). The normalization \( \tilde{X}_N \rightarrow X_N \) consists of \( N \) branches mapping isomorphically to the
branches of $X_N$. On coordinate rings, there is an inclusion

\[ R = k[x_1, \ldots, x_N]/(x_i x_j) \subset \prod_{i=1}^N k[x_i] = \bar{R}. \]

We have $s = N$, $\delta = N - 1$, $c = (1, \ldots, 1)$ and $C = N$.

Let $a = (a_1, \ldots, a_s)$ be a branch-length vector and $[J] \in \text{Hilb}^{d,a}(X_N, 0)$. By Proposition 4.3,

\[ 0 \leq \sum_{i=1}^s a_i - d \leq N - 1. \]

Since $c_i = 1$ for all $i$, it follows by Theorem 5.1 that the branch-length strata $\text{Hilb}^{d,a}(X_N, 0)$ stabilize at $a_i = 1$. In this case the above bounds become

\[ 0 \leq N - d \leq N - 1 \]

or $1 \leq d \leq N$.

For each $d$, $\text{Hilb}^{d,1,\ldots,1}(X_N, 0)$ embeds into $\text{Gr}(N - d + 1, V)$ where

\[ V = \langle x_1, \ldots, x_N \rangle = F^1, \ldots, F^{2,\ldots,2}. \]

Explicitly, the embedding $\varphi : \text{Hilb}^{d,1,\ldots,1}(X_N, 0) \subset \text{Gr}(N - d + 1, V)$ is given by

\[ [J] \mapsto [J/F^{2,\ldots,2}] \in \text{Gr}(N - d + 1, V) \]

where we have the containments $F^{2,\ldots,2} \subset J \subset F^1,\ldots,1$ by Proposition 4.2.

As $c = (1, \ldots, 1)$, multiplication by $x_i$ acts by 0 on $V$ so every subspace of $V$ is an $R$-module. In particular, $\text{im}(\varphi)$ consists precisely of the locus of subspaces $W \subset V$ which have branch-length vector $(1, \ldots, 1)$. Equivalently, $W \subset V$ must not lie inside any coordinate hyperplane of $V$ under the given coordinates. Denoting the open subset of the Grassmannian parametrizing such $W$ by $\text{Gr}(N - d + 1, V)^0$, we conclude that

\[ [\text{Hilb}^{d,1,\ldots,1}(X_N, 0)] = [\text{Gr}(N - d + 1, V)^0]. \]

Putting this all together, we obtain

**Proposition 6.1.** Let $(X_N, 0)$ be the germ at the origin of the coordinate axes in $\mathbb{A}^N$. Then the Hilbert zeta function is the rational function

\[ Z_{\text{Hilb}}^{\text{Hilb}_{\delta_c \subset X_N}}(t) = 1 + \frac{1}{(1-t)^N} \sum_{d=1}^N [\text{Gr}(N - d + 1, V)^0] t^d. \]

In particular, $[\text{Hilb}^d(X_N, 0)]$ is a polynomial in $\mathbb{L}$ for all $d$ and $N$.

**Proof.** This follows from the description of $[\text{Hilb}^{d,1,\ldots,1}(X_N, 0)]$, Theorem 5.1 and the computation in §5.1. Finally, note that $\text{Gr}(k, V)^0$ is the complement of the union of $\text{Gr}(k, V_i) \subset \text{Gr}(k, V)$ where $V_i \subset V$ are the coordinate hyperplanes. By inclusion–exclusion it follows that $[\text{Gr}(k, V)^0]$ is a polynomial in $\mathbb{L}$. \qed

**Remark 6.2.** Zheng [22, §2.3] has also performed the same computation for the coordinate axes using different methods.
Figure 1. On the left, the stratum \( \text{Hilb}^{2,1,1,1}(X_3,0) \) whose closure contains three zero-dimensional strata corresponding to twisting \( \text{Hilb}^{1,1,1,1}(X_3,0) \) along each of the three branches. On the right, the stratum \( \text{Hilb}^{3,1,1,1}(X_3,0) \) whose closure contains coordinate lines inside of \( \text{Hilb}^{3,2,1,1}(X_3,0) \) and its permutations.

Figure 2. The reduced Hilbert scheme \( \text{Hilb}^3(X_3,0) \) consists of 4 copies of \( \mathbb{P}^2 \) glued along coordinate lines as depicted. The solid shaded strata are \( \text{Hilb}^{3,2,1,1}(X_3,0) \) and its permutations. The center stratum is \( \text{Hilb}^{3,1,1,1}(X_3,0) \) and the vertices correspond to strata obtained by twisting \( \text{Hilb}^{1,1,1,1}(X_3,0) \).

6.1. The axes in three space

When \( N = 3 \) we get a particularly pleasant picture. In this case, \( V \) is three-dimensional and we may compute

\[
\begin{align*}
\text{Hilb}^{1,1,1,1}(X_3,0) &= \text{Gr}(3,V)^0 = \text{pt} \\
\text{Hilb}^{2,1,1,1}(X_3,0) &= \text{Gr}(2,V)^0 = \mathbb{P}^2 \setminus \{P_1, P_2, P_3\} \\
\text{Hilb}^{3,1,1,1}(X_3,0) &= \text{Gr}(1,V)^0 = \mathbb{P}^2 \setminus (L_1 \cup L_2 \cup L_3)
\end{align*}
\]

where \( P_i \) are the distinguished points corresponding to the coordinate hyperplanes in \( V \) and \( L_i \) are the distinguished lines corresponding to the space of lines in the coordinate hyperplanes of \( V \) see Figures 1 and 2.

The closure of \( \text{Hilb}^{2,1,1,1}(X_3,0) \) contains three strata for branch-length \( (2,1,1) \) and its permutations. These are simply the points \( P_i \) with the image of \( \text{Hilb}^{1,1,1,1}(X_3,0) \) under the identification from Theorem 5.1. Concretely, \( P_1 \) corresponds to the ideal \( (x_1^2, x_2, x_3) \) and similarly for \( P_2 \) and \( P_3 \). These are all the possible strata for \( d = 2 \).

For \( d = 3 \) we have the new stratum \( \text{Hilb}^{3,1,1,1}(X_3,0) \) as well as the strata coming from \( \text{Hilb}^2(X_3,0) \) by twisting along the various branches as in Theorem 5.1. This corresponds
to gluing in copies of $\mathbb{P}^2$ along each of the lines $L_i$ which gives $\text{Hilb}^3(X_3, 0)$ as a union of 4 copies of $\mathbb{P}^2$ glued along coordinate lines.

For larger $d$, the strata stabilize and are all obtained from twisting the strata for $d-1$ along each branch resulting in an arrangement of $\mathbb{P}^2$‘s glued along coordinate lines with dual complex a regular subdivision of the triangle.
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