On the velocity dispersion of young star clusters: super-virial or binaries?
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ABSTRACT

Many young extra-galactic clusters have a measured velocity dispersion that is too high for the mass derived from their age and total luminosity, which has led to the suggestion that they are not in virial equilibrium. Most of these clusters are confined to a narrow age range centred around 10 Myr because of observational constraints. At this age, the cluster light is dominated by luminous evolved stars, such as red supergiants, with initial masses of 12–22 M⊙ for which (primordial) binarity is high. In this study, we investigate to what extent the observed excess velocity dispersion is the result of the orbital motions of binaries. We demonstrate that estimates for the dynamical mass of young star clusters, derived from the observed velocity dispersion, exceed the photometric mass by up to a factor of 10 and are consistent with a constant offset in the square of the velocity dispersion. This can be reproduced by models of virialized star clusters hosting a massive star population of which 25 per cent is in binaries, with typical mass ratios of 0.6 and periods of 1000 d. We conclude that binaries play a pivotal role in deriving the dynamical masses of young (10 Myr), moderately massive and compact (105 M⊙; >1 pc) star clusters.
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1 INTRODUCTION

Young massive clusters have received considerable attention in the last decade because they trace star formation (e.g. Whitmore & Schweizer 1995; Miller et al. 1997; Zepf et al. 1999). Advances in observations enabled us to resolve such star clusters up to ~20 Mpc, allowing determination of their fundamental parameters, such as mass and radius (e.g. Larsen 2004).

The mass of a resolved star cluster can be determined in two ways: one of them by converting the observed luminosity, age and distance directly to mass via the age dependent mass-to-light ratio (M/L) taken from a single stellar population (SSP) model. We refer to the resulting mass as the photometric mass, Mphot. This method requires an estimate of the cluster age, which again requires estimates for the metallicity and the stellar initial mass function (IMF).

An independent mass estimate is based on the virial theorem, and this mass is generally referred to as the dynamical mass (Spitzer 1987),

\[ M_{\text{dyn}} = \frac{\eta \sigma_{\text{vir}}^2 r_{\text{eff}}}{G} \]  

Here, G is the gravitational constant, \( \sigma_{\text{vir}} \) is the line-of-sight velocity dispersion in the cluster, \( r_{\text{eff}} \) is the effective (half-light) radius and \( \eta \simeq 9.75 \) is a constant that depends slightly on the density profile.

Equation (1) is valid for a cluster in virial equilibrium consisting of single stars. Since in this study we consider possible difference between \( \sigma_{\text{dyn}} \) and the observed velocity dispersion, \( \sigma_{\text{obs}} \), we will refer to the empirically derived dynamical mass, i.e. based on \( \sigma_{\text{obs}} \), as \( M_{\text{dyn}}^{\text{obs}} \).

A comparison between \( M_{\text{phot}} \) and \( M_{\text{dyn}}^{\text{obs}} \) serves as a check for the range of assumptions, on which both mass estimates are based. An inconsistency between \( M_{\text{phot}} \) and \( M_{\text{dyn}}^{\text{obs}} \) can be attributed to variations in the IMF, on which \( M_{\text{phot}} \) is in part based, or to a lack of virial equilibrium, on which \( M_{\text{dyn}}^{\text{obs}} \) is based. For many young (~10 Myr) star clusters, \( M_{\text{obs}}^{\text{obs}} > M_{\text{phot}} \), with \( M_{\text{obs}}^{\text{obs}} \) up to ~10 times larger than \( M_{\text{phot}} \) (e.g. Bastian et al. 2006, hereafter B06), suggesting that these objects are super-virial. For older clusters (>100 Myr), there is good agreement between \( M_{\text{dyn}}^{\text{obs}} \) and \( M_{\text{phot}} \) (e.g. Larsen, Brodie & Hunter 2004; B06).

1 Here, we assume that the half-light radius is the same as the half-mass radius, which is not the case when the cluster is mass segregated (Fleck et al. 2006; Gaburov & Gieles 2008).
The alleged super-virial state of some young clusters has been attributed to the impulsive expulsion of residual gas from the parent molecular cloud, in which the star cluster formed (e.g. Goodwin & Bastian 2006). Such early outgassing, driven by stellar winds of massive stars or supernovae, causes the stellar velocities to be high compared to the binding energy of the stars. This argument has been used to motivate infant mortality of young star clusters (Lada & Lada 2003).

However, the gas expulsion theory has difficulties in explaining the super-virial velocity for the 10 Myr old clusters presented in B06. The arguments are as follows: the time needed to completely dissolve or to find a new virial equilibrium after impulsive gas expulsion is about 20 crossing times, $t_c$, where $t_c \propto \rho_h^{−3/2}$ and $\rho_h$ is the density within the half-mass radius (see for example fig. 8 in Baumgardt & Kroupa 2007). Hence, to be able to ‘catch’ an unbound or expanding cluster at 10 Myr, $t_c$ should be $\gtrsim 1$ Myr. This corresponds to a half-mass density of stars and gas of $\rho_h \lesssim 300 \, M_\odot$ pc$^{-3}$. Clusters with shorter $t_c$ (higher density) have expanded into the field, or found a new equilibrium, a few Myr after gas expulsion and are not observable as super-virial clusters at 10 Myr. The density in the embedded phase of the clusters under discussion is unknown, but can be roughly estimated using their current densities. The present-day densities are $\rho_h \approx 10^{4.34} M_\odot$ pc$^{-3}$ (Table 3). The densities in the embedded phase were at least a factor of $1/e^3$ higher, where $e$ is the star formation efficiency. This is because the mass of the embedded cluster has reduced by a factor of $e$, and the cluster has expanded at least by a factor of $1/e$ as a response to it, contributing a factor of $1/e^3$ to the reduction of $\rho_h$. The $1/e$ expansion holds for adiabatic mass-loss, for impulsive mass-loss and $e \lesssim 0.9$, the cluster expands much more (Hills 1980). So for the clusters at 10 Myr, the estimated densities in the embedded phase are too high to still have features of gas expulsion detectable in their velocity dispersion at 10 Myr. These arguments suggest that deviations from virial equilibrium are not a plausible explanation, and an alternative explanation for the high $\sigma_{obs}$ values is needed.

The existence of binary stars is generally ignored in the estimates for $M_{dyn}^{obs}$, even though their internal velocities can lead to an over estimation of $M_{dyn}^{obs}$ (Kouwenhoven & de Grijs 2008, hereafter K08). K08 studied this phenomenon in virialized star clusters with a 100 per cent binary fraction and a range of $\sigma_{dyn}$. They subsequently derive $M_{dyn}^{obs}$ by ‘measuring’ $\sigma_{obs}$, and applying equation (1). They found that the presence of binaries can lead to an overestimation of $M_{dyn}$ by a factor of $2$ for clusters with $\sigma_{dyn} \approx 1 \, km \, s^{-1}$. For clusters with $\sigma_{dyn} \approx 10 \, km \, s^{-1}$, they found only a 5 per cent increase in $M_{obs}$ due to binaries. They therefore concluded that binaries are not important for massive/dense clusters. Mengel et al. (2008, hereafter M08) found $M_{dyn}^{obs}/M_{obs} \approx 0$ for some of the star clusters in the Antennae galaxies (NGC 4038/4039) and NGC 1487, and since these clusters have velocity dispersions of $10–20 \, km \, s^{-1}$, they subsequently concluded that binaries are not important and these star clusters are super-virial and dissolving quickly.

Here, we revisit the effect of binaries on $M_{dyn}^{obs}/M_{phot}$ and we focus on $\approx 10$ Myr old star clusters. This is motivated by our desire to incorporate the effect of the super increase of the stellar luminosity with increasing stellar mass, which is, in particular, important for young clusters, an aspect not considered by K08. Of the two approaches presented by K08, one focused on solar-type stars, the other uses a Kroupa IMF for the primary stars. They give equal weight to each binary in their computed velocity dispersion. In addition, K08 do not consider stars more massive than $20 \, M_\odot$. This approach may be appropriate for studies of intermediate age and old open star clusters, but it is less suitable for young star clusters.

At an age of $\approx 10$ Myr, the cluster light is dominated by the most massive clusters ($\gtrsim 15 \, M_\odot$) stars for which binarity is high and ignoring them can lead to misinterpretations of observations of various astrophysical processes (e.g. Vanbeveren, De Loore & Van Rensbergen 1998). Massive binaries have a larger effect on $\sigma_{obs}$ than low-mass binaries due to their higher orbital velocities, but also due to the more common short periods and comparable masses (e.g. Duquennoy & Mayor 1991; Portegies Zwart, Pooley & Lewin 2002; Sana, Gose, Evans 2009; Mason et al. 2009; Sana et al. 2008). Incorporating the massive stars in our calculation has two important effects, both of which amplify the effect of binarity on $\sigma_{obs}$ with respect to the results of K08: massive stars dominate the cluster light and their higher masses and (intrinsically) different binary properties give rise to a larger $\sigma_{obs}$.

In this paper, we quantify the effect of the presence of (massive) binaries on $M_{dyn}^{obs}/M_{phot}$ and we use this ratio as a proxy of the excess dispersion. In Section 2, we discuss the properties of the binary population that is expected in young ($\approx 10$ Myr) clusters, and we present a simple model for the additional velocity dispersion due to such binaries. In Section 3, we summarize existing observational results to confront our model with. Our conclusions are discussed in Section 4. All the specific acronyms used in this study and their definitions are given in Table 1.

### Table 1. Overview of the specific acronyms used in this study.

| Acronym | Description |
|---------|-------------|
| $f$     | Primordial binary fraction of massive stars (13–22 $M_\odot$) |
| $g$     | Fraction of primordial binaries unaffected by interaction |
| $f_{SG}$| Effective binary fraction among SGs at 10 Myr |
| $m_1$   | Mass of the primary star |
| $N_p$   | Number of stars with initial masses in the range 13–22 $M_\odot$ |
| $q$     | Ratio of the secondary mass over the primary mass |
| $P$     | Orbital period |
| $P_{crit}$ | Minimum period for binaries to be unaffected by interaction |
| $v_{rel}$ | Orbiatal velocity of the primary star |
| $v_{1D}$ | Line-of-sight velocity of the primary star |
| $r_{eff}$ | Cluster half-light radius in projection |
| $\sigma_{dyn}$ | 1D dynamical velocity dispersion of cluster members |
| $\sigma_{obs}$ | Empirically determined 1D velocity dispersion |
| $\sigma_{bin}$ | 1D velocity dispersion due to binary orbital motions |
| $M_{dyn}$ | Dynamical cluster mass based on $\sigma_{dyn}$ |
| $M_{obs}$ | Empirically determined dynamical mass based on $\sigma_{obs}$ |
| $M_{phot}$ | Photometric cluster mass |

2 The velocity dispersion due to binarity

#### 2.1 The importance of massive binaries

The young clusters with measured $M_{obs}$ and $M_{phot}$ have a rather narrow range in ages of $\approx 8–13$ Myr. This is mainly because of the onset of red supergiants (RSGs) in this age range, making clusters brighter and easier to detect and study in detail. Stars in a stellar population with an age of 10 Myr have initial masses of 13–22 $M_\odot$, corresponding to masses of 13–16 $M_\odot$ at an age of 10 Myr (Lejeune...


| Parameter | Reference | Min | Max | Range | Distribution |
|-----------|-----------|-----|-----|-------|--------------|
| $f$       | 0.6       | 0.3 | 0.9 | Flat  |              |
| $g$       | 0.25      | –   | –   | –     |              |
| $f_{SG}$  | 0.25      | –   | –   | –     |              |
| $m_1/M_\odot$ | 15      | 13  | 16  | Salpeter |
| $q$       | 0.6       | 0.2 | 1.0 | Flat  |              |
| $\log P/d$ | 3.0      | 0.3 | 3.5 | Flat  |              |
| $\log P_{crit}/d$ | 2.7      | 2.7 | 2.7 | –     |              |

initial masses in the range 13–22 M$_\odot$ and the fraction of binaries with an orbital period $P > P_{crit}$ as $g$, then the number of stars in binaries unaffected by interaction is $g f N_p$ and the number of SGs that is removed is $(1 - g) f N_p$. The total number of remaining SGs, i.e. single and in binaries, is $(1 - f)N_p + g f N_p$. So, we can write

$$f_{SG} = \frac{gf}{(1-f) + gf}.$$  \tag{2}$$

In equation (2), we have neglected the possibility that secondary stars contribute to the SG population, thus slightly underestimating $f_{SG}$. If all stars are in binaries ($f = 1$) then $f_{SG} = f$ for all values of $g$. For the remainder of our analysis, we adopt a more conservative value of $f = 0.6$ in our parametric model (Section 2.2) and a range $0.3 < f < 0.9$ for the Monte Carlo simulations in Section 2.3.

The orbital periods of early-type spectroscopic binaries range from a couple of days to about 10 yr. Adopting an Opik’s law in the interval $0.3 < \log P/d < 3.5$ and a period threshold $\log P_{crit}/d = 2.7$, we find $g = 0.25$ (i.e. we remove 75 per cent of the binaries), which via equation (2) results in $f_{SG} \approx 0.25$. For the representative period we use $P = 10^3$ d, which is approximately the mean of the periods above $P_{crit}$ when assuming a flat distribution in log $P$.

The distribution of mass ratios for high-mass stars appears to be flat between $q \approx 0.2$ [the typical detection limit for double-lined spectroscopic binaries (SB2) systems] and $q = 1$ (e.g. Sana & Le Bouquin 2009). We adopt $q = 0.6$ as a typical value for the mass ratio.

Our adopted values of the parameters that control the SG binary population at 10 Myr are summarized in Table 2. These values serve as an input for the model presented in the next section.

### 2.2 A parametric model for the velocity contribution of binaries

To quantify the importance of binaries on $\sigma_{obs}$, we model their observational characteristics. Since the dynamical velocities of the cluster members (stars and centres of mass of binaries) and the orbital velocities of the binary members are uncorrelated, we can write $\sigma_{obs}^2 = \sigma_{syn}^2 + \sigma_{bin}^2$. Here, we derive a simple expression for the contribution to $\sigma_{obs}^2$ of the orbital motions of binaries, $\sigma_{bin}^2$.

Since the secondary is generally much fainter than the primary, we ignore its contribution to the light and focus only on the primary star. Its orbital velocity, $v_{orb}$, can be expressed in terms of $q$, $m_1$ and $P$ using Kepler’s third law,

$$v_{orb} = q \left( \frac{2}{1+q} \right)^{2/3} \left( \frac{\pi G m_1}{2P} \right)^{1/3}.$$  \tag{3}$$

The contribution to the line-of-sight velocity, $v_{1D}$, depends on the inclination, $i$, of the orbital plane and the phase, $\theta$, in which the binary is observed. We first assume a population of binaries with the same $q$, $m_1$ and $P$ and random orientations of the orbital plane.
planes and (uncorrelated) random orbital phases. This results in flat distributions of \(-1 \leq \cos(\theta) \leq +1\) and \(0 \leq \theta \leq 2\pi\). For each individual binary \(v_{1\text{D}} = v_{\text{ orb}} \sin(\theta) \cos(\theta)\) so the distribution of \(v_{1\text{D}}\) values is the joint probability density function (PDF) of \(\sin(\theta)\) and \(\cos(\theta)\) multiplied by \(v_{\text{ orb}}\), which is flat between \(-v_{\text{ orb}}\) and \(+v_{\text{ orb}}\). The variance of this distribution is \(\sigma_{\text{bin}}^2 = v_{\text{ orb}}^2/3\). In reality, there will be a spread in the binary parameter which will make the line-of-sight velocity distribution peaked, with a similar variance. We continue with the assumption of a population of identical binaries to be able to analytically express our result in the binary parameters. In Section 2.3, we validate this assumption and quantify the expected spread using Monte Carlo simulations.

Taking into account that only a fraction \(f_{SG}\) (Section 2.1) of the stars that contribute to the cluster light is part of a binary, reduces \(\sigma_{\text{bin}}^2\) by a factor \(f_{SG}\). The dependence of \(\sigma_{\text{bin}}^2\) on the binary parameters can then be expressed as

\[
\sigma_{\text{bin}}^2 = \left(\frac{f_{SG}}{3}\right) \left(\frac{2g^{3/2}}{1+q}\right)^{3/4} \left(\frac{\pi M_{\odot}}{2P}\right)^{2/3}.
\]

For the reference values (Table 2) we find that \(\sigma_{\text{bin}} \approx 6.6\) km s\(^{-1}\), which is equal to \(\sigma_{\text{dy}}\) for a (virialized) cluster with \(M = 10^5 M_{\odot}\) and \(r_{\text{eff}} = 1\) pc (equation 1). So, for such clusters and these binary parameters, \(M_{\text{obs}}^\text{dy}\) overestimates the true mass \(M\) by a factor of two, because of binaries. We use these scaling values to write a more general expression for the ratio

\[
\frac{\sigma_{\text{bin}}^2}{\sigma_{\text{dy}}^2} \simeq \left(\frac{f_{SG}}{0.25}\right) \left(\frac{q}{0.6}\right)^{3/2} \left(\frac{m_1}{15 M_{\odot}}\right)^{2/3} \left(\frac{10^4 P}{M/r_{\text{eff}}^2}\right)^{1/3},
\]

where we have approximated the term \([2g^{3/2}/(1+q)]^{3/4}\) from equation (4) by \(q^{3/2}\). Equation (5) is accurate to within 8 per cent for \(q \gtrsim 0.2\).

In the next section, we will use the ratio \(M_{\text{obs}}^\text{dy}/M\) as a measure of the excess dispersion, which we can write as

\[
M_{\text{dy}}^\text{obs}/M = \frac{\sigma_{\text{dy}}^2 + \sigma_{\text{bin}}^2}{\sigma_{\text{dy}}^2} = 1 + \left(\frac{M/r_{\text{eff}}}{10^5 M_{\odot}\text{pc}^{-1}}\right)^{-1},
\]

where in the last step, we have used the reference values of Table 2 such that the binary part of equation (5) equals 1.

For \(M/r_{\text{eff}} < 10^5 M_{\odot}\text{pc}^{-1}\) binaries dominate the measured velocities and therefore \(M_{\text{dy}}^\text{obs}/M \propto (M/r_{\text{eff}})^{-1}\) (for a constant \(\sigma_{\text{dy}}^2\)). For higher values of \(M/r_{\text{eff}}\), the presence of binaries has little effect on the estimated mass and \(M_{\text{dy}}^\text{obs}/M \simeq 1\).

### 2.3 A Monte Carlo validation

Up to this point, we have assumed populations of equal binaries giving a flat distribution of \(v_{1\text{D}}\) values and a fixed value for \(\sigma_{\text{bin}}\) for each cluster. First, we verify the assumption that the shape of the \(v_{1\text{D}}\) distribution resembles a Gaussian when a range of binary parameters is assumed (Section 2.3.1). Then we quantify the expected spread in \(\sigma_{\text{bin}}^2\) values when comparing clusters (Section 2.3.2).

#### 2.3.1 The velocity dispersion of a binary population

We generate two populations of \(10^4\) binaries, i.e. no single stars, to study the shape of the velocity dispersion of their orbital motions.

For one population, we give all primaries a \(v_{\text{ orb}}\) based on equation (3) and the reference values from Table 2. The values of \(v_{1\text{D}}\) are acquired by multiplying \(v_{\text{ orb}}\) for each binary by a random number between \(-1\) and \(+1\) (Section 2.2). The resulting distribution and the Gaussian approximation \((\sigma_{\text{bin}} = v_{\text{ orb}}/\sqrt{3})\) are shown as a dotted histogram and a full line, respectively, in Fig. 1. For the second population we randomly draw values for the masses, mass ratios and periods from the distributions described in Table 2. The binaries with \(P < P_{\text{crit}}\) are taken out of the sample. With equation (3) we then calculate \(v_{\text{ orb}}\) for each remaining binary and \(v_{1\text{D}}\) is again acquired by multiplying \(v_{\text{ orb}}\) by a randomumber between \(-1\) and \(+1\). The resulting distribution is shown as a dashed histogram in Fig. 1. Two things can be seen from this figure: (1) the width of the more realistic distribution (i.e. using a range in binary parameters) is well approximated by our simple model and (2) this distribution is close to Gaussian. This last point is important since we have assumed in Section 2.2 that we can quadratically add \(\sigma_{\text{bin}}\) to \(\sigma_{\text{dy}}\) to get the total velocity dispersion.

#### 2.3.2 The expected dispersion in the binary population

Here we quantify the spread in \(\sigma_{\text{bin}}\), i.e. the dispersion in the additional velocity dispersion square, when comparing different realizations of binary populations, caused by the fact that the number of binaries is small and that there is a spread in the binary fraction (Table 2).

We generate 1000 massive star populations, each consisting of 200 SGs (an approximate number for a cluster of mass \(10^5 M_{\odot}\), Larsen et al. 2008). For each population, we randomly sample a value for \(f\) and thus have \(200 \times f\) binaries. The \(v_{1\text{D}}\) values of the binaries are calculated in the same way as in Section 2.3.1 using the ranges from Table 2. For each population, the variance of the 1D velocity distribution \((\sigma_{\text{bin}}^2)\) of the remaining SGs in the sample (single and binary) is then calculated. The resulting PDF of
the $\sigma_{\text{dyn}}^2$ values is shown in Fig. 2. The reference value of $\sigma_{\text{dyn}}^2$ is indicated with a vertical solid line and is very close to the mode of the distribution. When approximating PDF ($\sigma_{\text{dyn}}^2$), by a log-normal we find a standard deviation of $\sim 0.7$ corresponding to a factor of $\sim 2$ relative to the mode.

We will now compare the model to empirical determinations of $M_{\text{dyn}}^{\text{obs}}/M$. Since we do not know the real mass $M$, we use $M_{\text{phot}}$ as a proxy.

3 COMPARISON WITH OBSERVATIONS

We illustrate the effect of the presence of binaries, by comparing the results of our model from the previous section to the empirical ratio $M_{\text{dyn}}^{\text{obs}}/M_{\text{phot}}$ for a number of clusters. The cluster masses $M_{\text{dyn}}$ and $M_{\text{phot}}$ follow from literature values for magnitude, age, $\sigma_{\text{obs}}$ and $r_{\text{eff}}$. We subsequently rederive $M_{\text{phot}}$ and $M_{\text{dyn}}$ to obtain a homogeneous sample, which is important because the literature values are derived by a number of groups using a variety of SSP models to derive $M_{\text{phot}}$ and apply different (small) corrections to the value of $\eta$ (equation 1) because of mass segregation (Fleck et al. 2006) and variations in the density profiles (for those clusters for which measurements of their surface brightness profile are available). All cluster parameters and references to the relevant literature are given in Table 3.

We use the Bruzual & Charlot (2003) SSP models with a Chabrier IMF and solar metallicity to derive $M_{\text{phot}}$. For each cluster, the age dependent $M_{\text{IL}}$ is found from the observed cluster age. Combining $M_{\text{IL}}$ with the absolute magnitudes ($M_V$ for seven clusters and $M_K$ for the rest) we determine $M_{\text{phot}}$. The quoted upper and lower limits in $M_{\text{phot}}$ are calculated through the uncertainties in log (age/yr). We use equation (1) to determine $M_{\text{obs}}$ with $\eta = 9.75$, and the uncertainty is calculated using the uncertainties in $\sigma_{\text{obs}}$ and $r_{\text{eff}}$ by adopting standard error propagation. The calculated values for $M_{\text{phot}}$ and $M_{\text{obs}}^{\text{dyn}}$ are presented in Table 3.

We now assume that our choice for the IMF and the metallicity is representative for all clusters and that variations in $\eta$ due to mass segregation and the density profile are negligible. Under these assumptions, $M_{\text{phot}}$ reflects the true mass $M$ and subsequently $\sigma_{\text{dyn}}^2$ scales with $M_{\text{phot}}/r_{\text{eff}}$ (equation 1). However, $M_{\text{phot}}$ is also affected by binarity since the shortened RSG phase in short period binaries reduces the integrated luminosity (recently noted by Davies et al. 2009). This effect reduces the fraction of bright stars visible at 10 Myr by a factor of $(1 - g)/g \approx 0.5$ (Section 2.1).

In Fig. 3, we present the data. The trend that clusters with a small $M_{\text{phot}}/r_{\text{eff}}$ tend to have high $M_{\text{obs}}^{\text{dyn}}/M_{\text{phot}}$, and which drops with increasing $M_{\text{phot}}/r_{\text{eff}}$ is well reproduced by a population of binaries among the most massive stars. The dispersion in the observations around the mean value for our model (equation 7, solid curve in Fig. 3) roughly corresponds to the spread following from our Monte Carlo experiment (dashed lines) when allowing a spread in the binary parameters, rather than fixed values.

The linear Pearson correlation coefficient (Rodgers & Nicewander 1988) for the logarithmic values of the data presented in Fig. 3 is $s = -0.71$ with a significance level of $\sim 2 \times 10^{-4}$, which indicates that the observed trend is statistical significant.\footnote{The coefficient $s$ can have a value between $-1$ and $+1$, where $-1(+1)$ indicates a linear relation between the observed variables with negative(positive) slope. A value of $s = 0$ indicates a lack of correlation.}

The downward trend in Fig. 3 suggests that $\sigma_{\text{obs}}^2$ equals $\sigma_{\text{dyn}}^2$ plus a constant. This is what follows if all clusters are virialized and host a similar binary population (equation 6).

4 CONCLUSIONS AND DISCUSSION

Several studies have found from spectroscopic analyses that for many young ($\sim 10$ Myr) star clusters the measured velocity dispersion is too high for the mass derived from their total luminosities and their ages. This has led several authors to conclude that these clusters are supervirial and thus dissolving. However, the conversion from velocity dispersion to mass (equation 1) does not consider the additional velocities of binaries. K08 considered this effect, but concluded that binaries are only important for clusters with low intrinsic velocity dispersion ($\sim 1$ km s$^{-1}$), i.e. lower than the aforementioned clusters. K08 ignored the mass dependent MIL of stars and the intrinsically different binary properties of massive stars. In this study, we show that taking these aspects into account makes the contribution of binarity to the dynamical mass estimates, $M_{\text{obs}}^{\text{dyn}}$, of clusters in this age range non-negligible.

We present a simple analytical model that gives the 1D velocity dispersion of a virialized star cluster hosting a binary population. The model is complementary to the classical virial relation for clusters consisting of single stars (equation 1). The result is presented as a single equation that needs as input the (typical) binary fraction, mass ratio, primary mass and orbital period of the binary population and the mass and radius of the star cluster. This relation can be used to easily estimate the effect of binaries based on different parameters for the binary population and/or cluster. The model presented here serves as a starting point for more realistic approaches using binary population synthesis models (e.g. Eldridge & Stanway 2009). Tentative confirmation of our results comes from the velocity dispersion of the binary population discussed in E08: $\sim 12$ km s$^{-1}$ at an age of 10 Myr (Eldridge, private communication), which is close to what we find for the reference values discussed in Section 2 (see Fig. 1).

For 24 clusters, we derive the ratio of $M_{\text{obs}}^{\text{dyn}}$ over the photometric mass, $M_{\text{phot}}$, and show that it decreases with increasing cluster velocity dispersion. This is also what follows from the model and
Table 3. Overview of the observational data used. Values for the absolute magnitudes, \( \log (age/yr) \), \( \sigma_{abs} \), and \( r_{eff} \) were taken from (1) Östlin, Cumming & Bergvall (2007); (2) Moll et al. (2007); (3) Larsen et al. (2008); (4) Smith et al. (2006); (5) McCarady & Graham (2007); (6) Bastian et al. (2006, 2006) and references therein; (7) McCarady, Gilbert & Graham (2003); (8) M08. The \( M_L \) value of NGC 6946—1447 was taken from the update given by Larsen, Brodie & Hunter (2006). The values for \( M_{\text{obs}}^{dy} \) and \( M_{\text{phot}} \) were rederived in this study, see Section 3 for details.

| Galaxy      | ID    | Ref | \( M_V \) | \( M_K \) | log(age/yr) | \( \sigma_{abs} \) (km s\(^{-1}\)) | \( r_{eff} \) (pc) | \( M_{\text{obs}}^{dy} \) (\( M_{\odot}\)) | \( M_{\text{phot}} \) (\( M_{\odot}\)) | \( M_{\text{obs}}^{dy}/M_{\text{phot}} \) | \( M_{\text{phot}}/r_{eff} \) (10\(^3\) \( M_{\odot}/\text{pc}^2\)) |
|-------------|-------|-----|-----------|-----------|-------------|-------------------|-----------------|-------------------------------|-------------------|---------------------|-----------------------------|
| ESO338-IG   | 23    |     | 0.50      | 1.00      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC1140     | #1    |     | 0.20      | 0.40      | 0.60        | 0.80              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC1569     | B     | 3   | 0.10      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| M82         | A1    | 4.5 | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| M82         | MGG9  | 6.7 | 0.10      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| M82         | MGG11 | 6.7 | 0.10      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC1569     | A     | 6   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC1705     | 1     | 6   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC5236     | 605   | 6   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC6946     | 1447  | 6   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | W99-1 | 6   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | W99-16| 6   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | W99-2 | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | W99-15| 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S1_1  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S1_2  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S1_3  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | 2000_1| 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S2_1  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S2_2  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S2_3  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | 1     | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | 2     | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |
| NGC4038     | S2_4  | 8   | 0.14      | 0.20      | 0.40        | 0.60              | 0.80             | 2.00                          | 1.00              | 2.00                | 1.00                        |

The values of the binary parameters used in the study (Table 2) are only indirectly based on observations since we have to correct the period distribution found for massive main-sequence stars to account for the reduced RSG phase of stars in tight binaries (Section 2.1). Our assumption can be verified once the binary fraction \( f_{SG} \) and the associated period distribution among a statistically significant sample of resolved SGs has been determined. This could be done spectroscopically using a long time base (\( \sim \) few 100–1000 d). The recently discovered RSG clusters towards the Galactic Centre (Figer et al. 2006; Davies et al. 2007; Clark et al. 2009) provide an excellent opportunity to do this. All three have approximately the same age as the extragalactic clusters used here, their masses are relatively low (few times 10\(^4\) \( M_{\odot}\)) and they have radii of a few pc, which according to our model places them in the regime where binaries dominate the measured velocity dispersion. The ratio \( M_{\text{obs}}^{dy}/M_{\text{phot}} \) was determined for two of them and is \( \sim 2 \) (Davies et al. 2008), lower than the extragalactic clusters with comparable \( M_{\text{phot}}/r_{\text{eff}} \) (Fig. 3), but still consistent with the lower 2\( \sigma \) line of our prediction. This result is very sensitive to low-number statistics, since the number of RSG in these clusters is \( \sim 20 \), so for \( f_{SG} = 0.25 \) we expect only a handful of binaries.

Ritchie et al. (2009) present a spectroscopic multi-epoch survey of luminous evolved stars in Westerlund 1. This cluster is slightly younger than the clusters considered here, thus its SGs population is formed by more massive stars. They find a binary fraction in...
excess of 40 per cent among the 20 most luminous SGs. Interestingly, they also find radial velocity changes of $\sim 15-25 \text{ km s}^{-1}$ in cool hypergiants due to photospheric pulsations. Macro turbulence dispersions of $5-10 \text{ km s}^{-1}$ are also found for luminosity class II and III giants by Gray & Toner (1986) and Carney et al. (2008). This is an additional complication in dynamical mass determinations of young star clusters containing massive giants.

Our results are an important ingredient in the discussion on the importance of the early mass independent disruption, or ‘infant mortality’, of star clusters. The high dispersions found for the clusters discussed here have been put forward as empirical evidence that many young ($\ll 30 \text{ Myr}$) clusters are quickly dissolving (e.g. Goodwin & Bastian 2006; M08). We have provided arguments that the alleged super-virial state can largely be explained by orbital motions of binary stars.

Early dissolution due to gas expulsion can still exist, but it probably occurs on much shorter time-scales ($\ll 10 \text{ Myr}$) than generally assumed. This idea is supported by the fact that the clusters considered here have densities of $\sim 10^5 M_\odot \text{ pc}^{-3}$, corresponding to an internal crossing time of the stars of roughly 0.5 Myr. So these clusters have evolved for at least 20 crossing times. The crossing time in the embedded phase is much shorter than the crossing time at 10 Myr due to the non-zero star formation efficiency and the consequent expansion (Bastian et al. 2008). The gas expulsion models show that clusters need about 20 initial crossing times to find a new virial equilibrium, or completely dissolve into the field (e.g. Goodwin 1997; Geyer & Burkert 2001; Baumgardt & Kroupa 2007). So at 10 Myr, the super-virial state is undetectable and the clusters discussed here are therefore survivors of the gas expulsion, or ‘infant mortality’, phase.

Figure 3. The ratio $M_{\text{phot}} / M_{\text{rot}}$ as a function of the square of the velocity dispersion expressed in terms of the observables $M_{\text{phot}} / r_{\text{eff}}$ (equation 1). The solid curve is calculated assuming the fixed binary parameters adopted in Section 2.1, which are: $f_{\text{inc}} = 0.25$, $q = 0.6$, $m_1 = 15 M_\odot$ and $P = 1000 \text{ d}$ for each subsequent curve. The symbols with error bars are the observed values for these parameters from Table 3. The horizontal line is plotted to guide the eye.
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