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Abstract: During the last decades, collaborative robots capable of operating out of their cages are widely used in industry to assist humans in mundane and harsh manufacturing tasks. Although such robots are inherently safe by design, they are commonly accompanied by external sensors and other cyber-physical systems, to facilitate close cooperation with humans, which frequently render the collaborative ecosystem unsafe and prone to hazards. We introduce a method that capitalizes on partially observable Markov decision processes (POMDP) to amalgamate nominal actions of the system along with unsafe control actions posed by the System Theoretic Process Analysis (STPA). A decision-making mechanism that constantly prompts the system into a safer state is realized by providing situation awareness about the safety levels of the collaborative ecosystem by associating the system safety awareness with specific groups of selected actions. POMDP compensates the partial observability and uncertainty of the current state of the collaborative environment and creates safety screening policies that tend to make decisions that balance the system from unsafe to safe states in real time during the operational phase. The theoretical framework is assessed on a simulated human–robot collaborative scenario and proved capable of identifying loss and success scenarios.
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1. Introduction

The immense need of contemporary industries to meet the technological requirements of the factories of the future as imposed by Industry 4.0 brought significant technological breakthroughs in the robotics domain, leading the robots out of their cages to work in close collaboration with humans, aiming to increase productivity, flexibility and autonomy in production [1]. Although the fact that such collaborative robots are designed and built with inherent safety mechanisms [2], their deployment in unconstrained environments typically necessitates their integration with other technological tools, such as visual and non-visual sensors along with custom algorithm solutions and other human machines interaction (HMI) interfaces, to realize true collaboration with human co-workers. The synergy of all these components formulate a collaborative ecosystem that, combined with the human interactive actions, could provoke hazardous events that conditionally render human–robot collaboration (HRC) unsafe [3].

This new type of collaborative environment imposed the in-depth re-consideration of safety mechanisms that take into account both the new technological advancements and the human factor, which holds an important role in Industry 4.0, to enable the workflow’s execution as smoothly as possible [4]. Towards the design of such a system of human–robot collaboration, the discussions with experts and company workers is also needed [5,6]. On the one hand, the safety community brought into action specific International Organization for Standardization (ISO) standards [7,8], custom tailored to identify a series of important...
hazards in HRC applications including potential sources of harm for the operator, their likely origins, and safety regulations for guiding the design and deployment of robotic solutions [9]. In particular, ISO standard 12100 [10] has been designed to identify potential hazards stemming from neglecting or intentional errors of the human operators; and to prevent their consequences, which are measured in terms of quantified risk values [11]. However, these standardized safety control mechanisms study the issues unilateral focusing either on the robots’ features or on the human operator behavioral regulations and, thus, in some cases fail to model or predict hazardous events that stem from the true collaboration. On the other hand, research endeavors in safety analysis realized powerful tools that enable mainly hardware-related fault forecasting, which aims at estimating the cause–consequence chain of fault occurrence [12]. Such methods can be either Bottom-Up where a fault effect on the system is estimated in terms of cause–consequence, severity and probability, e.g., Failure Mode, Effects & Criticality Analysis (FMECA) [13], or Top-Down, where the determination of faults also induces identified unwanted effects, e.g., Fault Tree Analysis (FTA) [14], Hazard and Operability Analysis (HAZOP) [15]). Another recently introduced, yet powerful hazard analysis technique, namely System-Theoretic Process Analysis (STPA) [16], is based on the Systems Theoretic Accident Model and Process (STAMP) accident causation model and builds a model of the control structure of the system to identify control-related flaws. The main advantage of STPA, when compared to other hazard analysis methods, is that it forces a holistic study of the system to identify unsafe control actions that may lead to hazardous situations [17]. When it comes to HRC applications, with STPA, one can study simultaneously both the hardware as well as the human factor as a unified ecosystem that incorporates each other parameter and possible action related to any component of the examined system [18].

In this work, we introduce a novel method that studies the STPA as a decision making tool, based on a variation of the Markov belief propagation model, that associates un/safe control actions with un/safe states during collaborative tasks by incorporating the uncertainty of the observations obtained upon a selected action. We associate groups of states with safety-levels and map these states with context-dependent un/safe control actions, analyzed during the STPA analysis. We tackle the system’s partial awareness regarding the collaborative ecosystem by modeling the finite number of expected observations with a probability density function. We prove that Partially Observable Markov Decision Processes (POMDPs) can act complementary to STPA analysis in order to create an active safety-related prompting tool that defines the loss scenarios during the system’s operational phase. The system is prompted through a sequence of selected actions to transit into states of higher safety through a reward mechanism. The outcome POMDP modeling procedure is the formulation of a policy graph that can operate in real-time with the evolution of the collaborative task to continuously balance the system into safe states, as graphically illustrated in Figure 1. The main contributions of this work are summarized as follows:

- The introduction of the system’s state and action space partitioning based on group of safe, unsafe and recovery states resulting from their association with the respective actions, that outline the system’s current safety level.
- The interpretation of the STPA control structure as a decision making tool (based on POMDP models) to be utilized in the operational phase in order to decide on the most appropriate next action that will bring the system into a safer state.
- The application of STPA on a classic HRC topology and the evaluation of our decision making method with the formulated policy graph.

The rest of the paper is organized as follows: Section 2 discusses the relevant literature to the studied domain. The theoretical background and the problem formulation is presented in Section 3.1, while the proposed methodology is thoroughly analyzed in Section 4, where the STPA-related POMDP formulation is presented along with the prompting mechanisms on different safety levels. Section 5 appends a case study with the HRC example, interpreted with the safety prompting method, and conclusions are drawn in Section 6.
2. Related Work

The systematic safety analysis and the systemic modeling of the hazardous situations in collaborative robots with humans has not yet been widely researched [19]. More focus has been applied on the identification of hazards on existing robotic systems to measure their dependability by employing system theory methods [11]. Yet, it has been proven that classic hazard identification approaches such as FTA and FMECA [13] are not well-suited for human–robot collaboration applications, since they cannot deal with unpredictable human–robot interactions (HRI). In another approach presented in [15], the authors systematized the pairing of HAZOP and Unified Modeling Language (UML), and demonstrated results also for collaborative scenarios, excluding the formal point of view and focusing on an informal solution, by gathering as much information as possible from brainstorming and meetings.

Authors in [18,20] studied the possibility of utilization of multi-robots with human workers in a laboratory environment by exploiting STPA and fault tree analysis to identify the potential safety hazard scenarios, their causal factors, and concluded with a set of recommendations. The approach proposed in [21] examined a case related to multi-robot systems considering the coordination, cooperation and collaboration aspects in accordance to which a risk identification study is performed by employing STPA to extract a set of risk scenarios related to different types of hierarchical coordination architectures in addition to their factors, and afterwards, the Bowtie method is utilized for the evaluation of the obtained scenarios. The method applied on a collaborative environment with multiple mobile robots and a great number of hazardous scenarios has been identified. From a different perspective, the authors in [22] introduced the SAFER-HRC methodology, which concerns an exhaustive exploration of all possible execution workflows of the application, the automatic identification of hazards within the workflows and the determination of their associated risk with the respective ISO standards, while the system also introduces provisions for risky hazards and verifies their effectiveness by computing residual risks. The method has been tested on an actual collaborative scenario and proved efficient in identifying hazards, yet the performance of it significantly depends on the accuracy of the model and the modeling of the probabilistic distribution of human’s unintended behavior or errors.

As we study deeper, the research endeavors conducted for the systematic identification of hazards and risks, it becomes apparent that the identification of risks in real time, i.e., during the operation phase of the system, especially for HRC applications, is an imperative yet challenging task. Of such applications can be considered the current trend of automation and data exchange in manufacturing technologies of Industry 4.0 [23], as well as applications related to personal assistive robots [24], where also true and even physical interaction is required. In such applications, there is the need to predict the next accident more efficiently, yet the challenge of measuring what the actual safety level of a system is at a certain moment in time at a given context [25] is still under investigation, regardless of the introduction of new accident models and the view of safety as an emergent system property. The authors in [26] proposed a method to measure the gap between system design and operation as a metric for safety and introduced the Risk SituatiOn Awareness
Provision (RiskSOAP) indicator based on which one can compare the safety constraints of existing systems compared to their ideal set of safety constraints that derive from their STPA analysis, and calculate a situational awareness indicator for the system under study. In a more recent work presented in [27] a mathematical model for systems’ safety level determination and its dynamic calculation based on the STAMP accident model has been introduced. The model employed the outcomes of STPA hazard analyses and transformed them into graph diagrams the nodes of which depicted an STPA based safety constraint, and each path of the acyclic diagram corresponded to a possible scenario of safety constraints violations that can lead to accidents.

Our work aims to provide such a real time tool, which capitalizes on the determined unsafe control actions extracted from the STPA, in order to prompt the system into the selection of an action, based on the current and past observations and actions, that will transit it to a next state that belongs to a higher safety level. We employ an abstraction for the clustering of the plethora of the normal and unsafe states of the system, and we formulate the problem as a partial observable Markov decision process in order to determine a policy graph that operates in real time and deduces the safe and unsafe workflows of the system.

3. Theoretical Background and Problem Formulation

3.1. STPA Principals

STPA is one of the new hazard analysis techniques based on the STAMP causality model. In order to better understand the principles of STPA, an outline of the STAMP model basics is essential. In STAMP-related techniques, the systems are examined as a dynamic balanced system orchestrated by feedback and control loops [28]. The interaction between the subordinate components of the system and the human operator is modeled as a closed control schema obeying the classic control rule, where the controlled process is formulated through: (i) the received/sent control actions by the controller and (ii) the feedback received/observed by the controller upon the executed action. STPA is the hazard analysis technique of STAMP, where, based on the designed control structure, potentially hazardous control actions are identified. Upon the definition of purpose analysis of examined system, the basic steps of STPA are as follows [16]:

- Identify the losses considering all the stakeholders of the system;
- Identify system level hazards and link them to losses;
- Define system level constraints;
- Model the general control structure;
- Identify unsafe control actions;
- Identify causes of unsafe control.

The outcome of this procedure is the definition of several system states that condition to the appearance of any tracked unsafe control action can lead to hazardous situations. This renders STPA an appropriate tool for the design phase of any system by contributing in the architecture definition, the creation of safety requirements, the identification of hazardous conditions and the planning of mitigation actions and other critical preparatory steps during the development of the system. Ergo, STPA contributes mainly in the design phase of a safe system. There are yet no reports in the literature describing how the safety specifications of STPA have been used to support decision-making during the operational phase of systems, since the aim of the method is to model unsafe scenarios to prevent hazardous situations. This may be related to the fact that STPA emphasizes on the states of the system that are linked to one or more unsafe control actions and does not take into consideration normal execution of control actions related to nominal system operation states. Control actions in STPA are typically analyzed in terms four different aspects in order to extract the respective UCAs, namely (i) not providing causes hazard, (ii) providing causes hazard, (iii) providing too early, too late or out of order and (iv) stopped too soon or applied too long.
3.2. STPA as Component of a Decision Making Tool

In our approach, we consider as unsafe control actions (UCAs) the actions that lead to a hazardous situation, and have been defined during the STPA analysis, while we consider as safe control actions (CAs) the nominal actions that occur when the system operation is in normal and safe conditions. We incorporate UCAs and resulting hazardous system states into the operational phase by holistically interpreting all the possible states to which the system can transit with respect to the executed control actions—either safe or unsafe ones. Thus, we handle the safety control structure as a self-organized decision-making problem upon which the system can select automatically the next best control action that will accommodate the transition from an unsafe to a safe state. This extends the usability of the STPA analysis since it turns it from a tool utilized during the system design phase into an active tool suitable for the operational phase, that can help controllers to infer selected actions to prompt the system into balanced safety levels. This allows us to establish an efficient method in reflecting dynamics features of system behavior in real-time.

Towards this direction, we seek to transform the STPA control structure into a policy-driven action selection mechanism able to bring the system into a safety equilibrium. When we cope with a decision, there are several different actions that we could select. Choosing the best action requires reasoning about more than just the immediate effects of this action. The immediate effects are often easy to see, but the long term effects are less obvious [29]. In safety control structure, we are interested in selecting an action that will lead the system from an unsafe to a safe state. However, the future impact of an action currently appears as a wise selection could lead to hazard. Therefore, a trade-off between the immediate rewards and the future gains is required to yield the best possible solution.

3.2.1. Markov Decision Processes

An HRC system in the operational phase can be considered as a dynamic scheme of states led by specific actions. Thus, we can conveniently model our problem as a Markov Decision Process (MDP). Following the MDP's formulation, we define a set of system states, a set of actions, the effects of the actions and the immediate value of each action. The state is the way the ecosystem (i.e., the environment, the human and the robot) currently exists, and an action will have the effect of changing the state of this ecosystem. The objective is to select the best action for a particular state, since alternative actions have different outcomes and may transit the system to a different state. The automation of decision-making in MDPs is achieved by associating selected actions with a value. The transition is modeled by specifying the resulting next state for each starting state and action. However, there is a certain limitation in classical MDPs, where the main assumption is that the next state depends only upon the current state [30]. Although this assumption can be valid for certain applications, in safety system scenarios, where time evolution of the facts also plays a major role, a sequential combination of CA and UCAs advocate in the system’s transition from safe related states to hazard states and eventually in states associated with losses [27]. However, based on the Markov assumption, the next state is solely determined by the current state (and current action) and, thus, the MDP model is not capable of modeling these situations directly.

3.2.2. State Uncertainty in Markov Decision Processes

Classic MDPs assume that the current state is completely known and observable. However, in real-life conditions, the discrete state of each system state examined by system-theory applications cannot be fully modeled, since it is not trivial to measure and observe all the parameters that could potentially influence the ecosystem, e.g., the human mood while performing a collaborative task. To this end, each state is considered as partially known. Partial observability of the state is opposed to the MDP principals. To tackle this limitation, we incorporate partially observable Markov decision processes (POMDP) [31], where instead of directly observing the current state, the state is linked to an observation that indicates a clue regarding the state it belongs to. The observations are considered as
the outcome of the selected actions—either CA or UCA—and can also be probabilistic. Therefore, there is a need to specify an observation model that explains the probability of each observation for each state in the system given a specific applied action. It turns out that the maintenance of a probability distribution over all of the states boils down to provide the same information as if we maintained the complete history of the states [32,33]. In particular, when a selected action is performed and this action provides an observation, the distribution is updated accordingly. POMDPs constitute a convenient representation for tracking the different states of the system and provide selected UC and UCA that produce observations in a probabilistic manner. By associating each selected action with a system state of a particular safety level, we can formalize the STPA products as POMDP problem.

4. Methodology

4.1. STPA-Related POMDP Formulation

In our approach, we interpret the STPA outcomes and link them with specific ecosystem states and actions, either CAs or UCAs. For the proposed problem formulation, we read the generic POMDP design theory [34] in a safety-related manner, considering the explicit constraint and unconstrained dynamics where the problem domain comprises in our case study the environment, the operator, the robot and the peripheral monitoring components. A discrete POMDP is designed as a tuple \( P = \{ S, A, \Omega, R, O, T, b_0 \} \) where:

- \( S = \{ s_1, s_2, ..., s_n \} \) denotes the States space that determines the condition of the environment, the operator, the robot and the peripheral monitoring components at each time \( t \).
- \( A = \{ a_1, a_2, ..., a_n \} \) denotes the Actions space that comprises all the system actions (including nominal CAs and UCAs) that the ecosystem agents (i.e., robot and operator) are able to perform so as to complete the collaborative task.
- \( \Omega = \{ \omega_1, \omega_2, ..., \omega_n \} \) denotes the Observations space that comprises the outcomes of each above mentioned action, but under the assumption that an observation \( \omega \) partially describes the state of the previous entities.
- \( R = (A, S) \) comprises a Reward function that determines the restrictions imposed by penalizing or favoring specific selected actions (\( A \)) during the HRC (\( S \)).

The measurement of the probability distribution of the initial state (\( b_0 \)), the states transitions (\( T \)) and the observations (\( O \)), constitute the fundamental part during the design of POMDPs. This is a challenging task, and the initialization of the probability values over these parameters is typically applied empirically or by assuming a distribution function based on the nature of the problem.

- The probability distribution of the initial state comprises the likelihood about the environment, the robot, the operator and the subordinate components to be in specific state \( s \) at the time \( t = 0 \) such as:
  \[
  b_0(s) = P(s_0 = s)
  \] (1)

- The probability distribution of the state transition comprises the probability of propagating to state \( s' \) given that the domain is in state \( s \) and the system selects an action \( a \) and its respective expression is provided as:
  \[
  T(s, a, s') = P(s_t = s'|s_{t-1} = s, a_{t-1} = a)
  \] (2)

- The probability distribution of the observations comprises the uncertainty of the model to receive a specific observation \( \omega \), e.g., feedback, considering that the ecosystem is in state \( s \) and the prompting model has selected to perform the action \( a \), also expressed as:
  \[
  O(s, a, \omega) = P(\omega_t = \omega|s_{t-1} = s, a_{t-1} = a)
  \] (3)
The probability distribution about the current state of the ecosystem to be in \( s \), being partially observable through observation \( \omega \). Since it is not possible to define the current state with complete certainty, a belief distribution is maintained to express the history of the selected actions and state transitions of the domain such as at time \( t \), the operator, the robot, the environment and the subordinate monitoring components are at state \( s \) considering the sequence of past combination of actions and observations as follows:

\[
b_t(s) = P(s_t = s|\omega_t, a_{t-1}, \omega_{t-1}, ..., a_0, b_0)
\]  

(4)

The explicit definition of the aforementioned probabilities indicate the design of a well-formed POMDP model, the solution of which can be achieved through the existing solvers [35]. The outcome of this solution is an action selection policy \( \pi \) that maximizes the sum of the expected future reward up to a specific time. This policy comprises a mapping from the current state belief probability to the action space \( A \). Given the computed policy, the model can select an optimal action by computing its belief state based on the following update rule:

\[
b'(s') = \frac{O(s', a, \omega) \sum_{s \in S} T(s, a, s') b(s)}{P(\omega|a, b)}
\]  

(5)

where \( b' \) is the updated belief, \( b \) is the given belief at the previous time step and \( (a, \omega) \) is the latest combination of model selected action and observation. This policy constitutes the real time “map”, which, based on the current observation probability \( \omega_i \) at time \( t \), the model selects a control action, initially defined in the STPA, that prompts the system to transit in the next state \( s_{t+1} \).

4.2. Prompting on Different Safety Levels

In our safety-related decision making method, we consider as “safe states” the normal operation behavior of the system, and as safe “control actions” (CAs) the nominal actions under which the system operates without provoking any hazards. Moreover, we consider as “unsafe states” the hazardous situations of the system, which occur under the execution of an “unsafe control action” (UCA). During the STPA analysis, the unsafe states of the system along with the UCA of the studied controllers are extracted during the definition of the circumstances under which a loss scenario will occur. We employ the UCA and hazardous states and the normal operation states with their respective nominal CAs to determine the complete state space that define a collaborative workflow along their respective observations. These parameters can express an optimal policy \( \pi \), through a POMDP model, which can be utilized as a safety prompting model to continuously monitor the ongoing task.

We interpret the collaborative tasks as a POMDP problem, the objective of which is to decide on each state the optimal action, in order to resolve the defined task with safety. We select to read the state and action space based-on the safety levels as dictated in the STPA analysis. This will provide our safety monitoring system with the equivalent loss scenarios. Since the state space is partially observable, it is conceptually grouped by defining blocks of states that correspond to discrete safety levels \( \mathcal{S} = \{S_U, S_R, S_S\} \). Herein, the state space is partitioned in three safety levels, namely Unsafe, Recover and Safe. The states that belong to the \( S_U \) safety level group correspond to instances of the collaborative workflow that the system is completely unsafe and may lead to hazard situations. The \( S_R \) safety levels define the group of states within the collaborative task in which the robot/operator have already engaged in recover/corrective action and the level of hazard has been allayed. The states that may belong to the \( S_S \) safety level group dictate the instances in the collaborative workflow that the system is completely safe and the task propagates normally. The design principle behind the proposed POMDP formulation mechanism is schematically exhibited in Figure 2.
Figure 2. A state transition automaton for the proposed Markov decision process formulation.

The main advantage of the state space partitioning is that it indirectly defines groups of system actions, either performed by the robot or the operator, the context of which is related to the type of the intervention required for the completion of the collaborative task, given the current system safety level. Following the same strategy, the action space is partitioned as \( \mathcal{A} = \{A_{UCA}, A_{RCA}, A_{SCA}\} \). The \( A_{UCA} \) set corresponds to completely unsafe control actions, as defined from the STPA, that may lead the system to a hazardous situation; the \( A_{RCA} \) set reflects the set of recovery control actions applied from the robot or the operator in order to bring the system to a safer state or to avert an unsafe control action. The \( A_{SCA} \) set involves the safe control actions performed by the system to complete the collaborative task. In more detail, the \( A_{UCA} \) set involves all the faulty, erroneous and unsafe control actions identified during the STPA analysis and classified as potential fact for the violation of the system level constraints over the identified control loops in the collaborative workflow, such as inaccurate reporting of collision space, failure of the proximity mechanism, insufficient grasping, failure of human–machine interaction interfaces, malfunction of the task planner, communication drop in augmented reality engine, collapse of hardware sensors, etc. The selection and execution of such actions can lead to hazardous situations and eventually can provoke losses. In order to transit the system from an unsafe state \( s_U \) to a safer state \( s_S \), each \( s_U \) should be associated with mitigation actions that could prevent hazard situations and will bring the system to the nominal control loop. Such actions are considered those that belong to the \( A_{RCA} \) group, which is related to the moderation processes nested within collaborative tasks to ensure that the ongoing procedures are performed with safety. This group of actions involves, among others, the communication modalities supporting activities such as notifications in the human machine interaction interfaces, messages exchanged among robot and operator and vice versa, task assignment control commands, displays, warnings and interaction with the augmented reality modules, etc. Lastly, \( A_S \) corresponds to the group of safe control actions that are linked to the nominal operation of the controllers foreseen in the collaborative workflow of the ecosystem, that respect the initially identified system level constraints posed during the STPA analysis.

The objective of the designed model is to propagate the system to \( s_S \) set of states, by selecting the corresponding set of actions. This is further regulated by wisely assigning the values at the reward function, thus endorsing the system such as, a positive reward value is assigned to the model when the selected action transits the system from unsafe
state $S_U$ to a safe state $S_S$, while a negative reward value is assigned to the model when the selected action tends to bring the system from a safe state $S_S$ to an unsafe state $S_U$ or from recovery state $S_{RAC}$ to an unsafe state $S_U$. In situations where the system transits from a state $S_{RAC}$ to another state $S_{RAC}$, i.e., the same safety level related to recovery, a uniform distribution is applied in the rewards function. It is revealed that the proposed system is designed with emphasis to increase safety levels as a subsidiary mechanism that suggests the most suitable action to be executed in order to avoid hazardous situations. Last, the probability distribution of the observations $O(s, a, w)$ tends to bring the system in less safe state, while the selected actions $\overline{A}$ attempts to stabilize the system in states associated with safe normal operation. Table 1 summarizes the mathematical notations utilized for the theoretical introduction of the STPA-related POMDP formulation.

| Symbol | Description |
|--------|-------------|
| $S$    | The set of different states of the environment |
| $s$    | A specific system state |
| $A$    | The set of different actions that can take place |
| $a$    | A specific action |
| $\Omega$ | The set of all observations appear upon the action space |
| $\omega$ | A unique observation based on an action $a$ |
| $b_0$ | The probability distribution of the initial state $s$ |
| $T$ | The probability distribution of the transition among states |
| $O$ | The probability distribution of the observations |
| $\pi$ | Optimal policy |
| $\mathcal{S}$ | The safety related partitioned state space |
| $S_{UL}$ | A specific unsafe state |
| $S_R$ | A specific recovery state |
| $S_S$ | A specific safe state |
| $\overline{A}$ | The safety related action space |
| $A_{UCA}$ | A specific unsafe control action |
| $A_{RCA}$ | A specific recovery control action |
| $A_{SCA}$ | A specific safe control action |

### Table 1. Table with mathematical notations.

5. Application of STPA with POMDP in Collaborative Tasks

We apply the STPA analysis in a human–robot collaborative manufacturing task in order to identify the safe and unsafe states along with the respective control actions. Then, we deploy the proposed POMDP interpretation methodology to extract a policy graph to be utilized as a supervision tool during the operational phase.

As shown in Figure 3, a human worker and a collaborative arm manipulator in a fenceless manufacturing cell is considered for our application scenario. To this end, we apply the STPA hazard analysis technique to a Safe Robot Manipulator (SRM) in an unconstrained cell with a human operator. To keep our analysis as straightforward as possible, yet with realistic parameters, the SRM has specific inherent safety features such as force/torque control, proximity sensing, adaptive operation speed and vision-based monitoring. The human operator employs specific tools for the collaboration with the robot such as gestures, AR-wearable interfaces and hand-held devices. These safety tools are considered as standard technologies in the contemporary collaborative robots, where the means to established the safe collaboration with human are also well studied [3]. We identified two aspects in collaboration for our application:

- **Sequential tasks**, in which the robot performs one task and after its completion the human performs the next task (e.g., the robot places the components on the workstation and, later, the human handles these components).
• **Simultaneous collaboration tasks**, in which the robot and the operator work together on the same component in order to complete a task (e.g., the robot holds a heavy component tight while the human processes its subordinate parts).

![Fenceless Collaborative Task](image)

**Figure 3.** A graphical illustration of a fenceless collaborative topology including an operator and a collaborative robot along with the safety mechanisms.

We follow the standard formalization of STPA steps to perform our analysis, which are summarized below for the sake of completeness of the present study:

1. Investigate the system structure, goals, components, requirements, functions and components interaction.
2. Elicit the system requirements and safety constraints.
3. Identify the potential accidents and unacceptable losses and the hazards at system level.
4. Draw the functional control diagram of the system.
5. Apply step 2 and step 3 of STPA to the control structure.
6. Refine the safety requirements and constraints.

5.1. Process Analysis

We seek to define the possible accidents and system-level hazards in the human–robot collaborative manufacturing task. It is apparent that the potential accidents are related with the injury of the human while working with the robot in the collaboration area. This type of accidents can be occurred on specific phases of the collaboration procedure:

• **Accident 1**: The robot injures the human while a task is performed in the common shared workspace.
• **Accident 2**: The robot injures the human while they work in separate workspaces.

Before the beginning of the analysis, the STPA demands the identification of the stakeholders as well as the determination of the losses on which this analysis should be focused. Thus, in a human–robot collaborative task that takes place in an industrial environment, the stakeholders with the associated losses could be:

• **SK1: Manufacturing Company**: where idle and unusable robots hinder the return on investment and lead to the reduction of productivity. The identified losses could be:
  - L-1: Loss of/or damage to robot,
  - L-2: Loss of profit,
  - L-3: Loss of/or damage to objects outside/inside the collaborative area (e.g., infrastructure damages).
• **SK2: Human operator**: where the human life can be threatened from injuries, while also the user experience from the involvement in robotic tasks can be reduced. The identified losses for this stakeholder group could be:
  - L-4: Loss of human life or injury to people,
  - L-5: Loss of trust in automation.

5.2. Identification of System-Level Hazards

The examined system comprises a fenceless collaborative workstation consisted of an SRM, a human operator and the complementary sensors and communication tools, as illustrated in Figure 3. The boundary of this system is the topological area that restricts the aforementioned components to allow clear identification of the hazard causality on the examined case. Thus, any other parts of the industrial area on which the manufacturing task is also referred, e.g., ERP and any other cyberphysical systems, is opted out from our analysis. Upon the definition of the system and the system’s boundary, the next step concerns the definition of the system-level hazards by determining system states or conditions that will lead to a loss in worst-case operational and environment circumstances. In order to ensure stability in the analysis and to avoid any redundancy, each identified hazard is trusted to be linked to one or more losses. Based on the SPTA principles, hazards are states or conditions to be avoided, hence we determine the system safety constraints, which will later lead to the determination of the unsafe and safe control states. Then, we iterate again on the hazard analysis and we further classify the hazards in accordance to the components of the system. The conducted analysis led to the identification of seven major group of hazards (H-), which are further analyzed in accordance to the group they belong (H- x,x):

**Hazard Analysis:**

1. **H-1**: Robot exceeds maximum set collaborative speed while human inserts its workspace (L-4, L-5).
   - Workspace monitoring
     - H-1.1 Workspace monitoring does not report accurately the human position relative to the robot.

2. **H-2**: Robot violates operator’s personal space while not being in collaborative mode (L-3, L-4, L-5).
   - Workspace monitoring
     - H-2.1 Occlusions in proximity sensor hinder human position.

3. **H-3**: Robot does not complete the grasping task (L-2, L-3, L-5).
   - Grasping points inference
     - H-3.1 Selected grasping points is out of robot’s reach;
     - H-3.2 Grasped object slips from robot’s end effector.

4. **H-4**: Robot does not complete the manipulation task (L-2, L-3, L-5).
   - Trajectory plan
     - H-4.1 Robot cannot compute an inverse kinematics solution to reach the grasping goal;
     - H-4.2 Trajectory planning time out due to cluttered environment.

5. **H-5**: Robot keeps moving when an un-intentional contact occurs (L-1, L-2, L-3, L-4, L-5).
   - Hardware sensing
     - H-5.1 Force/torque sensor does not measure the excessive forces.

6. **H-6**: Robot performs unexpected and abrupt movements that are not foreseen in the collaboration flaw (L-2, L-3, L-4, L-5).
   - Task planning
7. **H-7**: Human performs unexpected movements that are not foreseen in the collaboration flaw (L-1, L-2, L-3, L-4).
   - Communication
     - H-7.1 HMI reports outdated manufacturing state;
     - H-7.2 AR visualizes outdated robot state.

After the definition of the potential system hazards, the STPA analysis necessitates the study of the system-level constraints, which specify system conditions or behaviors that need to be satisfied to prevent hazards. In our research, we link the identified group of hazards with the respective system-level constraints (SLC) as follows:

**System-Level Constraints:**

- **SLC-H-1**: Robot must satisfy collaborative standards while operating in collaborative mode.
  - SC-H-1.1 Excessive speeds should be detected to prevent unintentional contact with human.

- **SLC-H-2**: Robot must satisfy minimum separation distances from operator while not being in collaborative mode.
  - SC-H-2.1 The human personal space should be monitored to prevent unintentional contacts.

- **SLC-H-3**: Robot grasping should be maintained within object handling affordances.
  - SC-H-3.1 Grasp stability should be monitored during object transfer.

- **SLC-H-4**: Robot manipulation should be applied within manipulation affordances.
  - SC-H-4.1 Human–robot workspace and robot collision area should be continuously monitored and updated.

- **SLC-H-5**: Robot must differentiate and respond among intentional and unintentional collisions.
  - SC-H-5.1 Real time switch among collaborative and non-collaborative mode.

- **SLC-H-6**: Robot should follow a planned sequence of tasks.
  - SC-H-6.1 Robot should move to the next task upon confirmation of completion of the current one.

- **SLC-H-7**: Human should follow a planned sequence of tasks.
  - SC-H-7.1 The planned sequence of tasks should be mutually apprehended by robot and human.

Upon definition of the system hazards and the system-level constraints, we can determine the control structure which the system’s model that is composed of feedback control loops and enforces constraints on the behavior of the overall system. The considered control structure is graphically illustrated in Figure 4, where control algorithms and process models, along with inputs/outputs, are grouped and exhibited with respect to the actions undertaken from each collaborative source in the designed scenario.

The study of the system control structure ends with the identification of thirty four (34) unsafe control actions $A_{UCA}$ linked to the respective unsafe control states $S_U$, two (2) recover control actions $A_{RCA}$ linked to the recover control $S_R$ and six (6) safe control actions $A_{SCA}$ associated to the normal control states of the collaborative task ($S_S$). The conducted analysis is summarized in Table 2.

We relied on the STPA approach to identify the unsafe control actions, which stem from abnormal behavior on the expected safe and recover control states, in accordance to which, there are four ways that a control action can be unsafe, referred to in Section 3.1. The determined safe, recover and unsafe control actions are associated with the three determined controllers in our analysis (operator, monitoring and robot controller), along with their subordinate processes and algorithms.
Table 2. Safe ($A_{SCA}^-$), Recover ($A_{RCA}^-$) and Unsafe ($A_{UCA}^-$) control actions for the collaborative robotic task.

| Control Action                  | Not Providing Causes Hazard                                                                 | Providing Causes Hazard                                                                 | Too Early, Too Late, Out of Order                                                                 | Stopped Too Soon, Applied Too Long |
|--------------------------------|--------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-----------------------------------|
| $A_{SCA}^1$: Report the collision space [Cobot Controller] | $A_{UCA}^1$: Collision space during HRI is not reported due to scene registration errors [H-1.1] | $A_{UCA}^2$: Erroneous collision space is reported when human pose estimation is inaccurate [H-1.1] | $A_{UCA}^3$: Collision space is reported too late due to ROS communication interruptions [H-1.1] $A_{UCA}^4$: Outdated collision space is reported due to communication bandwidth [H-6.1] | -                                 |
| $A_{RCA}^1$: Report the proximity [Monitoring Controller] | $A_{UCA}^5$: Monitoring does not report human’s insertion into robot’s workspace due to visual occlusions [H-2.1,H-6.1] | $A_{UCA}^6$: Monitoring reports noisy proximity measurements in presence of reflections to the optical sensors [H-1.1, H-2.1, H-6.1] | $A_{UCA}^7$: Monitoring reports obsolete proximity measurements due to ROS bandwidth [H-1.1, H-2.1, H-6.1] | -                                 |
| $A_{SCA}^2$: Object Detection [Monitoring Controller] | $A_{UCA}^8$: Vision system does not provide a target goal to the end-effector when the object classifier fails [H-3] | $A_{UCA}^9$: Vision system provides a target goal to the end-effector with offset due to estimation errors [H-3] | $A_{UCA}^{10}$: Vision system provides un-ordered sequence of grasping points [H-3.1, H-3.2] | -                                 |
| $A_{SCA}^3$: Grasping and Manipulation [Cobot Controller] | $A_{UCA}^{11}$: Grasp planner fails to provide a grasping strategy when the current robot state is unknown [H-3, H-4.1, H-4.2] | $A_{UCA}^{12}$: Manipulation planner infers a grasping strategy with outdated grasping points when object has been moved in the scene [H-3.1, H-4] | $A_{UCA}^{13}$: Trajectory planner infers a sequence of grasping points before the end-effector reach a pre-grasping pose due to ROS latency [H-3.1, H-3.2] | $A_{UCA}^{14}$: Grasp stops early due to erroneous estimation of release surface [H-3.2, H-4.2] |
| $A_{SCA}^4$: Task planning [Cell Controller] | $A_{UCA}^{15}$: Task planner does not provide a task ID when unregistered robot state occurs [H-6.1] $A_{UCA}^{16}$: Task planner does not provide a robot task execution msg when vision system fails to return a pose observations [H-4] | $A_{UCA}^{17}$: Task planner infers a wrong task ID when human bypasses the scenario flaw with HMI [H-7.1, H-7.2] $A_{UCA}^{18}$: Task planner provides a wrong robot task execution msgs when vision system infers erroneous poses [H-6, H-6.1] $A_{UCA}^{19}$: Task planner halts when receiving unexpected monitoring msgs during collaborative mode | $A_{UCA}^{20}$: Task planner provides shuffled robot task execution msgs due to inaccurate robot/environment state [H-7.1, H-7.2] | $A_{UCA}^{21}$: Task planner terminates the task too late by skipping specific operation states [H-6.1, H-7.1, H-7.2] |
| Control Action | Not Providing Causes Hazard | Providing Causes Hazard | Too Early, Too Late, Out of Order | Stopped Too Soon, Applied Too Long |
|----------------|-----------------------------|-------------------------|-----------------------------------|-----------------------------------|
| $A_{SCA}\text{-}5$: HMI interface [Operator and Monitoring Controller] | $A_{UCA}\text{-}22$: HMI interface does not visualize the current task state when ROS communication is disturbed [H-6.1,H-7.1] | $A_{UCA}\text{-}24$: HMI interface provides access to low-level control, interrupts robot’s trajectory [H-4,H-5.1] | $A_{UCA}\text{-}25$: HMI interface allows interruption before robot completes a task when collaborative mode is not enabled [H-1, H-2, H-5] | - |
| $A_{RCA}\text{-}2$: AR engine [AR Controller] | $A_{UCA}\text{-}26$: AR engine does not provide robot/workspace registered information in presence of severe occlusions [H-7.1,H-7.2] | $A_{UCA}\text{-}27$: AR engine provides wrong environment/robot state when localization error occurs [H-7.1,H-7.2] | $A_{UCA}\text{-}28$: AR engine visualizes robot/environment state with time shift due to ROS communication latency [H-7.1,H-7.2, H-6.1] | - |
| $A_{SCA}\text{-}6$: Robot HW sensors [Vision and HW Controller] | $A_{UCA}\text{-}29$: Vision system does not provide frames due to ROS bandwidth issues [H-2.1] | $A_{UCA}\text{-}31$: vision system reports erroneous depth measurements due to unexpected reflections [H-3,H-4, H-6] | $A_{UCA}\text{-}33$: Robot vision system provides input with delay, due to ROS synchronization issues [H-3,H-4, H-6] | - |
Upon the definition of the state and action space—conceptually grouped in the three safety levels—the next step of POMDP formulation concerns the identification of the observations. Each action, regardless to its type, is associated with a respective observation. The probability density of the observations for each controller is uniformly distributed among the number of the identified actions for each controller in the system, i.e., each row in Table 2. For example, the probability to obtain any observation related to specific actions while the system “reports the collision space” is 1/5, and the probability to obtain any of the observations related to the specific actions while the system performs the “task planning” is 1/8. After the definition of the observations, the modeling of the safety system operation with the POMDP is complete. We employed the Cassandras’s solver [36] with the open source software provided in [37] for the calculation of the policy graph $\pi$.

5.3. Feasibility Study

The calculated policy graph $\pi$ has been employed to assess the defined STPA-related safety model. The main objective of the assessment process is to prove that the resulting policy graph is capable of monitoring the ongoing collaborative task while inferring either successful flows of the scenario or by extracting the loss scenarios during human–robot collaboration.

The validation of the policy graph $\pi$ has been conducted with simulation experiments upon which the collaborative scenario has been executed for 100 epochs. We assumed that, in each epoch, the system initiates from a fixed state, which indicates the start of the collaborative task. For the simulation, we employed the Matlab software and created a sequence of actions and their respective observations with logical connections that can eventually resolve the collaborative task. The policy graph $\pi$ (calculated through the Cassandras’s solver) was utilized as a transition map, in accordance to which, for each selected action, a random selected observation that corresponded to the specific controller was generated through the simulation script. The observation probability function followed the uniform distribution based on the control process that was referred to. Given a selected observation and the past sequence of actions–observations, the transition probability was calculated and based on the indexing of the policy graph $\pi$ the system transited from one state to the other, populating, respectively, the simulation script to be transited to the next state. In our experiment, each simulation epoch was terminated either when the system has selected the specific action linked to the final state of the collaborative task or when the system has reached an action that indicated that the system cannot recover any further, the collaboration task has not been completed and a sequence of unsafe control actions has occurred. Considering the fact that a loss scenario describes the causal factors that can lead to the unsafe control actions and to hazards, and given the complexity of the studied
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**Figure 4.** Control structure for the collaborative task.
system, our POMPD-modeled STPA can track and define loss scenarios associated with the control path. When such a type of situation occurred, the selected—through the POMDP model—sequence of actions constitutes the loss scenarios in accordance to which when specific type of observations occur in each system state, it prompts the system to select the respective actions, the sequence of which end up with a loss scenario.

The duration of each simulation epoch was approximately $2 \text{s} \pm 0.02 \text{s}$, measured on an Intel Core i7 CPU at 2.8 GHz. The 60 iterations corresponded to the selection of a sequence of actions that completed successfully the collaborative tasks. The 25 epochs resulted in sequences of actions corresponding to loss scenarios, while the result of the other 15 simulation epochs corresponded to an already appeared loss scenario. Each identified loss scenario has been further examined for its logical flow and found to be valid, i.e., based on specific sequence of safe, unsafe and recovery actions, the identical loss scenario can occur. The evaluation of the simulation scenarios has been performed manually by comparing the sequence of actions with the logical states defined in the initial script. In Figure 5, three selected scenarios are graphically illustrated. On top, the first sequence of selected actions that corresponds to a successful collaborative task is presented. In the middle and the last row of Figure 5, two loss scenarios are outlined. Note that the existence of an unsafe control action $A_{UCA}$ does not indicate that the system will directly pass to a loss scenario. Our model also supports recover states $S_R$ that through to $A_{RCA}$ prompt the system to select actions that will transit the system into safer states $S_S$.

Figure 5. Example of state diagrams corresponding to three different different simulation executions. In (a), the collaborative task has been completed normally with only one unsafe control action, in (b)
a loss scenario has been generated and the task has been aborted due to the fact that three unsafe control actions appeared, the final one of which the system could not compensate with a recovery action, and (c) another loss scenario appeared early during the task since an unsafe control action interrupted the robot during autonomous mode. Note that the recovery actions typically appeared after the unsafe control actions and tend to transit the system into a safer state. Each circle corresponds to a different state with the outlined selected actions based on the obtained observations indicated as arrows between circles.

6. Conclusions

The presented work contributed to the formulation of a decision-making method based on STPA hazard analysis and Markov decision processes in order to provide a hazard assessment monitoring tool during the operational phase of the system. We interpreted the STPA outcomes into a partial observable Markov decision process by associating a group of system’s states with the respective control actions conceptually clustered based on their context. The partial observability compensates system uncertainties stemming from noisy sensors measurements and stochastic human behavior errors. A policy graph is computed based on which, given the current observation, the system probabilistically selects the next action that brings it to a safer state level. We performed STPA in a human–robot collaborative task and associated the safe, unsafe and recover states with the respective group of actions to formulate the respective POMDP model, which has been assessed in a simulation environment and proved adequate to identify loss and success scenarios given the provided observations. Contrary to the current state of art methods that employ STPA analysis as a passive tool that can identify the potential loss scenarios in a system, we introduced an STPA-based decision-making tool that can be utilized in the operational phase in order to prompt the system to select an action that will bring it to a safer level, thus avoiding hazardous situations. An obvious limitation of our method is the need to completely define the state space of the examined system and manually associate each state with any safe or unsafe control action. Moreover, even if the method aims to turn STPA into a decision making tool, so as to monitor the studied system, the complete STPA analysis should be firstly conducted in order to define the unsafe control actions.
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