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The evolution of groundwater quality in natural and contaminated aquifers is affected by complex interactions between physical transport and biogeochemical reactions. Identifying and quantifying the processes that control the overall system behavior is the key driver for experimentation and monitoring. However, we argue that, in contrast to other disciplines in earth sciences, process-based computer models are currently vastly underutilized in the quest for understanding subsurface biogeochemistry. Such models provide an essential avenue for quantitatively testing hypothetical combinations of interacting, complex physical and chemical processes. If a particular conceptual model, and its numerical counterpart, cannot adequately reproduce observed experimental data, its underlying hypothesis must be rejected. This quantitative process of hypothesis testing and falsification is central to scientific discovery. We provide a perspective on how closer interactions between experimentalists and numerical modelers would enhance this scientific process, and discuss the potential limitations that are currently holding us back. We also propose a data-model nexus involving a greater use of numerical process-based models for a more rigorous analysis of experimental observations while also generating the basis for a systematic improvement in the design of future experiments.

Environmental significance

Process-based numerical modeling is an important tool that has a huge potential to aid in unraveling biogeochemical complexity. Here we make the argument that process-based models can assist in a more rigorous analysis of biogeochemical experiments while also being used to optimize the design of experiments to extract greater value from the collected data. In this Perspectives article we argue that modeling is currently widely underutilized. We explore possible reasons and endeavor to stimulate an intensified collaboration between experimentalists and modelers. This will ultimately lead to a better qualitative understanding and improved quantification capabilities for biogeochemical processes in subsurface and other environmental systems.

Introduction

The environment is complex. A gram of saturated sediment typically contains a multitude of phases that undergo changes or react through a myriad of physical, biological and chemical processes, effectively controlling solution composition, and overall water quality. Addressing this complexity is a central challenge in environmental science, which is usually done through either reductionist or empirical approaches. A salient example of this complexity is groundwater arsenic (As) contamination, which affects an estimated 200 million people globally. Early on, this research was motivated by empirical observations that linked groundwater arsenic to high dissolved iron (Fe) levels, and laboratory studies soon followed that established that geogenic As in sediments was readily liberated through the microbial reductive dissolution of Fe(III) oxides. Although these and other studies have provided valuable insight into the origin and mitigation of groundwater As contamination, additional studies have shown that Fe reduction is highly influenced by Fe mineralogy, and other microbial metabolisms or variably reactive carbon substrates can be critical in As partitioning. Clays and other phases also affect As cycling by, e.g., controlling aqueous Fe(II) concentrations, and thereby, secondary mineral formation. Clearly, we need to consider the essential components of this complexity within our characterization of environmental systems to understand the source and fate of arsenic in groundwater. However, the fate of arsenic serves here only as an example; similar statements could be made for other examples of geochemical and biogeochemical cycling, including nutrient cycling and greenhouse gas emissions.

Taking a reductionist approach to quantifying biogeochemical behavior precludes the ability to comprehend the true
complexity of such systems; and, it is often the case that accepting or rejecting a particular hypothesis can only be done if the complexity of the system is properly addressed. We therefore argue that less empirical, more process-based, modeling approaches are essential in achieving this aim. While the use of process-based modeling is routine for complex systems in other disciplines of the earth sciences, the application of such analyses in biogeochemistry are relatively rare, which is perhaps due to a difference in scope. That is, for example, in hydrology and climate science, process-based models are routinely and systematically utilized to interpret and enhance the value of experimental data with a focus on the processes that affect the model’s ability to make predictions, e.g., predicting future climate evolution, or the generation and growth of storms. In contrast, process-based biogeochemical models serve to characterize the system itself, most often without the need to make predictions of future behavior. Many well-developed theories/methods underpinning the use of models for system characterization exist, including, for example, Bayesian inference methods.\textsuperscript{13,14} However, the implementation of such methods requires expertise in numerical and stochastic modeling. It is certainly possible for scientists to be experts across both experimentation and modeling, but in our experience, such scientists are rare, and thus multidisciplinary collaboration is likely to be the most realistic method for conducting system characterization through data-model interaction. In fact, we argue that it is the lack of this type of collaboration throughout the biogeochemistry community that has created skepticism about the benefits of process-based modeling, stifling its application, and in the worst case holding back scientific discovery.

Modeling for system characterization

Hypothesis testing in biogeochemistry often requires the quantification of a myriad of complex interacting processes, and under such circumstances, process-based modeling is the only avenue available. The primary source of uncertainty in biogeochemical studies is arguably centered on the conceptual system understanding. The critical challenge (or art) of conceptual-model design, and its implementation in numerical models, lies not in simply including all states and processes thinkable to the system description, but in analyzing and selecting which ones are relevant for the overall system behavior at the considered spatial and temporal scale. Therefore, the level of complexity considered in the model must be high enough that the primary mechanisms affecting the model-simulated output (corresponding to observations) encompass the majority of those occurring in nature. Models that are too simple may incur systematic bias, preventing them from matching observed data, or producing parameter estimates that are beyond reason. Conversely, models that are too complex for the given amount of data, cannot uniquely be calibrated, and their parameters suffer from excessive variance. The identification of the adequate level of complexity needed for a particular model is therefore an iterative process between modifying the conceptual model, transferring it to a numerical model, calibrating it, and analyzing the residuals.

If a particular conceptual/numerical model cannot convincingly reproduce the observed data, regardless of the combination of parameter values that it employs, the model is falsified and must be rejected. Conversely, if a model adequately represents the observed data, it may still be conceptually flawed. Complex, highly-parameterized models have the potential to produce good agreement with observed data simply due to the high flexibility in parameter values, and not necessarily because they imitate the truth.\textsuperscript{15} Therefore, justifying that a conceptual model has a high likelihood involves at least three criteria: (i) it must adhere to expert knowledge about the system under investigation, (ii) it must be able to reproduce observed data to a reasonable degree with plausible parameter estimates, and (iii) the estimates of highly relevant parameters must have reasonably low variance, i.e., they must be identifiable. There are theories that attempt to combine all three of these factors into a single statistic that can be used to rank conceptual models according to their overall likelihood; such an analysis is often referred to as model discrimination.\textsuperscript{16}

As example for the application to geochemical transport, a few recent studies have successfully adopted the approach of iteratively advancing the conceptual model and calibrating it to observation data to gain new insights into the biogeochemical processes controlling arsenic partitioning and transport.\textsuperscript{17–25} Rawson et al.\textsuperscript{16} performed a model-based analysis in which several conceptual models were tested for their ability to represent the release, transport and attenuation of arsenite in cm-scale column experiments. Each of the conceptual models was calibrated through an automatic parameter estimation process, before the most plausible model was selected. They concluded that in addition to arsenic sorption processes, the incorporation of arsenic within newly formed magnetite likely played a major role in explaining the observed attenuation of aqueous arsenic. At a similarly small scale, Rath et al.\textsuperscript{23} compiled and analyzed a range of literature data sets from batch- and stir-flow experiments that investigated the kinetic controls on the oxidation of arsenite by Mn-oxides to develop a process-based numerical model. They tested a range of increasingly complex models, where their most plausible conceptual model consisted of a three-phase oxidation mechanism driven by the accessibility of Mn(\textit{iv}) and Mn(\textit{iii}) edge sites, and regulated by solution pH and surface passivation by Mn(\textit{ii}). At the km-scale, Wallis et al.\textsuperscript{25} used numerical modeling to analyze a shallow aquifer in Van Phuc, Vietnam, where arsenic was mobilized at the Red River/aquifer interface, before forming over several decades a large arsenic plume within the Holocene aquifer. They showed, through the testing of a suite of conceptual/numerical models that the hypothesis that a significant fraction of arsenic release was attributed to the reductive dissolution of Fe-oxides in the Holocene aquifer was invalid, while arsenic release within a spatially confined zone of river muds, a “biogeochemical reaction hotspot”, was able to adequately reproduce field observations and therefore the more plausible explanation.
Gaining more value from data through biogeochemical modeling

As briefly illustrated above, process-based numerical models provide biogeochemists with the ability to test the plausibility of hypotheses of system behavior on quantitative grounds; however, the procedure by which this can be accomplished can be tedious, as to date no “routine” or universally-applicable workflows have been established, and some challenges are yet to be overcome. Nevertheless, we propose a general series of steps, and the considerations needed for each step, with the overall aim to enhance the value of experimental data. This overall iterative procedure is outlined in Fig. 1, and the individual steps are discussed in some detail below. It is important to point out here, that models can never fully describe the system behavior in the real-world; but, through the iterative process outlined below, they may considerably enhance the knowledge collected from experiments.

Conceptual model design and numerical implementation

A key component of any scientific inquiry is to design and carry out experiments that probe the effect of specific processes or variables. In most cases, these specific processes are a subset of the potential processes that are active in a given environment. For example, experiments that study arsenic mobility in groundwater systems will need to consider a wide range of geochemical processes that control the redox zonation and other factors that control the partitioning of arsenic between the aqueous and solid phases. Aside from a wide array of biogeochemical processes, the physical processes of groundwater flow and solute transport also play an important role in explaining observations. Experimental complexity is therefore derived from implicit decisions about which processes are critical to the experiment, and thus which measurements and data are essential, useful, or likely ancillary. These decisions and input data are subsequently passed on to form the basis of process-based conceptual models. Conceptual model complexity therefore comes in two basic forms, the complexity of the (i) comprehensive reaction networks, and (ii) multi-dimensional flow and transport system under consideration. Several conceptual models, each considering different reaction systems and hydrological frameworks, may seem qualitatively reasonable according to the experimental data.

Each considered conceptual model needs to be translated into a numerical model by (i) choosing a combination of equilibrium expressions and rate laws for all reactions, (ii) selecting the most suitable software, (iii) selecting the dimensionality of the domain and discretizing the problem in space and time, and (iv) defining initial and boundary conditions. It is important to note that the combination of complex reaction networks and complex flow-and-transport processes may result in
a computational burden that severely limits rigorous uncertainty analysis and model calibration. Therefore, finding a balance between computational limitations and an adequate complexity can be challenging.

Parameter selection

The implementation of model parameters is often confusing amongst modelers and experimentalists from different research disciplines. Each parameter has a characteristic variability or uncertainty, but the implicit significance of that uncertainty depends on the type of parameter, and the community describing it. Groundwater hydrologic modelers, for example, will often think of parameter uncertainty as a way to encapsulate spatial heterogeneity. Biogeochemical models on the other hand, while also sometimes considering the spatial variability of aquifer properties, often focus more on parameters attributed to biogeochemical processes, that are often uniform in space. This is in particular the case for the simulation of laboratory experiments which commonly employ well-mixed, homogenous sediment material to ensure that process-based parameters can be assumed to be uniform. Typical parameters may include equilibrium constants for surface complexation reactions, or reaction rate constants that are embedded in reaction rate laws. As a result, biogeochemical models, where most applications focus on the laboratory scale, have to date far fewer parameters than highly resolved groundwater flow models. For example, Siade et al. presented a regional groundwater model with over 400 parameters that consisted of only three fundamental parameter types. In contrast, only 30 parameters were employed by Rawson et al. for reactive transport modeling of the fate of arsenic during a sucrose injection experiment; however, they consisted of a number of parameter types ranging from hydraulic conductivity to porosity to kinetic reaction rate constants to surface complexation constants. While the latter numerical model may be viewed by many biogeochemists as overly complex, i.e., as “merely a fitting exercise”, compared to the former study, a parameter dimension of 30 may be seen by groundwater hydrologists as relatively small and consequently biased in its simplicity. This contradiction is precisely why parameter dimension alone cannot be used to determine how conclusive a modeling study may or may not be, and that instead, one must evaluate the balance between parameter variability and the amount of independent information available in the calibration data set.

Model calibration

The aim of model calibration, also referred to as “inverse modeling” or “history matching”, is to systematically adjust model parameters in an effort to minimize the residuals, that is, the differences between observations and the corresponding simulation results. Unlike most groundwater hydrological studies, which in many cases primarily involve the spatially and temporally distributed observations of hydraulic head, biogeochemical models generally involve a wider range of independent observation data types, each of which is collected at different frequencies. For example, Sun et al. who investigated a novel arsenic immobilization technique via column experiments, considered not only several solute concentrations (arsenic, iron, nitrate, calcium, among others) and pH in the effluent but also the observed iron mineral composition as well as the partitioning of arsenic among the various solid phases within the sediments. This resulted in a complex calibration problem in which the weighting of different observation data types had to be carefully considered for effective calibration. In idealized theory, the weights of the observations should only reflect the uncertainty of the measurements. In practice, however, it might be necessary to give rare but valuable measurements larger weights than other, more frequently taken measurements, whereas in other cases it might be useful to consider integrative metrics such as mean breakthrough times rather than the original concentration measurements as the data to be fitted. All of that is needed to ensure that the objective function is consistent with qualitative or visual assessments of the agreement between model results and observations.

Biogeochemical models involve many parameters and many different types of observations, and the relationship between those parameters and data can be complex and, more often than not, highly nonlinear. Understanding the nature of this nonlinearity in an attempt to approach model calibration consistently turns out to be dreary and dreadfully complex topic but wildly significant for our ability to describe environmental systems. In modeling practice, two major categories of calibration schemes have shown reasonable success in this regard: linearization-based methods such as the Levenberg–Marquardt method, and ensemble-based methods such as Markov Chain Monte Carlo (MCMC) methods. Algorithms employing the former method usually converge within a few iterations towards a minimum of the objective function, but may not be able to obtain the global minimum in highly nonlinear problems and provide only a linearized estimate of the posterior parameter uncertainty, that is, the remaining parameter uncertainty after calibration. Consequently, for biogeochemical models, ensemble-based algorithms may be more suitable as they do not rely on model linearization. However, a debilitating drawback is their computational expense, as they require typically thousands of model executions, which is compounded by high parameter dimension and long simulation times. Nevertheless, for studies involving models that execute quickly and have reasonable parameter dimensions, ensemble-based methods are preferable. While there is no overall best choice, to date algorithms based on successive linearization are often the only practical option available. However, in recent years heuristic algorithms, such as particle swarm optimization (PSO), have shown great promise in being a good compromise between being able to obtain the global solution to highly nonlinear inverse problems but at a computational expense much less than MCMC methods. It is important to note that, like the Levenberg–Marquardt-type methods, such heuristic methods do not necessarily provide an immediate nonlinear estimation of parameter uncertainty.
**Parameter identifiability**

The most important consideration of properly-applied biogeochemical models is that the parameters are highly *identifiable*, that is, they can be estimated with a narrow range of uncertainty considering the given model and its complexity. Demonstrating that parameters are identifiable, even in models that contain many such parameters, ensures that the modeling is not “merely a fitting exercise”, a critique often leveled against modeling studies. Ensuring that parameters are highly identifiable, given the available experimental data, requires that the information content of this data is balanced with the degree of the employed parameter variability; that is, it requires that the model calibration is “well-posed” or “well-determined”. To gauge this, it is essential that scientists employ either parameter sensitivity analyses, which do not require the model to be calibrated, or methods for quantifying parameter uncertainty. Without the application of such analyses, models are poorly described and potentially meaningless – and they would indeed become merely a fitting exercise.

Therefore, in order to judge the merits of a model calibration exercise, one must first ask how identifiable the parameters are – it is quite possible that the information available can be sufficient to support a relatively large number of parameters. If a model has poorly identifiable parameters some questions have to be answered before dismissing the model altogether: (1) are the uncertainties of the poorly identifiable parameters due to correlation? If so, compensatory effects exist and the model may be simplified by employing combinations of parameters. (2) How well can the parameter values be constrained by prior knowledge from previous studies or expert knowledge? In any case, a Bayesian framework should be employed to make uncertainty transparent, and all decisions on inclusion of prior knowledge must be made transparent as well.

**Conceptual model evaluation**

Ultimately, the output of a numerical model reflects the underlying conceptual model, and can be directly compared to experimental data. If a conceptual model and its subsequent numerical model cannot match observed data adequately, then it must be rejected, and a new conceptual model generated, as visualized in Fig. 1. If the observed data can be adequately reproduced by the model, its parameter estimates agree with prior knowledge, and the parameters central to the salient processes comprising the hypothesis under investigation are overall deemed identifiable, then the conceptual model can be considered plausible for the given observation data, and the hypothesis cannot be rejected. Despite the existence of a number of biogeochemical studies involving numerical modeling, very few of them employ such an iterative conceptual model identification procedure.

**The biogeochemical data-model nexus**

One may find that by using the above described system characterization procedure, several plausible conceptual models may emerge, indicating that conceptual uncertainty remains even after the application of expert knowledge, experimental data, and model calibration. Or, one may find that numerous parameters have been deemed unidentifiable. It is easy at this point for investigators to feel that modeling is generally inconclusive and impossible. However, we argue that such modeling results are an objective indicator that more, or different, data are required to constrain the problem in order to derive a conclusive outcome, which is actually an important result. The numerical model(s), while uncertain, now provides the scientist with a tool for quantitatively ascertaining what type of data should be collected to maximize the gain of information – a powerful advantage that our experience suggests cannot be determined through expert knowledge alone. The general procedure by which a mathematical model is used to define/optimize the collection of new data is termed optimal design of experiments and is a broad field in stochastic modeling, which has penetrated into many fields of earth sciences, but remains relatively absent in biogeochemistry.

**Optimal design of experiments**

Setting up biogeochemical monitoring strategies involves deciding what to measure where and when. In laboratory experiments even more decisions are to be taken, such as the hydrochemical composition of the feed solution, the length of a column, the flow rates, temperature control, etc. Because resources are limited, it is impossible to measure “everything everywhere at all times”, so researchers must be careful when designing their experiments. Many experimentalists trust only their experience, which can be misleading as it is not straightforward to determine which type of data contains the most information possible for addressing the scientific question at hand due to the complexity of the interacting processes of the system.

Optimal-design methods employ mathematical optimization focused on minimizing (or maximizing) a metric of the model by changing experimental conditions or measurement types/locations/times. Classical applications in groundwater hydrology focus mainly on minimizing the parameter/predictive uncertainty of the model. In biogeochemical modeling, the primary source of uncertainty is on the conceptual level and hence, the data to be collected should be targeted to make different conceptual models better distinguishable from each other upon calibration.

A key problem in optimal design of experiments is that clearly before taking the measurements, the measured values cannot be known. If the target metric depended linearly on the measurement not yet taken, reduction of its uncertainty would not depend on the measurement value itself. This is the premise of linearized data-worth analysis. In most cases of biogeochemical modeling, where models are highly nonlinear and the focus is on conceptual uncertainty, this assumption is not valid, thus implying that uncertainty reduction by a measurement depends on the measurement value. In this case the prior distribution of the measurements must be sampled to evaluate the expected reduction of uncertainty.
Environmental Science: Processes & Impacts

Even if optimal experimental design were conducted, it is still difficult at best, and impractical at worst to foresee which measurements will be most relevant to still unforeseen processes that could be important. Therefore, we argue that biogeochemical characterization studies should be thought of as an iterative or continuous task. That is, (i) once initial data sets have been acquired, (ii) model-based interpretation is performed to quantify parameter and conceptual uncertainty, then (iii) modeling is used to optimally design further experiments, (iv) resulting in more data, and (v) repeat. Thus, the interaction between data and models should be thought of as cyclical.

What is holding us back, and where do we go from here?

Despite the powerful advantages that calibration, discrimination, and experimental design can provide to biogeochemical studies, these technologies remain vastly underutilized. We argue that there are two overarching reasons why this may be the case, (i) the different perspective of biogeochemistry compared to other disciplines of earth sciences renders many existing algorithms inadequate, and (ii) from our perhaps biased experience, there is still a wide, systemic collaboration gap between experimentalists and numerical/stochastic modelers, perhaps due to the traditional focus of different educational backgrounds (e.g., geo/environmental science and microbiology versus engineering/physics).

Technical difficulties

Biogeochemical studies almost always focus on conceptual uncertainty and the high degree of nonlinearity of such models compromises the use of linearization techniques, and leads to excessive computer runtimes. These issues often jeopardize the use of both linearization methods and ensemble-based Bayesian analyses due to the issues discussed previously. Therefore, scientists must make the best of the computing resources available to them, and be clear about the limitations of the methods they employ. This may mean, for example, that if linearization methods are used to quantify identifiability, a clear statement of the limitations therein should be provided.

These limitations indicate that progress is needed for the biogeochemistry community, through the development of new uncertainty quantification algorithms with these types of models in mind. Perhaps, one important characteristic of such models is that the parameter dimension is often not very high (usually in the lower tens). However, due to long computer runtimes, ensemble-based methods may still not be suitable. Therefore, perhaps a trade-off could be made between the purity of ensemble-based Bayesian methods and an increased efficiency, without introducing too much bias. Modifications of heuristic algorithms, for example, may prove to be a promising avenue, e.g., by observing how different evolution has improved MCMC methods. Machine learning algorithms may also hold the promise of reducing computational costs. As the field of Bayesian inference is rapidly evolving, more efficient techniques can be expected to become available in the future.

Expertise and communication

Considering that experimentalists and numerical modelers often come from different educational backgrounds focused on different aspects of mathematics and science, it is easy for them to fall into “comfort zones” where research efforts subsequently become one-sided, hindering the rate of scientific progress. We therefore argue that scientists in both groups should step outside their comfort zones and work hard to become experts across both disciplines. Since this merger is likely to happen post-PhD, effective communication across disciplines therefore becomes critical in order to achieve this. For example, a scientist who excels at mathematics and statistics may not bring the level of biogeochemical intuition needed to make true scientific discovery, and conversely, experimentalists who rely on intuition alone to design and interpret their experiments may also miss out on opportunities for discovery due to the sheer complexity of the system they are trying to analyze. But, with both groups of scientists working closely together, not only will such a collaboration provide the potential for accelerated significant scientific progress, it will also allow both groups to broaden their scientific understanding so that, individually, they become far more effective scientists.

Concluding comment

There is a long history of experimentation within the biogeochemical chemical, with numerous high-value datasets published throughout the literature. Many of these datasets have not been rigorously interpreted through modeling, and their underlying conceptual models are only speculative. Therefore, there are numerous opportunities to re-examine these datasets and conceptual models through numerical modeling in an effort to add additional value to them. To do so requires that the data, including metadata (information on the type of measurements, experimental conditions etc.), be presented and collated from experiments, and published for use. It has become standard practice among several scientific societies that papers are only published if the associated data are made available via public repositories, and likewise the software codes used in modeling and data analysis should be made public. The exploration of data, both legacy and new, through numerical/inverse modeling also aids the experimentalist with the ability to design additional experiments, a necessary step in moving science forward. Therefore, with well-developed theories and procedures specifically tailored to this field, and an increased level of collaboration across disciplines, biogeochemists not only have the opportunity to extract new value from data acquired years ago, but also the ability to maximize information gained from new future experiments down the road.
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