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Abstract

We revisit the Stochastic Score Classification (SSC) problem introduced by Gkenosis et al. (ESA 2018): We are given \( n \) tests. Each test \( j \) can be conducted at cost \( c_j \), and it succeeds independently with probability \( p_j \). Further, a partition of the (integer) interval \( \{0, \ldots, n\} \) into \( B \) smaller intervals is known. The goal is to conduct tests so as to determine that interval from the partition in which the number of successful tests lies while minimizing the expected cost. Ghuge et al. (IPCO 2022) recently showed that a polynomial-time constant-factor approximation algorithm exists.

We show that interweaving the two strategies that order tests increasingly by their \( c_j/p_j \) and \( c_j/(1-p_j) \) ratios, respectively,—as already proposed by Gkenosis et al. for a special case—yields a small approximation ratio. We also show that the approximation ratio can be slightly decreased from 6 to \( 3 + 2\sqrt{2} \approx 5.828 \) by adding in a third strategy that simply orders tests increasingly by their costs. The similar analyses for both algorithms are nontrivial but arguably clean. Finally, we complement the implied upper bound of \( 3 + 2\sqrt{2} \) on the adaptivity gap with a lower bound of \( 3/2 \).

Since the lower-bound instance is a so-called unit-cost \( k \)-of-\( n \) instance, we settle the adaptivity gap in this case.

1 Introduction

The Stochastic Score Classification (SSC) problem was introduced by Gkenosis et al. to model situations in which tests can be made in order to evaluate a certain score, e.g., the risk score of a patient. Here, the set of tests is \( N := \{1, \ldots, n\} \). Any test \( j \in N \) can be conducted at most once at known cost \( c_j \), and it succeeds independently with known probability \( p_j \in (0,1) \) (otherwise it fails).

The different score classes are given through a partition of the integer interval \( \{0,1,\ldots,n\} \) into smaller integer intervals \( \{t_1,\ldots,t_2-1\}, \{t_2,\ldots,t_3-1\}, \ldots, \{t_B,\ldots,t_{B+1}-1\} \) where \( 0 = t_1 < t_2 < \cdots < t_B < t_{B+1} = n + 1 \) are integers. Denoting the random test outcomes as \( x \in \{0,1\}^N \), the score \( f(x) \) is the value \( i \) such that \( \|x\|_1 \), the number of successes in \( x \), is contained in \( \{t_i, \ldots, t_{i+1} - 1\} \). The goal is to efficiently compute a strategy that conducts tests so as to determine \( f(x) \) at (approximately) minimum expected cost. We give a sample instance along with an optimal strategy in Figure
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Tests:

| j | p_j | c_j |
|---|-----|-----|
| 1 | 0.98 | 3   |
| 2 | 0.4  | 4   |
| 3 | 0.9  | 5   |
| 4 | 0.5  | 6   |

Optimal (adaptive) evaluation strategy:

Interval structure:

Figure 1: Sample instance with four tests and three intervals ($t_1 = 0, t_2 = 1, t_3 = 3, t_4 = 5$). The tree depicts the unique optimal adaptive evaluation strategy. A path to the left denotes failure, to the right success of the test in the parent node. A circled node specifies the next test to be conducted; a boxed node corresponds to a determined score. Observe that the first test is not the cheapest; for some paths, the cheapest test is performed last.

Gkenosis et al. provide two algorithms with approximation guarantees $O(\log n)$ and $O(B)$, respectively, as well as some constant-factor approximation algorithms and exact algorithms for special cases [8, 9, 10]. A notable special case for which an exact adaptive algorithm is known are so called $k$-of-$n$ functions, the special case when $B = 2$ [2, 15, 14] (for a review of the fragmented literature leading to these results, we refer to Salloum and Breuer [16]). In work concurrent to the present one, Ghuge et al. [7] give a constant-factor approximation, however, without a special focus on simplicity and the achieved constant. We give a deeper review of the literature later on.

In general, strategies can be complicated exponential-size objects since any test to be conducted could depend on the outcomes of all previous tests; for computational issues arising from this, we refer to Ünlüyurt’s survey [17, Section 4.1]. Nevertheless, a class of simple and in practice desirable strategies are non-adaptive strategies, which conduct tests in a fixed order and stop once the function value of $f$ is uniquely determined. The adaptivity gap measures the loss in the approximation factor one incurs when restricting to non-adaptive strategies. Since the recent work of Ghuge et al. [7] it is known that the adaptivity gap for Stochastic Score Classification is constant.

In this work, we give a simple non-adaptive approximation algorithm for SSC that achieves the relatively small guarantee of $3 + 2\sqrt{2} \approx 5.828$. We also show that an even simpler non-adaptive algorithm (conceivably the simplest constant-factor approximation algorithm) also achieves an only slightly larger guarantee of 6. Lastly, we lower bound the adaptivity gap by $3/2$, even for the unit-cost case, showing that the upper bound of Grammel et al. [10] for the unit-cost case is tight.

Our Contribution. Let us first consider the following non-adaptive algorithm, which we call 2RR and which is a 2-approximation for $k$-of-$n$ functions (see [8] for the same result on a very similar algorithm; we later discuss the differences in more detail). Recall that $k$-of-$n$ functions can take two function values, namely 1 (less than $k$ successes) or 2 (at least $k$ successes). The algorithm is based on two non-adaptive (sub-)algorithms ALG$_{fail}$ and ALG$_{succ}$, which are optimal conditioned on the function value being 1 and 2, respectively [2]. These algorithms can be interweaved by a round-robin
scheme: In each step, conduct the next unconducted test of that sub-algorithm that has the smallest total cost among all sub-algorithms when conducting their respective next unconducted test. Then, conditioned on function value 1, the cost of both sub-algorithms can be charged (realization-wise) to the cost of ALG\textsubscript{fail} run on the instance by itself, the expected value of which is a lower bound on OPT.

A symmetric argument for the condition on function value 2 leads to the 2-approximation.

The algorithms ALG\textsubscript{fail} and ALG\textsubscript{succ} are very simple: ALG\textsubscript{fail} simply conducts tests in increasing order of $c_j/(1-p_j)$ \cite{4}; symmetrically, ALG\textsubscript{succ} orders by $c_j/p_j$. In particular, note that neither ALG\textsubscript{fail} nor ALG\textsubscript{succ} depends on $k$.

Now consider the case of general SSC. One may be tempted to also use 2RR here with the following (flawed) analysis in mind: Conditioned on $\|x\|_1 \in [t_i,t_{i+1})$, ALG\textsubscript{succ} would optimally verify that $\|x\|_1 \geq t_i$, and ALG\textsubscript{fail} would optimally verify that $\|x\|_1 < t_{i+1}$. One of the sub-algorithms may perform extra tests that are not needed, but its total cost could be charged to the cost of the other algorithm.

The fact that such an analysis does not work can be seen as follows. Consider ALG\textsubscript{succ}. This algorithm is only optimal for verifying that $\|x\|_1 \geq t_1$ conditioned on that being indeed the case, not under the condition that $\|x\|_1 \in [t_i,t_{i+1})$. Indeed, under the latter condition, ALG\textsubscript{succ} may be far from optimal: For the first test, let $p_1 = 1-\varepsilon$ and $c_1 = 1$; for all other tests $j \in \{2, \ldots, n\}$, let $p_j = 0.5$ and $c_j = 0.5$. Further let $t_2 = 1$, $t_3 = 2$, and $t_4 = n+1$, and condition $\|x\|_1 \in [t_2,t_3)$, that is, $\|x\|_1 = 1$. As $p_1 \to 1$ with $\varepsilon \to 0$, the conditional success probability of test 1 converges to 1, and that of all other tests to 0. Therefore, the fact that $\|x\|_1 \geq 1$ can (almost) only be verified by conducting test 1 at cost 1; ALG\textsubscript{succ}, however, performs tests 2, $\ldots$, $n$ first, paying cost $\Theta(n)$.

In fact, we will eventually show that 2RR is a constant-factor approximation, but the correct analysis is rather intricate. We therefore present a slightly more complicated algorithm with a simpler analysis for an, in fact, slightly better approximation ratio first.

First note that, when $i = 1$ or $i = B$ and conditioned on $\|x\|_1 \in [t_i,t_{i+1})$, ALG\textsubscript{fail} and ALG\textsubscript{succ} are optimal for verifying that $\|x\|_1 \geq t_i$ and $\|x\|_1 < t_{i+1}$, respectively. Also think of the outcome of a test as inducing a sub-instance with one test fewer. Then the idea underlying our algorithm is: Also conduct cheap tests to some degree, independent of their success probability, so as to, at preferably small cost, obtain a sub-instance (where the function to evaluate is given through $t'_1, \ldots, t'_{B'_{\epsilon+1}}$) in which the number of successes is contained in the interval $[t'_1,t'_2)$ or $[t'_{B'_{\epsilon}},t'_{B'+1})$. Indeed, it is not hard to see that the algorithm ALG\textsubscript{ch}, conducting tests in increasing order of costs obtains such a sub-instance by paying at most the total cost of the optimal strategy.

Of course, the algorithm is oblivious to the interval that $\|x\|_1$ is in and can therefore not identify the time at which the aforementioned sub-instance is obtained. This issue can easily be addressed by applying the round-robin scheme to ALG\textsubscript{fail}, ALG\textsubscript{succ}, and the algorithm ALG\textsubscript{ch}; we call the resulting algorithm 3RR. The analysis then works again conditioned on $\|x\|_1 \in [t_i,t_{i+1})$ and in two phases: In the first phase, the sub-instance is obtained; and in the second phase the remaining interval boundary is verified. Essentially, in the first phase we can charge the cost incurred by all sub-algorithms to ALG\textsubscript{ch} (when run separately, not as part of 3RR), which can be upper-bounded by OPT. For the second phase, suppose ALG\textsubscript{fail} optimally verifies the remaining interval boundary. Its cost (when run separately) can be upper-bounded by OPT (using the properties of a sub-instance), and the cost of all sub-algorithms can be charged to ALG\textsubscript{fail}. By such an analysis, we can show that 3RR is a 6-approximation. We also show that the approximation guarantee can be improved to $3 + 2\sqrt{2} \approx 5.828$.
by a weighted version of the round-robin scheme.

The analysis of 2RR is based on the fact that the tests that this algorithm conducts are somewhat similar to those that 3RR conducts. More specifically, at any time, if neither \( \text{ALG}_{\text{fail}} \) nor \( \text{ALG}_{\text{succ}} \) has conducted some cheap test \( j \), then at least one of them has only conducted tests whose cost are within a factor of 2 of the cost of the cheap test. Altogether, this allows us to prove an approximation guarantee of 6.

Since our algorithms are non-adaptive and we compare against a possibly adaptive optimum, our results imply an upper bound of \( 3 + 2\sqrt{2} \) on the adaptivity gap of Stochastic Score Classification. To complement our upper bounds on the approximation ratio, we provide a family of instances that shows that the adaptivity gap cannot be smaller than \( 3/2 \). Our instance happens to be a \( k\text{-of-}n \) instance in which all tests have unit cost, which, together with the matching upper bound \[10\], settles the adaptivity gap for this case to be \( 3/2 \).

### Further Previous Work

The Stochastic Score Classification problem is a specific Stochastic Function Evaluation (SFE) problem: Here, the function \( f \) may instead be any known (succinctly represented) function mapping from \( \{0,1\}^N \) to some value set, and the goal is again to determine its function value at minimum expected cost. For a (slightly outdated) in-depth review of the area, we refer to the survey by Ünlüyurt \[17\].

We mention a few results on other special cases of the SFE problem closely related to the SSC problem. The aforementioned results on optimal adaptive strategies for \( k\text{-of-}n \) functions \[2, 15, 14\] are generalized by Boros and Ünlüyurt \[3\] to so-called double-regular functions (systems, in their terms), a specific Stochastic Boolean Function Evaluation problem in which the variables fulfill certain dominance properties. Deshpande et al. \[6\] give a 3-approximation for the weighted version of \( k\text{-of-}n \) functions (linear-threshold formulas, in their terms) based on a so-called dual greedy algorithm for Stochastic Submodular Set Cover.

We discuss the known approximation algorithms for the general SSC problem in more detail. The \( O(B) \)-approximation algorithm \[8, 9\] is obtained by running the optimal adaptive strategy for the \( t_2\text{-of-}n \), \( t_3\text{-of-}n \), \ldots, \( t_B\text{-of-}n \) function, each of whose costs can be charged to the globally optimal strategy. The \( O(\log n) \)-approximation algorithms \[8, 9\], on the other hand, employs techniques used by Deshpande et al. \[6\] for Stochastic Submodular Set Cover.

Gkenosis et al. \[8\] consider the unit-cost version of the problem and show a 4-approximation algorithm. Up to performing the same test possibly twice (naturally, with identical outcome), their algorithm is the same as 2RR. In a recent paper, Grammel et al. \[10\] give a 2-approximation algorithm. In addition, the unanimous vote function has been considered, the special case where \( B = 3 \), \( t_2 = 1 \), and \( t_3 = n \), i.e., \( f(x) = 1 \) only if \( \|x\| = 0 \), and \( f(x) = 3 \) only if \( \|x\| = n \). An optimal strategy is among \( n \) strategies that can be efficiently compared \[8, 10\].

Adaptivity gaps are also considered explicitly by Gkenosis et al. \[8, 9, 10\]. They provide simple algorithms showing that the adaptivity gaps for the general case, \( k\text{-of-}n \) functions, and unanimous vote functions are at most \( 2 \cdot (B - 1) \), \( 2 \), and \( 2 \), respectively. In the unit-cost case, these bounds can be improved to \( 2 \), \( \varphi = (1+\sqrt{5})/2 \), and \( 3/2 \), respectively. Very recently, Hellerstein et al. \[12\] investigate adaptivity gaps for other SFE problems. To the best of our knowledge, lower bounds on the adaptivity gaps for SSC are not known.

It is an open question whether the SSC problem is NP-hard, and a polynomial-time algorithm is
not even known for the unit-cost version of the problem. A Stochastic Boolean Function Evaluation problem that has the same status since about 50 years is the problem of evaluating stochastic read-once formulas (e.g., \cite{17,11}). The weighted version of the SSC problem is clearly NP-hard because the deterministic version is already NP-hard due to the hardness of the knapsack problem.

**Note on Concurrent Work.** Concurrently to our work, Ghuge et al. \cite{7} have also announced a constant-factor approximation algorithm for SSC. For the $d$-dimensional weighted version of the problem, they give a polynomial-time $O(d^2 \log d)$-approximation algorithm.

In contrast to their work, our algorithm and analysis are arguably cleaner (also due to the fact that we consider a more restricted problem). Furthermore, we focus on obtaining a small approximation guarantee while Ghuge et al. only focus on showing that a constant-factor approximation exists. Their algorithm, when projected onto the (unweighted) SSC problem, can also be viewed as a (coarser form of) interweaving $\text{ALG}_{\text{fail}}$ and $\text{ALG}_{\text{succ}}$.

**Overview of the Paper.** In Section 2 we introduce needed concepts and results from the literature and introduce additional notation. In Section 3 we give the constant-factor approximation algorithms. In Section 4 we give the lower-bound instance for the adaptivity gap. Finally, we state directions for future work in Section 5.

## 2 Preliminaries

We start by introducing some notation. We denote by the random variable $\text{cost}(S, I)$ the overall cost of a strategy $S$ on instance $I$. Of particular interest is the strategy $\text{OPT}$, an arbitrary but fixed optimal strategy for the instance at hand, i.e., $\text{cost}(\text{OPT}, I) \leq \text{cost}(S, I)$ for any instance $I$ and all adaptive strategies $S$. Slightly misusing notation, we sometimes use an algorithm and the strategy computed by it interchangeably. In particular, we denote by $\text{cost}(\text{ALG}, I)$ the overall cost of the strategy computed by $\text{ALG}$ on instance $I$.

We frequently use the three specific algorithms $\text{ALG}_{\text{fail}}, \text{ALG}_{\text{succ}},$ and $\text{ALG}_{\text{ch}}$, defined through permutations $\sigma_{\text{fail}}, \sigma_{\text{succ}}, \sigma_{\text{ch}} : \{1, \ldots, n\} \to \mathbb{N}$. These permutations are chosen in such a way that $c_{\sigma_{\text{fail}}(1)}(1-p_{\text{fail}}(1)) \leq c_{\sigma_{\text{suc}}(2)}(1-p_{\text{suc}}(2)) \leq \ldots \leq c_{\sigma_{\text{suc}}(n)}(1-p_{\text{suc}}(n))$, $c_{\sigma_{\text{ch}}(1)}(p_{\text{ch}}(1)) \leq c_{\sigma_{\text{ch}}(2)}(p_{\text{ch}}(2)) \leq \ldots \leq c_{\sigma_{\text{ch}}(n)}(p_{\text{ch}}(n))$. Now $\text{ALG}_{\text{fail}}, \text{ALG}_{\text{succ}},$ and $\text{ALG}_{\text{ch}}$ are defined to be the algorithms selecting tests by increasing values of $\sigma_{\text{fail}}, \sigma_{\text{succ}},$ and $\sigma_{\text{ch}}$, respectively. The algorithms $\text{ALG}_{\text{fail}}$ and $\text{ALG}_{\text{succ}}$ have been analyzed in the literature under the condition that $f(x) = 1$ and $f(x) = 2$, respectively, when $B = 2$.

**Lemma 1** (Ben-Dov \cite{2}). Let $S$ be any adaptive strategy for an instance $I$ of SSC with $B = 2$. If $f(x) = 1$ with nonzero probably, it holds that

$$E[\text{cost}(\text{ALG}, I) \mid f(x) = 1] \geq E[\text{cost}(\text{ALG}_{\text{succ}}, I) \mid f(x) = 1].$$

(1)

Symmetrically, if $f(x) = 2$ with nonzero probability, it holds that

$$E[\text{cost}(\text{ALG}, I) \mid f(x) = 2] \geq E[\text{cost}(\text{ALG}_{\text{fail}}, I) \mid f(x) = 2].$$

(2)

This observation was first stated by Ben-Dov \cite{2}, together with a proof sketch. For a rigorous proof of Lemma 1 we refer to Boros and Ünlüyurt \cite{3}, who show a more general statement.
Algorithm 1: RoundRobin(ALG1, . . . , ALGk, α1, . . . , αk)

1 \( C_h \leftarrow 0 \ \forall h \in \{1, \ldots, k\}; \)
2 while \( f(x) \) not determined do
3 \( \delta_h \leftarrow \text{cost of next previously not performed test that ALG}_h \text{ would perform} \ \forall h \in (1, \ldots, k); \)
4 choose \( h^* \in \arg \min_{h \in \{1, \ldots, k\}} 1/\alpha_h \cdot (C_h + \delta_h); \)
5 perform the next test of ALG\( h^* \) that has previously not been performed;
6 \( C_{h^*} \leftarrow C_{h^*} + \delta_{h^*}; \)
7 end

The round-robin scheme that Gkenosis et al. use for their algorithms for SSC is a natural algorithm-design technique previously used in related settings [1, 5, 13] to run different sub-algorithms given by ALG1, . . . , ALGk “simultaneously”, where time is identified with cost. In contrast to Gkenosis et al., we consider a weighted version in this paper (see also Charikar et al. [5]), where \( \alpha_1, \ldots, \alpha_k > 0 \) are real-valued weights, and our version explicitly skips any test that would be conducted for a second time.

Given ALG1, . . . , ALGk and \( \alpha_1, \ldots, \alpha_k \), the round-robin scheme initializes \( C_h \) to 0 for all \( h \in \{1, \ldots, k\} \). As long as the function value is not determined, in each iteration, it defines \( \delta_h \) to be the cost of the next test that ALG\( h \) would perform and that was previously not performed by the round-robin scheme. Then the scheme chooses \( h^* \in \{1, \ldots, k\} \) such that \( 1/\alpha_{h^*} \cdot (C_{h^*} + \delta_{h^*}) \) is minimized, lets ALG\( h^* \) perform that test of cost \( \delta_{h^*} \), and updates \( C_{h^*} \) by adding \( \delta_{h^*} \) to it. In Algorithm 1, we summarize this procedure called RoundRobin.

The difference between the version of the round-robin scheme that Gkenosis et al. consider and ours is that their version does not distinguish between tests that have been performed by the scheme already and tests that have not been performed. Therefore, their version may pick the same test in two different iterations of the main loop, and it would then also account for the cost of the test twice. Note that this may also change the order in which subsequent tests are performed.

As a side note, we observe that the factor by which the costs of the two versions vary can be bounded by a function of \( k, \alpha_1, \ldots, \alpha_k \). We argue for \( \alpha_1 = \cdots = \alpha_k \); the argument can easily be extended to the general case. The central observation is that, conditioned on some realization \( x \), the total cost accumulated by a sub-algorithm in one of the versions can never be larger than the total (actual) cost, i.e., the cost across all sub-algorithms, in the other version. This is because, if the cost of a sub-algorithm ever became larger than that, \( all \) sub-algorithms would already have already performed a superset of the tests the corresponding sub-algorithm performed in the other version. This is a contradiction to the fact that the algorithm has not yet terminated.

In the analysis of the second phase of our algorithms, using our version of the round-robin scheme allows us to restrict our attention to the sub-instance that remains in the beginning of the second phase. On the other hand, our analysis becomes arguably more difficult due to the fact that, in contrast to Gkenosis et al.’s version, we cannot use the inequality \( 1/\alpha_{h^*} \cdot C_{h^*} \geq 1/\alpha_h \cdot C_h \) when the scheme has chosen ALG\( h^* \) to perform the previous test and ALG\( h \) is any other algorithm used in the scheme: Indeed, consider \( k = 2 \) and \( \alpha_1 = \alpha_2 = 1 \). If both ALG1 and ALG2 would first test the tests 1 and 2 with \( c_1 = 2 \) and \( c_2 = 1 \) in this order, and all other tests have much larger cost, the inequality
would not hold after the second iteration of our round-robin scheme.

We conclude this section by introducing some additional notation: For an algorithm \( RR := \text{RoundRobin}(\text{ALG}_1, \ldots, \text{ALG}_k, \alpha_1, \ldots, \alpha_k) \) of the above type and step \( \tau \) at which it has not terminated, let \( \text{cost}^{RR}_{\tau}(\text{ALG}_h, I) \) be the cost increment in iteration \( \tau \) on instance \( I \) due to \( \text{ALG}_h \), with value \( c_h \star \) if \( h = h^* \) and 0 otherwise.

Observe that the set of SSC instances is closed under querying tests: Having queried a test \( j \) in instance \( I \), the remainder of \( I \) is equivalent to an instance \( I' \) which has \( j \) removed from the set of tests and its interval borders adapted depending on the outcome of \( j \). If \( j \) was a failure, the limits do not have to be changed. If \( j \) was a success, in \( I' \) we now need one success fewer to reach a score. Interval limits that reach 0 this way or exceed the number of remaining tests can be removed since the corresponding intervals cannot be reached any longer. A score determined for \( I' \) can be used to reconstruct the score of \( I \). We say that \( I' \) is a sub-instance of \( I \) if there exists a subset of tests with fixed outcomes such that \( I' \) is obtained after querying those tests. We use the random variable \( I^\text{ALG}_{\tau} \) to specifically denote the sub-instance obtained from \( I \) after algorithm \( \text{ALG} \) has queried \( \tau \) steps.

3 Constant-Factor Approximations for SSC

The goal of this section is to show that there is a simple polynomial-time non-adaptive \((3 + 2\sqrt{2})\)-approximation algorithm for SSC and that the slightly larger approximation ratio of 6 can be achieved by an even simpler algorithm that also runs in polynomial time and is non-adaptive.

As we show, the algorithm \( 2RR := \text{RoundRobin}(\text{ALG}_\text{fail}, \text{ALG}_\text{suc}, 1, 1) \) (as introduced by Gkenosis et al. \[8\] using a different round-robin scheme) is the latter, even simpler, algorithm. As argued earlier, however, a naive analysis of this algorithm fails. Therefore, we first give a cleaner two-phase analysis of the slightly more complicated algorithm in Section 3.1. This algorithm is \( 3RR := \text{RoundRobin}(\text{ALG}_\text{fail}, \text{ALG}_\text{suc}, \text{ALG}_\text{ch}, \alpha_\text{fail}, \alpha_\text{suc}, \alpha_\text{ch}) \). We later choose the weights \( \alpha_\text{fail}, \alpha_\text{suc} \) and \( \alpha_\text{ch} \) so as to minimize the approximation guarantee; note that, due to symmetry, it makes sense to choose \( \alpha_\text{suc} = \alpha_\text{fail} \). Then, by relating \( 2RR \) to \( 3RR \), we give an analysis of \( 2RR \) in Section 3.2.

3.1 Weighted Three-Way Round Robin

In this subsection we prove the following theorem.

**Theorem 1.** The algorithm \( 3RR \) with parameters \( \alpha_\text{suc} = \alpha_\text{fail} = 1 \) and \( \alpha_\text{ch} = \sqrt{2} \) is a \((3 + 2\sqrt{2})\)-approximation algorithm for Stochastic Score Classification.

We show a slightly stronger statement, namely that, conditional on \( f(x) = i \) for any \( i \in \{1, \ldots, B-1\} \), the expected cost of \( 3RR \) is at most a factor of \( 3+2\sqrt{2} \) larger than that of the optimal strategy. The analysis works in two phases: Phase 1 ends with step \( \tau_1 \), the first step after which \( 3RR \) has found at least \( t_i \) successes or at least \( n+1-t_{i+1} \) failures. In other words, \( \tau_1 \) is the first step after which the score lies in the leftmost or rightmost interval of the remaining restricted instance \( I^\text{3RR}_{\tau_1} \). This is depicted in Figure 2. Note that \( \tau_1 \) is a random variable of value possibly 0 but at least \( \min\{t_i, n+1-t_{i+1}\} \).

Phase 2 starts at step \( \tau_1 + 1 \) and ends when the function value is determined, at step \( \tau_2 \).

Intuitively, a good algorithm for phase 1 is \( \text{ALG}_\text{ch} \), and the “right” algorithm for phase 2 is \( \text{ALG}_s \) where \( s \) is a random variable whose value is “fail” if the score lies in the leftmost interval of \( I^\text{3RR}_{\tau_1} \) and
End of Phase 1

Induced remaining subinstance in Phase 2

Figure 2: Visualization of the end of phase 1 and the resulting subinstance. The dotted area shows the interval $i$ containing the score according to the condition in Lemma 3. The dark bar displays the successful tests performed so far, the white bar the failed tests. The number $n'$ of tests in the subinstance is obtained by subtracting the number of tests performed so far from $n$.

“succ” otherwise (equivalently, assuming phase 1 is nonempty, if the last test of phase 1 was a success or failure, respectively).

The following lemma bounds the cost caused by $\text{ALG}_{\text{fail}}$, $\text{ALG}_{\text{succ}}$, and $\text{ALG}_{\text{ch}}$ in phase 1. Note that the inequality in the statement always holds, not only in expectation conditioned on $f(x) = i$.

**Lemma 2.** For any $h \in \{\text{fail}, \text{succ}, \text{ch}\}$, it holds that

$$
\frac{1}{\alpha_h} \cdot \sum_{\tau=1}^{\tau_1} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_h, I) \leq \frac{1}{\alpha_{\text{ch}}} \cdot \text{cost}(\text{OPT}, I).
$$

**Proof.** First let $i := f(x)$ and define $n_i := t_i + (n + 1 - t_{i+1})$, the minimum number of tests that need to be performed by any algorithm if the score lies in the interval $[t_i, t_{i+1})$. Hence the cost of the $n_i$ cheapest tests is a lower bound on $\text{cost}(\text{OPT}, I)$:

$$
\text{cost}(\text{OPT}, I) \geq \sum_{j=1}^{n_i} c_{\sigma_{\text{ch}}(j)}. \quad (3)
$$

On the other hand, consider some $h \in \{\text{fail}, \text{succ}, \text{ch}\}$. If $\text{ALG}_h$ was not chosen by $3\text{RR}$ to conduct any test in phase 1 (e.g., because phase 1 is empty), the lemma is trivially true. Otherwise, let $\hat{\tau}_1 \leq \tau_1$ be the last step in which $3\text{RR}$ chose $\text{ALG}_h$ to conduct a test before the end of phase 1.

Now let $j^*$ be the minimum value such that $\sigma_{\text{ch}}(j^*)$ has not been conducted until including step $\hat{\tau}_1 - 1$. Note that it must hold that $j^* \leq n_i$: Otherwise, at least $n_i$ tests would have already been conducted at that time, implying that already $t_i$ successes or $n + 1 - t_{i+1}$ failures would have been found and, consequently, that phase 1 would have already ended. So, using the order in which $\text{ALG}_{\text{ch}}$ conducts tests, we have

$$
\sum_{\tau=1}^{\hat{\tau}_1 - 1} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_{\text{ch}}, I) \leq \sum_{j=1}^{n_i} c_{\sigma_{\text{ch}}(j)} - c_{\sigma_{\text{ch}}(j^*)}. \quad (4)
$$

For any $h \in \{\text{fail}, \text{succ}, \text{ch}\}$, the way that $3\text{RR}$ chooses the test to be conducted in step $\hat{\tau}_1$ now implies that

$$
\frac{1}{\alpha_h} \cdot \sum_{\tau=1}^{\hat{\tau}_1} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_h, I) \leq \frac{1}{\alpha_{\text{ch}}} \cdot \left( \sum_{\tau=1}^{\hat{\tau}_1 - 1} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_{\text{ch}}, I) + c_{\sigma_{\text{ch}}(j^*)} \right) \leq \frac{1}{\alpha_{\text{ch}}} \cdot \sum_{j=1}^{n_i} c_{\sigma_{\text{ch}}(j)}, \quad (5)
$$
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where the second step follows from Inequality (1). The lemma now follows by combining Inequalities (3) and (5) together with the fact that $\text{ALG}_h$ does not conduct tests in steps $\tau_1 + 1$ to $\tau_1$.

The next lemma is concerned with phase 2. To be able to use it both for the analysis of 3RR and that of 2RR, we prove a slightly more general statement, for a generic round-robin algorithm

$$\text{GRR} := \text{RoundRobin}(\text{ALG}_{\text{fail}}, \text{ALG}_{\text{succ}}, \text{ALG}_1, \ldots, \text{ALG}_k, \alpha_{\text{fail}}, \alpha_{\text{succ}}, \alpha_1, \ldots, \alpha_k),$$

where $k \geq 0$, $\text{ALG}_1, \ldots, \text{ALG}_k$ are arbitrary algorithms, and $\alpha_1, \ldots, \alpha_k > 0$ are arbitrary weights. We need definitions analogous to those of $s$, $\tau_1$, and $\tau_2$. Setting again $i = f(x)$, we let $\tau'_1$ be the first step after which GRR has found at least $t_i$ successes or at least $n + 1 - t_i + 1$ failures. Phase 1 (of the execution of GRR) lasts from step 1 until including step $\tau'_1$, and phase 2 from step $\tau'_1 + 1$ until including step $\tau'_2$, the first step after which the value of $f$ is determined. Finally, $s'$ is a random variable whose value is “fail” if the score lies in the leftmost interval of $I'_\tau$ and “succ” otherwise.

Informally, the lemma statement has the following form. Conditioned on $f(x) = i$ and on $I_i^{\text{GRR}}$ being any relevant sub-instance $I'$ of $I$, and up to the scaling by $\alpha_{\text{fail}}, \alpha_{\text{succ}}, \alpha_1, \ldots, \alpha_k$, the expected cost caused by $\text{ALG}_h$ for $h \in \{\text{fail}, \text{succ}, 1, \ldots, k\}$ going beyond the cost of $\text{ALG}_{s'}$ in phase 1 is upper-bounded by the expected cost of the optimal strategy. The proof idea is to first relate the cost of OPT to that of $\text{ALG}_{s'}$, and then to use a similar argument as in the second part of the proof of Lemma 2.

This idea, however, only works if $\text{ALG}_h$ actually performs a test in phase 2. We denote this event by $E_h'$ (and the corresponding event for 3RR by $E_h$). If $E_h'$ does not occur, we can fortunately simply use the phase 1 bound in the proof of the theorem.

**Lemma 3.** Consider any instance $I'$, any $i \in \{1, \ldots, B - 1\}$, and any $h \in \{\text{fail}, \text{succ}, 1, \ldots, k\}$ such that $I_i^{\text{GRR}} = I' \land f(x) = i \land E_h'$ with nonzero probability. Then we have

$$\Pr \left[ E_h' \mid I_i^{\text{GRR}} = I' \land f(x) = i \right] \cdot \mathbb{E} \left[ \frac{1}{\alpha_h} \sum_{\tau=1}^{\tau_2} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_h, I) - \frac{1}{\alpha_{s'}} \sum_{\tau=1}^{\tau_1} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) \right] \leq \mathbb{E} \left[ \frac{1}{\alpha_{s'}} \cdot \text{cost}(\text{OPT}, I) \mid I_i^{\text{GRR}} = I' \land f(x) = i \right].$$

**Proof.** First note that

$$\mathbb{E} \left[ \text{cost}(\text{OPT}, I) \mid I_i^{\text{GRR}} = I' \land f(x) = i \right] \geq \mathbb{E} \left[ \text{cost}(\text{OPT}', I') \mid I_i^{\text{GRR}} = I' \land f(x) = i \right]$$

where $\text{OPT}'$ denotes the optimal strategy for $I'$ conditioned on $I_i^{\text{GRR}} = I' \land f(x) = i$. The inequality holds because, given that $I'$ is a sub-instance of $I$, any algorithm for $I$ can be run on $I'$. Here, all tests, in particular those that appear in $I$ but not in $I'$, are evaluated (in a possibly correlated way) according to their success probabilities conditional on $I_i^{\text{GRR}} = I' \land f(x) = i$. This leads to a realization-wise non-increased cost on $I'$ compared to $I$ because the costs of the additional tests not appearing in $I'$ can be ignored.

Next observe that $I_i^{\text{GRR}}$ does not contain tests that GRR conducts in phase 1. Consequently, the condition $I_i^{\text{GRR}} = I'$ does not refer to the tests contained in $I'$ and, conditioned on $I_i^{\text{GRR}} = I'$, any test $j$ that appears in $I'$ is still successful independently with probability $p_j$. Therefore, according to Lemma 1, ALG$_{s'}$ is the optimal algorithm for $I'$ under the additional condition that $f(x) = i$:

$$\mathbb{E} \left[ \text{cost}(\text{OPT}', I') \mid I_i^{\text{GRR}} = I' \land f(x) = i \right] = \mathbb{E} \left[ \text{cost}(\text{ALG}_{s'}, I') \mid I_i^{\text{GRR}} = I' \land f(x) = i \right].$$
Now suppose for a moment that we let $\text{ALG}_{s'}$ (rather than one of the other $k - 1$ algorithms) conduct its next test in every step from step $\tau_1' + 1$ onward, until $f$ is evaluated. Let $\ell_1, \ldots, \ell_m$ be the tests that $\text{ALG}_{s'}$ would then conduct in this order. Moving back to the tests that GRR actually performs, by the definition of $\tau_2'$, there must exist a test among $\ell_1, \ldots, \ell_m$ not yet conducted until including step $\tau_2' - 1$.

Consider some $h \in \{\text{fail, succ, 1, \ldots, } k\}$. Assuming that $E_h'$ occurs, we define step $\hat{\tau}_2$ such that $\tau_1' < \hat{\tau}_2 \leq \tau_2'$ is the last step in which GRR chose ALG to conduct a test. Indeed, $\hat{\tau}_2$ is well defined if $E_h'$ occurs; we do not use it otherwise.

Let $j^* \in \{1, \ldots, m\}$ be minimal such that $\ell_{j^*}$ has not been conducted until including step $\tau_2' - 1 \leq \tau_2' - 1$. As argued above, such a test exists. Then, using the order in which $\text{ALG}_{s'}$ conducts tests, we obtain

$$\sum_{\tau = \tau_1' + 1}^{\hat{\tau}_2 - 1} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) \leq \sum_{j=1}^{m} c_{\ell_j} - c_{j^*}.$$  \hfill (8)

The way that GRR chooses the test to be conducted in step $\hat{\tau}_2$ now implies

$$\frac{1}{\alpha_h} \cdot \sum_{\tau = 1}^{\hat{\tau}_2} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_h, I) \leq \frac{1}{\alpha_{s'}} \cdot \left( \sum_{\tau = 1}^{\tau_1'} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) + c_{\ell_{j^*}} \right),$$

$$\leq \frac{1}{\alpha_{s'}} \cdot \left( \sum_{\tau = 1}^{\tau_1'} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) + \sum_{j=1}^{m} c_{\ell_j} \right),$$

$$= \frac{1}{\alpha_{s'}} \cdot \left( \sum_{\tau = 1}^{\tau_1'} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) + \text{cost}(\text{ALG}_{s'}, I_{\tau_1'}^{\text{GRR}}) \right),$$  \hfill (9)

where the second inequality follows from Inequality (8), and the equality follows from the definition of $\ell_1, \ldots, \ell_m$ (assuming that the outcomes of corresponding tests in $I$ and $I_{\tau_1'}^{\text{GRR}}$ are coupled in the sense that they are always identical). Rearranging then yields

$$\frac{1}{\alpha_h} \cdot \sum_{\tau = 1}^{\hat{\tau}_2} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_h, I) - \frac{1}{\alpha_{s'}} \cdot \sum_{\tau = 1}^{\tau_1'} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) \leq \frac{1}{\alpha_{s'}} \cdot \text{cost}(\text{ALG}_{s'}, I_{\tau_1'}^{\text{GRR}}).$$

By taking the expected value of this inequality (which holds realization-wise), we obtain

$$\Pr\left[E_h' \mid I_{\tau_1'}^{\text{GRR}} = I' \land f(x) = i \right] \cdot \mathbb{E} \left[ \frac{1}{\alpha_h} \cdot \sum_{\tau = 1}^{\hat{\tau}_2} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_h, I) - \frac{1}{\alpha_{s'}} \cdot \sum_{\tau = 1}^{\tau_1'} \text{cost}_{\tau}^{\text{GRR}}(\text{ALG}_{s'}, I) \mid I_{\tau_1'}^{\text{GRR}} = I' \land f(x) = i \land E_h' \right]$$

$$\leq \Pr\left[E_h' \mid I_{\tau_1'}^{\text{GRR}} = I' \land f(x) = i \right] \cdot \mathbb{E} \left[ \frac{1}{\alpha_{s'}} \cdot \text{cost}(\text{ALG}_{s'}, I_{\tau_1'}^{\text{GRR}}) \mid I_{\tau_1'}^{\text{GRR}} = I' \land f(x) = i \land E_h' \right]$$

$$\leq \mathbb{E} \left[ \frac{1}{\alpha_{s'}} \cdot \text{cost}(\text{ALG}_{s'}, I_{\tau_1'}^{\text{GRR}}) \mid I_{\tau_1'}^{\text{GRR}} = I' \land f(x) = i \right],$$

where the second step is due to the law of total probability and the non-negativity of the cost function. This, together with Inequalities (8) and (7) as well as the fact that $\text{ALG}_h$ does not conduct tests after step $\hat{\tau}_2$, implies the claim.

Now the theorem follows quite easily from combining Lemma 2 and Lemma 3.
Proof of Theorem 1. Consider instance $I'$ and $i \in \{1, \ldots, B - 1\}$ such that $I_{\tau_i}^{3RR} = I' \wedge f(x) = i$ with nonzero probability. Further, let $h \in \{\text{fail}, \text{succ}, \text{ch}\}$. We distinguish whether or not $E_h$ occurs with nonzero probability under the condition $I_{\tau_i}^{3RR} = I' \wedge f(x) = i$. In the first case, we use Lemmas 2 and 3 in the second case, we only need Lemma 2. We then combine the inequalities for the two cases, in turn combine the resulting inequalities across all $I'$, $i$, and $h$, and finally optimize $\alpha_{\text{fail}}$, $\alpha_{\text{succ}}$, and $\alpha_{\text{ch}}$.

We start with the case $\Pr[E_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] > 0$. By first applying Lemma 3 with 3RR taking the role of GRR and then applying Lemma 2 we obtain

\[
\Pr[E_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] \cdot \mathbb{E} \left[ \sum_{\tau = 1}^{T_2} \cos_{\tau}^{3RR}(\text{ALG}_h, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \wedge E_h \right]
\]

\[
\leq \Pr[E_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] \cdot \mathbb{E} \left[ \frac{\alpha_h}{\alpha_s} \cdot \sum_{\tau = 1}^{T_1} \cos_{\tau}^{3RR}(\text{ALG}_s, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \wedge E_h \right]
\]

\[
+ \mathbb{E} \left[ \frac{\alpha_h}{\alpha_s} \cdot \text{cost}(\text{OPT}, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \right].
\]

For the case that $\Pr[\overline{E}_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] > 0$, we only apply Lemma 2 and obtain

\[
\Pr[\overline{E}_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] \cdot \mathbb{E} \left[ \sum_{\tau = 1}^{T_2} \cos_{\tau}^{3RR}(\text{ALG}_h, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \wedge \overline{E}_h \right]
\]

\[
= \Pr[\overline{E}_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] \cdot \mathbb{E} \left[ \sum_{\tau = 1}^{T_1} \cos_{\tau}^{3RR}(\text{ALG}_s, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \wedge \overline{E}_h \right]
\]

\[
\leq \Pr[\overline{E}_h \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] \cdot \mathbb{E} \left[ \frac{\alpha_h}{\alpha_{\text{ch}}} \cdot \text{cost}(\text{OPT}, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \right].
\]

For the next step, define $E$ to be the set of events from $\{E_h, \overline{E}_h\}$ with nonzero probability conditional on $I_{\tau_i}^{3RR} = I' \wedge f(x) = i$. Then, by the law of total expectation, we obtain

\[
\mathbb{E} \left[ \sum_{\tau = 1}^{T_2} \cos_{\tau}^{3RR}(\text{ALG}_h, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \right]
\]

\[
= \sum_{E \in E} \Pr[E \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i] \cdot \mathbb{E} \left[ \sum_{\tau = 1}^{T_1} \cos_{\tau}^{3RR}(\text{ALG}_s, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \wedge E \right]
\]

\[
\leq \mathbb{E} \left[ \frac{\alpha_h}{\alpha_{\text{ch}}} \cdot \text{cost}(\text{OPT}, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \right] + \mathbb{E} \left[ \frac{\alpha_h}{\alpha_s} \cdot \text{cost}(\text{OPT}, I) \mid I_{\tau_i}^{3RR} = I' \wedge f(x) = i \right].
\]

In the second step, we use Equations 10 (if $E_h \in E$) and 11 (if $\overline{E}_h \in E$) as well as the law of total expectation again.

By applying the law of total expectation over all $I'$ and $i \in \{1, \ldots, B - 1\}$ such that $I_{\tau_i}^{3RR} = I'$ and $f(x) = i$ with nonzero probability and rearranging, we obtain from the previous inequality that

\[
\mathbb{E} \left[ \sum_{\tau = 1}^{T_2} \cos_{\tau}^{3RR}(\text{ALG}_h, I) \right] \leq \alpha_h \cdot \left( \frac{1}{\alpha_{\text{ch}}} + \frac{1}{\alpha_s} \right) \cdot \mathbb{E}[\text{cost}(\text{OPT}, I)].
\]
Now using that
\[
\text{cost}(3\text{RR}, I) = \sum_{\tau=1}^{\tau_1} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_{\text{fail}}, I) + \sum_{\tau=1}^{\tau_2} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_{\text{succ}}, I) + \sum_{\tau=1}^{\tau_2} \text{cost}_\tau^{3\text{RR}}(\text{ALG}_{\text{ch}}, I),
\]
we get from Inequality (12) that
\[
\mathbb{E}[\text{cost}(3\text{RR}, I)] \leq (\alpha_{\text{fail}} + \alpha_{\text{succ}} + \alpha_{\text{ch}}) \cdot \mathbb{E} \left[ \left( \frac{1}{\alpha_{\text{ch}}} + \frac{1}{\alpha_{s}} \right) \cdot \text{cost}(\text{OPT}, I) \right]
= (2\alpha_{\text{fail}} + \alpha_{\text{ch}}) \cdot \left( \frac{1}{\alpha_{\text{ch}}} + \frac{1}{\alpha_{\text{fail}}} \right) \cdot \mathbb{E}[\text{cost}(\text{OPT}, I)],
\]
where we set \( \alpha_{\text{fail}} = \alpha_{\text{succ}} = (\alpha_s) \) for the equality. Minimizing the expression in front of the expected value on the right-hand side yields a minimum of \( 3 + 2\sqrt{2} \) at \( \alpha_{\text{ch}}/\alpha_{\text{fail}} = \sqrt{2} \), completing the proof. \( \square \)

### 3.2 Two-Way Round Robin

Based on the insights and analysis from the previous subsection, we investigate the simpler algorithm \( 2\text{RR} = \text{ROUNDROBIN}(\text{ALG}_{\text{fail}}, \text{ALG}_{\text{succ}}, 1, 1) \) in this subsection. We prove that this natural strategy obtained by interweaving \( \text{ALG}_{\text{fail}} \) and \( \text{ALG}_{\text{succ}} \)—the optimal algorithms for \( B = 2 \) when the score is known—achieves in fact a similarly small approximation guarantee.

**Theorem 2.** The algorithm \( 2\text{RR} \) is a 6-approximation algorithm for Stochastic Score Classification.

Our analysis works again in two phases, which we define analogously to Section 3.1 but with respect to \( 2\text{RR} \) instead of \( 3\text{RR} \). We also define the random variables \( \tau_1, \tau_2, \) and \( s \) as well as the event \( E_h \) as before, again with respect to \( 2\text{RR} \). While we can directly apply Lemma 3 for the second phase here, let us look closer at how the cost in phase 1 can be bounded.

Fix a realization \( x \) with \( f(x) = i \) for any \( i \in \{1, \ldots, B - 1\} \). For \( 3\text{RR} \), we were able to establish a direct link of the algorithm’s cost to those of the cheapest \( n_i = t_i + (n + 1 - t_{i+1}) \) tests. Unfortunately, there is no direct bound between the \( j \)-th cheapest overall test and the \( j \)-th test selected by \( \text{ALG}_{\text{succ}} \) or \( \text{ALG}_{\text{fail}} \). For example, \( \text{ALG}_{\text{succ}} \) prefers a test with cost \( 1 - 2\varepsilon \) and probability \( 1 - \varepsilon \) over a test with cost and probability equal to \( \varepsilon \).

However, if we restrict our view to tests \( j \) with a lower bound on \( p_j \) or \( 1 - p_j \), we can in fact establish a connection between cheap tests and tests inspected early by \( \text{ALG}_{\text{succ}} \) or \( \text{ALG}_{\text{fail}} \), respectively. Towards this, let \( R \) be the set of the cheapest \( n_i \) tests. Formally, \( R := \{\sigma_{\text{ch}}(1), \sigma_{\text{ch}}(2), \ldots, \sigma_{\text{ch}}(n_i)\} \). Furthermore, consider the partition of \( N \) according to the success probability into \( H_{\text{fail}} := \{1 \leq j \leq n : p_j < \frac{1}{2}\} \) and \( H_{\text{succ}} := \{1 \leq j \leq n : p_j \geq \frac{1}{2}\} \). We partition \( R \) accordingly: \( R_{\text{fail}} := R \cap H_{\text{fail}} \) and \( R_{\text{succ}} := R \cap H_{\text{succ}} \).

As an example, consider the first test \( j \) selected by \( \text{ALG}_{\text{succ}} \) (i.e., \( j = \sigma_{\text{succ}}(1) \)) and the cheapest test \( j' \) from \( R_{\text{succ}} \). If \( j = j' \), we have a direct correspondence. If \( p_j < \frac{1}{2} \), then \( j \) was selected by \( \text{ALG}_{\text{succ}} \) because \( \frac{c_j}{p_j} \leq \frac{c_{j'}}{p_{j'}} \); in particular, \( c_j < c_{j'} \). In the remaining case \( p_j \geq \frac{1}{2} \), we obtain \( c_j \leq \frac{p_j}{p_{j'}} \cdot c_{j'} \leq 2c_{j'} \) since \( p_j \leq 1 \) and \( p_{j'} \geq \frac{1}{2} \). All in all, \( j \) costs at most twice as much as \( j' \). In the following lemma, we establish a generalized version of this correspondence as a building block for the analysis of phase 1.

**Lemma 4.** For \( u \in \{\text{fail, succ}\} \), let \( F \subseteq H_u \) and \( G \subseteq N \) such that \( F \subseteq G \). Let \( G_{|F|} \) be the subset of \( G \) containing the \( |F| \) tests with smallest value of \( \sigma_u^{-1} \). Then,
\[
\sum_{j \in G_{|F|}} c_j \leq 2 \cdot \sum_{j \in F} c_j.
\]
Proof. Due to symmetry, it suffices to show the statement for $u = \text{succ}$. For $k \in \{0, \ldots, |F|\}$, let $F_k$ be the subset of $F$ containing the $k$ tests with smallest value of $\sigma^{-1}_{\text{ch}}$, and $G_k$ be the subset of $G$ containing the $k$ tests with smallest value of $\sigma^{-1}_{\text{succ}}$. We show the stronger statement that, for all such $k$,

$$
\sum_{j \in G_k} c_j \leq 2 \cdot \sum_{j \in F_k} c_j.
$$

We proceed by induction on $k$.

For $k = 0$, the statement clearly holds. Now consider $k > 0$, and assume that we have established the hypothesis for all smaller values. Let $f$ and $g$ be the tests such that $F_k = F_{k-1} \cup \{f\}$ and $G_k = G_{k-1} \cup \{g\}$, i.e., the tests with the $k$-th lowest value of $\sigma^{-1}_{\text{ch}}$ and $\sigma^{-1}_{\text{succ}}$, in $F_k$ and $G_k$, respectively. While it is possible that $f \in G_{k-1}$, there exists a test $f' \in F_k \setminus G_{k-1}$ with $c_{f'} \leq c_f$. By choice of $f'$ and definition of $G_k$, we have $c_g/p_g \leq c_{f'}/p_{f'}$. Since $p_g \leq 1$ and $p_{f'} \geq 1/2$, we obtain $c_g \leq p_g/p_{f'} \cdot c_{f'} \leq 2c_{f'} \leq 2c_f$. Combining this with the induction hypothesis yields

$$
\sum_{j \in G_k} c_j = c_g + \sum_{j \in G_{k-1}} c_j \leq 2c_f + 2 \cdot \sum_{j \in G_{k-1}} c_j = 2 \cdot \sum_{j \in F_k} c_j.
$$

This completes the induction step and therefore the proof.

The above lemma deals with each of ALG\_fail and ALG\_succ separately. As part of 2RR, they are, however, run “simultaneously” and compete for the same tests. In particular, this means that the first $k$ tests selected by ALG\_fail are not necessarily the $k$ tests with the globally smallest values of $\sigma^{-1}_{\text{fail}}$. In the proof of the following lemma for phase 1, we address this difficulty by identifying sets of tests that are exclusively used by one of the algorithms and for which we can nonetheless use Lemma 4.

**Lemma 5.** For any $h \in \{\text{fail, succ}\}$, it holds that

$$
\sum_{\tau=1}^{\tau_1} \text{cost}^{2\text{RR}}_\tau(\text{ALG}_h, I) \leq 2 \cdot \text{cost}(\text{OPT}, I).
$$

Proof. First note that, as in Equation (13), it holds that

$$
\text{cost}(\text{OPT}, I) \geq \sum_{j \in R} c_j.
$$

To relate the right-hand side to the algorithm’s cost, for \( h \in \{ \text{fail}, \text{succ} \} \), let \( S_h \) be the subset of \( |R_h| \) tests from \( H_h \) with the smallest values of \( \sigma_h^{-1} \). Note that \( S_h \cap S_{\bar{h}} = \emptyset \) where \( \bar{h} \) is the element of \( \{ \text{fail}, \text{succ} \} \) that is not \( h \).

Further, let \( A_h \) be the subset of \( |R_h| \) tests from \( N \setminus S_h \) with smallest values of \( \sigma_h^{-1} \). The set \( A_h \) is well defined because \( |N \setminus S_h| = N - |S_h| \geq |S_{\bar{h}}| = |R_h| \). Note that \( (A_h \cap H_h) \subseteq S_h \) and that \( A_{\bar{h}} \) and \( A_h \) are disjoint sets: Consider test \( j \in A_h \). If \( j \in H_h \), then, by definition of \( A_h \), it follows that \( j \notin S_{\bar{h}} \). Thus, \( j \notin (A_h \cap H_h) \), implying \( j \notin A_{\bar{h}} \). In the case that \( j \in H_{\bar{h}} \), we have that \( j \in S_{\bar{h}} \) and thus again \( j \notin A_h \). This notation is visualized in Figure 3.

We make the following important observation: By definition of Algorithm 1 and the sets above, \( \text{ALG}_{\text{succ}} \) and \( \text{ALG}_{\text{fail}} \) exclusively select tests from of \( A_{\text{succ}} \cup S_{\text{fail}} \) and \( A_{\text{fail}} \cup S_{\text{succ}} \), until all tests in \( A_{\text{succ}} \) and \( A_{\text{fail}} \), respectively, have been selected. In particular, this means that, until the beginning of step \( \tau_1 \), there exists an index \( u \in \{ \text{fail}, \text{succ} \} \) and a test from \( A_u \) that has not yet been selected by 2RR. This is true since at most \( n_i - 1 = |A_{\text{fail}}| + |A_{\text{succ}}| - 1 \) tests have been conducted in total so far and \( A_{\text{fail}} \cap A_{\text{succ}} = \emptyset \). Let \( \bar{u} \) be the element of \( \{ \text{fail}, \text{succ} \} \) that is not \( u \).

Consider again any \( h \in \{ \text{fail}, \text{succ} \} \). If \( \text{ALG}_h \) was not chosen by 2RR to conduct any test in phase 1, the statement is trivially true. Otherwise, let \( \hat{\tau}_1 \leq \tau_1 \) be the last step in which 2RR chose \( ALG_h \) to conduct a test before the end of phase 1. As in the proof of Lemma 2, let \( j^* \) be the minimum value such that \( \sigma_u(j^*) \) has not been conducted until including step \( \hat{\tau}_1 - 1 \) (i.e., \( j^* \) is the next test that \( \text{ALG}_u \) would conduct). Note that, by choice of \( u \) and the arguments above, it must hold that \( j^* \in A_u \cup S_{\bar{u}} \).

So, using the order in which \( \text{ALG}_u \) conducts tests, we have

\[
\sum_{\tau=1}^{\hat{\tau}_1-1} \text{cost}_\tau^{2RR}(\text{ALG}_u, I) \leq \sum_{j \in A_u} c_j + \sum_{j \in S_{\bar{u}}} c_j - c_{j^*}.
\]

The way the test for step \( \hat{\tau}_1 \) is selected by 2RR,

\[
\sum_{\tau=1}^{\tau_1} \text{cost}_\tau^{2RR}(\text{ALG}_h, I) = \sum_{\tau=1}^{\hat{\tau}_1} \text{cost}_\tau^{2RR}(\text{ALG}_h, I) \leq \sum_{\tau=1}^{\hat{\tau}_1-1} \text{cost}_\tau^{2RR}(\text{ALG}_u, I) + c_{j^*} \leq \sum_{j \in A_u} c_j + \sum_{j \in S_{\bar{u}}} c_j,
\]

where the third step follows from Equation 14.

Lastly, applying Lemma 1 with \( F = R_u \), \( G = N \setminus S_{\bar{u}} \) and \( k = |R_u| \) (and thus \( G_k = A_u \)) as well as with \( F = R_{\bar{u}} \), \( G = H_{\bar{u}} \) and \( k = |R_{\bar{u}}| \) (and thus \( G_k = S_{\bar{u}} \)) yields

\[
\sum_{j \in A_u} c_j \leq 2 \cdot \sum_{j \in R_u} c_j \quad \text{and} \quad \sum_{j \in S_{\bar{u}}} c_j \leq 2 \cdot \sum_{j \in R_{\bar{u}}} c_j.
\]

Combining Equation 15, Equation 16, the fact that \( R = R_{\text{succ}} \cup R_{\text{fail}} \), and Equation 13 implies the lemma.

We now have all the ingredients required for proving Theorem 2.

**Proof of Theorem 2.** The proof works in analogy to that of Theorem 1. Consider instance \( I' \) and \( i \in \{ 1, \ldots, B-1 \} \) such that \( I'_{\text{2RR}} = I' \land f(x) = i \) with nonzero probability. Further, let \( h \in \{ \text{fail}, \text{succ} \} \). Again denoting by \( E_h \) the event that \( \text{ALG}_h \) conducts a test in phase 2, we distinguish whether or not \( E_h \) occurs with nonzero probability under the condition \( I'_{\text{2RR}} = I' \land f(x) = i \). In the first case, we use Lemmas 3 and 4 (in comparison with Theorem 1, the former instead of Lemma 2); in the second
For the case that \( \Pr \left[ \hat{E}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] > 0 \). By first applying Lemma 3 with 2RR taking the role of GRR and then applying Lemma 5 we obtain

\[
\Pr \left[ \hat{E}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] \cdot \mathbb{E} \left[ \sum_{\tau=1}^{\tau_2} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{h, I} \right) \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \wedge \hat{E}_h \right] 
\leq \Pr \left[ \hat{E}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] \cdot \mathbb{E} \left[ \sum_{\tau=1}^{\tau_1} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{h, I} \right) \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \wedge \hat{E}_h \right] 
\leq \Pr \left[ \hat{E}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] \cdot \mathbb{E} \left[ \cos(\text{OPT}, I) \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \wedge \hat{E}_h \right].
\]

For the case that \( \Pr \left[ \overline{\hat{E}}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] > 0 \), we only apply Lemma 5 and obtain

\[
\Pr \left[ \overline{\hat{E}}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] \cdot \mathbb{E} \left[ \sum_{\tau=1}^{\tau_2} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{h, I} \right) \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] 
\leq \Pr \left[ \overline{\hat{E}}_h \, \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] \cdot \mathbb{E} \left[ \sum_{\tau=1}^{\tau_1} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{h, I} \right) \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right] 
\leq 2 \cdot \mathbb{E} \left[ \cos(\text{OPT}, I) \middle| \, I^{2\text{RR}}_{\tau_1} = I' \wedge f(x) = \hat{i} \right].
\]

In the second step, we use Equations (10) (if \( \hat{E}_h \in \mathcal{E} \)) and (11) (if \( \overline{\hat{E}}_h \in \mathcal{E} \)) as well as the law of total expectation again.

By applying the law of total expectation over all \( I' \) and \( i \in \{1, \ldots, B - 1\} \) such that \( I^{2\text{RR}}_{\tau_1} = I' \) and \( f(x) = i \) with nonzero probability, we obtain from the previous inequality that

\[
\mathbb{E} \left[ \sum_{\tau=1}^{\tau_2} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{h, I} \right) \right] \leq 3 \cdot \mathbb{E} \left[ \cos(\text{OPT}, I) \right].
\]

Now using that

\[
\cos(2\text{RR}, I) = \sum_{\tau=1}^{\tau_2} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{\text{fall}, I} \right) + \sum_{\tau=1}^{\tau_2} \cos^2_{\tau_{\text{RR}}} \left( \text{ALG}_{\text{succ}, I} \right),
\]
Figure 4: Visualization of the adaptivity gap instance. The black bar shows \( m \) tests with success probability 1. The white bar shows \( m \) tests with success probability 0. The gray bar corresponds to test \( n \) with \( p_n = \frac{1}{2} \). Note that the interval of the overall score depends only on the realization of the gray test. Any algorithm must inspect the gray test and at least \( m \) other tests.

we get from Inequality (19) that

\[
\mathbb{E}[\text{cost}(2\text{RR}, I)] \leq 6 \cdot \mathbb{E}[\text{cost}(\text{OPT}, I)],
\]

which completes the proof. \( \square \)

4 Adaptivity Gap

We show the following lower bound on the adaptivity gap of SSC, establishing a tight bound in the unit-cost \( k \)-of-\( n \) case [10].

**Theorem 3.** For any \( \varepsilon > 0 \), there exists a unit-cost \( k \)-of-\( n \) instance \( I \) such that

\[
\mathbb{E}[\text{cost}(\text{OPT}, I)] \geq \left( \frac{3}{2} - \varepsilon \right) \cdot \mathbb{E}[\text{cost}(\text{OPT}, I)],
\]

(20)

where \( \text{OPT} \) and \( \text{OPT} \) are optimal non-adaptive and adaptive strategies for instance \( I \), respectively.

**Proof.** To simplify the exposition, we first consider the slightly more general setting in which each success probability may take any value in \([0,1]\), rather than \((0,1)\). In this setting, we still consider the value of a test \( j \) unknown unless conducted, even if \( p_j \in \{0,1\} \). After showing the statement in this generalized setting, we use a continuity argument to lift the statement to the original setting.

Consider the following unit-cost \( k \)-of-\( n \) instance \( I_m \) parameterized by \( m \in \mathbb{N} \). Here, \( n = 2m + 1 \) and \( k = m + 1 \), and there are \( m \) tests \( j \in \{1, \ldots, m\} \) with \( p_j = 1 \), \( m \) tests \( j \in \{m + 1, \ldots, 2m\} \) with \( p_j = 0 \), and a single additional test \( n \) with \( p_n = \frac{1}{2} \). Observe that the function value of \( f \) is 1 (i.e., the number of successes lies in the first interval) if and only if \( x_n = 0 \). The instance is visualized in Figure 4.

We obtain an (in fact, optimal) adaptive strategy by first inspecting test \( n \). If \( n \) is a success, we perform tests \( 1, \ldots, m \) to verify \( f(x) = 2 \). Otherwise, we inspect tests \( m + 1, \ldots, 2m \) and confirm that \( f(x) = 1 \). For any realization \( x \), this incurs a total cost of \( m + 1 \).

Consider any non-adaptive strategy, which can be viewed as a permutation of the \( n \) tests. If the strategy chooses a test from \( \{1, \ldots, m\} \) last, i.e., as \( n \)-th test in the permutation, then conditioned on \( x_n = 1 \) (i.e., with probability \( 1/2 \)), it terminates only after having performed that last test, incurring a total cost of \( 2m + 1 \). Conversely, a strategy that chooses a test from \( \{m + 1, \ldots, 2m\} \) last pays \( 2m + 1 \) whenever \( x_n = 0 \), which happens again with probability \( 1/2 \). Lastly, a strategy that inspects test \( n \)
last always has to perform all tests. This implies that the expected cost of any non-adaptive strategy is at least $\frac{1}{2} \cdot (m + 1) + \frac{1}{2} \cdot (2m + 1) = \frac{3}{2} \cdot m + 1$.

Combining the upper bound on the (expected) cost of the adaptive strategy and the lower bound on the expected cost of any non-adaptive strategy, we obtain

$$\frac{\mathbb{E}[\text{cost(OPT, } I_m)]}{\mathbb{E}[\text{cost(OPT, } I_m)]} \geq \frac{\frac{3}{2} \cdot m + 1}{m + 1} \quad m \to \infty$$

as a lower bound on the adaptivity gap in the generalized setting with $p_j \in [0, 1]$ for all tests $j$.

Towards lifting the bound to the original setting, first observe that, for any instance $I$,

$$\mathbb{E}[\text{cost(ALG, } I)] = \sum_{y \in \{0, 1\}^N} \Pr[x = y] \cdot \mathbb{E}[\text{cost(ALG, } I) \mid x = y]$$

$$= \sum_{y \in \{0, 1\}^N} \prod_{j \in N : y_j = 0} (1 - p_j) \prod_{j \in N : y_j = 1} p_j \cdot \mathbb{E}[\text{cost(ALG, } I) \mid x = y] .$$

Note that this expression is continuous in the success probabilities $p_j$. Since OPT minimizes the expected cost over finitely many algorithms, $\mathbb{E}[\text{cost(OPT, } I)]$ is also continuous with respect to these perturbations—even though the optimal strategy may change as the parameters of the instance change.

The analogous statement for $\mathbb{E}[\text{cost(OPT, } I)]$ follows from the same argument. This means that, for any $\varepsilon' > 0$, there exists an instance $I'_{m}$ in the original setting such that the adaptivity gap on that instance is by at most $\varepsilon'$ larger than on $I_{m}$. This, together with Equation (21), implies the claim. \qed

5 Conclusion

An obvious direction for future research is further improving the approximation guarantees shown in this paper. It is possible that the analyses for 3RR and 2RR provided here are not tight. Note that, however, the instance given in the proof of Theorem 3 provides a lower bound of 2 on the approximation guarantees of both these algorithms. Another direction is finding simple algorithms with small approximation guarantees for the extensions considered by Ghuge et al. [7], e.g., the weighted version.

In fact, it is not known whether the SSC problem is NP-hard. The same question for similar problems, e.g., Stochastic Function Evaluation of Boolean read-once formulas, has now been open for several decades.

A more structural than algorithmic direction is settling the precise adaptivity gap beyond the unit-cost $k$-of-$n$ case.

Acknowledgments

The authors wish to thank Marcus Kaiser for helpful discussions.

References

[1] Sarah R. Allen, Lisa Hellerstein, Devorah Kletenik, and Tonguç Ünlüyurt. Evaluation of monotone DNF formulas. Algorithmica, 77(3):661–685, 2015.
[2] Yosi Ben-Dov. Optimal testing procedures for special structures of coherent systems. *Management Science*, 27(12):1410–1420, 1981.

[3] Endre Boros and Tonguç Ünlüyurt. Diagnosing double regular systems. *Annals of Mathematics and Artificial Intelligence*, 26(1):171–191, 1999.

[4] Richard Butterworth. Some reliability fault-testing models. *Operations Research*, 20(2):335–343, 1972.

[5] Moses Charikar, Ronald Fagin, Venkatesan Guruswami, Jon Kleinberg, Prabhakar Raghavan, and Amit Sahai. Query strategies for priced information. *Journal of Computer and System Sciences*, 64(4):785–819, 2002.

[6] Amol Deshpande, Lisa Hellerstein, and Devorah Kletenik. Approximation algorithms for stochastic submodular set cover with applications to boolean function evaluation and min-knapsack. *ACM Transactions on Algorithms*, 12(3):1–28, 2016.

[7] Rohan Ghuge, Anupam Gupta, and Viswanath Nagarajan. Non-adaptive stochastic score classification and explainable halfspace evaluation. In *Conference on Integer Programming and Combinatorial Optimization (IPCO)*, pages 277–290, 2022.

[8] Dimitrios Gkenosis, Nathaniel Grammel, Lisa Hellerstein, and Devorah Kletenik. The stochastic score classification problem. In *European Symposium on Algorithms (ESA)*, pages 36:1–36:14, 2018.

[9] Dimitrios Gkenosis, Nathaniel Grammel, Lisa Hellerstein, and Devorah Kletenik. The stochastic boolean function evaluation problem for symmetric boolean functions. *Discrete Applied Mathematics*, 309:269–277, 2022.

[10] Nathaniel Grammel, Lisa Hellerstein, Devorah Kletenik, and Naifeng Liu. Algorithms for the unit-cost stochastic score classification problem. *Algorithmica*, 84(10):3054–3074, 2022.

[11] Russell Greiner, Ryan Hayward, Magdalena Jankowska, and Michael Molloy. Finding optimal satisficing strategies for and-or trees. *Artificial Intelligence*, 170(1):19–58, 2006.

[12] Lisa Hellerstein, Devorah Kletenik, Naifeng Liu, and R. Teal Witter. Adaptivity gaps for the stochastic boolean function evaluation problem. In *Workshop on Approximation and Online Algorithms (WAOA)*, 2022. Forthcoming.

[13] Haim Kaplan, Eyal Kushilevitz, and Yishay Mansour. Learning with attribute costs. In *ACM Symposium on Theory of Computing (STOC)*, pages 356–365, 2005.

[14] Salam Salloum. *Optimal Testing Algorithms for Symmetric Coherent Systems*. PhD thesis, University of Southern California, USA, 1979.

[15] Salam Salloum and Melvin A. Breuer. An optimum testing algorithm for some symmetric coherent systems. *Journal of Mathematical Analysis and Applications*, 101(1):170–194, 1984.

[16] Salam Salloum and Melvin A. Breuer. Fast optimal diagnosis procedures for k-out-of-n:G systems. *IEEE Transactions on Reliability*, 46(2):283–290, 1997.
[17] Tonguç Ünlüyurt. Sequential testing of complex systems: a review. *Discrete Applied Mathematics*, 142(1-3):189–205, 2004.