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Abstract

This paper is concerned with the Cauchy problem for a two-component Degasperis-Procesi system. Firstly, the local well-posedness for this system in the nonhomogeneous Besov spaces is established. Then the precise blow-up scenario for strong solutions to the system is derived. Finally, two new blow-up criterions and the exact blow-up rate of strong solutions to the system are presented.
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1 Introduction

In this paper we consider the Cauchy problem of the following two-component Degasperis-Procesi system:

\begin{align}
\begin{cases}
  m_t + 3mu_x + m_x u + k_3 \rho \rho_x = 0, & t > 0, x \in \mathbb{R}, \\
  \rho_t + k_2 u \rho_x + (k_1 + k_2) u_x \rho = 0, & t > 0, x \in \mathbb{R}, \\
  u(0, x) = u_0(x), & x \in \mathbb{R}, \\
  \rho(0, x) = \rho_0(x), & x \in \mathbb{R},
\end{cases}
\end{align}

where \( m = u - u_{xx} \), while \((k_1, k_2, k_3) = (1, 1, c)\) or \((c, 1, 0)\) and \(c\) takes an arbitrary value.

Using the Green’s function \( p(x) \triangleq \frac{1}{2} e^{-|x|}, \ x \in \mathbb{R} \) and the identity \((1 - \partial^2_x)^{-1}f = p * f\) for all \( f \in L^2(\mathbb{R})\), we can rewrite System (1.1) as follows:

\begin{align}
\begin{cases}
  u_t + uu_x = P(D)(\frac{3}{2} u^2 + \frac{k_3}{2} \rho^2), & t > 0, x \in \mathbb{R}, \\
  \rho_t + k_2 u \rho_x = -(k_1 + k_2) u_x \rho, & t > 0, x \in \mathbb{R}, \\
  u(0, x) = u_0(x), & x \in \mathbb{R}, \\
  \rho(0, x) = \rho_0(x), & x \in \mathbb{R},
\end{cases}
\end{align}

where the operator \( P(D) \triangleq -\partial_x (1 - \partial^2_x)^{-1} \).
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System (1.1) as the Hamiltonian extension of the Degasperis-Procesi equation was firstly proposed in [42] and it is generated by the Hamiltonian operator which is a Dirac-reduced operator of the generalized but degenerated second Hamiltonian operator of the Boussinesq equation. As the author mentioned, he can not verify the integrability of System (1.1) in his way [42]. However, it does not mean that this system is not integrable. In particular, for \((k_1, k_2, k_3) = (c, 1, 0)\), System (1.1) is no more coupled and the equation on \(\rho\) becomes linear. Therefore, we only consider the case \((k_1, k_2, k_3) = (1, 1, c)\) in the present paper. That is

\[
\begin{aligned}
    u_t + uu_x &= P(D)(\frac{c}{2}u^2 + \frac{c}{2}\rho^2), \quad t > 0, \quad x \in \mathbb{R}, \\
    \rho_t + u\rho_x &= -2u_x\rho, \quad t > 0, \quad x \in \mathbb{R}, \\
    u(0, x) &= u_0(x), \quad x \in \mathbb{R}, \\
    \rho(0, x) &= \rho_0(x), \quad x \in \mathbb{R}.
\end{aligned}
\]

For \(\rho \equiv 0\), System (1.1) becomes the Degasperis-Procesi equation [18]. It was proved formally integrable by constructing a Lax pair [17]. Moreover, they also presented [17] that the DP equation has a bi-Hamiltonian structure and an infinite number of conservation laws, and admits exact peakon solutions which are analogous to the Camassa-Holm peakons [1, 12, 13]. The DP equation can be viewed as a model for nonlinear shallow water dynamics and its asymptotic accuracy is the same as for the Camassa-Holm shallow water equation [1, 10, 19, 20, 34]. It can be obtained from the shallow water elevation equation by an appropriate Kodama transformation [20]. The numerical stability of solitons and peakons, the multi-soliton solutions and their peakon limits, together with an inverse scattering method to compute \(n\)-peakon solutions to DP equation have been investigated respectively in [32, 39, 40]. Furthermore, the traveling wave solutions and the classification of all weak traveling wave solutions to DP equation were presented in [32, 43]. After the DP equation appeared, it has been studied in many works [9, 25, 31, 36, 38, 40, 45, 48]. For example, the author established the local well-posedness to DP equation with initial data \(u_0 \in H^s(\mathbb{R}), s > \frac{3}{2}\) on the line [48] and on the circle [45], and derived the precise blow-up scenario and a blow-up result. The global existence of strong solutions and global weak solutions to DP equation were shown in [49, 50]. Similar to the Camassa-Holm equation [5, 6, 7, 11, 46, 47], the DP equation has not only global strong solutions [37, 49] but also blow-up solutions [23, 24, 37, 49]. Apart from these, it has global entropy weak solutions in \(L^1(\mathbb{R}) \cap BV(\mathbb{R})\) and \(L^2(\mathbb{R}) \cap L^4(\mathbb{R})\), cf. [4].

Although the DP equation is very similar to the Camass-Holm equation in many aspects, especially in the structure of equation, there are some essential differences between the two equations. One of the famous features of DP equation is that it has not only peakon solutions \(u_c(t, x) = ce^{-|x-ct|}\) with \(c > 0\) [17] and periodic peakon solutions [50], but also shock peakons [38] and the periodic shock waves [24]. Besides, the Camassa-Holm equation is a re-expression of geodesic flow on the diffeomorphism group [9] or on the Bott-Virasoro group [11], while the DP equation can be regarded as a non-metric Euler equation [21].

Recently, a large amount of literature was devoted to the two-component Camass-Holm system [3, 8, 22, 26, 27, 28, 29, 30, 33, 44]. It is noted that the authors in [44] studied the analytic solutions of the Cauchy problem for two-component Camass-Holm shallow water systems, which were proved in both
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variables, globally in space and locally in time. The used approach in [44] depends strongly on the structure of the given system, so we can obtain the same analyticity results of System (1.3) as those in two-component Camassa-Holm system. However, the Cauchy problem of System (1.3) in Besov spaces has not been discussed yet. The goal of this paper is to establish the local well-posedness of System (1.3) in the nonhomogeneous Besov spaces, derive the precise blow-up scenario of strong solutions to the system, and give the new blow-up criterions with respect to the initial data and the exact blow-up rate of strong solutions to the system. Most of our results can be carried out to the periodic case and to homogeneous Besov spaces.

To solve the problem, we mainly use the ideas of [14, 29, 30, 37]. One of the difficulties is the treatment of critical index in proving local well-posedness of System (1.3), which has been overcome by the interpolation method in some sense. On the other hand, the \( H^1 \times L^2 \)-norm conserved quantity plays a key role in studying the blow-up phenomenon of the two-component Camassa-Holm system [29, 30]. Unfortunately, one can not find this similar conservation law of System (1.3). This difficulty has been dealt with in some sense by obtaining a priori estimate \( L^\infty \)-norm of the first component of the solutions to System (1.3) and making good use of the structure of the system itself.

We now conclude this introduction by outlining the rest of the paper. In Section 2, we will recall some facts on the Littlewood-Paley decomposition, the nonhomogeneous Besov spaces and their some useful properties, and the transport equation theory. In Section 3, we establish the local well-posedness of the system. In Section 4, we derive the precise blow-up scenario for strong solutions to the system. Section 5 is devoted to some new blow-up results and the exact blow-up rate of strong solutions to the system.

2 Preliminaries

In this section, we will recall some facts on the Littlewood-Paley decomposition, the nonhomogeneous Besov spaces and their some useful properties, and the transport equation theory, which will be used in the sequel.

**Proposition 2.1.** [16] (Littlewood-Paley decomposition) There exists a couple of smooth functions \((\chi, \varphi)\) valued in \([0, 1]\), such that \(\chi\) is supported in the ball \(B \triangleq \{\xi \in \mathbb{R}^n : |\xi| \leq \frac{3}{4}\}\), and \(\varphi\) is supported in the ring \(C \triangleq \{\xi \in \mathbb{R}^n : \frac{3}{4} \leq |\xi| \leq \frac{8}{3}\}\). Moreover,

\[
\forall \xi \in \mathbb{R}^n, \quad \chi(\xi) + \sum_{q \in \mathbb{N}} \varphi(2^{-q}\xi) = 1,
\]

and

\[
\text{supp } \varphi(2^{-q}) \cap \text{supp } \varphi(2^{-q'}) = \emptyset, \quad \text{if } |q - q'| \geq 2,
\]

\[
\text{supp } \chi(\cdot) \cap \text{supp } \varphi(2^{2q}) = \emptyset, \quad \text{if } q \geq 1.
\]

Then for all \(u \in S'\), we can define the nonhomogeneous dyadic blocks as follows. Let

\[
\Delta_q u \triangleq 0, \quad \text{if } q \leq -2,
\]

\[
\Delta_{-1} u \triangleq \chi(D)u = F^{-1}\chi F u,
\]

\[
\Delta_q u \triangleq \varphi(2^{-q}D)u = F^{-1}\varphi(2^{-q}\xi)F u, \quad \text{if } q \geq 0.
\]
Hence,

\[ u = \sum_{q \in \mathbb{N}} \Delta_q u \quad \text{in} \quad \mathcal{S}'(\mathbb{R}^n), \]

where the right-hand side is called the nonhomogeneous Littlewood-Paley decomposition of \( u \).

**Remark 2.1.** (1) The low frequency cut-off \( S_q \) is defined by

\[ S_q u \triangleq \sum_{p=-1}^{q-1} \Delta_p u = \chi(2^{-q}D)u = F^{-1}\chi(2^{-q}\xi)F u, \quad \forall \quad q \in \mathbb{N}. \]

(2) The Littlewood-Paley decomposition is quasi-orthogonal in \( L^2 \) in the following sense:

\[ \Delta_p \Delta_q u \equiv 0, \quad \text{if} \quad |p - q| \geq 2, \]

\[ \Delta_q (S_{p-1} u \Delta_p v) \equiv 0, \quad \text{if} \quad |p - q| \geq 5, \]

for all \( u, v \in \mathcal{S}'(\mathbb{R}^n) \).

(3) Thanks to Young’s inequality, we get

\[ \| \Delta_q u \|_{L^p}, \quad \| S_q u \|_{L^p} \leq C\| u \|_{L^p}, \quad \forall \quad 1 \leq p \leq \infty, \]

where \( C \) is a positive constant independent of \( q \).

**Definition 2.1.** \([16]\) (Besov spaces) Let \( s \in \mathbb{R}, 1 \leq p, r \leq \infty \). The nonhomogeneous Besov space \( B^s_{p,r}(\mathbb{R}^n) \) (\( B^s_{p,r} \) for short) is defined by

\[ B^s_{p,r}(\mathbb{R}^n) \triangleq \{ f \in \mathcal{S}'(\mathbb{R}^n) : \| f \|_{B^s_{p,r}} < \infty \}, \]

where

\[ \| f \|_{B^s_{p,r}} \triangleq \| 2^{qs}\Delta_q f \|_{l^r(L^p)} = \| 2^{qs}\|\Delta_q f \|_{L^p} \|_{q \geq -1} \|_{l^r}. \]

If \( s = \infty \), \( B^\infty_{p,r} \triangleq \bigcap_{s \in \mathbb{R}} B^s_{p,r} \).

**Definition 2.2.** Let \( T > 0, s \in \mathbb{R} \) and \( 1 \leq p \leq \infty \). Set

\[ E^s_{p,r}(T) \triangleq C([0,T]; B^s_{p,r}) \cap C^1([0,T]; B^{s-1}_{p,r}), \quad \text{if} \quad r < \infty, \]

\[ E^s_{p,\infty}(T) \triangleq L^\infty([0,T]; B^s_{p,\infty}) \cap Lip([0,T]; B^{s-1}_{p,\infty}) \]

and

\[ E^s_{p,r}(T) \triangleq \bigcap_{T>0} E^s_{p,r}(T). \]

**Remark 2.2.** By Definition 2.1 and Remark 2.1(3), we can deduce that

\[ \| \Delta_q u \|_{B^s_{p,r}}, \quad \| S_q u \|_{B^s_{p,r}} \leq C\| u \|_{B^s_{p,r}}, \]

where \( C \) is a positive constant independent of \( q \).

In the following proposition, we list some important properties of Besov spaces.
Proposition 2.2. Suppose that $s \in \mathbb{R}, 1 \leq p, r, p_i, r_i \leq \infty, i = 1, 2$. We have

1. Topological properties: $B^s_{p, r}$ is a Banach space which is continuously embedded in $S'$.

2. Density: $C_c^\infty$ is dense in $B^s_{p, r} \iff 1 \leq p, r < \infty$.

3. Embedding: $B^s_{p_1, r_1} \hookrightarrow B^s_{p_2, r_2}$, if $p_1 \leq p_2$ and $r_1 \leq r_2$.

4. Algebraic properties: $\forall$ that $s > 0$, $B^s_{p, r} \bigcap \mathbb{L}^\infty$ is an algebra. Moreover, $B^s_{p, r}$ is an algebra, provided that $s > \frac{m}{p}$ or $s \geq \frac{n}{p}$ and $r = 1$.

5. 1-D Morse-type estimates:

(i) For $s > 0$,

\[ \|fg\|_{B^s_{p, r}} \leq C(\|f\|_{B^s_{p, r}}\|g\|_{L^\infty}) + \|g\|_{B^s_{p, r}}\|f\|_{L^\infty}. \]

(ii) $\forall s_1 \leq \frac{1}{p} < s_2 (s_2 \geq \frac{1}{p}$ if $r = 1)$ and $s_1 + s_2 > 0$, we have

\[ \|f\|_{B^s_{p, r}} \leq C\|f\|_{B^{s_1}_{p, r}}\|g\|_{B^{s_2}_{p, r}}. \]

(iii) In Sobolev spaces $H^s(\mathbb{R}) = B^s_{2, 2}(\mathbb{R})$, we have for $s > 0$,

\[ \|\partial_x g\|_{H^s} \leq C(\|f\|_{H^s(\mathbb{R})} + \|f\|_{L^\infty(\mathbb{R})}\|\partial^2 g\|_{H^s(\mathbb{R})}), \]

where $C$ is a positive constant independent of $f$ and $g$.

6. Complex interpolation:

\[ \|f\|_{B^{s, r}_{p, q} = \bigcap_{\theta \in [0, 1]} B^{\theta s, \theta q}_{p, q}, \forall u \in B^{s_1}_{p, r} \bigcap \bigcup_{\theta \in [0, 1]} B^{\theta s, \theta q}_{p, q}, \}

7. Fatou lemma: if $(u_n)_{n \in \mathbb{N}}$ is bounded in $B^s_{p, r}$ and $u_n \to u$ in $S'$, then $u \in B^s_{p, r}$ and

\[ \|u\|_{B^s_{p, r}} \leq \liminf_{n \to \infty} \|u_n\|_{B^s_{p, r}}. \]

8. Let $m \in \mathbb{R}$ and $f$ be a $S^m$-multiplier (i.e., $f : \mathbb{R}^n \to \mathbb{R}$ is smooth and satisfies that $\forall \alpha \in \mathbb{N}^n, \exists$ a constant $C_\alpha$, s.t. $|\partial^\alpha f(x)| \leq C_\alpha (1 + |x|)^{m-|\alpha|}$ for all $\alpha \in \mathbb{N}^n$). Then the operator $f(D)$ is continuous from $B^s_{p, r}$ to $B^{s-m}_{p, r}$.

Now we state some useful results in the transport equation theory, which are crucial to the proofs of our main theorems later.

Lemma 2.1. (A priori estimates in Besov spaces) Let $1 \leq p, r \leq \infty$ and $s > - \min\left(\frac{1}{p}, 1 - \frac{1}{p}\right)$. Assume that $f_0 \in B^s_{p, r}, F \in L^1(0, T; B^s_{p, r})$, and $\partial_x v$ belongs to $L^1(0, T; B^{s-1}_{p, r})$ if $s > 1 + \frac{1}{p}$ or to $L^1(0, T; B^{\frac{1}{r}}_{p, r} \bigcap \mathbb{L}^\infty)$ otherwise. If $f \in L^\infty(0, T; B^s_{p, r}) \bigcap C([0, T]; S')$ solves the following 1-D linear transport equation:

\[
\begin{cases}
\partial_t f + v \partial_x f = F, \\
\int_{[0, T]} f |_{t=0} = f_0.
\end{cases}
\]

Then there exists a constant $C$ depending only on $s, p$ and $r$, and such that the following statements hold:

1. If $r = 1$ or $s \neq 1 + \frac{1}{p}$,

\[ \|f(t)\|_{B^s_{p, r}} \leq \|f_0\|_{B^s_{p, r}} + \int_0^t \|F(\tau)\|_{B^s_{p, r}} d\tau + C \int_0^t V'(\tau)\|f(\tau)\|_{B^s_{p, r}} d\tau \]
or hence,

\[ ||f(t)||_{B^s_{p,r}} \leq e^{CV(t)}(||f_0||_{B^s_{p,r}} + \int_0^t e^{-CV(\tau)}||F(\tau)||_{B^s_{p,r}} d\tau)\]

with \( V(t) = \int_0^t ||\partial_x v(\tau)||_{B^{s+1}_{p,r} \cap L^\infty} d\tau \) if \( s < 1 + \frac{1}{p} \) and \( V(t) = \int_0^t ||\partial_x v(\tau)||_{B^{s+1}_{p,r} \cap L^\infty} d\tau \) else.

(2) If \( s \leq 1 + \frac{1}{p} \), and \( f_0 \in L^\infty \), \( \partial_x f \in L^\infty((0,T] \times \mathbb{R}) \) and \( \partial_x F \in L^1(0,T; L^\infty) \), then

\[ ||f(t)||_{B^s_{p,r}} + ||\partial_x f(t)||_{L^\infty} \leq e^{CV(t)}(||f_0||_{B^s_{p,r}} + ||\partial_x f_0||_{L^\infty}) + \int_0^t e^{-CV(\tau)}(||F(\tau)||_{B^s_{p,r}} + ||\partial_x F(\tau)||_{L^\infty}) d\tau, \]

with \( V(t) = \int_0^t ||\partial_x v(\tau)||_{B^{s+1}_{p,r} \cap L^\infty} d\tau \).

(3) If \( v = v \), then for all \( s > 0 \), (2.2) holds true with \( V(t) = \int_0^t ||\partial_x v(\tau)||_{L^\infty} d\tau \).

(4) If \( r < \infty \), then \( f \in C([0,T]; B^s_{p,r}) \). If \( r = \infty \), then \( f \in C([0,T]; B^s_{p,1}) \) for all \( s < s \).

**Lemma 2.2.** [16] (Existence and uniqueness) Let \( p, r, s, f_0 \) and \( F \) be as in the statement of Lemma 2.1. Assume that \( v \in L^p(0,T; B^{M}_{p,r}) \) for some \( \rho > 1 \) and \( M > 0 \), and \( \partial_x v \in L^1(0,T; B^{s+1}_{p,r} \cap L^\infty) \) if \( s < 1 + \frac{1}{p} \) or \( s = 1 + \frac{1}{p} \) and \( r = 1 \), and \( \partial_x v \in L^1(0,T; B^{s+1}_{p,\infty} \cap L^\infty) \) if \( s < 1 + \frac{1}{p} \). Then \( (T) \) has a unique solution \( f \in L^\infty(0,T; B^s_{p,r}) \cap \left( \bigcap_{s < s} C([0,T]; B^s_{p,1}) \right) \) and the inequalities of Lemma 2.1 can hold true. Moreover, if \( r < \infty \), then \( f \in C([0,T]; B^s_{p,r}) \).

**Lemma 2.3.** [35] (A priori estimate in Sobolev spaces) Let \( 0 < \sigma < 1 \). Assume that \( f_0 \in H^\sigma \), \( F \in L^1(0,T; H^\sigma) \), and \( v, \partial_x v \in L^1(0,T; L^\infty) \). If \( f \in L^\infty(0,T; H^\sigma) \cap C([0,T]; S^\prime) \) solves \( (T) \), then \( f \in C([0,T]; H^\sigma) \), and there exists a constant \( C \) depending only on \( \sigma \) such that the following statement holds:

\[ ||f(t)||_{H^\sigma} \leq ||f_0||_{H^\sigma} + C \int_0^t ||F(\tau)||_{H^\sigma} d\tau + C \int_0^t V'(\tau) ||f(\tau)||_{H^\sigma} d\tau \]

or hence,

\[ ||f(t)||_{H^\sigma} \leq e^{CV(t)} ||f_0||_{H^\sigma} + \int_0^t ||F(\tau)||_{H^\sigma} d\tau \]

with \( V(t) = \int_0^t ||v(\tau)||_{L^\infty} + ||\partial_x v(\tau)||_{L^\infty} d\tau \).

### 3 Local well-posedness

In this section, we will establish the local well-posedness of System (1.3) in the nonhomogeneous Besov spaces.

For completeness, we firstly apply the classical Kato’s semigroup theory [35] to obtain the local well-posedness of System (1.3) in Sobolev spaces. More precisely, we have
Theorem 3.1. Suppose that $z_0 \triangleq \left( \frac{u_0}{\rho_0} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})$, and $s \geq 2$. There exists a maximal existence time $T = T(\|z_0\|_{H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})}) > 0$, and a unique solution $z \triangleq \left( \frac{u}{\rho} \right)$ to System (1.3) such that
\[ z = z(\cdot, z_0) \in C([0, T); H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})) \cap C^1([0, T); H^{s+1}(\mathbb{R}) \times H^{s+2}(\mathbb{R})]. \]
Moreover, the solution depends continuously on the initial data, that is, the mapping $z_0 \mapsto z(\cdot, z_0)$:
\[ H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R}) \rightarrow C([0, T); H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})) \cap C^1([0, T); H^{s+1}(\mathbb{R}) \times H^{s+2}(\mathbb{R})] \]
is continuous.

Proof. The proof is very similar to that in [22], so we omit it here. \qed

Now we pay attention to the case in the nonhomogeneous Besov spaces. Uniqueness and continuity with respect to the initial data in some sense can be obtained by the following a priori estimates.

Lemma 3.1. Let $1 \leq p, r \leq \infty$ and $s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{3}{2})$. Suppose that we are given $\left( \frac{u_i}{\rho_i} \right) \in L^\infty(0, T; B^s_{p,r} \cap C([0, T]; S')) \times L^\infty(0, T; B^{s-1}_{p,r} \cap C([0, T]; S'))$ $(i = 1, 2)$ two solutions of System (1.3) with the initial data $\left( \frac{u_0^i}{\rho_0} \right) \in B^s_{p,r} \times B^{s-1}_{p,r}$ $(i = 1, 2)$ and let $u^{12} \triangleq u^2 - u^1$ and $\rho^{12} \triangleq \rho^2 - \rho^1$. Then for all $t \in [0, T]$, we have
\[ (1) \text{ if } s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{3}{2}), \text{ but } s \neq 2 + \frac{1}{p}, 3 + \frac{1}{p}, \text{ then } \]
\[ \|u^{12}(t)\|_{B^s_{p,r}} + \|\rho^{12}(t)\|_{B^{s-1}_{p,r}} \leq \left( \|u_0^{12}\|_{B^s_{p,r}} + \|\rho_0^{12}\|_{B^{s-1}_{p,r}} \right) \times C_1 \int_0^t \|u^1(\tau)\|_{B^s_{p,r}} + \|u^2(\tau)\|_{B^s_{p,r}} + \|u^1(\tau)\|_{B^{s-1}_{p,r}} + \|u^2(\tau)\|_{B^{s-1}_{p,r}} d\tau, \]
\[ (2) \text{ if } s = 2 + \frac{1}{p}, \text{ then } \]
\[ \|u^{12}(t)\|_{B^s_{p,r}} + \|\rho^{12}(t)\|_{B^{s-1}_{p,r}} \leq C((\|u_0^{12}\|_{B^s_{p,r}} + \|\rho_0^{12}\|_{B^{s-1}_{p,r}})^{\theta} \times (\|u^1(t)\|_{B^s_{p,r}} + \|u^2(t)\|_{B^s_{p,r}})^{1-\theta} \times e^{C_2 \int_0^t \|u^1(\tau)\|_{B^s_{p,r}} + \|u^2(\tau)\|_{B^s_{p,r}} + \|\rho^1(\tau)\|_{B^{s-1}_{p,r}} + \|\rho^2(\tau)\|_{B^{s-1}_{p,r}} d\tau} + (\|u_0^{12}\|_{B^s_{p,r}} + \|\rho_0^{12}\|_{B^{s-1}_{p,r}}) \times C_1 \int_0^t \|u^1(\tau)\|_{B^s_{p,r}} + \|u^2(\tau)\|_{B^s_{p,r}} + \|\rho^1(\tau)\|_{B^{s-1}_{p,r}} + \|\rho^2(\tau)\|_{B^{s-1}_{p,r}} d\tau, \]
\[ (3) \text{ if } s = 3 + \frac{1}{p}, \text{ then } \]
\[ \|u^{12}(t)\|_{B^s_{p,r}} + \|\rho^{12}(t)\|_{B^{s-1}_{p,r}} \leq C((\|u_0^{12}\|_{B^s_{p,r}} + \|\rho_0^{12}\|_{B^{s-1}_{p,r}})^{\theta} \times (\|\rho^1(t)\|_{B^{s-1}_{p,r}} + \|\rho^2(t)\|_{B^{s-1}_{p,r}})^{1-\theta} \times e^{C_2 \int_0^t \|u^1(\tau)\|_{B^s_{p,r}} + \|u^2(\tau)\|_{B^s_{p,r}} + \|\rho^1(\tau)\|_{B^{s-1}_{p,r}} + \|\rho^2(\tau)\|_{B^{s-1}_{p,r}} d\tau} + (\|u_0^{12}\|_{B^s_{p,r}} + \|\rho_0^{12}\|_{B^{s-1}_{p,r}}) \times C_1 \int_0^t \|u^1(\tau)\|_{B^s_{p,r}} + \|u^2(\tau)\|_{B^s_{p,r}} + \|\rho^1(\tau)\|_{B^{s-1}_{p,r}} + \|\rho^2(\tau)\|_{B^{s-1}_{p,r}} d\tau, \]
where \( \theta \in (0, 1) \).

**Proof.** It is obvious that \( \left( \frac{u^{12}}{p^{12}} \right) \in L^\infty(0, T; B^s_{p,r}) \cap C([0, T]; S') \times L^\infty(0, T; B^{s-1}_{p,r}) \cap C([0, T]; S') \) solves the following Cauchy problem of the transport equations:

\[
\begin{aligned}
\left\{ \begin{array}{l}
\partial_t u^{12} + u^1 \partial_x u^{12} = F(t, x), \\
\partial_t p^{12} + u^1 \partial_x p^{12} = G(t, x), \\
u^{12}|_{t=0} = u_{01}^{12} \triangleq u_0^1 - u_0^1, \\
p^{12}|_{t=0} = p_{01}^{12} \triangleq \rho_0^1 - \rho_0^1,
\end{array} \right.
\end{aligned}
\]

(3.2)

where \( F(t, x) \triangleq -u^{12} \partial_x u^2 + P(D)(\frac{3}{2} u^{12}(u^1 + u^2) + \rho^{12}(\rho^1 + \rho^2)) \) and \( G(t, x) \triangleq -u^{12} \partial_x p^2 - 2(\rho^{12} \partial_x u^1 + \rho^2 \partial_x u^{12}) \).

Claim. For all \( t, x \), \( B^s_{p,r} \) is an algebra, by Proposition 2.2 (4), we have

\[
|F(t)||B^s_{p,r}^{-1}, \quad |G(t)||B^{s-2}_{p,r} \leq C(||u^{12}||B^s_{p,r}^{-1} + ||\rho^{12}||B^{s-2}_{p,r})
\]

\[
\times (||u^1(t)||B^s_{p,r} + ||u^2(t)||B^s_{p,r} + ||\rho^1(t)||B^{s-1}_{p,r} + ||\rho^2(t)||B^{s-1}_{p,r}),
\]

where \( C = C(s, p, r, c) \) is a positive constant.

Indeed, for \( s > 1 + \frac{1}{p} \), \( B^{s-2}_{p,r} \) is an algebra, by Proposition 2.2 (4), we have

\[
||u^{12} \partial_x u^2||B^{s-1}_{p,r} \leq C||u^{12}||B^s_{p,r}^{-1}||\partial_x u^2||B^{s-1}_{p,r} \leq C||u^{12}||B^s_{p,r}^{-1}||u^2||B^s_{p,r}.
\]

Note that \( P(D) \in Op(S^{-1}) \). According to Proposition 2.2 (8) and (2.2), we obtain

\[
||P(D)(\frac{3}{2} u^{12}(u^1 + u^2))||B^{s-1}_{p,r} \leq C||u^{12}||B^s_{p,r}^{-1} (||u^1||B^s_{p,r}^{-1} + ||u^2||B^s_{p,r}^{-1})
\]

and

\[
||P(D)(\frac{C}{2} \rho^{12}(\rho^1 + \rho^2))||B^{s-2}_{p,r} \leq C||\rho^{12}||B^s_{p,r}^{-2} (||\rho^1||B^s_{p,r}^{-1} + ||\rho^2||B^s_{p,r}^{-1}),
\]

if \( \max(1 + \frac{1}{p}, \frac{3}{2}) < s \leq 2 + \frac{1}{p} \).

Otherwise, these inequalities can also hold true in view of the fact \( B^{s-2}_{p,r} \) is an algebra as \( s > 2 + \frac{1}{p} \). Therefore,

\[
||F(t)||B^{s-1}_{p,r} \leq C(||u^{12}(t)||B^s_{p,r}^{-1} + ||\rho^{12}(t)||B^{s-2}_{p,r})
\]

\[
\times (||u^1(t)||B^s_{p,r} + ||u^2(t)||B^s_{p,r} + ||\rho^1(t)||B^{s-1}_{p,r} + ||\rho^2(t)||B^{s-1}_{p,r}),
\]

On the other hand, thanks to (2.2), we get

\[
||u^{12} \partial_x \rho^2||B^{s-2}_{p,r} \leq C||u^{12}||B^s_{p,r}^{-1}||\partial_x \rho^2||B^{s-2}_{p,r},
\]

\[
||\rho^{12} \partial_x u^1||B^{s-2}_{p,r} \leq C||\rho^{12}||B^s_{p,r}^{-2}||\partial_x u^1||B^{s-1}_{p,r},
\]

and

\[
||\rho^2 \partial_x u^{12}||B^{s-2}_{p,r} \leq C||\rho^2||B^s_{p,r}^{-1}||\partial_x u^{12}||B^{s-2}_{p,r},
\]
if \( \max(1 + \frac{1}{p}, \frac{3}{2}) < s \leq 2 + \frac{1}{p} \),

For \( s > 2 + \frac{1}{p} \), we can handle it in a similar way. Therefore,

\[
\|G(t)\|_{B_{p,r}^{-1}} \leq C(\|u^{12}(t)\|_{B_{p,r}^{-1}} + \|\rho^{12}(t)\|_{p,r^{-1}})
\times (\|u^1(t)\|_{B_{p,r}^{s}} + \|u^2(t)\|_{B_{p,r}^{s}} + \|\rho^1(t)\|_{B_{p,r}^{-1}} + \|\rho^2(t)\|_{B_{p,r}^{-1}}).
\]

This proves our Claim.

Applying Lemma 2.1 (1) and the fact that \( \|\partial_x w(t)\|_{B_{p,r}^{s}} \leq C\|w(t)\|_{B_{p,r}^{s}} \),

\[
\|\partial_x w(t)\|_{B_{p,r}^{s}} \leq C\|\partial_x w(t)\|_{B_{p,r}^{s-2}} \leq C\|w(t)\|_{B_{p,r}^{s}},
\]

if \( w \in B_{p,r}^{s} \) with \( s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{3}{2}) \), we can obtain, for case (1),

\[
\|u^{12}(t)\|_{B_{p,r}^{-1}} \leq \|u_0^{12}\|_{B_{p,r}^{-1}} + \int_0^t \|F(t)\|_{B_{p,r}^{-1}} d\tau + C \int_0^t \|u^{12}(\tau)\|_{B_{p,r}^{s-2}} d\tau,
\]

and

\[
\|\rho^{12}(t)\|_{B_{p,r}^{-1}} \leq \|\rho_0^{12}\|_{B_{p,r}^{-1}} + \int_0^t \|G(\tau)\|_{B_{p,r}^{s-2}} d\tau + C \int_0^t \|u^{12}(\tau)\|_{B_{p,r}^{s-2}} d\tau.
\]

which together with the Claim yield

\[
\|u^{12}(t)\|_{B_{p,r}^{s-1}} + \|\rho^{12}(t)\|_{B_{p,r}^{s-2}} \leq \|u_0^{12}\|_{B_{p,r}^{s-1}} + \|\rho_0^{12}\|_{B_{p,r}^{s-2}} + C \int_0^t (\|u^{12}(\tau)\|_{B_{p,r}^{s-1}} + \|\rho^{12}(\tau)\|_{p,r^{-1}})
\times (\|u^1(\tau)\|_{B_{p,r}^{s}} + \|u^2(\tau)\|_{B_{p,r}^{s}} + \|\rho^1(\tau)\|_{B_{p,r}^{-1}} + \|\rho^2(\tau)\|_{B_{p,r}^{-1}}) d\tau.
\]

Taking advantage of Gronwall’s inequality, we get (3.1).

For the critical case (2) \( s = 2 + \frac{1}{p} \), we here use the interpolation method to deal with it. Indeed, if we choose \( s_1 = \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{3}{2}) - 1, s - 1 \), \( s_2 \in (s - 1, s) \) and \( \theta = \frac{s_1 - 1}{s_1 - s_2} \in (0, 1) \), then \( s - 1 = \theta s_1 + (1 - \theta s_2) \).

According to Proposition 2.2 (6) and the consequence of case (1), we have

\[
\|u^{12}(t)\|_{B_{p,r}^{s-1}} \leq \|u_0^{12}\|_{B_{p,r}^{s-1}} + \|\rho_0^{12}\|_{B_{p,r}^{s-2}} + C \int_0^t (\|u^{12}(\tau)\|_{B_{p,r}^{s-1}} + \|\rho^{12}(\tau)\|_{B_{p,r}^{s-2}})
\times (\|u^1(\tau)\|_{B_{p,r}^{s}} + \|u^2(\tau)\|_{B_{p,r}^{s}} + \|\rho^1(\tau)\|_{B_{p,r}^{-1}} + \|\rho^2(\tau)\|_{B_{p,r}^{-1}}) d\tau.
\]

On the other hand, thanks to \( s - 2 = \frac{1}{p} < 1 + \frac{1}{p} \), then the estimate for \( \|u^{12}(t)\|_{B_{p,r}^{s-2}} \) in case (1) can also hold true. Hence, we can get the desired result.

For the critical case (3) \( s = 3 + \frac{1}{p} \), its proof is very similar to that of case (2). Therefore, we complete our proof of Lemma 3.1.

We next construct the approximation solutions to System (1.3) as follows.
Lemma 3.2. Let $p$ and $r$ be as in the statement of Lemma 3.1. Assume that $s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{2}{r})$ and $s \neq 2 + \frac{1}{p}$, $z_0 \triangleq \left( \frac{u_0}{\rho_0} \right) \in B_{p,r}^s \times B_{p,r}^{s-1}$ and $z^0 \triangleq \left( \frac{u^0}{\rho_0} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right)$. Then

(1) there exists a sequence of smooth functions $(z^n)_{n \in \mathbb{N}} \triangleq \left( \frac{u^n}{\rho^n} \right)_{n \in \mathbb{N}}$ belonging to $(C([0, \infty); B_{p,r}^s))^2$ and solving the following linear transport equations by induction:

\[
(T_n) \begin{cases}
\partial_t u^{n+1} + u^n \partial_x u^{n+1} = P(D)(\frac{3}{2}(u^n)^2 + \frac{3}{2}(\rho^n)^2), \\
\partial_t p^{n+1} + u^n \partial_x p^{n+1} = -2p^n \partial_x u^n,
\end{cases}
\]

\[u^{n+1}|_{t=0} \triangleq u_0^{n+1}(x) = S_{n+1}u_n, \]

\[\rho^{n+1}|_{t=0} \triangleq \rho_0^{n+1}(x) = S_{n+1}\rho_0.\]

(2) there exists $T > 0$ such that the solutions $(z^n)_{n \in \mathbb{N}}$ is uniformly bounded in $E_{p,r}^s(T) \times E_{p,r}^{s-1}(T)$ and a Cauchy sequence in $C([0, T]; B_{p,r}^s) \times C([0, T]; B_{p,r}^{s-1})$, whence it converges to some limit $z \triangleq \left( \frac{u}{\rho} \right) \in C([0, T]; B_{p,r}^s) \times C([0, T]; B_{p,r}^{s-1})$.

Proof. Since all the data $S_{n+1}u_0, S_{n+1}\rho_0 \in B_{p,r}^\infty$, it then follows from Lemma 2.2 and by induction with respect to the index $n$ that (1) holds.

To prove (2), applying Remark (2.2) and simulating the proof of Lemma 3.1 (1), we obtain that for $s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{2}{r})$ and $s \neq 2 + \frac{1}{p}$,

\[
a_{n+1}(t) \leq C e^{CU_n(t)} \left( A + \int_0^t e^{-CU_n(\tau)}a_n^p(\tau)d\tau \right),
\]

where $a_n(t) \triangleq ||u^n(t)||_{B_{p,r}^s} + ||\rho^n(t)||_{B_{p,r}^{s-1}}, A \triangleq ||u_0||_{B_{p,r}^s} + ||\rho_0||_{B_{p,r}^{s-1}}$, and $U_n(t) \triangleq \int_0^t ||u^n(\tau)||_{B_{p,r}^s}d\tau$.

Choose $0 < T < \frac{1}{2C^2}$ and suppose that

\[
a_n(t) \leq \frac{CA}{1 - 2C^2At}, \quad \forall t \in [0, T].
\]

Noting that $e^{CU_n(t)-U_n(\tau)} \leq \frac{1 - 2C^2At}{1 - 2C^2A\tau}$ and substituting (3.4) into (3.3) yields

\[
a_{n+1}(t) \leq \frac{CA}{\sqrt{1 - 2C^2At}} + \frac{C}{\sqrt{1 - 2C^2At}} \int_0^t \frac{C^2A^2}{1 - 2C^2A\tau}d\tau
\]

\[= \frac{CA}{\sqrt{1 - 2C^2At}} + \frac{C}{\sqrt{1 - 2C^2At}} \left( \frac{A}{\sqrt{1 - 2C^2At}} - A \right)
\]

\[\leq \frac{CA}{1 - 2C^2At},
\]

which implies that

$(z^n)_{n \in \mathbb{N}}$ is uniformly bounded in $C([0, T]; B_{p,r}^s) \times C([0, T]; B_{p,r}^{s-1})$. 
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Using the equations \((T_n)\) and the similar argument in the proof of Lemma 3.1 (1), one can easily prove that
\[
\left( \frac{\partial u^{n+1}_p}{\partial p^{n+1}_p} \right)_{n \in \mathbb{N}} \text{ is uniformly bounded in } C([0, T]; B_{p,r}^{s-1}) \times C([0, T]; B_{p,r}^{s-2}).
\]

Hence,
\[
(z^n)_{n \in \mathbb{N}} \text{ is uniformly bounded in } E_{p,r}^s(T) \times E_{p,r}^{s-1}(T).
\]

Now it suffices to show that \((z^n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C([0, T]; B_{p,r}^{s-1}) \times C([0, T]; B_{p,r}^{s-2})\). Indeed, For all \(m, n \in \mathbb{N}\), from \((T_n)\), we have
\[
\partial_t(u^{n+m+1} - u^{n+1}) + u^{n+m} \partial_x(u^{n+m+1} - u^{n+1})
\]
\[
= P(D)\left(\frac{3}{2}(u^{n+m} - u^n)(u^{n+m} + u^n) + \frac{\rho}{2}(\rho^{n+m} - \rho^n)(\rho^{n+m} + \rho^n)\right)
\]
\[+ (u^n - u^{n+m}) \partial_x u^{n+1}
\]
and
\[
\partial_t(\rho^{n+m+1} - \rho^{n+1}) + u^{n+m} \partial_x(\rho^{n+m+1} - \rho^{n+1})
\]
\[= -2((\rho^{n+m} - \rho^n) \partial_x u^n + \rho^{n+m} \partial_x(u^n - u^n))
\]
\[+ (u^n - u^{n+m}) \partial_x \rho^{n+1}.
\]

Similar to the proof of Lemma 3.1 (1), for \(s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{3}{2})\) and \(s \neq 2 \pm \frac{1}{p}, 3 \pm \frac{1}{p}\), we can obtain that
\[
b_m^{n+1}(t) \leq e^{CU^{n+m}(t)} b_m^{n+1}(0) + C \int_0^t e^{-CU^{n+m}(\tau)} b_m^{n}(\tau) d\tau \]
where \(b_m^n(t) \triangleq \|u^{n+m} - u^n(t)\|_{B_{p,r}^{s-1}} + \|\rho^{n+m} - \rho^n(t)\|_{B_{p,r}^{s-2}}, U^{n+m}(t) \triangleq \int_0^t \|u^{n+m} - u^n(t)\|_{B_{p,r}^{s-1}} + \|\rho^{n+m} - \rho^n(t)\|_{B_{p,r}^{s-2}} d\tau\), and \(d_m^n(t) \triangleq \|u^n(t)\|_{B_{p,r}^{s-1}} + \|u^{n+1}(t)\|_{B_{p,r}^{s-1}} + \|u^{n+m}(t)\|_{B_{p,r}^{s-1}} + \|\rho^{n+1}(t)\|_{B_{p,r}^{s-1}} + \|\rho^{n+m}(t)\|_{B_{p,r}^{s-1}}\).

Thanks to Remark 2.1, we have
\[
\left\| \sum_{q=n+1}^{n+m} \Delta_q u_0\right\|_{B_{p,r}^{s-1}} = \left( \sum_{k \geq 1} 2^{k(1-s)} \left\| \Delta_k \left( \sum_{q=n+1}^{n+m} \Delta_q u_0\right) \right\|_{L^p} \right)^{\frac{1}{2}}
\]
\[
\leq C \left( \sum_{k=n+1}^{n+m+1} 2^{-kr} \|\Delta_k u_0\|_{L^p} \right)^{\frac{1}{2}}
\]
\[\leq C 2^{-n} \|u_0\|_{B_{p,r}^{s-1}}.
\]

Similarly,
\[
\left\| \sum_{q=n+1}^{n+m} \Delta_q \rho_0\right\|_{B_{p,r}^{s-2}} \leq C 2^{-n} \|\rho_0\|_{B_{p,r}^{s-1}}.
\]

Hence, we obtain
\[
b_m^{n+1}(0) \leq C 2^{-n}(\|u_0\|_{B_{p,r}^{s-1}} + \|\rho_0\|_{B_{p,r}^{s-1}}).
\]
According to the fact that \((z^n)_{n \in \mathbb{N}}\) is uniformly bounded in \(E^s_{p,r}(T) \times E^{s-1}_{p,r}(T)\), we can find a positive constant \(C_T\) independent of \(n,m\) such that

\[
b^n_{n+1}(t) \leq C_T \left( 2^{-n} + \int_0^t b^n_n(\tau) d\tau \right), \quad \forall t \in [0,T].
\]

Arguing by induction with respect to the index \(n\), we can obtain

\[
b^n_{n+1}(t) \leq C_T \left( 2^{-n} \sum_{k=0}^n \frac{(2TC_T)^k}{k!} + \frac{C_{p,r}^{n+1}}{n!} \int_0^t (t-\tau)^n d\tau \right)
\]

\[
\leq \left( C_T \sum_{k=0}^n \frac{(2TC_T)^k}{k!} \right) - 2^{-n} + C_T \left( \frac{2^{n+1}}{(n+1)!} \right),
\]

which implies the desired result.

On the other hand, for the critical points \(s = 2 + \frac{1}{p}\) or \(3 + \frac{1}{p}\), we can apply the interpolation method which has been used in the proof of Lemma 3.1 to show that \((z^n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C([0,T]; E^s_{p,r}(T)) \times C([0,T]; E^{s-2}_{p,r})\) for these two critical cases. Therefore, we have completed the proof of Lemma 3.2.

Now we are in the position to prove the main theorem of this section.

**Theorem 3.2.** Assume that \(1 \leq p, r \leq \infty\) and \(s > \max(2 - \frac{1}{p}, 1 + \frac{1}{p}, \frac{3}{2})\) with \(s \neq 2 + \frac{1}{p}\). Let \(z_0 \triangleq \left( \begin{array}{c} u_0 \\ \rho_0 \end{array} \right) \in B^s_{p,r} \times B^{s-1}_{p,r}\) and \(z \triangleq \left( \begin{array}{c} u \\ \rho \end{array} \right)\) be the obtained limit in Lemma 3.2. Then there exists a time \(T > 0\) such that \(z \in E^s_{p,r}(T) \times E^{s-1}_{p,r}(T)\) is the unique solution to System (3.1), and the mapping \(z_0 \mapsto z: \) is continuous from \(B^s_{p,r} \times B^{s-1}_{p,r}\) into

\[
C([0,T]; B^s_{p,r}) \cap C^1([0,T]; B^{s-1}_{p,r}) \times C([0,T]; B^{s-1}_{p,r}) \cap C^1([0,T]; B^{s-2}_{p,r})
\]

for all \(s' < s\) if \(r = \infty\) and \(s' = s\) otherwise.

**Proof.** We first claim that \(z \in E^s_{p,r}(T) \times E^{s-1}_{p,r}(T)\) solves System (3.1). In fact, according to Lemma 3.2 (2) and Proposition 2.2 (7), one can get

\[
z \in L^\infty([0,T]; B^s_{p,r}) \times L^\infty([0,T]; B^{s-1}_{p,r}).
\]

For all \(s' < s\), Lemma 3.2 (2) applied again, together with an interpolation argument yields

\[
z^n \to z, \text{ as } n \to \infty, \text{ in } C([0,T]; B^s_{p,r}) \times C([0,T]; B^{s-1}_{p,r}).
\]

Taking limit in \((T_n)\), we can see that \(z\) solves System (3.1) in the sense of \(C([0,T]; B^s_{p,r}) \times C([0,T]; B^{s-2}_{p,r})\) for all \(s' < s\).

Making use of the equations in System (1.3) twice and the similar proof in the Claim of Lemma 3.1, together with Lemma 2.1 (4) and Lemma 2.2 yields \(z \in E^s_{p,r}(T) \times E^{s-1}_{p,r}(T)\).

On the other hand, the continuity with respect to the initial data in

\[
C([0,T]; B^s_{p,r}) \cap C^1([0,T]; B^{s-1}_{p,r}) \times C([0,T]; B^{s-1}_{p,r}) \cap C^1([0,T]; B^{s-2}_{p,r}) \quad (\forall s' < s)
\]
can be obtained by Lemma 3.1 and a simple interpolation argument. While the
continuity in $C([0,T]; B^s_{p,r} \cap C^1([0,T]; B^{s-1}_{p,r}) \cap C^1([0,T]; B^{s-2}_{p,r})$ when $r < \infty$ can be proved through the use of a sequence of viscosity approxima-
tion solutions $\left( \frac{u_x}{\rho_x} \right)$ for System (1.3) which converges uniformly in
$C([0,T]; B^s_{p,r} \cap C^1([0,T]; B^{s-1}_{p,r}) \cap C^1([0,T]; B^{s-2}_{p,r})$. This com-
pletes the proof of Theorem 3.1.

\begin{remark}
(1) Note that for every $s \in \mathbb{R}$, $B^s_{2,2} \equiv H^s$. Theorem 3.2 holds
true in the corresponding Sobolev spaces with $\frac{3}{2} < s \neq \frac{5}{2}$, which almost improves
the result of Theorem 3.1 proved by Kato’s theory, where $s \geq 2$ is required.
Therefore, Theorem 3.2 together with Theorem 3.1 implies that the conclusion
of Theorem 3.1 holds true for all $s > \frac{3}{2}$.

(2) As we know, $u_x(t,x) = ce^{-(x-ct)}$ with $c \in \mathbb{R}$ is the solitary wave
solution to DP equation [17], then the index $s = \frac{3}{2}$ is critical in Besov spaces $B^s_{2,2}$,
in the following sense [15]: System (1.3) is not local well-posedness in $B^\frac{3}{2}_{2,\infty}$.
More precisely, there exists a global solution $u_1 \in L^\infty(\mathbb{R}_t^+; B^\frac{3}{2}_{2,\infty})$ and $\nu \equiv 0$
to System (1.3) such that for any $T > 0$ and $\varepsilon > 0$, there exists a solution
$u_2 \in L^\infty(0,T; B^\frac{3}{2}_{2,\infty})$ and $\nu \equiv 0$ to System (1.3) with
$$
\|u_1(0) - u_2(0)\|_{B^\frac{3}{2}_{2,\infty}} \leq \varepsilon \quad \text{but} \quad \|u_1 - u_2\|_{L^\infty(0,T; B^\frac{3}{2}_{2,\infty})} \geq 1.
$$

4 The precise blow-up scenario

In this section, we will derive the precise blow-up scenario of strong solutions
to System (1.3),

Firstly, let us consider the following differential equation:

\begin{align}
q_t &= u(t,q), \quad t \in [0,T), \\
q(0,x) &= x, \quad x \in \mathbb{R},
\end{align}

where $u$ denotes the first component of the solution $z$ to System (1.3).

The following lemmas are very crucial to study the blow-up phenomena of
strong solutions to System (1.3).

\begin{lemma}
Let $u \in C([0,T]; H^s(\mathbb{R}) \cap C^1([0,T]; H^{s-1}(\mathbb{R})), s \geq 2$. Then
Eq.(4.1) has a unique solution $q \in C^1([0,T) \times \mathbb{R}; \mathbb{R})$. Moreover, the map $q(t,\cdot)$
is an increasing diffeomorphism of $\mathbb{R}$ with

$$
q_x(t,x) = \exp \left( \int_0^t u_x(s,q(s,x))ds \right) > 0, \quad \forall (t,x) \in [0,T) \times \mathbb{R}.
$$

\end{lemma}

\begin{lemma}
Let $z_0 \overset{\triangle}{=} \left( \frac{u_0}{\rho_0} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})$ with $s > \frac{3}{2}$ and $T > 0$ be
the maximal existence time of the corresponding solution $z \overset{\triangle}{=} \left( \frac{u}{\rho} \right)$ to System
(1.3), which is guaranteed by Remark 3.1 (1). Then we have

\begin{align}
\rho(t,q(t,x))q_x^2(t,x) = \rho_0(x), \quad \forall (t,x) \in [0,T) \times \mathbb{R}.
\end{align}

\end{lemma}
Moreover, if there exists a $M > 0$ such that $u_x(t, x) \geq -M$ for all $(t, x) \in [0, T) \times \mathbb{R}$, then

$$\|\rho(t, \cdot)\|_{L^\infty}, \|\rho(t, \cdot)\|_{L^2} \leq e^{2Mt}\|\rho_0\|_{H^{r-1}}, \quad \forall t \in [0, T).$$

**Proof.** Differentiating the left-hand side of Eq.(4.2) with respect to $t$ and making use of (4.1) and System (1.3), we obtain

$$\frac{d}{dt}(\rho(t, q(t, x)))q_x^2(t, x) = (\rho_t(t, q) + \rho_x(t, q)q_t(t, x))q_x^2(t, x) + 2\rho(t, q)q_x(t, x)q_{xt}(t, x) = (\rho_t(t, q) + \rho_x(t, q)u(t, q) + 2\rho(t, q)u_x(t, q))q_x^2(t, x) = 0.$$  

This proves (4.2). By Lemma 4.1, in view of (4.2) and the assumption of the lemma, we obtain for all $t \in [0, T)$

$$\|\rho(t, \cdot)\|_{L^\infty} = \|\rho(t, q(t, \cdot))\|_{L^\infty} \leq \|e^{-\int_0^t u_x(s, \cdot)ds}\rho_0(\cdot)\|_{L^\infty} \leq e^{2Mt}\|\rho_0(\cdot)\|_{L^\infty}.$$  

By (4.2) and Lemma 4.1, we get

$$\int_{\mathbb{R}} |\rho_t(t, x)|^2 dx = \int_{\mathbb{R}} |\rho(t, q(t, x))|^2 q_x(t, x) dx = \int_{\mathbb{R}} |\rho_0(x)|^2 q_x^{-3}(t, x) dx \leq e^{3Mt} \int_{\mathbb{R}} |\rho_0(x)|^2 dx, \quad \forall t \in [0, T).$$

This completes the proof of the lemma.  

As mentioned in the Introduction, the $H^1$-norm of the solutions to DP equation is not conserved. However, what saves the game in some sense is to establish an a priori estimate for the $L^\infty$-norm of the first component $u$ of the strong solutions to System (1.3).

**Lemma 4.3.** Let $z_0 = \begin{pmatrix} u_0 \\ \rho_0 \end{pmatrix} \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})$ with $s > \frac{3}{2}$ and $T$ be the maximal existence time of the solution $z = \begin{pmatrix} u \\ \rho \end{pmatrix}$ to System (1.3), which is guaranteed by Remark 3.1 (1). Assume that there is a $M > 0$ such that $\|\rho(t, \cdot)\|_{L^\infty}, \|\rho(t, \cdot)\|_{L^2} \leq e^{2Mt}\|\rho_0\|_{H^{r-1}}$ for all $t \in [0, T)$. Then for all $t \in [0, T)$, we have

$$\|u(t)\|_{L^2}^2 \leq 2e^{2c|t|}(2\|u_0\|_{L^2}^2 + |c| t(1 + 8Mt)(e^{2Mt}\|\rho_0\|_{H^{r-1}})^4)$$

and

$$\|u(t)\|_{L^\infty} \leq \frac{3}{2} e^{2c|t|}(2\|u_0\|_{L^2}^2 + |c| t(1 + 8Mt)(e^{2Mt}\|\rho_0\|_{H^{r-1}})^4 + \frac{|c|}{4} (e^{2Mt}\|\rho_0\|_{H^{r-1}})^2) + \|u_0\|_{L^\infty} \triangleq J(t).$$
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Proof. By a standard density argument, here we may assume $s \geq 3$ to prove the lemma. Set $w = (4 - \partial_x^2)^{-1} u$. By the first equation of System (1.1) and the fact that $(\hat{m}, \hat{\omega}) = (m, \hat{\omega})$ or $\int_R m \omega dx = \int_R m_t w dx$, we have

$$\frac{1}{2} \frac{d}{dt} \int_R mw dx = \frac{1}{2} \int_R m_t w dx + \frac{1}{2} \int_R mw_t dx = \int_R m_t w dx$$

$$= -3 \int_R wmu dx - \int \int_R w \omega dx - c \int_R wpp dx$$

$$= - \int_R w(mu) dx - 2 \int R \int_R wmu dx + \frac{c}{2} \int R w^2 dx.$$  

While

$$\int_R w(mu) dx = - \int_R w_x w dx = \int_R w_x u^2 dx - \int R w_x u_x^2 dx,$$

and

$$2 \int R wmu dx = - \int R w_x^2 + \int R w_x u_x^2 dx.$$  

Combining the above three equalities, we deduce that

$$\frac{d}{dt} \int_R mw dx = c \int_R w_x \rho^2 dx.$$  

Integrating from 0 to $t$ on both sides of the above equality, we have

$$\int_R mw dx = \int_R m_0 w_0 dx + c \int_0^t \int_R w_x \rho^2 dx ds,$$

which implies

$$\|u(t)\|_{L^2}^2 = \|\hat{u}(t)\|_{L^2}^2 \leq 4 \int_R \int_R \frac{1 + \xi^2}{4 + \xi^2} |\hat{u}(t, \xi)|^2 dx \leq 4(\hat{m}(t), \hat{w}(t))$$

$$= 4(m(t), w(t)) = 4(m_0, w_0) + 4c \int_0^t \int_R w_x \rho^2 ds.$$  

Note that

$$\|w_x(t)\|_{L^2}^2 = \|\partial_x (4 - \partial_x^2)^{-1} u(t)\|_{L^2}^2$$

$$\leq \|u(t)\|_{L^2}^2.$$  

Besides, by the assumption of the lemma, we have

$$\|\rho(t, \cdot)\|_{L^1}^2 \leq \|\rho(t, \cdot)\|_{L^\infty}^2 \|\rho(t, \cdot)\|_{L^1}^2 \leq (e^{2M_1} \|\rho_0\|_{H^{-1}})^4, \quad \forall t \in [0, T).$$

Hence,

$$\|u(t)\|_{L^2}^2 \leq 4\|w_0\|_{L^2}^2 + 2c \int_0^t (\|w_x(s, \cdot)\|_{L^2}^2 + \|\rho(s, \cdot)\|_{L^1}^2) ds$$

$$\leq 4\|w_0\|_{L^2}^2 + 2c|t(e^{2M_1} \|\rho_0\|_{H^{-1}})^4 + 2c| \int_0^t \|u(s)\|_{L^2}^2 ds.$$  
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By Gronwall’s inequality, we can reach (4.3).

Next we prove (4.4). Indeed, by the first equation in System (1.3), we have

\[ u_t + uu_x = -\partial_x p \ast (\frac{3}{2} u^2 + \frac{c}{2} \rho^2). \]

Applying Young’s inequality and noting that \( \| \partial_x p \|_{L^\infty} \leq \frac{1}{2} \), we have

\[ \| -\partial_x p \ast (\frac{3}{2} u^2 + \frac{c}{2} \rho^2) \|_{L^\infty} \leq \| \partial_x p \|_{L^\infty} \| \frac{3}{2} u^2 + \frac{c}{2} \rho^2 \|_{L^1} \]

\[ \leq \frac{3}{4} \| u \|^2_{L^2} + \frac{|c|}{4} \| \rho \|^2_{L^2} \]

\[ \leq \frac{3}{4} \| u \|^2_{L^2} + \frac{|c|}{4} (e^{2Mt} \| \rho_0 \|_{H^{s-1}})^2. \]

Besides, in view of (4.1), we have

\[ \frac{du(t, q(t, x))}{dt} = u_t(t, q(t, x)) + u_x(t, q(t, x))q_t(t, x) = (u_t + uu_x)(t, q(t, x)). \]

Thanks to (4.3) and the facts above, we deduce

\[ -P(t) \leq \frac{du(t, q(t, x))}{dt} \leq P(t), \]

where

\[ P(t) \triangleq \frac{3}{2} e^{2c|t|} (2 \| u_0 \|^2_{L^2} + |c| t (1 + 8Mt)(e^{2Mt} \| \rho_0 \|_{H^{s-1}})^4 + \frac{|c|}{4} (e^{2Mt} \| \rho_0 \|_{H^{s-1}})^2. \]

Integrating the above inequalities with respect to \( t < T \) on \( [0, t] \) yields

\[ -t P(t) + u_0(x) \leq u(t, q(t, x)) \leq t P(t) + u_0(x). \]

Therefore, in view of Lemma 4.1, we get the desired result. This completes the proof of the lemma.

**Corollary 4.1.** Let \( z_0 = \left( \begin{array}{c} u_0 \\ \rho_0 \end{array} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R}) \) with \( s > \frac{3}{2} \) and \( T \) be the maximal existence time of the solution \( z = \left( \begin{array}{c} u \\ \rho \end{array} \right) \) to System (1.3), which is guaranteed by Remark 3.1 (1). If \( \partial_x u \in L^1(0, T; L^\infty) \), then for all \( t \in [0, T) \), we have

\[ \| u(t) \|_{L^\infty} \leq \frac{3}{2} e^{2c|t|} (2 \| u_0 \|^2_{L^2} + |c| t (1 + 8Mt)(e^{2Mt} \| \rho_0 \|_{H^{s-1}})^4 + \frac{|c|}{4} (e^{2Mt} \| \rho_0 \|_{H^{s-1}})^2 + \| u_0 \|_{L^\infty} \]

\[ \triangleq L(t). \]
Proof. By the proof of Lemma 4.2, we also have

\[ \|\rho(t, \cdot)\|_{L^\infty}, \|\rho(t, \cdot)\|_{L^2} \leq e^{2\int_0^t \|\partial_x u(\tau)\|_{L^\infty} d\tau} \|\rho_0\|_{H^{s-1}}, \quad \forall \ t \in [0, T). \]

It is then easy to prove the corollary by a similar argument as in the proof of Lemma 4.3.

Theorem 4.1. Let \( z_0 = \left( \begin{array}{c} u_0 \\ \rho_0 \end{array} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R}) \) with \( s > \frac{3}{2} \) and \( T \) be the maximal existence time of the solution \( z = \left( \begin{array}{c} u \\ \rho \end{array} \right) \) to System (1.3), which is guaranteed by Remark 3.1 (1). If \( T < \infty \), then

\[ \int_0^T \|\partial_x u(\tau)\|_{L^\infty} d\tau = \infty. \]

Proof. We will prove the theorem by induction with respect to the regular index \( s (s > \frac{3}{2}) \) as follows.

Step 1. For \( s \in (\frac{3}{2}, 2) \), by Lemma 2.3 and the second equation of System (1.3), we have

\[ \|\rho(t)\|_{H^{s-1}} \leq \|\rho_0\|_{H^{s-1}} + C \int_0^t \|\partial_x u(\tau)\|_{H^{s-1}} d\tau \]

\[ + C \int_0^t \|\rho(\tau)\|_{H^{s-1}} \|\rho(\tau)\|_{L^\infty} + \|\partial_x u(\tau)\|_{L^\infty} \|\rho(\tau)\|_{L^\infty}) d\tau. \]

Applying (2.1), we get

\[ \|\partial_x u\|_{H^{s-1}} \leq C(\|\partial_x u\|_{H^{s-1}} \|\rho\|_{L^\infty} + \|\partial_x u\|_{L^\infty} \|\rho\|_{H^{s-1}}). \]

Thus,

\[ \|\rho(t)\|_{H^{s-1}} \leq \|\rho_0\|_{H^{s-1}} + C \int_0^t \|\partial_x u(\tau)\|_{H^{s-1}} \|\rho(\tau)\|_{L^\infty} d\tau \]

\[ + C \int_0^t \|\rho(\tau)\|_{H^{s-1}} \|\rho(\tau)\|_{L^\infty} + \|\partial_x u(\tau)\|_{L^\infty} \|\rho(\tau)\|_{L^\infty}) d\tau. \]

On the other hand, thanks to Lemma 2.1 (3) and the first equation of System (1.3), we have (\( \forall s > 1 \), indeed)

\[ \|u(t)\|_{H^s} \leq \|u_0\|_{H^s} + C \int_0^t \|P(D)(\frac{3}{2}u^2 + \frac{c}{2}\rho^2)(\tau)\|_{H^s} d\tau \]

\[ + C \int_0^t \|u(\tau)\|_{H^{s-1}} \|\partial_x u(\tau)\|_{L^\infty} d\tau. \]

By Proposition 2.2 (8) and (2.1), we have

\[ \|P(D)(\frac{3}{2}u^2 + \frac{c}{2}\rho^2)\|_{H^s} \]

\[ \leq C\|\frac{3}{2}u^2 + \frac{c}{2}\rho^2\|_{H^{s-1}} \]

\[ \leq C(\|u\|_{H^{s-1}} \|u\|_{L^\infty} + \|\rho\|_{H^{s-1}} \|\rho\|_{L^\infty}). \]
Hence,

\[(4.7) \quad ||u(t)||_{H^s} \leq ||u_0||_{H^s} + C \int_0^T ||u(\tau)||_{H^s} ||u(\tau)||_{L^\infty} + ||\partial_x u(\tau)||_{L^\infty} d\tau \]

\[+ C \int_0^T ||\rho(\tau)||_{H^{s-1}} ||\rho(\tau)||_{L^\infty} d\tau.\]

Combining (4.6) and (4.7), we obtain

\[||u(t)||_{H^s} + ||\rho(t)||_{H^{s-1}} \leq ||u_0||_{H^s} + ||\rho_0||_{H^{s-1}} + C \int_0^T (||u||_{H^s} + ||\rho||_{H^{s-1}}) \times (||u||_{L^\infty} + ||\partial_x u||_{L^\infty} + ||\rho||_{L^\infty}) d\tau.\]

Thanks to Gronwall’s inequality, we have

\[(4.8) \quad ||u(t)||_{H^s} + ||\rho(t)||_{H^{s-1}} \leq (||u_0||_{H^s} + ||\rho_0||_{H^{s-1}}) \times e^{C \int_0^T (||\rho(\tau)||_{L^\infty} + ||\partial_x u(\tau)||_{L^\infty} + ||\rho(\tau)||_{L^\infty}) d\tau}.\]

Therefore, if \( T < \infty \) satisfies \( \int_0^T ||\partial_x u(\tau)||_{L^\infty} d\tau < \infty \), then we deduce from (4.8), Corollary 4.1 and the fact \( ||\rho(t, \cdot)||_{L^\infty} \leq e^{2 \int_0^T (||\partial_x u(\tau)||_{L^\infty} + ||\rho(\tau)||_{L^\infty}) d\tau} \) that

\[(4.9) \quad ||u(t)||_{H^s} + ||\rho(t)||_{H^{s-1}} \leq (||u_0||_{H^s} + ||\rho_0||_{H^{s-1}}) \times e^{C (e^{2 \int_0^T (||\partial_x u(\tau)||_{L^\infty} + ||\rho(\tau)||_{L^\infty})} d\tau) + C \int_0^T ||\partial_x u(\tau)||_{L^\infty} d\tau.\]

Hence,

\[(4.10) \quad \limsup_{t \to T} (||u(t)||_{H^s} + ||\rho(t)||_{H^{s-1}}) < \infty,\]

which contradicts the assumption that \( T < \infty \) is the maximal existence time. This completes the proof of the theorem for \( s \in (\frac{1}{2}, 1) \).

Step 2. For \( s \in [2, \frac{5}{2}) \), Lemma 2.1 (1) applied to the second equation of System (1.3), we get

\[||\rho(t)||_{H^{s-1}} \leq ||\rho_0||_{H^{s-1}} + C \int_0^T ||\partial_x u(\tau)||_{H^{s-1}} ||\rho(\tau)||_{L^\infty} d\tau \]

\[+ C \int_0^T ||\rho(\tau)||_{H^{s-1}} ||\partial_x u(\tau)||_{H^{s-1} \cap L^\infty} d\tau,\]

together with (4.5) implies that

\[(4.11) \quad ||\rho(t)||_{H^{s-1}} \leq ||\rho_0||_{H^{s-1}} + C \int_0^T ||\partial_x u(\tau)||_{H^{s-1}} ||\rho(\tau)||_{L^\infty} d\tau \]

\[+ C \int_0^T ||\rho(\tau)||_{H^{s-1}} ||\partial_x u(\tau)||_{H^{s-1} \cap L^\infty} d\tau.\]

By (4.7) and (4.11), we have

\[||u(t)||_{H^s} + ||\rho(t)||_{H^{s-1}} \leq ||u_0||_{H^s} + ||\rho_0||_{H^{s-1}} + C \int_0^T (||u||_{H^s} + ||\rho||_{H^{s-1}}) \times (||u||_{H^{s+1}} + ||\rho||_{L^\infty}) d\tau,\]

\[\text{for } s \in [2, \frac{5}{2}).\]
where $\varepsilon_0 \in (0, \frac{1}{2})$ and we used the fact that $H^{\frac{1}{2}+\varepsilon_0} \hookrightarrow H^\frac{1}{2} \cap L^\infty$. Thanks to Gronwall’s inequality again, we have

$$\text{(4.12)} \quad \|u(t)\|_{H^s} + \|\rho(t)\|_{H^{s-1}} \leq \left(\|u_0\|_{H^s} + \|\rho_0\|_{H^{s-1}}\right) e^C \int_0^T (\|u(\tau)\|_{H^s} + \|\rho(\tau)\|_{H^{s-1}}) d\tau.$$

Therefore if $T < \infty$ satisfies $\int_0^T \|\partial_\tau u(\tau)\|_{L^\infty} d\tau < \infty$, then we deduce from (4.12), (4.10) with $\frac{3}{2} + \varepsilon_0 \in (\frac{5}{2}, 2)$ and the fact $\|\rho(t, \cdot)\|_{L^\infty} \leq e^C \int_0^T \|\partial_\tau u(\tau)\|_{L^\infty} d\tau$ that

$$\text{(4.13)} \quad \limsup_{t \to T} (\|u(t)\|_{H^s} + \|\rho(t)\|_{H^{s-1}}) < \infty,$$

which contradicts the assumption that $T < \infty$ is the maximal existence time. This completes the proof of the theorem for $s \in [2, \frac{5}{2})$.

Step 3. For $s \in (2, 3)$, by differentiating the second equation of System (1.3) with respect to $x$, we have

$$\partial_t \rho_x + u \partial_x \rho_x + 3u_x \rho_x + 2u_{xx} \rho = 0.$$

By Lemma 2.3, we get

$$\|\partial_x \rho(t)\|_{H^{s-2}} \leq \|\partial_x \rho_0\|_{H^{s-2}} + C \int_0^t \left(\|3u_x \rho_x + 2u_{xx} \rho\|_{H^{s-2}}\right) d\tau + C \int_0^t \|\partial_\tau u(\tau)\|_{H^s} (\|\rho(\tau)\|_{H^{s-1}} + \|\partial_x u(\tau)\|_{L^\infty}) d\tau.$$

Thanks to (2.3), we have

$$\|u_x \rho_x\|_{H^{s-2}} \leq C (\|\partial_x u\|_{H^{s-1}} \|\rho\|_{L^\infty} + \|\partial_x u\|_{L^\infty} \|\partial_x \rho\|_{H^{s-2}})$$

and

$$\|\rho_{u_{xx}}\|_{H^{s-2}} \leq C (\|\rho\|_{H^{s-1}} \|\partial_x u\|_{L^\infty} + \|\rho\|_{L^\infty} \|u_{xx}\|_{H^{s-2}}).$$

Hence,

$$\|\partial_x \rho(t)\|_{H^{s-2}} \leq \|\partial_x \rho_0\|_{H^{s-2}} + C \int_0^t \left(\|u(\tau)\|_{H^s} + \|\rho(\tau)\|_{H^{s-1}}\right) \times (\|\partial_\tau u(\tau)\|_{H^s} + \|\partial_x u(\tau)\|_{L^\infty} + \|\rho(\tau)\|_{L^\infty}) d\tau,$$

which together with (4.7) and (4.6) with $s - 2$ instead of $s - 1$, yields that

$$\|u(t)\|_{H^s} + \|\rho(t)\|_{H^{s-1}} \leq \|u_0\|_{H^s} + \|\rho_0\|_{H^{s-1}} + C \int_0^t \left(\|u\|_{H^s} + \|\rho\|_{H^{s-1}}\right) \times (\|u\|_{L^\infty} + \|\partial_x u\|_{L^\infty} + \|\rho\|_{L^\infty}) d\tau.$$

Similar to Step 1, we can easily prove the theorem for $s \in (2, 3)$.

Step 4. For $s = k \in \mathbb{N}$ and $k \geq 3$, by differentiating the second equation of System (1.3) $k - 2$ times with respect to $x$, we get

$$\left(\partial_t + u \partial_x\right) \partial_x^{k-2} \rho + \sum_{l_1 + l_2 = k-3, l_1, l_2 \geq 0} C_{l_1, l_2} \partial_x^{l_1+1} u \partial_x^{l_2+1} \rho + 2\rho \partial_x^{k-1} u = 0.$$
which together with Lemma 2.1 (1), implies that
\[
||\partial_x^{k-2}\rho(t)||_{H^1} \leq ||\partial_x^{k-2}\rho_0||_{H^1} + C \int_0^t ||\partial_x^{k-2}\rho(\tau)||_{H^1} ||\partial_x u(\tau)||_{H^1} \leq L_{k+1} d\tau
\]
\[
+ C \int_0^t \sum_{l_1+l_2=1, l_2 \geq 0} C_{l_1,l_2} \partial_x^{l_1+1} u \partial_x^{l_2+1} \rho + 2 \partial_x^{k-1} u ||H^1 d\tau.
\]
Since \(H^1\) is an algebra, it follows that
\[
||\rho \partial_x^{k-1} u||_{H^1} \leq C||\rho||_{H^1} ||\partial_x^{k-1} u||_{H^1} \leq C||\rho||_{H^1} ||u||_{H^1}
\]
and
\[
\sum_{l_1+l_2=1, l_2 \geq 0} C_{l_1,l_2} \partial_x^{l_1+1} u \partial_x^{l_2+1} \rho ||H^1 \leq C||u||_{H^1-1} ||\rho||_{H^1-1}.
\]
Then, we have
\[
(4.14) ||\partial_x^{k-2}\rho(t)||_{H^1} \leq ||\partial_x^{k-2}\rho_0||_{H^1} + C \int_0^t (||u(\tau)||_{H^1} + ||\rho(\tau)||_{H^1}) ||\partial_x u(\tau)||_{H^1} d\tau.
\]
By the classical Gagliardo-Nirenberg inequality, we have for \(\sigma \in (0,1),\)
\[
||\rho(t)||_{H^1-1} \leq C(||\rho(t)||_{H^1} + ||\partial_x^{k-2}\rho(t)||_{H^1}),
\]
which together with (4.14), (4.7) and (4.6) with \(\sigma\) instead of \(s-1\), yields that
\[
||u(t)||_{H^s} + ||\rho(t)||_{H^1-1} \leq C(||u_0||_{H^s} + ||\rho_0||_{H^1-1}) + C \int_0^t (||u||_{H^1} + ||\rho||_{H^1-1}) ||\partial_x u||_{H^1-1} + ||\rho||_{H^1} d\tau.
\]
By Gronwall’s inequality, we obtain
\[
(4.15) ||u(t)||_{H^s} + ||\rho(t)||_{H^1-1} \leq C(||u_0||_{H^s} + ||\rho_0||_{H^1-1}) + C \int_0^t (||u(\tau)||_{H^1} + ||\rho(\tau)||_{H^1}) d\tau.\]
If \(T < \infty\) satisfies \(\int_0^T ||\partial_x u(\tau)||_{L^\infty} d\tau < \infty\), applying Step 3 and arguing by induction assumption, we can obtain that \(||u(t)||_{H^1} + ||\rho(t)||_{H^1}\) is uniformly bounded. Thanks to (4.15), we get
\[
(4.16) \lim_{t \to T} \sup(||u(t)||_{H^s} + ||\rho(t)||_{H^1-1}) < \infty,
\]
which contradicts the assumption that \(T < \infty\) is the maximal existence time. This completes the proof of the theorem for \(s = k \in \mathbb{N}\) and \(k \geq 3\).

Step 5. For \(s \in (k,k+1),\) \(k \in \mathbb{N}\) and \(k \geq 3,\) by differentiating the second equation of System (1.3) \(k-1\) times with respect to \(x,\) we get
\[
(\partial_x + u \partial_x) \partial_x^{k-1} \rho + \sum_{l_1+l_2=1, l_2 \geq 0} C_{l_1,l_2} \partial_x^{l_1+1} u \partial_x^{l_2+1} \rho + 2 \partial_x^{k-1} u = 0.
\]
Applying Lemma 2.3 with $s - k \in (0, 1)$, we have

\[(4.17) \quad ||\partial_x^{-1} \rho(t)||_{H^{-k}} \leq ||\partial_x^{-1} \rho_0||_{H^{-k}} + C \int_0^t ||\partial_x^{-1} \rho(\tau)||_{H^{-k}} (||u(\tau)||_{L^\infty} + ||\partial_x u(\tau)||_{L^\infty}) d\tau\]

\[+ C \int_0^t \sum_{l_1 + l_2 = k - 2, l_1, l_2 \geq 0} C_{l_1, l_2} ||\partial_x^{l_1 + 1} u(\tau)||_{H^{2}} ||\partial_x^{l_2 + 1} \rho(\tau) + 2\rho(\tau) \partial_x^{l_2} u(\tau)||_{H^{l}} \tau d\tau.\]

For each $\varepsilon_0 \in (0, \frac{1}{2})$, using (2.3) and the fact that $H^{\frac{k}{2} + \varepsilon_0} \hookrightarrow L^\infty$, we have

\[(4.18) \quad ||\rho \partial_x u||_{L^\infty} \leq C(||\partial_x^{k} u||_{L^\infty} + ||\partial_x^{k} u||_{L^\infty} ||\rho||_{H^{k+1}})\]

\[\leq C(||u||_{H^s} ||\rho||_{L^\infty} + ||u||_{H^{s - \frac{1}{2} + \varepsilon_0}} ||\rho||_{H^{k+1}})\]

\[\text{and}\]

\[(4.19) \quad ||\sum_{l_1 + l_2 = k - 2, l_1, l_2 \geq 0} C_{l_1, l_2} ||\partial_x^{l_1 + 1} u||_{H^{2}} ||\partial_x^{l_2 + 1} \rho||_{H^{-k}} \leq C \sum_{l_1 + l_2 = k - 2, l_1, l_2 \geq 0} C_{l_1, l_2} (||\partial_x^{l_1 + 1} u||_{L^{\infty}} + ||\partial_x^{l_2 + 1} \rho||_{H^{-k}})
\]

\[\leq C(||u||_{H^s} ||\rho||_{H^{k - \frac{k}{2} + \varepsilon_0}} + ||u||_{H^{k - \frac{k}{2} + \varepsilon_0}} ||\rho||_{H^{k - 1}}).\]

Combining (4.17), (4.18) and (4.19), we can get

\[||\partial_x^{-1} \rho(t)||_{H^{-k}} \leq ||\partial_x^{-1} \rho_0||_{H^{-k}} + C \int_0^t (||u(\tau)||_{H^s} + ||\rho(\tau)||_{H^{k-1}}) \times (||u||_{H^{k - \frac{k}{2} + \varepsilon_0}} + ||\rho||_{H^{k - \frac{k}{2} + \varepsilon_0}}) d\tau,\]

which together with (4.7) and (4.6) with $s - k \in (0, 1)$ instead of $s - 1$, yields that

\[||u(\tau)||_{H^s} + ||\rho(\tau)||_{H^{k - 1}} \leq C(||u_0||_{H^s} + ||\rho_0||_{H^{k - 1}}) + C \int_0^t (||u||_{H^s} + ||\rho||_{H^{k - 1}}) \times (||u||_{H^{k - \frac{k}{2} + \varepsilon_0}} + ||\rho||_{H^{k - \frac{k}{2} + \varepsilon_0}}) d\tau.\]

Thanks to Gronwall’s inequality again, we obtain

\[||u(\tau)||_{H^s} + ||\rho(\tau)||_{H^{k - 1}} \leq C(||u_0||_{H^s} + ||\rho_0||_{H^{k - 1}}) \times C \int_0^t (||u||_{H^{k - \frac{k}{2} + \varepsilon_0}} + ||\rho||_{H^{k - \frac{k}{2} + \varepsilon_0}}) d\tau.\]

Noting that $k - \frac{k}{2} + \varepsilon_0 < k$, $k - \frac{k}{2} + \varepsilon_0 < k - 1$ and $k \geq 3$, and applying Step 3 and the similar argument by induction as in Step 4, we can easily get the desired result.

Consequently, we have completed the proof of the theorem from Step 1 to Step 5.

The following main theorem of this section shows the precise blow-up scenario for sufficiently regular solutions to System (1.3).
Theorem 4.2. Let \( z_0 = \left( \frac{u_0}{\rho_0} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R}) \) with \( s > \frac{3}{2} \) and \( T > 0 \) be the maximal existence time of the corresponding solution \( z = \left( \frac{u}{\rho} \right) \) to System (1.3), which is guaranteed by Remark 3.1 (1). Then the corresponding solution \( z \) blows up in finite time if and only if

\[
\liminf_{t \to T} \inf_{x \in \mathbb{R}} \{ u_x(t, x) \} = -\infty.
\]

Proof. As mentioned earlier, we only need to prove the theorem for \( s \geq 3 \).

Assume that the solution \( z \) blows up in finite time \( (T < \infty) \) and there exists a \( M > 0 \) such that

\[
(4.20) \quad u_x(t, x) \geq -M, \quad \forall (t, x) \in [0, T) \times \mathbb{R}.
\]

By Lemma 4.2, we have

\[
\| \rho(t, \cdot) \|_{L^\infty}, \| \rho(t, \cdot) \|_{L^2} \leq e^{3Mt} \| \rho_0 \|_{H^{s-1}}, \quad \forall t \in [0, T).
\]

Differentiating the first equation in System (1.3) with respect to \( x \) and noting that \( \partial_t^2 p \ast f = p \ast f - f \), we have

\[
(4.21) \quad u_{xx} = -u_x^2 - uu_{xx} - p \ast \left( \frac{3}{2} u^2 + \frac{c}{2} \rho^2 \right) + \frac{3}{2} u^2 + \frac{c}{2} \rho^2.
\]

Note that

\[
(4.22) \quad \frac{du_x(t, q(t(x)))}{dt} = u_x(t, q(t(x))) + u_{xx}(t, q(t(x)))q_t(t, x)
\]

By (4.21) and (4.22), in view of \( u_x^2 \geq 0, p \ast u_x^2 \geq 0, \| p \ast \rho^2 \|_{L^\infty} \leq \| p \|_{L^1} \| \rho \|_{L^\infty}^2 \leq (e^{3Mt} \| \rho_0 \|_{H^{s-1}})^2 \) and (4.4), we obtain

\[
\frac{du_x(t, q(t(x)))}{dt} = -u_x^2(t, q(t(x))) - p \ast \left( \frac{3}{2} u^2 + \frac{c}{2} \rho^2 \right)(t, q(t(x))) + \left( \frac{3}{2} u^2 + \frac{c}{2} \rho^2 \right)(t, q(t(x)))
\]

\[
\leq |c|(e^{3Mt} \| \rho_0 \|_{H^{s-1}})^2 + \frac{3}{2} J^2(t).
\]

Integrating the above inequality with respect to \( t < T \) on \([0, t]\) yields that

\[
u_x(t, q(t(x))) \leq u_x(0) + |c|t(e^{3Mt} \| \rho_0 \|_{H^{s-1}})^2 + \frac{3}{2} tJ^2(t), \quad \forall t \in [0, T).
\]

Then for all \( t \in [0, T) \), we have

\[
\sup_{x \in \mathbb{R}} u_x(t, x) \leq \| \partial_x u_0 \|_{L^\infty} + |c|t(e^{3Mt} \| \rho_0 \|_{H^{s-1}})^2 + \frac{3}{2} tJ^2(t)
\]

\[
\leq \| u_0 \|_{H^s} + |c|t(e^{3Mt} \| \rho_0 \|_{H^{s-1}})^2 + \frac{3}{2} tJ^2(t),
\]

which together with (4.20) and \( T < \infty \), implies that

\[
\int_0^T \| \partial_x u(t) \|_{L^\infty} dt < \infty.
\]
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This contradicts Theorem 4.1.
On the other hand, by Sobolev’s imbedding theorem, we can see that if
\[
\liminf_{t \to T} \inf_{x \in \mathbb{R}} \{ u_x(t, x) \} = -\infty,
\]
then the solution \( z \) will blow up in finite time. This completes the proof of the theorem.

**Remark 4.1.** Theorem 4.2 implies that the blow-up phenomena of the solution \( z \) to System (1.3) depends only on the slope of the first component \( u \). That is, the first component \( u \) must blow up before the second component \( \rho \) in finite time.

### 5 Blow-up

In this section, we will state two new blow-up criterions with respect to the initial data and the exact blow-up rate of strong solutions to System (1.3).

Remark 4.1 and Lemma 4.2 imply that if we want to study the fine structure of finite time singularities, one should assume in the following that there is a \( M > 0 \) such that \( \|\rho(t, \cdot)\|_{L^\infty}, \|\rho(t, \cdot)\|_{L^2} \leq e^{2Mt} \|\rho_0\|_{H^{s-1}} \) for all \( t \in [0, T) \). Next we will apply Lemma 4.3 to establish our first blow-up result with respect to the initial data.

**Theorem 5.1.** Let \( z_0 = \left( \begin{array}{c} u_0 \\ \rho_0 \end{array} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R}) \) with \( s > \frac{3}{2} \) and \( T \) be the maximal existence time of the solution \( z = \left( \begin{array}{c} u \\ \rho \end{array} \right) \) to System (1.3), which is guaranteed by Remark 3.1 (1). Assume that there is a \( M > 0 \) such that \( \|\rho(t, \cdot)\|_{L^\infty}, \|\rho(t, \cdot)\|_{L^2} \leq e^{2Mt} \|\rho_0\|_{H^{s-1}} \) for all \( t \in [0, T) \). Let \( \varepsilon > 0 \) and \( T^* \triangleq \frac{\ln(1+\varepsilon)}{\sqrt{c+2t(\|\rho_0\|_{H^{s-1}})}+1} > 0 \). If there is a point \( x_0 \in \mathbb{R} \) such that
\[
u'_0(x_0) < -(1+\varepsilon)K(T^*),
\]
where \( K(T^*) \triangleq \frac{3H^{s-1}(\|\rho_0\|_{H^{s-1}}+1)^2+\frac{3}{4}J^2(T^*)}{\sqrt{c+2t(\|\rho_0\|_{H^{s-1}})}+1} > 0 \), then \( T < T^* \). In other words, the corresponding solution to System (1.3) blows up in finite time.

**Proof.** As mentioned earlier, we may assume \( s = 3 \) here. By (4.21) and (4.22), in view of \( p * \left( \frac{c}{2}u^2 \right) \geq 0 \) and \( \|p * \rho^2\|_{L^\infty} \leq \|p\|_{L^\infty}\|\rho\|^2_{L^2} \leq \frac{1}{2}(e^{2Mt}\|\rho_0\|_{H^{s-1}})^2 \), we obtain
\[
\frac{du_x(t, q(t, x))}{dt} \\
\leq -u_x^2(t, q(t, x)) - p * \left( \frac{c}{2}\rho^2(t, q(t, x)) \right) + \frac{3}{2}u_x^2(t, q(t, x)) + \frac{c}{2}u^2(t, q(t, x)) \\
\leq -u_x^2(t, q(t, x)) + \frac{3}{2}c\|\rho_0\|_{H^{s-1}}^2 + \frac{3}{2}\|u(t)\|_{L^\infty}^2.
\]
Set \( m(t) \triangleq u_x(t, q(t, x_0)) \) and fix \( \varepsilon > 0 \). From (5.1) and (4.4), we have
\[
\frac{dm(t)}{dt} \leq -m^2(t) + K^2(T^*), \quad \forall t \in [0, T^*] \cap [0, T).
\]
Since $m(0) < - (1 + \varepsilon) K(T^*) < - K(T^*)$, it then follows that
\[ m(t) \leq - K(T^*), \quad \forall t \in [0, T^*] \cap [0, T). \]

By solving the inequality (5.2), we get
\[ (5.3) \quad \frac{m(0) + K(T^*)}{m(0) - K(T^*)} e^{2K(T^*)t} - 1 \leq \frac{2K(T^*)}{m(t) - K(T^*)} \leq 0. \]

Noting that $m(0) < -(1 + \varepsilon) K(T^*)$ and $2K(T^*)T^* \geq \ln(1 + \frac{2}{\varepsilon})$, we deduce that
\[ (5.4) \quad \ln \frac{m(0) - K(T^*)}{m(0) + K(T^*)} \leq 2K(T^*)T^*. \]

By (5.3), (5.4) and the fact $0 < \frac{m(0) + K(T^*)}{m(0) - K(T^*)} < 1$, there exists
\[ 0 < T < \frac{1}{2K(T^*)} \ln \frac{m(0) - K(T^*)}{m(0) + K(T^*)} \leq T^*, \]

such that $\lim_{t \to T} m(t) = - \infty$. This completes the proof of the theorem. \( \Box \)

In order to establish the second blow-up result, we need the following useful lemma.

**Lemma 5.1.** [7] Let $T > 0$ and $u \in C^1([0, T]; H^2)$. Then for every $t \in [0, T)$, there exists at least one point $\xi(t) \in \mathbb{R}$ with
\[ m(t) \equiv \inf_{x \in \mathbb{R}} u_x(t, x) = u_x(t, \xi(t)). \]

The function $m(t)$ is absolutely continuous on $(0, T)$ with
\[ \frac{dm}{dt} = u_{tx}(t, \xi(t)) \quad a.e. \quad on \quad (0, T). \]

**Theorem 5.2.** Let $z_0 = \left( \begin{array}{l} u_0 \\ \rho_0 \end{array} \right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})$ with $s > \frac{3}{2}$ and $T$ be the maximal existence time of the solution $z = \left( \begin{array}{l} u \\ \rho \end{array} \right)$ to System (1.3), which is guaranteed by Remark 3.1 (1). Assume that $c \geq 0$ and the initial data satisfies that $u_0$ is odd, $\rho_0$ is even, $u_0(0) < 0$ and $\rho_0(0) = 0$. Then $T \leq \frac{1}{u_0'(0)} \Delta_{T_0}$ and $\lim_{t \to T_0} u_x(t, 0) = - \infty$. Moreover, if there is some $x_0 \in \mathbb{R}$ such that $u_0'(x_0) = \inf_{x \in \mathbb{R}} u_0'(x)$ and $\rho_0'(x_0) \neq 0$, then there exists a $T_1 \in (0, T)$ such that $\lim_{t \to T_1} \sup_{x \in \mathbb{R}} \rho_x(t, x) = + \infty$, if $\rho_0(x_0) > 0$ and $\lim_{t \to T_1} (\inf_{x \in \mathbb{R}} \rho_x(t, x)) = - \infty$ otherwise.

**Proof.** We may assume $s = 3$ here. By the assumption $u_0$ is odd, $\rho_0$ is even, and the structure of System (1.3), we have $u(t, x)$ is odd and $\rho(t, x)$ is even with respect to $x$ for $t \in (0, T)$. Thus, $u(t, 0) = 0$ and $\rho_x(t, 0) = 0$. Since $\rho_0(0) = 0$ and the second equation of System (1.3), it follows that
\[ \rho(t, 0) = \rho_0(0) e^{-2 \int_0^t u_x(s, 0) ds} = 0. \]
Set $M(t) \triangleq u_x(t,0)$. By (4.21), (4.22) and in view of $c \geq 0$, $p \ast u^2 \geq 0$ and $p \ast \rho^2 \geq 0$, we have

\[(5.5) \quad \frac{dM(t)}{dt} = -M^2(t) - p \ast \left(\frac{3}{2}u^2(t,0) + \frac{c}{2}\rho^2(t,0)\right)
\leq -M^2(t).\]

Note that if $M(0) = u_0'(0) < 0$, then $M(t) \leq M(0) < 0$ for all $t \in (0,T]$. From (5.5), we obtain $T \leq -\frac{1}{u_0'(0)}$ and

\[(5.6) \quad u_x(t,0) = M(t) \leq \frac{u_0'(0)}{1 + tu_0(0)} \rightarrow -\infty,
\]
as $t \rightarrow -\frac{1}{u_0'(0)}$.

On the other hand, applying Eq. (4.1) and differentiating the second equation in System (1.3) with respect to $x$, we get

\[(5.7) \quad \frac{d\rho_x(t,q(t,x))}{dt} = (-3u_x\rho_x - 2u_{xx}\rho)(t,q(t,x)).\]

By Lemma 5.1, there exists $\xi(t) \in \mathbb{R}$ such that

\[(5.8) \quad u_x(t,\xi(t)) = \inf_{x \in \mathbb{R}} u_x(t,x) \quad \forall t \in [0,T).
\]

Hence,

\[(5.9) \quad u_{xx}(t,\xi(t)) = 0 \quad \text{a.e. } t \in [0,T).
\]

By (5.7), (5.9) and Lemma 4.1, we have

\[(5.10) \quad \rho_x(t,\xi(t)) = \rho_0'(x_0)e^{-3\int_{0}^{t} u_x(s,\xi(s))ds} = \rho_0'(x_0)e^{-3\int_{0}^{t} \inf_{x \in \mathbb{R}} u_x(s,x)ds}.
\]

Thanks to (5.6) again, we have for all $t \in [0,T]$,

\[e^{-3\int_{0}^{t} \inf_{x \in \mathbb{R}} u_x(s,x)ds} \geq e^{-3\int_{0}^{t} \frac{u_0'(0)}{1 + tu_0(0)}ds} = \frac{1}{(1 + tu_0(0))^3} \rightarrow +\infty,
\]
as $t \rightarrow -\frac{1}{u_0'(0)}$. This implies the desired result and we have completed the proof of the theorem. \(\Box\)

We conclude this section with the exact blow-up rate for blowing-up solutions to System (1.3).

**Theorem 5.3.** Let $z_0 \triangleq \left(\begin{array}{c} u_0 \\ \rho_0 \end{array}\right) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R})$ with $s > \frac{3}{2}$ and $T < \infty$ be the blow-up time of the corresponding solution $z \triangleq \left(\begin{array}{c} u \\ p \end{array}\right)$ to System (1.3). Assume that there is a $M > 0$ such that $\|\rho(t,\cdot)\|_{L^\infty} , \|\rho(t,\cdot)\|_{L^2} \leq e^{2Mt}\|\rho_0\|_{H^{s-1}}$ for all $t \in [0,T)$. Then

\[(5.11) \quad \lim_{t \rightarrow T^-} \inf_{x \in \mathbb{R}} u_x(t,x)(T-t) = -1.
\]
Proof. We may assume \( s = 3 \) here. By the assumptions of the theorem and (4.4), we can find a \( M_0 > 0 \), such that
\[
\| \rho(t, \cdot) \|_{L^\infty}, \quad \| u(t, \cdot) \|_{L^\infty} \leq M_0, \quad \forall t \in [0, T).
\]
Hence,
\[
\| p \cdot \rho^2 \|_{L^\infty} \leq \| p \|_{L^1} \| \rho \|_{L^2 \cap L^\infty} \leq M_0^2 \text{ and } \| p \cdot u^2 \|_{L^\infty} \leq \| p \|_{L^1} \| u \|_{L^2 \cap L^\infty} \leq M_0^2,
\]
which together with (4.21) and (4.22), implies that
\[
\left| \frac{dm(t)}{dt} + m^2(t) \right| \leq \tilde{K}, \tag{5.12}
\]
where \( \tilde{K} = \tilde{K}(|c|, M_0) \) is a positive constant.

For every \( \varepsilon \in (0, \frac{1}{2}) \), using the fact \( m(t) \leq u_x(t, 0) \) and (5.6), we can find a \( t_0 \in (0, T) \) such that
\[
m(t_0) < -\sqrt{\tilde{K} + \frac{K}{\varepsilon}} < -\sqrt{K}.
\]
Thanks to (5.12) again, we have
\[
m(t) \leq -\sqrt{K}.
\]
This implies that \( m(t) \) is decreasing on \([t_0, T)\), hence,
\[
m(t) < -\sqrt{\tilde{K} + \frac{K}{\varepsilon}} < -\sqrt{K}, \quad \forall t \in [t_0, T).
\]
Noting that \( -m^2(t) - \tilde{K} \leq \frac{dm(t)}{dt} \leq -m^2(t) + \tilde{K} \quad \text{a.e. } t \in (t_0, T) \), we get
\[
1 - \varepsilon \leq \frac{d}{dt} \left( \frac{1}{m(t)} \right) \leq 1 + \varepsilon \quad \text{a.e. } t \in (t_0, T). \tag{5.13}
\]
Integrating (5.13) with respect to \( t \in [t_0, T) \) on \((t, T)\) and applying \( \lim_{t \to T} m(t) = -\infty \) again, we deduce that
\[
(1 - \varepsilon)(T - t) \leq -\frac{1}{m(t)} \leq (1 + \varepsilon)(T - t). \tag{5.14}
\]
Since \( \varepsilon \in (0, \frac{1}{2}) \) is arbitrary, it then follows from (5.14) that (5.11) holds. This completes the proof of the theorem.

Acknowledgments This work was partially supported by NNSFC (NO. 10971235) and the key project of Sun Yat-sen University.
References

[1] R. Camassa and D. Holm, An integrable shallow water equation with peaked solitons, *Phys. Rev. Lett.*, 71 (1993), 1661–1664.

[2] J.-Y. Chemin, Localization in Fourier space and Navier-Stokes system, *Phase Space Analysis of Partial Differential Equations*, (2004), Proceedings, CRM series, Pisa, pp. 53–136.

[3] M. Chen, S-Q. Liu and Y. Zhang, A 2-component generalization of the Camassa-Holm equation and its solutions, *Lett. Math. Phys.*, 75 (2006), 1-15.

[4] G. M. Coclite and K. H. Karlsen, On the well-posedness of the Degasperis-Procesi equation, *J. Func. Anal.*, 233 (2006), 60–91.

[5] A. Constantin, Global existence of solutions and breaking waves for a shallow water equation: a geometric approach, *Ann. Inst. Four. (Grenoble)*, 50 (2000), 321–362.

[6] A. Constantin and J. Escher, Global existence and blow-up for a shallow water equation, *Annali Sc. Norm. Sup. Pisa.*, 26 (1998), 303–328.

[7] A. Constantin and J. Escher, Wave breaking for nonlinear nonlocal shallow water equations, *Acta Math.*, 181 (1998), 229–243.

[8] A. Constantin and R. Ivanov, On an integrable two-component Camass-Holm shallow water system, *Phys. Lett. A*, 372 (2008), 7129–7132.

[9] A. Constantin and B. Kolev, Geodesic flow on the diffeomorphism group of the circle, *Comm. Math. Helv.*, 78 (2003), 787–804.

[10] A. Constantin and D. Lannes, The hydrodynamical relevance of the Camassa-Holm and Degasperis-Procesi equations, *Arch. Rat. Mech. Anal.*, 192 (2009), 165–186.

[11] A. Constantin and L. Molinet, Global weak solutions for a shallow water equation, *Comm. Math. Phys.*, 211 (2000), 45–61.

[12] A. Constantin and W. A. Strauss, Stability of peakons, *Comm. Pure Appl. Math.*, 53 (2000), 603–610.

[13] A. Constantin and W. A. Strauss, Stability of the Camassa-Holm solitons, *J. Nonlinear Sci.*, 12 (2002), 415–422.

[14] R. Dachin, A few remarks on the Camassa-Holm equation, *Differential Integral Equations*, 14 (2001), 953–988.

[15] R. Dachin, A note on well-posedness for Camassa-Holm equation, *J. Differential Equations*, 192 (2003), 429–444.

[16] R. Dachin, Fourier Analysis Methods for PDEs, Lecture Notes, 14 November (2003).

[17] A. Degasperis, D. D. Holm and A. N. W. Hone, A new integrable equation with peakon solutions, *Theo. Math. Phys.*, 133 (2002), 1463–1474.

[18] A. Degasperis and M. Procesi, Asymptotic integrability, *Symmetry and Perturbation Theory*, Rome, 1998, World Sci. Publishing, River Edge, NJ, 1999, pp. 23-37.
[19] H. R. Dullin, G. A. Gottwald and D. D. Holm, An integrable shallow water equation with linear and nonlinear dispersion, *Phys. Rev. Lett.*, 87 (2001), 4501–4504.

[20] H. R. Dullin, G. A. Gottwald and D. D. Holm, Camassa-Holm, Korteweg-deVries-5 and other asymptotically equivalent equations for shallow water waves, *Fluid Dynam. Res.*, 33 (2003), 73–79.

[21] J. Escher, and B. Kolev, The Degasperis-Procesi equation as a non-metric Euler equation, preprint arXiv: 0908.0508v1 (2009).

[22] J. Escher, O. Lechtenfeld and Z. Yin, Well-posedness and blow-up phenomena for the 2-component Camassa-Holm equation, *Disc. Cont. Dyn. Syst. Series A*, 19 (2007), 493–513.

[23] J. Escher, Y. Liu and Z. Yin, Global weak solutions and blow-up structure for the Degasperis-Procesi equation, *J. Func. Anal.*, 241 (2006), 457–485.

[24] J. Escher, Y. Liu and Z. Yin, Shock waves and blow-up phenomena for the periodic Degasperis-Procesi equation, *Indiana Univ. Math. J.*, 56:1 (2007), 87–117.

[25] J. Escher and Z. Yin, Initial boundary value problems of the Degasperis-Procesi equation, *Phys. Lett. A*, 368 (2007), 69–76.

[26] G. Falqui, On a Camassa-Holm type equation with two dependent variables, *J. Phys. A: Math. Gen.*, 39 (2006), 327–342.

[27] C. Guan and Z. Yin, Global existence and blow-up phenomena for an integrable two-component Camassa-Holm shallow water system, *J. Differential Equations*, 248 (2010), 2003-2014.

[28] C. Guan and Z. Yin, Global weak solutions for a two-component Camassa-Holm shallow water system, *J. Funct. Anal.*, 260 (2011), 1132-1154.

[29] G. Gui and Y. Liu, On the Cauchy problem for the two-component Camassa-Holm system, *Math. Z.*, (2010), DOI: 10.1007/s00209-009-0660-2.

[30] G. Gui and Y. Liu, On the global existence and wave-breaking criteria for the two-component Camassa-Holm system, *J. Func. Anal.*, 258 (2010), 4251-4278.

[31] D. Henry, Infinite propagation speed for the Degasperis-Procesi equation, *J. Math. Anal. Appl.*, 311 (2005), 755-759.

[32] D. D. Holm and M. F. Staley, Wave structure and nonlinear balances in a family of evolutionary PDEs, *SIAM J. Appl. Dyn. Syst. (electronic)*, 2 (2003), 323-380.

[33] R. I. Ivanov, Extended Camassa-Holm hierarchy and conserved quantities, *Z. Naturforsch.*, 61a (2006), 133–138.

[34] R. I. Ivanov, Water waves and integrability, *Philos. Trans. R. Soc. London Ser. A*, 365 (2007), 2267–2280.

[35] T. Kato, Quasi-linear equations of evolution, with applications to partial differential equations, in: Spectral Theory and Differential Equations, Lecture Notes in Math., Springer Verlag, Berlin, 448 (1975), 25–70.

[36] J. Lenells, Traveling wave solutions of the Degasperis-Procesi equation, *J. Math. Anal. Appl.*, 306 (2005), 72–82.
[37] Y. Liu and Z. Yin, Global existence and blow-up phenomena for the Degasperis-Procesi equation, *Comm. Math. Phys.*, 267 (2006), 801–820.

[38] H. Lundmark, Formation and dynamics of shock waves in the Degasperis-Procesi equation, *J. Nonlinear Sci.*, 17 (2007), 169–198.

[39] H. Lundmark and J. Szmigielski, Multi-peakon solutions of the Degasperis-Procesi equation, *Inverse Problems*, 21 (2005), 1553–1570.

[40] Y. Matsuno, Multisoliton solutions of the Degasperis-Procesi equation and their peakon limit, *Inverse Problems*, 19 (2003), 1241–1245.

[41] G. Misiolek, A shallow water equation as a geodesic flow on the Bott-Virasoro group, *J. Geom. Phys.*, 24 (1998), 203–208.

[42] Z. Popowicz, A two-component generalization of the Degasperis-Procesi equation, *J. Phys. A: Math. Gen.*, 39 (2006), 13717–13726.

[43] V. O. Vakhnenko and E. J. Parkes, Periodic and solitary-wave solutions of the Degasperis-Procesi equation, *Chaos, Solitons and Fractals*, 20 (2004), 1059–1073.

[44] K. Yan and Z. Yin, Analytic solutions of the Cauchy problem for two-component shallow water systems, *Math. Z.*, (2010), DOI: 10.1007/s00209-010-0775-5.

[45] Z. Yin, Global existence for a new periodic integrable equation, *J. Math. Anal. Appl.*, 283 (2003), 129-139.

[46] Z. Yin, Well-posedness, global existence and blowup phenomena for an integrable shallow water equation, *Disc. Cont. Dyna. Systems*, 10:2-3 (2004), 393-411.

[47] Z. Yin, Well-posedness, global solutions and blowup phenomena for a nonlinearly dispersive wave equation, *J. Evol. Equ.*, 4:3 (2004), 391–419.

[48] Z. Yin, On the Cauchy problem for an integrable equation with peakon solutions, *Illinois J. Math.*, 47 (2003), 649-666.

[49] Z. Yin, Global solutions to a new integrable equation with peakons, *Indiana Univ. Math. J.*, 53 (2004), 1189-1210.

[50] Z. Yin, Global weak solutions to a new periodic integrable equation with peakon solutions, *J. Func. Anal.*, 212 (2004), 182-194.