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Abstract

Training agents in cooperative settings offers the promise of AI agents able to interact effectively with humans (and other agents) in the real world. Multi-agent reinforcement learning (MARL) has the potential to achieve this goal, demonstrating success in a series of challenging problems. However, whilst these advances are significant, the vast majority of focus has been on the self-play paradigm. This often results in a coordination problem, caused by agents learning to make use of arbitrary conventions when playing with themselves. This means that even the strongest self-play agents may have very low cross-play with other agents, including other initializations of the same algorithm. In this paper we propose to solve this problem by adapting agent strategies on the fly, using a posterior belief over the other agents' strategy. Concretely, we consider the problem of selecting a strategy from a finite set of previously trained agents, to play with an unknown partner. We propose an extension of the classic statistical technique, Gibbs sampling, to update beliefs about other agents and obtain close to optimal ad-hoc performance. Despite its simplicity, our method is able to achieve strong cross-play with unseen partners in the challenging card game of Hanabi, achieving successful ad-hoc coordination without knowledge of the partner’s strategy a priori.

1 Introduction

In recent years there has been a surge of interest in deep multi-agent reinforcement learning (MARL, \cite{26, 25}), a paradigm whereby agents learn, from interaction, to compete or cooperate with other agents. This paper focuses on cooperative MARL, which not only offers the potential for agents to learn to interact with other machine learning based agents in the real world, but also provides a possible framework to coordinate with humans.

Many of the most prominent successes in MARL have come in the self-play paradigm \cite{65} where agents optimise their policies by playing a copies of themselves repeatedly without any direct supervision. The self-play setting has been used in both adversarial and cooperative MARL settings. There has been great success with a series of agents achieving breakthroughs on challenging environments such as Go \cite{59, 60}, Chess \cite{59, 58}, Poker \cite{42, 14} and Hanabi \cite{6, 32, 24}.

It is shown that in a two-player game, a self-play strategy could converge to a Nash equilibrium \cite{46} and could even lead to super-human performance in certain domains \cite{69, 4, 20, 18}. However the self-play framework seems more beneficial in an adversarial MARL setting compared to a cooperative one. For one thing, regret is not easily defined in a self-play setting. In adversarial zero-sum games the strongest regret is considered by using a more tractable notion of external regret \cite{11, 2}. Such
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relaxation however is weak in a cooperative setting [23] and overall regret minimization is not clearly
defined and understood in a non zero-sum-game or an n-player setting. In the cooperative MARL
framework such as Hanabi for example, despite the strength of these agents when playing with copies
of themselves, they often achieve this performance by making use of arbitrary conventions. For
example, in Hanabi, agents will play hint tokens in a specific manner, only interpretable to themselves
[34]. This means many state-of-the-art agents fail to coordinate with an unknown, arbitrary agent
at test time [6], achieving significantly worse cross-play compared to their promising self-play
performance. Furthermore, many prominent MARL agents fail to coordinate with independent runs
of the same agent algorithm [34], suggesting that multiple initializations of the same agent converge
to different strategies (described as the ad-hoc coordination problem).

In this paper we consider the ad-hoc coordination problem [62], whereby an agent has to coordinate
with an unknown partner in either an ad-hoc paradigm or with just a few successive trials. We focus
on the problem of selecting a strategy from a finite set of previously trained agents and interacting
with an agent whose policy is unknown. In this setting the agents need to actively interact and make
inferences about other agents to achieve successful cooperation. Humans do this routinely in their
interactions as suggested by the theory of mind [5, 54].

At the core of our approach we use Gibbs sampling [28]. Although Gibbs sampling is well-known,
as far as we are aware it has not previously been considered for ad-hoc coordination in multi-agent
settings. The method is prominently used for Bayesian inference, and has been applied in various
areas of machine learning; some recent work includes [40, 35, 36, 22] in probabilistic graphical
models and [11, 68] in reinforcement learning. The method forms the core of inference in many
probabilistic programming languages such as OpenBUGS [61], JAGS [53], Church [48], PyMC [51],
and Turing [27]. Gibbs sampling is a simulation approach to estimate the joint probability distribution
by sampling from the conditional probability distributions. By iteratively updating conditional
probabilities, thus evaluating beliefs about the other agents’ strategies and hidden information, agents
are able to form an understanding of the other agents’ policies in such a way that they can perform
close to optimal performance, subject to their capabilities, even in an ad-hoc environment. Despite its
simplicity, our method is able to achieve strong cross-play with unseen partners in the challenging
card game of Hanabi, achieving successful ad-hoc coordination.

While many agents can achieve impressive self-play performance, they often do so by developing
arbitrary conventions which hinder their effectiveness when coordinating with others. A key challenge
in cooperative multi-agent RL is the ability to train robust agents that can play well with others,
including humans [21]. We focus on the multi-player card game of Hanabi [6], being one of the
most prominent testbeds for cooperative MARL [24, 37, 32, 34, 47]. Hanabi is a partially-observation,
fully cooperative multi-agent game that consists of 2-5 players. What makes it such a fascinating
testbed for MARL is the rich volume of potential strategies. For instance, agents may use completely
different conventions, thus two agents may infer different beliefs around the same hint or action taken.
The game therefore represents a multi-challenge problem where one can employ the theory of mind.
One of the prominent challenges in the Hanabi environment is ad-hoc team play, the ability to play
well with an arbitrary player never seen before. As of yet, very few agents have been able to achieve
strong performance in this setting, and those that have rely on significant domain knowledge [33].

The contributions of this paper are as follows. First, to the best of our knowledge, there is no prior
work that considers Gibbs sampling in cooperative multi-agent settings. Second, we show that,
using an extension of the Gibbs algorithm, we are able to achieve close to self-play performance in
cross-play situations with ad-hoc players. Thirdly, while there have been many works that consider
coordination amongst ad-hoc agents, most of these are limited to agents that are trained by the same
model, or are not constrained to a single-shot ad-hoc setting. Our method makes comparisons across
a set of diversified models and therefore a diverse set of ad-hoc agents. Finally, since there are no
restrictions on the policies that can be included, our method offers scope to be applied to future,
stronger base policies.

2 Related Work

Bowling and McCracken [12], and Stone et al. [62] were among the first to propose the ad-hoc
teamwork challenge, whereby agents need to coordinate with a previously unknown agent in a task
where all agents are capable of individually contributing. More recently, the authors of the Hanabi
as in Foerster et al. [24], we consider a setting in which the Markov state, \( s_t \), at time \( t \), the public features are known by all agents and the private features are known by at least one, but not all, the agents. We denote \( f^i \) as representing the private features only observed by agent \( i \). In addition, we assume two types of agents in the system; simple agents, \( A^S \), that play a fixed policy, \( \pi^S \), and complex agents, \( A^C \), which coordinate with the set of simple agents and further have access to the set of policies, \( \Pi = \{ \pi^1, ..., \pi^n \} \). This provides groups of agents with the ability to reason over the intention of others, similar to the theory of mind popularized for understanding human action taking \([5][54]\).

Similar to the approach in [7], the portfolio of the policies, \( \Pi \), is constructed offline. The portfolio consists of a set of policies and for each policy \( \pi^i \in \Pi \) played by the other agents, the optimal response policy is \( B(\pi^i) \). In this work the policy set \( \Pi \), provided to our agent, is not optimised. This could be an area of focus for future work. Further, the function \( B(\pi^i) \) maps \( \pi^i \in \Pi \) to \( \pi^j \in \Pi \). In a more complex setting this assumption could be relaxed, such that instead of \( \Pi \) there is a partner policy set and a response policy set that do not overlap.

**3 Background**

In this paper we consider fully-cooperative Markov games. We model this setting with a Decentralized Partially-Observable Markov Decision Process (Dec-POMDP \([9][45]\)), defined as a tuple \( G = \{ S, U, P, R, \Omega, O, \gamma \} \), with states \( s_t \in S \). There are \( i = 1, ..., N \) agents who each choose actions, \( u^i_t \in U \) at each time step, in which \( \Omega \) is the the set of observations for each agent. The game is partially observable, with \( o^i_t \sim O(o^i_t|s_t) \) defined as each agent’s (stochastic) observation function. At time \( t \) each agent has an action-observation history \( \tau^i_t = \{ o^i_0, u^i_0, r^i_0, ..., o^i_t \} \) and selects action \( u^i_t \) using stochastic policies of the form \( \pi^i_o(u^i_t|\tau^i_t) \). The transition function, \( P(s^t|s_t, u_t) \), is conditioned on the joint action, \( u_t \).

The game is fully cooperative, thus agents share the reward \( r_t = R(s_t, u_t) \), conditioned on the joint action and the state. The goal is hence to maximize the expected return, \( J = \mathbb{E}_\tau R(\tau) \), where \( R(\tau) = \sum_{t=0}^\infty \gamma^t r_t \) is calculated using a discount factor \( \gamma \).

As in Foerster et al. [24], we consider a setting in which the Markov state, \( s_t \), consists of discrete features, \( f^n \), which are themselves composed of public features, \( f^{pub,n} \), and private features, \( f^{pri,n} \). The public features are known by all agents and the private features are known by at least one, but not all, the agents. We denote \( f^{pri,n} \) as representing the private features only observed by agent \( i \). In addition, we assume two types of agents in the system; simple agents, \( A^S \), that play a fixed policy, \( \pi^S \), and complex agents, \( A^C \), which coordinate with the set of simple agents and further have access to the set of policies, \( \Pi = \{ \pi^1, ..., \pi^n \} \). This provides groups of agents with the ability to reason over the intention of others, similar to the theory of mind popularized for understanding human action taking \([5][54]\).
4 On-the-fly Strategy Adaptation

In this section we briefly overview Gibbs sampling and detail its selection as a credible method for strategy selection in ad-hoc agent settings. We then introduce our algorithm, On-the-fly Strategy Adaptation (OSA).

4.1 Gibbs Sampling

In line with the theory of mind, one possible approach for coordination in multi-agent ad-hoc problems is the formation of beliefs regarding strategies that are played by the other agents in the system. If agents can accurately identify and understand the strategies that are played by other agents, they can respond with a policy that could achieve the best results. In a partially-observable, multi-agent problem space however, agents need to estimate the joint probability distribution of the other agents’ policies and the hidden information, which, by definition, is not available to them. This joint probability distribution is more often than not difficult to infer and thence sample from.

In our ad-hoc coordination settings, the complex agents, $A^C$, need to estimate the joint probability distribution $P(\pi^S, f^{S,s_t} | u^S_t, s_t)$ at every step of the game, where $\pi^S$ is the simple agent policy, and $f^{S,s_t} \in F^{S,s_t} = \{f^{1,s_t}, ..., f^{n,s_t}\}$. Here, $F^{S,s_t}$ denotes a set of features that $A^S$ could be privy to but are hidden from $A^C$ in state $s_t$. For example, in a typical card game, $F^{S,s_t}$ could represent a combination of cards at each step that only $A^S$ can observe and are not openly discarded or on display.

Algorithm 1 Gibbs Sampling

1: Initialize:
   $\pi_0^S \leftarrow \pi^i, \pi^j \in \Pi = \{\pi^1, \ldots, \pi^n\}$
2: for $t = 0, ..., T$ do
3:   if it is $A^C$ turn to play then
4:       Sample $f^{S,s_t}_{t+1} \sim P(f^{S,s_t} | \pi^S_t, u^S_t, s_t)$
5:   Sample $\pi^S_{t+1} \sim P(\pi^S | f^{S,s_t}_{t+1}, u^S_t, s_t)$
6:   end if
7: end for

In order to estimate this joint distribution we utilize an extension of the Gibbs sampling algorithm. Gibbs sampling facilitates the estimation of a joint distribution by sampling from the conditional probabilities of that distribution. Gibbs sampling is a useful method when the full joint distribution is intractable or cannot be evaluated or sampled from directly, but the conditional distribution of each variable (or clique of variables) can be evaluated and hence sampled from. Being able to estimate complex joint distributions from sequences of samples from the conditionals, makes Gibbs sampling a powerful approach to solutions to the joint probability distribution in ad-hoc coordination problems. However, Gibbs sampling in its standard form can be slow to converge and can only provide per-step evaluations in our problem domain. We therefore develop an extended version of the Gibbs approach which is further discussed in Section 4.2. The core of the two-step Gibbs sampling algorithm we use here is shown in Algorithm 1.

Noting that all agents observe $u^S_t$ at every step, we may use Bayes’ theorem to estimate the distributions in steps 4 and 5 of Algorithm 1 as follows:

$$P(f^{S,s_t} | \pi^S_t, u^S_t, s_t) = \frac{P(u^S_t | f^{S,s_t}, \pi^S_t, s_t) P(f^{S,s_t} | \pi^S_t, s_t)}{P(u^S_t | \pi^S_t, s_t)}$$  \hspace{1cm} (1)

$$= \frac{P(u^S_t | f^{S,s_t}, \pi^S_t, s_t) P(f^{S,s_t} | \pi^S_t, s_t)}{\sum_{f^{1,s_t}} P(u^S_t | f^{1,s_t}, \pi^S_t, s_t) P(f^{1,s_t} | \pi^S_t, s_t)}$$  \hspace{1cm} (2)

$$P(\pi^S | f^{S,s_t}_{t+1}, u^S_t, s_t) = \frac{P(u^S_t | \pi^S | f^{S,s_t}_{t+1}, s_t) P(\pi^S | f^{S,s_t}_{t+1}, s_t)}{P(u^S_t | f^{S,s_t}_{t+1}, s_t)}$$  \hspace{1cm} (3)
We further note that the Gibbs approach facilitates a per-step evaluation of $\pi^S$ for the complex agents. This, however, is not sufficient to accurately estimate the policy for $A^S$. We use the most frequent value of the per-step evaluations and this is further discussed in Section 4.2.

4.2 The OSA Algorithm

We introduce On-the-fly Strategy Adaptation (OSA) as an extension to Algorithm 1. In the OSA approach, the set of $A^C$ perform the Gibbs update steps of Algorithm 1 to evaluate $\pi^s_t$, providing per-step evaluation of $\pi^S$. Each agent in $A^C$ then uses the most likely policy evaluation, $\hat{\pi}^S_t$, as its policy belief over $A^S$ at time $t$. We note therefore, that $\hat{\pi}^S_t = \text{Mode}(\pi^S_1, ..., \pi^S_{t+1})$. Agents $A^C$ then set their policy $\pi^C_t$ to $B(\hat{\pi}^S_t)$, where $B(\hat{\pi}^S_t)$ is the optimal response policy for $\hat{\pi}^S_t$.

In addition to $A^C$ evaluating each policy in $\Pi$ based on the observed action $u^S_t$, we augment the approach to remove redundant policies from the set. For every policy $\pi^i \in \Pi$, if $P(u^S_t | \pi^i, s_t) \approx 0$, we remove that policy from the policy set (Algorithm 2, steps 6-8). This improves accuracy when $\Pi$ is a large set and reduces the computational overheads of the approach by removing poor policies early on.

The full OSA procedure is shown in Algorithm 2. We use Equations 2 and 4 to evaluate steps 4 and 10 in the algorithm. Figure 1 presents the schematics of the algorithm.

5 Experiments

In this section we test the ability of OSA to find effective ad-hoc coordination policies. To begin, we consider a toy setting, where agents must coordinate in a simple game of volleyball. We then consider the challenging card game of Hanabi, one of the most prominent testbeds for cooperative AI, where we seek to achieve coordination between a set of MARL and hand-coded agents.

For all evaluations presented in this paper, we used Intel Xeon Gold CPUs (with 48 cores), running at 2.3GHz and with 256 GB RAM.
Algorithm 2 OSA algorithm

Input: set of fixed policies \( \Pi = \{ \pi^1, ..., \pi^n \} \)

1: Initialize:
   \( \hat{\pi}^{S}_0 \leftarrow \pi^i \), \( \pi^i \in \Pi = \{ \pi^1, ..., \pi^n \} \)

2: while the game is ongoing do
3:   if it is \( A^C \) turn to play then
4:      \( f^{S,s}_{t+1} \sim P(f^{S,s}_{t} \mid \hat{\pi}^{S}_t, u^S_t, s_t) \)
5:      for \( \pi^i \in \{ \pi^1, ..., \pi^n \} \) do
6:         if \( P(u^S_t \mid \pi^i, s_t) \approx 0 \) then
7:            \( \Pi = \Pi \setminus \{ \pi^i \} \)
8:      end if
9:   end for
10:  \( \pi^{C}_{t+1} \sim P(\pi^S_t \mid f^{S,s}_{t+1}, u^S_{t+1}, s_t) \)
11:  \( \hat{\pi}^{S}_{t+1} = \text{Mode}(\pi^1_{t+1}, ..., \pi^n_{t+1}) \) \( \triangleright \) Remove redundant policies
12:  \( \pi^{C}_{t+1} = B(\hat{\pi}^{S}_{t+1}) \) \( \triangleright B: \) optimal response policy function
13: end if
14: end while

In our experiments, we assume that all policies in \( \Pi \) are equally likely for \( A^C \) to interact with and therefore \( A^C \) assumes a uniform prior distribution over \( \pi^i \in \Pi \). We note that this assumption is not necessary for the algorithm and can be relaxed. Further in our first experiment, the Slime Volleyball game \( F^{S,s}_{t} \) is a small set and therefore we perform evaluations of Equations 2 and 4 for the whole set at each step of the game. In our second experiment, the Hanabi game, \( F^{S,s}_{t} \), which is the set of all possible hands that \( A^S \) can be privy to, is large and we sample from it at each step of the game.

We further assume that self-play is the optimal response policy in our experiments and therefore \( B(\hat{\pi}^{S}_{t}) = \hat{\pi}^{S}_{t} \). The reason we choose self-play as an optimal response policy is that a player’s best response has to be a strategy that maximizes its expected reward and ideally will result in a Nash equilibrium, where no other player has an incentive to play a different strategy. As discussed earlier, in a two-player setting where regret is minimized, although not guaranteed a self-play strategy could still converge to a Nash equilibrium and perform very well in non zero-sum-games [29]. We discuss this further in Section 5.3.

5.1 Slime Volleyball

We begin by considering the game of volleyball. We modified the recently introduced Slime Volleyball (slimevolleygym, [30]) such that the two “slime” agents play together in a cooperative fashion, seeking to keep the ball in the air for as long as possible (see Fig. 2). In addition, we alter the agent observation to make it partially observable, inducing a coordination problem as the agents cannot see the horizontal ball speed when the ball is in their side of the court, thus must infer this information along with the strategy of the other agent.

We consider three types of agents, one trained in self-play mode with deep RL (PPO, [57]), one trained in self-play mode with a genetic algorithm (GA. [3]), and finally a scripted bot (Bot) which takes an action based on simple set of rules.

We assess the performance using two indicators of value, namely the average duration of each game (time) and the total number of passes between the players. Higher values for these indicators imply the agents are coordinating effectively.
Slime volleyball cross-play with and without OSA. Each cell shows the mean ± standard error for time and number of passes for 1000 games. The first row in each cell is the duration time and the second the number of passes. Larger values imply improved coordination performance.

| Table 1: Without OSA | Table 2: With OSA |
|---------------------|-------------------|
| π^S                 | π^S               |
| Bot → GA          | Bot → GA          |
| 2644 ± 19         | 2640 ± 19         |
| 21.24 ± 0.22      | 21.24 ± 0.22      |
| 23.58 ± 0.22      | 23.58 ± 0.22      |
| 2290 ± 19         | 2290 ± 19         |
| Bot → PPO         | Bot → PPO         |
| 2268 ± 20         | 2268 ± 20         |
| 2724 ± 14         | 2724 ± 14         |
| 1259 ± 12         | 1259 ± 12         |
| GA → PPO          | GA → PPO          |
| 2282 ± 0.21       | 2282 ± 0.21       |
| 32.23 ± 0.21      | 32.23 ± 0.21      |
| 13.37 ± 0.19      | 13.37 ± 0.19      |
| PPO → Bot         | PPO → Bot         |
| 2222 ± 19         | 2222 ± 19         |
| 1254 ± 12         | 1254 ± 12         |
| 1979 ± 18         | 1979 ± 18         |
| PPO → GA          | PPO → GA          |
| 23.99 ± 0.25      | 23.99 ± 0.25      |
| 15.22 ± 0.15      | 15.22 ± 0.15      |
| 26.79 ± 0.32      | 26.79 ± 0.32      |

In Table 1, we show the cross-play matrix for the three agents in our set. For example, the PPO agent can play for on average 26.79 passes, and the GA agent can play for 32.23 passes - yet when they are paired together the numbers are significantly lower (15.22 and 13.37, with numbers differing due to the ordering of the agents). When we use OSA to adapt the policy from the entire set, we are able to achieve a significantly better return (Table 2). Not only that OSA outperforms the cross-play matrix, but also for each π^S, the OSA is able to achieve the self-play performance levels.

For the number of passes the results achieved by OSA are higher in all cases and statistically significant using the standard errors. For the average time, OSA achieves levels that are higher and statistically significant as well, with the exception of π^S playing the PPO policy and the π^S_i the Bot policy. The number of passes are still higher in this case when using OSA. The reason for the higher average time for the cross-play compared to OSA is that the Bot policy is a much slower strategy compared to the PPO and the Bot agent keeps the ball in his court for a longer duration compared to the PPO agent. So while the average time is higher for the cross-play without OSA, the agents cooperation in passing the ball to each other is less.

### 5.2 Hanabi Experiments

We now consider ad-hoc coordination in the challenging Hanabi learning environment [6]. A brief description of the game and rules are as follows. There are five cards in each player’s hand. There are five colors; for each color, card values are as follows: one 5, three 1s, and two cards of ranks 2, 3 & 4, providing 10 cards per color and a total of 50 cards in a deck. The players can observe the hands for all other players but not their own. The players need to cooperate by exchanging information using hints. The latter can help players make a decision as to which card to play. The goal of the game is to make a ‘firework’ for each color, consisting of all the card ranks of that color. Five fireworks can hence be made and the maximum score for each game is 25. There are 20 actions possible for each player at each turn; a player can either play or discard one of the 5 cards they are holding or they can hint to the rank or the color of the other players’ holdings. The game begins with eight available information tokens and three life tokens. The game ends immediately if all life tokens are gone. The game can also come to an end if all fireworks have been successfully made, or after a player draws the last card from the deck and every player has taken one final turn.

Moving to ad-hoc coordination, a wide range of agents have been considered for Hanabi. In this paper we consider coordination amongst the following: Rainbow [51], hand coded bots from the Hanabi Open Agent Dataset (HOAD, [56]), Valuebot, Holmesbot, Iggi and Piers, and Multi Agent PPO (MAPPO, [67]). Notably, this includes both on policy (MAPPO) and off policy (Rainbow) deep RL approaches, as well as scripted bots, providing a diverse range of agents. For the MAPPO model, we use two separate trained policies with different seeds.

With regards to the bot strategies the Valuebot plays cards that it has enough knowledge to know that they are playable, and gives hints about the cards that are valuable. It also prefers to discard the oldest cards first. Holmesbot is similar to Valuebot, but uses the life tokens and additional inference to strategize [56]. Iggi plays cards that it has enough information about as well and prefers number hints over color hints. Unlike the Valuebot it prefers discarding unplayable cards first and before the oldest card. Piers is similar to Iggi but also uses the life tokens and additional rules in order to strategize and avoid discarding the cards that are valuable [56,15]. Therefore there is a positive correlation between Valuebot and Holmesbot strategies on one hand, and Iggi and Piers strategies on the other hand.
Mean rewards for ad-hoc play between agents $A^C$ and $A^S$, when the simple agent’s policy is part of the complex agent’s policy set.

| $\pi^C$ | $\pi^S$ |
| --- | --- |
| MAPPO-1 | MAPPO-2 | Holmesbot | Iggi | Piers | Rainbow | Valuebot |
| MAPPO-1 | MAPPO-2 | Holmesbot | Iggi | Piers | Rainbow | Valuebot |

5.2.1 Using OSA for Hanabi

We focus on a 2-player version of Hanabi, consisting of agents $A^C$ and $A^S$. The hidden information from $A^C$ at each step is its own hand $H^C_t$, which is known by $A^S$. Therefore $A^C$ attempts to estimate the joint probability distribution $P(\pi^C, H^C_t | \pi^S, s_t)$ at each step using OSA (Algorithm 2), where $f^{\pi^S, s_t} = H^C_t$. We now evaluate the performance of agents in a variety of settings, with and without OSA. All evaluations are averaged over 1000 games.

5.2.2 Ad-hoc team play

As with the slime volleyball setting, we begin by considering the cross-play matrix of the agents in our set, which we show in Table 3. As can be seen, compatibility is non-trivial, for example Rainbow achieves 22.01 in self-play, but less than one point with Holmesbot or Valuebot. In addition, even the same algorithm may not repeatedly discover compatible strategies, the MAPPO agents both perform drastically worse together than when partnered with a copy of themselves.

To test OSA, we conduct two sets of Hanabi experiments. In the first Hanabi experiment agent $A^S$’s policy is included in the $A^C$’s policy set, therefore $\pi^S \in \Pi$. In the first experiment we have a fixed set policies for all experiments. The results are shown in Table 4. As we see, when the agent is included in the set, OSA is able to recover performance close to self-play. Even in challenging settings, for example being initialized with a Holmesbot agent and playing with Rainbow, the algorithm still achieves a score of 19.54.

Next we consider a more challenging setting, where $A^C$ does not have $A^S$’s policy, $\pi^S \not\in \Pi$. In this second experiment, for each evaluation we exclude $\pi^S$ from our set. The results are shown in Table 5. As we see, despite not containing the optimal policy, $A^C$ still successfully plays with $A^S$ using the policy in its set that is most correlated with $\pi^S$ for majority of the games. Comparisons for both experiments, which both contain statistically significant gains are shown in Table 6.

Table 7: Mean ± std err of rewards for $A^C$ playing each of the 7 policies in the two Hanabi experiments.
5.2.3 Complex agent policy distribution in ad-hoc games

In order to better understand the strength and weakness of the method, we assess the distribution of the policies that $A^C$ plays in coordination with $A^S$ for each Hanabi experiment. Figure 3 depicts the distribution for $\pi^C_T$ in the first Hanabi experiment ($\pi^S \in \Pi$) in which $\pi^C_T$ is agent $A^C$’s policy at the end of each game. The blue bars indicate the distribution over all games, irrespective of reward values at the end of each game. The red bars indicate the distribution only for the games in which rewards were greater than zero. In the first experiment, with the exception of the Holmesbot and Valuebot strategies, agent $A^C$ has close to perfect accuracy in identifying $\pi^S$ and playing the policy with $A^S$. In the case of Holmesbot and Valuebot strategies, the two policies have a high correlation and excellent cross-play scores. Whilst OSA identifies $\pi^S$ accurately in majority of the games, at times it identifies Holmesbot as Valuebot and vice versa. We note, however, that for these two policies the games that are wrongly identified as the other type still yield a positive reward with very few exceptions.

Figure 4 depicts the distribution of $\pi^C_T$ in the second Hanabi experiment, in which $\pi^S \not\in \Pi$. In this experiment, across all seven policies, agent $A^C$ plays the policy with the highest cross-play score with $\pi^S$ for the majority of games. In this experiment we note that $A^C$ also plays, on occasion, other policies that have a correlation with $\pi^S$. We further note that in many games that achieved zero scores, $\pi^C_T$ was still the policy with the closest cross-play score to $\pi^S$.

In summary, in the first Hanabi experiment, $\pi^S$ is the dominant policy selected by $A^C$ to play $A^S$, and in the second Hanabi experiment, where $\pi^S \not\in \Pi$, the policy with the highest cross-play score with $\pi^S$ is the dominant strategy for $A^C$ to play with $A^S$.

5.2.4 $k$-shot coordination

All experiments performed in the previous section are single-shot ad-hoc coordination games in which an agent $A^C$ has no knowledge of agent $A^S$’s policy, and has not played with $A^S$ previously. In this section we define a $k$-shot ad-hoc game whereby $A^C$ plays with $A^S$ a total of $k$ times in the second Hanabi game ($\pi^S \not\in \Pi$). We note that, in the first Hanabi experiment, the agents already achieve close to self-play performance levels in a single-shot ad-hoc setting.

For the $k$-shot games, agent $A^C$ begins the first game by using OSA and continues until a positive reward is achieved. If the agents achieve a positive reward in the $m$th game of the $k$ games, $A^C$ uses $\pi^C_{m}^{T}$ for the subsequent games, where $\pi^{C,m}_{T}$ is $A^C$’s last step policy of the $m$th game using the OSA.
method. In short $A^C$ plays as follows:

$$
\pi_{C,m} = \begin{cases} 
\pi^C_{m-n}, & \text{if } (R^{m-n} > 0) \land (m > n \geq 0) \\
\pi^C_{t,m}, & \text{otherwise}
\end{cases}
$$

where $R^{m-n}$ is the reward for game $m - n$. Table 8 shows the results for $k$-shot games, where $k \in \{0, 1, 4\}$, in the second experiment, in which $\pi^S \not\in \Pi$. These results are compared with the maximum cross-play scores of $A^C$'s policies against $\pi^S$. In the 4-shot game, for all policies, the agents achieve rewards close to this maximum level.

Table 8: Mean ± std err of rewards in $k$-shot games. $A^C$ plays each of the 7 policies using OSA and $\pi^S \not\in \Pi$.

|              | MAPPO-1 | MAPPO-2 | Holmesbot | Iggi | Piers | Rainbow | Valuebot |
|--------------|---------|---------|-----------|------|-------|---------|----------|
| $\mathbb{E}_t(R_t | k) :$ |         |         |           |      |       |         |          |
| $k = 0$      | 10.44 ± 0.12 | 11.90 ± 0.13 | 13.31 ± 0.10 | 10.05 ± 0.10 | 9.92 ± 0.11 | 11.36 ± 0.11 | 14.28 ± 0.09 |
| $k = 1$      | 12.84 ± 0.12 | 13.76 ± 0.12 | 16.45 ± 0.09 | 10.76 ± 0.10 | 10.86 ± 0.11 | 13.45 ± 0.11 | 16.72 ± 0.08 |
| $k = 4$      | 14.52 ± 0.11 | 14.86 ± 0.11 | 17.33 ± 0.07 | 11.05 ± 0.10 | 11.43 ± 0.10 | 14.21 ± 0.10 | 17.24 ± 0.07 |
| $\max_{C,m}(\mathbb{E}_t R_t)$ | 16.41 ± 0.11 | 15.66 ± 0.11 | 17.49 ± 0.07 | 13.24 ± 0.09 | 12.75 ± 0.09 | 16.30 ± 0.10 | 17.44 ± 0.07 |

5.2.5 Comparison with a Common Best Response to a Population Policy

In this section we compare the performance of the OSA algorithm with a common best response (CBR) to a population of agents policy. The CBR policy trains on all seven strategies using the MAPPO optimisation method. Table 9 shows the performance of this policy compared to the OSA algorithm in a single-shot game for both experiments. Both OSA experiments perform significantly better compared to the CBR Policy.

Table 9: Mean ± standard error of rewards for the CBR Policy and the two OSA experiments.

|              | MAPPO-1 | MAPPO-2 | Holmesbot | Iggi | Piers | Rainbow | Valuebot |
|--------------|---------|---------|-----------|------|-------|---------|----------|
| CBR Policy   | 5.36 ± 0.12 | 6.03 ± 0.13 | 1.11 ± 0.07 | 2.38 ± 0.08 | 3.67 ± 0.11 | 4.28 ± 0.12 | 2.20 ± 0.06 |
| OSA ($\pi^S \not\in \Pi$) | 10.44 ± 0.12 | 11.90 ± 0.13 | 13.31 ± 0.10 | 10.03 ± 0.10 | 9.92 ± 0.11 | 11.36 ± 0.11 | 14.28 ± 0.09 |
| OSA ($\pi^S \in \Pi$)   | 22.96 ± 0.05 | 21.74 ± 0.06 | 13.79 ± 0.10 | 16.09 ± 0.04 | 16.35 ± 0.04 | 19.98 ± 0.07 | 16.10 ± 0.07 |

5.3 Discussion

In our Hanabi experiments we have included a set of policies from a diversified set of models. We note that agent $A^C$'s policy set, $\Pi$, is not restrictive and can include other models. For example the strategies presented in [34] and [33] are shown to play the Hanabi game well with humans in ZSC settings; these policies could be added to agent $A^C$'s policy set. The OSA algorithm is a method that is inclusive of all strategies and models and not in direct comparison with each. It may also be possible to achieve strong ad-hoc coordination by learning a set of diverse strategies and then using OSA at test time, e.g. via Fictitious Co-Play [63].

Further, due to the policy-removal addition to the Gibbs sampling algorithm (steps 5 to 9 in Algorithm 2), the method is able to focus the policy set to the most relevant subset early on in the game, thereby scaling well as the number of policies in $\Pi$ are increased. In addition, performance is further improved in $k$-shot games with the OSA method and agents can achieve performance close to the best cross-play in the policy set, when $\pi^S$ is not in $\Pi$. We note that this improvement can not be achieved for strategies that play a fixed policy in every play of the $k$-shot game.

Regarding the limitations of OSA, $A^C$'s performance is dependent on the policies in $\Pi$ and $\pi^S$. If none of the policies in $\Pi$ are compatible with $\pi^S$, OSA will not perform well. A well diversified portfolio of policies will mitigate this issue to some extent. This further implies that if $\pi^S$ is a random play, the algorithm will not have any added value. We further note that, in the current format, the method treats all policies in the policy set $\Pi$ equally and there are no portfolio optimization steps for policy selection. We see this as a possible extension.

We have not investigated in detail the alternative approach of training a best response policy in this work. The OSA algorithm performs two main steps. In the first step the algorithm evaluates the
other agents by estimating the joint probability, \( P(\pi^S, f^{S,t} | u^S_t, s_t) \), discussed in Section 4.1. The second step is to determine the best response policy after this evaluation. We chose self-play in our experiments. However it is possible that self-play is not the optimal response policy for certain MARL settings. While there is a lot of empirical evidence for the success of self-play strategies, more theoretical work is needed to better understand their effectiveness specifically in non zero-sum-games. Even though the two-player self-play game could converge to a Nash equilibrium this is not a guaranteed outcome in non zero-sum-games especially in games with partial observability. We also note that finding a Nash equilibrium itself is a minimal requirement for a satisfactory result in a multi-agent system. While it could be the only optimal solution in some games, it is possible to have multiple Nash equilibria and in that case for a good performance it is reasonable to require the game to converge to a Pareto optimal Nash equilibrium [18], as in this case simply achieving a Nash equilibrium could be sub-optimal. Further in our experiments the games are symmetric with respect to the agents and no agent has an advantage compared to others. Choosing self-play as a best response policy in an environment where agents have non-symmetric resources could lead to an undesirable outcome.

6 Conclusion and Future Work

We presented On-the-fly Strategy Adaptation (OSA), a novel approach for coordination between ad-hoc agents across a set of diverse models. Despite its simplicity, the algorithm achieves impressive performance while scaling gracefully. We have further provided average rewards for both ad-hoc and \( k \)-shot ad-hoc games and shown that performance improves in \( k \)-shot games. We believe OSA could be particularly impactful in partially observable cooperative settings, which feature in many real world settings.

Considering potential extensions to improve performance, we note that the complex agent’s choice of its policy set, \( \Pi \), can be optimized. In our current setting, policies are treated equally and no analysis is made of the models that generate these policies, nor their policy cross-correlations. We note that there is such cross-correlation amongst policies in most games. A potential extension to OSA could consider moving beyond simply removing policies and allowing policy creation and evolution, similar to reversible jump Markov chain Monte Carlo methods [55]. This may allow for a dynamic policy set at each step of the game.

Potential extensions to the algorithm could re-evaluate the approach for the best response policy and to consider policies that are not self-play. Further work can consider using the OSA approach for strategy selection alongside a method for generating diverse strategies [16, 60, 41, 50, 19]. Furthermore, it may even be possible to directly optimize agents to achieve strong ad-hoc coordination via our approach. For example, we could train agents in such a fashion that they provide useful contributions to the policy set. Other extensions of the work offers relaxation of the assumption that agents \( A^S \) play a fixed policy throughout the game. It is reasonable to assume that some agents in the system could play a mixed strategy during the game.

Finally, we note that in both of our experiments the rules of the game are fixed. In real-world problems, rules themselves are a variable within the system and subject to change. Since OSA uses the conditional probabilities to estimate the joint probability, in theory it is possible to adapt to evolving rules, though this is a particularly challenging problem.
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