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ABSTRACT. We give here a constructive account of the frequentist approach to probability, by means of natural density. Using this notion of natural density, we introduce some probabilistic versions of the Limited Principle of Omniscience. Finally we give an attempt general definition of probability structure which is pointfree and takes into account abstractely the process of probability assignment.

1. INTRODUCTION

Natural density \cite{9} provides a notion of size for subsets of natural numbers. Classically the density of $A \subseteq \mathbb{N}^+$ is defined as

$$\delta(A) = \lim_{n \to \infty} \frac{|A \cap \{1, \ldots, n\}|}{n}$$

provided this limit exists. Since classically subsets of $\mathbb{N}$ are in bijective correspondence with sequences of 0s and 1s, this notion of density still works for such sequences and can provide a constructive account of frequentist probability. Here we study such a notion of frequentist probability in a constructive framework and we introduce some weak probabilistic forms of the limited principles of omniscience. Our treatment is informal à la Bishop, but it can be formalized in the extensional level of the Minimalist Foundation \cite{8, 7} with the addition of the axiom of unique choice. Finally we will propose a more general pointfree notion of probabilistic structure inspired by the properties which hold in our constructive treatment of frequentist probability and in other classical situations related to Kolmogorov’s axiomatic probability and to fuzzy sets.

2. A CONSTRUCTIVE ACCOUNT OF NATURAL DENSITY

2.1. Potential events. A potential event $e$ is a sequence of 0s and 1s.

$$e(n) \in \{0, 1\} \ [n \in \mathbb{N}^+]$$

Potential events form a set with extensional equality, that is two potential events $e$ and $e'$ are equal if $e(n) = e'(n) \ [n \in \mathbb{N}^+]$. This set, which we denote with $\mathcal{P}$, can be endowed with a structure of boolean algebra as follows:

(1) the bottom $\bot$ is $\lambda n.0$;
(2) the top $\top$ is $\lambda n.1$;
(3) the conjunction $e \land e'$ of $e$ and $e'$ in $\mathcal{P}$ is $\lambda n.(e(n)e'(n))$;
(4) the disjunction of $e \lor e'$ of $e$ and $e'$ in $\mathcal{P}$ is $\lambda n.(e(n) + e'(n) - e(n)e'(n))$;
(5) the negation $\neg e$ of $e \in \mathcal{P}$ is $\lambda n. (1 - e(n))$;
(6) for every $e, e' \in \mathcal{P}$, $e \leq e'$ if and only if $e(n) \leq e'(n)$ for all $n \in \mathbb{N}^+$.

Potential events can be understood as sequences of outcomes ("success" or "failure") in a sequence of iterated trials.

For every potential event $e$, one can define a sequence of rational numbers
$$\Phi(e)(n) \in \mathbb{Q} \ [n \in \mathbb{N}^+]$$
taking $\Phi(e)(n)$ to be $\frac{\sum_{i=1}^{n} e(i)}{n}$. This sequence is called the sequence of rates of success (or frequencies) of the potential event $e$.

2.2. Actual events. Actual events are those potential events for which the sequence of rates of success can be shown constructively to be convergent.

**Definition 2.1.** An actual event is a pair $(e, \gamma)$ where $e$ is a potential event and $\gamma$ is a strictly increasing sequence of natural numbers such that
$$|\Phi(e)(\gamma(n) + i) - \Phi(e)(\gamma(n) + j)| \leq \frac{1}{n} \bigg[ n \in \mathbb{N}^+, \ i, j \in \mathbb{N} \bigg]$$

We denote with $\hat{\mathcal{A}}$ the set of actual events and two actual events $(e, \gamma)$ and $(e', \gamma')$ are equal, $(e, \gamma) = \hat{\mathcal{A}} (e', \gamma')$, if $e =_\mathcal{P} e'$.

Let us now recall the definition of Bishop real numbers from [2].

**Definition 2.2.** A Bishop real $x$ is a sequence $x(n) \in \mathbb{Q} \ [n \in \mathbb{N}^+]$ of rational numbers such that
$$|x(n) - x(m)| \leq \frac{1}{n} + \frac{1}{m} \bigg[ n \in \mathbb{N}^+, \ m \in \mathbb{N}^+ \bigg]$$

Two Bishop reals $x$ and $y$ are equal if $|x(n) - y(n)| \leq \frac{2}{n} \bigg[ n \in \mathbb{N}^+ \bigg]$. The set of Bishop reals is denoted with $\mathbb{R}$.

We now show that one can well define a notion of probability on actual events.

**Proposition 2.3.** If $(e, \gamma)$ is an actual event, then $\Phi(e) \circ \gamma$ is a Bishop real number.

*Proof.* Suppose $m \leq n \in \mathbb{N}^+$. Then $\gamma(m) \leq \gamma(n)$ and hence
$$|\Phi(e \circ \gamma)(n) - \Phi(e \circ \gamma)(m)| = |\Phi(e)(\gamma(n)) - \Phi(e)(\gamma(m))| \leq \frac{1}{m} < \frac{1}{n} + \frac{1}{m}.$$ 

This implies that $\Phi(e) \circ \gamma$ is a Bishop real. \hfill $\Box$

**Proposition 2.4.** If $(e, \gamma)$ and $(e', \gamma')$ are equal actual events, then $\Phi(e) \circ \gamma$ and $\Phi(e') \circ \gamma'$ are equal Bishop reals.

*Proof.* Suppose $(e, \gamma)$ and $(e', \gamma')$ are equal actual events. Since for every $n \in \mathbb{N}^+$, $\gamma(n) \leq \gamma'(n)$ or $\gamma'(n) \leq \gamma(n)$ and $e =_\mathcal{P} e'$, then
$$|\Phi(e \circ \gamma)(n) - (\Phi(e' \circ \gamma')(n)| = |\Phi(e)(\gamma(n)) - \Phi(e)(\gamma'(n))| \leq \frac{1}{n} < \frac{2}{n} \bigg[ n \in \mathbb{N}^+ \bigg].$$

From this it follows that $\Phi(e) \circ \gamma$ and $\Phi(e') \circ \gamma'$ are equal Bishop reals. \hfill $\Box$
As a consequence of the previous two propositions we can give the following

**Definition 2.5.** The function $P : \tilde{A} \to \mathbb{R}$ is defined as follows: if $(e, \gamma)$ is an actual event, then

$$P(e, \alpha) := \Phi(e) \circ \gamma.$$ 

2.3. **Properties of actual events.** We show here some basic properties of $P$. However, before proceeding, we need a trivial but useful result:

**Lemma 2.6.** If $(e, \gamma)$ is an actual event and $\gamma'$ is an increasing sequence of positive natural numbers such that $\gamma(n) \leq \gamma'(n)$ for every $n \in \mathbb{N}^+$, then $(e, \gamma')$ is an actual event.

**Proof.** This is an immediate consequence of the definition of actual event. □

We first show that impossible events are actual null events, i.e. the so called strictness.

**Proposition 2.7.** $(\bot, \lambda n. n)$ is an actual event and $P(\bot, \lambda n. n) =_R 0$.

**Proof.** $\Phi(\bot)(n) = 0$ for every $n \in \mathbb{N}^+$ and so in particular $|\Phi(\bot)(n) - \Phi(\bot)(m)| = 0$ for every $n, m \in \mathbb{N}^+$. This means that $(\bot, \lambda n. n)$ is an actual event and $P(\bot, \lambda n. n) := \Phi(\bot) \circ (\lambda n. n) =_R \lambda n. 0 =_R 0$. □

Then we show that actual events and $P$ satisfy involution.

**Proposition 2.8.** If $(e, \gamma)$ is an actual event, then $(\neg e, \gamma)$ is an actual event and

$$P(\neg e, \gamma) =_R 1 - P(e, \gamma).$$

**Proof.** Let $(e, \gamma)$ be an actual event. It is immediate to see that

$$\Phi(\neg e)(n) = 1 - \Phi(e)(n)$$

for every $n \in \mathbb{N}^+$. From this it follows that

$$|\Phi(\neg e)(\gamma(n) + m) - \Phi(\neg e)(\gamma(n) + m')| = |1 - \Phi(e)(\gamma(n) + m') - 1 + \Phi(e)(\gamma(n) + m')| =

= |\Phi(e)(\gamma(n) + m') - \Phi(e)(\gamma(n) + m)| \leq \frac{1}{n} \left[ n \in \mathbb{N}^+, \ m \in \mathbb{N}, \ m' \in \mathbb{N} \right].$$

Hence $(\neg e, \gamma)$ is an actual event. Moreover for every $n \in \mathbb{N}^+$

$$|P(\neg e, \gamma)(n) - (1 - P(e, \gamma))(n)| = |1 - P(e, \gamma)(n) - (1 - P(e, \gamma)(2n))| =

= |P(e, \gamma)(2n) - P(e, \gamma)(n)| \leq \frac{1}{n} + \frac{1}{2n} < \frac{2}{n}$$

so $P(\neg e, \gamma) =_R 1 - P(e, \gamma)$. □

---

1We follow here the definitions of the operations and relations between reals given in Bishop’s book [2].
Moreover actual events are closed under disjunction of incompatible actual events:

**Proposition 2.9.** If \((e, \gamma)\) and \((e', \gamma')\) are actual events with \(e \land e' = \bot\), then if 
\[
\eta := \lambda n. (\gamma(2n) + \gamma'(2n))
\]
the pair \((e \lor e', \eta)\) is an actual event.

**Proof.** Since \(e \land e' = \bot\), we have that \(e \lor e' = e + e'\). Moreover \(\eta\) is clearly strictly increasing, as \(\gamma\) and \(\gamma'\) are so. Moreover for every \(n \in \mathbb{N}^+\), it is immediate to see that 
\[
\Phi(e + e', n) = \Phi(e, n) + \Phi(e', n).
\]

In particular for every \(n \in \mathbb{N}^+, i, j \in \mathbb{N}\)
\[
\left| \Phi(e + e')(\eta(n) + i) - \Phi(e + e')(\eta(n) + j) \right| 
\leq 
\left| \Phi(e)(\gamma(2n) + \gamma'(2n) + i) - \Phi(e)(\gamma(2n) + \gamma'(2n) + j) \right| 
+ 
\left| \Phi(e')(\gamma(2n) + \gamma'(2n) + i) - \Phi(e')(\gamma(2n) + \gamma'(2n) + j) \right| 
\leq 
\frac{1}{2n} + \frac{1}{2n} = \frac{1}{n}.
\]
Hence \((e \lor e', \eta)\) is an actual event. \(\square\)

We now show that the set of actual events with null probability is downward closed:

**Proposition 2.10.** Let \((e, \gamma)\) be an actual event with \(\mathbb{P}(e, \gamma) = \mathbb{R} 0\) and let \(e'\) be a potential event such that \(e' \leq e\), then \((e', \lambda n. \gamma(6n))\) is an actual event.

**Proof.** For every \(n \in \mathbb{N}^+\) and \(i, j \in \mathbb{N}\)
\[
\left| \Phi(e')(\gamma(6n) + i) - \Phi(e')(\gamma(6n) + j) \right| 
\leq 
\left| \Phi(e')(\gamma(6n) + i) \right| + \left| \Phi(e')(\gamma(6n) + j) \right| 
\leq 
\left| \Phi(e)(\gamma(6n) + i) \right| + \left| \Phi(e)(\gamma(6n) + j) \right| 
\leq 
\left| \Phi(e)(\gamma(6n) + i) \right| - \left| \Phi(e)(\gamma(6n)) \right| + \left| \Phi(e)(\gamma(6n) + j) \right| - \left| \Phi(e)(\gamma(6n)) \right| \leq 
\frac{1}{6n} + \frac{1}{6n} + \frac{2}{6n} = \frac{1}{n}
\]
by using the fact that \((e, \gamma)\) is an actual event and \(\mathbb{P}((e, \gamma)) = \mathbb{R} 0\). Hence \((e', \lambda n. \gamma(6n))\) is an actual event. \(\square\)

Moreover \(\mathbb{P}\) satisfies monotonicity:

**Proposition 2.11.** If \((e, \gamma)\) and \((e', \gamma')\) are actual events and \(e \leq e'\), then 
\[
\mathbb{P}(e, \gamma) \leq \mathbb{P}(e', \gamma').
\]

**Proof.** First of all if we take \(\eta\) to be the sequence \(\lambda n. (\gamma(n) + \gamma'(n))\), then \((e, \eta)\) and \((e', \eta)\) are actual events equal to \((e, \gamma)\) and \((e', \gamma')\) respectively as a consequence of proposition 2.6.

In order to show that \(\mathbb{P}(e, \eta) \leq \mathbb{P}(e', \eta)\), we must prove that for every \(n \in \mathbb{N}^+\)
\[
(\mathbb{P}(e, \eta) - \mathbb{P}(e', \eta))(n) \leq \frac{1}{n}
\]
But 
\[
(\mathbb{P}(e, \eta) - \mathbb{P}(e', \eta))(n) = (\mathbb{P}(e, \eta))(2n) - (\mathbb{P}(e', \eta))(2n) = \Phi(e)(\eta(2n)) - \Phi(e')(\eta(2n)).
\]
Hence we must prove that 
\[
\Phi(e)(\eta(2n)) \leq \Phi(e')(\eta(2n)) + \frac{1}{n} \left[ n \in \mathbb{N}^+ \right]
\]
But this is trivially true, because from \(e \leq e'\) we can deduce that 
\[
\Phi(e)(n) \leq \Phi(e')(n) \left[ n \in \mathbb{N}^+ \right].
\]
\(\square\)
Finally we prove that $\mathbb{P}$ satisfies a form of modularity:

**Proposition 2.12.** If $(e, \alpha)$, $(e', \beta)$, $(e \land e', \gamma)$, $(e \lor e', \delta)$ are actual events, then

$$\mathbb{P}(e \lor e', \delta) + \mathbb{P}(e \land e', \gamma) = \mathbb{P}(e, \alpha) + \mathbb{P}(e', \beta).$$

**Proof.** Using proposition 2.6 if $\varepsilon := \lambda n.(\alpha(n) + \beta(n) + \gamma(n) + \delta(n))$, then

1. $\mathbb{P}(e \lor e', \delta) + \mathbb{P}(e \land e', \gamma) = \mathbb{P}(e \lor e', \varepsilon) + \mathbb{P}(e \land e', \varepsilon)$
2. $\mathbb{P}(e, \alpha) + \mathbb{P}(e', \beta) = \mathbb{P}(e, \varepsilon) + \mathbb{P}(e', \varepsilon)$

So we must prove that $\mathbb{P}(e, \varepsilon) + \mathbb{P}(e', \varepsilon) = \mathbb{P}(e \lor e', \varepsilon) + \mathbb{P}(e \land e', \varepsilon)$. However this is immediate as for every $n \in \mathbb{N}^+$

$$e(n) + e'(n) = (e \lor e')(n) + (e \land e')(n)$$

from which it immediately follows that for every $n \in \mathbb{N}^+$

$$\Phi(e, n) + \Phi(e', n) = \Phi(e \land e', n) + \Phi(e \lor e', n).$$

$\square$

### 2.4. Regular events.

Among potential events, there are some events which can be considered sort of “deterministic”: their sequence of outcomes of trials have a periodic behaviour, up to a possible finite number of accidental errors in the recording of the results: these events are here called *regular*:

**Definition 2.13.** Let $\alpha$ and $\pi$ be two finite lists of elements of $\{0, 1\}$ with length $\ell(\alpha)$ and $\ell(\pi) > 0$, respectively. We define the potential event $\|\alpha, \pi\|$ as follows

\[
\begin{cases}
\|\alpha, \pi\|(i) := \alpha_i & \text{if } i \in \mathbb{N}^+, i \leq \ell(\alpha) \\
\|\alpha, \pi\|(i) := \pi_{m(i-\ell(\alpha) - 1, \ell(\pi) + 1)} & \text{if } i > \ell(\alpha)
\end{cases}
\]

where $\alpha_i$ and $\pi_i$ denote the $i$th component of $\alpha$ and $\pi$, respectively and where for all $a \in \mathbb{N}$ and $b \in \mathbb{N}^+$, $rm(a, b)$ is the remainder of $a$ divided by $b$. The potential events of this form are called *regular*.

The goal of the following propositions is to show that regular events are actual. We first show that regular events without errors are actual events and their probability is equal to the frequency of their period.

**Proposition 2.14.** For every finite non-empty list $\pi = [\pi_1, ..., \pi_m]$, $(\|[]\|, |\pi|), \lambda n.4nm$ is an actual event and

$$\mathbb{P}([\|[]\|, \pi|, \lambda n.4nm) = \mathbb{P}([\|[]\|, \pi|, \lambda n.4nm).$$

**Proof.** For every $n \in \mathbb{N}^+$ and every $i, j, \in \mathbb{N}$

$$\left| \Phi([\|[]\|, \pi|, (4nm + i) \land \Phi([\|[]\|, \pi|, (4nm + j) \right| =$$

$$= \left| \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(i, m))m}{4nm + i} \right| + \left| \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(j, m))m}{4nm + j} \right| \leq \left| \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(i, m))m}{4nm + i} - \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(j, m))m}{4nm + j} \right| \leq \left| \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(i, m))m}{4nm + i} - \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(j, m))m}{4nm + j} \right| + \left| \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(j, m))m}{4nm + i} - \frac{\sum_{k=1}^{m} \pi_k}{m} \frac{(4n + q\ell(j, m))m}{4nm + j} \right| \leq$$
Suppose $\Phi(\mathbf{\alpha})$ is a potential event defined by $\mathbf{\alpha} = (\alpha_1, \ldots, \alpha_m)$, then $\mathbf{\alpha} \subseteq \mathbb{N}$. However this sum is equal to $\prod_{k=1}^{m} \pi_k$.

Hence $\prod_{k=1}^{m} \pi_k = \prod_{k=1}^{m} p_k \leq \prod_{k=1}^{m} \pi_k$.

Hence $\mathbb{P}(\prod_{k=1}^{m} \pi_k, \mathbb{N}.2n) = \prod_{k=1}^{m} p_k$.

The next step consists in proving that regular events definitely equal to 0 are actual events and their probability is 0.

**Proposition 2.15.** If $\mathbf{\alpha}$ is a finite list of 0s and 1s with length $m$, then $(\prod_{k=1}^{m} \pi_k, \mathbb{N}.2n)$ is an actual event and $\mathbb{P}(\prod_{k=1}^{m} \pi_k, \mathbb{N}.2n) = 0$.

**Proof.** Suppose $n \in \mathbb{N}^+$ and $i, j \in \mathbb{N}$ with $i \geq j$. Then

$\Phi(\prod_{k=1}^{m} \pi_k)(2n + i) - \Phi(\prod_{k=1}^{m} \pi_k)(2n + j) \leq \mathbb{P}(\prod_{k=1}^{m} \pi_k)(2n + i) + \mathbb{P}(\prod_{k=1}^{m} \pi_k)(2n + j) = \frac{\alpha_1 + \ldots + \alpha_m}{2n + i} + \frac{\alpha_1 + \ldots + \alpha_m}{2n + j} \leq \frac{2m}{2n} = \frac{1}{n}$

Hence $(\prod_{k=1}^{m} \pi_k, \mathbb{N}.2n)$ is an actual event. Moreover for every $n \in \mathbb{N}^+$

$\mathbb{P}(\prod_{k=1}^{m} \pi_k, \mathbb{N}.2n)(n) = \frac{\alpha_1 + \ldots + \alpha_m}{2n} \leq \frac{1}{2n} < \frac{2}{n}

Hence $\mathbb{P}(\prod_{k=1}^{m} \pi_k, \mathbb{N}.2n) = 0$.

Finally we prove that actual events are closed under shift to the right of terms and that probability is preserved by these shifts.

**Definition 2.16.** If $e$ is a potential event, then $e^+$ is the potential event defined by

$$
\begin{align*}
    e^+(1) &:= 0 \\
e^+(n+1) &:= e(n) \text{ for } n \in \mathbb{N}^+
\end{align*}
$$

**Proposition 2.17.** If $(e, \alpha)$ is an actual event, then $(e^+, \mathbb{N}(\gamma(3n)+1))$ is an actual event and $\mathbb{P}(e^+, \mathbb{N}(\gamma(3n)+1)) = \mathbb{P}(e, \gamma)$.

**Proof.** If $n \in \mathbb{N}^+$ and $i, j \in \mathbb{N}$, then $|\Phi(e^+)(\gamma(3n) + 1 + i) - \Phi(e^+)(\gamma(3n) + 1 + j)|$ is less or equal than the sum of $|\Phi(e^+)(\gamma(3n) + 1 + i) - \Phi(e)(\gamma(3n) + i)|, |\Phi(e)(\gamma(3n) + i) - \Phi(e)(\gamma(3n) + j)|$ and $|\Phi(e)(\gamma(3n) + j) - \Phi(e^+)(\gamma(3n) + 1 + j)|$. However this sum is equal to

$$
\frac{\Phi(e)(\gamma(3n) + i)}{\gamma(3n) + i + 1} + \frac{\Phi(e)(\gamma(3n) + i) - \Phi(e)(\gamma(3n) + j)}{\gamma(3n) + j + 1}
$$

$$
\leq \frac{1}{\gamma(3n) + j + 1} + \frac{1}{3n} + \frac{1}{\gamma(3n) + j + 1} \leq 3 \frac{1}{3n} = \frac{1}{n}
$$

Hence $(e, \alpha)$ is an actual event. Moreover

$$
|\Phi(e^+)(\gamma(3n) + 1) - \Phi(e)(\gamma(n))| = \left| \Phi(e)(\gamma(3n)) \frac{\gamma(3n)}{\gamma(3n) + 1} - \Phi(e)(\gamma(n)) \right| \leq
$$
\[
|\Phi(e)(\gamma(3n)) - \Phi(e)(\gamma(n))| + \frac{1}{\gamma(3n) + 1} \leq \frac{1}{n} + \frac{1}{3n + 1} < \frac{2}{n}
\]

Hence \( \mathbb{P}(e^+, \lambda n. (\gamma(3n) + 1)) = R \mathbb{P}(e, \gamma) \). \qedhere

Putting these results together we obtain the following:

**Theorem 2.18.** For every regular event \( \| \alpha, \pi \| \), there exists a strictly increasing sequence of natural numbers \( \gamma \) such that \((\| \alpha, \pi \|, \gamma)\) is an actual event and \( \mathbb{P}(\| \alpha, \pi \|, \gamma) = \frac{\sum \ell(\pi) \cdot \pi_k}{\ell(\pi)} \).

**Proof.** First of all, notice that \( \| \alpha, \pi \| = \perp \| \alpha, [0] \| \lor (\ldots \| [\pi] \| \ldots)^{\perp} \) where \( ^{\perp} \) is applied \( \ell(\alpha) \) times. By proposition 2.15, we know that there exists \( \gamma_1 \) such that \((\| \alpha, [0] \|, \gamma_1)\) is an actual event and, as a consequence of propositions 2.14 and 2.17, there exists \( \gamma_2 \) such that \( ((\ldots \| [\pi] \| \ldots)^{\perp}, \gamma_2) \) is an actual event.

Moreover it is clear that \( \| \alpha, [0] \| \lor (\ldots \| [\pi] \| \ldots)^{\perp} = \perp \), thus, using proposition 2.3, we obtain that there exists \( \gamma \) such that \((\| \alpha, \pi \|, \gamma)\) is an actual event.

Finally, \( \mathbb{P}(\| \alpha, \pi \|, \gamma) = \mathbb{P}(\| \alpha, [0] \|, \gamma_1) + \mathbb{P}((\ldots \| [\pi] \| \ldots)^{\perp}, \gamma_2) - \mathbb{P}(\perp, \lambda n. n) \) by propositions 2.12 and 2.17 and, by propositions 2.15, 2.17, 2.14 and 2.7, this is equal to \( \frac{\sum \ell(\pi) \cdot \pi_k}{\ell(\pi)} \). \( \square \)

We conclude this section with the following result:

**Theorem 2.19.** Regular events form a boolean algebra with the operations inherited by the algebra of potential events.

**Proof.** First of all \( \perp = \| [], [0] \| \) and \( \top = \| [], [1] \| \). Suppose now that \( \| \alpha, \pi \| \) and \( \| \beta, \psi \| \) are regular events. Then \( \neg \| \alpha, \pi \| := \| \neg \alpha, \neg \pi \| \) where \( \neg \alpha \) and \( \neg \pi \) are obtained by changing each term \( x \) of the finite lists in \( 1 - x \). Without loss of generality, we can suppose that \( \ell(\beta) \geq \ell(\alpha) \). It is immediate to check that

\[
\| \alpha, \pi \| \land \| \beta, \psi \| = \| \gamma, \rho \|
\]

\[
\| \alpha, \pi \| \lor \| \beta, \psi \| = \| \gamma', \rho' \|
\]

where \( \ell(\gamma) = \ell(\gamma') = \ell(\beta), \ell(\rho) = \ell(\rho') = \ell(\pi)\ell(\psi), \).

\[
\begin{cases}
\gamma_i := \alpha_i \land \beta_i & \text{if } i \leq \ell(\alpha) \\
\gamma_i := \pi_{rm(i - \ell(\alpha) - 1, \ell(\pi)) + 1} \land \beta_i & \text{if } \ell(\alpha) < i \leq \ell(\beta) \\
\gamma'_i := \alpha_i \lor \beta_i & \text{if } i \leq \ell(\alpha) \\
\gamma'_i := \pi_{rm(i - \ell(\alpha) - 1, \ell(\pi)) + 1} \lor \beta_i & \text{if } \ell(\alpha) < i \leq \ell(\beta) \\
\rho_i := \pi_{rm(\ell(\beta) - \ell(\alpha) + i - 1, \ell(\pi)) + 1} \lor \psi_{rm(i - 1, \ell(\psi)) + 1} \\
\rho'_i := \pi_{rm(\ell(\beta) - \ell(\alpha) + i - 1, \ell(\pi)) + 1} \land \psi_{rm(i - 1, \ell(\psi)) + 1} & \text{for every } 1 \leq i \leq \ell(\pi)\ell(\psi).
\end{cases}
\]

\( \square \)
3. Probabilistic limited principles of omniscience

The limited principle of omniscience, for short LPO, is a non-constructive principle which is weaker than the law of excluded middle (see [1], [2]) which is very important for constructive reverse mathematics (see [5]). It can be formulated in our framework as follows

\[ \text{LPO : } (\forall e \in P)((\forall n \in \mathbb{N}^+)(e(n) = 0) \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)) \]

Having introduced a notion of probability \( \mathbb{P} \) on binary sequences, we can weaken this axiom by restricting it to some subset of potential events or by weakening the disjunction.

Let us first introduce some abbreviations: we will write

1. \( \text{List}^+(A) \) for the set of non-empty lists of elements of a set \( A \);
2. \( \text{Incr}(\mathbb{N}^+, \mathbb{N}^+) \) for the set of increasing sequences of positive natural numbers.
3. \( e \in \mathbb{A} \) for (\( \exists \gamma \in \text{Incr}(\mathbb{N}^+, \mathbb{N}^+) \))(\( (e, \gamma) \in \mathbb{A} \));
4. \( \phi(\mathbb{P}[e]) \) for \( e \in \mathbb{A} \land (\forall \gamma \in \text{Incr}(\mathbb{N}^+, \mathbb{N}^+))(\{e, \gamma\} \in \mathbb{A} \rightarrow \phi(\mathbb{P}(e, \gamma))) \) if \( \phi(x) \) depends on a real number \( x \);
5. \( e \in \mathbb{R} \) for (\( \exists \alpha \in \text{List}((0, 1]))(\exists \pi \in \text{List}^+((0, 1]))(e =_\mathbb{P} ||\alpha, \pi||)\);
6. \( e \in \mathbb{N} \) for \( e \in \mathbb{A} \land \mathbb{P}[e] =_\mathbb{R} 0 \).

In such a way we can define subsets \( \mathbb{A}, \mathbb{R} \) and \( \mathbb{N} \) of \( P \) consisting of actual, regular and null events, respectively.

Before proceeding, let us prove a simple, but very important fact.

**Proposition 3.1.** Let \( e \in P; \)

1. if \( \mathbb{P}[e] > 0 \), then (\( \exists n \in \mathbb{N}^+ \))(\( e(n) = 1 \));
2. if (\( \forall n \in \mathbb{N}^+ \))(\( e(n) = 0 \)), then \( \mathbb{P}[e] =_\mathbb{R} 0 \).

**Proof.** The second point is immediate since (\( \forall n \in \mathbb{N}^+ \))(\( e(n) = 0 \)) means exactly \( e =_\mathbb{P} \perp \).

Suppose now that (\( e, \gamma \)) \( \in \mathbb{A} \) and (\( \exists n \in \mathbb{N}^+ \))(\( e(n) = 1 \)), by definition of \( > \) between real numbers, there exists \( m \in \mathbb{N} \) such that \( \mathbb{P}(e, \gamma)(m) > \frac{1}{m} \), i.e.,

\[ \sum_{i=1}^{\gamma(m)} me(i) > \gamma(m) > 0 \]

Hence there exists \( n \) such that \( 1 \leq n \leq \gamma(m) \) and \( e(n) = 1 \). Thus (\( \exists n \in \mathbb{N}^+ \))(\( e(n) = 1 \)). \( \square \)

We can now introduce a new family of “probabilistic” versions of the limited principle of omniscience.

**Definition 3.2.** For every subset \( \mathcal{E} \) of \( P \) we define the following principles:

1. \( \text{LPO}[\mathcal{E}] \) \( (\forall e \in P)[e \in \mathcal{E} \rightarrow (\forall n \in \mathbb{N}^+)(e(n) = 0) \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)] \)
2. \( \text{PP-LPO}[\mathcal{E}] \) \( (\forall e \in P)[e \in \mathcal{E} \rightarrow \mathbb{P}(e) = 0 \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)] \)
3. \( \text{PPP-LPO}[\mathcal{E}] \) \( (\forall e \in P)[e \in \mathcal{E} \rightarrow \mathbb{P}(e) = 0 \lor \mathbb{P}(e) > 0] \)

First of all, one can notice that \( \text{LPO}[P] \) is exactly \( \text{LPO} \). Let us now study the relation between these probabilistic versions of \( \text{LPO} \). As a direct consequence of proposition 3.1 we have the following

**Proposition 3.3.** If \( \mathcal{E} \) is a subset of \( P \), then

1. \( \text{PP-LPO}[\mathcal{E}] \rightarrow \text{PP-LPO}[\mathcal{E}] \)
2. \( \text{LPO}[\mathcal{E}] \rightarrow \text{PP-LPO}[\mathcal{E}] \)

**Proof.** Points (1) and (2) follow from points (1) and (2) in proposition 3.1 respectively. \( \square \)
Moreover we have

**Proposition 3.4.** If $\mathcal{E} \subseteq \mathcal{E}'$ are subsets of $\mathcal{P}$, then

1. $\text{LPO}[\mathcal{E}'] \rightarrow \text{LPO}[\mathcal{E}]$
2. $\text{P-LPO}[\mathcal{E}'] \rightarrow \text{P-LPO}[\mathcal{E}]$
3. $\text{PP-LPO}[\mathcal{E}'] \rightarrow \text{PP-LPO}[\mathcal{E}]$

**Proof.** This is an obvious consequence of the definitions.

Some of these principles can be proven constructively.

**Proposition 3.5.** The following hold:

1. $\text{LPO}[\mathcal{R}]$
2. $\text{P-LPO}[\mathcal{R}]$
3. $\text{PP-LPO}[\mathcal{R}]$
4. $\text{PP-LPO}[\mathcal{N}]$
5. $\text{P-LPO}[\mathcal{N}]$
6. $\neg \text{PP-LPO}[\mathcal{P}]$

**Proof.** (1) $\text{LPO}[\mathcal{R}]$ holds as it reduces to control, for each $e = \parallel \alpha, \pi \parallel$ in $\mathcal{R}$, a finite number of entries (those in $\alpha$ and $\pi$). (2) is a consequence of (1) and proposition 3.3. For point (3), if $e = \parallel \alpha, \pi \parallel$ in $\mathcal{R}$, then $\mathbb{P}(e) = \sum_{j=1}^{\ell(\pi)} \pi_j \in \mathbb{Q}$. Hence we can decide whether $\mathbb{P}(e) = 0$ or $\mathbb{P}(e) > 0$. Point (4) is obvious, since $e \in \mathcal{N}$ means, by definition, that $\mathbb{P}(e) = 0$. (5) is a consequence of (4) and proposition 3.3. For point (6), there exist potential events $e$ for which there is no $\gamma$ such that $(e, \gamma) \in \tilde{\mathcal{A}}$. Consider for example the sequence 10110011110000... which alternates a group of $2^n$ ones and a group of $2^n$ zeros increasing $n$ at each step.

Moreover we have the following result.

**Proposition 3.6.** For every subset $\mathcal{E}$ of $\mathcal{P}$

$$(\text{P-LPO}[\mathcal{E}] \land \text{LPO}[\mathcal{N}]) \rightarrow \text{LPO}[\mathcal{E}]$$

**Proof.** Suppose $\mathbb{P} - \text{LPO}[\mathcal{E}]$ holds. Then $(\forall e \in \mathcal{P}) [e \in \mathcal{E} \rightarrow \mathbb{P}(e) = 0 \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)]$ which is equivalent to $(\forall e \in \mathcal{P}) [e \in \mathcal{E} \rightarrow e \in \mathcal{N} \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)]$. If $\text{LPO}[\mathcal{N}]$ holds too, then $(\forall e \in \mathcal{P}) [e \in \mathcal{E} \rightarrow ((\forall n \in \mathbb{N}^+)(e(n) = 0) \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)) \lor (\exists n \in \mathbb{N}^+)(e(n) = 1)]$ which is equivalent to $(\forall e \in \mathcal{P}) [e \in \mathcal{E} \rightarrow ((\forall n \in \mathbb{N}^+)(e(n) = 0) \lor (\exists n \in \mathbb{N}^+)(e(n) = 1))]$ which is $\text{LPO}[\mathcal{E}]$. In particular, since $\mathcal{N} \subseteq \mathcal{A} \subseteq \mathcal{P}$ and propositions 3.3 and 3.4 hold, (1), (2) and (3) follow.
Hence we can summarize the situation through the following diagram.

\[
\begin{array}{cccc}
\text{LPO} & \equiv & \text{LPO}[\mathcal{P}] & \longrightarrow \quad \mathbb{P} - \text{LPO}[\mathcal{P}] \\
\downarrow & & \downarrow & \\
\text{LPO}[\mathcal{A}] & \longrightarrow & \mathbb{P} - \text{LPO}[\mathcal{A}] & \quad \mathbb{P} \mathbb{P} - \text{LPO}[\mathcal{A}] \\
\downarrow & & \downarrow & \\
\text{LPO}[\mathcal{N}] & \longrightarrow & \top & \\
\end{array}
\]

We conclude by recalling that both \( \text{LPO} \equiv \text{LPO}[\mathcal{P}] \) and \( \mathbb{P} \mathbb{P} - \text{LPO}[\mathcal{A}] \) can be proven classically.

4. Toward a stratified notion of probability?

As we saw in section 2, there is a 3-layers structure arising from the constructive frequentist approach to probability via natural density: an algebra of actual events is carved out of an algebra of potential events by extending the notion of frequency of finite lists of 0s and 1s (which are identified, up to a finite number of errors, with regular events).

We now recall other situations from classical mathematics, in which a notion of probability is “constructed” from a simpler notion and in which such a 3-layers structure emerges.

4.1. Definition of a probability using a cumulative distribution function. A cumulative distribution function is a function \( F : \mathbb{R} \rightarrow [0, 1] \) such that

1. \( \lim_{x \rightarrow +\infty} F(x) = 1 \);
2. \( \lim_{x \rightarrow -\infty} F(x) = 0 \);
3. \( F \) is non-decreasing;
4. \( F \) is right continuous.

Such a function determines a probability \( \mathbb{P} \) on the algebra \( \mathcal{R} \) of subsets of \( \mathbb{R} \) which are finite unions of left-open right-closed intervals (including unbounded intervals and the empty set). One just have to define \( \mathbb{P}((a, b]) := F(b) - F(a) \), \( \mathbb{P}((\infty, b]) := F(b) \), \( \mathbb{P}((a, +\infty)) := 1 - F(a) \), \( \mathbb{P}(\emptyset) := 0 \) and \( \mathbb{P}(\mathbb{R}) := 1 \) and, then, for finite disjoint unions of such intervals \( \mathbb{P}(\bigcup_{i=1}^{n} I_i) = \sum_{i=1}^{n} \mathbb{P}(I) \).

If \( \mathcal{B}(\mathbb{R}) \subseteq \mathcal{P}(\mathbb{R}) \) is the \( \sigma \)-algebra of Borel subsets of \( \mathbb{R} \), i.e. the \( \sigma \)-algebra generated by open subsets of \( \mathbb{R} \) (which coincides with the \( \sigma \)-algebra generated by \( \mathcal{R} \)), then one can prove (see e.g. [3]) that there exists a unique probability measure \( \mathbb{P} \) on \( \mathcal{B}(\mathbb{R}) \) such that \( \mathbb{P}(E) = \mathbb{P}(E) \) for every \( E \in \mathcal{R} \).

4.2. Caratheodory construction. If \( \mathbb{P}^* : \mathcal{P}(\Omega) \rightarrow [0, 1] \) is an outer probability measure, i.e. if \( \mathbb{P}^* \) satisfies the following:

1. \( \mathbb{P}^*(\emptyset) = 0 \) and \( \mathbb{P}^*(\Omega) = 1 \)
2. if \( E \subseteq E' \), then \( \mathbb{P}^*(E) \leq \mathbb{P}^*(E') \)
3. \( \mathbb{P}^*(\bigcup_{n \in \mathbb{N}} E_n) \leq \sum_{n \in \mathbb{N}} \mathbb{P}^*(E_n) \)
then there is a standard way to produce the largest $\sigma$-algebra on which $P^*$ is a probability measure: this $\sigma$-algebra is the so-called Caratheodory algebra (see e.g. [3])

$$C := \{E \in P(\Omega)\mid \text{for every } X \in P(\Omega) \ (P^*(X) = P^*(X \setminus E) + P^*(X \cap E))\}$$

If $\Omega$ can be endowed with a metric $\delta$ such that for every $E, E' \subseteq \Omega$ with $\delta(E, E') > 0$

$$P^*(E \cup E') = P^*(E) + P^*(E') \ (\ast)$$

then the $\sigma$-algebra of Borel subsets $B(\Omega, \delta)$ is included in $A$. Concretely, $P^*$ is often defined via a valuation on open sets, e.g. in the case of Lebesgue measure in the interval $[0, 1]$.

### 4.3. Fuzzy subsets of a probability space.

Let $(\Omega, \mathcal{R}, \mathbb{P})$ be a Kolmogorov probability space, i.e. $\mathcal{R}$ is a $\sigma$-algebra of subsets of $\Omega$ (which is a Boolean algebra) and $\mathbb{P}$ is a probability measure on $(\Omega, \mathcal{R})$. A fuzzy subset (see [10]) of $\Omega$ is a function $\varphi : \Omega \to [0, 1]$.

Fuzzy subsets of $\Omega$ form a Heyting algebra with

1. $\varphi \leq \psi$ if and only if $\varphi(\omega) \leq \psi(\omega)$ for every $\omega \in \Omega$;
2. $\bot(\omega) := 0$ as bottom;
3. $\top(\omega) := 1$ as top;
4. $\varphi \land \psi$ defined by $(\varphi \land \psi)(\omega) := \inf(\varphi(\omega), \psi(\omega))$ as infimum of $\varphi$ and $\psi$;
5. $\varphi \lor \psi$ defined by $(\varphi \lor \psi)(\omega) := \sup(\varphi(\omega), \psi(\omega))$ as supremum of $\varphi$ and $\psi$;
6. $\varphi \rightarrow \psi$ defined by

\[
\begin{cases}
(\varphi \rightarrow \psi)(\omega) := 1 & \text{if } \varphi(\omega) \leq \psi(\omega) \\
(\varphi \rightarrow \psi)(\omega) := \psi(\omega) & \text{otherwise}
\end{cases}
\]

as Heyting implication of $\varphi$ and $\psi$.

Moreover fuzzy subsets of $\Omega$ form a De Morgan algebra with involution $\neg$ defined by

$$\neg(\varphi)(\omega) := 1 - \varphi(\omega)$$

for every fuzzy subset $\varphi$ of $\Omega$ and every $\omega \in \Omega$.

Among fuzzy subsets of $\Omega$, there are some $\varphi$ which are integrable, i.e. for which the following integral is defined:

$$\int_{\Omega} \varphi \ d\mathbb{P}$$

Integrable fuzzy subsets are closed under $\land$, $\lor$, $\neg$ and include $\bot$ and $\top$, hence they form a de Morgan algebra. Moreover, if we define $\overline{\mathbb{P}}(\varphi) := \int_{\Omega} \varphi \ d\mathbb{P}$ for every integrable fuzzy subset $\varphi, \psi$ we have that

1. $\overline{\mathbb{P}}(\bot) = 0$.
2. $\overline{\mathbb{P}}(\neg\varphi) = 1 - \overline{\mathbb{P}}(\varphi)$;
3. $\overline{\mathbb{P}}(\varphi \land \psi) + \overline{\mathbb{P}}(\varphi \lor \psi) = \overline{\mathbb{P}}(\varphi) + \overline{\mathbb{P}}(\psi)$;
4. if $\varphi \leq \psi$, then $\overline{\mathbb{P}}(\varphi) \leq \overline{\mathbb{P}}(\psi)$.

If for every $E \in \mathcal{R}$ with $\mathbb{P}(E) = 0$, every subset $E'$ of $E$ is in $\mathcal{R}$, then the following property holds for fuzzy subsets of $\Omega$: if $\varphi$ is integrable, $\overline{\mathbb{P}}(\varphi) = 0$ and $\psi \leq \varphi$ is a fuzzy subset, then $\psi$ is integrable.

One can also notice that the set of those integrable fuzzy subsets $\varphi$ for which $\neg\varphi = \varphi \rightarrow \bot$ is exactly the set of characteristic functions of subsets in $\mathcal{R}$. Since subsets in $\mathcal{R}$ can be identified with their characteristic functions, $\overline{\mathbb{P}}$ can be considered as an extension of $\mathbb{P}$ as for every $E \in \mathcal{R}$, $\mathbb{P}(E) = \int_{\Omega} \chi_{\{E\}} \ d\mathbb{P} = \overline{\mathbb{P}}(\chi_{\{E\}})$. 

4.4. An attempt of stratified definition of probability structure. Inspired by the similarities in the situations above, we give here an attempt definition of probability structure.

Definition 4.1. If $\mathcal{P} = (\mathcal{P}, \leq, \land, \lor, \rightarrow, \bot, \top)$ is a Heyting algebra representing an algebra of potential events for which there exists a unary operator $\neg$ for which $(\mathcal{P}, \leq, \land, \lor, \neg, \bot, \top)$ is a de Morgan algebra, a probability structure on $\mathcal{P}$ can be defined as a triplet $(A, \mathcal{P}, R)$ such that

$$
\begin{align*}
A & \text{ set } & R & \subseteq A & A & \subseteq \mathcal{P} & \mathcal{P} & \in A \rightarrow \mathbb{R} \\
\bot & \in R & \top & \in R & \frac{e \in \mathcal{P}}{e \land e' \in R} & \frac{e \in \mathcal{P}}{e \lor e' \in R} & \frac{e \in \mathcal{P}}{-e \in R} \\
& e' \in A & \mathcal{P}(e') = 0 & e \leq e' & \frac{e \in A}{e \in A} & \frac{e \in A}{e \land e' \in A} & \frac{e \in A}{e \lor e' \in A} & \frac{e \in A}{-e \in A} \\
& \mathcal{P}(\bot) = 0 & \frac{e \in A}{e' \in A} & \frac{e \in \mathcal{P}}{e \leq e'} & \frac{e \in A}{e \lor e' \in A} & \frac{e \in A}{e \land e' \in A} & \frac{e \in A}{\mathcal{P}(e) \leq \mathcal{P}(e')} & \frac{\mathcal{P}(-e) = 1 - \mathcal{P}(e)}{\mathcal{P}(e \lor e') + \mathcal{P}(e \land e') = \mathcal{P}(e) + \mathcal{P}(e')}
\end{align*}
$$

$(R, \leq, \land, \lor, \neg, \bot, \top)$ is a boolean algebra.

Every Kolmogorov measure space $(\Omega, \mathcal{E}, \mathcal{P})$ is trivially an example of this structure (one just have to identify $\mathcal{P}$, $A$ and $R$ with the algebra of events $\mathcal{E}$). The definition of a probability (4.1) using a cumulative distribution function determines a probability structure by simply taking $\mathcal{P}$ and $A$ to be the algebra of Borel subsets of reals, $R$ to be the algebra $\mathcal{R}$, and $\mathcal{P}$ as probability function. Caratheodory construction (4.2) determines a probability structure by taking $\mathcal{P}$ to be the powerset algebra of a metric space $(\Omega, \delta)$, $A$ to be the Caratheodory algebra determined by an outer probability measure on $\mathcal{P}(\Omega)$ satisfying condition $(\ast)$, $R$ to be the algebra of Borel subsets of $(\Omega, \delta)$, and $\mathcal{P}^*$ as probability function. Also the construction in (4.3) determines a probability structure when for every $E \in R$ with $\mathcal{P}(E) = 0$, every subset $E'$ of $E$ is in $\mathcal{R}$: one can take $\mathcal{P}$ to be the set of fuzzy sets, $A$ to be the set of integrable fuzzy sets, $R$ to be the set of (characteristic functions of) subsets in $\mathcal{R}$, and $\mathcal{P}$ as probability function. Finally, our constructive natural density determines a probability structure: $\mathcal{P}$, $A$ and $R$ are the algebras of potential, actual and regular events, while $\mathcal{P}$ is the natural density defined in section 2.

Acknowledgements. The author would like to thank Francesco Ciraulo, Hannes Diener, Milly Maietti, Fabio Pasquali and Giovanni Sambin for fruitful discussions about the subject of this paper. The author thanks EU-MSCA-RISE project 731143 “Computing with Infinite Data” (CID) for supporting the research.
REFERENCES

[1] E. Bishop. Foundations of Constructive Analysis. McGraw-Hill, New York, 1967.
[2] E. Bishop and D. S. Bridges. Constructive analysis. Springer, 1985.
[3] V.I. Bogachev. Measure Theory. Springer-Verlag, 2007.
[4] D. Bridges and F. Richman. Varieties of Constructive Mathematics. Lecture note series. Cambridge University Press, 1987.
[5] H. Ishihara. Reverse mathematics in bishop’s constructive mathematics. Philosophia Scientae, pages 43–59, 2006.
[6] J. Jacod. Probability Essentials. Springer-Verlag, 2004.
[7] M. E. Maietti. A minimalist two-level foundation for constructive mathematics. Annals of Pure and Applied Logic, 160(3):319–354, 2009.
[8] M. E. Maietti and G. Sambin. Toward a minimalist foundation for constructive mathematics. In L. Crosilla and P. Schuster, editor, From Sets and Types to Topology and Analysis: Practicable Foundations for Constructive Mathematics, number 48 in Oxford Logic Guides, pages 91–114. Oxford University Press, 2005.
[9] I. Niven. The asymptotic density of sequences. Bull. Amer. Math. Soc., 57(6):420–434, 11 1951.
[10] L.A. Zadeh. Fuzzy sets. Information and Control, 8(3):338–353, 1965.