UTILITY MAXIMIZATION IN MULTIVARIATE VOLTERRA MODELS
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ABSTRACT. This paper is concerned with portfolio selection for an investor with power utility in multi-asset financial markets in a rough stochastic environment. We investigate Merton’s portfolio problem for different multivariate Volterra models, covering the rough Heston model. First we consider a class of multivariate affine Volterra models introduced in [E. Abi Jaber et al., SIAM J. Financial Math., 12, 369–409, (2021)]. Based on the classical Wishart model described in [N. Bäuerle and Li, Z., J. Appl. Probab., 50, 1025–1043 (2013)], we then introduce a new matrix-valued stochastic volatility model, where the volatility is driven by a Volterra-Wishart process. Due to the non-Markovianity of the underlying processes, the classical stochastic control approach cannot be applied in these settings. To overcome this issue, we provide a verification argument using calculus of convolutions and resolvents. The resulting optimal strategy can then be expressed explicitly in terms of the solution of a multivariate Riccati-Volterra equation. We thus extend the results obtained by Han and Wong to the multivariate case, avoiding restrictions on the correlation structure linked to the martingale distortion transformation used in [B. Han and Wong, H. Y., Finance Res. Lett., 39 (2021)]. We also provide existence and uniqueness theorems for the occurring Volterra processes and illustrate our results with a numerical study.
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1. INTRODUCTION

Since the observation was made that the paths of realized volatilities are rougher than established volatility models would suggest, cf. [17], there is a growing research interest in developing new models that better fit empirical data. In [19], the popular Heston model [18] was adapted to the rough volatility framework by using a fractional process with Hurst index $H < \frac{1}{2}$ as driver of the volatility process. A more general class of volatility models covering the rough Heston model in [19] is obtained by modelling the volatility process as a stochastic Volterra equation of convolution type [1, 20, 5]. Although most of the literature about rough volatility is concerned with option pricing, there are some recent works dealing with Merton portfolio optimization in such models. While [10] and [5] are dealing with the Markowitz portfolio problem, the Merton portfolio problem is studied in [6, 2, 9].

Merton's portfolio problem aims at maximizing an investor’s utility from terminal wealth with respect to his utility function. The problem for the classical Heston stochastic volatility model was explicitly solved in [27], based on the representation result of [4], and solutions for affine stochastic volatility models were derived in [30]. In [3], the Merton problem was studied for a multi-asset financial market where the volatility is modeled by a matrix-valued Wishart process, using stochastic control theory. In the rough framework it is no longer possible to apply the classical stochastic control approach deriving the corresponding Hamilton-Jacobi-Bellman equation, due to the non-markovianity of the rough volatility processes. In order to circumvent this problem, in [2], Bäuerle and Desmettre use a finite dimensional approximation of the volatility process in order to cast the problem back into the classical framework. However, this only yields explicit solutions in case that there is no correlation between stock and volatility.
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Han and Wong [9] overcome this difficulty using a martingale distortion Ansatz and applying the martingale optimality principle to obtain an explicit solution for the optimal investment strategy in a mono-asset Volterra Heston model. In order to take into account several important stylized facts about real financial markets such as choice among multiple assets, roughness of the volatility, correlation between different stocks and leverage effects, i.e. correlation between a stock and its volatility, multivariate rough volatility models have recently been developed (cf. [23], [24], [1]). In [5], Abi Jaber et al. study the Markowitz portfolio problem for a class of multivariate affine Volterra models, that features correlation between the stocks and between a stock and its volatility.

In this paper we solve the Merton portfolio problem for an investor with a power-utility function for different multivariate Volterra models including the rough Heston model. The outline of the paper is as follows: Section 2 gives an overview of the calculus of convolutions and resolvents which is needed throughout the paper. In Section 3 we introduce a class of multivariate affine Volterra models studied in [1] and [5]. For such a market model we consider two different approaches to solve the Merton portfolio problem. We first adapt the martingale distortion transformation used in [9] to the multivariate case. However, as it is pointed out in [5], this only works if the correlation structure is highly degenerate. Inspired by the techniques used in [3], we then provide a solution for the Merton portfolio problem for a more general correlation structure using calculus of convolutions and resolvents. In Section 4 we introduce a more general market model where the volatility is a matrix-valued stochastic process. In our model we adapt the Wishart stochastic volatility model studied in [26] and [3] to the Volterra framework, defining the variance-covariance matrix as the solution of a matrix-valued Volterra-Wishart equation, thus extending the Heston model. Considering a matrix-valued volatility process allows us to take into account correlation between different assets. Despite the non-Markovianity of these settings, the optimal strategy can be expressed explicitly in terms of the solution of a multivariate Riccati-Volterra equation. In Section 5 we illustrate our results with a numerical example. Section 6 provides existence and uniqueness results for the appearing Volterra equations even in the matrix-valued case. Auxiliary results and longer proofs can be found in the Appendix.

2. Convolutions and resolvents

In this section we give a short overview of some important definitions and results from the calculus of convolutions and resolvents, that we are going to use frequently throughout the paper. We start by defining three different types of convolutions:

**Definition 2.1** (Convolution of two functions). [1, Chapter 2] Let $K$ and $F$ be functions defined on $\mathbb{R}_+$. Then the convolution $K * F$ of $K$ and $F$ is defined as

$$ (K * F)(t) = \int_0^t K(t - s)F(s)ds, \quad (2.1) $$

whenever the above expressions are well-defined.

This definition can of course be extended to matrix-valued functions. In this case it is important that the dimensions of the matrices are compatible.

**Definition 2.2** (Convolution of a measurable function and a measure). [1, Chapter 2] Let $K$ be a measurable function on $\mathbb{R}_+$ and $L$ be a measure on $\mathbb{R}_+$ of locally bounded variation. Then the convolutions $K * L$ and $L * K$ are defined as

$$ (K * L)(t) = \int_{[0,t]} K(t - s)L(ds); \quad (L * K)(t) = \int_{[0,t]} L(ds)K(t - s), \quad (2.2) $$

for all $t \in \mathbb{R}_+$ for which the above integrals exist.
Definition 2.3 (Convolution of a measurable function and a local martingale). [1] Chapter 2] Let $M$ be a $d$-dimensional continuous local martingale and $K : \mathbb{R}_+ \to \mathbb{R}^{m \times d}$ be a function. Then the convolution $K * dM$ is defined as

$$(K * dM)_t = \int_0^t K(t - s)dM_s. \quad (2.3)$$

Remark 2.4. The above convolution is well-defined as an Itô-integral for any $t \geq 0$ satisfying

$$\int_0^t |K(t - s)|^2 d\text{tr}(M_s) < \infty. \quad (2.4)$$

If $K \in L^2_{\text{loc}}(\mathbb{R}_+)$ and there is a locally bounded process $a$ such that $\langle M \rangle_s = \int_0^s a_u du$ then the convolution is well defined for all $t \geq 0$.

The following lemma shows that also this type of convolution is associative.

Lemma 2.5. [1] Lemma 2.1] Let $K \in L^2_{\text{loc}}(\mathbb{R}_+, \mathbb{R}^{m \times d})$ and let $L$ be an $\mathbb{R}^{n \times m}$-valued measure on $\mathbb{R}_+$ of locally bounded variation. Let $M$ be a $d$-dimensional continuous martingale with $\langle M \rangle_t = \int_0^t a_s ds$, $t \geq 0$, for some locally bounded adapted process $a$. Then

$$(L * (K * dM))_t = ((L * K) * dM)_t \quad (2.5)$$

for every $t \geq 0$. In particular, taking $F \in L^1_{\text{loc}}(\mathbb{R}_+)$ we may apply (2.4) with $L(dt) = F dt$ to obtain $(F * (K * dM))_t = ((F * K) * dM)_t$.

Another useful concept related to the integral kernel $K$ are so called resolvents. We distinguish between resolvents of the first and the second kind.

Definition 2.6. Let $K \in L^1_{\text{loc}}(\mathbb{R}_+, \mathbb{R}^{d \times d})$ and $L$ be a $\mathbb{R}^{d \times d}$-valued measure on $\mathbb{R}_+$. Then $L$ is called the \textit{resolvent of the first kind} of $K$ if

$$K * L = L * K = I \quad (2.6)$$

where $I$ is the $d$-dimensional identity matrix.

Definition 2.7. For a kernel $K \in L^1_{\text{loc}}(\mathbb{R}_+, \mathbb{R}^{d \times d})$, $R \in L^1_{\text{loc}}(\mathbb{R}_+, \mathbb{R}^{d \times d})$ is called the \textit{resolvent of the second kind} of $K$ if

$$K * R = R * K = K - R. \quad (2.7)$$

The following table (cf. [1]) gives an overview of some kernels and their corresponding resolvents of the first and second kind.

| Type     | $K(t)$                  | $R(t)$                  | $L(dt)$                  |
|----------|------------------------|------------------------|------------------------|
| Constant | $c$                    | $ce^{-ct}$             | $e^{-1} \delta_0(dt)$  |
| Fractional | $c^\alpha t^{\alpha - 1}$ | $ct^{\alpha - 1}E_{\alpha, \alpha}(-ct^\alpha)$ | $c^{-1} \frac{e^{-ct^\alpha}}{\Gamma(1 - \alpha)} dt$ |
| Exponential | $ce^{-\lambda t}$       | $ce^{-\lambda t}e^{-ct}$ | $c^{-1}((\delta_0(dt) + \lambda dt)$ |
| Gamma    | $ce^{-\lambda t} t^{\alpha - 1}$ | $ce^{-\lambda t} t^{\alpha - 1}E_{\alpha, \alpha}(-ct^\alpha)$ | $c^{-1} \frac{1}{\Gamma(1 - \alpha)} e^{-at \frac{d}{dt}}(t^{-\alpha} e^{\lambda t})(t)dt$ |

For a more detailed discussion of the topic we refer to [14].

3. A class of multivariate affine Volterra models

To start our investigation, we use the affine Volterra model introduced in [5] Chapter 4]. Let $K = \text{diag}(K_1, \ldots, K_d)$ with scalar kernels $K_i \in L^2([0, T], \mathbb{R})$ on the diagonal. In our model we consider $d$ stocks and we assume that the price of the $i$th stock has dynamics

$$dS^i_t = S^i_t(r_t + \theta_i V^i_t)dt + S^i_t \sqrt{V^i_t}dW^i_t, \quad (3.1)$$
where $W_1$ is a $d$-dimensional Brownian motion and $\theta_i \geq 0$. For $N = \text{diag}(\nu_1, \ldots, \nu_d)$ and $D \in \mathbb{R}^{d \times d}$ such that $D_{ij} \geq 0$ if $i \neq j$, the volatility $V = (V^1, \ldots, V^d)^\top$ is defined as a Volterra square-root process

$$V_t = v_0(t) + \int_0^t K(t - s)DV_s ds + \int_0^t K(t - s)N\sqrt{\text{diag}(V_s)}dB_s.$$  

Here $v_0 : \mathbb{R}_+ \to \mathbb{R}_+^d$ is a deterministic function and $B$ is a $d$-dimensional Brownian motion for which the correlation structure with $\mathbb{R}$ is ensured by [1, Theorem 6.1] in case that $v$.

Here $v$ refers to the volatility process. By [5], we assume that there exists a continuous $\mathbb{R}^d$ valued weak solution $(V, S)$ to (3.1)-(3.2) on some filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F})_{t \geq 0}, \mathbb{P})$, satisfying the usual conditions. A function $f$ is completely monotone on $(0, \infty)$ and $(-1)^{\nu}f^\nu(t) \geq 0$ for all $\nu \geq 1$ and $t > 0$. Under the assumption that for each $i = 1, \ldots, d$, $K_i$ is completely monotone on $(0, \infty)$ and that there exists $\kappa_i \in (0, 2]$ and $k_i > 0$ such that

$$\int_0^h K^2_1(t) dt + \int_0^T (K_i(t + h) - K_i(t))^2 dt \leq k_i h^{\kappa_i}, \quad h > 0,$$

the existence of a unique in law $\mathbb{R}_+^d$ valued continuous weak solution $V$ of equation (3.2) is ensured by [11, Theorem 6.1] in case that $v_0(t) = V_0 + \int_0^t K(t - s)b^0 ds$ for some $V_0, b^0 \in \mathbb{R}_+^d$ (cf. [5, Remark 4.1]). For a discussion about existence of a solution for more general input curves $v_0(t)$, see [10]. Note that condition (3.4) is fulfilled for constant, non-negative kernels, fractional kernels of the form $t^{\nu - \frac{1}{2}}H(t)$ with $H \in (0, \frac{1}{2})$, and exponentially decaying kernels $e^{-\beta t}$ with $\beta > 0$.

The existence of $S$ defined via equation (3.1) follows from that of $V$.

### 3.1. The optimization problem

A portfolio strategy $\pi_t = (\pi_{t,1}, \ldots, \pi_{t,d})$ is an $(\mathbb{R}^d)^*$ valued, progressively measurable process, where $\pi_{t,k}$ represents the proportion of wealth invested into stock $k$ at time $t$. Under a fixed portfolio strategy, the wealth process $(X^\pi_t)$ has dynamic

$$dX^\pi_t = X^\pi_t(r_t + \pi_t \text{diag}(V_t)\theta^\top) dt + X_t \pi_t \sqrt{\text{diag}(V_t)}dW_t,$$

where $\theta = (\theta_1, \ldots, \theta_d)$. By $\mathcal{A}$ we denote the set of admissible portfolio strategies. The conditions under which we consider a strategy to be admissible will be specified later. We want to solve the Merton portfolio optimization problem for power utility, i.e. our aim is to find the value function $V(x_0, v_0)$ such that

$$V(x_0, v_0) = \sup_{\pi \in \mathcal{A}} \mathbb{E}_{x_0, v_0}[\frac{1}{\gamma}(X_T^\pi)^\gamma]; \quad 0 < \gamma < 1,$$

where $\mathbb{E}_{x_0, v_0}$ is the conditional expectation given $X_0 = x_0, V_0 = v_0$. The parameter $\gamma$ represents the relative risk aversion of the investor. Smaller $\gamma$ correspond to higher risk aversion. A portfolio strategy $\pi^*$ for which the supremum is attained is called an optimal strategy. Seen as an optimization problem with state process $(X_t)$ this problem is non-Markovian and the standard stochastic control approach cannot be applied.

### 3.2. The martingale distortion transformation

Consider a one-dimensional market model where the risky asset $S_t$ is given by

$$dS_t = (r_t + \mu(Y_t))S_t dt + \sigma(Y_t)S_t dW_t$$

and $Y_t$ is a markovian process defined via the SDE

$$dY_t = k(Y_t) dt + h(Y_t) dW_t,$$
where $W$ and $W^Y$ have correlation $\rho$. In this setup, a candidate for the value function

$$V(t, x, y) := \sup_{\pi} \mathbb{E}[\frac{(X^\pi_t)^{\gamma}}{\gamma}|X_t = x, Y_t = y]$$

can be obtained by solving the corresponding Hamilton-Jacobi-Bellman equation. The distortion transformation introduced in [4] uses the Ansatz

$$V(t, x, y) = \frac{x^\gamma}{\gamma} \Phi(t, y)^c,$$

where the constant $c$ is defined as $c := \frac{1-\gamma}{1-\gamma^2\gamma^2}$. With this choice of $c$, the quadratic terms $(\Phi_y)^2$ in the HJB equation cancel out, leading to a linear PDE for $\Phi$

$$\Phi_t + \left(\frac{1}{2} h^2 \partial_{yy} + k(y) \partial_y + \frac{\gamma}{1-\gamma} \lambda(y) c(y) \partial_y \right) \Phi + \frac{\gamma}{c} \left( r_t + \frac{\lambda^2(y)}{2(1-\gamma)} \right) \Phi = 0, \quad \Phi(T, y) = 1,$$

where the Sharpe ratio $\lambda$ is defined as $\lambda(y) := \mu(y)/\sigma(y)$. By the Feynman-Kac Theorem, $\Phi$ can be written as

$$\Phi(t, y) = \mathbb{E}[\exp \left\{ \int_t^T \frac{\gamma}{c} \left( r_s + \frac{\lambda^2(Y_s)}{2(1-\gamma)} \right) ds \right\} | Y_t = y],$$

where under the probability measure $\tilde{P}$ with Radon-Nikodym density

$$\frac{d\tilde{P}}{dP}|_{\mathcal{F}_t} = \exp \left( \int_0^t \frac{c\gamma}{1-\gamma} \lambda(Y_s) dW_s - \frac{1}{2} \int_0^t \frac{c^2\gamma^2}{(1-\gamma)^2} \lambda^2(Y_s) ds \right),$$

$\tilde{W}_t^Y = W_t^Y - \int_0^t \frac{c\omega}{1-\gamma} \lambda(Y_s) ds$ is a standard Brownian motion.

In [6] Fouque and Hu showed that if the Sharpe-ratio $\lambda$ is bounded and has bounded derivative, then the value process $V_t$ can be expressed as $V_t(x, y) = J_t(X_t = x, Y_t = y)$, where

$$J_t(X_t^\pi, Y_t) := \frac{(X^\pi_t)^{\gamma}}{\gamma} \left( \mathbb{E}\left[ \exp \left\{ \int_t^T \frac{\gamma}{c} \left( r_s + \frac{\lambda^2(Y_s)}{2(1-\gamma)} \right) ds \right\} | \mathcal{F}_t \right] \right)^c,$$

even if the volatility process $Y_t$ is non-Markovian. This approach is called the martingale distortion transformation and was first introduced in the seminal paper [4] and later transferred to a non-Markovian setting in [12]. The extension to the multi-asset case is straightforward in the case of a bounded risk premium (cf. [6], Remark 2.5.).

### 3.3. The degenerate correlation case.

In this section we present an extension of the proof of [9] to the multivariate case for a degenerate correlation structure, i.e. we assume that the correlation in (3.3) is of the form $\rho$ for $\rho \in [-1, 1]$. Note that since in our model the risk premium is unbounded, we cannot apply the results of [6]. As in the one dimensional case, the Ansatz

$$J_t^\pi = \frac{(X_t^\pi)^{\gamma}}{\gamma} \left( \mathbb{E}\left[ \exp \left\{ \int_t^T \frac{\gamma}{c} \left( r_s + \frac{\lambda^2(Y_s)}{2(1-\gamma)} \right) ds \right\} | \mathcal{F}_t \right] \right)^c,$$

is inspired by the martingale distortion transformation described in the previous section. Here we use the short notation $J_t^\pi$ for $J_t(X_t^\pi, Y_t)$. Define the diagonal matrices $P := \text{diag}(\rho_1, \ldots, \rho_d)$, $\Theta := \text{diag}(\theta_1, \ldots, \theta_d)$, $\Psi := \text{diag}(\psi_1, \ldots, \psi_d)$ and recall that $N = \text{diag}(\nu_1, \ldots, \nu_d)$. Under the new probability measure $\tilde{P}$ defined via the Radon-Nikodym density

$$\frac{d\tilde{P}}{dP}|_{\mathcal{F}_t} = \exp \left( \frac{\gamma}{1-\gamma} \int_0^t \theta \sqrt{\text{diag}(V_s)} dW_1 s - \frac{\gamma^2}{2(1-\gamma)^2} \int_0^t \theta \text{diag}(V_s) \theta^T \right)$$

together with the new standard brownian motion under $\tilde{P}$

$$\tilde{W}_{1t} = W_{1t} - \frac{\gamma}{1-\gamma} \int_0^t \theta \sqrt{\text{diag}(V_s)} ds,$$
an application of the exponential-affine transform formula in [11, Theorem 4.3] yields

\[
\tilde{E}\left[\exp\left\{ \int_t^T \left( \frac{\gamma \theta \Theta V_s}{2c(1-\gamma)} \right) ds \right\} \bigg| \mathcal{F}_t \right] = \\
= \exp\left\{ \int_t^T \frac{\gamma \theta \Theta \xi_t(s)}{2(1-\gamma)} + \frac{c}{2} \psi(T-s)N^2\Psi(T-s)\xi_t(s)ds \right\} =: M_t,
\]

(3.7)

where \( \xi_t(s) := \tilde{E}[V_s|\mathcal{F}_t] \) denotes the conditional \( \tilde{E} \)-expected variance and \( \psi \in L^2([0,T],(\mathbb{R}^d)^*) \) solves the Ricatti-Volterra equation

\[
\psi = \left( \frac{\gamma}{2c(1-\gamma)} \theta \Theta + \psi \Lambda + \frac{1}{2} \psi N^2\Psi \right) * K,
\]

with \( \Lambda = D + \frac{\gamma}{1-\gamma}NP\Theta \). Thus we obtain

\[
J_T^\pi = \left( X_T^\pi \right)^\gamma \gamma M_t.
\]

In order to find the value function and the optimal strategy, we show that the family \( \{J_t^\pi\}_{\pi \in A} \) fulfills the martingale optimality principle (cf. [22, 13, 9]), i.e. we show that:

(a) \( J_T^\pi = \frac{1}{\gamma} (X_T^\pi)^\gamma \) for all \( \pi \in A \);
(b) \( J_0^\pi = J_0 \) is a constant independent of \( \pi \);
(c) \( J_t^\pi \) is a supermartingale for all \( \pi \in A \) and there exists \( \pi^* \in A \) such that \( J_t^{\pi^*} \) is a martingale.

A family of processes with the above properties can now be used to compare the expected utilities of an arbitrary strategy \( \pi \) and the strategy \( \pi^* \):

\[
\mathbb{E}^{\frac{1}{\gamma} (X_T^\pi)^\gamma} = \mathbb{E}[J_T^\pi] \leq J_0^\pi = J_0^{\pi^*} = \mathbb{E}[J_T^{\pi^*}] = \mathbb{E}^{\frac{1}{\gamma} (X_T^{\pi^*})^\gamma} = \mathcal{V}(x_0,v_0).
\]

Thus the strategy \( \pi^* \) is indeed our desired optimal portfolio strategy.

**Definition 3.1.** In the setting described above, we say that a portfolio strategy \( \pi \) is admissible if

(a) the SDE (3.5) for the wealth process \( (X_t^\pi) \) has a unique solution in terms of \( (S,V,W_1) \);
(b) \( \mathbb{E}^{\frac{1}{\gamma} (X_T^\pi)^\gamma} < \infty \) for all \( 0 < \gamma < 1 \);
(c) \( \int_0^t \pi_s \text{ diag } (V_s) \pi_s^T ds < \infty \) a.s.

The main result we get for the degenerate correlation case is the following, our proof enhances the arguments of the proof of [9, Theorem 3.3] to the multi-dimensional case:

**Theorem 3.2.** Let \( \Lambda = D + \frac{\gamma}{1-\gamma}NP\Theta \) be invertible and let \( \psi \) be the unique, continuous non-continuable solution of the Riccati-Volterra equation

\[
\psi(t) = \int_0^t F_1(\psi)(t-s)K(s)ds \tag{3.8}
\]

\[
F_1(\psi) = \frac{\gamma}{2c(1-\gamma)} \theta \Theta + \psi \Lambda + \frac{1}{2} \psi N^2\Psi \tag{3.9}
\]

on the interval \([0,T_{\text{max}}]\), given by Theorem 6.4. Then \( J_T^\pi = \left( X_T^\pi \right)^\gamma \gamma M_t \) satisfies the martingale optimality principle for \( t \in [0,T], T \leq T_{\text{max}} \) and the optimal portfolio strategy \( \pi^* \) is given by

\[
\pi_t^* = \frac{1}{1-\gamma} (\theta + c\psi(T-t)NP).
\]

\[1\] More details on \( T_{\text{max}} \) can be found in Section 6.2.
Proof: We show that $J^x_t$ fulfills the martingale optimality principle. For the first condition, note that $M_T = 1$ and hence $J^x_T = \frac{1}{2} (X_T^x)^2$. Since $M_0$ is a constant independent of $\pi$, $J^x_0 = \frac{\gamma}{2} M_0$ is also independent of $\pi$ and thus also the second condition is satisfied. In order to show that also the third condition is fulfilled, we apply Itô’s formula on $J^x_t$. Using Lemma B.3 this yields

$$dJ^x_t = (r_t + \pi_t \text{diag}(V_t)\theta^\top) M_t X_t^\gamma dt + M_t X_t^\gamma \pi_t \sqrt{\text{diag}(V_t)} dW_{1t}$$

$$- M_t X_t^\gamma (r_t + \frac{1}{2(1-\gamma)} \theta \text{diag}(V_t)\theta^\top) \, dt - \frac{1}{2(1-\gamma)} M_t X_t^\gamma c\psi(T-t) N P_1 \text{diag}(V_t)\theta^\top \, dt$$

$$+ M_t X_t^\gamma c^2 \psi(T-t) N P_1 \sqrt{\text{diag}(V_t)} dW_{1t} + M_t X_t^\gamma c\psi(T-t) N P_2 \sqrt{\text{diag}(V_t)} dW_{2t}$$

$$+ \frac{\gamma - 1}{2} M_t X_t^\gamma \pi_t \text{diag}(V_t)\pi_t^\top \, dt + M_t X_t^\gamma c\pi_t N P_1 \text{diag}(V_t)\psi^\top (T-t) \, dt$$

$$= J^x_t F(\pi,t) \, dt + J^x_t (c\psi(T-t) N P_1 \sqrt{\text{diag}(V_t)} + \gamma \pi_t \sqrt{\text{diag}(V_t)}) dW_{1t}$$

$$+ J^x_t c\psi(T-t) N P_2 \sqrt{\text{diag}(V_t)} dW_{2t}$$

with

$$F(\pi,t) = \frac{\gamma (\gamma - 1)}{2} \pi_t \text{diag}(V_t)\pi_t^\top + \gamma \pi_t (\text{diag}(V_t)\theta^\top + c N P \text{diag}(V_t)\psi^\top (T-t))$$

$$- \frac{\gamma}{2(1-\gamma)} \|\text{diag}(V_t)\theta^\top + c N P_1 \text{diag}(V_t)\psi^\top (T-t)\|_2^2.$$

Note that $F(\pi^*,t) = 0$ and since $F$ is a quadratic function in $\pi$ and $\gamma \in (0,1)$ we have $F(\pi,t) \leq 0$. Solving the stochastic differential equation for $J^x_t$ yields

$$J^x_t = \frac{M_0 x_0^\gamma}{\gamma} e_{0}^{\int_{0}^{t} F(\pi,s) \, ds} G(\pi,t)$$

with

$$G(\pi,t) = \exp (- \frac{1}{2} \int_{0}^{t} ([c N P_1 \text{diag}(V_s)\psi^\top (T-t) + \gamma \sqrt{\text{diag}(V_s)}\pi_t^\top \|_2^2 \, ds$$

$$+ \|c N P_2 \text{diag}(V_s)\psi^\top (T-t)\|_2^2) \, ds$$

$$+ \int_{0}^{t} [c\psi(T-s) N P_1 \sqrt{\text{diag}(V_s)} + \gamma \pi_s \sqrt{\text{diag}(V_s)}} dW_{1s}$$

$$+ \int_{0}^{t} c\psi(T-s) N P_2 \sqrt{\text{diag}(V_s)} dW_{2s}.$$

Now, since $F(\pi,t) \leq 0$, $e_{0}^{\int_{0}^{t} F(\pi,s) \, ds}$ is a non-increasing function. By our assumptions on the admissible strategies, $\int_{0}^{t} \pi_s \text{diag}(V_s)\pi_s^\top \, ds < \infty$ and thus the stochastic exponential $G$ is a local martingale (which follows from the basic properties of the Dooléans-Dade exponential). Therefore we can find a sequence of stopping times $\tau_1, \tau_2, \tau_3, \ldots$ with $\lim_{n \to \infty} \tau_n = T$ a.s. satisfying

$$\mathbb{E}[J^x_{\tau_n \wedge \tau_1} | \mathcal{F}_s] \leq J^x_{s \wedge \tau_n}, \ s \leq t.$$

Since $J^x_t \geq 0$, an application of Fatou’s Lemma yields that $J^x_t$ is a supermartingale for every arbitrary admissible strategy $\pi$. It remains to show that $J^x_t$ is a true martingale for the optimal strategy $\pi^*$. In this case $e_{0}^{\int_{0}^{t} F(\pi,s) \, ds} = 1$ and hence $J^x_t = \frac{M_0 x_0^\gamma}{\gamma} G(\pi^*,t)$. $G(\pi^*,t)$ is a martingale by Lemma B.3 and so is $J^x_t$. In order to show that $\pi^*$ is admissible, we have to show that (a),

$$...$$
(b), (c) of Definition [3.1] hold. Part (a) is true because [3.5] has a unique solution in terms of \((S, V, W_1)\) as \(\pi^*\) is deterministic. For part (b) it suffices to show that
\[
\mathbb{E}[\sup_{t \in [0, T]} |X_t^{\pi^*}|] < \infty.
\]
Inserting the explicit solution of the wealth process \(X^{\pi^*}\) into the left-hand side and applying a combination of Doob’s maximal inequality together with Hölder’s inequality then leads to the desired result. Part (c) is true as our resulting optimal strategies are deterministic. 

\[\square\]

3.4. The general correlation case. For the case where the correlation in (3.3) is given by an arbitrary vector \((\rho_1, \ldots, \rho_d) \in [-1, 1]^d\), the martingale distortion arguments from the previous section do not work anymore. Therefore, we develop a new approach inspired by the verification arguments used in [3] to solve the optimization problem for this more general correlation structure. In this setting we say that a portfolio strategy \(\pi\) is admissible if

(a) the SDE (3.5) for the wealth process \((X_t^\pi)\) has a unique strong solution;
(b) \(\mathbb{E}[\frac{1}{2}(X_T^\pi)^\gamma] < \infty\) for all \(0 < \gamma < 1\);
(c) \(\pi\) is bounded.

Remember that \(N = \text{diag}(\nu_1, \ldots, \nu_d)\), \(P = \text{diag}(\rho_1, \ldots, \rho_d)\), \(\Theta = \text{diag}(\theta_1, \ldots, \theta_d)\), \(\Psi = \text{diag}(\psi_1, \ldots, \psi_d)\). The main result we provide for this case is the following:

**Theorem 3.3.** For \(\Lambda = D + \frac{\gamma}{1-\gamma} N P \Theta\), let \(\psi\) be the solution of the Riccati-Volterra equation
\[
\psi(t) = \int_0^t F_2(\psi)(t-s)K(s)ds
\]
with
\[
F_2(\psi) = \frac{\gamma}{2(1-\gamma)} \theta \Theta + \psi \Lambda + \frac{1}{2}(\psi N^2 \Psi + \frac{\gamma}{1-\gamma} \psi^2 N^2 P^2 \Psi)
\]
on the interval \([0, T_{\text{max}}]\), given by Theorem 6.2. Then for \(t \in [0, T]\), \(T < T_{\text{max}}\), an optimal investment strategy \(\pi_t^*\) for the Merton portfolio problem (3.6) is given by
\[
\pi_t^* = \frac{1}{1-\gamma}(\theta + \psi(T-t)NP)
\]
and the value function can be written as
\[
\mathcal{V}(x_0, V_0) = \frac{x_0^\gamma}{\gamma} \exp\left(\int_0^T \gamma r_s + F_2(\psi)(T-s)V_0(s)ds\right).
\]

**Proof:** The proof is a straight forward adaption of the arguments from the proof of Theorem 4.2 to the vector-valued case. \[\square\]

3.5. Comparison of the different approaches. The martingale distortion approach in section 3.3 yields the following solution for the Merton portfolio problem in the \(d\)-dimensional affine Volterra model. The optimal portfolio strategy is given by
\[
\pi_t^* = \frac{1}{1-\gamma}(\theta + c\psi(T-t)NP).
\]
The value function can be written as
\[
\sup_{\pi \in A_1} \mathbb{E}^{t,X_t,V_t}[\frac{1}{\gamma}(X_T^\pi)^\gamma] = H(t, X_t, V_t)
\]
with
\[
H(t, X_t, V_t) = \frac{X_t^\gamma}{\gamma} \exp\left(\int_t^T (\gamma r_s + \frac{\gamma}{2(1-\gamma)} \theta \Theta \xi_t(s) + \frac{c}{2} \psi(T-s)N^2 \Psi(T-s)\xi_t(s))ds\right)
\]
where \(\psi\) is the solution of the Riccati-Volterra equation
\[
\psi(t) = \int_0^t F_1(\psi)(t-s)K(s)ds
\]
For the approach in section 3.4 we get the following results. The optimal portfolio strategy is given by

$$\pi_t^* = \frac{1}{1-\gamma} (\theta + \phi(T-t)NP).$$

The value function can be written as

$$\sup_{\pi \in \mathcal{A}_2} \mathbb{E}^0.x_0.V_0[\frac{1}{\gamma}(X^T)^\gamma] = G(0, x_0, V_0)$$

with

$$G(0, x_0, V_0) = \frac{x_0^\gamma}{\gamma} \exp \left( \int_0^T \gamma rs + F_2(\phi)(T-s)V_0(s)ds \right)$$

where $\phi$ is the (unique, global) solution of the Riccati-Volterra equation

$$\phi(t) = \int_0^t F_2(\phi)(t-s)K(s)ds \quad (3.15)$$

and for the value functions we have

$$F_2(\phi) = \frac{\gamma}{2(1-\gamma)} \theta \Theta + \phi \Lambda + \frac{1}{2} (\phi N^2 \Phi + \frac{\gamma}{1-\gamma} \phi N^2 P^2 \Phi).$$

**Lemma 3.4.** Let $\rho_1 = \cdots = \rho_d$ and define $c := \frac{1-\gamma}{1-\gamma + \gamma p^2}$. If $\psi$ is the unique global solution of the Riccati Volterra equation

$$\psi(t) = \int_0^t F_1(\psi)(t-s)K(s)ds,$$

then $\phi = c\psi$ is the unique global solution of

$$\phi(t) = \int_0^t F_2(\phi)(t-s)K(s)ds.$$

**Proof.** First we show that $cF_1(\psi) = F_2(c\psi)$.

$$cF_1(\psi) = c\left( \frac{\gamma}{2c(1-\gamma)} \theta \Theta + \psi \Lambda + \frac{1}{2} \psi N^2 \Psi \right) = \frac{\gamma}{2(1-\gamma)} \theta \Theta + c\psi \Lambda + \frac{c}{2} \psi N^2 \Psi$$

$$= \frac{\gamma}{2(1-\gamma)} \theta \Theta + (c\psi) \Lambda + \frac{1}{2c} (c\psi)^2 N^2(c\Psi)$$

$$= \frac{\gamma}{2(1-\gamma)} \theta \Theta + (c\psi) \Lambda + \frac{1}{2} \left[ (c\psi) N^2(c\Psi) + \frac{\gamma}{1-\gamma} (c\psi) N^2 P^2(c\Psi) \right]$$

$$= F_2(c\psi)$$

Since $\psi$ is the unique solution of $\psi(t) = \int_0^t F_1(\psi)(t-s)K(s)ds$, we have

$$c\psi(t) = \int_0^t cF_1(\psi)(t-s)K(s)ds = \int_0^t F_2(c\psi)(t-s)K(s)ds$$

and thus $\phi = c\psi$ has to be the unique solution of $\phi(t) = \int_0^t F_2(\phi)(t-s)K(s)ds$. 

**Theorem 3.5.** Let $\rho_1 = \cdots = \rho_d$. Then $\pi^*(A_1) = \pi^*(A_2)$ and for the value functions we have $H(0, x_0, V_0) = G(0, x_0, V_0)$.
Proof. Recall that \( \pi_t^*(A_1) = \frac{1}{1 - \gamma} (\theta + c\psi(T - t)N^2) \) and \( \pi_t^*(A_2) = \frac{1}{1 - \gamma} (\theta + \phi(T - t)N^2) \). By the Lemma we have \( c\psi = \phi \) and the equality follows immediately. It remains to show that the value functions are equal. From Lemma 4.2 (Abi Jaber, affine Volterra processes) we know that \( \xi_0(t) = \mathbb{E}[V_t] = (I - \int_0^t R_\Lambda(u)du)V_0. \)

Using this fact, the value function \( H \) reads

\[
H(0, x_0, V_0) = \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + \frac{\gamma}{2(1 - \gamma)} \theta \Theta \xi_0(s) + \frac{\gamma}{2} c\psi(T - s)N^2 \Psi(T - s) \xi_0(s) ds \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s) \xi_0(s) + c\psi(T - s)\Lambda \xi_0(s) ds \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s)(I - \int_0^s R_\Lambda(u)du)V_0(s) \right.
\]

\[
+ c\psi(T - s)\Lambda (I - \int_0^s R_\Lambda(u)du)V_0(s) ds \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s)V_0(s) ds \right)
\]

\[
\cdot \exp \left( \int_0^T -cF_1(T - s) \int_0^s R_\Lambda(u)du V_0(s) ds + \int_0^T c(F_1(\psi) \ast K)(T - s)\Lambda IV_0(s) ds \right.
\]

\[
- \int_0^T c(F_1(\psi) \ast K)(T - s)\Lambda \int_0^s R_\Lambda(u)du V_0(s) ds \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s)V_0(s) ds \right)
\]

\[
\cdot \exp \left( -cF_1(\psi) \ast ((R_\Lambda \ast I)V_0)(T) \right.
\]

\[
+ c((F_1(\psi) \ast K)\Lambda) \ast IV_0(T) - c((F_1(\psi) \ast K)\Lambda) \ast ((R_\Lambda \ast I)V_0)(T) \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s)V_0(s) ds \right)
\]

\[
\cdot \exp \left( -cF_1(\psi) \ast R_\Lambda \ast IV_0(T) \right.
\]

\[
+ (cF_1(\psi) \ast K\Lambda \ast IV_0)(T) - (cF_1(\psi) \ast (K\Lambda \ast R_\Lambda) \ast IV_0)(T) \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s)V_0(s) ds \right)
\]

\[
\cdot \exp \left( -cF_1(\psi) \ast R_\Lambda \ast IV_0(T) \right.
\]

\[
+ (cF_1(\psi) \ast K\Lambda \ast IV_0)(T) - (cF_1(\psi) \ast (K\Lambda - R_\Lambda) \ast IV_0)(T) \right)
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + cF_1(\psi)(T - s)V_0(s) ds \right)
\]

\[
\cdot \exp(0) \right.
\]

\[
= \frac{x_0^2}{\gamma} \exp \left( \int_0^T \gamma r_s + F_2(\psi)(T - s)V_0(s) ds \right) = G(0, x_0, V_0). \square
\]

4. The Volterra–Wishart Volatility Model

In this section we present the Volterra–Wishart model which is a generalization of the Wishart volatility model described in [25] and [31] to the Volterra framework. In contrast to the class of models presented in the previous section, the volatility is now modeled as a matrix-valued stochastic process. The main advantage of using a matrix-valued volatility model is that this allows us to take into account the correlation between different stocks in our market and therefore extending the vector-valued model presented in the previous section. In contrast to the quadratic volatility models described in [5] Chapter 5 and [31], generalizing the Stein-Stein and Schöbel-Zhu model respectively, our model is an extension of the Heston model to the multivariate
Volterra framework. The reason why we in particular investigate a Wishart model is that, besides being a straight forward generalisation of the popular Heston model, the additional degrees of freedom with regard to the stochastic correlation enable a better fit of market data while being still efficiently tractable, compare e.g. [33] and [34].

4.1. Market model and optimization problem. In our model the market consists of one riskfree asset with time-dependent, deterministic risk free rate \( r_t \) and \( d \) risky assets. The asset return vector process \( (S_t)_{t\geq 0} = (S_{t,1}, \ldots, S_{t,d})_{t\geq 0} \) is defined via the stochastic differential system

\[
dS_t = \text{diag}(S_t)((r_t + \Sigma_t v)dt + \Sigma_t^{1/2}dW^S_t),
\]

where \((W^S_t)_{t\geq 0}\) is a \( d \)-dimensional Brownian Motion vector. The stochastic volatility process \((\Sigma_t)_{t\geq 0}\) is given by the solution of the matrix-valued Volterra equation

\[
\Sigma_t = \Sigma_0 + \int_0^t K(t-s)(NN^\top + M\Sigma_s + \Sigma_s M^\top)ds + \int_0^t K(t-s)\Sigma_s^{1/2}dW^\sigma_s Q + \int_0^t Q_s^\top(\Sigma_s^{1/2})\Sigma_s^{1/2}K(t-s).
\]

The integral kernel in the above equation \( K = \text{diag}(K_1, \ldots, K_d) \) is diagonal with scalar kernels \( K_i \in L^2([0, T], \mathbb{R}) \). The deterministic initial value \( \Sigma_0 \) is assumed to be positive definite. The \( d \times d \) matrices \( N \) and \( M \) are responsible for the mean reversion, while matrix \( Q \) governs the volatility of the process which is driven by a \( d \times d \) Brownian motion matrix \((W^\sigma_t)_{t\geq 0}\). In order to incorporate the leverage effect in our model, we allow the Brownian motions \((W^S_t)_{t\geq 0}\) and \((W^\sigma_t)_{t\geq 0}\) to be correlated and we assume that \( d\langle W^S_t, W^\sigma_t \rangle_{t,ij} = \rho_{k,ij} \) with \( \rho_{k,ij} = 0 \) for \( k \neq i \) and \( \rho_{k,kj} =: \rho_j \) independent of \( k \). Thus for \( \rho = (\rho_1, \ldots, \rho_d)^\top \) and another \( d \)-dimensional Brownian motion vector \( B_t \) independent of \((W^S_t)_{t\geq 0}\), we have

\[
W^S_t = \sqrt{1 - \rho^\top\rho} B_t + W^\sigma_t \rho.
\]

Under the assumption that the components of the kernel \( K \) fulfill the condition

\[
K_i \in L^2_{\text{loc}}(\mathbb{R}_+, \mathbb{R}) \text{ and there is } \kappa_i \in (0, 2] \text{ such that } \int_0^h K(t)^2dt = O(h^{\kappa_i}) \leq 4.3.
\]

and

\[
\int_0^T (K(t+h) - K(t))^2dt = O(h^{\kappa_i}) \text{ for every } T < \infty,
\]

Theorem 6.1 ensures the existence of a continuous, symmetric and positive definite \( \mathbb{R}^{d\times d} \)-valued local weak solution \( \Sigma \) to (4.1)-(4.2) on some filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq 0}, \mathbb{P})\), satisfying the usual conditions. For such a symmetric, positive definite matrix \( \Sigma \), by \( \Sigma^{1/2} \) we denote the unique symmetric, positive definite matrix \( M \) for which \( M^2 = \Sigma \). Note that for \( K = I \) we recover the classical Wishart model described in [43].

A portfolio strategy \( \pi_t = (\pi_{t,1}, \ldots, \pi_{t,d}) \) is an \( \mathbb{R}^d \)-valued, progressively measurable process, where \( \pi_{t,k} \) represents the proportion of wealth invested into stock \( k \) at time \( t \). Under a fixed portfolio strategy, the wealth process \((X^\pi_t)\) has dynamics

\[
dX^\pi_t = X^\pi_t[(r_t + \pi^\top_t \Sigma_t v)dt + \pi^\top_t \Sigma_t^{1/2}dW^S_t], \quad X_0 = x_0.
\]

By \( \mathcal{A} \) we denote the set of admissible portfolio strategies.

**Definition 4.1.** In our setting we say that a portfolio strategy \( \pi \) is admissible if

(a) the SDE (4.4) for the wealth process \((X^\pi_t)\) has a unique solution in terms of \((S, \Sigma, W^S); \)
(b) \( \mathbb{E}[\frac{1}{\gamma}(X^\pi_T)^\gamma] < \infty \) for all \( 0 < \gamma < 1; \)
(c) \( \pi \) is bounded a.s.
We want to solve the Merton portfolio optimization problem for power utility, i.e. our aim is to find the value function $V(x_0, \Sigma_0)$ such that

$$V(x_0, \Sigma_0) = \sup_{\pi \in \mathcal{A}} \mathbb{E}_{x_0, \Sigma_0}[\frac{1}{\gamma}(X_T^\pi)^\gamma], \quad 0 < \gamma < 1,$$

(4.5)

where $\mathbb{E}_{x_0, \Sigma_0}$ is the conditional expectation. Again, the parameter $\gamma$ represents the relative risk aversion of the investor. A portfolio strategy $\pi^*$ for which the supremum is attained is called an optimal strategy. As stated before, seen as an optimization problem with state process $(X_t)$ this problem is non-Markovian and the standard stochastic control approach cannot be applied.

4.2. The main result. We solve the Merton portfolio problem for the Volterra-Wishart model using a verification argument inspired by [3]. As it was pointed out in Section 3.3, the martingale distortion approach, used by [9] in the one dimensional case, can only be applied to the multivariate setting if the correlation structure is highly degenerate, i.e. $\rho_1 = \cdots = \rho_d$. Since in our model we allow arbitrary correlation vectors $\rho$, we have to use different techniques. The proof builds on ideas presented in [3] for the classical Wishart volatility model, yet we are facing serious technical challenges by doing that. In particular, in our case the stochastic volatility process is of convolution type and hence non-markovian, and therefore we cannot use Itô’s formula in order to show optimality of the candidate for the optimal strategy. In order to overcome this, we have to resort to the calculus of convolutions and resolvents. Note that the techniques we apply in our proof rely on the affine structure of the Volterra-Wishart convolution equation. Since the resulting calculations are rather involved, we present a condensed version of the proof here and the full proof can be found in Appendix A. Note that in contrast to the vector-valued case, we cannot prove global existence of a week solution for the Volterra-Wishart process [4.2] and also the Riccati equation (4.6) can only be solved locally. Therefore we can only solve the Merton problem for a time horizon $T$ within the interval $[0; T_{\max} \wedge T_{\text{pos}}]$.

**Theorem 4.2.** Assume that equation (4.2) has a positive definite, continuous weak solution on the interval $[0, T_{\text{pos}}]$. Let $\psi$ be the solution of the matrix Riccati-Volterra equation

$$\psi(t) = \int_0^t f(\psi)(t - s)K(s)ds$$

(4.6)

with

$$f(\psi) = \psi M + \tilde{M}^T \psi + 2\psi \tilde{Q}^T \tilde{Q} \psi + \tilde{\Gamma},$$

(4.7)

$$M = M + \frac{\gamma}{1 - \gamma} Q^T \rho v^T, \quad \tilde{Q}^T Q = Q^T + \frac{\gamma}{1 - \gamma} Q^T \rho \rho^T Q, \quad \tilde{\Gamma} = \frac{\gamma}{2(1 - \gamma)} vv^T$$

on the interval $[0, T_{\max})$, given by Theorem 6.4. Then for $t \in [0, T], T < T_{\max} \wedge T_{\text{pos}}$, an optimal investment strategy $\pi^*_t$ for the Merton portfolio problem (4.5) is given by

$$\pi^*_t = \frac{1}{1 - \gamma}(v + 2\psi(T - t)Q^T \rho)$$

(4.8)

and the value function can be written as

$$V(x_0, \Sigma_0) = \frac{x_0^\gamma}{\gamma} \exp \left( \int_0^T \gamma r_s + \text{Tr}[f(\psi)(T - s)\Sigma_0 + \psi(T - s)NN^T]ds \right).$$

**Sketch of Proof:** In order to prove that $\pi^*$ is indeed the optimal portfolio strategy, we show that for

$$G(x_0, \Sigma_0) := \frac{x_0^\gamma}{\gamma} \exp \left( \int_0^T \gamma r_s + \text{Tr}[f(\psi)(T - s)\Sigma_0 + \psi(T - s)NN^T]ds \right),$$

we have

(a) $\mathbb{E}_{x_0, \Sigma_0}[\frac{1}{\gamma}(X_T^\pi)^\gamma] = G(x_0, \Sigma_0)$ for $\pi^*_t = \frac{1}{1 - \gamma}(v + 2\psi(T - t)Q^T \rho)$,

(b) $\mathbb{E}_{x_0, \Sigma_0}[\frac{1}{\gamma}(X_T^\pi)^\gamma] \leq G(x_0, \Sigma_0)$ for every other admissible strategy.
Proof of the equality (a): The SDE for the wealth process can be solved explicitly:

\[ X_T^\pi = X_0^\pi \exp \left( \int_0^T \left( r_s + \pi_s^\top \Sigma_s v - \frac{1}{2} \| \pi_s^\top \Sigma_s^{1/2} \|^2 \right) ds + \int_0^T \pi_s^\top \Sigma_s^{1/2} dW_s^\pi \right); \quad X_0^\pi = x_0. \]

Introducing a new probability measure \( Q \) with Radon-Nikodym density

\[ Z_0 := \frac{dQ}{dP} |_{\mathcal{F}_0} = \exp \left( \gamma \int_0^T (\pi_s^*)^\top \Sigma_s^{1/2} dW_s^\pi - \frac{\gamma^2}{2} \int_0^T \| (\pi_s^*)^\top \Sigma_s^{1/2} \|^2 ds \right), \]

we obtain

\[ x_0^{-\gamma} \mathbb{E}_{x_0, \Sigma_0} (X_T^*)^\gamma = \mathbb{E}_x^Q \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T \text{Tr} \left[ F_s \Sigma_s \right] ds \right) \right], \]

where the matrix-valued, deterministic process \( F_s \) is given by

\[ F_s := \gamma v (\pi_s^*)^\top + \frac{\gamma (\gamma - 1)}{2} \pi_s^* (\pi_s^*)^\top. \]

Inserting the candidate for the optimal strategy \( \pi_t^* = \frac{1}{1-\gamma} (v + 2 \psi(T-t)Q^\top \rho) \), \( F_s \) can be written in terms of \( f(\psi) \)

\[ F_s = f(\psi)(T-s) - \psi(T-s)M - M^\top \psi(T-s) - 2\psi(T-s)Q^\top Q\psi(t-s) + \frac{\gamma}{\gamma - 1} (2\psi(T-s)Q^\top \rho v^\top + 4\psi(T-s)Q^\top pp^\top Q\psi(T-s)). \]

Let \( L \) be the resolvent of the first kind of the integral kernel \( K \). Then by the associativity of the convolution and applying the fundamental theorem of calculus we obtain

\[ f(\psi)(T-s) = \frac{d}{d(T-s)} (\psi * L)(T-s). \]

Thus we can write \( F_s \) as

\[ F_s = \frac{d}{d(T-s)} (\psi * L)(T-s) - \psi(T-s)M - M^\top \psi(T-s) - 2\psi(T-s)Q^\top Q\psi(t-s) + \frac{\gamma}{\gamma - 1} (2\psi(T-s)Q^\top \rho v^\top + 4\psi(T-s)Q^\top pp^\top Q\psi(T-s)). \]

We are interested in the expression \( \int_0^T \text{Tr} \left[ F_s \Sigma_s \right] ds \). Under the probability measure \( Q \), the process

\[ \tilde{W}_t^\sigma = W_t^\sigma - \gamma \Sigma_t^{1/2} \pi_t^* \rho^\top \]

is a \( d \times d \)-dimensional brownian motion by Girsanov’s theorem. The dynamics of the volatility process \( \Sigma \) under \( Q \) can thus be written as

\[ \Sigma_t = \Sigma_0 + \int_0^t K(t-s)(NN^\top + MM^\top + \frac{\gamma}{1-\gamma} \Sigma_s v \rho^\top Q + 2\frac{\gamma}{1-\gamma} \Sigma_s \psi(T-s)Q^\top pp^\top Q \psi(T-s) \Sigma_s ds \]

\[ + \int_0^t K(t-s) \Sigma_s^{1/2} d\tilde{W}_s^\sigma Q + Q^\top (d\tilde{W}_s^\sigma)^\top \Sigma_s^{1/2} K(t-s). \]

We insert the dynamics of \( \Sigma \) into the expression \( \text{Tr} [ \int_0^T \frac{d}{d(T-s)} (\psi * L)(T-s) \Sigma_s ds ] \) and simplify using calculus of convolutions and resolvents. Finally, some terms cancel out and we end up
with
\[
\int_0^T \text{Tr}[F_s \Sigma_s] ds = \text{Tr}\left[ \int_0^T f(\psi)(T-s) \Sigma_0 ds \right] + \text{Tr}\left[ \int_0^T \psi(T-s) NN^T ds \right] \\
- \text{Tr}\left[ \int_0^T 2\psi(T-s)Q^T Q\psi(t-s) \Sigma_s ds \right] \\
+ \text{Tr}\left[ \int_0^T \psi(T-s)(\Sigma_s^{1/2} dW^\sigma_s Q + Q^T (dW^\sigma_s)^T \Sigma_s^{1/2}) \right].
\]

Hence we obtain
\[
x_0^\gamma E_{x_0, \Sigma_0} (X_T^{\pi^*}) = \mathbb{E}_{x_0, \Sigma_0}^Q \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T \text{Tr}[F_s V_s] ds \right) \right]
= \exp \left( \int_0^T \gamma r_s ds + \text{Tr}\left[ \int_0^T f(\psi)(T-s) \Sigma_0 ds \right] + \text{Tr}\left[ \int_0^T \psi(T-s) NN^T ds \right] \right) \\
\times \mathbb{E}_{x_0, \Sigma_0}^Q \left[ \exp \left( - 2\text{Tr}\left[ \int_0^T Q\psi(T-s) \Sigma_s \psi(t-s) Q^T ds \right] + 2\text{Tr}\left[ \int_0^T Q\psi(T-s) \Sigma_s^{1/2} dW^\sigma_s \right] \right) \right].
\]

Since \( \psi \) is continuous, it is bounded and therefore the stochastic exponential is a true \( \mathbb{Q} \)-martingale with expectation 1 by Lemma [B.1]. Thus we get
\[
E_{x_0, \Sigma_0} \left[ \frac{1}{\gamma} (X_T^{\pi^*}) \right] = \frac{x_0^\gamma}{\gamma} \exp \left( \int_0^T \gamma r_s + \text{Tr}[f(\psi)(T-s) \Sigma_0 + \psi(T-s) NN^T] ds \right).
\]

This completes the first part of the proof.

**Proof of the the inequality** \( \text{[B.3]} \) First note that standard techniques to prove the inequality like [27, Proposition 4.5] do not apply in our setting, since we cannot use Itô’s formula due to the non-Markovianity of our volatility model. Therefore, we use a different approach writing an arbitrary portfolio strategy. Define \( \hat{\pi} := \pi - \pi^* \) and write \( \pi_t = \pi_t^* + \hat{\pi}_t \), where \( \pi_t^* = \frac{1}{\gamma}(v + 2\psi(T-t)Q^T \rho \sigma) \).

Since \( \pi_t \) is bounded by assumption, we can define a new probability measure \( \hat{\mathbb{Q}} \) with Radon-Nikodym density
\[
\hat{Z}_0 := \frac{d\hat{\mathbb{Q}}}{d\mathbb{P}} |_{x_0} = \exp \left( \gamma \int_0^T \pi^*_s \Sigma^{1/2}_s dW^S_s - \frac{\gamma^2}{2} \int_0^T \|\pi^*_s \Sigma^{1/2}_s\|^2_2 ds \right)
\]
by Lemma [B.2]. Analogously to the first part we obtain
\[
x_0^\gamma E_{x_0, \Sigma_0} (X_T^{\pi^*}) = \mathbb{E}_{x_0, \Sigma_0}^{\hat{\mathbb{Q}}} \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T \text{Tr}[\hat{F}_s \Sigma_s] ds \right) \right],
\]
with
\[
\hat{F}_s := \gamma v \pi^*_s + \frac{\gamma(\gamma - 1)}{2} \pi_s \pi^*_s \\
= F_s + \gamma v \hat{\pi}^*_s + \gamma(\gamma - 1) \pi^*_s \hat{\pi}^*_s + \frac{\gamma(\gamma - 1)}{2} \hat{\pi} \hat{\pi}^*_s,
\]
and \( F_s \) is like in the first part. Under the probability measure \( \hat{\mathbb{Q}} \) defined in (A.2), the process
\[
\hat{W}^\sigma_t = W^\sigma_t - \gamma \Sigma_t^{1/2} \pi_t \rho^T = W^\sigma_t - \gamma \Sigma_t^{1/2} \pi_t^* \rho^T - \gamma \Sigma_t^{1/2} \hat{\pi}_t \rho^T
\]
is a \( d \times d \)-dimensional brownian motion by Girsanov’s theorem. Hence the dynamics of the volatility process \( \Sigma \) under \( \hat{\mathbb{Q}} \) can be written as
\[
\Sigma_t = \Sigma_0 + \int_0^t K(t-s)(NN^T + M \Sigma_s + \Sigma_s M^T + \frac{\gamma}{1 - \gamma} \Sigma_s \rho \rho^T + \frac{2\gamma}{1 - \gamma} \Sigma_s \psi(T-s) Q^T \rho \rho^T + \frac{\gamma}{1 - \gamma} \psi(T-s) Q^T \rho \rho^T \psi(T-s) \Sigma_s \\
+ \gamma \Sigma_s \hat{\pi} \rho^T Q + \gamma Q^T \rho \hat{\pi}^T \Sigma_s + \int_0^t K(t-s) \Sigma_s^{1/2} d\hat{W}^\sigma_s Q + Q^T (d\hat{W}^\sigma_s)^T \Sigma_s^{1/2} K(t-s)
\]
Again we calculate \( \int_0^T \frac{d}{d(T-s)} \psi(L)(T-s) \Sigma ds \) inserting the dynamics of \( \Sigma \) and using calculus of convolutions and resolvents. Some terms cancel out and this time we end up with

\[
\int_0^T \text{Tr}[\hat{F}_s \Sigma_s] ds = \text{Tr}[\int_0^T f(\psi)(T-s) \Sigma_0 ds] + \text{Tr}[\int_0^T \psi(T-s) NN^T ds] \\
- \text{Tr}[\int_0^T 2\psi(T-s) Q^T Q \psi(t-s) \Sigma_s ds] \\
+ \text{Tr}[\int_0^T \psi(T-s)(\Sigma_s^{-1/2}d\hat{W}_s^\sigma + Q^T (d\hat{W}_s^\sigma)^\top \Sigma_s^{1/2})] + \text{Tr}[\int_0^T \frac{\gamma(\gamma - 1)}{2} \hat{\pi}_s \hat{\pi}_s^\top \Sigma_s ds]
\]

The term \( \text{Tr}[\int_0^T \frac{\gamma(\gamma - 1)}{2} \hat{\pi}_s \hat{\pi}_s^\top \Sigma_s ds] \) is equivalent to \( \int_0^T \frac{\gamma(\gamma - 1)}{2} \hat{\pi}_s \hat{\pi}_s^\top \Sigma_s ds \) and since \( \Sigma_s \) is positive definite and \( \gamma \in (0, 1) \), it has to be less than or equal to 0. Thus, for the expectation we get

\[
x_0^{-\gamma} E_{x_0, \Sigma_0} (X_T^\gamma) = E_{x_0, \Sigma_0} \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T \text{Tr}[\hat{F}_s \Sigma_s] ds \right) \right]
\]

\[
= \exp \left( \int_0^T \gamma r_s ds + \text{Tr}[\int_0^T f(\psi)(T-s) \Sigma_0 ds] + \text{Tr}[\int_0^T \psi(T-s) NN^T ds] \right) \\
\times E_{x_0, \Sigma_0} \left[ \exp \left( -2 \text{Tr}[\int_0^T Q \psi(T-s) \Sigma_s \psi(t-s) Q^T ds] + 2 \text{Tr}[\int_0^T Q \psi(T-s) \Sigma_s^{-1/2}d\hat{W}_s^\sigma] \right) \right]
\]

\[
\leq \exp \left( \int_0^T \gamma r_s ds + \text{Tr}[\int_0^T f(\psi)(T-s) \Sigma_0 ds] + \text{Tr}[\int_0^T \psi(T-s) NN^T ds] \right) \\
\times E_{x_0, \Sigma_0} \left[ \exp \left( -2 \text{Tr}[\int_0^T Q \psi(T-s) \Sigma_s \psi(t-s) Q^T ds] + 2 \text{Tr}[\int_0^T Q \psi(T-s) \Sigma_s^{-1/2}d\hat{W}_s^\sigma] \right) \right].
\]

Note that the last inequality does not hold for the case \( \gamma < 0 \). Since the stochastic exponential is a \( \hat{Q} \)-martingale with expectation 1 by Lemma 1.1.5. we finally obtain

\[
E_{x_0, \Sigma_0} \left[ \frac{1}{\gamma} (X_T^\gamma) \right] \leq \frac{e_0}{\gamma} \exp \left( \int_0^T \gamma r_s + \text{Tr}[f(\psi)(T-s) \Sigma_0 + \psi(T-s) NN^T] ds \right),
\]

which completes the proof. \( \square \)

5. Numerical examples

In this section we compute the optimal portfolio strategy numerically in two-dimensional examples. To begin, we consider a financial market with one riskfree asset and \( d = 2 \) risky assets and an investment horizon of \( T = 1 \) year. The parameters are taken from [25], where such a model is calibrated to real market data from the Standard and Poor’s 500 Index and 30-year Treasury bond. They obtained the following estimation for the model parameters:

\[
M = \begin{pmatrix}
-1.21 & 0.491 \\
0.3292 & -1.271
\end{pmatrix}, \\
Q = \begin{pmatrix}
0.167 & 0.033 \\
0.001 & 0.09
\end{pmatrix},
\]

\[
\rho = \begin{pmatrix}
-0.115 \\
-0.549
\end{pmatrix}, \\
v = \begin{pmatrix}
4.722 \\
3.317
\end{pmatrix},
\]

and \( NN^T = 10Q^T Q \). Roughness of the model is obtained by taking an appropriate integration kernel. We choose a fractional kernel of the form

\[
K(t) = \begin{pmatrix}
\frac{t^{\alpha-1}}{\Gamma(\alpha)} & 0 \\
0 & \frac{t^{\alpha-1}}{\Gamma(\alpha)}
\end{pmatrix}, \quad \alpha \in (\frac{1}{2}, 1).
\]
This corresponds to the rough Heston model in the one-dimensional case. The roughness of the volatility paths is determined by the parameter $\alpha$ and for $\alpha \to 1$ we recover the classical model. The parameter $\alpha$ is linked to the Hurst parameter $H$ via the equation $\alpha = H + \frac{1}{2}$. In our example the investor has a power utility function

$$U(x) = \frac{1}{\gamma} x^\gamma, \quad 0 < \gamma < 1.$$  

The optimal strategy $\pi^*$ consists of a constant term

$$\frac{v}{1 - \gamma}$$

and a time-depending term

$$\frac{2}{1 - \gamma} \psi(T - t)Q^\top \rho,$$

the hedging demand. Here the parameter $v$ is the market price of risk, $\gamma$ is the relative risk aversion, $\rho$ is the correlation vector, $Q$ is the Matrix governing the diffusion of the volatility process and $\psi$ is the solution of the matrix-valued Riccati-Volterra equation (4.6). In order to compute the hedging demand, we have to find the solution $\psi$ of equation (4.6). To this end we use the fractional Adams method developed in [28],[29] to obtain a numerical solution. The next diagram shows that if the roughness level $\alpha \to 1$, we recover the results of [3, Figure 1] for the classical Wishart model.

Figure 1. Hedging demands for roughness level $\alpha = 0.99$ for parameter $\gamma = 0.2$ (A) and $\gamma = 0.8$ (B).

Figure 2 and 3 show that, in accordance with [3], the hedging demand for $\gamma \in (0,1)$ is negative. The lower the risk aversion of the investor, the more negative is his hedging demand. The roughness of the volatility of the assets also affects the hedging demand over time. Our illustrations show that the curvature of the hedging demand is increasing as the paths of the volatility become rougher.

To have a comparison with another multivariate Volterra model, we adapt a numerical experiment from [31 Chapter 6] which was carried out for the Markowitz problem in a rough Stein-Stein model. Our aim is to investigate how the optimal investment strategy is affected on different time intervals within the investment horizon, if the investor can choose among a rough and a smooth asset with Hurst parameters $H_1 < H_2$. For this experiment we again use the parameters $M, Q, \rho$ and $v$ as in the beginning of this section. Recall that the Hurst parameter $H$ is linked to the parameter $\alpha$ in our integral kernels via $H = \alpha - \frac{1}{2}$. It turns out that as in [5], we end up with three distinct regimes:
Figure 2.

Left hand side: Paths of the volatility matrix for different levels of roughness $\alpha = 0.95$ (A), $\alpha = 0.75$ (B), $\alpha = 0.55$ (C).

Right hand side: The corresponding hedging demands $\frac{2}{1-\gamma} \psi(T - t)Q^T \rho$ for risk aversion parameter $\gamma = 0.2$. 
Figure 3.

Left hand side: Paths of the volatility matrix for different levels of roughness $\alpha = 0.95$ (A), $\alpha = 0.75$ (B), $\alpha = 0.55$ (C).

Right hand side: The corresponding hedging demands $\frac{2}{1-\gamma} \psi(T - t)Q^T \rho$ for risk aversion parameter $\gamma = 0.8$. 
(a) $T << 1$: When the investment horizon is close to the end, the investor is selling a larger amount of the smooth asset than of the rough one.

(b) $T \sim 1$: Here a transition of the investors behavior appears. First the agent prefers selling the rough asset but as the final horizon approaches, he prefers to sell the smooth asset.

(c) $T >> 1$: All the time until the transition point close to the maturity, the investor prefers selling the rough asset.

Our results are illustrated in Figure 5. As pointed out in [5], a possible interpretation of this transition could be that rough processes are more volatile than smooth processes in the short term but less volatile in the long term. Thus, when there is not much time left, the investor prefers rough assets to obtain some performance, whereas he favors the smooth asset on the long run. It turns out that the larger the difference of the roughness of the two assets becomes, the more the effect described above is pronounced. This means that if the second asset is very rough, the transition of the investors behavior happens earlier and the amount of rough assets the investor is selling decreases faster. In contrast to the Markowitz portfolio strategies studied in [5], we do not observe a structural difference in our portfolio strategies for different levels of asset correlation. While a positive asset correlation leads to a *buy rough sell smooth* strategy (cf. [32]) for the optimization problem in [5], in our case the correlation level only affects the extent to which the investor is selling both the smooth and the rough asset (see Figure 6). We want to point out that an average asset correlation of 0 can be obtained by setting the non-diagonal entries of the matrices $M$ and $Q$ to zero. Since our hedging demands are linear in terms of the vol-of-vol $Q$, the investors’ preferences are preserved in our model if $Q$ is multiplied with constant, whereas in [AJMP21] the investor’s preferences do depend on the vol-of-vol. For completeness, this is illustrated in Figure 4.

![Figure 4](image-url)

**Figure 4.** Effect of two different levels of the volatility of volatility on the hedging demand. The hedging demand depends linearly on the vol of vol $Q$. 
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Figure 5. Effect of the time horizon $T$ on the hedging demand for different levels of roughness for an investor with risk aversion $\gamma = 0.2$. 

(A) $T = 0.5$, $H_1 = 0.95$, $H_2 = 0.75$  

(B) $T = 0.5$, $H_1 = 0.95$, $H_2 = 0.55$  

(C) $T = 1$, $H_1 = 0.95$, $H_2 = 0.75$  

(D) $T = 1$, $H_1 = 0.95$, $H_2 = 0.55$  

(E) $T = 2$, $H_1 = 0.95$, $H_2 = 0.75$  

(F) $T = 2$, $H_1 = 0.95$, $H_2 = 0.55$
Figure 6. Effect of the asset correlation on the hedging demand.
6. Existence and uniqueness results for the Volterra equations

In this section we provide existence and uniqueness results for the Riccati-Volterra equations \([4.6]\) and the stochastic Volterra equation \([4.2]\).

6.1. Solution of the Volterra Wishart process. Previous research on stochastic Volterra equations has been carried out in the vector framework (cf. \([5],[1]\)). For proving existence of a weak solution for the matrix-valued Volterra-Wishart equation \([4.2]\), we use the vectorization operator in order to be able to resort to existing literature.

**Theorem 6.1.** Assume that \(K\) admits a resolvent of the first kind and that the components of \(K\) satisfy \([4.3]\). Then the stochastic Volterra equation \([4.2]\) has a unique in law \(\mathbb{R}^{d \times d}\)-valued continuous weak solution on the interval \([0, T_{\text{pos}}]\), where \(T_{\text{pos}} := \inf\{t \geq 0 : \tau \geq t \text{ almost sure}\}\) \(\tau := \inf\{t \geq 0 : \Sigma_t \text{ is not positive definite}\}\).

**Proof:** We cast the problem into the vector framework using the vectorization operator \(\text{vec} : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d^2}\) stacking the columns of a matrix on top of one another. This leads to the \(\mathbb{R}^{d \cdot d}\)-valued Volterra equation

\[
\text{vec}(\Sigma) = \text{vec}(K \ast (NN^T + M\Sigma + \Sigma M^T + \Sigma^{1/2}dW^\sigma Q + Q^T(dW^\sigma)^T \Sigma^{1/2})) \\
= (I \otimes K) \ast \text{vec}(NN^T + M\Sigma + \Sigma M^T + \Sigma^{1/2}dW^\sigma Q + Q^T(dW^\sigma)^T \Sigma^{1/2}) \\
= (I \otimes K) \ast [\text{vec}(NN^T) + (I \otimes M + M \otimes I) \text{vec}(\Sigma) \\
+ Q^T \otimes \Sigma^{1/2} \text{vec}(dW^\sigma) + \Sigma^{1/2} \otimes Q^T \text{vec}((dW^\sigma)^T)]
\]

where

\[
b(\text{vec}(\Sigma)) := \text{vec}(NN^T) + (I \otimes M + M \otimes I) \text{vec}(\Sigma)
\]

and

\[
c(\text{vec}(\Sigma)) := Q^T \otimes \Sigma^{1/2} + \Sigma^{1/2} \otimes Q^T U
\]

for some unitary matrix \(U\). We now show that \(b\) and \(c\) fulfill a linear growth condition.

\[
|b(\text{vec}(\Sigma))| \leq |\text{vec}(NN^T)| + \|I \otimes M + M \otimes I\|_F |\text{vec}(\Sigma)| \\
\leq |\text{vec}(NN^T)| + 2\sqrt{d}\|M\|_F |\text{vec}(\Sigma)| \leq C_1 (1 + |\text{vec}(\Sigma)|)
\]

with \(C_1 = \max(|\text{vec}(NN^T)|, 2\sqrt{d}\|M\|_F)\).

Using the fact that \(\|\Sigma^{1/2}\|_F = \sqrt{\text{Tr}(\Sigma^{1/2}\Sigma^{1/2})}\), we obtain

\[
|c(\text{vec}(\Sigma))|^2 \leq 4\|Q^T \otimes \Sigma^{1/2}\|_F^2 = 4\|Q^T\|_F^2 \text{Tr}(\Sigma^{1/2}\Sigma^{1/2}) = 4\|Q^T\|_F^2 \text{Tr}(\Sigma) \\
\leq 4\|Q^T\|_F^2 \sqrt{d}(1 + \|\Sigma\|_F) \leq 4\|Q^T\|_F^2 \sqrt{d}(1 + \|\Sigma\|_F)^2 = C_2^2(1 + |\text{vec}(\Sigma)|)^2.
\]

Here we have used the fact that

\[
\text{Tr}(\Sigma) = \sum_{i=1}^d \sigma_{ii} \leq \sqrt{d} \sqrt{\sum_{i=1}^d \sigma_{ii}^2} \leq \sqrt{d(1 + \sum_{i=1}^d \sigma_{ii}^2)} \leq \sqrt{d(1 + \sum_{i,j=1}^d \sigma_{ij}^2)} = \sqrt{d(1 + \text{Tr}(\Sigma^2))}.
\]

Hence for \(C_2 = 2d^{1/4}\|Q\|_F\), we get

\[
|c(\text{vec}(\Sigma))| \leq C_2 (1 + |\text{vec}(\Sigma)|).
\]

Thus \(b\) and \(c\) fulfill the linear growth condition \([1, \text{Condition 3.1}]\) and hence we can apply \([1, \text{Theorem 3.4}]\) to get the desired result. \(\square\)
6.2. Solution of the Riccati Volterra equation. We use the concept of non-continuable solutions described in \[1\]. For an integral kernel \(K_i \in L^2_{\text{loc}}(\mathbb{R}^+, \mathbb{R}^{d \times d})\) and a function \(f : \mathbb{R}^d \to \mathbb{R}^d\) consider the Volterra integral equation
\[
\psi = K \ast f(\psi). \tag{6.1}
\]
For \(0 < T_{\text{max}} < \infty\), by a non-continuable solution of (6.1) we denote a pair \((\psi, T_{\text{max}})\) such that \(\psi\) satisfies (6.1) on \([0, T_{\text{max}}]\) and \(\|\psi\|_{L^2[0,T_{\text{max}}]} = \infty\). A non-continuable solution \((\psi, T_{\text{max}})\) is unique if for any \(T > 0\) and \(\psi\) with \(\|\psi\|_{L^2[0,T]} < \infty\) satisfying (6.1) on \([0, T]\), we have \(T < T_{\text{max}}\) and \(\tilde{\psi} = \psi\) on \([0, T]\). If \(T_{\text{max}} = \infty\), we call \(\psi\) a global solution of (6.1).

**Theorem 6.2.** For each of the Riccati-Volterra equations (3.8) and (3.11) there exists a unique non-continuable continuous solution \((\psi, T_{\text{max}})\).

**Proof:** The Riccati-Volterra equations (3.8) and (3.11) are both of the form
\[
\chi = F(\chi) \ast K
\]
where \(F\) is given by
\[
F(\chi) = a + B\chi + (c_1\xi_1^2, \ldots, c_d\xi_d^2)^\top
\]
with \(a \in \mathbb{R}^d, B \in \mathbb{R}^{d \times d}\) and \(c_i \in \mathbb{R}\). Thus for \(x, y \in \mathbb{R}^d\) we get
\[
|F(x) - F(y)| = |Bx + (c_1x_1^2, \ldots, c_dx_d^2)^\top - By - (c_1y_1^2, \ldots, c_dy_d^2)^\top|
\]
\[
\leq |B(x - y)| + \left|(c_1(x_1^2 - y_1^2), \ldots, c_d(x_d^2 - y_d^2))^\top\right|
\]
\[
\leq |x - y| \|B\| + \max_{1 \leq i \leq d} (|c_i|) \left|(x_1 + y_1)(x_1 - y_1), \ldots, (x_d + y_d)(x_d - y_d)\right|^\top
\]
\[
\leq |x - y| \|B\| + \max_{1 \leq i \leq d} (|c_i|) |x + y| \cdot |x - y|
\]
\[
\leq C_1 |x - y| + C_2 |x - y| (|x| + |y|)
\]
with positive constants \(C_1 = \|B\| \) and \(C_2 = \max_{1 \leq i \leq d} (|c_i|)\). Here we have used the triangle inequality, the Cauchy-Schwarz inequality and the fact that for \(\alpha, \beta \in \mathbb{R}^d\) we get \(\sum_{i=1}^n |\alpha_i \beta_i| \leq \sum_{i=1}^n |\alpha| \sum_{j=1}^n |\beta_j|\). Now existence and uniqueness of a non-continuable solution \((\chi, T_{\text{max}})\) follows directly from [1] Theorem B1. \(\square\)

In case that the matrix \(D\) in equation (3.2) is diagonal, there exists even a global solution.

**Theorem 6.3.** Assume that the matrix \(D\) in the drift of the volatility process is a diagonal matrix, i.e. \(D = \text{diag}(\delta_1, \ldots, \delta_d)\). Then the Riccati-Volterra equation (3.11) has a unique global solution if for all \(1 \leq i \leq d\)
\[
\delta_i + \frac{\gamma}{1 - \gamma} \nu_i \rho_i \theta_i < 0 \quad \text{and} \quad (\delta_i + \frac{\gamma}{1 - \gamma} \nu_i \rho_i \theta_i)^2 - \frac{\gamma}{1 - \gamma} \left(1 - \frac{\gamma}{1 - \gamma} \nu_i^2 \theta_i^2\right) > 0.
\]

**Proof:** If \(D\) is a diagonal matrix, the matrix \(\Lambda\) in equation (3.11) becomes a diagonal matrix of the form \(\Lambda = -\text{diag}(\lambda_1, \ldots, \lambda_d)\) with \(\lambda_i = -\delta_i - \frac{\gamma}{1 - \gamma} \nu_i \rho_i \theta_i\). Now the vector valued equation (3.11) can be decomposed into \(d\) real valued Riccati-Volterra equations such that for the \(i\)th component \(\psi_i\) of \(\psi\) we obtain
\[
\psi_i(t) = \int_0^t K_i(t - s) \left[\frac{\gamma}{2(1 - \gamma)} \theta_i^2 - \lambda_i \psi_i(s) + \frac{1}{2} \nu_i^2 - \frac{\gamma}{1 - \gamma} \nu_i^2 \psi_i^2(s)\right] ds \tag{6.2}
\]
By our assumptions \(\lambda_i > 0\) and \(\lambda_i^2 - 2 \frac{\gamma \nu_i^2}{2(1 - \gamma)} \nu_i^2 \frac{1 - \gamma + \gamma \theta_i^2}{1 - \gamma} > 0\) and therefore [10] Lemma A2 (cf. [8] Lemma A5) guarantees the existence of a unique continuous global solution of the equation (6.2). Combining the component-wise solutions, we finally obtain the unique global solution \(\psi\) of equation (3.11). \(\square\)
A vectorization argument allows us to prove existence of a local solution for the matrix Riccati-Volterra equation (4.6).

**Theorem 6.4.** The matrix Riccati-Volterra equation (4.6) has a unique non-continuable continuous solution \((\psi, T_{\text{max}})\).

**Proof:** We cast the problem into the vector framework using the vectorization operator \(\text{vec}: \mathbb{R}^{d \times d} \to \mathbb{R}^{d^2}\) stacking the columns of a matrix on top of one another. This leads to the \(\mathbb{R}^{d \times d}\)-valued Riccati-Volterra equation

\[
\text{vec}(\psi) = \text{vec}(K * [\psi \tilde{M} + \tilde{M}^T \psi + 2\psi \tilde{Q}^T \tilde{Q} \psi + \tilde{\Gamma}])
\]

\[
= (I \otimes K) * \text{vec}(\psi \tilde{M} + \tilde{M}^T \psi + 2\psi \tilde{Q}^T \tilde{Q} \psi + \tilde{\Gamma}) =: (I \otimes K) * p(\text{vec}(\psi)),
\]

where \(\otimes: \mathbb{R}^{d \times d} \times \mathbb{R}^{d \times d} \to \mathbb{R}^{d^2 \times d^2}\) denotes the Kronecker product. We now show that \(p\) fulfills the growth condition

\[
|p(\text{vec}(X)) - p(\text{vec}(Y))| \leq C_1 |\text{vec}(X) - \text{vec}(Y)| + C_2 |\text{vec}(X) - \text{vec}(Y)| (|\text{vec}(X)| + |\text{vec}(Y)|)
\]

with positive constants \(C_1\) and \(C_2\).

For the first and the second term of this sum, we have

\[
|\text{vec}(\text{vec}(X) - \text{vec}(Y))| = |(\tilde{M}^T \otimes I) \text{vec}(X - Y)| \leq \|\tilde{M}^T \otimes I\|_F |\text{vec}(X - Y)|
\]

and

\[
|\text{vec}(\text{vec}(X - Y))| = |(I \otimes \tilde{M}^T) \text{vec}(X - Y)| \leq \|I \otimes \tilde{M}^T\|_F |\text{vec}(X - Y)|.
\]

Since \(\|\tilde{M}^T \otimes I\|_F = \|I \otimes \tilde{M}^T\|_F = \sqrt{d}\|\tilde{M}\|_F\), we choose \(C_1 = 2\sqrt{d}\|\tilde{M}\|_F\). For the third term, it holds that

\[
|\text{vec}(\text{vec}(X \tilde{Q}^T \tilde{Q} X - Y \tilde{Q}^T \tilde{Q} Y))| = \|X \tilde{Q}^T \tilde{Q} X - Y \tilde{Q}^T \tilde{Q} Y\|_F.
\]

One of the following statements must be true:

\[
\|X \tilde{Q}^T \tilde{Q} X - Y \tilde{Q}^T \tilde{Q} Y\|_F \leq \|X \tilde{Q}^T \tilde{Q} X + X \tilde{Q}^T \tilde{Q} Y - Y \tilde{Q}^T \tilde{Q} Y\|_F
\]

or

\[
\|X \tilde{Q}^T \tilde{Q} X - Y \tilde{Q}^T \tilde{Q} Y\|_F \leq \|X \tilde{Q}^T \tilde{Q} X - X \tilde{Q}^T \tilde{Q} Y + Y \tilde{Q}^T \tilde{Q} X - Y \tilde{Q}^T \tilde{Q} Y\|_F.
\]

Without loss of generality we only treat the first case. Thus we obtain

\[
\|X \tilde{Q}^T \tilde{Q} X - Y \tilde{Q}^T \tilde{Q} Y\|_F \leq \|(X - Y) \tilde{Q} \tilde{Q} (X + Y)\|_F.
\]

The matrix \(\tilde{Q}^T \tilde{Q} (\tilde{Q} \tilde{Q})^T\) is symmetric and thus its spectral decomposition can be written as \(O \Lambda O^T\) for an orthogonal matrix \(O\). Let \(\lambda_{\text{max}}\) be the largest eigenvalue of \(\tilde{Q}^T \tilde{Q} (\tilde{Q} \tilde{Q})^T\). Since \(\tilde{Q}^T \tilde{Q} (\tilde{Q} \tilde{Q})^T\) has only non-negative eigenvalues, \(\lambda_{\text{max}} I - \Lambda\) is positive definite and so is \((X - Y)(X + Y)O(\lambda_{\text{max}} I - \Lambda)O^T(X + Y)^T(X - Y)^T\). Since the trace of a matrix is the sum of its eigenvalues we have

\[
\text{Tr}[(X - Y)(X + Y)O(\lambda_{\text{max}} I - \Lambda)O^T(X + Y)^T(X - Y)^T] \geq 0
\]

and thus

\[
\lambda_{\text{max}} \text{Tr}[(X - Y)(X + Y)(X + Y)^T(X - Y)^T] \geq \text{Tr}[(X - Y)(X + Y)O\Lambda O^T(X + Y)^T(X - Y)^T]
\]

Using the above facts, we obtain
\[ \| (X - Y)\tilde{Q}^T\tilde{Q}(X + Y) \|^2_F = \text{Tr}[(X - Y)\tilde{Q}^T\tilde{Q}(X + Y)(X + Y)^T(\tilde{Q}^T\tilde{Q})^T(X - Y)^T] \\
= \text{Tr}[(X - Y)(X + Y)^T(\tilde{Q}^T\tilde{Q})^T(X + Y)^T(X - Y)^T] \\
\leq \lambda_{\text{max}} \text{Tr}[(X - Y)(X + Y)^T(X - Y)^T] \\
= \lambda_{\text{max}}\|(X - Y)(X + Y)\|^2_F. \]

Hence we have

\[ \left| \text{vec}(X\tilde{Q}^T\tilde{Q}X - Y\tilde{Q}^T\tilde{Q}Y) \right| \leq \sqrt{\lambda_{\text{max}}} |\text{vec}((X - Y)(X + Y))| \]

\[ = \sqrt{\lambda_{\text{max}}} |(I \otimes (X - Y) \text{vec}(X + Y))| \]

\[ \leq \sqrt{\lambda_{\text{max}}} \| I \otimes (X - Y) \|_F |\text{vec}(X + Y)| \]

\[ = \sqrt{\lambda_{\text{max}}} \sqrt{d} \|(X - Y)\|_F |\text{vec}(X + Y)| \]

\[ \leq \sqrt{\lambda_{\text{max}}} \sqrt{d} \left( |\text{vec}(X) - \text{vec}(Y)| (|\text{vec}(X)| + |\text{vec}(Y)|) \right) \]

leading to \( C_2 = 2\sqrt{d}\sqrt{\lambda_{\text{max}}} \). Now an application of [1] Theorem B2 yields the desired result. \( \square \)

**Appendix A. Detailed proof of the main result**

**Proof:** In order to prove that \( \pi^* \) is indeed the optimal portfolio strategy, we show that for

\[ G(x_0, \Sigma_0) := \frac{x_0^\gamma}{\gamma} \exp \left( \int_0^T \gamma r_s + \text{Tr}[f(\psi)(T - s)\Sigma_0 + \psi(T - s)NN^T]ds \right), \]

we have

(a) \( \mathbb{E}^{x_0, \Sigma_0} \left[ \frac{1}{\gamma} (X_T^s)^\gamma \right] = G(x_0, \Sigma_0) \) for \( \pi_t^* = \frac{1}{1 - \gamma}(v + 2\psi(T - t)Q^T\rho) \),

(b) \( \mathbb{E}^{x_0, \Sigma_0} \left[ \frac{1}{\gamma} (X_T^s)^\gamma \right] \leq G(x_0, \Sigma_0) \) for every other admissible strategy.

We start with equation (a). The SDE for the wealth process can be solved explicitly and we obtain for an arbitrary admissible portfolio strategy \( \pi_t \)

\[ X_T^s = X_0^s \exp \left( \int_0^T (r_s + \pi_s^T \Sigma_s v - \frac{1}{2} \| \pi_s^T \Sigma_s^{1/2} \|^2_2)ds + \int_0^T \pi_s^T \Sigma_s^{1/2}dW_s^S \right) \]

with \( X_0^s = x_0^s \).

Since \( \pi_t^* \) is continuous by the continuity of \( \psi \), it is also bounded and thus we can define a new probability measure \( Q \) with Radon-Nikodym density

\[ Z_0 := \frac{dQ}{d\mathbb{P}}|_{\mathcal{F}_0} = \exp \left( \gamma \int_0^T (\pi_s^*)^T \Sigma_s^{1/2}dW_s^S - \frac{\gamma^2}{2} \int_0^T \| (\pi_s^*)^T \Sigma_s^{1/2} \|^2_2ds \right), \]  \( (A.1) \)
which is a martingale by Lemma B.2. Then we obtain

$$x_0^{-}\mathbb{E}_{x_0, \Sigma_0}(X_T^{\pi^*_T})^\gamma = \mathbb{E}_{x_0, \Sigma_0}\left[\exp\left(\gamma \int_0^T (r_s + \gamma)\Sigma_s v - \frac{1}{2}||\gamma\Sigma_s^{1/2}||_2^2\right)ds + \gamma \int_0^T (\gamma\Sigma_s^{1/2}dW_s^\gamma)\right]$$

$$= \mathbb{E}_{x_0, \Sigma_0}\left[\exp\left(\gamma \int_0^T (r_s + \gamma)\Sigma_s v - \frac{1}{2}||\gamma\Sigma_s^{1/2}||_2^2\right)ds + \frac{\gamma^2}{2} \int_0^T ||\gamma\Sigma_s^{1/2}||_2^2ds\right] \times \exp\left(\gamma \int_0^T \gamma\Sigma_s^{1/2}dW_s^\gamma - \frac{\gamma^2}{2} \int_0^T ||\gamma\Sigma_s^{1/2}||_2^2ds\right)$$

$$= \mathbb{E}_{x_0, \Sigma_0}^Q\left[\exp\left(\gamma \int_0^T (r_s + \gamma)\Sigma_s v - \frac{1}{2}||\gamma\Sigma_s^{1/2}||_2^2\right)ds + \frac{\gamma^2}{2} \int_0^T ||\gamma\Sigma_s^{1/2}||_2^2ds\right]$$

$$= \mathbb{E}_{x_0, \Sigma_0}^Q\left[\exp\left(\gamma \int_0^T (r_s + \gamma)\Sigma_s v - \frac{1}{2}||\gamma\Sigma_s^{1/2}||_2^2\right)ds + \frac{\gamma^2}{2} \int_0^T ||\gamma\Sigma_s^{1/2}||_2^2ds\right]$$

$$= \mathbb{E}_{x_0, \Sigma_0}^Q\left[\exp\left(\int_0^T \gamma r_s ds + \int_0^T \text{Tr}\left[(\gamma v(\pi_s^*)^\top + \frac{\gamma}{2}(\gamma - 1)\pi_s^*(\pi_s^*)^\top)\Sigma_s\right]ds\right)\right].$$

In the following, we denote the matrix-valued deterministic process $F_s$ by

$$F_s := \gamma v(\pi_s^*)^\top + \frac{\gamma}{2}(\gamma - 1)\pi_s^*(\pi_s^*)^\top.$$ 

Inserting the optimal strategy $\pi_s^* = \frac{1}{\gamma}(v + 2\psi(T-t)Q^\top \rho)$, we obtain

$$F_s = \frac{\gamma}{1 - \gamma}\left(\frac{1}{2}v v^\top + v \rho^\top Q\psi(T-s) - Q^\top \rho v^\top - 2\psi(T-s)Q^\top \rho \pi_s^* Q^\top \psi(T-s)\right)$$

$$= f(\psi)(T-s) - \psi(T-s)M - M^\top \psi(T-s) - 2\psi(T-s)Q^\top \psi(t-s)$$

$$+ \frac{\gamma}{\gamma - 1}(2\psi(T-s)Q^\top \rho v^\top + 4\psi(T-s)Q^\top \rho \pi_s^* Q^\top \psi(T-s)).$$

Under the probability measure $Q$ defined in (A.1), the process

$$\tilde{W}_t^\sigma = W_t^\sigma - \gamma \Sigma_s^{1/2} \pi_s^* \rho^\top$$

is a $d \times d$-dimensional brownian motion by Girsanov’s theorem. The dynamics of the volatility process $\Sigma$ under $Q$ can thus be written as

$$\Sigma_t = \Sigma_0 + \int_0^t K(t-s)NN^\top + M \Sigma_s + \Sigma_s M^\top + \frac{\gamma}{1 - \gamma} \Sigma_s v \rho^\top Q$$

$$+ \frac{2\gamma - \gamma}{1 - \gamma} \Sigma_s \psi(T-s)Q^\top \rho \pi_s^* Q + \frac{\gamma}{1 - \gamma} Q^\top \rho v^\top \Sigma_s + \frac{2\gamma - \gamma}{1 - \gamma} Q^\top \rho \pi_s^* Q^\top \psi(T-s)\Sigma_s ds$$

$$+ \int_0^t K(t-s)\Sigma_s^{1/2}d\tilde{W}_s^\sigma Q + Q^\top (d\tilde{W}_s^\sigma)^\top \Sigma_s^{1/2} K(t-s).$$
Let $L$ be the resolvent of the first kind of the integral kernel $K$. Then by the associativity of the convolution and applying the fundamental theorem of calculus we obtain

$$f(\psi)(T - s) = \frac{d}{d(T - s)} \int_0^{T - s} f(\psi)(u)du = \frac{d}{d(T - s)} \int_0^{T - s} f(\psi)(T - s - u)du$$

$$= \frac{d}{d(T - s)} (f(\psi) * I)(T - s) = \frac{d}{d(T - s)} (f(\psi) * (K * L))(T - s)$$

$$= \frac{d}{d(T - s)} ((f(\psi) * K) * L)(T - s) = \frac{d}{d(T - s)} (\psi * L)(T - s).$$

Here the last equality follows from equation (4.7). Thus we can write $F_s$ as

$$F_s = \frac{d}{d(T - s)} (\psi * L)(T - s) - \psi(T - s)M - M^\top \psi(T - s) - 2\psi(T - s)Q^\top Q\psi(t - s)$$

$$+ \frac{\gamma}{\gamma - 1}(2\psi(T - s)Q^\top \rho \nu^\top + 4\psi(T - s)Q^\top \rho \rho^\top Q\psi(T - s)),$$

and consequently we have

$$\int_0^T \text{Tr}[F_s \Sigma_s]ds$$

$$= \text{Tr}[\int_0^T \frac{d}{d(T - s)} (\psi * L)(T - s) \Sigma_s ds] - \text{Tr}[\int_0^T \psi(T - s)M \Sigma_s ds]$$

$$- \text{Tr}[\int_0^T M^\top \psi(T - s) \Sigma_s ds] - \text{Tr}[\int_0^T 2\psi(T - s)Q^\top \psi(t - s) \Sigma_s ds]$$

$$- \text{Tr}[\int_0^T \frac{2\gamma}{1 - \gamma}\psi(T - s)Q^\top \rho \nu^\top \Sigma_s ds] - \text{Tr}[\int_0^T \frac{4\gamma}{1 - \gamma}\psi(T - s)Q^\top \rho \rho^\top Q\psi(T - s) \Sigma_s ds].$$

We consider the term $\text{Tr}[\int_0^T \frac{d}{d(T - s)} (\psi * L)(T - s) \Sigma_s ds]$ and substitute

$$\Sigma = \Sigma_0 + K * (NN^\top + M\Sigma + \Sigma M^\top + \frac{\gamma}{1 - \gamma}\Sigma \nu \nu^\top Q$$

$$+ \frac{2\gamma}{1 - \gamma}\Sigma \psi^\top - Q^\top \rho \rho^\top Q + \frac{\gamma}{1 - \gamma}Q^\top \rho \nu^\top \Sigma + \frac{2\gamma}{1 - \gamma}Q^\top \rho \rho^\top Q\psi^\top - \Sigma)$$

$$+ K * \Sigma_1^\top d\tilde{W}^\sigma Q + Q^\top (d\tilde{W}^\sigma)^\top \Sigma_1^\top K.$$}

This yields

$$\text{Tr}[\int_0^T \frac{d}{d(T - s)} (\psi * L)(T - s) \Sigma_s ds] = \text{Tr}[(\frac{d}{d(T - s)} (\psi * L)) * \Sigma](T)$$

$$= \text{Tr}[(\frac{d(\psi * L)}{d(T - s)})(\Sigma_0 + K * (NN^\top + M\Sigma + \Sigma M^\top + \frac{\gamma}{1 - \gamma}\Sigma \nu \nu^\top Q$$

$$+ \frac{2\gamma}{1 - \gamma}\Sigma \psi^\top - Q^\top \rho \rho^\top Q + \frac{\gamma}{1 - \gamma}Q^\top \rho \nu^\top \Sigma + \frac{2\gamma}{1 - \gamma}Q^\top \rho \rho^\top Q\psi^\top - \Sigma))](T)]$$

$$+ \text{Tr}[(\frac{d}{d(T - s)} (\psi * L)) * (K * (NN^\top + M\Sigma + \Sigma M^\top + \frac{\gamma}{1 - \gamma}\Sigma \nu \nu^\top Q$$

$$+ \frac{2\gamma}{1 - \gamma}\Sigma \psi^\top - Q^\top \rho \rho^\top Q + \frac{\gamma}{1 - \gamma}Q^\top \rho \nu^\top \Sigma + \frac{2\gamma}{1 - \gamma}Q^\top \rho \rho^\top Q\psi^\top - \Sigma))](T)]$$

$$+ \text{Tr}[(\frac{d}{d(T - s)} (\psi * L)) * (K * (\Sigma_1^\top d\tilde{W}^\sigma Q + Q^\top (d\tilde{W}^\sigma)^\top \Sigma_1^\top K))](T)].$$
We now simplify the terms (I), (II) and (III) using stochastic calculus of convolutions and resolvents.

ad (I):

\[
\text{ad (I)}: \\
\text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L)) \ast \Sigma_0 \right](T) = \text{Tr} \left[ \int_0^T \frac{d}{d(T-s)}(\psi \ast L)(T-s) \cdot \Sigma_0 ds \right] \\
= \text{Tr} \left[ \int_0^T f(\psi)(T-s)\Sigma_0 ds \right]
\]

ad (II):

\[
\text{ad (II)}: \\
\text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L)) \ast (K \ast (NN^T + MS + SM^T + \frac{\gamma}{1-\gamma} \Sigma v^\top Q \\
+ \frac{2\gamma}{1-\gamma} \Sigma \psi^T Q \rho^\top Q + \frac{\gamma}{1-\gamma} Q^\top \rho v^\top \Sigma + \frac{2\gamma}{1-\gamma} Q^\top \rho^\top Q\psi^T \Sigma)) \right](T) \\
= \text{Tr} \left[ \left( \frac{d}{d(T-s)}(\psi \ast (L \ast K)) \ast (NN^T + MS + SM^T + \frac{\gamma}{1-\gamma} \Sigma v^\top Q \\
+ \frac{2\gamma}{1-\gamma} \Sigma \psi^T Q \rho^\top Q + \frac{\gamma}{1-\gamma} Q^\top \rho v^\top \Sigma + \frac{2\gamma}{1-\gamma} Q^\top \rho^\top Q\psi^T \Sigma) \right) \right](T) \\
= \text{tr} \left[ \left( \psi \ast (NN^T + MS + SM^T + \frac{\gamma}{1-\gamma} \Sigma v^\top Q + \frac{2\gamma}{1-\gamma} \Sigma \psi^T Q \rho^\top Q + \frac{\gamma}{1-\gamma} Q^\top \rho v^\top \Sigma + \frac{2\gamma}{1-\gamma} Q^\top \rho^\top Q\psi^T \Sigma) \right) \right](T) \\
= \text{Tr} \left[ \int_0^T (\psi(T-s))NN^T ds + \text{Tr} \left[ \int_0^T \psi(T-s)M\Sigma_s ds \right] + \text{Tr} \left[ \int_0^T M^\top \psi(T-s)\Sigma_s ds \right] \\
+ \text{Tr} \left[ \int_0^T \frac{2\gamma}{1-\gamma} \psi(T-s)Q^\top \rho v^\top \Sigma ds \right] + \text{Tr} \left[ \int_0^T \frac{4\gamma}{1-\gamma} \psi(T-s)Q^\top \rho^\top Q\psi(T-s) \Sigma_s ds \right].
\]

ad (III):

The processes \(dM_1 := \Sigma_1^{1/2} Q d\tilde{W}_s^\sigma\) and \(dM_2 := Q^\top \Sigma_1^{1/2} (d\tilde{W}_s^\sigma)^\top\) are both continuous local martingales and \(\langle M_1 \rangle_t\) and \(\langle M_2 \rangle_t\) are locally bounded. Thus we can apply Lemma 2.5 to obtain

\[
\text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L)) \ast (K \ast (\Sigma_{1/2} d\tilde{W}_s^\sigma Q + Q^\top (d\tilde{W}_s^\sigma)^\top \Sigma_{1/2})) \right](T) \\
= \text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L)) \ast (K \ast (\Sigma_1^{1/2} Q d\tilde{W}_s^\sigma)) \right](T) \\
+ \text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L)) \ast (K \ast (Q^\top \Sigma_1^{1/2} (d\tilde{W}_s^\sigma)^\top)) \right](T) \\
= \text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L) \ast K) \ast (\Sigma_1^{1/2} Q d\tilde{W}_s^\sigma)) \right](T) \\
+ \text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L) \ast K) \ast (Q^\top \Sigma_1^{1/2} (d\tilde{W}_s^\sigma)^\top) \right](T) \\
= \text{Tr} \left[ (\frac{d}{d(T-s)}(\psi \ast L) \ast K) \ast (\Sigma_1^{1/2} d\tilde{W}_s^\sigma Q + Q^\top (d\tilde{W}_s^\sigma)^\top \Sigma_{1/2})) \right](T)
\]
Thus we get This completes the first part of the proof.

Define a new probability measure \( \hat{\pi} = \exp \left( \frac{d}{d(T-s)} [\psi (L * K) ] * (\Sigma_s^{1/2} d\hat{W}_s^\sigma Q + Q^T (d\hat{W}_s^\sigma)^T \Sigma_s^{1/2})] \right) \).

Combining the above results, we end up with

\[
\int_0^T \text{Tr}[F_s V_s] ds = \text{Tr} \left[ \int_0^T f(\psi)(T-s) \Sigma_0 ds \right] + \text{Tr} \left[ \int_0^T \psi(T-s) NN^T ds \right] - \text{Tr} \left[ \int_0^T 2\psi(T-s) Q^T Q(\psi(t-s) \Sigma_0 ds \right] + \text{Tr} \left[ \int_0^T \psi(T-s)(\Sigma_s^{1/2} d\hat{W}_s^\sigma Q + Q^T (d\hat{W}_s^\sigma)^T \Sigma_s^{1/2})] \right).
\]

Hence we obtain

\[
x_0^{-\gamma} E_{x_0, \Sigma_0} (X_T^n) = E_{x_0, \Sigma_0}^Q \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T \text{Tr}[F_s V_s] ds \right) \right]
\]

Hence we obtain

\[
x_0^{-\gamma} E_{x_0, \Sigma_0} (X_T^n) = E_{x_0, \Sigma_0}^Q \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T f(\psi)(T-s) \Sigma_0 ds \right) + \text{Tr} \left[ \int_0^T \psi(T-s) NN^T ds \right] \right]
\]

Since \( \psi \) is continuous, it is bounded and therefore the stochastic exponential is a true \( \mathbb{Q} \)-martingale with expectation 1 by Lemma B.1. Thus we get

\[
E_{x_0, \Sigma_0} \left[ \frac{1}{\gamma} (X_T^n) \right] = \frac{x_0^\gamma}{\gamma} \exp \left( \int_0^T \gamma r_s + \text{Tr} [f(\psi)(T-s) \Sigma_0 + \psi(T-s) NN^T] ds \right)
\]

This completes the first part of the proof.

It remains to show the inequality (b) for arbitrary admissible portfolio strategies.

To this end, let \( \pi_t \) be an arbitrary admissible portfolio strategy. Define \( \tilde{\pi} := \pi - \pi^* \) and write \( \pi_t = \pi_t^* + \tilde{\pi}_t \), where \( \pi_t^* = 1/\gamma (v + 2\psi(T-t)Q^T \rho) \). Since \( \pi_t \) is bounded by assumption, we can define a new probability measure \( \tilde{\mathbb{Q}} \) with Radon-Nikodym density

\[
\tilde{Z}_0 := \frac{d\tilde{\mathbb{Q}}}{d\mathbb{P}} \bigg|_{x_0} = \exp \left( \gamma \int_0^T \pi_s^* \Sigma_s^{1/2} dW_s^S - \frac{\gamma^2}{2} \int_0^T \|\pi_s^* \Sigma_s^{1/2}\|_2^2 ds \right)
\]

by Lemma B.2.

Analogously to the first part we obtain

\[
x_0^{-\gamma} E_{x_0, \Sigma_0} (X_T^n) = E_{x_0, \Sigma_0}^Q \left[ \exp \left( \int_0^T \gamma r_s ds + \int_0^T \text{Tr} \left[ (\gamma \pi_s^* + \frac{\gamma(\gamma-1)}{2} \pi_s \pi_s^*) \Sigma_s \right] ds \right) \right]
\]
We define
\[
\hat{F}_s := \gamma v \pi_s^\top + \frac{\gamma(\gamma - 1)}{2} \pi_s \hat{\pi}_s^\top = \gamma v ((\pi_s^*)^\top + \hat{\pi}_s^\top) + \frac{\gamma(\gamma - 1)}{2} (\pi_s^* + \hat{\pi}_s)((\pi_s^*)^\top + \hat{\pi}_s^\top)
\]
\[
= \gamma v (\pi_s^*)^\top + \frac{\gamma(\gamma - 1)}{2} \pi_s^* (\pi_s^*)^\top + \gamma v \hat{\pi}_s^\top + \gamma (\gamma - 1) \pi_s \hat{\pi}_s^\top + \frac{\gamma(\gamma - 1)}{2} \hat{\pi}_s \hat{\pi}_s^\top
\]
\[
= F_s + \gamma v \hat{\pi}_s^\top + \gamma (\gamma - 1) \pi_s^* \hat{\pi}_s^\top + \frac{\gamma(\gamma - 1)}{2} \hat{\pi}_s \hat{\pi}_s^\top,
\]
with
\[
F_s = \frac{d}{d(T-s)} (\psi * L)(T-s) - \psi(T-s) M - M^\top \psi(T-s) - 2\psi(T-s) Q^\top Q \psi(t-s) + \frac{\gamma}{\gamma - 1} (2\psi(T-s) Q^\top \rho \psi(t-s) + 4\psi(T-s) Q^\top \rho^\top Q \psi(T-s)).
\]
Under the probability measure \( \hat{Q} \) defined in (A.2), the process
\[
\hat{W}_t^\sigma = W_t^\sigma - \gamma \Sigma_t^{1/2} \pi_t \rho^\top = W_t^\sigma - \gamma \Sigma_t^{1/2} \pi_t^* \rho^\top - \gamma \Sigma_t^{1/2} \hat{\pi}_t \rho^\top
\]
is a \( d \times d \)-dimensional brownian motion by Girsanov’s theorem.
Then the dynamics of the volatility process \( \Sigma \) under \( \hat{Q} \) can be written as
\[
\Sigma_t = \Sigma_0 + \int_0^t K(t-s) (N N^\top + M \Sigma_s + \Sigma_s M^\top) + \frac{\gamma}{1-\gamma} \Sigma_s v \rho^\top Q
\]
\[
+ \frac{2\gamma}{1-\gamma} \Sigma_s \psi(T-s) Q^\top \rho \rho^\top \psi^\top \Sigma_s + \frac{\gamma}{1-\gamma} Q^\top \rho \psi(T-s) \Sigma_s
\]
\[
+ \frac{\gamma}{1-\gamma} \Sigma_s \hat{\pi} \rho^\top Q + \gamma Q^\top \rho \hat{\pi} \Sigma_s) + \int_0^t K(t-s) \Sigma_t^{1/2} d\hat{W}_s^\sigma Q + Q^\top (d\hat{W}_s^\sigma)^\top \Sigma_t^{1/2} K(t-s)
\]
Therefore, we get
\[
\text{Tr} \left[ \int_0^T \frac{d}{d(T-s)} (\psi * L)(T-s) \Sigma_s ds \right]
\]
\[
= \text{Tr} \left[ \int_0^T f(\psi)(T-s) \Sigma_0 ds \right] + \text{Tr} \left[ \int_0^T \psi(T-s) N N^\top ds \right]
\]
\[
+ \text{Tr} \left[ \int_0^T \psi(T-s) M \Sigma_s ds \right] + \text{Tr} \left[ \int_0^T M^\top \psi(T-s) \Sigma_s ds \right]
\]
\[
+ \text{Tr} \left[ \int_0^T \frac{2\gamma}{1-\gamma} \psi(T-s) Q^\top \rho \Sigma_s ds \right] + \text{Tr} \left[ \int_0^T \frac{4\gamma}{1-\gamma} \psi(T-s) Q^\top \rho^\top Q \psi(T-s) \Sigma_s ds \right]
\]
\[
+ \text{Tr} \left[ \int_0^T \psi(T-s) \Sigma_s \hat{\pi} \rho^\top Q ds \right] + \text{Tr} \left[ \int_0^T \psi(T-s) \gamma Q^\top \rho \hat{\pi} \Sigma_s ds \right]
\]
\[
+ \text{Tr} \left[ \int_0^T \psi(T-s) \Sigma_t^{1/2} d\hat{W}_s^\sigma Q + \int_0^T \psi(T-s) Q^\top (d\hat{W}_s^\sigma)^\top \Sigma_t^{1/2} \right].
\]
Combining the above results, we obtain
\[\int_0^T \text{Tr}[\hat{F}_s \Sigma_s] ds\]

\[= \text{Tr}\left[\int_0^T [F_s + \gamma v \hat{\pi}_s^\top + \gamma(\gamma - 1)\pi_s^* \hat{\pi}_s^\top + \frac{\gamma(\gamma - 1)}{2} \hat{\pi}_s^\top \Sigma_s \hat{\pi}_s] ds\right]\]

\[= \text{Tr}\left[\int_0^T f(\psi)(T - s) \Sigma_0 ds\right] + \text{Tr}\left[\int_0^T \psi(T - s) NN^\top ds\right] - \text{Tr}\left[\int_0^T 2\psi(T - s) Q^\top Q\psi(t - s) \Sigma_s ds\right]
\]

\[+ \text{Tr}\left[\int_0^T \psi(T - s)(\Sigma_1^{1/2} \bar{W}_s^\gamma Q + Q^\top (d\bar{W}_s^\gamma)^\top \Sigma_1^{1/2})\right] + 2 \text{Tr}\left[\int_0^T \psi(T - s) Q^\top \rho \hat{\pi}^\top \Sigma_s ds\right]
\]

\[+ \text{Tr}\left[\int_0^T \gamma v \hat{\pi}_s^\top \Sigma_s ds\right] + \text{Tr}\left[\int_0^T (\gamma - 1)\pi_s^* \hat{\pi}_s^\top \Sigma_s ds\right] + \text{Tr}\left[\int_0^T \frac{(\gamma - 1)}{2} \hat{\pi}_s^\top \Sigma_s \hat{\pi}_s ds\right]
\]

Since

\[\text{Tr}\left[\int_0^T \gamma v \hat{\pi}_s^\top \Sigma_s ds\right] + 2 \text{Tr}\left[\int_0^T \psi(T - s) \gamma Q^\top \rho \hat{\pi}_s^\top \Sigma_s ds\right] = \text{Tr}\left[\int_0^T (\gamma + 2\psi(T - s) Q^\top \rho) \pi_s^* \hat{\pi}_s^\top \Sigma_s ds\right]
\]

\[= \text{Tr}\left[\int_0^T (1 - \gamma)\pi_s^* \hat{\pi}_s^\top \Sigma_s ds\right],
\]

three terms in the above sum cancel out and we end up with

\[\int_0^T \text{Tr}[\hat{F}_s \Sigma_s] ds\]

\[= \text{Tr}\left[\int_0^T f(\psi)(T - s) \Sigma_0 ds\right] + \text{Tr}\left[\int_0^T \psi(T - s) NN^\top ds\right] - \text{Tr}\left[\int_0^T 2\psi(T - s) Q^\top Q\psi(t - s) \Sigma_s ds\right]
\]

\[+ \text{Tr}\left[\int_0^T \psi(T - s)(\Sigma_1^{1/2} \bar{W}_s^\gamma Q + Q^\top (d\bar{W}_s^\gamma)^\top \Sigma_1^{1/2})\right] + \text{Tr}\left[\int_0^T \frac{(\gamma - 1)}{2} \hat{\pi}_s^\top \Sigma_s \hat{\pi}_s ds\right]
\]

Thus, for the expectation we get

\[x_0^{-\gamma} \mathbb{E}_{x_0, \Sigma_0} (X_T^\gamma) = \mathbb{E}_{x_0, \Sigma_0} \left[\exp \left(\int_0^T \gamma r_s ds + \int_0^T \text{Tr}[\hat{F}_s \Sigma_s] ds\right)\right]\]

\[= \exp \left(\int_0^T \gamma r_s ds + \text{Tr}\left[\int_0^T f(\psi)(T - s) \Sigma_0 ds\right] + \text{Tr}\left[\int_0^T \psi(T - s) NN^\top ds\right]\right)
\]

\[\times \mathbb{E}_{x_0, \Sigma_0} \left[\exp \left(- \text{Tr}\left[\int_0^T 2\psi(T - s) Q^\top Q\psi(t - s) \Sigma_s ds\right] + 2 \text{Tr}\left[\int_0^T Q\psi(T - s) \Sigma_1^{1/2} d\bar{W}_s^\gamma\right]
\]

\[+ \text{Tr}\left[\int_0^T \frac{(\gamma - 1)}{2} \hat{\pi}_s^\top \Sigma_s \hat{\pi}_s ds\right]\right)\]

\[\leq \exp \left(\int_0^T \gamma r_s ds + \text{Tr}\left[\int_0^T f(\psi)(T - s) \Sigma_0 ds\right] + \text{Tr}\left[\int_0^T \psi(T - s) NN^\top ds\right]\right)
\]

\[\times \mathbb{E}_{x_0, \Sigma_0} \left[\exp \left(- 2 \text{Tr}\left[\int_0^T Q\psi(T - s) \Sigma_s \psi(t - s) Q^\top ds\right] + 2 \text{Tr}\left[\int_0^T Q\psi(T - s) \Sigma_1^{1/2} d\bar{W}_s^\gamma\right]\right)\right].\]
The last inequality follows from the fact that $\Sigma_s$ is positive definite and $\gamma \in (0, 1)$. Since the stochastic exponential is a $\mathbb{Q}$-martingale with expectation 1 by Lemma B.1, we finally obtain
\[
\mathbb{E}_{x_0, \Sigma_0} \left[ \frac{1}{\gamma} (X_T^\gamma)^\gamma \right] \leq \mathbb{E}_{x_0, \Sigma_0} \left[ \exp \left( \int_0^T \gamma r_s + \text{Tr}[f(\psi)(T-s)\Sigma_0 + \psi(T-s)NN^\top] ds \right) \right],
\]
which completes the proof. \(\square\)

**APPENDIX B. MARTINGALE PROPERTY OF STOCHASTIC EXPONENTIALS**

In this section we prove the martingale property of the stochastic exponentials appearing in Section 3 and Section 4. The following lemma is an adaption of [1, Lemma 7.3] to the multivariate case.

**Lemma B.1.** Let us denote
\[
M_t := \exp \left( \int_0^t \text{Tr}(A_s \Sigma_s^{1/2} dW_s^\sigma) - \frac{1}{2} \int_0^t \|A_s \Sigma_s^{1/2}\|^2 ds \right)
\]
where $\{M_t\}_{t \in [0,T]}$ is a deterministic process with values in $\mathbb{R}^{d \times d}$ and bounded by $A^* \in \mathbb{R}^{d \times d}$. Then $\{M_t\}_{t \in [0,T]}$ is a martingale.

**Proof:** The process $M_t$ is a stochastic exponential of the form $M_t = \mathcal{E}(\int_0^t \text{Tr}(A_s \Sigma_s^{1/2} dW_s^\sigma))$. Since $M$ is a non-negative local martingale, $M$ is a supermartingale by Fatou’s lemma. Thus, in order to show that $M$ is a true martingale, it suffices to show that $\mathbb{E}[M_T] = 1$ for any $T > 0$. For a fixed $T > 0$ we define the stopping times
\[
\tau_n := \inf \{ t \geq 0 : \exists 1 \leq i, j \leq d : \| \Sigma_{ij}^t \| > n \}.
\]
The process $M_T^{\tau_n} = M_{\tau_n \wedge T}$ is a uniformly integrable martingale for each $n$, since the Novikov condition is fulfilled due to the boundedness of $A$. Thus we get
\[
1 = M_T^{\tau_n} = \mathbb{E}_P[M_T^{\tau_n}] = \mathbb{E}_P[M_T 1_{\tau_n \geq T}] + \mathbb{E}_P[M_T 1_{\tau_n < T}].
\]
By the theorem of dominated convergence, $\mathbb{E}_P[M_T 1_{\tau_n \geq T}] \rightarrow \mathbb{E}_P[M_T]$ and thus, in order to show that $\mathbb{E}_P[M_T] = 1$, it is sufficient to prove that
\[
\mathbb{E}_P[M_T 1_{\tau_n < T}] \rightarrow 0, \text{ as } n \rightarrow \infty.
\]
Since $M_T^{\tau_n}$ is a martingale, we can define probability measures $\mathbb{Q}^n$ with Radon-Nikodym densities
\[
\frac{d\mathbb{Q}^n}{dP} = M_{\tau_n}.
\]
By Girsanov’s theorem the process $W^{\sigma,n}$ defined by
\[
dW^{\sigma,n}_t = dW^\sigma_t + 1_{t \leq \tau_n} \Sigma_t^{1/2} A_t^\top ds
\]
is a $d$-dimensional Brownian motions under the measure $\mathbb{Q}^n$. Furthermore, under $\mathbb{Q}^n$ we have with
\[
\Sigma_t^n = \Sigma_0 + \int_0^t (NN^\top + M \Sigma_s + \Sigma_s M^\top + 1_{s \leq \tau_n} \Sigma_s A_t^\top Q + 1_{s \leq \tau_n} Q^\top A_s \Sigma_s) ds
\]
\[
+ \int_0^t (\Sigma_s^{1/2} dW_s^{\sigma,n} + Q^\top (dW_s^{\sigma,n})^\top \Sigma_s^{1/2}).
\]
Using the vectorization operator from Section 6 the above equation can be written as
\[
\text{vec}(\Sigma^n) = \text{vec}(\Sigma_0) + (I \otimes K) * [\text{vec}(NN^\top)]
\]
\[
+ (I \otimes (M + 1_{t \leq \tau_n} Q^\top A)) + (M + 1_{t \leq \tau_n} Q^\top A) \otimes I) \text{ vec}(\Sigma)]
\]
\[
+ (I \otimes K) * [Q^\top \otimes \Sigma^{1/2} \text{ vec}(dW^{\sigma,n}) + \Sigma^{1/2} \otimes Q \text{ vec}((dW^{\sigma,n})^\top)]
\]
\[
= (I \otimes K) * [b(\text{vec}(\Sigma)) dt + c(\text{vec}(\Sigma))d \text{ vec}(W^{\sigma,n})].
\]
where
\[ b(\text{vec}(\Sigma)) := \text{vec}(NN^T) + (I \otimes (M + 1_{\leq \tau_n} Q^T A) + (M + 1_{\leq \tau_n} Q^T A) \otimes I) \text{vec}(\Sigma) \]
and
\[ c(\text{vec}(\Sigma)) := Q^T \otimes \Sigma^{1/2} + \Sigma^{1/2} \otimes Q^T U \]
for some unitary matrix \( U \). Using similar arguments as in the proof of Theorem \([6.1]\) one can show that the drift and the diffusion term of the above equation fulfill the linear growth condition \([\text{condition (3.1)}]\), i.e. we have
\[ |b(\text{vec}(\Sigma))| \vee |c(\text{vec}(\Sigma))| \leq c_{LG}(1 + |\text{vec}(\Sigma)|). \]

Note that the argument for the drift only works if the matrix \( A_t \) is bounded. Choose \( p > 2 \) sufficiently large that \( \kappa/2 - 1/p > 0 \) where \( \kappa = \max \kappa_i \) for \( \kappa_i \) defined in \([4.3]\). An application of \([\text{Lemma 3.1}]\) yields the moment bound
\[ \sup_{t \leq T} \mathbb{E}[|\text{vec}(\Sigma_t)|^p] \leq c \]
for some constant \( c \) independent of \( n \). The 0-Hölder seminorm of a function \( f \) is defined as
\[ |f|_{C^{0,0}(0,T)} = \sup_{0 \leq s < t \leq T} |f(t) - f(s)|. \]

**Claim:** For some constant \( C \) independent of \( n \) the following inequality holds:
\[ \sum_{1 \leq i,j \leq d} |\Sigma^{ij}|_{C^{0,0}}^p \leq C |\text{vec}(\Sigma)|^p. \]

**Proof of Claim:** We have to show that
\[ \left( \sum_{1 \leq i,j \leq d} (\sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|)^p \right)^{1/p} \leq C \left( \sup_{0 \leq s < t \leq T} \left( \sum_{1 \leq i,j \leq d} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \right)^{1/2} \right)^{1/2} \]
or equivalently
\[ \left( \sum_{1 \leq i,j \leq d} (\sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|)^p \right)^{1/p} \leq C \left( \sup_{0 \leq s < t \leq T} \left( \sum_{1 \leq i,j \leq d} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \right)^{1/2} \right)^{1/2}. \]

Since for a vector \( x \) we have \( \|x\|_q \leq \|x\|_p \) for \( 1 \leq p < q \leq \infty \), it holds that the left-hand side is bounded by
\[ \left( \sum_{1 \leq i,j \leq d} (\sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|)^p \right)^{1/p} \leq \left( \sum_{1 \leq i,j \leq d} (\sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|)^2 \right)^{1/2}. \]

Using the fact that the square of the supremum of a set of non-negative numbers equals the supremum of the squares, it remains to show that
\[ \sum_{1 \leq i,j \leq d} \sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \leq C \sup_{0 \leq s < t \leq T} \sum_{1 \leq i,j \leq d} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2. \]

Clearly
\[ \sum_{1 \leq i,j \leq d} \sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \leq d^2 \max_{1 \leq i,j \leq d} \left( \sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \right). \]

and since
\[ \forall 1 \leq i, j \leq d, \forall 0 \leq s < t \leq T : |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \leq \sum_{1 \leq i,j \leq d} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \]

we get
\[ \max_{1 \leq i,j \leq d} \left( \sup_{0 \leq s < t \leq T} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2 \right) \leq \sup_{0 \leq s < t \leq T} \sum_{1 \leq i,j \leq d} |\Sigma^{ij}_t - \Sigma^{ij}_s|^2. \]

This completes the proof of the claim. \( \square \)
We now show that $\mathbb{E}_P[M_T^1|_{\tau_n<\tau}] \to 0$ as $n \to \infty$: 

$$\mathbb{E}_P[M_T^1|_{\tau_n<\tau}] = \mathbb{Q}^n(\tau_n < T) = \mathbb{Q}^n(\exists i, j \leq d : \sup_{t \leq T} |\Sigma_{ij}^t| > n)$$

$$\leq \sum_{1 \leq i, j \leq d} \mathbb{Q}^n(\sup_{t \leq T} |\Sigma_{ij}^t| > n) \leq \sum_{1 \leq i, j \leq d} \mathbb{Q}^n(|\Sigma_{ij}^t| + |\Sigma_{ij}|_{C^{0,0}(0,T)} > n)$$

$$\leq \sum_{1 \leq i, j \leq d} \left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \mathbb{E}_{\mathbb{Q}^n}(|\Sigma_{ij}|_{C^{0,0}(0,T)}^p) \text{ (Markov inequality)}$$

$$\leq \left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \mathbb{E}_{\mathbb{Q}^n}(|\Sigma_{ij}|_{C^{0,0}(0,T)}^p) \text{ (Claim)}$$

$$\leq C\left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \sup_{t \leq T} \mathbb{E}_{\mathbb{Q}^n}(|b(\Sigma_t)|^p + |c(\Sigma_t)|^p) \text{ ([1] Lemma 2.4)}$$

$$\leq C\left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \sup_{t \leq T} \mathbb{E}_{\mathbb{Q}^n}[(1 + |\Sigma_t|^p)] \text{ (Growth condition)}$$

$$\leq C\left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \sup_{t \leq T} \mathbb{E}_{\mathbb{Q}^n}[1 + |\Sigma_t|^p]$$

$$\leq C\left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \text{ ([1] Lemma 3.1)}.$$

Since the constant $C$ is independent of $n$ we finally obtain

$$\mathbb{E}_P[M_T^1|_{\tau_n<\tau}] \leq C\left( \frac{1}{n - |\Sigma_{ij}|} \right)^p \xrightarrow{n \to \infty} 0,$$

which completes the proof. \hfill \square

**Lemma B.2.** Let us denote

$$M_t := \exp\left( \int_t^T \text{Tr}(A_s^\top \Sigma_s^{1/2} dB_s^s) - \frac{1}{2} \int_t^T \|A_s^\top \Sigma_s^{1/2}\|^2 ds \right)$$

where $(A_t)_{t \in [0,T]}$ is a deterministic process with values in $\mathbb{R}^d$ and bounded by $A^* \in \mathbb{R}^d$. Then $(M_t)_{t \in [0,T]}$ is a martingale.

**Proof:** This is a direct consequence of Lemma [B.1] and [3] Proposition A.2.]. \hfill \square

The next lemma is an enhancement of [5] Appendix C, the proof follows similar arguments.

**Lemma B.3.** Let $W_1, W_2$ be two independent $d$-dimensional brownian motions and for $1 \leq i \leq d$ let $g_{1i}, g_{2i} \in L^\infty(\mathbb{R}^+; \mathbb{R})$. Then the local martingale

$$Z_t = \mathcal{E}\left( \int_0^t \sum_{i=1}^d g_{1i}(s) \sqrt{V_s} dW_{1s}^i + \int_0^t \sum_{i=1}^d g_{2i}(s) \sqrt{V_s} dW_{2s}^i \right)$$

is a true martingale.

**Proof:** Set $U = \int_0^t V_s ds$. Then by the stochastic Fubini theorem we get

$$U_t^i = \int_0^t v_0(s) ds + \int_0^t K_i(t-s) Z_s^i ds$$

with

$$Z_t^i = \int_0^t (DV_s)_i ds + \int_0^t \nu_i \sqrt{V_s} dB_s^i.$$

[1] F. Aichinger and S. Desmettre
Since $M$ is a non-negative local martingale, $M$ is a supermartingale by Fatou’s lemma. Thus, in order to show that $M$ is a true martingale, it suffices to show that $E[M_T] = 1$ for any $T > 0$. For a fixed $T > 0$ we define the stopping times

$$\tau_n := \inf\{t \geq 0 : \exists 1 \leq i \leq d : \int_0^t V^i_s ds > n\}.$$

The stopped process $M^{\tau_n} = M_{\tau_n \wedge} \cdot$ is a uniformly integrable martingale for each $n$, since the Novikov condition is fulfilled due to the boundedness of $g_1$ and $g_2$. Thus we get

$$1 = M_0^{\tau_n} = E_{\mathbb{P}}[M_T^{\tau_n}] = E_{\mathbb{P}}[M_T 1_{\tau_n \geq T}] + E_{\mathbb{P}}[M_T 1_{\tau_n < T}].$$

By the theorem of dominated convergence, $E_{\mathbb{P}}[M_T 1_{\tau_n \geq T}] \to E_{\mathbb{P}}[M_T]$ and thus, in order to show that $E_{\mathbb{P}}[M_T] = 1$, it is sufficient to prove that

$$E_{\mathbb{P}}[M_T 1_{\tau_n < T}] \to 0, \quad \text{as } n \to \infty. \tag{B.1}$$

Since $M^{\tau_n}$ is a martingale, we can define probability measures $\mathbb{Q}^n$ with Radon-Nikodym densities

$$\frac{d\mathbb{Q}^n}{d\mathbb{P}} = M_{\tau_n}.$$

By Girsanov’s theorem the processes $W^{n,i}_1$ and $W^{n,i}_2$ defined by

$$W^{n,i}_1 = W^n_1 + \int_0^t 1_{s \leq \tau_n} g_{1,i}(s) \sqrt{V^n_s} ds, \quad 1 \leq i \leq d,$$

$$W^{n,i}_2 = W^n_2 + \int_0^t 1_{s \leq \tau_n} g_{2,i}(s) \sqrt{V^n_s} ds, \quad 1 \leq i \leq d,$$

are $d$-dimensional Brownian motions under the measure $\mathbb{Q}^n$. Furthermore, under $\mathbb{Q}^n$ we have

$$U^n_t = \int_0^t v^n_0(s) ds + \int_0^t K^n(s) dZ^{n,i}_s$$

$$Z^{n,i}_t = \int_0^t ((DV^n)_i - 1_{s \leq \tau_n} \rho_i v_i g_{1,i}(s) V^n_s - 1_{s \leq \tau_n}) \sqrt{1 - \rho_i^2 v_i g_{2,i}(s) V^n_s} ds$$

$$+ \int_0^t \int_0^s \sqrt{V^n_s} (\rho_i dW^{n,i}_1 + \sqrt{1 - \rho_i^2} dW^{n,i}_2 ds)$$

and under $\mathbb{Q}^n$, the drift of $Z^n$ satisfies a linear growth condition in $U$ for some constant $\kappa_L$ independent of $n$. Therefore an application of the generalized Grönwall inequality (cf. [7, Lemma 3.1]) yields the moment bound

$$E_{\mathbb{Q}^n}[|U_T|^2] \leq \eta(\kappa_L, T, K, v_0),$$

where $\eta(\kappa_L, T, K, v_0)$ does not depend on $n$. An application of Chebyshev’s inequality yields

$$E_{\mathbb{P}}[M_T 1_{\tau_n < T}] = \mathbb{Q}^n(\tau_n < T)$$

$$\leq \sum_{i=1}^d \mathbb{Q}^n(U^n_t > n)$$

$$\leq \sum_{i=1}^d \frac{1}{n^2} E_{\mathbb{Q}^n}[|U^n_t|^2]$$

$$= \frac{1}{n^2} E_{\mathbb{Q}^n}[|U_T|^2]$$

$$\leq \frac{1}{n^2} \eta(\kappa_L, T, K, v_0) \xrightarrow{n \to \infty} 0.$$ 

This completes the proof. \qed
Appendix C. Dynamics of the Process $M$

We derive the dynamics of the process $M$ appearing in the martingale distortion approach using Itô’s formula (cf. \[9, Theorem 3.2\]).

**Lemma C.1.** The process $M_t$ defined in (3.7) has dynamics

$$dM_t = M_t[-\gamma r_t - \frac{\gamma}{2(1-\gamma)}\theta \Theta c]dt + M_t c\psi(T - t)N\sqrt{\text{diag}(V_t)}P_1 dW_{1t} + M_t c\psi(T - t)N\sqrt{\text{diag}(V_t)}P_2 dW_{2t} - \frac{\gamma}{1-\gamma} M_t c\psi(T - t)NP_1 \text{diag}(V_t)\theta_t - \frac{\gamma}{2(1-\gamma)}M_t c\psi(T - t)N\sqrt{\text{diag}(V_t)}P_1 \|_2^2.$$

**Proof:** Let $Z_t = \int_t^T [\gamma r_s + \frac{\gamma}{2(1-\gamma)}\theta \Theta \xi_s] + \frac{\gamma}{2} A(\psi)(T - s)\xi_s ds$. Then $M_t = e^{Z_t}$. Applying Itô’s lemma to $\xi_t(s)$ yields

$$d\xi_t(s) = R\Lambda(s - t)\Lambda^{-1} N\sqrt{\text{diag}(V_t)}d\tilde{B}_t$$

by \[1, Lemma 4.2\]. Define $A(\psi) := \psi N^2 \Psi$. Then

$$dZ_t = [-\gamma r_t - \frac{\gamma}{2(1-\gamma)}\theta \Theta V_t - \frac{\gamma}{2} A(\psi)(T - t)V_t]dt + \int_t^T \frac{\gamma}{2(1-\gamma)}\theta \Theta R\Lambda(s - t)\Lambda^{-1} N\sqrt{\text{diag}(V_t)}d\tilde{B}_t ds + \int_t^T \frac{\gamma}{2} A(\psi)(T - s)R\Lambda(s - t)\Lambda^{-1} N\sqrt{\text{diag}(V_t)}d\tilde{B}_t ds$$

$$= [-\gamma r_t - \frac{\gamma}{2(1-\gamma)}\theta \Theta V_t - \frac{\gamma}{2} A(\psi)(T - t)V_t]dt + \int_t^T \frac{\gamma}{2(1-\gamma)}\theta \Theta R\Lambda(s - t)\Lambda^{-1} N ds \sqrt{\text{diag}(V_t)}d\tilde{B}_t + \int_t^T \frac{\gamma}{2} A(\psi)(T - s)R\Lambda(s - t)\Lambda^{-1} N ds \sqrt{\text{diag}(V_t)}d\tilde{B}_t$$

$$= [-\gamma r_t - \frac{\gamma}{2(1-\gamma)}\theta \Theta V_t - \frac{\gamma}{2} A(\psi)(T - t)V_t]dt + \int_t^T \frac{\gamma}{2} A(\psi)(T - s) + \frac{\gamma}{2(1-\gamma)}\theta \Theta |R\Lambda(s - t)\Lambda^{-1} N ds \sqrt{\text{diag}(V_t)}d\tilde{B}_t.$$

Here, for the second equality, we used the stochastic Fubini theorem from \[15\]. Next, we show that

$$\int_t^T \frac{\gamma}{2} A(\psi)(T - s) + \frac{\gamma}{2(1-\gamma)}\theta \Theta |R\Lambda(s - t)\Lambda^{-1} N ds = c\psi(T - t).$$
We have
\[
\int_t^T \frac{c}{2} A(\psi)(T-s) + \frac{\gamma}{2(1-\gamma)} \theta \Theta R_\Lambda(s-t)\Lambda^{-1} ds - c\psi(T-t)
\]
\[
= \left[ \frac{c}{2} A(\psi) + \frac{\gamma}{2(1-\gamma)} \theta \Theta \right] * (R_\Lambda \Lambda^{-1})(T-t)
\]
\[
- \left[ \frac{c}{2} A(\psi) - \psi \Lambda + \frac{\gamma}{2(1-\gamma)} \theta \Theta \right] * (cK)(T-t)
\]
\[
= \left[ \frac{c}{2} A(\psi) + \frac{\gamma}{2(1-\gamma)} \theta \Theta \right] * (R_\Lambda \Lambda^{-1} - K)(T-t) + c(\psi \Lambda) * K(T-t)
\]
\[
= \left[ \frac{c}{2} A(\psi) - c\psi \Lambda + c\psi \Lambda + \frac{\gamma}{2(1-\gamma)} \theta \Theta \right] * (R_\Lambda \Lambda^{-1} - K)(T-t) + c(\psi \Lambda) * K(T-t)
\]
\[
= \left[ \frac{c}{2} A(\psi) - c\psi \Lambda + \frac{\gamma}{2(1-\gamma)} \theta \Theta \right] * ((-K \Lambda * R_\Lambda) \Lambda^{-1})
\]
\[
+ c(\psi \Lambda) * (-R_\Lambda * K)(T-t) + c(\psi \Lambda) * K(T-t)
\]
\[
= (-c(\psi \Lambda) * R_\Lambda \Lambda^{-1})(T-t) - c(\psi \Lambda) * (R_\Lambda * K)(T-t) + c(\psi \Lambda) * K(T-t)
\]
\[
= c(\psi \Lambda) * [K - R_\Lambda * K - R_\Lambda \Lambda^{-1}](T-t) = 0.
\]

Here the last equality holds, since
\[
K - R_\Lambda * K = (K - R_\Lambda * K) \Lambda \Lambda^{-1} = (K \Lambda - (R_\Lambda * K) \Lambda) \Lambda^{-1}
\]
\[
= (K \Lambda - R_\Lambda * (K \Lambda)) \Lambda^{-1} = (K \Lambda - (K \Lambda - R_\Lambda)) \Lambda^{-1} = R_\Lambda \Lambda^{-1}.
\]

Thus we get
\[
dZ_t = [-\gamma r_t - \frac{\gamma}{2(1-\gamma)} \theta \Theta V_t - \frac{c}{2} A(\psi)(T-t)V_t] dt + c\psi(T-t) N \sqrt{\text{diag}(V_t)} d\tilde{B}_t
\]
\[
= [-\gamma r_t - \frac{\gamma}{2(1-\gamma)} \theta \Theta V_t - \frac{c}{2} A(\psi)(T-t)V_t] dt
\]
\[
+ c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_1 dW_{1t} + c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_2 dW_{2t}
\]

where \( P_1 = \text{diag}(\rho) \) and \( P_2 = \text{diag}(\sqrt{1-\rho^2}) \).

Since \( M_t = e^{Zt} \), by Itô’s formula we obtain
\[
dM_t = M_t dZ_t + \frac{1}{2} M_t d\langle Z_t, Z_t \rangle, \text{ i.e.}
\]
\[
dM_t = M_t[-\gamma r_t - \frac{\gamma}{2(1-\gamma)} \theta \Theta V_t - \frac{c}{2} A(\psi)(T-t)V_t] dt
\]
\[
+ M_t c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_1 dW_{1t} + M_t c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_2 dW_{2t}
\]
\[
+ \frac{1}{2} M_t \| c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_1 \|^2 + \frac{1}{2} M_t \| c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_2 \|^2
\]
\[
= M_t[-\gamma r_t - \frac{\gamma}{2(1-\gamma)} \theta \Theta V_t] dt
\]
\[
+ M_t c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_1 dW_{1t} + M_t c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_2 dW_{2t}
\]
\[
- \frac{\gamma}{1-\gamma} M_t c\psi(T-t) NP_1 \text{ diag}(V_t) \theta^T - \frac{\gamma}{2(1-\gamma)} M_t \| c\psi(T-t) N \sqrt{\text{diag}(V_t)} P_1 \|^2.
\]

The last equality holds, since in the degenerate correlation case we have the following identity:
\[-M_t \frac{c}{2} A(\psi)(T-t)V_i dt + \frac{1}{2} M_t \|c\psi(T-t)N \sqrt{\text{diag} \left(V_i \right)} P_i\|^2_2 \]
\[= - \frac{c}{2} M_t \sum_{i=1}^{d} \psi_i^2 (T-t) \nu_i^2 V_i dt + \frac{1}{2} M_t \sum_{i=1}^{d} c^2 \psi_i^2 (T-t) \nu_i^2 V_i (1 - \rho^2) dt \]
\[= (1 - \rho^2) \frac{1}{c} \sum_{i=1}^{d} \psi_i^2 (T-t) \nu_i^2 V_i dt \]
\[= - \frac{\rho^2}{1 - \gamma} - M_t \sum_{i=1}^{d} \psi_i^2 (T-t) \nu_i^2 V_i dt = - \frac{1}{1 - \gamma} \frac{1}{2} M_t \sum_{i=1}^{d} c^2 \psi_i^2 (T-t) \nu_i^2 V_i \rho^2 dt \]
\[= - \frac{1}{1 - \gamma} \frac{1}{2} M_t \|c\psi(T-t)N \sqrt{\text{diag} \left(V_i \right)} P_i\|^2_2. \]

\[\square\]
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