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**Big-means: K-means for big data clustering**

function `Big-means(X, k, s)`:  

1. C ← {∅, ..., ∅k}  
2. f* = ∞  
3. while get_time() ≤ tmax:  
   1. P ← uniform sample of size s from X  
   2. C' ← reinitialize degenerate in C by K-means++  
   3. C'' ← K-means(P, C')  
   4. if f* > f(C'', P):  
      1. C ← C''  
      2. f* ← f(C'', P)  
4. return C

✓ Good quality results with incomplete use of all available data
✓ Configurable trade-off between resulting quality and speed
✓ Effectiveness in clustering small, large, and big data
✓ Ability of stream and parallel processing
✓ Improvement of clustering results with increase in amount of processed data
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• We suggest a new parallel big data clustering scheme based on K-means and K-means++ algorithms;
• By decomposing the dataset, the proposed global search scheme efficiently finds quality clustering solutions processing significantly less data;
• Requirements for “true big data” clustering algorithms are formulated;
• Extensive experiments on real-world datasets show the superiority of the proposed scheme to the competitive algorithms;
• According to “the more data, the better” concept, the larger the analyzed dataset is, the more advantages our algorithm provides over other algorithms.
How to Use K-means for Big Data Clustering?

Rustam Mussabayev\textsuperscript{a}, Nenad Mladenovic\textsuperscript{a}, Ravil Mussabayev\textsuperscript{b,∗}, Bassem Jarboui\textsuperscript{c}

\textsuperscript{a}Laboratory for Analysis and Modeling of Information Processes, Institute of Information and Computational Technologies, Pushkin str. 125, Almaty, 050010, Kazakhstan
\textsuperscript{b}Department of Mathematics, University of Washington, Padelford Hall C-138, Seattle, 98195-4350, WA, USA
\textsuperscript{c}Department of Industrial Management, Higher Colleges of Technology, St # 19, Abu Dhabi, 25026, UAE

Abstract

K-means plays a vital role in data mining and is the simplest and most widely used algorithm under the Euclidean Minimum Sum-of-Squares Clustering (MSSC) model. However, its performance drastically drops when applied to vast amounts of data. Therefore, it is crucial to improve K-means by scaling it to big data using as few of the following computational resources as possible: data, time, and algorithmic ingredients. We propose a new parallel scheme of using K-means and K-means++ algorithms for big data clustering that satisfies the properties of a “true big data” algorithm and outperforms the classical and recent state-of-the-art MSSC approaches in terms of solution quality and runtime. The new approach naturally implements global search by decomposing the MSSC problem without using additional metaheuristics. This work shows that data decomposition is the basic approach to solve the big data clustering problem. The empirical success of the new algorithm allowed us to challenge the common belief that more data is required to obtain a good clustering solution. Moreover, the present work questions the established trend that more sophisticated hybrid approaches and algorithms are required to obtain a better clustering solution.
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1. Introduction

The goal of cluster analysis is to organize a collection of entities into subsets, called clusters, by similarity. Cluster analysis methods have proven to be a powerful tool for data mining. These methods solve the problem of unsupervised classification of patterns and have numerous applications in different areas such as pattern recognition \cite{1}, pattern classification \cite{2}, image retrieval and recognition \cite{3}, multimodal learning \cite{4}, data mining and knowledge discovery \cite{5}, network analysis \cite{6}, document clustering and data compression \cite{7}. The application of cluster analysis assumes the existence of a cluster structure in the analyzed data \cite{8}.
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Minimum sum-of-squares clustering (MSSC) is a fundamental problem in cluster analysis and is one of the most extensively studied [9]. Given a set of \( m \) data points \( X = \{x_1, \ldots, x_m\} \) in the Euclidean space \( \mathbb{R}^n \), it solves the problem of finding \( k \) cluster centers (centroids) \( C = (c_1, \ldots, c_k) \in \mathbb{R}^{n \times k} \) that minimize the sum of squared distances from each data point \( x_i \) to its nearest cluster center \( c_j \):

\[
\min_{C} f(C, X) = \sum_{i=1}^{m} \|x_i - c_j\|^2
\]

where \( \| \cdot \| \) stands for the Euclidean norm. Equation (1) is the objective function, which is called the sum-of-squared distances. For general \( k \) and \( m \), the MSSC is known to be an NP-hard problem [9].

The prominent difficulty of the MSSC problem lies in the objective function (1), which has many local minimizers. MSSC can be formulated as a global optimization problem whose objective is to minimize (1) by properly dividing the dataset into a given number of clusters [10]. It is expected that global minimizers provide better clustering structure of the given dataset [11]. Therefore, many alternative local [12] and global [13] search algorithms have been proposed to provide better solutions.

Although the notions of large and big data are frequently used in the literature, there are no clear and universally accepted definitions of these notions. Actually, in practice, analysis of the available amount of data by classical methods on the average computer leads to one of the following situations: there are no difficulties with their processing; there are some technical difficulties, but processing is still possible; processing is not possible due to shortage of computing resources or unacceptable time costs. According to these three situations, the following unambiguous classification of all datasets can be introduced: small, large, and big, respectively. Thus, big data is a dataset of such a massive volume that its processing causes significant technical difficulties or is impossible when using traditional methods and average computing resources.

In this article, we consider only the type of big data with many vector representations and a relatively small number of features (vector components). This choice is mainly due to the use of Euclidean distance in the MSSC problem, which is not the best metric for measuring distances between high-dimensional vectors [14].

The MSSC problem has been well studied theoretically [15]. Numerous approximate [16] and a number of exact [17] algorithms were proposed. However, most of these algorithms either have a linear or superlinear dependence of the required computational costs on the dataset size. Hence, most of existing approaches are only suitable for relatively small datasets. The NP-hardness of MSSC [9] and the size of practical datasets explain why most MSSC algorithms are heuristics, designed to produce an approximate solution in a reasonable computational time [11]. Nowadays, much of the research in this field is directed toward developing effective methods for solving the NP-hard MSSC problem [9] in real practical conditions of large and big datasets [18], where most of the classical methods have shown a lack of efficiency.

Algorithmic ingredients are a set of typical high-level operations that constitute common components of various search algorithms that solve the problem in question. When building advanced heuristics, it is important to keep them
simple, using as few algorithmic ingredients as possible to provide the best possible result [19]. Often, efficiency and future popularity of the developed heuristic directly depend on its simplicity since this leads to the decrease in computational and time costs. Simplicity of the heuristic is especially important for big data processing.

The rest of the article is organized as follows. Section 2 will review the most critical developments in the field of cluster analysis; section 3 will introduce the proposed algorithm; section 4 will provide a brief analysis of the proposed algorithm; sections 5 and 6 will analyze the experimental results, draw conclusions, and outline future research directions.

2. Related work

All the existing clustering algorithms for MSSC can be classified into two main groups: traditional and alternative. Traditional algorithms include extensively studied ones, which have gained wide recognition in the literature due to their simplicity and effectiveness. For solving the MSSC problem, the K-means algorithm was widely accepted along with other algorithms based on it: Forgy [20], K-means++ [21], multi-start K-means [22], and others. Ward’s method [23] can also be classified as traditional, whose performance is on par with the recent advanced heuristics in terms of the quality of the obtained solutions; however, the need to calculate the square distance matrix renders it suitable only for datasets of small and medium size. Also, more complex alternative algorithms have been actively proposed in the literature, whose main purpose is to increase the quality and speed of the solution to the MSSC problem. The following methods are among the most advanced and recent alternative algorithms: MDEClust [13], HG-means [11], LMBM-Clust [18], I-k-means+ [24], BWKM [16], BDCSM [25], Coresets [26]. The vast majority of the alternative algorithms are complex and hybrid by nature, i.e., they are often based on various meta-ideas or are combinations of several other simpler algorithms. Often, complex alternative algorithms become state-of-the-art regarding the quality of the obtained solution but can lose to K-means in time up to several orders of magnitude. In the meantime, there is a deeply grounded belief that winning in quality has only a marginal impact on the clustering validity; nevertheless, this belief is actively disputed in [11]. The extensive use of more complex hybrid approaches somewhat leads to a clustering solution of better quality; on the other hand, the adverse effects of this trend include a simultaneous increase in the time complexity and difficulties of understanding by potential users. The complexity of alternative algorithms, which is not backed by their increased speed, causes distrust in potential users due to difficulties of their implementation in code and the presence of hidden unexplored peculiarities, which can cause unexpected problems in the future. These problems explain why most alternative algorithms are not gaining wide acceptance in the literature and among potential users. Therefore, an important task is the development of new simpler algorithms that could strike the right balance between the quality of the obtained solutions and running time. Nowadays, this balance can only be achieved by using the K-means algorithm initialized by the K-means++ seeding.

The K-means algorithm (Lloyd’s algorithm [27]) is one of the simplest and, at the same time, one of the most efficient clustering algorithms since it provides a relatively high-quality solution in a reasonably short amount of
time [23]. It can be considered a basic solution method for the MSSC problem [15]. Also, K-means can be successfully
used for accelerating other clustering models, e.g., density based clustering [29] and spectral clustering [30].

K-means is an iterative improvement algorithm that consists of two steps: assignment and update. The algorithm’s
input data are an initial set of \( k \) centers \( C = (c_1, \ldots, c_k) \) and a maximum number of iterations. In the assignment step,
each point \( x \) is assigned to the nearest center in terms of the squared Euclidean distance. Next, in the update step, the
new centers are determined by finding the means of points in each cell \( X_j \) of the resulting partition:
\[
c_j = \frac{1}{|X_j|} \sum_{x \in X_j} x_i.
\]
These two steps are repeated until there is no change in the assignment of points to clusters or the maximum number
of iterations is reached.

The initial set of centers can be determined by an initialization method such as K-means++ [21], which samples an
initial solution from the original data points with the probability proportional to the squared distance from a candidate
point to the set of already sampled centers [31]. A simpler but less efficient initialization method is Forgy [20], which
also samples an initial solution from the original data points, but uniformly at random.

Although K-means++ is slower than Forgy, K-means++ seeding ensures that K-means performs far fewer itera-
tions to reach an optimum. Moreover, often K-means++ provides a much smaller value of the objective function at
the reached optimum than a naïve random initialization. Makarychev et al. showed in [32] that the expected cost of
the solution obtained by K-means++ is at most \( 5(\log k + 2) \) times the optimal solution’s cost. In fact, K-means++ is
the state-of-the-art approach for initializing the K-means algorithm.

Many alternative local [12] and global [13] search algorithms have been proposed to provide better solutions.
However, no alternative algorithm has received such wide recognition and spread in the literature as K-means. The
unpopularity of alternative algorithms can be explained by the excessive computational effort, high time costs, and
their insignificant impact on the final clustering validity [11].

The combination of K-means and K-means++ is the most standard approach in the literature for solving clustering
problems. Nevertheless, the classical scheme of using K-means together with simple initialization methods has two
significant drawbacks [13]. First, the final clustering result largely depends on the initial centroids. Second, the
quality of the obtained solutions can be much worse than the maximum possible, especially with an increase in data
dimension and the number of clusters. The classical K-means algorithm can be improved by properly selecting the
initial cluster centers or embedding it into some global optimization algorithm as a local search method [22].

The multi-start initialization method is most commonly employed to overcome the shortcomings of the classical
approaches based on K-means. In its most straightforward implementation, K-means is run several times on the whole
dataset, and the result yielding the best quality is selected in the end. In our proposed scheme, K-means++ is only used
to initialize the first K-means run. All subsequent launches are initialized with the best solution among the previous
ones, and only a random sample is clustered at each run instead of the entire dataset. Both of these simplifications
significantly reduce the computational complexity of the multi-start approach. Using random samples instead of the
entire dataset introduces the right amount of variability in intermediate solutions, which is a necessary component in
the search for the globally optimal solution.
As a rule, K-means is used as a local search routine inside advanced heuristics, which follow the principle of customized multi-start local search [13,11,24,31]. The proposed algorithm is no exception to this rule. By embedding the K-means algorithm into advanced heuristics [13] as a local search routine, one can endow K-means with the missing global optimization properties. This approach would eliminate the unwanted property of convergence only to a locally optimal solution, which is the main drawback of the naive K-means algorithm [11]. According to the customized multi-start approach, a more advanced logic is employed to initialize separate local searches, which pays attention to the results of previous launches to perform a more optimal initialization for the current one. Various metaheuristics or meta-ideas are usually built into the multi-start process to obtain optimal initializations. Some examples are genetic search [13,11], variable neighborhood search (VNS) [33,12], Greedy Randomized Adaptive Search Procedure (GRASP) [31], simulated annealing [34], tabu search [35], and others. Consequently, a topical task is to build such an algorithm that would allow organizing the global search process in big data conditions without using any known metaheuristics or meta-ideas. Thus, in the proposed algorithm, instead of metaheuristics, only the natural properties of the K-means local search are used to organize the global search for the optimal solution to the MSSC problem. In our algorithm, the multi-start approach is customized not only at the level of using a more advanced initialization logic but also at the level of choosing data for clustering.

Alternative algorithms are superior in quality to the standard ones. The LMBM-Clust algorithm can be considered state-of-the-art among the alternative algorithms. Nowadays, LMBM-Clust provides the best ratio of quality and clustering speed. This property makes LMBM-Clust suitable for clustering large data. Although the BDCSM algorithm [25] technically applies to big data since it does not require a complete pass through a dataset, our experiments [36] showed that BDCSM does not provide a significant advantage in terms of the clustering quality in comparison with other algorithms. The vast majority of other classical and alternative algorithms do not apply to big data since they require either a few (Coresets) or many (hundreds or thousands) full passes through the entire big data. Thus, for instance, HG-means spends more than 6 hours on clustering the Gisette dataset that consists of 13,500 objects and 5000 features with \( k = 25 \) [11]. The LMBM-Clust algorithm processes the same dataset within 1 hour. In the meantime, our algorithm finishes clustering this dataset within 38 seconds and provides the best result in terms of quality. If we relax quality requirements, our algorithm can complete the clustering of this dataset within an order of magnitude less time while only slightly losing the resulting quality.

One of the necessary properties for applying a clustering algorithm to big data is its scalability to the size of the dataset [11]. For example, a clustering algorithm can achieve scalability by producing results without using all the available objects in the dataset. Scalability can also be achieved via the decomposition (or partitioning) of the dataset into portions for their subsequent parallel processing [36]. Suppose a clustering algorithm can relatively independently process each of the obtained data portions. In that case, it can be implemented on a distributed system, where each portion is processed on a separate node of the distributed computation system. The proposed algorithm can combine all of the above approaches to scaling.

Our literature review showed that advanced alternative algorithms do not apply to big data in most cases. The
articles introducing alternative algorithms apply these algorithms to datasets consisting of several hundred thousand objects at the most, and their clustering requires hours. Even when the literature offers alternative algorithms that are conditionally applicable to big data, such as Coresets or BDCSM, these alternative algorithms can only approach standard methods in terms of clustering quality but not surpass them. Meanwhile, the quality loss relative to standard methods can be as high as 20% [26]. For most standard and alternative algorithms, big data is a problem to be solved instead of an advantage employed to enhance the clustering result. Hence, a crucial priority is to develop relatively simple clustering algorithms that can not only be effective for big data processing but use big data as an advantage for improving clustering results.

Thus, there is a strong need in the computer science community for new “true big data” clustering algorithms possessing a combination of the following useful properties:

- attainment of the best balance between the simplicity of an algorithm, the quality of the clustering result, and the speed of convergence in comparison with other existing state-of-the-art algorithms;
- global search for the optimal solution in the conditions of big data without using any known global optimization metaheuristics;
- scalability, which is expressed in the following features:
  - ability to configure the trade-off between the resulting quality and the speed of its attainment;
  - equal effectiveness in clustering small, large, and big data;
  - ability to improve the clustering quality with an increase in the number of processed objects from the dataset;
  - possibility of obtaining a result of acceptable quality from an incomplete use of all available objects in the dataset;
  - ability of parallel and distributed processing of a dataset, which is divided into portions;
  - ability of stream processing of newly incoming data portions.

The combination of the above valuable properties of a newly developed algorithm will allow it to gain wide recognition in the literature and be in demand among practitioners in pattern recognition. In this article, we attempt to create a new simple algorithm that would possess all the above properties.

3. Proposed Algorithm

3.1. Decomposition of the MSSC problem

The performance of most MSSC algorithms will suffer when applied to vast amounts of data due to their iterative nature and poor temporal locality across iterations. Using the MSSC problem decomposition, we build a new heuristic for faster and more accurate big data clustering. This heuristic can use any appropriate MSSC algorithm as a local
search procedure. To set the stage for creating new efficient MSSC algorithms for big data, we introduce a novel notion of the MSSC problem decomposition.

Decomposition is a common problem solving technique. It splits the initial problem into a set of subproblems whose aggregate difficulty does not exceed the difficulty of the initial problem. By aggregating the solutions from the subproblems, it is possible to create a solution for the whole original problem.

**Decomposition** of the MSSC problem is such a set $\mathcal{D}$ consisting of $q$ subsets $X_i$ of $X$, each of which has the same cardinality $s$ and is a simple random sample from $X$:

$$
\mathcal{D} = \{X_i, i \in \mathbb{N}_q : X_i \subset X, |X_i| = s\}.
$$

(2)

where we adopt the notation $\mathbb{N}_q = \{1, \ldots, q\}$.

After solving the subproblems defined on $X_i$ for $i \in \mathbb{N}_q$, which can be performed in parallel, the obtained local solutions are aggregated in some way to form a solution for the original problem defined on $X$. This approach is an instance of the more general divide-and-conquer paradigm. In other words, there are two main phases for solving an optimization task: decomposition and aggregation. The decomposition of a large dataset into relatively small samples and their subsequent parallel processing using multiple processors is a practical tool for improving scalability [36].

---

**Algorithm 1: Big Data Clustering**

```
function BigMeans (X, k, s);

Input : Feature vectors $X = \{x_1, \ldots, x_m\}$;
Desired number of clusters $k$;
Sample size $s$;

Output: Centroids $C = \{c_1, \ldots, c_k\}$;
Point-to-cluster assignments $A = \{a_1, \ldots, a_m\}$;
Value of the objective function $f(C, X)$.

$C \leftarrow \{\emptyset_1, \ldots, \emptyset_k\}$; // all $k$ centroids are uninitialized (i.e. degenerate)
$f_{opt} \leftarrow \infty$;

while stop condition is not met do
    $P \leftarrow$ uniform random sample of $s$ vectors from $X$;
    $C' \leftarrow C$;
    Reinitialize all degenerate centroids in $C'$ using K-means++;
    $C'' \leftarrow$ K-means($P, C'$); // local search
    if $f_{opt} > f(C'', P)$ then
        $C \leftarrow C''$; // replace the incumbent solution
        $f_{opt} \leftarrow f(C'', P)$; // and its objective
    end

end

$A \leftarrow$ assign each point $x_i \in X$ to its closest centroid $c_j \in C$

return $C, A, f(C, X)$
```
3.2. Big-means algorithm

The idea of the proposed algorithm is quite simple: in each iteration, a new uniformly random sample of size \( s \ll m \) is drawn from the given dataset and clustered using K-means. K-means++ algorithm initializes clustering for the first sample. Each subsequent sample is initialized using the best solution found until now across previous iterations in terms of the objective function \( f(C, P) \) minimization on the samples. In the intermediate iterations, only degenerate clusters are reinitialized using K-means++. Iterations continue until the “stop condition” is met. A limit on the CPU time or a maximum number of samples to be processed can be used as “stop conditions”. The algorithm’s result is the set of centroids that achieved the best objective function value \( f(C, P) \) across the iterations. Ultimately, all data points can be distributed into clusters by their closeness to the resulting centroids.

Algorithm 1 shows the general version of the proposed Big-means heuristic. The source code of Big-means is available at https://github.com/R-Mussabayev/bigmeans/. In each iteration, a new sample is drawn uniformly at random from the dataset. A clustering process is initialized on the new sample by the currently best set of centroids, called the incumbent solution. Typically, the sample size is chosen to be much smaller than the size of the original dataset. All the cluster centers of the first incumbent solution are degenerate, i.e., uninitialized. Processing of each subsequent data sample starts by reinitializing the degenerate clusters in incumbent solution \( C \) according to the initialization heuristic (K-means++), and intermediate variable \( C' \) stores this result. Then, the algorithm performs a local search on sample \( P \) using the local search heuristic (K-means) and \( C' \) as initialization. After sample \( P \) is clustered, if resulting centroids \( C'' \) lead to a smaller value of objective function \( f(C'', P) \) than the value of objective function \( f(C, P) \) for incumbent solution \( C \), they are declared to be the new incumbent solution. Thus, this update happens according to the “keep the best” principle. At the final step, each point \( x_i \in X \) is assigned to its closest centroid \( c_j \in C \).

We used the following combination of basic heuristics: K-means as a local search and K-means++ as an initialization routine. However, Big-means can accept other combinations of suitable fast and accurate MSSC heuristics. Using K-means as a local search heuristic in Big-means is justified because K-means is one of the simplest and fastest local search heuristics among all MSSC algorithms. The K-means algorithm has the following beneficial property: using better initial centroids (in terms of the objective function \( f(C, P) \) minimization) results in faster convergence of the algorithm. Consequently, better initial centroids for each subsequent sample lead to a higher local convergence rate and speed up the global search.

3.3. Initialization of degenerate solutions

Various methods can initialize the first sample [22], including a random initialization. Also, different strategies to deal with degenerate clusters can be used [37] instead of K-means++. In the proposed heuristic, K-means++ is used to obtain initial centroids and reinitialize degenerate clusters. Our algorithm checks the current local solution \( C \) for the presence of degenerate clusters and reinitializes them if necessary. A degenerate cluster is an equivalent term for an empty cluster. Often, an initially non-empty cluster degenerates when all of its objects are redistributed between other clusters in the K-means clustering process. When using K-means, the effect of cluster degeneration may seem
like its drawback. Some degenerate clusters mean we have minimized the objective function using a smaller number of clusters. That is, we were able to pack the objects more densely into a fewer number of clusters. By adding the missing clusters using K-means++, we are almost guaranteed to obtain further improvements in the result.

3.4. Final distribution of data points to clusters

The resulting centroids $C$ can be considered a self-sufficient solution to the MSSC problem as they uniquely define the distribution of data points across clusters. The last step of the algorithm is simply redistributing all data points between the obtained centroids. Suppose instead of the last step, K-means clusters the entire dataset starting from initial centroids $C$. This clustering may not be feasible for actual big data due to the high computational costs of K-means for the entire dataset. However, if it happens, we should expect an even more significant improvement in the quality of the resulting clusters in terms of minimizing the objective function (1). Using the final stage of our algorithm may not be necessary for some practical applications. For example, sometimes, it is enough to assign only a limited sample of objects to their closest centroids. If we omit the last step of the algorithm, we can consider Big-means as a new method for initializing K-means in big data conditions.

3.5. Sampling

In Big-means, it is crucial to have a way of obtaining data samples for their subsequent clustering. We have incorporated uniform sampling into Big-means. This kind of sampling does not calculate any joint probability distributions. It can be done with the total complexity of $O(1)$, assuming that the sample size is a predefined constant number. This sampling method is the fastest possible computationally and is optimal from the perspective of simplicity. Furthermore, under a mild assumption on the structure of dataset $X$, the authors of [38] provide solid probabilistic guarantees for the simple uniform sampling applied to the MSSC clustering. Also, there is no need to randomly permute the feature vectors inside the dataset since uniform sampling automatically breaks any orderings present.

In the framework of Big-means, the sampling process naturally plays the role of a shaking procedure. The shaking procedure modifies the incumbent solution at each iteration to obtain a neighborhood one. This property is the next novelty of Big-means. We obtain a sparse representation of the original dataset in each iteration by drawing a small, uniform random sample. If we represent the entire dataset as a point cloud in $\mathbb{R}^n$, then a sparse sample will approximate the spatial form of this cloud to some degree. Thus, decreasing the sample size increases the variability in the clustering results on the samples. The smaller the sample size, the stronger the incumbent solution is perturbed; vice versa, the bigger the sample size, the weaker the perturbation. Thus, by fine-tuning the sample size, one should find the suitable trade-off between the degree of variability and the degree of approximation of the original data form. An optimal choice for the sample size will lead to the desired optimal behavior of the algorithm. An increase in the variability between clustering results of different samples has a positive effect on the global search since each subsequent sample offers some changed cluster configuration, which is checked for optimality during the search process.
3.6. Parallel processing

Since the MSSC problem is NP-hard and applied to big data, it is crucial to develop MSSC algorithms that effectively use modern high-performance computing (HPC) technologies. HPC uses supercomputers and computer clusters to solve advanced computation problems. Since HPC networking clusters and grids use multiple processors and computers, scalability is an essential property of HPC algorithms. Scalability is achieved mainly due to the parallel processing of the analyzed data using many available computing nodes, computers, or processors. The inherent nature of the proposed Algorithm 1 conduces to its effective parallelization. Parallelization of the algorithm is attainable in several different ways:

1. separate data samples are processed sequentially, one by one, but the clustering process is parallelized on the level of implementation of K-means and K-means++. That is, the main loop of Big-means remains sequential while all the internal loops of K-means and K-means++ are parallelized;

2. workers start in parallel on each available processor, and every worker clusters its data sample independently from other workers using sequential versions of K-means and K-means++. Workers use only their previous best centroids for initialization at every iteration. This parallelization mode is called competitive since all workers are independent and compete with each other;

3. workers start in parallel on each available processor, and every worker is assigned a separate data sample. At the first iteration, each worker performs independently initializes the clustering process. At all subsequent iterations, each worker uses the best set of centroids among all workers obtained at previous iterations to initialize a new random data sample. This parallelization mode is called collective since the workers share information about the best solutions.

In the experiments, we used a hardware configuration with relatively small number of CPU’s. In this configuration, preliminary experiments showed that the first parallelization method was more efficient than the other two since the best result from previous iterations of its main loop is more efficiently transferred to subsequent iterations due to their sequential execution order. Therefore, the experiments with competitive algorithms in section 5 use the first parallelization method. Although the second and third methods are inferior to the first in terms of the efficiency of reusing the best result between workers, they have better scalability to a larger number of processors. When using enormous datasets, questions may also arise about how to distribute processed data among parallel nodes of a computing system. In our implementation of Big-means, all workers had access to the common dataset, and each worker formed a clustered random data sample for itself. However, other schemes can also partially distribute the dataset between the nodes. A more detailed study on the effectiveness of various Big-means parallelization and data distribution schemes is a subject of future research.
4. Analysis of the algorithm

4.1. Main properties

According to the MSSC decomposition approach, Big-means organizes the process of big data clustering in such a way that it would be enough to use only a limited number of small data samples instead of the entire dataset. Only local objective values, i.e., values of the objective function for the subproblems, are calculated and compared to each other without the need to calculate the global objective function value for the entire dataset on each iteration. Using the proposed algorithm with appropriate parameters, one can obtain acceptable clustering results in the form of a final set of centroids in less than one iteration through the entire big data. An additional iteration may still be required on the last step of the algorithm to assign each data point to its closest centroid. Nevertheless, in some applications, the last step can be omitted. Our algorithm ensures significant savings in RAM due to decomposing the complete dataset into separate samples and their sequential or parallel processing.

The scalability of the proposed algorithm is easily adjustable by choosing the appropriate number of samples and their size, which are the main parameters of the algorithm. By adjusting parameters, it is possible to find a balance between the amount of analyzed information and the accuracy of the obtained solution. The larger the analyzed dataset is, the more advantages our algorithm gives over other algorithms. This favorable property is in direct accordance with the concept that “the more data, the better”.

4.2. Time complexity

It is well known that the time complexity of each iteration of the standard K-means algorithm is $O(m \cdot n \cdot k)$ [39]. Usually, real big data can contain so many vectors that the convergence of the classic K-means algorithm and its different versions becomes unacceptably slow for most practical applications. A poor initialization of the K-means algorithm can lead to the exponential total number of iterations to attain convergence, as shown in [40]. The time complexity of the K-means++ initialization is also $O(m \cdot n \cdot k)$.

The time complexity of each iteration of Big-means is $O(s \cdot n \cdot k)$, where $s$ is the sample size. Since the convergence of Big-means can be attained even for a relatively small sample size, with $s \ll m$, the overall time complexity of Big-means can be much smaller than the time complexity of K-means and K-means++ applied to the entire dataset.

5. Experimental analysis

We compare Big-means’ performance with other state-of-the-art MSSC algorithms designed for large and, to some extent, big data clustering. After reviewing the literature on the existing clustering algorithms for big data, we were unable to find any algorithm for the MSSC problem that would be fully suitable for big data clustering. Such an algorithm should scale well with the size of a dataset, i.e., the quality of obtained solutions improves with more data, and not be linear or superlinear with respect to the size of the dataset. Therefore, we selected several state-of-the-art clustering algorithms for experiments, which can only be applied to large and partially to big data, provided that they
have sufficient computing resources. These algorithms are Forgy K-means, K-means\[41\], and LMBM-Clust \[18\]. Ward’s algorithm was chosen as the best initialization method for K-means by our previous experiments by comparing more than 20 different techniques for K-means initialization. We chose Ward’s and LMBM-Clust algorithms as more sophisticated, computationally consuming, and therefore more precise algorithms for the MSSC problem. In contrast, Forgy K-means, K-means++, and K-means\[\] were selected as the simplest and fastest methods; nevertheless, these algorithms are somewhat lacking in accuracy compared to Ward’s and LMBM-Clust algorithms.

### Table 1: Brief description of the data sets

| Data sets                        | No. instances | No. attributes | Size \(m \times n\) | File size |
|----------------------------------|---------------|----------------|---------------------|-----------|
| CORD-19 Embeddings               | 599616        | 768            | 46050588            | 8.84 GB   |
| HEPMASS                          | 10500000      | 28             | 294000000           | 7.5 GB    |
| US Census Data 1990              | 2458285       | 68             | 167163380           | 361 MB    |
| Gisette                          | 13580         | 5000           | 67500000            | 152.5 MB  |
| Music Analysis                   | 106574        | 518            | 55205332            | 951 MB    |
| Protein Homology                 | 145751        | 74             | 10785574            | 69.6 MB   |
| MiniBooNE Particle Identification| 130064        | 50             | 6503200             | 91.2 MB   |
| MFFCs for Speech Emotion Recognition | 85134   | 58             | 4937772             | 95.2 MB   |
| ISOLET                           | 7797          | 617            | 4810749             | 40.5 MB   |
| Sensorless Drive Diagnosis       | 58509         | 48             | 2808432             | 25.6 MB   |
| Online News Popularity           | 39644         | 58             | 22989352            | 24.3 MB   |
| Gas Sensor Array Drift           | 13910         | 128            | 1780480             | 23.5 MB   |
| 3D Road Network                  | 434874        | 3              | 1304622             | 20.7 MB   |
| KEGG Metabolic Relation Network (Directed) | 53413 | 20            | 1068260             | 7.34 MB   |
| Skin Segmentation                | 245057        | 3              | 735171              | 3.4 MB    |
| Shuttle Control                  | 58000         | 9              | 522000              | 1.55 MB   |
| EEG Eye State                    | 14980         | 14             | 209720              | 1.7 MB    |
| Pla85900                         | 85900         | 2              | 171800              | 1.79 MB   |
| D15112                           | 15112         | 2              | 30224               | 247 kB    |

### Table 2: Information about the used datasets

| Data sets                        | URLs                                                      |
|----------------------------------|-----------------------------------------------------------|
| CORD-19 Embeddings               | https://www.kaggle.com/Allen-institute-for-ai/CORD-19-research-challenge |
| HEPMASS                          | https://archive.ics.uci.edu/ml/datasets/HEPMASS           |
| US Census Data 1990              | https://archive.ics.uci.edu/ml/datasets/US+Census+Data+(1990) |
| Gisette                          | https://archive.ics.uci.edu/ml/datasets/Gisette          |
| Music Analysis                   | https://archive.ics.uci.edu/ml/datasets/Music+Analysis    |
| Protein Homology                 | https://www.kdd.org/kdd-cup/view/kdd-cup-2004/Data       |
| MiniBooNE Particle Identification| https://archive.ics.uci.edu/ml/datasets/MiniBooNE+particle+identification |
| MFFCs for Speech Emotion Recognition | https://www.kaggle.com/CRACC97/features               |
| ISOLET                           | https://archive.ics.uci.edu/ml/datasets/isolet           |
| Sensorless Drive Diagnosis       | https://archive.ics.uci.edu/ml/datasets+for+sensorless+drive+diagnosis |
| Online News Popularity           | https://archive.ics.uci.edu/ml/datasets+online+news+popularity |
| Gas Sensor Array Drift           | https://archive.ics.uci.edu/ml/datasets/gas+sensorarray+drift+dataset |
| 3D Road Network                  | https://archive.ics.uci.edu/ml/datasets/3D+Road+Network+(North+Jutland,+Denmark) |
| KEGG Metabolic Relation Network (Directed) | https://archive.ics.uci.edu/ml/datasets/KEGG+Metabolic+Relation+Network+(Directed) |
| Skin Segmentation                | https://archive.ics.uci.edu/ml/datasets/skin+segmentation |
| Shuttle Control                  | https://archive.ics.uci.edu/ml/datasets/Shuttle+diagnosis |
| EEG Eye State                    | https://archive.ics.uci.edu/ml/datasets/EEG+Eye+State     |
| Pla85900                         | http://softlibrince.edu/pub/tsp/lib/tsp/Pla85900.tsp.gz |
| D15112                           | https://github.com/maistre/tsp/blob/master/D15112.tsp   |

The performance of Big-means and competitive algorithms has been evaluated on many real-world datasets. Nineteen publicly available datasets were used in the experiments. Brief descriptions of these datasets are provided in Table 1. More detailed descriptions can be found on the corresponding webpages listed in Table 2. Four of these datasets were additionally normalized, bringing the overall number of datasets to 23. All datasets contain only numeric fea-
tures and do not have any missing values. The number of attributes ranges from very small (2) to very large (5,000), and the number of instances ranges from thousands (smallest 7,797) to tens of millions (largest 10,500,000).

The datasets are arranged from largest to smallest and are not balanced, i.e., there is a significant variance in their number of objects and features. This selection is intentional since Big-means positions itself as a universal algorithm suitable for all types of datasets: small, large, and big. Thus, we evaluate the aggregate performance of Big-means on datasets of various sizes without prioritizing any of them. The methodology of experiments and the twelve smallest datasets are identical to those used in [18], allowing us to perform an additional comparison of our results with those provided in [18].

Each of the 23 datasets was clustered \( n_{\text{exec}} \) times with each algorithm into the following sequence of clusters: \( k = 2, 3, 5, 10, 15, 20, 25 \). The overall number of conducted experiments reached 22,098. Some datasets, such as Shuttle Control, EEG Eye State, and their normalized versions, were additionally clustered into 4 clusters. For each value of \( k \), the minimum, mean and maximum values of the relative error \( E_A \) and CPU time were calculated relative to \( n_{\text{exec}} \) executions of each experiment. Appendix A shows the details of all experiments.

To ensure the best comparability of the algorithms, all the experiments were run on the same computer platform and implemented using the same programming language and versions of numeric libraries: Python 3.6; NumPy 1.21 library for matrix and array computations; Numba 0.46.0 for just-in-time compilation, which generates optimized machine code from pure Python code; Ubuntu Linux 4.4; x86_64 architecture 8 CPU Cores Intel(R) Xeon(R) Silver 4114 @ 2.20GHz; 504 GB of RAM.

The parallel implementations of K-means and K-means++ utilized all 8 CPU cores according to the first parallelization scheme described in section 3.6. The same parallel versions of K-means and K-means++ were used inside Forgy K-means and Big-means algorithms. Thus, Big-means processes data samples sequentially, but each data sample is clustered using parallelized versions of K-means and K-means++. The K-means∥ algorithm was parallelized with respect to the number of data points according to scheme one described in section 3.6. We used the implementation of Ward’s algorithm from the hierarchical clustering module of the SciPy library. The implementation of the LMBM-Clust algorithm was copied from the repository provided by the authors in [18] and wrapped for Python by means of the Cython library.

The maximal CPU time of Big-means was limited to \( cpu_{\text{max}} \) seconds. To declare convergence and stop the clustering process on each sample, we established experimentally that the following conditions were optimal: the number of iterations satisfies \( n_{\text{full}} > 300 \), or the relative tolerance with respect to two consecutive values of the objective function is less than \( 10^{-4} \). Paper [41] empirically showed that the choice of oversampling factor \( l = 2 \cdot k \) and number of rounds \( r = 5 \) in K-means∥ is optimal for most datasets, where \( k \) is the desired number of clusters. Thus, this value of \( l \) was used in K-means∥ for all datasets, whereas \( r = 5 \) was used for the largest six datasets and \( r = \log(f(X, \{c_1\})) \) for the rest, where \( c_1 \) is the first randomly chosen centroid. K-means++ considered three candidate points for generating the next centroid and chose only the best one.

By analogy with [18], the following metrics were used to compare different algorithms:
1. Sum of squares error (SSE) is a prototype-based cohesion measure, and it shows the average variation over all clusters. Tables in Appendix A provide the best-known value $f_{\text{best}}$ of the cluster function $f$, which is to be multiplied by the number shown after the name of the dataset, and relative errors of every algorithm. The relative error $E_A$ of an algorithm $A$ is calculated as:

$$E_A = \frac{\bar{f} - f_{\text{best}}}{f_{\text{best}}} \times 100\%,$$

where $\bar{f}$ is the objective function value obtained by algorithm $A$ on the current dataset. We use the values of $f_{\text{best}}$ provided in [18] and the best values obtained only in our experiments for the larger datasets that were not used in [18], which we marked with asterisks. For each algorithm $A$ and each choice of $k$, a series of $n_{\text{exec}}$ runs were executed. Then, the minimum, mean, and maximum values of $E_A$ were calculated across these runs. For each algorithm $A$, the final mean values of $E_A$ across all choices of $k$ are displayed at the bottom of the summary tables;

2. CPU time is denoted by “cpu”. We distinguish between the following types of CPU time: $\text{cpu}_{\text{init}}$ is the duration of the initialization phase; $\text{cpu}_{\text{full}}$ is the clustering time of the full dataset; $\text{cpu} = \text{cpu}_{\text{init}} + \text{cpu}_{\text{full}}$;

3. The number of distance function evaluations, denoted by $n_d$;

4. The number of assignment and update iterations that were actually performed by an algorithm for clustering of the entire dataset, denoted by $n_{\text{full}}$;

5. The sample size for the Big-means algorithm, denoted by $s$. It is the main parameter, apart from the commonly used $k$ parameter, controlling Big-means behavior. Clustering scalability can be easily adjusted by choosing an appropriate sample size $s$. In the experiments, we set the number of used samples to infinity, i.e., only the CPU time serves as a stop condition for Big-means. Thus, Big-means uses as many data samples as possible in the allocated time.

We used a rule of thumb for choosing the sample size $s$ of Big-means in our experiments. We increased $s$ as long as the objective function’s value decreased until hitting a sweet spot where neither increasing nor decreasing $s$ resulted in better values of the objective function.

A summary of the efficiency of Big-means across all datasets is shown in Table 3. Efficiency is measured according to the following score system: score $S$ for algorithm $A$ and efficiency metric $q$ on dataset $X$ is defined as

$$S(A, X, q) = 1 - \frac{q_X(A) - \min_{A'} q_X(A')}{\max_{A'} q_X(A') - \min_{A'} q_X(A')}$$

where $q_X(A)$ stands for the value of efficiency metric $q$ on dataset $X$ resulting from algorithm $A$. In our experiments, we used two main efficiency metrics: accuracy $E_A$ and CPU time. To summarize the performance of a given algorithm
Table 3: Summary of the efficiency of Big-Means in accuracy ($E_A$) and CPU time over all datasets

| Datasets $X_i \in \mathcal{X}$, $i = 1, \ldots, 23$ | the value of the score $S(\text{Big-Means}, X_i, q)$ by accuracy $q = E_A$ (max 1.0) | the value of the score $S(\text{Big-Means}, X_i, q)$ by CPU time $q = \text{cpu}$ (max 1.0) |
|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| CO-RIS-19 Embeddings                            | 0.997                                           | 1.000                                           |
| HEPMASS                                         | 0.999                                           | 1.000                                           |
| US Census Data 1990                             | 0.964                                           | 1.000                                           |
| Gutte                                           | 1.000                                           | 0.980                                           |
| Music Analysis                                  | 0.919                                           | 1.000                                           |
| Protein Homology                                | 1.000                                           | 0.993                                           |
| MiniBooNE Particle Identification               | 1.000                                           | 0.988                                           |
| MiniBooNE Particle Identification (normalized)   | 1.000                                           | 1.000                                           |
| MFCCs for Speech Emotion Recognition            | 0.973                                           | 1.000                                           |
| ISOLET                                          | 0.902                                           | 0.964                                           |
| Sensorless Drive Diagnosis                      | 0.978                                           | 0.998                                           |
| Sensorless Drive Diagnosis (normalized)          | 0.936                                           | 1.000                                           |
| Online News Popularity                          | 0.993                                           | 1.000                                           |
| Gas Sensor Array Drift                          | 0.908                                           | 0.947                                           |
| 3D Road Network                                 | 0.971                                           | 1.000                                           |
| Skin Segmentation                               | 1.000                                           | 1.000                                           |
| Shuttle Control                                 | 0.965                                           | 0.998                                           |
| Shuttle Control (normalized)                    | 0.892                                           | 1.000                                           |
| EEG Eye State                                   | 1.000                                           | 0.826                                           |
| EEG Eye State (normalised)                      | 0.990                                           | 0.946                                           |
| Pla85900                                       | 1.000                                           | 0.999                                           |
| D15112                                         | 0.867                                           | 0.883                                           |

Sum score: 22.222 22.519

Maximum possible sum: 23.0 23.0

Efficiency score percentage: 22.222/23.0 × 100% = 97% 22.519/23.0 × 100% = 98%

Table 4: Summary of the sum scores of all algorithms

| Algorithm A            | $S(A, E_A)$ | $S(A, \text{cpu})$ | $S(A, E_A)$, % | $S_{\text{first half}}(A, E_A)$, % | $S(A, \text{cpu})$, % | $S_{\text{first half}}(A, \text{cpu})$, % | $M(A)$, % |
|------------------------|-------------|--------------------|----------------|-----------------------------------|----------------------|---------------------------------------------|------------|
| Big-Means              | 22.222      | 22.519             | 97             | 98                                | 98                   | 99                                          | 97         |
| Forgy K-Means          | 13.642      | 22.632             | 59             | 72                                | 98                   | 97                                          | 79         |
| Ward’s                 | 11.936      | 1.574              | 52             | 18                                | 7                    | 7                                           | 29         |
| K-Means++              | 22.038      | 20.83              | 96             | 97                                | 91                   | 81                                          | 93         |
| K-Means∥               | 0.699       | 21.019             | 3              | 0                                 | 91                   | 88                                          | 47         |
| LMBM-Clust             | 19.944      | 7.981              | 87             | 81                                | 35                   | 8                                           | 61         |

Finally, the sum mean score is defined as

$$M(A) = \sum_{X \in \mathcal{X}} M(A, X)$$

Score $S(A, X, q)$ is in the range from 0 to 1 and can be interpreted as a normalized measure of the performance of a given algorithm $A$ relative to the chosen efficiency metric $q$ and dataset $X$ in comparison with other algorithms $A'$ that resulted on this dataset. The value of 1 indicates the best result among all algorithms, whereas the value of 0 indicates the worst result.
We summarize the efficiency scores of all algorithms in Table 4. Since the score $S(A, X, q)$ for each dataset $X$ does not exceed 1, the maximum sum score $S(A, q)$ for every algorithm $A$ and metric $q$ is 23 points. Table 4 contains the percentage scores of all algorithms relative to this maximum and the sum scores restricted only to the first half of $X$, which contains the biggest datasets.

In Appendix A, the detailed results of the experiments are shown in Tables 5-50 and Figures 1-2. Some algorithms failed due to requiring too much RAM or time, and we filled their results with the “−” sign. These results were also not considered in the computation of final scores. In other words, if some algorithm fails in an experiment because of the “out of memory” error, this algorithm is given no scores for the experiment. The plots of the distance function evaluations for the Ward’s and LMBMClust methods were not included in the figures since their results are several orders of magnitude larger than those of other competitive algorithms. However, one can retrieve these numbers from the corresponding numerical tables.

5.1. Discussion

Big-means earned 22.222 points for accuracy and 22.519 points for time. This result corresponds to the percentage of 97% with respect to accuracy and 98% with respect to CPU time.

We sorted the datasets in Table 1 in the descending order of their size. We also evaluated the efficiency of Big-means only for the first half of Table 1, which contains the largest datasets. The results are 98% in accuracy and 99% in time. Therefore, with an increase in the dataset size, our algorithm obtains better results both in accuracy and time. Generally, our algorithm is more likely than others to show the best or comparable results in terms of accuracy for all datasets. Furthermore, Figure 1 shows that Big-means performed significantly less distance function evaluations than other algorithms on the largest datasets. As the dataset size grows, the benefits of our algorithm become more pronounced. This property of Big-means is most useful for big data clustering. On the other hand, for all but the smallest datasets, Forgy K-means and K-means++ exhibited the largest number of distance function evaluations.

For the four smallest datasets, Big-means was still able to achieve a resulting accuracy that is better or comparable to the accuracy achieved by K-means++ and LMBM-Clust, albeit at the cost of more distance function evaluations, as seen in Figures 2h-2k. However, the increased number of distance function evaluations did not significantly impact the resulting CPU time since Big-means still finished the clustering for these datasets within fractions of a second. We also observe that normalization favorably impacted Big-means’ performance for some datasets, such as MiniBooNE Particle Identification, Sensorless Drive Diagnosis, Shuttle Control, and EEG Eye State. Big-means outperformed competitive algorithms on these datasets in accuracy and time after normalization. Furthermore, normalization allowed using much smaller sample sizes $s$ for Big-means and significantly reduced the number of distance function evaluations. In later research, we will study the reasons for this behavior by testing Big-means on specifically crafted synthetic data.

Experimental results confirmed that the proposed algorithm fully satisfies all the requirements for a “true big data” algorithm formulated in the introduction. In particular, Big-means managed to complete the clustering of all datasets.
This result is unlike other competitive algorithms since some failed to process the largest datasets due to an “out of memory” error.

6. Conclusion and future research

This paper proposes a new highly scalable parallel clustering algorithm for the MSSC problem. We performed the analytic and empirical comparative analyses between the proposed Big-means algorithm and other state-of-the-art MSSC algorithms. Big-means competed favorably with them, achieving comparable or better results on small data while outperforming every other algorithm on large and big data both in accuracy and time. These findings challenged the common belief that clustering a subset of data results in an inferior accuracy compared to clustering the whole dataset [42]. The simplicity of the proposed algorithm shows that employing more complex hybrid approaches is not necessary to obtain a better quality clustering solution. We incorporated the global search and decomposition as a single ingredient into our algorithm without using any known metaheuristics. A close examination of the concept of big data revealed that it is only possible to solve the big data clustering problem by using a decomposition.

Speed, the small number of parameters, and the significant role of intuition in their choice are Big-means’ sought-after characteristics among pattern recognition practitioners. Big-means will be helpful in the wide variety of applied fields where big data and pattern recognition play a crucial role. Due to the sample-based processing, Big-means also addresses the velocity aspect of the big data paradigm, which has rarely been addressed. Another main advantage of the proposed algorithm is its global optimization nature when applied to big data. With few exceptions, most previously proposed big data clustering algorithms were local search algorithms.

However, some apparent shortcomings of the proposed approach should be addressed in future studies. These drawbacks include the need for precise analytic formulas to determine the optimal sample size and runtime, the inability of random sampling to handle highly imbalanced clusters, and the absence of formal mathematical proofs of the convergence properties of Big-means.

Future research on Big-means might include

- providing a thorough theoretical justification of Big-means properties, such as convergence, the quality of the solution, and the convergence rate;
- analyzing and selecting the best way to parallelize Big-means;
- studying the performance of Big-means on synthetic data;
- extension of Big-means to unstructured, heterogeneous, and high-dimensional data.

These results would allow us to better understand the properties of Big-means, increase its performance, and further extend it to address the variety issue of the big data paradigm. This future work will significantly increase the utility of Big-means for practitioners in pattern recognition.
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Appendix A  Experiments with real-world datasets

Clustering details include the parameters and the following attributes of the clustering process:

- $k$ is the total number of clusters;
- $f_{\text{best}}$ is the best known objective function value multiplied by the number provided after the name of the dataset in the caption of each table;
- $s$ is the sample size;
- $n_{\text{exec}}$ is the number of executions for each choice of $k$;
- $n$ is the number of used samples;
- $n_{\text{full}}$ is the number of iterations for the full dataset clustering;
- $c_{\text{cpu init}}$ is the CPU time used for the initialization phase;
- $c_{\text{cpu full}}$ is the CPU time used for the full dataset clustering after initialization;
- $n_d$ is the number of distance function evaluations.

A.1  CORD-19 Embeddings

Dimensions: $m = 599616$, $n = 768$.

Description: COVID-19 Open Research Dataset (CORD-19) is a resource of more than half a million scholarly articles about COVID-19, SARS-CoV-2, and related coronaviruses represented as embeddings in vectorized form.

| $k$ | $n_{\text{exec}}$ | $n$ | $n_d$ | $c_{\text{cpu init}}$ | $c_{\text{cpu full}}$ | $n_{\text{full}}$ | $n_d$ |
|-----|------------------|-----|-------|-----------------------|-----------------------|-----------------|-------|
| 2   | 32000            | 82  | 40.0  | 19.24                 | 1.5E+07               | 5               | 6.3E+06 |
| 3   | 32000            | 71  | 40.0  | 29.58                 | 2.1E+07               | 13              | 2.4E+07 |
| 5   | 32000            | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 7   | 32000            | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 10  | 32000            | 39  | 40.0  | 26.98                 | 5.0E+07               | 18              | 1.1E+08 |
| 15  | 32000            | 18  | 40.0  | 25.23                 | 4.3E+07               | 27              | 2.4E+08 |
| 20  | 32000            | 12  | 40.0  | 31.07                 | 5.5E+07               | 25              | 3.0E+08 |
| 25  | 32000            | 7   | 40.0  | 30.59                 | 4.8E+07               | 26              | 3.9E+08 |

Mean:

| $n_{\text{exec}}$ | $n$ | $n_d$ | $c_{\text{cpu init}}$ | $c_{\text{cpu full}}$ | $n_{\text{full}}$ | $n_d$ |
|-------------------|-----|-------|-----------------------|-----------------------|-----------------|-------|
| 4                 | 768 | 32000 | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 5                 | 768 | 32000 | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 6                 | 768 | 32000 | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |

Table 5: Summary of the results with CORD-19 Embeddings ($\times 10^6$)

| $k$ | $n_{\text{exec}}$ | $n$ | $n_d$ | $c_{\text{cpu init}}$ | $c_{\text{cpu full}}$ | $n_{\text{full}}$ | $n_d$ |
|-----|------------------|-----|-------|-----------------------|-----------------------|-----------------|-------|
| 2   | 32000            | 82  | 40.0  | 19.24                 | 1.5E+07               | 5               | 6.3E+06 |
| 3   | 32000            | 71  | 40.0  | 29.58                 | 2.1E+07               | 13              | 2.4E+07 |
| 5   | 32000            | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 7   | 32000            | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 10  | 32000            | 39  | 40.0  | 26.98                 | 5.0E+07               | 18              | 1.1E+08 |
| 15  | 32000            | 18  | 40.0  | 25.23                 | 4.3E+07               | 27              | 2.4E+08 |
| 20  | 32000            | 12  | 40.0  | 31.07                 | 5.5E+07               | 25              | 3.0E+08 |
| 25  | 32000            | 7   | 40.0  | 30.59                 | 4.8E+07               | 26              | 3.9E+08 |

Mean:

| $n_{\text{exec}}$ | $n$ | $n_d$ | $c_{\text{cpu init}}$ | $c_{\text{cpu full}}$ | $n_{\text{full}}$ | $n_d$ |
|-------------------|-----|-------|-----------------------|-----------------------|-----------------|-------|
| 4                 | 768 | 32000 | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 5                 | 768 | 32000 | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |
| 6                 | 768 | 32000 | 84  | 40.0  | 29.36                 | 4.2E+07               | 14              | 4.1E+07 |

Table 6: Clustering details with CORD-19 Embeddings
A.2 HEPMASS

Dimensions: $m = 10500000$, $n = 27$.

Description: The data set contains the 27 normalized features of physical particles that can be used for discovering the exotic ones in the field of high-energy physics.

Table 7: Summary of the results with HEPMASS ($10^6$)

| $k$ | n, m | Big-Means | Fergy K-Means | Ward’s | K-Means++ | K-Means | LMMB-Cla| $K_{\text{cpu}}$ | $K_{\text{min}}$ | $N_{\text{cpu}}$ | $N_{\text{min}}$ | $E_{\text{cpu}}$ | $E_{\text{min}}$ |
|-----|------|-----------|---------------|--------|-----------|---------|--------|----------------|----------------|----------------|----------------|--------------|--------------|
| 2   | 7    | 64000    | 15.38        | 15.38  | 15.38     | 15.38   | 15.38  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 3   | 7    | 64000    | 30.00        | 21.98  | 25.00     | 25.00   | 25.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 5   | 7    | 64000    | 62.60        | 67.50  | 67.50     | 67.50   | 67.50  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 10  | 7    | 64000    | 382.00       | 23.22  | 67.00     | 67.00   | 67.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 15  | 7    | 64000    | 157.00       | 16.11  | 55.00     | 55.00   | 55.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 20  | 7    | 64000    | 148.00       | 17.44  | 81.00     | 81.00   | 81.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 25  | 7    | 64000    | 104.00       | 15.09  | 8.2E+08   | 8.2E+08 | 8.2E+08 | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |

A.3 US Census Data 1990

Dimensions: $m = 2458285$, $n = 68$.

Description: The data set was obtained from the (U.S. Department of Commerce) Census Bureau website and contains a one percent sample of the Public Use Microdata Samples (PUMS) person records drawn from the entire 1990 U.S. census sample.

Table 9: Summary of the results with US Census Data 1990 ($10^6$)

| $k$ | n, m | Big-Means | Fergy K-Means | Ward’s | K-Means++ | K-Means | LMMB-Cla| $K_{\text{cpu}}$ | $K_{\text{min}}$ | $N_{\text{cpu}}$ | $N_{\text{min}}$ | $E_{\text{cpu}}$ | $E_{\text{min}}$ |
|-----|------|-----------|---------------|--------|-----------|---------|--------|----------------|----------------|----------------|----------------|--------------|--------------|
| 2   | 7    | 119.45    | 1.17         | 1.17   | 1.17      | 1.17    | 1.17   | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 3   | 7    | 120.00    | 1.62         | 1.62   | 1.62      | 1.62    | 1.62   | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 5   | 7    | 120.00    | 5.01         | 5.01   | 5.01      | 5.01    | 5.01   | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 10  | 7    | 120.00    | 20.11        | 20.11  | 20.11     | 20.11   | 20.11  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 15  | 7    | 120.00    | 30.00        | 30.00  | 30.00     | 30.00   | 30.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 20  | 7    | 120.00    | 40.00        | 40.00  | 40.00     | 40.00   | 40.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |
| 25  | 7    | 120.00    | 50.00        | 50.00  | 50.00     | 50.00   | 50.00  | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08        | 4.0E-08     | 4.0E-08      |

Table 10: Clustering details with US Census Data 1990
### A.4 Gisette

Dimensions: $m = 13500$, $n = 5000$.

Description: patterns for handwritten digit recognition problem.

#### Table 11: Summary of the results with Gisette ($\times 10^2$)

| $k$ | $\rho_{\text{opt}}$ | $\mu$ | Big-Means | Forgy K-Means | Ward | K-Means+ | K-Means++ | LBBM-Clust |
|-----|---------------------|-------|-----------|---------------|------|---------|----------|-----------|
|     |                     |       | $n_r$     | $c_r$         | $c_p$ | $n_r$   | $c_r$   | $n_r$    | $c_r$   |
| 2   | 4.6394               | 0.01  | 0.01      | 0.01| 0.01     | 0.01 | 0.01    | 0.01    | 0.01    | 0.01  |
| 3   | 1.1518               | 0.01  | 0.05      | 0.35| 4.25     | 32.18| 38.57   | 0.01    | 0.05    | 0.35  |
| 4   | 6.0235               | 0.02  | 0.08      | 0.26| 9.04     | 34.02| 59.31   | 0.02    | 0.11    | 0.17  |
| 5   | 3.8701               | 0.05  | 0.14      | 0.27| 14.22    | 34.52| 57.61   | 0.06    | 0.19    | 0.32  |
| 6   | 3.8147               | 0.04  | -0.32     | -0.16| 17.59    | 41.12| 58.45   | -0.4    | -0.31   | -0.16 |
| 7   | 3.8436               | -1.75 | -1.66     | -1.53| 28.08    | 48.48| 58.72   | -1.74   | -1.66   | -1.57 |
| 8   | 3.7907               | -1.20 | -1.09     | -0.94| 31.42    | 47.65| 61.52   | -1.18   | -1.09   | -0.97 |
|     |                     |       |           |           |        |        |         |         |        |

### A.5 Music Analysis

Dimensions: $m = 106574$, $n = 518$.

Description: a dataset for music analysis which contains different spectral and statistical attributes for each music track.

#### Table 13: Summary of the results with Music Analysis ($\times 10^3$)

| $k$ | $\rho_{\text{opt}}$ | $\mu$ | Big-Means | Forgy K-Means | Ward | K-Means+ | K-Means++ | LBBM-Clust |
|-----|---------------------|-------|-----------|---------------|------|---------|----------|-----------|
|     |                     |       | $n_r$     | $c_r$         | $c_p$ | $n_r$   | $c_r$   | $n_r$    | $c_r$   |
| 2   | 4.0047               | 0.01  | 0.17      | 0.33| 0.83     | 3.52| 7.50    | 0.06    | 0.32    | 0.78  |
| 3   | 0.0045               | 0.03  | 0.14      | 0.29| 0.38     | 4.19| 8.09    | 0.05    | 0.50    | 0.91  |
| 4   | 1.9241               | 0.16  | 2.09      | 5.34| 1.02     | 4.44| 7.93    | 0.01    | 1.23    | 5.92  |
| 5   | 0.8195               | 0.33  | 0.55      | 0.94| 1.13     | 0.61| 4.96    | 0.02    | 1.53    | 4.96  |
| 6   | 0.8229               | 0.57  | 1.25      | 2.55| 1.18     | 4.92| 8.027   | 0.01    | 0.96    | 2.25  |
| 7   | 0.7628               | 0.99  | 2.52      | 5.51| 1.73     | 5.62| 4.85    | 0.12    | 1.2    | 2.59  |
| 8   | 1.3776               | 1.01  | 3.88      | 7.68| 1.93     | 16.06| -       | -       | 1.01    | 3.88  |

### Table 14: Clustering details with Music Analysis

| $k$ | $\rho_{\text{opt}}$ | $\mu$ | Big-Means | Forgy K-Means | Ward | K-Means+ | K-Means++ | LBBM-Clust |
|-----|---------------------|-------|-----------|---------------|------|---------|----------|-----------|
|     |                     |       | $n_r$     | $c_r$         | $c_p$ | $n_r$   | $c_r$   | $n_r$    | $c_r$   |
| 2   | 0.0020               | 0.01  | 0.2       | 0.33| 1.16     | 0.58| 1.09    | 0.16    | 0.06    | 0.24  |
| 3   | 0.0018               | 0.02  | 0.52      | 0.85| 1.09     | 1.05| 2.38    | 0.04    | 0.01    | 0.02  |
| 4   | 0.0017               | 0.03  | 2.22      | 5.91| 3.58     | 4.00| 4.50    | 0.02    | 0.07    | 0.10  |
| 5   | 0.0016               | 0.04  | 1.7       | 4.58| 6.42     | 8.42| 2.58    | 0.04    | 0.58    | 1.77  |
| 6   | 0.0015               | 0.05  | 1.7       | 5.38| 7.09     | 7.23| 3.83    | 0.05    | 0.58    | 1.77  |
| 7   | 0.0014               | 0.06  | 0.81      | 2.25| 20.21    | 21.92| 10.18   | 0.05    | 0.81    | 2.25  |
| 8   | 0.0013               | 0.07  | 0.98      | 1.73| 38.47    | 46.17| 14.14   | 0.06    | 0.98    | 1.73  |
A.6 Protein Homology

Dimensions: $m = 145751$, $n = 74$.

Description: a data set for protein homology prediction which contains a features describing the matching (e.g. the score of a sequence alignment) between the native protein sequence and the sequence that is tested for homology.

| Table 15: Summary of the results with Protein Homology ($\times 10^{14}$) |
|----------------|----------------|----------------|----------------|----------------|----------------|
| $k$ | $n_{pairs}$ | $n_{pairs}$ | $E_{max}$ | $E_{min}$ | $E_{mean}$ | $E_{max}$ | $E_{min}$ | $E_{mean}$ |
| 2 | 15 | 1.2 | 130063 | 120 | 3.9 | 1.2 | 130063 | 120 | 3.9 |
| 3 | 15 | 2.7 | 130063 | 120 | 3.9 | 2.7 | 130063 | 120 | 3.9 |
| 4 | 15 | 4.8 | 130063 | 120 | 3.9 | 4.8 | 130063 | 120 | 3.9 |
| 5 | 15 | 7.7 | 130063 | 120 | 3.9 | 7.7 | 130063 | 120 | 3.9 |

A.7 MiniBooNE Particle Identification

Dimensions: $m = 130064$, $n = 50$.

Description: a data set for distinguishing electron neutrinos (signal) from muon neutrinos (background) which contains different particle variables for each event.

| Table 17: Summary of the results with MiniBooNE Particle Identification ($\times 10^{15}$) |
|----------------|----------------|----------------|----------------|----------------|----------------|
| $k$ | $n_{pairs}$ | $n_{pairs}$ | $E_{max}$ | $E_{min}$ | $E_{mean}$ | $E_{max}$ | $E_{min}$ | $E_{mean}$ |
| 2 | 15 | 1.2 | 130063 | 120 | 3.9 | 1.2 | 130063 | 120 | 3.9 |
| 3 | 15 | 2.7 | 130063 | 120 | 3.9 | 2.7 | 130063 | 120 | 3.9 |
| 4 | 15 | 4.8 | 130063 | 120 | 3.9 | 4.8 | 130063 | 120 | 3.9 |
| 5 | 15 | 7.7 | 130063 | 120 | 3.9 | 7.7 | 130063 | 120 | 3.9 |

| Table 18: Clustering details with MiniBooNE Particle Identification |
|----------------|----------------|----------------|----------------|----------------|----------------|
| $k$ | $n_{pairs}$ | $n_{pairs}$ | $E_{max}$ | $E_{min}$ | $E_{mean}$ | $E_{max}$ | $E_{min}$ | $E_{mean}$ |
| 2 | 15 | 1.2 | 130063 | 120 | 3.9 | 1.2 | 130063 | 120 | 3.9 |
| 3 | 15 | 2.7 | 130063 | 120 | 3.9 | 2.7 | 130063 | 120 | 3.9 |
| 4 | 15 | 4.8 | 130063 | 120 | 3.9 | 4.8 | 130063 | 120 | 3.9 |
| 5 | 15 | 7.7 | 130063 | 120 | 3.9 | 7.7 | 130063 | 120 | 3.9 |
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A.8 MiniBooNE Particle Identification (normalized)

Dimensions: $m = 130064$, $n = 50$.

Description: a data set for distinguishing electron neutrinos (signal) from muon neutrinos (background) which contains different particle variables for each event. Min-max scaling was used for normalization of data set values for better clustering.

Table 19: Summary of the results with MiniBooNE Particle Identification (normalized) ($\times 10^5$)

| k | $\mu_{\alpha}$ | Big-Means | Forgy-K-Means | Ward's | K-Means | LMBM-Clust |
|---|---|---|---|---|---|---|
| | | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ |
| | | $n_{\text{cpu}}$ | | | | | | | | |
| | | cpu | | | | | | | | |
| 2 | 0.0 | 30.0 | 150.0 | 30.0 | 0.0 | 150.0 | 30.0 | 0.0 | 150.0 | 30.0 |
| 3 | 0.0 | 20.0 | 100.0 | 20.0 | 0.0 | 100.0 | 20.0 | 0.0 | 100.0 | 20.0 |
| 5 | 0.0 | 10.0 | 50.0 | 10.0 | 0.0 | 50.0 | 10.0 | 0.0 | 50.0 | 10.0 |
| 10 | 0.0 | 5.0 | 25.0 | 5.0 | 0.0 | 25.0 | 5.0 | 0.0 | 25.0 | 5.0 |
| 20 | 0.0 | 2.5 | 12.5 | 2.5 | 0.0 | 12.5 | 2.5 | 0.0 | 12.5 | 2.5 |
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A.9 MFCCs for Speech Emotion Recognition

Dimensions: $m = 85134$, $n = 58$.

Description: a data set for predicting females and males speech emotions based on Mel Frequency Cepstral Coefficients (MFCCs) values.

Table 21: Summary of the results with MFCCs for Speech Emotion Recognition ($\times 10^5$)

| k | $\mu_{\alpha}$ | Big-Means | Forgy-K-Means | Ward's | K-Means | LMBM-Clust |
|---|---|---|---|---|---|---|
| | | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ |
| | | $n_{\text{cpu}}$ | | | | | | | | |
| | | cpu | | | | | | | | |
| 2 | 0.7 | 33.0 | 165.0 | 33.0 | 0.7 | 165.0 | 33.0 | 0.7 | 165.0 | 33.0 |
| 3 | 0.5 | 22.0 | 110.0 | 22.0 | 0.5 | 110.0 | 22.0 | 0.5 | 110.0 | 22.0 |
| 5 | 0.3 | 11.0 | 55.0 | 11.0 | 0.3 | 55.0 | 11.0 | 0.3 | 55.0 | 11.0 |
| 10 | 0.2 | 5.5 | 27.5 | 5.5 | 0.2 | 27.5 | 5.5 | 0.2 | 27.5 | 5.5 |
| 20 | 0.1 | 2.5 | 12.5 | 2.5 | 0.1 | 12.5 | 2.5 | 0.1 | 12.5 | 2.5 |

Table 22: Clustering details with MFCCs for Speech Emotion Recognition

| k | $\mu_{\alpha}$ | Big-Means | Forgy-K-Means | Ward's | K-Means | LMBM-Clust |
|---|---|---|---|---|---|---|
| | | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ | $E_{\text{mean}}$ | $E_{\text{max}}$ | $E_{\text{min}}$ |
| | | $n_{\text{cpu}}$ | | | | | | | | |
| | | cpu | | | | | | | | |
| 2 | 0.0 | 30.0 | 150.0 | 30.0 | 0.0 | 150.0 | 30.0 | 0.0 | 150.0 | 30.0 |
| 3 | 0.0 | 20.0 | 100.0 | 20.0 | 0.0 | 100.0 | 20.0 | 0.0 | 100.0 | 20.0 |
| 5 | 0.0 | 10.0 | 50.0 | 10.0 | 0.0 | 50.0 | 10.0 | 0.0 | 50.0 | 10.0 |
| 10 | 0.0 | 5.0 | 25.0 | 5.0 | 0.0 | 25.0 | 5.0 | 0.0 | 25.0 | 5.0 |
| 20 | 0.0 | 2.5 | 12.5 | 2.5 | 0.0 | 12.5 | 2.5 | 0.0 | 12.5 | 2.5 |
### A.10 ISOLET

**Dimensions:** $m = 7797, n = 617.

**Description:** data set of patterns for spoken letter recognition which contains the spectral coefficients and other additional features.

**Table 23:** Summary of the results with ISOLET ($\times 10^5$)

| $k$ | Big-Means | Forgy-K-Means | Ward's | K-Means-++ | LMBM-Class |
|-----|------------|---------------|--------|-------------|-----------|
| 2   | 3.71195    | 1.51          | 1012.1 | 295.7       | 315.13    |
| 5   | 6.78769    | 1.03          | 106.64 | 259.7       | 286.00    |
| 10  | 3.58377    | 0.13          | 105.24 | 259.7       | 273.56    |
| 20  | 4.06095    | 0.42          | 105.67 | 259.7       | 273.12    |
| 40  | 4.44323    | 0.11          | 105.47 | 259.7       | 273.45    |

### A.11 Sensorless Drive Diagnosis

**Dimensions:** $m = 58509, n = 48.

**Description:** a data set for sensorless drive diagnosis with features extracted from motor current.

**Table 24:** Clustering details with ISOLET

| $k$ | Big-Means | Forgy-K-Means | Ward's | K-Means-++ | LMBM-Class |
|-----|------------|---------------|--------|-------------|-----------|
| 2   | 3.58115    | 1.03          | 105.24 | 259.7       | 286.00    |
| 5   | 3.71195    | 1.51          | 1012.1 | 295.7       | 315.13    |
| 10  | 6.78769    | 1.03          | 106.64 | 259.7       | 286.00    |
| 20  | 3.58377    | 0.13          | 105.24 | 259.7       | 273.56    |
| 40  | 4.06095    | 0.42          | 105.67 | 259.7       | 273.12    |
| 80  | 4.44323    | 0.11          | 105.47 | 259.7       | 273.45    |

**Table 25:** Summary of the results with Sensorless Drive Diagnosis ($\times 10^5$)

| $k$ | Big-Means | Forgy-K-Means | Ward's | K-Means-++ | LMBM-Class |
|-----|------------|---------------|--------|-------------|-----------|
| 2   | 3.71195    | 1.51          | 1012.1 | 295.7       | 315.13    |
| 5   | 6.78769    | 1.03          | 106.64 | 259.7       | 286.00    |
| 10  | 3.58377    | 0.13          | 105.24 | 259.7       | 273.56    |
| 20  | 4.06095    | 0.42          | 105.67 | 259.7       | 273.12    |
| 40  | 4.44323    | 0.11          | 105.47 | 259.7       | 273.45    |

**Table 26:** Clustering details with Sensorless Drive Diagnosis

| $k$ | Big-Means | Forgy-K-Means | Ward's | K-Means-++ | LMBM-Class |
|-----|------------|---------------|--------|-------------|-----------|
| 2   | 3.58115    | 1.03          | 105.24 | 259.7       | 286.00    |
| 5   | 3.71195    | 1.51          | 1012.1 | 295.7       | 315.13    |
| 10  | 6.78769    | 1.03          | 106.64 | 259.7       | 286.00    |
| 20  | 3.58377    | 0.13          | 105.24 | 259.7       | 273.56    |
| 40  | 4.06095    | 0.42          | 105.67 | 259.7       | 273.12    |
| 80  | 4.44323    | 0.11          | 105.47 | 259.7       | 273.45    |
**A.12 Sensorless Drive Diagnosis (normalized)**

Dimensions: $m = 58509$, $n = 48$.

Description: a data set for sensorless drive diagnosis with features extracted from motor current. Min-max scaling was used for normalization of data set values for better clusterization.

**Table 27:** Summary of the results with Sensorless Drive Diagnosis ($\times 10^3$)

| $k$ | $h_{max}$ | Big-Mean | Forg-K-Means | Ward's | LMBM-Class |
|-----|------------|----------|--------------|--------|-------------|
|     | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ |
| 2   | 3.79     | 1.85     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 5   | 3.05     | 1.92     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 10  | 3.37     | 1.92     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |

**Table 28:** Clustering details with Sensorless Drive Diagnosis (normalized)

| $k$ | $h_{max}$ | Big-Mean | Forg-K-Means | Ward's | LMBM-Class |
|-----|------------|----------|--------------|--------|-------------|
|     | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ |
| 2   | 50.08    | 1.51     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 5   | 50.08    | 1.51     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 10  | 50.08    | 1.51     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |

**A.13 Online News Popularity**

Dimensions: $m = 39644$, $n = 58$.

Description: this dataset summarizes a heterogeneous set of features about articles published by Mashable in a period of two years for predicting the number of shares in social networks (popularity).

**Table 29:** Summary of the results with Online News Popularity ($\times 10^4$)

| $k$ | $h_{max}$ | Big-Mean | Forg-K-Means | Ward's | LMBM-Class |
|-----|------------|----------|--------------|--------|-------------|
|     | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ |
| 2   | 101.96   | 0.03     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 5   | 101.96   | 0.03     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 10  | 101.96   | 0.03     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |

**Table 30:** Clustering details with Online News Popularity

| $k$ | $h_{max}$ | Big-Mean | Forg-K-Means | Ward's | LMBM-Class |
|-----|------------|----------|--------------|--------|-------------|
|     | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ | $\mu$ | $\sigma$ | $\mu_{pdf}$ | $\sigma_{pdf}$ |
| 2   | 101.96   | 0.03     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 5   | 101.96   | 0.03     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
| 10  | 101.96   | 0.03     | 3.95         | 1.32     | 1.49   | 1.08    | 1.36         | 1.21     | 1.41   | 1.20    | 1.36         | 1.21     | 1.41     | 1.46   | 1.08    | 1.36         | 1.21     | 1.41     |
A.14 Gas Sensor Array Drift

Dimensions: $m = 13910$, $n = 128$.

Description: this data set contains measurements from chemical sensors utilized in simulations for drift compensation in a discrimination task of different gases at various levels of concentrations.

Table 31: Summary of the results with Gas Sensor Array Drift (x10^3)

| $k$ | $n_{sens}$ | $V_{gas}$ | $P_{gas}$ | $P_{cpu}$ | $P_{mem}$ | $P_{max}$ | $E_{cpu}$ | $E_{mem}$ | $E_{max}$ | $E_{mean}$ | $E_{min}$ | $E_{max}$ |
|-----|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 2   | 30          | 9000      | 288 8.0   | 3.93 3.7E+07 | 16 6.8E+05 | 15.93 0.01 6 | 9.7E+07 | 0.09 0.04 10 | 5.0E+05 | 3.27 0.0 15 | 6.1E+05 | 48.34 2.0E+08 |
| 3   | 30          | 9000      | 200 8.0   | 3.37 3.9E+07 | 14 6.4E+05 | 15.93 0.01 3 | 9.4E+07 | 0.09 0.04 10 | 3.5E+05 | 7.5E+05 | 15.07 0.0 14 | 9.4E+05 |
| 5   | 30          | 9000      | 20 8.0    | 1.57 3.9E+07 | 13 6.4E+05 | 15.93 0.01 1 | 9.4E+07 | 0.09 0.04 10 | 9.6E+05 | 23 3.9E+05 | 6.1E+05 |

Table 32: Clustering details with Gas Sensor Array Drift

| $k$ | $n_{sens}$ | $V_{gas}$ | $P_{gas}$ | $P_{cpu}$ | $P_{mem}$ | $P_{max}$ | $E_{cpu}$ | $E_{mem}$ | $E_{max}$ | $E_{mean}$ | $E_{min}$ | $E_{max}$ |
|-----|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 2   | 30          | 9000      | 288 8.0   | 3.93 3.7E+07 | 16 6.8E+05 | 15.93 0.01 6 | 9.7E+07 | 0.09 0.04 10 | 5.0E+05 | 3.27 0.0 15 | 6.1E+05 | 48.34 2.0E+08 |
| 3   | 30          | 9000      | 200 8.0   | 3.37 3.9E+07 | 14 6.4E+05 | 15.93 0.01 3 | 9.4E+07 | 0.09 0.04 10 | 3.5E+05 | 7.5E+05 | 15.07 0.0 14 | 9.4E+05 |
| 5   | 30          | 9000      | 20 8.0    | 1.57 3.9E+07 | 13 6.4E+05 | 15.93 0.01 1 | 9.4E+07 | 0.09 0.04 10 | 9.6E+05 | 23 3.9E+05 | 6.1E+05 |

A.15 3D Road Network

Dimensions: $m = 434874$, $n = 3$.

Description: 3D road network from Denmark with highly accurate elevation information which contains longitude, latitude and altitude for each road segment or edge in the graph. Usually this data set used in eco-routing and fuel/CO2-estimation routing algorithms.

Table 33: Summary of the results with 3D Road Network (x10^6)

| $k$ | $n_{sens}$ | $V_{gas}$ | $P_{gas}$ | $P_{cpu}$ | $P_{mem}$ | $P_{max}$ | $E_{cpu}$ | $E_{mem}$ | $E_{max}$ | $E_{mean}$ | $E_{min}$ | $E_{max}$ |
|-----|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 2   | 30          | 9000      | 288 8.0   | 3.93 3.7E+07 | 16 6.8E+05 | 15.93 0.01 6 | 9.7E+07 | 0.09 0.04 10 | 5.0E+05 | 3.27 0.0 15 | 6.1E+05 | 48.34 2.0E+08 |
| 3   | 30          | 9000      | 200 8.0   | 3.37 3.9E+07 | 14 6.4E+05 | 15.93 0.01 3 | 9.4E+07 | 0.09 0.04 10 | 3.5E+05 | 7.5E+05 | 15.07 0.0 14 | 9.4E+05 |
| 5   | 30          | 9000      | 20 8.0    | 1.57 3.9E+07 | 13 6.4E+05 | 15.93 0.01 1 | 9.4E+07 | 0.09 0.04 10 | 9.6E+05 | 23 3.9E+05 | 6.1E+05 |

Table 34: Clustering details with 3D Road Network

| $k$ | $n_{sens}$ | $V_{gas}$ | $P_{gas}$ | $P_{cpu}$ | $P_{mem}$ | $P_{max}$ | $E_{cpu}$ | $E_{mem}$ | $E_{max}$ | $E_{mean}$ | $E_{min}$ | $E_{max}$ |
|-----|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 2   | 30          | 9000      | 288 8.0   | 3.93 3.7E+07 | 16 6.8E+05 | 15.93 0.01 6 | 9.7E+07 | 0.09 0.04 10 | 5.0E+05 | 3.27 0.0 15 | 6.1E+05 | 48.34 2.0E+08 |
| 3   | 30          | 9000      | 200 8.0   | 3.37 3.9E+07 | 14 6.4E+05 | 15.93 0.01 3 | 9.4E+07 | 0.09 0.04 10 | 3.5E+05 | 7.5E+05 | 15.07 0.0 14 | 9.4E+05 |
| 5   | 30          | 9000      | 20 8.0    | 1.57 3.9E+07 | 13 6.4E+05 | 15.93 0.01 1 | 9.4E+07 | 0.09 0.04 10 | 9.6E+05 | 23 3.9E+05 | 6.1E+05 |
A.16 Skin Segmentation

Dimensions: $m = 245057$, $n = 3$.

Description: Skin and Nonskin dataset is generated using skin textures from face images of diversity of age, gender, and race people and constructed over B, G, R color space.

Table 35: Summary of the results with Skin Segmentation ($\times 10^6$)

Table 36: Clustering details with Skin Segmentation

A.17 KEGG Metabolic Relation Network (Directed)

Dimensions: $m = 53413$, $n = 20$.

Description:
A.18 Shuttle Control
Dimensions: m = 58000, n = 9.

Description: each entity in the dataset contains several shuttle control attributes.

Table 39: Summary of the results with Shuttle Control (×10^3)

| k   | f_exec | μ_exec | s_exec | F_exec | cpu_exec | μ_cpu | s_cpu | F_cpu | LMMBC-Clust |
|-----|--------|--------|--------|--------|----------|-------|-------|-------|-------------|
| 2   | 19.14E+12 | 0.0 | 36.76 | 51.12 | 0.06 | 0.45 | 0.94 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |
| 3   | 9.64E+09 | 0.0 | 5.52 | 62.56 | 0.11 | 0.56 | 0.98 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |
| 5   | 7.98E+08 | 0.0 | 5.52 | 62.56 | 0.11 | 0.56 | 0.98 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |
| 10  | 7.63E+07 | 2.77 | 7.75 | 73.08 | 0.11 | 0.66 | 0.98 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |
| 15  | 1.51E+07 | 1.33 | 12.63 | 40.74 | 0.18 | 0.61 | 0.98 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |
| 20  | 1.98E+07 | 1.48 | 11.49 | 43.30 | 0.24 | 0.61 | 0.98 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |
| 25  | 5.79E+06 | 2.84 | 6.81 | 14.47 | 0.38 | 0.61 | 0.98 | 0.0 | 6.75 | 91.71 | 0.27 | 0.61 | 0.98 |

A.19 Shuttle Control (normalized)
Dimensions: m = 58000, n = 9.

Description: each entity in the dataset contains several shuttle control attributes. Min-max scaling was used for normalization of data set values for better clustering.

Table 40: Summary of the results with Shuttle Control (normalized) (×10^3)

| k   | f_exec | μ_exec | s_exec | F_exec | cpu_exec | μ_cpu | s_cpu | F_cpu | LMMBC-Clust |
|-----|--------|--------|--------|--------|----------|-------|-------|-------|-------------|
| 2   | 5.79E+07 | 7.1 | 1.0 | 0.48 | 1.73E+07 | 7.1 | 1.0 | 0.48 | 1.73E+07 |
| 3   | 5.79E+07 | 98.1 | 1.0 | 0.61 | 3.51E+07 | 11.0 | 2.0 | 0.08 | 1.07E+09 |
| 4   | 5.79E+07 | 82.1 | 1.0 | 0.52 | 3.90E+07 | 14.0 | 3.2 | 0.08 | 1.07E+09 |
| 5   | 5.79E+07 | 85.1 | 1.0 | 0.56 | 3.81E+07 | 17.0 | 4.9 | 0.08 | 1.07E+09 |
| 10  | 5.79E+07 | 48.1 | 1.0 | 0.46 | 6.28E+07 | 20.0 | 1.2E+08 | 0.06 | 3.75E+06 |
| 15  | 5.79E+07 | 38.1 | 1.0 | 0.61 | 6.59E+07 | 21.0 | 1.3E+08 | 0.27 | 1.09E+06 |
| 20  | 5.79E+07 | 28.1 | 1.0 | 0.61 | 9.32E+07 | 23.0 | 1.7E+08 | 0.11 | 1.35E+06 |
| 25  | 5.79E+07 | 24.1 | 1.0 | 0.66 | 1.00E+08 | 24.0 | 1.8E+08 | 0.13 | 1.95E+06 |

Table 41: Summary of the results with Shuttle Control (normalized) (×10^3)

| k   | f_exec | μ_exec | s_exec | F_exec | cpu_exec | μ_cpu | s_cpu | F_cpu | LMMBC-Clust |
|-----|--------|--------|--------|--------|----------|-------|-------|-------|-------------|
| 2   | 2.0002E+07 | 0.0 | 3.95 | 3.95 | 0.12 | 0.41 | 0.41 | 0.0 | 3.95 | 3.95 | 0.12 | 0.41 |
| 3   | 5.0007E+06 | 0.14 | 6.61 | 32.31 | 0.19 | 0.0 | 1.05 | 0.0 | 2.57 | 57.84 | 0.0 | 1.05 | 0.0 |
| 5   | 1.5006E+06 | 0.0 | 1.05 | 5.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.05 | 57.84 | 0.0 | 1.05 | 0.0 |
| 10  | 1.5009E+06 | 0.0 | 1.05 | 5.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.05 | 57.84 | 0.0 | 1.05 | 0.0 |
| 20  | 7.2333E+05 | 1.22 | 5.56 | 12.00 | 0.13 | 0.15 | 0.15 | 0.15 | 2.28 | 265.00 | 0.15 | 2.28 | 0.15 |
| 25  | 8.0833E+05 | 3.08 | 16.45 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.47 | 265.00 | 0.0 | 1.47 | 0.0 |

Table 42: Clustering details with Shuttle Control (normalized)

| k   | f_exec | μ_exec | s_exec | F_exec | cpu_exec | μ_cpu | s_cpu | F_cpu | LMMBC-Clust |
|-----|--------|--------|--------|--------|----------|-------|-------|-------|-------------|
| 2   | 2.45E+07 | 0.12 | 2.18E+07 | 5.76 | 0.0 | 0.04 | 0.04 | 0.0 | 2.18E+07 |
| 3   | 1.50E+07 | 0.11 | 2.76E+07 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 5   | 1.50E+07 | 0.11 | 4.46E+07 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 10  | 1.50E+07 | 0.11 | 4.46E+07 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 20  | 1.50E+07 | 0.12 | 8.61E+07 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 25  | 8.00E+07 | 0.11 | 9.99E+07 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 50  | 8.00E+07 | 0.11 | 1.5E+08 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

Table 43: Clustering details with Shuttle Control (normalized)
### A.20 EEG Eye State

**Dimensions:** $m = 14980$, $n = 14$.

**Description:** The data set consists of 14 electroencephalogram (EEG) values for predicting the corresponding eye state.

#### Table 43: Summary of the results with EEG Eye State ($x_{10}^0$)

| $k$ | $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |
| $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |

#### Table 44: Clustering details with EEG Eye State

| $k$ | $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |
| $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |

### A.21 EEG Eye State (normalized)

**Dimensions:** $m = 14980$, $n = 14$.

**Description:** The data set consists of 14 electroencephalogram (EEG) values for predicting the corresponding eye state. Min-max scaling was used for normalization of data set values for better clustering.

#### Table 45: Summary of the results with EEG Eye State (normalized) ($x_{10}^0$)

| $k$ | $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |
| $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |

#### Table 46: Clustering details with EEG Eye State (normalized)

| $k$ | $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |
| $\text{Bip-Mean}$ | $\text{Fuzzy K-Mean}^0$ | $\text{Word}^0$ | $\text{K-Mean}^0$ | $\text{LMMBClass}^0$ |
| $\mu_{\text{Bip-Mean}}$ | $\mu_{\text{Fuzzy K-Mean}^0}$ | $\mu_{\text{Word}^0}$ | $\mu_{\text{K-Mean}^0}$ | $\mu_{\text{LMMBClass}^0}$ |
| $\sigma_{\text{Bip-Mean}}$ | $\sigma_{\text{Fuzzy K-Mean}^0}$ | $\sigma_{\text{Word}^0}$ | $\sigma_{\text{K-Mean}^0}$ | $\sigma_{\text{LMMBClass}^0}$ |
### A.22  Pla85900

**Dimensions:** $m = 85900$, $n = 2$.

**Description:** a data set contains cities coordinates for traveling salesman problem.

**Table 47:** Summary of the results with Pla85900 $(\times 10^{15})$

| $k$ | $f_{vec}$ | Big-Means | Forgy-K-Means | K-Means$++$ | K-Means | LMEM-Class |
|-----|-----------|-----------|---------------|-------------|---------|------------|
|     | $x$, $n$  | $\mu_{vec}$ | $\mu_{x}$     | $\mu_{n}$   | $\mu_{n}$ | $\mu_{n}$  |
| 1   | 3.74008   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 2   | 2.28057   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 3   | 1.33927   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 4   | 0.92829   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 5   | 0.94629   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 6   | 0.40098   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 7   | 0.38259   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |

**Mean:** 0.95

**Table 48:** Clustering details with Pla85900

| $k$ | $f_{vec}$ | Big-Means | Forgy-K-Means | K-Means$++$ | K-Means | LMEM-Class |
|-----|-----------|-----------|---------------|-------------|---------|------------|
|     | $x$, $n$  | $\mu_{vec}$ | $\mu_{x}$     | $\mu_{n}$   | $\mu_{n}$ | $\mu_{n}$  |
| 1   | 3.74008   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 2   | 2.28057   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 3   | 1.33927   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 4   | 0.92829   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 5   | 0.94629   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 6   | 0.40098   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 7   | 0.38259   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |

**Mean:** 0.95

### A.23  D15112

**Dimensions:** $m = 15112$, $n = 2$.

**Description:** a data set with German cities coordinates for traveling salesman problem.

**Table 49:** Summary of the results with D15112 $(\times 10^{11})$

| $k$ | $f_{vec}$ | Big-Means | Forgy-K-Means | K-Means$++$ | K-Means | LMEM-Class |
|-----|-----------|-----------|---------------|-------------|---------|------------|
|     | $x$, $n$  | $\mu_{vec}$ | $\mu_{x}$     | $\mu_{n}$   | $\mu_{n}$ | $\mu_{n}$  |
| 1   | 3.64045   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 2   | 2.57244   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 3   | 1.32767   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 4   | 0.65336   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 5   | 0.25010   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |

**Mean:** 1.0

**Table 50:** Clustering details with D15112

| $k$ | $f_{vec}$ | Big-Means | Forgy-K-Means | K-Means$++$ | K-Means | LMEM-Class |
|-----|-----------|-----------|---------------|-------------|---------|------------|
|     | $x$, $n$  | $\mu_{vec}$ | $\mu_{x}$     | $\mu_{n}$   | $\mu_{n}$ | $\mu_{n}$  |
| 1   | 3.64045   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 2   | 2.57244   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 3   | 1.32767   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 4   | 0.65336   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |
| 5   | 0.25010   | 0.00       | 0.00004       | 0.5510      | 1.00     | 0.00004    |

**Mean:** 1.0

**Table:** 30: Clustering details with D15112
Figure 1: Distance function evaluations. Set 1
Figure 2: Distance function evaluations. Set 2