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ABSTRACT

Early stopping typically stops training the first time validation fitness disimproves. This may not be the best strategy given that validation fitness can subsequently increase or decrease. We examine the effects of stopping subsequent to the first disimprovement in validation fitness, on symbolic regression problems. Stopping points are determined using criteria which measure generalisation loss and training progress. Results suggest that these criteria can improve the generalisation ability of symbolic regression functions evolved using Grammar-based GP.

Categories and Subject Descriptors: I.2.8 [Problem Solving, Control Methods, and Search]: Heuristic methods

General Terms: Measurement, Experimentation

Keywords: grammatical evolution, symbolic regression, overfitting

1. OVERFITTING AND EARLY STOPPING

Overfitting is a problem which can arise in machine learning and optimisation techniques such as Genetic Programming (GP)[7, 1]. A model is described as overfitting the data if, while having a good fit on the training data, there exists an alternative model which fits the data as a whole better, despite having a worse fit on the training data [4].

Early stopping is a method used to counteract overfitting [2], whereby training is stopped when overfitting begins to take place [3]. It has been criticized in [8], which examines the use of early stopping when training a neural network.

According to Prechelt, in most cases the validation set error doesn’t monotonically improve during the early stage of training, before monotonically disimproving after overfitting takes place. He states that real validation error curves almost always have more than one local minimum. The question then becomes, when should early stopping take place? Previous work [9] indicates that early stopping should not necessarily take place the first time validation set error disimproves during a symbolic regression run using Grammar-based GP. With the aim of developing techniques to counteract overfitting in Grammar-based GP, the classes of stopping criteria in [8] were implemented here on symbolic regression problems.

1.1 Classes of Stopping Criteria

In [8], Prechelt implements three classes of stopping criteria.

1. Generalisation loss (in %) at epoch $t$, is given by:

$$GL(t) = 100 \times \left( \frac{E_{va}}{E_{opt}} - 1 \right)$$

where $E_{va}$ is the validation error at the current epoch, and $E_{opt}$ is the minimum validation error observed up until the current epoch. The first class of criteria uses the threshold value of $\alpha$:

$$GL_{\alpha} : \text{stop at } 1^{st} \text{ epoch } t \text{ with } GL(t) > \alpha$$

2. If training is progressing well, generalisation losses are assumed to have a higher chance of being ‘repaired’. Training progress, over $k$ generations is given (in per thousand) by:

$$P_k(t) = 1000 \times \left( \frac{\sum_{i=t-k+1}^{t} E_{tr}(t)}{k \times \min_{i=t-k+1}^{t} E_{tr}(t)} - 1 \right)$$

The second class of stopping criteria in [8] is defined for a strip of length $k$ epochs as:

$$PQ_{\alpha} : \text{stop at } 1^{st} \text{ end--of--strip epoch } t \text{ with } \frac{GL(t)}{P_k(t)} > \alpha$$

The third class of criteria identified recorded the sign of changes in generalisation error, and stopped when this error increased in a predefined number of successive strips [8]:

$$UP_{s} : \text{stop at epoch } t \text{ iff } UP_{s-1} \text{ stopped at epoch } t - k$$

and $E_{va} > E_{va}(t-k)$

$$UP_{1} : \text{stop at } 1^{st} \text{ end--of--strip epoch } t$$

with $E_{va}(t) > E_{va}(t-k)$

where $s$ is the number of successive strips.

All stopping criteria decide to stop at some time $t$ during training, and the result of training is then the set of weights, or the evolved model (in the case of GP) that exhibited the lowest validation error prior to training being stopped.
2. INVESTIGATIONS

Grammatical Evolution in Java [6, 5] was used to fit models to 2 symbolic regression problems, with target functions:

\[ Y = 0.3x \times \sin \frac{\pi x}{5} \]

Training dataset range: [-1, 1]. Validation and test dataset ranges: [-2, 2].

\[ Y = 6x^3 + x^2 - 10x - 2 \]

Training dataset range: [0, 2]. Validation and test dataset ranges: [-1, 3].

Each run was allowed to complete, and therefore possibly overfit the training data, in order to identify the optimal stopping point.

Table 1: Number of Times Result Produced at Generation of Global Minimum Validation Error, and Global Minimum Test Set Error. Total of 30 runs.

| Crit. | Result of Run Global Min Val | Result of Run Global Min Test |
|-------|-----------------------------|------------------------------|
| GL10  | 18                          | 16                           |
| GL30  | 18                          | 16                           |
| PQ2   | 24                          | 22                           |
| PQ4   | 24                          | 22                           |
| PQ5   | 28                          | 26                           |
| PQ7   | 29                          | 27                           |
| UP1   | 30                          | 28                           |
| UP2   | 30                          | 28                           |
| UP3   | 30                          | 28                           |

| Symbolic Regression 2 |
|-----------------------|
| Crit. | Result of Run Global Min Val | Result of Run Global Min Test |
|-------|-----------------------------|------------------------------|
| GL10  | 8                           | 8                            |
| GL30  | 8                           | 8                            |
| PQ2   | 17                          | 11                           |
| PQ4   | 19                          | 11                           |
| PQ5   | 21                          | 12                           |
| UP1   | 22                          | 14                           |
| UP2   | 30                          | 17                           |
| UP3   | 30                          | 17                           |

3. RESULTS

Each criterion dictates that training should stop at a stopping generation. The generation prior to the stopping generation at which the validation set error was at a minimum is the generation of the result. The model that has been evolved at this generation is the result of the run. The test set is independent of both training and validation sets, and is used to evaluate the generalisation ability of the result of the run after training has stopped. Table 1 summarises the results of applying each stopping criterion to both symbolic regressions over 30 runs. If the threshold value of the criterion was never breached, the stopping point was taken to be the last generation of the run. In applying the stopping criteria, we are hoping to stop training at the optimal time. This means stopping as soon as possible after the lowest validation set error of the run is observed. [8] defines a good criterion, as among those that find the lowest validation set error for the entire run. For the first regression, Table 1 shows that the UP class of criteria are extremely good at outputting the result of the run at the generation at which both validation and test set errors were at the global minimum. The GL criteria output the result of the run at the global minimum validation and test error for about half of the runs, and the PQ criteria are somewhere in between. For the second regression, the generation of the result is less likely to correspond to the global minimum test error, than to the global minimum validation error. The UP criteria are still the best at finding a good solution.

Prechelt [8] judges the efficiency of a criterion based on how long training continues after the final solution has been seen. We found some evidence that the ‘less efficient’ criteria (the UP criteria) trade off longer training for greater accuracy in finding the optimal validation error.

4. CONCLUSIONS

This paper explored the use of early stopping criteria with Grammar-based GP of symbolic regression functions. UP criteria are good at finding the globally best validation fitness. They can however take longer to stop training than the alternatives - if a low training time is important, then the GL criteria may be a better choice.
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