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Abstract—Wide band-gap resonant converters operating with zero voltage switching (ZVS) recently proved the conversion of up to 25 kW at 3 MHz with an efficiency of ≈94%. This is of special interest for any application where power in middle frequency range is required since typically achieved efficiencies for those frequencies are in the range of 60%–70%. Inductively coupled plasma (ICP) based applications would significantly benefit from this fact, but they entail special driving challenges. ICP loads exhibit strong impedance variations during ignition and operation, which means a high limitation factor when driving them with resonant converters. This article offers a deeper look into this topic through the example of a 10 Pa Xenon lamp. The ignition transient is measured and analyzed while driving the system with a Silicon Carbide (SiC)-based resonant converter. An FEM simulation modeling the electromagnetic, thermal, mechanical, and plasma properties is also performed. The results are contrasted with the corresponding measurements showing as well the simulation usefulness as a design tool. Theoretical calculations of the intrinsic limits for ZVS resonant power conversion are also offered. This provides an insight into which analysis and control methods would make ICP loads compatible with these converters and, therefore, able to benefit completely from their efficiency and power density benefits.

Index Terms—Inductive coupled plasma (ICP), MHz resonant converters, plasma impedance, SiC power MOSFETs, zero voltage switching (ZVS).

I. INTRODUCTION

RESONANT converters promise high efficiencies and power densities for dc–ac power conversion, even at power levels over 10 kW and at frequencies in MHz range. However, their success is strongly dependent on the load to be driven. For loads for which the impedance remains constant, the converter design is straightforward [1]. In contrast, loads that show an impedance variation during operation could lead not only to an improper and not optimal operation but also to the complete converter destruction. This makes the design in many cases especially difficult if not impossible. Unsolvable design issues prohibit several applications in which the load impedance varies in magnitude and/or phase from being able to fully profit from resonant converters benefits. This is mainly because the operation in MHz frequency range is only possible by reducing the switching losses dramatically, which is done by means of zero voltage switching (ZVS). But to enable ZVS, certain conditions on load current amplitude and phase shift must be satisfied. If these requirements are not met, the transistors would immediately operate with hard-switching, which at MHz range means enough thermal power at the die to destroy the transistors after a couple of switching cycles.

Inductively coupled plasma (ICP) loads cover a wide variety of applications, which are currently in high demand by the industry [2]. The semiconductor industry, surface treatment processes, nanoparticle synthesis, waste treatment, and high power UV radiation sources are examples of applications that would substantially benefit from resonant converters [3]–[9]. The power sources that are currently used in those fields, which are mostly linear amplifiers, have efficiencies around 60%, leading to not only high energy losses but also the need for high cooling efforts and large converter volumes. Resonant converters with ZVS are able to achieve efficiencies over 90% for powers over 10 kW and at frequencies in MHz range [10]–[14]. This fact could enable an enormous change in the mentioned industry fields. However, the problem of the load sensitivity must be addressed and solved first.

The electrical impedance of an ICP can be derived by modeling the system as a transformer, where the primary side corresponds to the used coil, and the secondary to the plasma volume modeled as a single-turn winding [2], [15], [16]. The finite plasma conductivity determines the resistive component seen at the primary side. The inductive component is determined by the geometry of the conductive plasma region, as well as the inertia of the charged particles in the plasma. However, the influence of this latter has usually a negligible effect in comparison with the geometry associated [2].
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ICP loads show different impedance variations which make it especially challenging when driving them with resonant converters [16], [17]. First, the ignition transient takes place, which is typically the fastest and greatest impedance change. This change is associated with the transition from electrostatic-to-electromagnetic mode [19]–[23] and the consequent plasma expansion in the vessel volume. After ignition, one may need to deal with impedance changes of different nature, depending on the application. All of them occur with time constants much greater than that which are associated with plasma expansion. In low- to high-pressure plasmas, such as plasma torches or special light sources, a thermal transient is present, within which the temperature increases, changing the plasma conductivity [2], the charge carriers’ distribution and, through this, the impedance seen at the driving coil. Applications where specific materials are injected into the plasma [4], [6], [8] to induce a certain reaction, also show an impedance change during the injection. Furthermore, for all pressures levels, ICP loads show a significant impedance variation with the coupled power and the driving frequency. Finally, certain light sources which have a biphasic filling at room temperature exhibit a strong impedance transient during the evaporation of the nongas phase material.

A. Objective Definition and Work Structure

This work aims to gain more insight into the impedance variations that ICP loads exhibit and the possible ways to handle them when driving such loads with resonant converters. It is a step toward higher efficiency converters in MHz frequencies which are able to drive generic ICP loads, providing knowledge and tools for designing such a system for a certain given application.

A representative and simple example, a Xenon low pressure lamp, is analyzed. Despite the relatively low power at which the lamp was driven and the fact that not every mentioned impedance change takes place here, this lamp has the same qualitative behavior of almost all other ICP load types. The ignition transient in particular can be observed in detail, which is the fastest and the one that normally leads to converter destruction.

The lamp was driven in open loop with a Silicon Carbide (SiC)-based resonant converter. The coil impedance was measured before, during, and after plasma ignition.

Moreover, an FEM simulation model of the lamp was implemented. This gives even more insight into the phenomena which take place in the load under study, allowing the analysis of physical nonmeasurable quantities inside the lamp. It also allows for an impact evaluation of design variables’ changes, such as coil geometry, filling pressure, among others, which is normally extremely time-consuming to carry out experimentally.

Starting from the converter point of view, a brief description of its working principle, the necessity of ZVS, and its requirements are given in Section II. Section III presents the implementation of the simulation. The measurement setup description follows in Section IV. The actual measurement and simulation results are shown and compared in Section V, followed by their extended analysis in Section VI, where a general control scheme is presented. Finally, Section VII concludes this article.

II. RESONANT CONVERTERS WITH ZERO VOLTAGE SWITCHING

The simplest form of the system under study is shown in the schematic of Fig. 1, and the respective waveforms in Fig. 2. In this case, the resonant circuit is just composed of a series RLC-circuit as the simplest example. More complex networks are also used, being the whole content of the present work also applicable in those cases. This simplicity of the series RLC-circuit gives the advantage of having fewer components, which in many cases imply higher power density and efficiency, but in some applications a more complex resonant circuit might be needed to achieve the required impedance transformation [24]–[26].

The output current $i_{AC}$ must be positive when the high side transistor $Q_2$ turns off, which implies the necessity of an inductive component, i.e., $\text{Im}(Z_{AC}) > 0$. In addition, the current must be high enough so that, with the used snubber capacitance $C_s$, the charge $Q_s$ can be taken out by $i_{AC}$, and the output voltage can commutate before the current changes its polarity. In a real case, $C_s$ includes the effective output capacitance of the used
transistors as well. These conditions relate the impedance $Z_{AC}$ with the operating frequency $f$ and snubber capacitance $C_s$, determining the allowed region for $Z_{AC}$. Writing the impedance seen at the half-bridge output as $Z_{AC} = R + jX$, and normalizing it by the value $1/C_s f$, it is possible to describe the impedance region where ZVS is achieved, as shown in Fig. 3. The reactive component $X$ determines the current component in quadrature with the voltage first harmonic, and is responsible for achieving ZVS. The diagram of Fig. 3 applies for every half-bridge, is neither dependent on the dc voltage $V_{DC}$ nor on the connected circuit at the output, but just on the characteristic quantity $C_s f$. In the colored regions ZVS is not achieved. Especially remarkable is the fact that for every point in the allowed region, the output voltage waveform (characterized by the switching time ratio $\tau/T$), the normalized output current $I_r := \frac{I_{AC}}{V_{DC}C_s f}$, and the normalized transferred active power $P_r := \frac{P_{AC}}{V_{DC}C_s f}$ are defined. Contour lines of these three quantities are also shown in Fig. 3. A more detailed explanation of this diagram is given in Appendix A.

For a constant load with a fixed inductive and resistive component, the system design is reduced to the task of finding values for $C_s$ and $f$, and the appropriate load impedance transformation (a simple series capacitor or a combination of reactive components with transformers) so that the operating point lies in the allowed region. The system can then be operated and controlled easily and without risks, determining the desired power transfer by means of just the dc voltage. The case of ICPs is although not that straightforward. Their reactive and resistive parts change during operation, and these changes can easily push the operating point of the inverter out of the presented allowed region.

As an example, the plasma ignition process represents one of the greatest and fastest impedance changes. In ON state, the inverter will operate somewhere in the allowed region at the vertical axis ($R_r = 0$). Seen in frequency domain, the initial point will be over the resonance frequency (black curve and point in Fig. 4), close enough to the resonance frequency so that the needed current for ignition can be achieved. When plasma expansion starts, the equivalent coil series inductance decreases (which makes the resonant frequency increase) and the equivalent resistance increases. Hence, the impedance over frequency after ignition will resemble the red curve in Fig. 4. If the switching frequency is kept constant, the new operating point will be the red dot. If the initial point was too close to the resonant frequency, the final operating point could be on the capacitive side (left from resonant frequency), where ZVS is lost. This is likely to happen in applications where high magnetic fields are required for ignition. Not only the fact of being capacitive or inductive is what matters but, because of the resistance which is now present in the circuit, one should address the problem with the perspective of the diagram from Fig. 3. Both the end operating point and the path that $Z_{AC}$ takes during ignition (but also because of any other change in the system) should be in the allowed region. To analyze, measure, and simulate this path is the focus of the present work.

III. SIMULATION

The simulation was performed with the finite element software COMSOL Multiphysics (COMSOL AB, Stockholm, Sweden) [27]. The heat transfer, Maxwell, fluid dynamics, and plasma physics equations are solved by different modules which
interact with each other, coupled through the physical magnitudes they share.

The coil excitation is determined by an additional module that allows the definition of a lumped element circuit through a netlist. A constant ac voltage source (representing $v_{AC}^{(1)}$) and the resonant capacitor were connected in this circuit in series with a port element that represents the coil. This allows a coupling between a linear circuit of lumped elements (the ac source and the series capacitor) with a simulation of coil and lamp where the physics of the system are modeled and solved. In the physical model, voltage and current of the coil are calculated for every time step. This values summarize the behavior of the system as a passive component, allowing its addition as a lumped-port element in the linear circuit.

The simulation was implemented under a 2-D axis revolution symmetry. The mesh used is depicted in Fig. 5.

### A. Plasma Module

Of particular importance for the present work is the module which models the plasma physics, and therefore will be presented briefly here. This module solves the following [28]:

$$\frac{\partial n_e}{\partial t} + \nabla \cdot \bar{J}_e = R_e - (\bar{u} \cdot \nabla)n_e$$

(1)

$$\bar{J}_e^\rho = -(\mu_e \bar{E})n_e - \nabla (D_e n_e)$$

$$\frac{\partial n_e}{\partial t} + \nabla \cdot \bar{J}_e + \bar{E} \cdot \bar{J}_e^\rho = S_{en} - (\bar{u} \cdot \nabla)n_e + \frac{Q + Q_{gen}}{q}$$

(2)

With (1), the time-dependent change of the electron density $n_e$ is calculated. Here, $\mu_e$ denotes the electron mobility, $\bar{E}$ the electric field, $D_e$ the diffusion coefficient, and $\bar{u}$ represents the velocity vector of the neutral fluid (here Xenon) and is calculated by the laminar flow module of COMSOL Multiphysics. The rate of electron generation $R_e$ is calculated by the usage of the collision cross sections for the different reactions and species. The cross-sectional data were imported to the software. Table I shows the used reactions for the presented simulation model with the data sources. The symbols $n_e$, $\mu_e$, and $D_e$ in (2) are named analogously to (1) for the energy density. $Q$ and $Q_{gen}$ represent an external and a general heat source. In addition, $q$ is the elementary charge and $S_{en}$ indicates the energy change by inelastic collisions. For both equations, the flux terms $\Gamma_e^\rho$ and $\bar{J}_e^\rho$ are directly given.

The electromagnetic field is calculated through Ampere’s law, expressed as a function of the magnetic vector potential $\bar{A}$, given as

$$(j \omega \sigma - \omega^2 \epsilon) \bar{A} + \nabla \times \left( \mu_0^{-1} \nabla \times \bar{A} \right) = \bar{J}_e$$

(3)

with the imaginary unit $j$, the permittivity $\epsilon$, the vacuum permeability $\mu_0$, and the external applied current density $\bar{J}_e$. The plasma conductivity $\sigma$ is calculated by

$$\sigma = \frac{n_e q^2}{m_e (\nu_m + j \omega)}$$

(4)

where $m_e$ represents the electron mass and $\nu_m$ the momentum transfer frequency, and $\omega$ the excitation frequency. A more detailed theory overview of the simulation method and the solved equations can be found in [28].

### IV. Setup Description

The lamp was filled with pure Xenon at 10 Pa. A picture of the quartz lamp body used can be seen in Fig. 6. The coil was

![Fig. 5. Main part of the simulated mesh with 8710 elements. The extern air region extends 20 cm width and 10 cm height, and the lamp body is 7 cm long.](image)

![Fig. 6. Quartz lamp body filled with 10 Pa Xenon.](image)
wound with 8 turns of 4 mm diameter copper tube. The total coil length was 70 mm and its radius 34 mm.

The inverter is based on a SiC 1200 V–40 mΩ half-bridge module, exposed in detail in [10] and [36]. It was driven at a constant frequency of 3.026 MHz. The gate signals were separately generated and optically transferred. As snubber capacitors, 1.1 nF mica capacitors were used. A vacuum variable capacitor in the range of 50–1000 pF was used as the series resonant capacitor. The dc link was fed with the dc laboratory power supply EA-PS 91500-30 [37] (EA Elektro-Automatik GmbH & Co. KG, Germany).

The measurement setup was based on the oscilloscope MSO56 [38] (Tektronix GmbH, Germany), which performed a transient measure with a sample rate of 3.125 GS/s. For the load current, a Pearson current probe [39] was used, while for the dc current a hall effect probe [40]. The coil voltage, as well as the dc voltage, were measured with differential voltage probes [41] (PMK GmbH, Germany). An exhaustive deskew of the probes used at the coil was needed to have sufficient accuracy in the phase calculation. In order to capture the plasma ignition transient, a silicon optical detector [42] (DET10 A, Thorlabs Inc., USA) was used, which received the light of the lamp through an optical fiber whose end was placed close to the lamp. Its electrical output signal was used to trigger the oscilloscope.

V. RESULTS

In this section, the measurements and simulation results are shown and compared. The measurements were performed in a time window of 20 ms, and the simulation of 650 μs, because no significant changes were observed for longer times.

A. Measurements

With the lamp outside the coil, the resonance capacitance was adjusted to the value of 910 pF in order to ensure ZVS. Then, with the lamp inside the coil, the dc voltage was ramped up until the lamp ignition took place by $V_{DC} = 200$ V. In Fig. 7, the lamp in ON state is shown.

With the coil voltage and current measurement data, a cycle-by-cycle postprocessing was performed. For every switching period (~330 ns), the first harmonic component of the coil current and voltage were calculated through their fast Fourier transform. Their respective amplitudes over time are shown in Fig. 8(a). Furthermore, the phase difference between these components was computed, determining lastly the coil complex impedance $Z = R + jωL$ and the coupled power. The resulting resistance and inductance are shown in Fig. 8(b). The mean value of the dc magnitudes associated with each switching cycle was calculated and can be seen in Fig. 8(c). After reaching steady-state operation a dc-to-ac efficiency of 93% was measured.

B. Simulation

The simulation was performed with a frequency transient analysis at $f = 3.026$ MHz, having a time step of 1 μs.

The simulation results for the ignition transient at 303 K are exposed and compared with those measured in the same time scale in Figs. 9 and 10. This represents the dynamic impedance behavior. After this, the simulation was slightly changed and used to evaluate the static behavior, i.e., the dependence of the ON-state impedance with the operating frequency and coupled power.

1) Dynamic Behavior: In Figs. 9 and 10, the simulated and measured coil resistance and inductance, and coil current and voltage are shown, respectively, in a time scale of 650 μs. The time $t = 0$ was set in both cases to the moment where the resistance reaches 2% of the final value.

Aiming to evaluate the impact of the gas filling pressure on the variables under analysis, the simulation was additionally run with a modification of ±25% of this pressure. The corresponding results for the resistance and inductance are depicted in Fig. 9.

2) Static Behavior: In this case, the coil excitation was not coupled with the defined netlist, but a fixed coupled power was set. This power and the frequency were used to implement a double parametric sweep and analyze the ON-state impedance variations in the range of 150–1200 W and 2–14 MHz, respectively. In Fig. 11, these results are shown in the resistance–inductance plane.

VI. ANALYSIS AND DISCUSSION

A. 20 ms Measured Transient

In this time scale, the dynamics of two different phenomena are observable in the measurements. The first is associated with the plasma ignition, and the second is related to the internal control system of the dc power supply. The plasma expansion takes place between 40 and 200 μs in Fig. 8, producing the great impedance drop, which in turn makes the coil current increase. This is because this transient happens in a time-lapse considerably shorter than the reaction times of the dc power supply control system, making the inverter behave during this transient like a constant voltage power supply without current limit. For the presented measurements, the power supply was set with a current limit of 2 A. Simultaneously with the impedance drop is observed that the dc current rises rapidly, exceeding this limit. The reaction of the control system is observable at around
Fig. 8. Measured and derived quantities before, during, and after the E-H mode transition. (a) Coil current and voltage effective values. (b) DC current and voltage. (c) Coil resistance and inductance.

Fig. 9. Simulated and measured resistance and inductance during ignition. The light curves denote the impact of a ±25% variation on the filling pressure.

Fig. 10. Effective values of simulated and measured coil current and voltage during ignition.

400 μs. Until this point, a voltage drop in the dc voltage to 192 V is also noticeable. This can be attributed to the inductance of the dc-link cable, and the discharge of the dc film capacitors placed at the inverter board. From here on, the control system reduces the dc voltage, bringing also the dc (and consequently ac) current down to the programmed limit of 2 A. During this slow control transient, an increment of the inductance and resistance is observable in Fig. 8(c) for decreasing power. This is in accordance with the already predicted static behavior showed in Fig. 11.

The transient associated with the power supply control system is important to analyze, but it is strongly influenced by the rest
of the system, election of initial conditions, and possible control strategies applied on the whole system. For this work, its analysis serves just as a typical and valuable example. However, the characteristic and important transient is that of the plasma ignition. This will always take place and is completely independent from the rest of the system.

B. 650 µs Transient

In Figs. 9 and 10, a closer look at the ignition transient is taken. The corresponding inverter output waveforms at switching frequency time scale, are showed separately in Appendix B, where it can be seen that ZVS is actually achieved during the whole transient.

Observing the net variations in Figs. 9 and 10 that occur due to plasma ignition, the measured resistance variation is 50% greater than the simulated one. The measured inductance change is also 23% greater than the simulated. This is a reflection of a higher plasma conductivity in the simulation model. In a first instance, the effect of the filling pressure was evaluated because of the considerably high inaccuracy of the filling method. For this reason, the simulation was run with an altered pressure but, as it can be seen in Fig. 9, this was not enough to explain the discrepancy.

Two further possible signs of a lower plasma conductivity in the real system are also appreciable in Figs. 9 and 10. One is the slower rise time. The 10%–90% time for the resistance was 70 µs for the measured case, and 25 µs for the simulated case. The other is related to the oscillations observed immediately after the plasma expansion, both in the measured and simulated magnitudes. The clearly higher damping factor in the measured case is in accordance with a higher plasma resistivity. These oscillations are produced by the excitation of electromechanical waves that resonate with the lamp body mechanical normal modes, caused by the pressure gradient during the ignition. Their analysis is not only uninteresting for the present work but it would also exceed its scope.

All these indicators of a higher plasma resistivity in the measured system suggest the absence of reactions in the simulation model. It is known that considerably more reactions than the five shown in Table I take place in reality. These five are just the most dominant ones. However, the complexity of an exhaustive description of all reactions arises up rapidly, especially for other gases. Not only to find the coefficients for each reaction but also the computing effort increases dramatically. On this point, it should be decided for each case if it is possible and worth expanding the simulated reactions set. This work shows that with just those five reactions, the simulated ignition transient has the same qualitative behavior as the measurements. The simulated time constant of the ignition dynamic was in the same order of magnitude and lower than the measured one. This makes the simulation a useful and conservative case when using it for the design of a control system. The computing time was within 20 min for a standard office computer, making the simulation a useful design tool.

To evaluate the temperature impact on the impedance variations, the simulation was run additionally for temperatures of 0°C and 600°C. Since the lamp is a closed system, the starting pressure was changed to the corresponding values of 9 and 28.8 Pa, respectively. This results from the modeling as ideal gas. The impedance in ON-state within this temperature range did not show variations greater than 1.9%. The dynamic of the ignition, i.e., the transition time, showed even smaller variations. This result is of special value, since it means, the dynamic under study is almost temperature independent, simplifying considerably the design of a control system. Experimentally, it is not straightforward to determine the dynamic differences just due to the temperature since other stronger effects are superposed, namely the current at which ignition occurs. This variable is strongly temperature dependent, but also dependent on the lamp history (when, how long and at which power it was driven for the last time). A detailed study of this behavior exceeds the scope of the present work, and deserve a separate analysis.

A last noticeable difference is in the OFF-state value of inductance. This is naturally not related to plasma properties and could be explained by the simplification of the simulated system by making it axis-symmetric. The total enclosed magnetic flux in the real helical coil is 30 nH higher than the simple addition of separate rings. Moreover, the field distribution is not exactly the same in both cases.

C. Ignition Impedance Path, ZVS, and Possible Control Methods

The previously presented results can be also analyzed in the resistance–reactance plane. In Fig. 12, the light red curve shows the measured path that the coil impedance Z takes during ignition, from the OFF-state at point A to the full plasma expansion at point B. The already described transient caused by the slow reaction of the power supply corresponds to the path B–C.
must be feasible to solder without introducing big stray inductances in the commutation loop. Otherwise, each switching event will produce high voltage overshoot and oscillations that could lead to ZVS loss.

2) The desired $C_s$ may not be too small: at certain $C_s$ values, when it is comparable with $C_{\text{oss}}$ of the used transistors, the switching losses are not neglectable any more, being rapidly a thermal limitation [46].

3) Even if the switching losses are not a problem, too small values of $C_s$ could lead to too high $dV/dt$ during commutation, producing eventually problematic electromagnetic interference.

4) The used gate drive system has always a finite accuracy for defining the switching events, which carries to the need of leaving the corresponding safety margins to the SOA borders.

The last four points mean just restrictions on the available region in the SOA.

An important remaining design freedom degree is the impedance transformation. Multiple designs are possible, being this task a well-known and already investigated area [26]. The starting impedance region (definition of the lamp and coil) must be well defined, as well as the desired end impedance region (SOA), what makes this design stage the linking one between the other two.

Regarding possible control methods for such a system, there are at least three variables that can practically be modified as follows:

1) the dc voltage $V_{DC}$;
2) impedance transformation parameters: typically mechanical variations of variable capacitors in the used network;
3) the switching frequency $f$.

The first one affects the system in just one dimension, the power. It does not affect the operating point in the normalized SOA region. Just side effects could occur for this case, like the cause of an impedance change due to the power dependence of the load. The second one could offer control freedom degrees for compensating changes in the load. However, its mechanical nature makes it so slow that just the slowest (thermal and evaporation) transients can be compensated with this method. It could also be used for moving the system to another desired operating state.
point since for this task it is not required to be fast. The last one, the switching frequency, offers the fastest reaction times, making it the only suitable way to compensate the ignition transient. The impact that a frequency variation during ignition could have, depends on the used impedance transformation network. For the presented case of a series capacitor, it is for example not possible to affect the resistive component through this but just the reactive one. Other networks, for example with a parallel capacitor to the load, could make also possible a variation of the resistive component through the frequency. Another advantage of varying the frequency during ignition is that more ICP loads could be driven, loads that otherwise (with a constant frequency) are either not able to ignite or ZVS will be lost after ignition. This is because for those loads that need an especially high magnetic field (and therefore high current) for the ignition, it is needed to operate the system before ignition closer to the resonant frequency (in Fig. 12 means shifting the initial point of the curve down toward zero). In these conditions, the impact of the load inductance reduction could imply either to take the system out of the SOA or, if not, to have too high currents for the used transistors. Both problems could be avoided through a simultaneous change of the frequency. Such a frequency variation could be made for example to hold the magnitude of the impedance $Z_{AC}$ constant during ignition, and therefore, also the magnitude of the current.

In summary, a general control scheme of an arbitrary system should be like the one shown in Fig. 13. A fast control unit will observe the currents on the ac side and consequently act on the switching frequency for compensating fast variations. If after a fast variation (for example plasma ignition) the switching frequency is not the desired one ($f^*$), slow changes on the matching network can be done to shift the operating point, and so the frequency back. The fast control system will follow this shift keeping the current constant. The control of the power can still be done via the dc voltage, with the time constant of the power supply.

VII. CONCLUSION

This article provides, through a simple example, a deep insight into the challenge of driving arbitrary ICP loads with resonant converters. It shows its measured and simulated impedance behavior, demonstrating as well that the simulation is a useful prediction and design tool. This work contributes to understand the dynamic behavior of an ICP load, showing and giving the tools for designing a control system for resonant converters with ZVS. This would enable to exploit the high efficiencies of such converters in a vast field of applications where rapidly changing loads demand several kW at MHz frequencies.

A new analysis approach expresses the limits of an arbitrary inverter working with ZVS in terms of allowed impedances, providing an important analytic tool for determining the limits of a certain system, evaluating load changes, control strategies, and improvement possibilities.

Driving ICP loads with resonant converters is still an open problem. This work represents a step toward the comprehension of what is feasible and to establish the way to achieve high efficient and compact power conversion in MHz range for the presented applications.

This work proposes as well a basic control strategy that would make it possible to control every variation that ICP loads exhibit. Without being compensated, these variations mean a limiting factor and destruction of such systems.
The mentioned contributions were shown through the simplicity of a series RLC-circuit as resonant circuit. However, the whole analysis and approach is easily applicable to more complex resonant circuits, giving even more significance and expanding the application field of the present work.

Of particular interest for future works is the testing of a concrete high pressure system. On one hand, the ignition transient for those loads is slower than for that which is shown in this article. On the other hand, they exhibit the mentioned thermal transient and require higher ignition fields intensities. This would offer the possibility of putting under test both a frequency variation during ignition (since it would be mandatory) as well as a slow control loop that compensates the thermal processes coming afterwards.

The provided theoretical analysis for the SOA of resonant converters also provides the possibility of a serious determination of the absolute maximum power that such a converter is intrinsically able to provide at a desired frequency. To perform such calculations and verify them experimentally for the cutting-edge wide band-gap power transistors is also a highly interesting future working line.

**APPENDIX**

A. **SAFE OPERATION AREA DETERMINATION**

In this appendix, the mathematical background for the diagram in Fig. 3 will be exposed.

During the switching time, both transistors are blocked and the load current is just drawn by the snubber capacitors (see Fig. 14). The voltage dynamic can be obtained by relating the capacitor equations with the load current at the switching node, resulting in

\[
\begin{align*}
   i_{C1} &= C_s \frac{d}{dt} v_{AC} \\
   i_{C2} &= C_s \frac{d}{dt} (V_{DC} - v_{AC}) \\
   i_{AC} &= i_{C2} - i_{C1}
\end{align*}
\]

Analyzing the switching transient when the output voltage commutates from \(v_{AC} = V_{DC}\) to \(v_{AC} = 0\), the integral of (5) provides the voltage over time

\[
v_{AC}(t) = -\frac{1}{2C_s} \int_{\frac{\pi}{2}}^{t} i_{AC} dt + v_{AC}(t) \bigg|_{t=\frac{\pi}{2}}^{t} = V_{DC} - \frac{1}{2C_s} \int_{\frac{\pi}{2}}^{t} i_{AC} dt
\]

for the time references defined in Fig. 2. In the same time frame, the current can be written as

\[
i_{AC}(t) = \sqrt{2} I_{AC} \cos(\omega t + \pi + \varphi)
\]

where \(\varphi\) is not the phase of the impedance \(Z_{AC}\), but \(\varphi = \frac{\pi}{2} - \arg(Z_{AC})\) as defined in Fig. 2. Substituting the expression (8) in (7) and solving the integral results in

\[
v_{AC}(t) = V_{DC} + \frac{I_{AC}}{\sqrt{2} C_s \omega} \left( \sin(\omega t + \varphi) + \sin \left( \varphi - \pi \frac{t}{T} \right) \right)
\]

which describes the output voltage just during the transition. Moreover, from the definition of \(\tau\) as the switching time

\[
v_{AC} \left( \frac{T}{2} + \frac{\tau}{2} \right) = 0
\]

and substituting in (9), it results

\[
V_{DC} + \frac{I_{AC}}{\sqrt{2} C_s \omega} \left( \sin \left( \varphi - \pi \frac{\tau}{T} \right) - \sin \left( \varphi + \pi \frac{\tau}{T} \right) \right) = 0.
\]

Under the approximation of a high enough quality factor [1], the effective current \(I_{AC}\) can be expressed in terms of the amplitude of first harmonic of the voltage. The first Fourier coefficient of a voltage waveform like the showed in Fig. 2 can be calculated\(^2\) resulting in

\[
V_{AC}^{(1)} = V_{DC} \frac{\sqrt{2}}{\pi} \sin \left( \frac{\tau}{T} \right)
\]

having consequently

\[
I_{AC} = \frac{V_{AC}^{(1)}}{|Z_{AC}|} = \frac{V_{DC} \sqrt{2}}{|Z_{AC}|} \frac{\sqrt{2}}{\pi} \sin \left( \frac{\tau}{T} \right).
\]

Making this substitution in (11) and using

\[
\sin (a + b) - \sin (a - b) = 2 \cos (a) \sin (b)
\]

results in

\[
\frac{|Z_{AC}|^2}{X_{AC}} C_s f \pi = \frac{\tau}{T} \sin^2 \left( \frac{\tau}{T} \right) := \chi \left( \frac{\tau}{T} \right).
\]

The function \(\chi \left( \frac{\tau}{T} \right)\) is plotted in Fig. 15. Its maximum has no analytical expression but a numerical approximation results in \(\chi^* \approx 0.23\) at \(\frac{\tau}{T} \approx 0.37\).

The left side of (14) can be expressed in terms of the normalized quantities

\[
\begin{align*}
   Z_r &:= Z_{AC} f C_s \\
   R_r &:= R_{AC} f C_s \\
   X_r &:= X_{AC} f C_s
\end{align*}
\]

\(^2\)Under the approximation of a linear voltage transition.
what reduces (14) to

\[ \chi\left(\frac{\tau}{T}\right) = \frac{|Z_r|^2}{X_r} \pi. \]  

(16)

From Fig. 2 it can be seen that, for the output voltage to be zero before the current changes its polarity it must be

\[ \frac{\tau}{2} \leq \frac{T}{4} - \frac{\varphi}{\omega} \Rightarrow \frac{\tau}{T} \leq \frac{1}{2} - \frac{\varphi}{\pi} \]  

(17)

what reduces the range of possible values for \( \frac{\tau}{T} \) (arrow at right side of Fig. 15). From here on, it just need to be discussed which possible solutions (16) has, depending on the angle \( \varphi \) (indirectly the load phase). It will be done with help of Fig. 15, building step-by-step the diagram of Fig. 16.

In the normalized impedance plane \( X_r - R_r \) (see Fig. 16), the critical angle \( \varphi^* = \frac{\pi}{2} - \frac{\pi}{2} \tau_1 \) is marked with the gray dashed line.

For \( \varphi \leq \varphi < \pi/2 \) (when the arrow of Fig. 15 passes the relative maximum), (16) can just give one solution since for \( 0 < \frac{\tau}{T} < \frac{\tau_1}{T} \) the function \( \chi \) is monotone. In this case, ZVS will be achieved for the impedances that satisfy

\[ |Z_r|^2 \frac{1}{X_r} \pi \leq \chi\left(\frac{1}{2} - \frac{\varphi}{\pi}\right). \]  

(18)

The impedances that make (18) to an equality correspond to the cases where the output voltage achieves its relative minimum exactly at \( v_{AC} = 0 \), showed in Fig. 16 by the thick black curve.

For \( 0 \leq \varphi < \varphi^* \), two different cases must be distinguished. The angle \( \varphi \) corresponds in Fig. 15 to \( \frac{\varphi}{\pi} \tau_2 \) defining the value \( \hat{\chi} = \chi(\tau_2/T) \). Because of the relative maximum of the function \( \chi \), there is another value for the switching time \( \tau = \tau_1 \) which also corresponds to \( \hat{\chi} \). This divides the analysis in the following two cases:

\[ \text{(I): } \hat{\chi} \leq \frac{|Z_r|^2}{X_r} \pi < \chi^* \]  

\[ \text{(II): } 0 \leq \frac{|Z_r|^2}{X_r} \pi < \hat{\chi}. \]  

(22)

For case (I), there will be always two solutions \( \tau_A \) and \( \tau_B \) so that

\[ \chi\left(\frac{\tau_A}{T}\right) = \chi\left(\frac{\tau_B}{T}\right) = \frac{|Z_r|^2}{X_r} \pi \]  

(19)

with \( \tau_1 < \tau_A < \tau^* < \tau_B < \tau_2 \), ZVS will be then lost for

\[ \frac{|Z_r|^2}{X_r} \pi > \chi^*. \]  

(20)

For the border case

\[ \frac{|Z_r|^2}{X_r} \pi = \chi^* \]  

(21)

the solution is just one \( \tau = \tau_A = \tau_B = \tau^* \), determining this way the ZVS border in blue from Fig. 16.

For case (II), there will be just one solution, being

\[ \frac{\tau}{T} = \chi^{-1}\left(\frac{|Z_r|^2}{X_r} \pi\right). \]  

(22)

The border between case (I) and case (II) corresponds to the impedances that satisfy

\[ \frac{|Z_r|^2}{X_r} \pi = \hat{\chi}, \]  

(23)

shown with a dashed sky-blue line in Fig. 16.
In summary, ZVS is achieved in all white regions from Fig. 16, having in all cases the solution

\[ \frac{\tau}{T} = \min \left\{ \chi^{-1} \left( \left| \frac{Z_r}{X_r} \right|^2 \pi \right) \right\} . \]  

(24)

For the region between the blue line and the sky-blue dashed line, there is a second solution

\[ \frac{\tau}{T} = \max \left\{ \chi^{-1} \left( \left| \frac{Z_r}{X_r} \right|^2 \pi \right) \right\} . \]  

(25)

However, this solution can be normally ignored because it represents a case which is difficult to implement. The corresponding times where the gate signal must be active are extremely short, being not practicable for the application frequencies. Furthermore, this impedance region is not of special interest because the low power that can be transferred there.

Finally, in the region where ZVS is achieved, not only the voltage waveform is determined (since \( \frac{\tau}{T} \) is determined) but also the normalized current, and power

\[ I_r := \frac{I_{AC}}{V_{DC} f C_s} \]

\[ P_r := \frac{P}{V_{DC}^2 f C_s} \]

which makes this diagram especially useful for the design stage with variable loads. In Fig. 3, contour lines for \( \frac{\tau}{T} \), \( I_r \), and \( P_r \) are shown.

When using the presented diagram for designing a concrete system, practical limitations must be added, reducing the ZVS region to the actual allowed region. The lines where \( \frac{\tau}{T} \) are constant can be used for example for determining the region where \( \frac{dV}{dt} \) is under certain desired limit, as for avoiding EMI issues. Analogously, current limits of the used devices and timing uncertainties from the driving system can be traduced in extra constraints in the diagram. With such a procedure, the absolute maximum power that can be delivered by a certain inverter, at a desired frequency and with a certain snubber capacitance can be determined, as well as the needed output impedance that makes this possible.

B. OUTPUT WAVEFORMS DURING THE TRANSIENT

Figs. 17–20 show the inverter output current \( i_{AC} \) and output voltage \( v_{AC} \) at four different times during the ignition transient, showing that ZVS is kept. The time reference is the same used in Section V-B1. Fig. 17 corresponds to OFF-state at \( t = 0 \) ms, whereas Fig. 20 to a completely expanded plasma at \( t = 0.3 \) ms.

The voltage and current amplitude are slightly lower as the showed in Section V-B1, which corresponds to exactly the same setup but to a different measurements run. This small difference can be explained through the strong dependence of the needed magnetic field for ignition on story of the lamp. This effect is due to the ion trapping in the quartz lamp body, also known as long therm charge memory effect, which is treated in [47] and [48], and is out of the scope of the present work.

Fig. 17. Inverter output current (red), and voltage (black) at \( t = 0 \) ms.

Fig. 18. Inverter output current (red), and voltage (black) at \( t = 0.1 \) ms.

Fig. 19. Inverter output current (red), and voltage (black) at \( t = 0.2 \) ms.
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