Nonrelativistic Conformal Field Theories in the Large Charge Sector
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ABSTRACT: We study Schrödinger invariant field theories (nonrelativistic conformal field theories) in the large charge (particle number) sector. We do so by constructing the effective field theory (EFT) for a Goldstone boson of the associated $U(1)$ symmetry in a harmonic potential. This EFT can be studied semi-classically in a large charge expansion. We calculate the dimensions of the lowest lying operators, as well as correlation functions of charged operators. We find universal behavior of three point function in large charge sector. We comment on potential applications to fermions at unitarity and critical anyon systems.
1 Introduction and Summary

Symmetry has always been a guiding principle in characterizing physical systems. While weakly coupled field theories are known to be tractable in terms of perturbation theory in coupling, often the strongly coupled ones can only be constrained by symmetry arguments. For example, the physics of low-energy quantum chromodynamics (QCD) is captured by an effective theory of pions, whose low-energy interactions are fixed by the broken chiral symmetry.

Conformal field theories (CFTs) are especially beautiful examples of how one can leverage the symmetry group. While generically strongly coupled, conformal symmetry almost completely fixes the behavior of correlation functions and gives non-trivial insights into the structure of their Hilbert spaces. In some cases, the conformal bootstrap [1]
can provide us with rich physics of such theories entirely based on symmetry principles. However, we are still lacking many concrete calculational tools for these theories. In CFTs with an additional global $U(1)$, recent progress has been made by constructing effective field theories for their large charge ($Q$) sector. Generically, the large charge sector can be horribly complicated in terms of elementary fields and their interactions, but one can set up a systematic $1/Q$ expansion to probe this strongly coupled regime. This has been useful in finding the scaling of operator dimensions, and many other meaningful physical quantities [2–7].

In this work, we will be dealing with systems with non-relativistic scale and conformal invariance i.e. systems invariant under Schrödinger symmetry. While in CFT, one needs to have a external global symmetry to talk about large charge expansion, the nonrelativistic conformal field theories (NRCFTs) come with a “natural” $U(1)$, the particle number symmetry. The Schrödinger symmetry group and its physical consequences have been studied in [8–13]. The physical importance of Schrödinger symmetry lies in varied realisation of the symmetry group, starting from fermions at unitarity[14, 15] to examples including spin chain models [16], systems consisting of deuterons [17, 18], $^{133}$Cs[19], $^{85}$Rb[20], $^{39}$K [21].

Such theories, similar to CFTs, admit a state-operator correspondence[11, 22] in which the dimensions of operators correspond to energy of a state in a harmonic potential. Specifically, the scaling generator $D$, which scales $\vec{x} \mapsto \lambda x$ and $t \mapsto \lambda^2 t$ for $\lambda \in \mathbb{R}$ gets mapped to the Hamiltonian $(H_\omega)$ in the harmonic trap i.e. $H_\omega \equiv H + \omega^2 C$ where $C = \frac{1}{2} \int d^d x \ x^2 n(x)$ is the special conformal generator and $n(x)$ is the number density and $H$ is the time translation generator of the Schrödinger group. The parameter $\omega$ determines the strength of the potential and plays an analogous role to the radius of the sphere in the relativistic state-operator correspondence.

Given this set up, we consider an operator $\Phi$ with large number charge $Q$. For example, one can think of $\phi^{\frac{d}{2}}$ for $\phi(x) = \psi_\uparrow(x)\psi_\downarrow(x)$: in the case of fermions at unitarity in $d = 3$ dimensions. By the state-operator correspondence, the operator is related to a state $|\Phi\rangle$ with finite density of charge ($n$) in the harmonic trap. There’s an energy scale set by the density $\Lambda_{UV} \sim \mu \sim n^{\frac{3}{d}}$, $\mu$ being the chemical potential which fixes the total charge to $Q$. There is also a scale set by the trap $\Lambda_{IR} \sim \omega$ which controls the level spacing of $H_\omega$. The limit of large charge $Q \gg 1$ then implies a parametric separation of these scales. This allows us to set up a perturbatively controlled expansion in $1/Q$ and probe the large charge sector of a theory invariant under Schrödinger symmetry.

In this limit it becomes appropriate to ask, what state of matter describes the large charge sector? Such a state with finite density of charge necessarily breaks some of the space-time symmetries e.g. scale transformations, (Galilean) boosts, special-conformal transformations. That these symmetries are spontaneously broken also implies that they must be realized non-linearly in the effective field theory (EFT) describing the large charge sector. We expect the low-energy degrees of freedom to be Goldstones.

---

1This state-operator map is different from the one discussed in [13] to explore the neutral sector. In [13], the map is more akin to the $(0 + 1)$ dimensional CFT.

2Here and also subsequently, we will be working in non-relativistic “natural” units of $m = \hbar = 1$.
One possibility is that the $U(1)$ symmetry remains unbroken. This is the case for a system with a Fermi surface. There the low-energy degrees of freedom would also include fermionic matter in addition to any Goldstones. The simplest candidate EFT, Landau Fermi-Liquid theory, is incompatible with the non-linearly realized Schrödinger symmetry\cite{23} and therefore this is a fairly exotic possibility.

Another possibility is that the $U(1)$ symmetry is also spontaneously broken, leading to superfluid behavior. This has been the case most studied in the literature and seems like the most obvious possibility for a bosonic NRCFT. Additionally, both unitary fermions and the scale invariant anyon gas at large density are suspected to be superfluids. Therefore we focus exclusively on this symmetry breaking pattern.

**Summary of Results**

We compute the properties of the ground state $|\Phi\rangle$ with finite density of charge, under the assumption it describes a rotationally invariant super fluid, via an explicit path integral representation:

$$\langle \Phi | e^{-H_s T} | \Phi \rangle = \int D\chi e^{-S_{\text{eff}}[\chi] + \mu \int d^dx n(x)}$$

where $\chi$ is a Goldstone boson describing excitations above the ground state, $\mu$ is the chemical potential and $n(x)$ is the number density which is canonically conjugate to $\chi$. This integral can then be computed by saddle point in the large $\mu$ limit. The chemical potential $\mu$ can then be fixed semi-classically in terms of the charge $Q$. Thus self-consistently, we are obtaining a large $Q$ expansion. We employ the coset construction to write down the most general effective action for the Goldstone which is consistent with the non-linearly realized Schrödinger symmetry.

- For the case with magnetic vector potential $\vec{A} = 0$ (the one that is relevant for the NRCFT in harmonic trap), we find the effective Lagrangian given by

$$L_{\text{eff}} = c_0 X^{\frac{d}{2}+1} + c_1 \frac{X^{\frac{d}{2}+1}}{X^3} \partial_i X \partial^i X + c_2 \frac{X^{\frac{d}{2}+1}}{X^2} (\partial_i A_0)^2 + c_3 \frac{X^{\frac{d}{2}+1}}{X^2} \partial_i \partial^i A_0 + c_4 \frac{X^{\frac{d}{2}+1}}{X^2} (\partial_i \partial^i \chi)^2$$

where $X = \partial_i \chi - A_0 - \frac{d}{2} \partial_i \chi \partial^i \chi$. However this is not the full set of constraints. It can be shown that imposing ‘general coordinate invariance’ will reduce the number of independent Wilson coefficients even further\cite{24}. In particular there are the additional constraints: $c_2 = 0$ and $c_3 = -d^2 c_4$. Additionally, in $d = 2$, one can have parity violating operator at this order:

$$c_5 \frac{1}{X} \epsilon^{ij} (\partial_i A_0)(\partial_j X)$$

The details can be found in Section 4.

- The dispersion relation of low energy excitation above the ground state is found out to be:

$$\epsilon(n, \ell) = \pm \omega \left( \frac{4}{d} n^2 + 4n + \frac{4}{d} \ell n - \frac{4}{d} n + \ell \right)^{\frac{1}{2}}$$
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where ℓ is the angular momentum and n is a non-negative integer and ε(n, ℓ) is the excitation energy. The dispersion determines the low-lying operator dimensions explicitly. Since, ε(n = 0, ℓ = 1) = ±ω and ε(n = 1, ℓ = 0) = ±2ω, they can be identified with two different kinds of descendant operators appearing in the Schrödinger algebra. The details can be found in Section 6.2.

- In the leading order in Q, we find the ground state energy i.e. dimension ∆Q of the corresponding operator Φ:

\[
\Delta_Q = \left( \frac{d}{d+1} \right) \xi Q^{1+\frac{1}{d}}, \quad \text{where} \quad \frac{1}{c_0} = \frac{\Gamma(\frac{d}{2} + 2)}{\Gamma(d+1)} (2\pi\xi^2)^{\frac{d}{2}}. \quad (1.5)
\]

where \( c_0 \) is UV parameter of the theory, appearing in the Lagrangian (1.2).

Specifically, we have

\[
\Delta_Q = \frac{2}{3} \left( \xi Q^{3/2} \right) + c_1 \frac{4\pi}{3} \xi \left( Q^{\frac{d}{2}} \log Q \right) + \mathcal{O} \left( Q^{\frac{d}{2}} \right) \quad \text{for } d = 2. \quad (1.6)
\]

\[
\Delta_Q = \left( \frac{3}{4} \right) \xi Q^{4/3} - \left( c_1 + \frac{c_3}{2} \right) (3\sqrt{2}\pi^2) \xi^2 Q^{2/3} + \mathcal{O} \left( Q^{5/3} \right) \quad \text{for } d = 3. \quad (1.7)
\]

The details can be found in Section 6.1.

- We find the structure function F appearing in three point function of two operators with large charge Q and Q + q and one operator φq with small charge q goes as follows:

\[
F(v = i\omega y^2) \propto Q^{\frac{\Delta\phi}{2}} \left( 1 - \frac{\omega y^2}{2\xi} Q^{-1/d} \right)^{\Delta\phi} e^{-\frac{1}{2} y^2 \omega y^2} \quad (1.8)
\]

where y is the insertion point of φq in the oscillator co-ordinate and ∆ϕ is the dimension φq. The details can be found in Section 7.2.

Note: While this work was being completed a paper appeared with some overlap[25]. They identify many of the same operators we do, through different means and without couplings to the background gauge field. The primary tool we utilize is the state-operator correspondence for NRCFTs, therefore directly compute properties of the NRCFTs in harmonic trap in large charge limit.

2 Lightning Review of Schrödinger Algebra

The Schrödinger algebra has been extensively explored in [8–13]. Here we take the readers through a quick tour of the essential features of Schrödinger algebra, that we are going to use through out this paper. The most important subgroup of Schrödinger group is the Galilean group, generated by time translation generator H, spatial translation generators \( P_i \), rotation generators \( J_{ij} \) and boost generators \( K_i \). One can centrally extend this group by appending another \( U(1) \) generator N, which generates the particle number symmetry.
As a whole, these generators constitute what we call Galilean algebra and they satisfy:

\[
\begin{align*}
[J_{ij}, N] &= [P_i, N] = [K_i, N] = [H, N] = 0, \\
[J_{ij}, P_k] &= i(\delta_{ik} P_j - \delta_{jk} P_i), \\
[J_{ij}, K_k] &= i(\delta_{ik} K_j - \delta_{jk} K_i), \\
[J_{ij}, J_{kl}] &= i(\delta_{ik} J_{jl} - \delta_{jk} J_{il} + \delta_{il} J_{kj} - \delta_{jl} J_{ki}), \\
[P_i, P_j] &= [K_i, K_j] = 0, \\
[H, N] &= [H, P_i] = [H, M_{ij}] = 0, \\
[J_{ij}, J_{kl}] &= i(\delta_{ik} J_{jl} - \delta_{jk} J_{il} + \delta_{il} J_{kj} - \delta_{jl} J_{ki}), \\
[P_i, P_j] &= [K_i, K_j] = 0, \\
[H, P_i] &= [H, P_i] = [H, M_{ij}] = 0. \\
\end{align*}
\] (2.1)

The Galilean group is enhanced to Schrödinger group by appending a scaling generator \(D\) and a special conformal generator \(C\) such that they satisfy the following commutator relations:

\[
\begin{align*}
[D, P_i] &= iP_i, \\
[D, K_i] &= -iK_i, \\
[D, H] &= 2iH, \\
[D, C] &= -2iC, \\
[J_{ij}, D] &= 0, \\
[J_{ij}, C] &= 0, \\
[N, D] &= [N, C] = 0. \\
\end{align*}
\] (2.2)

The state-operator correspondence for an NRCFT is based on the following definition [11]:

\[
|\mathcal{O}\rangle \equiv e^{-\frac{\omega}{2} \mathcal{O}^\dagger(0)}|0\rangle = \mathcal{O}^\dagger \left( -\frac{i}{\omega}, 0 \right) |0\rangle
\] (2.5)

where \(\mathcal{O}^\dagger\) is a primary operator of number charge \(Q_{\mathcal{O}^\dagger} = -Q_{\mathcal{O}} \geq 0\). By the Schrödinger algebra, this state satisfies:

\[
N|\mathcal{O}\rangle = Q_{\mathcal{O}^\dagger}|\mathcal{O}\rangle, \\
H_\omega|\mathcal{O}\rangle = \omega \Delta_{\mathcal{O}}|\mathcal{O}\rangle
\] (2.6)

where \(H_\omega = H + \omega^2 C\) is the Hamiltonian with the trapping potential.

It is natural to define a transformation from Galilean coordinates \(x = (t, \vec{x})\) to the “oscillator frame” \(y = (\tau, \vec{y})\) where the time translation \(\tau \rightarrow \tau + a\) is generated by \(H_\omega\). Explicitly this is given by

\[
\omega \tau = \arctan \omega t, \\
\vec{y} = \frac{\vec{x}}{\sqrt{1 + \omega^2 t^2}}
\] (2.7)

and allows us to map primary operators and their correlation functions in the oscillator frame to the Galilean frame via the map [11]:

\[
\mathcal{O}(y) = (1 + \omega^2 t^2) \frac{\omega}{\omega^2} \exp \left[ \frac{i}{2} Q_{\mathcal{O}} \frac{\omega^2 |\vec{x}|^2 t}{1 + \omega^2 t^2} \right] \mathcal{O}(x)
\] (2.8)

\[
\mathcal{O}(x) = [\cos(\omega t)]^{\Delta_{\mathcal{O}}} \exp \left[ -\frac{i}{2} Q_{\mathcal{O}} \omega |\vec{y}|^2 \tan(\omega \tau) \right] \mathcal{O}(y)
\] (2.9)

In this paper, we will be interested in matrix elements of the form:

\[
\langle \Phi | \phi_1(y_1) \cdots \phi_n(y_n) | \Phi \rangle
\] (2.10)
where $\Phi$ is a primary of charge $Q \gg 1$ and $\phi_i$ are also charged primaries with $q_i \ll Q$.

In the Galilean frame, the general form of a two point function is fixed to be

$$\langle O_1(x_1)O_2(x_2) \rangle = c \delta_{\Delta_1, \Delta_2} \delta_{Q_1, -Q_2} \exp \left[ \frac{iQ_2 |x_{21}|^2}{2t_{12}} \right]$$

(2.11)

where $c$ is a numerical constant, $\Delta_i$ is the dimension of the operator $O_i$, $Q_i$ is the charge of $O_i$. The symmetry algebra constrains the general form of a three-point function up to a arbitrary function of a cross-ratio $v_{ijk}$ defined below:

$$\langle O_1(x_1)O_2(x_2)O_3(x_3) \rangle \equiv G(x_1; x_2; x_3) = F(v_{123}) \exp \left[ -i \frac{Q_1 x^2_{13}}{2t_{13}} - i \frac{Q_2 x^2_{23}}{2t_{23}} \right] \prod_{i<j} t_{ij}^{\Delta_i} - \Delta_j$$

(2.12)

where $\Delta \equiv \sum_i \Delta_i$, $x_{ij} \equiv x_i - x_j$, and $F(v_{ijk})$ is a function of the cross-ratio $v_{ijk}$ defined:

$$v_{ijk} = \frac{1}{2} \left( \frac{x^2_{jk}}{t_{jk}} - \frac{x^2_{ik}}{t_{ik}} + \frac{x^2_{ij}}{t_{ij}} \right)$$

(2.13)

We note that the three point function becomes zero unless $\sum Q_i = 0$.

### 3 Lightning Review of Coset Construction

A symmetry is said to be spontaneously broken if the lowest energy state, the ground state, is not an eigenstate of the associated charge. The low-energy effective action, describing the physics above the ground state, is still invariant under the full global symmetry group but the broken subgroup is realized non-linearly. Typically this means the effective action describes some number of Goldstones.

The coset construction gives a general method for constructing effective actions with appropriate non-linearly realized symmetry actions. It was developed for internal symmetries by CCZW [26, 27] and later generalized to space-time symmetries[28]. Here we give a nimble review of the method and its application to the superfluid. We refer to the original literature and the recent review [29] for more details. The primary objective of the coset construction is to write down the most general action, invariant under a global symmetry group $G$ but where only the subgroup $G_0$ is linearly realized. Let us consider a symmetry group which contains the group of translations, generated by $P_a$. Let us denote the broken generators as $X_b$ corresponding to associated Goldstones $\pi_b(x)$. We denote unbroken generators as $T_c$.

We can define the exponential map from space-time to the coset space $G/G_0$

$$U \equiv e^{iP_a x^a} e^{iX_b \pi_b(x)}$$

(3.1)

---

3 The state-operator correspondence breaks down for neutral operators as they actually trivially on the vacuum and their representation theory is not well understood. [13] explores how to circumvent this issue.

4 Here we point out that if an operator is explicitly written as a function of oscillator co-ordinate, it is to be understood that we have already employed the mapping (2.8). Thus $\phi_i(y_1)$ in (2.10) should technically be written as $\tilde{\phi}_i(y_1)$, albeit we omit “tilde” sign for notational simplicity.
With this map we can define the 1-form, known as the Maurer-Cartan (henceforth we call it MC) form, on the coset space. Under a $G$-transformation (3.1) transforms as

$$g : U(x) \rightarrow e^{iP_a(x')}^a e^{iX_a \pi^b(x')} h(\pi(x), g)$$

(3.2)

where $h(\pi(x), g)$ is some element in $G_0$, determined by the Goldstones and $g \in G$, that “compensates” to bring $U(x)$ back to the form in (3.1). This determines how the Goldstone fields transform\(^3\).

Expanded in a basis of generators the MC form looks like:

$$\Omega \equiv -iU^{-1} \partial_\mu U \equiv E^a_\mu(\bar{P}_a + (\nabla_a \pi^b) \pi^b + A^c_\mu T_c)$$

(3.3)

where each of the tensors \{\(E^a_\mu\), \(\nabla_a \pi^b\), \(T_c\)\} is a function of the Goldstone fields \(\pi_a\). Here \(E^a_\mu\) is a vierbein, \(\nabla_a \pi^b\) are the covariant Goldstone derivatives and \(A^c_\mu\) transforms like a connection.

Several remarks are in order. Once space-time symmetries are broken the quantity \(d^4x\) is no longer necessarily a scalar under those transformations. However the quantity \(d^4x \text{det} E\) can be used to define an invariant measure for the action. On the other hand, contractions of the objects \(\nabla_a \pi^b\), in a way which manifestly preserves the $G_0$ symmetry, also provides us with $G$ invariants and form the Goldstone part of the effective action. The connection, \(A^c_\mu\) and the vierbein, can be used to define the following “higher” covariant derivative

$$\nabla^H_a \equiv (E^{-1})^a_\mu \partial_\mu + iA^c_\mu T_c$$

(3.4)

An object like \(\nabla^H_a \nabla_b \pi^c\) also transforms covariantly and $G_0$-invariant contractions with other tensors should be included. The other primary use of (3.4) is for defining covariant derivatives of “matter fields”. For example, suppose $\psi$ is a matter field transforming in a $k$-dimensional linear representation $r$ of $G_0$ as $\psi \rightarrow \psi' = r(h)\psi$. The coset construction provides multiple ways to uplift $G_0$ representations to full $G$ representations. The one of importance to us is when $r$ appears in the decomposition of a $K$-dimensional representation $R$ of $G$. Defining the field $\tilde{\psi} \equiv (\psi, 0)$ in the $K$-dimensional representation, one can show that the field $\Psi = R(\Omega)\tilde{\psi}$ transforms linearly under the full group $G$. If a subset of the symmetry is gauged then we just covariantly replace $\partial_\mu \rightarrow D_\mu = \partial_\mu + i\bar{A}_\mu \bar{T}_d$ in the above. The tensors will then depend on the gauge fields $\bar{A}$ but otherwise everything goes through.

One last important aspect of space-time symmetry breaking is that not all the Goldstone bosons are necessarily independent [30]. This occurs when the associated currents differ only by functions of spacetime. A localized Goldstone particle is made by a current times a function of spacetime, so we can not sharply distinguish the resulting particles. This redundancy also appears in the coset construction. Suppose $X$ and $X'$ are two different broken generators in different $G_0$-multiplets and we denote their associated Goldstone bosons $\pi$ and $\pi'$. Let $\bar{P}_\mu$ be an unbroken translation generator. Let us also assume that there’s a non-trivial commutator of the form $[P_\nu, X] \supseteq X'$. One can see, from calculating

\(^3\)For space-time symmetries there’s a translation piece even though $P_\mu$ are unbroken. This is because, on coordinates, translations are always non-linearly realized as $x \rightarrow (x + a)$.
the Maurer-Cartan form via the BCH identity, that this implies an undifferentiated $\pi$ in the covariant Goldstone derivative $\nabla_\nu \pi'$. The quadratic term is then $(\nabla_\nu \pi')^2 \sim c^2 \pi^2$; this is an effective mass term for the $\pi$ Goldstone. Thus we are justified in integrating it out by imposing its equation of motion. A simpler, but equivalent up to redefinitions, constraint is setting $\nabla_\nu \pi' = 0$. This is a covariant constraint, completely consistent with the symmetries. In the literature it is known as an “inverse Higgs constraint”.

4 Schrödinger Superfluid from Coset Construction

In this section, we will use the coset construction to construct the most general Goldstone action consistent with the broken symmetries of a rotationally invariant Schrödinger superfluid. For the purpose of determining local properties of the superfluid state in the trap we can first work in the thermodynamic limit defined by $\Lambda_{IR} \sim \omega \to 0$. The symmetry generators are then just those of the usual Schrödinger group.

The superfluid ground state $\ket{\Phi}$ spontaneously breaks the number charge $N$. As mentioned in the introduction, this state also breaks the conformal generators and boosts. It is simplest to describe such states in the grand canonical ensemble. We remark that in the thermodynamic limit, one can leverage the equivalence between canonical ensemble with fixed charge and grand canonical ensemble\(^6\). Thus, in what follows, we define the operator $\bar{H} = H - \mu N$ such that $\bar{H} \ket{\Phi} = 0$. The parameter $\mu$ plays the role of a chemical potential; it is a Lagrange multiplier to be determined by the charge density. By assumption, $\ket{\Phi}$ is not an eigenstate of $\bar{H}$ while satisfying $\bar{H} \ket{\Phi} = 0$.

The unbroken ‘time’ translations are therefore generated by $\bar{H}$\(^3\). The symmetry breaking pattern is then given by:

\begin{equation}
\text{Unbroken: } \{ \bar{H} \equiv H - \mu N, P_i, J_{ij} \} \quad \text{Broken: } \{ N, K_i, C, D \}, \quad (4.1)
\end{equation}

for which we can parameterize the coset space as:

\begin{equation}
U = e^{i\bar{H}t} e^{-i\vec{P}\cdot \vec{x}} e^{i\vec{\eta}\cdot \vec{K}} e^{-i\lambda C} e^{-i\sigma D} e^{i\pi N} = e^{i\bar{H}t} e^{-i\vec{P}\cdot \vec{x}} e^{i\vec{\eta}\cdot \vec{K}} e^{-i\lambda C} e^{-i\sigma D} e^{i\chi N}. \quad (4.2)
\end{equation}

Here we use 4 distinct Goldstone fields:

- $\pi$ is the ‘phonon’, the Goldstone for the charge. It defines the shifted field $\chi \equiv \pi + \mu t$
- $\vec{\eta}$ is the ‘framon’, the Goldstone for (Galilean) boosts. It transforms as a vector.
- $\lambda$ is the ‘trapon’, the Goldstone for special conformal transformations.
- $\sigma$ is the ‘dilaton’, the Goldstone for dilations.

To allow for a background field $A_\mu$, we define the covariant derivative $D_\mu = \partial_\mu + i A_\mu N$. From this group element we can calculate the MC form:

\begin{equation}
-iU^{-1}D_\mu U \equiv E_\mu^\nu [\bar{P}_\nu + (\nabla_\nu \vec{\eta}) K_i - (\nabla_\nu \lambda) C - (\nabla_\nu \sigma) D + (\nabla_\nu \pi) Q] \quad (4.3)
\end{equation}

\(^6\)As a result, one can always view the large charge expansion as a large chemical potential expansion
where \( \vec{P}_\mu \equiv (-\vec{H}, \vec{P}) \), and we’ve anticipated the absence of a gauge field for \( J_{ij} \). We remark that the relativistic notation is just for ease of writing; because space and time are treated differently we have to treat those components of the MC form separately. Explicitly we have the following:

\[
E_0^0 = e^{-2\sigma}, \quad E_0^i = -\eta^i e^{-\sigma}, \quad E_0^i = 0, \quad E_i^0 = \delta_i^j e^{-\sigma}, \quad (4.4)
\]

\[
\nabla_0 \eta^j = e^{3\sigma} (\eta^j + \vec{\eta} \cdot \vec{\partial} \eta^j), \quad \nabla_i \eta^j = e^{2\sigma} (\partial_i \eta^j - \lambda \delta_i^j), \quad (4.5)
\]

\[
\nabla_0 \lambda = e^{4\sigma} (\dot{\sigma} + \vec{\eta} \cdot \vec{\partial} \sigma), \quad \nabla_i \lambda = e^{3\sigma} \partial_i \lambda, \quad (4.6)
\]

\[
\nabla_0 \sigma = e^{2\sigma} (\dot{\sigma} + \vec{\eta} \cdot \vec{\partial} \sigma - \lambda), \quad \nabla_i \sigma = e^\sigma \partial_i \sigma, \quad (4.7)
\]

\[
\nabla_0 \pi = e^{2\sigma} (\dot{\chi} - A_0 - \mu e^{-2\sigma} + \vec{\eta} \cdot \vec{\partial} \pi + \frac{1}{2} \eta^2), \quad \nabla_i \pi = e^\sigma (\partial_i \chi - A_i + \eta_i), \quad (4.8)
\]

which can be used to construct the effective action.

There are 4 commutators that each imply a different constraint

\[
[P_i, K_j] = -i \delta_{ij} N \implies \nabla_i \pi = 0, \quad \quad \quad [\vec{H}, D] = -2i (\vec{H} + \mu N) \implies \nabla_0 \pi = 0, \quad (4.9)
\]

\[
[H, C] = -i D \implies \nabla_0 \sigma = 0, \quad \quad \quad [P_i, C] = -i K_j \delta_{ij} \implies \nabla_i \eta^j = 0. \quad (4.10)
\]

Imposing them allows everything to be written in terms of a single Goldstone field \( \chi \). Upon defining the gauge invariant derivatives:

\[
D_t \chi \equiv \partial_t \chi - A_0, \quad D_i \chi \equiv \partial_i \chi - A_i, \quad (4.11)
\]

the simplest pair can be solved as:

\[
\nabla_i \pi = 0 \implies \eta_i = -D_i \chi, \quad (4.12)
\]

\[
\nabla_0 \pi = 0 \implies \mu e^{-2\sigma} = D_t \chi - \frac{1}{2} D_i \chi D^i \chi. \quad (4.13)
\]

The other two involve the trapon \( \lambda \):

\[
\nabla_i \eta^j = 0 \implies \lambda \delta_i^j = \partial_i \eta^j = -\partial_i D^j \chi, \quad (4.14)
\]

\[
\nabla_0 \lambda = 0 \implies \lambda = \dot{\sigma} + \vec{\eta} \cdot \vec{\partial} \sigma, \quad (4.15)
\]

which can be written together as:

\[
\dot{\sigma} + \vec{\eta} \cdot \vec{\partial} \sigma - \frac{1}{d} \vec{\partial} \cdot \vec{\eta} = -\frac{1}{d} \frac{\partial_t X}{2} + \frac{1}{2} \frac{D_i \chi D^i X}{X} + \frac{1}{d} \frac{\partial_i D^i \chi}{X} = 0. \quad (4.16)
\]

This is simply the leading order equation of motion for \( \chi \) as we will show below.

The leading order action comes from the vierbein (4.4) which can be expressed with \( \chi \) as

\[
\det E = e^{-(d+2)\sigma} \propto \left( D_t \chi - \frac{1}{2} D_i \chi D^i \chi \right)^{\frac{d+1}{2}}. \quad (4.17)
\]

Defining the variable \( X \) as

\[
X = D_t \chi - \frac{1}{2} D_i \chi D^i \chi, \quad (4.18)
\]
we can write the leading order effective action as

\[ S_0 = \int dt d^d x \ c_0 \mathcal{O}_0 = \int dt d^d x \ c_0 X^{d+1}, \tag{4.19} \]

where \( c_0 \) is a dimensionless constant. The leading order theory (4.19) is time reversal invariant as it acts as:

\[ T: \quad t \rightarrow -t, \quad \pi \rightarrow -\pi, \quad A_0 \rightarrow -A_0. \tag{4.20} \]

Higher derivative terms are constructable from contractions of the following objects:

\[ \nabla_0 \eta^i, \quad \nabla_0 \lambda, \quad \nabla_i \lambda, \quad \nabla_i \sigma. \tag{4.21} \]

as well as contractions of the ‘higher covariants’

\[ \nabla^H_0 = -e^{2\sigma} \partial_0 + e^\sigma \eta^i \partial_i, \quad \nabla^H_i = e^\sigma \partial_i, \tag{4.22} \]

acting on the tensors (4.21). All of these objects can be expressed in terms of \( \chi \) by the constraints (4.9) and (4.10). Even though we are interested in large \( Q \) expansion eventually, to touch the base with the EFT written in [24], we emphasize that the power counting is done with \( X \), being taken to be \( O(p^0) \), which implies that objects like \( [(\partial_0 \chi)(\partial_i \chi)]^k ; \partial_i \chi \) and \( A_0 \) are also order one. Additional derivatives then increase the dimension. In what follows, the field strengths \( E_i \) and \( F_{ij} \) are defined as

\[ E_i \equiv \partial_0 A_i - \partial_i A_0 \quad F_{ij} \equiv \partial_i A_j - \partial_j A_i. \tag{4.23} \]

At \( O(p^2) \) we have following operators:

\[ \mathcal{O}_1 \equiv \text{det} \ E \nabla_i \sigma \nabla^i \sigma \propto \frac{X^{d+1}}{X^3} \partial_i X \partial^i X, \tag{4.24} \]

\[ \mathcal{O}_2 \equiv \text{det} \ E (\nabla_0 \eta^i - 2 \nabla_i \sigma)^2 \propto \frac{X^{d+1}}{X^3} [E^2 + 2E_i F_{ij}(D_j \chi) + F_{ij} F_{ik}(D_j \chi)(D_k \chi)], \tag{4.25} \]

\[ \mathcal{O}_3 \equiv \text{det} \ E \nabla_i \sigma (\nabla_0 \eta^i - 2 \nabla_i \sigma) \propto \frac{X^{d+1}}{X^2} [\partial_i E^i + [\partial_i F_{ij}] (D_j \chi) - \frac{1}{2} F_{ij} F^{ij}], \tag{4.26} \]

\[ \mathcal{O}_4 \equiv \text{det} \ E \nabla_0 \lambda \propto \frac{X^{d+1}}{X^2} (\partial_i D^i \chi)^2, \tag{4.27} \]

where the second expression of (4.26) is obtained via integration-by-parts and the (4.27) is obtained by a straightforward application of the identity (4.16) and integration-by-parts. These operators were found in reference[24] for \( d = 3 \) by very different means. Additionally, in \( d = 2 \), one can construct following parity violating operators at this order:

\[ \mathcal{O}_5 \equiv \text{det} \ E \epsilon^{ij} (\nabla_0 \eta_i)(\nabla_j \sigma) \propto \frac{X^{d+1}}{X^3} \epsilon^{ij} [E_i - F_{jk}(D_k \chi)] (\partial_j X), \tag{4.28} \]

\[ \mathcal{O}_6 \equiv \text{det} \ E \epsilon^{ij} \nabla^H_i (\nabla_0 \eta_j - 2 \nabla_j \sigma) \propto \frac{X^{d+1}}{X^2} \epsilon^{ij} \partial_i (E_j - F_{jk}(D_k \chi)). \tag{4.29} \]

Similarly in \( d = 3 \) we have \( \epsilon^{ijk} \) but that means the parity violating operators will be higher order in the derivative expansion.
5 Superfluid Hydrodynamics

In this section, we study the superfluid hydrodynamics. As a warm up, we first consider the fluid without the trap, thus there is no intrinsic length scale associated with such a system. The leading order superfluid Lagrangian is known to take the form:

\[ \mathcal{L} = P(X) \]  

(5.1)

where \( P \) stands for ‘pressure’ as function of the chemical potential \( \mu \) at zero temperature and \( X \) is the same as defined in the previous section. Due to the absence of any internal scale, dimensional analysis dictates that:

\[ P = c_0 \mu^{\frac{d}{2} + 1}, \]

(5.2)

which we get from (4.19) by evaluating on the groundstate solution \( \chi_{cl} = \mu t \). The number density is conjugate to the Goldstone field \( \chi \) and at leading order is:

\[ n \equiv \frac{\partial \mathcal{L}}{\partial \dot{\chi}} = P'(X) = c_0 \left( \frac{d}{2} + 1 \right) X^{\frac{d}{2}}. \]

(5.3)

One can then define the superfluid velocity in terms of the Goldstone as:

\[ v_i \equiv -D_i \pi = -D_i \chi = \eta_i \]

(5.4)

where we have used the inverse Higgs constraint (4.12). This gives a simple interpretation of the equation of motion:

\[ \partial_\mu \frac{\partial \mathcal{L}}{\partial (\partial_\mu \chi)} = \partial_\mu n + \partial_\mu (n v^i) = 0, \]

(5.5)

which is the continuity equation of superfluid hydrodynamics. Using equations (4.12), we can write:

\[ \partial_\mu n = c_0 \frac{d}{2} \left( \frac{d}{2} + 1 \right) X^{\frac{d}{2} - 1} (\partial_\mu X) = -dn(\partial_\mu \sigma) \quad \partial_\mu v^i = -\partial_i D^i \chi = \vec{\partial} \cdot \vec{\eta} \]

(5.6)

The equation of motion (5.5) thus comes out to be as follows:

\[ \partial_i n + \partial_i (n v^i) = -dn \dot{\sigma} - dn (\vec{\eta} \cdot \vec{\partial} \sigma) + n \vec{\partial} \cdot \vec{\eta} = 0 \]

(5.7)

and becomes equivalent to the constraint (4.16). Thus the superfluid EFT is consistent with the symmetry breaking pattern we discussed in the previous section.

5.1 Superfluid in a Harmonic Trap

Now we turn on the harmonic trap and study this superfluid EFT in the trapping potential by taking:

\[ A_0 = \frac{1}{2} \omega^2 r^2, \quad \vec{A} = 0. \]

(5.8)
In the presence of a harmonic potential, the ground state density is no longer uniform. The number density is given by the conjugacy relation (5.3) and to leading order is:

\[ n(x) = c_0 \left( \frac{d}{2} + 1 \right) \left( \mu - \frac{1}{2} \omega^2 r^2 \right)^{\frac{d}{2}}, \]  

which is vanishing at the “cloud radius” \( R = \sqrt{\frac{2\mu}{\omega^2}} \). This defines an IR cutoff for the validity of our EFT in the trap. Semi-classically, we can fix \( \mu \) in terms of the number charge \( Q \) by imposing\(^7\):

\[ Q = \langle Q|\hat{N}|Q\rangle = \int d^dx \langle Q|n(x)|Q\rangle = \frac{c_0(2\pi)^{d/2}\Gamma\left(\frac{d}{2} + 2\right)\left(\frac{\mu}{\omega}\right)^d}{\Gamma(d + 1)} \Rightarrow \frac{\mu}{\omega} = \xi Q^{\frac{1}{d}} \]  

(5.10)

The naive effective Lagrangian up to next-leading order is then:

\[ \mathcal{L}_{\text{eff}} = c_0 X^{\frac{d}{2} + 1} + c_1 \frac{X^{\frac{d}{2} + 1}}{X^3} \partial_i X \partial^i X + c_2 \frac{X^{\frac{d}{2} + 1}}{X^3} (\partial_i A_0)^2 + c_3 \frac{X^{\frac{d}{2} + 1}}{X^2} \partial_i \partial^i A_0 + c_4 \frac{X^{\frac{d}{2} + 1}}{X^2} (\partial_i \partial^i \chi)^2 \]  

(5.11)

For \( d = 2 \) we have an additional parity violating operator at this order:

\[ \mathcal{L}_{\text{eff}} \ni c_5 \epsilon^{ij} \frac{(\partial_i A_0)(\partial_j X)}{X} \]  

(5.12)

However, this is not the full set of constraints. It can be shown that imposing ‘general coordinate invariance’ will reduce the number of independent Wilson coefficients even further\(^{[24]}\). In particular there are the additional constraints:

\[ c_2 = 0 \quad c_3 = -d^2 c_4 \]  

(5.13)

Obtaining these from the coset construction would require additionally gauging the spacetime symmetries\(^{[32]}\). The requirement of gauging the space-time symmetries is expected as a consequence of the number operator being part of the spacetime symmetry algebra and the fact that the number symmetry has been gauged. We leave this refinement for future work. For reasons that will become clear in the next section it is not necessary to work beyond this order in the derivative expansion.

6 Operator Dimensions

6.1 Ground State Energy & Scaling of Operator Dimension

The ground state energy is readily computed by a Euclidean path integral, in the infinite Euclidean time separation, the path integral projects out the ground state, from which one can read off the ground state energy. A nice pedagogical example of this technique can be found in\(^{[4]}\) in context of fast spinning rigid rotor. On the other hand, from the state operator correspondence, we know that the ground state energy translated to dimension of

\(^{7}\)This is equivalent to fixing \( Q \) by differentiating the free energy given by the action
the corresponding operator. Thus, equipped with the effective Lagrangian (5.11) obtained, the operator dimensions can be calculated via the path integral (1.1):

$$\lim_{T \to \infty} \langle Q | e^{-H_\omega T} | Q \rangle \sim e^{-S_{\text{eff}}[\chi_{cl}] - \mu \int d^d x \, n(x)} \sim e^{-\Delta Q \omega T},$$

where to leading order we have

$$- S_{\text{eff}}[\chi_{cl}] = c_0 \Omega_d T \int_0^R dr \, r^{d-1} \left( \mu - \frac{1}{2} \omega^2 r^2 \right)^{\frac{d+1}{2}} = c_0 \left( \frac{2\pi}{\Gamma(d+1)} \right) \frac{(\mu \omega)^{d+1}}{\Gamma(d^2+2)} \omega T.$$ (6.2)

Here, $$\Omega_d$$ is the volume factor. Combining the results of (6.2) and (5.10) then gives the leading order operator dimension:

$$\Delta Q = \frac{\mu}{\omega} Q - \left( - \frac{S_{\text{eff}}}{\omega T} \right) = \frac{d}{d+1} \xi Q^{1+\frac{1}{d}}.$$ (6.3)

This predicts $$\Delta Q \sim Q^{\frac{3}{2}}$$ in $$d = 2$$ and $$\Delta Q \sim Q^{\frac{4}{3}}$$ in $$d = 3$$, as in the relativistic case. That these leading order results are finite implies we can trust the EFT prediction. In general, however, the ground state energy in the trap is an infrared (IR) sensitive quantity. This becomes apparent at higher orders in the derivative expansion.

For example, we consider the case of $$d = 2$$. The simplest operator at next leading order is (4.24). To analyze its contribution, define the distance from the cloud $$s$$ as $$r = R - s$$. Its contribution to the energy, and hence the operator dimension via (6.2), would go like:

$$\int d^3 x \, \frac{\partial_i X \partial_j X}{X} \sim \int_0^R dr \, r \frac{\omega^4 r^2}{\mu - \frac{1}{2} \omega^2 r^2} \sim \mu \int ds \, \frac{1}{s},$$ (6.4)

which is log divergent for small $$s$$, close to the edge. For $$d = 3$$, noticed in reference [24], a divergence first appears at next-next leading order associated with the operator:

$$\det E(\nabla_i \sigma \nabla_i \sigma)^2 \propto \frac{(\partial_i X \partial_i X)^2}{X^2}.$$ (6.5)

This leads to a power-law divergence, implying an even greater sensitivity to IR physics compared to $$d = 2$$. Ultimately these divergences originate from the breakdown of our EFT as the superfluid gets less dense. This occurs in a small region before the edge of the cloud at radius $$R^* = R - \delta$$ where $$\delta$$ is roughly the width of this region. Following [24], we can estimate the size of this region as follows. One interpretation of (5.9) is that the chemical potential is now effectively space dependent. At the cutoff radius $$R^*$$, there is then an “effective chemical potential”

$$\mu(r) \equiv \mu - \frac{1}{2} \omega^2 r^2, \quad \mu_{\text{eff}} \equiv \mu(r = R^*) = \frac{1}{2} \delta (2R - \delta) \omega^2 \approx R \omega^2 \delta.$$ (6.6)

There is a length scale set by $$\mu_{\text{eff}}$$ which controls the EFT expansion parameter in this region. Once that length is comparable to the distance $$\delta$$ itself we cannot claim to control the calculation semi-classically. Using (6.6) this gives the estimate scaling:

$$\delta \sim \sqrt{\frac{1}{\mu_{\text{eff}}}} \implies \delta \sim \frac{1}{(\omega^2 \mu)^{\frac{1}{2}}}. \quad (6.7)$$
We can estimate the contribution of this region to the energy by cutting off the divergent integrals at \( R^* \). For \( d = 2 \) the effective action contains a term:

\[
-S_{\text{eff}} \ni c_1 (2\pi)T \int_0^{R^*} dr \, \frac{\omega^4 r^2}{\mu - \frac{1}{2} \omega^2 r^2} = 4\pi T \mu c_1 \left( \frac{13}{8} - \log \left[ \frac{2\mu}{\mu_{\text{eff}}} \right] \right) + \cdots
\] (6.8)

where the \( \cdots \) terms vanish as \( \delta \to 0 \).

Substituting the relations (5.10) and (6.7) gives:

\[
\Delta Q \ni -4\pi \xi Q^{\frac{4}{3}} c_1 \left( \frac{13}{8} - \frac{1}{2} \log 2 - \frac{1}{3} \log Q - \frac{2}{3} \log \xi \right) \quad (6.9)
\]

Changing the cutoff relation (6.7) by a factor can then change the \( O(Q^{1/2}) \) contribution, but not the logarithmic divergence which is universal. This translates to an uncertainty of order \( O(Q^{1/2}) \) in the operator dimension in \( d = 2 \). A similar analysis\[24\] for \( d = 3 \) and (6.5) translates to uncertainty of order \( O(Q^{5/9}) \).

Unlike \( d = 2 \), the operator (4.24) gives a finite correction to leading order scaling of dimension of operator in \( d = 3 \). This can be found by figuring out the contribution to \( S_{\text{eff}} \) [see Eq. (5.11)]

\[
-S_{\text{eff}} \ni c_1 \int d\tau E \int_0^R d\tau \, 4\pi r^2 \left( \frac{\omega^4 r^2}{\sqrt{\mu - \frac{1}{2} \omega^2 r^2}} \right) = c_1 (3\sqrt{2}\pi^2) \left( \frac{\mu}{\omega} \right)^2 \omega T
\] (6.10)

Similar contribution\(^8\) comes from (4.26):

\[
-S_{\text{eff}} \ni c_3 \int d\tau E \int_0^R d\tau \, 4\pi r^2 (\omega^2) \left( \mu - \frac{1}{2} \omega^2 r^2 \right)^{\frac{1}{2}} = c_3 \left( \frac{3\pi^2}{\sqrt{2}} \right) \left( \frac{\mu}{\omega} \right)^2 \omega T
\] (6.11)

To summarize, using (6.3), we have

\[
\Delta Q = \frac{3}{4} \left( \xi Q^{4/3} \right) - \left( c_1 + \frac{c_3}{2} \right) (3\sqrt{2}\pi^2) \xi^2 Q^{2/3} + O(Q^{1/2}) \quad \text{for } d = 3, \quad (6.12)
\]

\[
\Delta Q = \frac{2}{3} \left( \xi Q^{3/2} \right) + c_1 \frac{4\pi}{3} \xi \left( Q^{\frac{1}{2}} \log Q \right) + O(Q^{1/2}) \quad \text{for } d = 2. \quad (6.13)
\]

The Eq. (6.3), (6.12) and (6.13) constitute the main findings of this subsection.

### 6.2 Excited State Spectrum

We can also analyze the low energy excitations above the ground state. These correspond to low lying operators in the spectrum at large charge. To compute their dimension, we expand the leading action (4.19) to quadratic order in fluctuations \( \pi \) about the semiclassical saddle, \( \chi = \mu t + \pi \). The spectrum of \( \pi \) can then be found by linearizing the equation of motion (5.5):

\[
\ddot{\pi} - \frac{2}{d} \left( \mu - \frac{1}{2} \omega^2 r^2 \right) \partial^2 \pi + \omega^2 \vec{r} \cdot \vec{\partial} \pi = 0
\] (6.14)

\(^8\)Contribution should have come from (4.25) as well, but as we mentioned earlier, \( c_2 = 0 \) \[24\].
Expanding \( \pi(t, x) = e^{i\epsilon t} f(r) Y_\ell \) where \( Y_\ell \) is a spherical harmonic, one can show (6.14) reduces to a hypergeometric equation. Details can be found in Appendix A. The dispersion relation is given by:

\[
\epsilon(n, \ell) = \pm \omega \left( \frac{4}{d} n^2 + 4n + \frac{4}{d} (n - \frac{4}{d} n + \ell) \right)^{1/2}
\]

(6.15)

where \( \ell \) is the angular momentum and \( n \) is a non-negative integer. In the NRCFT state-operator correspondence, there are two different operators which generate descendants. In the Galilean frame, these are the operators \( \vec{P} \) and \( H \). While \( \vec{P} \) raises the dimension by 1 and carries angular momentum, acting by \( H \) raises the dimension by 2 and carries no angular momentum. In the oscillator frame, this corresponds to:

\[
\vec{P}_\pm = \frac{1}{\sqrt{2\omega}} \vec{P} \pm i \sqrt{\frac{\omega}{2}} \vec{K} \quad L_\pm = \frac{1}{2} \omega (H - \omega C \pm iD)
\]

(6.16)

which then satisfy

\[
[H_\omega, \vec{P}_\pm] = \pm \omega \vec{P}_\pm \quad [H_\omega, L_\pm] = \pm 2\omega L_\pm
\]

(6.17)

One can check by equation (6.15) that \( \epsilon(n = 0, \ell = 1) = \pm \omega \) and \( \epsilon(n = 1, \ell = 0) = \pm 2\omega \). This allows us to identify these Goldstone modes with the descendant operators in (6.16) as \( \pi(n=0,\ell=1) \sim P_\pm \) and \( \pi(n=1,\ell=0) \sim L_\pm \). The other modes generate distinct primaries and descendants, including higher spin. We remark that in a strict sense, the above is the leading order result for the difference in dimensions between low-lying operators in this sector and the dimension of the ground state found in the previous section. It is also subject to corrections suppressed in \( 1/Q \) from subleading operators and loop effects.

7 Correlation Functions

In a relativistic CFT, the form of two and three point correlators is entirely fixed by symmetry. However, the four-point function depends on two conformally invariant cross ratios of the coordinates. The Schrödinger symmetry is less constraining, as there exists an invariant cross ratio even for a three-point function. This implies only the two-point functions of (number) charged operators is completely determined by symmetry.

7.1 Two Point Function

Following [4], we start with analyzing two point function. In path integral approach, when the in and out states are well separated in time, we have

\[
\langle \Phi_Q, \tau_2 | e^{-H_\omega (\tau^E_2 - \tau^E_1)} | \Phi_Q, \tau_1 \rangle = e^{-\Delta \phi (\tau^E_2 - \tau^E_1)}
\]

(7.1)

where \( \tau^E \) is the Euclideanized oscillator time. This is obtained from \( \tau \) by doing Wick rotation i.e. \( \tau^E = i\tau \). This is evidently consistent with (B.5) upon doing the Wick rotation and taking \( (\tau^E_2 - \tau^E_1) \rightarrow \infty \). One subtle remark is in order: the Hamiltonian \( H_\omega \) generates the time (\( \tau \)) translation in oscillator frame. Thus the states prepared by path integration corresponds to operators in oscillator frame.
We consider the matrix element that defines the simplest charged\textsuperscript{9} three-point function

\[ \langle \Phi_{Q+q} | \phi_q(y) | \Phi_Q \rangle \quad (7.2) \]

where \( \phi_q \) is a light charged scalar primary with charge \( q \) and both of \( \Phi_Q \) and \( \Phi_{Q+q} \) has \( \mathcal{O}(1) \) dimension, given by \( \Delta_Q \) and \( \Delta_{Q+q} \). By assumption, \( \phi_q \) transforms in a linear representation \( R \) of the unbroken rotation group. To enable calculation in our EFT, we can extend this to a linear representation of the full Schrödinger group using the Goldstone fields. In what follows, we take \( \phi_q \) as the “dressed” operator\textsuperscript{4}:

\[ \phi_q(y) = R \left[ e^{iK \cdot \eta} e^{-i\lambda C} e^{-i\sigma D} e^{i\chi N} \right] \hat{\phi}_q \quad (7.3) \]

where, by the assumption of \( \phi_q \) being a scalar primary, is trivially acted on by \( \vec{K} \) and \( C \).

This, combined with (4.12) gives

\[ \phi_q = c_q X^{\Delta_\phi} e^{i\chi q} \quad (7.4) \]

where \( c_q \) is a constant, which depends on UV physics. Upon evaluating (7.2) semi-classically about the saddle we found before, the leading order result for the correlator comes out to be:

\[ \langle \Phi_{Q+q}(\tau_2) | \phi_q(\tau, y) | \Phi_Q(\tau_1) \rangle = c_q \left( \mu - \frac{1}{2} m \omega^2 y^2 \right) \frac{\Delta_\phi}{\omega} e^{i\mu q(\tau - \tau_2)} e^{-i\Delta_Q(\tau_2 - \tau_1)} \]

\[ = c_q \mu \frac{\Delta_\phi}{\omega} \left( 1 - \frac{y^2}{R^2} \right) e^{i\mu q(\tau_2 - \tau_1)} e^{-i\Delta_Q(\tau_2 - \tau_1)} \quad (7.5) \]

where we have used the following identity, which can be derived using the leading order operator dimension (6.3) and (5.10):

\[ \frac{\Delta_{Q+q} - \Delta_Q}{q} = a_0 \left( 1 + \frac{1}{d} \right) Q^{\frac{1}{2}} + \mathcal{O} \left( \frac{1}{Q} \right) \approx \frac{\partial \Delta_Q}{\partial Q} = \frac{\mu}{\omega} \quad (7.6) \]

as expected since \( \mu \) is a chemical potential and \( \omega \Delta_Q \) is the energy. We note that the operator insertion should be away from the edge of the cloud \( |y - R| \gg \delta \), where \( \delta \) is the cut-off imposed to keep the divergences coming from the \( y \to R \) limit at bay.

Now we use (the details can be found in appendix [B.1])

\[ \lim_{\tau_2^{(E)} \to \infty} \frac{1}{(1 + \omega^2 \lambda_2^2)^{\Delta_{Q+q}/2}} \exp \left( -\omega \Delta_{Q+q} \tau_2^{(E)} \right) = 2^{-\Delta_{Q+q} \omega \Delta_{Q+q}/2}, \]

\[ \lim_{\tau_1^{(E)} \to -\infty} \frac{1}{(1 + \omega^2 \lambda_1^2)^{\Delta_Q/2}} \exp \left( \omega \Delta_Q \tau_1^{(E)} \right) = 2^{-\Delta_Q \omega \Delta_Q/2}, \]

\textsuperscript{9}The additional charge of \( \langle \Phi \rangle \) is required for the correlator to be overall neutral and therefore non-vanishing.
to write down the correlator in terms of operators in Galilean frame (we repeat that the path integral in oscillator frame prepares a state corresponding to operator in oscillator frame):

$$\langle \Phi^Q(q) \mid \phi_q(\tau, \vec{y}) \mid \Phi^Q(-q) \rangle = c_q \mu^{\frac{\Delta_{\phi}}{2}} \left(1 - \frac{y^2}{R^2}\right)^{\frac{\Delta_{\phi}}{2}} e^{i\mu q^r(E)} 2^{-\Delta_Q - \Delta_{Q+q} - \omega(\Delta_Q + \Delta_{Q+q})/2} .$$

(7.7)

This can be matched onto the three point function, which is constrained by Schrödinger algebra:

$$\langle \Phi^Q(q) \mid \phi_q(\tau, \vec{y}) \mid \Phi^Q(0) \rangle = F(v) \exp \left(\frac{q^2}{2 \omega y^2} \right) \left(2\right)^{\frac{\Delta_{\phi}}{2}} e^{-i\omega(\Delta_Q - \Delta_{Q+q})} \tau .$$

(7.8)

The appendix [B.2] has the necessary details. Now, upon comparing (7.8) and (7.7), we deduce the universal behavior of $F(v)$ in the large charge sector:

$$F(v = i\omega y^2) \propto Q^{\frac{\Delta_{\phi}}{2}} \left(1 - \frac{\omega y^2}{2\xi Q^{-1/d}}\right)^{\frac{\Delta_{\phi}}{2}} e^{-\frac{1}{2}q \omega y^2}$$

(7.9)

which can be rewritten as following, using (4.19):

$$F(v = i\omega y^2) \propto \frac{\Delta_{\phi}}{2} Q^{\frac{\Delta_{\phi}}{2}} \left(1 - \frac{\omega y^2}{2\xi (d+1) \Delta_Q} \right)^{\frac{\Delta_{\phi}}{2}} e^{-\frac{1}{2}q \omega y^2}$$

(7.10)

The (7.9) and (7.10) are the main results of this subsection. This shows the universal scaling behavior of the structure function $F$ in the large charge sector.

8 Conclusions and Future Directions

We have studied the large charge ($Q$) sector of theories invariant under Schrödinger group. We have employed coset construction to write down an effective field theory (EFT) describing the large $Q$ sector in any arbitrary dimension $d \geq 2$ assuming superfluidity and rotational invariance. The effective Lagrangian is given by

$$\mathcal{L}_{eff} = c_0 X^{d+1} + c_1 \frac{X^{d+1}}{X^2} \partial_i \chi^i \chi + c_2 \frac{X^{d+1}}{X^2} (\partial_i A_0)^2 + c_3 \frac{X^{d+1}}{X^2} \partial_i \partial^i A_0 + c_4 \frac{X^{d+1}}{X^2} (\partial_i \partial^i \chi)^2$$

where $X = \partial_i \chi - A_0 - \frac{d-1}{2} \partial_i \chi \partial^i \chi$ and $\chi$ is the Goldstone excitation of the superfluid ground state. We emphasize that the general co-ordinate invariance, as discussed in [24] will put more constraints on the Wilson coefficients, we leave that as a future project. The EFT is then studied perturbatively as an expansion in $1/Q$. This is to be contrasted with the EFT written down in [24]. While EFT in [24] is controlled by small momentum parameter, ours is controlled by $1/Q$ expansion, which enables us to probe and derive universal results and scaling behaviors in large $Q$ sector. In particular, when $Q$ is very large, we find the scaling behavior of operator dimension with charge, consistent with that found very recently in
We also find that in the large charge sector, structure function of three point correlator has a universal behavior. Last but not the least we derived the dispersion relation for the low energy excitation over this state with large $Q$ and identify the two different kind of descendents as two different modes of excitations. A summary of the results can be found in the introduction.

The theory of conformal, and even superconformal, anyons has been studied before in great detail [10, 33–35]. In these systems there exists a simple $n$-particle operator $O = (\Phi^\dagger)^n$ whose dimension is given as

$$\Delta_O = n + n(n - 1)\theta$$

(8.1)

where $\theta$ is the statistics parameter that arises from the Chern-Simons term of level $k$ as $\theta = \frac{1}{k}$ for bosonic theories. For large $k$ relative to $n$, close to the bosonic limit, this is known to be the ground state in the trap. It is known as the ”linear solution” in the literature due to the linear dependence on $\theta$. For the superconformal theories it is a BPS operator and the dimension (8.1) is exact. A state corresponding to such an operator is not a superfluid and our theory cannot capture the physics of the system in that regime. However, it is known there is a level crossing for smaller $k$ where the ground state corresponds to an operator whose dimension is not protected by the BPS bound. For those operators the classical dimension scales as $n^\frac{3}{2}$, in agreement with our results. We are then led to believe the effective field theory we’ve constructed may apply to anyon NRCFTs in that regime.

Another family of NRCFTs can be defined by the holographic constructions of McGreevy, Balasubramanian[36] and Son[37]. It would be interesting to study these on the gravitational side in the large charge limit, as there might exist a regime where both the EFT and gravity descriptions are valid. The analog of this for the relativistic case was carried out recently[38].

One can envision to extend our results in several ways. One possible extension of these results would be to study operators with large spin as well as charge. If the superfluid EFT remains valid, for sufficiently large spin, one naively expects such operators correspond to vortex configurations in the trap. This was studied in $CFT_3$, where multiple distinct scaling regimes were shown to exist [39]. Moreover, one can generalize these results to NRCFTs with a larger internal global symmetry group or study systems where the symmetry breaking pattern is different. Potentially interesting examples include “chiral” superfluids [40], where the rotational symmetry is additionally broken by the superfluid order parameter, or the vortex lattice [41] where the translation symmetry is spontaneously broken.
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A Appendix A: Phonons in the Trap

We are solving equation (6.14) in the range of $r \in [0, R]$ where $R^2 = \frac{2\mu}{\omega}$ is the cloud radius.
Inserting $\pi \propto e^{i \ell t} f(r) Y_\ell$ and expanding in spherical coordinates:

$$- \frac{\omega^2}{d} (R^2 - x^2) [\partial^2_r f + \frac{(d-1)}{r} \partial_r f - \frac{1}{r^2} \ell (\ell + d - 2)f] + \omega^2 r \partial_r f = \ell^2 f \quad (A.1)$$

Defining the dimensionless variables $x \equiv \frac{r}{R}$ and $\lambda \equiv \frac{\omega}{c}$ and changing variables to $z = x^2$

$$- \frac{1}{d} (1 - z) [4z \partial^2_z f + 2 \partial_z f + 2(d-1) \partial_z f - \frac{1}{z} \ell (\ell + d - 2)f] + 2z \partial_z f = \lambda^2 f \quad (A.2)$$

Equation (A.2) is a hypergeometric equation with two independent solutions

$$f(z) \sim c_1 z^{\frac{\lambda}{2}} 2F_1(\alpha_-, \alpha_+, \gamma, z) + c_2 z^{\frac{\lambda}{2}} (2-d-\ell) 2F_1(\alpha', \gamma', \gamma, z) \quad (A.3)$$

Our solution should be valid on the interval $z \in [0, 1]$ where it should be regular and finite at both $z = 0$ and $z = 1$. Regularity at the origin kills the second solution immediately.

Therefore we have:

$$f(z) \sim c_1 z^{\frac{\lambda}{2}} 2F_1(\alpha_-, \alpha_+, \gamma, z) \quad (A.4)$$

where $\gamma = \ell + \frac{d}{2}, \alpha_+ = \frac{1}{2}(\ell + d - 1) \pm \kappa$, and $\kappa = \frac{1}{4}(1 - 2d + d^2 - 2\ell + \ell d + \ell^2 + d\lambda^2)^{\frac{1}{2}}$

The function $2F_1(\alpha_-, \alpha_+, \gamma, z)$ is finite at $z = 1$ under one of the following possibilities:

1. The values $\alpha_+ + \alpha_- < \gamma$ for any value of the arguments
2. If either $\alpha_\pm$ is equal to a non-positive integer

To see this, we use the following identity and regularity of $2F_1$ around $(1 - z) = 0$:

$$2F_1(\alpha_-, \alpha_+, \gamma, z) = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha_+ - \alpha_-)}{\Gamma(\gamma - \alpha_-) \Gamma(\gamma - \alpha_+)} 2F_1(\alpha_-, \alpha_+, \alpha_- + 1 - \gamma, 1 - z) + \frac{\Gamma(\gamma) \Gamma(\alpha_+ + \alpha_- - \gamma)}{\Gamma(\alpha_-) \Gamma(\alpha_+)} (1 - z)^{\gamma - \alpha_+ - \alpha_-} 2F_1(\gamma - \alpha_-, \gamma - \alpha_+, 1 + \gamma - \alpha_- - \alpha_+, 1 - z) \quad (A.5)$$

$$2F_1(\alpha_-, \alpha_+, \gamma, z \sim 1) \sim \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha_+ - \alpha_-)}{\Gamma(\gamma - \alpha_-) \Gamma(\gamma - \alpha_+)} + \frac{\Gamma(\gamma) \Gamma(\alpha_+ + \alpha_- - \gamma)}{\Gamma(\alpha_-) \Gamma(\alpha_+)} (1 - z)^{\gamma - \alpha_+ - \alpha_-} \quad (A.6)$$

We can check explicitly that $\alpha_+ + \alpha_- = \ell + d - 1 \geq \gamma$ for $d \geq 2$, where the superfluid groundstate is possible. Therefore option (1) is ruled out.

Define $\alpha_- = -n$ where $n$ is a non-negative integer.

The relation above implies $\alpha_+ = (\ell + d - 1) - \alpha_- = \ell + d + n - 1$

Consider the explicit product:

$$\alpha_+ \alpha_- = \frac{1}{4} (\ell + d - 1 + 2\kappa)(\ell + d - 1 - 2\kappa) = \frac{d}{4}(\ell - \lambda^2) \quad (A.7)$$

Substituting the integer relations for $\alpha_\pm$ turns equation (A.7) into a quadratic equation which can be solved for $\lambda$ as:

$$\lambda^2 = \frac{1}{d} (4n^2 + 4dn + 4(n - 4n + d\ell) \quad (A.8)$$

which yields the dispersion (6.15)
B Appendix B: Correlation Functions in Oscillator Frame

B.1 Two point function

In Galilean frame the two point function is given by

\[ \langle O(t = -i/\omega)O^\dagger(t = i/\omega) \rangle = c \left( -\frac{2i}{\omega} \right)^{-\Delta_o} \]  

(B.1)

Now we know

\[ \langle O(t = -i/\omega)O^\dagger(t = i/\omega) \rangle = \lim_{\tau_0 \to -i\omega} \frac{1}{1 + \omega^2 \tau_0^2} \langle O(\tau = \tau_0)O^\dagger(\tau = -\tau_0) \rangle \]

\[ = c \lim_{\tau_0 \to -i\omega} \frac{1}{1 + \omega^2 \tau_0^2} \left( \frac{1}{\sin(2\omega\tau_0)} \right) \Delta_o/2 \]

\[ = c(2i)^{-\Delta_o} \lim_{\tau_0 \to -i\omega} \frac{1}{1 + \omega^2 \tau_0^2} \exp \left( -2\omega \Delta_o \tau_0^{(E)} \right) \]  

(B.2)

where \( \omega t_0 = \tan(\omega \tau_0) \). Comparing (B.1) and (B.2), we obtain an identity:

\[ \lim_{t_0 \to -i\infty} \frac{1}{1 + \omega^2 t_0^2} \exp \left( -\omega \Delta_o \tau_0^{(E)} \right) = 2^{-\Delta_o} \omega^{-\Delta_o/2} \]  

(B.3)

where we have \( \omega t = \tan(\omega \tau) \) and \( \tau^{(E)} = i\tau \). We note that \( t = \pm \frac{1}{\omega} \) corresponds to Oscillator frame Euclidean time \( \tau_E = \mp \infty \), this follows from

\[ \omega t = \tan \left( -i\omega \tau_E \right) \]  

(B.4)

Thus the operators are inserted at infinitely past and future Euclidean time.

In the oscillator frame, we have

\[ \langle O(\tau_1)O^\dagger(\tau_2) \rangle = c \left[ 1 + \tan^2(\omega \tau_1) \right]^{\Delta_o/2} \left[ 1 + \tan^2(\omega \tau_2) \right]^{\Delta_o/2} (\tan(\omega \tau_1) - \tan(\omega \tau_2))^{-\Delta_o} \]

which can be simplified into

\[ \langle O(\tau_1)O^\dagger(\tau_2) \rangle = c \left[ \sin(\omega(\tau_1 - \tau_2)) \right]^{-\Delta_o} , \]  

(B.5)

using the identity

\[ \frac{[1 + \tan^2(\omega \tau_1)][1 + \tan^2(\omega \tau_2)]}{[\tan(\omega \tau_1) - \tan(\omega \tau_2)]^2} = \frac{1}{\sin^2(\omega(\tau_1 - \tau_2))} . \]  

(B.6)

B.2 Three point function

In the Galilean frame, the general form of a three-point function is fixed to be:

\[ \langle O_1(x_1)O_2(x_2)O_3(x_3) \rangle \equiv G(x_1; x_2; x_3) = F(v_{123}) \exp \left[ -i \frac{Q_1}{2} \frac{x_{13}^2}{t_{13}} - i \frac{Q_2}{2} \frac{x_{23}^2}{t_{23}} \right] \prod_{i<j} t_{ij}^{\Delta_o - \Delta_i - \Delta_j} \]  

(B.7)
where $\Delta \equiv \sum_i \Delta_i$, $x_{ij} \equiv x_i - x_j$, and $F(v_{ijk})$ is a function of the cross-ratio $v_{ijk}$ defined:

$$v_{ijk} = \frac{1}{2} \left( \frac{x_{jk}^2}{t_{jk}} - \frac{x_{ik}^2}{t_{ik}} + \frac{x_{ij}^2}{t_{ij}} \right).$$ (B.8)

The matrix element (7.2) defines a 3-point function in this frame via (2.8) and (2.5)

$$\langle \Phi^{Q+q} | \phi_q(\tau, \vec{y}) | \Phi^Q \rangle = (1 + \omega^2 t^2)^{\frac{\Delta}{2}} \exp \left[ \frac{\omega^2 t}{2} \right] \prod_{i<j} \left( t_{ij}^\Delta - \Delta \right).$$ (B.9)

where

$$v = \frac{1}{2} \left( \frac{x^2}{t - \frac{1}{\omega}} \right) = \frac{\omega x^2}{1 + \omega^2 t^2}.$$ (B.9)
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