Quantum capacitance modifies interionic interactions in semiconducting nanopores
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Abstract – Nanopores made with low-dimensional semiconducting materials, such as carbon nanotubes and graphene slit pores, are used in supercapacitors. For modelling purposes, it is often assumed that such pores screen ion-ion interactions like metallic pores, \textit{i.e.} that screening leads to an exponential decay of the interaction potential with ion separation. By introducing a quantum capacitance that accounts for the density of states in the material, we show that ion-ion interactions in carbon nanotubes and graphene slit pores actually decay algebraically with ion separation. This result suggests a new avenue of capacitance optimization based on tuning the electronic structure of a pore: a marked enhancement in capacitance might be achieved by developing nanopores made with metallic materials or bulk semimetallic materials.
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Introduction. – Confinement of ions in nanostructures underpins the physics of many new electrochemical devices, ranging from supercapacitors \cite{1} to field effect transistors \cite{2}. These nanostructures are usually porous semiconducting materials such as carbon nanotubes or graphene slit pores. Early experiments have shown that electrodes made with porous carbide-derived-carbon deliver large volumetric capacitance as the pore size (which can be precisely controlled) approaches the ion size \cite{3–5}. This increase in capacitance cannot be rationalized by surface area enhancement alone, leading to the general hypothesis that the electronic structure of the electrodes significantly modifies the Coulomb interaction between ions \cite{6,7}.

Most theoretical studies of supercapacitors to date have modelled the electrode material as ideally metallic \cite{6–9}, and studied the effect of ion size and pore size on the capacitance. The key assumption in ideal metal theory is that the electric field cannot penetrate into the bulk metal: the high concentration of electrons in metals screens the electric field completely, and only a surface charge density is induced. In particular, for a charge positioned in front of an infinite metal slab, the induced surface charge density is equivalent to an equal and opposite “image” charge located inside the metal at the same distance away from the metal surface \cite{10}. In a metallic pore, this ion-image interaction modifies the long-ranged $\propto 1/r$ Coulomb interaction energy to an exponentially decaying interaction energy. The characteristic screening length is the pore width or diameter.

For semimetallic materials, the effect of finite electron concentration has been studied in \cite{7,11,12} using the Thomas-Fermi model, which accounts for the effect of electric field penetration into the material. It was shown that for a slit/cylindrical pore, the pore width/diameter is effectively renormalized by the Thomas-Fermi screening length but that the decay remains exponential. However, the concept of electric field penetration is only physical for bulk materials and not applicable for 2D materials such as single-layer graphene slit pores and carbon nanotubes, where the material is only one atom thick. Nonetheless, a phenomenological approach based on introducing an effective pore radius or width has been successfully used in \cite{13} to fit detailed simulation data for the interaction potential between ions in single-layer gold and carbon nanotubes.

In this paper, we model the interionic interactions in a graphene slit pore or carbon nanotube by introducing the quantum capacitance, a key quantity capturing the quantum density of states of a material within a classic model. We show that exact expressions can be obtained in the linear-response regime. Surprisingly, a finite quantum capacitance modifies the electrostatic interactions...
The induced surface charge is a function of the electric potential on the pore surface $\phi_s(r)$, i.e. $\sigma = \sigma(\phi_s)$. In particular, within a local density approximation [14]

$$\sigma(\phi_s) = -\epsilon \left[ n(\mu + e\phi_s) - n(\mu) \right], \quad (3)$$

where $n$ is the density of charge carriers and $\mu$ is the chemical potential. The chemical potential is changed through doping, with $\mu > 0 \ (\mu < 0)$ for electron (hole) doping. Analytical approximations for $n(x)$ have been proposed for doped graphene [14]. For simplicity, however, we shall assume that the induced surface potential $e\phi_s \ll \mu$, and we linearize eq. (3) to obtain

$$\sigma(\phi_s) \approx -e^2 n'(\mu)\phi_s \equiv -\frac{\epsilon}{4\pi} C_q \phi_s. \quad (4)$$

Here, we have identified $C_q = 4\pi\sigma'(0)/\epsilon = 4\pi^2 n'(\mu)/\epsilon$ as the linear quantum capacitance. Effects of the electronic structure of the material (i.e., quantum effects) enter only through the quantity $C_q$—the remaining calculations will proceed using classic electrostatics. (In principle, our approach could equally apply in the high temperature or non-degenerate limit. Nonetheless, the systems considered here will typically be in the quantum limit.) Gauss’ law (2) together with (4) provides the Robin boundary condition

$$[\mathbf{n} \cdot \nabla \phi] = -C_q \phi_s. \quad (5)$$

Note that we recover the classic boundary condition for an ideal metal, $\phi_s = 0$, for $C_q = \infty$.

Since the Robin boundary condition is linear, we can use the superposition principle in further calculations. Note that taking into account higher-order terms in the expansion of eq. (3) would give non-linear terms in the boundary condition and a non-pairwise interionic interaction potential.

**Ions in a slit nanopore.** We now proceed to solve the electrostatic boundary value problem for a point charge in a slit nanopore (fig. 1(a)). Noting the axisymmetry of the problem, the electric potential inside the pore satisfies the Poisson equation

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_1}{\partial r} \right) + \frac{\partial^2 \phi_1}{\partial z^2} = -\frac{4\pi q \delta(r)}{\epsilon^2}, \quad |z| < \frac{L}{2}, \quad (6)$$

where $\delta(r)$ is the radial delta function and $\delta(z)$ is the 1D Dirac’s distribution. Outside the slit pore, the potential satisfies Laplace’s equation

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_2}{\partial r} \right) + \frac{\partial^2 \phi_2}{\partial z^2} = 0, \quad |z| > \frac{L}{2}, \quad (7)$$

the boundary conditions for (6), (7) are

$$\phi_2 \left( r, \pm \frac{L}{2} \right) = \phi_1 \left( r, \pm \frac{L}{2} \right) \equiv \phi_s(r), \quad (8)$$

$$\left. \frac{\partial \phi_2}{\partial z} \right|_{z=\pm L/2} - \left. \frac{\partial \phi_1}{\partial z} \right|_{z=\pm L/2} = C_q \phi_s(r), \quad (9)$$
with the condition that the potential decays away from the point charge,
\[ \phi_1,2(r,z) \to 0, \text{ as } \sqrt{r^2 + z^2} \to \infty. \] (10)

Introducing the Hankel transform
\[ \tilde{\phi}(k,z) = \int_0^\infty r J_0(kr)\phi(r,z)dr, \] (11)
where \( J_0(x) \) is the zeroth-order Bessel function of the first kind, we obtain
\[ \frac{\partial^2 \tilde{\phi}_1}{\partial z^2} - k^2 \tilde{\phi}_1 = -\frac{2q}{\epsilon} \delta(z), \quad -\frac{L}{2} < z < \frac{L}{2}. \] (12)
\[ \frac{\partial^2 \tilde{\phi}_2}{\partial z^2} - k^2 \tilde{\phi}_2 = 0, \quad |z| > \frac{L}{2}. \] (13)

Noting the symmetry about \( z = 0 \), the general solution is
\[ \tilde{\phi}_1 = -\frac{q}{\epsilon} k \sinh k|z| + B \cosh kz, \] (14)
\[ \tilde{\phi}_2 = C e^{-k|z|}. \] (15)

The boundary conditions (9), (10) yield equations for the unknown constants \( B \) and \( C \), which are readily solved to give
\[ B = \frac{q}{\epsilon k} \left[ (C_q + k) \sinh \frac{kL}{2} + k \cosh \frac{kL}{2} \right], \] (16)
\[ C = \frac{q}{\epsilon} \frac{k}{(C_q + k) \cosh \frac{kL}{2} + k \sinh \frac{kL}{2}}. \] (17)

By performing an inverse Hankel transform, we obtain the main result of our calculations
\[ \phi_1(r,z) = -\frac{q}{\epsilon} \int_0^\infty J_0(kr) \left[ \sinh(k|z|) - \frac{(C_q + k) \sinh \frac{kL}{2} + k \cosh \frac{kL}{2}}{(C_q + k) \cosh \frac{kL}{2} + k \sinh \frac{kL}{2}} \cosh kz \right] dk, \] (18)
\[ \phi_2(r,z) = \frac{q}{\epsilon} \int_0^\infty \frac{kr}{(C_q + k) \cosh \frac{kL}{2} + k \sinh \frac{kL}{2}} J_0(kr) e^{-k|z|} dk. \] (19)

Equation (18) shows that the electric potential, and thus the interionic interaction energy, decrease as the slit width decreases. Indeed, narrow pores with separations comparable to the ion diameter are used in supercapacitors to minimize the Coulombic repulsion between charges and thus maximize the charge storage [3–6,9]. In such close-fitting pores, ions are positioned on the axis of symmetry and the interaction energy between two ions is given by
\[ \beta U(R) = \frac{l_B}{L} \int_0^\infty J_0(KR) \] (20)
\[ \times \left( \frac{C_q + K}{C_q + K} \sinh \frac{K}{2} + K \cosh \frac{K}{2} \right) dK, \]
where \( \beta = 1/(k_BT) \), \( l_B = q^2/(e k_BT) \) is the Bjerrum length, and we have introduced the dimensionless quantities \( R = r/L, K = kL \) and \( \tilde{C}_q = C_q L \). Noting the general asymptotic identity for the integrals of the product of smooth functions with Bessel functions (see [15])
\[ \int_0^\infty J_0(mk) f(k) dk = \frac{f(0)}{m_1} - \frac{1}{2} \frac{f''(0)}{m_3} + O(m^{-5}), \] (21)
the asymptotic behaviour of (20) may immediately be determined. We find
\[ U(R) \sim \frac{l_B^4}{L} \frac{1}{C_q^2 R^3} + O(R^{-5}), \quad \text{as } R \to \infty, \] (22)
which is qualitatively different from the exponential decay predicted by the ideal metal theory\(^1\) (recovered \( \tilde{C}_q \to \infty \))
\[ U_m(R) \sim \frac{4l_B}{L} \frac{1}{\sqrt{2R}} e^{-\pi R}, \quad \text{as } R \to \infty. \] (23)

We note that the Thomas-Fermi theory for bulk semimetals predicts a similar exponential decay albeit with a renormalized pore radius \( R \).\[^2\]

Figure 2 confirms that the interionic potential decays \( \sim 1/R^3 \) as \( R \to \infty \). Increasing the quantum capacitance \( \tilde{C}_q \) screens the ion-ion interaction and decreases \( U(R) \), but that does not alter the ultimate asymptotic decay behaviour of \( U(R) \). For \( \tilde{C}_q \gg 1 \), the ion-ion interaction appears to decay exponentially for small \( R \) before transitioning to an algebraic decay when \( R \gg 1 \). Therefore,

\[^1\]In the limit \( \tilde{C}_q \to \infty \), eq. (20) tends to \( U_m(R) = \frac{l_B}{L} \int_0^\infty J_0(KR) \tanh(K/2)/dK \). Equation (21) cannot be applied to extract the asymptotic behaviour of this integral as all even derivatives of \( \tanh(K/2) \) vanish at \( K = 0 \), showing that the asymptotic decay is faster than all power laws. Using contour integration and noting the positions of the poles, the integral can rewritten as the sum \( U_m(R) = \frac{4l_B}{L} \sum_{n=1}^\infty K_0(\pi n R/L) \). The first term of the sum is dominant as \( R \to \infty \), and thus we obtain eq. (23).
the confinement of the screening electrons to a 2D sheet qualitatively changes the interionic interactions.

The measured quantum capacitance of pure graphene falls in the range 2–10 \( \mu \)Fcm\(^{-2} \) [16]. Assuming \( L = 1 \) nm and \( \epsilon = 2 \), in our dimensionless units \( C_q \approx 1–5 \). In this parameter regime, fig. 2 shows that the deviation from the ideal metallic behaviour is significant.

Realistic carbon materials are finite with typical slit-like ordered domains of carbide-derived-carbon that can range up to \( \sim 20 \) Å [17]. However, our main result, that graphene pores screen interionic interactions poorly, is robust even when considering the effects of a finite lateral extent of realistic carbon material and the presence of neighbouring pores. Therefore, assuming a pore diameter \( \sim 5 \) Å (corresponding to a pore that is of the same size as typical ionic liquid ions), the algebraic decay regime is still well within the slit-like ordered domain. The effect of neighbouring pores can be evaluated by considering the interaction of ions in a graphene stack (see fig. 3). In this stack geometry, eq. (6) still holds for \( Z \in [-L/2, L/2] \), but eq. (7) needs to be solved in each outer region bounded by graphene sheets, and boundary conditions (8), (9) need to be imposed on each graphene surface. This furnishes a set of linear equations which can then be solved using Mathematica (explicit expressions not included).

Figure 3 shows that the greater the number of graphene sheets in a stack, the weaker is the magnitude of the interionic interaction. However, the algebraic \( 1/r^3 \) decay is robust and numerical data suggests that the prefactor scales as \( 1/(C_q^2 N^2) \) for \( C_q \ll 1 \) and as \( 1/C_q^2 N \) for \( C_q \gg 1 \). Therefore increasing the number of graphene sheets in a stack effectively increases the quantum capacitance of the system, and the stack approaches an ideal metallic behaviour when \( N \to \infty \).

Our calculations show that there is a crucial tradeoff between pores with thick semimetallic pore walls (e.g. graphite pores) which deliver superior electronic properties but necessarily lower volumetric capacitance (as the pore walls occupy volume), and graphene-based pores which have inferior electronic properties but higher volumetric capacitance.

**Ions in a cylindrical nanotube.** – Next we consider the electrostatic boundary value problem for a point charge in a cylindrical nanotube (fig. 1(b)). Noting the asymmetry of the problem, the electric potential satisfies the Poisson equation

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_1}{\partial r} \right) + \frac{\partial^2 \phi_1}{\partial z^2} = -\frac{4\pi q \delta_4(r)}{\epsilon}, \quad 0 < r < R.
\]

(24)

Outside the nanotube, the potential satisfies the Laplace equation

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_2}{\partial r} \right) + \frac{\partial^2 \phi_2}{\partial z^2} = 0, \quad r > R.
\]

(25)

The boundary conditions on the pore wall are

\[
\phi_2(a, z) = \phi_1(a, z) \equiv \phi_a(z), \quad \frac{\partial \phi_2}{\partial r} \bigg|_{r=a} - \frac{\partial \phi_1}{\partial r} \bigg|_{r=a} = C_q \phi_a(z),
\]

(26)

(27)

complemented with the condition that the potential decays away from the point charge,

\[
\phi_{1,2}(r, z) \to 0, \quad \text{as} \quad \sqrt{r^2 + z^2} \to \infty.
\]

(28)

Performing a Fourier cosine transform in the \( z \)-direction

\[
\hat{\phi}(k, r) = \int_0^\infty \cos(kz) \phi(z, r) dz,
\]

(29)

we obtain

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \hat{\phi}_1}{\partial r} \right) - k^2 \hat{\phi}_1 = -\frac{2q}{\epsilon} \frac{\delta_4(r)}{r}, \quad 0 < r < R,
\]

(30)

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \hat{\phi}_2}{\partial r} \right) - k^2 \hat{\phi}_2 = 0, \quad r > R.
\]

(31)

Equations (30), (31) have the general solution

\[
\hat{\phi}_1 = \frac{2q}{\epsilon \pi} K_0(kr) + B I_0(kr),
\]

(32)

\[
\hat{\phi}_2 = C K_0(kr) + D I_0(kr),
\]

(33)

where \( I_0(x) \) and \( K_0(x) \) are zeroth-order modified Bessel functions of the first and second kind, respectively. As the potential must decay away from the point charge (cf. eq. (28)), \( D = 0 \). The other constants, \( B \) and \( C \), can be determined by the continuity of the potential across \( r = a \) (26), and the quantum capacitance condition (27). These conditions yield

\[
B = \frac{2q}{\epsilon \pi} \frac{C_q a K_0(ka)^2}{1 + C_q a I_0(ka) K_0(ka)},
\]

(34)

\[
C = \frac{2q}{\epsilon \pi} \frac{1}{1 + C_q a I_0(ka) K_0(ka)}.
\]

(35)
Fig. 4: (Colour online) The interionic interaction between two ions located at the central symmetric axis as a function of the separation distance \( Z \) for a different quantum capacitance \( C_q \). The dashed lines show the asymptotic result, eq. (43).

After performing an inverse cosine transform on eqs. (32), (33), the electric potential inside and outside the slit is given by

\[
\phi_1(r, z) = -\frac{q}{\epsilon \sqrt{r^2 + z^2}} - \frac{2q}{\epsilon \pi} \int_0^\infty \frac{C_q a K_0(ka)}{1 + C_q a I_0(ka)K_0(ka)} I_0(kr) \cos kz \, dk,
\]

\[
\phi_2(r, z) = \frac{2q}{\epsilon \pi} \int_0^\infty \frac{1}{1 + C_q a I_0(ka)K_0(ka)} K_0(kr) \cos kz \, dk.
\]

In particular, the interionic interaction between two ions located on the symmetry axis \( r = 0 \) of the pore is given by

\[
\beta U(Z) = \frac{l_B}{aZ} \left( \frac{2 l_B}{\pi a} \int_0^\infty \frac{\tilde{C}_q K_0(K)^2}{1 + \tilde{C}_q I_0(K)K_0(K)} \cos KZ \, dK \right),
\]

where we have introduced the dimensionless quantities \( K = ka \), \( Z = z/a \) and \( \tilde{C}_q = C_q a \). The large-\( Z \) behaviour of (38) cannot be determined by an asymptotic expansion similar to (21) as the integrand in (38) is non-analytic around \( K = 0 \). Instead, we note that the electric potential of a point charge in an ideally metallic pore \( (\tilde{C}_q \to \infty) \) is given by [12]

\[
\beta U_{\text{m}}(Z) = \frac{l_B}{aZ} \left( \frac{2 l_B}{\pi a} \int_0^\infty \frac{K_0(K)}{I_0(K)} \cos KZ \, dK \right) = \frac{2 l_B}{a} \sum_{m=1}^\infty \frac{e^{-k_m Z}}{k_m J_1(k_m)^2} \approx e^{-k_0 Z} \quad Z \gg 1,
\]

where \( k_m \) is the \( m \)-th root of \( J_0(x) = 0 \). Thus we can isolate the exponentially decaying contribution in the potential from the long-ranged contributions

\[
\beta U(Z) = \frac{2 l_B}{a} \sum_{m=1}^\infty \frac{e^{-k_m Z}}{k_m J_1(k_m)^2} \left( \frac{K_0(K)}{I_0(K)} + \tilde{C}_q I_0^2(K)K_0(K) \right) \cos KZ \, dK
\]

(40)

The large-\( Z \) behaviour of (40) is determined by the small-\( K \) expansion of the non-oscillatory part of the integrand,

\[
\frac{K_0(K)}{I_0(K)} + \tilde{C}_q I_0^2(K)K_0(K) \sim \frac{1}{\tilde{C}_q} \frac{1}{C_q^2} \log(1/K) + \cdots
\]

Noting that as \( Z \to \infty \),

\[
\int_0^\infty \frac{K_0(K)}{I_0(K)} + \tilde{C}_q I_0^2(K)K_0(K) \cos KZ \, dK
\]

\[
\sim \int_0^{2\pi/Z} \left( \frac{1}{\tilde{C}_q} + \frac{1}{C_q^2} \log(1/K) \right) \cos KZ \, dK
\]

\[
= \frac{1}{C_q^2 Z} \int_{-\infty}^{2\pi/Z} \cos p \, dp
\]

\[
\sim \frac{1}{C_q^2 Z} \log Z \int_{-\infty}^{2\pi/Z} \cos p \left( 1 + \frac{\log p}{\log Z} \right) \, dp
\]

\[
= \frac{\text{Si}(2\pi)}{C_q^2 Z \log^2 Z}.
\]

where \( \text{Si}(x) \) is the sine integral [18]. Note that the integral range to \( \infty \) is replaced by \( 2\pi/Z \) as the asymptotic behaviour is dominated by the first period of \( \cos KZ \), the oscillatory part of the integrand. Therefore, the potential decays algebraically for large \( Z \) and

\[
\beta U(Z) \sim 1.42 \times \frac{2 l_B}{a} \frac{1}{\pi a C_q^2 Z \log^2 Z}.
\]

Figure 4 confirms that the interaction potential of ions in a nanotube \( \propto 1/(Z \log^2 Z) \) for large ion separations, qualitatively different from the exponential decay for ideal metallic pores. Similar to the behaviour for slit pores, for \( \tilde{C}_q \gg 1 \) the ion-ion interaction appears to decay exponentially for small \( R \) before transiting to the algebraic decay when \( R \gg 1 \). This exponential decay for small ion separations agrees with quantum density functional theory calculations [13,19] for short carbon nanotubes. However, eq. (43) suggests that results from simulations of short carbon nanotubes do not reflect the asymptotic decay behaviour. Indeed, the quantum capacitance of a (6,6) single-walled carbon nanotube, estimated using the density functional theory, is \( \sim 9 \mu \text{F/cm}^2 \) [20]. In our dimensionless units, this corresponds to \( \tilde{C}_q = 2 \) (taking \( a = 0.4 \text{nm} \) and as in the case for slit pores we assume \( \epsilon = 2 \)). As the typical length of nanotubes is \( O(100 \text{nm}) \) [21], the \( 1/(Z \log^2 Z) \) decay of interionic interaction is significant for realistic systems. We neglect the effects of neighbouring nanotubes here —extrapolating from our result for a graphene
stack (fig. 3), the presence of a nanotube forest will likely weaken the magnitude of the interionic interaction, but crucially not its dependence on the interionic separation.

The low quantum capacitance of carbon nanotubes suggests that conducting metallic nanopores with thick pore walls [22–25], with an exponential decay of charge-charge interactions, may be far superior as materials for supercapacitors than nanopores made with carbon nanotubes.

Previous theoretical models of charge storage in nanopores [9,26,27] rely on the simplifying assumption that considering nearest-neighbour interactions is sufficient to account for electrostatic interactions between ions. While this assumption holds for exponentially decaying interactions (see, e.g., the qualitative comparison with Monte Carlo simulations in [9]), with a long-ranged ion-ion interaction this assumption is suspect. In particular, results for the absence of a phase transition in one dimension only holds for short-ranged interactions [28], thus charge storage in carbon nanotubes may proceed via phase transition akin to slit nanopores [6].

**Conclusion.** – By including a finite quantum capacitance, we have shown that the screening of ion-ion interactions confined in semiconducting nanopores is far inferior to metallic nanopores. For a graphene slit pore, the interaction decays asymptotically $\propto 1/r^3$, whereas in a carbon nanotube, the asymptotic interaction potential is $\propto 1/(r \log^2 r)$, with $r$ the ion-ion separation. Hitherto works on capacitance optimisation have studied the effect of ion size and pore size, but our calculations highlight that the electronic structure of the pore walls themselves should be taken into account. To optimize capacitance, one should move away from pores based on semiconducting 2D materials and instead use metallic nanopores or bulk semimetallic materials.
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