REGULARIZED PERIODS AND THE GLOBAL GAN–GROSS–PRASAD
CONJECTURE : THE CASE OF $U(n + 2r) \times U(n)$
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Abstract. In this paper, we introduce regularized trilinear periods on certain non-reductive groups. It has two direct applications. Firstly, it enables us to define the regularized Bessel periods and the regularized Fourier-Jacobi periods for all classical and metaplectic groups. Secondly, by using the properties of the regularized Fourier-Jacobi periods, we can prove one direction of the global Gan–Gross–Prasad conjecture on skew-hermitian unitary groups for tempered cases.
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1. Introduction

1.1. General introduction. The study of special $L$-values is a pivotal domain in modern number theory because these values encode a considerable amount of arithmetic information. Among all other special values, central $L$-values are of particular interest due to the implications of the Birch and Swinnerton-Dyer conjecture and its generalizations.

In 1992, Gross and Prasad [16] proposed a fascinating conjecture regarding the relationship between automorphic period integrals and central $L$-values of certain tensor product $L$-functions on special orthogonal groups. Later, in 2012, they, together with Gan [18], extended this conjecture to all classical groups.
and metaplectic groups. This extended conjecture is now referred to as the global \textit{Gan–Gross–Prasad} (GGP) conjecture.

The global GGP conjecture involves two types of periods: the Bessel periods and the Fourier–Jacobi periods. The Bessel periods pertain to automorphic forms on orthogonal groups or hermitian unitary groups, while the Fourier–Jacobi periods relate to automorphic forms on metaplectic-symplectic groups or skew hermitian unitary groups. We will now briefly recapitulate the definitions of both periods, focusing at least on (skew) hermitian unitary groups.

Let $E$ and $F$ be quadratic extensions of number fields with adele rings $\mathbb{A}_E$ and $\mathbb{A}_F$, respectively. Consider the nontrivial quadratic character $\omega$ of $F^\times \backslash \mathbb{A}_F^\times$ associated with $E/F$ through global class field theory. Choose a unitary character $\mu$ of $E^\times \backslash \mathbb{A}_E^\times$ such that its restriction to $\mathbb{A}_E^\times$ is $\omega$. Occasionally, we regard $\mu$ as a character of $GL_n(\mathbb{A}_E)$, in which case it refers to $\mu \circ \det$. Fix a nontrivial continuous character $\psi$ of $F \backslash \mathbb{A}_F$. For $\epsilon \in \{\pm\}$, let $W_m \subset W_n$ be non-degenerate $m$ and $n$-dimensional $\epsilon$-Hermitian spaces over $E$ satisfying:

- $\epsilon \cdot (-1)^{\dim W_n^\perp} = -1$;
- $W_m^\perp$ in $W_n$ is a split space.

Define $G_n$ and $G_m$ as the isometry groups of $W_n$ and $W_m$ respectively. Consider $G_m$ as a subgroup of $G_n$ that acts trivially on the orthogonal complement of $W_m$ within $W_n$. Let $X$ be a maximal isotropic subspace of $W_n^\perp$, and let $P$ be the parabolic subgroup of $G_n$ defined as the stabilizer of a complete flag of subspaces within $X$. Write $n - m = 2r + 1$ if $n - m$ is odd, and $n - m = 2r$ if $n - m$ is even. Denote by $N_{n,r}$ the unipotent radical of $P$, on which $G_m$ acts through conjugation. Let $H = N_{n,r} \rtimes G_m$. In the case where $n - m = 2r + 1$, there exists an essentially unique generic character $\chi^r : N_{n,r}(\mathbb{A}_F) \backslash N_{n,r}(\mathbb{A}_F) \to \mathbb{C}^\times$ stabilized by $G_m(\mathbb{A}_F)$. This character can be extended to a character of $H(F) \backslash H(\mathbb{A}_F)$.

When $n - m = 2r$, there exists a global generic Weil representation denoted as $\nu_{\psi^{-1},\mu^{-1},W_m}$ of $H(\mathbb{A}_F)$. This representation is realized on the Schwartz space $\mathcal{S} = \mathcal{S}(Y(\mathbb{A}_F))$, where $Y$ is a Lagrangian $F$-space of $\text{Res}_{E/F} W_m$.

For each $f \in \mathcal{S}$, the associated theta series is defined by

$$\Theta_{\psi^{-1},\mu^{-1},W_m}(h, f) = \sum_{x \in Y(F)} \left( \nu_{\psi^{-1},\mu^{-1},W_m}(h)(f)(x) \right) \quad h \in H(\mathbb{A}_F).$$

The space of theta series provides an automorphic realization of $\nu_{\psi^{-1},\mu^{-1},W_m}$ that is invariant under the action of $H(F)$. Moving forward, we will denote $G(F) \backslash G(\mathbb{A}_F)$ as $[G]$ for any algebraic group $G$ defined over $F$.

Consider two irreducible cuspidal automorphic representations, $\pi_1$ and $\pi_2$, of $G_n(\mathbb{A}_F)$ and $G_m(\mathbb{A}_F)$ respectively. We view $H$ as a subgroup of $G_n$ through the mapping $(n, g) \mapsto ng$. Depending on whether $n - m$ is odd or even, we define the Bessel periods and the Fourier–Jacobi periods for $\pi_1, \pi_2$ as the following integrals:

- If $n - m$ is odd, for $\varphi_1 \in \pi_1, \varphi_2 \in \pi_2$, the Bessel period for $\varphi_1, \varphi_2$ is defined by
  $$\mathcal{B}_\chi'(\varphi_1, \varphi_2) := \int_{[N_{n,r} \rtimes G_m]} \varphi_1(ng)\varphi_2(g)\chi'^{-1}((n, g)) dn\, dg.$$  

- If $n - m$ is even, for $\varphi_1 \in \pi_1, \varphi_2 \in \pi_2, f \in \nu_{\psi^{-1},\mu^{-1},W_m}$, the Fourier–Jacobi period $\varphi_1, \varphi_2$ is defined by
  $$\mathcal{F}\mathcal{J}_{\psi,\mu}(\varphi_1, \varphi_2, f) := \int_{[N_{n,r} \rtimes G_m]} \varphi_1(ng)\varphi_2(g)\Theta_{\psi^{-1},\mu^{-1},W_m}((n, g), f) dn\, dg.$$
The GGP conjecture [18, Conjecture 24.1] predicts that for an irreducible tempered cuspidal representation $\pi_1 \boxtimes \pi_2$ of $G_n \times G_m$, the following two conditions are equivalent in each case. In what follows, $BC$ stands for the standard base change and the $L$-functions are the Rankin-Selberg $L$-functions.

- **Bessel case**
  1. $B_{\chi'}$ is non-vanishing,
  2. $\operatorname{Hom}_{H(F_v)}(\pi_{1,v} \boxtimes \pi_{2,v}, \mathbb{C}) \neq 0$ for all places $v$ and $L(\frac{1}{2}, BC(\pi_1) \times BC(\pi_2)) \neq 0$.

- **Fourier-Jacobi case**
  1. $\mathcal{F}J_{\psi,\mu}$ is non-vanishing,
  2. $\operatorname{Hom}_{H(F_v)}(\pi_{1,v} \boxtimes \pi_{2,v} \boxtimes \mu_{\psi_v^{-1},\mu_v^{-1},W_m, \mathbb{C}}) \neq 0$ for all places $v$ and $L(\frac{1}{2}, BC(\pi_1) \times BC(\pi_2) \boxtimes \mu^{-1}) \neq 0$.

In their influential paper [29], Ichino–Ikeda formulated a refined GGP conjecture expressing the Bessel periods explicitly in terms of special values for orthogonal groups of co-rank 1, i.e., the $SO(n+1) \times SO(n)$ case. Thereafter, Liu [37] extended their conjecture to higher co-rank cases for both orthogonal groups and hermitian unitary groups and Xue [59] formulated the corresponding refined conjecture for metaplectic-symplectic groups. The refined GGP conjecture implies the $(i) \rightarrow (ii)$ direction of the original GGP conjecture.

After the formulation of both the original and refined GGP conjectures, there has been huge progress towards the low co-rank (i.e., co-rank $\leq 1$) GGP conjectures until recently. Wei Zhang was the first who made a breakthrough toward the low co-rank GGP conjectures. Using the relative trace formula of Jacquet and Rallis [33], he proved the original and refined GGP conjectures for the co-rank 1 hermitian unitary groups, i.e., $U(n+1) \times U(n)$ under two local assumptions (64, 65). Shortly thereafter, following a similar idea of W. Zhang, H. Xue [60, 68] proved the original and refined GGP conjectures for the co-rank 0 skew-hermitian unitary groups, i.e., $U(n) \times U(n)$, under the similar local assumptions. Those two local assumptions arise when one applies a simple version of the Jacquet–Rallis relative trace formula. The first condition has now been completely dropped in a recent stunning work of R. Beuzart-Plessis, Y. Liu, W. Zhang and X. Zhu [9], which proves the original and refined GGP conjectures for $U(n+1) \times U(n)$ in the stable case. However, to remove the second condition, which forces $BC(\pi_1) \boxtimes BC(\pi_2)$ to be cuspidal, was regarded very hard for a long time because it would require the fine spectral expansion of the Jacquet–Rallis relative trace formula. Subsequently, in a brilliant contribution [7], R. Beuzart-Plessis, Pierre-Henri Chaudouard and M. Zydor settled the original GGP conjecture and refined GGP conjectures for $U(n+1) \times U(n)$ across all endoscopic cases circumventing the fine spectral expansion of the Jacquet–Rallis relative trace formula. Including the powerful tools developed in [9], their proof combines many results concerning the Jacquet–Rallis relative trace formula in a very clever way. As a consequence, the original and refined GGP conjectures for $U(n+1) \times U(n)$ have been completely settled. However, it is not clear whether such an approach using the Jacquet–Rallis’s relative trace formula is available for other classical groups other than unitary groups.

On the other hand, there has been a different approach towards the low co-rank GGP conjectures. Inspired by the construction of the regularized period integral of Jacquet–Lapid–Rogawski [32, 46], Ichino–Yamana [31] and Yamana [61] invented regularized period integrals for co-rank 1 hermitian unitary groups, i.e. $U(n+1) \times U(n)$ and for co-rank 0 metaplectic–symplectic groups, i.e. $Mp(2n) \times Sp(2n)$, respectively. By computing the regularized period involving certain residual Eisenstein series, they proved the $(i) \rightarrow (ii)$ direction of the original GGP conjecture in such low co-rank cases without any local assumptions. It is also worthwhile to mention that the Ichino–Yamana’s mixed truncation for $GL(n+1) \times GL(n)$ (resp. $U(n+1) \times U(n)$) invented in [30] (resp. [31]) was also used in [7].
For the higher co-rank (i.e., co-rank > 1) GGP conjecture, there has been a significant advancement in the Bessel case recently. In their seminal paper, under some hypothesis, Jiang and Zhang [35, Theorem 5.7] proved the (i) → (ii) direction of the original full GGP conjecture in all cases and the (ii) → (i) direction in some special cases for both orthogonal groups and hermitian unitary groups. Their method crucially uses the reciprocal non-vanishing of Bessel periods [35, Theorem 5.3] to establish the global non-vanishing of the twisted automorphic descent which extends the automorphic descent developed by Ginzburg–Rallis–Soudry [23]. Since the proof of [35, Theorem 5.3] heavily depends on the unproven general calculation [35, Theorem 4.8] of the unramified local zeta integrals defined using the local Bessel functionals, their proof of the (i) → (ii) direction of the GGP conjecture is also conditional on such hypothetical computation. Though some special cases of [35, Theorem 4.8] were carried out in several papers, for example, [24], [38], [49], [50], [51], the general computation, which is required to prove [35, Theorem 5.7], does not seem to be easy. (As written in [35], since 2018, Jiang, Zhang and Soudry have been preparing a paper [34], which contains the computation in full generality for quasi-split classical groups. Their preprint, however, has not appeared yet and so [35, Theorem 5.7] is still conditional.) We also mention that Furusawa–Morimoto [12],[13] recently proved the original and refined GGP conjecture for certain special irreducible tempered representations of $SO(2n + 1) \times SO(2)$.

In the Fourier–Jacobi case, on the other hand, the most well-known result for the higher co-rank GGP conjecture is the one by Ginzburg–Jiang–Rallis on metaplectic-symplectic groups [15] which has been recently supplemented with [14]. In that paper, by combining the Arthur truncation method and the Rankin-Selberg method, they proved the (i) → (ii) direction of the original GGP conjecture for arbitrary even co-rank metaplectic-symplectic groups, i.e., $Mp(2n + 2r) \times Sp(2n)$ under a stability assumption. The assumption forces the Langlands functorial transfer of $\pi_1 \boxtimes \pi_2$ to their corresponding general linear groups to be cuspidal. Since this assumption is critical in their argument, it appears hard to remove it while adopting their approach. (See the remarks after [35, Theorem 5.7].) On the other hand, it is plausible to apply the similar approach used in [35] to the Fourier–Jacobi case. Indeed, as it is written in [36], Jiang and Zhang have been preparing a paper [37] concerning the Fourier–Jacobi case for metaplectic-symplectic groups since 2015. However no preprint seems available yet, and in any case, the results would be conditional on the non-existent results in [34] if they use the same method as in [35].

In contrast to the metaplectic-symplectic case, very little is known for non-equal rank skew-hermitian unitary groups. To the best of the author’s knowledge, Gelbart–Rogawski’s paper [22] which studied the Fourier-Jacobi period of $U(3) \times U(1)$ is the only work that deals with non-equal rank skew-hermitian groups.

The main goal of this paper is to prove the (i) → (ii) direction of the original GGP conjecture for skew-hermitian unitary groups, i.e., $U(n + 2r) \times U(n)$ without any hypotheses. To do this, we first define regularized trilinear periods which involve an integration over a unipotent subgroup. This enables us to construct the regularized Bessel and Fourier-Jacobi periods for all classical and metaplectic groups. In particular, when $r = 0$, these are exactly the same regularized periods introduced in [31] and [61], respectively. By exploiting several properties of regularized Fourier–Jacobi periods, we prove the following:

**Main Theorem.** Let $n - m = 2r$ for some non-negative integer $r$ and $\pi_1, \pi_2$ be irreducible cuspidal automorphic representations of $G_n(\mathbb{A}_F)$ and $G_m(\mathbb{A}_F)$ with generic $A$-parameters, respectively. If there are $\varphi_1 \in \pi_1, \varphi_2 \in \pi_2$ and $f \in \nu W_m$ such that

$$\mathcal{FJ}_{\psi,\mu}(\varphi_1, \varphi_2, f) \neq 0,$$

then $L(\frac{1}{2}, BC(\pi_1) \times BC(\pi_2) \otimes \mu^{-1}) \neq 0$.

We remark on the proof of the main theorem.
Remark 1.1. Based on the works of Arthur [4], Mok [44] and Kaletha–Minguez–Shin–White [39] on the endoscopic classification for unitary groups, the irreducible cuspidal representations $\pi_1, \pi_2$ with generic $A$-parameters have the following properties.

(i) The weak base changes $BC(\pi_1)$ and $BC(\pi_2)$ exist
(ii) $BC(\pi_2)$ is decomposed as the isobaric sum $\sigma_1 \boxplus \cdots \boxplus \sigma_t$, where $\sigma_i$'s are irreducible unitary cuspidal automorphic representations of general linear groups such that the (twisted) Asai $L$-function $L(s, \sigma_i, As(-1)^{m-1})$ has a pole at $s = 1$ for all $1 \leq i \leq t$.
(iii) For each place $v$ of $F$ and $1 \leq i \leq t$, the local normalized intertwining operator $N_v(z)$ for $\sigma_{i,v} \times \pi_{1,v}$ is holomorphic and nonzero for all $z$ with $\text{Re}(z) \geq \frac{1}{2}$.
(iv) Let $\pi$ be either $\pi_1$ or $\pi_2$. Then for some place $v$ of $F$, $\pi_v$ is the unique unramified subquotient of some principal series representations $\text{Ind}_{B_k^i}^{GL_n}(\chi_1 \boxtimes \cdots \boxtimes \chi_{[\frac{k}{2}]})$ such that $\chi_i = \chi_i' \cdot | \cdot |^{s_i}$, where $\chi_i'$'s are unramified unitary characters and $0 \leq s_i < \frac{1}{2}$.

In (iii), the local normalized intertwining operator $N_v(z)$ is constructed by multiplying the local intertwining operator $M_v(z)$ for the representation $\sigma_{i,v} \times \pi_{1,v}$ of $GL_n(F_v) \times G_n(F_v)$ (see [52, Sect 4.1]) with the following

$$L_v(s + 1, \sigma_{i,v} \times \pi_{1,v}) \cdot L_v(2s + 1, \sigma_{i,v}, As(-1)^{n-1}) \cdot \epsilon_v(s, \sigma_{i,v} \times \pi_{1,v}, \psi_v) \cdot \epsilon_v(2s, \sigma_{i,v}, As(-1)^{n-1}, \psi_v),$$

where the local $L$-factors and $\epsilon$-factors are defined through the localization of the global $A$-parameter of $\pi_1$ as described in [39] and [44]. Then the property (iii) mentioned above follows from [35] Theorem B.2.

It is known that globally generic cuspidal representations of unitary groups also satisfy the above properties (see [40], [41]). Therefore, our main theorem would also hold for such globally generic cuspidal representations (possibly non-tempered because of the absence of the generalized Ramanujan conjecture.) In the course of proving our main theorem, we use the above properties in a crucial manner.

Remark 1.2. The proof of our main theorem, to some extent, is in the same vein with [15] in that it uses the relation of non-vanishing of central $L$-values with the existence of the residual Eisenstein series. However, comparing with the proof of [15], there are two main innovations in our approach. First, to compute the Fourier–Jacobi period integrals involving residual Eisenstein series, Ginzburg, Jiang and Rallis [15] used the Arthur truncation method to render meaning to a divergent integral involving Eisenstein series. In their approach using the Arthur truncation, the stability assumption on $\pi_1, \pi_2$ becomes indispensable. However, if we use the mixed truncation method to compute the regularized Fourier–Jacobi period involving residual Eisenstein series, we don’t need such a stability assumption on $\pi_1, \pi_2$.

Secondly, though we took a different truncation from G–J–R’s, in order to relate the Fourier–Jacobi periods of residual Eisenstein series with the original Fourier–Jacobi periods, we reach the almost same place in G–J–R’s, that is, [15 Proposition 5.3]. (Compare with Lemma [9,7].) To prove the direction (i) to (ii) of the GGP conjecture, G–J–R employed the isobaric sum of $FL(\pi_1)$ (the Langlands functorial transfer of $\pi_1$). However, this choice of the isobaric sum makes the proof of [15] Proposition 5.3 very difficult. Around 2013, some experts found a serious gap in the original proof of [15] Proposition 5.3. Thereafter, in 2019, G–J–R, together with B. Liu, uploaded their corrected proof of [15] Proposition 5.3 to arXiv [14]. But their corrected proof is rather involved and roundabout. In this paper, we overcome such difficulty by using the isobaric sum of $BC(\pi_2)$ instead of $BC(\pi_1)$. With this choice of the isobaric sum, we can avoid the difficulty arising in the proof of [15] Proposition 5.3 and streamline the discussion substantially. (See Remark [9,8] for a more detailed explanation.)
Remark 1.3. Theorem 9.9 bears a resemblance to [35, Theorem 5.3], which pertains to the reciprocal non-vanishing of Bessel periods. However, it is worth noting that while the proof of [35, Theorem 5.3] indispensably relies on the assumption regarding the unramified calculation of specific local zeta integrals, we establish Theorem 9.9 without recourse to such an assumption. Furthermore, it’s noteworthy that Theorem 9.9 harbors potential utility in establishing the direction (ii) to (i) within the GGP conjecture, as demonstrated in [35, Cor. 6.11].

This paper is organized as follows. In Section 2, we establish some general notations and in Section 3, we give a definition of automorphic forms on certain non-reductive groups modeled after Jacobi forms. In Section 4, we explain the GGP triplets to which our mixed truncation is designed and in Section 5, we define the mixed truncation operator which maps an automorphic form on a certain non-reductive group to a rapidly decreasing automorphic form on a reductive group. Using this mixed truncation, we can define the regularized trilinear period integrals and the regularized Bessel and Fourier–Jacobi periods in Section 6. In Section 7, after introducing the Jacquet module corresponding to the Fourier–Jacobi character, we prove a lemma which is required to prove a vanishing property of regularized periods involving certain residual Eisenstein series. In Section 8, we explain the definition of (residual) Eisenstein series and review [31, Proposition 5.3] which manifests the correlation of analytic properties of Eisenstein series with the behavior of the associated Rankin-Selberg $L$-functions. In Section 9, we prove various lemmas required to establish Theorem 9.9 which claims the reciprocal non-vanishing of the Fourier–Jacobi periods. Guided by Theorem 9.9, the culmination of our endeavor is the proof of our main theorem, presented in Section 10.

We stress that separate approaches need to be taken to prove Lemma 7.1 and for Lemma 9.4 according to whether $r = 0$ or $r > 0$ because the relevant twisted Jacquet modules are totally different. Therefore, we cannot reduce the proof of our main theorem to a single one for all ranks. This is in contrast to the case of the local GGP conjecture, where one can reduce the local GGP for $r > 0$ to that of $r = 0$ (cf. [18, Theorem 19.1]).

Upon the completion of this paper, we became aware that Gan, Gross and Prasad extended their original conjecture to non-tempered cases in their recent paper. In [17, Conjecture 9.1], they formulated a comprehensive global (resp. local) GGP conjecture for automorphic representations within global (resp. local) $A$-packets. However, automorphic representations in non-tempered $A$-packet need not necessarily be cuspidal. Therefore, for the formulation of the all-encompassing GGP conjecture including non-tempered representations, one needs to regularize both $B_{\chi'}$ and $F_{J_{\psi,\mu}}$. For this reason, they formulated [17, Conjecture 9.1] assuming the existence of certain regularized period integrals in each case. With the introduction of our regularized Bessel and Fourier–Jacobi period integrals as outlined in Definition 6.5, we are now equipped to present their overarching conjecture in a more explicit manner (as outlined in Remark 6.6). We anticipate that the properties of the established regularized periods expounded in this paper will play a pivotal role in substantiating the general GGP conjecture.

1.2. Some related problems. The methods used in this paper may be applicable to other problems. We discuss some of them here.

(i) In [27], following a method similar to that of the current paper, we were able to establish the $(i) \rightarrow (ii)$ direction of the original GGP conjecture for higher co-rank metaplectic-symplectic groups without relying on the stability assumption found in [15]. Given that we’ve introduced the concept of regularized Bessel periods in this paper, it’s plausible that a similar approach could be employed to address the Bessel cases as well. Notably, our approach avoids the necessity of calculating unramified local zeta integrals, thereby potentially enhancing the outcome achieved
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by D. Jiang and L. Zhang in [35, Theorem 5.7]. Further details on this topic can be found in our subsequent work [25].

(ii) In [7], R. Beuzart-Plessis, P-H. Chaudouard and M. Zydor calculated a certain term appearing in the coarse spectral expansion of the Jacquet–Rallis trace formula for linear groups in terms of the Rankin-Selberg periods of Eisenstein series and the Flicker–Rallis intertwining periods. In their computation, the Ichino–Yamana’s mixed truncation for $(GL(n + 1) \times GL(n))$ in [31] is crucially used to define certain truncated integrals involving a relevant kernel function and Eisenstein series. Since this computation is one of the key innovation of their paper, to extend their result to attack the higher co-rank GGP conjecture for unitary groups $(U(n + 2r + 1) \times U(n))$, the mixed truncation for $(GL(n + 2r + 1) \times GL(n))$ involving some unipotent subgroup seems to be necessary. Though such a mixed truncation for higher co-rank linear groups can also be defined similarly, its very definition and proof are slightly different from those of classical groups. For this reason, we deal with the construction of the mixed truncation for linear groups separately in our future work [28].

(iii) We anticipate that our approach could also be applied to certain significant non-tempered instances of the GGP conjecture. In an upcoming work, [26], we will delve into the investigation of regularized Bessel periods incorporating specific Eisenstein series. Our aim will be to establish the direction (i) $\rightarrow$ (ii) of the non-tempered GGP conjecture within this context.
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2. General notation

In this section, we establish and adhere to a set of general notations and conventions that will be used throughout the paper.

Let $F$ be a number field with adele ring $\mathbb{A}_F$. For a place $v$ of $F$, denote by $F_v$ the localization of $F$ at $v$. Let $G$ be a connected reductive algebraic group over $F$ and fix a minimal $F$-parabolic subgroup $P_0$ of $G$ with a Levi decomposition $P_0 = M_0U_0$. We call any $F$-parabolic subgroup $P = MU$ of $G$ which contains $P_0$ standard. Fix a maximal compact subgroup $K = \prod_v K_v$ of $G(\mathbb{A}_F)$ which satisfies $G(\mathbb{A}_F) = P_0(\mathbb{A}_F)K$ and for every standard parabolic subgroup $P = MU$ of $G$,

$$P(\mathbb{A}_F) \cap K = (M(\mathbb{A}_F) \cap K)(U(\mathbb{A}_F) \cap K)$$

and $M(\mathbb{A}_F) \cap K$ is still maximal compact in $M(\mathbb{A}_F)$ (see [43, I.1.4]).

We give the Haar measure on $U(\mathbb{A}_F)$ so that the volume of $[U]$ is 1 and give the Haar measure on $K$ so that the total volume of $K$ is 1. We also choose Haar measures on $M(\mathbb{A}_F)$ for all Levi subgroups $M$ of $G$ compatibly with respect to the Iwasawa decomposition.

Let $G$ be a topological group that is a finite central covering of $G(\mathbb{A}_F)$, i.e., there exists a surjective morphism $pr_G : G \to G(\mathbb{A}_F)$, whose kernel is a finite subgroup of the center of $G$ and $pr_G$ a topological covering. It is known that $U_0(\mathbb{A}_F)$ lifts canonically into $G$ (see [43, Appendix I]) and a result of Weil [57] says that $G(F)$ lifts uniquely into $G$. For the unipotent subgroup $U$ of any standard parabolic subgroup of $G$ (or a subgroup $S$ of $G(F)$), we use the same notation $U(\mathbb{A}_F)$ (or $S$) to denote their image of such lifting. For a subgroup $J$ of $G(\mathbb{A}_F)$, we use the boldface $J$ to denote $pr^{-1}_G(J)$. Note that parabolic subgroups of $G$ are $P = MU(\mathbb{A}_F)$. Sometimes, we view a function defined on $J$ as a function on $J$ by composing them with $pr_G$.

Let $\mathcal{A}_F(G)$ be the space of automorphic forms on $U(\mathbb{A}_F)P(F)\backslash G(\mathbb{A}_F)$, i.e., smooth, $K$-finite and $\varphi$-finite functions on $U(\mathbb{A}_F)P(F)\backslash G(\mathbb{A}_F)$ of moderate growth, where $\varphi$ is the center of the universal enveloping algebra of the complexified Lie algebra of $G(F \otimes \mathbb{Q} \mathbb{R})$. When $P = G$, we simply write $\mathcal{A}(G)$ for $\mathcal{A}_F(G)$.

For a cuspidal automorphic representation $\rho$ of $M$, write $\mathcal{A}_F^0(G)$ for the subspace of functions $\phi \in \mathcal{A}_F(G)$ such that for all $k \in \mathbb{K}$, the function $m \mapsto \delta_p(m)^{-\frac{1}{2}} \cdot \phi(mk)$ belongs to the space of $\rho$. (Here, $\delta_p$ is the modulus function of $\rho$ (see [43, I.2.17]).)

3. Automorphic forms on $N \rtimes G'$

In this section, we extend the definition of automorphic forms from reductive groups to certain non-reductive groups. Let $G'$ be a connected reductive group defined over $F$. We fix a minimal $F$-parabolic subgroup $P'_0$ of $G'$ and a maximal compact subgroup $K'_0 = \prod_v K'_v$ of $G'(\mathbb{A}_F)$. We will adopt similar notations for subgroups of $G'$ by appending a prime to those of $G$. Let $N$ be a unipotent $F$-group which admits a $G'$-action in the category of algebraic groups over $F$. We denote this action by $\sigma : G' \to \text{Aut}(N)$. Using $\sigma$, we form the semi-direct product $N(\mathbb{A}_F) \rtimes G'$ and introduce automorphic forms on $N(\mathbb{A}_F) \rtimes G'$, generalizing the properties of Jacobi forms as presented in [54, Proposition 4.1.2]).

Let $| \cdot |$ denote a norm function on $G'(\mathbb{A}_F)$, as described in [43, Section I.2.2]. We will adopt the same notation $| \cdot |$ to represent the norm function on $G'$ obtained through the projection $pr_{G'}$.

**Definition 3.1.** Let $P' = M'U'$ be a parabolic subgroup of $G'$. For a function $\varphi : N(\mathbb{A}_F) \rtimes G' \to \mathbb{C}$, we say that $\varphi$ is an $P'$-automorphic form if

- $\varphi((\delta, \gamma) \cdot (n, ug)) = \varphi(n, g)$ for $u \in U'(\mathbb{A}_F)$ and $(\delta, \gamma) \in N(F) \rtimes P'(F)$;
- $\varphi$ is smooth;
Here, \( \varphi \) is said to be of moderate growth if there is a positive integer \( m \) and a constant \( C \) such that
\[
|\varphi(n, g)| < C\|g\|^m
\]
for all \( (n, g) \in N(\mathbb{A}_F) \times G' \).

We denote by \( \mathcal{A}_{P'}(N \times G') \) the space of automorphic forms on \( N(\mathbb{A}_F) \times G' \) satisfying the above properties. When \( P' = G' \), we simply write \( \mathcal{A}(N \times G') \) for \( \mathcal{A}_{G'}(N \times G') \). Note that if \( N \) is the trivial group \( 1 \), \( \mathcal{A}_{G'}(1 \times G') \) is just \( \mathcal{A}(G') \).

For \( \varphi \in \mathcal{A}(N \times G') \), define \( \varphi_{P'} : N(\mathbb{A}_F) \times G' \to \mathbb{C} \) by
\[
\varphi_{P'}(n, g) := \int_{[U']} \varphi(n, ug)du \quad \text{for} \quad (n, g) \in N(\mathbb{A}_F) \times G'.
\]
It is obvious that \( \varphi_{P'} \in \mathcal{A}_{P'}(N \times G') \). If we regard \( \varphi \in \mathcal{A}(1 \times G') \) as \( \varphi \in \mathcal{A}(G') \), then \( \varphi_{P'} \) is the usual constant term of \( \varphi \in \mathcal{A}(G') \) along \( P' \) defined by
\[
\varphi_{P'}(g) = \int_{[U']} \varphi(ug)du.
\]

Like automorphic forms on \( G' \), we can decompose automorphic forms on \( N(\mathbb{A}_F) \times G' \). To describe it precisely, we introduce some notations.

Write \( X(G') \) for the group of \( F \)-rational characters of \( G' \). Let \( (a'_0)^* \) be the \( \mathbb{R} \)-vector space spanned by the lattice \( X(M'_0) \) and \( a'_0 = \text{Hom}((a'_0)^*, \mathbb{R}) \) its dual space. The canonical pairing on \( (a'_0)^* \times a'_0 \) is denoted by \( \langle , \rangle \). Let \( \Delta'_0 \) and \( (\Delta'_0)^\vee = \{ \alpha^\vee : \alpha \in \Delta'_0 \} \) be the sets of simple roots and simple coroots in \( (a'_0)^* \) and \( a'_0 \), respectively. Write \( (\Delta'_0)^\vee \) and \( \hat{\Delta}'_0 \) for the dual bases of \( \Delta'_0 \) and \( (\Delta'_0)^\vee \), respectively. (In other words, \( (\Delta'_0)^\vee \) and \( \hat{\Delta}'_0 \) are the set of coweights and weights, respectively.) For a standard parabolic subgroup \( P' = M_{P'}U_{P'} \) of \( G' \), write \( A_{M_{P'}} \) for the maximal split torus in the center of \( M_{P'} \) and \( a_{P'}^* = X(M_{P'}) \otimes_{\mathbb{Z}} \mathbb{R} \) and \( a_{P'} \) for its dual space.

Let \( Q' \subset P' \) be a pair of standard parabolic subgroups of \( G' \). There is a canonical injection \( a_{P'} \hookrightarrow a_{Q'} \) and a canonical surjection \( a_{Q'} \twoheadrightarrow a_{P'} \) induced by two inclusion maps \( A_{M_{P'}} \hookrightarrow A_{M_{Q'}} \) and \( M_{Q'} \twoheadrightarrow M_{P'} \). So we have a canonical decomposition
\[
a_{Q'} = a_{Q'}^{P'} \oplus a_{P'}, \quad a_{Q'}^* = (a_{Q'}^{P'})^* \oplus a_{P'}^*.
\]
In particular, if we take \( Q' = P'_0 \), we have a decomposition
\[
a'_0 = (a'_0)^{P'} \oplus a_{P'}, \quad (a'_0)^* = (a'_0)^{P'}^* \oplus a_{P'}^*.
\]

Let \( \Delta_{P'} \) be the subset of \( \Delta'_0 \) consisting of simple roots whose restriction to \( a_{P'}^* \) is non-trivial. We denote by \( \Delta_{Q'}^{P'} \) the subset of \( \Delta_{Q'} \) appearing in the root decomposition of the Lie algebra of the unipotent radical \( U_{Q'} \cap M_{P'} \). Then for \( H \in a_{P'} \), \( \langle \alpha, H \rangle = 0 \) for all \( \alpha \in \Delta_{Q'}^{P'} \) and so \( \Delta_{Q'}^{P'} \subset (a_{Q'}^{P'})^* \). Note that \( \Delta_{P'} = \Delta_{P'}^{P'} \).

For any \( \alpha \in \Delta_{Q'}^{P'} \), there is an \( \tilde{\alpha} \in \Delta'_0 \) whose restriction to \( (a_{Q'}^{P'})^* \) is \( \alpha \). Write \( \alpha^\vee \) for the projection of \( \tilde{\alpha}^\vee \) to \( a_{Q'}^{P'} \). Define
\[
(\Delta_{Q'}^{P'})^\vee = \{ \alpha^\vee : \alpha \in \Delta_{Q'}^{P'} \}.
\]
Define \( \hat{\Delta}^P_{Q'} \subset (a^P_{Q'})^* \) and \((\hat{\Delta})^P_{Q'} \subset a^P_{Q'}\) to be the dual bases of \((\Delta^P_{Q'})^\vee\) and \(\Delta^P_{Q'}\), respectively. Thus, \( \hat{\Delta}^P_{Q'} \) is the set of simple weights and \((\hat{\Delta})^P_{Q'} \) is the set of coweights. We simply write \( \hat{\Delta}^\vee_{P'} \) for \((\hat{\Delta})^P_{Q'} \) and \(\hat{\Delta}^P_{P'} \) for \(\Delta^P_{P'} \), respectively.

Let \( \tau^P_{Q'} \) be the characteristic function of the subset
\[
\{ H \in a'_0 : \langle \alpha, H \rangle > 0 \text{ for all } \alpha \in \hat{\Delta}^P_{Q'} \} \subset a'_0
\]
and let \( \hat{\tau}^P_{Q'} \) be the characteristic function of the subset
\[
\{ H \in a'_0 : \langle \varpi, H \rangle > 0 \text{ for all } \varpi \in \hat{\Delta}^{\vee}_{Q'} \} \subset a'_0.
\]

Since these two functions depend only on the projection of \(a'_0\) to \(a^P_{Q'}\), we also regard them as functions on \(a^P_{Q'}\). For simplicity, write \(a^P_{\tau'}\) for \(a^P_{Q'}\) and \(\tau^P_{\tau'}\), \(\hat{\tau}^P_{\tau'}\) for \(\tau^P_{Q'}\), \(\hat{\tau}^P_{Q'}\), respectively.

For each parabolic subgroup \(P' = M'U'\) of \(G'\), we have a height map
\[
H_{P'} : G'(\mathbb{A}_F) \to a_{P'}
\]
characterized by the following properties (see [1] page 917):

- \( |x|^p(m) = e^{(X,H_{P'}(m))} \) for all \( X \in X(M') \) and \( m \in M'(\mathbb{A}_F) \);
- \( H_{P'}(umk) = H_{P'}(m) \) for all \( u \in U'(\mathbb{A}_F), m \in M'(\mathbb{A}_F), k \in K' \).

The restriction of \( H_{P'}\) on \( M'(\mathbb{A}_F) \) is a surjective homomorphism. For a pair of parabolic subgroups \(Q' \subseteq P'\) of \(G'\), it is easy to check that the projection of \(H_{Q'}(g) \in a_{Q'}\) to \(a_{P'}\) is \(H_{P'}(g)\) for all \(g \in G'(\mathbb{A}_F)\).

Denote the kernel of \(H_{P'}|_{M'(\mathbb{A}_F)}\) by \(M'(\mathbb{A}_F)^1\) and the connected component of 1 in \(A_{M'}(\mathbb{R})\) by \(A_{M'}(\mathbb{R})^0\). Write \(A'_0\) for \(A_{M'_0}(\mathbb{R})^0\). Then \(M'(\mathbb{A}_F)\) is the direct product of the normal subgroup \(M'(\mathbb{A}_F)^1\) with \(A_{M'}(\mathbb{R})^0\), and \(H_{P'}\) gives an isomorphism between \(A_{M'}(\mathbb{R})^0\) and \(a_{P'}\). Denote the inverse of this map by \(X \mapsto e^X\). We fix a Haar measure on \(a_{P'}\). Write \(\rho'_0\) for the half sum of positive roots in \((a'_0)^*\) and denote by \(\rho_{P'}, \rho_{Q'}^P\) the projection of \(\rho'_0\) to \((a^P_{Q'})^*\), \((a^P_{Q'})^*\), respectively. Recall that \(e^{2(H_{P'}(p))} = \delta_{P'}(p)\) for \(p \in P'(\mathbb{A}_F)\). We use the similar notation for \(G\) by removing the prime \('\).

Write \(M^1 = pr_{G'}^{-1}(M'(\mathbb{A}_F))\). The following is a generalization of [43, Lemma I.3.2] and can be proved in the same way.

**Proposition 3.2.** An automorphic form \(\phi \in \mathcal{A}_{P'}(N \times G')\) admits a finite decomposition
\[
\phi((n, u\langle X \rangle m k)) = \sum_i Q_i(X)\phi_i((n, m k))e^{(\lambda_i + \rho_{P'}, X)}
\]
for \(u \in U'(\mathbb{A}_F), X \in a_{P'}, m \in M^1\) and \(k \in K'\), where \(\lambda_i \in \mathfrak{a}_{P'}^{*} \otimes_\mathbb{R} \mathbb{C}, Q_i \in \mathbb{C}[\mathfrak{a}_{P'}]\) and \(\phi_i \in \mathcal{A}_{P'}(N \times G')\) satisfies \(\phi_i(n, e^X g) = \phi_i(n, g)\) for \(X \in \mathfrak{a}_{P'}\) and \(g \in G'\).

We denote the finite set of exponents \(\lambda_i\) appearing in the above decomposition of \(\phi\) by \(\mathcal{E}_{P'}(\phi)\). When \(N = 1\), the above proposition is nothing but [43, Lemma I.3.2].

As we shall see in the next section, we are mainly interested in the situation \(N \times G' \subseteq G\). In this case, we will consider the restriction of the constant terms of functions in \(\mathcal{A}(G) \otimes \mathcal{A}(N \times G')\) to \(N(\mathbb{A}_F) \times G'\). Therefore, we introduce the following notation to denote it.

For \(\phi \in \mathcal{A}(G), \phi' \in \mathcal{A}(N \times G')\) and a parabolic subgroup \(\tilde{S} = S_1 \times S_2'\) of \(G \times G'\), a function \((\phi \otimes \phi')_{\tilde{S}} : N(\mathbb{A}_F) \times G' \to \mathbb{C}\) is defined by
\[
(\phi \otimes \phi')_{\tilde{S}}(n, g) = \phi_{S_1}(ng)\phi'_{S_2}(n, g).
\]
4. The GGP triplets

From now on, we focus on special triplets of algebraic groups \((G, G', N)\) which appear in the setting of the GGP conjecture.

Let \(E\) be either \(F\) or a quadratic extension of \(F\) with adele ring \(\mathbb{A}_E\). For a place \(v\) of \(F\), denote by \(E_v\) the localization of \(E\) at \(v\). Fix a non-trivial additive character \(\psi\) of \(F\) and the quadratic character \(\omega\) of \(\mathbb{A}_E^\times\) associated to \(E/F\) by the global class field theory. (When \(E = F\), \(\omega\) is just the trivial character.) Fix a character \(\mu\) of \(E^\times \mathbb{A}_E^\times\) such that \(\mu|\mathbb{A}_E^\times = \omega\). Write \(|\cdot|_v\) for the normalized absolute valuation on \(E_v\) and for \(x \in \mathbb{A}_E^\times\), put \(|x|_E = \prod_v |x|_{E_v}\). When \(E = F\), we simply write \(|\cdot|_F\) for \(|\cdot|_F\) and \(|\cdot|\) for \(|\cdot|_F\).

Occasionally, we regard \(\mu\) as the character of \(E\backslash \mathbb{A}_E^\times\) by composition with the trace map \(\text{Tr}_{E/F}\). We also view \(\mu\) and \(|\cdot|_E\) as the characters of \(GL_n(\mathbb{A}_E)\) by composition with the determinant map. Sometimes, we denote \(\mu \circ \det_{GL_n}\) by \(\mu(n)\).

Fix \(\epsilon \in \{\pm\}\). Let \((W_n, (\cdot, \cdot)_n)\) be a non-degenerate \(n\)-dimensional \(\epsilon\)-Hermitian space over \(E\) and \(W_m\) its a \(m\)-dimensional subspace. Let \(W_m^\perp\) be the orthogonal complement of \(W_m\) in \(W_n\) and \((\cdot, \cdot)_m\) be the restriction of \((\cdot, \cdot)_n\) to \(W_m\). We further assume that \((\cdot, \cdot)_m\) is also non-degenerate and

- \(\epsilon \cdot (-1)^{\dim W_m^\perp} = -1\);
- \(W_m^\perp\) in \(W_n\) is a split space.

When \(n - m = 2r\), the second condition means that there exist \(r\)-dimensional isotropic subspaces \(X, X^*\) of \(W_m^\perp\) such that \(W_m^\perp = X \oplus X^*\). When \(n - m = 2r + 1\), it means that there exist \(r\)-dimensional isotropic subspaces \(X, X^*\) and a non-isotropic hermitian line \(E\) in \(W_m^\perp\) such that \(E\) is orthogonal to \(X \oplus X^*\).

Let \(k, k'\) be Witt indices of \(W_n, W_m\), respectively. When \(n - m = 2r\) (resp. \(n - m = 2r + 1\)), it is easy to check \(k = k' + r\) (resp. \(k' + r \leq k \leq k' + r + 1\)). Let \(G_n\) be the isometry group of \((W_n, (\cdot, \cdot)_n)\) and \(G_m\) of \((W_m, (\cdot, \cdot)_m)\). We identify \(G_m\) as the subgroup of \(G_n\) which acts trivially on \(W_m^\perp\). We fix a norm \(\|\cdot\|_{G_n}\) on \(G_n(\mathbb{A}_F)\) and define a norm \(\|\cdot\|_{G_m}\) on \(G_m(\mathbb{A}_F)\) by

\[
\|g'\|_{G_m} := \|g'\|_{G_n}, \quad g' \in G_m(\mathbb{A}_F).
\]

Until section 6, we fix \(n, m\) and use the notation \(G\) and \(G'\) to denote \(G_n\) and \(G_m\), respectively.

We fix maximal totally isotropic subspaces \(X'_k, Y'_k\) of \(W_m\) which are in duality with respect to \((\cdot, \cdot)_m\). We fix also their complete flags

\[
0 = X'_0 \subset X'_1 \subset \cdots \subset X'_k,
0 = Y'_0 \subset Y'_1 \subset \cdots \subset Y'_k,
\]

in order that for all \(1 \leq i \leq k'\), \(X'_i\) and \(Y'_i\) are in duality with respect to \((\cdot, \cdot)_m\). Let \(P' = M'_0 U'_0\) be the parabolic subgroup of \(G'\) defined as the stabilizer of the above complete flag of subspaces within \(X'_k\) with the Levi subgroup \(M'_0\), which stabilizes the complete flag of subspaces within \(Y'_k\). Let \(A'_{M'_0}\) be the maximal split torus in \(M'_0\) and call any \(F\)-parabolic subgroup \(P'\) of \(G'\) which contains \(P' = M'_0 U'_0\) standard. We also fix a maximal compact subgroup \(K' = \prod_{k} K'_k\) of \(G'(\mathbb{A}_F)\) which satisfies \(G'(\mathbb{A}_F) = P'_0(\mathbb{A}_F)K'\) and for every standard parabolic subgroup \(P' = M'U'\) of \(G'\),

\[
P'(\mathbb{A}_F) \cap K' = (M'(\mathbb{A}_F) \cap K') (U'(\mathbb{A}_F) \cap K')
\]

and \(M'(\mathbb{A}_F) \cap K'\) is still maximal compact in \(M'(\mathbb{A}_F)\) (see [13, I.1.4]).

Let \(P(X'_k)\) be the parabolic subgroup of \(G\) defined as the stabilizer of the same complete flag of subspaces within \(X'_k\). Fix a complete flag \(X\) of subspaces within \(X\) and let \(N_{n, r}\) be the unipotent radical of the parabolic subgroup of \(G\) defined as the stabilizer of \(X\). Let \(P_1 = M_0 U_0\) be a minimal \(F\)-parabolic
subgroup of $G$ contained in $P(X_{k'})$ and stabilizes $X$. Note that $N_{n,r} \subseteq U_0$. We also fix a maximal compact subgroup $K$ of $G(\mathbb{A}_F)$ containing $K'$ as we choose $K'$ in $G'(\mathbb{A}_F)$. Note that the map $P \rightarrow P \cap G'$ gives a bijection between the set of $F$-parabolic subgroups of $G$ that contain $P(X_{k'})$ and the set of standard parabolic subgroups of $G'$. Throughout the rest of the paper, a parabolic subgroup of $G$ (resp. a parabolic subgroup of $G'$) always means a standard parabolic subgroup of $G$ containing $P(X_{k'})$ (resp. a standard parabolic subgroup of $G'$). When $P$ is a parabolic subgroup of $G$, we use the letter $P'$ to denote $P \cap G'$ and vice versa. In particular, $\left( P(X_{k'}) \right)' = P'_0$.

Since $a'_0$ (resp. $a_0$) is isomorphic to $\mathbb{R}^{k'}$ (resp. $\mathbb{R}^k$), we regard functions on $a'_0$ as those of $a_0$ by composing them with the projection. Additionally, since both $P$ and $P'$ contain $P(X_{k'})$ and $P_0'$, respectively, $a_P$ and $a_{P'}$ are isomorphic. Therefore, we will identify them and establish fixed Euclidean norms $| \cdot |_p$ on $a_P$ and $| \cdot |_{p'}$ on $a_{P'}$ so that they become the same through the identification of $a_P$ and $a_{P'}$.

Let $I$ be either $G$ or $G'$. Let $I(\mathbb{A}_F)^1 = \cap_{\chi \in X(I)} \ker(\{\chi\})$ and $I(F \otimes_{\mathbb{Q}} \mathbb{R})^1 = I(\mathbb{A}_F)^1 \cap I(F \otimes_{\mathbb{Q}} \mathbb{R})$, where $X(I)$ is the additive group of homomorphisms from $I$ to $GL(1)$ defined over $F$. Then $I(F) \subseteq I(\mathbb{A}_F)^1$. When $E = F$ and $\epsilon = -1$, $I$ is the symplectic group. Then it has a non-trivial double cover, which is called the metaplectic group. We define the topological group $I$ and the surjective morphism $pr : I \rightarrow I(\mathbb{A}_F)$ according to $(E, \epsilon)$ as follows:

$$I = \begin{cases} 
\text{a metaplectic double cover of } I(\mathbb{A}_F), & E = F, \epsilon = -1; \\
I(\mathbb{A}_F), & \text{otherwise,} 
\end{cases}$$

$$pr = \begin{cases} 
\text{a double covering map whose kernel is } \{ \pm 1 \}, & E = F, \epsilon = -1; \\
\text{identity map,} & \text{otherwise.}
\end{cases}$$

The letters $P, Q$ (resp. $P', Q'$) are reserved for parabolic subgroups of $G$ (resp. $G'$) and $M, L$ (resp. $M', L'$) for their Levi subgroups and $U, V$ (resp. $U', V'$) for their unipotent radicals. We fix the minimal $F$-parabolic subgroup $P_0 \times P'_0$ of $G \times G'$ and call $P \times Q'$ a parabolic subgroup of $G \times G'$ if $P$ and $Q'$ are parabolic subgroups of $G$ and $G'$ respectively. To distinguish the notation of parabolic subgroups of $G \times G'$ with those of $G$, we use the letter $S$ for parabolic subgroups of $G \times G'$. Let $\theta$ be the involution on the set of parabolic subgroups of $G \times G'$ sending $P \times Q'$ to $Q \times P'$. Then the map $P \rightarrow P \times P'$ gives a bijection between parabolic subgroups of $G$ and $\theta$-invariant parabolic subgroups of $G \times G'$. We use the letter $P$ to denote $P \times P'$. Let $N$ be a unipotent $F$-subgroup of $G$ which admits a $G'$-action $\sigma : G' \rightarrow \text{Aut}(N)$ such that $N \rtimes G'$ is a $F$-subgroup of $G$.

For $\phi \in \mathcal{A}(G)$, $\phi' \in \mathcal{A}(N \rtimes G')$, we define a function $(\phi \otimes \phi')_{P,N} : G' \rightarrow \mathbb{C}$ as

$$(\phi \otimes \phi')_{P,N}(g) := \int_{[N]} (\phi \otimes \phi')_{T}(n,g)dn.$$ 

**Remark 4.1.** When $N$ is the trivial group $1$, for every $\phi \in \mathcal{A}(G)$ and $\phi' \in \mathcal{A}(1 \rtimes G')$, $(\phi \otimes \phi')_{P,1} = \phi_P \cdot \phi'_{P'}$.

**Proposition 4.2.** For $\phi \in \mathcal{A}(G), \phi' \in \mathcal{A}(N \rtimes G')$, $(\phi \otimes \phi')_{P,N}$ is a $U'(\mathbb{A}_F)P'(F)$-invariant smooth function on $G'$ for any parabolic subgroup $P$ of $G$.

**Proof.** The smoothness readily follows from those of $\phi$ and $\phi'$. To prove the left $U'(\mathbb{A}_F)P'(F)$-invariance, choose an arbitrary $v \in U'(\mathbb{A}_F)$ and $p \in P'(F)$. Then $(\phi \otimes \phi')_{P,N}(apg)$ equals

$$\int_{[N]} \int_{[U']} \int_{[U]} \phi(nu_1 vpg)\phi'(n, u_2 vpg)du_1du_2dn = \int_{[N]} \int_{[U']} \int_{[U]} \phi(nu_1 pg)\phi'(n, u_2 pg)du_1du_2dn.$$
(We used the change of variables \( u_1 \to u_1 v^{-1}, u_2 \to u_2 v^{-1} \).) For each \( i = 1, 2 \), write \( u'_i = p^{-1} u_i p \). Since \( p \in P'(F) \subseteq P'(\mathbb{A}_F)^1 \subseteq P(\mathbb{A}_F)^1 \), we have \( du'_i = du_i \) because \( \delta_{P'}(p^{-1}) = \delta_{P}(p^{-1}) = 1 \). We also write \( n' = \sigma(p^{-1}) n \). Then \( dn' = \delta_\sigma(p^{-1}) dn \), where

\[
\delta_\sigma(p^{-1}) = |\det(d\sigma(p^{-1})| \text{Lie}(N))|
\]

with \( d\sigma(p^{-1}) : \text{Lie}(N) \to \text{Lie}(N) \) being the differential of \( \sigma(p^{-1}) \). Since \( p \in G'(F) \subset G'(\mathbb{A}_F)^1 \), we have \( \delta_\sigma(p^{-1}) = 1 \). Thus

\[
\int_{[N]} \int_{[U']} \int_{[U]} \phi(nu_1 pg) \phi'(n, u_2 pg) du_1 du_2 dn
\]
equals

\[
\int_{[N]} \int_{[U']} \int_{[U]} \phi(pn' u'_1 g)) \phi'((1, p) \cdot (n', u'_2 g)) du'_1 du'_2 dn'
\]

and since \( \varphi \) is \( N(F) \times G'(F) \)-invariant, the last integral equals

\[
\int_{[N]} \int_{[U']} \int_{[U]} \phi(n' u'_1 g) \phi(n', u'_2 g) du'_1 du'_2 dn' = (\phi \otimes \phi')_{P,N}(g).
\]

This shows that \( (\phi \otimes \phi')_{P,N} \) is a left \( U'(\mathbb{A}_F)P'(F) \)-invariant function.

\[\square\]

5. Mixed truncation

In this section, we introduce the mixed truncation which is an essential ingredient to define regularized periods.

Let \( T' \in \mathfrak{a}'_0 \). For \( \phi_1 \in \mathfrak{A}(G), \phi_2 \in \mathfrak{A}(N \rtimes G') \), we define their mixed truncation by

\[
\Lambda^T_m(\phi_1 \otimes \phi_2)(g) = \sum_{P'} (-1)^{\dim a_{P'}} \sum_{\gamma \in P'(F) \setminus G'(F)} (\phi_1 \otimes \phi_2)_{P,N}(\gamma g) \hat{\tau}_{P'}(H_{P'}(\gamma g) - T') , \ g \in G'.
\]

More generally, we define a partial mixed truncation by

\[
\Lambda^{T,P'}_m(\phi_1 \otimes \phi_2)(g) = \sum_{Q' \subset P'} (-1)^{\dim a_{Q'}} \sum_{\delta \in Q'(F) \setminus P'(F)} (\phi_1 \otimes \phi_2)_{Q,N}(\delta g) \hat{\tau}_{P'}(H_{Q'}(\delta g) - T').
\]

Then \( \Lambda^{T,P'}_m(\phi_1 \otimes \phi_2) \) is a function on \( P'(F) \setminus G' \).

For any two parabolic groups \( Q' \subseteq P' \), Langlands’ combinatorial lemma asserts that

\[
\sum_{Q' \subseteq R' \subseteq P'} (-1)^{\dim a_{R'}} \tau_{Q'}^{R'} \tau_{R'}^{P'} = \begin{cases} 1 & \text{if } P' = Q' \\ 0 & \text{otherwise}. \end{cases}
\]

We put

\[
\Gamma_{Q'}^{P'}(H', X) = \sum_{Q' \subseteq R' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tau_{Q'}^{R'}(H') \hat{\tau}_{R'}^{P'}(H' - X), \ H', X \in \mathfrak{a}'_0.
\]

Note that this function depends only on the projection of \( H' \) and \( X \) onto \( \mathfrak{a}_{Q'}^{P'} \) and for a fixed \( X \), it is compactly supported function of \( H' \in \mathfrak{a}_{Q'}^{P'} \).

The following lemma is a consequence of Langlands’ combinatorial lemma.
Lemma 5.1. For $H', X \in \mathcal{A}_0$, 

\begin{align*}
\tau^{P'}_Q(H' - X) &= \sum_{Q' \subseteq R' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tilde{\tau}^R_{Q'}(H) \Gamma^{P'}_{R'}(H', X), \\
\tau^{P'}_Q(H' - X) &= \sum_{Q' \subseteq R' \subseteq P'} \Gamma^{R'}_{Q'}(H' - X, -X) \cdot \tau^{P'}_R(H').
\end{align*}

Proof. Note that 

$$
\sum_{Q' \subseteq R' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tilde{\tau}^R_{Q'}(H') \Gamma^{P'}_{R'}(H', X) = \sum_{Q' \subseteq R' \subseteq P'} \sum_{R' \subseteq S' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tilde{\tau}^R_{Q'}(H') \tau^{S'}_{R'}(H' - X)
$$

By (5.1), it equals to $\tilde{\tau}^{P'}_{Q'}(H' - X)$. This proves (5.2).

On the other hand, 

$$
\sum_{Q' \subseteq R' \subseteq P'} \Gamma^{R'}_{Q'}(H' - X, -X) \cdot \tau^{P'}_R(H')
$$

$$
= \sum_{Q' \subseteq R' \subseteq P'} \sum_{R' \subseteq S' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tilde{\tau}^R_{Q'}(H') \tau^{S'}_{R'}(H')
$$

$$
= \sum_{Q' \subseteq S' \subseteq P'} \tau^{S'}_{Q'}(H' - X) \sum_{S' \subseteq R' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tilde{\tau}^R_{S'}(H') \tau^{P'}_{R'}(H').
$$

By (5.1), it equals to $\tau^{P'}_{Q'}(H' - X)$. This proves (5.3).

The mixed truncation has the following property.

Lemma 5.2. Let $\phi \in \mathcal{A}(G), \phi' \in \mathcal{A}(N \times G')$. Then for all $g \in G'$, 

$$
\Lambda^{T'+S',P'}_m(\phi \otimes \phi')(g) = \sum_{Q' \subseteq P'} \sum_{\delta \in Q'(F) \setminus P(F)} \Lambda^{T',Q'}_m(\phi \otimes \phi')(\delta g) \cdot \Gamma^{P'}_{Q'}(H_Q(\delta g) - T', S').
$$

Proof. Using (5.2), $\Lambda^{T'+S',P'}_m(\phi \otimes \phi')(g)$ equals 

$$
\sum_{Q' \subseteq P'} (-1)^{\dim a_{Q'}} \cdot \sum_{\delta \in Q'(F) \setminus P(F)} (\phi_1 \otimes \phi_2)_{Q,N}(\delta g)
$$

$$
\times \left( \sum_{Q' \subseteq R' \subseteq P'} (-1)^{\dim a_{R'}} \cdot \tilde{\tau}^R_{Q'}(H_Q'(\delta g) - T') \Gamma^{P'}_{R'}(H_{R'}(\delta g) - T', S') \right).
$$

Write $\delta = \delta_1 \delta_2$, where $\delta_1 \in Q'(F) \setminus R'(F), \delta_2 \in R'(F) \setminus P'(F)$. Then $H_{R'}(\delta g) = H_{R'}(\delta_2 g)$ and thus 

$$
\Lambda^{T'+S',P'}_m(\phi \otimes \phi')(g)
$$

$$
= \sum_{R' \subseteq P'} \sum_{\delta_2 \in R'(F) \setminus P'(F)} \left( \sum_{Q' \subseteq R'} \sum_{\delta_1 \in Q'(F) \setminus R'(F)} (-1)^{\dim a_{Q'}} \cdot (\phi_1 \otimes \phi_2)_{Q,N}(\delta_1 \delta_2 g) \cdot \tilde{\tau}^R_{Q'}(H_{Q'}(\delta_1 \delta_2 g) - T') \right).
$$
This completes the proof. \(\square\)

For any two parabolic subgroups \(Q' \subseteq P'\), put
\[
\sigma_{Q'}^{P'} = \sum_{Q' \subseteq R'} (-1)^{\dim_{\mathbb{Q}}^{R'}} \cdot \tau_{P'}^{R'} \cdot \tau_{R'}.
\]

Using the binomial theorem, it is easy to check that for any parabolic subgroup \(P_1 \supseteq P'\),
\[
(5.4) \quad \tau_{P}^{P_1} \cdot \tau_{P_1} = \sum_{P_1' \subseteq R'} \sigma_{P_1'}^{R'}.
\]

For a parabolic subgroup \(P = U M\) (resp. \(P' = U'M')\) of \(G\) (resp. \(G'\)), write \(M^1 = pr_{-1}(M^1(\mathbb{A}_F))\) (resp. \(M'^1 = pr_{-1}(M'^1(\mathbb{A}_F))\)). Let \(w\) be a compact subset of \(U_0(\mathbb{A}_F)M_0^1\) and \(t_0 \in a_0\). Note that \(M_0^1\) is the direct product of the normal subgroup \(M_0^1\) with \(A_0\). Put
\[
A_0(t_0) = \{a \in A_0 \mid \langle \beta, H_{P_0}(a) - t_0 \rangle > 0 \quad \text{for all } \beta \in \Delta_{P_0}^\mathbb{Q}\}.
\]

For any parabolic subgroup \(P\) of \(G\) and \(T \subseteq a_0\), define a Siegel set and a truncated Siegel set relative to \(P\) by
\[
S_P^P = S^P(t_0) = \{x = pak \mid p \in w, a \in A_0(t_0), k \in K\},
\]
\[
S_P^P(T) = S^P(t_0, T) = \{x \in S^P(t_0) \mid \langle \alpha, H_{P_0}(x) - T \rangle \leq 0 \quad \text{for all } \alpha \in \Delta_{P_0}^\mathbb{Q}\},
\]
respectively. When \(P = G\), we simply write \(S = S^G\) and \(S(T) = S^G(T)\). Let \(F^P(g, T)\) be the characteristic function on \(P(F)S^P(T)\) in \(G\). We take \(w, w', S^P, S^P(T)\) and \(F^P(g, T)\) similarly. We choose \(w, w', t_0, t'_0\) so as to \(G = P(F)S^P\) and \(G' = P'(F)S'^{P'}\).

The following lemma, which is a generalization of [31, Lemma 2.1], is crucial to prove the rapidly decreasing property of \(\Lambda_m^{T',P'}\).

**Lemma 5.3.** For any \(w', t'_0\), we can choose \(w\) and \(t_0\) so that \(S'^{P'} \subseteq S^P\).

**Proof.** When \(k = k' + r\), the lemma is obvious because \(P_0' = P_0 \cap G'\). Suppose \(k > k' + r\) and we fix \(w', t'_0\). Since \(A'_0 \subseteq A_0\), we can choose \(t_0 \in a_0\) such that \(A'_0(t'_0) \subseteq A_0(t_0)\). We shall find a compact subset \(w \subseteq U_0(A_0 \mathbb{A}_F)M_0^1\) such that \(w' A'_0(t'_0)K' \subseteq wA_0(t_0)K\).

Choose arbitrary \(g \in w' A'_0(t'_0)K'\) and decompose it \(g = w'm'a'k'\), where \(w' \in U_0^1, m' \in M_0^1, a' \in A'_0(t'_0), k' \in K'\). Note that \(U_0^1 \subseteq U_0, A'_0(t'_0) \subseteq A_0(t_0)\) and \(K' \subseteq K\), though \(P_0'\) is not contained in \(P_0\). Let \(W_{m,k'}\) be the orthogonal complement of \(X_{k'} + Y_{k'}\) in \(W_m\) and \(G_{k'}^1\) its isometry group. Since \((M_0^1)^1 = (A_{M_0}^1)^1 \times G_{k'}^1\) and \(A_{M_0}^1 \subseteq A_{M_0}\), we may assume \(m' \in G_{k'}^1(\mathbb{A}_F)\). Let \(W_{n,k'}\) be the orthogonal complement of \(X_{k'} + Y_{k'}\) in \(W_n\) and put \(G_{k'}\) its isometry group. Since \(k > k' + r\), \(G_{k'} \cap P_0\) is a proper parabolic subgroup of \(G_{k'}\). Since \(G_{k'} \subseteq G_{k'}\), using the Iwasawa decomposition of \(G_{k'}\) with respect to \(G_{k'} \cap P_0\), we can decompose \(m'\) in \(G_{k'}\) as \(u_0m_0k_0\), where \(u_0 \in G_{k'} \cap U_0, m_0 \in G_{k'} \cap M_0, k_0 \in G_{k'} \cap K\). Since \(G_{k'}^1\) and \(A_0'\) are commutative, \(u'm'a'k' = u'u_0m_0a'd'k' = u'u_0m_0a'd'k_0k\). This shows that we can find \(w\) as desired. \(\square\)

Now, we prove the rapidly decreasing property of \(\Lambda_m^{T',P'}\).
Lemma 5.4. Let $\phi \in \mathcal{A}(G), \phi' \in \mathcal{A}(N \times G')$. Then for every positive integer $N_1$ and $k \in K'$,

$$\sup_{m \in S^{P'} \cap M^1} |\Lambda_{m}^{T'}(\phi \otimes \phi')(mk)| \cdot \|m\|_{G'}^{N_1} < \infty.$$  

Proof. It is enough to show when $P' = G'$ and $k = 1$. Fix $T' \in a'_0$ and for each parabolic subgroup $P'$ of $G'$, choose $S^{P'}$ so that $G' = P'(F)S^{P'}$. [I] Lemma 6.4] says that

$$\sum_{P'_1 \subseteq P'} \sum_{\delta \in P'_1(F) \backslash P'(F)} F_{P'_1}(\delta x, T') \tau_{P'_1}^{P'}(H_{P'_1}(\delta x) - T') = 1.$$  

By substituting (5.5) into the definition of $\Lambda_{m}^{T'}(\phi \otimes \phi')(g)$, we have

$$\Lambda_{m}^{T'}(\phi_1 \otimes \phi_2)(g) = \sum_{P'} (-1)^{\text{dim}_{a_{P'}}} \sum_{\delta \in P'(F) \backslash G'(F)} F_{P'}(\delta, T')(\phi \otimes \phi)(P, P_N(\delta g) \tau_{P'}(H_{P'}(\delta g) - T'))$$

$$\sum_{P'_1 \subseteq P'} \sum_{\delta \in P'_1(F) \backslash P'(F)} F_{P'_1}(\delta, T')(\phi_1 \otimes \phi_2)(P, P_N(\delta g) \tau_{P'_1}(H_{P'_1}(\delta g) - T'))$$

$$\tau_{P'}(H_{P'}(\delta g) - T')$$

$$= \sum_{P'_1 \subseteq P'} \sum_{\delta \in P'_1(F) \backslash G'(F)} F_{P'_1}(\delta, T')(\phi_1 \otimes \phi_2)(P, P_N(\delta g) \tau_{P'_1}(H_{P'_1}(\delta g) - T') \tau_{P'}(H_{P'}(\delta g) - T').$$

(In the last equality, we used the fact $(\phi_1 \otimes \phi_2)(P, P_N(\delta g) \tau_{P'}(H_{P'}(\delta g) - T') = (\phi_1 \otimes \phi_2)(P, P_N(\delta g) \tau_{P'}(H_{P'}(\delta g) - T'))$.

Using (5.4), we have

$$\Lambda_{m}^{T'}(\phi_1 \otimes \phi_2)(g) = \sum_{P'_1 \subseteq P'} \sum_{\delta \in P'_1(F) \backslash G'(F)} F_{P'_1}(\delta, T')(\phi_1 \otimes \phi_2)(P, P_N(\delta g) \tau_{P'_1}(H_{P'_1}(\delta g) - T') \tau_{P'}(H_{P'}(\delta g) - T')$$

$$\times \sum_{P'_1 \subseteq P'} \sum_{\delta \in P'_1(F) \backslash G'(F)} F_{P'_1}(\delta, T')(\phi_1 \otimes \phi_2)(P, P_N(\delta g) \tau_{P'_1}(H_{P'_1}(\delta g) - T') \tau_{P'}(H_{P'}(\delta g) - T').$$

where

$$\phi_{P_1, Q}(n, g) = \sum_{P_1 \subseteq R \subseteq Q} (-1)^{\text{dim}_{a_{R}}} (\phi \otimes \phi')(R)(n, g).$$

By applying the similar argument in the proof of [66 Lemma 8.2.1(1)], one can show that

$$(-1)^{\text{dim}_{a_{P_1}}} \phi_{P_1, Q}(n, g) = \sum_{P_1 \subseteq S \subseteq Q} (-1)^{\text{dim}_{a_S}} \phi_{S, Q}(n, g),$$

where $\tilde{S} = \{S_1, S'_2\}$ runs over all parabolic subgroups of $G \times G'$ between $\tilde{P}_1$ and $\bar{Q}$ such that $S_1 \cap S_2 = P_1$ and

$$\phi_{S, Q}(n, g) = \sum_{\tilde{S} \subseteq R \subseteq \bar{Q}} (-1)^{\text{dim}_{a_{R}}} (\phi \otimes \phi')(R)(n, g).$$

Note that

$$|\phi_{S, Q}(n, g)| = |\phi_{S_1, Q}(ng)| \cdot |\phi'_{S_2, Q}(n, g)|$$
where
\[
\phi_{S_1,Q}(h) = \sum_{S_1 \subseteq R \subseteq Q} (-1)^{\dim R} \phi_R(h), \quad h \in G
\]
and
\[
\phi'_{S_2,Q'}(n,g) = \sum_{S_2' \subseteq R' \subseteq Q'} (-1)^{\dim R'} \phi'_{R'}(n,g), \quad (n,g) \in N \times G'.
\]

Choose \( \delta \in G'(F) \) and \( g \in S' \) such that \( F^{P_1'}(\delta g,T') \sigma_{P_1'}^{Q'}(H_{P_1}(\delta g) - T') \neq 0 \). Note that \( \sigma_{P_1'}^{Q'} \) is a characteristic function by [1, Lemma 6.1]. Therefore, by Lemma 5.3 we can take \( T \in a_0 \) positive enough such that the projection of \( T \) to \( a_{P_1'} \simeq a_0 \) is \( T' \) and \( P'(F)S^{P'}_1(T') \subseteq P(F)S^P(T) \) and \( F^{P_1}(\delta g,T) \sigma_{P_1}^{Q_1}(H_{P_1}(\delta g) - T) \neq 0 \). The property (iv) of the heights function in [43, I.2.2] shows that there are positive constants \( c_1, \epsilon \) such that
\[
eq e^{\|H_{P_1}(a)\|_{F_1}} = e^{\|H_{P_1}(a)\|_{F_1}'} > c_1\|a\|^{\epsilon} \quad \text{for all } a \in A_{P_1'}(\mathbb{R})^0.
\]
If we apply the same arguments in [2] page 92-96 to \( G' \) and \( G \), respectively, there exists a positive constant \( c_{P_1',Q'} \) such that for all \( g \in S' \) and \( \delta \in G'(F) \) with \( F^{P_1}(\delta g,T') \sigma_{P_1'}^{Q'}(H_{P_1}(\delta g) - T') \neq 0 \),
\[
\|g\|_G^{N_2} \int |\phi_{S_1,Q}(n\delta g)|dn < c_{P_1',Q'} \quad \text{and} \quad \|g\|_G^{N_2} \int |\phi'_{S_2,Q'}(n,\delta g)|dn < c_{P_1',Q'}
\]
for all positive integer \( N_2 \). Furthermore, there are positive constant \( c_{T',N_3} \) such that
\[
\sum_{P_1' \subseteq Q'} \sum_{\delta \in P_1'(F) \setminus G'(F)} F^{P_1}(\delta g,T') \sigma_{P_1'}^{Q'}(H_{P_1}(\delta g) - T') < c_{T'}\|g\|^N_{G'}, \quad g \in G^{N_1}.
\]
(See [2] page 96-97.)

Thus if we choose \( N_2 \) so that \( 2N_2 \epsilon \geq N_1 + N_3 \), it follows
\[
\sup_{g \in S' \cap G'} |\Lambda_{m}^{T'}(\phi \otimes \phi')(g)| \cdot \|g\|_G^{N_1} < \infty.
\]
This completes the proof. \( \square \)

6. Regularized trilinear periods

In this section, we shall define the regularized trilinear periods using the mixed truncation introduced in the previous section. We keep the same notations and conventions as in Section 2.

Let \( C \) be the kernel of \( pr \) and \( H \) be either \( G \) or \( N \times G' \) or \( G' \). Then
\[
C = \begin{cases} 
\{\pm 1\}, & \text{if } (E, \epsilon) = (F, -1), \\
\{1\}, & \text{if } (E, \epsilon) \neq (F, -1)
\end{cases}
\]
When \( (E, \epsilon) = (F, -1) \), for \( f \in \mathcal{A}(H) \), we call \( f \) genuine if
\[
f(\xi g) = \xi f(g) \quad (\xi \in C, \ g \in H).
\]
When \( (E, \epsilon) \neq (F, -1) \), for any \( f \in \mathcal{A}(H) \), we have
\[
f(\xi g) = f(g) \quad (\xi \in C, \ g \in H),
\]
because \( C = \{1\} \).
Let \( \eta \) for some \((\lambda, \rho) \) represents the regularized integral of a polynomial exponential function over a cone in a vector space. See \[32, \text{Sec } 2\].

Proposition 6.1. The integral in (6.1) is a function of the form \( \sum \lambda p_{\lambda}(T')e^{(\lambda, T')} \), where \( p_{\lambda} \) is a polynomial in \( T' \) and \( \lambda \) can be taken from the set
\[
\bigcup \{ \lambda_1 + \lambda_2 + \lambda_3 + \rho_P \mid \lambda_1 \in E_P(\phi_P), \ \lambda_2 \in E_{P'}(\phi_{P'}), \ \lambda_3 \in E_{P'}(\phi_{P'}^\rho) \}.
\]

Proof. Since \( \Gamma_{P'}^{G'}(X - T', S') \) is compactly supported on \( X \), using Lemma 5.4 we integrate the equation in Lemma 5.2 against \( \phi''(g) \) over \( G'(F)\backslash G'(\A_F)^1 \) to obtain
\[
\int_{G'(F)\backslash G'(\A_F)^1} \Lambda_m^{T' + S'}(\phi \circ \phi')(g)\phi''(g)dg
\]
\[
= \sum_{P'} \int_{G'(F)\backslash G'(\A_F)^1} \left( \sum_{\delta \in P'(F)\backslash G'(F)} \Lambda_m^{T' + P'}(\phi \circ \phi')(\delta g)\phi''(g) \cdot \Gamma_{P'}^{G'}(H_{P'}(\delta g) - T', S') \right) dg
\]
\[
= \sum_{P'} \int_{P'(F)\backslash G'(\A_F)^1} \Lambda_m^{T' + P'}(\phi \circ \phi')(g)\phi''(g) \cdot \Gamma_{P'}^{G'}(H_{P'}(g) - T', S')dg
\]
\[
= \sum_{P'} \int_{K'} \int_{M'(F)\backslash M'(\A_F)^1} \int_{a_{P'}} \Lambda_m^{T' + P'}(\phi \circ \phi')(e^X mk)\phi_{P'}^\rho(e^X mk) \cdot \Gamma_{P'}^{G'}(X - T', S')e^{-2(\rho_{P'} \cdot X)}dXdmdk.
\]

(In the second equality, we used \( \phi''(g) = \phi''(\delta g) \) for all \( \delta \in G(F) \). The symbol \( \int_{a_{P'}} \) in the last equality represents the regularized integral of a polynomial exponential function over a cone in a vector space. See [32, Sec 2].)

The inner integral over \( a_{P'} \) can be expressed in terms of the Fourier transform of \( \Gamma_{P'}^{G'}(\cdot, T') \) evaluated at \( \lambda_1 + \lambda_2 + \lambda_3 + \rho_P \) for \( \lambda_1 \in E_P(\phi_P), \ \lambda_2 \in E_{P'}(\phi_{P'}), \ \lambda_3 \in E_{P'}(\phi_{P'}^\rho). \) Thus by [2, Lemma 2.2], the \#-integral is a polynomial exponential function in \( S' \) whose exponents are \( \{ \lambda_1 + \lambda_2 + \lambda_3 + \rho_P \mid \lambda_1 \in E_P(\phi_P), \ \lambda_2 \in E_{P'}(\phi_{P'}), \ \lambda_3 \in E_{P'}(\phi_{P'}^\rho) \} \).
Definition 6.2. Let $\mathcal{A}_0(G, G')$ be the subspace of triplets in $\mathcal{A}(G, G')$ such that the polynomial corresponding to the zero exponent of (6.1) is constant. For $(\phi, \phi', \phi'') \in \mathcal{A}_0(G, G')$, we define its regularized period $P(\phi, \phi', \phi'')$ as its value $p_0(T')$. We also write

$$P(\phi, \phi', \phi'') = \int_{G'(F)\backslash G'(\mathfrak{A}_F)} (\phi \otimes \phi')_{G,N}(g) \phi''(g) dg.$$  

For a parabolic subgroup $P'$ of $G'$, we set the $\#$-integral

$$P^P_{P'}(\phi, \phi', \phi'') = \int_{P'(F)\backslash G'(\mathfrak{A}_F)} \Lambda_{m}^{P',P}(\phi \otimes \phi')(g) \phi''(g) \tau_{P'}(H_{P'}(g) - T') dg$$

as the triple integral

$$\int_{K'} \int_{M'(F)\backslash M'(\mathfrak{A}_F)} \Lambda_{m}^{P',P}(\phi \otimes \phi')(e^X mk) \phi''(g) \tau_{P'}(X - T') e^{-2(\rho_{P'},X)} dX dm dk.$$  

Since the functions $m \rightarrow \Lambda_{m}^{P',P}(\phi \otimes \phi')(mk)$ are rapidly decreasing, $P^P_{P'}(\phi, \phi', \phi'')$ exists if and only if

$$\langle \lambda_1 + \lambda_2 + \lambda_3 + \rho_P, \omega^\vee \rangle \neq 0$$

for all $\omega^\vee \in (\mathcal{A}^\vee)'$, $\lambda_1 \in E_P(\phi_P)$, $\lambda_2 \in E_{P'}(\phi_{P'})$, $\lambda_3 \in E_{P'}(\phi''_{P'})$ by [32] Lemma 3.

Let $\mathcal{A}^* (G, G')$ be the space of all triplets $(\phi, \phi', \phi'') \in \mathcal{A}(G, G')$ such that

$$\langle \lambda_1 + \lambda_2 + \lambda_3 + \rho_P, \omega^\vee \rangle \neq 0$$

for all $\omega^\vee \in (\mathcal{A}^\vee)'$, $\lambda_1 \in E_P(\phi_P)$, $\lambda_2 \in E_{P'}(\phi_{P'})$, $\lambda_3 \in E_{P'}(\phi''_{P'})$ for all proper parabolic subgroups $P'$ of $G'$.

Proposition 6.3. Let $(\phi, \phi', \phi'') \in \mathcal{A}^* (G, G')$. Then the following statements hold.

(i) $\sum_{P'} P^P_{P'}(\phi, \phi', \phi'')$ is independent of $T'$.

(ii) $P(\phi, \phi', \phi'') = \sum_{P'} P^P_{P'}(\phi, \phi', \phi'')$. It says $\mathcal{A}^* (G, G') \subset \mathcal{A}_0(G, G')$.

(iii) The regularized period $P$ is a right $N(\mathfrak{A}_F) \times G'(\mathfrak{A}_F)$-invariant linear functional on $\mathcal{A}^* (G, G')$.

(iv) If $g \rightarrow (\phi \otimes \phi')_{G,N}(g) \phi''(g)$ is integrable over $G'(F)\backslash G'(\mathfrak{A}_F)$, then

$$P(\phi, \phi', \phi'') = \int_{G'(F)\backslash G'(\mathfrak{A}_F)} (\phi \otimes \phi')_{G,N}(g) \phi''(g) dg.$$  

Proof. The proof of (i) is somewhat similar with [30] Proposition 3.3. By the assumption, $\sum_{P'} P^P_{P'}(\phi, \phi', \phi'')$ is well-defined. Choose a regular $S' \in \mathfrak{a}_0$. Using the Lemma 5.2 and the decomposition of automorphic forms [31], we can write $P_{P'}^{T'+S'}(\phi, \phi', \phi'')$ as

$$\int_{P'(F)\backslash G'(\mathfrak{A}_F)} \sum_{Q' \subseteq P'} \sum_{\delta \in Q'(F)\backslash P'(F)} \Lambda_{m}^{Q',Q'}(\phi \otimes \phi')(\delta g) \phi''(g) \tau_{P'}(H_{P'}(g) - T') \tau_{P'}(H_{P'}(g) - T' - S') dg$$

$$= \int_{Q'(F)\backslash G'(\mathfrak{A}_F)} \sum_{Q' \subseteq P'} \Lambda_{m}^{Q',Q'}(\phi \otimes \phi')(g) \phi''(g) \tau_{P'}(H_{P'}(g) - T') \tau_{P'}(H_{P'}(g) - T' - S') dg$$

$$= \sum_{Q'} \int_{K} \int_{(Q' \cap M')\backslash M'(\mathfrak{A}_F)} \int_{\mathfrak{a}'} \left( \Lambda_{m}^{P',P}(\phi \otimes \phi') \cdot \phi''_{P'} \right) (e^X mk) \Gamma_{Q'}^{P'}(H_{Q'}(m) - T', S') \times \tau_{P'}(X' - T' - S') e^{-2(\rho_{P'},X)} dX dm dk.$$  

$\square$
Using the Iwasawa decomposition of \( M' \) with respect to \( Q' \cap M' = U'_Q, M'_Q \), write \( m = veYk' \) where 
\[
v \in (U_Q \cap M')'(\mathbb{A}_F), \ Y \in a_{Q'}^P, \ l \in M'_Q(\mathbb{A}_F)^1, \ k' \in (K \cap M')'(\mathbb{A}_F).
\]
Since \( U'_Q = U'(U'_Q \cap M) \) and \( \varphi''_p(e^{X}mk) = \varphi''_p(ue^{X}mk) \) for all \( u \in U'(\mathbb{A}_F), \)
\[
\int_{[U'_Q \cap M']} \varphi''_p(e^X ve^{Y}lk'k)dv = \int_{[U']} \int_{[U'_Q \cap M']} \varphi''_p(u'v'e^{X}+Ylk'k)du'dv = \varphi''_Q(e^{X}+Ylk'k).
\]
Thus \( P^{T' + S'}_{p'}(\varphi, \varphi', \varphi'') \) equals the sum over \( Q' \subseteq P' \) of
\[
\int_{K'} \int_{[M'_Q]} \int_{a_{Q'}} \int_{a_{Q'}} A_m^{T', Q'}(\varphi \otimes \varphi')(e^{X}+Ylk)\varphi''_Q(e^{X}+Ylk)\Gamma_{Q'}^p(Y - T', S')\tau_{Q'}(X - T' - S')e^{-2(\rho_{Q'}, X + Y)}dXdYdmdk
\]
\[
= \sum_{Q'} \int_{K'} \int_{[M'_Q]} \int_{a_{Q'}} A_m^{T', Q'}(\varphi \otimes \varphi')(e^{X}lk)\varphi''_Q(e^{X}lk)\Gamma_{Q'}^p(X - T', S')\tau_{P}(X - T' - S')e^{-2(\rho_{Q'}, X)}dXdYdmdk.
\]
(We incorporated the double \#-integral into a single \#-integral over \( a_{Q'} \) using \cite{32} (14).)

Thus if we change two sums over \( P' \) and \( Q' \) in \( \sum_{P'} P^{T' + S'}_{p'}(\varphi, \varphi', \varphi'') \) and use \cite{53},
\[
\sum_{P'} P^{T' + S'}_{p'}(\varphi, \varphi', \varphi'') = \sum_{Q'} \int_{K'} \int_{[M'_Q]} \int_{a_{Q'}} A_m^{T', Q'}(\varphi \otimes \varphi')(e^{X}lk)\varphi''_Q(e^{X}lk)\Gamma_{Q'}^p(X - T', S')\tau_{P}(X - T' - S')e^{-2(\rho_{Q'}, X)}dXdYdmdk
\]
\[
= \sum_{Q'} P^{T'}_{Q'}(\varphi, \varphi', \varphi'') = \sum_{P'} P^{T'}_{P'}(\varphi, \varphi', \varphi'').
\]
This proves (i).

Next we prove (ii). Applying the similar argument in the proof of Proposition \cite{6.1} to \( M' \) instead of \( G' \), we see that \( P^{T'}_{p'}(\varphi, \varphi', \varphi'') \) is also a polynomial exponential function in \( T' \). Among all \( P^{T'}_{p'}(\varphi, \varphi', \varphi'') \), the zero exponent appears only in the term \( P' = G' \) by the assumption. Since \( \sum_{P'} P^{T'}_{p'}(\varphi, \varphi', \varphi'') \) is independent of \( T' \), other exponents are cancelled out for the zero exponents. This proves (ii).

Next we prove (iii). The linearity and the \( N(\mathbb{A}_F) \)-invariance is obvious from the definition of \( P \). Thus we are sufficient to check \( G'(\mathbb{A}_F)^1 \)-invariance of \( P \). For any \( x \in G' \) and a function \( f \) on \( G \) or \( N(\mathbb{A}_F) \times G' \) or \( G' \), write \( f_x \) for the right translation of \( f \) by \( x \).

For \( (\varphi, \varphi', \varphi'') \in \mathcal{A}(G, G')^\times \), it is easy to see that
\[
(\varphi_x \otimes \varphi'_x)_{P, N} = ((\varphi \otimes \varphi')_{P, N})_x.
\]
The same argument just before \cite{32} Theorem 9] shows that for arbitrary \( \varphi \in \mathcal{A}P'(G') \),
\[
\mathcal{E}_{P'}(\varphi) = \mathcal{E}_{P'}(\varphi_x).
\]
Thus \( \mathcal{E}_{P'}((\varphi_x \otimes \varphi'_x)_{P, N}) = \mathcal{E}_{P'}((\varphi \otimes \varphi')_{P, N}) \) and so \( (\varphi_x, \varphi'_x, \varphi''_x) \in \mathcal{A}(G, G')^\times \).

By (ii), it is enough to show that for any \( x \in G'(\mathbb{A}_F)^1 \),
\[
(6.2) \quad P(\varphi, \varphi', \varphi'') = \sum_{P'} \int_{P'(F) \setminus G'(\mathbb{A}_F)^1} \Lambda_{m}^{T', P'}(\varphi_x \otimes \varphi'_x)(g)\varphi''_x_{P'}(g)\tau_{P'}(H_{P'}(g) - T')dg.
\]
Fix \( x \in G'(\mathbb{A}_F)^1 \) and set \( F_{P'}(g) = \Lambda_{m}^{T', P'}(\varphi_{x^{-1}} \otimes \varphi'_{x^{-1}})(gx) \). By applying the same argument in \cite{32} page 193, we have
\[
\int_{P'(F) \setminus G'(\mathbb{A}_F)^1} \Lambda_{m}^{T', P'}(\varphi_x \otimes \varphi'_x)(g)\varphi''_x_{P'}(g)\tau_{P'}(H_{P'}(g) - T')dg
\]
\[ \int_{P'(F) \setminus G'((\mathbb{A}_F)^1)}^\# F_{P'}(g) (\phi_x \otimes \phi'_x)(g) \tau_{P'}(H_{P'}(gx) - T') dg = \int_{P'(F) \setminus G'((\mathbb{A}_F)^1)}^\# F_{P'}(g) \phi''_{P'}(g) \tau_{P'}(H_{P'}(gx) - T') dg \]

because \( (\phi_x \otimes \phi'_x)(gx) = \phi''_{P'}(g) \).

For \( h \in G'((\mathbb{A}_F)) \), let \( K(h) \in K' \) be any element such that \( hK(h)^{-1} \in P'_0((\mathbb{A}_F)) \). Then using the same argument in [34, page 193-194], we have

\[ F_{P'}(g) = \sum_{Q' \subseteq P'} \sum_{\delta \in Q'(F) \setminus P'(F)} \Lambda_m^{T', Q'} (\phi \otimes \phi')(\delta g) \Gamma_{Q'}^P(H_{Q'}(\delta g) - T', -H_{Q'}(K(\delta g)x)) \]

Applying the similar argument in the proof of (ii), we have

\[ \int_{P'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \sum_{\delta \in Q'(F) \setminus P'(F)} \Lambda_m^{T', Q'} (\phi \otimes \phi')(\delta g) \phi''_{Q'}(g) \Gamma_{Q'}^P(H_{Q'}(g) - T', -H_{Q'}(K(g)x)) \tau_{P'}(H_{P'}(gx) - T') dg \]

\[ = \int_{Q'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \Lambda_m^{T', Q'} (\phi \otimes \phi')(g) \phi''_{Q'}(g) \Gamma_{Q'}^P(H_{Q'}(g) - T', -H_{Q'}(K(g)x)) \tau_{P'}(H_{P'}(gx) - T') dg \]

Note that \( H_{Q'}(gx) - H_{Q'}(g) = H_{Q'}(K(g)x) \). By putting \( H = H_{Q'}(gx) - T', X = H_{Q'}(K(g)x) \) in (5.3),

\[ \sum_{Q'} \int_{Q'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \Lambda_m^{T', Q'} (\phi \otimes \phi')(g) \phi''_{Q'}(g) \Gamma_{Q'}^P(H_{Q'}(g) - T', -H_{Q'}(K(g)x)) \tau_{P'}(H_{P'}(gx) - T') dg \]

\[ = \int_{Q'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \Lambda_m^{T', Q'} (\phi \otimes \phi')(g) \phi''_{Q'}(g) \tau_{Q'}(H_{Q'}(g) - T') dg \]

By changing the order of integration and summation, we have

\[ \sum_{Q'} \int_{P'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \Lambda_m^{T', P'} (\phi_x \otimes \phi'_x)(g) (\phi_x)_{P'}(g) \tau_{P'}(H_{P'}(g) - T') dg \]

\[ = \sum_{Q'} \sum_{Q'' \subseteq P'} \int_{Q'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \Lambda_m^{T', Q'} (\phi \otimes \phi')(g) \phi''_{Q'}(g) \Gamma_{Q'}^P(H_{Q'}(g) - T', -H_{Q'}(K(g)x)) \tau_{P'}(H_{P'}(gx) - T') dg \]

\[ = \sum_{Q'} \int_{Q'(F) \setminus G'((\mathbb{A}_F)^1)}^\# \Lambda_m^{T', Q'} (\phi \otimes \phi')(g) \phi''_{Q'}(g) \tau_{Q'}(H_{Q'}(g) - T') dg \]

\[ = \mathcal{T}(\phi, \phi', \phi'') \]

and so we proved (6.2) as required. (Changing the order of integration and summation in the third and fourth equality is justified by [5, Lemma 2.1]. We refer the reader to [32, page 194, 196] for the detail.)

The last assertion (iv) essentially follows from the fact that

\[ \int_{G'(F) \setminus G'((\mathbb{A}_F)^1)} \phi \otimes \phi'^{G'}(g, T') dg - \int_{G'(F) \setminus G'((\mathbb{A}_F)^1)} \Lambda_m^T (\phi \otimes \phi')(g) \phi''(g) dg \to 0 \]

as \( T' \to \infty \) in the positive Weyl chamber. (Here \( F^{G'}(g, T') \) is the function defined just before Lemma 5.3.) Since the proof is almost same with that of [31, Proposition 3.8, Cor. 3.10], we omit the detail. \( \square \)
Let \( \mathcal{A}(G, G')^{**} \) be the subspace of all triplets \( (\phi, \phi', \phi'') \in \mathcal{A}(G, G')^* \) such that
\[
\langle \lambda_1 + \lambda_2 + \lambda_3 + \rho_P, \omega \rangle = 0 \quad \text{for all} \quad \omega \in (\Delta)_{Q'}, \quad \lambda_1 \in \mathcal{E}_Q(\phi_Q), \quad \lambda_2 \in \mathcal{E}_{Q'}(\phi_{Q'}), \quad \lambda_3 \in \mathcal{E}_{Q'}(\phi_{Q'})
\]
for all pairs of parabolic subgroups \( Q' \subset P' \) of \( G' \). Clearly \( \mathcal{A}(G, G')^{**} \subset \mathcal{A}(G, G')^* \).

If \( (\phi, \phi', \phi'') \in \mathcal{A}(G, G')^{**} \), then the regularized integral
\[
\int_{P'(F)\backslash G'(K_F)} (\phi \otimes \phi')_{P,N}(g)\phi''_{P'}(g)\tau_{P'}(H_{P'}(g) - T')dg
\]
\[
= \int_{K'} \int_{M'(F)\backslash M'(K_F)} \int_{\mathfrak{a}_{P'}} (\phi \otimes \phi')_{P,N}(e^X \cdot \phi''_{P'}(e^{-X} \cdot \tau_{P'}(X - T'))e^{-2(\rho_{P'}, X)}dX \cdot d\mathfrak{a}_{P'}
\]
is well-defined for all proper parabolic subgroups \( P' \) of \( G' \) by [32, Lemma 3].

**Proposition 6.4.** If \( (\phi, \phi', \phi'') \in \mathcal{A}(G, G')^{**} \), then
\[
\int_{G'(F)\backslash G'(K_F)} \Lambda_{T'}^T(\phi \otimes \phi')(g)\phi''(g)dg = \sum_{\lambda} \int_{P'(F)\backslash G'(K_F)} (\phi \otimes \phi')_{P,N}(g)\phi''_{P'}(g)\tau_{P'}(H_{P'}(g) - T')dg.
\]

*Proof.* We prove this by induction on the split rank of \( G' \). Assume that it holds for groups \( M_{P'} \), where \( M_{P'} \) is the Levi subgroup of a proper parabolic subgroup \( P' \) of \( G' \).

By Proposition 6.3 (ii), we can write
\[
\int_{G'(F)\backslash G'(K_F)} \Lambda_{T'}^T(\phi \otimes \phi')(g)\phi''(g)dg = \mathcal{P}(\phi, \phi', \phi'') = \sum_{P' \subset G'} \mathcal{P}_{P'}^T(\phi, \phi', \phi'').
\]

Using the similar argument in [32, Theorem 10], we can show that \( \mathcal{P}_{P'}^T(\phi, \phi', \phi'') \) is equal to
\[
\sum_{R' \subset P'} (-1)^{\dim_{P'}} \int_{R'(F)\backslash G'(K_F)} (\phi \otimes \phi')_{R,N}(g)\phi''_{R'}(g)\tau_{R'}(H_{R'}(g) - T')\tau_{P'}(H_{P'}(g) - T')dg
\]
from our induction hypothesis. (See also [62, Proposition 3.5].)

Thus
\[
\sum_{P' \subset G'} \mathcal{P}_{P'}^T(\phi, \phi', \phi'')
\]
\[
= \sum_{R' \subset P' \subset G'} (-1)^{\dim_{P'}} \int_{R'(F)\backslash G'(K_F)} (\phi \otimes \phi')_{R,N}(g)\phi''_{R'}(g)\tau_{R'}(H_{R'}(g) - T')\tau_{P'}(H_{P'}(g) - T')dg
\]
\[
= \sum_{R' \subset G'} (-1)^{\dim_{P'}} \int_{R'(F)\backslash G'(K_F)} (\phi \otimes \phi')_{R,N}(g)\phi''_{R'}(g)\tau_{R'}(H_{R'}(g) - T')dg
\]
by Langlands’ combinatorial lemma. Thus we proved
\[
\mathcal{P}(\phi, \phi', \phi'') = \sum_{P' \subset G'} \mathcal{P}_{P'}^T(\phi, \phi', \phi'') = \sum_{P'} (-1)^{\dim_{P'}} \int_{P'(F)\backslash G'(K_F)} (\phi \otimes \phi')_{P,N}(g)\phi''_{P'}(g)\tau_{P'}(H_{P'}(g) - T')dg,
\]
as desired. \( \square \)
We conclude this section by providing the definitions of the regularized Bessel periods and the regularized Fourier-Jacobi periods for all classical and metaplectic groups.

Let $\nu_{\psi^{-1},\mu^{-1}}$ be a global generic Weil representation of $N_{n,r}(\mathbb{A}_F) \times G'$ and $\Theta_{\psi^{-1},\mu^{-1},W_m}(\cdot)$ a theta series functional which gives a realization of $\nu_{\psi^{-1},\mu^{-1}}$ in $\mathcal{A}(N_{n,r} \times G')$. Let $\chi$ be a generic automorphic character of $N_{n,r}(\mathbb{A}_F)$, that is stable under the conjugate action of $G'$ in $G$. We view $\chi$ as an automorphic character of $N_{n,r}(\mathbb{A}_F) \rtimes G'$, which is trivial on $G'$.

**Definition 6.5.** Let $\varphi_1 \in \mathcal{A}(G), \varphi_2 \in \mathcal{A}(G')$ and $f \in \nu_{\psi^{-1},\mu^{-1},W_m}$. Suppose that $(\varphi_1, \chi, \varphi_2)$ and $(\varphi_1, \Theta_{\psi^{-1},\mu^{-1},W_m}(f), \varphi_2)$ belong to $\mathcal{A}(G, G')^*$.

When $n - m = 2r + 1$, the **regularized Bessel period** for $(\phi_1, \phi_2)$ is defined by

$$B_\chi(\varphi_1, \varphi_2) := \mathcal{P}(\varphi_1, \chi, \varphi_2).$$

When $n - m = 2r$, the **regularized Fourier-Jacobi period** for $(\phi_1, \phi_2, f)$ is defined by

$$\mathcal{F}J_{\psi,\mu}(\varphi_1, \varphi_2, f) := \mathcal{P}(\varphi_1, \Theta_{\psi^{-1},\mu^{-1},W_m}(f), \varphi_2).$$

**Remark 6.6.** When $N = 1$, Remark 4.1 and Proposition 6.3 (ii) show that $\mathcal{P}$ is exactly the same regularized period functional defined in [31] and [61] in each case. Proposition 6.3 (iv) shows that the above definitions coincide with those of the Bessel period and Fourier-Jacobi period defined on cusp forms. Consequently, we can provide a more explicit formulation of [17, Conjecture 9.1] using our regularized periods.

## 7. Jacquet modules corresponding to the Fourier-Jacobi characters

Starting this section, we prove one implication in the global GGP conjecture for skew hermitian spaces. In this section, we shall prove a lemma which plays a key role in proving Lemma 9.4 which asserts the vanishing of the regularized Fourier-Jacobi periods involving residual representations.

Throughout the rest of the paper, we assume that $E/F$ is a quadratic extension of number fields. Then for a place $v$ of $F$,

$$E_v = \begin{cases} F_v \oplus F_v, & \text{when } v \text{ splits in } E \\ \text{quadratic extension of } F_v, & \text{when } v \text{ non-splits in } E. \end{cases}$$

Let $\sigma \in \text{Gal}(E_v/F_v)$ be the non-trivial element. If $E_v = F_v \oplus F_v$, $\sigma$ is defined by

$$\sigma(x, y) = (y, x).$$

Since we shall only consider the local situation, we suppress $v$ from the notation until the end of this section.

Let $\psi : F \to \mathbb{C}^\times$ be an additive character and $\mu : E^\times \to \mathbb{C}^\times$ a multiplicative character defined similarly as in the global case. Let $W_n$ be a free left $E$-module of rank $n$ which has a skew-hermitian structure $(\cdot, \cdot)$ and $G_n$ be its unitary group. Let $k$ be the dimension of a maximal totally isotropic subspace of $W_n$ and we assume $k > 0$. We fix maximal totally isotropic subspaces $X$ and $X^*$ of $W_n$ which are in duality with respect to $(\cdot, \cdot)$. Fix a complete flag in $X$

$$0 = X_0 \subset X_1 \subset \cdots \subset X_k = X,$$

and choose a basis $\{e_1, e_2, \ldots, e_j\}$ of $X_j$ such that $\{e_1, \ldots, e_j\}$ is a basis of $X_j$ for $1 \leq j \leq k$. Let $\{f_1, f_2, \ldots, f_k\}$ be a basis of $X^*$ which is dual to the fixed basis $\{e_1, \ldots, e_k\}$ of $X$, i.e., $(e_i, f_j) = \delta_{ij}$ for
$1 \leq i, j \leq k$, where $\delta_{i,j}$ denotes the Kronecker delta. We write $X^*_j$ for the subspace of $X^*$ spanned by $\{f_1, f_2, \cdots, f_j\}$ and $W_{n-2j}$ for the orthogonal complement of $X_j + X^*_j$ in $W_n$.

For each $1 \leq j \leq k$, denote by $P_{n,j}$ the parabolic subgroup of $G_n$ stabilizing $X_j$, by $U_{n,j}$ its unipotent radical and by $M_{n,j}$ the Levi subgroup of $P_{n,j}$ stabilizing $X^*_j$. Then $M_{n,j} \simeq \text{GL}(X_j) \times G_{n-2j}$. (Here, we regard $\text{GL}(X_j) \simeq \text{GL}(E)$ as the subgroup of $M_{n,j}$ which acts as the identity map on $W_{n-2j}$.) Let $P_0$ be the minimal parabolic subgroup of $G_n$ which stabilizes the above complete flag of subspaces within $X$. We also fix a good maximal compact subgroup $K_n$ of $G_n$ with respect to $P_0$ (see [43 I. 1.4]).

For $0 \leq j \leq k$, write $N_{n,j}$ (resp. $N'_j$) for the unipotent radical of the parabolic subgroup of $G_n$ (resp., $\text{GL}(X_j)$) stabilizing the flag $\{0\} = X_0 \subset X_1 \subset \cdots \subset X_j$. If we regard $N'_j$ as a subgroup of $M_{n,j} \simeq \text{GL}(X_j) \times G_{n-2j}$, it acts on $U_{n,j}$ and so $N_{n,j} = U_{n,j} \rtimes N'_j$. When $j = 0$, $N_0$ denotes the trivial group.

For any $0 \leq j < k$, $(\text{Res}_{E/F}(W_{n-2j}), \text{tr}_{E/F}(\cdot, \cdot))$ is a nondegenerate symplectic $F$-space of $F$-dimension $2(n-2j)$. Let $H_{n-2j} = \text{Res}_{E/F}(W_{n-2j}) \oplus F$ be the Heisenberg group associated to $(\text{Res}_{E/F}(W_{n-2j}), \text{tr}_{E/F}(\cdot, \cdot))$ and $\chi_{\psi, n,j} \in \text{GL}(j) \times G_{n-2j}$ be the Weil representation of $\lambda_j \in \pi_{n,j}$ modulo $N_{n,j}$ and $\lambda'_j \subseteq \pi_{n,j-1}$. We can pull back $\chi_{\psi^{-1}, \lambda_j, G_{n-j}}$ to $N_{n,j} \rtimes G_{n-2j}$ and denote it by the same symbol $\chi_{\psi^{-1}, \lambda_j, G_{n-j}}$. When $E$ is a field, $\text{tr}_{E/F}$ and $N_{E/F}$ denote the usual trace and norm map, respectively. Then $E = F \oplus F$, define

$$\text{tr}_{E/F}(x, y) = x + y, \quad N_{E/F}(x, y) = xy, \quad (x, y) \in E.$$  

When $j \geq 2$, we define a character $\lambda_j : N'_j \to \mathbb{C}^\times$ by

$$\lambda_j(n) = \psi(\text{tr}_{E/F}((ne_2, f_1) + (ne_3, f_2) + \cdots + (ne_j, f_{j-1}))), \quad n \in N'_j.$$  

When $j = 0, 1$, $\lambda_j$ denotes the trivial character. Denote $H_{n,j} = N_{n,j} \times G_{n-2j}$. Using the projection $H_{n,j}$ to $N'_j$, we regard $\lambda_j$ as a character of $H_{n,j}$.

Put $\nu_{\psi^{-1}, \lambda_j, G_{n-j}} = \lambda_j^{-1} \boxtimes \chi_{\psi^{-1}, \lambda_j, G_{n-j}}$. We can embed $H_{n,j}$ into $G_n \times G_{n-2j}$ by inclusion on the first factor and projection on the second factor. Then $\nu_{\psi^{-1}, \lambda_j, G_{n-j}}$ is a smooth representation of $H_{n,j}$ and up to conjugation of the normalizer of $H_{n,j}$ in $G_n \times G_{n-2j}$, it is uniquely determined by $\psi$ modulo $N_{E/F}(E)^\times$ and $\mu$. We shall denote by $\omega_{\psi^{-1}, \lambda_j, G_{n-2j}}$ the restriction of $\nu_{\psi^{-1}, \lambda_j, G_{n-j}}$ to $G_{n-2j}$.

For $0 \leq l \leq k - 1$, we define a character $\psi_l$ of $N_{n,l+1}$, which factors through the quotient $n : N_{n,l+1} \to U_{n,l+1} \rtimes \mathbb{C}$, $n \in N_{n,l+1} \simeq N_{l+1}$, by setting

$$\psi_l(u) = \lambda_{l+1}(n(u)).$$  

Denote by $q$ the cardinality of the residue field of $F$ and write $q_E = q^2$.

For an irreducible smooth representation $\pi'$ of $G_n$, write $J_{\psi_l}(\pi' \otimes \chi_{\psi^{-1}, \lambda_j, G_{n-j}})$ for the Jacquet module of $\pi' \otimes \chi_{\psi^{-1}, \lambda_j, G_{n-j}}$ with respect to the group $N_{n,l+1}$ and its character $\psi_l$. It is a representation of the unitary group $G_{n-2l-2}$. We can also write this as a two-step Jacquet module as follows (see [23 Chapter 6].)

For $1 \leq s \leq k$, let $C_{s-1} \simeq F$ be the subgroup of $N_{n,s}$ corresponding to the center of the Heisenberg group $H_{n-2s}$ through the isomorphism $N_{n,s} \simeq H_{n-2s}$. Note that the center of $H_{n-2s}$ acts on $\Omega \psi^{-1, \lambda_j, G_{n-j}}$ by the character $\psi^{-1}$. For $1 \leq l \leq k - 1$, put $N_{l+1}^0 = N_{n,l+1} \cdot C_l$ and define a character $\psi_l^0 : N_{l+1}^0(F) \to \mathbb{C}$ as $\psi_l^0(nc) = \psi_l(n)\psi(c)$ for $n \in N_{n,l+1}, c \in C_l$.

Let $J_{\psi_l}(\pi')$ be the Jacquet module of $\pi'$ with respect to $N_{l+1}^0$ and $\psi_l^0$. We also denote by $J_{H_{n-2l+1}/C_l}$ the Jacquet functor with respect to $W_{n-2l+1}/C_l$ and the trivial character.
Then we have
\( J_{\psi_1}(\pi \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{n-2(t+1)}}) \simeq J_{\mathbb{H}_{n-2(t+1)}/G_t}(J_{\psi_1}(\pi \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{n-2(t+1)}})) \).
We use the symbol Ind to denote the normalized induction functor, ind for the unnormalized induction functor and c-ind for compactly supported induction.

**Lemma 7.1.** Let \( E \) be a field and \( n, m, a \) positive integers such that \( 2r = n - m \geq 0 \). Let \( \mathcal{E} \) be a smooth representation of \( G_{m+2a} \) of finite length and \( \sigma, \pi \) and \( \Sigma \) be irreducible smooth representations of \( GL(X_0), G_n \) and \( G_{n+2a} \), respectively. Then

(i) If \( r > 0 \),
\[
\text{dim}_\mathbb{C} \text{Hom}_{G_{m+2a}} \left( \text{Ind}_{P_{m+2a}}^{G_{m+2a}}( \sigma \cdot |_{E} \boxtimes \pi \otimes \nu_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \otimes \mathcal{E}, \mathbb{C} \right) \\
\simeq \text{Hom}_{G_{m+2a}} \left( J_{\psi_{r-1}}( \Sigma \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}}, \mathcal{E}^r) \right)
\]

(ii) If \( r = 0 \),
\[
\text{dim}_\mathbb{C} \text{Hom}_{G_{m+2a}} \left( \text{Ind}_{P_{m+2a}}^{G_{m+2a}}( \sigma \cdot |_{E} \boxtimes \pi \otimes \nu_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \otimes \mathcal{E}, \mathbb{C} \right) \\
\leq \text{dim}_\mathbb{C} \text{Hom}_{G_{m+2a}} \left( J_{\psi_{r-1}}( \Sigma \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}}, \mathcal{E}^r) \right)
\]
except for finitely many \( q^{-s} \).

**Proof.** We first prove (i). By the Frobenius reciprocity,
\[
\text{Hom}_{N_{n+2a}, r \times G_{m+2a}}( \Sigma \otimes \nu_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \otimes \mathcal{E}, \mathbb{C} ) \\
= \text{Hom}_{N_{n+2a}, r \times G_{m+2a}}( \Sigma \otimes \lambda_{r}^{-1} \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \otimes \mathcal{E}, \mathbb{C} ) \\
\simeq \text{Hom}_{G_{m+2a}} \left( J_{\psi_{r-1}}( \Sigma \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}}, \mathcal{E} ) \right) \\
\simeq \text{Hom}_{G_{m+2a}} \left( J_{\psi_{r-1}}( \Sigma \otimes \Omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}}, \mathcal{E}^r ) \right).
\]
Next, we prove (ii). The proof is quite similar with [61 Lemma 4.1]. By the Frobenius reciprocity,
\[
\text{Hom}_{G_{m+2a}} \left( \text{Ind}_{P_{m+2a}}^{G_{m+2a}}( \sigma \cdot |_{E} \boxtimes \pi \otimes \nu_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \otimes \mathcal{E}, \mathbb{C} \right) \\
\]
is isomorphic to
\[
(7.2) \text{Hom}_{P_{m+2a}} \left( (\sigma \cdot |_{E} \boxtimes \pi \otimes \omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \otimes \mathcal{E}, \mathbb{C} \right)
\]
where \( s_0 \) is defined so that \( \sigma^2 \simeq s_0 \). For \( 1 \leq i \leq a \), write \( P_{a,i} \) for the subgroup of \( GL(X_0) \) which stabilizes the flag \( X_{a-i} \subset X_{a-i+1} \subset \cdots \subset X_{a-1} \) and fixes \( e_j \) modulo \( X_{j-1} \) for \( a-i+1 \leq j \leq a \). Put \( Q_{a,i} = (P_{a,i} \times G_{m}) \times U_{m+2a,a} \). Using a similar argument to the proof of [15 Theorem 1.16], we have an exact sequence
\[
(7.3) 0 \to c\text{-ind}_{Q_{a,i}}^{P_{m+2a}}(\mu^{-1}) \cdot |_{E} \boxtimes \Omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \to \omega_{\psi^{-1}, \mu^{-1}, W_{m+2a}} \to 0,
\]
where \( c\text{-ind} \) is the unnormalized compact induction functor. Since \( \mathcal{E} \) is admissible, we have
\[
(7.4) \text{Hom}_{G_{m+2a}} \left( (\sigma \cdot |_{E} \boxtimes \pi \otimes \omega_{\psi^{-1}, \mu^{-1}, W_{m}}, \mathcal{E} \right) \\
= \text{Hom}_{M_{m+2a}} \left( \left( \sigma \mu^{-1} \cdot |_{E} \boxtimes \pi \otimes \omega_{\psi^{-1}, \mu^{-1}, W_{m}}, \mathcal{E} \right) \right),
\]
where $J_{P_{m+2a},a}$ is the Jacquet functor with respect to $U_{m+2a,a}$ and its trivial character. Since the central character of any irreducible subquotient of $J_{P_{m+2a},a}(E)|_{GL(X_a)} \otimes \sigma \mu^{-1}| \cdot \frac{1}{s-r} \in \mathcal{E}$ is not trivial for almost all $q_E^{-s}$, the Hom space in (7.4) is zero for almost all $q_E^{-s}$. By tensoring the exact sequence (7.3) with $\mathcal{E} \otimes (\sigma| \cdot \frac{1}{s-r} \in \mathcal{E})$ and applying the $\text{Hom}_{P_{m+2a},a}(-, \mathcal{C})$ functor, we can regard (7.2) as a subspace of

$$\text{Hom}_{P_{m+2a},a} \left( (\sigma| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes (c \text{-ind}_{Q_{m,1}}^{P_{m+2a}} \mu^{-1}| \cdot \frac{1}{s-r} \in \mathcal{E}) \right) \simeq \text{Hom}_{Q_{m+1,1}} \left( (\sigma| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes (\delta_{P_{m+2a},a} \mu^{-1}| \cdot \frac{1}{s-r} \in \mathcal{E}) \right)$$

for almost all $s$, where $s_1$ is defined so that $\delta_{P_{m+2a},a} \mu^{-1}| \cdot \frac{1}{s-r} \in \mathcal{E} = | \cdot \frac{1}{s-r} \in \mathcal{E}$. (Here we have used the Frobenius reciprocity law again.)

Note that $\mathcal{P}_{a,1}$ is a mirabolic subgroup of $GL(X_a)$. By the Bernstein and Zelevinsky’s result (See [8, Sec. 3.5]), the restriction of $\sigma$ to $\mathcal{P}_{a,1}$ has a filtration

$$\{0\} = \sigma_{a+1} \subset \sigma_a \subset \cdots \subset \sigma_2 \subset \sigma_0 = \sigma$$

such that $\sigma_j/\sigma_{j+1} \cong (\Phi^+)_{j-1} \Psi^+ \sigma(j)$ for $1 \leq j \leq a$. (For the definition of $\Phi^+$ and $\Psi^+$, see [8, Sec. 3].) Let $X_{a,i}$ be the subspace of $X_a$ generated by $e_{a-i+1}, e_{a-i+2}, \ldots, e_a$ and put $\mathcal{N}_{a,i}$ by $\mathcal{N}_a \cap GL(X_{a,i})$. Then for $1 \leq j \leq a$,

$$(\Phi^+)_{j-1} \Psi^+ \sigma(j) \cong c \text{-ind}_{\mathcal{P}_{a,j}}^{\mathcal{P}_{a,1}} \cdot (| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes \lambda_a|_{\mathcal{N}_{a,j}}.$$ 

By applying the Frobenius reciprocity law, we have

$$\text{Hom}_{Q_{m+1,j}} \left( (\Phi^+)_{j-1} \Psi^+ \sigma(j) \mu^{-1}| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes \lambda_a|_{\mathcal{N}_{a,j}} \right) \simeq \text{Hom}_{GL(X_{a-j}) \times (\mathcal{N}_{a,j} \times G_m) \times U_{m+2,j}} \left( (| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes \lambda_a|_{\mathcal{N}_{a,j}} \otimes (\pi \otimes Q_{m+2a,j} \mathcal{C}) \simeq \text{Hom}_{GL(X_{a-j}) \times (\mathcal{N}_{a,j} \times G_m) \times U_{m+2,j}} \left( (| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes \lambda_a|_{\mathcal{N}_{a,j}} \otimes (\pi \otimes Q_{m+2a,j} \mathcal{C})) \right)$$

for some $s' \in \mathbb{R}$ (depending on $j$). For $1 \leq j \leq a-1$, the central character of any irreducible subquotient of $GL(X_{a-j}) \times (\mathcal{N}_{a,j} \times G_m) \times U_{m+2,j}$ is not trivial for almost all $q_E^{-s}$. Thus the Hom space in (7.5) is zero for almost all $q_E^{-s}$ unless $j = a$, in which case it is isomorphic to

$$\text{Hom}_{Q_{m,j}} \left( (| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes \lambda_a|_{\mathcal{N}_{a,j}} \otimes (\pi \otimes Q_{m+2a,j} \mathcal{C}) \right) \simeq \left( \text{Hom}_{G_m} \left( J_{\psi_{a-1}} \otimes (\pi \otimes Q_{m+2a,j} \mathcal{C}) \right) \right)^{\otimes t},$$

where $t = \dim_{\mathcal{C}} \sigma(a)$. Since $t \leq 1$, our claim is proved.

\[\square\]

**Remark 7.2.** Lemma [7.1] can be used to control the size of the Hom space

$$\text{Hom}_{\mathcal{P}_{m+2a,a} \times G_{m+2a}} \left( (\sigma| \cdot \frac{1}{s-r} \in \mathcal{E}) \otimes \nu_{\psi^{-1},j} \otimes \mathcal{E}, \mathcal{C} \right)$$

in terms of the relevant Jacquet modules. When $r > 0$, the existence of $N_{n+2a, r}$ in this Hom space becomes essential since its absence would lead to an infinite-dimensional Hom space. Consequently, we need to handle the cases of $r > 0$ and $r = 0$ separately.


8. Eisenstein series and residual representation

In this section, we introduce the concept of residual Eisenstein series representations. For an irreducible cuspidal automorphic representation \( \pi \) of \( G_n(\mathbb{A}_F) \) and \( \sigma \) of \( GL_a(\mathbb{A}_F) \), write \( L(s, \sigma \times \pi) \) for the Rankin-Selberg \( L \)-function \( L(s, \sigma \times BC(\pi)) \). We also write \( L(s, \sigma, As^+ \times As^-) \) for the Asai \( L \)-function of \( \sigma \) and \( L(s, \sigma, As^+ \times As^-) \) for the \( \mu \)-twisted Asai \( L \)-function \( L(s, \sigma \otimes \mu, As^+ \times As^-) \) (cf., [18] Section 7).

For \( g \in G_{n+2a}(\mathbb{A}_F) \), write \( g = m_gu_gk \) for \( m_g \in M_{n+2a,a}(\mathbb{A}_F), \ u_g \in U_{n+2a,a}(\mathbb{A}_F), \ k_g \in K \). Since \( M_{n+2a,a} \simeq GL(X_a) \times G_n \), we decompose \( m_g = m_1m_2 \), where \( m_1 \in GL(X_a)(\mathbb{A}_E), m_2 \in G_n(\mathbb{A}_F) \). Define \( d(g) = |\det m_1|_{\mathbb{A}_E} \). Then for \( \phi \in A^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})} \), the associated Eisenstein series with \( \phi \) is defined by

\[
E(g, \phi, z) = \sum_{P_{n+2a,a}(F) \backslash G_{n+2a}(F)} \phi(g) d(g) z^2.
\]

From the theory of Eisenstein series, it converges absolutely when \( \text{Re}(z) \) is sufficiently large and admits a meromorphic continuation to the whole complex plane. [33] IV.1.8.]

**Remark 8.1.** For \( \phi \in A^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})} \), we can uniquely extend it to a flat section \( \phi_z \in A^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})} \) which satisfying \( \phi_z(k) = \phi(k) \) for \( k \in K \). Then \( E(g, \phi, z) = E(g, \phi_z, 0) \) and the map \( \phi_z \to E(g, \phi_z, 0) \) gives an automorphic realization of the induced representation \( \text{Ind}_{G_{n+2a}(\mathbb{A}_F)}^{G_n(\mathbb{A}_F)}(\pi) \). Furthermore, it has a pole at \( z = 1 \) as \( \phi \) varies if and only if \( L(s, \sigma \times \pi^\vee) \) has a pole at \( s = 1 \).

One of the properties of cuspidal representations with generic \( A \)-parameters (i.e., Remark [31] (iii)) plays an essential role in the proof of the following proposition.

**Proposition 8.2.** ([35] Proposition 5.2, [31] Proposition 5.3) Let \( \pi \) be an irreducible cuspidal automorphic representation of \( G_n(\mathbb{A}_F) \) with generic \( A \)-parameter and \( \sigma \) an irreducible unitary cuspidal automorphic representation of \( GL_a(\mathbb{A}_E) \). For \( \phi \in \mathcal{A}^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})} \), the Eisenstein series \( E(\phi, z) \) has at most a simple pole at \( z = \frac{1}{2} \) and \( z = 1 \). Moreover, it has a pole at \( z = \frac{1}{2} \) as \( \phi \) varies if and only if \( L(s, \sigma \times \pi^\vee) \) is non-zero at \( s = \frac{1}{2} \) and \( L(s, \sigma, As^{(-1)^{n-1}}) \) has a pole at \( s = 1 \). Furthermore, it has a pole at \( z = 1 \) as \( \phi \) varies if and only if \( L(s, \sigma \times \pi^\vee) \) has a pole at \( s = 1 \).

Thanks to Proposition 8.2 we can define the residues of the Eisenstein series to be the limits

\[
\mathcal{E}^0(\phi) = \lim_{z \to \frac{1}{2}} (z - \frac{1}{2}) E(\phi, z), \quad \mathcal{E}^1(\phi) = \lim_{z \to 1} (z - 1) E(\phi, z) \quad \text{for} \quad \phi \in \mathcal{A}^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})}.
\]

For \( i = 0, 1 \), let \( \mathcal{E}^i(\sigma, \pi) \) be the residual representation of \( G_{n+2a}(\mathbb{A}_F) \) generated by \( \mathcal{E}^i(\phi) \) for \( \phi \in \mathcal{A}^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})} \). Since the residual representation is isomorphic to the image of some relevant intertwining operator, the residue map \( \mathcal{E}^i : \mathcal{A}^{\otimes 2}\pi_{\Pi_{n+2a,a}(G_{n+2a})} \to \mathcal{E}^i(\sigma, \pi) \) is \( G_{n+2a} \)-equivariant.

**Remark 8.3.** As we mentioned in Remark [31] (ii), we can write \( BC(\pi) \) as an isobaric sum of the form \( \sigma_1 \boxtimes \cdots \boxtimes \sigma_t \), where \( \sigma_1, \cdots, \sigma_t \) are distinct irreducible unitary cuspidal automorphic representations of some general linear groups such that the (twisted) Asai \( L \)-function \( L(s, \sigma_i, As^{(-1)^{n-1}}) \) has a pole at \( s = 1 \). Since \( L(s, \sigma \times \pi^\vee) = \prod_{i=1}^t L(s, \sigma \times \sigma_i^\vee) \), Proposition 8.2 implies that \( \mathcal{E}^1(\sigma, \pi) \) is non-zero if and only if \( \sigma \simeq \sigma_i \) for some \( 1 \leq i \leq t \).

**Remark 8.4.** Let \( c : E \to E \) be the non-trivial element in \( \text{Gal}(E/F) \) and use the same notation for the automorphism of \( GL_n(E) \) induced by \( c : E \to E \). For a representation \( \sigma \) of \( GL_n(\mathbb{A}_F) \), define \( \sigma^c := \sigma \circ c \). Note that \( L(s, \sigma, As^\pm) \) are nonzero at \( s = 1 \) by [33] Theorem 5.1. Thus if \( L(s, \sigma, As^{(-1)^{n-1}}) \) has a pole at \( s = 1 \), the Rankin-Selberg \( L \)-function

\[
L(s, \sigma \times \sigma^c) = L(s, \sigma, As^+) \cdot L(s, \sigma, As^-)
\]
has a simple pole at \( s = 1 \) and so \( \sigma^c \simeq \sigma^v \).

**Remark 8.5.** Let \( \pi \) be an irreducible cuspidal automorphic representation of \( G_n(A_F) \) with generic \( A \)-parameter and \( \sigma \) an irreducible unitary cuspidal automorphic representation of \( GL_a(A_E) \). Let \( \mathcal{E} \) be an automorphic representation of \( G_{m+2a} \). Then for \( \phi \in \text{Ind}_{F_{m+2a}}^{G_{m+2a}}(\sigma \boxtimes \pi) \), \( f \in \nu\psi^{-1,\mu^{-1},W_{m+2a}} \) and \( \varphi \in \mathcal{E} \), \( \mathcal{P}(E(\phi, z), \Theta_{\psi^{-1,\mu^{-1}}W_{m+2a}}(f), \varphi) \) is well defined for all \( z \in \mathbb{C} \) but the poles of \( E(\phi, z) \). By the meromorphy of the Eisenstein series \( E(\phi, z) \) and Proposition 6.3 (ii), \( \mathcal{P}(E(\phi, z), \Theta_{\psi^{-1,\mu^{-1}}W_{m+2a}}(f), \varphi) \) extends to a meromorphic function on the whole complex plane with possible poles contained in the set of poles of \( E(\phi, z) \).

9. Reciprocal non-vanishing of the Fourier–Jacobi periods

In this section, we present the proof of Theorem 9.9 which asserts the reciprocal non-vanishing of the Fourier–Jacobi periods. This result is of significant importance in establishing our main theorem. The proof relies on several lemmas that we introduce and prove along the way.

Let \( m, a \) be positive integers and \( r \) non-negative integer. Write \( n = m + 2r \) and let \( (W_{m+2a}, (\cdot, \cdot)) \) be a skew-hermitian spaces over \( E \) of dimension \( n + 2a \). Let \( X, X^* \) be both \( r \)-dimensional isotropic subspaces of \( W_{m+2a} \) which are in duality with respect to \( (\cdot, \cdot) \) and \( (W_{m+2a}, (\cdot, \cdot)) \) be its orthogonal complement. Then one has the polar decomposition \( W_{n+2a} = X \oplus W_{m+2a} \oplus X^* \).

Suppose that \( (W_{m+2a}, (\cdot, \cdot)) \) also has the polar decomposition \( W_{m+2a} = Y_a \oplus W_m \oplus Y_a^* \), where \( Y_a, Y_a^* \) are both \( a \)-dimensional isotropic subspaces of \( W_{m+2a} \) which are in duality with respect to \( (\cdot, \cdot) \).

For \( h \in GL(Y_a(A_E)) \), \( b \in \text{Hom}(W_m, Y_a) \), \( c \in \text{Hom}(Y_a^*, Y_a) \), we define \( h^* \in GL(Y_a^*(A_E)) \), \( b^* \in \text{Hom}(Y_a^*(A_E)) \), \( c^* \in \text{Hom}(Y_a, Y_a^*) \) by requiring that

\[
(h^* x, y) = (x, hy), \quad (b^* x, z) = (x, bz), \quad (c^* y, x) = (y, cx) \quad \text{for all } x \in Y_a^*(A_E), \quad y \in Y_a(A_E), \quad z \in W_m(A_E).
\]

Let \( \rho_n, S(Y_a^*(A_E)) \) be the Heisenberg representation of \( H_{Y_a} \oplus Y_a^*(A_F) \) with respect to \( \psi^{-1} \). By restriction of scalars, we view \( W_m \) as a symplectic space over \( F \) with a symplectic form \( \text{Tr}_{E/F} ((\cdot, \cdot)) \). Let \( W_m = Y \oplus Y^* \) be a Witt decomposition of \( W_m \) so that \( Y, Y^* \) are maximal isotropic subspaces of \( W_m \) which are in duality with respect to \( \text{Tr}_{E/F} ((\cdot, \cdot)) \). Denote \( S(Y(A_F)) \) by \( S^0 \) and let \( (\rho_0, S^0) \) be the Heisenberg representation of \( H_{W_m}(A_F) \) with respect to \( \psi^{-1} \). The action of \( H_{W_m}(A_F) \) on \( S^0 \) is given as follows: for \( f \in S^0 \) and \( y \in Y(A_F), \)

\[
\begin{align*}
(\rho(0)(0), z)(f)(y) &= \psi^{-1}(z) \cdot f(y), \quad \text{for } z \in A_F \\
(\rho(y_1, 0)(f))(y) &= f(y_1 + y), \quad \text{for } y_1 \in Y(A_F) \\
(\rho(y^*, 0)(f))(y) &= \psi^{-1}(y^* y) \cdot f(y), \quad \text{for } y^* \in Y^*(A_F).
\end{align*}
\]

Then \( S = S(Y_a^*(A_E)) \otimes S^0 \) provides a mixed model for both the Heisenberg representation \( \rho \) of \( H_{W_{m+2a}}(A_F) \) and the global Weil representation \( \nu\psi^{-1,\mu^{-1},W_{m+2a}} = \otimes \nu\psi^{-1,\mu^{-1},W_{m+2a}} \) of \( H_{m+2a}(A_F) \).

(Here, we regard \( S \) as a space of functions on \( Y_a^* \) whose values in \( S^0 \).)

Using [12, Theorem 3.1], we can describe the (partial) \( N_{n,r}(A_F) \times P_{m+2a}(A_F) \)–action of the global Weil representation \( \nu\psi^{-1,\mu^{-1},W_{m+2a}} \) on \( S \) as follows: (see also [20, page 35])

For \( f \in S \) and \( y \in Y_a^*(A_E), \)

\[
\begin{align*}
(\nu_{\psi^{-1,\mu^{-1},W_{m+2a}}}(n)f)(y) &= \nu_{\psi^{-1,\mu^{-1},W_{m+2a}}}(n)(f(y)), \quad n \in N_{n,r}(A_F), \\
(\nu_{\psi^{-1,\mu^{-1},W_{m+2a}}}(g_0)f)(y) &= \nu_{\psi^{-1,\mu^{-1},W_{m+2a}}}(g_0)(f(y)), \quad g_0 \in U(W_m)(A_F), \\
(\nu_{\psi^{-1,\mu^{-1},W_{m+2a}}}(h_0)f)(y) &= \mu^{-1}(h_0) \det(h_0)^{\frac{1}{2}}_{A_E} \cdot f(h_0 y), \quad h_0 \in GL(Y_a(A_E)).
\end{align*}
\]
and we identified $\text{Herm}(Y^*_a, Y_a) = \{ c \in \text{Hom}(Y^*_a, Y_a) \mid c^* = -c \}$
and we identified $\text{Herm}(Y^*_a, Y_a)$ and $\text{Hom}(W_m, Y_a)$ as subgroups of $U_{m+2a,a}$ via the canonical isomorphism $U_{m+2a,a} \simeq \text{Hom}(W_m, Y_a) \ltimes \text{Herm}(Y^*_a, Y_a)$.

By choosing a theta functional $\theta_1 : \mathcal{S}^0 \to \mathbb{C}$, we define theta functions associated to $\mathcal{S}$ as follows:

For $f \in \mathcal{S}(Y^*_a(\mathbb{A}_E)) \otimes \mathcal{S}^0$, its associated theta function $\Theta_{\psi^{-1} \mu^{-1}, W_{m+2a}}(h, f)$ is defined by

$$
\Theta_{\psi^{-1} \mu^{-1}, W_{m+2a}}(h, f) = \sum_{y \in \text{Hom}(Y^*_a, Y_a)} \theta_1 \left( (\nu_{W_{m+2a}}(h) f)(0) \right),
$$

where $h = ((u, n), g) \in (U_{m+2a,r} \times \mathcal{N}_r) \times G_{m+2a}(\mathbb{A}_F) = (N_{n+2a,r} \times G_{m+2a})(\mathbb{A}_F) = H_{n+2a,r}(\mathbb{A}_F)$.

Then $\Theta_{\psi^{-1} \mu^{-1}, W_{m+2a}}(f) \in \mathcal{A}(H_{n+2a,r})$ and the space of these theta functions $\{ \Theta_{\psi^{-1} \mu^{-1}, W_{m+2a}}(f) \mid f \in \mathcal{S} \}$ is a realization of the global Weil representation $\nu_{\psi^{-1} \mu^{-1}, W_{m+2a}}$ as an automorphic representation of $H_{n+2a,r}(\mathbb{A}_F)$. By one of main results of Weil [57], the global Weil representation has a unique (up to scaling) automorphic realization. Thus we can choose $\theta_1$ so that this theta function coincides with the one we defined in Section 1.

Since we have fixed $\mu, \psi$, we simply write $\nu_{W_{m+2a}}$ for $\nu_{\psi^{-1} \mu^{-1}, W_{m+2a}}$ and its associated theta function $\Theta_{\psi^{-1} \mu^{-1}, W_{m+2a}}(f)$ as $\Theta_{W_{m+2a}}(f)$. Write $\Theta_{P_{m+2a,a}}(f)$ for the constant term of $\Theta_{W_{m+2a}}(f)$ along $P_{m+2a,a}$.

From now on, $G_k$ denotes the isometry group of $W_k$ for various $k$.

Lemma 9.1 (cf. [64], Lemma 6.2). For $h \in H_{n+2a,r}(\mathbb{A}_F)$, $f \in \mathcal{S}(Y^*_a(\mathbb{A}_E)) \otimes \mathcal{S}^0$,

$$
\Theta_{P_{m+2a,a}}(h, f) = \theta_1 \left( (\nu_{W_{m+2a}}(h) f)(0) \right).
$$

Proof. Using the isomorphism $U_{m+2a,a} \simeq \text{Hom}(W_m, Y_a) \ltimes \text{Herm}(Y^*_a, Y_a)$, we take Haar measure $du = db \, dc$ on $U_{m+2a,a}$ for $u = bc$ with $b \in \text{Hom}(W_m, Y_a)$, $c \in \text{Herm}(Y^*_a, Y_a)$. For $y \in Y^*_a(\mathbb{A}_E)$, $\psi^{-1}(\frac{\text{Tr}_{E/F}(c y y')}{2})$ is the trivial character of $c \in \text{Herm}(Y^*_a, Y_a)$ if and only if $y = 0$. Therefore by (9.5),

$$
\int_{\text{Herm}(Y^*_a, Y_a)} \Theta_{W_{m+2a}}((1, c) h, f) dc = \text{meas}(\text{Herm}(Y^*_a, Y_a)) \cdot \theta_1 \left( (\nu_{W_{m+2a}}(h) f)(0) \right).
$$

By (9.4), $\nu_{W_{m+2a}}((1, b) h(f))(0) = \nu_{W_{m+2a}}(h(f))(0)$ for all $b \in \text{Hom}(W_m, Y_a)$ and so the claim follows.

Remark 9.2. Let $e$ be the identity element of $H_{n+2a,r}(\mathbb{A}_F) = N_{n+2a,r}(\mathbb{A}_F) \ltimes G_{m+2a}(\mathbb{A}_F)$. Observe that

$$
\Theta_{P_{m+2a,a}}(e, f) = \theta_1(f(0))
$$

and every Schwartz function in $\mathcal{S}^0$ can be obtained as evaluation at $0 \in Y^*_a(\mathbb{A}_F)$ of some Schwartz function in $\mathcal{S}$. So we can regard theta functions in $\nu_{W_m}$ as the evaluation at $e$ of the constant terms of theta functions in $\nu_{W_{m+2a}}$ along $P_{m+2a,a}$. This observation will be used in the proof of Lemma 9.7.

Remark 9.3. From [63], we have

$$
\Theta_{P_{m+2a,a}}((u h g), f) = \mu^{-1}(h) |\det(h)|^{\frac{1}{2}} \cdot \Theta_{P_{m+2a,a}}((u, g), f)
$$
for \( h \in GL(Y_a(\mathbb{A}_F)) \). Thus from the the Lemma 9.1 and (9.1), (9.2), we see that the constant terms of theta functions \( \{ \Theta_{F_{m+2n,a}}(\cdot, f) \} \) belong to the induced representation

\[
\text{ind}_{GL_n(\mathbb{A}_F) \times (N_{m,n}(\mathbb{A}_F))}^{G_{m+2n}(\mathbb{A}_F)} \frac{1}{\mathbf{A}_E} \otimes \nu_{W_m}.
\]

The following vanishing lemma plays an essential role in proving Theorem 9.9.

**Lemma 9.4.** Let \( \sigma \) be an irreducible cuspidal automorphic representation of \( GL_n(\mathbb{A}_F) \), \( \pi_1, \pi_2 \) irreducible cuspidal automorphic representations with generic \( \mathbf{A} \)-parameters of \( G_n(\mathbb{A}_F) \) and \( G_m(\mathbb{A}_F) \), respectively. Write \( BC(\pi_2) \) as an isobaric sum \( \sigma_1 \boxtimes \cdots \boxtimes \sigma_t \), where \( \sigma_1, \ldots, \sigma_t \) are distinct irreducible unitary cuspidal automorphic representations of the general linear groups such that the (twisted) Asai L-function \( L(s, \sigma_i, As^{(-1)^{m-1}}) \) has a pole at \( s = 1 \). Assume that \( \sigma \simeq \sigma_i \) for some \( 1 \leq i \leq t \). Then

\[
\mathcal{P}(E(\phi, z), \Theta_{W_{m+2\sigma}}(f), \varphi) = 0
\]

for all \( \phi \in \mathcal{A}_{F_{n+2\sigma}}(G_{n+2\sigma}, \varphi) \in \mathcal{E}_1(\sigma, \pi_2) \) and \( f \in \nu_{W_{m+2\sigma}} \).

**Proof.** Since \( G_{m+2\sigma}(\mathbb{A}) = G_{m+2\sigma}(\mathbb{A})^1 \) and \( \{ E(\phi, z) \mid \phi \in \mathcal{A}_{F_{n+2\sigma}}(G_{n+2\sigma}) \} \) is an automorphic realization of \( \text{Ind}_{F_{n+2\sigma},a}^{G_{m+2\sigma}}(\sigma) \otimes \nu_{W_{m+2\sigma}}(f) \), we can regard the functional \( \mathcal{FJ}(E(\phi, z), \Theta_{W_{m+2\sigma}}(f), \varphi) \) as an element of

\[
(9.7) \quad \text{Hom}_{N_{m+2\sigma},r(\mathbb{A}) \times G_{m+2\sigma}(\mathbb{A})} \left( \text{Ind}_{F_{n+2\sigma},a}^{G_{m+2\sigma}}(\sigma) \otimes \nu_{W_{m+2\sigma}} \otimes \mathcal{E}_1(\sigma, \pi_2), \mathbb{C} \right)
\]

by Proposition 6.3 (iii).

When \( \sigma \simeq \sigma_i \), the residue \( \mathcal{E}_1(\sigma, \pi_2) \) is non-zero by Remark 8.3. We first prove the irreducibility of \( \mathcal{E}_1(\sigma, \pi_2) \). Since the cuspidal support of the residues in \( \mathcal{E}_1(\sigma, \pi_2) \) consists only of \( \sigma \cdot | \cdot |^{-1} \otimes \pi_2 \), the residues are square integrable by \([43, \text{Lemma I.4.11}]\). Thus \( \mathcal{E}_1(\sigma, \pi_2) \) is a unitary quotient of \( \text{Ind}_{F_{n+2\sigma},a}^{G_{m+2\sigma}}(\sigma) \otimes \nu_{W_{m+2\sigma}}(f) \). Since the Langlands quotient of \( \text{Ind}_{F_{n+2\sigma},a}^{G_{m+2\sigma}}(\sigma) \otimes \nu_{W_{m+2\sigma}}(f) \) is its unique semisimple quotient, it is isomorphic to \( \mathcal{E}_1(\sigma, \pi_2) \).

We fix a finite place \( v \) of \( F \) such that the local \( v \)-components of \( \psi, \sigma, \pi_1, \pi_2, \mathcal{E}_1(\sigma, \pi_2) \) are all unramified. For the moment, we consider only the local situation and suppress the subscript \( v \) and drop the field \( E_v, F_v \), when it is clear from the context. Let \( B_n \) and \( B'_n \) denote the standard Borel subgroups of \( GL_n \) and \( G_n \), respectively. Recall that an irreducible generic unramified representation of \( GL_n \) is an irreducible principal series representation.

By \([4, \text{Theorem 1.5.2}]\), we can write \( \pi_2 \) as the irreducible unramified constituent of

\[
\text{Ind}_{B_n}^{GL_n}(\chi_1 \otimes \cdots \otimes \chi_m),
\]

where \( \chi_i \)'s are unramified characters of \( E^\times \) such that \( \chi_i = \chi'_i | \cdot |^s_i \). (Here, \( \chi'_i \)'s are unitary character and \( 0 \leq s_i < \frac{1}{2} \)).

Since \( \sigma \) is an isobaric summand of \( BC(\pi_2) \), by Lemma 8.3 we may assume

\[
\sigma \simeq \begin{cases} 
\text{Ind}_{B_a}^{GL_a}(\chi_0 \otimes \cdots \otimes \chi_{b-1} \chi^{-1} \otimes \cdots \otimes \chi_1^{-1}), & \text{if } a \text{ is even, } \omega_{\sigma} = \text{trivial} \\
\text{Ind}_{B_a}^{GL_a}(\chi_0 \otimes \cdots \otimes \chi_{b-1} \otimes \chi_0 \chi^{-1} \otimes \cdots \otimes \chi_1^{-1}), & \text{if } a \text{ is even, } \omega_{\sigma} = \text{non-trivial} \\
\text{Ind}_{B_a}^{GL_a}(\chi_0 \otimes \cdots \otimes \chi_{b-1} \otimes \chi_0 \chi^{-1} \otimes \cdots \otimes \chi_1^{-1}), & \text{if } a \text{ is odd, } \omega_{\sigma} = \text{trivial} \\
\text{Ind}_{B_a}^{GL_a}(\chi_0 \otimes \cdots \otimes \chi_{b-1} \otimes \chi_0 \chi^{-1} \otimes \cdots \otimes \chi_1^{-1}), & \text{if } a \text{ is odd, } \omega_{\sigma} = \text{non-trivial}
\end{cases}
\]

where \( \chi_0 \) is the unique non-trivial unramified quadratic character of \( E^\times \).
For a sequence \( a = (a_1, a_2, \ldots, a_t) \) of positive integers whose sum is equal or less than \( k \), we denote by \( P_a = M_aU_a \) (resp. \( P_a = M_aU_a \)) the parabolic subgroup of \( GL_k \) (resp. \( G_k \)) whose Levi subgroup \( M_a \) is isomorphic to \( GL_{a_1} \times \cdots \times GL_{a_t} \times GL_{k-2 \sum_{i=1}^t a_i} \) (resp. \( GL_{a_1} \times \cdots \times GL_{a_t} \times GL_{k-2 \sum_{i=1}^t a_i} \)). By conjugation of a certain Weyl element, it is not difficult to show that \( \mathcal{E}^1(\sigma, \pi_2) \) is the irreducible unramified constituent of

\[
\Sigma := \left\{ \begin{array}{ll}
\text{Ind}^{G_{m+2a}}_{G_{n+2a}}(\chi_1 \cdot | \otimes \chi_1 \cdot |^{-1} \boxtimes \tau), & \text{if } a = \text{even}, \omega_\sigma \text{ is trivial}, \\
\text{Ind}^{G_{m+2a}}_{P_{m+2a},1}(\chi' \cdot | \otimes \tau), & \text{other cases}, \end{array} \right.
\]

where \( \chi' \) is a quadratic character of \( F^\times \) and \( \tau \) is an irreducible smooth representation of \( G_{m+2a-2} \).

Now we claim that

\[
(9.8) \quad \text{Hom}_{N_{n+2a} \rtimes GL_{m+2a}} \left( \text{Ind}^{G_{n+2a}}_{P_{n+2a},a}(\sigma \cdot | \otimes \pi_1) \otimes \nu_{W_{m+2a}} \otimes \mathcal{E}^1(\sigma, \pi_2), C \right)
\]

is zero for almost all \( q^{-z} \). By Lemma 7.1,

\[
(9.8) \simeq \text{Hom}_{G_{m+2a}} \left( J_{\psi_{r-1}} \left( \text{Ind}^{G_{n+2a}}_{P_{n+2a},a}(\sigma \cdot | \otimes \pi_1) \otimes \Omega_{W_{m+2a}} \right), \mathcal{E}^1(\sigma, \pi_2) \right).
\]

Therefore, we will show

\[
(9.9) \quad \text{Hom}_{G_{m+2a}} \left( J_{\psi_{r-1}} \left( \text{Ind}^{G_{n+2a}}_{P_{n+2a},a}(\sigma \cdot | \otimes \pi_1) \otimes \Omega_{W_{m+2a}} \right), \Sigma \right) = 0
\]

for almost all \( q^{-z} \).

For a character \( \chi \) of \( F^\times \), the Bernstein-Zelevinski derivative of \( \chi(k) := \chi(\det GL_k) \) is given by

\[
(\chi(k))^{(t)} = \begin{cases} 
\chi(k-t) & \text{if } t \leq 1, \\
0 & \text{if } t \geq 2.
\end{cases}
\]

For a partition \((m_1, \ldots, m_t)\) of \( k \) and characters \( \mu_i \)'s, let \( \tau = \text{Ind}_{P_{(m_i-1, \ldots, m_t-i_t)}}^{GL_k} \mu_1(m_1-1) \otimes \cdots \otimes \mu_t(m_t-1) \). Using the Leibniz rule of the Bernstein-Zelevinski derivative, it is easy to see that for every non-negative integer \( j \),

\[
(9.10) \quad | \cdot |^{\frac{1-j}{2}} \cdot (\tau)^{(j)} \simeq \bigoplus_{\sum_{i_t=0}^{m_t} i_t = j} \text{Ind}_{P_{(m_1-1, \ldots, m_t-1)}}^{GL_{k-j}} | \cdot |^{\frac{1-\sum_{i_t=0}^{m_t} i_t}{2}} \cdot \mu_1(m_1-1) \otimes \cdots \otimes | \cdot |^{\frac{1-\sum_{i_t=0}^{m_t} i_t}{2}} \cdot \mu_t(m_t-1)
\]

up to semisimplification.

Using (7.1), write \( J_{\psi_{r-1}} \left( \text{Ind}^{G_{n+2a}}_{P_{n+2a},a}(\sigma \cdot | \otimes \pi_1) \otimes \Omega_{W_{m+2a}} \right) \) as

\[
(9.11) \quad J_{\mathcal{H}_{W_{m+2a}/C_{r-1}}}(J_{\psi_{r-1}}^{(0)} \left( \text{Ind}^{G_{n+2a}}_{P_{n+2a},a}(\sigma \cdot | \otimes \pi_1) \right) \otimes \Omega_{W_{m+2a}}).
\]

Now we apply [23] Theorem 6.1 with \( j = a, \tau = \sigma \) and \( l = r-1 \). Then by (9.11), [23] Proposition 6.6] and [23] Proposition 6.7],

\[
J_{\psi_{r-1}} \left( \text{Ind}^{G_{n+2a}}_{P_{n+2a},a}(\sigma \cdot | \otimes \pi_1) \otimes \Omega_{W_{m+2a}} \right)
\]

is decomposed as

\[
(9.12) \quad \bigoplus_{0 \leq t \leq \min\{a, r-1\}} \text{Ind}_{P_{m+2a-1, a-t}}^{G_{m+2a}} \left( \mu^{-1} \cdot | \otimes \pi_1 \right) (\tau)^{(t)} \otimes J_{\psi_{r-1}}^{(t)}(\pi_1 \otimes \Omega_{W_{m+2t}})
\]
(9.13) \[ \bigoplus_{0 \leq t \leq 1 - t_{t_1}} \left\{ \text{Ind}_{P_{m+2a,t-r}}^{G_{m+2a}} \left( \mu^{-1} \cdot \frac{1}{z^r} \cdot (\sigma \cdot |z|)^{(r)} \boxtimes (\pi_1 \otimes \omega_{W_n}) \right) \right\}, \]

if \( r \leq a \)

otherwise.

up to semisimplication. (Here, we reflected some typos in [23 Proposition 6.7].)

Write \( \pi_1 = \text{Ind}_{B'_n}^{G_n} (\lambda_1 \boxtimes \cdots \boxtimes \lambda_{\frac{q}{2}}) \) for some unramified characters \( \lambda_i \)'s of \( E^\times \) such that \( \lambda_i = \lambda_i' \cdot |\cdot|^{s_i} \).

(Here, \( \lambda_i' \) is a unitary character and \( 0 \leq s_i' < \frac{1}{2} \).)

Consider the map \( T: \pi_1 \otimes \omega_{W_n} \to \text{Ind}_{B'^n}^{G_n} (\mu^{-1} \cdot \frac{1}{z^r} \cdot (\lambda_1 \boxtimes \cdots \boxtimes \lambda_{\frac{q}{2}})) \) given by

\[ T(f \otimes \phi)(h) = f(h) \otimes (\omega_{W_n}(h) \phi)(0). \]

Then using arguments similar to [23 Proposition 6.6], we can show that \( T \) is well-defined and an isomorphism. Therefore, an irreducible unramified subquotient of \( \text{Ind}_{P_{m+2a,t-r}}^{G_{m+2a}} \left( \mu^{-1} \cdot \frac{1}{z^r} \cdot (\sigma \cdot |z|)^{(r)} \boxtimes (\pi_1 \otimes \omega_{W_n}) \right) \) is that of

\[ \text{Ind}_{B'^n}^{B'_n} (\mu^{-1} \cdot \frac{1}{z^r} \cdot (\lambda_1 \boxtimes \cdots \boxtimes \lambda_{\frac{q}{2}})) \]

(9.14)

for almost all \( q^{-z} \) and so we are sufficient to show that

\[ \text{Hom}_{G_{m+2a}} (9.13), \Sigma^\vee) = 0 \]

for almost all \( q^{-z} \) and so we are sufficient to show that

\[ \text{Hom}_{G_{m+2a}} (9.12), \Sigma^\vee) = 0. \]

For \( 0 \leq i \leq n-1 \), put

\[ \pi_{1,i} \simeq \text{Ind}_{B'^n}^{G_{n-2i}} (\lambda_{i+1} \boxtimes \cdots \boxtimes \lambda_{\frac{q}{2}}). \]

We apply [23 Theorem 6.1] with \( j = 1, \tau = \lambda_1, l = r - 1 - t \). Then by [23 Proposition 6.6] and [23 Proposition 6.7],

\[ J_{\psi_{r-1-t}} (\pi_1 \otimes \Omega_{W_{m+2t}}) \]

is decomposed as

\[ \bigoplus_{0 \leq t \leq 1 - t_{t_1}} \text{Ind}_{P_{m+2a(t+t_1-1)}}^{G_{m+2a(t+t_1)}) \left( \mu^{-1} \cdot \frac{1}{z^r} \cdot (\lambda_1)^{(t_1)} \boxtimes J_{\psi_{r-1-t_1-1}} (\pi_{1,1} \otimes \Omega_{W_{m+2(t+t_1-1)}}) \right) \]

(9.15)

(9.16)

When \( r - 1 - t = 0 \), using the similar argument in the above, we have

\[ \text{Hom}_{G_{m+2a}} \left( \text{Ind}_{P_{m+2a,t-r}}^{G_{m+2a}} \left( \mu^{-1} \cdot \frac{1}{z^r} \cdot (\sigma \cdot |z|)^{(t)} \boxtimes (\pi_1 \otimes \omega_{W_{m+2(t+t_1-1)})} \right) \right) \]

for almost all \( q^{-z} \).

Therefore, we consider only when \( r - 1 - t > 0 \) and it is enough to show that

\[ \text{Ind}_{P_{m+2a(t+t_1-1)}}^{G_{m+2a(t+t_1-1)}} \left( \mu^{-1} \left( \frac{1}{z^r} \cdot (\sigma \cdot |z|)^{(t)} \boxtimes (\lambda_1)^{(t_1)} \right) \boxtimes J_{\psi_{r-1-t_1-1}} (\pi_{1,1} \otimes \Omega_{W_{m+2(t+t_1-1)}}) \right) \]

has no irreducible subquotient \( \Sigma^\vee \) for almost all \( q^{-z} \).
Lemma 9.6. With the same notation as in Lemma 9.4, assume \( \mu(\Omega_{W_m}) = 0 \). Then, we obtain the desired result.

Remark 9.5. From what we have discussed so far, we see that \( J_{\psi_0}(1) \) is irreducible. Further, it is \( \psi \)-generic by [45] Theorem 1.1. Since \( \Omega_{W_0} = \psi^{-1} \), we see that \( J_{\psi_0}(\text{Ind}_{\psi_0}^B \lambda_{\frac{z}{2}} \otimes \Omega_{W_0}) = 1 \). Furthermore, as we have done previously, we see that

\[
\text{Ind}_{\psi_0}(\text{Ind}_{\psi_0}^B \lambda_{\frac{z}{2}} \otimes \Omega_{W_0}) = \text{Ind}_{\psi_0}^B(\mu^{-1} \cdot I_{\frac{z}{2}} \cdot \lambda_{\frac{z}{2}}).
\]

Therefore, [8] Theorem 2.9 implies that

\[
\text{Ind}_{\psi_0}(\text{Ind}_{\psi_0}^B \lambda_{\frac{z}{2}} \otimes \Omega_{W_0}) = \text{Ind}_{\psi_0}^B(\mu^{-1} \cdot I_{\frac{z}{2}} \cdot \lambda_{\frac{z}{2}}).
\]

has no irreducible subquotient \( \Sigma^V \) for almost all \( q^{-z} \) and it proves our claim.

From what we have discussed so far, we see that

\[
\mathcal{FJ}(E(\phi', z), \varphi, f) = 0
\]

at least when \( \text{Re}(z) \gg 0 \). Since \( z \mapsto \mathcal{FJ}(E(\phi', z), \varphi, f) \) is meromorphic, \( \mathcal{FJ}(E(\phi', z), \varphi, f) \) is identically zero.

Remark 9.5. For \( x \in M_{m+2a,a} \), \( x V x^{-1} = V \) and the Jacobian \( \frac{d(xvz)}{dv} = 1 \).

Lemma 9.6. With the same notation as in Lemma 9.4, assume \( \sigma \simeq \sigma_i \) for some \( 1 \leq i \leq t \). If \( \phi \in \mathcal{E}_\sigma^\mu \otimes \mathcal{E}_\pi^\nu \), then

\[
\mathcal{FJ}(\phi, \varphi, f) = \int_{K_0} \int_{V(F)} \left( \int_{M_a(F) \backslash M_a(F)} \phi(nm) \cdot \Theta_P(f((n,m) \cdot (v,k))) \, dn \right) \varphi_P(mk) \, dm \cdot e^{\mu_P(vk)} \, dvdk.
\]

Proof. The proof is similar with [61] Lemma 6.5. Using the residue theorem, write

\[
\mathcal{E}_\sigma^\nu(\phi) = \frac{1}{2\pi i} \int_{|z| = \epsilon} E(g, \phi, z) \, dz
\]
for some small \( \epsilon > 0 \). By employing arguments similar to those introduced by Arthur in [3, pp. 47-48], we can interchange the complex line integral with the mixed truncation operator. Then by Fubini’s theorem, we have

\[
(9.18) \quad \int_{G_{m+2a}(F) \setminus G_{m+2a}(K_F)} \Lambda^T_m(E^0(\phi) \otimes \Theta_{W_{m+2a}}(f))(g) \cdot \varphi(g) dg \\
= \frac{1}{2\pi i} \int_{|z-\frac{1}{2}|=\epsilon} \int_{G_{m+2a}(F) \setminus G_{m+2a}(K_F)} \Lambda^T_m(E(\phi, z) \otimes \Theta_{W_{m+2a}}(f))(g) \cdot \varphi(g) dg dz \\
= \lim_{z \to \frac{1}{2}} \left( z - \frac{1}{2} \right) \cdot \int_{G_{m+2a}(F) \setminus G_{m+2a}(K_F)} \Lambda^T_m(E(\phi, z) \otimes \Theta_{W_{m+2a}}(f))(g) \cdot \varphi(g) dg.
\]

Since \( \mathcal{F} \mathcal{J}_{\psi, \mu}(E^0(\phi), \varphi, f) \) is the zero coefficient of the left-hand side, we compute the zero coefficient of the right-hand side by Proposition 6.3 and Lemma 9.4.

\[
\int_{G_{m+2a}(F) \setminus G_{m+2a}(K_F)} \Lambda^T_m(E(\phi, z) \otimes \Theta_{W_{m+2a}}(f))(g) \cdot \varphi(g) dg \\
= - \int_{P_a(F) \setminus G_{m+2a}(K_F)}^{*} (E(\phi, z) \otimes \Theta_{W_{m+2a}}(f))_{P_a,N_{n+2a,r}} \cdot \varphi_{P_a}(g) \cdot \hat{\tau}_{P_a}(H_{P_a}(g) - T) dg.
\]

Note that \( E_P(g, \phi, z) = \phi(g)d(g)^{z} + (M(z)\phi)(g)d(g)^{-z} \), where \( M(z) \) is the relevant intertwining operator. Therefore,

\[
\int_{[N_{n+2a,r}]} E_P(g, \phi, z)(lg) \cdot \Theta_{P_a}(f)(l, g) dl \\
= \int_{[N_{n+2a,r}]} \phi(lg) \cdot \Theta_{P_a}(f)(l, g) \cdot d(lg)^{z} dl + \int_{[N_{n+2a,r}]} (M(z)\phi)(lg) \cdot \Theta_{P_a}(f)(l, g) \cdot d(lg)^{-z} dl.
\]

Since the second term does not contribute to the zero coefficient in (9.18), we only consider the first term.

Then by Lemma 9.1 and Remark 9.5

\[
- \int_{P_a(F) \setminus G_{m+2a}(K_F)}^{*} \left( \int_{[N_{n+2a,r}]} \phi(lg) \cdot \Theta_{P_a}(f)(l, g) \cdot d(lg)^{z} dl \right) \cdot \varphi_{P_a}(g) \cdot \hat{\tau}_{P_a}(H_{P_a}(g) - T) dg \\
= - \int_{K_a} \int_{M_a(F) \setminus M_a(K_F)} \int_{T}^{\infty} \int_{V} \int_{[N_{n,r}]} \phi(nv, mk) \cdot \Theta_{P_a}(f)(nv, mk) e^{z(X + H_P(v, mk))} \varphi_{P_a}(mk) \cdot e^{-\frac{X}{2}} dndvdX dmdk \\
= - \int_{T} e^{(z-\frac{1}{2})X} dX \cdot \int_{K_a} \int_{M_a(F) \setminus M_a(K_F)} \int_{T}^{\infty} \int_{V} \int_{[N_{n,r}]} \phi(nvmk) \cdot \Theta_{P_a}(f)((n, m)(v, k)) \varphi_{P_a}(mk) e^{zH_P(v, k)} dndvdX dmdk.
\]

Since

\[
- \int_{T} e^{(z-\frac{1}{2})X} dX = \frac{e^{(z-\frac{1}{2})T}}{z - \frac{1}{2}},
\]

the zero coefficient of

\[
\lim_{z \to \frac{1}{2}} \left( z - \frac{1}{2} \right) \cdot \int_{G_{m+2a}(F) \setminus G_{m+2a}(K_F)} \Lambda^T_m(E(g, \phi, z) \otimes \Theta_{W_{m+2a}}(f))(g) \cdot \varphi(g) dg
\]

is equal to

\[
\lim_{z \to \frac{1}{2}} \left( z - \frac{1}{2} \right) \cdot \mathcal{P}(E(\phi, z), \Theta_{W_{m+2a}}(f), \varphi) +
\]
\[ \int_{K_a} \int_{[V]} \left( \int_{M_a(F) \setminus M_a(k_F)} \left( \int_{[N_{n,r}]} \phi(nmk) \cdot \Theta_{P_{\sigma}}(f)((n,m) \cdot (v,k)) \, dn \right) \varphi_{P_{\sigma}}(mk) \, dm \right) \cdot e^{\frac{H_{P_{\sigma}}(vk)}{2}} \, dvdk. \]

Since \( P(E(\phi, z), \Theta_{W_{m+2a}}(f), \varphi) = 0 \) by Lemma 9.4, it completes the proof. \( \square \)

**Lemma 9.7.** With the same notation as in Lemma 9.4, we assume \( \sigma \simeq \sigma_i \) for some \( 1 \leq i \leq t \). Then the following conditions are equivalent.

(i) The Fourier-Jacobi period functional \( FJ_{\psi, \mu}(\pi_1, \pi_2, \nu_{W_m}) \) is nonzero.

(ii) There exist \( \phi \in \mathcal{A}^{\mu_1} \otimes \mathcal{E}_{\nu_1}^{\pi_1}(G_{m+2a}), \varphi \in \mathcal{E}_1(\sigma, \pi_2) \) and \( f \in \nu_{W_{m+2a}} \) such that

\[ \int_{K_a} \int_{[V]} \left( \int_{M_a(F) \setminus M_a(k_F)} \left( \int_{[N_{n,r}]} \phi(nmk) \cdot \Theta_{P_{\sigma}}(f)((n,m) \cdot (v,k)) \, dn \right) \varphi_{P_{\sigma}}(mk) \, dm \right) \cdot e^{\frac{H_{P_{\sigma}}(vk)}{2}} \, dvdk \neq 0 \]

**Remark 9.8.** The above lemma seems similar to [15] Proposition 5.3, which appears in the proof of one direction of the global GGP conjecture for the metaplectic-symplectic case. Experts discovered a technical gap in the proof of [15] Proposition 5.3 when the corank is not zero. To be more precise, they mistakenly assumed that the image of a certain intertwining operator would be the full induced representation, and consequently, they chose a vector in the image of the operator with good support. However, since the image of such an operator is not the full induced representation, it becomes highly non-trivial to choose a good vector within the operator's image. To circumvent such difficulty, we employed the isobaric sum of \( BC(\pi_2) \) instead of \( BC(\pi_1) \) in Lemma 9.4. This approach has an advantage and a disadvantage. The advantage is that it eliminates the need to choose a special vector within the image of the residual intertwining operator in the proof of Lemma 9.7. The disadvantage is that, compared to the approach using the isobaric sum of \( BC(\pi_1) \), the proof of Lemma 9.4 becomes more complex because one must explicitly compute the relevant twisted Jacquet-modules corresponding to Fourier-Jacobi characters, even for non-first occurrences. Having proven Lemma 9.4, we can then demonstrate the following lemma with reasonable ease by utilizing the inductive structure of the constant terms of theta series.

**Proof.** The proof of the (i) \( \rightarrow \) (ii) direction essentially follows the reasoning presented in the proof of Lemma 6.5. However, our situation is slightly more complex due to the inclusion of an integration over \( V \). As a result, a more meticulous treatment becomes necessary to effectively manage this additional integral.

Put

\[ \Pi = \mu |_{E^\perp} \cdot |E^\perp \otimes \pi_1, \quad \Pi' = |E^\perp \otimes \pi_2, \quad \Pi'' = \mu^{-1} |_{E^\perp} \otimes \nu_{\psi^{-1} \mu^{-1} W_m}. \]

We define a functional on \( \Pi \otimes \Pi' \otimes \Pi'' \) by

\[ l(\eta \otimes \eta' \otimes \eta'') = \int_{M_a(F) \setminus M_a(k_F)} \left( \int_{[N_{n,r}]} \eta(nm) \eta''((n,m)) \, dn \right) \eta'(m) \, dm. \]

Let \( (\Pi \otimes \Pi' \otimes \Pi'')^\infty \) be the canonical Casselman-Wallach globalization of \( \Pi \otimes \Pi' \otimes \Pi'' \) realized in the space of smooth automorphic forms without the \( K_{M_{m+2a}} \times K_{M_{m+2a}} \times K_{M_{m+2a}} \)-finiteness condition, where \( K_{M_{m+2a}} = K_{j+2a} \cap M_{i+2a} \) for \( i = n, m \) (cf. [10], [56] Chapter 11). Since cusp forms are bounded, \( l \) can be uniquely extended to a continuous functional on \( (\Pi \otimes \Pi' \otimes \Pi'')^\infty \) and denote it by the same notation. Our assumption enables us to choose \( \eta \in \Pi, \eta' \in \Pi' \) and \( \eta'' \in \Pi'' \) so that \( l(\eta \otimes \eta' \otimes \eta'') \neq 0 \). We may assume that \( \eta, \eta' \) and \( \eta'' \) are pure tensors. By [43], [55], the functional \( l \) is a product of local functionals \( l_v \in \text{Hom}_{\text{Loc}}((\Pi_v \otimes \Pi'_v \otimes \Pi''_v)^\infty, \mathbb{C}) \), where we set \( (\Pi_v \otimes \Pi'_v \otimes \Pi''_v)^\infty = \Pi_v \otimes \Pi'_v \otimes \Pi''_v \) if \( v \) is finite. Then we have \( l_v(\eta_v \otimes \eta'_v \otimes \eta''_v) \neq 0 \).
Denote by 1 (resp. $e$) the identity element of $G_{n+2a}$ (resp. $G_{m+2a}$). Choose $\varphi' \in \mathcal{E}^1(\sigma, \pi_2)$ and $f \in \nu_{W_{m+2a}}$ such that

\begin{enumerate}[(i)]
    \item $\delta_{P_{a,v}}^{\frac{1}{2}} \cdot \varphi'_{P_{a,v}} = \otimes_{v} \varphi'_{v}, \Theta_{P_{a,v}}(f) = \otimes_{v} f_{v};$
    \item $\varphi'_{v}(e) = \eta_{v}, f_{v}((1, e)) = \eta_{v}'.
\end{enumerate}

(We can choose such $f$ by Remark 9.2 and Remark 9.3.)

Let $U_{n+2a,v}$ be the unipotent radical of the opposite parabolic subgroup $P^−$ of $P$ and $\alpha_v$ be a smooth function on $U_{n+2a,v}$, which has a compact support. We can define a section $\phi_v$ by requiring

$$\phi_v(muu_{−}) = \delta_{P_{e}}(m)\alpha_v(u_{−}) \cdot (\Pi_{v})\infty(m)\eta_{v}, \ m \in M_{n+2a,v}, u \in U_{n+2a,v}, u_{−} \in U_{n+2a,v}.$$ 

Since $N_{n+2a,v} \simeq (\text{Hom}(Y_{a,v}, X)^\ast \times \text{Hom}(Y_{a,v}, X)^\ast) \times N_{n,v}$, we regard elements of $\text{Hom}(Y_{a,v}, X)^\ast$ and $\text{Hom}(Y_{a,v}, X)^\ast$ as elements of $N_{n+2a,v}$ via the natural inclusion maps. By Remark 9.2 and (9.6), for every $p_1 \in \text{Hom}(Y_{a,v}, X)^\ast$,

$$\int_{\text{Hom}(Y_{a,v}, X)^\ast} f_v((p_1, e)) = f_v((1, e)) = \eta_{v}'$$

Using the Iwasawa decomposition of $G_{n+2a,v}$ with respect to $P_v$, it is easy to check that $\text{Hom}(Y_{a,v}, X)\ast$ is contained in $U_{n+2a,v}$. By taking the support of $\alpha_v$ sufficiently small near $e$, we have

$$\int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} l_{v}(\phi_v((p_1) \otimes \eta_{v}' \otimes f_v((p_1, e))) \cdot \frac{e_{P_{e}(p_1)}}{2} dp_1 = \int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} l_{v}(\phi_v((p_1) \otimes \eta_{v}' \otimes \eta_{v}'') \cdot \frac{e_{P_{e}(p_1)}}{2} dp_1 \neq 0.$$ 

On the other hand, there is a small neighborhood $N_v$ of 0 in $\text{Hom}(Y_{a,v}^\ast, X)\ast$ such that

$$\int_{\text{Hom}(Y_{a,v}^\ast, X)\ast}^{\Pi_{v}} \int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} l_{v}(\phi_v((p_1 p_2) \otimes \eta_{v}' \otimes f_v((p_1 p_2, e))) \cdot \frac{e_{P_{e}(p_1 p_2)}}{2} \cdot \chi_{N_v}(p_2) dp_1 dp_2 \neq 0.$$ 

(Here, $\chi_{N_v}$ is the characteristic function on $N_v$.)

By taking the support of the Schwartz function $f$ sufficiently small neighborhood of 0 in $Y_{a,v}^\ast$, we may assume that the support of $f_v$ is contained in $N_v$.

Then

$$(9.20) \int_{\text{Hom}(Y_{a,v}^\ast, X)\ast}^{\Pi_{v}} \int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} l_{v}(\phi_v((p_1 p_2) \otimes \eta_{v}' \otimes f_v((p_1 p_2, e))) \cdot \frac{e_{P_{e}(p_1 p_2)}}{2} dp_1 dp_2

= \int_{\text{Hom}(Y_{a,v}^\ast, X)\ast}^{\Pi_{v}} \int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} l_{v}(\phi_v((p_1 p_2) \otimes \eta_{v}' \otimes f_v((p_1 p_2, e))) \cdot \frac{e_{P_{e}(p_1 p_2)}}{2} \cdot \chi_{N_v}(p_2) dp_1 dp_2,$$

and so (9.20) is nonzero.

Put

$$I(\phi_v) = \int_{K_{a,v}} \int_{\text{Hom}(Y_{a,v}^\ast, X)\ast}^{\Pi_{v}} \int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} l_{v}(\phi_v((p_1 p_2 k) \otimes \varphi_v(k) \otimes f_v((p_1 p_2, k))) \cdot \frac{e_{P_{e}(p_1 p_2)}}{2} dp_1 dp_2 dk.$$ 

Since $P_{a,v} \cdot U_{n+2a,v}$ is an open dense subset of $G_{m+2a,v}$, we can rewrite the local integral as

$$I(\phi_v) = \int_{U_{n+2a,v}} \int_{\text{Hom}(Y_{a,v}^\ast, X)\ast}^{\Pi_{v}} \int_{\text{Hom}(Y_{a,v}, X)^\ast}^{\Pi_{v}} \alpha_v(u_{−}) l_{v}(\phi_v((p_1 p_2 u_{−}) \otimes \eta_{v}' \otimes f_v((p_1 p_2, u_{−}))) \cdot \frac{e_{P_{e}(p_1 p_2 u_{−})}}{2} dp_1 dp_2 du_{−}.$$ 

We can choose $\alpha_v$ to be supported in a small neighborhood of $e$ so that $I(\phi_v) \neq 0$. Since $I$ is continuous and $K_{n+2a,v}$-finite vectors are dense in the induced representation, we can choose $K_{n+2a,v}$-finite function $\phi_v$ such that $I(\phi_v) \neq 0$. This completes the proof of the (i) $\rightarrow$ (ii) direction.
The proof of (ii) → (i) direction is almost immediate. From what we have seen in the above, we see that the Fourier–Jacobi period integral $FJ_{ψ,μ}(π_1, π_2, ν_{W_m})$ is just the inner period integral in (9.19).

Therefore, if $FJ_{ψ,μ}(π_1, π_2, ν_{W_m}) = 0$, the integral (9.19) is always zero.

By combining Lemma 9.6 with Lemma 9.7 we get the following reciprocal non-vanishing theorem.

**Theorem 9.9.** With the same notation as in Lemma 9.4, assume $σ ≃ σ_i$ for some $1 ≤ i ≤ t$. Then $FJ_{ψ,μ}(π_1, π_2, ν_{W_m}) ≠ 0$ is equivalent to $FJ_{ψ,μ}(E^0(μ · σ_i^γ, π_1), E^1(σ, π_2), ν_{W_{m+2n}}) ≠ 0$.

10. **Proof of the Main Theorem**

*Proof.* We know that $BC(π_2)$ is an isobaric sum of the form $σ_1 ⊕ · · · ⊕ σ_t$, where $σ_1, . . . , σ_t$ are distinct irreducible unitary cuspidal automorphic representations of general linear groups such that the (twisted) Asai $L$-function $L(s, σ_i, As^{(-1)^{m-1}})$ has a pole at $s = 1$. Then for each $1 ≤ i ≤ t$, $L(s, μ^{-1} · σ_i, As^{(-1)^{m}})$ has a pole at $s = 1$. On the other hand, $E^0(μ · σ_i^γ, π_1)$ is nonzero by Theorem 9.9. Thus by Proposition 8.2, we have $L(1/2, BC(π_1^γ) × μ · σ_i^γ) ≠ 0$ and so $L(1/2, BC(π_1) × μ^{-1}σ_i) ≠ 0$ by the functional equation.

Thus

$$L \left( \frac{1}{2}, BC(π_1) × BC(π_2) ⊗ μ^{-1} \right) = \prod_{i=1}^{t} L \left( \frac{1}{2}, BC(π_1) × μ^{-1}σ_i \right) ≠ 0$$

and so our claim is proved. \qed
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