Interplane charge dynamics in a valence-bond dynamical mean-field theory of cuprate superconductors
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We present calculations of the interplane charge dynamics in the normal state of cuprate superconductors within the valence-bond dynamical mean-field theory. We show that by varying the hole doping, the c-axis optical conductivity and resistivity dramatically change character, going from metallic-like at large doping to insulating-like at low-doping. We establish a clear connection between the behavior of the c-axis optical and transport properties and the destruction of coherent quasiparticles as the pseudogap opens in the antinodal region of the Brillouin zone at low doping. We show that our results are in good agreement with spectroscopic and optical experiments.

PACS numbers: 71.27.+a, 74.72.-h, 74.25.-q

I. INTRODUCTION

Even after many years of investigation, cuprate superconductors continue to be at the center of intense experimental and theoretical interest. A key phenomenon which needs to be understood to reveal the nature of superconductivity in the cuprates is the onset of strong momentum-space differentiation in the (hole-) underdoped normal state. This region of the phase diagram is characterized by the suppression of quasiparticle excitations in the antinodal region of the Brillouin zone and the opening of a pseudogap yielding Fermi arcs, as observed, e.g. in angle-resolved photoemission (ARPES) experiments. Other distinctive properties of the cuprates are seen in the extreme anisotropy of the charge dynamics and the in-plane (\(\rho_{ab}\)) and interplane resistivity (\(\rho_c\)) have different temperature dependence. While \(\rho_{ab}\) decreases with decreasing temperatures at all doping levels, \(\rho_c\) is sensitive to the doping. Its behavior is essentially insulating at low doping, semi-metallic at intermediate doping and metallic in the overdoped regime. The peculiar properties of the interplane charge dynamics have also been observed in optical studies. They reveal that the c-axis optical conductivity \(\sigma_c(\Omega)\) shows no sharp Drude peak at low frequencies \(\Omega\) in the underdoped normal state. Instead, \(\sigma_c(\Omega)\) has a rather flat frequency-dependence at temperatures above the pseudogap temperature \(T^*\). As the temperature is reduced below \(T^*\), low-energy spectral weight is transferred to higher energies and \(\sigma_c(\Omega)\) displays a gaplike depression as \(\Omega \to 0\). Only in the highly overdoped region does \(\sigma_c(\Omega)\) show evidence of emerging coherence.

In this article, we address the interplane charge dynamics of cuprate superconductors within the valence-bond dynamical mean-field theory (VB-DMFT) introduced in Refs. 14 and 15. Our results capture many salient features found in experiments for the c-axis resistivity and optical conductivity. Specifically, we show that the opening of a pseudogap in the antinodal region explains the incoherent behavior of the interplane transport.

The VB-DMFT is a minimal cluster extension of the dynamical mean-field theory that aims at describing momentum-space differentiation together with Mott physics. We apply it to the Hubbard model on a square lattice defined by the Hamiltonian

\[
\mathcal{H} = \sum_{k,\sigma} \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}, \tag{1}
\]

where \(t\) and \(t'\) are the nearest and next-nearest neighbor hopping and \(U\) is the onsite Coulomb repulsion. In the following, we use \(U/t = 10\) and \(t'/t = -0.3\), which are values commonly used for modeling hole-doped cuprates in a single-band framework. This value of \(U\) is larger than the critical value for the Mott transition in the undoped model, so that we deal with a doped Mott insulator.
FIG. 2. (Color online) Left panel: The c-axis optical conductivity \( \sigma_c(\Omega) \) calculated within VB-DMFT for three doping levels. \( \sigma_c \) is displayed in units of \( \sigma^* \) as defined in the text (\( \sigma^* \) is of order 50 \( \Omega^{-1} \text{cm}^{-1} \) for YBa\(_2\)Cu\(_3\)O\(_y\)). Frequency is normalized to the half-bandwidth \( D \sim 1eV = 8000\text{cm}^{-1} \). Right panel: Experimental data for the c-axis optical conductivity of YBa\(_2\)Cu\(_3\)O\(_y\). The data for YBa\(_2\)Cu\(_3\)O\(_{7.00}\) is taken from Ref. 8 where the phonon contribution was subtracted by fitting to 5 Lorentzian. More details concerning this procedure are given in Appendix A and in Refs. 14 and 15.

VB-DMFT is based on an effective two-impurity model embedded in a self-consistent bath. Within this simple approach involving only two degrees of freedom, the lattice self-energy is approximated to be piecewise constant over two patches of the Brillouin zone. These two patches are shown in Fig. 1. Inspired by the phenomenology of cuprate superconductors, their shape is chosen in such a way that the central (red) patch covers the nodal region of the Fermi surface, while the border (blue) patch covers the antinodal region. With this prescription, one degree of freedom of the underlying two-impurity model is associated with the physics of nodal quasiparticles and the other degree of freedom with antinodal quasiparticles. Thank to the relative simplicity of the VB-DMFT approach, it is possible to make very efficient calculations using continuous-time quantum Monte Carlo and obtain accurate spectral functions \( A(\mathbf{k}, \omega) \). More details concerning this procedure are given in Appendix A and in Refs. 14 and 15.

In the VB-DMFT, the formation of Fermi arcs is described by a selective metal-insulator transition in momentum space. Below a doping \( \sim 16\% \), the degree of freedom describing the antinodal regions becomes insulating, while that associated to the nodal quasiparticles remains metallic. The orbital-selective mechanism responsible for the pseudogap has also been confirmed in studies involving larger clusters. In Refs. 14 and 15, we used the VB-DMFT to compute tunneling and ARPES spectra in good agreement with experiments.

II. INTERPLANE OPTICAL CONDUCTIVITY

We first compute the frequency-dependent c-axis optical conductivity \( \sigma_c(\Omega) \), given by

\[
\sigma_c(\Omega) = \frac{2e^2c}{h\alpha_b} \int d\omega \frac{f(\omega) - f(\omega + \Omega)}{\Omega} A(\mathbf{k}, \omega) A(\mathbf{k}, \Omega + \omega),
\]

where \( f \) is the Fermi function, \( A(\mathbf{k}, \omega) \) the in-plane spectral function, \( N \) the number of lattice sites, \( e \) the electronic charge, \( a, b \) the in-plane lattice constants, \( c \) the interplane distance and \( t_{\perp}(\mathbf{k}) = t_{\perp}(\cos(k_x) - \cos(k_y))^2 \) is the interplane tunneling matrix element. Note that in this expression \( t_{\perp}(\mathbf{k}) \) has a strong \( k \)-dependence, with contributions stemming mainly from the antinodal region of the Brillouin zone. For convenience, we will express energies in units of the half-bandwidth \( D \) of the electronic dispersion, and the optical conductivity...
in units of $\sigma^* = 2e^2a_0^3/\hbar a b D^2$. In YBa$_2$Cu$_3$O$_y$ compounds, $D \sim 1$eV $\sim 8000\text{cm}^{-1}$ and $\sigma^*$ is of order $\approx 50\text{Ω}^{-1}\text{cm}^{-1}$.

In the left panel of Fig. 2 we display the computed $\sigma\text{}(\Omega)$ for three levels of hole-doping and several temperatures. Our results show three distinctive behaviors. At high doping $\delta \gtrsim 16\%$, the conductivity displays a metallic-like behavior, with the build-up of a Drude-like peak as the temperature is decreased. Note that as the peak increases additional spectral weight appears at low-energy. At low doping $\delta \lesssim 10\%$, $\sigma\text{}(\Omega)$ is characterized by a gaplike depression at low frequencies where spectral weight is suppressed with decreasing temperature. The width of the gap when it opens at high temperature is $0.15D$ and remains approximately the same as the temperature is lowered. Note that the spectral weight that is lost in the gap is redistributed over a wide range of energies. The appearance of the depression in the spectra can be directly linked to the formation of a pseudogap in the antinodal region $\delta_{14,15}$. Indeed, the matrix element $t_\perp$ appearing in the expression of the optical conductivity essentially probes the region close to $(\pm \pi, 0), (0, \pm \pi)$ so that a loss of coherent antinodal quasiparticles results in a loss of low-energy spectral weight in the c-axis optical conductivity. In Refs. $[14$ and $15]$, it has been shown that in a zero-temperature analysis of VB-DMFT, coherent quasiparticles disappear in the antinodal region at a doping $\sim 16\%$. This is consistent with $\sigma\text{}$ showing a depression only for doping levels below $\sim 16\%$. At intermediate doping, $\sigma\text{}(\Omega)$ has a mixed character (see left panel of Fig. 2 for $\delta = 12\%$). Starting from high temperatures, the low-energy conductivity first displays metallic behavior with an increase in $\sigma\text{}$ as the temperature is lowered. At temperatures $T < D/50$, however, a gap starts to appear and low-energy spectral weight is suppressed.

The right panel of Fig. 2 displays the experimental interplane optical conductivity of YBa$_2$Cu$_3$O$_y$ obtained in Refs. $[8,16$ and $17$. At large doping levels, the data shows a build-up of a Drude peak consistent with our theoretical calculation. One must note however that the interplane optical conductivity of YBa$_2$Cu$_3$O$_y$ displays a crossing between the spectra at different temperatures and that the spectral weight transfer is not as clear as in the theoretical curves (left panel) for $\delta = 16\%$. In fact, only at doping levels larger than $\delta \sim 25\%$ do the computed $\sigma\text{}$ eventually behave more metallic-like, with a sharp Drude peak at low energies. This behavior is also consistent with other experiments, e.g. on overdoped YBa$_2$Cu$_3$O$_y$, see Fig. 1 of Ref. $[24]$. At low doping, the spectra of YBa$_2$Cu$_3$O$_{6.67}$ display the opening of a gaplike depression, which is quite well captured by our theoretical results. Remarkably, $\sigma\text{}$ is typically a factor of 10 smaller that in YBa$_2$Cu$_3$O$_y$, a factor quantitatively similar to what we obtain theoretically by comparing our results for $\delta = 16\%$ and $\delta = 8\%$. At intermediate doping between these two limits, YBa$_2$Cu$_3$O$_{6.95}$ displays spectra which depend on temperature in a non-monotonous manner, first increasing upon cooling and then decreasing at lower temperatures. This behavior is indeed observed in our theoretical results at 12% doping. All these observations show that our calculations agree qualitatively, and to a certain extent quantitatively, with optical conductivity measurements on underdoped cuprates (see also e.g. Ref. $[2, Fig. 2 in Ref. [6 or Fig. 1 in Ref. [27].

### III. INTERPLANE RESISTIVITY

From the $\Omega = 0$ extrapolation of the optical conductivity, we obtain the c-axis resistivity $\rho\text{} = 1/\sigma\text{}(\Omega = 0)$ displayed in Fig. 4 for different doping levels, as a function of temperature. $\rho\text{}$ is displayed in units of $\rho^* = 1/\sigma^*$ which takes the value $\sim 0.02\Omega\text{cm}$ in YBa$_2$Cu$_3$O$_y$. As already discussed for the optical conductivity, the properties of $\rho\text{}$ strongly depend on the doping level. At low doping ($\delta = 8\%$), $\rho\text{}(T)$ has an insulating behavior with a large increase as the temperature is lowered. This increase is a direct consequence of the opening of the pseudogap in the antinodal region of the Brillouin zone. As the doping level is increased (see $\delta = 12\%$), $\rho\text{}(T)$ starts to display a mixed, non monotonous behavior: it has a minimum as it changes from metallic-like to insulating-like as $T$ decreases. This behavior is indeed observed in interplane resistivity measurements on La$_{2-x}$Sr$_x$CuO$_4$ (Fig. 3 in Ref. $[2$, Fig. 2 in Ref. $[3$, YBa$_2$Cu$_3$O$_y$ (Fig. 1 in Ref. $[4$) or Bi$_2$Sr$_2$CaCu$_2$O$_y$ thin films (inset of Fig. 3 in Ref. $[28]$. As we go to higher doping, $\rho\text{}(T)$ eventually acquires a metallic-like behavior with $d\rho\text{}/dT > 0$. Note that this metallic behavior emerges from the transfer of spectral weight to lower energies as can be seen from Fig. 2. Moreover, even at the largest doping level $\delta = 25\%$, $\rho\text{}(T)$ does not recover the standard Fermi-liquid behavior with $\rho\text{}(T) \sim T^\alpha$ (closer inspection instead shows that $\rho\text{}(T)$ roughly behaves as $T^{\alpha}$ with $\alpha \approx 1.6$). One might need
to consider even larger doping levels to recover a $T^2$ behavior as seen, e.g., in heavily doped La$_{2-x}$Sr$_x$CuO$_4$.

IV. CONCLUSIONS

To conclude, in this article we have computed the interplane charge dynamics within the VB-DMFT framework in order to address the properties of the normal-state of high-$T_c$ copper-oxide superconductors. Our results show that the interplane charge dynamics of the normal state is characterized by three regimes. (i) An overdoped regime where both the $c$-axis optical conductivity and resistivity show a metallic-like behavior. (ii) An underdoped regime where the destruction of coherent quasiparticles in the antinodal region induces a gaplike depression in $\sigma_c$ and a resulting insulating-like interlayer resistivity which increases as temperature is lowered. (iii) An intermediate-doping mixed regime with first the buildup of a coherence peak in $\sigma_c$ as the temperature is decreased, followed by a loss of low-energy spectral weight as the pseudogap opens at lower temperatures. As a consequence, $\rho_c$ has a non-monotonic behavior with a minimum at intermediate temperature. Our calculations are in good agreement with spectroscopic and transport experiments.
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Finally, the nodal ($\Gamma_N$) and antinodal ($\Gamma_{AN}$) inverse lifetimes are associated with $\Gamma_+$ and $\Gamma_-$ respectively. In order to compute the optical conductivity and the resistivities it is necessary to have access to the in-plane spectral function $A(k, \omega)$. A first step is to analytically continue the self-energies $\Sigma_\pm$ on the real-frequency axis, which is achieved using Padé approximants. This is made possible thanks to the extremely accurate, low-noise imaginary-time data. A second step is to interpolate the self-energy to obtain a $k$-dependent $\Sigma(k, \omega)$ from which the spectral function will be computed. Refs. [14] and [15] have shown that an efficient interpolation procedure is the $M$-interpolation. The self-energy is obtained with $\Sigma(k, \omega) = \omega + \mu - M(k, \omega)^{-1}$, where the cumulant $M(k, \omega)$ is given by

$$M(k, \omega) = \frac{\alpha_+(k)}{\omega + \mu - \Sigma_+(\omega)} + \frac{\alpha_-(k)}{\omega + \mu - \Sigma_-(\omega)},$$

with $\alpha_{\pm}(k) = \frac{1}{2} \{1 \pm \frac{1}{2} \cos(k_x) + \cos(k_y)\}$. Finally, the spectral function is computed with

$$A(k, \omega) = \frac{1}{\omega + \mu - \epsilon_k - \Sigma(k, \omega)},$$

where $\epsilon_k$ is the square lattice dispersion.

Appendix A: Details about the VB-DMFT approach

Let us give here some technical details and briefly describe how our results were obtained. Within the VB-DMFT, the effective model that one has to solve is a two-impurity Anderson model. The even ($+$) combination of the two impurity orbitals is associated with the nodal part of the Brillouin zone, while the odd ($-$) combination is associated to the antinode. The Anderson impurity model is solved using a continuous-time quantum Monte Carlo algorithm (CTQMC) that yields the even (resp. odd) orbital self-energy $\Sigma_+(i\omega_n)$ (resp. $\Sigma_-(i\omega_n)$) at the Matsubara frequencies $i\omega_n$. At this stage one can readily get the quasiparticle residues by carefully extrapolating $\Sigma_\pm(i\omega_n)$ at zero frequency

$$Z_\pm = \left(1 - \frac{\text{dIm}\Sigma_\pm(i\omega_n)}{\text{d}\omega_n} \bigg|_{\omega_n \to 0}\right)^{-1}.$$  \hspace{1cm} (A1)

The inverse quasiparticle lifetime is then given by

$$\Gamma_\pm = -Z_\pm \text{Im}\Sigma_\pm(i\omega_n) \bigg|_{\omega_n \to 0}.$$  \hspace{1cm} (A2)
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