Survival prediction and risk estimation of Glioma patients using mRNA expressions
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Abstract—Gliomas are lethal type of central nervous system tumors with a poor prognosis. Recently, with the advancements in the micro-array technologies thousands of gene expression related data of glioma patients are acquired, leading for salient analysis in many aspects. Thus, genomics are been emerged into the field of prognosis analysis. In this work, we identify survival related 7 gene signature and explore two approaches for survival prediction and risk estimation. For survival prediction, we propose a novel probabilistic programming based approach, which outperforms the existing traditional machine learning algorithms. An average 4 fold accuracy of 74% is obtained with the proposed algorithm. Further, we construct a prognostic risk model for risk estimation of glioma patients. This model reflects the survival of glioma patients, with high risk for low survival patients.

Index Terms—Glioma, gene expression, risk score, probabilistic programming, bayesian neural networks

I. INTRODUCTION

Gliomas are the most common central nervous system tumor, that derive from neuroglial cells and progenitor cells [1]. Gliomas account for 30% of the primary brain tumors and 80% of the malignant brain tumors, causing majority of deaths from primary brain tumors [2]. Despite the treatment, the aggressive forms of gliomas have a mortality within months. Nowadays, mostly the treatment planning in glioma patients rely on histology and other clinical parameters such as age. Based on the histology, Gliomas are been classified into astrocytic, oligodendrogial and ependymal tumors, and additionally considering the malignancy, the natural disease cause, absense and presence of anaplastic features, they are been assigned into World Health Organization (WHO) I-IV grades [3]. Yet, the intra-tumor heterogeneity and alterations in molecular levels are associated with the prognosis of glioma patients than the underlying histology [4].

Recently, with the progression of the genomic, transcriptomic and epigenetic profiling and with the technological advances in Ribonucleic acid (RNA) sequencing, which is a molecule that support several biological roles of genes, and microarrays, novel approaches for classifying and analysing gliomas are recognized. Moreover, these underlying molecular pathogenesis lead to identify genetic alterations which can cause gliomas that can also be complementary to histological classifications and diagnostics [4]. Thus, following the WHO 2016 classification, Isocitrate dehydrogenase (IDH) family IDH1/2 mutant, 1p/19q co-deleted tumors, mostly with oligodendrinal histology have the best prognosis and belongs to WHO grade II. WHO grade III gliomas are IDH1/2 mutant, 1p/19q non co-deleted, Telomerase Reverse Transcriptase (TERT) promoter-wild type, tumor protein p53 (TP53) mutant tumors with an astrocytic morphology and have an intermediate survival. IDH wild-type, 1p/19q non codeleted tumors have a poor prognosis and are mostly grade IV Glioblastoma multiforme (GBM). In addition to these, there are several other molecular signatures associated with gliomas in diagnosis and prognosis, such as TERT, TP53, O-6-methylguanine Deoxyribonucleic acid (DNA) methyltransferase (MGMT) and phosphatase and tensin homolog (PTEN) [5].

Generally oncologists assess the survival of patients, based on their experience and clinical factors. There factors include the size, location and stage of the cancer for the survival estimation. Hence, these decision can be biased, optimistic and inaccurate [6]. However, accurate survival prediction approaches lead to less invasive better treatment with optimal usage of resources [7]. Gene expression data is used in several types of cancers for survival prediction and shows promising improvements over other traditional approaches such as radiomic based algorithms [8]–[10]. As a supervised machine learning algorithm, artificial neural networks are developed for survival prediction using gene expression data for many cancer types [11], [12]. However the use of machine learning based algorithms on gene expression data are not much seen for survival prediction in days or in class wise of glioma patients.

In our previous work [9], we have demonstrated that incorporating both imaging biomarkers and gene expression
biomarkers outperforms the survival prediction accuracy of glioblastoma patients compared to using both features separately. However, the lack of data is a limitation of that study and thus have motivated our study to have comparatively large dataset by using all the glioma cases, both higher grade and lower grade gliomas, of The Cancer Genome Atlas (TCGA) and Chinese Glioma Genome Atlas (CGGA) cohorts. Thus, we expect that this work will lead for new directions in survival predictions of glioma patients, focusing more on genomics.

The proposed study has two major parts of survival estimation in glioma patients. We depict machine learning algorithms for survival prediction of glioma patients where we execute prediction after performing feature selection on high dimensional gene expression data. Further, we propose a novel probabilistic programming based Bayesian neural network for survival prediction of glioma patients in 3 categories; long, short and medium survival. The selected prognostic genes are also used to develop a prognostic risk score model. The main outline of the work is shown in Fig. 1. The main objective of this study is to identify the prognostic gene signature and construct a prognostic model for risk estimation, that provide useful insights for the prognosis of glioma patients. Thus, the 7 gene signature based survival prediction algorithm with probabilistic programming and prognostic risk model are the novel contributions of this study.

Fig. 1. Overview of the proposed solution.

The paper is structured as follows: Section II explores the related work, Section III explains our approach for the analysis and Section IV reveals our observation and the evaluation summary. In Section V we discuss the important aspects, limitations of our research.
an accurate reflection of the survival probability [26]. Nomograms are another initiation for estimating survival probability after a particular time period of glioblastoma patients [27], [28].

III. SYSTEM MODEL AND METHODOLOGY

A. Dataset

The publicly available gene expression GBM and low-grade glioma (LGG), which are biomarkers to classify subjects into risk groups, datasets of TCGA and CGGA are downloaded for our study. TCGA dataset comprises of 252 subject cases with overall survival information and gene expression profiles of 16510 genes, obtained using the Illumina HiSeq RNA Sequencing platform. Particularly, WHO grade II, III are included in the TCGA-LGG cohort and WHO grade IV is included in the TCGA-GBM cohort. CGGA dataset consists of 315 cases with overall survival data and gene expression profiles of 24326 genes, acquired using Illumina HiSeq 2000 platform, which is a powerful high-throughput sequencing system. The initial gene expression values, are normalized based on the gene length into fragments per kilo-base per million mapped reads (FPKM) [29] in comma-separated values (CSV) format.

\[
\text{FPKM} = \frac{\text{Total fragments mapped reads million}}{\text{Exon length kilobase pair}} \tag{1}
\]

Moreover, all the gene expression features are log transformed and normalized median centered before analysing. After normalization, 13094 gene common for both TCGA and CGGA datasets are chosen. The CGGA dataset is divided into training and validating datasets while the TCGA dataset is used for testing. Based on the overall survival in days, the classes of the each patient are determined, where the three classes are, short survival (overall survival in days < 300 days), medium survival (300-450 days of survival) and long survival (overall survival > 450 days). The dataset distribution for the classes short, medium and long survival are given in Table I. The CGGA dataset is divided in 4 folds, with equal distribution of classes in each fold and the ratio of classes in training and validating folds are maintained without overlapping cases. Table [I] shows the class distribution in each dataset, CGGA and TCGA cohorts and in the training and validating datasets of CGGA cohort.

B. Prognostic Gene Identification

We utilize Bayesian Model Averaging (BMA) [30] based feature selection approach in order to obtain a robust learning model. BMA algorithm overcomes the model uncertainty by obtaining the average over the posterior probability distributions of several models. Thus, the posterior probability of being \( \Phi \) given the training dataset \( D \) can be as follows.

\[
\Pr(\Phi|D) = \sum_{i \in S} \Pr(\Phi|D, M_i) \cdot \Pr(M_i|D) \tag{2}
\]

where, \( M_i \) is a given model in the subset, \( S = \{M_1, M_2, \ldots, M_n\} \). Initially the genes are ranked based on Cox proportional hazard analysis (Cox-PH), which has the ability to deal with censored data. Cox hazard function (3) for a given covariate vector of subject \( p \), \( z_p = (z_{1p}, \ldots, z_{ip}) \), depicts the probability of dying at a given time \( T \), if the patient survived until time \( T \).

\[
\lambda(T, z_p) = \lambda_0(T) \exp(z_p \alpha) \tag{3}
\]

where baseline hazard function is \( \lambda_0 \) and the coefficients of the each \( (z_{1p}, \ldots, z_{ip}) \) covariates is given by \( \alpha = (\alpha_1p, \ldots, \alpha_{ip}) \). Since the baseline hazard function is same for a single case, for different time \( T \), it can be neglected. Thus, an approximation for \( \alpha \) is required and it can be calculated with the following partial likelihood association.

\[
\text{PL}(\alpha) = \prod_{p=1}^{n} \left( \exp \left( \frac{\exp(z_p \alpha)}{\sum_{\delta_i} \exp(z_i \alpha)} \right) \delta_x \right) \tag{4}
\]

In this Equation, \( R_p \) is the risk set, subjects that have not experienced an event by the time \( t_p \) and \( \delta_i \) is the event status (censored or not) of patient \( x \). The \( \theta \) parameter is obtained by maximizing the partial likelihood, and thus, according descending order of log likelihood of those values, genes are ranked.

The top ranked 25 genes are assigned to a window and traditional BMA algorithm is applied for survival analysis. Based on the posterior probabilities of those genes, the genes with low posterior probabilities (\(< 1\%\)) are eliminated retaining the genes with high posterior probabilities. The window is moved along the top ranked genes until 7 genes with high posterior probabilities are obtained. These 7 genes and their posterior probabilities are given in the Table III. Accordingly, TXLNA gene has the highest posterior probability and the other genes have posterior probabilities between 1 and 100%.

C. Survival Prediction

We utilized the most commonly used machine learning algorithms to predict the overall survival class, short, medium and long. For all these the input is the selected 7 gene signature. In fact, To overcome the class imbalance, shown in Table [II] the minority class (i.e. short and medium classes) entries in the training dataset are over sampled randomly.
TABLE II
SELECTED 7 GENES AND THEIR CORRESPONDING POSTERIOR PROBABILITIES

| Gene   | Posterior probability |
|--------|-----------------------|
| TXLNA  | 100.0                 |
| WDR77  | 50.5                  |
| TAF12  | 48.9                  |
| STK40  | 35.9                  |
| YTHDF2 | 14.7                  |
| SNRNP40| 8.0                   |
| SLC30A7| 2.0                   |

1) Decision Tree: Decision tree (DT) \[31\] is a tree based structure, where each node in the tree specifies a condition of a input covariate that decides the distribution or the final class. The decision tree is fine tuned to obtain the best results, with a maximum depth of the tree to be 4 and the minimum samples required to make a decision at a node to be 10.

2) Random Forest Classification: Random Forest Classifier (RFC) \[32\] is a widely used ensemble model, that outperforms a single decision tree by overcoming the instability and the variance, with multiple decision trees. Hence, in RFC the number of trees in the forest are tuned to 100.

3) XGBoost: XGBoost \[33\] is an ensemble model but each tree is trained in a sequential manner, boosting the prediction accuracy. The fine tuned XGBoost model, consists of 50 trees trained sequentially, with a maximum depth of a tree, 4 layers.

4) CatBoost: Catboost \[34\] is a sequentially trained boosting algorithm, which outperforms the existing boosting algorithms with its efficiency. We utilize multi-class loss function with a learning rate of 0.005 for 2000 epochs for 4 layered symmetric tree.

5) Support Vector Machine: Support Vector Machine (SVM) \[35\] is a common machine learning algorithm that is been used for survival prediction of glioma patients. Thus, we explore a support vector classification based on SVM with a linear kernel.

Moreover, we propose a novel Bayesian neural network based on deep probabilistic programming. Deep probabilistic programming uses the power of deep neural networks with probabilistic models, to enhance the performance while optimizing the related costs \[36\]. The traditional more frequently utilized algorithms show less performance, as discussed in the results section. Therefore, a need for a better performing algorithm, which can recognize the uncertainties in the predictions, occurred.

6) Proposed Bayesian Neural Network: We propose probabilistic programming based Bayesian neural network (BNN) for the survival class prediction of glioma patients. The first layer receives the chosen 7 features as the input. The final layers contains the predicted class, short, medium or long. In the middle the architecture consists of 2 layers comprised with 24 and 12 neurons in each layer respectively. Both hidden layers are comprise of 50% dropout with 1st hidden layer followed by a Tanh activation and the 2nd hidden layer followed by a rectified linear activation unit (ReLU). All the nodes are fully connected with nodes in the adjacent layers. BNN differs from the traditional artificial neural network by assigning distributions for the all the parameters, weights and biases instead of a single value. Mean and scale parameters of all the distributions are initialized to 0.01 and 0.1 respectively. Stochastic gradient descent optimization with learning rate 0.001 is utilized for training the BNN. Further, stochastic variational inference optimizes the trace implementation of evidence lower bound (ELBO) in order to diverge probability distribution of parameters. The proposed BNN architecture is shown in Fig. 2.

Implementations are developed with Pyro (version 1.3.1) probabilistic programming language with pytorch (version 1.5.0) \[37\]. For the other machine learning algorithms Scikit-learn library \[38\] is utilized. To measure and compare the performance of the applied machine learning algorithms, 4 metrics Accuracy, Precision, Recall and F1 scores are occupied.

D. Prognostic Risk model Construction

Further, in order to estimate a risk, we calculate a risk score with the survival related genes of glioma patients. We use univariate cox proportional hazards regression analysis to evaluate the association between the 7 genes obtained from the iterative Bayesian Model Averaging algorithm and the survival status and time. Typically the genes with p values < 0.01 and the hazard ratio (HR) > 1 are considered as the criteria for them to be candidate genes for the survival estimation. The obtained \( \beta \) values, i.e. the regression coefficient obtained from the cox analysis are used to calculate the risk score along with the expression values of the corresponding genes (\( \exp \)). The unimination cox analysis is performed with the R package, survival (version 3.2-3) \[39\]. The Equation (5) indicates the
prognostic risk score formula used to obtain the risk score prognostic model.

$$\text{Risk score} = \sum_{i=1}^{n} \beta_i \cdot \exp_i$$ (5)

\(n\) is the number of genes chosen to be included in the prognostic signature. After obtaining the risk score for the CGGA cohort, the median value of the prognostic risk score is used to separate the patients in the high and low risk groups. To clarify, the performance of the proposed signature is validated on the TCGA cohort.

IV. SYSTEM EVALUATION

A. Overall survival prediction

The Accuracy, Precision, Recall and F1 scores were calculated to compare the techniques utilized to predict the survival class. Each algorithm was trained on CGGA training splits and validated on the corresponding fold validation split. Table III shows the average metric results over 4 folds CGGA validation splits. Thus, Based on the all 4 metrics the proposed BNN algorithm outperforms the rest of frequently utilized ML techniques, with 74.50% average accuracy. According to the studies, the highest reported accuracy is 68% for radiomics [40], with a cohort > 100 patients used for the training. According to our results, second best performing algorithm was Random Forest Regression with over 60% accuracy.

| ML methods | Accuracy | Precision | Recall | F1 score |
|------------|----------|-----------|--------|----------|
| DT [31]    | 55.25%   | 57.50%    | 55.25% | 56.00%   |
| RFC        | 62.25%   | 61.25%    | 62.25% | 61.00%   |
| XGBoost    | 56.25%   | 62.75%    | 56.25% | 58.25%   |
| CatBoost   | 57.75%   | 67.25%    | 52.75% | 56.50%   |
| SVC        | 52.75%   | 67.25%    | 52.75% | 56.50%   |
| BNN        | 74.50%   | 67.50%    | 73.00% | 70.25%   |

Further, we evaluated all the trained algorithms of each fold on TCGA cohort. Thus, we obtained the average over the metrics obtained from the testing on each fold trained with CGGA. We could clearly observe the BNN performing better compared to the other algorithms in testing phase. The support vector machine and decision trees, that are been widely utilized in survival prediction, showed a comparatively low performance with gene expression data. The Boosting algorithms showed an average performance and the ensemble algorithm, RFC indicated the second best performance with regard to the other algorithms. The performance comparison on TCGA cohort validation is given in Table IV.

| ML methods | Accuracy | Precision | Recall | F1 score |
|------------|----------|-----------|--------|----------|
| DT         | 44.50%   | 46.00%    | 44.50% | 45.00%   |
| RFC        | 54.25%   | 51.25%    | 54.25% | 51.00%   |
| XGBoost    | 51.00%   | 52.75%    | 50.00% | 51.75%   |
| CatBoost   | 50.25%   | 52.75%    | 50.25% | 50.75%   |
| SVC        | 47.25%   | 56.00%    | 47.25% | 50.00%   |
| BNN        | 59.75%   | 57.25%    | 55.25% | 51.00%   |

B. Prognostic risk model

We initiated a prognostic model, based on the univariate cox regression analysis coefficients and the expression of the most prominent 7 genes, TXLNA, STK40, SLC30A7, YTHDF2, SNRNP40, TAF12 and WDR77 associated with the survival.

This analysis proved that the genes chosen with the iterative BMA algorithm are highly associated with the survival, with HR over 2 for all the 7 genes. All the coefficients of cox analysis were statistically significant (p values < 0.01 for all the 7 genes) and all the coefficients were positive. Accordingly we can conclude that the high expression of these genes are associated with the poor survival of glioma patients. Thus, the risk score formula is shown in Equation (6).

$$\text{Risk score} = 0.87 \cdot \exp_{TXLNA} + 0.77 \cdot \exp_{STK40} + 0.8 \cdot \exp_{SLC30A7} + 0.74 \cdot \exp_{YTHDF2} + 0.73 \cdot \exp_{SNRNP40} + 0.73 \cdot \exp_{TAF12} + 0.77 \cdot \exp_{WDR77}$$ (6)

Based on the above prognostic risk model, the risk score was calculated for all the cases in the CGGA and TCGA cohorts. Further, the threshold of the high risk & low risk determination, was considered as the median of the risk scores of the CGGA cohort.

As shown in Fig. 3(a), it can be seen that the high risk patients have a high expression in all the 7 genes and the survival was mostly short and medium. In fact, when the 7 genes are low expressed, the majority of the patients have a long survival and thus, a low risk.

This prognostic risk model was validated on the TCGA cohort by obtaining the risk score using the Equation (6). The same threshold was used to divide the patients into high and low risk groups. Consequently, the aforementioned relationship could also be seen when we observe the Fig 3(b) obtained for the TCGA cohort. Most of the patients with a highly expressed 7 genes also had a low survival and a high risk.
This could further be clarified by observing the distribution of the overall survival in days in each risk group shown in Fig. 4. Patients with a high risk significantly had a low survival and patients with high risk had a large span of overall survival in days.

For CGGA cohort for the high risk and low risk groups have an overall survival of $572.2658 \pm 662.5993$ days and $2244.361 \pm 1385.437$ days, respectively. For testing, on TCGA, the overall survival of the high risk and low risk groups were $468.1624 \pm 412.3076$ days and $1124.43 \pm 1131.1$ days, respectively. Thus, we could observe that the high risk patient group has a low survival in contrast to the low risk patient group.

Kaplan-Meier plots were acquired for both TCGA and CGGA cohorts, thus verifying the low percentage of survival with respect to the overall survival for high risk patients. Fig. 5 verifies the performance of the prognostic risk model demonstrating the above observations. Correspondingly, the high risk group TCGA cohort demonstrated a low percentage of survival with respect to the overall survival, as shown in Fig. 5 (b). This verified the prognostic risk model behaviour for CGGA cohort, shown in 5 (a).

For CGGA cohort, the gene expression distribution of the most prominent genes we choose for prognostic risk model development, in high risk and low risk groups. It can be observed that the mean expression value of each gene in the low risk group is lower than the mean expression value of the corresponding gene in the high risk group.
V. DISCUSSION

Many studies reveal that genetic alterations and the molecular heterogeneity plays a vital role in gliomagenesis and prognosis. Therefore, recently many prognosis assessment tools are originated to with these different types of omics data related to gliomas. In this current study we identified 7 molecular biomarkers, with the potential of survival prediction, which depict the underlying heterogeneity. The state-of-art survival prediction in gliomas are mainly with radiomic features, extracted from tumor region. As in the Brain Tumor Segmentation challenge 2018 the highest accuracy obtained is 68% with imaging features. Here, we proposed a machine learning based approach for survival prediction with gene expression data with an accuracy over 70%. Moreover, we established a prognostic model to estimate the risk of glioma patients. The high-throughput genomics depict underlying molecular biology of gliomas and thus, have shown improvements over radiomics for survival prediction.

Out of the considered 7 genes namely TXLNA, STK40, SLC30A7, YTHDF2, SNRNP40, TAF12 and WDR77, the gene TAF12 is said to have associations with gliomas according to the previous studies. Mostly the grade II & III gliomas have mutated IDH1/IDH2. As claimed by Ren et al. [22] mutated IDH1 down regulates the TAF12 expression. Our observation of low expression of TAF12 in high risk category with low survival as shown in Fig. 3 is on par with above findings. Yet, our findings disclose that there are 6 other genes, which has not been identified to have association with survival exists, and can be used for risk and survival estimation.

However most of these studies rely on a single cohort to avoid the inconsistencies occur between different datasets. These inconsistencies occur often due to the technical limitations, as they have been acquired from different high-throughput platforms. This can also be affected by the probes’ cross hybridization, redundancy and annotations. Therefore, the significantly low performance of TCGA compared to the CGGA in both of our survival prediction, is mostly due to these reasons. Besides, the prognostic model, as shown in fig 3 (b), reveals that although it is developed on CGGA cohort, it still has the ability to separate patients in TCGA cohort, into risk groups as a relatively promising prognostic model.

For the prognostic risk score model, unlike previous studies, we consider the complete cohort of gliomas, without separating them into grades. Hence, without the prior diagnosis of the grade, the prognostic risk model can be deployed for risk estimation. Further, for this prognostic risk score model, only require 7 genes, making it less complex for the clinicians.

According to studies, probabilistic programming languages are capable of learning with less number of samples. Thus, in our application with a deficit of learning samples this algorithm showed improvements over other traditional machine learning algorithms. Further, Deep Probabilistic Programming Languages (DPPL) that combines deep learning model with probabilistic programming, has shown strong potential to achieve promising outcomes in deep learning computations. In the future, the overall survival prediction task will be extended using an explainable method in order to identify the contribution of expression of genes with a high accuracy.

VI. CONCLUSION

This study has presented a solution for survival prediction of glioma patients based on genomics with a comparatively large dataset. We identified 7 gene signature associated with survival and proposed two approaches for prognosis prediction which have a potential ability to separate glioma patients into groups based on their survival and risk. We proposed a novel Bayesian neural network, for survival prediction that surpasses the state-of-art survival prediction approaches. Moreover, we established a comprehensive prognostic risk model based on Cox-PH, that estimates the risk of glioma patients including both GBM and LGG. Both of these approaches have promising predictive ability of survival and risk for glioma patients, with over 70% accuracy for overall survival class prediction.
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