Experimental demonstration of a quantum generative adversarial network for continuous distributions.
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The potential advantage of machine learning in quantum computers is a topic of intense discussion in the literature. Theoretical, numerical and experimental explorations will most likely be required to understand its power. There has been different algorithms proposed to exploit the probabilistic nature of variational quantum circuits for generative modelling. In this paper, we employ a hybrid approach to quantum generative adversarial networks (QGANs) and study their robustness in the presence of noise. We devise a simple way of adding different types of noise to the quantum generator circuit, and numerically simulate the noisy hybrid QGANs to learn continuous probability distributions, and show that the performance of HQGANs remain unaffected. We also investigate the effect of different parameters on the training time to reduce the computational scaling of the algorithm and simplify its deployment on a quantum computer. We then perform the training on Rigetti’s Aspen-4-2Q-A quantum processing unit, and present the results from the training. Our results pave the way for experimental exploration of different quantum machine learning algorithms on noisy intermediate scale quantum devices.

I. INTRODUCTION

Quantum computers are expected to provide advantage over classical machines in certain sampling tasks [1, 2] because of their underlying quantum correlations, which could be helpful in modelling hard probability distributions. This has spurred much interest in investigating the possibility of achieving quantum advantage in quantum machine learning [3], leading to a lot of different quantum algorithms being proposed in this last few years. However, the lack of perfect control in currently available quantum devices [4] limits the implementation of these algorithms to proof-of-principle experiments. The hybrid quantum-classical (HQC) [5,7] approach provides a way around this, by using the quantum resources in tandem with classical computers to improve the overall efficiency of the algorithm.

In the last few years, the HQC approach has been frequently used to develop quantum algorithms for noisy intermediate scale quantum (NISQ) devices. Most of these algorithms use parameterized quantum circuits as physical ansatzes or statistical models, which are optimized by minimizing a cost function. Some examples include variational autoencoders (VAE) [8,10], variational quantum eigensolvers (VQE) [6,11], the quantum approximate optimization algorithm (QAOA) [12], generative adversarial networks (QGANs) [13,18], among others [19, 21].

In the last couple of years, variational quantum circuits have been employed for generative modelling, particularly GANs. These studies include proof-of-principle simulations and experimental demonstrations. One of these demonstrations focused on quantum state estimation [18], while the other learnt distributions by loading them in quantum states [16]. While these results are very impressive, there is still need for extensive investigation about the performance of qGANs in presence of noise and the potential advantages of using them over their classical counterparts.

Various studies have explored the robustness to noise of different HQC algorithms such as VQE [22, 23] and QAOA [24], where they show that these algorithms are to some extent resilient to it. In this work, we investigate the effect of noise on variational quantum circuits for generative modelling. We use the HQGAN model recently proposed by our research group [13] for learning classical probability distributions, and investigate its robustness with respect to noise. More specifically, we run simulations with realistic parameters to understand the effect of gate noise and other hardware imperfections on the model, before implementing it on a quantum computer.

The rest of the paper is organised as follows: In Section II we describe the theory of hybrid quantum GANs (HQC-GANs), the numerical simulation setup, and results. Section III describes the implementation of HQGANs on Rigetti’s Aspen-4-2Q-A quantum processing unit, and presents the results obtained. Finally, a discussion of the significance of the experiment and the conclusion are presented in Section IV.
II. THEORY OF HYBRID QUANTUM GENERATIVE ADVERSARIAL NETWORKS

A prototypical GAN [25] consists of two networks - a generator, \( F_G(z; \theta_g) \) and a discriminator, \( F_D(x; \theta_d) \) - playing an adversarial game, which can be summarized as follows:

\[
\min_{\theta_g} \max_{\theta_d} \left[ E_{x \sim p_{data}(z)} \log(F_D(x)) + E_{z \sim p_z(z)} \log(1 - F_D(F_G(z))) \right]
\]

(1)

where \( \theta_g \) and \( \theta_d \) are the parameters of the generator and discriminator respectively, \( p_z(z) \) is a fixed prior distribution for the generator to sample from and translate to samples that are indistinguishable from the real distribution \( p_{data}(x) \). \( x \) is the data sampled from the real distribution \( p_{data}(x) \), and \( z \) is the noise sampled from the prior distribution \( p_z(z) \). These models have become a very powerful tool in the machine learning community, for a variety of tasks [26], including image and video generation [27, 28], and materials discovery [29–32].

In this work, we employ a HQGAN that learns a classical target data distribution using quantum resources. We continue describing the details of the different quantum and classical networks we have employed in this work.

A. HQGAN architecture

The HQGAN conserves the two-component architecture of a regular GAN. While the discriminator used here is classical in nature, the generator uses operations on quantum states to perform its function. The generator is a two qubit quantum circuit, consisting of an encoding element and a variational element. The encoding element is built up out of two layers of single qubit rotation gates and uses a tensorial mapping strategy to introduce non-linearities [33, 34]. The variational element consists of parametrized rotations and entangling (CNOT) gates. The angles in the rotations correspond to the parameters \( \theta_g \) which are optimized during training. A circuit diagram of the generator is shown in Figure 1. The data is generated by measuring the first qubit of the generator circuit in the \( \sigma_z \) basis.

The discriminator is a classical feed-forward neural network, with four layers - an input layer, two hidden layers with 50 units each, and an output layer. The two fully-connected hidden layers (1 to 50, and 50 to 50) have an exponential linear unit (ELU) activation function, and the final fully connected layer (50 to 1) has a sigmoid activation function.

B. Simulation setup

The HQGAN training was carried out by implementing the variational circuits using PyQuil [35]. The functions for expectation value and gradient calculation was added employing the autograd function from the PyTorch library [36], which enables us to do gradient based optimization. We use the Adam optimizer [37], and one-side label smoothing [38] was used for both simulations and the experiment, which is a typical strategy used in classical GANs to improve convergence. During the simulation, the expectation value calculations were done by taking 1000 circuit evaluations, and the metrics (Kullback-Leibler (KL) divergence, discriminator and generator losses, norm of the gradients, mean and standard deviation) during the training were calculated using 100 data points sampled from the distributions, unless stated otherwise.

The target data source for training was generated by the quantum generator with the parameters fixed to \( \theta_g = [0.35, 2.10, 5.06] \). The target distribution generated by the generator is shown in Figure 2. We choose the initial parameters of the quantum generator, \( \theta_g \) to be \([0.31, 1.89, 4.56]\) for all the simulations.

FIG. 1: The circuit architecture for the generator used in the simulation. The blue and green color represent the encoding and variational part of the circuit respectively.

FIG. 2: The target distribution generated by the variational quantum generator circuit (Figure 1), with parameters fixed to \( \theta_g = [0.35, 2.10, 5.06] \).
To evaluate the performance of HQGANs in realistic execution conditions, we have studied our model in the presence of noise sources that model the errors in quantum hardware. The noise was introduced in the simulations by adding noisy gates to the variational quantum circuit (the generator component of the GAN). Noisy identity gates were added after any standard gate in the generator. The number of such noisy gates, was decided based on the gate time, as follows: \( n = t_{\text{gate}}/t_{I-gate} \). A sample implementation of a noisy gate in the circuit is shown in figure 3.

**FIG. 3:** A sample implementation of a noisy gate. The number \( n \) depends on the gate time, as follows: 
\( n = t_{\text{gate}}/t_{I-gate} \).

We used different directive statements (pragmas) available in the Forest platform to modify our noiseless circuit. The pragmas inform the QVM that a gate is to be replaced with an imperfect realization using a Kraus map in the noisy simulation. The noise models we use in our simulations include: 1) amplitude damping; 2) dephasing; 3) decoherence (a combination of amplitude damping and dephasing), and 4) a combination of amplitude damping, dephasing and readout noise. The Kraus operators corresponding to amplitude damping and dephasing are shown in equations 2 and 3 below:

\[
K_1 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-p} \end{pmatrix}, \quad \text{and} \quad K_2 = \begin{pmatrix} 0 & \sqrt{p} \\ 0 & 0 \end{pmatrix}
\]

(2)

\[
K_1 = \begin{pmatrix} \sqrt{1-p} & 0 \\ 0 & \sqrt{1-p} \end{pmatrix}, \quad \text{and} \quad K_2 = \begin{pmatrix} \sqrt{p} & 0 \\ 0 & -\sqrt{p} \end{pmatrix}
\]

(3)

where, \( p \) is the probability of the qubit decaying/dephasing over a time interval of interest. The operator \( K_2 \) for the amplitude damping noise model controls how the state decays from the state \( |1\rangle \) to \( |0\rangle \), while the operator \( K_1 \) describes the evolution of the state in the absence of a quantum jump. The evolution of the density matrix in presence of the amplitude noise model can be expressed as follows:

\[
S(\rho) = \begin{pmatrix} \rho_{00} + p\rho_{11} & \sqrt{1-p}\rho_{01} \\ \sqrt{1-p}\rho_{10} & (1-p)\rho_{11} \end{pmatrix},
\]

(4)

while the combined effect of the operators for the dephasing noise model, is the reduction of the transverse component of the density matrix, which can be expressed as:

\[
S(\rho) = \begin{pmatrix} \rho_{00} & (1-p)\rho_{01} \\ (1-p)\rho_{10} & \rho_{11} \end{pmatrix},
\]

(5)

The decoherence noise model used in the simulations is a combination of the damping and dephasing noise model, and the Kraus operators for the combined noise model are obtained by combinatorially multiplying the operators of the two noise models. The readout noise model is modeled according to the assignment probability matrix, which has two independent parameters, \( p_{00} \) and \( p_{11} \), representing the conditional probability \( p(x' | x) \), where \( x' \) is the output when \( x \) is transmitted through a noisy channel. The parameters for the noise models used in the simulations are listed in Table I. A detailed description of the noise models used here can be found in Refs. [39, 40].

**TABLE I:** A table containing all the parameters for different noise models used in the simulations.

| Parameters                        | Values   |
|-----------------------------------|----------|
| amplitude damping time \( T_1 \) | 15 \( \mu s \) |
| dephasing time \( T_2 \)         | 18 \( \mu s \) |
| one-qubit gates times \( t_1 \)  | 50 ns     |
| two-qubit gates times \( t_2 \)  | 400 ns    |
| readout assignment probabilities \( p_{00}, p_{11} \) | 0.91 |

As with classical computation, wall-time on a quantum device is a limited resource. We carried out simulations to estimate and reduce the time required to run the experiment on a quantum computer. We investigated the effect of two parameters, the number of data points sampled from the distributions for training, and number of circuit evaluations for expectation value calculation. We discuss the results of the simulations in detail in the next sub-section.

### C. Simulation results

The training was carried for 4500 epochs, and is evaluated by tracking metrics such as the KL divergence of the two distributions, discriminator and generator losses, norm of the gradients, mean and standard deviation of the distributions. We visualize the data in violin plots to compare the distributions generated from the simulations. The plots can be interpreted as follows, the white dot in the middle represents the median, the thick line the interquartile range, the thin line the rest of the distribution except the outliers, and the area around the probability density using kernel density functions.

#### 1. Noiseless simulations

We simulated an ideal generator circuit with 100 input points sampled from the uniform distribution \( U(-1,1) \), and 1000 circuit evaluations for every measurement value. The results from the simulations are plotted in Figure 4 and labeled B0 and B1. It can be seen from the plots that the distribution generated by the quantum generator at the end of 4500 epochs of training is an approximation of the target distribution, with the median,
FIG. 4: Violin plots illustrating the probability distributions obtained from an HQGANs experiment. Details of the model are described in the main text. Plots correspond to A target distribution, B simulated distribution generated in absence of noise. The next distributions correspond to simulation under different noise models: C amplitude damping, D dephasing, E amplitude damping and dephasing and F a combination of amplitude damping, dephasing and readout noise. The final distributions correspond to G an experiment using the Aspen-4-2Q-A 2-qubit chip from Rigetti Computing. The labels 0 and 1 indicate the distribution at the first and last epoch of training respectively (see Section II C for details). The data for the plot was generated by sampling 1000 data points from the quantum generator.

interquartile range and distributions resembling the corresponding metrics for the target distribution (labeled A) also shown in Figure 4. This is in agreement to the results from the numerical simulations carried out in our earlier work[13].

2. Noisy simulations

The noisy simulations were carried out with the same parameters as the noiseless simulation above. The distributions from the different simulations and the training metrics are plotted in Figure 4. Different letters represent different noise models. The results show that under the presence of noise, all the simulations with the exception of the one under purely dephasing noise, approximately converged to the target distribution. The distributions for noisy simulations show visible tails products of noise.

First, we ran simulations to test the effect of the damping and dephasing noise models on the training of the HQGAN. We investigated the effect by using different damping/dephasing probabilities, and show the results from the training at probability $p = 0.09$, which is a very high value compared to the error probability expected from the experiments.

Under the influence of purely amplitude damping noise with a damping probability $p = 0.09$, (label C) we observe that a visible part of the distribution centers around expectation value 1.0, as a consequence of the noise driving the population of states to $|0\rangle$. In general, noise drives the average of the population towards an expectation value of zero, as observed from the distributions previous to training. This result is consistent with the system being driven towards a mixed state. However, when the training is successful, the generated distribution recovers the shape and moments of the target one despite the effect of noise, showing how the training of variational circuits is still possible under moderate noise conditions.

In the case of purely dephasing noise with a damping probability $p = 0.09$, the initial and final distributions are considerably distorted compared to the noiseless case, becoming a symmetric distribution (label D) centered at
zero, as seen in Figure 4. After training, the final distribution gains some features that resemble the target distribution, such as the modes around 0.5 and 0.0, but still has a third spurious mode around -0.6.

Since the training converged with even a large damping/dephasing probability, we next ran simulation with different combinations of the noise models. However, we now use the parameters in Table I to compute the probabilities according to the expressions,

\[ p_{\text{damping}} = 1 - \exp(-t/T_1) \]
\[ p_{\text{dephasing}} = 0.5(1 - \exp[-2t/(1/T_2 - 1/2T_1)]) \]

The distribution generated by the combination of different noise models (label E and F), do not show a significant deviation from the ideal simulation, as the probability values are significantly smaller compared to the value of 0.09 employed in the previous simulations. It is also worth pointing out that our numerical experiments indicate that the presence of moderate noise facilitates convergence by reducing the number of epochs required. Improvements in optimization of other algorithms involving parameterized quantum circuits have been previously reported as well [20, 21, 41].

3. Input samples and Circuit evaluations

Next, we ran simulations to investigate the ability of the algorithm to converge as a function of the number of input samples used per epoch of the HQGAN training. Using less samples reduces the amount of computational resources required for training. We used four different values of the number of input samples, 25, 50, 75, and 100, and the combination of amplitude damping, dephasing, and readout noise models for the simulations, with the parameters derived from the values in Table I. We plot the distributions generated from the training, in Figure 5a. We observe that the number of input samples used for every epoch of training has very little effect on the training, and the distributions converge to a good approximation of the target distribution in all the simulations after 2000 training epochs.

After observing that reducing the number of samples does not seem to decrease the quality of the training, we studied the impact of varying number of measurement shots used to estimate expectation values. The number of input samples was fixed to 25 for all of these simulations, and we chose 100, 250, 500, and 1000 as the different number of circuit evaluations for expectation value calculation. Simulations were carried out with the combination of the amplitude damping, dephasing, and readout noise models, with the same parameters as for previous simulations.

The generated distributions are plotted in Figure 5b, and it is evident that the training is unaffected by the number of circuit runs. This is in agreement with the result from previous works [42, 43], where it was shown that for various hybrid quantum-classical optimization algorithms, the estimation of the expectation values can be done using very small number of measurements. The number of samples can be considered a hyper-parameter of the algorithm that could be tuned or adjusted during the calculation. Based on the simulations, we deduced that we could reduce the run-time of the experiment with a minimal effect on the accuracy by using smaller values for input samples and circuit evaluations.

III. IMPLEMENTATION ON QUANTUM HARDWARE

In this Section, we present details on the implementation and execution of an HQGAN on the Aspen-4-2Q-A superconducting quantum processor from Rigetti computing. We use the same target state, generator and
FIG. 6: Snapshots of the data distribution generated by the quantum generator at different epochs during the HQGANs training. The quantum generator corresponds to a parameterized 2-qubit quantum circuit executed on the Aspen-4-2Q-A superconducting quantum processor. The discriminator used is a classical neural network. All the distributions were generated using 1000 input points sampled from a uniform distribution in the range $[-1, 1]$.

discriminator architecture as in the simulation. We used our findings from noisy simulations regarding the hyperparameters for the training to optimize the run-time on the QPU. We set the number of samples drawn from the distribution for an epoch of the training to 25, and the number of circuit runs per evaluation of the expectations value to 250.

Based on the simulations and gate times, we estimated that the full training would require more than a day on the QPU. We divided the full experiment into two hour slots and completed the training by running $\sim 30$ such slots. We finished 2993 epochs of training, which was sufficient for the HQGAN to learn the target distribution. Figure 6 illustrates the evolution of the distribution generated by the generator at different epochs during the run on the quantum computer. Figure 6 shows how the final distribution from the quantum generator achieves a good overlap with the target distribution.

FIG. 7: From top to bottom: Kullback-Leibler divergence between target and generated distribution, loss functions ($C_d$ and $C_g$), Norm of the gradients($D_{grad}$ and $G_{grad}$), mean and standard deviation of the two distribution during the training as a function of the number of epochs. All the statistics were computed using 1000 data point sampled from the distributions.

To evaluate the training we tracked the KL divergence and loss functions of the generator and discriminator. The top two plots in Figure 7 show the dynamics of these metrics, indicating how the KL divergence decreases to
nearly 0 during the training and the cost functions converge to approximately a value of $\ln(0.5) \approx 0.7$. We also plot the mean, standard deviations, and gradient norms of the distribution in Figure 4. The plot illustrates that the mean, standard deviations, and gradient norms converge for both distributions.

We also plot the distribution at the first and last epoch of training obtained from our experiment in Figure 4 (label G). It can be seen from the plots that the results from the simulation matches the distribution obtained in the experiment. This result confirms the ability of the procedure to succeed under moderate levels of noise, and adds to the growing practical evidence showing the resilience to moderate level of noise of algorithms that rely on optimizing a parameterized quantum circuit on a NISQ device.

IV. CONCLUSION

In this work, we have demonstrated the training of a HQGAN on a quantum computer. We evaluated the performance of our proposed HQGAN with respect to different noise models. We have ran simulations to reduce the computational scaling of the experiment, before performing the training on a quantum device. Our numerical demonstrations using both simulated and physical quantum devices show that the HQGAN training can be carried out in the presence of noise. We also found empirical evidence that we can perform the training with reduced number of input samples per epoch, and calculate expectation values for optimization with fewer circuit evaluations. We used the Aspen-4-2Q-A 2-qubit chip from Rigetti Computing for performing the HQGAN training, obtaining results similar to those obtained from classical simulation.

Our numerical exploration illustrates how NISQ devices can be used for generative learning and contributes to the growing field of parameterized quantum circuits as machine learning models. Proof of principle demonstrations, such as those shown here, constitute a first step towards using quantum resources to enhance existing classical machine learning pipelines. One such direction is investigating the advantage of using the current protocol for practical tasks, such as image, speech and text generation. We will keep exploring different strategies to enhance the applicability of the current protocol to different scientific applications of broader interest.
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