THE GERSTENHABER PRODUCT $\HH^2(A) \times \HH^2(A) \to \HH^3(A)$ OF AFFINE TORIC VARIETIES
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Abstract. For an affine toric variety $\Spec(A)$, we give a convex geometric interpretation of the Gerstenhaber product $\HH^2(A) \times \HH^2(A) \to \HH^3(A)$ between the Hochschild cohomology groups. In the case of Gorenstein toric surfaces we prove that the Gerstenhaber product is the zero map. As an application in commutative deformation theory we find the equations of the versal base space (in special lattice degrees) up to second order for not necessarily isolated toric Gorenstein singularities. Our construction reproves and generalizes results obtained in [1] and [13].

1. Introduction

It is well known that non-commutative deformations of an affine variety $X = \Spec(A)$ are controlled by the Hochschild differential graded Lie algebra (dgla for short). There are two important $A$-modules: the second Hochschild cohomology group $\HH^2(A)$ that describes the first order deformations and the third Hochschild cohomology group $\HH^3(A)$ that contains the obstructions for extending deformations of $X$ to larger base spaces.

$\HH^2(A)$ can be decomposed as $H^2_{(1)}(A) \oplus H^2_{(2)}(A)$, where $H^2_{(1)}(A)$ describes the first order commutative deformations. Moreover, there exists the Harrison dgla, that is a sub-dgla of the Hochschild dgla, controlling the commutative deformations of $X$.

Focusing on commutative deformations, computing the versal deformation of affine varieties with isolated singularities is a challenging problem. For toric surfaces Kollár and Shepherd-Barron [9] showed that there is a correspondence between certain partial resolutions (P-resolutions) and the reduced versal base space components. Furthermore, in [5] and [15] Christophersen and Stevens gave a set of equations for each reduced component of the versal base space. For higher dimensional toric varieties the versal base space was computed by Altmann [2] in the case of isolated toric Gorenstein singularities.

In order to better understand the deformation theory of $X = \Spec(A)$, we need to understand the cup product $T^1(A) \times T^1(A) \to T^2(A)$ between André-Quillen cohomology groups. The associated quadratic form describes the equations of the versal base space (if exists) up to second order. A formula for computing the cup product for toric varieties that are smooth in codimension 2 was obtained in [1]. Since this formula is especially simple in the case of three-dimensional isolated toric Gorenstein singularities, it helped Altmann to construct the versal base space.
in [2]. The cup product of toric varieties was also analysed by Sletsjøe [13] but unfortunately there is a mistake in the paper (see Section 3).

The cup product is coming from the differential graded Lie algebra (dgla for short) arising from the cotangent complex. This dgla is isomorphic to the Harrison dgla. The Lie bracket induces the product

\[ H^2(A) \times H^2(A) \to H^3(A) \]

between the Harrison cohomology groups, which is isomorphic to the cup product \( T^1(A) \times T^2(A) \).

In this paper we give a convex geometric description of the Harrison product for an affine toric variety \( \text{Spec}(A) \). This gives us a general cup product formula

\[ T^1(A) \times T^1(A) \to T^2(A) \]

without the assumption of smoothness in codimension 2 that agrees in the case of Gorenstein isolated singularities with Altmann's cup product formula. We obtain a nice expression of the cup product especially for Gorenstein not necessarily isolated singularities. This gives us an idea how the versal base space in special lattice degrees could look like. Note that since we are dealing with the non-isolated case, the \( T^1(A) \) is non-zero in infinitely many lattice degrees.

We also generalize the above description to the product \( \text{HH}^2(A) \times \text{HH}^2(A) \to \text{HH}^3(A) \) induced by the Lie bracket (also called the Gerstenhaber bracket) of the Hochschild dgla. This product is also known as the Gerstenhaber product. As an application we obtain that this product is zero for Gorenstein toric surfaces. This is interesting since it might lead to the formality theorem for (singular) Gorenstein toric surfaces. The formality theorem has been proved for smooth affine varieties (see [10], [7]).

The paper is organized as follows: in Section 2 we recall deformation theory of toric varieties. In Section 3 we give a convex geometric description of the product \( H^2(A) \times H^2(A) \to H^3(A) \) for toric varieties. The cup product in the special case of toric Gorenstein singularities is computed in Section 4 (see Theorem 4.4 and Subsection 4.2), where we also show that our product agrees with Altmann's cup product formula for isolated toric Gorenstein singularities (see Corollary 4.5).

We describe the quadratic equations of the versal base space in the Gorenstein degree \(-R^*\) in Corollary 4.6. In Section 5 we analyse the Gerstenhaber product \( \text{HH}^2(A) \times \text{HH}^2(A) \to \text{HH}^3(A) \) for toric varieties. The proof that this product is the zero map for Gorenstein toric surfaces is done in Proposition 5.3.

2. Preliminaries

2.1. Toric geometry. Let \( k \) be a field of characteristic 0. Let \( M, N \) be mutually dual, finitely generated, free Abelian groups. We denote by \( M_\mathbb{R}, N_\mathbb{R} \) the associated real vector spaces obtained via base change with \( \mathbb{R} \). Let \( \sigma = \langle a_1, ..., a_N \rangle \subset N_\mathbb{R} \) be a rational, polyhedral cone with apex in 0 and let \( a_1, ..., a_N \in N \) denote its primitive fundamental generators (i.e. none of the \( a_i \) is a proper multiple of an element of \( N \)). We define the dual cone \( \sigma^\vee : = \{ r \in M_\mathbb{R} \mid \langle \sigma, r \rangle \geq 0 \} \subset M_\mathbb{R} \) and denote by \( \Lambda := \sigma^\vee \cap M \) the resulting semi-group of lattice points. Its spectrum \( \text{Spec}(k[\Lambda]) \) is called an affine toric variety.

2.2. The Hochschild dgla. For any finitely generated \( k \)-algebra, we can define the cotangent complex \( L_{A/k} \) and its derived exterior powers \( \Lambda^i L_{A/k} \) (see e.g. [11]).
The \( n \)-th cohomology group of \( \text{Hom}_A(^n \mathcal{L}_A(k), A) \) is called the \( n \)-th (higher) André-Quillen cohomology group and denoted by \( T_{(i)}^n(A) \). We will also use the following notation \( T^n(A) := T_{(1)}^n(A) \) for \( n \geq 1 \).

Using the notation from \cite{8}, we denote by \( C^*(A) \) the Hochschild cochain complex and by \( C^n(A) = C^n_{(1)}(A) + \cdots + C^n_{(i)}(A) \) the Hodge decomposition which induces the decomposition in cohomology \( HH^n(A) \cong H^n_{(1)}(A) + \cdots + H^n_{(i)}(A) \), where \( HH^n(A) \) is the \( n \)-th Hochschild cohomology group and \( H^n_{(i)}(A) \) is the \( n \)-th cohomology of \( C^i_{(i)}(A) \). It is well known (see \cite{11} Proposition 4.5.13) that \( T^{n-i}_{(i)}(A) \cong H^n_{(i)}(A) \) for all \( i \geq 1 \).

In order to get a dgla structure on the Hochschild cochain complex we need to shift it by 1. The Lie bracket \([\cdot, \cdot] : C^n(A) \times C^n(A) \to C^{n+1}(A)\), which is also called the Gerstenhaber product, is well known so we skip the definition of it (see e.g. \cite{8} Section 2). In particular, the Gerstenhaber bracket induces the product

\[
[\cdot, \cdot] : HH^2(A) \times HH^2(A) \to HH^3(A),
\]

between the important \( A \)-modules mentioned in Introduction. The product in (1) is called the Gerstenhaber product.

We denote the projectors of \( HH^n(A) \) to \( H^n_{(i)}(A) \) by \( e_n(i) \).

**Lemma 2.1.** For an element \( p \in H^2_{(2)}(A) \) and an element \( q \in H^3_{(2)}(A) \) we have the following:

- the equation \( e_3(3)[p, p] = 0 \) is the Jacobi identity, \( e_3(2)[p, p] = 0 \)
- \([p, q] = e_3(2)[p, q]\) and \([q, q] = e_3(1)[q, q]\).

**Proof.** An easy computation, see also \cite{12}. \( \square \)

Using Lemma 2.1 we see that the Gerstenhaber product consists of the products \( H^2_{(i)}(A) \times H^1_{(i)}(A) \to H^3_{(i)}(A) \), for \( i = 1, 2 \) and \( H^2_{(2)}(A) \times H^2_{(2)}(A) \to HH^3(A) \).

In \cite{8} we showed that every Poisson structure \( p \in H^2_{(2)}(A) \) on an affine toric variety \( X_\sigma = \text{Spec}(A) \) can be quantized, which implies that \([p, p] = 0 \in HH^3(A)\).

Note also that for an element \( p \in H^2_{(2)}(A) \) that is not a Poisson structure, Lemma 2.1 implies that \([p, p] \neq 0 \). In this paper we will focus in understanding the remaining two products \( H^2_{(i)}(A) \times H^2_{(2)}(A) \to H^3_{(i)}(A) \), for \( i = 1, 2 \) and \( A \) an affine toric variety.

2.3. The Hochschild dgla of toric varieties. From \cite{8} we recall the following. In the group ring of the permutation group \( S_n \) one defines the shuffle \( s_{i, n-1} \) to be \( \sum (\text{sgn} \pi)\pi \), where the sum is taken over those permutations \( \pi \in S_n \) such that \( \pi(1) < \pi(2) < \cdots < \pi(i) \) and \( \pi(i+1) < \pi(i+2) < \cdots < \pi(n) \). Let \( s_n = \sum_{i=1}^{n-1} s_{i, n-1} \).

**Definition 1.** \( L \subset \Lambda \) is said to be monoid-like if for all elements \( \lambda_1, \lambda_2 \in L \) the relation \( \lambda_1 - \lambda_2 \in \Lambda \) implies \( \lambda_1 - \lambda_2 \in L \). Moreover, a subset \( L_0 \subset L \) of a monoid-like set is called full if \((L_0 + \Lambda) \cap L = L_0\).

For any subset \( P \subset L \) and \( n \geq 1 \) we introduce \( S_n(P) := \{ (\lambda_1, \ldots, \lambda_n) \in P^n \mid \sum_{i=1}^{n} \lambda_i \in P \} \). If \( L_0 \subset L \) are as in the previous definition, then this gives rise to the following vector spaces \((1 \leq i \leq n)\):

\[
C^n_{(i)}(L, L \setminus L_0; k) := \{ \phi : S_n(L) \to k \mid \phi \circ s_n = (2^i - 2)\phi, \phi \text{ vanishes on } S_n(L \setminus L_0) \},
\]
which turn into a complex with the differentials
\[ d : C^{n-1}(L, L \setminus L_0; k) \to C^n(\Lambda, L \setminus L_0; k), \]
\[ (d\varphi)(\lambda_1, ..., \lambda_n) := \varphi(\lambda_2, ..., \lambda_n) + \sum_{i=1}^{n-1} (-1)^i \varphi(\lambda_1, ..., \lambda_i + \lambda_{i+1}, ..., \lambda_n) + (-1)^n \varphi(\lambda_1, ..., \lambda_{n-1}). \]

**Definition 2.** By \( H^R_{(i)}(L, L \setminus L_0; k) \) we denote the cohomology groups of the above complex \( C^\bullet(L, L \setminus L_0; k) \). We denote \( H^R_{(i)}(L, \emptyset; k) \) shortly by \( H^R_{(i)}(L; k) \).

It is a trivial check that for \( A = k[\Lambda] \) the Hochschild differentials respect the grading given by the degrees \( R \in M \). Thus we get the Hochschild subcomplex \( C^\bullet (\Lambda, L \setminus L_0; k) \) and we denote the corresponding cohomology groups by \( H^n_{(i)}(\Lambda; k) \). When an algebra \( A \) will be clear from the context, we will also write \( H^R_{(i)}(R) \). It holds that HH\(^n\)(\(A\)) = \( \bigoplus_{R \in M} \mathrm{HH}^n, R(\Lambda) \) and \( \mathrm{HH}^n, R(\Lambda) \cong \oplus; H^n_{(i)}(R) \). Thus we can analyse the Hochschild cohomology groups by analysing them in every degree \( R \in M \).

For an element \( R \in M \) we denote \( \Lambda(R) := \Lambda + R \).

**Proposition 2.2.** Let \( A = k[\Lambda] \) and \( R \in M \). It holds that
\[ H^{n-R}_{(i)}(A) \cong T^{n-R}_{(i)}(A) \cong H^n_{(i)}(\Lambda, \Lambda \setminus \Lambda(R); k). \]

**Proof.** See \[S\] Proposition 4.2. \( \square \)

Proposition 2.2 tells us how to compute the Hochschild cohomology groups in degree \( -R \).

The next lemma describes the Gerstenhaber product in the toric setting.

**Lemma 2.3.** For each \( i \in \{1, 2\} \) the Gerstenhaber bracket induces the product
\[ [\cdot, \cdot] : C^2(i)(\Lambda, \Lambda \setminus \Lambda(R); k) \times C^2(i)(\Lambda, \Lambda \setminus \Lambda(S); k) \to C^3(i)(\Lambda, \Lambda \setminus \Lambda(R + S); k), \]
\[ [f, g] = f(-S + \lambda_1 + \lambda_2, \lambda_3)g(\lambda_1, \lambda_2) - f(\lambda_1, -S + \lambda_2 + \lambda_3)g(\lambda_2, \lambda_3) + g(-R + \lambda_1 + \lambda_2, \lambda_3)f(\lambda_1, \lambda_2) - g(\lambda_1, -R + \lambda_2 + \lambda_3)f(\lambda_2, \lambda_3). \]

This product induces the Gerstenhaber product in cohomology
\[ H^3(i)(\Lambda, \Lambda \setminus \Lambda(R); k) \times H^3(i)(\Lambda, \Lambda \setminus \Lambda(S); k) \to H^3(i)(\Lambda, \Lambda \setminus \Lambda(R + S); k). \]

**Proof.** See \[S\] Lemma 5.4. \( \square \)

**Remark 1.** Note that in \[S\] Lemma 5.4 we obtained a complete description of the Gerstenhaber product (also for other parts of the Hodge decomposition). In general the Gerstenhaber product does not respect the Hodge decomposition like in Lemma 2.3. For us only the two products in Lemma 2.3 will be important. In \[4\] we describe the Gerstenhaber product \( H^{n-R}_{(i)}(k[\Lambda]) \times H^{n-S}_{(i)}(k[\Lambda]) \to H^{3-R-S}_{(i)}(k[\Lambda]). \) The Gerstenhaber product always respects the toric grading (i.e. two elements of degree \( R \) and \( S \) are mapped to an element of degree \( R + S \)). Thus we can analyse the Gerstenhaber product by analysing it in toric degrees.
In the following we will recall from [8] how the groups appearing in (3) can be nicely interpreted. This will later lead to a nice interpretation of the Gerstenhaber product.

For a face $\tau$ in $\sigma$ (denoted $\tau \leq \sigma$) we define the convex sets introduced in [4]:

$$K^R_{\tau} := \Lambda \cap (R - \text{int} \tau').$$

The above convex sets admit the following properties ($\sigma = (a_1, ..., a_N)$):

- $K^R_0 = \Lambda$ and $K^R_j := K^R_{a_j} = \{ r \in \Lambda \mid \langle a_j, r \rangle < \langle a_j, R \rangle \}$ for $j = 1, ..., N$.
- For $\tau \neq 0$ the equality $K^R_{\tau} = \cap_{a_j \in \tau} K^R_{a_j}$ holds.
- $\Lambda \setminus (R + \Lambda) = \cup_{j=1}^N K^R_{a_j}$.

Example 1. Let $a_1 = (-1, 2)$ and $a_2 = (1, 2)$. Let $\sigma = (a_1, a_2)$ and thus the Hilbert basis of $\Lambda = \sigma' \cap M$ is

$$H = \{ (-2, 1), (-1, 1), (0, 1), (1, 1), (2, 1) \}.$$

Let $R = (0, 1)$. We have $\Lambda \setminus (R) = K^R_{a_1} \cup K^R_{a_2}$, where

$$K^R_{a_1} = \{ (r_1, r_2) \in \Lambda \mid -r_1 + 2r_2 < 2 \} = \{ (0, 0), (2, 1), (1, 1), (4, 2), (3, 2), ... \},$$

$$K^R_{a_2} = \{ (r_1, r_2) \in \Lambda \mid r_1 + 2r_2 < 2 \} = \{ (0, 0), (-2, 1), (-1, 1), (-4, 2), (-3, 2), ... \}.$$

For each $i \geq 1$ we have the following important double complexes (see [8, Section 4.2]). We define $C^q_{(i)}(K^R_p; k) := C^q_{(i)}(K^R_p; 0; k)$ and

$$C^q_{(i)}(K^R_p; k) := \oplus_{\tau \leq \sigma, \dim \tau = p} C^q_{(i)}(K^R_{\tau}; k) \quad (0 \leq p \leq \dim \sigma, \; q \geq i).$$

The differentials

$$\delta : C^q_{(i)}(K^R_p; k) \to C^q_{(i)}(K^R_{p+1}; k)$$

are defined in the following way: we are summing (up to a sign) the images of the restriction map $C^q_{(i)}(K^R_{\tau}; k) \to C^q_{(i)}(K^R_{\tau'}; k)$, for any pair $\tau \leq \tau'$ of $p$ and $(p + 1)$-dimensional faces, respectively. The sign arises from the comparison of the (pre-fixed) orientations of $\tau$ and $\tau'$ (see also [3, pg. 580] for more details). For each $i \geq 1$ this construction gives us the double complexes that we shortly denote by

$$C_{(i)}^\bullet(K^R_p; k).$$

Proposition 2.4. $T_{(i)}^{n-i}(-R)(A) = H^n(\text{tot} \bullet (C^*_{(i)}(K^R_p; k)))$ for $1 \leq i \leq n$.

Proof. See [8] Proposition 4.4].

Proposition 2.5. If $\tau \leq \sigma$ is a smooth face, then $H^q_{(i)}(K^R_\tau; k) = 0$ for $q \geq i + 1$.

Proof. See [8] Proposition 4.6].

Theorem 2.6. The $k$-th cohomology group of the complex

$$0 \to H^i_{(i)}(\Lambda; k) \to \bigoplus_j H^i_{(i)}(K^R_j; k) \to \bigoplus_{\tau \leq \sigma, \dim \tau = 2} H^i_{(i)}(K^R_{\tau}; k) \to \bigoplus_{\tau \leq \sigma, \dim \tau = 3} H^i_{(i)}(K^R_{\tau}; k)$$

is isomorphic to $T_{(i)}^{k,-R}(A)$, for $k = 0, 1, 2$ $(H^0_{(i)}(\Lambda; k)$ is the degree 0 term).

Proof. Follows from the proof of [8] Theorem 4.6].
3. The product \( H^2_{(1)}(k[\Lambda]) \times H^2_{(1)}(k[\Lambda]) \to H^3_{(1)}(k[\Lambda]) \)

In this section we give a general formula for the product \( H^2_{(1)}(k[\Lambda]) \times H^2_{(1)}(k[\Lambda]) \to H^3_{(1)}(k[\Lambda]) \), extending Altmann’s cup product formula on toric varieties that are smooth in codimension 2. Note that Altmann obtained the cup product formula with different methods (using Laudal’s description, coming from the cotangent complex). For \( R, S \in M \) and \( A = k[\Lambda] \) we give a convex geometric description of the product \( H^2_{(1)}(-R)(A) \times H^2_{(1)}(-S)(A) \to H^3_{(1)}(-R-S)(A) \), which we call the Harrison cup product.

As mentioned in Introduction, the Harrison cup product was also analysed by Sletsjo [13], but unfortunately with a mistake that we point out now. We start by recalling basic constructions from [13].

For \( R \in M \) recall that \( \Lambda(R) := \Lambda + R \). We have an exact sequence of complexes:

\[
0 \to C^*_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k) \to C^*_{(1)}(\Lambda; k) \to C^*_{(1)}(\Lambda \setminus \Lambda(R); k) \to 0.
\]

Note that \( H^q_{(1)}(\Lambda; k) = 0 \) for \( q \geq 2 \) by Proposition 2.2. Thus we can write the corresponding long exact sequence in cohomology and we get the following.

**Corollary 3.1.** The sequence

\[
0 \to H^1_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k) \to H^1_{(1)}(\Lambda; k) \to H^1_{(1)}(\Lambda \setminus \Lambda(R); k) \xrightarrow{d} H^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k) \to 0
\]

is exact and

\[
H^n_{(1)}(\Lambda \setminus \Lambda(R); k) \cong H^{n+1}_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k),
\]

for \( n \geq 2 \). This isomorphism is induced by the map \( d \).

**Remark 2.** Here with the map \( d \) we mean that we first extend a function from \( \Lambda \setminus \Lambda(R) \) to the whole of \( \Lambda \) by 0 and then we apply our differential \( d \). Both maps we will denote by \( d \) and the meaning will be clear from the context.

**Remark 3.** Let \( L_0 \subset L \) be as in Definition 1. Elements in \( C^1_{(1)}(L; k) = \{ f : L \to k \} \) are functions on \( L \). If we additionally have \( f \in C^1_{(1)}(L, L \setminus L_0; k) \), then a function \( f \) vanishes on \( L \setminus L_0 \). Restricting a function \( f \in C^1_{(1)}(L; k) \) to some monoid-like subset \( K \subset L \) means that we look on \( f \) as an element in \( C^1_{(1)}(K; k) \). Immediately from definition we obtain that \( H^1_{(1)}(L; k) \) is the space of functions \( f \in C^1_{(1)}(L; k) \) such that \( f(a + b) = f(a) + f(b) \) if \( a + b \in L \). Thus we call elements from \( H^1_{(1)}(L; k) \) additive functions on \( L \).

Let \( \xi \) be an element from \( H^1_{(1)}(\Lambda \setminus \Lambda(R); k) \). We extend (not additively) \( \xi \) to the whole of \( \Lambda \) by 0 (i.e. \( \xi(\lambda) = 0 \) for \( \lambda \in \Lambda(R) \)). This extended function we denote by \( \xi^0 \in C^1_{(1)}(\Lambda; k) \). We have \( T^1(-R)(A) \cong H^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k) \) by Proposition 2.2 and the surjective map

\[
H^1_{(1)}(\Lambda \setminus \Lambda(R); k) \xrightarrow{d} H^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k)
\]

by Corollary 3.1. Thus we see that every element of \( T^1(-R) \cong H^2_{(1)}(-R) \) can be written as \( d\xi^0 \) for some \( \xi \in H^1_{(1)}(\Lambda \setminus \Lambda(R); k) \). Here \( d\xi^0 \) denotes the cohomology class of \( d\xi^0 \in C^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k) \).
Example 2. Continuing with Example 1, let $\xi \in H^{1}_{(1)}(\Lambda \setminus \Lambda(R); k)$, with

$$
\xi(r_1, r_2) = \begin{cases} 
  r_2 & \text{if } (r_1, r_2) \in K^R_{a_1} \\
  0 & \text{if } (r_1, r_2) \in K^R_{a_2}.
\end{cases}
$$

Since $K^R_{a_1} \cap K^R_{a_2} = \emptyset$, $\xi$ is well defined. Note that $R \notin \Lambda \setminus \Lambda(R)$. For $\xi^0 \in C^1_{(1)}(\Lambda; k)$ we have $\xi^0(R) = 0$.

From Lemma 2.3 recall the Gerstenhaber product for $i = 1$, called the (Harrison) cup product.

Construction 1. Let $R, S \in M$ and let $\xi$ and $\mu$ be elements from $H^{1}_{(1)}(\Lambda \setminus \Lambda(R); k)$ and $H^{1}_{(1)}(\Lambda \setminus \Lambda(S); k)$, respectively. The Harrison cup product

$$
[d\xi^0, d\mu^0] \in H^{3}_{(1)}(\Lambda, \Lambda \setminus \Lambda(R + S); k) \cong T^{2-R-S}(A)
$$

can be seen as the cohomology class of $[d\xi^0, d\mu^0] \in C^3_{(1)}(\Lambda; k)$ in $\text{tot}^*[C^*_{(1)}(K^R_{a_j}; k)]$ by Proposition 2.4 (recall that $K^R_{a+} = \Lambda$).

We can find an element $C \in C^2_{(1)}(\Lambda; k)$ such that $dC = [d\xi^0, d\mu^0] \in C^3_{(1)}(\Lambda; k)$ since $H^{3}_{(1)}(\Lambda; k) = 0$ by Proposition 2.7.

We inject $C$ into $(C_1, ..., C_N) \in \oplus C^2_{(1)}(K^R_{a_j}; k)$. There exist functions $G_j \in C^1_{(1)}(K^R_{a_j}; k)$ for $j = 1, ..., N$, such that $dG_j = C_j$. Indeed, $H^{2}_{(1)}(K^R_{a_j}; k) = 0$ for all $j = 1, ..., N$ by Proposition 2.7.

Let us denote $G := (G_1, ..., G_N) \in \oplus C^1_{(1)}(K^R_{a_j}; k)$. Recall the definition of the map $\delta$ from (3). By the above construction $\delta G = [d\xi^0, d\mu^0] \in \text{tot}^*[C^*_{(1)}(K^R_{a_j}; k)]$.

In the following we try to find the function $G$ explicitly. Then

$$
\delta G \in \bigoplus_{\tau \leq \sigma, \dim \tau = 2} H^{1}_{(1)}(K^R_{a_j}; k).
$$

The latter space is easier to work with, which will give us a nice description of the cup product and thus bring us closer to understanding the versal base space.

Proposition 3.2. We define $C \in C^2_{(1)}(\Lambda; k)$ as

$$
C(\lambda_1, \lambda_2) := \xi^0(\lambda_1)\mu^0(\lambda_2) + \xi^0(\lambda_2)\mu^0(\lambda_1) - d\xi^0(\lambda_1, \lambda_2)\mu^0(-R + \lambda_1 + \lambda_2) - d\mu^0(\lambda_1, \lambda_2)\xi^0(-S + \lambda_1 + \lambda_2),
$$

where $\mu^0(-R + \lambda_1 + \lambda_2) := 0$ (resp. $\xi^0(-S + \lambda_1 + \lambda_2) := 0$) if $-R + \lambda_1 + \lambda_2 \notin \Lambda$ (resp. $-S + \lambda_1 + \lambda_2 \notin \Lambda$). It holds that $[d\xi^0, d\mu^0] = dC$.

Proof. See [13, Theorem 4.8].

Sletsjøe [13] claimed that Proposition 3.2 gives us a nice cup product formula, but unfortunately there is a mistake in his paper: in [13] it was written that only the first two terms of $C(\lambda_1, \lambda_2)$ matter for the computations of the cup product formula and that the other two vanish with $d$. This is not correct since $d\xi^0 \notin C^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(R + S); k)$, which was wrongly assumed in the paper. We only have $d\xi^0 \in C^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(R); k)$.

Thus we need to consider $C(\lambda_1, \lambda_2)$ with all 4 terms and we will try to simplify this using the double complex $C^*_{(1)}(K^R_{a_i}; k)$ (see the equation (7)).
Following Construction 1 we now inject $C$ into $(C_1, ..., C_N) \in \bigoplus_j C^2_{(1)}(K_{a_j}^{R+S}; k)$. In the following we will define the functions $h_j$ which will serve as a first approximation of the functions $G_j$ from Construction 1. i.e. $d h_j(\lambda_1, \lambda_2) = C_j(\lambda_1, \lambda_2)$ 
"almost" holds (we will be more precise later).

For each $j = 1, ..., N$ we choose $\tilde{\xi}_j \in (M \otimes \mathbb{Z} k)^*$ such that $\tilde{\xi}_j$ restricted to $K_{a_j}^R$ equals $\xi$, i.e. $\tilde{\xi}_j = \xi$ as elements in $H^1_{(1)}(K_{a_j}^R; k)$. Note that this is always possible since $H^1_{(1)}(K_{a_j}^R; k)$ is isomorphic to $(\text{span}_k(K_{a_j}^R))^*$, which is the space of $k$-linear functions on $\text{span}_k(K_{a_j}^R)$ (see [4] Proposition 4.2); for the description of $\text{span}_k(K_{a_j}^R)$ see the discussion after Theorem 4.2). Note also that $K_{a_j}^R \subset \Lambda \setminus \Lambda(R)$ so it makes sense to consider $\xi$ restricted to $K_{a_j}^R$. If $(a_j, R) = 0$ holds, then a choice of $\tilde{\xi}_j$ is not unique. In the same way we define $\tilde{\mu}_j$.

We define $\xi_j, \mu_j \in C^1_{(1)}(M; k)$ as follows:

$$
\xi_j(\lambda) := \begin{cases} 
\tilde{\xi}_j(\lambda) & \text{if } \lambda \in K_{a_j}^{R+S} \\
0 & \text{otherwise}
\end{cases}
\mu_j(\lambda) := \begin{cases} 
\tilde{\mu}_j(\lambda) & \text{if } \lambda \in K_{a_j}^{R+S} \\
0 & \text{otherwise}.
\end{cases}
$$

Note that by construction $\xi_j$ and $\mu_j$ are additive functions on $K_{a_j}^{R+S}$ (i.e. for $\lambda_1, \lambda_2 \in K_{a_j}^{R+S}$ we have $\xi_j(\lambda_1) + \xi_j(\lambda_2) = \xi_j(\lambda_1 + \lambda_2)$ if $\lambda_1 + \lambda_2 \in K_{a_j}^{R+S}$ and similarly for $\mu_j$). Moreover, for each $j = 1, ..., N$ we define $\xi^0_j, \mu^0_j \in C^1_{(1)}(M; k)$ as

$$
\xi_j^0(\lambda) := \begin{cases} 
\xi_j(\lambda) & \text{if } \lambda \in K_{a_j}^{R+S} \setminus (\Lambda \setminus \Lambda(R)) \\
0 & \text{otherwise},
\end{cases}
\mu_j^0(\lambda) := \begin{cases} 
\mu_j(\lambda) & \text{if } \lambda \in K_{a_j}^{R+S} \setminus (\Lambda \setminus \Lambda(S)) \\
0 & \text{otherwise}.
\end{cases}
$$

Note that for $\lambda \in \Lambda$ we have

$$
\xi_j^0(\lambda) = \begin{cases} 
\xi_j(\lambda) & \text{if } \lambda \in (K_{a_j}^{R+S} \setminus K_{a_j}^R) \cap (\cup_{k \neq j} K_{a_k}^R) \\
\xi^0_j(\lambda) & \text{otherwise}
\end{cases}
$$

and similarly for $\mu_j^0$. This description explains the notation. It will be used in Example 3 and Remark 4.

Example 3. Continuing with Example 2 we see that $\tilde{\xi}_1$ and $\tilde{\xi}_2$ are unique in this case and we have $\xi_2(\lambda_1, \lambda_2) = \lambda_2$ and $\xi_1(\lambda_1, \lambda_2) = 0$. Moreover, let us choose $S = R = (0, 1)$. We see that $K_{a_2}^{2R} \cap K_{a_1}^R = (K_{a_2}^{2R} \setminus K_{a_2}^R) \cap K_{a_1}^R = \{(1, 1)\}$ and thus we have $\xi_2^0(\lambda) = \xi_2(\lambda)$ for all $\lambda \in \Lambda$ except $(1, 1)$, for which $\xi_2(1, 1) = \xi_2(1, 1) = 1$ and $\xi^0(1, 1) = \xi(1, 1) = 0$.

For each $j = 1, ..., N$ we define the function $h_j \in C^1_{(1)}(K_{a_j}^{R+S}; k)$ as

$$
h_j(\lambda) := -\xi_j(\lambda) \cdot \mu_j(\lambda) + \xi_j(-S + \lambda) \mu_j(\lambda) + \mu_j(-R + \lambda) \xi_j(\lambda)
$$

and $C^0_j \in C^2_{(1)}(K_{a_j}^{R+S}; k)$ as

$$
C_j^0(\lambda_1, \lambda_2) := \xi_j^0(\lambda_1) \mu_j^0(\lambda_2) + \xi_j^0(\lambda_2) \mu_j^0(\lambda_1) - d \xi_j^0(\lambda_1, \lambda_2) \mu_j^0(-R + \lambda_1 + \lambda_2) - d \mu_j^0(\lambda_1, \lambda_2) \xi_j^0(-S + \lambda_1 + \lambda_2).
$$

The following proposition is very surprising and it is crucial for later construction of the cup product.

We consider the lattice $M$ as a partially ordered set where positive elements lie in $\Lambda$. Thus if for $\lambda \in \Lambda$ we write $\lambda \geq R$, it means that $\lambda \in \Lambda(R) = \Lambda + R$. Equivalently, if for $\lambda \in \Lambda$ we write $\lambda \not\geq R$, it means that $\lambda \in \Lambda \setminus \Lambda(R)$. 

Proposition 3.3. It holds that

\[ d(h_j) = C^0_j \in C^2_{(1)}(K^{R+S}_{a_j}; k). \]

**Proof.** From the definition of the differential \( d \) in \( \text{(2)} \) we have

\[
d(h_j)(\lambda_1, \lambda_2) =
- \xi_j(\lambda_2)\mu_j(\lambda_2) + \xi_j(-S + \lambda_2)\mu_j(\lambda_2) + \mu_j(-R + \lambda_2)\xi_j(\lambda_2)
- \xi_j(\lambda_1 + \lambda_2)\mu_j(\lambda_1 + \lambda_2) + \xi_j(-S + \lambda_1 + \lambda_2)\mu_j(\lambda_1 + \lambda_2) + \mu_j(-R + \lambda_1 + \lambda_2)\xi_j(\lambda_1 + \lambda_2))
- \xi_j(\lambda_1)\mu_j(\lambda_1) + \xi_j(-S + \lambda_1)\mu_j(\lambda_1) + \mu_j(-R + \lambda_1)\xi_j(\lambda_1).
\]

Recall that by the definition of \( C^2_{(1)}(K^{R+S}_{a_j}; k) \) we need to verify that \( d(h_j)(\lambda_1, \lambda_2) = C^0_j(\lambda_1, \lambda_2) \) holds for those \( (\lambda_1, \lambda_2) \in K^{R+S}_{a_j} \times K^{R+S}_{a_j} \) such that \( \lambda_1 + \lambda_2 \in K^{R+S}_{a_j} \).

1. \( \lambda_1 \not\geq R, S \) and \( \lambda_2 \not\geq R, S: \)
   - Note that in this case \( \lambda_1, \lambda_2 \in \Lambda \setminus \Lambda(R), \Lambda \setminus \Lambda(S) \). Thus by definition \( \xi^0_j(\lambda_k) = \xi_j(\lambda_k) \) and \( \mu^0_j(\lambda_k) = \mu_j(\lambda_k) \) hold for \( k = 1, 2 \). We consider now the following subcases.
     - \( \lambda_1 + \lambda_2 \geq R, S: \)
       - In this subcase we have \( dh_j(\lambda_1, \lambda_2) = \xi_j(\lambda_1)\mu_j(\lambda_2) + \xi_j(\lambda_2)\mu_j(\lambda_1) - \xi_j(-S + \lambda_1 + \lambda_2)\mu_j(\lambda_1 + \lambda_2) \).
       - Moreover, \( d\xi^0_j(\lambda_1, \lambda_2) = \xi_j(\lambda_1) + \xi_j(\lambda_2) \) since \( \xi^0_j(\lambda_1 + \lambda_2) = 0 \). Similarly, \( d\mu^0_j(\lambda_1, \lambda_2) = \mu_j(\lambda_1) + \mu_j(\lambda_2) \) and thus the equality \( dh_j = C^0_j \) follows.
     - \( \lambda_1 + \lambda_2 \geq R, S, \lambda_1 + \lambda_2 \not\geq S: \)
       - \( dh_j(\lambda_1, \lambda_2) = \xi_j(\lambda_1)\mu_j(\lambda_2) + \xi_j(\lambda_2)\mu_j(\lambda_1) - \xi_j(-S + \lambda_1 + \lambda_2)\mu_j(\lambda_1 + \lambda_2) \).
       - Moreover, \( d\xi^0_j(\lambda_1, \lambda_2) = \xi_j(\lambda_1) + \xi_j(\lambda_2) \) and \( d\mu^0_j(\lambda_1, \lambda_2) = 0 \) from which the equality \( dh_j = C^0_j \) follows.
     - \( \lambda_1 + \lambda_2 \not\geq R, S, \lambda_1 + \lambda_2 \geq S: \)
       - \( dh_j(\lambda_1, \lambda_2) = \xi_j(\lambda_1)\mu_j(\lambda_2) + \xi_j(\lambda_2)\mu_j(\lambda_1) - \xi_j(-S + \lambda_1 + \lambda_2)\mu_j(\lambda_1 + \lambda_2) \).
       - \( dh_j(\lambda_1, \lambda_2) = \xi_j(\lambda_1)\mu_j(\lambda_2) + \xi_j(\lambda_2)\mu_j(\lambda_1) \).

In the last two cases we conclude that \( dh_j = C^0_j \) holds in a similar way.

2. \( \lambda_1 \not\geq R, S \) and \( \lambda_2 \geq R, S: \)
   - We have \( \xi_j(\lambda_1) = \xi^0_j(\lambda_1) \) and \( \mu_j(\lambda_1) = \mu^0_j(\lambda_1) \). Note that these equalities does not necessarily hold for \( \lambda_2 \). We also know that \( \lambda_1 + \lambda_2 \geq R, S \) and thus we can easily check that \( dh_j(\lambda_1, \lambda_2) = -\mu_j(\lambda_1)(\xi_j(\lambda_1) + \xi_j(-S + \lambda_2)) \).
   - On the other hand we have \( C^0_j(\lambda_1, \lambda_2) = -\xi^0_j(\lambda_1)(\mu_j(-R + \lambda_2) + \mu_j(\lambda_1)) \). Since \( \lambda_2 \in K^{R+S}_{a_j} \) we have \(-R + \lambda_2 \not\geq S \) and \(-S + \lambda_2 \not\geq R \) and thus \( \mu^0_j(-R + \lambda_2) = \mu_j(-R + \lambda_2) \).
   - Thus the equality \( dh_j = C^0_j \) is also satisfied in this case.

3. Similarly as above we can check that the equality \( \text{(1)} \) is satisfied also in the remaining cases.

\( \square \)
Remark 4. By definition $\xi_j^0(\lambda)$ and $\xi_j^0(\lambda)$ can be for $\lambda \in K^{R+S}_{a_j}$ different only for $\lambda \in (K^{R+S}_{a_j} \setminus K^R_{a_j}) \cap (\cup_{k \neq j} K^R_{a_k})$. The latter space is "not large" (see Example 3 where it is just a point for $j = 2$; later we will also see examples when it is empty). Similarly, $\mu_j^0(\lambda)$ and $\mu_j^0(\lambda)$ can be on $a_j$ different only for $\lambda \in (K^{R+S}_{a_j} \setminus K^S_{a_j}) \cap (\cup_{k \neq j} K^S_{a_k})$. Using the notation $C_j$ from Construction 1 we see by the definition that $C_j(\lambda_1, \lambda_2) = C_j^0(\lambda_1, \lambda_2)$ if $\xi_j^0(\lambda)$ and $\mu_j^0(\lambda)$ are $\mu_j^0(\lambda)$ for $\lambda \in K^{R+S}_{a_j}$. In Proposition 4.1 we verified that $dh_j = C_j^0$ holds, which gives us that $C_j - dh_j$ has many zeros (since $(K^{R+S}_{a_j} \setminus K^R_{a_j}) \cap (\cup_{k \neq j} K^R_{a_k})$ and $(K^{R+S}_{a_j} \setminus K^S_{a_j}) \cap (\cup_{k \neq j} K^S_{a_k})$ are "not large"). Thus it is easier to find $F_j \in C^1_{(1)}(K^{R+S}_{a_j}; k)$ such that $dh_j = C_j - dh_j$ (note that such $F_j$ exists since $H^2_{(1)}(K^{R+S}_{a_j}; k) = 0$ by Proposition 2.5). We then define $G_j := F_j + h_j$ and proceed with Construction 1 to obtain a nice description of the cup product.

In the next section we will explicitly find the functions $F_j$ (and thus also the functions $G_j$ from Construction 1) in the special case of Gorenstein toric varieties.

4. The cup product of affine Gorenstein toric varieties

Recall that toric Gorenstein varieties are obtained by putting a lattice polytope $P \subset \Lambda$ into the affine hyperplane $\Lambda \times \{1\} \subset \Lambda \times \mathbb{R} =: N_{\mathbb{R}}$ and defining $\sigma := \text{Cone}(P)$, the cone over $P$. Then the canonical degree $R^* \in M$ equals $(0, 1)$.

Definition 3. We define the vector space $V \subset \mathbb{R}^N$ by

$$V := V(P) := \{ (t_1, ..., t_N) \mid \sum_j t_\epsilon_j d_j = 0 \text{ for every } \epsilon \leq P \},$$

where $\epsilon = (\epsilon_1, ..., \epsilon_N) \in \{0, \pm 1\}^N$ is the sign vector of $\epsilon$ (see [2, Definition 2.1]).

Proposition 4.1. For Gorenstein toric varieties it holds that $T^1(-R^*) \cong V/k \cdot \mathbb{L}$.

Proof. See [3].

For simplicity we will assume that $X_\sigma = \text{Spec}(A)$ is a three-dimensional Gorenstein singularity given by a cone $\sigma = \langle a_1, ..., a_N \rangle$, where $a_1, ..., a_N$ are arranged in a cycle ($n$-dimensional case for $n > 3$ can be then treated with collecting information about all 2-faces of $P$).

We define $a_{N+1} := a_1$. Let us denote $d_j := a_{j+1} - a_j$ and let

$$V = \{ \ell = (t_1, ..., t_N) \in k^N \mid \sum_{j=1}^N t_j d_j = 0 \},$$

which is the special case of (10) in the 3-dimensional case. With $\ell(d_j)$ we will denote the lattice length of $d_j$.

Remark 5. Note that if $X_\sigma$ is isolated, we have $T^1(-R^*) = T^1$. In general $T^1$ is non-zero also in other degrees (see [3, Theorem 4.4]).

In the following we recall some results from [4], which even simplify the sequence appearing in Theorem 2.6.

The complex $H^1_{(1)}(K^{R*S}_{a_j}; k)$ in Theorem 2.6 (for $i = 1$) has $(\text{span}_k K^R_{a_j})^*$ as a subcomplex. Here for $n \in \mathbb{N}_0$ we define $(\text{span}_k K^R_n)^* := \bigoplus_{\tau \leq \sigma, \dim \tau = n} (\text{span}_k K^R_{\tau})^*$ and $(\text{span}_k K^R_*)^*$ denotes the space of linear functions on $\text{span}_k K^R_*$.
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4.1. The second statement follows from the exactness of the complex

\[ T^k \cdot R(A) = H^k((\text{span}_k K^R)*) \]

for \( k = 0, 1, 2 \).

Proof. See [4] Proposition 5.4].

Note that for every \( j = 1, ..., N \) it holds that

\[ \text{Span}_k K^R_{a_j} = \begin{cases} 0 & \text{if } \langle a_j, R \rangle \leq 0 \\ (a_j)^⊥ & \text{if } \langle a_j, R \rangle = 1 \\ M \otimes \mathbb{Z} k & \text{if } \langle a_j, R \rangle \geq 2. \end{cases} \]

In the following we compute \( T^2(-R_m) \) for \( R_m = mR^* \) with \( m \geq 2 \) using Theorem 4.2. For all \( j = 1, ..., N \) it holds that \( \text{span}_k K^R_{a_{j+1}} = M \otimes \mathbb{Z} k \) and

\[ \text{span}_k(K^R_{a_j} \cap K^R_{a_{j+1}}) = (\delta_j d_j)^⊥, \]

where

\[ \delta_j := \begin{cases} 0 & \text{if } \ell(d_j) < m \\ 1 & \text{if } \ell(d_j) \geq m. \end{cases} \]

Thus the complex \( (\text{span}_k K^R_{a_j})^* \) for \( R_m = mR^* \) with \( m \geq 2 \) becomes

\[ 0 \to N_k \overset{\psi}{\to} N_k^N \overset{\delta}{\to} \bigoplus_j (N_k/\delta_j d_j) \overset{\eta}{\to} (\text{Span}_k(\bigcap_j K^R_{a_j}))^*, \]

where \( \psi(x) = (x, ..., x), \delta(b_1, ..., b_N) = (b_1 - b_2, b_2 - b_3, ..., b_N - b_1), \eta(q_1, ..., q_N) = \sum_{j=1}^{N} q_j. \)

Proposition 4.3. It holds that \( T^2(-R_m) \cong \ker \eta/\im \delta \). Moreover, if \( m = 2 \) and \( X_\sigma \) is isolated, then \( \ker \eta/\im \delta \cong (M_k/R^*)^* \) holds.

Proof. The first statement follows from the above calculation and Theorem 4.2. The second statement follows from the exactness of the complex

\[ N_k^N \overset{\delta}{\to} N_k^N \overset{\eta}{\to} N_k. \]

\[ \square \]

4.1. The cup product \( T^1(-R^*) \times T^1(-R^*) \to T^2(-2R^*) \). In the case of isolated three-dimensional toric Gorenstein singularities Altmann [1] obtained the following cup product

\[ (12) \quad V/(k \cdot 1) \times V/(k \cdot 1) \to (M_k/R^*)^* \]

\[ (\ell, \underline{z}) \mapsto \sum_{j=1}^{N} s_j t_j d_j. \]

Recall that it holds \( T^1(-R^*) \cong H^2_{(1)}(-R^*) \) and \( T^2(-2R^*) \cong H^3_{(1)}(-2R^*). \) We will now generalize Altmann’s cup product formula to the case of not necessarily isolated toric Gorenstein singularities. Note that Altmann was using different methods (Laudal’s cup product) in his proof.

We will first recall the isomorphism map \( V/(k \cdot 1) \overset{f}{\to} H^1((\text{span}_k K^R)^*) \) from [3 Section 2.7]. Note that both spaces are isomorphic to \( T^1(-R^* (k[A])) \) by Theorem 4.2 and Proposition 4.1. By the definition it holds that \((\text{span}_k K^R_{a_j})^* = \oplus_j (a_j^⊥)^*\).
We will define \( u_j \in (a_j^*)^* \) such that \( f(\ell) = (u_1, \ldots, u_N) \). There exist \( b_j \in R^1 \) for \( j = 1, \ldots, N \) such that \( \forall j \) it holds that
\[
(13) \quad b_{j+1} - b_j = t_j(a_{j+1} - a_j).
\]
Since \( \sum_{j=1}^N t_jd_j = 0 \) we have a one-parameter solution of this system of equations, namely \( b_2 = b_1 + t_1d_1, b_3 = b_1 + t_1d_1 + t_2d_2, \ldots, b_N = b_1 + \sum_{i=1}^{N-1} t_id_i \). Our function \( u_j \in (a_j^*)^* \) is defined by \( u_j(x) = \langle b_j, x \rangle \). Note that for different choices of \( b_1 \) we still obtain the same element in \( H^1(\text{span}_k K^*_R)^* \) and thus \( f \) is well defined. Note also that we indeed have \( u_j - u_{j+1} = 0 \) on \( a_j^* \cap a_{j+1}^* \).

**Theorem 4.4.** The cup product \( T^1(-R^*) \times T^1(-R^*) \rightarrow T^2(-2R^*) \) equals the bilinear map
\[
V/(k \cdot 1) \times V/(k \cdot 1) \mapsto \ker \eta/ \text{im} \delta
\]
\[
(\xi, \mu) \mapsto (s_1t_1d_1, \ldots, s_Nt_Nd_N).
\]

**Proof.** We write for short \( R = R^* \). Let \( \xi = (0, t_1d_1, \ldots, \sum_{j=1}^{n-1} t_jd_j) \in \oplus_j H^1_1(K^*_R; k) \) and \( \mu = (0, s_1d_1, \ldots, \sum_{j=1}^{n-1} s_jd_j) \in \oplus_j H^1_1(K^*_R; k) \). By the above description of the isomorphism map \( f \) (using \( b_1 = 0 \)) and by Construction, it is enough to prove
\[
\delta G = (t_1s_1d_1, \ldots, t_Ns_Nd_N) \in \bigoplus_{\tau \leq \sigma, \dim \tau = 2} H^1_1(K^*_R^{r+s}; k).
\]
Here \( G \) is constructed with \( \xi \) and \( \mu \) as in Construction.

By the description of \( \xi \) and \( \mu \) we define \( \xi_j, \mu_j \in C^1_1(M; k) \) as \( \xi_1 = \mu_1 = 0 \) and
\[
\xi_j(\lambda) := \begin{cases} \langle \sum_{k=1}^{n-1} tkd_k, \lambda \rangle & \text{if } \lambda \in K^2_{a_j^*} \\ 0 & \text{otherwise} \end{cases}, \quad \mu_j(\lambda) := \begin{cases} \langle \sum_{k=1}^{n-1} s_kd_k, \lambda \rangle & \text{if } \lambda \in K^2_{a_j^*} \\ 0 & \text{otherwise} \end{cases}
\]
for \( 2 \leq j \leq N \). Recall from the equation that the functions \( h_j \in C^1_1(K^2_{a_j^*}; k) \) are
\[
h_j(\lambda) = -\xi_j(\lambda)\mu_j(\lambda) + \xi_j(-R + \lambda)\mu_j(\lambda) + \mu_j(-R + \lambda)\xi_j(\lambda).
\]
Recall that \( dh_j = C^0_j \) by Proposition. From Remark, we know that in order to determine when \( (dh_j - C_j)(\lambda_1, \lambda_2) \in C^2_1(K^2_{a_j^*}; k) \) is zero, we need to consider the space \( P^j := (K^2_{a_j^*} \setminus K^R_{a_j^*}) \cap (\cup_{k,k \neq j} K^R_{a_k^*}) \). Denoting
\[
P^j_1 := (K^2_{a_j^*} \setminus K^R_{a_j^*}) \cap K^R_{a_{j-1}^*},
\]
\[
P^j_2 := (K^2_{a_j^*} \setminus K^R_{a_j^*}) \cap K^R_{a_{j+1}^*},
\]
we see that \( P^j = P^j_1 \cup P^j_2 \) for each \( j \).

If \( \ell(d_j) > 1 \) (or equivalently \( \langle a_j, a_{j+1} \rangle \) is not smooth), then \( P^j_1 = P^j_2 = 0 \) and thus \( dh_j = C_j \in C^2_1(K^2_{a_j^*}; k) \) for all \( j = 1, \ldots, N \) by Proposition and Remark.

If \( \ell(d_j) = 1 \) (or equivalently if \( \langle a_j, a_{j+1} \rangle \) is smooth), then \( P^j_1 \subset \Lambda \) and \( P^j_2 \subset \Lambda \) are infinite sets contained in the lines parallel to \( a_j^* \cap a_{j+1}^* \) and \( a_{j-1}^* \cap a_{j+1}^* \), respectively. If \( \lambda \in P^j_1 \cup P^j_2 \), then \( \langle \lambda, a_j \rangle = 1 \). We want to find the functions \( F_j \in C^1_1(K^2_{a_j^*}; k) \) for which \( dh_j + dF_j = C_j \in C^2_1(K^2_{a_j^*}; k) \) holds. Let
\[
F_j(c) := \begin{cases} -\xi(c)s_jd_j(c) - \mu(c)t_jd_j(c) = \xi(c)s_j + \mu(c)t_j & \text{if } c \in P^j_1 \\ \xi(c)s_{j-1}d_{j-1}(c) + \mu(c)t_{j-1}d_{j-1}(c) = -\xi(c)s_{j-1} - \mu(c)t_{j-1} & \text{if } c \in P^j_2 \\ 0 & \text{otherwise} \end{cases}
\]
Using that $dh_j = C_0^j$ (see Proposition 8.3) it is straightforward to verify that $dh_j + dF_j = C_j$ indeed holds. Let us just verify it for $(\lambda^j, \lambda^j_1) \in (\Lambda \cap a^+_j \cap a^+_{j+1}, P^j_2)$. In this case we have

$$dF_j(\lambda^j, \lambda^j_1) = -\xi(\lambda^j)s_j - \mu(\lambda^j)t_j,$$

$$(C_j - dh_j)(\lambda^j, \lambda^j_1) = \xi^0(\lambda^j)\mu^0(\lambda^j_1) + \mu^0(\lambda^j)\xi^0(\lambda^j_1) - \xi^0(\lambda^j)\mu^0(\lambda^j_1) - \mu^0(\lambda^j)\xi^0(\lambda^j_1).$$

Since $\xi^0(\lambda^j) = \xi^0(\lambda^j_1)$, $\mu^0(\lambda^j) = \mu^0(\lambda^j_1)$ and $\xi^0(\lambda^j) - \xi^0(\lambda^j_1) = t_jd_j(\lambda^j_1) = -t_j, (\mu^0 - \mu^0)(\lambda^j_1) = s_jd_j(\lambda^j_1) = -s_j$, we conclude the claim.

To conclude the proof of Theorem 4.4, we need to show that

$$\delta G = \delta(F_1, ..., F_N) + \delta(h_1, ..., h_N) = (t_1s_1d_1, ..., t_Ns_Nd_N) \in H^1_{(1)}(K^{2R} \cap K^{2R}_{j+1}; k).$$

Since $K^{2R}_j \cap K^{2R}_{j+1} = P^j_1 + P^j_2 \cup (kR + \Lambda \cap a^+_j \cap a^+_{j+1})$ for $k \in \{0, 1\}$, we need to distinguish the following cases.

1. $c \in P^j_1$: it holds that $(a_j, c) = 1, (a_{j+1}, c) = 0$ and thus we have $F_{j+1}(c) = 0, F_j(c) = \xi(c)s_j + \mu(c)t_j$. In this case we have $\xi_{j+1}(c) = \xi(c)$. Using $\xi_{j+1}(c) = \xi_j(c) + tjd_j(c), (h_j - h_{j+1})(c) = -\xi_j(c)\mu_j(c) + \xi_{j+1}(c)\mu_{j+1}(c)$ and the fact that $d_j(c) = -1$ we obtain that

$$(F_j - F_{j+1})(c) + (h_j - h_{j+1})(c) = -s_jt_j.$$  

2. $c \in P^j_{j+1}$: it holds that $(a_j, c) = 0, (a_{j+1}, c) = 1$ and thus we have $F_j(c) = 0, F_{j+1}(c) = -\xi(c)s_j - \mu(c)t_j$. In this case we have $\xi_j(c) = \xi(c)$ and similarly as in the case (1) we obtain that

$$(F_j - F_{j+1})(c) + (h_j - h_{j+1})(c) = t_j s_j.$$  

3. $c \in kR + \Lambda \cap a^+_j \cap a^+_{j+1}$: it holds that $(F_j - F_{j+1})(c) + (h_j - h_{j+1})(c) = 0$. Since $d_j(c) = -1$ for $c \in P^j_1$ and $d_j(c) = 1$ for $c \in P^j_{j+1}$ we see that the equation (14) indeed holds. Note that if $\ell(d_j) > 1$, then we already mentioned that $P^j_1 = P^j_2 = \emptyset$ for all $j$, which implies $F_j = F_{j+1} = 0$ and as in the case (3) above we have $\delta h = 0$ which agrees with our cup product formula since $t_j s_j d_j = 0$ on $N_k/d_j$. Thus we conclude the proof.

**Corollary 4.5.** If $X_\sigma$ is an isolated Gorenstein singularity, then Theorem 4.4 gives us Altmann’s cup product (12).

**Proof.** Follows from Proposition 8.3 since the isomorphism ker $\mu/\text{im} \delta \cong (M_k/k^*)$ is explicitly given by the summation of components in ker $\mu \in N^*_k$.

We will denote the cup product from Theorem 4.4 by $\xi \cup \xi \in \text{ker} \mu/\text{im} \delta$.

**Corollary 4.6.**

1. If all edges of $P$ have lattice length 1 (i.e. $X_\sigma$ is an isolated singularity), then we have $\xi \cup \xi = 0$ if and only if $d_1t_1s_1 + \cdot \cdot \cdot + d_Nt_Ns_N = 0$.

2. $P$ has one edge $d_j$ with $\ell(d_j) > 1$ and for all other edges $d_k$ holds either $\ell(d_k) = 1$ for all $k \neq j$ or there exists $d_i$ parallel to $d_j$ with $\ell(d_i) > 1$. In this case we have $\xi \cup \xi = 0$ if and only if $d_1t_1s_1 + \cdot \cdot \cdot + d_Nt_Ns_N = 0$ on $a^+_j \cap a^+_i = a^+_j \cap a^+_{j+1}$.

3. $P$ has at least two non-parallel edges that have lattice length $\geq 2$. In this case $\xi \cup \xi = 0$ always holds.
Proof. From the definition of the map \( \delta \) we see that \( \ell \cup s = 0 \) if and only if for all \( j \) such that \( \ell(d_j) > 1 \) there exist functions \( f_j(\ell, s) \) such that

\[
\left( \sum_{j: \ell(d_j)=1} t_j s_j d_j \right) + \left( \sum_{j: \ell(d_j)>1} f_j(\ell, s) d_j \right) = 0.
\]

From this the proof easily follows. \( \square \)

Remark 6. By standard deformation theory arguments (see e.g. [14, pp. 64]) we know that the quadratic equations corresponding to \( \ell \cup \underline{s} = 0 \) give us the quadratic equations of the versal base space in degree \(-R^2\).

4.2. The cup product between nonnegative degrees. Let \( X_\sigma \) be a non isolated three-dimensional toric Gorenstein singularity. In this section we compute the cup product \( T^1(-R) \times T^1(-S) \rightarrow T^2(-R - S) \) for \( R, S \not\geq 0 \), i.e. for \( R, S \not\in \Lambda \). If \( R \) and \( S \) have the last component equal to 0, then the computations in this section have implications in deformation theory of projective toric varieties.

Let \( s_1, \ldots, s_N \) be the fundamental generators of the dual cone \( \sigma^\vee \), labelled so that \( \sigma \cap (s_j)^\perp \) equals the face spanned by \( a_j, a_{j+1} \in \sigma \).

Let \( R_j^{p,q} := qR^* - ps_j \) with \( 2 \leq q \leq \ell(d_j) \) and \( p \in \mathbb{Z} \) sufficiently large such that \( R_j^{p,q} \not\in \text{int}(\sigma^\vee) \). In this case we already know that \( T^1(-R_j^{p,q}) \) is one dimensional by [3, Theorem 4.4].

Lemma 4.7. If \( \# \{a_j \mid \langle a_j, R_i \rangle > 0 \} \leq 2 \) it holds that \( T^2(-R) = 0 \).

Proof. If \( \# \{a_j \mid \langle a_j, R_i \rangle > 0 \} \leq 1 \), the statement is trivial. Without loss of generality we assume \( \langle a_i, R_i \rangle > 0 \) for \( i = 1, 2 \) and \( \langle a_j, R_i \rangle \leq 0 \) for other \( j \). Now the statement follows from the fact that \( T^2 = 0 \) for a Gorenstein surface \( \langle a_1, a_2 \rangle \subset N_\mathbb{R} \cong \mathbb{R}^2 \). \( \square \)

Proposition 4.8. Let \( R_1 := R_j^{p_1,q_1} \) and \( R_2 := R_j^{p_2,q_2} \), where \( j \) and \( k \) are chosen such that either \( j = k \) or it does not exist a 2-face \( F \) of \( \sigma^\vee \) with \( s_j, s_k \in F \). The cup product \( T^1(-R_1) \times T^1(-R_2) \rightarrow T^2(-R_1 - R_2) \) is the zero map.

Proof. We will use computations obtained in Section 3 (see Construction 1 and Remark [4]). Let \( \xi \in H^1(\Lambda \setminus \Lambda(R_1); k) \) and \( \mu \in H^1(\Lambda \setminus \Lambda(R_2); k) \) represent basis elements for \( T^1(-R_1) \) and \( T^1(-R_2) \), respectively. Note that \( \langle a_j, R_1 \rangle, \langle a_{j+1}, R_1 \rangle > 0 \) and \( \langle a_i, R_1 \rangle \leq 0 \) for \( i \neq j, j+1 \). Similarly, \( \langle a_k, R_2 \rangle, \langle a_{k+1}, R_2 \rangle > 0 \) and \( \langle a_i, R_2 \rangle \leq 0 \) for \( i \neq k, k+1 \). If \( j = k \), then the statement follows from Lemma 4.7. Otherwise, we know by the assumption that it holds \( \langle a_j, R_1 + R_2 \rangle \leq \langle a_j, R_1 \rangle \) and thus \( K^{R_1+R_2} \subset K^{R_1} \) holds. By the assumptions we also have

\[
K^{R_1+R_2} \subset K^{R_1}_{a_{j+1}}, \quad K^{R_1+R_2} \subset K^{R_2}_{a_k}, \quad K^{R_1+R_2} \subset K^{R_2}_{a_{k+1}}.
\]

This implies that \( \xi_j^0(\lambda) = \xi_j^0(\lambda) \) for \( \lambda \in K^{R_1+R_2}_{a_j}, \xi_{j+1}^0(\lambda) = \xi_{j+1}^0(\lambda) \) for \( \lambda \in K^{R_1+R_2}_{a_{j+1}}, \mu_k^0(\lambda) = \mu_k^0(\lambda) \) for \( \lambda \in K^{R_1+R_2}_{a_k} \) and \( \mu_{k+1}^0(\lambda) = \mu_{k+1}^0(\lambda) \) for \( \lambda \in K^{R_1+R_2}_{a_{k+1}} \). By Construction 1 and Remark 4 then follows that the cup product is equal to \( \delta(h_1, \ldots, h_N) \in \oplus_{j=1}^N H^1(\Lambda^{(R_1+R_2)}; k) \), which is clearly equal to zero (since \( h_j = 0 \) for all \( j \)). \( \square \)

The following example shows that we can also compute the cup product between the elements of degrees \( R_1 := R_j^{p_1,q_1} \) and \( R_2 := R_j^{p_2,q_2} \).
Example 4. A typical example of a non-isolated, three dimensional toric Gorenstein singularity is the affine cone $X_{\sigma}$ over the weighted projective space $\mathbb{P}(1, 2, 3)$. The cone $\sigma$ is given by $\sigma = \langle a_1, a_2, a_3 \rangle$, where

$$a_1 = (-1, -1, 1), \quad a_2 = (2, -1, 1), \quad a_3 = (-1, 1, 1).$$

We obtain $\sigma^\vee = \langle s_1, s_2, s_3 \rangle$ with

$$s_1 = (0, 1, 1), \quad s_2 = (-2, -3, 1), \quad s_3 = (1, 0, 1).$$

$H^2_{(1)}$ is nonzero in degrees $R^1_0 := 2R^* - \alpha s_1$, $R^2_0 := 2R^* - \beta s_1$ and $R^3_0 := 2R^* - \gamma s_1$ with $\alpha \geq 1$, $\beta \geq 1$ and $\gamma \geq 2$. Let us denote the corresponding basis element of $R^1_0$, $R^2_0$ and $R^3_0$ by $z^1_\alpha$, $z^2_\beta$ and $z^3_\gamma$, respectively.

We have

$$\langle a_1, R^1_0 \rangle = \langle a_3, R^3_0 \rangle = 2, \quad \langle a_2, R^2_0 \rangle = 2 - 3\alpha,$$

$$\langle a_1, R^2_0 \rangle = \langle a_2, R^3_0 \rangle = 2, \quad \langle a_3, R^3_0 \rangle = 2 - 2\beta,$$

$$\langle a_1, R^3_0 \rangle = \langle a_2, R^1_0 \rangle = 3, \quad \langle a_3, R^2_0 \rangle = 3 - 2\gamma.$$  

From Lemma 4.7 we know that the only possible nonzero cup products can be $z^1_\alpha \cup z^2_\beta$ and $z^1_\alpha \cup z^3_\gamma$, since in other cases we have $T^2(R^1_0 + R^2_0) = 0$. Using computations in Section 3 (more precisely using Construction 1 and Remark 4) we can easily verify that it indeed holds $z^1_\alpha \cup z^2_\beta \neq 0$ and $z^1_\alpha \cup z^3_\gamma \neq 0$. In this case the equations $z^1_\alpha \cdot z^2_\beta = z^1_\alpha \cdot z^3_\gamma = 0$ are already the generalized (infinite dimensional) versal base space. J. Stevens checked this using the computer algebra system Macaulay, see [3] Section 5.2.

5. The Gerstenhaber Product $HH^2(k[\Lambda]) \times HH^2(k[\Lambda]) \rightarrow HH^3(k[\Lambda])$

Recall from the discussion after Lemma 2.3 that the only remaining missing part for understanding the Gerstenhaber product $HH^2(k[\Lambda]) \times HH^2(k[\Lambda]) \rightarrow HH^3(k[\Lambda])$ is the product $H^2_{(1)}(k[\Lambda]) \times H^2_{(2)}(k[\Lambda]) \rightarrow H^3_{(2)}(k[\Lambda])$. We will analyse it in this section.

As before let $R, S \in M$. Every element from $H^2_{(1)}(\Lambda, \Lambda \setminus \Lambda(S))$ can be written as $d\mu^0$ for some

$$\mu \in H^1_{(1)}(\Lambda \setminus \Lambda(S); k).$$

By [3] Proposition 4.7 we know that $H^2_{(2)}(\Lambda, \Lambda \setminus \Lambda(R))$ is isomorphic to the space of multi-additive, skew-symmetric functions $f : \Lambda \times \Lambda \rightarrow \Lambda$, such that $f(\lambda_1, \lambda_2) = 0$ if $\lambda_1 + \lambda_2 \in \Lambda \setminus \Lambda(R)$.

Remark 7. Multi-additivity means that $f(a + b, c) = f(a, c) + f(b, c)$ and $f(a, b + c) = f(a, b) + f(a, c)$ hold for all $a, b, c \in \Lambda$.

From Lemma 2.3 recall the description of the Gerstenhaber product.

Proposition 5.1. Let $\mu \in H^1_{(1)}(\Lambda \setminus \Lambda(S); k)$ and $\xi \in H^2_{(2)}(\Lambda, \Lambda \setminus \Lambda(R); k)$. Let

$$B(\lambda_1, \lambda_2) := B_1(\lambda_1, \lambda_2) - B_2(\lambda_1, \lambda_2) \in C^2_{(2)}(\Lambda; k),$$

where

$$B_1(\lambda_1, \lambda_2) := (S + L + \beta)\mu(\lambda_1) + \xi(-S + L + \beta)\mu(\lambda_2),$$

$$B_2(\lambda_1, \lambda_2) := (S + L + \beta)\mu(\lambda_1 + \lambda_2 - R).$$

Let $\lambda_{123} := \lambda_1 + \lambda_2 + \lambda_3$.

1. If $\lambda_1 + \lambda_2 \geq S$, $\lambda_2 + \lambda_3 \geq S$ we have $dB(\lambda_1, \lambda_2, \lambda_3) = [\xi, d\mu^0](\lambda_1, \lambda_2, \lambda_3)$. 

(2) If $\lambda_1 + \lambda_2 \not\geq S$, $\lambda_2 + \lambda_3 \geq S$ we have
\[
(dB - [\xi, d\mu^0])(\lambda_1, \lambda_2, \lambda_3) = 
\mu^0(\lambda_1)(\xi(-S + \lambda_1 + \lambda_2, \lambda_2) + \xi(\lambda_2, \lambda_3)) + 
\mu^0(\lambda_2)(\xi(\lambda_1, -S + \lambda_1 + \lambda_2) - \xi(\lambda_1, \lambda_3)).
\]

(3) If $\lambda_1 + \lambda_2 \geq S$, $\lambda_2 + \lambda_3 \not\geq S$ we have
\[
(dB - [\xi, d\mu^0])(\lambda_1, \lambda_2, \lambda_3) = 
\mu^0(\lambda_2)(\xi(\lambda_1, \lambda_3) - \xi(-S + \lambda_1 + \lambda_2, \lambda_2)) + 
\mu^0(\lambda_3)(\xi(-S + \lambda_1 + \lambda_2, \lambda_2) - \xi(\lambda_1, \lambda_2)).
\]

(4) If $\lambda_1 + \lambda_2 \not\geq S$, $\lambda_2 + \lambda_3 \geq S$ we have
\[
(dB - [\xi, d\mu^0])(\lambda_1, \lambda_2, \lambda_3) = 
\mu^0(\lambda_1)(\xi(-S + \lambda_1 + \lambda_2, \lambda_2) + \xi(\lambda_2, \lambda_3)) + 
\mu^0(\lambda_2)(\xi(\lambda_1, -S + \lambda_1 + \lambda_2, \lambda_3)) + 
\mu^0(\lambda_3)(\xi(-S + \lambda_1 + \lambda_2, \lambda_2) - \xi(\lambda_1, \lambda_2)).
\]

Proof. It holds that

\[
[\xi, d\mu^0](\lambda_1, \lambda_2, \lambda_3) =
\mu^0(\lambda_1)(\xi(-S + \lambda_1 + \lambda_2, \lambda_3) - \xi(\lambda_2, \lambda_3)) + 
\mu^0(\lambda_2)(\xi(-S + \lambda_1 + \lambda_2, \lambda_3) - \xi(\lambda_1, -S + \lambda_2 + \lambda_3)) + 
\mu^0(\lambda_3)(-\xi(\lambda_1, -S + \lambda_2 + \lambda_3) + \xi(\lambda_1, \lambda_2)) - \mu^0(\lambda_1 + \lambda_2)\xi(-S + \lambda_1 + \lambda_2, \lambda_3) + 
\mu^0(\lambda_2 + \lambda_3)\xi(\lambda_1, -S + \lambda_2 + \lambda_3) - dB_2(\lambda_1, \lambda_2, \lambda_3),
\]

where we used the fact that $\xi$ is multi-additive. We will conclude the proof case by case.

(1) $\lambda_1 + \lambda_2 \geq S$, $\lambda_2 + \lambda_3 \geq S$

We have $\mu^0(\lambda_1 + \lambda_2) = \mu^0(\lambda_2 + \lambda_3) = 0$. Thus we compute
\[
dB_1(\lambda_1, \lambda_2, \lambda_3) = 
\mu^0(\lambda_1)(\xi(-S + \lambda_1 + \lambda_2, \lambda_3) + \xi(\lambda_3, \lambda_2)) + 
\mu^0(\lambda_2)(\xi(-S + \lambda_2 + \lambda_3) - \xi(\lambda_1, -S + \lambda_2 + \lambda_2)) + 
\mu^0(\lambda_3)(-\xi(\lambda_1, -S + \lambda_2 + \lambda_3) - \xi(\lambda_2, \lambda_1)).
\]

It holds that

\[
\xi(-S + \lambda_2 + \lambda_3, \lambda_3) - \xi(\lambda_1, -S + \lambda_1 + \lambda_2) = 
\xi(-S + \lambda_1 + \lambda_2 + \lambda_3, \lambda_3) - \xi(\lambda_1, \lambda_3) - \xi(\lambda_1, -S + \lambda_1 + \lambda_2) + 
\xi(-S + \lambda_1 + \lambda_2 + \lambda_3) + \xi(\lambda_1, \lambda_3) = 
\xi(-S + \lambda_1 + \lambda_2 + \lambda_3) - \xi(\lambda_1, -S + \lambda_2 + \lambda_3)
\]

and thus we see that in this case $dB(\lambda_1, \lambda_2, \lambda_3) = [\xi, d\mu^0](\lambda_1, \lambda_2, \lambda_3)$ holds.

(2) $\lambda_1 + \lambda_2 \not\geq S$, $\lambda_2 + \lambda_3 \geq S$:
We have $\mu^0(\lambda_2 + \lambda_3) = 0$ and $\mu^0(\lambda_1 + \lambda_2) = \mu^0(\lambda_1) + \mu^0(\lambda_2)$. It holds that

\[
d B = \mu^0(\lambda_1)\xi(-S + \lambda_1 + \lambda_2 + \lambda_3, \lambda_2) + \mu^0(\lambda_2)(\xi(-S + \lambda_2 + \lambda_3, \lambda_3) - \xi(-S + \lambda_1 + \lambda_2 + \lambda_3, \lambda_3)) + \\
+ \mu^0(\lambda_3)(\xi(\lambda_2, -S + \lambda_2 + \lambda_3) - \xi(\lambda_1 + \lambda_2, -S + \lambda_1 + \lambda_2 + \lambda_3)),
\]

where $\xi, d\mu(\lambda_1, \lambda_2, \lambda_3) = \mu^0(\lambda_1)(-\xi(\lambda_2, \lambda_3)) + \mu^0(\lambda_2)(-\xi(\lambda_1, -S + \lambda_2 + \lambda_3)) + \\
+ \mu^0(\lambda_3)(-\xi(\lambda_1, -S + \lambda_2 + \lambda_3) + \xi(\lambda_1, \lambda_2)).$

If we compute $(d B - [\xi, d\mu])\xi$ we see that the term before $\mu^0(\lambda_3)$ vanishes because

\[
\xi(\lambda_2, -S + \lambda_2 + \lambda_3) = \xi(\lambda_1 + \lambda_2, -S + \lambda_1 + \lambda_2 + \lambda_3) = 0.
\]

This gives us the desired result.

Similarly we can consider the remaining cases. 

\textbf{Corollary 5.2.} The product $[d\mu, \xi] \in H^3(\mathcal{C}_{(2)}(-R - S)) = \mathcal{C}^3(\Lambda; k)$ is equal to the cohomological class of the element

\[
(\delta(B), d(B) - [d\mu, \xi]) \in \mathcal{C}^2(\mathcal{K}^R_S; k) \oplus \mathcal{C}^3(\Lambda; k)
\]

in the total complex of the complex $\mathcal{C}^2(\mathcal{K}^R_S; k)$ (see the equation (7)). Note that the map $d(B) - [d\mu, \xi]$ has many zeros by Proposition 5.1 and thus it is easier to compute it.

In the following we will compute it in a special case of toric surfaces and found out that the Gerstenhaber product is the zero map.

Let $X = \text{Spec}(\Lambda)$ be the Gorenstein toric surface given by $g(x, y, z) = xy - z^{n+1}$, $\Lambda_n := \sigma_n^e \cap M$ is generated by $S_1 := (0, 1)$, $S_2 := (1, 1)$ and $S_3 := (n+1, n)$, with the relation $S_1 + S_3 = (n+1)S_2$. We recall now from [8] Example 3] that we have

\[
\dim_k H^2_{(1)}(-R) = \dim_k H^3_{(2)}(-R) = \begin{cases} 1 & \text{if } R = kS_2 \text{ for } 2 \leq k \leq n + 1 \\ 0 & \text{otherwise} \end{cases}
\]

\[
H^3_{(3)}(A_n) = H^3_{(1)}(A_n) = 0.
\]

Let $\{d\mu\xi, \xi\} \in H^2_{(1)}\Lambda(kS_2)$ be a basis of $T^1_{(1)}(A_n)$ such that $\mu_k \in \mathcal{C}^1(\Lambda \setminus \Lambda(kS_2); k)$ is defined by

\[
\mu_k(\lambda) = \begin{cases} a & \text{for } a \in N \\ 0 & \text{otherwise} \end{cases}
\]

for all $2 \leq k \leq n + 1$.

\textbf{Proposition 5.3.} For all toric Gorenstein surfaces $\text{Spec}(\Lambda)$ it holds that the Gerstenhaber product $\text{HH}^2(A_n) \times \text{HH}^2(A_n) \to \text{HH}^3(A_n)$ is equal to the zero map.
then we easily see that \( B \). Sletsjøe for useful discussions.

Let \( \lambda \) holds trivially. Now that the equation (16) holds follows from multi-additivity and skew-symmetry of \( \xi \):

\[
\mu^0(\lambda_1)(\xi(-S + \lambda_{123}, \lambda_2) + \xi(\lambda_2, \lambda_3)) + \mu^0(\lambda_2)(\xi(\lambda_1, -S + \lambda_{123}) - \xi(\lambda_1, \lambda_3)) =
\]

\[
a_1(\xi(-S + \lambda_2 + \lambda_3, \lambda_2) + \xi(\lambda_1, \lambda_2)) + a_2(\xi(\lambda_1, -S + \lambda_2 + \lambda_3) - \xi(\lambda_1, \lambda_3)) =
\]

\[
a_1(a_2 \xi(-S + \lambda_2 + \lambda_3, S_3) + a_2 \xi(S_3, \lambda_3)) + a_2(a_1 \xi(S_3, -S + \lambda_2 + \lambda_3) - a_1 \xi(S_3, \lambda_3)) = 0,
\]

where in the second equality we used that \( \xi(\lambda_1, \lambda_2) = a_1 a_2 \xi(S_3, S_3) = 0 \) and in the last equality we used that \( \xi(-S + \lambda_2 + \lambda_3, S_3) = -\xi(S_3, -S + \lambda_2 + \lambda_3) \).

Similarly we can check the cases (3) and (4) and we obtain the claim that \( dB = [d\mu^0(\lambda), \xi] \) for all \( k \).

From the description of \( H^3_{(2)}(A_n) \) from the equation \([15]\), we see that we only need to consider the cases, where \( R \) is chosen such that \( R + S \in \{ kS_2 \mid 1 \leq k \leq n + 1 \} \), since in all other cases \( H^3_{(2)}(A_n) = H^3_{(2)}(A_n) = 0 \) so the Gerstenhaber bracket is automatically zero. If \( R + S \in \{ kS_2 \mid 1 \leq k \leq n + 1 \} \), then we easily see that \( B_1(\lambda_1, \lambda_2) = B_2(\lambda_1, \lambda_2) = B(\lambda_1, \lambda_2) = 0 \) for all \( (\lambda_1, \lambda_2) \in \Lambda \times \Lambda \) such that \( \lambda_1 + \lambda_2 \geq R + S \). By Corollary \([5.2]\) we conclude the proof. \( \square \)
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