Power concavity for elliptic and parabolic boundary value problems on rotationally symmetric domains
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Abstract

We study power concavity of rotationally symmetric solutions to elliptic and parabolic boundary value problems on rotationally symmetric domains in Riemannian manifolds. As applications of our results to the hyperbolic space $H^N$ we have:

- The first Dirichlet eigenfunction on a ball in $H^N$ is strictly positive power concave;
- Let $\Gamma$ be the heat kernel on $H^N$. Then $\Gamma(\cdot, y, t)$ is strictly log-concave on $H^N$ for $y \in H^N$ and $t > 0$. 
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1 Introduction

Concavity of solutions to elliptic and parabolic boundary value problems on convex domains in Euclidean space is a classical subject and has fascinated many mathematicians. The literature is large and we just refer to the classical monograph by Kawohl [19] and the papers [3], [6], [10], [12]–[18], [20], [21], [23] and some of which are closely related to this paper and the others include recent developments in this subject. In this regard, let us recall some results on power concavity properties of solutions to elliptic and parabolic boundary value problems.

(a) Let Ω be a bounded convex domain in \( \mathbb{R}^N \). Let \( u \in C^2(\Omega) \cap C(\overline{\Omega}) \) be a solution to

\[
\begin{align*}
-\Delta u &= \lambda u^\gamma \quad \text{in } \Omega, \\
u &> 0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \( \lambda > 0 \) and \( 0 \leq \gamma \leq 1 \). Then \( u \) is \( \alpha \)-concave in \( \Omega \) with \( \alpha = (1 - \gamma)/2 \). See e.g. [17, 18, 20]. In particular, if \( \phi \) is the first Dirichlet eigenfunction for \( -\Delta \) on \( \Omega \), namely \( \phi \) satisfies

\[
\begin{align*}
-\Delta \phi &= \lambda_1(\Omega)\phi \quad \text{in } \Omega, \\
\phi &> 0 \quad \text{in } \Omega, \\
\phi &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

then \( \phi \) is 0-concave (i.e. log-concave) in \( \Omega \). Here \( \lambda_1(\Omega) \) is the first Dirichlet eigenvalue for \( -\Delta \) on \( \Omega \). See e.g. [3, 21].

(b) Let \( \Omega \) be a convex domain in \( \mathbb{R}^N \). Let

\[ u \in C^{2,1}(\Omega \times (0, \infty)) \cap C(\overline{\Omega} \times (0, \infty)) \cap BC(\Omega \times [0, \infty)) \]

be a nonnegative solution to

\[
\begin{align*}
\partial_t u &= \Delta u - \lambda u^\nu \quad \text{in } \Omega \times (0, \infty), \\
u &= 0 \quad \text{on } \partial \Omega \times (0, \infty) \quad \text{if } \partial \Omega \neq \emptyset, \\
u(x, 0) &= \varphi(x) \quad \text{in } \Omega,
\end{align*}
\]

where \( \lambda \geq 0 \), \( \nu \geq 1 \) and \( \varphi \) is a bounded, continuous and nonnegative function in \( \Omega \). Then \( u(\cdot, t) \) is log-concave in \( \Omega \) for \( t > 0 \) provided that \( \varphi \) is log-concave in \( \Omega \). See e.g. [3, 10, 21].

Similar results, apart from being interesting on their own, have also important applications, as for instance in estimating the spectral gap for the involved operator (see for instance [1]), and for this reason they have been investigated also in Riemannian manifolds (see for instance [29] and [31]). On the other hand, geometric structures of Riemannian manifolds are expected to impose strong restrictions on properties of the solutions, and vice versa. Indeed, Shih [30] has found a bounded convex domain in the hyperbolic plane such that the first Dirichlet eigenfunction \( \phi \) of \( -\Delta \) has a non-convex level set. This clearly means that \( \phi \) is
not log-concave, and eventually that it is not even quasi-concave. Since quasi-concavity is the weakest among conceivable concavity properties, it seems impossible to obtain similar results (as in Euclidean space) about power concavities of solutions to elliptic and parabolic boundary value problems on convex domains in general Riemannian manifolds, especially negatively curved manifolds.

However, in spite of the Shih result, there are still special situations where some concavity can be expected even when the curvature is negative, especially when the domain has a strong symmetry. In this paper we focus on elliptic and parabolic boundary value problems on rotationally symmetric, strongly convex balls in Riemannian manifolds and obtain strict power concavities of solutions even if a Riemannian manifold is negatively curved. This may build a foundation for further studying concavity properties of solutions to elliptic and parabolic boundary value problems on convex domains in Riemannian manifolds.

We clarify our setting and notation. Throughout this paper \((M,g)\) is an \(N\)-dimensional connected, complete smooth Riemannian manifold without boundary, where \(N \geq 2\). We denote by \(d\) the Riemannian distance function on \(M\). Fix \(o \in M\) and \(R > 0\). Set

\[
B(R) := \{ x \in M \mid d(o,x) < R \}, \quad \overline{B}(R) := \{ x \in M \mid d(o,x) \leq R \},
\]

and define the function \(\rho : B(R) \to \mathbb{R}\) by \(\rho(x) := d(o,x)\). Assume that \(B(R)\) satisfies the following two conditions:

(C1) \(B(R)\) is rotationally symmetric;

(C2) \(B(R)\) is strongly convex.

Under condition (C1) there exists a unique function \(\sigma : (0,R) \to (0,\infty)\) such that \(B(R) \setminus \{o\}\) is isometric to the warped product \((0,R) \times_\sigma S^{N-1}(1)\). We call \(\sigma\) the conformal polar factor of \(B(R)\). A function \(u\) in \(\overline{B}(R)\) is said to be rotationally symmetric if there exists a function \(v\) on \((0,R]\) such that \(u = v \circ \rho\) on \(\overline{B}(R)\).

In this paper, under assumptions (C1) and (C2) we obtain sufficient conditions for rotationally symmetric solutions to elliptic and parabolic boundary value problems on \(B(R)\) to be strictly power concave. We state the main results of this paper.

**Theorem 1.1** Under conditions (C1) and (C2) let \(u \in C^2(B(R)) \cap C(\overline{B}(R))\) be a rotationally symmetric solution to problem

\[
\begin{align*}
-\Delta u &= F(u) \quad \text{in} \quad B(R), \\
u &> 0 \quad \text{in} \quad B(R), \\
u &= 0 \quad \text{on} \quad \partial B(R).
\end{align*}
\]

Here \(F \in C([0,\infty)) \cap C^1((0,\infty))\) is nonnegative on \([0,\infty)\) and \(F > 0\) on \((0,\infty)\). Let \(\alpha \in [0,1]\) and assume the following conditions.

(1) The function \((0,\infty) \ni s \mapsto s^{\alpha-1}F(s)\) is nonincreasing.

(2) The conformal polar factor \(\sigma\) of \(B(R)\) satisfies

\[
\frac{d^2}{dr^2} \log \sigma(r) \begin{cases}
\leq 0 & \text{in} \quad (0,R) \quad \text{if} \quad 0 < \alpha < 1, \\
< 0 & \text{in} \quad (0,R) \quad \text{if} \quad \alpha = 0,1.
\end{cases}
\]

Then \(u\) is strictly \(\alpha\)-concave in \(B(R)\).
As a corollary of Theorem 1.1, we have:

**Corollary 1.1** Under conditions (C1) and (C2) let \( u \in C^2(B(R)) \cap C(\overline{B(R)}) \) be a solution to problem

\[
\begin{align*}
-\Delta u &= \lambda u^\gamma \quad \text{in} \quad B(R), \\
u &> 0 \quad \text{in} \quad B(R), \\
u &= 0 \quad \text{on} \quad \partial B(R),
\end{align*}
\]  

(E')

where \( \lambda > 0 \) and \( 0 \leq \gamma \leq 1 \). Assume that the conformal polar factor \( \sigma \) of \( B(R) \) satisfies (1.1) with \( \alpha = 1 - \gamma \). Then \( u \) is strictly \( (1 - \gamma) \)-concave in \( B(R) \).

Problem (E') is a generalization of both the Dirichlet eigenvalue problem for \( -\Delta \ (\gamma = 1) \) and the torsion problem \( (\gamma = 0) \). In the case of \( M = \mathbb{R}^N \), we see that \( \sigma(r) = r \) and

\[
\frac{d^2}{dr^2} \log(r) = -r^{-2} < 0 \quad \text{in} \quad (0, \infty),
\]

so that of course the above results hold.

Next we obtain positive power concavity of the first Dirichlet eigenfunction under a stronger assumption than (1.1).

**Theorem 1.2** Assume conditions (C1) and (C2). If the conformal polar factor \( \sigma \) of \( B(R) \) satisfies

\[
\frac{d^2}{dr^2} \log(r) \leq -\frac{\alpha \lambda_1(B(R))}{N - 1} \quad \text{in} \quad (0, R)
\]

for some \( \alpha \in (0, 1) \), then the first Dirichlet eigenfunction for \( -\Delta \) on \( B(R) \) is strictly \( \alpha \)-concave in \( B(R) \).

We notice that Theorem 1.2 may give in Euclidean space an information not immediately retrievable from the explicit representation formula of the first eigenfunction of a ball. See in the Appendix, and in particular Corollary A.1.

We show that a solution to a parabolic boundary value problem with log-concave initial data becomes strictly log-concave instantly and preserves the strict log-concavity forever.

**Theorem 1.3** Under conditions (C1) and (C2) let

\[
u \in \mathcal{X} := C^{2,1}(B(R) \times (0, \infty)) \cap C(\overline{B(R)} \times (0, \infty)) \cap BC(B(R) \times [0, \infty))
\]

be a nonnegative solution to problem

\[
\begin{align*}
\partial_t u &= \Delta u - G(u) \quad \text{in} \quad B(R) \times (0, \infty), \\
u &= 0 \quad \text{on} \quad \partial B(R) \times (0, \infty), \\
u(x, 0) &= \varphi(x) \quad \text{in} \quad B(R),
\end{align*}
\]  

(P)

where \( \varphi \) is a bounded, continuous, nonnegative and rotationally symmetric function in \( B(R) \). Here \( G \in C([0, \infty]) \cap C^2((0, \infty)) \). Assume the following conditions.
The conformal polar factor $\sigma$ of $B(R)$ satisfies
\[
\frac{d^2}{dr^2} \log \sigma(r) < 0 \quad \text{and} \quad \frac{d^3}{dr^3} \log \sigma(r) \geq 0 \quad \text{in} \quad (0,R).
\] (1.3)

The function $R \ni s \mapsto e^{-s}G(e^s)$ is nonnegative, nondecreasing and convex.

Then $u(\cdot,t)$ is strictly log-concave in $B(R)$ for $t > 0$ provided that $\varphi$ is log-concave in $B(R)$.

As a direct consequence of Theorem 1.3, we have the following result. Compare with assertion (b).

Corollary 1.2 Under conditions (C1) and (C2) let $u \in \mathcal{X}$ be a nonnegative solution to problem
\[
\begin{cases}
\partial_t u = \Delta u - \lambda u^\nu & \text{in} \quad B(R) \times (0,\infty), \\
\quad u = 0 & \text{on} \quad \partial B(R) \times (0,\infty), \\
\quad u(x,0) = \varphi(x) & \text{in} \quad B(R),
\end{cases}
\] (P')

where $\lambda \geq 0$, $\nu \geq 1$ and $\varphi$ is a bounded, continuous, nonnegative and rotationally symmetric function in $B(R)$. Assume (1.3). Then $u(\cdot,t)$ is strictly log-concave in $B(R)$ for $t > 0$ provided that $\varphi$ is log-concave in $B(R)$.

Furthermore, we have the following result for an $N$-dimensional simply connected space form $M_K^N$ of nonpositive constant curvature $K$.

Corollary 1.3 Let $\Gamma : M_K^N \times M_K^N \to \mathbb{R}$ be the heat kernel on $M_K^N$, where $K \leq 0$. Then $\Gamma(\cdot,y,t)$ is strictly log-concave on $M_K^N$ for $y \in M_K^N$ and $t > 0$.

The heat kernel $\Gamma$ has an explicit representation (see e.g. [11]). Since the representation of $\Gamma$ is complicate for $K < 0$, it does not seem easy to prove Corollary 1.3 by use of direct calculations of second derivatives of $\log \Gamma$.

The proofs of our results are based on the standard theory of ODEs and the maximum principle for elliptic and parabolic operators. We prove Theorems 1.1 and 1.2 by use of the sign of the first, second and third derivatives of $u^\rho$ with respect to the radial direction $\rho$. For the proof of Theorem 1.3 we construct approximate solutions $\{u_\varepsilon\}$ of a solution $u$ to problem (P) and prove that $u_\varepsilon(\cdot,t)$ is log-concave in $B(R)$ for $t > 0$. Then we see that the solution $u(\cdot,t)$ is log-concave in $B(R)$ for $t > 0$. Furthermore, we apply the strong maximum principle to show that $u(\cdot,t)$ is strictly log-concave in $B(R)$ for $t > 0$. This completes the proof of Theorem 1.3.

We give some remarks on conditions (C1), (C2), (1.1)–(1.3) and concavity properties of the solution to problem (E') with $\gamma = 0$ on $\mathbb{R}^N$.

Remark 1.1

(i) Let $(M,g)$ be an $N$-dimensional simply connected space form $M_K^N$ of constant curvature $K$, that is,
\[
M_K^N := \begin{cases}
S^N(1/\sqrt{K}) & \text{if } K > 0, \\
\mathbb{R}^N & \text{if } K = 0, \\
H^N(1/\sqrt{-K}) & \text{if } K < 0.
\end{cases}
\]
Then conditions (C1), (C2), (1.1) and (1.3) are satisfied for balls $B(R)$ if either

(1) $K > 0$ and $0 < R \leq \pi/2\sqrt{K}$ or
(2) $K \leq 0$ and $0 < R < \infty$.

For a general Riemannian manifold, if $B(R)$ satisfies condition (C1), then there exists $R' \in (0, R]$ such that $B(R')$ satisfies (C1), (C2), (1.1) and (1.3). On the other hand, condition (1.2) is somewhat delicate and the constant $\alpha$ in (1.2) depends on $R$ even for $M^N_K$. See Appendix for more details.

(ii) Let $M = \mathbb{R}^N$ and take $o$ as the origin. Then Corollary 1.1 implies that the solution to problem $(E')$ with $\gamma = 0$ is concave. This is optimal among power concavities. Indeed, the function $u$ defined by

$$u(x) = \frac{\lambda}{2N}(R^2 - |x|^2)$$

is a solution to the problem and it is $\alpha$-concave in $B(R)$ if and only if $\alpha \leq 1$.

The rest of this paper is organized as follows. In Section 2 we recall some properties of rotational symmetry, convexities of sets and power concavities for nonnegative functions. In Section 3 we prove Theorems 1.1 and 1.2. Furthermore, we show that a solution to the parabolic equation corresponding to problem $(E')$ spontaneously becomes strictly $(1 - \gamma)$-concave (see Theorem 3.1). In Section 4 we prove Theorem 1.3. In Appendix we discuss the conditions appearing our results in the case of $M = M^N_K$.

2 Preliminaries

In this section we recall some properties of rotational symmetry and the notion of some convexities in Riemannian geometry.

2.1 Rotational symmetry

Definition 2.1 An open metric ball in $M$ centered at $o$ of radius $R$ is said to be rotationally symmetric if there is a function $f : [0, R) \to \mathbb{R}$ so that $e^{-f(d(o, \cdot))}g$ is a flat metric on the ball.

Condition (C1) guarantees the existence of a function $\sigma : (0, R) \to (0, \infty)$ such that $B(R) \setminus \{o\}$ is isometric to the warped product $(0, R) \times_\sigma \mathbb{S}^{N-1}(1)$. In this paper we identify $g$ with

$$d\rho^2 + \sigma(\rho)^2 g_{\mathbb{S}^{N-1}(1)}$$
on $B(R) \setminus \{o\}$, where $g_{\mathbb{S}^{N-1}(1)}$ is the standard metric on $\mathbb{S}^{N-1}(1)$ and $\rho = d(o, \cdot)$. Then

$$\sigma'(0) := \lim_{r \to +0} \sigma'(r) = 1, \quad \sigma^{(2n)}(0) := \lim_{r \to +0} \sigma^{(2n)}(r) = 0$$

(2.1)

where $n = 0, 1, 2, \ldots$ (see [27, Section 4.3.4]). For any smooth rotationally symmetric function $u = v \circ \rho$ we have

$$\Delta u = v''(\rho) + (N - 1)(\log \sigma(\rho))'v'(\rho)$$

(2.2)

(see e.g. [4, p.40, Eq.(29)]). Here and in what follows, $'$ denotes $d/d\rho$. 
2.2 Convexity

Let us briefly recall the notion of convexities in Riemannian geometry.

**Definition 2.2**

(i) We say that a continuous curve $c : [0, 1] \rightarrow M$ is a minimal geodesic if

$$d(c(s), c(t)) = |s - t| d(c(0), c(1)) \quad \text{for} \quad s, t \in [0, 1].$$

(ii) We say that a set $\Omega$ of $M$ is strongly convex if for any two points in $\Omega$ there exists a unique minimal geodesic joining them in $M$ and the geodesic is contained in $\Omega$.

(iii) For any $p \in M$ the largest $R$ such that the open metric ball centered at $p$ of radius $R$ is strongly convex is called the convexity radius at $p$.

(iv) Let $\Omega$ be a strongly convex set of $M$. A function $f : \Omega \rightarrow \mathbb{R}$ is said to be (strictly) convex if $f \circ c$ is (strictly) convex for any nonconstant minimal geodesic $c$ in $\Omega$.

It is worth to mention that the convexity radius is always positive (see [28, Theorem IV.5.3]).

**Remark 2.1** Thanks to [28, Proposition III. 4.8, Lemma III. 4.10], we see that if $\Omega$ is a strongly convex set of $M$ and we fix $p \in \Omega$, then the following properties hold.

(i) The function $x \mapsto d(p, x)$ is smooth on $\Omega \setminus \{p\}$ and convex on $\Omega$.

(ii) If a nonconstant minimal geodesic $c : [0, 1] \rightarrow \Omega$ satisfies $c(t_0) = p$ for some $t_0 \in [0, 1]$, then $d(p, c(t)) = |t - t_0| d(c(0), c(1))$ for $t \in [0, 1]$.

(iii) If a nonconstant minimal geodesic $c : [0, 1] \rightarrow \Omega$ satisfies $p \notin c([0, 1])$, then

$$\frac{d^2}{dt^2}d(p, c(t)) > 0 \quad \text{for} \quad t \in [0, 1].$$

2.3 Power concavity

We recall the notion of $\alpha$-concavity for nonnegative functions, where $-\infty \leq \alpha \leq \infty$. For $a, b > 0$, $\mu \in (0, 1)$, and $\alpha \in [-\infty, \infty]$, we define

$$M_{\alpha}(a, b; \mu) = \begin{cases} [1 - \mu]a^\alpha + \mu b^\alpha \quad &\text{if} \quad \alpha \notin \{\pm \infty, 0\}, \\ a^{1-\mu}b^\mu \quad &\text{if} \quad \alpha = 0, \\ \max\{a, b\} \quad &\text{if} \quad \alpha = \infty, \\ \min\{a, b\} \quad &\text{if} \quad \alpha = -\infty, \end{cases}$$

which is the $\alpha$-(weighted) mean of $a$ and $b$ with ratio $\lambda$. For $a, b \geq 0$, we define $M_{\alpha}(a, b; \mu)$ as above if $\alpha \geq 0$ and

$$M_{\alpha}(a, b; \mu) = 0 \quad \text{if} \quad \alpha < 0 \quad \text{and} \quad a \cdot b = 0.$$
Definition 2.3 Let $\Omega$ be a strongly convex set of $M$. Let $u$ be a nonnegative function in $\Omega$ and $-\infty \leq \alpha \leq \infty$. Then we say that $u$ is $\alpha$-concave (resp. strictly $\alpha$-concave) in $\Omega$ if
\[
u(c(t)) \geq M_\alpha(u(c(0)), u(c(1)); t) \quad \text{(resp. } \nu(c(t)) > M_\alpha(u(c(0)), u(c(1)); t)) \text{)}
\]
for nonconstant minimal geodesics $c : [0, 1] \to \Omega$. In the cases $\alpha = 0$ and $\alpha = -\infty$, $u$ is also said to be log-concave and quasi-concave in $\Omega$, respectively.

Notice that $\alpha = 1$ corresponds to the usual concavity. It follows from the Jensen inequality that if $v$ is $\alpha$-concave in a convex set $\Omega$, then $v$ is $\beta$-concave in $\Omega$ for any $\beta \leq \alpha$. This means that quasi-concavity is the weakest among power concavities.

3 Proofs of Theorems 1.1 and 1.2

We prepare key lemmas for the proofs of Theorems 1.1 and 1.2. Let $u$ be a rotationally symmetric solution to problem (E). Then there exists $v \in C^2([0, R]) \cap C([0, R])$ such that $u = v \circ \rho$ on $B(R)$. Furthermore, by (2.2) we see that $v$ satisfies
\[
\begin{cases}
v'' + (N - 1)(\log \sigma)'v' + F(v) = 0 & \text{in } (0, R),
v(r) > \ell_q & \text{in } [0, R),
v'(0) = v(R) = 0.
\end{cases}
\]

Let us introduce the $q$-logarithmic function and the $q$-exponential functions. We refer to [25] for details.

Definition 3.1 For $q \in \mathbb{R}$, define the $q$-logarithmic function on $(0, \infty)$ by
\[
L_q(\xi) := \int_1^\xi \frac{1}{\zeta^q} d\zeta.
\]
The inverse function of $L_q$ is called the $q$-exponential function and it is denoted by $E_q$.

Note that $L_1$ and $E_1$ correspond to the usual logarithmic function and the usual exponential function, respectively. In the case of $0 \leq q < 1$ we have
\[
L_q(\xi) = \frac{\xi^{1-q} - 1}{1-q}, 
\quad E_q(\xi) = [1 + (1 - q)\xi]^{1/(1-q)} : \left(\frac{1}{1-q}, +\infty\right) \to (0, \infty).
\]

For $q \in [0, 1]$, it follows that
\[
\frac{d}{d\xi}L_q(\xi) = \frac{1}{\xi^q} \quad \text{for } \xi > 0, 
\quad \frac{d}{d\xi}E_q(\xi) = E_q(\xi)^q \quad \text{for } \xi > \ell_q := \begin{cases} -\infty & \text{if } q = 1, \\
-\frac{1}{1-q} & \text{if } 0 \leq q < 1.
\end{cases}
\]

Fix $q \in [0, 1]$ and set $w := L_q(v)$. Then $w$ satisfies
\[
\begin{cases}
w'' + qE_q(w)^{q-1}(w')^2 + (N - 1)(\log \sigma)'w' + \frac{1}{E_q(w)}F(E_q(w)) = 0 & \text{in } (0, R),
w(r) > \ell_q, \quad \text{in } [0, R), \quad w'(0) = 0, \quad \lim_{r \to R} w(r) = \ell_q.
\end{cases}
\]
Lemma 3.1 Assume conditions (C1) and (C2). Let \( u \) be a rotationally symmetric solution to problem (E) and \( w \) as above. Then \( w''(0) < 0 \) and \( w' < 0 \) in \( (0, R) \).

Proof. Since \( \sigma(0) = 0 \) and \( \sigma'(0) = 1 \) (see (2.1)), it follows that

\[
(\log \sigma(r))'w'(r) = \frac{\sigma'(r) - \sigma(0)}{\sigma(r)} \frac{w'(r) - w''(0)}{r} \to w''(0) \quad \text{as} \quad r \to +0. \tag{3.2}
\]

By (3.1) and (3.2) we have

\[
0 = Nw''(0) + \frac{1}{E_q(w(0))} F(E_q(w(0))).
\]

Since \( F(s) > 0 \) for \( s > 0 \), it follows that \( w''(0) < 0 \). Then we find \( \delta \in (0, R) \) such that \( w'(r) < 0 \) for \( r \in (0, \delta) \).

By contradiction we prove that \( w' < 0 \) in \( (0, R) \). Assume that there exists \( r_0 \in [\delta, R) \) such that \( w' < 0 \) in \( (0, r_0) \) and \( w'(r_0) = 0 \). Then we have \( w''(r_0) \geq 0 \). On the other hand, we observe from (3.1) that

\[
w''(r_0) = -\frac{1}{E_q(w(r_0))} F(E_q(w(r_0))) < 0,
\]

which is a contradiction. This means that \( w' < 0 \) in \( (0, R) \). Thus Lemma 3.1 follows.

Lemma 3.2 Assume the same conditions as Theorem 1.1. Let \( u \) be a rotationally symmetric solution to problem (E) and \( w \) as above with \( q = 1 - \alpha \). Then \( w'' < 0 \) in \( [0, R) \).

Proof. Assume that the claim does not hold. By Lemma 3.1 we find \( r_1 \in (0, R) \) such that

\[
w'' < 0 \quad \text{in} \quad [0, r_1), \quad w''(r_1) = 0, \quad w'''(r_1) \geq 0. \tag{3.3}
\]

On the other hand, it follows from (3.1) that

\[
-w''' = q(q - 1)E_q(w)^{2q-1}(w')^3 + 2qE_q(w)^q w'w'' + (N - 1)(\log \sigma)'w' + (N - 1)(\log \sigma)'w'' - \frac{qw'}{E_q(w)} F(E_q(w)) + F'(E_q(w))w'
\]

in \( (0, R) \). Then, by Lemma 3.1 and (3.3) we have

\[
0 \leq -\frac{w'''}{w'} = q(q - 1)E_q(w)^{2q-1}(w')^2 + (N - 1)(\log \sigma)'w'' - \frac{q}{E_q(w)} F(E_q(w)) + F'(E_q(w)) \tag{3.4}
\]

at \( r = r_1 \). It follows form condition (2) of Theorem 1.1 that

\[
-\frac{q}{s} F(s) + F'(s) = \frac{1}{s} ((\alpha - 1)F(s) + sF'(s)) \leq 0 \quad \text{for} \quad s > 0.
\]

Then we deduce from (1.1) and (3.4) that

\[
0 \leq -\frac{w'''}{w'} \leq q(q - 1)E_q(w)^{2q-1}(w')^2 + (N - 1)(\log \sigma)'w'' < 0 \quad \text{at} \quad r = r_1,
\]

which is a contradiction. Thus Lemma 3.2 follows.

Similarly, we have:
**Lemma 3.3** Assume the same conditions as Theorem 1.2. Let $u$ be a rotationally symmetric solution to problem (E) with $F(s) = \lambda_1(B(R))s$. Let $w$ be as above with $q = 1 - \alpha$. Then $w'' < 0$ in $[0, R)$.

**Proof.** Similarly to the proof of Lemma 3.2, we assume that the claim does not hold. Then we find $r_1 \in (0, R)$ such that (3.4) holds. Since $F(s) = \lambda_1(B(R))s$, applying a similar argument in the proof of Lemma 3.2, by (1.2) we obtain

$$0 \leq -\frac{w''}{w} = q(q-1)E_q(w)^{2q-1}(w')^2 + (N-1)(\log\sigma)' + \alpha\lambda_1(B(R))$$

$$\leq q(q-1)E_q(w)^{2q-1}(w')^2 < 0$$

at $r = r_1$, instead of (3.4). This is a contradiction and the proof is complete. \[\Box\]

We complete the proofs of Theorem 1.1, Corollary 1.1 and Theorem 1.2.

**Proof of Theorem 1.1.** Let $u$ be a rotationally symmetric solution to problem (E). Set $w = L_{1-\alpha}(v)$, where $v$ satisfies $u = v \circ \rho$. It follows from Lemmas 3.1 and 3.2 that $w' < 0$ in $(0, R)$ and $w'' < 0$ in $[0, R)$. Let $c : [0, 1] \to B(R)$ be a nonconstant minimal geodesic. Then, by Remark 2.1 we observe that

$$\frac{d^2}{dt^2}w(\rho(c)) = w''(\rho(c))\left(\frac{d}{dt}\rho(c)\right)^2 + w'(\rho(c))\frac{d^2}{dt^2}\rho(c) < 0$$

for $t \in [0, 1]$ if $o \notin c([0, 1])$ and

$$\frac{d^2}{dt^2}w(\rho(c)) = w''(\rho(c))d(c(0), c(1))^2 < 0$$

for $t \in [0, 1] \setminus \{t_0\}$ if $o \in c([0, 1])$ with $c(t_0) = o$. These imply that $w(\rho(\cdot))$ is strictly concave in $B(R)$, that is, $u$ is strictly $\alpha$-concave in $B(R)$. Thus Theorem 1.1 follows. \[\Box\]

**Proof of Corollary 1.1.** Let $u$ be a solution of problem (E) with $F(s) = \lambda s^\gamma$, $\lambda > 0$ and $0 \leq \gamma \leq 1$. Similarly to [2] Section 2 and [4] Theorem II.5.2, we see that $u$ is a unique solution to problem (E). This implies that $u$ is rotationally symmetric in $B(R)$. Then we apply Theorem 1.1 with $\alpha = 1 - \gamma$ to see that $u$ is strictly $(1 - \gamma)$-concave in $B(R)$. Thus Corollary 1.1 follows. \[\Box\]

**Proof of Theorem 1.2.** By a similar argument to [4] Theorem II.5.2, we see that the first Dirichlet eigenfunction $u$ for $-\Delta$ on $B(R)$ is rotationally symmetric in $B(R)$. Let $v$ satisfy $u = v \circ \rho$ and set $w = L_{1-\alpha}(v)$. Then we deduce the desired result from Remark 2.1 together with Lemmas 3.1 and 3.2 similarly to the proof of Theorem 1.1. \[\Box\]

At the end of this section we prove the following result, in which we combine Corollary 1.1 and the large time behavior of a solution to a parabolic boundary value problem.

**Theorem 3.1** Under conditions (C1) and (C2) let $u \in X$ be a positive solution to

$$\begin{cases}
\partial_t u = \Delta u + \lambda u^\gamma & \text{in } B(R) \times (0, \infty), \\
u = 0 & \text{on } \partial B(R) \times (0, \infty), \\
u(x, 0) = \varphi(x) & \text{in } B(R),
\end{cases}$$

where $\varphi \in C_0^\infty(B(R))$ and $R \geq 1$.

**Proof.** For $0 < r < R$ let $\phi_r \in C_0^\infty(B_r)$ be such that $\phi_r = 1$ on $\overline{B_{r/2}}$ and $\phi_r = 0$ on $B_R \setminus B_r$. Define $u_r = u \phi_r$. Then $u_r$ is a solution to

$$\begin{cases}
\partial_t u_r = \Delta u_r + \lambda u_r^\gamma & \text{in } B_r \times (0, \infty), \\
u_r = 0 & \text{on } \partial B_r \times (0, \infty), \\
u_r(x, 0) = \varphi(x) & \text{in } B_r.
\end{cases}$$

By the maximum principle, we have

$$\max_{B_r \times (0, \infty)} u_r \leq \max_{B_r \times (0, \infty)} u$$

and

$$\min_{B_r \times (0, \infty)} u_r \geq \min_{B_r \times (0, \infty)} u.$$
where \( \lambda \geq 0, \ 0 \leq \gamma \leq 1 \) and \( \varphi \) is a bounded, continuous, nonnegative and rotationally symmetric function in \( B(R) \). Assume that the conformal polar factor \( \sigma \) of \( B(R) \) satisfies (1.1) with \( \alpha = 1 - \gamma \). Then there exists \( T > 0 \) such that \( u(\cdot,t) \) is strictly \((1 - \gamma)\)-concave in \( B(R) \) for \( t \geq T \).

**Proof.** Similarly to [2] Section 2, we see that there exists a unique solution \( u_\infty \in C^2(B(R)) \) to problem \((E')\). Since \( u_\infty \) is rotationally symmetric in \( B(R) \), there exists \( v_\infty \in C^2([0,R]) \) such that \( u_\infty = v_\infty \circ \rho \) on \( B(R) \). Set \( w_\infty := L_\gamma(v_\infty) \). Then, by Lemma 3.2 we see that

\[
w''_\infty = \frac{v''_\infty v_\infty - \gamma(v'_\infty)^2}{v_{\infty}^{\gamma+1}} < 0 \quad \text{on} \quad [0,R).
\]

On the other hand, it follows from \( u_\infty = 0 \) on \( \partial B(R) \) and the Hopf lemma (see e.g. [9, Section 3.2]) that \( v_\infty(R) = 0 \) and \( v'_\infty(R) < 0 \). Then we have

\[
v''_\infty v_\infty - \gamma(v'_\infty)^2 < 0 \quad \text{on} \quad [0,R]. \quad (3.5)
\]

Let \( u \in \mathcal{X} \) be a solution to problem \((P'')\). Let \( t_* > 0 \). Since \( v'_\infty(R) < 0 \), we find \( m > 1 \) such that

\[
0 \leq u(x,t_*) \leq m u_\infty(x) \quad \text{on} \quad B(R).
\]

Since \( u_\infty \) is a solution to problem \((E')\), \( \lambda \geq 0, \ 0 \leq \gamma \leq 1 \) and \( m > 1 \), we have

\[
\Delta(m u_\infty) + \lambda(m u_\infty)^\gamma = \lambda m(-1 + m^{\gamma-1})u_\infty^\gamma \leq 0 \quad \text{in} \quad B(R).
\]

This means that \( m u_\infty \) is a supersolution to problem \((P'')\) for \( t \geq t_* \). Let \( \underline{w} \) is a positive solution to problem \((P'')\) with the zero initial data. Then the comparison principle implies that

\[
\underline{w}(x,t-t_*) \leq u(x,t) \leq m u_\infty(x) \quad \text{on} \quad B(R) \times [t_*, \infty). \quad (3.6)
\]

In particular, \( u \) is bounded in \( B(R) \times [t_*, \infty) \). Then, applying the regularity theorems for parabolic equations (see e.g. [22, Chapter IV]), we see that \( u \) is smooth in \( B(R) \times [t_*, \infty) \) and

\[
\|u\|_{C^{2,\theta,1,\theta/2}(B(R) \times [t_*, \infty))} < \infty \quad \text{for some} \ \theta \in (0,1). \quad (3.7)
\]

Let \( \{s_j\}^\infty_{j=1} \) be a sequence on \([t_*, \infty)\) such that \( \lim_{j \to \infty} s_j = \infty \) and \( s_{j+1} > s_j + 1 \) for \( j = 1, 2, \ldots \). Set \( u_j := u(x,t+s_j) \). Then \( u_j \) satisfies

\[
\partial_t u_j = \Delta u_j + \lambda u_j^\gamma \quad \text{in} \quad B(R) \times [0,1], \quad u_j = 0 \quad \text{on} \quad \partial B(R) \times [0,1]. \quad (3.8)
\]

By (3.7) we apply the Ascoli–Arzelà theorem to find a subsequence \( \{s'_j\} \) of \( \{s_j\} \) and a function \( u_* \in C^{2,\theta,1,\theta/2}(B(R) \times [0,1]) \) such that

\[
\lim_{j' \to \infty} \|u_{s'_j} - u_*\|_{C^{2,\theta,1,\theta/2}(B(R) \times [0,1])} = 0. \quad (3.9)
\]

This together with (3.8) implies that \( u_* \) satisfies

\[
\partial_t u_* = \Delta u_* + \lambda u_*^\gamma \quad \text{in} \quad B(R) \times [0,1], \quad u_* = 0 \quad \text{on} \quad \partial B(R) \times [0,1].
\]
On the other hand, applying the same argument as in the proof of [13, Theorem 1.1], we see that \( u \) converges to \( u_\infty \) as \( t \to \infty \) uniformly on \( \overline{B}(R) \). This together with (3.10) implies that
\[
\frac{\lambda}{\lambda + 1} u_\infty(x) \leq u(x, t) \leq \frac{\lambda}{\lambda + 1} m u_\infty(x) \quad \text{in} \quad B(R) \times [0, 1].
\] (3.10)

Furthermore, since \( u \) is smooth in \( B(R) \times [t_*, \infty) \), we have
\[
\int_{t_1}^{t_2} \int_{B(R)} (\partial_t u)^2 \, dV \, dt = \int_{t_1}^{t_2} \int_{\partial B(R)} \partial_t u [\Delta u + \lambda u \gamma] \, dV \, dt
\]
\[
= \int_{t_1}^{t_2} \int_{\partial B(R') \times (0, \infty)} \langle \nabla \rho, \nabla u \rangle \, dS \, dt - \int_{t_1}^{t_2} \int_{B(R')} \langle \nabla u, \nabla \partial_t u \rangle \, dV \, dt + \lambda \int_{t_1}^{t_2} \int_{B(R')} \partial_t uu \gamma \, dV \, dt
\]
\[
= \int_{t_1}^{t_2} \int_{\partial B(R')} \langle \nabla \rho, \nabla u \rangle \, dS \, dt - \frac{\lambda}{\gamma + 1} \int_{t_1}^{t_2} \int_{B(R')} u \gamma^2 \, dV \, dt
\]
\[
\leq \int_{t_1}^{t_2} \int_{\partial B(R')} \langle \nabla \rho, \nabla u \rangle \, dS \, dt + \frac{1}{2} \int_{B(R')} |\nabla u(t_1)|^2 \, dV + \frac{\lambda}{\gamma + 1} \int_{B(R')} u(t_2)^{1+\gamma} \, dV
\]

for \( 0 < R' < R \) and \( t_2 > t_1 \geq t_* \), where \( dV \) and \( dS \) are the volume elements of \( (M, g) \) and \( \partial B(R') \), respectively. Here \( \langle \cdot, \cdot \rangle \) stands for the Riemannian metric \( g \) and \( |\cdot|_g \) is the associated norm. Since \( \partial_t u = 0 \) on \( \partial B(R) \times (0, \infty) \), combining with (3.7), we find \( C > 0 \) such that
\[
\int_{t_1}^{t_2} \int_{B(R)} (\partial_t u)^2 \, dV \, dt \leq \frac{1}{2} \int_{B(R')} |\nabla u(t_1)|^2 \, dV + \frac{\lambda}{\gamma + 1} \int_{B(R')} u(t_2)^{1+\gamma} \, dV \leq C
\]
for \( t_2 \geq t_1 \geq t_* \). Since \( s_{j+1} \geq s_j + 1 \), we have
\[
\sum_{j'} \int_{0}^{t_1} \int_{B(R)} (\partial_t u_{j'})^2 \, dV \, dt = \sum_{j'} \int_{s_{j'}}^{s_{j'+1}} \int_{B(R)} (\partial_t u)^2 \, dV \, dt \leq \int_{t_*}^{\infty} \int_{B(R)} (\partial_t u)^2 \, dV \, dt \leq C,
\]
which implies that
\[
\lim_{j' \to \infty} \int_{0}^{t_1} \int_{B(R)} (\partial_t u_{j'})^2 \, dV \, dt = 0.
\]

Then we deduce from (3.9) that \( \partial_t u_*(x, t) = 0 \) in \( B(R) \times [0, 1] \), that is, \( u_* \) is independent of \( t \). Furthermore, we observe from (3.8) and (3.10) that \( u_* \) satisfies
\[
\Delta u_* + \lambda u_*^\gamma = 0 \quad \text{in} \quad B(R), \quad u_* > 0 \quad \text{in} \quad B(R), \quad u_* = 0 \quad \text{on} \quad \partial B(R).
\]

The uniqueness of positive solutions to problem (E') implies that \( u_* = u_\infty \) in \( B(R) \). Therefore, due to the arbitrariness of \( \{s_j\} \), we obtain
\[
\lim_{t \to \infty} ||u - u_\infty||_{C^{2,1,0,0}(\overline{B}(R) \times [t, t+1])} = 0. \tag{3.11}
\]

By the rotational symmetry of \( u \), we find \( v \in C^2([0, R] \times (0, \infty)) \) such that \( u(t) = v(t) \circ \rho \) on \( \overline{B}(R) \times (0, \infty) \). Combining (3.5) and (3.11), we find \( T > 0 \) such that
\[
v''(t)v(t) - \gamma v'(t)^2 < 0 \quad \text{on} \quad [0, R] \times [T, \infty).
\]
Set \( w := L_\gamma(v) \). Then we have
\[
 w''(t) < 0 \quad \text{on} \quad [0, R] \times [T, \infty).
\]
Similarly to the proof of Theorem 1.1, we observe that \( u(t) \) is \((1 - \gamma)\)-concave in \( B(R) \) for \( t \geq T \). Thus Theorem 3.1 follows. \( \square \)

4 Proof of Theorem 1.3

Assume conditions (C1) and (C2). It follows from condition (2) of Theorem 1.3 that \( G(0) = 0 \). Indeed, if \( G(0) > 0 \), \( e^{-s}G(e^s) \to \infty \) as \( s \to -\infty \) and \( G \) does not satisfy condition (2).

Let \( \varphi \in BC(B(R)) \) be nonnegative, rotationally symmetric and log-concave in \( B(R) \). Since \( G(0) = 0 \), we can assume, without loss of generality, that \( \varphi \not\equiv 0 \) in \( B(R) \). Let \( u \in X \) be a solution to problem \((P)\). By the uniqueness of solutions to problem \((P)\) in \( X \), we see that \( u(\cdot,t) \) is rotationally symmetric in \( B(R) \) for \( t > 0 \), that is, there exists a function \( v \in C^2([0, R] \times [0, \infty)) \) such that
\[
 u(p,t) = v(\rho(p),t) \quad \text{for} \quad p \in \overline{B}(R) \times [0, \infty).
\]
Applying the maximum principle and the Hopf lemma (see e.g. [7, Chapter 2] and [24, Chapter II, Section 2]), we see that
\[
 v > 0 \quad \text{in} \quad [0, R] \times (0, \infty), \quad v'(R,t) < 0 \quad \text{for} \quad t > 0.
\] (4.1)

Set \( w := \log v \). Then \( w \) satisfies
\[
 w''(r,0) \leq 0, \quad w'(r,0) \leq w'(0,0) = 0 \quad \text{for} \quad r \in [0, R].
\] (4.2)

We prepare some lemmas for the proof of Theorem 1.3.

Lemma 4.1 Assume the same conditions as in Theorem 1.3. Further, assume that
\[
 \varphi \in C^{2,\theta}(\overline{B}(R)), \quad \varphi = 0 \quad \text{and} \quad \partial_r \varphi < 0 \quad \text{on} \quad \partial B(R),
\] (4.3)
where \( 0 < \theta < 1 \). Let \( w \) be as above. Then \( w' \leq 0 \) in \([0, R] \times [0, \infty)\).

Proof. Since \( \varphi \) is rotationally symmetric and log-concave in \( B(R) \), we have
\[
 w''(r,0) \leq 0, \quad w'(r,0) \leq w'(0,0) = 0 \quad \text{for} \quad r \in [0, R].
\] (4.4)
By (4.3) we apply the regularity theorems for parabolic equations (see [22, Chapter IV]) to see that
\[
 w \in C^{2,\theta;1,\theta/2}([0, R] \times [0, \infty)) \cap C^\infty([0, R] \times [0, \infty)).
\]
Furthermore, by (4.2) we have
\[
\partial_tw' = w''' + 2w''w'' + (N - 1)(\log \sigma)'w'' + (N - 1)(\log \sigma)''w'
+ [e^{-w}G(e^w) - G'(e^w)]w' \quad \text{in} \quad (0, R) \times (0, \infty).
\] (4.5)

Let \(0 < \epsilon < 1\) and set \(z_1 := w' - \epsilon(1 + t)\). Since condition (2) of Theorem 1.3 implies that
\[-e^{-w}G(e^w) + G'(e^w) \geq 0 \quad \text{for} \quad s \in \mathbb{R},\]
by (1.3) and (4.5) we see that
\[
\partial_t z_1 + \epsilon = z_1'' + 2w'z_1' + (N - 1)(\log \sigma)z_1' + (N - 1)(\log \sigma)''(z_1 + \epsilon(1 + t))
- [e^{-w}G(e^w) + G'(e^w)](z_1 + \epsilon(1 + t))
\leq z_1'' + 2w'z_1' + (N - 1)(\log \sigma)z_1' + (N - 1)(\log \sigma)''z_1
- [e^{-w}G(e^w) + G'(e^w)]z_1 \quad \text{in} \quad (0, R) \times (0, \infty).
\] (4.6)

Let \(0 < L < \infty\). By (1.1) and (4.4) we find \(\delta_1 \in (0, R/2)\) such that
\[
z_1(r, t) = w'(r, t) - \epsilon(1 + t) \leq \frac{e'(r, t)}{v(r, t)} - \epsilon < 0 \quad \text{in} \quad ([0, \delta_1] \cup [R - \delta_1, R]) \times [0, L]. \] (4.7)

For \(\delta \in (0, \delta_1]\), set \(D_{\delta, L} := (\delta, R - \delta) \times (0, L]\). Assume that
\[
\max_{(r, t) \in D_{\delta, L}} z_1(r, t) \geq 0.
\]

Then, by (4.4) and (4.7) we find \((r_0, t_0) \in D_{\delta, L}\) such that \(z_1 < 0\) in \([\delta, R - \delta] \times [0, t_0]\) and \(z_1(r_0, t_0) = 0\). Then
\[
z_1 = z_1' = 0, \quad z_1'' \leq 0, \quad \partial_t z_1 \geq 0 \quad \text{at} \quad (r, t) = (r_0, t_0).
\]
These together with (4.6) imply that
\[
0 < \epsilon \leq \partial_t z_1 + \epsilon < z_1'' \leq 0 \quad \text{at} \quad (r, t) = (r_0, t_0),
\]
which is a contradiction. This means that
\[
z_1 = w' - \epsilon(1 + t) < 0 \quad \text{for} \quad (r, t) \in D_{\delta, L} = [\delta, R - \delta] \times [0, L].
\]

Since \(\delta \in (0, \delta_1]\) is arbitrary, it follows that
\[
z_1 = w' - \epsilon(1 + t) \leq 0 \quad \text{for} \quad (r, t) \in [0, R] \times [0, L].
\]
Similarly, since \(L > 0\) and \(\epsilon > 0\) are arbitrary, we see that \(w' \leq 0\) in \([0, R] \times [0, \infty)\). Thus Lemma 4.1 follows. \(\square\)

**Lemma 4.2** Assume the same conditions as in Lemma 3.1. Let \(\epsilon > 0\) and set
\[
z_2 := w'' - \epsilon(1 + t).
\]
Then, for any \(L > 0\), there exists \(\delta_* \in (0, R/2)\) such that
\[
z_2 < 0 \quad \text{in} \quad ([0, \delta_*] \cup (R - \delta_*, R)) \times [0, L].
\]
Proof. Since \( w'(0, t) = 0 \) for \( t \geq 0 \) (see [4.2]), it follows from Lemma 4.1 that \( w''(0, t) \leq 0 \) for \( t \geq 0 \). By the continuity of \( w'' \) we find \( \delta_1 \in (0, R/2) \) such that

\[
z_2(r, t) = w''(r, t) - \epsilon (1 + t) < 0 \quad \text{in} \quad [0, \delta_1) \times [0, L].
\]

(4.8)

Due to (4.3) it turns out that \( v(R, 0) = 0 \) and \( v'(R, 0) < 0 \), which implies that there exist \( \delta_2 \in (0, \delta_1) \) and \( L' \in (0, L) \) such that

\[
v(r, t)v''(r, t) - v'(r, t)^2 < 0 \quad \text{in} \quad [R - \delta_2, R] \times [0, L').
\]

This leads to

\[
z_2(r, t) < w''(r, t) = \frac{v(r, t)v''(r, t) - v'(r, t)^2}{v(r, t)^2} < 0 \quad \text{in} \quad [R - \delta_2, R] \times [0, L'].
\]

(4.9)

On the other hand, the boundary condition together with (4.1) provides \( v(R, t) = 0 \) and \( v'(R, t) < 0 \) for \( t > 0 \). Then, taking a small enough \( \delta_3 \in (0, \delta_2) \) if necessary, we see that

\[
v(r, t)v''(r, t) - (v'(r, t))^2 < 0 \quad \text{in} \quad [R - \delta_3, R] \times [L', L],
\]

which yields

\[
z_2(r, t) < w''(r, t) = \frac{v(r, t)v''(r, t) - v'(r, t)^2}{z(r, t)^2} < 0 \quad \text{in} \quad [R - \delta_3, R] \times [L', L].
\]

(4.10)

Combining (4.8), (4.9) and (4.10), we complete the proof of Lemma 4.2 \( \square \)

Lemma 4.3 Assume the same conditions as in Lemma 4.1 Then

\[
w'' \leq 0 \quad \text{in} \quad [0, R] \times [0, \infty).
\]

Proof. The strategy of the proof is as similar as the proof of Lemma 4.1. Let \( L > 0 \) and \( 0 < \epsilon < 2^{-1}(1 + L)^{-2} \). Set \( z_2 := w'' - \epsilon (1 + t) \) and take \( \delta_4 \in (0, R/2) \) as in Lemma 4.2. Since condition (ii) of Theorem 1.1 implies that

\[
-e^{-s}G(e^s) + G'(e^s) \geq 0, \quad e^{-s}G(e^s) - G'(e^s) + G''(e^s)e^s \geq 0 \quad \text{for} \quad s \in \mathbb{R},
\]

by (1.3), (1.5) and Lemma 4.1 we have

\[
\epsilon + \partial_t z_2 = \partial_t w''
\]

\[
= w'''' + 2(w'')^2 + 2w'w'''
\]

\[
+ (N-1)(\log \sigma)'w'''' + 2(N-1)(\log \sigma)''w''(N-1)(\log \sigma)'''w'
\]

\[
- [e^{-w}G(e^w) - G'(e^w) + G''(e^w)e^w](w')^2 + [e^{-w}G(e^w) - G'(e^w)]w''
\]

(4.11)

\[
\leq z_2'' + 2(z_2 + \epsilon(1 + t))^2 + 2w'z_2'
\]

\[
+ (N-1)(\log \sigma)'z_2 + 2(N-1)(\log \sigma)''(z_2 + \epsilon(1 + t)) + (N-1)(\log \sigma)'''w'
\]

\[
+ [e^{-w}G(e^w) - G'(e^w)](z_2 + \epsilon(1 + t))
\]

\[
\leq z_2'' + 2(z_2 + \epsilon(1 + t))^2 + 2w'z_2' + (N-1)(\log \sigma)'z_2' + 2(N-1)(\log \sigma)''z_2
\]

\[
+ [e^{-w}G(e^w) - G'(e^w)]z_2
\]
for \((r,t) \in (0,R) \times (0,\infty)\).

For \(\delta \in (0,\delta_*)\), set \(D_{\delta,L}\) be as in the proof of Lemma 4.1 Assume that

\[
\max_{(r,t) \in D_{\delta,L}} z_2(r,t) \geq 0. \tag{4.12}
\]

By Lemma 4.2 (4.4) and (4.12) we find \((r_0, t_0) \in D_{\delta,L}\) such that

\[
z_2(r_0,t_0) \leq 0 \quad \text{and} \quad z_2(r_0,t_0) = 0.
\]

These together with (4.11) imply that

\[
\epsilon \leq \epsilon + \partial_t z_2 \leq z''_2 + 2 \epsilon^2 (1 + t)^2 \leq 2 \epsilon^2 (1 + L)^2 < \epsilon \quad \text{at} \quad (r,t) = (r_0,t_0),
\]

which is a contradiction. This means that

\[
z_2(r,t) = w''(r,t) - \epsilon (1 + t) \leq 0 \quad \text{in} \quad [0,R] \times [0,L].
\]

Letting \(\epsilon \to +0\), we see that

\[
w''(r,t) \leq 0 \quad \text{in} \quad [0,R] \times [0,L].
\]

Since \(L\) is arbitrary, we obtain the desired conclusion. Thus the proof is complete. \(\square\)

Now we are ready to complete the proof of Theorem 1.3.

**Proof of Theorem 1.3** Let \(\varphi \in BC(B(R))\) be nonnegative, rotationally symmetric and log-concave in \(B(R)\). We can assume, without loss of generality, that \(\varphi \not\equiv 0\) in \(B(R)\). There exists \(\psi : [0,R) \to \mathbb{R}\) such that \(\varphi = \psi \circ \rho\) on \(B(R)\). Let \(u\) be a solution to problem \((P)\) and set \(w := \log v\), where \(v\) is as above.

Let \(B_R\) denote the open metric ball of radius \(R\), centered at the origin in \(\mathbb{R}^N\). Let \(\eta\) be a solution of

\[
\begin{cases}
\partial_t \eta = \Delta \eta & \text{in} \quad B_R \times (0,\infty), \\
\eta = 0 & \text{on} \quad \partial B_R \times (0,\infty), \\
\eta(x,0) = \psi(|x|) & \text{in} \quad \partial B_R.
\end{cases}
\]

Since \(\eta(\cdot,0)\) is log-concave in \(B_R \subset \mathbb{R}^N\), by assertion (b) in Section 1 we see that \(\eta(\cdot,t)\) is log-concave in \(B_R\) for \(t > 0\). Furthermore, we deduce from the Hopf lemma and the regularity theorems for parabolic equations that

\[
\eta(t) \in C^{2,\theta}(\overline{B_R}), \quad \partial_r \eta(t) < 0 \quad \text{on} \quad \partial B_R, \quad \tag{4.13}
\]

for \(t > 0\), where \(0 < \theta < 1\).

Let \(\epsilon > 0\). Condition (ii) of Theorem 1.1 implies that \(G' \geq 0\) in \((0,\infty)\). Then, similarly to [S], we find a unique solution \(u_\epsilon \in \mathcal{X}\) to problem \((P)\) with \(\varphi\) replaced by \(\eta(\rho,\epsilon)\). The
uniqueness of solutions to problem (P) yields that \( u(\cdot, t) \) is rotationally symmetric in \( B(R) \) for \( t \geq 0 \). This implies that there exists a function \( v_\epsilon \) in \( [0, R] \times [0, \infty) \) such that \( u_\epsilon(p, t) = v_\epsilon(p(t), t) \) for \( p \in \overline{B}(R) \) and \( t \geq 0 \). Set \( w_\epsilon := \log v_\epsilon \). By (4.13) we apply Lemmas 1.1 and 4.3 to obtain

\[
   w'_\epsilon \leq 0 \quad \text{and} \quad w''\epsilon \leq 0 \quad \text{in} \quad [0, R] \times [0, \infty).
\]

Since \( v_\epsilon(t) \to v(t) \) as \( \epsilon \to 0 \) in \( C^2([0, R]) \) for \( t > 0 \), by (4.14) we have

\[
   w' \leq 0 \quad \text{and} \quad w'' \leq 0 \quad \text{in} \quad [0, R] \times [0, \infty). \tag{4.14}
\]

We prove that

\[
   w'' < 0 \quad \text{in} \quad (0, R) \times [0, \infty). \tag{4.15}
\]

Set \( z_2 = w'' \). Similarly to (4.11), by (1.3) and (4.14) it turns out that

\[
   \partial_t z_2 \leq z''_2 + (N - 1)(\log \sigma)''z_2 + 2(N - 1)(\log \sigma)'z_2 \quad \text{for} \quad (r, t) \in (0, R) \times (0, \infty). \]

Furthermore, it follows from (4.14) that \( z_2 \leq 0 \) in \( (0, R) \times (0, \infty) \). Since \( z_2 \neq 0 \) in \( (0, R) \times (0, \infty) \), we see that \( z_2 \neq 0 \) in \( (\delta, R) \times (0, \infty) \) for small enough \( \delta \in (0, R) \). Then, applying the strong maximum principle (see e.g. [7, Chapter 2, Section 2, Theorem 3]), we see that \( z_2 < 0 \) in \( (\delta, R) \times (0, \infty) \). Since \( \delta \) is arbitrary, we have \( w'' = z_2 < 0 \) in \( (0, R) \times (0, \infty) \), which implies (4.15). Then, by the same argument of the proof of Theorem 1.1 we see that \( u(\cdot, t) \) is strictly log-concave in \( B(R) \) for \( t > 0 \). Thus Theorem 1.3 follows. \( \square \)

Combining Theorem 1.2, Theorem 3.1 and Corollary 1.2, we have:

**Corollary 4.1** Under conditions (C1) and (C2) let \( u \in \mathcal{X} \) be a nonnegative solution to the problem

\[
   \begin{aligned}
   & \partial_t u = \Delta u \quad \text{in} \quad B(R) \times (0, \infty), \\
   & u = 0 \quad \text{on} \quad \partial B(R) \times (0, \infty), \\
   & u(x, 0) = \varphi(x) \quad \text{in} \quad B(R),
   \end{aligned}
\]

where \( \varphi \) is a bounded continuous, nonnegative and rotationally symmetric function in \( B(R) \). Then the following properties hold.

(i) Assume (1.1) with \( \alpha = 0 \). Then there exists \( T_1 > 0 \) such that \( u(\cdot, t) \) is strictly log-concave in \( B(R) \) for \( t \geq T_1 \).

(ii) Assume (1.2) for some \( \alpha \in (0, 1) \). Then there exists \( T_2 > 0 \) such that \( u(\cdot, t) \) is strictly \( \alpha \)-concave in \( B(R) \) for \( t \geq T_2 \).

(iii) Assume (1.3). Then \( u(\cdot, t) \) is strictly log-concave in \( B(R) \) for \( t > 0 \) provided that \( \varphi \) is rotationally symmetric and log-concave in \( B(R) \).

**Proof.** Assertion (iii) immediately follows from Theorem 1.3. Let \( \tilde{u} := e^{\lambda_1(B(R))t}u \). Then \( \tilde{u} \) satisfies

\[
   \begin{aligned}
   & \partial_t \tilde{u} = \Delta \tilde{u} + \lambda_1(B(R))\tilde{u} \quad \text{in} \quad B(R) \times (0, \infty), \\
   & \tilde{u} = 0 \quad \text{on} \quad \partial B(R) \times (0, \infty), \\
   & \tilde{u}(x, 0) = \varphi(x) \geq 0 \quad \text{in} \quad B(R).
   \end{aligned}
\]
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Assume (1.1) with $\alpha = 0$. By Theorem 3.1 with $\gamma = 1$ we find $T_1 > 0$ such that $\tilde{u}(t)$ is log-concave in $B(R)$ for $t \geq T_1$. This implies assertion (i).

It remains to prove assertion (ii). Assume (1.2) for some $\alpha \in (0, 1)$. Using Lemma 3.3 instead of Lemma 3.2 and applying a similar argument to that of the proof of Theorem 3.1 we find $T_2 > 0$ such that $\tilde{u}(t)$ is $\alpha$-concave in $B(R)$ for $t \geq T_2$. This implies assertion (ii). Thus Corollary 4.1 follows. □

Finally we prove Corollary 1.3.

Proof of Corollary 1.3. For any $\epsilon > 0$ let $\varphi_\epsilon$ be a continuous, nonnegative, rotationally symmetric and log-concave function in $M^N_K$ such that
\[
\text{supp } \varphi_\epsilon \subset B(\epsilon), \quad \int_{M^N_K} \varphi_\epsilon(x) dV = 1. \tag{4.16}
\]
For any $n = 1, 2, \ldots$, let $u_{n,\epsilon}$ be a solution to the problem
\[
\begin{align*}
\frac{\partial}{\partial t} u &= \Delta u \quad \text{in } B(n) \times (0, \infty), \\
u &= 0 \quad \text{on } \partial B(n) \times (0, \infty), \\
u(x,0) &= \varphi_\epsilon(x) \quad \text{in } B(n).
\end{align*}
\]
Applying the standard arguments for parabolic equations, we see that
\[
\lim_{n \to \infty} u_{n,\epsilon}(x, t) = \int_{M^N_K} \Gamma(x, y, t) \varphi_\epsilon(y) dV
\]
for $x \in M^N_K$ and $t > 0$. Then we deduce from (4.16) that
\[
\lim_{\epsilon \to 0} \lim_{n \to \infty} u_{n,\epsilon}(x, t) = \Gamma(x, o, t) \tag{4.17}
\]
for $x \in M^N_K$ and $t > 0$. Since $u_{n,\epsilon}(\cdot, t)$ is log-concave in $B(n)$ for $t > 0$, $n = 1, 2, \ldots$ and $\epsilon > 0$ (see Corollary 4.1 (iii)), we observe from (4.17) that $\Gamma(\cdot, o, t)$ is log-concave in $M^N_K$ for $t > 0$. Furthermore, by the same argument as in the proof of (4.15) we see that $\Gamma(\cdot, o, t)$ is strictly log-concave in $M^N_K$ for $t > 0$. Then, combining the arbitrariness of $o \in M^N_K$, we complete the proof of Corollary 1.3 □

A Appendix

We discuss the conditions (C1), (C2), (1.1), (1.2) and (1.3) in our results. Note that if $B(R)$ satisfies (C1), then $B(R')$ satisfies (C1) and (C2) for small enough $R' \in (0, R)$ since the convexity radius never vanishes. Since
\[
\begin{align*}
(\log \sigma)'(r) &= \frac{\sigma'(r)}{\sigma(r)}, \\
(\log \sigma)''(r) &= \frac{\sigma(r)\sigma''(r) - \sigma'(r)^2}{\sigma(r)^2}, \\
(\log \sigma)'''(r) &= \frac{2\sigma'(r)^3 - 3\sigma(r)\sigma'(r)\sigma''(r) + \sigma^2(r)\sigma'''(r)}{\sigma(r)^3},
\end{align*}
\]
it follows from (2.1) that (1.1) and (1.3) hold for small enough $R' \in (0, R]$.

Let us first recall some properties of geodesics and sectional curvatures in rotationally symmetric metrics.
Lemma A.1. Assume condition $\sigma$ and the positivity of $R$. Conversely, if

\[ a'' = |b'|^2_{S^{N-1}} \sigma(a) \sigma'(a) \quad \text{and} \quad b'' = \frac{2}{\sigma(a)} \sigma'(a) a'b'. \]

(A.1)

Here $|\cdot|_{S^{N-1}}$ is the norm associated to $g_{S^{N-1}(1)}$. The sectional curvature $K_{(r,\xi)}$ of the tangent plane containing $\partial_r$ at $(r,\xi) \in B(R) \setminus \{o\}$ is given by

\[ K_{(r,\xi)} = -\frac{\sigma''(r)}{\sigma(r)}. \]

We observe from (2.1) that

\[ \lim_{r \to +0} K_{(r,\xi)} = -\lim_{r \to +0} \sigma'''(r). \]

Regarding $B(R)$ as $[0, R) \times S^{N-1}(1)$, for any $v \in S^{N-1}(1)$ and $0 \leq R_+ < R$ we easily check that

\[ [0, R_+) \times \{v\} \cup [0, R_-) \times \{-v\} \]

is the image of a geodesic of length $(R_+ + R_-)$.

Under condition (C1) let us consider the relation between the strong convexity of $B(R)$ and the positivity of $\sigma'$ on $(0, R)$.

Lemma A.1 Assume condition (C1). If $B(R)$ is strongly convex, then $\sigma' > 0$ on $(0, R)$. Conversely, if $R = \infty$ and $\sigma' > 0$ on $(0, \infty)$, then $B(R')$ is strongly convex for $R' > 0$.

Proof. Let $B(R)$ be strongly convex. Assume that there exists $R_0 \in (0, R)$ such that

\[ \sigma'(R_0) = 0, \quad \sigma'(r) > 0 \quad \text{in} \quad (0, R_0). \]

Let us regard $B(R)$ as $[0, R) \times S^{N-1}(1)$ and take $p_\pm = (R_0, \pm e_1) \in B(R)$. If a curve $(a_1, b_1) : I \to B(R)$ joins $p_+$ and $p_-$, then so does the curve $(a_1, P b_1) : I \to B(R)$ for $P \in O(N)$ such that $P e_1 = e_1$. Since the curves have the same length, the uniqueness of minimal geodesics implies that the image of the minimal geodesic joining $p_+$ and $p_-$ is

\[ ([0, R_0) \times \{e_1\}) \cup ([0, R_0) \times \{-e_1\}), \]

consequently $d(p_+, p_-) = 2R_0$. On the other hand, a curve $c = (a, b) : [0, \pi] \to B(R) \setminus \{o\}$ of the form

\[ a(t) \equiv R_0, \quad b(t) = e_1 \cos t + e_2 \sin t \]

is a geodesic from $p_+$ to $p_-$ by Proposition A.1. By the uniqueness of minimal geodesics joining $p_+$ and $p_-$ we have

\[ 2R_0 = d(p_+, p_-) < \int_0^\pi \sqrt{g(c'(t), c'(t))} dt = \int_0^\pi s(R_0) dt = \pi s(R_0). \]

Let us set

\[ \theta := \frac{2R_0}{s(R_0)} < \pi, \quad p := c(\theta), \]
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and denote by \((a_2, b_2) : I \to B(R)\) a minimal geodesic from \(p_+\) and \(p\). For \(P_2 \in O(N)\) which fixes \(e_1, e_2\), we observe that \((a_2, P_2b_2) : I \to B(R)\) is also minimal geodesic from \(p_+\) and \(p\). This implies that the restriction of \(c\) to \([0, \theta]\) is a minimal geodesic from \(p_+\) to \(p\) and \(d(p_+, p) = 2R_0\). On the other hand, a curve \(c_3 = (a_3, b_3) : [-R_0, R_0] \to B(R)\) of the form

\[
a_3(t) = |t|, \quad b_3(t) = \begin{cases} 
e 1, & -R_0 \leq t < 0 \\
\theta(t), & 0 \leq t \leq R_0
\end{cases}
\]

is a broken geodesic from \(p\) to \(p_+\). Since a broken geodesic is not minimal, it turns out that

\[
2R_0 = d(p_+, p) < \int_{-R_0}^{0} \sqrt{g(c_3'(t), c_3'(t))} dt + \int_{-R_0}^{0} \sqrt{g(c_3'(t), c_3'(t))} dt = 2R_0,
\]

which is a contradiction. Thus we conclude \(\sigma' > 0\) on \((0, R)\).

Conversely, assume \(R = \infty\) and the positivity of \(\sigma'\) on \((0, \infty)\). Let \(c : [0, 1] \to M\) is a minimal geodesic with \(c(0), c(1) \in B(R')\), where \(R' > 0\). Then we derive from the positivity of \(\sigma'\) and \([A.1]\) for the radial part together with the minimality of \(c\) that \(c([0, 1]) \subset B(R')\) and the uniqueness of a unique minimal geodesic joining \(c(0)\) and \(c(1)\). Thus \(B(R')\) is strongly convex.

We recall the comparison theorem for the first eigenvalue on \(B(R)\). Let \(K_{\text{max}}(R)\) (resp. \(K_{\text{min}}(R)\)) be the maximum (resp. minimum) of the sectional curvature of the tangent plane containing \(\partial_p\) on \(B(R)\).

**Proposition A.2** ([5 Theorem 3.6]) Let \(\lambda_1(K, R, N)\) denote the first Dirichlet eigenvalue of the open metric ball of radius \(R\) in \(\mathbb{M}_R^N\). Then

\[
\lambda_1(B(R)) \geq \lambda_1(K_{\text{max}}(R), R, N) .
\]

Assume that \(B(R)\) satisfies (C1) and (C2). Then we observe from (A1) that \(\alpha\) satisfies \([1,2]\) if and only if

\[
0 < \alpha \leq A(\sigma, R, N) := -\frac{N - 1}{\lambda_1(B(R))} \sup_{0 < r < R} (\log \sigma)''
\]

\[
= \frac{N - 1}{\lambda_1(B(R))} \inf_{0 < r < R} \left( \frac{-\sigma''(r)}{\sigma(r)} - \frac{1 - \sigma'(r)^2}{\sigma(r)^2} + \frac{1}{\sigma(r)^2} \right) . \tag{A.2}
\]

It follows that

\[
K_{\text{min}}(R) \leq -\frac{\sigma''(r)}{\sigma(r)} \leq K_{\text{max}}(R) \quad \text{on} \quad [0, R] .
\]

By condition (C1) and Lemma \([A.1]\) we see that \(\sigma\) and \(\sigma'\) are positive on \((0, R)\). This implies that

\[
K_{\text{min}}(R)\sigma(r)\sigma'(r) \leq -\sigma'(r)\sigma''(r) \leq K_{\text{max}}(R)\sigma(r)\sigma'(r) \quad \text{on} \quad [0, R] .
\]

Integrating the above inequality on \([0, r]\) with condition \([2,1]\) and dividing by \(\sigma(r)^2\) provide

\[
K_{\text{min}}(R) \leq \frac{1 - \sigma'(r)^2}{\sigma(r)^2} \leq K_{\text{max}}(R) \quad \text{on} \quad [0, R] .
\]
Therefore, by (A.2) we obtain
\[
A(\sigma, R, N) \leq \frac{N - 1}{\lambda_1(B(R))} \left( K_{\text{max}}(R) - K_{\text{min}}(R) + \frac{1}{\sigma(R)^2} \right) \\
\leq \frac{N - 1}{\lambda_1(K_{\text{max}}(R), R, N)} \left( K_{\text{max}}(R) - K_{\text{min}}(R) + \frac{1}{\sigma(R)^2} \right).
\]

Thus \( A(\sigma, R, N) \) can be estimated in terms of the curvature bounds.

Let \( M \) be an \( N \)-dimensional simply connected space form \( M^N_K \) of constant curvature \( K \), that is, \( M^N_K \) is as in Remark 1.1 (i). The convexity radius of \( M^N_K \) is independent of the choice of points, which is given by
\[
r_K := \begin{cases} 
\frac{\pi}{2\sqrt{K}} & \text{if } K > 0, \\
\infty & \text{if } K \leq 0.
\end{cases}
\]

The conformal polar factor \( \sigma \) in \( M^N_K \) is given by
\[
\sigma(r) = \sigma_K(r) := \begin{cases} 
\sin\left(\sqrt{K}r\right) & \text{if } K > 0, \\
\frac{1}{\sigma_K} & \text{if } K = 0, \\
\sinh\left(\sqrt{-K}r\right) & \text{if } K < 0.
\end{cases}
\]

This implies that
\[
\sigma'_K(r) = \begin{cases} 
\cos\sqrt{K}r & \text{if } K > 0, \\
1 & \text{if } K = 0, \\
\cosh\sqrt{-K}r & \text{if } K < 0,
\end{cases}
\]

hence \( \sigma'_K \) is positive in \((0, r_K)\). Then it turns out that
\[
\left(\log \sigma_K\right)' = \frac{\sigma'_K}{\sigma_K} > 0, \quad \left(\log \sigma_K\right)'' = -\frac{1}{\sigma_K^2} < 0, \quad \left(\log \sigma_K\right)''' = \frac{2\sigma'_K}{\sigma_K^3} > 0 \quad \text{in } (0, r_K),
\]

since \( \sigma''_K = -K\sigma_K \) and \( K\sigma^2_K + (\sigma''_K)^2 = 1 \). Therefore all the conditions (C1), (C2) (1.1) and (1.3) for \( B(R) \) in \( M^N_K \) are satisfied if \( R \in \mathbb{R} \) with \( 0 < R \leq r_K \). Furthermore, we observe that
\[
A(\sigma_K, R, N) = \frac{N - 1}{\lambda_1(K, R, N)\sigma_K(R)^2} = \begin{cases} 
\frac{K(N - 1)}{\lambda_1(K, R, N)\sin^2(\sqrt{K}R)} & \text{if } K > 0, \\
\frac{N - 1}{\lambda_1(0, R, N)R^2} & \text{if } K = 0, \\
\frac{-K(N - 1)}{\lambda_1(K, R, N)\sin^2(\sqrt{-K}R)} & \text{if } K < 0.
\end{cases}
\]

In particular, in the case of \( K = 0 \), it follows from [4, Theorem II.5.4] that
\[
A(\sigma_0, R, N) = \frac{N - 1}{\lambda_1(0, R, N)R^2} = \frac{N - 1}{j^2(N-2)/2},
\]
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which is independent of $R$. Here $j_{(N-2)/2}$ is the first positive zero of the Bessel function $J_\alpha$ of the first kind, where $a = (N - 2)/2$. Consequently, we have:

**Corollary A.1** Let $N \geq 2$ and $R$, $K \in \mathbb{R}$ with $0 < R \leq r_K$. Let $\alpha \in (0, 1)$ be such that $\alpha \leq A(\sigma_K, R, N)$. Then the first Dirichlet eigenfunction for $-\Delta$ on $B(R)$ in $M_N^K$ is strictly $\alpha$-concave in $B(R)$.

Although the first Dirichlet eigenfunction on a convex domain in the hyperbolic plane is not necessarily quasi-concave (see [30]), Corollary A.1 says that the first Dirichlet eigenfunction for $-\Delta$ on $B(R)$ of $M_N^K$, where $0 < R < \infty$, is positive power concave for $0 < R \leq r_K$ even if $K < 0$.

On general Riemannian manifolds, since

$$\lim_{R \to 0^+} R^2 \cdot \lambda_1(B(R)) = \lambda_1(0, 1, N),$$

(see [28] Problem for Chapter VI.9)), by (2.1) we see that

$$\lim_{R \to 0^+} A(\sigma, R, N) = \lim_{R \to 0^+} \left\{ \frac{N - 1}{R^2 \lambda_1(B(R))} \inf_{0 < r < R} R^2 \cdot \left( -\frac{\sigma''(r)}{\sigma(r)} - \frac{1 - \sigma'(r)^2}{\sigma(r)^2} + \frac{1}{\sigma(r)^2} \right) \right\}$$

$$= \frac{N - 1}{\lambda_1(0, 1, N)} > 0.$$

Consequently we have:

**Corollary A.2** Let $N \geq 2$. Assume that $B(R)$ satisfies condition (C1). Let $\alpha \in (0, 1)$ be such that

$$\alpha < \frac{N - 1}{\lambda_1(0, 1, N)}.$$

Then there exists $R_* > 0$ such that the first Dirichlet eigenfunction for $-\Delta$ on $B(R')$ is strictly $\alpha$-concave in $B(R')$ for $0 < R' \leq R_*.$
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