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Abstract. In this note, we construct solutions to the 2D Euler equations which belong to the Yudovich class but lose $W^{1,p}$ regularity continuously with time.

1. Introduction

The dynamics of inviscid and incompressible fluid is described by the Euler equations: given some $n$-dimensional domain $\Omega$, the system is given by

$$
\begin{aligned}
\partial_t u + u \cdot \nabla u + \nabla p &= 0, \\
\nabla \cdot u &= 0,
\end{aligned}
$$

(1.1)

where $u(t, \cdot) : \Omega \to \mathbb{R}^n$ and $p(t, \cdot) : \Omega \to \mathbb{R}$ denote the velocity and pressure of fluid at time $t$, respectively. When $\Omega$ has boundary, (1.1) should be supplemented with the slip boundary condition $u(t, x) \cdot n(x) = 0$ for $x \in \partial \Omega$, where $n(x)$ is the unit normal vector.

We shall be concerned with the two-dimensional Euler equations on $\mathbb{T}^2 = (\mathbb{R}/\mathbb{Z})^2$; introducing the vorticity $\omega = \nabla \times u$ and taking the curl of (1.1), we have the vorticity form of the 2D Euler equations:

$$
\partial_t \omega + u \cdot \nabla \omega = 0, \quad u = \nabla^\perp \Delta^{-1} \omega.
$$

(1.2)

Here, $\nabla^\perp = (-\partial_{x_2}, \partial_{x_1})^T$. The goal of this note is to construct solutions to (1.2) which belongs to a well-posedness class yet lose Sobolev regularity with time.

To motivate our results, we briefly review the well-posedness theory for the Euler equations (1.1). For sufficiently nice $n$-dimensional domains, (1.1) is locally well-posed in $C^{k,\alpha} \cap L^2$ with $k \geq 1$ and $0 < \alpha < 1$ and $W^{s,p}$ with $s > \frac{n}{p} + 1$. That is, for $u_0$ belonging to such a space, there exist $T > 0$ and a unique local-in time solution (1.1) such that $u(t)$ belongs to the same space for all $0 \leq t < T$ and $u(0) = u_0$. It is known that these regularity requirements are sharp; for $u_0$ less regular, the regularity may not propagate in time for a solution of (1.1). To be more precise, for $n = 3$, $s = 1$, and any $1 \leq p$, there exist examples of solutions $u(t)$ such that

$$
u(0) \in W^{s,p}(\mathbb{T}^3) \quad \text{and} \quad u(t) \notin W^{s,p}(\mathbb{T}^3) \quad \text{for any} \quad t > 0.
$$

(1.3)

Similar examples exist which do not propagate initial $C^\alpha$ regularity of $u(0)$ for any $\alpha < 1$. We shall recall the constructions below; for now, let us just note that the examples are based the so-called $2 + \frac{1}{2}$ flow, which gives the restriction that $n \geq 3$ (Bardos-Titi [1,2]). It seems that in the two dimensional case, solutions satisfying (1.3) have not been constructed before.

Recently, Bourgain-Li [3–5] established ill-posedness of (1.1) at critical regularity; roughly speaking, they were able to prove that (1.3) occurs with $s = \frac{n}{p} + 1$ and $p > 1$, in dimensions two and three. (See also [11,13,16–18,22] for simpler proofs and further developments.) It does not imply that (1.3) occurs also
in less regular Sobolev spaces; in principle, this question could be harder since one expects less control over weaker solutions.

Our main result shows that an \( L^\infty \cap W^{1,p} \)-vorticity with \( p < 2 \) may continuously lose integrability with time. For bounded initial vorticity, the uniqueness and existence of the solution \( \omega(t,x) \in L^\infty([0,\infty);L^\infty(\mathbb{T}^2)) \) is provided by the celebrated Yudovich theory [25]. Moreover, we shall take the initial data \( \omega_0 \) to be Lipschitz continuous away from a single point, which is a property preserved by Yudovich solutions (see [11] for a proof). In particular, for any \( t > 0 \), \( \nabla \omega \) is well-defined almost everywhere in space and bounded away from a single point.

**Theorem 1.1.** There exist \( 1 \leq p^* < 2 \) and \( c_0 > 0 \) such that for any \( p^* < p_0 < 2 \), we can find an initial data \( \omega_0 \in L^\infty \cap \left( \bigcap_{p<p_0} W^{1,p}(\mathbb{T}^2) \right) \) such that the unique solution \( \omega(t) \) satisfies, with some \( T^* = T^*(p_0) > 0 \),

\[
\|\omega(t, \cdot)\|_{W^{1,q}(\mathbb{T}^2)} = +\infty,
\]

for

\[
q(t) := 1 + \frac{1}{p_0-1+ c_0 t}, \quad 0 \leq t \leq T^*.
\]

**Remark 1.2.** Let us give a few remarks on the statement.

- For any \( t > 0 \), we may define the index \( p(t) = \sup \{0 < q : \omega(t) \in W^{1,q}(\mathbb{T}^2)\} \). While the statement of Theorem 1.1 does not exclude the possibility that \( p(t) \) jumps downwards in time, this behavior is impossible due to the bound given in Proposition 2.2. Hence, for the data \( \omega_0 \) given in Theorem 1.1, the index \( p(t) \) is continuous in time and satisfies \( p(t) < p_0 \) for any \( t \in (0, T^*) \).
- In terms of the velocity, Theorem 1.1 says that (1.3) occurs at least for a small interval of time with \( u_0 \in W^{2,p}(\mathbb{T}^2) \) with \( p^* < p < 2 \).
- The restriction \( p^* < p_0 \) should be technical but it could take significant work to remove it; we shall see in the proof that \( p^* \) depends only on the constant \( C \) in Lemma 3.2.
- Our data can be localized to any small ball and hence the specific choice of domain \( \mathbb{T}^2 \) is not important.

**Organization of the Paper**

The rest of this paper is organized as follows. In Sect. 2, we present several examples and discussions which illustrate delicate nature of Euler equations at low regularity. The proofs are then presented in Sect. 3.

**2. Examples**

We present several examples in order to give a sense of the behavior described in the main results. In 2.1, we recall the well-known construction of Bardos-Titi in three dimensions and make a comparison with our result. Then in 2.2, we present a time-independent vector field which is able to cause the phenomenon of continuous loss of Sobolev regularity for the advected scalar. In the same section we comment on some difficulties in actually using the vector field in the context of the Euler equations.

**2.1. Loss of Regularity in Shear Flows**

Any solution of the 2D Euler equations can be lifted to solutions in 3D (and higher); given \( (u^{2D}, p^{2D}) \) solving (1.1) in \( \mathbb{T}^2 \), define

\[
u(t, x) = (u^{2D}(t, x_1, x_2), u_3(t, x_1, x_2))\]
where \( u_3 \) is any solution to
\[
\partial_t u_3 + u^{2D} \cdot \nabla u_3 = 0.
\]
Then one can see that \( u \) defines a solution to the 3D Euler equations with \( p = p^{2D} \). This is sometime referred to as the \( 2+\frac{1}{2} \)-dimensional flow (see [20]). A special class of \( 2+\frac{1}{2} \)-dimensional flows are given by the following shear flows:
\[
u(t,x) = (u_1(x_2), 0, u_3(x_1 - tu_1(x_2), x_2)).
\]
(2.1)
Note that this defines a solution to the 3D Euler equations in \( T^3 \) with zero pressure for any reasonably smooth functions \( u_1 \) and \( u_3 \) of one variable.\(^1\) The form (2.1) was introduced in a work of DiPerna-Majda [9] to provide an example of weak solution sequence in 3D Euler whose limit is not a solution to 3D Euler. For more applications and references regarding this flow, one can see the illuminating papers of Bardos-Titi [1,2].

**Proposition 2.1** (see [2, Proposition 3.1] and [1, Theorem 2.2]). There exists initial data \( u_0 \in W^{1,p}(T^3) \) with any \( 1 \leq p \) (\( u_0 \in C^\alpha(T^3) \) with any \( 0 < \alpha < 1 \), resp.) of the form
\[
u_0(x) = (u_1(x_2), 0, u_3(x_1, x_2))
\]
such that the corresponding shear flow solution \( \nu(t) \) given in (2.1) does not belong to \( W^{1,p}(T^3) (C^\alpha(T^3), \text{ resp.}) \) for any \( t > 0 \).

**Proof.** We only consider the \( W^{1,p} \)-case with \( 1 \leq p < \infty \). Note that
\[
\| u_0 \|^p_{W^{1,p}} \lesssim \int_0^1 |\partial_2 u_1(x_2)|^p dx_1 + \int_0^1 \int_0^1 |\partial_1 u_3(x_1, x_2)|^p + |\partial_2 u_3(x_1, x_2)|^p dx_1 dx_2
\]
and computing \( \partial_2 \nu(t) \) using (2.1), we obtain that
\[
\| \nu(t) \|^p_{W^{1,p}} \gtrsim -|\partial_2 u_3|_{L^p} + \epsilon^p \int_0^1 \int_0^1 |\partial_2 u_1(x_2)|^p |\partial_2 u_3(x_1, x_2)|^p dx_1 dx_2.
\]
(2.2)
Given the above formula, let us define \( u_1(x_2) = |x_2|^{-\frac{1}{2} + \epsilon} \) for small \( \epsilon > 0 \) near \( x_2 = 0 \) and smooth otherwise. Next, define \( u_3(x_1, x_2) = |x|^{-\frac{1}{2} + \epsilon} \) near \( |x| = 0 \), where \( |x| = \sqrt{x_1^2 + x_2^2} \). Since \( |\partial_2 u_3| \lesssim |x|^{-\frac{1}{2} + \epsilon} \) for \( i = 1, 2 \), it is clear that \( u_0 \in W^{1,p} \). In particular, the first term on the right hand side of (2.2) is bounded. Furthermore, employing polar coordinates (\( r, \theta \)),
\[
\int_0^1 \int_0^1 |\partial_2 u_1(x_2)|^p |\partial_2 u_3(x_1, x_2)|^p dx_1 dx_2 \lesssim \int_0^r r^{-1 + \epsilon p - 2 + \epsilon p} dr = +\infty
\]
for \( \epsilon < p^{-1} \). This finishes the proof. \( \square \)

Note that for solutions of the form (2.1), the integrability index may drop instantaneously at \( t = 0 \) but \( u(t_1) \) and \( u(t_2) \) have the same Sobolev regularity for any \( t_1, t_2 > 0 \). (One can see that \( u(t) \) belongs to at least \( W^{1,\frac{3}{2}}(T^3) \) for any \( t > 0 \).) Similar phenomenon occurs in the scale of \( C^\alpha \) spaces, see [1]. This behavior is very different from continuous loss of integrability that our solutions exhibit. Actually, in two dimensions, conservation of \( \omega \in L^\infty \) prohibits jump of the integrability index, as the following remarkable result due to Elgindli shows:

**Proposition 2.2** (see [11, Lemma 3]). Let \( \omega_0 \in (L^\infty \cap W^{1,p})(T^2) \) with \( 0 < p \leq 2 \). Then, the Yudovich solution corresponding to \( \omega_0 \) satisfies
\[
\| \omega(t) \|_{W^{1,q(t)}} \leq \| \omega_0 \|_{W^{1,p}}
\]
where \( q(t) \) is the solution to the ODE.

\(^1\)For \( u_1 \) and \( u_3 \) belonging to \( L^2(T) \), it can be shown that \( u \) defined in (2.1) is a weak solution to the 3D Euler equations; see [1, Theorem 1.2].
\[ \dot{q}(t) = -C \| \omega_0 \|_{L^\infty} q(t)^2, \quad q(0) = p \]

with some universal constant \( C > 0 \) not depending on \( p \).

### 2.2. Loss of Regularity with the Bahouri–Chemin Background

We shall consider the following vector field \( v \) on the positive quadrant \((\mathbb{R}_+)^2\):

\[
v_1(x_1, x_2) = -x_1 \ln \frac{1}{x_2}, \quad v_2(x_1, x_2) = x_2 \ln \frac{1}{x_2}. \tag{2.3}
\]

This is a toy model for the Bahouri-Chemin velocity field which will be introduced below. Although \( v \) is not exactly divergence free (the divergence satisfies \( \text{div}(v) = -1 \)), one can add \( x_2 \) to \( v_2(x_1, x_2) \) to make it divergence-free. (The resulting flow can be shown to demonstrate the same behavior but computations are more tedious.) We have the following

**Proposition 2.3.** Let \( f_0 \) be the function defined in \((\mathbb{R}_+)^2\) by \( f_0(r, \theta) = \sin(2\theta) \) for \( 0 \leq r < 1 \) in polar coordinates. Then, the solution \( f(t) \) to the transport equation

\[
\begin{cases}
\partial_t f + v \cdot \nabla f = 0, \\
f(t = 0) = f_0
\end{cases}
\]  

satisfies

\[ \| f(t) \|_{W^{1,q(t)}} = +\infty \]  

and

\[ \| f(t) \|_{W^{1,q(t)-\epsilon}} < \infty, \text{ for any } \epsilon > 0 \]  

for all \( t > 0 \), where \( q(t) := 2^{2-\exp(-t)} \).

Before we start the proof, let us observe a convenient lemma which gives a lower bound on the \( W^{1,p} \) norm based on the distance between two level sets.

**Lemma 2.4.** Assume that \( f \in L^\infty(\mathbb{R}^2) \cap \text{Lip}(\mathbb{R}^2 \setminus \{0\}) \) written in polar coordinates satisfies \( f(r, 0) = 0 \) and \( f(r, \theta^*(r)) = 1 \) for all \( 0 < r < r_0 \) with some \( r_0 > 0 \) where \( \theta^*: [0, r_0] \to \mathbb{R}/2\pi\mathbb{Z} \) is a measurable function. Then,

\[ \| \nabla f \|_{L^p}^p \geq c \int_0^{r_0} r^{1-p} (\theta^*(r))^{1-p} dr. \]

**Proof.** The \( L^p \)-norm of \( \nabla f \) is equivalent, up to absolute constants, with

\[ \| \partial_r f \|_{L^p}^p + \| r^{-1} \partial_\theta f \|_{L^p}^p. \]  

(2.7)

Note that for any fixed \( 0 < r < r_0 \),

\[ 1 = f(r, \theta^*(r)) - f(r, 0) = \int_0^{\theta^*(r)} \partial_\theta f(r, \theta') d\theta' \leq |\theta^*(r)|^{1-\frac{1}{p}} \left( \int_0^{2\pi} |\partial_\theta f(r, \theta)|^p d\theta \right)^{\frac{1}{p}}, \]

which gives

\[ \int_0^{2\pi} |\partial_\theta f(r, \theta)|^p d\theta \geq |\theta^*(r)|^{1-p}. \]

Hence

\[ \| \nabla f \|_{L^p}^p \geq c \int_0^{r_0} \int_0^{2\pi} r^{1-p} |\partial_\theta f(r, \theta)|^p d\theta dr \geq c \int_0^{r_0} r^{1-p} (\theta^*(r))^{1-p} dr. \]

\( \square \)
Proof of Proposition 2.3. We fix some $0 < a < 1$ and let $\phi(t) = (\phi_1(t), \phi_2(t))$ be the trajectory of the point $(a, a)$ by the flow generated by $v$. Then, from
\[
\dot{\phi}_2 = \phi_2 \ln \frac{1}{\phi_2},
\]
we have
\[
\ln \frac{1}{\phi_2} = e^{-t} \ln \frac{1}{a}.
\]
Next, from
\[
\dot{\phi}_1 = -\phi_1 \ln \frac{1}{\phi_2} = -\phi_1 e^{-t} \ln \frac{1}{a},
\]
we obtain that
\[
\ln \frac{1}{\phi_1} = (2 - e^{-t}) \ln \frac{1}{a}.
\]
This shows that the image by the flow map $\Phi(t, \cdot)$ of the diagonal segment $\{(a, a) : 0 < a < 1\}$ can be parameterized by
\[
\Gamma(t) := \{(x_1, x_2) : 0 < x_1 < 1\}
\]
for any $t > 0$. (See Fig. 1.) That is, the solution $f$ with initial data $f_0(r, \theta) = \sin(2\theta)$ for $r \leq 1$ satisfies $f(t, \Gamma(t)) \equiv 1$. Since $f(t, (0, x_2)) \equiv 0$ for all $t$, (2.5) follows from a computation similar to the one given in the proof of Lemma 2.4: for any fixed $t > 0$ and $0 < x_2 < 1$,
\[
\int_0^1 |\partial_{x_1} f(x_1, x_2)|^p dx_1 \geq x_2^{-\frac{1}{p-1}(p-1)}, \quad \gamma = \frac{\exp(-t)}{2 - \exp(-t)},
\]
and hence
\[
\int_0^1 \int_0^1 |\partial_{x_1} f(x_1, x_2)|^p dx_1 dx_2 \geq \int_0^1 x_2^{-\frac{1}{p-1}(p-1)} dx_2,
\]
which is integrable if and only if $-\frac{1}{p-1}(p-1) > -1$. We omit the proof of (2.6).

In the explicitly solvable example above, continuous loss of Sobolev regularity occurs from the cusping of a level set for the advected scalar. While it is correct that the velocity corresponding to $\omega_0 = \sin(2\theta)$ has approximately the form (2.3) (cf. Lemma 3.2), the velocity field immediately changes for $t > 0$ in the 2D Euler case, which is a nonlinear problem. Indeed, cusping of the level sets weakens the velocity gradient as some chunk of vorticity moves away from the origin (the integral $I(x)$ in (3.2) is reduced), which at the same time slows down the cusping phenomenon. To illustrate this point, one can simply
compute the 2D Euler velocity gradient corresponding to \( f(t) \) where \( f \) is the solution to (2.4). At the origin (which is the point \( \nabla \nabla^\perp \Delta^{-1} f \) is supposedly most singular),
\[
\partial_x \partial_x \Delta^{-1} f(t, 0) \simeq \frac{c}{t} \int \frac{y_1 y_2}{|y|^4} f_0 \circ \phi(t, y) dy \simeq \frac{c'}{t} \int \frac{y_1 y_2 \phi_1(y)}{|y|^3} \phi_2(y) dy \simeq \frac{c''}{t}
\]
for \( 0 < t \ll 1 \), using that \( \phi_1(t, y) \simeq y_1 y_2^t \) and \( \phi_2(t, y) \simeq y_2^{1-t} \). Hence, the velocity corresponding to \( f \) becomes Lipschitz continuous instantaneously for \( t > 0 \).

It is an interesting problem by itself to determine the behavior of the Yudovich solution with initial data \( \omega_0 \sim \sin(2\theta) \) near the origin. In [10, Section 6.2], a formal nonlinear system which models this behavior was introduced. Roughly speaking, the model equation is obtained by replacing the 2D Euler velocity gradient with the main term \( I(x) \) in (3.2). The formal model is still not explicitly solvable, but it can be reduced to a second order ODE system with time-dependent coefficients. The numerical solution suggests that cusping of level sets occur but the cusps are not algebraic (that is, of the form \( (x_1, x_1^2) \)) but just logarithmic of the form \( (x_1, x_1 (\ln \frac{1}{x_1})^\gamma) \) for some time-dependent \( \gamma \). The corresponding velocity indeed regularizes with time; it can be argued that \( \| \nabla u(t) \|_{L^\infty} \simeq c t^{-1} \) for \( 0 < t \ll 1 \). This does not allow for continuous in time loss of Sobolev regularity for \( \omega \).

Closing this section, let us remark that the situation is simpler when the spatial domain has a boundary. For instance, one can consider instead of \( T^2 \), the domain \( T \times [0, 1] \) which has the exact same Biot-Savart law.\(^2\) We now have that \( f_0 = \cos(\theta) \in W^{1,p}(T \times [-1, 1]) \) for any \( p < 2 \) and that under the flow given in (2.3), \( f(t) \) converges pointwise to \( \text{sgn}(x_1) \). In the context of the 2D Euler equation, this guarantees that the velocity corresponding to \( \omega(t) \) with \( \omega_0 = f_0 \) retains the asymptotic form of (2.3) for all \( t > 0 \). For this reason, a very short proof of Theorem 1.1 in the \( T \times [-1, 1] \)-case can be obtained (see the author’s thesis [15, Corollary 2.2.7]). Alternatively, one can adopt the argument of Zlatos [27] who showed merging of level sets for 2D Euler solutions in the disc.

3. Proof

3.1. Preliminaries

We recall the basic log-Lipschitz estimate for the velocity. For a proof, see [20, 21].

Lemma 3.1. Let \( u = \nabla^\perp \Delta^{-1} \omega \) with \( \omega \in L^\infty(T^2) \). Then, for any \( x, x' \in T^2 \) with \( |x - x'| < 1/2 \),
\[
|u(x) - u(x')| \leq C \| \omega \|_{L^\infty} |x - x'| \ln \left( \frac{1}{|x - x'|} \right) .
\]

The key technical tool is the following lemma (see Kiselev–Sverak [19], Zlatos [26], Elgindi–Jeong [10, 12]), which is in some sense complementary to the previous log-Lipschitz estimate.

Lemma 3.2. Let \( \omega \in L^\infty(T^2) \) be odd with respect to both axes. For any \( x = (x_1, x_2) \) with \( x_1, x_2 \in (0, 1/2] \), we have
\[
(-1)^j \frac{u_j(x)}{x_j} = I(x) + B_j(x)
\]
where
\[
I(x) := \frac{4}{\pi} \int_{[2x_1, 1] \times [2x_2, 1]} \frac{y_1 y_2}{|y|^3} \omega(y) dy
\]
and
\[
|B_j(x)| \leq C \| \omega \|_{L^\infty} \ln \left( 10 + \frac{x_{3-j}}{x_j} \right), \quad j = 1, 2.
\]

\(^2\)Note that any smooth solution on \( T^2 \) can be regarded as a smooth solution on \( T \times [-1, 1] \), but the converse holds only when the solution vanishes at the boundary \( T \times \{0\} \cup \{1\} \).
3.2. Proof of Theorem 1.1

In the proof, we shall take the initial vorticity \( \omega_0 \in L^\infty \) to be non-negative on \([0, 1]^2\) and has odd symmetry with respect to both axes; that is,

\[
\omega_0(x_1, x_2) = -\omega_0(-x_1, x_2) = -\omega_0(x_1, -x_2), \quad x_1, x_2 \in \mathbb{T} = [-1, 1).
\]

The unique solution retains both the sign property and odd symmetry. For this reason, it suffices to specify the solution (and the data) only in the region \([0, 1]^2\). Moreover, we shall normalize \( \|\omega_0\|_{L^\infty} = 1 \).

Our initial data on \([0, 1]^2\) will be even symmetric with respect to \( x_1 = x_2 \), and in the region \( 0 < x_1 < x_2 \), we define using polar coordinates with a small \( \beta > 0 \) to be specified below:

\[
\omega_0(r, \theta) = \chi(r) \begin{cases} 
    r^{-\beta} \theta & 0 < \theta < r^\beta, \\
    1 & r^\beta < \theta.
\end{cases}
\]

Here, \( \chi(r) \) is a smooth cutoff function satisfying \( \chi(r) = 1 \) for \( 0 < r < \frac{1}{2} \). Using (2.7), it is easy to see that \( \omega_0 \in W^{1,p} \) if and only if \( p < 1 + \frac{1}{1+\beta} \). Therefore, we may define \( \beta \) to satisfy \( p_0 = 1 + \frac{1}{1+\beta} \), where \( p_0 < 2 \) is given in the statement of Theorem 1.1.

To begin with, we introduce the flow map: given \( x, \Phi(t, x) \) is defined by the solution to the ODE

\[
\frac{d}{dt} \Phi(t, x) = u(t, \Phi(t, x)), \quad \Phi(0, x) = x.
\]

Now, integrating (3.1) in time, one can obtain the following flow estimate which is valid for \( 0 < t < t_0 \) and \( |x - x'| < \frac{1}{4} \) with some absolute constants \( t_0, c > 0 \):

\[
|x - x'|^{1 + ct} \leq |\Phi(t, x) - \Phi(t, x')| \leq |x - x'|^{1 - ct}
\]

and in particular, by taking \( x' = 0 \),

\[
|x|^{1 + ct} \leq |\Phi(t, x)| \leq |x|^{1 - ct}. \tag{3.5}
\]

We now prove that for \( 0 < t < t_0 \) and \( 0 < r < \delta_0, \omega(t) \equiv 1 \) on the region

\[
\mathcal{A} := \{(r, \theta) : 0 < r < \delta_0, \frac{\pi}{20} < \theta < \frac{\pi}{4}\}
\]

for \( t_0 \) and \( \delta_0 \) taken sufficiently small. In the following we shall take them (in a way depending only on other absolute constants) smaller whenever it becomes necessary. Towards a contradiction, assume that there is a point \( x_0 \in [0, 1]^2 \) with \( \omega_0(x_0) < 1 \) and \( 0 < t < t_0 \) that \( \Phi(t, x_0) \in \mathbb{A} \). For \( \omega_0(x_0) < 1 \), \( x_0 = (r_0, \theta_0) \) (in polar coordinates) should satisfy at least one of the following: (i) \( r_0 > \frac{1}{2} \), (ii) \( \theta_0 < \frac{\pi}{2} - \theta_0 < r_0 \). By arranging \( \delta_0, t_0 \) small, we can exclude the possibility of (i) using (3.5). Now assume (ii) holds. We may further assume that \( r_0 < \sqrt{\delta_0} \) by taking \( t_0 \) smaller if necessary. Writing \( \Phi(t, x_0) = (r(t), \theta(t)) \) in polar coordinates and applying (3.1) with \( x = \Phi(t, x_0) \) and \( x' = (r(t), 0) \),

\[
|u^\theta(t, \Phi(t, x_0))| \leq Cr(t)\theta(t) \ln \left( \frac{1}{r(t)\theta(t)} \right).
\]

Here \( u^\theta = u \cdot e^\theta \) is the angular component of the velocity and we have used that it vanishes on the axes, due to the odd symmetry of \( \omega \). Hence we can bound

\[
\left| \frac{d}{dt} \theta(t) \right| = \frac{|u^\theta(t, \Phi(t, x_0))|}{|\Phi(t, x_0)|} \leq C\theta(t) \ln \left( \frac{1}{r(t)\theta(t)} \right) \leq C\theta(t) \ln \left( \frac{1}{r_0 + ct\theta(t)} \right).
\]

Now we may take \( t_0 \) small that \( 1 + ct < 2 \) for all \( t \leq t_0 \) and then

\[
\frac{d}{dt} \ln \left( \frac{1}{\theta(t)} \right) \geq -C \left( \ln \left( \frac{1}{r_0} \right) + \ln \left( \frac{1}{\theta(t)} \right) \right),
\]
which gives
\[
\ln \left( \frac{1}{\theta(t)} \right) \geq e^{-Ct} \ln \left( \frac{1}{\theta_0} \right) + (e^{-Ct} - 1) \ln \left( \frac{1}{r_0} \right) \geq (1 - Ct) \ln \left( \frac{1}{\theta_0} \right) - Ct \ln \left( \frac{1}{r_0} \right)
\]

\[
\geq (1 - Ct - \frac{Ct}{\beta}) \ln \left( \frac{1}{\theta_0} \right),
\]
where in the last step we have used that \( \theta_0 < r_0^\beta \). Therefore we can guarantee that for all \( t \leq t_0 \) and \( r_0 < \delta_0 \),
\[
\theta(t) \leq \frac{1 - C t (1 + \frac{1}{\beta})}{\theta_0} < r_0^{\beta (1 - C t (1 + \frac{1}{\beta}))} < \frac{\delta_0^{\frac{\beta}{2} (1 - C t (1 + \frac{1}{\beta}))}}{\pi} < \frac{\pi}{20}
\]
by taking \( t_0, \delta_0 \) smaller if necessary. This gives the desired contradiction. The proof that (iii) is impossible can be done similarly.

Let us follow the trajectory of the curve \( \{(r_0, \frac{\pi}{2} - r_0^\beta)_* : 0 < r_0 < \delta_0^4 \} \), on which we can compute that \( \omega_0 \equiv 1 \). Here and in the following, let us use the polar coordinates with notation \( (r, \theta) = (r \cos \theta, r \sin \theta) \). For convenience, let us define
\[
(r(t), \theta(t))_* := \Phi(t, (r_0, \frac{\pi}{2} - r_0^\beta)_*).
\]
We can assume that on \([0, t_0], r(t) < \delta_0^4 \) for any \( r_0 < \delta_0^4 \). Moreover, on the diagonal \( \{(a, a) : a < \delta_0^4 \} \), we may compute that
\[
I(t, (a, a)) = \frac{4}{\pi} \int_{[2a, 1] \times [2a, 1]} \frac{y_1 y_2}{|y|^4} \omega(t, y) dy \
\geq \frac{4}{\pi} \int_{\mathcal{A}_\beta \cap ([2\delta_0^2, 1] \times [2\delta_0^2, 1])} \frac{y_1 y_2}{|y|^4} dy
\geq \frac{c}{\delta_0^2} \ln \frac{1}{\delta_0} - C,
\]
with some constants \( c, C > 0 \), using that \( \mathcal{A}_\beta \cap ([2\delta_0^2, 1] \times [2\delta_0^2, 1]) \) contains the region \( \{(y_1, y_2) : 2\delta_0^2 < y_1 < \delta_0, 2\delta_0^2 < y_2 < y_1 \} \). Hence, for \( \delta_0 > 0 \) sufficiently small, the term \( I(t, (a, a)) \) can “dominate” \( B_j(t, (a, a)) \) for \( j = 1, 2 \) in (3.2). To be precise, taking \( \delta_0 > 0 \) smaller if necessary, it follows from the error estimate (3.4) with \( x = (a, a) \) that
\[
|B_j(t, (a, a))| \leq \frac{1}{10} I(t, (a, a)), \quad j = 1, 2.
\]
This implies that the velocity is pointing northwest on the diagonal, which guarantees in particular that \( \theta(t) > \frac{\pi}{4} \). Now, along the trajectory \( (r(t), \theta(t))_* \), we compute using (3.2) that
\[
\dot{\theta}(t) = \frac{v^\theta(t, (r(t), \theta(t))_*)}{|r(t)|} = \frac{1}{2} \sin(2\theta(t)) (2I + B_1 + B_2)
\geq \sin(2\theta(t)) \left( I(t, (r(t), \theta(t))_*) - C(1 + \ln \frac{1}{\frac{\pi}{2} - \theta(t)}) \right).
\]
Introducing \( \bar{\theta}(t) = \frac{\pi}{2} - \theta(t) \), the above inequality becomes
\[
\dot{\bar{\theta}}(t) \leq -2\bar{\theta}(t) \left( I(t, (r(t), \theta(t))_*) - C(1 + \ln \frac{1}{\frac{\pi}{2} - \theta(t)}) \right).
\] (3.6)
We now estimate \( I(t, (r(t), \theta(t))_*) \) from below, using \( \omega(t) \equiv 1 \) on \( \mathcal{A} \). Note that
\[
\mathcal{A} \cap ([2r(t) \cos(\theta(t)), 1] \times [2r(t) \sin(\theta(t)), 1]) \supset \{(y_1, y_2) : 3r(t) < y_1 < \delta_0, 3r(t) < y_2 < y_1 \}
\]
and using \( r(t) \leq r_0^{-ct} \),
\[
I(t, (r(t), \theta(t))_*) \geq c(1 - ct) \ln \left( \frac{1}{r_0} \right) = \frac{c}{\beta} (1 - ct) \ln \left( \frac{1}{\theta_0} \right)
\]
where the constant $c > 0$ depends on $\delta_0$. Hence, as long as we have
\[
\frac{c}{\beta} (1 - ct) \ln \left( \frac{1}{\theta_0} \right) > 2C (1 + \ln \frac{1}{\theta(t)}) \tag{3.7}
\]
where $C > 0$ is the constant from (3.6), we have
\[
\dot{\theta}(t) \leq -\frac{c}{\beta} (1 - ct) \theta(t) \ln \frac{1}{\theta_0}
\]
for $t \leq t_0$ by taking $t_0$ smaller and therefore
\[
\theta(t) \leq \theta_0^{1 + \frac{\alpha}{\beta}} = r_0^{\beta + ct} \leq (r(t))^{(1 - ct)(\beta + ct)}.
\]
Note that for $\beta > 0$ sufficiently small, (3.7) is satisfied for $t \in [0, t_0]$, again by taking $t_0$ smaller to satisfy $ct \leq ct_0 < \frac{1}{8}$, if necessary. Moreover, $(1 - ct)(\beta + ct) \geq \beta + ct_0 t$ with $c_0 = \frac{\pi}{8}$ if $0 < \beta < \frac{1}{2}$ and $ct_0 < \frac{1}{8}$. Recall that
\[
p_0 = 1 + \frac{1}{1 + \beta} > p^*
\]
and by taking $2 > p^*$ closer to 2, we can guarantee (3.7). Recalling that $\omega(t, \cdot) \equiv 1$ on $(r(t), \frac{\pi}{2} - \theta(t))$ and applying Lemma 2.4 gives that
\[
\omega(t) \notin W^{1, q(t)}(\mathbb{T}^2), \quad q(t) = 1 + \frac{1}{1 + \beta + c_0 t}.
\]
This finishes the proof.

### 3.3. Discussions

Let us close the paper with commenting on related issues that we have not touched upon so far.

**Loss of Regularity with $H^1$ Initial Vorticity.** It is not clear to us whether it is possible for $\omega_0 \in H^1 \cap L^\infty$ to lose $W^{1, p}$ regularity with time. Let us briefly discuss the main difficulty. Note that as a consequence of Lemma 2.4, $\omega_0 \notin H^1(\mathbb{T}^2)$ if $f$ takes on different constant values along two half-lines emanating from the origin. That is, insisting on the odd-odd scenario forces the vorticity to vanish near the origin. A natural choice, which was used in [11] is to take roughly $\omega_0(r, \theta) \sim (\ln \frac{1}{r})^{-\gamma} \sin(2\theta)$. Then one can check that the corresponding velocity gradient satisfies $|\nabla u_0(r, \theta)| \sim (\ln \frac{1}{r})^{-\gamma}$, and even the passive transport with $u_0$ is not strong enough to remove the vorticity from $W^{1, p}$ with any $p < 2$. After the completion of this work, we have learned about an interesting recent paper [7] which proves that (see Theorem 3.1 therein) for $\omega_0 \in H^1 \cap C^0$, we have $\omega(t) \in W^{1, p} \cap W^{\alpha, 2}$ for any $p < 2$ and $\alpha < 1$. That is, continuity (opposed to mere boundedness) of the vorticity makes the situation completely different.

**Loss of Regularity in Negative Hölder Spaces.** Another natural question to ask is whether there exists initial vorticity $\omega_0 \in C^{-\alpha}(\mathbb{T}^2)$ with a solution $\omega(t) \notin C^{-\alpha}(\mathbb{T}^2)$ for $t > 0$. There are serious essential difficulties in proving such a statement; now the initial vorticity is necessarily unbounded and the uniqueness of solution is not guaranteed (see very recent progress in [6,8,14,23,24]). On the other hand, any $L^{p, q}$ norms of the vorticity is preserved for any solution, which makes it hard to lose Hölder regularity.

**Loss of Regularity for Active Scalars.** It will be an interesting problem to extend loss of regularity to active scalar equations, most notably to the case of SQG (surface quasi-geostrophic) equations. In this case, an analogue of Yudovich theorem is not available and therefore one should develop a new strategy.
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