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Abstract—This paper provides a method for obtaining a continuous-time model of a target system in closed-loop from input-output data alone, in the case where no knowledge of the controllers nor excitation signals is available and I/O data may suffer from unknown offsets. The proposed method is based on a fixed-pole observer model, which is a reasonable continuous-time version corresponding to the innovation model in discrete-time and allows the identification of unstable target systems. Furthermore, it is shown that the proposed method can be attributed to a convex optimization problem by fixing the observer poles. The method is within the framework of the stabilized output error method and shares usability advantages such as robustness to noise with complex dynamics and applicability to a wide class of models. The effectiveness of the method is illustrated through numerical examples.

I. INTRODUCTION

System modeling is the foundation of control system design, and among them, closed-loop identification is often necessary for practical use. When the target system is open-loop unstable, closed-loop identification must be performed after stabilizing the system with some feedback. Furthermore, in large-scale networked systems, which have been attracting much attention in recent years, each subsystem must be identified within the network, and closed-loop identification is inevitable because of the presence of feedback from other subsystems. In this case, it is not possible to obtain accurate information on the feedback part. An identification method that does not require any controller information is desirable to deal with such a case. In addition, though most identification methods handle discrete-time models, it is often desired to obtain continuous-time models because they are intuitive to most control engineers and the system parameters are consistent with physical properties.

In the conventional closed-loop identification method within the framework of the Prediction Error Method, various “direct methods” have been developed that do not require any information on the controller (see surveys [1], [2]). In these methods, accurate modeling of the observed noise characteristics is important in general, but it is difficult to accurately model the noise characteristics in the real world due to its complexity. In addition, although it may not be widely recognized, it is not easy to identify open-loop unstable systems [3]. On the other hand, in the framework of subspace identification methods, SSARX [4] and PBSID [5] are well known that do not require controller information and can handle unstable systems. The effectiveness of these methods has also been pointed out in a survey paper [6]. Though they may not work well in the presence of complex colored noise, a method which can overcome such shortcomings has been recently proposed [7]. What these methods have in common is that they employ an observer (or Kalman filter) form called the innovation form, which makes it easy to deal with unstable systems. However, all of these papers discuss discrete-time systems only. Hence, the data sampling time must be chosen very carefully, and we have to convert the obtained discrete-time model into a continuous-time one. Consequently, it is often not easy to obtain an accurate continuous-time model by these methods.

On the other hand, various methods to obtain a continuous-time model directly from input-output data have been actively developed (see [8], [9]). A few papers (e.g., [10], [11]) discuss closed-loop identification, but they cannot handle unstable systems without controller knowledge. One exception is the stabilized output error (OE) method proposed by the authors [12]. The method of [12] is applicable if one can find a controller that stabilizes the target system, where the controller can be different from the original one in the closed-loop. Also, its effectiveness has been demonstrated through various numerical examples. However, it is not clear how to find an appropriate stabilizing controller for the system to be identified.

This paper aims to give a method to directly identify a continuous-time model using only input/output data of a system in an uncertain closed-loop environment. Specifically, we give a method for handling the case where the controller is completely unknown in the stabilized OE method framework and propose a fixed-pole observer model, which is a reasonable continuous-time version corresponding to the innovation model in discrete-time. Furthermore, many variants can be created based on the idea of the proposed method, and here we propose a fixed-pole extended observer model. It can handle time-series data with non-stationary trends, similar to the ARIX and ARIMAX models for discrete-time systems. Finally, the effectiveness of the proposed method will be evaluated through detailed simulation results.

In this paper, for a vector $x$, $x_i$ represents its $i$-th element, and $\mathcal{N}(\mu, \sigma^2)$ denotes the normal distribution with mean $\mu$ and variance $\sigma^2$. 
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II. PROBLEM SETTING

We consider a closed-loop system described by the differential equation
\[ y(t) = P^*(p) (u(t) + w(t)) + \eta(t), \]
\[ u(t) = r_u(t) + K(p) (r_y(t) - y(t)), \]
where \( p \) denotes the time-domain differential operator and \( P^*(p) \) is the rational function of \( p \) which represents the plant to be identified, and \( K(p) \) represents an unknown controller which stabilizes \( P^*(p) \) (see the upper half of Fig. 1). The signals \( u(t) \), \( y(t) \), \( r_u(t) \) and \( r_y(t) \) are the plant input, the plant output measurement, the excitation signal and the reference signal, respectively. \( r_u(t) \) and \( r_y(t) \) may be unknown but are supposed to be rich enough for identification purpose. And \( w(t) \) and \( \eta(t) \) denote the input disturbance and the measurement noise, respectively, which may be colored.

The plant is assumed to belong to a known parametrized set
\[ \mathcal{P} := \{ P(p, \theta) \mid \theta \in \mathbb{R}^n \}, \]
so it is described by \( P^*(p) = P(p, \theta^*) \) for some parameter \( \theta^* \in \mathbb{R}^n \). The I/O data are collected with the sampling time \( h \) and given by
\[ \mathcal{Z} = \{ u(kh), y(kh) \mid k = 0, 1, \cdots , N - 1 \} \]
where \( N \) is the data length.

The sampling time is supposed to be very short (e.g., \( 1 \) ms \( \sim \) 0.01 ms for a system with dynamics on a time scale of 1 s) so that we can capture the continuous-time dynamics precisely in digital implementation.

The problem here is to estimate \( \theta^* \) from the I/O data alone.
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Fig. 1: Data generating system and stabilized output error method

III. STABILIZED OUTPUT ERROR METHODS

As a preliminary, we briefly outline the stabilized OE method framework.

A. Output Error (OE) Method

Most natural way to identify \( P(p, \theta^*) \) based on I/O data would be to employ the plant model described by
\[ \hat{y}(t) = P(p, \theta)u(t), \]
and obtain the parameter estimate \( \hat{\theta} \) via
\[ \hat{\theta} = \arg\min_\theta \sum_{k=0}^{N-1} e^2(hk) \]
where
\[ e(t) := y(t) \hat{y}(t) \]
The lower half of Fig. 1, excluding the virtual controller (in red), corresponds to the calculation of this output error. This is nothing but the output error method. In applications to closed-loop system identification, the estimate is biased by the correlation between \( u \) and noise, but is often acceptable if the signal-to-noise ratio is high and the target plant \( P^* \) is stable. However, when \( P^* \) is unstable, this method does not work well. Because when \( \theta \) takes the desired value \( \theta^* \), the prediction system becomes unstable and the output error \( e(t) \) diverges.

B. Stabilized OE Method

Hence, [12] has proposed the stabilized OE method, which is to employ the following form;
\[ \hat{y}(t) = P(p, \hat{\theta})\hat{u}(t), \quad \hat{u}(t) = u(t) + \hat{K}(p)e(t), \]
and (6), where \( \hat{K}(p) \) is called a virtual controller which stabilizes \( P(p, \theta^*) \). Introduction of the virtual controller with error feedback plays an essential role to handle unstable plants [12]. When \( K(p) \) is known, it has been shown that \( \hat{K}(p) = K(p) \) produces an unbiased plant model. More importantly, this method turns out to be quite insensitive to the discrepancy between \( \hat{K}(p) \) and \( K(p) \) as demonstrated in [12]. One open problem here is how to find an appropriate virtual controller when we have no clue about \( K(p) \) or \( P(p, \theta^*) \).

IV. PROPOSED METHOD

Now, we give a new scheme to solve the above issue. As a variant of the stabilized OE method, we will adopt an observer for \( P(p, \theta) \) instead of the output feedback virtual controller \( \hat{K}(p) \).

A. Fixed-pole observer model

Let \( A(\theta) \in \mathbb{R}^{n \times n} \), \( B(\theta) \in \mathbb{R}^{n \times 1} \) and \( C(\theta) \in \mathbb{R}^{1 \times n} \) be matrices of a minimal state space representation, and \( a(p, \theta) \) and \( b(p, \theta) \) be the denominator and the numerator of \( P(p, \theta) \), namely,
\[ P(p, \theta) = C(\theta) (pI - A(\theta))^{-1} B(\theta) = \frac{b(p, \theta)}{a(p, \theta)}. \]
Without loss of generality, the denominator is assumed to be monic, so
\[ a(p, \theta) = |pI - A(\theta)| \]
holds, where $| \cdot |$ denotes the determinant of the matrix. In order to stabilize $P(p, \theta)$, we will employ a virtual controller, which feedback $e(t)$ to the model state $\hat{x}$ and forms the observer

$$\dot{\hat{x}}(t) = A(\theta)\hat{x}(t) + B(\theta)u(t) + \hat{K}_f(\theta)e(t)$$  \hspace{1cm} (10a)
$$\dot{\hat{y}}(t) = C(\theta)\hat{x}(t)$$  \hspace{1cm} (10b)
$$e(t) = y(t) - \hat{y}(t).$$  \hspace{1cm} (10c)

First, we will derive the I/O relation between $e(t)$ and \{u(t), y(t)\}. From the above equations, we have

$$e(t) = G_{cy}(p, \theta)y(t) - G_{eu}(p, \theta)u(t)$$  \hspace{1cm} (11)
$$G_{cy}(p, \theta) := (1 - C(\theta)(pI - A(\theta) + \hat{K}_f(\theta)C(\theta))^{-1}\hat{K}_f(\theta)$$  \hspace{1cm} (12)
$$G_{eu}(p, \theta) := C(\theta)(pI - A(\theta) + \hat{K}_f(\theta)C(\theta))^{-1}B(\theta).$$  \hspace{1cm} (13)

The denominator of $G_{cy}(p, \theta)$ is given by

$$\phi(s, \theta) = |sI - A(\theta) + \hat{K}_f(\theta)C(\theta)|$$  \hspace{1cm} (14)

which is also the denominator $G_{eu}(p, \theta)$. On the other hand, the numerator of $G_{cy}(p, \theta)$ turns out to be $a(p, \theta)$. Because its inverse is given by

$$G_{cy}^{-1}(s, \theta) = 1 + C(\theta)(sI - A(\theta))^{-1}\hat{K}_f(\theta)$$  \hspace{1cm} (15)

and the denominator of the above is $a(p, \theta)$. While, it is known that $G_{cy}(p, \theta)$ and $P(p, \theta)$ share the same numerator $b(p, \theta)$, because the poles of $P(p, \theta)$ can be changed but the zeros are not affected by the observer gain. Hence, we obtain

$$e(t) = \frac{a(s, \theta)}{\phi(s, \theta)}y(t) - \frac{b(s, \theta)}{\phi(s, \theta)}u(t).$$  \hspace{1cm} (16)

Based on the above observations, we propose to use the observer (10) with the gain $\hat{K}_f(\theta)$ satisfying

$$\phi(p, \theta) = \phi^*(p) := \prod_{i=1}^{n}(p - \lambda_i), \quad \lambda_i \in p_{ob}$$  \hspace{1cm} (17)

where $p_{ob}$ denotes the set of desired poles which are chosen by the user. Then, calculate $\theta$ from (5).

There are two important points. One is that we can always stabilize $P(p, \theta)$ regardless of the value of $\theta$, because the observer gain is not fixed but can vary according to $\theta$. This is a big leap from using fixed virtual controllers in [12]. The other is that the output error $e(t)$ is affine in $\theta$ from (16) and (17) as long as $a(p, \theta)$ and $b(p, \theta)$ are affine in $\theta$. In this case, the optimization problem (5) is convex. This is a big advantage.

Remark 1: A straightforward approach is to search for $\hat{K}_f$ simultaneously with $\theta$ by minimizing the output error (5). In fact, the above observer model (with parameters $\hat{K}_f$ and $\theta$) in discrete-time is called the innovation model, and the optimization of (5) over both $\hat{K}_f$ and $\theta$ yields the Kalman filter. However, for the continuous-time model, there is a trivial solution that takes $\hat{K}_f$ extremely large and makes $e(t) \rightarrow 0$ regardless of $\theta$, and this approach does not work.

B. Fixed-pole extended observer model

While there are many possible variations on how to provide stability, we introduce one noteworthy and useful variant.

Here we configure the virtual controller as follows so that the prediction system is an extended observer

$$\dot{\hat{x}}(t) = A(\theta)\hat{x}(t) + B(\theta)(u(t) + d(t)) + \hat{K}_f(\theta)e(t)$$  \hspace{1cm} (18a)
$$d(t) = \hat{K}_d(\theta)e(t)$$  \hspace{1cm} (18b)

along with (10b) and (10c). Here, $d(t)$ is introduced as an input correction term and $\hat{K}_d \in \mathbb{R}$ is the corresponding observer gain. From the above,

$$e(t) = G_{cy}(p, \theta)y(t) - G_{eu}(p, \theta)(u(t) + d(t))$$  \hspace{1cm} (19)
$$d(t) = \hat{K}_d(\theta)e(t)$$  \hspace{1cm} (20)

hold. With aid of (11) and (16), we have

$$e(t) = \frac{a(p, \theta)p}{\phi_{ext}(p, \theta)}y(t) - \frac{b(p, \theta)p}{\phi_{ext}(p, \theta)}u(t)$$  \hspace{1cm} (21)
$$\phi_{ext}(p, \theta) := \phi_{ext}(p) + \hat{K}_d(\theta)b(s, \theta)$$  \hspace{1cm} (22)

By choosing the observer gain $[\hat{K}_f(\theta)^T, \hat{K}_d(\theta)^T]^T$ so that

$$\phi_{ext}(p, \theta) = \phi_{ext}^*(p) = \prod_{i=1}^{n}(p - \lambda_i), \quad \lambda_i \in p_{ob}$$  \hspace{1cm} (23)

holds, the optimization problem (5) becomes convex again. Since the extended observer corresponds to the observer for an augmented system $\frac{1}{p}P(p, \theta)$, we can always find such an observer gain satisfying (23) provided $P(p, \theta)$ does not have a zero at the origin. Note that from (21), its is easy to see that the effect of unknown offset in both $y(t)$ and $u(t)$ vanishes asymptotically because of the differential operator $\frac{1}{p}$ in both numerators. The use of this model is illustrated through examples in the next section.

V. SIMULATION

In this section, two numerical examples are shown to demonstrate the effectiveness of the proposed method. In the examples, 100 trials based on different random noise realizations are performed to see the statistics of the results. The Levenberg-Marquardt method, implemented in MATLAB as lsqnonlin function was used in the optimization required by the proposed method.

A. Identification in closed-loop systems with unknown controller

The first example is the closed-loop identification of an unstable plant and is based on the model of the actual magnetic levitation system in [13]. The data generating system is as shown in Fig. 1, and the systems are as follows:

$$P(p, \theta) = \frac{\theta_4}{p^3 + \theta_1 p^2 + \theta_2 p + \theta_3},$$  \hspace{1cm} (24)
$$\theta^* = [13.33, -494.4, -6593, 7148]^T,$$  \hspace{1cm} (25)
$$K(p) = \frac{1.197 \times 10^5(p + 9.294)(p + 13.99)(p + 20.9)}{(p + 399.9)(p + 0.1)(p + 121.5)^2 + 141.1^2}. $$  \hspace{1cm} (26)
An example of input/output data is shown in Fig. 2 as blue lines. Here, the excitation signal is a square wave with a 0.5 s period applied to \( r_y \). The input/output data in the third period, when the effect of the initial state disappears, is used for system identification, and 5000 (= \( N \)) data are sampled at intervals of 0.1 ms (= \( h \)).

The disturbance \( w(t) \) and the measurement noise \( \eta(t) \) are zero-order hold signals of random numbers sampled every 0.1 ms from \( N(0, 0.5^2) \), respectively. To visualize the signal-to-noise ratio, the noise-free signals are shown as red lines in Fig. 2.

Well-established methods for the closed-loop identification problem of such unstable systems include prediction error methods based on discrete-time prediction models such as ARX, ARMAX, and Box-Jenkins models\(^1\). However, the system identification based on discrete-time models is prone to failure if the sampling interval and the dynamics of the target system do not match [14]. This problem is especially likely to occur in closed-loop system identification, where the sampling interval is often selected based on the requirements of the control system design. For reference, the results based on the ARMAX model, which worked best among ARX, ARMAX, and Box-Jenkins models, are shown in Fig. 3(a). In the figure, the frequency response of the target system is shown by the red line, and the blue lines show the characteristics of the model obtained over 100 trials based on different realizations of noise, respectively. This result was obtained with the \texttt{armax} function of the MATLAB System Identification Toolbox, and although the choice of model order and other settings were adjusted to obtain the best results, the results are not good. As seen in this example, there are a wide range of situations where system identification based on discrete-time predictive models is difficult.

\[^1\]Another possible model will be error-in-variables model, but it has not been tried here.

In the case where the controller is not known at all, the method proposed in this paper can be applied. Fig. 3(b) shows the results for a fixed-pole observer model with \( \mathbf{p}_{ob} = \{-3, -3 \pm i\} \), they are quite good. For comparison, we performed the identification by using the stabilized OE with \( \hat{K}(p) = K(p) \), where \( K(p) \) is assumed to be perfectly known. The results are almost the same as Fig. 3(b), though the estimated bode plots are omitted here due to the space limitation.

Instead, the statistics of the parameter estimates over 100 trials are as shown in Fig. 4, where the red bar shows the median and the blue rectangles show the area between the upper quarter and the lower quarter. The bias in the estimates is acceptable compared to the case where \( K(p) \) is completely known.

Also, in this example, the estimate is not very sensitive to the arrangement of the poles. For example, changing the real part of the poles in \( \mathbf{p}_{ob} \) that is set to −3 from −0.1 to −10
This example suggests that the proposed method is effective for the problem of continuous-time system identification in a closed-loop with unknown controllers, for which no promising method is known. The computation time is about 10 seconds for each trial on one AMD Zen 2 core.

**VI. CONCLUSIONS**

This paper has discussed closed-loop identification to obtain a continuous-time model from I/O data alone and proposed a new method. The method uses a new continuous-time prediction model named pole-fixed observer, which is a reasonable continuous-time version of the innovation model in discrete-time systems. The proposed method is also a variant of the stabilized output error method which stabilizes the prediction model by a virtual controller, and has good usability features in common with the popular output error method, such as robustness to noise with complex dynamics and applicability to a wide class of models. An important feature of the proposed method is its applicability to unstable plants in closed-loop without any knowledge of controllers, for which no promising method is yet known. In addition, it is shown that the proposed method is a convex
optimization problem. Since the continuous-time model has advantages such as freedom in selecting sampling intervals and easy access to physical knowledge, it is significant that this type of system identification can be performed based on a continuous-time model. While there may be many useful variants of virtual controllers that stabilize the predictive model, we present here a case for constructing a fixed-pole expanded observer that can deal with data with non-stationary trends.

Future work includes pursuing further variations of the virtual controller and validating the idea of the proposed method in nonlinear system identification.
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