Augmented reality in medical education: students’ experiences and learning outcomes
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ABSTRACT
Augmented reality (AR) is a relatively new technology that allows for digitally generated three-dimensional representations to be integrated with real environmental stimuli. AR can make use of smart phones, tablets, or other devices to achieve a highly stimulating learning environment and hands-on immersive experience. The use of AR in industry is becoming widespread with applications being developed for use not just for entertainment and gaming but also healthcare, retail and marketing, education, military, travel and tourism, automotive industry, manufacturing, architecture, and engineering. Due to the distinct learning advantages that AR offers, such as remote learning and interactive simulations, AR-based teaching programs are also increasingly being adopted within medical schools across the world. These advantages are further highlighted by the current COVID-19 pandemic, which has caused an even greater shift towards online learning. In this review, we investigate the use of AR in medical training/education and its effect on students’ experiences and learning outcomes. This includes the main goals of AR-based learning, such as to simplify the delivery and enhance the comprehension of complex information. We also describe how AR can enhance the experiences of medical students, by improving knowledge and understanding, practical skills and social skills. These concepts are discussed within the context of specific AR medical training programs, such as HoloHuman, OculAR SIM, and HoloPatient. Finally, we discuss the challenges of AR in learning and teaching and propose future directions for the use of this technology in medical education.

Introduction
Augmented reality (AR), a type of mixed reality, is a real-world based experience that is enhanced by digital objects or information. Barsom, Graafland & Schijven (2016) describe augmented reality as “… an interactive virtual layer on top of reality”. Practically, this is usually achieved via a head-set or tablet-style devise (including smart phones) in which the digital object is created and is surrounded by the real environment. In addition to visual digital stimuli, enhancement of reality in education can be also achieved by introducing auditory, haptic (touch), and even olfactory information or feedback [1]. By presenting only partial augmentations of the real environment, this mixed reality allows to precisely control the level of exposure carefully shaping the learning experience. This is different from virtual reality (VR), in which the entire environment is digitally created. However, both AR and VR sit at different ends of the mixed reality continuum, which was acknowledged over 25 years ago when this field was first emerging [2].

AR is a rapidly developing technology. Due to its flexibility in integrating physical and virtual environments, AR-based programs are increasingly used in education, including medical education and training. The use of this technology provides various means of delivering learning content and enhancing students’ experiences.

Brief history of augmented reality use in medical education
Due to the advantages that AR technology offers, several programs have been successfully implemented in the field of medicine. Broadly, these can be categorised into two subgroups. The first involves treatment programs which help patients and/or practitioners within a hospital or clinical setting, such as therapies, rehabilitation, or surgical procedures. The second includes training programs which are instead designed to aid teaching and learning outcomes within the academic university setting [1]. This review will focus on the latter of these two categories, and will explore how they have taken advantage of key features of this technology to develop or improve knowledge, learning, and skill outcomes.

CONTACT Craig Smith craig.smith@deakin.edu.au School of Medicine, Institute for Innovation in Mental and Physical Health and Clinical Translation, Deakin University, Australia

© 2021 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Before the use of computers in medical education, text-books, lectures, cadavers, anatomical models and live patients were some of the only pedagogical tools available. Basic computer-assisted anatomy programs started to appear in the early 1990s [3,4], and were often accompanied with multimedia approaches such as the ‘Slice Of Life’ videodiscs that served as a visual anatomy encyclopaedia [5]. Continuing advancements in hardware allowed for presentation software such as Microsoft PowerPoint to mostly replace blackboards and overhead projections in the 1990s [6], while the World Wide Web made the Visible Human Project [7] and similar programs like the Visible Embryo Project [8] possible. The mid-1990s also saw the use of computer-based stereoscopy, in which slightly offset two dimensional images are displayed in each eye to give the illusion of three dimensional depth [9]. Although the first head-mounted display was developed in the late 1960s [10], the adoption of VR within medical education has required more recent technological advancements such as the availability of modern head-mounted displays including Google Glass, Microsoft HoloLens, Oculus Rift VR, and the Samsung Gear VR [11]. AR has also benefited from recent advancements in handheld smartphone and tablet devices, which not only improve the power of such programs, but also expand their accessibility out of traditional learning spaces and into the hands of the learner [12]. This feature of AR has become particularly important during the current COVID-19 pandemic, which caused restricted face-to-face access to many university and other learning spaces [13].

Materials and methods

In this narrative review, we conducted an extensive literature review using searches within the following databases: PubMed, Google Scholar, and Scopus. Keywords including ‘Augmented reality’, ‘Medical education’, ‘Students experiences’, and ‘Learning outcomes’ were used to search for articles published in English, and those from the last 10 years were favoured. As this was not a systematic review, author discretion was used in selecting appropriateness, and a wider scope of topics is addressed (for an example of a systematic review that addresses a more narrow subject topic within this area, see [14]). We also conducted a complimentary search of the reference lists of key articles.

Results

Enhancement of student experiences and learning outcomes with AR-based medical programs

AR-based training provides a vast potential to effectively and efficiently prepare medical professionals for the real world of practice [15]. Along with offering a safe educational environment and addressing specific professional skills, AR programs for learning in medicine are employed to enhance learners’ experiences, as described by Salehahmadi and Hajialiaghar [16] (Figure 1).

AR learning is commonly associated with highly positive subjective personal experiences, and can be fun and interesting to use. It is for similar reasons that AR games such as Pokemon Go have been so successful [17]. Moreover, AR can enhance learning delivery, presentation and the utilisation of sensory systems, which are three crucial elements of Mayer’s cognitive theory of multimedia learning [18]. Due to the high level of digital literacy common amongst University students and their familiarity with using tablets and smartphones, students often report that they feel confident with adopting AR alternatives to

---

**Figure 1.** The main goals of augmented reality in medical education [16].
traditional learning approaches, such as flashcards [19]. The ability to use devices that students already own also facilitates self-paced learning, and non-headset VR programs are less likely to cause adverse effects compared to VR while still achieving similar learning benefits. For example, Moro and colleagues showed that an AR structural anatomy program ran on a tablet achieved similar learning outcomes (e.g., anatomical knowledge test results) compared to a headset VR equivalent. Importantly however, the AR tablet version was less prone to adverse effects including general discomfort, headache, dizziness, nausea and disorientation, and was also less likely to cause eye-related problems such as blurred vision [20].

Due to the ability of AR-based learning to support students’ experiences, not surprisingly, this can also translate into improved learning outcomes [1]. Students who successfully complete learning activities enhanced by AR programs are more likely to achieve both enhanced theoretical knowledge and practical skills. AR-based learning boosts outcomes in several main aspects of training, including professional knowledge, cognitive and practical skills, social skills, innovation, competence, and creativity [21]. Here, we focus on the effect of AR-based programs on students’ experience and learning outcomes in relation to the following three domains of impact: knowledge and understanding, practical skills, and social skills (Figure 2).

**AR enhancement of knowledge and understanding**

Medical education is associated with an enormous amount of information pertaining to human anatomy and bodily function [22]. Learning this information has been greatly aided with the development of a plethora of digital programs, for example ‘virtual cadavers’ (Figure 3). Rather than being accessed via a traditional computer mouse, keyboard and screen, AR is able to enhance the way in which medical students interact with digital anatomical representation at all angles, providing a more immersive experience that ultimately aids knowledge and understanding [23].

An important advantage of such programs is that they allow easy manipulation of the digital subject, so that spatial inter-relationships can be identified and explored in three-dimensional space. In regards to anatomy, this for example allows for complicated branching nerve and blood vessel paths to be examined in isolation, which is difficult to do with traditional cadavers as these structures lose shape if dissected away from the surrounding tissue that supports them. Learning the names for the multitude of anatomical structures is also aided by the ability to select regions/structures of interest, and access a range of other information pertaining to them [24].

In addition to pure anatomy, understanding how anatomy relates to function is a particularly important aspect of medical education. This is aided by the ease at which different anatomical structures can be added and removed from the digital subject, such as muscles or underlying skeletal structure including muscle attachment sites. Furthermore, many AR (and VR) anatomy programs include functional features where specific muscles can be flexed, in order to observe the resulting movement that they control [25]. This is especially beneficial for understanding complex systems involving multiple muscle groups such as eye movement, which can be accessed easily at the student desk or at home (Figure 4). Another advantage, is that human cadavers and physical models can only logistically represent a limited number of diseased pathologies, and the true range of individual variation is often poorly encapsulated within any given medical school. In contrast, multiple pathologies and subtle anatomical variations can be easily added to virtual representations [26].
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*Figure 2. Three main domains of medical student experiences and learning outcomes that are enhanced by AR-based programs.*
AR enhancement of practical skills

It is an expectation that medicine graduates have inculcated not only extensive and in-depth knowledge about the human body, diseases and associated procedures, but also communication skills, physical examination skills, practical skills and clinical skills. While the current medical pedagogy and curriculum are undoubtedly delivering competency-based medical and healthcare professionals, there is still room for improvement in terms of their practical and surgical skills training; and face-to-face patient care and treatment is often limited or lacking. Clinical placements have significantly improved the students’ practical skills, but a lack of extensive hands-on training can often hamper their ability to master these procedures [27]. Physical models often help fill this gap, and these are increasingly becoming highly sophisticated and effective. For example, a study conducted in the Medical School of the University of South Carolina used a Cardiopulmonary Patient Simulator called Harvey (i.e., a highly sophisticated manikin), and found that students who were trained for cardiac examination skills using the simulator performed better (on examinations including the USMLE and MCAT) than those trained on standardized manikins or patient models [28]. However, models such as these can be expensive, and the implementation of new resources to improve practical skills is warranted [29].

AR is beginning to make an important contribution to this overall goal, and several cohort studies that confirmed that teaching practical procedures such as surgery using AR-based tools contributes to improvements and practical competence in medical teaching and training. These programs can also often aid the performance of the actual surgical procedure itself, and can overlay patient-specific anatomical information obtained from imaging scans, such as in spinal surgeries [30,31]. Transrectal prostate biopsy practice and training can also be aided by this technology, to help control robot-assisted apparatus [32]. Multiple AR-based programs are already used for kidney surgery and training (and several more are likely to be soon adopted), including those to aid patient education [33,34]. Wolf et al describe the recent development of an AR program using Microsoft HoloLens 2, for training the surgical procedure of extracorporeal membrane oxygenation cannulation. Compared to conventional training, medical students that received the AR version exhibited a higher level of learning and made fewer procedural errors [35]. Another platform has been developed by Nagayo and colleagues for open surgery training. The movement of surgical instruments and patient anatomy during actual procedures was first captured, and then reconstructed within an AR program. Trainees are able to manipulate their view to obtain optimal visual angles, and can pause/rewind the procedure in order to focus on particular stages. Students can also engage in self-practice by manipulating surgical instruments [36].

Figure 3. The AR app ‘HoloHuman’ showing a virtual cadaver placed on a real examination table. The moderator (shown) is able to interact with the model and user interface through the use of a HoloLens headset. Structures, organs and systems can be examined individually or in combination and are fully supported by visual narrative and digital dissection tools (image courtesy of 3D4 Medical from Elsevier, 2020; https://3d4medical.com/apps/holohuman).
In addition to AR, VR-based programs are also prominently used to improve practical skills and the performance of surgical techniques. For example, Stanford University introduced the Neurosurgical Simulation and Virtual Reality Center in 2016, which provides medical graduates to explore the structure of the brain and train them to operate [37]. The system has been designed from MRI and CT scans of real patients, offering trainees with an opportunity they would only otherwise get while in the surgery room. They are also able to investigate and operate on a multitude of neurological cases and on virtual cadavers, providing them a real-time experience of the surgical room and how to work under stress and pressure, while being efficient and skilled. Psychomotor skills of surgeons are considered key during laparoscopic procedures, and several programs have been available for a decade or more. For example, a study conducted on surgeons to evaluate the benefits of the Minimally Invasive Surgical Trainer Virtual Reality (MISTVR) tool indicates that it polishes their surgical skills [38]. MISTVR offers the added benefits of providing valuable feedback to the trainee students, including parameters such as their handling of the surgical equipment, the duration of the procedure, and possible errors that could have been avoided during the virtual surgery. Several simulation-based platforms for teaching colonoscopy to healthcare professional are also available, such as GI Mentor™ and EndoVR™ (CAE Healthcare, the old AccuTouch®, Immersion) [39]. Hysteroscopy has also been taught for many years using a VR-platform called EssureSim, which has been found to contribute to improved precision amongst the trainees [40]. More recently, VR training was found to be more effective than the standard guide passive learning tool for teaching a complicated tibial shaft fracture surgical technique [41].

Figure 4. The OculAR SIM AR program to aid optometry students (available on multiple devices, such as tablets and smartphones, subject to licensing conditions). Image courtesy of Apperition (www.apperition.com/deakin-university/), and Peter Bright, School of Medicine, Deakin University.
AR enhancement of social skills

Medical training involves extensive learning about social interactions and human behaviour, as future practitioners are expected to perform their duties across a vast spectrum of health care settings. AR provides a unique opportunity to prepare the trainees for complex social situations in a controlled and managed environment. Moreover, AR supports development of inter-professional competencies that are critical for healthcare professionals. Although commonly AR medical training has been viewed as mainly a way to increase knowledge and practical skills, it also provides valuable scenarios to support work-related social skills [42].

Several studies that evaluated the impact of AR in medical training on student experience and learning outcomes assessed inter-professional social competencies, focusing mainly on communication and teamwork. For example, one randomised study of 34 medical residents showed that training in a simulated setting to use endoscopy equipped trainees with better communication skills compared to students who underwent self-regulated learning [43]. Another study investigated endovascular and human factor skills by simulating a crisis scenario that required endovascular ruptured aortic aneurysm repair. The simulation was evaluated by 22 participants with maximum scores for enhancing teamwork and patient safety, with a close second for enhancing team’s communication skills [44].

Some medical students evaluated non-technical skills (stress management such as music in an operating theatre) added to AR training as somewhat destructive and adding to their perceived difficulties in mastering technical skills [45]. However, when a similar stress management situation (telephone calls during a procedure) was tested amongst 19 junior surgeons, the training value of such stimulation was given a mean score of 4.7 out of 5.0. Furthermore, the study results showed that destructive and critical scenarios hinder the objective performance of the surgeons, suggesting these as a valuable addition to training [46].

Another interesting study that showed the value of AR in critical medical training was conducted to prepare operating room clinicians (surgeons, anesthesiologists and nurses) to an event of an operating room fire. Forty-nine participants with a range of clinical experience completed simulation with over two thirds (67%) indicating the preference for AR-based training compared to textbook method [47].

Overall, despite the great potential of AR-based programs to deliver complex and highly precise training that focuses on social skills building in a vast range of situations, the current evaluation of these in the literature is lacking. A recent systematic review concluded that although simulation-based training in health education is gaining momentum, limited systematic research has been conducted to measure the impact of these on students’ learning outcomes. The majority of the undertaken research to date assessed feasibility and face validity [42]. This outcome shows that although some limited studies indicated great usability of AR training to improve a range of social skills, further comparative investigations are required to evaluate how these could be integrated into the world of virtual medical training.

Discussion

Challenges and future directions

Since the first use of AR platforms in orthopaedic diseases, the adoption of this technology in medical education has progressed significantly. One of the major challenges faced by the higher education sector is the cost of designing these interactive platforms [48]. This coupled to the lack of availability of resources to meet the needs of growing student numbers impedes their utilization in medical education. Making this digital technology equitable and accessible to all students is the biggest hurdle faced by educators. Another criticism in the use of AR in teaching is the limited hardware that is needed, in addition to the growing problem of social isolation associated with digital learning [49,50]. Nevertheless, these new digital platforms have enabled educators to push the boundaries of traditional pedagogies to create a student-centric, engaging and enriching the learning experience for the students.

With the advancements in the field, a major next step has been postulated to be the adaptation of AR textbooks in medical education, which is an idea that was proposed almost a decade ago [51]. In this proposal, Yuen (2011) eloquently described how AR books would allow students to transport themselves into a scenario/situation and learn by immersing themselves in the experience. While the subsequent years have seen these books being slowly prescribed in the curriculum at the school level, their incorporation in teaching healthcare and medicine-based courses in higher education is still in its infancy [52,53]. However, continued advancements in this direction could be extremely useful when students are learning about topics including human anatomy and physiology. The ability to read and visualize content such as brain function and nerve impulses (to quote one example) will assist with retention and deeper understanding of the physiology of the human body. When considering the ability of AR designs to allow multiple users to interact in the same platform, this will help tackle the issue of isolation that these AR platforms may create for learners. It is believed
that these AR-interfaced books can offer a respite to students from stagnant and dull text-only based learning material that traditional textbooks offer, making them an exciting tool for both students and educators.

Mobile learning (m-learning) and wearable technology is a relatively new digital learning platform, that has enormous potential. AR-based learning software could be provided on students’ personal devices such as mobiles, iPads and tablet computers, or on wearable items such as smart watches, which would make the adaptation of this technology in medical education far more acceptable and cheaper [54,55]. One example of this concept is the use of Google Glass [56] at the University of California, Irvine School of Medicine, in their anatomy courses and hospital rotations [57]. Google Glass offers the ease and flexibility of accessing course content and patient-related information in a hands-free format, at the same time allowing users to communicate via voice command. Another wearable technology that can be potentially used in teaching is the use of monitors that can record the health of patients, which is communicated to the smart device of the students, which allows students to detect a disease. For example, The University of Michigan is developing a vapour sensor that can help monitor the health of patients with diabetes and lung disease [58]. The use of virtual patients and case scenarios during problem-based learning sessions is another approach that may be highly beneficial in medical teaching (Figure 5).

Other important potential future uses for AR-based medical education include teaching programs for individuals with reading disabilities (a barrier to traditional textbook-based learning), and in remote learning contexts to transport the user into a virtual space anywhere an internet connection can be made. As AR technologies progress, making these technologies affordable will be a key focus. Collaborations between companies, universities and increased funding for this sector will pave way for newer AR/VR platforms in medical teaching. A classic example is the Medical Virtuality Lab designed by University of Southern California, Institute for Creative Technologies [59]. The primary aim of this institute is to bring individuals and experts from the film and game industry together with computer and social scientists to create and design the platforms for use in healthcare education and training.

The field of AR offers opportunities for educators in the field of medical education to create a rich and engaging curriculum, offering students the opportunity to not only learn but experience the learning content/material as well. The disruption to traditional classroom teaching due to COVID-19 has led to a rapid adaptation of digital teaching tools globally, highlighting the importance of digital technologies, including AR to ensure student learning is not hampered. Optimal utilization and continued usage of digital learning tools has the potential to reform the medical education sector.

**Acknowledgments**

We thank 3D4 Medical, Apperition, and GIGXR for the use of images.

**Disclosure statement**

No potential conflict of interest was reported by the author(s).
References

[1] Eckert M, Volmer JS, Friedrich CM, et al. Augmented reality in medicine: systematic and bibliographic review. IMR Mhealth UHealth. 2019;7(4). DOI:10.2196/10967.

[2] Milgram P, Kishino F. A taxonomy of mixed reality visual-displays. IEICE TRANS Inf Syst. 1994;E77d (12):1321–1329.

[3] Vázquez R. Educational strategies applied to the teaching of anatomy. The evolution of resources. Eur J Anat. 2019;11(S1):31–43.

[4] Walsh R, Bohn R. Computer-assisted instructions: a role in teaching human gross anatomy. Med Educ. 1990;24(6):499–506.

[5] Stensaaas SS. Animating the curriculum: integrating multimedia into teaching. Bull Med Libr Assoc. 1994;82(2):133.

[6] Carmichael SW, Pawlina W. Animated powerPoint as a tool to teach anatomy. The Anatomical Record: An Official Publication of the American Association of Anatomists. The Anatomical Record. 2000;261(2):83–88.

[7] Baatz S. Medical science and medical informatics: the visible human project 1986-2000, in the history and heritage of scientific and technological information systems. Proceedings of the 2002 Conference, Medford, Information Today, 2004. New York, USA.

[8] Doyle MD. The visible embryo project: embedded program objects for knowledge access, creation and management through the world wide web. Computerized Med Imaging Graphics. 1996;20(6):423–431.

[9] Trelease RB. The virtual anatomy practical: a stereoscopic 3D interactive multimedia computer examination program. Clinical Anatomy: The Official Journal of the American Association of Clinical Anatomists and the British Association of Clinical Anatomists. Clinical Anatomy (New York). 1998;11(2):89–94.

[10] Sutherland IE. A head-mounted three dimensional display. In Proceedings of the December 9–11, 1968, fall joint computer conference, part I, 1968, San Francisco, California: ACM, p. 757–764.

[11] Rizzo A. Virtual reality exposure therapy for combat-related PTSD, in Post-traumatic stress disorder. Springer, Switzerland; 2009. p. 375–399.

[12] Molnar A. Content type and perceived multimedia quality in mobile learning. Multimed Tools Appl. 2017;76(20):21613–21627.

[13] Salta K. Shift from a traditional to a distance learning environment during the COVID-19 pandemic: university students’ engagement and interactions. Sci Educ (Dordr). 2021;1–30.

[14] Kovoor JG, Gupta AK, Gladman MA, et al. Validity and effectiveness of augmented reality in surgical education: a systematic review. Surgery; 2021. https://www.journals.everec.com/surgery.

[15] Mikhall M, Mithani K, Ibrahim GM, et al. Presurgical and intraoperative augmented reality in neuro-oncologic surgery: clinical experiences and limitations. World Neurosurg. 2019;128:268–276.

[16] Salehahmadi F, Hajialisaghi F. Grand adventure of augmented reality in landscape of surgery. World J Plast Surg. 2019;8(2):135–145.

[17] Ewell PJ. Catching more than pocket monsters: pokémon go’s social and psychological effects on players. J Soc Psychol. 2020;160(2):131–136.

[18] Mayer RE. Applying the science of learning; evidence-based principles for the design of multimedia instruction. Am Psychol. 2008;63(8):760–769.

[19] Sharmin N, Chow AK. Augmented reality application to develop a learning tool for students: transforming cellphones into flashcards. Healthc Inform Res. 2020;26(3):238–242.

[20] Moro C. The effectiveness of and augmented reality in health sciences and medical anatomy. Anat Sci Educ. 2017;10(6):549–559.

[21] Klimova A, Bilyatdinova A, Kasarfov A, et al. Existing teaching practices in augmented reality. Procedia Comput Sci. 2018;136:5–15.

[22] Turney BW. Anatomy in a modern medical curriculum. Ann R Coll Surg Engl. 2007;89(2):104–107.

[23] Trelease RB. From chalkboard, slides, and paper to e-learning: how computing technologies have transformed anatomical sciences education. Anat Sci Educ. 2016;9(6):583–602.

[24] Huang H-M, Rauch U, Liaw -S-S, et al. Investigating learners’ attitudes toward virtual reality learning environments: based on a constructivist approach. Comput Educ. 2010;55(3):1171–1182.

[25] Albabish W, Jadeski L. Virtual reality to teach human anatomy—an interactive and accessible educational tool. FASEB J. 2018;32(S1):635.1.

[26] Sheikh AH. Cadaveric anatomy in the future of medical education: what is the surgeons view? Anat Sci Educ. 2016;9(2):203–208.

[27] Student AM. Core content of the medical school surgical curriculum: Consensus report from the association of surgeons in training (ASIT). Elsevier; 2020.

[28] Kern DH. Simulation-based teaching to improve cardiovascular exam skills performance among third-year medical students. Teach Learn Med. 2011;23(1):15–20.

[29] Fisher RA, Kim S, Dasgupta P, et al. The Future of Surgery, in Digital Surgery. Springer, Switzerland; 2020. p. 419–427.

[30] Ghaediania H. Augmented and virtual reality in spine surgery, current applications and future potentials. Spine J; 2021. https://www.thespinejournalonline.com/content/aims.

[31] Godzik J. “Disruptive Technology” in spine surgery and education: virtual and augmented reality. Oper Neurosurg (Hagerstown). 2021;21(Supplement_1):S85–S93.

[32] Velazco-Garcia JD. Evaluation of how users interface with holographic augmented reality surgical scenes: interactive planning MR-guided prostate biopsies. Int J Med Robot. 2021;e2290.

[33] Esperto F. New technologies for kidney surgery planning 3D, impression, augmented reality 3D, reconstruction: current realities and expectations. Curr Urol Rep. 2021;22(7):35.

[34] Reis G, Yilmaz M, Rambach J. Mixed reality applications in urology: requirements and future potential. Annals of Medicine and Surgery. 2021;66:102394.

[35] Wolf J. Comparing the effectiveness of augmented reality-based and conventional instructions during single ECMO cannulation training. Int J Comput Assist Radiol Surg. 2021;1(7). DOI: 10.1007/s11548-021-02408-y.
[36] Nagayo Y, Saito T, Oyama H, et al. A novel suture training system for open surgery replicating procedures performed by experts using augmented reality. J Med Syst. 2021;45(5):60.

[37] Lanese N New neuroanatomy lab bridges virtual reality. operating room. 2018. Available at: https://med.stanford.edu/news/all-news/2018/03/new-neuroanatomy-lab-bridges-virtual-reality-operating-room.html.

[38] Gallagher AG. Psychomotor skills assessment in practicing surgeons experienced in performing advanced laparoscopic procedures. J Am Coll Surg. 2003;197(3):479–488.

[39] Harpham-Lockyer L. Role of virtual reality simulation in endoscopy training. World J Gastrointest Endosc. 2015;7(18):1287.

[40] Janse JA. A virtual reality simulator for hysteroscopic placement of tubal sterilization micro-inserts: the face and construct validity. Gynecological Surgery. 2013;10(3):181–188.

[41] Blumstein G. Randomized trial of a virtual reality tool to teach surgical technique for tibial shaft fracture intramedullary nailing. J Surg Educ. 2020(4). DOI: 10.1016/j.jsurg.2020.01.002.

[42] Bracq M-S, Michinov E, Jannin P, et al. Virtual reality simulation in nontechnical skills training for healthcare professionals: a systematic review. Simulation in Healthcare. 2019;14(3):188–194.

[43] Grover SC. Impact of a simulation training curriculum on technical and nontechnical skills in colonoscopy: a randomized trial. Gastrointest Endosc. 2015;82(6):1072–1079.

[44] Rudarakanchana N. Endovascular repair of ruptured abdominal aortic aneurysm: technical and team training in an immersive virtual reality environment. Cardiovasc Intervent Radiol. 2014;37(4):920–927.

[45] Sankaranarayanan G. Face and construct validation of a next generation virtual reality (Gen2-VR©) surgical simulator. Surg Endosc. 2016;30(3):979–985.

[46] Wucherer P. Vertebroplasty performance on simulator for 19 surgeons using hierarchical task analysis. IEEE Trans Med Imaging. 2015;34(8):1730–1737.

[47] Dorozhkin D. OR fire virtual training simulator: design and face validity. Surg Endosc. 2017;31(9):3527–3533.

[48] Wu H-K. Current status, opportunities and challenges of augmented reality in education. Comput Educ. 2013;62:41–49.

[49] Maunder RE. Students’ peer relationships and their contribution to university adjustment: the need to belong in the university community. Journal of Further and Higher Education. 2018;42(6):756–768.

[50] Fernandez M. Augmented virtual reality: how to improve education systems. Higher Learning Research Communications. 2017;7(1):15.

[51] Steve Chi-Yin Yuen GYAEJ. Augmented reality: an overview and five directions for AR in education. Journal of Educational Technology Development and Exchange (JETDE). 2011;4(1):11.

[52] Liao T, Chang PF, Lee S, et al. Augmented reality in health and medicine: a review of augmented reality application for health professionals, procedures, and behavioral interventions. Technology and Health. 2020:109–128. Elsevier.

[53] Tang KS. Augmented reality in medical education: a systematic review. Canadian Medical Education Journal. 2020;11(1):e81.

[54] Albrecht U-V. Effects of mobile augmented reality learning compared to textbook learning on medical students: randomized controlled pilot study. J Med Internet Res. 2013;15(8):e182–e182.

[55] Kidd SH, C. H. Mobile Learning Design. In: Churchill D, Lu J, Chiu T, et al., editors. Augmented Learning with Augmented Reality. Singapore: Springer, Lecture Notes in Educational Technology; 2016, pp 97-108.

[56] Johnson L, Adams Becker S, Estrada V, et al. NMC horizon report: 2015 higher education edition. Austin, TX: The New Media Consortium. 2015. Retrieved from http://cdn.nmc.org/media/2015-nmc-horizon-report-HE-EN.pdf.

[57] Robbins G https://www.sandiegouniontribune.com/news/science/sdut-tech-wearables-google-2014may02-story.html#article-copy.

[58] Arbor A https://news.umich.edu/u-m-developing-wearable-tech-for-disease-monitoring/.

[59] Proffitt R. The Institute for Creative Technologies, University of Southern California, Playa Vista, California. http://medrict.usc.edu/.