Numerical solution of singularly perturbed self-adjoint boundary value problem using Galerkin method
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Abstract

This paper presents numerical solution of second order singularly perturbed self-adjoint boundary value problems using weighted residual method of Galerkin type. First, for the given problem, the residue was computed using appropriate approximated basis function which satisfies all the boundary conditions. Then, using the chosen weighting function, integrating the weighted residue over the domain and the given differential equation is transformed to linear systems of algebraic equations. Further, these algebraic equations were solved using Galerkin method. To validate the applicability of the proposed method, two model examples have been considered and solved for different values of perturbation parameter and with different order of basis function. Additionally, convergence of error bounds has been established for the method. As it can be observed from the numerical results, the present method approximates the exact solution very well. Moreover, the present method gives better accuracy when the order of basis function is increased and it also improves the result of the methods existing in the literature.
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1. Introduction

Any differential equation obtained from a given differential equation and having the property that its solution is an integrating factor of the other is known as adjoint differential equation. If the coefficients \( a_0(x), a_1(x) \) and \( a_2(x) \) in the differential equation of the form:

\[
a_0(x)y''(x) + a_1(x)y'(x) + a_2(x)y(x) = 0
\]

are continuous and \( a_0(x) \neq 0 \) with the given domain, the obtained differential equation can be transformed into the equivalent self-adjoint equation of \( (a(x)y'(x))^' + b(x)y(x) = 0 \) for the functions \( a(x) = e^{\int \frac{a_2(x)}{a_0(x)} dx} \) and \( b(x) = \frac{a_2(x)}{a_0(x)} a(x) \).

Singularly perturbed differential equation is a differential equation whose highest order derivative is multiplied by a small positive parameter. A self-adjoint differential equation, whose highest order derivative is multiplied by a small positive
parameter, $\epsilon$ ($0 < \epsilon \ll 1$), which has the form $-\epsilon(a(x)y'(x))' + b(x)y(x) = g(x)$ is called second order self-adjoint singular perturbation problem. A singular perturbation problem is a problem containing a small positive parameter that cannot be approximated by setting the parameter value to zero.

In singularly perturbed differential problem, small positive parameter affecting the highest order derivative(s) of the differential equation which gives rise to large gradients in the solution over narrow regions of the domain. The presence of a small perturbation parameter in the differential equation typically leads to boundary layers in the solution, which makes the convergence analysis very difficult (Yuzbas and Sahin, 2013). As Miller et al., (1996), Boundary layer is a region of the independent variable over which the dependent variable changes rapidly.

Singularly perturbed second order two-point boundary value problem occur very frequently in fluid motion, chemical reactor theory, elasticity, diffusion in polymer, reaction-diffusion equation, control of chaotic system and so on (Kadalbajoo and Kumar, 2008). If the order of singularly perturbed differential equations of the reduced problem is reduced by one then the problem called as convection-diffusion type and if the order is reduced by two it is called reaction-diffusion type. Hence, Second order singularly perturbed self-adjoint ordinary differential equations are types of reaction-diffusion problem. Due to the importance of these problems in real life situations, the need to develop numerical methods for approximating its solution is advantageous. But, numerically solving the singularly perturbed differential equations depends upon the small positive parameters. The solution varies rapidly in some parts of the domain and varies slowly in some other parts of the domain because of the existence of boundary layer. The solution of second order self-adjoint singularly perturbed two point boundary value problem exhibits one or two layers. For solving this problem having two layers, the existing numerical methods give good results when the mesh size $h$ is smaller than the perturbation parameter $\epsilon$ (i.e., $h \leq \epsilon$). But it is expensive and time consuming process (Gelu et al., 2017). If we take $h \geq \epsilon$, the existing numerical methods produce oscillatory solution and pollute the solution in the entire interval, because of boundary layer behavior. As a result, developing numerical methods for solving self-adjoint singular perturbation problems yield consideration of the researches.

Recently, different scholars like Gelu et al., (2016), Gelu et al., (2017) and Edosa and File (2017) have developed a higher (fourth, sixth, eighth and tenth) order compact finite difference method to solve singularly perturbed reaction diffusion problems. These authors’ developed higher order compact finite difference methods, by considering the condition for the coefficients of diffusion and reaction terms are constant only. Thus, even if their methods produce more accurate numerical solution, it is restricted to treat the problems with constant coefficients of diffusion and reaction term. Similarly, Ali et al., (2018) have presented numerical study of self-adjoint singularly perturbed two-point boundary value problems using collocation method with error estimation and other scholars, Asrat et al., (2016) and Zeslassie et al., (2017) have presented fourth and sixth order stable central difference method for solving self-adjoint singularly perturbed two point boundary value problem. As far as the researchers knowledge is concerned, numerical solution of second order self adjoint singularly perturbed boundary value problems via weight residual method of Galerkin type is first being considered and it has the following advantages: It works for both constant and variable coefficient, it is more accurate than the earlier method we listed in our literature and it is conceptually simple, easy to use and readily adaptable for computer implementation for solving singularly perturbed self-adjoint boundary value problems.

Therefore, the purpose of this paper is to formulate weighted residual method of Galerkin type by increasing the order of the basis function which gives more accurate results for solving second order self-adjoint singularly perturbed two point boundary value problems.

2. Mathematical Formulation

Consider the following self-adjoint singularly perturbed equation of the form:

$$-\epsilon \frac{d}{dx} \left( p(x) \frac{dy(x)}{dx} \right) + r(x)y(x) = z(x) \quad \text{for } 0 < x < 1 \quad (1)$$

subject to the boundary conditions: for

$$y(0) = \alpha, \quad y(1) = \beta \quad (2)$$

where $\epsilon$ ($0 < \epsilon \ll 1$), is a small positive perturbation parameter, $p(x), r(x)$ and $z(x)$ are assumed to be sufficiently smooth known functions on $(0,1)$, $\alpha$ and $\beta$ are known parameters.

For the derivation of the scheme, to make general let us consider our entire domain $\Omega = (a,b)$ in the form

$$y_N = \sum_{j=1}^{N} c_j \phi_j(x) + \phi_0(x)$$

$$= \phi_0(x) + c_1 \phi_1 + c_2 \phi_2 + ... + c_N \phi_N \quad (3)$$
where \( c_j \) are constant unknown parameter to be determined and \( \phi_j(x) \) and \( \phi_0(x) \) are basis functions chosen such that the specified boundary conditions of the problem are satisfied by the \( N \) parameter approximate solution \( y_N(x) \). The particular form in Eq.(3) has two parts, one containing the unknowns \( \sum_{j=1}^{N} c_j \phi_j \) which is called the homogeneous part and the other is the non-homogeneous part \( \phi_0(x) \) satisfying the specified boundary conditions of the problem.

To apply the method, we choose the approximation basis function which satisfies the Eq. (2). For a choice of algebraic polynomials:

We assume \( \phi_0(x) = c + dx \) and the two conditions on \( \phi_0 \) to determine the constant \( c \) and \( d \) we obtain

\[
\phi_0(a) = \alpha \Rightarrow c = \alpha - ad,
\]

\[
\phi_0(b) = \beta \Rightarrow d = \frac{\beta - \alpha}{b-a},
\]

\[
\phi_0(x) = c + dx = \alpha + \left(\frac{\beta - \alpha}{b-a}\right)(x-a),
\]

Therefore,

\[
\phi_0(x) = \alpha + \left(\frac{\beta - \alpha}{b-a}\right)(x-a),
\] (4)

Similarly, choose \( \phi_j \) which satisfies the boundary conditions in homogeneous form. Since there are two homogeneous conditions, we must assume at least a three parameter polynomial to obtain a nonzero function.

Let us assume \( \phi_1(x) = m + nx + ex^2 \), using the conditions on \( \phi_1(x) \), we obtain:

\[
\phi_1(a) = 0 \Rightarrow m = -an - ea^2
\]

\[
\phi_1(b) = 0 \Rightarrow n = -e(b + a)
\]

\[
\phi_1(x) = m + nx + ex^2 = -e[(x-a)(b+a) - (x+a)]
\]

The constant \( e \) can be set equal to unity because it will be absorbed in to the parameter notation \( c_1 \).

\[
\phi_1(x) = -(x-a)(b+a) - (x+a)]
\] (5)

For \( \phi_2(x) \) we can assume one of the forms:

\[
\phi_2(x) = m + nx + tx^3 \text{ or } \phi_2(x) = m + ex^2 + tx^3
\]

with \( t \neq 0 \); \( \phi_2(x) \) does not contain all-order terms in either case, but the approximate solution is complete because \{ \( \phi_1, \phi_2 \) \} contains all terms up to degree three.

Using conditions like \( \phi_1 \) for \( \phi_2(x) = m + ex^2 + tx^3 \) we obtain:

\[
\phi_2(a) = 0 \Rightarrow m = -ea^2 - ta^3
\]

\[
\phi_2(b) = 0 \Rightarrow e = -t\left(\frac{b^3-a^3}{b^2-a^2}\right)
\]

Now, \( \phi_2(x) = m + ex^2 + tx^3 = -t\left[\frac{a^2[(b^2-a^2) - (b^3-a^3)] + x^2[(b^3-a^3) - x(b^2-a^2)]}{b^2-a^2}\right] \)

The constant \( t \) can be set equal to unity because it will be absorbed in to the parameter notation \( c_2 \).

Therefore,

\[
\phi_2(x) = -\left[\frac{a^2[(b^2-a^2) - (b^3-a^3)] + x^2[(b^3-a^3) - x(b^2-a^2)]}{b^2-a^2}\right]
\] (6)
In the same way, choose \( \phi_3(x) \) which satisfies all the boundary conditions in homogeneous form.

For \( \phi_1(x) \) we can assume one of the forms:

\[
\phi_1(x) = m + nx + gx^4 \quad \text{or} \quad \phi_2(x) = m + ex^2 + gx^4 \quad \text{or} \quad \phi_3(x) = mx^3 + gx^4 .
\]

Using the conditions on \( \phi_1(x) \) and \( \phi_2(x) \) for \( \phi_3(x) = mx^3 + gx^4 \), we obtain:

\[
\phi_3(a) = 0 \Rightarrow m = -a^3 - ga^4
\]

\[
\phi_3(b) = 0 \Rightarrow t = -g \left( \frac{b^4 - a^4}{b^3 - a^3} \right)
\]

Now, \( \phi_3(x) = mx^3 + gx^4 = a^3 \left( g \left( \frac{b^4 - a^4}{b^3 - a^3} \right) \right) - ga^4 - gx^3 \left( \frac{b^4 - a^4}{b^3 - a^3} \right) + gx^4 \)

\[
\phi_3(x) = -g \left[ \frac{a^3 [(b^3 - a^3) - (b^4 - a^4)] + x^3 [(b^3 - a^3) - x(b^3 - a^3)]}{b^3 - a^3} \right]
\]

The constant \( g \) can be set equal to unity because it will be absorbed in to the parameter notation \( c \). Therefore, for the third choice \( \phi_3(x) \) we obtain:

\[
\phi_3(x) = -\left[ \frac{a^3 [(b^3 - a^3) - (b^4 - a^4)] + x^3 [(b^3 - a^3) - x(b^3 - a^3)]}{b^3 - a^3} \right]
\]  

(7)

In generally, the chosen \( \phi_1, \phi_2, \text{and} \phi_3 \) for \( j = 1,2,...,N \) \( \phi_j \) is given as follows

\[
\phi_1(x) = -[(x-a) [(b+a) -(x+a)]]
\]

\[
\phi_2(x) = -\left[ a^3 [(b^2-a^2) -(b^3-a^3)] + x^3 [(b^3-a^3) - x(b^2-a^2)] \right]
\]

\[
\phi_3(x) = -\left[ a^3 [(b^3-a^3) -(b^4-a^4)] + x^3 [(b^3-a^3) - x(b^3-a^3)] \right]
\]

\[
\phi_N(x) = -\left[ a^N [(b^N-a^N) -(b^{N+1}-a^{N+1})] + x^N [(b^{N+1}-a^{N+1}) - x(b^N-a^N)] \right]
\]

for \( N \) is a positive integer.

We choose a set of basis functions \( \{\phi_j, \quad j = 1,2,...,N\} \), and make an approximation of the form of Eq. (3)

\[
y_N = \sum_{j=1}^{N} c_j \phi_j(x) + \phi_0(x)
\]

The basis functions can be polynomials functions, trigonometric functions or other functions. But in our case the basis functions are polynomial because polynomial functions are continuous, easily differentiable, integrable and suitable for programming.

Weighted integral method (WIM) is a class of method used to obtain the approximate solution to the differential equations in matrix form as

\[
Ay = z, \quad \text{in} \quad \Omega.
\]  

(8)

where \( A \) is an operator (linear or nonlinear), often a differential operator, acting on the dependent variable \( y \), and \( z \) is a known function of the independent variables.

To apply the WRM, we can approximate \( y(x) \) of the differential equation in Eq. (8) in to \( y_N(x) \). When \( y_N(x) \) is substituted into Eq. (8), it is unlikely that the equation is satisfied.

\[
\Rightarrow Ay_N(x) - z = A \left( \sum_{j=1}^{N} c_j \phi_j(x) + \phi_0(x) \right) - z \neq 0
\]
\[ R \equiv Ay_N(x) - z \]  
(9)

where \( R \) is residual of the approximation.

Multiply Eq. (9) by an arbitrary weighted function \( w(x) \) and integrating over the domain \( \Omega \) to force this integral to vanish over the given domain to obtain the unknown parameters:

\[ \int_{\Omega} w(x)R(x)d\Omega = 0 \]  
(10)

In the weighted residual method, the unknown parameters \( c_j \)'s are determined by minimize the residual \( R \) in some special cases.

Different methods of minimizing the residual yield different approximate solutions.

When the weight functions are chosen to be the basis functions themselves, then it is known as Galerkin method. We set

\[ \phi_i(x) = w_i(x), \quad i = 1, 2, ..., N \]  
(11)

The unknown coefficients in the approximate solution are determined by setting the integral over \( \Omega \) of the weighted residual to zero.

For one-dimensional problem in the interval \((a,b)\), this procedure will result:

\[ \int_{a}^{b} \phi_i(x)R(x)dx = \int_{a}^{b} w_i(x)R(x)dx = 0, \quad (i = 1, 2, ..., N) \]

The present method considers result in a system of equations of the form:

\[ \int_{\Omega} (\phi_i[A\phi_i + \sum_{j=1}^{N} c_j A\phi_j - z])dx = 0 \]
\[ c_j \int_{\Omega} \phi_i A\phi_j dx = \int_{\Omega} \phi_i[z - A\phi_0]d\Omega \]
\[ Dc = B \]  
(12)

where \( D_{ij} = \int_{\Omega} \phi_i A\phi_j dx, \quad B_i = \int_{\Omega} \phi_i[z - A\phi_0]d\Omega, \quad D \) is matrices and \( c \) is unknown vectors and \( B \) is a column vector.

3. Convergence of the method

Consider the following self-adjoint singularly perturbed equation of the form:

\[ -\varepsilon \frac{d}{dx}\left(p(x)\frac{dy(x)}{dx}\right) + r(x)y(x) = z(x) \quad \text{for } a < x < b \]

subject to the boundary conditions:

\[ y(a) = \alpha, \quad y(b) = \beta \]

The weak form of the above problem is:

\[ \int_{a}^{b} w \left( -\varepsilon \frac{d}{dx}\left(p(x)\frac{dy(x)}{dx}\right) \right)dx + \int_{a}^{b} wr(x)y(x)dx - \int_{a}^{b} wz(x)dx \]  
(13)

By using integration by part

\[ \int_{a}^{b} w \left( -\varepsilon \frac{d}{dx}\left(p(x)\frac{dy(x)}{dx}\right) \right)dx = \int_{a}^{b} w p \frac{dy}{dx} dx - \left( w p \frac{dy}{dx}\right)_{a}^{b} \]  
(14)

Now substituting Eq. (14) in to Eq. (13) we

\[ \int_{a}^{b} w \left( -\varepsilon \frac{d}{dx}\left(p(x)\frac{dy(x)}{dx}\right) \right)dx + \int_{a}^{b} wr(x)y(x)dx - \int_{a}^{b} wz(x)dx = \int_{a}^{b} \left( w p \frac{dy}{dx} + wr(x)y(x) \right)dx + \left( w p \frac{dy}{dx}\right)_{a}^{b} \]

\[ -\int_{a}^{b} wz(x)dx - \left( w p \frac{dy}{dx}\right)_{a}^{b} \]
Since the given boundary condition Dirichlet boundary condition assume that \( y(a) = y(b) = 0 \). Therefore \( \left( \varepsilon p w \frac{dy}{dx} \right) \bigg|_a^b = 0 \)

\[
\begin{align*}
\int_a^b \left[ -\varepsilon \frac{d}{dx} \left( p(x) \frac{dy(x)}{dx} \right) \right] dx + \int_a^b w r(x) y(x) dx - \int_a^b w z(x) dx \\
= \int_a^b \left( \varepsilon p \frac{dy}{dx} + w r(x) y(x) \right) dx - \int_a^b w z(x) dx \\
\int_a^b \left[ -\varepsilon \frac{d}{dx} \left( p(x) \frac{dy(x)}{dx} \right) \right] dx + \int_a^b w r(x) y(x) dx - \int_a^b w z(x) dx 
= B(y, w) - l(w) 
\end{align*}
\]

(15)

The quadratic functional of the Eq. (15) is:

\[
I(y) = \frac{1}{2} B(y, y) - l(y), \quad \text{since} \quad y = w \quad \text{then}
\]

\[
I(y) = \int_a^b \left( \frac{1}{2} \varepsilon p \frac{dy}{dx} + y y r \right) dx - \int_a^b y z dx \\
= \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy}{dx} + y^2 r \right) dx - \int_a^b y z dx \\
I(y) = \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy}{dx} + y^2 r - 2 y z \right) dx
\]

(16)

Similarly,

\[
I(y_N) = \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy_N}{dx} + y_N^2 r - 2 y_N z \right) dx
\]

(17)

Now \( I(y_N) - I(y) = \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy_N}{dx} + y_N^2 r - 2 y_N z \right) dx - \left( \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy}{dx} + y^2 r - 2 y z \right) dx \right) \\
= \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy_N}{dx} + y_N^2 r - 2 y_N z - \varepsilon p \frac{dy}{dx} + y^2 r - 2 y z \right) dx \\
I(y_N) - I(y) = \int_a^b \frac{1}{2} \left( \varepsilon p \frac{dy_N}{dx} - \varepsilon p \frac{dy}{dx} + y_N^2 r - y^2 r \right) dx + \int_a^b z (y - y_N) dx
\]

(18)

since \( z(x) = -\varepsilon \frac{d}{dx} \left( p(x) \frac{dy(x)}{dx} \right) + r(x) y(x) \)

\[
\int_a^b z (y - y_N) dx = \int_a^b \left( -\varepsilon \frac{d}{dx} \left( p \frac{dy}{dx} \right) + r y \right) (y - y_N) dx \\
= \int_a^b \left( \varepsilon p \frac{dy}{dx} \frac{d}{dx} (y - y_N) + r (y - y_N) \right) dx - \left( \varepsilon p (y - y_N) \frac{dy}{dx} \right)_a^b
\]

(19)

Substitute Eq. (19) in to Eq. (18) we get:
\[ \int_{a}^{b} \left( y - y_N \right) dx = \int_{a}^{b} \left( \frac{dN}{dx} \right)^2 \left( \varepsilon \frac{dy}{dx} \right)^2 + y_N^2 r - y^2 r \right) dx \\
+ \int_{a}^{b} \left( \varepsilon \frac{d}{dx} \left( y - y_N \right) + ry(y - y_N) \right) dx - \left( \varepsilon \frac{d^2 y}{dx^2} \right)_{a}^{b} \\
= \int_{a}^{b} \left( \frac{1}{2} \varepsilon \left( \frac{dN}{dx} \right)^2 - \frac{1}{2} \varepsilon \left( \frac{dy}{dx} \right)^2 + \frac{1}{2} y_N^2 r - \frac{1}{2} y^2 r + \varepsilon \frac{d}{dx} \left( \frac{dy}{dx} \right)^2 - \varepsilon \frac{d^2 y}{dx^2} + ry^2 - ryy_N \right) dx \\
= \int_{a}^{b} \left( \frac{1}{2} \varepsilon \left( \frac{dN}{dx} \right)^2 + \frac{1}{2} \varepsilon \left( \frac{dy}{dx} \right)^2 + \frac{1}{2} y_N^2 r + \frac{1}{2} y^2 r - \varepsilon \frac{d}{dx} \left( \frac{dy}{dx} \right) + r \left( y_N^2 - 2yy_N + y^2 \right) \right) dx \\
= \int_{a}^{b} \left( \frac{1}{2} \varepsilon \left( \frac{dN}{dx} - \frac{dy}{dx} \right)^2 + \frac{1}{2} r \left( y_N - y \right)^2 \right) dx \geq 0 \\
= I(y_N) - I(y) \geq 0 , \\
\Rightarrow I(y_N) \geq I(y) \quad (20) \\
\]
Therefore, convergence of energy of the approximate solution to the exact solution is from the above and the exact solution minimizes the energy. The data of the problem is sufficiently continues, differentiable and integrable. This guarantees convergence of the method.

4. Illustrative Examples and Results

To demonstrate the applicability of the methods, two model self-adjoint singularly perturbed problems have been considered. These examples have been chosen because they have been widely discussed in the literature and their exact solutions were available for comparison.

Example 1: Consider the singularly perturbed problem:
\[-\varepsilon((1 + x^2)y')' + ((1 + x - x^2))y = f(x), \quad 0 < x < 1 \quad \text{with} \quad y(0) = y(1) = 0\]
where \[ z(x) = 1 + x(1-x) - e^{\left( \frac{-x}{\sqrt{\varepsilon}} \right)} \left[ x(2x^2 - 3x + 1) - (2\sqrt{\varepsilon}(2x^2 - x(1 + \sqrt{\varepsilon}) + 1)) \right] \]
\[ + e^{\left( \frac{1-x}{\sqrt{\varepsilon}} \right)} \left[ x^2(2x - 1) + (2\sqrt{\varepsilon}(2x^2 + x\sqrt{\varepsilon} + 1)) \right] \]
The exact solution is given by:
\[ y(x, \varepsilon) = 1 + (x - 1)e^{\left( \frac{-x}{\sqrt{\varepsilon}} \right)} - xe^{\left( \frac{1-x}{\sqrt{\varepsilon}} \right)} \]
The numerical solutions in terms of maximum absolute errors are given in Tables 1-2 and Figures 1– 2.

| \( \varepsilon \) | Order 3 | Order 5 | Order 7 | Order 9 |
|------------------|---------|---------|---------|---------|
| 2^0              | 8.1767x10^-6 | 1.0615x10^-8 | 2.8640x10^-7 | 8.6945x10^-4 |
| 2^-3             | 7.0081x10^-4 | 7.8164x10^-6 | 5.2035x10^-8 | 5.8425x10^-8 |
| 2^-5             | 7.5765x10^-3 | 3.1996x10^-4 | 8.1669x10^-6 | 5.4286x10^-7 |
| 2^-7             | 4.8755x10^-2 | 5.6437x10^-3 | 4.8615x10^-4 | 3.0480x10^-5 |
| 2^-9             | 1.8217x10^-1 | 4.9736x10^-2 | 8.9656x10^-3 | 1.6241x10^-3 |
| 2^-11            | 3.9651x10^-1 | 1.8364x10^-1 | 4.8905x10^-2 | 2.1081x10^-2 |
Table 2: Maximum absolute errors for Example 1 for $N = 16$ (using ninth order base function)

| $\epsilon$ | Present method | Asrat et al., 2016 |
|-------------|----------------|-------------------|
| $2^{-3}$    | 5.9456x10$^{-8}$ | 5.8500x10$^{-8}$  |
| $2^{-5}$    | 5.4286x10$^{-7}$ | 8.5700x10$^{-7}$  |
| $2^{-6}$    | 2.5381x10$^{-5}$ | 9.5800x10$^{-5}$  |
| $2^{-7}$    | 3.0480x10$^{-5}$ | 1.2900x10$^{-5}$  |
| $2^{-8}$    | 2.6089x10$^{-4}$ | 1.6500x10$^{-4}$  |
| $2^{-12}$   | 4.3854x10$^{-2}$ | 3.7600x10$^{-2}$  |

Figure 1: The behavior of exact and numerical solution for Example 1 at $\epsilon = 10^{-3}$ and $N = 100$

Figure 2: Numerical solution of Example 1 of different order of base function when $\epsilon = 2^{-11}$ and $N = 32$. 
Example 2: Consider the singularly perturbed problem:

\[-\varepsilon y'' + (1-x-x^2)y = f(x), \quad 0 < x < 1 \quad \text{with} \quad y(0) = y(1) = 0\]

where \( z(x) = 1 + x - x^2 + (2\sqrt{\varepsilon} - x^2 + x^3)e^\left(\frac{1-x}{\sqrt{\varepsilon}}\right) + (2\sqrt{\varepsilon} - x(1-x)^2)e^\left(\frac{-x}{\sqrt{\varepsilon}}\right) \)

The exact solution is given by:

\[y(x, \varepsilon) = 1 + (x-1)e^\left(\frac{1-x}{\sqrt{\varepsilon}}\right) - xe^\left(\frac{-x}{\sqrt{\varepsilon}}\right)\]

The numerical solutions in terms of maximum absolute errors are given in Tables 3-5 and figures 3– 4.

### Table 3: Maximum absolute errors of Example 2 for different order of base function

| \(\varepsilon\) | Order 3 | Order 5 | Order 7 | Order 9 |
|----------------|---------|---------|---------|---------|
| 2 \(-2\)       | 1.7321x10\(^{-4}\) | 9.7792x10\(^{-7}\) | 3.4644x10\(^{-9}\) | 3.1349x10\(^{-7}\) |
| 2 \(-4\)       | 2.4999x10\(^{-3}\) | 5.4650x10\(^{-5}\) | 7.1434x10\(^{-7}\) | 5.9456x10\(^{-8}\) |
| 2 \(-6\)       | 1.3133x10\(^{-2}\) | 1.4944x10\(^{-3}\) | 7.3215x10\(^{-5}\) | 2.5381x10\(^{-6}\) |
| 2 \(-8\)       | 1.0077x10\(^{-1}\) | 1.7969x10\(^{-2}\) | 2.4117x10\(^{-3}\) | 2.6089x10\(^{-4}\) |
| 2 \(-10\)      | 2.8574x10\(^{-1}\) | 1.0700x10\(^{-1}\) | 2.3994x10\(^{-2}\) | 7.1512x10\(^{-3}\) |
| 2 \(-12\)      | 4.9550x10\(^{-1}\) | 2.6125x10\(^{-1}\) | 8.6681x10\(^{-2}\) | 4.3854x10\(^{-2}\) |

### Table 4: Maximum absolute errors for Example 2 for \( N = 16 \) (using ninth order base function)

| \(\varepsilon\) | Present method | Asrat et al., 2016 |
|----------------|----------------|--------------------|
| 1/8            | 5.4956x10\(^{-8}\) | 1.424x10\(^{-6}\)  |
| 1/16           | 5.9456x10\(^{-8}\) | 4.148x10\(^{-6}\)  |
| 1/32           | 5.4286x10\(^{-7}\) | 9.622x10\(^{-6}\)  |
| 1/64           | 2.5381x10\(^{-6}\) | 3.074x10\(^{-4}\)  |
| 1/128          | 3.0480x10\(^{-6}\) | 1.301x10\(^{-4}\)  |
| 1/256          | 2.6089x10\(^{-4}\) | 5.910x10\(^{-4}\)  |
Table 5: Maximum absolute errors for Example 2 for \( N = 32 \) (using ninth order base function)

| \( \epsilon \) | Present method | Ali et al., 2018 |
|----------------|----------------|------------------|
| 1              | 8.3600x10^{-5} | 3.9200x10^{-7}   |
| 1/10           | 7.9975x10^{-7} | 8.8600x10^{-7}   |
| 1/100          | 1.2940x10^{-5} | 1.7700x10^{-5}   |
| 1/1000         | 6.8420x10^{-3} | 4.0500x10^{-4}   |

Figure 4: The behavior of exact and numerical solution for Example 2 at \( \epsilon = 10^{-3} \) and \( N = 100 \)

Figure 5: Numerical solution of Example 1 of different order of base function when \( \epsilon = 2^{-11} \) and \( N = 32 \).
5. Discussion

This study introduces weighted residual method of Galerkin type for solving second order self-adjoint singularly perturbed boundary value problems. To demonstrate the competence of the method, we realized two model examples by taking different values for the perturbation parameter, \( \varepsilon \), and mesh size, \( h \). The numerical results obtained by the present method have been compared with the numerical results presented by more recent authors like, Asrat et al., (2016) and Ali et al., (2018); and it is observed that the present method gives more accurate results than some findings reported in literatures. The numerical results are tabulated in terms of maximum absolute errors (see Tables 1-5) and compared with the results of the previously developed numerical methods existing in the literature (Table 2, 4, 5). Further, behavior of the numerical solution with exact solution (Figure 1 and 4), behavior of the numerical solution with different order of basis function (Figure 2 and 5), point-wise absolute errors (Figure 3 and 6) are plotted graphically. In concise manner, the present methods are conceptually simple, easy to use and readily adaptable for computer implementation for solving singularly perturbed self-adjoint boundary value problems.

5. Conclusion

This paper presents numerical solution of second order singularly perturbed self-adjoint boundary value problems using weighted residual method of Galerkin type. The convergence analysis is investigated. As the formulated scheme is validated by numerical model examples and results, one can realize that the maximum absolute error decreases as mesh size \( h \) decreases, which in turn shows the convergence of the computed solution. Furthermore, the result of the present method is compared with previous findings and shows that, it is more accurate than some existing numerical methods reported in the literature and approximates the exact solution very well. Generally, the present method is stable, and gives more accurate numerical solution for solving second order self-adjoint singularly perturbed boundary value problems.
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