EXPRESS ARTICLE

An analytical solution for the correct determination of crack lengths via cantilever stiffness
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\textbf{Abstract}

The present work provides an analytic solution for the stiffness to crack length relation in microscopic cantilever shaped fracture specimens based on classical beam theory and substitution of the crack by a virtual rotational spring element. The resulting compact relationship allows for accounting of the actual beam geometry and agrees very well with accompanying finite element simulations. Compared with the only other model present in literature the proposed relationship reduces the deviation between model and data to a maximum of 1.6\% from the previous minimum of 15\%. Thus, the novel solution will help to reduce the necessity for individual simulations and aim to increase the comparability of elastic-plastic microcantilever fracture experiments in the future.

© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Microscale fracture testing is a rising field in materials science as it enables investigation of previously inaccessible features. A great number of different miniaturized methods have been reported in the literature, from pillar splitting to double cantilever wedging or three-point bending approaches. However, the most prominent realization is the fracture testing of a single-notched cantilever geometry [1]. The experimental approach and evaluation is reasonably well understood and agreed on for the case of brittle materials, e.g. hard coatings or ceramics, where for a sufficiently sharp initial notch the concept of linear elastic fracture mechanics holds true. Conversely, the area of elastic-plastic fracture mechanics is still being explored on the microscopic scale, with a lesser degree of best practices in terms of test setup and data analysis achieved to date. Once the regime of linear elasticity does not hold anymore and noticeable amounts of plasticity take place in the fracture process, elastic-plastic fracture concepts must be involved for analysis. Thereby, independent of the exact experimental testing geometry and analysis method, e.g. crack-tip opening displacement [2] or J-integral [3], the key challenge is always the determination of crack extension.

Most approaches quantify crack extension in an indirect way, through either sequential unloading segments [4] or by an overlaid sinusoidal signal to the applied force [5,6] to measure the change in specimen stiffness. Thereafter, this change in stiffness is used to derive the crack extension. While this seems a trivial elasticity problem and solutions for other geometries are already present in literature [7], for cantilever shaped specimens various different ways were suggested so far. Wurster et al. [4] first assumed a classical Euler-Bernoulli beam with the height being reduced due to the crack extension to describe the stiffness to crack length relation in their experiments. This initial beam height reduction (bhr) approach (shown in detail as Supplementary A) gives a straightforward mathematical formulation. However, comparing it to recent results from finite element modelling and in-situ experiments it appears to deviate rather distinct from the actual relation between stiffness and crack length, as shown in [6]. The reason for this characteristic is because this analysis results in a globally reduced bending stiffness, whereas the stiffness reduction originating from a sharp crack is of local nature and therefore less pronounced.

Ast et al. [5] later employed finite element modelling for their specific geometry, while Alfreider et al. [6] used a polynomial fit through a wide range of finite element data, validated by experiments on various different materials to ensure a certain degree of geometrical and material independence of their approach. However, the correct physical fundamental translation from experimentally determined stiffness changes to actual crack length is still unknown, therefore giving rise to ambiguity in evaluation of nominally analogous experiments in literature.

To model the realistic situation, a concept in recent works by Biondi and Caddemi [8] as well as Aljiani et al. [9] is adopted, where such singularities are addressed analytically through Dirac’s delta function δ(x) as a bending slope discontinuity at the crack position by substitution with a virtual rotational spring kₙ in a two-dimensional Euler-Bernoulli framework, as shown in feature I of the graphical abstract.

The detailed mathematical derivation of the problem can be found as supplementary material (Supplementary B), but the final compact relation states:

\[
\int_0^a \frac{a^3}{W} \left( \frac{a}{W} \right)^2 da = \frac{(k_0/(k-1)L)}{18\pi(1-r^2)r^2},
\]

where \(a\) is the crack length, \(W\) and \(L\) are geometric parameters shown in the graphical abstract (feature I), \(k\) and \(k_0\) are the stiffnesses of the cracked and unnotched beam respectively, \(r\) is Poisson’s ratio, \(r = (L - x_c) / L\) (with \(x_c\) being the offset of the crack from the base) and \(Y(a/W)\) is a geometry factor. This factor has previously been calculated for the shown cantilever geometry by various groups, with only slight deviations among each other as shown by Brinckmann et al. [10]. The first term of Eq. (1) cannot be solved analytically in the general case. However, with nowadays computational efficiency it is trivial to compute the integral approximately, e.g. trapezoidal rule, for a sensible range of \(a/W\) and find the corresponding \(a\) by interpolation.

To study the accuracy of the model, it was compared with two-dimensional linear elastic finite element simulations. They were conducted using 4-node plane-stress and plane-strain elements and an isotropic material behaviour with an elastic modulus \(E_0 = 130\ \text{GPa}\) and a Poisson’s ratio \(\nu = 0.34\). The cantilever base was considered rigid, with a displacement equal to zero, in accordance with the analytical assumptions taken herein. The calculations were conducted for three different cantilever lengths 3W, 5W and 10W with \(W = 2\ \mu\text{m}\), while \(r\) ranges from 0.5 to 0.9 in increments of 0.1, and \(a/W\) spans from 0.05 to 0.9 in 0.05 increments. Thus, a total of 540 different simulations were performed. As expected, no difference in \(a/W\) over \(k/k_0\) data was found in comparison between plane stress and plane strain state, respectively. Hence, all the results summarized in feature II of the graphical abstract are shown in plane strain condition. There, the finite element data is depicted by symbols, and the analytical model is shown by the dotted curves in colours corresponding to the given geometries. The continuous black curve depicts the bhr model [4]. As shown in Supplementary A the bhr model is independent of the cantilever geometry when considered in a normalized manner.

It is evident from the presented data that the proposed analytical model is in very good agreement with the finite element data and the changes in geometry are reflected quite well. To estimate the differences between analytical model and finite element data, the root mean square deviation was calculated for all combinations of \(r\) and \(L\), revealing the highest deviation to be 1.6% for \(r = 0.5\), \(L = 10W\). In comparison, the bhr model would deviate by 15% from the data for \(L = 3W\), \(r = 0.9\), which represents the minimum discrepancy between finite element data and bhr model. Notably, isotropic elasticity was used for convenience. However, due to normalization by the unnotched beam configuration Eq. (1) is independent of elastic properties and therefore, errors originating from elastic anisotropy can be neglected in the given form. In conclusion, the proposed simple and straightforward analytical model describes the observed physical behaviour very well and is recommended to address the stiffness to crack length conversion in the analysis of miniaturized elastic-plastic fracture experiments as schematically depicted in feature III of the graphical abstract.
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