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Abstract—a dynamic state estimation method of integrated natural gas and electric power systems (IGEs) is proposed. Firstly, the coupling model of gas pipeline networks and power systems by gas turbine units (GTUs) is established. Secondly, the Kalman filter based linear DSE model for the IGES is built. The gas density and mass flow rate, as well as the real and imaginary parts of bus voltages are taken as states, which are predicted by the linearized fluid dynamic equations of gases and exponential smoothing techniques. Boundary conditions of pipeline networks are used as supplementary constraints in the system model. At last, the proposed method is applied to an IGES including a 30-node pipeline network and IEEE 39-bus system coupled by two GTUs. Two indexes are used to evaluate the DSE performance under three measurement error conditions, and the results show that the DSE can obtain the accurate dynamic states in different conditions.
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I. INTRODUCTION

The penetration of large-scale renewable energies increases the random fluctuation of power supplies, making the power system more vulnerable [1]. However, the gas turbine units (GTUs) can respond to the power fluctuation of renewable energies rapidly, which enhance the power system flexibility [2]. The integrated gas and electric power systems (IGESs) are becoming a hot research field [3].

The accurate states of IGESs are essential for the advanced applications. Although some important points are equipped with measurements, it is impossible to capture the entire useful states. On the other hand, the measuring devices experience random errors and bad data inevitably [4], [5], the data acquired from which cannot be applied directly before the state estimation.

The static state estimation based on weighted least squares (WLS) has been widely applied in power systems [6]. Practically, the dynamic states are more important for the system operation and control. To capture the power dynamics, the quasi static state estimation considering the slow changes of power loads have been proposed [7]. The Holt’s exponential smoothing techniques [8] are used to predict the loads, and the quasi static states are estimated by Kalman filter technology [9]. For the natural gas pipeline networks, the dynamic state is of great important for the optimal control and economical operating. The dynamic processes of pressures and mass flow rates of natural gas in the pipelines caused by the continuous changes of gas loads and supplies can be represented by a set of nonlinear partial differential equations (PDEs) being derived from the momentum conservation principles and materiel balances [10], [11]. Based on the PDEs, the state estimation for gas pipeline networks are proposed [12]-[14]. In [12] the extended Kalman filter (EKF) is applied to solve the state estimation problem. In [13], the nonlinear PDEs are linearized, and a pair of Kalman filter-based estimators running in parallel is carried out. In [14], a joint state and parameter estimation method for large scale networks of pipelines is presented. The study objects in these research works are decoupled with each other. In [15], a decentralized state estimation considering the spatiotemporal quasi dynamics of the heating pipeline networks for a whole combined heat and power system is proposed. Although many research works about state estimation problems have been came out, the research on the DSE for the IGESs is still a blank field.

To capture the accurate dynamic states, a DSE method for IGESs is put forward for the first time in this paper along with the following contributions:

1) The linear DSE model of the IGESs is established for the first time. An energy conversion coefficient is used to model the energy transformation between natural gases and electric powers through GTUs, based on which the coupling model of the gas pipeline networks and power systems by GTUs is established.

2) The Holt’s exponential smoothing techniques are used to predict the power system states, and the linear power system dynamic equations are derived.

3) The PDEs of the gas pipelines are less than the states, so the PDEs cannot be solved. Aiming at this problem, boundary conditions are taken as supplementary constraints of the PDEs. However, the boundary conditions of the mass flow rate balance at pipeline nodes are algebraic equations, which are not able to predict the states. To solve this problem, the gas loads are also predicted by the Holt’s exponential smoothing techniques, which are taken as control variables for the first time.
II. MODEL OF POWER SYSTEM

The states can be predicted by the Holt’s exponential smoothing techniques presented as:

\[
\begin{align*}
L_t & = \alpha_s x_{El} + (1-\alpha_s)(L_{t-1}+T_{t-1}) \quad (1a) \\
T_t & = \beta_s (L_t-L_{t-1}) + (1-\beta_s) T_{t-1} \quad (1b) \\
\hat{x}_{El} & = L_t + T_t \quad (1c)
\end{align*}
\]

where, \(x_{El} = [e_{1i}, f_{1i}, e_{2i}, f_{2i}, \ldots, e_{nBi}, f_{nBi}]^T\) is the power system states, \(x_{El} \in \mathbb{R}^{2n_B+1}\), \(n_B\) is the number of buses; \(e_{ij}\) and \(f_{ij}\) are the bus voltage real and imaginary parts at time \(t\) respectively; \(0<\alpha_s, \beta_s<1\) are the smoothing parameters. The initial values of \(L_t\) and \(T_t\) are \(x_{El}\) respectively. Equation (1) can be written as the following matrix form:

\[
\hat{x}_{El} = \alpha_s x_{El} + \hat{u}_{El+1} \quad (2)
\]

where, \(\hat{u}_{El+1} = (1-\alpha_s)(L_{t+1}+T_{t+1}) + T_t\).

The measurement vector of power system at time instant \(t\) is \(z_{El} = [z_{El1}, z_{El2}, \ldots, z_{Eln_B}]^T\), in which \(z_{El1} = [e_{1Bi} \ e_{2Bi} \ e_{nBi} \ e_{nBi}]^T\) and \(z_{El2} = [z_{El21}, z_{El22}, \ldots, z_{El2n_B}]^T\), \(z_{Eln_B} = [z_{Eln_B1}, z_{Eln_B2}, \ldots, z_{Eln_Bn_B}]^T\), \(z_{Elr} \in \mathbb{R}^{2n_B+1}\) and \(z_{Elb} = [\ldots I_{Br1}, I_{Br2}, I_{Br3}, \ldots, I_{Brn_B}]^T\) are the measurements of voltage real and imaginary parts at bus \(i\) respectively; \(I_{Br1}, I_{Br2}, I_{Br3}, \ldots, I_{Brn_B}\) are the current real and imaginary part measurements of branch \(i\) respectively; \(n_B\) is the number of branches; \(z_{El1}, z_{El2}, \ldots, z_{Eln_B}\) are the injected current real and imaginary part measurements of bus \(i\) respectively. The function between \(z_{El}\) and \(x_{El}\) is

\[
z_{El} = \begin{bmatrix} z_{El1} \\
z_{El2} \\
z_{ElN} \end{bmatrix} = \begin{bmatrix} I_{2n_B+2n_B} & 0 & 0 \\
H_{Elb} & H_{Elr} \end{bmatrix} \begin{bmatrix} x_{El} \\
0 \end{bmatrix} \quad (3)
\]

where, \(I_{2n_B+2n_B}\) is a \(2n_B\) dimensional identity matrix; \(H_{Elb}\) and \(H_{Elr}\) are the measurement matrixes of branch currents and injected currents, respectively.

III. MODEL OF GAS PIPELINE NETWORKS

A. Partial Differential Equations of Gas Flow in Pipeline

The fluid dynamic process of compressible gas along horizontal pipelines can be presented as a set of nonlinear PDEs [10][14]. To linearize the PDEs, the absolute value of average gas velocity is used. Omitting the convective effect of the natural gas, the linear PDEs can be presented as:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial \dot{m}}{\partial a} + \frac{\partial \bar{v}}{\partial \zeta} & = 0 \quad (4a) \\
\frac{\partial \dot{m}}{\partial a} + c^2 \frac{\partial \rho}{\partial \zeta} + 2\dot{m} |\bar{v}| & = 0 \quad (4b)
\end{align*}
\]

where, \(\rho\) and \(\dot{m}\) are the gas density and mass flow rate, respectively; \(|\bar{v}|\) is the absolute value of average gas velocity; \(\tau\) and \(\zeta\) are the time and space along pipelines respectively; \(a, d\) and \(\gamma\) are the cross-section area of pipelines, the pipeline diameter and the friction factor between natural gases and pipeline inner surfaces, respectively; \(c\) is the sound speed.

The model of pipeline networks is shown in Fig. 1. The node numbers \(i, j\) and \(k\) satisfy \(k < i < j\), and the gas flow direction is from the small number node to the big one. The mass flow rate going out from the sink node \(i\) is \(\dot{m}_i\). The linear PDEs (4) are solved by the Euler finite difference technique:

\[
\begin{align*}
\rho_{j,i+1} - \rho_{j,i} + \rho_{j,i+1} - \rho_{j,i} \quad (5a) \\
\frac{\Delta t}{L_{gj}} (\dot{m}_{j,i+1} - \dot{m}_{j,i} + \dot{m}_{j,i} - \dot{m}_{j,i}) & = 0 \quad (5b) \\
\frac{\Delta t}{4d_{ij}} (\dot{m}_{j,i+1} + \dot{m}_{j,i} + \dot{m}_{j,i} + \dot{m}_{j,i}) & = 0 \quad (5c)
\end{align*}
\]

where, the subscripts \(i, j, t\) and \(r\) represent node \(i\), pipeline \(i\)-\(j\), and time instance \(t\) respectively; \(L_{gj}\) is the length of pipeline \(i\)-\(j\). \(\Delta t\) is the time step; \(\dot{m}_{j,i}\) is the mass flow rate from \(i\) to \(j\) in pipeline \(i\)-\(j\).

B. Boundary Conditions

In this paper, the nodes are classified into two types: source nodes and sink nodes. The gas density is constant at source nodes, and the mass flow rate is balanced at sink nodes. These two features are named boundary conditions, which are also the constraints of gas states, represented as follows:

\[
\sum_k \dot{m}_{k,j} - \sum_j \dot{m}_{j,i} = \dot{m}_{i,i}, \quad k, j \in i, k < i, j > i, i: \text{sink node} \quad (6a)
\]

\[
\sum_i \dot{m}_{i,j} = \rho \alpha_S, \quad s: \text{source node} \quad (6b)
\]

where, \(k, j \in i\) represents node \(k\) and \(j\) are connected to \(i\); \(\rho \alpha_S\) is the constant gas density at node \(s\); \(\dot{m}_{i,i}\) is the mass flow rate going out from node \(i\) at time \(t\).

C. System Equation

The gas densities and mass flow rates at the two ends of pipelines are taken as states. For a \(n_B\)-node and \(n_P\)-pipeline gas network, the number of states is \(n_B + 2n_P\). The state vector at time \(t\) is \(x_{Gt} = [x_{Gt1}, x_{Gt2}, \ldots, x_{Gtn_B}, x_{Gtn_P}]^T\), \(x_{Gt1} = [\rho_{1,i}, \rho_{2,i}, \ldots, \rho_{n_B,i}]^T\), \(x_{Gtn_B} = [\dot{m}_{i,i}, \dot{m}_{j,i}, \dot{m}_{k,i}, \ldots, \dot{m}_{n_B,i}]^T\), \(x_{Gt1} \in \mathbb{R}^{n_B} \), \(x_{Gtn_B} \in \mathbb{R}^{2n_B} \). Equation (5) can be rewritten in the following matrix form:

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
x_{Gt1,j,i+1} \\
x_{Gtn_B,j,i+1}
\end{bmatrix}
= \begin{bmatrix}
A_{11} - A_{12} \\
- A_{21} + A_{22}
\end{bmatrix}
\begin{bmatrix}
x_{Gt1,j,i} \\
x_{Gtn_B,j,i}
\end{bmatrix}
\quad (7)
\]

\[
A_{1}(i,i) = \begin{cases}
1, & \text{if } i \neq l \\
0, & \text{else}
\end{cases}, \quad A_{11} \in \mathbb{R}^{n_B \times n_B} \quad (8)
\]

\[
A_{2} = \begin{bmatrix}
- \xi_1 & \xi_1 & 0 & \ldots \\
- \xi_2 & \xi_2 & \ldots & 0 \\
0 & \ldots & \ldots & \ldots
\end{bmatrix}, \quad A_{22} \in \mathbb{R}^{n_B \times n_B} \quad (9)
\]
\[ \xi_i = \frac{\Delta t}{L_y a_y}, i \propto l, j \propto l \] (10)

\[ A_2(l,i) = \begin{cases} -\beta_l \text{, if } i \propto l, j \propto l, i < j \\ \beta_l \text{, if } i \propto l, j \propto l, i > j \end{cases}, A_2 \in \mathbb{R}^{n_y \times n_y} \] (11)

\[ \beta_l = \frac{\alpha_l \Delta t^2}{L_y}, i \propto l, j \propto l \] (12)

\[ A_{22}(l,i) = \begin{cases} \gamma_{l-1}, \text{ if } i \propto l, j \propto l, i < j \\ \gamma_{l+1}, \text{ if } i \propto l, j \propto l, i > j \end{cases}, A_{22} \in \mathbb{R}^{n_y \times 2n_y} \] (13)

\[ \gamma_{l} = \left[ f \left| \bar{V}_{l} \right| \Delta t \right]_{4d^l} a_{lj}, i \propto l, j \propto l \] (14)

where, \( i \propto l \) means node \( i \) is one end of pipeline \( l \). The matrix form of boundary conditions (6) is

\[ \begin{bmatrix} B_{11} & 0_{n_y \times n_y} \\ 0_{n_y \times n_y} & B_{22} \end{bmatrix} \begin{bmatrix} x_{il} \\ x_{ml} \end{bmatrix} = \begin{bmatrix} u_{il} \\ u_{ml} \end{bmatrix} \] (15)

\[ B_{11}(s,i) = \begin{cases} 1, \text{ source node} \\ 0, \text{ sink node} \end{cases}, B_{11} \in \mathbb{R}^{n_y \times n_y} \] (16)

\[ B_{22}(j,2l) = \begin{cases} 1, \text{ sink node}, j \propto l \\ 0, \text{ else} \end{cases}, B_{22} \in \mathbb{R}^{n_y \times 2n_y} \] (17)

\[ B_{22}(i,2l-1) = \begin{cases} -1, \text{ sink node}, i \propto l \\ 0, \text{ else} \end{cases} \] (18)

where, \( u_{ij} = \ldots, \rho_{il}, \ldots \) is source node, \( u_{il} \in \mathbb{R}^n ; u_{ml} = \ldots, \hat{m}_{nj} \ldots \) is sink node, \( u_{nj} \in \mathbb{R}^n \); \( n_s \) and \( n_q \) are the numbers of source nodes and sink nodes respectively; \( \mathbf{0} \) is the zero matrix, the subscript of which is the dimension.

Equation (7) and (15) can be written as

\[ \mathbf{X}_{GI} = \mathbf{A} \mathbf{X}_{GI} + \mathbf{B}_{11} u_{s1} + \mathbf{B}_{22} u_{m1} \] (19)

The general system model of pipeline networks is obtained

\[ x_{GI} = F_{GI} x_{GI} + u_{GI} \] (20)

where, \( F_{GI} = \mathbf{A} \mathbf{B}_{11}, u_{GI} = \mathbf{A} \mathbf{B}_{m1} \mathbf{U}_{l1} \).

\[ D. \text{ Measurement Equation} \]

Assume that the node pressures and mass flow rates can be measured. The measurement equation is

\[ z_{GI} = H_{GI} x_{GI} + \mathbf{e}_{GI} \] (21)

\[ H_{GI} = \begin{bmatrix} C^T_{I_{n_y \times n_y}} \mathbf{0}_{n_y \times 2n_y} \\ \mathbf{0}_{n_y \times n_y} \mathbf{H}' \end{bmatrix} \] (22)

\[ \left[ \begin{array}{c} H'(j, 2l) = 1 \\ H'(i, 2l - 1) = -1 \end{array} \right], i, j \propto l, i < j, H' \in \mathbb{R}^{n_y \times 2n_y} \] (23)

where, \( z_{GI} = [z_{11, l1}, z_{22, l1}, \ldots, z_{m1, l1} \ldots, z_{n_y, l1}, z_{m2, l1}, \ldots, z_{mn, l1}]^T \); \( z_{n_y, l1} \) and \( z_{m1, l1} \) are the pressure and mass flow rate measurements at time \( t+1 \) respectively.

\[ \text{IV. Dynamic State Estimation of IGESS} \]

A. Coupling Model of IGESs

The relationship between the consumed gas and produced power of GTUs is represented as

\[ P_{GI} = \eta_1 m_{s1}, i \propto s \] (24)

where, \( P_{GI} \) and \( \eta_1 \) are the output power at time \( t \) and energy conversion coefficient of the GTU connected to bus \( i \); \( i \propto s \) represents that the gas source of the GTU connected to bus \( i \) is the sink node \( s \). In power system, \( P_{Gl} \) satisfy the bus injected power equation, which is shown as follows:

\[ P_{Gl} = \sum_{j} \epsilon_j \left(G_{ij} e_j - B_{ij} f_j \right) + f_i \left(G_{ij} f_j + B_{ij} e_j \right), \] (25)

where, \( G_{ij} \) and \( B_{ij} \) are the real and imaginary parts of the \( i \)th row \( j \)th column element in power system admittance matrix, respectively; \( j \propto i \) represents bus \( j \) is connected to bus \( i \). The relationship between \( P_{GI} \) and power system states can be derived from (24), (25):

\[ m_{s1} = \frac{1}{\eta_1} \sum_{j} \epsilon_j \left(G_{ij} e_j - B_{ij} f_j \right) + f_i \left(G_{ij} f_j + B_{ij} e_j \right) \] (26)

B. Dynamic State Estimation Model of IGESs

The state vector of IGESSs \( x_{GI} \) includes the electric power system states \( x_{GI} \) and natural gas pipeline network states \( x_{GI} \); i.e., \( x_{GI} = [x_{GI} \ x_{GI}^T]^T \), and the measurements \( z_{GI} = [z_{GI} \ z_{GI}^T]^T \). The DSE model of IGESSs is

\[ \mathbf{x}_{GI} = F_{GI} \mathbf{x}_{GI} + \mathbf{u}_{GI} + \mathbf{v} \]

\[ \mathbf{z}_{GI} = H_{GI} \mathbf{x}_{GI} + \mathbf{w} \] (27)

where, \( F_{GI} = \begin{bmatrix} \mathbf{A} & \mathbf{B}_{11} \\ \mathbf{B}_{22} & \mathbf{F}_{GI} \end{bmatrix}, \mathbf{u}_{GI} = \begin{bmatrix} \mathbf{u}_{GI}^T \mathbf{u}_{GI}^T \end{bmatrix}^T \),

\[ H_{GI} = \begin{bmatrix} \mathbf{E} \mathbf{0}_{n_y \times (n_y + 2n_y)} \mathbf{F}_{GI} \\ \mathbf{0}_{2n_y \times n_y} \mathbf{E} \mathbf{0}_{2n_y \times (2n_y + n_y)} \end{bmatrix}; \mathbf{v} \text{ and } \mathbf{w} \text{ are the predicting and measurement errors, respectively.} \]

The variance matrices of \( \mathbf{v} \) and \( \mathbf{w} \) are \( \mathbf{Q} \) and \( \mathbf{R} \) respectively.

The value of \( \mathbf{u}_{GI} \) can be given by the following method:

- For gas densities at source nodes, the values are constant;
- For the sink node that supplies gases to GTUs, the values are the mass flows at time \( t+1 \), obtained by (26). The voltage \( \mathbf{e}_{GI} \) and \( \mathbf{f}_{GI} \) in (26) are predicted by the Holt’s exponential smoothing techniques;
- For the other sink nodes, the values are the mass flow rates of gas loads at time \( t+1 \), predicted by the Holt’s exponential smoothing techniques directly.

Based on the model of (27), Kalman filter can be applied to solve the dynamic state estimation problem of IGESSs.

V. CASE STUDIES

To testify the validity of the proposed state estimator, an IGES with a 30-node natural gas pipeline network and IEEE39-
bus testing system coupled by two GTUs is constructed, shown in Fig. 2. The dynamics of the electric power loads and GTUs’ output power are simulated artificially. The power system states are obtained by power flow calculation using Matpower [16]. The mass flow rates of GTUs are calculated by (24) according to the output power. The dynamic states of pipeline networks are calculated by (20). The simulated values are true values, while the measured values are generated by adding specific distributed random numbers to the true values. The estimating step is 10 minutes, and the simulation time is 24 hours.

The estimation is carried out under the following conditions:

a. White Gaussian noises. The measurement errors are white Gaussian noises.

b. Non-zero mean noises. The measurement errors obey normal distribution, but the means are not zero.

c. Non-Gaussian noises. The measurement errors are Non-Gaussian.

The value of GTU energy conversion coefficient here is 20.148 MW/s/kg under 40% efficiency. The lengths and cross-sectional diameters of the pipelines are given in Tab. I. The friction factor \( \gamma \) and the gas speed \( c_0 \) are 0.015 and 340 m/s respectively. Pipeline node 1 and 2 are source nodes, the pressures of which are 41.48 bar and 41.63 bar respectively, being constant in the dynamic processes. The smoothing parameters \( \alpha \) and \( \beta \) are 0.8 and 0.7, respectively.

A. White Gaussian Noises

The DSE is carried out under the condition that all of the measurement errors are white Gaussian noises. The estimated states of the gas pipeline network and power system are shown in Fig. 3 and Fig. 4 respectively. The standard deviation of measurement errors is 0.02. It shows that the estimated value curve fits the true value curve much better than the measurements.

B. Non-zero Mean Noises

In practical systems, the measurement errors do not always satisfy the zero-mean distribution. Based on the measurements in section B, the deviations ranged from 0.01 to 0.04 are added to the pressure measurement of node 14, mass flow rate
The indexes are shown in Tab. IV. It is can be seen that the filter coefficients are smaller than 1, which means that the proposed DSE method is effective under the Cauchy and Laplace distributions. Compared with Gaussian noises, the total variances of the Laplace distribution are almost the same, while the values of the Cauchy distribution are much larger, indicating that the estimating performances are much sensitive to the Cauchy distribution than the Laplace. The reason is that the random numbers deviating seriously from the location parameter in the Cauchy distribution are more than the ones in the Laplace distribution, which may decrease the estimating accuracy of the DSE.

The simulations are carried out on the computer with 1.60GHz CPU, and the average time consumption of one step is 7.928ms, which can completely meet the real-time requirements in practical applications.
VI. CONCLUSION

A DSE method for IGESs is proposed in the paper and then applied on an IGES with 30-node pipeline network and IEEE 39-bus system coupled by two GTUs under several measurement conditions. The filter coefficient and total variance are used to evaluate the performances of the DSE method. The results show that all of the filter coefficients are smaller than 1 under the white Gaussian noises condition. Furthermore, the method is studied under the non-zero mean noises and non-Gaussian noises. The results show that the node pressure is more sensitive to the non-zero mean noises.

As a complete new research field, further works of the DSE for IGESs can be carried out in the following areas: the accurate calculating method of predicting errors, and the distributed DSE method for integrated energy systems [20].
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