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Abstract

In this paper, we consider the time-inhomogeneous nonlinear time series regression for a general class of locally stationary time series. On one hand, we propose sieve nonparametric estimators for the time-varying regression functions which can achieve the min-max optimal rate as in [52]. On the other hand, we develop a unified simultaneous inferential theory which can be used to conduct both structural and exact form testings on the functions. Our proposed statistics are powerful even under locally weak alternatives. We also propose a multiplier bootstrapping procedure for practical implementation. Our methodology and theory do not require any structural assumptions on the regression functions and we also allow the functions to be supported in an unbounded domain. We also establish sieve approximation theory for 2-D functions in unbounded domain and a Gaussian approximation result for affine and quadratic forms for high dimensional locally stationary time series, which can be of independent interest. Numerical simulations and a real financial data analysis are provided to support our results.

1 Introduction

In many scientific endeavors, researchers are interested in understanding the specific functional form of a relationship between variables. To name but a few, the estimation of household Engel curves [2], the estimation of demand functions [4], the estimation of an asset’s price [17, 25, 39], the understanding of the functional relation between genetics and diseases [62] and the relationship between social and economic factors in social studies [50]. There are usually two main challenges associated with these applications. First, the underlying theory does not narrow down a specific functional or parametric form for the relationship. Second, the observations span long time horizons and constantly involving. Consequently, the relationship is unlikely to remain stable. To address these issues, a general time-inhomogeneous nonparametric regression model offers a more flexible framework.

Consider the following time-inhomogeneous nonlinear time series regression

\[ Y_{i,n} = \sum_{j=1}^{r} m_j(t_i, X_{j,i,n}) + \epsilon_{i,n}, \quad i = 1, 2, \cdots, n, \]  

(1.1)
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where \( r > 0 \) is some given fixed integer. Here \( \{X_{j,i,n}\} \) are the covariates which can be locally stationary and depend on each other, \( t_i = i/n \) and \( \epsilon_{i,n} \) is general locally stationary time series (c.f. Assumption 2.1) whose covariance depend on both time and the covariates and satisfies that \( \mathbb{E}(\epsilon_{i,n}|X_{j,i,n}) = 0 \). Moreover, \( m_j \)'s are some smooth functions that map the time and covariates to the conditional mean. (1.1) has been employed in the literature, for instance, see [37, 55, 59, 60, 69]. It provides a more flexible and general framework and a wide range of models can fit into it. For example, (1.1) has been studied extensively in the literature by imposing various structural assumptions on \( m_j \)'s. Assuming that \( m_j \) has a multiplicative separability form in the time \( t \) and the covariate, the time varying linear model has been studied in [10, 26, 27, 35, 48, 75, 77] among others and the general multiplicative form has been recently studied in [12, 34, 70]. Moreover, when \( X_{j,i,n} = Y_{i-j,n} \) in (1.1), it becomes the nonparametric and nonlinear autoregressive process [60, Section 3.1]. Finally, we point out that (1.1) can be regarded as a discretized version of the Langevin equation

\[
dY_t = \sum_{j=1}^{r} m_j(t, X_{j,t})dt + \sigma(t, X_{1,t}, \cdots, X_{r,t})dB(t),
\]

where \( B(t) \) is some martingale.

In what follows, we summarize some related results in the literature in Section 1.1 and provide an overview of our results and state the novelties in Section 1.2.

1.1 Some related results

In this subsection, we summarize some related results. In the literature, the general model setup (1.1) has been studied based on the nonparametric kernel estimation. In [59], under the classical strong mixing conditions and using the locally stationary process as in [19], the author proposed a Nadaraya-Watson (NW) type estimator utilizing a product kernel. Moreover, the author also established the convergence rates for their estimation on any compact set and the point-wise normality for their estimators. Moreover, the results and ideas have been used to study the structural changes problem in [60]. Later on, in [69], the authors advanced the kernel estimation theory under a general setting using the physical representation [63]. They also applied their results to study the model selection problems. Moreover, recently, in [37], under specific model setups, the authors considered the statistical inference for the time-varying parameters by analyzing the negative conditional Gaussian likelihoods with kernel estimations. They were able to establish the simultaneous inference results but only in the time domain without considering the covariates.

We also point out that (1.1) has also been studied in the literature provided some structural assumptions are imposed. On one hand, when the smooth functions are not time-varying, (1.1) has been extensively studied. Especially, the kernel based estimators and pointwise normality have been provided in the literature; see [26, 40, 41, 71] among others, and the sieve least square estimators and asymptotic normality has also been studied; see [1, 13, 14, 33] among others. On the other hand, when the functions are time-varying, the kernel estimators and simultaneous inference have been studied for the time-varying coefficient linear regression model when the smooth functions are of the form \( X_{j,i,n} \theta_j(t) \); see [10, 27, 35, 74, 75] among others. Furthermore, researchers have generalized the linear regression model to the setting when \( m_j = \rho_j(t)g(X_{j,i,n}) \) has a multiplicative separability structure. For instance, the kernel estimators and asymptotic normality have been established in [12, 46] and the spline estimators and their asymptotic normality have been studied in [70] for functional data and in [34] for locally stationary time series, among others.
In summary, most of the relevant literature focus on providing a kernel based estimator for the smooth functions in the general setting (1.1). It is known that due to modeling the variation with respect to both time and covariates, the convergence rates for the estimations can be slow. Moreover, the existing works only established convergence rates on a compact domain which may prohibit the applications when the covariates have unbounded supports. Finally, the literature has only focused on proving the point-wise convergence rates of the general smooth functions and they may not be useful for conducting inference on the smooth functions simultaneously.

Motivated by the above challenges, in the current paper, we study (1.1) in great generality and optimality. Inspired by the applications in the literature, we consider two scenarios of (1.1): (1). The time-inhomogeneous nonlinear time series model, i.e., $X_{j,i,n} = Y_{i-j,n}$; (2). The general regression setting, i.e., $X_{j,i,n}$ are some locally stationary stationary predictors. On one hand, we provide sup-norm rate optimal nonparamteric sieve estimators for the functions $m_j's$. On the other hand, we develop simultaneously inferential theory for these functions. Our results and methodologies do not require any structural assumptions on $m_j$’s and we also allow the supports of these functions to be unbounded. We give an overview of our results in Section 1.2.

1.2 Overview of our results and novelties

In this subsection, we give a heuristic overview of our main results. Throughout the paper, for the locally stationary time series, we use the general form of physical representation following [22, 63, 69, 76] (c.f. Assumption 2.1) which covers a wide range of commonly used locally stationary time series (c.f. Examples 2.1 and 2.2). The aim of this paper is to provide a systematic and unified estimation and inferential theory for the smooth functions in (1.1) without imposing additional structural assumption.

For the estimation part, we propose the sieve nonparametric estimators for the smooth functions. However, unlike in the standard applications of sieve expansions where the smooth functions are supported on a bounded domain [1, 13, 14, 22, 23, 33], the covariates in (1.1) are usually supported in $\mathbb{R}$ and hence the sieve methods and the classic approximation theory cannot be applied directly. To address this issue, we use the mapped sieve basis functions [7, 51] which can monotonically and smoothly map the unbounded domain to a compact domain. Consequently, we can construct a hierarchical sieve basis functions as in (3.7) and establish the uniform approximation theory for the smooth functions on unbounded domain; see Theorem 3.1 for more details. Based on the approximation theory, it suffices to estimate the expansion coefficients using one ordinary least square to obtain the sieve estimators as in (3.11). The estimation procedure is computationally cheap and the proposed estimators are theoretically consistent. Especially, under mild regularity conditions, for short-range dependent locally stationary time series, our estimators achieve the min-max optimal rate as obtained by Stone in [52]; see Theorem 3.2 and Remark 3.1 for more details.

Once the estimation theory is established, we can develop the inferential theory. First, we provide the simultaneous confidence regions (SCR) based on our sieve estimators (c.f. (4.6)). Then we apply the SCR to conduct structural testings on the smooth functions. For example, we can test whether the functions are time-invariant (c.f. Example 4.1) or have multiplicative separability structure (c.f. Example 4.2). Second, we propose a $L_2$ statistic to test whether the smooth functions are equal to some given functions (c.f. (4.9)). The key technical input is to establish a Gaussian approximation result for high dimensional locally stationary time series for the affine forms and
quadratic forms. We prove such a result in Theorem A.1 and it can be of independent interest. Especially, when the temporal relation of the locally stationary time series decays fast enough, the approximate rate matches that of [28] which is claimed to be the best known rate. Moreover, to obtain the critical values for the SCR, we establish the maximum deviation of a Gaussian process using the device of volume of tubes [36, 38, 53]. For practical implementation, we propose a multiplier bootstrap procedure as in [16, 72] which is both theoretically sound and empirically accurate and powerful; see Theorems 4.3 and 4.4. Numerical simulations and real data analysis are provided to support our results and methodologies.

Finally, we point out that even though we focus on the object of the physical form of locally stationary time series, our methodologies and results can be applied to the locally stationary time series considered in [19, 59] or even the general non-stationary time series in [23], after some minor modifications. Before concluding this subsection, we summarize the contributions of the current paper as follows.

(1). We propose the sieve estimators for the time-inhomogeneous nonlinear time series regression (1.1) using mapped sieve basis functions. Our methodology does not require any structural assumptions on the smooth functions and we allow the functions to be supported in an unbounded domain. Moreover, our estimation procedure only needs one OLS regression and our estimator achieves the min-max optimal rates under mild assumptions.

(2). We establish a general and unified simultaneous inferential theory for the smooth functions in (1.1). Our theory can be used to conduct both structural and exact form testings on the smooth functions. Moreover, the proposed statistics are powerful even under weak alternatives.

(3). We provide a multiplier bootstrap procedure to implement our methodologies in practice. The bootstrapping statistics can asymptotically mimic the distributions of the statistics proposed in the inferential theory. Moreover, our bootstrap method is robust and adaptive to the data set.

(4). We establish a Gaussian approximation result for both affine and quadratic forms of high dimensional locally stationary time series. The result matches the best known rate under mild regularity assumptions. Moreover, we also calculate the critical values of the maxima of the Gaussian random field whose randomness arising from a locally stationary time series.

The paper is organized as follows. In Section 2, we introduce the locally stationary time series, the concrete settings for (1.1) and some technical assumptions. In Section 3, we propose the sieve estimators for the smooth functions and prove their theoretical optimality. In Section 4, we develop the simultaneous inferential theory based on our sieve estimators and consider several important hypothesis testing problems. For practical applications, we propose a multiplier bootstrapping strategy. In Section 5, we conduct extensive numerical simulations to support the usefulness of our estimators and proposed bootstrapping statistics for statistical inference. A real data analysis is provided in Section 6. Technical proofs are deferred to Appendix A. Some auxiliary lemmas are collected in Appendix B and a list of commonly used sieve basis functions is provided in Appendix C.
2 The models and assumptions

In this section, we introduce the models, some related notations and assumptions. In the current paper, we consider the family of locally stationary time series for \( Y_i, X_{j,i}, \epsilon_i \) as considered in \([19, 76]\). As mentioned in Section 1, we are primarily interested in two scenarios. We now state the models for both cases in Assumption 2.1. For any random variable \( Z \in \mathbb{R} \), we denote its \( q \)-norm by

\[
\|Z\|_q = (\mathbb{E}|X|^q)^{1/q}.
\]

For simplicity, we write \( \|Z\| \equiv \|Z\|_2 \). For two sequences of real values \( \{a_n\} \) and \( \{b_n\} \), we write \( a_n = O(b_n) \) if \( |a_n| \leq C|b_n| \) for some constant \( C \) and \( a_n = o(b_n) \) if \( |a_n| \leq \epsilon_n|b_n| \) for some positive sequence \( \{\epsilon_n\} \) that \( \epsilon_n \downarrow 0 \) as \( n \to \infty \). Moreover, if \( a_n = O(b_n) \) and \( b_n = O(a_n) \), we write \( a_n \asymp b_n \).

For a sequence of random variables \( \{X_n\} \) and a positive sequence of \( \{C_n\} \), we use the notation \( X_n = O_P(C_n) \) to say that \( X_n/C_n \) is stochastically bounded, and \( X_n = o_P(C_n) \) to say that \( X_n/C_n \) converges to 0 in probability. Throughout the paper, we omit the subscript \( n \) without causing further confusion.

**Assumption 2.1.** In this paper, we suppose the following assumptions hold for the regression (1.1):

(1). **Time series regression setting:** \( X_{j,i} = Y_{i-j} \). In this setting, we assume that both \( \{X_i\} \) and \( \{\epsilon_i\} \) are locally stationary time series such that

\[
X_i = G_1(t_i, F_i), \quad \epsilon_i = G_2(t_i, F_i),
\]

where \( F_i = (\cdots, \eta_{i-1}, \eta_i) \) and \( \{\eta_i\}_{i \in \mathbb{Z}} \) are i.i.d. random variables with \( \mathbb{E}(\epsilon_i|F_{i-1}) = 0 \). Here \( G_1, G_2: \mathbb{R}^\infty \times \mathbb{R}^\infty \to \mathbb{R} \) are measurable functions such that for any fixed \( t \in [0, 1] \), \( G_k(t, F_i), k = 1, 2 \), are properly defined random variables. Moreover, we assume that \( G_k(t, \cdot) \) are stochastic Lipschitz functions of \( t \) such that for some \( q > 2 \), some constant \( C > 0 \) and any \( s,t \in [0, 1] \),

\[
\sup_i \|G_k(s, F_i) - G_k(t, F_i)\|_q \leq C|s-t|, \quad k = 1, 2.
\]  

(2). **General non-stationary regression setting:** \( X_{j,i}, 1 \leq j \leq r \), are locally stationary predictors. In this setting, we assume that all \( \{Y_i\}, \{X_i\}, \{\epsilon_i\} \) are locally stationary time series such that

\[
Y_i = G(t_i, F_i), \quad X_{j,i} = H_j(t_i, G_i), \quad \epsilon_i = D(t_i, L_i),
\]

where \( F_i = (\cdots, \eta_{i-1}, \eta_i) \), \( G_i = (\cdots, \gamma_{i-1}, \gamma_i) \) and \( L_i = (\cdots, (\eta_{i-1}, \gamma_{i-1})^\top, (\eta_{i-1}, \gamma_{i-1})^\top) \) with \( \mathbb{E}(\epsilon_i|G_i) = 0 \). Here we assume that \( \{(\eta_i, \gamma_i)^\top\}_{i \in \mathbb{Z}} \) are i.i.d. random elements, \( G, H_j, 1 \leq j \leq r, D \) are measurable functions satisfying the stochastic Lipschitz continuous condition as in (2.2).

We remark that the physical form (2.1) is a very general representation in the sense that many locally stationary time series, linear or non-linear, can be written in this form. For illustration, we refer the readers to Examples 2.1 and 2.2 below. In the current paper, we focus on the practical setting that only one time series is available, i.e., only one realization of \( \{X_i\} \) for Case (1) and \( \{Y_i, X_i\} \) for Case (2) is observed. In this setting, it is natural to consider the time series with short-range temporal dependence. We employ the physical dependence measure to quantify the temporal dependence of the time series. For simplicity, we state the definition using \( \{X_i\} \) as in (2.1).
Definition 2.1 (Physical dependence measure). Let \( \{\eta'_i\} \) be an i.i.d. copy of \( \{\eta_i\} \). Assume that for some \( q > 2 \),
\[
\|X_i\|_q < \infty.
\]
Then for \( j \geq 0 \), we define the physical dependence measure of \( \{X_i\} \) as
\[
\delta_1(j, q) = \sup_t \|G_1(t, F_0), G_1(t, F_{0,j})\|_q,
\]
where \( F_{0,j} = (F_{i-j-1}, \eta'_{i-j}, \eta_{i-j+1}, \cdots, \eta_0) \). For convenience, we denote \( \delta_1(j, q) = 0 \) when \( j < 0 \).

The physical dependence measure provides a convenient tool to study the temporal dependence of time series. On one hand, it quantifies the magnitude of change in the system’s output when the input of the system \( j \) steps ahead is replaced by an i.i.d. copy. On the other hand, the strong temporal dependence of the locally stationary time series can be controlled in terms of \( \delta_1(j, q) \) and the concentration inequalities (c.f. Lemmas B.2 and B.3) can be established based on them. For more details on physical dependence measure, we refer the readers to [42, 43, 63, 64, 65].

Throughout the paper, we impose the following assumption to ensure that the temporal dependence decays fast enough so that the locally stationary time series has short-range dependence.

Assumption 2.2. Suppose that there exists some constant \( \tau > 0 \) and some constant \( C > 0 \) such that for Case (1) of Assumption 2.1
\[
\max \{\delta_1(j, q), \delta_2(j, q)\} \leq C j^{-\tau}, \text{ for all } j \geq 1,
\]
where \( \delta_1, \delta_2 \) are the physical dependence measures for \( \{X_i\} \) and \( \{\epsilon_i\} \), respectively. Moreover, for Case (2) of Assumption 2.1, we assume that
\[
\max_{0 \leq k \leq r+1} \delta_k(j, q) \leq C j^{-\tau}, \text{ for all } j \geq 1,
\]
where \( \delta_0 \) is the physical dependence measure of \( \{Y_i\} \), \( \delta_{r+1} \) is that of \( \{\epsilon_i\} \) and \( \delta_k, 1 \leq k \leq r \), are those of \( \{X_{k,i}\}, 1 \leq k \leq r \).

Before concluding this subsection, we provide two examples of locally stationary time series.

Example 2.1 (Locally stationary linear time series). Let \( \{\epsilon_i\} \) be i.i.d. random variables and \( \{a_j(t)\} \) be continuously differentiable functions on \([0, 1]\). Consider the locally stationary linear process such that
\[
G(t, F_i) = \sum_{k=0}^{\infty} a_k(t) \epsilon_{i-k}.
\]

It is easy to see that the physical dependence measure of the above linear process, denoted as \( \delta(j, q) \) satisfies that
\[
\delta(j, q) = O(\sup_t |a_j(t)|).
\]

Consequently, according to [22, Example 2.4], (2.2) and Assumption 2.2 are satisfied if the following conditions hold
\[
\sup_t |a_j(t)| \leq C j^{-\tau}, \sum_{j=0}^{\infty} \sup_{t \in [0, 1]} |a'_j(t)|^{\min\{2, q\}} < \infty.
\]
Example 2.2 (Locally stationary nonlinear time series). Let \( \{ \epsilon_i \} \) be i.i.d. random variables. Consider a locally stationary process as follows

\[
G(t, F_t) = R(t, G(t, F_{t-1}), \epsilon_t),
\]

where \( R \) is some measurable function. The above expression is quite general such that many locally stationary time series can be written in the above form. For example, the threshold autoregressive model, exponential autoregressive model and bilinear autoregressive models. According to [76, Theorem 6], suppose that for some \( x_0 \),

\[
\sup_t \| R(t, x_0, \epsilon_t) \|_q < \infty.
\]

Denote

\[
\chi := \sup_{t} L(t), \quad \text{where} \quad L(t) := \sup_{x \neq y} \frac{\| R(t, x, \epsilon_0) - R(t, y, \epsilon_0) \|_q}{|x - y|}.
\]

Note that \( \chi < 1 \) and \( \delta(j, q) = O(\chi^2) \). Therefore, Assumption 2.2 is satisfied. Moreover, by [76, Proposition 4] (2.2) holds if

\[
\sup_{t} \| M(G(t, F_0)) \|_q < \infty, \quad \text{where} \quad M(x) := \sup_{0 \leq t < s \leq 1} \frac{\| R(t, x, \epsilon_0) - R(s, x, \epsilon_0) \|_q}{|t - s|}.
\]

As a concrete example, we consider the time varying threshold autoregressive (TVTAR) model denoted as

\[
G(t, F_t) = a(t)[G(t, F_{t-1})]^+ + b(t)[G(t, F_{t-1})]^+.
\]

In this case, Assumption 2.2 and (2.2) will be satisfied if

\[
a(t), b(t) \in C^1([0, 1]), \quad \text{and} \quad \sup_{t \in [0, 1]} (|a(t)| + |b(t)|) < 1.
\]

3 Sieve estimation for time varying nonlinear regression

In this section, we propose a nonparametric approach to estimate the nonlinear functions \( m_j(t, x) \), \( 1 \leq j \leq r \).

3.1 Sieve least square estimation

In this subsection, we use the sieve least square estimation approach to obtain the estimators for \( m_j(t, x) \), \( 1 \leq j \leq r \). Due to similarity, we mainly focus on explaining Case (1) of Assumption 2.1 and only briefly discuss Case (2) from time to time; see Remark 3.2 below for some discussion. Our methodology is nonparametric and utilizes the sieve basis expansion; see [13] for a comprehensive review. We next provide a heuristic overview of the method and the details will be offered in Sections 3.1.1 and 3.1.2.

Since we can only observe one realization of the time series, it is natural to impose some smoothness condition on \( m_j(t, x) \) (c.f. Assumption 3.1). First, under these conditions, it suffices to consider \( m_{j,c,d}(t, x) \) (c.f. Theorem 3.1) denoted as

\[
m_{j,c,d}(t, x) = \sum_{\ell_1 = 1}^{c} \sum_{\ell_2 = 1}^{d} \beta_{j,\ell_1,\ell_2} b_{\ell_1,\ell_2}(t, x), \quad (3.1)
\]
where \( \{b_{\ell_1,\ell_2}(t,x)\} \) are the sieve basis functions and \( \{\beta_{j,\ell_1,\ell_2}\} \) are the coefficients to be estimated. Here \( c \equiv c(n) \), \( d \equiv d(n) \) depend on the smoothness of \( m_j(t,x) \). For detailed discussion of the construction of sieve basis functions and the performance of (3.1), we refer the readers to Section 3.1.1. Second, in view of (3.1), given a set of sieve basis functions, it suffices to estimate the coefficients. We will use the ordinary least square (OLS) to achieve this goal and obtain the estimators \( \{\hat{\beta}_{j,\ell_1,\ell_2}\} \). This aspect will be discussed in Section 3.1.2. Based on the above calculation, we can obtain our sieve least square estimation as follows

\[
\hat{m}_{j,c,d}(t,x) = \sum_{\ell_1=1}^{c} \sum_{\ell_2=1}^{d} \hat{\beta}_{j,\ell_1,\ell_2} b_{\ell_1,\ell_2}(t,x). 
\]

(3.2)

3.1.1 Mapped hierarchical sieves for 2-D smooth function on unbounded domain

In this subsection, we discuss how to use sieve basis functions to approximate a smooth 2-D function. Note that for \( m_j(t,x), 1 \leq j \leq r \), when \( x \) is defined on a compact domain in \( \mathbb{R} \), the results have been established, for example, see [13, Section 2.3.1] for a comprehensive review. However, in the real applications, the domain of \( x \) is usually unbounded and mostly the whole real line. Therefore, we need to modify the commonly used sieves to accommodate for practical applications.

In the literature, there exist three different approaches to deal with the unbounded domain. The first method is to apply a finite interval method, such as Chebyshev polynomials, to an interval \( x \in [-L,L] \) where \( L \) is large but finite. This method is also known as domain truncation. The second way is to use a basis that is intrinsic to the unbounded domain such as Hermite functions. The third approach is to map the infinite interval into a finite domain through a change of coordinate and then apply a finite interval method. We refer the readers to [6, 7, 51] for a review.

In the current paper, we employ the third method that we will apply some suitable mappings to map the unbounded domain to a compact one. The main reason is because the first and second methods usually result in slow approximate rates so that we need to use more basis functions in order to achieve certain accuracy. The mapping idea is popular in numerical PDEs for handling the boundary value problems. For a review of the mapping strategy, we refer the readers to [7, 51]. In what follows, without loss of generality, we assume that the domain for \( x \) is either \( \mathbb{R} \) or \( \mathbb{R}_+ \). The mappings will map the domain to a compact interval, say, \([-1,1]\). We state the definitions of the mappings as follows.

**Definition 3.1 (Mappings).** For some positive scaling factor \( s > 0 \), consider a family of mappings of the form:

\[
x = g(y;s), \quad s > 0, \quad y \in I := (-1,1), \quad x \in \Lambda := \mathbb{R}_+ \text{ or } \mathbb{R},
\]

such that

\[
\frac{dx}{dy} = g'(y;s) > 0, \quad y \in I;
\]

\[
g(-1;s) = \begin{cases} 0, & \Lambda = \mathbb{R}_+, \\ -\infty, & \Lambda = \mathbb{R}, \end{cases} \quad g(1;s) = \infty.
\]

Since the above mapping is invertible, we denote the inverse mapping by

\[
y = g^{-1}(x;s) = u(x;s), \quad x \in \Lambda, y \in I, s > 0.
\]
Based on the above definition, it is easy to see that \( \frac{1}{2} u(x; s) + \frac{1}{2} \) will map \( \mathbb{R} \) or \( \mathbb{R}_+ \) to \([0, 1]\). Before proceeding to construct the sieve basis functions, we pause to list a few examples of the mappings for illustration.

**Example 3.1.** In this example, we provide some mappings when \( \Lambda = \mathbb{R} \). The first mapping is the following algebraic mapping

\[
x = \frac{sy}{\sqrt{1 - y^2}}, \quad y = \frac{x}{\sqrt{x^2 + s^2}}.
\]

(3.3)

The second mapping is the following logarithmic mapping

\[
x = \frac{s}{2} \ln \frac{1 + y}{1 - y}, \quad y = \tanh(s^{-1}x) = \frac{e^{s^{-1}x} - e^{-s^{-1}x}}{e^{s^{-1}x} + e^{-s^{-1}x}}.
\]

(3.4)

**Example 3.2.** In this example, we provide some mappings when \( \Lambda = \mathbb{R}_+ \). The first mapping is the following algebraic mapping

\[
x = \frac{s(1 + y)}{1 - y}, \quad y = \frac{x - s}{x + s}.
\]

The second mapping is the following logarithmic mapping

\[
x = \frac{s}{2} \ln \frac{3 + y}{1 - y}, \quad y = 1 - 2 \tanh(s^{-1}x).
\]

Throughout the paper, without loss of generality, we assume that \( m_j(t,x) \), for \( 1 \leq j \leq r \), takes value on the whole real line \( \mathbb{R} \). Similar arguments apply when \( x \in \mathbb{R}_+ \). Using the mappings in Example 3.1, due to monotonicity, we have related \( m_j(t,x) : [0,1] \times \mathbb{R} \rightarrow \mathbb{R} \) to \( \tilde{m}_j(t,y) := m_j(t,g(2y - 1; s)) : [0,1] \times [0,1] \rightarrow \mathbb{R} \).

(3.5)

Based on the above arguments, we can construct a sequence of mapped sieve basis functions following [51]. Let \( \{\phi_i(\cdot)\} \) be an orthonormal base of the smooth functions defined on \([0,1]\). Denote the mapped version of \( \{\phi_i\} \) as \( \{\tilde{\phi}_i\} \) such that for \( x \in \mathbb{R} \)

\[
\tilde{\phi}_i(x) = \phi_i \circ y(x), \quad y(x) := \frac{u(x; s) + \frac{1}{2}}{2}.
\]

(3.6)

Note that \( \{\tilde{\phi}_i\} \) is a sequence of orthogonal polynomials of the functional space defined on \( \mathbb{R} \) [51]. Denote \( \{\varphi_i\} \) as the orthonormal basis functions based on \( \{\tilde{\phi}_i\} \). Armed with \( \{\phi_i\} \) and \( \{\varphi_i\} \), we can construct the hierarchical sieve basis functions as [13]

\[
\{\phi_i(t)\} \otimes \{\varphi_j(x)\}.
\]

(3.7)

For examples of the commonly used sieve and mapped sieve basis functions and their properties, we refer the readers to Appendix C. Let \( \{b_{\ell_1,\ell_2}(t,x)\} \) be the collection of sieve basis functions as in (3.7). Recall (3.1).
Theorem 3.1. Suppose Assumption 3.1 holds. Moreover, we choose \( \{\phi_i(t)\} \) to be Fourier series, Jacobi polynomials and orthogonal wavelets, and \( \{\varphi_j(x)\} \) to be mapped Fourier series, mapped Jacobi polynomials, and mapped orthogonal wavelets as in Examples C.1–C.3. For \( m_{j,c,d}(t,x) \) defined in (3.1), we have that for all \( 1 \leq j \leq r, \)

\[
\sup_{t \in [0,1]} \sup_{x \in \mathbb{R}} |m_j(t, x) - m_{j,c,d}(t, x)| = O\left(e^{-m_1} + d^{-m_2}\right).
\]

Theorem 3.1 establishes the asymptotic approximation results for a 2-D function on an unbounded domain using the mapped sieve basis functions. Similar results have been established for the compact domain; see [13, Section 2.3.1] for a comprehensive summary. In fact, when the domain is compact, we can directly use the basis functions \( \{\phi_i(t)\} \otimes \{\varphi_j(x)\} \) instead of (3.7).

3.1.2 OLS estimation for the coefficients

Armed with the basis expansion in Section 3.1.1 and the approximation result Theorem 3.1, we see that it suffices to estimate the coefficients \( \beta_{t_1,t_2} \) in (3.1). As mentioned earlier, we focus on the discussion of Case (1) of Assumption 2.1.

Since \( r \) is bounded, in view of Theorem 3.1, we can write

\[
X_i = \sum_{j=1}^{r} m_{j,c,d}(t_i, X_{i-j}) + \epsilon_i + o_P(1),
\]

where \( m_{j,c,d}(t, x) \) is defined in (3.1). Consequently, the estimation of \( m(t, x) \) reduces to estimating the coefficients \( \{\beta_{t_1,t_2}\} \). We apply OLS to estimate them. Denote the vector \( \beta = (\beta_1, \cdots, \beta_{r cd})^\top \in \mathbb{R}^{r cd} \) which collects all these coefficients \( \{\beta_{t_1,t_2}\} \) in the order of the indices \([1..r] \times [1..c] \times [1..d] \); that is to say, for \( 1 \leq k \leq r cd, \)

\[
\beta_k = \beta_{t_{k-1}, t_k, t_{k+1}}, \quad l = \left\lfloor \frac{k}{cd} \right\rfloor, \quad \ell_2 = \left\lfloor \frac{k-l cd}{c} \right\rfloor, \quad \ell_1 = k - l cd - \ell_2 d, \quad (3.8)
\]

where \( \lfloor \cdot \rfloor \) is the floor of a given real value. Denote \( W \in \mathbb{R}^{(n-r) \times r cd} \) as the design matrix whose entry satisfies that

\[
W_{ik} = \phi_{t_1}(t_i) \varphi_{t_2+1}(X_{i-(t_1+1)}), \quad (3.9)
\]

where \( t_1, t_2 \) are defined in (3.8). Furthermore, we denote \( Y = (Y_i)_{r+1 \leq i \leq n} \in \mathbb{R}^{n-r} \) and \( \epsilon = (\epsilon_i)_{r+1 \leq i \leq n} \in \mathbb{R}^{n-r} \). Recall that for Case (1), \( Y_i = X_i \). Armed with these notations, the OLS estimator for \( \beta \) is denoted as

\[
\hat{\beta} = (W^\top W)^{-1} W^\top Y. \quad (3.10)
\]

For \( 1 \leq j \leq r \), denote the diagonal matrix \( I_j \in \mathbb{R}^{(r cd) \times (r cd)} \) such that \( I_j = \oplus_{k=1}^{r} \delta_k(j) I_{cd} \), where \( \oplus \) is the direct sum, \( \delta_k(j) = 1 \) when \( k = j \) and 0 otherwise, and \( I_{cd} \) is the \( cd \times cd \) identity matrix. Furthermore, let \( b \in \mathbb{R}^{cd} \) be the collection of the basis functions \( \{b_{i,j}(t, x)\}_{1 \leq i \leq c, 1 \leq j \leq d} \). Then our proposed estimator for \( m_{j}(t, x) \) is

\[
\hat{m}_{j,c,d}(t, x) = (\hat{\beta} I_j)^\top (b \otimes I_r), \quad (3.11)
\]

where \( \otimes \) is the Kronecker product and \( I_r \) is the \( r \times r \) identity matrix.

As will be seen in Section 3.2, \( \hat{m}_{j,c,d}(t, x) \) is a consistent estimator for \( m_{j}(t, x) \).
3.2 Theoretical properties of the proposed estimators

In this subsection, we prove the properties of the proposed estimator (3.11). We first prepare some notations and assumptions. Let \( \mathbf{w}_i = (w_{ik})_{1 \leq k \leq rd} \in \mathbb{R}^{rd}, r + 1 \leq i \leq n, \) such that

\[
w_{ik} = \varphi_{\ell_2(k)}(X_{i-\ell_1(k)-1}),
\]

(3.12)

where \( \ell_1(k) \) and \( \ell_2(k) \) are defined as

\[
\ell_1(k) := \left\lfloor \frac{k}{d} \right\rfloor, \quad \ell_2(k) = k - \ell_1(k)d.
\]

(3.13)

Moreover, we denote \( \mathbf{x}_i = (x_{ik})_{1 \leq k \leq rd} \in \mathbb{R}^{rd}, r + 1 \leq i \leq n, \) as

\[
x_{ik} = w_{ik} \epsilon_i.
\]

(3.14)

In the following lemma, we show that both the high dimensional time series \( \{\mathbf{w}_i\} \) and \( \{\mathbf{x}_i\} \) can be regarded as short-range dependent locally stationary stationary time series.

**Lemma 3.1.** Suppose (1) of Assumptions 2.1 and Assumption 2.2 hold. Then there exist measurable functions \( \mathbf{V}(t, \cdot) = (V_1(t, \cdot), \cdots, V_{rd}(t, \cdot)), \) \( \mathbf{U}(t, \cdot) = (U_1(t, \cdot), \cdots, U_{rd}(t, \cdot)) \in \mathbb{R}^{rd} \) satisfying the stochastic Lipschitz continuity as in (2.2) such that \( \{\mathbf{x}_i\} \) is mean-zero and

\[
\mathbf{w}_i = \mathbf{V}(t_i, \mathcal{F}_i), \quad \mathbf{x}_i = \mathbf{U}(t_i, \mathcal{F}_i), \quad t_i = \frac{i}{n}.
\]

(3.15)

Moreover, denote their physical dependence measures as

\[
\delta_w(j, q) = \sup_{1 \leq k \leq rd} \sup_t \|V_k(t, \mathcal{F}_0) - V_k(t, \mathcal{F}_{0,j})\|_q, \quad \delta_x(j, q) = \sup_{1 \leq k \leq rd} \sup_t \|U_k(t, \mathcal{F}_0) - U_k(t, \mathcal{F}_{0,j})\|_q.
\]

(3.16)

Then we have that for some constant \( C > 0 \)

\[
\max\{\delta_w(j, q), \delta_x(j, q)\} \leq C j^{-\tau}, \text{ for all } j \geq 1,
\]

(3.17)

Similar results hold when (2) of Assumption 2.1 holds.

Next, we define the long-run covariance matrices of \( \{\mathbf{w}_i\} \) and \( \{\mathbf{x}_i\} \) as \( \Pi(t) \in \mathbb{R}^{rd \times rd} \) and \( \Omega(t) \in \mathbb{R}^{rd \times rd} \), respectively, as

\[
\Pi(t) := \sum_{j=-\infty}^{+\infty} \text{Cov} \left( \mathbf{V}(t, \mathcal{F}_0), \mathbf{V}(t, \mathcal{F}_j) \right), \quad \Omega(t) := \sum_{j=-\infty}^{+\infty} \text{Cov} \left( \mathbf{U}(t, \mathcal{F}_0), \mathbf{U}(t, \mathcal{F}_j) \right).
\]

(3.18)

Throughout the paper, we will use the following short-hand notation

\[
p := rcd.
\]

(3.19)

Using the above notations, denote the integrated long run covariance matrices \( \Pi \in \mathbb{R}^{p \times p} \) and \( \Omega \in \mathbb{R}^{p \times p} \) as

\[
\Pi := \int_0^1 \Pi(t) \otimes (\mathbf{a}(t) \mathbf{a}^\top(t)) dt, \quad \Omega := \int_0^1 \Omega(t) \otimes (\mathbf{a}(t) \mathbf{a}^\top(t)) dt,
\]

(3.20)

where \( \mathbf{a}(t) = (\phi_1(t), \cdots, \phi_c(t))^\top. \)

In the current paper, we will need the following regularity assumption on \( \Pi \) and \( \Omega. \) It is frequently used in the statistics literature, for instance, see [9, 15, 22, 68].
Assumption 3.2. For \( \Pi \) and \( \Omega \) in (3.20), we assume that there exists a universal constant \( \kappa > 0 \) such that
\[
\min\{\lambda_p(\Pi), \lambda_p(\Omega)\} \geq \kappa,
\]
where \( \lambda_p(\cdot) \) is the smallest eigenvalue of the given matrix.

Armed with the above notations and assumptions, we state the results regarding the consistency of our proposed estimator (3.11). Denote
\[
\xi_c := \sup_{1 \leq i \leq c} \sup_{t \in [0,1]} |\phi_i(t)|, \quad \zeta = \sup_{t,x} \|b\|,
\]
where \( \|b\| \equiv \|b\|_2 \) is the \( L_2 \) norm of \( b \).

Theorem 3.2. Suppose Assumptions 2.1–3.2 hold. Moreover, we assume
\[
p \left( \frac{\xi_c^2}{n} + \frac{\xi_c^2 n^{\frac{2}{p+1}}}{n} \right) = o(1).
\]
Then we have that
\[
\max_j \sup_{t \in [0,1], x \in \mathbb{R}} \|m_j(t,x) - \hat{m}_{j,c,d}(t,x)\| = O \left( \xi_c \zeta \sqrt{\frac{p}{n}} + c^{-m_1} + d^{-m_2} \right).
\]

Remark 3.1. Theorem 3.2 implies that our proposed sieve least square estimator (3.11) is consistent under mild conditions. First, \( \xi_c \) and \( \zeta \) can be calculated for specific sieve basis functions and so does the convergence rate in (3.23). For example, when \( \{\phi_i(t)\} \) are chosen as the Fourier basis functions and \( \{\varphi_j(t)\} \) as the mapped Fourier basis functions, then \( \xi_c = O(1) \) and \( \zeta = O(\sqrt{p}) \). Additionally, if we assume that \( m_1 = m_2 = \infty \) such that \( m(t,x) \) is infinitely differentiable, by choosing \( c = d = O(\log n) \), the rate on the right-hand side of (3.23) reads as \( O(n^{-1/2} \log^2 n) \) which matches the optimal uniform (i.e. sup-norm) convergence rate as obtained in [14, 22, 52]. For the magnitudes of \( \xi_c \) and \( \zeta \) for more general sieves, we refer the readers to Appendix C.

Second, the condition (3.22) ensures that \( n^{-1}W^TW \) in the OLS estimator \( \hat{\beta} \) in (3.10) will converge to the integrated long run covariance matrix \( \Pi \), which guarantees the regularity behavior of \( \hat{\beta} \); see (A.9) for more details. In fact (3.22) can be easily satisfied. For example, when \( \xi_c = O(1) \) and \( p = \log^2 n \), we only require \( \tau > 1 \) for the physical dependence measure as in (2.4).

Remark 3.2. We point out that the general non-stationary setting, i.e., (2) of Assumption 2.1 can be handled similarly with some minor modifications. For example, in (3.9), \( X_{i-(l+1)} \) should be replaced by \( X_{l+1,i} \), and in (3.12), \( X_{i-l_1(k)-1} \) should be replaced by \( X_{l_1(k)+1,i} \). We omit the details since the main differences are just notational.

4 Statistical inference for the nonlinear regression

In this section, we infer the nonlinear functions \( m_j(t,x), 1 \leq j \leq r \), based on our proposed sieve least square estimator (3.11). As in Section 3, we focus our discussion on Case (1) of Assumption
2.1 and only briefly explain how to handle Case (2) without providing extra details in Remark 4.3. Throughout this section, we assume that for the error in (3.23)

\[ c^{-m_1} + d^{-m_2} = O(n^{-\gamma}), \quad \gamma > \frac{1}{2}. \]  

(4.1)

Note that (4.1) is a mild assumption by choosing reasonably large values of \( c \) and \( d \). For example, if \( m_1 = m_2 = \infty \), it can be easily satisfied by choosing \( c, d \propto \log n \). In general, it will be satisfied if we choose

\[ c \propto n^{C/m_1}, \quad d \propto n^{C/m_2}, \]  

(4.2)

for some large constant \( C > \frac{1}{2} \). This shows that we only need a relatively small amount of basis functions once \( m_k, k = 1, 2 \), are reasonably large.

### 4.1 Problems setup and proposed statistics

In this subsection, we introduce several commonly concerned problems and provide our proposed statistics utilizing (3.11).

For \( 1 \leq j \leq r \), our first goal is to construct a \((1 - \alpha)\) simultaneous confidence region (SCR) of \( m_j(t,x) \) based on our estimator (3.11), denoted as \( \{\Upsilon_\alpha(t,x), 0 \leq t \leq 1, x \in \mathbb{R}\} \). The SCR is defined as follows

\[ \lim_{n \to \infty} \mathbb{P}\{m_j(t,x) \in \Upsilon_\alpha(t,x), \forall 0 \leq t \leq 1, \forall x \in \mathbb{R}\} = 1 - \alpha, \]  

(4.3)

which generalizes the definition of simultaneous confidence band as in \([27, 77]\). For \( 0 \leq t \leq 1 \) and \( x \in \mathbb{R} \), denote

\[ h_j(t,x) = \sqrt{l_j \Omega_l}, \quad 1 \leq j \leq r, \]  

(4.4)

where \( l_j \equiv l_j(t,x) := \Pi^{-1}(b \otimes 1_r)l_j \) and \( \Pi, \Omega \) are defined in (3.20). Recall (3.11). Denote

\[ T_{1j}(t,x) = \hat{m}_{j,c,d}(t,x) - m_j(t,x). \]  

(4.5)

As we will see in Theorem 4.1, \( h_j^2(t,x) \) is the asymptotic variance of \( \sqrt{n} T_{1j} \). Therefore, given the nominal level \( \alpha \), the SCR can be constructed as follows

\[ \hat{m}_{j,c,d}(t,x) \pm \frac{c_{\alpha}}{\sqrt{n}} h_j(t,x), \quad t \in [0,1], x \in \mathbb{R}, \]  

(4.6)

where \( c_{\alpha} \) is the critical value which follows that

\[ \lim_{n \to \infty} \mathbb{P}(\sup_{t,x} \left| \frac{\sqrt{n} T_{1j}}{h_j(t,x)} \right| \leq c_{\alpha}) = 1 - \alpha. \]

As discussed in \([67, Section 5.2]\), the SCR can serve as a foundation for inferring the structure of \( m_j(t,x) \). The general idea can be described as follows. Under some specific structural assumptions (see Examples 4.1 and 4.2 below), the functions \( m_j(t,x) \) can be estimated with faster convergence rates than those estimated using the general approach (3.11). For example, in Example 4.1, under the assumption that \( m_j \) is stationary (i.e., independent of time), instead of using O(\( cd \)) hierarchical basis functions as in (3.7), we only need O(\( d \)) mapped sieve basis functions so that we will have a better rate compared to use all the basis functions as illustrated in (3.23). Similarly, assuming
$m_j(t, x)$ is separable in $t, x$ as in Example 4.2, we can estimate them separately so that we only need $O(c + d)$ basis functions.

Based on the above observations, if the functions $m_j(t, x)$ under the null hypothesis can be estimated with faster convergence rates than those estimated using the general approach (3.11), to test the structure of $m_j(t, x)$ under some specific null hypothesis, it suffices to check whether the estimated functions under the null hypothesis (with faster convergence rates) can be embedded into the SCR constructed generally using (3.11). This general procedure achieves asymptotic power one as long as the alternatives deviate from the null hypothesis with a rate large than the order of the width of the SCR. In what follows, we present two important examples.

**Example 4.1** (Testing time-homogeneity). We consider the structural assumption that

$$H_0 : m_j(t, x) \equiv m_j(x), \quad \forall t \in [0, 1], \quad (4.7)$$

for some function $m_j(\cdot)$. Under the null assumption of (4.7), we can estimate the function only using the basis $\{\varphi_j(x)\}$ instead of using (3.7). Under the assumption of (4.1), by an argument similar to Theorem 3.2, let $\zeta_d := \sup_x \| (\varphi_1(x), \cdots, \varphi_d(x))^* \|$, we can obtain a convergence rate $\zeta_d (d/n)^{1/2}$ which is faster than the rate in (3.23).

**Example 4.2** (Testing separability). We consider the structural assumption that

$$H_0 : m_j(t, x) = f_j(t)g_j(x), \quad \forall t \in [0, 1] \text{ and } x \in \mathbb{R}, \quad (4.8)$$

for some functions $f_j(\cdot)$ and $g_j(\cdot)$. Under the null assumption of (4.8), we can estimate $f_j(\cdot)$ and $g_j(\cdot)$ separately using the basis functions $\{\phi_j(t)\}$ and $\{\varphi_j(x)\}$, respectively. Under the assumption of (4.1), we can obtain a convergence rate $\zeta_c (c/n)^{1/2} + \zeta_d (d/n)^{1/2}$ which is faster than the rate in (3.23).

Our second task is to conduct hypothesis on the functions $m_j(t, x), 1 \leq j \leq r$. In this problem, we want to test the exact forms of the functions instead of understanding their structure as discussed earlier. In this setting, generally, we cannot obtain an estimator with a faster convergence rate and SCR may not be applicable. Instead, we propose a $L_2$ test. Specifically, we are interested in testing the following null hypothesis

$$H_0 : m_j(t, x) \equiv m_{j,0}(t, x), \quad (4.9)$$

where $m_{j,0}(t, x)$ is some pre-given function. To test (4.9), we propose the following $L_2$ statistic

$$T_{2j} = \int_{[0, 1]} \int_{\mathbb{R}} [\hat{m}_{j,c,d}(t, x) - m_{j,0}(t, x)]^2 dt dx. \quad (4.10)$$

Note that under the null hypothesis (4.9), $T_{2j}$ should be small.

**Remark 4.1.** Even though we focus our arguments for each specific $j$, our discussion can be easily generalized to the multiple case. We take the second task as an example. Instead of considering (4.9), one may be interested in testing

$$H_0 : m_j(t, x) \equiv m_{j,0}(t, x), \quad \text{for all } 1 \leq j \leq r.$$
In this setting, we shall use the statistic

\[ T_2 = \sum_{j=1}^{r} \int_{[0,1]} \int_{\mathbb{R}} [\tilde{m}_{j,c,d}(t,x) - m_{j,0}(t,x)]^2 dt dx. \]  

(4.11)

As will be seen in Remark 4.3 below, the distribution of \( T_2 \) can be obtained in a similar fashion as \( T_{2j} \). Similar arguments hold for the SCR.

4.2 Asymptotic distributions of the statistics

In this subsection, we provide the results of the asymptotic distributions of the statistics introduced in Section 4.1. We prepare some notations. Recall (3.21). For \( \eta > 0 \), denote the control parameter \( \Theta(\eta) \) as

\[ \Theta(\eta) = \frac{p^{7/4}}{\sqrt{n}} h^3 m^2 + \left[ \sqrt{p} \zeta \left( p \xi_2 m^{-\tau+1} + pn \xi_4 h^{-(q-2)} \right) \right]^{\eta} + \left[ p \sqrt{n} \xi_2 h^{-(q-1)} \right]^{\eta} \]

\[ + \left[ \zeta p^2 \xi_2 m^{-\tau+1} \right]^{\eta} + \frac{p \xi^2}{n} + \sqrt{p} \zeta \left( \frac{p \xi_2 n^{2/\tau}}{\sqrt{n}} + p \xi_2 n^{-1+2/\tau+1} \right), \]  

(4.12)

where \( m \equiv m(n) \) and \( h \equiv h(n) \) are some large diverging values which can be chosen by the users. As can be seen in Theorem A.1, \( \Theta(\eta) \) is used to control the Gaussian approximation rates. For example, if \( \Theta(1) = o(1) \), after properly scaled, \( T_{1j} \) in (4.5) will be asymptotically standard Gaussian, and if \( \Theta(0.5) = o(1) \), \( T_{2j} \) will be asymptotically standard Gaussian with proper scaling.

We first state the results for the statistic \( T_{1j} \) and the critical value \( c_\alpha \). Recall (3.10) and (3.11). Denote

\[ l_j(t,x) := \frac{n^{-1}(b \otimes I_r)^\top l_j \Pi^{-1}}{l_j(t,x)} \]  

(4.13)

For \( x \in \mathbb{R} \), using the mappings in Definition 3.1, we write

\[ \tilde{l}_j(t,\tilde{x}) := l_j(t,g(2\tilde{x} - 1;s)) \equiv l_j(t,x), \quad \tilde{x} \in [0,1], \]  

(4.14)

and

\[ \tilde{b} \equiv \tilde{b}(t,\tilde{x}) = b(t,g(2\tilde{x} - 1);s) \equiv b(t,x). \]

Recall \( \epsilon = (\epsilon_i)_{r+1 \leq i \leq n} \in \mathbb{R}^{n-r} \). Denote \( T_j(t,\tilde{x}) \) as

\[ T_j(t,\tilde{x}) := \frac{\sqrt{n l_j(t,\tilde{x})} \sqrt{\text{Cov}(W^\top \epsilon)}}{h_j(t,\tilde{x})}, \quad \tilde{h}_j(t,\tilde{x}) := h_j(t,g(2\tilde{x} - 1);s). \]  

(4.15)

Denote the manifold \( \mathcal{M}_j, 1 \leq j \leq r \) as follows

\[ \mathcal{M}_j =: \{ T_j(t,\tilde{x}) : (t,\tilde{x}) \in [0,1] \times [0,1] \} . \]  

(4.16)

**Theorem 4.1.** Suppose Assumptions 2.1–3.2 and (4.1) hold and \( w_1, w_2 \geq 3 \). Recall \( \Theta(\eta) \) in (4.12). We assume that

\[ \Theta(1) = o(1). \]  

(4.17)
Then we have that:

(1). For all \((t,x) \in [0,1] \times \mathbb{R}\)

\[
\frac{\sqrt{n} T_{1j}(t,x)}{h_j(t,x)} \sim N(0,1),
\]

where \(h_j(t,x)\) is defined in (4.4).

(2). The critical value \(c_\alpha\) in (4.6) satisfies the following expansion

\[
\alpha = c_\alpha \kappa_0 \exp \left( -\frac{c_\alpha^2}{2} \right) + \frac{\zeta_0}{2\pi} \exp \left( -\frac{c_\alpha^2}{2} \right) + 2(1 - \Phi(c_\alpha)) + o\left( \exp \left( -\frac{c_\alpha^2}{2} \right) \right),
\]

where \(\kappa_0, \zeta_0\) are the area and the length of the boundary of \(M_j\) in (4.16) and \(\Phi(\cdot)\) is the cumulative distribution function of a standard Gaussian random variable. Moreover, suppose \(c,d\) are chosen according to (4.2), there exist some constants \(\alpha_1, \alpha_2 \geq 0\) so that

\[
\int \|\nabla \tilde{b}\|^2 \|\tilde{b}\|^2 \mathrm{d}t \mathrm{d}\tilde{x} \asymp n^{\alpha_1},
\]

\[
\int \|\nabla \tilde{x} \tilde{b}\|^2 \|\tilde{b}\|^2 \mathrm{d}t \mathrm{d}\tilde{x} \asymp n^{\alpha_2},
\]

then we have

\[
c_\alpha \asymp \log^{1/2} n.
\]

We point out that (4.20) is a mild assumption which is frequently used in the literature of sieve nonparametric estimation and inference. It can be easily satisfied for the commonly used sieve basis functions under the choice (4.2); see Assumption 4 of [14] for more details.

Next, we investigate the distribution and power of \(T_{2j}\). Denote

\[
W_j = \Pi_j^{-1} B_j \Pi_j^{-1},
\]

\[
B_j := \int_{[0,1]} \int_{\mathbb{R}} [(b \otimes I_r)l_j][(b \otimes I_r)l_j]^\top \mathrm{d}t \mathrm{d}x.
\]

Moreover, for \(k = 1, 2\), denote

\[
m_{jk} = \left( \text{Tr} \left[ \Omega^{1/2} \Omega^{1/2} \right]^k \right)^{1/k}, \quad k \in \mathbb{N}.
\]

To examine the power of our statistic \(T_{2j}\), we consider the following class of local alternative, i.e., a small perturbation of \(m_{j,0}(t,x)\)

\[
H_\alpha : m_j(t,x) = m_{j,0}(t,x) + v_{j,n}(t,x),
\]

where \(v_{j,n}(t,x)\) depends on \(n\) and is some other deterministic function satisfying Assumption 3.1.

**Theorem 4.2.** Suppose Assumptions 2.1–3.2 and (4.1) hold. Moreover, we assume that for \(\Theta(\eta)\) in (4.12) that

\[
\Theta(0.5) = o(1),
\]

and for some constants \(\kappa_1, \kappa_2 > 0\)

\[
\kappa_1 \leq \lambda_{cd}(B_j) \leq \lambda_{\max}(B_j) \leq \kappa_2.
\]
Then for $T_{2j}$ in (4.10):

1. When the null hypothesis $H_0$ in (4.9) holds, we have that
   
   $$\frac{nT_{2j} - m_{j1}}{m_{j2}} \approx \mathcal{N}(0, 2).$$  \hspace{1cm} (4.27)

2. When the alternative hypothesis $H_a$ in (4.24) holds such that
   
   $$\int_{[0,1]} \int_{\mathbb{R}} v_{jn}(t, x)dtdx > C_\alpha \sqrt{n},$$  \hspace{1cm} (4.28)

   where $C_\alpha \equiv C_\alpha(n) \to \infty$ as $n \to \infty$, we have

   $$\frac{nT_{2j} - m_{j1} - n\int_{[0,1]} \int_{\mathbb{R}} v_{jn}(t, x)dtdx}{m_{j2}} \approx \mathcal{N}(0, 2).$$

Consequently, the power of our test will asymptotically be 1, i.e.,

$$\lim_{n \to \infty} P(\left| \frac{nT_{2j} - m_{j1}}{m_{j2}} \right| \geq \sqrt{2Z_{1-\alpha}}) = 1,$$

where $Z_{1-\alpha}$ is the $(1 - \alpha)$% quantile of the standard Gaussian distribution.

**Remark 4.2.** We remark that (4.26) can be easily satisfied under certain choices of basis functions. We take $r = 1$ for an example and omit the subscript $j$, if $\{\phi_i(t)\}$ is either Fourier series or orthogonal polynomials, due to orthonormality, $B = \mathbf{I}$. In these cases, for (4.22), $W = \Pi^{-2}$. Moreover, for the orthogonal wavelet, $B$ can be controlled with straightforward calculations and (4.26) can be easily satisfied. We refer the readers to [22] for more details.

**Remark 4.3.** As discussed earlier in Remark 4.1, we can easily generalize our discussions to the multiple functions testing case. For example, for the statistic (4.11), Theorem 4.2 still holds by replacing (4.29) with

$$m_k = \left( \operatorname{Tr}[\Omega^{1/2}W\Omega^{1/2}]^k \right)^{1/k}, \quad k \in \mathbb{N},$$

where

$$W = \Pi^{-1}B\Pi^{-1}, \quad B := \int_{[0,1]} \int_{\mathbb{R}} [(b \otimes I_r)][(b \otimes I_r)]^{\top} dtdx.$$

Moreover, we point out that the results can be generalized to Case (2) of Assumption 2.1 easily with some minor modifications as discussed in Remark 3.2.

### 4.3 Multiplier bootstrapping procedure and practical implementation

In this subsection, we discuss the practical implementation for the statistical inference problems discussed in Section 4.1. We again focus on Case (1) of Assumption 2.1. As we can see from Theorems 4.1 and 4.2, it is difficult to use them directly since the long-run covariance matrix of $\{x_t\}$, i.e., $\Omega(t)$ defined in (3.18), is hard to be estimated. To address this issue, in this subsection, we propose a practical method as in [23, 72] which utilizes high-dimensional multiplier bootstrap
statistics to mimic the distributions of \( \{ \mathbf{x}_i \} \). We first prepare some notations. Since \( \{ \varepsilon_i \} \) cannot be observed directly, we need to use the residuals in practice, i.e.,

\[
\hat{\varepsilon}_i = Y_i - \sum_{j=1}^{r} \hat{m}_{j,c,d}(t_i, X_{j,i}),
\]

where \( \hat{m}_{j,c,d}(\cdot, \cdot) \) is defined in (3.11). Corresponding to (3.14), we set

\[
\hat{x}_{ik} := w_{ik} \hat{\varepsilon}_i,
\]

and \( \{ \hat{x}_i \} \) can be defined based on the above notation. For some diverging parameter \( m \), denote

\[
\Xi := \frac{1}{\sqrt{n - m - r \sqrt{m}}} \sum_{i=r+1}^{n-m} \left[ \sum_{j=i}^{i+m} \hat{x}_j \right] \otimes a(t_i) R_i,
\]

where \( R_i, \ r + 1 \leq i \leq n - m \), are i.i.d. \( \mathcal{N}(0,1) \) random variables. Note that \( \Xi \) can be always calculated once we have the data set and the window-size (i.e., block length) parameter \( m \).

First, for the SCR (4.6), instead of using (4.5), based on the statistic (4.31), we propose the following statistic

\[
\hat{T}_{1j} := \Xi^\top \tilde{\Pi}^{-1}(b \otimes I_r)_{1j}, \quad \tilde{\Pi} = \frac{1}{n} W^\top W.
\]

Before stating the theoretical results, we pause to heuristically discuss the motivation of using \( \hat{T}_{1j} \) to mimic the distribution of \( T_{1j} \). For the ease of discussion, we consider that \( r = 1 \) and omit the subscript \( j \). As can be seen in (A.14), \( \sqrt{n} T_1 \) can be approximated by

\[
z^\top \Pi^{-1} b, \quad z := \frac{1}{\sqrt{n}} \sum (\mathbf{x}_i \otimes a(t_i)).
\]

According to Theorem 4.1, the above quantity is asymptotically Gaussian. To calculate the variance, it suffices to estimate the variance of \( z \) and the value of \( \Pi \). On one hand, as will be seen in (A.9), \( \Pi \) can be well approximated by \( \tilde{\Pi} \) and so does the precision. On the other hand, \( \Xi \) is a multiplier statistic based on \( z \) and can mimic the distribution of \( z \) conditional on the data, especially we have that \( \text{Cov}(\Xi) \approx \Omega \) where we recall that \( \Omega \) is defined in (3.20); see Lemmas A.2–A.5 for more detailed discussions.

We now state the results formally. Denote the control parameter \( \Psi(m) \) as

\[
\Psi(m) = d \zeta^2 \left( \frac{1}{m} + \left( \frac{m}{n} \right)^{1-\frac{1}{2}} + \sqrt{\frac{m}{n}} \right).
\]

**Theorem 4.3.** Suppose the assumptions of Theorem 4.1 hold. Moreover, we assume that

\[
\zeta \Psi(m) + \zeta p \left( \frac{\xi^2}{\sqrt{n}} + \frac{\xi^2 c_n^2}{n} \right) + \sqrt{p} d \zeta^3 \left[ \frac{b c_n^2}{\sqrt{n}} + \frac{c}{n} + d^{-m_2} \right] = o(1).
\]

Then conditional on the data \( \{ X_i \} \), we have that

\[
\sup_{y \in \mathbb{R}} \left| \mathbb{P} \left( \frac{\hat{T}_{1j}}{h_j(t, x)} \leq y \right) - \mathbb{P}(\psi \leq y) \right| = o(1),
\]

where \( \psi \) is a standard Gaussian random variable.
Remark 4.4. Together with Theorems 4.1 and 4.3, we conclude that it suffices to utilize (4.32) which is adaptive to the underlying data set, as our test statistics for practical implementation. The error term (4.33) is used to control the closeness between Cov(Ξ) and Ω. Furthermore, we point out that m is a parameter which needs to be chosen carefully. Assuming that τ is large, then (4.34) indicates that the optimal choice of m should satisfy that \( m \asymp n^{1/3} \). In Section 5.1, we will discuss how to choose m practically.

Next, for the hypothesis testing (4.9), in practice, instead of using (4.10), we can employ the following statistic
\[
\hat{T}_{2j} := \Xi^\top \hat{W}_j \Xi,
\]
where \( \hat{W}_j \) is defined as
\[
\hat{W}_j := \hat{\Pi}^{-1} B_j \hat{\Pi}^{-1}, \quad \hat{\Pi} = \frac{1}{n} W^\top W;
\]
where \( W \) is the design matrix defined in (3.9) and \( B_j \) is defined in (4.22).

Theorem 4.4. Suppose the assumptions of Theorem 4.2 hold. Moreover, we assume that
\[
\sqrt{p} \Psi(m) + p^{3/2} \left( \frac{\xi_c^2}{\sqrt{n}} + \frac{\xi_c^2 n^{2/3}}{n} \right) + p \frac{d \zeta^2}{\sqrt{n}} \left[ \xi_c \zeta \sqrt{\frac{p}{n}} + c^{-m_1} + d^{-m_2} \right] = o(1).
\]
(4.37)

Recall (4.23). When \( H_0 \) in (4.9) holds, there exists some set \( A \equiv A_n \) such that \( \mathbb{P}(A_n) = 1 - o(1) \), and under the event \( A_n \), we have that conditional on the data \( \{X_i\} \)
\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P} \left( \frac{\hat{T}_{2j} - m_{j1}}{\sqrt{2m_{j2}}} \leq x \right) - \mathbb{P}(\psi \leq x) \right| = o(1),
\]
where \( \psi \) is a standard Gaussian random variable.

Similar to the discussions in Remark 4.4, Theorems 4.4 and 4.2 imply that we can use (4.35) to test \( H_0 \) in (4.9). Before concluding this section, we summarize our methodologies in the Algorithms 1 and 2 below. For notational simplicity, we focus on the case \( r = 1 \) and omit the subscript \( j \). In Algorithm 1, we present the detailed procedure for constructing SCR using the multiplier statistic (4.32). Based on the SCR, we can further consider the hypothesis testing problems as discussed in Examples 4.1 and 4.2 using the strategies discussed thereby. In Algorithm 2, we state the detailed steps to test (4.9) using (4.35). Finally, we point out that the parameters \( c, d \) and \( m \) should be chosen before using these algorithms. This will be discussed in Section 5.1 below.

5 Numerical simulations

In this section, we conduct extensive numerical simulations to illustrate the usefulness of our results. As before, we focus our discussion on Case (1) of Assumption 2.1.
Algorithm 1 Multiplier Bootstrapping for constructing SCR

**Inputs:** tuning parameters $c$, $d$ and $m$ chosen by the data-driven procedure demonstrated in Section 5.1, time series $\{X_t\}$, and sieve basis functions.

**Step one:** Compute $\hat{\Pi}^{-1}$ as in (4.36), the estimate $\hat{m}_{j,c,d}(t,x)$ as in (3.11), and the residuals $\{\hat{e}_i\}$ according to (4.29).

**Step two:** For each given pair $(t,x)$, generate $B$ (say 1000) i.i.d. copies of $\{\Xi^{(k)}\}_{k=1}^B$ as in (4.31). Compute $\hat{T}_{1,k}, k = 1, 2, \ldots, B$, correspondingly as in (4.35). Calculate the sample standard deviation (s.t.d.) of $\{\hat{T}_{1,k}\}$ and denote it as $\hat{h}(t,x)$.

**Step three:** Construct a sequence of uniform grids of $[0,1] \times [0,1]$, denoted as $(t_i, y_j), 1 \leq i \leq C_1, 1 \leq j \leq C_2$, where $C_1$ and $C_2$ are some large integers (say $C_1 = C_2 = 2000$). Using the mappings in Definition 3.1 and calculate $x_j = g(2y_j - 1; s)$.

**Step four:** For each pair of $(t_i, x_j)$, calculate the associated s.t.d. following Steps one and two and denote them as $\hat{h}(t_i, x_j)$.

**Step five:** For each pair of $(t_i, x_j)$, generate $M$ (say 1000) i.i.d. copies of $\{\hat{T}_{1,k}(t_i, x_j)\}, 1 \leq k \leq M$. For each $k$, calculate $T_k$ as follows

$$T_k := \sup_{i,j} \left| \frac{\hat{T}_{1,k}(t_i, x_j)}{\hat{h}(t_i, x_j)} \right|.$$  

Let $T_{(1)} \leq T_{(2)} \leq \cdots \leq T_{(M)}$ as the order statistics of $\{T_k\}$. Calculate $\tilde{c}_\alpha$ as

$$\tilde{c}_\alpha = T_{[M(1-\alpha)]},$$

where $[x]$ denotes the largest integer smaller or equal to $x$.

**Output:** The SCR of the nominal level $\alpha$ can be represented as $\hat{m}_{j,c,d}(t,x) \pm \frac{\tilde{c}_\alpha}{\sqrt{n}} \hat{h}(t,x)$.

Algorithm 2 Multiplier Bootstrapping for inferring (4.9)

**Inputs:** tuning parameters $c$, $d$ and $m$ chosen by the data-driven procedure demonstrated in Section 5.1, time series $\{X_t\}$, and sieve basis functions.

**Step one:** Compute $\hat{\Pi}^{-1}$ as in (4.36) and the residuals $\{\hat{e}_i\}$ according to (4.29).

**Step two:** Generate $B$ (say 1000) i.i.d. copies of $\{\Xi^{(k)}\}_{k=1}^B$. Compute $\hat{T}_{2,k}, k = 1, 2, \ldots, B$, correspondingly as in (4.35).

**Step three:** Let $\hat{T}_{2,(1)} \leq \hat{T}_{2,(2)} \leq \cdots \leq \hat{T}_{2,(B)}$ be the order statistics of $\hat{T}_{2,k}, k = 1, 2, \ldots, B$. Reject $H_0$ in (4.9) at the level $\alpha$ if $nT_2 > \hat{T}_{2,[B(1-\alpha)]}$, where $[x]$ denotes the largest integer smaller or equal to $x$. Let $B^* = \max\{r : \hat{T}_{2,r} \leq nT_2\}$.

**Output:** $p$-value of the test can be computed as $1 - \frac{B^*}{B}$.  

5.1 Parameter selection

In this subsection, we discuss how to choose the important parameters in practice using the data driven approach as in [3].

We first discuss how to choose \( c \) and \( d \). For a given integer \( l \), say \( l = \lfloor 3 \log_2 n \rfloor \), we divide the time series into two parts: the training part \( \{X_i\}_{i=1}^{n-l} \) and the validation part \( \{X_i\}_{i=n-l+1}^{n} \). With some preliminary initial pair \((c, d)\), we propose a sequence of candidate pairs \((c_i, d_j)\), \(i = 1, 2, \cdots, u\), \(j = 1, 2, \cdots, v\), in an appropriate neighborhood of \((c, d)\) where \(u, v\) are some given large integers. For each pair of the choices \((c_i, d_j)\), we estimate \( \hat{m}_{j, c, d}(t, x) \) as in (3.11). Then using the fitted model, we forecast the time series in the validation part of the time series. Let \( \hat{X}_{n-l+1, i} \cdots \hat{X}_{n, i} \) be the forecast of \( X_{n-l+1}, \ldots, X_n \), respectively using the parameter pair \((c_i, d_j)\). Then we choose the pair \((c_{i_0}, d_{j_0})\) with the minimum sample MSE of forecast, i.e.,

\[
(i_0, j_0) := \arg\min_{(i, j):1 \leq i \leq u, 1 \leq j \leq v} \frac{1}{l} \sum_{k=n-l+1}^{n} (X_k - \hat{X}_{k, ij})^2.
\]

Then we discuss how to choose \( m \) for practical implementation. In [72], the author used the minimum volatility (MV) method to choose the window size \( m \) for the scalar covariance function. The MV method does not depend on the specific form of the underlying time series dependence structure and hence is robust to mis-specification of the latter structure [47]. The MV method utilizes the fact that the covariance structure of \( \hat{\Omega} \) becomes stable when the block size \( m \) is in an appropriate range, where \( \hat{\Omega} = E[\Phi \Phi^*|(X_1, \cdots, X_n)] \) is defined as

\[
\hat{\Omega} := \frac{1}{(n - m - r + 1)m} \sum_{i=b+1}^{n-m} \left[ \left( \sum_{j=1}^{i+m} \hat{x}_{ij} \right) \otimes \left( \hat{a}(\frac{i}{n}) \right) \right] \times \left[ \left( \sum_{j=1}^{i+m} \hat{x}_{ij} \right) \otimes \left( \hat{a}(\frac{i}{n}) \right) \right]^\top.
\]

(5.1)

Therefore, it desires to minimize the standard errors of the latter covariance structure in a suitable range of candidate \( m \)’s.

In detail, for a give large value \( m_{n_0} \) and a neighbourhood control parameter \( h_0 > 0 \), we can choose a sequence of window sizes \( m_{-h_0+1} < \cdots < m_1 < m_2 < \cdots < m_{n_0} < \cdots < m_{n_0+h_0} \) and obtain \( \Omega_{m_j} \) by replacing \( m \) with \( m_j \) in (5.1), \( j = -h_0 + 1, 2, \cdots, n_0 + h_0 \). For each \( m_j, j = 1, 2, \cdots, m_{n_0} \), we calculate the matrix norm error of \( \Omega_{m_j} \) in the \( h_0 \)-neighborhood, i.e.,

\[
se(m_j) := se(\{\Omega_{m_{j+k}}\}_{k=-h_0}^{h_0}) = \left[ \frac{1}{2h_0} \sum_{k=-h_0}^{h_0} \|\Omega_{m_j} - \Omega_{m_{j+k}}\|^2 \right]^{1/2},
\]

where \( \Omega_{m_j} = \sum_{k=-h_0}^{h_0} \Omega_{m_{j+k}}/(2h_0 + 1) \). Therefore, we choose the estimate of \( m \) using

\[
\hat{m} := \arg\min_{m_1 \leq m \leq m_{n_0}} se(m).
\]

Note that in [72] the author used \( h_0 = 3 \) and we also use this choice in the current paper.
5.2 Simulations setup

In this subsection, we introduce our simulation setup in the time series setting. We consider that \( r = 1 \) and consider the following specifications of \( m(t, x) \) which have been studied in the literature. Consider that

\[
X_i = m(t, X_{i-1}) + \sigma(t, X_{i-1})\epsilon_i.
\]

Note that we will choose \( \epsilon_i \) to be a locally stationary time series so that the variance of \( \sigma(t, X_{i-1})\epsilon_i \) depends on both \( X_{i-1} \) and \( t \). The settings of \( m(t, x) \), \( \sigma(t, x) \) and \( \{\epsilon_i\} \) are listed below.

In what follows, we consider that \( m(t, x) \), \( \sigma(t, x) \) take the following forms. For some \( 0 \leq \delta < 1 \),

1. \( m(t, x) = 5t + 4\cos(2\pi tx), \sigma(t, x) = 1.5\exp(-x^2/2)(2+\sin(2\pi t)) \).

2. \( m(t, x) = (\delta \sin(2\pi t) + 1)\exp(-x^2/2), \) and \( \sigma(t, x) \) is defined as
   \[
   \sigma(t, x) = \frac{1.5\exp(x)}{1 + \exp(x)}(0.5\cos(2\pi tx) + 1).
   \]

3. \( m(t, x) = 4t(\delta \cos(2\pi tx) - \frac{1}{2}\exp(-x^2/2)), \) and \( \sigma(t, x) \) is defined as
   \[
   \sigma(t, x) := \begin{cases} 
   0.7(1 + x^2), & |x| \leq 1; \\
   1.4, & |x| > 1 \text{ and } 0 \leq t < 0.5, \\
   2, & |x| > 1 \text{ and } 0.5 \leq t < 1.
   \end{cases}
   \]

Moreover, for the locally stationary time series \( \{\epsilon_i\} \), denote

\[
a_1\left(\frac{i}{n}\right) \equiv 0.4, \ a_2\left(\frac{i}{n}\right) = 0.4\sin(2\pi\frac{i}{n}),
\]

and \( \eta_i, i = 1, 2, \cdots, n \) are i.i.d. standard Gaussian random variables, we consider the following settings

(a). Time-varying linear AR(2) model

\[
\epsilon_i = \sum_{j=1}^{2} a_j\left(\frac{i}{n}\right)\epsilon_{i-j} + \eta_i.
\]

(b). Self-exciting threshold auto-regressive (SETAR) model

\[
\epsilon_i = \begin{cases} 
   a_1\left(\frac{i}{n}\right)\epsilon_{i-1} + \eta_i, & \epsilon_{i-1} \geq 0, \\
   a_2\left(\frac{i}{n}\right)\epsilon_{i-1} + \eta_i, & \epsilon_{i-1} < 0.
   \end{cases}
\]

(c). First order bilinear model

\[
\epsilon_i = \left(a_1\left(\frac{i}{n}\right)\eta_{i-1} + a_2\left(\frac{i}{n}\right)\right)\epsilon_{i-1} + \eta_i.
\]
5.3 Simultaneous confidence region

In this subsection, we examine the simultaneous estimation performance of our proposed sieve estimators for models (1)–(3) of Section 5.2 using the simulated coverage probabilities. In Models (2)–(3), we choose $\delta = 1$. We also compare our methods with the kernel based estimation methods as in [59, 76]. Since model (2) is separable, we utilize the kernel method in [12] which shows better performance as the general method in [59, 76]. Moreover, since our regressors are unbounded, to facilitate the comparison with the kernel method, we focus on the region $(t, x) \in [0, 1] \times [-2000, 2000]$. For the kernel method, we use the Epanechnikov kernel and the cross-validation approach as in [49] to select the bandwidth. For our sieves method, the parameters $c$ and $d$ are chosen according to the discussion of Section 5.1. The results are reported in Table 1. We conclude that our estimators achieve reasonably high accuracy and outperforms the kernel estimators for all the commonly used sieve basis functions. Especially, our estimators have already had a good performance even the sample size is relatively small when $n = 500$. Finally, in practice, based on our simulations, we recommend to use orthogonal wavelet basis functions.

| Model/$\epsilon_i$ | Sieve estimators (Fourier basis) | Sieve estimators (Legendre basis) | Sieve estimators (Daubechies-9 basis) | Kernel estimators |
|-------------------|---------------------------------|----------------------------------|-------------------------------------|------------------|
| (1)               | 0.853 0.835 0.862              | 0.856 0.865 0.884                | 0.931 0.939 0.929                  | 0.938 0.94 0.938 |
| (2)               | 0.842 0.848 0.855              | 0.876 0.885 0.908                | 0.929 0.961 0.935                  | 0.939 0.958 0.945 |
| (3)               | 0.852 0.835 0.864              | 0.913 0.874 0.865                | 0.963 0.936 0.961                  | 0.955 0.954 0.947 |
| (1)               | 0.826 0.845 0.852              | 0.843 0.849 0.857                | 0.934 0.962 0.932                  | 0.948 0.943 0.953 |
| (2)               | 0.928 0.875 0.918              | 0.921 0.883 0.894                | 0.962 0.939 0.943                  | 0.957 0.945 0.944 |
| (3)               | 0.858 0.876 0.925              | 0.861 0.857 0.91                 | 0.938 0.941 0.963                  | 0.943 0.954 0.948 |
| (1)               | 0.858 0.861 0.914              | 0.883 0.867 0.91                 | 0.941 0.959 0.961                  | 0.945 0.948 0.956 |
| (2)               | 0.867 0.855 0.859              | 0.875 0.868 0.877                | 0.961 0.959 0.939                  | 0.956 0.948 0.943 |
| (3)               | 0.913 0.924 0.863              | 0.89 0.906 0.879                 | 0.937 0.964 0.958                  | 0.944 0.956 0.947 |
| (1)               | 0.756 0.811 0.765              | 0.754 0.834 0.817                | 0.913 0.9 0.886                    | 0.896 0.922 0.915 |
| (2)               | 0.788 0.812 0.797              | 0.814 0.853 0.84                 | 0.899 0.904 0.908                  | 0.912 0.9 0.913 |
| (3)               | 0.746 0.798 0.754              | 0.81 0.807 0.798                 | 0.903 0.899 0.906                  | 0.921 0.918 0.918 |

Table 1: Simulated coverage probabilities at 90% and 95% nominal levels. For models (2) and (3) we set $\delta = 1$. The coverage probabilities are based on 5,000 simulations on the region $(t, x) \in [0, 1] \times [-2000, 2000]$. 
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5.4 Accuracy and power of multiplier bootstrap

In this subsection, we examine the performance of our proposed multiplier bootstrap procedure for three different hypothesis testing problems using Algorithms 1 and 2. In the first test, we consider Example 4.1 to test whether the smooth function is time invariant. Especially, we use model (2) of Section 5.2 to test

\[ H_0 : \delta = 0 \text{ Vs } H_a : \delta > 0. \] (5.2)

In the second test, we consider Example 4.2 to test whether there exists a separable structure in the smooth function. Specifically, we use model (3) of Section 5.2 to test (5.2). In the third test, we consider (4.9) to check whether the smooth function is equal to a given function. Under the null hypothesis, we consider model (1) of Section 5.2. For the alternative, we consider that

\[ H_a : m(t, x) = 5t + 4\cos(2\pi tx) + \delta\sin(2\pi tx), \; 0 < \delta \leq 1. \]

In Table 2, we report the type one error rates of the above three tests under the null that \( \delta = 0 \). For the ease of statements, we call the above three tests as stationarity, separability and exam form tests, respectively. We find that our multiplier bootstrapping procedure are reasonably accurate for all of them. Then we examine the power of our methodologies as \( \delta \) increases away from zero. In Figure 1, we report the results for all the three tests using our multiplier bootstrapping method based on Daubechies-9 basis functions. It can be concluded that once \( \delta \) deviates from 0 a little bit, our method will be able to reject the null hypothesis. Moreover, in [34], the authors proposed a weighted \( L_2 \)-distance test statistic to test the separability hypothesis for \( m(t, x) \) defined on compact domains. In Figure 2, we compare our multiplier bootstrapping method with the weighted \( L_2 \)-distance based method. It can be seen that our method has better performance when \( \delta \) is small, i.e., weak alternatives.

![Figure 1: Simulated power for our proposed multiplier bootstrapped statistics under the nominal level 0.1. Here we used Daubechies-9 basis, \( n = 800 \) and (a), (b), (c) refer to the models for \( \epsilon_i \) as in Section 5.2. Our results are based on 5,000 simulations.](image)

6 Real data analysis

In this section, we apply our methodologies to study the shape of the monthly risk premium for S&P 500 index as in [12, Section 6.2]. Let \( \mu_t \) and \( \sigma_t \) be the conditional mean and conditional volatility
Table 2: Simulated type one error rates under nominal level 0.1. The results are reported based on 5,000 simulations. As mentioned earlier, stationarity refers to the test on \( m(t, x) \equiv m(x) \), separability refers to the test on \( m(t, x) = \rho(t)g(x) \) for some smooth functions \( \rho(\cdot) \) and \( g(\cdot) \) and exact form refers to the test on \( m(t, x) = m_0(t, x) \) for some pre-given function \( m_0(t, x) \).

Figure 2: Comparison of the simulated power for our proposed multiplier bootstrapped (MB) method and the weighted \( L_2 \)-distance based statistic (L2) in [34]. Our results are based on 5,000 simulations.

of the excess return of the market portfolio, respectively. Our goal is to uncover how \( \mu_t \) relates to \( \sigma_t \). Especially, we want to understand the functional relation that \( \mu_t = m(t, \sigma_t^2) \) for some unknown function \( m \). Such a problem has been studied extensively in the literature of financial economics. In the seminal work [44], Merton modeled that \( \mu_t = \gamma \sigma_t^2 \) for some constant \( \gamma \) representing the risk aversion of the agent. Recently, it has been argued in [5, 8, 11, 30, 32] that a general nonlinear and time-varying function will facilitate the modeling and interpretation of the shape of the market risk premium.

Very recently, in [12], the authors modeled the relationship between \( \mu_t \) and \( \sigma_t \) using \( \mu_t = \rho(t)g(\sigma_t) \) for some unknown functions \( \rho \) and \( g \). They also estimated these functions using kernel
methods. Moreover, on one hand, they found their estimation were consistent with real observations empirically and statistically analysis theoretically. On the other hand, they provided some insights for the shape of the monthly risk premium for S&P 500 Index based on their analysis. However, they did not justify why a separable structure was valid for modeling the risk premium. In what follows, we use our proposed multiplier bootstrap statistics to justify the separability assumption, i.e., testing (4.8).

We follow the setting of [12, Section 6.2]. In the notation of our model (1.1), \( r = 1 \) and we set \( Y_t \) to be \( \mu_t = r_{mt} - r_{ft} \) which is the excess return on the S&P 500 Index calculated as the difference between the monthly continuously compounded cumulative return on the index minus the monthly return on 30-day Treasury Bills. For the conditional volatility \( \sigma_t \), we used the realized volatility (RV) measure from Oxford Man Realized Library (https://realized.oxford-man.ox.ac.uk/). To be more precise, let \( RV_t \) denote the daily annualized RV during the \( t \)th month. Then we obtain one-month-ahead RV forecast \( E_{t-1}(RV_t) \) using the HAR-RV model as in [18], which is our \( X_t \). Our data covers the period of 31 January 2001–31 December 2018. Under the nominal level 0.05, using the Daubechies-9 basis functions with \( c = 4, d = 3 \) and \( m = 7 \), we find that the \( p \)-value is 0.38 so we can conclude that the separable structural assumption is reasonable for modeling the risk premium. This supports the analysis of [12].

Finally, we estimate the functions \( \rho(\cdot) \) and \( g(\cdot) \) using our sieve estimators. Due to separability, as discussed in Example 4.2, we can estimate them separability instead of using the hierarchical sieve basis functions. We also provide the simultaneous confidence bands for these functions. In Figure 3 blow, we report the results. We find that when the RV is fixed, the risk premium changes in a nonlinear way of time which suggests the existence of a time-varying risk aversion. Moreover, for the \( g(\cdot) \) function, it is more flat and seems to have a monotone pattern. Our findings are consistent with those in [12]; see Figure 7 and the discussion therein.

![Figure 3: Estimated \( \rho(t) \) and \( g(x) \). The red lines are the estimated \( \rho \) and \( g \) and the blue lines the corresponding simultaneous 95% confidence bands constructed using the multiplier bootstrapping.](image-url)
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A Technical proofs

In this section, we provide the main technical proofs.

A.1 Proof of Theorem 3.1 and Lemma 3.1

First, the proof of Theorem 3.1 is standard. When $\mathbb{R} = [0,1]$, the results have been established without using the mapped basis functions; see [13, Section 2.3.1]. In our setting, since we are using the mapped sieves to map $\mathbb{R}$ to $[0,1]$, the proof is similar. We only point out the main routine here.

Proof of Theorem 3.1. For any fixed $x \in \mathbb{R}$, the approximation rate has been summarized in Lemma C.1 for $t$. Similarly, for any fixed $t \in \mathbb{R}$, the results have been recorded in Lemma C.2.

Based on these results, we can follow the arguments of [58, Section 5.3] to conclude the proof. We point out the [58, Section 5.3] deals with the $L_2$ norm assuming that the $L_2$ norm of the partial derivatives are bounded. However, as discussed in [29, Section 6.2], the results can be generalized to the sup-norm under Assumption 3.1. ♦

Then we prove Lemma 3.1.

Proof of Lemma 3.1. Due to similarity, we only prove the results for $\{x_i\}$ under the setting Case (1). First of all, under Assumption 2.1, we notice that for any $1 \leq i \leq d, 1 \leq j \leq r$,

$$E(\varphi_i(X_{k-j})\epsilon_k) = E(E(\varphi_i(X_{k-j})\epsilon_k|X_{k-j})) = 0.$$  \hfill (A.1)

This shows that $\{x_i\}$ is mean zero. Second, for any $1 \leq k \leq rd$, by (3.14) and (3.12), we have that

$$x_{ik} = \varphi_{\ell_2(k)}(X_{i-\ell_1(k)-1})\epsilon_i.$$  \hfill (A.2)

Under the model setting (2.1), it is clear that for some measurable function $U_k(t, \cdot)$, we can write

$$x_{ik} = U_k\left(\frac{i}{n}, F_i\right).$$

Third, for $s, t \in [0,1]$, using (A.2), the smoothness of the basis functions and the assumption (2.2), we have that for some constant $C > 0$

$$\sup_t ||U_k(s, F_i) - U_k(t, F_i)||_q \leq C|t - s|.$$  

Finally, for any $1 \leq k \leq rd$, we have that for some constant $C > 0$

$$\sup_t ||U_k(t, F_0) - U_k(t, F_{0,j})||_q \leq \sup_t \|\varphi_{\ell_2(k)}(G_1(t, F_0))G_2(t, F_0) - \varphi_{\ell_2(k)}(G_1(t, F_{0,j}))G_2(t, F_{0,j})\|_q$$

$$+ \sup_t \|\varphi_{\ell_2(k)}(G_1(t, F_0))G_2(t, F_{0,j}) - \varphi_{\ell_2(k)}(G_1(t, F_{0,j}))G_2(t, F_{0,j})\|_q$$

$$\leq Cj^{-\tau},$$

where in the last inequality we used Assumption 2.2 and the smoothness of the basis function. This finishes our proof. The other case and $\{w_i\}$ can be proved similarly. We omit the details. ♦
A.2 Consistency of the proposed estimators: proof of Theorem 3.2

In this subsection, we prove Theorem 3.2. Till the end of the paper, for a positive definite \( H \), we denote \( \| H \|_{op} \) as the operator norm of \( H \), i.e., the largest eigenvalue of \( H \).

**Proof of Theorem 3.2.** Since \( r \) is finite, without loss of generality, we assume \( r = 1 \). For general \( r \), the proof can be modified verbatim with only additional notational complicatedness. In what follows, we omit the subscript \( j \), i.e., \( m \equiv m_1 \) and \( \hat{m}_{c,d} \equiv \hat{m}_{1,c,d} \). The starting point of our proof is the following decomposition

\[
\| \hat{m}_{c,d}(t, x) - m(t, x) \| \leq \| \hat{m}_{c,d}(t, x) - m_{c,d}(t, x) \| + |m_{c,d}(t, x) - m(t, x)|. \tag{A.3}
\]

Since the second term of the right-hand side of (A.3) can be bounded using Theorem 3.1, it suffices to control the first term. Moreover, using the definitions (3.1), (3.2) and (3.11), by Cauchy-Schwarz inequality,

\[
\| \hat{m}_{c,d}(t, x) - m_{c,d}(t, x) \| \leq \| \hat{\beta} - \beta \| \zeta. \tag{A.4}
\]

The rest of the proof leaves to control \( \hat{\beta} - \beta \). Recall that \( \hat{\beta} - \beta = (W^T W)^{-1} W^T \epsilon \).

Therefore, we need to control \( \| \hat{\beta} - \beta \| \) which satisfies

\[
\| \hat{\beta} - \beta \| \leq \left\| \frac{1}{\lambda_p((n^{-1} W^T W))} \right\| \| n^{-1} W^T \epsilon \|. \tag{A.6}
\]

First, we establish the convergence results for the matrix \( W^T W \). Denote \( W_i \) as the \( i \)th column of \( W \). It suffices to analyze the terms \( W_i^T W_j \). Without loss of generality, we focus our discussion on the terms \( W_1^T W_1 \) and \( W_1^T W_2 \). The general cases of \( i,j \) can be handled similarly. We start with the term \( W_1^T W_1 \). Let \( W = (W_{12}, \cdots, W_{1n})^T \). Recall (3.9). We have

\[ W_{1k} = \phi_1(t_k) \varphi_1(X_{k-1}), \quad 2 \leq k \leq n. \]

Consequently, we have that

\[
\frac{1}{n} W_1^T W_1 = \frac{1}{n} \sum_{k=2}^{n} \phi_1(t_k)^2 \varphi_1(X_{k-1})^2.
\]

On one hand, by a discussion similar to Lemma 3.1, we can show that \( h_k := \phi_1(t_k)^2 \varphi_1(X_{k-1})^2, \ 2 \leq k \leq n, \) is a sequence of locally stationary time series whose physical dependence measure satisfies that

\[
\delta_{h}(j, q) \leq C \xi^2 j^{-\tau}, \quad \text{for some constant } C > 0.
\]

Together with (1) of Lemma B.2, we obtain that

\[
\left\| \frac{1}{n} W_1^T W_1 - \frac{1}{n} \sum_{k=2}^{n} \phi_1(t_k)^2 \mathbb{E} \varphi_1(X_{k-1})^2 \right\|_q \leq \frac{C \xi^2}{\sqrt{n}},
\]
where we used the assumption that \( q > 2 \). Moreover, by (2) of Lemma B.2, we have that
\[
\left| \frac{1}{n} \sum_{k=2}^{n} \phi_1(t_k)^2 \mathbb{E} \varphi_1(X_{k-1})^2 - \frac{1}{n} \sum_{k=2}^{n} \phi_1(t_k)^2 \Pi_{11}(t_k) \right| \leq C \xi_c^2 n^{-1+\frac{2}{q}}, \tag{A.7}
\]
where \( \Pi_{11}(t) \) is the first entry of \( \Pi(t) \) defined in (3.18). Further, by Lemma B.5, we have that
\[
\left| \frac{1}{n} \sum_{k=2}^{n} \phi_1(t_k)^2 \Pi_{11}(t_k) - \int_0^1 \phi_1(t)^2 \Pi_{11}(t) \, dt \right| = O(n^{-2}). \tag{A.8}
\]
We point out that \( \int_0^1 \phi_1(t)^2 \Pi_{11}(t) \, dt = \Pi_{11} \) which is the first entry of \( \Pi \) as in (3.20). Combining with the above arguments, we conclude that
\[
\left\| \frac{1}{n} W_1^T W_1 - \Pi_{11} \right\|_q \leq C \left( \frac{\xi^2_c}{\sqrt{n}} + \frac{\xi^2_c n^{2}}{n^{2+1}} \right). \tag{A.9}
\]
Similarly, we can show that
\[
\left\| \frac{1}{n} W_1^T W_2 - \Pi_{12} \right\|_q \leq C \left( \frac{\xi^2_c}{\sqrt{n}} + \frac{\xi^2_c n^{2}}{n^{2+1}} \right). \tag{A.10}
\]
Together the above results with Lemma B.7, we conclude that
\[
\left\| \frac{1}{n} W^T W - \Pi \right\|_o = O_p \left( p \left( \frac{\xi^2_c}{\sqrt{n}} + \frac{\xi^2_c n^{2}}{n^{2+1}} \right) \right), \tag{A.11}
\]
where we used the fact that \( q > 2 \) and recall that \( p \) is defined in (3.19). Together with Assumption 3.2 and (3.22), we find that
\[
\left\| \frac{1}{n} \lambda_p(n(W^T W)^{-1}) \right\| = O(1). \tag{A.12}
\]
Second, we control the error term \( \frac{W^T \varepsilon}{n} \). Without loss of generality, we focus on its first entry and consider
\[
\left[ \frac{W^T \varepsilon}{n} \right]_{11} = \frac{1}{n} \sum_{k=2}^{n} \phi_1(t_k) \varphi_1(X_{k-1}) \varepsilon_k. \tag{A.13}
\]
By Lemma 3.1, (1) of Lemma B.2 and \( q > 2 \), we conclude that
\[
\left\| \left[ \frac{W^T \varepsilon}{n} \right]_{11} \right\|^2 \leq C \xi_c^2. \tag{A.14}
\]
Consequently, we have that
\[
\left\| \frac{W^T \varepsilon}{n} \right\| \leq C \xi_c \sqrt{\frac{p}{n}}. \tag{A.15}
\]
In summary, by (A.10) and (A.12), in view of (A.6), we obtain that
\[
\| \hat{\beta} - \beta \| \leq C \xi_c \sqrt{\frac{p}{n}}. \tag{A.16}
\]
Together with (A.3) and (A.4), we have completed the proof.

\( \diamond \)
A.3 High dimensional Gaussian approximation and proof of Theorems 4.1 and 4.2

In this subsection, we prove Theorems 4.1 and 4.2. The key ingredient is to establish the Gaussian approximation for the statistics $T_{1j}$ and $T_{2j}$. The starting point is to rewrite the statistics $T_{1j}$ and $T_{2j}$ in more explicit forms. We first prepare some notations. Without loss of generality, we only explain the proof for $r = 1$ as discussed in the beginning of the proof of Theorem 3.2 and omit the subscript $j$ in the sequel. According to (A.3), under the assumption of (3.22),

$$
\hat{m}_{c,d}(t,x) - m_{c,d}(t,x) = b^\top (\hat{\beta} - \beta) = \frac{1}{\sqrt{n}} b^\top \Pi^{-1} \left( \frac{1}{\sqrt{n}} W^\top \epsilon \right) (1 + o_P(1)),
$$

(A.14)

where we used (A.5) and (A.9). Recall that the deterministic vector $l$ and random vector $z$ are defined as

$$
l = \Pi^{-1} b, \quad z = \frac{1}{\sqrt{n}} W^\top \epsilon,
$$

(A.15)

and $x_i$ is defined in (3.15) and (3.14). Denote $y_i \in \mathbb{R}^p$ such that

$$
y_i = x_i \otimes a(t_i),
$$

(A.16)

where we recall $a(t_i) = (\phi_1(t_i), \ldots, \phi_c(t_i))^\top$ and $\otimes$ stands for the Kronecker product. Using (3.9), it is easy to see that

$$
z = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_i.
$$

(A.17)

Therefore, in view of (A.15), the analysis of $T_1$ reduces to study $l^\top z$ using (A.17) and (A.16).

Moreover, in view of (A.14), we have

$$
\int_{[0,1]} \int_{\mathbb{R}} [\hat{m}_{c,d}(t,x) - m_{0,c,d}(t,x)]^2 dt dx = \frac{1}{n} z^\top W z (1 + o_P(1)),
$$

(A.18)

where $W$ is independent of $t$ and $x$ and defined in (4.22) and $m_{0,c,d}(t,x)$ is defined similarly to (3.1) for $m_0(t,x)$ using the basis $\{b_{\ell_1,\ell_2}(t,x)\}, 1 \leq \ell_1 \leq c, 1 \leq \ell_2 \leq d$. Consequently, the analysis of $T_2$ reduces to exploring $z^\top W z$.

Based on the above discussion, we have seen that it suffices to establish the Gaussian approximation theory for either the affine form $l^\top z$ or the quadratic form $z^\top W z$. Before stating the Gaussian approximation results, we first pause to record the covariance structure of $z$ in Lemma A.1. It indicates that $\text{Cov}(z)$ is close to $\Omega$ as defined in (3.20).

**Lemma A.1.** Denote $\text{Cov}(z)$ as the covariance matrix of $z$. Suppose the assumptions of Theorem 3.2 hold. Then we have that

$$
\| \text{Cov}(z) - \Omega \|_{op} = O \left( \frac{p \xi^2_c}{n} + \frac{p \xi^2_c n^{2/\tau}}{\sqrt{n}} + p \xi^2_c n^{-1 + \frac{\tau}{2n^2}} \right),
$$

30
Proof. Denote \( z = (z_1, \cdots, z_p)^\top \). We control the error entrywisely and focus on \( \text{Cov}(z)_{11} = \text{Var}(z_1) \). Note that
\[
z_1 = \frac{1}{\sqrt{n}} \sum_{k=2}^{n} \phi_1(t_k) \varphi_1(X_{k-1}) \epsilon_k. \tag{A.19}
\]
Using the notation \((3.14)\), we conclude that
\[
\text{Var}(z_1) = \frac{1}{n} \sum_{k_1, k_2=2}^{n} \phi_1(t_{k_1}) \phi_1(t_{k_2}) \mathbb{E} x_{k_1} x_{k_2} \\
= \frac{1}{n} \sum_{i=2}^{n} \phi_1(t_i)^2 \mathbb{E} x_i^2 + \frac{1}{n} \sum_{k_1 \neq k_2}^{n} \phi_1(t_{k_1}) \phi_1(t_{k_2}) \mathbb{E} x_{k_1} x_{k_2} := E_1 + E_2, \tag{A.20}
\]
First, by a discussion similar to \((A.7)\) and \((A.8)\), we find that
\[
|E_1 - \Omega_{11}| = O \left( \xi_c^2 n^{-1 + \frac{2}{\tau + \tau}} \right). \tag{A.21}
\]
Second, for \( E_2 \), by Lemma 3.1 and (3) of Lemma B.2, we find that for some constant \( C > 0 \)
\[
|\mathbb{E} x_{k_1} x_{k_2}| \leq C |k_1 - k_2|^{-\tau}.
\]
Consequently, we obtain that
\[
|E_2| \leq \frac{\xi_c^2}{n} + \frac{1}{n} \sum_{k_1=2}^{n} \phi_1(t_{k_1}) \sum_{|k_1 - k_2| \leq n^{2/\tau}} \phi_1(t_{k_2}) |\mathbb{E} x_{k_1} x_{k_2}|. \tag{A.22}
\]
For each fixed \( k_2 \), by a discussion similar to Lemma 3.1, we see that \( \{x_{k_1} x_{k_2}\} \) is a locally stationary time series whose physical dependence measure satisfies that \( \delta(i, q) \leq C i^{-\tau} \). As \( q > 2 \), applying (1) of Lemma B.2, we readily see that
\[
\left| \frac{1}{n} \sum_{k_1=2}^{n} \phi_1(t_{k_1}) \mathbb{E} x_{k_1} x_{k_2} \right| \leq \frac{C \xi_c}{\sqrt{n}}.
\]
Together with \((A.22)\), we arrive at
\[
|E_2| \leq C \left( \frac{\xi_c^2}{n} + \frac{\xi_c^2 n^{2/\tau}}{\sqrt{n}} \right). \tag{A.23}
\]
By \((A.20)\), \((A.21)\) and \((A.23)\), we obtain that
\[
|\text{Var}(z_1) - \Omega_{11}| = O \left( \frac{\xi_c^2}{n} + \frac{\xi_c^2 n^{2/\tau}}{\sqrt{n}} + \xi_c^2 n^{-1 + \frac{2}{\tau + \tau}} \right).
\]
The general term \( \text{Cov}(z_i, z_j) \) can be analyzed similarly. We can therefore conclude our proof using Lemma B.7. \( \diamond \)
Next, we state the Gaussian approximation results for both the affine and quadratic forms. Consider a sequence of centered Gaussian random vectors \( \{n_i\}_{i=2}^n \) in \( \mathbb{R}^p \) which preserve the covariance structure of \( \{x_i\} \). Denote
\[
g_i = n_i \otimes a(t_i),
\]
and corresponding to (A.17), denote
\[
w = \frac{1}{\sqrt{n}} \sum_{i=2}^n g_i. \tag{A.24}
\]

Recall \( l \) in (A.15) and \( W \) in (4.22). The Gaussian approximation result, Theorem A.1, provides controls on the following Kolmogorov distances
\[
K_1(z, w) := \sup_{x \in \mathbb{R}} \left| P(z^\top l \leq x) - P(w^\top l \leq x) \right|, \quad K_2(z, w) := \sup_{x \in \mathbb{R}} \left| P(z^\top Wz \leq x) - P(w^\top Ww \leq x) \right|.
\]

**Theorem A.1.** Suppose Assumptions 2.1–3.2 hold. Moreover, we assume that for some large values \( m \) and \( h \), \( \Theta(\eta) \) in (4.12) satisfies
\[
\Theta(\eta) = o(1), \quad \eta > 0. \tag{A.25}
\]
Then we have that
\[
K_1(z, w) = O(\Theta(1)), \quad K_2(z, w) = O(\Theta(0.5)).
\]

**Remark A.1.** Theorem A.1 establishes the asymptotic Gaussian fluctuation for the affine and quadratic forms by controlling their Kolmogorov distances with their Gaussian counterparts. We point that (A.25) is a mild assumption and can be easily satisfied. For example, when \( \tau \) is large enough, we only require \( p \ll n^{2/\tau} \), which matches the best known dimension as in [28].

Before proving Theorem A.1, we show how it implies Theorems 4.1 and 4.2.

**Proof of Theorem 4.1.** As before, without loss of generality, we focus on the case \( r = 1 \) and omit the subscript \( j \). Under the assumption of (4.17), we find that Theorem A.1 holds for \( K_1(z, w) \). Together with (A.14) and (A.15), by Theorem 3.2 and the assumption of (4.1), we find that
\[
\frac{\sqrt{n} T_1}{\sqrt{\text{Var}(w^\top l)}} \sim N(0, 1). \tag{A.26}
\]
Since \( w \) is Gaussian, we have that
\[
l^\top w \sim N(0, l^\top \text{Cov}(w)l). \tag{A.27}
\]
By the construction of \( w \), the assumption (4.17) and Lemma A.1, we conclude that
\[
\| \text{Cov}(w) - \Omega \|_{\text{op}} = o(1). \tag{A.28}
\]
Recall (4.4). We can conclude our proof of (4.18) using (A.26), (A.27) and (A.28).

Next, we prove (4.19) using Lemma B.8. Since \( \sqrt{n} T_1 \) is asymptotically a Gaussian process whose convergence rate can be controlled in Theorem A.1, it suffices to focus on the Gaussian case. Recall (4.13). By (3.10) and (3.11), we can write
\[
\hat{m}_{c,d}(t, x) = b^\top (W^\top W)^{-1}W^\top Y = l(t, x)^\top W^\top Y + b^\top \left( (n^{-1}W^\top W)^{-1} - \Pi^{-1} \right) \left[ n^{-1}W^\top Y \right].
\]
By (A.9) and Assumption 3.2, we have that for some constant $C > 0$,

$$\|b^\top \left((n^{-1}W^\top W)^{-1} - \Pi^{-1}\right) \left[n^{-1}W^\top Y\right]\| \leq C\sqrt{n} \left[p \left(\frac{\epsilon_c^2}{\sqrt{n}} + \frac{\epsilon_n^2}{n}\right)\right],$$

where in the second step we used a discussion similar to (A.12). Consequently, under the assumption of (4.17), in view of (4.14), we can further write

$$\hat{m}_{c,d}(t, x) = \tilde{l}(t, \tilde{x})^\top W^\top Y + o_p(1). \quad \text{(A.29)}$$

Since the expression (B.1) is independent of the temporal relation of $\epsilon$, using (4.15) and (A.29), we can write

$$\alpha = \mathbb{P}\left(\sup_{t \in \mathcal{T}} \left|T(t, \tilde{x})^\top \epsilon\right| \geq c_\alpha + o(1)\right),$$

where $\epsilon \sim \mathcal{N}(0, I_{n-1})$ and $\epsilon = \sqrt{\text{Cov}(W^\top \epsilon)} \epsilon$. By Lemma B.8 and the fact that $c_\alpha > 0$, we complete the proof of (4.19).

Finally, we prove (4.21). According to equation (3.2) of [54], we have that

$$\kappa_0 = \int_0^1 \int_0^1 \sqrt{\det(AA^\top)} dt dx, \quad \text{(A.30)}$$

where $A \in \mathbb{R}^{2 \times (n-1)}$ is defined as $A^\top = \left(\frac{\partial T}{\partial t}, \frac{\partial T}{\partial \tilde{x}}\right)$. Here we recall (4.15) for the definition of $T$. By an elementary calculation, it is easy to see that

$$\frac{\partial T}{\partial t} = \sqrt{n t \sqrt{\text{Cov}(W^\top \epsilon)}} \frac{h(t, \tilde{x})}{h(t, \tilde{x})} - \frac{1}{2} T^\top (t, \tilde{x}) s^t,$$

where we use the notations that

$$l_t = n^{-1}(\nabla_t \phi(t) \otimes \varphi(\tilde{x}))^\top \Pi^{-1}, \quad \phi(t) = (\phi_1(t), \ldots, \phi_c(t))^\top, \quad \varphi(\tilde{x}) = (\varphi_1(\tilde{x}), \ldots, \varphi_b(\tilde{x}))^\top,$$

and

$$s_t = (\nabla_t \phi(t) \otimes \varphi(\tilde{x})) \Pi^{-1} \Omega \Pi^{-1} b + b^\top \Pi^{-1} \Omega \Pi^{-1} (\nabla_t \phi(t) \otimes \varphi(\tilde{x})).$$

Similarly, we can calculate $\frac{\partial T}{\partial \tilde{x}}$. For notational simplicity, we set

$$b_1 := \nabla_t \phi(t) \otimes \varphi(\tilde{x}), \quad b_2 := \phi(t) \otimes \nabla_{\tilde{x}} \varphi(\tilde{x}).$$

With the above notations, we have that

$$\text{det}(AA^\top) = \mathcal{E}_1 \mathcal{E}_3 - \mathcal{E}_2^2,$$

where $\mathcal{E}_k, k = 1, 2, 3$, are defined as

$$\mathcal{E}_1 = \frac{\partial T}{\partial t} \frac{\partial T}{\partial t}^\top, \quad \mathcal{E}_2 = \frac{\partial T}{\partial \tilde{x}} \frac{\partial T}{\partial \tilde{x}}^\top, \quad \mathcal{E}_3 = \frac{\partial T}{\partial t} \frac{\partial T}{\partial \tilde{x}}.$$

It is easy to see that

$$\tilde{h}(t, \tilde{x}) \asymp \|b\|^2_2, \quad n\tilde{l}(t, \tilde{x}) \asymp \|b\|^2_2, \quad s_t^2 \asymp \|b\|^2_2.$$
Moreover, by Assumptions 2.2 and 3.2, using (A.9), we have that for all $1 \leq k \leq p$,

$$\lambda_k(\Pi^{-1}), \lambda_k(\Omega) \asymp 1.$$ 

With the above estimates, for $E_1$, by an elementary but tedious calculation, we can see that

$$\frac{\|b_1\|^2_2}{\|b\|^2_2} \lambda_{\min}(T) \leq \|E_1\| \leq \lambda_{\max}(T)\frac{\|b_1\|^2_2}{\|b\|^2_2}, \quad T := \text{Cov}(W^\top \epsilon).$$

(A.31)

By (A.15), Lemma A.1 and Assumption 3.2, we find that

$$\lambda_{\min}(T), \lambda_{\max}(T) \asymp p.$$ 

Consequently, we have that

$$E_1 \asymp p \frac{\|b_1\|^2_2}{\|b\|^2_2}.$$ 

Similarly, we can show

$$E_3 \asymp p \frac{\|b_2\|^2_2}{\|b\|^2_2}.$$ 

Therefore, under the assumption of (4.20) and using the choice of (4.2), we have that for some constant $C > 0$

$$\kappa_0 \leq \int \int \sqrt{E_1 E_3} dt d\tilde{x} \leq Cp(n^{\alpha_1} + n^{\alpha_2}).$$

To provide a lower bound, since $AA^\top$ is symmetric and positive semi-definite, by (A.30), we have that

$$\kappa_0 \geq \int \int \lambda_{\min}(AA^\top) dt d\tilde{x}.$$ 

Together with Lemma B.7, we have that

$$\kappa_0 \geq \int \int \sqrt{\min \{(|E_2| - E_3)^2, (|E_2| - E_1)^2\}} dt d\tilde{x}.$$ 

By a discussion similar to (A.31), using the definitions of $E_k, k = 1, 2, 3$, we see that for some constant $C_1 > 0$,

$$\kappa_0 \geq C_1 p(n^{\alpha_1} + n^{\alpha_2}).$$

This yields that

$$\kappa_0 \asymp pn^{\alpha_1} + pn^{\alpha_2}.$$ 

We point out that $\zeta_0$ can be analyzed similarly using the second equation on Page 1335 of [54]. Together with (4.19), we can complete the proof of (4.21).

Then we prove Theorem 4.2.

**Proof of Theorem 4.2.** We again focus our discussion on the case $r = 1$ and omit the subscript $j$. We start our proof of (1). Under the assumption of (4.25), we find that Theorem A.1 holds for $K_2(z, w)$. Together with (A.18), the assumption of (4.1) and Theorem 3.1, utilizing the definition of mapping basis functions in (3.6), we find that it suffices to investigate the asymptotic distribution of
Denote the eigenvalues of $\Omega^{1/2}W\Omega^{1/2}$ in the decreasing order as $\{\mu_i\}$. Recall the definition of $W$ in (4.22). Note that

$$\lambda_{\min}(\Omega)\lambda_{\min}^2(\Pi^{-1})\lambda_{\min}(B) \leq \mu_i \leq \lambda_{\max}(\Omega)\lambda_{\max}^2(\Pi^{-1})\lambda_{\max}(B), \quad 1 \leq i \leq \text{rank}(\Omega^{1/2}W\Omega^{1/2}).$$

Together with Assumption 3.2 and (4.26), we conclude that

$$\mu_i \asymp 1, \quad \text{rank}(\Omega^{1/2}W\Omega^{1/2}) \asymp p.$$ Consequently, we have that

$$\frac{\mu_1}{m_2} \to 0, \quad n \to \infty.$$

By (A.28) and Lindeberg’s central limit theorem (see the proof of [22, Theorem 4.2] or the discussion above [66, Theorem 4]), we obtain that

$$\frac{w^\top Ww - m_1}{m_2} \sim \mathcal{N}(0,2).$$

This completes the proof of (1).

For (2), denote

$$T_{2,a} := \int_{[0,1]} \int_{\mathbb{R}} (\hat{m}_{c,d}(t,x) - m(t,x))^2 \, dt \, dx.$$ According to part (1), under $H_a$ in (4.24), we have that

$$\frac{nT_{2,a} - m_1}{m_2} \sim \mathcal{N}(0,2).$$

By an elementary computation, we have that

$$nT_{2,a} = nT_2 - n\int_{[0,1]} \int_{\mathbb{R}} v_n^2(t,x) \, dt \, dx - 2n\int_{[0,1]} \int_{\mathbb{R}} (\hat{m}_{c,d}(t,x) - m(t,x))v_n(t,x) \, dt \, dx.\]$$

By (A.13), (A.14) and Cauchy-Schwarz inequality, we see that

$$\left\| \int_{[0,1]} \int_{\mathbb{R}} (\hat{m}_{c,d}(t,x) - m(t,x))v_n(t,x) \, dt \, dx \right\| = o \left( \int_{[0,1]} \int_{\mathbb{R}} v_n^2(t,x) \, dt \, dx \right).$$

This concludes the proof of the first statement of part (2). The second statement of part (2) follows from $m_2 \asymp \sqrt{p}$ and the assumption (4.28). This completes our proof.  

Finally, we proceed to prove Theorem A.1. Its proof relies on the device of $m$-dependent approximation, the technique of suitable truncation and Lemma B.1 which states a Gaussian approximation result on the convex set. We prepare some notations in the beginning. For $y_i, i \geq 1$, in (A.16) and any nonnegative integer $m \geq 0$, we define the so-called $m$-approximation of $y_i$ as

$$y_i^m = x_i^m \otimes a(t_i),$$

where $x_i^m$ is denoted as

$$x_i^m = \mathbb{E}(x_i | \sigma(\eta_{i-m}, \cdots, \eta_i)), \quad m \geq 0,$$ (A.32)
where \( \sigma(\eta_{m-n}, \ldots, \eta_i) \) is the natural sigma-algebra generated by the sequence of random variables. Corresponding to (A.17), we denote
\[
z^M = \frac{1}{\sqrt{n}} \sum_{i=2}^{n} y_i^M.
\]
Next, for a given truncation level \( h > 0 \), we define the truncated version of \( y_i^M \) and \( z^M \) following
\[
\tilde{x}_i = x_i^M 1(x_i^M \leq h), \quad y_i^M = \tilde{x}_i \otimes a(t_i), \quad \tilde{z}^M = \frac{1}{\sqrt{n}} \sum_{i=2}^{n} y_i^M,
\]
where the operation of truncation is applied entrywisely. Moreover, define \( \{g_i^M\} \) as the sequence of Gaussian random vectors which preserve the covariance structure of \( \{\tilde{x}_i^M\} \) whose Gaussian part is the same as \( w \) as in (A.24) and let
\[
\bar{w}^M = \frac{1}{\sqrt{n}} \sum_{i=2}^{n} g_i^M.
\]

**Proof of Theorem A.1.** Due to similarity, we focus our proof on the affine form and only briefly discuss the quadratic form in the end. The starting point is the following triangle inequality
\[
K_1(z, w) = \sup_{x \in \mathbb{R}} \left| \mathbb{P}(z^T l \leq x) - \mathbb{P}(w^T l \leq x) \right| \\
\leq K_1(z, z^M) + K_1(z^M, z^N) + K_1(z^N, w^M) + K_1(w^M, w).
\]
It suffices to control every term of the right-hand side of (A.34). In what follows, we provide the detailed arguments for the controls following a five-step strategy.

**Step one. Show the closeness of \( \text{Cov}(z) \) and \( \text{Cov}(z^M) \).** Let \( z = (z_1, \ldots, z_p) \), \( z^M = (\tilde{z}_1, \ldots, \tilde{z}_p) \) and \( z^N = (z_1^M, \ldots, z_p^M) \). Note that
\[
\|\text{Cov}(z) - \text{Cov}(z^M)\|_{op} \leq \|\text{Cov}(z) - \text{Cov}(z^N)\|_{op} + \|\text{Cov}(z^N) - \text{Cov}(z^M)\|_{op},
\]
where we recall again that \( \| \cdot \|_{op} \) is the operator norm of the given positive definite matrix.

First, we control the first term of the right-hand side of (A.35). Observe that for all \( 1 \leq i \leq p \),
\[
\text{Var}(z_i) - \text{Var}(z_i^M) = \mathbb{E}(z_i)^2 - (\mathbb{E}(z_i^M))^2 = \mathbb{E}(z_i - z_i^M)^2 + \mathbb{E}(z_i - z_i^M)\mathbb{E}(z_i^M).
\]
Without loss of generality, we focus on the case \( i = 1 \) and still keep the subscript \( i \) without causing any further confusion. By (A.19), Lemmas 3.1 and B.3, we readily obtain that for some constant \( C > 0 \),
\[
\mathbb{E}(|z_i - z_i^M|^{2q}) \leq C \xi_c^2 \Theta_{m,q} \leq C \xi_c^2 m^{-2q+2},
\]
where \( \Theta_{m,q} = \sum_{k=m}^{\infty} \delta_{x}(k, q) \) (recall (3.16)). Consequently, as \( q > 2 \), by (1) of Lemma B.6, we readily obtain that for some constant \( C_1 > 0 \)
\[
\mathbb{E}|z_i - z_i^M| \leq C_1 \xi_c \Theta_{m,q}, \quad \mathbb{E}|z_i - z_i^M|^2 \leq C_1 \xi_c^2 \Theta_{m,q}^2.
\]
Note that (A.36) implies that
\[
|\text{Var}(z_i) - \text{Var}(z_i^M)| \leq \sqrt{\mathbb{E}|z_i - z_i^M|^2 \mathbb{E}|z_i + z_i^M|^2 + \mathbb{E}|z_i - z_i^M| \mathbb{E}|z_i + z_i^M|}, \quad (A.38)
\]
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where we used (2) of Lemma B.6. Moreover, by Lemmas 3.1 and B.2, using the definition (A.19), we find that for some constant $C_2 > 0$

$$\mathbb{E}|z_i| < C_2 \xi_c, \; \mathbb{E}|z_i|^2 < C_2 \xi_c^2.$$  \hfill (A.39)

Together with (A.37), we see that

$$\mathbb{E}|z_i + z_i^M| \leq C_2 \xi_c + C_1 \xi_c \Theta_{m,q}.$$  

Furthermore, using (A.39), we see that

$$\mathbb{E}|z_i + z_i^M|^2 \leq 2 \mathbb{E}|z_i|^2 + 2 \mathbb{E}|z_i^M|^2 \leq 4C_2 \xi_c^2 + 2C_1 \xi_c \Theta_{m,q}(C_2 \xi_c + C_1 \Theta_{m,q}).$$

Together (A.37) and (A.38), we conclude that for some constant $C > 0,$

$$\mathbb{E}|z_i - z_i^M| \leq C \xi_c \Theta_{m,q}. \hfill (A.42)$$

Similarly, we can show that for all $1 \leq i, j \leq p$

$$\left| \mathbb{E}z_i - \mathbb{E}z_j \right| \leq C \xi_c \Theta_{m,q}.$$  

Consequently, by Lemma B.7, we obtain that

$$\| \text{Cov}(z) - \text{Cov}(z^M) \|_{op} \leq C \xi_c^2 \Theta_{m,q} \leq C_1 p \xi_c^2 m^{-\tau + 1}, \hfill (A.40)$$

where in the second inequality we used (3.17).

Second, we control the second term on the right-hand side of (A.35). Recall (A.33). We point out that $\bar{z}_i^M \neq z_i^M 1(z_i \leq h)$ in general. For notational simplicity, we denote $x_i^M = (x_{i1}^M, \cdots, x_{id}^M).$ Using the construction (A.32), with an argument similar to Lemma 3.1, we can show that $\{x_i^M\}$ is a locally stationary time series whose physical dependence measure also satisfies $\delta(j, q) \leq C j^{-\tau},$ for some constant $C > 0.$ Analogous to the discussion for the first term, we focus on the case $i = 1$ and keep the subscript $i.$ Observe that

$$\left| \mathbb{E}z_i^M - \mathbb{E}x_i^M \right| = \left| \frac{1}{\sqrt{n}} \sum_{k=2}^n \phi_1(t_k) \mathbb{E}(x_{k,i}^M | x_{k,i}^M > h) \right|. \hfill (A.41)$$

Moreover, using Chebyshev’s inequality (c.f. (3) of Lemma B.6), a discussion similar to (A.39), and the fact that

$$1(|x_{k,i}^M| > h) \leq \frac{|x_{k,i}^M|^{q-1}}{h^{q-1}},$$

we find that for some constant $C > 0,$

$$\left| \mathbb{E}(x_{k,i}^M 1(|x_{k,i}^M| > h)) \right| \leq C \xi_c h^{-(q-1)}.$$  

Consequently, we see that

$$\left| \mathbb{E}z_i^M - \mathbb{E}x_i^M \right| \leq C \sqrt{n} \xi_c^2 h^{-(q-1)}. \hfill (A.42)$$
Similarly, we can show that
\[ |E(z_M^M)^2 - E(z_M^M)^2| \leq C n \xi^4 c h^{-(q-2)}. \]  
(A.43)

By (A.41), (A.43) and the fact \(|z_M^M| \leq h\), using a decomposition similar to (A.36), we conclude that for some constant \(C > 0\),
\[ |\text{Var}(\bar{z}_M^M) - \text{Var}(z_M^M)| \leq C n \xi^4 c h^{-(q-2)}. \]

Similarly, we can show that for all \(1 \leq i, j \leq p\)
\[ |\text{Cov}(\bar{z}_M^M, \bar{z}_M^M) - \text{Cov}(z_M^M, z_M^M)| \leq C n \xi^4 c h^{-(q-2)}. \]

Consequently, by Lemma B.7, we obtain that
\[ \|\text{Cov}(\bar{z}_M^M) - \text{Cov}(z_M^M)\|_{op} \leq C p n \xi^4 c h^{-(q-2)}. \]  
(A.44)

In summary, by (A.35), (A.40) and (A.44), we find that for some constant \(C > 0\)
\[ \|\text{Cov}(z) - \text{Cov}(\bar{z}_M^M)\|_{op} \leq C \left( p c^2 m^{-1} + p m \xi^4 c h^{-(q-2)} \right). \]  
(A.45)

This completes Step one. Furthermore, since the assumption (A.25) ensures that the right-hand side of (A.45) is of order \(o(1)\), we can conclude that the covariance matrices are close.

**Step two. Control the third term** \(K_1(\bar{z}_M^M, \bar{w}_M^M)\). In this step, we apply Lemma B.1 to control the associated term \(\bar{z}_M^M\). For \(x \in \mathbb{R}\), denote
\[ A_x := \left\{ q \in \mathbb{R}^p : q^\top l \leq x \right\}. \]  
(A.46)

It is easy to see that \(A_x\) is a convex set in \(\mathbb{R}^p\). Denote \(\mathcal{A}\) as the collection of all the convex sets in \(\mathbb{R}^p\). Then we have that
\[ K_1(\bar{z}_M^M, \bar{w}_M^M) = \sup_{A_x \in \mathcal{A}} \left| \mathbb{P}(\bar{z}_M^M \in A_x) - \mathbb{P}(\bar{w}_M^M \in A_x) \right|. \]

Therefore, it suffices to bound the right-hand side of the above equation using Lemma B.1. We verify conditions of Lemma B.1. Denote
\[ N_i = N_{ij} = N_{ijk} = \{i - m, i - m + 1, \ldots, i\}. \]

By the constructions (A.32) and (A.33), using the property of conditional expectation (c.f. [24, Example 4.1.7]), it is easy to see that the conditions of Lemma B.1 are satisfied such that
\[ n_1 = n_2 = n_3 = m, \ \beta = \sqrt{ph}. \]

By Lemma B.1, we have that for some constant \(C > 0\)
\[ K_1(\bar{z}_M^M, \bar{w}_M^M) \leq C p^{7/4} n^{-1/2} \|\Sigma^{-1/2}\|^3 h^3 m \left( m + \frac{m}{p} \right), \]  
(A.47)
where $\Sigma = \text{Cov}(\bar{z}^M)$. Together with Assumption 3.2, Lemma A.1, (A.45) and the assumption of (A.25), we conclude that for some constant $C > 0$,
\[
\mathcal{K}_1(\hat{z}^N, \hat{w}^N) \leq Cp^{7/4}n^{-1/2}h^3m^2.
\] (A.47)
Moreover, since the assumption of (A.25) ensures that $p^{7/4}n^{-1/2}h^3m^2 = o(1)$, we conclude that $\hat{z}^N$ is asymptotically Gaussian. This completes Step two.

**Step three. Control the fourth term $\mathcal{K}_1(\hat{w}^N, w)$.** Decompose that
\[
\mathcal{K}_1(\hat{w}^N, w) = \sup_x \left| \mathbb{P}(w^\top l \leq x) - \mathbb{P}(\hat{w}^N w^\top l \leq x + D(\hat{w}^N, w)) \right|,
\] (A.48)
where $D(\hat{w}^N, w)$ is defined as
\[
D(\hat{w}^N, w) = (w - \hat{w}^N)^\top l.
\] (A.49)
Let $\Sigma_0 = \text{Cov}(z)$ and $\Sigma = \text{Cov}(\hat{z}^N)$. Moreover, let $f$ be some $p$-dimensional standard Gaussian random vector. By construction, we can further write
\[
D(\hat{w}^N, w) = ((\Sigma_0^{1/2} - \Sigma^{1/2})f)^\top l.
\] (A.50)
Using Cauchy-Schwarz inequality, we find that for some constant $C > 0$
\[
\|D(\hat{w}^N, w)\| \leq C\|\Sigma_0 - \Sigma\|_{op} \left( \mathbb{E}\|f\|_2^2 \right)^{1/2} \|l\|_2,
\]
where $\|l\|_2$ is the $L_2$ norm of the vector $l$. By Bernstein’s concentration inequality (c.f. (4) of Lemma B.6), we find that for some constant $C > 0$,
\[
(\mathbb{E}\|f\|_2^2)^{1/2} \leq C\sqrt{p}.
\] (A.51)
Moreover, by the definition (3.21) and Assumption 3.2, we find that for some constant $C > 0$
\[
\|l\|_2 \leq C\zeta.
\] (A.52)
Together with (A.45), we conclude that
\[
\|D(\hat{w}^N, w)\| \leq C\sqrt{\zeta} \left( p\xi_c^2m^{-\tau+1} + pm\xi_h^4(h^{-2}) \right).
\] (A.53)
As $w$ is a Gaussian random vector, we have
\[
w^\top l \sim \mathcal{N}(0, l^\top l_0)l.
\]
By Assumption 3.2, Lemmas A.1 and C.3, it is easy to see that for the considered basis functions, there exist some constants $C_1, C_2 > 0$ such that
\[
C_1 \leq l^\top l_0 \leq C_2\zeta^2.
\] (A.54)
Without loss of generality, we assume that $D(w, \hat{w}^N)$ is positive so that
\[
\mathbb{P}(w^\top l \leq x) - \mathbb{P}(\hat{w}^N w^\top l \leq x + D(w, \hat{w}^N)) = \frac{1}{\sqrt{2\pi}} \int_{x'}^{x'+D(w, \hat{w}^N)} e^{-\frac{z^2}{2}} dz,
\] (A.55)
where \( x' = x / \sqrt{I \Sigma_0 l} \), \( D'(w, \bar{w}^M) = D(w, \bar{w}^M)/\sqrt{I \Sigma_0 l} \). Based on (A.54), it is easy to see that for some constants \( C, C' > 0 \)
\[
\mathbb{P}(w^\top l \leq x) - \mathbb{P}(w^\top l \leq x + D(w^M, w)) \leq C \frac{D(w, \bar{w}^M)}{\sqrt{I \Sigma_0 l}} \leq C' D(w, \bar{w}^M),
\]
(A.55)
where in the last inequality we used (A.53). Together with (A.52), we conclude that for some constant \( C > 0 \)
\[
\mathcal{K}_1(w^M, w) \leq C \left( \sqrt{\zeta_4} \left( p \xi_c^2 m^{r+1} + pm \xi_c^4 h^{-(q-2)} \right) \right).
\]
This completes the proof of Step three.

**Step four. Control the second term** \( \mathcal{K}_1(z^M, \bar{z}^M) \). In this step, we apply a discussion similar to Step three except that we utilize the asymptotic normality of \( z^M \) which has been established in Step two under the assumption of (A.25). Analogously to (A.48), we decompose that
\[
\mathcal{K}_1(z^M, z^M) = \sup_x \left| \mathbb{P}((\bar{z}^M)^\top l \leq x) - \mathbb{P}((\bar{z}^M)^\top l \leq x + D(z^M, \bar{z}^M)) \right|,
\]
(A.57)
where \( D(z^M, \bar{z}^M) \) is defined similarly as in (A.49). Recall (A.41). By a discussion similar to (A.42), we have that for some constant \( C > 0 \),
\[
\mathbb{E}|z_i^M - z_i^M| \leq C \sqrt{n} \xi_c^2 h^{-(q-1)}.
\]
Similarly, we have that
\[
(\mathbb{E}\|z^M - z^M\|_2^2)^{1/2} \leq C \sqrt{pm} \xi_c^2 h^{-(q-1)}.
\]
Together with (A.50) and (A.51), using Cauchy-Schwarz inequality, we have that for some constant \( C > 0 \)
\[
D(z^M, \bar{z}^M) \leq C p \sqrt{n} \xi_c^2 h^{-(q-1)}.
\]
(A.58)
By (A.56), (A.45) and an argument similar to (A.53) and (A.54), we obtain that for some constant \( C > 0 \)
\[
\mathcal{K}_1(z^M, \bar{z}^M) \leq C p \sqrt{n} \xi_c^2 h^{-(q-1)}
\]
(A.59)
This completes the proof of Step four.

**Step five. Control the first term** \( \mathcal{K}_1(z, z^M) \). In the last step, we apply a discussion similar to Step four utilizing the asymptotic normality of \( z^M \) as established in Step four under the assumption of (A.25). By (A.37), we have that for some constant \( C > 0 \)
\[
\mathbb{E}\|z - z^M\|_2 \leq C \sqrt{p} \sum_{i=1}^p \Theta_{m,q} \leq C p^{3/2} \xi_c m^{-r+1},
\]
where in the second inequality we again used (3.17). By a discussion similar to (A.57) and (A.58), we conclude that for some constant \( C > 0 \)
\[
\mathcal{K}_1(z^M, z) \leq C \zeta^2 p \xi_c m^{-r+1}.
\]
(A.60)
This completes the proof of Step five.

In summary, by (A.47), (A.56), (A.59), (A.60) and (A.34), we can conclude the proof of \( \mathcal{K}_1 \).
Finally, we briefly discuss how to handle the quadratic form $K_2$. We only focus on explaining the differences in the five-step strategies. More specifically, Step one can be applied without modification. For step two, the analogous set of (A.46) is

$$A_x = \{ q \in \mathbb{R}^p : q^\top W q \leq x \}.$$  

Since $W$ is positive semi-definite, $A_x$ is a convex set. Then the rest of Step two also applies. For Step three, the main difference lies in (A.55). In the quadratic case, the distribution of $w^\top W w$ can be written as a summation of Chi-square random variables and (A.55) should be controlled using Lemma B.4. In particular, we have that

$$\mathbb{P}(w^\top W w \leq x) - \mathbb{P}(w^\top W w \leq x + D(\bar{w}^\mathbb{R}, w)) \leq C \sqrt{D(\bar{w}^\mathbb{R}, w)},$$

where $D(\bar{w}^\mathbb{R}, w)$ is defined as

$$D(\bar{w}^\mathbb{R}, w) := -w^\top W w + (\bar{w}^\mathbb{R})^\top W \bar{w}^\mathbb{R},$$

which can be controlled similarly as in (A.52). Similar modifications should be made for Steps four and five. This completes the proof.

A.4 Consistency of bootstrapping; proof of Theorems 4.3 and 4.4

In this subsection, we prove Theorems 4.3 and 4.4 following [23, 72]. Without loss of generality, we focus on the case $r = 1$ as in Sections A.2 and A.3. Set

$$\Phi = \frac{1}{\sqrt{n - m - 1}} \sum_{i=2}^{n-m} \left[ \left( \sum_{j=i}^{i+m} x_j \right) \otimes a(t_i) \right] R_i,$$  \hspace{1cm} (A.61)

where $\{R_i\}$ are the same random variables as in (4.31). We point out that $\Phi$ is a population version of $\Xi$ in (4.31). Moreover, denote

$$\Upsilon_{i,m} = \frac{1}{\sqrt{m}} X_i \otimes a(t_i), \quad X_i = \sum_{j=i}^{i+m} x_j.$$  \hspace{1cm} (A.62)

Based on the above notations, we denote that

$$\Upsilon = \frac{1}{(n - m - 1)} \sum_{i=2}^{n-m} \Upsilon_{i,m} \Upsilon_{i,m}^\top.$$  \hspace{1cm} (A.63)

Note that $\Upsilon$ is the covariance matrix of $\Phi$ when conditioned on the data.

The proof routine contains five steps. The first three steps concern $\Phi$. In particular, step one (c.f. Lemma A.2) aims to establish the concentration of $\Upsilon_{i,m} \Upsilon_{i,m}^\top$ and $\Upsilon \Upsilon^\top$; step two (c.f. Lemma A.3) focuses on constructing a stationary time series whose covariance matrix can well approximate the concentration from step one; step three (c.f. Lemma A.4) utilizes the stationary time series from step two and shows that its covariance matrix is close to the integrated long-run covariance matrix $\Omega$; step four is optional, it aims to replace the deterministic quantities with their consistent
estimators if there is a need, for example $W$ for Theorem 4.4; step five (c.f. Lemma A.5) will conclude the proof by replacing the error $\{\epsilon_i\}$ with the residuals of the sieve estimators (c.f. (4.29)) and handle $\Xi$ to conclude the proof.

Steps one, two and three focus on analyzing $\Upsilon$ and the long-run covariance matrices and are general, i.e., irrelevant of the inference problems. Combining them we can show that $\Upsilon$ is close to $\Omega$. Therefore, we separate them and prove them in Lemmas A.2–A.4 below. Steps four and five are more specific and we will provide the details when we prove Theorems 4.3 and 4.4.

**Lemma A.2.** Suppose Assumptions 2.1–2.2 hold and $m = o(n)$. Recall (3.21). We have that

$$\sup_{2 \leq i \leq n-m} \left\| \Upsilon_{i,m} \Upsilon_{i,m}^\top - \mathbb{E} \left( \Upsilon_{i,m} \Upsilon_{i,m}^\top \right) \right\|_{op} = O_P \left( d \zeta^2 \sqrt{m/n} \right).$$

Similarly, we have that

$$\sup_{2 \leq i \leq n-m} \left\| \Upsilon - \mathbb{E} \Upsilon \right\|_{op} = O_P \left( d \zeta^2 \sqrt{m/n} \right).$$

**Proof.** Using the basic property of Kronecker product, we find that

$$\Upsilon_{i,m} \Upsilon_{i,m}^\top = \frac{1}{m} \left[ X_i X_i^\top \right] \otimes \left[ a(t_i) a(t_i)^\top \right].$$

Consequently, we have that

$$\sup_{2 \leq i \leq n-m} \left\| \Upsilon_{i,m} \Upsilon_{i,m}^\top - \mathbb{E} \left( \Upsilon_{i,m} \Upsilon_{i,m}^\top \right) \right\|_{op} \leq \frac{\zeta^2}{m} \sup_{2 \leq i \leq n-m} \left\| X_i X_i^\top - \mathbb{E} X_i X_i^\top \right\|_{op},$$

where we use the property of the spectrum of Kronecker product and the fact that $a(t_i) a(t_i)^\top$ is a rank-one matrix. As before, we focus on the first entry of $L = X_i X_i^\top$. Note that

$$L_{11} = \left( \sum_{j=i}^{i+m} \varphi_1(X_{j-1}) \epsilon_j \right)^2.$$

By a discussion similar to Lemma 3.1, $\{L_{11}\}$ can be regarded as a locally stationary time series whose physical dependence measure $\delta(l, q)$ satisfies that

$$\delta(l, q) \leq C \sqrt{m} \left( \sum_{j=l-m}^{l} \delta_x(j, q) \right),$$

where $\delta_x(j, q)$ is defined in (3.16). Combing (3.17) and (1) of Lemma B.2, we readily obtain that

$$\| L_{11} - \mathbb{E} L_{11} \| = O(m^{3/2}).$$

By (A.65), Lemma B.7 and (1) of Lemma B.6, we complete our proof of the first part. The second part can be proved analogously. \[\Box\]
Recall $x_i$ in (3.15). We denote

$$\tilde{x}_{i,j} = U(t_i, F_j), \ i \leq j \leq i + m.$$ 

Corresponding to (A.62), we define

$$\tilde{\Upsilon}_{i,m} = \frac{1}{\sqrt{m}} \tilde{x}_i \otimes a(t_i), \ \tilde{x}_i = \sum_{j=i}^{i+m} \tilde{x}_{i,j}.$$ 

**Lemma A.3.** Suppose the assumptions of Lemma A.2 hold. We have that

$$\sup_{2 \leq i \leq n-m} \|E(\Upsilon_{i,m} \Upsilon_{i,m}^\top) - E(\tilde{\Upsilon}_{i,m} \tilde{\Upsilon}_{i,m}^\top)\|_{op} = O \left( d\xi^2 \left( \frac{m}{n} \right)^{1-\frac{1}{\tau}} \right).$$

**Proof.** By an argument similar to (A.65), we find that

$$\sup_{2 \leq i \leq n-m} \|E(\Upsilon_{i,m} \Upsilon_{i,m}^\top) - E(\tilde{\Upsilon}_{i,m} \tilde{\Upsilon}_{i,m}^\top)\|_{op} \leq \frac{\xi^2}{m} \sup_{2 \leq i \leq n-m} \|E(X_iX_i^\top) - E(\tilde{X}_i\tilde{X}_i^\top)\|_{op}. \quad (A.66)$$

We again focus on the first entry of $M := X_iX_i^\top - \tilde{X}_i\tilde{X}_i^\top$. Note that

$$M_{11} = \left( \sum_{j=i}^{i+m} \varphi_1(X_{j-1})\epsilon_j \right)^2 - \left( \sum_{j=i}^{i+m} \varphi_1(\tilde{X}_{j-1})\tilde{\epsilon}_j \right)^2 \quad (A.67)$$

$$= \left[ \sum_{j=i}^{i+m} (\varphi_1(X_{j-1})\epsilon_j - \varphi_1(\tilde{X}_{j-1})\tilde{\epsilon}_j) \right] \left[ \sum_{j=i}^{i+m} (\varphi_1(X_{j-1})\epsilon_j + \varphi_1(\tilde{X}_{j-1})\tilde{\epsilon}_j) \right] := P_1P_2.$$ 

By Lemma 3.1 and (1) of Lemma B.2, we see that

$$\|P_2\| = O(\sqrt{m}).$$

For $P_1$, by Lemma 3.1, we find that

$$\|P_1\| = O \left( \sum_{j=i}^{i+m} \varphi_1(X_{j-1})(\epsilon_j - \epsilon_j) \right).$$

Together with Lemma 3.1, the stochastic continuity property (2.2) and (1) of Lemma B.2, we have that

$$\|P_1\| = O \left( \sqrt{m} \sum_{j=0}^{\infty} \min\left\{ \frac{m}{n}, j^{-\tau} \right\} \right) = O \left( \sqrt{m} \left( \frac{m}{n} \right)^{1-1/\tau} \right).$$

Combining the above arguments, we obtain that

$$\|M_{11}\| = O \left( m \left( \frac{m}{n} \right)^{1-1/\tau} \right).$$

Together with (A.66), Lemma B.7 and (1) of Lemma B.6, we conclude the proof. \(\diamondsuit\)
Corresponding to (A.63), denote
\[ \tilde{\Upsilon} := \frac{1}{n - m - 1} \sum_{i=2}^{n-m} \tilde{\Upsilon}_{i,m} \tilde{\Upsilon}_{i,m}^\top. \]

Recall (4.33).

**Lemma A.4.** Suppose the assumptions of Lemma A.2 hold. Then we have
\[ \left\| \mathbb{E} \tilde{\Upsilon} - \Omega \right\|_{\text{op}} = O \left( \frac{1}{(n - m - 1)^2} + \frac{d \zeta^2}{m} \right). \tag{A.68} \]
Consequently, we have
\[ \| \Upsilon - \Omega \|_{\text{op}} = O(\Psi(m)). \tag{A.69} \]

**Proof.** For (A.68), first of all, using the definition of \( \Omega(t) \) in (3.18), by (2) of Lemma B.2 and a discussion similar to (A.65), we have that (also see Lemma 4 of [72])
\[ \sup_{2 \leq i \leq n-m} \left\| \mathbb{E} \tilde{\Upsilon}_{i,m} \tilde{\Upsilon}_{i,m}^\top - \Omega(t_i) \right\|_{\text{op}} = O \left( \frac{d \zeta^2}{m} \right). \]
Together with Lemma B.5, we can complete our proof of (A.68).

The proof of (A.69) follows from (A.68), Lemmas A.2 and A.3. \( \diamond \)

The following lemma indicates that the residual (4.29) is close to \( \{\hat{\epsilon}_i\} \) such that \( \Xi \) is close to \( \Phi \).
Recall \( \{\hat{x}_i\} \) in (4.30). Denote
\[ \widehat{\Upsilon}_{i,m} = \frac{1}{\sqrt{m}} \tilde{x}_i \otimes a(t_i), \quad \tilde{x}_i = \sum_{j=i}^{i+m} \hat{x}_j. \]
Accordingly, we can define \( \widehat{\Upsilon} \) as in (A.63) using \( \widehat{\Upsilon}_{i,m} \). Recall (4.29).

**Lemma A.5.** Suppose the assumptions of Lemma A.2 and Theorem 3.2 hold. We have that
\[ \sup_{2 \leq i \leq n-m} \| \Upsilon_{i,m} \Upsilon_{i,m}^\top - \widehat{\Upsilon}_{i,m} \widehat{\Upsilon}_{i,m}^\top \|_{\text{op}} = O_P \left( \frac{d \zeta^2}{\sqrt{n}} \left[ \xi e \sqrt{\frac{p}{n} + c^{-m_1} + d^{-m_2}} \right] \right). \]
As a result, we have that
\[ \left\| \Upsilon - \widehat{\Upsilon} \right\|_{\text{op}} = O_P \left( \frac{d \zeta^2}{\sqrt{n}} \left[ \xi e \sqrt{\frac{p}{n} + c^{-m_1} + d^{-m_2}} \right] \right). \]

**Proof.** By Theorem 3.2, we find that
\[ \sup_{2 \leq i \leq n-m} \| \epsilon_i - \hat{\epsilon}_i \| = O \left( \xi e \sqrt{\frac{p}{n} + c^{-m_1} + d^{-m_2}} \right). \tag{A.70} \]
Using a discussion similar to (A.66) and (A.67) such that \( P_2 \) in (A.67) is controlled using (A.70), we can conclude the proof of the first part of the results. The second part of the results follows from a discussion similar to (A.64). \( \diamond \)
Armed with Lemmas A.2–A.5, we proceed to finish the proof of Theorems 4.3 and 4.4.

**Proof of Theorem 4.3.** As before, we focus on the case $r = 1$ and omit the subscript $j$. First, we prove the result holds for

$$\tilde{T}_1 := \Phi^\top \Pi^{-1} b.$$  

Conditional on the data, by the definition of $\Phi$ in (A.61), $\Phi$ is a Gaussian random vector. We now write

$$\Phi = \Lambda^{1/2} G,$$  

(A.71)

where $G \sim \mathcal{N}(0, I_p)$ follows standard multivariate Gaussian distribution. In fact, conditional on the data, $\Lambda = \Upsilon$. Consequently, we can write

$$\tilde{T}_1 = G^\top H, \ H := \Lambda^{1/2} \Pi^{-1} b.$$  

Conditional on the data, according to (A.9) and (A.69), using the definition of $h(t, x)$ and triangle inequality, we see that

$$\left\|H^\top H - h^2(t, x)\right\| = O\left(\zeta \left[\Psi(m) + p \left(\frac{\xi_c^2}{n} + \frac{\xi_c^2 n^{\tau+1}}{n}\right)\right]\right).$$

Consequently, under the assumption of (4.34), since $G$ is a standard multivariate Gaussian vector, we have shown that the result holds for $\tilde{T}_1$.

Then we prove for $\hat{T}_1$ based on $\tilde{T}_1$. Conditional on the data, by construction, analogous to (A.71), we can write

$$\Xi = \hat{\Lambda}^{1/2} G.$$  

(A.72)

Accordingly, we can write

$$\hat{T}_1 = G^\top \hat{H}, \ \hat{H} = \hat{\Lambda}^{1/2} \Pi^{-1} b.$$  

Note that condition on the data, we have that

$$\Lambda = \Upsilon, \ \hat{\Lambda} = \hat{\Upsilon}.$$  

(A.73)

By (4) of Lemma B.6, we find that

$$\mathbb{E}\|G\|^2 = O(p).$$  

(A.74)

By triangle inequality and Lemma A.5, we see that

$$\|\hat{T}_1 - \tilde{T}_1\| = O\left(\sqrt{p} \frac{d\xi_c^3}{\sqrt{n}} \left[\xi_c^2 \sqrt{\frac{p}{n}} + e^{-m_1} + d^{-m_2}\right]\right).$$

This concludes our proof under the assumption of (4.34).  

**Proof of Theorem 4.4.** The proof is similar to that of Theorem 4.3 and we only list the key points. First, we prove that the result holds for

$$\tilde{T}_2 := \Phi^\top \hat{W} \Phi.$$  

Using (A.71), we can rewrite $\tilde{T}_2$ as

$$\tilde{T}_2 = G^\top M G, \ M = \Lambda^{1/2} \hat{W} \Lambda^{1/2}. $$
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Denote $r = \text{rank}(M)$. Recall (4.36). By Lemma A.4, Assumption 3.2 and (A.10), we find that

$$\lambda_{\text{min}}(M) = O(1).$$

Consequently, $r = p$. Denote the eigenvalues of $M$ as $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r > 0$. It is easy to see that $\lambda_i = O(1)$, $1 \leq i \leq r$. Then by Lindeberg’s central limit theorem, when conditional on the data, we have that

$$\frac{G^T M G - \sum_{i=1}^{r} \lambda_i}{(\sum_{i=1}^{r} \lambda_i^2)^{1/2}} \sim \mathcal{N}(0, 2). \quad (A.75)$$

In view of (4.27), it suffices to compare $(\sum_{i=1}^{r} \lambda_i^k)$ with $m_k$, $k = 1, 2$. Denote the eigenvalues of $\Omega^{1/2} W \Omega^{1/2}$ as $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_r > 0$. Denote the set $\mathcal{A} \equiv \mathcal{A}_n$ as

$$\mathcal{A} \equiv \mathcal{A}_n := \left\{ \left| \sum_{i=1}^{r} (\lambda_i - \mu_i) \right| \leq \delta_{1n} \sqrt{p}, \left| \sum_{i=1}^{r} (\lambda_i^2 - \mu_i^2) \right| \leq \delta_{2n} \sqrt{p} \right\},$$

where $\delta_{kn}, k = 1, 2$, are some sequences such that $\delta_{kn} = o(1)$. When restricted on the event $\mathcal{A}$, we have that

$$\frac{G^T M G - m_1}{m_2} = \frac{G^T M G - \sum_{i=1}^{r} \lambda_i + \sum_{i=1}^{r} \lambda_i - m_1}{(\sum_{i=1}^{r} \lambda_i^2)^{1/2} m_2} \left( \frac{(\sum_{i=1}^{r} \lambda_i^2)^{1/2}}{m_2} \right) = \frac{G^T M G - \sum_{i=1}^{r} \lambda_i}{(\sum_{i=1}^{r} \lambda_i^2)^{1/2}} + o(1).$$

Together with (A.75), we have shown that the results hold for $\tilde{T}_2$ when restricted to the event $\mathcal{A}$. Recall (4.22) and (4.36). By (A.9) and (A.69), we have that

$$\max_i |\lambda_i - \mu_i| = O_P \left( \Psi(m) + p \left( \frac{\xi^2}{\sqrt{n}} + \frac{\xi^2 c n^{1/2}}{n} \right) \right).$$

Consequently, under the assumption of (4.37), we have that

$$\mathbb{P}(\mathcal{A}) = 1 - o(1).$$

This shows that the result holds for $\tilde{T}_2$.

Second, we prove the result for $\tilde{T}_2$ based on $\tilde{T}_2$. According to (A.72), we can write

$$\tilde{T}_2 = G^T \hat{M} G, \hat{M} = \hat{\Lambda}^{1/2} \hat{W} \hat{\Lambda}^{1/2}.$$  

By (A.73), (A.74) and Lemma A.5, we see that

$$\|\tilde{T}_2 - \bar{T}_2\| = O \left( p \frac{d \xi^2}{\sqrt{n}} \left( \frac{\xi}{\sqrt{n}} \sqrt{\frac{p}{n}} + c^{-m_1} + d^{-m_2} \right) \right).$$

This concludes our proof under the assumption of (4.37).  

\[\diamondsuit\]
B Some auxiliary lemmas

In this section, we collect some useful auxiliary lemmas. The first lemma, Lemma B.1 will be used in the proof of Gaussian approximation, i.e., Theorem A.1.

**Lemma B.1** (Multivariate Gaussian approximation). Denote \([n] := \{1, \ldots, n\}\) and \(X_N := \sum_{i \in N} X_i\) for some index set \(N\). Let \(X_i \in \mathbb{R}^d\) and \(W = \sum_{i=1}^n X_i\). Moreover, we assume that
\[
E X_i = 0, \ Cov(W) = \Sigma.
\]
For a standard \(d\)-dimensional Gaussian random vector \(Z\), denote
\[
d_c(\mathcal{L}(W), \mathcal{L}(\Sigma^{1/2}Z)) := \sup_{A \in \mathcal{A}} \left| P(W \in A) - P(\Sigma^{1/2}Z \in A) \right|,
\]
where \(\mathcal{A}\) denotes the collection of all the convex sets in \(\mathbb{R}^d\). Suppose that \(W\) can be decomposed as follows
\[
\begin{align*}
\forall i \in [n], & \exists i \in N_i \subset [n] \text{ such that } W - X_{N_i} \text{ is independent of } X_i; \\
\forall i \in [n], j \in N_i, & \exists N_i \subset N_{ij} \subset [n] \text{ such that } W - X_{N_{ij}} \text{ is independent of } \{X_i, X_j\}; \\
\forall i \in [n], j \in N_i, k \in N_{ij}, & \exists N_{ijk} \subset N_{ijk} \subset [n] \text{ such that } W - X_{N_{ijk}} \text{ is independent of } \{X_i, X_j, X_k\}.
\end{align*}
\]
Suppose further that for each \(i \in [n], j \in N_i\) and \(k \in N_{ij}\),
\[
\|X_i\|_2 \leq \beta, \ |N_i| \leq n_1, \ |N_{ij}| \leq n_2, \ |N_{ijk}| \leq n_3.
\]
Then there exists a universal constant \(C > 0\) such that
\[
d_c(\mathcal{L}(W), \mathcal{L}(\Sigma^{1/2}Z)) \leq Cd_4 / n \|\Sigma^{-1/2}\|^3 \beta^3 n_1 \left( n_2 + \frac{n_3}{d} \right).
\]

**Proof.** See Theorem 2.1 and Remark 2.2 of [28]. \(\diamondsuit\)

In the following two lemmas, we consider that \(x_i = G_i(F_i)\), where \(G_i(\cdot)\) is some measurable function and \(F_i = (\cdots, \eta_{i-1}, \eta_i)\) and \(\eta_i\) are i.i.d. random variables. Suppose that \(E x_i = 0\) and \(\max_i E|x_i|^q < \infty\) for some \(q > 1\). For any integer \(k > 0\), denote \(\theta_{k,q} = \max_{1 \leq i \leq n} \|G_i(F_i) - G_i(F_{i,-k})\|_q\), where \(F_{i,-k} = (\cdots, \eta_{i-k-1}, \eta_{i-k}, \eta_{i-k+1}, \eta_i)\) and \(\{\eta_i\}\) are i.i.d. copies of \(\{\eta_i\}\). Let \(\Theta_{k,q} = \sum_{i=k}^{\infty} \theta_{i,q}\) and \(\Lambda_{k,q} = \sum_{i=0}^{k} \theta_{i,q}\), where we use the convention that \(\theta_{i,q} = 0, i < 0\).

**Lemma B.2** (Concentration inequalities for locally stationary time series). Let \(S_n = \sum_{i=1}^n x_i\) and \(q' = \min(2, q)\). Then:
\(\quad\)
1. We have that for some constant \(C > 0\)
\[
\|S_n\|_q^{q'} \leq C \sum_{i=-n}^{\infty} (\Lambda_{i+n} - \Lambda_{i,q})^{q'}.
\]

Moreover, we have that
\[
\max_{1 \leq i \leq n} \|S_i\|_q \leq C n^{1/q'} \Theta_{0,q}.
\]
(2) Suppose \( x_i = G(i/n, \mathcal{F}_i) \) and \( \Theta_{k,q} = O(k^{-\gamma}), \gamma > 0 \), then we have that
\[
\sum_{i=1}^{n} \left| \mathbb{E}^{x_i^2} - \sigma \left( \frac{i}{n} \right) \right| = O \left( n^{1 - \frac{2}{2+\gamma}} \right),
\]
where \( \sigma(\cdot) \) is the long run covariance matrix defined as
\[
\sigma(t) = \sum_{k=-\infty}^{\infty} \text{Cov}(G(t, \mathcal{F}_0), G(t, \mathcal{F}_k)).
\]
(3) For some constant \( C > 0 \), we have that
\[
|\text{Cov}(x_i, x_j)| \leq C \theta |i - j|^q.
\]
Proof. The first part can be found in Theorem 1 of [64]; also see Lemma 6 of [72]; the second part of the proof follows directly from Corollary 2 of [65]; see the last equation in the end of the proof of Corollary 2 therein; the third part can be found in Lemma 6 of [73] or Lemma 2.6 of [22].

Lemma B.3 (m-dependent approximation). Let \( S'_n = \sum_{i=1}^{n} x'_i \), where \( x'_i = \mathbb{E}(x_i | \mathcal{F}_m(i)) \), \( \mathcal{F}_m(i) = \sigma(\eta_{i-m}, \ldots, \eta_i) \) is the sigma-algebra generated by \( (\eta_{i-m}, \ldots, \eta_i) \). Here \( m \geq 0 \). Define \( R_n = S_n - S'_n \) and \( R^*_n = \max_{1 \leq i \leq n} |R_i| \). Then for some constant \( C > 0 \), we have
\[
\|R_n\|_q \leq C n \Theta_{m,q}^q,
\]
and
\[
\|R^*_n\|_q \leq C \left\{ \begin{array}{ll} n \Theta_{m,q}^2, & q > 2; \\ n \log n \Theta_{m,q}^2, & 1 < q \leq 2. \end{array} \right.
\]
Proof. See Lemma A.1 [42].

In the next lemma, we provide a control for the summation of \( \chi_1^2 \) random variables.

Lemma B.4. Let \( a_1 \geq a_2 \geq \cdots \geq a_p \geq 0 \) such that \( \sum_{i=1}^{p} a_i^2 = 1 \). For i.i.d. \( \chi_1^2 \) random variables \( \eta_i, 1 \leq i \leq p \), we have that
\[
\sup_{x \in \mathbb{R}} P \left( x \leq \sum_{k=1}^{p} a_k \eta_k \leq x + h \right) \leq \sqrt{\frac{4h}{\pi}}.
\]
Proof. See Lemma S.2 of [66].

The next lemma provides a deterministic control for the Riemann summation.

Lemma B.5. Suppose that \( f \) is twice differentiable and \( f'' \) is bounded and almost everywhere continuous on a compact set \([a, b]\). Let \( \Delta : a = s_0 \leq s_1 \leq \cdots \leq s_{n-1} \leq s_n = b \) and \( s_{i-1} \leq \xi_i \leq s_i \). Denote the Riemann sum as
\[
\mathcal{R} \equiv \mathcal{R}(f; \Delta, \xi) := \sum_{i=1}^{n} (s_i - s_{i-1}) f(\xi_i).
\]
Then we have that for \( s_i = a + i(b-a)/n \)
\[
\int_{a}^{b} f(x) dx = \mathcal{R} + O(n^{-2}).
\]
Proof. See Theorem 1.1 of [57].

Then we collect some elementary probability inequalities.

**Lemma B.6.** (1) If $E|X|^k < \infty$, then for $0 < j < k$, $E|X|^j < \infty$ and
\[
E|X|^j \leq (E|X|^k)^{j/k}.
\]
(2). (Holder’s inequality) For $p, q \in [1, \infty)$ with $1/p + 1/q = 1$,
\[
E|XY| \leq \|X\|_p \|Y\|_q.
\]
(3). (Chebyshev’s inequality) If $g(x)$ is a monotonically increasing nonnegative function for the nonnegative reals, then we have that
\[
P(|X| > a) \leq \frac{E(g(|X|))}{g(a)}.
\]
(4). (Bernstein’s concentration inequality) Let $\{x_i\}$ be i.i.d. standard Gaussian random variables. Then for every $0 < t < 1$, we have that
\[
P\left(\left|\frac{1}{n} \sum_{k=1}^{n} x_k^2 - 1\right| \geq t\right) \leq 2e^{-nt^2/8}.
\]

**Proof.** (1) follows from Exercise 1.6.11 of [24]; (2) is Theorem 1.6.3 of [24]; (3) follows from Theorem 1.6.4 of [24]; (4) is in Example 2.11 of [61].

The following lemma provides a deterministic control for the norm of a symmetric matrix.

**Lemma B.7** (Gershgorin circle theorem). Let $A = (a_{ij})$ be a complex $n \times n$ matrix. For $1 \leq i \leq n$, let $R_i = \sum_{j \neq i} |a_{ij}|$ be the sum of the absolute values of the non-diagonal entries in the $i$-th row. Let $D(a_{ii}, R_i) \subseteq \mathbb{C}$ be a closed disc centered at $a_{ii}$ with radius $R_i$. Such a disc is called a Gershgorin disc. The every eigenvalue of $A = (a_{ij})$ lies within at least one of the Gershgorin discs $D(a_{ii}, R_i)$, where $R_i = \sum_{j \neq i} |a_{ij}|$.

**Proof.** See Theorem 7.2.1 of [31].

Finally, we collect some approximation formulas for the tail probabilities of the maxima of a two-dimensional Gaussian random field in the setting of simultaneous confidence bands. Assuming that $Y_i = f(x_i) + \epsilon_i$, $1 \leq i \leq n$, $x_i \in \mathbb{R}^2$ and $\epsilon_i$ are i.i.d. $\mathcal{N}(0, \sigma^2)$ random variables. Let $\hat{f}(x)$ be an unbiased estimator of $f(x)$ such that
\[
\hat{f}(x) = l(x)^\top Y, l(x) = (l_1(x), \cdots, l_n(x))^\top, Y = (Y_1, \cdots, Y_n)^\top.
\]
For some constant $c_\alpha > 0$, the simultaneous coverage probability of the confidence bands is
\[
1 - \alpha = \mathbb{P}\left(\left|f(x) - \hat{f}(x)\right| \leq c_\alpha \sqrt{\text{Var}(\hat{f}(x))}, x \in \mathcal{X}\right).
\]
Moreover, according to equation (1.4) of [54], we have that
\[
\alpha = \mathbb{P}\left(\sup_{x \in \mathcal{X}} \left|\frac{l(x)}{\sqrt{\text{Var}(\hat{f}(x))}} \geq c_\alpha \sigma\right| \geq c_\alpha \sigma\right) \quad (B.1)
\]
Lemma B.8. Suppose $X$ is a rectangle in $\mathbb{R}^2$. Assume the manifold $M := \{ l(x)/\sqrt{\text{Var}(\hat{f}(x))} : x \in X \}$ is $C^3$ with a positive radius. Let $\kappa_0$ be the area of $M$ and $\zeta_0$ be the length of the boundary of $M$, then (4.19) holds true.

Proof. The proof follows from Proposition 2 of [54] by replacing $\|l(x)\|$ with $\sqrt{\text{Var}(\hat{f}(x))}$. $\Diamond$

C A brief summary of sieve spaces approximation theory

In this section, we give a brief overview on the sieve approximation theory [13] for compact domain and the mapped sieve approximation theory for the unbounded domain [6, 7, 51]. We start with introducing some commonly used sieve basis functions.

Example C.1 (Trigonometric and mapped trigonometric polynomials). For $x \in [0, 1]$, we consider the following trigonometric polynomials

$$\left\{1, \sqrt{2}\cos(2k\pi x), \sqrt{2}\sin(2k\pi x), \cdots \right\}, \ k \in \mathbb{N}.$$ 

The above basis functions form an orthonormal basis of $L_2([0,1])$. Note that the classic trigonometric basis function is well suited for approximating periodic functions on $[0,1]$.

When $x \in \mathbb{R}$, let $u(x) : \mathbb{R} \to [0, 1]$ be constructed following Example 3.1. Since $u(x)$ in Example 3.1 satisfies that $u'(x) \in L_2(\mathbb{R})$, the following mapped trigonometric polynomials form an orthonomal basis for $L_2(\mathbb{R})$

$$\left\{\sqrt{u'(x)}, \sqrt{2u'(x)}\cos(2k\pi u(x)), \sqrt{2u'(x)}\sin(2k\pi u(x)), \cdots \right\}, \ k \in \mathbb{N},$$

where we used inverse function theorem.

Example C.2 (Jacobi and mapped Jacobi polynomials). For $I = (-1, 1)$ and some constants $\alpha, \beta > -1$, denote the Jacobi weight function as

$$\omega_{\alpha,\beta}(y) = (1 - y)^{\alpha}(1 + y)^{\beta},$$

and associated weighted $L^2$ space as $L^2_{\omega_{\alpha,\beta}}(I)$. With the above notations, the Jacobi polynomials are the orthogonal polynomials $\{J_{n}^{\alpha,\beta}(y)\}$ such that

$$\int_I J_{n}^{\alpha,\beta}(y)J_{m}^{\alpha,\beta}(y)\omega_{\alpha,\beta}(y)dy = \gamma_{n}^{\alpha,\beta}\delta_{n,m},$$

where $\delta_{n,m}$ is the Kronecker function, and

$$\gamma_{n}^{\alpha,\beta} = \frac{2^{\alpha+\beta+1}\Gamma(n+\alpha+1)\Gamma(n+\beta+1)}{(2n+\alpha+\beta+1)\Gamma(n+1)\Gamma(n+\alpha+\beta+1)}.$$

More explicitly, the Jacobi polynomials can be characterized using the Rodrigues’ formula [56]

$$J_{n}^{\alpha,\beta}(x) = \frac{(-1)^n}{2^n n!} (1-x)^{-\alpha}(1+x)^{-\beta} \frac{d^n}{dx^n} \left((1-x)^{\alpha}(1+x)^{\beta}(1-x^2)^n\right).$$
Then for \( x \in [0, 1] \), the following sequence forms an orthonormal basis for \( L_2([0, 1]) \)

\[
\{ J_k^{\alpha, \beta}(x) := \sqrt{\frac{2\alpha\beta(2x-1)}{\gamma_k^{\alpha, \beta}}} J_k^{\alpha, \beta}(2x-1) \} \quad k \in \mathbb{N}.
\]

We mention that when \( \alpha = \beta = 0 \), the Jacobi polynomial reduces to the Legendre polynomial and when \( \alpha = \beta = -0.5 \), the Jacobi polynomial reduces to the Chebyshev polynomial of the first kind.

When \( x \in \mathbb{R} \), let \( u(x) \) be the mapping as in Example C.1. Then the following sequence provides an orthonormal basis for \( L_2(\mathbb{R}) \) (see [51, Section 2.3])

\[
\left\{ \sqrt{u(x)} J_k^{\alpha, \beta}(u(x)) \right\}.
\]

**Example C.3** (Wavelet and mapped Wavelet basis). For \( N \in \mathbb{N} \), a Daubechies (mother) wavelet of class \( D - N \) is a function \( \psi \in L_2(\mathbb{R}) \) defined by

\[
\psi(x) := \sqrt{2} \sum_{k=1}^{2N-1} (-1)^k h_{2N-1-k} \varphi(2x-k),
\]

where \( h_0, h_1, \cdots, h_{2N-1} \in \mathbb{R} \) are the constant (high pass) filter coefficients satisfying the conditions

\[
\sum_{k=0}^{N-1} h_{2k} = \frac{1}{\sqrt{2}} = \sum_{k=0}^{N-1} h_{2k+1},
\]

as well as, for \( l = 0, 1, \cdots, N - 1 \)

\[
\sum_{k=2l}^{2N-1+2l} h_k h_{k-2l} = \begin{cases} 1, & l = 0, \\ 0, & l \neq 0. \end{cases}
\]

And \( \varphi(x) \) is the scaling (father) wavelet function is supported on \([0, 2N - 1]\) and satisfies the recursion equation \( \varphi(x) = \sqrt{2} \sum_{k=0}^{2N-1} h_k \varphi(2x-k) \), as well as the normalization \( \int_{\mathbb{R}} \varphi(x) dx = 1 \) and \( \int_{\mathbb{R}} \varphi(2x-k) \varphi(2x-l) dx = 0 \), \( k \neq l \). Note that the filter coefficients can be efficiently computed as listed in [21]. The order \( N \), on the one hand, decides the support of our wavelet; on the other hand, provides the regularity condition in the sense that

\[
\int_{\mathbb{R}} x^j \varphi(x) dx = 0, \quad j = 0, \cdots, N, \text{ where } N \geq d.
\]

We will employ Daubechies wavelet with a sufficiently high order when forecasting in our simulations and data analysis. In the present paper, to construct a sequence of orthogonal wavelet, we will follow the dyadic construction of [20]. For a given \( J_n \) and \( J_0 \), we will consider the following periodized wavelets on \([0, 1]\)

\[
\left\{ \varphi_{J_0,k}(x), \quad 0 \leq k \leq 2^{J_0} - 1; \psi_{J_0,k}(x), \quad J_0 \leq j \leq J_n - 1, 0 \leq k \leq 2^j - 1 \right\}, \quad \text{where} \quad (C.1)
\]

\[
\varphi_{J_0,k}(x) = 2^{J_0/2} \sum_{l \in \mathbb{Z}} \varphi(2^{J_0} x + 2^{J_0} l - k), \quad \psi_{J_0,k}(x) = 2^{j/2} \sum_{l \in \mathbb{Z}} \psi(2^j x + 2^j l - k),
\]

or, equivalently [45]

\[
\left\{ \varphi_{J_n,k}(x), \quad 0 \leq k \leq 2^{J_n-1} \right\}. \quad (C.2)
\]
When $x \in \mathbb{R}$, let $u(x)$ be the mapping as in Example C.1. Then using (C.2), the following sequence provides an orthonormal basis for $L_2(\mathbb{R})$

\[
\left\{ \sqrt{u'(x)} \varphi_{j,k}(u(x)) \right\}.
\]

Similarly, we can construct the mapped wavelet functions using (C.1).

Next, we collect some important properties of the above basis functions and some useful results on the approximation errors.

**Lemma C.1.** Suppose Assumption 3.1 holds. Then for any fixed $x \in \mathbb{R}$, denote

\[m_{j,c}(t, x) = \sum_{j=1}^{\infty} a_j \phi_j(t), \quad 1 \leq j \leq r,
\]

where we assume that $m_j(t, x) = \sum_{j=1}^{\infty} a_j \phi_j(t)$, $a_j \equiv a_j(x)$. Then for the basis functions in Examples C.1–C.3, we have that

\[
\sup_t |m_j(t, x) - m_{j,c}(t, x)| = O(c^{-m_1}).
\]

Proof. See Section 2.3.1 of [13].

**Lemma C.2.** Suppose Assumption 3.1 holds. Then for any fixed $t \in [0, 1]$, denote

\[m_{j,d}(t, x) = \sum_{j=1}^{d} b_j \varphi_j(x),
\]

where we assume that $m_j(t, x) = \sum_{j=1}^{\infty} b_j \varphi_j(x)$, $b_j \equiv b_j(t)$. Then for the mapped basis functions in Examples C.1–C.3, we have that

\[
\sup_{x \in \mathbb{R}} |m_j(t, x) - m_{j,d}(t, x)| = O(d^{-m_2}).
\]

Proof. Recall (3.5). Since

\[
\sup_{x \in \mathbb{R}} |m_j(t, x) - m_{j,d}(t, x)| = \sup_{y \in [0,1]} |\tilde{m}_j(t, x) - \tilde{m}_{j,d}(t, x)|,
\]

the proof follows from Section 2.3.1 of [13]. Or see Section 6.2 of [29].

In the following lemma, we provide some controls for the quantities $\xi_c$ and $\zeta$ defined in (3.21).

**Lemma C.3.** For the basis functions in Example C.1, we have that $\xi_c = O(1)$ and $\zeta = O(\sqrt{p})$; for the basis functions in Example C.2, we have that $\xi_c = O(1)$ and $\zeta = O(p)$; finally, for the basis functions in Example C.3, we have that $\xi_c = O(\sqrt{c})$ and $\zeta = O(\sqrt{p})$.

Proof. See [22] or Section 3 of [1].
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