Historically, the study of speech processing has emphasized a strong link between auditory perceptual input and motor production output\textsuperscript{1-4}. A kind of ‘parity’ is essential, as both perception- and production-based representations must form a unified interface to facilitate access to higher-order language processes such as syntax and semantics, believed to be computed in the dominant, typically left hemisphere\textsuperscript{5,6}. Although various theories have been proposed to unite perception and production\textsuperscript{2,7}, the underlying neural mechanisms are unclear. Early models of speech and language processing proposed that perceptual processing occurred in the left posterior superior temporal gyrus (Wernicke’s area) and motor production processes occurred in the left inferior frontal gyrus (Broca’s area)\textsuperscript{8,9}. Sensory activity was proposed to link to production activity through connecting fibre tracts, forming the left lateralized speech sensory–motor system\textsuperscript{10}. Although recent evidence indicates that speech perception occurs bilaterally\textsuperscript{11-13}, prevailing models maintain that the speech sensory–motor system is left lateralized\textsuperscript{11,14-18} and facilitates the transformation from sensory-based auditory representations to motor-based production representations\textsuperscript{11,15,34}. However, evidence for the lateralized computation of sensory–motor speech transformations is indirect and primarily comes from stroke patients that have speech repetition deficits (conduction aphasia) and studies using covert speech and haemodynamic functional imaging\textsuperscript{9,35}. Whether the speech sensory–motor system is lateralized, like higher-order language processes, or bilateral, like speech perception, is controversial. Here we use direct neural recordings in subjects performing sensory–motor tasks involving overt speech production to show that sensory–motor transformations occur bilaterally. We demonstrate that electrodes over bilateral inferior frontal, inferior parietal, superior temporal, premotor and somatosensory cortices exhibit robust sensory–motor neural responses during both perception and production in an overt word-repetition task. Using a non-word transformation task, we show that bilateral sensory–motor responses can perform transformations between speech-perception- and speech-production-based representations. These results establish a bilateral sublexical speech sensory–motor system.

To investigate the sensory–motor representations that link speech perception and production, we used electrocorticography (ECoG), in which electrical recordings of neural activity are made directly from the cortical surface in a group of patients with pharmacologically intracatable epilepsy. ECoG is an important electrophysiological signal recording modality that combines excellent temporal resolution with good spatial localization. Critically for this study, ECoG data contain limited artefacts due to muscle and movements during speech production compared with non-invasive methods that suffer artefacts with jaw movements\textsuperscript{35}. Thus, using ECoG we were able to investigate directly neural representations for sensory–motor transformations using overt speech production.

Sixteen patients with subdural electrodes (see Supplementary Figs 1 and 2) implanted in the left hemisphere (6 subjects), right hemisphere (7 subjects) or both hemispheres (3 subjects) performed variants of an overt word repetition task designed to elicit sensory–motor activations (Fig. 1a, Methods and Supplementary Table 1). We observed increases in neural activity across the high gamma frequency range (60–200 Hz and above) with maximal activity across subjects between 70–90 Hz. High gamma activity reflects the spiking activity of populations of neurons during task performance\textsuperscript{30,31}. Individual electrodes showed one of three types of task responses: sensory–motor (S-M), production (PROD), or auditory (AUD) (Fig. 1b, see Methods). We found that AUD activity was generally localized to the superior temporal gyri and middle temporal gyri (42 out of 57 electrodes (74%); Fig. 2a, b) and PROD activity occurred mostly in the motor and premotor cortices, somatosensory cortex, and the inferior parietal lobule (98 out of 124 electrodes (79%); Fig. 2a, b), consistent with previous models and results of speech-perception- and production studies\textsuperscript{31,12,17}. Furthermore, electrical stimulation of PROD electrode locations resulted in orofacial movements consistent with a motor function (see Supplementary
processes but to sensory activation in both auditory (input) and production (motor) transformations for speech. Bilateral S–M activity is in fact sensory–motor and represents sensory–motor reaference from moving articulators because S–M activity significantly increased within 248 ms of the production ‘go’ cue, whereas vocal responses occurred substantially later at 1,002 ms (±40 ms s.e.m.). Fourth, S–M production responses contain motor features because they occurred together with, and even before, PROD electrode responses (S–M = 248 ms, PROD = 302 ms, Q = 0.03; permutation test; see Methods). Finally, S–M activity was persistently elevated during the delay period (P = 0.01; see Fig. 2d, Methods), broadly consistent with planning activity, unlike PROD delay-period activity (P = 0.64) or AUD delay-period activity (P = 0.53). These results demonstrate that S–M activity cannot be simply sensory and spans both sensory and motor processes.

A related concern is that sensory–motor transformations are first carried out in the left hemisphere. If so, S–M responses in the right hemisphere could be due to communication from the left hemisphere. To test this
hypothesis, we further examined latencies of S-M responses according to hemisphere. Response latencies did not differ significantly in each hemisphere in either the auditory (right hemisphere, 156 ms; left hemisphere, 182 ms; \( Q = 1 \times 10^{-4} \); permutation test) or the production epoch (right hemisphere, 272 ms; left hemisphere, 268 ms; \( Q = 1 \times 10^{-4} \); see Methods). Therefore, right hemisphere responses cannot be due to computations that were first carried out in the left hemisphere and the data do not support strictly lateralized sensory–motor computations.

Another concern is that S-M activity may not reflect speech processing and may also be present during simple auditory inputs and orofacial motor outputs. To test this, we employed a ‘tone–move task’ in one of the bilaterally implanted subjects (subject 13 (S13); see Methods). We found that S-M electrodes did not have significant sensory–motor responses during the tone–move task \( (P = 0.36, \text{permutation test}; \text{see Supplementary Fig. 6}) \). Thus, S-M activity is specific to mapping sounds to goal-directed vocal motor acts and is likely specific to speech (see Supplementary Discussion 1.3).

Thus far we have shown the S-M activity is bilateral, sensory–motor, and likely to be specific to speech. However, an important open question is whether S-M responses reflect the transformation that links speech perception and production and can support a unified perception–production representational interface. A specific concern is that high gamma ECoG activity may pool heterogeneous neural responses beneath the electrode. S-M responses may combine activity from neurons which encode perceptual processes active during the auditory cue and other neurons which encode production processes active during the utterance. If this is true, none of the activity necessarily reflects a sensory–motor transformation that links perception and production. To be able to rule out this alternative and demonstrate that S-M responses are involved in sensory–motor transformations, we reasoned that two requirements must be met. S-M activity must encode information about the content of the underlying speech processes, and this encoding must reflect transformative coding between the sensory input and motor output.

To test whether S-M activity encodes information about speech content, we decoded the neural activity to predict, on each trial, what the subjects heard and said. We used seven consonant–vowel–consonant words (heat, hit, hat, hoot, het, hot and hut) and trained a seven-way linear classifier to decode the neural responses (see Methods).

Figure 3 | Neural decoding of words. a, Confusion matrices show proportion identified for a seven-way linear classifier using neural responses. AUD electrodes (top), PROD electrodes (middle) and S-M electrodes (bottom) are shown. The threshold for performance is at chance level, \( P = 0.14 \), for the purposes of displaying the electrodes clearly. b, Classification performance for increasing numbers of electrodes. Chance performance is indicated by the dotted line. c, Classification performance for S-M electrodes in the left and right hemispheres. Methods present S-M results by response epoch.

We constructed linear classifiers to decode neural responses. As expected, AUD electrodes in the auditory epoch encoded the auditory input (Fig. 4Aa, Ca) and PROD electrodes encoded the output during speech (see Fig. 4Aa, Supplementary Figs 7 and 8 and Methods). This task enabled us to hold the sensory and motor components constant while manipulating the transformation process itself in order to measure how the encoding of this content changed depending on how perceptual input was mapped onto production output. The use of non-words instead of words offered other advantages. Non-words enabled us to examine sublexical transformations for speech and could be designed to differ maximally in their articulatory dimensions and their neural representations (see Methods and Supplementary Discussion 1.1 and 1.2).

At least three models describe how neural responses encode the task variables. If responses follow a strictly sensory model, the encoding will follow the content of the sensory inputs and confuse trials in which kig is converted to kig (kig→kig) with trials in which kig is converted to pob (kig→pob), as well as trials in which pob is converted to pob (pob→pob) with trials in which pob is converted to kig (pob→kig) (see Fig. 4Ba). Conversely, responses that follow a strictly motor model will encode the production outputs, confusing kig with pob (kig→pob) and then kig trials and pob→pob with kig→pob trials (see Fig. 4Bb). If S-M responses pool responses from sensory and motor neurons, the encoding will follow the sensory model during sensory input and the motor model during motor output. In contrast, S-M responses that reflect the transformation of sensory input into motor output must follow a different transformation model and encode the sensory information differently depending on the upcoming motor act (see Fig. 4Bc). Neural activity displaying this property could compute a representational transformation (see Supplementary Discussion 1.1, 1.2). If so, responses that follow a transformation model will not confuse trial conditions with either identical input or identical output. Consequently, each of the three models predicted very different patterns of neural coding.

We constructed linear classifiers to decode neural responses. As expected, AUD electrodes in the auditory epoch encoded the auditory input (Fig. 4Ba, Ca) and PROD electrodes encoded the output during
hit the production epoch (utterance; Fig. 4Bb, Cb). However, S-M electrodes changed their encoding over the course of the trial. During the auditory epoch, S-M electrodes encoded both sensory and motor conditions concurrently, consistent with the presence of a sensory–motor transformation (Fig. 4Bc, Cc). Interestingly, during the production epoch, S-M responses no longer encoded the auditory input and encoded the production output (Fig. 4Cd), suggesting the transformation has largely been computed by that time. To quantify the comparison of different models, we used the Kullback–Leibler divergence (see Fig. 4Da–d, Methods). The results were consistent with the response patterns in the confusion matrices.

We can also rule out that the difference in S-M responses is due to a third population of neurons that selectively responds to the cue instructing how perceptual input was mapped onto production output (‘match’ or ‘mismatch’). We ran the same linear classifier during cue presentation and found that the S-M responses did not encode the cue ($\chi^2 (1) = 0.08$, $P = 0.78$; see Methods).

Using direct brain recordings (ECoG) and overt speech, we demonstrate that a sensory–motor system for transforming sublexical speech signals exists bilaterally. Our results are in keeping with models of speech perception that posit bilateral processing but contradict models that posit lateralized sensory–motor transformations. Our results also highlight how S-M activity during perceptual input reflects the transformation of speech sensory input into motor output. We propose that the presence of such transformative activity demonstrates a unified sensory–motor representational interface that links speech-perception- and speech-production-based representations. Such an interface is important during speech articulation, acquisition and self-monitoring.

As right hemisphere lesions do not give rise to conduction aphasia, our evidence for bilateral sensory–motor transformations promotes an interesting distinction between speech and language: although sensory–motor transformations are bilateral, the computational system for higher-order language is lateralized (see Supplementary Fig. 9). This hypothesis invokes a strong interface between sensory-based speech-perception representations and motor-based speech-production representations and suggests that deficits for conduction aphasia are more abstract and linguistic in nature. We propose that bilateral sublexical transformations could support a unification of perception- and production-based representations into a sensory–motor interface, drawing a distinction between the bilateral perception–production functions of speech and lateralized higher order language processes.

**METHODS SUMMARY**

Electrocorticographic (ECoG) recordings were obtained from 16 patients (10 females) undergoing treatment for pharmacologically resistant epilepsy. Each patient provided informed consent in accordance with the Institutional Review Board at New York University Langone Medical Center. Grid implantation was in the left hemisphere (6 subjects), right hemisphere (7 subjects) or both hemispheres (3 subjects). All 16 subjects performed an overt word repetition task (listen–speak task) as well as two control tasks (listen–mime task and listen task). One subject also performed a tone–move task. Four subjects also performed a listen–speak transformation task involving non-words. ECoG recordings were made using both grid and strip electrode arrays with 2.3-mm contact size and 10-mm spacing. Spectral analysis was performed using 500-ms analysis windows with ±5-Hz frequency smoothing and a stepping size of 50 ms. Neural responses were defined as high gamma neural activity between 70 and 90 Hz and significance was assessed using a shuffling procedure. Classification analyses were carried out using a linear discriminant analysis with high gamma power spectral features.
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Neural recordings and preprocessing. EEG data were recorded from intracranially implanted subdural electrodes (AdTech Medical Instrument Corp.) in patients undergoing elective monitoring of pharmacologically intractable seizures. Electrode placement was based entirely on clinical grounds for identification of seizure foci and eloquent cortex during stimulation mapping, and included grid (8 × 8 contacts), depth (1 × 8 contacts) and strip (1 × 4 to 1 × 12 contacts) electrode arrays with 10-mm inter-electrode spacing centre-to-centre. Subdural stainless steel recording grid and strip contacts were 4 mm in diameter; consequently the distance between contacts was 6 mm and they had an exposed 2.3-mm diameter recording contact.

For 7 of the 16 subjects, neural signals from up to 256 channels were amplified (×10, INA121 Burr-Brown instrumentation amplifier), bandpass filtered between 0.1–4,000 Hz and digitized at 10 KHz (NSpike, Harvard Instrumentation Laboratories) before being continuously streamed to disk for off-line analysis (custom C and Matlab code). The front-end amplifier system was powered by sealed lead acid batteries (Powersonic) and electrically isolated from the subject. After acquisition, neuronal recordings were further low-pass filtered at 800 Hz and down-sampled offline to 2,000 Hz for all subsequent analysis. For the remaining 9 subjects, neural signals from up to 128 channels were recorded on a Nicolet One EEG system, bandpass-filtered between 0.5–250 Hz and digitized at 512 Hz. In some recordings, modest electrical noise was removed using line filters centred on 60, 120 and 180 Hz.

Data Analysis. For activation analysis, time-frequency decomposition was performed using a multi-taper spectral analysis33. The power spectrum was calculated during a 500-ms analysis window with ±5 Hz frequency smoothing stepped 50 ms between estimates. Single trials were removed from the analysis if the raw voltage exceeded eight standard deviations from the across trial pool, and noisy channels were removed from the analysis by visual inspection or if they did not contain at least 60% of the total trials after the standard deviation threshold removal.

Sensory–motor transformations were defined as activity in the gamma range (70–90 Hz) that followed the auditory stimulus as well as the production cue during both listen–speak and listen–mime (Fig. 1b). As the example responses illustrate, some electrodes showed consistent increases in activity in the high gamma band as high as 300 Hz. As the frequency extent varied across subjects, we chose to focus on the 70–90 Hz frequency range as this band showed the greatest activation consistently across all subjects. Similar results were obtained when a broader frequency range extending up to 150 Hz was analysed. Although the listen–mime condition does involve altering the motor plan (no vocal cord vibration), sensory–motor activations were based on the conjunction of activity in both the listen–speak and the listen–mime conditions. Any neural activity that was specific to the listen–mime condition and not present in ‘normal’ speaking conditions was therefore excluded (see Supplementary Fig. 10).

Responses were divided into three types. The first response type, auditory (AUD), was defined as containing a response that was seen within 250–750 ms following onset of the auditory stimulus in all three conditions (Fig. 1b, top). The second response type, production (PROD), was characterized as containing a response occurring between 500–1,000 ms after the respond cue in the listen–speak and the listen–mime conditions (Fig. 1b, middle). The last response type, S-M, contained both post stimulus and a post response cue activation in both the listen–speak and the listen–mime conditions (Fig. 1b bottom). The baseline period was defined as the 500 ms preceding the auditory stimulus.

In Fig. 1b, the experimental epoch was defined as −500 ms (pre) to 3,500 ms post auditory stimulus onset. In Fig. 2c the experimental epoch was defined as −500 ms (pre) to 4,000 ms post auditory stimulus onset. The additional 500 ms was included in Fig. 2c to compensate for slightly later production responses for that the power in each frequency was divided by the power in the baseline period by dividing by the power at each frequency. As the neural responses had variable onset times but were on average quite long in duration, the times were chosen to sample adequately all the responses under investigation.

To assess statistical significance, the average power across trials was taken in two time regions of interest for each trial within each condition. For the listen condition, the baseline values for each trial were shuffled with the post auditory values 10,000 times to create a null distribution. For the listen–speak and the listen–mime conditions, both the post auditory and the post-production values were shuffled 10,000 times with the baseline values to create two null distributions. Initial significance was assessed using a permutation test by comparing the actual difference between the post auditory and post production values with the shuffled data differences. To correct for multiple comparisons, for all subjects, all three conditions and both analysis epochs (listen (post auditory), listen–speak (post auditory and post production)) and listen–mime (post auditory and post production)) were pooled together and a false discovery rate (FDR) analysis was performed with an alpha threshold set at 0.05 (ref. 36).
The population latency analysis was performed using the baseline-corrected high gamma power response profiles for each electrode within each response class (S-M, AUD and PROD). The high gamma neural responses were first bandpass filtered (70–90 Hz) and then averaged within conditions. The listen–speak and listen–mime conditions were averaged together. As the data were recorded using two different sampling rates, the data were resampled to a 500 Hz sampling rate. To test for latencies within a response class, the latencies following either the auditory onset or the go cue were compared against the activity in the listen condition following the go cue by computing a permuted distribution for each time point. The significance values at each time point were then corrected for multiple comparisons using a FDR set with an alpha of 0.05. The first time point that was followed by at least 20 consecutive significant time points (40 ms) was taken to be the latency of the neural response. This resulted in four significant latency values. In the auditory epoch, AUD electrodes had significant neural responses at 164 ms and S-M electrodes had significant responses at 158 ms. During the production epoch, PROD electrodes had significant responses starting at 302 ms, whereas S-M electrodes had significant responses starting at 248 ms. A similar analysis was carried out comparing the left S-M electrodes with the right S-M electrodes, which resulted in four more significant latency values: right hemisphere (auditory 156 ms), left hemisphere (auditory 182 ms), right hemisphere (production 272 ms) and left hemisphere (production 268 ms). A direct comparison between these latencies within each task epoch using FDR-corrected shuffle tests (see above) revealed no significant results.

To assess whether or not during the auditory and production epochs, the S-M electrodes display significantly faster neural responses than the AUD and PROD electrodes, we repeated the permutation test, except instead of using the comparison of the task compared to the ‘Listen’ condition, we compared the S-M electrodes to the AUD electrodes in the auditory epoch and the S-M electrodes to the PROD electrodes in the production epoch. The results showed that whereas S-M and AUD electrodes did not differ in their latency values during the auditory epoch, S-M electrodes were significantly faster than PROD electrodes in the production epoch.

To test for power differences of the high gamma response (70–90 Hz) across hemispheres, we performed FDR-corrected permutation tests. Data were analysed by averaging a 300-ms time window, sliding 50 ms between estimates. The data were baseline-corrected (average −500 ms pre to 0 ms pre-stimulus activity across conditions, within electrodes) and then log-transformed before analysis. For each condition (listen–speak, listen–mime and listen) and within each hemisphere (left and right), we computed the task epoch responses by computing the average of the high gamma response during the auditory epoch (0–1,000 ms post auditory onset) and during the production epoch (0–1,500 ms post production cue onset). We then performed a series of permutation tests where we permuted the neural response across condition and/or across hemisphere, correcting for multiple comparisons using a FDR procedure. Only four tests produced significant results: listen–speak versus listen during the production epoch in each hemisphere, and listen–mime versus listen during the production epoch in each hemisphere. Furthermore, the neural responses within all conditions were not different across hemispheres (see Supplementary Fig. 11, P > 0.05, FDR corrected).

To assess the significant delay activation for each electrode class, a permutation test was carried out using filtered data as listed above. A permutation test was performed for each electrode class in which the average high gamma neural activity of the delay period (−2 s post auditory onset) was compared to that of the baseline period (−1 s to −0.5 s pre auditory onset). Although PROD electrodes and AUD electrodes did not display elevated population neural activity (P = 0.64 and 0.53, respectively), S-M electrodes had significantly higher elevated delay activity compared to baseline (P = 0.01; see Fig. 2d).

Classification was performed using the single value decomposition (SVD) of the high gamma neural response (70–160 Hz, 300-ms sliding windows with an overlap of 250 ms) in either the auditory epoch (0–1,000 ms post auditory onset, AUD electrodes) or the production epoch (0–1,500 ms post go cue, PROD electrodes) or both (S-M electrodes). A linear discriminant analysis (LDA) classification was performed using a leave-one-out validation method, in which the training set consisted of all the trials of the data set except the one being tested. Note that analysing the different task epochs separately for the S-M electrodes produced classifier results that were also significantly above chance (auditory epoch, 40.2% (χ² (1) = 47, P = 7 × 10⁻⁵), production epoch, 23.2% (χ² (1) = 5.6, P = 0.02)).

To create the cumulative curves, the number of electrodes inputted into the classifier was increased linearly. To control for the variability in trial numbers, the minimum number of trials common to all subjects and electrodes was used. One-hundred iterations for each number of cumulative electrodes were performed, in which the specific trials and the specific electrodes were varied randomly and the number of SVD components was equal to the number of electrodes inputted to the classifier for the AUD and S-M electrodes, whereas five components were used for the PROD electrodes due to a lower number of components present in the PROD-electrode data. Confusion matrix scores are simply the proportion of trials classified as the token on the horizontal axis (decoded) given that the actual trial came from the vertical axis (actual). Confusion matrices in Fig. 3a are shown for the largest number of cumulative electrodes in each electrode class.

To analyse the listen–speak transformation task responses (Fig. 4), the same decomposition (SVD) of the neural signal (70–160 Hz) was used. Note that instead of a seven-way classifier, a four-way classifier was used. Confusion matrices (Fig. 4C) are shown for the largest number of cumulative electrodes in each electrode class (AUD = 10; PROD = 19; S-M = 8). For the S-M electrodes, each response epoch (auditory, Fig. 4Cc; production, Fig. 4Cd) was analysed separately.

To measure the quality of each of the models (sensory, motor, sensory–motor or chance; Fig. 4d) we used the Kullback–Leibler divergence, which quantifies the amount of information lost in bits when Q (the model) is used to approximate P (the data):

\[ D_{KL}(P|Q) = \sum_i P(i) \log \left( \frac{P(i)}{Q(i)} \right) \]

where P is the classification percentage for each actual or decoded pair (see above) and Q is one of the four models: sensory, motor, sensory–motor and chance. The Kullback–Leibler divergence estimates the information distance between the pattern of classification errors predicted by each model, shown in Fig. 4B and the pattern of classification errors based on neural recordings, shown in Fig. 4C. Smaller Kullback–Leibler divergence reflects more information about classification errors and improved model fit. The sensory model (Fig. 4Ba) reflects classification scores that track the auditory speech input such that in both the match and the mismatch cases, the same input will be confused with each other. Conversely, the motor model (Fig. 4Bb) reflects classification scores that track the production output so that the same outputs will be confused with one another. However, the sensory–motor model (Fig. 4Bc) will reflect both the input and output such that classifications for each of the conditions presented (kig→kig, pob→pob, kig→pob and pob→kig) will be classified correctly. Finally, the chance model will simply reflect chance performance in all cases (0.25).

Classifier analysis of the cue data (‘Match Listen’ versus ‘Mismatch Listen’) in the listen–speak transformation task was analysed on the S-M electrodes for the subjects performing the task. The same linear classifier was used as above, but was performed during the cue period (0–1,000 ms post Cue) and was two-way (‘Match Listen’ versus ‘Mismatch Listen’ cues). The results demonstrated that the classification was not significant (mean classification = 52.3%; χ² (1) = 0.08, P = 0.78). Furthermore, using the same two-way classifier between the match and mismatch condition during the auditory epoch was also not significant (mean classification = 56.4%; χ² (1) = 0.72, P = 0.4). Taken together, this indicates that the sensory–motor transformations displayed by these electrodes cannot be due to a third population of neurons that code for the visual cue.
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