Distribution of Diffusion Constants and Stokes-Einstein Violation in supercooled liquids
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It is widely believed that the breakdown of the Stokes-Einstein relation between the translational diffusivity and the shear viscosity in supercooled liquids is due to the development of dynamic heterogeneity i.e. the presence of both slow and fast moving particles in the system. In this study we directly calculate the distribution of the diffusion constant for a model system for different temperatures in the supercooled regime. We find that with decreasing temperature, the distribution evolves from Gaussian to bimodal indicating that on the time scale of the α relaxation time, mobile (liquid-like) and less mobile (solid-like) particles in the system can be unambiguously identified. We also show that less mobile particles obey the Stokes-Einstein relation even in the supercooled regime and it is the mobile particles which show strong violation of the Stokes-Einstein relation. Finally, we show that the degree of violation of the Stokes-Einstein relation can be tuned by introducing randomly pinned particles in the system.

INTRODUCTION

In normal liquids, the shear viscosity (η) is related to the translational diffusion constant (D) of a particle diffusing through it via the Stokes-Einstein (SE) relation $D = \frac{c\eta}{T}$, where c is a constant which depends on the details of the particle and boundary conditions and T is the temperature. Although, originally derived for a macroscopic probe particle in the hydrodynamic limit, the SE relation also holds for the self diffusion of liquid particles at high temperatures [3]. However, it has been shown extensively [1–3] as $D = \frac{c\eta}{T}$ that when a liquid is supercooled the SE relation breaks down i.e. the measured self diffusivity becomes much larger than the value predicted by the SE relation. Often the shear viscosity is substituted by the relaxation time (τ) which is cheaper to compute and more commonly treated in theories.

Phenomenological arguments e.g. by Stillinger and Hodgdon [1] and by Tarjus and Kivelson [11] have shown that by considering supercooled liquids to consist of mobile “fluid-like” and less mobile “solid-like” regions, the decoupling between the translational diffusion (D) and the relaxation time (τ) is explained naturally because the average diffusion constant is predominantly determined by the “fluid like” regions whereas the average relaxation time is dominated by the “solid-like” regions. The existence of clusters (with finite lifetime) of mobile and less mobile particles has been directly shown in many different studies [21–23] and is known as the dynamical heterogeneity (DH). However, the above-mentioned phenomenological theory of decoupling is based on the existence of a distribution of diffusivity (relaxation times) whereas previous studies on DH have typically analyzed the distribution of particle displacements. Hence not much direct information about the existence and nature of the diffusivity (relaxation time) distribution is available.

There are however, indirect evidences, e.g. the universal exponential tail in the Van Hove functions [24] seen for many supercooled liquids, which supports the existence of a distribution of diffusivity (relaxation times). Consider an extreme case where the system has regions with two diffusivity - one for “solid like” (Ds) and the other for “liquid like” regions (Dl). Hence a distribution of diffusivity can be written as $p(D) = A\delta(D_s) + B\delta(D_l)$ where A and B are fixed by the normalization condition and the amount of solid like and liquid like regions. Now if we calculate the van Hove correlation function as

$$G_s(x,t) = \int dDp(D)g(x|D), \quad (1)$$

where $g(x|D) = \frac{1}{\sqrt{4\pi D t}} \exp\left(-\frac{x^2}{4Dt}\right)$ then one may show that the van Hove function will have a long tail and depending on the distribution of the $p(D)$, the tail of the distribution can be either exponential or Gaussian [25]. In general the exponential tail has been reported [24] which, as mentioned in [25], might be due to the small range of the data.

The main aim of this study is to calculate directly the distribution of the diffusivity from the simulation data. From the previous discussion, one may expect that in deeply supercooled liquids the distribution of diffusivity will be bimodal in general. Unlike previous works [26–28] where the presence of two types of particles with distinct mobilities are inferred indirectly from the distribution of displacements, our method directly and unambiguously shows that the distribution of the diffusivity becomes bimodal below some temperature. Note that the bimodal nature of the distribution only says that there are two types of particles in the system, but it does not prove that these particles are clustered together to form “solid like” and “fluid-like” regions. Hence bimodal distributions of diffusivity alone is not enough to justify the picture of supercooled liquids being a sparse mixture of...
“fluid like” and “solid like” regions. Using random pinning geometry we further show that indeed one has “fluid like” and “solid like” regions in the system up to some time scale of the order of α relaxation time, τα.

We end this section by noting that the phenomenological explanation of decoupling does not tell anything about the nature and origin of the heterogeneity. Microscopic theories to understand decoupling from the dynamic heterogeneity e.g. mode coupling theory (MCT) 29, random first-order transition (RFOT) theory 30–32, shear transformation zone (STZ) theory 33, dynamical facilitation 34 and the obstruction model 35 do not mutually agree on the origin and the nature of heterogeneous dynamics. Besides, the decoupling of D and τ may also be explained in terms of a growing length scale 27, 36 which does not directly require a distribution of diffusivity (relaxation times).

DISTRIBUTION OF DIFFUSIVITY

Below we explain briefly the method used to extract the distribution of diffusivity directly from the van Hove correlation function Gs(x, τ) using the iterative algorithm suggested in [37] and recently used in [25] for the diffusion processes in biological systems. We start with the definition of van Hove correlation function

\[ G_s(x, τ) = \langle \delta [x - (x_i(τ) - x_i(0))] \rangle, \]

where the \(< . >\) implies averaging over the time origin. Now if we assume that particle displacements are caused by diffusion processes and there is a distribution of local diffusivity \(p(D)\), then we can express \(G_s(x, τ)\) in terms of \(p(D)\) as

\[ G_s(x, τ) = \int_0^{D_0} p(D).g(x|D).dD, \]

where \(g(x|D) = 1/\sqrt{4\pi Dτ} \exp \left(-x^2/4Dτ\right)\) and \(D_0\) is the upper limit of diffusion constant and will be equal to diffusivity for a free diffusion. Now given the \(G_s(x, τ)\) we calculate the distribution of diffusivity \(p(D)\) following [37] as

\[ p^{n+1}(D) = p^n(D) \int_{-∞}^{∞} \frac{G_s(x, τ)}{G^n_s(x, τ)} g(x|D)dx, \]

where \(p^n(D)\) is the estimate of \(p(D)\) in the \(n^{th}\) iteration with \(p^0(D) = (1/D_{avg}) \exp(-D/D_{avg})\) and

\[ G^n_s(x, τ) = \int_0^{D_0} p^n(D).g(x|D).dD. \]

Similarly

\[ P^{n+1}(Dτ) = P^n(Dτ) \int_{-∞}^{∞} \frac{G_s(x, τ)}{G^n_s(x, τ)} g(x|D)dx, \]

where \(p(D)dD = P(Dτ)d(Dτ)\). The choice of \(Dτ\) as our variable is due to the fact that \(D\) changes by several orders of magnitude in the studied temperature range whereas \(Dτ\) changes relatively modestly with decreasing temperature and it will be easier to compare the distribution obtained for different temperatures.

We tested on a toy model whether the above mentioned iterative scheme converges to the correct solution. We started with a distribution \(P(Dτ)\) and calculated the van Hove correlation function \(G_s(x, τ)\) using Eq.3 and then used this to recalculate the probability distribution \(P(Dτ)\) using Eq.6. In Fig.1 we have compared the obtained distribution \(P(Dτ)\) with the input distribution. The agreement is really amazing with moderate number of iterations. In the inset we have compared the van Hove function obtained from the converged distribution of diffusivity with the exact one. Here also the agreement is near perfect. Note that the iterative scheme does not depend at all on the initial guess distribution.

After establishing the rapid convergence of the iterative scheme to the correct solution we tried to calculate the distribution of diffusivity for a model glass forming liquid, the Kob-Andersen Model 38. To compare the van Hove functions for different temperatures we calculated it for the time \(τ_m\) when the mean square displacement becomes half the inter particle diameter i.e. \(< Δr^2(τ_m) >= 0.50\) as shown in Fig.2. The temperature dependence of \(τ_m\) is very different from the α-relaxation time \(τ_α\) calculated from the normalized two point correlation function as \(< Q(τ_α) >= 1/e\). In the inset of Fig.2 we have shown \(τ_m\) and \(τ_α\) as a function of temperature. This is another manifestation of the Stokes-Einstein (SE) violation in this model.

To extract the distribution function of the diffusivity one needs to supply somewhat smoothly averaged data of
FIG. 2: Mean Squared displacement (MSD) for different temperature and the horizontal line indicates the time where mean squared displacement reaches 0.50 in the units of particles diameter for different temperature. The corresponding time is denoted as $\tau_m$ here (see text for details). Inset: Comparison of the $\alpha$-relaxation time $\tau_\alpha$ calculated from the normalized two point correlation function as $<Q(\tau_\alpha)> = 1/e$ with $\tau_m$.

FIG. 3: Calculated distribution of the diffusivity for different temperatures. Notice the appearance of the bimodality in the distribution just below the onset temperature $T = 1.00$. Clear bimodal distribution in the supercooled regime confirms that there are two different types of particles in terms of their mobility up to time scale of typical relaxation time. The appearance of more peaks in the distribution at still further lower temperature is really interesting, indicating possibility of extremely slow to moderately slow to very fast particles in very deep supercooled state.

FIG. 4: The van Hove correlation functions (solid line) as obtained from the iterative scheme (see text for details) along with the simulation data (symbols). The curves are shifted upward for clarity and to point out that the line goes though the data points over the whole range of the data.

FIG. 5: The temperature dependence of the diffusivity associated with the solid like ($D_s$) and liquid like ($D_l$) particles. These values are calculated from the peak positions of the distributions in Fig. 3. Inset: The Stokes-Einstein violation parameter $\theta(T) = D_\alpha/T$ for the two types of particles. One sees clearly that solid like particles obey Stokes-Einstein relation to a reasonable accuracy over the whole temperature range and it is the liquid like particles which show strong Stokes-Einstein violation.

Now looking at Fig. 3 we can see that just below the onset temperature ($T = 1.00$), the distribution starts to become bimodal and two peaks clearly emerge at temper-
FIG. 6: Stokes-Einstein violation parameter has been shown as a function of temperature for different density of the frozen particles $\rho_{\text{imp}}$. One can clearly see that the deviation from the Stokes-Einstein relation becomes stronger with increasing density of the frozen particles.

ature around $T = 0.60$. At further lower temperatures the distribution seems to show existence of shoulder or another peak but the peak at large diffusivity remains intact although with decreasing peak height. Thus we have clearly demonstrated that there are two types of particles in the supercooled liquid. One is more solid like (less mobile) than the other in the time scale of the order of $\alpha$ relaxation time, $\tau_\alpha$. It is worth noticing that the width of the distribution increases with decreasing temperature which indicates increase of DH leading to stronger SE breakdown\[17\].

In the top panel of Fig.5, we have shown the temperature dependence of the diffusivity associated with the solid like ($D_s$) and the liquid like ($D_l$) particles. Here we took the peak position as an estimator for the diffusion constants for solid and liquid like particles. At the lowest three temperatures shoulders seem to appear in the distributions, but we calculated the peak position to be the position of the dominant peak. In the lower panel of Fig.5 we calculated the Stokes-Einstein violation parameter $\theta(T) = \frac{D}{D_s}$ for the two set of particles. One clearly sees that solid like particles obey the Stokes-Einstein relation over the whole temperature range, whereas the liquid like particles show strong SE violation leading to overall violation of the SE relation in the liquid. A similar conclusion is reached in [26].

After establishing the fact that two types of particles can be identified in the system on a time scale of $\alpha$ relaxation time, we now turn to the question of whether the “solid-like” particles group together to form clusters. To answer this question we performed another set of simulation experiments where we randomly freeze (random pinning geometry) some of the particles and then ask what is the effect of this on the dynamics of the system. If the “solid like” particles are clustered together to form a region then if we randomly freeze some of the particles in the system, there will always be instances where these frozen particles are part of these “solid like” regions. In that case, due to the frozen particles the relaxation of these regions will be hindered further and the relaxation time of the whole system will increase dramatically with increasing density of these frozen particles. However, these frozen particles will have very small effect on diffusivity which is mainly governed by the “fluid like” particles, so the diffusivity will not change that dramatically. In this scenario one expects to see an enhancement of the Stokes-Einstein breakdown if one increases the number density $\rho_{\text{imp}}$ of the randomly frozen particles. On the contrary if the clusters of “solid-like” particles are not present in the system then we expect that changing the density of randomly frozen particles will have little effect on the relaxation dynamics of these regions i.e. no dependence of the SE violation parameter with $\rho_{\text{imp}}$.

In Fig.7 we have shown the temperature dependence of the Stokes-Einstein violation parameter $\theta(T) = \frac{D}{D_s}$ for different pinning densities $\rho_{\text{imp}}$. The deviation of $\theta(T)$ from being a constant as a function of temperature with increasing $\rho_{\text{imp}}$ is very dramatic.

FIG. 7: Diffusivity ($D$) plotted as a function of relaxation time ($\tau_\alpha$) for different density of the frozen particles $\rho_{\text{imp}}$ in log-log to show the power law relationship between these quantities expected from the fractional Stokes-Einstein Relation $D \propto \tau_\alpha^{-1+\omega}$, with $\omega \geq 0$. Notice that the exponent $\omega$ increase with increasing pinning density $\rho_{\text{imp}}$ indicating a stronger breakdown of the Stokes-Einstein Relation. The solid line has a slope equal to -1.0.

In literature people often use a fractional Stokes-Einstein relation [9, 14, 35] to fit the data where the original relation breaks down. We tried similar fits to the low temperature data using the form $D \propto \tau_\alpha^{-1+\omega}$, with $\omega \geq 0$. In Fig.7 we have shown that our data can be well represented by the fractional Stokes-Einstein relation in the low temperature range with $\omega$ increasing with increasing $\rho_{\text{imp}}$. Now it is important to mention that in the past many people have tried to tune the Stokes-Einstein breakdown exponent to better understand the physics behind it. In those studies either different interaction potentials [39] have been used or different spatial
dimensions was used \cite{40,42} to see the change in the exponent. The motivation for going to higher dimensions is that in the mean field limits one expects to have $\omega = 0$. Our study provides an new and easy way to tune this exponent.

To conclude, we have shown by explicitly calculating the distributions of diffusivity for different temperatures for a model glass former in the supercooled regime that the state of the system can be well described by a sparse mixture of “fluid like” regions in the matrix of “solid like” regions on the time scale of a relaxation time. We also showed that the “solid like” regions to a great extent follows the Stokes-Einstein Relation over the whole temperature range. All the deviation comes from the dynamics of the “fluid like” particles leading to a overall breakdown of the relation. Finally we showed how with random pinning one can drastically enhance the decoupling between the translational diffusion and the relaxation time, thereby providing a new and easy way to tune the exponent associated with it to understand the phenomena even better. It will be interesting to extract the length scale associated with this “solid like” and “liquid like” region and compare that with the dynamic heterogeneity length scale and the static length scales \cite{43}, work in this direction is in progress and will be published elsewhere.

We want to thank Srikanth Sastry and Chandan Dasgupta for many useful discussions.

\begin{thebibliography}{100}
\bibitem{1} J. Hansen and I. R. McDonald, Theory of Simple Liquids (3rd Ed.), Elsevier (2008).
\bibitem{2} A. Einstein, Ann. Phys. 17, 549 (1905); English translation: A. Einstein, Investigations on the theory of the Brownian movement, Dover, NY (1956).
\bibitem{3} L. D. Landau and E. M. Lifshitz, Fluid Mechanics, 2nd. Ed., Pergamon Press (1987).
\bibitem{4} J. A. Hodgdon and F. H. Stillinger, \textit{Phys. Rev. E}, \textbf{48}, 207 (1993); F. H. Stillinger and J. A. Hodgdon, \textit{Phys. Rev. E}, \textbf{50}, 2064 (1994).
\bibitem{5} G. L. Pollack, \textit{Phys. Rev. A}, \textbf{23}, 2660 (1981).
\bibitem{6} F. Fujara, B. Gei, H. Silescu and G. Fleischer, Z. Phys. B, \textbf{88}, 195 (1992); I. Chang, F. Fujara, B. Gei, G. Heuberger, T. Mangel and H. Silescu, \textit{J. Non-Cryst. Solids}, \textbf{172-174}, 248 (1994).
\bibitem{7} I. Chang and H. Silescu, \textit{J. Phys. Chem. B}, \textbf{101}, 8794 (1997).
\bibitem{8} S. F. Swallen, P. A. Bonvallet, R. J. McMahon and M. D. Ediger, \textit{Phys. Rev. Lett.}, \textbf{90}, 015901 (2003).
\bibitem{9} E. Rössler, \textit{Phys. Rev. Lett.}, \textbf{65}, 1595, (1990); E. Rössler and P Eiermann, J. Chem. Phys., \textbf{100}, 5237 (1994).
\bibitem{10} W. Kob and H. C. Andersen, \textit{Phys. Rev. Lett.}, \textbf{73}, 1376 (1994).
\bibitem{11} G. Tarjus and D. Kivelson, J. Chem. Phys., \textbf{103}, 3071 (1995).
\bibitem{12} G. Monaco, D. Fioretto, L. Gomez and G. Ruocco, \textit{Phys. Rev. E}, \textbf{63}, 061502, (2001).
\bibitem{13} S. Chen \textit{et al.}, \textit{Proc. Natl. Acad. Sci. (US)}, \textbf{103}, 12974 (2006).
\bibitem{14} S. Becker, P. Poole, F. Starr, \textit{Phys. Rev. Lett.}, \textbf{97}, 055901, (2006).
\bibitem{15} F. Mallamace \textit{et al.}, J. Phys. Chem. B, \textbf{114}, 1870, (2010).
\bibitem{16} E. La Nave, S. Sastry and F. Sciortino, \textit{Phys. Rev. E}, \textbf{74}, 050501(R) (2006).
\bibitem{17} S. Sengupta, S. Karmakar, C. Dasgupta and S. Sastry (2012), \texttt{arXiv:1211.0686}
\bibitem{18} L. Xu \textit{et al.}, \textit{Nature Physics}, \textbf{5}, 565, (2009).
\bibitem{19} M. D. Ediger, \textit{Annu. Rev. Phys. Chem.}, \textbf{51}, 99 (2000).
\bibitem{20} C. De Michele and D. Leporini, \textit{Phys. Rev. E} \textbf{63} 036701 (2001).
\bibitem{21} W. K. Kegel and A. van Blaaderen, \textit{Science}, \textbf{287}, 290 (2000); E. R. Weeks, J.C. Crocker, A. C. Levitt, A. Schoeld and D.A. Weitz, \textit{Science}, \textbf{287}, 627 (2000); A. Widmer-Cooper, H. Perry, P. Harrowell and D. R. Reichman, \textit{Nat. Phys.}, \textbf{4}, 711, (2008).
\bibitem{22} S. Karmakar, C. Dasgupta, and S. Sastry, Proc. Nat. Acad. Sci. (USA) 106, 3675 (2009).
\bibitem{23} S. Karmakar, C. Dasgupta, and S. Sastry, \textit{Phys. Rev. Lett.} \textbf{105}, 015701 (2010).
\bibitem{24} P. Chaudhuri, L. Berthier and W. Kob, \textit{Phys. Rev. Lett.} \textbf{99}, 060604 (2007).
\bibitem{25} B. Wang, J. Kuo, S.C. Bae and S. Granick, \textit{Nat. Mat.} \textbf{11}, 481 (2012).
\bibitem{26} S. Kumar, G. Szamel and J.F. Douglas J. Chem. Phys. \textbf{124}, 214501 (2006).
\bibitem{27} S. Chong, \textit{Phys. Rev. E}, \textbf{78}, 041501 (2008).
\bibitem{28} W. Kob, C. Donati, S. Plimpton, P. Poole and S. Glotzer, \textit{Phys. Rev. Lett.} \textbf{79}, 2827 (1997).
\bibitem{29} G. Biroli and J.P. Bouchaud, J. Phys. Cond. Mat, \textbf{19}, 205101 (2007).
\bibitem{30} X. Xia and P. G. Wolynes, \textit{J. Phys. Chem. B} \textbf{105}, 6570 (2001).
\bibitem{31} X. Xia and P. G. Wolynes, \textit{Phys. Rev. Lett.} \textbf{86}, 65526 (2001).
\bibitem{32} V. Lubchenko and P.G. Wolynes, Ann. Rev. Phys. Chem. \textbf{58}, 235 (2007).
\bibitem{33} J. S. Langer, \texttt{arXiv:1108.2733v2} [cond-mat.stat-mech] (2011).
\bibitem{34} Y. Jung, J. P. Garrahan and D. Chandler, \textit{Phys. Rev. E}, \textbf{69}, 061205 (2004); J. Chem. Phys. \textbf{123} 084509 (2005).
\bibitem{35} J.F. Douglas and D. Leporini, \textit{J. Non-Cryst. Solids}, \textbf{235}, 137 (1998).
\bibitem{36} S-H. Chong and W. Kob, \textit{Phys. Rev. Lett.} \textbf{102}, 025702, (2009).
\bibitem{37} L.B. Lucy Astron. J. \textbf{79}, 745 (1974).
\bibitem{38} W. Kob and H. C. Andersen, \textit{Phys. Rev. E} \textbf{51}, 4626 (1995).
\bibitem{39} F. Affouard, M. Descamps, L.-C. Valdes, J. Habasasaki, P. Bordat, and K. L. Ngai, \textit{J. Chem. Phys.}, \textbf{131}, 104510 (2009).
\bibitem{40} P. Charbonneau, A. Ikeda, J. A. van Meel, and K. Miyazaki, \textit{Phys. Rev. E}, \textbf{81}, 040501(R), (2010).
\bibitem{41} P. Charbonneau, G. Parisi and F. Zamponi, \texttt{http://arxiv.org/abs/1210.6073}.
\bibitem{42} J. D. Eaves and D. R. Reichmann, \textit{Proc. Natl. Acad. Sci. (US)}, \textbf{106}, 15171, (2009).
\bibitem{43} S. Karmakar, E. Lerner and I. Procaccia Physica A, \textbf{391}, 1001 (2012).
\end{thebibliography}