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I. INTRODUCTION

Quantum chromodynamics (QCD) is well established as the theory of the strong interaction, yet it is expressed in terms of quarks and gluons, which are confined in color-neutral hadrons and are not observed in isolation. While high-energy scattering of quarks and gluons is calculable perturbatively from theory alone, perturbative calculations cannot be used without experimental input to determine the quark and gluon structure of QCD bound states or the process of hadronization of a scattered quark or gluon. Performing high-energy experimental measurements involving hadrons permits the study of nonperturbative aspects of QCD supported by the robust and directly calculable framework of perturbative QCD (pQCD). In particular, hadron structure can be described in terms of parton distribution functions (PDFs), and parton hadronization in terms of fragmentation functions (FFs). These nonperturbative, or long-distance, descriptions factorize from the perturbative, or short-distance, partonic hard scattering process, and they are universal across different observable reactions.

A great deal about nucleon structure has been learned from experimental measurements of inclusive deep-inelastic lepton-nucleon scattering (DIS), with complementary knowledge gained from other scattering processes. Proton-proton scattering to produce jets, hadrons, or direct photons provides access to gluons at leading order in pQCD; the Drell-Yan process of quark-antiquark annihilation to leptons and Drell-Yan-like processes such as $W$ and $Z$ boson production enable explicit tagging of antiquarks in the nucleon sea. The dependence of inclusive DIS on the hard momentum scale of the scattering, $Q^2$, offers an additional handle on gluon distributions for observables measured over a wide range of hard scales, and semi-inclusive DIS (SIDIS), in which a produced hadron is observed in addition to the scattered lepton, offers another possibility to disentangle quark flavor contributions.

Different experimental measurements allow access to different aspects of proton structure. Measurements involving unpolarized protons and a single observed hard momentum scale, enabling the framework of pQCD to be employed, constrain the unpolarized collinear PDFs; measurements involving longitudinally polarized protons and a single hard scale constrain helicity-dependent collinear PDFs. Further, measurements sensitive to partonic intrinsic transverse momentum can constrain transverse-momentum-dependent (TMD) PDFs, while exclusive measurements allow access to spatial distributions of partons within the proton. All of these aspects of the partonic structure of the nucleon can in turn be studied in nuclei. For recent reviews on nucleon structure, see [1-4].

The Relativistic Heavy Ion Collider (RHIC) is an extremely versatile hadronic collider, having achieved collisions of ion species from protons to uranium over an energy range from a few GeV to several hundred GeV. With the ability to control the polarization direction of proton beams from 25 to 255 GeV, corresponding to center-of-mass energies of 50 to 510 GeV, RHIC is excellently...
suited to study numerous aspects of nucleon structure. One of the main goals of the nucleon structure program at RHIC has been to better constrain the helicity PDFs of the proton, given that experimental measurements indicate that only 25–35% of the proton’s longitudinal spin is carried by the quark spins [6][10], significantly less than the prediction based on the simple parton model [11].

According to the Jaffe-Manohar sum rule for the spin of the proton [12], the proton’s longitudinal spin can be decomposed as $\frac{1}{2} = \frac{1}{2} \Delta \Sigma + \Delta G + L_q + L_g$, where $\frac{1}{2} \Delta \Sigma$ is the net quark and antiquark spin, $\Delta G$ is the net gluon spin, and $L_q + L_g$ is the orbital angular momentum of partons. Within the Jaffe-Manohar decomposition, it is known how to compare $\Delta \Sigma$ and $\Delta G$ to experimental measurements as they are gauge invariant. Particularly, $\Delta G$ has a physical interpretation as gluon spin in the light cone gauge. For a recent review of helicity sum rules and the interpretations of their components, see [13][14].

RHIC measurements of the double-longitudinal spin asymmetry in the production of hadrons [15][16] and jets [17], as well as single-longitudinal spin asymmetry measurements in the production of W bosons [18][19], have already been used in helicity PDF fits [20][24]. Furthermore, large transverse single-spin asymmetries in forward particle production, sensitive to spin-momentum correlations in QCD, have been measured at RHIC in transversely polarized proton collisions [25][29].

Using hadrons in the final state to study nucleon structure, i.e. in the processes of $p+p$ to hadrons or SIDIS, requires knowledge of FFs. Fragmentation functions are in a sense complementary to PDFs. While PDFs describe the behavior of colored quarks and gluons bound in a colorless hadron, FFs describe a colored quark or gluon transitioning into one or more colorless hadrons. As in the case of PDFs, different experimental measurements can provide a variety of information on FFs. Much has been learned from the process of electron-positron annihilation to hadrons, while $p+p$ collisions are especially useful in constraining gluon FFs, and SIDIS data can provide information on quark flavor. Hadron production in $p+p$ collisions offers additional flavor sensitivity, and the $Q^2$ evolution of hadrons produced in $e^+e^-$ provides an additional handle on gluons. Also similar to the case of PDFs, different observables allow the study of unpolarized collinear FFs, unpolarized TMD FFs, and various spin-momentum correlations in hadronization through yet other TMD FF measurements. Recently, measurements in $e^+e^-$ of two hadrons fragmenting from the same parton have opened up the exploration of dihadron FFs [30]. Cross section measurements of inclusive hadron production at RHIC [31][32] have already been used to help constrain FFs for charged and neutral pions and kaons, protons, and lambdas [37][41]. Measurements of back-to-back direct photon and charged hadron production to study hadronization in $p+p$ collisions at RHIC have also been performed [42]. For a review of FFs, see [43].

This paper presents charged-pion cross section measurements in polarization-averaged $p+p$ collisions and double-helicity asymmetry measurements in charged pion production in longitudinally polarized proton collisions at $\sqrt{s} = 200$ GeV. The cross section measurements provide information on charge-separated collinear FFs for pions; the spin asymmetry measurements are sensitive to the collinear helicity distributions in the proton. Improved knowledge of FFs can lead to improved knowledge of PDFs, and vice versa, in a continuous, iterative process of increasingly refined constraints on nonperturbative aspects of QCD. In Sec. [II] we describe the PHENIX experiment; Sec. [III] discusses the analysis; Sec. [IV] presents the results, which are further discussed in Sec. [V] and Sec. [VI] summarizes our findings.

II. THE PHENIX EXPERIMENT

A large set of data was taken in 2009 from polarized $p+p$ collisions at $\sqrt{s} = 200$ GeV, and an integrated luminosity of 11.8 pb$^{-1}$ was analyzed for charged pion production at midrapidity. The PHENIX detector is configured with two central arm spectrometers each covering 90° in azimuth, $|\eta| < 0.35$ in pseudorapidity, two forward muon spectrometers (not discussed further) and two sets of detectors to determine collision parameters.

The central arms comprise several tracking layers composed of a drift chamber (DC) and pad chambers (PC), a ring-imaging Čerenkov (RICH) detector for particle identification, and an electromagnetic calorimeter (EMCal). In 2009, an additional Čerenkov detector, the hadron-blind detector (HBD), was added to reduce the combinatorial background in low-mass dilepton measurements in heavy ion collisions; this detector can also be used for charged pion identification. Results on single electrons from heavy flavor decays measured using the HBD have already been published [44]. A layout of the central arms is shown in Fig. [1].

A. Collision Detectors

Two Beam-Beam Counters (BBCs) [45] placed at 144 cm on either side of the interaction point (IP) of PHENIX along the beam axis were used for event start timing, triggering, luminosity monitoring and determination of the location of the collision vertex along the beam axis. The BBCs are built with 64 photomultiplier tubes, each coupled to a quartz Čerenkov radiator. An offline cut of 30 cm in the distribution of the reconstructed collision point was used for event selection.

Additionally, two Zero-Degree Calorimeters (ZDCs) are located 18 m from the IP along the beam axis, after the RHIC beam bending magnets. Each ZDC comprises three sections of hadron calorimeter composed of optical fibers for Čerenkov sampling between layers of tungsten absorber. Between the first and second sections is placed a Shower Maximum Detector (SMD), which com-
prizes vertical and horizontal scintillator strips, and is designed to determine the shower maximum of hadronic (primarily neutron) showers. The ZDCs are used as a comparison luminosity monitor and, with the SMD, to ensure transverse components of the beam polarization are small. Any remaining transverse components of the beam polarization can be determined by the transverse single-spin asymmetry observed for forward neutron production at RHIC [46].

B. Magnetic Field and Tracking Detectors

The central magnet [47] in PHENIX supplies an axial field for momentum measurements of charged particles. It comprises two coils, the inner and outer, which can be run independently. To have a field free region in the HBD volume in 2009, the coils were run in an opposing ‘+−’ configuration. In this configuration, the field strength is near zero for 0 < R < 50 cm, corresponding to the HBD region, and then increases to a peak of 0.35 T around 1 m, with a total magnetic field integral of 0.43 Tm. It is designed such that the field strength is near zero at 2 m, where the first tracking layers are located, and is required to be less than 100 Gauss in the region of the RICH photomultiplier tubes.

The primary tracking device to determine momentum is the DC [48], located radially between 2 and 2.5 m from the z-axis in a region of low magnetic field strength. The transverse component of the track momentum with respect to the beam particle direction is determined based on the angle between the reconstructed track, after bending in the magnetic field, and the straight line from the z-axis to the track midpoint in the DC. The first layer of the PC detector [53] (PC1) sits behind the DC radially, and is used along with the reconstructed collision vertex to determine the component of the momentum parallel to the z-axis. A third layer of the PC (PC3) is located radially directly in front of the EMCal, and is used to ensure track quality.

C. Electromagnetic Calorimeter

The EMCal [49] was used for energy measurement and triggering. Six of the eight EMCal sectors are constructed from lead-scintillator (PbSc) towers in a sampling configuration while the remaining two sectors are made of lead-glass (PbGl) towers. The PbSc (PbGl) EMCal corresponds to 0.85 (1.05) nuclear interaction lengths.

A high energy trigger, primarily designed for photons, is implemented in the EMCal, and was used to select high momentum charged pion candidates. Events were triggered by requiring an EMCal cluster with an energy threshold of 1.4 GeV in addition to a BBC coincidence trigger.

D. Charged Pion Identification

In 2009, PHENIX had two Čerenkov based charged particle identification detectors: the RICH and the HBD. While both were primarily designed to identify electrons, they can also be used to identify pions above \( p_T \sim 4.7 \, \text{GeV}/c \).

The RICH [50], which uses CO\(_2\) as a radiator, allows for the identification of charged pions above \( p_T \sim 4.7 \, \text{GeV}/c \). The Čerenkov light is collected by a photomultiplier array on a plane outside of the tracking acceptance after reflection by a pair of focusing spherical mirrors.

The HBD [51] is a gas electron multiplier (GEM) based Čerenkov detector. Located at ~5 cm from the beam pipe with the windowless CF\(_4\) radiator extending to ~60 cm in the radial direction, it covered a pseudorapidity range of \(|\eta|<0.45\). The \( p_T \) thresholds of Čerenkov radiation for electrons, pions, and kaons in CF\(_4\) are \( \sim 1, 4, \) and 14 GeV/c, respectively. The Čerenkov photons generate photoelectrons on a CsI photocathode layer on the first GEM foil which are subsequently amplified as they traverse the GEM holes and collected in readout pads. Because electrons produced in the avalanche can be distributed over more than one readout pad, adjacent pads with charge above the pedestal are grouped together to form a cluster. The total cluster charge is used as a variable for particle identification. In addition to Čerenkov photons, scintillation photons can also be generated by charged particles moving inside the radiator. The mean number of photons created by scintillation per charged particle (~1) is much smaller than that created through Čerenkov radiation. At \( p_T > 5 \, \text{GeV}/c \), electrons produce a mean of 20 photoelectrons while the yield for pions has a \( p_T \) dependence due to the high threshold momentum.
III. DATA ANALYSIS

Charged pion candidates are selected based on track quality and particle identification cuts in the Čerenkov detectors. Each candidate is required to have a high quality, unique track defined in the DC and an associated PC1 hit. Further, the track is required to match with hits in the PC3 and EMCal. Candidate tracks are required to be associated with an EMCal trigger. For the RICH, we define the variable, $n_1$, as the total number of photomultipliers that fired within a radius of 11 cm around the projected track position. For charged pion candidates, we require $n_1 > 0$.

A further cut is applied based on the HBD cluster charge. Figure 2(a) shows the HBD cluster charge distribution of $\pi^\pm$ candidates after applying all cuts other than the HBD cluster charge cut. The cluster charge distributions for four $p_T$ bins are shown in Fig. 2(a). The peak on the right for each $p_T$ bin is from $\pi^\pm$. The mean number of photoelectrons generated before avalanche is extracted for each peak by fitting the charge distribution with a statistical model distribution known as the folded-Polya probability distribution. The analytic form of the folded Polya distribution is derived from the Polya distribution by convolution with an avalanche process model. Fitting results consistently describe the rising mean number of Čerenkov photons with $p_T$. The secondary peak found on the left comes from scintillations in the HBD. A sum of two folded-Polya functions with independent weights was used as a fit function for the whole charge distribution. An example of fitted cluster charge distribution is shown in Fig. 2(b).

Tracks accidentally associated with scintillation charge on the HBD mainly comprise electrons from photon conversions and from decays of long lived hadrons outside the HBD. As the first tracking detectors sit outside of the magnetic field region, the momentum of such electrons created far from the collision point will be incorrectly reconstructed, and then may be incorrectly associated with a track-matching cluster charge in the HBD. Applying $p_T$-dependent cuts on the cluster charge (vertical lines in Fig. 2) resulted in effective removal of these incorrectly reconstructed electrons. Residual background after applying these cuts is estimated by taking the count ratio of the scintillation to the pion contribution above the charge cut. Compared with the analysis without the HBD, inclusion of the HBD in particle identification resulted in improvement in this background source from $\sim 30\%$ to $<2\%$ averaged over the $p_T$ range.

The only remaining background that could pass the requirement of a Čerenkov cluster in the HBD is electrons created prior to the HBD back plane, such as from decays of neutral pions (dominant), $K_{e3}$ electrons ($K^{\pm}/K_L \rightarrow \pi^0 e^{\pm}/\nu$), heavy flavor and vector mesons. As such electrons are generated prior to traversing the magnetic field region, their reconstructed momentum is generally correct. However, these contributions are suppressed due to small cross sections and small branching ratios in the case of heavy flavor and vector mesons, and small conversion or decay probabilities inside the HBD for electrons from $\pi^0$ and $K_{e3}$. In the case of decay electrons, decay kinematics further reduces their rate because the $p_T$ distribution of decay electrons is softer than that of the parent particles. The rate of electrons from the largest contributors (conversion of $\pi^0$-decay photons and $\pi^0$ Dalitz decay) evaluated by these considerations of cross sections and branching ratios amount to $\lesssim 2.7\%$ of the rate of signal events, while other sources combined are less than $1\%$.

For a cross section measurement, the track reconstruction efficiencies must be determined. For this measurement, we have separated the geometric acceptance, which is determined from MC simulations, and detector efficiencies, which are determined from data. The systematic uncertainty of the geometric acceptance was determined to be $2\%$ by varying the boundary of the active detection area in the simulation.

For determination of detector efficiencies, we calculate the survival probability, when requiring a hit in the active area of a detector, of a sample of clean $\pi^\pm$ tracks that leave a signal in all other detectors. This sample was acquired by using tighter cuts to enhance the signal fraction. First, dead areas were identified by comparing hit and projected track distributions and masked. This was done to obtain pure detector efficiencies, not convoluted with dead area effect. Data were then divided into groups to account for the variation of efficiency with
time. Within each group, the weighted average of the fill-by-fill efficiency was used as an effective efficiency, with the RMS assigned as the systematic uncertainty (2.8% for the DC, 4.5% for the PC and 1.6% for the HBD).

For the RICH, using the method described in the previous paragraph is particularly advantageous as it allows measuring the sharply rising efficiency near the Čerenkov threshold in a model-independent way. Model based MC simulations do not well describe this efficiency turn-on. Figure 3 shows the measured RICH efficiency as a function of pion Čerenkov threshold in the RICH. The inset shows the resulting EMCal trigger efficiency for charged pions as a function of deposited energy.

The momentum smearing effect caused by finite resolution of measured $p_T$ was corrected by unfolding the measured cross section using MC simulation. The unfolded $p_T$ distribution corresponds to the true $p_T$ distribution given that the $p_T$ was affected by the resolution function of PHENIX tracking system, found to be $\sqrt{(1.74)^2 + (1.48 \times p_T \cdot \text{GeV/c})^2}$%, during measurements. The hardening factors of the $p_T$ spectra, determined $p_T$ bin by $p_T$ bin by taking the ratio between the fitted curves of the unfolded $p_T$ distribution and the measured cross section, were negligible below 8 GeV/c but become significant ($\sim 16\%$) at the highest $p_T$ bin due to the sufficiently large $p_T$ resolution. The systematic uncertainty from momentum smearing was estimated to be 1% by comparing the fitted curves of measured cross section and the re-smeared spectra of unfolded results. The corrections on the cross section measurements attributed to the momentum smearing effect are large due to the rapidly falling shape of the cross section. However, the impact of momentum smearing on the $A_{LL}$ asymmetry measurements can be ignored as the asymmetries vary much more slowly as a function of $p_T$.

The trigger efficiency is an important absolute normalization factor in the measurement of invariant differential cross sections. As PHENIX does not have a dedicated charged hadron trigger, a new method was developed to determine the EMCal trigger efficiency for events containing charged pions. This method exploits the event structure to select a high statistics subset of the data from which the EMCal trigger bias is removed. This subset is composed of events containing a high $p_T$ charged pion in addition to one or more spatially separated particles which fired the EMCal trigger. To avoid possible bias from a trigger associated with a nearby particle, a minimum energy cut of 0.2 GeV was applied. These events are divided into two types: type A where the pion does fire the trigger and type B otherwise. Figure 4 shows the spectra for all pions in black and type A—those that fire the trigger—in blue. We define the trigger efficiency as the ratio of type A event counts to the sum of type A and type B event counts (i.e., all events) above the minimum energy cutoff. The inset in Fig. 4 shows this ratio as a function of the deposited energy in the EMCal for charged pions of $5 < p_T < 13$ GeV/c. The average trigger efficiency for all energies above the cutoff was also calculated as a function of $p_T$, and shows no $p_T$ dependence. A constant fit over the whole $p_T$ range yields value of 0.497±0.7% for the trigger efficiency with $\chi^2$/d.o.f.=0.88.

The full list of systematic uncertainties associated with the correction factors discussed so far is summarized in Table I. The systematic uncertainties reported for the ratio of the cross sections of $\pi^+$ to $\pi^-$ are calculated as the quadratic sum of those uncertainties that do not cancel out between the two measurements. A systematic uncertainty is considered to cancel between the two measurements if a change in the underlying cause modifies the cross sections of $\pi^-$ and $\pi^+$ by the same multiplicative factor. This is the case for instance with all the uncertainties related to the efficiency of individual de-
ectors. A misdetermination of these efficiencies would affect the $\pi^+$ and $\pi^-$ cross sections identically, hence its effect would not be visible in the ratio. However, the geometrical acceptance uncertainties do not cancel for the two charges. This is because the way dead areas are seen by tracks of opposite signs are different, and hence, a change in detector dead area configuration will not affect the geometrical acceptances in the same way for $\pi^+$ and $\pi^-$. The same is true for the $p_T$ smearing correction uncertainty. These are the only two uncertainties considered in the ratio measurement.

**TABLE I. Summary of systematic uncertainties for each $p_T$ bin (in %)**

| $p_T$ bin (GeV/$c$) | reco $\epsilon$ | reco $\epsilon$ | reco $\epsilon$ | reco $\epsilon$ | geo. $\epsilon$ | trig. $\epsilon$ | smear $\epsilon$ |
|-------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| 5–6               | 2.8           | 1.6           | 4.5           | 12.1          | 2.0           | 1.4           | 1.0           |
| 6–7               | 2.8           | 1.6           | 4.5           | 2.6           | 2.0           | 1.2           | 1.0           |
| 7–8               | 2.8           | 1.6           | 4.5           | 0.9           | 2.0           | 1.6           | 1.0           |
| 8–9               | 2.8           | 1.6           | 4.5           | 0.6           | 2.0           | 2.2           | 1.0           |
| 9–11              | 2.8           | 1.6           | 4.5           | 0.5           | 2.0           | 2.3           | 1.0           |
| 11–13             | 2.8           | 1.6           | 4.5           | 0.5           | 2.0           | 5.1           | 1.0           |

**IV. RESULTS**

**A. Cross Sections**

The cross section measurements for $\pi^+$ and $\pi^-$ hadrons are shown in Fig. 3(a) and (b), respectively, along with previously published PHENIX results [52] for low-$p_T$ charged pions measured with the PHENIX Time of Flight detector [50], which can identify pions for $p_T < 3$ GeV/$c$. There is an overall scale uncertainty from the determination of the absolute luminosity sampled of 9.6%, correlated between all PHENIX results. This absolute normalization uncertainty derives from the uncertainty on the inelastic $p+p$ cross section sampled by the BBC trigger, which is found to be $23.0 \pm 2.2$ mb based on van der Meer scan results [31] corrected for year-to-year variations in the BBC performance. Results from the STAR experiment [53] are also plotted and are consistent with the new PHENIX data.

In Fig. 5(c), the charge-averaged pion cross section is shown along with the previously published PHENIX neutral pion cross section [54]. The charged and neutral pion measurement are found to be in good agreement with each other, as can be seen in the lower panel where both are compared to pQCD calculations [55]. The comparison of the measurements to the theoretical calculations is discussed further in Sec. V below.

**B. Cross Section Ratio**

The $\pi^-$-to-$\pi^+$ cross section ratio from this analysis is shown in Fig. 6 together with the measurements from PHENIX [52] at lower $p_T$ and from STAR [53] in a similar $p_T$ range. The results from the three measurements are compatible. The experimental data is compared to pQCD calculations based on DSS [37, 41] and AKK [39] FFs. The calculated ratio values for theory scale choices of $\mu = p_T$, $\mu = 0.5p_T$, and $\mu = 2p_T$ are additionally shown.

**C. Helicity Asymmetries**

Hard processes in polarized $p+p$ collisions allow us to directly probe gluons and thereby constrain $\Delta G$. Experimentally, the observable used for this analysis is the double longitudinal spin asymmetry

$$A_{LL} \equiv \frac{\sigma^{++} - \sigma^{+-}}{\sigma^{++} + \sigma^{+-}},$$

where $\sigma^{++(+-)}$ is the cross section with same (opposite) sign helicity states of the incoming protons. In pQCD, the numerator in Eq. 1 is proportional to $\Sigma f_i \Delta f_i \otimes \Delta g_j \otimes D^h_k$, where $\Delta f_i(g_j)$ are the helicity-dependent PDFs of parton type $i$ ($j$) and depend on the partonic momentum fraction $x$ and on the factorization scale $\mu_F$, $\Delta \hat{\sigma} = \hat{\sigma}^{++} - \hat{\sigma}^{+-}$ is the polarized partonic cross section that depends on the renormalization scale $\mu_R$ and $D^h_k$ is the FF for the hadronization of outgoing parton $k$, which is a function of the fragmentation scale $\mu_F$. For particle production involving $q-g$ or $g-g$ partonic scattering processes, information on $\Delta G$ is encoded in Eq. 1.

The $A_{LL}$ of various singly inclusive (single-particle/jet) and doubly inclusive (two-particle/jet) production are measured at RHIC. The recent addition of single-inclusive $n^0$ [15, 16, 54, 56] and jet $A_{LL}$ [57, 58] measurements to a global analysis by de Florian, et al. (DSSV) [20, 21] is starting to impose significant constraints on $\Delta G$. However, improving systematic uncertainties at low $p_T$ arising from experimental as well as theoretical sources remains a challenge. In addition, the complex nature of extracting PDFs and FFs by fitting data sets from various experiments demands independent measurements through the production of different final-state particles covering a wide kinematic range.

Single inclusive midrapidity charged pion production for $5 < p_T < 12$ GeV/$c$ from 200 GeV $p+p$ collisions is dominated by the $q-g$ hard process [38] and the polarized partonic cross sections for all the relevant hard processes are positive. The signs of $\Delta u$ and $\Delta d$ are known to be positive and negative, respectively (see e.g. [20]). Also, $u$-quarks preferentially fragment into $\pi^+$ and $d$-quarks into $\pi^-$. Consequently, the double longitudinal spin asymmetries for the three $\pi$ meson species should be ordered as $A_{LL}^{+} > A_{LL}^{0} > A_{LL}^{-}$ for a positive $\Delta G$ and vice versa for a negative $\Delta G$ in leading order pQCD.
\begin{equation}
A_{LL} = \frac{1}{\langle P_B \cdot P_Y \rangle} \frac{N^{++} - R \cdot N^{+-}}{N^{++} + R \cdot N^{+-}}, R = \frac{L^{++}}{L^{+-}} \tag{2}
\end{equation}

where \(N\) is the number of charged pions and \(L\) is the luminosity for a given helicity combination. The notation \(++\) (\(+-\)) follows the same convention as in Eq. [1].

A more quantitative interpretation requires the inclusion of such data into a global fit using the next-to-leading order (NLO) pQCD framework. The midrapidity production of charged pions with \(5 < p_T < 12\) GeV/c at \(\sqrt{s} = 200\) GeV covers the kinematic range of \(0.03 \lesssim x \lesssim 0.16\). The relevant ingredients for a global analysis are available: unpolarized quark and gluon PDFs, polarized quark PDFs, charge-separated unpolarized FFs \cite{37} and hard scattering cross sections at NLO. The invariant differential cross sections for \(\pi^+\) and \(\pi^-\) as a function of \(p_T\) can be used to check the validity of the NLO pQCD calculation as well as the PDFs and FFs adopted for the global analysis on \(\Delta G\).

The double-spin asymmetry \(A_{LL}\) for inclusive charged pion production is measured as

\[ A_{LL} = \frac{N^{++} - R \cdot N^{+-}}{N^{++} + R \cdot N^{+-}}, R = \frac{L^{++}}{L^{+-}} \tag{2} \]

where \(N\) is the number of charged pions and \(L\) is the luminosity for a given helicity combination. The notation \(++\) (\(+-\)) follows the same convention as in Eq. [1]. The polarizations of the two counter-circulating RHIC beams are denoted as \(P_B\) and \(P_Y\) and for 2009 were 0.56 and 0.55, respectively. The luminosity-weighted beam polarization product \(\langle P_B P_Y \rangle\), important for \(A_{LL}\), was 0.31 with a global relative scale uncertainty of 6.5% on the product. An additional uncertainty based on the precision with which we can determine the degree of longitudinal polarization in the collision \cite{50} must be included, leading to a total relative scale uncertainty of \(\pm 7.0\% - 7.5\%\).

The relative luminosity, \(R\), between the sampled luminosities for the different helicities is determined from the yield of BBC triggered events on a fill-by-fill basis. The systematic uncertainty on relative luminosity is determined by comparing to the yield of ZDC triggers \cite{50}, and was found in 2009 to be \(1.4 \times 10^{-3}\).

Beyond the systematic uncertainties from polarization and relative luminosity, the dominant systematic uncertainty on the asymmetries are from tracks misidentified as charged pions. The size of the possible asymmetry from this background was determined to be \(\sim 10^{-4}\). The determination was performed by calculating the spin
asymmetries of charged tracks found on the opposite side of the detector after reflecting a charged pion track around the vertical plane. The tracks in this sample were required to have an otherwise valid HBD cluster with charge between 1 and 20. It was confirmed the charge distribution of the actual clusters associated with such tracks follows the characteristic exponential decay of scintillation photons [51], ensuring that they are indeed a good sample of misidentified pions.

Charge-separated pion $A_{LL}$ measurements are shown in Fig. 7. As statistical errors dominate the uncertainties, point-to-point systematic errors are not plotted.
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**FIG. 6.** (color online) The ratio of the pion production cross sections for the two charges. Systematic uncertainties are shown in red boxes. Also shown are the PHENIX low $p_T$ results and the STAR high $p_T$ results.

![Figure 7](image2.png)

**FIG. 7.** (color online) The double-helicity asymmetries for (a) $\pi^+$ and (b) $\pi^-$ produced in $p+p$ collisions at $\sqrt{s} = 200$ GeV for $|\eta| < 0.35$. The $p_T$-correlated systematic uncertainty from the relative luminosity is shown in gray. The $+7.0\%$ $-7.7\%$ scaling uncertainty is from beam polarization.

TABLE III. Double-helicity asymmetries and statistical uncertainties for $\pi^+$ and $\pi^-$ hadrons. The primary systematic uncertainties, which are fully correlated between points, are $1.4 \times 10^{-3}$ from relative luminosity and a $-7.7\%$ scaling uncertainty from beam polarization.

| $p_T$ bin (GeV/$c$) | $|p_T| (GeV/c)$ | $A_{LL}$ | $A_{STAT}$ | $A_{LL}$ | $A_{STAT}$ |
|-------------------|----------------|---------|------------|---------|------------|
| 5–6               | 5.41           | 0.018   | 0.020      | 0.015   | 0.021      |
| 6–7               | 6.41           | -0.007  | 0.021      | 0.006   | 0.022      |
| 7–9               | 7.66           | 0.030   | 0.025      | 0.016   | 0.027      |
| 9–12              | 9.89           | 0.018   | 0.047      | 0.074   | 0.055      |

V. DISCUSSION

A. Cross Sections and Charge Ratio

In Fig. 5 the charged pion cross sections are compared to pQCD calculations [55] which were performed at NLO using CTEQ6.5 unpolarized PDFs [59] and DSS [37, 41] and AKK [39] FFs. In the bottom panel of each figure, the relative difference between data and theory is also shown for the DSS FFs. The absolute normalization uncertainty of $9.6\%$ is not included in the systematic errors shown in boxes. A standard technique for determining theoretical uncertainties is to vary the renormalization, factorization, and fragmentation theory scales by a set factor, in this case 2. Here the three scales, denoted $\mu$, are set to be equal, and are varied from $\mu = 0.5p_T$ to $\mu = 2p_T$. The pion measurements fall within $\sim 20\%$ of the pQCD calculation at a scale of $\mu = p_T$, well within the much larger range defined by varying the scales. Note that no other uncertainties on the pQCD calculations such as those due to PDF uncertainties or FF uncertainties are included.

The measured ratio of $\pi^-$-to-$\pi^+$ production is shown in Fig. 6. At low $p_T$ where $\pi^+$ production is dominated by $g-g$ scattering, the measured charge ratio of pion production is close to 1. In contrast, $q-g$ scattering dominates $\pi^+$ production at higher $p_T$ and the ratio starts to deviate from 1 due to the valence quark content of the proton. Any hadrons that fragment preferentially from $u$-quarks are enhanced with respect to hadrons that fragment preferentially from $d$-quarks, leading to an increase of positive with respect to negative pions. As presented in Fig. 6 the pQCD calculations of the $\pi^-/\pi^+$ ratio lie above the measured ratio for $p_T > 2–3$ GeV/$c$ by as much as $\sim 20\%$ for both the DSS [37] and AKK [39] FFs. We note that the calculated midrapidity $\bar{p}$-to-$p$ ratio using DSS FFs [38] exceeds the ratio measured by PHENIX by $20\%–40\%$ [52]. The theoretical curves shown are simply obtained by dividing the two cross section calculations for each of the different scales. The range of calculated ratios indicates disagreement with the measured ratio presented in this paper as well as that from STAR [53]; the discrepancy implies that other sources of uncertainty in

...
the ratio calculation need to be investigated. Uncertain-
ties for the DSS FFs are estimated in [41], but a calcula-
tion taking into account these uncertainties and which
components cancel or do not cancel in the ratio is not
currently available. Given extensive work in recent years
to develop Lagrange multiplier and Hessian techniques
to assess uncertainties on PDFs and FFs following early
work by the CTEQ collaboration [60][61], the commu-
nity should soon reach a point where it is standard to
propagate PDF and FF uncertainties fully for calcula-
tions of observables. We note that much of the data used
in the pion FFs comes from $e^+e^-$ annihilation, which
provides very little sensitivity to the quark flavor depen-
dence. Only a limited amount of charge-separated data
from SIDIS and the BRAHMS experiment at RHIC is
incorporated in the DSS FFs. The AKK FFs include
charge-separated data for pions from BRAHMS and an
earlier STAR measurement [33], but no SIDIS data. The
DSS and AKK FFs include $\pi^0$ data from PHENIX and
STAR, which improves constraints on gluon FFs to pi-
on but does not provide sensitivity to quark flavor due
the zero isospin of the neutral pion. Furthermore, the
SIDIS and $e^+e^-$ data included in the fit are at a lower
average fraction of the jet momentum ($z$) than the RHIC
measurements, leading to weaker data-based constraints
on the FFs in the $z$ range most relevant to RHIC. The
relevant $z$ range covered by the present measurements
is $0.45-0.71$, determined by extracting the $z$ distribu-
tion for the pQCD calculations shown in this paper for
$5 < p_T < 13 \text{ GeV}/c$ using the DSS and AKK FFs
independently. The calculations using the two FFs showed
consistent results.

### TABLE IV. Ratio of charged pion cross section, as shown in
**Fig. 6**

| $(p_T)$ (GeV/$c$) | Ratio | STAT | SYST |
| -----------------|------|------|------|
| 5.39             | 0.850 | 0.035 | 0.027 |
| 6.39             | 0.858 | 0.037 | 0.027 |
| 7.41             | 0.821 | 0.052 | 0.026 |
| 8.44             | 0.798 | 0.075 | 0.026 |
| 9.71             | 0.733 | 0.083 | 0.023 |
| 11.76            | 0.74  | 0.16  | 0.022 |

We note that a similar discrepancy exists between the
calculated and measured $\eta$-to-$\pi^0$ ratio at midrapidity
in $p+p$ collisions [30][32]. Both the $\eta$ FFs [40] and $\pi^0$
FFs [37] included PHENIX data in the fits, which helped
to constrain the fragmentation from gluons in particu-
lar. However, with the $\eta$ and pion FF parameterizations
performed independently, the correlation of the normal-
ization uncertainty on the PHENIX pion and $\eta$ cross sec-
tions was not taken into account, and the normalization
was scaled within the uncertainty in opposite directions
for the two measurements to minimize the $\chi^2$ when the
fits were performed along with other world data. We
propose that future FF parameterizations include direct
fits of particle production ratios in cases where data are
available. We expect that fitting ratios directly could sig-
nificantly improve constraints on FFs because of cancel-
ations in systematic uncertainties both in the measured
data and in the calculations. Improved knowledge of
FFs can in turn improve extractions of helicity PDFs as
well as other nonperturbative functions related to hadron
structure.

### B. Helicity Asymmetries

In Fig. 7, our charged pion $A_{LL}$ results are compared
with three different expectations based on different global
analyses, or fits, of helicity PDFs to world polarized data.
The Blümlein-Böttcher (BB) fit [63] and the de Florian,
et al. (DSSV) fit [21] use a specified functional form to
describe the helicity PDFs, while NNPDF [64][65] use a
neural network framework without a specified functional
form, allowing for additional freedom in the fit. Both
BB and NNPDF used only polarized DIS data for their
constraint; the DSSV fit also includes SIDIS data as well
as RHIC data for $\pi^0$ and jet $A_{LL}$, which were found to
significantly constrain $\Delta G$ in the intermediate $x$ range,
0.05-0.2. NNPDF recently released an updated helicity
PDF fit to include RHIC jet and $W$ boson data [23], but
this new fit has not been used for the calculations shown
in Fig. 7. The generally larger asymmetries predicted for
positive pions than negative pions reflect a $\Delta G$ that is
positive in the fits that are used for these calculations.
One must take care in directly comparing our data with
these expectations, as the DSS FFs have been used to
calculate the $A_{LL}$ expectations. As discussed above,
the accuracy of any FF when comparing positive to negative
charged pions needs further study.

In Fig. 8 we compare our charged pion $A_{LL}$ results with
our previously published $\pi^0 A_{LL}$ results. By com-
paring the ordering of the charged and neutral pions, one
could get information on the sign of $\Delta G$ independent
of any FF assumptions. However, due to the lack of a dedi-
cated hadron trigger in PHENIX, the statistical precision
of the charged pion data is limited, and does not allow
for clear sign determination with the current data. In
future global analyses, the inclusion of these data should
enhance sensitivity to the sign of the gluon polarization.

### VI. SUMMARY

In summary, the invariant cross sections, ratio, and
double-helicity asymmetries of charge-separated positive
and negative pions produced at midrapidity in $\sqrt{s} =
200 \text{ GeV}$ $p+p$ collisions have been measured. The $p_T$
range of the cross section measurements is from 5–
13 $\text{ GeV}/c$; that of the asymmetries is from 5–12 $\text{ GeV}/c$.
The separate positive and negative cross section meas-
urements are consistent with NLO pQCD calculations
within a large theoretical scale uncertainty and fall within
～±20% of the calculation at $\mu = p_T$ over the range presently measured. These charged pion cross section results, when included in FF fits, should improve predictions for future measurements. The NLO pQCD predictions for the ratio of negative to positive pion cross sections lie above the measurement by as much as 20%. This 20% difference does not fall within the range of ratios calculated using different choices of scale, the only uncertainty presently available on the ratio calculation, and indicates that other sources of systematic uncertainty on the ratio calculation need to be investigated. Inclusion of neutral pion data from RHIC in existing FF parameterizations has significantly improved constraints on the gluon-to-pion FF. Future FF fits which incorporate the present data, particularly the ratio data, will especially improve constraints on the flavor dependence of quark FFs to pions. To advance FF parameterizations more generally, we recommend that the phenomenology community move toward fitting measured particle ratios directly in cases where data are available because of the reduced uncertainties on both the measured and calculated quantities. In the future the charge-separated asymmetries with improved FFs in hand should be included in an updated global analysis of helicity PDFs. These data can increase sensitivity to the sign information of $\Delta G$ in future pQCD helicity PDF fits.
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