We develop a numerical approach for computing the additive, multiplicative and compressive convolution operations from free probability theory. We utilize the regularity properties of free convolution to identify (pairs of) ‘admissible’ measures whose convolution results in a so-called ‘invertible measure’ which is either a smoothly-decaying measure supported on the entire real line (such as the Gaussian) or square-root decaying measure supported on a compact interval (such as the semi-circle). This class of measures is important because these measures along with their Cauchy transforms can be accurately represented via a Fourier or Chebyshev series expansion, respectively. Thus, knowledge of the functional inverse of their Cauchy transform suffices for numerically recovering the invertible measure via a non-standard yet well-behaved Vandermonde system of equations. We describe explicit algorithms for computing the inverse Cauchy transform alluded to and recovering the associated measure with spectral accuracy. Convergence is guaranteed under broad assumptions on the input measures.

1. Introduction

We propose a powerful method that allows us to numerically calculate the ‘free’ additive, multiplicative and compressive convolution of a large class of probability measures. We see this method as complementing the symbolic techniques previously developed in [21] for so-called algebraic measures, i.e., measures whose Cauchy transforms are algebraic.

Using the method developed in this paper, we can, for example, compute with spectral accuracy the free additive convolution of the semi-circle and the Gaussian which arises in [8] (see Figure 2); or the free compression of the Gaussian which arises in [2] (see Figure 9); or even the free additive convolution of the Gaussian with the counting measure on a single realization of a Gaussian Orthogonal Ensemble as a way to get insight on the rate of convergence to the asymptotic result in [8] (see Figures 2 & 3). We go well beyond these simple examples and hope that the proposed method allows practitioners to experiment with free probability convolutions so that they may find new applications of the underlying theory.

We consider the free convolution operations on measures $\mu_A$ and $\mu_B$ (and compression factor $\alpha \in (0, 1)$) listed in the first column of Table 1. Each operation takes in one or two measures, and returns a new measure. What is known in each case is a relationship in transform space; i.e., there are transforms $R_\mu(y)$ and $S_\mu(y)$ so that the convolution operation can be represented simply as in the second column of Table 1.
The Cauchy transform of a measure $\mu$ on the real line is defined as:

$$ G_\mu(z) = \int \frac{d\mu(x)}{z - x}, \quad \text{for } z \not\in \text{supp } \mu. $$

The key observation is that each transform $R_\mu$ and $S_\mu$ can be expressed in terms of the functional inverse of the Cauchy transform $G_\mu^{-1}$ (which we refer to as the inverse Cauchy transform). Therefore, we reduce the problem to the following two subtasks:

1. calculate the inverse Cauchy transform of the input measures pointwise; and
2. recover the output measure from knowledge of its inverse Cauchy transform.

**1.1. Types of measures, their utility and the key underlying idea.** We will focus on the following types of measures:

**Definition 1.1.** A measure $\mu$ is a **smoothly decaying measure** if it has the form

$$ d\mu(x) = \psi(x)dx, $$

where $\psi \in C^1(-\infty, \infty)$, $\psi'$ has bounded variation and $\psi(x) = \frac{\alpha}{x} + O(x^{-2})$ as $x \to \pm\infty$ for some constant $\alpha$. A **Schwartz measure** is a smoothly decaying measure such that $\psi$ is Schwartz: $\psi \in C^\infty(-\infty, \infty)$ and

$$ \int_{-\infty}^{\infty} |x|^k |\psi(x)| dx < \infty $$

for $k = 0, 1, 2, \ldots$

**Definition 1.2.** A measure $\mu$ is a **Jacobi measure** if it has the form

$$ d\mu = \psi(x)(x - a)^\alpha (b - x)^\beta dx $$
where $\alpha, \beta > -1$, $\psi \in C^1[a, b]$ and $\psi'$ has bounded variation. $\mu$ is precisely a Jacobi measure if it is a Jacobi measure such that $\psi(a), \psi(b) \neq 0$. A square root decaying measure is a Jacobi measure with $\alpha = \beta = \frac{1}{2}$.

**Definition 1.3.** A measure $\mu$ is a half square root/smoothly decaying measure if it is supported on $(a, \infty)$ (similarly, $(-\infty, b)$ and has the form

$$d\mu = \psi(x)\sqrt{x-a} dx$$

where $\psi \in C^1[a, \infty)$, $\psi'$ has bounded variation and $\psi(x) = \frac{\beta}{x} + O(x^{-2})$ as $x \to +\infty$ for some constant $\beta$. A measure is precisely half square root decaying/Schwartz if $\psi \in C^\infty[a, \infty)$, $\psi(a) \neq 0$ and

$$\int_a^\infty \psi(x)\sqrt{x-a}|x|^k dx < \infty$$

for $k = 0, 1, \ldots$.

In this paper, the class of admissible measures (see Section 3) are measures for which the inverse Cauchy transform (and hence the $R$ or $S$ transforms) can be accurately computed pointwise on an appropriate domain:

**Definition 1.4.** A measure is admissible if it is of the following type:

1. smoothly decaying measures,
2. Jacobi measures,
3. half square root/smooth decaying measures,
4. point measures or
5. finite combinations of the above with compact support.

The class of invertible measures are a subset of the class of admissible measures:

**Definition 1.5.** A measure is invertible if its Cauchy transform is single-valued off its support and it is one of the following:

- precisely square-root decaying measure,
- Schwartz measure, or
- half precisely square-root/Schwartz measure.

Invertible measures are a class of measures for which we can guarantee recovery of the output measure accurately from knowledge of its inverse Cauchy transform. The theory of Section 2 states broad conditions for which the result of a free probability operation is an invertible measure. The utility of the invertible measures can be discerned from Table 2.

The key idea behind the proposed method is that invertible measures that are represented via a Chebyshev or Fourier series expansion as in the second column of Table 2 have Cauchy transforms whose series expansions are closely related, as listed in the third column of Table 2. Thus, given a series truncation, we can efficiently compute the inverse Cauchy transform $G_{\mu}^{-1}(y_i)$ at $y_i$ by a companion matrix method. This knowledge of the inverse Cauchy transform $G_{\mu}^{-1}(y_i)$ at points $\{y_i\}_{i=1}^m$ coupled with the relationship (valid for $y$ in the image of $G_{\mu}$ for invertible measures):

$$G_{\mu}(G_{\mu}^{-1}(y)) = y,$$
implies that the desired series expansion coefficients \( \{ \psi_k \}_{i=1}^n \) for the Cauchy transform representation in the third column of Table 2 can be recovered by solving the Vandermonde system defined by:

\[
G_\mu(G_\mu^{-1}(y_i)) = y_i \quad \text{for } i = 1, \ldots, m > n.
\]

This yields Algorithm 3 and Algorithm 5 for smoothly-decaying and square-root decaying measures, respectively. Choosing \( n \) and \( m \) appropriately yields the desired level of accuracy. Once these expansion coefficients are computed, we recover the measure \( \mu \) via the series expansion in the second column of Table 2.

The recognition that the class of invertible measures has a nice series representation for both the measure and its Cauchy transform is an important ingredient of the method; this insight originated in [19] and might be of independent interest to free probabilists. Representing the measures via another basis that yields a sparser series representation of the measure but that does not yield a sparse, directly computable and invertible, series representation of Cauchy transform does not lead to an algorithm for computing the inverse Cauchy transform, thereby stalling progress in the development of a numerical approach.

The paper is organized as follows. In Section 2, we discuss the analytic properties of the Cauchy transform that motivate the construction of the numerical method, and guarantee convergence. In Section 3, we describe a numerical approach for the first sub-task, i.e., the calculation the inverse Cauchy transform for several types of admissible measures that arise in practice. We then solve the inverse problem in Section 4: we develop an algorithm to recover an unknown measure based on pointwise evaluation of its inverse Cauchy transform. In each stage, we achieve spectral accuracy. In the remaining sections, we apply this numerical algorithm to free additive, multiplicative and compressive convolution.

2. Regularity properties of free convolution and its implication

We think of admissible measures as candidate ‘input’ measures that we would like to convolve using the operations in Table 1. In this viewpoint, invertible measures are the generic ‘output’ measures that result from the convolution of admissible ‘input’ measures. Table 2 lists the class of invertible measures; recall that these are measures that can be recovered accurately from knowledge of their inverse Cauchy transform. In contrast, admissible measures are those for which we can compute the inverse Cauchy transform accurately.

The semi-circle and Gaussian measures are both invertible and admissible; the uniform measure on an interval and the (discrete) point measure are admissible but not invertible. Invertible measures are thus a proper subset of the class of admissible measures. Might this be a shortcoming of our proposed method? We assert otherwise and argue why the mathematics of free convolution gives us license to carve out the smaller class of invertible measures from the larger class of admissible measures.

Simply put, the free convolution of two admissible measures, under broad conditions, results in an invertible measure. An important implication is that we can predict the form
of the convolved measure and apply a suitable algorithm (see Section 4) for recovering the measure from its inverse Cauchy transform.

In the discussion of the theory, we focus on free addition. The $R$-transform, defined as

$$R_\mu(y) := G_\mu^{-1}(y) - 1/y,$$

is the analogue of the logarithm of the Fourier transform for free additive convolution. The free additive convolution of probability measures on the real line is denoted by the symbol $\boxplus$, and can be characterized as follows.

Let $A_n$ and $B_n$ be independent $n \times n$ symmetric (or Hermitian) random matrices that are invariant, in law, by conjugation by any orthogonal (or unitary) matrix. Suppose that, as $n \to \infty$, $\mu_{A_n} \to \mu_A$ and $\mu_{B_n} \to \mu_B$. Then, free probability theory [23, 26] states that $\mu_{A_n+B_n} \to \mu_A \boxplus \mu_B$, a probability measure which can be characterized in terms of the $R$-transform as

$$R_{\mu_A \boxplus \mu_B}(y) = R_{\mu_A}(y) + R_{\mu_B}(y).$$

Rearranging (1), we find that

$$G_{\mu_A \boxplus \mu_B}^{-1}(y) = G_{\mu_A}^{-1}(y) + G_{\mu_B}^{-1}(y) - 1/y.$$

In the following two theorems, we use this complex analytical statement to derive conditions for which invertible square root decaying measures and Schwartz measures are guaranteed to arise from free addition. Refer to Appendix A for a list of related properties of Cauchy transforms of probability measures.
Figure 1. A plot depicting the image of the real line of $G_{\mu_S}$ (dashed), $G_{\mu_4}$ (dotted) and $G_{\mu_S \boxplus \mu_4}$ (plain), where $\mu_S$ is the semicircle distribution and $\mu_4$ is the equilibrium measure with potential $V(x) = x^4$ (see Section 5). The image of the output measure lies clearly inside the image of the two input measures.

**Definition 2.1.** We denote the image of the Cauchy transform of a measure over the extended complex plane by $G_\mu(\mathbb{C})$. This includes both limiting values for $x \in \text{supp} \mu$. In other words:

$$G_\mu(\mathbb{C}) = \{ y : \text{for all } \epsilon \text{ there exists } z \in \mathbb{C} \text{ satisfying } |G(\mu)(z) - y| < \epsilon \}.$$

**Theorem 2.2.** Suppose $\mu_A$ is a precisely square root decaying invertible measure and $\mu_B$ is a Jacobi measure whose Cauchy transform is single-valued. Then $\mu_A \boxplus \mu_B$ is precisely square root decaying and invertible, and

$$G_{\mu_A} \boxplus \mu_B (\mathbb{C}) \subset G_{\mu_A} (\mathbb{C}) \cap G_{\mu_B} (\mathbb{C}).$$

This subset is strict. Moreover, for $y \in G_{\mu_A} (\mathbb{C}) \cap G_{\mu_B} (\mathbb{C})$,

$$\text{sgn} \Im G^{-1}_{\mu_A \boxplus \mu_B} (y) \neq \text{sgn} \Im y$$

if and only if $y \in G_{\mu_A} \boxplus \mu_B (\mathbb{C})$.

**Proof.**

**Remark 1.** The statement

$$G_{\mu_A} \boxplus \mu_B (\mathbb{C}) \subset G_{\mu_A} (\mathbb{C}) \cap G_{\mu_B} (\mathbb{C})$$

first appeared in Proposition 4.3 of [28]. It is a direct consequence of the subordination of the functions expressed in [4]. However, we re-derive it below in a different manner.

We restrict our attention to the upper half plane $\mathbb{C}^+$, where $\mathbb{C}^\pm = \{ y : \text{sgn} \Im y = \pm 1 \}$, as commuting with complex conjugate proves the other case (see Proposition [A,1]). Denote
\( \mu_C = \mu_A \boxplus \mu_B \). Define \( \xi_A = G_{\mu_A}(\min \supp \mu_A) \), \( \xi_B = G_{\mu_A}(\max \supp \mu_A) \), and \( \xi_A^c \) and \( \xi_B^c \) similarly. Define
\[
g(y) = G_{\mu_A}^{-1}(y) + G_{\mu_B}^{-1}(y) - \frac{1}{y}.
\]
Because \( G_{\mu_A} \) and \( G_{\mu_B} \) are single-valued, we know that \( g \) is analytic in the interior of \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \). Moreover, from free probability theory, we know that \( g(y) = G_{\mu_A \boxplus \mu_B}^{-1}(y) \) in a neighborhood of zero.

The proof consists of the following: (1) showing that there exists a single curve \( \Gamma^\uparrow \) on which \( g \) is real-valued in the interior of \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \), (2) showing that \( \Gamma^\uparrow \) intersects the real axis at \( 0 < \xi_b < \min(\xi_b^A, \xi_b^B) \) and \( \max(\xi_a^A, \xi_a^B) < \xi_a < 0 \), (3) showing that \( g \) has a first order turning point at \( \xi_a \) and \( \xi_b \). By uniqueness, it will follow that \( \xi_a = \xi_a^c = G_{\mu_C}(\min \supp \mu_C) \) (and similarly \( \xi_b = \xi_b^c \)). See Figure 1 for a depiction.

(Step 1) Consider \( \nu \) on the boundary of \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \), which must be continuous and bounded (by Proposition A.8). Being on the boundary implies either \( G_{\mu_A}^{-1} (\nu) \) or \( G_{\mu_B}^{-1}(\nu) \) is real, assume the former without loss of generality. By Proposition A.4, we have
\[
\Im \nu = \Im \left( G_{\mu_B}^{-1}(\nu) - \frac{1}{\nu} \right) > 0;
\]
in other words, \( g \) on this boundary has strictly positive imaginary part. On the other hand, in a neighborhood of zero \( \Im g(y) \sim \Im \frac{1}{y} \rightarrow -\infty \), hence there is a point \( \zeta \in G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \) such that \( g(\zeta) \) is real-valued. By analyticity, it follows that there exists a curve \( \Gamma^\uparrow \) on which \( g \) is real-valued.

Because \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \) is bounded and restricting \( \Gamma^\uparrow \), \( \Gamma^\uparrow \) must either connect with the real line or approach the singularity of \( g \) at zero. But we know that
\[
g(y) = \frac{1}{y} + \text{analytic.} \tag{2}
\]
It follows that \( \Gamma^\uparrow \) must connect with the real axis away from zero: there exists \( c < 0 \) such that
\[
\Im g(y) < c \Im y
\]
in a neighborhood of zero, and hence no real-valued curve can be present in this neighborhood. Moreover, \( \Gamma^\uparrow \) must connect with the real axis at two points \( \xi_a \) and \( \xi_b \): one to the left and one to the right of zero. Otherwise, a closed loop on which \( \Im g \) is identically zero would be formed, falsely implying that \( g \) is a real constant. By the same logic, it is the only curve inside \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \) such that \( g \) is real-valued. Therefore, \( \Gamma \) divides \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}) \) into an interior region \( D \) such that \( \Im g(y) > 0 \) for all \( y \) in \( D \), and an exterior region such that \( \Im g(y) < 0 \).

(Step 2) We now show that \( \xi_b < \min(\xi_b^A, \xi_b^B) \) (similar logic shows \( \max(\xi_a^A, \xi_a^B) < \xi_a \)).

1. Case \( \xi_b^A \leq \xi_b^B \): We have (using Proposition A.6 and Proposition A.5)
\[
g'(\xi_b^A) = G_{\mu_A}^{-1}'(\xi_b^A) + G_{\mu_B}^{-1}'(\xi_b^A) + \frac{1}{\xi_b^{A^2}} = G_{\mu_B}^{-1}'(\xi_b^B) + \frac{1}{\xi_b^{B^2}} > 0.
\]
However, \( g'(y) < 0 \) near zero by [2]. Thus there exists a point in \((0, \xi_b^A)\) where \( g' \) vanishes. Combining the uniqueness of the curve on which \( g \) is real and the fact
that any turning point of a real-valued analytic function has another real-valued curve emanating into the complex plane, this turning point must be \( \xi_b \).

(2) Case \( \xi_b^B < \xi_A^a \): We know that \( \beta > 0 \), as otherwise \( \xi_b^B = \infty \) (Proposition A.5). We have that \( G_{\mu_A}(y) = C + (y - \xi_b^B)^\beta + o(y - \xi_b^B)^\beta \) where \( C \) is real-valued (Proposition A.6). Suppose that \( \xi_b = \xi_b^A \), and hence \( \Gamma^+ \) approaches \( \xi_b^B \). For \( \nu \) on the boundary of \( G_{\mu_B}(\mathbb{C}^-) \), we have

\[
\Im g(\nu) = \Im \left( G_{\mu_A}^{-1}(\nu) - \frac{1}{\nu} \right) \sim c \Im \nu
\]

for \( c \neq 0 \), because \( G_{\mu_A}^{-1}(y) - \frac{1}{y} \) is analytic at \( \xi_b^B \) and does not have a turning point there (Proposition A.5). Because \( \Im g(\zeta) \) vanishes on \( \Gamma^+ \), it must be bounded away from the boundary of \( G_{\mu_B}^{-1}(\mathbb{C}^-) \) by a fixed angle. But near \( \xi_b^B \), the \( (y - \xi_b^B)^p \) term dominates, imposing non-negative imaginary part away from the boundary of \( G_{\mu_B}^{-1}(\mathbb{C}^-) \). Thus we have a contradiction, and \( \xi_b < \xi_b^A \).

Since \( g \) is equal to \( G_{\mu_C}^{-1} \) in a neighborhood of the origin and single-valued in \( D \), we see that \( G_{\mu_C}^{-1} = g \) inside all of \( D \). By uniqueness of real-valued curves, it follows that \( \Gamma^+ \) is the boundary of \( G_{\mu_C}(\mathbb{C}^-) \).

Note that

\[
g'(y) = \frac{1}{G_{\mu_C}'(G_{\mu_C}^{-1}(y))}.
\]

Thus \( g' \) cannot vanish when \( y \) has nonzero imaginary part. Moreover, it cannot vanish for \( \xi_a < y < \xi_b \) as that would imply an additional real-valued curve. Thus \( g \) is a conformal map from \( D \) to \( \mathbb{C}^- \). The inverse function theorem implies that \( g^{-1} \) exists and is single-valued. Moreover it is analytic everywhere, even (by analytic continuation) on the branch cut, except at the branch points \( a = a_C = g^{-1}(\xi_a) \) and \( b = b_C = g^{-1}(\xi_b) \). Plemelj’s lemma implies that

\[
\psi_C(x) = -\frac{1}{2\pi i} (G_{\mu_C}^+(x) - G_{\mu_C}^-(x)) = \frac{1}{\pi} \Im G_{\mu_C}^-(x) = \frac{1}{\pi} \Im g^{-1}(x),
\]

hence \( \psi_C \) itself is analytic (hence Hölder-continuous) for \( x \in (a, b) \).

Finally consider the endpoints \( \xi_a \) and \( \xi_b \), where \( g \) necessarily has a turning point. Since only two real-valued curves emanate from the turning point, it is necessarily first order (i.e., behaves like \( c_0 + c_2(y - \xi_a)^2 \) for \( c_2 \neq 0 \)). Thus the inverse function theorem implies that \( G_{\mu_C} \) has the convergent series

\[
G_{\mu_C}(z) = c_0 + c_1 \sqrt{z - a} + c_1(z - a) + c_3(z - a)^{3/2} + \cdots
\]

where the real-valuedness of \( G_{\mu_C}(z) \) for \( z > a \) imposes that the \( c_k \) are real. The polynomial terms vanish from \( \Im G_{\mu_C}(x) \), leaving an analytic function times \( \sqrt{z - a} \). Thus \( \mu_C \) is a precisely square root decaying, invertible measure.

\[\square\]

A similar result showing that Schwartz measures dominate other behavior now follows:

**Theorem 2.3.** Suppose \( \mu_A \) is an invertible Schwartz measure and \( \mu_B \) is single-valued and either a Schwartz measure or a compactly supported admissible measure. Then \( \mu_A \boxplus \mu_B \)
is an invertible Schwartz measure, and
\[ G_{\mu_A \oplus \mu_B}(\mathbb{C}) \subset G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}). \]
This subset is strict, except at zero. Moreover, for \( y \in G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}), \)
\[ \text{sgn} \Im G_{\mu_A \oplus \mu_B}^{-1}(y) \neq \text{sgn} \Im y \]
if and only if \( y \in G_{\mu_A \oplus \mu_B}(\mathbb{C}). \)

**Proof.** Again, let \( \Im y > 0 \) (commuting with complex conjugate proves the other case).

By the same logic as before, there exists a curve \( \Gamma \uparrow \) inside \( G_{\mu_A}(\mathbb{C}) \cap G_{\mu_B}(\mathbb{C}), \) but now it must pass through zero, as \( G_{\mu_A} \) is strictly in the upper half plane. We must verify that there is not a second curve on which \( g \) is real-valued (also passing through zero). By Proposition A.7, we have
\[ g(y) \sim \frac{1}{y} + g_0 + g_1 y + \cdots, \]
where \( g_k \) are all real. This means that both \( \Gamma \) and any other curve \( \Upsilon \) of real-valuedness must be asymptotic to the real line (on which \( \frac{1}{y} \) is real-valued). We can appeal to the Poisson kernel with \( \Im g \) evaluated on both \( \Gamma \) and \( \Upsilon, \) with small contours connecting these to avoid the singularity at zero. Letting these contours tend to zero causes \( \Im g \) to tend to zero (since \( \Im \frac{1}{y} \to 0 \) between \( \Gamma \) and \( \Upsilon \)). This implies that \( \Im g \) is identically zero between \( \Gamma \) and \( \Upsilon, \) giving a contradiction.

By uniqueness of the real-valued curve, we have that \( g \) has no turning points on \( \Gamma. \) Furthermore, by (3), we know that \( g \) has no turning points inside \( \Gamma. \) Thus \( g \) is a conformal map; hence, \( g^{-1}(z) = G_{\mu_C}^{-1}(z) \) exists and is analytic in \( \mathbb{C}^- \). Plemelj’s lemma implies that
\[ \psi_C(x) = \frac{1}{\pi} \Im G_{\mu_C}^{-1}(x) = \frac{1}{\pi} \Im g^{-1}(x) \]
is analytic and non-zero.

We only have to show that it has the correct decay at infinity. This follows since
\[ g^{-1}(z) \sim \frac{1}{z} + \frac{\alpha_{-2}}{z^2} + \frac{\alpha_{-3}}{z^3} + \cdots, \]
for \( \alpha_k \) real (by adding the asymptotic expansion of \( G_{\mu_A}^{-1} \) and either the asymptotic expansion for Schwartz measures or the Laurent series with a simple pole for compactly supported measures of \( G_{\mu_B}^{-1} \)); thence,
\[ \Im g^{-1}(x) \sim \frac{0}{x} + \frac{0}{x^2} + \frac{0}{x^3} + \cdots. \]

\[\square\]

**Remark 2.** The conditions in the preceding two theorems are far from exhaustive, and the numerical scheme below works in practice for many other free convolution problems. Some examples include the free addition of two step measures, which results in a precisely square root decaying measure. On the other hand, we have an example of a Jacobi measure with \( \alpha = \beta = 5/2 \) convolved with itself that does not appear to result in a precisely square root decaying measure; rather, it appears to have linear decay. Moreover, if the input measures are smoothly decaying but with only algebraic decay, the convolved measure
has, apparently, only algebraic decay. We will not attempt to generalize the preceding proofs to other classes of measures here, or to free multiplication.

3. Computation of inverse Cauchy transforms

For brevity, we omit the details for half square root/smoothly decaying measures below, as they can be treated very similarly to square root decaying measures. We include the relevant formulæ in Table 2.

We also omit the formulæ for the Cauchy transform of expansions in Jacobi polynomials — which are expressible in terms of hypergeometric functions [11] — except for the simplest case of square root decaying measures. Inversion of the Cauchy transform of Jacobi measures can be accomplished using the approach advocated in Section 3.0.5.

We note that the formulæ for the Cauchy transforms below follow from Plemelj’s lemma [14]: i.e., if \[ d\mu = \psi(x)dx \] for suitably smooth \( \psi \), then

\[
\phi^+(x) - \phi^-(x) = -2\pi i \psi(x) \quad \text{and} \quad \phi(\infty) = 0
\]

if and only if \( \phi = G_\mu \), where \( \phi^+ \) denotes the limit in the complex plane from above and \( \phi^- \) denotes the limit from below.

Remark 3. In most presentations of Plemelj’s lemma, “suitably smooth” means Hölder continuous, eg. [14]. In fact, the lemma continues to hold true for all measures of the form \( \psi(x)dx \) where \( \psi \in L^p[\mathbb{R}] \) for \( 1 < p < \infty \), see, for example, Section 7.1 in [10].

3.0.1. Computing the Cauchy transform and its function inverse of smoothly decaying measures. Consider a smoothly decaying measure of the form \( d\mu(x) = \psi(x)dx \). Because \( \psi \) has an absolutely convergent Laurent series, we can expand

\[
\psi(x) = \sum_{k=-\infty}^{\infty} \psi_k \left( \frac{i-x}{i+x} \right)^k, \quad (4)
\]

where \( \psi_k = \overline{\psi_{-k}} \) (since \( \psi \) is real-valued) and \( \psi(\infty) = \sum_{k=-\infty}^{\infty} (-)^k \psi_k = 0 \). The Cauchy transform satisfies [29, 19]

\[
G_\mu(z) = -2\pi i \left\{ \sum_{k=0}^{\infty} \psi_k \left( \frac{i-z}{i+z} \right)^k \quad \Im z > 0 \right. - \sum_{k=-\infty}^{-n} \psi_{k-1} \left( \frac{i-z}{i+z} \right)^k \quad \Im z < 0 - \sum_{k=0}^{\infty} (-)^k \psi_k \right\}. \quad (5)
\]

If \( \psi \) is \( C^\infty(-\infty, \infty) \) and \( \psi \) has a full asymptotic expansion that matches at \( \pm \infty \) (e.g., Schwartz measures), then the series (4) converges spectrally quickly. Moreover, we can rapidly compute the coefficients of the expansion by applying the FFT to the pointwise function samples \( \psi \left( i\frac{1+\zeta}{1+\zeta} \right) \), where \( \zeta = \frac{1+\zeta}{1+\zeta} \). Thus we take \( m = 2n + 1 \) and uniformly approximate

\[
G_\mu(z) \approx -2\pi i \left\{ \sum_{k=0}^{n} \psi_k \left( \frac{i-z}{i+z} \right)^k \quad \Im z > 0 - \sum_{k=-n}^{-1} \psi_{k-1} \left( \frac{i-z}{i+z} \right)^k \quad \Im z < 0 - \sum_{k=0}^{n} (-)^k \psi_k \right\}.
\]

For large \( n \), \( \psi_k \) are accurate to machine precision.
Now consider the problem of computing $G_\mu^{-1}$. Note that

$$G_\mu\left(i\frac{1-z}{1+z}\right) \approx -2\pi i \left[ \sum_{k=0}^{n} \psi_k z^k \begin{cases} |z| < 0 & -\sum_{k=0}^{n} (-)^k \psi_k \\ |z| > 0 & -\sum_{k=-n}^{n-1} (-)^k \psi_k \end{cases} \right].$$

We can therefore invert the approximation of $G_\mu$ using a companion matrix method. In detail, we compute the eigenvalues $\{\lambda^+_1(y), \ldots, \lambda^+_n(y)\}$ of the matrix

$$\begin{pmatrix} \psi_0 - \sum_{k=0}^{n} (-)^k \psi_k - \frac{y}{2\pi} & \psi_1 & \cdots & \psi_n \\ 1 & \psi_0 & \cdots & \psi_n \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \psi_0 & \cdots & \psi_n \end{pmatrix}.$$ 

Similarly, we compute the eigenvalues $\{\lambda^-_1(y), \ldots, \lambda^-_n(y)\}$ of the matrix

$$\begin{pmatrix} \frac{\psi_n}{2\pi + \sum_{k=0}^{n} (-)^k \psi_k} & \psi_1 & \cdots & \psi_n \\ 1 & \frac{\psi_1}{2\pi + \sum_{k=0}^{n} (-)^k \psi_k} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \psi_n \\ 1 & \frac{\psi_n}{2\pi + \sum_{k=0}^{n} (-)^k \psi_k} & \cdots & \psi_0 \end{pmatrix}.$$ 

Then

$$G_\mu^{-1}(y) \approx \frac{1 - \lambda(y)}{1 + \lambda(y)},$$

where

$$\lambda(y) = \{\lambda^+_1(y) : |\lambda^+_1(y)| \leq 1\} \cup \{\lambda^-_1(y) : |\lambda^-_1(y)| \geq 1\}.$$ 

The number of computed eigenvalues $\lambda(y)$ will match the true number of $G_\mu^{-1}(y)$ (for large enough $n$), due to the uniform convergence of Taylor series and Roché’s theorem. In particular, for invertible Schwartz measures there will be precisely one for all $y$ in $G_\mu(\mathbb{C})$.

3.0.2. Computing the Cauchy transform and its function inverse of square root decaying measures. Suppose that $\mu$ is a square root decaying measure:

$$d\mu(x) = \psi(x) \frac{2\sqrt{x} - a\sqrt{b-x}}{b-a} dx.$$ 

(The definition of $\psi$ here is a constant multiple of the $\psi$ in Definition 1.2.) We can represent

$$\psi(M_{(a,b)}(x)) = \sum_{k=0}^{\infty} \psi_k U_k(x),$$

where $U_k$ denote the Chebyshev polynomials of the second kind and $M_{(a,b)}$ is an affine transformation from the unit interval to $(-1,1)$:

$$M_{(a,b)}(x) = \frac{a+b}{2} + \frac{b-a}{2} x.$$
Then the Cauchy transform satisfies
\[ G_{\mu}(z) = \pi \sum_{k=1}^{\infty} \psi_{k-1} J_{+}^{-1}(M_{(a,b)}^{-1}(z))^k, \]  
(6)

where
\[ J_{+}^{-1}(z) = z - \sqrt{z - 1} \sqrt{1 + z} \]
is an inverse to the Joukowsky transform
\[ J(w) = \frac{1}{2} \left( w + \frac{1}{w} \right). \]

Here, and throughout the paper, \( \sqrt{z} \) has the standard principle branch. Therefore, \( J_{+}^{-1} \) has a branch cut along \([-1,1]\), maps the slit plane \( \mathbb{C}\setminus[-1,1] \) to the interior of the unit disk and satisfies \( J_{-}^{-1}(\infty) = 0 \).

**Remark 4.** We have not found this exact expression for the Cauchy transform of a square root decaying measure in the literature, though directly related expressions are in [19, 20]. In short, it follows from Plemelj’s lemma and the fact that
\[ \lim_{\epsilon \to +0} \frac{i J_{+}^{-1}(x + i\epsilon)^k - J_{+}^{-1}(x - i\epsilon)^k}{2} = U_{k-1}(x) \sqrt{1 - x^2}, \]
verifiable by the substitution \( x = \cos \theta \) [17].

We can compute the coefficients \( \psi_k \) whenever we can evaluate \( \psi \) pointwise, and thence the Cauchy transform itself. This is accomplished by first computing the expansion in terms of Chebyshev polynomials of the first kind
\[ \psi(M_{(a,b)}(x)) \approx \sum_{k=0}^{n-1} \psi_k T_k(x), \]  
(7)
which can be accomplished by applying the DCT to \( \psi(M_{(a,b)}(x_n)) \), where \( x_n \) are \( n \) Chebyshev points of the second kind:
\[ x_n = J(u_{2(n-1)})_{1:n}. \]

We then transform the expansion (7) to an expansion in terms of Chebyshev polynomials of the second kind using the formulæ
\[ T_0(x) = U_0(x), T_1(x) = \frac{U_1(x)}{2} \text{ and } T_k(x) = \frac{U_k(x) - U_{k-2}(x)}{2} \text{ for } k = 2, 3, \ldots \]

This approximation will converge spectrally when \( \psi \in C^\infty[a,b] \).

### 3.0.3. Computing the inverse Cauchy transform of a square root decaying measure.

We want to solve
\[ G_{\mu}(z) = y. \]

Since \( J_{+}^{-1}(J(w)) = w \) for \( w \) inside the unit circle, we have
\[ G_{\mu}(M_{(a,b)}(J(w))) \approx \pi \sum_{k=1}^{n} \psi_{k-1} J_{+}^{-1}(J(w))^k = \pi \sum_{k=1}^{n} \psi_{k-1} w^k. \]
We can thus solve \( G_\mu(M_{(a,b)}(J(w))) = y \) to find \( w(y) \) inside the unit circle using a companion matrix method (as above). Then

\[
G_\mu^{-1}(y) \approx M_{(a,b)}(J(w(y))).
\]

3.0.4. **Computing the Cauchy transform and its function inverse of a point measure.** Suppose \( d\mu(x) = \delta(x-a)dx \). Then its Cauchy transform is trivial:

\[
G_\mu(z) = \int \frac{d\mu}{z-x} = \frac{1}{z-a}.
\]

Its inverse is

\[
G_\mu^{-1}(y) = \frac{1}{y} + a.
\]

3.0.5. **Computing the function inverse of the Cauchy transform for other compactly supported measures.** For simplicity, consider the case where \( \mu \) is a sum of point measures, for example, the counting measure

\[
d\mu = \frac{1}{n} \sum_{i=1}^{n} \delta(x-\lambda_i)dx
\]

of one realization of a \( n \times n \) random symmetric matrix with eigenvalues \( \lambda_1, \ldots, \lambda_n \). The Cauchy transform can be computed directly using the previous approach, however, its inverse is no longer straightforward to compute. To calculate the inverse, we surround the support of \( \mu \) by an ellipse \( E_{(a,b),r} \) in the complex plane, on which the Cauchy transform of the measure is smooth. We then exploit analyticity of the Cauchy transform outside of this ellipse.

Define an ellipse \( E_{(a,b),r} \) surrounding the interval \((a,b)\) as the image of the unit circle under the map \( M_{(a,b)}(J(rw)) \), with inverse \( \frac{1}{r}J_+^{-1}(M_{(a,b)}^{-1}(z)) \). We can then expand a function \( g \) defined on \( E_{(a,b),r} \) by

\[
g(M_{(a,b)}(J(rw))) = \sum_{k=-\infty}^{\infty} g_k w^k, \tag{8}
\]

where the coefficients are computable numerically using the FFT as before.

On and outside this ellipse, \( G_\mu \) is analytic and vanishes at infinity, therefore \( G_\mu(M_{(a,b)}(J(rw))) \) is analytic inside the unit circle for \( r < 1 \) and vanishes at zero. Hence we can efficiently represent it in terms of its Taylor series:

\[
G_\mu(z) = \sum_{k=1}^{\infty} g_k \left[ \frac{1}{r}J_+^{-1}(M_{(a,b)}^{-1}(z)) \right]^k.
\]

Analyticity of this sum implies that the expression holds true for \( z \) outside \( E_{(a,b),r} \) as well. Mapping this sum back to the unit circle allows us to compute \( G_\mu^{-1} \) using companion matrix methods.

**Remark 5.** Note that \( r \) is a free parameter. As \( r \) approaches one, the ellipse approaches the interval \((a,b)\), which includes the support of \( \mu \). Since \( G_\mu \) generically has singularities on the support of \( \mu \), the convergence rate of the expansion (8) degenerates. For \( r \) small, the ellipse is too large and the region of validity for computing \( G_\mu^{-1} \) shrinks. For the
numerical examples below, we fix \( r \) arbitrarily (\( r = .8 \)). A better approach would be to exploit the connection with the closely related problem of optimizing the radius of circle used in numerical differentiation; a problem solved in [7].

4. Recovering a measure from its inverse Cauchy transform

Using the preceding formulæ and the expressions for the transforms below, we can successfully compute the inverse Cauchy transform \( G_\mu^{-1} \) of some unknown measure \( \mu \) pointwise, which will arise as the output of a free probability operation. If \( \mu \) is either a smoothly or a square root decaying measure, we assert that, under broad conditions, the following algorithm will construct an accurate approximation to \( \mu \):

**Algorithm 1.** Compute measure from inverse Cauchy transform

Given \( G_\mu^{-1} \) (accurate in \( G_\mu(\mathbb{C}) \)), point cloud \( \mathbf{y}_M = (y_1, \ldots, y_M) \) in the upper half plane and the assumed form of the measure \( \mu \) (smoothly or square root decaying invertible measure); compute a representation \( \mu \) as follows:

1: Use Algorithm 2 to prune \( \mathbf{y}_M \) so that all points lie inside \( G_\mu(\mathbb{C}) \);

2: If the desired form for \( \mu \) is a smoothly decaying measure, use Algorithm 3;

3: Otherwise, if the desired form for \( \mu \) is square root decaying measure, use Algorithm 4.

The first step of the algorithm is to assure that all sample points lie within \( G_\mu(\mathbb{C}) \). Motivated by Theorem 2.2 or 2.3 we use the following algorithm:

**Algorithm 2.** Prune points

Given \( G_\mu^{-1} \) and point cloud \( \mathbf{y}_M = (y_1, \ldots, y_M) \); compute \( \mathbf{y}_m \) (hopefully \( \subset G_\mu(\mathbb{C}) \)) as follows:

1: Select the elements of \( \mathbf{y}_M \) that satisfy \( \text{sgn} \, \Im y \neq \text{sgn} \, \Im g(y) \) and for which \( g(y) \) is single-valued.

If we assume the measure is smoothly decaying (guaranteed if the input measures satisfy the hypotheses of Theorem 2.3), then we know precisely the form of its Cauchy transform, but we do not know the relevant coefficients of the expansion. The following algorithm computes these coefficients by applying least squares to the equation

\[
G_\mu(G_\mu^{-1}(\mathbf{y})) = \mathbf{y},
\]

which is valid for \( \mathbf{y} \in G_\mu(\mathbb{C}) \).

**Algorithm 3.** Compute smoothly decaying measure

Given \( G_\mu^{-1} \), point cloud \( \mathbf{y}_m \) inside \( G_\mu(\mathbb{C}) \cap \mathbb{C}^+ \) and positive integer \( n \); compute a representation of \( \mu \) that is smoothly decaying as follows:
1: Compute $\psi_k$ by solving the following system in a least squares sense:

$$-2\pi i \sum_{k=1}^{n} \psi_k \left( \frac{i - G^{-1}_\mu(y_j)}{i + G^{-1}_\mu(y_j)} \right)^k - \sum_{k=1}^{n} (-1)^k \psi_k \approx y_j.$$  

2: Define $\psi_0 = -2\Re \sum_{k=1}^{n} (-1)^k \psi_k$ and $\psi_{-k} = \overline{\psi_k}$. Then

$$d\mu \approx \sum_{k=-n}^{n} \psi_k \left( \frac{i - x}{i + x} \right)^k dx.$$  

We now prove that, under broad conditions on $y_m$, this algorithm will converge to the true coefficients $\psi_k$.

**Definition 4.1.** We say that a smoothly decaying measure $\mu_n$ converges in mapped $L^2$ to $\mu$ if, for

$$d\mu_n = \psi_n(x) dx$$

we have (for the $L^2$ norm on the unit circle)

$$\| \psi_n \left( i \frac{1 - z}{1 + z} \right) - \psi \left( i \frac{1 - z}{1 + z} \right) \| \to 0.$$  

We say that a square root decaying measure $\mu_n$ converges in mapped $L^2$ to $\mu$ if $(a, b) = \text{supp} \mu = \text{supp} \mu_n$, and, for

$$d\mu_n = \psi_n(x) \sqrt{x - a\sqrt{b - x}} dx$$

we have

$$\| \psi_n (M_{a,b}(J(z))) - \psi (M_{a,b}(J(z))) \| \to 0.$$  

**Theorem 4.2.** Suppose that $\mu$ is an invertible smoothly decaying measure, and $\{y_m\}$ are a sequence of sets of $m$ points lying inside $G_\mu(\mathbb{C}) \cap \mathbb{C}^+$ which cover $G_\mu(\mathbb{C}) \cap \mathbb{C}^+$ as $m \to \infty$ at a sufficiently fast rate (see proof and Appendix C for precise definition). Then there exists $m$ sufficiently large depending on $n$ so that the output of Algorithm 3 converges in mapped $L^2$ to $\mu$ as $n \to \infty$.

**Proof.** Because of symmetry, including $\overline{y}_m$ in the least squares system will not alter the approximation of $\mu$. Therefore, denote $[y_m, \overline{y}_m] = [y_1, \ldots, y_{2m}]$. Then

$$y_j = G_\mu \left( \frac{1 - z_j}{1 + z_j} \right)$$

for some (unknown) $z_j$ inside the unit circle. Under this transformation, the least squares system takes the form

$$-2\pi i \sum_{k=1}^{n} \psi_k \left( z_j^k - (-1)^k \right) \approx y_j.$$  

This is a Vandermonde system, with an unusual distribution of points. However, as $m \to \infty$, the points $z_j$ must cover the unit circle, and therefore convergence follows from Corollary B.3.
We can adapt this approach to square root decaying measures as well; since, assuming that we know the support of the measure, we again know a precise form for its Cauchy transform.

**Algorithm 4.** Compute square root decaying measure

Given $G_\mu^{-1}$, point cloud $y_m$ inside $G_\mu(\mathbb{C}) \cap \{ z : \Im z > 0 \}$ and positive integer $n$; compute a representation of $\mu$ that is square root decaying as follows:

1: Compute $(a, b) \approx \text{supp} \mu$ using Algorithm 5

2: Compute (real-valued) $\psi_k$ by solving the following system in a least squares sense:

\[
\pi \sum_{k=1}^{n} \psi_k \Re \left( J_+^{-1} \left( M_{(a,b)}^{-1}(y_j) \right)^k \right) \approx \Re y_j \text{ and } \\
\pi \sum_{k=1}^{n} \psi_k \Im \left( J_+^{-1} \left( M_{(a,b)}^{-1}(y_j) \right)^k \right) \approx \Im y_j,
\]

where

\[ M_{(a,b)}(x) = \frac{a + b}{2} + \frac{b - a}{2}x; \]

3: Then

\[ d\mu \approx \frac{2\sqrt{x - a} \sqrt{b - x}}{b - a} \sum_{k=0}^{\infty} \psi_k U_k(M_{(a,b)}(x)) \, dx. \]

If supp $\mu$ is calculated accurately, the convergence of Algorithm 4 follows by the same logic as Theorem 4.2.

**Corollary 4.3.** Suppose that $\mu$ is an invertible smoothly decaying measure, and $\{y_m\}$ are a sequence of sets of $m$ points lying inside $G_\mu(\mathbb{C}) \cap \mathbb{C}^+$ which cover $G_\mu(\mathbb{C}) \cap \mathbb{C}^+$ as $m \to \infty$ at a sufficiently fast rate (see proof and Appendix C for precise definition). Then there exists $m$ sufficiently large depending on $n$ so that the output of Algorithm 4 converges in mapped $L^2$ to $\mu$ as $n \to \infty$.

Thus we are left with one last task: computing supp $\mu$.

**Algorithm 5.** Compute the support of a square root decaying measure

Given the first derivative of $G_\mu^{-1}$ and points $(a_0, b_0)$ satisfying $a_0 < \xi_a < \xi_b < b_0$; compute an interval $(a, b)$ approximating the support of $\mu$ as follows:

1: Compute $\xi_a$ and $\xi_b$ by solving $G_\mu^{-1}(y) = 0$ using bisection, in the intervals $[a_0, 0]$ and $[0, b_0]$.

2: Set $(a, b) = (g(\xi_a), g(\xi_b))$.

In the next section, we choose $a_0$ and $b_0$ to guarantee convergence of the above algorithm when specializing to free addition.
Remark 6. In practice, we use Newton iteration with arbitrary initial guesses, which lacks guaranteed convergence. While we only discussed the computation of $G^{-1}_\mu$, computing its derivative is straightforward since

$$(G^{-1}_\mu)'(y) = \frac{1}{G'_\mu(G^{-1}_\mu(y))}$$

and the formulæ for Cauchy transforms of admissible measures can be trivially differentiated. Similar logic allows us to compute the second derivative needed to perform the Newton iteration.

5. Free additive convolution

We now specialize the algorithm of the preceding section to free addition. To guarantee convergence of the algorithm, we must accomplish two tasks: generate a point set $y_M$ so that Algorithm 2 succeeds and choose $(a_0, b_0)$ so that Algorithm 5 is guaranteed to converge.

Under the hypotheses of Theorems 2.2 and 2.3, if we can construct $y_M$ that lie in $G_{\mu_A}(\mathbb{C}^-) \cap G_{\mu_B}(\mathbb{C}^-)$, then Algorithm 2 will successfully select the subset of points lying inside $G_{\mu_A \boxplus \mu_B}(\mathbb{C})$. We generate one such set of points as follows:

Algorithm 6. Generate point clouds

Given a smoothly or square root decaying measure $\mu$; compute a set of points $y_M$ lying in $G_{\mu_A}(\mathbb{C}^-) \cap G_{\mu_B}(\mathbb{C}^-)$ as follows:

1: Generate a point cloud $d_M$ on the unit disk by taking a tensor product of $u_m$ with $M^{-1}_{(0,1)}(x_m)$, the $m$ Chebyshev points on $(0, 1)$;

2: If supp $\mu$ is the real line, generate a set of points lying in the lower half plane by $z_{\mu,M} = \{z \in i\frac{1-d_M}{1+d_M} : \Re z < 0\}$; otherwise, if supp $\mu$ is an interval $(a, b)$, generate a set of points lying off supp $\mu$ in the lower half plane by $z_{\mu,M} = \{z \in M_{(a,b)}(J(d_M)) : \Re z < 0\}$;

3: Define $y_M = \{y \in G_{\mu_A}(z_{\mu_A,M}) : G_{\mu_B}(G^{-1}_{\mu_B}(y)) = y\}$.

We can now prove convergence of the full algorithm for the Schwartz class case:

Theorem 5.1. Suppose that $\mu_A$ and $\mu_B$ satisfy the hypotheses of Theorem 2.3. Then the output of Algorithm 7 converges in mapped $L^2$ to $\mu_C = \mu_A \boxplus \mu_B$ with

$$G^{-1}_{\mu_C}(y) = G^{-1}_{\mu_A}(y) + G^{-1}_{\mu_B}(y) - \frac{1}{y}$$

when the assumed form of the measure is smoothly decaying and $y_M$ is computed via Algorithm 2, provided that $M \to \infty$ grows sufficiently fast with $n \to \infty$. 
Proof. Theorem 2.3 ensures that $\mu_C = \mu_A \boxplus \mu_B$ is an invertible Schwartz measure, and that $y_M$ lies inside $G_{\mu_A}(C^-) \cap G_{\mu_B}(C^-)$. The analyticity of the operations in Algorithm 6 ensure that $y_M$ has a “nice” density, thus the hypotheses of Lemma B.2 and Theorem 4.2 are satisfied. □

We now choose $a_0$ and $b_0$ so that Algorithm 5 converges:

**Proposition 5.2.** Suppose $\mu_C = \mu_A \boxplus \mu_B$ where $\mu_A$ and $\mu_B$ satisfy the hypotheses of Theorem 2.2. Algorithm 5 will converge to $\text{supp} \mu$ with the choice

\[
  a_0 = \max(G_{\mu_A}(\min \text{supp} \mu_A), G_{\mu_B}(\min \text{supp} \mu_B)),
\]

and

\[
  b_0 = \min(G_{\mu_A}(\max \text{supp} \mu_A), G_{\mu_B}(\max \text{supp} \mu_B)).
\]

Proof. From the proof of Theorem 2.2 we know that $g'$ only vanishes at $\xi_a$ and $\xi_b$ between $(a_0, b_0)$; thus, convergence of bisection follows. □

**Theorem 5.3.** Suppose that $\mu_A$ and $\mu_B$ satisfy the hypotheses of Theorem 2.2. Then the output of Algorithm 1 converges in mapped $L^2$ to $\mu_C = \mu_B \boxplus \mu_C$ with

\[
  G_{\mu_C}^{-1}(y) = G_{\mu_A}^{-1}(y) + G_{\mu_B}^{-1}(y) - \frac{1}{y}
\]

when the assumed form of the measure is square root decaying, $y_M$ is computed by Algorithm 6 and $(a_0, b_0)$ are defined as above, provided that $M \to \infty$ grows sufficiently fast with $n \to \infty$.

Proof. Theorem 2.2 ensures that $\mu_C = \mu_A \boxplus \mu_B$ is an invertible square root decaying measure, and that $y_M$ lies inside $G_{\mu_A}(C^-) \cap G_{\mu_B}(C^-)$. The preceding proposition ensures that $\text{supp} \mu_C$ is calculated via Algorithm 5. The analyticity of the operations in Algorithm 6 ensure that $y_M$ has a “nice” density, thus the hypotheses of Lemma B.2 and Theorem 4.3 are satisfied. □

5.1. **Numerical examples.**

**Remark 7.** Throughout the paper, we use mean zero and variance $\frac{1}{\sqrt{2}}$ for Gaussian distributions unless otherwise specified. $S_n$ denotes an $n \times n$ random symmetric matrix, constructed by generating a random matrix $A_n$ with Gaussian distributed entries and defining

\[
  S_n = A_n + A_n^\top \sqrt{2n}.
\]

$Q_n$ denotes a random orthogonal matrix, generated by computing the QR decomposition of $A_n$. Finally, we generate a histogram associated with a random matrix ensemble $B_n$ by computing the eigenvalues of 100 instances of $B_n$.

In Figure 2 we plot the numerically calculated free addition $\mu_G \boxplus \mu_S$ of a Gaussian distribution $\mu_G$ with a semicircle distribution $\mu_S$. This distribution was shown in [8] to be the limiting eigenvalue distribution of a class of Markov matrices. The left graph contains a plot of a Gaussian distribution (dotted), semicircle distribution (dashed) and their free
addition (plain). The right graph compares the computed free addition with a histogram of $Q_{150} \Lambda_{150} Q_{150}^\top + S_{150}$, where $\Lambda_n$ is a $n \times n$ diagonal matrix whose entries are Gaussian distributed.

Often one does not have exact expressions for the limiting distributions of the eigenvalues, but rather, one can sample a single instance from the distribution. In this case, the counting measure — a sum of point measures — over this single instance can be calculated. In Figure 3 we repeat the experiment of Figure 2 where the semicircle distribution is replaced with the counting measure $\mu_{A_{50}}$ of a single matrix $A_{50}$ drawn from $S_{50}$. On the right, we compare the computed distribution with the histogram of $Q_{50} \Lambda_{50} Q_{50}^\top + A_{50}$, where $A_{50}$ is now a fixed matrix.

As $n \to \infty$, $\mu_{S_n} \boxplus \mu_G$ will converge in some sense to $\mu_S \boxplus \mu_G$, as seen in the right hand of Figure 4. We can estimate this growth by comparing the maximum difference of the cdf of computed measures for growing values of $n$. In the right-hand side of Figure 4 we plot this scaled by $n$, demonstrating that the convergence rate appears to be $O(n^{-1})$.

In Figure 5 we compute a measure which is square root decaying. Here we define $\mu_4$ as the equilibrium measure of the potential $V(x) = x^4$ (see [22] for definition of equilibrium measures), which we know in closed form [10]. We then calculate $\mu_S \boxplus \mu_4$ using Algorithm [1]. There is no obvious way of generating a histogram for this measure; hence, unlike other examples, there is no known Monte Carlo approach for approximating $\mu_S \boxplus \mu_4$. However, this is an example which was calculated symbolically in [21], hence we can compare our numerically computed measure with the exact measure. We plot the error

**Figure 2.** Free addition of a Gaussian distribution with a semicircle distribution.

**Figure 3.** Free addition of a Gaussian distribution with a single instance of an approximate semicircle distribution.
for $n = 20$ (dotted), $40$ (dashed), $60$ (dash–dotted) and $80$ (plain) as $M$ increases. Recall that $n$ is the number of coefficients in the Chebyshev representation of $\mu_S \boxplus \mu_4$ while $M$ is the number of points in the point cloud used in the least-squares based measure recovery algorithm described in Algorithm 6. The error is computed by taking the maximum error over 100 Chebyshev points on the interval $\text{supp}(\mu_S \boxplus \mu_4)$.

In Figure 6 we define $\mu_{EM}$ as the equilibrium measure of the potential $V(x) = e^x - x$ — which we calculate numerically (in the required form) using the approach of [20] — and then calculate $\mu_S \boxplus \mu_{EM}$. This is an example which cannot be computed symbolically, at least using the framework of [21].

Finally, in Figure 7 we calculate the free addition of a semicircle distribution with a step distribution $\mu_S \boxplus \left( \frac{1}{2}I_{(-1,1)} \right)$, demonstrating that a square root decaying measure arises. While $\frac{1}{2}I_{(-1,1)}$ we do not need to use the ellipse method for this measure, as we can
calculate its Cauchy transform and inverse Cauchy transform explicitly:

\[ G_{\frac{1}{2}1_{(-1,1)}}(z) = \frac{\log(1 + z) - \log(z - 1)}{2} \quad \text{and} \]
\[ G_{\frac{1}{2}1_{(-1,1)}}^{-1}(y) = \frac{\coth \frac{y}{2} + \tanh \frac{y}{2}}{2}. \]

We compare the computed distribution with the histogram of \( Q_{300} \Lambda_{300} Q_{300}^T + S_{300} \), where \( \Lambda_n \) is a diagonal matrix whose entries are evenly distribution on \((-1, 1)\).

6. **Free multiplicative convolution and the S transform**

In the case where \( \mu \neq \delta_0 \) and the support of \( \mu \) is contained in \([0, +\infty)\), one also defines its \( T \)-transform

\[ T_\mu(z) = \int \frac{x}{z - x} d\mu(x) \quad \text{for} \ z \notin \text{supp} \ \mu. \]

The \( S \)-transform, defined as

\[ S_\mu(y) := (1 + y)/(yT_\mu^{-1}(y)), \]

is the analogue of the Fourier transform for free multiplicative convolution \( \boxtimes \). The free multiplicative convolution of two probability measures \( \mu_A \) and \( \mu_B \) is denoted by the symbols \( \boxtimes \) and can be characterized as follows.

Let \( A_n \) and \( B_n \) be independent \( n \times n \) symmetric (or Hermitian) positive-definite random matrices that are invariant, in law, by conjugation by any orthogonal (or unitary) matrix.
Suppose that, as $n \to \infty$, $\mu_{A_n} \to \mu_A$ and $\mu_{B_n} \to \mu_B$. Then, free probability theory states [24] that $\mu_{A_n \cdot B_n} \to \mu_A \boxtimes \mu_B$, a probability measure which can be characterized in terms of the $S$-transform as
\[
S_{\mu_A \boxtimes \mu_B}(z) = S_{\mu_A}(z)S_{\mu_B}(z).
\]

The T transform can be computed in the same way as the Cauchy transform; we only need to multiply the representation of the measure by $x$ beforehand. The numerical method for calculating the inverse Cauchy transform proceeds as before. From the relationship of the $S$ transform, we know that
\[
T^{-1}_{\mu_A \boxtimes \mu_B}(y) = T^{-1}_{\mu_A}(y)T^{-1}_{\mu_B}(y) \frac{y}{1+y}.
\]

Note that $T_{\mu_A \boxtimes \mu_B} = G_{\mu_C}$, for the (non-probability) measure $\mu_C$ defined by
\[
d\mu_C(x) = xd[\mu_A \boxtimes \mu_B](x).
\]

Therefore, we can use the Algorithm [1] to find $d\mu_C$, and in turn $\mu_A \boxtimes \mu_B$. Similar to free addition, we use the point cloud $y_M = T_{\mu_A}(z_{\mu_A,M})$. While we omit the proof of convergence, it should follow along the same lines as Theorems [5.1] and [5.3].

6.1. Numerical examples. In Figure 8, we consider the problem of computing a free product of a a shifted semicircle distribution with a singular Marčenko–Pastur distribution
\[
d\mu_{MP}(x) = \frac{\sqrt{4-x}}{2\pi \sqrt{x}} dx.
\]

While this distribution is not admissible, it is when we multiply by $x$; as in the definition of the $T$-transform. The procedure then works as before. We compare the computed measure with a histogram of $B_{200}B_{200}^\top(S_{200} + 3I)$, where $B_n = \frac{1}{\sqrt{n}}A_n$ and $A_n$ is an $n \times n$ random matrix with Gaussian distributed entries, now with mean zero and variance one.
7. Free compression

Let $B_n$ be the $n \times n$ matrix generated by taking the upper left $n \times n$ block of $Q_m A_m Q_m^\top$, where $n \leq m$. If the eigenvalues of $A_m$ tend to the distribution $\mu$, then the eigenvalues of $B_n$ tend to the free compression of $\mu$, i.e.,

$$
\mu_{B_n} \rightharpoonup \frac{m}{n} \boxplus \mu.
$$

Let $\alpha \in (0, 1]$. We have that

$$
R_{\alpha \boxplus \mu}(z) = R_{\mu}(\alpha z).
$$

Rearranging the definition of the R transform, we find that

$$
G_{\alpha \boxplus \mu}^{-1}(y) = G_{\mu}^{-1}(\alpha y) + \frac{1}{y} - \frac{1}{\alpha y}.
$$

Therefore, we can apply Algorithm 1 to compute $\alpha \boxplus \mu$, with the point cloud $y_M = G_{\mu}(z_{\mu,M})$. Again, we omit the proof of convergence.

7.1. Numerical examples. In Figure 9, motivated by the theoretical results in [2], we compare the compute free compression of a Gaussian distribution with a histogram of the $\alpha 300 \times \alpha 300$ principal block of $Q_{300} A_{300} Q_{300}^\top$, where $\Lambda_n$ is an $n \times n$ diagonal matrix whose entries are Gaussian distributed.

8. Extensions

We now identify some extensions of the proposed method:
• Numerical free convolution of measures supported on multiple intervals. Here there are two issues that must be overcome: computation of the inverse Cauchy transform, and determination of the support of the measure. The major complication is that the inverse Cauchy transform is multi-valued.
• Free rectangular convolution (see [5]). This operation inherently requires computation with measures supported on multiple intervals.

A preliminary software implementation is available in Mathematica as a component of RHPackage [18].
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APPENDIX A. PROPERTIES OF THE CAUCHY TRANSFORM AND ITS INVERSE FOR INVERTIBLE MEASURES

We describe properties of the special class of invertible measures that we use to justify the arguments below. The proofs are by no means novel, however, we include them here as we are unaware of a convenient reference.

Proposition A.1. The Cauchy transform commutes with conjugation:

\[ G_\mu(\bar{z}) = \overline{G_\mu(z)}. \]

Proof. Follows since our measures are real and

\[ \frac{1}{z-x} = \frac{1}{\bar{z}-\bar{x}}. \]

Proposition A.2. The Cauchy transform satisfies

\[ \Im G_\mu(z) < 0 \text{ for } \Im z > 0 \]

and

\[ \Im G_\mu(z) > 0 \text{ for } \Im z < 0. \]

If \( \mu \) is smoothly or square root decaying, then

\[ \Im G^-_\mu(z) > 0 \text{ and } \Im G^+_\mu(z) < 0 \]

for \( z \in \text{supp } \mu. \)
Proof. For $\Im z > 0$, we have

$$\Im \int \frac{d\mu}{z-x} = \int \Im \left[ \frac{1}{z-x} \right] d\mu = -\Im z \int \frac{d\mu}{|z-x|^2} < 0.$$  

The second part of the theorem follows since invertible measures can be written as $d\mu = \psi(x)dx$ where $\psi$ is Hölder continuous, hence Plemelj’s lemma holds:

$$G^{\pm}_{\mu}(z) = \mp \pi i \psi(z) + \int \frac{d\mu(x)}{z-x}.$$  

\[\square\]

**Proposition A.3.** Suppose $\mu$ has compact support inside the interval $(a,b)$. The Cauchy transform is monotonically decreasing for $z > b$ and $z < a$. Assuming the Cauchy transform is single-valued, then $G^{-1}_{\mu}$ is monotonically decreasing inside $(G_{\mu}(a), G_{\mu}(b))$.

Proof. Follows from differentiation:

$$\frac{d}{dz} \int \frac{d\mu(x)}{x-z} = \int \frac{d\mu(x)}{(x-z)^2} > 0$$

for real $z$.  

\[\square\]

**Proposition A.4.** Suppose $\mu$ is invertible. Then

$$\Im \frac{1}{G_{\mu}(z)} < \Im z$$

for $z \in \text{supp} \mu$ and $\Im z < 0$. Hence,

$$\Im \frac{1}{w} < \Im G^{-1}_{\mu}(w)$$

for $w \in G^{-1}_{\mu}(\text{supp} \mu)$ and $\Im w > 0$.

Proof.

$$\Im \left( \frac{1}{G_{\mu}(z)} - z \right)$$

is harmonic. On the real axis, we have

$$\Im \left( \frac{1}{G^{-}_{\mu}(z)} - z \right) = \Im \frac{1}{G^{-}_{\mu}(z)} < 0$$

for $z \in \text{supp} \mu$, while it is zero elsewhere. From the modulus maximization property of harmonic functions, it must be the case that

$$\Im \left( \frac{1}{G_{\mu}(z)} - z \right) < 0$$

for $\Im z < 0$. Letting $z = G^{-1}_{\mu}(w)$ shows the second result.  

\[\square\]
Proposition A.5. Suppose $\mu$ is invertible and has compact support. Then

$$G'_\mu(z) + G_\mu(z)^2 < 0$$

for $z \geq \max \text{supp } \mu$. Hence,

$$G^{-1}_\mu(w) + \frac{1}{w^2} > 0$$

for $w \in (0, G^\pm_{\mu}(\max \text{supp } \mu)]$.

Proof. From Jensen’s inequality, we have

$$G_\mu(z)^2 = \left[ \int \frac{d\mu}{z - x} \right]^2 < \int \frac{d\mu}{(z - x)^2} = -G'_\mu(z).$$

The second inequality follows from substituting $z = G^{-1}_\mu(w)$ and

$$G^{-1}_\mu(w) = \frac{1}{G'(G^{-1}_\mu(w))}.$$  

□

Proposition A.6. If $\mu$ is a Jacobi measure and $\beta > 0$, then

$$G_\mu(z) \sim G_\mu(b) + C(z - b)^\beta + o(z - b)^\beta.$$  

If $\mu$ is precisely a Jacobi measure and $\beta > 0$, then $C \neq 0$ and

$$G^{-1}_\mu(w) \sim b + C(G_\mu(b) - w)^{1/\beta} + o(G_\mu(b) - w)^{1/\beta}.$$  

If $\mu$ is precisely square root decaying then $G^{-1}_\mu$ is analytic at $G_\mu(b)$, with a quadratic turning point.

If $\mu$ is precisely a Jacobi measure and $\beta \leq 0$, then

$$G_\mu(b) = \infty.$$  

Similar properties hold near $G_\mu(a)$.

Proof. The case $\beta \leq 0$ follows since $(b - x)^{\beta-1}$ is not integrable. In the case $\beta > 0$, we subdivide $(a, b)$ into $(a, b_0)$ and $(b_0, b)$. In the latter interval, we write the Cauchy transform as

$$\int_{b_0}^{b} \frac{d\mu}{z - x} = \int_{b_0}^{b} \frac{\psi(x)(x - a)^\alpha - \psi(b)(b - a)^\alpha}{z - x} (b - x)^\beta dx$$

$$+ \psi(b)(b - a)^\alpha \int_{b_0}^{b} \frac{(b - x)^\beta}{z - x} dx.$$  

From Plemelj’s lemma, it follows that

$$\int_{b_0}^{b} \frac{(b - x)^\beta}{z - x} \sim (z - b)^\beta + \text{analytic}.$$  

To see this for $\beta$ not an integer, represent the Cauchy transform as $\frac{(z-b)^\beta}{e^{\beta \log(z-b)} - e^{-\beta \log(z-b)}} + \text{analytic}$ in a circle surrounding $b$. This satisfies the right jump, since

$$(z - b)_+^\beta - (z - b)_-^\beta = e^{\beta \log_+(z-b)} - e^{\beta \log_-(z-b)}$$

$$= e^{\beta \log(b-x) + i\beta \pi} - e^{\beta \log(b-x) - i\beta \pi} = (b - x)^\beta(e^{i\beta \pi} - e^{-i\beta \pi}).$$
The rest of the theorem now follows.

**Proposition A.7.** Let \( \mu \) be a Schwartz measure. Then

\[
G_\mu(z) = \frac{1}{z} + \frac{E[x]}{z^2} + \frac{E[x^2]}{z^3} + \cdots
\]

as \( z \to \infty \), where

\[
E[x^k] = \int x^k \, d\mu
\]

are the moments. Therefore, \( G_\mu^{-1} \) has a real asymptotic expansion at zero:

\[
G_\mu^{-1}(y) \sim \frac{1}{y} + c_0 + c_1 z + \cdots
\]

as \( y \to 0 \) for \( y \in G_\mu(C) \) and \( c_k \) real.

**Proof.** The first part follows by replacing the Cauchy kernel with its geometric series:

\[
G_\mu(z) = \int \frac{d\mu}{z-x} = \sum_{k=0}^{n} \frac{1}{z^{k+1}} \int x^k \, d\mu + \frac{1}{z^{n+1}} \int \frac{x^{n+1}}{x-z} \, d\mu
\]

The second part follows from inversion of asymptotic expansions. □

**Proposition A.8.** Suppose \( \mu \) is an admissible measure. Then \( G_\mu(\text{supp } \mu) \) is a (possibly unbounded) continuous curve. The curve is bounded if \( \mu \) is a square root or smoothly decaying measure.

**Proof.** For square root and smoothly decaying measures, uniform convergence of the series representations of the Cauchy transforms (see Table 2) implies continuity and boundedness. The proposition is trivial for point measures.

For Jacobi measures, without loss of generality we can assume \( \psi(a) \neq 0 \) and \( \psi(b) \neq 0 \). We have that

\[
G_\mu(z) = \int \frac{(x-a)^\alpha(b-x)^\beta \psi(x)}{z-x} \, dx
\]

is continuous, and for \( \beta \leq 0 \) it blows up as \( z \to b \) from the right, otherwise, it approaches a limit. For \( a < z < b \) we have from Plemelj’s lemma:

\[
G_\mu^+(z) = \mp i\pi \psi(z) + \int \frac{(x-a)^\alpha(b-x)^\beta \psi(x)}{z-x} \, dx
\]

\[
= \mp i\pi \psi(z) + \int \frac{(x-a)^\alpha(b-x)^\beta (\psi(x) - \psi(z))}{z-x} \, dx + \psi(z) \int \frac{(x-a)^\alpha(b-x)^\beta}{z-x} \, dx
\]

The differentiability of \( \psi \) ensures the continuity of the first integral. The latter principal value integral can be expressed in closed form [11], and for \( \beta \leq 0 \) it blows up as \( z \to b \) from the left, otherwise, it approaches the same limit as from the right. Similar logic proves continuity near \( a \). □
The following proofs are straightforward (we thank Ben Adcock for help proving them), though we have not found them in precisely this form in the literature. In this section, the norm is always $L_2$ (on the unit circle), $\ell_2$ or the matrix norm induced by $\ell_2$.

**Proposition B.1.** Let $d_m = (d_1, \ldots, d_m)$ be a point cloud that covers the unit disk as $m \to \infty$, and

$$V = \begin{pmatrix} 1 & d_1 & \cdots & d_1^{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & d_m & \cdots & d_m^{n-1} \end{pmatrix},$$

the $m \times n$ Vandermonde matrix associated with the point cloud. Then for any $n$, there exists $m$ large enough so that $\|V^+\| \leq \sqrt{n} + \delta$, where $V^+$ denotes the Moore–Penrose pseudoinverse of $V$. Furthermore, if, for all $|z| \leq 1$ and $\epsilon > 0$, the smallest $m$ such that $\min(|z - d_m|) \leq \epsilon$ satisfies $m = O(\epsilon^{-\alpha})$ for some $\alpha > 0$, then $m = O(n^\alpha)$.

**Proof.** Assuming that $V^+$ has full column rank (which will follow from the argument below for large $m$),

$$\|V^+\| = \frac{1}{\sigma_{\min}} = \frac{1}{\inf_{c \in \mathbb{C}^n, \|c\|=1} \|Vc\|},$$

where $\sigma_{\min}$ is the smallest singular value. For $m$ large enough, there exist $n$ points within $\frac{1}{n}$ of $n$ evenly spaced points $u_n$. (Under the secondary hypothesis, this $m$ clearly grows like $O(n^\alpha)$.) Let $V_g$ be the $n \times n$ Vandermonde matrix associated with these points, so that (under a certain ordering)

$$V = \begin{pmatrix} V_g \\ V_b \end{pmatrix}.$$ 

Then

$$\|Vc\| = \left\| \begin{pmatrix} V_g c \\ V_b c \end{pmatrix} \right\| \geq \|V_g c\|.$$

We have

$$V_g = V_u + \frac{1}{n} \Delta,$$

where $V_u$ is the Vandermonde matrix associated with $u_n$ (i.e., a discrete Fourier transform) and $\|\Delta\| \leq 1$. Thus $\|V_g c\| = \|V_u c\| + O(\frac{1}{n})$. We know that

$$\inf_{c \in \mathbb{C}^n, \|c\|=1} \|V_u c\| = \frac{1}{\|V_u^{-1}\|} = \frac{1}{\sqrt{n}}$$

which completes the proof. \qed
Lemma B.2. Suppose that, for all $|z| \leq 1$ and $\epsilon > 0$, the smallest $m$ such that $\min(|z - d_m|) \leq \epsilon$ satisfies $m = O(\epsilon^{-\alpha})$ for some $\alpha > 0$. If $f$ is analytic in the unit disk, then for $m$ large enough the least squares approximation of $f$ at the points $d_m$ converges to $f$ in $L^2$.

Proof. Let $P_n = (I_n, 0)$ denote the $n \times \infty$ projection operator and let $E_m$ be the $m \times \infty$ operator defined by $E_m f = f(d_m)$. Then we are approximating $f$ by

$$\tilde{f} = P_n^T V^+ E_m f.$$  

Furthermore,

$$P_n f = V^+ E_m P_n^T P_n f.$$  

We thus have the error

$$f - \tilde{f} = f - P_n^T P_n f + P_n^T V^+ E_m (P_n^T P_n f - f) = (I - P_n^T V^+ E_m) (f - P_n^T P_n f).$$  

In other words,

$$\|f - \tilde{f}\| \leq (1 + m(n^{1/2} + \epsilon)) \|f - P_n^T P_n f\|.$$  

$\|f - P_n^T P_n f\|$ decays exponentially fast for any analytic $f$. The theorem follows since $m$ grows at most algebraically with $n$. $\Box$

We need to modify the preceding lemma for the least squares system used in Algorithm 3, which is not quite Vandermonde:

Corollary B.3. Suppose $f$ is analytic inside the unit disk, smooth on the boundary and satisfies

$$f(-1) = 0.$$  

Then for $m$ large enough the least squares approximation

$$\sum_{k=1}^{m} \psi_k (d_j^k - (-1)^k) \approx f(d_j)$$  

converges to $f$ in $L^2$.

Proof. The logic of the preceding proofs still follow. To see this, define the $n$ points $\tilde{u}_n$ as the points $u_{n+1}$ with the point $-1$ removed. Interpolating $f$ at $\tilde{u}_n$ by $(z + 1, z^2 - 1, \ldots, z^n - (-1)^n)$ will also interpolate $f$ at $-1$, hence it is equivalent to interpolating $f$ at $u_{n+1}$. Thus the norm of the inverse of the relevant interpolation matrix at $u_n$ is bounded by $\sqrt{n + 1}$. The truncation error

$$\|f - P_n^T P_n f\|$$  

now decays only super-algebraically fast, but that is sufficient for convergence. $\Box$
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