Overview of Test Coverage Criteria for Test Case Generation from Finite State Machines Modelled as Directed Graphs

Abstract—Test Coverage criteria are an essential concept for test engineers when generating the test cases from a System Under Test model. They are routinely used in test case generation for user interfaces, middleware, and back-end system parts for software, electronics, or Internet of Things (IoT) systems. Test Coverage criteria define the number of actions or combinations by which a system is tested, informally determining a potential "strength" of a test set. As no previous study summarized all commonly used test coverage criteria for Finite State Machines and comprehensively discussed them regarding their subsumption, equivalence, or non-comparability, this paper provides this overview. In this study, 14 most common test coverage criteria and seven of their synonyms for Finite State Machines defined via a directed graph are summarized and compared. The results give researchers and industry testing engineers a helpful overview when setting a software-based or IoT system test strategy.
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I. INTRODUCTION
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Finite State Machines (FSMs) are employed as a favorite notation in system modeling and testing, as they describe a natural aspect of a wide variety of systems. Systems themselves, their modules or parts, user interfaces, or data objects processed by a system naturally switch from state to state. Hence, FSMs are one of the fundamental modeling options for Model-based Testing generation of test cases. The FSM-based test case generation is applicable on a broad spectrum of systems to test, including software [1], electronics [2], networking systems [3], and its combinations as recent popular Internet of Things (IoT) [4]. Regarding the system level, FSM-based test case generation can be utilized in user interface testing, middleware level, or lowers levels of a System Under Test (SUT) universally.

The SUT model can be based on a directed graph or a grammar notation in FSM testing. The core of definitions based on a directed graph is a directed graph $G = (V, E, v_s, V_e)$ such that $V \neq \emptyset$ is a finite set of vertices representing FSM states and $E \subseteq N \times N$ is a nonempty set of edges $e \in E$ representing FSM transitions. Further, $v_s \in V$ is start state of the state machine, $V_e \subseteq V$ is a set of end states of the state machine [1], [5], [6]. Alternative SUT models based on various extensions of directed graphs or other structures as grammars are available. However, in this paper, we used the $G$ model as it is a common widely used model in the literature.

A test path $T$ is a path in $G$. The test path does not have to start in $v_s$ and end in an end vertex from $V_e$. Finally, $T$ denotes a set of test paths.

Coverage criterion generally defines a property or a set of properties $T$ has to satisfy. Coverage criteria are used to express the "strength" of the test paths, which usually implies the number of steps or various combinations to be performed. However, at this point, it is worth mentioning that this notion of "strength" is rather intuitive and widely used by testing practitioners. Still, its use is sometimes discouraged by the research community in system testing. The number of steps or combinations exercised is an exact property of $T$ that can be discussed formally, but the potential of $T$ to detect the defects is a more complex issue. At least, thoroughness of the particular execution of the individual test steps plays a role here, and the tester’s initiative and analytical thinking during the test execution. This applies especially when test paths are defined more high-level (as $T$ in this study), and testers have some liberty to try more combinations or situations in the individual test steps.

More test steps or combinations contribute to more "strong" tests, but it’s not the only factor that influences the final potential of tests to find some defects. Despite this limitation,
the coverage criteria are a powerful tool to define the test paths' properties and potential strength. Ammann and Offutt have done some overview work for test coverage criteria related to path-based testing [1]. Some of these criteria are applicable to FSM testing as well. However, we have not found a comprehensive overview of test coverage criteria dedicated directly to FSM testing. Instead, only individual works discussing some of the criteria and their relations can be found [7]–[12].

To this end, we provide an overview of the most common criteria for $G$ in this paper. Besides this overview, we compare these criteria in terms of their mutual relations. At this point, we consider subsumption, equivalence, and the fact that two coverage criteria are incomparable (relations are further defined in Section III).

This paper focuses on FSM solely, and Extended Finite State Machines (EFSM) that are also used in system testing are not considered directly. Most of the test coverage criteria discussed in this paper may be applicable; however, this limit has to be taken into account. Also, fault coverage producing negative test cases for illegal or missing states and transitions (e.g., [13]) are not discussed in the paper.

II. THE COMMON TEST COVERAGE CRITERIA FOR GRAPH-BASED DEFINITION OF FSM

In this section, we provide an overview of the 14 most common test coverage criteria related to FSM modeled as $G$, based on the literature search and our industrial praxis.

A. Node Coverage (NC)

$T$ satisfies NC, when each $v \in V \in G$ is present in at least one $t \in T$. In the literature NC is also alternatively denoted as All States Coverage [1], [14]. Considering the number of $T$ steps, this criterion is the weakest of all criteria discussed in this section [15].

B. Edge Coverage (EC)

$T$ satisfies EC, when all edges (referred also as the transitions) $e \in E \in G$ are present in at least one $t \in T$. This criterion is usually referred also as 0-Switch coverage or All Transitions Coverage [1], [14]–[16].

The EC can also be discussed in the program source code execution context. When the source code structure is modeled as FSM in the way that code statements are modeled as only $G$ edges, Statement Coverage criterion usually discussed in this context would be equivalent to EC.

C. Branch Coverage (BC)

To satisfy BC, each branch of the code must be present in at least one $t \in T$ [17]. When employing $G$ to model the code structure, the branch is defined as a path that satisfies the following conditions:

1) The first edge of the branch starts from $v_s \in G$ or from a $v \in G$ that represents a decision in the code structure,
2) the last edge of the branch ends in some $v \in V_e \in G$ or in a $v \in G$ that represents a decision in the code structure, and,
3) there is no other decision point in this path.

D. Edge-Pair Coverage (EPC)

$T$ satisfies EPC when each path that consists of two adjacent edges $e \in E$ must occur at least once in at least one $t \in T$ [1], [18]. EPC is also mentioned in the literature as All Transition Pairs Coverage and 1-Switch Coverage [15]. Moreover, modifications of this criterion can be found in the literature:

- EPC with an additional constraint that the transitions must not be adjacent (differently to standard EPC criterion) [15].
- EPC with an additional constraint that any pair must not contain two same edges [19].

E. All Path Coverage (APC)

$T$ satisfies APC when each possible path in $G$ is present in $T$. When $G$ contains cycles, it is impossible to satisfy this condition - if there is at least one cycle, the number of possible paths is infinite [1]. APC is also mentioned in the literature as Complete Path Coverage [1].

F. Prime Path Coverage (PPC)

$T$ satisfies PPC, when each prime path of $G$ is a sub path of at least one $t \in T$ [1], [18], [20]. A path is simple Simple path when it does not contain any loop, except this path can be a cycle itself [1]. The Prime path is a simple path that is not a subpath of any other simple path [1].

G. Specified Path Coverage (SPC)

$S$ is a set of specified paths that must be present in $T$. Then, $T$ satisfies SPC, when each $s \in S$ is present in at least one $t \in T$ [1]. The principle of this criterion is practically equivalent to the Test Requirements concept from the general path-based testing [1], [21], [22].

H. Round Trip Coverage (RTC)

RTC is a special case of PPC criterion covering the possible round trips in $G$. A Round trip path is a prime path of nonzero length that starts and ends at the same vertex. [1]. There are two commonly used types of this criterion: Simple Round Trip Coverage and Complete Round Trip Coverage.

I. Simple Round Trip Coverage (SRTC)

SRTC is satisfied, when $T$ contains at least one round trip path for each reachable vertex $v \in V \in G$ that starts and ends an round trip path in $G$ [1].

J. Complete Round Trip Coverage (CRTC)

CRTC is satisfied, when $T$ contains all possible round trip paths for each reachable vertex $v \in V \in G$ [1], [23]–[25].

K. Basis Path Coverage (BPC)

$T$ satisfies BPC when $T$ is a maximal set of basis paths - linearly independent paths of $G$ (paths that are not a linear combination of other paths in $G$). The number of basis paths is equal to cyclomatic complexity [7], [26]–[29]. When applied at the source code level, BPC guarantees that every statement of the code is executed at least once in the tests [26].
L. W Method Coverage (WMC)

The W Method Coverage Criterion proposed by Chow [30]. It is based on the program Testing tree, also referred to as the Transition tree, on all paths of the transition tree that starts in the initial node and ends in a leaf node, denoted as $P$, and characterization set denoted as $W$. The breadth-first search algorithm generates the testing tree. The Characterization set is a set of input sequences, such that for each pair of states of the whole FSM, there is at least one sequence. By applying it to these states, we obtain two different output sequences. The Final Test Set is obtained as concatenation of each $p \in P$ by each possible input sequence $w \in W$.

WMC is alternatively referred as Transition Tree Coverage [33]. In a few case studies, Chow showed that WMC criterion is stronger in its fault detection power than Branch Coverage, 1-Switch Coverage, Boundary-Interior Coverage and H-Language Coverage. Here, the fault detection power is dependent on particular cases (presence of defects in the tested systems). It is practically impossible to define such a criterion precisely. We can define the only subsumption of coverage criteria, as discussed further in III.

M. N-Switch Coverage (NSC)

In the industry, NSC is one of the most known and universal coverage criteria for FSMs, mainly for its presence in the TMAP Next methodology [31]–[33]. N-Switch Coverage is satisfied when every combination of $N+1$ adjacent transitions (edges of $G$) occur at least once in some $t \in T$ [34]. Two special cases of NSC are commonly used:

- 0-Switch Coverage
  Equivalent to EC already defined above [34].
- 1-Switch Coverage
  Equivalent to EPC already defined above [34].

N. Boundary-Interior Coverage (BIC)

For all possible paths through a program (paths in $G$), a finite set of classes $C$ is determined when having two paths $p_1$ and $p_2$ that traverse $G$ in the same way except in traversal of loops. They are placed in separate classes if:

1) one of the paths enters the loop but does not repeat it, and the second path repeats this loop at least once,
2) in both $p_1$ and $p_2$ we enter or leave the loop by a different exit or entry point,
3) in both $p_1$ and $p_2$ we only enter the loop and traverse the loop by a different path, or,
4) in both $p_1$ and $p_2$ we repeat the loop, and then we traverse the loop by a different path.

$T$ satisfies BIC, when it contains at least one path from each $c \in C$ [35], [36].

III. SUBSUMPTION OF COVERAGE CRITERIA FOR GRAPH-BASED MODEL

In this section, we discuss a hierarchy of common test coverage criteria for a graph-based model of SUT as presented in Section II. We use the term subsume with the following meaning: A test coverage criterion $C_1$ subsumes $C_2$ if each test set that satisfies $C_1$ will satisfy $C_2$ as well, and this relation is transitive.

From the test practitioner’s viewpoint, we can informally say that $C_1$ is "stronger" than $C_2$. Also, $C_1$ produces more test combinations than $C_2$. But we cannot say that all test paths from a test set satisfying $C_2$ are present in a test set satisfying $C_1$.

Figure II presents the hierarchy of criteria presented in Section III in terms of the subsume relation defined above. Suppose a test coverage criterion in rectangle A subsumes some other coverage criteria in rectangle B. In that case, this is depicted by an arrow that goes from rectangle A to rectangle B. Test coverage criteria in the same rectangle are equivalent.

In the following section, we explain the subsume relations captured in Figure II.

Besides subsume relation defined above, we use the following terms. In the case that $C_1$ subsume $C_2$ and vice versa, we will say that $C_1$ is equivalent to $C_2$; this relation is transitive and symmetric. Furthermore, we say that $C_1$ is incomparable to $C_2$ if $C_1$ does not subsume $C_2$ and $C_2$ does not subsume $C_1$.

Note that if we haven’t compared some test coverage criteria in this section, it does not automatically mean that these two criteria are incomparable.

A. Explanations of presented subsume relations

All Path Coverage criterion subsumes all other criteria. Explanation: Since to satisfy All Path Coverage, we need all paths of the graph to be traversed, this criterion automatically subsumes the other criteria in the hierarchy. All other criteria aim to reduce the number of test paths.

There are not any criteria, that subsume Node Coverage. Explanation: Node Coverage is at the very bottom of the hierarchy because this criterion does not even guarantee to tour all edges in a SUT model. This can be easily proven by a test set $(a-b)$ that satisfy Node Coverage criterion in a graph in Figure II, but obviously Edge Coverage criterion is not satisfied by this test set.

Prime Path Coverage subsumes Complete Round Trip Coverage as well as Simple Round Trip Coverage. Explanation: Test sets that satisfy Complete Round Trip Coverage, as well as Simple Round Trip Coverage, contain only prime paths that are cycles, and a test set satisfying Prime Path Coverage contains all prime paths in a graph.

Complete Round Trip Path Coverage subsumes Simple Round Trip Path Coverage. Explanation: This relation has been proven by Ammann and Offutt [1].

Both Complete Round Trip Path Coverage and Simple Round Trip Path Coverage do not subsume any other coverage criteria discussed in Section II. Explanation: In the case of a graph with no cycle, both criteria do not require any path to traverse, hence, for a graph with no cycle, $P = \emptyset$ satisfies both Complete Round Trip Path Coverage and Simple Round Trip Path Coverage. But $P = \emptyset$ does not satisfy any other criteria discussed in Section II.

Branch Coverage subsumes Edge Coverage.
Fig. 1. Hierarchy of common test coverage criteria for graph-based SUT model.

**Explanation:** The fact that "Branch Coverage subsumes Edge Coverage" will be obvious when we negate it as "There is a test set that satisfies Branch Coverage and do not satisfy Edge Coverage". This negated claim is not true because, in FSM, each edge is a part of exactly one branch.

**Edge Coverage subsumes Branch Coverage.**

**Explanation:** The fact that "Edge Coverage subsumes Branch Coverage" will be obvious when we negate it as "There is a test set that satisfies Edge Coverage but does not satisfy Branch Coverage". When this claim is true, all edges of FSM would be traversed, but not every branch of this FSM. That would imply that each edge of each branch would be traversed, but still, not every branch of FSM is needed to be traversed, which is an obvious contradiction.

**Branch Coverage is equal to Edge Coverage.**

**Explanation:** As explained above, Branch Coverage subsumes Edge Coverage and, concurrently, Edge Coverage subsumes Branch Coverage, hence we consider these two criteria as equal.

Neither Node Coverage nor Edge Coverage subsume any of the Round Trip Coverages (Complete Round Trip Path Coverage and Simple Round Trip Path Coverage).

**Explanation:** A test set satisfying neither Node Coverage nor Edge Coverage would not satisfy both Round Trip Coverages since Round Trip Coverages requires to traverse the graph representing FSM in concrete way specified in Sections [II-I] and [II-J] but Node Coverage and Edge Coverage do not require to traverse the graph this way. For instance test set \{a − c − f, b − d − f\} satisfy Edge Coverage for graph in Figure 3 but not any of the Round Trip Coverages.

Edge Coverage and Node Coverage are incomparable with both Round Trip Coverage

**Explanation:** This is a consequence of the facts "Both Complete Round Trip Path Coverage and Simple Round Trip Path Coverage do not subsume any other coverage criteria discussed in Section [II] and "Neither Node Coverage nor Edge Coverage subsume any of the Round Trip Coverages (Complete Round Trip Path Coverage and Simple Round Trip Path Coverage)".

**Edge Coverage subsumes Node Coverage.**

**Explanation:** Because each edge is defined by two nodes, all nodes must be traversed (to satisfy Node Coverage) when all edges are traversed (to satisfy Edge Coverage).

Edge-Pair Coverage subsumes Edge Coverage.
Explanation: A test set satisfying Edge-Pair Coverage criterion also satisfies Edge Coverage because when the test paths tour all edge pairs, all edges must be toured by these paths as well.

Edge Coverage does not subsume Edge-Pair Coverage
Explanation: This fact can be demonstrated using an example. A test set \{a-b, c-d\} satisfies Edge Coverage for a graph presented in Figure 4 but it does not satisfy Edge-Pair Coverage since combinations a-d and c-b that would be required to be present in the test set to satisfy Edge-Pair Coverage are missing there.

Prime Path Coverage does not subsume Edge-Pair Coverage
Explanation: This claim can be explained by the example for Prime Path Coverage given in [1]. This example follows in Figure 5.

In test paths that would satisfy Prime Path Coverage, there is no sequence [4,4,4], which is needed to satisfy Edge-Pair Coverage.

Prime Path Coverage does not subsume Edge-Pair Coverage
Explanation: For a graph in Figure 6, prime paths are \{a-b, a-c-d-b, a-e-f-b\}. In this set of prime paths, there are not all possible paths of length 2 (for instance d-b) that would be required to be there to satisfy Edge-pair Coverage. Hence, Prime Path Coverage does not guarantee to cover all edge-pairs.

Edge-Pair Coverage does not subsume Prime Path Coverage.
Explanation: This claim can be demonstrated using the following example. Figure 7 presents a graph for which a set of prime paths consists of all possible paths in this graph, in particular \{x-y-z | x \in \{a, b\}, y \in \{c, d\}, z \in \{e, f\}\}. Removing a path a-c-e that consists of two edge pairs, a-c and c-e, we have to ensure, that these pairs are still covered by a reduced set to satisfy Edge-Pair Coverage. And the pairs a-c and c-e are really covered by the reduced test set, the first pair is covered by path a-c-f and the second pair is covered by b-c-e. Hence, Edge-Pair Coverage does not subsume Prime Path Coverage.

Prime Path Coverage and Edge-Pair Coverage are incomparable.
Explanation: Because Prime Path Coverage does not subsume Edge-Pair Coverage and Edge-Pair Coverage does not subsume Prime Path Coverage, we consider these two criteria as incomparable.

Basis Path Coverage subsumes Edge Coverage.
Explanation: It has been proven by Watson et al. that Basis Path Coverage satisfies Edge Coverage, but not vice versa [7].

Basis Path Coverage does not subsume Edge-pair Coverage.
Explanation: To document this relation, we can use graph a) from Figure 8. For this graph, a test set \{a-b, a-c-d-b, a-e-f-b\} satisfies Basis Path Coverage criterion, but in this test set,
the edge pairs $d-e$ and $f-c$, which would be needed to satisfy the Edge-pair Coverage criterion, are missing.

**Edge-pair Coverage does not subsume Basis Path Coverage.**

Explanation: This relation can be documented by the example graph $a)$ given in Figure 8. A test set $\{a-b, a-c-d-e-f-b, a-e-f-c-d-b\}$ satisfies Edge-pair Coverage but not the Basis Path Coverage since you cannot obtain a required test path $a-c-d-b$ by a linear combination of the paths in the discussed test set $\{a-b, a-c-d-e-f-b, a-e-f-c-d-b\}$.

**Basis Path Coverage is not comparable with Edge-Pair Coverage.**

Explanation: This fact is a consequence of already discussed facts "Edge-pair Coverage does not subsume Basis Path Coverage" and "Basis Path Coverage does not subsume Edge-pair Coverage".

**Basis Path Coverage does not subsume Prime Path Coverage.**

Explanation: We document this fact using an example graph in Figure 9. A test set $\{a-b, a-c-d-e-f-b, a-e-f-c-d-b\}$ satisfies Basis Path Coverage criterion, but this test set does not contain a prime path $d-c$ required to satisfy the Prime Path Coverage criterion.

The next criterion to discuss is **W Method Coverage.** As explained in Section II-L in this method, test sets are generated using the Testing Tree and set of inputs $W$. $W$ cannot be obtained only from $G$ because it depends on FSM inputs and outputs. Hence, we can only say that there will be at least one input sequence for each state (except the final state) that triggers at least one adjacent transition from this state to another. Still, it is uncertain which one will be traversed in the case of states with more than one outgoing transition. A consequence of this fact is that each path (that starts in $v_s \in \mathcal{G}$ node and ends in a leaf node) obtained from the Testing Tree will be appended with at least one edge (except the paths that end in a leaf node), but not necessarily with all possible edges.

**W Method Coverage does not subsume Edge-pair Coverage.**

Explanation: Let's use an example of a Testing Tree used to generate a test set satisfying $W$ Method Coverage that is given in the right part of Figure 10. When we analyze paths in this Testing Tree which start in an initial node and end in a leaf node, we cannot guarantee that all sub-paths of length 2, namely $e-b$, $e-c$ or $e-d$, that would be required to satisfy Edge-pair Coverage will be traversed.

**W Method Coverage does not subsume Prime Path Coverage.**

Explanation: In the Testing Tree in the example given in Figure 10 a path $a-d-e$ will be appended at least by one of the adjacent edges $\{b, c, d\}$ but not necessary by all, so each of the prime paths $c-b$, $c-e$ or $c-d$ cannot be guaranteed to be covered to satisfy Prime Path Coverage criterion.

**W Method Coverage does not subsume Basis Path Coverage.**

Explanation: We use an example to document this fact. The basis paths set for graph in Figure 10 is $\{a-b, a-c-d-e-b, a-d-e-c\}$ and with this set, Basis Path Coverage is satisfied. However, W Method Coverage cannot guarantee to cover both paths $e-b$ and $e-c$, from this set. Hence, W Method Coverage cannot be satisfied by this test set.

**N-Switch Coverage with $N+1 \geq$ (length of the longest path in $G$) is equivalent to All Path Coverage.**

Explanation: Theoretical possible length of test paths satisfying N-Switch Coverage where $N+1 \geq \text{length of the longest path in } G$ is simply the same as a length of the longest path in $G$. So, all paths in $G$ will be present in a test set satisfying N-Switch Coverage with $N+1 \geq \text{length of the longest path in } G$. 
N-Switch Coverage with $N + 1 \geq \text{length of the longest prime path in } G$ subsumes Prime Path Coverage.

Explanation: N-Switch Coverage criterion with $N + 1 \geq \text{length of the longest prime path in } G$ guarantees to traverse all combinations of $N + 1$ adjacent edges, so all prime paths will be traversed as well in a test set satisfying this N-Switch Coverage criterion because these prime paths are not longer than $N$.

Boundary-interior Coverage subsumes Edge Coverage. Explanation: Since Boundary-Interior Coverage only reduces the number of repetitions of cycles within the traversal of the graph, it covers all edges as well as All Paths Coverage do.

In this overview, we have discussed the relations between coverage criteria listed in Section II that are necessary to construct the hierarchy graph presented in Figure 1. Some relations are not explicitly mentioned since they are a result of the transitivity of the subsume relation. An overview of these relations is also given in Table I, using the following notation:

- S - Criterion in a row subsumes a criterion in a column.
- E - Criterion in a row is equal to a criterion in a column.
- I - Criterion in a row is incomparable with a criterion in a column.
- N - Criterion in a row was not compared with a criterion in a column.
- !S - Criterion in a row does not subsume a criterion in a column.

In a few places of Table I there is an “I or S” state. These particular relations that were not necessary to construct the hierarchy graph presented in Figure 1 and to determine the exact relation, more analysis has to be done, which will be a subject of the future work.

IV. RELATED WORK

In the Model-based Testing field, individual definitions of test coverage criteria are present in the literature, usually in the works presenting test case generation algorithms, e.g., [14], [25], [37], [38]. However, less work exists regarding the comparison of individual test coverage criteria and in these works usually small sets of coverage criteria are compared, e.g., [7]–[12]. In the general path-based testing, overlapping with FSM-based testing, some basic tests were compared by Ammann and Offutt [1].

Watson and McCabe analyze Basis Path Coverage and experimentally proved that it subsumes Branch Coverage and Edge Coverage [7].

Lun and Chi [8] discussed a set of path-based testing coverage criteria for software architecture testing and explained their mutual subsumption formally. Further, Lun, Chi and Xu propose another two path-based coverage criteria for component testing, Node-Sequence Coverage and Edge-sequence Coverage, and prove the subsumption relationships altogether with criteria from their previous work [8], [12].

Marré and Bertolino have indirectly focused on coverage criteria subsumption when analyzing subsumptions of requirements which are sub-parts of directed graph-based SUT model that need to be covered to satisfy given criterion and are specific for each model [9].

Sinha and Harrold analyzed coverage criteria for data-flow testing using a directed-graph based SUT model and proposed a hierarchy where various criteria as All-du-paths, All-uses, All-p-uses/some-c-uses, All-c-uses/some-p-uses, All-p-uses, All-c-uses, All-defs and general graph-based SUT model criteria as All-path Coverage, Edge Coverage and Node Coverage are compared [10].

As we have not found a comprehensive overview of test coverage criteria dedicated directly to FSM testing, we provided such an overview in this paper.

V. CONCLUSION

In this paper, we have summarized the 14 most common test coverage criteria for FSM-based test case generation, including seven synonyms, discussed relations among these criteria, and put them in a hierarchy regarding their subsumption. For each of the discussed relations between individual criteria, an explanation documenting the relationship is given. Part of the discussed criteria is common for general path-based testing based on directed graphs as a system under test model as well as for finite state machines specifically (e.g., Node Coverage, Edge Coverage). This overlap is natural and is a result of the same basic structure, $G$ used as a SUT model. It is necessary to mention that more alternative coverage criteria exist and are significantly overlapping with the criteria listed in section IV.

As an example, we can give an overview by Souza et al., which lists more alternatives [39]; however, due to our opinion and industrial praxis, not so common. For this reason, we decided not to include them in this overview.

The presented overview is helpful for researchers and various industrial test engineers, as FSMs are one of the most common and widely-used modeling notations in the generation of test cases for software, electronics, or IoT system testing.
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