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Abstract

Using photometrically selected galaxies from the Hyper Suprime-Cam (HSC) survey, we measure the stellar-mass density profiles for satellite galaxies around isolated central galaxies (ICGs) from SDSS/DR7 at z ∼ 0.1. By stacking HSC images, we also measure the projected stellar-mass density profiles for ICGs and their stellar halos. The total mass distributions are further measured from HSC weak-lensing signals. ICGs dominate within ∼0.15 times the halo virial radius (0.15 R200). The stellar mass versus total mass fractions drop with the increase in projected distance up to ∼0.15 R200, beyond which they are less than 1% while staying almost constant. The integrated stellar mass in satellites is proportional to the virial mass of the host halo, M200, for ICGs more massive than 10^{10.5} M_{\odot}, i.e., M_{*, sat} \propto M_{\ast, ICG+diffuse}^{1.2}. Below 10^{10.5} M_{\odot}, the change in M200 is much slower with the decrease in M_{*, ICG+diffuse}. At fixed stellar mass, red ICGs are hosted by more massive dark matter halos and have more satellites. At M_{200} \sim 10^{12} M_{\odot}, both M_{*, sat} and the fraction of stellar mass in satellites versus total stellar mass, f_{sat}, tend to be marginally higher around blue ICGs, f_{sat} increases with the increase in both M_{*, ICG+diffuse} and M_{200}, and scales more linearly with M_{200}. We provide best-fitting relations to M_{200} versus M_{*, ICG+diffuse}, M_{*, sat} or M_{*, ICG+diffuse} + M_{*, sat}, and to f_{sat} versus M_{200} or M_{*, ICG+diffuse}, for red and blue ICGs separately.

Unified Astronomy Thesaurus concepts: Galaxy photometry (611); Galaxy dark matter halos (1880); Galaxy counts (588); Galaxy evolution (594); Galaxy mass distribution (606); Galaxy groups (597)

1. Introduction

In the structure formation paradigm of ΛCDM, galaxies form by the cooling and condensation of gas at centers of dark matter halos (White & Rees 1978). It is usually believed that galaxy formation involves two phases, an early rapid formation of “in situ” stars through gas cooling and a later phase of mass growth through accretion of smaller satellite galaxies, which were originally central galaxies of smaller dark matter halos. These smaller halos and galaxies, after falling into larger halos, become the so-called subhalos and satellite galaxies. These satellites lose their stellar mass due to tidal stripping. Stripped stellar materials typically lie in the outskirts of central galaxies and are more metal-poor than “in situ” stars, which form the diffuse light or the extended stellar halos around the central galaxies (e.g., Bullock & Johnston 2005; Cooper et al. 2010).

Many observational studies on satellite galaxies and the faint diffuse stellar halos focused on the Local Group (LG) or the very nearby universe because of the greater depth and detail with which nearby galaxies can be studied. Particular concerns have been paid to comparing ΛCDM predictions to the abundance and internal structure of dwarf spheroidal galaxies in and around the LG (e.g., Klypin et al. 1999; Moore et al. 1999; Kroupa et al. 2009; Boylan-Kolchin et al. 2011; Font et al. 2011; Tollerud et al. 2011) and to the low-surface-brightness stars of disk galaxies similar to our Milky Way (MW) Galaxy (e.g., Merritt et al. 2016; Harmsen et al. 2017; Merritt et al. 2020; Keller 2021). Such studies are limited by the fact that the nearby universe contains a limited number of galaxies, as considerable scatter is expected among systems of similar-mass halos (e.g., Cautun et al. 2015a; Guo et al. 2015; Carlsten et al. 2021; Mao et al. 2021).

Early studies of extragalactic satellites in the more distant universe often rely on spectroscopic surveys with redshift information to study their projected number density profiles to the central galaxies (e.g., Vader & Sandage 1991; Sales & Lambas 2005; Chen et al. 2006). Spectroscopic redshifts enable direct discrimination between true satellites and background sources. However, satellites with redshift information are usually about only one to two magnitudes fainter than the central galaxy in most existing wide-field spectroscopic surveys. To study smaller and fainter satellites, quite a few studies attempted to combine a redshift survey (for centrals) with a photometric survey (for satellites), which can reach several magnitudes fainter than pure spectroscopic surveys. Results can be achieved by stacking satellite counts around a large sample of central galaxies (e.g., Phillips & Shanks 1987; Lottieri et al. 1994; Lores et al. 2011; Wang et al. 2011; Guo et al. 2012; Jiang et al. 2012; Tal et al. 2012; Wang & White 2012; Nierenberg et al. 2013; Wang et al. 2014; Cautun et al. 2015b; Lan et al. 2016). Stacking not only helps to increase the signal-to-noise level but also the foreground and background source contamination can be subtracted statistically.

Similarly, studies on low-surface-brightness stellar halos of distant extragalactic systems often rely on stacking images of a large sample of galaxies with similar properties (e.g.,...
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Zibetti et al. 2004, 2005; Tal & van Dokkum 2011; D’Souza et al. 2014; Wang et al. 2019; Zhang et al. 2019. This is because the surface brightness, \( I \), of extended objects drops with distance, in a relationship with redshift, \( z \), as \( I \propto (1 + z)^{-3.4} \). Hence, for more distant galaxies, the surface brightness of their faint stellar halos can be only a few percent or even less than the sky background. This makes it more difficult to study distant stellar halos individually. Fortunately, the noise level of the stacked image can be significantly decreased with the increase in the number of input images used for stacking. It enables the detection of the averaged signals for extended stellar halos, which were once below the noise level of individual images.

The observed abundance and properties of satellite galaxies, the total mass or emission in central galaxies and their diffuse stellar halos, and their connections to the host dark matter halos are important aspects to qualitatively test the theory of galaxy formation. It has been recognized that more massive central galaxies have a higher abundance of satellites and more dominant outer stellar halos (e.g., Guo et al. 2011a; Wang et al. 2011; Jiang et al. 2012; D’Souza et al. 2014; Wang et al. 2014; Lan et al. 2016). In addition, there are more satellites and also more extended stellar halos around red passive centrals than blue centrals with the same stellar mass (e.g., Peng et al. 2012; Wang & White 2012; D’Souza et al. 2014). So far, observations are generally consistent with predictions by theoretical studies (e.g., Purcell et al. 2007; Oser et al. 2010; Lackner et al. 2012; Cooper et al. 2013; Kaviraj et al. 2014; Pillepich et al. 2014; Cooper et al. 2015; Rodriguez-Gomez et al. 2016, 2016; Karademir et al. 2019).

The halo mass versus stellar mass relation of central galaxies has been investigated in many previous studies, based on a few different approaches including abundance matching (e.g., Guo et al. 2010), halo occupation distribution (HOD) modeling (e.g., Wang & Jing 2010; Moster et al. 2010, 2013; Wang et al. 2013b, 2013a) or lensing measurements (e.g., Leauthaud et al. 2012; Han et al. 2015; Hudson et al. 2015). It has been generally recognized that the relation shows a transition around the MW mass, above which halo mass changes more rapidly with stellar mass and below which halo mass changes very slowly with the decrease in stellar mass. However, many existing studies did not distinguish central galaxies by color upon determining the relations. In addition, the emissions in the outer stellar halos of massive elliptical galaxies often fail to be detected in shallow surveys such as the Sloan Digital Sky Survey (SDSS), resulting in underestimates in the total luminosity or stellar mass of central galaxies (e.g., He et al. 2013; D’Souza et al. 2015).

Alternatively, many studies use satellite abundance as a proxy to the host halo mass (e.g., Peng et al. 2012; Wang & White 2012; Sales et al. 2013; Rodríguez-Puebla et al. 2015; Man et al. 2019). Indeed, as have been proven by weak-lensing measurements, red passive centrals not only have more satellites but also they are hosted by more massive dark matter halos than blue centrals with the same stellar mass (Mandelbaum et al. 2016), indicating a tight relation between satellite abundance and host halo mass. Recently, Tinker et al. (2021) further suggested that the total luminosity of satellites brighter than a certain magnitude threshold can be used as a good proxy to the host halo mass.

In this paper, we at first reinvestigate the role of satellites as proxies to their host halo mass, by counting and averaging photometric companions from the Hyper Suprime-Cam (HSC) deep imaging survey around spectroscopically identified isolated central galaxies (ICGs) selected from SDSS/DR7. We avoid the small-scale regions close to the central galaxies, which are significantly affected by source deblending mistakes. We calculate the average projected stellar-mass density profiles for satellites, and for red and blue central galaxies separately. The integrated stellar mass in these satellites will be directly compared with the best-constrained host halo mass through weak-lensing signals.

In addition to satellites, the projected stellar-mass density profiles for central galaxies and their stellar halos will be measured and investigated in this paper as well, and for red and blue centrals separately. Based on the HSC imaging data products, Wang et al. (2019, hereafter Paper I) have measured the point-spread-function (PSF)-corrected surface brightness profiles by stacking images of ICGs. In this study we follow the approach in Paper I but further convert the surface brightness profiles to projected stellar-mass density profiles. The integrated stellar mass over the profile after stacking includes the contribution from the faint outer stellar halos, which was not fully detectable in shallow surveys or before stacking.

Combining the measurements of satellites, centrals, and their stellar halos, we are able to investigate the radial distribution of total stellar mass versus dark matter. We also investigate the connection between satellites and central galaxies plus their diffuse stellar halos, including the fraction of stellar mass in satellites versus the total stellar mass, and the transition radius beyond which satellites dominate. This is the first attempt at measuring the projected stellar-mass density profiles for both the diffuse stellar halos and satellite galaxies in the same paper.

We introduce our sample selection of halo central galaxies, the HSC photometric source catalog and imaging products, and the HSC shear catalog in Section 2. Our method of satellite counting and stacking, image stacking, PSF and K-corrections, and lensing measurements are detailed in Section 3. Results are presented in Section 4. We conclude at the end (Section 5).

We adopt as our fiducial cosmological model the first-year Planck cosmology (Planck Collaboration et al. 2014), with values of the Hubble constant \( H_0 = 67.3 \text{ km s}^{-1} \text{ Mpc}^{-1} \), the matter density \( \Omega_m = 0.315 \), and the cosmological constant \( \Omega_{\Lambda} = 0.685 \).

2. Data

2.1. Isolated Central Galaxies

To identify a sample of galaxies with a high fraction of central galaxies in dark matter halos (purity), we select galaxies that are the brightest within given projected and line-of-sight distances. The parent sample used for this selection is the NYU Value Added Galaxy Catalog (NYU-VAGC; Blanton et al. 2005), which is based on the spectroscopic main galaxy sample from the seventh data release of the SDSS/DR7 (Abazajian et al. 2009). The sample includes galaxies in the redshift range of \( z = 0.001 \) to \( z \sim 0.4 \), which is flux limited down to an apparent magnitude of 17.77 in the SDSS r band, with most of the objects below redshift \( z = 0.25 \).

Following D’Souza et al. (2014), we at first exclude galaxies whose minor to major axis ratios are smaller than 0.3, which are likely edge-on disk galaxies. de Jong (2008) pointed out that the scattered light through the far wings of the PSF from edge-on disk galaxies can significantly contaminate the signal of stellar halos.
2.2. HSC Imaging Data and Photometric Sources

HSC-SSP (Aihara et al. 2018a) is based on the new prime-focus camera, the Hyper Suprime-Cam (Miyazaki et al. 2012, 2018; Furusawa et al. 2018; Komiya et al. 2018) on the 8.2 m Subaru telescope. It aims for a wide field of 1400 deg$^2$ with a depth of $r \sim 26$, a deep field of 26 deg$^2$ with a depth of $r \sim 27$, and an ultra-deep field of 3.5 deg$^2$ with one magnitude fainter. In this paper we focus on the wide-field data. HSC photometry covers five bands (HSC-4grizy). The transmission curves and wavelength ranges for the HSC gri bands are almost the same as those of SDSS (Kawanomoto et al. 2018). HSC-SSP data is processed using the HSC pipeline, which is a specialized version of the LSST (Axelrod et al. 2010; Jurić et al. 2017) pipeline code. Details on the HSC pipeline are available in the pipeline paper (Bosch et al. 2018), and here we only introduce the main data reduction steps and the corresponding data products of HSC.

In the context of HSC, a single exposure is called one “visit” with a unique “visit” number. The same sky field is “visited” multiple times. The HSC pipeline involves four main steps: (1) processing of a single-exposure (one visit) image, (2) joint astrometric and photometric calibration, (3) image coaddition, and (4) coadd measurement.

In the first step, bias, flat field, and dark flow are corrected for. Bad pixels, pixels hit by cosmic rays, and saturated pixels are masked and interpolated. The pipeline first performs an initial background subtraction before source detection. Detected sources are matched to external reference catalogs in order to calibrate the zero-point and a gnomonic world coordinate system for each CCD. After galaxies and blended objects are filtered out, the sky background is estimated and subtracted again, based on blank pixels that do not contain any detection. A secure sample of stars are used to construct the central PSF model. The outputs of this step are called Calexp images (means “calibrated exposure”). They are given on an individual exposure basis.

In the second joint calibration step, the astrometric and photometric calibrations are refined by requiring that the same source appearing in different locations of the focal plane during different visits should give consistent positions and fluxes. Readers can find details in Bosch et al. (2018). The joint calibration improves the accuracy of both astrometry and photometry.

In the third step, the HSC pipeline resamples images to the predefined output sky map. It involves resampling both the single-exposure images and the PSF model (Jee & Tyson 2011) using a third- (for internal releases earlier than and also including S18a) or fifth-order (For S19a and later releases) Lanczos kernel. Resampled images of different visits are then combined together (coaddition). Images produced through coaddition are called coadd images.

In the last step, objects are detected, deblended, and measured from the coadd images. A maximum-likelihood detection algorithm is run independently for each band. The background is estimated and subtracted once again. The detected footprints and peaks of sources are merged across different bands to maintain detections that are consistent over different bands and to remove spurious peaks. These detected peaks are deblended and a full suite of source measurement

---

Table 1

| log $M_*/M_\odot$ | $R_{200,\text{mock}}$ [kpc] | $N_{\text{galaxy}}$ | $N_{\text{red}}$ | $N_{\text{blue}}$ |
|------------------|--------------------------|------------------|---------------|----------------|
| 11.4–11.7        | 10.2                      | 1108             | 964           | 44             |
| 11.1–11.4        | 11.1                      | 3576             | 3026          | 550            |
| 10.8–11.1        | 288.16                   | 6370             | 4345          | 2023           |
| 10.5–10.8        | 214.80                   | 6008             | 3142          | 2861           |
| 10.2–10.5        | 173.18                   | 3771             | 1353          | 2418           |
| 9.9–10.2         | 121.1                    | 3677             | 700           | 2977           |

Note. $R_{200,\text{mock}}$ is based on isolated central galaxies in a mock galaxy catalog built from the Munich semianalytical model of galaxy formation (Guo et al. 2011b), rather than using abundance matching.

We require that galaxies are the brightest within the projected virial radius, $R_{200,\text{AM}}$, of their host dark matter halos and within three times the virial velocity along the line-of-sight direction. Moreover, these galaxies should not be within the projected virial radius (also three times virial velocity along the line of sight) of another brighter galaxy. The virial radius and velocity are derived through the abundance matching formula of Guo et al. (2010), and thus we use the index AM here to denote abundance matching. It has been demonstrated that the choice of three times virial velocity along the line of sight is a safe criterion that identifies all true companion galaxies (Sales et al. 2013).

The SDSS spectroscopic galaxies suffer from the fiber collision effect that two fibers cannot be placed closer than 55″. To avoid the case when a galaxy has a brighter companion but this companion is not included in the SDSS spectroscopic sample, we use the SDSS photometric catalog to make further selections. The photometric catalog is the value-added Photoz2 catalog (Cunha et al. 2009) based on SDSS/DR7, which provides photometric redshift probability distributions for SDSS galaxies. We further discard galaxies that have a photometric companion, whose redshift is not available but is within the projected separation of the given selection criterion, and its photo-z probability distribution gives a larger than 10% of probability that it shares the same redshift as the central galaxy.

We provide in the third to fifth columns of Table 1 the numbers of all, red, and blue ICGs. The color division is slightly stellar mass dependent (see Wang & White 2012 for details). The total number of galaxies in each bin is larger than that in Paper I. This is because in Paper I we did not perform $K$-corrections, which accounts for the band shift due to cosmic expansion, and thus a narrower redshift range of 0.05 < $z$ < 0.16 was adopted to reduce the effect introduced by ignoring $K$-corrections. In this paper, we include $K$-corrections, and thus all ICGs over a wider redshift range are used. In Paper I, we investigated the purity and completeness of ICGs by using the mock galaxy catalog built from the Munich semianalytical model of galaxy formation (Guo et al. 2011b). We found galaxies selected in this way have more than 85% of being true halo central galaxies, and the completeness is above 90%. Hereafter, we call our sample of isolated central galaxies as ICGs.

---

8 $R_{200}$ is defined to be the radius within which the average matter density is 200 times the mean critical density of the universe. Throughout this paper, the virial mass is defined to be the total mass within $R_{200}$, denoted as $M_{200}$.

9 The pipeline mainly returns the PSF model within ~3″, which is the part dominated by the atmospheric turbulence.
algorithms is run on all objects, yielding independent measurements of source positions and other properties in each band. A reference band for detection is then defined for each object based on both the signal-to-noise ratio (S/N) and the purpose of maximizing the number of objects in the reference band. Finally, the measurement of sources is run again with the position and shape parameters fixed to the values in the reference band to achieve the “forced” measurement. The forced measurement brings consistency across bands and enables computing object colors using the magnitude difference in different bands.

The faint stellar halo to be studied in this paper can be less than a few percent of the sky background, and thus it is crucial to properly model and subtract the sky background. The HSC internal data releases S15, S16, and S17 used a sixth-order Chebyshev polynomial to fit individual CCD images to model the local sky background and instrumental features.\textsuperscript{10} It oversubtracts the light around bright sources and leaves a dark ring structure around bright galaxies. The oversubtraction is mainly caused by the scale of the background model (or order of the polynomial fitting) and the unmasked outskirts of bright objects. It is difficult to know how extended objects are before coaddition.

The internal S18a data release\textsuperscript{11} implements a significantly improved global background subtraction approach (Aihara et al. 2019). An empirical background model crossing all CCDs is used to model the sky background, meaning that discontinuities at CCD edges are avoided. A scaled “frame,” which is the mean response of the instrument to the sky for a particular filter, is used to correct for static instrumental features that have a smaller scale than the empirical background model. As have been shown in Aihara et al. (2019) and Wang et al. (2019), artificial instrumental features over the focal plane have been successfully removed following the use of the S18a data, leaving uniform image backgrounds. The S18a release also adopts a larger scale of about 1000 pixels to model the sky background, which minimizes the problem of oversubtraction.

While the global background subtraction approach has helped to avoid oversubtracting the extended outskirts of galaxies, it introduces new issues due to sky background residuals. One notable issue is that cModel fluxes are overestimated for some of the faint sources, and occasionally even a fake detection has a large flux. Thus, for the S19a data release, the pipeline performs the global background subtraction as S18a when processing single exposures, but it enables a local background subtraction upon coadd image processing for detailed measurements (e.g., galaxy shape and photometric redshift estimations). The issues due to sky background residuals have been mitigated in S19a, though not completely eliminated.

In our analysis throughout the main text of this paper, we use coadd images of the S18a internal data release to stack galaxy images and calculate the projected stellar-mass density profiles of central galaxies and their stellar halos. In addition, we use primary photometric sources, which are classified as extended from the S19a internal data release to calculate the radial distribution of satellite galaxies. We exclude sources with any of the following flags set as true in the g, r, and i bands: bad, ccenter, saturated, edge, interpolatedcenter, or suspectcenter. The S19a bright star masks are created based on stars from Gaia DR2, and we have excluded sources within the ghost, halo, and blooming masks of bright stars in the i band. We also limit to footprints reaching full depth in g and r bands. As have been discussed by Aihara et al. (2018b) and Wang et al. (2021), the completeness of photometric sources in HSC is very close to 1 at $r \sim 25$, and thus we adopt a flux limit of $r < 25$. The total area is a bit more than 450 deg$^2$.

\section*{2.3. HSC Shear Catalog}

We use the HSC three-year shape catalog (Li et al. 2021) produced from the i-band wide field of HSC S19a internal data release (H. Aihara et al., in preparation 2021). The catalog covers an area of 433.48 deg$^2$ with a mean seeing of 0.59. With conservative galaxy selection criteria, the raw galaxy source number density is 22.94 arcmin$^{-2}$.

The shapes of galaxies are estimated with the re-Gaussianization PSF correction method (Hirata & Seljak 2003). The output of the re-Gaussianization estimator is the galaxy ellipticity:

$$ (\epsilon_1, \epsilon_2) = \frac{1 - (b/a)^2}{1 + (b/a)^2} (\cos 2\phi, \sin 2\phi), $$

where $b/a$ is the axis ratio, and $\phi$ is the position angle of the major axis with respect to the equatorial coordinate system.

The shapes are calibrated with realistic image simulations downgrading the galaxy images from Hubble Space Telescope (Koekemoer et al. 2007) to the HSC galaxy images (Mandelbaum et al. 2018a). The calibration removes the galaxy property-dependent (galaxy resolution, galaxy S/N, and galaxy redshift) shear estimation bias (i.e., multiplicative bias and additive bias). The multiplicative bias and additive bias for a galaxy ensemble are

$$ \bar{m} = \sum w_i m_i, $$

$$ \bar{\epsilon}_{1,2} = \frac{\sum w_i a_i \epsilon_{1,2}^\text{PSF}}{\sum w_i}, $$

respectively. Here, $i$ refers to the galaxy index. $w_i$, $m_i$, and $a_i$ are the galaxy shape weight, multiplicative bias, and fractional additive bias for galaxy $i$. The galaxy shape weight is defined as

$$ w = \frac{1}{\sigma_\epsilon^2 + e_{\text{rms}}^2}, $$

where $e_{\text{rms}}$ is the rms of the intrinsic ellipticity per component, and $\sigma_\epsilon$ refers to the shape measurement error per component due to photon noise. $e_{\text{rms}}$ and $\sigma_\epsilon$ are modeled and estimated for each galaxy using the image simulation. The calibrated shear estimation for the galaxy ensemble is

$$ \bar{\hat{\epsilon}}_{1,2} = \frac{\sum w_i \epsilon_{1,2}^i}{2\mathcal{R}(1 + \bar{m})\sum w_i} - \frac{\bar{\epsilon}_{1,2}}{1 + \bar{m}}. $$

Here $\mathcal{R}$ is the shear responsivity, defined as the response of the ensemble-averaged ellipticity to a small shear (Bernstein & Jarvis 2002).

\section*{3. Method}

In the following, we introduce in Section 3.1 the satellite counting and background subtraction methodologies. To
calculate the stellar mass distribution of ICGs and their diffuse stellar halos, we at first stack galaxy images to obtain the PSF-corrected surface brightness profiles (Section 3.2). \( K \)-corrections are then achieved for each individual galaxy (Section 3.3). In the end, the surface brightness profiles are converted to the projected stellar-mass density profiles based on the \( K \)-corrected and PSF-free color profiles (Section 3.4). We introduce how the differential total mass density profiles are calculated from weak-lensing signals in Section 3.5.

### 3.1. Satellite Counts and Background Subtraction

To calculate the projected density profiles of stellar mass in resolved satellites around ICGs, we make use of the HSC source catalog, which is flux limited down to the \( r \)-band apparent magnitude of \( r \sim 25 \).

We follow the method of Wang & White (2012) and Wang et al. (2014) to make satellite counts. Around each ICG, we count all companions in projected radial bins, with the projected distances to ICGs computed from the angular separation and the redshift of the ICG. This includes both true satellites and foreground/background contaminations. For each companion, the \( K \)-correction formula of Westra et al. (2010) is applied by using its apparent color and also assuming it is at the same redshift as the ICG. Further, after distance modulus correction using the redshift of the central ICG, we obtain absolute magnitudes and rest-frame colors. A conservative red-end cut of \( 0.1 (g - r) < 0.065 \log_{10} M_{\text{s, sat}} / M_{\odot} + 0.35 \) is then made to the rest-frame colors of companions to eliminate the population of background sources that are too red to be at the same redshifts as ICGs, and hence increase the signal. To estimate the stellar mass to light ratios, we adopt a Gaussian Process Regression (GPR) fitting procedure, which estimates the stellar mass of each companion through its color and will be introduced in detail in Section 3.4.

Weighting companion number counts in different radial bins by their stellar mass, we obtain their projected stellar-mass density profiles around each ICG, which are based on companions with \( \log_{10} M_{\text{s, ICG}} - 3 < \log_{10} M_{\text{s, sat}} < \log_{10} M_{\text{s, ICG}} \). To ensure the completeness of satellites given the HSC flux limit of \( r < 25 \), we allow a particular central ICG to contribute counts only if the stellar mass corresponding to \( r \sim 25 \) at the redshift of the ICG and lying on the red envelope of the intrinsic color distribution\(^{12} \) is smaller than \( \log_{10} M_{\text{s, ICG}} - 3 \). Counts around all ICGs in the same stellar mass bin are cumulated and averaged to give the final profiles.

To subtract foreground/background sources, we repeat exactly the same steps with a sample of random points, which are assigned the same redshift and stellar mass distributions as ICGs. Centered on these random points, we calculate a suite of random profiles. The random profiles are subtracted from the profiles centered on real ICGs, to obtain the projected stellar-mass density profiles of real satellite galaxies.

Throughout the analysis of this paper, we consider the radial range, which is within 0.1 times the halo virial radius, 0.1 \( R_{200,m} \) to have been significantly affected by source deblending issues. We provide details about how this inner radius cut is determined in Appendix A. In the following sections, results over the entire radial range will still be presented, but the measured profiles of satellite galaxies within 0.1 \( R_{200} \) should be avoided for any scientific inferences.

### 3.2. Surface Brightness Profiles of ICGs and Stellar Halos

The readers can find details about how we process galaxy images and calculate the surface brightness profiles of ICGs and their outer stellar halos in Paper I. In this subsection, we introduce our main steps.

Centered on each ICG, we extract its image cutout with an edge length of \( 2 \times 1.3 \) times the virial radius, \( R_{200,m} \). Here the values of \( R_{200,m} \) for ICGs in a few different ranges of stellar mass are provided in the second column of Table 1, which are estimated from ICGs in the mock galaxy catalog of Guo et al. (2011b). The physical scales are converted to angular sizes according to the redshifts of the ICGs. Each image cutout is divided by the zero-point flux. Bad pixels such as those that are saturated, close to CCD edges, outside the footprint with available data, hit by cosmic rays, and so on, are masked. We correct the effect of “cosmic dimming” by multiplying the image cutout of each ICG by \((1 + z)^3\). The cutouts are resampled to ensure the same number of pixels within \( R_{200,m} \). Each pixel has a fixed physical scale of 0.8 kpc.

To look at the ICGs and their diffuse stellar halos, all other companion sources, including physically associated satellites and foreground/background sources, are detected and masked. Here we choose a combination of 0.5, 1.5, 2, and 3 times the background noise levels as detection thresholds and successively apply them to the image cutouts. Note when adopting 0.5 times the background noise as the threshold, we only use footprints which are also associated with sources detected by 1.5 times the background noise level as well. This is to avoid detected fakes below the noise level. The readers can check Paper I for more detailed comparisons on different choices of source detection and masking thresholds.

We stack images for ICGs with similar properties (e.g., in the same stellar mass bin of Table 1 and/or having similar colors). Stacking helps us to go beyond the noise level of individual images. For each pixel in the output image plane, we at first clip corresponding pixels from all input images (masked pixels are not included) by discarding 10% of the pixels near the two ends of the distribution tail. We have checked that varying this fraction between 1% and 10% does not bias the stacked surface brightness profiles.

In the end, to account for any residual sky background, we repeat the same steps for image cutouts centered on a sample of random points within the HSC footprint, and the random stacks are subtracted from the stacks of real galaxies. These random points are assigned the same redshift and stellar mass distributions as real galaxies. As has been shown in Paper I, the random stacks look ideally uniform and show flat surface brightness profiles, which are very well consistent with the large-scale surface brightness profiles centered on real galaxies. In addition, the random stacks can account for incomplete masking of foreground/background companion sources.

Many previous studies tried to align galaxy images along their major axis before stacking and calculate the surface brightness profiles based on elliptical isophotal contours, which are reported as functions of the semimajor axis lengths. In our analysis, we choose not to rotate galaxy images. So basically our stacked images are circularly averaged. As we have discussed in Paper I, because we have excluded extremely edge-on galaxies, circularly averaged profiles show only

\(^{12} \) To convert \( r \sim 25 \) to an absolute magnitude and then to a stellar mass limit, we have to assume a mass-to-light ratio, which is the highest given the reddest intrinsic color allowed at the corresponding redshift of the central ICG. This gives the highest, hence the safest, limit in stellar mass.
slightly steeper color profiles than major-axis-aligned and elliptically averaged profiles if the color gradient is negative, and the surface brightness profiles are not significantly affected.

The averaged one-dimensional surface brightness profiles can be obtained from stacked images, which are shown in Figure 1 for ICGs in a few different stellar mass bins. Slightly better signals are obtained thanks to the larger sample size than in Paper I, especially for the most and least massive stellar mass bins. In addition to the final stacked images and surface brightness profiles, the image cutouts and profiles of individual ICGs processed in this step are saved as well.

After achieving measurements for the one-dimensional surface brightness profiles, PSF corrections are made to the profiles in the HSC g, r, and i bands. The corrections are made according to the extended PSF wings measured in Paper I and by fitting PSF-convolved model profiles to the measured surface brightness profiles, in order to estimate the PSF-contamination fraction as a function of projected distance to the center of galaxies. The details are provided in Appendix B. Explicitly, the fraction increases with the increase in projected distance and decrease in stellar mass of ICGs. Interestingly, the fraction is higher around blue late-type galaxies than red early-type galaxies with the same stellar mass. This is mainly because blue galaxies are more extended, and their outer stellar halos are fainter. As a result, PSF tends to scatter more light from the central parts of galaxies to contaminate the signals of the true outer stellar halos.

3.3. K-corrections

After achieving PSF corrections for individual ICGs in g, r, and i filters, we conduct K-corrections using the PSF-free color profiles and the redshift of each individual ICG. The empirical K-correction formula provided by Westra et al. (2010) is adopted for the correction. Note the individual color profiles can be noisy, and when estimates of the color are not available due to negative flux, we do linear interpolations to obtain the color from neighboring radial bins with nonnegative flux values. After including K-corrections, we calculate the rest-frame color and surface brightness profile for each individual ICG and its stellar halo in the g, r, and i bands.

To test the robustness of K-corrections, Figure 17 in Appendix D shows the g − r color profiles of ICGs split into two redshift bins (z < 0.1 and z > 0.1) before and after K-corrections. The g − r colors of massive galaxies at different redshifts after the K-correction agree well with each other, and there are no obvious indications of failures in K-corrections. We have also checked the color profiles for individual ICGs before and after K-corrections, and the trends are all self-consistent.

3.4. Stellar Mass Profiles of ICGs and Their Stellar Halos

Here we introduce how the surface brightness profiles of ICGs + their stellar halos are converted to the projected stellar-mass density profiles. In a previous study, Huang et al. (2018) obtained the stellar mass profiles for individual massive galaxies assuming that the massive galaxies can be well described by an average stellar mass to light ratio (M_*/L). Huang et al. (2018) achieved SED fitting and K-correction using the five-band HSC cModel magnitudes. The approach of Huang et al. (2018) is more reasonable for their massive galaxies, which show shallow color gradients. In our analysis, we probe a much broader range in stellar mass, and smaller galaxies can have much steeper color gradients (see Paper I). Thus, we use the radius-dependent color profiles to infer M_*/L at the different radius.

To estimate the r-band stellar mass to light ratios (M_*/L_r), we adopt a machine-learning approach of GPR to fit the average dependence of M_*/L_r on rest-frame 0.1(g − r) and 0.1(r − i) colors. SDSS spectroscopic main galaxies are used for the training. GPR is a method that fits a Gaussian process (GP) to data points. It allows for fitting arbitrary data points in multiple dimensions without assuming any functional form. In this study, we use GPR as a flexible nonparametric smooth fit to M_*/L_r versus 0.1(g − r) and 0.1(r − i) colors. A thorough understanding of GPR is not essential for this paper, as long as the readers can recognize GPR to be a nonparametric interpolation method. The readers can find more details about GPR from the Appendix of Han et al. (2019).

We randomly pick up a 90% subsample of SDSS spectroscopic main galaxies for training. The remaining 10% subsample is used for validation. The original values of M_*/L_r versus colors of the validating subsample are demonstrated as black points in Figure 2, while red points are the predictions through GRP. It is very encouraging to see that the red points trace well the black ones. In addition, we can see from the predictions that M_*/L_r shows a strong dependence on 0.1(g − r), while the dependence on 0.1(r − i) is still present though much weaker compared with that on 0.1(g − r). Note our GPR only fits the average relation between M_*/L_r and the colors. The prominent dependence of M_*/L_r on 0.1(g − r) appears sufficient to explain the scatter in M_*/L_r at fixed 0.1(r − i) in the lower-right panel. The remaining scatter around the red points at fixed 0.1(g − r) in the top panel are those attributed to noises in our fitting.
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3.5. Measuring the Differential Density Profiles from Weak-lensing Signals

In this study we follow the method described in Mandelbaum et al. (2018b) to calculate the mean differential projected density profiles for the total mass distribution around ICGs. In this subsection, we only summarize the main points.

The mean differential projected density profile, $\Delta \Sigma(r_p)$, is defined as the difference between the mean surface density enclosed by the projected radius $r_p$ (denoted $\bar{\Sigma}(r_p)$) and the mean surface density at that radius (denoted $\bar{\Sigma}(r_c)$). The quantity $\Delta \Sigma(r_p)$ can be related to the mean tangential shear of background source galaxies, $\gamma_t$, and the lensing critical density, $\Sigma_c$,

$$\Delta \Sigma = \langle \gamma_t \rangle \Sigma_c,$$

(5)

where $\Sigma_c$ is defined as

$$\Sigma_c = \frac{c^2}{4\pi G D_s D_L}.$$

(6)

$D_L$ and $D_s$ refer to the angular diameter distances of lens and source, respectively, and $D_{ls}$ is the angular diameter distance between the lens and source. Note throughout this paper, we use physical separations in our analysis rather than comoving separations.

The mean tangential shear can be related to the directly measurable mean tangential ellipticity, $e_t$, of source galaxies, and the two differing by a factor of twice the shear responsivity, $R$. Thus, $\Delta \Sigma$ is calculated based on Equation (4), in which $e_{12}$ is replaced by $e_t \Sigma_c$. In our calculation, we additionally use $1/\Sigma_c^2$ as weights to optimize the S/N.

For each lens galaxy with redshift $z_l$, source galaxies are selected as those with photometric redshifts greater than $z_l + 0.2$. The photometric redshifts are computed with dNNz (deep Neural Network photo-z). The readers can find more details about HSC photometric redshifts in Nishizawa et al. (2020). The typical errors in HSC photometric redshifts are about 0.1, which can result in a typical underestimate in the weak-lensing-measured mass of only $\sim 0.02$ dex (Han et al. 2015; see also Nakajima et al. 2012) at low redshifts. Besides, we have also tested alternative choices of $z_l + 0.3$ and $z_l + 0.4$, and the conclusions of this paper are almost the same. Thus photometric redshift errors are unlikely to have significantly affected our conclusions.

4. Results

4.1. Projected Stellar-mass Density Profiles of Satellites, ICGs, and Their Stellar Halos

The projected stellar-mass density profiles are presented in Figure 3, for ICGs grouped into a few different stellar mass bins. Hereafter, we call the projected stellar-mass density profiles in short as profiles. The profiles of ICGs + their extended stellar halos and of satellites are shown in the top and bottom panels,
Figure 3. Projected stellar-mass density profiles of ICGs + their stellar halos (top) and of satellites (bottom), centered on ICGs in different stellar mass bins (stellar mass taken from SDSS). The log stellar mass ranges are shown in the legend. Error bars are based on the 1σ scatters of 100 bootstrap subsamples. The gray shaded region in the bottom panel marks the radial range where the satellite profiles are significantly affected by deblending issues.

respectively. The projected distance, $r_p$, has been scaled by the halo virial radius (see Table 1), $R_{200,mock}$ which will be the convention adopted in most of the figures in the following sections. In Paper 1, we reported that the surface brightness profiles of ICGs and their stellar halos are very similar to each other after being scaled by $R_{200,mock}$, which is particularly true over the stellar mass range of $10.2 < \log_{10} M_*/M_\odot < 11.1$. After being scaled by $R_{200,mock}$, the stellar-mass density profiles after PSF deconvolution also become more similar over the stellar mass range of $9.2 < \log_{10} M_*/M_\odot < 11.7$, as revealed by the top plot of Figure 3.

The profiles of satellites, on the other hand, show very different trends. As demonstrated by the bottom panel of Figure 3, the profiles centered on more massive ICGs have higher amplitudes after scaling $r_p$ by $R_{200,mock}$ and at $r_p/R_{200,mock} > 0.1$, indicating the scaling relation between the stellar mass in satellites and the host halo mass must be different, which we will discuss later in Section 4.2. The profiles of satellites are also more flattened and extended than those of the central ICGs + their stellar halos.

In Figure 4, the profiles centered on ICGs with different stellar mass are presented in separate panels. In each panel, ICGs are further split into red and blue populations based on a stellar-mass-dependent color division of $0.1(g - r) < 0.065 \log_{10} M_*/M_\odot + 0.1$. The profiles of satellite galaxies behave very differently around red and blue ICGs. Beyond $0.1 R_{200,mock}$, where the profiles are not significantly affected by deblending issues, the amplitudes are higher around red ICGs with $\log_{10} M_*/M_\odot > 10.8$. At $\log_{10} M_*/M_\odot < 10.8$, we fail to see significant differences given the noisy measurements.

In an early study, Wang & White (2012) reported that the satellite abundance around red isolated galaxies is higher than those around blue ones with the same stellar mass, which reflects the fact that red central galaxies are hosted by more massive dark matter halos than blue centrals with the same stellar mass. This has been directly confirmed by weak-lensing measurements from SDSS (Mandelbaum et al. 2016), and it was found that the difference in satellite abundance and host halo mass between red and blue ICGs both peak at the stellar mass of about $\log_{10} M_*/M_\odot \sim 11.1$.

With the high-quality weak gravitational lensing shear measurements based on the deep and high-resolution HSC imaging products, we can measure the lensing signals as a function of the projected radius, $r_p$, despite the fact that the footprint of HSC is much smaller than SDSS. The lensing signals are presented in Figure 5. In the top-right and middle-left panels (10.8 < $\log_{10} M_*/M_\odot < 11.4$), the lensing signals around red ICGs are clearly higher in amplitudes. For the most massive stellar mass bin (11.4 < $\log_{10} M_*/M_\odot < 11.7$), the middle-right panel (10.5 < $\log_{10} M_*/M_\odot < 10.8$), and the bottom-left panel (10.2 < $\log_{10} M_*/M_\odot < 10.5$), there are also indications that the blue curve is below the red one, but the difference is not significant compared with the error bars. Besides, there are no obvious differences between the red and blue curves in the two bottom panels. Note we do not have enough numbers of blue/red ICGs at the most/least massive ends. Nevertheless, the trends revealed by lensing signals are in good agreement with the results based on satellites in Figure 4, i.e., over the stellar mass range of 10.8 < $\log_{10} M_*/M_\odot < 11.4$, we clearly detect that red ICGs tend to have more satellites and are hosted by more massive dark matter halos than blue ICGs in the same stellar mass bin.

The profiles of ICGs + their stellar halos in Figure 4 behave differently for red and blue ICGs as well. On small scales, red ICGs tend to have slightly more concentrated profiles than blue ICGs, except for the most massive bin. Such a difference is more obvious for smaller ICGs in the three bottom panels, i.e., the profiles of blue ICGs tend to have higher amplitudes than those of red ICGs at 0.02 $R_{200} < r_p < 0.09 R_{200}$. The top middle and right panels also show similar but weaker trends. Note in the most massive bin, there is not enough number of blue ICGs, and our conversion from surface brightness profiles to projected stellar-mass density profiles might have weakened such a difference.

On larger scales, red ICGs tend to have more extended stellar halos than blue ones. This is in good agreement with previous studies based on both real observations (e.g., D’Souza et al. 2014) and hydrodynamical simulations (e.g., Pillepich et al. 2014; Rodriguez-Gomez et al. 2016). The outer stellar halo is believed to be dominated by stripped stars from satellites, and thus, the difference indicates that red passive galaxies accrete more stars than blue star-forming galaxies.

The facts that red centrals have more satellites, more extended stellar halos, and are hosted by more massive dark matter halos support the standard theory of structure and galaxy formation, which we will discuss in Section 5. Despite the difference in $M_{200}$ (hence $R_{200}$) for red and blue ICGs at fixed stellar mass, as revealed by weak-lensing signals, we scale the projected distance $r_p$ to red and blue ICGs using the same $R_{200,mock}$ in Table 1, without distinguishing by color.
We note in the end that the profiles of satellites around blue ICGs tend to be more concentrated than those around red ICGs for the few innermost data points, which might indicate the stronger tidal disruption around red ICGs in such inner regions. However, as shown in Appendix A, the satellite counts may have been significantly affected by deblending issues within $0.1 R_{200,\text{mock}}$, mock mock. In fact, Wang et al. (2021) have reported that the rich substructures of blue late-type ICGs, such as spiral arms and star-forming regions, can have high possibilities to be mistakenly deblended as companion sources, which result in a fake increase in the inner number density profiles of satellites. Proper investigations of the inner satellite profiles require very careful corrections for such deblending issues.

By fitting the Navarro–Frenk–White (NFW) profiles to the lensing signals in Figure 5, we are able to recover the best-fitting virial mass, $M_{200}$, for the host halos of ICGs with different stellar masses, which can be used to directly investigate the relations between host halo mass and the total stellar mass in satellites, in ICGs, and their extended stellar halos. In the next section, we move on to investigate these scaling relations for red and blue ICGs separately.

### 4.2. Scaling Relations

The weak-lensing mass profiles in Figure 5 are measured and fitted out to $2 R_{200,\text{mock}}$, mock mock, mock which is close to the halo depletion radius (Fong & Han 2021) that marks the separation between the one- and two-halo terms in the halo model (e.g., Hayashi & White 2008; Garcia et al. 2021). For each measured profile,
we fit a single projected NFW profile (Wright & Brainerd 2000) with the virial mass, $M_{200}$, and concentration, $c_{200}$, as free parameters. The fitting is done by minimizing the value of $\chi^2$ using the software MINUIT, which is a Python interface of the MINUIT function minimizer (James & Roos 1975). We have also tried the EMCEE software (Foreman-Mackey et al. 2013). The best-fitting NFW profiles and the associated errors using MINUIT and emcee agree well with each other.

In principle, we can directly use the $R_{200}$ inferred from weak-lensing signals, which are not exactly the same as $R_{200,mock}$ in Table 1. In fact, the $R_{200}$ inferred from weak-lensing signals are larger than $R_{200,mock}$ by about 24%, 9%, 12%, 1.6%, 2.2%, and <1% from the most to least massive bins. The discrepancy is larger for more massive bins, which is perhaps related to the large scatter in $M_{200}$ at fixed stellar mass for massive halos. However, given the measurement uncertainties, we stick to use $R_{200,mock}$ in Table 1. It affects how the results are presented in Figures 3 and 4, but does not change the conclusions. As we have checked, the trends in Figure 3 slightly differ, but the conclusion still holds if using $R_{200}$ estimated from weak-lensing signals. The other conclusions that are going to be presented in this subsection are not affected at all.

Figure 6 shows the best-fitting virial mass of the host dark matter halo, $M_{200}$, versus the stellar mass of ICGs + their stellar halos, $M_*,ICG+\text{diffuse}$, which is integrated over the profiles in Figure 4. Note here we choose to use $M_*,ICG+\text{diffuse}$ instead of the original stellar mass of ICGs measured from the shallower SDSS photometry, which we denote as $M_*,ICG$. We only show the vertical error bars for the best-fitting $M_{200}$ from weak-lensing signals, as the error bars in $M_*,ICG+\text{diffuse}$ are very small for ICGs in a given stellar mass bin.

It seems the $M_{200}$ of red ICGs is on average larger than that of blue ICGs in the same stellar mass bin, but only the second and third massive data points show more than 1σ significance, which is in very good agreement with the trends shown in Figures 4 and 5. At log10($M_*,ICG+\text{diffuse}$/M⊙) > 10.5, the power-law index is very close to 2 (or $M_*,ICG+\text{diffuse} \propto M_0^{2.04\pm0.080}$). Indeed, for the four most massive data points of red ICGs, where the error bars are small enough, the best-fitting power-law index is 2.064 ± 0.080. At log10($M_*,ICG+\text{diffuse}$/M⊙) < 10.5, on the contrary, the rate of change of the host dark mass becomes slower, despite the significant decrease in stellar mass. The general trends are consistent with stellar mass versus halo mass relations measured in previous studies (e.g., Guo et al. 2010; Wang & Jing 2010; Leauthaud et al. 2012; Yang et al. 2012; Moster et al. 2013; Wang et al. 2013b, 2013a; Hudson et al. 2015).

Following the functional form adopted in Wang & Jing (2010), we model the relation of $M_{200}$ versus $M_*,ICG+\text{diffuse}$ for red and blue ICGs separately as

$$M_*,ICG+\text{diffuse} = \left(\frac{M_{200}}{M_0}\right)^{-\alpha} + \left(\frac{M_{200}}{M_0}\right)^{-\beta}.$$  

(7)

In order to properly consider the errors in $M_{200}$ for the fitting, Equation (7) is in fact tabulated into values of $M_{200}$ versus $M_*,ICG+\text{diffuse}$ for a given set of parameters, before fitting to the data points. The best-fitting relations are shown as magenta and cyan dashed curves in Figure 6, for red and blue ICGs, respectively. The best-fitting parameters are provided in the first and second rows of Table 2.

Our results in Figure 6 are consistent with the commonly recognized galaxy formation models. For massive galaxies, a change in stellar mass leads to a more rapid change in host halo mass. In standard galaxy formation theory, active galactic nucleus (AGN) feedback is often adopted to prohibit star-forming

Table 2

The Best-fitting Parameters for the Scaling Relations Presented in Figures 6, 8, and 9, for Red and Blue ICGs

| Relation                          | log10$M_0$ | $\alpha$ | $\beta$ | log10$k$ |
|----------------------------------|------------|----------|---------|----------|
| $M_{200}$ vs. $M_*,ICG+\text{diffuse}$ (red ICG) | 12.14 ± 0.50 | 1.69 ± 1.13 | 0.39 ± 0.13 | 10.51 ± 0.43 |
| $M_{200}$ vs. $M_*,ICG+\text{diffuse}$ (blue ICG) | 12.80 ± 2.58 | 1.10 ± 0.86 | 0.08 ± 3.81 | 11.21 ± 1.31 |
| $M_{200}$ vs. $M_*,\text{sat}$ (red ICG) | 11.97 ± 0.86 | 3.00 ± 5.47 | 0.95 ± 0.26 | 9.45 ± 1.25 |
| $M_{200}$ vs. $M_*,\text{sat}$ (blue ICG) | 13.39 ± 1.06 | 1.54 ± 0.66 | 0.01 ± 4.86 | 11.42 ± 0.83 |
| $M_{200}$ vs. $M_*,ICG+\text{diffuse} + M_*,\text{sat}$ (red ICG) | 11.80 ± 0.48 | 2.67 ± 1.70 | 0.65 ± 0.12 | 10.18 ± 0.50 |
| $M_{200}$ vs. $M_*,ICG+\text{diffuse} + M_*,\text{sat}$ (blue ICG) | 12.74 ± 1.94 | 1.18 ± 0.72 | 0.42 ± 1.06 | 11.29 ± 1.72 |

Note. The model functional form is $X = \left(\frac{M_0}{M_0}\right)^{-\alpha} + \left(\frac{M_0}{M_0}\right)^{-\beta}$, where $X$ represents $M_*,ICG+\text{diffuse}$, $M_*,\text{sat}$ or $M_*,ICG+\text{diffuse} + M_*,\text{sat}$. Note the data points around red ICGs tend to have higher amplitudes in corresponding figures, but the best-fitting amplitudes here are lower. This is due to the positive correlation between log10$k$ and log10$M_0$, and the negative correlation between log10$k$ and $\beta$. The discrepancy is larger for more massive bins, which is perhaps related to the large scatter in $M_{200}$ at fixed stellar mass for massive halos. However, given the measurement uncertainties, we stick to use $R_{200,mock}$ in Table 1. It affects how the results are presented in Figures 3 and 4, but does not change the conclusions. As we have checked, the trends in Figure 3 slightly differ, but the conclusion still holds if using $R_{200}$ estimated from weak-lensing signals. The other conclusions that are going to be presented in this subsection are not affected at all.

Figure 6 shows the best-fitting virial mass of the host dark matter halo, $M_{200}$, versus the stellar mass of ICGs + their stellar halos, $M_*,ICG+\text{diffuse}$, which is integrated over the profiles in Figure 4. Note here we choose to use $M_*,ICG+\text{diffuse}$ instead of the original stellar mass of ICGs measured from the shallower SDSS photometry, which we denote as $M_*,ICG$. We only show the vertical error bars for the best-fitting $M_{200}$ from weak-lensing signals, as the error bars in $M_*,ICG+\text{diffuse}$ are very small for ICGs in a given stellar mass bin.

It seems the $M_{200}$ of red ICGs is on average larger than that of blue ICGs in the same stellar mass bin, but only the second and third massive data points show more than 1σ significance, which is in very good agreement with the trends shown in Figures 4 and 5. At log10($M_*,ICG+\text{diffuse}$/M⊙) > 10.5, the power-law index is very close to 2 (or $M_*,ICG+\text{diffuse} \propto M_0^{2.04\pm0.080}$). Indeed, for the four most massive data points of red ICGs, where the error bars are small enough, the best-fitting power-law index is 2.064 ± 0.080. At log10($M_*,ICG+\text{diffuse}$/M⊙) < 10.5, on the contrary, the rate of change of the host halo mass becomes slower, despite the significant decrease in stellar mass. The general trends are consistent with stellar mass versus halo mass relations measured in previous studies (e.g., Guo et al. 2010; Wang & Jing 2010; Leauthaud et al. 2012; Yang et al. 2012; Moster et al. 2013; Wang et al. 2013b, 2013a; Hudson et al. 2015).

Following the functional form adopted in Wang & Jing (2010), we model the relation of $M_{200}$ versus $M_*,ICG+\text{diffuse}$ for red and blue ICGs separately as

$$M_*,ICG+\text{diffuse} = \left(\frac{M_{200}}{M_0}\right)^{-\alpha} + \left(\frac{M_{200}}{M_0}\right)^{-\beta}.$$  

(7)

In order to properly consider the errors in $M_{200}$ for the fitting, Equation (7) is in fact tabulated into values of $M_{200}$ versus $M_*,ICG+\text{diffuse}$ for a given set of parameters, before fitting to the data points. The best-fitting relations are shown as magenta and cyan dashed curves in Figure 6, for red and blue ICGs, respectively. The best-fitting parameters are provided in the first and second rows of Table 2.

Our results in Figure 6 are consistent with the commonly recognized galaxy formation models. For massive galaxies, a change in stellar mass leads to a more rapid change in host halo mass. In standard galaxy formation theory, active galactic nucleus (AGN) feedback is often adopted to prohibit star-forming
activities in massive galaxies, making the growth in stellar mass less efficient, which might explain why the change in host halo mass, the change in stellar mass is smaller. For galaxies smaller than $M_*$, $M_{*,ICG + diffuse}/M_*$ $\sim 10.5$, on the other hand, the slow change in host halo mass indicates that the star formation activities in low-mass halos are significantly more inefficient and stochastic, which depends very weakly on host halo mass.

Figure 7 shows a more detailed comparison of the stellar mass versus halo mass relation for all ICGs against the measurements in a few previous studies, which are either based on abundance matching and HOD modeling (Guo et al. 2010; Wang & Jing 2010; Moster et al. 2010, 2013; Wang et al. 2013b, 2013a) or based on modeling lensing signals of other surveys (Leauthaud et al. 2012; Hudson et al. 2015). Note all the HOD-based studies are measuring the stellar mass for halos at a given mass, whereas we are measuring the halo mass for ICGs in a given stellar mass bin through stacked lensing. Thus, we make the following conversion (Han et al. 2015):

$$\log_{10} M_{*,halo}(M_*) = \int \log_{10} M_{halo} dP(M_{halo}|M_*) $$

Figure 8 shows $M_{halo}$ is shown as a function of the stellar mass in satellites with $\log_{10} M_{*,halo} > \log_{10} M_{*,ICG} - 3$ and with projected distance to the central ICGs in between 0.1 $R_{200,mock}$ and $R_{200,mock}$ ICGs are split into red and blue populations, as indicated by the legend. Magenta and cyan dashed curves are best-fitting double-power-law functions to the measurements for red and blue ICGs, with the best-fitting parameters provided in Table 2. If fitting single-power-law models to the four most massive data points, the best-fitting results are $M_{200} \propto M_{*,halo}^{0.976 \pm 0.036}$ and $M_{200} \propto M_{*,halo}^{1.017 \pm 0.184}$ for red and blue ICGs, respectively.
faint-end slopes of satellite luminosity functions are shallower than \( \sim 2 \), satellites smaller than \( \log_{10} M_\text{s} \sim \log_{10} M_\text{s,ICG} - 3 \) are unlikely to contribute a significant fraction to the total stellar mass in satellites. However, the readers may argue that the chosen mass limit for satellites depends on the stellar mass of ICGs, which might include some artificial dependence on the properties of central ICGs. We think the total stellar mass in satellites below the cut is small anyway, but we have repeated our analysis by choosing a fixed cut in stellar mass, and our conclusions in the following remain the same.

There is a very tight correlation between \( M_{200} \) and \( M_\text{s, sat} \). Compared with the \( M_{200} \) versus \( M_\text{s,ICG+diffuse} \) relation, the relation between \( M_{200} \) and \( M_\text{s, sat} \) shows a much weaker dependence on the color of ICGs. The best-fitting power-law index based on the four most massive data points of red ICGs at \( \log_{10} M_\text{s, sat} > 10 \) (or \( \log_{10} M_\text{s,ICG+diffuse}/M_\odot > 10.5 \)) is \( 0.976 \pm 0.036 \), which is very close to \( 1 \), i.e., \( M_\text{s, sat} \propto M_{200} \). In addition, we also fit Equation (7) to Figure 8, and the best-fitting parameters are provided in Table 2. The power-law index is nearly twice that between \( M_\text{s,ICG+diffuse} \) and \( M_{200} \). This implies that with the same amount of change in host halo mass, the change in the total stellar mass locked in satellites is more rapid than the change in the total stellar mass in central ICGs at \( \log_{10} M_\text{s,ICG+diffuse}/M_\odot > 10.5 \).

Interestingly, we can see some indications that there are slightly more stellar mass locked in satellites around blue ICGs at \( \log_{10} M_{200}/M_\odot > 12.7 \), but the error bars are also very large and the difference is only marginal at \( \log_{10} M_{200}/M_\odot \sim 12.7 \). This perhaps indicates the late formation time of blue galaxies, and hence retaining more substructures and satellites. However, considering the fact that the best-fitting \( M_{200} \) are achieved through binning in stellar mass, while red and blue ICGs at fixed stellar mass can have different scatter in \( M_{200} \), we do not make a very strong conclusion here.

For completeness, we show in Figure 9 the halo mass, \( M_{200} \), versus the total stellar mass in satellites and central ICGs + their stellar halos, \( M_\text{s, sat} + M_\text{s,ICG+diffuse} \). Based on the four most massive data points of red ICGs, the best-fitting power-law index is \( 1.449 \pm 0.041 \) (\( M_\text{s, sat} + M_\text{s,ICG+diffuse} \propto M_{200}^{-1.449} \)). The best-fitting parameters based on Equation (7) are provided in Table 2. The power-law index is in between that of \( M_\text{s,ICG+diffuse} \) versus \( M_{200} \) and that of \( M_\text{s, sat} \) versus \( M_{200} \), and is expected to depend on the fraction of stellar mass locked in satellites.

The left plot of Figure 10 shows the fraction of stellar mass in satellites versus the total stellar mass in satellites and ICGs + their stellar halos, \( f_\text{sat} \), reported as a function of \( M_\text{s,ICG+diffuse} \) while the right plot shows the same fraction as a function of \( M_{200} \).

In both plots, \( f_\text{sat} \) increases with the increase in \( M_\text{s,ICG+diffuse} \) and \( M_{200} \) for the four most massive data points. \( f_\text{sat} \) can be as high as 50%-60% at the massive end, in general consistency with previous studies based on galaxy clusters (e.g., Gonzalez et al. 2013; Furnell et al. 2021), predictions by hydrodynamical simulations (e.g., Puchwein et al. 2010; Cui et al. 2014) and HOD modeling (e.g., Yang et al. 2009), though in these previous studies, there are still some tensions between observational constraints and predictions by simulations. For MW-mass galaxies, \( f_\text{sat} \) drops to slightly more than \( \sim 10\% \). At the low-mass end of the left plot, \( f_\text{sat} \) is nearly flat, again indicating the more stochastic star formation of low-mass galaxies and also the stochastic accretion of low-mass satellites by low-mass central ICGs. Interestingly, in contrast to the slow change of \( M_{200} \) with the decrease in both \( M_\text{s,ICG+diffuse} \) and \( M_\text{s, sat} \), \( f_\text{sat} \) tends to have a more linear relation with \( M_{200} \) in the right plot, though the best-fitting \( M_{200} \) is quite noisy at the low-mass end.

In the left plot, \( f_\text{sat} \) is higher around red ICGs than blue ICGs at fixed stellar mass, except for the least massive bin. The trends are self-consistent and can be explained by the fact that red galaxies sit in denser environments of our universe and thus accrete more massive satellites.

Interestingly, the right plot of Figure 10 reveals that the fractions of stellar mass in satellites around red and blue ICGs are similar, but at \( \log_{10} M_{200}/M_\odot > 12.7 \), it seems \( f_\text{sat} \) is slightly lower for red ICGs than blue ICGs hosted by dark matter halos with the same \( M_{200} \). This perhaps tells us that the fraction of stellar mass in satellites is mainly determined by the host halo mass, while in agreement with Figure 8 it probably also reflects the late formation of blue galaxies, which is a secondary factor compared with the host halo mass. However, the difference is not significant compared with the error bars.

We also provide the best-fitting relations of \( f_\text{sat} \) versus \( M_\text{s,ICG+diffuse} \) or \( M_{200} \). A cubic polynomial model is adopted to fit the relation between \( f_\text{sat} \) and \( M_\text{s,ICG+diffuse} \) and \( M_{200} \):

\[
\begin{align*}
 f_\text{sat} &= a \left( \frac{\log_{10} M_\text{s,ICG+diffuse}}{10} \right)^3 + b \left( \frac{\log_{10} M_\text{s,ICG+diffuse}}{10} \right)^2 \\
 &\quad + c \left( \frac{\log_{10} M_\text{s,ICG+diffuse}}{10} \right) + d,
\end{align*}
\]

while the single-power-law model is adopted to fit the relation between \( f_\text{sat} \) and \( M_{200} \):

\[
 f_\text{sat} = a \log_{10} M_{200} + b.
\]

The best-fitting parameters are provided in Table 3.
The model functional form is demonstrated by Equations (10) and (11).

\[ \text{Note. The model functional form is demonstrated by Equations (10) and (11).} \]

4.3. Radial Dependence of the Total Stellar Mass Fraction

So far we have investigated the scaling relations of \( M_{200} \) versus \( M_\text{ast} \) and \( M_\text{ast} + M_\text{ICG} \), and versus \( M_\text{ICG} \), and of the best-fitting NFW model. These are based on the integrated mass. With the measured mass profiles, we are able to more closely investigate the total stellar mass fraction as a function of the projected distance to ICGs.

Figures 11 and 12 show the projected total stellar-mass density profiles \( (M_\text{ICG} + M_\text{ast}) \), divided by the best-fitting projected NFW density profiles based on weak-lensing signals in Figure 5. Figure 11 is based on all ICGs, while in Figure 12 we further divide ICGs into red and blue subsamples. Note the inner satellite profiles within 0.1 \( R_{200,\text{mock}} \) are affected by deblending issues and are thus not reliable. However, in such inner regions, the profiles are dominated by the central ICGs, and thus the summation of the two is not sensitive to deblending mistakes.

In both figures, uncertainties of the satellite profiles, of the profiles of ICGs + their stellar halos, and of the best-fitting NFW profiles through the lensing signals are all considered and propagated to the final error bars. The uncertainties of the best-fitting NFW profiles are estimated from the boundaries that enclose 68% of the MCMC chains.

In Figure 11, high- and low-mass ICGs tend to have different stellar mass fractions, in terms of both the shapes and amplitudes. There is nearly a monotonic trend that less massive ICGs tend to have lower fractions over 0.02 \( R_{200,\text{mock}} < r_p < 0.1 R_{200,\text{mock}} \), except for the magenta and blue curves. This is partly related to the fact that massive ICGs are dominated by elliptical galaxies with de Vaucouleurs profiles and are thus

\[ \text{Figure 10. The fraction of stellar mass in satellites vs. the total stellar mass in satellites and ICGs + their stellar halos, reported as a function of the stellar mass in ICGs and their stellar halos, } \frac{M_\text{ICG} + M_\text{ast}}{M_\text{ICG}} \text{ (left), and as a function of } M_{200} \text{ (right). Red and blue symbols and curves are for red and blue ICGs, respectively. Magenta and cyan curves are the best-fitting cubic polynomial models (left) and power-law models (right) for red and blue ICGs.} \]

\[ \text{Table 3} \]

The Best-fitting Parameters for \( f_{\text{sat}} \) vs. \( M_\text{ICG} + M_\text{ast} \) and \( f_{\text{sat}} \) versus \( M_{200} \) in Figure 10, for Red and Blue ICGs

\[ \begin{array}{cccccc}
\text{Relation} & a & b & c & d \\
\text{f_{sat} vs. } M_\text{ICG} + M_\text{ast} \text{ (red ICG)} & 28.4658 \pm 0.0876 & -67.6943 \pm 0.1190 & 49.6482 \pm 0.1304 & -10.3045 \pm 0.1135 \\
\text{f_{sat} vs. } M_\text{ICG} + M_\text{ast} \text{ (blue ICG)} & 26.4056 \pm 0.1666 & -64.7616 \pm 0.2164 & 49.7637 \pm 0.2283 & -11.2813 \pm 0.1928 \\
\text{f_{sat} vs. } M_{200} \text{ (red ICG)} & 0.204 \pm 0.016 & -2.296 \pm 0.205 & \ldots & \ldots \\
\text{f_{sat} vs. } M_{200} \text{ (blue ICG)} & 0.188 \pm 0.033 & -2.068 \pm 0.403 & \ldots & \ldots \\
\end{array} \]

\[ \text{Figure 11. Total stellar mass (stellar mass in satellites and ICGs + their stellar halos) vs. total mass (the best-fitting NFW model profiles through weak-lensing signals) as a function of } r_p/R_{200,\text{mock}} \text{ and for ICGs in different stellar mass bins. The black dashed horizontal line marks the value of unity. Error bars include the contribution from three different parts: (i) the bootstrap errors of satellite profiles, (ii) the bootstrap errors of ICG + stellar halo profiles, and (iii) uncertainties in the best-fitting NFW model. (i), (ii), and (iii) are all propagated to the final errors.} \]
more centrally concentrated. On the other hand, low-mass ICGs are dominated by exponential profiles and are more extended. Thus, less massive ICGs tend to have less stellar mass in central regions but more stellar mass at intermediate radii. In addition, the fact that ICGs with $10.5 < \log_{10} M_\bullet/M_\odot < 10.8$ seem to show higher amplitudes beyond $0.02 R_{200,\text{mock}}$ than ICGs in the other neighboring bins probably indicate that $M_\bullet/M_{200}$ peaks for MW-mass galaxies (e.g., Guo et al. 2010). Note the measurement in the least massive bin (cyan curve) might be too noisy.

In Figure 12, blue ICGs tend to have higher stellar mass fractions between $0.02 R_{200,\text{mock}}$ and $0.1 R_{200,\text{mock}}$. The trend is also related to the fact that blue star-forming galaxies are dominated by exponential profiles and are thus more extended. Besides, this might imply a higher star formation efficiency per unit halo mass for blue star-forming galaxies.

In both Figures 11 and 12, the values of a few innermost data points are larger than 1. This likely reflects deviations from the NFW profile in the very inner region, where baryons dominate. The fractions keep dropping with the increase in projected distance to the central ICG up to $\sim 0.15 R_{200,\text{mock}}$. Interestingly, we can see the profiles go almost flat beyond $\sim 0.15 R_{200,\text{mock}}$, and the place where the profiles start to go flat is almost the same after scaling $r_p$ by $R_{200,\text{mock}}$. This reflects the transition radius from ICG-dominated regions to satellite-dominated regions.

In the satellite-dominated region beyond the transition radius, the stellar mass versus total mass fractions are all below 1%. The nearly flat profiles indicate the radial distribution of satellites tend to trace the distribution of dark matter, in good agreement with previous studies (e.g., Wang et al. 2018). In Figure 12, blue massive and red low-mass ICGs tend to have noisy measurements, which is due to the small number of galaxies with corresponding colors in these bins. There are some small differences between the red and blue curves in the satellite-dominated region, but the trend is not monotonic. Red ICGs tend to have lower stellar mass fractions than blue ICGs in the second and third massive bins, but higher fractions in the most massive fourth and fifth bins. Measurements in the least massive bin are too noisy (see Figure 5). Given the large error bars and noisy measurements, we avoid making strong conclusions.

Unfortunately, due to deblending issues, we are unable to have decent comparisons between the radial distribution of stellar mass in diffuse stellar halos and satellites. This is because beyond $0.1 R_{200,\text{mock}}$, where the results are not significantly affected by deblending mistakes, we have at most one to two data points for the profiles of the outer stellar halos. The radial range where we have good measurements for both satellites and ICGs + their stellar halos, while not sensitive to deblending mistakes, is very limited. We thus postpone such a comparison to future studies.

5. Conclusions and Discussions

In this study, we measured the projected stellar-mass density profiles for satellite galaxies as a function of the projected distance to the center of ICGs and for ICGs themselves + their extended stellar halos. The profiles of satellites are measured by counting photometric companions from the deep HSC imaging survey and with statistical fore-/background subtraction. The

![Figure 12. Similar to Figure 11, but showing the radial distribution for the fraction of total stellar mass versus total mass for red and blue ICGs separately. ICGs in different stellar mass bins are presented in different panels, as indicated by the text in each panel. Error bars are calculated in the same way as Figure 11.](image-url)
profiles of ICGs + their stellar halos are obtained by stacking galaxy images from the HSC to push beyond the noise limit of individual images.

The signals can be successfully measured around ICGs spanning a wide range in stellar mass (9.2 < log$_{10}$M$_{*,IGC}$/M$_{\odot}$ < 11.7) and out to the virial radius ($R_{200, mock}$), which demonstrates the power of the deep HSC survey. Despite the fact that the footprint of HSC is significantly smaller than that of SDSS, we are able to achieve measurements for ICGs that are smaller by one order of magnitude in stellar mass than previous studies based on SDSS.

We found red ICGs tend to have less extended inner profiles within 0.1 $R_{200, mock}$ and more extended outer stellar halos. Over the radial range not affected by source deblending issues, the stellar-mass density profiles of satellites have higher amplitudes around red ICGs than blue ICGs with the same stellar mass, in good agreement with previous studies (e.g., Wang & White 2012; Wang et al. 2014), which have reported higher satellite abundance around red ICGs. Weak-lensing signals reveal that red ICGs are hosted by more massive dark matter halos than blue ICGs with the same stellar mass, and such a difference peaks at about log$_{10}$M$_{200}$/M$_{\odot}$ ∼ 11.1, indicating the satellite abundance and total stellar mass locked in satellites are good proxies to the host halo mass.

Under the standard picture of cosmic structure formation, red galaxies formed early and grew fast at early epochs. The rapid star formation triggered feedback mechanisms heating the surrounding gas. As a result, late-time star-forming activities are prohibited due to the lack of cold gas supply, while their host dark matter halos, outer stellar halos, and the population of satellites keep growing through accretion. Because red galaxies are on average found in more overdense regions than blue galaxies, they probably even accrete more dark matter and more massive satellites. On the other hand, star-forming galaxies are blue. Thus, at fixed host halo mass, we expect red passive galaxies, whose star-forming activities were quenched a long time ago, to be smaller in stellar mass. In other words, if the stellar mass is the same, red galaxies are hosted by more massive dark matter halos and have more satellites.

We revealed a tight correlation between the stellar mass in satellites, $M_{*, sat}$, and the best-fitting host halo mass through weak-lensing signals, $M_{200}$, with the best-fitting power-law index very close to 1 at log$_{10}$M$_{200}$/M$_{\odot}$ > 10.5, i.e., $M_{*, sat}$ ∝ $M_{200}$. On the other hand, the scaling relation between the stellar mass in ICGs + their stellar halos and $M_{200}$ is very different, and the best-fitting relation has a power-law index close to 1/2 at $M_{*, ICG+diffuse}$ > 10.5, i.e., $M_{*, ICG+diffuse}$ ∝ $M_{200}^{1/2}$. Thus, with the same amount of increase in $M_{200}$, $M_{*, sat}$ increases faster than $M_{*, ICG+diffuse}$.

At $M_{*, ICG+diffuse}$ < 10.5, with the decrease in $M_{*, ICG+diffuse}$ the change in host halo mass is slow. This indicates the star-forming activities in low-mass galaxies is inefficient and stochastic, and the accretion of low-mass satellites by low-mass central ICGs is perhaps also more stochastic than that of more massive galaxies.

The difference between the scaling relations of $M_{200}$ versus $M_{*, sat}$ and of $M_{200}$ versus $M_{*, ICG+diffuse}$ can be intuitively understood under the framework of the standard cosmic structure formation theory. As has been mentioned, the host dark matter halo grows in mass and size through accretion. Smaller halos, after being accreted, become subhalos and satellites. In principle, the total stellar mass in satellites can be affected by many factors. For example, satellites can continue forming stars after being accreted by the host dark matter halo, and their stellar material can be stripped after infall. However, if we make a few assumptions: (i) the majority of stars are formed before infall; (ii) tidal stripping can be ignored, or the amount of stripped stellar mass is on average proportional to the stellar mass formed before infall; and (iii) at fixed host halo mass, the fraction of stellar mass show reasonable scatter around the mean, it is then not difficult to expect that, statistically, the total stellar mass in satellites is approximately proportional to the total accreted dark matter by the host halo. We also note that for low-mass galaxies, the scatter in stellar mass is huge at fixed halo mass based on previous abundance matching studies (e.g., Guo et al. 2010; Wang & Jing 2010), which reflects the more stochastic star formation in low-mass galaxies and explains why at log$_{10}$M$_{*, ICG+diffuse}$/M$_{\odot}$ < 10.5, $M_{200}$ changes little with the decrease in $M_{*, sat}$. For central galaxies, the growth in stellar mass is contributed by both in situ star formation and ex situ accretion of stars from satellites, and the in situ star formation is regulated by different physical mechanisms, such as AGN feedback for massive galaxies and more stochastic and inefficient star formation for low-mass galaxies as discussed above. Thus, the two populations of galaxies, centrals, and satellites are expected to follow very different stellar mass and host halo mass relations.

It would be interesting to investigate the total accreted stellar mass, i.e., those locked in surviving satellites and those accreted stars that have already been stripped from their parent satellites and are currently in the outer stellar halo. Observationally, the calculation of the latter is often achieved through multicomponent decomposition of galaxy images or surface brightness profiles (e.g., D'Souza et al. 2014; Oh et al. 2017). However, purely image-based two-component decomposition might be dangerous, because the outer component is determined by the few outermost data points, which could be sensitive to systematic uncertainties. We postpone more detailed investigations to future studies, in which we plan to at first validate the decomposition by conducting multi-component fitting to synthetic images based on numerical simulations.

Interestingly, we found indications that blue ICGs tend to have slightly more stellar mass in satellites and also higher fractions of stellar mass in satellites versus total stellar mass ($f_{sat}$) at $M_{200}$ ∼ 10$^{12.7}$M$_{\odot}$. If robust, this perhaps indicates the late formation time of blue ICGs. $f_{sat}$ increases with the increase in $M_{*, ICG+diffuse}$ at $M_{*, ICG+diffuse}$ > 10.5, which is close to 60% at log$_{10}$M$_{200}$/M$_{\odot}$ > 11.4 and drops to ~10% for MW-mass galaxies. At $M_{*, ICG+diffuse}$ < 10.5, on the other hand, $f_{sat}$ almost does not change with the decrease in $M_{*, ICG+diffuse}$ again implying the more stochastic star formation of low-mass galaxies and the stochastic accretion of low-mass satellites by low-mass central ICGs. In comparison, the relation between $f_{sat}$ and $M_{200}$ is more linear over the whole mass range probed.

Our measurements reveal that central ICGs + their stellar halos dominate within ~0.15 $R_{200, mock}$ and ~0.15 $R_{200, mock}$ marks the start of a transition radius into the satellite-dominated region. The fractions of total stellar mass versus total mass are

---

13 Late-time dry mergers can contribute to the growth of both dark matter and stellar mass while still maintaining the quiescent status of the galaxy. However, the peak stellar to dark matter ratio is only about 3% (e.g., Guo et al. 2010), and hence dry merger mainly contributes to the growth of dark matter, and the contribution to the late-time growth in stellar mass through dry merger events is expected to be minor.
the highest in the galaxy center, which keep dropping with the increase in projected distances to the central ICGs up to \( R_{200,\text{mock}} \approx 0.15 \). At \( r_p > 0.15 \), the stellar mass versus total mass fractions are all below 1% and stay almost constant, indicating the radial distribution of satellites tends to trace the distribution of the underlying dark matter.

In this study, issues related to source deblending within \( r_p \approx 0.1 \) prevent us from proper comparisons between the profiles of ICGs + their stellar halos and that of satellites. We leave more careful corrections for improper source deblending and multicomponent image decomposition, as have been discussed above, to future studies. Besides, we did not explicitly distinguish morphology and color in Paper I and this study, and it would be interesting to extend our studies to galaxies such as the red spiral galaxies (e.g., Bundy et al. 2010; Hao et al. 2019), in order to take a closer look at the morphological evolution and its connection to the quench of star-forming activities and the connection to the host dark matter halos. We also plan to extend our studies on satellite galaxies, centrals + stellar halos, and their host dark matter halos to intermediate and high redshifts.
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Appendix A
Source-deblending Issues

On scales close to the central ICGs, companion sources might blend with the footprint of the central galaxy and have to be deblended. However, the radial distribution of satellites may still suffer from imperfect deblending on scales close to the central dominating ICG. This not only affects satellite counts on small scales but also the surface brightness profiles of ICGs and their stellar halos could be affected if companion sources are not properly detected and thoroughly masked (see Section 3.2). For the latter, the problem is less significant because ICGs dominate over smaller companion galaxies. The amplitudes and slopes of the projected density profiles for satellites, however, may be significantly affected on small scales.

Tal et al. (2012) corrected their satellite counts on small scales, by modeling the smooth light distribution of their sample of luminous red galaxies, subtracting it from the image and detecting remaining sources again. Throughout this paper, we choose to ignore this issue by focusing on the radial range that is not affected by deblending issues. This is mainly because of the difficulties of modeling the light distribution of late-type galaxies, which have rich star-forming regions and substructures. The choice, however, prevents us from a detailed comparison between the radial distribution of satellites, centrals, and the diffuse stellar halos on scales affected by deblending issues for now. We postpone more detailed corrections for deblending issues to future studies.

To pick up a reasonable inner radius, outside which the satellite counts are not affected by deblending issues, we count background companions around our ICGs by using those very red companions with \( 0.1(g - r) > 0.065 \log_{10} M_*/M_\odot + 0.35 \).

Based on their color, if they are real galaxies instead of fake sources due to deblending mistakes, it is very unlikely that they stay at the same redshift of the central ICGs. These background
counts are divided by the counts around random points, and after division, the ratios are expected to scatter around unity. Any systematic deviation from unity on small scales mainly reflects issues associated with imperfect source deblending. Note source blending happens for foreground/background sources as well, which does not depend on whether the companion is a true satellite or a background source.

The results are shown in Figure 13. To ensure enough sources on small scales, we use all red background sources down to $r = 25$. On large scales, the profiles are consistent with unity, whereas on small scales close to the central parts of ICGs, the profiles deviate from unity, revealing the deblending issues.

In addition to the negative values in the very center, which is probably due to the lack of sources within such small projected areas, we see significant positive signals at $r_p/R_{200,\text{mock}} < 0.1$. We have checked that this cannot be explained by lensing magnifications, which contribute much weaker signals. The positive signals could be mainly due to deblending mistakes that parts of the central ICG are mistakenly deblended to be companions. In addition, we cannot rule out the possibility that maybe a very small fraction of real but extremely red satellites may also contribute to such positive signals. Despite this, our discussions throughout the main test are focused on the radial region where the profiles are not significantly affected by deblending issues ($r_p > 0.1R_{200,\text{mock}}$).

### Appendix B
#### PSF Correction

In Paper I, we measured the extended PSF wings out to $\sim 100''$. Direct deconvolution of the PSF is difficult due to noise, and we obtain the PSF-free surface brightness profiles by fitting PSF-convolved triple Sérsic model profiles to the measured surface brightness profiles of ICGs and their stellar halos (Szomoru et al. 2010; Tal & van Dokkum 2011).

It has been shown by Szomoru et al. (2010) that the residual added best-fitting models are not sensitive to variations in the model parameters and are less model dependent, which can be used as estimates of the PSF-deconvolved profiles and thus we call them PSF-corrected profiles.

Figure 14 shows the estimated fractions of PSF contamination in the HSC $r$ band for red and blue ICGs. Consistent with Paper I, the fraction becomes more significant at larger radii and around smaller galaxies, where the outer stellar halos are significantly fainter. In addition, Figure 14 shows that the PSF contamination has a strong dependence on galaxy color. Red galaxies tend to be contaminated less by PSF-scattered light at a fixed radius.

The fractions of PSF contamination have been measured for the HSC $g$, $r$, and $i$ bands, but for brevity the $g$- and $i$-band results are not shown. We then correct for the effect of PSF in all three bands, using the fraction of PSF contamination for galaxies with the corresponding stellar mass and color. Note,
the fraction of PSF contamination estimated above is based on stacked profiles, which is on average valid for all galaxies in the same bin, whereas there are scatters at the individual galaxy level. However, we believe our averaged profiles are statistically correct. We can test in the following way. The PSF correction is at first done using the PSF contamination fraction estimated from the stacked profile of all ICGs in a given stellar mass bin (this is not directly shown in this paper), and then the correction is achieved for red and blue ICGs in the same bin separately, using the corresponding fractions for red and blue (Figure 14). We found the PSF-corrected profiles are almost identical.

Appendix C
Validating the Recovered Stellar Mass

For each galaxy image in the HSC gri bands, we mask companion sources using a combination of different source detection thresholds as introduced in Section 3.2. After masking companions, we calculate the Petrosian flux of the ICG, which is defined as the total flux within twice the Petrosian radius, and the Petrosian radius is adopted from SDSS to ensure fair comparisons with SDSS. After applying GPR fitting, the recovered stellar mass is plotted as the x-axis quantity of Figure 15, while the y-axis shows the original stellar mass from SDSS. Note the SDSS stellar mass is measured by SED fitting to the ugriz Petrosian flux/magnitude.

It is encouraging to see that the stellar mass recovered from HSC images with GPR agrees very well with the original SDSS stellar mass in the six stellar mass bins (different color), with the mean stellar mass almost unbiased (red dots). The scatter is flux dependent, ranging from <0.1 dex at the bright end to ~0.2 dex at the faint end. This test not only helps to check the performance of GPR fitting, but it also reflects the difference between SDSS and HSC photometry within the same aperture. The response curves of HSC g, r, and i filters are almost the same as SDSS. However, HSC is significantly deeper and has a smaller PSF size. The way of sky background subtraction and image masks can be quite different between HSC and SDSS. Despite these differences, we have validated that we can recover the stellar mass in an unbiased way.

In Figure 16, we show the stellar mass versus halo mass relation, for stellar mass calculated in a few different ways. The black solid curve corresponds to the original SDSS (NYU-VAGC) stellar mass. The red solid curve is based on the integrated stellar mass over the projected stellar-mass density profiles in Figure 3. The green dashed curve is similar to the red solid one, but to calculate the projected stellar-mass density profile, instead of using the actual color profiles, we calculate the average color within twice the SDSS Petrosian radius and apply the aperture color to the whole radial range to calculate the $M_*/L_r$.

Comparing the original SDSS stellar mass with the integrated stellar mass of the red solid curve, it is clearly shown that at the massive end, the integrated stellar mass is larger than that of SDSS. At the most massive end, the difference is about 0.07 dex. This is mainly because SDSS is shallower, and the signals of the outer stellar halo fail to be detected in individual SDSS images, while after stacking deep HSC images for galaxies in the same stellar mass bin, we are not only able to go deeper for the same ICG, but also the background noise level is significantly decreased after stacking, which enables us to detect signals below the noise level of individual images.

At the low-mass end, the red solid curve is below the black solid one. This is caused by the radial dependence of $M_*/L_r$. The stellar mass of SDSS was obtained through SED fitting to galaxy colors measured within twice the Petrosian radius. In other words, the same aperture color was applied to obtain an overall $M_*/L_r$ without considering the color gradient. Smaller galaxies have steeper color gradients, and if adopting a fixed aperture color measured closer to the center of the galaxy, $M_*/L_r$ tends to be underestimated, which explains the difference between the red solid and green dashed curves for smaller
ICGs, because the central part of the galaxy is redder and the $M_*/L_r$ is larger for red galaxies than blue ones.

The blue dotted curve is similar to the red solid one, but without including PSF corrections, and it seems the integrated stellar mass becomes slightly higher. We have shown in Paper I and Figure 14 that PSF flattens the surface brightness profiles at small radii, while emissions can be scattered away from the central ICGs and contaminate the signals of the outer stellar halos, but the integrated total flux is expected to conserve with or without PSF. Moreover, Paper I also shows that the PSF...
tends to slightly flatten and redden the $g-r$ color profiles in the outer stellar halo, which would result in slightly overestimated $M_*/L_r$, and hence may bring in slightly higher values of the integrated stellar mass. In fact, the remaining small difference between the green dashed curve and the black solid curve for smaller ICGs can be explained by the neglect of the PSF in SDSS.

Appendix D
Validating the Empirical $K$-correction

In the left plot of Figure 17, we show the color profiles for ICGs in two redshift bins without including PSF and $K$-corrections. For ICGs more massive than $\log_{10} M_*/M_☉ > 10.8$, the higher redshift subsample tends to have redder colors, which is due to the ignorance of $K$-correction. Massive galaxies are mostly red, and their passive evolution with redshift is weak, while the prominent 4000 Å break feature of massive galaxies due to absorption shifts to redder bands with the increase in redshift, resulting in prominently redder colors. For less massive ICGs, they are dominated by star-forming galaxies and have less or no prominent 4000 Å break features. We can see the subsample at higher redshifts tends to have bluer colors. This is due to the selection bias caused by the survey flux limit. At a fixed stellar mass, blue star-forming galaxies have smaller stellar mass to light ratios and are brighter. Thus, for a fixed flux limit at a given redshift, more small blue star-forming galaxies can be observed. Hence, bluer galaxies tend to be observed in the higher redshift bin.

In the right plot of Figure 17, PSF and $K$-corrections have been included. After $K$-corrections, massive ICGs at different redshifts now have very similar $g-r$ color profiles ($\log_{10} M_*/M_☉ > 11.1$). This proves that our empirical $K$-correction works reasonably well. Besides, for ICGs less massive than $\log_{10} M_*/M_☉ \sim 11.1$, the higher redshift subsamples all tend to have bluer colors, which are more prominent for smaller ICGs and also more significant than the left plot. This is because, after eliminating the effect of ignoring $K$-corrections, the selection bias of a given flux limit, as explained above, becomes more prominent, which cannot be eliminated after applying $K$-corrections.
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