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Abstract

Representations of quantum computations are almost always based on a tensor product $\otimes$-structure. This coincides with what we are able to execute in our experiments, as well as what we observe in Nature, but it makes certain familiar quantum primitives convoluted. Reversible classical circuits, diagonal operations or controlled unitaries all have very elegant and simple matrix representations that cannot be expressed succinctly as a circuit in a simple gate set, complicating quantum algorithm design and circuit optimization.

We propose a new additive presentation of quantum computation to address this. We show how conventional circuits can be expressed in the additive space and how they can be recovered. In particular in our formalism we are able to synthesize high-level multi-controlled primitives from low-level circuit decompositions, making it an invaluable tool for circuit optimization. Our formulation also accepts a circuit-like diagrammatic representation and proposes a novel and simple interpretation of quantum computation.
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1. Circuits and Matrices are not Enough

The quantum circuit, as an abstraction for quantum computation, has been widely adopted in quantum computing [1]. It can represent arbitrary unitary maps and be readily transpiled to hardware-level instructions; it has thus become the de facto standard for the design and execution of quantum computations [2]. However, circuits also impose constraints on both ends of the quantum computing stack.

The viability of early quantum applications will rest on execution optimization and noise mitigation techniques that must be tailored and adjusted to characteristics of the specific hardware [3]. Emerging architectures such as ion traps [4, 7], cold atoms [8, 9] and photonics [10, 11] are widely expected to introduce unique hardware capabilities that may for instance differ from the familiar two-qubit entangling primitives [6, 7, 12]. The limited expressivity of the chosen gate set inherent to the circuit model severely limits the use of such architecture-specific instructions.

At the other end of the spectrum, circuit constrains quantum algorithm design. In the circuit model, individual gates, typically defined in terms of their matrices, are presented as arbitrary building blocks that the user is expected to compose into meaningful (and – please – fast) algorithms. Unfortunately, most of us have come to the realisation that this is a highly challenging task, for
all but a few applications that themselves present clear “quantum-like” structure [13–16].

Various other representations have been explored to address the disadvantages of quantum circuits, whether it be for better circuit optimization and execution performance [17–20] or for design and educational purposes [21, 22]. By far the most common choice, however, is the matrix representation of the unitary computation.

Quantum computations, and hence quantum circuits, can always be expressed as linear unitary transformation of finite dimensional Hilbert spaces, and as such, can always be described by a matrix. The matrix representation has multiple advantages that can address some of the drawbacks of circuits discussed previously. It is first of all a straightforward way to introduce quantum computing, as most audiences will be familiar with the limited linear algebra that is required. This simplicity also helps in algorithm design, as hardware details are abstracted away to leave only algebraic considerations.

Matrices are furthermore unique, making them a useful canonical representation in many circumstances [23–26]. For instance, the most successful circuit optimization techniques to date are in fact not circuit optimization: they are circuit synthesis approaches that reduce an input circuit to its unique matrix representation, which can in turn be decomposed optimally into a shorter circuit [27–30].

It is also much simpler to obtain usual fidelity metrics for quantum computations such as the Hilbert Schmidt from matrix representations [31]. As a result, approximate compilation approaches, where precision in the computation is traded in for lower noise, struggle to use circuit-based internal representations, choosing to rely on matrix semantics instead [32].

There is a significant conceptual gap between the matrix and the circuit representation. The tensor product underlying quantum circuits in particular is often glossed over when introducing the notation. However, with this structure comes a counter-intuitive exponential scaling of the state space dimension, which is unnatural to represent using component-wise vector and matrix representations. This makes the link between linear algebra computations performed on the state space and circuit representation hard to grasp and internalize.

In this paper, we propose a new representation of quantum computation in which the state space is considered with its additive direct sum $\oplus$-structure instead of the tensor product $\otimes$ common in most quantum mechanics formulations. It is in this sense a close parent of the matrix representation.

As a consequence, our new formulation lies between the two representations just discussed: it combines the transparency of the linear algebra formalism with the convenience of a diagrammatic language close to hardware primitives. In this framework, the matrix of the computation can easily be visualized from the circuit-like presentation, while executable circuits can still be synthesised.

We contend that this new formulation of quantum computation provides a novel, simple model of quantum computation that bridges the gap between existing representations. We believe this can support educational initiatives and quantum algorithm design, as well as conceive new quantum circuit optimization that would improve quantum computation execution on hardware.

Related work

Quantum computer science and quantum mechanics in general have a rich history in diagrammatic representations [22, 33–35]. Our approach draws a lot in spirit to diagrammatic formalizations of quantum computation such as the ZX calculus and its variations [35–38]. Just like the circuit model and unlike our proposal, these calculi all rely on the multiplicative tensor $\otimes$-structure.

Diagrammatic theories of linear algebra with an additive $\oplus$-structure, termed signal flow graphs, have also been proposed previously by Bonchi, Sobociński and Zanasi [39–41]. They developed a universal and complete representation of finite dimensional linear algebra.

None of the diagrammatic calculi above, however, propose a framework for unitary-only operations, a situation that makes circuit extraction from such representations difficult [42]. In this sense,
the diagrammatic primitives in our proposal have semantics that are closer to quantum circuits.

Our work also draws heavily on various optimization techniques, and in particular on circuit synthesis algorithms for classical reversible circuits and unitary matrices.

Classical reversible circuit optimizations have a long history [17,25,26,43–48]. We highlight in particular a strategy by Stojković and colleagues that can trade qubit ancillas for reduced circuit depth using binary decision diagrams [17] as well as Susam and Altun’s sorting-based circuit synthesis strategy [43].

Unitary decomposition is another successful field for circuit optimization. [27–30, 49–51]. Aside from state-of-the-art performance for search-based circuit optimization that we touched on earlier, we mention Loke, Wang and Chen’s circuit synthesis approach that combines traditional matrix decomposition techniques with reversible classical circuit optimization to outperform matrix decomposition alone. We will see that such approaches are particularly suited to the additive diagrams that we are proposing.

Notation

Prepending a quantum gate with $C^n$ refers to the gate controlled on $n$-qubits: e.g. $C^n X$. If $n = 1$, we usually omit the superscript. We use subscript indices on gates to indicate which qubit or dimension it is applied to: $Ry_2(\theta)$ is a rotation applied to the second qubit. We represent bitstrings using the Little Endian convention: given three qubits $q0, q1$ and $q2$, a bitstring $|c b a\rangle$ means ($q0: |a\rangle$, $q1: |b\rangle$ $q2: |c\rangle$).

When using $k, n$ or $m$ in relation to the number of qubits or dimensions of a system, it is always implicitly assumed that $k, n, m \in \mathbb{N}^*$. Similarly, rotation angles $\theta, \psi$ are always real numbers $\theta, \psi \in \mathbb{R}$. We use blackboard boldface $0_n, 1_n$ to refer to $n \times n$-dimensional zero and identity matrices, respectively. We use $\mathcal{H}_n$ to denote an $n$-dimensional Hilbert space.

The rest of our notation is standard in linear algebra. $\mathcal{H}_n \oplus \mathcal{H}_m$ denotes the direct sum of Hilbert spaces. If $A$ (resp. $B$) is a linear map on $\mathcal{H}_n$ (resp. $\mathcal{H}_m$), then the linear map on the joint space $A \oplus B$ is given by the block diagonal matrix with $A$ and $B$ on its diagonal. Finally, $\mathcal{H}_n \otimes \mathcal{H}_m$ denotes the tensor product of the two Hilbert spaces, and matrices on the joint space are obtained using the Kronecker product.

2. Background

We summarize here the salient points of the circuit model that are directly relevant to our work. For readers wholly unfamiliar with the concepts, we recommend referring to standard references such as [1] or the extensive Qiskit [52] documentation online [4], which will provide better introductions.

In the circuit model, the basic unit of computation, the two-dimensional qubit, is represented by a horizontal wire. Reading from left to right, gates can then be applied to qubits in the form of boxes. Boxes can act on a single-qubit, in which case they represent a $2 \times 2$ unitary matrix, or on $n$ qubits simultaneously – with an associated $2^n \times 2^n$ matrix, the size of the matrix growing exponentially with system size. A typical example then looks like this.

In yellow are single-qubit gates ($Y$ and $Z$-rotations) the purple highlights two-qubit entangling $CX$ gates.

To each qubit is associated a two-dimensional Hilbert space, its state space. Crucially, as qubits are composed and considered as a joint system, their state space is obtained by the tensor product $\mathcal{H}_1 \otimes \mathcal{H}_2$ of the individual state space $\mathcal{H}_1, \mathcal{H}_2$. This is the “cause” of the exponential size of unitary matrices.

A one-qubit rotation $Ry(\theta) = \begin{bmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{bmatrix}$, applied to the second qubit of a two-qubit system, would become

$$Ry(\theta) \otimes I_2 = \begin{bmatrix} \cos(\theta) & 0 & \sin(\theta) & 0 \\ 0 & \cos(\theta) & 0 & \sin(\theta) \\ -\sin(\theta) & 0 & \cos(\theta) & 0 \\ 0 & -\sin(\theta) & 0 & \cos(\theta) \end{bmatrix}.$$

https://qiskit.org/learn
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\[ \text{CX} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \]

\[ \text{Ry}(\theta) = \begin{bmatrix} \cos(\theta/2) & -\sin(\theta/2) \\ \sin(\theta/2) & \cos(\theta/2) \end{bmatrix} \]

\[ \text{Rz}(\theta) = \begin{bmatrix} \exp(-i\theta/2) & 0 \\ 0 & \exp(i\theta/2) \end{bmatrix} \]

Figure 1: Summary of gates and their associated matrices.

A remarkable result of quantum information theory is that arbitrary quantum computations can be expressed in the circuit formalism from simple gate sets [1].

A popular such universal gate set is given by the entangling two-qubit CX gate along with arbitrary single-qubit operations. There are a variety of option to further decompose single-qubit gates. For our purposes, we will always consider the \{Ry, Rz\} gate set, composed of Y-rotations and Z-rotations. The matrix representations of the CX, Ry and Rz gates is provided for reference in fig. 1.

A class of circuits of particular interest to us are reversible classical circuits [25].

Definition. A circuit whose matrix is given by a permutation \( P \in S_{2^n} \) is called a reversible classical circuit.

The name refers to the fact that such circuits correspond to the subset of quantum circuits that can be implemented in classical logic. Such circuits can always be generated from the classical \{X, CX, C^2X\} gate set, which correspond to a NOT, a controlled-NOT and a doubly controlled NOT, also known as a Toffoli gate.

3. ADDITIVE QUANTUM CIRCUITS

From now on, we refer to the commonly used circuit formalism summarized in the previous section as the multiplicative, or \( \otimes \)-based model of quantum computation. The phrasing highlights the structure of joint systems in that formulation.

In this section we present a new additive, or \( \oplus \)-based, quantum formalism. We translate the quantum circuit primitives we introduced for the multiplicative language to additive primitives and explore how they are related.

The next section will develop further the properties of this computation model, which will then be used in section 5 to define a diagrammatic circuit-like representation of additive computation. In section 6, we walk the reader through an example that illustrates the strengths of the model. We then present in section 7 a synthesis strategy that can convert any \( \oplus \)-based computation into a standard \( \otimes \)-circuit, before concluding with a discussion in section 8.

Our definition of the additive model is based on the same \{CX, Ry, Rz\} gate set introduced above. The key difference is in how these gates, or rather their associated matrix, is modified when they are considered within a larger-dimensional system.

A class of circuits of particular interest to us are reversible classical circuits [25].

Hence, the gate \( R_x(\theta) = \exp(-i\theta/2) \)

\[ R_x(\theta) = \begin{bmatrix} \exp(-i\theta/2) & 0 \\ 0 & \exp(i\theta/2) \end{bmatrix} \]

Global phases cannot be observed physically and as such the phase gate given by the matrix on the right-hand side of eq. (1) are equivalent to the original Rz gate.

We adopt this point of view in our additive formalism and define the additive Rz+ gate as a one-dimensional operation.

Definition. The additive Z-rotation \( R_z^+(\theta) \) is given by \( x \mapsto \exp(i\theta) \) when \( x \in \mathbb{C}^1 \) is a one-dimensional state vector.
This is generalized to arbitrary $n$-dimensional spaces using identities and the $\oplus$-structure:

$$R_{y}^{x}(\theta) = \mathbb{1}_{k-1} \oplus R_{z}^{x}(\theta) \oplus \mathbb{1}_{n-k}$$

and thus

$$R_{z}^{x}(\theta) = \begin{bmatrix} x_{1} \\ \vdots \\ x_{k} \\ \vdots \\ x_{n} \end{bmatrix} = \begin{bmatrix} x_{1} \\ \vdots \\ \exp(i\theta)x_{k} \\ \vdots \\ x_{n} \end{bmatrix}.$$ 

This corresponds to a diagonal matrix with diagonal $(1, \ldots, 1, \exp(i\theta), 1, \ldots, 1)$.

**Ry rotations**

Ry rotations are one-qubit operations too, but unlike their Z counterparts, they cannot be expressed as one-dimensional operations in the computational basis. Their definition is thus directly taken over from the multiplicative definition for the case of two-dimensional systems.

**Definition.** The additive Y-rotation $R_{y}^{x}(\theta)$ is given by $\overline{x} \mapsto R_{y}(\theta)\overline{x}$ when $\overline{x} \in \mathbb{C}^{2}$ is a two-dimensional state vector.

When applied on a system with $n \geq 2$ dimensions, we specify the basis vector indices $(i, j)$ as subscripts. For instance for $(i, j) = (1, 2)$ we have

$$R_{y}^{+}_{1,2}(\theta) = (R_{y}(\theta) \otimes \mathbb{1}_{n-2}) \begin{bmatrix} x_{1} \\ x_{2} \\ \vdots \\ x_{n} \end{bmatrix}.$$ 

Note how these $n$-dimensional matrices look very different from their multiplicative counterparts. For a four-dimensional, 2-qubit, state space, we would have

$$R_{y}^{+}_{1,2}(\theta) = \begin{bmatrix} R_{y}(\theta) & 0_{2} \\ 0_{2} & R_{y}(\theta) \end{bmatrix}$$

which is very different from the additive

$$\mathbb{1}_{2} \oplus R_{y}(\theta) = \begin{bmatrix} \mathbb{1}_{2} & 0_{2} \\ 0_{2} & R_{y}(\theta) \end{bmatrix}.$$ 

The difference becomes even more marked with larger systems. The $n$-dimensional state space considered within the additive formulation will have nothing to do with the $2^{n}$ dimensional state space of $n$ qubits.

**CX gates**

The CX gate is a two-qubit, and hence four-dimensional, operation. Yet looking at its matrix representation in fig. 1 we see that it only acts non-trivially on two of the four dimensions, where it acts as an $X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ gate.

In the additive model, the four-dimensional CX gate can thus equivalently be seen as the two-dimensional X gate.

**Definition.** The additive gate $X^{+}$ is given by $\overline{x} \mapsto X\overline{x}$ when $\overline{x} \in \mathbb{C}^{2}$ is a two-dimensional state vector.

The $X^{+}$ gate is in fact just a swap of two dimensions; when acting on two arbitrary coordinates of a larger space, these swaps are the transpositions that can generate arbitrary permutations of the dimensions. We thus get as a direct consequence:

**Observation.** The set of all circuits generated from $X^{+}$ gates on $2^{n}$-dimensional state space, for $n \in \mathbb{N}$ are precisely the reversible classical circuits on $n$ qubits.

Remark that because of this, it actually suffices to consider additive primitives acting on nearest neighbors. Nearest neighbor $X^{+}$ transpositions generate arbitrary permutations, which can in turn be used to rearrange wires so that Ry rotations always apply to neighbors. We will make use of this fact for convenience in the diagrammatic representation of section 5.

More generally, we can summarize the exposition in this section with the following result.

**Theorem 1.** The additive gate set $\{R_{y}^{+}, R_{z}^{+}, X^{+}\}$ is universal, in the sense that any computation on $n$ qubits can be expressed with this gate set in $2^{n}$-dimensional space.

**Proof.** We need to show that any Ry, Rz and CX gate in a multiplicative $n$-qubit circuit can be expressed...
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as additive gates in $2^n$ dimensional space. The result then follows from universality of the gate set.

Consider a $k$-qubit multiplicative operation $A_k$ within an $n$-qubit system. As qubits can be permuted using classical reversible circuits, we can assume without loss of generality that $A_k$ acts on the first $k$ consecutive qubits of the system. Generalizing eq. (2), we observe that the $2^n \times 2^n$ matrix $1 \otimes \cdots \otimes 1 \otimes A_k = 1_{2^{n-k}} \otimes A_k$ of the joint system is a block-wise diagonal matrix

$$1_{2^{n-k}} \otimes A_k = \bigoplus_{i=1}^{2^{n-k}} A_k. \quad (3)$$

The expression on the right-hand side corresponds to an additive operation with $2^{n-k}$ gates in parallel.

Plugging $k = 1$ and $A_1 = \text{Ry}(\theta)$ in eq. (3) gives us an equivalent additive expression for the gate $\text{Ry}$:

$$1_{2^{n-k}} \otimes \text{Ry}(\theta) = \bigoplus_{i=1}^{2^{n-k}} \text{Ry}^+(\theta).$$

Similarly, with $k = 1$ and $A_1 = \text{Rx}(\theta)$, we use eq. (1) to express the Rx gate in the $\oplus$-language

$$\text{Rx}(\theta) = e^{-i\frac{\theta}{2}} (\mathbb{I} \oplus \text{Ry}^+(\theta)).$$

Finally, for the case $\text{CX}$ we use $k = 2$ and $\text{CX} = 1_2 \oplus X^+$. \hfill \Box

$\otimes$, $\oplus$ and the distributivity law

There is a reason why we insist on calling the usual $\otimes$-based computations multiplicative and our $\oplus$-based additive. Note how the simple arithmetic formula

$$2 \times \cdots \times 2 \times a = 2^{n-k} \times a = \sum_{i=1}^{2^{n-k}} a$$

is syntactically identical to eq. (3); in fact $\mathbb{C}^n$ with operations $(\otimes, \oplus)$, zero $\otimes$ and one $1_1$ is a semiring isomorphic to $(\mathbb{N}, +, 0, \times, 1)$, under the map $\mathbb{C}^n \mapsto n$. It is thus justified to view $\otimes$ as vector space addition and $\oplus$ as vector space multiplication. This has been studied and formalized very elegantly [53].

In practice, this means we can not only consider $\otimes$-based and $\oplus$-based computations separately, but that they can be combined into a single unified theory with well-defined formal semantics. In this paper, we focus on introducing $\oplus$-based computations and leave the exploration of a joint framework for future work.

4. INTUITIONS FOR ADDITIONS

Unitary Gaussian Elimination

The additive model just presented is attractive for its remarkable simplicity. In fact, the primitives introduced are the unitary equivalent of the elementary operations in Gaussian elimination.

Indeed, the first elementary matrix, a row swap, corresponds directly to the $X^+$ operation. The further two linear operations of Gaussian elimination, row multiplication and summation of one row onto another, are replaced by unitary equivalents: multiplication is unitary as long as the scalar is a normalized complex number ($\text{Rz}^+$ operation), while row summation is replaced by a rotation that mixes two rows unitarily ($\text{Ry}^+$ operation):

$$\begin{bmatrix} x \\ y \end{bmatrix} \xrightarrow{R_y} \begin{bmatrix} tx - \sqrt{1 - t^2}y \\ ty + \sqrt{1 - t^2}x \end{bmatrix}$$

where we rewrote the $\text{Ry}$ definition using the mixing parameter $t = \cos(\theta)$.

Going one step further, we can give each unitary elementary matrix a clear interpretation in terms of simple rotations on real two-dimensional subspaces. This allows us to formulate an interesting intuitive characterisation of unitary transformations.

Rotations in two-dimensional space

Additive primitives within a joint system are always the identity on dimensions outside of the specifically targeted space; they are local operations. This is in stark contrast to the usual $\otimes$-primitives, which from the additive perspective, always act globally on the entire vector space.

This allows us to consider the action of $\text{Ry}^+$, $\text{Rz}^+$ and $X^+$ locally, independently of system size. The largest system size that we need to consider is the two-dimensional complex Hilbert space $\mathbb{C}^2$.\[6]
The $R_y^+$ rotation is precisely the rotation of this two-dimensional subspace

$$
\begin{bmatrix}
  a \\
  b
\end{bmatrix} \xrightarrow{R_y^+(\theta)} \begin{bmatrix}
  \cos(\theta/2) & -\sin(\theta/2) \\
  \sin(\theta/2) & \cos(\theta/2)
\end{bmatrix} \begin{bmatrix}
  a \\
  b
\end{bmatrix}
$$

To make it more real, we can equivalently see it as a simultaneous rotation in the real and imaginary parts of both vector components.

$$
R_y^+(\theta)\begin{bmatrix}
  x + iy \\
  z + iw
\end{bmatrix} = R_y^+(\theta)\begin{bmatrix}
  x \\
  z
\end{bmatrix} + iR_y^+(\theta)\begin{bmatrix}
  y \\
  w
\end{bmatrix}.
$$

The $R_z^+$ rotation is its “orthogonal” rotation: instead of rotating both real and imaginary parts of two dimensions, it rotates the real with the imaginary part within each dimension:

$$
R_z^+(\theta)(x + iy) = e^{i\theta}(x + iy) = (\cos(\theta)x - \sin(\theta)y) + i(\sin(\theta)x + \cos(\theta)y).
$$

### Completing the picture: reversible classical circuits

The only element missing is the plumbing: the ability to permute dimensions as needed. This is precisely what is given by the transposition $X^+$.

Such permutations can always be commuted through to one end of the circuit: given a permutation $\sigma$ of the wires and its associated permutation matrix $S$:

- an operation $Rz_i^+$ will transform as
  $$S \circ Rz_i^+ = Rz_{\sigma(i)}^+ \circ S,$$
- an operation $Ry_{i,j}^+$ will transform as
  $$S \circ Ry_{i,j}^+ = Ry_{\sigma(i),\sigma(j)}^+ \circ S.$$

This allows us to entirely ignore the ordering of the dimensions in our representation, as permutations of the dimensions can be introduced at will. These clear intuitive semantics together with the formal properties of the theory will be the foundation for a succinct circuit-like diagrammatic representation that we will describe in the next section.

### Additivity as a Circuit

Syntactically, additive circuits look very similar to the familiar multiplicative kind: wires run from left to right and boxes can be appended on wires to represent linear maps and composition.

The crucial difference that is worth highlighting once more is that unlike the usual quantum circuits where each wire represents a qubit, in our representation each wire is a dimension of the underlying state space. A 3-qubit circuit is thus represented by 8 wires in the additive model.

Unlike in $\otimes$-circuits, wires are free to cross each other as they like to connect to different gates. For that we introduce the wire swap operation $\tau$

$$\tau: \quad \begin{array}{c}
  \hline \\
  \hline
\end{array}$$

that corresponds to the $X^+$ gate – a transposition that swaps two dimensions. Applying a swap twice is again the identity:

$$
\begin{array}{c}
  \hline \\
  \hline
\end{array} = \begin{array}{c}
  \hline \\
  \hline
\end{array}
$$

Composing such swaps on different wires, we can express arbitrary permutations. The precise swap order is immaterial within a given permutation. In theory we would be free to write our 3-qubit, 8-dimensional identity circuit as

$$q0: \quad \begin{array}{c}
  \hline \\
  \hline
\end{array} \Rightarrow \begin{array}{c}
  \hline \\
  \hline
\end{array} \begin{array}{c}
  \hline \\
  \hline
\end{array} \begin{array}{c}
  \hline \\
  \hline
\end{array} \begin{array}{c}
  \hline \\
  \hline
\end{array}$$

This is an identity as long as the ordering of the input wires on the left matches the output wires on the right. There is no point doing this, however, so we will stay away from such obstruse drawings.

The point made is more general: the exact wire ordering and swaps in additive circuits is immaterial. It can be left unspecified and for example
used as degrees of freedoms by a compiler for
smart optimizations. That a wire ordering is fixed
when circuits are drawn is merely an artifact of
the two-dimensional representation. We will see
in section 7 that we can also represent additive
circuits as graphs, in which case no wire ordering
is given.

Rotations

We represent the $R_z^+$ rotation, acting on a single
wire, by a circle parametrized by $\theta$.

A single $R_z^+$ rotation on a system with two wires,
is equivalent to a single qubit $R_z$ rotation. up to
global phase:

A two-dimensional $R_y^+$ rotation on the other
hand is represented by a box over two wires,
parametrized by $\theta$.

Manipulating Additive Circuits

Using the three primitives introduced ($R_y^+$, $R_z^+$
and $X^+$), we can represent any quantum computa-
tion as an additive circuit. Figure 2 gives a simple
element of how a $\otimes$-circuit is translated into a
$\oplus$-circuit.

Note how wire reordering is used to simplify
the representation. Such circuit manipulations are
formalized by the following set of identities

**Theorem 2** (Additive circuit identities). Following
identities can be used to transform additive circuits:

1. $R_y^+$, $R_z^+$ and $X^+$ can be pushed through wire
   swaps $X^+$

2. Swapping the input wires of $R_y^+(\theta)$ corre-
   sponds to a sign flip of the rotation angle

3. Pairs of $R_y^+$ or $R_z^+$ gates can be merged when
   acting on the same wires

4. Pairs of $R_y^+$ or $R_z^+$ gates that act on different
   wires commute.
Quantum in Additive Space

Figure 3: A computation from the $|0\rangle$ state, represented as a $\otimes$-circuit (left) and a $\oplus$-circuit (right). Wire transparency encodes amplitude – transparent (amplitude 0) to opaque (amplitude 1). Color hue indicates phase – the $R_\theta$ phase shift changes hue from black to purple.

The proof of these identities is very straightforward but is given for completeness in appendix A. We will use these identities extensively in the examples section.

**Viewing additive circuits as matrices**

One of the features of the additive circuit representation is that the evolution of the state vector through the computation can be easily visualized. We can achieve this by displaying the phase and amplitude of each dimension at any moment in the computation on its corresponding wire in the $\oplus$-circuit.

In particular, by activating a single input bit-string – that is, by setting the input to a computational basis vector $|b_1 \cdots b_n\rangle$, corresponding to one of the input wires – we can compute its image $U |b_1 \cdots b_n\rangle$ which corresponds to one of the columns of the unitary $U$. We can thus read off the matrix components from the additive circuit representation.

We are often particularly interested in the image $U |0 \cdots 0\rangle$ of the zero state, as this corresponds to the computation typically executed on hardware. Figure 3 shows how such a computation might be visualized as an additive circuit.

**6. An Example**

Having simple, canonical representation of certain quantum operations makes it not only very easy to understand what is happening, but it is also an ideal starting point for optimization strategies.

There are a few types of circuits that the additive model can describe particularly well. We already saw examples for two very common circuit structures, the reversible classical circuits that disappear into implicit wire reordering operations and diagonal operations which appear as identities with phase labels on some of the edges (fig. 2).

Another category of circuits that are suited to additive circuits are multi-controlled and multiplexed operations [54]. These are operations that consider a set of control qubits, on which they act as the identity, and a set of target qubits that are transformed according to a unitary specified by the bitstring of the control qubits.

To keep our exposition simple, we will consider the example of a $CRy(\theta)$ gate acting on two qubits. Gates with higher number of qubits and more complex controlled patterns can be processed and represented just as elegantly in much the same way.

Consider fig. 4. The $CRy$ gate and its decomposition into the universal $\{Ry, Rz, CX\}$ gate set is shown at the top of the figure. Following the arrows clockwise, we first see how the $\otimes$-circuit in the universal gate set (top right) is translated into a $\oplus$-circuit (right-most circuit).

Each original $Ry$ rotation is split into two $Ry^+$ rotations. This allows to merge rotations that could not be combined in the multiplicative representation. We also untangle the wires by reordering the inputs of one of the $Ry^+$ rotations using theorem 2. This yields the circuit at the bottom of the figure.

Removing the zero-angle rotation that is an identity, we find the canonical additive circuit we would expect for the $CRy$ gate: it applies a $Ry$ rotation if the first qubit is set and is the identity otherwise. From this, the synthesis algorithm presented in section is able to synthesize the original $CRy$ gate.
We could also provide an alternative decomposition of the CRy gate, in which the $\text{Ry}(\theta/2)$ rotation on the first qubit happens after the second CX. Such degrees of freedom are hard to visualize in the $\otimes$-circuit. The additive representation of the CRy gate on the other hand makes this commutativity evident. Without considering the simplifications and the synthesis of the CRy gate, the $\oplus$-circuit of the original decomposition on the right-hand side shows clearly that the first layer of $\text{Ry}^+$ rotations in the $\oplus$-circuit can be moved past the second layer. Expressed in the multiplicative circuit:

$$\text{R}_y^+ (\theta) = \text{R}_y^+ (\theta/2) \text{R}_y^+ (\theta/2)$$

Using alternative decompositions of the CRy gate yields the exact same additive circuit.

---

That we are able to synthesize higher-level primitives such as the CRy gate – the same techniques would also succeed with multi-controlled gates, toffolis and more – from its decomposed circuit is particularly powerful for optimizing compilers, as we can hope to leverage the more abstract primitives for advanced optimizations.

This is also invaluable when compiling to architectures that support primitives that were not in the original gate set. Typical examples are multi-qubit gates such as Mølmer–Sørensen gates available in ion traps [6, 7, 12] – in the absence of such gates in the input circuit, current compilers are unable to leverage such primitives.

To our knowledge, none of the current industrial quantum compilers [52, 55, 56] are able to synthesize such primitives from decomposed circuits, nor are we aware of any other similar effort in the literature.

### 7. Circuit Synthesis

Previous sections have introduced the additive model of quantum computation and its diagrammatic representation. We have also shown in theorem 1 how arbitrary multiplicative circuits can be translated into the additive model, and in section 5 how the matrix representation can be read off from additive diagrams.

Before concluding, we would like to develop one more essential aspect of the theory, namely the synthesis of a multiplicative circuit from the additive model. We call this problem $\otimes$-circuit synthesis.

An efficient transformation between the two will be central to making the additive formalism viable both for user-facing circuit design as well as circuit optimization, so that computations formulated in the additive framework can be efficiently run on
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**Naive synthesis**

Each additive primitive can be expressed as a multiplicative circuit. The simplest approach to synthesize a multiplicative circuit would consider each additive primitive separately and compose their multiplicative circuit representations one by one.

A general strategy can be devised. Consider a one or two-dimensional operation $A$ and suppose without loss of generality that it acts on the first one or two dimensions of a larger system $A \oplus 1$.

In matrix representation, this corresponds to the matrix of $A$ enlarged with additional rows and columns with ones on the diagonal and zeros everywhere else.

From a multiplicative qubits perspective, this corresponds to applying operation $A$ on the first qubit if and only if all other qubits are set: it is a controlled gate, controlled on all other qubits. We immediately get that each $R/y$, $+\) gate becomes a multi-controlled $C=R/y$, operation, and a swap $X$ gate becomes a multi-controlled $C=X$, which in the special cases of 2 and 3 qubits is a $CX$, respectively a Toffoli gate.

The $Rz$ rotation can be treated in the same way, with one caveat. We have defined $Rz$ to correspond to the multiplicative $Rz$ gate only up to global phase. When controlling it, we obtain additional controlled phases.

Figure 5 shows the special case of the decomposition of the $Rz$ gate as a cascade of multi-controlled $C_n Rz$ rotations. We could equivalently choose to represent it as a controlled phase gate and leave it up to optimizing compilers to find the best decomposition.

The naive strategy however will perform poorly in most cases. In the case of converting a multiplicative circuit to an additive one and back, this strategy gives us an exponential blow-up in the number of gates. Indeed, a $n$-qubit circuit with a single $Ry$ rotation gives a $2^n$-dimensional additive circuit with $2^{n-1}$ $Ry$ gates with the construction of theorem 4.

If we decompose each of these $Ry$ gates individually, we will obtain an exponential number of $n - 1$-controlled operations that will each require at least $O(n)$ many primitive operations. We can drastically improve on this.

**Internal Representation**

We implement additive circuits as directed acyclic graphs (DAG) similar to how current quantum compilers represent circuits [52, 53]. Additive circuits are particularly simple to store in DAGs and much of the redundancy in the visual representation—wire ordering and order of commuting operations—is removed. We will see that we can further abstract away $Rz$ rotations, leaving only the connectivity of $Ry$ operations to be represented.

We introduce input and output vertices for each dimension of the vector space. Each two-dimensional $Ry$ operation becomes an internal vertex, with two incoming and two outgoing edges, one for each dimension.

The incoming (outgoing) neighbors are the preceding (following) $Ry$ gates that act on the same dimension. In the case of first and last operation on each dimension, the respective incoming and outgoing edge connects to an input or output vertex.

---

Figure 5: A single phase shift (left) translated as a multiplicative circuit (right).

---

Footnote: In practice implementing this permutation might incur a significant quantum cost.
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We perform some additional transformations to store the DAG in a canonical representation. We merge all consecutive $R_z^+$ operations between two $R_y^+$ gates into a single $R_z^+(\theta)$ rotation. The parameter $\theta$ of the rotation can then be added as a label to its corresponding edge. Similarly, we merge any two neighboring $R_y^+$ vertices if they act on the same pair of dimensions.

To account for dimension permutation of $R_y^+$ inputs, we use Identity 2 from theorem 2 so that the ordering of the edges at each vertex can always be set to a chosen fixed ordering. An example of a circuit and its DAG representation is given in figure 6.

\[
\sum_{i=1}^{2^{n-1}} R_y^+(\theta) = 1_{2^n-1} \otimes R_y(\theta).
\]

This can be generalized: a joint set of $2^{k-1} R_y^+$ rotations will correspond to a $n-k$-controlled $R_y$ rotation.

To support the grouping of vertices, we introduce a fusion operation between two vertices. Two vertices with the same angle parameter can be fused if they are not causally related with each other – that is, there is no directed path in the DAG from one vertex to the other – and if their angles match.

The fusion operation merges the incoming and outgoing edges of the two vertices into one new vertex. This vertex must keep track of the incoming and outgoing edge pairs that correspond to the pairs of edges of the original unfused vertices. Figure 7 illustrates vertex fusion.

With the picture in our minds of such a fused vertex, made up of a collection of unfused vertices, we refer to them as stacked vertices. The length of such a vertex is given by the number of unfused vertices that compose it.

The more rotations can be combined and synthesized together, the lower the gate count of the resulting synthesized circuit. However, synthesis
Figure 7: A simple additive circuit before (left) and after stacking (right). The resulting stacked vertex is of length 2.

is only possible for stacked vertices of length $2^k$, for some non-negative integer $k$.

We can achieve such power-of-two stacked vertices by decomposing each stack into an array of power-of-two stacks. Given a stack of length $n$, this can be achieved in two ways. The stack can either be split up into smaller power-of-two stacks using the binary decomposition of $n = 2^{k_1} + 2^{k_2} + \cdots$ or by enlarging the stack to the next power of two and introducing another smaller stack with inverse operations on the additional dimensions, which can be decomposed recursively.

**Edge placement and routing**

Each dimension in the additive space must correspond to a bitstring in the multiplicative model. This is subject to connectivity constraints, as controlled rotations can only be synthesized from power-of-two stacked vertices when the rotation acts locally on one qubit. A $R_y(\theta)$ operation acting on bitstrings $00$ and $11$, for instance, cannot be expressed as a local single-qubit rotation.

In analogy to the qubit routing problem [57], we refer to the map from dimensions to bitstrings as the placement map. The additive routing problem then consists in satisfying the connectivity constraints by modifying the placement map as we traverse the circuit, while minimizing the cost of the permutations introduced.

The connectivity constraints can best be understood on the hypercube graph, in which vertices are bitstrings and edges exist between any two vertices that have Hamming distance one. For three qubits, we get the three-dimensional cube.

We can define vertex connectivity constraints as follows

**Definition** (Connectivity constraints).

1. For any unstacked vertex, the two bitstrings on which it is placed must share an edge on the hypercube (edge constraint).
2. For any stacked vertex, each unstacked vertex of which it is composed must satisfy the edge constraint, and all resulting edges on the hypercube must be parallel (parallel constraint).
3. For any power-of-two stacked vertex of length $2^k$, all bitstrings on which it is placed must live within a $k$-dimensional subspace of the $n$-hypercube (dense constraint).

In other words: the edge constraints states that two bitstrings acted upon by an unstacked vertex can only differ in one bit; the parallel constraint requires that all pairs of bitstrings from unstacked vertices within a stacked vertex may only differ in the same bit; and the dense constraint means any two bitstrings of a stacked vertex of length $2^k$ can
Figure 8: On the left, two bitstrings not fulfilling any constraint. In the middle, two pairs of bitstrings satisfying the edge and parallel constraints, but not satisfying the dense constraint. On the right, two pairs of bitstrings satisfying all three constraints. This would be a valid placement for a stacked vertex.

only differ in at most $k$ bits. Figure 8 illustrates these three constraints.

**Theorem 3.** Consider a power-of-two stacked vertex $v$ of length $2^k$ in an additive DAG and let $n > k$ be an integer number. If a placement map satisfies the edge constraint, the parallel constraint and the dense constraint with respect to $v$, then it can be factorized as a controlled $C^{n-k-1}$ rotation in a $n$-qubit circuit, up to conjugations with single-qubit $X$ gates on a subset of qubits. In the special case where $v$ has maximal length $k + 1 = n$, the controlled rotation is simplified to an uncontrolled $R_y$ gate.

**Proof.** Using the edge and parallel constraints, there is a single qubit that is not left unchanged by the transformation. Assume it is the $n$-th qubit. Using the dense constraint, assume further that the first $n - k - 1$ bits are identical across all bitstrings. We conjugate qubits with $X$ gates where necessary, so that qubits 1 to $n - k - 1$ are set to 1 for all placed bitstrings. We thus get that the transformation associated with stacked vertex $v$ is given by

$$|b_1 \cdots b_n\rangle \mapsto \begin{cases} |b_1 \cdots b_{n-1} \rangle R_y(\theta) |b_n\rangle & \text{if } c = 1 \\ |b_1 \cdots b_n\rangle & \text{otherwise.} \end{cases}$$

where $c = \prod_{i=1}^{n-k-1} b_i$ and $\theta$ is the angle of the rotations in $v$. This is precisely a $C^{n-k-1} R_y(\theta)$ gate controlled on qubits 1 to $n - k - 1$ with target qubit $n$.\[\square\]

We can thus proceed with the initial placement and routing by traversing the vertices of the DAG in topological order, permuting bitstrings whenever a vertex' connectivity constraints are not satisfied. The overall cost of routing will greatly depend on choosing permutations of bitstrings – that is, reversible classical circuits – that can be implemented efficiently in a $\otimes$-circuit.

The established literature on reversible classical circuits provides a wide range of heuristics for optimized circuit synthesis that could be leveraged for this routing problem [17, 25, 26, 43, 48]. A transposition-based approach as suggested in [17] could be a fast first heuristic, as it is simple to establish which bitstring swaps would solve the given connectivity constraints from the hypercube model.

**Relative phase corrections**

We have so far focused on fusing, placing and synthesizing vertices in our DAG representation. The last missing link is the implementation of the graph edges. Phase information stored on the edges must be synthesized before the vertices can themselves be synthesized.

This can be readily achieved using well-studied phase polynomial synthesis algorithms that show excellent performance in practice [18, 88, 59].

Note also that only relative phase differences between dimensions on a given vertex must be implemented; this means that phase differences with other independent dimensions can be treated lazily, implementing them only when they are required. Combined with techniques to relax the reversible circuit synthesis problem to solutions
up to relative phase, this could prove a powerful optimization technique in the future [60].

**Synthesis Strategy in Summary**

We proposed a circuit synthesis algorithm that can convert a computation from its additive representation into an executable multiplicative circuit. The output quantum circuit can then be further optimized on existing quantum compilers [52, 55, 56] before execution on real hardware. An implementation in Julia using the Yao framework [61, 62] is in development and will be made available soon.

In summary:

1. Convert an additive circuit to its additive DAG representation. In the canonical form, any consecutive $R_y^+$ or $R_z^+$ rotation will be merged.
2. Stack vertices. Find vertices that can be factorized and synthesized jointly and fuse them together.
3. Organize stacked vertices in stacks of size $2^k$.
4. Satisfy connectivity constraints by placing and routing DAG edges on the hypercube.
5. Convert to multiplicative circuit by in turn synthesizing controlled rotations from vertices, phase polynomials from edge labels and reversible classical circuits from placement map.

8. Conclusion

In this paper, we have introduced an additive model for quantum computation that is a departure from all usual $\otimes$-based formalisms such as the quantum circuit language and its derivatives. In the additive formalism, widely used constructions such as controlled unitaries, diagonal operations and reversible classical circuits have a very intuitive presentation.

It is in its structure much closer to the matrix representation of unitary computations but offers a graphical circuit-like representation that makes it convenient to use for circuit design. Unlike the matrix representation, additive circuits further maintain some circuit information, allowing for circuit synthesis. This removes the need for matrix decomposition techniques that are extremely computationally expensive and scale poorly [27–30, 49, 51].

Expressing quantum computations with $\oplus$-based primitives is also interesting for circuit optimization purposes. As an example, we saw that additive circuits can recover higher-level controlled operations from its decomposition. The example provided in section 6 was simple, but the same strategy easily scales to larger primitives.

Decompositions of such multi-controlled operations quickly become complex, making it a challenge for compiler internal representations to identify and leverage such higher-level structure. We are not aware of any tool able to perform this. Additive circuits also make commutation relations of such complex structures apparent, which cannot be inferred from local considerations in $\otimes$-based circuits.

One of the main challenges of the additive representation is the $\otimes$-circuit synthesis problem. An efficient conversion from $\oplus$ to $\otimes$-circuits is essential for widespread use of the technology.

Our proposal in section 7 makes first step towards a resolution. We show that circuit synthesis strategies can leverage optimization strategies from the widely successful fields of reversible classical circuits synthesis and phase polynomial synthesis. This gives us an important head start towards competitive performance.

The scaling of the additive representation in general will be exponential, so that it will never be usable on large scale circuits. It might still be competitive however with matrix synthesis, as finding efficient implementations of unitaries is a particularly hard problem.

Promisingly, the distributivity rules of ($\otimes$, $\oplus$) mean that the two circuit models could easily be combined and considered together. Circuits could then be additive in parts where it provides an advantage, whilst keeping the scaling of the $\otimes$-based model overall. As an optimization technique, this would be closely related to block-wise matrix synthesis, where a circuit is decomposed into smaller subcircuits that are optimized individually using a matrix synthesis algorithm. A circuit-based ($\otimes$,
⊕-approach would be much more modular and composable, however. Finally, the additive model provides an excellent opportunity to develop new intuitions on quantum computing for educational and research purposes. As a first step, we are developing software that will allow users to design quantum circuits in the additive language and to perform ⊗-circuit synthesis, so that arbitrary ⊕-circuits could be compiled and optimized for execution on today’s quantum hardware.

Acknowledgements

My gratitude goes to Stefano, who helped me formulate many of the ideas I presented here. I would also like to thank my excellent team and colleagues at Cambridge Quantum, and Silas in particular for listening to my lengthy expositions.

References

[1] Michael A. Nielsen and Isaac Chuang. Quantum computation and quantum information. 2002.
[2] Andrew W. Cross et al. Open Quantum Assembly Language. 2017. arXiv: 1707.03429 [quant-ph].
[3] John Preskill. “Quantum Computing in the NISQ era and beyond”. In: Quantum 2 (Aug. 2018), p. 79. doi: 10.22331/q-2018-08-06-79
[4] Philipp Schindler et al. “A quantum information processor with trapped ions”. In: New Journal of Physics 15.12 (Dec. 2013), p. 123012. doi: 10.1088/1367-2630/15/12/123012
[5] Thomas P. Harty et al. “High-Fidelity Preparation, Gates, Memory, and Readout of a Trapped-Ion Quantum Bit”. In: Physical Review Letters 113.22 (Nov. 2014). doi: 10.1103/physrevlett.113.220501
[6] Nikodem Grzesiak et al. “Efficient arbitrary simultaneously entangling gates on a trapped-ion quantum computer”. In: Nature Communications 11.1 (June 2020). doi: 10.1038/s41467-020-16790-9
[7] Caroline Figgatt et al. “Parallel entangling operations on a universal ion-trap quantum computer”. In: Nature 572.7769 (July 2019), pp. 368–372. doi: 10.1038/s41586-019-1427-5
[8] Mark Saffman, Thad G. Walker, and Klaus Mølmer. “Quantum information with Rydberg atoms”. In: 82.3 (Aug. 2010), pp. 2313–2363. doi: 10.1103/revmodphys.82.2313
[9] Pascal Scholl et al. “Quantum simulation of 2D antiferromagnets with hundreds of Rydberg atoms”. In: Nature 595.7866 (July 2021), pp. 233–238. doi: 10.1038/s41586-021-03585-1
[10] Sara Bartolucci et al. Fusion-based quantum computation. 2021. arXiv: 2101.09310 [quant-ph].
[11] Juan M. Arrazola et al. “Quantum circuits with many photons on a programmable nanophotonic chip”. In: Nature 591.7848 (Mar. 2021), pp. 54–60. doi: 10.1038/s41586-021-03202-1
[12] Esteban A. Martinez et al. “Compiling quantum algorithms for architectures with multi-qubit gates”. In: New Journal of Physics 18.6 (2016). doi: 10.1088/1367-2630/18/6/063029
[13] Alán Aspuru-Guzik et al. “Simulated Quantum Computation of Molecular Energies”. In: Science 309.5741 (Sept. 2005), pp. 1704–1707. doi: 10.1126/science.1113479
[14] Seth Lloyd. “Universal Quantum Simulators”. In: Science 273.5278 (1996), pp. 1073–1078. doi: 10.1126/science.273.5278.1073
[15] Konstantinos Meichanetzidis et al. “Quantum Natural Language Processing on Near-Term Quantum Computers”. In: vol. 340. Open Publishing Association, Sept. 2021, pp. 213–229. doi: 10.4204/eptcs.340.11
[16] Dimitri Kartsaklis et al. lambeq: An Efficient High-Level Python Library for Quantum NLP. 2021. arXiv: 2110.04236 [cs.CL].
[17] Suzana Stojković et al. “Reversible Circuits Synthesis from Functional Decision Diagrams by using Node Dependency Matrices”. In: Journal of Circuits, Systems and Computers 29.5 (2020). doi: 10.1142/S0218126620500796

[18] Matthew Amy, Parsiad Azimzadeh, and Michele Mosca. “On the controlled-NOT complexity of controlled-NOT-phase circuits”. In: Quantum Science and Technology 4.1 (Jan. 2019), p. 015002. doi: 10.1088/2058-9565/aad8ca

[19] Alexander Cowtan, Will Simmons, and Ross Duncan. A Generic Compilation Strategy for the Unitary Coupled Cluster Ansatz. 2020. arXiv: 2007.10515 [quant-ph]

[20] Joseph Hongchul. Bae et al. “Quantum circuit optimization using quantum Karnaugh map”. In: Scientific Reports 10.1 (2020). doi: 10.1038/s41598-020-72469-7

[21] Afshin Abdollahi and Massoud Pedram. “Analysis and synthesis of quantum circuits by using quantum decision diagrams”. In: vol. 1. Institute of Electrical and Electronics Engineers Inc., 2006. doi: 10.1109/date.2006.244176

[22] Bob Coecke and Aleks Kissinger. “Picturing Quantum Processes”. In: International Conference on Theory and Application of Diagrams. Ed. by Peter Chapman et al. Springer. Cham: Springer International Publishing, 2018, pp. 28–31.

[23] Matthew Amy et al. “A meet-in-the-middle algorithm for fast synthesis of depth-optimal quantum circuits”. In: IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems 32.6 (2013), pp. 818–830. doi: 10.1109/TCAD.2013.2244643

[24] Lisa Hales and Sean Hallgren. “An improved quantum Fourier transform algorithm and applications”. In: Proceedings 41st Annual Symposium on Foundations of Computer Science. 2000, pp. 515–525. doi: 10.1109/SFCS.2000.892139

[25] Vivek V. Shende et al. “Reversible logic circuit synthesis”. In: IEEE/ACM International Conference on Computer Aided Design, 2002. ICCAD 2002. Nov. 2002, pp. 353–360. doi: 10.1109/ICCAD.2002.1167558

[26] Zhiqiang Li et al. “A synthesis algorithm for 4-bit reversible logic circuits with minimum quantum cost”. In: ACM Journal on Emerging Technologies in Computing Systems 11.3 (2014). doi: 10.1145/2629542

[27] Marc G. Davis et al. “Towards Optimal Topology Aware Quantum Circuit Synthesis”. In: 2020 IEEE International Conference on Quantum Computing and Engineering (QCE). Oct. 2020, pp. 223–234. doi: 10.1109/QCE49297.2020.00036

[28] Ethan Smith et al. LEAP: Scaling Numerical Optimization Based Synthesis Using an Incremental Approach. arXiv: 2106.11246 [quant-ph]

[29] Vlad Gheorghiu, Michele Mosca, and Priyanka Mukhopadhyay. A quasi-polynomial time heuristic algorithm for synthesizing T-depth optimal circuits. arXiv: 2101.03142 [quant-ph]

[30] Xin-Chuan Wu et al. QGo: Scalable Quantum Circuit Optimization Using Automated Synthesis. arXiv: 2012.09835 [quant-ph]

[31] Richard Jozsa. “Fidelity for Mixed Quantum States”. In: Journal of Modern Optics 41.12 (Dec. 1994), pp. 2315–2323. doi: 10.1080/09500349414552171

[32] Liam Madden and Andrea Simonetto. Best Approximate Quantum Compiling Problems. arXiv: 2106.05649 [quant-ph]

[33] Richard Phillips Feynman. “The Theory of Positrons”. In: Phys. Rev. 76 (6 Sept. 1949), pp. 749–759. doi: 10.1103/PhysRev.76.749

[34] Bob Coecke and Ross Duncan. “Interacting Quantum Observables”. In: Automata, Languages and Programming. Springer Berlin Heidelberg, 2008, pp. 298–310. doi: 10.1007/978-3-540-70583-3_25

[35] John van de Wetering. ZX-calculus for the working quantum computer scientist. 2020. arXiv: 2012.13966 [quant-ph]
[36] Miriam Backens and Aleks Kissinger. “ZH: A Complete Graphical Calculus for Quantum Computations Involving Classical Non-linearity”. In: Proceedings of the 15th International Conference on Quantum Physics and Logic, Halifax, Canada, 3-7th June 2018. Ed. by Peter Selinger and Giulio Chiribella. Vol. 287. Electronic Proceedings in Theoretical Computer Science. Open Publishing Association, 2019, pp. 23–42. doi: 10.4204/EPTCS.287.2

[37] Shibdas Roy. “Towards normal forms for GHZ/W calculus”. In: AIP Conference Proceedings. Vol. 1384. 1. AIP. 2011, pp. 112–119. doi: 10.1063/1.3635852

[38] Quanlong Wang. “An Algebraic Axiomatization of ZX-calculus”. In: Proceedings 17th International Conference on Quantum Physics and Logic, Paris, France, June 2-6, 2020. Ed. by Benoît Valiron et al. Vol. 340. Electronic Proceedings in Theoretical Computer Science. Open Publishing Association, 2021, pp. 303–332. doi: 10.4204/EPTCS.340.16

[39] Filippo Bonchi, Paweł Sobociński, and Fabio Zanasi. “Full Abstraction for Signal Flow Graphs”. In: Proceedings of the 42nd Annual ACM SIGPLAN-SIGACT Symposium on Principles of Programming Languages. ACM, Jan. 2015. doi: 10.1145/2676726.2676993

[40] Filippo Bonchi, Paweł Sobociński, and Fabio Zanasi. “Interacting Hopf algebras”. In: Journal of Pure and Applied Algebra 221.1 (Jan. 2017), pp. 144–184. doi: 10.1016/j.jpaa.2016.06.002

[41] Filippo Bonchi, Paweł Sobociński, and Fabio Zanasi. “A Survey of Compositional Signal Flow Theory”. In: Advancing Research in Information and Communication Technology - IFIP’s Exciting First 60+ Years, Views from the Technical Committees and Working Groups. Ed. by Michael Goedicke, Eric J. Neuhold, and Kai Rannenberg. Vol. 600. IFIP Advances in Information and Communication Technology. Springer, 2021, pp. 29–56. doi: 10.1007/978-3-030-81701-5_2

[42] Miriam Backens et al. “There and back again: A circuit extraction tale”. In: Quantum 5 (Mar. 2021), p. 421. doi: 10.22331/q-2021-03-25-421

[43] Ömercan Susam and Mustafa Altun. “Fast synthesis of reversible circuits using a sorting algorithm and optimization”. In: Journal of Multiple-Valued Logic and Soft Computing 29.1-2 (2017), pp. 1–23.

[44] Nathan O. Scott and Gerhard W. Dueck. “Pairwise decomposition of Toffoli gates in a quantum circuit”. In: 2008, pp. 231–235. doi: 10.1145/1366110.1366168

[45] Mona Arabzadeh, Mehdi Saeedi, and Morteza Saheb Zamani. “Rule-based optimization of reversible circuits”. In: 2010, pp. 849–854. doi: 10.1109/ASPDAC.2010.5419684

[46] Kamalika Datta et al. “Exploiting negative control lines in the optimization of reversible circuits”. In: Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) 7948 LNCS (2013), pp. 209–220. doi: 10.1007/978-3-642-38986-3_17

[47] Kamalika Datta et al. “A cycle based reversible logic synthesis approach”. In: 2013, pp. 316–319. doi: 10.1109/ICACC.2013.67

[48] Mariam Gado and Ahmed Younes. “Optimization of reversible circuits using toffoli decompositions with negative controls”. In: Symmetry 13.6 (2021). doi: 10.3390/sym13061025

[49] Raban Iten et al. Introduction to UniversalQ-Compiler. arXiv: 1904.01072 [quant-ph]

[50] Anneriet M. Krol et al. Efficient decomposition of unitary matrices in quantum circuit compilers. arXiv: 2101.02993 [quant-ph]

[51] Thomas Loke, Jingbo Wang, and Y. H. Chen. “OptQC: An optimized parallel quantum compiler”. In: 185.12 (Dec. 2014), 3307–3316. doi: 10.1016/j.cpc.2014.07.022

[52] MD Sajid Anis et al. Qiskit: An Open-source Framework for Quantum Computing. 2021. doi: 10.5281/zenodo.2573505
Quantum in Additive Space

[53] Stephen Lack. “Composing props”. In: Theory and Applications of Categories 13.9 (2004), pp. 147–163.

[54] Dipak Kumar Kole et al. “Generalized construction of quantum multiplexers and de-multiplexers using a proposed novel algorithm based on universal Fredkin gate”. In: 2016 Sixth International Symposium on Embedded Computing and System Design (ISED). 2016, pp. 82–86. doi:10.1109/ISED.2016.7977059.

[55] Seyon Sivarajah et al. “|ket⟩: a retargetable compiler for NISQ devices”. In: Quantum Science and Technology 6.1 (Nov. 2020), p. 014003. doi:10.1088/2058-9565/ab8e92.

[56] Cirq Developers. Cirq. Version v0.12.0. See full list of authors on Github: https://github.com/quantumlib/Cirq/graphs/contributors. Aug. 2021. doi:10.5281/zenodo.5182845.

[57] Alexander Cowtan et al. “On the Qubit Routing Problem”. In: 14th Conference on the Theory of Quantum Computation, Communication and Cryptography (TQC 2019). Ed. by Wim van Dam and Laura Mancinska. Vol. 135. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2019, 5:1–5:32. doi:10.4230/LIPIcs.TQC.2019.5.

[58] Arianne Meijer-van de Griend and Ross Duncan. Architecture-aware synthesis of phase polynomials for NISQ devices. 2020. arXiv:2004.06602 [quant-ph].

[59] Vivien Vandaele, Simon Martiel, and Timothée Goubault de Brugière. Phase polynomials synthesis algorithms for NISQ architectures and beyond. 2021. arXiv:2104.00034 [quant-ph].

[60] Dmitri Maslov. “Advantages of using relative-phase Toffoli gates with an application to multiple control Toffoli optimization”. In: Physical Review A - Atomic, Molecular, and Optical Physics 93.2, 022311 (Feb. 2016), p. 022311. doi:10.1103/PhysRevA.93.022311.

[61] Jeff Bezanson et al. “Julia: A fresh approach to numerical computing”. In: SIAM review 59.1 (2017), pp. 65–98.

[62] Xiu-Zhe Luo et al. Yao.jl: Extensible, Efficient Framework for Quantum Algorithm Design. arXiv:1912.10877 [quant-ph].

A. PROOF OF THEOREM 2

Proof. Identity 1 is a special case of the simple equation

\[ SA = (SAS^T)S \]

where S is some permutation matrix and A a linear operation. In the case where we can write A as \( A = A_1 \oplus \cdots \oplus A_k \) and S leaves each \( A_i \) subspace unchanged, then there is a permutation \( \sigma \) of \( 1, \ldots, k \) such that

\[ S(A_1 \oplus \cdots \oplus A_k)S^T = A_{\sigma(1)} \oplus \cdots \oplus A_{\sigma(k)} \]

and thus

\[ S(A_1 \oplus \cdots \oplus A_k) = (A_{\sigma(1)} \oplus \cdots \oplus A_{\sigma(k)})S. \]

Writing this graphically yields the statement.

Identity 2 follows from the anticommutativity of the Pauli matrices X and Y

\[ XR_x(\theta) = X(12 \cos(\theta) + iY \sin(\theta)) = (12 \cos(\theta) - iY \sin(\theta))X = Rx(-\theta)X. \]

Identity 3 is a well-known property of rotations:

\[ Rx(\theta) + Rx(\theta') = Rx(\theta + \theta'); \]

the same holds for Rz. Identity 4 can be written as

\[ (12 \oplus Ry^+(\theta)) (Ry^+(\theta') \oplus 12) = (Ry^+(\theta') \oplus 12) (12 \oplus Ry^+(\theta)), \]

and similarly for Ry^+.

□