Abstract—Composite systems are large complex systems consisting of interconnected agents (subsystems). Agents in a composite system interact with each other towards performing an intended goal. Controllability is essential to achieve desired system performance in linear time-invariant composite systems. Agents in a composite system are often uncontrollable individually, further, only a few agents receive input. In such a case, the agents share/communicate their private state information with pre-specified neighboring agents so as to achieve controllability. Our objective in this paper is to identify an optimal network topology, optimal in the sense of minimum cardinality information transfer between agents to guarantee the controllability of the composite system when the possible neighbor set of each agent is pre-specified. We focus on graph-theoretic analysis referred to as structural controllability as numerical entries of system matrices in complex systems are mostly unknown. We first prove that given a set of agents and the possible set of neighbors, finding a minimum cardinality set of information (interconnections) that must be shared to accomplish structural controllability of the composite system is NP-hard. Subsequently, we present a polynomial-time algorithm that finds a 2-optimal solution to this NP-hard problem. Our algorithm combines a minimum weight bipartite matching algorithm and a minimum spanning tree algorithm and gives a subset of interconnections which when established guarantees structural controllability, such that the worst-case performance is 2-optimal. Finally, we show that our approach directly extends to weighted constrained optimal network topology design problem and constrained optimal network topology design problem in switched linear systems.

1. INTRODUCTION

Real-world networks including robot swarms [1], power grids [2], and biological systems [3], consist of similar entities (subsystems) interacting with each other for performing a desired task. In order to achieve the intended system performance it is essential that the system is controllable [4]. The exact numerical entries of the system matrices are often not known in complex systems [5] and hence it is impossible to verify controllability of a system using Kalman’s criteria [4]. Graph theoretic analysis referred to as structural analysis is widely used in the literature for analyzing controllability and related concepts of systems whose numerical system matrices are unknown and only the zero/nonzero pattern of these matrices are known. The notion of structural controllability is the counterpart in structural analysis for controllability (see [5] for more details). The strength of structural controllability is that using the topology (sparsity pattern) of the system it concludes Kalman’s controllability of almost all systems of same sparsity pattern [6]. We use structural controllability to verify the controllability of the composite system.

Complex networks consist of spatially distributed entities referred to as agents or subsystems. In many cases the individual subsystems are not structurally controllable on their own. Additionally, only a few of these subsystems called as leaders receive input [7]. To this end, the subsystems (agents) interact and share their private state information with neighboring subsystems to achieve structural controllability as a whole system. We refer to the interaction links through which the subsystems share information as interconnections and the full system as the composite system. Interconnections are directed edges between subsystems through which one subsystem communicates its state information with another subsystem. In this paper, we use subsystems and agents interchangeably.

In most of the applications, it is desired to achieve structural controllability by keeping the amount of information transfer the least because of security reasons, communication capacity constraints to minimize the communication cost and delay, and power and resource constraints for battery operated agents. For instance, in multi-agent networked system, the robot swarm consists of many agents. In a formation control or consensus application with selected leaders, only few agents receive external input and hence each agent is not necessarily structurally controllable. Input addition to achieve structural controllability is not allowed as the input matrix is predefined, however, interconnection links (information transfer) between subsystems are often allowed. Thus for the robot swarm to be a controllable system, the agents communicate their state informations with other agents [7]. While information sharing among agents are allowed, minimum information sharing is necessary for security reasons and to minimize delay and power consumption due to communication. Further, every agent can share information with pre-specified neighboring agents only. In multi-agent systems and power applications, the neighbor set of each agent or subsystem is pre-specified depending on communication radius, security, and proximity.

Our aim in this paper is to provide an algorithm that address the following questions in composite systems consisting of subsystems so that it achieves structural controllability:

1) Which neighboring agents should communicate?
2) What state informations should be communicated?

In other words, the objective of this paper is to design an optimal network topology of the composite system by interconnecting neighboring agents such that the composite system is structurally controllable. We refer to this problem as the optimal constrained network topology design problem. The contributions of this paper are the following:

- Given a set of subsystems and the possible set of neighbors of each subsystem, we prove that the optimal constrained network topology design problem is NP-hard. The NP-hardness result is obtained from a polynomial-
time reduction of a known NP-complete problem, the degree constrained spanning tree problem to the decision problem associated with the optimal constrained network topology design problem (Theorem 5.1).

- We provide a polynomial-time algorithm to find a solution to the optimal constrained network topology design problem. This algorithm consists of a minimum weight bipartite matching algorithm and a minimum spanning tree algorithm (Algorithm 5.1). We prove that our algorithm is a 2-optimal\(^1\) algorithm for the optimal constrained network topology design problem (Theorem 5.8).
- We prove that the computational complexity of approximation algorithm that solve optimal constrained network topology design problem is \(O(n^2)\), where \(n\) is the dimension of the composite system (Theorem 5.9).
- We show that our approach directly extend to weighted constrained optimal network topology design problem and constrained optimal network topology design problem in switched linear systems (Corollaries 6.1 and 6.2).

The organization of the paper is as follows: in Section 2 we present the related work in this area. In Section 3 we formulate the optimal constrained network topology design problem. In Section 4 we present preliminaries and few existing results used in the sequel. In Section 5 we prove the main results of this paper, provide an approximation algorithm to solve the optimal constrained network topology design problem, and illustrate our approximation algorithm using an example. In Section 6 we discuss possible extensions of the results and algorithms. Finally, in Section 7 we conclude the paper.

2. Related Work

Controllability and observability of composite systems was introduced in [8], where it is related to the controllability and observability of its subsystems. Most of the earlier research in this area focus on standard interconnections, namely the series and the parallel connections [9], [10], [11]. However, in practice the interconnections in large complex systems may not be only of these standard nature but will be complicated. Interconnections other than the standard ones are also considered in the literature, for instance see [12], [13]. Composite systems with subsystems of similar or identical dynamics is addressed in [14], [15]. Conditions for verifying system theoretic properties of composite systems made of identical subsystems are derived in [14]. Paper [15] assumed that the subsystems are symmetrically interconnected in addition to identical dynamics and derived conditions for verifying system theoretic properties. Specifically, controllability and observability of composite systems are addressed and conditions based on the subsystems are derived in papers [9], [10], [11], and [13]. Decentralized controller design in composite systems is given in [15] when the subsystems have identical dynamics and symmetric interconnections.

Optimization problems in LTI composite systems are also studied in many papers for different problem settings. The analysis in [1] yields an optimal network design for efficient average consensus of multi-agent systems. Consensus of multi-agent systems when the communication graph of the agents have a spanning tree is addressed [16]. On the other hand, the approach in [17] gave an optimal trajectory design for establishing connectivity of spatially distributed dynamic agents. Optimal topology design problem is formulated in [18] when there is a trade-off between cost of communication links and the closed-loop performance and a solution approach is proposed by formulating it as a mixed-integer semi-definite programming problem. While papers [11], [16], [17], and [18] addressed the optimal network topology design problem for numerical systems, we perform our analysis for structured systems. Our approach uses structural analysis for an optimal topology design in large complex network. Moreover, our focus is on the structural controllability of the network.

Composite structured systems is well studied in literature and various graph theoretic and algebraic conditions were derived for verifying structural controllability of composite systems in terms of subsystems [19] - [22]. Specifically, the algorithm given in [21] accomplishes this using a distributed algorithm. In [22], a graphic notion referred to as ‘g-cactus’ is defined using which a sufficient condition is given for structural controllability of composite systems. Note that, all these papers focused on deriving conditions for verifying structural properties of the composite system using the subsystems. While optimal topology design is addressed for numerical systems in many papers, we study this problem for structured composite systems.

Optimal constrained network topology design problem is addressed in [22] and [23] when the communication graph of subsystems are complete, i.e., every subsystem can possibly share information with any other subsystem. In such a case, the optimal constrained network topology design problem becomes unconstrained. Paper [22] consider the unconstrained version of the problem (i.e., communication graph of agents is complete) when the subsystems are homogeneous or so-called structurally equivalent and proposed a polynomial-time algorithm. Paper [23] considered the unconstrained case of the optimal constrained network topology design problem when the subsystems are heterogeneous and gave a polynomial-time algorithm. Note that, the cases considered in [22] and [23] are polynomial-time solvable while the problem we consider in this paper is NP-hard. Hence the approaches in [22] and [23] do not extend to the constrained case we address in this paper.

3. Problem Formulation

Consider an LTI system with dynamics \( \dot{x} = Ax + Bu \), where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \). The structural representation of the matrices \( A \) and \( B \) are represented by \( \tilde{A} \in \{0,\star\}^{n \times n} \) and \( \tilde{B} \in \{0,\star\}^{n \times m} \), respectively. Here \( \mathbb{R} \) denotes the set of real numbers and \( \star \) denotes a free independent parameter. The pair \((\tilde{A}, \tilde{B})\) structurally represents a system \((A, B)\) if it satisfies

\[
\begin{align*}
A_{pq} &= 0 \text{ whenever } \tilde{A}_{pq} = 0, \quad \text{and} \\
B_{pq} &= 0 \text{ whenever } \tilde{B}_{pq} = 0.
\end{align*}
\]
We refer to \((\bar{A}, \bar{B})\) that satisfies \(\mathbb{D}\) as the structured system representation of the numerical system \((A, B)\). For a structured system, structural controllability is defined as follows.

**Definition 3.1.** The structured system \((\bar{A}, \bar{B})\) is said to be structurally controllable if there exists at least one controllable numerical realization \((A, B)\).

The matrix pair \((\bar{A}, \bar{B})\) only indicates locations of zero and nonzero entries. For a given \((A, B)\), \((\bar{A}, \bar{B})\) structurally represents a class of control systems corresponding to all possible numerical realizations of \((\bar{A}, \bar{B})\).

**Remark 3.2.** While Definition 3.1 of structural controllability requires only one controllable realization, it is known that if a system is structurally controllable, then ‘almost all’ numerical systems of the same sparsity structure is controllable \([24]\). In other words, structural controllability is a generic property.

Now we describe structural representation of a composite system consisting of \(k\) subsystems. Consider \(k\) subsystems with structured state matrix \(\bar{A}_i \in \{0,\ast\}^{n_i \times n_i}\) and structured input matrix \(\bar{B}_i \in \{0,\ast\}^{n_i \times m_i}\). The pair \((\bar{A}_i, \bar{B}_i)\) is referred to as the \(i\)th subsystem and is denoted by \(S_i\). With this notation, the dynamics of \(S_i\) is

\[
\dot{x}_i(t) = \bar{A}_i x_i(t) + \bar{B}_i u_i(t), \quad i = 1, \ldots, k.
\]

We do not assume that each subsystem is individually structurally controllable. To achieve structural controllability, one need to interconnect subsystems. Each subsystem can interconnect with only a pre-specified set of subsystems, referred to as its neighbors. The set of neighbors of subsystem \(S_j\) is denoted by the set \(N(S_j)\). We denote the structured connection matrix from \(S_j\) to \(S_i\) by \(\bar{E}_{ij} \in \{0,\ast\}^{n_j \times n_i}\). Then \(\bar{E}_{ij} = 0\) if \(S_i \notin N(S_j)\). Further, \(\bar{E}_{ij} \neq 0\) implies that any state of \(S_j\) can potentially connect to any state of \(S_i\). Note that, neighbor relation is not symmetric and hence \(S_i \in N(S_j)\) \(\Leftrightarrow S_j \in N(S_i)\). The composite structured system of \(k\) subsystems has the dynamics

\[
\dot{x}(t) = \begin{bmatrix} \bar{A}_1 & \bar{E}_{12} & \cdots & \bar{E}_{1k} \\ \bar{E}_{21} & \bar{A}_2 & \cdots & \bar{E}_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ \bar{E}_{k1} & \bar{E}_{k2} & \cdots & \bar{A}_k \end{bmatrix} x(t) + \begin{bmatrix} \bar{B}_1 & 0 & \cdots & 0 \\ 0 & \bar{B}_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \bar{B}_k \end{bmatrix} u(t),
\]

where \(\bar{A}_T \in \{0,\ast\}^{n_T \times n_T}\) with \(n_T = \sum_{i=1}^k n_i\) and \(\bar{B}_T \in \{0,\ast\}^{n_T \times m_T}\) with \(m_T = \sum_{i=1}^k m_i\). Here, \(x = [x_1^T, \ldots, x_k^T]^T\) with \(x_i = [x_{i1}, \ldots, x_{in_i}]^T\) and \(u = [u_{11}^T, \ldots, u_{mk}^T]^T\) with \(u_{ij} = [u_{ij1}, \ldots, u_{ijm_j}]^T\).

The system \((\bar{A}_T, \bar{B}_T)\) is said to be a structured composite system formed by subsystems \(S_1, \ldots, S_k\) interconnected through \(\bar{E}_{ij}\)'s, where \(i, j \in \{1, \ldots, k\}\).

Our aim in this paper is to design a structurally controllable optimal network topology of \((\bar{A}_T, \bar{B}_T)\). Since we cannot change the dynamics of the individual subsystem, optimality is with respect to designing interconnection matrices. Formally, the optimization problem we consider is as follows:

**Problem 3.3.** Given \(k\) structured subsystems \((\bar{A}_i, \bar{B}_i)\), and the out-neighbor sets \(N(S_i)\), where \(\bar{A}_i \in \{0,\ast\}^{n_i \times n_i}\) and \(\bar{B}_i \in \{0,\ast\}^{n_i \times m_i}\) and \(i \in \{1, \ldots, k\}\), find

\[
\bar{A}_T^* \in \arg\min_{\bar{A}_T \in \mathcal{K}} \|\bar{A}_T\|_0,
\]

where \(\mathcal{K} := \{\bar{A}_T \in \{0,\ast\}^{n_T \times n_T} : \text{for all } i = 1, \ldots, k, \text{ the } (n_i \times n_i)\text{ diagonal submatrix of } \bar{A}_T \text{ is } \bar{A}_i, \bar{E}_{ij} \neq 0 \text{ only if } S_i \in N(S_j), \text{ and } (\bar{A}_T, \bar{B}_T) \text{ is structurally controllable}\}.

Here, \(\|\cdot\|_0\) denotes the zero matrix norm. The set \(\mathcal{K}\) denotes the set of all feasible solutions of Problem 3.3.

Without loss of generality, we assume that the matrix \(\bar{B}_T\) is nonzero. Further, we assume that for \(\bar{E}_{ij} = \{\ast\}^{n_i \times n_j}\) for all \(i, j\) satisfying \(S_i \in N(S_j)\), the composite structured system is structurally controllable. In other words, when the subsystems are composed with all possible interconnections, the resulting composite system is structurally controllable and hence the set \(\mathcal{K}\) is non-empty. Two matrices \(\bar{A}_T^*\) and \(\bar{A}_T^*\) in \(\mathcal{K}\) differs only in their off-diagonal blocks. Solving the minimum interconnection problem is same as minimizing the non-zero entries in matrices in \(\mathcal{K}\), since for all matrices in \(\mathcal{K}\) the diagonal blocks are fixed and optimization is possible only corresponding to the off-diagonal blocks. This in turn is same as minimizing the interconnections.

### 4. Preliminaries

In this section, we detail the preliminaries and introduce few existing results in structural analysis used in the sequel. Most of the existing work in structural analysis is based on graph theoretic analysis as the interaction of states, inputs, and outputs in a structured system are well captured in graphs.

Consider a structured system \((\bar{A}, \bar{B})\), where \(\bar{A} \in \{0,\ast\}^{n \times n}\) and \(\bar{B} \in \{0,\ast\}^{n \times m}\). We first construct the state digraph \(\mathcal{D}(\bar{A})\) with vertex set \(V_X = \{x_1, \ldots, x_n\}\) and edge set \(E_X\), where \((x_p, x_q) \in E_X\) if \(\bar{A}_{qp} = \ast\). Now we construct subsystem digraph \(\mathcal{D}(\bar{A}, \bar{B})\) with vertex set \(V_X \cup U_X\) and edge set \(E_X \cup U_X\). Here, \(V_X = \{u_1, \ldots, u_m\}\) and \((u_p, x_q) \in E_U\) if \(\bar{B}_{qp} = \ast\). All state vertices are said to be accessible in \(\mathcal{D}(\bar{A}, \bar{B})\) if there exists a directed path to every state node \(x_q\) from some input node \(u_p\) in \(\mathcal{D}(\bar{A}, \bar{B})\). Subsequently, we construct the state bipartite graph \(B(\bar{A})\) with vertex set \((V_X \cup U_X)\) and edge set \(E_X\). Here, \(V_{X'} = \{x_1', \ldots, x_n'\}\) and \((x_p', x_q') \in E_X\) if \((x_p, x_q) \in E_X\). The subsystem bipartite graph \(B(\bar{A}, \bar{B})\) is built with vertex set \((V_X, V_U \cup U_U)\) and edge set \(E_X \cup E_U\), where \((x_p', u_q') \in E_U\) if \((u_q, x_p) \in E_U\).

Now we define the notion of perfect matching in a bipartite graph. An undirected graph \(G_0 = (V_0, U_0, E_0)\) is said to be a bipartite graph if \(V_0 \cap U_0 = \emptyset\) and \(E_0 \subseteq V_0 \times V_0 \times U_0 \times V_0\). A matching \(M_0\) in \(G_0\) is a subset of edges such that \(M_0 \subseteq E_0\) and for \((\sigma, \bar{\sigma}), (\lambda, \mu) \in M_0\) we have \(\sigma \neq \bar{\sigma}\) and \(\lambda \neq \mu\), where \(\sigma, \lambda \in V_0\) and \(\bar{\sigma}, \mu \in U_0\). Now we give the classical result for structural controllability.

**Proposition 4.1** (pp.207, \([24]\)). A structured system \((\bar{A}, \bar{B})\) is said to be structurally controllable if and only if all state nodes are accessible in \(\mathcal{D}(\bar{A}, \bar{B})\) and the bipartite graph \(B(\bar{A}, \bar{B})\) has a perfect matching, i.e., no dilations in \(\mathcal{D}(\bar{A}, \bar{B})\).

Although \(\|\cdot\|_0\) does not satisfy some of the norm axioms, the number of non-zero entries in a matrix is conventionally referred to as the zero norm.

Typical structured system is denoted by \((\bar{A}, \bar{B})\) and the related concepts discussed in this section can be extended to specific system under consideration.
The bipartite graph $B(\bar{A}, \bar{B})$ that has a perfect matching is said to satisfy the no-dilation condition. The subsystems $(\bar{A}_i, \bar{B}_i)$ need not be individually structurally controllable, however, one can achieve structural controllability by composing the subsystems using interconnections. The objective of this paper is to achieve it using minimum number of interconnections.

5. Main Results: Complexity and Approximation

In this section, we first prove that Problem 3.3 is NP-hard and then present a polynomial time approximation algorithm that gives a 2-optimal solution.

A. Complexity Results

In this subsection, we analyze the complexity of Problem 3.3. Specifically, we show that Problem 3.3 is NP-hard.

**Theorem 5.1.** Consider $k$ structured subsystems $(\bar{A}_i, \bar{B}_i)$, where $\bar{A}_i \in \{0, \ast\}^{n_i \times n}$ and $\bar{B}_i \in \{0, \ast\}^{n \times m_i}$, and the neighbor set $N(S_i)$, for $i \in \{1, \ldots, k\}$. Then, Problem 3.3 is NP-hard.

The proof of Theorem 5.1 is established using reduction of general instance of a known NP-complete problem, namely degree constrained spanning tree problem (DCST), to an instance of the decision problem associated with Problem 3.3. We describe below the DCST problem.

**Problem 5.2** (Degree constrained spanning tree problem [26].) Given an undirected graph $G = (V, E)$ and a positive integer $\gamma$, where $\gamma \leq |V|$, does there exist a spanning tree such that no node in the spanning tree has degree $\gamma$?

Note that, $G$ is an undirected connected graph. The DCST problem is shown to be NP-complete for any $\gamma \geq 2$ [26]. When $\gamma = 2$, the problem reduces to a Hamiltonian path problem [26], a known NP-complete problem. We now present the decision problem associated with Problem 5.3.

**Problem 5.3** (Decision version of Problem 3.3). Given $k$ structured subsystems $S_i = (\bar{A}_i, \bar{B}_i)$, the out-neighbor set $N(S_i)$, and a positive integer $\alpha$, where $\bar{A}_i \in \{0, \ast\}^{n_i \times n}$, $\bar{B}_i \in \{0, \ast\}^{n \times m_i}$, and $i \in \{1, \ldots, k\}$, does there exist $\bar{A}_T \in \mathcal{K}$ such that the number of interconnections in $\bar{A}_T$ is less than or equal to $\alpha$?

Now we prove that Problem 5.3 is NP-complete.

**Theorem 5.4.** Consider $k$ structured subsystems $S_i = (\bar{A}_i, \bar{B}_i)$, the out-neighbor sets $N(S_i)$, and a positive integer $\alpha$, where $\bar{A}_i \in \{0, \ast\}^{n_i \times n}$, $\bar{B}_i \in \{0, \ast\}^{n \times m_i}$, and $i \in \{1, \ldots, k\}$. Then, Problem 5.3 is NP-complete.

**Proof.** We prove Problem 5.3 is NP-complete using a polynomial time reduction of DCST problem with $\gamma = 2$ (Hamiltonian path problem) to Problem 5.3. Firstly, consider a general instance of the DCST problem with undirected graph $G = (V, E)$ and $\gamma = 2$, where $|V| = r$. Subsequently, construct $r$ instances of Problem 5.3 say $P_1, P_2, \ldots, P_r$. Consider the instance $P_1$.

1The subsystem $S_i = (\bar{A}_i, \bar{B}_i)$ is not structurally controllable if state nodes in the digraph $D(\bar{A}, \bar{B})$ are not accessible and/or the bipartite graph $B(\bar{A}, \bar{B})$ does not have a perfect matching.
Problem 5.3 is NP-complete.

Theorem 5.4 now proves one of the main result of this paper.

**Proof of Theorem 5.1**: As the decision version (Problem 5.3) is NP-complete, the optimization problem, Problem 5.3, is NP-hard [26]. Thus proof of Theorem 5.1 directly follows from Theorem 5.4.

**Remark 5.5**: Problem 5.3 is NP-complete and Problem 3.3 is NP-hard even when the composite system is single-input with irreducible and homogeneous \(A_1 = A_2 = \cdots = A_i\) subsystems as the instance constructed in the proofs belongs to this class.

**B. Approximation Algorithm**

In this subsection, we present a polynomial time 2-optimal algorithm to solve Problem 3.3. The proposed algorithm includes a minimum weight bipartite matching algorithm and a minimum spanning tree algorithm [27]. We first define minimum weight bipartite matching and minimum spanning tree below and then give the approximation algorithm.

**Definition 5.6**: In a bipartite graph \(G_b = (V_b, E_b, w_b)\) with \(|V_b| \leq |\bar{V}_b|\) and a weight function \(w : \bar{E}_b \to \mathbb{R}\), a minimum weight bipartite matching is a matching \(M_b\) such that \(|M_b| = |V_b|\) and \(\sum_{e \in M_b} w_b(e) \leq \sum_{e \in \bar{M}_b} w_b(e)\) for all matching \(\bar{M}_b\) satisfying \(|\bar{M}_b| = |V_b|\).

**Definition 5.7**: In a directed graph \(G_d = (V_d, E_d)\) with weight function \(c : \bar{E}_d \to \mathbb{R}\), a directed spanning tree rooted at \(r \in V_d\) is a subgraph \(T\) such that the undirected version of \(T\) is a tree and there exists a directed path from \(r\) to any vertex in \(V_d\). Cost of spanning tree \(T\) is defined as \(\sum_{e \in T} c(e)\) and minimum spanning tree is one with minimum cost.

The pseudo-code of the proposed algorithm is given in Algorithm 5.1. We first construct a bipartite graph \(\bar{B}(\bar{A}_i, \bar{B}_i)\) whose left vertex set is the state nodes of all \(k\) subsystems, i.e., \(\bar{V}_b = \cup_{i=1}^k V_{b_i}\) (Step 2) and right vertex set is state and input nodes of all \(k\) subsystems, i.e., \(\bar{V}_r = \cup_{i=1}^k (V_{r_i} \cup V_{l_i})\) (Step 3). The edge set \(\bar{E}_d\) consists of two types of edges: (i) edges corresponding to nonzero entries in \(A_i, B_i\), for \(i = 1, \ldots, k\), denoted by \(\bar{E}_S\), and (ii) edges corresponding to possible interconnections between subsystems denoted by \(\bar{E}_N\), based on the pre-specified out-neighbor set (Step 4). Now we define a weight function \(w_b : \bar{E}_b \to \mathbb{R}\). The weight \(w_b\) assigns zero weight to all edges within a subsystem and assigns weight 1 to all edges corresponding to interconnections (Step 5). A minimum weight perfect matching in \(\bar{B}(\bar{A}_i, \bar{B}_i)\) is denoted by \(M_b\) (Step 6) and the edges in \(\bar{E}_S\) that are present in \(M_b\) are denoted by \(\bar{E}_S(M_b)\) (Step 7). A minimum weight matching in \(\bar{B}(\bar{A}_i, \bar{B}_i)\) under weight \(w_b\) gives a minimum cardinality subset of interconnection edges that will ensure existence of a perfect matching in the composite system, thereby guaranteeing the no-dilation condition. This completes Stage 1.

**Algorithm 5.1** Pseudo-code for solving Problem 3.3 using minimum weight maximum matching and a weighted directed spanning tree algorithm

**Input**: Structured subsystems \(S_i = (\bar{A}_i, \bar{B}_i)\) and out-neighbor set \(N(S_i)\), for \(i = 1, \ldots, k\)

**Output**: Interconnection edges that achieves structural controllability of the composite system

1. Construct bipartite graph \(\bar{B}(\bar{A}_i, \bar{B}_i) = (\bar{V}_b, \bar{V}_r, \bar{E}_b)\)
2. Left vertex set \(\bar{V}_r = \cup_{i=1}^k V_{r_i}\), where \(V_{r_i} = \{x_{r_i}^1, \ldots, x_{r_i}^m\}\)
3. Right vertex set \(\bar{V}_r = \cup_{i=1}^k (V_{r_i} \cup V_{l_i})\), where \(V_{r_i} = \{x_{r_i}^1, \ldots, x_{r_i}^m\}\) and \(V_{l_i} = \{u_{l_i}^1, \ldots, u_{l_i}^m\}\)
4. Edge set \(\bar{E}_b := \bar{E}_S \cup \bar{E}_N\), where \((x_{b_i}^p, x_{b_i}^q) \in \bar{E}_S\) if \(A_{b_i} = \star\) or \(A_{b_i} = (x_{b_i}^p, u_{b_i}^q) \in \bar{E}_N\) if \(S_i \in N(S_i)\), for \(i, j \in \{1, \ldots, k\}\), \(i \neq j\) and \(p, q \in \{1, \ldots, n_i\}\)
5. \(w_b(e) \leftarrow \begin{cases} 0, & \text{for } e \in \bar{E}_S, \\ 1, & \text{for } e \in \bar{E}_N. \end{cases}\)
6. Find minimum weight perfect matching of \(\bar{B}(\bar{A}_i, \bar{B}_i)\) under weight function \(w_b\), say \(M_b\)
7. Edge set \(\bar{E}_N(M_b) := \{(x_{b_i}^p, x_{b_i}^q) \in \bar{E}_N : (x_{b_i}^p, x_{b_i}^q) \in M_b \land (x_{b_i}^p, u_{b_i}^q) \notin M_b\}\)
8. Construct the directed graph \(T_{N} = (V_{N}, E_{N})\)
9. \(V_{N} := N_{S} \cup \{u\}\), where \(N_{S} = \{A_{1}, \ldots, A_{k}\}\) is the set of SCC’s of subsystems \(S_{1}, \ldots, S_{k}\) and \(u\) is a master input node
10. \(E_{N} := E_{N_{S}} \cup E_{N_{S}} \cup E_{N_{S}}\)
11. \(E_{N_{S}} := \{(\bar{N}_{S}, \bar{N}_{S}) : x_{N_{b_i}}^p \in \bar{N}_{S}, x_{N_{b_i}}^q \in \bar{N}_{S}\} \in E_{N}\) for \(p, q \in \{1, \ldots, n_i\}\)
12. \(E_{N_{S}} := \{(\bar{N}_{S}, \bar{N}_{S}) : x_{N_{b_i}}^p \in \bar{N}_{S}, x_{N_{b_i}}^q \in \bar{N}_{S}\} \in E_{N}\) and \(S_j \in N(S_i)\) for \(p, q \in \{1, \ldots, n_i\}\), \(i \neq j\)
13. \(E_{N_{S}} := \{(u, \bar{N}_{S}) : x_{N_{b_i}}^q \in \bar{N}_{S} \land \text{node } x_{N_{b_i}}^q \text{ is accessible in } D(\bar{A}_i, \bar{B}_i)\}, \text{for } i = 1, \ldots, k\)
14. \(w_{r}(e) \leftarrow \begin{cases} 0, & \text{for } e \in E_{N_{S}}, \\ 1, & \text{for } e \in E_{N_{S}}, \\ 0, & \text{for } e \in E_{N_{S}}. \end{cases}\)
15. Find minimum weight spanning tree of \(T_{N}\) under weight function \(w_{r}\), say \(T_{A}\)
16. Edge set \(E_{N}(T_{A}) := \{e : e \in T_{A} \land E_{A_{S}}\}\)
17. Edge set \(E_{N}(T_{A}) := \{(x_{N_{b_i}}^p, x_{N_{b_i}}^q) : x_{N_{b_i}}^p \in \bar{N}_{S}, x_{N_{b_i}}^q \in \bar{N}_{S} \land (\bar{N}_{S}, \bar{N}_{S}) \in E_{N}(T_{A})\}\)
18. Find set of interconnections is \(\bar{E}_{N}(M_A) \cup \bar{E}_{N}(T_{A})\)

In Stage 2, we construct a directed graph \(T_{N} = (V_{N}, E_{N})\) (Step 8). The node set of \(T_{N}\) consists of strongly connected component (SCC’s) of the subsystems and a master input node denoted by \(u\) (Step 9). Node \(u\) corresponds to all input nodes in subsystems \(S_{1}, \ldots, S_{k}\). The edge set \(E_{N}\) is partitioned into three categories: (a) edges between SCC’s in

A strongly connected component of a directed graph is a maximal subgraph of the graph in which there exists a directed path between any two distinct vertices.
the same subsystem, (b) edges from SCC’s of one subsystem to SCC’s of its out-neighbors, and (c) edges from u to SCC’s of subsystems which contain state nodes that are accessible in their respective digraphs \(D(\bar{A}_i, \bar{B}_i)\), for \(i = 1, \ldots, k\). Type (a) corresponds to directed edges in \(D(\bar{A}_i)\) that connect state nodes in two SCC’s of \(D(\bar{A}_i)\). Type (b) consists of edges between all SCC’s of subsystems \(S_i\) and \(S_j\) if \(S_i \in N(S_j)\). Type (c) consists of edges that correspond to entries in \(\bar{B}_i\). These are associated with * entries in \(\bar{B}_i\) that connects an input to some state node in SCC’s of subsystems. A minimum weight spanning tree \(T_u\) of \(T_{\mathcal{N}}\) rooted at u returns a set of edges \(E_{\mathcal{T}}(T_u)\), which corresponds to the minimum number of interconnections essential to make the composite system accessible. Now we give the next main result of this paper.

**Theorem 5.8.** Algorithm \(\mathcal{S}\) that takes as input \(k\) structured subsystems \((\bar{A}_i, \bar{B}_i)\), where \(\bar{A}_i \in \{0, \ast\}^{n_i \times n_i}\) and \(\bar{B}_i \in \{0, \ast\}^{n_i \times n_i}\), and the neighbor set \(N(S_i)\), for \(i \in \{1, \ldots, k\}\) returns a set of interconnections such that the composite system obtained using the interconnections is a 2-optimal solution to Problem 5.2.

**Proof.** The interconnections obtained as output of Algorithm 5.1 is \(\bar{E}_N(M_A) \cup \bar{E}_{\mathcal{T}}(T_u)\). Here, \(\bar{E}_N(M_A)\) is an interconnection set of minimum cardinality that guarantee the no-dilation condition of the composite system (since these edges corresponds to a minimum weight matching). Similarly, \(\bar{E}_N(T_u)\) is an interconnection set of minimum cardinality that guarantee the accessibility of the composite system. Hence \(\bar{E}_N(M_A) \cup \bar{E}_{\mathcal{T}}(T_u)\) guarantees accessibility and no-dilation and the composite system obtained using the interconnection set \(\bar{E}_N(M_A) \cup \bar{E}_{\mathcal{T}}(T_u)\) is structurally controllable. Let the minimum number of interconnections required for structural controllability of the system is denoted as \(\Delta\). Then

\[
\begin{align*}
\Delta & \geq |\bar{E}_N(M_A)|, \\
\Delta & \geq |\bar{E}_{\mathcal{T}}(T_u)|, \\
2\Delta & \geq |\bar{E}_N(M_A) \cup \bar{E}_{\mathcal{T}}(T_u)|. 
\end{align*}
\]

As the composite system is structurally controllable and Eqn. (3) holds, the output of Algorithm 5.1 is a 2-optimal solution to Problem 3.3.

Now we prove the computational complexity of Algorithm 5.1.

**Theorem 5.9.** Algorithm \(\mathcal{S}\) that takes as input a set of \(k\) subsystems and their out-neighbor set and returns a subset of interconnection that guarantee structural controllability of the composite systems has \(O(n^2T^5)\) complexity.

**Proof.** Algorithm \(\mathcal{S}\) consists of a minimum weight matching algorithm and a minimum spanning tree algorithm. Construction of the bipartite graph graph has complexity \(O(n^2T^2)\), where \(n_T = \sum_{i=1}^{k} n_i\) and \(n_i\) is the dimension of subsystem \(S_i\) for \(i = 1, \ldots, k\). Minimum weight matching algorithm has complexity \(O(n^2T^2)\).

The construction of the directed graph for solving the minimum spanning tree problem has complexity \(O(n^2T^5)\). A minimum spanning tree algorithm on this graph involves \(O(n^2T^5)\) computations \(28\). This proves complexity of Algorithm 5.1 is \(O(n^2T^5)\).

This completes the discussion on approximation algorithm and its complexity.

**Remark 5.10.** Due to duality between controllability and observability in LTI systems all results of this paper directly follow to the observability problem, where the objective is to find a minimum cardinality set of interconnections among subsystems with pre-specified neighbor set and output matrix that guarantee structural observability of the composite system.

C. Special Case: Complete Communication Graph

A special case of Problem 5.5 is when the neighbor set is unconstrained, i.e., a complete communication graph. The communication graph is said to be complete if any two distinct subsystems can interconnect each other. In such a case, the optimal constrained network topology design problem becomes unconstrained. However, hardness result for this case is not known. We gave polynomial-time algorithms for the unconstrained case in [22] and [23] for homogeneous (structurally equivalent) and heterogeneous irreducible subsystems, respectively. While the cases considered in [22] and [23] are polynomial-time solvable, the tractability of the unconstrained case for general (not irreducible) heterogeneous subsystems is unknown. Algorithms 5.1 and Theorem 5.8 apply to Problem 5.3 when the communication graph is complete (unconstrained) for general subsystem topology and return a 2-optimal solution.

D. Illustrative Example

In this subsection, we apply Algorithm 5.1 on a set of subsystems. Consider four subsystems \(S_1, S_2, S_3,\) and \(S_4\) shown in Figure 2. Let the neighbor set of the subsystems are given by \(N(S_1) = S_3, N(S_2) = S_1, N(S_3) = \{S_2, S_4\}\), and \(N(S_4) = \emptyset\). The bipartite graph \(\bar{B}(\bar{A}_T, \bar{B}_T)\) constructed for the subsystems is given in Figure 3a. A minimum weight matching in \(\bar{B}(\bar{A}_T, \bar{B}_T)\) is shown in Figure 3b.

![Figure 2: Structured subsystems S1, S2, S3, and S4 with neighbor sets N(S1) = S3, N(S2) = S1, N(S3) = {S2, S4}, and N(S4) = \emptyset.](image)

Figure 2: Structured subsystems \(S_1, S_2, S_3,\) and \(S_4\) with neighbor sets \(N(S_1) = S_3, N(S_2) = S_1, N(S_3) = \{S_2, S_4\}\), and \(N(S_4) = \emptyset\). We apply Algorithm 5.1 on this set of subsystems to obtain an optimal topology.

Now we construct the directed graph \(T_{\mathcal{N}}\) shown in Figure 4. For the given subsystems the vertex set in \(T_{\mathcal{N}}\) is \(\{u, A_1, \ldots, A_7\}\), where \(A_1 = x_1^1, A_2 = x_2^3, A_3 = x_3^4, A_4 = S_2, A_5 = S_3, A_6 = x_4^1\), and \(A_7 = x_5^2\). A minimum spanning tree of \(T_{\mathcal{N}}\) rooted at \(u\) is shown in Figure 5.

The interconnection edge set obtained as output of Algorithm 5.1 is \(\{x_1^1, x_2^3, x_3^4, x_2^3, x_1^1, x_3^4, x_1^1, x_4^1\}\).

1A subsystem \(S_i = (\bar{A}_i, \bar{B}_i)\) is said to be irreducible if its digraph \(D(\bar{A}_i)\) is strongly connected.
6. Extensions

In this section, we discuss possible extensions of the proposed algorithm and results. The cases considered are (a) weighted optimal constrained network topology design problem and (b) switched linear systems. Weights of interconnection links reflect the installation and monitoring cost of interaction links between different subsystems considering system specific constraints like delay and spatial locations.

A. Weighted Optimal Constrained Interconnection Problem

The weighted constrained optimal network topology design problem is as follows: given a set of subsystems $S_1, \ldots, S_k$, neighbor set of each subsystem $N(S_i)$, for $i = 1, \ldots, k$, and a weight function that associate a weight with each interconnection link, say interconnection link $(x_p, x_q)$ is associated with weight $c_i(x_p, x_q)$ for all $p \in \{1, \ldots, n_i\}$, $q \in \{1, \ldots, n_j\}$ and $i \neq j$ satisfying $S_j \in N(S_i)$, find a minimum weight optimal network topology design of the composite system that is structurally controllable. We now give the following result.

Corollary 6.1. Consider $k$ structured subsystems $(A_i, B_i)$, where $A_i \in \{0, *\}^{n_i \times n_i}$ and $B_i \in \{0, *\}^{n_i \times m_i}$, the neighbor set $N(S_i)$, for $i = 1, \ldots, k$, and the weight associated with each possible interconnection link. Then, (i) constrained optimal network topology design problem with weights for interconnection links is NP-hard, and (ii) Algorithm 5.7 with modified $w_B$ and $w_T$ returns a set of interconnections such that the composite system obtained using the interconnections is a $2$-optimal solution to the weighted version of Problem 5.3.

The proof of NP-hardness follows as the special case with all weights uniform is NP-hard. Algorithm 5.1 and Theorem 5.8 when extended to the weighted case by modifying the weight functions $w_B$ and $w_T$, so as to incorporate the weight associated with the interconnections, returns a $2$-optimal solution to the weighted version of Problem 5.3.

B. Switched Linear Systems

Switched linear system is a special class of hybrid control systems consisting of several linear systems and a rule that determines the switching between them (see [29] and [30] for more details). We consider structured subsystems $S_1, \ldots, S_k$ such that the neighbor set of the subsystems at different instants of time differs on account of communication limitations. This occurs when simultaneous interactions between subsystems are difficult due to interference constraint; however, subsystems can interact at distinct instants of time. In other words, we consider a switched LTI system where each switching mode corresponds to a specified neighbor set for each subsystem. Let

$$\dot{x}(t) = A_{i}^{\sigma(t)} x(t) + B_{i}^{\sigma(t)} u(t),$$

where $\sigma : \mathbb{R}_+ \to \mathbb{M} \equiv \{1, \ldots, z\}$ is a switching signal such that $(A_{i}^{\sigma(t)}, B_{i}^{\sigma(t)})$ consists of $z$ modes of the composite system and $\sigma(t) = j$ means that the pair $(A_{j}^{\sigma(t)}, B_{j}^{\sigma(t)})$ is active at instant $t$. It is assumed that when all possible interconnections are established at each mode, then there exists a switching (scheduling) sequence that guarantee controllability of the switched system. Our objective is to find a minimum cardinality subset of interconnection links to establish among the subsystems in the different modes such that the composite switched system is structurally controllable [31].

Corollary 6.2. Consider $k$ structured subsystems $(A_i, B_i)$, where $A_i \in \{0, *\}^{n_i \times n_i}$ and $B_i \in \{0, *\}^{n_i \times m_i}$, the neighbor set $N_M(S_i)$, for $i = 1, \ldots, k$ and $\mathbb{M} = 1, \ldots, z$. Then,
(i) constrained optimal network topology design problem is NP-hard for switched linear systems, and
(ii) Algorithm \(5.1\) on the union graph of the different modes of the structured system returns a set of interconnections such that the composite system obtained using the interconnections is a 2-optimal solution to the constrained optimal network topology design problem in switched linear systems.

The proof of NP-hardness follows as the special case where there is only one mode, i.e., \(M = 1\), is NP-hard. The results and Algorithm \(5.1\) can be extended to the switched linear systems case after taking the union of the digraphs of the systems corresponding to different modes using Theorem 4 in \([30]\).

7. Conclusion

This paper dealt with controllability of complex systems referred as composite systems consisting of many subsystems or agents interconnected to perform some desired task. The analysis is done in a structured framework by using the sparsity pattern of the system matrices. In this paper, we addressed controllability of an LTI composite system consisting of several subsystems. Given a set of subsystems and a pre-specified set of out-neighbors of each subsystem, where each subsystem is not necessarily structurally controllable, the objective is to find a minimum cardinality set of interconnections among these subsystems such that the composite system is structurally controllable using the specified input matrix. This problem is referred as the optimal constrained network topology design problem. We first proved that optimal constrained network topology design problem is NP-hard, using polynomial-time reduction from degree constrained spanning tree problem (Theorem 5.1). Then we gave a polynomial-time approximation algorithm to solve the optimal constrained network topology design problem (Algorithm 5.1). This algorithm consists of a minimum weight matching algorithm, that guarantee the no-dilation condition for structural controllability, and a minimum spanning tree problem, that guarantee accessibility condition. We proved that the proposed algorithm obtains a 2-optimal solution to the optimal constrained network topology design problem (Theorem 5.2). We extended the approach given in this paper to the case of weighted optimal constrained network topology design (Corollary 6.1) and constrained optimal network topology design in switched linear systems (Corollary 6.2). Needless to elaborate, due to duality between controllability and observability in LTI systems all results of this paper directly follow to the observability problem.
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