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\textbf{Abstract}—This paper investigates poisoning attacks against data-driven control methods. This work is motivated by recent trends showing that, in supervised learning, slightly modifying the data in a malicious manner can drastically deteriorate the prediction ability of the trained model. We extend these analyses to the case of data-driven control methods. Specifically, we investigate how a malicious adversary can poison the data so as to minimize the performance of a controller trained using this data. We show that identifying the most impactful attack boils down to solving a bi-level non-convex optimization problem, and provide theoretical insights on the attack. We present a generic algorithm finding a local optimum of this problem and illustrate our analysis in the case of a model-reference based approach, the Virtual Reference Feedback Tuning technique, and on data-driven methods based on Willems et al. lemma. Numerical experiments reveal that minimal but well-crafted changes in the dataset are sufficient to deteriorate the performance of data-driven control methods significantly, and even make the closed-loop system unstable.

I. \textbf{Introduction}

Data-driven control tuning has been an active area of research for the last few decades [1]–[11]: it allows the user to perform data-to-controller design, and to avoid identifying a specific model for the plant. Data-driven methods have been used in many systems for which it is difficult to derive, from first-principle, a mathematical model of the plant. This is especially the case for multi-input/multi-output (MIMO) linear time-invariant systems, where it may be hard or too costly to model the interaction between the inputs and the outputs of the system [2].

Unlike adaptive control, where the controller is usually updated in an online manner, data-driven methods tune the control policy in an offline way. Specifically, the controller is computed upon a batch of data and an underlying objective function. Several data-driven control techniques have been proposed in the literature: iterative methods, such as iterative feedback tuning [4] and correlation-based tuning [5]; one-shot methods such as Virtual Reference Feedback Tuning (VRFT) [1], the correlation approach [6], and recent techniques [10], [11] leveraging Willems et al. lemma [12].

Data-driven control methods draw similarities to other machine learning techniques. As in supervised and unsupervised learning, these methods make use of a batch of data to train upon. Recently, there has been a surge of interest in studying how a malicious agent can deteriorate the performance of supervised learning methods [13], [14], and more recently, reinforcement learning methods too [15]. It has been shown that through barely perceptible but specific changes in the dataset, namely data-poisoning attacks, the malicious agent...
is capable of reducing the classifier performance by a significant amount [14], [16], [17]. If attacks can significantly reduce the classification performance by slightly altering the dataset available to the user, it makes it difficult to assess the integrity of the data.

In this paper, we examine poisoning attacks against data-driven control methods. These methods follow the paradigm of learning from the data, and we show that as such, they suffer from the same problem as classical machine learning methods. Data-driven control methods use experimental data to design control laws directly, and we consider an attacker who may affect the data being recorded during the experiment or maliciously change it after the experiment is done. Over the last decade, researchers have developed a risk management framework for cyber-physical systems [18], [19], comprising detection, prevention and treatment of attacks. To the best of our knowledge, this paper is the first to analyze data-poisoning attacks on data-driven control methods. Our contributions are as follows.

(i) We formalize the problem of devising efficient poisoning attacks with a bounded amplitude as a bi-level optimization problem (whose objective depends on the attacker’s goal, e.g., minimize the learner’s performance). In general, this problem is non-convex. We develop gradient-based algorithms to find local optima of the problem and compute poisoning attacks.

(ii) We specify our algorithms to the case of VRFT. There, the use of parametrized controller eases the computation of gradients, and we can theoretically quantify the potential impact of poisoning attacks. We also investigate poisoning attacks for data-driven methods based on Willems et al. lemma [10], [12].

(iii) We experimentally assess the impact of poisoning attacks. It turns out that signals with larger levels of excitation (so as to identify the optimal controller more easily in data-driven methods) may make attacks more efficient (in the sense that the resulting closed-loop system is unstable). Our experiments suggest that poisoning attacks, even with very low amplitude, can significantly deteriorate the efficiency of experiments. We also investigate poisoning methods to find local optima of the problem and compute poisoning attacks.

B. Plant dynamics

Throughout the paper, we consider a controllable and observable discrete time linear single-input/single-output system of the form

\begin{align}
    x_{t+1} &= Ax_t + Bu_t, \quad x_0 \in \mathcal{X} \\
    y_t &= Cx_t + Du_t,
\end{align}

where \( x \in \mathbb{R}^n, u, y \in \mathbb{R} \) and \( \mathcal{X} \) is a closed-convex subset of \( \mathbb{R}^n \). Depending on the algorithm being used, we equivalently use transfer function notation and denote the input-output relationship using transfer function notation \( y_t = G(z)u_t \), with \( G(z) = C(zI - A)^{-1}B + D \). We also denote the multiplication of two transfer functions \( G(z) \) and \( L(z) \) by \( GL(z) \) (similarly the sum). Noise is not included in the model, but it is well known that data-driven control methods can be applied also to noisy data, using for example instrumental variables [1]. The procedure and the concepts described in this work can be directly used to extend the method to the noisy case.

C. Persistency of excitation

One of the methods we study in the paper makes use of the least squares procedure. This method has been widely studied in literature, we will state some useful definitions:

**Definition 1:** A bounded locally square integrable vector function \( \phi : \mathbb{R} \rightarrow \mathbb{R}^d \) is said to be persistently exciting if there exists a constant \( t_0 \) and a positive constant \( T_0 \) and \( \alpha > 0 \) such that

\[
    \frac{1}{T_0} \sum_{k=t}^{t+T_0} \phi_k \phi_k^\top \succeq \alpha I > 0, \quad \forall t \geq t_0.
\]

The concept of PE function is equivalent to the exponential asymptotic stability of the zero solution of the differential equation \( \dot{e}(t) = -\phi(t)e(t) \) where \( e(t) \) usually denotes the error and \( \phi(t)e(t) \) is a measure of covariance. The PE condition assures the minimum eigenvalue of \( \Phi_N = \sum_{t=0}^{N-1} \phi_t \phi_t^\top \) is strictly positive, which in turns implies that \( \Phi_N^{-1} \) exists and the \( \theta_N \) is unique. In particular, we have that the eigenvalues of \( \Phi_N \) grow at least linearly in \( N \), and the following result from [20]

\[
    \lim_{N \to \infty} \min_{\lambda_n} \left( \frac{1}{N} \sum_{t=t_0}^{t_0+N} \phi_t \phi_t^\top \right) \succeq \alpha/2 > 0
\]

which implies that the eigenvalues of the correlation matrix \( R_N = \frac{1}{N} \Phi_N \) are lower bounded by \( \alpha/2 \) for \( N \to \infty \).
D. Data-driven control

We assume that the learner has no knowledge of the tuple \((A, B, C, D)\), and, that she uses data-driven methods to find an appropriate control law that satisfies some design requirements. We denote by \(\mathcal{D}_N = \{(u_t, y_t), t \in [N-1]\} = (u_{[N-1]}, y_{[N-1]})\) the data available to the learner. This data comes from open-loop experiments on the plant.

Various data-driven approach have been proposed in the literature over the last decades: model-reference methods, such as VRFT [1] and correlation-based [6]; and more recent methods based on Willems et al. lemma [10], [11]. For simplicity of exposition, we will consider a method based on model-reference, and a method based on Willems lemma. Specifically, we will focus on VRFT [1] and the data-driven approach developed in [10].

1) Virtual reference feedback tuning: In this method, the design requirements are encapsulated into a reference model \(M_r(z)\) that captures the desired closed-loop behavior from \(r_t\) to \(y_t\), where \(r_t \in \mathbb{R}^p\) is the reference signal. We assume that \(M_r\) satisfies some realizability assumptions, such as being a proper stable transfer function.

The objective of the model-reference control problem is to find a controller \(K_\theta(z)\), parametrized by \(\theta \in \mathbb{R}^n\), for which the closed-loop transfer function matches the user defined reference model \(M_r(z)\). In other words, we wish to find the parameter \(\theta\) that minimizes the \(\mathcal{H}_2\) norm of the difference between the reference model and the closed-loop system \(\Delta_\theta(z) = M_r(z) - [(I + GK_\theta)^{-1}GK_\theta](z)\):

\[
J_{MR}(\theta) = \|M_r(z) - [(I + GK_\theta)^{-1}GK_\theta](z)\|_2^2
\]

\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \text{Tr} \left[ \Delta_\theta(e^{j\omega})\Delta_\theta^*(e^{-j\omega}) \right] d\omega.
\]

It is known in the literature that \(J_{MR}(\theta)\) is non-convex in \(\theta\), and thus, difficult to optimize. A first simplification, commonly used [1], [3], [6], is to make the following assumption:

Assumption 1 ([11]): The sensitivity function \(I - M_r(z)\) is close to the actual sensitivity function \((I + GK_\theta)^{-1}(z)\) in the minimizer \(\hat{\theta}\) of \(\mathcal{J}_2\).

This allows us to replace the cost \(J_{MR}(\theta)\) by

\[
J(\theta) = \|M_r(z) - [(I - M_r)GK_\theta](z)\|_2^2.
\]

from which follows that the ideal controller \(K^*(z)\) can be defined through \(G(z)\) and \(M_r(z)\) as

\[
K^*(z) = [G^{-1}(I - M_r)^{-1}M_r](z).
\]

Remark 1: This controller is usually of high order, and non-causal. Furthermore, it may not belong to the class of control laws to which \(K_\theta(z)\) belongs to.

To minimize \(J(\theta)\) without identifying the plant, we can resort to minimizing the difference between the input signal \(u_t\) from the experiments and the control signal \(K_\theta(z)e_t\) computed using the virtual error signal, \(e_t\). The latter is defined as \(e_t = r_t - y_t = (M_r^{-1}(z) - 1)y_t\) where \(r_t\) is the virtual reference signal computed using the reference model \(M_r(z)\) as \(r_t = M_r^{-1}(z)y_t\).

Minimizing the squared difference between \(u_t\) and \(K_\theta(z)e_t\) usually gives a biased estimate of the minimizer \(\theta\) of \(J\) (that is the case if the controller that leads the cost function to zero is not in the controller set). To circumvent this issue, it is common to introduce a filter \(L(z)\) that will pre-filter the data [1]. We can then define the objective criterion that is actually minimized:

\[
J_{VR}(\theta) = \frac{1}{N} \sum_{t=0}^{N-1} \|u_t - K_\theta(z)e_t\|_2^2
\]

and it can be proven [1] that for stationary and ergodic signals \(\{y_t\}\) and \(\{u_t\}\) we get the following asymptotic result

\[
\lim_{N \to \infty} J_{VR}(\theta) = J_V(\theta),
\]

where

\[
J_V(\theta) := I - [K_\theta(I - M_r)G](z),
\]

with \(\Phi_u\) being the power spectral density of \(u_t\). Let \(K^*\) denote the minimizer over all possible \(K\) of

\[
\|M_r(z) - [(I - M_r)GK](z)\|_2^2.
\]

If \(K^* \in \{K_\theta : \theta\}\), then \(K^*\) is also the minimizer of \(J\). Otherwise, one can properly choose a filter \(L(z)\) to filter the experimental data so that the minimizer of \(J\) and \(\mathcal{J}_2\) still coincide (refer to [1] for details).

It is worth mentioning that in practice it is assumed that the control law can be linearly parametrized in terms of a basis of transfer functions:

Assumption 2: The control law \(K\) is represented by an LTI system \(K_\theta(z)\) that is linearly parametrized in \(\theta \in \mathbb{R}^n\), and we will write \(K_\theta(z) = \beta(z)\theta\), with \(\beta(z)\) being a vector of linear discrete-time transfer functions of dimension \(n_k\).

Assumption 2 includes different types of control law, such as PID, and can be relaxed to other types of parametrization (see [7] and [21]).

2) Data-driven control based on Willems lemma: Recently, there has been a surge of interest in data-driven methods that rely on a lemma by Willems et al [12], see for example [10], [11]. In [10] Theorem 1, the authors show that for the system \(x_{t+1} = Ax_t + Bu_t\), we can equivalently write

\[
[B \ A] = X_{[1,N]}^{\dagger} \begin{bmatrix} U_{[N-1]} & X_{[N-1]} \end{bmatrix}
\]

where \(X\) and \(U\) represent data collected from the system and \(\dagger\) denotes the right inverse. Observe that the above representation holds only if the input sequence is an exciting input of order \(n+1\) and rank \([U_{[N-1]} \ X_{[N-1]}]\) = \(n + m\).

Furthermore, as shown in Theorem 2 in [10], any closed-loop system with a state-feedback control \(u_t = Kx_t\) we have the following equivalent representation:

\[
x_{t+1} = X_{[1,N]}^{\dagger}G_Kx_t
\]

where \(G_K\) is a \(T \times n\) matrix satisfying

\[
K = U_{[N-1]}^{\dagger}G_K \text{ and } I_n = X_{[N-1]}^{\dagger}G_K.
\]
We can equivalently write $A + BK = X_{1.1}^\top G_K$; this allows to treat $G_K$ as a decision variable, and search for a matrix $G_K$ that satisfies some performance conditions [10]. Due to space constraints, our analysis for attacking this data-driven approach is reported in the appendix.

### III. POISONING ATTACKS ON DATA-DRIVEN CONTROL

In this section we introduce a generic framework that can be used to compute attacks for the different of data-driven methods.

#### A. Attack framework

**Attack description and assumptions.** We assume the goal of the malicious agent is to degrade performance of the closed-loop system by minutely corrupting the available data. The attack is thus considered a poisoning attack, and since the attacker has access to some data of the system, confidentiality is breached. Furthermore, this attack also affects both the integrity and availability of the data, two of the three fundamental properties in computer security [22], together with confidentiality, and as such, may bring severe damage.

As in classical data poisoning analysis [14], we assume the malicious agent knows the optimization problem being solved by the learner: the latter wishes to find a control law $K$ minimizing a cost $\mathcal{L}(D_N,K)$, also denoted by $\mathcal{L}(u,y,K)$ when $D_N = (u,y)$ (see the previous section for examples). We further assume the malicious agent has no knowledge of the plant, and that she can access the data available to the learner. The malicious agent aims to poison the dataset $D_N$ to reduce the closed-loop performance of the system, but, at the same time, make sure the poisoned data does not differ too much from the original data in order to remain stealthy (this last assumption can be easily relaxed). The attack framework is illustrated in Figure 1. Notice that the malicious agent affects only the data collected from the plant. We denote the malicious signal on the actuators by $\mathbf{a}_u \in \mathbb{R}^N$, and respectively $\mathbf{a}_y \in \mathbb{R}^N$, the attack signals on the sensors (note that we omitted the time-window subscript). We indicate the attack signal at time $t \in [N-1]$ by $a_{u,t}$ and $a_{y,t}$. The new input and output data points in the dataset at time $t$ are respectively: $u'_t = u_t + a_{u,t}$ and $y'_t = y_t + a_{y,t}$. Similarly, we indicate the attacked vector signals by $u' = [u'_0 \quad u'_1 \quad \ldots \quad u'_{N-1}]^\top$ and $y' = y + a_y = [y'_0 \quad y'_1 \quad \ldots \quad y'_{N-1}]^\top$.

**Bi-level optimization problem.** Ideally, the malicious agent would like to implement the worst possible attack, solution of the following bi-level optimization problem:

$$\max_{u',y'} A(D_N,K(u',y'))$$

subject to

$$K(u',y') \in \arg \min_{K} \mathcal{L}(u',y',K)$$

$$\|u' - u\|_{q_u} \leq \delta_u, \quad \|y' - y\|_{q_y} \leq \delta_y,$$

$$\|u' - u\|_0 \leq \rho_u N, \quad \|y' - y\|_0 \leq \rho_y N,$$

where $A(D_N,K(u',y'))$ denotes the objective criterion of the malicious agent and $q_u, q_y$ are convex norms. For example, a malicious agent may simply choose a max-min type of attack, where $A = \mathcal{L}$. Alternatively, she may choose to maximize the absolute value of the closed-loop eigenvalues or other performance metrics.

The amplitude of the attack is constrained by two elements: (i) the maximal fraction of actuators/sensors poisoned data, measured by $\rho = (\rho_u, \rho_y) \in [0,1]^2$; (ii) the maximal amount of change $\delta = (\delta_u, \delta_y)$ the malicious agent introduces in the dataset, where $\delta_u$ represents the amount of change in the residual of the control signal and respectively $\delta_y$ for the measurement signal. The constraint (i) is analogous to the assumption being used in classical machine Learning data-poisoning attacks [14], [16], [17], which is motivated by applications in which attackers can only reasonably control a small fraction of the transmitted data. The constraint (ii) is used to model the magnitude of the residuals, i.e., the amount of change in the dataset $D_N$ before and after the attack.

Observe that in [10] we have highlighted the dependency of the control law $K$ on the attack vector signals $a_u, a_y$. Furthermore, the malicious agent’s objective $A$ does not, in general, directly depend on the attack vector signal since we want to evaluate the performance of the new controller $K(u',y')$ on a clean dataset. Further note that the presence of the 0-norm makes the problem non-convex. The latter can be cast to a mixed-integer program (MIP). Alternatively, one can relax the 0-norm constraints using the 1-norm.

**B. Computing the poisoning attack**

In general, computing the optimal attack signal is non trivial. When the inner problem is constrained, additional non-convexities are introduced in the bi-level optimization problem [23]. We may however look for local optima using a gradient ascent approach, as this is done in classical Data-Poisoning problems [14], [17]. To that aim, we will focus our analysis in computing the gradients of $A$.

**Remark 2:** There are also some major differences to classical data poisoning for classification problems: first, there is no label for the data, which implies that we cannot simply maximize the probability of classification error. Second, the problem involves two sets of data, the input data $u$ and the output data $y$. This makes the problem more complicated, since the optimal attack vector $\mathbf{a}_u$ (or $\mathbf{a}_y$) could depend on the attacked vector signals $y', u'$ in 

![Fig. 1: Data poisoning scheme for data-driven methods.](image-url)
Gradient computation. In order to compute the gradient, one first needs to compute how the attack vector signals affect the control law. In case $K$ is parametrized by a vector $\theta \in \mathbb{R}^k$, since $A$ does not directly depend on $a_u$ (observe that the adversary’s objective function does not directly depend on the attack signal), one can derive $A$ with respect to a vector signal (for example, $a_u$) and obtain

$$\nabla_{a_u} A = (\nabla_{a_u} \theta) \nabla _\theta A,$$

where $\nabla_{a_u} \theta$ is a $N \times n_k$ matrix and each row is the partial derivative of $\theta$ with respect to a specific input, i.e., $(\nabla_{a_u} \theta)_{i,j} = \partial_{a_u,i} \theta_j$. Furthermore, we can also easily compute second order terms (this would allow one to also use Newton methods). Denoting by $\partial_i$, the partial derivative with respect to $a_{u,i}$ (or $a_{y,i}$), we have

$$(\nabla^2_{a_u} A)_{i,j} = \partial_i \partial_j A = \partial_i [(\partial_j \theta)^\top \nabla _\theta A],$$

$$(\nabla^2_{a_u} A)_{i,j} = (\partial_i \partial_j \theta)^\top \nabla _\theta A + (\partial_i \theta)^\top \nabla^2 _\theta A (\partial_j \theta).$$

We are still left with the problem of computing $\nabla_{a_u} \theta$. This is one of the main issues, since computing how the control law is affected by the poisoning attack may be non-trivial. In case the inner problem $L$ is convex and sufficiently regular, then it is possible to replace the inner problem with its stationary KKT conditions. This is also called Single-Level Reduction [23], and reduces the overall bi-level optimization problem to a single-level constrained problem by replacing the inner problem with $\nabla _\theta L(u', y', K_\theta) = 0$. We then have the KKT conditions

$$0 = \frac{d}{da_u} \nabla _\theta L(u', y', K_\theta) = \nabla_{a_u} \nabla _\theta L + \nabla_{a_u} \theta \nabla^2 _\theta L.$$  

In case $\nabla^2 _\theta L$ is nonsingular, we can directly deduce that

$$\nabla_{a_u} \theta = - (\nabla_{a_u} \nabla _\theta L)(\nabla^2 _\theta L)^{-1}. $$

We can use the same reasoning to compute $\nabla_{a_u} \theta$. We have now all the ingredients to solve problem [10] approximately. For example, one may use projected gradient ascent algorithms by iteratively updating the attack signals and project them back on the set of allowed perturbations $S_u := \{x \in \mathbb{R}^N : \|x\|_{q_u} \leq \delta_u\}$ and $S_y := \{x \in \mathbb{R}^N : \|x\|_{q_y} \leq \delta_y\}$.

Remark 3: If $\|\nabla_{a_u} \theta\|$ is sufficiently small, then it may be hard for the malicious agent to find an appropriate way to perturb the data using a gradient line search (since $\nabla_{a_u} A$ would be small). One could enforce $\|\nabla_{a_u} \theta\|$ to be small by making sure that $\|\nabla^2 _\theta L\|$ is sufficiently big, which is related to the excitation persistence of the signals.

Next we analyse how to attack a model-reference based data-driven control method, the Virtual Reference Feedback Tuning method. We leave the analysis of methods based on Willems et al. lemma to the technical report [24].

IV. Poisoning attacks on VRFT

The Virtual Reference Feedback Tuning technique, together with the correlation approach, has been widely used in literature (and also on physical plants). It has been an active area of research for the last few decades [1]-[9]. It shares similarities with the correlation approach, and therefore our analysis can be also applied to that method. For simplicity, we will restrict our attention to the single-input/single-output case (a generalization of the VRFT method to MIMO systems can be found in [2]).

We provide a generic analysis, and only introduce the malicious agent’s objective at the end of the section. First, we explain how to compute $\nabla_{a_u} \theta$ and $\nabla_{a_u} \theta$. To that aim, we rewrite the VRFT criterion in a convenient matrix form. Then, we provide a first set of analytical results quantifying the potential impact of attacks. Finally, we illustrate the analysis in the case where the malicious agent wishes to maximize the learner’s loss, an attack referred to as max-min attack.

A. Learner’s loss

We now introduce the attacked learner’s cost criterion. As mentioned in Section 2, it is common practice to pre-filter the data using a filter $L(z)$. We assume for simplicity that the data has been already filtered, although it can be easily included in our analysis, and that Assumptions [1] and [2] hold. The cost function minimized by the learner is related to the $\ell_2$ norm of the control signal, specifically it is

$$L(u', y', K_\theta) = \frac{1}{N} \sum_{i=0}^{N-1} \|u'_t - K_\theta(z) \hat{\epsilon}_t\|_2^2,$$  

$$= \frac{1}{N} \sum_{i=0}^{N-1} \|u_t + \alpha u, t - \beta(z)^\top \hat{\epsilon}_t\|_2^2.$$

where $\hat{\epsilon}_t = r_t - y'_t = (M^{-1}(z) - 1)(y_t + a_g, t)$. Now, rewriting the VRFT criterion in matrix form, we will be able to compute $\nabla_{a_u} \theta$ and $\nabla_{a_u} \theta$ using [14]. Let $e_{t,i} = \beta(z)^\top \hat{\epsilon}_t$, $i = 1, \ldots, n_k$ and $\phi_i = [\phi_{0,i}, \ldots, \phi_{N-1,i}]^\top \in \mathbb{R}^N$. Then, it is possible to rewrite the VRFT criterion as

$$L(u', y', K_\theta) = \frac{1}{N} \|u' - \Phi(y') \theta\|_2^2$$

where $\Phi(y') = [\phi_1, \ldots, \phi_{n_k}] \in \mathbb{R}^{N \times n_k}$ is a matrix that contains the output response of the control law, and depends on $y'$ since the error signal depends on $y'$.

B. Computing the gradients

To be able to compute the gradients of the attack, we need one additional ingredient. We denote the input-output response of a generic transfer function $G(z)$ over $[N]$ as $y_{[N]} = T_{G,N} u_{[N]} + O_{G,N} x_0$, where

$$T_{G,N} = \begin{bmatrix}
D & 0 & 0 & \cdots & 0 \\
CB & D & 0 & \cdots & 0 \\
CAB & CB & D & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
CAN^{-1}B & CAN^{-2}B & CAN^{-3}B & \cdots & D
\end{bmatrix},$$

represents the Toeplitz matrix of order $N + 1$ of the system, and $O_{C,N} = \begin{bmatrix} C & CA & \ldots & CA^{N-1} \end{bmatrix}^T$ is the observability matrix of order $N + 1$. We can then derive the following lemma

**Lemma 1:** Consider the VRFT criterion and assume without loss of generality that the relationship $r_t = M^{-1}_r(z)y_t$, holds with zero initial and final conditions. Then we have:

$$\nabla_{a_y} \theta = -\Phi(y') (\Phi^T (y') \Phi(y'))^{-1},$$  

$$\nabla_{a_y} \theta = -S (\Phi^T (y') \Phi(y'))^{-1},$$

with

$$(S)_{i,*} = u^T D N_{n,k} (e_i) - \theta^T C_i$$

where $C_i = \Phi^T (y') D N_{n,k} (e_i) + D^T N_{n,k} (e_i) \theta^T \Phi (y')$, $T \in \mathbb{R}^{N \times N_{n,k}}$ is the overall Toeplitz matrix of the control signal (from the output signal)

$$T = \begin{bmatrix} T_{\theta_1} (T_{M^{-1}_r} - I_N) & \ldots & T_{\theta_N} (T_{M^{-1}_r} - I_N) \end{bmatrix}$$

(20)

where $T_{M^{-1}_r}$ denotes the Toeplitz matrix of the system $r_t = M^{-1}_r(z)y_t$ and $D_{p,q} : \mathbb{R}^p \rightarrow \mathbb{R}^{p \times q}$ is a generalized diagonalization operator

$$D_{p,q}(x) = \begin{bmatrix} x & 0 & \ldots & 0 \\ 0 & x & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & x \end{bmatrix}, \quad 0 = \begin{bmatrix} \vdots \end{bmatrix} \in \mathbb{R}^p.$$  

(21)

**Proof:** To find $\nabla_{a_y} \theta$ and $\nabla_{a_y} \phi$, we use [4]. We can easily find that $\nabla_{\phi} \mathcal{L} = -\frac{2}{N} \Phi (y') (u' - \Phi(y') \theta)$ and $\nabla_{\phi} \mathcal{L} = \frac{2}{N} \Phi^T (y') \Phi (y')$, with minimum of $\mathcal{L}$ given by $\theta(u', y')$:

$$\hat{\theta}(u', y') = (\Phi^T (y') \Phi(y'))^{-1} \Phi^T (y') u'.$$

(22)

**Computation of $\nabla_{a_y} \theta$.** Since $\nabla_{a_y} \nabla_{\phi} \mathcal{L} = -\frac{2}{N} \Phi (y') (u' - \Phi(y') \theta)$, then, using $\nabla_{\phi} \mathcal{L} = \frac{2}{N} \Phi^T (y') \Phi (y')$ we have

$$\nabla_{a_y} \theta = -\Phi(y') (\Phi^T (y') \Phi(y'))^{-1},$$

which is remarkably independent of $u'$. Therefore for a persistently exciting signal $y$, we may expect $\nabla_{a_y} \theta$ to be small in norm.

**Computation of $\nabla_{a_y} \phi$.** Computing $\nabla_{a_y} \phi$ is more involved. Actually, we only need to compute the quantity $\nabla_{a_y} \nabla_{\phi} \mathcal{L}$. To do so, we need to understand how $\phi_i$ is affected by the signal $y'$. The output $\phi_i$ of the $i$-th controller can also be rewritten as the output response over $[N - 1]$ of $\beta_i(z)$ given the input $\hat{e}$. As mentioned in Section 2, we can write $\phi_i = T_{\beta_i,N} \hat{e} + O_{\beta_i,N} \beta_i,0$, where $\hat{e} = r - y'$. The initial conditions will not affect the analysis, and they can be assumed to be 0. We will also avoid the subscript $N$ for simplicity. We can write $\Phi$ in the following manner

$$\Phi = \begin{bmatrix} T_{\beta_1} (r - y') & \ldots & T_{\beta_N} (r - y') \end{bmatrix}$$

(24)

where $\theta = \sum_{i=1}^{n_k} T_{\beta_i} \theta_i \hat{e} = \sum_{i=1}^{n_k} T_{\beta_i} \theta_i (r - y')$. We also need to make the relationship between $r$ and $y$ explicit. Since $r_t = (M^{-1}_r(z) - 1)y_t$ we can study $M^{-1}_r(z)$. Suppose the state space realization of $M_r(z)$ is given by $(A, B, C, D)$: if $D$ is non singular or $F = CA^{-1}B$ nonsingular, then one can use Theorem 1 in [25] to invert the state space formulation and obtain a linear relationship of the type $r = T_{M^{-1}_r} y$, where $T_{M^{-1}_r}$ is the Toeplitz matrix of order $N$ of the inverted system (where we assumed zero initial/final conditions). For example, if $F$ is nonsingular then we can write the state space representation of $M^{-1}_r(z)$ as follows

$$x_{t-1} = \bar{A} x_t + \bar{B} y_t, \quad r_t = \bar{C} x_t + \bar{D} y_t$$

(25)

where

$$\bar{A} = A^{-1}(I - BF^{-1}CA^{-1}), \quad \bar{C} = -F^{-1}CA^{-1},$$

$$\bar{B} = -A^{-1}BF^{-1}, \quad \bar{D} = -F^{-1}.$$  

(26)

(27)

Assuming zero final conditions this allows one to write $r = T_{M^{-1}_r} y$, where $T_{M^{-1}_r}$ is

$$T_{M^{-1}_r} = \begin{bmatrix} D & \ldots & \bar{C} \bar{A}^{-3} \bar{B} & \bar{C} \bar{A}^{-2} \bar{B} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \ldots & D & \bar{C} \bar{B} \\ 0 & \ldots & 0 & D \end{bmatrix}.$$  

(28)

In case $CA^{-1}B$ is singular, one can still try to express the reference signal in regressor form, and write $r_t = \rho_t^i y$ for some $\rho_t \in \mathbb{R}^N$, so that $T_{M^{-1}_r} = \begin{bmatrix} \rho_0 \ldots \rho_{N-1} \end{bmatrix}^T$. This allows us to express the virtual error vector as $e = (T_{M^{-1}_r} - I) y$. If we now define the overall Toeplitz matrix from the output to the control signal $T = \begin{bmatrix} T_{\beta_1} (T_{M^{-1}_r} - I) & \ldots & T_{\beta_N} (T_{M^{-1}_r} - I) \end{bmatrix}$, then we can write $\Phi(y) = T D_{N,n_k} (y)$, where $D$ is a generalized diagonalization operator $D_{p,q} : \mathbb{R}^p \rightarrow \mathbb{R}^{p \times q}$

$$D_{p,q}(x) = \begin{bmatrix} x & 0 & \ldots & 0 \\ 0 & x & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & x \end{bmatrix}, \quad 0 = \begin{bmatrix} \vdots \end{bmatrix} \in \mathbb{R}^p.$$  

(29)

We can find the derivative with respect to $y_j$: $\frac{\partial}{\partial y_j} \Phi(y) = TD(e_j)$. Similarly, we have $\frac{\partial}{\partial y_j} \Phi = TD(e_j) \theta$. Let $C_j = \Phi^T (y') TD(e_j) + D^T (e_j)^T \Phi (y')$, it follows that:

$$\left( \nabla_{a_y} \nabla_{\phi} \mathcal{L} \right)_{j,*} = \frac{2}{N} \left[ (u' - \Phi(y') \theta)^T TD(e_j) - (TD(e_j) \theta)^T \Phi (y') \right],$$

(30)

Remark 4: In the previous lemma we made use of the assumption that we could write $r = T_{M^{-1}_r} y$, where $T_{M^{-1}_r}$ is a square matrix. This assumption holds in case the initial/final conditions are 0 for $r_t = M^{-1}_r(z)$. If that is not the case, then we need to augment the matrix $T_{M^{-1}_r}$ with additional columns, as many as needed in order to take into account the extra conditions. Obviously, we assume that the user also collected this extra data from experiments.
C. Impact of poisoning attacks

Using the above analysis, we can quantify the potential impact of poisoning attacks. More precisely, we can upper bound the difference between \( \theta = \hat{\theta}(u, y) \) and \( \theta' = \hat{\theta}(u', y') \) before and after the attack.

**Lemma 2:** Let \((a_u, a_y)\) be a generic data-poisoning attack, with constraints \(\|a_u\| \leq \delta_u\) and \(\|a_y\| \leq \delta_y\). Then, we have:

\[
\|\theta - \theta'\|_2 \leq \gamma \sqrt{n_k}(\|y\|_2 \delta_u + \|u\|_2 \delta_y),
\]

where \(\gamma := \sigma_{\text{max}}(T)/\sigma_{\text{min}}(\Phi(y)^\top \Phi(y))\).

**Proof:** For ease of exposition, let \(\Phi = \Phi(y), \Phi' = \Phi(y')\) and \(P = \Phi(y)^\top \Phi(y)\) and \(P' = \Phi(y')^\top \Phi(y')\). Using the identity \((A + B)^{-1} = A^{-1} - A^{-1}B(A + B)^{-1}\) and by noting that \(P' = P + A\) (for which \(\Lambda = \Phi(a_y)\top \Phi(a_y) + 2\Phi(a_y)^\top \Phi(y)\)), we obtain \((P')^{-1} = P^{-1} - P^{-1}A(P')^{-1}\). This identity allows us to work out the difference between \(\theta\) and \(\theta'\):

\[
\begin{align*}
\theta - \theta' &= P^{-1}\Phi^\top u - (P')^{-1}\Phi^\top u' \\
&= P^{-1}[-(I - \Lambda(P + A)^{-1})(\Phi + \Phi')(u + a_u)] \\
&= P^{-1}[-(I - \Lambda(P + A)^{-1})(\Phi + \Phi')(u + a_u)] \\
&= -(P + A)^{-1}[-(P + A)^{-1}u + (\Phi^\top a_u)] \\
&= -(P + A)^{-1}[\Phi^\top u - (\Phi^\top a_u)]
\end{align*}
\]

where in (a) we used the inverse matrix identity and in (b) we factored out \((P + A)^{-1}\). Now, observe that for a generic vector \(x\) we could write \(\Phi(x) = TD(x)\), from which follows that \(\|D(x)\|_2^2 = n_k\|x\|_2^2\) and as a consequence \(\|\Phi(x)\|_2 \leq \sqrt{n_k}\|T\|_2\|x\|_2\). Using the previous result on \(\|\theta - \theta'\|_2\) leads to the following upper bound

\[
\|\theta - \theta'\|_2 \leq \sqrt{n_k}(\|P + A\|^{-1})\|T\|_2\|u\|_2 \delta_y + \|y\|_2 \delta_u.
\]

We conclude by observing that combining \(\sigma_{\text{max}}(P + A)^{-1} = 1/\sigma_{\text{min}}(P + A)\) and \(\sigma_{\text{min}}(P + A) \geq \sigma_{\text{min}}(P) + \sigma_{\text{min}}(A)\) yields \(\|P + A\|^{-1}\|T\|_2 \leq \frac{1}{\sigma_{\text{min}}(P) + \sigma_{\text{min}}(A)} \leq \frac{1}{\sigma_{\text{min}}(P)}\).

**Remark 3:** if the signals are sufficiently exciting, then \(\|\Phi(y)\|_2^2\) will be large, from which follows that \(\gamma\) will be small. As a result, the malicious agent, to be able to affect the parameter \(\theta\), will have to use signals of larger magnitude, which are easier to detect. Moreover, the difference can also be minimized by reducing \(n_k\) (the number of parameters). The next result, whose proof can be found in our technical report [24], confirms the importance of using persistently exciting signals.

**Proposition 1:** If for a fixed \(y'\) the condition \(\text{rank}(\Phi(y')) \geq n_k\) holds, then for \(\delta_u\) sufficiently large the malicious agent can choose any parameter \(\theta \in \mathbb{R}^{n_k}\) by selecting a proper signal \(a_u\).

**Proof:** The proof follows from the fact that if \(\text{rank}(\Phi(y')) \geq n_k\) holds then \(\Phi(y')^\top \Phi(y')\) is full rank, and \(\text{rank}(\Phi(y')^\top \Phi(y'))^{-1} \Phi(y')^\top = \text{rank}(\Phi(y'))^{-1} \geq n_k\). Then, for any \(x \in \mathbb{R}^{n_k}\) there exists \(a_u \in \mathbb{R}^N\) such that \(x = (\Phi(y')^\top \Phi(y'))^{-1} \Phi(y')\top (u + a_u)\), i.e., \(a_u = \Phi(y')^\top (\Phi(y')^\top \Phi(y'))^{-1} \Phi(y')\top x - u\). Therefore, for any \(x \in \mathbb{R}^{n_k}\) there exists \(\varepsilon > 0\) such that for \(\delta_u \geq \varepsilon\) the malicious agent can craft an attack that will make the parameter vector \(\theta(u', y')\) equal to \(x\).

The previous proposition indicates that using a well-crafted attack, the malicious agent can dictate the closed-loop behavior of the system. For example, she may want \(\theta\) to converge to some chosen parameter \(\theta_0\). The malicious agent in this case may not even need to change \(y\), and can just choose an appropriate vector \(a_u\). Since \(\theta(u', y') = (\Phi^\top(y')\Phi(y'))^{-1} \Phi^\top(y')u'\), if the malicious agent wants \(\theta\) to converge to \(\theta_0\), then the lower is the norm of \((\Phi^\top(y')\Phi(y'))^{-1}\) the higher needs to be \(\delta_u\). It is well-known that for persistently exciting signals, this norm will be small, which in turn implies that \(\delta_u\) needs to be bigger.

**Remark 5:** If one wishes to include the effect of the filter \(L(z)\) in the analysis, then we just need to include the effect of \(T_L\) (the Toeplitz matrix of order \(N = L(z)\)) in \(T = \{\beta_1 T_L(T_{M_n}^{-1} - I) \ldots T_{n_k} T_L(T_{M_n}^{-1} - I)\}\).

D. Max-min attack

In a max-min attack, the malicious agent aims at maximizing the learner’s loss. Formally, we just have: \(A = L\). By choosing this cost function, the malicious agent is implicitly maximizing the residual error \(\|M_z(z) - [I - M_z]GK_a]\|_2\) (as \(N \to \infty\)). This cost function may seem attractive, but it does not allow the malicious agent to explicitly control the dynamics of the closed-loop system. For example, the resulting closed-loop system may still be stable after the poisoning attack. Under the assumption that the malicious agent can affect the entire dataset, the optimization problem (to devise an optimal attack) is as follows:

\[
\max_{u' y'} A(u, y, \hat{\theta}(u', y')) = \frac{1}{N} \left\| u - \Phi(y)\hat{\theta}(u', y') \right\|^2_2
\]

s.t. \(\hat{\theta}(u', y') = (\Phi^\top(y')\Phi(y'))^{-1} \Phi^\top(y')u'\), \(\|u' - u\|_{q_u} \leq \delta_u\), \(\|y' - y\|_{q_y} \leq \delta_y\).

**Convexity.** The above max-min optimization problem enjoys the following nice property. The objective function is convex in \(u'\); this is due to [22] proving the expression of \(\hat{\theta}\). Therefore, for a fixed vector \(y'\), the maximum over \(u'\) is attained on some extremal point of the feasible set, specifically for \(\|u' - u\|_{q_u} = \delta_u\). To find the optimal attack vector on the input signal, one can use disciplined convex-concave programming (DCCP) [26]. Convexity with respect to \(y'\) does not hold, which can be easily verified for the simple case \(n_k = 1\) and \(N = 2\). Note however that we can easily compute \(\nabla_{a_u} A\) and \(\nabla_{a_y} A\) using the expressions found previously (and also second-order terms).

**Upper bound on \(A\).** Using Lemma 2 we can derive an upper bound on \(A\), which can help to quantify the maximal impact of max-min attacks.
Algorithm 1: Max-min attack algorithm

Input: Dataset $D_N = (u, y)$; objective function $A$; parameters $\delta, \eta$

Output: Attack vectors $a_u, a_y$

1 $i \leftarrow 0$, $(a_u^{(i)}, a_y^{(i)}) \leftarrow (0, 0)$ \text{ > Initialize algorithm}
2 $\hat{\theta}(i) \leftarrow \hat{\theta}(u + a_u^{(i)}, y + a_y^{(i)})$ where $\hat{\theta}$ is given in 32
3 $J(i) \leftarrow A(u, y, \hat{\theta}(i))$
4 do
5 $a_u^{(i+1)} \leftarrow$ solve 32 in $a_u$ using DCCP [26]
6 $a_y^{(i+1)} \leftarrow \text{PGA}(\delta_y, \gamma_i, \bar{\theta}(u + a_u^{(i+1)}, y + a_y^{(i)}))$
7 $\hat{\theta}(i+1) \leftarrow \bar{\theta}(u + a_u^{(i+1)}, y + a_y^{(i+1)})$
8 $J(i+1) \leftarrow A(u, y, \hat{\theta}(i+1))$
9 $i \leftarrow i + 1$
10 while $|J(i+1) - J(i)| > \eta$
11 return $(a_u^{(i)}, a_y^{(i)})$

Corollary 1: The objective function of the optimization problem 32 satisfies:

$$A(u, y, \hat{\theta}(u', y')) \leq \left( \sqrt{L(u, y, K_{\hat{\theta}(u, y)})} + \frac{n_k \|y\|_2 \sigma_{\text{max}}(T)}{\sigma_{\text{min}}(P)} (\|y\|_2 \delta_u + \|u\|_2 \delta_y) \right)^2.$$

Proof: A simple use of triangular inequality allows us to deduce the following

$$A(u, y, \hat{\theta}(u', y')) = \left\| u - \Phi(y) \hat{\theta}(u', y') \right\|_2^2,$$

$$\leq \left( \left\| u - \Phi(y) \hat{\theta}(u, y) \right\|_2 + \|\Phi(y)\Delta \hat{\theta}\|_2 \right)^2$$

where $\Delta \theta = \hat{\theta}(u', y') - \hat{\theta}(u, y)$. By lemma 2 and $\|\phi(y)\|_2 \leq \sqrt{n_k \sigma_{\text{max}}(T)} \|y\|_2$ we get

$$A \leq \left( \sqrt{L} + n_k \|y\|_2 \frac{\sigma_{\text{max}}(T)}{\sigma_{\text{min}}(P)} (\|y\|_2 \delta_u + \|u\|_2 \delta_y) \right)^2.$$

Algorithm. In Algorithm 1 we propose an alternating gradient ascent algorithm to compute the attack. Since we can compute the optimal attack on the input signal using DCCP [26], the idea is to first compute $a_u$ (keeping $a_y$ fixed) and then compute $a_y$ according to $a_u$, using a projected gradient ascent (PGA) search, where we iteratively update $a_u$ along $\nabla_a A$ and project onto $S_y$. At the end of each iteration $k$, we compute the difference $\Delta k J := J^{(i+1)} - J^{(i)}$, where $J^{(i)} = A(D_N, \hat{\theta}(u + a_u^{(i)}, y + a_y^{(i)}))$, and we stop if $|\Delta k J| < \eta$, with $\eta > 0$ being a user-chosen parameter. In practice, the difficulty lies in computing the PGA step (it requires some fine tuning to adjust the step size).

V. NUMERICAL SIMULATIONS

Plant dynamics and VRFT method. We consider the numerical example proposed in [1] of a flexible transmission system, which was originally proposed in [27] as a benchmark for digital control design. The continuous plant is discretized with sampling time $T_s = 0.05s$, and the dynamics are given by $G(z) = B(z)/A(z)$ with $A(z) = z^4 - 1.4183 z^3 + 1.58939 z^2 - 1.31608 z + 0.88642$ and $B(z) = 0.28261 z + 0.50666$. The reference model is $M_r(z) = (1 - \alpha)^2/z(z - \alpha)^2$ with $\alpha = e^{-T_s \omega}, \omega = 10$. For such system, the class of controllers considered is of the form $\beta_i(z) = z^{2-i}/(z - 1), i = 1, \ldots, 6$. We will consider two types of input signals: (A) a step function $u_t$ that is equal to 1 for $t \in [5, 15]$ and 0 otherwise; (B) a persistently exciting input signal $u_t \sim \mathcal{N}(0, 1)$. In both cases, $N = 512$ data points are collected from the plant and the data has been low pass filtered using $L(z) = (1 - M_r(z)/M_r(z)$ as in [1].

Attack setting. We analyze the attack objective 32 for different values of $\delta_u$ and $\delta_y$ using the euclidean norm. We used $\delta_u = \varepsilon_u \|u\|_2$ with $\varepsilon_u \in \{0, 0.1, 0.2\}$, and $\delta_y = \varepsilon_y \|y\|_2$ with $\varepsilon_y \in \{0.01, 0.057\}$. These values are chosen based on empirical evidence (we observed that a slight increase of $\varepsilon_y$ brings a larger change in the closed-loop performance of the system). As an example, in Figure 2 we show data from a simulation of scenario (B) for the case $\varepsilon_u = 0.1$, $\varepsilon_y = 0.057$. We also compare the attacks with a white noise poisoning signal constrained using a fixed $\delta_u$ with $\varepsilon_u = 0.2$.

Attack analysis. In Figures 3a-3b we show the average learner’s loss for the various values of $(\varepsilon_u, \varepsilon_y)$ and the step response, for both scenarios (A) and (B). We also show the loss value in the case of a random attack where each attack point is white noise (WN) with constraint $\varepsilon_u = 0.2$. In Figure 3a due to the randomness in scenario (B) and non-convexity with respect to $a_y$, we have taken the average value of the loss over 512 simulations (the shadowed area, though very small, displays the 95% confidence interval).

First, we observe from Figures 3a-3b that randomly attacking the dataset does not perturb performance in a significant way. The loss due to random Gaussian poisoning is significantly small compared to the loss due to the poisoning attacks. This indeed shows that our algorithm is exploiting the dynamics of the system in order to compute a poisoning.
attack.

Then, we observe that the loss in scenario (A) seems to increase more quickly compared to that in scenario (B), but this is not an indication of poor performances. Despite a flat increase of the learner’s loss in scenario (B), which may be explained by the usage of persistently exciting data, we observe that a successful poisoning attack may cause more damage in scenario (B).

| Scenario A - \( \varepsilon_y \) | 0.01 | 0.023 | 0.037 | 0.05 | 0.057 |
|--------------------------------|------|-------|-------|------|-------|
| \( \varepsilon_u = 0 \)        | 0%   | 0%    | 0%    | 0%   | 0%    |
| \( \varepsilon_u = 0.1 \)      | 0.78%| 0.58% | 13.9% | 1.56%| 0.78% |
| \( \varepsilon_u = 0.2 \)      | 47.1%| 29.7% | 19.8% | 1.76%| 1.56% |

| Scenario B - \( \varepsilon_y \) | 0.01 | 0.023 | 0.037 | 0.05 | 0.057 |
|--------------------------------|------|-------|-------|------|-------|
| \( \varepsilon_u = 0 \)        | 0%   | 0%    | 0%    | 0%   | 0%    |
| \( \varepsilon_u = 0.1 \)      | 0%   | 0%    | 34.4% | 74.6%| 75.2% |
| \( \varepsilon_u = 0.2 \)      | 0%   | 1.75% | 54.7% | 84.2%| 88.9% |

TABLE I: Average proportion of unstable closed-loop systems out of 512 simulations.

As a matter of fact, from Table I we note that instability of the closed-loop system does not seem to be correlated with the learner’s loss in scenario (A), while it seems to be for scenario (B). This is also due to the choice of objective of the malicious agent, which does not try to directly maximize the closed-loop eigenvalues, but just increase the learner’s loss, which is also linked to how informative the data is. This raises the interesting question, of whether using informative data may help the malicious agent in making the closed-loop system unstable.

Remarkably, we also observe that for \( \delta_u = 0 \), the learner’s loss slowly increases with \( \delta_y \). From Corollary 1, we can see the presence of a multiplicative term \( \|y\|^2 \delta_u \) that may indicate the possibility of \( \mathcal{L} \) diverging for \( \delta_u \) big enough. This effect can be clearly seen in the right plot of Figure 3a where for \( \varepsilon_u = 0.1 \) and \( \varepsilon_u = 0.2 \) the loss starts to diverge. Moreover, from Table I we see that for \( \varepsilon_u = 0 \), the closed-loop system never gets unstable. This suggests that robustness of data-driven control methods can be assessed by a strict analysis of the input data integrity.

VI. CONCLUSION

In this work, we have introduced a generic bi-level optimization objective that can be used to compute attacks on data-driven control methods. We then specialized the method to the well known Virtual Reference Feedback Tuning technique. In general, this bi-level optimization problem is non-convex, whilst in the case of VRFT, it becomes convex in the input data. For the case of attacks against VRFT, we have provided an upper bound on the difference of the poisoned/unpoisoned control law parameters and introduced a min-max objective that the adversary can use to compute an attack. Our analysis and experiments have shown that the usage of exciting signals may emphasize the effect of the poisoning attack and that a strict integrity check of the input data may reduce the impact of the attack. Future analysis should focus on a more in-depth theoretical analysis of the attack and find additional defence strategies for the learner.

APPENDIX

Here in the appendix we present some additional result. First we show the targeted attack criterion for VRFT, and then an attack on a control law designed by means of Willems lemma.

VII. ADDITIONAL ATTACKS ON VRFT

A. Targeted attack

As mentioned in the previous section, the max-min objective does not let the attacker choose a particular behaviour of the resulting closed-loop system. Furthermore, corollary 1 shows a way to perform a targeted attack. A malicious agent may wish to perform a more sophisticated attack, and try to poison the dataset so that the closed-loop behaviour follows a certain desired reference model. The attacker can encapsulate this desired behavior in a transfer function \( M_a(z) \) and perform the VRFT method to find the corresponding vector \( \theta_a \) (observe that the control architecture does not change and the malicious agent is constrained to the set of reference models \( \{ M_a(z) \} \)). Then, the attack is simply minimizing the distance between \( \theta_a \) and \( \hat{\theta} \):

\[
\begin{align*}
\min_{u', y'} & \quad \mathcal{A}(u, y, \hat{\theta}(u', y')) := \frac{1}{n_k} \| \theta_a - \hat{\theta}(u', y') \|^2 \\
\text{s.t.} & \quad \hat{\theta}(u', y') = (\Phi^\top(y') \Phi(y'))^{-1} \Phi^\top(y') u' \\
& \quad \|u' - u\|_{q_u} \leq \delta_u, \quad \|y' - y\|_{q_y} \leq \delta_y
\end{align*}
\]

(33)

This objective in a sense mimics the original VRFT objective in which the attacker tries to minimize criterion \( \|M_a(z) - [(I - M_a)GK_0](z)\|^2 \) with respect to the new
reference model \( M_a(z) \). Also, as pointed out in corollary \[1\] for \( \delta_u \) sufficiently large the attacker can choose any \( \hat{\theta} \in \mathbb{R}^{n_\theta} \).

Lemma 3: For a fixed vector \( y' \) the targeted attack is convex in \( a_u \), and the optimal poisoning signal \( a_u \) is

\[
a_u = \begin{cases} 
(P^T P)^\dagger P^T \theta_a - u & \text{if } \| (P^T P)^\dagger P^T \theta_a - u \|_{\theta_a} \leq \delta_u \\
(P^T P)^\dagger P^T \theta_a - u / \| (P^T P)^\dagger P^T \theta_a - u \|_{\theta_a} & \text{otherwise}
\end{cases}
\]

(34)

where \( P = (\Phi^T(y') \Phi(y'))^{-1} \Phi^T(y') \).

Proof: As in the max-min attack one can easily recognize convexity of the criterion in \( u' \). Since we are minimizing a convex problem, we can directly find the solution by solving \( \nabla_{a_u} J = 0 \) (and then normalize it to enforce the norm constraint). Let \( \Phi' := \Phi(y') \) and \( \Phi = \Phi(y) \), then we can compute the gradients with respect to \( a_u \) to obtain

\[
0 = \nabla_{a_u} A = -2 N \Phi' (\Phi'^T \Phi'^{-1} (\theta_a - (\Phi'^T \Phi'^{-1} \Phi'^T u')).
\]

(35)

By letting \( P = (\Phi'^T \Phi'^{-1} \Phi'^T \Phi'^{T}) \) we easily get the result. \( \Box \)

Unfortunately the problem is still non-convex in \( a_y \). To compute the attack, one can use the algorithm proposed for the max-min objective \[1\] to compute it. Instead of performing gradient ascent the algorithm performs of gradient descent, and computes the optimal input poisoning signal according to the previous lemma.

**Simulations.** We analyze the targeted criterion using the same settings as for the max-min criterion, and averaged results over 256 simulations. As a target model we constructed one using \( \theta_a = 3 \theta_0 \), where \( \theta_0 \) is the solution to the original VRFT problem, taken from \[1\], which is \( \theta_0 \approx [0.33 - 0.61 0.72 - 0.66 0.48 - 0.13] \). Future work could better focus on the analysis of choosing \( \theta_a \), whilst here we present the idea and some numerical results.

In Figures 4 and 5 we present respectively the step responses and bode diagrams for the different models. In Figure 4 the effect of the target model \( M_a(z) \) is more visible than the other curves, whilst the poisoned closed-loop system seems to be barely affected by the attack. More insights can be gained by looking at the bode diagrams in Figures 5, first we observe that the poisoned closed-loop system better approximates \( M_a(z) \) only at low and high frequencies, but not in the range of frequencies where there is a peak. Furthermore, this approximation gets better in the case of scenario (A). This is in line with the reasoning provided in Proposition \[1\]. This also motivates a possible future work of analyzing which values of \( \theta_a \) are more feasible for the malicious agent.

Finally, in Figure 6 we show respectively: in the top row the learner’s loss \( \mathcal{L} \) for scenario (A) and (B); in the bottom row the loss \( \mathcal{A} \) of the malicious agent. Despite a rapid convergence of \( \theta \) to \( \theta_a \), in roughly both scenarios, this convergence is not also depicted in the bode plots. Therefore, we argue that a successful targeted attack needs to take into consideration two things: (i) feasibility of \( \theta_a \) and (ii) a good choice of the malicious agent criterion (for example one that considers the frequency domain).

**Fig. 4:** Closed loop step response for \( \varepsilon_u = 0.1 \) and \( \varepsilon_y = 0.057 \).

**Fig. 5:** Closed loop Bode response: in blue the reference model; in red the average unpoisoned closed-loop system; in green the poisoned closed-loop system; in orange the target model \( M_a(z) \). Averaged curves also display 95\% confidence interval.

**Fig. 6:** (Top) Loss of the learner \( \mathcal{L} \); (Bottom) Loss of the malicious agent \( \mathcal{A} \). Shadowed area displays 95\% confidence interval.
VIII. ATTACKS ON METHODS BASED ON WILLEMS LEMMA

A. Introduction

The usage of Willems lemma [12] inspired the development of new data-driven techniques. For example, in [10] they show how to derive data-driven solutions of control problem by using linear matrix inequalities in conjunction with Willems lemma. Important examples are optimal control problems. In [10] Theorem 1, the authors show that for the system \( x_{t+1} = Ax_t + Bu_t \), we can equivalently write

\[
\begin{bmatrix}
B \\
A
\end{bmatrix} = X_{[1,N]} \begin{bmatrix}
U_{[N-1]} \\
X_{[N-1]}
\end{bmatrix}^\dagger
\]

where \( X \) and \( U \) represent data collected from the system and \( \dagger \) denotes the right inverse. Observe that the above representation holds only if the input sequence is an exciting input of order \( n+1 \) and rank \( \begin{bmatrix} U_{[N-1]} & X_{[N-1]} \end{bmatrix} = n + m \). Furthermore, as shown in Theorem 2 in [10], any closed-loop system with a state-feedback control \( u_t = K x_t \) has the following equivalent representation:

\[
x_{t+1} = X_{[1,N]}^\top G_K x_t
\]

where \( G_K \) is a \( T \times n \) matrix satisfying

\[
K = U_{[N-1]}^\top G_K \text{ and } I_n = X_{[N-1]}^{-1} G_K.
\]

We can equivalently write \( A + BK = X_{[1,N]}^\top G_K \); this allows to treat \( G_K \) as a decision variable, and search for a matrix \( G_K \) that satisfies some performance conditions [10].

B. Optimal control design using Willems lemma

As mentioned, one can consider the problem of finding the optimal control law using Willems lemma. We will now revise the technique shown in [10]. Consider the following system

\[
x_{t+1} = Ax_t + Bu_t + \xi_t
\]

where \( x_t \in \mathbb{R}^n, u_t \in \mathbb{R}^m \) and \( \xi_t \) is an external input to the system. The objective is to find a linear state feedback control \( u_t = K x_t \) that minimizes the influence of the external input onto \( x \) with \( K \in \mathbb{R}^{m \times n} \). For that purpose, let \( z_t = Q_{x}^{1/2} x_t \) be a performance metric signal with \( Q_x \in \mathbb{R}^{n \times n} \) and \( Q \succeq 0 \). Define \( H_K(z) := Q_x (zI - A - BK)^{-1} \); the transfer function from \( \xi \) to \( z \). Then the learner wishes to learn \( K \) that minimizes the \( H_2 \) norm of \( H_K(z) \):

\[
\| H_K(z) \|^2_2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} \text{Tr} \left( H_K(e^{j\omega}) H_K^\top(e^{-j\omega}) \right) d\omega.
\]

Minimizing \( H \) is equivalent to minimizing the mean-square deviation of \( z \) when \( \xi \) is a white process with unit covariance. In [10] the authors show that optimal controller \( K \) can be found using the equation \( K = U_{[N-1]}^\top Q(X_{[N-1]}^{-1}Q)^{-1} \) where \( Q \in \mathbb{R}^{N \times n} \) is solution of

\[
\min_{Q} \text{Tr} (Q_x X_{[N-1]}^{-1}Q)
\]

s.t. \( X_{[N-1]}^{-1}Q - I_n \in S^{n \times n} \) and \( X_{[N-1]}^{-1}Q \geq 0 \).

C. Attack formulation

Based on problem [38] we will now devise an attack strategy for the malicious agent. Let the poisoning signals be \( A_x \in \mathbb{R}^{n \times (N+1)} \) and \( A_u \in \mathbb{R}^{m \times N} \). Define the poisoned data matrices \( X_{[N-1]}' := X_{[N-1]} + A_x X_{[N-1]} \) and \( X_{[1,N]}' := X_{[1,N]} + A_x X_{[1,N]} \) (similarly define \( U_{[N-1]}' \)). Let

\[
M \left( X_{[N]}' \right) := \begin{bmatrix}
X_{[N-1]}' Q - I_n \\
Q X_{[1,N]}'^\top X_{[1,N]}' Q
\end{bmatrix} \succeq 0
\]

where the notation \( X' \) indicates the poisoned version of the signals.

**Attack problem.** Then we can cast the problem of finding the poisoning attack for a genetic attack criterion \( A \) as follows

\[
\max_{X_{[N]}', U_{[N-1]}} A(D_N, K)
\]

s.t. \( Q = \text{arg min}_{Q} \left\{ \text{Tr} \left( Q_X X_{[N-1]}'^{-1}Q \right) : M \left( X_{[N]}' \right) \succeq 0 \right\} \)

\[
K = U_{[N-1]}'^{-1} Q(X_{[N-1]}'^{-1}Q),
\]

\[
\| X_{[N]}' - X_{[N]} \|_{Q_x} \leq \delta_x
\]

\[
\| U_{[N-1]}' - U_{[N-1]} \|_{Q_u} \leq \delta_u
\]

where \( Q_x, Q_u \) are convex norms. To solve it, since the inner problem is convex and regular, we can resort again to the Single-Level Reduction method [23], [28], and replace the inner problem with its KKT conditions. We get the following:

**Lemma 4:** Denote by \( S^n \) the space of \( n \times n \) symmetric matrices equipped with the inner product \( \langle A, B \rangle = \text{Tr}(A^\top B) \). Then problem [39] is equivalent to the following problem:

\[
\max_{X_{[N]}', U_{[N-1]}, Q, Z} A(D_N, K)
\]

s.t. \( Q_x X_{[N-1]}'^{-1} (Z_{11} + Z_{22})^\top X_{[N-1]}'^{-1} - 2Z_{12} X_{[N]}'^{-1} = 0 \)

\[
M(X_{[N]}') \succeq 0, \quad (Z, M(X_{[N]}')) = 0, \quad Z \succeq 0
\]

\[
K = U_{[N-1]}'^{-1} Q(X_{[N-1]}'^{-1}Q)^{-1}
\]

\[
\| X_{[N]}' - X_{[N]} \|_{Q_x} \leq \delta_x
\]

\[
\| U_{[N-1]}' - U_{[N-1]} \|_{Q_u} \leq \delta_u
\]

with \( Q \in \mathbb{R}^{N \times N} \) and \( Z \in S^{2n} \).

**Proof:** Denote by \( S^n \) the space of \( n \times n \) symmetric matrices, which is equipped with the inner product \( \langle A, B \rangle = \text{Tr}(A^\top B) \). We can we can write the Lagrangian function of the inner problem as follows

\[
L(X_{[N]}', Q, Z) = \text{Tr} \left( Q_x X_{[N-1]}'^{-1}Q \right) - \langle Z, M(X_{[N]}') \rangle,
\]

where \( Z \in S^{2n} \). Express \( Z \) in block form

\[
Z = \begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{12} & Z_{22}
\end{bmatrix}
\]
then $L$ admits the following rewriting

\[ L(X'_{[N]}, Q, Z) = \langle Q_x^T, X'_{[N-1]}Q \rangle - \langle Z, M(X'_{[N]}) \rangle \]

\[ = \langle Q_x^T, X'_{[N-1]}Q \rangle - (Z_{11}, X'_{[N-1]}Q - I_n) \]

\[ - (Z_{22}, X'_{[N-1]}Q) - 2(Z_{12}, X'_{[N-1]}Q) \]

\[ = \langle Q_x^T, X'_{[N-1]}Q \rangle + (Z_{11}, I_n) \]

\[ - (Z_{11} + Z_{22}, X'_{[N-1]}Q) \]

\[ - 2(Z_{12}, X'_{[N-1]}Q) \]

from which follows the first KKT condition:

\[ 0 = \frac{dL}{dQ} = Q_x X'_{[N-1]} - (Z_{11} + Z_{22})^T X'_{[N-1]} - 2 Z_{12}^T X'_{[N-1]} Q. \]

The remaining KKT conditions are $Z \succeq 0, M(X'_{[N]}) \succeq 0$ and $\langle Z, M(X'_{[N]}) \rangle = 0$, from which we deduce the result.

Unfortunately, the problem is hard to solve, not only because of the upper-level constraint on $Q$, but also because the Lagrangian constraints lead to non-convexities. The complementary conditions can be thought of as boolean variables, turning the problem into a mixed-integer problem [23], [29]–[31]. In general, one can try to use branch and bounds methods or evolutionary algorithms [23] (the latter approach has shown good performance in general for bilevel optimization). Alternatively, one can also consider solving a sequence of relaxed problems, as shown in [32]. We will now provide a few examples of attacks.

**D. Max-min attack**

The first attack we propose is the max-min attack. This attack is implicitly maximizing the $H_2$ norm of $H_K(z)$, making the system more susceptible to modeling errors and process noise. To formulate it, one must be careful and observe that the malicious agent cannot merely choose $A(D_N, K) = \text{Tr}(Q_x X'_{[N-1]} Q)$. The reason is simple: the matrix $Q$ does not parametrize the system $(A, B)$ because of the dependence of $Q$ on the attack signal $A_x$. In order to have a correct parametrization, we need to enforce the constraints

\[ Q = \arg \max_Q \left\{ \text{Tr} \left( Q_x X'_{[N-1]} Q \right) : M(A_x) > 0 \right\} \]

\[ X_{[1,N]} G_K W G_K^T X_{[1,N]}^T - W + I_n = 0, \quad W \succeq I_n \]

\[ U_{[1,N]}^T G_K = U_{[1,N]}^T Q(X_{[N-1]} Q)^{-1} \]

\[ X_{[N-1]} G_K = I_n \]

\[ \|X'_{[N]} - X_{[N]}\|_{q_u} \leq \delta_x \]

\[ \|U'_{[N-1]} - U_{[N-1]}\|_{q_u} \leq \delta_u \]

(41)

where $W \in S^n$ and $\Phi$ satisfies

\[ \Phi(Q_x W) = \begin{cases} \text{Tr}(Q_x W), & \text{if } \max_i |\lambda_i(X_{[1,N]} G_K)| \leq 1 \\ \infty & \text{otherwise} \end{cases} \]

**Proof:** The result follows from the fact that maximizing the $H_2$ norm of $H_K(z)$ is equivalent to maximizing the trace of $Q_x W$ where $W$ is the controllability Gramian of the closed-loop system $A + B K$. The matrix $W$ for a stable closed-loop system can be found by solving

\[ (A + BK) W (A + BK)^T - W + I_n = 0 \]

for a symmetric matrix $W \succeq I_n$. Due to Theorem 2 in [10] we have $A + BK = X_{[1,N]} G_K^T$ and

\[ \begin{bmatrix} K \\ I_n \end{bmatrix} = \begin{bmatrix} U_{[N]}^T \\ X_{[N]} \end{bmatrix} G_K. \]

Then the result follows by observing that $K = U_{[N]}^T Q(X_{[N]}^T Q)^{-1}$. In case $A + BK$ is unstable, then the matrix $W$ cannot be computed, from which follows the definition of $\Phi$.

The above formulation of the attack problem has several limitations, mainly due to the computation of the Gramian matrix of $A + BK$. We believe instead that an alternative formulation of the problem, easier to compute, is the overall maximization of the closed-loop eigenvalues.

**E. Eigenvalues attack**

To maximize the closed-loop eigenvalues one can use the fact that the following equality holds

\[ \det((A + BK)(A + BK)^T) = \prod_{i=1}^{n} |\lambda_i(A + BK)|^2 \]

Therefore maximizing $\det((A + BK)(A + BK)^T)$ can be used as a proxy to maximize the absolute value of the closed-loop eigenvalues. For simplicity, we will consider the concave criterion $\log(\det((A + BK)(A + BK)^T))$ (note that one could alternatively maximize the geometric mean of the squared eigenvalues $\sqrt[n]{\det((A + BK)(A + BK)^T)}$, which is a concave function). Using Theorem 2 in [10] one can write $\log(\det(X_{[1,N]} G_K G_K^T X_{[1,N]}))$ with $G_K$ satisfying

\[ \begin{bmatrix} K \\ I_n \end{bmatrix} = \begin{bmatrix} U_{[N]}^T \\ X_{[N]} \end{bmatrix} G_K \]

and $K = U_{[N]}^T Q(X_{[N]}^T Q)^{-1}$ (where $Q$ is solution of the inner problem). Therefore we obtain the following optimization problem

**Lemma 6:** Consider the optimization problem in [39] then we can maximize the closed-loop eigenvalues by solving the
following optimization problem
\[
\max_{X_{[N]}', U_{[N-1]}'} \log(\det((A + BK)(A + BK)')) \\
\text{s.t.} \quad Q = \arg \min_Q \left\{ \text{Tr} \left( Q_x X_{[N-1]}' Q \right) : M(X_{[N]}) \succeq 0 \right\} \\
U_{[N-1]}' G_K = U_{[N-1]}' Q(X_{[N-1]}' Q)^{-1} \\
X_{[N-1]}' G_K = I_n \\
\|X_{[N]}' - X_{[N]}\|_{\mathcal{Q}_u} \leq \delta_x \\
\|U_{[N-1]}' - U_{[N-1]}\|_{\mathcal{Q}_u} \leq \delta_u 
\]

(42)

Unfortunately, the parametrization introduced by \( G_K \) makes the problem particularly difficult, and non-convex. Not only we have the non-convexity introduced by using the single-level reduction method, but also the non-convex constraint \( U_{[N-1]}' G_K = U_{[N-1]}' Q(X_{[N-1]}' Q)^{-1} \). Despite that, we can still rewrite the problem in order to devise an attack on the input signal. By using the relationship

\[
\begin{bmatrix} B & A \end{bmatrix} = X_{[1,N]}' \begin{bmatrix} U_{[N-1]}' \\ X_{[N-1]}' \end{bmatrix} 
\]

and the fact that \( A + BK = X_{[1,N]} G_K \) and \( U_{[N-1]} G_K = K \) we can discard the variable \( G_K \) and write

\[
\max_{X_{[N]}', U_{[N-1]}} \log(\det((A + BK)(A + BK)')) \\
\text{s.t.} \quad Q = \arg \min_Q \left\{ \text{Tr} \left( Q_x X_{[N-1]}' Q \right) : M(A_x) \succeq 0 \right\} \\
K = U_{[N-1]}' Q(X_{[N-1]}' Q)^{-1} \\
\|A_x\|_{\mathcal{Q}_u} \leq \delta_x, \quad \|A_u\|_{\mathcal{Q}_u} \leq \delta_u 
\]

(43)

which, as a corollary, allows us to formalize an attack on the input signal:

**Corollary 2:** Consider a fixed attack vector \( A_x \) and let \( Q = \arg \min_Q \left\{ \text{Tr} \left( Q_x X_{[N-1]}' Q \right) : M(X_{[N]}) \succeq 0 \right\} \). Then, the optimization problem that finds the optimal poisoning on the input signal is

\[
\max_{U_{[N-1]}'} \log(\det((A + BK)(A + BK)')) \\
\text{s.t.} \quad K = U_{[N-1]}' Q(X_{[N-1]}' Q)^{-1} \\
\|U_{[N-1]}' - U_{[N-1]}\|_{\mathcal{Q}_u} \leq \delta_u 
\]

The previous problem is not easy to solve, but easier than the previous problems that we showed. We will now present some numerical results.

**F. Eigenvalues attack - Simulations**

**Plant dynamics and optimal control.** In this section, we present some numerical results of attacking control methods designed using Willems lemma. We use the same plant being analyzed in [10], which is the discretized version of a batch reactor system [33] with a sampling time of \( T_s = 0.1 [s] \). The dynamics of the plant are given by

\[
A = \begin{bmatrix} 1.178 & 0.001 & 0.511 & -0.403 \\ -0.051 & 0.661 & -0.011 & 0.061 \\ 0.076 & 0.335 & 0.560 & 0.382 \\ 0 & 0.335 & 0.089 & 0.849 \end{bmatrix}, \quad B = \begin{bmatrix} 0.004 & -0.087 \\ 0.467 & 0.001 \\ 0.213 & -0.235 \\ 0.213 & -0.016 \end{bmatrix}
\]

The optimal control law of this system can be found using Theorem 4 in [10]. The input signal used by the learner is white noise \( u_t \sim \mathcal{N}(0,1) \), and we run our simulations for \( N = 15 \) and \( N = 50 \), and averaged results over 256 simulations.

**Attack setting and properties.** For the sake of simplicity, we analyze the problem of poisoning the input signal using the optimization problem solving it using the Particle Swarm Optimizer of MATLAB. We analyze the attack objective for different values of \( \delta_u \), using the \( \ell_\infty \) norm. As an example, in Figure 9 we show some examples of poisoned and unpoisoned input signals for which the

\[
\begin{array}{c}
\text{Fig. 7: Eigenvalues of the poisoned closed-loop system for different values of } \delta_u. \text{ In red is shown the sum of the absolute value of the closed-loop eigenvalues for } N = 15 \text{ and } N = 50. \text{ Similarly, in black is shown the absolute value of the maximum eigenvalue of } A + BK. \\
\text{Fig. 8: Adversarial objective function } A \text{ for different values of } \delta_u. 
\end{array}
\]
Fig. 9: Plots of the input signals for $N = 15$ and $N = 50$. In each column are shown $u_{t,1}$ and $u_{t,2}$ and the corresponding poisoned signals. The signals are averaged out of 256 simulations, and the orange shadowed area displays 95% confidence interval for the poisoning signals.

The closed-loop system is unstable.

**Attack analysis.** In Figure 7 we show some properties of the closed-loop eigenvalues of the closed-loop system. We depict results for $N = 15$ (continuous line) and $N = 50$ (dashed line). On the left $y$-axis is shown the maximum absolute pole of $A + BK$ whilst on the right $y$-axis it is displayed the sum of the absolute value of the closed-loop poles. A first observation is that increasing the number of points $N$ makes the closed-loop system unstable for smaller values of $\delta_u$. In Figure 8 for completeness, we also show the values of the adversarial criterion $A$ for different values of $\delta_u$.

From simulations, we see that this method is somehow less robust than VRFT. For very small values of $\delta_u$ we can get the system unstable. We have not included results on poisoning the output signals, but, preliminary results show that an attacker can make the closed-loop system unstable even for perturbations computed using the constraint $\delta_y = 10^{-3}$ (even without poisoning the initial condition $x_0$). Future analysis should consider a possible way to robustify the method proposed in [10] and theoretical analysis of the attack.

### IX. SOFTWARE, CODE AND HARDWARE

All experiments were executed on a stationary desktop computer, featuring an Intel Xeon Silver 4110 CPU, 48GB of RAM. Ubuntu 18.04 was installed on the computer. Ubuntu is an open-source Operating System using the Linux kernel and based on Debian. For more information, please check [https://ubuntu.com](https://ubuntu.com).

We set up our experiments using Python 3.7.7 [34] (For more information, please refer to the following link [http://www.python.org](http://www.python.org)), and made use of the following libraries: NumPy version 1.18.1 [36], SciPy...
version 1.4.1 [37], PyTorch version 1.4.0 [38]. All the code will be published on GitHub with MIT license.
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