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Κατὰ Ἰωάννην ο’ 1.
In this Thesis, we treat the problem of the existence of generic perturbations of the regular and singular state in higher-order gravity in cases of vacuum and radiation models that derives from the lagrangian $R + \epsilon R^2$. We show that there is a regular state of the theory in vacuum in the form of a formal series expansion having the same number of free functions as those required for a general solution of the theory, while this is not true for the case of radiation. This means that there exists an open set in the space of analytic initial data of the theory in vacuum that leads to a regular solution having the correct number of free functions to qualify as a general solution. Further, we show that a singular state of the theory in vacuum cannot be admitted, while in the case of radiation we obtain a particular solution.

To achieve this, we need to develop a number of results in various directions. We prove that there exists a first-order formulation of the theory with the Cauchy-Kovalevskaya property. This formulation of the quadratic theory $R + \epsilon R^2$ evolves an initial data set $(\mathcal{M}, \gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$ (plus energy density $\rho$ and velocities $u_\alpha$ for the radiation case), through a set of four evolution equations and two constraint equations to build the time development $(\mathcal{V}, g)$. We then prove that if we start with an initial data set in which the metric has the asymptotic form (regular or singular) and evolve, then we can build an asymptotic development in the form of a formal series expansion which satisfies the evolution and constraint equations and has the same number of free functions as those of a general solution of the theory in vacuum, with less free functions for the case of radiation. In other words, we show that regularity is a generic feature of the $R + \epsilon R^2$ theory in vacuum under the assumption of analyticity, but this cannot happen for generic radiation models.
ΠΑΝΕΠΙΣΤΗΜΙΟ ΑΙΓΑΙΟΥ
Τμήμα Μηχανικών Πληροφορικών και Επικοινωνιακών Συστημάτων
Περίληψη
Διδακτορικής διατριβής
Το τυπικό ανάπτυγμα της αναλυτικής τροποποιημένης βαρύτητας

ΔΗΜΗΤΡΙΟΥ ΤΡΑΧΙΛΗ

Σε αυτή την εργασία πραγματευόμαστε το πρόβλημα της ύπαρξης των γενικών διαταραχών της ομαλής και ιδιόμορφης κατάστασης σε υψηλότερης τάξης θεωρίας βαρύτητας, στην περίπτωση του κενού και του μοντέλου ακτινοβολίας, το οποίο παράγεται από την λαγκρατζιανή $R + \epsilon R^2$. Δείχνουμε ότι υπάρχει μία ομαλή κατάσταση της θεωρίας στο κενό υπό τη μορφή σειρών, έχοντας τον ίδιο αριθμό ελεύθερων συναρτήσεων με εκείνες που απαιτούνται από τη γενική λύση της θεωρίας και το οποίο δεν είναι αληθές για την περίπτωση της ακτινοβολίας. Αυτό σημαίνει ότι υπάρχει ένα ανοικτό σύνολο αναλυτικών αρχικών δεδομένων της θεωρίας στο κενό το οποίο οδηγεί σε ομαλή λύση έχοντας τον ίδιο αριθμό ελεύθερων συναρτήσεων έτσι ώστε αυτή να περιγραφεί ως γενική λύση. Επιπλέον, δείχνουμε ότι μία ιδιόμορφη κατάσταση της θεωρίας στο κενό δε μπορεί να γίνει αποδεκτή, καθώς στην περίπτωση της ακτινοβολίας οδηγεί σε ειδική λύση.

Για να το πετύχουμε αυτό, χρειαζόμαστε να παρουσιάζουμε έναν αριθμό αποτελεσμάτων σε ποικίλες κατευθύνσεις. Αποδεικνύουμε ότι υπάρχει μία πρώτης τάξης μοντελοποίηση της θεωρίας με την ιδιότητα Cauchy-Kovalevskaya. Αυτή η μοντελοποίηση της τετραγωνικής θεωρίας $R + \epsilon R^2$ εξελίσσει ένα σύνολο αρχικών δεδομένων $(M,\gamma_{ab},K_{ab},D_{ab},W_{ab})$ (καθώς και την πυκνότητα ενέργειας $\rho$ και τις ταχύτητες $u$ στην περίπτωση της ακτινοβολίας), δια μέσου ενός συνόλου τεσσάρων εξισώσεων εξέλιξης και δύο εξισώσεων δεσμών για να κατασκευάσει τη χρονική εξέλιξη $(V,g)$. Έπειτα αποδεικνύουμε ότι αν ξεκινήσουμε με ένα σύνολο αρχικών δεδομένων, στο οποίο η μετρική έχει ασυμπτωτική μορφή (ομαλή ή ιδιόμορφη) και αναπτύξουμε, τότε μπορούμε να κατασκευάσουμε μία ασυμπτωτική εξέλιξη υπό τη μορφή εξισώσεων εξέλιξης και εξισώσεων δεσμών για την περίπτωση της ακτινοβολίας. Με άλλα λόγια, δείχνουμε ότι η ομαλότητα είναι ένα τυπικό χαρακτηριστικό της θεωρίας $R + \epsilon R^2$ στο κενό με την υπόθεση της αναλυτικότητας, κάτι τέτοιο εν τούτω παραβιάζεται σε τυπικά μοντέλα ακτινοβολίας.
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Chapter 1

Introduction

Since 1998 with the discovery of the acceleration of the universe through observations of type Ia supernovae [1–9], according to WMAP and PLANCK, approximately 77% of its energy content is in an invisible and unclustered form called dark energy. So far, in order to explain this cosmic acceleration three main classes of models have been proposed. The first is the cosmological constant $\Lambda$, the simplest possible form of dark energy, as it is constant both in space and time and leads to the standard $\Lambda$-CDM (Lambda cold dark matter) model of cosmology that provides a good account of the acceleration of the universe [10, 11] and [12], Chap. 1. The second one is the dark energy, in which the fluid satisfies the equation of state: $p \approx -\rho$, where $p, \rho$ are the pressure and the energy density, respectively [13–19]. Finally, the third class of models is the higher-order or modified $f(R)$ gravity [20–42], where $f(R)$ is a nonlinear function of the scalar curvature, with which we shall deal extensively below.

Many works focused on the cosmological implications of higher-order $f(R)$ gravity since such models may give an alternative explanation and study of the acceleration effects observed in cosmology [43–47]. In particular, we shall focus on quadratic,

$$f(R) = R + \epsilon R^2,$$

(1.1)

gravity theories, which were conceived as a mathematical alternative to Einstein’s theory [48].

The field equations following from (1.1) are of fourth-order, owing to the fact that they contain derivatives up to the fourth-order of the components of the metric $g_{ij}$ with respect to the space-time coordinates [49, 50]. Specifically, the term $R^2$ is responsible for the fourth-order character of the field equations, while the Einstein-Hilbert term $R$ contains derivatives up to the second-order. Therefore,
the theory of general relativity constitutes the simplest choice of the higher-order gravity theories, and corresponds to the simplest choice of the coefficient $\epsilon$ in (1.1), $\epsilon = 0$. Consequently, these two cosmological theories do not share the same geometric degrees of freedom. In particular, in comparison with general relativity, higher-order gravity theory has additional degrees of freedom.

A concern which arises with $f(R)$ gravity theory is associated with the corresponding initial value or Cauchy problem. A surface $M_t$ is said to be a Cauchy surface if every point of space-time is in the domain of dependence of $M_t$ ([51], Chap. 5). More precisely, the existence of a Cauchy surface ensures that there is a single slice of space-time such that information on that slice suffices to completely determine the physics throughout the entire space-time. Starting from an assignment of suitable Cauchy data on a Cauchy surface, the subsequent dynamical evolution of the system must be uniquely determined. Then, the initial value problem is well-formulated. For instance, electromagnetism is a well-formulated field theory. Nevertheless, sometimes a well-formulated theory may not be adequate concerning its stability properties. It is important for the study of any theory to know if it is predictive in the sense that small perturbations in the initial data lead to small perturbations in the dynamics over all the space-time [52]. This means that the structure of the theory must not be affected by small perturbations of the initial data. In the case that a problem is well-formulated and also preserves the causal structure of the theory we say it is well-posed [53, 54].

In general relativity, the Cauchy problem has intensively analysed [55], Chap. V and [56], Chap. 30. However, in the case of scalar-tensor theories, the Cauchy problem has not been analysed with the same degree of completeness. In [57], it was shown that any scalar-tensor theory corresponds to a higher-order gravity theory, and this fact was exploited so that the initial value problem can be studied. In $f(R)$ gravity, the choice of coordinates is decisive in order to infer whether the theory is well-formulated and possibly well-posed. For example, in [58] through harmonic coordinates, the initial value problem of general relativity is proven to be well-posed. This means that general relativity is a stable theory. Further, in the same paper, the study of higher-order derivative gravity leads to the fact that this theory also has a well-posed initial value problem formulation. However, using (1.1) in vacuum, one can perform a conformal transformation [21, 59–62], and prove that the solutions in higher-order gravity reduce to solutions of Einstein’s theory with a minimally coupled scalar field $\phi$ with self-interaction potential $V(\phi)$, where the de Sitter solution corresponds to a local extremum of $V(\phi)$ at $\phi = 0$. 
But, in doing so, the two theories can not be considered as quantitatively the same. Besides, the degrees of freedom of these two theories are not the same and, for this reason, according to [58]: ‘the initial value problem can be shown to be qualitatively the same as that of the conformally coupled scalar field’.

In this Thesis, the goal is to find the behaviour of the solutions of the field equations in higher-order $R + \epsilon R^2$ gravity theory by using formal series expansions of the metric $g_{ij}$. Prior to anything else, in order to study this behavior, we shall employ a synchronous reference system, in which the metric necessarily satisfies the conditions [63, 64]:

\[ g_{00} = 1, \]
\[ g_{0\alpha} = 0. \]

Hence, according to the $(3 + 1)$-decomposition [65, 66], the line element is given by the expression,

\[ ds^2 = dt^2 + g_{\alpha\beta}dx^\alpha dx^\beta = dt^2 - \gamma_{\alpha\beta}dx^\alpha dx^\beta. \]

It is worth noting that in a synchronous reference frame the four-vector

\[ u^i = \left(\frac{dt}{ds}, \frac{dx^\alpha}{ds}\right), \]

is tangent to the world lines $x^\alpha = \text{constant}$, has components

\[ u^0 = 1, \quad u^\alpha = 0. \]

Therefore, the timelines are geodesics in the four-dimensional spacetime and the four-vector $u^i$ satisfies the geodesic equations:

\[ \frac{du^i}{ds} + \Gamma^i_{jk}u^j u^k = 0. \]

Based on the method of Landau-Lifshitz (see [67], Chap. 11,14), we are interested in the forms,

\[ \gamma_{\alpha\beta} = (\gamma_{\alpha\beta})^{(0)} + t(\gamma_{\alpha\beta})^{(1)} + t^2(\gamma_{\alpha\beta})^{(2)} + \cdots \]

and,

\[ \gamma_{\alpha\beta} = t(\gamma_{\alpha\beta})^{(1)} + t^2(\gamma_{\alpha\beta})^{(2)} + \cdots \]
where the \((\gamma_{\alpha\beta})^{(n)}\), \(n = 0, 1, 2, \ldots\) are functions of the space coordinates. These two forms of the 3-metric \(\gamma_{\alpha\beta}\) are the simplest ones that we could consider. In fact, they also occur in solutions of the Friedmann equations both in general relativity and higher-order gravity in vacuum as well as in the presence of radiation as we will see extensively in Chapter 4. In particular, the exact solutions of the Friedmann equations in cases of vacuum and radiation for all values of the constant curvature \(k\) \((k = -1, 0, +1)\) serve as a motivation for the form of the 3-metric \(\gamma_{\alpha\beta}\). The solution in empty space, where the pressure \(p\) and the energy density \(\rho\) are set equal to zero, corresponds to the form (1.8), while the solution in case of radiation, in which we have \(p = \rho/3\), corresponds to the form (1.9).

There are many works which use these two forms or similar forms of the 3-metric and study assorted properties about the behaviour of the geometric solutions of the field equations. In [68], there is a study of the arbitrary functions included in the solution of the Einstein’s equations in the case that space is filled with matter with the equation of state \(p = \rho/3\). It is shown that the solution has five less degrees of freedom compared with the general solution of the problem (see also [69, 70]). Because of our interest in radiation models of higher-order gravity, we give some details of this result in Appendix B.

According to the standard cosmological model, a natural equation of state for the matter near the cosmological singularity is that of radiation. However, taking into consideration the development of the inflationary cosmological models [71–77], as well as the appearance of brane and M theory cosmological models [78, 79], one realizes that matter plays different roles in different stages of cosmological evolution and thus, the equation of state can assume different types. For this reason, in [80] a generalization of the quasi-isotropic solution of the Einstein equations near cosmological singularity found by Lifshitz and Khalatnikov in 1960 for the case of the radiation-dominated Universe, was proposed through an expression of the spatial metric of the form,

\[
\gamma_{\alpha\beta} = t^m(\gamma_{\alpha\beta})^{(m)} + t^n(\gamma_{\alpha\beta})^{(n)}, \quad m < n,
\]

with fluid matter with equation of state \(p = k\rho\).

In [81], there is an analysis concerning the quasi-isotropic inhomogeneous solution of the Einstein equations near a cosmological singularity in the form of a series expansion in the synchronous reference system in the case of a two-fluid cosmological model. The inhomogeneous quasi-isotropic solution for the spatial
metric is represented as,

\[
\gamma_{\alpha\beta} = \sum_{n,m=0}^{\infty} \gamma^{(n,m)}_{\alpha\beta} t^{2\gamma_0 + n(2-2\gamma_0) + m(2-\gamma_0 \alpha_1)}, \tag{1.11}
\]

where,

\[
\alpha_1 = 3(1 + k_1), \tag{1.12}
\]

\[
\gamma_0 = \frac{2}{3(1 + k_2)}, \tag{1.13}
\]

with the equations of state \(p_l = k_l \rho_l, \ l = 1, 2\) of the two barotropic fluids.

In [82], using the synchronous system of reference details are given about the general solution of the Einstein equations with a \(\Lambda\) term. It is shown that the general solution asymptotically approaches de Sitter spacetime. In order to prove this result, the relation which is used is,

\[
\gamma_{\alpha\beta} = \exp(2Ht) h_{\alpha\beta}, \tag{1.14}
\]

where,

\[
h_{\alpha\beta} = a_{\alpha\beta} + \sum_{n=1}^{\infty} b^{(n)}_{\alpha\beta} \exp(-nHt), \tag{1.15}
\]

where \(H\) depends on the spatial coordinates \(x^\alpha\) (see also [83, 84]).

In [85], there is a study of the general solution of the Einstein equations near a future sudden singularity [86, 87], in the case that the pressure \(p\) and the energy density \(\rho\) are not connected with an equation of state of the form \(p = f(\rho)\), while the scale factor has the form,

\[
a(t) = 1 + B t^q + C (t_s - t)^n, \tag{1.16}
\]

where \(B > 0, q > 0, n > 0\) and \(C\) are free constants and \(0 < t < t_s\). Setting \(a(0) = 0\), the scale factor becomes,

\[
a(t) = 1 + \left(\frac{t}{t_s}\right)^q (a_s - 1) - \left(1 - \frac{t}{t_s}\right)^n, \tag{1.17}
\]
where \( a_s \equiv a(t_s) \) (see also [88–90]). Taking into account the reduction of the Einstein equations,

\[
3H^2 = \rho - \frac{3k}{a^2},
\]

\[
\dot{\rho} + 3H(\rho + p) = 0,
\]

\[
\frac{\dot{a}}{a} = -\frac{\rho + 3p}{6},
\]

(1.18)

where \( H = \dot{a}/a \) is the Hubble parameter, and restricting \( 1 < n < 2 \) and \( 0 < q \leq 1 \), then for \( t \to t_s \) we have that the solution (1.17) satisfies,

\[
a \to a_s(\text{finite}), \quad H \to H_s(\text{finite}) \quad \text{and} \quad \rho \to \rho_s(\text{finite}) > 0,
\]

(1.19)

with

\[
p \to \infty.
\]

(1.20)

Using (1.4) and the linear asymptotic form of the solution (1.17), namely,

\[
a(t) = a_s + q(1 - a_s)(1 - \frac{t}{t_s}),
\]

(1.21)

the general series expansion is,

\[
\gamma_{\alpha\beta} = a_{\alpha\beta} + tb_{\alpha\beta} + t^n c_{\alpha\beta} + \cdots
\]

(1.22)

(having also considered a further change of the time coordinate in order to place the future sudden singularity at \( t = 0 \)). From the series representation of the extrinsic curvature,

\[
K_{\alpha\beta} = \partial_t \gamma_{\alpha\beta},
\]

(1.23)

we may then obtain series expansions of the components of the Ricci tensors,

\[
R^0_0 = -\frac{1}{2} \partial_t K - \frac{1}{4} K^\beta_\beta K^\alpha_\alpha,
\]

(1.24)

\[
R^0_\alpha = \frac{1}{2} (\nabla_\beta K^\beta_\alpha - \nabla_\alpha K),
\]

(1.25)

\[
R^\beta_\alpha = -P^\beta_\alpha - \frac{1}{4} K K^\beta_\alpha,
\]

(1.26)
where $P^\beta_\alpha$ is the Ricci tensor associated with $\gamma_{\alpha\beta}$. Taking into consideration the relations (1.2) and (1.3), the Einstein equations,

$$R^i_j - \frac{1}{2} \delta^i_j R = 8\pi T^i_j,$$

(1.27)

where,

$$T^i_j = 8\pi \left[ (\rho + p)u^i u_j - p\delta^i_j \right],$$

(1.28)

lead to 13 independent functions. Subtracting the 4 coordinates covariances, there remain 9 independent arbitrary functions of the three space coordinates on each surface of constant time. This solution is quasi-isotropic and corresponds to a general solution of the problem as required by the structure of the initial value problem. In particular, one expects there will be 12 data from $g_{\alpha\beta}$ and its time derivative, plus 3 free velocity components $u_\alpha$, plus 2 from the pressure $p$ and the energy density $\rho$, giving a total 17 independent data. However, due to the four constraint equations and the four diffeomorphism transformations, the number of the arbitrary functions is finally equal to 9.

Ever since the fundamental realization that Einstein’s equations can be equivalently studied as a geometric, nonlinear system of evolution equations with constraints, there has been a considerable stream of problems in general relativity of a classical dynamical nature crucially depending on the notion of evolution from prescribed initial data (cf. [91] and references therein). In particular, for the cosmological case, at least since the pioneering investigations of Lifshitz and Khalatnikov in relativistic cosmology [68], perturbative approaches to the question of genericity of cosmological solutions constructed asymptotically from given initial data, have been advanced in various directions in general cosmological theory. This was the way to prove the existence of vacuum, regular cosmological solutions in general relativity having the required number to qualify as general ones, and also the non existence of a general singular, radiation solution in the same context, cf. [67, 68], eventually leading to the realization that the initial state was of a more complex nature [63, 64, 92]. These first results were based on an approximation technique that consisted of several steps, writing down a suitable expansion of the metric, substituting it to the field equations, and counting the number of free (or arbitrary) functions needed to make the whole scheme consistent.

The original perturbative approximation scheme mentioned above proved to be especially fertile, and in fact it is being exploited in various directions ever since. It was used by Starobinski to study solutions of the Einstein equations
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with a positive cosmological constant, especially with regard to the question of
the asymptotic stability of de Sitter space used in inflationary scenarios [93, 94].
The formal series expansions were in addition, used more recently in [80] to study
the genericity question in relativistic cosmologies with a general equation of state
\( p = w \rho \), where it was proved that, in order to be able to construct a general singular
solution initially, certain restrictions on the fluid parameter \( w \) are needed. Further,
the ‘ultrastiff’ case was recently considered in a more rigorous way using Fuchsian
techniques in Ref. [95]. Formal series where also used in [81] to study the more
involved problem of perturbing an FRW universe containing two suitable fluids,
and also in [85] where it was shown how to construct a sudden singularity with the
genericity properties of a general solution, a situation met previously only in the
‘no-hair’ behaviour of inflation. Extensions to certain higher-order gravity theories
have also been considered in a formal series context, especially in connection with
the stability of de Sitter space under generic perturbations in these theories, cf.
[82, 83].

It is interesting that the original approximation scheme of formal perturbation
series has been further refined and applied in various situations in cosmology,
cf. [83, 96, 97] and references therein. More recently, Rendall has put the original
formal series expansion techniques used by Starobinski [93] for the stability of de
Sitter space, in a more rigorous basis and was able to prove various interesting
theorems concerning function counting and formal series solutions of the Einstein
equations with a positive cosmological constant in an ‘initial value problem’ spirit,
cf. [98] (see also [84]).

In this Thesis, we are interested in the possible genericity of regular or singular
solutions defined by formal series expansions in the context of vacuum as well
as radiation-dominated models in higher-order gravity derived from the analytic
lagrangian \( R + \epsilon R^2 \) theory. In particular, we prove that the higher-order gravity
field equations in vacuum admit a unique solution in the form of a regular formal
power series expansion (1.8) which contains the right number of free functions
to qualify as a general solution of the system. This requires a careful function
counting technique, and for this purpose it is necessary to develop a formulation
of the theory as a system of evolution equations with constraints. However, if we
use singular formal series expansion of the form (1.9), the higher-order gravity
field equations in vacuum do not provide the right number of free functions that
correspond to the general solution.

Repeating this process for the higher-order field equations with radiation, we
conclude that neither in the case of regular, nor in the case of a singular formal power series expansion we obtain the right number of arbitrary functions in order to characterize the solution as a general one.

A more detailed plan of this Thesis is as follows. In Chapter 2, we use the ADM (Arnowitt-Deser-Misner) formalism as a step to study the evolution problem of higher-order gravity theories in vacuum as well as in the presence of a fluid. We exploit normal coordinates in which the spatial coordinates move with the fluid while the time coordinate is the proper time along the fluid world lines, and deal with the function-counting problem of the quadratic theory in vacuum and the corresponding function-counting problem in presence of a fluid. We split the field equations into constraints and evolution equations, using a (3+1)-splitting formulation and find the exact number of the degrees of freedom for the vacuum theory as well as the theory including a fluid.

In Chapter 3, we study the Cauchy-Kovalevskaya formulation of higher-order gravity theory in vacuum as well as in the presence of a fluid. We subject the higher-order gravity equations to the initial value problem of Cauchy as in the case of general relativity. We further give the proof of the Cauchy-Kovalevskaya property for both systems of evolution equations, and we state the conditions under which the initial value problem has an analytic solution. We also discuss the equivalence between general relativity plus a scalar field and higher-order gravity theory in vacuum from this point of view.

In Chapter 4, we introduce the perturbative formulation of higher-order gravity assuming a formal series representation of the spatial metric. We state the Friedmann equations normal case letters of higher-order gravity theory and show that the exact solutions for the scale factor $a = a(t)$ of these equations in the cases of vacuum and radiation remain the same with the corresponding solutions in general relativity. We then develop the Landau-Lifschitz pertubative method in the vicinity of a point that is regular in the time and in the vicinity of a point that is singular in the time as well in this context.

In Chapter 5, we study the form of the solution of the gravitational field equations of higher-order gravity in vacuum as well as in the case of radiation, in the vicinity of a point that is regular in the time. We use the form (1.8) for the 3-metric and calculate the various quantities appearing in the higher-order field equations in terms of the initial data $(\gamma_{\alpha\beta})^{(n)}$, $n = 0, 1, 2, 3, 4$. Then we study the form of the solutions in vacuum and radiation. We also prove that the degrees of freedom in both cases remain the same provided that the order of the regular
3-metric becomes greater than 4. We further elaborate on the problem of choosing the initial data amongst the initial functions in both cases.

In Chapter 6, we study the form of the solution of the gravitational field equations of higher-order gravity in vacuum as well as in the case of radiation in the vicinity of a point that is singular in the time. We present the higher-order field equations by using the 3-metric (1.9), and we calculate the various quantities of these equations in terms of the initial data. We prove that the form (1.9) cannot be admitted as a solution of the higher-order gravity equations in vacuum. We also find the form of the solution in the case of radiation and show that the degrees of freedom in case of radiation remain the same if the order of the singular 3-metric becomes greater than 4.

This Thesis has also two Appendices where we give information concerning the concepts that we use in this work. In Appendix A, we give details regarding the solution of the Einstein equations in cases of vacuum and radiation by using the regular form (1.8). We prove that this form corresponds to the general solution of the problem in case of vacuum, and in a particular solution in case of radiation. In Appendix B, we also give details regarding the solution of the Einstein equations in cases of vacuum and radiation by using the singular form (1.9). In particular, we show that the singular form of the 3-metric does not give any kind of solution in case of vacuum but is admitted as a particular solution in case of radiation.
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(3+1)-formulation of higher-order gravity

In this Chapter, we introduce the ADM (Arnowitt-Deser-Misner) formalism as a necessary first step to the evolution problem of cosmological asymptotics in higher-order gravity theories in vacuum as well as in the presence of a fluid. In Section 2.1, we exploit normal coordinates in which the spatial coordinates move with the fluid, while the time coordinate is the proper time along the fluid world lines. In Section 2.2, we deal with the function-counting problem of the quadratic theory in vacuum. After splitting the field equations into constraints and evolution equations, using the (3+1)-splitting formulation, we find the exact number of the degrees of freedom according to the vacuum theory. Finally, in Section 2.3, we introduce a fluid in the quadratic theory, and repeat the function-counting procedure for this important cosmic species.

2.1 The synchronous reference system

In the first part of this section, we introduce an orthonormal frame that will allow us to view four-dimensional spacetime as a geometric object generated by the time evolution of spatial 3-geometry (time-slice). This frame has important consequences on the mathematical description of various geometric and physical quantities of interest.

2.1.1 Minkowski normal coordinates

Let $\mathcal{V}$ be a connected, paracompact, Hausdorff and smooth manifold and $g_{ij}$ a Lorentzian metric of signature $(+,-,-,-)$ on $\mathcal{V}$. For a point $p = (x^0, x^1, x^2, x^3)$
in $\mathcal{V}$ we denote by $x^1, x^2, x^3$ the spatial coordinates, and by $x^0 = t$ the time coordinate physically defined by an arbitrarily moving clock. The null cone in the tangent space $T_p \mathcal{V}$ of $\mathcal{V}$ at $p$ is then given by,

\[(x^0)^2 - (x^1)^2 - (x^2)^2 - (x^3)^2 = 0. \quad (2.1)\]

We call the coordinates $x^0, x^1, x^2, x^3$ Minkowski normal coordinates if in addition to Eq. (2.1) the vector field $\partial_t$ is timelike and future-pointing.

2.1.2 Proper time interval

The spacetime interval $ds$ between any two events with Minkowski normal coordinates $(t, x^\alpha)$ and $(t + dt, x^\alpha + dx^\alpha)$, $\alpha = 1, 2, 3$, satisfies the general expression,

\[ds^2 = g_{ij} dx^i dx^j = g_{00} dt^2 + 2 g_{0\alpha} dtdx^\alpha + g_{\alpha\beta} dx^\alpha dx^\beta, \quad (2.2)\]

and setting $dx^\alpha = 0$, we find that,

\[ds = \sqrt{g_{00}} dt, \quad (2.3)\]

so that,

\[s = \int \sqrt{g_{00}} dt, \quad (2.4)\]

giving the proper time interval between any two finitely separated events. We notice that the form (2.2) yields:

\[g_{00} > 0. \quad (2.5)\]

We now proceed to find some interesting properties of the components of the 4-metric $g_{ij}$ that we shall employ in Chapters 5 and 6.

2.1.3 Properties of the 4-metric $g_{ij}$

We start by introducing the notation,

\[\gamma_{\alpha\beta} = \frac{g_{0\alpha} g_{0\beta}}{g_{00}} - g_{\alpha\beta}, \quad (2.6)\]

which will be useful below to transform Eq. (2.2) into a form that does not have cross product terms of the form $dx^\alpha dt$. The absence of these terms will allow
us to work with a reference system in which synchronization of clocks located at different points in space is achieved. Since $g_{00} > 0$, the line element (2.2) can be written in the form,

$$ds^2 = \left( \sqrt{g_{00}} dt + \frac{g_{0\alpha}}{\sqrt{g_{00}}} dx^\alpha \right)^2 - \gamma_{\alpha\beta} dx^\alpha dx^\beta. \quad (2.7)$$

We now claim that the matrix $-\gamma_{\alpha\beta}$ is the inverse of $g^{\alpha\beta}$. Indeed, the identity,

$$g^{ik} g_{kj} = \delta^i_j, \quad (2.8)$$

implies the following relations between the various components of $g_{ij}$. For the $0\alpha$-components of $g_{ij}$ it holds that,

$$g^{\alpha\beta} g_{\beta 0} + g^{\alpha 0} g_{00} = 0, \quad (2.9)$$

for the $\alpha\gamma$-components we have,

$$g^{\alpha\beta} g_{\beta \gamma} + g^{\alpha 0} g_{0 \gamma} = \delta^\alpha_\gamma, \quad (2.10)$$

and for the $00$-component we find that,

$$g^{0\beta} g_{\beta 0} + g^{00} g_{00} = 1. \quad (2.11)$$

Solving for $g^{\alpha 0}$ from (2.9) and substituting in (2.10) using (2.6) we find,

$$g^{\alpha\beta} (g_{\beta \gamma} - \gamma_{\beta \gamma}) = \delta^\alpha_\gamma, \quad (2.12)$$

namely, that

$$-\gamma^{\alpha\beta} = g^{\alpha\beta}, \quad (2.13)$$

and the claim follows.

We further claim that the quadratic form $\gamma_{\alpha\beta} dx^\alpha dx^\beta$ is positive definite, equal to a sum of squares of three linearly-independent 1-forms ([99], chap. V),

$$\gamma_{\alpha\beta} dx^\alpha dx^\beta = \sum_{\kappa=1}^{3} (a^\kappa_{\alpha} dx^\beta)^2, \quad (2.14)$$

so that the matrix $\gamma_{\alpha\beta}$ is positive definite. To see this, we consider two points $A$ and $B$ in the same time-slice with coordinates $x^\alpha$ and $x^\alpha + dx^\alpha$ respectively. Then,
the required time for a light signal leaving point B, gets to point A and returns back to point B is apparently equal to twice the distance between the two given points. Since $ds$ is equal to zero, solving Eq. (2.2) with respect to $dt$ and using the form (2.6), we find two distinct roots $dt(1)$ and $dt(2)$ where,

$$dt(1) = \frac{1}{g_{00}} \left( -g_{0\alpha}dx^\alpha - \sqrt{(g_{0\alpha}g_{0\beta} - g_{\alpha\beta}g_{00})dx^\alpha dx^\beta} \right) = -\frac{g_{0\alpha}}{g_{00}} - \sqrt{\frac{1}{g_{00}}\gamma_{\alpha\beta}dx^\alpha dx^\beta},$$

(2.15)

and

$$dt(2) = \frac{1}{g_{00}} \left( -g_{0\alpha}dx^\alpha + \sqrt{(g_{0\alpha}g_{0\beta} - g_{\alpha\beta}g_{00})dx^\alpha dx^\beta} \right) = -\frac{g_{0\alpha}}{g_{00}} + \sqrt{\frac{1}{g_{00}}\gamma_{\alpha\beta}dx^\alpha dx^\beta}.$$

(2.16)

Since $g_{00} > 0$ and $\frac{1}{g_{00}}\gamma_{\alpha\beta}dx^\alpha dx^\beta > 0$, we finally conclude that,

$$\gamma_{\alpha\beta}dx^\alpha dx^\beta > 0,$$

(2.17)

from which the claim follows. Then, since all the three upper left determinants of $\gamma_{\alpha\beta}$ must satisfy the conditions, ([100], chap. 6),

$$\gamma_{11} > 0, \quad \det \begin{pmatrix} \gamma_{11} & \gamma_{12} \\ \gamma_{21} & \gamma_{22} \end{pmatrix} > 0, \quad \det (\gamma_{\alpha\beta}) = \gamma > 0,$$

(2.18)

taking into account that $g_{00} > 0$, we obtain the following conditions for the various subdeterminants of $g_{ij}$ and the full determinant $\det (g_{ij}) = g$ as well,

$$\det \begin{pmatrix} g_{00} & g_{01} \\ g_{10} & g_{11} \end{pmatrix} < 0, \quad \det \begin{pmatrix} g_{00} & g_{01} & g_{02} \\ g_{10} & g_{11} & g_{12} \\ g_{20} & g_{21} & g_{22} \end{pmatrix} > 0, \quad g < 0,$$

(2.19)

where,

$$g = -g_{00}\gamma.$$

(2.20)

We can now use the various components of the 4-metric $g_{ij}$ to give the conditions of clock synchronization of points located at different regions in same time-slice. These conditions of the 4-metric give us the opportunity to choose a reference system that allows a complete synchronization of clocks.
2.1.4 Clock synchronization

Using relations (2.15), (2.16), we note that the difference in the values of the time $t$ for two events infinitesimally near each other is given by,

$$\Delta t = \frac{1}{2}(dt^{(1)} + dt^{(2)}) = -\frac{g_{00}}{g^{00}} dx^{\alpha}.$$  \hfill (2.21)

Then, it follows that the two clocks will be synchronized provided $g_{0\alpha}$ all vanish, and, we should regard these two events as simultaneous. Consequently, the exceptional cases of reference systems in which,

$$g_{0\alpha} = 0,$$  \hfill (2.22)

make it possible for a complete synchronization of the clocks.

2.1.5 Cauchy-adapted frame

We now introduce a splitted form of the 4-metric $g_{ij}$ which will be used in what follows concerning the appropriate reference system of our analysis. For the spacetime $(\mathcal{V}, g_{ij})$ where $\mathcal{V} = \mathbb{R} \times \mathcal{M}$, with $\mathcal{M}$ being an orientable 3-manifold, $g_{ij}$ is a Lorentzian metric, analytic and with signature $(+, -, -, -)$, we consider a diffeomorphism $\phi : \mathcal{V} \rightarrow \mathcal{M} \times I, I \subseteq \mathbb{R}$, such that, the submanifolds $\phi^{-1}(\{t\} \times \mathcal{M}) = \mathcal{M}_t, t \in I$ are spacelike and the curves $\phi^{-1}(\{x\} \times I), x \in \mathcal{M}$ are timelike. Such a frame is called a Cauchy adapted frame \cite{91, 101, 102}. A vector field $\partial/\partial t$ on $\mathcal{V}$ is defined by these curves and it can be decomposed into normal and parallel components relative to the slicing as follows:

$$\partial_t = N n + \overline{N}.$$  \hfill (2.23)

Here $N$ is a positive function on $\mathcal{V}$, $n$ is a future-directed, unit, normal field, and $\overline{N}$ is a vector field tangent to the slices $\mathcal{M}_t$. We call $N$ the lapse function and $\overline{N}$ the shift vector field. Then we set,

$$\overline{N} = N^\alpha \partial_\alpha,$$  \hfill (2.24)

and due to the fact that $\partial_t$ is a timelike vector field on $\mathcal{V}$ we obtain,

$$g_{00} = g(\partial_t, \partial_t) = N^2 + N^\alpha N_\alpha > 0,$$  \hfill (2.25)
and
\[ g_{0\alpha} = g(\partial_t, \partial_\alpha) = N_\alpha, \quad g^{0\alpha} = N^\alpha/N^2. \] (2.26)

Using (2.25) and (2.26), we find that Eq. (2.7) becomes,
\[ ds^2 = (N^2 + N^\alpha N_\alpha)dt^2 + 2N_\alpha dx^\alpha dt - (\gamma_{\alpha\beta} - \frac{N_\alpha N_\beta}{N^2 + N^\gamma N_\gamma})dx^\alpha dx^\beta, \] (2.27)
or,
\[ ds^2 = N^2 dt^2 - (\gamma_{\alpha\beta} - \frac{N_\alpha N_\beta}{N^2 + N^\gamma N_\gamma})(dx^\alpha + N^\alpha dt)(dx^\beta + N^\beta dt). \] (2.28)

### 2.1.6 Synchronous coordinates

In this Thesis, we shall deal exclusively with the simplest choice, \( N = 1, N^\alpha = 0 \), which means that \( g_{00} = 1, g_{0\alpha} = 0 \) (the foliation away from \( \mathcal{M}_0 \) defined by the choice \( N = 1 \) is called a *geodesic slicing* [103]). In this case, one sometimes uses different jargon and speaks of a *synchronous* [67], or a *geodesic normal* [91, 104], or a *Gaussian normal* [105, 106] system of local coordinates on \( \mathcal{V} \) for this choice.

In a synchronous reference system the timelines are geodesics of \( \mathcal{V} \), while the hypersurfaces \( \mathcal{M}_t \) with constant \( t \) are orthogonal to these geodesics. Thus, from now on, for the 4-metric \( g_{ij} \), we are going to use the form,
\[ ds^2 = dt^2 - \gamma_{\alpha\beta}dx^\alpha dx^\beta, \] (2.29)
where the time \( t \) measures proper time. Then, for the Christoffel symbols,
\[ \Gamma^i_{jk} = \frac{1}{2} g^{il}(\partial_k g_{lj} + \partial_j g_{lk} - \partial_l g_{jk}), \] (2.30)
we obtain,
\[ \Gamma^0_{00} = \Gamma^\alpha_{00} = \Gamma^0_{0\alpha} = 0, \] (2.31)
\[ \Gamma^0_{\alpha\beta} = \frac{1}{2} \partial_t \gamma_{\alpha\beta}, \] (2.32)
and,
\[ \Gamma^\alpha_{0\beta} = \frac{1}{2} \gamma^{\alpha\gamma} \partial_t \gamma_{\gamma\beta}. \] (2.33)

Below and for the rest of this Chapter we first deal with the vacuum field equations of the higher order gravity theory and subsequently with the corresponding equations in the case of a fluid. In both cases, we shall study the function-counting problem of the theory.
2.2 Vacuum field equations

We start with the vacuum field equations of the higher-order gravity theory derived from an analytic lagrangian \( f(R) \), that is the equations \([13, 25, 107]\),

\[
L_{ij} = f'(R)R_{ij} - \frac{1}{2}f(R)g_{ij} - \nabla_i\nabla_j f'(R) + g_{ij}g\square g f'(R) = 0. \tag{2.34}
\]

The Ricci tensor \( R_{ij} \) and the scalar curvature \( R \) are defined by,

\[
R_{ij} = R^k_{ikj}, \tag{2.35}
\]

\[
R = g^{ij}R_{ij}, \tag{2.36}
\]

where,

\[
R^i_{klm} = \partial_l\Gamma^i_{km} - \partial_m\Gamma^i_{kl} + \Gamma^i_{nl}\Gamma^m_{km} - \Gamma^i_{nm}\Gamma^m_{kl}, \tag{2.37}
\]

and \( \square g \) is the d’Alembertian operator acting on a scalar function, namely,

\[
\square g f'(R) = g^{mn}\nabla_m\nabla_n f'(R). \tag{2.38}
\]

2.2.1 Synchronous equations

We shall be concerned below with the quadratic theory

\[
f(R) = R + \epsilon R^2, \quad \epsilon = \text{constant} \tag{2.39}
\]

in vacuum. The field equations (2.34) for the theory (2.39) in a Cauchy adapted frame split as follows:

\[
L_{00} := (1 + 2\epsilon R)R_{00} - \frac{1}{2}(R + \epsilon R^2) + 2\epsilon g^{\alpha\beta}\nabla_\alpha \nabla_\beta R = 0, \tag{2.40}
\]

\[
L_{0\alpha} := (1 + 2\epsilon R)R_{0\alpha} - 2\epsilon \nabla_0 \nabla_\alpha R = 0, \tag{2.41}
\]

\[
L_{\alpha\beta} := (1 + 2\epsilon R)R_{\alpha\beta} - \frac{1}{2}(R + \epsilon R^2)g_{\alpha\beta} - 2\epsilon \nabla_\alpha \nabla_\beta R + 2\epsilon g_{\alpha\beta}g\square g R = 0. \tag{2.42}
\]

The terms,

\[
\nabla_\alpha \nabla_\beta R, \quad \nabla_0 \nabla_\alpha R, \quad \square g R,
\]

appearing in Eq. (2.40), (2.41) and (2.42) satisfy,

\[
\nabla_\alpha \nabla_\beta R = \partial_\alpha (\partial_\beta R) - \Gamma^0_{\alpha\beta}\partial_t R - \Gamma^\gamma_{\alpha\beta}\partial_\gamma R, \tag{2.43}
\]

\[
\nabla_0 \nabla_\alpha R = \partial_\alpha (\partial_0 R) - \Gamma^t_{\alpha\beta}\partial_t R - \Gamma^\gamma_{\alpha\beta}\partial_\gamma R, \tag{2.44}
\]

\[
\square g R = \partial_\alpha (\partial_\alpha R) - 2\epsilon \nabla_\alpha \nabla_\beta R + 2\epsilon g_{\alpha\beta}g\square g R, \tag{2.45}
\]
\[ \nabla_0 \nabla_\alpha R = \partial_\alpha (\partial_t R) - \Gamma^\beta_{\alpha 0} \partial_\beta R, \] 

(2.44)

and,

\[ \Box_g R = \partial_t^2 R - \gamma^{\alpha \beta} \nabla_\alpha \nabla_\beta R. \] 

(2.45)

Thus (2.40) and (2.41) contain the first derivative of the scalar curvature \( R \) with respect to the proper time \( t \), while Eq. (2.42) the second derivative. This means that the order of these differential equations is not the same. To make it more clear, we define the extrinsic curvature \( K_{\alpha\beta} \) by the first variational equation,

\[ \partial_t \gamma_{\alpha\beta} = K_{\alpha\beta}, \] 

(2.46)

and we may then express the various curvatures in terms of \( K_{\alpha\beta} \).

The components of the Ricci tensor are then given by,

\[ R_{00} = -\frac{1}{2} \partial_t K - \frac{1}{4} K_{\alpha}^\beta K^\alpha_{\beta}, \] 

(2.47)

\[ R_{\alpha\alpha} = \frac{1}{2} (\nabla_\beta K^\beta_{\alpha} - \nabla_\alpha K), \] 

(2.48)

and,

\[ R_{\alpha\beta} = P_{\alpha\beta} + \frac{1}{2} \partial_t K_{\alpha\beta} + \frac{1}{4} K K_{\alpha\beta} - \frac{1}{2} K_{\alpha}^\gamma K^\gamma_{\beta}, \] 

(2.49)

where

\[ K = \gamma^{\alpha\beta} K_{\alpha\beta} = \text{tr} K_{\alpha\beta}, \] 

(2.50)

and \( P_{\alpha\beta} \) denotes the three-dimensional Ricci tensor associated with the 3-metric \( \gamma_{\alpha\beta} \) on \( M_t \). For the scalar curvature we find, by tracing equation (2.47) and (2.49),

\[ R = -P - \partial_t K - \frac{1}{4} K^2 - \frac{1}{4} K_{\alpha}^\beta K^\alpha_{\beta}, \] 

(2.51)

where \( P \) is the trace of the tensor \( P_{\alpha\beta} \) with respect to the 3-metric \( \gamma_{\alpha\beta} \). Because of Eq. (2.51), relations (2.43), (2.44) contain third derivatives of the 3-metric \( \gamma_{\alpha\beta} \) and (2.45) fourth derivatives of \( \gamma_{\alpha\beta} \). Therefore (2.40), (2.41) are third-order differential equations with respect to the proper time \( t \) and, similarly, (2.42) is a fourth-order differential equation with respect to \( t \). This result is going to be used in our analysis in chapters 5 and 6.

We are ready now to proceed with the \((3+1)\)-splitting formulation of the quadratic theory in vacuum into evolution equations and constraints, in order to search for the true degrees of freedom of the \( R + \epsilon R^2 \) theory in vacuum.
2.2.2 ADM equations

Apart from the first variational equation,

$$\partial_t \gamma_{\alpha\beta} = K_{\alpha\beta},$$

(2.52)

that has already been introduced above, we define the acceleration tensor $D_{\alpha\beta}$ through the second variational equation,

$$\partial_t K_{\alpha\beta} = D_{\alpha\beta},$$

(2.53)

and further introduce the jerk tensor (3rd-order derivatives) $W_{\alpha\beta}$, through the jerk equation,

$$\partial_t D_{\alpha\beta} = W_{\alpha\beta}.$$  (2.54)

Compared to the case of general relativity, the need to define the two additional tensors $D_{\alpha\beta}$ and $W_{\alpha\beta}$ follows directly from the order of the partial differential equations (2.40), (2.41) and (2.42). The space tensors $D_{\alpha\beta}$ and $W_{\alpha\beta}$ are obviously symmetric, and owing to the fourth-order nature of the higher-order field equations (2.40), (2.41), (2.42), they play an important role in what follows.

We imagine that as in the case of general relativity [91], evolution starts from some specific initial data set satisfying some constraint equations, and proceeds to evolve these data using evolution in time. In higher-order gravity, we call any initial data set a 5-plet $(\mathcal{M}_t, \gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$, where the submanifolds $\mathcal{M}_t$ are spacelike and $(\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$ are three-dimensional tensors.

Apart from the equations (2.52) (velocity equation), (2.53) (acceleration equation), (2.54) (jerk equation), any initial data set $(\mathcal{M}_t, \gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$ must further satisfy Eq. (2.42). This results in the following evolution equation:

$$\partial_t W = \frac{1}{6\epsilon} \left[ \frac{1}{2} P + \frac{1}{8} K^2 - \frac{5}{8} K^\alpha K_{\alpha\beta} + D \right] +$$

$$\frac{1}{6} \left[ \frac{1}{2} P^2 + \frac{1}{4} PK^2 - \frac{1}{4} PK^\alpha K_{\alpha\beta} + \frac{1}{32} K^4 - \frac{1}{16} K^2 K^\alpha K_{\alpha\beta} - 
6K K^\beta K^\gamma K^\delta - \frac{99}{32} (K^\alpha K_{\alpha\beta})^2 + 27 K^\alpha K^\beta K^\gamma K^\delta K^\alpha + 9 K K^\alpha D_{\alpha\beta} - 
57 K^\alpha K^\beta D_{\alpha\beta} + \frac{13}{2} D K^\alpha K_{\alpha\beta} - \frac{7}{2} D^2 + 15 D^\alpha D_{\alpha\beta} - 3KW + 
15 K^\alpha W_{\alpha\beta} - 6\partial_t (\partial_t P) - 
4 \gamma^\alpha \beta \nabla_\alpha \nabla_\beta (-P - D + \frac{3}{4} K^\alpha K_{\alpha\beta} - \frac{1}{4} K^2) \right],$$

(2.55)
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called here the snap equation.

Using the acceleration tensor $D_{\alpha\beta}$, the Ricci tensor splittings given above in Eqns. (2.47), (2.48) and (2.49) become,

$$R_{00} = -\frac{1}{2} D + \frac{1}{4} K_\alpha^\beta K_\beta^\alpha,$$

(2.56)

$$R_{0\alpha} = \frac{1}{2} (\nabla_\beta K_\alpha^\beta - \nabla_\alpha K),$$

(2.57)

$$R_{\alpha\beta} = P_{\alpha\beta} + \frac{1}{2} D_{\alpha\beta} + \frac{1}{4} K K_{\alpha\beta} - \frac{1}{2} K_\gamma^\alpha K_\beta^\gamma,$$

(2.58)

while for the scalar curvature we obtain,

$$R = -P - D - \frac{1}{4} K^2 + \frac{3}{4} K_\alpha^\alpha K_\beta^\beta,$$

(2.59)

where

$$P = \gamma^{\alpha\beta} P_{\alpha\beta} = \text{tr} P_{\alpha\beta},$$

(2.60)

and,

$$D = \gamma^{\alpha\beta} D_{\alpha\beta} = \text{tr} D_{\alpha\beta}.$$

(2.61)

### 2.2.3 Constraints

We continue by substituting these forms (2.56), (2.48), (2.58) and (2.59) into the identities (2.40), (2.41) to find the following equations, which, in a manner analogous with the situation in general relativity, we call constraints:

**Hamiltonian Constraint**

$$C_0 : = \frac{1}{2} P + \frac{1}{8} K^2 - \frac{1}{8} K^{\alpha\beta} K_{\alpha\beta} +$$

$$\epsilon [-\frac{1}{2} P^2 + \frac{1}{4} PK^2 + \frac{1}{4} PK^{\alpha\beta} K_{\alpha\beta} - \frac{1}{32} K^4 + \frac{1}{16} K^2 K^{\alpha\beta} K_{\alpha\beta} +$$

$$\frac{3}{32} (K^{\alpha\beta} K_{\alpha\beta})^2 - \frac{1}{2} D K^{\alpha\beta} K_{\alpha\beta} + \frac{1}{2} D^2 -$$

$$2 \gamma^{\alpha\beta} \nabla_\alpha \nabla_\beta (-P - \frac{1}{4} K^2 + \frac{3}{4} K^{\gamma\delta} K_{\gamma\delta} - D)] = 0,$$

(2.62)
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**Momentum Constraints**

\[ C_\alpha : = \frac{1}{2} ( \nabla_\beta K_\alpha^\beta - \nabla_\alpha K ) + \epsilon [ (-P - \frac{1}{4} K^2 + \frac{3}{4} K_\gamma^\gamma K_\delta^\delta - D)( \nabla_\beta K_\alpha^\beta - \nabla_\alpha K ) - \nabla_\alpha (-2\partial_t P + KK_\gamma^\gamma K_\delta^\delta - 3K_\gamma^\gamma K_\delta^\delta K_\beta^\beta - KD + 5K_\gamma^\gamma D_\gamma^\delta - 2W ) ] = 0. \]  

(2.63)

We conclude that the initial data \((\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})\) cannot be chosen arbitrarily but they must satisfy the constraint equations (2.62) and (2.63) on each time-slice \(M_t\).

### 2.2.4 Function-counting

Subtracting four diffeomorphism transformations, three of them due to the possibility of arbitrary transformations of the three space coordinates and one more due to the arbitrariness in choosing the initial hypersurface for setting up the synchronous reference system, we find that the number of the arbitrary functions which have to be specified initially is equal to \(24 - 4 - 4 = 16\).

This also agrees with the number that Barrow finds in [108]. If we denote by \(F\) the number of the non-interacting fluids and by \(S\) the number of the scalar fields of the theory, then for the description of higher-order gravity cosmologies, we need \(16 + 4F + 2S\) independent arbitrary functions of space. To make clearer, in a 4-dimensional spacetime the initial data of each fluid require four functions to be specified and, thus, the \(F\) non-interacting fluids require \(4F\) functions to describe them in general. In addition to that, to specify each one of the \(S\) non-interacting scalar fields, \(\phi_i, i = 1, 2, ..., S\), being presented with self interaction potentials \(V(\phi_i)\), we need two more functions \(\phi_j\) and \(\partial_t \phi_j\), namely that \(2S\) such functions in general. Taking into account that in addition to \(\gamma_{\alpha\beta}, \partial_t \gamma_{\alpha\beta}\) we must further specify \(\partial_t^2 \gamma_{\alpha\beta}\) and \(\partial_t^3 \gamma_{\alpha\beta}\) then, the final number of the independent arbitrary functions of higher-order gravity is equal to \(16 + 4F + 2S\). Therefore, in the vacuum case, where \(F = 0, S = 0\), we end up with 16 degrees of freedom.

We can consider the four evolution equations (2.52), (2.53), (2.54) and (2.55) as the higher-order gravity analogues of the ADM equations of general relativity in vacuum. These equations together with the constraints (2.62) and (2.63) describe the time development \((\mathcal{V}, g_{ij})\) of any initial data set \((\mathcal{M}_t, \gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})\) in higher-order gravity theories in vacuum, with the 4-metric \(g_{ij}\) satisfying Eq. (2.29).
We can now proceed to study the ADM formulation problem in higher-order gravity in the presence of a fluid.

### 2.3 Higher-order field equations in the presence of a fluid

Our starting point is the field equations of the higher-order gravity theory derived from an analytic lagrangian $f(R)$, that is the equations

$$L_{ij} = f'(R)R_{ij} - \frac{1}{2} f(R) g_{ij} - \nabla_i \nabla_j f'(R) + g_{ij} \Box_f R = 8\pi G T_{ij}, \quad (2.64)$$

where $G$ is Newton’s gravitational constant and $T_{ij}$ is the energy-momentum tensor satisfying the conservation laws of energy and momentum, given by the equations of motion,

$$\nabla_i T^i_j = 0. \quad (2.65)$$

Equations (2.65) follow directly from (2.64) because of the fact that ([109], chap. IV),

$$\nabla_i L^i_j = 0. \quad (2.66)$$

#### 2.3.1 Field equations of the quadratic theory $R + \epsilon R^2$ in the presence of a fluid

Similarly to the case of vacuum, we shall be concerned below with the quadratic theory $f(R) = R + \epsilon R^2$. The field equations (2.64) in a Cauchy adapted frame split as follows:

$$L_{00} = 8\pi G T_{00}, \quad (2.67)$$

$$L_{0a} = 8\pi G T_{0a}, \quad (2.68)$$

$$L_{a\beta} = 8\pi G T_{a\beta}, \quad (2.69)$$

where $L_{00}, L_{0a}, L_{a\beta}$ are given by Eqns. (2.40), (2.41) and (2.42) respectively and the components of the Ricci tensors $R_{00}, R_{0a}, R_{a\beta}$ and the scalar curvature $R$ satisfy the relations (2.56), (2.48), (2.58) and (2.59) respectively. Thus, to apply the $(3+1)$-splitting formulation of this theory into evolution equations and constraints in order to find the true degrees of freedom of the $(R + \epsilon R^2)$-fluid theory, we first need splitting relations for the fluid energy-momentum tensor.
2.3.2 Energy-Momentum tensor

We consider the tangent vector,

\[ u^i = \left( \frac{dt}{ds}, \frac{dx^\alpha}{ds} \right) = (u^0, u^\alpha), \]

(2.70)

to a timelike curve parametrized by the proper time \( s \), the 4-velocity of the curve with unit length satisfying the identity,

\[ 1 = u_i u^i = u^0 u^0 + u^\alpha u^\alpha. \]

(2.71)

The 4-velocity \( u^i \) is used for a covariant description of continuous matter distributions given by the energy-momentum tensor \( T_{ij} \). In particular, a cosmological perfect fluid is defined to be a continuous distribution of matter with energy-momentum tensor of the form,

\[ T^i_j = (\rho + p)u^i u_j - p\delta^i_j, \]

(2.72)

where \( \rho \) is the energy density and \( p \) is the pressure. Using the equation of state,

\[ p = w\rho, \]

(2.73)

where \( w \in \mathbb{R} \) is the equation of state parameter, and taking into account that in a synchronous reference system we have \( u_0 = u^0 \), the components of the energy-momentum tensor \( T^i_j \) become,

\[ T^0_0 = \rho(1 + w)u_0^2 - w\rho, \]

(2.74)
\[ T^0_\alpha = \rho(1 + w)u_\alpha u_0, \]

(2.75)
\[ T^\beta_\alpha = \rho(1 + w)u^\beta u_\alpha - w\rho\delta^\beta_\alpha. \]

(2.76)

Also we have the trace,

\[ T = \text{tr}T_{ij} = \rho(1 - 3w). \]

(2.77)

The equations of motion (2.65) yield the following equations,

\[ [(1 + w)u_0^2 - w]\nabla_0\rho + 2(1 + w)\rho u_0\nabla_0 u_0 + (1 + w)g^{\alpha\beta}\nabla_\alpha(\rho u_\beta u_0) = 0, \]

(2.78)
\[ (1 + w)\nabla_0(\rho u_\beta u_0) + (1 + w)\nabla_\alpha(\rho u^\alpha_\beta) - w\delta^\beta_\alpha\nabla_\alpha\rho = 0. \]

(2.79)
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According to the field equations (2.67) and (2.68), we find the following equations, the constraints for the higher-order-gravity-matter theory:

**Hamiltonian Constraint**

$$C_0 := \frac{1}{2}P + \frac{1}{8}K^2 - \frac{1}{8}K^{\alpha\beta}K_{\alpha\beta} + \epsilon[-\frac{1}{2}P^2 - \frac{1}{4}PK^2 + \frac{1}{4}PK^{\alpha\beta}K_{\alpha\beta} - \frac{1}{32}K^4 + \frac{1}{16}K^2K^{\alpha\beta}K_{\alpha\beta} +$$

$$\frac{3}{32}(K^{\alpha\beta}K_{\alpha\beta})^2 - \frac{1}{2}DK^{\alpha\beta}K_{\alpha\beta} + \frac{1}{2}D^2 - 2\gamma^{\alpha\beta}\nabla_\alpha \nabla_\beta (-P - \frac{1}{4}K^2 + \frac{3}{4}K^{\gamma\delta}K_{\gamma\delta} - D)] = 8\pi GT_{00}, \quad (2.80)$$

**Momentum Constraints**

$$C_\alpha := \frac{1}{2}(\nabla_\beta K^\alpha_\beta - \nabla_\alpha K) + \epsilon[-\frac{1}{4}P^2 + \frac{3}{4}K^\gamma_\gamma K^\beta_\beta - D)(\nabla_\beta K^\alpha_\beta - \nabla_\alpha K) -$$

$$\nabla_\alpha(-2\partial_t P + KK^{\gamma\delta}K_{\gamma\delta} - 3K^\beta_\beta K^\gamma_\gamma K^\delta_\delta - KD + 5K^{\gamma\delta}D_{\gamma\delta} - 2W)] = 8\pi GT_{0\alpha}. \quad (2.81)$$

Apart from the equations (2.52) (velocity equation), (2.53) (acceleration equation), (2.54) (jerk equation), any initial data set $$(M_t, \gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$$ together with the quantities $p, \rho, u^i$ must further satisfy Eq. (2.69). This results the snap equation with matter,

$$\partial_t W = \frac{1}{6\epsilon}(8\pi GT^\alpha_{\alpha} + \frac{1}{2}P + \frac{1}{8}K^2 - \frac{5}{8}K^{\alpha\beta}K_{\alpha\beta} + D) +$$

$$\frac{1}{6}[P^2 + \frac{1}{4}PK^2 - \frac{1}{4}PK^{\alpha\beta}K_{\alpha\beta} + \frac{1}{32}K^4 - \frac{1}{16}K^2K^{\alpha\beta}K_{\alpha\beta} -$$

$$6K^\alpha_\beta K^\beta_\gamma K^\gamma_\alpha - \frac{99}{32}(K^{\alpha\beta}K_{\alpha\beta})^2 + 27K^\alpha_\beta K^\beta_\gamma K^\gamma_\delta K^\delta_\beta + 9KK^{\alpha\beta}D_{\alpha\beta} -$$

$$57K^\alpha_\beta K^\beta_\gamma D^\gamma_\alpha + \frac{13}{2}DK^{\alpha\beta}K_{\alpha\beta} - \frac{7}{2}D^2 + 15D^{\alpha\beta}D_{\alpha\beta} - 3KW +$$

$$15K^{\alpha\beta}W_{\alpha\beta} - 6\partial_t(\partial_t P) -$$

$$4\gamma^{\alpha\beta}\nabla_\alpha \nabla_\beta (-P - D + \frac{3}{4}K^{\alpha\beta}K_{\alpha\beta} - \frac{1}{4}K^2)]. \quad (2.82)$$

We end up with a dynamical system consisting of 30 arbitrary functions, the 24 initial data $$(\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$$ together with the 6 functions $p, \rho, u^i$ satisfying evolution equations (2.52), (2.53), (2.54) and (2.82) as well as the four constraint
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Equations (2.80) and (2.81) on each slice \(\mathcal{M}_t\). The quantities \(p, \rho\) satisfy the equation of state (2.73), and the velocities the identity (2.71).

In addition to that, subtracting 4 diffeomorphism transformations, we find that the number of the arbitrary functions which have to be specified initially is equal to \(30 - 4 - 1 - 1 - 4 = 20\) (from the initial 30 functions we have to subtract in turn 4 from the constraint equations, 1 from the equation of state, 1 from the identity for the velocities and more 4 from the diffeomorphism transformations). Of course, this is the number we expected to find and it is also consistent with the number that Barrow finds in [108] for \(F = 1, S = 0\).

We can consider the four evolution equations (2.52), (2.53), (2.54) and (2.82) as the higher-order gravity-matter analogues of the ADM equations of general relativity with matter fields. These equations together with the constraints (2.80) and (2.81), the equation of state (2.73) and the identity (2.71) describe the time development \((V, g_{ij})\) of any initial data set \((\mathcal{M}_t, \gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})\) together with the quantities \(p, \rho, u^i\) in higher order gravity theories.

In order to study the problems of regularity-singularity in higher-order gravity in the cases of vacuum and various matter contributions, we must first verify that the dynamical systems we introduced in both cases have the Cauchy-Kovalevskaya property. This property will ensure that the corresponding evolution problems are well-formulated in the sense that starting from any assignment of initial data, the subsequent dynamical evolution is uniquely determined.
Chapter 3

Cauchy-Kovalevskaya formulation in higher-order gravity

In this Chapter, we study the Cauchy-Kovalevskaya formulation in higher-order gravity theory in vacuum as well as in the presence of a fluid. In Section 3.1, we gain further insight into the mathematical content of higher-order gravity equations by applying them to the initial value problem of Cauchy as in the case of general relativity \[110\]. In Section 3.2, we give the proof of the Cauchy-Kovalevskaya property for both systems of evolution equations, while in Section 3.3, we state the conditions under which the initial value problem has a solution which is analytic. We also discuss the equivalence between general relativity plus a scalar field and higher-order gravity theory in vacuum from this viewpoint.

3.1 The initial value problem of Cauchy in higher-order gravity

In the previous Chapter, we found the number of the arbitrary functions that any general solution of the field equations of higher-order gravity must contain. The initial value or the Cauchy problem of higher-order gravity is the problem of studying evolution using these equations, under given initial conditions.

3.1.1 Initial-value formulation

Suppose that we are given \( g_{ij}, \partial_t g_{ij}, \partial_t^2 g_{ij} \) and \( \partial_t^3 g_{ij} \) everywhere on the hypersurface \( \mathcal{M}_t \). Then in order to compute \( g_{ij}, \partial_t g_{ij}, \partial_t^2 g_{ij} \) and \( \partial_t^3 g_{ij} \) at a time \( t + dt \), we
will need to be able to extract from the field equations a formula for $\partial_t^4 g_{ij}$. By continuing this process, we can compute these tensors for all $x^\alpha$ and $t$.

From the left-hand side of the field equations,

$$L^{ij} = \left( R^{ij} - \frac{1}{2} g^{ij} R \right) + \epsilon \left( 2 R R^{ij} - \frac{1}{2} g^{ij} R^2 - 2 \nabla^i \nabla^j R + 2 g^{ij} \Box g R \right),$$

and taking into consideration the identity,

$$\nabla_i L^{ij} = 0,$$

we obtain,

$$\partial_t L^{0j} = -\partial_\alpha L^{\alpha j} - \Gamma^i_{\alpha l} L^{lj} - \Gamma^j_{il} L^{li}.$$

The right-hand side of Eq. (3.3) contains time derivatives up to the fourth order. Thus $L^{0j}$ contains no time derivatives higher than $\partial_t^3$. Of course, we have already this result in Section 2.2.1, but here we present this argument with a more transparent way more suitable to the initial value problem.

Apparently, from (3.3), the (00)-component and (0$\alpha$)-components do not provide us with any information about the time evolution of the higher-order equations of the gravitational field. Besides, the equations,

$$L^{00} = 8\pi G T^{00},$$
$$L^{0\alpha} = 8\pi G T^{0\alpha},$$

constitute constraints on the initial data at $t$, and so only the remaining six equations, namely,

$$L^{\alpha\beta} = 8\pi G T^{\alpha\beta},$$

include such time derivatives.

To sum up, Eq. (3.6) determines the six $\partial_t^4 g^{\alpha\beta}$, but leaves four left over derivatives, namely, $\partial_t^4 g^{0j}$ indeterminate. It would be convenient to apply four coordinate transformations, but unfortunately, even though $g_{ij}$ would remain the same at $t$ it alters everywhere else.

This difficulty could be overcome by imposing four coordinate conditions that fix the coordinate system. In the next two subsections, and solely for the analysis of the Cauchy problem we are going to use harmonic coordinates, as a particularly convenient choice of approach.
3.1.2 Harmonic coordinates

We start with the harmonic coordinate conditions,
\[ g^{ik} \Gamma^i_{jk} = 0, \]  
(3.7)

namely that,
\[ \frac{1}{2} g^{jk} g^{il} (\partial_k g_{lj} + \partial_j g_{lk} - \partial_l g_{jk}) = 0. \]  
(3.8)

Taking into account that,
\[ \Gamma^i_{ij} = \frac{1}{2} g^{il} \partial_j g_{li}, \]  
(3.9)

and the fact that,
\[ g^{il} \partial_j g_{li} = \partial_j \ln g = \frac{2}{\sqrt{g}} \partial_j \sqrt{g}, \]  
(3.10)

the harmonic coordinate conditions read,
\[ \partial_j (\sqrt{g} g^{ij}) = 0. \]  
(3.11)

This last condition is crucial in the analysis of the Cauchy problem.

3.1.3 The Cauchy problem

The harmonic coordinate conditions (3.11) tell us that,
\[ \partial_t (\sqrt{g} g^{ij}) = -\partial_\alpha (\sqrt{g} g^{i\alpha}). \]  
(3.12)

Differentiating (3.12) with respect to time, we obtain,
\[ \partial_t^2 (\sqrt{g} g^{ij}) = -\partial_\alpha (\partial_t (\sqrt{g} g^{i\alpha})). \]  
(3.13)

Then for the third derivative we have,
\[ \partial_t^3 (\sqrt{g} g^{ij}) = -\partial_\alpha (\partial_t^2 (\sqrt{g} g^{i\alpha})), \]  
(3.14)

and finally,
\[ \partial_t^4 (\sqrt{g} g^{ij}) = -\partial_\alpha (\partial_t^3 (\sqrt{g} g^{i\alpha})). \]  
(3.15)

Consequently, the six equations (3.6) together with the four equations (3.15) suffice to determine the fourth time derivatives of all $g_{ij}$ and thus, the initial value problem of Cauchy can be solved.
We are now ready to study the Cauchy problem when the initial data are analytic functions. The first thing we need is to prove that the systems of the evolution equations of higher-order gravity (both in the case of vacuum and in the presence of a fluid) which have already been presented in Chapter 2, constitute Cauchy-Kovalevskaya type systems.

### 3.2 Cauchy-Kovalevskaya property

Our starting point are the ‘dangerous’ terms of the systems, namely, terms that may include time derivatives. We prove below that these terms are eventually ‘purely spatial’, in all cases. At first, we show this in the case of vacuum.

#### 3.2.1 Proof of the Cauchy-Kovalevskaya property in vacuum

We present details of the proof that the system consisting of the four evolution equations (2.52), (2.53), (2.54) and (2.55) constitutes a Cauchy-Kovalevskaya type system. Indeed, the only ‘dangerous’ terms in these equations are the three terms,

\[
\partial_t P, \quad \partial_t(\partial_t P), \quad \nabla_\alpha \nabla_\beta (-P - D + \frac{3}{4} K^{\gamma\delta} K_{\gamma\delta} - \frac{1}{4} K^2), \tag{3.16}
\]

present in the constraints (2.62), (2.63) and in the snap equation (2.55). The spatial connection coefficients are given by the obvious formula,

\[
\Gamma^\mu_{\alpha\beta} = \frac{1}{2} \gamma^\mu(\partial_\beta \gamma_{\alpha\epsilon} + \partial_\alpha \gamma_{\beta\epsilon} - \partial_\epsilon \gamma_{\alpha\beta}). \tag{3.17}
\]

We then have,

\[
\partial_t \Gamma^\mu_{\alpha\beta} = -\frac{1}{2} K^\mu(\partial_\beta \gamma_{\alpha\epsilon} + \partial_\alpha \gamma_{\beta\epsilon} - \partial_\epsilon \gamma_{\alpha\beta}) + \frac{1}{2} \gamma^\mu(\partial_\beta K_{\alpha\epsilon} + \partial_\alpha K_{\beta\epsilon} - \partial_\epsilon K_{\alpha\beta}), \tag{3.18}
\]

and,

\[
\partial_t^2 \Gamma^\mu_{\alpha\beta} = -K^\mu(\partial_\beta K_{\alpha\epsilon} + \partial_\alpha K_{\beta\epsilon} - \partial_\epsilon K_{\alpha\beta})
- \frac{1}{2} (D^\mu - 2 K^\mu K_{\gamma} \gamma^\epsilon)(\partial_\beta \gamma_{\alpha\epsilon} + \partial_\alpha \gamma_{\beta\epsilon} - \partial_\epsilon \gamma_{\alpha\beta})
+ \frac{1}{2} \gamma^\mu(\partial_\beta D_{\alpha\epsilon} + \partial_\alpha D_{\beta\epsilon} - \partial_\epsilon D_{\alpha\beta}). \tag{3.19}
\]
We also set,
\[ \Gamma_{\eta\alpha\beta} = \frac{1}{2} (\partial_\beta \gamma_{\alpha\eta} + \partial_\alpha \gamma_{\beta\eta} - \partial_\eta \gamma_{\alpha\beta}), \]  
(3.20)
so that
\[ \Gamma^\mu_{\alpha\beta} = \gamma^{\mu\eta} \Gamma_{\eta\alpha\beta}, \]  
(3.21)
and further we set,
\[ Z_{\eta\alpha\beta} = \frac{1}{2} (\partial_\beta K_{\alpha\eta} + \partial_\alpha K_{\beta\eta} - \partial_\eta K_{\alpha\beta}), \]  
(3.22)
and,
\[ H_{\eta\alpha\beta} = \frac{1}{2} (\partial_\beta D_{\alpha\eta} + \partial_\alpha D_{\beta\eta} - \partial_\eta D_{\alpha\beta}). \]  
(3.23)
Then we find that the time derivatives of these ‘fully covariant symbols’ satisfy,
\[ \partial_t \Gamma_{\eta\alpha\beta} = Z_{\eta\alpha\beta}, \]  
(3.24)
\[ \partial_t Z_{\eta\alpha\beta} = H_{\eta\alpha\beta}. \]  
(3.25)
Hence, we conclude that the first time derivatives of the spatial connection coefficients depend only on \((\gamma_{\alpha\beta}, K_{\alpha\beta})\) and their first spatial derivatives, while the second time derivatives of the spatial connection coefficients depend only on \((\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta})\) and their first spatial derivatives.

Now, the spatial Ricci tensor is given by,
\[ P_{\alpha\beta} = \partial_\mu \Gamma_{\alpha\beta}^{\mu} - \partial_\beta \Gamma_{\alpha\mu}^{\mu} + \Gamma_{\alpha\mu}^{\mu} \Gamma_{\beta\mu}^{\epsilon} - \Gamma_{\alpha\epsilon}^{\mu} \Gamma_{\beta\mu}^{\epsilon}, \]  
(3.26)
and so its time derivative is calculated to be,
\[ \partial_t P_{\alpha\beta} = \partial_\mu (\partial_t \Gamma_{\alpha\beta}^{\mu}) - \partial_\beta (\partial_t \Gamma_{\alpha\mu}^{\mu}) + \partial_t \Gamma_{\alpha\beta}^{\mu} \Gamma_{\mu\epsilon}^{\epsilon} + \Gamma_{\alpha\beta}^{\mu} \partial_t \Gamma_{\mu\epsilon}^{\epsilon} - \partial_t \Gamma_{\alpha\epsilon}^{\mu} \Gamma_{\beta\mu}^{\epsilon} - \Gamma_{\alpha\epsilon}^{\mu} \partial_t \Gamma_{\beta\mu}^{\epsilon}. \]  
(3.27)
Then, for the spatial scalar curvature,
\[ P = \gamma^{\alpha\beta} P_{\alpha\beta}, \]  
(3.28)
we find that,
\[ \partial_t P = -K^{\alpha\beta} P_{\alpha\beta} + \gamma^{\alpha\beta} \partial_t P_{\alpha\beta}, \]  
(3.29)
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and, therefore, the first of the dangerous terms finally reads:

\[
\partial_t P = K^\alpha\beta ( -\partial_\mu \gamma^{\mu\epsilon} \Gamma_{\epsilon\alpha\beta} - \gamma^{\mu\epsilon} \partial_\mu \Gamma_{\epsilon\alpha\beta} + \partial_\beta \gamma^{\mu\epsilon} \Gamma_{\epsilon\alpha\mu} + \gamma^{\mu\epsilon} \gamma^{\eta\epsilon} \Gamma_{\epsilon\alpha\beta} \Gamma_{\eta\epsilon\zeta} \\
+ \gamma^{\mu\epsilon} \gamma^{\zeta\epsilon} \Gamma_{\eta\zeta\mu} \Gamma_{\epsilon\alpha\beta} + \gamma^{\beta\alpha} [ -\partial_\mu K^{\mu\epsilon} \gamma_{\epsilon\alpha\beta} - K^{\mu\epsilon} \partial_\mu \Gamma_{\epsilon\alpha\beta} + \partial_\mu \gamma^{\mu\epsilon} Z_{\epsilon\alpha\beta} + \gamma^{\mu\epsilon} \partial_\mu Z_{\epsilon\alpha\beta} \\
- \partial_\beta K^{\mu\epsilon} \gamma_{\epsilon\alpha\beta} - K^{\mu\epsilon} \partial_\beta \Gamma_{\epsilon\alpha\beta} + \partial_\beta \gamma^{\mu\epsilon} Z_{\epsilon\alpha\beta} + \gamma^{\mu\epsilon} \partial_\beta Z_{\epsilon\alpha\beta} \\
+ \gamma^{\eta\epsilon} \gamma^{\zeta\epsilon} \Gamma_{\eta\zeta\mu} ( -K^{\mu\epsilon} \Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\epsilon} Z_{\epsilon\alpha\beta} ) + \gamma^{\mu\epsilon} \gamma^{\zeta\epsilon} \Gamma_{\eta\zeta\mu} ( -K^{\mu\epsilon} \Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\epsilon} Z_{\epsilon\alpha\beta} ) \\
- \gamma^{\epsilon\beta\alpha} ( -K^{\mu\epsilon} \Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\epsilon} Z_{\epsilon\alpha\beta} ) - \gamma^{\mu\epsilon} \gamma^{\epsilon\beta\alpha} ( -K^{\mu\epsilon} \Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\epsilon} Z_{\epsilon\alpha\beta} ) ].
\]

(3.30)

This result means that the first dangerous term is ‘purely spatial’. It also implies that the third dangerous term is also purely spatial, for it is calculated to be of the form,

\[
\nabla_\alpha \nabla_\beta ( -P - D + \frac{3}{4} K^{\gamma\delta} K_{\gamma\delta} ) = \partial_\alpha [ \partial_\beta ( -P - D + \frac{3}{4} K^{\gamma\delta} K_{\gamma\delta} ) ] \\
- \Gamma^{\mu\nu}_{\alpha\beta} \partial_\mu ( -P - D + \frac{3}{4} K^{\gamma\delta} K_{\gamma\delta} ) \\
- \frac{1}{2} K_{\alpha\beta} ( -\partial_t P - W + \frac{5}{2} K^{\alpha\beta} D_{\alpha\beta} ) \\
- \frac{3}{2} K^{\alpha\gamma} K^{\beta}_{\gamma} K_{\alpha\beta} - \frac{1}{2} K D \\
+ \frac{1}{2} K K^{\alpha\beta} K_{\alpha\beta}).
\]

(3.31)

means that trouble could only have arisen from the first dangerous term which however as we showed above, is purely spatial.

Lastly, since

\[
\partial_t (\partial_t P) = -(D^{\alpha\beta} - 2K^{\alpha\gamma} K^{\beta}_{\gamma} ) P_{\alpha\beta} - 2K^{\alpha\beta} \partial_t P_{\alpha\beta} + \gamma^{\alpha\beta} \partial_t (\partial_t P_{\alpha\beta}),
\]

(3.32)

and,

\[
\partial_t^2 P_{\alpha\beta} = \partial_\mu ( \partial_t^2 \Gamma^{\mu}_{\alpha\beta} ) - \partial_\beta ( \partial_t^2 \Gamma^{\mu}_{\alpha\beta} ) + \partial_\alpha^2 \Gamma^{\mu}_{\alpha\beta} + \Gamma^{\mu}_{\alpha\beta} \partial_\beta^2 \Gamma^{\epsilon}_{\mu\epsilon} - \partial_t^2 \Gamma^{\mu}_{\alpha\beta} \Gamma^{\epsilon}_{\mu\epsilon} - \partial_t^2 \Gamma^{\mu}_{\alpha\epsilon} \Gamma^{\epsilon}_{\beta\mu} \\
- \partial_t^2 \Gamma^{\mu}_{\beta\epsilon} \Gamma^{\epsilon}_{\alpha\mu} + 2\partial_t \Gamma^{\mu}_{\alpha\beta} \partial_t \Gamma^{\epsilon}_{\mu\epsilon} - 2\partial_t \Gamma^{\mu}_{\alpha\epsilon} \partial_t \Gamma^{\epsilon}_{\beta\mu}.
\]

(3.33)
we find that the second dangerous term depends on \((\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta})\) and its first and second spatial derivatives, namely, it has the form:

\[
\partial_t(\partial_t P) = (D^{\mu\nu} - 2K^{\mu\gamma}K_{\gamma}^\nu)(-\partial_\mu\gamma^{\mu\nu}\Gamma_{\epsilon\alpha\beta} - \gamma^{\mu\nu}\partial_\mu\Gamma_{\epsilon\alpha\beta} + \partial_\beta\gamma^{\mu\nu}\Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\nu}\partial_\beta\Gamma_{\epsilon\alpha\beta} \\
- \gamma^{\mu\nu}\gamma^{\epsilon\gamma}\Gamma_{\epsilon\alpha\beta}\Gamma_{\nu\mu\epsilon} + \gamma^{\mu\nu}\gamma^{\epsilon\gamma}\Gamma_{\nu\gamma\mu\epsilon}\Gamma_{\epsilon\beta\mu} \\
- 2K^{\epsilon\beta}[\partial_\mu K^{\mu\nu}\Gamma_{\epsilon\alpha\beta} - K^{\mu\nu}\partial_\mu\Gamma_{\epsilon\alpha\beta} + \partial_\mu\gamma^{\mu\nu}Z_{\epsilon\alpha\beta} + \gamma^{\mu\nu}\partial_\mu Z_{\epsilon\alpha\beta} - \partial_\beta K^{\mu\nu}\Gamma_{\epsilon\alpha\beta} \\
- K^{\mu\nu}\beta_\epsilon\gamma^{\mu\nu}\Gamma_{\epsilon\alpha\beta} + \beta_\epsilon\gamma^{\mu\nu}Z_{\epsilon\alpha\beta} + \gamma^{\mu\nu}\partial_\beta Z_{\epsilon\alpha\beta} \\
+ \gamma^{\epsilon\gamma}\Gamma_{\nu\mu\epsilon}(-K^{\mu\nu}\Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\nu}Z_{\epsilon\alpha\beta}) + \gamma^{\epsilon\gamma}\Gamma_{\nu\mu\epsilon} Z_{\epsilon\alpha\beta} \Gamma_{\epsilon\beta\mu} + \gamma^{\epsilon\gamma}\Gamma_{\nu\eta\epsilon}(-K^{\epsilon\eta}\Gamma_{\nu\gamma\epsilon} + \gamma^{\eta\gamma}Z_{\nu\gamma\epsilon}) \\
- \gamma^{\epsilon\gamma}\Gamma_{\nu\mu\epsilon} (-K^{\mu\nu}\Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\nu}Z_{\epsilon\alpha\beta}) - \gamma^{\epsilon\gamma}\Gamma_{\nu\mu\epsilon} Z_{\epsilon\alpha\beta} \Gamma_{\epsilon\beta\mu} \\
+ \gamma^{\epsilon\gamma}\Gamma_{\nu\eta\epsilon}(-K^{\epsilon\eta}\Gamma_{\nu\gamma\epsilon} + \gamma^{\eta\gamma}Z_{\nu\gamma\epsilon})] \\
+ \gamma^{\epsilon\gamma}\partial_\epsilon(D^{\mu\nu} - 2K^{\mu\gamma}K_{\gamma}^\nu)\Gamma_{\epsilon\alpha\beta} - (D^{\mu\nu} - 2K^{\mu\gamma}K_{\gamma}^\nu)\partial_\epsilon\Gamma_{\epsilon\alpha\beta} \\
- 2\partial_\mu K^{\mu\nu}Z_{\epsilon\alpha\beta} - 2K^{\mu\nu}\partial_\mu Z_{\epsilon\alpha\beta} + \partial_\mu\gamma^{\mu\nu}H_{\epsilon\alpha\beta} + \gamma^{\mu\nu}\partial_\mu H_{\epsilon\alpha\beta} \\
+ \partial_\beta(D^{\mu\nu} - 2K^{\mu\gamma}K_{\gamma}^\nu)\Gamma_{\epsilon\alpha\beta} + (D^{\mu\nu} - 2K^{\mu\gamma}K_{\gamma}^\nu)\partial_\beta\Gamma_{\epsilon\alpha\beta} \\
+ 2\partial_\beta K^{\mu\nu}Z_{\epsilon\alpha\beta} + 2K^{\mu\nu}\partial_\beta Z_{\epsilon\alpha\beta} - \partial_\beta\gamma^{\mu\nu}H_{\epsilon\alpha\beta} - \gamma^{\mu\nu}\partial_\beta H_{\epsilon\alpha\beta} \\
+ \gamma^{\epsilon\gamma}\epsilon_\mu(-D^{\mu\nu} - 2K^{\mu\gamma}K_{\gamma}^\nu)\Gamma_{\epsilon\alpha\beta} - 2K^{\mu\nu}Z_{\epsilon\alpha\beta} + \gamma^{\mu\nu}H_{\epsilon\alpha\beta}\Gamma_{\nu\mu\epsilon} \\
+ \gamma^{\epsilon\gamma}\Gamma_{\nu\eta\epsilon} Z_{\nu\gamma\epsilon} - 2K^{\epsilon\eta}\Gamma_{\nu\gamma\epsilon} + \gamma^{\eta\gamma}Z_{\nu\gamma\epsilon}\Gamma_{\nu\gamma\epsilon} \\
- \gamma^{\epsilon\gamma}(D^{\epsilon\gamma} - 2K^{\epsilon\gamma}K_{\gamma}^\nu)\Gamma_{\nu\gamma\epsilon} - 2K^{\epsilon\gamma}Z_{\nu\gamma\epsilon} + \gamma^{\eta\gamma}H_{\nu\gamma\epsilon}\Gamma_{\nu\gamma\epsilon} \\
- \gamma^{\epsilon\gamma}(D^{\epsilon\eta} - 2K^{\epsilon\eta}K_{\eta}^\nu)\Gamma_{\nu\gamma\epsilon} - 2K^{\epsilon\eta}Z_{\nu\gamma\epsilon} + \gamma^{\mu\nu}H_{\nu\gamma\epsilon}\Gamma_{\nu\gamma\epsilon} \\
+ 2(-K^{\mu\nu}\Gamma_{\epsilon\alpha\beta} + \gamma^{\mu\nu}Z_{\epsilon\alpha\beta})(-K^{\epsilon\gamma}\Gamma_{\nu\mu\epsilon} + \gamma^{\epsilon\gamma}Z_{\nu\mu\epsilon}) \\
- 2(-K^{\mu\nu}\Gamma_{\nu\epsilon\gamma} + \gamma^{\mu\nu}Z_{\nu\epsilon\gamma})(-K^{\epsilon\gamma}\Gamma_{\nu\beta\mu} + \gamma^{\epsilon\gamma}Z_{\nu\beta\mu}) \}.
\]

(3.34)

This shows that the evolution equations form a Cauchy-Kovalevskaya system. Based on this result, we will perform a perturbative analysis of our system of higher order equations, namely, the evolution equations (2.52), (2.53), (2.54) and (2.55) together with the constraints (2.62) and (2.63).

### 3.2.2 The Cauchy-Kovalevskaya property in the presence of a fluid

In order to verify the function-counting argument of the higher-order gravity-matter theory (20 arbitrary functions), we also need to prove that the field equations are well defined, at least in the analytic case. To be concrete, we need to prove that these equations are of the Cauchy-Kovalevskaya type. In doing so, we must show that there are no time derivatives in the constraints (2.80) and (2.81) and the derivatives of the unknowns are (through the evolution equations (2.52),
(2.53), (2.54) and (2.82)) analytic functions of the coordinates, the unknowns, and their first and second space derivatives. The only ‘dangerous’ terms in the dynamical system presently are again the three terms met previously, namely,

$$\partial_t P, \quad \partial_t(\partial_t P), \quad \nabla_\alpha \nabla_\beta (-P - D + \frac{3}{4} K^{\gamma\delta} K_{\gamma\delta} - \frac{1}{4} K^2),$$

(3.35)
present in the constraints Eqns. (2.80), (2.81) and in the snap equation (2.82). However, this is already shown in previous subsection 3.2.1.

3.3 Analytic solution of the local Cauchy problem

In order to verify the function-counting argument of Chapter 2 (16 arbitrary functions for the vacuum, 20 arbitrary functions in case of a fluid), we further need to prove that the evolution equations (2.52), (2.53), (2.54) and (2.55) together with the constraints for each case are well defined in the sense that there is a well-defined Cauchy problem, at least for the analytic case.

3.3.1 Analytic solution in vacuum

In case of vacuum we have proved that the evolution and constraint equations are of the Cauchy-Kovalevskaya type. From this conclusion and the Cauchy-Kovalevskaya theorem, we are directly led to the following result, local Cauchy problem (analytic case cf. [91]):

**Theorem 3.1.** For \( N = 1, N^\alpha = 0 \), if we prescribe analytic initial data \((\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})\) on some initial slice \( \mathcal{M}_0 \), then there exists a neighborhood of \( \mathcal{M}_0 \) in \( \mathbb{R} \times \mathcal{M} \) such that the evolution equations (2.52), (2.53), (2.54) and (2.55) have an analytic solution in this neighborhood consistent with these data. This analytic solution is the development of the prescribed initial data on \( \mathcal{M}_0 \) if and only if these initial data satisfy the constraints.

For the last part of this theorem there is an alternative justification if we use the conformal equivalence theorem of higher-order gravity theories [22], that is working in the Einstein-frame representation, and a theorem on symmetric hyperbolic systems, cf. [91], pp. 150-1, and also [111]. Indeed, in the Einstein
frame representation, the theory under discussion is general relativity plus a self-interacting scalar field, and so the Einstein equations,

$$R^i_j - \frac{1}{2}\delta^i_j R = 8\pi G T^i_j,$$

(3.36)
give a system of the form,

$$R^0_0 = -\frac{1}{2} \partial_t K - \frac{1}{4} K^\beta_\alpha K^\alpha_\beta = 8\pi G (T^0_0 - \frac{1}{2} T),$$

(3.37)

$$R^0_\alpha = \frac{1}{2} (\nabla_\beta K^\beta_\alpha - \nabla_\alpha K) = 8\pi G T^0_\alpha,$$

(3.38)

$$R^\beta_\alpha = -P^\beta_\alpha - \frac{1}{2\sqrt{\gamma}} \partial_t (\sqrt{\gamma} K^\beta_\alpha) = 8\pi G (T^\beta_\alpha - \frac{1}{2} \delta^\beta_\alpha T),$$

(3.39)

and the wave equation $\nabla^i \nabla_i \phi - V'(\phi) = 0$ for $\phi$ having the particular scalar field potential given in [22]. This system is of the form given in Thm. 4.1 of [91], p. 150, from which the result follows.

From the conformal transformation theorem above, we notice that there is an equivalence between our higher-order gravity theory and general relativity plus a self-interacting scalar field which satisfies the wave equation on $M \times I, I \subseteq \mathbb{R}$. Therefore in the conformal frame we indeed end up with six arbitrary functions, four of them are from the geometric part and two more from the wave equation of the scalar field. Furthermore, through the conformal transformation [62],

$$\phi = \ln(1 + 2\epsilon R),$$

(3.40)

the scalar field $\phi$ is exactly defined to be directly related to the scalar curvature $R$, and so we see that the function-counting resulting in the number 6 may be interpreted as giving the number of arbitrary functions associated with the conformal picture of the theory in the Einstein frame.

We note in passing that this result explains a completely different function-counting that is usually associated with higher-order gravity theories, cf. [93, 94], namely, that using the trace equation for the scalar curvature $R$ we get two initial data functions, and, these, together with the additional four other arbitrary functions coming from general relativity, result in the theory having finally six functions for the general solution in the analytic case. However, it may not seem completely correct to count the metric functions as independent functions together with the initial data corresponding to the trace equation for the scalar curvature and its
first derivative, which, in turn, depend on the metric and its derivatives. Besides, six is also the number for the higher-order equations in the original frame rather than the Einstein frame representation, assumes that the conformal transformations is not-singular. This counting method leaves completely open the counting of the arbitrary functions when the conformal factor $\Omega$, where,

$$\Omega^2 = e^\phi,$$

is equal to zero [83, 112].

In order to confirm that the right number of arbitrary functions of this same theory in the original Jordan frame is 16, the only thing left to show is the proof of the Cauchy-Kovalevskaya property of the system of the four evolution equations.

### 3.3.2 Analytic solution in the presence of a fluid

Similarly with the results obtained in subsection 3.3.1 and the Cauchy-Kovalevskaya theorem, we are led to the local Cauchy problem (analytic case) for the case of a fluid:

**Theorem 3.2.** For $N = 1, N^a = 0$, if we prescribe analytic initial data $(\gamma_{\alpha\beta}, K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta})$ together with the data $(p, \rho, u^i)$ satisfying Eqns. (2.73), (2.78), (2.79) and the identity (2.71) on some initial slice $M_0$, then there exists a neighborhood of $M_0$ in $\mathbb{R} \times \mathcal{M}$ such that the evolution equations (2.52), (2.53), (2.54) and (2.82) have an analytic solution in this neighborhood consistent with these data. This analytic solution is the development of the prescribed initial data on $M_0$ if and only if these initial data satisfy the constraints.

We are now ready to apply in the next Chapter a perturbative formalism of higher-order gravity in a similar manner to that presented in [67] in the cases of vacuum and radiation in general relativity. In particular, we are going to study both cases by using a formal series representation of the spatial metric. In fact, for the analysis of the vacuum and radiation problem, we will consider two different formal series of the spatial metric for each case. The first one is a regular series representation of the spatial metric and the second is not a regular, but a singular formal representation of the spatial metric. In this Thesis, such a perturbative analysis will play a decisive role and in fact will generalize the results holding in general relativity to the framework of higher-order gravity. Specifically, including the results concerning the Einstein theory, we are going to deal with eight different problems (two of them have been fully analyzed by Landau and Lifschitz in [67]):
• general relativity in cases of vacuum and radiation (with regular and singular formal series) and,

• higher-order $R + \epsilon R^2$ gravity in cases of vacuum and radiation (with regular and singular formal series).
Chapter 4

Perturbative formulation of higher-order gravity

In this Chapter, we introduce the perturbative formulation in higher-order gravity assuming a formal series representation of the spatial metric. In Section 4.1, we find an exact solution of the scale factor $a = a(t)$ that is provided by the corresponding Friedmann equations of higher-order gravity theory in cases of vacuum and radiation. In Section 4.2, we use the Landau-Lifschitz perturbative method [67] in the vicinity of a point that is regular in the time. In Section 4.3, we use the same method in the vicinity of a point that is not regular, but singular in the time.

4.1 Friedmann Equations

In this Section we present the Friedmann equations of General Relativity as well as the corresponding generalized Friedmann equations of higher-order gravity and we study the connection between their solutions.

4.1.1 Solutions of Friedmann equations

In General Relativity and in Friedmann-Robertson-Walker universes, using the Robertson-Walker metric ([113], chap. 14 and [32]),

$$ds^2 = dt^2 - a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2(d\theta^2 + \sin^2 \theta d\phi^2) \right], \quad (4.1)$$
we find that the off-diagonal components of the Ricci tensor are equal to zero and the diagonal components are given by,

\[
R_{00} = -\frac{3\dot{a}}{a}, \\
R_{11} = \frac{a\ddot{a} + 2\dot{a}^2 + 2k}{1 - kr^2}, \\
R_{22} = \frac{a\ddot{a} + 2\dot{a}^2 + 2k}{r^2}, \\
R_{33} = \frac{a\ddot{a} + 2\dot{a}^2 + 2k}{r^2 \sin^2 \theta}.
\]

Also for the scalar curvature we obtain,

\[
R = -6\left(\frac{\ddot{a}}{a} + \frac{\dot{a}^2}{a^2} + \frac{k}{a^2}\right),
\]

where dot denotes differentiation with respect to \(t\). Then the Friedmann equations for the energy density and the pressure are respectively ([114], chap. 19),

\[
\frac{8\pi G\rho}{3} = \frac{\dot{a}^2 + k}{a^2},
\]

and,

\[
8\pi Gp = -2\frac{\ddot{a}}{a} - \frac{\dot{a}^2 + k}{a^2},
\]

where \(k\) is the constant curvature, with values \(-1, 0, +1\) correspondingly to hyperbolic, flat and spherical geometries (see [115], chap. 18).

In case of an empty space \((p = 0, \rho = 0)\), the general solution is,

\[
a = a_0 + a_1 t,
\]

where,

\[
a_1^2 = -k,
\]

for \(k = -1, 0\).

Further, in radiation models \((w = \frac{1}{3})\), see [116], chap. 11), that is,

\[
p = \frac{\rho}{3},
\]
the exact solutions of the Friedmann equations for \( k = -1, 0, +1 \) are respectively ([117], chap. 12):

\[
a = \sqrt{c}[(1 + \frac{t}{\sqrt{c}})^2 - 1]^{1/2} = (2\sqrt{ct} + t^2)^{1/2}; \tag{4.12}
\]

\[
a = (4c)^{1/4}t^{1/2}; \tag{4.13}
\]

\[
a = \sqrt{c}[1 - (1 - \frac{t}{\sqrt{c}})^2]^{1/2} = (2\sqrt{ct} - t^2)^{1/2}, \tag{4.14}
\]

where,

\[
c = \frac{8\pi G\rho a^4}{3} \tag{4.15}
\]

and,

\[
\rho a^4 = \text{constant}, \tag{4.16}
\]

which expresses the conservation of mass-energy (2.65).

### 4.1.2 Generalized Friedmann Equations

Working similarly with the lagrangian \( f(R) = R + \epsilon R^2 \) and the field equations (2.64), apart from the Eqns. (4.3)-(4.6), we find that,

\[
\partial_t R = -6 \left( \frac{\ddot{a}}{a} + \frac{\dot{a}^2}{a^2} - 2\frac{\dot{a}^3}{a^3} - 2k\frac{\dot{a}}{a^3} \right), \tag{4.17}
\]

\[
\partial_t^2 R = -6 \left( \frac{a^{(4)}}{a} + \frac{\ddot{a}^2}{a^2} - 8\frac{\dot{a}^2\dot{a}}{a^3} + 6\frac{\dot{a}^4}{a^4} - 2k\frac{\dot{a}^3}{a^3} + 6k\frac{\ddot{a}^2}{a^4} \right), \tag{4.18}
\]

as well as,

\[
\nabla_1 \nabla_1 R = \frac{6}{1 - kr^2} \left( \frac{\dddot{a}}{a} + \frac{\ddot{a}^2}{a^2} - 2\frac{\ddot{a}^3}{a^3} - 2k\frac{\ddot{a}}{a^3} \right), \tag{4.19}
\]

\[
\nabla_2 \nabla_2 R = 6r^2 \left( \frac{\dddot{a}}{a} + \frac{\ddot{a}^2}{a^2} - 2\frac{\ddot{a}^3}{a^3} - 2k\frac{\ddot{a}}{a^3} \right), \tag{4.20}
\]

\[
\nabla_3 \nabla_3 R = 6r^2 \sin \theta \left( \frac{\dddot{a}}{a} + \frac{\ddot{a}^2}{a^2} - 2\frac{\ddot{a}^3}{a^3} - 2k\frac{\ddot{a}}{a^3} \right), \tag{4.21}
\]

\[
\nabla_\alpha \nabla_\beta R = 0, \quad \text{if} \quad \alpha \neq \beta. \tag{4.22}
\]

Then, the 00-component [118] and \( \alpha\alpha \)-components lead us to the generalized Friedmann equations for the energy density \( \rho \) and the pressure \( p \), which respectively
are:
\[
\frac{8\pi G \rho}{3} = \frac{k + \dot{a}^2}{a^2} + 6\epsilon \left( 2\frac{\dot{a} \ddot{a}}{a^2} + 2\frac{\dot{a} \dddot{a}}{a^3} - \frac{\dddot{a}^2}{a^2} - 3\frac{\dot{a}^4}{a^4} - 2k\frac{\dot{a}^2}{a^4} + \frac{k^2}{a^4} \right),
\]
(4.23)
and,
\[
8\pi G p = -\frac{2\ddot{a} a^2 + k}{a^2} + 6\epsilon \left( -2\frac{a^{(4)}}{a} - 4\frac{\dot{a} \ddot{a}}{a^2} - 3\frac{\dddot{a}^2}{a^2} + 12\frac{\dot{a} \dddot{a}}{a^3} - 3\frac{\dot{a}^4}{a^4} + 4k\frac{\dot{a}^2}{a^4} - 2k\frac{\ddot{a}^2}{a^4} + \frac{k^2}{a^4} \right),
\]
(4.24)
where the general relativity case may be recovered when \( \epsilon \to 0 \). The question that naturally emerge is if, in cases of vacuum and radiation, the corresponding solutions (4.9) and (4.12), (4.13), (4.14) of the Friedmann equations, for \( k = -1, 0, +1 \) respectively, are exact solutions of the generalized Friedmann equations (4.23) and (4.24) as well. To answer this question, we notice that each one of Eqns. (4.23) and (4.24) consists of two parts. The first parts of those are not multiplied by the coefficient \( 6\epsilon \) and, in fact, are equal to the quantities \( \frac{8\pi G \rho_{GR}}{3} \) and \( 8\pi G p_{GR} \) respectively.

This means that in both cases \( p = \rho = 0, p = \rho/3 \) the corresponding solutions (4.9) and (4.12), (4.13), (4.14), for the appropriate \( k \) each time, make these parts identically equal. In addition to that, substituting \( a \) from the solutions (4.9) and (4.12), (4.13), (4.14), for the corresponding \( k \) each time, to the second parts of (4.23) and (4.24), which are the parts,
\[
2\frac{\dot{a} \ddot{a}}{a^2} + 2\frac{\dot{a} \dddot{a}}{a^3} - \frac{\dddot{a}^2}{a^2} - 3\frac{\dot{a}^4}{a^4} - 2k\frac{\dot{a}^2}{a^4} + \frac{k^2}{a^4},
\]
and,
\[
-2\frac{a^{(4)}}{a} - 4\frac{\dot{a} \ddot{a}}{a^2} - 3\frac{\dddot{a}^2}{a^2} + 12\frac{\dot{a} \dddot{a}}{a^3} - 3\frac{\dot{a}^4}{a^4} + 4k\frac{\dot{a}^2}{a^4} - 2k\frac{\ddot{a}^2}{a^4} + \frac{k^2}{a^4},
\]
we immediately find that these parts are identically equal to zero.

Therefore, we conclude that, in cases of vacuum and radiation, relations (4.9) and (4.12), (4.13), (4.14), for the corresponding \( k \) each time, are also exact solutions of the generalized Friedmann equations. Also, we note that relations (4.15) and (4.16) are still valid, due to the fact that they arise from the conservation laws (2.65). This result is very important concerning the appropriate form of the spatial metric \( \gamma_{\alpha \beta} \) that we are going to use in what follows.

In fact, we are going to choose a form of the 3-metric \( \gamma_{\alpha \beta} \), that is consistent with the consideration that on largest scales the galaxy distribution appears to be
homogeneous and isotropic [119] and so with the exact solutions of the generalized Friedmann equations.

### 4.2 Perturbative analysis with a regular formal series representation of the spatial metric

In this Section, taking into account that the scale factor $a$ given by Eq. (4.9) is an exact solution of the generalized Friedmann equations (4.23) and (4.24), we are going to use the Landau-Lifschitz pertubative method [67] in higher order gravity, in the vicinity of $o$ point that is regular in the time. In particular, we assume a regular formal series representation of the spatial metric of the form,

$$
\gamma_{\alpha\beta} = \gamma^{(0)}_{\alpha\beta} + \gamma^{(1)}_{\alpha\beta} t + \gamma^{(2)}_{\alpha\beta} t^2 + \gamma^{(3)}_{\alpha\beta} t^3 + \gamma^{(4)}_{\alpha\beta} t^4 + \cdots,
$$

(4.25)

where the $\gamma^{(0)}_{\alpha\beta}, \gamma^{(1)}_{\alpha\beta}, \gamma^{(2)}_{\alpha\beta}, \gamma^{(3)}_{\alpha\beta}, \gamma^{(4)}_{\alpha\beta}, \cdots$ are functions of the space coordinates.

#### 4.2.1 Regular formal series representation

In the first step of this analysis, after taking into consideration the order of the higher order gravity equations in cases of vacuum and radiation that we have dealt with, we shall be interested only in the part of the formal series shown, that is up to order four. Because of this, we shall drop the dots at the end of the various expressions to simplify the overall appearance\(^1\). Nevertheless, in the next two Chapters, we will show that, even if the order of the formal series is greater than four, then the results are qualitatively the same as that of the series (4.25). Thus before substitution to the evolution and constraint higher order equations, we note that the expression (4.25) contains 30 degrees of freedom (6 of each spatial matrix $\gamma^{(n)}_{\alpha\beta}, n = 0, \cdots, 4$). Note that setting $\gamma^{(0)}_{\alpha\beta} = \delta_{\alpha\beta}$ and $\gamma^{(n)}_{\alpha\beta} = 0, n > 0$, we have Minkowski space included here as an exact solution of the equations, and so our perturbation analysis covers this case too.

We set,

$$
\gamma^{(0)}_{\alpha\beta} = a_{\alpha\beta}, \quad \gamma^{(1)}_{\alpha\beta} = b_{\alpha\beta}, \quad \gamma^{(2)}_{\alpha\beta} = c_{\alpha\beta}, \quad \gamma^{(3)}_{\alpha\beta} = d_{\alpha\beta}, \quad \gamma^{(4)}_{\alpha\beta} = e_{\alpha\beta},
$$

(4.26)

\(^1\)Differentiation of such formal series with respect to either space or the time variables is defined term by term, whereas multiplication of two such expressions results when the various terms are multiplied and terms of same powers of $t$ are taken together.
where the data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$, are arbitrary, nontrivial analytic functions of the space coordinates. To proceed, we shall need the expression of the formal expansion of the reciprocal tensor $\gamma^{\alpha\beta}$. To find this, we use the identity,

$$\gamma^\alpha_{\beta \gamma} \gamma^\beta_\gamma = \delta^\gamma_\alpha. \quad (4.27)$$

Then the various coefficients $\gamma^{(n)\alpha\beta}, \mu = 0, \cdots, 4$, of $t$ in the expansion $\gamma^{\alpha\beta} = \sum_{n=0}^{\infty} \gamma^{(n)\alpha\beta} t^n$ are found to be:

$$\gamma^{\alpha\beta} = a^{\alpha\beta} - b^{\alpha\beta} t + \left( b^{\alpha\gamma} b^\beta_\gamma - c^{\alpha\beta} \right) t^2 + \left( -d^{\alpha\beta} + b^{\alpha\gamma} c^\beta_\gamma - b^{\alpha\gamma} b^\delta_\gamma b^\beta_\delta + c^{\alpha\gamma} b^\beta_\gamma \right) t^3 + \left( -e^{\alpha\beta} + b^{\alpha\gamma} d^\beta_\gamma - b^{\alpha\gamma} b^\delta_\gamma c^\beta_\delta + c^{\alpha\gamma} c^\beta_\gamma + d^{\alpha\gamma} b^\beta_\gamma - b^{\alpha\gamma} c^\delta_\gamma b^\beta_\delta + b^{\alpha\gamma} b^\beta_\gamma b^\delta_\gamma b^\epsilon_\delta \right) t^4. \quad (4.28)$$

Note that $a_{\alpha\beta} a^{\beta\gamma} = \delta^\gamma_\alpha$ and the indices of $b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$ are raised by $a^{\alpha\beta}$. For any tensor $X$, using the formal expansion (4.25), we can recursively calculate the coefficients in the expansion

$$X_{\alpha\beta} = X^{(0)}_{\alpha\beta} + X^{(1)}_{\alpha\beta} t + X^{(2)}_{\alpha\beta} t^2 + X^{(3)}_{\alpha\beta} t^3 + X^{(4)}_{\alpha\beta} t^4. \quad (4.29)$$

In particular, we can write down a general iterated formula for the $n$-th order term, $X^{(n)}_{\alpha\beta}$. For instance, for the extrinsic curvature $K_{\alpha\beta}$, we write,

$$K_{\alpha\beta} = K^{(0)}_{\alpha\beta} + K^{(1)}_{\alpha\beta} t + K^{(2)}_{\alpha\beta} t^2 + K^{(3)}_{\alpha\beta} t^3 + K^{(4)}_{\alpha\beta} t^4. \quad (4.30)$$

We now calculate all the essential quantities that we are going to use in the next Chapters in order to compare the number of the arbitrary functions that the formal series provide with those we found after the function-counting analysis in Chapter 2.

### 4.2.2 Regular formal series representation of $K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta}$

In terms of the data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$, we have explicitly,

$$K_{\alpha\beta} = \partial_t \gamma_{\alpha\beta} = b_{\alpha\beta} + 2c_{\alpha\beta} t + 3d_{\alpha\beta} t^2 + 4e_{\alpha\beta} t^3. \quad (4.31)$$
and for the mixed components we obtain,

\[ K_{\alpha}^{\beta} = \gamma^{\alpha\gamma} K_{\gamma\beta} = b_{\beta}^{\alpha} + (2c_{\beta}^{\alpha} - b^{\alpha\gamma} b_{\gamma\beta})t + (3d_{\beta}^{\alpha} - 2b^{\alpha\gamma} c_{\gamma\beta} + b^{\alpha\delta} b_{\delta\gamma} b_{\gamma\beta} - c^{\alpha\gamma} b_{\gamma\beta}) t^2 + (4e_{\beta}^{\alpha} - 3b^{\alpha\gamma} d_{\gamma\beta} + 2b^{\gamma\delta} c_{\delta\gamma} b_{\gamma\beta} - 2d^{\alpha\gamma} c_{\gamma\beta} - d^{\alpha\gamma} c_{\gamma\beta} - b^{\alpha\delta} c_{\delta\gamma} b_{\gamma\beta} - b^{\alpha\delta} b_{\delta\gamma} b_{\gamma\beta} + c^{\alpha\delta} b_{\delta\gamma} b_{\gamma\beta}) t^3. \]  

(4.32)

Further, taking into account the third inequality of (2.18), the mean curvature,

\[ K = K_{\alpha}^{\alpha} = \gamma^{\alpha\beta} \partial_{(\alpha} \gamma_{\beta)} = \partial_{t} \ln(\gamma), \]

is given by the form,

\[ K = b + (2c - b_{\beta}^{\alpha} b_{\alpha}^{\beta})t + (3d - 3b_{\beta}^{\alpha} c_{\alpha}^{\beta} + b^{\alpha\beta} b_{\gamma\delta} b_{\gamma\delta}) t^2 + (4e - 4b_{\delta}^{\alpha} d_{\alpha}^{\beta} + 4b^{\gamma\delta} c_{\delta}^{\gamma} b_{\gamma\delta} - b^{\alpha\beta} b_{\delta}^{\gamma} b_{\delta}^{\gamma} b_{\delta}^{\gamma} - 2c_{\beta}^{\alpha} \beta_{\gamma}^{\alpha}) t^3. \]  

(4.34)

For completeness, we also give the expressions of the coefficients \( K^{(n)\alpha\beta} \) of the fully contravariant symbols,

\[ K^{\alpha\beta} = b^{\alpha\beta} - 2(b^{\alpha\gamma} b_{\gamma}^{\beta} - c^{\alpha\beta})t - 3(-d^{\alpha\beta} + b^{\alpha\gamma} c_{\gamma}^{\beta} - b^{\alpha\gamma} b_{\gamma}^{\beta} + c^{\alpha\gamma} b_{\gamma}^{\beta}) t^2 - 4(-e^{\alpha\beta} + b^{\alpha\gamma} d_{\gamma}^{\beta} - b^{\alpha\gamma} c_{\gamma}^{\beta} + c^{\alpha\gamma} b_{\gamma}^{\beta} + d^{\alpha\gamma} b_{\gamma}^{\beta} - b^{\alpha\gamma} c_{\gamma}^{\beta} b_{\gamma}^{\beta} + c^{\alpha\gamma} b_{\gamma}^{\beta} b_{\gamma}^{\beta} + b^{\gamma\delta} b_{\delta}^{\gamma} b_{\delta}^{\beta} - c^{\alpha\gamma} b_{\gamma}^{\beta} b_{\delta}^{\gamma} b_{\delta}^{\beta} ) t^3. \]  

(4.35)

Using these forms, we can find the various components of the acceleration and jerk tensors to the required order. We have that the perturbation of the acceleration tensor in terms of the prescribed data is given by the form:

\[ D_{\alpha\beta} = \partial_{t} K_{\alpha\beta} = 2c_{\alpha\beta} + 6d_{\alpha\beta} t + 12e_{\alpha\beta} t^2. \]  

(4.36)

Further we find,

\[ D_{\alpha}^{\beta} = \gamma^{\alpha\gamma} D_{\gamma\beta} = 2c_{\gamma}^{\beta} + 2(3d_{\gamma}^{\beta} - b_{\gamma}^{\delta} c_{\delta}^{\beta})t + 2(6c_{\gamma}^{\beta} - 3b_{\gamma}^{\delta} d_{\delta}^{\beta} + b_{\delta}^{\gamma} c_{\delta}^{\gamma} - c_{\gamma}^{\delta} c_{\delta}^{\beta}) t^2, \]  

(4.37)

and,

\[ D = 2c + 2(3d - b_{\beta}^{\gamma} c_{\gamma}^{\beta})t + 2(6c - 3b_{\beta}^{\gamma} d_{\gamma}^{\beta} + b_{\gamma}^{\delta} c_{\delta}^{\gamma} - c_{\gamma}^{\delta} c_{\delta}^{\beta}) t^2, \]  

(4.38)
where the trace is given by,

$$D = D_\alpha^\alpha = \gamma^{\alpha\beta} \partial_t K_{\alpha\beta}. \quad (4.39)$$

For the fully contravariant components, we find,

$$D^{\alpha\beta} = 2c^{\alpha\beta} + 2(3d^{\alpha\beta} - b^{\alpha\gamma} c^\beta_\gamma - b^{\delta\beta} c^\alpha_\delta) t$$
$$+ 2(6e^{\alpha\beta} - 3b^{\alpha\gamma} d^\beta_\gamma - 3b^{\delta\beta} d^\alpha_\delta - 2e^{\alpha\gamma} c^\beta_\gamma + b^{\alpha\delta} b^\beta_\delta c^\gamma_\gamma + b^{\delta\beta} b^\alpha_\gamma c^\gamma_\delta) t^2. \quad (4.40)$$

Lastly, the jerk perturbation series is found to be,

$$W_{\alpha\beta} = \partial_t D_{\alpha\beta} = 6d_{\alpha\beta} + 24e_{\alpha\beta} t, \quad (4.41)$$

so that,

$$W = 6d + 6(4e - b^\alpha_\beta d^\beta_\alpha) t, \quad (4.42)$$

where,

$$W = W^\alpha_\alpha = \gamma^{\alpha\beta} \partial_t D_{\alpha\beta}. \quad (4.43)$$

### 4.2.3 Regular formal series representation of the Ricci tensor

The various components of the Ricci curvature are more complicated when expressed in terms of the asymptotic data $a, b, c, d, e$ and we give them below. Using Eqns. (2.56), (2.57) and (2.58) we find,

$$R^0_0 = -\frac{1}{2} D + \frac{1}{4} K_{\alpha}^\beta K^{\alpha}_\beta = \left( -c + \frac{1}{4} b^\alpha_\beta b^\beta_\alpha \right) + \left( -3d + 2b^\beta_{\alpha\beta} \frac{c^\alpha_\beta}{2} - \frac{1}{2} b^\alpha_\beta b^\gamma_\gamma b^\beta_\beta \right) t$$
$$+ \left( -6e + \frac{9}{2} b^\alpha_\beta d^\alpha_\beta - \frac{7}{2} b^\beta_{\alpha\gamma} c^\gamma_\beta + \frac{3}{4} b^\beta_{\alpha\gamma} b^\beta_{\delta} b^\gamma_\beta + 2c^\beta_{\alpha\beta} \right) t^2, \quad (4.44)$$
and,

\[ R^0_{\alpha} = \frac{1}{2} (\nabla_{\beta} K^\beta_{\alpha} - \nabla_{\alpha} K) = \frac{1}{2} \left( \nabla_{\beta} b^\beta_{\alpha} - \nabla_{\alpha} b \right) + \left( \nabla_{\beta} b^\beta_{\alpha} - \nabla_{\alpha} c - \frac{1}{2} \nabla_{\beta} (b^\gamma_{\alpha} b^\gamma_{\beta}) + \frac{1}{2} \nabla_{\alpha} (b^\gamma_{\beta} b^\gamma_{\beta}) \right) t + \left[ \frac{3}{2} \nabla_{\beta} c^\beta_{\alpha} - \nabla_{\alpha} d \right] - \nabla_{\beta} (b^\gamma_{\alpha} c^\gamma_{\beta}) + \frac{3}{2} \nabla_{\alpha} (c^\gamma_{\beta} b^\gamma_{\beta}) - \frac{1}{2} \nabla_{\beta} (c^\gamma_{\alpha} c^\gamma_{\beta}) + \frac{1}{2} \nabla_{\alpha} (c^\gamma_{\beta} c^\gamma_{\beta}) - \frac{1}{2} \nabla_{\alpha} (b^\beta_{\gamma} b^\gamma_{\beta}) \right] t^2 + \left[ 2(\nabla_{\beta} c^\beta_{\alpha} - \nabla_{\alpha} e) - \frac{3}{2} \nabla_{\beta} (b^\gamma_{\alpha} d^\gamma_{\beta}) + 2 \nabla_{\alpha} (b^\gamma_{\beta} d^\gamma_{\alpha}) - \frac{1}{2} \nabla_{\beta} (c^\gamma_{\alpha} c^\gamma_{\beta}) + \nabla_{\alpha} (c^\gamma_{\beta} c^\gamma_{\beta}) + \nabla_{\beta} (b^\beta_{\gamma} b^\gamma_{\beta}) + \frac{1}{2} \nabla_{\beta} (c^\beta_{\alpha} c^\beta_{\beta}) + \frac{1}{2} \nabla_{\alpha} (b^\beta_{\gamma} b^\gamma_{\beta}) - \frac{1}{2} \nabla_{\alpha} (b^\beta_{\gamma} b^\gamma_{\beta}) \right] t^3, \tag{4.45} \]

and also,

\[ R^3_{\alpha} = -P^3_{\alpha} - \frac{1}{4} K K^\beta_{\gamma} - \frac{1}{2} D^3_{\alpha} + \frac{1}{2} K^\gamma K^\beta_{\alpha} = \left( -(P^3_{\alpha})^{(0)} - c^\alpha_{\gamma} + \frac{1}{2} b^\alpha_{\gamma} b^\gamma_{\beta} - \frac{1}{4} b^\beta_{\gamma} \right) t + \left( -3 d^\beta_{\alpha} + 2 b^\beta_{\gamma} c^\gamma_{\alpha} - b^\beta_{\gamma} b^\gamma_{\alpha} + c^\beta_{\gamma} b^\gamma_{\alpha} - \frac{1}{2} b^\beta_{\gamma} c^\gamma_{\alpha} + \frac{1}{2} b^\beta_{\gamma} b^\gamma_{\alpha} - \frac{1}{2} c^\beta_{\gamma} b^\gamma_{\alpha} + \frac{1}{2} b^\beta_{\gamma} b^\gamma_{\alpha} - \frac{1}{2} c^\beta_{\gamma} b^\gamma_{\alpha} \right) t^2 + \left( -6 c^\beta_{\alpha} + \frac{9}{2} b^\beta_{\gamma} c^\gamma_{\alpha} - 3 b^\beta_{\gamma} \right) t^3 \tag{4.46} \]

where \( P_{\alpha\beta} \) is the Ricci tensor associated with \( \gamma_{\alpha\beta} \). In fact, starting with the expression of the Ricci tensor,

\[ R_{ij} = R^k_{ilj} = \partial_i \Gamma^l_{ij} - \partial_j \Gamma^l_{il} + \Gamma^j_{kl} \Gamma^k_{ij} - \Gamma^i_{kj} \Gamma^k_{il}, \tag{4.47} \]

we find that the expression of the three-dimensional Ricci tensor is,

\[ P_{\alpha\beta} = \partial_\mu \Gamma^\mu_{\alpha\beta} - \partial_\beta \Gamma^\mu_{\alpha\mu} + \Gamma^\mu_{\alpha\beta} \Gamma^\nu_{\mu\nu} - \Gamma^\mu_{\alpha\mu} \Gamma^\nu_{\mu\nu}. \tag{4.48} \]

Due to Eqns. (4.25) and (4.28), we find the form of the Christoffel symbols of the second kind, which is,

\[ \Gamma^\mu_{\alpha\beta} = (\Gamma^\mu_{\alpha\beta})^{(0)} + t(\Gamma^\mu_{\alpha\beta})^{(1)} + t^2(\Gamma^\mu_{\alpha\beta})^{(2)} + t^3(\Gamma^\mu_{\alpha\beta})^{(3)} + t^4(\Gamma^\mu_{\alpha\beta})^{(4)}. \tag{4.49} \]
Therefore, the form of the three-dimensional Ricci tensor and the corresponding mixed three-dimensional Ricci tensor becomes,

\[ P_{\alpha \beta} = (P_{\alpha \beta})^{(0)} + t(P_{\alpha \beta})^{(1)} + t^2(P_{\alpha \beta})^{(2)} + t^3(P_{\alpha \beta})^{(3)} + t^4(P_{\alpha \beta})^{(4)}, \]  
(4.50)

and,

\[ P^\beta_{\alpha} = \gamma^\beta^\mu P^\mu_{\alpha} = (P^\beta_{\alpha})^{(0)} + t(P^\beta_{\alpha})^{(1)} + t^2(P^\beta_{\alpha})^{(2)} + t^3(P^\beta_{\alpha})^{(3)} + t^4(P^\beta_{\alpha})^{(4)}. \]  
(4.51)

We also find,

\[ P = \gamma^{\alpha \beta} P_{\alpha \beta} = P^{(0)} + tP^{(1)} + t^2P^{(2)} + t^3P^{(3)} + t^4P^{(4)}. \]  
(4.52)

Then, the scalar curvature becomes an expression of the form,

\[ R = R^{(0)} + R^{(1)} t + R^{(2)} t^2, \]  
(4.53)

and explicitly we have,

\[
R = -P - \frac{1}{4}K^2 + \frac{3}{4}K^\beta_\alpha K^\alpha_\beta - D \\
= \left( -P^{(0)} - 2c + \frac{3}{4}b^\beta_\alpha b^\alpha_\beta - \frac{1}{4}b^2 \right) + \left( -bc - 6d + 5b^\beta_\alpha c^\alpha_\beta - \frac{3}{2}b^\beta_\alpha b^\gamma_\beta b^\gamma_\beta + \frac{1}{2}b^\beta_\alpha b^\gamma_\beta b - P^{(1)} \right) t \\
+ \left( -\frac{3}{2}bd - c^2 - 12e + \frac{21}{2}b^\beta_\alpha d^\alpha_\beta + 5c^\beta_\alpha b^\alpha_\beta \right) + \left( -\frac{19}{2}b^\beta_\alpha b^\gamma_\beta c^\gamma_\beta + \frac{9}{4}b^\beta_\alpha b^\gamma_\beta b^\delta_\beta + \frac{3}{2}b^\beta_\alpha c^\alpha b \right) t^2.
\]  
(4.54)
4.2.4 Constraints and snap equation

In terms of $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$, the Hamiltonian constraint (2.62) becomes,

$$\mathcal{C}_0 = \frac{1}{2}P^{(0)} - \frac{1}{8}b_\alpha^\beta b_\beta^\alpha + \frac{1}{8}b^2 + \epsilon \left(2(-P^{(0)} - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2)(-c + \frac{1}{4}b_\gamma^\gamma b_\delta^\delta)\right)$$

$$- \frac{1}{2}(-P^{(0)} - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2)^2$$

$$+ b(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\alpha b - P^{(1)})$$

$$+ a^{\alpha\beta} \left[-2\partial_\alpha \left(\partial_\beta(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2)\right)\right]$$

$$+ a^{\mu\nu} A_{\alpha\beta\mu} \partial_\nu \left(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2\right)$$

$$+ \frac{1}{2}P^{(1)} - \frac{1}{4}b_\alpha^\beta b_\beta^\alpha b + \frac{1}{4}b_\alpha^\beta b_\beta^\alpha b - \frac{1}{2}b_\alpha^\beta c_\beta + \frac{1}{2}bc$$

$$+ \epsilon \left(2(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2)(-3d + 2b_\alpha^\beta c_\beta - \frac{1}{2}b_\alpha^\beta b_\beta^\alpha b)\right)$$

$$+ 2(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\alpha b - P^{(1)})$$

$$- (-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2)(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\alpha b - P^{(1)})$$

$$+ 2c(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\alpha b - P^{(1)})$$

$$+ 2b(-\frac{3}{2}bd - c^2 - 12c + \frac{21}{2}b_\beta^\alpha d_\alpha^\beta + 5c_\alpha^\beta c_\beta - \frac{19}{2}b_\alpha^\beta b_\beta^\alpha c_\beta + \frac{9}{4}b_\alpha^\beta b_\beta^\alpha b_\delta^\delta + \frac{3}{2}b_\alpha^\beta c_\beta b$$

$$+ b_\alpha^\beta b_\beta^\alpha c - \frac{1}{2}b_\beta^\alpha b_\beta^\alpha b_\gamma^\gamma b - \frac{1}{4}(b_\alpha^\beta b_\beta^\alpha)^2 - P^{(2)})$$

$$+ a^{\alpha\beta} \left[-2\partial_\alpha \left(\partial_\beta(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\beta^\alpha b_\beta^\alpha b - P^{(1)})\right)\right]$$

$$+ 2E^{\mu\nu} A_{\alpha\beta\mu} \partial_\nu \left(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2\right)$$

$$+ a^{\mu\nu} A_{\alpha\beta\mu} \partial_\nu \left(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\beta^\alpha b_\beta^\alpha b - P^{(1)})\right]$$

$$+ b^{\alpha\beta} \left[2\partial_\alpha \left(\partial_\beta(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2)\right)\right]$$

$$- b_{\alpha\beta}(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\beta^\alpha b_\alpha^\gamma b_\beta^\gamma + \frac{1}{2}b_\beta^\alpha b_\beta^\alpha b - P^{(1)})$$

$$- a^{\mu\nu} A_{\alpha\beta\mu} \partial_\nu \left(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2\right)\right)\right\}$$

$$= 0.$$
Chapter 4. Perturbative formulation of higher-order gravity

From (2.63), we calculate the momentum constraints in the form,

\[
C_\alpha = \frac{1}{2}(\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) + \epsilon \left[ (-P_0 - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2)(\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) \right. \\
- 2\partial_\alpha(-bc - 6d + 5b_\alpha^\beta c_\beta^\alpha - \frac{3}{2}b_\alpha^\beta c_\gamma^\beta + \frac{1}{2}b_\alpha^\beta b_\beta^\gamma b - P_1) \\
+ \left. b_\alpha^\beta \partial_\beta(-P_0 - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2) \right] \\
+ t \left\{ \left( \nabla_\beta c_\alpha^\beta - \nabla_\alpha c \right) - \frac{1}{2} \nabla_\beta (b_\gamma^\beta b_\alpha^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\beta^\gamma) \right\} \\
+ \epsilon \left\{ 2(-P_0)^2 - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\delta - \frac{1}{4}b^2 \right\} \left[ \left( \nabla_\beta c_\alpha^\beta - \nabla_\alpha c \right) - \frac{1}{2} \nabla_\beta (b_\gamma^\beta b_\alpha^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\beta^\gamma) \right] \\
- (bc - 6d + 5b_\alpha^\beta c_\beta^\gamma - \frac{3}{2}b_\alpha^\beta b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\gamma b - P_1) \right) \right\} \\
- 4\partial_\alpha(-\frac{3}{2}bd - c^2 - 12c + \frac{21}{2}b_\beta^\gamma d_\gamma^\beta + 5c_\beta^\beta c_\beta^\beta - \frac{19}{2}b_\beta^\gamma b_\gamma^\beta c_\delta^\beta + \frac{9}{4}b_\beta^\gamma b_\gamma^\beta b_\epsilon^\delta + \frac{3}{2}b_\gamma^\beta b_\delta^\gamma b + \frac{1}{4}(b_\gamma^\beta b_\delta^\beta)^2 - P_2) \\
+ b_\alpha^\beta b_\alpha^\beta b_\alpha^\gamma b_\alpha^\delta - \frac{1}{2}b_\gamma^\beta b_\delta^\beta b_\gamma^\beta b_\delta^\gamma - \frac{1}{4}(b_\gamma^\beta b_\delta^\beta)^2 - P_2) \\
+ b_\alpha^\beta \partial_\beta(-bc - 6d + 5b_\alpha^\beta c_\beta^\gamma - \frac{3}{2}b_\alpha^\beta b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\gamma b - P_1) \\
+ (2c_\alpha^\beta - b_\gamma^\beta b_\alpha^\gamma) \partial_\beta(-P_0)^2 - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\delta - \frac{1}{4}b^2 \right\} \right\} \\
= 0. \tag{4.56}
\]

Finally, the snap equation (2.55) gives,

\[
\begin{align*}
&\frac{1}{2}P_0^2 + 2c - \frac{5}{8}b_\alpha^\beta b_\beta^\alpha + \frac{1}{8}b^2 \\
+ \epsilon \left\{ 2(-P_0)^2 - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\delta - \frac{1}{4}b^2 \right\} \left[ (-P_0) + (-c + \frac{1}{2}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2) \right] \\
- \frac{3}{2}(-P_0)^2 - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\delta - \frac{1}{4}b^2 \right\}^2 + 6[-2P_2^2 - 3bd - 2c^2 - 24e + 21b_\gamma^\beta d_\gamma^\beta] \\
+ 10c_\gamma^\delta d_\gamma^\delta - 19b_\delta^\gamma b_\gamma^\delta c_\gamma^\gamma + \frac{9}{2}b_\gamma^\beta b_\gamma^\delta b_\gamma^\delta c_\delta^\gamma b_\epsilon^\delta + 2b_\gamma^\delta b_\gamma^\delta c + b_\gamma^\delta b_\gamma^\delta b_\gamma^\delta b - \frac{1}{2}(b_\gamma^\delta b_\gamma^\delta)^2 \\
+ 4a_\alpha^\beta \partial_\alpha \left( \partial_\beta(-P_0)^2 - 2c + \frac{3}{4}b_\gamma^\beta b_\beta^\delta - \frac{1}{4}b^2 \right) \\
- \frac{1}{2}b_\alpha^\beta \partial_\beta(-bc - 6d + 5b_\alpha^\beta c_\beta^\gamma - \frac{3}{2}b_\alpha^\beta b_\beta^\gamma + \frac{1}{2}b_\alpha^\beta b_\beta^\gamma b - P_1) \\
- (T_\alpha^\beta)(0) \partial_\mu(-P_0)^2 - 2c + \frac{3}{4}b_\epsilon^\delta b_\delta^\epsilon - \frac{1}{4}b^2 \right\} \right\} \\
= 0. \tag{4.57}
\end{align*}
\]
4.3 Perturbative analysis with a singular formal series representation of the spatial metric

Similarly to the previous Section, taking into account that the scale factor $a$ given by Eqns. (4.12), (4.13), (4.14) is an exact solution of the generalized Friedmann equations (4.23) and (4.24) for the corresponding $k$ each time, we are also going to use the Landau-Lifschitz pertubative method in higher order gravity, in the vicinity of a point that is not regular, but singular in the time. In particular, we note that the exact solutions of the generalized Friedmann equations in cases of $k = -1, 0, +1$, lead us to the fact that the dependence of the scale factor $a = a(t)$ when $t \rightarrow 0$ goes over the $k = 0$ solution, and consequently we have,

$$a \propto t^{1/2}. \quad (4.58)$$

Thus, in accordance with (4.58), we assume a formal series representation of the spatial metric of the form:

$$\gamma_{\alpha\beta} = \gamma_{\alpha\beta}^{(1)} + \gamma_{\alpha\beta}^{(2)} t^2 + \gamma_{\alpha\beta}^{(3)} t^3 + \gamma_{\alpha\beta}^{(4)} t^4 + \cdots = a_{\alpha\beta} t + b_{\alpha\beta} t^2 + c_{\alpha\beta} t^3 + d_{\alpha\beta} t^4 + \cdots, \quad (4.59)$$

where the $\gamma_{\alpha\beta}^{(1)} = a_{\alpha\beta}, \gamma_{\alpha\beta}^{(2)} = b_{\alpha\beta}, \gamma_{\alpha\beta}^{(3)} = c_{\alpha\beta}, \gamma_{\alpha\beta}^{(4)} = d_{\alpha\beta}, \cdots$ are functions of the space coordinates.

4.3.1 Singular formal series representation

Taking into consideration the order of the higher order gravity equations in cases of vacuum and radiation that we have dealt with in Chapter 2, we shall be interested too in the part of the formal series shown, that is up to order four. Because of this, we shall also drop the dots at the end of the various expressions in order to simplify the overall appearance. Certainly, in the next two Chapters, we also prove that, even if the order of the formal series is greater than four, then the results are qualitatively the same as that of the series (4.59). Thus before substitution to the evolution and constraint higher order equations, we note that the expression (4.59) contains 24 degrees of freedom (6 of each spatial matrix $\gamma_{\alpha\beta}^{(n)}$, $n = 1, \cdots, 4$).

We note that the data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$, are arbitrary, nontrivial analytic functions of the space coordinates.
To proceed, we find the expression of the formal expansion of the reciprocal tensor \( \gamma^{\alpha\beta} \) using the identity (4.27). Then the various coefficients \( \gamma^{(\mu)\alpha\beta}, \mu = 1, \cdots, 4 \), of \( t \) in the expansion \( \gamma^{\alpha\beta} = \sum_{n=-1}^{\infty} (\gamma^{\alpha\beta})^{(n)} t^n \) are found to be:

\[
\gamma^{\alpha\beta} = \frac{1}{t} a^{\alpha\beta} - b^{\alpha\beta} + t(-c^{\alpha\beta} + b^{\alpha\gamma} b^{\beta}_\gamma) + t^2(-d^{\alpha\beta} + b^{\alpha\gamma} c^{\beta}_\gamma - b^{\alpha\gamma} b^{\beta}_\gamma + c^{\alpha\gamma} b^{\beta}_\gamma).
\] (4.60)

Note that \( a^{\alpha\beta} a^{\beta\gamma} = \delta^\gamma_\alpha \) and the indices of \( b^{\alpha\beta}, c^{\alpha\beta}, d^{\alpha\beta} \) are raised by \( a^{\alpha\beta} \). For any tensor \( X \), using the formal expansion (4.59), we can recursively calculate the coefficients in the expansion

\[
X^{\alpha\beta} = \sum X^{(n)}_{\alpha\beta} t^n,
\] (4.61)

where the values of \( n \) depend on the tensor.

### 4.3.2 Singular formal series representation of \( K^{\alpha\beta}, D^{\alpha\beta}, W^{\alpha\beta} \)

In terms of the data \( a^{\alpha\beta}, b^{\alpha\beta}, c^{\alpha\beta}, d^{\alpha\beta} \), we have explicitly,

\[
K^{\alpha\beta} = \partial_t \gamma^{\alpha\beta} = a^{\alpha\beta} + 2 t b^{\alpha\beta} + 3 t^2 c^{\alpha\beta} + 4 t^3 d^{\alpha\beta},
\] (4.62)

and for the mixed components we obtain,

\[
K^{\alpha}_\beta = \frac{1}{t} \delta^\alpha_\beta + b^{\alpha}_\beta + t(2 c^{\alpha}_\beta - b^{\alpha}_\gamma b^{\beta}_\gamma) + t^2(3 d^{\alpha}_\beta - 2 b^{\beta}_\gamma c^{\alpha}_\gamma - c^{\beta}_\gamma b^{\alpha}_\gamma + b^{\beta}_\gamma b^{\alpha}_\delta b^{\delta}_\gamma).
\] (4.63)

Additionally, taking into account the third inequality of (2.18), namely that,

\[
\gamma > 0,
\] (4.64)

the mean curvature,

\[
K = K^\alpha_\alpha = \gamma^{\alpha\beta} \partial_t \gamma^{\alpha\beta} = \partial_t \ln(\gamma),
\] (4.65)

is given by the form,

\[
K = \frac{3}{t} + b + t(2 c - b^{\beta}_\gamma b^{\alpha}_\beta) + t^2(3 d - 3 b^{\beta}_\gamma c^{\alpha}_\gamma + b^{\beta}_\gamma b^{\alpha}_\delta b^{\delta}_\gamma),
\] (4.66)

and for completeness, we also give the expressions of the coefficients \( (K^{\alpha\beta})^{(n)} \) of the fully contravariant symbols,

\[
K^{\alpha\beta} = \frac{1}{t^2} a^{\alpha\beta} + (c^{\alpha\beta} - b^{\beta\gamma} b^{\alpha}_\gamma) + t(2 d^{\alpha\beta} - 2 b^{\beta}_\gamma c^{\alpha}_\gamma - 2 b^{\alpha\gamma} c^{\beta}_\gamma + 2 b^{\alpha\gamma} b^{\delta}_\gamma b^{\beta}_\delta).
\] (4.67)
Chapter 4. Perturbative formulation of higher-order gravity

Using these forms, we can find the various components of the acceleration and jerk tensors to the required order. We have that the perturbation of the acceleration tensor in terms of the prescribed data is given by the form:

\[ D_{\alpha\beta} = \partial_t K_{\alpha\beta} = 2b_{\alpha\beta} + 6c_{\alpha\beta}t + 12d_{\alpha\beta}t^2. \] \hfill (4.68)

Further, for the mixed components we find,

\[ D_{\beta\alpha} = 2tb_{\beta\alpha} + 2(3c_{\beta\alpha} - b_{\beta\gamma}b_{\gamma\alpha}) + 2t(6d_{\beta\alpha} - 3b_{\beta\gamma}c_{\gamma\alpha} - c_{\gamma\alpha}b_{\gamma\beta} + b_{\beta\gamma}b_{\gamma\alpha}), \] \hfill (4.69)

and,

\[ D = \frac{2}{t}b + 2(3c - b_{\alpha\beta}b_{\beta\alpha}) + 2t(6d - 4b_{\alpha\beta}c_{\beta\gamma} + b_{\beta\gamma}b_{\gamma\beta}), \] \hfill (4.70)

where the trace is given by,

\[ D = D_{\alpha\alpha} = \gamma^{\alpha\beta}\partial_t K_{\alpha\beta}. \] \hfill (4.71)

Also, for the fully contravariant components, we find,

\[ D^{\alpha\beta} = \frac{2}{t^2}b^{\alpha\beta} + \frac{2}{t}(3c^{\alpha\beta} - 2b^{\beta\gamma}b_{\gamma\alpha}) + 2t(6d_{\alpha\beta} - 4b_{\alpha\beta}c_{\alpha\gamma} - 4b_{\gamma\alpha}c^{\alpha\beta} + 3b_{\alpha\gamma}b^{\delta\gamma}b_{\delta\alpha}). \] \hfill (4.72)

Lastly, the jerk perturbation series is found to be,

\[ W_{\alpha\beta} = \partial_t D_{\alpha\beta} = 6c_{\alpha\beta} + 24d_{\alpha\beta}t, \] \hfill (4.73)

so that,

\[ W = \frac{6}{t}c + 6(4d - b_{\alpha\beta}c_{\beta\alpha}), \] \hfill (4.74)

where,

\[ W = W_{\alpha} = \gamma^{\alpha\beta}\partial_t D_{\alpha\beta}. \] \hfill (4.75)

So far, we have fully calculated all the terms that appear in higher-order gravity apart from the three-dimensional Ricci tensor \( P_{\alpha\beta} \) and it’s trace \( P = trP_{\alpha\beta}. \)

### 4.3.3 Singular formal series representation of \( P_{\alpha\beta} \)

In order to determine \( P_{\alpha\beta} \), we start with the expression of the Ricci tensor, that is,

\[ R_{ij} = R^l_{ij} = \partial_l \Gamma^l_{ij} - \partial_j \Gamma^l_i + \Gamma^l_k \Gamma^k_{ij} - \Gamma^l_i \Gamma^k_j. \] \hfill (4.76)
Thus, the expression of the three-dimensional Ricci tensor is,

$$P_{\alpha\beta} = \partial_\mu \Gamma^\mu_{\alpha\beta} - \partial_\beta \Gamma^\mu_{\alpha\mu} + \Gamma^\mu_{\alpha\beta} \Gamma_{\mu\epsilon} - \Gamma^\mu_{\alpha\epsilon} \Gamma_{\beta\mu},$$

(4.77)

where the Christoffel symbols of the second kind,

$$\Gamma^\mu_{\alpha\beta} = \frac{1}{2} \gamma^{\mu\epsilon}(\partial_\beta \gamma_{\alpha\epsilon} + \partial_\alpha \gamma_{\beta\epsilon} - \partial_\epsilon \gamma_{\alpha\beta}),$$

(4.78)

using the series (4.59) become,

$$\Gamma^\mu_{\alpha\beta} = \frac{1}{2} \left[ \frac{1}{t} a^{\mu\epsilon} - b^{\mu\epsilon} + t(-c^{\mu\epsilon} + b^{\mu\epsilon} b^{\epsilon}_\gamma) + t^2(-d^{\mu\epsilon} + b^{\mu\epsilon} c^{\epsilon}_\gamma + c^{\mu\epsilon} b^{\gamma}_\epsilon - b^{\mu\epsilon} b^{\gamma}_\epsilon b^{\epsilon}_\delta) \right]$$

$$\times \left[ t(\partial_\beta a_{\alpha\epsilon} + \partial_\alpha a_{\beta\epsilon} - \partial_\epsilon a_{\alpha\beta}) + t^2(\partial_\beta b_{\alpha\epsilon} + \partial_\alpha b_{\beta\epsilon} - \partial_\epsilon b_{\alpha\beta}) + t^3(\partial_\beta c_{\alpha\epsilon} + \partial_\alpha c_{\beta\epsilon} - \partial_\epsilon c_{\alpha\beta}) + t^4(\partial_\beta d_{\alpha\epsilon} + \partial_\alpha d_{\beta\epsilon} - \partial_\epsilon d_{\alpha\beta}) \right].$$

(4.79)

In order to simplify our work, we set,

$$A_{\alpha\beta\epsilon} = \partial_\beta a_{\alpha\epsilon} + \partial_\alpha a_{\beta\epsilon} - \partial_\epsilon a_{\alpha\beta},$$

(4.80)

$$B_{\alpha\beta\epsilon} = \partial_\beta b_{\alpha\epsilon} + \partial_\alpha b_{\beta\epsilon} - \partial_\epsilon c_{\alpha\beta},$$

(4.81)

$$C_{\alpha\beta\epsilon} = \partial_\beta c_{\alpha\epsilon} + \partial_\alpha c_{\beta\epsilon} - \partial_\epsilon c_{\alpha\beta},$$

(4.82)

$$D_{\alpha\beta\epsilon} = \partial_\beta d_{\alpha\epsilon} + \partial_\alpha d_{\beta\epsilon} - \partial_\epsilon d_{\alpha\beta}.$$ 

(4.83)

Therefore, relation (4.79) becomes,

$$\Gamma^\mu_{\alpha\beta} = \frac{1}{2} \left[ \frac{1}{t} a^{\mu\epsilon} - b^{\mu\epsilon} + t(-c^{\mu\epsilon} + b^{\mu\epsilon} b^{\epsilon}_\gamma) + t^2(-d^{\mu\epsilon} + b^{\mu\epsilon} c^{\epsilon}_\gamma + c^{\mu\epsilon} b^{\gamma}_\epsilon - b^{\mu\epsilon} b^{\gamma}_\epsilon b^{\epsilon}_\delta) \right]$$

$$\times \left[ t(\partial_\beta a_{\alpha\epsilon} + \partial_\alpha a_{\beta\epsilon} - \partial_\epsilon a_{\alpha\beta}) + t^2(\partial_\beta b_{\alpha\epsilon} + \partial_\alpha b_{\beta\epsilon} - \partial_\epsilon b_{\alpha\beta}) + t^3(\partial_\beta c_{\alpha\epsilon} + \partial_\alpha c_{\beta\epsilon} - \partial_\epsilon c_{\alpha\beta}) + t^4(\partial_\beta d_{\alpha\epsilon} + \partial_\alpha d_{\beta\epsilon} - \partial_\epsilon d_{\alpha\beta}) \right].$$

(4.84)

and so,

$$\Gamma^\mu_{\alpha\beta} = \frac{1}{2} a^{\mu\epsilon} A_{\alpha\beta\epsilon} + \frac{1}{2} (a^{\mu\epsilon} B_{\alpha\beta\epsilon} - b^{\mu\epsilon} A_{\alpha\beta\epsilon}) t + \frac{1}{2} (a^{\mu\epsilon} C_{\alpha\beta\epsilon} - b^{\mu\epsilon} B_{\alpha\beta\epsilon} + (\gamma_{\beta\epsilon}^{(1)}) A_{\alpha\beta\epsilon}) t^2$$

$$+ \frac{1}{2} (a^{\mu\epsilon} D_{\alpha\beta\epsilon} - b^{\mu\epsilon} C_{\alpha\beta\epsilon} + (\gamma_{\beta\epsilon}^{(1)}) B_{\alpha\beta\epsilon} + (\gamma_{\beta\epsilon}^{(2)}) A_{\alpha\beta\epsilon}) t^3.$$ 

(4.85)

We further set,

$$\tilde{\Gamma}_{\alpha\beta} = \frac{1}{2} a^{\mu\epsilon} A_{\alpha\beta\epsilon},$$

(4.86)

$$E_{\alpha\beta} = \frac{1}{2} (a^{\mu\epsilon} B_{\alpha\beta\epsilon} - b^{\mu\epsilon} A_{\alpha\beta\epsilon}),$$

(4.87)

$$F_{\alpha\beta} = \frac{1}{2} (a^{\mu\epsilon} C_{\alpha\beta\epsilon} - b^{\mu\epsilon} B_{\alpha\beta\epsilon} + e^{\mu\epsilon} A_{\alpha\beta\epsilon}),$$

(4.88)
and finally for the Christoffel symbols we obtain,

\[ \Gamma^\mu_{\alpha \beta} = \tilde{\Gamma}^\mu_{\alpha \beta} + tE^\mu_{\alpha \beta} + t^2 F^\mu_{\alpha \beta} + t^3 G^\mu_{\alpha \beta}. \]  

(4.90)

Moreover, from (4.77) using (4.90) we find,

\[ P_{\alpha \beta} = (\partial_\mu \tilde{\Gamma}^\mu_{\alpha \beta} + t \partial_\mu E^\mu_{\alpha \beta} + t^2 \partial_\mu F^\mu_{\alpha \beta} + t^3 \partial_\mu G^\mu_{\alpha \beta}) - (\partial_\mu \tilde{\Gamma}^\mu_{\alpha \beta} + t \partial_\beta E^\mu_{\alpha \beta} + t^2 \partial_\beta F^\mu_{\alpha \beta} + t^3 \partial_\beta G^\mu_{\alpha \beta}) + (\tilde{\Gamma}^\mu_{\alpha \beta} + t E^\mu_{\alpha \beta} + t^2 F^\mu_{\alpha \beta} + t^3 G^\mu_{\alpha \beta}) \times (\tilde{E}^\mu_{\alpha \epsilon} + t F^\mu_{\alpha \epsilon} + t^2 G^\mu_{\alpha \epsilon}) \]  

\[ - (\tilde{\Gamma}^\mu_{\alpha \epsilon} + t E^\mu_{\alpha \epsilon} + t^2 F^\mu_{\alpha \epsilon} + t^3 G^\mu_{\alpha \epsilon}) \times (\tilde{E}^\mu_{\beta \mu} + t F^\mu_{\beta \mu} + t^2 G^\mu_{\beta \mu}), \]  

(4.91)

and further setting,

\[ \tilde{P}_{\alpha \beta} = \partial_\mu \tilde{\Gamma}^\mu_{\alpha \beta} - \partial_\beta \tilde{\Gamma}^{\mu \alpha}_{\beta \mu} + \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{E}^\mu_{\beta \mu} - \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{F}^{\mu \alpha}_{\beta \mu}, \]  

(4.92)

\[ H_{\alpha \beta} = \partial_\mu \tilde{E}^\mu_{\alpha \beta} - \partial_\beta \tilde{E}^{\mu \alpha}_{\beta \mu} + \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{E}^\mu_{\beta \mu} - \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{E}^{\mu \alpha}_{\beta \mu}, \]  

(4.93)

\[ I_{\alpha \beta} = \partial_\mu \tilde{F}^\mu_{\alpha \beta} - \partial_\beta \tilde{F}^{\mu \alpha}_{\beta \mu} + \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{F}^\mu_{\beta \mu} - \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{F}^{\mu \alpha}_{\beta \mu} - \tilde{\Gamma}^e_{\beta \alpha} \tilde{L}^\epsilon_{\beta \mu} + E^\mu_{\alpha \beta} E^\mu_{\beta \mu} - E^\mu_{\alpha \beta} E^\mu_{\beta \mu}, \]  

(4.94)

\[ J_{\alpha \beta} = \partial_\mu \tilde{G}^\mu_{\alpha \beta} - \partial_\beta \tilde{G}^{\mu \alpha}_{\beta \mu} + \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{G}^\mu_{\beta \mu} - \tilde{\Gamma}^\mu_{\alpha \beta} \tilde{G}^{\mu \alpha}_{\beta \mu} + E^\mu_{\alpha \beta} E^\mu_{\beta \mu} - E^\mu_{\alpha \beta} E^\mu_{\beta \mu}, \]  

(4.95)

we can write the three-dimensional Ricci tensor in the form,

\[ P_{\alpha \beta} = \tilde{P}_{\alpha \beta} + t H_{\alpha \beta} + t^2 I_{\alpha \beta} + t^3 J_{\alpha \beta}. \]  

(4.96)

For the mixed three-dimensional Ricci tensor we have,

\[ P^\beta_{\alpha \mu} = \gamma^\beta_{\mu \rho} P_{\rho \alpha} = \left( \frac{1}{t} a^{\beta \rho} b^{\rho \mu} + t \gamma(1)^{\beta \mu} + t^2 \gamma(2)^{\beta \mu} \right) \times (\tilde{P}_{\rho \alpha} + t H_{\rho \alpha} + t^2 I_{\rho \alpha} + t^3 J_{\rho \alpha}), \]  

(4.97)

and setting,

\[ \kappa^\beta_{\alpha} = a^{\beta \mu} H_{\mu \alpha} - b^{\beta \mu} \tilde{P}_{\mu \alpha}, \]  

(4.98)

\[ \lambda^\beta_{\alpha} = a^{\beta \mu} I_{\mu \alpha} - b^{\beta \mu} H_{\mu \alpha} + (\gamma^\beta_{\mu})^{(1)} \tilde{P}_{\mu \alpha}, \]  

(4.99)

\[ \mu^\beta_{\alpha} = a^{\beta \mu} J_{\mu \alpha} - b^{\beta \mu} I_{\mu \alpha} + (\gamma^\beta_{\mu})^{(1)} H_{\mu \alpha} + (\gamma^\beta_{\mu})^{(2)} \tilde{P}_{\mu \alpha}, \]  

(4.100)
we find that the form of the mixed three-dimensional Ricci tensor is,

\[ P^\beta_\alpha = \frac{1}{t} \tilde{P}^\beta_\alpha + \kappa^\beta_\alpha + t\lambda^\beta_\alpha + t^2\mu^\beta_\alpha. \]  

Finally, we obtain,

\[ P = P^\alpha_\alpha = \frac{1}{t} \tilde{P} + \kappa + t\lambda + t^2\mu, \]

where obviously,

\[ \kappa = \delta^\beta_\alpha \kappa^\beta_\alpha, \]
\[ \lambda = \delta^\beta_\alpha \lambda^\beta_\alpha \]
\[ \mu = \delta^\beta_\alpha \mu^\beta_\alpha. \]

Using the above results, we can write the various components of the Ricci curvature and its trace expressed in terms of the asymptotic data \( a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta} \).

### 4.3.4 Singular formal series representation of the Ricci tensor

Using Eqns. (2.56), (2.57) and (2.58) and the results of the previous Subsection concerning the quantities \( P_{\alpha\beta} \), the various components of the Ricci curvature become,

\[ R^0_0 = \frac{3}{4t^2} - \frac{1}{2t} b + \left( -2c + \frac{3}{4} b^\beta_b^\alpha \right) + \left( -\frac{9}{2} d + \frac{7}{2} b^\beta_c^\alpha + b^\beta_b^\alpha \right) \]

\[ R^0_\alpha = \frac{1}{2} (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) + \left[ (\nabla_\beta c^\beta_\gamma - \nabla_\gamma c^\beta_\alpha) - \frac{1}{2} \nabla_\beta (b^\beta_c^\gamma b^\gamma_\alpha) + \frac{1}{2} \nabla_\alpha (b^\beta_c^\gamma b^\gamma_\beta) \right] t \]

\[ R^\beta_\alpha = -\frac{1}{4t^2} \delta^\beta_\alpha - \frac{1}{4t} (4\tilde{P}^\beta_\alpha + 3b^\beta_\alpha + 2b^\delta_\alpha) + \left( -\frac{5}{2} c^\beta_\alpha + \frac{5}{4} b^\beta_c^\gamma b^\gamma_\alpha - \frac{1}{4} b^\beta c^\beta_\gamma b^\gamma_\alpha + \frac{1}{4} b^\beta c^\beta_\gamma b^\gamma_\alpha - \frac{1}{2} c^\beta_\alpha + \frac{1}{4} b^\beta b^\gamma_\alpha \right) \]

\[ + \left( -\frac{21}{4} d^\beta_\alpha + \frac{7}{2} b^\beta_c^\gamma c^\gamma_\alpha + \frac{7}{4} c^\beta_\alpha + \frac{7}{4} b^\beta_b^\alpha + \frac{7}{2} b^\beta b^\alpha + \frac{1}{2} b^\beta b^\alpha + \frac{1}{2} c^\beta_\alpha + \frac{1}{4} b^\beta b^\alpha + \frac{1}{4} b^\beta b^\alpha - \frac{3}{4} d^\beta_\alpha \right) \]

\[ + \frac{3}{4} b^\beta_b^\gamma \delta^\beta_\alpha - \frac{1}{4} b^\beta_b^\gamma \delta^\beta_\alpha - \lambda^\beta_\alpha \]
and the scalar curvature becomes an expression of the form,

$$R = \frac{1}{t} R^{(-1)} + R^{(0)} + R^{(1)} t,$$

(4.109)

where explicitly we have,

$$R = -\frac{1}{t} (\tilde{P} + 2b) + (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^2 b^2 - \kappa) + (-12d - bc + 11b^2 b^2 - \frac{7}{2} b^2 b^2 b^2 + \frac{1}{2} b^2 b^2 b^2 - \lambda) t.$$

(4.110)

### 4.3.5 Constraints and snap equation

In terms of $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$, the Hamiltonian constraint (2.80) becomes,

$$C_0 = \frac{1}{l^3} \left( \frac{3}{2} \epsilon (\tilde{P} + 2b) \right)$$

$$+ \frac{1}{l^3} \left\{ \frac{3}{4} + \epsilon \left[ -\frac{1}{2} (\tilde{P}^2 - 4b^2) + \frac{3}{2} (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^2 b^2 - \kappa) \right] \right.$$  

$$+ 2 a_{\alpha\beta} \partial_\alpha \left( \partial_\beta (\tilde{P} + 2b) \right) - 2 a_{\alpha\beta} \tilde{\Gamma}_\mu_{\alpha\beta} \partial_\mu (\tilde{P} + 2b) \right\}$$

$$+ \frac{1}{l} \left\{ \frac{1}{2} (\tilde{P} + b) + \epsilon \left[ (\tilde{P} + 2b)(\frac{1}{4} b^2 b^2 - \frac{1}{4} b^2 - \kappa) - b(-6c - \frac{1}{4} b^2 + \frac{11}{4} b^2 b^2 - \kappa) \right] \right.$$  

$$+ \frac{9}{2} (-12d - bc + 11b^2 b^2 - \frac{7}{2} b^2 b^2 b^2 + \frac{1}{2} b^2 b^2 b^2 - \lambda) - 2 b_{\alpha\beta} \partial_\alpha \left( \partial_\beta (\tilde{P} + 2b) \right)$$

$$- 2 a_{\alpha\beta} \partial_\alpha \left( \partial_\beta (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^2 b^2 - \kappa) \right) + 2 b_{\alpha\beta} \tilde{\Gamma}_\mu_{\alpha\beta} \partial_\mu (\tilde{P} + 2b)$$

$$+ 2 a_{\alpha\beta} \tilde{\Gamma}_\mu_{\alpha\beta} \partial_\mu (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^2 b^2 - \kappa) - 2 a_{\alpha\beta} ^\mu E_{\alpha\beta} \partial_\mu (\tilde{P} + 2b) \right\}$$

$$= 8 \pi G T^0_0.$$  

(4.111)
From (2.81), the momentum constraints become,

\[
\mathcal{C}_\alpha = \frac{1}{t^2} \left( -3c \partial_\alpha \bar{P} + 2b \right) \\
+ \frac{1}{t} \left\{ \epsilon \left[ -\bar{P} + 2b \right] \left( \nabla_\beta b_\alpha^\beta - \nabla_\alpha b \right) + \partial_\alpha \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\gamma - \kappa \right) \\
- b_\delta^\alpha \partial_\delta \left( \bar{P} + 2b \right) \right\} \\
+ t \left\{ \frac{1}{2} \left( \nabla_\beta b_\alpha^\beta - \nabla_\alpha b \right) + \epsilon \left[ -2(\bar{P} + 2b) \left( \nabla_\beta c_\alpha^\beta - \nabla_\alpha c \right) - \frac{1}{2} \nabla_\beta (b_\gamma^\beta b_\gamma^\alpha) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\gamma^\alpha) \right] \\
+ \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\gamma - \kappa \right) \left( \nabla_\beta b_\alpha^\beta - \nabla_\alpha b \right) \\
- \partial_\alpha \left( -12d - bc + 11b_\delta^\beta c_\delta^\gamma - \frac{7}{2} b_\delta^\beta b_\delta^\gamma b_\delta^\alpha + \frac{1}{2} bb_\delta^\beta b_\delta^\gamma - \lambda \right) \\
+ b_\delta^\beta \partial_\delta \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\gamma - \kappa \right) - \left( 2c_\alpha^\beta - c_\beta^\gamma b_\gamma^\alpha \right) \partial_\delta \left( \bar{P} + 2b \right) \right\} \\
= 8\pi GT^\alpha_\alpha \tag{4.112}
\]

Finally, the snap equation (2.82) gives,

\[
\frac{1}{t^3} \left( -\frac{9}{2} \epsilon \bar{P} + 2b \right) \\
+ \frac{1}{t^2} \left\{ \frac{3}{4} + \epsilon \left[ \bar{P} + 2b \right] \left( \frac{1}{2} \bar{P} + 2b \right) - \frac{3}{2} \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\gamma - \kappa \right) \\
- 2a^{\alpha\beta} \partial_\alpha \left( \bar{P} + 2b \right) + 2a^{\alpha\beta} \bar{\Gamma}^{\mu}_{\alpha\beta} \partial_\mu \left( \bar{P} + 2b \right) + 6a^{\alpha\beta} \partial_\alpha \left( \bar{P} + 2b \right) \\
- 6a^{\alpha\beta} \bar{\Gamma}^{\mu}_{\alpha\beta} \partial_\mu \left( \bar{P} + 2b \right) \right\} \\
+ \frac{1}{t} \left\{ -\frac{1}{2} \bar{P} + \frac{3}{2} b + \epsilon \left( 2 \bar{P} + 3b \right) \left( -12d - bc + 11b_\delta^\beta c_\delta^\gamma - \frac{7}{2} b_\delta^\beta b_\delta^\gamma b_\delta^\alpha + \frac{1}{2} bb_\delta^\beta b_\delta^\gamma - \lambda \right) \\
+ \left( \bar{P} + 2b \right) \left( -6c + \frac{9}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2 - \kappa \right) \\
- \left( 2 \bar{P} + 3b \right) \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\alpha - \kappa \right) - 6a^{\alpha\beta} E^{\mu}_{\alpha\beta} \partial_\mu \left( \bar{P} + 2b \right) \\
+ 2b^{\alpha\beta} \partial_\alpha \left( \bar{P} + 2b \right) - 2a^{\alpha\beta} \bar{\Gamma}^{\mu}_{\alpha\beta} \partial_\mu \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\gamma - \kappa \right) \\
- 2b^{\alpha\beta} \bar{\Gamma}^{\mu}_{\alpha\beta} \partial_\mu \left( \bar{P} + 2b \right) + 2a^{\alpha\beta} E^{\mu}_{\alpha\beta} \partial_\mu \left( \bar{P} + 2b \right) \\
- 6a^{\alpha\beta} \partial_\alpha \left( \bar{P} \right) \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b_\delta^\beta b_\delta^\gamma - \kappa \right) \right\} \\
= 8\pi GT^\alpha_\alpha \tag{4.113}
\]
We are now ready to write our field equations in terms of the initial data $a_{\alpha\beta}$, $b_{\alpha\beta}$, $c_{\alpha\beta}$, $d_{\alpha\beta}$. This will allow us to count how many of the initial data are free.
Chapter 5

Regular universes in higher-order gravity

In this Chapter, we study the form of the solution of the gravitational field equations of higher-order gravity in vacuum, as well as in the case of radiation, in the vicinity of a point that is regular in the time. In Section 5.1, by using the 3-metric (4.25), we present the higher-order field equations and we calculate the various quantities of these equations in terms of the initial data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$. In Section 5.2, by using (4.25), we study the form of the solution of higher-order gravity equations in vacuum. In Section 5.3, we also use the same 3-metric to search for the form of the solution in the case of radiation. Then, in Section 5.4, we show that the degrees of freedom in both cases remain the same, if the order of the regular 3-metric becomes greater than 4. Finally, in Section 5.5, we present the choice of the initial data between the initial functions of the two cases, taking into account the corresponding function-counting problems of Chapter 2.

5.1 Analytic field equations through regular formal series expansion

In this Section we present the vacuum field equations of higher-order gravity theory derived from the analytic lagrangian $f(R) = R + \epsilon R^2$, that is the Eqns. (2.40), (2.41) and (2.42), through regular formal series expansion (4.25) and find the form of their solution. We also present the corresponding field equations in the case of radiation by using the same series.
5.1.1 Series form of field equations

Taking into consideration the order of the higher-order differential equations in vacuum, namely that Eqns. (2.40), (2.41) are third-order differential equations with respect to the proper time \( t \) and Eq. (2.42) is fourth-order differential equation with respect to \( t \) (see Section 2.2.1), we find it convenient to use the following notation:

\[
C_0 = (L_0^0)^{(0)} + t(L_0^0)^{(1)},
\]

(5.1)

\[
C_\alpha = (L_\alpha^0)^{(0)} + t(L_\alpha^0)^{(1)},
\]

(5.2)

and,

\[
L_\beta^\alpha = (L_\beta^\alpha)^{(0)},
\]

(5.3)

in order to simplify our further work. We also use the same notation in the case of a fluid, because the order of the differential equations (2.67), (2.68) and (2.69) is correspondingly the same with the order of vacuum differential equations. Naturally, the five terms \((L_0^0)^{(0)}, (L_0^0)^{(1)}, (L_\alpha^0)^{(0)}, (L_\alpha^0)^{(1)}, (L_\beta^\alpha)^{(0)}\) appearing in (5.1), (5.2) and (5.3) are not the same in both cases. However, they have the same dependence on the matrices \(a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}\). For this reason, we present the dependence for both cases once.

5.1.2 Calculation of the series terms

In terms of \(a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}\), the quantities appearing in these last three equations, by using the relations (4.44), (4.45), (4.46) and (4.54), become,

\[
(L_0^0)^{(0)} = \frac{1}{2}P^{(0)} - \frac{1}{8}b_\alpha^\beta b_\beta^\alpha + \frac{1}{8}b^2 + \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2)(-c + \frac{1}{4}b_\gamma^\gamma b_\delta^\delta) 
- \frac{1}{2}(-P^{(0)} - 2c + \frac{3}{4}b_\alpha^\beta b_\beta^\alpha - \frac{1}{4}b^2)^2 
+ b(-bc - 6d + 5b_\alpha^\beta c_\beta^\alpha - \frac{3}{2}b_\beta^\gamma b_\gamma^\beta b_\delta^\delta + \frac{1}{2}b_\alpha^\beta b_\delta^\beta b - P^{(1)}) 
+ a^\alpha^\beta \left[ -2\partial_\alpha \left( \partial_\beta(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2) \right) \right] 
+ a^\mu^\alpha A_{\alpha\beta} \partial_\mu(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\gamma b_\delta^\delta - \frac{1}{4}b^2) \right\},
\]

(5.4)
\[(L_0^0)^{(1)} = \frac{1}{2} P^{(1)} - \frac{1}{4} b^\alpha b^\beta b^\gamma + \frac{1}{4} b^\alpha b^\gamma b^\beta - \frac{1}{2} b^\beta c^\alpha + \frac{1}{2} bc \]

\[+ \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4} b^\delta b^\epsilon - \frac{1}{4} b^2)(-3d + 2b^\beta c^\alpha - \frac{1}{2} b^\beta b^\gamma b^\beta) \right\} \]

\[+ 2(-bc - 6d + 5b^\alpha c^\beta - \frac{3}{2} b^\alpha b^\gamma b^\beta + \frac{1}{2} b^\beta b^\gamma b^\beta - P^{(1)})(-c + \frac{1}{4} b^\delta b^\epsilon) \]

\[-(P^{(0)} - 2c + \frac{3}{4} b^\delta b^\epsilon - \frac{1}{4} b^2)(-bc - 6d + 5b^\beta c^\alpha - \frac{3}{2} b^\beta b^\gamma b^\beta + \frac{1}{2} b^\beta b^\gamma b^\beta - P^{(1)}) \]

\[+ 2 c(-bc - 6d + 5b^\alpha c^\beta - \frac{3}{2} b^\alpha b^\gamma b^\beta + \frac{1}{2} b^\beta b^\gamma b^\beta - P^{(1)}) \]

\[+ 2b(-\frac{3}{2} bd - c^2 - 12e + \frac{21}{4} b^\alpha d^\beta + 5c^\beta c^\alpha - \frac{19}{2} b^\alpha b^\gamma c^\beta + \frac{9}{4} b^\beta b^\gamma b^\beta b^\delta + \frac{3}{2} b^\beta c^\alpha b + \frac{b^\beta b^\gamma c - 1}{2} b^\gamma b^\alpha b^\alpha b - \frac{1}{4} (b^\beta b^\gamma)^2 - P^{(2)}) \]

\[+ a^\alpha^\beta \left\{ -2\partial_{\alpha} \left( \partial_{\beta}(-bc - 6d + 5b^\delta c^\gamma - \frac{3}{2} b^\delta b^\gamma b^\gamma + \frac{1}{2} b^\delta b^\gamma b^\gamma - P^{(1)}) \right) \right\} \]

\[+ 2P^\mu_{\alpha\beta\gamma} \partial_\mu(-P^{(0)} - 2c + \frac{3}{4} b^\delta b^\epsilon - \frac{1}{4} b^2) \]

\[+ a^\mu^\alpha A_{\alpha\beta\gamma} \partial_\alpha(-bc - 6d + 5b^\delta c^\gamma - \frac{3}{2} b^\delta b^\gamma b^\gamma + \frac{1}{2} b^\delta b^\gamma b^\gamma - P^{(1)}) \]

\[+ b^\nu^\beta \left\{ 2\partial_{\alpha} \left( \partial_{\beta}(-P^{(0)} - 2c + \frac{3}{4} b^\delta b^\epsilon - \frac{1}{4} b^2) \right) \right\} \]

\[a^\mu^\delta A_{\alpha\beta\gamma} \partial_\mu(-P^{(0)} - 2c + \frac{3}{4} b^\delta b^\gamma - \frac{1}{4} b^2) \}

\right\}, \quad (5.5) \]

and,

\[(L_0^0)^{(0)} = \frac{1}{2}(\nabla b^\delta - \nabla a b) + \epsilon \left\{ -P_0 - 2c + \frac{3}{4} b^\delta b^\epsilon - \frac{1}{4} b^2 \right\}(\nabla b^\delta - \nabla b) \]

\[- 2\partial_{\alpha}(-bc - 6d + 5b^\delta c^\gamma - \frac{3}{2} b^\delta b^\gamma b^\gamma + \frac{1}{2} b^\delta b^\gamma b^\gamma - P_1) \]

\[+ b^\delta \partial_{\beta}(-P_0 - 2c + \frac{3}{4} b^\delta b^\epsilon - \frac{1}{4} b^2) \], \quad (5.6) \]
\[(L^0_a)^{(1)} = (\nabla_\beta c^\beta_a - \nabla_a c) - \frac{1}{2} \nabla_\beta (b^\beta_\gamma b^\gamma_a) + \frac{1}{2} \nabla_\alpha (b^\alpha_\gamma b^\gamma_\beta) + \epsilon \left\{ \frac{1}{2} b^\beta_\gamma b^\gamma_\alpha b^\alpha_\beta - \frac{1}{2} (\nabla_\beta b^\beta_\gamma) b^\gamma_\alpha - \frac{1}{2} (\nabla_\gamma b^\gamma_\alpha) b^\alpha_\beta - \frac{1}{2} (\nabla_\alpha b^\alpha_\beta) b^\beta_\gamma \right\} + \left( -bc - 6d + 5b^\beta_\gamma b^\gamma_\alpha - \frac{3}{2} b^\beta_\alpha b^\alpha_\gamma b^\gamma_\beta + \frac{1}{2} b^\alpha_\gamma b^\gamma_\beta b - P^{(1)} \right) (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) - 4 \partial_\alpha (\frac{1}{2} b^\beta_\gamma b^\gamma_\alpha c - 12c + \frac{1}{2} b^\beta_\delta b^\delta_\beta + 5c^\beta_\gamma c^\gamma_\beta - \frac{19}{2} b^\beta_\gamma b^\gamma_\alpha c^\beta + \frac{9}{4} b^\alpha_\gamma b^\gamma_\beta b^\beta_\delta + \frac{3}{2} b^\beta_\gamma c^\beta b) + b^\gamma_\beta c^\beta - \frac{1}{2} b^\gamma_\beta b^\beta_\gamma c^\beta b - \frac{1}{2} (b^\gamma_\beta b^\beta_\gamma)^2 - P^{(2)} \right) + b^\gamma_\beta \partial_\beta (-bc - 6d + 5b^\beta_\gamma b^\gamma_\alpha - \frac{3}{2} b^\beta_\alpha b^\alpha_\gamma b^\gamma_\beta + \frac{1}{2} b^\alpha_\gamma b^\gamma_\beta b - P^{(1)}) + (2c^\beta_\alpha - b^\gamma_\beta b^\beta_\gamma c^\gamma_\beta) \partial_\beta (-P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma_\alpha - \frac{1}{4} b^2) \right) , \] and also,

\[(L^0_\alpha)^{(0)} = - (P^0_\alpha)^{(0)} - c^\beta_\alpha + \frac{1}{2} b^\beta_\gamma b^\gamma_\alpha - \frac{1}{4} b^\gamma_\alpha b^\gamma_\beta - \frac{1}{2} \delta^\alpha_\beta (\nabla_\beta b^\beta_\gamma - \frac{1}{4} b^2) + \epsilon \left\{ \frac{1}{2} b^\beta_\gamma b^\gamma_\alpha b^\alpha_\beta - \frac{1}{2} (\nabla_\beta b^\beta_\gamma) b^\gamma_\alpha - \frac{1}{2} (\nabla_\gamma b^\gamma_\alpha) b^\alpha_\beta - \frac{1}{2} (\nabla_\alpha b^\alpha_\beta) b^\beta_\gamma \right\} + \left( -bc - 6d + 5b^\beta_\gamma b^\gamma_\alpha - \frac{3}{2} b^\beta_\alpha b^\alpha_\gamma b^\gamma_\beta + \frac{1}{2} b^\alpha_\gamma b^\gamma_\beta b - P^{(1)} \right) \right) + a_\beta \left[ \partial_\alpha (\nabla_\beta b^\beta_\gamma) b^\alpha_\gamma - \frac{1}{4} b^2 \right]

\[= a_\mu A_{\alpha\beta c} \partial_\mu (-P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma_\alpha - \frac{1}{4} b^2) + \frac{1}{2} (\nabla_\beta b^\beta_\gamma - \frac{1}{4} b^2)^2 + b(-bc - 6d + 5b^\beta_\gamma b^\gamma_\alpha - \frac{3}{2} b^\beta_\alpha b^\alpha_\gamma b^\gamma_\beta + \frac{1}{2} b^\alpha_\gamma b^\gamma_\beta b - P^{(1)}) + a^\gamma_\delta \left[ a_{\mu} A_{\gamma\delta \epsilon} \partial_\mu (-P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma_\alpha - \frac{1}{4} b^2) \right] - 2 \partial_\gamma \left( \partial_\delta (-P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma_\alpha - \frac{1}{4} b^2) \right) \right]\].

### 5.1.3 Simplification of the terms

We can simplify the five relations (5.4), (5.5), (5.6), (5.7) and (5.8) by using the trace of the higher-order field equations. Either working with the vacuum field equations (2.34) or with the field equations in case of radiation (2.64), using Eq.
(2.77) for \( w = 1/3 \), the trace of the energy-momentum tensor reads,

\[ T = 0. \]  
\[ \text{(5.9)} \]

Then, the trace of the field equations in both cases gives the identity,

\[ R - 6\epsilon\Box g = 0. \]  
\[ \text{(5.10)} \]

Because of (2.45) and (4.53) the last identity reads,

\[ R^{(0)} - 6\epsilon \left\{ 2R^{(2)} - a^{\alpha\beta} \left[ \partial_\alpha \left( \partial_\beta R^{(0)} \right) - \frac{1}{2} b_{\alpha\beta} R^{(1)} - \frac{1}{2} a^{\mu\nu} A_{\alpha\beta\epsilon} \partial_\mu R^{(0)} \right] \right\} = 0, \]  
\[ \text{(5.11)} \]

and in terms of \( a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta} \) we obtain,

\[ 6\epsilon \left\{ 2 \left( -\frac{3}{2}bd - c^2 - 12c + \frac{21}{2} b^\beta_d d^\beta - 5c^\beta c^\alpha_\beta - \frac{19}{2} b^\beta_d b^\gamma_\beta c^\gamma_\alpha + \frac{9}{4} b^\gamma b^\gamma_\alpha b^\beta_\beta \right) + b^\beta_\alpha d^\beta c - \frac{1}{2} b^\gamma_\beta b^\gamma_d b - \frac{1}{4} (b^\alpha_\beta)^2 - P^{(2)} \right) \\
- a^{\alpha\beta} \left[ \partial_\alpha \left( -P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma - \frac{1}{4} b^2 \right) \right) \\
- \frac{1}{2} b_{\alpha\beta} \left( -bc - 6d + 5b^\gamma_\beta c^\gamma - \frac{3}{2} b^\gamma_\beta b^\gamma_\gamma + \frac{1}{2} b^\gamma_\beta b^\gamma_\gamma - P^{(1)} \right) \\
- \frac{1}{2} a^{\mu\nu} A_{\alpha\beta\epsilon} \partial_\mu \left( -P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma - \frac{1}{4} b^2 \right) \right\} \\
= -P^{(0)} - 2c + \frac{3}{4} b^\beta_\gamma b^\gamma - \frac{1}{4} b^2. \]  
\[ \text{(5.12)} \]

Then, using the identity (5.12), Eqns. (5.4), (5.5), (5.6), (5.7) and (5.8) take the form,

\[
(I_0^{(0)}) = \frac{1}{6} P^{(0)} + \frac{1}{8} b^\gamma_\alpha b^\gamma_\alpha + \frac{1}{24} b^2 - \frac{2}{3} c + \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b^\gamma_\beta b^\gamma - \frac{1}{4} b^2)(-c + \frac{1}{4} b^\gamma_\beta b^\gamma) \right] \\
- \frac{1}{2} (-P^{(0)} - 2c + \frac{3}{4} b^\gamma_\beta b^\gamma - \frac{1}{4} b^2)^2 \\
- 4 \left( -\frac{3}{2} bd - c^2 - 12c + \frac{21}{2} b^\beta_\alpha d^\beta + 5c^\beta c^\alpha_\beta - \frac{19}{2} b^\beta_\alpha b^\gamma_\beta c^\gamma + \frac{9}{4} b^\gamma_\beta b^\gamma_\alpha b^\beta_\beta + \frac{3}{2} b^\beta c^\alpha b^\alpha \right) \\
+ b^\beta_\alpha b^\gamma c - \frac{1}{2} b^\beta_\alpha b^\gamma_\beta b - \frac{1}{4} (b^\alpha_\beta b^\beta)^2 - P^{(2)} \right) \],  
\[ \text{(5.13)} \]
\[ (L_0^{(1)}) = \frac{1}{2}P^{(1)} - \frac{1}{4}b_\lambda^\gamma b_\beta^\alpha b + \frac{1}{4}b_\alpha^\rho b_\gamma^\beta b_\beta^\gamma - \frac{1}{2}b_\alpha^\beta c_\beta + \frac{1}{2}bc \\
+ \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4}b_\delta^\beta b_\epsilon^\delta - \frac{1}{4}b^2)(-3d + 2b_\alpha^\beta c_\beta - \frac{1}{2}b_\alpha^\beta b_\gamma b_\beta) \\
+ 2(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\alpha^\beta b_\gamma b_\beta + \frac{1}{2}b_\alpha^\beta b_\gamma b_\beta - P^{(1)})(-c + \frac{1}{4}b_\delta^\epsilon) \\
- (-P^{(0)} - 2c + \frac{3}{4}b_\delta^\beta - \frac{1}{4}b^2)(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\alpha^\beta b_\gamma b_\beta + \frac{1}{2}b_\alpha^\beta b_\gamma b_\beta - P^{(1)}) \\
+ 2c(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\alpha^\beta b_\gamma b_\beta + \frac{1}{2}b_\alpha^\beta b_\gamma b_\beta - P^{(1)}) \\
+ 2b(-\frac{3}{2}bd - c^2 - 12e + \frac{21}{2}b_\alpha^\beta d_\beta + 5c_\alpha^\beta c_\beta - \frac{19}{2}b_\alpha^\beta b_\gamma c_\beta + \frac{9}{4}b_\alpha^\beta b_\gamma b_\beta b_\delta + \frac{3}{2}b_\alpha^\beta c_\beta \\
+ b_\alpha^\beta c - \frac{1}{2}b_\gamma^\beta b_\alpha^\beta b_\gamma b - \frac{1}{4}(b_\alpha^\beta b_\gamma^2 - P^{(2)}) \\
+ a_\alpha^\beta \left\{ -2\partial_\alpha \left( \partial_\beta(-bc - 6d + 5b_\gamma^\epsilon c_\gamma - \frac{3}{2}b_\gamma^\delta b_\gamma^\epsilon + \frac{1}{2}b_\gamma^\delta b_\gamma b - P^{(1)}) \right) \\
+ 2P_\alpha^\mu\partial_\mu(-P^{(0)} - 2c + \frac{3}{4}b_\gamma^\delta - \frac{1}{4}b^2) \\
+ a_\alpha^\mu A_\alpha^\beta\epsilon\partial_\alpha(-bc - 6d + 5b_\gamma^\epsilon c_\gamma - \frac{3}{2}b_\gamma^\delta c_\gamma^\epsilon + \frac{1}{2}b_\gamma^\delta b_\gamma b - P^{(1)}) \right\} \right\}, \quad (5.14) \]

and,

\[ (L_0^{(0)}) = \frac{1}{2}(\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) + \epsilon \left\{ (-P_0 - 2c + \frac{3}{4}b_\alpha^\beta - \frac{1}{4}b^2)(\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) \\
- 2\partial_\alpha(-bc - 6d + 5b_\alpha^\beta c_\beta - \frac{3}{2}b_\alpha^\beta b_\gamma b_\beta + \frac{1}{2}b_\alpha^\beta b_\gamma b_\beta - P_1) \\
+ b_\alpha^\beta\partial_\beta(-P_0 - 2c + \frac{3}{4}b_\alpha^\beta - \frac{1}{4}b^2) \right\}, \quad (5.15) \]
\[(L_\alpha^0)^{(1)} = (\nabla_\beta c_\alpha^\beta - \nabla_\alpha c) - \frac{1}{2} \nabla_\beta (b_\gamma^\beta b_\gamma^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\gamma^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\gamma^\gamma) \]

\[+ \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4} b_\beta^\beta b_\epsilon^\epsilon - \frac{1}{4} b^2) \left( \nabla_\beta c_\alpha^\beta - \nabla_\alpha c \right) - \frac{1}{2} \nabla_\beta (b_\gamma^\beta b_\gamma^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\gamma^\gamma) \right\} \]

\[+ \left\{ 2b_\beta^\gamma b_\epsilon^\epsilon + \frac{1}{4} (b_\gamma^\beta b_\gamma^\gamma)^2 - P^{(2)} \right\} \]

\[+ \left\{ 2c_\alpha^\beta - b_\gamma^\beta b_\epsilon^\epsilon \right\} \partial_\beta (-P^{(0)} - 2c + \frac{3}{4} b_\beta^\beta b_\epsilon^\epsilon - \frac{1}{4} b^2) \right\} . \] (5.16)

and,

\[(L_\alpha^\beta)^{(0)} = -(P_\alpha^\beta)^{(0)} - c_\alpha^\beta + \frac{1}{2} b_\beta^\gamma b_\epsilon^\epsilon - \frac{1}{4} b_\beta^\beta b_\epsilon^\epsilon + \frac{1}{2} (\frac{1}{6} P^{(0)} - \frac{1}{8} b_\gamma^\gamma b_\beta^\beta + \frac{1}{24} b^2 + \frac{1}{3} c) \]

\[+ \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4} b_\beta^\beta b_\epsilon^\epsilon - \frac{1}{4} b^2) \left( -(P_\alpha^\beta)^{(0)} - c_\alpha^\beta + \frac{1}{2} b_\gamma^\gamma b_\epsilon^\epsilon - \frac{1}{4} b_\beta^\beta b_\epsilon^\epsilon \right) \right\} \]

\[+ \left\{ \frac{1}{2} \delta_\alpha^\beta \left( \partial_\gamma ( -P^{(0)} - 2c + \frac{3}{4} b_\beta^\beta b_\epsilon^\epsilon - \frac{1}{4} b^2) \right) \right\} \]

\[+ \left\{ \frac{1}{2} \delta_\alpha^\beta \left( -(P^{(0)} - 2c + \frac{3}{4} b_\beta^\beta b_\epsilon^\epsilon - \frac{1}{4} b^2) \right) \right\} . \] (5.17)

We now proceed to find the form of the solution of the higher-order gravitational field equations in vacuum, in the vicinity of a point that is regular in the time.

### 5.2 Regular vacuum field equations

In this Section, we find the degrees of freedom of the vacuum field equations in \( R + \epsilon R^2 \) theory through regular formal series expansion of the form (4.25).
5.2.1 First approximation of the vacuum field equations

Taking into account the vacuum field equations (2.40), (2.41) and (2.42), and using the notation of Subsection 5.1.1, we write,

\[0 = C_0 = (L^0_0)^{(0)} + t(L^0_0)^{(1)},\]  
\[0 = C_\alpha = (L^0_\alpha)^{(0)} + t(L^0_\alpha)^{(1)},\]
and also,

\[0 = L^\beta_\alpha = (L^\beta_\alpha)^{(0)}.\]

Apparently, from Eqns. (5.18), (5.19) and (5.20), we find that,

\[(L^0_0)^{(0)} = 0,\]  
\[(L^0_0)^{(1)} = 0,\]  
\[(L^0_\alpha)^{(0)} = 0,\]  
\[(L^0_\alpha)^{(1)} = 0,\]  
\[(L^\beta_\alpha)^{(0)} = 0.\]

These last five equations give 14 relations between the initial data \(a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}.\) However, in the following analysis, we show that the first-order terms \((L^0_0)^{(1)},\) \((L^0_\alpha)^{(1)}\) do not eventually imply four relations between the initial data, due to the fact that they are going to be proved identically equal to zero. Thus, we conclude that only 10 relations of them remain.

5.2.2 First-order terms of the vacuum field equations

In order to prove that the first-order terms \((L^0_0)^{(1)}, (L^0_\alpha)^{(1)}\) vanish identically, we use the identity (2.66), namely that,

\[\nabla_0 L_j^0 + \nabla_\beta L_j^\beta = 0,\]

for \(j = 0\) and \(j = \alpha.\) In particular, for \(j = 0\) we find,

\[\partial_t L_0^0 - \gamma^{\alpha\beta} \nabla_\beta L_\alpha^0 = 0,\]
that is using (4.28), (5.18) and (5.19), we write,

\[(L^0_0)^{(1)} - (\gamma^{\alpha\beta})^{(0)}\nabla_\beta(L^0_\alpha)^{(0)} = 0.\]  \hfill (5.28)

Taking into account the relation (5.23), we directly conclude that the term \((L^0_0)^{(1)}\) vanishes identically.

Working analogously, for \(j = \alpha\) we have,

\[\partial_t L^0_\alpha - \frac{1}{2} K^\beta_\alpha L^0_\beta + \nabla_\beta L^\beta_\alpha = 0,\]  \hfill (5.29)

that is using (4.32), (5.19) and (5.20) we find,

\[(L^0_\alpha)^{(1)} - \frac{1}{2}(K^\beta_\alpha)^{(0)}(L^0_\beta)^{(0)} + \nabla_\beta(L^\beta_\alpha)^{(0)} = 0.\]  \hfill (5.30)

Because of the relations (5.23) and (5.25), we find that the term \((L^0_\alpha)^{(1)}\) also vanishes identically.

### 5.2.3 Degrees of freedom of the vacuum field equations

Taking into consideration that the expression (4.25) contains 30 degrees of freedom (six of each spatial matrix \(\gamma^{(n)}_{\alpha\beta}, n = 0, \cdots, 4\)), the problem we are faced with is, what the initial number of thirty free functions becomes, after the imposition of the higher-order evolution and constraint equations, that is how it finally compares with the 16 degrees of freedom that any general solution in vacuum must posses as shown in Section 2.2.4.

According to the results of the previous subsection, namely that the first-order terms \((L^0_0)^{(1)}, (L^0_\alpha)^{(1)}\) of the vacuum field equations (5.18) and (5.19) are identically equal to zero, the number of the relations between the initial data \(a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta},\) \(e_{\alpha\beta}\) that the five Eqns. (5.21)-(5.25) provide is finally equal to 10. In particular,
the 10 relations are,

\[
\frac{1}{6}P^{(0)} + \frac{1}{8} b_\alpha^\beta b_\beta^\alpha + \frac{1}{24} b^2 - \frac{2}{3} c = \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2)(c - \frac{1}{4} b_\gamma^\beta b_\gamma^\gamma) \right. \\
+ \left. \frac{1}{2} (-P^{(0)} - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2)^2 \right] \\
+ 4 \left( -\frac{3}{2} bd - c^2 - 12c + \frac{21}{2} b_\alpha^\beta d_\beta + 5 c_\alpha^\beta c_\beta^\alpha - \frac{19}{2} b_\alpha^\beta b_\gamma^\alpha c_\gamma \right) \\
+ \frac{9}{4} b_\gamma^\alpha b_\gamma^\beta b_\beta^\alpha + \frac{3}{2} b_\alpha^\beta c_\beta^\alpha b + b_\alpha^\beta b_\alpha^\gamma c - \frac{1}{2} b_\gamma^\beta b_\alpha^\alpha b \\
- \left( \frac{1}{4} (b_\alpha^\beta b_\beta^\alpha)^2 - P^{(2)} \right), \quad (5.31)
\]

and,

\[
\frac{1}{2} (\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) = \epsilon \left[ (P_0 - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2)(\nabla_\alpha b - \nabla_\beta b_\alpha) \right. \\
+ \left. 2 \partial_\alpha (-bc - 6d + 5b_\alpha^\beta c_\beta^\alpha - \frac{3}{2} b_\alpha^\beta b_\gamma^\alpha b + \frac{1}{2} b_\alpha^\beta b_\alpha^\gamma b - P^{(1)}) \right. \\
- \left. b_\alpha^\beta \partial_\beta (-P_0 - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2) \right], \quad (5.32)
\]

Hence, in total, we find that the imposition of the field equations leads to 10 relations between the 30 functions of the perturbation metric (4.25), that is, we are left with 20 free functions. Taking into account the freedom we have in performing 4 diffeomorphism changes, we finally conclude that there are in total 16 free functions in the solution (4.25). This means that the regular solution (4.25) corresponds to a general solution of the problem. To put it differently, regularity is a generic feature of the $R + \epsilon R^2$ theory in vacuum, assuming analyticity (see...
5.3 Regular field equations in case of radiation

In this Section, we find the degrees of freedom of the gravitational field equations in $R + \epsilon R^2$ theory plus radiation through regular formal series expansion of the form (4.25).

5.3.1 Field equations in case of radiation

According to the relations (2.74), (2.75) and (2.76) and the equation of state ($p = \frac{\rho}{3}$) in case of radiation models, the components of the energy-momentum tensor $T^i_j$ become,

\[ T^0_0 = \frac{1}{3} \rho (4u^0_0^2 - 1), \]
\[ T^0_\alpha = \frac{4}{3} \rho u^\alpha u_0, \]
\[ T^\beta_\alpha = \frac{1}{3} \rho (4u^\beta u_\alpha - \delta^\beta_\alpha). \]

Also for the trace of the energy-momentum tensor we obtain,

\[ T = tr T_{ij} = 0. \]

Taking into account Eqns. (5.34), (5.35) and (5.36), the gravitational field equations (2.67), (2.68) and (2.69), and the notation of Subsection 5.1.1 we obtain,

\[ \frac{8\pi G}{3} \rho (4u^0_0^2 - 1) = C_0 = (L^0_0)^{(0)} + t(L^0_0)^{(1)}, \]
\[ \frac{32\pi G}{3} \rho u^\alpha u_0 = C_\alpha = (L^\alpha_0)^{(0)} + t(L^\alpha_0)^{(1)}, \]
\[ \frac{8\pi G}{3} \rho (4u^\beta u_\alpha - \delta^\beta_\alpha) = L^\beta_\alpha = (L^\beta_\alpha)^{(0)}, \]

where the terms appearing in these last three relations are given by (5.13)-(5.17).
Further, using the identity (2.71), we get,

\[ 1 = u_i u^i \approx u_0^2 - \left[ a^\alpha{}^\beta - b^\alpha{}^\beta t + \left( b^\alpha{}^\gamma b_\gamma^\beta - c^\alpha{}^\beta \right) t^2 \right. \]
\[ \left. + \left( -d^\alpha{}^\beta + b^\alpha{}^\gamma c_\gamma^\beta - b^\alpha{}^\gamma b_\gamma^\delta b_\delta^\beta + c^\alpha{}^\gamma b_\gamma^\beta \right) t^3 \right. \]
\[ \left. + \left( -e^\alpha{}^\beta + b^\alpha{}^\gamma d_\gamma^\beta - b^\alpha{}^\gamma b_\gamma^\delta c_\delta^\beta + c^\alpha{}^\gamma c_\gamma^\beta + d^\alpha{}^\gamma b_\gamma^\delta b_\delta^\beta - b^\alpha{}^\gamma c_\gamma^\beta b_\delta^\delta + b^\alpha{}^\gamma b_\delta^\beta b_\delta^\beta \right. \]
\[ \left. - c^\alpha{}^\gamma b_\gamma^\delta b_\delta^\beta \right] t^4 \right) u_\alpha u_\beta. \tag{5.41} \]

Considering,

\[ u_0 \approx 1, \tag{5.42} \]

namely that,

\[ a^\alpha{}^\beta u_\alpha u_\beta \rightarrow 0 \tag{5.43} \]

when \( t \) tends to zero, the system of equations (5.38), (5.39) and (5.40) gives (to lowest order),

\[ 8\pi G \rho = C_0 = (L_0^0)^{(0)} + t(L_0^0)^{(1)}, \tag{5.44} \]
\[ \frac{32\pi G}{3} \rho u_\alpha = C_\alpha = (L_\alpha^0)^{(0)} + t(L_\alpha^0)^{(1)}, \tag{5.45} \]

and also,

\[ -\frac{8\pi G}{3} \rho \delta_\alpha^\beta = L_\alpha^\beta = (L_\alpha^\beta)^{(0)}. \tag{5.46} \]

We are now ready to find the degrees of freedom of the gravitational field equations in case of radiation.

### 5.3.2 Degrees of freedom of the field equations in case of radiation

Taking into consideration that the 36 initial data consisting of the quantities \( a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta} \) together with \( p, \rho, u^i \) are related through the Eqns. (5.44), (5.45), (5.46), the equation of state (4.11) and the identity (5.41), the problem we are faced with is, what the initial number of 36 free functions becomes, after the imposition of the higher-order evolution and constraint equations, that is how it finally compares with the 20 degrees of freedom that any general solution in vacuum must posses as shown in Subsection 2.3.3.

Obviously, Eq. (5.44) gives one relation for the energy density \( \rho \). Then, if we consider \( (L_\alpha^0)^{(0)} \neq 0 \), and substitute \( \rho \) from Eq. (5.44) to Eq. (5.45), we find...
that,

\[ u_\alpha = \frac{3(L_0^{(0)})}{4(L_0^{(0)})}, \quad (5.47) \]

However, this last expression for the velocities \( u_\alpha \) does not satisfy (5.43), and therefore is not acceptable. Thus, we find three relations between the initial data \( a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta} \), namely,

\[ 0 = (L_0^{(0)}) = \frac{1}{2}(\nabla_\beta b_\alpha - \nabla_\alpha b) + \epsilon \left[ (-P_0 - 2c + \frac{3}{4} b_\beta^\gamma b_\gamma^\beta - \frac{1}{2} b^2) (\nabla_\beta b_\alpha - \nabla_\alpha b) \right. \\
- 2\partial_\alpha \left( -bc - 6d + 5b_\alpha^\gamma b_\gamma^\alpha - \frac{3}{2} b_\alpha^\gamma b_\gamma^\beta + \frac{1}{2} b_\alpha^\beta b_\beta^\alpha - P_1 \right) \\
+ \left. b_\alpha^\beta \partial_\beta \left( -P_0 - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{2} b^2 \right) \right]. \quad (5.48) \]

Then, because of the identity (5.28), the term \( (L_0^{(0)}) \) is identically equal to zero. This means that,

\[ 8\pi G \rho = (L_0^{(0)}) = \text{constant}, \quad (5.49) \]

with respect to \( t \), which is consistent with the result obtained from the generalized Friedmann equation (4.23) regarding the form (4.9). This last equation reads,

\[ 8\pi G \rho = \frac{1}{6} P^{(0)} + \frac{1}{8} b_\alpha^\beta b_\beta^\alpha + \frac{1}{24} b^2 - \frac{2}{3} c + \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2)(-c + \frac{1}{4} b_\gamma^\gamma) \right. \\
- \frac{1}{2} \left( -P^{(0)} - 2c + \frac{3}{4} b_\alpha^\beta b_\beta^\alpha - \frac{1}{4} b^2 \right)^2 \\
- \left. 4 \left( -\frac{3}{2} bd - c^2 - 12e + \frac{21}{2} b_\alpha^\beta b_\beta^\alpha + 5c_\beta^\alpha c_\gamma^\beta - \frac{19}{2} b_\alpha^\gamma b_\gamma^\beta c_\beta^\alpha + \frac{9}{4} b_\alpha^\gamma b_\gamma^\beta b_\beta^\gamma + \frac{3}{2} b_\alpha^\beta c_\beta^\gamma \right) \right]. \quad (5.50) \]

Further, using Eq. (5.48), we find three accepted relations concerning the velocities \( u_\alpha \), namely,

\[ u_\alpha = \frac{3(L_0^{(1)})}{4(L_0^{(0)})} t, \quad (5.51) \]
We note that the quantity \((L_0^0)^{(0)}\) must not be equal to zero. Equation (5.51) reads,

\[
\begin{align*}
u_\alpha &= \frac{3t}{4} \left\{ (\nabla_{\beta} c^\beta_{\alpha} - \nabla_{\alpha} c) - \frac{1}{2} \nabla_{\beta} (b^\gamma_{\alpha} b^\gamma_{\beta}) + \frac{1}{2} \nabla_{\alpha} (b^\gamma_{\gamma} b^\gamma_{\beta}) \right. \\
&\quad+ \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b^\alpha b^\beta - \frac{1}{4} b^2) [(\nabla_{\beta} c^\beta_{\alpha} - \nabla_{\alpha} c) - \frac{1}{2} \nabla_{\beta} (b^\gamma_{\alpha} b^\gamma_{\beta}) + \frac{1}{2} \nabla_{\alpha} (b^\gamma_{\gamma} b^\gamma_{\beta})] \right. \\
&\quad+ (bc - 6d + 5b^\gamma b^\gamma c^\gamma_{\hat{\gamma}} - \frac{3}{2} b^\gamma b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} + \frac{1}{2} b^\gamma b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} - P^{(1)}) (\nabla_{\beta} b^\gamma_{\alpha} - \nabla_{\alpha} b) \\
&\quad- 4\partial_{\alpha} (-\frac{3}{2} bd - c^2 - 12e + \frac{21}{2} b^\gamma_{\beta} d^\beta + 5e^\gamma_{\hat{\gamma}} c^\gamma_{\hat{\gamma}} - \frac{19}{2} b^\gamma b^\gamma_{\hat{\gamma}} c^\gamma_{\hat{\gamma}} - \frac{9}{4} b^\gamma b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} + \frac{3}{2} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}}) \\
&\quad+ \frac{1}{2} b^\gamma b^\gamma_{\hat{\gamma}} b^\gamma + \frac{1}{4} (b^\gamma b^\gamma)^2 - P^{(2)}) \\
&\quad+ \frac{1}{2} (2c^\beta_{\alpha} - b^\gamma b^\gamma_{\hat{\gamma}}) \partial_{\beta} (-P^{(0)} - 2c + \frac{3}{4} b^\beta b^\delta - \frac{1}{4} b^2) \bigg\} \times \frac{1}{\left[ \frac{1}{6} P^{(0)} + \frac{1}{8} b^\beta b^\beta + \frac{1}{24} b^2 - \frac{2}{3} c + \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b^\beta b^\beta - \frac{1}{4} b^2) (-c + \frac{1}{4} b^\gamma b^\gamma) \right. \right. \\
&\quad- \frac{1}{2} P^{(0)} - 2c + \frac{3}{4} b^\beta b^\beta - \frac{1}{4} b^2)^2 \\
&\quad- 4 \left( -\frac{3}{2} bd - c^2 - 12e + \frac{21}{2} b^\gamma_{\beta} d^\beta + 5e^\gamma_{\hat{\gamma}} c^\gamma_{\hat{\gamma}} - \frac{19}{2} b^\gamma_{\beta} b^\gamma_{\hat{\gamma}} c^\gamma_{\hat{\gamma}} - \frac{9}{4} b^\gamma_{\beta} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} + \frac{3}{2} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} b^\gamma_{\hat{\gamma}} \right) \bigg\}^{-1} .
\end{align*}
\]

Also, substituting \(\rho\) from (5.44) to (5.46) we find that the zeroth-order terms give,

\[
(L_0^0)^{(0)} = -\frac{1}{3} \delta^\beta_{\alpha} (L_0^0)^{(0)},
\]

namely that,
\[-(P_{\alpha}^{\beta})^{(0)} - \epsilon \frac{b_{\alpha}}{2} b^{\beta}_{\gamma} b_{\alpha}^\gamma - \frac{1}{4} b_{\alpha} b^{\beta} + \delta_{\alpha}^{(1)} (P^{(0)} - \frac{1}{8} b_{\gamma} \gamma b_{\beta} + \frac{1}{24} b^{2} + \frac{1}{3} c)\]
\[
+ \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4} b_{\alpha} b_{\beta} - \frac{1}{4} b^{2}) \right\}
- \frac{b_{\alpha}}{2} (-bc - 6d + 5b_{\alpha} c_{\beta}^{(0)} - \frac{3}{2} b_{\alpha} b_{\gamma} b_{\beta} + \frac{1}{2} b_{\alpha} b_{\beta} b - P^{(1)})
+ \frac{a^{\beta \gamma}}{2} \frac{2\partial_{\gamma}}{2} \left( -P^{(0)} - 2c + \frac{3}{4} b_{\alpha} b_{\beta} - \frac{1}{4} b^{2} \right)
- \frac{1}{2} \delta_{\alpha}^{(1)} \left( -P^{(0)} - 2c + \frac{3}{4} b_{\alpha} b_{\beta} - \frac{1}{4} b^{2} \right)^{2}\]
\[
= \frac{1}{3} \delta_{\alpha}^{(1)} \left\{ \frac{1}{6} P^{(0)} + \frac{1}{8} b_{\gamma} b_{\delta}^{\gamma} + \frac{1}{24} b^{2} - \frac{1}{3} c\right\}
+ \epsilon \left\{ 2(-P^{(0)} - 2c + \frac{3}{4} b_{\alpha} b_{\beta} - \frac{1}{4} b^{2})(-c + \frac{1}{4} b_{\gamma} b_{\delta}^{\gamma}) - \frac{1}{2} (-P^{(0)} - 2c + \frac{3}{4} b_{\alpha} b_{\beta} - \frac{1}{4} b^{2})^{2}\right\}
- 4 \left( \frac{3}{2} bd - c^{2} - 12c + \frac{21}{2} b_{\gamma} b_{\delta}^{\gamma} + 5 c_{\delta} c_{\gamma} - \frac{19}{2} b_{\epsilon} b_{\delta}^{\epsilon} b_{\gamma}^{\epsilon} c_{\gamma} c_{\xi} + \frac{9}{4} b_{\delta} b_{\rho} b_{\rho} b_{\gamma}^{\gamma} + \frac{3}{2} b_{\delta}^{\rho} c_{\rho} b \right)
+ \frac{b_{\gamma} b_{\delta}^{\gamma} c - \frac{1}{2} b_{\gamma} b_{\delta}^{\gamma} b - \frac{1}{4} (b_{\gamma} b_{\delta}^{\gamma})^{2} - P^{(2)} \right\} \right\}
\]

which constitute six additional relations between the initial data. Notice that the trace of Eq. (5.53) yields the identity (5.11).

To sum up, from Eqns. (5.48), (5.49), (5.51) and (5.53), we found one relation for the energy density \( \rho \), three relations for the velocities \( u_{a} \) and nine more relations regarding the initial data \( a_{a\beta}, b_{a\beta}, c_{a\beta}, d_{a\beta}, e_{a\beta} \). In addition to this, we have to count two additional relations: one relation from the equation of state (4.11) and one more from the identity (5.41). Thus, the imposition of the field equations in case of radiation leads to 15 relations between the 36 functions of the perturbation metric (4.25), that is, we are left with 21 free functions. Subtracting 4 diffeomorphism transformations, we finally conclude that there are in total 17 free functions in the solution (4.25) in case of radiation. This means that, the regular solution (4.25) does not correspond to a general solution of the problem. Therefore, assuming analyticity, regularity is not a generic feature of the \( R + \epsilon R^{2} \) theory in case of radiation.
5.4 Degrees of freedom with $\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n, n \geq 4$

In this Section, we show that the number of the degrees of freedom of the gravitational field equations in $R + \epsilon R^2$ theory is the same, if instead of the regular expression (4.25), we consider a regular expression of the form,

$$\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n, \quad n \geq 4. \quad (5.55)$$

In particular, we prove this statement in both cases (vacuum-radiation).

5.4.1 Field equations with $\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n, n \geq 4$

We now consider what would change or not in the result of free functions, if we did not use the series in (4.25) up to the fourth power of $t$, but up to the $n$th power of $t$, where $n$ is a natural number, with $n \geq 4$. Then, we would have the 30 initial data from $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$ and more $6 \times (n - 4)$ initial data from the additional spatial matrices $\gamma_{\alpha\beta}^{(n)}, n > 4$, which means $6n + 6$ initial data in total for the spatial matrices appearing in (5.55). From (2.62) and (2.63) we find that $C_0$ and $C_\alpha$ are third order differential equations with respect to $t$ and from (2.55) snap equation is a fourth order differential equation with respect to $t$, therefore relations (5.1), (5.2) and (5.3) become:

$$C_0 = (L_0^0)^{(0)} + t(L_0^0)^{(1)} + \cdots + t^{n-3}(L_0^0)^{(n-3)}, \quad (5.56)$$

$$C_\alpha = (L_\alpha^0)^{(0)} + t(L_\alpha^0)^{(1)} + \cdots + t^{n-3}(L_\alpha^0)^{(n-3)}, \quad (5.57)$$

and,

$$L_\alpha^\beta = (L_\alpha^\beta)^{(0)} + t(L_\alpha^\beta)^{(1)} + \cdots + t^{n-4}(L_\alpha^\beta)^{(n-4)}. \quad (5.58)$$

5.4.2 Degrees of freedom with $\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n, n \geq 4$ in vacuum

In order to have the same conclusion as in the case of $n = 4$, which is 16 arbitrary functions for the regular solution of the higher-order equations in vacuum, we must show that the derived system of equations in vacuum, namely,

$$0 = C_0 = (L_0^0)^{(0)} + t(L_0^0)^{(1)} + \cdots + t^{n-3}(L_0^0)^{(n-3)}, \quad (5.59)$$

$$0 = C_\alpha = (L_\alpha^0)^{(0)} + t(L_\alpha^0)^{(1)} + \cdots + t^{n-3}(L_\alpha^0)^{(n-3)}, \quad (5.60)$$
provide 6n \(-\) 14 relations between the initial data \(\gamma^{(m)}_{\alpha\beta}\), \(m = 0, 1, \ldots, n\). To make it clearer, if we subtract from the initial 6n + 6 data the number 6n \(-\) 14, we find 20 data. Further, taking into consideration four diffeomorphism transformations, we end up with the number 16.

Notice that the relations that we get from \((L^0_0)^{(0)}\), \((L^0_0)^{(j)}\) for \(i = 0, 1, \ldots, n - 4\) are 6n \(-\) 14, that is the number we would like to have. Therefore we must prove the statement that the terms \((L^0_0)^{(j)}\) and \((L^0_0)^{(j)}\) vanish identically for any \(j = 1, 2, \ldots, n - 3\) and consequently they do not change the expected number of the initial data.

Following the method of induction, in step 1, for \(n = 4\), we have already shown that this holds, due to the fact that the terms \((L^0_0)^{(1)}\) and \((L^0_0)^{(1)}\) vanish identically by using the identity (5.26).

In step 2, we suppose that our statement holds when \(n = k\), where \(k\) is a natural number, with \(k \geq 4\), namely, that the terms \((L^0_0)^{(j)}\) and \((L^0_0)^{(j)}\) vanish identically for any \(j = 1, 2, \ldots, k - 3\).

We now prove that our statement stands for \(n = k + 1\). Indeed, using the identity (5.27), we find,

\[
(L^0_0)^{(1)} - (\gamma^{\alpha\beta})^{(0)}\nabla_{\beta}(L^0_0)^{(0)} + \sum_{l=1}^{n-4} \left\{ [(l+1)(L^0_0)^{(l+1)} - \sum_{m=0}^{l} (\gamma^{\alpha\beta})^{(m)}\nabla_{\beta}(L^0_0)^{(l-m)}] t^l \right\} = 0, \tag{5.62}
\]

and then, for the \(k - 3\) order term \((l = k - 3)\), we obtain,

\[
(k - 2)(L^0_0)^{(k-2)} - \sum_{m=0}^{k-3} (\gamma^{\alpha\beta})^{(m)}\nabla_{\beta}(L^0_0)^{(k-3-m)} = 0. \tag{5.63}
\]

From step 2, due to the fact that \(k - 3 - m \leq k - 3\), we get that the term \((L^0_0)^{(k-3-m)}\) is identically zero and thus the term \(L^0_0^{(k-2)}\) vanishes identically.

Also, using the other identity (5.29), we have,

\[
(L^0_0)^{(1)} - \frac{1}{2} (K^{\beta}_{\alpha})^{(0)}(L^0_0)^{(0)} + \nabla_{\beta}(L^0_0)^{(0)} + \sum_{l=1}^{n-4} \left\{ [(l+1)(L^0_0)^{(l+1)} - \frac{1}{2} \sum_{m=0}^{l} (K^{\beta}_{\alpha})^{(m)}(L^0_0)^{(l-m)} + \nabla_{\beta}(L^0_0)^{(l)}] t^l \right\} = 0, \tag{5.64}
\]
and also for the $k - 3$ order term, we get,

$$(k - 2)(L^0_\alpha)^{(k-2)} - \frac{1}{2} \sum_{m=0}^{k-3} (K^\beta_\alpha)^{(m)}(L^0_\beta)^{(k-3-m)} + \nabla_\beta (L^0_\alpha)^{(k-3)} = 0. \quad (5.65)$$

According to step 2, due to the fact that $k - 3 - m \leq k - 3$, we also get that the term $(L^0_\beta)^{(k-3-m)}$ is identically zero. In addition to this, we have already counted the six relations given by the term $(L^0_\beta)^{(k-3)} ((L^0_\alpha)^{(i)} = 0, \text{ for } i = 0, 1, \ldots, n - 4, \text{ but not identically})$, and therefore the remaining term $(L^0_\alpha)^{(k-2)}$ vanishes identically.

Hence, without loss of generality, we can study the problem of finding the number of the arbitrary functions in the regular case in vacuum, by using (4.25).

### 5.4.3 Degrees of freedom with $\gamma_{\alpha\beta} = \sum \gamma^{(n)}_{\alpha\beta} t^n, n \geq 4$ in the case of radiation

In the case of radiation the system of the gravitational field equations becomes,

$$\frac{8\pi G}{3} \rho (4u^2_0 - 1) = C_0 = (L^0_0)^{(0)} + t(L^0_0)^{(1)} + \cdots + t^{n-3}(L^0_0)^{(n-3)}, \quad (5.66)$$

$$\frac{32\pi G}{3} \rho u_\alpha u_0 = C_\alpha = (L^0_\alpha)^{(0)} + t(L^0_\alpha)^{(1)} + \cdots + t^{n-3}(L^0_\alpha)^{(n-3)}, \quad (5.67)$$

and,

$$\frac{8\pi G}{3} \rho (4u^\beta_\alpha - \delta^\beta_\alpha) = L^\beta_\alpha = (L^\beta_\alpha)^{(0)} + t(L^\beta_\alpha)^{(1)} + \cdots + t^{n-4}(L^\beta_\alpha)^{(n-4)}. \quad (5.68)$$

Taking into account identity (5.41) and relation (5.42), the above system is modified in its final form as follows:

$$8\pi G \rho = C_0 = (L^0_0)^{(0)} + t(L^0_0)^{(1)} + \cdots + t^{n-3}(L^0_0)^{(n-3)}, \quad (5.69)$$

$$\frac{32\pi G}{3} \rho u_\alpha = C_\alpha = (L^0_\alpha)^{(0)} + t(L^0_\alpha)^{(1)} + \cdots + t^{n-3}(L^0_\alpha)^{(n-3)}, \quad (5.70)$$

and,

$$- \frac{8\pi G}{3} \rho \delta^\beta_\alpha = L^\beta_\alpha = (L^\beta_\alpha)^{(0)} + t(L^\beta_\alpha)^{(1)} + \cdots + t^{n-4}(L^\beta_\alpha)^{(n-4)}. \quad (5.71)$$

Here we have $6n + 12$ initial data in total ($6n + 6$ by the spatial matrixes $\gamma^{(m)}_{\alpha\beta}$, $m = 1, 2, \ldots, n$ and 6 more by $p, \rho, u^i$). Because of the equation of state (4.11), the
identity (5.41) and the four diffeomorphism changes, we also need to prove that the derived relations by the system (5.69)-(5.71) are equal to $6n - 11$.

From Eq. (5.69) we find one relation for the energy density $\rho$. Because of (5.43), we must have that,

$$ (L^0_0)^{(0)} = 0, $$

namely that,

$$ 0 = (L^0_0)^{(0)} = \frac{1}{2}(\nabla_\beta b^\beta_a - \nabla_a b) + \epsilon \left[ (-P_0 - 2c + \frac{3}{4}b^\beta_a b^\gamma_b - \frac{1}{4}b^2)(\nabla_\beta b^\beta_a - \nabla_a b) 
\right. 
- \left. 2\partial_\alpha(-bc - 6d + 5b^\beta_a c^\alpha_\beta - \frac{3}{2}b^\beta_a b^\gamma_b b_\gamma^\beta + \frac{1}{2}b^\beta_a b^\gamma_b b - P_1) 
+ \right. 
\left. b^\beta_a \partial_\beta(-P_0 - 2c + \frac{3}{4}b^\beta_a b^\gamma_b - \frac{1}{4}b^2) \right], 
(5.73) $$

and due to the identity (5.28), the term $(L^0_0)^{(1)}$ vanishes identically.

Then, substituting $\rho$ from Eq. (5.69) in (5.70), we obtain three relations for the velocities, namely,

$$ u_\alpha = \frac{3(L^0_0)^{(1)}}{4(L^0_0)^{(0)}} t, $$

or,
\[
\begin{align*}
    u_\alpha &= \frac{3t}{4} \left\{ (\nabla_\beta c_\alpha - \nabla_\alpha c) - \frac{1}{4} \nabla_\beta (b_\gamma^\beta b_\alpha^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\alpha^\gamma) \\
    &\quad + \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b_\gamma^\delta b_\epsilon^\delta - \frac{1}{4} b^2) \right] \left[ (\nabla_\beta c_\alpha - \nabla_\alpha c) - \frac{1}{2} \nabla_\beta (b_\gamma^\beta b_\alpha^\gamma) + \frac{1}{2} \nabla_\alpha (b_\gamma^\beta b_\alpha^\gamma) \right] \\
    &\quad + (-bc - 6d + 5b_\gamma^\beta c_\alpha^\gamma - \frac{3}{2} b_\delta^\beta b_\epsilon^\beta + \frac{1}{2} b_\gamma^\beta b_\alpha^\gamma b - P^{(1)}) (\nabla_\beta b_\alpha^\gamma - \nabla_\alpha b) \\
    &\quad - 4 \partial_\alpha (-\frac{3}{2} bd - c^2 - 12e + \frac{21}{2} b_\beta^\gamma d_\gamma^\beta + 5 c_\gamma^\gamma c_\beta^\gamma - \frac{19}{2} b_\gamma^\beta b_\alpha^\gamma c_\delta^\delta + \frac{9}{4} b_\delta b_\alpha^\gamma b_\beta^\gamma b_\epsilon^\beta + \frac{3}{2} b_\gamma^\beta c_\delta^\delta b \\
    &\quad + b_\gamma^\beta b_\gamma^\beta c - \frac{1}{2} b_\gamma^\beta b_\gamma^\beta b - \frac{1}{4} (b_\gamma^\beta b_\gamma^\beta)^2 - P^{(2)}) \\
    &\quad + b_\alpha^\beta \partial_\beta (-bc - 6d + 5b_\gamma^\beta c_\alpha^\gamma - \frac{3}{2} b_\delta^\beta b_\epsilon^\beta + \frac{1}{2} b_\gamma^\beta b_\alpha^\gamma b - P^{(1)}) \\
    &\quad + (2c_\alpha^\beta - b_\alpha^\beta b_\gamma^\beta) \partial_\beta (-P^{(0)} - 2c + \frac{3}{4} b_\gamma^\delta b_\epsilon^\delta - \frac{1}{4} b^2) \right\} \\
    &\times \left\{ \frac{1}{6} P^{(0)} + \frac{1}{8} b_\alpha^\beta b_\gamma^\beta + \frac{1}{24} b^2 - \frac{2}{3} c + \epsilon \left[ 2(-P^{(0)} - 2c + \frac{3}{4} b_\alpha^\beta b_\gamma^\beta - \frac{1}{4} b^2) (-c + \frac{1}{4} b_\gamma^\beta b_\gamma^\beta) \right] \\
    &\quad - \frac{1}{2} (-P^{(0)} - 2c + \frac{3}{4} l_\alpha^\beta b_\gamma^\beta - \frac{1}{4} b^2)^2 \\
    &\quad - 4 \left( \frac{3}{2} bd - c^2 - 12e + \frac{21}{2} b_\alpha^\beta d_\gamma^\beta + 5 c_\alpha^\alpha c_\gamma^\gamma - \frac{19}{2} b_\gamma^\beta b_\alpha^\gamma c_\delta^\delta + \frac{9}{4} b_\delta b_\alpha^\gamma b_\beta^\gamma b_\epsilon^\beta + \frac{3}{2} b_\gamma^\beta c_\delta^\delta b \\
    &\quad + b_\alpha^\beta b_\gamma^\beta c - \frac{1}{2} b_\gamma^\beta b_\gamma^\beta b - \frac{1}{4} (b_\gamma^\beta b_\gamma^\beta)^2 - P^{(2)}) \right\}^{-1}.
\end{align*}
\]

(5.75)

Finally, substituting \( \rho \) from (5.69) to (5.71), we find that,

\[
(L_\alpha^\beta)^{(k)} = -\frac{1}{3} \delta_\alpha^\beta (L_\alpha^0)^{(k)},
\]

(5.76)

where \( k = 0, 1, ..., n - 4 \). Thus, Eqns. (5.76) give \( 6n - 18 \) relations between the initial data \( a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta} \). Then, Eqns. (5.69), (5.72), (5.74) and (5.76) give \( 6n - 11 \) relations in total.

Therefore, similarly to the case of vacuum, without loss of generality, we can study the problem of finding the number of the arbitrary functions in the regular case in radiation models, using (4.25).

To show the connection between the results in general relativity and higher-order gravity, in Appendix A we give details concerning the regular case of vacuum and radiation models in general relativity.
5.5 Choice of the initial data

The question emerging now is: In case of vacuum, out of the 30 different functions $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}$, and in case of radiation out of the 36 different functions $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta}, p, \rho, u^i$ which sixteen-twenty of those should be chosen as our initial data?

5.5.1 Initial data in vacuum

We have shown in Subsection 2.2.4 that the vacuum higher-order gravity equations (2.52), (2.53), (2.54) and (2.55) together with the constraints (2.62) and (2.63), admit a regular formal series expansion of the form (4.25) as a general solution requiring 16 smooth initial data. If we prescribe the thirty data

$$a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, e_{\alpha\beta},$$

initially, we still have the freedom to fix 14 of them. We choose to leave the six components of the metric $a_{\alpha\beta}$ free, and we choose the four symmetric space tensors $b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$ and $e_{\alpha\beta}$ to be traceless with respect to $a_{\alpha\beta}$. Then, we proceed to count the number of free functions in several steps, starting from these $6 + 4 \times 5 = 26$ functions. Firstly, (5.21) fixes one of the components of $b_{\alpha\beta}$ and Eq. (5.23) fixes 3 more components of $b_{\alpha\beta}$, thus leaving $b_{\alpha\beta}$ with one component. Further, we use the 6 relations in (5.25) to completely fix the remaining 5 components of $c_{\alpha\beta}$ and the last of $b_{\alpha\beta}$. Summing up the free functions we have found, we end up with,

$$6 \quad + \quad 0 \quad + \quad 0 \quad + \quad 10 \quad = \quad 16$$

suitable free data as required for the solution to be a general one. We thus arrive at the following result which summarizes what we have shown in this Section, and generalizes a theorem of Rendall [98] for higher order gravity theories that derive from the lagrangian $R + \epsilon R^2$.

**Theorem 5.1.** Let $a_{\alpha\beta}$ be a smooth Riemannian metric, $b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$ and $e_{\alpha\beta}$ be symmetric smooth tensor fields which are traceless with respect to the metric $a_{\alpha\beta}$, i.e., they satisfy $b = c = d = e = 0$. Then there exists a formal power series expansion solution of the vacuum higher order gravity equations of the form (4.25) such that:

1. It is unique
2. The coefficients $\gamma^{(n)\alpha\beta}$ are all smooth

3. It holds that $\gamma^{(0)}_{\alpha\beta} = a_{\alpha\beta}$ and $\gamma^{(1)}_{\alpha\beta} = b_{\alpha\beta}$, $\gamma^{(2)}_{\alpha\beta} = c_{\alpha\beta}$, $\gamma^{(3)}_{\alpha\beta} = d_{\alpha\beta}$ and $\gamma^{(4)}_{\alpha\beta} = e_{\alpha\beta}$.

In the course of the proof of this result, uniqueness followed because all coefficients were found recursively, while smoothness follows because in no step of the proof did we find it necessary to lower the $C^\infty$ assumption. We also note that $b_{\alpha\beta}$ and $c_{\alpha\beta}$ are necessarily transverse with respect to $a_{\alpha\beta}$.

In addition to this, taking into account that the 3-metric $\gamma_{\alpha\beta}$ is considered equal to the spatial matrix $a_{\alpha\beta}$ when $t \to 0$, we obtain the following additional conditions for the six free components of the metric $a_{\alpha\beta}$,

\[
\begin{align*}
a_{11} &> 0, & \det \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} &> 0, & \det (a_{\alpha\beta}) &> 0, \\
\end{align*}
\]

which are directly coming through the three inequalities (2.18). These conditions inform us that the three diagonal components of the $a_{\alpha\beta}$ satisfy,

\[
\begin{align*}
a_{11} &> 0, & a_{22} &> 0, & a_{33} &> 0,
\end{align*}
\]

which, of course, allow us to determine more properly the unknown matrix $a_{\alpha\beta}$, but they don’t give us the opportunity to lower the number of the arbitrary functions in our analysis (such a subtraction is being acceptable only for equalities).

All in all, in order to clarify what we mentioned in Section 3.3 regarding the difference in analysis which we have to follow between the Jordan and the conformal frame, interpreting the notation of the initial data (5.84), we can easily understand why there is a difference between the number of the arbitrary functions in Jordan (16 d.o.f.) and its conformal frame (6 d.o.f.). We realize, that the ten more initial data, which the Jordan frame requires, emerge from the spatial matrixes $D_{\alpha\beta}$ and $W_{\alpha\beta}$, quantities that do not appear in the pertubative analysis of the conformal frame, because of the second order equations that describe it.

### 5.5.2 Initial data in the case of radiation

In Subsection 2.3.3 we showed that the higher-order gravity equations (2.52), (2.53), (2.54) and (2.82) together with the constraints (2.80) and (2.81), admit a regular formal series expansion of the form (4.25) as a general solution requiring
17 smooth initial data. If we prescribe the 36 data

\[ a_{\alpha\beta}, \ b_{\alpha\beta}, \ c_{\alpha\beta}, \ d_{\alpha\beta}, \ e_{\alpha\beta}, \ p, \ \rho, \ u^i \]  

initially, we have the freedom to fix 19 of them. We also choose to leave the six components of the metric \( a_{\alpha\beta} \) free. Then we proceed to count the number of free functions in several steps.

First, (5.49) fixes the function \( \rho \) and Eq. (5.51) fixes 3 more components of \( u^i \). Further, we use the 6 relations in (5.53) to completely fix the 6 components of \( c_{\alpha\beta} \) and the three relations in (5.48) to fix three components of \( b_{\alpha\beta} \). Taking into account the identity (5.41), the equation of state (4.11) and four diffeomorphism transformations that we use to fix two components for each one of \( d_{\alpha\beta}, e_{\alpha\beta} \), we end up with,

\[ \underbrace{6}_{\text{from } a_{\alpha\beta}} + \underbrace{3}_{\text{from } b_{\alpha\beta}} + \underbrace{0}_{\text{from } c_{\alpha\beta}} + \underbrace{4}_{\text{from } d_{\alpha\beta}} + \underbrace{4}_{\text{from } e_{\alpha\beta}} + \underbrace{0}_{\text{from } p \text{ and } \rho} + \underbrace{0}_{\text{from } u^i} = 17 \]  (5.82)

suitable free data as required for the solution.

Obviously, in this case too, the three inequalities (5.79) are still valid as well as the inequalities (5.80), giving a better approach for the components of the tensor \( a_{\alpha\beta} \).

However, the choice of the initial data presented in both cases above (vacuum and radiation) is not unique, but there are many ways to choose them.

For instance, in the case of radiation, if we use the four diffeomorphism transformations not to fix two components for each one of \( d_{\alpha\beta}, e_{\alpha\beta} \), but to fix four of the components of \( e_{\alpha\beta} \), then we would resulted with,

\[ \underbrace{6}_{\text{from } a_{\alpha\beta}} + \underbrace{3}_{\text{from } b_{\alpha\beta}} + \underbrace{0}_{\text{from } c_{\alpha\beta}} + \underbrace{6}_{\text{from } d_{\alpha\beta}} + \underbrace{2}_{\text{from } e_{\alpha\beta}} + \underbrace{0}_{\text{from } p \text{ and } \rho} + \underbrace{0}_{\text{from } u^i} = 17 \]  (5.83)

suitable free data as required for the solution.

An other option is to use three of the four diffeomorphism transformations in order to bring \( a_{\alpha\beta} \) to diagonal form and the last one to fix one more component of the matrix \( b_{\alpha\beta} \). Then, we end up with,

\[ \underbrace{3}_{\text{from } a_{\alpha\beta}} + \underbrace{2}_{\text{from } b_{\alpha\beta}} + \underbrace{0}_{\text{from } c_{\alpha\beta}} + \underbrace{6}_{\text{from } d_{\alpha\beta}} + \underbrace{6}_{\text{from } e_{\alpha\beta}} + \underbrace{0}_{\text{from } p \text{ and } \rho} + \underbrace{0}_{\text{from } u^i} = 17 \]  (5.84)

suitable free data as required for the solution.
Chapter 6

Singular universes in higher-order gravity

In this Chapter, we study the form and the type of the solution of the gravitational field equations of higher-order gravity in vacuum as well as in the case of radiation, in the vicinity of a point that is not regular, but singular in the time. In Section 6.1, we present the higher-order field equations by using the 3-metric (4.59), and we calculate the various quantities of these equations in terms of the initial data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, p, \rho, u^i$. In Section 5.2, we show that the form (4.59) can not provide any kind of solution of the higher-order gravity equations in vacuum, and also, in Section 5.3, we use the same 3-metric to search for the form of the solution in the case of radiation. In Section 5.4, we show that the degrees of freedom in case of radiation remain the same, if the order of the singular 3-metric becomes greater than 4, and finally, in Section 5.5, we present the choice of the initial data between the initial functions, taking into account the corresponding function-counting problem of Chapter 2.

6.1 Analytic field equations through singular formal series expansion

In this Section we present the gravitational field equations of higher-order gravity theory in vacuum derived from the analytic lagrangian $f(R) = R + \epsilon R^2$, that is the Eqns. (2.40), (2.41) and (2.42), through singular formal series expansion (4.59) and find the form of their solution. We also present the corresponding field equations in the case of radiation by using the same series.
6.1.1 Series form of field equations

Similarly to the previous Chapter, in order to simplify our further analysis, we take into account the order of the higher-order differential equations in vacuum. In particular, Eqns. (2.40), (2.41) are third-order differential equations with respect to the proper time $t$ and Eq. (2.42) is fourth-order differential equation with respect to $t$.

Therefore, we can use the following notation:

$$C_0 = (L_0^0)(-3) \frac{1}{t^3} + (L_0^0)(-2) \frac{1}{t^2} + (L_0^0)(-1) \frac{1}{t}, \quad (6.1)$$

$$C_\alpha = (L_\alpha^0)(-2) \frac{1}{t^2} + (L_\alpha^0)(-1) \frac{1}{t} + (L_\alpha^0)(0), \quad (6.2)$$

and,

$$L_\beta^\alpha = (L_\beta^\alpha)(-3) \frac{1}{t^3} + (L_\beta^\alpha)(-2) \frac{1}{t^2} + (L_\beta^\alpha)(-1) \frac{1}{t}. \quad (6.3)$$

We note that this notation pertains to both cases of vacuum and radiation, because the order of the differential equations (2.67), (2.68) and (2.69) is correspondingly the same with the order of vacuum differential equations. Apparently, the five terms $\epsilon \left[ \frac{3}{2} a_{\alpha\beta} \partial_\alpha (\partial_\beta (\tilde{P} + 2b)) \right]$, $\epsilon \left[ \frac{3}{2} a_{\alpha\beta} \partial_\alpha (\partial_\beta (\tilde{P} + 2b)) \right]$ appearing in (5.1), (5.2) and (5.3) are not the same in both cases, but they have the same dependence on the matrices $a_{\alpha\beta}, a_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$. Thus, as in the case of regular series expansion, we also present this dependence both for vacuum and radiation models once.

6.1.2 Calculation of the series terms

In terms of $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$, using relations (4.106), (4.107), (4.108) and (4.110), the quantities appearing in Eq. (6.1) become,

$$L_0^0(-3) = \frac{1}{4} \left[ 2(\tilde{P}^2 - 4b^2) + \frac{3}{2} (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\alpha^\beta b_\beta^\alpha - \kappa) + 2a_{\alpha\beta} \partial_\alpha (\partial_\beta (\tilde{P} + 2b)) \right], \quad (6.5)$$

$$L_0^0(-2) = \frac{1}{4} \left[ 2(\tilde{P}^2 - 4b^2) + \frac{3}{2} (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\alpha^\beta b_\beta^\alpha - \kappa) + 2a_{\alpha\beta} \partial_\alpha (\partial_\beta (\tilde{P} + 2b)) \right], \quad (6.5)$$
Further, the quantities appearing in Eq. (6.2) become,

\[
(L_0^0)^{(−1)} = (R_0^0)(−1) − \frac{1}{2} R^{(−1)} + \epsilon \left\{ 2 \left[ (R^{(−1)}(R_0^0)(0) + R^{(0)}(R_0^0)^{(−1)} + R^{(1)}(R_0^0)^{(−2)} \right] \\
− R^{(−1)} R^{(0)} - 2 \left[ (\gamma^{αβ})^{(−1)} ∂_α(∂_β R^{(0)}) + (\gamma^{αβ})^{(0)} ∂_α(∂_β R^{(−1)}) \right]
+ 2 \left[ (\gamma^{αβ})^{(−1)}(\Gamma^μ_{αβ})^{(0)} ∂_μ R^{(0)} + (\gamma^{αβ})^{(0)}(\Gamma^μ_{αβ})^{(0)} ∂_μ R^{(−1)} \right] \\
+ (\gamma^{αβ})^{(−1)}(\Gamma^μ_{αβ})^{(1)} ∂_μ R^{(−1)}) + [K^{(−1)} R^{(1)} - K^{(1)} R^{(−1)}] \right\} \\
= \frac{1}{2} (\tilde{P} + b) + \epsilon \left[ 2 \frac{(\tilde{P} + 2b)(\frac{1}{2} b^α b_β - \frac{1}{2} b^2 - \kappa)}{4} b (−6c − \frac{1}{4} b^2 + \frac{11}{4} b_γ b_δ - \kappa) \right] \\
+ \frac{9}{2} (−12d − bc + 11 b_δ c_β − \frac{7}{2} b_γ b_δ + \frac{1}{2} b_γ b_δ b_δ - \lambda) − 2 b α β ∂_α \left( ∂ _β (\tilde{P} + 2b) \right) \\
− 2 b_α β ∂_α \left( ∂_β (−6c − \frac{1}{4} b^2 + \frac{11}{4} b_γ b_δ - \kappa) \right) + 2 b^α β (\tilde{Γ}^μ_{αβ}) ∂_μ (\tilde{P} + 2b) \\
+ 2 b^α β (\tilde{Γ}^μ_{αβ}) ∂_μ (−6c − \frac{1}{4} b^2 + \frac{11}{4} b_γ b_δ - \kappa) − 2 b^α β (\tilde{Γ}^μ_{αβ}) ∂_μ (\tilde{P} + 2b) \right]. (6.6)
\]

Further, the quantities appearing in Eq. (6.2) become,

\[
(L_0^0)^{(−2)} = \epsilon \left[ 2 \partial_α R^{(−1)} + (K^α_β)^{(−1)} ∂_β R^{(−1)} \right] \\
= −3 \epsilon \partial_α (\tilde{P} + 2b), \quad (6.7)
\]

\[
(L_0^0)^{(−1)} = \epsilon \left[ 2 R^{(−1)}(R_0^0)(0) + (K^α_β)^{(−1)} ∂_β R^{(0)} + (K^α_β)^{(0)} ∂_β R^{(−1)} \right] \\
= \epsilon \left[ −(\tilde{P} + 2b)(∇_β b_α - ∇_α b) + ∂_α (−6c − \frac{1}{4} b^2 + \frac{11}{4} b_γ b_δ - \kappa) \right] \\
− b_α β ∂_β (\tilde{P} + 2b) \right], \quad (6.8)
\]

\[
(L_0^0)^{(0)} = (R_0^0)(0) + \epsilon \left[ 2 \left( R^{(−1)}(R_0^0)(1) + R^{(0)}(R_0^0)(0) \right) − 2 \partial_α R^{(1)} \right] \\
+ \left[ (K^α_β)^{(−1)} ∂_β R^{(1)} + (K^α_β)^{(0)} ∂_β R^{(0)} + (K^α_β)^{(1)} ∂_β R^{(−1)} \right] \right\} \\
= \frac{1}{2} (∇_β b_α - ∇_α b) + \epsilon \left[ −2(\tilde{P} + 2b)([∇_β c_α - ∇_α c]) − \frac{1}{2} \nabla_β (b_γ b_α) + \frac{1}{2} ∇_α (b_γ b_δ) \right] \\
+ (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_γ b_δ - \kappa)(∇_β b_α - ∇_α b) \\
− ∂_α (−12d − bc + 11 b_δ c_β − \frac{7}{2} b_γ b_δ + \frac{1}{2} b_γ b_δ - \lambda) \\
+ b_α β ∂_β (−6c - \frac{1}{4} b^2 + \frac{11}{4} b_γ b_δ - \kappa) − (2 c_α - b_2 b_γ) ∂_β (\tilde{P} + 2b) \right], \quad (6.9)
\]
and finally for the quantities of Eq. (6.3) we have,

\[
(L^\beta_\alpha)^(-3) = \epsilon \left[ 2R^{(-1)}(R^\beta_\alpha)^{(-2)} + (K_\alpha^\beta)^{(-1)}R^{(-1)} + 4\delta^\beta_\alpha R^{(-1)} - \delta^\beta_\alpha K^{(-1)}R^{(-1)} \right]
\]

\[
= -\frac{3}{2} \epsilon \delta^\beta_\alpha (\tilde{P} + 2b), \quad (6.10)
\]

\[
(L^\beta_\alpha)^{(-2)} = (R^\beta_\alpha)^{(-2)} + \epsilon \left\{ 2 \left[ R^{(-1)}(R^\beta_\alpha)^{(-1)} + R^{(0)}(R^\beta_\alpha)^{(-2)} \right] - \frac{1}{2} \delta^\beta_\alpha (R^{(-1)})^2 
+ 2(\gamma^\beta\gamma)^{(-1)} \partial_\gamma (\partial_\alpha R^{(-1)}) - 2(\gamma^\beta\gamma)^{(-1)}(\Gamma^\mu_\alpha_\gamma)^{(0)} \partial_\mu R^{(-1)} + (K^\beta_\alpha)^{(0)}R^{(-1)} 
- 2\delta^\beta_\alpha (\gamma^\delta)^{(-1)} \partial_\gamma (\partial_\delta R^{(-1)}) + 2\delta^\beta_\alpha (\gamma^\delta)^{(-1)}(\Gamma^\mu_\alpha_\gamma)^{(0)} \partial_\mu R^{(-1)} - \delta^\beta_\alpha K^{(0)}R^{(-1)} \right\}
\]

\[
= -\frac{1}{4} \delta^\beta_\alpha + \epsilon \left[ (\tilde{P} + 2b)(2\tilde{P}^\beta_\alpha + \frac{1}{2} b^\beta_\alpha + \frac{1}{2} b \delta^\beta_\alpha - \frac{1}{2} \tilde{P} \delta^\beta_\alpha) 
- \frac{1}{2} \delta^\beta_\alpha (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\delta b^\gamma - \kappa) 
- 2a^\beta\gamma \gamma_\alpha \partial_\alpha (\tilde{P} + 2b) + 2a^\beta\gamma \Gamma^\mu_\gamma_\alpha \partial_\mu (\tilde{P} + 2b) + 2\delta^\beta_\alpha a^\gamma^\delta \partial_\gamma (\partial_\delta (\tilde{P} + 2b)) 
- 2\delta^\beta_\alpha a^\gamma^\delta \tilde{\Gamma}^\mu_\gamma_\delta \partial_\mu (\tilde{P} + 2b) \right], \quad (6.11)
\]
We now proceed to find the form of the solution of the higher-order gravitano-

field equations in vacuum, in the vicinity of a point that is singular in the time.

6.1.3 Simplification of the terms

We can simplify these nine relations \((6.4)-(6.12)\) by using the trace of the higher-

order field equations. In both cases (vacuum and radiation) the trace of the fields

equation gives the identity,

\[
R - 6\epsilon\Box_{g}R = 0.
\]  

(6.13)

Then, for the \(t^{-3}\) order terms we obtain the identity,

\[
\tilde{P} + 2b = 0,
\]  

(6.14)
for the $t^{-2}$ order terms we obtain,

$$- 12d - bc + 11 b^\alpha c^\alpha - \frac{7}{2} b^\beta b^\alpha_\alpha b^\beta_\beta + \frac{1}{2} b b^\alpha b^\alpha - \lambda = 0,$$

(6.15)

and finally for the $t^{-1}$ order terms we have,

$$\frac{1}{2} a^{\alpha \beta} a^{\mu \nu} A_{\alpha \beta \epsilon} \partial_\mu \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\alpha \right) = a^{\alpha \beta} \partial_\beta \left( -6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\gamma - \kappa \right).$$

(6.16)

Then, using identities (6.14), (6.15) and (6.16), the quantities $(L_0^0)^{-3}$, $(L_0^0)^{-2}$ and $(L_0^0)^{-3}$ vanish identically. The other six quantities appearing in (6.4)-(6.12) become,

$$(L_0^0)^{-2} = \frac{3}{4} + \frac{3}{4} \epsilon (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\alpha b^\beta - \kappa),$$

(6.17)

$$(L_0^0)^{-1} = -\frac{1}{2} b - \epsilon b ( -6c - \frac{1}{4} b^2 + \frac{11}{4} b^\alpha b^\beta - \kappa),$$

(6.18)

and,

$$(L_0^0)^{-1} = \epsilon \partial_\alpha (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\epsilon - \kappa),$$

(6.19)

and also,

$$(L_0^0)^{0} = \frac{1}{2} (\nabla b^\alpha - \nabla_\alpha b) + \epsilon \left[ (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\gamma - \kappa) (\nabla b^\beta - \nabla b) 
+ b^\alpha b^\beta ( -6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\gamma - \kappa) \right],$$

(6.20)

and also,

$$(L_0^\alpha)^{-2} = -\frac{1}{4} \delta^\alpha - \frac{1}{2} \epsilon \delta^\alpha (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\gamma - \kappa),$$

(6.21)

and also,

$$(L_\alpha^\beta)^{-1} = -\tilde{P}_\alpha^\beta - \frac{3}{4} b^\alpha - \frac{1}{4} b^\alpha - b^\alpha \delta^\alpha 
+ \epsilon \left[ \frac{1}{2} (\tilde{P}_\alpha^\beta + 3 b^\alpha + b^\alpha \delta^\alpha) (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\gamma - \kappa) 
- a^{\alpha \gamma} a^{\mu \nu} A_{\gamma \alpha \epsilon} \partial_\mu (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\epsilon - \kappa) 
+ 2 a^{\alpha \gamma} \partial_\gamma \left( \partial_\alpha (-6c - \frac{1}{4} b^2 + \frac{11}{4} b^\beta b^\epsilon - \kappa) \right) \right].$$

(6.22)

### 6.1.4 Further simplification of the terms

Using the identity (2.66), we obtain,

$$\nabla_0 L_0^0 + \nabla_\beta L^\beta_0 = 0,$$

(6.23)
and for \( j = \alpha \) we find,

\[
\partial_t L_\alpha^0 - \frac{1}{2} K^\beta_\alpha L_\beta^0 + \partial_\beta L_\alpha^\beta + KL_\alpha^\beta - \Gamma^\gamma_\alpha_\beta L_\gamma^\beta + \Gamma^\beta_\gamma L_\alpha^\gamma = 0. \tag{6.24}
\]

We substitute the series of the various terms appearing in (6.24) and then, for the \( t^{-2} \) order we find that the coefficient \( (L_\alpha^0)^{(-1)} \) vanishes identically, namely,

\[
\partial_\alpha(-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\delta b_\delta^\gamma - \kappa) = 0. \tag{6.25}
\]

Consequently, the terms of (6.20) and (6.22) become,

\[
(L_\alpha^0)^{(0)} = \frac{1}{2}(\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) + \epsilon(-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\delta b_\delta^\gamma - \kappa)(\nabla_\beta b_\alpha^\beta - \nabla_\alpha b), \tag{6.26}
\]

and,

\[
(L_\alpha^\beta)^{(-1)} = -\tilde{P}_\alpha^\beta - \frac{3}{4} b_\alpha^\beta - \frac{1}{4} b_\delta^\beta + \frac{1}{2} \epsilon(4\tilde{P}_\alpha^\beta + 3b_\alpha^\beta + b_\delta^\beta)(-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\delta b_\delta^\gamma - \kappa). \tag{6.27}
\]

We can now proceed to find the form of the solution of the field equations in vacuum, in the vicinity of a point that is singular in the time.

### 6.2 Singular vacuum field equations

In this Section, we find the degrees of freedom of the vacuum field equations in \( R + \epsilon R^2 \) theory through singular formal series expansion of the form (4.59).

#### 6.2.1 First approximation of the vacuum field equations

From the vacuum field equations (2.40), (2.41) and (2.42), and the notation of the previous Section, we obtain,

\[
0 = C_0 = (L_0^0)^{(-3)} \frac{1}{t^3} + (L_0^0)^{(-2)} \frac{1}{t^2} + (L_0^0)^{(-1)} \frac{1}{t}, \tag{6.28}
\]

\[
0 = C_\alpha = (L_\alpha^0)^{(-2)} \frac{1}{t^2} + (L_\alpha^0)^{(-1)} \frac{1}{t} + (L_\alpha^0)^{(0)}, \tag{6.29}
\]

and,

\[
0 = L_\alpha^\beta = (L_\alpha^\beta)^{(-3)} \frac{1}{t^3} + (L_\alpha^\beta)^{(-2)} \frac{1}{t^2} + (L_\alpha^\beta)^{(-1)} \frac{1}{t}. \tag{6.30}
\]
Then, from Eqns. (6.28), (6.29) and (6.30), we find that,

\[(L_0^0)^{(-3)} = 0,\]  \hspace{1cm} (6.31)

\[(L_0^0)^{(-2)} = 0,\]  \hspace{1cm} (6.32)

\[(L_0^0)^{(-1)} = 0,\]  \hspace{1cm} (6.33)

and,

\[(L_0^\alpha)^{(2)} = 0,\]  \hspace{1cm} (6.34)

\[(L_0^\alpha)^{(-1)} = 0,\]  \hspace{1cm} (6.35)

\[(L_0^\alpha)^{(0)} = 0,\]  \hspace{1cm} (6.36)

while,

\[(L_\beta^\alpha)^{(-3)} = 0,\]  \hspace{1cm} (6.37)

\[(L_\beta^\alpha)^{(-2)} = 0,\]  \hspace{1cm} (6.38)

\[(L_\beta^\alpha)^{(-1)} = 0.\]  \hspace{1cm} (6.39)

However, in the previous Section, we proved that the quantities \((L_0^0)^{(-3)}, (L_0^0)^{(-2)}, (L_0^\alpha)^{(-1)}\) and \((L_\beta^\alpha)^{(-3)}\) vanish identically. Therefore, relations (6.31), (6.34), (6.35) and (6.37) do not provide any information regarding the initial data. In the following analysis we prove that only one of the previous equations give relation between the initial data \(a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}\).

### 6.2.2 Zeroth-components of the vacuum field equations

Using (6.32), we get one relation between the initial data, namely,

\[-6c - \frac{1}{4}b^2 + \frac{11}{4}b_\alpha b^\alpha - \kappa = -\frac{1}{2\epsilon}.\]  \hspace{1cm} (6.40)

Then, from (6.33) the term \((L_0^0)^{(-1)}\) becomes identically equal to zero. Also, using (6.40), we find that the remaining three components \((L_0^\alpha)^{(0)}, (L_\alpha^\alpha)^{(-2)}, (L_\alpha^\alpha)^{(-1)}\) vanish identically. However, below we prove that the previous results can not be acceptable.
6.2.3 Non existence of the singular vacuum field equations

Our starting point is the following conformal transformation theorem given in [122].

**Theorem 6.1.** Consider the gravitational field equations derived from the gravitational lagrangian density $L_g = f(R)(-g)^{1/2}$ in vacuum on a 4-dimensional spacetime $(\mathcal{V}, g_{ij})$. Under a conformal transformation $\tilde{g}_{ij} = \Omega^2 g_{ij}$, where $\Omega = f'(R)$, the transformed field equations on the 4-dimensional spacetime $(\mathcal{V}, \tilde{g}_{ij})$ become Einstein equations with a minimally coupled scalar field matter source derived from a lagrangian density $\tilde{L}_\tilde{g} = \left(\tilde{R} - \frac{3}{2} \nabla_i \phi \nabla^i \phi - V(\phi)\right)(-g)^{1/2}$. The scalar field potential is calculated to be $V(\phi) = \frac{1}{2} (Rf'(R) - f(R)) [f'(R)]^{-2}$.

Then, taking into account the identities (6.14), (6.15) and Eq. (6.40), we note that the scalar curvature given by (4.110) satisfies the following equation,

$$1 + 2\epsilon R = 0. \quad (6.41)$$

This last equation reads,

$$f'(R) = 0. \quad (6.42)$$

Due to the above conformal transformation theorem, this final result is not acceptable.

Hence, we conclude that in the vacuum gravitational field theory derived from the lagrangian $R + \epsilon R^2$, the formal series expansion (4.59) lead to a system of equations in the form (6.28)-(6.30), which does not provide any kind of solution for the initial data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$.

It is noted worthy that in case of vacuum in general relativity ($\epsilon = 0$) we get the same conclusion. In Appendix B, we give more details for the solution of the field equations in case of general relativity in vacuum with a singular formal series expansion.

### 6.3 Singular field equations in case of radiation

In this Section, we find the degrees of freedom of the gravitational field equations in $R + \epsilon R^2$ theory plus radiation through singular formal series expansion of the form (4.59).
6.3.1 Field equations in case of radiation

In case of radiation models, the components of the energy-momentum tensor $T^i_j$ and its trace are given by (5.34)-(5.37). Then, using the notation (6.1)-(6.3), we obtain,

\[
\frac{8\pi G}{3} \rho (4u_0^2 - 1) = C_0 = (L^0_0)^{(\alpha)} \frac{1}{t^3} + (L^0_0)^{(\beta)} \frac{1}{t^2} + (L^0_0)^{(\gamma)} \frac{1}{t},
\]

(6.43)

\[
\frac{32\pi G}{3} \rho u_\alpha u_0 = C_\alpha = (L^0_\alpha)^{(\beta)} \frac{1}{t^2} + (L^0_\alpha)^{(\gamma)} \frac{1}{t} + (L^0_\alpha)^{(\delta)},
\]

(6.44)

and,

\[
\frac{8\pi G}{3} \rho (4u^\beta u_\alpha - \delta^\beta_\alpha) = L^\beta_\alpha = (L^\beta_\alpha)^{(\alpha)} \frac{1}{t^3} + (L^\beta_\alpha)^{(\beta)} \frac{1}{t^2} + (L^\beta_\alpha)^{(\gamma)} \frac{1}{t},
\]

(6.45)

where the nine terms appearing in these last three relations are given by (6.4)-(6.12).

In view of the identity (2.71) we get,

\[
1 = u_i u^i \approx u_0^2 - \frac{1}{t} \delta^\alpha_\beta u_\alpha u_\beta.
\]

(6.46)

Then, the system of equations (6.43), (6.44) and (6.45) becomes,

\[
8\pi G \rho = C_0 = (L^0_0)^{(\alpha)} \frac{1}{t^3} + (L^0_0)^{(\beta)} \frac{1}{t^2} + (L^0_0)^{(\gamma)} \frac{1}{t},
\]

(6.47)

\[
\frac{32\pi G}{3} \rho u_\alpha = C_\alpha = (L^0_\alpha)^{(\beta)} \frac{1}{t^2} + (L^0_\alpha)^{(\gamma)} \frac{1}{t} + (L^0_\alpha)^{(\delta)},
\]

(6.48)

and,

\[
- \frac{8\pi G}{3} \rho \delta^\beta_\alpha = L^\beta_\alpha = (L^\beta_\alpha)^{(\alpha)} \frac{1}{t^3} + (L^\beta_\alpha)^{(\beta)} \frac{1}{t^2} + (L^\beta_\alpha)^{(\gamma)} \frac{1}{t}.
\]

(6.49)

From Eq. (6.47), we note that the degree of the energy density $\rho$ seems to be equal to $-3$, which is not in accordance with the Friedmann solution (4.58) and Eq. (4.16). However, in the following analysis, we prove that the term $(L^0_0)^{(\alpha)}$ is equal to zero and in the same time the term $(L^0_0)^{(\beta)}$ does not vanish, and so, as we expected, the degree of the energy density becomes equal to $-2$.

We are now ready to find the relations which the terms appearing in the system of equations (6.47)-(6.49) satisfy and then the degrees of freedom of the gravitational field equations in case of radiation.
6.3.2 Degrees of freedom of the field equations in case of radiation

Our starting point are the three identities (6.14), (6.15) and (6.16) provided by (6.13), as well as the identity (6.25). Using these, the terms \((L_0^0)^{(-3)}\), \((L_0^0)^{(-2)}\), \((L_\alpha^\beta)^{(-3)}\) and \((L_\alpha^\alpha)^{(-1)}\) vanish identically.

Then, the system of equations (6.47)-(6.49), which describes the dependence between the initial data, is modified in its final form as follows:

\[
8\pi G \rho = (L_0^0)^{(-2)} \frac{1}{t^2} + (L_0^0)^{(-1)} \frac{1}{t},
\]

\[
\frac{32\pi G}{3} \rho u_\alpha = (L_0^0)^{(0)},
\]

\[
- \frac{8\pi G}{3} \rho \delta_\alpha^\beta = (L_\alpha^\beta)^{(-2)} \frac{1}{t^2} + (L_\alpha^\beta)^{(-1)} \frac{1}{t},
\]

where for the remaining five terms we have,

\[
(L_0^0)^{(-2)} = \frac{3}{4} + \frac{3}{2} \epsilon (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\alpha^\beta b_\beta^\alpha - \kappa),
\]

\[
(L_0^0)^{(-1)} = \frac{1}{2} b - \epsilon b (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\alpha^\beta b_\beta^\alpha - \kappa),
\]

and,

\[
(L_0^0)^{(0)} = \frac{1}{2} (\nabla_\beta b_\alpha^\beta - \nabla_\alpha b) + \epsilon (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\alpha b_\gamma^\beta - \kappa) (\nabla_\beta b_\alpha^\beta - \nabla_\alpha b),
\]

and also,

\[
(L_\alpha^\beta)^{(-2)} = - \frac{1}{4} \delta_\alpha^\beta - \frac{1}{2} \epsilon \delta_\alpha^\gamma (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\alpha b_\gamma^\beta - \kappa),
\]

\[
(L_\alpha^\beta)^{(-1)} = - \tilde{P}_\alpha^\beta - \frac{3}{4} b_\alpha^\beta - \frac{1}{4} b_\beta^\alpha
\]

\[- \frac{1}{2} \epsilon (4 \tilde{P}_\alpha^\beta + 3 b_\alpha^\beta - b_\beta^\gamma) (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\alpha b_\gamma^\beta - \kappa).
\]

Then, from Eq. (6.50) we find one relation for the energy density \(\rho\), namely,

\[
8\pi G \rho = \left[ \frac{3}{4} + \frac{3}{2} \epsilon (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\alpha^\beta b_\beta^\alpha - \kappa) \right] \frac{1}{t^2}
\]

\[- \left[ \frac{1}{2} b + \epsilon b (-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\alpha^\beta b_\beta^\alpha - \kappa) \right] \frac{1}{t}.
\]
Substituting $\rho$ from Eq. (6.50) to Eq. (6.51), we find three more relations for the velocities $u_\alpha$ and the spatial tensors $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$, namely,

$$u_\alpha = \frac{3(L^0_\alpha)^{(0)}}{4(L^0_0)^{(-2)}} t^2. \quad (6.59)$$

These last relations concerning the velocities $u_\alpha$ and the spatial tensors $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$ read,

$$u_\alpha = \frac{3t^2}{4} \left[ \frac{1}{2}(\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) + \epsilon(-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\beta^\gamma b_\gamma^\beta - \kappa)(\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) \right] \times \left[ \frac{3}{4} + \frac{3}{2} \epsilon(-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\beta^\gamma b_\gamma^\beta - \kappa) \right]^{-1}. \quad (6.60)$$

Continuing, we substitute $\rho$ from Eq. (6.50) to Eq. (6.52) and we obtain,

$$(L^\beta_\alpha)^{(-2)} \frac{1}{t^2} + (L^\beta_0)^{(-1)} \frac{1}{t} = -\frac{1}{3} \delta^\beta_\alpha \left[ (L^0_0)^{(0)} \frac{t}{t^2} + (L^0_0)^{(0)} \frac{1}{t} \right], \quad (6.61)$$

Using the last equation and Eqns. (6.53)-(6.57), we find that the terms of order $t^{-2}$ cancel, while the terms of order $t^{-1}$ give,

$$-3(\tilde{P}_\alpha^\beta + \frac{3}{4} b_\beta^\alpha + \frac{5}{12} b \delta_\alpha^\beta) - \frac{1}{2} \epsilon(12\tilde{P}_\alpha^\beta + 9b_\beta^\alpha + 5b \delta_\alpha^\beta)(-6c - \frac{1}{4} b^2 + \frac{11}{4} b_\gamma^\beta b_\gamma^\beta - \kappa) = 0. \quad (6.62)$$

Notice that the trace of Eq. (6.62) gives the identity (6.14).

Eventually, to sum up, from equations (6.50), (6.59) and (6.62) we have already found 1 relation for the energy density $\rho$, 3 for the velocities $u^\alpha$ and additional 6 concerning the initial data $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}$. Also, we should not make the mistake to count as extra connections between the initial data the identities (6.14), (6.15) and (6.16), because the trace of the gravitational field equations yields directly to the same relations.

Nevertheless, we have to take into consideration the fact that the choice of the time $t$ in the metric (4.59) is completely determined by the condition $t = 0$ at the singularity, while the space coordinates still permit arbitrary transformations that do not involve the time. These arbitrary transformations can be used, for example, to bring tensor $a_{\alpha\beta}$ to diagonal form.

Thus, from the initial 28 functions $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, \rho, u^\alpha$, we have to subtract 13 that are not arbitrary, and we finally find that the solution contains all together 15 physically different arbitrary functions. In comparison with the number 20 which corresponds to a general solution of the problem, we see that after
the imposition of the higher order evolution and constraint equations, tensor $\gamma_{\alpha\beta}$ of the form (4.59) can not be an appropriate form for the general solution.

This is something that we expected since the beginning of this analysis, because of the form of the energy-momentum tensor $T^i_j$. In particular, $T^i_j$ is a diagonal matrix of the form,

$$T^i_j = \text{diag}(\rho, -p, -p, -p),$$  \hspace{1cm} (6.63)

while tensor $L^i_j$ consists of terms that include the matrix $\gamma_{\alpha\beta}$ and its derivatives and so it is not diagonal in general. Therefore, from the first equation (2.64) it is clear that these two members can not finally provide the general solution. Furthermore, we note that in this solution the spatial metric is inhomogeneous and anisotropic, but the energy density tends to become homogeneous as $t \to 0$.

Finally, it is worth noting that in case we set $\epsilon = 0$, we immediately obtain from the basic equations (6.50), (6.59) and (6.62) the exact same results with [67] in general relativity.

We continue querying if the order of $\gamma_{\alpha\beta}$ in (4.59) affects or not the number of the arbitrary functions.

### 6.4 Degrees of freedom with $\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n$, $n \geq 4$

In this Section, we show that the number of the degrees of freedom of the gravitational field equations in $R + \epsilon R^2$ theory plus radiation is the same, if instead of the singular form (4.59), we consider a singular expression of the form,

$$\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n, \quad n \geq 4.$$  \hspace{1cm} (6.64)

### 6.4.1 Field equations with $\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^{(n)} t^n$, $n \geq 4$

We assume a formal series representation of the spatial metric of the form:

$$\gamma_{\alpha\beta} = (\gamma_{\alpha\beta})^{(1)} t + (\gamma_{\alpha\beta})^{(2)} t^2 + (\gamma_{\alpha\beta})^{(3)} t^3 + (\gamma_{\alpha\beta})^{(4)} t^4 + \cdots + (\gamma_{\alpha\beta})^{(n)} t^n,$$  \hspace{1cm} (6.65)

where $n$ is a natural number, with $n > 4$. Obviously, we have,

$$(\gamma_{\alpha\beta})^{(1)} = a_{\alpha\beta}, \quad (\gamma_{\alpha\beta})^{(2)} = b_{\alpha\beta}, \quad (\gamma_{\alpha\beta})^{(3)} = c_{\alpha\beta}, \quad (\gamma_{\alpha\beta})^{(4)} = d_{\alpha\beta}.$$  \hspace{1cm} (6.66)

We further note that the expression (6.65) contains $6n$ degrees of freedom ($6$ of each one of the $n$ spatial matrixes). Adding $4$ additional degrees of freedom regarding
the energy density $\rho$ and the velocities $u^\alpha$, the main question is how many of these $6n + 4$ data are independent when (6.65) is taken to be a possible solution of the evolution equations (2.52), (2.53), (2.54) and (2.82) together with the constraint equations (2.80) and (2.81) and the relations (4.11), (2.71) on each slice $\mathcal{M}_t$? To answer this question, we consider our basic system of equations (6.50), (6.51) and (6.52), which now, due to (6.65), takes the form,

$$8\pi G \rho = (L_0^0)^{(0)} - \frac{1}{t^2} + (L_0^0)^{(-1)} \frac{1}{t} + \ldots + (L_0^0)^{(n-5)} t^{n-5},$$  \hspace{1cm} (6.67)

$$\frac{32\pi G}{3} \rho u_\alpha = (L_\alpha^0)^{(0)} + \ldots + (L_\alpha^0)^{(n-4)} t^{n-4},$$  \hspace{1cm} (6.68)

$$- \frac{8\pi G}{3} \rho \delta^\beta_\alpha = (L_\alpha^\beta)^{(0)} - \frac{1}{t^2} + (L_\alpha^\beta)^{(-1)} \frac{1}{t} + \ldots + (L_\alpha^\beta)^{(n-5)} t^{n-5}.$$  \hspace{1cm} (6.69)

### 6.4.2 Degrees of freedom with $\gamma_{\alpha\beta} = \sum \gamma_{\alpha\beta}^n t^n, n \geq 4$ in radiation models

We notice that (6.67) give us 1 relation for the energy density $\rho$, which we substitute in (6.68) and we find the 3 relations for the velocities,

$$u_\alpha = \frac{3(L_\alpha^0)^{(0)}}{4(L_0^0)^{(0)}} t^2.$$  \hspace{1cm} (6.70)

The final thing we have to do, is to substitute $\rho$ from (6.67) to (6.69). Then, we obtain,

$$(L_\alpha^\beta)^{(0)} - \frac{1}{t^2} + (L_\alpha^\beta)^{(-1)} \frac{1}{t} + \ldots + (L_\alpha^\beta)^{(n-5)} t^{n-5} = - \frac{1}{3} \delta^\beta_\alpha(L_0^0)^{(0)} - \frac{1}{3} \delta^\beta_\alpha(L_0^0)^{(-1)} \frac{1}{t} - \ldots - \frac{1}{3} \delta^\beta_\alpha(L_0^0)^{(n-5)} t^{n-5}.$$  \hspace{1cm} (6.71)

As we have already seen at the previous section, the terms of order $t^{-2}$ in (6.71) cancel and the $t^{-1}$ order terms give 6 relations between the initial data, which is the equation (6.62). For the $t^k$ order terms of (6.71), where $k = 0, 1, \ldots, n - 5$, we obtain the corresponding following equations,

$$(L_\alpha^\beta)^{(k)} = - \frac{1}{3} \delta^\beta_\alpha(L_0^0)^{(k)}.$$  \hspace{1cm} (6.72)

Apparently, each one of the previous $n - 4$ equations gives 6 relations that contain the initial data. Therefore, from (6.72) we find $6 \times (n - 4) = 6n - 24$ relations
between the data \((\gamma_{\alpha\beta})^{(0)}, \ldots, (\gamma_{\alpha\beta})^{(n)}\) and so, from (6.71) we have \(0 + 6 + (6n - 24) = 6n - 18\) relations in total.

Consequently, taking further into account one relation from (6.67), three relations from (6.70) and \((6n - 24)\) relations from (6.71), the counting gives us \(1 + 3 + (6n - 18) = 6n - 14\) relations in total between the initial data. Subtracting from the total \(6n + 4\) data from which we started, we obtain that only 18 functions can be arbitrary. However the 3 diffeormorphisms give us the final number of the free functions in the problem, which is obviously the number 15. Conclusively, without loss of generality we can stop the series in (6.65) at the order 4.

In Appendix B, we give details for the solution of the field equations in general relativity plus radiation with a singular formal series expansion.

### 6.5 Choice of the initial data

We now ask: Out of the 28 different functions \(a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}, d_{\alpha\beta}, \rho, u^\alpha\), which 15 of those should be chosen as our initial data? We have shown in this Section that in case of radiation the higher order gravity equations (2.52), (2.53), (2.54) and (2.82) together with the constraint equations (2.80) and (2.81), admit a singular formal series expansion of the form (4.59) and the solution, which is not general, requires 15 smooth initial data.

If we prescribe the 28 data

\[
a_{\alpha\beta}, \ b_{\alpha\beta}, \ c_{\alpha\beta}, \ d_{\alpha\beta}, \ \rho, \ u^\alpha
\]

initially, we still have the freedom to fix 13 of them. We choose to leave the twelve components of the metrics \(c_{\alpha\beta}\) and \(d_{\alpha\beta}\) free, and we choose the symmetric space tensor \(a_{\alpha\beta}\) to be diagonal. Then we proceed to count the number of free functions in three steps, starting from these \(3 + 0 + 2 \times 6 + 1 + 3 = 19\) functions. First, (6.50) fixes the function \(\rho\) and secondly Eq. (6.59) fixes the 3 more components of \(u^\alpha\). Lastly, we use the 6 relations in (6.62) to completely fix the 6 components of \(b_{\alpha\beta}\). Summing up the free functions we have found, we end up with,

\[
\underbrace{3}_{\text{from } a_{\alpha\beta}} + \underbrace{0}_{\text{from } b_{\alpha\beta}} + \underbrace{12}_{\text{from } c_{\alpha\beta} \text{ and } d_{\alpha\beta}} + \underbrace{0}_{\text{from } \rho} + \underbrace{0}_{\text{from } u^\alpha} = 15,
\]

which are suitable free data as required for the specific particular solution. Obviously this is not the only way to choose the initial data. For instance, we can
choose the space tensor $a_{\alpha\beta}$ not to be diagonal and fix three components of $c_{\alpha\beta}$. Then, we end up with,

$$6 \text{ from } a_{\alpha\beta} + 0 \text{ from } b_{\alpha\beta} + 3 \text{ from } c_{\alpha\beta} + 6 \text{ from } d_{\alpha\beta} + 0 \text{ from } \rho + 0 \text{ from } u^a = 15,$$  \hspace{1cm} (6.75)

suitable free data.
Chapter 7
Conclusions and future directions

7.1 Conclusions

Throughout this Thesis we extensively studied properties of formal power series solutions of higher-order \( f(R) = R + \epsilon R^2 \) gravity theory as well of the standard Einstein theory in vacuum and in the presence of radiation. In particular, we used the Landau-Lifschitz method presented in [67] in order to explore the form and the kind of solution in each case separately. We applied this method both to regular and singular cases. Therefore, our approach provides information about eight different cases:

|                                      | Regular case | Vacuum   |
|--------------------------------------|--------------|----------|
| General Relativity                   |              |          |
| General Relativity                   |              |          |
| General Relativity                   |              |          |
| General Relativity                   |              |          |
| Higher-order gravity                 |              |          |
| Higher-order gravity                 |              |          |
| Higher-order gravity                 |              |          |

In Chapter 2, we introduced the ADM (Arnowitt-Deser-Misner) formalism in order to study the evolution problem of cosmological asymptotics in higher-order gravity theories in vacuum as well as in the presence of a fluid. We used normal coordinates and the synchronous reference system in which the time coordinate is the proper time along the fluid world lines. Then, we splitted the higher-order field equations (2.34) in vacuum derived from the analytic lagrangian \( f(R) = R + \epsilon R^2 \) into constraints and evolution equations using the (3+1)-splitting formulation.
Because of the order of these differential equations, to describe them as a dynamical system, apart from the first variational equation,

$$\partial_t \gamma_{\alpha\beta} = K_{\alpha\beta},$$

(7.1)

which is used in general relativity, we needed the second and third variational equations, which were respectively found to be:

$$\partial_t K_{\alpha\beta} = D_{\alpha\beta}, \quad \partial_t D_{\alpha\beta} = W_{\alpha\beta}.$$  

(7.2)

Next, we dealt with the function-counting problem of the quadratic theory in vacuum. We found that the exact number of the degrees of freedom according to the vacuum theory is equal to 16. Finally, we concluded that in the presence of a fluid the exact number of degrees of freedom is 20.

In Chapter 3, we studied the Cauchy-Kovalevskaya formulation in higher-order gravity theory in vacuum as well as in the presence of a fluid. Prior to anything else, we dealt with the mathematical content of higher-order gravity equations, the initial value problem of Cauchy as in the case of general relativity. In order to study the Cauchy problem of the higher-order gravity theory, we followed the standard approach and we exploited harmonic coordinates. Then, we proved that the dynamical system consisting of the four evolution equations (2.52), (2.53), (2.54) and (2.55) together with the constraints equations (2.62) and (2.63), which describes the higher-order gravity equations in vacuum, has the Cauchy-Kovalevskaya property, namely that none of the terms appearing in the right hand side of this system includes time derivatives. We also conducted the same analysis in the case of a fluid and found that the corresponding system of the four evolution equations (2.52), (2.53), (2.54) and (2.82) together with the constraints equations (2.80) and (2.81) is of the Cauchy-Kovalevskaya type.

Next, we showed that in a synchronous reference system if we prescribe initial data which satisfy the constraint equations in both cases (vacuum and fluid) on some initial slice, then there is a neighborhood of this slice such that the corresponding evolution equations of each case have an analytic solution in this neighborhood consistent with the data. We also discussed the equivalence between general relativity plus a scalar field and higher-order gravity theory in vacuum from this viewpoint. Specifically, through the conformal transformation theorem, we discovered the reason for which these two theories do not have the same degrees of freedom.
In Chapter 4, we introduced the perturbative formulation in higher-order gravity assuming a formal series representation of the spatial metric $\gamma_{\alpha\beta} = -g_{\alpha\beta}$ following the Landau-Lifschitz method. In doing so, we started with the Robertson-Walker metric (4.1) to find the connection between the various components of the Ricci tensor $R^i_j$ and the scalar curvature $R$ as well with the scale factor $a = a(t)$ and its derivatives. Despite the fact that we are interested in higher-order cosmologies that are not homogeneous and isotropic, we used (4.1) as a motivation in what followed in the next two Chapters. We then presented the solutions of the Friedmann equations in general relativity in cases of vacuum and radiation and we found the generalized Friedmann equations of higher-order $f(R) = R + \epsilon R^2$ gravity. We showed that the solutions of the Friedmann equations in general relativity in cases of vacuum and radiation are particular solutions for the generalized Friedmann equations as well.

This fact led us to use the same formal power series expansion for the 3-metric $\gamma_{\alpha\beta}$ in our analysis for the field equations of higher-order gravity in vacuum as in the case of general relativity. Hence, in case of vacuum we started by considering a formal series expansion of the form,

$$\gamma_{\alpha\beta} = \gamma_{\alpha\beta}^{(0)} + \gamma_{\alpha\beta}^{(1)} t + \gamma_{\alpha\beta}^{(2)} t^2 + \gamma_{\alpha\beta}^{(3)} t^3 + \gamma_{\alpha\beta}^{(4)} t^4 + \cdots,$$

(7.3)

where the $\gamma_{\alpha\beta}^{(0)}$, $\gamma_{\alpha\beta}^{(1)}$, $\gamma_{\alpha\beta}^{(2)}$, $\gamma_{\alpha\beta}^{(3)}$, $\gamma_{\alpha\beta}^{(4)}$, $\cdots$ are functions of the space coordinates, or else we used the Landau-Lifschitz pertubative method in the vicinity of a point that is regular in the time. Using (7.3) up to the fourth power of $t$, we made all the calculations of the quantities $K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta}$ and, so, we found the series of the $(3+1)$-splitting various components of the Ricci tensor $R^0_0, R^0_\alpha, R^\beta_\alpha$ and the scalar curvature $R$ as well. Consequently, we ended up with the series of the evolution equations (4.31), (4.36), (4.57) and the constraints equations (4.55) and (4.56) too.

Next, for the case of radiation, we started by considering power series expansion that corresponds to the Landau-Lifschitz pertubative method in the vicinity of a point that is singular in the time, namely,

$$\gamma_{\alpha\beta} = \gamma_{\alpha\beta}^{(1)} t + \gamma_{\alpha\beta}^{(2)} t^2 + \gamma_{\alpha\beta}^{(3)} t^3 + \gamma_{\alpha\beta}^{(4)} t^4 + \cdots$$

(7.4)

where the $\gamma_{\alpha\beta}^{(1)}$, $\gamma_{\alpha\beta}^{(2)}$, $\gamma_{\alpha\beta}^{(3)}$, $\gamma_{\alpha\beta}^{(4)}$, $\cdots$ are functions of the space coordinates. We also used the form (7.4) up to the fourth power of $t$ and found the form of the quantities $K_{\alpha\beta}, D_{\alpha\beta}, W_{\alpha\beta}$ and the form of the various components of the Ricci tensor $R^i_j$ and
the scalar curvature $R$. Finally, we presented the series of the evolution equations (4.62), (4.68), (4.113) and the constraints equations (4.111) and (4.112) as well.

In Chapter 5, we studied the form of the solution of the gravitational field equations of higher-order gravity in vacuum, as well as in the case of radiation, in the vicinity of a point that is regular in the time by using the 3-metric (7.3). First of all, because of the order of the differential equations in higher-order gravity in vacuum (Eqns. (2.40), (2.41) are third-order differential equations with respect to the proper time $t$, while Eq. (2.42) is a fourth-order differential equation with respect to $t$), we introduced the following notation,

$$C_0 = (L_0^0)^{(0)} + t(L_0^0)^{(1)},$$

$$C_\alpha = (L_0^\alpha)^{(0)} + t(L_0^\alpha)^{(1)},$$

and,

$$L_\beta^\alpha = (L_\beta^\alpha)^{(0)},$$

that includes only the terms that suffice to describe the solution of the higher-order field equations in cases of vacuum and radiation.

After calculating the series of these five terms $(L_0^0)^{(0)}, (L_0^0)^{(1)}, (L_0^\alpha)^{(0)}, (L_0^\alpha)^{(1)}, (L_\beta^\alpha)^{(0)}$, we were led to a significant simplification of them by using a well-known identity that follows from the higher-order field equations themselves, namely,

$$R - 6\epsilon \Box g R = 0.$$  \hspace{1cm} (7.8)

Then, we dealt with the higher-order gravity equations in vacuum. In the beginning of this analysis we had five equations, namely,

$$(L_0^0)^{(0)} = (L_0^0)^{(1)} = (L_0^\alpha)^{(0)} = (L_0^\alpha)^{(1)} = (L_\beta^\alpha)^{(0)} = 0,$$  \hspace{1cm} (7.9)

which correspond to 14 relations between the 30 initial data $\gamma^{(0)}_{\alpha\beta}, \gamma^{(1)}_{\alpha\beta}, \gamma^{(2)}_{\alpha\beta}, \gamma^{(3)}_{\alpha\beta}, \gamma^{(4)}_{\alpha\beta}$. However, through the basic identity,

$$\nabla_i L^i_j = 0,$$  \hspace{1cm} (7.10)

we proved that the quantities $(L_0^0)^{(1)}$ and $(L_0^\alpha)^{(1)}$ are identically equal to zero, so they do not provide any additional information concerning the 30 initial data. Thus, we were left with 10 relations between the initial data. Subtracting 10 from the initial 30 data and taking into account 4 diffeomorphism changes, we finally
found that the 3-metric (7.3) lead to a solution of the higher-order field equations in vacuum which corresponds to the general solution (16 arbitrary functions).

Further, we dealt with the higher-order gravity equations in case of radiation. Using the identity,
\[ 1 = u_i u^i = u_0^2 - \gamma^{\alpha\beta} u_\alpha u_\beta, \]  
we found that the term \((L_0^0)^{(0)}\) is necessarily equal to zero, while the term \((L_0^0)^{(1)}\) appearing in the above notation vanishes identically. Additionally, we obtained one relation concerning the energy density \(\rho\), three relations for the velocities \(u_\alpha\) and six relations between the initial data \(\gamma_{\alpha\beta}^{(0)}, \gamma_{\alpha\beta}^{(1)}, \gamma_{\alpha\beta}^{(2)}, \gamma_{\alpha\beta}^{(3)}, \gamma_{\alpha\beta}^{(4)}\). Therefore, taking into account four diffeomorphism transformations, from the initial 34 data \(\gamma_{\alpha\beta}^{(0)}, \gamma_{\alpha\beta}^{(1)}, \gamma_{\alpha\beta}^{(2)}, \gamma_{\alpha\beta}^{(3)}, \gamma_{\alpha\beta}^{(4)}\), \(\rho, u^\alpha\) we were left with 17 free functions. Hence, the form (7.3) leads to a solution of the higher-order field equations in case of radiation which does not correspond to the general solution (20 arbitrary functions).

Subsequently, we considered the same two problems (vacuum and radiation) by using the form (7.3) up to the nth power of \(t\). What we showed is that in both cases the results are quantitatively the same as the corresponding previous results. Specifically, in case of vacuum we used the method of induction. Finally, we presented the choice of the initial data between the initial functions of the two cases. In particular, in case of vacuum, because of the general behaviour of the solution, we generalized a theorem of Rendall [98].

In Chapter 6, we studied the form and the type of the solution of the gravitational field equations of higher-order gravity in vacuum as well as in the case of radiation, in the vicinity of a point that is not regular, but singular in the time by using the 3-metric (7.4). Bearing in mind the order of the differential equations in higher-order gravity in case of radiation (2.67), (2.68) are third-order differential equations with respect to the proper time \(t\) and Eq. (2.69) is fourth-order differential equation with respect to \(t\), we were led to the following notation,
\[ C_0 = (L_0^0)^{(-3)} \frac{1}{t^3} + (L_0^0)^{(-2)} \frac{1}{t^2} + (L_0^0)^{(-1)} \frac{1}{t}, \]  
and,
\[ C_\alpha = (L_\alpha^0)^{(-2)} \frac{1}{t^2} + (L_\alpha^0)^{(-1)} \frac{1}{t} + (L_\alpha^0)^{(0)}, \]  
and,
\[ L_\alpha^\beta = (L_\alpha^\beta)^{(-3)} \frac{1}{t^3} + (L_\alpha^\beta)^{(-2)} \frac{1}{t^2} + (L_\alpha^\beta)^{(-1)} \frac{1}{t}. \]  
We calculated the series of the nine terms \((L_0^0)^{(-3)}, (L_0^0)^{(-2)}, (L_0^0)^{(-1)}\) and \((L_0^0)^{(-2)}, (L_0^0)^{(-1)}, (L_0^0)^{(0)}\) and \((L_\alpha^\beta)^{(-3)}, (L_\alpha^\beta)^{(-2)}, (L_\alpha^\beta)^{(-1)}\) appearing in the notation, we did
the simplification of them by using the identity (7.8). We further simplified these terms by using the identities (7.10). Then, we dealt with the higher-order gravity equations in vacuum. Initially, we had nine equations, namely,

\[(L_0^0)^{(-3)} = (L_0^0)^{(-2)} = (L_0^0)^{(-1)} = 0, \tag{7.15}\]
\[(L_0^0)^{(-2)} = (L_0^0)^{(-1)} = (L_0^0)^{(0)} = 0, \tag{7.16}\]
and,

\[(L_0^0)^{(-3)} = (L_0^0)^{(-2)} = (L_0^0)^{(-1)} = 0, \tag{7.17}\]

which correspond to 30 relations between the 24 initial data \(\gamma^{(1)}_{\alpha\beta}, \gamma^{(2)}_{\alpha\beta}, \gamma^{(3)}_{\alpha\beta}, \gamma^{(4)}_{\alpha\beta}\).

However, we showed that all the quantities, apart from \((L_0^0)^{(-2)}\), vanish identically, so they do not provide information regarding the 24 initial data. But the equation,

\[(L_0^0)^{(-2)} = 0, \tag{7.18}\]

directly led us to the relation,

\[1 + 2\epsilon R = 0, \tag{7.19}\]

namely that,

\[f'(R) = 0. \tag{7.20}\]

This last relation cannot be acceptable due to the conformal transformation theorem (see subsection 6.2.3). Therefore, we concluded that in the vacuum gravitational field theory derived from the lagrangian \(R + \epsilon R^2\), the formal series expansion (7.4) leads to a system of equations which does not provide any kind of solution for the initial data \(\gamma^{(1)}_{\alpha\beta}, \gamma^{(2)}_{\alpha\beta}, \gamma^{(3)}_{\alpha\beta}, \gamma^{(4)}_{\alpha\beta}\).

Further, we dealt with the higher-order gravity equations in case of radiation. Using the identity (7.8), we found that the terms \((L_0^0)^{(-3)}, (L_0^0)^{(-2)}, (L_0^0)^{(-1)}\) and \((L_0^0)^{(-1)}\) vanish identically. So, we obtained one relation concerning the energy density \(\rho\), three relations for the velocities \(u_\alpha\) and six additional relations between the initial data \(\gamma^{(1)}_{\alpha\beta}, \gamma^{(2)}_{\alpha\beta}, \gamma^{(3)}_{\alpha\beta}\). Hence, taking into account three diffeomorphism transformations (the choice of the time in the 3-metric (7.4) is completely determined by the condition \(t = 0\) at the singularity) from the initial 28 data \(\gamma^{(1)}_{\alpha\beta}, \gamma^{(2)}_{\alpha\beta}, \gamma^{(3)}_{\alpha\beta}, \gamma^{(4)}_{\alpha\beta}, \rho, u_\alpha\), we were left with 15 free functions. Therefore, the form (7.4) leads to a solution of the higher-order field equations in case of radiation which does not correspond to the general solution (20 arbitrary functions). Then,
we considered the same problem in case of radiation by using the form (7.4) up to the nth power of the proper time $t$. In this approach, we found exactly the same result about the number of the arbitrary functions of the theory with the corresponding previous result. Finally, we presented the choice of the initial data between the initial functions in case of radiation.

In Appendices A and B, we gave details about the solution of the Einstein equations in cases of vacuum and radiation by using the regular form (7.3) and the singular form (7.4) respectively. In particular, in Appendix A, we showed that the form (7.3) corresponds to the general solution of the problem in case of vacuum (4 arbitrary functions). In case of radiation, we ended up with 5 free functions which correspond to a particular solution (8 free functions for general solution). In Appendix B, we showed that the singular form (7.4) of the 3-metric does not give any kind of solution in case of vacuum, but give a particular solution in case of radiation (we left with 3 free functions).

What is interesting from the discussion above is that in case of vacuum both general relativity and higher-order $f(R) = R + \epsilon R^2$ gravity give exactly the same results concerning the kind of the solution (general solution with the regular formal series expansion (7.3) and no solution for the singular form (7.4)). In addition to this, both theories also give the same results in case of radiation (particular solution with the regular power series expansion (7.3) with 3 less arbitrary functions from those that a general solution requires and particular solution with the singular form (7.4) with 5 less free functions). Specifically, in case of radiation-dominated models, we conclude that the regular solution is "closer" to being a generic feature of the field equations (both in general relativity and in higher-order gravity in the analytic case) than the singular solution.

In fact, this is a result that we did not expect due to the fact that the standard model which describes the evolution of the universe informs us about the fact that in the early universe (proper time $t \to 0$) radiation got hotter as the scale factor $a = a(t)$ decreased, and should have been the dominant contribution to the energy density of the universe. Hence, one would have expected that in the early universe the radiation-filled model should be a very good approximation for the dynamics of the universe.

However, owing to the results of this Thesis, this picture does not seem to be generic at least in the analytic case.

Besides, according to R. M. Wald ([119], chap. 5), ‘It would also be self-consistent to assume that no radiation was present in the very early universe and
that only cold matter, such as baryons, was present. However, a "cold big bang" model would have the major tasks of accounting for the present existence of the cosmic microwave background and the correct helium abundance of the universe, both of which are naturally explained by the standard "hot big bang" model described here.

We present the results of this Thesis in the following matrix:

| Theory                  | Case      | Kind    | Solution  | Arbitrary functions |
|-------------------------|-----------|---------|-----------|---------------------|
| General Relativity      | Regular case | Vacuum | general  | 4                   |
| General Relativity      | Singular case | Vacuum | no solution | -                  |
| General Relativity      | Regular case | Radiation | particular | 5 (8 for gen. sol.) |
| General Relativity      | Singular case | Radiation | particular | 3 (8 for gen. sol.) |
| Higher-order gravity    | Regular case | Vacuum | general  | 16                  |
| Higher-order gravity    | Singular case | Vacuum | no solution | -                  |
| Higher-order gravity    | Regular case | Radiation | particular | 17 (20 for gen. sol.) |
| Higher-order gravity    | Singular case | Radiation | particular | 15 (20 for gen. sol.) |

7.2 Future directions

Up to now, we analysed the structure of higher-order gravity theory in vacuum and with radiation content and study them through formal series expansions. It would be interesting to apply the Landau-Lifschitz method in higher-order gravity for the case of dust $p = 0$, where the corresponding expansions would be singular, and start with a term in the form $a_{\alpha \beta} t^{4/3}$.

Another future problem would be to apply the same method for the higher-order gravity field equations in order to generalize the results presented in [85] and deal with the general sudden cosmological singularity. In this case the formal series expansion is similar to the form (7.3).

Finally, our results currently would nicely complement those obtained by the application of the method of asymptotic splittings [89] in the study of the behaviour of dynamical systems concerning singularities of varying light speed cosmologies [123], but also various systems with symmetry as in [124]. This method is completely different from the Landau-Lifschitz method developed here, due to the fact that it doesn’t deal with series that include tensor terms, and it is applied to many kinds of dynamical systems that correspond to interesting cosmological cases (see [118, 125–131]) which would lead to further interesting results.
Appendix A

Regular solution in general relativity

In this Appendix, we present details of the regular solution of the field equations in general relativity in cases of vacuum and radiation. Here we look for $\gamma_{\alpha\beta}$ in the form,

$$\gamma_{\alpha\beta} = a_{\alpha\beta} + tb_{\alpha\beta} + t^2 c_{\alpha\beta} + \cdots \quad (A.1)$$

where $a_{\alpha\beta}, b_{\alpha\beta}, c_{\alpha\beta}$ are functions of the space coordinates. The reciprocal tensor is given by,

$$\gamma^{\alpha\beta} = a^{\alpha\beta} - tb^{\alpha\beta} + t^2 \left(b^{\alpha\gamma} b^{\beta}_{\gamma} - c^{\alpha\beta}\right). \quad (A.2)$$

Then the extrinsic curvature becomes,

$$K_{\alpha\beta} = \partial_t \gamma_{\alpha\beta} = b_{\alpha\beta} + 2c_{\alpha\beta} t, \quad (A.3)$$

while,

$$K^\alpha_{\beta} = \gamma^{\alpha\gamma} K_{\gamma\beta} = b^\alpha_{\beta} + t(2c^\alpha_{\beta} - b^\alpha_{\gamma} b^{\gamma}_{\beta}). \quad (A.4)$$

In case of vacuum, the Einstein equations,

$$R^0_0 = -\frac{1}{2} \partial_t K - \frac{1}{4} K^\beta_{\alpha} K^\alpha_{\beta} = 8\pi G(T^0_0 - \frac{1}{2} T), \quad (A.5)$$

$$R^0_\alpha = \frac{1}{2} (\nabla_\beta K^\beta_{\alpha} - \nabla_\alpha K) = 8\pi GT^0_\alpha, \quad (A.6)$$

$$R^\beta_\alpha = -P^\beta_{\alpha} - \frac{1}{2\sqrt{\gamma}} \partial_t (\sqrt{\gamma} K^\beta_{\alpha}) = 8\pi G(T^\beta_{\alpha} - \frac{1}{2} \delta^\beta_{\alpha} T), \quad (A.7)$$
lead to the following relations,

\[ R^0_0 = -c + \frac{1}{4} b^\alpha_\beta b^\beta_\alpha = 0, \quad (A.8) \]

\[ R^0_\alpha = \frac{1}{2} (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) + t \left( \nabla_\beta c^\beta_\alpha - \nabla_\alpha c - \frac{1}{2} \nabla_\beta (b^\beta_\gamma b^\gamma_\alpha) + \frac{1}{2} \nabla_\alpha (b^\beta_\gamma b^\gamma_\beta) \right) = 0, \quad (A.9) \]

and also,

\[ R^\beta_\alpha = -P^\beta_\alpha - c^\beta_\alpha + \frac{1}{2} b^\gamma_\beta b^\gamma_\alpha - \frac{1}{4} b^\beta_\alpha b = 0, \quad (A.10) \]

where tensor \( P^\alpha_\beta \) is defined with respect to \( a^\alpha_\beta \).

From (A.10), the components of the spatial tensor \( c^\alpha_\beta \) are completely determined in terms of the components of \( a^\alpha_\beta \) and \( b^\alpha_\beta \). Further, from the zeroth-order terms in (A.9) we find three relations between the components of the tensor \( b^\alpha_\beta \), namely,

\[ \nabla_\beta b^\beta_\alpha = \nabla_\alpha b. \quad (A.11) \]

Then, using (A.8), (A.10), (A.11) and the identity,

\[ \nabla_i G^i_j = 0, \quad (A.12) \]

where,

\[ G^i_j = R^i_j - \frac{1}{2} \delta^i_j R, \quad (A.13) \]

the terms of the first-order in (A.9) vanish identically.

Thus, Eqns. (A.8)-(A.10) give 10 relations between the data \( a^\alpha_\beta, b^\alpha_\beta, c^\alpha_\beta \), so that from the initially 18 data there remain 8 arbitrary spatial functions. Because of the four diffeomorphism transformations, we are left with the correct number of four arbitrary functions. Therefore, the form (A.1) leads to the general solution of the Einstein equations in vacuum.

On the other hand, in case of radiation, using relations (5.34)-(5.36), the Einstein equations give,

\[ R^0_0 = -c + \frac{1}{4} b^\alpha_\beta b^\beta_\alpha = \frac{8\pi G}{3} \rho (4u_0^2 - 1), \quad (A.14) \]

\[ R^0_\alpha = \frac{1}{2} (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) + t \left( \nabla_\beta c^\beta_\alpha - \nabla_\alpha c - \frac{1}{2} \nabla_\beta (b^\beta_\gamma b^\gamma_\alpha) + \frac{1}{2} \nabla_\alpha (b^\beta_\gamma b^\gamma_\beta) \right) = \frac{32\pi G}{3} \rho u_\alpha u_0, \quad (A.15) \]

and,

\[ R^\beta_\alpha = -P^\beta_\alpha - c^\beta_\alpha + \frac{1}{2} b^\gamma_\beta b^\gamma_\alpha - \frac{1}{4} b^\beta_\alpha b = \frac{8\pi G}{3} \rho (4u^\beta u_\alpha - \delta^\beta_\alpha). \quad (A.16) \]
Using the identity (2.71), we get,
\[ 1 = u_i u^i \approx u_0^2 - \left[ a^{\alpha \beta} b^{\alpha \beta} t + \left( b^{\alpha \gamma} b_\gamma^\beta - c^{\alpha \beta} \right) t^2 \right] u_\alpha u_\beta. \]  
(A.17)

Considering,
\[ u_0 \approx 1, \]  
(A.18)

namely that,
\[ a^{\alpha \beta} u_\alpha u_\beta \to 0 \]  
(A.19)

when \( t \) tends to zero, the system of Einstein equations (A.14)-(A.16) become,
\[ R^0_0 = -c + \frac{1}{4} b^\gamma_\gamma b^\gamma_\gamma - \frac{1}{4} \rho \]  
\[ R^0_0 = 8 \pi G \rho, \]  
(A.20)

and,
\[ R^\gamma_\alpha = -P^\gamma_\alpha - c^\gamma_\alpha + \frac{1}{2} b_\gamma^\gamma b_\gamma^\gamma - \frac{1}{4} b_\gamma^\gamma b_\gamma^\gamma = -\frac{8 \pi G}{3} \rho \delta^\gamma_\alpha. \]  
(A.22)

Then, from Eq. (A.20) we find one relation for the energy density \( \rho \). Further, substituting \( \rho \) to Eq. (A.21), we obtain three relations between the components of \( b_{\alpha \beta} \), namely,
\[ \nabla_\beta b^\beta_\alpha = \nabla_\alpha b \]  
(A.23)

and three more relations for the velocities \( u_\alpha \) and the spatial tensors \( a_{\alpha \beta}, b_{\alpha \beta}, c_{\alpha \beta} \), which are,
\[ u_\alpha = \frac{3 \left( \nabla_\beta c^\beta_\alpha - \nabla_\alpha c - \frac{1}{2} \nabla_\beta (b^\gamma_\gamma b^\gamma_\alpha) + \frac{1}{2} \nabla_\alpha (b^\gamma_\gamma b^\gamma_\beta) \right)}{4 \left( -c + \frac{1}{4} b^\gamma_\gamma b^\gamma_\gamma \right)} t. \]  
(A.24)

In addition to that, substituting \( \rho \) from (A.20) to (A.22), we find that,
\[ 3(-P^\beta_\alpha - c^\beta_\alpha + \frac{1}{2} b^\gamma_\gamma b^\gamma_\alpha - \frac{1}{4} b^\gamma_\gamma b^\gamma_\alpha) + \delta^\beta_\alpha (-c + \frac{1}{4} b^\gamma_\gamma b^\gamma_\gamma) = 0, \]  
(A.25)

which constitute six additional relations between the initial data.

Thus, there are 13 relations in total between the 22 initial data \( a_{\alpha \beta}, b_{\alpha \beta}, c_{\alpha \beta}, \rho, u_\alpha \), and so we are left with 9 arbitrary functions. Taking into account 4 diffeomorphism changes there remain 5 arbitrary functions. This is not the correct number for the general solution of the Einstein equations in case of radiation. Specifically, the correct number for the general solution is the number 8. We note that in case of general relativity plus radiation, as well as in case of higher-order gravity plus
radiation, the correct number for the general solution of the theories (8 in general relativity and 20 in higher-order gravity) is increased by three.

Hence, using (A.1), in case of vacuum, we are left with the correct number of arbitrary functions concerning the general solution of the Einstein equations, while this is not true in case of radiation. Therefore, only in the case of vacuum, regularity is a generic feature of general relativity as well as the $R + \epsilon R^2$ theory, assuming analyticity.
Appendix B

Singular solutions in general relativity

In this Appendix, we give details about the singular solution of the field equations of general relativity in cases of vacuum and radiation. In particular, we look for a solution near the singularity ($t = 0$) in the form,

$$
\gamma_{\alpha\beta} = t a_{\alpha\beta} + t^2 b_{\alpha\beta} + \cdots
$$

(B.1)

where $a_{\alpha\beta}, b_{\alpha\beta}$ are functions of the space coordinates. For the reciprocal tensor we find,

$$
\gamma^{\alpha\beta} = \frac{1}{t} a^{\alpha\beta} - b^{\alpha\beta},
$$

(B.2)

while for the extrinsic curvature we have explicitly,

$$
K_{\alpha\beta} = \partial_t \gamma_{\alpha\beta} = a_{\alpha\beta} + 2t b_{\alpha\beta},
$$

(B.3)

and,

$$
K^\alpha_\beta = \frac{1}{t} \delta^\alpha_\beta + b^\alpha_\beta.
$$

(B.4)

In case of vacuum, the Einstein equations (A.5)-(A.7) give the following relations:

$$
R^0_0 = \frac{3}{4t^2} - \frac{b}{2t} = 0,
$$

(B.5)

$$
R^\alpha_0 = \frac{1}{2} \left( \nabla_\beta b^\beta_\alpha - \nabla_\alpha b \right) = 0
$$

(B.6)

and also,

$$
R^\beta_\alpha = -\frac{1}{4t^2} \delta^\beta_\alpha - \frac{1}{4t} (4P^\beta_\alpha + 3b^\beta_\alpha + b_\alpha \delta^\beta_\alpha) = 0,
$$

(B.7)
where tensor $P_{\alpha\beta}$ is defined with respect to $a_{\alpha\beta}$. But from the (00)-component of the Einstein equations, we see that the system is unsolvable. Therefore, the form (B.1) cannot give any kind of solution of the Einstein equations in vacuum.

Nevertheless, in case of radiation, using relations (5.34)-(5.36), the Einstein equations give,

$$R^0_0 = \frac{3}{4t^2} - \frac{b}{2t} = \frac{8\pi G}{3} \rho (4u_0^2 - 1),$$

(B.8)

$$R^0_\alpha = \frac{1}{2} (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) = \frac{32\pi G}{3} \rho u_\alpha u_0,$$

(B.9)

and,

$$R^\beta_\alpha = -\frac{1}{4t^2} \delta^\beta_\alpha - \frac{1}{4t} (4P^\beta_\alpha + 3b^\beta_\alpha + b\delta^\beta_\alpha) = \frac{8\pi G}{3} \rho (4u^\beta u_\alpha - \delta^\beta_\alpha).$$

(B.10)

In view of the identity,

$$1 = u_i u^i \approx u_0^2 - \frac{1}{t^2} a^{\alpha\beta} u_\alpha u_\beta,$$

(B.11)

the system of the Einstein equations (B.8)-(B.10) becomes,

$$R^0_0 = \frac{3}{4t^2} - \frac{b}{2t} = 8\pi G \rho,$$

(B.12)

$$R^0_\alpha = \frac{1}{2} (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b) = \frac{32\pi G}{3} \rho u_\alpha,$$

(B.13)

and,

$$R^\beta_\alpha = -\frac{1}{4t^2} \delta^\beta_\alpha - \frac{1}{4t} (4P^\beta_\alpha + 3b^\beta_\alpha + b\delta^\beta_\alpha) = -\frac{8\pi G}{3} \rho \delta^\beta_\alpha.$$

(B.14)

Then, the energy density $\rho$ is found by (B.12), whereas for the velocities we have,

$$u_\alpha = \frac{t^2}{2} (\nabla_\beta b^\beta_\alpha - \nabla_\alpha b).$$

(B.15)

Further, substituting $\rho$ from Eq. (B.12) to Eq. (B.14), we find that the terms of order $t^{-2}$ cancel, while the terms of order $t^{-1}$ give,

$$P^\beta_\alpha + \frac{3}{4} b^\beta_\alpha + \frac{5}{12} \delta^\beta_\alpha b = 0.$$

(B.16)

Taking into account the trace of (B.16) we find,

$$P + 2b = 0,$$

(B.17)
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and then, using (B.16) and (B.17) we obtain,

\[ b^\beta_\alpha = -\frac{4}{3}P^\beta_\alpha + \frac{5}{18}\delta^\beta_\alpha P. \]  

(B.18)

Due to the identity (A.12), we find that,

\[ \nabla_\beta b^\beta_\alpha = \frac{7}{9}\nabla^\alpha b. \]  

(B.19)

Using Eqns. (B.15) and (B.19), we obtain the final form for the velocities, which is,

\[ u_\alpha = -\frac{t^2}{9}\nabla^\alpha b. \]  

(B.20)

Thus, all six functions \( a_\alpha^\beta \) remain arbitrary, while the coefficients \( b_\alpha^\beta \) are determined in terms of them. Additionally, the diffeomorphism transformations are not four, but three, due to the fact that the choice of the time in the 3-metric (B.1) is completely determined by the condition \( t = 0 \) at the singularity.

Hence, Eqns. (B.12), (B.18) and (B.20) give 10 relations in total between the 16 initial data \( a_\alpha^\beta, b_\alpha^\beta, \rho, u_\alpha \). Taking into account the 3 diffeomorphism changes, we are left with the number 3, which of course does not correspond to the general solution of the theory (the general solution includes 8 arbitrary functions).
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