Learning Robust Feature Descriptor for Image Registration With Genetic Programming

YUE WU1, QINGXIU SU2, WENPING MA3, SHAODI LIU3, AND QIGUANG MIAO4

1Xi’an Key Laboratory of Big Data and Intelligent Vision, School of Computer Science and Technology, Xidian University, Xi’an 710071, China
2Key Laboratory of Intelligent Perception and Image Understanding of Ministry of Education, School of Artificial Intelligence, Xidian University, Xi’an 710071, China

Corresponding author: Yue Wu (ywu@xidian.edu.cn)

This work was supported in part by the National Key Research and Development Program of China under Grant 2018YFC0807500, and in part by the National Natural Science Foundation of China under Grant 61702392.

ABSTRACT  The robustness and accuracy of feature descriptor are two essential factors in the process of image registration. Existing feature descriptors can extract important image features, but it may be difficult to find enough correct correspondences for sophisticated images. And these feature descriptors often require domain expertise and human intervention. The aim of this paper is to utilise Genetic Programming (GP) to automatically evolve feature descriptors which are adaptive to various images including remote sensing images and optical images. In this paper, a novel GP-based method (GPFD) is proposed to extract feature vectors and evolve image descriptors for image registration without supervision. The proposed method designs a set of simple arithmetic operators and first-order statistics to construct feature descriptors in order to reduce noise interference. The performance of the proposed method is evaluated and compared against five methods including SIFT, SURF, RIFT, GLPM and GP. These results demonstrate that the feature descriptors evolved by GPFD are robust to complex geometric transformation, the illumination difference and noise.

INDEX TERMS  Image registration, genetic programming, feature descriptor, scale-invariant feature transform (SIFT).

I. INTRODUCTION  Image registration is a process of aligning images of the same scene which are acquired under different conditions, such as different times, various viewpoints or different sensors [1]–[3]. It is a fundamental aspect of many problems in image processing, including image mosaic, image fusion [4], transformation detection [5], three-dimensional terrain reconstruction [6], etc. Moreover, many theories and applications are under the assumed premise that the registration has been done well. Hence, the accuracy and the efficiency of image registration directly affect the follow-up applications.

The existing image registration methods are mainly divided into two categories: intensity-based methods and feature-based methods [7], [8]. Intensity-based methods focus on the image’s gray information, and align two images by calculating the similarity between pixel intensities of two images. The common measures of similarity are cross correlation (CC) [9] and mutual information (MI) [10]. These methods consider the global information and can obtain accurate results in some cases. But intensity-based methods suffer from monotonous textures [11] and illumination differences. Feature-based methods look for salient features and use the correlation between those features to determine the optimal parameters of the geometric transformation. In general, these features include point features, line features, as well as region features. Comparing with intensity-based methods, the feature-based methods are robust to complex geometric deformations and large illumination differences [12]. Therefore, feature-based methods are more suitable for image registration.

Developing feature descriptors has attracted many researchers and received increasing attention over the past few decades [13]. The commonly used feature descriptors are Gray-Level Co-occurrence Matrix (GLCM) [14], [15], Histogram of Orientated Gradients (HOG) [16], Local Binary Patterns (LBP) [17], [18], Scale Invariant Feature Transform (SIFT) [19], Speeded-Up Robust Features (SURF) [20]. However, most feature descriptors are designed for specific purpose. For example, GLCM and LBP are mainly used to...
texture images, SIFT and SURF are mainly used to keypoints detection. If there is a new task that needs to be addressed, domain experts will be required in tuning parameters or changing policies to get good results. This will cause a lot of inconvenience to our research.

Genetic Programming (GP) is a promising approach which utilises Evolutionary Computation (EC) principles to automatically evolve a program without human intervention and domain knowledge [13], [21]–[28]. In general, EC imitates Darwin’s theory of survival of the fittest by natural selection. It randomly generates the initial population as candidate solution, and chooses the individual according to its fitness. The individuals are used to replication, crossover and mutation operation, so as to produce a new population, and continuously cycle to produce better and better approximate solution.

In recent years, GP has been applied to feature extraction, feature construction, region segmentation, image classification, object detection and image registration [13]. GP can input the gray value, statistical information and neighborhood information of the image to the terminal of the program and optimize it according to different purposes of image processing. And GP has achieved success in image registration, though many existing methods are faced with the challenge of low accuracy and recall rate, especially when the image is complex, such as the presence of various noises, different degrees of rotation, illumination different, distortion deformation, etc., most of the methods can not get good matching performance.

In this paper, a novel method, which can extract feature and evolve image descriptors, is proposed. The proposed method is called genetic programming of feature distance (GPFD). GPFD can automatically construct an image descriptor. The descriptor can detect a set of keypoints (such as angles and edges) and extract informative features from these keypoints. A simple set of arithmetic operators and first-order statistics (such as mid-value and standard deviation) are automatically combined into a set of formula representing image descriptors. What is more important, this method does not require human intervention to design keypoints and features, and it uses image pairs with various transformations to evolve image descriptors. To evaluate the performance of the proposed GPFD method, seven image registration datasets with varying degrees of difficulty will be used. The proposed method is compared to five methods including SIFT [19], SURF [20], RIFT [29], GLPM [30] and GP [13].

The main contributions of this paper are as follows: (1) A method of learning feature descriptors is proposed, which is optimized by GP to achieve excellent matching performance. Robust feature descriptors are obtained by using improved first-order statistics (25th percentile, 75th percentile, mid and stdev), the noise problem caused by different sensors in remote sensing image is improved. (2) The proposed method is offline learning, which does not require the addition of new information in the optimization process. And take the feature distance of the training set as the threshold, the initial error point pairs (outliers) are removed, thus reducing the human intervention.

The rest of this paper is organized as follows. Section II describes the related work. In Section III, the proposed method is detailed. Section IV introduces the datasets, the parameter settings, evaluation criterion and computational complexity analysis used in the GPFD process. In Section V, experimental results and analysis are presented. Section VI concludes this paper.

II. RELATED WORK

Several classic feature descriptors have been proposed to extract image features for image registration. Lowe [19] proposed a famous algorithm (SIFT) which can extract distinctive invariant features from images and perform reliable matching between different views of the same scene. To improve the computational efficiency of the algorithm, speed-up robust features algorithm (SURF) was proposed [20]. This algorithm does reduce the run time than SIFT, but it is not stable enough when the image has complex geometric deformation. Ong et al. [31] proposed scheme is based on the Scale-Invariant Feature Transform (SIFT) feature extraction and Partial Intensity Invariant Feature Descriptors (PIIFD), and they combined with a new method based on the residual-scaled-weighted Least Trimmed Squares (RWS-LTS) to robustly eliminate incorrect putative matches to achieve better registration results. To remove incorrect matches, random sample consensus (RANSAC) was proposed [32], which selects a sample randomly from the consensus set in each iteration and finds the largest consensus set to calculate the final model parameters. Wu et al. [33] developed a new point-matching algorithm called fast sample consensus (FSC), which has higher efficiency and stability than RANSAC. Li et al. [29] proposed a radiation-invariant feature matching method (RIFT) that is robust to large non-linear radiation distortions. Ma et al. [30] proposed a novel mismatch removal method for robust feature matching of remote sensing images. The key idea of the approach is to preserve the neighborhood structures of potential true matches between two images. Lee et al. [34] presented a low-dimensional step pattern analysis (LoSPA) to conventional feature descriptor-based methods, which tailored to achieve low dimensionality while providing sufficient distinctiveness to effectively align unhealthy multimodal image pairs. This method shows high potential in multimodal retinal image registration applications. Chan et al. [35] proposed a multi-layered net-based binary descriptor for texture-less object recognition which is called BIND (Binary Integrated Net Descriptor). It provides precise regional object description through a triple-layered net design to encode edges and internal homogeneous spaces into compact rotation-invariant binary strings.

Some deep learning methods and the strategy of optimization are also used for image registration [36], [37]. For example, Wang et al. [36] proposed a deep learning framework for remote sensing image registration which pairs patches from
sensed and reference images, and then learns the mapping directly between these patch-pairs and their matching labels for later registration. And the results show that the deep neural network can effectively improve the registration accuracy.

GP is widely used in many applications because of its hierarchical structural expression [13], [21]–[25]. It is especially effective in solving problems of artificial intelligence, machine learning, control and molecular biology. In the past decades, GP has attracted many researchers to deal with image-related problems, such as keypoints detection, feature extraction, feature selection, classification, object detection, image segmentation, image registration and image processing.

Genetic programming is an evolutionary computation algorithm based on natural selection. It provides a way to find computer programs with the best fitness. The general steps of GP include the following.

1) Initialising the Population: Generate an initial population consisting of the function set and the terminal set of the problem. The currently commonly used methods for generating random initial population have the full method, the growth method and the half-and-half method.

2) Fitness Evaluation: Each individual of initial population is given a certain fitness according to the ability to solve problems.

3) Selection, Crossover and Mutation: By performing the following operator operations, a new population is generated.
   - Copy the selected individuals into the new population, the copied individuals are randomly selected based on their fitness.
   - By recombining randomly parts of two selected individuals, new individual is generated, and two selected individuals are randomly selected according to fitness.
   - Individuals are selected randomly on the basis of fitness, and selected parts of the individuals are randomly mutated to produce new offspring of a new population.

4) Termination: Selection, crossover, and mutation are performed until termination conditions are met, take the individual with the highest fitness as the optimal solution.

Song et al. [21] is one of the earliest people to apply the GP to sophisticated texture analysis. For the task of texture classification, the experimental results show that GP can get high accuracy in texture classification and demonstrate the effectiveness of GP for texture classification. Texture classifiers can evolve directly based on original pixels without the traditional feature extraction. Therefore, a new pattern of texture classification can be established by GP.

Feature selection and feature construction are data preprocessing techniques used to reduce physical memory space and improve the effectiveness of algorithm. GP is introduced to construct feature and select informative features on high-dimensional classification problems [22]. The final features contain a lot of useful information and maintain the accuracy of classification in most cases. However, it may exist the issue of overfitting when the data has a skewed distribution with many outliers.

Chen et al. [23] proposed a new feature selection method, which is named genetic programming with permutation importance (GPPI). GPPI is designed to select features for high-dimensional symbolic regression (SR). The regression results confirm that GPPI is effective in choosing important features along with the presence of relevant features.

Transfer learning is a type of machine learning approach, it can be used to solve complex tasks. Iqbal et al. [24] proposed a novel method based on transfer learning and GP to extract and reuse blocks of information for image classification. And reuse information extracted from similar or different problems is able to improve algorithmic performance on sophisticated image classification problems.

Hindmarsh et al. [25] combined Scale-Invariant Feature Transform (SIFT) feature and GP to improve the performance of object recognition. SIFT features can alleviate problems with complex examples involving scale, rotation, and light variations. GP can find the optimal way of describing the keypoints extracted by SIFT algorithm. The experimental results show that the method combining SIFT features with GP achieves good classification performance.

A dynamic GP approach is proposed [13] to evolve rotation-invariant texture image descriptors. Al-Sahaf et al. used arithmetic operators and improved first-order statistics to synthesising a set of formulae. The formulae can be utilised to automatically construct a rotation-invariant image descriptor by GP. This method needs only two training instances per class, and reduces the overall complexity of the system in terms of time and physical computer memory. The analysis reveals that the evolved image descriptor can significantly outperform the hand-crafted descriptors. However, this method has some limitations, the descriptor fails to tackle the noise problem.

Motivated by the promising GP method, a novel GPFD method is proposed to extract feature vectors and evolve image descriptors to image registration. The method designs a set of simple arithmetic operators and first-order statistics in order to reduce noise interference. And it is robust and effective which is able to handle complex image transformation.

III. THE PROPOSED METHOD

The proposed method is described in this section. To make this paper comprehensive, and this section provide essential details, the overall algorithm is introduced first, then the function set and the terminal set are illustrated, the fitness function is finally described.

A. OVERALL ALGORITHM

To achieve the goal of our method, first a set of putative matches are constructed. Then, GPFD is used to remove the
false matches contained in the putative set. There are two questions, how to build the set of putative matches and how to generate the test set and the training set. Fortunately, there are several well-designed feature descriptors (e.g., SIFT [19]) can efficiently establish the putative correspondences between two images. Therefore, SIFT operator is briefly introduced to constructing the training set and the test set. Euclidean distance of SIFT feature is calculated, then nearest neighbor distance ratio (NNDR) strategy is used to build correspondences. For each feature point in one image, the method searches the two nearest neighbors in the other image and compares their distances, which is defined as,

\[ d_{\text{ratio}} = \frac{d_{\text{nearest}}}{d_{\text{second nearest}}} \quad (1) \]

where \(d_{\text{nearest}}\) is the distance between a certain feature point in one image and its nearest neighbor in the other image, \(d_{\text{second nearest}}\) is the distance between a certain feature point in one image and its second nearest neighbor in the other image. Obviously, when \(d_{\text{ratio}}\) is equal to 1, all correct correspondences and incorrect correspondences are included, which construct a set of putative matches. And we can obtain the training set. We are able to get the test set by setting a smaller appropriate threshold.

Using the given function set and terminal set, GPFD is able to evolve the individual with the best fitness by selection, crossover and mutation. The individual is called image descriptor. And the terminal set is obtained by the following steps. Take 40 × 40 image blocks around a set of putative matches and calculate the 25th percentile, 75th percentile, mid and stdev of each pixel with a 5 × 5 pixels window. 5 × 5 pixels window is used to calculate terminals. There are 25 numbers and sort these numbers, the sixth number is 25th percentile, the thirteenth number is mid, the twentieth number is 75th percentile, and the numbers between 25th percentile and 75th percentile are used to calculate stdev. Notice that 40 × 40 image blocks and 5 × 5 pixels window are all obtained via a lot of experiments. Then the feature vector of each image block is obtained by using the image descriptor of the tree structure in the test set, and the feature distance is calculated. At the same time, the maximum feature distance of the training set is calculated as the threshold. In the test set, the point pairs less than the threshold consist of the correspondence set. The maximum feature distance of different image pair may be different, so using threshold can effectively remove the majority of the incorrect point pairs of different image pair. But few inaccurate correspondences still exist. A classic approach called random sample consensus (RANSAC) [32] will be adopted to remove imprecise point pairs mainly because the algorithm works well when the outliers are smaller than 10%. So we utilize RANSAC to get high registration accuracy. The final results can be obtained through the above steps.

The overall process is shown in Fig. 1-2.

The proposed method is mainly divided into two parts, training and testing. The training process of the overall algorithm is shown in Fig. 1. Firstly, using SIFT [19] to get tentative training set, and selecting manually some point pairs. Then, calculate the first-order statistic of each image block. Finally, getting the optimal image descriptor by the GPFD process, and then obtain the maximum feature distance. The test process is similar to the training process in the previous steps. As shown in Fig. 2, the test process does not need to select point pairs. After calculating the first-order statistic of the image block, using the descriptor to get the feature vector of each image block. And the point pairs whose feature distance is smaller than the maximum feature distance obtained during the training process consist of the final correspondence set.

The pseudo-code of the proposed method is shown in Algorithm 1.

### B. FUNCTION SET AND TERMINAL SET

In order to keep the individual structure simple, the function set in GPFD consists of five functions. Four of these functions
Algorithm 1 Procedure of GPFD

**Input:** The reference image and the sensed image.

**Output:** The model transformation parameter and correspondence set $C_{\text{final}}$.

1. The training sets and test sets are constructed by SIFT algorithm.
2. Calculate the statistics around the point (the terminal set of GPFD).
3. Use the terminal to generate population by Rampled-half-and-half.
4. Calculate the fitness value of each descriptor (individual) using eq. (3), then save the best descriptor.
5. By selection, crossover and mutation to get a new population.
6. Go to step 2 if the termination criterion is not met.
7. Best evolved descriptor.
8. Get the feature vector and feature distance of the training sets and the test sets.
9. In the test sets, removing most outliers using the feature distance, and get the correspondence set $C_{\text{final}}$.
10. Calculate the model transformation parameters by least square method (LSM).

are the arithmetic $+$, $-$, $\times$, $/$ operators. The $/$ function will return 0 if the numerator is 0, which is vitally important to avoid the existing of a “division by zero” exception. The fifth of functions is the code function, this function makes all negative values are replaced with 0, and all positive and zero values are replaced with 1. Therefore, code nodes cannot appear anywhere except at the root of a program tree.

The terminal set in GPFD consists of the $25$th percentile, 75th percentile, mid and stdev nodes. Each node performs simple first-order statistics on a set of values. Arrange all numbers from small to large and divide them into four equal parts. The numbers at the three dividing points are the $25$th percentile, mid and 75th percentile, respectively. The stdev node returns standard deviation between 25th percentile and 75th percentile. The terrible situation can be avoided as much as possible by selecting 25th percentile, 75th percentile, mid and stdev, when some images have complex noises such as remote sensing images.

Example of an evolved GPFD program is shown in Fig.3.

**FIGURE 3.** Example of an evolved GPFD program.

### C. FITNESS FUNCTION

The degree of adaptation of individuals in a population depends on the degree to which they approach the real solution. Therefore, it is necessary to choose a suitable fitness measure that GPFD mechanism can identify image blocks of the same class. Measuring the distance between the feature vectors is the most common approach and is used in the proposed GPFD method. The $\chi^2$ [13] measures the distance between two normalised feature vectors. The two vectors must be normalised and have the same number of elements. The $\chi^2$ is defined as follows.

$$\chi^2 = \frac{1}{2} \sum_{i=1}^{m} \frac{(\vec{x}_i - \vec{y}_i)^2}{(\vec{x}_i + \vec{y}_i)}$$

where $\vec{x}$ and $\vec{y}$ are vectors, $m$ is the number of elements, and $\vec{x}_i$ is the $i$th element of $\vec{x}$.

The fitness function [13] evaluates the similarity between image blocks and is defined as follows.

$$fitness = \frac{1}{1 + \exp^{-3(W_d-B_d)}}$$

where $W_d$ and $B_d$ are the within-class and between-class respectively. The aim is to seek out a tradeoff between $W_d$ and $B_d$. That is to say, minimising the distance between two matched image blocks and maximising the distance except two matched image blocks.

### IV. EXPERIMENT DESIGN

The experimental design is discussed in this section including the datasets, the parameter settings, evaluation criterion and computational complexity analysis.

### A. DATASETS

To evaluate the performance of the feature descriptors by the proposed GPFD method, seven different image registration datasets are used. The part of image pairs are shown in Fig.4.

1) Multi-View Stereo: The dataset includes three 3072 × 2048 images of same places [38]. We choose one scene from a image and create two images for evaluation. The two images are simply rigid transformations.

2) CIAP: The image pair is size 700 × 700 and has already been rectified [30]. The two images are simply rigid transformations. The feature matching tasks for this kind of image pair usually appears in the image Mosaic problem. The images are public available (from the Erdas example data) and were captured over eastern Illinois, IL, USA.

3) VGG: The dataset contains 40 image pairs captured in a fixed position by a planar scene or camera during the acquisition process [39]. Therefore, the image pairs in this dataset always obey homography. The ground truth homographies are provided by the dataset. The images are simple transformations.

4) DTU: The dataset was originally designed for multi-view stereo evaluation, involving many different
scenarios and a wide range of objects [40]. Each scene was shot from 49 or 64 locations, and the position of the ground true-image camera and the internal camera parameters were both highly accurate. We select two scenes from the dataset: 131 images were created to evaluate the image, including a image pair with a large change of viewpoints in the scene.

5) ZuBuD: The ZuBuD image database contains over 1005 images about Zurich city building. Each scene contains five images with complex transformations between different images.

6) SAR: The seventh image pair contains two SAR image of size 800 × 800. The reference image is from the HH mode (L-Band) of a scene taken by the sensor ALOS-PALSAR on June 5, 2010, at the region of Campbell River in British Columbia (with an initial spatial resolution of 15m resampled to 30). And the sensed image is from band 5 (1.55-1.75) of a scene taken by the sensor Landsat Enhanced Thematic Mapper Plus (ETM+) on June 26, 1999, at the same region (with a spatial resolution of 30m). The size of this pair of images is 800 × 800 pixels.

7) SAR and optical: The eighth image pair contains a SAR image of size 400 × 400 × 1 and an optical image of size 400 × 400 × 3. SAR image is the C-band of Radarsat-2 image acquired in June 2008, while optical image was acquired from Google Earth in September 2012, including red, green and blue bands. The dataset records the change of land use in ShuGuang village, Dongying city. The spatial resolution is 8 meters. These datasets contain almost all the different transformations, including translation, rotation, scaling, illumination intensity, and various noise. And it is sufficient for GPFD to evolve image descriptors that are suitable for different types of registration images.

C. EVALUATION CRITERION
The number of correct correspondences and accuracy are vital important to algorithmic performance such as precision, time complexity. GPFD has a random initialization mechanism, so the proposed method is executed 30 times independently, and the average result of 30 times is taken as the final result. A brief summary of the GPFD parameters are shown in Table 1. It is worth mentioning that these parameters are determined by a large number of experiments, so as to better maintain the accuracy and efficiency.

| Parameter          | Value | Parameter          | Value |
|--------------------|-------|--------------------|-------|
| Generaions         | 50    | Crossover Rate     | 0.8   |
| Population Size    | 100   | Mutation Rate      | 0.2   |
| Minimum Depth      | 2     | Maximum Depth      | 10    |
| Selection Type     | Tournament | Reproduction | Keep the best |
| Tournament Size    | 5     | Initial Population | Half-and-half |
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3) Precision (P): Precision is defined by the ratio of correct matches and the sum of correct matches and false matches. It can be expressed as follows:

\[ P = \frac{\text{correct matches}}{\text{correct matches} + \text{false matches}} \]  

4) Recall rate (R): Recall rate is the number of correctly matched points with respect to the number of corresponding points between two images of the same scene. Correspondences are the total matches that satisfy the transformation matrix within the range of allowable threshold.

\[ R = \frac{\text{correct matches}}{\text{correspondences}} \]  

### D. COMPUTATIONAL COMPLEXITY ANALYSIS

In contrast with the SIFT algorithm, our method mainly increases two steps: training descriptor and testing image pair. The computational complexity analysis is described as follows. We use the following formula to approximately approach spending time:

\[ T_{\text{total}} = T_{\text{SIFT}} + T_{\text{Train}} + T_{\text{Test}} \]  

\( T_{\text{SIFT}} \) is the time to calculate the matching points of original images, \( T_{\text{Train}} \) is the time to train descriptor, and \( T_{\text{Test}} \) is the time to test image pair. The registration method based on SIFT consists of scale-space extreme detection, keypoints localization, orientation assignment, keypoints descriptor. For an image \((N \times N)\) that has a statistical region with a size of \(M \times M\) pixels, its computational complexity is denoted as \(O(N^2M^2)\) integrally. For the training process, assuming that depth of the tree is \(n\), that is to say, the length of the descriptor is \(2^n\), its complexity can be represented as \(O(2^n)\). Finally, the complexity of testing image pair is denoted as \(O(L^2)\) (L is the number of test set).

### V. RESULTS AND DISCUSSIONS

The proposed GPFD method is tested on seven datasets. And the experimental results and analyzes are presented in this section.

The GPFD is compared to five methods including SIFT [19], SURF [20], RIFT [29], GLPM [30] and GP [13]. It is worth mentioning that since the GPFD uses RANSAC to eliminate a small number of mismatches, and to be fair, RANSAC is used in all contrast methods. GPFD has a random initialization mechanism, so the proposed method is executed 30 times independently, and the average result of 30 times is taken as the final result. The root-mean-square error (RMSE), the number of correct matches (NCM), precision and recall rate are used to evaluate the performance of the proposed method.

#### A. ROBUSTNESS TEST AND DISCUSSIONS

In order to show the effectiveness of the GPFD algorithm more clearly, the results of the two image pairs are shown in Fig. 5.

#### TABLE 2. Compare of RMSE, Number of correct matches, Precision and Recall rate of test image pairs (–: without the use of RANSAC).

| Methods      | GP | GPFD | GPFD |
|--------------|----|------|------|
| RMSE         | 0.5234 | 0.5970 | 0.5192 |
| NCM          | 807 | 828 | 824 |
| Precision    | 0.9913 | 0.9915 | 0.9976 |
| Recall rate  | 0.8909 | 0.9143 | 0.9153 |
| RMSE         | 0.7199 | 0.9573 | 0.5246 |
| NCM          | 44 | 87 | 72 |
| Precision    | 0.7728 | 0.8506 | 1 |
| Recall rate  | 0.2982 | 0.6491 | 0.6316 |

#### FIGURE 6. Noise robustness test.
As shown in the Table 2 and Fig. 4, the GPFD obviously obtains more matches and more efficient results than GP. To be more convincing, we employ the GPFD method without RANSAC as a comparison and confirm that the image descriptor evolved by GPFD is robust to various noise. GP performs well for simple optical image, but it will be significantly affected in the presence of noise. There are lots of speckle noise between image pair 7. Due to the speckle noise, some correct matches cannot be found and some pseudo matches are regarded as correct matches. This directly affects the matching performance of GP. While GPFD always achieves good registration performance. Because the difference between GP and GPFD is terminal set, the terminals of GP are the $\max$, $\min$, $\mean$ and $\text{stdev}$. And the terminals of GP are easily influenced by noise. A simple experiment is used to verify this statement. Randomly generate 1000 numbers between -1 and 1, add the gaussian noise with the noise to signal ratio of 0.01, 0.1, 0.2, 0.5, 1, 2, 5, 10, and compare the stability between the statistics. The noise robustness test results are shown in Fig. 5.

In Fig. 6, the red line is the $\text{mid}$, the black $+$ is the $\text{mean}$, the top and bottom of box are the $25\text{th percentile}$ and $75\text{th percentile}$, respectively, the top and bottom of figure are the $\max$ and $\min$, respectively. It is evident that the $\max$ and $\min$ fluctuate greatly after adding the noise of normal distribution. While the $25\text{th percentile}$ and $75\text{th percentile}$ are almost impervious to noise. The experiment explains that $25\text{th percentile}$, $75\text{th percentile}$, $\text{mid}$ are very representative.
and robust first-order statistics, and can be used to evolve robust image descriptors.

**B. MATCHING PERFORMANCE TEST AND DISCUSSIONS**

We compare the proposed method with the SIFT [19], SURF [20], RIFT [29], GLPM [30] and GP [13] algorithms, and to be fair, RANSAC is used in all contrast methods. SIFT is a most representative method. SIFT and SIFT-based methods like SURF have been widely used in image registration. RIFT is suitable for a variety of multi-modal images owing to its rotation invariance. GLPM is a novel mismatch removal method for robust feature matching. And GP is a widely used evolutionary algorithm. Experimental results show that the proposed GPFD method can get better performance than compared methods for various image registration task.

The matching results for eight image pairs are shown in Fig. 7-14. And the root-mean-square error (RMSE), the number of correct matches (NCM), precision, recall rate and running time are listed in the Table 3. Owing to the adoption of stable first-order statistics, our method can get better result, but the running time is large.

It can be seen that the proposed method achieves significantly better or similar performance on almost all evaluation criteria than other methods. Feature descriptor shows good results on test samples. This means that the evolved descriptors are suitable for many types of image pairs. And detailed analysis is described in the following.
FIGURE 11. Matching results of image pair 5. From top to bottom and left to right: (a) SIFT (0.9574, 0.7121), (b) SURF (0.9833, 0.3236), (c) RIFT (0.9623, 0.1928), (d) GLPM (0.9902, 0.6475), (e) GP (0.9912, 0.8290), (f) GPFD (0.9954, 0.8740). For each algorithm, the first value is the precision, while the second value is recall rate, i.e., (Precision, Recall rate). The two endpoints of each blue line correspond to the positions of feature points in two images, indicating the correct match.

FIGURE 12. Matching results of image pair 6. From top to bottom and left to right: (a) SIFT (0.8831, 0.5151), (b) SURF (1.0000, 0.1137), (c) RIFT (0.8462, 0.2500), (d) GLPM (0.9664, 0.4978), (e) GP (0.9412, 0.6060), (f) GPFD (0.9785, 0.6894). For each algorithm, the first value is the precision, while the second value is recall rate, i.e., (Precision, Recall rate). The two endpoints of each blue line correspond to the positions of feature points in two images, indicating the correct match.

The image pair 1 has simple translation, so the matching of feature points is relatively easy, but our method can obtain more correct correspondences. And the Table 3 and Fig. 7 show that all the methods can align image pair 1. But robust terminal set is adopted in our method, and more correct correspondences are obtained. The proposed method gets superior RMSE. The number of correct matches, precision and recall rate are worse than GP but better than others. It is because the image pair 1 has less noise and our method have not significant advantage. However, it also fully demonstrates the effectiveness of genetic programming in image registration.

The image pair 2 suffers from rigid transformation and noise. So there are many wrong matches or similar pixels around the keypoints. And one to more matches are found because two keypoints are close enough in position or they have similar descriptors. This causes poor matching performance. By adopting robust first-order statistic, all the evaluation criterion of the proposed method are better than other algorithm in addition to the running time. And the experiment results instruction that our method is robust to noise.

The image pair 3 has simple transformations such as translation and rotation. As shown in the Table 3 and Fig. 9, the precision of all methods are close to or equal to 1. GPFD obtains the highest RMSE, number of correct matches, precision and recall rate. In addition, the terminal set used in the proposed method is not affected by rotation, so the image
The descriptor evolved by GPFD is rotation-invariant. In a word, GPFD can work very well and get good performance in some simple image pairs.

The image pair 4 and 5 have the transformation of illumination intensity. This will make image data information missing or vague and the mapping relation between these two images complex, which lead to different registration process. The results in the Table 3 indicate that GPFD is able to obtain the best RMSE, number of correct matches, precision and recall rate. And number of correct matches in our method is almost four times as many as RIFT. The recall rate of GPFD is obviously higher than other methods. And from the experimental results of two image pairs, GPFD is robust to illumination change.

As shown in the Table 3 and Fig. 12, although SIFT, SURF, RIFT, GLPM and GP can get match results for image pair 6, the number of correct matches is small, and the recall rate is poor. The image pair 6 is obtained from different viewpoints and has complex non-rigid transformation. On the other hand, the image pair have subtle illumination change and image changes caused by glass reflection. These make the matching of feature points more difficult, and some real keypoints can not be found and some pseudo keypoints are regarded as real keypoints, so the number of correct matches are concentrated in the image with small changes. However, the proposed method still achieves better results than SIFT, SURF, RIFT, GLPM and GP. GPFD also is affected by complex image transformations, and the recall rate only reaches 0.6894.
As we all know, remote sensing images have sophisticated noise. The image pair 7 is two SAR images acquired by different sensors with significant intensity difference. The result in Table 3 shows that SIFT, SURF, RIFT, GLPM and GP fail to get good results especially SURF algorithm. Because the descriptors of the common methods are seriously influenced by significant difference of the image intensity. Therefore, the descriptors of compared methods may not extract valuable features. And the distance of corresponding feature descriptors will not measure the real relation of two matching points. So these methods can not get enough reliable correspondences to compute result.
the transformation matrix parameters. The proposed method obtains superior performance owing to the robustness of our method.

The image pair 8 is a SAR image and a optical image from Google Earth with different imaging principle. GPFD gets the most optimal RMSE, number of correct matches, precision and recall rate. Precision by the proposed method is close to 1 and recall rate is evidently better than contrast methods. However, GP fails to achieve good performance because it is not robust to noise. And the presence of noise affects the matching result of image descriptor, and makes incorrect correspondences may be obtained. GPFD employs terminal set with rich statistical information, so image descriptors evolved by our method are more robust to noise and reliable.

VI. CONCLUSION

This paper proposes a novel GPFD method which can automatically evolve feature descriptors. Unlike other feature descriptors, the proposed method does not need human intervention to tune parameters. In the GPFD method, a set of simple arithmetic operators and improved first-order statistics are designed as the function set and the terminal set to evolve feature descriptors for complex image registration. Our algorithm includes three parts: 1) using SIFT to construct the training set and the test set; 2) utilizing GPFD to generate feature descriptors to remove a mass of false correspondences; and 3) removal of imprecise points to improve accuracy by RANSAC algorithm. Experiments on different image datasets confirm that GPFD performs well for image with highly distortion and noise. Compared with other representative methods, GPFD is able to receive better performance including RMSE, the number of correct matches, precision and recall rate. In conclusion, the proposed GPFD is a robust and accurate registration method.

In this paper, GPFD has presented promising results in difficult image pairs. In the future, we will focus on studying a new approach to construct the training set and the test set to reduce the running time.
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