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Abstract

Language understanding must identify the logical connections between events in a discourse, but core events are often unstated due to their commonsense nature. This paper fills in these missing events by generating precondition events. Precondition generation can be framed as a sequence-to-sequence problem: given a target event, generate a possible precondition. However, in most real-world scenarios, an event can have several preconditions, requiring diverse generation—a challenge for standard seq2seq approaches. We propose DiP, a Diverse Precondition generation system that can generate unique and diverse preconditions. DiP uses a generative process with three components—an event sampler, a candidate generator, and a post-processor. The event sampler provides control codes (precondition triggers) which the candidate generator uses to focus its generation. Unlike other conditional generation systems, DiP automatically generates control codes without training on diverse examples. Analysis against baselines reveals that DiP improves the diversity of preconditions significantly while also generating more preconditions.

1 Introduction

Preconditions are an important part of language understanding with numerous applications, ranging from event understanding to story generation. They provide the semantic glue to understand (or generate) the chains of events common in narrative text. How can we build intelligent systems to fill in these chains, or to identify semantically related events in context? Kwon et al. (2020) took a first step by introducing a precondition generation task, where given a target event mention the goal is to generate text that describes a precondition for the target. They released the ‘PeKo’ dataset for training, and showed that a GPT-2 model can be fine-tuned on input/output sequence pairs.

Table 1: Top 5 preconditions generated from GPT-2 with beam search decoding. Key problem: the top 4 preconditions are almost identical.

| TARGET: [BLANK] to fill Mr. Lavelle’s seat, for a term that expires on Dec. 31, 2008. |
|---------------------------------------------------------------|
| The Senate voted overwhelmingly on Thursday |
| The Senate voted on Wednesday |
| The Senate voted overwhelmingly on Wednesday |
| The Senate voted overwhelmingly on Tuesday |
| Mr. Lavelle was appointed by Gov. Eliot Spitzer |

Table 1: Top 5 preconditions generated from GPT-2 with beam search decoding. Key problem: the top 4 preconditions are almost identical.

input/output sequence pairs.

While PeKo is useful, it is constrained by annotating a single relation for each target event. This is contrast to the real-world where most events have many preconditions. For example, “opening a door” has several preconditions like approaching the door, turning a key in the door, and pushing the door. PeKo’s annotation limits the ability of models to learn to generate multiple and diverse preconditions¹. In this work, we address the challenge of generating more preconditions for each target event while still maintaining quality.

Generating non-repetitive diverse outputs is a challenge for any conditional language generation system. Our analysis of the GPT-2 based model shows that this is also the case for preconditions. Table 1 shows such top preconditions for an example event. Standard sampling techniques produce high-levels of lexical and semantic redundancy. In the absence of any explicit mechanisms to force diversity, the model just produces minor variations of the same event as preconditions. To obtain diverse candidate preconditions, we have to start looking lower in the model’s ranked lists of probable preconditions, thereby sacrificing quality.

How can we induce a model to generate diverse outputs without losing quality? Context sensitivity might help with quality, but it also hinders diversity. To address this we introduce a three-stage

In order to observe diverse preconditions for the same (or similar) target event we would need a much larger training set.
generative process, which we call DiP. In the first stage, DiP uses an event sampler whose only goal is to generate event trigger words as precondition candidates. In the second stage, DiP forces the generative model to use the candidate triggers from the first stage to produce the full description of the precondition event. In the third stage, DiP re-ranks and filters the generated descriptions using a precondition classifier (also trained from the same training data). A brief example is shown here:

| Stage 1 | Stage 2 | Stage 3 |
|---------|---------|---------|
| trying  | I am trying now | delete |
| use     | I use my time | delete |
| used    | I used my time | #2     |
| asked   | asked me     | #3     |
| hired   | hired a new staff | #1     |

Experiments on the PeKo dataset show that DiP produces more diverse and better quality preconditions compared to standard beam decoding, as well as an iterative filtering extension that applies a standard repetition penalty in a sampling strategy. Analyses show that DiP is able to better balance the need for diversity against quality. While the iterative repetition penalty method generates lexically diverse outputs, it often introduces irrelevant information rather than producing distinct types of preconditions. Our human evaluation shows that DiP on the other hand is able to produce text that is more likely to be preconditions.

All code and data are available at https://stonybrooknlp.github.io/DiP/.

2 Related Work

Most work on logical preconditions has focused on identification/extraction from text. For example, Sil et al. (2010) identified preconditions using a SVM-based score function with hand-crafted PMI and WordNet based features. Branavan et al. (2012) extracted domain-specific precondition relations from instructions for the game of Minecraft. This paper is instead focused on generating novel preconditions. To the best of our knowledge, only the prior PeKo work (Kwon et al., 2020) has attempted this. We are building on those initial ideas.

There has been research for diverse generation using control codes or latent variables. Some works use explicit cues to control text generation. Huang et al. (2018) used emotion embeddings to generate dialogue responses in a specific mood. Keskar et al. (2019) trained a LM with human readable control codes, which describe domain, style, or topics. Then the model learns to generate text conditioned on a given code. The model requires manually pre-defined control codes and a corresponding training corpus for each code.

Other diverse generation works learn latent representations or codes from input text, and then generate text conditioned on those codes. Shu et al. (2019) applied a sentence embedding to generate syntactically diverse translations. They find that syntax-based encoding with TreeLSTM (Socher et al., 2011) yields better diversity than a contextual encoding using BERT (Devlin et al., 2019) or FastText (Bojanowski et al., 2017). Bao et al. (2020) used $K$ categorical latent variables to control the generation context of dialogue responses and pick the highest probability response from the responses generated using the latent variables. COD3S (Weir et al., 2020) is designed to generate diverse causal relations. It uses locality-sensitive hashing (LSH) (Indyk and Motwani, 1998) on representations from Sentence-BERT (Reimers and Gurevych, 2019). Conditioning on these 16-bit LSH signatures, it generates cause/effect sentences using a Transformer architecture (Vaswani et al., 2017) but with a limited vocabulary size of 10K.

These previous approaches have some drawbacks – they either require explicit control codes and training examples, or they have low interpretability of their codes. Our approach addresses these two limitations: control codes are learned from non-diverse input text and the codes are human-readable events. And these approaches are not directly comparable to our method without proper modification, which would not be fair comparisons. Thus, we present our own baselines for evaluation, and these baselines serve as a proxy of ablation studies as well.

3 Diverse Precondition Generation

This section describes our diverse precondition generation task and our methodology for solving it. Our proposed approach does not require additional diverse training examples.

3.1 Generation Task

This paper follows the precondition definitions from Kwon et al. (2020):

**Precondition Definition** – "Given a target event mention $t$ and a candidate event mention $p$, we
assert \( p \) is a precondition event for \( t \) if \( p \) is necessary for \( t \) to happen i.e., \( t \) likely would not have occurred without \( p \), in the current text context.

**Precondition Generation** – "Given a target event \( t \), generate an event \( p \) that is a precondition for \( t \)."

The precondition generation task is defined over sentences that contain both a target and a precondition event. The precondition part is masked and a model is asked to reconstruct the sentence including its precondition. For masking, the syntactic subtree of a precondition is replaced with [BLANK]. In order to indicate the events of interest – target and precondition – we use special tokens <event> .. </event> and <pre> .. </pre>.

For our new task, instead of generating the entire sentence, we only generate a precondition clause that would fit into the input’s [BLANK]. Since a precondition could be stated in either preceding or succeeding position of its target event, we modeled this as a text infilling task. This approach is inspired by Donahue et al. (2020) and this modification allows the model to focus solely on generating preconditions because the model doesn’t need to copy over its input text. Thus, the model can learn faster and more efficiently.

![Figure 1: The DiP pipeline. Candidates are generated conditioned on the Event Sampler. The Re-ranker and Similarity Filter improve quality/diversity.](image)

### 3.2 Diverse Precondition Generator

Generating preconditions is a difficult task even for a single output setting (Kwon et al., 2020). With the training data derived from existing news articles, generative models only get to see one possible precondition for each target event. Not surprisingly the top candidates in beam search tend to be focused towards a specific type of precondition event with minor variations. This suggests that we need to provide explicit guidance to the model to explore diverse candidates.

How can we get such diverse guidance? A main strength of large generative language models is that they learn to generate text that fits with the input context. If we can get the input context to be less specific then we can aim to get more general outputs. We can exploit this behavior by training a separate event sampler that is fed a reduced version of the target event description. For example, we can denote the target event by just the event trigger and its arguments. The event sampler learns to predict possible precondition event triggers based on this reduced context. This task forces the sampler to learn a more general mapping between target and precondition events that can produce a diverse set of starting points for generating the precondition events. We can then train another generative model to condition on the precondition trigger in addition to the input sentence. This gives us a model whose outputs we can control by providing different possible precondition triggers. Not all precondition triggers may yield high quality preconditions. To further assist the model, we also devise a precondition re-ranker.

Our overall system, shown in Figure 1, consists of three components – an event sampler, a candidate generator, and a post processor (Precondition re-ranker and Similarity filter). The first two stages are used for generation – they use two separate generation models, and the last is employed to improve the quality of generated preconditions. We refer to this system as DiP short for Diverse Preconditions.

#### 3.2.1 Event Sampler

The event sampler provides possible precondition event triggers given a target event. This can be formulated as a sequence to sequence problem where the input sequence is a target event and the output sequence is a precondition event trigger. Since our goal here is to get diverse precondition events, we can experiment with input contexts of different levels of detail. To get more general precondition events, we use just the target event trigger as the input. To get more specific preconditions, we can use larger contexts surrounding the target event trigger as the input. During inference, we sample top \( n \) event triggers based on their probability.

Formally, let \( x' \) be a subset of the full description \( x \) of the target event. The sampler can be seen as a generative model that outputs event triggers \( e \) for
the preconditions of the target event.

\[ \hat{e} = \arg \max_e \log p(e|x') \]

The generative model is trained to maximize the probability for the correct precondition trigger \( e \) and during inference can be used to sample a candidate set of top \( n \) precondition event triggers.

### 3.2.2 Candidate Generator

The candidate generator, as the name suggests, is a language model that we fine-tune for generating precondition candidates. We want this model to generate preconditions corresponding to the triggers from the event sampler. To this end, in addition to the full target event description \( x \), we also provide a precondition trigger marked by a special token \(-\langle E\rangle\) precondition_event – at the end of the input. This can be seen as a form of a control code similar to those used in Keskar et al. (2019); Weir et al. (2020). The crucial difference, however, is that the codes in our case are dynamically generated conditioned on the input and not restricted to a predefined set.

Formally, the candidate generator is a language model that generates a description of the precondition event \( c_i \) conditioning on the full description of the target event \( x \) and a given precondition trigger \( e_i \) from the event sampler.

\[ \hat{c}_i = \arg \max_{c_i} \log p(c_i|x, e_i) \]

The model is trained to maximize the probability of the observed precondition text for the target event when provided with the correct precondition trigger. Note that during training, the precondition trigger provided as input always appears in the correct precondition description output (\( \hat{c}_i \)). This encourages the model to learn to incorporate the trigger provided at the end of the input as part of its output. During inference, the model generates a set of preconditions one for each of the top \( n \) triggers obtained from the event sampler.

### 3.2.3 Post Processor

**Precondition Re-ranker** We use a precondition re-ranker to reorder the generated candidates based on how likely they are to be preconditions of the target event. Note that the generative model is implicitly trained for a similar objective. However, the model is also forced to include the input precondition trigger which could make it harder to focus on ensuring the result is indeed a precondition. Therefore, we introduce a separate precondition classifier that scores the generated candidates. Note that the original PeKo dataset is already setup for training such a classifier (Kwon et al., 2020). Each instance in this dataset consists of an input text that includes a pair of marked event triggers (target, candidate) and a label that indicates whether the candidate is a precondition of the event denoted by the target trigger. The output from the precondition generator is essentially equivalent to an instance from this dataset. We build a classifier that scores a pair of events in text, and we use this score as an indicator of the precondition quality of the generated candidates and re-rank them based on this score.

**Iterative Redundancy Filtering** The resulting candidates are a mix of candidate precondition events from different triggers. To further avoid redundancy we also include an explicit filtering step, where we post-process the generated text based on their pairwise similarity. Specifically, we start with the highest ranked instance in the output set, and iteratively walk down the ranked list and add instances to the output if the highest similarity score they have with any of the current output set is lower than a certain threshold.

### 4 Evaluation

Our goal is to investigate the impact of our DiP approach for generating diverse and high-quality preconditions. We closely follow Kwon et al. (2020) for the experimental setup and the GPT-2 based generation system for our evaluation.

#### 4.1 Datasets

For the fine-tuning task, we use the precondition generation instances in the PeKo dataset. In addition, we also create a large additional pre-training dataset that includes temporal generation instances. With this additional dataset we can perform a form of domain adaptive pre-training (DAPT) introduced by Gururangan et al. (2020). The main idea here is to create generation instances where the model gets to see a target event but now is required to produce an event that temporally precedes the target event. Since preconditions are supposed to be temporally preceding this temporal generation task can be seen as a more permissive yet related generation task, which is then subsequently restricted to only preconditions in the fine-tuning stage. We use the CAEVO (Chambers et al., 2014) system.
The Metropolitan Transportation Authority recently canceled some large projects.

They tried to rebuild their shattered nation.

| Input Text | Generation Target |
|------------|-------------------|
| [BLANK] that donations be made to the Crohn’s and Colitis Foundation or NYBOT Futures and Options for Kids in memory of Harry. | In lieu of flowers, the family requests. |
| [BLANK] to start trading an important Nymex product, West Texas intermediate crude oil. | Nymex’s foray also inspired ICE. |
| Mr. Robbins played hard and fluidly, [BLANK] to give his solos funk and shape. | landing heavily on unexpected notes. |

Table 2: Top 10 generated event triggers from the event sampler. As more context is provided, the model generates more specific events related to the provided context.

Table 3: Examples of training instance pairs for the candidate generator. Unlike Kwon et al. (2020), we add the precondition event at the end of the input to help the model utilize the event trigger when generating a precondition.

to obtain temporally related event pairs from the NYT corpus (Sandhaus, 2008). This yields 1.1 million instances and each instance contains one temporal relation (BEFORE/AFTER). Note that all systems are trained using the same pre-training and fine-tuning strategy using both datasets.

4.2 Baselines

**Beam Search** As a baseline, we use text infilling GPT-2 system (inspired by (Donahue et al., 2020)) with a standard beam search decoding strategy. This beam search decoder can provide multiple responses up to its beam size. We expect this simple baseline to contain high-levels of redundancy in its outputs.

**Repetition Penalized Sampling (RPS)** For a stronger baseline, we use a decoding strategy that can generate diverse preconditions by penalizing previously generated precondition event triggers. This is done by an iterative decoding process applied to the same GPT-2 generation model. Given a target event, the model generates $k$ preconditions in an iterative manner. When the model generates a precondition trigger – after <pre> token – a repetition penalty is applied to deter the model from selecting previously generated precondition events. We adopt the penalized sampling from Keskar et al. (2019). Instead of using a list of all generated tokens, we use a list of precondition event triggers that are generated in the previous iterations. Given a list of generated precondition events $t$, the probability distribution $p_i$ for the next trigger token $x_i$ is defined as:

$$p_i = \frac{\exp\left(x_i / I(c)\right)}{\sum_j \exp(x_j / I(c))}$$

$$I(c) = \lambda \text{ if } c \text{ is true else 1}$$

We set $\lambda = 1.2$ as in Keskar et al. (2019). For decoding, we use Nucleus Sampling (Holtzman et al., 2020) which has been claimed to generate a higher quality of text. Finally, we test the RPS model with the post-processor from DiP, to confirm that the major gain of DiP is from the Event Sampler.

4.3 DiP Model

DiP has three modules – Event sampler, Candidate generator, and Precondition re-ranker. We train each module separately.

**Event sampler** We use the GPT-2 model for the event sampler. The model is trained on the same data instances described in Section 4.1, but instead of using the entire target-precondition pairs, we use target-precondition event trigger pairs. We train three event samplers with different levels of context – trigger only, 3 neighboring tokens, and 5 neighboring tokens – to understand how different context affect candidate precondition sampling. As Table 2 shows, adding more context help the model to generate more specific events related to describe situations while the model provides more general events if only a trigger is given.

**Candidate generator** The GPT-2 model is also used for the candidate generator. For training, as described in 3.2, we add <E> precondition_event at the end of input so
Model Diversity Evaluation

| Model           | Self-BLEU | Self-BLEURT |
|-----------------|-----------|-------------|
| Beam Search     | 0.234     | -0.450      |
| RPS             | 0.016     | -1.273      |
| RPS+Post-proc.  | 0.013     | -1.280      |
| DiP             | 0.038     | -1.111      |

Table 4: Diversity evaluation for different models. We evaluate top 10 preconditions for each model. RPS+Post-proc. produces the most diverse outputs followed by RPS and DiP with a small margin.

that the model can learn how to utilize the provided event trigger as a control code. Table 3 shows the training examples for the candidate generator.

Post-processor We train a precondition re-ranker using BERT (Devlin et al., 2019). The F1 score of the classifier is 71.91 with 64.65 of the precision. To remove possibly redundant preconditions using iterative redundancy filtering, we need to compute cosine similarity between the generated preconditions. We take the precondition classifier’s [CLS] token representation as the embedding for preconditions. Since the similarity score distributions are different from instance to instance, instead of using a fixed value as the threshold, we set the threshold as \( \mu + \sigma \) of each instance (the mean and the standard deviation of pairwise similarity scores). This filters out \( \sim 16\% \) of the most similar generated preconditions. For comparison with the baselines, we take top 10 preconditions from remaining outputs.

4.4 Automatic Evaluation Metrics

We use Self-BLEU (Zhu et al., 2018) and Self-BLEURT score to measure the diversity of generated preconditions. Self-BLEU measures how similar a set of sentences is to each other using BLEU score – the average of BLEU scores for all pairs of sentences in the set. In addition to direct lexical overlap, we also measure semantic overlap using BLEURT (Sellam et al., 2020), which is a BERT-based learned evaluation metric that is trained on human ratings of sentence pairs. We refer to this metric as Self-BLEURT. For both metrics, a lower score implies more diverse preconditions.

4.5 Results

We compare the models on both diversity and quality. For diversity, we use an automatic evaluation, and for quality we used human annotators.

Automatic Diversity Evaluation:

![Figure 2: The Self-BLEURT scores across different lengths of generated text. The numbers indicate the number of instances in each bucket.](image)

![Figure 3: The number of wins across generation lengths. DiP wins more as the generations lengthen.](image)

Table 4 shows the diversity metrics for all methods. We evaluated 5,000 preconditions generated for 500 target events. Comparing RPS+Post-proc to RPS, Post-proc shows little effect, we compare just RPS to DiP in the rest of the evaluations (See Appendix for more details between RPS and RPS+Post-proc).

In both metrics, DiP and RPS generate more diverse output than the beam search decoder. DiP is compatible to RPS in shorter preconditions, and RPS produces more diverse outputs when the generated text gets longer, as shown in Figure 2.

Manual Quality Evaluation:

The automatic evaluation only measures diversity. To see if the models generate legitimate preconditions, we conducted a manual evaluation for quality. We evaluated 960 generated outputs covering 96
distinct target events for both DiP and the RPS baseline. For each instance the annotators were presented with the top ten generated outputs from two systems. For each output the annotators provided a rating on a scale from 0 to 2, where 0 means not a precondition, 1 is a maybe, and 2 is definitely a precondition. We split the 96 instances across 8 different annotators.

Table 5 shows the results in terms of two metrics: one is the average score across all 96 instances, and another is the number of "Wins" where a model gets +1 point if the sum of its 10 precondition scores is higher than the other. In both metrics, DiP outperforms RPS. Moreover, as shown in Figure 3, DiP produces better preconditions across most output lengths and is best on longer outputs.

4.6 Analysis

Examples: Table 8 shows the top 5 generations from our main three systems. The beam search’s failure on the diversity metric is easy to see with its repetitive output. Most verbs are the same. Both RPS and DiP are notably better in terms of diversity, but RPS introduces lots of irrelevant information that may have artificially increased its diversity score. Long irrelevant phrases are clear to see, and verb synonyms are common. In contrast, DiP generates more succinct and general preconditions, as well as fewer direct synonyms.

Context Specificity: Table 7 shows the diversity scores when different levels of context are provided to the event sampler. Diversity gets slightly worse with more context. This aligns with our observation from Table 2 that the event sampler with more context generates more context-specific precondition events, which now appear to be closer to each other semantically. This makes intuitive sense if you view context as closing a model’s view of broader options.

Errors: We categorize 4 types of frequently observed errors from DiP. 1) Rare target events: some target event triggers are polysemous, and some meanings are rarely used in the newswire. Thus, the event sampler is biased toward generating precondition events based on more frequent usages of triggers. 2) Conflict with sentence structure: the candidate generator has no ability to modify the trigger for its syntactic context because it is trained only as copying over the event trigger. 3) Limited available context: when the provided context of a target event is too limited, the model often fails to generate preconditions.

5 Conclusion

Real-world events often have multiple preconditions, but today’s datasets do not, including the
Table 7: Diversity evaluation for different samplers. Precondition candidates are generated from the event samplers given the input with a trigger only, a trigger with neighboring 3 tokens, or a trigger with 5 tokens.

| Context          | Self-BLEU | Self-BLEURT |
|------------------|-----------|-------------|
| Trigger only     | 0.038     | -1.111      |
| ±3 tokens        | 0.039     | -1.103      |
| ±5 tokens        | 0.040     | -1.098      |

latest PeKo, presenting a challenge for text-driven models. Vanilla generative models have high-levels of redundancy in their outputs and are thus not well suited for diverse generation. This work introduced an event sampler that overcomes the issue of target context specificity to provide diverse guidance to the generator. Coupled with a precondition ranker and similarity filter, this multi-stage generation setup yields more diverse and higher quality preconditions. Further, a new training corpus was not required. More generally, this approach can be seen as an instance of controllable diverse output generation for conditional language models.
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A Appendix

A.1 Experimental Details

A.1.1 Data Split

For the dataset for pre-training, we split into train/dev/test with the ratio of 8:1:1. For PeKo dataset, we follow the setting from Kwon et al. (2020).

A.1.2 Infrastructure

All models are trained using NVIDIA Titan RTX (24GB of GDDR6 VRAM).

A.1.3 Parameters

We use Wolf et al. (2020) library for all transformer models. For the beam search baseline and RPS model we use the GPT-2 architecture, which has 124,445,184 trainable parameters. DiP model consists of two GPT-2 models for the event sampler and the candidate generator – $2 \times 124,445,184$ – and one BERT model for the re-ranker – 108,313,346 parameters. In total, DiP has 357,203,714 trainable parameters.

Optimizer: We use AdamW (Loshchilov and Hutter, 2019) for the optimizer across all models. For pre-training, we fix the learning rate as 1e-3. For fine-tuning, we experiment with [1e-4, 1e-5, 1e-6].

Event sampler: For pre-training, the epochs are set to 100 with the batch size of 128 for the trigger only, 64 for the ±3 tokens, and 32 for the ±5 tokens model. For fine-tuning, the epochs are set to 10 with the batch size of 32.

Candidate generator: For pre-training, the epochs are set to 100 with the batch size of 16. For fine-tuning, the epochs are set to 10 with the batch size of 16.

Precondition re-ranker: We use the classifier provided by the authors of Kwon et al. (2020) – https://stonybrooknlp.github.io/PeKo/.

All Models are picked based on the losses from the dev set.

A.2 Comparison between RPS and RPS+Post-processing

Table 9 shows the comparison between RPS and RPS+Post-processing. The effect of Post-processor on RPS system is considered neutral. There are some cases where the generation qualities are improved but also other cases where the qualities are compromised.
### Table 9: Top 5 generation examples from RPS and RPS+Post-processor.

| RPS | RPS+Post-processor |
|-----|--------------------|
| Wilhelmina’s stock dropped 8 percent in early 2005 after a lull, but more actively revived the strong dollar, lending to an expected influx of funds | Mr. Berg last year signed a two-year contract with the firm |
| The City Council’s 10-member City Planning Committee voted 11 to 6 yesterday property values are rising, rising as the vacancy rate is expected | Another landlord is assembling a plan |
| In less than a year, such improvements have increased through acquisitions and capitalization at New York City police stations, legal firms and cruise ships, suggesting that housing can be bought | Ms. Cianci, 32, is building an intercom tower |
| Matthew Hallico, president of the General Electric Company in Manhattan, and Robert Chrisin, a sales vice partner at Ira G. Albrecht His comments about the incentive package raised many concerns about how it works, as well as what shareholders might do | Her workers hit a brick floor a few years ago |
| | Last week, Lloyd Pound, the influential Wall Street analyst, gave 75 percent shares of his money |

| RPS+Post-processor |
|-------------------|
| after the judge, Col Richard Kultura of Thailand, signaled the end of his sentence after negotiators from both parties reconvened in Davis Park to talk things out after the researchers analyzed DEMIC data on children and early adults whose ages began at 8 or 15 |
| after city Hall learned it would begin public comment on ways it could add 27,000 new jobs to the island after they were rejected by legislative leaders |
| when Mayor Mark Meehan heeded all of his smaller complaints after the Council passed it on Monday after the developer, Trivata Films of New Orleans, agreed to pay up to $14 million over seven years |

### A.3 Manual Evaluation

**Evaluation Instruction** Figure 4 shows the evaluation instruction that we provided to annotators.

**Evaluation rating distribution** Table 10 shows the distribution of voted ratings by annotators. On average, DiP got higher ratings than RPS and RPS got highest votes in “Not a Precondition.”
### Evaluation for Diverse Precondition Generation

You will be asked to evaluate sets of generated sentences if they contain a precondition relation. Each set contains 20 generated preconditions given a target (seed) event. ~10 from our proposed model, other ~10 from a baseline model.

Please mark 0–2 if a [precond. event] is necessary for a [target event] to happen, where
0 – Definitely No. A precondition relation doesn't hold between two marked events.
1 – Maybe. A precondition relation can hold in some scenarios.
2 – Definitely Yes. Two marked events are in a precondition relation.

Things to keep in mind:
1. Please ignore minor grammatical errors if you can understand the meaning of a sentence.
2. Please evaluate based on the context.
3. A candidate precondition can cause (either directly or indirectly) the target event in the given context, you can consider it as a valid precondition.
4. Precondition event must happen before its target event.
5. Please mark your name on the right side, so that other people can know which sheets are taken.

### Example & Explanation

| Precondition | Target | Score | Category | Explanation |
|--------------|--------|-------|----------|-------------|
| I apologized for the deadline of the day before, and [i][e] a new staff to [help] me make it right. | hired help | 2 | Precondition | Hiring a new staff can help me make it right. |
| I apologized for the deadline of the day before, and [i][e] my time to [help] me make it right. | used help | 2 | Minor error | Some minor error is presented, but still understandable that using one’s time to help. |
| I apologized for the deadline of the day before, and [i][e] your friends as we try to change behavior and decide what tomorrow is to [help] me make it right. | paid help | 9 | Non-precondition | In the structure, the time is not necessary to help. |
| I apologized for the deadline of the day before, and [i][e] the bloggers that I was going to [help] me make it right. | told help | 0 | Non-precondition | Told the bloggers is not necessary to help. |
| I apologized for the deadline of the day before, and [i][e] [help] me make it right. | think help | 0 | Negation | "didn’t think” is not necessary to help. |
| I apologized for the deadline of the day before, and [i][e] me make it right. | appeared help | 1 | Precondition | We can imagine “Appeared on my website” can indirectly help me in the context. |
| I apologized for the deadline of the day before, and [i][e] a few more hours to [help] me make it right. | put help | 2 | Precondition | Spaced time to help. |
| I apologized for the deadline of the day before, and [i][e] a letter to [help] me make it right. | signed help | 1 | Precondition | Given the context, “signed a letter” might help me. |
| I apologized for the deadline of the day before, and [i][e] the team to [help] me make it right. | assigned help | 2 | Precondition | "assigned the team" to help me – a direct way to help. |
| I apologized for the deadline of the day before, and [i][e] my way to a friend to [help] me make it right. | paid help | 2 | Precondition | "pay a friend" to help me – a direct way to help. |

Figure 4: Manual evaluation instruction