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Abstract

There are two main approaches to the distributed representation of words: low-dimensional deep learning embeddings and high-dimensional distributional models, in which each dimension corresponds to a context word. In this paper, we combine these two approaches by learning embeddings based on distributional-model vectors – as opposed to one-hot vectors as is standardly done in deep learning. We show that the combined approach has better performance on a word relatedness judgment task.

1 Introduction

The standard approach to inducing deep learning embeddings is to represent each word of the input vocabulary as a one-hot vector (e.g., Turian et al. (2010), Collobert et al. (2011), Mikolov et al. (2013a)). There is no usable information available in this initial representation; in this sense, the standard way of inducing embedding is a form of learning from scratch.

In this paper, we explore the question of whether it can be advantageous to use a more informative initial representation for inducing embeddings. Specifically, we will test distributional-model representations for this purpose – where we define a distributional-model or distributional representation of a target word w as a vector of dimensionality |V|; the value on the dimension corresponding to v ∈ V records a measure of the significance of the dimension word v for w. In the simplest case, this measure of significance is a weighted cooccurrence count of w and v (e.g., Schütze (1992), Lund and Burgess (1996), Baroni and Lenci (2010)).

Distributional representations have been successfully used for a wide variety of tasks in natural language processing, like synonym detection (Landauer and Dumais, 1997), concept categorization (Almuhareb and Poesio, 2004), metaphorical sense identification (Turney et al., 2011) and sentiment analysis (Turney and Littman, 2003). For this reason, it is natural to ask whether they can also improve the quality of embeddings. We will realize this idea by presenting distributional vectors to the neural network that learns embeddings, instead of presenting one-hot vectors. We will refer to these two modes of learning embeddings as distributional initialization and one-hot initialization.

Our expectation is that distributional initialization will be particularly helpful for rare words that occur in only a few contexts. It is difficult for one-hot initialization to learn good embeddings for rare words. In contrast, distributional initialization should make the learning task easier. For example, the distributional signatures of two rare legal words will be similar since they occur in similar contexts. Thus, distributional initialization will make it easier to learn similar embeddings for them. In one-hot initialization, the embeddings for the two words are initialized randomly and it will be difficult for them to converge to close points in the embedding space during learning if each only occurs in a few contexts.
2 Method

As we just discussed, we would expect distributional initialization to be beneficial mostly for rare words. Conversely, it is likely that distributional initialization will actually hurt the quality of embeddings learned for frequent words. The reason is that distributional initialization puts constraints on the relationship between different embeddings. This is a good thing for rare words as it enforces similarity of the embeddings of similar rare words. But it can be harmful for frequent words that often have idiosyncratic properties. For frequent words, it is better to use one-hot initialization, which in principle does not impose any constraints on the type of embedding that can be learned.

Based on this motivation, we propose a hybrid initialization scheme: all words with a frequency $f > \theta$ are initialized with one-hot vectors, all words with a frequency $f \leq \theta$ are initialized with distributional vectors, where the frequency threshold $\theta$ is a parameter.

We test two versions of this hybrid initialization: separate and mixed. Let $n$ be the dimensionality of the distributional vectors, i.e., the number of words that we use as dimension words, and $k$ the number of words with frequency $f > \theta$. In the separate scheme, the input representation for a word is the concatenation of a $k$-dimensional vector and an $n$-dimensional vector. For a frequent word, the $k$-dimensional vector is a one-hot vector and the $n$-dimensional vector is zero. For a rare word, the $k$-dimensional vector is zero and the $n$-dimensional vector is its distributional vector. In the mixed scheme, the input representation for a word is an $n$-dimensional vector. It is a one-hot vector for a frequent word and a distributional vector for a rare word.

In addition to the two separate and mixed hybrid schemes, we also test non-hybrid distributional initialization. In that case, the input representation for a word is an $n$-dimensional distributional vector for frequent words as well as for rare words.

3 Experimental setup

As training set for the word embeddings, we use parts 02 to 21 of the Wall Street Journal (Marcus et al., 1993), a corpus of about one million tokens and roughly 35,000 word types.

We used two word relatedness data sets for evaluation: MEN (Bruni et al., 2012) and WordSim353 (Finkelstein et al., 2001). The two data sets contain pairs of words with human-assigned similarity scores. We only evaluate on the 2186 MEN pairs (of a total of 3000) and 303 WordSim353 pairs (of a total of 353) that are covered by our data set, i.e., both words occurred in WSJ.

We added to the continuous skip gram model (Mikolov et al., 2013a) of word2vec both one-hot and distributional initialization. We use hierarchical softmax, set the size of the context window to 11, min-count to 0 (do not discard words because of their low frequency), sample to $1e^{-3}$ (discard the words in the training set with probability $P(w) = 1 - \sqrt{t/f(w)}$, where $f(w)$ is the frequency of word $w$ and $t$ is a chosen threshold (Mikolov et al., 2013b)) and embedding size to 100.

We use a simple binary distributional model: Entry $1 \leq i \leq n$ in the distributional vector of $w$ is set to 1 if $v_i$ and $w$ cooccur at a distance of at most ten words in the corpus and to 0 otherwise. We test the methods for frequency thresholds $\theta \in \{1, 2, 5, 10, 20, 50, 100\}$.

For each initialization condition, we train 10 models. We measure Spearman correlation of the gold standard – human-assigned similarity scores – with cosine similarity scores between word embeddings generated by our models, and report correlation averages for each initialization setup.

4 Results and discussion

Table 1 gives averaged Spearman correlation coefficients between human and embedding-based similarity judgments on MEN and WordSim. Embeddings are produced by skip gram models with one-hot, hybrid (mixed or separate) and distributional initialization. The threshold is varied for the two hybrid models (column “$\theta$”). Correlation coefficients are given in the last two columns.

---

1http://clic.cimec.unitn.it/ elia.bruni/MEN
2http://www.cs.technion.ac.il/ gabr/resources/data/wordsim353/wordsim353.html
3https://code.google.com/p/word2vec/
Table 1: Averaged Spearman correlation coefficients between human and embedding-based similarity judgments on MEN and WordSim. Embeddings are produced by skip gram models with one-hot, hybrid (mixed or separate) and distributional initialization. The threshold $\theta$ is varied for the hybrid models. The best correlation in each column is bold. Correlations significantly better than one-hot initialization are marked with a *.

| initialization | $\theta$ | MEN   | WordSim |
|---------------|----------|-------|---------|
| one-hot       |          | 10.58 | 17.31   |
|               | 1        | *18.02| *19.63  |
|               | 2        | *19.05| *20.36  |
|               | 5        | 15.93 | 16.86   |
|               | 10       | 11.43 | 16.39   |
|               | 20       | 10.95 | 11.47   |
|               | 50       | 8.22  | 3.06    |
|               | 100      | 11.52 | 6.62    |
|               | 1000     | 9.21  | 6.76    |
| mixed         |          |       |         |
|               | 1        | *18.46| 12.06   |
|               | 2        | *15.90| 13.58   |
|               | 5        | *16.98| *18.05  |
|               | 10       | 7.01  | 17.76   |
|               | 20       | 7.46  | 12.63   |
|               | 50       | 5.75  | 8.61    |
|               | 100      | 8.95  | 5.25    |
|               | 1000     | 7.12  | 7.19    |
| separate      |          |       |         |
|               | 1        | *18.02| 12.06   |
|               | 2        | *15.90| 13.58   |
|               | 5        | *16.98| *18.05  |
|               | 10       | 7.01  | 17.76   |
|               | 20       | 7.46  | 12.63   |
|               | 50       | 5.75  | 8.61    |
|               | 100      | 8.95  | 5.25    |
|               | 1000     | 7.12  | 7.19    |
| distributional|          | 5.69  | 4.82    |

The main result is that the two hybrid initializations outperform one-hot initialization significantly on both MEN and WordSim data sets for low values of $\theta$. This result is evidence that a hybrid initialization scheme can be superior to one-hot initialization for words with very few occurrences.

Hybrid initialization only does well for low values of $\theta$. In general, as $\theta$ increases, performance goes down. This trend reaches its endpoint for distributional initialization, which can be interpreted as hybrid initialization with $\theta = \infty$. The correlations for distributional initialization are at the low end of the range of performance numbers and are lower than one-hot initialization.

The fact that distributional initialization performs worse than hybrid initialization confirms our initial hypothesis that frequent and rare words should be treated differently. Distributional initialization for all words – including frequent words – imposes harmful constraints on the embeddings of frequent words; it is probably also harmful because it links the embeddings of rare words to those of frequent words, which makes it harder for the skip gram model to learn embeddings for rare words.

5 Related work

The problem of word embedding initialization was also addressed by [Le et al. (2010)]. They propose three initialization schemes. Two of them, re-initialization and iterative re-initialization, use vectors from prediction space to initialize the context space during training. This approach is both more complex and less efficient than ours. The third initialization scheme, one vector initialization, initializes all word embeddings with the same random vector: this helps to keep rare words close to each other because vectors of rare words are rarely updated. However, this approach is also less efficient than ours since the initial embedding is much denser than in our approach.

6 Conclusion

We have proposed to use a hybrid initialization for learning embeddings, an initialization that combines the standardly used one-hot initialization with a distributional initialization for rare words.

---

4Student’s $t$-test, two-tailed, $p < .05$
Experimental results on a word relatedness task provide tentative evidence that hybrid initialization produces better embeddings than one-hot initialization.

Our results are not directly comparable with prior research on modeling word relatedness judgments, partly because the corpus we use has low coverage of the words in the evaluation sets. We also use a simple binary distributional vector representation, which is likely to have a negative effect on the performance of the embeddings.

In future work, we will test our models on larger corpora and look at a wider range of distributional models to produce results that are directly comparable with other work on word relatedness.
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