Compartmental epidemic model to assess undocumented infections: applications to SARS-CoV-2 epidemics in Brazil
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Nowcasting and forecasting of epidemic spreading, fundamental support for policy makers’ decisions, rely on incidence series of reported cases to derive the fundamental epidemiological parameters. Two relevant drawbacks for predictions are the unknown fraction of undocumented cases and levels of nonpharmaceutical interventions that span highly heterogeneously across different places. We describe a simple approach using a compartmental model including asymptomatic and pre-asymptomatic contagions that allows to estimate both the level of undocumented infections and the value of $R_0$ from reported case series in terms of epidemiological parameters. The method was applied to epidemic series for of COVID-19 across different municipalities in Brazil allowing to quantify the heterogeneity level of under-reporting across different places. The reproductive number derived within the current framework is little sensitive to both diagnosis and infection rates during the asymptomatic states, while being very sensitive to variations in case count series. The methods described here are general and we expect that they can be extended to other epidemiological approaches and surveillance data.

I. INTRODUCTION

Our contemporary society is facing an unprecedented threat imposed by the COVID-19, caused by the pathogen SARS-CoV-2, evidencing the importance, limitations, and subtleties of using compartmental epidemic models for the forecasting or even the nowcasting of pandemic scenarios [1–5]. After two years of intensive investigation, much has been learned with respect to the virology of SARS-CoV-2 in humans [6–9], several key aspects of the transmission were unveiled [5, 10–12], and efficient vaccines have been developed [13], among other achievements. Variants of SARS-CoV-2 [14, 15] give rise to new and more aggressive outbreaks due to reinfection and raised contagion rates implying that natural herd immunity is definitely not an option [16]. The newest Omicron (B.1.1.529) variant [17], containing several mutations on genes of the spike proteins, a leading target of antibodies produced to combat a COVID-19 infection, emerges as a new concern. Whilst the biology of the virus and interaction with human hosts is better understood, other crucial aspects of the epidemiology, specially the behavioural ones, remains unpredictable even at a short-term, varying across time and location. In particular the non-pharmaceutical interventions (NPI), such as face masks, testing policies, and social distancing, have played a central role on spreading of COVID-19 [18–21]. The aforementioned NPIs contribute for reduction or increase of the effective contagion rate that, therefore, must be inferred from count case series via likelihood or other calibration methods [22, 23].

The most stringent epidemic characteristic of the SARS-CoV-2 contagion in humans is probably its high transmission before the onset of the symptoms [5, 11, 24], the presymptomatic individuals, and even for those that never manifest relevant symptoms [25, 26], the true asymptomatic individuals. The latter could be accessed by mass testing and contact tracing, for example, practices defended by experts but rarely implemented. Sero-prevalence studies for different phases and regions [14, 27] reveals population incidences of antibodies for SARS-CoV-2 in levels much higher than counts of COVID-19 cases reported in surveillance systems. So, the case fatality ratio (CFR), defined as the ratio between number of deaths and diagnosed cases, can differ substantially from the infection fatality ratio (IFR), defined as the fraction of all infections (documented or not) that evolves to death [27]. The level of under-reporting, in which the CFR is greater than the IFR, varies widely in different sero-prevalence inquiries [27] due to several uncontrolled factors such as the testing policies (only symptomatic cases, contact tracing, etc.), availability (low or high income places), sensitivity (antigen or PCR), and seek for medical care, among others. The relation between seropositivity and immunity is not fully established and new emerging variants always opens path for reinfections and new outbreaks [28]. Therefore, to estimate the level of undocumented infections across different places and times remains a challenge. Epidemi models of statistical inference were developed to access the amount of undocumented infections of SARS-CoV-2. For example, Pullano et al. [29] estimated that 9 out 10 cases of symptomatic infections were not ascertained by the surveillance system in France from 11 May to 28 June 2020, suggesting that large numbers of symptomatic cases of COVID-19 did not seek for medical advice. Lu et al. [30] considered four complementary approaches to estimate the cumulative incidence of symptomatic cases of COVID-19 in the US and concluded that on April 4, 2020, the estimated case count was 5 to 50 times higher than the official positive test counts across the different states. Subramaniana et al. [31] used a model including testing information to fit the case and serology data from New York City to estimate a low proportion of symptomatic cases [13 to
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The contribution of asymptomatic infections and test-
ing policies to the effective reproductive number \( R_t \) [42]
through surveillance counts is an important issue [32].
The basic reproductive number is defined as the aver-
age number of secondary infections generated by a single
infected individual introduced in a completely suscepti-
ble population, commonly represented by \( R_0 \). The
effective reproductive number is given by \( R_t = S(t)R_0 \),
where \( S \) is the fraction of susceptible population (who
can be infected) at time \( t \). This definition, under the
hypothesis of homogeneous mixing, is the simplest one
and can be generalized to stratified compartments [42].
The reproductive number can also be estimated directly
from case counts using statistical inference models [22],
as commonly reported for COVID-19 pandemics across
the world [19, 34, 41, 43].

In this present work, we describe an approach to esti-
nate the number of undocumented cases (asymptomatic
or not) using the epidemic surveillance data for cases
and deaths. The method is grounded on a compart-
mental epidemic model including both documented and
undocumented compartments (asymptomatic, exposed,
symptomatic, and so on), the latter not counting for
surveillance reports. The present approach allows to
determine the effective reproductive number, the level
of under-reporting, and initial condition using the day
of diagnosis. The approach can be promptly modified
or generalized for other types of data and epi-
demic compartments. The method shares similarities
with the recent approaches to estimate undocumented
cases [25, 29, 30, 32], such as the use of reported in-
fecions and deaths. The central difference is that our
approach is more mechanistic and less Bayesian.

We applied the method across different geographical
scales of two Brazilian states, namely Paraná (PR) and
Espírito Santo (ES) using time series with dates of di-
agnosis of COVID-19 counts available by the epidemic
surveillance of the respective states. The time windows
of investigation was from 1 January to 31 May of 2021
theying to the second epidemic wave driven mainly
by the Gamma variant [41, 44]. We observed variable lev-
els of under-reporting across different places and times.
Particularly, the analysis indicates that the fraction of
undocumented cases is correlated positively with the epi-
demic incidence: the higher the epidemic incidence in
case counts the larger the fraction of undocumented in-
fecions. We were able to estimate initial conditions for
the hidden compartments and effective infection rates
which gave an efficient short-time forecast for the se-
ries of confirmed cases. Despite the basic reproductive
number being explicitly dependent on the asymptomatic
transmission, the analysis indicates that undocumented
infections seem to not alter significantly the reproductive
number for the analyzed data.

The remaining of this paper is organized as follows.
The methodology is detailed in section II. The epidemic
compartmental model and some analytical results are
presented in subsection II A. The data-driven approach
to estimate the under-reporting level from surveillance
counts is described in subsection II B while the eigen-
value approach to determine the initial conditions is pre-
sented in subsection II C. The application of method to
epidemiological data is presented in section III and the
main conclusions of the work are discussed in section IV.

II. SIMPLE APPROACH TO ESTIMATE
UNDOCUMENTED CASES

A. Compartmental model

Presymptomatic, asymptomatic and undocumented
transmissions are investigated using a compartmental
model [42] under the homogeneous mixing hypothesis
grouping individuals according to their epidemic states
in the following compartments: Susceptible (S) who can
be infected; exposed (E) who were infected but is not
contagious yet; asymptomatic (A) who are infectious but
do not present symptoms; symptomatic (I) ones who may
seek for medical care and testing due to the presence of
symptoms; undocumented recovered (R) who has been
infected, healed but not diagnosed; deceased (D) who died
due to COVID-19; two compartments of diagnosed cases
for SARS-CoV-2 including individuals who were asymp-
tomatic (CA) or symptomatic (CI) at moment of testing;
and the corresponding recovered compartments for con-
firmed cases RA and RI. The epidemiological model and
rates are schematically depicted in Fig. 1.

Susceptible persons in contact with infectious (asym-
tomatic or symptomatic) individuals become exposed
with rates \( \lambda_A \) and \( \lambda_I \), respectively. For sake of simplicity,
confirmed cases are assumed to be isolated and do not
contribute for new infections. The remaining transitions
are spontaneous and expressed in Fig. 1. Exposed indi-
individuals become asymptomatic with rate $\mu_{A}$. The latter can evolve to a symptomatic state with rate $\beta_{R}$, recover with rate $\beta_{R}$, or be diagnosed by tests with rate $\beta_{C}$ moving to the confirmed compartment $C_{A}$. Similarly, the undocumented symptomatic ones can recover with rate $\alpha_{R}$ or be diagnosed and become $C_{I}$ with rate $\alpha_{C}$. The clinical state of confirmed cases evolves as does the undocumented ones. An infected confirmed case ($C_{I}$) can die (D) with rate $\eta$ while undocumented deaths are neglected, again, for sake of simplicity. The true asymptomatic and the presymptomatic cases are implicitly considered with transitions $A \rightarrow R \ (C_{A} \rightarrow R_{A})$ and $A \rightarrow I \ (A \rightarrow C_{A} \rightarrow C_{I})$, respectively. See Methods for the complete set of equations.

Consider a more intuitive parameterization in terms of the probabilities $p_{A}$ and $p_{I}$ that infected individuals are diagnosed during the asymptomatic or symptomatic phases, respectively, which can be computed from the compartmental model and are given by

$$p_{A} = \frac{\beta_{C}}{\beta_{I} + \beta_{C} + \beta_{R}} \quad \text{and} \quad p_{I} = \frac{\alpha_{C}}{\alpha_{C} + \alpha_{R}}.$$  

(1)

One can also show that an exposed individual ends diagnosed with probability

$$P_{C} = p_{A} + (1 - p_{A})p_{I}\phi,$$  

(2)

where $\phi = \beta_{I}/(\beta_{I} + \beta_{R})$. The first and second terms of (2) are due to diagnosis during asymptomatic and symptomatic phases, respectively, while recovering without diagnosis happens with probability $P_{R} = 1 - P_{C}$. Therefore, we can determine a simple relation between the final number of documented ($N_{C}$) and undocumented ($N_{R}$) infections defining the under-reporting coefficient $\sigma_{ur}$ as

$$\sigma_{ur} = \frac{N_{R}}{N_{C}} = \frac{P_{R}}{P_{C}} = \frac{(1 - p_{A})(1 - p_{I}\phi)}{p_{A} + (1 - p_{A})p_{I}\phi},$$  

(3)

where $N_{C} = N_{C_{A}} + N_{C_{I}} + N_{R_{A}} + N_{R_{I}} + N_{D}$.

We can also analytically determine the model’s IFR $\ell_{IFR}$, considering the probabilities that exposed individuals evolve to death passing through $C_{A}$ compartment or not, that are $p_{A}\frac{\phi\eta}{\eta + \alpha_{R}}$ or $(1 - p_{A})\phi p_{I}\frac{\eta}{\eta + \alpha_{R}}$, respectively. The IFR becomes

$$\ell_{IFR} = [p_{A} + (1 - p_{A})p_{I}]rac{\phi\eta}{\eta + \alpha_{R}}.$$  

(4)

B. Estimating under-reporting from epidemic surveillance counts

The rates $\mu_{A}$, $\beta_{I}$, $\beta_{R}$, $\alpha_{R}$, and $\eta$ are biological and can, in principle, be found in epidemiological surveys [6–9, 12, 45]. The parameters $\lambda_{A}$ and $\lambda_{I}$ depend on behavioral aspects such as the number of potential infectious contacts per unit of time [20, 34, 38]; prophylactic attitudes by means of NPI such as mask wearing and adoption of social distancing [46–48]; infectiousness and prevalence of new variants [14, 41, 49]; to cite only some of the most prominent issues. Similarly, the confirmation rates $\beta_{C}$ and $\alpha_{C}$ depend on several behavioral and socioeconomic factors being highly influenced by testing policies [38, 50, 51]. All these aspects are very heterogeneously distributed across time and different places.

We describe how testing probabilities can be estimated from surveillance count series with the aid of the compartmental model of Figure 1. Let $C(t)$ and $D(t)$ represent the cumulative series of confirmed cases and deaths; and let $x_{A}$ be the fraction of them which were confirmed during the asymptomatic stage. We equate the CFR computed for reported cases within a given time window $[t_{cal}, t_{cal} + \Delta t]$

$$\ell_{CFR} = \frac{\Delta D(t_{cal})}{\Delta C(t_{cal} - t_{delay})},$$  

(5)
and the CFR extracted from the model such that
\[
\ell_{\text{CFR}} = \frac{\eta}{\eta + \alpha_R} x_A \phi + \frac{\eta}{\eta + \alpha_R} (1 - x_A),
\]
in which \(t_{\text{delay}}\) is a delay between reported death and positive test report. The first and second terms in the right-hand side of (6) represent the probabilities of death for who were diagnosed for SARS-CoV-2 during the asymptomatic and symptomatic stages, respectively. Now, taking the ratio between Eqs. (4) and (5), one obtains
\[
\ell_{I FR} = \frac{p_A + (1 - p_A)p_I[\phi]}{1 - x_A(1 - \phi)} \ell_{\text{CFR}}.
\]

Despite its simplicity, Eq. (7) is very handy since it relates the testing rates (or probabilities) with epidemiological parameters (\(\ell_{I FR}\) and \(\phi\)) or factors (\(x_A\) and \(\ell_{\text{CFR}}\)) which could, in principle, be obtained directly from data. Therefore, if the ratio \(r = p_A/p_I\) is given, the testing rates can be estimated.

We assume \(r \leq 1\), that is, the chance of detecting asymptomatic is lower than of symptomatic cases. Equation (7) is therefore consistent \((p_A \leq p_I \leq 1)\) only if
\[
\zeta = [1 - x_A(1 - \phi)] \frac{\ell_{I FR}}{\ell_{\text{CFR}}} \leq \phi.
\]

If inequality (8) is not satisfied, a value \(p_A / p_I \geq 1\) \((\alpha_C \gg \alpha_R)\) is fixed since \(p_I = 1\) means instantaneous transition to the C1 compartment \((\alpha_C = \infty)\) that implies numerical difficulties. The parameter \(x_A\) is not commonly available in epidemic surveillance data, which usually report only the total number of confirmed cases. However, we may assume \(x_A \ll 1\) approximating the denominator of Eq. (7) by 1, for which we expect a small error in general. Also, a sensibility analysis of the ratio \(r\) can be used to verify whether the results are little sensitive to this choice (it was the case all data analyzed in this work); otherwise the ratio must be determined using some calibration or likelihood method.

C. Assessing hidden compartments from epidemic surveillance data

Epidemic surveillance provides the number of confirmed cases, deaths, date of first symptoms, or diagnosis; nothing with respect to the other compartments is commonly available. Actually, in the real scenario, the situation is much more complicated due to delays and other complex issues on surveillance counts [53, 54]. Using the case series \(C(t)\), we estimate infection rates \(\lambda_A\) and \(\lambda_I\) concomitantly with the initial conditions \((S^*, E^*, A^*, I^*, R^*)\) using the calibration procedure described in Methods Section AA 2. We applied the method to two types of count series available for Brazil, hereafter named Type-I and Type-II. The former consists of count series using release dates provided by epidemic surveillance departments of Brazilian federation units\(^1\) which are aggregated and publicly available for all 5570 Brazilian municipalities [52]. These data do not yield the date of diagnosis and may present uncontrolled bias caused by reporting delays and should be used with care. The type-II data sets contain dates of diagnosis and first symptoms onset. In this work, we use the publicly available Type-II data for Paraná (PR) [55] and Espírito Santo (ES) [56] states. The data are publicly available in the cited resources and the data aggregated for different municipalities, used in the present work, is available on [57]. A full description of these datasets is available in the Supplementary Material (SM) [58].

We fixed the average values of parameters \(\mu_A^{-1} = 3.2\) d and \(\beta_I^{-1} = 3.2\) d so that the mean incubation time is of 6.4 d [6, 34]. The mean recovery time for symptomatic individuals was taken as \(\alpha_R^{-1} = 3.2\) d [59]. Following [33, 34], asymptomatic cases were assumed to have the same recovering time such that \(\beta_R^{-1} = \beta_I^{-1} + \alpha_R^{-1}\). Sensibility analysis was done drawing \(\mu_A, \beta_I,\) and \(\alpha_R\) from Gamma distributions with standard deviation of 1.3 d. The IFR \(\ell_{I FR}\) was drawn from a uniform distribution in the range 0.5% to 1% in accordance with seroprevalence studies;

\(^1\) Brazil is divided into 26 states and 1 federal district. States aggregate municipalities with independent administrative structure. Cases are reported by municipalities to state’s healthcare departments which release the information publicly.
See Ref. [27] for collection of reports up to September 2020. We analyzed case report series for PR state and found out a delay of $t_{\text{delay}} \approx 10$ d between death and positive test report. For ES state this delay was $t_{\text{delay}} \approx 20$ d. The delay is obtained by shifting the time series so that the peaks of deaths and cases coincide, as shown in Fig. S1 of the Supplementary Material (SM) [58]. We consider $t_{\text{ur}}$ as January 1st 2021.

III. RESULTS

A. Under-reporting coefficient

The under-reporting coefficient $\sigma_{\text{ur}}$ is little sensitive to the choice of ratio $r = p_A/p_I$ as shown in Fig 2(a). The evolution of $\sigma_{\text{ur}}$ using $r = 0.1$ and 0.5 for Type-I count series of two capital cities of Brazil, which were severely impacted by COVID-19 second infection wave, namely Manaus and São Paulo [41], are presented in Figs. 2(b) and (c), for which the estimated delays between case and death confirmations were $t_{\text{delay}} = 7$ and 9 days, respectively; see Figs. S1 (a) and (b) in the SM [58]. The value of $\sigma_{\text{ur}}$ is practically the same or both ratios with differences lying within a confidence interval of 95%. The ratio $r = 0.1$ is adopted in all results presented hereafter. The values of $\sigma_{\text{ur}}$ were higher when both cities were facing high epidemic incidence.

We analyzed Type-II count series for PR and ES states aggregating data of municipality level into immediate regions defined by the Instituto Brasileiro de Geografia e Estatística (IBGE) [60] as a group of nearby municipalities of a same state with intense interchange for immediate needs (purchasing, work, healthcare, education, and so on). The evolution of $\sigma_{\text{ur}}$ since January 2021 computed with counts aggregated by states and two selected immediate regions are shown in Figures 3(a) and (b) for PR and ES, respectively. Curves for the 28 and 8 immediate regions of PR and ES, respectively, with the confidence intervals are available in Figs. S2 and S3 of the SM [58]. A strong correlation between $\sigma_{\text{ur}}$ and the CFR is observed, Fig. 3(c), since Eqs. (7) and (3) imply $\sigma_{\text{ur}} \propto I_{CFR}$ for a fixed value of $p_I$. The second relevant outcome is the substantial variation of undocumented infection along the time and across different places. For example, in Nova Venécia-ES, $\sigma_{\text{ur}}$ ranges from below 1 to higher than 6. The under-reporting coefficient for all immediate regions of both PR ans ES states are presented in Figs. 3(d) and (e); the chosen dates correspond to low and high CFR in the respective state counts. The differences between immediate regions can be up to

\begin{align*}
\text{FIG. 3. Evolution of under-reporting coefficient for (a) PR and (b) ES states using } & p_A/p_I = 0.1 \text{ and time windows of 3 weeks. Two immediate regions of each state are presented in the corresponding panels. (c) Evolution of the CFR computed using delays } t_{\text{delay}} = 10 \text{ d and } 20 \text{ d for PR and ES states, respectively. Under-reporting coefficients for all immediate regions of (d) PR and (e) ES and the for states (indicated by arrows) computed when the CFR is low (Jan 2021) and high (April 2021).}
\end{align*}
3-fold in a same time interval. The space-time variability reflects the high diversities of outbreak across different places, due to unsynchronized and unequal responses to pandemics besides demographic, economic, and developmental heterogeneity of states as predicted [33] and later observed [41] for the first epidemic wave in Brazil.

B. Determination of the initial conditions

To exemplify the calibration method, we performed the analysis for case counts of the PR state shown in Fig. 4; see Fig. S4 on SM [58] for the ES state. We further simplified the analysis assuming the same infection rate for both asymptomatic and symptomatic individuals prior diagnosis confirmation, \( \lambda_A = \lambda_I \), implying in a single parameter to fit the data. Typical calibration curves are presented in Fig. 4(a)-(i) for different times using a 14-day moving window of calibration. A forecast of 1 week is also presented to verify the calibration robustness, reproducing very well the short-term progression of the cumulative case count time series. The method also performs very well for smaller geographical scales such as immediate regions; Fig. S5 of the SM [58].

FIG. 4. Calibration curves for PR state in different time windows of 14 days indicated by the vertical lines. Initial day is in the top of each panel. One week of forecasting is also shown. Symbols are the cumulative cases’ counts while lines with shaded regions represent the calibrated curves and the corresponding confidence interval of 95%.

The evolution of the undocumented epidemic compartments (exposed, asymptomatic and symptomatic) yielded by the calibration method for PR state from January to May 2021 is presented in Fig. 5. Remark that the ratio between the total amount of infected individuals and the number of confirmed cases at a given day is much higher than the under-reporting coefficient shown in Fig. 3 since the latter refers to the final epidemic chain where an infection ends documented or not, whereas the former refers to the amount of infected individuals in a given day which has not been documented yet. The peaks of prevalence of infectious cases happen slightly before peaks of incidence of confirmed cases. The effective reproduction number for PR state is presented in Fig. S6 on SM [58]. The calibration is sensitive to the variations and infections in case count series, where the mean value of \( R_t \) oscillated between approximately 0.9 and 1.2. We performed a sensibility analysis of \( R_t \) and verified that its value is almost independent of the testing rates of asymptomatic compartments. More precisely, the curves of \( R_t \) collapses within the confidence interval when the ratios between testing probabilities \( p_A/p_I \) and infection rates \( \lambda_A/\lambda_I \) are varied by one order of magnitude.

FIG. 5. Evolution of the undocumented compartments (exposed, asymptomatic and symptomatic) for the PR state since 1 January 2021.

IV. DISCUSSION

The pandemic caused by the SARS-CoV-2 led to unprecedented efforts gathering scientific community, epidemic surveillance, public authorities, and communication systems to provide almost real-time updated and publicly available counts for diagnosed infections, deaths, and other important statistics for COVID-19 spread across the globe. Available epidemic series, however, are still not ideal since under-reporting, delays, and many other issues intrinsic of our limited capacity in documenting are unavoidable. Moreover, these limitations vary enormously across different places and at different moments reflecting the unequal contemporary world, from socioeconomic to educational perspectives. However, this opens new avenues for construction and improvement of tools to extract information which are not explicit in data. A common strategy, possibly the gold standard in applied epidemiology, is the use of Bayesian inference models [29, 30]. A particularly promising strategy is the data-driven [33, 34, 37] approach where mathematical and mechanistic models are supplied by data, allowing to make predictions which are not explicitly avail-
able. In the case of COVID-19 we have the important class of asymptomatic or pre-symptomatic infections, in which individuals transmit the SARS-CoV-2 pathogen even without symptoms, being very difficult to be detected in epidemic surveillance systems.

In the present work we follow a data-driven approach using a compartmental model to estimate the amount of undocumented cases in the epidemic compartments which are not directly accessible in surveillance systems. The method allows to estimate the fraction of undocumented infections using case fatality ratio (CFR) and biological parameters estimated in controlled studies, in particular the infection fatality ratio (IFR). We applied the method to epidemic series of diagnosed cases and deaths of two Brazilian states where days of the symptoms onset were available. We selected the first semester of 2021 when Brazil was struck by a second epidemic wave of COVID-19, mainly driven by the Gamma variant (lineage P.1). We calculated a under-reporting coefficient \(\sigma\), giving the ratio between infections which ends diagnosed by tests or not. Our analysis reports a large variation of \(\sigma\) up to one order of magnitude, along the time and also across different locations at the same period. The method allows to estimate the initial condition for the undocumented compartments, in particular the asymptomatic and exposed ones. The undocumented symptomatic cases are estimated as being approximately 1/5 of all infected individuals in a given moment. While, on the one hand, these numbers should be not interpreted as accurate estimates of actual epidemic prevalence, on the other hand, they clearly demonstrate that the infected individuals that can potentially seek for medical assistance are a minor part of all cases. Interestingly, the effective reproduction number is almost insensitive to the testing rate of asymptomatic cases, confirming that undocumented infections do not affect this important epidemic indicator.

The method can be generalized for stratified data including age contact matrices \cite{61} or metapopulation approaches \cite{33, 34}. However, the main lesson is that initial conditions for undocumented compartments can be inferred using a simple mechanistic approach, based on compartmental models fueled by basic epidemic series of diagnosed death and cases. Nonetheless, the accuracy of methods depends on good estimates of biological parameters, mainly the IFR that changes as the epidemic scenario is altered. For example, vaccination is expected to reduce IFR while the emergence of more aggressive variants can increase it.

**Appendix A: Methods**

Here we describe the methods used to evolve the compartmental model and its calibration with real data.

1. **Equations of the compartmental model**

Assuming a constant population \(N = \sum_X N_X\), where \(N_X\) is the number of individuals in the compartment \(X\), the above transitions can be summarized in the following set of differential equations

\[
\frac{dS}{dt} = -(\lambda_A A + \lambda_I)S \quad (A1a)
\]

\[
\frac{dE}{dt} = (\lambda_A A + \lambda_I)S - \mu_A E \quad (A1b)
\]

\[
\frac{dA}{dt} = \mu_A E - (\beta_I + \beta_R + \beta_C)A \quad (A1c)
\]

\[
\frac{dI}{dt} = \beta_I A - (\alpha_R + \alpha_C)I \quad (A1d)
\]

\[
\frac{dR}{dt} = \alpha_R I + \beta_R A \quad (A1e)
\]

\[
\frac{dC}{dt} = \beta_C A + \alpha_C I \quad (A1f)
\]

\[
\frac{dC_A}{dt} = \beta_C A - (\beta_C + \beta_I)C_A \quad (A1g)
\]

\[
\frac{dC_I}{dt} = \alpha_C I + \beta_I C_A - (\alpha_R + \eta)C_I \quad (A1h)
\]

\[
\frac{dR_A}{dt} = \beta_R C_A \quad (A1i)
\]

\[
\frac{dR_I}{dt} = \alpha_R C_I \quad (A1j)
\]

\[
\frac{dD}{dt} = \eta C_I \quad (A1k)
\]

where \(X = N_X/N\), \(X \in \{S, E, \ldots, D\}\) is the corresponding population fraction in the compartment \(X\).

The basic reproductive number \(R_0\) is straightforwardly computed and given by

\[
R_0 = \frac{1}{\beta_I + \beta_C + \beta_R} \left[ \lambda_A + \lambda_I \frac{\beta_I}{\alpha_C + \alpha_R} \right] . \quad (A2)
\]

2. **Calibration procedure**

In this section we describe the calibration procedure for the estimation of under-reporting from epidemic surveillance counts. The steps are the following:
i. Select the time interval $[t_{cal}, t_{cal} + \Delta t]$ for which the reported case series $C(t)$ will be analyzed. This time window should be short enough to assume that infection rates $\lambda_A$ and $\lambda_I$ are approximately constant, but sufficiently large to have significant amount of data;

ii. Using the time series of case and death counts, determine the probability $p_1$ using Eq. (7) for a given ratio $r = p_A / p_I$, assumed to be a parameter of the method. Determine the under-reporting coefficient given by Eq. (3).

iii. Consider an adiabatic approximation assuming that susceptible population varies much more slowly than the other compartments such that one can neglect its variation and take $S(t) \approx S^*$ as being constant over the investigated period.

iv. Start with guessed initial values for the products $\gamma_A = \lambda_A S^*$ and $\gamma_I = \lambda_I S^*$ (to be fitted with data).

v. Determine the number of undocumented cases $N_B^*$ at $t = t_{cal}$ using the under-reporting coefficient calculated in step (ii) and the number of confirmed cases $N_C^* = C(t_{cal}) - C(t_{tr})$ from case counting, where $t_{tr}$ is a transient time.

vi. Under these conditions the compartmental model provides a closed linear system $\mathbf{X} = J \mathbf{X}$ for the infectious compartments $\mathbf{X} = (E, A, I)$ where the Jacobian is given by

$$J = \begin{bmatrix}
-\mu_A & \gamma_A & \gamma_I \\
\mu_A & - (\beta_1 + \beta_R + \beta_C) & 0 \\
0 & \beta_1 & -(\alpha_R + \alpha_C)
\end{bmatrix}. \quad (A3)$$

We assume that the solution is ruled by the leading term $\mathbf{X} \sim v_1 \exp[\Lambda_1(t-t_{cal})]$ where $v_1 = (v_E, v_A, v_I)$ is the principal eigenvector corresponding to the largest eigenvalue $\Lambda_1$ of $J$, providing two relation among initial conditions $(E^*, A^*, I^*)$

$$\frac{E^*}{A^*} \approx \frac{v_E}{v_A}, \quad \frac{I^*}{A^*} \approx \frac{v_I}{v_A}. \quad (A4)$$

Using again $\mathbf{X} \sim v_1 \exp[\Lambda_1(t-t_{cal})]$, a closed system of initial conditions for $(E^*, A^*, I^*)$ is obtained with the integration of Eq. (A1f)

$$\Delta C \approx (\beta_C A^* + \alpha_C I^*) e^{\lambda_1 \Delta t} + \frac{1}{\Lambda_1}, \quad (A6)$$

where $\Delta C$ is the increment of confirmed cases during the interval $\Delta t$ which is given by the reported case counts. If $\Lambda_1 \Delta t \ll 1$ we obtain

$$\beta_C A^* + \alpha_C I^* \approx \frac{\Delta C}{\Delta t}. \quad (A7)$$

Finally, the susceptible population is determined as

$$N_S^* = N - \sum_{X \neq S} N_X, \quad (A8)$$

$$S^* = N_S^*/N,$$ and the infection rates self-consistently estimated as $\lambda_A = \gamma_A/S^*$ and $\lambda_I = \gamma_I/S^*$.

vii. Equations (A1b) to (A1f) are integrated in the interval $[t_{cal}, t_{cal} + \Delta t]$ and the dispersion with respect to the case counts is computed as $\Omega(\gamma_1, \gamma_A) = ||C - \mathbf{X}||$.

viii. The parameters $\gamma_A$ and $\gamma_I$ are incremented interactively and steps (iv) to (vii) are implemented using a multi-parametric bisection method to minimize $\Omega(\gamma_1, \gamma_A)$.

We remark that new variants and waning immunity lead to reinfections such that individuals recovered from an infection can still be susceptible, justifying to discard of cases before the transient time $t_{tr}$. Another source of uncertainty is the vaccination which also confers unknown levels of immunity to infections affecting directly the susceptible population. Vaccination will impact both the IFR and CFR, such that the update values of the IFR should be considered.

**Code and data:** Fortran and Python codes used for calibration and processing the epidemic series were made publicly in [57]. A description of the datasets and codes can be found in the SM [58].
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