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Abstract—Recent years have shown a growing interest in using haptic shared control (HSC) in teleoperated systems. In HSC, the application of virtual guiding forces decreases the user’s control effort and improves execution time in various tasks, presenting a good alternative in comparison with direct teleoperation. HSC, despite demonstrating good performance, opens a new gap: how to design the guiding forces. For this reason, the challenge lies in developing controllers to provide the optimal guiding forces for the tasks that are being performed. This work addresses this challenge by designing a controller based on the deep deterministic policy gradient (DDPG) algorithm to provide the assistance, and a convolutional neural network (CNN) to perform the task detection, called TAHSC (Task Agnostic Haptic Shared Controller). The agent learns to minimize the time it takes the human to execute the desired task, while simultaneously minimizing their resistance to the provided feedback. This resistance thus provides the learning algorithm with information about which direction the human is trying to follow, in this case, the pick-and-place task. Diverse results demonstrate the successful application of the proposed approach by learning custom policies for each user who was asked to test the system. It exhibits stable convergence and aids the user in completing the task with the least amount of time possible.
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I. INTRODUCTION

ROBOTIC systems exist everywhere. Because of their wide diversity, robots can be used for all kinds of applications. As a result, the coexistence between humans and robots has been growing in recent years and consequently, the necessity to develop human-robot collaboration to share control to perform different tasks [1]. A common example of this collaboration are teleoperated systems, where users control robots placed in remote locations. Thereby, the shared control (SC) approach becomes a useful tool combining the most powerful features of humans and robots for situations where humans cannot interact directly with the environment. SC in teleoperation is not a new topic; earlier approaches demonstrated its performance and efficiency by applying optimal control and potential fields comparing direct and assistive control [2], learning how to modulate the control between the human and the robot semi autonomously [3] or learning how to produce forces to interact with unknown objects in virtual environments [4]. However, despite the fact that SC for teleoperation was widely addressed, optimal transparency has not been achieved and it has not yet been solved in terms of optimizing the combined human-robot system’s performance.

In this context, subsequent studies have shown that user performance is improved by decreasing the transparency level and increasing the force feedback through the application of forces in the input device to guide the user movements. This decreases the user’s control effort and improves the execution time to complete the task, obtaining in this way a new level of SC known as Haptic Shared Control (HSC) [5], [6]. This kind of control, despite demonstrating good performance in teleoperated systems providing haptic guidance [7], [8], opens a new gap: how to design the guiding forces.

Moreover, although HSC has been successfully tested in a wide diversity of tasks, such as: peg-in-hole [9], grasping objects [10], page turning task [11], home-service tasks [12], bolt-spanner task [5]. It is possible to see that all of these controllers are designed to deal with fixed tasks or explicit information. In addition, it is known that real-world tasks are not always presented with fixed goals or trajectories. For this reason, the challenge turns on developing controllers to provide the guiding forces and at the same time able to deal with unknown tasks [13], [14].

Although linear and nonlinear control-based controllers present stable functionality in HSC for teleoperation as is described in [7] or [15]; it is necessary to have previous knowledge of the system model, dynamics and task. In this context, the designed controllers should be able to handle unknown tasks as similar as humans do without much knowledge of the system. This kind of behavior is addressed by machine learning (ML) algorithms where performance is measured by...
the capability of abstraction and generalization.

In addition, to deal with situations where the task is unknown, it is desirable to implicitly give the controller some information about the task we are trying to do, so that the controller is able to compute the optimal behavior to complete the proposed task without explicit commands. Therefore, the algorithm only needs to be supplied with a learning function that reflects in a general way the user intention. This intention can be inferred from the user’s actions, or implicitly by observing the environment and user behavior visually. Specifically, images can be passed to the learning controller giving implicit information about the task intention. This kind of information can be delivered to the controller directly or previously pre-processed with computer vision techniques. To achieve generalization in the image processing, Convolutional Neural Networks (CNN) are a good option, to provide the controller with the relevant features of the task.

Therefore, given that the real challenge remains in designing a controller with enough adaptability to assist the user it is necessary to choose an approach able to provide this feature. Reinforcement Learning (RL) is an interesting option because it brings us the possibility to teach the controller what our intention is through trial and error interaction. The general learning rules are encoded in the reward function which is used as a metric to measure the performance of the controller during the training. Thus, learning the system model is not necessary (such as in control engineering techniques) and we only need to supply the algorithm with the observations composed of relevant information about the current states every time step the algorithm is executed. Moreover, the information of the task intention can be provided using a camera, sending visual information which is then processed by the designed controller, thereby taking as inputs information composed by measurements and images, and giving as outputs the needed assistance with the guide forces to complete the task. The use of RL in HSC has been previously tested with interesting results as present [17], [18] and [19].

In order to address this challenge, this work aims to develop an HSC controller based on RL to learn the assistance forces and performs the task detection autonomously with a camera on a teleoperated system as presents the Figure 1. Experiments with different subjects were carried out to validate the implemented controller. In addition, to perform the preliminary tests, the implementation of a simulator is also proposed. Unlike previous studies, as the main contribution, our approach provides the assistance forces and decodes the task intention without prior knowledge of the task. Thus, our system learns online and with a limited number of episodes from samples of successful and unsuccessful demonstrations using numerical and visual information. As a secondary contribution, we present the implementation of a simulator that can be used to analyze the system performance. Then, different modifications and hyperparameter settings can be tested before being used in the real system.

II. System Description

As was discussed in the previous section, HSC has shown promising results improving the operator’s performance in teleoperation [5], [6]. However, practically all applications that use this approach learn at their core of a set of trajectory distributions [3], [10]. Although it is well known the importance of inferring user’s goal from his actions in shared autonomy, recent research still uses fixed goals [20].

Therefore, despite the good performance achieved with these algorithms, we can not consider them if the intention is to help the user to perform tasks that depend on implicit information, for example current images of the performed task. We propose to address the problem of implicitly encoding task intention using two types of data: visual and numerical. In this way, it is possible to perform any task that is able to be encoded through the state vector.

The proposed system bases its operation in the central controller which is composed of two separate sub-controllers: the teleoperation controller and the RL-controller. The teleoperation controller is responsible for replicating the master movements on the slave side, while the RL-controller is responsible for processing the information and sending the commands to the haptic device in order to assist the operator. The basic functioning of the two controllers can be explained by the flowcharts presented in Figure 2.

The chosen task will be the pick-and-place task as it is a very common task in domestic and industrial applications. This task consists of picking an object from a initial point, and dropping it in a goal position. To increase complexity in performing the task, an obstacle will be placed between the initial and the final points as shown in Figure 1. In addition, the pick-and-place task will be performed in a bidirectional way; that is, take the ball from the initial point to the goal, and then, in the next half, the point positions are exchanged; this modification was added to demonstrate that the proposed system is able to learn more than one task. So, a complete epoch is considered to following the next trajectory: initial point-goal-initial point.

III. TAHS Controller

As was mentioned in Section 1, the proposed HSC controller is composed of two sub-controllers: the teleoperation and the RL-controller. In this section, we describe their functioning.

A. Teleoperation controller

The teleoperation controller is responsible for replicating the user movements with the Haptic device in the manipulator. This is performed through direct teleoperation with position control in the tip level using the position coordinates of the haptic device $p_H$ and the manipulator $p_M$ respectively [21].

The direct teleoperation is achieved in the following way: Let $p_H = [x_H, y_H, z_H]$ and $p_M = [x_M, y_M, z_M]$ be the current position of the end-effector for the haptic device and the manipulator with respect to their base link in Cartesian
coordinates respectively. The error between the desired and the current position is calculated by:

\[ e = p_{Md} - p_M, \]  
\[ p_{Md} = \xi p_H + p_{offset}. \]  

where \( e = [e_x, e_y, e_z] \) are the calculated errors for axis \( x, y \) and \( z \) respectively and \( \xi \) is a scale factor. The manipulator velocity to track the haptic device tip is calculated by multiplying a proportional positive gain \( k_M \) to the error vector calculated in (2):

\[ \dot{p}_M = k_M e. \]  

where \( \dot{p}_M = [\ddot{x}_M, \ddot{y}_M, \ddot{z}_M] \) are the calculated velocities for the manipulator end-effector. Thereby, the manipulator replicates the haptic device movements with a velocity proportional to the error between both devices.

B. RL-controller

The RL-controller is responsible for performing the assistance to the teleoperator. This controller bases its operation in the DDPG algorithm explained in [22]. To perform the assistance, the DDPG network is trained with relevant information about the positions as inputs and providing the guiding forces as outputs.

1) DDPG state vector: Handles the information coming from both devices and the task detector. This state vector is used in the DDPG network and stored in the replay buffer with other samples to train the agent. The proposed state vector for the DDPG network consists of the tip positions \( p_M \) and \( p_H \) respectively. In addition, an extra term called \( task \) is appended which encodes the task intention:

\[ s = [p_M, p_H, task], \]  

Moreover, it is common that the input vector for ANNs is in the range of \([-1, 1]\), therefore, the position vectors are scaled in an accepted range before being processed by the DDPG network using a scale factor \( \omega \).

This value was chosen as the maximum value between the largest possible value that both devices can reach in their respective workspaces:

\[ \omega = \max(\max(p_M), \max(p_H)). \]  

In this way, the result of applying a scaling in the state vector given in (4) is:

\[ \tilde{s} = [\tilde{p}_M, \tilde{p}_H, \text{task}], \]  

where \( \tilde{p}_M = \frac{p_M}{\omega} \) and \( \tilde{p}_H = \frac{p_H}{\omega} \).

2) DDPG network architecture: The network architecture implemented for this approach was adapted from the original configuration described in [22], where the actor network consists of an ANN with three layers of 400, 300 and 3 units with \( ReLU \) activation for the first two layers and \( tanh \) activation in the last layer. Moreover, the input size is the states vectors \( s \) described in subsection III-B1 and the output is the assistive force vector \( f_H \).

The critic network is composed of three layers of 400, 300 and 1 units with \( ReLU \) activation for the first two layers and \( linear \) activation in the last layer respectively. The input size is similar to the actor network with the difference that the action vector \( a \) is concatenated in the second hidden layer. The critic network output is the Q-value for the given input state vectors.

The replay buffer \( \mathcal{R} \) is a set of tuples, where each tuple is composed of the previous observation \( s \), the action \( a \), the reward \( r \), the current observation \( s' \) and an extra element termed \( A \) which indicates if the state was terminal or not:

\[ \mathcal{R} \leftarrow \mathcal{R} \cup \{(s, a, r, s', A)\}. \]  

It is worth noticing that \( A \) presents an extra term in the state vector that is appended to encode the task information. To perform this task coding in the DDPG network, we consider a new functionality in the proposed system called the task detector.

We assume the camera images contain sufficient information to identify the task, which is decoded using a CNN. Thereby, the operator does not have to provide any extra information while is performing the task. Then the system can detect the task autonomously, as well as learn the task detection on-the-fly. Figure 2 summarizes the proposed implementation.

So, in order to perform the task detection, a set of modifications was made in the original DDPG implementation. First of all, we apply the pre-trained CNN VGG16 [23] to extract the visual features of the task, and then, the resulting output is passed into the states vector. Thereby, the DDPG agent learns...
Haptic Shared Control (TAHSC), or simply TAHSC approach. Algorithm [1] shows the implementation of the TAHSC approach.

3) Reward function design: As explained in [24], one of the underestimated problems in RL is the goal specification, which is achieved by designing a proper reward function. This function must capture the general learning rules allowing the RL algorithm to converge to the desired behavior.

The reward function used for our approach bases its operation on the difference of magnitude between the assistive force $f_H$ and the user velocity $\hat{p}_H$ presented in Figure 6, combined with fuzzy rules that enhance the functioning of the reward function in order to capture more of the user intention and boost the agent learning. Thereby, this function is designed to encourage the agent to influence the user to execute the task quickly and give him more control in the task execution; to achieve that, fuzzy rules condition the amount of reward that the agent receives according the velocity of the user.

The functioning of the designed reward function is described as:

\[
\begin{align*}
    r_0 &= -\|f_H\| \\
    r_1 &= -f_{HL} + f_H + \epsilon \\
\end{align*}
\]

Fig. 7. Reward function: conditional rules.
in the following:

$$r(s, a) = \begin{cases} r_A, & \text{if } s \text{ is an absorbing state} \\ r_F, & \text{otherwise} \end{cases}$$

where

$$r_A = \begin{cases} +10, & \text{if goal position was reached} \\ -10, & \text{if goal position was not reached} \end{cases}$$

(8)

where the sub-index A indicates that it is an absorbing state and the sub-index F indicates that it is a fuzzified reward. This reward term is defined as:

$$r_F = \varphi r_1 + (1 - \varphi) r_0,$$

$$r_0 = -\|f_H\|,$$

$$r_1 = -f_{H\perp} + f_{H\parallel} - c.$$  (9)

The predicted force vector components are defined by $f_{H\parallel} = \left\|f_H\right\| \sin \beta$ and $f_{H\perp} = f_H \cos \beta$ respectively, and $\beta$ is the angle between the assistive force and the velocity vector. This angle is calculated through:

$$\beta = \arccos\left(\frac{f_H \cdot \hat{p}_H}{\left\|f_H\right\| \left\|\hat{p}_H\right\|}\right).$$  (10)

The term $c$ is defined by: $c = \|\text{max}(f_H)\|$ and the $\varphi$ term is defined as:

$$\varphi = \begin{cases} 0, & \text{if } \|\hat{p}_H\| = 0 \\ 1, & \text{if } \|\hat{p}_H\| > x \\ \frac{\|\hat{p}_H\|}{x}, & \text{otherwise} \end{cases}$$  (11)

where the scalar $x$ term is defined as the maximum user velocity when random forces are applied and $\varphi$ term conditions the behavior of the reward function: when the user is performing the task and his current velocity is greater than $x$, then the term $r_0$ is eliminated from the reward function. In this case, the rewards are maximum when assistive forces go in the same direction as user velocity encouraging high assistive forces.

In contrast, when the user does not perform movements and the velocity is zero, then the $r_1$ term is eliminated from the reward function. Thereby, the assistive forces are not required and reward values are maximum when the forces go to zero. In this context, when the user decreases the velocity less than $x$, then the reward function encourages the DDPG agent to decrease the assistance. In this way, the force magnitude is decreased in a smooth way to provide the user more control on the execution in order to reach the desired position. In addition, using the constant $c$ in $r_1$, ensures that the reward function is always negative, thereby implicitly minimizing the number of required steps.

IV. SIMULATOR

A simulator of both, the master and slave sides was used to test different network architectures of the proposed HSC-controller, as well as perform a hyper-parameter tuning, and validate the reward function. So, we have an approximation that can be used to find the architecture in which the system achieves better performance.

**Algorithm 1 TAHC**

function DDPG($\gamma, \tau, M, N$)
  $w \leftarrow 0, \theta \leftarrow 0, \omega^t \leftarrow 0, \theta^t \leftarrow 0, R \leftarrow \emptyset$
  for episode = 1, $M$ do
    $t \leftarrow 0, T \leftarrow \emptyset$
    while $s$ is not $s_A$ do
      if $t = 0$ then
        features $\leftarrow$ VGG16(task image)
      Select action $a_i$ from $\mu(s_i; \theta) + \xi_i$
      Execute action $a_i$, observe reward $r_t$ and observe new state $s_{t+1}$
      Store transition $(s_t, a_t, r_t, s_{t+1}, 0, \text{features})$ in $T$
      $t \leftarrow t + 1$
      if episode was successful then
        $r_{t-1} \leftarrow r_{t-1} + 10$
        Update transition $(s_{t-1}, a_{t-1}, r_{t-1}, s_{t-1}, 1, \text{features})$ in $T$
      else if episode was unsuccessful then
        $r_{t-1} \leftarrow r_{t-1} - 10$
        Update transition $(s_{t-1}, a_{t-1}, r_{t-1}, s_{t-1}, 1, \text{features})$ in $T$
      else
        $T \leftarrow \emptyset$
        episode $\leftarrow$ episode $-1$
        $R \leftarrow R \cup T$
      for $t = 1, |T|$ do
        TRAIN-MINIBATCH($R, \gamma, \tau, \theta, \omega^t, w, w^t, N$)
        Sample a random minibatch $B \subset R$ of size $N$
        for each $b_i : (s_i, a_i, r_i, s_{i+1}, A_i) \in B$ do
          if $A_i = 0$ then
            $y_i = r_i + \gamma \hat{Q}(s_i, \mu(s_i; \theta^t); w^t)$
          else
            $y_i = r_i$
            Train $\hat{Q}(s, a; w)$ on all samples $N$
            Move $\mu(s; \theta)$ according to the sampled deterministic policy gradient
            $$\frac{1}{N} \sum_{i=1}^{N} \nabla_a \hat{Q}(s_i, a; w)|_{s=s_i, a=\mu(s_i; \theta)} \nabla_{\theta} \mu(s_i; \theta)|_{s=s_i},$$
            $$\theta^t \leftarrow \theta^t + \tau (\theta - \theta^t)$$
            $$w^t \leftarrow w^t + \tau (w^t - w^t)$$
      end for
    end while
  end for
end function

A. Simulator functioning

Similar to the real system, the simulator is composed of a master side and a slave side. The master side is responsible for providing the virtual trajectory simulating the user behavior in terms of user position in every time step. To do this, the master-side simulator uses a pre-recorded dataset of $N$ successful trajectories which are then used to simulate the current position. In contrast, the slave-side simulator is used to provide the virtual manipulator position using the velocity commands coming from the teleoperation controller.

1) Master-side simulator: Consider a set of $N$ successfully executed demonstrated trajectories:

$$D = \{(x^0, y^0, z^0), ..., (x^N, y^N, z_N)\}_{i=1}^{N}, j_i > 0.$$  (12)

A single trajectory $D^i$, $i \in [1, N]$ can be randomly chosen to simulate a single episode for task execution in the following way: the mean of the initial points from the touch $(x^0, y_0, z_0)$ of the sampled trajectories is taken as the starting point, and the mean of the final points from the touch $(x_j, y_j, z_j)$ is
taken as the goal point. Then, at time $t$, the current index $I^i_t$ of the $i$-th trajectory is calculated as the nearest point between the current simulated position $\tilde{p}_H(t)$ (hereafter abbreviated to $\tilde{p}_H$) and the sampled trajectory $D^i$.

$$I^i_t = \arg\min(D^i, \tilde{p}_H).$$

(13)

Then, the index of the next desired point is calculated as the current index added with a step constant.

$$I^i_t + 1 = I^i_t + \text{step}.$$

(14)

So that, given the current simulated position and the next desired sampled position, the simulated user force vector ($\hat{f}_U$) is approximated as the difference between the two points multiplied with a proportional gain $k_u$.

$$\hat{f}_U = k_u(D^i_{I^i_t+1} - \tilde{p}_H).$$

(15)

Moreover, because we are modelling the human behavior, where the hand impedance model has a viscous damper component [24], we assume that forces are proportional to velocities for small motions deprecating the acceleration [25].

So, the velocity vector is approximated as the addition between the user force vector $\hat{f}_U$ with the assistance forces $f_{Hj}$ received from the HSC controller, multiplied with a scaling gain $k_s$.

$$\dot{p}_H = k_s(\hat{f}_U + f_{Hj}).$$

(16)

This equation is used to simulate the effect of the application of the combined forces in the system. Finally, this velocity vector is multiplied with the time step $\Delta t$ and added to the current simulated point to get the next simulated point (Euler integration). This process is repeated every time step simulating the virtual trajectory.

$$\tilde{p}_H(t + 1) = \tilde{p}_H + \dot{p}_H \Delta t.$$

(17)

Figure 8 illustrates the basic functioning of the master-side simulator. In this way, the Master-side simulator provides a position vector $\tilde{p}_H$ and receives the assistance forces $f_{Hj}$ from the controller.

2) Slave-side simulator: On the other hand, the functioning of the Slave-side simulator is more simple. Since the slave side replicates the movements of the master side, only the velocity commands and the initial and final points from the manipulator are necessary. Similarly to the Master-side simulator, the mean of the samples’ initial points ($x_0, y_0, z_0$) and the mean of the samples’ final points ($x_f, y_f, z_f$) can be calculated from a set of demonstrated trajectories for the manipulator case becoming in the initial position and the goal position.

Then, at time $t$, given a certain position for the manipulator $\tilde{p}_M$, the next position can be calculated simply by using the Euler integration method, similar to (17). Thereby, the virtual manipulator position $\tilde{p}_M$ is sent to the HSC controller. Similar with the master-side simulator, this process is repeated every time step until the current manipulator position reaches the goal point, where the episode ends and the trajectory is restarted.

$$\tilde{p}_M(t + 1) = \tilde{p}_M + \dot{p}_M \Delta t.$$  (18)

The architecture for the simulator is similar as Figure 3. Note that since we do not simulate the camera, the task is therefore taken from the demonstration trajectory and the direction is directly passed to the DDPG network.

V. EXPERIMENTAL SETUP

The implemented system is composed of three components: the master side, the central controller and the slave side. For the real system, the master side is composed of the 6 DOF Touch haptic device from 3D Systems, Inc. (Figure 9(a)), while on the slave side the 4 DOF robotic manipulator Dobot Magician from DOBOT (Figure 9(b)). On the other hand, for the simulation, the master and the slave side were replaced by two programs implemented following the specifications given in Section IV. For both implementations, the real system and the simulator, a computer was used as a central controller. This computer is a desktop workstation with a 4-core Intel® Core™ i7-7700 CPU @ 3.60GHz as the processor, 16 GB of RAM, GeForce GTX 1080 as graphic card and Ubuntu 18.04.3 LTS as operating system. The Robot Operating System (ROS) Melodic was the middleware used for communication between the various software components in the system. The ROS controller for the Touch device and the Dobot Magician were adapted from [27] and [28] respectively. The ANN used in this research were implemented using the Keras libraries and trained using the Tensorflow back-end. Finally, to capture the visual information a C922 Pro Stream Webcam from Logitech was used.

VI. SIMULATION ANALYSIS AND PRELIMINARY TESTS

As preliminary tests, the simulator was first applied in order to find the hyperparameters to be used in the real system implementation. Following the specifications given in previous sections, different experiments were performed with the simulator varying the different hyperparameters for the DDPG network: batch size, discount rate $\gamma$, and the update target parameter $\tau$. In the same way, to perform the action exploration, AR-P process [29] was used and its parameters...
were also varied: the order \( p \) and the parameter \( \alpha \). The complete set of parameters and the variations are summarized in Table I and II. On the other hand, in the simulations, the task detection was performed selecting the task automatically at the beginning of the episodes. In addition, as every episode of the simulation is composed of the task execution in one direction, and, since the task is being performed in both directions, we consider two episodes as an epoch. An extra consideration was the addition of a testing epoch every 10 training epochs and the condition that the simulator always completes the task successfully. This condition remains in the fact that the master side simulator bases its trajectory in a set of successful demonstrations. For this reason, in the final part of the execution of the simulated trajectory, its final position is always proximal to the goal position, which leads to a successful execution.

### A. Results

Figure 10 shows the results obtained for preliminary tests. These graphs are a mean of a set of five simulations. The solid line represents the mean value and the shaded area represents the confidence interval for rewards and time graphs respectively, obtaining in the last testing epoch a mean reward of \(-73.607\) with a mean of 2.954 seconds per epoch.

### B. Discussion

As the results of the preliminary tests simulated for the proposed system show, the implemented algorithm achieves convergence in a limited amount of episodes. Practically, after 15 epochs approximately the DDPG agent is able to learn an acceptable policy presenting stable functioning in training and testing episodes (Figure 10(a)). This was confirmed observing the necessary amount of time required to perform the task shown in Figure 10(b) where it can be observed that the time decreases along the training with respect to the first episodes.

In addition, the learning curves in the presented graphs illustrate stable functioning for the agent in the final episodes of the training. Finally, it can be concluded that the use of the proposed system presents a stable convergence in the learning of the virtual guiding forces to assist users in the pick-and-place task realization.

## VII. EXPERIMENTAL ANALYSIS

The previous section showed preliminary results demonstrating that the learned policy of the DDPG algorithm in the teleoperated simulated system presents stable convergence. Those results serve as a basis for the application of the proposed method in a real system. This section presents the implementation and results in the real system described in Section III validating the obtained results. Finally, a set of experiments using different subjects was carried out in order to validate the implemented controller.
### TABLE III
PARAMETERS USED FOR THE REAL TESTS.

| Parameter                  | Value |
|----------------------------|-------|
| Batch size \((N)\)        | 64    |
| Discount rate \((\gamma)\) | 0.99  |
| Update target parameter \((\tau)\) | 0.01  |
| Epochs                     | 25    |
| AR-\(p\) order \((p)\)    | 3     |
| AR-\(p\) parameter \((\alpha)\) | 0.9   |

### A. Preliminary considerations

For the real system setup, some considerations were added in contrast with the simulator. First of all, the main difference lies in the fact that the simulations always finish in a successful episode, however, in the real system, this condition does not always hold. For that reason, it was necessary to implement a conditional function that described the episode behavior as similar as \((8)\). Three conditions were considered: successful task completion, unsuccessful task completion and finally, task fail and repeat episode. *Successful task completion* refers to when the user completes the task placing the object in the goal position. *Unsuccessful task completion* refers to when the user completes the task but places the object in a wrong position. Finally, if the ball is dropped or an unexpected event occurs, then it is considered that the task fails and the episode needs to be restarted.

Thereby, after performing every episode, the operator was asked to select the option that best described his performance in that execution. In this context, these conditions were added in the \(r_A\) term of the absorbing state in \((8)\), assigning different rewards according to the described conditions; that is, if the user chooses the first option, an extra high reward \((+10)\) is assigned for the absorbing state. In contrast, if it was an unsuccessful episode and the user chooses the second option, a high penalty reward \((-10)\) is assigned to the absorbing state in that episode. Finally, if the third option is selected, then the episode is repeated from the last start position and the collected samples in the current episode are discarded from the replay buffer memory.

On the other hand, to prevent possible damage to the device, the output forces were clipped in a safe range as following:

\[
f_{H_{\text{min}}} \leq f_H \leq f_{H_{\text{max}}},
\]

where the maximum and minimum values were set according to the Haptic device manufacturer \([30]\). As a final consideration, similar to the simulator, an epoch was considered as a set of two episodes, a different task direction for each one. Table III summarizes the parameters used in this experiment based on the parameters found in the previous section.

### B. Results

Results for the use of this approach are shown in Figure 11 showing the learning curve and the amount of the time for a set of three experiments. The solid line represents the mean value and the shaded area represents the confidence interval respectively, obtaining in the last testing epoch a mean reward of \(-138.439\) with a mean of 2.91 seconds per epoch.

### C. Discussion

As is observed in the learning curves, the set of experiments performed for the TAHSC controller presents similar results with the simulations. Another observable result is presented in Figure 12 where it can be seen that the forces decrease when goal position is being reached by the user. Thereby, the functioning of the reward function encouraging the agent to learn lower assistive forces and gives more control is demonstrated. As expected, similar to previous simulations, the DDPG agent presents a stable convergence in the final part of the training in terms of rewards and time, which leads the next conclusion: the TAHSC controller can be successfully applied in teleoperated systems providing helping to assisting users in the task completion. Finally, it is worth mentioning that all the experiments until now were performed by the same person, for future references named as Subject 0.
VIII. VALIDATION WITH DIFFERENT SUBJECTS

To investigate the functioning of the developed TAHSC controller, two different subjects were asked to perform a series of tests. These tests consisted of four stages: familiarity with the system, pre-training tests, policy training and post-training tests. In the first stage, the basic functioning of the implemented system was explained while the testing subject was manipulating the devices using the teleoperation controller. Next, a set of epochs were tested with and without providing assistance with a trained policy by Subject 0 (named as policy-zero) while the testing subject was trying to perform the task. Then, the testing subject was asked to train a new policy with the RL-controller performing the designed task. Finally, a new set of tests with the same structure as the pre-training stage was performed with the trained policy.

A. Results

Results showing the mean time per epochs for all subjects on the pre-training and post-training stages and with and without assistance are presented in Figure 13(a). In addition, results for the mean velocity and force are presented in Figures 13(b) and 13(c) respectively.

B. Discussion

Various conclusions can be drawn from the results presented in this section. First of all, Figure 13 reflects different behaviors for every subject when performing the task in the different situations. From Subfigure 13(a), we can see that all subjects complete the task more quickly when receiving generic assistance before training (dashed lines). However, a larger difference is found when the subjects trained their own policy (solid lines), indicating that a personalized assistance policy significantly reduces the completion time ($p < 0.05$). Another interesting result observed in Subfigure 13(a) is that the mean time required to complete the task without assistance decreases in all cases comparing before and after performing the training (dotted line), which indicates that the subjects are able to learn the task independent of the received assistance.

On the other hand, from Subfigures 13(b) and 13(c), we can say for Subject 1 that despite the little change in the mean velocity and force on the pre-training and post-training stages, the mean time required to perform the task is completely different (Subfigure 13(a)), in contrast with the results obtained for Subject 2 where we can see a large difference in the mean velocity and force before and after performing the training (dashed and solid lines). In this context, an observable result that confirms the unique behavior for each user is when velocity and time are compared. For example, Subject 2 presents the highest velocity in all situations, which results in less time for all cases. On the other hand, opposite performance is achieved by Subject 1, who presented the lowest velocity and required more time. Finally, we can see that Subject 0 presents an intermediate behavior compared with the other subjects.

These results show that, although the assistive policy learned through training with one user can help other subjects, optimal performance can only be achieved by training a user-specific policy. In a common RL-implementation, the observations and rewards received by the RL agent are a result of his direct interaction with the environment through the taken actions. However, in RL-implementations with a human-in-the-loop, the interaction between the RL agent and the environment is through the user. As result, the RL agent optimizes the combined user-environment system. Therefore, if the user behaves differently, a different policy will be optimal. Thereby the policy becomes particular for every user.

IX. CONCLUSIONS AND FUTURE WORK

In this work, a novel HSC controller was developed to be used in a teleoperated system composed by a robotic arm and a haptic device. The proposed controller is composed of an RL section and a direct teleoperation section. Taking advantage of the policy gradient methods that present stable functioning on continuous control systems, the RL-controller was implemented using as core the DDPG algorithm. On the other side, a proportional controller was used as the base of the teleoperation controller.
The resulting HSC controller was able to learn custom guiding forces for all subjects who tested the system (Section VIII). Thereby, the learned policy becomes a personal policy which contains enough guidelines to assist the particular behavior of the user it was trained for. Besides, task direction was learned dynamically using the VGG16 network without defining which is the task to be performed. Therefore, the RL-controller learns on-the-fly the guiding forces with a limited amount of training episodes. Finally, the learned policy presented acceptable behavior in terms of convergence and performance, being able to assist successfully the subjects to execute the task faster and in a personal way.

Despite the good results obtained with the implemented simulator, it was not possible to completely mimic the human behavior. In this context, modelling techniques as cybernetics modelling or system identification methods could be used to improve the simulator functioning for future training. In addition, different RL algorithms (for instance: PPO [31], etc) could be tested in simulations in order to observe resulting behavior in the implemented system and perform a comparison between them in terms of performance and required number of training episodes.

In the real system, most of the basic parameters were set empirically. For instance: proportional gains in algorithms. These could be further optimized in order to improve performance in the implemented system. In the design of the system it was intended that the slave side follows all the orders received by the master side. So that, any movement in the slave side is the result of tracking the interaction between the user and the RL-controller. Instead of using a proportional controller, a proportional-integral (PI) controller or more advanced technique could be used for this task.

Despite the reward function capturing most of the intention of the different subjects, the threshold was defined according the Subject 0 behavior. However, this value could might be not optimal for the other subjects. As such, the reward function could be improved by changing the value according the subject preference.

Finally, the use of the image of the initial state allows the users to perform tasks that depend on this kind of information, the pick-and-place task for example. However, to perform any kind of task, for instance the peg-in-hole task, it is desirable to have information about the initial and the current state. The same holds for the task encoding bottleneck, which should have information about the initial and the current state. The kind of task, for instance the peg-in-hole task, it is desirable to have information about the initial and the current state. However, to perform any kind of task, for instance the peg-in-hole task, it is desirable to have information about the initial and the current state. The same holds for the task encoding bottleneck, which should have information about the initial and the current state.
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