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Abstract Let $X$ be a projective curve defined over $\mathbb{Q}$ and $t \in \mathbb{Q}(X)$ a non-constant rational function of degree $\nu \geq 2$. For every $n \in \mathbb{Z}$ pick a point $P_n \in X(\bar{\mathbb{Q}})$ such that $t(P_n) = n$. A result of Dvornicich and Zannier implies that, for large $N$, among the number fields $\mathbb{Q}(P_1), \ldots, \mathbb{Q}(P_N)$ there are at least $cN / \log N$ distinct; here $c > 0$ depends only on the degree $\nu$ and the genus $g = g(X)$. We prove that there are at least $N / (\log N)^{1-\eta}$ distinct fields, where $\eta > 0$ depends only on $\nu$ and $g$.

1 Introduction

Everywhere in this paper “curve” means “smooth geometrically irreducible projective algebraic curve”.

Let $X$ be a curve over $\mathbb{Q}$ of genus $g$ and $t \in \mathbb{Q}(X)$ a non-constant rational function of degree $\nu \geq 2$. We fix, once and for all, an algebraic closure $\bar{\mathbb{Q}}$. Our starting point is the celebrated Hilbert Irreducibility Theorem.

Theorem 1.1 (Hilbert). In the above set-up, for infinitely many $n \in \mathbb{Z}$ the fiber $t^{-1}(n) \subset X(\bar{\mathbb{Q}})$ is $\mathbb{Q}$-irreducible; that is, the Galois group $G_{\bar{\mathbb{Q}}/\mathbb{Q}}$ acts on $t^{-1}(n)$ transitively.

This can also be re-phrased as follows: for every $n \in \mathbb{Z}$ pick $P_n \in t^{-1}(n)$; then for infinitely many $n \in \mathbb{Z}$ we have $[\mathbb{Q}(P_n) : \mathbb{Q}] = \nu$.
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“Infinitely many” in the Hilbert Irreducibility Theorem means, in fact, “overwhelmingly many”: for sufficiently large positive $N$ we have

$$\left| \{ n \in [1,N] \cap \mathbb{Z} : f^{-1}(n) \text{ is reducible} \} \right| \leq c(N)^{1/2}.$$ (1)

Everywhere in the introduction “sufficiently large” means “exceeding a certain positive number depending on $X$ and $t$ ”.

For the proof of (1) we invite the reader to consult Chapter 9 of Serre’s book [8]. See, in particular, Section 9.2 and the theorem on page 134 of [8], where (1) is proved with $\mathbb{Q}$ replaced by an arbitrary number field and $\mathbb{Z}$ by its ring of integers.

Hilbert’s Irreducibility Theorem, however, does not answer the following natural question: among the field $\mathbb{Q}(P_n)$, are there “many” distinct (in the fixed algebraic closure $\overline{\mathbb{Q}}$)? This question is addressed in the article of Dvornicich and Zannier [6], where the following theorem is proved (see [6, Theorem 2(a)]).

**Theorem 1.2 (Dvornicich, Zannier).** In the above set-up, there exists a real number $c = c(g, \nu) > 0$ such that for sufficiently large integer $N$, the number field $\mathbb{Q}(P_1, \ldots, P_N)$ is of degree at least $e^{cN/\log N}$ over $\mathbb{Q}$.

One may note that the statement holds true independently of the choice of the points $P_n$.

An immediate consequence is the following result.

**Corollary 1.3.** In the above set-up, there exists a real number $c = c(g, \nu) > 0$ such that for every sufficiently large integer $N$, there are at least $cN/\log N$ distinct fields among the number fields $\mathbb{Q}(P_1), \ldots, \mathbb{Q}(P_N)$.

Theorem 1.2 is best possible, as obvious examples show. Say, if $X$ is (the projectivization of) the plane curve $t = u^2$ and $t$ is the coordinate function, then the field

$$\mathbb{Q}(P_1, \ldots, P_N) = \mathbb{Q}(\sqrt{1}, \sqrt{2}, \ldots, \sqrt{N}) = \mathbb{Q}(\sqrt{p} : p \leq N)$$

is of degree $2\pi(N) \leq e^{cN/\log N}$.

On the contrary, Corollary 1.3 does not seem to be best possible. For instance, in the same example, if $n$ runs the square-free numbers among $1, \ldots, N$ then the fields $\mathbb{Q}(P_n) = \mathbb{Q}(\sqrt{n})$ are pairwise distinct. It is well-known that among $1, \ldots, N$ there are, asymptotically, $\zeta(2)^{-1}N$ square-free numbers as $N \to \infty$.

We suggest the following conjecture.

**Conjecture 1.4 (Weak Diversity Conjecture).** Let $X$ be a curve over $\mathbb{Q}$ and $t \in \mathbb{Q}(X)$ a non-constant $\mathbb{Q}$-rational function of degree at least 2. Then there exists a real number $c > 0$ such that for every sufficiently large integer $N$, among the number fields $\mathbb{Q}(P_1), \ldots, \mathbb{Q}(P_N)$ there are at least $cN$ distinct.

There is also a stronger conjecture, attributed in [6] [7] to Schinzel, which relates to Theorem 1.2 in the same way as Conjecture 1.4 relates to Corollary 1.3. To state it, we need to recall the notion of critical value.
We call $\alpha \in \bar{\mathbb{Q}} \cup \{\infty\}$ a critical value (or a branch point) of $t$ if the rational function $t - \alpha$ has at least one multiple zero in $X(\bar{\mathbb{Q}})$. It is well-known that any rational function $t \in \bar{\mathbb{Q}}(X)$ has at most finitely many critical values, and that $t$ has at least $2$ distinct critical values if it is of degree $\nu \geq 2$ (a consequence of the Riemann-Hurwitz formula). In particular, in this case $t$ admits at least one finite critical value.

**Conjecture 1.5 (Strong Diversity Conjecture (Schinzel)).** In the set-up of Conjecture 1.4 assume that either $t$ has at least one finite critical value not belonging to $\mathbb{Q}$, or the field extension $\bar{\mathbb{Q}}(X)/\bar{\mathbb{Q}}(t)$ is not abelian. Then there exists a real number $c > 0$ such that for every sufficiently large integer $N$ the number field $\mathbb{Q}(P_1, \ldots, P_N)$ is of degree at least $e^{e^N}$ over $\mathbb{Q}$.

As Dvornicich and Zannier remark, the hypothesis in the Strong Diversity Conjecture is necessary. Indeed, when all critical values belong to $\mathbb{Q}$ and the field extension $\bar{\mathbb{Q}}(X)/\bar{\mathbb{Q}}(t)$ is abelian, it follows from Kummer’s Theory that $\mathbb{Q}(X)$ is contained in the field of the form $L(t; (t - \alpha_1)^{1/\alpha_1}, \ldots, (t - \alpha_s)^{1/\alpha_s})$, where $L$ is a number field, $\alpha_1, \ldots, \alpha_s$ are rational numbers and $e_1, \ldots, e_s$ are positive integers. Clearly, in this case the degree of the number field generated by $P_1, \ldots, P_N$ cannot exceed $e^{eN/\log N}$ for some $c > 0$.

On the other hand, Conjecture 1.4 does hold in the case excluded in Conjecture 1.5 (Strong Diversity Conjecture). In the present article we go a different way: instead of imposing additional restrictions on $X$ and $t$, we work in full generality, improving on Corollary 1.3 quantitatively in the direction of Conjecture 1.4. Here is our principal result.

**Theorem 1.6.** In the set-up of Conjecture 1.4 there exists a positive real number $\eta = \eta(g, \nu)$ such that for every sufficiently large integer $N$, among the number fields $\mathbb{Q}(P_1), \ldots, \mathbb{Q}(P_N)$ there are at least $N/(\log N)^{1-\eta}$ distinct.

The proof shows that $\eta = 10^{-6}(g + \nu)\log(g + \nu)^{-1}$ would do.
Plan of the article

In Section 2 we introduce the notation and recall basic facts, to be used throughout the article.

In Section 3 we review the argument of Dvornicich and Zannier, and explain how it should be modified for our purposes.

Sections 4, 5 and 6 are the technical heart of the article. In Section 4 and 5 we introduce a certain set of square-free numbers and study its properties. A key lemma used in Section 5 is proved in Section 6.

After all this preparatory work, the proof of Theorem 1.6 becomes quite transparent, see Section 7.
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2 Notation and Conventions

Unless the contrary is stated explicitly, everywhere in the article:

- $n$ (with or without indexes) denotes a positive integer;
- $m$ (with or without indexes) denotes a square-free positive integer;
- $p$ (with or without indexes) denotes a prime number;
- $x, y, z$ denote positive real numbers.

We use the notation

$$p_{\text{max}}(n) = \max\{p : p \mid n\}, \quad p_{\text{min}}(n) = \min\{p : p \mid n\}.$$ 

As usual, we denote by $\omega(n)$ (respectively $\Omega(n)$) the number of prime divisors of $n$ counted without (respectively, with) multiplicities.

For a separable polynomial $F(T) \in \mathbb{Z}[T]$ we denote:

- $\Delta_F$ the discriminant of $F$;
- $\mathcal{P}_F$ the set of $p$ for which $F(T)$ has a root mod $p$, and which do not divide $\Delta_F$.
- $\mathcal{M}_F$ the set of square-free integers composed of primes from $\mathcal{P}_F$.

By the Chebotarev Density Theorem, the set $\mathcal{P}_F$ is of positive density among all the primes. We call it the Chebotarev density of $F$ and denote it by $\delta_F$. Note that
\[ \delta_F \geq \frac{1}{d}, \tag{2} \]

where \( d = \deg F \).

### 3 The Argument of Dvornicich-Zannier

In this section we briefly review the beautiful ramification argument of Dvornicich and Zannier\(^2\) and explain which changes are to be made therein to adapt it for proving Theorem 1.6.

Like in the introduction, in this section “sufficiently large” means “exceeding some quantity depending on \( X \) and \( t \).”

Let \( F(T) \in \mathbb{Z}[T] \) be the primitive separable polynomial whose roots are exactly the finite critical values of \( t \), and let \( d = \deg F \). Using the Riemann-Hurwitz formula, one bounds the total number of critical values by \( 2g - 2 + 2\nu \), where \( g = g(X) \) is the genus of the curve \( X \). Hence

\[ d \leq 2g - 2 + 2\nu. \tag{3} \]

The basic properties of the polynomial \( F(T) \) are summarized below.

A. For sufficiently large \( p \), if \( p \) ramifies in \( \mathbb{Q}(P) \) for some \( P \in t^{-1}(n) \) then \( p \mid F(n) \).

B. For sufficiently large \( p \), if \( p \parallel F(n) \) then \( p \) ramifies in \( \mathbb{Q}(P) \) for some \( P \in t^{-1}(n) \).

C. For all \( p \) not dividing the discriminant \( \Delta_F \) (which is non-zero because \( F \) is a separable polynomial) the following holds: if for some \( n \) we have \( p^2 \mid F(n) \) then \( p \parallel F(n + p) \).

D. For every \( p \in \mathcal{P}_F \) there exists \( n \leq 2p \) such that \( p \parallel F(n) \).

E. When \( n \) is sufficiently large, \( F(n) \) has at most \( d \) prime divisors \( p \geq n/4 \).

Here properties A and B are rather standard statements linking geometric and arithmetical ramification, see [1, Theorem 7.8].

Property C is very easy: write

\[ F(n + p) \equiv F(n) + F'(n)p \mod p^2. \]

If \( p^2 \) divides both \( F(n) \) and \( F(n + p) \) then \( p \mid F'(n) \), which means that \( p \) must divide the discriminant \( \Delta_F \), a contradiction.

Property D follows from C and property E is obvious: if there are \( d + 1 \) such primes, then \( (n/4)^{d+1} \leq |F(n)| \), which is impossible for large \( n \).

One may also note that our definition of the polynomial \( F(T) \) is relevant only for properties A and B; the other properties hold for any separable polynomial \( F(T) \in \mathbb{Z}[T] \).

\(^2\) In [6] they trace it back to the work of Davenport et al [4] from sixties.
Now we are ready to sketch the proof of Theorem 1.2. Denote by $K_n$ the number field $\mathbb{Q}(t^{-1}(n))$, generated by all the points in the fiber of $n$, and by $L_n$ the compositum of the fields $K_1, \ldots, K_n$. Then $K_n$ is a Galois extension of $\mathbb{Q}$ containing $\mathbb{Q}(P_n)$, and $L_n$ is a Galois extension of $\mathbb{Q}$ containing $\mathbb{Q}(P_1, \ldots, P_n)$.

We call $p$ primitive for some $n$ if $p$ ramifies in $K_n$, but not in $L_{n-1}$. The observations above have the following two consequences.

$F$ Every sufficiently large $p \in \mathcal{P}_F$ is primitive for some $n \leq 2p$.

$G$ Every sufficiently large $n$ has at most $\delta$ primitive $p \in [n/4, n]$.

Here $F$ follows from $B$ and $D$, and $G$ follows from $A$ and $E$.

For a given $N$ let $S_N$ be the set of $n$ with the property $n$ has a primitive $p \in [N/4, N/2]$. It follows from $F$ that $S_N \subset [1, N]$, and from $G$ the Chebotarev Theorem and the Prime Number Theorem that, for sufficiently large $N$

$$|S_N| \geq \frac{\delta_F}{d} \frac{N}{5d \log N}.$$

Furthermore, let $S'_N$ be the subset of $S_N$ consisting of $n$ such that the fiber $t^{-1}(n)$ is irreducible. The quantitative Hilbert Irreducibility Theorem 1 implies that, for large $N$ we have $|S_N \setminus S'_N| \leq c(\nu)N^{1/2}$, which means that, for large $N$,

$$|S'_N| \geq \frac{\delta_F}{6d \log N}.$$

It is clear that if $n$ admits a primitive $p$ then $K_n$ is not contained in $L_{n-1}$. If, in addition to this, the fiber $t^{-1}(n)$ is irreducible, then $\mathbb{Q}(P_n)$ is not contained in $\mathbb{Q}(P_1, \ldots, P_{n-1})$, because in this case $K_n$ is the Galois closure (over $\mathbb{Q}$) of $\mathbb{Q}(P_n)$. It follows that

$$[\mathbb{Q}(P_1, \ldots, P_N) : \mathbb{Q}] \geq 2^{|S'_N|},$$

which, in view of (2) and (3), proves Theorem 1.2.

The (already mentioned in the Introduction) example of the curve $u = t^2$ suggests that we can make progress towards Conjecture 1.4 replacing prime numbers in the argument above by (suitably chosen) square-free numbers. This means that we have to obtain analogues of properties $F$ and $G$ above with primes replaced by square-free numbers.

Let $m$ be a square-free integer, and $n$ an arbitrary integer. We say that $m \parallel n$ if $m \mid n$ and $\gcd(m, n/m) = 1$.

A “square-free analogue” of $F$ is relatively easy: one uses the following lemma, which generalizes property $C$.

**Lemma 3.1.** Let $m$ be a square free positive integer, coprime with $\Delta_F$ and such that $p_{\min}(m) > \omega(m)$. Assume that for some $n$ we have $m \mid F(n)$. Then there exists $\ell \in \{0, 1, \ldots, \omega(m)\}$ such that $m \mid F(n + \ell m)$. 
Proof. Assume the contrary: for every \( \ell \in \{0, 1, \ldots, \omega(m)\} \) there exists \( p \mid m \) such that \( p^2 \mid f(n + \ell m) \). By the box principle some \( p \) would occur for two distinct values \( \ell_1 \) and \( \ell_2 \); we will assume that \( 0 \leq \ell_1 < \ell_2 \leq \omega(m) \). We obtain

\[
0 \equiv F(n + \ell_2 m) \mod p^2
\]

\[
\equiv F(n + \ell_1 m) + F'(n + \ell_1 m)(\ell_2 - \ell_1) m \mod p^2
\]

\[
\equiv F'(n + \ell_1 m)(\ell_2 - \ell_1) m \mod p^2.
\]

We have \( p \parallel m \) and, since

\[
0 < \ell_2 - \ell_1 \leq \omega(m) < p_{\min}(m) \leq p,
\]

we have \( p \nmid (\ell_2 - \ell_1) \). Hence \( p \mid F'(n + \ell_1 m) \), which implies that \( p \mid \Delta F \), a contradiction. \( \square \)

Recall that the set \( \mathcal{P}_F \) consists of primes \( p \) not dividing the discriminant \( \Delta F \) and such that \( F \) has a root mod \( p \), and that \( \mathcal{M}_F \) is the set of square-free numbers composed of primes from \( \mathcal{P}_F \). The following consequence is immediate.

**Corollary 3.2.** Let \( m \in \mathcal{M}_F \) have the property \( p_{\min}(m) > \omega(m) \). Then there exists \( n \leq m(\omega(m) + 1) \) such that \( m \parallel f(n) \).

**Proof.** The Chinese Remainder Theorem implies that for any \( m \in \mathcal{M}_F \) there exists \( n \leq m \) such that \( m \mid F(n) \). Now use Lemma 3.1. \( \square \)

Call \( m \in \mathcal{M}_F \) primitive for \( n \) if every \( p \mid m \) ramifies in \( K_n \), and for every \( n' < n \) some \( p \mid m \) does not ramify in \( K_{n'} \). Combining Corollary 3.2 with property \( A \) we obtain a quite satisfactory generalization of property \( F \) to square-free numbers.

**Corollary 3.3.** Let \( m \) be like in Corollary 3.2. Then \( m \) is primitive for some \( n \leq m(\omega(m) + 1) \).

Another task to accomplish is extending to square-free numbers property \( G \). This is much more intricate, see Sections 4, 5 and 6.

### 4 A Special Set of Square-Free Numbers

In this section we fix a separable polynomial \( F(T) \in \mathbb{Z}[T] \) of degree \( d \) and a real number \( \varepsilon \) satisfying \( 0 < \varepsilon \leq 1/2 \). “Sufficiently large” will always mean “exceeding a certain quantity depending on \( F \) and \( \varepsilon \)”, and the constants implied by the “\( O(\cdot) \)” and “\( \ll \)” notation depend on \( F \) and \( \varepsilon \) unless the contrary is stated explicitly.

Recall that \( \mathcal{P}_F \) denotes the set of primes \( p \) not dividing the discriminant \( \Delta F \) and such that \( F \) has a root mod \( p \), and \( \mathcal{M}_F \) denotes the set of the square-free numbers.
composed of primes from $\mathcal{P}_F$. Recall also that we denote by $\delta = \delta_F$ the density of $\mathcal{P}_F$. We have, as $x \to \infty$,

$$\left| \mathcal{P}_F \cap [0,x] \right| \sim \delta \frac{x}{\log x}, \quad \left| \mathcal{M}_F \cap [0,x] \right| \sim \gamma \frac{x}{(\log x)^{1-\delta}}$$

where $\gamma = \gamma(F)$ is a certain positive real number.

Recall that, unless the contrary is stated explicitly, the letter $n$ always denotes a positive integer, $m$ a square-free positive integer and $p$ a prime number.

We fix a big positive real number $x$ and set

$$\kappa = \log \log x, \quad k = \lfloor \varepsilon \delta \log \log x \rfloor + 1, \quad y = e^{(\log x)^{1-\varepsilon}}.$$ 

Furthermore, we denote by $\mathcal{M}_F(x)$ the set of $m \in \mathcal{M}_F$ satisfying

$$\frac{y}{2\kappa} \leq m \leq \frac{x}{\kappa}, \quad p_{\max}(m) \geq x^{9/10}, \quad p_{\min}(m) \geq y, \quad \omega(m) = k + 1.$$ 

**Proposition 4.1.** We have $|\mathcal{M}_F(x)| = x(\log x)^{-1+o(1)}$ as $x \to \infty$.

**Proof.** If $m \in \mathcal{M}_F(x)$, then $m = Pm_1$, where $P = p_{\max}(m) \geq x^{9/10}$. We denote by $\mathcal{M}_F'(x)$ the set of such $m_1$’s. Then $\mathcal{M}_F'(x) \subset \mathcal{M}_F$ and for every $m_1 \in \mathcal{M}_F'(x)$ we have

$$m_1 \leq x^{1/10}, \quad p_{\min}(m_1) \geq y, \quad \omega(m_1) = k. \quad (4)$$

Let us count suitable $P$ for a fixed $m_1$. These are exactly the primes $P \in \mathcal{P}_F$ from the interval $[x/(2\kappa m_1), x/\kappa m_1]$ satisfying $P \geq x^{9/10}$. The following observations are crucial.

- Since $m_1 \leq x^{1/10}$, we have $x/(\kappa m_1) > x^{4/5}$ for sufficiently large $x$. Hence, for a fixed $m_1$, the number of suitable $P$ is bounded from above by

$$\pi \left( \frac{x}{\kappa m_1} \right) \ll \frac{x}{\kappa m_1 \log x}.$$ 

- If $m_1 \leq x^{1/10}/2\kappa$ then every prime $P \in \mathcal{P}_F \cap [x/(2\kappa m_1), x/(\kappa m_1)]$ is suitable. Hence, for a fixed $m_1 \leq x^{1/10}/2\kappa$, the number of suitable $P$ is bounded from below by

$$\pi_F \left( \frac{x}{\kappa m_1} \right) - \pi_F \left( \frac{x}{2\kappa m_1} \right) = \left( \frac{\delta}{2} + o(1) \right) \frac{x}{\kappa m_1 \log(x/(\kappa m_1))} \gg \frac{x}{\kappa m_1 \log x}.$$ 

Here, $\pi_F(T)$ counts the number of primes in $\mathcal{P}_F \cap [0,T]$.

Summing up over $m_1 \in \mathcal{M}_F'(x)$, we obtain

$$\frac{x}{\kappa \log x} \sum_{m_1 \in \mathcal{M}_F'(x)} \frac{1}{m_1} \ll |\mathcal{M}_F(x)| \ll \frac{x}{\kappa \log x} \sum_{m_1 \in \mathcal{M}_F'(x)} \frac{1}{m_1}. \quad (5)$$
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We will show that the right-hand side of (5) is bounded by \( x(\log x)^{-1+\varepsilon\delta+o(1)} \) from above, and the left-hand side from below.

The upper bound is easy:

\[
\sum_{m_1 \in M_F(x)} \frac{1}{m_1} \leq \frac{1}{k!} \left( \sum_{\substack{p \leq x \leq P \in \mathcal{P}_F}} \frac{1}{p} \right)^k \\
\ll \frac{1}{(k/e)^k} \left( (\delta + o(1)) \log \log x - (\delta + o(1)) \log \log y \right)^k \\
\ll \left( \frac{(e + o(1))\varepsilon\delta \log \log x}{k} \right)^k \\
= (\log x)^{\varepsilon\delta + o(1)} 
\] (6)
as \( x \to \infty \). Hence, \(|M_F(x)| \leq x(\log x)^{-1+\varepsilon\delta+o(1)} \) as \( x \to \infty \).

For the lower bound, set \( z = x^{(1/11\log \log x)} \) and \( \mathcal{I} = [y, z] \) and consider the following two sets:

- the set \( M''_F(x) \) of square-free numbers \( m_1 \) with prime divisors in \( \mathcal{P}_F \cap \mathcal{I} \) and \( \omega(m_1) = k \);
- the set \( N''_F(x) \) of non-square-free numbers \( n_1 \) with prime divisors in \( \mathcal{P}_F \cap \mathcal{I} \) and \( \Omega(n_1) = k \).

Clearly, every \( m_1 \in M''_F(x) \) satisfies

\[
m_1 \leq x^{k/(11\log \log x)} < x^{1/11} \leq \frac{x^4/10}{2k}
\]
for large \( x \). Hence the sum in the left-hand side of (5) can be bounded as follows:

\[
\sum_{m_1 \in M''_F(x)} \frac{1}{m_1} \geq \sum_{m_1 \in M''_F(x)} \frac{1}{m_1} \\
\geq \frac{1}{k!} \left( \sum_{p \in \mathcal{P}_F \cap [y, z]} \frac{1}{p} \right)^k - \sum_{n_1 \in N''_F(x)} \frac{1}{n_1} 
\] (7)

We need to estimate the first sum in (7) from below and the second sum from above.

For the first sum we use the same argument as before and get
Now let us estimate the second sum in (7). Note that every 
\( n_1 \in \mathcal{N}^p_F(x) \) satisfies 
\( n_1 \leq \varepsilon^k < x \) and is divisible by the square of a prime \( p \geq y \). Hence, \( n_1 = p^2 n_2 \) for some \( n_2 \leq x \). It follows that
\[
\sum_{n_1 \in \mathcal{N}^p_F(x)} \frac{1}{n_1} \leq \left( \sum_{p \geq y} \frac{1}{p^2} \right) \left( \sum_{n_2 \leq x} \frac{1}{n_2} \right) \leq \frac{\log x}{y} = o(1)
\]
as \( x \to \infty \).

Putting all the estimates together, we conclude that
\[
|\mathcal{M}_F(x)| \gg \frac{x (\log x)^{\varepsilon \delta + o(1)}}{\log x \log \log x} = \frac{x}{(\log x)^{1-\varepsilon \delta + o(1)}}
\]
as \( x \to \infty \), which is what we wanted. \( \square \)

## 5 Greedy and Generous Square-free Numbers

We retain the notation and set-up of Section \[2\]

As we have already remarked in Section \[3\] the Chinese Remainder Theorem implies that for any \( m \in \mathcal{M}_F \) there exists a positive integer \( n \) such that \( m \mid F(n) \). Moreover, if \( m \in \mathcal{M}_F(x) \) then we can choose such \( n \) satisfying \( n \leq x \). Of course, there can be several \( n \) with this property; pick one of them and call it \( n_m \).

Thus, for every \( m \in \mathcal{M}_F(x) \) we pick \( n_m \leq x \) such that \( m \mid f(n_m) \); we fix this choice of the numbers \( n_m \) until the end of this section.

It might happen that \( n_m = n_{m'} \) for distinct \( m, m' \in \mathcal{M}_F(x) \). It turns out, however, that, with a suitable choice of our parameter \( \varepsilon \), the repetitions are “not too frequent”.

Call \( m \in \mathcal{M}_F(x) \) generous if it shares its \( n_m \) with at least \( 6d \) other elements of \( \mathcal{M}_F(x) \), and greedy otherwise.

**Proposition 5.1.** Specify
\[
\varepsilon = \frac{1}{10^3 \log(2d)}.
\]

Then for sufficiently large \( x \) at least half of the elements of the set \( \mathcal{M}_F(x) \) are greedy. In particular,
\[
\left| \{n_m : m \in \mathcal{M}_F(x)\} \right| \geq \frac{1}{12d} |\mathcal{M}_F(x)|.
\]
The crucial tool in the proof of this proposition is the following lemma, which might be viewed as a partial “square-free” version of Property E from Section 3. We cannot affirm that $F(n)$ has “few” divisors in $\mathcal{M}_F$ for all $n$; but we can affirm that, with “few” exceptions, $F(n)$ has “few” divisors in $\mathcal{M}_F(x)$.

**Lemma 5.2.** For sufficiently large $x$, the set of $n \leq x$ such that $F(n)$ has more than $6d$ divisors in $\mathcal{M}_F(x)$, is of cardinality at most $x(\log x)^{-2+30\varepsilon \log(2d)} - 2 + 30\varepsilon \log(2d)$.

We postpone the proof of this lemma until Section 6.

### 5.1 Initializing the Proof of Proposition 5.1

Starting from this subsection we work on the proof of Proposition 5.1.

We set $J = [y, x]$ and we try to understand the function $\omega_J(F(n))$, where $\omega_J(\cdot)$ is the number of prime factors of the argument in the interval $J$. We split $n$ into three sets as follows.

(i) $E(x)$ (enormous), which is the set of $n \leq x$ for which 

$$\omega_J(F(n)) \geq 3d(\log \log x)^2.$$

(ii) $L(x)$ (large), which is the set of $n \leq x$ for which 

$$\omega_J(F(n)) \in [10^5 d^2 \log \log x, 3d(\log \log x)^2].$$

(iii) $R(x)$ (reasonable), which is the set of $n \leq x$ such that 

$$\omega_J(F(n)) \leq 10^5 d^2 \log \log x.$$

For the purpose of this argument, if $s = \omega_J(F(n))$ then we denote all the prime factors of $F(n)$ in $J$ by $p_1 < p_2 < \cdots < p_s$.

We will use the multiplicative function $\rho_F$, defined for a positive integer $u$ by 

$$\rho_F(u) = |\{0 \leq n \leq u - 1 : F(n) \equiv 0 \mod u\}|.$$  

Clearly, $\rho_F(m) \leq d^{\omega(m)}$ holds for all squarefree positive integers $m$.

### 5.2 Counting $m$ with $n_m \in E(x)$

Since $|F(n)| \ll n^d \ll x^d$ it follows that in case (ii), if we put $U = \lfloor (\log \log x)^2 \rfloor$, then $p_1 \cdots p_U \leq x^{1/2}$ for large $x$.

To count $E(x)$, fix $p_1 < p_2 < \cdots < p_U$ all in $J$ and let us count the number of $n \leq x$ such that $m_1 | f(n)$, where $m_1 = p_1 \cdots p_U$. The number of such $n$ is
\[
\frac{\rho_F(m_1)}{m_1} x + O(\rho_F(m_1)) \ll \frac{d^{\omega(m_1)}}{m_1} x + d^{\omega(m_1)} \ll \frac{d^{\omega(m_1)}}{m_1} x. \tag{10}
\]

In the middle of (10), the first term \(d^{\omega(m_1)}_x/m_1\) dominates because \(m_1 \leq x^{1/2}\).

We sum up over the possible \(m_1\) getting

\[
|E(x)| \ll xd^U \sum \frac{1}{m_1},
\]

where the sum runs over all square-free \(m_1\) satisfying \(\omega(m_1) = U\) and having all prime divisors in \(\mathcal{J}\). We estimate this sum by the multinomial coefficient trick, already used in the proof of Proposition 4.1:

\[
\sum \frac{1}{m_1} \ll \frac{1}{U!} \left( \sum \frac{1}{p} \right)^U \ll \left( \frac{3p \log x}{U} \right)^U
\]

This gives us the estimate

\[
|E(x)| \ll x^{3d \log \log x}^U,
\]

which, with our definition \(U = \lfloor (\log \log x)^2 \rfloor\), implies that

\[
|E(x)| \leq xe^{-(1+o(1))(\log \log x)^2 \log \log \log x}
\]

as \(x \to \infty\).

Having bounded \(|E(x)|\), we may now estimate the number of \(m\) such that \(n_m \in E(x)\). For each \(n \leq x\) we have \(|F(n)| \ll n^d \leq x^d\) which implies that, for large \(x\), we have \(\omega(F(n)) \leq \log x\). Thus, for large \(x\), the divisor \(m | F(n)\) with \(\omega(m) = k\) can be chosen in at most

\[
\left( \frac{\log x}{k+1} \right)^{k+1} \ll e^{2(\log \log x)^2}
\]

ways. This implies that, as \(x \to \infty\),

\[
\left| \{m \in \mathcal{M}_F(x) : n_m \in E(x)\} \right| \leq |E(x)|e^{2(\log \log x)^2} \ll xe^{-(1+o(1))(\log \log x)^2 \log \log \log x}.
\]

Proposition 4.1 implies that this is \(o(\mathcal{M}_F(x))\) as \(x \to \infty\).
5.3 Counting $m$ with $n_m \in L(x)$

Let us deal with (ii) now. We let $i_0$ and $i_1$ be the maximal and the minimal positive integers such that $2^{i_0} \leq 10^5d$ and $2^{i_1} \geq 3(\log \log x)$, respectively. Clearly, $i_1 - i_0 = O(\log \log \log x)$. Consider an integer $j \in [i_0, i_1 - 1]$ and denote by $L_j(x)$ the subset of $L(x)$ consisting of $n$ such that

$$\omega_{\mathcal{J}}(F(n)) \in [2^{j}d \log \log x, 2^{j+1}d \log \log x].$$

We revisit the previous argument. We now take $U = [2^{j-1} \log \log x]$, and let $m_1 = p_1 \cdots p_U$. Then $m_1^2 \leq |F(n)| \ll x^d$, therefore $m_1 \ll x^{1/2}$. Now exactly as before we prove that

$$|L_j(x)| \ll x \left( \frac{3d \log \log x}{U} \right)^U,$$

which, with our definition $U = [2^{j-1} \log \log x]$, implies that

$$|L_j(x)| \ll \frac{x}{(\log x)^{2^{j-1}}}.$$

Since

$$\log \frac{2^{j-2}}{3d} \geq \log \frac{2^{i_0-2}}{3d} \geq \log \frac{10^5d}{24d} \geq 8,$$

we have

$$|L_j(x)| \ll \frac{x}{(\log x)^{2^{j}}}.$$

On the other hand, for $n \in L_j(x)$ we have $\omega_{\mathcal{J}}(F(n)) \leq 2^{j+1}d \log \log x$. It follows that, for large $x$, the number of choices for $m$ for a given $n \in L_j(x)$ is at most

$$\left( \frac{2^{j+1}d \log \log x}{k+1} \right)^{k+1} \leq \left( \frac{2^{j+1}d \log \log x}{k+1} \right)^{k+1} \leq \left( \frac{2^{j+3d}}{\delta \epsilon \log \log x} \right)^{2\delta \epsilon \log \log x} = (\log x)^{2\delta \epsilon \log (2^{j+3d}/\delta \epsilon)}.$$

(12)

Since

$$\frac{2^{j-1}}{\delta \epsilon} \geq 2^{i_0-1} \geq \frac{10^5d}{4} \geq 10^4d,$$

we have

$$\frac{2^{j-1}}{\delta \epsilon} \geq 2 \log \frac{2^{j-1}}{\delta \epsilon} \geq \log \left( \frac{2^{j-1}}{\delta \epsilon} \cdot 10^4d \right) \geq \log \frac{2^{j+3d}}{\delta \epsilon},$$

which shows that the exponent in (12) does not exceed $2^j$.

Thus, for large $x$
because $2^j \geq 2^{k_0} \geq 10^5 d/2 \geq 2$. Since there are $O(\log \log \log x)$ possible $j$, we conclude that

$$|\{m \in F(x) : n_m \in L(x)\}| \ll \frac{x \log \log x}{(\log x)^2},$$

which is again $o(|F(x)|)$ as $x \to \infty$.

Thus, we have proved that

$$|\{m : n_m \in E(x) \cup L(x)\}| = o(|F(x)|) \quad (13)$$
as $x \to \infty$.

### 5.4 Completing the proof

We are ready now to complete the proof of Proposition 5.1. It remains to deal with $n \in R(x)$. If $n \in R(x)$, then $\omega_{F}(F(n)) \leq 10^5 d^2 \log \log x$. Thus, for fixed $n \in R(x)$ we have

$$|\{m \in F(x) : n_m = n\}| \leq \left( \frac{10^5 d^2 \log \log x}{k+1} \right)^{k+1} \leq \frac{(10^5 d^2 \log \log x)^{k+1}}{(k+1)!} \leq \left( \frac{10^5 d^2}{\epsilon \delta \log \log x} \right)^{2\epsilon \delta \log \log x} \leq (\log x)^{2\epsilon \delta \log(10^5 d^2/\epsilon \delta)} \quad (14)$$

Now we are done: Lemma 5.2 combined with estimate (14) implies that there exists at most

$$\frac{x}{(\log x)^2 - 30\epsilon \log (2d) - 2\epsilon \delta \log(10^5 d^2/\epsilon \delta)} \quad (15)$$
generous $m \in F(x)$ with the property $n_m \in R(x)$. When $\epsilon$ is chosen as in (8), a quick calculation shows that

$$30\epsilon \log (2d) + 2\epsilon \delta \log \left( \frac{10^5 d^2}{\epsilon \delta} \right) \leq \frac{1}{2}.$$ 

Hence (15) is $o(|F(x)|)$ as $x \to \infty$. In particular, when $x$ is sufficiently large, at least half of elements of $F(x)$ are greedy. \[\square\]

It remains to prove Lemma 5.2.
6 Proof of Lemma 5.2

We keep the notation of Section 4, especially \( y = \exp((\log x)^{1-\varepsilon}) \).

6.1 Two Simple Lemmas

Let \( A \) be the subset of \( \mathcal{M}_F \) consisting of \( m \) with \( p_{\min}(m) \geq y \). We study the set \( A(z) = A \cap [y, z] \) for \( z \in [y, x] \).

**Lemma 6.1.** When \( x \) is sufficiently large we have \( |A(z)| \leq z(\log x)^{-1+3\varepsilon} \) for all \( z \in [y, x] \).

**Proof.** Let \( g(n) \) be the characteristic function of \( A \). Then for any \( z > 1 \) we have
\[
\sum_{p \leq z} g(p) \log p \leq 2z,
\]
and \( g(p^n) = 0 \) for \( n \geq 2 \). Using Lemma 9.6 on page 138 in [5], we obtain
\[
|A(z)| = \sum_{n \leq z} g(n) \leq 3 \frac{z}{\log z} \sum_{n \in A(z)} \frac{1}{n}.
\]  
(16)

Clearly, \( \log z \geq (\log x)^{1-\varepsilon} \) for \( z \in [y, x] \). As for the sum above, we have
\[
\sum_{n \in A(z)} \frac{1}{n} \leq \prod_{y \leq p \leq z} \left( 1 + \frac{1}{p} \right) \leq (\log x)^{\varepsilon + o(1)}
\]
as \( x \to \infty \). Together with (16) this finishes the proof. \( \square \)

**Lemma 6.2.** Assuming \( x \) sufficiently large, for \( y \leq a \leq b \leq x \) we have
\[
\sum_{\substack{a \leq n \leq b \\in A}} \frac{1}{n} \leq \frac{\log b - \log a + 1}{(\log x)^{1-3\varepsilon}}.
\]

**Proof.** Using Abel summation and Lemma 6.1 we obtain
\[
\sum_{a \leq n \leq b \atop n \in A} \frac{1}{n} = \int_{a}^{b} \frac{d|A(z)|}{z} = \frac{|A(b)|}{b} - \frac{|A(a)|}{a} + \int_{a}^{b} \frac{|A(z)|}{z^2} \, dz \\
\leq \frac{|A(b)|}{b} + \frac{1}{(\log x)^{1-3\varepsilon}} \int_{a}^{b} \frac{dz}{z} \\
\leq \frac{1}{(\log x)^{1-3\varepsilon}} + \frac{\log b - \log a}{(\log x)^{1-3\varepsilon}},
\]

as wanted. \(\Box\)

### 6.2 Cliques

Starting from this subsection we begin the proof of Lemma 5.2. Recall that every \(m \in \mathcal{M}_F(x)\) writes as \(m = m_1P\), where \(P = p_{\text{max}}(m) \geq x^{9/10}\). As in Section 3 we denote by \(\mathcal{M}_F'(x)\) the set of all \(m_1\) obtained this way. They satisfy (4), which will be used in the sequel without special reference.

Let \(n \leq x\) be such that \(F(n)\) has at least 6 \(d\) distinct divisors in \(\mathcal{M}_F(x)\). Write each of them \(m_1P\) as above and let \(s\) be the number of such \(P\). Then \(\frac{9s}{10} \leq |f(n)| \ll x^d\), so \(s \leq 10d/9 + o(1)\) as \(x \to \infty\). In particular, \(s < 2d\) for large \(x\). Hence among the \(6d\) divisors there are three with the same \(P\); write them \(m_1P, m_2P, m_3P\).

Let us call an (unordered) triple of pairwise distinct \(m_1, m_2, m_3 \in \mathcal{M}_F'(x)\) a clique if there exists a prime \(P \geq x^{9/10}\) such that \(m_1P, m_2P, m_3P \in \mathcal{M}_F(x)\). If \(\{m_1, m_2, m_3\}\) is a clique then \(m_1P, m_2P, m_3P \in [x/(2\kappa), x/\kappa]\). This implies that in a clique we have

\[
m_j \leq m_i \leq 2m_j
\]

for any \(i, j\). In addition to this, since \(m_1, m_2, m_3\) in a clique are square-free with the same number of prime factors, we have

\[
\gcd(m_i, m_j) < m_i < [m_i, m_j], \quad (i \neq j).
\]

where \([\cdots]\) denotes the least common multiple. We will repeatedly use these properties.

### 6.3 The Sum over Cliques

To prove the lemma, it suffices to estimate the number of \(n\) such that \(F(n)\) has three distinct divisors forming a clique. When a clique \(\{m_1, m_2, m_3\}\) is fixed, the number of such \(n\) is at most
\[
\frac{\rho_F([m_1, m_2, m_3])}{[m_1, m_2, m_3]} x + O(\rho_F([m_1, m_2, m_3])),
\]
(19)

where \(\rho_F(\cdot)\) is defined in (9). When \(x\) is large, we have
\[
\omega([m_1, m_2, m_3]) \leq 3k \leq 4\varepsilon \log \log x,
\]
which implies
\[
\rho_F([m_1, m_2, m_3]) \leq \omega([m_1, m_2, m_3]) \leq \frac{1}{(\log x)^{\varepsilon \log \delta}}.
\]

Further, since \(m_i \leq x^{1/10}\), we have \([m_1m_2, m_3] \leq x^{3/10} \leq x^{1/2}\). It follows that in (19) the first term dominates over the second one, and the number of our \(n\) (for the fixed \([m_1, m_2, m_3]\)) is bounded, for large \(x\), by
\[
x(\log x)^{\varepsilon \log \delta} \frac{1}{[m_1, m_2, m_3]}.
\]

Hence the total number of \(n\) (for all possible choices of \([m_1, m_2, m_3]\)) is bounded by \(x(\log x)^{\varepsilon \log \delta} S\), where
\[
S = \sum_{[m_1, m_2, m_3]} \frac{1}{[m_1, m_2, m_3]},
\]
the summation being over all cliques. The rest of the argument is estimating this sum \(S\).

We write \(S = S' + S''\), where \(S'\) is the sum over the cliques with the property
\[
\text{there is a relabeling of the indices such that } [m_1, m_2] < [m_1, m_2, m_3],
\]
and \(S''\) is over the cliques such that
\[
[m_1, m_2] = [m_1, m_3] = [m_2, m_3] = [m_1, m_2, m_3].
\]

### 6.4 Estimating \(S'\)

We are starting now to estimate \(S'\). All cliques appearing in this subsection satisfy (20).

#### 6.4.1 The estimate with \(m_1\) and \(m_2\) fixed

Fix \(m_1\) and \(m_2\). Then \(m_3 \mid [m_1, m_2]\) by (20). Set \(u = \gcd(m_3, [m_1, m_2])\). With \(m_1\) and \(m_2\) being fixed, there are at most
choices for $u$ as a divisor of $[m_1, m_2]$. Writing $m_3 = uv$. Clearly, $v \in A$, where $A$ is the set from Subsection 6.1. Using (17), we obtain $m_1/(2u) \leq v \leq 2m_1/u$. Since $u$ is a proper divisor of $m_3$, we also have $v > 1$, which implies $v \geq y$, because $v \in A$. Also, clearly $v \leq m_3 \leq x$. This shows that

$$\max\left\{y, \frac{m_1}{2u}\right\} \leq v \leq \min\left\{x, 2\frac{m_1}{u}\right\}.$$ (22)

We have $[m_1, m_2, m_3] = [m_1, m_2]v$. Thus, assuming $m_1$ and $m_2$ fixed, and summing up over all possible $m_3$, we get

$$\sum_{[m_1, m_2, m_3]} \frac{1}{v} \ll \sum_{u \mid [m_1, m_2]} \sum_{v \in A \text{ satisfying (22)}} \frac{1}{v} \ll \frac{1}{(\log x)^{1-8\varepsilon}[m_1, m_2]}.$$ (23)

Here, in the inner sum in (23), we applied Lemma 6.2 with the choices

$$b = \min\left\{y, \frac{2m_1}{u}\right\}, \quad a = \max\left\{y, \frac{m_1}{2u}\right\},$$

and we used the fact that $\log b - \log a \ll 1$.

6.4.2 The estimate with $m_1$ fixed

We now fix $m_1$ and vary $m_2$. This time we set $u = \gcd(m_1, m_2)$ and again write $m_2 = uv$. There are at most $2^k \ll (\log x)^{2\varepsilon}$ choices for $u$. Furthermore, it follows from (13) that $u$ is a proper divisor of $m_2$, which implies $v > 1$. Thus, our $v$ again belongs to the set $A$ and satisfies (22).

Keeping $m_1$ fixed, we argue as above:

$$\sum_{[m_1, m_2]} \frac{1}{v} \ll \sum_{u \mid m_1} \sum_{v \in A \text{ satisfying (22)}} \frac{1}{v} \ll \frac{1}{m_1(\log x)^{1-4\varepsilon}} \sum_{u \mid m_1} \frac{1}{u} \ll \frac{1}{m_1(\log x)^{1-7\varepsilon}}.$$
6.4.3 Estimating $S'$

Now we are ready to estimate $S'$:

$$S' \ll \frac{1}{(\log x)^{2-15\epsilon}} \sum_{m_1 \in M} \frac{1}{m_1} \ll \frac{1}{(\log x)^{2-17\epsilon}},$$

where for the last estimate we used (6).

6.5 Estimating $S''$

Now let $\{m_1,m_2,m_3\}$ be a clique satisfying (21). Setting $u = \gcd(m_1,m_2,m_3)$ and $v_i = [m_1,m_2,m_3]/m_i$, we obtain

$$m_1 = uv_2v_3, \quad m_2 = uv_1v_3, \quad m_3 = uv_1v_2,$$

$$[m_1,m_2] = [m_1,m_3] = [m_2,m_3] = [m_1,m_2,m_3] = uv_1v_2v_3.$$ We again use (18) to obtain $v_i > 1$, which implies $v_i \geq y$ because $v_i \in A$. Also, $v_i \leq x$. Together with (17) this gives

$$\max\left\{y,\frac{v_1}{2}\right\} \leq v_i \leq \min\{x,2v_1\} \quad (i = 2,3). \quad (24)$$

It follows that

$$S'' \leq \sum_{u,v_1,v_2,v_3 \in A \text{ satisfying (24)}} \frac{1}{uv_1v_2v_3}.$$

When $u$ and $v_1$ are fixed, we have

$$\sum_{v_2,v_3 \in A \text{ satisfying (24)}} \frac{1}{uv_1v_2v_3} \leq \frac{1}{uv_1} \left(\sum_{v \in A} \frac{1}{v}\right)^2 \leq \frac{1}{uv_1} \left(\sum_{\max\{y,v/2\} \leq v \leq \min\{x,2v_1\}} \frac{1}{v}\right)^2,$$

and the squared sum can be estimated, using Lemma 6.2, as $O((\log x)^{-1+4\epsilon})$. Hence

$$S'' \ll \frac{1}{(\log x)^{2-8\epsilon}} \sum_{uuv_1} \frac{1}{uv_1}; \quad (25)$$

the latter sum being over all possible values of $u$ and $v_1$.

To estimate the latter, we make the following observations.

- The number $uv_1$ belongs to $A$, satisfies $y \leq uv_1 \leq x$ and $\omega(yv_1) \leq k$.
- Given $m \in A$ with $\omega(m) \leq k$, it can be written as $m = uv_1$ in at most $2^k \ll (\log x)^{2\epsilon}$ ways.
It follows that
\[
\sum_{1} \frac{1}{d} u_1 \ll (\log x)^{2 \varepsilon} \sum_{m \in A'} \frac{1}{m} \ll (\log x)^{6 \varepsilon}, \tag{26}
\]
the latter sum being \( O((\log x)^{4 \varepsilon}) \) by Lemma 6.2 with \( b = x \) and \( a = y \).

Combining (25) and (26), we conclude that
\[
S'' \ll \frac{1}{(\log x)^{2 - 14 \varepsilon}}.
\]

### 6.6 Proof of Lemma 5.2

Thus, for large \( x \), the total number of \( n \) such that \( F(n) \) has at least \( 6d \) distinct divisors in \( \mathcal{M}_F(x) \) is bounded by
\[
x(\log x)^{5 \varepsilon \log d} (S' + S'') \ll \frac{x}{(\log x)^{2 - 5 \varepsilon \log d - 17 \varepsilon}},
\]
which proves Lemma 5.2.

### 7 Proof of Theorem 1.6

We are ready now to prove Theorem 1.6. Thus, let \( X \) and \( t \) be as in Theorem 1.6, and, as in Section 3, let \( F(T) \in \mathbb{Z}[T] \) be the primitive separable polynomial whose roots are exactly the finite critical values of \( t \), with \( d = \deg F \). We use all notation and conventions from Section 4. In particular, we fix \( \varepsilon \) satisfying \( 0 < \varepsilon \leq 1/2 \) (which will be specified later) and for sufficiently large \( x \) we consider the set \( \mathcal{M}_F(x) \).

Recall (see Section 3) that we denote by \( K_n \) the field \( \mathbb{Q}(t^{-1}(n)) \). We call \( m \in \mathcal{M}_F \) primitive for \( n \) if every \( p \mid m \) ramifies in \( K_n \), but for every \( n' < n \) some \( p \mid m \) does not ramify in \( K_{n'} \). Clearly, if \( n \) admits a primitive \( m \in \mathcal{M}_F \) then the field \( K_n \) is distinct from \( K_1, \ldots, K_{n-1} \).

Our starting point is Corollary 3.3 which asserts that every \( m \in \mathcal{M}_F \) with the property \( p_{\min}(m) > \omega(m) \) serves as a primitive for some \( n_m \leq m(\omega(m) + 1) \). If \( m \in \mathcal{M}_F(x) \) then this property is trivially satisfied when \( x \) is large enough; hence every \( m \in \mathcal{M}_F(x) \) serves as primitive for some \( n_m \leq m(k + 2) \), and we have
\[
n_m \leq m(k + 2) \leq \frac{x}{\log \log x} (\varepsilon \delta \log \log x + 3) \leq x, \tag{27}
\]
again provided \( x \) is sufficiently large.

Set
\[ \mathcal{N}(x) = \{ n_m : m \in \mathcal{M}(x) \}, \]
\[ \mathcal{N}'(x) = \{ n \in \mathcal{N}(x) : \text{the fiber } t^{-1}(n) \text{ is } \mathbb{Q}\text{-irreducible} \}. \]

It follows from (27) that
\[ \mathcal{N}'(x) \subset \mathcal{N}(x) \subset [1, x], \]
and Hilbert’s Irreducibility Theorem implies that
\[ | \mathcal{N}'(x) | \geq | \mathcal{N}(x) | - O(x^{1/2}). \] \hfill (28)

The fields
\[ K_n \quad (n \in \mathcal{N}(x)) \]
are pairwise distinct, and, since for \( n \in \mathcal{N}'(x) \) the field \( K_n \) is the Galois closure of \( \mathbb{Q}(P_n) \), the fields
\[ \mathbb{Q}(P_n) \quad (n \in \mathcal{N}'(x)) \] \hfill (29)
are pairwise distinct as well.

Thus, to prove Theorem 1.6 we only have to show that, with suitable choice of \( \varepsilon \), the lower estimate
\[ | \mathcal{N}'(x) | \geq \frac{x}{(\log x)^{1-\eta}} \] \hfill (30)
holds for sufficiently large \( x \). Here \( \eta \) is a positive number depending only on \( d \) (which, through (3), translates into dependence in \( \nu \) and \( g \)).

This can be accomplished using the results of Sections 4 and 5. Since every \( p | m \) ramifies in \( K_{nm} \), we have \( m | F(n_m) \) (see Property A in Section 3). Hence Proposition 5.1 applies to our definition of \( n_m \). Thus, setting \( \varepsilon \) as in (8), Proposition 5.1 implies that, for sufficiently large \( x \), we have \( | \mathcal{N}(x) | \geq (12d)^{-1} | \mathcal{M}(x) | \). Together with Proposition 4.1, this implies that \( | \mathcal{N}'(x) | \geq x(\log x)^{-1+\delta \varepsilon+o(1)} \) as \( x \to \infty \), which, combined with (28), implies the same lower estimate for \( | \mathcal{N}'(x) | \). In particular, for sufficiently large \( x \) we have (30) with \( \eta = \delta \varepsilon / 2 \).

In view of (2) and (8) we have \( \eta \geq 10^{-4}(d \log(2d))^{-1} \). Using (3) we deduce that \( \eta \geq 10^{-6}((g+\nu) \log(g+\nu))^{-1} \). \( \square \)
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