Narrowband array processing beamforming technique for electrical impedance tomography
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Abstract
Electrical impedance tomography (EIT) has a large potential as a two dimensional imaging technique and is gaining attention among researchers across various fields of engineering. Beamforming techniques stem from the array signal processing field and is used for spatial filtering of array data to evaluate the location of objects. In this work the circular electrodes are treated as an array of sensors and beamforming technique is used to localize the object(s) in an electrical field. The conductivity distributions within a test tank is obtained by an EIT system in terms of electrode voltages. These voltages are then interpolated using elliptic partial differential equations. Finally, a narrowband beamformer detects the peak in the output response signal to localize the test object(s).

Test results show that the beamforming technique can be used as a secondary method that may provide complementary information about accurate position of the test object(s) using an eight electrode EIT system. This method could possibly open new avenues for spatial EIT data filtering techniques with an understanding that the inverse problem is more likely considered here as a source localization algorithm instead as an image reconstruction algorithm.
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Introduction
Electrical impedance tomography (EIT) systems generally use a certain number of electrodes, which are placed on a medium with equal spacing to surround the domain that is imaged. A constant, low frequency and low magnitude alternating current is injected to a pair of electrodes and the potential differences, which is the function of unspecified conductivity distribution are measured from the remaining non-current carrying electrodes. The internal conductivity or permittivity or resistivity distribution is calculated based on the set of voltage measurements corresponding to the injected current. This technique is safe, inexpensive, non-invasive, portable and suitable for continuous imaging. A good introduction to the EIT: methods, history and applications is summarized in [1]. Although there is the capability of EIT to be utilized in the medical field, it has some limitations due to which there is hesitancy in adopting it for routine medical diagnosis. One such major limitation is low spatial resolution.

Array processing techniques utilize an array of similar sensors, which are spatially separated to analyze the signals such as in radars, sonars, radio astronomy, satellite communications, direction finding, seismology etc. Early array processing techniques in medical applications include ultrasonic imaging [2] and EEG signal processing [3]. Both of these applications use the concept of beamforming whose performance depends on the number of arrays as well as on the size of the arrays [4].

The beamforming concept is based on receiving of the signals by each element of an antenna array. These signals contain both amplitude and phase information. The beamforming is further carried out by adding weight to these signals in order to adjust the amplitude and phase in a way that when combined together, they produce the required beam. The major advantage of the beamforming technique is its spatial discrimination of the signals within an array of sensors. Amplitude tampering is typically applied to get a beam-shaped output where the main lobe contains the
information of interest [5]. Traditionally, there are narrowband beamformers and wideband beamformers. A narrowband beamformer is used in this study.

Applications of beamforming techniques for medical diagnosis include, a wideband beamformer in which multi frequency array processing is achieved by capturing the wide band frequency signal with a time delay signal. An ultra-wide band (UWB) beamformer was used to detect early breast tumors, using microwave technology. In such a beamformer, every antenna in the array emits an ultra-wide band (UWB) signal into the breast and in return receives the backscattered signals. After all the antennas have done their emissions, the responses are collected to generate a beamformer output. For the presence of a tumor, the beamformer output shows up a large energy signal. Thus the signal as a function of location provides an image. However, neither the shape nor the size of the tumor is known and further analysis is required [6]. Space-time beamforming techniques are simple in computation and effective. However, it lacks to image details of conductivity or permittivity or resistivity. Instead, an image of the variance of energy is displayed [7].

In another work, beamforming was used to reconstruct the image of the abnormalities of the breast. Photo acoustic technique, which combines the features of optical absorption and low dispersion feature of ultrasound, was used for the intended study. The breast was exposed with a Nd:YAG laser for a duration of 5 ns at 10 Hz. The propagated signals through the breast is then recorded by an ultrasound detector. The delay-and-sum beamforming algorithm was used to detect the peak-to-peak values of the signal, which are then added up for a selected portion of the breast. The highest peak-to-peak value would indicate the abnormalities in the breast [8]. Tumor localization was done using optical tomography and beamforming. The test object was divided into smaller regions called voxels. A beamformer was then designed based on linearly constrained minimum variance (LCMV) algorithm and was applied to each voxel. Tumors were localized in the form of peaks in the output signal. This method improved the spatial resolution, which got affected with an increase in the noise levels [9].

Beamforming technique was also proposed for the study of impedance changes as a function of time (temporal resolution). Prior computed tomographic (CT) images were used as a reference set in order to identify the regions of interest (ROI) of the object. Then, the impedance change was studied at different excitation frequencies (spectroscopy) [10]. Finally, beamforming technique was introduced to the EIT systems in order to study the conductivity changes. LCMV algorithm was adapted to accurately localize these conductivity changes. The current was injected to a pair of electrodes while the voltage difference was measured from the remaining pair of electrodes. In spite of simpler computations, the noise effect was a major drawback in this system [11].

So far, EIT has shown significant results as a functional imaging tool such as in continuous monitoring of cardiac functioning, lung functioning, etc. [12]. However, it is not fully suitable for anatomical imaging because of its poor spatial resolution. In this paper, we introduce the concept of array processing narrowband beamforming technique into the EIT systems mainly to improve the spatial resolution of the EIT images. This technique has been simulated and experimentally verified with an EIT system and would open new avenues for spatial EIT data filtering techniques and hence could be used to aid the inverse problems of the current EIT systems.

Materials and methods
This section discusses on the implementation of the numerical methods for the proposed study, the prototype of the actual EIT system and algorithms used.

Numerical Methods
Elliptic partial differential equations (PDEs) typically characterize boundary value problems with steady state conditions in two dimensions and hence can be employed to characterize the spatial distribution of an electrostatic field potential in EIT systems. The distribution of an electric potential within an object through which a steady current flows, can be represented by the solution of Poisson’s equation, that reduces to Laplace’s equation for a source free, homogeneous medium. The numerical solution for such elliptic PDEs is based on treating the test object as a grid of discrete points or nodes and transforming these PDEs into an algebraic finite difference equations [13].

The interior nodes are represented in terms of the Laplacian difference equations. The boundary conditions must be specified in order to obtain a unique solution. There would be more linear algebraic equations depending on the number of interior nodes. However, there would be a maximum of five (5) unknowns for each node (equation). For a large sized grids, this means that a significant number of terms would be zero. This could lead to the wastage of computer memory in storing zero’s when full matrix elimination methods are used. Hence, approximation methods are used for obtaining the solutions for elliptical equations.

The numerical solution is provided by the most commonly used Gauss-Seidel method which when applied to partial differential equations, is referred to as Liebmann’s method [11]. The matrix obtained is diagonally dominant and hence would converge on to a stable solution. The iterations are repeated until the absolute values of all the percentage relative errors ($\varepsilon$) fall below a specified stopping criteria, $\varepsilon$ (usually 1%). The percentage relative errors are estimated by equation (1).
Prototype of the actual EIT system

The block diagram of the developed beamforming EIT system is shown in Fig. 1. We assume that the currents do not flow in a straight line, instead, follow a path of higher conductivity regions. Also, the contact impedance issues are not considered in the study.

A recyclable, polyethylene terephthalate (PET) circular container of around 11 cm in diameter and 16 cm in height was used for the proposed study. Eight holes at every 4.4 cm were drilled along the circumference of the container and 6 cm from the bottom of the container. The holes were tightly sealed with the Ag/AgCl electrodes and then saline water (10% NaCl) of 12 cm height was filled in the container. A standard check was carried out by measuring the contact impedances of all the electrodes, which measured 0.6 Ω. Apart from that, the electrode considerations, excitation methods and voltage measurement techniques are according to [14].

CD4067BE is a single 16-channel multiplexer/demultiplexer IC. Only 8 channels were used for the intended study. (although only one IC was sufficient, two ICs were used for the possible extension of the number of electrodes to 16 in the future). These two multiplexers are used to perform the current injection into the test tank through the electrodes. One multiplexer is used for selecting the current source while the other multiplexer would select the ground. The signal from a function generator is injected into MUX I+ while MUX I- is connected to the ground. The function generator (Kikusui Electronics Corp, model 459) is used as a current source for the EIT system. The output current is determined by the output impedance and the output voltage.

Algorithm Development

A program is developed to shift the currents according to a sequence using a multiplexer circuit. Two-electrode configuration is used where the input current is applied to a pair of electrodes, which would not measure any voltage readings. Thus, each electrode will have six analog voltages (rms values) for one cycle, as the other two readings will be zero during current injection. The program gets the sum of the individual electrode voltage readings after one complete cycle.

The Laplace equation for a circular test tank can be represented in the polar co-ordinates by equation (2), containing no free charges.

\[
\frac{\partial^2 V}{\partial r^2} + \frac{1}{r} \frac{\partial V}{\partial r} + \frac{\partial^2 V}{\partial \theta^2} = 0
\]  

(2)

where, \( r \) is the radius of the circle in centimeter and \( \theta \) is the angle between two consecutive electrodes in radians.

Fig. 3 shows the circular test tank of radius \( r_1 \) for the intended EIT study. The test tank is insulated everywhere except at the points, where the electrodes, \( V_1-V_8 \), are connected, at an angular difference of 45 degrees. Also, the conductivity is assumed to be uniform inside the test tank.
After acquiring the boundary electrode potentials, more boundary potentials are interpolated by bi-curvilinear interpolation given by equation (3), which are shown as $V_{b1}$ in Fig. 3.

$$V_{b_k}(r, \theta) = \frac{V_{b1}}{V_{1}} \times V_{1}(r, \theta_1) + \frac{V_{b2}}{V_{2}} \times V_{2}(r, \theta_2)$$

(3)

where $V_{1}V_{b1}$ and $V_{b2}V_{2}$ are arc lengths, $k = 1...8$, $r_1 = r_2$ and $\theta_1 = 22.5$ degrees while $\theta_2 = 45$ degrees.

Now for interpolating the internal nodal voltages, the circular test tank is treated as grids of discrete points as shown once again in Fig. 3. The central difference equations based on the grid scheme are given by equation (4) and equation (5).

$$\frac{\partial^2 V}{\partial r^2} = \frac{V_{i+1,j} - 2V_{i,j} + V_{i-1,j}}{\Delta r^2}$$

(4)

$$\frac{\partial^2 V}{\partial \theta^2} = \frac{V_{i,j+1} - 2V_{i,j} + V_{i,j-1}}{\Delta \theta^2}$$

(5)

The radius is taken as the first dimension while the arc length is considered instead of the angle, $\theta$, (equation (6)) as the second dimension.

$$\frac{\partial^2 V}{\partial \theta^2} = \frac{V_{i,j+1} - 2V_{i,j} + V_{i,j-1}}{\Delta \theta^2}$$

(6)

Substituting equation (4) and equation (6) in equation (2),

$$\frac{V_{i+1,j} - 2V_{i,j} + V_{i-1,j}}{\Delta r^2} - \frac{V_{i,j+1} - 2V_{i,j} + V_{i,j-1}}{\Delta \theta^2} = 0$$

(7)

Equation (7) is the Laplacian difference equation for the interior nodal voltages. Assuming, $\Delta r = \Delta \theta = h$, the matrix structure of the five-point approximation can be represented as,

$$\begin{bmatrix}
0 & 1 & 0 \\
1 & -4 & 1 \\
0 & 1 & 0
\end{bmatrix} \begin{bmatrix}
V_{i,j+1} \\
V_{i,j} \\
V_{i,j-1}
\end{bmatrix} = h^2$$

The boundary potentials must be specified in order to obtain a unique solution. Laplacian difference equations are developed for each interior nodal voltage, which result in an ‘n’, number of simultaneous equations with (n-1) unknowns ($V_{b1}$, $V_{b2}$, the central voltage is assumed as the average of the measured boundary voltages for a homogeneous saline region). For any other value(s), the electrostatic potential distribution would be misleading. The numerical solution for the above Laplacian difference equations are obtained as discussed in numerical methods section. The rate of convergence can be further accelerated using over-relaxation methods [17].

A time difference approach is used to locate the test objects. Initially, a set of voltage readings is taken of the empty saline tank as a reference frame. Later, a second set of voltage readings are taken with the test object inside the test tank. Finally, the difference of the voltage readings of the two sets is fed as the boundary voltages. After the above interpolations, the concept of narrowband beamformer is applied where all the voltage values are summed up w.r.t. a particular angle. A test object is detected as a peak in the output voltage signal. Finally, suitable weight (a multiplication factor) is chosen independent of the electrode data for the accurate representation of the test object along its radius.

The test tank is filled with saline (10% NaCl) water for better conductivity. An eight electrode EIT system is considered for the simplicity of the design. A current of 6 mA at 50 kHz is injected adjacent w.r.t. ground. In return, the raw mono-polar voltages (assuming the noise levels to be negligible in the measured data, high SNR) are measured from the remaining non-current carrying electrodes in a cyclic manner which are later summed up for successive current patterns in a single measurement cycle. The basic image reconstruction of EIDORS [18] is considered for the comparison of the reconstructed images. A test object in the form of a hollow cylindrical iron rod was used. The dimensions include 15.5 cm length and 2.5 cm diameter. The test object(s) would be placed in line with the electrodes and then in the vicinity of the electrodes.
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Results
Test objects placed in line with electrodes
When a single test rod is placed exactly in line with the electrode locations (not touching the electrodes), the conventional EIDORS gives distorted images due to contact impedance issues. On the other hand, the beamforming algorithm shows the exact location of the test object. A peak output in the beamforming represents the location of the test object as shown in Fig. 4. Hence, the beamforming algorithm is good for detection.

![Fig. 4](image)

Fig. 4: (a) = actual test object placed along the line of electrode 1, (b) = test object as located using beamforming algorithm. A thick circle represents the actual diameter of the test tank and (c) = test object as indicated by EIDORS. The circle represents the actual object while the stars indicate the contact impedance errors.

Similar results are visible as compiled in Fig. 5 for different locations of the test object with the same considerations.

![Fig. 5](image)

Fig. 5: Compiled one object test results for different locations.

Similarly, when two cylindrical test rods of same material and same dimensions were placed in the test tank, once again exactly in line with the electrode positions, EIDORS had the same contact impedance issues. While, the beamforming algorithm showed the exact locations of the test objects as seen in Fig. 6. Hence, the beamforming is good for distinguishability.

![Fig. 6](image)

Fig. 6: (a) = actual test objects placed along the line of electrode 3 and electrode 6 respectively, (b) = test objects as located using beamforming algorithm. A thick circle represents the actual diameter of the test tank and (c) = test objects as indicated by EIDORS. The circle represents the actual object while the stars indicate the contact impedance errors.

Similar results are visible as compiled in Fig. 7 for the two test objects in different locations with the same considerations.

![Fig. 7](image)

Figure 7: Compiled two object test results for different locations.

Test objects placed in the vicinity of the electrodes
However, when a test object is placed between two electrode positions, the beamforming shows a flat response running across the two electrodes instead of showing a peak in between the two electrodes as seen in Fig. 8(a). This is due...
to the similar voltage drops captured by the two electrodes when the test object is placed between them. The same condition is also visible with two test objects placed between any two electrodes as shown in Fig. 8(b).

![Fig. 8: (a) A single test object placed between electrode positions 5 and 6 (top). Two test objects placed between electrode positions 1-2 and 5-6 (bottom). (b) The beamforming algorithm gives a flat beam across electrode positions 5 and 6 (top) and a flat beam across electrode positions 1-2 and 5-6 (bottom). (c) EIDORS results for the given locations of the test objects.](image)

The problem of flat beam response can be solved by using more electrodes in order to indicate the exact location(s) of the test object(s). Even three test objects could be detected exactly by the beamforming algorithm when placed exactly along the electrode alignment. A maximum of four (4) test objects can be detected by the developed EIT system. For the test tank of 11 cm diameter with eight electrodes at every 4.4 cm along the circumference, a decent spatial resolution of 6.3 cm is achieved without a flat beam response.

However, the spatial resolution could be improved further by simply increasing the number of electrodes. For example, for the same test tank with 16 electrodes, the spatial resolution could be 3.15 cm and with 32 electrodes would be 1.575 cm and so on. But, there is a limit for increasing the number of electrodes beyond which the image resolution is no longer improved [19]. More electrodes also mean more hardware and hence more processing time. Moreover, if an EIT system uses a number of electrodes, then all the electrodes must be driven by the input currents simultaneously for better results [20].

All the test results show conductivity beam(s) when the test object(s) are placed in the vicinity of the electrodes (along the periphery). However, when placed in the middle of test tank, the beamforming (only the conductors were tested for the intended study) algorithm showed a flat beam. Moreover, there was no object detected by the system when the test objects were smaller than 1 cm in diameter. The numerical solutions discussed are limited to circular test objects. Hence, prior modeling of any other shapes is required for better images. Also, neither the shape nor the size of the test object can be known.

Therefore, there is place for improvement of the measurement system by the following ways: by decreasing the size and increasing the number of electrodes (at least up to 16), by applying the better electrode setup (e.g. four electrode configuration), in trying other current injection patterns; e.g., some current injection patterns such as opposite or polar driven pattern produce more field strength in deeper regions of the medium and in this way provide images with higher resolution, by using a central electrode for more accurate readings, by employing more advanced image reconstruction algorithms like time-difference algorithms using multi-frequency information [21] and/or deep learning beamforming algorithms [22], by employing numerical solutions which are not limited to circular objects, by considering the noise levels in the measured data due to EIT circuitry and also by considering the contact impedances issues.

All the above suggestions for improvement of the measurement system would contribute to decreasing the contact impedance, increasing the signal to noise ratio and hence increasing the spatial resolution of the EIT images. Thus, it is suggested that these would be taken into consideration for future perspectives in order to enable EIT as a common imaging modality.

**Conclusion**

Overall, the basic EIDORS reconstruction algorithm do not show the exact location of the test objects probably due to the contact impedance issues. On the other hand, results that are more accurate are visible using the beamforming technique, which can readily cope up with the electrode errors. However, the proposed narrowband beamforming method only seems to deliver acceptable results for inclusions close to the boundary test object(s).

To summarize, tomographic images, especially functional tomographic images are quantitative and come up with non-linear inverse problems. While beamforming techniques are qualitative and are free from the inverse problems. Therefore, beamforming techniques can be used to solve the inverse problems [10]. However, we have considered the inverse problem more likely as a source localization algorithm instead of as an image reconstruction algorithm. Hence, beamforming technique can be used as a secondary method that may provide complementary information about accurate positions of conductivity perturbations in present EIT systems.
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