Constrained field theories on spherically symmetric spacetimes with horizons
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Abstract

We apply the Dirac-Bergmann algorithm for the analysis of constraints to gauge theories defined on spherically symmetric black hole backgrounds. We find that the constraints for a given theory are modified on such spacetimes through the presence of additional contributions from the horizon. As a concrete example, we consider the Maxwell field on a black hole background, and determine the role of the horizon contributions on the dynamics of the theory.
I. INTRODUCTION

Black holes are perhaps the most curious objects described by physics. Their construction requires only our concepts of space and time [1], and they are completely described by only a few parameters, such as their mass, charge and spin. In this, black holes are exactly like elementary particles. Another property that black holes share with fundamental particles is our complete lack of knowledge about their internal structure, including whether any such structure exists. But the source of this ignorance appears to be different for the two kinds of objects. Elementary particles are point objects which cannot be probed further, since that would require infinite energy of the probe. A black hole on the other hand presents to the universe a closed surface of finite size, but it is impossible to observe anything about its internal structure, as no information passes from the inside of this surface to the outside, at least classically.

The startling discovery by Hawking that stationary black holes radiate like a black body with a finite surface temperature [3], following Bekenstein’s suggestion that standard laws of thermodynamics applied to a black hole provided we assume that its entropy is proportional to the surface area of its horizon [2], implies the possibility that a black hole has associated with it a very large number of microscopic states. It is natural to think that these states are in some way related to the degrees of freedom of the horizon. In the membrane paradigm, one replaces the black hole by a membrane with certain classical properties at the stretched horizon, i.e. a small distance outside the event horizon (an excellent overview is provided by the collection of articles in [4]). This is a sensible description from the perspective of an external stationary observer, who finds that particles cannot classically leave the interior of the black hole or reach the horizon from the outside in finite time.

Thus it seems that the classical or semi-classical dynamics of fields, or gravity, on a spacetime which includes a horizon, may be studied by looking at the bulk and the horizon, and completely ignoring what happens in the interior of horizon. It has been suggested that in this view it should be sufficient to consider fields on a manifold with boundary. For gravity, this approach leads to a quantum description in which an infinite set of observables are localized on the boundary [5–8]. Recently there has been a resurgence of interest in studying the behaviour of quantum fields near black hole horizons, motivated by various paradoxes and puzzles [9, 10]. The near horizon behaviour of fields have also been investigated in the
Boundary conditions on the classical fields play a crucial role in all these investigations. In most of these papers, though not in all of them, Dirichlet (or Neumann) conditions are imposed on the boundary, i.e. fields (or their derivatives) are set to vanish on the (stretched) horizon. This is a convenient choice for most calculations, but somewhat of an overkill, since the (stretched) horizon is not a physical boundary of spacetime. In particular, fields need not vanish on the horizon – only invariants constructed out of the stress energy tensor need to remain finite. For that it is sufficient for invariants made out of the physical fields to remain finite on the horizon. Gauge theories are even more special in this regard, since components of gauge fields are not physical, but defined up to gauge transformations. So strictly speaking it is not necessary to impose finiteness on components of gauge fields on the horizon.

Gauge theories are characterized by the presence of redundant degrees of freedom, which leads to the presence of constraints, usually relations among the corresponding momenta. The formalism for studying the dynamics of constrained systems was discovered by Dirac [17] and independently by Bergmann et al. [18, 19], and has been applied to numerous theories of interest over the years [20, 21]. In this paper, we will be concerned with the classical dynamics of gauge theories defined on spherically symmetric curved backgrounds, with horizons for boundaries.

While the formalism for constrained field theories set up by Dirac generalizes to curved backgrounds [22], the more general formulation in terms of shift and lapse variables was introduced by Arnowitt, Deser and Misner [23]. Apart from the gravitational field itself, the ADM decomposition has been used to determine aspects of the Maxwell field on curved backgrounds, which includes the electromagnetic self-energy problem of a point charge [24], the behaviour of the fields near the horizons of stationary black hole spacetimes [25], and its quantization [26]. Through the works of Isenberg and Nester, the ADM decomposition has been subsequently used to better understand the initial value problem of fields theories [27] and the description of derivative coupled theories [28]. While the relevance of boundary terms in the description of the gravitational field has also been considered in [29], the general formulation of constrained theories with boundaries has not been provided in these works.

Boundaries lead to the inclusion of surface terms which are essential in the formula-
tion of the action in gravity \cite{30,32} and other field theories \cite{33,38}. The generalization to cases where the boundaries are null \cite{16,39} as well as non-orthogonal \cite{40}, have also been considered in the literature. There is also much recent activity regarding the asymptotic symmetries of gauge theories and gravity \cite{41,46}, which can be formulated in terms of fields localized on the null boundary of a conformally compactified asymptotically flat spacetime \cite{47}. While surface terms in these contexts provide an important topic of investigation in its own right \cite{48}, it is not what our paper seeks to address.

We will be largely concerned in the role boundaries play in the classical and quantum descriptions of constrained field theories. There has been some consideration of these in the literature. The modifications of constraints through the presence of boundaries, close to the spirit in which we will carry out our work, has been investigated in \cite{49,50}. In \cite{51,52}, by studying the quantization of the the Chern-Simons theory on a disk, the role of boundaries on the vacuum structure of the theory has been covered in detail. While these works have made some ground in addressing how boundaries affect constraints, many questions still remain open. As far as we are aware of, there appears to be no general prescription on how boundaries are to be considered in the case of constrained theories, and a formulation on curved backgrounds with horizons is completely lacking. The present work is an attempt to address this issue.

The organization of our paper is as follows. In Sec. \text{II} we describe the foliation which will be implemented to carry out the 3+1 decomposition of the spherically symmetric spacetime, as well as the form of the matter action defined on it. In Sec. \text{III} we consider the specific example of Maxwell’s electrodynamics as a constrained theory, for which the concrete manifestation of horizons in the description of the dynamics of the fields are pointed out as they arise. Finally, in Sec. \text{IV} we discuss some unexpected results and possible applications of our findings.

\section{GENERAL ALGORITHM}

We will work on a static, spherically symmetric spacetime endowed with at least one horizon. In other words, we assume that there is a timelike Killing vector field $\xi^a$ with norm
given by $\xi^a\xi_a = -\lambda^2$, satisfying

$$\xi_a \nabla_b \xi_c = 0.$$  \hspace{1cm} (2.1)

The horizon is defined by $\xi^a$ becoming null, $\lambda = 0$. It follows that there is a spacelike hypersurface $\Sigma$ which is everywhere orthogonal to $\xi^a$. The situation we have in mind is that of fields living on the background of a static black hole. For an asymptotically flat or anti-de Sitter space, $\Sigma$ is the region ‘outside the horizon’, while for a positive cosmological constant, we may have a static de Sitter black hole spacetime, in which case $\Sigma$ is the region ‘between the horizons’.

The induced metric on $\Sigma$ is given by

$$h_{ab} = g_{ab} + \lambda^{-2} \xi_a \xi_b,$$  \hspace{1cm} (2.2)

leading to the following expression for the determinant of spacetime metric

$$\sqrt{-g} = \lambda \sqrt{h}.$$  \hspace{1cm} (2.3)

The action functional for $N$ fields $\Phi^A$, $A = 1, \cdots, N$, is given by the time integral of the Lagrangian $L$, or equivalently the integral of the Lagrangian density $L$ over the four volume,

$$S[\Phi_A] = \int dt L = \int dt \int_\Sigma \lambda dV_x \ L(\Phi_A(x), \nabla_a \Phi_A(x)),$$  \hspace{1cm} (2.4)

where $dV_x$ is the volume element on $\Sigma$, and $L(\Phi_A(x), \nabla_a \Phi_A(x))$ is the Lagrangian density. The Lagrangian density can be written in terms of the ‘spatial’ and ‘temporal’ derivatives of the fields,

$$L \equiv L(\Phi_A(x), \mathcal{D}_a \Phi_A(x), \dot{\Phi}_A(x)),$$  \hspace{1cm} (2.5)

where $\mathcal{D}_a \Phi_A = h^b_a \nabla_b \Phi_A$ are the $\Sigma$-projected derivatives of the fields $\Phi_A$, and $\dot{\Phi}_A$ are their time derivatives, defined as their Lie derivatives with respect to $\xi$,

$$\dot{\Phi}_A := L_\xi \Phi_A.$$  \hspace{1cm} (2.6)

The momenta $\Pi^A$ canonically conjugate to the fields $\Phi_A$ are defined as

$$\Pi^A = \frac{\delta L}{\delta \dot{\Phi}_A} = -\lambda^{-1} \xi_a \frac{\partial L}{\partial (\nabla_a \Phi_A)},$$  \hspace{1cm} (2.7)
where the functional derivative in this definition is taken on the hypersurface \( \Sigma \), i.e. it is an ‘equal-time’ functional derivative, defined as

\[
\frac{\delta \Phi_A(\vec{x}, t)}{\delta \Phi_B(\vec{y}, t)} = \delta^B_A \delta(x, y) = \frac{\delta \Phi_A(\vec{x}, t)}{\delta \Phi_B(\vec{y}, t)}.
\]

(2.8)

The \( \delta(x, y) \) in Eq. (2.8) is the three-dimensional covariant delta function defined on \( \Sigma \),

\[
\int_\Sigma dV y \delta(x, y) f(\vec{y}, t) = f(\vec{x}, t).
\]

(2.9)

Given a Lagrangian \( L \) we can construct the canonical Hamiltonian through the Legendre transform

\[
H_C = \int dV_x (\Pi^A \dot{\Phi}_A) - L.
\]

(2.10)

Dynamics in the Hamiltonian formalism is determined using the Poisson bracket, which for two functionals \( F(\Phi_A(x), \Pi^A(x)) \) and \( G(\Phi_A(x), \Pi^A(x)) \) of the fields and their momenta is defined as

\[
[F, G]_P = \int dV z \left[ \frac{\delta F}{\delta \Phi_A(z)} \frac{\delta G}{\delta \Pi^A(z)} - \frac{\delta G}{\delta \Phi_A(z)} \frac{\delta F}{\delta \Pi^A(z)} \right].
\]

(2.11)

The canonical Poisson brackets between the fields and their momenta follows from setting \( F(x) = \Phi_A(\vec{x}, t) \) and \( G(y) = \Pi^B(\vec{y}, t) \)

\[
[F_A(\vec{x}, t), \Pi^B(\vec{y}, t)]_P = \delta^B_A \delta(x, y).
\]

(2.12)

The time evolution of any functional of the fields and momenta is determined from its Poisson bracket with the Hamiltonian

\[
\dot{F}(x) = [F(x), H_C]_P.
\]

(2.13)

The Hamiltonian, obtained by a Legendre transform from the Lagrangian, provides a complete description of the dynamics of the system only if all velocities of the theory uniquely map into momenta by Eq. (2.7). In the case of constrained theories, such a mapping is not possible due to the presence of constraints. In these theories, the Hamiltonian must be constructed by determining all the constraints of the theory via the Dirac-Bergmann algorithm. The usual Poisson brackets of these theories are modified in the presence of constraints, and as we will argue below, the constraints of the theory are modified in the presence of horizons.
III. THE MAXWELL FIELD

For the sake of concreteness, we will consider the specific example of electromagnetism as a constrained theory on spherically symmetric spacetimes with horizon(s). The action is

\[
S_{EM} = \int dV_4 \left( -\frac{1}{4} F_{ab} F_{cd} g^{ac} g^{bd} \right),
\]

(3.1)

where \( dV_4 = \lambda dV_x \) is the four dimensional volume form on the manifold \( \Sigma \times \mathbb{R} \), and \( F_{ab} = 2\partial_{[a} A_{b]} \). Defining \( e_a = -\lambda^{-1} \xi^c F_{cd} \) and \( f_{ab} = F_{cd} h^c_a h^d_b \), we can rewrite this action as

\[
S_{EM} = - \int dt \int \Sigma dV_x \lambda \frac{1}{4} \left[ f_{ab} f^{ab} - 2 e_a e^a \right],
\]

(3.2)

Recalling Eq. (2.6), we write

\[
\dot{A}_b \equiv \mathcal{L}_\xi A_b = \xi^a \nabla_a A_b + A_a \nabla_a \xi^a = \xi^a F_{ab} + \nabla_a (A_b \xi^b),
\]

(3.3)

and defining \( \phi = A_a \xi^a \), we have for the projection \( a_b \),

\[
\dot{a}_b = -\lambda e_b + D_b \phi.
\]

(3.4)

Since the velocity term \( \mathcal{L}_\xi \phi \) does not appear in the electromagnetic Lagrangian Eq. (3.2), it implies that the momentum conjugate to \( \phi \) vanishes,

\[
\frac{\partial L_{EM}}{\partial \dot{\phi}} = \pi^\phi = 0,
\]

(3.5)

thus producing the only constraint following from the Lagrangian. The momenta corresponding to the \( a_b \) are given by

\[
\pi^b = \frac{\partial L_{EM}}{\partial \dot{a}_b} = -e^b.
\]

(3.6)

The canonical Hamiltonian is then

\[
H_C = \int_{\Sigma} dV_x \left( \pi^b \dot{a}_b \right) - L
= \int_{\Sigma} dV_x \left[ \lambda \left( \frac{1}{2} \pi^b \pi_b + \frac{1}{4} f_{ab} f^{ab} \right) + \pi^b D_b \phi \right].
\]

(3.7)
The constraint of Eq. (3.5) is now added to this and a new Hamiltonian is defined,

\[ H_0 = \int_\Sigma dV_x \left[ \lambda \left( \frac{1}{2} \pi^b \pi_b + \frac{1}{4} f_{ab} f^{ab} \right) + \pi^b \mathcal{D}_b \phi + v_\phi \pi^\phi \right], \quad (3.8) \]

where \( v_\phi \) is an undetermined multiplier. The canonical Poisson brackets of Eq. (2.12) are in this case

\[
\left[ \phi(x), \pi^\phi(y) \right]_P = \delta(x, y) \quad \left[ a_a(x), \pi^b(y) \right]_P = \delta_a^b \delta(x, y). \quad (3.9)
\]

A. The Dirac-Bergmann algorithm

We will now apply the Dirac-Bergman algorithm to determine all the constraints of the theory and construct the unconstrained Hamiltonian. For that, we need to check that the constraint is obeyed at all times, or in other words, \( \dot{\pi} \approx 0 \). The Poisson bracket between \( \pi^\phi \) and the Hamiltonian is calculated with the help of a smearing function \( \epsilon \) as follows,

\[
\int_\Sigma dV_y \epsilon(y) \dot{\pi}^\phi(y) = \int_\Sigma dV_y \epsilon(y) \left[ \pi^\phi(y), H_0 \right]_P
\]

\[
= \int_\Sigma dV_y \epsilon(y) \left[ \pi^\phi(y), \int_\Sigma dV_x \pi^b(x) \mathcal{D}_b^x \phi(x) \right]_P
\]

\[
= -\oint_{\partial \Sigma} da_y \epsilon(y) n^a_b \pi^b(y) + \int_\Sigma dV_y \epsilon(y) \left( \mathcal{D}_b^y \pi^b(y) \right). \quad (3.10)
\]

Here we have used the canonical Poisson brackets given in Eq. (3.9) and an integration by parts. The smearing function \( \epsilon \) is assumed to be well behaved, but we make no further assumption regarding its properties. In particular we do not assume that \( \epsilon \) vanishes on the horizon (or horizons, if \( \Sigma \) is the region between the horizons in a de Sitter black hole spacetime).

The surface integral is finite, since using Schwarz inequality we get

\[
|n_b \pi^b| \leq \sqrt{|n_b n^b| |\pi_b \pi^b|}. \quad (3.11)
\]

In this, \( n_b n^b = 1 \) by definition since \( n \) is the ‘unit normal’ to the horizon, and \( \pi_b \pi^b = e_b e^b \) appears in the energy momentum tensor (more precisely in invariant scalars such as \( T^{ab} T_{ab} \)).
and therefore may not diverge at the horizon. So the integral over \( \partial \Sigma \) is finite and in general different from zero. Thus the boundary integral is finite at the horizon and we have a non-vanishing contribution from \( \partial \Sigma \), which was one of the things we wanted to show.

We note that since the smearing function \( \epsilon \) is present in the integrand, specific assumptions about the class of allowed smearing functions may be required to produce physically sensible results. For the Maxwell case, the assumption that \( \epsilon \) is regular at the horizon (with no dependence on \( \lambda \)) is sufficient.

The right hand side of Eq. (3.10), comprising of a bulk and a surface term, must vanish weakly, giving a constraint. Since we are working on a spherically symmetric background, we can use a radial delta function to convert the surface integral to a volume integral,

\[
\oint_{\partial \Sigma} da_y K(y) = \int dV_y \lambda(y) K(y) \delta(r(y) - r_H),
\]

(3.12)

where \( K \) is any well-behaved function, \( r_H \) is the radius of the sphere corresponding to \( \partial \Sigma \), \( \delta \) is the usual Dirac delta, defined by \( \int dr \delta(r - R)f(r) = f(R) \) for any well-behaved function \( f(r) \), and we have assumed that \( h^{rr} = \lambda \) for the spherically symmetric metrics that we consider. (This is solely for notational convenience, and \( h^{rr} \) should replace \( \lambda \) in this formula if there is any confusion.) If we have a de Sitter black hole spacetime, we will need to consider a sum over two spheres, corresponding to inner and outer horizons. Thus we can rewrite the last equality in Eq. (3.10) as

\[
\int dV_y \epsilon(y) \hat{\pi}^b(y) = \int dV_y \epsilon(y) \left[ -\lambda(y) n^b_y \pi^b(y) \delta(r(y) - r_H) + \mathcal{D}^y_b \pi^b(y) \right],
\]

(3.13)

which produces the constraint

\[
\Omega_2 = -\lambda n^b \pi^b \delta(r - r_H) + \mathcal{D}^b \pi^b \approx 0.
\]

(3.14)

We now need to check if there are any further constraints resulting from \( \Omega_2 \approx 0 \). We first include the new constraint with a multiplier into the existing Hamiltonian given in Eq. (3.8), which gives us

\[
H_T = H_0 + \int dV_y v_1 \left[ \mathcal{D}^b \pi^b - \lambda n^b \pi^b \delta(r - r_H) \right],
\]

(3.15)
and consider the time evolution to be governed by this Hamiltonian,

\[ \int_{\Sigma} dV_y \epsilon(y) \dot{\Omega}_2(y) = \int_{\Sigma} dV_y \epsilon(y) [\Omega_2(y), H_T]_P \]

\[ = - \int_{\Sigma} dV_y D_b^y (\epsilon(y)) \int_{\Sigma} dV_x \left[ \pi^b(y), D^x_{a_c} \delta(x, y) \right] f^{ac}(x) \]

\[ = \int_{\Sigma} dV_y D_b^y (\epsilon(y)) \int_{\Sigma} dV_x D^x_a (\delta(x, y)) f^{ab}(x) \]

\[ = \int_{\Sigma} \left( \int_{\Sigma} dV_y D_b^y (\epsilon(y)) \delta(x, y) \right) f^{ab}(x) \]

\[ = \int_{\Sigma} dV_y D_b^y D^y_a \epsilon(y) f^{ab}(y) \]

\[ = 0. \]  

(3.16)

The last equality follows from the antisymmetry of \( f^{ac} \) in its indices, and we have used the fact that \( D \) is torsion-free. Since these constraints commute with one another, they are also first class. Thus the full Hamiltonian is the \( H_T \) defined earlier,

\[ H_T = \int_{\Sigma} dV_x \left[ \lambda \left( \frac{1}{4} f_{ab} f^{ab} + \frac{1}{2} \pi_a \pi^a \right) + v_1 (D_b \pi^b - \lambda n_b \pi^b \delta(r - r_H)) + \pi^b D_b \phi + v_\phi \pi^\phi \right] \]

(3.17)

The multipliers \( v_1 \) and \( v_\phi \) may be determined by examining the equations of motion. The evolution of \( \phi \) is given by

\[ \int_{\Sigma} dV_y \epsilon(y) \dot{\phi}(y) = \int_{\Sigma} dV_y \epsilon(y) [\phi(y), H_T]_P \]

\[ = \int_{\Sigma} dV_y \epsilon(y) \int_{\Sigma} dV_x v_\phi(x) [\phi(y), \pi^\phi(x)]_P \]

\[ = \int_{\Sigma} dV_y \epsilon(y) v_\phi(y) , \]  

(3.18)

which tells us that we can set \( \dot{\phi} = v_\phi \). The evolution of \( a_b \) can also be determined in the
same manner,
\[
\int_{\Sigma} dV_y \epsilon(y) \dot{a}_b(y) = \int_{\Sigma} dV_y \left[ \epsilon(y)a_b(y), H_T \right]_P
\]
\[
= \int_{\Sigma} dV_y \epsilon(y) \int_{\Sigma} dV_x \left[ a_b(y), \pi^c(x) \right]_P (\lambda(x)\pi_c(x) + D_c^x \phi(x) - D_c^x v_1(x))
\]
\[
= \int_{\Sigma} dV_y \epsilon(y) \left[ \lambda(y)\pi_b(y) + D_y^b \phi(y) - D_y^b v_1(y) \right]. \quad (3.19)
\]
Comparing this with Eq. (3.4), we deduce that we can set \(D_y^b v_1 = 0\). There may be many ways in which this condition could be satisfied, but for simplicity, we will simply assume that \(v_1 = 0\). Then Eq. (3.19) produces
\[
\dot{a}_b = \lambda\pi_b + D_y^b \phi, \quad (3.20)
\]
and we thus find that the total Hamiltonian takes the form
\[
H_T = \int_{\Sigma} dV_x \left[ \lambda \left( \frac{1}{4} f_{ab} f^{ab} + \frac{1}{2} \pi_a \pi^a \right) + \pi^b D_y^b \phi + \dot{\phi} \pi^\phi \right]. \quad (3.21)
\]

**B. Gauge transformations and Gauge fixing**

We have found two constraints, both first class, which depend on the momenta in the theory. These on account of being first class will generate gauge transformations, i.e. they transform the fields while not transforming the Hamiltonian (or the Lagrangian).

For the constraint \(\Omega_1 = \pi^\phi\), the only non-vanishing Poisson Bracket with the fields is
\[
\delta_1 \phi(y) = \left[ \phi(y), \int_{\Sigma} dV_x \epsilon_1(x)\pi^\phi(x) \right]_P
\]
\[
= \epsilon_1(y). \quad (3.22)
\]
For the other first class constraint \(\Omega_2\) of the theory, we have the following non-vanishing Poisson bracket with the fields
\[
\delta_2 a_b(y) = \left[ a_b(y), \int_{\Sigma} dV_x \epsilon_2(x) \left( D_c^x \pi^c(x) - \lambda(x)n_c^x \pi^c(x) \delta(r(x) - r_H) \right) \right]_P
\]
\[
= \left[ a_b(y), \int_{\Sigma} dV_x \pi^c(x) D_c^x \epsilon_2(x) \right]_P
\]
\[
= D_y^b \epsilon_2(y). \quad (3.23)
\]
These transformations can be identified with the usual gauge transformations $A_\mu \to A_\mu + \partial_\mu \psi$ if we write $\epsilon_2(y) = \psi$ and $\epsilon_1(y) = \mathcal{L}_\xi \psi$. This can be seen by simply projecting the gauge transformation one finds from the Lagrangian

$$A_a(x) + \nabla_a^\tau \psi(x) = \delta_a^b (A_b(x) + \nabla_b^\tau \psi(x)) = a_a + \mathcal{D}_a^\tau \psi(x) - \lambda^{-2}(x)\xi_a (\phi(x) + \mathcal{L}_\xi \psi(x)) . \quad (3.24)$$

We note that the gauge transformations for this background are the same as in the absence of horizons. The boundary terms which arise in the constraints are such that the gauge transformations remain unaltered.

To proceed further, we take the approach of converting the gauge constraints into second class ones by fixing the gauge. Let us choose a ‘radiation-like’ gauge, in which the gauge-fixing condition or constraint is analogous to the usual radiation gauge, with an additional boundary contribution motivated by the surface term in Eq. (3.14). This choice considers how the horizon could affect the dynamics of the theory, which was our original motivation for this work. Thus we now have a total of four constraints given by

$$\Omega_1 = \pi^\phi$$
$$\Omega_2 = \mathcal{D}_a \pi^a - \lambda n_a \pi^a \delta(r - r_H)$$
$$\Omega_3 = \phi$$
$$\Omega_4 = \mathcal{D}^b a_b - \lambda n^b a_b \delta(r - r_H) . \quad (3.25)$$

We note that $a_b$ is not a physical observable since it changes under a gauge transformation. In particular, the near horizon behaviour of the coefficient of the $\delta$-function in the last term of the gauge-fixing constraint $\Omega_4$ cannot be fixed from any physical consideration. The Poisson brackets of these constraints are easily calculated,

$$[\Omega_1(x), \Omega_3(y)]_P = -\delta(x, y) ,$$
$$[\Omega_2(x), \Omega_4(y)]_P = \mathcal{D}_a \mathcal{D}^a \delta(x, y) , \quad (3.26)$$

with all other Poisson brackets vanishing. The first Poisson bracket in Eq. (3.26) follows
directly from the canonical relations. The second Poisson bracket gives
\[
\left[ \int dV_x \eta(x) \Omega_2(x), \int dV_y \epsilon(y) \Omega_4(y) \right]_P
= \left[ \int dV_x (\mathcal{D}_a^x \eta(x)) \pi^a(x), \int dV_y (\mathcal{D}_b^y \epsilon(y)) a_b(y) \right]_P
= -\int dV_y (\mathcal{D}_a^y \eta(y)) (\mathcal{D}_b^y \epsilon(y))
= -\int d\sigma y \epsilon(y) n^a_y (\mathcal{D}_a^y \eta(y)) + \int dV_y \epsilon(y) \mathcal{D}_a^y \mathcal{D}_b^y \eta(y),
\]
where we have used integration by parts in deriving the equalities. The surface integral in the last equality of Eq. (3.27) vanishes, which can be seen by using Schwarz's inequality
\[
|h^a \eta|_2 \leq |n^a \eta| \left| h^{ab} (D_a \eta) (D_b \eta) \right| = h^{ab} (D_a \eta) (D_b \eta).
\]
The smearing function and its derivatives are regular on the horizon, while \( h^{rr} \sim \lambda^2 \) on spherically symmetric backgrounds. Hence the surface integral in the last equality of Eq. (3.27) vanishes, and only the volume term contributes. Thus the Poisson brackets between the constraints are those given in Eq. (3.26). The matrix of the Poisson brackets between these constraints have a non-vanishing determinant and is invertible. This matrix, \( C_{\alpha \beta}(x, y) = [\Omega_\alpha(x), \Omega_\beta(y)]_P \), is given by
\[
C(x, y) = \begin{pmatrix}
0 & 0 & -\delta(x, y) & 0 \\
0 & 0 & 0 & \mathcal{D}_a \mathcal{D}^a \delta(x, y) \\
-\delta(x, y) & 0 & 0 & 0 \\
0 & -\mathcal{D}_a \mathcal{D}^a \delta(x, y) & 0 & 0
\end{pmatrix}.
\]
The Dirac bracket for any two dynamical entities \( F \) and \( G \) (which may be functions on the phase space, or functionals, the duals of functions) is defined as
\[
[F, G]_D = [F, G]_P - \int dV_w \int dV_z [F, \Omega_\alpha(w)]_P C^{-1}_{\alpha \beta}(w, z) [\Omega_\beta(z), G]_P.
\]
Thus we need to find the inverse of the operator \( \mathcal{D}_a \mathcal{D}^a \). Let us formally write the inverse as \( \tilde{G}(x, y) \), i.e.
\[
\mathcal{D}_a \mathcal{D}^a \tilde{G}(x, y) = \delta(x, y).
\]
This \( \tilde{G}(x, y) \) is the Green’s function for the spatial Laplacian operator \( \mathcal{D}_a \mathcal{D}^a \), but not of the wave operator, which is the spacetime Laplacian. With the help of this, the inverse matrix \( C^{-1}_{\alpha \beta}(x, y) \) can be written as
\[ C^{-1}(x,y) = \begin{pmatrix} 0 & 0 & \delta(x,y) & 0 \\ 0 & 0 & 0 & -\tilde{G}(x,y) \\ -\delta(x,y) & 0 & 0 & 0 \\ 0 & \tilde{G}(x,y) & 0 & 0 \end{pmatrix}. \]  

(3.32)

We can now substitute Eq. (3.32) in Eq. (3.30) to find the following Dirac brackets for the fields,

\[ [a_a(x), \pi^b(y)]_D = \delta(x,y)\delta^b_a - D^x_a D^b_x \tilde{G}(x,y), \]  

(3.33)

all other Dirac brackets being zero.

We could choose to fix the gauge so that the resulting Dirac brackets would involve the (static) Green’s function for the spacetime Laplacian. The corresponding gauge-fixing constraints are

\[ \Omega_3 = \phi, \]
\[ \Omega_4 = D^b(\lambda a_b). \]  

(3.34)

In this gauge the Dirac brackets are given by

\[ [a_a(x), \pi^b(y)]_D = \delta(x,y)\delta^b_a - D^x_a (\lambda(x)D^b_x G(x,y)), \]  

(3.35)

all other Dirac brackets being zero. Here \( G(x,y) \) is the time-independent Green’s function for the spacetime Laplacian,

\[ D^x_a (\lambda(x)D^b_x G(x,y)) = \delta(x,y). \]  

(3.36)

Although the choice of gauge-fixing functions determine the form of Dirac brackets, we know that physical observables and measurable quantities must be independent of that choice. However, the choice of Green’s function is determined by the boundary conditions we wish to impose on the fields at the horizon. We have mentioned earlier that the horizon is not a boundary of the spacetime, in particular it is not necessary to impose boundary conditions which force the respective fields to vanish on the horizon, or even remain finite on the horizon if we are considering gauge fields. We expect that the utility of our choice of gauge-fixing in Eq. (3.25) could lie in its allowance for more general boundary conditions for gauge fields at the horizon, and in its ability to describe the dynamics of fields at the
horizon. We will leave a detailed investigation for later work, but discuss one interesting result, as well as some open questions, in the next section.

We note in passing that explicit forms of both kinds of Green’s functions considered in this section are known for the Schwarzschild black hole as well as for the static de Sitter backgrounds [56–64].

IV. DISCUSSION

In this work, we have argued that horizons affect the constraints of gauge theories, and will in turn affect their dynamics in ways that spatial boundaries cannot. In the previous section, we demonstrated that the Gauss law constraint of the Maxwell field receives a surface contribution on spherically symmetric backgrounds with horizons. This however will not typically happen for backgrounds with spatial boundaries. While the behaviour of gauge fields at spatial boundaries cannot be determined by physical considerations alone, they must nevertheless be continuous across them. When surface terms occur, they are present on either side of the spatial boundary and cancel out. When the boundary corresponds to the physical end of the manifold, regularity of the fields require that they vanish there. The surface terms of the previous section exist because the horizon hides the ‘other’ side of the horizon from observations. The only requirement are that physical fields, more precisely gauge-invariant (and local Lorentz-invariant) scalars constructed out of the fields, must be finite at the horizon. Horizons thus lead to a richer set of possibilities for field theories, and in particular for gauge theories.

We have also considered the gauge fixing of the Maxwell field as a specific example to test our claim. We can get some insight into the role played by the horizon in the choice of boundary conditions by comparing the two gauge fixing constraints of Eq. (3.25) and Eq. (3.34). These gauge choices led to Dirac brackets which involve the Green’s functions for the spatial Laplacian and the spacetime Laplacian, respectively. The difference in the actions of the two Laplacian operators on a time-independent scalar field $F$ is seen in the following identity,

$$\nabla_a \nabla^a F - D_a D^a F = (\lambda^{-1} D^a \lambda) D_a F.$$  \hspace{1cm} (4.1)

When $\lambda = \lambda(r)$, as is the case for spherically symmetric backgrounds, the limit of Eq. (4.1)
as \( r \to r_H \) is

\[
[\nabla_a \nabla^a F - D_a D^a F]_{r=r_H} = \kappa_H (\partial_r F)_{r=r_H}.
\] (4.2)

Thus the action of the spacetime and spatial Laplacians differ at the horizon by a term which depends on the surface gravity \( \kappa_H \) of the background. Eq. (4.2) also indicates how boundary conditions affect the behaviour of the operators on the left hand side. For instance, the operators disagree on the horizon when either Dirichlet or Robin boundary conditions are assumed. This suggests that the eigenvalues, and thus the description of the horizon states may be different for the two gauge choices, however that is an investigation we leave for another occasion.

The modified Gauss law constraint in Eq. (3.14) has further implications on the quantization of this theory, including horizon states and the charge. By integrating this constraint over a bounded volume whose radius is greater than the event horizon of the black hole (and less than the cosmological horizon, should it exist), we can derive the expression for the charge contained within it. In considering the Reissner-Nordström solution for simplicity, the electric field given in Eq. (3.4) reduces to \( \lambda \pi_b = -D_b \phi \). Integrating up to a spatial boundary of radius \( r_B \), where \( r_B > r_H \), we have

\[
Q = \int_{\Sigma_B} \Omega_2 = - \oint_{\partial \Sigma} \left[ r^2 \partial_r \phi(r) \right]_{r=r_H} + \oint_{\partial \Sigma} \left[ r^2 \partial_r \phi(r) \right]_{r=r_B}.
\] (4.3)

In Eq. (4.3), ‘\( \Sigma_B \)’ indicates that the volume integral on the hypersurface is evaluated from the horizon up to a sphere of constant radius \( r_B \). The usual spherically symmetric solution, \( \phi = \frac{Q}{4\pi r} \), satisfies this equation. A crucial difference occurs if the above integral is performed \textit{exactly} at the black hole horizon, in which case we have

\[
Q_H = \int_{\Sigma_H} \left[ D_a \pi^a - \lambda n_a \pi^a \delta(r-r_H) \right] = 0 .
\] (4.4)

Note that Eq. (4.4) is the charge at the horizon(s) and holds regardless of the solution for the charge outside the horizon. Equations (4.3) and (4.4) suggests that the horizon may be
viewed as a dipole layer, with the charge on one side of the horizon being screened from observation. For an observer outside the horizon, the black hole is a charged body which follows from the bulk contribution to the constraint. When the observer is at the horizon, the cancellation of “positive” and “negative” charges leads to the result in Eq. (4.4).

The constraint in Eq. (3.14) will also necessarily affect the quantization of the Maxwell field on such backgrounds. Quantization of gauge fields is most effectively carried out within the BRST formalism, where the first class constraints of the theory and the inclusion of additional ghost fields leads to the construction of the BRST charge operator. Within the Hamiltonian BRST formalism, this operator leads to the derivation of the gauge fixing and ghost actions at tree level, both of which are BRST invariant [21, 65]. On backgrounds with boundaries, the requirement of BRST invariance imposes certain restrictions on the allowed boundary values of the fields involved. Such considerations have been made on curved backgrounds with spatial boundaries in [67–70], and more recently in [71–73] in relation to edge state entanglement entropy calculations. These investigations however did not consider the modification of the Gauss law constraint. That the constraint derived in Eq. (3.14) does contain a non-vanishing contribution at the horizon should lead to the derivation of “horizon terms” for the action, which are guaranteed to be BRST invariant. Further, it is clear that when Eq. (3.14) is imposed as an operator on physical states, it will relate the bulk and horizon states in a non-trivial way. To our knowledge, such considerations have not been made in the literature, and could be particularly relevant in describing the behaviour of horizon states of gauge fields.

To summarize, we have presented a covariant formalism for describing constrained field theories in the presence of an event horizon of spherically symmetric black hole spacetimes, which are either asymptotically flat or have an outer cosmological horizon. In the process we also determined that the presence of horizons lead to non-trivial surface contributions to the constraints in general, and demonstrated this explicitly in the Maxwell case. We have argued that surface contributions to the constraints will modify both the quantization of these theories and the description of states at the horizon. We leave further investigation of these topics to future work.
Acknowledgments

KF thanks Steve Carlip, Daniel Kabat, Aruna Kesavan, George Paily and Robert Wald for stimulating discussions.

[1] S. Chandrasekhar, “The mathematical theory of black holes,” OXFORD, UK: CLARENDON (1985) 646 P.
[2] J. D. Bekenstein, “Black holes and entropy,” Phys. Rev. D 7, 2333 (1973). doi:10.1103/PhysRevD.7.2333
[3] S. W. Hawking, “Particle Creation by Black Holes,” Commun. Math. Phys. 43, 199 (1975) Erratum: [Commun. Math. Phys. 46, 206 (1976)]. doi:10.1007/BF02345020
[4] K. S. Thorne, R. H. Price and D. A. Macdonald, NEW HAVEN, USA: YALE UNIV. PR. (1986) 367p
[5] A. P. Balachandran, L. Chandar and A. Momen, “Edge states in gravity and black hole physics,” Nucl. Phys. B 461, 581 (1996) doi:10.1016/0550-3213(95)00622-2 [gr-qc/9412019].
[6] A. P. Balachandran, L. Chandar and A. Momen, “Edge states in canonical gravity,” gr-qc/9506006.
[7] S. Carlip, “Black hole entropy from conformal field theory in any dimension,” Phys. Rev. Lett. 82, 2828 (1999) doi:10.1103/PhysRevLett.82.2828 [hep-th/9812013].
[8] S. Carlip, “Entropy from conformal field theory at Killing horizons,” Class. Quant. Grav. 16, 3327 (1999) doi:10.1088/0264-9381/16/10/322 [gr-qc/9906126].
[9] A. Almheiri, D. Marolf, J. Polchinski and J. Sully, “Black Holes: Complementarity or Firewalls?,” JHEP 1302, 062 (2013) doi:10.1007/JHEP02(2013)062 [arXiv:1207.3123 [hep-th]].
[10] S. L. Braunstein, S. Pirandola and K. Yyczkowski, “Better Late than Never: Information Retrieval from Black Holes,” Phys. Rev. Lett. 110, no. 10, 101301 (2013) doi:10.1103/PhysRevLett.110.101301 [arXiv:0907.1190 [quant-ph]].
[11] A. Ashtekar, C. Beetle and S. Fairhurst, “Isolated horizons: A Generalization of black hole mechanics,” Class. Quant. Grav. 16, L1 (1999) doi:10.1088/0264-9381/16/2/027 [gr-qc/9812065].
[12] A. Ashtekar, C. Beetle and S. Fairhurst, “Mechanics of isolated horizons,” Class. Quant. Grav. 17, 253 (2000) doi:10.1088/0264-9381/17/2/301 [gr-qc/9907068].
[13] A. Ashtekar, C. Beetle, O. Dreyer, S. Fairhurst, B. Krishnan, J. Lewandowski and J. Wisniewski, “Isolated horizons and their applications,” Phys. Rev. Lett. 85, 3564 (2000) doi:10.1103/PhysRevLett.85.3564 [gr-qc/0006006].

[14] A. Ashtekar, C. Beetle and J. Lewandowski, “Mechanics of rotating isolated horizons,” Phys. Rev. D 64, 044016 (2001) doi:10.1103/PhysRevD.64.044016 [gr-qc/0103026].

[15] I. S. N. Booth, “A Quasilocal Hamiltonian for gravity with classical and quantum applications,” Ph.D. Thesis, gr-qc/0008030.

[16] I. S. Booth, “Metric based Hamiltonians, null boundaries, and isolated horizons,” Class. Quant. Grav. 18, 4239 (2001) doi:10.1088/0264-9381/18/20/305 [gr-qc/0105009].

[17] P. A. M. Dirac, “Generalized Hamiltonian dynamics,” Can. J. Math. 2, 129 (1950). doi:10.4153/CJM-1950-012-1

[18] P. G. Bergmann, “Non-Linear Field Theories,” Phys. Rev. 75, 680 (1949). doi:10.1103/PhysRev.75.680

[19] J. L. Anderson and P. G. Bergmann, “Constraints in covariant field theories,” Phys. Rev. 83, 1018 (1951). doi:10.1103/PhysRev.83.1018

[20] P. A. M. Dirac, “Lectures on Quantum Mechanics”, Yeshiva University, New York, 1964.

[21] M. Henneaux and C. Teitelboim, “Quantization of gauge systems,” Princeton, USA: Univ. Pr. (1992) 520 p

[22] P. A. M. Dirac, “The Hamiltonian form of field dynamics,” Can. J. Math. 3, 1 (1951). doi:10.4153/CJM-1951-001-2

[23] R. L. Arnowitt, S. Deser and C. W. Misner, “The Dynamics of general relativity,” Gen. Rel. Grav. 40, 1997 (2008) doi:10.1007/s10714-008-0661-1 [gr-qc/0405109].

[24] R. L. Arnowitt, S. Deser and C. W. Misner, “Gravitational-electromagnetic coupling and the classical self-energy problem,” Phys. Rev. 120, 313 (1960). doi:10.1103/PhysRev.120.313

[25] D. MacDonald and K. S. Thorne, “Black-hole electrodynamics - an absolute-space/universal-time formulation,” Mon. Not. Roy. Astron. Soc. 198, 345 (1982).

[26] R. Sorkin, “The Quantum Electromagnetic Field In Multiply Connected Space,” J. Phys. A 12, 403 (1979). doi:10.1088/0305-4470/12/3/016

[27] J. A. Isenberg and J. M. Nester, “Extension of the York Field Decomposition to General Gravitationally Coupled Fields,” Annals Phys. 108, 368 (1977). doi:10.1016/0003-4916(77)90017-3

[28] J. A. Isenberg and J. M. Nester, “The Effect of Gravitational Interaction on Classical Fields:
A Hamilton-Dirac Analysis,” Annals Phys. **107**, 56 (1977). doi:10.1016/0003-4916(77)90202-0

[29] J. Isenberg and J. Nester, “Canonical Gravity,” In Held, A.(Ed.): General Relativity and Gravitation, Vol.1, 23-97

[30] T. Regge and C. Teitelboim, “Role of Surface Integrals in the Hamiltonian Formulation of General Relativity,” Annals Phys. **88**, 286 (1974). doi:10.1016/0003-4916(74)90404-7

[31] G. W. Gibbons, S. W. Hawking and M. J. Perry, “Path Integrals and the Indefiniteness of the Gravitational Action,” Nucl. Phys. B **138**, 141 (1978). doi:10.1016/0550-3213(78)90161-X

[32] J. W. York, “Boundary Terms in the Action Principle of General Relativity” Found. Phys. **16** (3), 249 (1986).

[33] J. L. Gervais, B. Sakita and S. Wadia, “The Surface Term in Gauge Theories,” Phys. Lett. B **63**, 55 (1976). doi:10.1016/0370-2693(76)90467-6

[34] S. C. Anco and R. S. Tung, “Symplectic structure of general relativity for spatially bounded space-time regions. Part 1. Boundary conditions,” J. Math. Phys. **43**, 5531 (2002) doi:10.1063/1.1505984 [gr-qc/0109013].

[35] S. C. Anco and R. S. Tung, “Symplectic structure of general relativity for spatially bounded space-time regions. Part 2. Properties and examples,” J. Math. Phys. **43**, 3984 (2002) doi:10.1063/1.1489501 [gr-qc/0109014].

[36] J. M. Romero and J. D. Vergara, “Boundary conditions as constraints,” hep-th/0212035.

[37] J. F. Barbero G., J. Prieto and E. J. S. Villaseñor, “Hamiltonian treatment of linear field theories in the presence of boundaries: a geometric approach,” Class. Quant. Grav. **31**, 045021 (2014) doi:10.1088/0264-9381/31/4/045021 [arXiv:1306.5854 [math-ph]].

[38] G. J. Fernando Barbero, J. Margalef-Bentabol and E. J. S. Villaseor, “Hamiltonian description of the parametrized scalar field in bounded spatial regions,” Class. Quant. Grav. **33**, no. 10, 105002 (2016) doi:10.1088/0264-9381/33/10/105002 [arXiv:1507.05438 [gr-qc]].

[39] K. Parattu, S. Chakraborty, B. R. Majhi and T. Padmanabhan, “Null Surfaces: Counter-term for the Action Principle and the Characterization of the Gravitational Degrees of Freedom,” arXiv:1501.01053 [gr-qc].

[40] S. W. Hawking and C. J. Hunter, “The Gravitational Hamiltonian in the presence of nonorthogonal boundaries,” Class. Quant. Grav. **13**, 2735 (1996) doi:10.1088/0264-9381/13/10/012 [gr-qc/9603050].

[41] A. P. Balachandran and S. Vaidya, “Spontaneous Lorentz Violation in Gauge Theories,” Eur.
Phys. J. Plus 128, 118 (2013) doi:10.1140/epjp/i2013-13118-9 [arXiv:1302.3406 [hep-th]].

[42] M. Campiglia and A. Laddha, “Asymptotic symmetries and subleading soft graviton theorem,” Phys. Rev. D 90, no. 12, 124028 (2014) doi:10.1103/PhysRevD.90.124028 [arXiv:1408.2228 [hep-th]].

[43] A. Strominger, “Asymptotic Symmetries of Yang-Mills Theory,” JHEP 1407, 151 (2014) doi:10.1007/JHEP07(2014)151 [arXiv:1308.0589 [hep-th]].

[44] T. He, P. Mitra, A. P. Porfyriadis and A. Strominger, “New Symmetries of Massless QED,” JHEP 1410, 112 (2014) doi:10.1007/JHEP10(2014)112 [arXiv:1407.3789 [hep-th]].

[45] A. Strominger, “On BMS Invariance of Gravitational Scattering,” JHEP 1407, 152 (2014) doi:10.1007/JHEP07(2014)152 [arXiv:1312.2229 [hep-th]].

[46] T. He, V. Lysov, P. Mitra and A. Strominger, “BMS supertranslations and Weinberg’s soft graviton theorem,” JHEP 1505, 151 (2015) doi:10.1007/JHEP05(2015)151 [arXiv:1401.7026 [hep-th]].

[47] A. Mohd, “A note on asymptotic symmetries and soft-photon theorem,” JHEP 1502, 060 (2015) doi:10.1007/JHEP02(2015)060 [arXiv:1412.5365 [hep-th]].

[48] W. Donnelly and L. Freidel, “Local subsystems in gauge theory and gravity,” arXiv:1601.04744 [hep-th].

[49] M. M. Sheikh-Jabbari and A. Shirzad, “Boundary conditions as Dirac constraints,” Eur. Phys. J. C 19, 383 (2001) doi:10.1007/s100520100590 [hep-th/9907055].

[50] M. Zabzine, “Hamiltonian systems with boundaries,” JHEP 0010, 042 (2000) doi:10.1088/1126-6708/2000/10/042 [hep-th/0005142].

[51] A. P. Balachandran, L. Chandar, E. Ercolessi, T. R. Govindarajan and R. Shankar, “Maxwell-Chern-Simons electrodynamics on a disk,” Int. J. Mod. Phys. A 9, 3417 (1994). doi:10.1142/S0217751X94001357

[52] A. P. Balachandran and P. Teotonio-Sobrinho, “The Edge states of the BF system and the London equations,” Int. J. Mod. Phys. A 8, 723 (1993) doi:10.1142/S0217751X9300028X [hep-th/9205116].

[53] E. Dyer and K. Hinterbichler, “Boundary Terms, Variational Principles and Higher Derivative Modified Gravity,” Phys. Rev. D 79, 024028 (2009) doi:10.1103/PhysRevD.79.024028 [arXiv:0809.4033 [gr-qc]].

[54] R. Wald, “General Relativity”, University of Chicago Press, Chicago (1984).
[55] E. Poisson, “A Relativist’s Toolkit: The Mathematics of Black Hole Mechanics (Cambridge University Press, Cambridge, UK, 2004).
[56] E. T. Copson, “On electrostatics in a gravitational field”, Proc. Roy. Soc. London A118, 184 (1928).
[57] J. M. Cohen and R. Wald, “Point charge in the vicinity of a Schwarzschild black hole”, J. Math. Phys. , 12, 1845 (1971).
[58] R. S. Hanni and R. Ruffini, “Lines of force of a point charge near a Schwarzschild black hole,” Phys. Rev. D 8, 3259 (1973). doi:10.1103/PhysRevD.8.3259
[59] B. Linet, “Electrostatics and magnetostatics in the Schwarzschild metric,” J. Phys. A 9, 1081 (1976). doi:10.1088/0305-4470/9/7/010
[60] T. S. Bunch and P. C. W. Davies, “Covariant point splitting regularization for a scalar quantum field in a Robertson-Walker universe with spatial curvature,” Proc. Roy. Soc. Lond. A 357, 381 (1977). doi:10.1098/rspa.1977.0174
[61] N. A. Chernikov and E. A. Tagirov, “Quantum theory of scalar fields in de Sitter space-time,” Annales Poincare Phys. Theor. A 9, 109 (1968).
[62] E. A. Tagirov, “Consequences of field quantization in de Sitter type cosmological models,” Annals Phys. 76, 561 (1973). doi:10.1016/0003-4916(73)90047-X
[63] J. S. Dowker, “Thermal properties of Green’s functions in Rindler, de Sitter, and Schwarzschild spaces,” Phys. Rev. D 18, 1856 (1978) doi:10.1103/PhysRevD.18.1856
[64] K. Fernandes and A. Lahiri, “The inverse spatial Laplacian of spherically symmetric space-times,” arXiv:1601.01442 [gr-qc].
[65] M. Henneaux, Phys. Rept. 126, 1 (1985). doi:10.1016/0370-1573(85)90103-6
[66] H. W. Braden, J. D. Brown, B. F. Whiting and J. W. York, Jr., Phys. Rev. D 42, 3376 (1990). doi:10.1103/PhysRevD.42.3376
[67] I. Moss and S. J. Poletti, Nucl. Phys. B 341, 155 (1990). doi:10.1016/0550-3213(90)90266-G
[68] I. Moss and S. J. Poletti, Phys. Lett. B 245, 355 (1990). doi:10.1016/0370-2693(90)90658-S
[69] I. G. Moss and P. J. Silva, Phys. Rev. D 55, 1072 (1997) doi:10.1103/PhysRevD.55.1072 [gr-qc/9610023].
[70] I. G. Moss, Phys. Rev. D 88, no. 10, 104039 (2013) doi:10.1103/PhysRevD.88.104039 [arXiv:1301.0717 [hep-th]].
[71] K. W. Huang, Phys. Rev. D 92, no. 2, 025010 (2015) doi:10.1103/PhysRevD.92.025010
[arXiv:1412.2730 [hep-th]].

[72] W. Donnelly and A. C. Wall, Phys. Rev. Lett. 114, no. 11, 111603 (2015) doi:10.1103/PhysRevLett.114.111603 [arXiv:1412.1895 [hep-th]].

[73] W. Donnelly and A. C. Wall, arXiv:1506.05792 [hep-th].