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We present and develop a general dispersive framework allowing us to construct representations of the amplitudes for the processes $P\pi \to \pi\pi$, $P = K, \eta$, valid at the two-loop level in the low-energy expansion. The construction proceeds through a two-step iteration, starting from the tree-level amplitudes and their $S$ and $P$ partial-wave projections. The one-loop amplitudes are obtained for all possible configurations of pion masses. The second iteration is presented in detail in the cases where either all masses of charged and neutral pions are equal, or for the decay into three neutral pions. Issues related to analyticity properties of the amplitudes and of their lowest partial-wave projections are given particular attention. This study is introduced by a brief survey of the situation, for both experimental and theoretical aspects, of the decay modes into three pions of charged and neutral kaons and of the eta meson.

I. INTRODUCTION

Our experimental knowledge of the Dalitz-plot structures of the amplitudes for the processes $P \to \pi\pi\pi$ has substantially improved during the last decades, for $P = K^\pm$ [15], $P = K_L$ [8], or $P = \eta$ [9,18]. This situation is likely to improve further still in the future [14,20]. The sizes of the collected data samples in the case of the charged kaons, for instance, outgrow by orders of magnitude those that were available before. This general increase in statistics has prompted various theoretical studies [21,43] of these decay modes, often with an emphasis on isospin-breaking contributions. Indeed, from the theoretical point of view, these processes are interesting because they provide access to fundamental quantities. For instance, the rates for the decays $\eta \to \pi\pi\pi$, which are forbidden in the isospin limit, offer a good possibility to determine the value of the quark mass ratio

$$R = \frac{m_u - \bar{m}}{m_d - m_u},$$

(1.1)

where $m_u$, $m_d$, and $m_s$ denote the masses of the three lightest quark flavors, while $\bar{m} = (m_u + m_d)/2$. Furthermore, the processes with two neutral pions in the final state exhibit the so-called cusp effect, which contains information on the $\pi\pi$ scattering lengths in the $S$-wave. Concerning this last aspect, in particular, the decay modes $K^\pm \to \pi^\pm \pi^0 \pi^0$ and $K_L \to 3\pi^0$ have already been studied from this point of view by the NA48 [16] and KTeV [8] collaborations, respectively. The first attempts to measure the same effects in the decays of the $\eta$ meson into three neutral pions have also been reported [12].

Traditionally, the processes $P \to \pi\pi\pi$ are most of the time being analysed with a polynomial parameterization [in terms of slopes and curvatures in appropriately chosen Dalitz-plot variables] of the amplitude, and theoretical expressions have often been given in this form as well. It is clear that the study of non-analytic features of the amplitude, like a cusp, cannot be done within such a simple framework. The aim of the work presented in this article is, therefore, the construction of a model-independent form of two-loop amplitudes of the processes mentioned above that is valid up to two loops in the low-energy expansion, and that exhibits the correct unitarity parts coming from the $\pi\pi$ intermediate states. These are the only states that, up to that order, give rise to non-analytic structures in the corresponding decay amplitudes. Other two-meson intermediate states correspond to more remote thresholds for the $P\pi \to \pi\pi$ scattering amplitudes that, inside the decay region, can be quite appropriately approximated and described by a polynomial. Intermediate states with more than two mesons occur only at higher orders in the chiral expansion, and will, therefore, not be considered here. Our aim is, however, to include isospin-breaking effects induced by the mass difference between charged and neutral pions, without which no cusp would be seen in the decay distribution. Note that the effects of electromagnetic interactions other than those leading to isospin breaking in the meson masses, i.e. exchanges of virtual photons between charged states and photon emission, are not included in the construction. A more complete discussion of this aspect is given in Sec. 2.1 of Ref. 44.

1 Depending on the process, the cusp can be more or less pronounced, and therefore more or less easy to measure. A criterion allowing one to estimate the “visibility” of the cusp in the different processes mentioned above has been proposed and discussed in Ref. 30.
Our construction is adapted from the “reconstruction theorem,” first established in Ref. [45] for the case of the $\pi\pi$ amplitude in the isospin limit. The authors of Ref. [45] have shown that, up to two loops in the chiral expansion, the analytical form of the amplitude is completely fixed by general properties like relativistic invariance, unitarity, analyticity, and crossing, supplemented by chiral counting for the partial waves. Isospin symmetry was also invoked, but its role merely served to reduce the scattering amplitudes in the various channels to a single amplitude. The construction of the analytical expression of the $\pi\pi$ amplitude in this framework was then implemented explicitly in Ref. [46]. The method is, however, more general and allows for several extensions. First, it also applies to the scattering amplitudes involving other pseudo-scalar mesons [47]. Next, it generalizes in a straightforward manner to the situation without isospin symmetry, the main difference being that several independent amplitudes will be involved in order to describe the different channels [48]. Finally, it also applies to other observables, like form factors [44, 48, 49]. The present work extends the general method of the “reconstruction theorem” of Ref. [45] to the amplitudes of the scattering processes $P\pi \rightarrow \pi\pi$, $P = K^\pm, K_L, K_S, \eta$, in the threshold region. The amplitudes for the decay processes $P \rightarrow 3\pi$ are then obtained by analytic continuation below the threshold and inside the physical decay region in the Mandelstam plane.

This is the first article devoted to the presentation of the details of the construction of such analytical expressions for the decay amplitudes $P \rightarrow \pi\pi\pi$ up to two loops in the low-energy expansion. In the present article, we give the full isospin-breaking result for all the amplitudes only at the one-loop level, while at the first stage, the expressions of the two-loop amplitudes are only worked out in the limit where the masses of the neutral and charged pions are equal. This allows describing some general features of our construction in a simpler framework without having to deal, in addition, with several kinematic complications that arise only when the intermediate- and final-state pions have unequal masses. Incidentally, this is the framework that we have used in Ref. [36], devoted to the analysis of the decay of the $\eta$ meson into three pions. We also plan to update the latter analysis, taking more recent data [15, 16, 18, 19] into account, but this will be left for a separate work [50]. A rather simple extension of this framework, though, allows dealing with isospin breaking in the pion masses in the case of the decay channels into three neutral pions, which we will treat in a second stage in the present article. The results where all isospin-breaking effects due to the mass difference between neutral and charged pions are included up to two loops when the final state contains also charged pions will be discussed in a forthcoming paper [51]. We also do not address the possible violation of $CP$ invariance, for instance, in the $K \rightarrow \pi\pi\pi$ processes, although it could be straightforwardly incorporated into our framework if necessary.

The outline of this paper is then as follows. In the next section, we briefly summarize all the processes in question and list the existing studies of the last few years. Section III recalls the main aspects and content of the reconstruction theorem and introduces our notation. In Sec. IV, we write the results of the first iteration of the reconstruction theorem for the $\pi\pi$ scattering and the $P\pi \rightarrow \pi\pi$ amplitudes. Section V then gives the result of the second iteration in the limit where the charged and neutral pion masses are identical. These results are extended, for the decay modes into three neutral pions, to the situation where the difference in the pion masses is taken into account in Sec. VI. The final section is devoted to a summary and conclusions. In order not to overload the main text with too many technical issues and lengthy expressions, some of them have been gathered in four appendices.

Some aspects of this work have also been discussed in earlier preliminary reports [52–54]. A comprehensive account with more details on some of the technical aspects can also be found in Ref. [54].

II. PROCESSES IN QUESTION

Our analysis covers the following list of processes:

\begin{align}
K^\pm & \rightarrow \pi^0\pi^0\pi^\pm, \\
K^\pm & \rightarrow \pi^\pm\pi^+\pi^-, \\
K_L & \rightarrow \pi^0\pi^0\pi^0, \\
K_L & \rightarrow \pi^+\pi^-\pi^0, \\
K_S & \rightarrow \pi^+\pi^-\pi^0, \\
\eta & \rightarrow \pi^0\pi^0\pi^0, \\
\eta & \rightarrow \pi^+\pi^-\pi^0.
\end{align}

The natural framework for describing the amplitudes of these processes is three-flavor chiral perturbation theory [55], extended, in the case of kaon decays, to also include the weak non-leptonic decays [56]. At the lowest order, the corresponding amplitudes are simply first-order polynomials in the Mandelstam amplitudes. Here, as already mentioned, we will ignore $CP$-violating contributions, so that the coefficients of these lowest-order polynomials are real. The computation of higher orders meets technical complications, as well as the necessity to consider an increasing number of low-energy constants, which then need to be determined independently.

In the rest of this section, we are going to describe the present situation for the three types of processes, the decay of a charged or of a neutral $CP$-odd kaon into three pions, the similar decay modes of the $\eta$ meson, and finally the decay into three pions of a neutral $CP$-even kaon.
\(K^\pm\) and \(K_L^0\) decays into three pions

These decay amplitudes have been computed using the framework of chiral perturbation theory up to next-to-leading order (NLO) already in 1991 \[58\], at that time ignoring all the isospin-breaking effects. Explicit expressions for the one-loop amplitudes in the isospin limit have been given in Ref. \[21\]. The most comprehensive work also including isospin breaking, but still stopping at NLO only, is contained in the series of papers \[22–24\].

The interest for these processes has risen after the observation of a unitarity cusp in the event distribution with respect to the invariant mass of two neutral pions by the NA48 collaboration \[1\]. In Ref. \[26\], this cusp has been proposed as a potentially clean method allowing for the determination of the combination \(a_0 - a_2\) of \(\pi\pi\) scattering lengths. Elaborations on this idea appeared in Ref. \[28\]. Assuming a simplified analytic structure of the amplitude and using unitarity of the scattering matrix allows expressing the decay amplitude in the vicinity of the cusp as an expansion in the scattering lengths \(a_i\). In Ref. \[28\], the same assumptions are made, but in addition, the isospin symmetric NLO result of chiral perturbation theory is used as an input for the real parts of the amplitudes.

It was pointed out by the authors of Refs. \[29, 31, 37\] that the correct analytic structure of the amplitudes should be more complicated than described in Refs. \[27, 28\], and they have constructed a representation of the amplitude within the framework of non-relativistic effective field theory, based on a combined expansion in both the scattering lengths and a formal non-relativistic parameter \(\varepsilon\). This expansion is considered to remain valid over the whole decay region, although the pions emitted at the edge of the decay region are already relativistic. Finally, taking advantage of working within a Lagrangian formulation, the effects of real and virtual photons could also be accounted for \[52\] within this non-relativistic framework.

\(\eta\) decays into three pions

The decay modes \(\eta \to \pi^+\pi^-\pi^0\) and \(\eta \to \pi^0\pi^0\pi^0\) are \(\Delta I = 1\) transitions, and thus require isospin breaking. The latter is provided by two sources, electromagnetic interactions on the one hand, and the quark mass difference \(m_d - m_u\) on the other hand. As far as the former is concerned, contributions of the order \(O(e^2 E^0)\) vanish \[59, 60\], and corrections of the order \(O(e^2 m_q)\), \(q = u, d, s\) to the decay rate were found to be quite small \[61, 62\]. Thus, to a very good approximation, the amplitudes for the decay modes of the \(\eta\) meson into three pions are proportional to the isospin-breaking quark mass difference \(m_d - m_u\), e.g., \(A_{\eta \to \pi^+\pi^-\pi^0}(s, t, u) = (\sqrt{3}/4R)f(s, t, u)\), with the quark-mass ratio \(R\) already defined in \[1\].

Measuring the corresponding decay rates thus directly gives information on \(m_d - m_u\), provided one knows \(f(s, t, u)\) sufficiently well.

The amplitude \(f(s, t, u)\) has been computed in the chiral expansion, at orders \(O(E^2)\) \[64, 65\], \(O(E^4)\) \[64\], and \(O(E^6)\) \[30\]. The convergence is, however, slow, due to strong \(\pi\pi\) rescattering effects. Furthermore, the two-loop expression involves many unknown \(O(E^6)\) low-energy constants (LEC). The very long complete analytical expression of the \(O(E^6)\) amplitude has not been published, but is available as a Fortran code from the authors of Ref. \[30\]. Other approaches have, therefore, been considered in order to improve the situation. For instance, a more compact explicit representation of \(f(s, t, u)\) at NNLO can also be worked out \[55\] within the non-relativistic framework mentioned above. Notice, however, that in the center of the Dalitz plot, the momenta of the outgoing pions in the rest frame of the decaying particle, which count as order \(O(\varepsilon)\), can already represent 90% of their rest energy, which is counted as order \(O(1)\).

Alternatively, the iterative resummation of the \(\pi\pi\) rescattering effects can be handled numerically in a dispersive framework \[65, 66\]. In this second approach, one writes unitarity relations with \(\pi\pi\) intermediate states and constructs dispersion relations of the Khuri-Treiman type \[67, 68\]. The amplitude is then obtained by finding the numerically fixed-point solution of these relations. The determination of the subtraction constants arises from matching \[67, 68\] with the NLO results of chiral perturbation theory. A more recent analysis \[10\] within this framework uses instead information from the chiral perturbation theory calculation at NNLO of Ref. \[30\].

All these studies, but the one of Ref. \[35\], address the description of the amplitude \(f(s, t, u)\) in the isospin limit, thus leaving out the possibility to discuss the effect of the cusp in the \(\pi^0\pi^0\) invariant mass of the decay of the \(\eta\) into three neutral pions. Isospin-breaking effects in \(f(s, t, u)\) can also be naturally included in the relativistic approach we will develop in the present work.

\(K_S\) decay into three pions

Our procedure can easily be applied as well to the CP-conserving part of the decay amplitude for the decay \(K_S \to \pi^+\pi^-\pi^0\). Nevertheless, the corresponding branching ratio is very small, which makes it difficult to measure the energy dependence of the decay distribution, although some measurements exist \[71, 72\]. Therefore, the only parameter connected with this process that has been measured recently \[73\] is the amplitude of the CP-conserving component of the decay \(K_S \to \pi^+\pi^-\pi^0\) relative to \(K_L \to \pi^+\pi^-\pi^0\). From the theoretical point of view, this process is also covered by the chiral perturbation theory computations up to NLO presented in Refs. \[21, 24\].
III. GENERAL STRUCTURE OF THE TWO-LOOP AMPLITUDES

As mentioned above, we will obtain the amplitudes $\mathcal{M}(s_1, s_2, s_3)$ describing the decay processes

$$P(k) \rightarrow \pi (p_1) \pi (p_2) \pi (p_3)$$

from an analytic continuation into the subthreshold region of the amplitude $\mathcal{M}(s, t, u)$ of a corresponding scattering process of the type

$$P(k) \pi (p_1) \rightarrow \pi (p_2) \pi (p_3),$$

where $k^2 = M_P^2, p_i^2 = M_i^2$. In the first case, the variables are defined as usual, $s_i = (k - p_i)^2$, whereas in the scattering region we take $s = (k + p_1)^2, t = (k - p_2)^2, u = (k - p_3)^2$. These variables satisfy $s_1 + s_2 + s_3 = 3s_0$ and $s + t + u = 3s_0$, respectively, where

$$3s_0 = M_0^2 + M_1^2 + M_2^2 + M_3^2.$$ (III.3)

Notice that, depending on the phase convention used for the various states, this analytic continuation does not necessarily boil down to a mere substitution of the variables ($s, t, u$) by $(s_1, s_2, s_3)$, but can also generate an additional phase for the amplitude. We shall specify our convention in that matter later in this section. For the time being, we use a rather generic notation, in order to keep the discussion as general as possible. Later on, when considering specific processes, we shall refine the notation according to our needs [see in particular Tables II and III below, which also specify the phase conventions and the notation we will use for the various meson masses].

From a practical point of view, and in order not to obscure the line of reasoning with analyticity issues connected with the fact that $M_P > 3M_\pi$, it is useful, at a first stage, to replace $M_P$ by a fictitious mass $\bar{M}_P$, somewhat lower than $3M_\pi$, or than $3M_\pi$ if isospin-breaking effects are neglected.\(^2\) Then, the amplitudes possess the usual analyticity properties. In particular, they are real analytic.\(^7\) After the construction of the two-loop amplitude for this fictitious process is completed, one can perform an analytic continuation in $\bar{M}_P^2$ toward its physical value, provided it is endowed with a small positive imaginary part $\delta, \bar{M}_P^2 \rightarrow M_P^2 + i\delta$. The issues related to this analytic continuation will be discussed in Section IV and Appendix B. Notice simply, at this stage, that in the course of this process, real analyticity is lost, and the real and imaginary parts of the amplitude along its cuts actually become complex dispersive and absorptive parts, respectively, i.e., schematically,

$$\text{Re} \mathcal{M}(s) \rightarrow \text{Disp} \mathcal{M}(s) = \frac{1}{2} \left[ \mathcal{M}(s + i0) + \mathcal{M}(s - i0) \right],$$

$$\text{Im} \mathcal{M}(s) \rightarrow \text{Abs} \mathcal{M}(s) = \frac{1}{2i} \left[ \mathcal{M}(s + i0) - \mathcal{M}(s - i0) \right],$$ (III.4)

where $0$ indicates an infinitesimal positive number. In order to keep the notation simple, we will continue denoting the mass of the meson $P$ by $M_P$, even when it is smaller than $3M_\pi$. This slight abuse of notation should not cause any confusion. Let us also point out that, even for values of $M_P$ lower than $3M_\pi$, the analytic properties of the partial-wave projections are more involved than, say, in the $\pi\pi$ case, where, besides the $s$-channel unitarity cut, there is only a left-hand cut coming from the unitarity cut in the $u$ channel. In the case of the $P\pi \rightarrow \pi\pi$ partial-wave projections, additional circular cuts can be present. For a more complete discussion, we refer the reader to Refs. 73 and 60.

In order to proceed with the construction of the scattering amplitudes $\mathcal{M}(s, t, u)$, we write, keeping the preceding discussion in mind and following Ref. 42, thrice subtracted, fixed-$t$, dispersion relations\(^3\)

$$\mathcal{M}(s, t, u) = a(t) + (s - u)b(t) + (s - u)^2c(t)$$

$$+ \frac{s^3}{\pi} \int_{s_{thr}}^\infty dx \text{Abs} \mathcal{M}(x, t, 3s_0 - x - t)$$

$$+ \frac{u^3}{\pi} \int_{u_{thr}}^\infty dx \epsilon \text{Abs} \mathcal{M}_u(x, t, 3s_0 - x - t),$$ (III.5)

where $a(t), b(t),$ and $c(t)$ are arbitrary subtraction functions, whereas $s_{thr}$ and $u_{thr}$ denote the thresholds in the corresponding channels. In the presence of anomalous thresholds, the corresponding discontinuities should be included. Otherwise, $s_{thr}$ and $u_{thr}$ are fixed by unitarity. In this expression, $\epsilon$ denotes a crossing phase, which depends on the phase convention adopted for the various amplitudes, see Table II. We have chosen a phase convention that reduces to the one of Condon and Shortley in the isospin limit. In practice, this amounts to having a minus sign for the crossing of a charged pion, whereas the crossing of a neutral pion generates no phase. Furthermore, $\mathcal{M}(s, t, u)$ denotes the amplitude in the crossed $u$-channel. The latter obeys a similar dispersion relation, with subtraction functions $a_u(t), b_u(t),$ and $c_u(t)$, and with $\mathcal{M}$ replacing $\mathcal{M}_u$ in the $u$-channel integral.

---

\(^2\) The fact that the kaons are also unstable through their decay into two pions is irrelevant here since this feature would only start to play a role beyond the orders in the low-energy expansion we are considering. The $\eta$ meson is stable with respect to decay into two pions if $CP$ is conserved, which we have already assumed to be the case.

\(^3\) Due to the Froissart bound and Regge phenomenology, two subtractions are enough to ensure convergence of the dispersion integrals.\(^22\) However, as shown in \(^4\), in order to obtain a representation that correctly accounts for all two-loop contributions, it is necessary to start from over-subtracted dispersion relations. Two subtractions would be enough, though, for the purpose of constructing a representation of the amplitudes valid at one loop only. We will make implicit use of this last remark in Sec. IV.
Notice that for the applications we have in mind, we need only to assume that the above dispersion relations are valid in the region of the kinematic variables where the chiral expansion makes sense. Then, they merely embody the analyticity properties of the corresponding amplitudes constructed by the usual Feynman diagram method in the field-theoretic framework of chiral perturbation theory. Thus, from this point of view, their existence is actually not an issue in this context. This link with Feynman diagrams will also provide the basis for the analytic continuation in \( M_P^2 \), which has been discussed previously.

The next step consists in writing, for each amplitude \( \mathcal{M}(s, t, u) \) in Table I, a decomposition of the form

\[
\mathcal{M}(s, t, u) = 16\pi \left[ t_0(s) + 3t_1(s) \cos \theta \right] + \mathcal{M}_{\ell \geq 2}(s, t, u), \tag{III.6}
\]

where \( t_0(s) \) and \( t_1(s) \) denote the partial waves for angular momentum \( \ell \) equal to zero and one, respectively. The contributions from higher partial waves are contained in \( \mathcal{M}_{\ell \geq 2}(s, t, u) \). The scattering angle is given by

\[
\cos \theta = \frac{1}{2K_{P1:23}(s)} \left[ 2t + s - 3s_0 + \frac{\Delta_{P1}\Delta_{23}}{s} \right], \tag{III.7}
\]

with \( \Delta_{P1} \equiv M_0^2 - M_1^2 \) and \( \Delta_{23} \equiv M_2^2 - M_3^2 \). The function \( K_{P1:23}(s) \) is defined by

\[
K_{P1:23}(s) = \frac{1}{4s^2} \lambda_{P1}(s)\lambda_{23}(s), \tag{III.8}
\]

where \( \lambda_{P1}(s) = \lambda(s, M_0^2, M_1^2) \), \( \lambda_{23}(s) = \lambda(s, M_2^2, M_3^2) \) are expressed in terms of the K"allen or triangle function \( \lambda(x, y, z) \equiv x^2 + y^2 + z^2 - 2xy - 2xz - 2yz \). We will refer to \( K_{P1:23}(s) \) as the Kacser function since it generalizes the function introduced in Ref. [68] to the case where the mass difference between neutral and charged pions is not neglected. The Kacser function \( K_{P1:23}(s) \) as an analytic function of \( s \) is unambiguously defined by its cuts, which are conventionally placed at the real axis\(^4\) and by the values of \( \lambda(x, y, z) \) as long as \( s \) corresponds to the scattering region, \( s \geq (M_P + M_1)^2 \). Eventually, we need to continue the amplitude analytically to lower values of \( s \). This will require a careful study of the analytic properties of \( K_{P1:23}(s) \) in the complex \( s \)-plane for the different configurations of pion masses in Sections V and VI. The same also applies to the partial-wave projections \( t_\ell(s) \) and \( t_1(s) \). For \( s \geq (M_P + M_1)^2 \), they are defined as usual by the integrals

\[
t_\ell(s) = \frac{1}{32\pi} \int_{-1}^{+1} d\cos \theta (\cos \theta)^\ell \mathcal{M}(s, t, u), \quad \ell = 0, 1. \tag{III.9}
\]

\( ^4 \) For the case \( M_P > M_1 + M_2 + M_3 \), the cuts correspond to the intervals \( (M_2 - M_3)^2, (M_2 + M_3)^2 \) and \( (M_P - M_1)^2, (M_P + M_1)^2 \).

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{process} & \mathcal{M} & \mathcal{M}_u & \epsilon & 3s_0 \\
\hline
K^+\pi^+ \to \pi^+\pi^+ & \mathcal{M}_{++} & \mathcal{M}_{+++} & +1 & M_K^2 + 3M_{\pi}^2 \\
K^+\pi^+ \to \pi^0\pi^0 & \mathcal{M}_{+0} & \mathcal{M}_{++0} & +1 & M_K^2 + 3M_{\pi}^2 \\
K^+\pi^+ \to \pi^0\pi^0 \!\! & \mathcal{M}_{+0} & \mathcal{M}_{++0} & +1 & M_K^2 + 3M_{\pi}^2 \\
K_L\pi^0 \to \pi^+\pi^+ & \mathcal{M}_L & \mathcal{M}_{L0} & -1 & M_{K_L}^2 + 2M_{\pi}^2 + 2M_{\pi}^2 \\
K_L\pi^0 \to \pi^0\pi^0 & \mathcal{M}_L & \mathcal{M}_{L0} & -1 & M_{K_L}^2 + 2M_{\pi}^2 + 2M_{\pi}^2 \\
K_S\pi^0 \to \pi^+\pi^+ & \mathcal{M}_S & \mathcal{M}_{S0} & -1 & M_{K_S}^2 + 2M_{\pi}^2 + 2M_{\pi}^2 \\
K_S\pi^0 \to \pi^0\pi^0 & \mathcal{M}_S & \mathcal{M}_{S0} & -1 & M_{K_S}^2 + 2M_{\pi}^2 + 2M_{\pi}^2 \\
\eta \pi^0 \to \pi^+\pi^0 & \mathcal{M}_\eta & \mathcal{M}_{\eta0} & -1 & M_{\eta}^2 + 2M_{\pi}^2 + 2M_{\pi}^2 \\
\eta \pi^0 \to \pi^0\pi^0 & \mathcal{M}_\eta & \mathcal{M}_{\eta0} & -1 & M_{\eta}^2 + 2M_{\pi}^2 + 2M_{\pi}^2 \\
\hline
\end{array}
\]

TABLE I: For each process under consideration, we show the amplitude \( \mathcal{M}(s, t, u) \), and the corresponding amplitude \( \mathcal{M}_u(s, t, u) \) in the crossed \( u \)-channel that appears in the dispersion relation (III.3). The penultimate column gives the appropriate crossing phase \( \epsilon \), and the last column displays, for each process, the quantity \( 3s_0 \). Here, \( M_\pi \) and \( M_K \) denote the charged pion and kaon masses, respectively. CP violation is ignored so that the same amplitude describes the CP-conjugate processes. On the other hand, we keep the distinction between the masses of the neutral kaons \( K_L \) and \( K_S \).

In order to construct the analytic continuations of the partial waves outside of the region of definition consisting of the portion of the real axis \( s \geq (M_P + M_1)^2 \), the contour of integration in Eq. (III.9) needs to be appropriately deformed in the complex plane. This issue, which is rather well documented in the literature [68, 79, 80], is the case where all the pions have equal masses, requires a careful discussion, and we address it when considering the second iteration of the construction process in Section VI [see also Appendix A]. For the moment, however, we proceed with our general outline. To that effect, it is necessary to use our knowledge about the dominant chiral behavior of the various quantities appearing in Eq. (III.6). For the dispersive and absorptive parts of the lowest partial-wave projections, we have

\[
\begin{align*}
\text{Disp} t_{\ell=0,1}(s) &= \mathcal{O}(E^2), & \text{Disp} M_{\ell \geq 2} &= \mathcal{O}(E^4), \\
\text{Abs} t_{\ell=0,1}(s) &= \mathcal{O}(E^4), & \text{Abs} M_{\ell \geq 2} &= \mathcal{O}(E^8). \tag{III.10}
\end{align*}
\]

Therefore, up to order \( \mathcal{O}(E^6) \), only the \( S \) and \( P \) waves contribute to the absorptive parts of the dispersion relations. Imposing the crossing relations, the subtraction function reduces to a polynomial \( \mathcal{P}(s, t, u) \) of at most third order in the Mandelstam variables [45]. The amplitudes eventually take the form

\[
\mathcal{M}(s, t, u) = \mathcal{P}(s, t, u) + \mathcal{U}(s, t, u) + \mathcal{O}(E^8), \tag{III.11}
\]
where $U(s, t, u) = 16\pi [W_0(s) + 3(t - u)W_1(s) + W_0^3(t) + 3(u - s)W_1^2(t)]$.

The functions $W_{2\ell}(s)$, $\ell = 0, 1$ are analytic in the complex $s$-plane, except for a right-hand cut, with discontinuities provided by the absorptive parts along this same cut of the partial-wave projections, for instance,

$$\text{Abs} W_{2\ell}(s) = \left[\text{Abs} t_{\ell}(s) + 3 \frac{\Delta P_{1,23} s}{2K P_{1,23}(s)} \right] \times \theta(s - s_{\ell \ell hr}),$$

$$\text{Abs} W_{21}(s) = 2K P_{1,23}(s) \theta(s - s_{\ell \ell hr}).$$

Similar properties hold for the other functions $W_{2\ell}(s)$, but their absorptive parts are now given in terms of the partial waves of the amplitudes in the crossed channels. The absorptive parts (III.13) do not completely fix the functions $W_{2\ell}(s)$. Without loss of generality, we shall require that they satisfy the asymptotic conditions (IV)

$$\lim_{|s| \to \infty} W_{0}(s)/s^4 = 0, \quad \lim_{|s| \to \infty} W_{1}(s)/s^3 = 0 \quad (III.14)$$

up to arbitrary polynomials in $s$, of at most third order for $W_0$ or at most second order for $W_1$, which are absorbed into $P(s, t, u)$. Note that, even after the implementation of these conditions, the ambiguity in the single-variable polynomials is not entirely fixed, however, the form of $P(s, t, u)$ is unique (up to inconsequential ambiguities stemming from the condition $s + t + u = 3s_0$). These expressions form the content of the reconstruction theorem in the present context. Notice that, depending on the symmetries of the amplitude $M(s, t, u)$, these functions are not all independent. Actually, making use of the arbitrariness of the various functions $W_{0,1}(s)$, one can achieve that $U(s, t, u)$ and $P(s, t, u)$ separately have the same $s, t, u$ symmetries as the full amplitude $M(s, t, u)$. Finally, as far as their structure is concerned, the ambiguities of the processes involving the $\eta$ meson can be obtained from those involving the $K_L$ meson, upon changing the corresponding labels. We thus need to consider only thirteen distinct functions, which we choose as indicated in Table II. Note that a given process involves at most only three distinct functions.

It remains to transform these dispersive representations into a tool that will lead to an explicit construction of the two-loop amplitudes. For this, it is necessary to specify the input for the absorptive parts of the partial waves that appear in these expressions. This input will be provided by unitarity. Up to and including two-loop order, these absorptive parts result only from intermediate states composed of two pseudo-scalar mesons, $\pi\pi$, $K\pi$, $\eta\pi$, etc. Except for the $\pi\pi$ case, the singularities induced by these intermediate states are far from the central region of the Dalitz plot that describes the $P \to \pi\pi\pi$ decay processes. For a description of the latter, and of the corresponding unitarity cusps due to the $\pi\pi$ intermediate states, it is, therefore, not necessary to explicitly retain the intermediate states corresponding to these higher thresholds. Their contributions can be expanded in powers of the Mandelstam variables divided by the square of a scale, which is at least equal to the kaon (or eta) mass, so that they will appear only in the polynomial contributions to the amplitudes. Of course, this approximation would not be suitable if we intended to describe the scattering processes $P\pi \to \pi\pi$ themselves. If necessary, the formalism to be described below could actually be extended to the full set of possible two-meson states. Therefore, we have [recall that only the values $\ell = 0, 1$ need to be considered]

$$\text{Abs} f_{\ell}^{\ell \to k}(s) = \sum_k \frac{1}{S_k} \frac{\lambda_{k}^{1/2}(s)}{s} f_{\ell}^{\ell \to k}(s) \left[f_{\ell}^{\ell \to k}(s)\right]^* \times \theta(s - s_{\ell \ell hr}).$$

The sum goes over all the possible two-pions intermediate states $k$, $f_{\ell}^{\ell \to k}(s)$ denotes the partial-wave projection of the corresponding $\pi\pi$ scattering amplitude $f \to k$, while $S_k$ is the symmetry factor, $S_k = 2$ for identically charged pions, and $S_k = 1$ otherwise. Note that for $\ell = 1$, one always has $S_k = 1$. Furthermore, $s_{\ell \ell hr}$ denotes the threshold at which the channel $k$ opens, and $\lambda_{k}(s)$ is the triangle function that describes the corresponding phase space. There are only three possibilities, $s_{\ell \ell hr}^\pi = 4M_\pi^2$, $s_{\ell \ell hr}^{K\pi} = (M_\pi + M_{\eta\pi})^2$, $M_\pi^2$, depending on the channel under consideration. $M_\pi$ (or $M_{\eta\pi}$) denotes the mass of the charged (neutral) pion.

Thus, as was to be expected, in order to complete our program, we need to consider at the same time the amplitudes $A(s, t, u)$ for the scattering processes $\pi(p_1)\pi(p_2) \to \pi(p_3)\pi(p_4)$ in the various channels, but only at lowest and at next-to-leading orders. It can be achieved fol-

| $M(s, t, u)$ | $W_0(s)$ | $W_1(s)$ | $W_0^2(s)$ | $W_0^3(s)$ | $W_0^4(s)$ | $W_0^5(s)$ |
|-------------|--------|--------|----------|----------|----------|----------|
| $M_{00}$   | $W_0(s)$ | $-W_0^0(s)$ | $W_0^1(s)$ | $-W_0^2(s)$ | $W_0^3(s)$ | $-W_0^4(s)$ |
| $M_{10}$   | $W_1(s)$ | $-W_1^0(s)$ | $W_1^1(s)$ | $-W_1^2(s)$ | $W_1^3(s)$ | $-W_1^4(s)$ |
| $M_{20}$   | $W_2(s)$ | $-W_2^0(s)$ | $W_2^1(s)$ | $-W_2^2(s)$ | $W_2^3(s)$ | $-W_2^4(s)$ |
| $M_{30}$   | $W_3(s)$ | $-W_3^0(s)$ | $W_3^1(s)$ | $-W_3^2(s)$ | $W_3^3(s)$ | $-W_3^4(s)$ |

TABLE II: Expressions, for each $P\pi \to \pi\pi$ scattering amplitude, of the functions occurring in the representation of Eq. (III.12) in terms of a set of thirteen independent functions. The amplitudes involving the $\eta$ meson have the same structure as those involving the $K_L$ meson, and follow upon replacing the label $L$ by $\eta$. 
lowing the same path as for the $P \pi \rightarrow \pi \pi$ amplitudes. The construction of the amplitudes $A(s, t, u)$ in the presence of isospin breaking has already been described in Ref. [44], so we can remain brief, and refer the reader to this reference for details. The starting point is again provided by thrice subtracted, fixed-$t$, dispersion relations satisfied by the amplitudes $A(s, t, u)$,

$A(s, t, u) = a(t) + (s - u)b(t) + (s - u)^2c(t) + \frac{s^3}{\pi} \int_{s_{thr}}^{\infty} \frac{dx}{x^3} \text{Im} A(x, t, \Sigma - x - t) + \frac{u^3}{\pi} \int_{u_{thr}}^{\infty} \frac{dx}{x^3} \text{Im} A_u(x, t, \Sigma - x - t)$  \hspace{1cm} (III.16)

where $a(t), b(t),$ and $c(t)$ are arbitrary subtraction functions, $\Sigma$ stands for the sum of the squared masses of the pions appearing in the process, and $s_{thr}$ and $u_{thr}$ denote the thresholds in the corresponding channels. Although, in order not to overburden the notation at this stage, we have used the same symbols, these last quantities can, of course, be different from the ones appearing in Eq. (III.5). Table III shows the notation that will be used in the sequel when specific channels are considered.

We now decompose the various amplitudes $A(s, t, u)$ such as to single out the lowest, $S$ and $P$, partial waves,

$A(s, t, u) = 16\pi [f_0(s) + 3f_1(s) \cos \theta] + A_{\ell \geq 2}(s, t, u),$  \hspace{1cm} (III.17)

where the scattering angle is given by a formula analogous to (III.7),

$\cos \theta = \frac{s(t - u) + \Delta_{12}\Delta_{34}}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)}$  \hspace{1cm} (III.18)

with $\Delta_{ij} \equiv M_i^2 - M_j^2$, $M_i$ and $M_j$ being pion masses, so that now the only possibilities are $\Delta_{ij} = 0, \pm \Delta_\pi$, $\Delta_\pi \equiv M_\pi^2 - M_0^2$. Likewise, $\lambda_{ij}(s)$ is the Källen function involving the pion masses $M_i$ and $M_j$. The dominant chiral behaviour of these various pieces is given as in Eq. (III.10), with now $f_0(1)$ and $A_{\ell \geq 2}$ replacing $f_0(1)$ and $A_{\ell \geq 2}$, respectively, so that again, only the $S$ and $P$ waves contribute to the absorptive parts of the dispersion relations up to order $O(E^0)$. After imposing crossing, the amplitudes $A(s, t, u)$ eventually take the form

$A(s, t, u) = P(s, t, u) + U(s, t, u) + O(E^8),$  \hspace{1cm} (III.19)

where $U(s, t, u)$ is the non-analytic unitarity part,

$U(s, t, u) = 16\pi [W_0(s) + 3(t - u)W_1(s) + W_0'(t) + 3(s - u)W_1'(t) + W_0''(u) + 3(t - s)W_1''(u)],$  \hspace{1cm} (III.20)

and $P(s, t, u)$ is a polynomial of at most third order in the Mandelstam variables with the same $s, t, u$ symmetries as the amplitude $A(s, t, u)$. Because of crossing relations among subsets of the $\pi \pi$ amplitudes, it is possible to express all the functions that appear in the representations of the type (III.20) in terms of only seven distinct functions, which we denote as $W_0(s), W_1(s), W_{1\pm}(s), W_{0\pm}(s), W_{1\ell}(s), W_{1\ell}'(s), W_{1\ell}''(s)$. How these functions contribute to the various amplitudes can be gathered from Table IV. The functions $W_\ell(s), \ell = 0, 1,$ are analytic in the complex $s$-plane, except for a right-hand cut, with discontinuities given by the appropriate partial waves, e.g. 5

$\text{Abs } W_0(s) = \left[ \text{Abs } f_0(s) + 3 \frac{\Delta_{12}\Delta_{34}}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)} \text{Abs } f_1(s) \right] \times \theta(s - s_{thr}),$  \hspace{1cm} (III.21)

$\text{Abs } W_1(s) = \frac{s}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)} \text{Abs } f_1(s) \theta(s - s_{thr}).$

5 Although real analyticity is preserved for the $\pi \pi$ scattering amplitudes, even in the presence of isospin breaking, in order to uniformize the notation, we also call the real and imaginary parts dispersive and absorptive parts, respectively.
These discontinuities are again provided by unitarity,

\[
\text{Abs} f^{i\to f}_\ell(s) = \sum_k \frac{1}{S_k} \lambda^{1/2}_k(s) \frac{1}{s^{k\to f}_\ell(s)} \left[ f^{k\to f}_\ell(s) \right]^* 
\times \phi(s-s^{\text{thr}}_k).
\]  

(III.22)

For reasons already explained above, only the contributions of two-pion intermediate states need to be retained.

Within the framework we have just presented, the amplitudes for the processes \(P\pi \to \pi\pi\) and \(\pi\pi \to \pi\pi\) form a closed set. This framework also allows for a two-step iterative construction of the corresponding amplitudes to two loops, along the lines described in detail in Ref. 48. The essential information is provided by the chiral counting of the partial waves, Eq. (III.10) for the amplitudes \(A(s,t,u)\), and similar relations for the \(\pi\pi\) scattering amplitudes. Indeed, at lowest order, these amplitudes, being \(O(E^2)\), are real first-order polynomials in the Mandelstam variables, entirely saturated by the \(S\) and \(P\) partial waves,

\[
f_\ell(s) = \text{Disp} f_\ell(s) + O(E^4) = \varphi_\ell(s) + O(E^4),
\]

\[
t_\ell(s) = \text{Disp} t_\ell(s) + O(E^4) = \varphi_\ell(s) + O(E^4),
\]

(III.23)

for \(\ell = 0, 1\). Subsequently, they provide the discontinuities of the \(\ell = 0, 1\) partial waves along the unitarity cut at order \(O(E^4)\),

\[
\text{Abs} f^{i\to f}_\ell(s) = \sum_k \frac{1}{S_k} \lambda^{1/2}_k(s) \frac{1}{s^{k\to f}_\ell(s)} \varphi^{k\to f}_\ell(s) 
\times \phi(s-s^{\text{thr}}_k) + O(E^6),
\]

(III.24)

\[
\text{Abs} t^{i\to f}_\ell(s) = \sum_k \frac{1}{S_k} \lambda^{1/2}_k(s) \frac{1}{s^{k\to f}_\ell(s)} \varphi^{k\to f}_\ell(s) 
\times \phi(s-s^{\text{thr}}_k) + O(E^6),
\]

(III.25)

for \(s \geq s^{\text{thr}}\), which in turn will provide the corresponding absorptive parts at order \(O(E^4)\),

\[
\text{Disp} f_\ell(s) = \varphi_\ell(s) + \psi_\ell(s) + O(E^6),
\]

\[
\text{Disp} t_\ell(s) = \varphi_\ell(s) + \psi_\ell(s) + O(E^6),
\]

(III.26)

These equations follow from Eq. (III.13), from the chiral counting of the partial waves, combined with \(T\) invariance and the fact that real analyticity holds for the \(\pi\pi\) scattering amplitudes, so that the quantities \(\varphi_\ell(s)\) and \(\psi_\ell(s)\) in Eq. (III.25) are real. Note that the contributions of the absorptive parts of the amplitudes on the right-hand sides of these equations cancel, and so there appear effectively just the dispersive parts of the partial waves. From (III.26), one can then obtain the full two-loop amplitudes. This construction is unique up to a polynomial contribution of at most third order in the Mandelstam variables, with coefficients that remain finite in the limit of vanishing pion masses. The main point of this discussion is that in order to obtain the full two-loop expressions of the amplitudes, only the dispersive parts of the one-loop \(S\) and \(P\) partial waves need to be computed directly. Extracting these partial-wave projections from the corresponding one-loop amplitudes, however, constitutes also the most demanding difficulty in this reconstruction procedure, the main steps of which are summarized in Fig. 11.

Let us close this general overview by briefly specifying the link with the usual framework of the three-flavor chiral perturbation theory [50]. The latter considers an expansion in the Mandelstam variables \(s, t, u\) and in the light-quark masses, all counting as order \(O(E^2)\). In the approach presented here, the expansion is in the Mandelstam variables and in the meson masses, which also count as order \(O(E^2)\). In the chiral perturbation framework, amplitudes are worked out upon computing all the relevant Feynman diagrams generated, at a given order, by the effective Lagrangian, including tree-level and tadpole diagrams. In the dispersive approach followed here, the absorptive parts of the Feynman diagram are accounted for by the unitarity part \(U(s,t,u)\) [or \(U(s,t,u)\)], whereas their dispersive parts contribute both to \(U(s,t,u)\) and \(P(s,t,u)\) [or \(U(s,t,u)\) and \(P(s,t,u)\)]. At two loops, these diagrams correspond to the two topologies illustrated in Fig. 2 and describe direct rescattering (diagram on the left) and rescattering in the crossed channels (diagram on the right). Contributions from tree or tadpole diagrams are accounted for solely by the subtraction polynomial \(P(s,t,u)\) [or \(P(s,t,u)\)].

IV. FIRST ITERATION

In this section, we construct the one-loop expressions of the amplitudes for \(\pi\pi\) scattering and for the \(P\pi \to \pi\pi\) decay processes, thus fulfilling the first step in our program. As a starting point, we need the lowest-order expressions of the corresponding amplitudes, which are, according to chiral counting, of order \(O(E^2)\). It means that they are first-order polynomials in the Mandelstam
variables, with coefficients that remain finite in the chiral limit. In the case of the $\pi\pi$ amplitudes, for instance, this leads to

$$A(s, t, u) = 16\pi \left[ a + b \frac{s - \mu_+}{F_\pi^2} + c \frac{t - u - \mu_-}{F_\pi^2} \right] + O(E^4),$$

where $a$, $b$ and $c$ are constants, $F_\pi$ denotes the decay constant of the charged pion, with $F_\pi = f_\pi/\sqrt{2} = 92.28(10)$ MeV from $^{81}$, and $\mu_{\pm}$ specify some reference point in the Mandelstam plane. In the chiral limit, $a$ and $\mu_\pm$ vanish, while $b$ and $c$ remain non zero and finite, so that the corresponding amplitudes satisfy the current-algebra consistency conditions $^{82,83}$. Besides, from a practical point of view, the subtraction points $\mu_{\pm}$ should lie in the region of the Mandelstam plane where it makes sense to apply the chiral expansion, but are otherwise arbitrary. Their choice will depend on the applications one has in mind, and will also determine the interpretation of the parameters $a$, $b$, and $c$.

For instance, in Ref. $^{44}$, the reference point was chosen to be the center of the Dalitz plot $[\mu_+ = 4M_\pi^2/3, \mu_- = 0$ in the isospin limit], which led to the interpretation of these parameters as subthreshold coefficients. It might be an appropriate choice if one wants to discuss quantities for which the expansion in light quark masses converges rapidly. Table $^V$ shows the corresponding parameters for the $\pi\pi$ scattering amplitudes in the various channels. For later use, we have defined values for $\mu_\pm$ ($\mu_- = 0$ in all cases) even in the case where $b$ vanishes. Notice also that in the cases where there are two identical pions in the initial and/or final state, Bose symmetry implies that the coefficient $c$ vanishes. All these parameters are not independent since all the amplitudes involving a given total number of, say, charged pions are related by crossing. In terms of the parameters of Table $^V$ these relations read

$$\alpha_{+-} = \alpha_{++} + O(E^2), \quad \alpha_{+0} = \alpha_x + O(E^2),$$

$$\beta_{+-} = \beta_{++} + O(E^2), \quad \beta_{+0} = \beta_x + O(E^2),$$

$$\gamma_{+-} = \gamma_{++} + O(E^2), \quad \gamma_{+0} = \gamma_x + O(E^2).$$

It is, however, more convenient to treat these quantities as independent in a first stage, and to make the replacement, including the corrections from higher orders indicated above, only at the end of the calculation. It will also help to visualize the origin of various contributions in the higher-order expressions of the amplitudes.

On the other hand, subthreshold parameters are not observables that are particularly suited for the discussion of experimental data on $\pi\pi$ scattering. Furthermore, since the aim of the present study is to provide a parametrization of the $P \rightarrow \pi^0\pi^0\pi$ amplitudes which displays the dependence of the cusp on the $\pi\pi$ scattering lengths, the latter appears, in this context, as a better choice of parameters. In this case, $\mu_{\pm}$ are to be chosen such as to correspond to the threshold values of $s$, $t$, and $u$. In order that the parameters $a$ in $^IV.1$ retain their meaning as scattering lengths up to the two-loop level, the subtraction polynomials have to be adjusted appropriately. How this can be done has been described in Appendix $F$ of Ref. $^{44}$. The various parameters that enter the $\pi\pi$ amplitudes at the lowest order are shown in Table $^VI$. Again,
TABLE V: Definition of the parameters $a$, $b$ and $c$ of Eq. (IV.4) for each $\pi\pi$ scattering process, in the case where one opts for a description in terms of subthreshold parameters. In these expressions, we have defined $\Sigma_{i} \equiv M_{i}^{2} + M_{\pi}^{2}$, and $\mu_{-} = 0$ in all cases. Also shown are the expressions, in terms of the independent quantities $\lambda_{\lambda}$, $\lambda_{\mu}$, $\lambda_{\alpha}$, and $\lambda_{\lambda}$, of the constants $\alpha_{\pi}$ appearing in the subtraction polynomials $P(s, t, u)$ at one-loop order defined in Eq. (IV.17).

$$a_{00} = \frac{2}{3} a_{0} + \frac{4}{3} a_{2}^{0} + \frac{2}{3} (a_{0}^{0} + 2a_{0}^{0}) \frac{\Delta_{\pi}}{M_{\pi}^{2}},$$

where $\Delta_{\pi}$ was defined after Eq. (III.18).

In the case of the $P \rightarrow \pi\pi\pi$ amplitudes, we shall adopt a parameterization more akin to the usual description of their Dalitz-plot structure in terms of, say, slopes and curvatures with respect to appropriately chosen kinematic variables. Details will be provided in Section IV.B.

### A. $\pi\pi$ scattering

Since the construction of the $\pi\pi$ scattering amplitudes with $M_{\pi} \neq M_{\pi}$ has already been discussed at some length in Refs. [44], [48], our account will remain brief. First, we need to notice that at one loop, the discontinuities of these functions are given by Eqs. (III.21) and (III.24). It is a straightforward matter to extract the corresponding order $O(E^{2})$ $S$ and $P$ partial waves $\varphi_{\ell}(s)$, $\ell = 0, 1$, from the general representation (IV.1) of the lowest-order $\pi\pi$ scattering amplitudes:

$$\varphi_{\ell}(s) = a + b \frac{s - \mu_{+}}{F_{\pi}^{2}} - \frac{c}{F_{\pi}^{2}} (\mu_{-} + \Delta_{12} \Delta_{34}) \frac{\lambda_{\lambda}(s)}{s},$$

In view of the form of $\varphi_{1}(s)$, it is useful to remember, as evidenced by Eqs. (III.21) and (III.24), that the discontinuities only involve the combination [in hopefully self-explanatory notation]

$$\varphi_{1}^{i-k}(s),$$

One then obtains the following expressions:

$$W_{00}(s) = 16 \pi \left( \frac{1}{2} [\varphi_{00}^{0}(s)]^{2} J_{0}(s) + [\varphi_{00}^{0}(s)]^{2} \bar{J}(s) \right) + O(E^{6}),$$

where $\Delta_{34}$ was defined after Eq. (III.18).

In the case of the $P \rightarrow \pi\pi\pi$ amplitudes, we shall adopt a parameterization more akin to the usual description of their Dalitz-plot structure in terms of, say, slopes and curvatures with respect to appropriately chosen kinematic variables. Details will be provided in Section IV.B.

### A. $\pi\pi$ scattering

Since the construction of the $\pi\pi$ scattering amplitudes with $M_{\pi} \neq M_{\pi}$ has already been discussed at some length in Refs. [44], [48], our account will remain brief. First, we need to notice that at one loop, the discontinuities of these functions are given by Eqs. (III.21) and (III.24). It is a straightforward matter to extract the corresponding order $O(E^{2})$ $S$ and $P$ partial waves $\varphi_{\ell}(s)$, $\ell = 0, 1$, from the general representation (IV.1) of the lowest-order $\pi\pi$ scattering amplitudes:

$$\varphi_{\ell}(s) = a + b \frac{s - \mu_{+}}{F_{\pi}^{2}} - \frac{c}{F_{\pi}^{2}} (\mu_{-} + \Delta_{12} \Delta_{34}) \frac{\lambda_{\lambda}(s)}{s}.$$
\[ W_{\pm}(s) = -16\pi \varphi_0^2(s) \left[ \frac{1}{2} \varphi_0^{\pm}(s) \bar{J}_0(s) + \varphi_0^{+}(s) \bar{J}(s) \right] + O(E^6), \]

(IV.7)

\[ W_{+0}^{(0)}(s) = 16\pi \left( \frac{c_2^0}{3F_\pi^4} \bar{\Delta}_2^s \left[ 1 - 2\frac{\bar{\Delta}_2^s}{s} - s \bar{\Delta}_2^s \right] \right) + \left[ \varphi_0^{+}(s) \right]^2 \bar{J} \pm 0(s) + 16\pi \frac{4c_2^0}{3F_\pi^4} \frac{\bar{\Delta}_2^s}{s^2} \bar{J}_0(s) + O(E^6), \]

(IV.8)

\[ W_{+0}^{(1)}(s) = 16\pi \left( \frac{c_2^0}{9F_\pi^4} \bar{\Delta}_2^s \left[ 1 - 2\frac{\bar{\Delta}_2^s}{s} - s \bar{\Delta}_2^s \right] \right) + \left[ \varphi_0^{+}(s) \right]^2 \bar{J} \pm 0(s) + O(E^6), \]

(IV.9)

\[ W_{+0}^{(0)}(s) = 16\pi \left( \frac{c_2^0}{9F_\pi^4} \right) \left( s - 4M_\pi^2 \right) \bar{J}(s) + O(E^6). \]

(IV.10)

\[ W_{+0}^{(1)}(s) = 16\pi \left( \frac{c_2^0}{9F_\pi^4} \right) \left( s - 4M_\pi^2 \right) \bar{J}(s) + O(E^6). \]

(IV.11)

\[ W_{+0}^{(1)}(s) = 16\pi \left( \frac{c_2^0}{9F_\pi^4} \right) \left( s - 4M_\pi^2 \right) \bar{J}(s) + O(E^6). \]

(IV.12)

Here, \( \bar{J}_0(s), \bar{J}(s), \) and \( \bar{J}_\pm 0(s) \) denote the dispersive integrals\(^7\)

\[ \bar{J}_0(s) = \frac{s}{16\pi^2} \int_{4M_\pi^2}^{\infty} \frac{dx}{x} \frac{1}{x - s - i0} \sigma_0(x), \]

(IV.13)

\[ \bar{J}(s) = \frac{s}{16\pi^2} \int_{4M_\pi^2}^{\infty} \frac{dx}{x} \frac{1}{x - s - i0} \sigma(x), \]

(IV.14)

\[ \bar{J}_\pm 0(s) = \frac{s}{16\pi^2} \int_{(M_\pi^2 \pm M_\pi^0)^2}^{\infty} \frac{dx}{x} \frac{1}{x - s - i0} \bar{\lambda}_{\pm 0}^{1/2}(x), \]

with

\[ \sigma_0(s) = \sqrt{1 - \frac{4M_\pi^2}{s}}, \]

(IV.15)

\[ \sigma(s) = \sqrt{1 - \frac{4M_\pi^2}{s}}, \]

(IV.16)

and \( \bar{\lambda}_{\pm 0}(s) = \lambda(s, M_\pi^2, M_\pi^0). \)

Finally,

\[ \bar{J}(s) \equiv \bar{J}(s) - s \bar{J}^\prime(0), \]

(IV.17)

and

\[ \Sigma_\pi \equiv M_\pi^2 + M_\pi^0. \]

The subtraction polynomials have the following form at the one-loop order [cf. also footnote 3]:

\[ P(s, t, u) = 16\pi \left[ a + b \frac{s - \mu_+}{F_\pi^2} + c \frac{t - u - \mu_-}{F_\pi^2} - w \right] + \frac{\lambda_u}{F_\pi^4} \left( s - \frac{3}{2} \mu_+ \right)^2 + \frac{\lambda_t}{F_\pi^4} \left( t - \frac{3}{2} \mu_- \right)^2 + \frac{\lambda_w}{F_\pi^4} \left( u - \frac{3}{2} \mu_- \right)^2 + O(E^6). \]

(Crossing and Bose symmetry (when applicable) restrict to five the number of constants \( \lambda_{s, t, w} \) that are independent. Their expressions in terms of the independent parameters introduced in Ref. 44 are shown in Table 4. These expressions also apply to the case where one opts for the parameterisation in terms of scattering lengths and, the constraints coming from the crossing properties have already been accounted for. The contribution denoted by \( w \) is not a new parameter, but is expressed in terms of the ones already present. In the case one chooses to retain the parameterisation in terms of the subthreshold parameters, \( w \) is fixed so as to reproduce the expressions for the polynomials given in Ref. 44, which were themselves constructed so that they reproduce the polynomial part of the \( \pi \pi \) amplitude in the isospin limit as given in Ref. 46. Explicitly, this means

\[ w_{+0} = -w_\pi = \frac{\Delta_2^u}{F_\pi^4} \times \bar{\lambda}_u^{(1)} \]

and \( w = 0 \) in the remaining cases. For the parameterisation in terms of scattering lengths, the value of \( w \) is simply

\[ w = \frac{\lambda_s \mu_+^2}{4 F_\pi^4} + \frac{\lambda_t}{F_\pi^4} \left( t_{\text{thr}} - \frac{3}{2} \mu_+ \right)^2 + \frac{\lambda_w}{F_\pi^4} \left( u_{\text{thr}} - \frac{3}{2} \mu_- \right)^2 + \text{Re} \left( F_\pi^4 \right), \]

(IV.19)

with \( t_{\text{thr}} - u_{\text{thr}} = \mu_- \) and the values for \( \mu_+ \) and \( \mu_- \) as given in Table 4. This choice of \( w \), therefore, ensures that the parameter \( a \) in Eq. (IV.1) indeed corresponds to the scattering length, i.e.,

\[ \text{Re} \left( F_\pi^4 \right) \equiv 16\pi a + O(E^6). \]

(IV.20)

At next-to-leading order, the constraints arising from the crossing property read

\[ c_{++} = b_{+-}, \quad b_{++} + 2b_{+-} = 0, \]

(IV.21)

\[ a_{++} = a_{++} + \frac{4M_\pi^2}{F_\pi^4} b_{++} = \frac{2}{\pi} \left( a_{++} \right)^2 - \frac{\left( a_{++} \right)^2}{\pi} \]

(IV.22)
c_{+0} = -b_{+0}, \quad \text{(IV.23)}

b_x - 2b_{+0} = \frac{3}{16\pi} \frac{\lambda^{(2)}_\pi - \lambda^{(1)}_\pi}{F^2_\pi} (M_\pi - M_{\pi^0})(3M_\pi + M_{\pi^0}), \quad \text{(IV.24)}

\text{and}

a_x + a_{+0} - 4 \frac{M^2_\pi}{F^2_\pi} b_x = \frac{2}{\pi} a_x a_{+} + \frac{2}{\pi} a^2_{+0}

+ 16\pi \frac{a^2_{+0}}{2} C_{00} \text{Re } J_0(4M^2_\pi) - 16\pi \frac{4}{3} \frac{b^2_\pi}{F^2_\pi} M^2_\pi \Delta^2_\pi J^0(0)

- 32\pi \frac{a^2_x - 4M^2_\pi a_x}{F^2_\pi} \left( \frac{8}{3} \frac{b^2_\pi}{F^2_\pi} + \frac{4}{3} \right) M^4_\pi \tilde{J}_{\pm 0}(-\Delta_\pi)

- \frac{M^2_\pi}{\pi} \lambda^{(2)}_\pi (3M^2_\pi - M^2_{\pi^0}) - 2\frac{\lambda^{(1)}_\pi}{\pi} M^2_{\pi^0}. \quad \text{(IV.25)}

\textbf{B. } P\pi \rightarrow \pi \pi \text{ scattering}

The implementation of the first iteration for the amplitudes of the processes \(P\pi \rightarrow \pi \pi\) follows rather closely the previous case of \(\pi \pi\) scattering, so that the main use of this section is to establish the notation in a more precise way. The starting point is now given by the order \(\mathcal{O}(E^2)\) expressions for the amplitudes in Table III that are (anti-)symmetric under exchange of \(t\) and \(u\), which we now parameterize in the following form,

\[\mathcal{M}_{++}(s,t) = A_{++} + B_{++} \frac{s - s_0}{F^2_\pi},\]

\[\mathcal{M}_{+}(s,t) = A_x + B_x \frac{s - s_0}{F^2_\pi},\]

\[\mathcal{M}_L(s,t) = A^+_L + B^+_L \frac{s - s_0}{F^2_\pi},\]

\[\mathcal{M}_{00}(s,t) = A^0_L,\]

\[\mathcal{M}_S(s,t) = B^+_S \frac{t - u}{F^2_\pi}.\]

The crossing property then furnishes the remaining amplitudes

\[\mathcal{M}_{+-}(s,t) = A_{+-} - \frac{B_{+-}}{2F^2_\pi} [(s - s_0) + (t - u)],\]

\[\mathcal{M}_{0+}(s,t) = -A_x + B_x \frac{s - s_0}{2F^2_\pi} [(s - s_0) + (t - u)],\]

\[\mathcal{M}^+_L(s,t) = -A^+_L + B^+_L \frac{s - s_0}{2F^2_\pi} [(s - s_0) + (t - u)],\]

\[\mathcal{M}^+_S(s,t) = \frac{B^+_S}{2F^2_\pi} [3(s - s_0) - (t - u)]. \quad \text{(IV.27)}

The value of \(s_0\) depends on the process under consideration, see Table III. We have not written the amplitudes describing the two processes involving the \(\eta\) meson. As far as their structure is concerned, they can be obtained in what follows from the amplitudes involving the \(K_L\) meson, upon replacing the mass of the latter by the mass of the former, and upon changing the notation for the coefficients appearing in the polynomial part [e.g., \(A^L_0\) instead of \(A^L_0\), and so on]. The computation of the \(\mathcal{O}(E^2)\) \(S\) and \(P\) partial waves \(\tilde{\varphi}_x(s), \ell = 0, 1, \) from the amplitudes \text{[IV.26]} and \text{[IV.27]}, presents no particular difficulty, and we merely display the resulting expressions:

\[\tilde{\varphi}_1^{++}(s) = \frac{1}{16\pi} \left[ A_{++} + B_{++} \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_0^{++}(s) = \frac{1}{16\pi} \left[ A_{++} + B_{++} \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_1^{0+}(s) = \frac{1}{16\pi} \left[ A_{++} + B_{++} \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_0^{0+}(s) = \frac{1}{16\pi} \left[ A_{++} + B_{++} \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_1^{L+}(s) = \frac{1}{16\pi} \left[ A^+_L + B^+_L \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_0^{L+}(s) = \frac{1}{16\pi} \left[ A^+_L + B^+_L \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_1^{L0}(s) = \frac{1}{16\pi} \left[ A^+_L + B^+_L \frac{s - s_0}{F^2_\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \right],\]

\[\tilde{\varphi}_0^{L0}(s) = \frac{1}{16\pi} A^0_L, \quad \text{(IV.31)}

\[\tilde{\varphi}_1^{S+}(s) = \frac{B^+_S}{24\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right),\]

\[\tilde{\varphi}_0^{S+}(s) = \frac{B^+_S}{32\pi} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) + \frac{1}{s} \left( s - \frac{M^2_\pi}{3} - M^2_{\pi^0} \right) \Delta_\pi. \quad \text{(IV.32)}

\[^{8}\text{The remark made in Eq. (IV.5) above also applies to the product } \tilde{\varphi}_1^{+k}(s)\tilde{\varphi}_1^{-l}(s).\]

\[^{9}\text{In addition, when referring to the Kacser function for a definite process, we denote the pions by their charges, e.g., } K_{K_L \pm \pm 0}(s) \text{ or } K_{K_L \pm 0 0}(s), \text{ and so on. For a generic case, we write just } K(s).\]
The various functions that appear in these expressions are given as

\[ \mathcal{M}_{++}(s, t, u) = \mathcal{P}_{++}(s, t, u) + 16\pi \mathcal{W}_{++}(s) + 16\pi \mathcal{W}_{1-}(s) + 16\pi \mathcal{W}_{1+}(s) + \mathcal{O}(E^8), \] (IV.33)

and

\[ \mathcal{M}_x(s, t, u) = \mathcal{P}_x(s, t, u) + 16\pi \mathcal{W}_x(s) + 16\pi \mathcal{W}_{0+}(s) + 16\pi \mathcal{W}_{0-}(s) + \mathcal{O}(E^8). \] (IV.34)

The various functions that appear in these expressions have discontinuities that are given by unitarity. At the one-loop order, and when restricted to two-pion intermediate states, these read [cf. Eqs. (III.13) and (III.24)]

\[ \text{Abs } \mathcal{W}_{++}(s) = \frac{1}{2} \sigma(s) \bar{\varphi}_0^{++}(s) \varphi_0^{++}(s) \theta(s - 4M_x^2) + \mathcal{O}(E^6), \]
\[ \text{Abs } \mathcal{W}_{0+}(s) = \left\{ \sigma(s) \bar{\varphi}_0^{--}(s) \varphi_0^{--}(s) \theta(s - 4M_x^2) + \mathcal{O}(E^6), \right\} \]
\[ \text{Abs } \mathcal{W}_{1+}(s) = \sigma(s) \frac{\bar{\varphi}_1^{+-}(s) \varphi_1^{-+}(s)}{2K_{\pm\pm\pm}(s)} \theta(s - 4M_x^2) + \mathcal{O}(E^6), \]
\[ \text{Abs } \mathcal{W}_x(s) = \left\{ \frac{1}{2} \sigma_0(s) \bar{\varphi}_0^{00}(s) \varphi_0^{00}(s) \theta(s - 4M_x^2) + \mathcal{O}(E^6), \right\} \]
\[ \text{Abs } \mathcal{W}_{00}(s) = \frac{1}{2} \sigma_0(s) \bar{\varphi}_0^{00}(s) \varphi_0^{00}(s) \theta(s - 4M_x^2) + \mathcal{O}(E^6), \]
\[ \text{Abs } \mathcal{W}_{0+}(s) = \frac{1}{2} \sigma_0(s) \bar{\varphi}_0^{0+}(s) \varphi_0^{0+}(s) \theta(s - 4M_x^2) + \mathcal{O}(E^6), \]
\[ \text{Abs } \mathcal{W}_{10}(s) = \frac{1}{2} \sigma_0(s) \bar{\varphi}_0^{10}(s) \varphi_0^{10}(s) \theta(s - 4M_x^2) + \mathcal{O}(E^6). \] (IV.35)

Up to a polynomial ambiguity, this fixes then these functions to read

\[ \mathcal{W}_{++}(s) = 16\pi \frac{1}{2} \bar{\varphi}_0^{++}(s) \varphi_0^{++}(s) \bar{J}(s) + \mathcal{O}(E^6), \]
\[ \mathcal{W}_{0+}(s) = 16\pi \left\{ \frac{1}{2} \bar{\varphi}_0^{--}(s) \varphi_0^{--}(s) \bar{J}(s) + \mathcal{O}(E^6), \right\} \]
\[ \mathcal{W}_{1-}(s) = - \frac{B_{++}}{18F^4} (s - 4M_x^2) \bar{J}(s) + \mathcal{O}(E^6), \]
\[ \mathcal{W}_x(s) = 16\pi \left\{ \frac{1}{2} \bar{\varphi}_0^{00}(s) \varphi_0^{00}(s) \bar{J}(s) + \mathcal{O}(E^6), \right\} \]
\[ \mathcal{W}_{00}(s) = \left\{ \frac{1}{2} \bar{\varphi}_0^{00}(s) \varphi_0^{00}(s) \bar{J}(s) + \mathcal{O}(E^6), \right\} \]
\[ \mathcal{W}_{10}(s) = \frac{B_{++}}{18F^4} (s - 4M_x^2) \bar{J}(s) + \mathcal{O}(E^6). \] (IV.36)

We may proceed similarly in the case of the reactions with \( P = K_L \) (or \( \eta \)). The amplitude for \( K_L \pi^0 \to \pi^+ \pi^- \) reads

\[ \mathcal{M}_x(s, t, u) = \mathcal{P}_x(s, t, u) + 16\pi \mathcal{W}_x(s) - 16\pi \mathcal{W}_{L+0}(s) - 16\pi \mathcal{W}_{L+0}(u) + \mathcal{O}(E^8), \] (IV.37)

whereas for \( K_L \pi^0 \to \pi^0 \pi^0 \), we obtain

\[ \mathcal{M}_{00}(s, t, u) = 16\pi \left[ \mathcal{W}_{L00}(s) + \mathcal{W}_{L00}(t) + \mathcal{W}_{L00}(u) \right] + \mathcal{O}(E^8). \] (IV.38)

At the one-loop order, the various functions that appear in these expressions are given as

\[ \mathcal{W}_{L:0}(s) = 16\pi \left[ \frac{1}{2} \bar{\varphi}_0^{L:0}(s) \varphi_0^{L:0}(s) \bar{J}(s) + \mathcal{O}(E^6), \right] \]
\[ \mathcal{W}_{L:1}(s) = \left\{ \frac{1}{2} \bar{\varphi}_0^{L:1}(s) \varphi_0^{L:1}(s) \bar{J}(s) + \mathcal{O}(E^6), \right\} \]
\[ \mathcal{W}_{L:0:0}(s) = \frac{B_{++}}{6F^2} (s - 2M_x^2) \bar{J}(s) + \mathcal{O}(E^6), \]
\[ \mathcal{W}_{L:0:1}(s) = \frac{B_{++}}{6F^2} (s - 2M_x^2) \bar{J}(s) + \mathcal{O}(E^6). \] (IV.39)
\[ W_{L;+0}^{(1)}(s) = \frac{B_L^{L} c_0 + \lambda_{+0}(s)}{18 F_\pi^4} \left( s - 4 M_\pi^2 \right) J_{\pm0}(s) + O(E^6) , \quad (IV.40) \]
and
\[ W_{L;00}^{(1)}(s) = 16 \pi \left[ \frac{1}{2} \tilde{\varphi}_0^{L;00}(s) \varphi_0^{00}(s) \tilde{J}_0(s) + \frac{1}{2} \tilde{\varphi}_0^{L;0x}(s) \varphi_0^{0x}(s) \tilde{J}(s) \right] + O(E^6) . \quad (IV.41) \]

At the same one-loop accuracy, the polynomial contributions to the four amplitudes that we have just discussed, namely \( M_{++}, M_{x}, M_L^{L}, M_L^{L0} \), can be written as [cf. footnote 3]
\[ \mathcal{P}(s,t,u) = A + B \frac{s - s_0}{F_\pi^2} + C \frac{(s - s_0)^2}{F_\pi^4} + D \frac{(t - s_0)^2 + (u - s_0)^2}{F_\pi^4} + O(E^6) , \quad (IV.42) \]
putting appropriate labels on the coefficients, e.g., \( A_{++}, A_x, \) and so on. In the case of \( \mathcal{P}_{00}(s,t,u) \), the additional restrictions \( D_L^{L0} = 0 \) and \( C_{00} = D_L^{L0} \), due to Bose symmetry, apply. These coefficients are in one-to-one correspondence with the Dalitz-plot parameters of the \( K \rightarrow \pi \pi \pi \) amplitudes.

Finally, it remains to discuss the case \( P = K_S \) briefly. The corresponding two-loop amplitude for the process \( K_S \pi^0 \rightarrow \pi^+ \pi^- \) has the form
\[ M_S^S(s,t,u) = \mathcal{P}_S(s,t,u) + 48 \pi (t - u) W_{S;+0}^{(1)}(s) + O(E^6) , \quad (IV.43) \]
At the one-loop order, the functions involved in this expression read
\[ W_{S;+0}^{(1)}(s) = \frac{B_S^{S} c_0 + \lambda_{+0}(s)}{9 F_\pi^4} (s - 4 M_\pi^2) \tilde{J}(s) + O(E^6) , \quad (IV.44) \]
and
\[ W_{S;00}^{(0)}(s) = \left\{ - \frac{B_S^{S} c_0 + \lambda_{+0}(s)}{6 F_\pi^4} \left[ 1 - 2 M_\pi^2 + M_{+0}^2 \right] s - 3 \frac{\Delta^2}{s^2} \right\} J_{\pm0}(s) \]
\[ \times (M_{K_S}^2 - M_\pi^2) \Delta_x + 16 \pi \varphi_0^{+0}(s) \varphi_0^{00}(s) \tilde{J}_{\pm0}(s) \]
\[- \frac{2 B_S^{S} c_0 + \lambda_{+0}(s)}{3 F_\pi^4} \left( M_{K_S}^2 - M_\pi^2 \right) \Delta_x \tilde{J}_{\pm0}(s) + O(E^6) , \quad (IV.45) \]

The one-loop subtraction polynomial, in this case, is given by
\[ \mathcal{P}_S(s,t,u) = \frac{t - u}{F_\pi^2} \left[ B_S^S + D_x^S \left( s_0 - s \right) \right] + O(E^6) . \quad (IV.46) \]
Again, \( B_S^S \) and \( D_x^S \) are related to Dalitz-plot parameters of the \( K_S \rightarrow \pi^0 \pi^+ \pi^- \) amplitude.

V. SECOND ITERATION: EQUAL-MASS PIONS

The construction of the scattering amplitudes for the \( \pi \pi \rightarrow \pi \pi \) and \( P \pi \rightarrow \pi \pi \) processes could be performed in a rather straightforward manner at next-to-leading order: from the expressions of their discontinuities at one loop, the various functions \( W(s) \) and \( \mathcal{W}(s) \) have been obtained up to an ambiguity consisting in polynomials of at most second order in the Mandelstam variables. The resulting amplitudes at one loop display the correct analytic properties expected at this order, and satisfy all required crossing relations. In order to proceed toward obtaining two-loop expressions for all the \( \pi \pi \rightarrow \pi \pi \) amplitudes, it is necessary to supplement the subtraction polynomials with \( O(E^6) \) terms. For \( M_{++}, M_x, M_L^{L}, M_L^{L0} \), we take the generic form
\[ \mathcal{P}(s,t,u) = A + B \frac{s - s_0}{F_\pi^2} + C \frac{(s - s_0)^2}{F_\pi^4} + D \frac{(t - s_0)^2 + (u - s_0)^2}{F_\pi^4} + \frac{E}{F_\pi^6} \left[ (t - s_0)^3 + (u - s_0)^3 \right] + O(E^6) \quad (V.1) \]
with appropriate labels. Due to the Bose symmetry, in the case of \( \mathcal{P}_{00}(s,t,u) \), the additional constraint \( F_0^0 = E_{00} \) holds (in addition to the restrictions discussed after (IV.42)). For \( M_S^S \) the polynomial is
\[ \mathcal{P}_S(s,t,u) = \frac{t - u}{F_\pi^2} \left[ B_S^S + D_x^S \left( s_0 - s \right) + E_x^S \left( s_0 - s \right)^2 \right] \]
\[ + \frac{F}{F_\pi^2} \left( (s_0 - t)^2 + (s_0 - u)^2 \right) + O(E^6) . \quad (V.2) \]

Then, we start from the discontinuities of the functions \( W(s) \) that hold at this order, as given by Eqs. (III.13), (III.21), and (III.20). For instance, for the amplitude \( W_{L;00}(s) \) it gives
\[ \text{Abs} W_{L;00}(s) = \frac{\sigma_0(s)}{2} \left[ \tilde{\varphi}_0^{L;00}(s) \varphi_0^{00}(s) + \tilde{\psi}_0^{L;00}(s) \psi_0^{00}(s) \right] \]
\[ + \tilde{\psi}_0^{L;0x}(s) \varphi_0^{0x}(s) \theta(s - 4 M_\pi^2) \]
\[ + \frac{E_0}{E_\pi} \left[ \tilde{\varphi}_0^{L;0x}(s) \varphi_0^{0x}(s) + \tilde{\psi}_0^{L;0x}(s) \psi_0^{0x}(s) \right] \]
\[ + \frac{F_{L;0x}}{F_\pi} \left( s_0 - t \right)^2 + (s_0 - u)^2 \right] + O(E^6) . \quad (V.3) \]

9 Note that in Ref. 38 for the case of \( P = \eta \), we have used the same form of the polynomial with a different normalization of the coefficients \( A_2^{90}, \ldots, A_2^{90} \) and \( A_0^{90}, \ldots, E_0^{90} \).
As illustrated by this example, schematically these expressions now involve, in addition to the lowest-order partial waves represented by the functions \( \varphi(s) \) and \( \tilde{\varphi}(s) \), the one-loop dispersive part \( \psi(s) \) of the \( \pi\pi \to \pi\pi \) \( (P\pi \to \pi\pi) \) \( S \) and \( P \) partial-wave projections. These are to be obtained from the one-loop expressions of these amplitudes that have just been computed in the preceding section. As compared to the leading-order case, their expressions at the next-to-leading order are much more complicated. In the case of the \( \pi\pi \) scattering amplitudes, the difficulty is purely algebraic, and explicit formulas can be obtained in rather closed forms \[14, 48\]. They essentially generalize the results obtained in the case without isospin breaking \[14\] to the situation where the pion mass difference is taken into account. In the case of the \( P\pi \to \pi\pi \) amplitudes, the situation is somewhat more involved, due to the existence, in the central region of the Mandelstam plane, of a bounded region corresponding to the decay process \( P \to \pi\pi\pi \). This feature makes the analytic properties of the amplitude less simple, and requires a more elaborate analysis. In particular, when performing the partial-wave projection by the usual integration over the variable \( t \), one has to be careful to find the appropriate prescription for deforming the path of integration in order to avoid any singularity. The situation has been well studied in the case that corresponds to the isospin limit: the masses of the three particles in the final state (i.e., pions for the cases at hand), but also in the intermediate states, are identical. As explained before, the appropriate procedure consists in starting from the situation where \( M_P < 3M_\pi \), so that the decay region disappears. In this case, dispersion relations exist under the usual conditions, and one can proceed as outlined in Fig. 1. After that, one performs the analytic continuation in the mass, \( M_P^2 \to M_P^2 + i\delta \), to the region where \( M_P > 3M_\pi \) \[68, 72, 80\]. In practice, this analytic continuation is provided by the prescription to deform the contour of integration in the partial-wave projection. We show in Appendix A that this prescription, which was shown to give the correct result in the limit of equal-mass pions, also provides the appropriate prescription for the processes involving three neutral external pions, even when there appear pairs of heavier charged pions as intermediate states. The more general situation, with also charged pions in the external states, and lighter neutral pions as intermediate states, involves anomalous thresholds and requires a dedicated study. It is the subject of a subsequent article \[51\]. Therefore, our analysis in this section is restricted to the case of equal-mass pions, in both final and intermediate states. The common pion mass will be taken as \( M_\pi \), the mass of the charged pion. The case \( P\pi^0 \to \pi^0\pi^0 \), \( P = K_L, \eta \), with \( M_{\pi^0} \neq M_\pi \), will be considered in the next section.

For equal-mass pions, the discontinuities of the functions \( \mathcal{W}(s) \) at next-to-leading order take the schematic form (in the case of the functions \( \mathcal{W}^{(1)}(s) \), an additional factor \( 1/2K(s) \) is understood)

\[
\text{Abs} \mathcal{W}(s) \sim \sigma(s) \left[ \tilde{\varphi}(s)\varphi(s) + \varphi(s)\psi(s) + \psi(s)\varphi(s) \right].
\]

This leads to the following convenient decomposition of the functions \( \mathcal{W}(s) \) at two loops,

\[
\mathcal{W}(s) = \mathcal{W}^{\text{1-loop}}(s) + \mathcal{W}^{\pi\pi}(s) + \mathcal{W}^{P\pi}(s),
\]

where each term results from the corresponding term in the preceding decomposition of \( \text{Abs} \mathcal{W}(s) \). The preceding section was devoted to the evaluation of the NLO amplitudes \( \mathcal{W}^{\text{1-loop}}(s) \), with \( \text{Abs} \mathcal{W}^{\text{1-loop}}(s) \sim \sigma(s)\tilde{\varphi}(s)\varphi(s) \). The next two terms give the contribution at next-to-next-to-leading order (NNLO), and their computation\[10\] will be addressed in turn in the remainder of the present section. The results for \( \mathcal{W}^{\pi\pi}(s) \) can be found in Section V.A (cf. (V.13)–(V.16)), whereas those for \( \mathcal{W}^{P\pi}(s) \) are listed in Appendix D. Note that for \( P = \eta \), we reproduce the expressions that were implicitly used (and the general structure of which was shown) already in Section IV of Ref. \[36\].

A. NLO \( \pi\pi \) partial waves and the functions \( \mathcal{W}^{\pi\pi}(s) \)

In the case where the pions have all a common mass \( M_\pi \), the partial-wave projections at one loop \( \psi_I(s), I = 0, 1, 2 \), e.g., [with the Condon and Shortley phase convention],

\[
\begin{pmatrix}
\psi_{0}^{++} \\
\psi_{0}^{+-} \\
\psi_{0}^{-+} \\
\psi_{0}^{00}
\end{pmatrix} = \begin{pmatrix}
0 & 1 & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
-\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \\
0 & 0 & 1 & 0
\end{pmatrix} \begin{pmatrix}
\psi_{0} \\
\psi_{1}
\end{pmatrix},
\]

whereas \( \psi_{1}^{+-} = \psi_{1}^{00} = \psi_{1}/2 \). The isospin projections \( \psi_I(s) \) themselves are expressed in the form

\[
\psi_I(s) = 2 \frac{M_\pi^4}{s^{3/2}} \sqrt{s - 4M_\pi^2} \sum_{i=0}^{4} \bar{c}_i(s)k_i(s),
\]

where the functions \( k_i(s) \) read, for \( s \geq 4M_\pi^2 \),

\[
k_0(s) = \frac{1}{16\pi} \sqrt{\frac{s - 4M_\pi^2}{s}}, \quad k_1(s) = \frac{1}{8\pi} L(s),
\]

\[10\] It is useful, for what follows, to keep in mind that the functions \( \tilde{\varphi}(s) \) and \( \varphi(s) \) all simply become first-order polynomials in \( s \) when \( M_{\pi^0} = M_\pi \).
\[ k_2(s) = \frac{1}{8\pi} \left( 1 - \frac{4M^2}{s} \right) L(s), \]
\[ k_3(s) = \frac{3}{16\pi} \frac{M^2}{\sqrt{s(s - 4M^2)}} L^2(s), \]
\[ k_4(s) = \frac{1}{16\pi} \frac{M^2}{\sqrt{s(s - 4M^2)}} \left\{ 1 + \sqrt{\frac{s}{s - 4M^2}} L(s) \right\} + \frac{M^2}{s - 4M^2} L^2(s), \]

(V.8)

with\footnote{Note that for \( s \geq 4M^2 \), one has}
\[ L(s) = \ln \frac{1 - \sqrt{\frac{s - 4M^2}{s}}}{1 + \sqrt{\frac{s - 4M^2}{s}}} \quad [s \geq 4M^2]. \quad (V.9) \]

The polynomials \( \xi^{(i)}(s) \) have been worked out in Ref. [46]. We will use them in the form given in terms of subthreshold parameters in Eq. (C.8) of Ref. [44]. Their expressions in terms of the scattering lengths can be obtained from the formulas (F.8) to (F.11) given in Appendix F of that same reference, upon taking the limit where the neutral and charged pion masses coincide. Note that the function \( k_4(s) \) appears only in the \( P \)-wave projection \( \psi_1(s) \), and the polynomials \( \xi^{(4)}_0(s) \) and \( \xi^{(4)}_2(s) \) vanish identically. Due to the relation
\[ \left( \frac{s}{M^2} - 4 \right) k_4(s) = k_0(s) + 2k_1(s) + \frac{1}{3}k_3(s) \quad (V.10) \]

there is an ambiguity in the definition of the polynomials \( \xi^{(1)}_1(s) \). This, however, does not matter in practice and \( \psi_1(s) \) is well defined.

Following Ref. [46], the expressions of the various functions \( W_0(s) \) and \( W_1(s) \) can be written in terms of integrals
\[ \tilde{K}_i(s) = \frac{s}{\pi} \int_{4M^2}^{\infty} \frac{dx}{x} \frac{k_i(x)}{x - s - 40}. \quad (V.11) \]

These integrals can be expressed in terms of the function \( J(s) \), and the corresponding formulas are given in Eq. (3.49) of Ref. [46].

We may now display, for each function \( W(s) \) appearing in Table II its NNLO contribution \( W_{\pi\pi}(s) \). These expressions read
\[ W_{\pi\pi}^{(0)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(0)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(1)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(1)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(2)}(s) = \frac{4}{8\pi^2} \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(3)}(s) = \frac{4}{48\pi^2} \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(4)}(s) = \frac{4}{48\pi^2} \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]

and finally,
\[ W_{\pi\pi}^{(1)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(1)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(0)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(0)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(1)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(1)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(2)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(2)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(3)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(3)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]
\[ W_{\pi\pi}^{(4)}(s) = \frac{1}{3} \bar{\varphi}_{00}^{(4)}(s) \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]

(V.15)

\[ W_{\pi\pi}^{(1)}(s) = \frac{B_0^{\pi\pi}}{96\pi^2} \frac{M^4}{F^2} \sum_{i=0}^{3} \xi^{(i)}_0(s) \tilde{K}_i(s), \]

(V.16)
B. NLO partial waves of the $P_\pi \to \pi \pi$ amplitudes and the functions $W^{SS}(s)$

Above the physical threshold \[ |M_\pi^2| < (\sqrt{s} - M_{\pi\pi})^2 \], the partial-wave projections of the $P_\pi \to \pi \pi$ amplitudes in the form given by Eqs. \ref{Eq:III.11} and \ref{Eq:III.12} are defined as integrals over the scattering angle, cf. Eq. \ref{Eq:III.9}. This integration can be traded for an integration over the Mandelstam variable $t$, upon using relation \ref{Eq:III.7}. Starting from the one-loop expression of the amplitude given in Sec. \ref{Eq:V.13} and written in the form shown in Eqs. \ref{Eq:III.11} and \ref{Eq:III.12}, this leads to

\[
t_0(s) = W_0(s) + \frac{1}{64\pi K(s)} \int_{t_{-}}^{t_{+}} dt \left[ \mathcal{P}(s, t, 3s_0 - t - s) + \mathcal{P}(s, 3s_0 - t, s) \right]
+ \frac{1}{2K(s)} \int_{t_{-}}^{t_{+}} dt \left\{ W_0^t(t) + W_0^u(t) - 3(2s + t - 3s_0) [W_1^t(t) + W_1^u(t)] \right\},
\]

\[
t_1(s) = 2K(s) W_1(s) + \frac{1}{128\pi K^2(s)} \int_{t_{-}}^{t_{+}} dt \left\{ 2t + s - 3s_0 \right\} \left[ \mathcal{P}(s, t, 3s_0 - t - s) - \mathcal{P}(s, 3s_0 - t, s) \right]
+ \frac{1}{4K^2(s)} \int_{t_{-}}^{t_{+}} dt \left( 2t + s - 3s_0 \right) \left\{ W_0^t(t) - W_0^u(t) - 3(2s + t - 3s_0) [W_1^t(t) - W_1^u(t)] \right\}
\]

(V.17)

for the corresponding $S$- and $P$-wave projections. The limits of integration are given by

\[
t_{\pm}(s) = \frac{3s_0 - s}{2} \pm K(s),
\]

(V.18)

where $K(s)$ is the Kacser function defined in general by the formula \ref{Eq:III.8}. This $t$-integral representation of the partial-wave projections is well suited for the analytic continuation in $M_\pi^2$, mentioned above.

In the above formulas, all $W$ functions stand for the one-loop expressions worked out in Sec. \ref{Eq:V.12}. Making the connection with the discussion at the end of Sec. \ref{Eq:III} the contributions from direct rescattering (the first diagram in Fig. 4) are contained in the functions $W_{0,1}(s)$, whereas rescattering in the crossed channels (the second diagram, with the fish topology, in Fig. 4) is contained in the integrals involving the functions $W_{0,1}^{a}(t)$. The integrals over the polynomial parts present no difficulty. For the polynomial given in Eq. \ref{Eq:IV.12}, one obtains

\[
\frac{1}{4K(s)} \int_{t_{-}}^{t_{+}} dt \left[ \mathcal{P}(s, t, 3s_0 - t - s) + 3(2s + t - 3s_0) [W_1^t(t) + W_1^u(t)] \right]
= A + B \frac{s - s_0}{F_\pi^2} + \left( C + D \right) \frac{(s - s_0)^2}{F_\pi^4} + \frac{2}{3} D \frac{K^2(s)}{F_\pi^4}
\]

(V.19)

and, for the polynomial $P_x^{SS}(s, t, u)$ given in Eq. \ref{Eq:IV.46},

\[
\frac{1}{4K^2(s)} \int_{t_{-}}^{t_{+}} dt \left( 2t + s - 3s_0 \right) \left\{ \frac{D_x^{SS}}{F_\pi^2} - \frac{D_x^{SS}}{F_\pi^2} (s - s_0) \right\} K(s).
\]

(V.20)

As for the remaining integrals, for equal-mass pions, some simplifications occur. For instance, the three functions $J(s)$, $J_0(s)$ and $J_{\pm 0}(s)$ that appear in the expressions for the one-loop amplitudes become identical and equal to $J(s)$. Furthermore, contributions involving the twice-subtracted function $J_{\pm 0}(s)$ vanish, being proportional to powers of $\Delta_\pi$. From the expressions obtained at NLO, the remaining integrands can then be written as polynomials in $t$ times the loop function $J(t)$,

\[
\left\{ W_0^t(t) \pm W_0^u(t) - 3(2s + t - 3s_0) [W_1^t(t) \pm W_1^u(t)] \right\} \bigg|_{O(E_\pi^1)}
= \sum_{n=0}^{2} \left[ \frac{w_0^{(n)}}{t} \right] \left( \frac{t}{F_\pi^2} \right)^n + \frac{B_\pm}{3} \left( s - 4M_\pi^2 \right) J(t),
\]

(V.21)

so that one obtains

\[
t_0(s) = W_0(s) + \frac{1}{64\pi K(s)} \int_{t_{-}}^{t_{+}} dt \left[ \mathcal{P}(s, t, 3s_0 - t - s) + 3(2s + t - 3s_0) [W_1^t(t) \pm W_1^u(t)] \right]
+ \frac{1}{2K(s)} \int_{t_{-}}^{t_{+}} dt \left\{ \sum_{n=0}^{2} \left[ \frac{w_0^{(n)}}{t} \right] (2n - 1) + \left( 2 - n \right) \frac{B_\pm}{3} \frac{s}{F_\pi^2} \left( -2M_\pi^2 \right)^{1-n} \right\} \left( \frac{t}{F_\pi^2} \right)^n J(t),
\]

(V.22)
\[ t_1(s) = 2K(s)W_1(s) + \frac{1}{128\pi K^2(s)} \int_{t_-}^{t_+} dt (2t + s - 3s_0) \left[ \mathcal{P}(s,t,3s_0 - t - s) - \mathcal{P}(s,3s_0 - t - s,t) \right] \]
\[ + \frac{1}{4K^2(s)} \int_{t_-}^{t_+} dt \sum_{n=0}^{2} \tilde{w}^{(n)}(2t - 3s_0) \left( \frac{t}{F_\pi^2} \right)^n \bar{J}(t) \]
\[ + \frac{s}{4K^2(s)} \int_{t_-}^{t_+} dt \sum_{n=0}^{2} \left[ \tilde{w}^{(n)} - \frac{B_n}{3} \left( -2M_\pi^2 \right)^{1-n} n(n-3)2^{4-n}M_\pi^2 - (n-2)(s - 3s_0) \right] \left( \frac{t}{F_\pi^2} \right)^n \bar{J}(t). \quad \text{(V.23)} \]

The coefficients \( \tilde{w}^{(n)} \) and \( B_n \) are process dependent, and their expressions for the various channels are collected in Appendix [I].

Following the same path in the case of the partial-wave projections of the \( \pi\pi \) amplitudes, we would obtain the expressions for the functions \( \tilde{w}_f(t) \) explicitly, namely, in the case of equal-mass pions, we would reproduce the formulas (V.7) and (V.9) from the previous subsection. The situation in the case of the processes \( P\pi \rightarrow \pi\pi \) involved for the reasons already explained previously.

The main difference from the case of \( \pi\pi \) scattering (and the source of the complication) lies in the integration itself. In the case of \( \pi\pi \) scattering, the above integrals are computed in the usual way, with the limits of integration given by \( t_+(s) = 0 \) and \( t_-(s) = -(s - 4M_\pi^2) \). In the case of the partial-wave projections of the \( P\pi \rightarrow \pi\pi \) amplitudes, we have to perform an analytic continuation in \( M_{\pi}^2 \) from \( M_P = M_\pi \) to \( M_P > 3M_\pi \) keeping \( s \) real and above the two-pion unitarity threshold.

During the process of this analytic continuation, the physical threshold of the \( P\pi \rightarrow \pi\pi \) scattering moves above the two-pion unitarity threshold, and the unphysical region appears, where the limits of integration (V.18) become complex. Finally, also the decay region emerges. The correct prescription for such analytic continuation corresponds to approaching the real values of \( M_{\pi}^2 \) from the upper complex half-plane, i.e., taking \( M_{\pi}^2 \rightarrow M_{\pi}^2 + \text{i}\delta \). It fixes the position of the endpoints infinitesimally below or above the real axis when necessary, as described in detail in [L8] for the equal-mass pions. As a result, we get in this case

\[ t_\pm(s) = \frac{3s_0 - s}{2} + K_\pm(s), \quad \text{(V.24)} \]

where \( K_\pm(s) \) is defined as

\[ K_\pm(s) = \begin{cases} \mp|K(s)|, & s > M_\pi^2 \\ \pm|K(s)|, & M_\pi^2 > s > M_\pi^2 \\ \pm|K(s)| \pm \text{i}\delta, & M_\pi^2 > s > \frac{1}{2}\Delta_\pi \\ \pm|K(s)| + \text{i}\delta, & \frac{1}{2}\Delta_\pi > s > 4M_\pi^2, \end{cases} \quad \text{(V.25)} \]

and \( K(s) \) denotes the Kacser function for the equal-mass pions. According to the general definition (III.8), it reads

\[ K^2(s) = \frac{1}{4} \left( 1 - \frac{4M_\pi^2}{s} \right) \lambda_\pi(s). \quad \text{(V.26)} \]

In the above formulas, we have introduced the shorthand notation \( M_\pm = M_P \pm M_\pi \) and \( \Delta_\pi = M_P^2 - M_\pi^2 \). At the same time, the path of integration itself has to be deformed into the complex-\( t \) plane in order that the integration avoids the two-pion unitarity cut.

As shown in Appendix [I] the required contour integrals of \( t^n \bar{J}(t) \), with \( n = 0, 1, 2, 3 \), can be easily computed in closed form. Note that the integrands of (V.22) and (V.23) are analytic functions. A detailed analysis of the analytic structure of these integrands reveals [cf. Appendix [I]] that in the case of equal-mass pions, the above contour integrals can be obtained upon taking the difference at the endpoints of the primitives of the functions occurring in these integrals. The results can be written compactly as [recall that the condition \( s \geq 4M_\pi^2 \) holds]

\[ \pi \int_{t_-(s)}^{t_+(s)} dt t^n \bar{J}(t) = \frac{2K(s)}{\sigma(s)} \sum_{i=0}^{3} \kappa_i^{(n)}(s) \tilde{k}_i(s), \quad \text{(V.27)} \]

where the functions \( \tilde{k}_i(s) \) are similar to the functions \( k_i(s) \) introduced in Eq. (V.8) in the case of the \( \pi\pi \) partial-wave projections:

\[ \begin{align*}
\tilde{k}_0(s) &= \frac{1}{16\pi} \sigma(s), \\
\tilde{k}_1(s) &= \frac{1}{16\pi} M(s), \\
\tilde{k}_2(s) &= \frac{1}{16\pi} \frac{M(s)}{\lambda_{\pi}^{1/2}(s)}, \\
\tilde{k}_3(s) &= -\frac{1}{16\pi} \frac{M(s)}{\lambda_{\pi}^{1/2}(s)}. 
\end{align*} \quad \text{(V.28)} \]

Actually, \( k_0(s) = \tilde{k}_0(s) \) and \( k_1(s) = 2\tilde{k}_1(s) \), but we prefer to keep different notations for them, such as to clearly separate the present discussion from the case of the \( \pi\pi \) scattering amplitude; of course, in the limit \( M_P \rightarrow M_\pi \), \( \tilde{k}_2(s) \rightarrow k_1(s)/2 \) and \( \tilde{k}_3(s) \rightarrow -k_3(s)/3 \). These expressions involve the functions \( \sigma(s) \) and \( L(s) \), already defined in Eqs. (IV.14) and (IV.3), respectively. An additional function \( M(s) \) appears. For \( s > 4M_\pi^2 \), it is defined as

\[ M(s) = -\ln \left[ 1 - \frac{\Delta_\pi}{s} + \frac{\lambda_{\pi}^{1/2}(s)}{s} \right] \]
\[ -\ln \left[ 1 - \frac{\Delta_\pi}{s} + \frac{\lambda_{\pi}^{1/2}(s)}{s} \right]^{-1} \]
\[ = -2\ln \left[ 1 - \frac{\Delta_\pi}{s} + \frac{\lambda_{\pi}^{1/2}(s)}{s} \right] + \ln \frac{4M_\pi^2}{s}. \quad \text{(V.29)} \]
Up to trivial changes in the labels and normalization factors, \( \tilde{\kappa}_n(s) \) are identical with the functions \( F_n(s) \) defined in Eqs. (A.7) to (A.11) of Ref. [30]. For \( n = 0, 1 \) they furthermore coincide with the imaginary parts of the corresponding functions \( \tilde{K}_n(z) \) shown in Fig. [14].
and whose discontinuity is given by Eq. (V.36). This is straightforward for the contribution between the first curly brackets in Eq. (V.35) since

$$\sigma(s) \Re \tilde{J}(s) = 8\pi \Im \tilde{J}^2(s).$$  \hfill (V.37)

For the remaining terms, given by the sum in Eq. (V.35), this can be achieved in the following way. Let us introduce functions defined through dispersive integrals of the functions $\tilde{k}_i(s)$,

$$\tilde{K}_i(s) = \frac{s}{\pi} \int_{4M^2_{\pi}}^{\infty} \frac{dx}{x} \tilde{k}_i(x), \quad \tilde{\tilde{K}}_i(s) = \frac{s^2}{\pi} \int_{4M^2_{\pi}}^{\infty} \frac{dx}{x^2} \tilde{k}_i(x) - s\tilde{K}^\prime_i(0).$$  \hfill (V.38)

Then, the function

$$[\varphi_0 \circ \tilde{\xi}_0](s) =$$

$$= \frac{1}{16\pi^2 F^2_{\pi}} [\varphi_0(s) - \varphi_0(0)] \sum_{n=0}^{2} \frac{w_n^{(n)}}{16\pi} \sum_{i=0}^{3} \kappa_i^{(n+1)}(s) \tilde{K}_i(s) + \frac{1}{16\pi^2 F^2_{\pi}} \varphi_0(0) \sum_{n=0}^{2} \frac{w_n^{(n)}}{16\pi} \sum_{i=0}^{3} \left[ \kappa_i^{(n)}(s) - d_i^{(n)} \frac{\Delta\kappa_i}{s^2} \right] \tilde{K}_i(s) + \frac{sB_+}{16\pi^2 F^2_{\pi}} \varphi_0(s) \sum_{n=0}^{2} \frac{w_n^{(n)}}{16\pi} \sum_{i=0}^{3} d_i^{(n)} \frac{\Delta\kappa_i}{s^2} \tilde{K}_i(s)$$

$$+ \frac{1}{16\pi^2 F^2_{\pi}} \varphi_0(0) \sum_{n=0}^{2} \frac{w_n^{(n)}}{16\pi} \sum_{i=0}^{3} d_i^{(n)} \frac{\Delta\kappa_i}{s^2} \tilde{K}_i(s)$$  \hfill (V.39)

has a discontinuity along the positive real axis given by the sum in Eq. (V.35), multiplied by $\varphi_0(s)$. Notice that all the functions $\tilde{k}_i(x)$ are bounded on the real axis by \ln $x$ as $x \to +\infty$ since

$$\lim_{x \to +\infty} \tilde{k}_i(x) = \left\{ \frac{1}{16\pi} \ln \frac{M^2_{\pi}}{x} ; \frac{1}{16\pi} \ln \frac{M^2_{\pi}}{x} ; \frac{1}{16\pi} \ln \frac{M^2_{\pi}}{x} \right\}. \hfill (V.40)$$

Therefore, the once-subtracted dispersive integrals in Eq. (V.38) are convergent, and the functions $\tilde{K}_i(s)$ are defined without ambiguity. Actually, the dispersive integral for $\tilde{k}_i(x)$ would already converge without subtraction. Finally, one easily finds expressions in terms of $\tilde{J}(s)$ for the two first functions, i.e., $\tilde{K}_0(s) = J(s)$, and

$$\tilde{K}_1(s) = \frac{1}{2} \frac{s}{s - 4M^2_{\pi}} \left[ 16\pi^2 \tilde{J}^2(s) - 4\tilde{J}(s) + \frac{1}{4\pi^2} \right].$$  \hfill (V.41)

2. P-wave projections

The dispersive part of the P-wave projection can be obtained as

$$\tilde{\psi}_1(s) = t^\text{loop}_1(s) - i \text{Abs} t^\text{loop}_1(s)$$

$$= t^\text{loop}_1(s) - 2iK(s) \text{Abs} t^\text{loop}_1(s),$$  \hfill (V.42)

where we used (III.13). Starting from the structure of $\text{Abs} W_1(s)$, i.e.,

$$\text{Abs} W_1(s) \sim \sigma(s) \frac{\varphi_1(s)}{2K(s)} \tilde{\psi}_1(s) \theta(s - 4M^2_{\pi}),$$  \hfill (V.43)

one may notice that $\tilde{\psi}_1(s)$ occurs in $\text{Abs} W_1(s)$ through the combination $\varphi_1(s)$ is proportional to $s - 4M^2_{\pi}$

$$\sigma(s)(s - 4M^2_{\pi}) \tilde{\psi}_1(s) =$$

$$= \frac{\sigma(s)(s - 4M^2_{\pi})}{32\pi} \left[ \text{Disp} W^\text{loop}_1(s) - \frac{D_{\pi}^2}{F^2_{\pi}}(s-s_0) \right] + \frac{1}{\pi} \sum_{n=0}^{3} \frac{3}{2} \frac{w_n^{(n)}}{16\pi} \sum_{i=0}^{3} \frac{2\kappa_i^{(n+1)}(s) - 3s\kappa_i^{(n)}(s)}{F^2_{\pi}} \tilde{k}_i(s) + \frac{1}{\pi} \sum_{i=0}^{3} \sum_{n=0}^{3} \frac{\kappa_i^{(n)}(s)}{F^2_{\pi}} + \frac{B_{+}}{3F^2_{\pi}} \left[ 2\kappa_i^{(2)}(s) + (s - 3s_0 - 8M^2_{\pi}) \varphi_1^{(1)}(s) - 4M^2_{\pi} \varphi_1^{(1)}(s) \right] \right]$$

$$\times \frac{s^2 \tilde{K}_i(s)}{\lambda_{P\pi}(s)},$$  \hfill (V.44)

The main difference from the previous case of the S-wave projection lies in the presence of additional polynomial $\lambda_{P\pi}(s)$ in the denominator of the right-hand side. This feature can be handled by writing

$$\lambda_{P\pi}(s) = (s - M^2_{\pi})(s - M^2_{\pi}), \quad M_{\pm} = M_\pm \pm M_{\pi}, \quad (V.45)$$

and by using the decomposition of a product of fractions. As a result, we define the additional functions

$$\tilde{K}^{(\lambda)}_i(s) = \frac{1}{4} \left[ \frac{M^2_{\pi}}{s - M^2_{\pi}} \left( \tilde{K}_i(s) - \frac{s}{M^2_{\pi}} \tilde{K}_i(M^2_{\pi}) \right) - \frac{M^2_{\pi}}{s - M^2_{\pi}} \left( \tilde{K}_i(s) - \frac{s}{M^2_{\pi}} \tilde{K}_i(M^2_{\pi}) \right) \right]$$

$$+ \frac{s}{\pi} \int_{4M^2_{\pi}}^{\infty} \frac{dx}{x} \frac{M_{\pi}M^2_{\pi}}{\lambda_{K\pi}(x)} \tilde{k}_i(x) \theta(s - 4M^2_{\pi}),$$  \hfill (V.46)

which are actually characterized (but not entirely) by the conditions $\tilde{K}^{(\lambda)}_i(0) = 0$ and their absorptive parts along the cut on the positive real axis

$$\text{Abs} \tilde{K}^{(\lambda)}_i(s) = \frac{M_{\pi}M^3_{\pi}}{2\lambda_{K\pi}(s)} \tilde{k}_i(s) \theta(s - 4M^2_{\pi}).$$  \hfill (V.47)

13 In this formula, the second term in the rectangular brackets is present only for $K_S^{0\rightarrow \pi^+\pi^-}$ scattering, see Appendix D
Then, the discontinuity along the real positive axis of the function
\[
\tilde{\xi}_1(s) = 
\]
\[
= \frac{1}{\pi} \sum_{n=0}^{\infty} \frac{2\kappa_1^{(n+1)}(s)}{M^2_\pi} + \frac{(s - 3s_0)\kappa_1^{(n)}(s)}{F^2_\pi} 
\]
reproduces the terms displayed in Eq. (V.41).

VI. SECOND ITERATION: \( P \rightarrow \pi^0\pi^0\pi^0 \) WITH \( M_\pi \neq M_{\pi^0} \)

We next consider the second iteration in the case where the difference between neutral and charged pion masses is taken into account, but for the two processes where all the external pions are neutral, i.e., \( K_L \rightarrow \pi^0\pi^0\pi^0 \) and \( \eta \rightarrow \pi^0\pi^0\pi^0 \). These amplitudes are fully symmetric under exchanges of the three Mandelstam variables, and are described by the polynomial of the form (VI.1),

\[
P(s,t,u) = A + \frac{C}{F^4_\pi} [(s - s_0)^2 + (t - s_0)^2 + (u - s_0)^2] 
\]
\[
+ \frac{E}{F^6_\pi} [(s - s_0)^3 + (t - s_0)^3 + (u - s_0)^3] + \mathcal{O}(E^8), 
\]

(VI.1)

and a single function [see Table II] that we call simply \( \mathcal{W}_{L,00}(s) \). Its expression at one loop is given in Eq. (IV.41). According to (VI.3), at two loops, the absorptive part of \( \mathcal{W}_{L,00}(s) \) is determined in terms of the dispersive parts of the \( \ell = 0 \) partial-wave projections of the one-loop amplitudes \( \mathcal{M}_{L,00}^{L_{\pi^0}} \) and \( A_{00} \). However, these have now to be calculated for \( M_\pi \neq M_{\pi^0} \). Regarding the \( \pi\pi \) amplitudes \( A_{00}, A_{0} \), this has already been done in Ref. [14], where explicit expressions can be found, see Section IV.A therein. As discussed below, in the case of the amplitudes \( \mathcal{M}_{L,00}^{L_{\pi^0}} \) and \( L_{\pi^0}^0 \); this calculation does not raise any difficulties of principle, although the resulting formulas become much more complicated than in the case of the equal-mass pions.

A. NLO partial waves of the \( P\pi^0 \rightarrow \pi^0\pi^0\pi^0 \) amplitude

The additional algebraic complexity generated by \( M_\pi \neq M_{\pi^0} \) is, in this case, compensated to some extent by the absence of a \( P \) wave. Discarding the contribution from the polynomial part, which is trivial to handle, we need to compute two types of integrals, cf. (IV.41). The first type is analogous to the one in Eq. (V.27), but involves now the function \( \tilde{J}_0(s) \) instead of \( \tilde{J} \), while at the same time the limits of integration become

\[
\tilde{J}_{00}^0(s) = \frac{3s_0^2 - s}{2} + K_{\pi^0\pi^0}(s), 
\]

(VI.2)

with \( s_0^2 \equiv M_{\pi^0}^2 + M_{\pi^0}^2/3 \), and \( K_{\pi^0\pi^0}(s) \) is the same function as \( K_{\pi^0\pi^0}(s) \), defined in Eq. (V.25), but with the charged pion mass replaced by the neutral one. The result of this integration is given by the formula (V.27), provided one replaces the functions \( \kappa_1^{(n)}(s) \) and \( \tilde{k}_1(s) \) by functions \( \kappa_{\pi^0\pi^0_i}^{(n)}(s) \) and \( \tilde{k}_{\pi^0\pi^0_i}(s) \), respectively, obtained from the former upon performing everywhere the substitution \( M_\pi \rightarrow M_{\pi^0} \), e.g.,

\[
\pi \int_{t_+^0(s)} dt^n \tilde{J}_{0}(t) = \frac{2K_{\pi^0\pi^0}(s)}{\sigma_0(s)} \sum_{i=0}^{3} \kappa_{\pi^0\pi^0_i}^{(n)}(s)\tilde{k}_{\pi^0\pi^0_i}(s). 
\]

(VI.3)

The second type of integral that is needed is of a new type. It involves the loop function \( \tilde{J}(s) \) for charged pions, but integrated with the kinematics corresponding to neutral pions. This second integral can also be done analytically, and the result is cast into the form

\[
\pi \int_{t_{-}^0(s)}^{t_{+}^0(s)} dt^n \tilde{J}(t) = \frac{2K_{\pi^0\pi^0}(s)}{\sigma_0(s)} \sum_{i=0}^{3} \kappa_{\pi\pi_i}^{(n)}(s)\tilde{k}_{\pi\pi_i}(s). 
\]

(VI.4)

The set of functions \( \tilde{k}_{\pi\pi_i}(s) \) in terms of which it is expressed differs from the set \( \tilde{k}_i(s) \) given in Eq. (V.28). Explicitly, they read

\[
\tilde{k}\pi\pi_{0}(s) = \frac{1}{16\pi} \sigma_0(s), 
\]
\[
\tilde{k}\pi\pi_{1}(s) = \frac{1}{8\pi} \frac{\sigma_0(s)}{M_\pi^2} [t_{+}^0(s)\sigma_+(s)\ln \tau_+(s) 
\]
\[
+ t_{-}^0(s)\sigma_-(s)\ln \tau_-(s)], 
\]
\[
\tilde{k}\pi\pi_{2}(s) = \frac{1}{8\pi} \frac{\sigma_0(s)}{\lambda_{\pi\pi}^{1/2}(s)} [t_{+}^0(s)\sigma_+(s)\ln \tau_+(s) 
\]
\[
- t_{-}^0(s)\sigma_-(s)\ln \tau_-(s)], 
\]
\[
\tilde{k}\pi\pi_{3}(s) = \frac{1}{16\pi} \frac{M_\pi^2}{\lambda_{\pi\pi}^{1/2}(s)} [\ln^2 \tau_+(s) - \ln^2 \tau_-(s)], 
\]

(VI.5)

with \( \sigma_{\pm}(s) = \sigma(t_{\pm}^0(s)) \) and, likewise, \( \tau_{\pm}(s) = \tau(t_{\pm}^0(s)) \), where

\[
\tau_{\pm}(s) = \frac{\sigma_{\pm}(s) - 1}{\sigma_{\pm}(s) + 1}. 
\]

(VI.6)

In the limit \( M_{\pi^0} \rightarrow M_\pi \), one recovers the previous set of functions:

\[
\tilde{k}\pi\pi_{0}(s) \rightarrow \tilde{k}_0(s), \quad \tilde{k}\pi\pi_{1}(s) \rightarrow \tilde{k}_1(s), 
\]
\[
\tilde{k}\pi\pi_{2}(s) \rightarrow \left( \frac{3s_0 - s}{M_\pi^2} - 4 \frac{\Delta_{\pi\pi}}{s} \right) \tilde{k}_1(s) - \frac{\lambda_{\pi\pi}^0}{s} \tilde{k}_1(s), 
\]
\[
\tilde{k}\pi\pi_{3}(s) \rightarrow \left( \frac{3s_0 - s}{M_\pi^2} - 4 \frac{\Delta_{\pi\pi}}{s} \right) \tilde{k}_1(s) - \frac{\lambda_{\pi\pi}^0}{s} \tilde{k}_1(s), 
\]
As for the functions $\kappa_{\psi,3}(s)$, one has $\kappa_{\psi,3}(s) = \kappa_{3}(s)$, and the remaining ones are given by

$$\kappa_{\psi,0}^{(2)} = \frac{7}{9} (s - M_{\pi}^2)^2 - \frac{7}{9} M_{\pi}^2 \frac{\Delta_{\pi}^2}{s},$$

$$\kappa_{\psi,0}^{(2)} = \frac{1}{4} (-5 s + 5 M_P^2 + 15 M_{\pi^0} - 4 M_{\pi}^2),$$

$$\kappa_{\psi,0}^{(3)} = \frac{9}{16} (3 s_0^\pi - s)^3 - M_{\pi^0}^2 (s - 3 s_0^\pi)^2$$

$$- \frac{5}{24} M_{\pi^0}^2 - \frac{1}{16} s = \frac{M_{\pi^0}^2 M_{\pi}^2 \Delta_{\pi}^2}{s}.$$

$$\kappa_{\psi,1}^{(0)} = 0, \quad \kappa_{\psi,1}^{(1)} = \frac{\Delta_{\pi}^2}{s}.$$

$$\kappa_{\psi,1}^{(2)} = \frac{M_{\pi}^2}{12} (s - 2 M_{\pi}^2 - s),$$

$$\kappa_{\psi,1}^{(3)} = \frac{M_{\pi}^2}{16} (s - 3 s_0^\pi)^2 + \frac{M_{\pi}^4}{24} (s - 3 s_0^\pi)^2$$

$$- \frac{5}{24} M_{\pi}^2 - \frac{1}{16} M_{\pi^0}^2 \frac{\Delta_{\pi}^2}{s},$$

$$\kappa_{\psi,2}^{(0)} = \frac{5}{12} (s - 3 s_0^\pi)^2 - \frac{3}{2} M_{\pi}^2$$

$$+ \frac{1}{12} (s - M_P^2 + 4 M_{\pi^0}^2 - 3 M_{\pi}^2),$$

$$\kappa_{\psi,2}^{(2)} = \frac{1}{16} (s - 3 s_0^\pi)^3 - \frac{M_{\pi}^2}{24} (s - 3 s_0^\pi)^2$$

$$- \frac{5}{24} M_{\pi}^4 (3 s_0^\pi - s) - \frac{5}{2} M_{\pi}^2$$

$$- \frac{3}{16} M_{\pi^0}^2 (3 s_0^\pi - s) - \frac{1}{12} M_{\pi}^2 M_{\pi}^2 \frac{\Delta_{\pi}^2}{s}.$$

We were not able to find simpler expressions for the functions $\kappa_{\psi,1}(s)$, i.e., comparable to those given in Eq. (VI.28). The origin of the difficulty can, for instance, be understood upon considering the square of the functions $\sigma_{\pm}(s)$,

$$\sigma_{\pm}^2(s) = \frac{s}{s - 4 M_{\pi^0}^2} \frac{M_{\pi^0}^2}{M_{\pi^0}^2} \left( s - 4 M_{\pi^0}^2 \pm 2 K_{\pi^0}(s) \right)^2$$

$$- \frac{\Delta_{\pi}}{M_{\pi^0}^2} \left( 1 - \frac{4 M_{\pi^0}^2}{s} \right).$$

and comparing it to the expression for $\sigma_{T_{\pm}}(s)$ given in Eq. (B.22): as $\Delta_{\pi} \to 0$, $\sigma_{\pm}(s) \to 1/\sigma_{T_{\pm}}(s)$, but no such simple expression is available when $\Delta_{\pi} \neq 0$.

### B. NLO S-wave projection of the $P_{\pi^0} \to \pi^+ \pi^-$ amplitude

The one-loop representation of the $P_{\pi^0} \to \pi^+ \pi^-$ amplitude is given by Eqs. (IV.38) and (IV.40). In order to obtain the corresponding S-wave projection, we need to compute the contour integrals involving the functions $J_{\pm 0}$ with the endpoints given by

$$\tau_{\pm}(s) = \frac{3 s_0^\pi - s}{2} + K_{\pm}(s),$$

where now $3 s_0^\pi = M_P^2 + M_{\pi^0}^2 + 2 M_{\pi}^2$ and

$$K_{\pm}(s) = \begin{cases} \mp |K_{\mp}(s)|, & s > M_{\pi^0}^2, \\ \pm |K_{\mp}(s)|, & M_{\pi^0}^2 > s > M_{\pi}^2, \\ \pm |K_{\mp}(s)| + \text{ i} \delta, & M_{\pi}^2 > s > \frac{M_{\pi^0}^2 M_{\pi}^2 \Delta_{\pi}^2}{M_{\pi}^4 + M_{\pi^0}^2 \Delta_{\pi}^2}. \end{cases}$$

Here, $M_{\pm} = M_P \pm M_{\pi^0}$ and $K_{\pm}(s)$ is the corresponding Kacser function, given by

$$K_{\pm}^2(s) = \frac{1}{4} \left( 1 - \frac{4 M_{\pi}^2}{s} \right) \lambda_{\pi^0}(s).$$

Since for $s > 4 M_{\pi}^2$ the path corresponding to the movement of $t_{\pm}(s)$ in the complex $t$-plane does not cross the cut of the function $J_{\pm 0}(t)$, the contour integrals can be again calculated as the differences of the corresponding primitive functions at the above endpoints, as described in Appendix B. In analogy with (VI.14), we express them in terms of elementary functions $k_{\pm,1}(s)$ as

$$\pi \int_{t_{\pm}(s)} dt \int_{0}^{1} J(t) = \frac{2 K_{\pm}(s)}{\sigma(s)} \sum_{i=0}^{3} \kappa_{\psi,0}^{(i)}(s) \tilde{k}_{\pm,1}(s),$$

The explicit form of the latter functions reads

$$\tilde{k}_{\pm,0}(s) = \frac{1}{16 \pi} \sigma(s), \quad \tilde{k}_{\pm,1}(s) = \frac{1}{16 \pi} L(s),$$

$$\tilde{k}_{\pm,2}(s) = \frac{1}{16 \pi} \sigma(s) s - \frac{M(s)}{\lambda_{\pi^0}(s)},$$

$$\tilde{k}_{\pm,3}(s) = -\frac{1}{16 \pi} \Sigma \frac{M(s)}{\lambda_{\pi^0}(s)},$$

$$\tilde{k}_{\pm,4}(s) = -\frac{1}{16 \pi} \Delta_\pi \frac{J(\tau_{\pm}(s)) - J(\tau_{\pm}(s))}{\lambda_{\pi^0}(s)},$$

where $\Sigma = M_P^2 + M_{\pi^0}^2$, $\Delta_{\pi} = M_{\pi}^2 - M_{\pi^0}^2$, and the functions $L(s)$ and $\sigma(s)$ are given by (V.39) and (V.41), respectively. In the above formulas,

$$\tau_{\pm}(s) = \frac{\sigma_{\pm,0}(t_{\pm}(s)) - 1}{\sigma_{\pm,1}(t_{\pm}(s)) + 1},$$

$$\sigma_{\pm,0}(t) = \frac{M_{\pi}^2 - M_{\pi^0}^2}{M_{\pi}^2 - M_{\pi^0}^2},$$

and

$$\sigma_{\pm,1}(t) = \frac{t - (M_{\pi} + M_{\pi^0})^2}{t - (M_{\pi} - M_{\pi^0})^2}. $$
In the limit of equal-mass pions, we recover the functions \( \bar{k}_i \), namely, \( \bar{k}_{i+4}(s) \to \bar{k}_i(s) \) for \( i = 1, \ldots, 3 \). The new function \( \bar{k}_{i+4}(s) \), which vanishes in the limit \( M_{\pi 0} \to M_{\pi} \), is defined in terms of the function \( \mathcal{J}(\tau) \)

\[
\mathcal{J}(\tau) = \log \frac{M_{\pi 0}}{M_{\pi}} \log \tau + \text{Li}_2 \left( 1 - \frac{M_{\pi 0}}{M_{\pi}} \right) \tau - \text{Li}_2 \left( 1 - \frac{M_{\pi 0}}{M_{\pi}} \right) \tau.
\] (VI.16)

Here, we assume the standard definition of the dilogarithm, with a cut along the interval \((1, \infty)\) of the real axis and \(\text{Li}_2(x) = \text{Li}_2(x - i0)\) for \( x > 1 \). Let us denote for short

\[
\xi = \frac{M_{\pi 0}^2 \Delta^2_{p\pi 0}}{\Delta_{\pi} \Delta_{p\pi 0}^+}.
\] (VI.17)

Then the rational functions \( \kappa_{i+4}^{(n)}(s) \) are given by

\[
\kappa_{i+4}^{(-2)} = -\frac{1}{2\Delta_{p\pi 0}^+ \Delta_{\pi}} s \frac{\log M_{\pi 0}}{M_{\pi}} \times \left( s \frac{\log M_{\pi 0}}{M_{\pi}} \right) \left( s - \frac{2\Sigma_{\pi} - \Delta_{p\pi 0}^+}{\Delta_{p\pi 0}^+} + 1 \right),
\]

\[
\kappa_{i+4}^{(-1)} = -\frac{1}{\Delta_{p\pi 0}^+ s - \xi} \log \frac{M_{\pi 0}}{M_{\pi}},
\]

\[
\kappa_{i+4}^{(0)} = 2 - \frac{\Sigma_{\pi}}{\Delta_{\pi}} \log \frac{M_{\pi 0}}{M_{\pi}},
\]

\[
\kappa_{i+4}^{(1)} = \frac{1}{4} \left[ 3 \left( M_{p 0}^2 - s \right) + 4M_{\pi 0}^2 + \frac{M_{\pi 0}^2}{\Sigma_{\pi}} \right] - \frac{\Sigma_{\pi}}{2\Delta_{\pi}} \log \frac{M_{\pi 0}}{M_{\pi}} \left( \frac{8M_{\pi 0}^2}{\Sigma_{\pi}} + \Delta_{p\pi 0} + s \right),
\]

\[
\kappa_{i+4}^{(2)} = \frac{1}{36} \left[ 16s^2 - s(32\Delta_{p\pi 0} + 61\Sigma_{\pi}) + 16\Delta_{p\pi 0}^2 + \Delta_{\pi}^2(77M_{\pi 0}^2 + 45M_{\pi 0}^2) + 4(9\Sigma_{\pi}^2 + 4M_{\pi 0}^2M_{\pi 0}^2) - 16M_{\pi 0}^2 \frac{\Delta_{p\pi 0}^2}{s} \right]
\]

\[
- \frac{1}{6} \frac{\Sigma_{\pi}}{\Delta_{\pi}} \log \frac{M_{\pi 0}}{M_{\pi}} \left[ 2s^2 + 2\Delta_{p\pi 0}^2 - s \left( 4\Delta_{p\pi 0} + 5\Sigma_{\pi} + 12 \frac{M_{\pi 0}^2}{\Sigma_{\pi}} \right) \right]
\]

\[
+ \Delta_{p\pi 0} \left( 3\Sigma_{\pi} + 4 \frac{M_{\pi 0}^2}{\Sigma_{\pi}} \right)
\]

\[
+ 32M_{\pi 0}^2 \frac{\Delta_{p\pi 0}^2}{s} - 3M_{\pi 0}^2 \frac{\Delta_{p\pi 0}^2}{s} \right],
\]

\[
\kappa_{i+4}^{(-2)} = \frac{1}{2\Delta_{p\pi 0}^+ \Delta_{\pi}} \frac{1}{s - \frac{\Sigma_{\pi}}{2\Delta_{p\pi 0}}} \log \frac{M_{\pi 0}}{M_{\pi}} \left( s - \frac{2\Delta_{p\pi 0}M_{\pi 0}^2 - s\Delta_{\pi}}{\Delta_{\pi}} \right)
\]

\[
\times \left[ \frac{\Sigma_{\pi}}{\Delta_{p\pi 0}^+} - \frac{s}{s - \frac{\Sigma_{\pi}}{2\Delta_{p\pi 0}^+}} \Delta_{p\pi 0}^+ \right],
\]

\[
\kappa_{i+4}^{(-1)} = \frac{2\Delta_{p\pi 0}M_{\pi 0}^2 - s\Delta_{\pi}}{2\Delta_{p\pi 0}^+ \Delta_{\pi}(s - \xi)}, \quad \kappa_{i+4}^{(0)} = \frac{1}{2},
\]

\[
\kappa_{i+4}^{(1)} = \frac{1}{4s} (s - 2M_{\pi 0}^2)(\Delta_{p\pi 0} - s),
\]

\[
\kappa_{i+4}^{(2)} = \frac{1}{12} \left\{ (s - \Delta_{p\pi 0}) \left[ 2s + 2 \frac{\Delta_{p\pi 0}}{s} - 6 \frac{\Delta_{p\pi 0}^2}{s} \right. \right.
\]

\[
- (2M_{\pi 0}^2 + 9M_{\pi 0}^2 + 3M_{\pi 0}^2) \right\} - 2M_{\pi 0}^2 \frac{\Delta_{p\pi 0}^2}{s},
\]

\[
\kappa_{i+4}^{(-3)} = -\frac{\Delta_{p\pi 0}^2 \Sigma_{\pi} - s\Delta_{\pi}}{2\Delta_{p\pi 0}^+ \Delta_{\pi}(s - \xi)},
\]

\[
\kappa_{i+4}^{(1)} = \frac{1}{4} \left( 1 - \frac{\Delta_{p\pi 0}}{s} \right),
\]

\[
\kappa_{i+4}^{(2)} = \frac{1}{12} \left[ 6M_{\pi 0}^2 \Sigma_{\pi} \frac{\Delta_{p\pi 0}^2}{s} + \left( 1 - \frac{\Delta_{p\pi 0}}{s} \right) \right]
\]

\[
\times \left\{ 2s^2 - s \left( 4M_{\pi 0}^2 + 5\Sigma_{\pi} \right) + 2\Delta_{p\pi 0}^2
\]

\[
+ \Delta_{p\pi 0} \left( 7M_{\pi 0}^2 + 3M_{\pi 0}^2 \right) + 6M_{\pi 0}^2 \Sigma_{\pi}
\]

\[
+ 2 \left( 3M_{\pi 0}^2 \Sigma_{\pi} - M_{\pi 0}^2 \Delta_{p\pi 0}^+ \right) \frac{\Delta_{p\pi 0}^2}{s} \right\},
\]

\[
\kappa_{i+4}^{(3)} = 0, \quad \kappa_{i+4}^{(-3)} = -\frac{1}{2\pi}, \quad \kappa_{i+4}^{(0)} = 1,
\]

\[
\kappa_{i+4}^{(1)} = \frac{2M_{\pi 0}^2 M_{\pi 0}^2}{\Sigma_{\pi}}, \quad \kappa_{i+4}^{(-1)} = \frac{\Sigma_{\pi}}{\Delta_{\pi}}, \quad \kappa_{i+4}^{(0)} = -1,
\]

\[
\kappa_{i+4}^{(1)} = \kappa_{i+4}^{(2)} = 0.
\] (VI.18)

Let us note that the single and the double poles that appear in the coefficients \( \kappa_{i+4}^{(n)} \) for \( s = \xi \) for \( n < 0 \), are in fact spurious artifacts corresponding to the partition of the integrals in Eq. (VI.13) into the individual terms. In the full sum on the right-hand side of (VI.13), the various pole contributions cancel each other. Note also that the analogous integrals which are necessary for the calculation of the dispersive parts of the NLO partial-wave projections of the pion scattering amplitudes \( A_{00} \) and \( A_{20} \), which are given explicitly in Section IV.B of Ref. [44], can be formally obtained from the above formulas in the limit \( M_{\pi} \to M_{\pi 0}^+ \). This limit requires, however, enlarging the definition of the function \( L(s) \) to the region \( 4M_{\pi 0}^2 < s < 4M_{\pi}^2 \), namely, to set in this region

\[
L(s) = \log \left( 1 - \sigma(s) \right) - \log \left( 1 + \sigma(s) \right),
\] (VI.19)

where we assume the principal branch of the logarithm with a cut on the interval \(( -\infty, 0)\) along the real axis, and \( \log(x) = \log(x + i0) \) for \( x < 0 \).

Using the above results for the integrals (VI.3), (VI.4) and (VI.13), it is now a straightforward task to calculate the corresponding S-wave projections of the amplitudes \( M_{00}, M_{20} \) at NLO and, with the help of (V.3), to con-
struct the absorptive part of the function $\mathcal{W}_{00}$. The construction of the full two-loop amplitude $M_{00}^\text{full}$ then proceeds along the same lines as in the case of equal-mass pions described in detail in the previous section. Despite the higher algebraic complexity, from a numerical perspective, the dispersive integrals similar to the ones that define the functions $\tilde{K}_i(s)$, but now featuring the functions $\tilde{k}_\pm_i(s)$ and $\tilde{k}_0(s)$ in the role of absorptive parts, present no particular problem.

VII. SUMMARY AND CONCLUSIONS

The primary purpose of this study was to present a detailed account of the dispersive approach to the construction of $P\pi \rightarrow \pi\pi$, $P = K^\pm, K_L, K_S, \eta$, scattering amplitudes that possess all the correct analytic properties at the order two loops in the low-energy expansion. It generalizes the representation of the two-loop $\pi\pi$ amplitudes first constructed in Ref. [45] to the case where the masses are distinct, and with one of the mesons ($P$) unstable through decay into three pions. As compared to $\pi\pi$ scattering, this last aspect makes the discussion of the analytic properties significantly more involved. We have, therefore, tried to provide the necessary information on these aspects. Most notably, we have extended the existing discussions [79, 85] to the case where the charged and the neutral pions have different masses. The most remarkable feature is the apparition of an anomalous threshold as soon as the final state contains charged pions. This requires a modification of both the dispersion relations that provide the starting point of our construction and of the manner in which the projection on the partial waves of the one-loop amplitudes is performed. We plan to come back to these delicate issues in a forthcoming paper.

We would like to point out that our approach applies as soon as an expansion under which the counting rules [11, 10] are valid is available. This is, in particular, the case of the combined chiral and $1/N_C$ expansion [56, 58, 57]. Within this framework, our construction would apply to further processes, like $\eta' \rightarrow \eta\pi\pi$, which was recently studied in high-precision experiments [88–90].

From a practical point of view, the two-loop amplitudes constructed this way depend on a certain number of subtraction constants, which can be put in one-to-one correspondence with the Dalitz-plot parameters (slopes and curvatures). These representations could, therefore, be used in order to analyze experimental high-statistics data for the decay distribution of the $P \rightarrow \pi\pi\pi$ processes. The number of parameters to be fitted, for instance, is the same as in the usual Dalitz-plot expansions, but the inclusion of the correct analytic properties might allow for better fits. Alternatively, these representations can also be useful in order to extract information on fundamental quantities, like the quark-mass ratio $\mu$, or the $\pi\pi$ scattering lengths, from the data. In the former case, we have already illustrated this in Ref. [30], and we plan to redo a similar analysis using more recent high-statistics data on the Dalitz-plot distribution of $\eta \rightarrow \pi\pi\pi$ [15, 18].
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Appendix A: Anomalous thresholds

In this appendix, we summarize the analysis of the physical-sheet singularities of the diagrams with the “fish” topology, see Fig. 3. Whereas the analysis of Refs. [77, 85] addresses the situation where all the pions have the same mass, the more general analysis presented here holds for any combinations, allowed by conservation of the electric charge, of charged and neutral pions as external and internal states. This analysis rests on the study of the Landau singularities [91, 92], which is summarized in the monography [77]. For more details of this analysis, we also refer to Ref. [53].

We first recall that, as far as the structure of the singularities is concerned, one can consider the following dispersive representation of the fish diagram in terms of the standard triangle diagram [83, 93],

$$\int d\mu^2 \rho(\mu^2) \frac{1}{\mu^2} \int d^4 q_1 (2\pi)^4 \frac{1}{(k_1^2 - m_1^2)(k_2^2 - m_2^2)(k_3^2 - \mu^2)},$$

(A.1)

where the possible values of $\mu_0$ are $2M_{\pi\nu}$, $M_\pi + M_{\pi\nu}$, or $2M_{\pi\nu}$. The precise form of the spectral density $\rho(\mu^2)$ is not important here. It suffices to know that it provides an

![FIG. 3: The general diagram with the fish topology (left) and its reduction to the corresponding triangle diagram (right).](image-url)
adequate renormalization of the ultra-violet divergence in the sub-graph, but brings in no further singularity, the only additional singularity being a possible endpoint singularity at the lower end of the $\mu^2$ integration. After the introduction of Feynman parameters and integration over $q_i$, one obtains an integrand whose denominator $D$ reads \[D = \beta^T Y \beta - i\epsilon,\] where $\beta^T = (\beta_1, \beta_2, \beta_3)$, $0 \leq \beta_i \leq m_i$, and $Y$ is the symmetric $3 \times 3$ matrix with entries

$$y_{ii} = 1, \quad y_{ij} = \frac{m_i^2 + m_j^2 - P_k^2}{2m_im_j}, \quad i \neq j, \quad k \neq i, j. \quad (A.3)$$

In what follows, the masses $m_i$ are real and strictly positive numbers. The virtualities $P_k^2$ of the external lines can be arbitrary complex numbers. Then, the path of integration over the $\beta_i$ variables need not be distorted if one of the $y_{ij}$, $i \neq j$, is kept real, while the remaining two are given negative imaginary parts. In this setting, the $i\epsilon$ contribution to $D$ is not necessary, provided $D$ is defined as the boundary value when these imaginary parts tend to zero.

The Landau conditions \cite{91,92} read

$$\beta_i \frac{\partial D}{\partial \beta_i} = 0 \quad \text{for each internal line } i = 1, 2, 3, \quad (A.4)$$

$$D = 0. \quad (A.5)$$

The first three equations can be rewritten as

$$\begin{pmatrix} \beta_1 & 0 & 0 \\ 0 & \beta_2 & 0 \\ 0 & 0 & \beta_3 \end{pmatrix} Y \beta = 0. \quad (A.6)$$

The leading Landau singularity (LLS), corresponding to $\beta_1 \beta_2 \beta_3 \neq 0$, is then given by the condition

$$\det Y = 1 + 2y_{12}y_{23}y_{31} - y_{12}^2 - y_{23}^2 - y_{31}^2 = 0. \quad (A.7)$$

The non-leading Landau singularities (NLLSs), corresponding to the vanishing of exactly one $\beta_i$, require $y_{ik} = \pm 1, \quad j \neq k, \quad i \neq j, k$. They represent both normal and anomalous thresholds. Finally, the second-type (or non-Landau) singularity (NLS) curve is given by

$$\lambda(P_1^2, P_2^2, P_3^2) = 0. \quad (A.8)$$

Not all the singularities derived from the Landau conditions do occur on the physical sheet. Before starting a more detailed analysis for the identification of the physical-sheet Landau singularities, it is useful to identify the domains where $D$ never vanishes in the undistorted region of parametric integration. Apart from the case already mentioned, when two $y_{ij}$ variables are given negative imaginary parts, such singularity-free domains are, for instance,

$$y_{23} \equiv \frac{m_2^2 + \mu^2 - M_1^2}{2m_2\mu} > 0 \quad (A.9)$$

is always satisfied.

1. Physical-sheet singularities of the $\pi$-diagrams

The analysis for the $\pi$-diagrams, which, since the momentum of the meson $P$ is hidden inside the variable $s$,
will also hold for $\pi\pi$ scattering, turns out to be quite straightforward. Indeed, in this case, we also have

$$y_{13} \equiv \frac{m_1^2 + \mu^2 - M_2^2}{2m_1 \mu} > 0. \quad (A.10)$$

Combined with the conditions [A.9] and SF1, we at once conclude that we need to worry only about the singularities occurring for $s > m_1^2 + m_2^2$.

Next, conservation of the electric charge tells us either that $M_1 = M_2$ and $m_1 = m_2$ hold simultaneously, or that $M_1 \neq M_2$ and $m_1 \neq m_2$ hold simultaneously. It leads only to four possibilities for the charge assignments of the corresponding states:

- $M_1 = M_2 = m_1 = m_2 = M$: Then, we study the amplitudes with fixed $\mu \geq 2M_{\sigma^0}$, and the singularity-safe domain for the physical amplitude is for $s \leq 2M^2$. The LLS occurs for $s = 0$ and $s = 4M^2 - \mu^2$. The NLLSs are $s = 0$ and $s = 4M^2$, from $y_{12} = \pm 1$, and $\mu^2 = 4M^2$ from $y_{13,23} = +1$, the case $y_{13,23} = -1$ being excluded for positive masses, cf. Eqs. [A.9] and [A.10]. There appears no new singularity from pinching at infinity, Eq. [A.9]. At $\mu^2 = 4M^2$, there is no singularity on the physical sheet. As expected, it means that the only relevant singularities are in $s$, and since only the normal threshold singularity $s = 4M^2$ does not belong to the safe region in $s$, the only relevant singularity for the physical amplitudes is this normal threshold.

- $M_1 = M_2 \equiv M$, $m_1 = m_2 \equiv m$, $M \neq m$: $\mu$ is fixed with $\mu \geq m + M = M_{\sigma^0} + M_{\pi^0}$, so that $y_{13} \geq 1$, $y_{23} \geq 1$ and the condition SF2 is satisfied for $s < 4m^2$. Therefore, physical-sheet singularities only occur for $s \geq 4m^2$. On the other hand, the possible singular points are: the LLS at

$$s = 0, \text{ or } s = -\frac{\lambda(\mu^2, m^2, M^2)}{\mu^2} < 0; \quad (A.11)$$

the NLLSs at $s = 0$, $s = 4m^2$ (from $y_{12} = \pm 1$), or for $\mu^2 = (M \pm m)^2$; and finally, there appears, in addition, a NLS at $s = 4M^2$. Therefore, in this case, in addition to the normal threshold $s = 4m^2$, there occurs a NLS at $s = 4M^2$, i.e., at the beginning of the physical region, provided $M = M_{\pi^0}$ and $m = M_{\sigma^0}$.

- $M_1 = m_1 = M_{\pi^0}$, $M_2 = m_2 = M_{\sigma^0}$: again $\mu \geq M_{\sigma^0} + M_{\pi^0}$, and no singularity appears on the physical sheet for $s < (M_{\pi^0} + M_{\sigma^0})^2$. All the possible singularities are

$$s = \frac{\Delta^2}{\mu^2}, \quad s = 2\Sigma_{\pi} - \mu^2; \quad (A.12)$$

both bounded from above by $(M_{\pi} - M_{\sigma^0})^2$, from the LLS, and $s = (M_{\pi} \pm M_{\sigma^0})^2, \quad \mu^2 = (M_{\pi} \pm M_{\sigma^0})^2 \quad (A.13)$

from the NLLSs and NLS. Thus, on the physical sheet, we find only the normal threshold singularity at $s = (M_{\pi} + M_{\sigma^0})^2$.

- $M_1 = m_2 = M_{\pi^0}, M_2 = m_1 = M_{\sigma^0}$: $\mu \geq 2M_{\sigma^0}$, $y_{13} \geq 1, y_{23} > 0$, and thus no singularity occurs on the physical sheet for $s < (M_{\pi^0} + M_{\sigma^0})^2$. The singularities in this case read

$$s = \Sigma_{\pi} - \mu^2 + \sqrt{(\mu^2 - 4M^2_{\pi^0}) (\mu^2 - 4M^2_{\sigma^0})}; \quad s = 2M^2 \pm \mu^2 \quad (A.14)$$

from the LLS, with both solutions smaller than $\Sigma_{\pi} < (M_{\pi^0} + M_{\sigma^0})^2$ whenever they are real, and

$$s = (M_{\pi} \pm M_{\sigma^0})^2, \quad \mu^2 \in \{0, 4M^2_{\pi^0}, 4M^2_{\sigma^0}\} \quad (A.15)$$

from the NLLSs, with no new constraint from the NLS. The only singularity lying on the physical sheet is the normal threshold $s = (M_{\pi^0} + M_{\sigma^0})^2$.

In conclusion, the only $\pi$-diagram where there appears an anomalous threshold on the physical sheet is the diagram with $M_1 = M_2 = M_{\pi^0}, m_1 = m_2 = M_{\sigma^0}$ and $\mu_0 = M_{\pi^0} + M_{\sigma^0}$, which has a non-Landau singularity at $s = 4M^2_{\pi^0}$, close to the beginning of the physical region $s \geq 4M^2_{\pi^0}$.

### 2. Physical-sheet singularities of the $P$-diagrams

We next consider the second type of diagrams from Fig. 4 which we call $P$-diagrams and which needs more careful analysis. Since $\mu_0 \geq 2M_{\sigma^0} > \Delta_{\pi}$, the condition $[A.9]$ is always satisfied. The singularities are most conveniently discussed through their localization on curves lying in the $M_P, s$ plane.

In the following, we denote $M_1 \equiv m_5$. For the LLS, we obtain from Eq. [A.7] $[\Delta_{25} = m_2^2 - m_5^2, \Delta_P = M_P^2 - m_5^2]$

$$\Sigma: 2s^2 = -\mu^4 + \mu^2 (M_P^2 + m_1^2 + m_2^2 + m_5^2) + \Delta_{25} \Delta_P + \lambda^{1/2} (\mu^2, M_P^2, m_1^2) \lambda^{1/2} (\mu^2, m_2^2, m_5^2). \quad (A.16)$$

The subleading singularities read

$$\sigma_{s^\pm}: \quad s = (m_1 \pm m_2)^2, \quad \sigma_{s^+}: \quad M_P^2 = (\mu \pm m_1)^2, \quad \sigma_{s^\pm}: \quad \mu^2 = (m_2 \pm m_5)^2. \quad (A.17)$$

The second-type singularity may occur on the curve

$$\Gamma: \quad s = (M_P \pm m_5)^2. \quad (A.18)$$

As before, in the end, we are interested in the analytic properties in $s$ with $M_P$ and all the other masses fixed at their physical value. However, in the case $M_P > 3M_{\pi}$, we need to perform an analytic continuation in some other variable from the values where the diagram is analytic. Inspired by the analysis of Kacser and Bronzan [68, 73],

\[\text{...}\]
we start by considering an analytic continuation in the external variables $P_E^2$, and we deform the integration contour in $\mu$ from the original line $\mu \geq \mu_0$ only when forced to do so. The singularity curve $\sigma_{\mu-}$ is, therefore, again irrelevant, and the curve $\sigma_{\mu+}$, corresponding to the anomalous subleading threshold, can be avoided, in the cases of interest here, by the addition of a small imaginary part to $\mu^2$ without any change of the analytic structure in $s$.

For the diagrams under consideration, the domains where the $\beta$ integrations do not need to be deformed from the original physical integration contour are the following:

(a) $\text{Im } s > 0$ together with $\text{Im } M_P^2 > 0$;

(b) SF1 holds; the condition $\lambda < 0$ holds automatically, and the domain $y_{12}, y_{13} \geq 0$ corresponds to $s \leq m_1^2 + m_2^2$ together with $M_P^2 \leq \mu^2 + m_1^2$;

(c) SF2 holds; this happens, in particular, when

- (c1) $\mu \geq (m_5 + m_2)$ and $M_P^2 \leq \mu^2 + m_1^2$; we can go with $s$ up to $s < (m_1 + m_2)^2$;

- (c2) $\mu \geq (m_5 + m_2)$, $M_P^2 < (\mu + m_1)^2$, and $s \leq m_1^2 + m_2^2$;

- (c3) $M_P^2 \leq (\mu - m_1)^2$, and $s < (m_1 + m_2)^2$;

- (c4) $M_P^2 \leq (\mu + m_1)^2$, and $s \leq (m_1 - m_2)^2$.

Therefore, we see that the anomalous thresholds $\sigma_{\mu-}$ and $\sigma_{\mu+}$ bring no singularity to the physical sheet, but for $M_P > 3 M_\pi$, there are always some parts of $\Sigma$ and $\Gamma$ which do not belong to the regions (b) or (c), and thus we need to perform the analysis very carefully, in order to see whether it is possible to continue the amplitude there without the appearance of singularities. The answer depends on the relative positions of the individual singularity curves. An important observation is that the remaining curves of potential singularities meet only at the following points

$$ A_{1,2} = \Sigma \cap \Gamma : $$

$$ M_P^2 = \mu^2 + m_1^2 + \frac{\lambda(\mu^2, m_1^2, m_2^2)}{2 m_2^2} \pm \frac{(\mu^2 + m_1^2 - m_2^2) \sqrt{\lambda(\mu^2, m_2^2, m_2^2)} + 4 m_1^2 m_2^2}{2 m_2^2}, $$

$$ s = s(A_{1,2}), \quad (A.19) $$

$$ B = \Sigma \cap \sigma_{P+} : $$

$$ M_P^2 = (\mu + m_1)^2, \quad s = m_1^2 + m_2^2 + \frac{m_1}{\mu}(\mu^2 + m_2^2 - m_2^2). \quad (A.20) $$

\begin{align*}
C = \Sigma \cap \sigma_{s+} : & \quad M_P^2 = \mu^2 + m_1^2 + \frac{m_1}{m_2}(\mu^2 + m_2^2 - m_5^2), \\
& \quad s = m_1^2 + m_2^2 + \frac{m_1}{\mu}(\mu^2 + m_2^2 - m_5^2), \quad (A.21) \\
D_{1,2} = \Gamma \cap \sigma_{P+} : & \quad M_P^2 = (\mu + m_1)^2, \quad s = (\mu + m_1 \pm m_5)^2, \quad (A.22) \\
E_{1,2} = \Gamma \cap \sigma_{s+} : & \quad M_P^2 = (m_1 + m_2 \pm m_5)^2, \quad s = (m_1 + m_2)^2. \quad (A.23)
\end{align*}

We proceed with the analysis of the individual diagrams. The distinct types of diagrams with the neutral $P^0 \pi$ are displayed in Fig. 4.

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{fig5.png}
\caption{The $P$-diagrams contributing to the $P^0 \pi \to \pi \pi$ amplitudes. The assignments of the lines are as in Fig. 4.}
\end{figure}

\section*{a. Analytic properties of the first diagram from Figure 4}

For the first of these diagrams ($m_2 = m_1$, $m_5 = M_{v_0}$), the singularity curves are $[\Delta_{10} = m_1^2 - M_{v_0}^2]$:

1. LLS curve $\Sigma$:

$$ 2 \mu^2 s = -\mu^4 + \mu^2 (M_P^2 + M_{v_0}^2 + 2 m_2^2) + \Delta_{10} \Delta_{r_1} \pm \lambda^{1/2}(\mu^2, M_P^2, m_1^2) \lambda^{1/2}(\mu^2, M_{v_0}^2, m_2^2). \quad (A.24) $$

2. NLLS curves:

$$ \sigma_{\mu-} : s = 0, \quad \sigma_{\mu+} : 4 m_1^2, \quad \sigma_{P+} : M_P^2 = (\mu \pm m_1)^2. \quad (A.25) $$

3. NLS curves:

$$ \Gamma : s = (M_P \pm M_{v_0})^2. \quad (A.26) $$

The integration contour for the dispersive loop is the line $\mu \geq (M_{v_0} + m_1)$. For $m_1 = M_{v_0}$, the situation simplifies into the one studied by Kaefer and Bronzan in \cite{68,73}.\]
However, the relative position of the curves is the same also for \( m_1 = M_{\pi^\pm} \) as is depicted in Fig. 6 and one therefore expects that also the singularity structure will remain the same.

Since \( \mu \geq (M_{\pi^0} + m_1) \), the denominator \( D \) of the parametric integrand does not vanish for \( \beta_i \geq 0 \) also in the regions (c1) and (c2), and the contribution of this diagram is without singularities on the physical sheet for all \( s \) and \( M_\pi^2 \) on the left of or below the dashed lines in Fig. 6. Since the normal-threshold lines \( \sigma_{s^+} \) and \( \sigma_{p^+} \) correspond to the singularity curves with one of the \( \beta_i \) equal to zero and the other two positive, the only part of the real section of the singularity curve \( \Sigma \) where \( D \) vanishes for all \( \beta_i > 0 \) is the arc between the points \( B \) and \( C \), and this remains true for the appropriate complex surface connected to this real arc. All the other parts of \( \Sigma \) are non-singular since we can continue the integral analytically in the following way. We start in the domain (c1), where the integration contour in \( \beta_i \) is the original one, and we add a small positive imaginary part to both \( s \) and \( M_\pi^2 \) [coming so to the domain (a)], which is non-singular for any values of \( s \) and \( M_\pi^2 \) without the need of deformation of the contour. This way, we can reach any point where the singularity does not occur for positive \( \beta_i \), upon letting the added imaginary parts tend to zero (without deformation of the integration curve).

However, the arc \( BC \) is connected to the non-singular lower-left part of \( \Sigma \) by a continuous complex part of \( \Sigma \). Since all intersections of \( \Sigma \) with the other curves are just the real points from above, by performing the analytic continuation from the lower-left part by the path along \( \Sigma \), we do not pass through any branch cut until we come to the real arc \( BC \), where either \( \sigma_{p^+} \) or \( \sigma_{s^+} \) have to be crossed. Similarly, in all the points of \( \Gamma \), the loop integral can be defined by analytic continuation along this complex curve. Therefore, there are no complex singularities in this case and the only singularities occurring for the diagram considered on the physical sheet are the normal thresholds \( \sigma_{s^+} \) and \( \sigma_{p^+} \), together with the anomalous threshold on the real arc \( BC \), cf. Ref. [77].

[Note that on the section \( BC \), the loop integral can be made analytic without the appearance of singularities by deforming the integration contour of the parametric integration to \( \beta_1 \beta_2 < 0 \).]

The singularity at this anomalous threshold occurs only for \( M_\pi^2 \in (M_{\pi^0} + m_1)^2 \). Upon adding to \( \mu^2 \) a small negative imaginary part, we can avoid this singularity. The only point where this is not possible is the endpoint of the integration, \( \mu = M_{\pi^0} + m_1 \).

In conclusion, for the fish diagram connected with the first diagram of Fig. 5 the anomalous threshold singularity in the \( s \)-plane appears only for \( M_\pi^2 = (M_{\pi^0} + 2m_\pi)^2 \). Since \( M_\pi > 3.5M_\pi \) for the physical values of the masses of the \( K^\mp, K_L, K_S \) and \( \eta \) masses, this condition is never fulfilled. For the physical masses, the only singularities appearing for this diagram are, therefore, just the regular normal thresholds. The important observation is that we obtain the correct physical analytic continuation of the amplitude also on the leading singularity curve by taking \( M_\pi^2 \rightarrow M_\pi^2 + i\delta \), where \( \delta \) is a small positive number.

b. Analytic properties of the second diagram from Figure 6

The singularity curves for the second of these diagrams \((m_1 = M_{\pi^0}, m_2 = m_5 = M_{\pi^\pm})\) read

1. LLS curve \( \Sigma \):

\[
2s = M_P^2 + M_{\pi^0}^2 + 2M_{\pi^\pm}^2 - \mu^2 \pm \lambda^{1/2}(\mu^2, M_P^2, M_{\pi^\pm}^2)\sigma(\mu^2).
\]

(A.27)

2. NLLS curves:

\[
\sigma_{s^\pm} : s = (M_{\pi} \pm M_{\pi^\pm})^2, \quad \sigma_{p^\pm} : M_\pi^2 = (\mu \pm M_{\pi^0})^2.
\]

(A.28)

3. NLS curves:

\[
\Gamma : s = (M_P \pm M_{\pi^\pm})^2.
\]

(A.29)

For \( \mu \geq 2M_{\pi^\pm} \), the relative position of these curves is again the one depicted in Fig. 6 and thus, by the same procedure as in the previous case, we obtain the contributions whose singularities on the physical sheet are just the normal thresholds. However, the integration in the dispersive loop starts at \( \mu = 2M_{\pi^0} < 2M_{\pi^\pm} \). For these values of \( \mu \), the real section of the curves moves

\[\text{FIG. 6: The real sections of the singularity curves for the diagrams without the occurrence of the anomalous threshold on the physical Riemann sheet. For the labels of the curves, as well as for those of the points of intersections, see the main text.}\]
into the situation depicted in Figure 7 and the analytic continuation proceeds as follows. The original integration contour in parametric space is free of singularities in the domain (b), i.e., on the left of and below the dashed lines of Figure 7. We can continue the contribution of this diagram along the ellipsis \( \Sigma \) further up to \( B \) and \( C \) without the appearance of the singularities on the physical sheet, even without deforming the original integration contour, similarly to the previous case, since the only part of the real section of \( \Sigma \) which corresponds to \( \beta > 0 \) is the arc \( BC \). In order to avoid singularities also on this arc, we would need to deform the integration contour there. However, all paths from the parts we have identified to be non-singular to the arc \( BC \) along \( \Sigma \) pass through a singularity curve, either \( \sigma_{P+} \) or \( \sigma_{s+} \). Since the curve \( \Sigma \) is here real for real \( M^2_{\pi} \), for any complex singularity curve in \( \beta \)-space, there exists a complex conjugated one, and therefore if we want to evade the complex singularities on one side, we encounter the complex conjugated one, cf. Ref. [77]. We have, therefore, no way how to avoid singularities on the arc \( BC \). This diagram thus possesses on the physical sheet, in addition to the normal threshold, also the anomalous threshold (A.27) on the arc \( BC \) and on all the corresponding complex surfaces.

We can try to avoid these singularities by the addition of a small imaginary part also to \( \mu^2 \). However, this does again not work for the endpoint of the \( \mu^2 \) integration, in this case for \( \mu = 2M_{\pi^0} \). Even though the real arc \( BC \) is again to the left of the physical value of \( M^2_{\pi} \) for both the kaons and the eta, the singular complex surface connected with this arc extends to the region where \( M_{\pi} > 3M_{\pi^0} \). We are, therefore, left with two complex conjugated anomalous thresholds in \( s \) for the physical \( M_{\pi} > 3M_{\pi^0} \):

\[
2s = M^2_{\pi} + 2M^2_{\pi^\pm} - 3M^2_{\pi^0} \\
\pm \lambda^{1/2}(M^2_{\pi}, M^2_{\pi^\pm}, 4M^2_{\pi^0})\sigma(4M^2_{\pi^0}). \quad (A.30)
\]

Thus, for the amplitudes to which this diagram contributes, the starting point of our construction, the dispersive representation of Eq. (A.15), requires appropriate modifications in order to include the contributions from these anomalous thresholds.

c. Analytic properties of further diagrams

We have seen that the appearance of the anomalous thresholds on the physical sheet is connected with the position of the real section of the curve \( \Sigma \) between the subleading curves \( \sigma_{s+} \) and the \( \sigma_{P+} \), in which case we cannot evade the corresponding normal threshold branch cuts when trying to avoid the singularities \( \Sigma \) on the complex surfaces connected with the arc \( BC \). We can, therefore, observe a simple condition for this appearance of the anomalous threshold. It occurs on the physical sheet only in the case (A.16) is real in the interval \( M^2_{\pi} \in ((\mu - m_1)^2, (\mu + m_1)^2) \). Since the first triangle function appearing there is imaginary on this interval, the condition means that the function appearing there is imaginary on this interval, \( \lambda(\mu^2, m_2^2, m_5^2) \) has to be imaginary as well. This happens in the interval \( \mu^2 \in ((m_2 - m_6)^2, (m_2 + m_6)^2) \).

From this condition, we can formulate the following simple rule of thumb, stating that the \( \pi\pi \) fish diagram has the anomalous threshold singularity on the physical sheet in the variable \( s \) only in the case when in the corresponding triangle diagram one of the other vertices (than the one adjacent to \( s \)) is stable and the second one is unstable, when we take for \( \mu \) its endpoint value \( \mu_0 \). The vertex is called unstable if the masses on the adjoining lines are such that at least one of them is greater than the sum of the other two. Note that this rule does not take into account the singularity on the real arc \( BC \) of Fig. 6 (we have found that for the pion lines, this singularity never occurs) and the non-Landau singularities, as is obvious from its application to the \( \pi \)-diagrams (the only unstable mass there can be \( \mu \), which appears in both vertices, i.e., this rule tells there is no anomalous threshold for all \( \pi \)-diagrams). However, in our previous analysis, we have also taken its existence into account, and it does not change the above conclusion.

Since the vertex with \( M_{\pi} \) in \( P \)-diagrams is always unstable for \( \mu = \mu_0 \), the anomalous threshold appears only in the case \( \mu_0 < (m_2 + m_5) \). Furthermore, since \( m_2 \) and \( m_5 \) are pion masses and conservation of the electric charge has to be respected, the only possibility is \( \mu_0 = 2M_{\pi^0} \) and \( m_2 = m_5 = M_{\pi^\pm} \).

In conclusion, the only \( P \)-diagrams possessing the anomalous threshold singularity on the physical sheet for the physical values of \( M_{\pi} \) and of the pion masses are those depicted in Fig. 8. These diagrams contribute to the processes \( P^0 \rightarrow \pi^0\pi^+\pi^- \), \( P^+ \rightarrow \pi^-\pi^+\pi^0 \) and \( P^+ \rightarrow \pi^+\pi^0\pi^0 \). Therefore, besides the case \( M_{\pi} = M_{\pi^0} \), the only \( P \rightarrow \pi\pi\pi \) decay processes with \( M_{\pi} \neq M_{\pi^0} \) where no such singularity occurs are the processes \( P^0 \rightarrow \pi^0\pi^0\pi^0 \), with \( P^0 = K_L \) or \( P^0 = \eta \). Kacser’s prescription can be

FIG. 7: The real sections of the singularity curves for the diagrams where the anomalous threshold occurs on the physical Riemann sheet. For the labels of the curves, as well as for those of the points of intersections, see the main text.
extended to these cases, i.e., the required analytic continuation in \( M_P^2, \overline{M}_P \rightarrow M_P^2 + i\delta, \overline{M}_P < 3M_{\pi^0}, \delta > 0, \) can be performed without encountering any singularity.

3. Fish diagrams with other-than-pion internal lines

The same analysis can be performed for fish diagrams containing other mesons, kaons and \( \eta \)'s, in internal lines. Naturally, then it can happen that there will occur anomalous threshold singularity for some value of \( M_P. \) However, thanks to the hierarchy of the masses prohibiting decays of the type \( P \rightarrow P' \pi, \) where \( P \) and \( P' \) are kaons or \( \eta \)'s, the physical mass \( M_P \) will each time be smaller than the mass where such anomalous threshold singularity can occur. In other words, in all the cases, the physical mass \( M_P \) is to the left of the points \( B \) and \( C \) in one of the situations from Figs. 6 and 7, i.e., it lies in the region where the anomalous threshold singularity does not appear on the physical sheet. The inclusion of these other internal lines does, therefore, not change the conclusions of our analysis from the previous sections.

Appendix B: Integrals of the \( \bar{J} \) functions

In order to compute the partial-wave projections of the one-loop amplitudes, we need to perform the integrals occurring in Eq. (A.17). Actually, in order to avoid the cuts on the positive real axis, the integration has to be performed along a path in the complex plane \( \gamma, \)

\[
\int_{t_-(s)}^{t_+(s)} dt \rightarrow \int_{C(t_-(s), t_+(s))} dt \quad (B.1)
\]

starting at \( t_-(s) \) and ending at \( t_+(s). \) It turns out that the complex path \( C(t_-(s), t_+(s)) \) can always be chosen such that there exists an open neighborhood of it that also avoids the cut. This follows from the analysis of Ref. 79 in the equal-mass case, and also holds for \( M_P \neq M_{\pi^0} \) when the singularities of the integrands consist only of the normal branch cut, starting at \( s = 4M_{\pi}^2 \) or \( s = 4M_{\pi^0}^2, \) i.e., when there is no anomalous threshold 85. Then, a result of complex analysis 90 tells us that the integral is correctly evaluated in the usual way, i.e., upon taking the difference of the endpoint values of the primitive function, provided, of course, that the latter exists. Given this result, our task in this appendix will be to construct the required primitive functions, and then, as a second step, to evaluate them at the endpoints \( t_{\pm}(s). \) It will be enough to give the results for the function \( \bar{J}_{\pm 0}(t) \) defined in Eq. (IV.13), the expressions corresponding to the two other cases, \( \bar{J}(t) \) and \( \bar{J}_{\pm 2}(t), \) can easily be obtained upon taking the appropriate limits in the pion masses. More specifically, we denote the ratio of the pion masses by \( q, \)

\[
q = \frac{M_{\pi^0}}{M_{\pi}}, \quad \text{B.2}
\]

and the two other cases will be obtained simply by taking the limit \( q \rightarrow 1 \) in the end. We thus first need to know the following primitive functions

\[
\bar{J}_{\pm 0}^{(n)}(t) = 16\pi^2 \int dt \ t^n \bar{J}_{\pm 0}(t), \quad \text{for } n = -1, 3; \quad \text{B.3}
\]

These then need to be evaluated at the corresponding endpoints. We address these two separate issues in turn in the remainder of this appendix.

1. Primitive functions

Writing the function \( \bar{J}_{\pm 0}(t) \) in the form

\[
\bar{J}_{\pm 0}(t) = \frac{1}{16\pi^2} \left( \frac{\Delta_q}{t} - \frac{\Sigma_q}{\Delta_q} \right) \ln q + \frac{t - \mu_{-q}}{t - \mu_q} \sigma_q(t) \ln \left[ \frac{\sigma_q(t) - 1}{\sigma_q(t) + 1} \right], \quad \text{B.4}
\]

with

\[
\mu_q = M_{\pi}^2(1 + q)^2, \quad \Sigma_q = M_{\pi}^2(1 + q^2), \quad \Delta_q = M_{P}^2(1 - q^2) \quad \text{B.5}
\]

and

\[
\sigma_q(t) = \sqrt{\frac{t - \mu_q}{t - \mu_{-q}}}, \quad \text{B.6}
\]

suggests performing the following transformation of the variable

\[
\tau = \frac{\sigma_q(t) - 1}{\sigma_q(t) + 1}. \quad \text{B.7}
\]

The function \( \sigma_q(t) \) is defined in the complex \( t \)-plane, with a cut on the real axis, from \( \mu_{-q} \) to \( \mu_q, \) and with \( \sigma_q(t \pm i\epsilon) = \pm i\sqrt{(\mu_q - t)/(t - \mu_{-q})} \) when \( t \) lies on this cut. This transformation then maps the complex plane with the cut \( (\mu_{-q}, \mu_q) \) onto the unit disk. As illustrated in Figure 9, the points slightly above the cut \( (t + i\epsilon) \) are
mapped slightly below the upper semi-circle while the points slightly below this cut \((t - i\epsilon)\) are mapped slightly above the lower semi-circle \([\text{the points lying exactly on the upper and on the lower semi-circle have to be identified]}\). The ray \((\mu_q + i\epsilon, \infty + i\epsilon)\), where the branch cut of the one-loop function is located, is mapped onto line segment \((-1 + i\epsilon, 0 + i\epsilon)\). The inverse transformation

\[
t(\tau) = M^2_\pi (\tau - q) \left( \frac{1}{\tau} - q \right),
\]

with

\[
\sigma_q(t) = \frac{1 + \tau}{1 - \tau}, \quad dt = \frac{qM^2_\pi}{\tau^2} (1 - \tau^2) d\tau,
\]

can be continued to the whole complex \(\tau\)-plane and satisfies

\[
t(\tau) = t(1/\tau).
\]

This means that the points \(\tau\) and \(1/\tau\) should be identified, which also implies the identification of \(\tau\) and \(\tau^* = 1/\tau\) on the unit-disk boundary of Figure 9.

Expressed in terms of the variable \(\tau\), the one-loop function \(J^-\) reads

\[
16\pi^2 J^\pm(\tau) = 1 - \frac{\Sigma_q}{\Delta_q} \log q - \frac{\tau (1 - q^2)}{(\tau - q)(\tau - 1)} \log q + \frac{q(1 - \tau^2)}{(\tau - q)(\tau - 1)} \log \tau.
\]

Its analyticity in the unit disk with the segment \((-1, 0)\) removed and the symmetry property \(J^\pm(\tau) = J^\pm(1/\tau)\) become manifest in this expression. The expression that mixes the two variables,

\[
16\pi^2 J^\pm(\tau) = 1 + \left( \frac{\Delta_q}{t} - \frac{\Sigma_q}{\Delta_q} \right) \log q + qM^2_\pi \frac{\tau^2 - 1}{\tau} \log \tau,
\]

allows obtaining its derivative in a simple way,

\[
16\pi^2 \frac{d}{dt} (tJ^\pm(t)) = \frac{1 + \tau^2}{1 - \tau^2} \log \tau + \frac{1 + q^2}{1 - q^2} \log q,
\]

which in turn makes it easy to check the primitive functions given here. Finally, we introduce the following function,

\[
\mathcal{J}(\tau) = \log q \log \tau + \text{Li}_2(1 - q\tau) - \text{Li}_2 \left(1 - \frac{\tau}{q}\right),
\]

which appears in the results of the integration.

Having prepared all the necessary ingredients, we present here a list of all primitive functions that are needed for the computation of the S and P partial waves of the one-loop amplitudes:

\[
I^{(1)}(\pm, 0) = 8\pi^2 J^\pm(0) \log q + \frac{t^2}{4} - 2q^2M^4_\pi \log \frac{q}{\Delta_q}
\]

\[
+ q^2M^4_\pi \log^2 \tau,
\]

\[
I^{(2)}(\pm, 0) = \frac{8\pi^2}{3} J^\pm(0) t \left( 2t^2 - \Sigma_q t - \left( \Sigma_q^2 + 8q^2M^4_\pi \right) \right)
\]

\[
+ \frac{t^3}{9} + \frac{\Sigma_q t^2}{12} - 2q^2M^4_\pi \left( \frac{t}{3} + \Sigma_q \right) \log \frac{q}{\Delta_q}
\]

\[
+ q^2M^4_\pi \Sigma_q \log^2 \tau,
\]

\[
I^{(3)}(\pm, 0) = t^4 + \frac{\Sigma_q t^3}{18} + \frac{t^2}{24} \left( \Sigma_q^2 + 6q^2M^4_\pi \right)
\]

\[
+ q^2M^4_\pi \left( \Sigma_q^2 + q^2M^4_\pi \right) \log^2 \tau
\]

\[
- q^2M^4_\pi \left( \frac{t^2}{3} + \frac{5\Sigma_q t^2}{6} + 2(\Sigma_q^2 + q^2M^4_\pi) \right) \log \frac{q}{\Delta_q}
\]

\[
+ \frac{4\pi^3}{3} J^\pm(0) t \left( 3t^3 - \Sigma_q t^2 - \left( \Sigma_q^2 + 6q^2M^4_\pi \right) t
\]

\[
- \Sigma_q \left( \Sigma_q^2 + 26q^2M^4_\pi \right) \right),
\]

\[
I^{(0)}(\pm, 0) = 16\pi^2 J^\pm(0) t + \frac{\Sigma_q}{2} \log^2 \tau - \Delta_q \mathcal{J}(\tau),
\]

\[
I^{(-1)}(\pm, 0) = -16\pi^2 J^\pm(0) - \frac{1}{2} \log^2 \tau - 2 + \frac{\Sigma_q}{\Delta_q} \mathcal{J}(\tau),
\]

\[
I^{(-2)}(\pm, 0) = 8\pi^2 J^\pm(0) \left( \frac{\Sigma_q}{\Delta_q} - \frac{1}{t} \right) - \frac{\Sigma_q}{\Delta_q} + \frac{13}{36qM^2_\pi}
\]

\[
+ 2q^2M^4_\pi \Delta_q \mathcal{J}(\tau).
\]

We have adjusted the free integration constants in these primitive functions, such as to ensure that all of them exhibit a smooth limit for the ratio of pion masses \(q\) going to unity, and to make them vanish at \(t = 0\) (in this limit).
2. Endpoint evaluation in the case $M_{p_0} = M_p$

In order to perform the explicit calculation of the partial-wave projections, we should now evaluate the preceding primitives at the endpoints given in Eqs. (V.18). In general, this procedure produces complicated expressions. However, in particular cases, like for equal-mass pions, the situation simplifies somewhat. We will, therefore, treat this case in some detail in what follows. For definiteness, we consider the case of the charged pion. The corresponding expressions for the neutral pion are obtained from those given below by substituting $M_\pi$ by $M_{p_0}$ in all formulas.

Introducing

$$T_\pm(s) = \frac{4M_\pi^2 - t_\pm(s)}{2M_\pi},$$

(B.16)

and

$$\sigma_{T_\pm}(s) = \frac{1}{\sigma(t_\pm(s))} = \sqrt{\frac{T_\pm(s) - 2}{T_\pm(s)}},$$

(B.17)

we obtain

$$\tau(t_\pm(s)) = T_\pm(s) - 1 - T_\pm(s)\sigma_{T_\pm}(s),$$

$$\frac{1}{\tau(t_\pm(s))} = T_\pm(s) - 1 + T_\pm(s)\sigma_{T_\pm}(s),$$

(B.18)

and

$$L_{T_\pm}(s) = \log \tau(t_\pm(s)) \equiv \log \left(\frac{1 - \sigma_{T_\pm}(s)}{1 + \sigma_{T_\pm}(s)}\right).$$

(B.19)

Inserting these relations into the primitive functions in the limit $q = 1$, and using the simplification $T_\pm\sigma_{T_\pm}^2 = T_\pm - 2$, we arrive at rather simple expressions

$$I^{(1)}(t_\pm) = M_\pi^4 [(T_\pm - 2)(5T_\pm - 8) + 2T_\pm(T_\pm - 1)\sigma_{T_\pm}L_{T_\pm} + L_{T_\pm}^2],$$

$$I^{(2)}(t_\pm) = M_\pi^6 [2(T_\pm - 2)(7T_\pm - 8)(11 - 4T_\pm) - 12T_\pm(T_\pm - 3)(2T_\pm - 1)\sigma_{T_\pm}L_{T_\pm} + 18L_{T_\pm}^2],$$

$$I^{(3)}(t_\pm) = M_\pi^8 [(T_\pm - 2)(81T_\pm^3 - 482T_\pm^2 + 941T_\pm - 512) + 6T_\pm(6T_\pm^3 - 34T_\pm^2 + 59T_\pm - 15)\sigma_{T_\pm}L_{T_\pm} + 45L_{T_\pm}^2],$$

$$I^{(0)}(t_\pm) = M_\pi^2 [6(2 - T_\pm) - 2T_\pm\sigma_{T_\pm}L_{T_\pm} + L_{T_\pm}^2],$$

$$I^{(-1)}(t_\pm) = -4 - \frac{2T_\pm}{T_\pm - 2} \sigma_{T_\pm}L_{T_\pm} - \frac{1}{2}L_{T_\pm}^2,$$

(B.20)

$$I^{(-2)}(t_\pm) = \frac{1}{18M_\pi^2} \left[\frac{4(2T_\pm - 1)}{T_\pm - 2} + \frac{3T_\pm^2}{(T_\pm - 2)^2} \sigma_{T_\pm}L_{T_\pm}\right].$$

Finally, it is also useful to notice the relations

$$16\pi^2J(t_\pm) = 2 + \frac{L_{T_\pm}}{\sigma_{T_\pm}},$$

(B.21)

The link with the expressions given in Eqs. (V.28), (V.29) and (V.31) is then provided by the relations

$$\sigma_{T_\pm}(s) = \frac{\Delta_{\rho_\pi}\sigma(s)}{s - 4M_\pi^2 \pm 2K(s)}, \quad L_{T_\pm}(s) = \frac{1}{2}[L(s) \mp M(s)].$$

(B.22)

Appendix C: Properties of the functions $\tilde{k}_i(s)$ and $\tilde{K}_i(s)$

In this appendix, we discuss some properties of the functions $k_i(s)$, $K_i(s)$ and $\tilde{K}_i^{(\lambda)}(s)$, introduced in Eqs. (V.28), (V.38) and (V.46), respectively. We briefly address their analytic properties and also provide graphical representations. We display the functions $\tilde{k}_i(s)$, with $i = 2, 3$, on the real axis in Fig. 10 (the real parts of those with $i = 0, 1$ coincide with the imaginary parts of $\tilde{K}_i(s)$).

The functions $\tilde{K}_i(z)$ are defined as dispersive integrals in the complex plane,

$$\tilde{K}_i(z) = \frac{z^n}{\pi} \int_{4M_\pi^2}^{\infty} \frac{dx}{x^{n+1}} \frac{\tilde{k}_i(x)}{x - z},$$

(C.1)

and the physical value corresponds to $z = s + i0$, which is shown in Fig. 11. For $z$ which is not located on the integration contour, the only potential singularities of the integrand are those of the function $\tilde{k}_i(x)$ where $4M_\pi^2 < x < \infty$. The functions $\tilde{k}_i(s)$ and $\tilde{K}_i(s)$ do not present any particular problem. They already occur in the simpler situation provided by $\pi\pi$ scattering, and the two functions $\tilde{k}_3(s)$ and $\tilde{K}_3(s)$ can be expressed in terms of the function $\tilde{J}(s)$ [see Eq. (C.1)], which has no other singularity than a cut along the positive-$s$ real axis, starting at $s = 4M_\pi^2$. In the case of $\tilde{k}_2(s)$ and $\tilde{K}_2(s)$, there are two possible problematic points, namely, $x = (M_P \mp M_\pi)^2 = M_\pi^2$. Closer inspection reveals that only $x = M_\pi^2$ corresponds to a singularity, as can actually also be seen directly in Fig. 10. This singularity is, however, integrable since the integrand in Eq. (C.1) behaves as $(x - M_\pi^2)^{-1/2}$ in the vicinity of this point. It means the $\tilde{K}_i(z)$, defined by the original contour, is at least analytic in the complex plane with the exception of the point of the real axis for which $z > 4M_\pi^2$. For $z \to 4M_\pi^2$, we have a non-integrable endpoint singularity. Therefore, this point constitutes a branch point of $\tilde{K}_i(z)$. For $z$ real, $z \neq M_\pi^2$, we can deform the integration contour in (C.1), such as to avoid the singularity $(x - z)^{-1}$, in an appropriate way, depending on whether we approach the contour from below or from above. The only dangerous point is the true singularity of $\tilde{k}_i(x)$, i.e., $z = M_\pi^2$. Because we made the analytic continuation $M_P^2 + i\delta$, this singularity is, in fact, avoided by contour deformation when we approach $z = M_\pi^2$ from the upper complex half-plane.
FIG. 10: The real (solid curve in blue) and the imaginary (dashed curve in magenta) parts of functions $\tilde{k}_{2,3}(s)$ for $M_P = 3.5 M_{\pi} + i0$. For comparison, also the real part of these functions for $M_P = 2.9 M_{\pi}$ (dotted curve in green) is plotted (in this case, their imaginary part is zero). The abscissas show $s$ in units of $M_{\pi}^2$. The vertical lines indicate the positions of $s = M_{\pi}^2 \pm \epsilon_{\pi}$. Because then there is no pinch of the contour, and thus even this point is, in fact, regular. However, when we approach this point from below, the contour is pinched, and the singularity cannot be avoided by means of the contour deformation. Nevertheless, this singularity lies on the second sheet. Of course, these arguments rest on the fact that the discontinuities $\tilde{k}_i(z)$ have good analytic properties, which allows deforming the contour without encountering other singularities of these functions.

FIG. 11: The real (solid curve in blue) and the imaginary (dashed curve in magenta) parts of functions $\tilde{K}_{0,1,2,3}(z)$, $z = s + i0$, for $M_P = 3.5 M_{\pi} + i\epsilon$. For comparison, the real (dotted curve in green) and the imaginary (dot-dashed curve in orange) parts of functions $\tilde{K}_{2,3}(s)$ for $M_P = 2.9 M_{\pi}$ are also plotted. The abscissas show $s$ in units of $M_{\pi}^2$. The positions of $s = \{4 M_{\pi}^2, M_{\pi}^2, M_{\pi}^2, M_{\pi}^2\}$ are indicated by the vertical lines.
Appendix D: Expressions of the functions $\mathcal{W}^{\rho\pi}(s)$

In this appendix, we give the expressions of the functions $\mathcal{W}^{\rho\pi}(s)$, and of the corresponding coefficients $\tilde{w}^{(n)}(s)$ and $B_\pm$ for each function listed in Table III in the case where the masses of charged and neutral pions are equal.

For the decay of a charged kaon into three charged pions, we have

$$\mathcal{W}^{\rho\pi}(s) = \frac{\varphi_0^{++}(s)}{2} \left\{ (16\pi^2)^2 \frac{2}{4} \varphi_0^{++}(s) \varphi_0^{+-}(s) J^2(s) \right\}$$

$$+ \left[ \left( C_{++} + \frac{D_{++}}{2} \right) - \frac{s - s_0^2}{2} \frac{D_{++} K^2(s)}{F_\pi^4} \right] J(s) \right\}$$

$$+ \frac{1}{2} \left[ \varphi_0^{++}(s) \tilde{\xi}_{0+}^-(s) \right],$$

$$\mathcal{W}_x^{(0)} = \frac{1}{2} \left[ \varphi_0^{++}(s) \tilde{\xi}_{0+}^-(s) \right],$$

$$\mathcal{W}_x^{(1)} = \frac{1}{2} \left[ \varphi_0^{++}(s) \tilde{\xi}_{0+}^-(s) \right]$$

with

$$B_{++} = B_{++} = -B_{--} = B_{++} + c_{--}, \quad B_{--} = 0,$$

and

$$\tilde{w}_{0}^{(0)} = \left[ A_{x} - \frac{B_{x} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right] \left( a_x - b_x \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{2} \left[ A_{++} + \frac{B_{++} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right] \left( a_{++} - b_{++} \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{3} B_{++} c_{--} \frac{M_{\pi}^2 (M_K^2 + 3 M_{\pi}^2)}{F_\pi^4},$$

$$\tilde{w}_{x}^{(1)} = b_x \left[ A_{x} - \frac{B_{x} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right]$$

$$+ B_x \left( a_x - b_x \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{2} \left[ A_{++} + \frac{B_{++} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right] \left( a_{++} - b_{++} \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{3} B_{++} c_{--} \frac{M_{\pi}^2 (M_K^2 + 3 M_{\pi}^2)}{F_\pi^4},$$

and

$$\tilde{w}_{0}^{(2)} = \frac{1}{2} \left[ A_{x} - \frac{B_{x} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right] \left( a_x - b_x \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{2} \left[ A_{++} + \frac{B_{++} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right] \left( a_{++} - b_{++} \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{3} B_{++} c_{--} \frac{M_{\pi}^2 (M_K^2 + 3 M_{\pi}^2)}{F_\pi^4},$$

$$\tilde{w}_{x}^{(2)} = b_x \left[ A_{x} - \frac{B_{x} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right]$$

$$+ B_x \left( a_x - b_x \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{2} \left[ A_{++} + \frac{B_{++} M_K^2 + 3 M_{\pi}^2}{F_\pi^2} \right] \left( a_{++} - b_{++} \frac{4 M_{\pi}^2}{F_\pi^2} \right)$$

$$+ \frac{1}{3} B_{++} c_{--} \frac{M_{\pi}^2 (M_K^2 + 3 M_{\pi}^2)}{F_\pi^4}.$$
with
\[
B_{+x} = B_{+x;0} = B_x c_{+0}, \quad B_{-x} = B_{-x;0} = 0, \quad (D.6)
\]
and
\[
\bar{\omega}_x^{(0)} = 2 \left[ A_x + \frac{B_x M_K + 3M^2}{6 F_\pi} \right] (a_{+0} - b_{+0} 4M^2_{\pi})
+ 4 B_x c_{+0} \frac{M^2_{\pi}(M_K + 3M^2)}{F_\pi^2},
\]
\[
\bar{\omega}_x^{(1)} = 2b_{+0} \left[ A_x + \frac{B_x M_K + 3M^2}{6 F_\pi} \right]
- B_x \left( a_{+0} - b_{+0} \frac{4M^2_{\pi}}{F_\pi^2} \right)
- \frac{2}{3} B_x c_{+0} \frac{M^2_{\pi}(M_K + 3M^2)}{F_\pi^2},
\]
\[
\bar{\omega}_x^{(2)} = B_x \left( -b_{+0} + \frac{1}{3} c_{+0} \right), \quad (D.7)
\]
\[
\bar{\omega}_{\pm;0;0}^{(0)} = - \left[ A_x + \frac{B_x M_K + 3M^2}{6 F_\pi} \right] (a_{+0} - b_{+0} 4M^2_{\pi})
+ \frac{2}{3} B_x c_{+0} \frac{M^2_{\pi}(M_K + 3M^2)}{F_\pi^2}
+ \left[ A_{++} + \frac{B_{++} M_K + 3M^2}{6 F_\pi} \right] a_{00}
+ \frac{2}{3} \left( a_{-0} - b_{-0} \frac{4M^2_{\pi}}{F_\pi^2} \right) \equiv B_{x;0} a_{00},
\]
\[
\bar{\omega}_{\pm;0;0}^{(1)} = -b_{+0} \left[ A_x + \frac{B_x M_K + 3M^2}{6 F_\pi} \right]
+ \frac{B_x}{2} \left( a_{+0} - b_{+0} \frac{4M^2_{\pi}}{F_\pi^2} \right)
- \frac{1}{6} B_x c_{+0} \frac{M^2_{\pi}(M_K + 3M^2)}{F_\pi^2}
+ b_x \left( A_{++} + \frac{B_{++} M_K + 3M^2}{6 F_\pi} \right)
\pm \frac{B_{+x}}{2} \left( a_{-0} - b_{-0} \frac{4M^2_{\pi}}{F_\pi^2} \right)
\equiv B_{x;0} a_{00}, \quad (D.8)
\]
For the amplitude of $K_L$ decaying into one charged and two neutral pions, we have
\[
\mathcal{W}_{L;x}^{(0)\pi} = \mathcal{W}_{L;x}^{(1)\pi} = \mathcal{W}_{L;x}^{(2)\pi} = 0,
\]
\[
\mathcal{W}_{L;x}^{(0)\pi} = \mathcal{W}_{L;x}^{(1)\pi} = \mathcal{W}_{L;x}^{(2)\pi} = 0.
\]
For the decay of $K_L$ into three neutral pions, we obtain
\[
\mathcal{W}_{L;00}(s) = \varphi^L_0(s) \left\{ \frac{(16\pi^2)^2}{4} \left[ 2 \varphi^L_0(s) \varphi^L_0(s) \right] - \frac{2 D^L_2}{3} \right\} J^2(s) + \mu \left[ C_L + \frac{D^L_4}{2} \right] (s - s_0)^2 + \frac{2}{3} D^L_2 K^2(s) \left\{ \mu \varphi^L_0(s) \right\} J(s) + \mu \left[ \varphi^L_0(s) \right] J^2(s) + \frac{2}{3} D^L_2 \left\{ \mu \varphi^L_0(s) \varphi^L_0(s) \right\} J^2(s) + \frac{3}{2} D^L_2 \left\{ \mu \varphi^L_0(s) \varphi^L_0(s) \right\} J^2(s) + \frac{1}{2} \left[ \varphi^L_0(s) \mu \varphi^L_0(s) \right] (s),
\]
(D.13)
with
\[
B_{\pm;L;00} = 0,
\]
(D.14)
and
\[
\tilde{w}_{L;00}^{(0)} = A_{L;00} a_{00} + 2 \left[ A^L_x - B^L_x M^2_{K_L} + 3M^2_{\pi} \right] \left( a_x - b_x \frac{4M^2_{\pi}}{F^2_\pi} \right),
\]
\[
\tilde{w}_{L;00}^{(1)} = 2 b_x \left[ A^L_x - B^L_x M^2_{K_L} + 3M^2_{\pi} \right] \left( a_x - b_x \frac{4M^2_{\pi}}{F^2_\pi} \right),
\]
\[
\tilde{w}_{L;00}^{(2)} = 2 B^L_x b_x.
\]
(D.15)

Finally, for the three-pion decay of $K_S$, we find
\[
\mathcal{W}_{S;x;+0}^{(1)} = \frac{c_{+0}}{3F^2_\pi} \left[ B^S_{c+0} \left( \frac{16\pi^2}{2} \right) (s - 4M^2_{\pi}) \right] J^2(s) - \frac{D^S_2}{3} (s - 4M^2_{\pi}) (s - s_0) \left\{ \varphi^L_0(s) \right\} J(s) + \frac{3}{4} \left[ \varphi^L_0(s) \right] J^2(s),
\]
\[
\mathcal{W}_{S;x;+0}^{(0)} = \varphi^L_0(s) \left\{ \varphi^L_0(s) \right\} \varphi^L_0(s) \varphi^L_0(s) \left\{ \varphi^L_0(s) \right\} J^2(s)
\]
\[
\frac{D^S_2}{3} \left( s - 4M^2_{\pi} \right) (s - s_0) \left\{ \varphi^L_0(s) \right\} J^2(s) + \frac{1}{4} \left[ \varphi^L_0(s) \right] J^2(s),
\]
(D.16)
with
\[
B_{\pm;S;x} = 2B^S_{c+0}, \quad B_{\pm;S;x} = 0,
\]
(D.17)
and
\[
\tilde{w}_{S;x;+0}^{(0)} = -B^S_{c+0} \left( \frac{16\pi^2}{2} \right) \left( a_x - b_x \frac{4M^2_{\pi}}{F^2_\pi} \right) + \frac{1}{3} B^S_{c+0} \left( M^2_{K_S} + 7M^2_{\pi} \right) F^2_\pi,
\]
\[
\tilde{w}_{S;x;+0}^{(1)} = 3B^S_{c+0} \left( a_x - b_x \frac{4M^2_{\pi}}{F^2_\pi} \right) - B^S_{c+0} M^2_{K_S} + 3M^2_{\pi} F^2_\pi,
\]
\[
\tilde{w}_{S;x;+0}^{(2)} = \left( 3b_x + 1 \right) c_{+0},
\]
(D.19)
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