Constructing tubular networks that occupy arbitrary regions in $\mathbb{R}^3$
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Abstract. Advances in additive manufacturing have enabled industry to relax many design constraints imposed by traditional construction methods. As such, it is now possible to design and build objects or devices with complex internal structures that conform to irregular external envelopes. In applications where fluid distribution or storage is an integral part of a larger system, additive manufacturing technologies allow “left over space” in an overall device volume to now be effectively utilized. Herein we describe a general algorithmic framework for the construction of branched networks of tubes which occupy a specified, and possibly quite complicated, region $D \subset \mathbb{R}^3$ as fully as possible. Such networks can be important in a variety of industrial applications ranging from heat exchangers to storage vessels to fluid distribution networks. Depending on the specific application of interest, such a design problem can be extremely ill-posed: For a given region $D$, our algorithm can produce an enormous number of networks, which generally requires that a much smaller number of “best” networks be isolated by ranking the networks based upon some problem-dependent properties (e.g., heat transfer rate, minimal friction losses, volume fraction, etc.). Some simple examples are presented to illustrate the algorithm and its output with comments added to illustrate its potential utility in industrial applications.

1. Introduction

Additive manufacturing, which generally builds a 3D object by adding layers of material [5], has revolutionized the design process by enabling the construction of objects with complex structures with relative ease [17]. This now allows designers to develop engineering structures that minimize material usage, have complex internal configurations and/or conform to complex external envelopes [7, 14]. In engineering systems consisting of fluid distribution or storage elements, additive manufacturing opens the possibility of exploiting left over or wasted space within a given geometric envelope to house these flow elements.

In this paper we describe a general algorithmic framework for the construction of branched tubular networks that occupy a specified, and possibly quite complicated, region $D \subset \mathbb{R}^3$ as fully as possible. Such “conformable tubular networks” (CTNs) can be important in a variety of
industrial applications ranging from heat exchangers to fluid distribution or storage networks in complex geometries. Our algorithm is comprised of three fundamental modules: (i) the analysis and decomposition of the three-dimensional region \( D \) into subregions \( D_i \), (ii) the packing of each subregion \( D_i \) with an assembly of tubes and finally (iii), the connection of the tubes, both within each subregion \( D_i \) as well as between neighbouring subregions.

1.1. A simple, motivating example: The “barbeque pool heater”

In [9] and [11], we considered some simple, yet nontrivial, “saddle-bag” regions \( D \) (i.e., two larger rectangular regions – the “bags” – connected by a narrower rectangular channel) and produced sets of networks for these regions. One of the motivations for these constructions was the so-called “barbeque (BBQ) pool heater” problem [1] wherein water from a pool is pumped into a tubular network situated inside a barbeque via an inlet pipe. As the water travels through the network, it is heated by the barbeque flames. The heated water then exits the network through an outlet pipe and re-enters the pool. While this is possible to design and construct using conventional design and manufacturing techniques, it presents a simple framework through which to explore a more general design paradigm for encapsulating a (possibly branched) tubular network in a prescribed geometric envelope.

Figure 1 shows a particular example of a saddle-bag region representing, for example, the available space inside the barbeque (left), along with one of the many one inlet-one outlet networks produced by our algorithm (right). The network shown is a “28-8-28 saddle-bag network,” where two “side bags,” each of which contains 28 tubes, are connected to a middle region containing 8 tubes. In this simple example we utilize a single diameter for the tubes, which is prescribed ahead of time. For the barbeque pool heater, which relies on natural convection and radiation to heat the tubes passing over the flames, the tube diameters shown in the Figure would not represent the actual vessels, but rather the desired spacing between the tubes for optimal heat transfer. The actual physical tubes would concentric with the tubes shown, but with smaller diameter to enable space for the heated air to pass around the fluid-transporting tubes.

Whether or not a given network is “good” is problem-specific. In this particular example, with the constraints that were imposed during the construction phase, hundreds of thousands of unique networks were generated. For this example, selecting the best network(s) would require an additional heat transfer analysis step. The focus of this paper is the methodology for constructing the tubular networks, not the problem-specific step of imposing additional physics and/or constraints for paring down the solution space.

Figure 1. A “saddle-bag” region \( D \) (left) and a “28-8-28” tubular network produced by our algorithm which occupies the region.
2. The algorithm
This section describes the skeleton of the algorithm for constructing branched tubular networks in a given region of space. The algorithm is comprised of three phases, which will be detailed in the following subsections. It is presumed that the volume to be packed with tubes is prescribed.

Phase 1: Analysis/decomposition of region $D \in \mathbb{R}^3$ to be occupied by the network
Clearly, the simplest situation is when the 3D region $D$ is a long block with constant cross section (e.g., rectangular, triangular), in which case the tubes can be packed in a parallel manner and connected to each other at the ends. The next simplest case, a variation of the above, is when $D$ exhibits some kind of longitudinal symmetry, i.e., there exists a principal (but not necessarily straight) axis along which the cross section may vary. In this case, the construction problem is quasi-two-dimensional and the problem of packing tubes in three dimensions is reduced to circle-packing in two dimensions. A decomposition of $D$ may then be performed by segmentation, i.e., by approximating it as well as possible by a union of blocks $B_i$ with constant cross sections. A sketch of such a generic decomposition is shown in Figure 2. Each block $B_i$ is then packed with a parallel set of tubes as shown schematically in the figure. The “saddle-bag” region shown in Figure 1 possesses this longitudinal symmetry and is composed of three blocks.

![Figure 2. Generic structure of tubular network exhibiting variation along a principal direction.](image)

In more complicated situations, it may be necessary to employ a method which can extract the fundamental morphological characteristics of region $D$, namely, its shape and structure. For example, if $D$ possesses a dendritic structure in which several subprincipal axes emanate from a principal location or axis, it is desirable to determine these axes. Such information will be important for both the segmentation/discretization of the region as well as the determination of packing directions. Methods such as skeletonization [12, 13] can be employed to identify principal (of subprincipal) axes in a complex geometry, which can then segmented into a series of blocks for packing, as discussed above.

Phase 2: Packing the tubes
As mentioned in Phase 1, each block $B_i$ comprising the envelope volume is assumed to contain a set of tubes arranged in a parallel fashion. The problem of packing each block $B_i$ is therefore reduced to the two-dimensional problem of packing circles as efficiently as possible into its (constant) cross-sectional region. Circle packing is a well-studied problem with a long history because of its mathematical challenges as well as its important real-world applications (e.g.,...
cutting circular discs out of sheets of metal in a way that minimizes leftover material). There is a vast literature which is concerned with optimal and suboptimal methods for packing circles into regions. For a more recent review of the literature, see [8]. A significant portion of the literature has been devoted to the problem of packing as many identical circles of fixed radius into a given region, usually a regular region such as a circle, square or rectangle [2, 15, 16]. Another important set of problems is concerned with the efficient packing of square, rectangular and circular regions with circles of prescribed, but not necessarily identical, radii [4, 3].

In the the 28-8-28 “saddle-bag” network presented in Section 1, a very simple hexagonal packing of tubes of equal diameters was employed. In general, however, the cross-sectional regions are more complicated, i.e., polygonal at the very best. The efficient packing of such regions will generally require tubes/circles of different sizes. Early investigations, however, showed that a more efficient packing of complicated regions could be achieved not with circles of prescribed sizes but with circles that were “tailor-made” for local regions, i.e., circles designed to touch several already-packed circles as well as the boundary, if applicable. As such, the radii of these circles would have to be computed as the region was being packed. To the best of our knowledge, such algorithms did not exist in the literature, which motivated us to develop our own methods.

The starting point of our work on packing was the circle-packing algorithm by George, George and Lamar [4], hereby to be referred to as the GGL algorithm. One of the original motivations of the GGL paper was the efficient packing of pipes or bottles in a rectangular box for shipping (under the effect of gravity). Since the aims of our tubular network problem differ from those that led to the GGL algorithm, a number of differences between our algorithms and the GGL algorithm naturally arose. Here, we shall simply state that during the early stages of our research, a number of packing methods were developed and tested. A detailed discussion of these early methods is given in [11].

Our early modified-GGL methods were designed to pack regions with polygonal boundaries and worked very well for (convex and nonconvex) polygonal regions for which the lengths of the segments comprising the boundary are large compared to the circle sizes. If this condition is not satisfied – which includes the case of quite irregular boundary curves – the methods do not work very well. One could still consider employing one or more of these methods by using polygonal approximations of irregular boundary curves, but possibly at the expense of yet-unpacked regions. For this reason, we have recently developed another method of circle-packing which can be used in the case of irregular boundaries. This method, which will be described briefly below, works with a discretization of region $D$ into rectangular regions of dimension $\Delta x$ by $\Delta y$. The parameters $\Delta x$ and $\Delta y$ are chosen according to the refinement desired for the problem.

In this method, we begin once again with a Step 1 (hexagonal) packing of region $D$ with circles of radius $R$. After Step 1 is completed, additional circles are packed in a stepwise fashion as follows:

(i) At the beginning of each step, let $D' \subset D$ denote the subregion of $D$ which is not covered by packed circles and which has at least part of the boundary of $D$ as its boundary. (This condition will exclude regions that lie between packed circles. It can be modified to accommodate such regions if they are suitably large.)

(ii) Let $\partial D'$ denote the boundary of region $D'$. Compute the distance of each mesh point in $D'$ to $\partial D'$. The result is a distance function defined over $D'$ which may be represented in terms of contours. Let $(x_{\text{max}}, y_{\text{max}})$ denote a point in $D'$ at which the distance function achieves a local maximum value, to be denoted as $d_{\text{max}}$. Pack, if possible, a circle of radius $d_{\text{max}}$ centered at $(x_{\text{max}}, y_{\text{max}})$. Pack as many such circles in $D'$ as possible. After all possible circles are packed, redefine $D' \subset D$ as the new subregion of $D$ which remains unpacked and go to (i).
The above procedure may be stopped when circles of radii less than an acceptable radius $R_{\text{min}}$ are packed (for example, if there is a minimum tube radius that can be manufactured, or there is a minimum radius imposed by some other exogenous constraint).

A few remarks on this method are in order.

- From a practical perspective, the computation of distances between points of region $D'$ and its boundary must be performed over a mesh of interior points. The MATLAB function `bwdist` can be used.
- It is not only quite possible, but quite probable, that points of maximum distance $d_{\text{max}}$ are not isolated but lie on a continuous curve or region. At present, we simply use a center point of such a curve or region, acknowledging that some improvements could be made in future versions of the algorithm.

This method works very well for regions with polygonal boundaries. In Figure 3 are shown some results obtained in the case of a region $D$ with a more complicated boundary. A mesh constructed from 1086 by 326 points was employed. A prescribed radius of $R = 35$ was used for the Step hexagonal packing (top left) with zero angle of orientation. The MATLAB distance function `bwdist` was used to compute the distances of all mesh points in the unpacked region to the boundary of the region. The resulting contours of the distance function are shown in the plot at the top right. Circles are then constructed at local maxima of the distance function as shown in the plot at the bottom left. After all possible circles are plotted in this way, the distances of all mesh points in the remaining unpacked region are computed and new circles are packed (bottom right). In this example, the prescribed minimum radius was $R_{\text{min}} = 3$. The packing procedure was repeated until no circles of radius greater than or equal to $R_{\text{min}}$ could be packed.

Packaging common cross-sectional regions first In order to facilitate connections of tubes in adjacent cross-sections, it is advantageous to look for an interior (planar) region $R$ that is common to several, if not all, adjacent block cross-sections. These regions are packed first. In this way, it is possible that some tubes will extend continuously from one block into another possibly through all blocks comprising the network. Such tubes are clearly visible in the 28-8-28 network shown in Figure 1 (there are 8 such tubes in total). Each non-common region is then packed. The packing of each such region begins with circles that touch already-packed circles from the common region. The packing then proceeds outward to the boundaries.

Phase 3: Connecting the tubes to produce a tubular network

With reference to the general network shown in Figure 2, after all of the blocks $B_i$ have been packed with tubes (including tubes that extend continuously from one block to the next, possibly from one end of the network to the other), it remains to connect them to produce a feasible tubular network with a specified number of inlets and outlets. As will be shown below, there are, in general, a significant number of possible connections at each end and each block-to-neighbouring-block interface which can result in an enormous number of possible networks. Herein we will restrict ourselves to a small set of elements to enable connections, detailed in the following subsection. That will be followed by a example showing how these simple connecting elements can lead to a very large number of unique networks.

Basic connection elements Currently, we have employed the following three fundamental elements to construct our tubular networks: (i) straight tubes, (ii) 90-degree bends and (iii) T-joints (or “Tees”). These three elements are sketched in Figure 4.
Step 1: 17 circles of radius $R = 35$.

Contour plot of distance function from points in the unpacked region to its boundary.

Packing the unpacked region of previous figure using distance function contours. New circles are centered at local maxima of the distance function.

Additional packing after distance function contours are computed for unpacked region in upper plot.

**Figure 3.** Packing method applied to a region $D$ with a more complicated boundary.

Note that the sketches in Figure 4 suggest that the diameters of all tubes are the same. This is not a fundamental restriction of the algorithm, although accommodating multiple tube sizes will require an augmentation to these elements. Using these elements, we currently employ four basic operations to construct our tubular networks, shown schematically in Figure 5.

- **Endcap connection:** A 180-degree bend, formed with two 90-degree bends, which connects two neighbouring tubes at their ends. It is used at the extreme ends of the
Figure 4. The three fundamental elements employed in the construction of tubular networks in this paper.

- **Simple merge**: Tube $a$ flows into a neighbouring tube $b$. Formed with a 90-degree bend and a T-joint. This operation introduces branching in the tubular network. Used only at an interface of two neighbouring blocks $B_i$, producing a 2-to-1 reduction in the number of tubes from one block to the next.
- **Consecutive merge**: Tube $a$ flows into neighbouring tube $b$ which then flows into neighbouring tube $c$. Used only at an interface of two neighbouring blocks $B_i$, producing a 3-to-1 reduction in the number of tubes.
- **Merge/shift/merge operation**: As shown below, tube $a$ flows into neighbouring tube $b$. As well, tube $c$ flows into tube $d$. Tube $b$ is then shifted to the former position of $c$. The shift is formed with two 90-degree bends. Used only at interface of two neighbouring blocks $B_i$, producing a 4-to-2 reduction in the number of tubes.

Figure 5. The four basic connection schemes used to construct the tubular networks.

The above list of connection schemes is by no means complete. Consecutive merges with higher than a 3-to-1 reduction, as well as merge/shift/merge schemes with higher reduction ratios can be considered, if necessary. Additional elements and combinations can also be introduced to accommodate specific geometries, e.g., non-90-degree bends, contractions/expansions, curved tubes, manifolds connecting many tubes, etc.

*The connection algorithm*  In general, two neighbouring blocks $B_i$ and $B_{i+1}$ will have a common area, to be denoted as region $R_i$, as sketched in Figure 6. Circles in this region represent tubes that can run continuously from $B_i$ to $B_{i+1}$. Tubes that are in block $B_i$ but not completely in region $R_i$ clearly cannot be continued into block $B_{i+1}$. As such, they must be either (i) turned back into block $B_i$ via an endcap connection or (ii) merged into a neighbouring tube which lies in $R_i$. There may also be the possibility of shifting a tube into a neighbouring position which extends into region $R_i$ by means of a merge/shift/merge operation. The same comments apply to tubes in block $B_{i+1}$ which cannot run into block $B_i$. 

"""
The 28-8-28 saddle-bag network shown in Figure 1 illustrates these connection schemes. The bags of the saddle-bag network, $B_1$ and $B_3$, contain 28 tubes whereas the interior connector region $B_2$ contains only 8 tubes. As such, 8 tubes run from one end, \emph{i.e.}, $B_1$, through the connector region $B_2$, to the other end $B_3$. The other tubes 20 tubes in $B_1$ and $B_3$, however, must remain in their respective bags.

Before discussing the more general case, we illustrate the basic idea of our connection algorithm by means of a particular solution to a network which is composed of a much smaller number of tubes, namely, a 9-4-9 saddle-bag network. One such network is shown in Figure 7.

The cross-sectional regions of the two bags as well as the connector region of a generic 9-4-9 network are shown in Figure 8.

Using the ideas described at the beginning of this section, we present one solution for the connections at the $B_1$-$B_2$ and $B_2$-$B_3$ interfaces. We start at side L and determine how the nine tubes in the saddle bag will become Tubes A,B,C and D in the connector region.
• Tube A: Tube 7 merges into Tube 4, which then becomes Tube A. (This implies that Tube 4 is not available for any other operation.)
• Tube B: Tube 9 merges into Tube 8. Tube 8 then merges into Tube 5, which then becomes Tube B. (This implies that Tube 5 is not available for any other operation.)
   Tubes 6 and 3 must still be “removed.” This means that Tube 2 will have to be moved:
• Tube C: Tube 2 merges into Tube 1, which then becomes Tube C.
• Tube D: Tube 6 merges into Tube 3, and then Tube 3 shifts to Tube 2 (after Tube 2 has merged to Tube 1). The result of the above series of steps is a particular merge-shift configuration for the 9-4-9 saddle-bag network which is conveniently represented by the diagram shown in Figure 9.

![Figure 9. Diagrammatic representation of the resulting set of connections produced by the procedure outlined above.](image)

Of course, similar shifting and merging operations must be performed on Tubes 3’, 6’, 7’, 8’ and 9’ in order to move from saddle bag R into the connection region. For simplicity, we consider the same merging and shifting operations on saddle bag R as was done for saddle bag L in the steps above. Notationally, we simply replace all tube numbers with primes, i.e., 3 with 3’, etc. The resulting, almost-finished network may be represented by the diagram in Figure 10.

![Figure 10. Graphical representation of shift/merge connections between saddle bags and connector region.](image)

The remaining problem is to make appropriate endcap connections between neighbouring tubes at both ends. One solution to the endcap problem for the above connection scheme is shown in Figure 11. Note that we have once again used symmetry, i.e., the same set of connections on each side of the network. The net result is that Tubes 3 and 3’ are, respectively input and output (or vice versa).
Here we once again emphasize that the connection scheme in Figure 11 is only one of several possible endcap schemes associated with this merge-shift configuration.

A brief description of the general connection algorithm The problem of connecting tubes at block interfaces is more complicated than that of connecting them at the extreme ends of the network. As such, we first consider the interface problem, with reference to Figure 6. For simplicity, our discussion below is restricted to the circles (which represent tubes) that are in Block $B_i$ of the figure. Firstly, circles of $B_i$ that lie entirely in the common region $R_i$ are referred to as common circles. The remaining circles of $B_i$ are referred to as boundary circles (BCs). It is the boundary circles which must be “processed,” i.e., endcapped, merged, or shifted so that they disappear when $B_i$ is exited. The farther a circle lies from the common region, the higher the priority that it be considered for connection/shifting. This is accomplished by assigning a “layer-rank” index $L_r$ to each circle, as follows:

- First-layer BCs, also called 1B circles, touch common circles. $L_r = 1$.
- All other BCs are called 2B circles, $L_r = 0$.
- First-layer common circles, $L_r = 2$, or 1C circles, touch at least one BC.
- Second-layer common circles, $L_r = 3$, or 2C circles, touch at least one 1C circle.
- All other common circles are not involved in this algorithm since it is not possible for them to be connected at an interface using any of the merge operations shown in Figure 5. $L_r = \infty$.

Circles are then processed in increasing order of layer rank index $L_r$.

There is another important factor. Since it is necessary that all BCs be “processed” and not ignored in any step, it is convenient to consider those BCs with a lower number of available connections first. As such, we define the connectivity degree, $CD$, of a BC as the number of (neighbouring) circles to which it may be connected.

Finally, it is convenient to define the connectivity value $CV$ of a circle/tube, the maximum number of tubes to which it can be connected in one of the four operations shown in Figure 5:

- A 1B tube can be the middle of a consecutive merge (tube $b$, connected to both tubes $a$ and $c$). A 1C tube can be at the end of a consecutive merge or a merge/shift/merge (tube $c$, connected to tubes $a$ and $b$ in both cases). $CV = 2$.
- 2B or 2C tubes can be connected to only one tube. $CV = 1$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure11.png}
\caption{Graph of Figure 10 with a feasible set of endcap connections.}
\end{figure}
Table 1. Availability list for the 9-4-9 network Saddle bag L/connector interface shown in Figure 8.

The indices associated with each tube, along with the set of tubes to which each tube can be connected, comprise an “availability list”. For example, the availability list for interface between Saddle Bag L and the connector region of the 9-4-9 network shown in Figure 8 is presented in Table 1.

Starting with such an availability list, our algorithm examines all possible connections at an interface in a systematic manner. Given the different natures of the circles/tubes involved (i.e., BCs vs. common circles) as well as the connection operations in Figure 5, there is a rather complicated set of rules for making connections. Furthermore, after a connection is made, the availability list is updated according to another set of rules. (For example, the CV values of the tubes involved in the connection are decreased and if the CV of any tube becomes zero, it must be removed from the availability list.) Because of space limitations, a discussion of these rules is not possible here. We therefore refer the interested reader to [11] (Section 3.4.2, p. 62) for details. Here we simply state that at each step of the algorithm, after one or more connections have been made and the availability list updated accordingly, all tubes available for connection according to the list are examined, starting with those of lowest layer-rank index $L_r$ and proceeding with increasing $L_r$ value. For a given tube, all tubes available for connection are examined. As such, the algorithm is naturally recursive in nature, examining all possible connections in a tree-like manner.

After all interface connection schemes have been computed, they must then be combined with each other, along with endcap connections at both ends of the network, to produce possible final tubular networks. Each of these networks must be tested for “feasibility” according to some requirements, e.g., a prescribed number of inputs/outputs, no disconnected components, etc.

We now state some results for the simple 9-4-9 network problem – one inlet and one outlet – in order to give an idea of the complexity of this problem.

- With reference to the leftmost diagram in Figure 8, there are 22 feasible sets of connections at the interface of a bag and the connector region, one of which is shown in Figure 9.

- There are 5 possible sets of endcap connections at each end – four endcap connections between neighbouring tubes and one unconnected inlet/outlet.

The 9-4-9 networks are comprised of two ends and two interfaces. As such, there are $5 \times 22 \times 22 \times 5 = 133,100$ connections to examine. If we require that there must be at least one connected path between the inlet on one end and the outlet on the other end, i.e., that the graph representing the tubular network be connected, then the number of such feasible networks is reduced significantly to 13,100. If, in addition, we demand that there are no closed loops or
dead-ends in a network, \(i.e.\), that each point in the network lies on a simple \(i.e.\), nonintersecting path from an inlet at one end to an outlet at the other end, then the number of feasible networks is reduced to 10,066.

**Note:** In order to determine whether or not a network is connected/disconnected and whether or not there exist closed loops/dead ends, we must examine the incidence matrix \(A(G)\) associated with the graph \(G\) that represents the network [6]. For details, see [11], Section 3.5, p. 66.

**Comments on practical applications**

In practice, the presented algorithm may need modification to suit problem-specific needs, particularly when selecting the “best” network from the family of generated solutions. For example, it may be desirable to minimize pressure drop across the tubular bed, or maximize volumetric capacity, or perhaps both. These outcome-based metrics can be used to develop a scheme for ranking the potential solutions. In simple cases, like the 9-4-9 example, there may not be large differences in performance between networks, but the variability in solutions is expected to increase substantially in more complex problems, as the number of solutions increases.

**Concluding remarks**

In this paper, we have outlined an algorithm for the construction of conformable tubular networks which occupy, as fully as possible, a given three-dimensional region \(D\). The algorithm decomposes the region (with assumed longitudinal axis) into a series of blocks with fixed cross-sections. Circles are subsequently packed into each cross-section and connected via a set of rules to produce a tubular network.

Currently, we are focused on an extension of the work in Phase 1 to accommodate more complicated regions which may not possess a single longitudinal axis. This necessitates the use of morphological methods such as skeletonization to extract principal and subprincipal axes of more complicated regions and to then use this information to devise efficient packing strategies.

Our framework is flexible and can accommodate the specific requirements that may arise in industrial applications \(i.e.\), flow through the tubes, heat transfer, etc.) through the imposition of additional constraints either within the algorithm itself, or during the selection of viable tubular networks.
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