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Abstract
In this article a heterogeneous population is represented by a mixture of two generalized exponential distributions. Using the two-sample prediction technique, Bayesian prediction bounds for future order statistics are obtained based on type II censored and complete data. A numerical example is given to illustrate the procedures and the accuracy of the prediction intervals is investigated via extensive Monte Carlo simulation.
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1. Introduction
Recently generalized exponential distribution has received considerable attention. Two-parameter generalized exponential distribution \( \text{GE}(\alpha, \lambda) \) was originally introduced by (Gupta & Kundu, 1999) as a skewed distribution, and as an alternative to Weibull, gamma and log-normal distributions, and studied its different properties. It is observed that \( \text{GE}(\alpha, \lambda) \) distribution can be used quite effectively to analyze skewed data. Extensive work has been done by several authors on \( \text{GE}(\alpha, \lambda) \) distribution. Some of the recent references on \( \text{GE}(\alpha, \lambda) \) distribution are (Gupta & Kundu, 2001), (Gupta & Kundu, 2002), (Jaheen, 2004), ( Raqab & Madi, 2005), (Kundu, et al., 2005), (Gupta & Kundu, 2007), (Kundu & Gupta, 2008), (Kundu & Pardhan, 2008) and (Kim & Song, 2010).
The analysis of finite mixture models has received an increasing attention during the last years. Finite mixture models have been much studied both theoretically and practically by several authors e.g.: (Everitt & Hand, 1981), (Titterington, et al., 1985), (McLachlan & Peel, 2000). A finite mixture of some suitable probability distribution is recommended to study a population that is supposed to comprise a number of subpopulations mixed in an unknown proportion. Finite mixture models have been successfully applied to several fields of knowledge, such as economics, biology, medicine and engineering. (Ateya, 2012a) proved the identifiability of a finite mixture of generalized exponential distributions and obtained maximum likelihood estimates of the parameters, using EM algorithm, based on a general form of right censored failure times. (Ali, et al., 2012) provide Bayesian estimation of the mixture of generalized exponential distribution using censored sample under different loss functions.

Complete knowledge on the lifetimes or failure times of all the experimental units may not be available for many reasons. In many studies, experiments often must terminate before all units on test have failed. In such cases exact lifetimes are known for only a portion of the units under study and the remainder of the lifetimes is known only to exceed certain values. Such data are called censored. One of the most common censoring schemes is type II censoring. In type II censoring, a total of \( n \) units are put on a life test, but instead of continuing until all \( n \) units have failed, the life test stopped at the time of the \( m^{th} \) \( (1 \leq m \leq n) \) unit failure. See (Zheng, 2002), (Sarhan, 2007) and (Yarmohammadi, 2010).

In many practical problems of statistics, one wishes to infer the value of unknown observable that belongs to a future sample by using current available information known as the informative sample. One way to do this is to construct an interval, which will contain these results with a specified probability. This interval is called prediction interval. Prediction has been applied in medicine, engineering, business, and other areas as well. For details on the history of statistical prediction, analysis and applications, see for example, (Aitchison & Dunsmore, 1975), (Geisser, 1993).

(Jaheen, 2003) studied Bayesian prediction under a finite mixture of two component Gompertz lifetime model, based on type-I censored sample. (Ateya, 2011) discussed Bayesian prediction under generalized exponential distribution based on one and two sample schemes using MCMC algorithm. (Ateya, 2012b) obtained Bayesian prediction intervals of future nonadjacent generalized order statistics from generalized exponential distribution using Markov chain Monte Carlo method. (Ateya & Rizk, 2013) discussed Bayesian prediction intervals (BPI’s) of future generalized order statistics under a finite mixture of two components of generalized exponential distributions based on a type II censored samples.

In this article, Bayesian prediction bounds for the \( s^{th} \) future observable from a heterogeneous population represented by a finite mixture of two components generalized exponential lifetime model, based on type-II censored and complete data, and using the two-sample prediction technique, are obtained. Prediction bounds are obtained when the parameters \( \lambda_1 \) and \( \lambda_2 \) are assumed to be known. The accuracy of prediction intervals is investigated via Monte Carlo simulation. In section 2, the generalized exponential
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distribution GED and the mixture of two generalized component are defined. The Bayesian prediction bounds of future observables based on type-II censored and complete data are studied in section 3. In section 4, examples for samples generated from the mixture model are given and a simulation study is performed to illustrate the computations of the obtained results. Finally, some comments and concluding remarks are given in section 5.

2. The Generalized Exponential Distribution and Its Mixture Model

The probability density function (pdf), cumulative distribution function (cdf) and reliability function of GE($\alpha, \lambda$) are given, respectively, by:

\[ f(t) = \alpha \lambda (1 - e^{-\lambda t})^{\alpha - 1} e^{-\lambda t}, \quad t > 0, \alpha, \lambda > 0 \]  \hspace{1cm} (2.1)

\[ F(t) = (1 - e^{-\lambda t})^\alpha, \quad t > 0, \alpha, \lambda > 0 \]  \hspace{1cm} (2.2)

\[ R(t) = 1 - (1 - e^{-\lambda t})^\alpha, \quad t > 0, \alpha, \lambda > 0 \]  \hspace{1cm} (2.3)

Where $\alpha$ is a shape parameter and $\lambda$ is the reciprocal of the scale parameter.

A random variable $T$ is said to follow a finite mixture distribution with $k$ components, if the density function of $T$ can be written in the form:

\[ f(t) = \sum_{j=1}^{k} p_j f_j(t), \]  \hspace{1cm} (2.4)

Where $p_j$ is a non-negative real number (known as the $j^{th}$ mixing proportion) such that $\sum_{j=1}^{k} p_j = 1$ and $f_j$ is a density function of the $j^{th}$ component; $j = 1,2, ..., k$.

The corresponding cdf is given by:

\[ F(t) = \sum_{j=1}^{k} p_j F_j(t), \]  \hspace{1cm} (2.5)

Where $F_j(t)$ is the $j^{th}$ cdf component.

The reliability function of the mixture is given by:

\[ R(t) = \sum_{j=1}^{k} p_j R_j(t), \]  \hspace{1cm} (2.6)

Where $R_j(t)$ is the $j^{th}$ reliability component.

A finite mixture of two-component generalized exponential lifetime model may describe a heterogeneous population. The pdf of a finite mixture of two GE ($\alpha_j, \lambda_j$), $j = 1,2$ components is given by:

\[ f_T(t; p, \alpha_1, \alpha_2, \lambda_1, \lambda_2) = p f_1(t; \alpha_1, \lambda_1) + (1 - p) f_2(t; \alpha_2, \lambda_2) \]  \hspace{1cm} (2.7)
Where, \( p \in [0,1] \) and for \( j = 1,2 \), \( f_j(t) \) are given by (2.1) after indexing \( \alpha \) and \( \lambda \) by \( j \).

![Pdf for Mixture & its components](image)

Figure 1: The pdf \( f_{\tau}(t; p, \alpha_1, \alpha_2, \lambda_1, \lambda_2) \) of a finite mixture of two \( \text{GE}(\alpha_j, \lambda_j), j = 1,2 \) and its components \( f_1(t; \alpha_1, \lambda_1) \) and \( f_2(t; \alpha_2, \lambda_2) \) with \( p = 0.35, \alpha_1 = 2.5, \alpha_2 = 3, \lambda_1 = 0.75, \lambda_2 = 1 \).

3. Posterior Distributions and Bayesian Two-sample Prediction

In this section, we present the posterior densities of the parameters \( \alpha_1, \alpha_2 \) and \( p \) as well as the Bayesian prediction distribution for the future failure times, based on the observed type-II censored and complete data, when \( \lambda_1 \) and \( \lambda_2 \) are known.

When the parameters \( \lambda_1 \) and \( \lambda_2 \) are assumed known, we suppose that \( \alpha_1, \alpha_2 \) and \( p \) are independent random variables. The joint prior pdf of the vector \( (\alpha_1, \alpha_2, p) \) is thus given by:

\[
g(\alpha_1, \alpha_2, p) = g_1(\alpha_1)g_2(\alpha_2)g_3(p)
\]

(3.1)

Where \( g_i(\alpha_i) \) is the prior pdf of \( \alpha_i; i = 1,2 \) and \( g_3(p) \) is a prior pdf of \( p \). Let \( g_3(p) \) be \text{uniform}[0,1] and the random variables \( \alpha_i; i = 1,2 \) are assumed to follow the gamma density with parameters \( (a_i, b_i) \).

Then:

\[
g_i(\alpha_i) = b_i a_i^{a_i-1} e^{-b_i \alpha_i} \quad ; \quad \alpha_i > 0 \quad a_i, b_i > 0 \quad i = 1,2
\]

and \( g_3(p) = 1 \)

(3.2)

3.1 Bayesian Prediction Based on Type-II Censored Data

Suppose that \( n \) units from a population with pdf of a finite mixture of two \( \text{GE}(\alpha_j, \lambda_j); j = 1,2 \) components given by (2.7) are subjected to a life testing experiment, and that the test is terminated after some fixed predetermined number of failures \( r \). It is assumed that
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an item can be attributed to the appropriate subpopulation after it had failed. Then \( r \) units have failed during the interval \((0, t_{(r)})\): \( r_1 \) from the first and \( r_2 \) from the second subpopulation, such that \( r = r_1 + r_2 \) and \( n - r \) units which cannot be identified as to subpopulation are still functioning. Let \( t_{ij} \) denotes the failure time of the \( j^{th} \) unit that belongs to the \( i^{th} \) subpopulation and \( t_{ij} \leq t_{(r)}; j = 1, 2, \ldots \ldots, r_i; i = 1, 2 \). See (Jaheen, 2003) based on such scheme of sampling, the likelihood function as described by (Mendenhall & Hader, 1958), is given by:

\[
L(p, \alpha_1, \alpha_2, \lambda_1, \lambda_2; \tau) = \frac{n!}{(n - r)!} \times \left[ \prod_{j=1}^{r_1} p f_1(t_{1j}; \alpha_1, \lambda_1) \right] \times \left[ \prod_{j=1}^{r_2} (1 - p) f_2(t_{2j}; \alpha_2, \lambda_2) \right] \times [R(t_{(r)})]^{n-r} \\
= \frac{n!}{(n-r)!} \sum_{i=1}^{2} \Omega_1 p^{\delta_1}(1-p)^{\delta_2} \times \prod_{i=1}^{2} [B_i(\alpha_i, \lambda_i)] \tag{3.3}
\]

Where: \( t = (t_{11}, \ldots, t_{1r_1}, t_{21}, \ldots, t_{2r_2}) \) and for \( i = 1, 2 \),

\[
B_i(\alpha_i, \lambda_i) = (\alpha_i \lambda_i)^{r_1} e^{-\lambda_i t_i} [C_i]^{\alpha_i-1} \times \phi(\lambda_i, t_{(r)})^{\alpha_i s_i} \\
T_i = \sum_{j=1}^{r_i} t_{ij} \\
C_i = \prod_{j=1}^{n-r} \frac{(1 - e^{-\lambda_i t_{ij}})}{ \prod_{j=1}^{r_i} (1 - e^{-\lambda_i t_{ij}}) }, \quad \phi(\lambda_i, t) = (1 - e^{-\lambda_i t}) \\
\sum_1 = \sum_{k=0}^{n-r} \sum_{s_1=0}^{n-r-k} \sum_{s_2=0}^{k} k \\
\Omega_1 = \left( \begin{array}{c} n-r \\ k \end{array} \right) \left( \begin{array}{c} n-r-k \\ s_1 \end{array} \right) \left( \begin{array}{c} k \\ s_2 \end{array} \right) (-)^{s_1+s_2}, \\
\delta_1 = r_1 + n - r - k, \delta_2 = r_2 + k
\]

From Eqs. (3.2) and (3.3) the posterior pdf of \( \alpha_1, \alpha_2 \) and \( p \) given \( \tau \) based on type-II censored data is given by:

\[
P(p, \alpha_1, \alpha_2 | \tau) = A_1 \sum_{i=1}^{r_1} \Omega_1 p^{\delta_1}(1-p)^{\delta_2} \times \prod_{i=1}^{2} \left[ (\alpha_i) \right]^{r_i+a_i-1} e^{-b_i \lambda_i} C_i^{\alpha_i} \phi(\lambda_i, t_{(r)})^{\alpha_i s_i} \tag{3.4}
\]

\[ A_1^{-1} = \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} P(p, \alpha_1, \alpha_2 | \tau) d\alpha_1 d\alpha_2 dp \]
\[ \sum_{i=1}^{1} \Omega_1 \int_0^1 p^\delta_1 (1 - p)^\delta_2 dp \]
\[ \times \prod_{i=1}^2 \left[ \int_0^\infty (\alpha_i)^{r_i+a_1-1} e^{-b_i \alpha_i} \phi(\lambda_i, t(r))^{\alpha_i^{s_i}} d\alpha_i \right] \]
\[ = \sum_{i=1}^{1} \Omega_1 \times \beta(\delta_1 + 1, \delta_2 + 1) \times \prod_{i=1}^2 l_1[i] \]  \hspace{1cm} (3.5)

And:
\[ l_1[i] = \int_0^\infty (\alpha_i)^{r_i+a_1-1} e^{-b_i \alpha_i} \phi(\lambda_i, t(r))^{\alpha_i^{s_i}} d\alpha_i \]
\[ = \int_0^\infty (\alpha_i)^{r_i+a_1-1} \times e^{-\alpha_i w_i} d\alpha_i \]
\[ = \frac{\Gamma(r_i + a_1)}{w_i^{r_i+a_1}} \]

Where:
\[ w_i = b_i - \sum_{j=1}^{r_i} \ln \left( 1 - e^{-\lambda_{t(i)}} \right) - s_i \ln \left( 1 - e^{-\lambda_t(r)} \right) \]

A future sample of size \( m \) is assumed to be independent of the informative sample of size \( n \) and is obtained from the same population with pdf (2.7). Predictions are made for the \( s^{th} \) order statistic in the future sample based on the informative sample. This is the two-sample prediction technique. Let \( y_s \) be the ordered lifetime of the \( s^{th} \) components to fail in a future sample of size \( m, 1 \leq s \leq m \). The \( s^{th} \) order statistic in a sample of size \( m \) represents the life length of a \((m - s + 1)\) out of \( m \) system. The distribution function of \( y_s \) is given by: (see (Arnold, et al., 2008), (Jaheen, 2003))

\[ F_{y_s}(y_s | p, \alpha_1, \alpha_2) = \sum_{l=s}^{m} \binom{m}{l} \left[ F_T(y_s | p, \alpha_1, \alpha_2) \right]^l \times \left[ 1 - F_T(y_s | p, \alpha_1, \alpha_2) \right]^{m-l} \]
\[ = \sum_{l=s}^{m} \left[ \sum_{i=0}^{l} \binom{l}{i} \binom{m}{l-i} (-)^i (R(y_s)^{i+m-l}) \right] \]  \hspace{1cm} (3.6)

Where \( F_T(y_s | p, \alpha_1, \alpha_2) = 1 - R(y_s) \) is the distribution function of the mixture model and \( R(y_s) \) is the reliability function of the mixture model after replacing \( t \) by \( y_s \).

\[ F_{y_s}(y_s | p, \alpha_1, \alpha_2) = \sum_{l=s}^{m} \sum_{i=0}^{l} \binom{m}{l-i} \binom{l}{i} (-)^i [p \times R_1(y_s) + (1 - p) \times R_2(y_s)]^{m-l+i} \]
Applying the binomial expansion, we get:

\[ F_{y_s}(y_s|p, \alpha_1, \alpha_2) = \sum_{l=0}^{m} \sum_{i=0}^{l} \sum_{k=0}^{m-l+i} (-1)^{l+i}(\begin{array}{c} m \\ l \end{array}) (\begin{array}{c} l \\ i \end{array}) (\begin{array}{c} m-l+i-k \\ k \end{array}) p^{m-l+i-k} \times (1-p)^k \times \left[ 1 - (1 - e^{-\lambda_1 y_s})^{a_1} \right]^{m-l+i-k} \times \left[ 1 - (1 - e^{-\lambda_2 y_s})^{a_2} \right]^k \]

\[ = \sum_{i=1}^{2} \Omega_1^i p^{\delta_1^i} \times (1-p)^k \prod_{i=1}^{2} \phi(\lambda_i, y_s)^{a_2 u_2} \]  

(3.7)

Where:

\[ \sum_{i=1}^{2} = \sum_{l=0}^{m} \sum_{i=0}^{l} \sum_{k=0}^{m-l+i} \sum_{u_1=0}^{l} \sum_{u_2=0}^{i} . \]

\[ \Omega_1^i = (-1)^{i+u_1+u_2}(\begin{array}{c} m \\ l \end{array}) (\begin{array}{c} l \\ i \end{array}) (\begin{array}{c} m-l+i-k \\ k \end{array}) (\begin{array}{c} k \\ u_1 \\ u_2 \end{array}) \]

\[ \delta_1^i = m-l+i-k \]

The Bayes predictive pdf of \( y_s \) given \( t \) is defined by:

\[ f^*(y_s|t) = \int_0^1 \int_0^\infty \int_0^\infty f(y_s|p, \alpha_1, \alpha_2) P(p, \alpha_1, \alpha_2|t) \, dp \, d\alpha_1 \, d\alpha_2 \, dp \]  

(3.8)

Where \( P(p, \alpha_1, \alpha_2|t) \) is the posterior pdf and \( f(y_s|p, \alpha_1, \alpha_2) \) is the pdf of the \( s^{th} \) component in a future sample which can be obtained from (2.7).

Bayesian prediction bounds for \( y_s \) can be obtained, for a given value of \( \varepsilon \), by computing:

\[ \Pr[y_s \geq \varepsilon|t] = \int_\varepsilon^{\infty} f^*(y_s|t) \, dy_s \]

\[ = 1 - \int_0^\infty \int_0^\infty \int_0^\infty F_{y_s}(\varepsilon|p, \alpha_1, \alpha_2) \, P(p, \alpha_1, \alpha_2|t) \, dp \, d\alpha_1 \, d\alpha_2 \, dp \]  

(3.9)

Where \( F_{y_s}(.|p, \alpha_1, \alpha_2) \) is the cumulative distribution function of \( s^{th} \) component in the future sample given by (2.7).

Therefore:

\[ \Pr[y_s \geq \varepsilon|t] = 1 - A_1 \sum_3 \Omega_1^i \int_0^\infty p^{\delta_1^*} \times (1-p)^{\delta_2^*} \, dp \]

\[ \times \prod_{i=1}^{2} \left[ \int_0^\infty (\alpha_i)^{r_i+a_1-1} e^{-b_i \alpha_i} \left( \prod_{j=1}^{r_i} (1 - e^{-\lambda_i t_j})^{a_j} \right)^{\alpha_i} \right] \]

\[ \times (1 - e^{-\lambda_i t_{(r)}})^{a_i \beta_i} \times (1 - e^{-\lambda_i \varepsilon})^{a_i u_i} \, d\alpha_i \]
\[
\Pr[y_s \geq \varepsilon | \xi] = 1 - A_1 \sum_{i=3}^{2} \Omega_{1}^{*} \beta(\delta_{1}^{**} + 1, \delta_{2}^{**} + 1) \times \prod_{i=1}^{2} I_{i}^{*}[i] 
\]  

(3.10)

Where:

\[
\sum_{i=3}^{2} \sum_{l=0}^{m-l} \sum_{k=0}^{m-l+i} \sum_{u_{1}=0}^{m-l+i-k} \sum_{u_{2}=0}^{m-l+i-k} \sum_{s_{1}=0}^{n-r} \sum_{s_{2}=0}^{n-r-k} M \Omega_{1}^{*} = (-)^{i+u_{1}+u_{2}+s_{1}+s_{2}} \left( \binom{m}{l} \binom{m-l+i}{k} \binom{m-l+i-k}{u_{1}} \binom{n-r}{k} \right)

\times \left( \binom{n-r-k}{s_{1}} \binom{k}{s_{2}} \right),
\]

\[
\delta_{1}^{**} = r_{1} + n - r - k + m - l + i - k,
\]

\[
\delta_{2}^{**} = r_{2} + k + v
\]

And

\[
I_{i}^{*}[i] = \int_{0}^{\infty} (\alpha_{i})^{r_{i}+a_{i}-1} \times (1 - e^{-\lambda_{i} \varepsilon})^{a_{i} u_{i}} \times \left[ \prod_{j=1}^{r_{i}} ((1 - e^{-\lambda_{i} t_{ij}})^{a_{i}}) \right] \times (1 - e^{-\lambda_{i} t_{r_{i}}}) d\alpha_{i}
\]

\[
= \int_{0}^{\infty} (\alpha_{i})^{r_{i}+a_{i}-1} \times e^{-\alpha_{i} w_{i}^{*}} d\alpha_{i}
\]

\[
= \frac{[(r_{i} + a_{i})^{w_{i}^{*}(r_{i}+a_{i})}]}{w_{i}^{*}(r_{i}+a_{i})}
\]

Where:

\[
w_{i}^{*} = b_{i} - \sum_{j=1}^{r_{i}} \ln(1 - e^{-\lambda_{i} t_{ij}}) - s_{i} \ln(1 - e^{-\lambda_{i} t_{r_{i}}}) - u_{i} \ln(1 - e^{-\lambda_{i} \varepsilon})
\]

### 3.2 Bayesian Prediction Based on Complete Data

Suppose that \(n\)-units from a population with pdf of a finite mixture of two GE(\(\alpha_{j}, \lambda_{j}\); \(j = 1, 2\) components (1.7) are subjected to a life testing experiment and that the test is terminated after the failure of all \(n\) items. It is assumed that an item can be attributed to the appropriate subpopulation after it had failed. Then the \(n\)-units have failed during the interval(0, \(t_{(n)}\)): \(r\) from the first and \(n - r\) from the second subpopulation.

Let \(t_{ij}\) denote the failure of the \(j^{th}\) unit that belongs to the \(i^{th}\) subpopulation and \(t_{ij} \leq t_{(n)} ; j = 1, 2, \ldots, r_{i} ; i = 1, 2 ; r_{1} = r\) and \(r_{2} = n - r\). Where \(t_{(n)}\) denotes the failure time of the \(n^{th}\) unit.
Based on such scheme of sampling, the likelihood function is given by:

\[
L(p, \alpha_1, \alpha_2, \lambda_1, \lambda_2; \mathbf{t}) = n! \left[ \prod_{j=1}^{r_1} p f_1(t_{1j}; \alpha_1, \lambda_1) \right] \times \left[ \prod_{j=1}^{r_2} (1 - p) f_2(t_{2j}; \alpha_2, \lambda_2) \right]
\]

\[
= n! \times p^{r_1} \times (1 - p)^{r_2} \times \prod_{i=1}^{2} [D_i(\alpha_i, \lambda_i)]
\]  

(3.11)  

Where:

\[
D_i(\alpha_i, \lambda_i) = (\alpha_i \lambda_i)^{r_i} e^{-\lambda_i \tau_i} C_i^{\alpha_i - 1}
\]  

(3.12)  

It follows, from Eqs. (3.2) and (3.12), that the posterior density of \( \alpha_1, \alpha_2 \) and \( p \) given \( \mathbf{t} \) based on complete data is given by:

\[
P(p, \alpha_1, \alpha_2 | \mathbf{t}) = A_2 \left( p^{r_1} \times (1 - p)^{r_2} \times \prod_{i=1}^{2} [(\alpha_i)^{r_i + \alpha_i - 1} \times C_i^{\alpha_i} \times e^{-b_i \alpha_i}] \right)
\]  

(3.13)  

\( A_2 \) is the normalizing constant given by:

\[
A_2^{-1} = \int_{0}^{1} p^{r_1} (1 - p)^{r_2} \, dp
\]

\[
\times \prod_{i=1}^{2} \left( \int_{0}^{\infty} (\alpha_i)^{r_i + \alpha_i - 1} C_i^{\alpha_i} e^{-b_i \alpha_i} \, d\alpha_i \right)
\]

\[
= \beta(r_1 + 1, r_2 + 1) \times \prod_{i=1}^{2} l_2[i]
\]  

(3.14)  

Where:

\[
l_2[i] = \int_{0}^{\infty} (\alpha_i)^{r_i + \alpha_i - 1} \left[ \prod_{j=1}^{r_i} (1 - e^{-\lambda_i \tau_{ij}})^{\alpha_i} \right] e^{-b_i \alpha_i} \, d\alpha_i ; \, i = 1, 2
\]

\[
= [(r_i + a_i) \times v_i^{-(r_i + a_i)}]
\]  

(3.15)  

And

\[
v_i = b_i - \sum_{j=1}^{r_i} \ln(1 - e^{-\lambda_i \tau_{ij}}) \; ; \, i = 1, 2
\]
For a given value of \( \varepsilon \), it follows from eq. (3.9) that:
\[
\Pr[y_s \geq \varepsilon | \xi] = 1 - \left( A_2 \sum_{l=4} \Omega_2 \int_0^1 p^{\delta_2} \times (1 - p)^{\delta_2} dp \right) \times \prod_{l=1}^2 \left( \int_0^\infty (\alpha_i)^{r_i+a_i-1} (1 - e^{-\lambda_i \varepsilon})^{a_i u_i} \prod_{j=1}^r (1 - e^{-\lambda_i l_{ij}})^{a_i} e^{-b_i a_i d} da_i \right) \\
= 1 - \left( A_2 \times \prod_{l=1}^2 \beta(\delta_1 + 1, \delta_2 + 1) \times \prod_{i=1}^2 l_2^n[i] \right) \tag{3.16}
\]

Where:
\[
\sum = \sum_{l=0}^m \sum_{i=0}^{m-l+i} \sum_{k=0}^{m-l+i-k} \sum_{u_1=0}^k \sum_{u_2=0}^k,
\]
\[
\Omega_2 = \binom{m}{l} \binom{m-l+i}{i} \binom{m-l+k}{k} \binom{m-l+i-k}{u_1} \binom{k}{u_2} (-)^{i+u_1+u_2},
\]
\[
\delta_1 = m - l + i + k + r_1,
\]
\[
\delta_2 = k + r_2
\]

And
\[
l_2^n[i] = \int_0^\infty (\alpha_i)^{r_i+a_i-1} (1 - e^{-\lambda_i \varepsilon})^{a_i u_i} \prod_{j=1}^r (1 - e^{-\lambda_i l_{ij}})^{a_i} e^{-b_i a_i d} da_i \\
= [(r_i + a_i) \times \nu_i^{*-r(r_i+a_i)}] ; i = 1, 2 \tag{3.17}
\]

Where:
\[
\nu_i^* = b_i - \sum_{j=1}^{r_i} \ln(1 - e^{-\lambda_i l_{ij}}) - u_i \ln(1 - e^{-\lambda_i \varepsilon}) ; i = 1, 2
\]

Using (3.10) and (3.16), a 100\(\gamma\)% prediction interval for \( y_s \) is then given by:
\[
P[L(\xi) < y_s < U(\xi)] = \gamma
\]
Where \( L(t) \) and \( U(t) \) are obtained, respectively, by solving the following two equations:

\[
P[L(t) > y_s] = \frac{1 + \gamma}{2}, \quad [y_s > U(t)] = \frac{1 - \gamma}{2}
\]

(3.18)

4. Numerical Computation

In this section, algorithms used to generate type-II censored and complete samples are given, a numerical example is given to illustrate the results and the accuracy of the prediction intervals is investigated via Monte Carlo simulations.

4.1 Generation Algorithms

Failure-censored samples:

The algorithm to generate a pseudorandom failure-censored sample (type-II censored) with \( n \) units and \( r \) failures is as follows (see (William & Luis, 1998)):

1. Generate \( U_1, ..., U_r \) pseudorandom observations from UNIF(0,1)
2. Compute the uniform pseudorandom order statistics:

\[
U_{(1)} = 1 - \left[1 - U_{(0)}\right] \times (1 - U_1)^{1/n}; U_{(0)} = 0
\]

\[
U_{(2)} = 1 - \left[1 - U_{(1)}\right] \times (1 - U_2)^{1/(n-1)}
\]

\[
U_{(r)} = 1 - \left[1 - U_{(r-1)}\right] \times (1 - U_r)^{1/(n-r+1)}
\]

3. The pseudorandom sample from \( F(t; \theta) \) is:

\[
T_{(i)} = F^{-1}[U_{(i)}; \theta]; i = 1, ..., r
\]

For generalized exponential distribution with cdf \( F(t; \alpha, \lambda) = (1 - e^{-\lambda t})^\alpha \)

\[
T_{(i)} = -\frac{1}{\lambda} \ln \left(1 - U_{(i)}^{1/\alpha}\right); i = 1, ..., r
\]

In case of mixture of two components:

If \( U_t \leq p \)

\[
T_{(i)} = -\frac{1}{\lambda_1} \ln \left(1 - U_{(i)}^{1/\alpha_1}\right)
\]

Otherwise:

\[
T_{(i)} = -\frac{1}{\lambda_2} \ln \left(1 - U_{(i)}^{1/\alpha_2}\right)
\]

For the case of complete sample we are using the same algorithm with \( r = n \)
4.2 Example

The following complete sample \((n = 20)\) has been generated from the mixture model of two generalized exponential distributions with \(p = 0.35, \alpha_1 = 2.5, \alpha_2 = 3, \lambda_1 = 0.75, \lambda_2 = 1\) (See Figure 1).

\[
\{1.08522, 1.43312, 2.48984, 2.65207, 3.18065, 3.26202, 3.31147\} \quad (r_1 = 7)
\]

\[
\{0.39141, 0.922536, 1.02482, 1.21247, 1.28588, 1.45316, 1.52692, 2.03428, 2.10718, 2.4974, 3.39261, 4.3734, 5.00216\} \quad (r_2 = 13)
\]

Also the following type-II censored sample \((n = 20, r = 10)\) has been generated from the mixture model of two generalized exponential distributions with the same parameters.

\[
\{0.176573, 0.319349, 0.560964\} \quad (r_1 = 3)
\]

\[
\{0.445624, 0.676239, 0.904488, 0.987053, 1.13092, 1.21349, 1.36661\} \quad (r_2 = 7)
\]

4.3 Monte Carlo Simulation

The behavior of the Bayes prediction bounds derived in section 3 is investigated via Monte Carlo simulations according to the following steps:

1. Making use of the vector of actual parameters \(p = 0.35, \alpha_1 = 2.5, \alpha_2 = 3, \lambda_1 = 0.75, \lambda_2 = 1\) (see Figure 1) and for a given values of the prior parameters \(\alpha_1 = 0.9, \alpha_2 = 0.75\), \(b_1 = 0.5\) and \(b_2 = 0.35\), 1000 samples \((t_1, \ldots, t_{1r_1}, t_{2r_1}, \ldots, t_{2r_2})\) of different sizes \(n\) were generated from the mixture model of two generalized exponential with pdf \((2.7)\) in case of complete data and also were generated for different values of \(r\) in case of type-II censored data using algorithm (4.1).

2. For each sample, the 100 \(\gamma\%\) Bayesian prediction interval for the unobserved value \(Y_s\) was computed by solving numerically the system of equations (3.18) using Mathematica 7 via the routine Find Root. The lengths of the intervals were obtained.

3. The simulated coverage probabilities (CP), the average lower limits, the average upper limits (L,U) and the average interval lengths (AL) from the 1000 samples were computed.

4. Steps 1-3 were performed for \(\gamma = 0.90, 0.95\) and \(0.99\) in case of complete sample (table 1, 2 & 3) and for \(\gamma = 0.95\) in case of type-II censoring sample (table 4).
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Table 1: Two sample 90% Bayesian prediction interval (BPI), simulated coverage probability (CP), average interval length (AL), average lower limit (L), and average upper limit (U), for \( y_s, s = 1, \left( \frac{m}{2} \right) \) or \( \frac{m+1}{2} \) & m from 1000 complete samples for different sample sizes n and different future sample sizes m

| n | m | AL | CP | \( y_1 \) (L,U) | AL | CP | \( y_3 \) (L,U) | AL | CP | \( y_m \) (L,U) |
|---|---|---|---|----------------|---|---|----------------|---|---|----------------|
| 10 | 5 | 1.52357 | 0.894977 | (0.0827331, 1.6063) | 2.3264 | 0.898441 | (0.658326, 3.01712) | 4.70999 | 0.896364 | (1.69254, 6.40253) |
| 15 | 10 | 1.08825 | 0.892965 | (0.0497455, 1.138) | 1.72682 | 0.900654 | (0.740225, 2.46704) | 4.8347 | 0.894736 | (2.40211, 7.23681) |
| 20 | 25 | 0.81488 | 0.893147 | (0.8053863, 0.899575) | 1.28099 | 0.896637 | (0.86567, 2.39199) | 4.76084 | 0.898876 | (2.48954, 7.25037) |

Table 2: Two sample 95% Bayesian prediction interval (BPI), simulated coverage probability (CP), average interval length (AL), average lower limit (L) and average upper limit (U), for \( y_s, s = 1, \left( \frac{m}{2} \right) \) or \( \frac{m+1}{2} \) & m from 1000 complete samples for different sample sizes n and different future sample sizes m

| n | m | AL | CP | \( y_1 \) (L,U) | AL | CP | \( y_5 \) (L,U) | AL | CP | \( y_m \) (L,U) |
|---|---|---|---|----------------|---|---|----------------|---|---|----------------|
| 10 | 5 | 1.79637 | 0.930826 | (0.0448971, 1.84127) | 2.79574 | 0.943224 | (0.5430999, 3.38884) | 5.97815 | 0.950846 | (1.45314, 7.25129) |
| 15 | 15 | 1.73395 | 0.949209 | (0.0751218, 1.80868) | 2.69362 | 0.943447 | (0.605762, 2.99338) | 5.75177 | 0.947511 | (1.50159, 7.25336) |
| 20 | 25 | 1.70154 | 0.948106 | (0.0886755, 1.79021) | 2.6393 | 0.948225 | (0.648906, 2.3882) | 5.73069 | 0.950217 | (1.53134, 7.26193) |
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Table 3: Two sample 99% Bayesian prediction interval (BPI), simulated coverage probability (CP), average interval length (AL), average lower limit (L), and average upper limit (U), for \(y_s, s = 1, \frac{m}{2} \) or \(\frac{m+1}{2}\) & \(m\) from 1000 complete samples for different sample sizes \(n\) and different future sample sizes \(m\)

| \(n\) | \(m\) | \(\frac{m}{2}\) (L,U) | \(\frac{m+1}{2}\) (L,U) | \(m\) (L,U) |
|---|---|---|---|---|
| 10 | 15 | 20 | 25 |
| 10 | 2.29251 0.987181 (0.0061839, 2.29933) | 3.74338 0.987483 (0.28254, 4.02579) | 8.19861 0.990723 (1.01986, 9.21847) |
| 15 | 2.24326 0.990664 (0.0172311, 2.26049) | 3.62974 0.987625 (0.370428, 4.0016) | 8.12536 0.987958 (1.10785, 9.23341) |
| 20 | 2.22371 0.982906 (0.029191, 2.2529) | 3.56137 0.986475 (0.41751, 3.97888) | 8.10997 0.988774 (1.15297, 9.26294) |

From tables 1, 2 & 3, we can see that for each value of \(y_s\), and given values of \(n\) and \(m\), the relation between the Bayesian prediction intervals (BPI) corresponding to 90%, 95% and 99% is clear. The first is a subset from the second which itself a subset of the third. Also the average interval width tends to decrease as \(n\) increases. The limits of the intervals (L, U) for the future observation \(y_s\) are quite relative to the apparent graph of the mixture in Figure 1.

Table 4: Two sample 95% Bayesian prediction intervals (BPI), simulated coverage probability (CP), average interval length (AL), average lower limit (L), and average upper limit (U), for \(y_s, s = 1, 3 \) & 5 from 1000 Type-II censored samples for different sample sizes \(n\), and different censoring value \(r\) and future sample size \(m = 5\)

| \(r\) | \(n\) | \(\frac{m}{2}\) (L,U) | \(\frac{m+1}{2}\) (L,U) | \(m\) (L,U) |
|---|---|---|---|---|
| 7 | 10 | 15 | 20 |
| 10 | 1.81565 0.947822 (0.0352285, 1.85088) | 2.83322 0.947604 (0.534211, 3.36743) | 5.86858 0.950215 (1.45861, 7.32719) |
| 15 | 1.79981 0.944414 (0.0529655, 1.85277) | 2.77659 0.943945 (0.606657, 3.38325) | 5.8669 0.943727 (1.51174, 7.37864) |
| 20 | 1.79671 0.944121 (0.0513559, 1.84807) | 2.74232 0.950496 (0.649935, 3.39226) | 5.86291 0.950492 (1.55548, 7.41839) |
| 10 | 1.78046 0.949724 (0.0411987, 1.82166) | 2.79726 0.9455 (0.53949, 3.33675) | 5.79843 0.947854 (1.42924, 7.22768) |
| 15 | 1.76608 0.94275 (0.0611664, 1.82725) | 2.7659 0.950074 (0.617372, 3.37796) | 5.84322 0.947587 (1.52699, 7.37021) |
| 20 | 1.76286 0.949625 (0.0737992, 1.83666) | 2.72882 0.952973 (0.652338, 3.38112) | 5.8683 0.948589 (1.55272, 7.42102) |

From table 4, we can see that for fixed sample size \(n\), by increasing the censoring value \(r\), the average interval width tends to decrease. The limits of the intervals (L, U) for the future observation \(y_s\) are quite relative to the apparent graph of the mixture in Figure 1.
5. Comments and Conclusion

In this paper, Bayesian prediction bounds for a future order statistic from the finite mixture of two-generalized exponential distribution are derived based on complete and type-II censored data. The two-sample prediction technique is used. It has been noticed, from Tables 1, 2, 3 and 4 that the prediction intervals are affected (getting shorter) by increasing $n$. Also the coverage probabilities are quite close to the pre-assigned confidence levels (90%, 95% and 99%), and therefore the intervals tend to perform very well in terms of simulated coverage probabilities. The average interval width tends to decrease as $n$ increases. Also in case of type-II censored sample (as shown in Table 4) for fixed sample size $n$, by increasing the censoring value $r$, the average interval width tends to decrease and then the prediction intervals become better.
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