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Abstract We propose the application of Koopman operator theory for the design of stabilizing feedback controller for a nonlinear control system. The proposed approach is data-driven and relies on the use of time-series data generated from the control dynamical system for the lifting of a nonlinear system in the Koopman eigenfunction coordinates. In particular, a finite-dimensional bilinear representation of a control-affine nonlinear dynamical system is constructed in the Koopman eigenfunction coordinates using time-series data. Sample complexity results are used to determine the data required to achieve the desired level of accuracy for the approximate bilinear representation of the nonlinear system in Koopman eigenfunction coordinates. A control Lyapunov function-based approach is proposed for the design of stabilizing feedback controller, and the principle of inverse optimality is used to comment on the optimality of the designed stabilizing feedback controller for the bilinear system. A systematic convex optimization-based formulation is proposed for the search of control Lyapunov function. Several numerical examples are presented to demonstrate the application of the proposed data-driven stabilization approach.

1 Introduction

Providing a systematic procedure for the design of stabilizing feedback control for a general nonlinear system will have a significant impact on a variety of application domains. The lack of proper structure for a general nonlinear system makes this design problem challenging. There have been several attempts to provide such...
a systematic approach, including convex optimization-based Sum-of-Squares (SoS) programming \cite{9,20} and differential geometric-based feedback linearization control \cite{3,25}. The introduction of operator theoretic methods from the ergodic theory of dynamical systems provides another opportunity for the development of systematic methods for the design of feedback controllers \cite{17}. The operator theoretic methods provide a linear representation for a nonlinear dynamical system. This linear representation of the nonlinear system is made possible by shifting the focus from state space to space of functions using two linear and dual operators, namely, the Perron-Frobenius (P-F) and Koopman operators. The work involving the third author \cite{23,33,34} provided a systematic linear programming-based approach involving transfer P-F operator for the optimal control of nonlinear systems. This contribution was made possible by exploiting the linearity and the positivity properties of the P-F operator.

More recently, there has been increased research activity on the use of Koopman operator for the analysis and control of nonlinear systems \cite{5,13,18,19,21,30,32}. This recent work is mainly driven by the ability to approximate the spectrum (i.e., eigenvalues and eigenfunctions) of the Koopman operator from time-series data \cite{12,24,27,35}. The data-driven approach for computing the spectrum of the Koopman operator is attractive as it opens up the possibility of employing operator theoretic methods for data-driven control. Research works in \cite{1,8,13,15,16,21,29} are proposing to develop Koopman operator-based data-driven methods for the design of optimal control and model predictive control for nonlinear and partial differential equations as well. The existing approaches rely on identification of linear predictors and the use of linear control design techniques for Koopman-based control. However, the tightness of these linear predictors cannot be theoretically guaranteed. In comparison, this book chapter proposes data-driven identification and bilinear representation of nonlinear control systems in Koopman eigenfunction coordinates. The bilinear representation is tight and theoretically justified in the sense that in the limit as the number of basis function approaches infinity, the finite-dimensional bilinear representation will approach the true lifting of a control system in the function space. To address the control design problem of a more complex bilinear system, we propose a control Lyapunov function-based approach for feedback stabilization. Furthermore, sample complexity results from \cite{10} are used to characterize the relationship between the amount of training data and the approximation error of our bilinear predictor. The work in this book chapter is the extended version of the work presented in \cite{11}, where the data-driven identification for control component is new.

The main contributions of the book chapter are as follows. We present a data-driven approach for feedback stabilization of a nonlinear system (refer to Fig. 1). We first show that the nonlinear control system can be identified from the time-series data generated by the system for two different input signals, namely zero input and step input. For this identification, we make use of linear operator theoretic framework involving Fokker Planck equation. Furthermore, sample complexity results developed in \cite{10} are used to determine the data required to achieve the desired level for the approximation. This process of identification leads to a finite-dimensional bilinear representation of the nonlinear control system in Koopman eigenfunction
coordinates. This finite-dimensional approximation of the bilinear system is used for the design of a stabilizing feedback controller. While the control design for a bilinear system is, in general, a challenging problem, we propose a systematic approach based on the theory of control Lyapunov function (CLF) and inverse optimality for feedback control design [14]. While the search for CLFs for a general nonlinear system is a difficult problem, we use a bilinear representation of the nonlinear control system in the Koopman eigenfunction space to search for a CLF for the bilinear system. By restricting the search of CLFs to a class of quadratic Lyapunov functions, we can provide a convex programming-based systematic approach for determining the CLF [4]. The principle of inverse optimality allows us to connect the CLF to an optimal cost function. The controller designed using CLF also optimizes an appropriate cost. Using this principle, we comment on the optimality of the controller designed using CLF.

The main contributions of this work are as follows. We present a data-driven approach for the identification and representation of a nonlinear control system as a bilinear system. The bilinear structure of the control dynamical system is exploited to provide a systematic approach for the feedback stabilization of nonlinear systems. The proposed systematic approach relies on control Lyapunov function (CLF) and quadratic stabilization in Koopman eigenfunction space. A convex optimization-based formulation is proposed for searching quadratic CLFs. The CLF is used to propose a different formula for the stabilizing feedback control. One of them is the Sontag formula which allows us to comment on the optimality of the designed stabilizing feedback controller using the principle of inverse optimality.

![Fig. 1 Data-Driven Identification and Control of Nonlinear System](image)

This book chapter is organized as follows. In Section 2, we present some preliminaries on the Koopman operator, Fokker Planck equation, and control Lyapunov functions. In Section 3, we present the identification scheme for the data-driven identification of a nonlinear control system as a bilinear system in Koopman eigenfunction coordinates. In Section 4, a convex optimization-based formulation is proposed to search for quadratic CLFs and for the design of stabilizing feedback controller. Simulation results are presented in Section 5 followed by conclusion in Section 6.
2 Preliminaries

In this section, we present some preliminaries on the Koopman operator, Fokker Planck equation, and control Lyapunov function-based approach on the design of stabilizing feedback controllers for nonlinear systems.

2.1 Koopman Operator

Consider a continuous-time dynamical system of the form

\[ \dot{x} = F(x) \]  

where \( x \in X \subset \mathbb{R}^n \) and the vector field \( F \) is assumed to be continuously differentiable. Let \( S(t, x_0) \) be the solution of the system (1) starting from initial condition \( x_0 \) and at time \( t \). Let \( \mathcal{O} \) be the space of all observables \( f : X \to \mathbb{C} \).

**Definition 1 (Koopman operator).** The Koopman semigroup of operators \( U_t : \mathcal{O} \to \mathcal{O} \) associated with system (1) is defined by

\[ [U_t f](x) = f(S(t, x)). \]  

It is easy to observe that the Koopman operator is linear on the space of observables although the underlying dynamical system is nonlinear. In particular, we have

\[ [U_t (\alpha f_1 + f_2)](x) = \alpha [U_t f_1](x) + [U_t f_2](x). \]

Under the assumption that the function \( f \) is continuously differentiable, the semigroup \( [U_t f](x) = \rho(x, t) \) can be obtained as the solution of the following partial differential equation

\[ \frac{\partial \rho}{\partial t} = F \cdot \nabla \rho = : L \rho \]

with initial condition \( \rho(x, 0) = f(x) \). From the semigroup theory it is known \([17]\) that the operator \( L \) is the infinitesimal generator for the Koopman operator, i.e.,

\[ L \rho = \lim_{t \to 0} \frac{U_t \rho - \rho}{t}. \]

The linear nature of Koopman operator allows us to define the eigenfunctions and eigenvalues of this operator as follows.

**Definition 2 (Koopman eigenfunctions).** The eigenfunction of Koopman operator is a function \( \phi_\lambda \in \mathcal{O} \) that satisfies

\[ [U_t \phi_\lambda](x) = e^{\lambda t} \phi_\lambda(x) \]  

\[ (3) \]
for some $\lambda \in \mathbb{C}$. The $\lambda$ is the associated eigenvalue of the Koopman eigenfunction and is assumed to belong to the point spectrum.

The spectrum of the Koopman operator is far more complex than simple point spectrum and could include continuous spectrum [19]. The eigenfunctions can also be expressed in terms of the infinitesimal generator of the Koopman operator $L$ as follows

$$L\phi_\lambda = \lambda \phi_\lambda.$$ 

The eigenfunctions of Koopman operator corresponding to the point spectrum are smooth functions and can be used as coordinates for linear representation of nonlinear systems.

### 2.2 Fokker Planck Equation

We need the preliminaries on Fokker Planck equation for the purpose of data-driven identification of nonlinear control system. Consider a nonlinear dynamical system perturbed with white noise process.

$$\dot{x} = F(x) + \omega$$

(4)

where $\omega$ is the white noise process. Following assumption is made on the vector function $F$.

**Assumption 1** Let $F = (F_1, \ldots, F_n)^\top$. We assume that the functions $F_i$, $i = 1, \ldots, n$ are $C^4$ functions.

We assume that the distribution of $x(0)$ is absolutely continuous and has density $p_0(x)$. Then we know that $x(t)$ has a density $p(x,t)$ which satisfies following Fokker-Planck (F-P) equation also known as Kolomogorov forward equation.

$$\frac{\partial p(x,t)}{\partial t} = -\nabla \cdot (F(x)p(x,t)) + \frac{1}{2} \nabla^2 p(x,t)$$

(5)

Following Assumption [1] we know the solution $p(x,t)$ to F-P equation exists and is differentiable (Theorem 11.6.1 [17]). Under some regularity assumptions on the coefficients of the F-P equation (Definition 11.7.6 [17]) it can be shown that the F-P admits a generalized solution. The generalized solution is used in defining stochastic semi-group of operators $\{P_t\}_{t \geq 0}$ such that

$$[P_t p_0](x) = p(x,t).$$

(6)

Furthermore, the right hand side of the F-P equation is the infinitesimal generator for stochastic semi-group of operators $P_t$, i.e.,
where

\[ A \varphi := -\nabla \cdot \left( (F(x)) \varphi \right) + \frac{1}{2} \nabla^2 \varphi \]

Let \( \psi(x) \in C^2(\mathbb{R}^n) \) be an observable we have

\[
\frac{d}{dt} \int p(x,t) \psi(x) dx = \int A p(x,t) \psi(x) dx = \int p(x,t) A^* \psi(x) dx
\]

where \( A^* \) is adjoint to \( A \) and is defined as

\[ A^* \psi = F \cdot \nabla \psi + \frac{1}{2} \nabla^2 \psi \]

The semi-group corresponding to the \( A^* \) operator is given by

\[ A^* \psi = \lim_{t \to 0} \frac{(U_t - I) \psi}{t} \]

where \( \left[ U, \psi \right](x) = \mathbb{E}[\psi(x(t)) \mid x(0) = x] \).

For the deterministic dynamical system \( \dot{x} = F(x) \), i.e., in the absence of noise term, the above definitions of generators and semi-groups reduces to Perron-Frobenius and Koopman operators. In particular, the propagation of probability density function capturing uncertainty in initial condition is given by Perron-Frobenius (P-F) operator and is defined as follows.

**Definition 3.** The P-F operator for deterministic dynamical system \( \dot{x} = F(x) \) is defined as follows

\[
\left[ P, p_0 \right](x) = p_0(S(-t, x)) \left| \frac{\partial S(-t, x)}{\partial x} \right|
\]

where \( S(t, x) \) be the solution of the system \( \dot{x} = F(x) \) starting from initial condition \( x \) and at time \( t \), and \( \left| \cdot \right| \) stands for the determinant.

The infinitesimal generator for the P-F operator is given by

\[ A \varphi := -\nabla \cdot \left( (F(x)) \varphi \right) = \lim_{t \to 0} \frac{(P_t - I) \varphi}{t} \]
2.3 Feedback Stabilization and Control Lyapunov Functions

For the simplicity of the presentation, we will consider only the case of single input in this paper. All the results carry over to the multi-input case in a straightforward manner. Consider a single input control affine system of the form

$$\dot{x} = F(x) + G(x)u,$$  \hspace{1cm} (14)

where $x(t) \in \mathbb{R}^n$ denotes the state of the system, $u(t) \in \mathbb{R}$ denotes the single input of the system, and $F, G : \mathbb{R}^n \to \mathbb{R}^n$ are assumed to be continuously differentiable mappings. We assume that $F(0) = 0$ and the origin is an unstable equilibrium point of the uncontrolled system $\dot{x} = F(x)$.

The state feedback stabilization problem associated with system (14) seeks a possible feedback control law of the form

$$u = k(x)$$

with $k : \mathbb{R}^n \to \mathbb{R}$ such that $x = 0$ is asymptotically stable within some domain $\mathcal{D} \subset \mathbb{R}^n$ for the closed-loop system

$$\dot{x} = F(x) + G(x)k(x).$$  \hspace{1cm} (15)

One of the possible approaches for the design of stabilizing feedback controllers for the nonlinear system (14) is via control Lyapunov functions that are defined as follows.

Definition 4. Let $\mathcal{D} \subset \mathbb{R}^n$ be a neighborhood that contains the equilibrium $x = 0$. A control Lyapunov function (CLF) is a continuously differentiable positive definite function $V : \mathcal{D} \to \mathbb{R}_+$ such that for all $x \in \mathcal{D} \setminus \{0\}$ we have

$$\inf_u \left[ \frac{\partial V}{\partial x} \cdot F(x) + \frac{\partial V}{\partial x} \cdot G(x)u \right] := \inf_u \left[ V_x F(x) + V_x G(x)u \right] < 0$$

It has been shown in [2,28] that the existence of a CLF for system (14) is equivalent to the existence of a stabilizing control law $u = k(x)$ which is almost smooth everywhere except possibly at the origin $x = 0$.

Theorem 2 (see [3], Theorem 2). There exists an almost smooth feedback $u = k(x)$, i.e., $k$ is continuously differentiable for all $x \in \mathbb{R}^n \setminus \{0\}$ and continuous at $x = 0$, which globally asymptotically stabilizes the equilibrium $x = 0$ for system (14) if and only if there exists a radially unbounded CLF $V(x)$ such that

1. For all $x \neq 0$, $V_x G(x) = 0$ implies $V_x F(x) < 0$;
2. For each $\varepsilon > 0$, there is a $\delta > 0$ such that $\|x\| < \delta$ implies the existence of a $|u| < \varepsilon$ satisfying $V_x F(x) + V_x G(x)u < 0$.

In the theorem above, condition 2) is known as the small control property, and it is necessary to guarantee continuity of the feedback at $x \neq 0$. If both conditions...
1) and 2) hold, an almost smooth feedback can be given by the so-called Sontag’s formula

\[ k(x) := \begin{cases} -\frac{V_x F + \sqrt{(V_x F)^2 + (V_x G)^2}}{V_x G} & \text{if } V_x G(x) \neq 0 \\ 0 & \text{otherwise} \end{cases} \]  

(16)

Besides Sontag’s formula, we also have several other possible choices to design a stabilizing feedback control law based on the CLF given in Theorem 2. For instance, if we are not constrained to any specifications on the continuity or amplitude of the feedback, we may simply choose

\[ k(x) := -K \text{sign}[V_x G(x)] \]
\[ k(x) := -KV_x G(x) \]

(17)

(18)

with some constant gain \( K > 0 \). Then, differentiating the CLF with respect to time along trajectories of the closed-loop (15) yields

\[ \dot{V} = V_x F(x) - K|V_x G(x)| \]
\[ \dot{V} = V_x F(x) - KV_x G(x)^2. \]

Hence, by the stabilizability property of condition 1), there must exist some \( K \) large enough such that \( \dot{V} < 0 \) for all \( x \neq 0 \), because whenever \( V_x F(x) \geq 0 \) we have \( V_x G(x) \neq 0 \).

On the other hand, the CLFs also enjoy some optimality property using the principle of inverse optimal control. In particular, consider the following optimal control problem

\[
\text{minimize}_{u} \int_{0}^{\infty} \left( q(x) + u^\top u \right) dt \\
\text{subject to } \dot{x} = F(x) + g(x)u
\]

(19)

for some continuous, positive semidefinite function \( q : \mathbb{R}^n \rightarrow \mathbb{R} \). Then the modified Sontag’s formula

\[ k(x) := \begin{cases} -\frac{V_x F + \sqrt{(V_x F)^2 + (V_x G)^2}}{V_x G} & \text{if } V_x G(x) \neq 0 \\ 0 & \text{otherwise} \end{cases} \]

(20)

builds a strong connection with the optimal control. In particular, if the CLF has level curves that agree in shape with those of the value function associated with cost (19), then the modified Sontag’s formula (20) will reduce to the optimal controller [7, 22].
3 Data-driven Identification of Nonlinear System

In this section we discuss the application of linear operator theoretic framework for the identification of nonlinear dynamical systems in the Koopman eigenfunctions space. Consider the control dynamical system perturbed by stochastic noise process.

$$\dot{x} = F(x) + G(x)u + \omega$$

(21)

where $\omega \in \mathbb{R}^n$ is the white noise process. The presence of noise term is essential to ensure persistency of excitation for the purpose of identification. Following assumption is made on the vector functions $F$ and $G$.

**Assumption 3** Let $F = (F_1, \ldots, F_n)^\top$ and $G = (G_1, \ldots, G_n)^\top$. We assume that the functions $F_i$ and $G_i$ for $i = 1, \ldots, n$ are $C^4$ functions.

The objective is to identify the nonlinear vector fields $F$ and $G$ using the time-series data generated by the control dynamical system and arrive at a continuous-time dynamical system of the form

$$\dot{z} = \Lambda z + uBz$$

(22)

where $z \in \mathbb{R}^N$ with $N \geq n$. We now make following assumption on the control dynamical system (21).

**Assumption 4** We assume that all the trajectories of the control dynamical system (21) starting from different initial conditions for control input $u = 0$ and for step input remains bounded.

**Remark 1.** This assumption is essential to ensure that the control dynamical system can be identified from the time-series data generated by the system for two different inputs signals.

The goal is to arrive at a continuous-time bilinear representation of the nonlinear control system (21). Towards this goal we assume that the time-series data from the continuous time dynamical system (21) is available for two different control input namely zero input and step input. The discrete time-series data is generated from the continuous time dynamical system with sufficiently small discretization time step $\Delta t$ and this time-series data is represented as

$$(x_{k+1}^s, x_k^s)$$

(23)

The subscript $s$ signifies that the data is generated by dynamical system of the form

$$\dot{x} = F(x) + G(x)s + \omega$$

(24)

So that $s = 0$ and $s = 1$ corresponds to the case of zero input and step input respectively. Let

$$\Psi = [\psi_1, \ldots, \psi_N]$$
be the set of observables with $\psi_i : \mathbb{R}^n \rightarrow \mathbb{R}$. The time evolution of these observables under the continuous time control dynamical system with no noise can be written as

$$\frac{d\Psi}{dt} = F(x) \cdot \nabla \Psi + uG(x) \cdot \nabla \Psi$$

$$= A\Psi + uB\Psi$$  \hspace{1cm} (25)

where $A$ and $B$ are linear operators. The objective is to construct the finite dimensional approximation of these linear operators, $A$, and $B$ respectively from time-series data to arrive at a finite dimensional approximation of control dynamical system as in Eq. (22).

With reference to Eq. (9), let $A^s_1$ and $A^s_0$ be the generator corresponding to the control dynamical system with step input i.e., $s = 1$ and $s = 0$ respectively in Eq. (24). We have

$$(A^s_1 - A^s_0)\psi = G(x) \cdot \nabla \psi$$  \hspace{1cm} (26)

Under the assumption that the sampling time $\Delta t$ between the two consecutive time-series data point is sufficiently small, the generators $A^s_i$ can be approximated as

$$A^s_i \approx \frac{U^s_i - I}{\Delta t}$$  \hspace{1cm} (27)

Substituting for $s = 1$ and $s = 0$ in (27) and using (26), we obtain

$$\frac{U^1 - U^0}{\Delta t} \approx G(x) \cdot \nabla = B$$  \hspace{1cm} (28)

and

$$\frac{U^0 - I}{\Delta t} \approx F(x) \cdot \nabla = A$$  \hspace{1cm} (29)

Using the time-series data generated from dynamical system for $s = 0$ and $s = 1$, it is possible to construct the finite dimensional approximation of the operators $U^0$ and $U^1$ respectively thereby approximating the operators $A$ and $B$ respectively. In the following we explain the extended dynamic mode decomposition-based procedure for the approximation of these operators from time-series data.

### 3.1 Finite Dimensional Approximation

We use Extended Dynamic Mode Decomposition (EDMD) algorithm for the approximation of $U^1$ and $U^0$, thereby approximating $A$ and $B$ in Eqs. (29) and (28) respectively [25]. For this purpose let the time-series data generated by the dynamical system (24) be given by
\[ X = [x_1, x_2, \ldots, x_M], \ Y = [y_1, y_2, \ldots, y_M] \] (30)

where \( y_k = x_{k+1} \) with \( s = 0 \) or \( s = 1 \) i.e., zero input and step input. Furthermore, let \( \mathcal{H} = \{ \psi_1, \psi_2, \ldots, \psi_N \} \) be the set of dictionary functions or observables and \( \mathcal{G}_\mathcal{H} \) be the span of \( \mathcal{H} \). The choice of dictionary functions is very crucial and it should be rich enough to approximate the leading eigenfunctions of the Koopman operator. Define vector-valued function \( \Psi : X \to \mathbb{C}^N \)

\[ \Psi(x) := [\psi_1(x) \ \psi_2(x) \ \ldots \ \psi_N(x)]^T. \] (31)

In this application, \( \Psi \) is the mapping from state space to function space. Any two functions \( f \) and \( \hat{f} \in \mathcal{G}_\mathcal{H} \) can be written as

\[ f = \sum_{k=1}^{N} a_k h_k = \Psi^T a, \quad \hat{f} = \sum_{k=1}^{N} \hat{a}_k h_k = \Psi^T \hat{a} \] (32)

for some coefficients \( a \) and \( \hat{a} \in \mathbb{C}^N \). Let

\[ \hat{f}(x) = [U^s_{\Delta t} f](x) + r \]

where \( r \) is a residual function that appears because \( \mathcal{G}_\mathcal{H} \) is not necessarily invariant to the action of the Koopman operator. To find the optimal mapping which can minimize this residual, let \( U \) be the finite dimensional approximation of the Koopman operator \( U^s_{\Delta t} \). Then the matrix \( U^0 \) is obtained as a solution of least-squares problem as follows

\[ \text{minimize} \quad ||G^0 U^0 - A^0||_F \] (33)

where

\[ G^0 = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m^s)^\top \Psi(x_m^s), \quad A^0 = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m^s)^\top \Psi(y_m^s) \] (34)

with \( U^0, G^0, A^0 \in \mathbb{C}^{N \times N} \). The optimization problem (33) can be solved explicitly with a solution in the following form

\[ U^0 = (G^0)^\dagger A^0 \] (35)

where \((G^0)^\dagger\) denotes the pseudoinverse of matrix \( G^0 \).

Under the assumption that the leading Koopman eigenfunctions are contained within \( \mathcal{G}_\mathcal{H} \), the eigenvalues of \( U \) are approximations of the Koopman eigenvalues. The right eigenvectors of \( U^0 \) can be used then to generate the approximation of Koopman eigenfunctions. In particular, the approximation of Koopman eigenfunction is given by

\[ \phi_j = \Psi^T v_j, \quad j = 1, \ldots, N \] (36)

where \( v_j \) is the \( j \)-th right eigenvector of \( U^0 \), and \( \phi_j \) is the approximation of the eigenfunction of Koopman operator corresponding to the \( j \)-th eigenvalue, \( \lambda_j \in \mathbb{C} \).
The bilinear representation of nonlinear control dynamical system can be constructed either in the space of basis function $\Psi$ or the eigenfunctions of the Koopman operator $\Phi$, where

$$\Phi(x) := [\phi_1(x), \ldots, \phi_N(x)]^T.$$  

In this work, we constructed the bilinear representation in the Koopman eigenfunctions coordinates. Towards this goal, we define

$$\hat{\Phi}(x) := [\hat{\phi}_1(x), \ldots, \hat{\phi}_N(x)]^T$$

where $\hat{\phi}_i := \phi_i$ if $\phi_i$ is a real-valued eigenfunction and $\hat{\phi}_i := 2\text{Re}(\phi_i)$, $\hat{\phi}_{i+1} := -2\text{Im}(\phi_i)$, if $i$ and $i+1$ are complex conjugate eigenfunction pairs. Consider now the transformation as $\hat{\Phi}: \mathbb{R}^n \rightarrow \mathbb{R}^N$ as

$$z = \hat{\Phi}(x).$$

Then in this new coordinates system Eq. (14) takes the following form

$$\dot{z} = \Lambda z + uBz.$$  \hfill (37)

where the matrix $\Lambda$ has a block diagonal form where the block corresponding to the eigenvalue $\hat{\lambda}_i$, such that $\Lambda_{(i,i)} = \hat{\lambda}_i$ if $\phi_i$ is real, and

$$\begin{bmatrix} \Lambda_{(i,i)} & \Lambda_{(i,i+1)} \\ \Lambda_{(i+1,i)} & \Lambda_{(i+1,i+1)} \end{bmatrix} = |\lambda_i| \begin{bmatrix} \cos(\angle \hat{\lambda}_i) & \sin(\angle \hat{\lambda}_i) \\ -\sin(\angle \hat{\lambda}_i) & \cos(\angle \hat{\lambda}_i) \end{bmatrix}$$  \hfill (38)

if $\phi_i$ and $\phi_{i+1}$ are complex conjugate pairs. The $\hat{\lambda}_i$ associated with the continuous time system dynamics. The relationship between discrete-time Koopman eigenvalues $\lambda_i$ and continuous time $\hat{\lambda}_i$ can be written as $\hat{\lambda}_i = \log(\lambda_i)/\Delta t$.

Similarly data generated using step for the control dynamical system is used to generate time-series data $\{x^1_k\}$ and for the approximation of $U^1$. The approximation of the operator $B$ in the coordinates of basis functions, $\Psi(x)$ denoted by $\bar{B}$, and the eigenfunction coordinates $\hat{\Phi}(x)$ denoted by $B$ can be obtained as follows:

$$\bar{B} = \frac{U^1 - U^0}{\Delta t}, \quad B = V^T \bar{B}(V^T)^{-1}$$  \hfill (39)

where each column of $V$, $v_j$ is the $j$th eigenvector of $U^0$.

There are two sources of error in the approximation of Koopman operator and its spectrum and will be reflected in the bilinear representation of nonlinear system namely in the $\Lambda$ and $B$ matrices. The first source of error is due to a finite number of basis functions used in the approximation of the Koopman operator. Under the assumption that the choice of basis functions is sufficiently rich and $N$ is large this approximation error is expected to be small. However, selection of basis function is a actively research topic with no agreement on the best choice of basis function for general nonlinear system. The second source of error, which is more relevant to this work, arise due to the finite length of data used in the approximation of the Koopman
Sample complexity results for control dynamical systems are developed in [10] to derive an analytical formula for the approximation of Koopman operator as the function of data length. We proved that the approximation error between the true Koopman operator and its approximation decreases as \( \frac{1}{\sqrt{T}} \), where \( T \) is the time length of the data. These sample complexity results are used to determine the data required to achieve the desired level of accuracy of the approximation. In particular, the bilinear representation of control dynamical system with approximation error due to the finite length of data explicitly accounted for can be written as

\[
\dot{z} = (\Lambda + \Delta \Lambda)z + u(B + \Delta B)z, \tag{40}
\]

where \( \Delta \Lambda \) and \( \Delta B \) are approximation error. Using sample complexity results discovered in [10], we can determine the data length \( M \) so that \( \| \Delta \Lambda \| \leq \varepsilon_\Lambda \) and \( \| \Delta B \| \leq \varepsilon_B \), with \( \varepsilon_\Lambda \) and \( \varepsilon_B \) being the predetermined acceptable bounds.

### 4 Feedback Controller Design

The control Lyapunov function provides a powerful tool for the design of a stabilizing feedback controller which also enjoys some optimality property using the principle of inverse optimality. However, one of the main challenges is providing a systematic procedure to find CLFs. For a general nonlinear system finding a CLF remains a challenging problem. We exploit the bilinear structure of the nonlinear system in the Koopman eigenfunction space to provide a systematic procedure for computing control Lyapunov function. We restrict the search for the control Lyapunov function to the class of quadratic Lyapunov function of the form

\[
V(z) = z^\top P z.
\]

It is important to emphasize that although the Lyapunov function is restricted to be quadratic in Koopman eigenfunctions space \( z \), the Lyapunov function contains higher order nonlinearities in the original state space \( x \). Theorem 1 can be stated for the quadratic stabilization of the following bilinear control system.

\[
\dot{z} = \Lambda z + uB z \tag{41}
\]

In the sequel, if there exists a quadratic CLF for the bilinear system (41), then we will say that the system (41) is **quadratic stabilizable**.

**Theorem 1** System (41) is quadratic stabilizable if and only if there exists an \( N \times N \) symmetric positive definite \( P \) such that for all non-zero \( z \in \mathbb{R}^N \) with \( z^\top (P \Lambda + \Lambda^\top P) z \geq 0 \), we have \( z^\top (PB + B^\top P) z \neq 0 \).

**Proof.** Sufficiency (\( \Rightarrow \))): Suppose there is a symmetric, positive definite \( P \) that satisfies the condition of Theorem 1. We can use it to construct \( V(z) = z^\top P z \) as our Lyapunov candidate function, and the derivative of \( V \) with respect to time along trajectories of (41) is given by
\[ \dot{V} = z^\top P z + \dot{z}^\top P z = z^\top (P \Lambda + \Lambda^\top P) z + u z^\top (P B + B^\top P) z. \]

Since for all \( z \neq 0 \) we have \( z^\top (P B + B^\top P) z \neq 0 \) when \( z^\top (P \Lambda + \Lambda^\top P) z \geq 0 \), we can always find a control input \( u(z) \) such that

\[ \dot{V} < 0, \quad \forall z \in \mathbb{R}^N \setminus \{0\}. \]

Therefore, \( V(z) \) is indeed a CLF for system (41).

Necessity (\( \Rightarrow \)): We will prove this by contradiction. Suppose that system (41) has a CLF in the form of \( V(z) = z^\top P z \), where \( P \) does not satisfy the condition of Theorem 1. That is, there exists some \( \bar{z} \neq 0 \) such that \( \bar{z}^\top (P \Lambda + \Lambda^\top P) \bar{z} \geq 0 \) but \( \bar{z}^\top (P B + B^\top P) \bar{z} = 0 \). In this case, we have

\[ \dot{V}(\bar{z}) = \bar{z}^\top (P \Lambda + \Lambda^\top P) \bar{z} \geq 0 \]

for any input \( u \), which contradicts the definition of a CLF. This completes the proof.

Following convex optimization formulation can be formulated to search for quadratic Lyapunov function for bilinear system without uncertainty in Eq. (41).

\[
\begin{align*}
\text{minimize} & \quad t > 0, \quad P = P^\top \\
\text{subject to} & \quad t \cdot I - (P \Lambda + \Lambda^\top P) \succeq 0 \\
& \quad \epsilon^{\max} I \succeq P \succeq \epsilon^{\min} I
\end{align*}
\]

(42)

where \( \epsilon^{\max} > \epsilon^{\min} > 0 \), respectively, are two given positive scalars forming bounds for the largest and the least eigenvalues of \( P \). The variable \( t \) here represents an epigraph form for the largest eigenvalue of \( P \Lambda + \Lambda^\top P \).

Optimization (42) has combined two objectives. On the one hand, we minimize the largest eigenvalue of \( P \Lambda + \Lambda^\top P \). On the other hand, we try to maximize the least singular value of \( P B + B^\top P \) the same time. Noticing that it may be difficult to maximize the least singular value of \( P B + B^\top P \) directly, we maximize the trace of \( P B \) instead and employ a parameter \( \gamma > 0 \) to balance these two objectives.

Remark 2. When an optimal \( P^* \) is solved from (42), we still need to check whether it satisfies the condition of Theorem 1 or not. So if one \( P^* \) fails the condition check, then we may tune the parameter \( \gamma \) and solve the above optimization again until we obtain a correct \( P^* \). Nevertheless, we observe from simulations (see the multiple examples in our simulation section) that when we choose a \( \gamma = 2 \), optimization (42) will always yield an optimal \( P^* \) that satisfies the condition of Theorem 1.

Remark 3. We also need to point out that, compared to searching for a nonlinear CLF for the original nonlinear system (14), the procedure for seeking a quadratic CLF for the bilinear system (41) becomes quite easier and more systematic. Furthermore, a quadratic CLF for the bilinear system is, in fact, non-quadratic (i.e., contains higher order nonlinear terms) for the system (14).
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Once a quadratic control Lyapunov function $V(z) = z^\top Pz$ is found for bilinear system (41), we have several choices for designing a stabilizing feedback control law. For instance, applying the control law (17) or (18) we can construct

$$k(z) = -\beta_k \text{sign} \left[ z^\top (PB + B^\top P)z \right]$$

(43)

$$k(z) = -\beta_k z^\top (PB + B^\top P)z.$$  (44)

Moreover, given a positive semidefinite cost $q(z) \geq 0$, we may also apply the inverse optimality property to design an optimal control via Sontag’s formula (20) to obtain

$$k(z) = \begin{cases} 
- z^\top (P\Lambda + \Lambda^\top P)z + \sqrt{(z^\top (P\Lambda + \Lambda^\top P)z)^2 + q(z)(z^\top (PB + B^\top P)z)^2} & \text{if } z^\top (PB + B^\top P)z \neq 0 \\
0 & \text{otherwise}
\end{cases}$$

(45)

Following algorithm can be outlined for the design of stabilizing feedback controller from time-series data.

5 Simulation Results

Example 1: Duffing Oscillator

The first example we present is for the stabilization of duffing oscillator. The controlled duffing oscillator equation is written as follows.

$$\dot{x}_1 = x_2$$

$$\dot{x}_2 = (x_1 - x_1^3) - 0.5x_2 + u.$$  (46)

The uncontrolled equation for duffing oscillator consists of three equilibrium points, two of the equilibrium points at $(\pm 1, 0)$ are stable, and one equilibrium point at the origin is unstable. For identification of the control system dynamics, we excite the system with white noise with zero mean and 0.01 variance. The continuous time control equation is discretized with a sampling time of $\Delta t = 0.25s$. In Fig. 2a, we show the sampling complexity plot for the approximation error as the function of data length. As proved in [10], the error for the approximation of the $\Lambda$ and $B$ matrix decreases as $\frac{1}{\sqrt{T}}$, where $T$ is a data length. The error plot in Fig. 2a satisfies this rate of decay. The sample complexity results in Fig. 2a are obtained using ten randomly chosen initial condition and generating time-series data over the different length of time ranging from six-time steps to 30-time steps. For each fixed time step we compute the $\Lambda$ and $B$ matrices. The error $\| \Lambda - \bar{\Lambda} \|_2$ and $\| B - \bar{B} \|_2$ is computed at each fixed time step where $\bar{\Lambda}$ and $\bar{B}$ are computed using data collected over 50 time steps. The dictionary function used in the approximation of the Koopman operator has a maximum degree of five, i.e., 21 basis function, $N = 21$. In particular, following choice of dictionary function is made in the approximation.
ode15s solver in effectiveness of the designed controller we simulate the closed loop system with the oscillator example, we use a control design formula in Eq. (44). To verify the verification of the designed controller we simulate the closed loop system with the ode15s solver in MATLAB starting from 10 randomly chosen initial conditions.

**Algorithm 1:** Data-driven Stabilization Controller design framework

**Data:** Given open-loop time-series data $\{x^0_i\} = \{x^0_0, x^0_1, \ldots, x^0_M\}$, and $\{x'_i\}$ with $s = 1$ in [24] both with Gaussian process noise added.

**Result:** Feedback control $u = k(z)$

**Phase I: Modeling**

1. Choose $N$ dictionary functions $\Psi(x) := \left[ \psi_1(x), \psi_2(x), \ldots, \psi_N(x) \right]^T$.
2. for $x_i$, $i = 0, 1, 2, \ldots, M$ do
3. $\Psi(x_i) := \left[ \psi_1(x_i), \psi_2(x_i), \ldots, \psi_N(x_i) \right]^T$
4. end

5. Obtain $G^0$ and $A^0$ matrices $G^0 = \frac{1}{M} \sum_{m=0}^M \Psi(x_m)\Psi(x_m)^T$;
6. $A^0 = \frac{1}{M} \sum_{m=0}^M \Psi(x_m)\Psi(x_{m+1})^T$.
7. Compute $U_0^0 = (G^0)^T A^0$, and its eigenfunctions $\phi_j = \Psi^T v_j$, where $v_j$ is the $j$th eigenvector of $U_0^0$ with respect to eigenvalue $\lambda_j$, $j = 1, 2, \ldots, N$.
8. Convert to continuous time eigenvalues $\hat{\lambda}_i = \log(\lambda_i)/\Delta t$.
9. Get $\Lambda = \text{diag}(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_N)$ by block diagonalization of eigenvalues $\lambda_i$, use [38] if $i$, $i + 1$ complex conjugate.
10. Obtain the new eigenfunction $\Phi(x)$ similarly, where $\hat{\phi}_i := \phi_i$ if $\phi_i$ is a real-valued and $\hat{\phi}_i := 2\text{Re}(\phi_i)$, $\hat{\phi}_{i+1} := -2\text{Im}(\phi_i)$, if $i$ and $i + 1$ are complex conjugate.
11. Replace the dictionary function $\Psi(x)$ with $z = \Phi(x)$ and repeat Step 2 to 7 with the datasets $\{x_i\}$ and $\{x'_i\}$ to get $U_0^0$ and $U^0$.

**Phase II: Optimization**

12. Get $B = (\hat{U}_i^0 - U_0^0)/\Delta t$.
13. Solve the following convex problem for optimal $P \geq 0$ with $A$ and $B$,

$$
\begin{align*}
& \text{minimize} & & t - \gamma \text{Trace}(PB) \\
& \text{subject to} & & tI - (PA + A^T P) \succeq 0 \\
& & & c_{\text{max}} I \succeq P \succeq c_{\text{min}} I \\
& & & \text{where } c_{\text{max}} > c_{\text{min}} > 0, \gamma > 0 \text{ are chosen properly.}
\end{align*}
$$

14. Feedback control $u = k(z) = -\beta \tilde{x}^T (PB + B^T P)\tilde{x}$ or modified Sontag’s formula,

$$
k(z) = \begin{cases} 
\frac{(PA + A^T P)z + \sqrt{(PA + A^T P)z^2 + q(z)}z^T (PB + B^T P)z}{(PB + B^T P)z} & \text{if } z^T (PB + B^T P)z \neq 0 \\
0 & \text{otherwise.}
\end{cases}
$$

$$
\Psi(x) = \left[ 1, x_1, x_2, x_1 x_2, \ldots, x_1^4, x_1^2 x_2, x_1^3 x_2, x_1 x_2^2, x_1 x_2, x_2 \right]
$$

For control design, we use an approximation of $A$ and $B$ matrices computed over 30 time steps. The controller is designed using the Algorithm 1. For this duffing oscillator example, we use a control design formula in Eq. (44). To verify the effectiveness of the designed controller we simulate the closed loop system with the ode15s solver in MATLAB starting from 10 randomly chosen initial conditions.
within the region \([-1.5, 1.5] \times [-1, 1]\). In Fig. 2c, we show the closed loop trajectories in red starting from different initial conditions overlaid on the open loop trajectories in blue. We notice that the controller force the trajectories of the closed-loop system along the stable manifold of the open loop system before the trajectories slide to the origin. The control plots from different initial conditions are shown in Fig. 2c.

**Fig. 2** Data-driven stabilization of Duffing oscillator. a) Sample complexity error bounds for the approximation of \(\Lambda\) and \(B\) matrices as the function of data length; b) Closed-loop trajectories vs time from multiple initial conditions; c) Control value vs time from different initial conditions; d) Comparison of closed loop and open loop trajectories in state space.

**Example 2: Lorenz System**
The second example we pick is that of Lorenz system. The control Lorenz system can be written as follows
\[ \dot{x}_1 = \sigma (x_2 - x_1) \]
\[ \dot{x}_2 = x_1 (\rho - x_3) - x_2 + u \]
\[ \dot{x}_3 = x_1 x_2 - \beta x_3 \]

where \( x \in \mathbb{R}^3 \) and \( u \in \mathbb{R} \) is the single input. With the parameter values of \( \rho = 28 \), \( \sigma = 10 \), \( \beta = \frac{8}{3} \), and control input \( u = 0 \) the Lorenz system exhibit chaotic behavior.

In this 3D example, we generated the time-series data from 1000 random chosen initial conditions and propagate each of them for \( T_{\text{final}} = 10s \) with sampling time \( \Delta t = 0.001s \). For the purpose of identification the system is excited with white noise input with zero mean and 0.01 variance. The dictionary functions \( \Psi(x) \) consists of 20 monomials of most degree \( D = 3 \).

\[ \Psi(x) = [1, x_1, x_2, x_3, \ldots, x_1^3, x_1^2 x_2, x_1^2 x_3, x_1 x_2 x_3, \ldots x_3^3] \]

The objective is to stabilize one of the critical points \( (\sqrt{\beta} (\rho - 1), \sqrt{\beta} (\rho - 1), \rho - 1) \) of the Lorenz system. The system is stabilized using the control formula in Eq. (44). To validate the closed loop control designed using the Algorithm 1, we perform the closed loop simulation with five randomly chosen initial conditions in the domain \([-5,5] \times [-5,5] \times [0,10]\) and solve the closed-loop system with ode15s solver in MATLAB. In Fig. 3a, we show the open loop and closed loop trajectories starting from five different initial conditions and converging to the critical point.

**Example 3: IEEE 9 bus Power System**

In the last example, we consider the IEEE 9 bus system, the line diagram of which is shown in Fig. 4a. The model we are using is based on the modified 9 bus test system in [26]. The system consists of 3 synchronous machines(generators) with IEEE type-I exciters, loads and transmission lines. The synthetic data is generated using PST (Power System Toolbox) in MATLAB [6], the 9 bus power system network can be described by a set of differential algebraic equations (DAE), consider a power system model with \( n_g \) generator buses and \( n_l \) load buses. the closed-loop generator dynamics for the \( i \)th generator bus can be represented as a 2\textsuperscript{nd} order dynamical model with the control \( u \):

\[
\frac{d\delta_i}{dt} = \omega_i - \omega_s \\
\frac{d\omega_i}{dt} = \frac{1}{M_i} \left( P_{m_i} - \sum_{j \in \mathcal{N}_i} E_i E_j \sin(\delta_i - \delta_j) - D_i (\omega_i - \omega_s) \right) + u_i \]

(48)

where \( \delta_i, \omega_i \) are the dynamic states of the generator and correspond to the generator rotor angle, the angular velocity of the rotor. The values for the other parameters is chosen as follows: \( \omega_s = 1 \), the generator mass \( M_i = 23.64, 6.4, 3.1 \), the internal damping \( D_i = 0.05, 0.95, 0.05 \), the generator power \( P_{m_i} = 0.719, 1.63, 0.85 \) for \( i = 1, 2, 3 \). The values of \( X_{ij} \) are taken from the PST in MATLAB.
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For the approximation of Koopman operator and eigenfunctions, the time-series data are generated from 100 initial conditions. Each initial condition are propagated for $T_{\text{final}} = 10s$ and $\Delta t = 0.01s$. The dictionary function $H(x)$ in this example are chosen as 84 monomials of most degree $D = 3$. The data-driven stabilizing control is designed using modified Sontag’s formula control in Eq. (20), where $q(x) = 10x^\top x$. The simulation results for this example are shown in Fig. 4. We notice that the open loop system is marginally stable with sustained oscillations. The objective of the stabilizing controller is to stabilize to frequencies to $\omega_s = 1$ and the point for the stabilization of $\delta$ dynamics is determined by $P_m$. Simulation results show that the data-driven stabilizing controller is successful in stabilizing the power system dynamics.
6 Conclusion

In this chapter, we provided a systematic approach for the data-driven feedback stabilization of nonlinear control systems. A data-driven approach is proposed for the identification of nonlinear control system and control Lyapunov function-based stabilizing feedback controller. The bilinear structure of the control system in Koopman eigenfunction coordinate is exploited to provide a convex optimization-based approach for the search of control Lyapunov function. Simulation results are presented to verify the applicability of the developed framework.
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