The development of an implicit full f method for electromagnetic particle simulations of Alfvén waves and energetic particle physics
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In this work, an implicit scheme for particle-in-cell/Fourier electromagnetic simulations is developed and applied to studies of Alfvén waves in one dimension and in tokamak plasmas. An analytical treatment is introduced to achieve efficient convergence of the iterative solution of the implicit field-particle system. Its application to the one-dimensional uniform plasma demonstrates its applicability in a broad range of $\beta/m_e$ values. The toroidicity induced Alfvén eigenmode (TAE) is simulated using the widely studied case defined by the ITPA Energetic particle (EP) Topical Group. The real frequency and the growth (or damping) rate of the TAE with (or without) EPs agree with previous results reasonably well. The full f electromagnetic particle scheme described in this work provides a possible natural choice for EP transport studies where large profile variation needs to be captured in kinetic simulations.

I. INTRODUCTION

The gyrokinetic particle-in-cell (PIC) simulation serves as a first-principle-based tool for the studies of tokamak plasmas1, and has revealed the importance of the zonal flow2, the kinetic properties of energetic particles3 and the edge transport features4. While most gyrokinetic particle codes are based on the explicit method and the $\delta f$ method5, implicit PIC in slab geometry has been reported with good properties such as energy and momentum conservation and the capability of allowing large time steps6. In addition, the full f method does not rely on the separation of the equilibrium and the perturbation and thus allows to handle massive changes of the profiles in the course of a simulation7. In the study of MHD/fluid problems, the mixed explicit-implicit scheme has been developed8, which shed some light on the development of gyrokinetic or hybrid particle-fluid method (kinetic MHD). One crucial issue in both fluid problem and kinetic problem is to treat the parallel dynamics accurately, considering the distinct features in parallel and perpendicular direction such as the large parallel to perpendicular transport coefficients ratio and, when kinetic particles are included, the fast response of electrons in the parallel direction9. While the pullback scheme is developed successfully for the electromagnetic simulation, the implicit scheme shows comparable linear properties and thus, similar efficiency/accuracy, compared to the ones of the pullback scheme, using a numerical dispersion relation valid in slab geometry10. Moreover, the implicit scheme is expected to bring in good conservation properties and time step advantages6,11. The applications of the implicit scheme in the simulation of the electrostatic toroidal ion temperature gradient instability has been reported12 and a fully implicit scheme is explored recently in the particle simulation code XGC13. Nevertheless, the development and the application of the implicit full f scheme on the study of Alfvén modes and energetic particle (EP) physics in tokamak plasmas have not been reported.

In this work, an implicit scheme for particle simulations is developed and implemented in TRIMEG-GKX. Instead of solving the implicit field-particle system numerically13, we developed the analytical expansion for solving the implicit solution in order to generate the linear system, whose solution converges to that of the non-linear system. This scheme is applied to the study of the one dimensional Shear Alfvén Wave (SAW) and the Toroidicity induced Alfvén Eigenmode (TAE) excited by the energetic particles. This work aims at providing

1. a demonstration of the applicability of the implicit method for the study of the SAW in tokamak plasmas;
2. a mixed implicit-explicit scheme for particle simulations, with analytical simplifications, as a practical way to upgrade the TRIMEG code14, meanwhile also as a potential solution for JOREK and other existing codes4,15,16, for dealing with full f electromagnetic simulations;
3. a full f numerical tool for the study of Alfvén wave and energetic particle physics17 that can deal with strong profile changes and is complementing existing codes3,15,18.

This paper is organized as follows. In Section II, the model for the electromagnetic particle simulation is introduced. In Section III, the implicit scheme with analytical treatment is derived. In Section IV, the simulation results of SAW in slab geometry and the TAE in tokamak plasmas are shown. In Section V, we provide summary and outlook.

II. ELECTROMAGNETIC MODEL

In this section, the electromagnetic model is presented. In order to understand the performance and the applicability of this implicit scheme with analytical treatment, we introduce the equations for the electromagnetic simulations in general geometry and its reduction to one dimension. Furthermore, the normalization and the mixed particle-in-cell-particle-in-Fourier (PIC-PIF) scheme are introduced.
For the tokamak geometry, the coordinates \((r, \phi, \theta)\) are adopted and the magnetic field is represented as \(B = \nabla \psi \times \nabla \phi + F \nabla \phi\). An ad hoc equilibrium has been adopted, featured with concentric circular magnetic flux surfaces and constant \(F\). Nevertheless, the scheme in this work is general, and it can be readily extended to arbitrary tokamak geometry.

### A. Gyrokinetic Vlasov-Poisson equations and the parallel electron dynamics

The gyrokinetic Poisson-Ampère system is described as follows,

\[
-\nabla_\perp \cdot \sum_s \frac{n_{0s} e_s}{\omega_c B} \nabla_\perp \delta \phi = \sum_s e_s \delta n_s , \tag{1}
\]

\[
-\nabla_\perp^2 \delta A_\parallel = \mu_0 \sum_s \delta j_{\parallel ,s} , \tag{2}
\]

where \(\omega_c = e_c B/m_s\), the subscript ‘s’ and ‘\(\parallel\)’ indicate the species ‘s’ and the component parallel to the equilibrium magnetic field respectively, and \(\mu_0\) is the vacuum permeability.

The guiding center’s equations of motion are as follows,

\[
\frac{d}{dt} \dot{R} = v_\parallel + v_d + \delta v , \tag{3}
\]

\[
\frac{d}{dt} v_\parallel = \dot{v}_\parallel + \delta \dot{v}_\parallel , \tag{4}
\]

\[
v_d = \frac{m_s}{e_s B^2} \left( v_\perp^2 + \mu B \right) b \times \nabla B , \tag{5}
\]

\[
\delta v = \frac{b}{B} \times \nabla \left( \phi - v_\parallel \delta A_\parallel \right) , \tag{6}
\]

\[
\dot{v}_\parallel = -\frac{e_s}{m_s} \left( \partial_\parallel \delta \phi + \partial_\parallel \delta A_\parallel \right) , \tag{7}
\]

where the magnetic moment \(\mu = v^2_\parallel / (2B)\), \(v_\perp\) is the perpendicular velocity, \(b = B/B\). In order to minimize the technical complexity of the code implementation and to focus on the implicit scheme and the physics, we have ignored the finite Larmor radius effect and the higher order terms \(\sim \rho_s/L_B\), compared with the more comprehensive gyrokinetic models\(^{2,4,9}\), where \(\rho_s = v_\perp / \omega_c\) is the Larmor radius of the particle species ‘s’, and \(L_B\) is the characteristic length of the equilibrium magnetic field. In spite of the simplification, it can be shown that the energy \(E = v^2/2\) and the canonical toroidal angular momentum \(P_\phi = e_s \psi + m v_\parallel F/B\) are conserved for the guiding center motion in equilibrium, i.e.,

\[
\frac{d}{dt} E_0 = 0 , \quad \frac{d}{dt} P_{\phi 0} = 0 , \tag{9}
\]

where the subscript ‘0’ indicates the variables in equilibrium magnetic field.

For the one dimensional (1D) case, we consider the guiding center motion in uniform magnetic field \((v_d = 0, \dot{v}_\parallel(0) = 0)\). In addition, we assume uniform density and temperature, and thus the term \(b \times \nabla (\delta \phi - v_\parallel \delta A_\parallel)\) is eliminated in the linear dispersion relation since \((\partial_\parallel \delta \phi + \partial_\parallel \delta A_\parallel)\) \(\delta f = -\delta v \cdot \nabla f_0 - \delta \dot{v}_\parallel \partial_\parallel f_0 = -\delta \dot{v}_\parallel \partial_\parallel f_0\), where \(f = f_0 + \delta f\), \(f_0\) and \(\delta f\) are the equilibrium and the perturbed distribution functions respectively. Equations 3–8 for the guiding center are reduced to

\[
\frac{dl}{dt} = v_\parallel , \tag{10}
\]

\[
\frac{dv_\parallel}{dt} = -\frac{e_s}{m_s} \left( \partial_\parallel \delta \phi + \partial_\parallel \delta A_\parallel \right) , \tag{11}
\]

where \(l\) is the coordinate along the magnetic field. This 1D model is a good test case for the implicit scheme, since the most numerically challenging term \(\partial_\parallel \delta A_\parallel\) is retained. The numerical scheme that applies to this 1D model can be readily extended for the tokamak geometry, for treating the \(\partial_\parallel \delta A_\parallel\) term.

### B. Normalization

The normalization units of the length and the time are \(R_N = 1\, m\), \(t_N = R_N/v_N\), where \(v_N = \sqrt{2 T_N/m_N}\), \(m_N\) is the proton mass, \(T_N\) is the reference temperature, chosen to be the on-axis ion temperature in this work. Other variables are normalized using \(v_N, t_N\), i.e., \(v = \bar{v} v_N\), \(R = \bar{R} R_N\). In the following, for the sake of simplicity, the bar . . . is omitted when no confusion is introduced.

The normalized field equations are as follows,

\[
-\nabla_\perp \cdot b \nabla_\perp \delta \phi = C_P \delta N , \tag{12}
\]

\[
-\nabla_\perp^2 \delta A_\parallel = C_A \delta J , \tag{13}
\]

\[
g = \sum_s \sum_s^0 \frac{n_{0s} B^2}{\langle n \rangle B^2} \delta N = \sum_s \frac{e_s}{\langle n \rangle} \delta n_s , \delta J = \sum_s \delta j_{\parallel ,s} / \langle n \rangle ,
\]

where \(C_P = 1/\rho^2_N\), \(C_A = \beta/\rho^2_N\), \(\rho_N = m_N v_N / (e_N B_0)\), \(B_0\) in this work is chosen as the on-axis magnetic field, \(\beta = 2 \mu_0 \langle n \rangle T_N / B_0^2\) and \(\langle n \rangle\) is the volume averaged density.

The normalized equations of motion for the guiding center are expressed as follows,

\[
v_d = \frac{M_s B_0}{e_s B^2} \rho_N \left( v^2 + \mu B \right) b \times \nabla B , \tag{14}
\]

\[
\delta v = \frac{B_0}{\omega^2} \rho_N b \times \nabla (\delta \phi - v_\parallel \delta A_\parallel) , \tag{15}
\]

\[
\dot{v}_\parallel = -\frac{e_s}{M_s} \left( \partial_\parallel \delta \phi + \partial_\parallel \delta A_\parallel \right) , \tag{17}
\]

where \(M_s = m_s / m_N\), \(e_s = e_s / e_N\). The Poisson equation, the Ampère’s law and the guiding center’s equations of motion in \((r, \theta, \phi)\) coordinates can be readily obtained (Appendix A).
C. The mixed PIC-PIF scheme using finite element and Fourier basis function

The field variables are decomposed using Fourier basis function in \((\theta, \phi)\) directions and using finite elements in \(r\) direction,

\[
\delta \phi (r, \phi, \theta) = \sum_{n,m,k} \delta \phi_{nmk} A_k (r) e^{in\phi + im\theta}, \quad (18)
\]

\[
\delta A_{\parallel} (r, \phi, \theta) = \sum_{n,m,k} \delta A_{nmk} A_k (r) e^{in\phi + im\theta}, \quad (19)
\]

where \(n\) and \(m\) are the toroidal and poloidal harmonic numbers and \(k\) serves as the radial index. In the full f scheme, the physics distribution function is represented by the markers,

\[
f(R, v_{\parallel}, \mu) = \frac{N_{ph}}{N_{tot}} \sum_{p} \frac{w_p}{2\pi B_{\parallel}^2} \delta (R - R_p) \delta (v_{\parallel} - v_{\parallel,p}) \delta (\mu - \mu_p), \quad (20)
\]

where \(N_{tot}\) is the marker number, \(N_{ph}\) is the physical particle number, \(w_p\) is set according to the initial physical and the marker distributions, \(2\pi B_{\parallel}^2\) is the Jacobian of the guiding center coordinates. The quasi-neutrality equation and the Ampère’s law are converted to the weak form,

\[
\tilde{M}_{A, nmjk} \cdot \delta \phi_{nmk} = C_P \delta N_{nm}^k, \quad (21)
\]

\[
\tilde{M}_{P, nmjk} \cdot \delta A_{nmk} = C_A \delta J_{nmk}^k, \quad (22)
\]

\[
\tilde{M}_{P, nmjk} = \int_{r_0}^{r_1} dr A_j \nabla_{\perp, nm} \cdot g \nabla_{\perp, nm} A_k, \quad (23)
\]

\[
\tilde{M}_{A, nmjk} = \int_{r_0}^{r_1} dr A_j \nabla_{\perp, nm} \cdot \nabla_{\perp, nm} A_k, \quad (24)
\]

\[
\delta N_{nm}^k = C_{P2g} \sum_p \frac{R_0}{r R} w_p e^{-i(n\phi_p + m\theta_p)}, \quad (25)
\]

\[
\delta J_{nmk}^k = C_{P2g} \sum_p \frac{R_0}{r R} w_p v_{\parallel,p} e^{-i(n\phi_p + m\theta_p)}, \quad (26)
\]

where \(\nabla_{\perp, nm}\) is the Fourier representation of \(\nabla_{\perp}\) with \(\partial_\theta\) replaced with \(im\) and \(in\) respectively, \(C_{P2g} = (r_1^2 - r_0^2)/(2N_{tot})\), and when calculating \(\tilde{M}_{A, nmjk}\) and \(\tilde{M}_{P, nmjk}\) in the code, we made use of the integration by parts. Note that \(\delta N_{nm}^k\) and \(\delta J_{nmk}^k\) are different from \(\delta N_{nmk}\) and \(\delta J_{nmk}\) defined by

\[
\delta N (r, \phi, \theta) = \sum_{n,m,k} \delta N_{nmk} A_k (r) e^{in\phi + im\theta}, \quad (27)
\]

\[
\delta J (r, \phi, \theta) = \sum_{n,m,k} \delta J_{nmk} A_k (r) e^{in\phi + im\theta}, \quad (28)
\]

III. IMPLICIT SCHEME WITH ANALYTICAL TREATMENT

In this section, for the sake of simplicity, we use the 1D problem to demonstrate the procedure of the implicit scheme and the analytical treatment. The key issue is to mitigate the numerical instability in the direction parallel to the magnetic field, originating from \(\partial_t \delta A_{\parallel}\) in the equation of motion, especially when the value of \(\beta/(M_\ast k_B^2)\) is large. The implicit scheme for the 3D geometry can be readily done with the same procedure.

A. Shear Alfvén wave in uniform slab geometry

In the minimum model of SAW, the ion response is described with the polarization density, and only one kinetic species (electron) is kept. Omitting the subscript \(s = e\), the normalized equations are

\[
\frac{dl}{dt} = v_{\parallel}, \quad (29)
\]

\[
\frac{dv_{\parallel}}{dt} = \frac{1}{M_e} \left( \partial_t \delta \phi + \partial_t \delta A_{\parallel} \right), \quad (30)
\]

\[
\nabla_{\perp}^2 \delta \phi = C_P \delta N, \quad (31)
\]

\[
\nabla_{\perp}^2 \delta A_{\parallel} = C_A \delta J_{\parallel}, \quad (32)
\]

The Fourier component of the density and current are obtained using particle-in-Fourier in the parallel direction,

\[
\delta N_{el} = \frac{1}{N_{tot}} \sum_p e^{-ikl_{el}}, \quad (33)
\]

\[
\delta J_{el} = \frac{1}{N_{tot}} \sum_p v_{\parallel} e^{-ikl_{el}}, \quad (34)
\]

where Fourier decomposition is applied to the field and moment variables, e.g., \(\delta N(t) = \sum_k \delta N_k \exp(ikl)\), and \(k_l\) is the wave number along \(l\).

The energy conservation is tested for this 1D model in Section IV A. Using Eq. 39, we have

\[
E_{tot}(t) = E_{tot}(t + \Delta t), \quad (35)
\]

\[
E_{tot}(t) = E_{kin}(t) + E_B(t) + E_E(t), \quad (36)
\]

\[
E_E = \frac{k_B^2}{2C_P} |\delta \phi_k(t)|^2, \quad E_B = \frac{k_B^2}{2C_A} |\delta A_k(t)|^2, \quad (37)
\]

where \(E_{kin}(t)\) is the particle kinetic energy.

B. The implicit scheme for the particle-field system

The implicit scheme is realized by applying the iteration scheme to the particle-field system. The purpose of the iteration between the particle pusher and the field
solver is to achieve the implicit solution to the Crank-Nicolson scheme, i.e.,

\[
\frac{v^{t+\Delta t} - v^t}{\Delta t} = \frac{1}{2} \frac{\partial}{\partial t} \left[ \delta \phi^{t+\Delta t} + \delta \phi^t \right] + \frac{1}{M_e} \left[ \delta A^{t+\Delta t} - \delta A^t \right],
\]

(38)

\[
\nabla^2 \delta \phi^{t+\Delta t} = C_P \nabla^2 \delta \theta^{t+\Delta t},
\]

(39)

\[
\nabla^2 \delta \theta^{t+\Delta t} = C_A \delta J^{t+\Delta t},
\]

(40)

In solving the equations of motion for particles, i.e., Eqs. 38 and 39, with the constraint \(\Delta t \| k \| \ll 1\), it is applicable to take Taylor expansion of Eqs. 38 and 39, which leads to the analytic expression as follows,

\[
\begin{aligned}
\frac{\Delta l}{\Delta t} &= \frac{1}{h} \left\{ v^t + \frac{\Delta t}{2} \frac{\partial}{\partial \delta N^t} \delta \phi^t + \delta \phi^t \right\} \\
&\quad + \frac{1}{2M_e} \left[ \delta A^t - \delta A^{t+\Delta t} \right]
\end{aligned}
\]

(42)

\[
\begin{aligned}
\frac{\Delta v^t}{\Delta t} &= \frac{1}{h} \left\{ \partial \left[ \delta \phi^t + \delta \phi^{t+\Delta t} - \delta \theta^t \right] \\
&\quad + \frac{1}{2M_e} \left[ \delta A^t - \delta A^{t+\Delta t} \right]
\end{aligned}
\]

(43)

A more rigorous way is to solve the nonlinear equations, i.e., Eqs. 38 and 39, numerically, in order to achieve a good accuracy. In this work, Eqs. 38 and 39 are solved by first defining the residual as follows,

\[
R_1 \equiv v^{t+\Delta t} - v^t - \frac{\Delta t}{2} \frac{\partial}{\partial \delta N^t} \delta \phi^t + \delta \phi^t
\]

(44)

\[
R_2 \equiv v^{t+\Delta t} - v^t - \frac{\Delta t}{2M_e} \frac{\partial}{\partial \delta \theta^t} \delta \phi^t + \delta \phi^t
\]

(45)

and iterating \((t+\Delta t, v^{t+\Delta t})\) to reach \(R_1 \rightarrow 0, R_2 \rightarrow 0\). This can be achieved by solving \(\Delta l, \Delta v\) as follows,

\[
\tilde{M}_R \cdot \left[ \begin{array}{c} \Delta l \\ \Delta v \end{array} \right] = - \begin{bmatrix} R_1 \\ R_2 \end{bmatrix},
\]

(46)

and by modifying \((l, v)\) using \((\Delta l, \Delta v)\) in the next particle iteration with the given \(\delta \phi, \delta \theta\). In practice, Eqs. 42 and 43 can serve as the initial condition of the rigorous calculation of particle’s implicit solution, namely Eqs. 44 – 46.

The main steps for iterations are as follows (all variables are at \(t+\Delta t\) in the workflow, i.e., \(\delta \phi = \delta \phi(t+\Delta t)\) etc),

\[
\begin{align*}
1. & \quad \left\{ \begin{array}{c} \delta \phi^{start} \\ \delta A^t \end{array} \right\}^{i+1} = \left\{ \begin{array}{c} l \\ v^t \end{array} \right\}^t + \left\{ \begin{array}{c} \delta \phi^{end} \\ \delta A^{end} \end{array} \right\}^i \\
2. & \quad \left\{ \begin{array}{c} \delta \phi^{start} \\ \delta A^{start} \end{array} \right\}^{i+1} = \left\{ \begin{array}{c} \delta \phi(t+\Delta t) \\ \delta A(t+\Delta t) \end{array} \right\}^i + \left\{ \begin{array}{c} \Delta \delta \phi \\ \Delta \delta A \end{array} \right\}
\end{align*}
\]

(47)

1. Each iteration starts with the given field \(\{\delta \phi, \delta A\}^{start}(t+\Delta t)\). In each step from \(t\) to \(t+\Delta t\), as the first iteration \((i = 1)\), the explicit solution is used as the input of the first iteration. Namely, at time \(t\), particles are pushed from \(\{l(t), v^t(t)\}\) to \(\{l(t+\Delta t), v^t(t+\Delta t)\}\).\(\delta \phi(t)\) and \(\delta \theta(t)\) are calculated using Eqs. 40 and 41 by solving the Poisson equation and the Ampère’s law, and then serve as \(\{\delta \phi^{start}, \delta A^{start}\}\)\((i=1)\).

2. Particles are pushed from \(t\) to \(t+\Delta t\) implicitly using \(\{\delta \phi, \delta A\}^{start}(t+\Delta t)\) and \(\{\delta \phi, \delta A\}^t\) according to Eqs. 38 and 39, or, when \(\Delta t \| k \| \ll 1\), to Eqs. 42 and 43.

3. In the end of the iteration, \(\{\delta \phi, \delta A\}^{end}(t+\Delta t)\) is calculated using Eqs. 40 and 41.

4. The field perturbation for the next iteration is set according to

\[
\left\{ \delta \phi(t+\Delta t), \delta A(t+\Delta t) \right\}^{start,i+1} = \left\{ \delta \phi(t+\Delta t), \delta A(t+\Delta t) \right\}^{start,i} + \left\{ \Delta \delta \phi, \Delta \delta A \right\}
\]

(48)

where \(\Delta \delta \phi, \Delta \delta A\) are determined in such a way that in the \((i+1)\)th iteration,

\[
\left\{ \delta \phi^{end}(t+\Delta t), \delta A^{end}(t+\Delta t) \right\}^{i+1} = \left\{ \delta \phi^{end}(t+\Delta t), \delta A^{end}(t+\Delta t) \right\}^{i}.
\]

or, at least, convergence occurs with respect to \(i\).

Applying the Taylor expansion on the left-hand side near \(\{\delta \phi^{start}, \delta A^{start}\}\), and the right-hand side of Eq. 48 near \(\{\delta \phi^{end}, \delta A^{end}\}\), we have

\[
\tilde{M}_c \cdot \left[ \begin{array}{c} \delta \phi^{end} \\ \delta \theta^{end} \end{array} \right] = \left[ \begin{array}{c} \delta \phi^{start} \\ \delta A^{start} \end{array} \right] + \left[ \begin{array}{c} \delta \phi^{end} \\ \delta \theta^{end} \end{array} \right],
\]

(49)

where \(\tilde{M}_c = \left[ \begin{array}{cc} \delta \phi^{end} & \delta \phi^{start} \\ \delta \theta^{end} & \delta \phi^{start} \end{array} \right] \left[ \begin{array}{c} \delta \phi^{end} \\ \delta \theta^{end} \end{array} \right] \left[ \begin{array}{c} \delta \phi^{end} \\ \delta \theta^{end} \end{array} \right]^{-1} \left[ \begin{array}{c} \delta \phi^{start} \\ \delta A^{start} \end{array} \right],
\]

(50)

In summary, Eqs. 38, 39 (or 42, 43), 40, 41, 49 and 50 embody our implicit scheme with analytical treatment and give the complete set for involving the system implicitly.

While the above implicit scheme is based on the 1D model, the implicit scheme in tokamak plasmas can be implemented by applying either fully 3D implicit scheme on the same footing, or, as adopted in this work, the mixed implicit-explicit scheme. Using this mixed scheme, only the parallel equation of motion terms are treated implicitly but the other terms are treated using explicit scheme, such as Runge-Kutta method, as adopted in this work.
IV. NUMERICAL RESULTS

The one dimension SAW model is implemented in Matlab and the electromagnetic model for tokamak plasmas is implemented in Fortran. In this section, the simulation results are presented for these two cases. For the simulation in tokamak plasmas, the EP driven TAE case defined by the ITPA group is adopted\(^{19}\). LIGKA is run for the calculation of the TAE eigenvalue\(^{18}\), and for the comparison with the particle simulation results.

A. Shear Alfvén wave in 1D uniform plasma

As the benchmark of the particle simulation using the implicit scheme in 1D geometry (Eqs. 29–32), the electromagnetic dispersion relation in uniform plasma is adopted as the analytical solution,\(^{10}\)

\[
D = 1 - \frac{2\beta [1 + \bar{\omega} Z(\bar{\omega})]}{M_e (k_\perp \rho_N)^2} (\bar{\omega}^2 - \frac{M_e}{\beta}) = 0 ,
\]

(51)

where \(k_\perp\) is the perpendicular wave number, \(Z\) is the plasma dispersion function, \(\bar{\omega} = \omega/\omega_{te}, \omega_{te} = v_{te} k_\perp\).

The simulation parameters are as follows, \(k_\perp \rho_N = 0.2\), \(\beta/M_e\) is chosen in the range of \([1/16, 32]\) in the parameter scan, which covers the typical regime of tokamak plasmas, e.g., \(\beta = 1\%\), \(M_e = 1/1836\), i.e., \(\beta/M_e = 18.36\). The roots of the SAW are calculated in the complex space, by solving Eq. 51. The least damped roots with \(\bar{\omega} = \pm 0.319 - 0.0017428i\) \((\beta/M_e = 10)\) correspond to the SAW and serves as the analytical solution for the comparison with our particle simulation, while the other heavily damped roots can be hardly observed in the particle simulations.

The particle simulation based on the implicit scheme shows its performance in SAW studies, as shown in Fig. 2. In this case, the marker number \(N_{plot} = 10^5\), the time step \(dt = 0.01 \cdot T_{SAW}\), where the SAW period \(T_{SAW} = 2\pi/(v_A k_\perp)\), \(\beta/M_e = 4\). The total particle kinetic energy and the wave energy are calculated as shown on the first row. As the wave gets damped, the total particle kinetic energy grows. In the second line, the \(\delta B\) component (magenta line) and the \(\delta E\) component (blue line) oscillate with the same amplitude, but with 90 degrees of phase shift. The total energy (blue line in the first row) indicates good conservation properties. The relative error of the total energy is shown in the third row demonstrating that \(|E(t) - \bar{E}|/\bar{E}\) stays in a low level around \(5 \cdot 10^{-3}\), where \(\bar{E}\) is the time average of \(E(t)\).

The real frequency and the damping rate of the SAW calculated using the implicit particle code and the eigenvalue solver (Eq. 51) are shown in Fig. 3. The marker number is \(10^6\). For the weakly damped SAW (e.g., \(\beta/M_e = 16\)), the frequency \(\omega_r\) and the damping rate \(\gamma\) are fitted in \(10 \cdot T_{SAW}\), while for the SAW with larger damping rate (e.g., \(\beta/M_e = 1/2\)), \(\omega_r\) and \(\gamma\) are fitted in \(4 \cdot T_{SAW}\). The maximum time step size used in the scan is \(dt = T_{SAW}/20\) for \(\beta/M_e = 1/16\) and the minimum one is \(dt = T_{SAW}/120\) for \(\beta/M_e = 32\). The small and large \(\beta/M_e\) limits correspond to the electrostatic limit and the small \(|E_\parallel|/|\partial_t \delta \phi|\) limit, respectively. The implicit scheme shows its capability in the small electron mass condition, which is usually a challenge in kinetic particle simulations, due to the quick electron response to the \(E_\parallel\). The scan with fixed \(\beta\) (but varying \(m_e\)) and that with fixed \(m_e\) (but varying \(\beta\)) show no difference in the mode eigenvalue, which is obvious from the dependence of the analytical dispersion relation Eq. 51 on \(\beta/M_e\).

B. Toroidicity induced Alfvén eigenmode damping and excitation

To simulate the Alfvén modes in tokamak plasmas, Eqs 12–17 are solved using the implicit particle scheme. The TAE is simulated using the parameters of the widely studied ITPA case\(^{19}\). The major radius \(R_0 = 10\ m\), minor radius \(a = 1\ m\), on-axis magnetic field \(B_0 = 3\ T\), the safety factor profile \(q(r) = 1.71 + 0.16 r^2\). The electron density is constant with \(n_e0 = 2.0 \cdot 10^{19}\ m^{-3}\), \(T_e = 1\ keV\). The EP density profile is

\[
n_f(r) = n_f0 c_3 \exp \left(\frac{-c_2}{c_1} \tanh \left(\frac{r - c_0}{c_2}\right)\right) ,
\]

(52)

where \(n_f0 = 1.44131 \cdot 10^{17}\ m^{-3}\), the subscript ‘f’ indicates EPS (fast particles), \(c_0 = 0.49123, c_1 = 0.298228, c_2 = 0.198739, c_3 = 0.521298\). The EP temperature is 400 keV. Since the dominant ion response is already included in the polarization density in the Poisson equation, no kinetic ions are included in this work.

1. Numerical verification

The field solver is tested using the Method of Manufactured Solutions (MMS), without including particles. The Poisson solver and the Ampère solver are both constructed from the mass and stiffness matrices, corresponding to \(\partial^2/\partial r^2\) and \(f(r)\), where \(f(r)\) is a function of \(r\). As a result, testing the Ampère solver is sufficient for the numerical verification of the basic field operators. The Ampère’s law can be written as (Eq. A1)

\[
\left(\frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{m^2}{r^2}\right) \delta A_{\parallel,m} = C_A \delta J_m ,
\]

(53)

where the toroidal mode number \(n\) is omitted since \(n = 6\) is chosen. The analytical solution is given as

\[
\delta A_{\parallel,m,ana} = c_0 + c_1 r + a_J J_m(r) + e^{-\left(\frac{c_3}{c_2}\right)^2} ,
\]

(54)

\[
C_A \delta J_m(\text{ana}) = a_2 r^2 + a_3 r^3 + a_4 r^4 + a_J J_m(r) + e^{-\left(\frac{c_3}{c_2}\right)^2} \times \left[\frac{4(r - r_c)^2}{W^2} - \frac{2(2(r - r_c)}{rW^2} - \frac{m^2}{r^2}\right] ,
\]

(55)
The right hand side of the Ampère’s law is set to Eq. 55 in the Ampère solver and the numerical solution $\delta A_{||,m,num}$ is compared with $\delta A_{||,m,ana}$ in Eq. 54. The relative error in the numerical solution
\[
\sqrt{\sum_k (f_{num,k} - f_{ana}(r_k))^2 / \sum_k f_{ana}(r_k)^2},
\]
where $k$ indicates the radial grid index, $f = \delta A_{||,m}$, is shown in Fig. 4, where $N_r$ is the radial grid number. Reasonable convergence of the field solver is observed. In our simulation, by choosing $N_r = 60$, the relative error in $\delta A_{||}$ for given $\delta J$ is at the level of $10^{-3}$ in the field solver.

The particle pusher is tested by the diagnosis of the particle trajectory and the two constants of motion, namely, the energy $E$ and the canonical toroidal momentum $P_{\phi}$. The particle temperature is 400 keV. For passing particles (the upper row), $\mu = 0.04v_T^2$, $v_{\|,r} \in [-2v_T, 2v_T]$ at $r = 0.5$, $\theta = 0$. For trapped particles (the lower row), $\mu \in [0.15v_T^2, v_T^2]$, $v_{\|,r} = -0.2v_T$, at $r = 0.8$, $\theta = 0$. The particle trajectories are shown in Fig. 5, and the corresponding relative error in $E$ and $P_{\phi}$ are $\approx 10^{-14}$ and lower, close to the precision of double-precision floating-point numbers ($\approx 1.11 \times 10^{-16}$) adopted in the simulation.

In order to test the convergence of the implicit field-particle solver, the relative correction in $\delta \phi$ and $\delta A_{||}$ in every iteration are analyzed. In the iteration procedure Eq. 47, the iteration can be ended when $Err(\delta \phi) = \sqrt{\sum (\Delta \phi)^2 / \sum \delta \phi^2}$ and $Err(\delta A_{||}) = \sqrt{\sum (\Delta \delta A_{||})^2 / \sum \delta A_{||}^2}$ are small enough (typically, $10^{-8}$). The convergence of the particle-field implicit solver in a typical simulation is shown in Fig. 6. Two time slices are selected for the diagnosis of the convergence. In 15 iterations, the relative error in $\delta \phi$ and $\delta A_{||}$ decreases to $10^{-8}$ and lower, as a good indication of convergence.

### 2. Toroidicity induced Alfvén eigenmode w/o EPs

The TAE is simulated with no EPs applied firstly. Two cases of the TAE damping are studied. In the first case, we choose $m_i/m_e = 200$, since this is the parameter used in the EP driven TAE in the next section and previous ORB5 simulations. In the second case, we choose $m_i/m_e = 1836$, in order to compare with the previous results where $m_i/m_e = 1836$ is used for the calculation of the TAE damping. LIGKA is run for both cases as the benchmark. The initial density perturbation is loaded by initializing markers’ displacement. The initial density perturbation has a Gaussian shape
\[
p(r) = \sigma_p \exp(-\frac{(r - r_{pc})^2}{W_p^2}).
\]
Since the noise level in density is estimated as $\sigma_{\text{noise}} = 1/\sqrt{N_{\text{plot}}/N_r}$, the amplitude of the initial density perturbation is set to at least 2 times of $\sigma$, i.e., $\sigma_p = 2\sigma_{\text{noise}}$ in order to simulate the TAE mode structure and the time evolution clearly. The Gaussian shape $\exp(-\frac{(r - r_{pc})^2}{W_p^2})$ of the density perturbation is set to be as close as possible to the TAE eigenmode. In practice, we adopted $W_p = 0.025$, $r_{pc}(m = 10) = 0.47$, $r_{pc}(m = 11) = 0.51$.

The marker number is $N_{\text{plot}} = 16 \cdot 10^6$, the time step size is $dt = \Delta t_{\text{TAE}}/100$ for $m_i/m_e = 200$ and $dt = \Delta t_{\text{TAE}}/800$ for $m_i/m_e = 1836$. The simulation completes 10 $\Delta t_{\text{TAE}}$ on 8 computing nodes within around 10 hours for the $m_i/m_e = 200$ case and 12.5 $\Delta t_{\text{TAE}}$ within around 80 hours, with each node containing two Intel Xeon Gold 6148 processors (Skylake (SKL), 20 cores @ 2.4 GHz).

The time evolution of the TAE for $m_i/m_e = 200$ is shown in the top left frame of Fig. 7. The physics value of the electrostatic potential perturbation, $\delta \phi_{\text{cs}}$, is measured at $r = 0.5$, $\theta = 0$. The time evolution is clear, indicating the proper simulation of the TAE. The analytical TAE frequency $\omega_{\text{TAE}} = v_A/(2qR_0) = 417.8 \cdot 10^3 \text{rad/s}$ is used as the reference. The real frequency fitted during $t/\Delta t_{\text{TAE}} \in [1, 10]$ gives the real frequency $\omega_{\gamma}/\omega_{\text{TAE}} = 0.9615$, i.e., $\omega_{\gamma} = 401.7 \cdot 10^3 \text{rad/s}$. The damping rate from the simulation is $\gamma/\omega_{\text{TAE}} = -0.011999$, i.e., $\gamma = -5013/s$. The mode frequency and the damping rate are compared with the results from LIGKA\textsuperscript{18}. In LIGKA, the eigenvalue is calculated using the integral along the unperturbed particle orbit numerically. The value from this LIGKA numerical model $\gamma/\omega_{\gamma} = -1.293$% is close to the TRIMEG-GKX result $\gamma/\omega_{\gamma} = -1.2485$%. For the $m_i/m_e = 1836$ case, the frequency and the damping rate are ($\omega_{\gamma}, \gamma) = \sqrt{0.98142, -0.004907} \cdot \omega_{\text{TAE}}$ by using the wave energy $E_{\gamma}$ defined in Eq. 37 during $t/\Delta t_{\text{TAE}} \in [5, 12.5]$, in order to enhance the signal for this weakly damped mode. The value from LIGKA $\gamma/\omega_{\gamma} = -0.50085$% is close to the TRIMEG-GKX result $\gamma/\omega_{\gamma} = -0.50000$% for the realistic electron mass ratio. In the previous benchmark results\textsuperscript{19}, using the realistic electron mass, the damping rate is $-1103/s$ for GYGLES, $-567/s$ (co propagating TAE) or $-1705$ (counter propagating TAE) for EURERPE. In recent ORB5 simulation, the damping rate is $1825/s \sim 2190/s$ (Fig. 6 of Ref. [21]). In our simulation, both co- and counter-propagating TAEs are included and the estimated damping $\gamma = 2050/s$ is also comparable to other codes.

The 2D TAE mode structures are shown in the top middle and top right columns of Fig. 7. The mode width is consistent with previous simulation results with full width at half maximum $\Delta r \approx 0.06$ in the mode envelope. The magnitude of the $m = 10$ poloidal harmonic is larger than those of other harmonics, which is consistent with the observations by other codes such as LIGKA, GYGLES, ORB5 and EURERPE\textsuperscript{19}.

### 3. Energetic particle driven Toroidicity induced Alfvén eigenmode

For the EP driven TAE, the marker numbers for electrons and EPs are $N_{\text{plot},e} = 128 \cdot 10^6$, $N_{\text{plot},f} = 32 \cdot 10^6$, and the time step size is $dt = \Delta t_{\text{TAE}}/100$. The simulation completes on 24 computing nodes within around 36 hours. The time evolution of the EP driven TAE is shown in the bottom left frame of Fig. 7. Since the initial perturbation is not rigorously resembling the eigenmode
FIG. 1. The roots of the dispersion relation. The red or the black lines indicate the real or the imaginary parts of the SAW dispersion relation, Eq. 51, and their intersection gives the eigenmode solution \( D(\bar{\omega}) = 0 \). The least damped root with maximum \( |\text{Im}(\zeta)| \) corresponds to the SAW.

with EP effects taken into account, it’s damped firstly during \( 0 < t/T_{\text{TAE}} < 2 \) and then the TAE is excited by EPs. The real frequency fitted during \( t/T_{\text{TAE}} \in [4, 10] \) is \( \omega_r/\omega_{\text{TAE}} = 0.9276 \). The growth rate fitted during the growing phase (\( 2.5 < t/T_{\text{TAE}} < 5.5 \)) gives \( \gamma/\omega_{\text{TAE}} = 0.090806 \) (most codes give \( \gamma/\omega_{\text{TAE}} \approx 9\% \sim 12\% \)).

The 2D mode structure and the radial profile of the poloidal harmonics at \( t/T_{\text{TAE}} = 5.5 \) are shown in the bottom middle and bottom right of Fig. 7. The broadening of the radial envelope (full width at half maximum \( \sim 0.12 \) from the bottom right frame) is larger by 100\% than that of the TAE damping case in the top right frame. This is due to the EPs’ non-perturbative effects broadening the mode structure\(^3,20\). Another feature is the mode structure symmetry breaking, namely, the mode structure distortion, due to the EPs’ contribution to the non-Hermitian part of the dispersion relation\(^22–24\). More quantitative studies on the properties of the mode structure symmetry breaking using this full f simulation and its effects on the EP transport\(^25\), will be performed in future work.

V. SUMMARY AND OUTLOOK

In this work, an implicit full f scheme has been developed for the electromagnetic particle simulation of the damping and the excitation of Alfvén modes. This work provides a potential method for EP transport simulations which is able to maintain the kinetic effects of all particles and the electromagnetic effect. The main techniques have been developed as follows.

1. An analytical treatment has been derived for obtaining the implicit solution of the field-particle system, by linearizing the nonlinear implicit particle-

FIG. 2. Top: time evolution of the particle kinetic energy (black line), wave energy (red) and the total energy (blue); middle: the wave energy \( E_E \) and \( E_B \) defined by Eq. 37; bottom: relative error of total energy, defined as \( (E(t) - \bar{E})/\bar{E} \), where \( \bar{E} \) is the time average value.

FIG. 3. The theoretical value solved from Eq. 51 (blue broken lines) and the simulation results using the implicit particle method (crosses) of the real frequency (top) and the damping rate (bottom) of the SAW.
FIG. 4. The relative error in the solution to the Ampère’s law versus different radial grid numbers using the Method of Manufactured Solutions, i.e., Eqs. 55 and 54, where \( N_r = 10 \).

FIG. 5. The guiding center trajectories and relative error of energy and toroidal canonical momentum for passing particles (the first row) and trapped particles (the second row). The relative error in \( E \) and \( P_\phi \) is \( \sim 10^{-14} \) or lower, close to the precision of the double-precision floating-point number used in the simulation (\( \approx 1.11 \times 10^{-16} \)).

field system, which gives a practical way to solve the nonlinear system, as shown in Eqs. 38, 39, 40, 41, 49 and 50.

2. The mixed implicit-explicit scheme is developed to simulate the TAE by implicitly treating the parallel motion, which is usually the most challenging when the particle mass is small, but treating the other parts explicitly.

The implicit scheme in this work shows the following performance in the study of Alfvén waves and EP physics.

1. Using the analytical derivation based implicit scheme, good convergence of the field-particle solver is demonstrated (Fig. 4).

2. By applying to the 1D shear Alfvén wave problem, this implicit scheme shows good energy conservation and capabilities of calculating the frequency and damping rate properly in a broad range of \( \beta/M_e \) values, including the small electron mass condition (Fig. 3).

3. The application of this method to the TAE problem shows its applicability for electromagnetic simulations with/without EPs (Fig. 7). The TAE mode structure distortion due to the non-perturbative effects of the EPs is observed, consistent with previous simulations\(^3\) and theoretical studies\(^22\)–\(^24\).

More dedicated studies related to the numerical performance of this implicit full \( f \) scheme for the electromagnetic physics will be addressed in future, and physics problems such as the mode structure symmetry breaking and EP transport will be studied. The application of this method to the whole plasma volume study using unstructured meshes\(^\dagger\) or structured Bezier basis functions\(^\dagger\), is expected to enable more comprehensive studies of the global electromagnetic kinetic effects and edge physics.
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Appendix A: Field and guiding center equations in \((r, \theta, \phi)\) coordinates

In \((r, \theta, \phi)\), the Ampère’s law is written as

\[
\left( L_{rr} - \frac{m^2}{r^2} \right) \delta A_{||m} = C_A \delta J_m ,
\]

\[
L_{rr} \equiv \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} ,
\]

where the perpendicular Laplacian operator has been approximated using that in \((r, \theta)\) plane, since \( B_\theta / B_\phi = r/(qR) \ll 1 \). For quasi-neutrality equation, the toroidal coupling is calculated using

\[
g_s = g_{s0} \frac{B_\phi^2}{B^2} \approx g_{s0} [1 + 2 \epsilon_c \cos \theta] ,
\]

where \( \epsilon_c = r/R_0 \). The quasi-neutrality equation is expressed as

\[
\left( L_{rr} - \frac{m^2}{r^2} \right) \delta \phi_m + \epsilon_c g_0 \left[ L_{rr} - \frac{m(m + 1)}{r^2} \right] \delta \phi_{m+1} + \epsilon_c g_0 \left[ L_{rr} - \frac{m(m - 1)}{r^2} \right] \delta \phi_{m-1} = C_P \delta N_m ,
\]

where \( g_0 = \sum_s g_{s0} \).

For guiding center’s equations of motion, in \((r, \phi, \theta)\) coordinates, we have

\[
\frac{d\bar{r}}{dt} = \frac{M_s B_0 \bar{\rho}_N}{\tilde{e}_s B^3 R} \frac{F}{r} \partial_\theta B ,
\]

\[
\frac{d\phi}{dt} = \frac{M_s B_0 \bar{\rho}_N}{\tilde{e}_s B^3 R} \partial_r \psi ,
\]

\[
\frac{d\theta}{dt} = \frac{M_s B_0 \bar{\rho}_N}{\tilde{e}_s B^3 R} \partial_\theta B ,
\]

\[
\frac{d\delta \bar{r}}{dt} = \frac{B_0}{B} \bar{\rho}_N \left( \frac{b_\phi}{r} \partial_\theta \delta G - \frac{b_\theta}{R} \partial_\phi \delta G \right) ,
\]

\[
\frac{d\delta \phi}{dt} = \frac{B_0}{B} \bar{\rho}_N \frac{b_\theta}{R} \partial_\delta G ,
\]

\[
\frac{d\delta \theta}{dt} = -\frac{B_0}{B} \bar{\rho}_N \frac{b_\phi}{r} \partial_\phi \delta G ,
\]
\[ \dot{v}_0 = -\frac{\tilde{\mu} \partial_r \psi}{R^2} \sin \theta , \]  
(A11)

\[ \delta \dot{v}_\parallel = -\frac{\tilde{e}_s}{M_s} \left( \partial_\parallel \delta \phi + \partial_t \delta A \right) , \]  
(A12)

where \( \delta G = \delta \tilde{\phi} - \tilde{v}_\parallel \delta A_\parallel \).
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