Abstract

Graph Neural Networks (GNNs) are versatile, powerful machine learning methods that enable graph structure and feature representation learning, and have applications across many domains. For applications critically requiring interpretation, attention-based GNNs have been leveraged. However, these approaches either rely on specific model architectures or lack a joint consideration of graph structure and node features in their interpretation. Here we present a model-agnostic framework for interpreting important graph structure and node features, Graph neural networks Including SparSe inTerpretability (GISST). With any GNN model, GISST combines an attention mechanism and sparsity regularization to yield an important subgraph and node feature subset related to any graph-based task. Through a single self-attention layer, a GISST model learns an importance probability for each node feature and edge in the input graph. By including these importance probabilities in the model loss function, the probabilities are optimized end-to-end and tied to the task-specific performance. Furthermore, GISST sparsifies these importance probabilities with entropy and L1 regularization to reduce noise in the input graph topology and node features. Our GISST models achieve superior node feature and edge explanation precision in synthetic datasets, as compared to alternative interpretation approaches. Moreover, our GISST models are able to identify important graph structure in real-world datasets. We demonstrate in theory that edge feature importance and multiple edge types can be considered by incorporating them into the GISST edge probability computation. By jointly accounting for topology, node features, and edge features, GISST inherently provides simple and relevant interpretations for any GNN models and tasks.

1 Introduction

Graphs are universal data structures that can capture almost any type of information or relationships among individual entities of a given dataset. Graphs can be used to represent social relationships, molecular structures, and biological interactions; their application to specific problems spans multiple fields from computer science, to chemistry, to biology, and to drug development [1,7]. Despite their ability to efficiently store different entities, features, and relationships at multiple complexity scales,
graphs could benefit from analytical tools that interrogate or model their data in useful, meaningful ways.

As such, computation over graph-structured data has become an area of active research. Resulting graph modeling frameworks have led to applications such as recommendation engines and marketing, or discovery of novel drugs targets and disease biomarkers. One recent graph modeling framework, Graph Neural Networks (GNNs), has achieved state-of-the-art performance by learning recursively over both the relational graph structure (i.e. neighboring nodes and their connections) and associated features [8–10].

However, GNN-based methods are unable to explain the underlying graph structure that contributes to model output predictions, thus lacking the transparency required for informed decision making. Current methods for GNN model interpretation are generally post-hoc, rely on specific model architectures, or lack a joint consideration of graph structure and node features.

Our work seeks to build upon the strengths of inherent, graph-specific, and post-hoc interpretability modeling methods. We present a model-agnostic framework with a component of inherent interpretability for defining important graph structure and node features, Graph neural networks Including SparSe inTerpretability (GISST; Fig 1). GISST can be used for explaining predictions of any GNN model, over any graph (homogeneous or heterogeneous), for any graph modeling task (e.g. link prediction, node classification, or community detection), and for single and multiple instances (i.e. for a single entity or across all entities of the same class, respectively). This is achieved through a single self-attention layer that learns an importance probability for each node feature and edge in the input graph. These probabilities are optimized during model training and thus tied to the task-specific performance. To further facilitate generation of an interpretable and explanatory subgraph from a larger, potentially noisy graph and featureset, GISST sparsifies input graph topology and features via entropy and L1 regularization of the importance probabilities. The resulting sparse probabilities can be further probed with and may better enable post-hoc interpretation methods.

As compared to other interpretation methods across an array of synthetic and real-world datasets, GISST achieves higher average edge explanation precision and better identifies known important graph structures, respectively. Specifically, on synthetic datasets, GISST recognizes known network motifs and node features responsible for node labels, outperforming alternative approaches by an average of up to 0.241 in explanation precision. On real-world data such as molecular graphs, GISST correctly identifies known toxic chemical atomic components and molecular motifs qualitatively better than other methods. In sum, our work provides accurate, appropriate subgraph interpretations for GNN models across an array of modeling tasks.
2 Related work

The problems related to interpretability of neural network-based or other "black box" algorithms have received great attention in the machine learning field [11]. Proposed solutions span a continuum from performing post-hoc analyses on trained models to building inherently interpretable models.

Post-hoc analyses allow interpretation only after model training, as they rely on either generating simplified, interpretable approximations of the prediction decision boundary [12–15], or investigate the nature of the decision boundary [16–18]. By their post-hoc nature, these approaches give windows into the complex function a given model has learned; since they are not part of the model learning process itself, they can be noisy, inaccurate, misleading, or otherwise fail to provide a satisfactorily comprehensive explanation or reason for how the model actually generated an output [19, 11].

Efforts have been made to build inherently interpretable models that still possess the rich, complex representational power of black box neural network models. Some approaches seek to reduce the complexity of the model through model compression or parameter sparsification [20–23]. Other approaches use attention-based models, whereby the learned attention weights that help generate model predictions are directly used to identify features that were important for the predictions [24]. To further improve interpretability, other inherent methods seek to build and leverage a library of prototypical featuresets, or generate small decision trees representative of the decision boundary [25, 26]. Importantly, these approaches provide interpretability as part of the model training process, such that the explanations provided were those that the model actually used in its computation.

Although graphs as data structures are inherently interpretable, computation graphs used in GNNs are often not; interpretability methods for graph-based models have been hitherto poorly explored. Many of the aforementioned approaches may not be well-suited or easily adapted for graphs. For instance, attention-based GNNs such as Graph Attention Networks (GAT) [24] provide edge importance that lack specificity to a given node, precluding node-specific prediction explanations. Furthermore, each layer of GAT has a different set of attention weights, and it is not apparent how to aggregate these weights for a simple interpretation. One recent study addressed shortcomings of graph interpretations by developing a novel post-hoc interpretation method, GNNExplainer, usable on any graph [27]. This method formulates the interpretation problem as an optimization task to maximize mutual information between a GNN prediction and a distribution of possible (inherently interpretable) subgraph structures.

GISST incorporates a component of inherent interpretability as part of the model optimization process by generating importance probabilities for all edges and features. Unlike GNNExplainer, GISST therefore provides explanations that require no additional post-hoc training or hyperparameter optimization. In addition, GISST better facilitates interpretation and avoids computational instabilities associated with gradient-based post-hoc interpretations on graphs by yielding explanations taken with respect to edge or feature importance probabilities, rather than the adjacency matrix or feature itself, respectively.

3 GISST

3.1 Problem formulation

Let $G$ be a graph with $N$ nodes attributed with $d$-dimensional node features, $A \in \{0, 1\}^{N \times N}$ the adjacency matrix of $G$, and $X \in \mathbb{R}^{N \times d}$ the node feature matrix. For any given GNN model $\Phi$, the input $G$ and $X$ may not be entirely useful for the GNN task, especially when $G$ and $X$ are noisy. Therefore, we postulate that an important subgraph $G_s$ with adjacency matrix $A_s$, and an important subset of the node features $X_s$ contribute to the GNN performance. We can formulate a GNN task as a two-step process, where $G_s$ and $X_s$ are first generated and then used for computing the output of $\Phi$. The optimal $G_s$ and $X_s$ therefore can provide importance interpretation for $\Phi$.

The inference of $G_s$ by exploring all possible subgraphs of $G$ is not computationally feasible as the problem is NP-hard [28], and an exhaustive search for $X_s$ is computationally expensive for GNNs. Therefore, we consider $G_s$ and $X_s$ as random variables. Specifically, we take the approach of mean field approximation and model

$$I\{A_s[i,j] \neq 0\} \sim \text{ind Bernoulli}(p_{i,j})$$

(1)
with the graph topology constraint that \( p_{i,j} \leq A[i,j] \) for all \( i,j \). Here, \( \mathbb{I}\{A_s[i,j] \neq 0\} \) denotes an indicator random variable for the inclusion of edge \((i,j)\) in the important subgraph \( G_s \), and \( p_{i,j} \) is the probability of the inclusion. Similarly, we model the importance of each node feature through

\[
\mathbb{I}\{X_s[k,l] \neq 0\} \sim \text{Bernoulli}(p_{k,l})
\]

(2)

for all \( k,l \), where the \( l \)th feature has a probability of \( p_{k,l} \) to be important for node \( k \). Let \( P_{A_s} \in [0,1]^{N \times N} \) be the probability matrix for \( A_s \), where \( P_{A_s}[i,j] = p_{i,j} \) for all \( i,j \). Similarly, let \( P_{X_s} \) denote the probability matrix for \( X_s \). Then the expected output of a GNN model \( \Phi \) can be expressed as

\[
o = \Phi(A \odot P_{A_s}, X \odot P_{X_s})
\]

(3)

where \( \odot \) denotes the Hadamard element-wise product. Here, we translate the problem of identifying \( G_s \) and \( X_s \) into inference of the importance probability \( P_{A_s} \) and \( P_{X_s} \). This inference of a dynamic graph through a probabilistic approach is also found in previous work \cite{29,30,27}.

### 3.2 GISST model parameterization

The probability matrix \( P_{A_s} \) and \( P_{X_s} \) provide the interpretation for a GNN model \( \Phi \). To generalize the interpretation for unseen nodes, edges, and node features, we parameterize \( P_{A_s} \) and \( P_{X_s} \) in GISST. We assume that each node feature has the same importance probability across all the nodes, that is \( P_{X_s}[k,l] = p_{l} \) for all \( k \). For optimization, each probability \( p_{l} \) is parameterized by \( m_l \in \mathbb{R} \) through

\[
\sigma(m_l), \text{ where } \sigma \text{ denotes the sigmoid function.}
\]

To compute \( P_{A_s} \), we apply a single-layer feed-forward network to the source and target node features, similar to the attention mechanism in GAT \cite{24}. Specifically, we have

\[
P_{A_s}[i,j] = \sigma([x_i \odot p||x_j \odot p]^T b)
\]

(4)

where \( p \) is a vector containing the node feature probabilities, \( b \) is a parameter to be learned, and \( || \) denotes concatenation. Note that the node feature values are adjusted for their feature importance in this computation. This is to remove noisy, unimportant node features when computing the edge importance probability. Overall, the parameters \( m \in \mathbb{R}^d \) containing \( m_l \) and \( b \in \mathbb{R}^{2d} \) are used for the inference of \( P_{A_s} \) and \( P_{X_s} \).

### 3.3 GISST loss function

To optimize the GISST parameters \( m \) and \( b \), we consider the output computation in Equation 3, which is used in the model prediction loss function. GISST can be used for any graph-related task such as node classification, link prediction, and community detection. Without loss of generality, here we focus on the task of node classification as a concrete demonstration.

Suppose we have possible labels \( Y \in \{0, 1, \ldots, C\} \). Let \( \hat{y} \in (0,1)^{N \times C} \) be the softmax-transformed output of \( \Phi(A \odot P_{A_s}, X \odot P_{X_s}) \). Then we can consider the cross-entropy loss function

\[
L_{\text{class}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} -y_{i,c} \log(\hat{y}_{i,c})
\]

(5)

where \( y \) is the one-hot encoding for the actual node labels. Because the GISST parameters \( m \) and \( b \) are included in the classification loss through \( P_{A_s} \) and \( P_{X_s} \), GISST has the desirable property that it infers \( P_{A_s} \) and \( P_{X_s} \) specifically important for a GNN model’s classification performance.

To induce sparsity on \( P_{A_s} \), we consider the L1 and entropy regularization loss

\[
L_{P_{A_s},L1} = \frac{1}{N^2} \sum_{i,j} P_{A_s}[i,j]
\]

(6)

and

\[
L_{P_{A_s},\text{entropy}} = \frac{1}{N^2} \sum_{i,j} P_{A_s}[i,j] \log(P_{A_s}[i,j]) + (1 - P_{A_s}[i,j]) \log(1 - P_{A_s}[i,j])
\]

(7)
Both the L1 and entropy regularization terms induce sparsity by driving some entries in $P_A$ towards zero. At the same time, the entropy loss also induces important edges to have probability close to one. The same L1 and entropy regularization are applied to $P_X$, denoted as $L_{P_A, L1}$ and $L_{P_X, entropy}$. Finally, to optimize a GISST model, the overall loss function is the sum of $L_{class}$, $L_{P_A, L1}$, $L_{P_A, entropy}$, $L_{P_X, L1}$, and $L_{P_X, entropy}$, with penalty coefficients for the regularization losses as hyperparameters. Note that these hyperparameters can be tuned for classification performance. Hence the induced sparsity is useful for the particular classification task.

3.4 GISST interpretability

After optimizing a GISST model, the importance probabilities in $P_A$ and $P_X$ are used for interpretation. An important edge would correspond to a high probability value in $P_A$, similarly for an important node feature with $P_X$. For identifying important subgraph and node features of a specific classification instance, we can interpret the gradient of the instance-specific predicted loss with respect to $P_A$ and $P_X$. For a group of instances, their average predicted loss can be used for interpretation.

3.5 GISST extensions

Any GNN model. The importance probability $P_A$ and $P_X$ can be seen as weighted adjacency matrix and node feature weights. Therefore, GISST can be applied to any GNN model that accepts weighted adjacency matrix and node feature matrix as the input. This includes Graph Convolutional Networks (GCN) [31], GNN with convolution filters [32, 33], and Gated Graph Sequence Neural Networks [34], to name a few. Furthermore, the classification loss in the overall GISST loss can be substituted for any graph-related loss function. Therefore, we can conceptualize GISST as a general framework that is model-agnostic and task-agnostic.

Integrating edge attribute importance. Here we demonstrate that, in theory, the importance of edge attributes such as edge features and edge types can be assessed in GISST. The key insight is that the attention mechanism in Equation 4 is equivalent to fitting a logistic regression model for the importance of an edge. Additional features can be included in the logistic regression model, and their importance can be interpreted through the learned coefficients. For example, suppose we have edge features $z_{i,j} \in \mathbb{R}^h$ for all $i, j$, then we can reformulate Equation 4 to obtain

$$P_A[i, j] = \sigma \left( [x_i \odot p] [x_j \odot p]^T b + z_{i,j}^T a \right)$$  \hspace{1cm} (8)

where $a \in \mathbb{R}^h$ contains the edge feature coefficients, which are used for interpretation as in a logistic regression model. Edge types can be incorporated as discrete edge features. Alternatively, a distinct set of the parameters $b$ and $a$ can be used for each edge type. That is

$$P_A[i, j, r] = \sigma \left( [x_i \odot p] [x_j \odot p]^T b_r + z_{i,j}^T a_r \right)$$  \hspace{1cm} (9)

where $r$ indexes the edge types. With these modifications, GISST can be applied to edge-attributed GNN models such as Relational Graph Convolutional Networks [35].

4 Experiments

In this section, we describe the graph datasets used in our experiments, the quantitative metric used for evaluating important subgraph and node feature identification, alternative methods for comparison, and experimental details. The quantitative results on synthetic datasets and qualitative results on real-world datasets demonstrate that GISST can identify important, meaningful subgraph and node features.

4.1 Datasets

Synthetic datasets. Four synthetic datasets for node classification are constructed with ground truth edge and node feature importance to quantitatively evaluate important edge and node feature identification performance. The graph structures are generated in accordance to [27]. However, to
evaluate important node feature identification, we generate 40 important and 10 unimportant node features from Gaussian distributions. In order to differentiate between our synthetic datasets and the ones in [27], we describe our synthetic datasets as “noisy.” Overall, we have the following. (1) Noisy BA-House consists of a Barabasi-Albert (BA) graph of 300 nodes with 80 five-node house-structured motifs, where the nodes in the BA graph belongs to one class, and the top, middle, and bottom of a house motif belong to three distinct classes. (2) Noisy BA-Community is a union of two Noisy BA-House graphs joined by random edges, with 8 classes based on graph membership and structural roles. (3) Noisy Tree-Cycle consists of an 8-level balanced binary tree with 80 six-node cycle motifs, where nodes in the tree and cycles are considered as two different classes. (4) Noisy Tree-Grid is the same as Noisy Tree-Cycle except that the motif structure is a 3-by-3 grid. The edges defining a motif structure such as a house or cycle are considered important for the nodes in the structure. Important node features are generated with a mean difference of 1 between different classes, whereas unimportant node features are generated from the same distribution. A standard deviation of 0.15 is used for datasets containing more than two classes, and 0.5 for binary classification datasets.

Real-world datasets. To visually assess importance interpretation in real-world datasets, we consider two graph classification datasets. (1) The Mutagenicity dataset contains 4,337 molecule graphs labeled as mutagenic or non-mutagenic in S. typhimurium [36]. (2) The REDDIT-BINARY dataset contains 2,000 graphs labeled as question/answer-based or discussion-based community in the content-aggregation website Reddit [37].

4.2 Evaluation

In synthetic datasets where we know the ground truth edge importance, we can quantitatively evaluate important edge identification performance. In real-world applications, only a few most important nodes and edges are visualized for human-readable interpretation and cost-associated actionable impact. We simulate this scenario and focus on edge explanation precision, which is defined as the proportion of important edges in an important subgraph extracted based on edge importance scores. Important structures in the considered datasets are connected subgraphs with some minimum number of nodes $V_M$. Therefore, an important subgraph is extracted by a search to find the maximum threshold for removing less important edges, such that the subgraph contains at least $V_M$ nodes. This subgraph extraction procedure is the same as in [27]. Node feature explanation precision is defined as the proportion of ground truth important node features in the top-K identified node features.

4.3 Alternative methods

We consider three alternative methods for generating edge and node feature importance score. (1) Average attention weight across the layers in a GAT model is computed as edge importance [24]. GAT does not compute attention weights for node features, so the attention-based method is not applicable to node feature importance. (2) Gradients of the predicted classification loss with respect to the adjacency matrix and input node features are computed as edge importance and node feature importance, respectively. (3) GNNExplainer is a post-hoc model that requires further optimization to generate edge and node feature importance for a specific node [27].

4.4 Implementation details

All datasets are split 80/10/10 as the training, validation, and test set. Normalized node degree is used as node feature in the REDDIT-BINARY dataset. All the parameters are initialized using the Xavier uniform initialization [38], and the Adam optimizer is used for training [39]. For synthetic datasets, we set $V_M$ to be the size of the motifs, and the top-40 important node features are considered for evaluation. For the real-world datasets, $V_M$ is set to 15 to capture important complex structure such as fused carbon rings [40]. Important subgraphs for the motif nodes and important node features for all the nodes in the test sets are extracted for evaluation. Only the computation subgraph, as opposed to the entire input graph, for a particular node is considered for subgraph extraction, since all the other information is not used for computing the node’s output. For example, in a GNN with three graph convolution layers, only the three-step neighborhood of a node is considered. Average node feature importance score across nodes is used for node feature explanation precision, where the minmax normalization is applied to account for scale variability. For graph-level explanation, the average predicted loss across all the nodes is used for the gradient-based results and GISST. For
GNNE explainer, the median of the edge importances, which is robust to outliers, is used. To simulate realistic settings where the ground truth edge and node feature importance labels are not known prior to explanation evaluation, the GNNE explainer hyperparameters are not tuned and are selected based on the suggestions in [27]. Code, datasets, and further optimization details can be found in the Appendix. All the models are implemented in PyTorch and PyTorch Geometric [41, 42].

4.5 Results

Results for synthetic datasets. Edge explanation results on the synthetic datasets are shown in Table 1. Overall, GISST has an average edge explanation precision of 0.772 across all the synthetic datasets, 0.047 higher than the gradient-based method (Grad), 0.204 higher than GNNE explainer, and 0.241 higher than GAT. GISST also has the highest average edge explanation accuracy and similar recall performance as compared to the other methods (see Appendix).

Node feature explanation results are shown in Table 2. For the tree-based binary classification datasets, GISST performs the best in terms of node feature explanation precision. Overall, GISST has the highest average performance of 0.825 across the synthetic datasets. GISST also has the highest average node feature explanation accuracy and recall performance (see Appendix).

Table 1: Edge explanation precision results in synthetic datasets.

| Method       | Noisy BA-House | Noisy BA-Comm | Noisy Tree-Cycle | Noisy Tree-Grid |
|--------------|----------------|---------------|------------------|-----------------|
| GAT          | 0.588          | 0.213         | 0.715            | 0.609           |
| Grad         | 0.650          | 0.539         | 0.858            | 0.853           |
| GNNE explainer | 0.324          | 0.583         | 0.613            | 0.753           |
| GISST        | 0.708          | 0.576         | 0.917            | 0.886           |

Table 2: Node feature explanation precision results in synthetic datasets.

| Method       | Noisy BA-House | Noisy BA-Comm | Noisy Tree-Cycle | Noisy Tree-Grid |
|--------------|----------------|---------------|------------------|-----------------|
| GAT          | NA             | NA            | NA               | NA              |
| Grad         | 0.800          | 0.800         | 0.750            | 0.850           |
| GNNE explainer | 0.750          | 0.775         | 0.825            | 0.800           |
| GISST        | 0.750          | 0.750         | 0.875            | 0.925           |

Results for real-world datasets. We also qualitatively assess model interpretation in real-world datasets. We first note that the graph classification performance is similar across GAT, GCN, and GISST (Table 3).

Table 3: Graph classification accuracy results for real-world datasets.

| Method  | Mutagenicity | REDDIT-BINARY |
|---------|--------------|---------------|
| GCN     | 0.777        | 0.920         |
| GAT     | 0.804        | 0.920         |
| GISST   | 0.786        | 0.915         |

In the Mutagenitinicity dataset, we observe that GISST and Grad can correctly identify fused carbon rings as mutagenic structure [40], whereas GNNE explainer and GAT tend to miss some carbon-carbon bonds (Fig 2). Additionally, GISST can identify the known mutagenic aromatic nitro and amine groups (i.e. the complete carbon ring, NO₂, and NH₂ groups), whereas other methods tend to have an incomplete ring or missing a functional group. GISST also selectively identifies the most important atoms, whereas other methods may place higher importance on atoms absent in the molecules (e.g. F and Br).

In the REDDIT-BINARY dataset, GISST and GNNE explainer can identify the two experts with high degrees (i.e. answering multiple questions) in a question/answer-based community, whereas Grad and GAT tend to focus on only one expert (Fig 3).
5 Conclusion

We developed GISST, a graph model-agnostic and task-agnostic method that yields a sparse featureset and a subgraph structure as part of the model training (optimization) process. As such, GISST provides a component of inherent interpretability by facilitating identification of explanatory subgraphs, thus aiding human understanding of relations and rules inherent in the data and predictive of some outcome. Across synthetic and real-world datasets and both graph-level or node-level prediction problems, our model provides predictive performance comparable to traditional Graph Neural Network formulations, while additionally identifying important features and edges based on importance probabilities that quantitatively and qualitatively match or exceed existing post-hoc interpretation methods.

Future work could explore alternate means of inferring feature ($P_{X_s}$) and edge ($P_{A_s}$) probabilities to improve interpretable graph generation, as well as explore end-to-end learning of the important subgraph sizes. Further, as application of graph interpretability methods is still nascent, we anticipate utility of our method for other graph neural network architectures and vastly different real-world datasets, which will both highlight the power of our approach as well as additional opportunities for improvement.
Broader Impact

Our work seeks to address the ongoing issue of model interpretability and explainability—that is, broadly, knowing what human-interpretable information (e.g. in the input data or learned model parameters) lead to a particular model output [11]. We present here one solution relevant to graph-based neural network models, which should have immediate impact for low-stakes decisions (e.g. recommendation engines, generating new scientific hypotheses), and should be used with mindfulness of any potential limitations if applied to high-stakes decisions (e.g. healthcare, policy).

Finally, it is beyond the scope of our method to correct for any intrinsic data biases leading to interpretations or explanations that could reinforce harmful stereotypes or preconceived notions. That said, a positive benefit of our approach is that it may enable the identification of such biases by providing model output interpretations or explanations.
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### A Further implementation details

For each dataset, the following models are trained: a GAT model, a GCN model (for the gradient-based method and GNNExplainer), and a GISST model (with GCN as the classifier). Two fully connected layers are used with mean pooling to generate graph-level prediction for graph classification datasets. For each model, we tune the number of hidden units ∈ {16, 32}, number of hidden graph convolution/attention layer ∈ {2, 3, 4}, and learning rate ∈ {0.001, 0.005}. Overall L2 penalty ∈ {0.0005, 0.005, 0.005, 0.5} is tuned for GCN and GAT, and {0.0005, 0.005} for GISST. Dropout rate across all hidden layers ∈ {0.1, 0.2, 0.3, 0.4} is tuned for GCN and GAT, and {0.1, 0.2} for GISST. The L1 penalty ∈ {0.005, 0.05, 0.5} for GISST edge probability and {0.0005, 0.005, 0.05} for node feature probability are tuned. The entropy penalty ∈ {0.01, 0.1, 1.0} for GISST edge probability and {0.001, 0.01, 0.1} for node feature probability are tuned. Models are trained for 1000 epochs for the synthetic datasets and 500 epochs for the real-world datasets. For the BA-based synthetic datasets, the final models have 3 graph convolution/attention layers, 4 graph layers for the tree-based synthetic datasets, and 3 graph layers for the real-world datasets. All the models have node classification accuracy ≥ 0.90 for Noisy BA-House, ≥ 0.82 for Noisy BA-Community, ≥ 0.97 for Noisy Tree-Cycle, and ≥ 0.99 for Noisy Tree-Grid. Code and datasets will be available at [https://github.com/gisst/gisst](https://github.com/gisst/gisst).

### B Additional explanation performance results for synthetic datasets

**Table S1: Edge explanation accuracy results in synthetic datasets.**

| Method        | Noisy BA-House | Noisy BA-Comm | Noisy Tree-Cycle | Noisy Tree-Grid |
|---------------|----------------|---------------|------------------|-----------------|
| GAT           | 0.978          | 0.974         | 0.811            | 0.677           |
| Grad          | 0.979          | 0.985         | 0.802            | 0.746           |
| GNNExplainer  | 0.971          | 0.986         | 0.759            | 0.728           |
| GISST         | **0.980**      | 0.985         | **0.812**        | **0.754**       |

**Table S2: Edge explanation recall results in synthetic datasets.**

| Method        | Noisy BA-House | Noisy BA-Comm | Noisy Tree-Cycle | Noisy Tree-Grid |
|---------------|----------------|---------------|------------------|-----------------|
| GAT           | 0.250          | 0.258         | **0.571**        | 0.299           |
| Grad          | 0.275          | 0.201         | 0.377            | 0.359           |
| GNNExplainer  | 0.217          | **0.322**     | 0.446            | **0.369**       |
| GISST         | **0.288**      | 0.228         | 0.382            | 0.365           |
### Table S3: Node feature explanation accuracy results in synthetic datasets.

| Method       | Noisy BA-House | Noisy BA-Comm | Noisy Tree-Cycle | Noisy Tree-Grid |
|--------------|----------------|---------------|------------------|-----------------|
| GAT          | NA             | NA            | NA               | NA              |
| Grad         | 0.680          | 0.680         | 0.600            | 0.760           |
| GNNExplainer | 0.600          | 0.640         | 0.720            | 0.680           |
| GISST        | 0.600          | 0.600         | 0.800            | 0.880           |

### Table S4: Node feature explanation recall results in synthetic datasets.

| Method       | Noisy BA-House | Noisy BA-Comm | Noisy Tree-Cycle | Noisy Tree-Grid |
|--------------|----------------|---------------|------------------|-----------------|
| GAT          | NA             | NA            | NA               | NA              |
| Grad         | 0.800          | 0.800         | 0.750            | 0.850           |
| GNNExplainer | 0.750          | 0.775         | 0.825            | 0.800           |
| GISST        | 0.750          | 0.750         | 0.875            | 0.925           |