TWO-LAYER CLUSTERING-BASED SPARSIFYING TRANSFORM LEARNING FOR LOW-DOSE CT RECONSTRUCTION
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ABSTRACT
Achieving high-quality reconstructions from low-dose computed tomography (LDCT) measurements is of much importance in clinical settings. Model-based image reconstruction methods have been proven to be effective in removing artifacts in LDCT. In this work, we propose an approach to learn a rich two-layer clustering-based sparsifying transform model (MCST2), where image patches and their subsequent feature maps (filter residuals) are clustered into groups with different learned sparsifying filters per group. We investigate a penalized weighted least squares (PWLS) approach for LDCT reconstruction incorporating learned MCST2 priors. Experimental results show the superior performance of the proposed PWLS-MCST2 approach compared to other related recent schemes.

Index Terms— Low-dose CT, model-based image reconstruction, unsupervised learning, sparse representation.

1. INTRODUCTION
Low-dose computed tomography (LDCT) has received much interest in clinical and other settings. A predominant challenge in LDCT is to obtain high-quality reconstructions despite the reduced intensity of radiation. Traditional methods such as analytical filtered back-projection (FBP) [1] perform poorly for LDCT reconstruction, and produce substantial streak artifacts. Model-based image reconstruction methods have been especially popular for LDCT. In particular, penalized weighted least squares (PWLS) approaches incorporating the edge-preserving (EP) regularizer [3] significantly reduce the artifacts present in FBP images.

Other works have proposed an adaptive regularization term for statistical iterative reconstruction. In particular, there has been growing interest in designing data-driven regularizers that capture complex sparse representations of signals from training datasets [4,5]. Sparsifying transform learning [6] is a generalization of analysis dictionary learning and is an approach for learning models that when applied to images approximately sparsify them. Compared to conventional synthesis dictionary learning methods [4] that are often NP-Hard and involve expensive algorithms, sparsifying transform learning methods are computationally very efficient due to closed-form sparse code and transform updates. In particular, the optimal sparse coefficients in the transform model are typically found by thresholding operations.

Due to their low computational cost, several transform learning-based methods have been studied for image reconstruction in recent years including the union of transforms approach based on data clustering (ULTRA) [7] and multi-layer sparsifying transform (MRST) models [8,9], where the transform domain feature maps (filter sparsification residuals) are sequentially sparsified over layers. Although, both ULTRA and learned MRST models offer benefits for LDCT reconstruction, the MRST model tends to oversmooth image details [9]. On the other hand, the union of transforms (ULTRA) model can flexibly capture a diversity of image edges and subtle details and contrast by learning a transform for each class of features, which motivates combining its benefits with the richness of deep transform models.

In this paper, we propose unsupervised learning of a two-layer clustering-based sparsifying transform model (referred to as MCST2) for images, where image patches and their feature maps (filtering residuals) in the transform domain are clustered into different groups, with a different learned transform per group. The image patches or features in each group are assumed sparse under a common transform. We derive an exact block coordinate descent algorithm for both transform learning and for image reconstruction with a learned MCST2 regularizer. We investigate the performance of PWLS with MCST2 regularization for LDCT reconstruction. Our experimental results show that MCST2 achieves improved image reconstruction quality compared to several recent learned sparsity-based approaches. PWLS-MCST2 also significantly outperforms conventional methods such as FBP and PWLS-EP.

2. ALGORITHM FOR MODEL TRAINING
2.1. Problem formulation
Our proposed method is patch-based. The underlying cluster optimization over two layers groups the train-
ing patches and their corresponding filter residuals (feature maps) into different classes. The transform domain residuals in the second layer contain finer structures that are sparsified with a union (collection) of transforms. Our formulation for training the MCST2 model is as follows, with \( \mathcal{H}_0 = \{ \Omega_{1,k}, \Omega_{2,l}, \tilde{Z}_{1,i}, \tilde{Z}_{2,j}, C_{1,k}, C_{2,l} \} \) denoting the set of all optimized variables:

\[
\min_{\Omega_{1,k}} \sum_{k=1}^K \sum_{i \in C_{1,k}} ||\Omega_{1,k} \mathbf{R}_{1,i} - \mathbf{Z}_{1,i}||_2^2 + \eta_1^2 ||\mathbf{Z}_{1,i}||_0
\]

\[
+ \sum_{l=1}^L \sum_{j \in C_{2,l}} ||\Omega_{2,l} \mathbf{R}_{2,j} - \mathbf{Z}_{2,j}||_2^2 + \eta_2^2 ||\mathbf{Z}_{2,j}||_0.
\]

2.2. Transform Learning Algorithm

We propose an exact block coordinate descent (BCD) algorithm to optimize (P0) by alternatively updating \( \{ \Omega_{1,k}, C_{1,k} \} \), \( \{ \Omega_{2,l}, C_{2,l} \} \), and the transforms \( \Omega_{1,k} \) and \( \Omega_{2,l} \). When updating each set of variables, the other variables are kept fixed. Since the solutions to the subproblems are computed exactly, the objective function in (P0) converges over the BCD iterations.

2.2.1. Update Coefficients and Clusters in the First Layer

Here, we solve (P0) with respect to the coefficients and cluster memberships in the first layer (\( \{ \mathbf{Z}_{1,i}, C_{1,k} \} \)), with the other variables fixed. This leads to the following subproblem (1), whose exact solution is shown in (2) and (3) (can be derived similar to (7) and (10)), with \( H_{\eta_1}(\cdot) \) denoting the hard-thresholding operator that sets vector elements with magnitude less than \( \eta_1 \) to zero.

\[
\hat{k}_i = \arg \min_{1 \leq k \leq K} \| \Omega_{1,k} \mathbf{R}_{1,i} - \tilde{\mathbf{Z}}_{1,i} \|_2^2 + \eta_1^2 \| \mathbf{Z}_{1,i} \|_0
\]

where \( \tilde{\mathbf{Z}}_{1,i} = H_{\eta_1/\sqrt{2}}(\Omega_{1,k} \mathbf{R}_{1,i} - 0.5 \mathbf{Q}_{2,k}^T \mathbf{Z}_{2,j}) \) and \( \hat{i} \) denotes the fixed cluster membership in the second layer. The optimal \( \tilde{\mathbf{Z}}_{1,i} \) is then given as follows:

\[
\tilde{\mathbf{Z}}_{1,i} = H_{\eta_1/\sqrt{2}}(\Omega_{1,k} \mathbf{R}_{1,i} - 0.5 \mathbf{Q}_{2,k}^T \mathbf{Z}_{2,j}), \quad \forall i.
\]

2.2.2. Update of Transforms in the First Layer

In this step, we solve subproblem (4) for the transforms \( \{ \Omega_{1,k} \} \) with the other variables fixed.

\[
\min_{\Omega_{1,k}} \sum_{k=1}^K \sum_{i \in C_{1,k}} \| \Omega_{1,k} \mathbf{R}_{1,i} - \mathbf{Z}_{1,i} \|_2^2
\]

\[
+ \sum_{l=1}^L \sum_{j \in C_{2,l}} \| \Omega_{2,l} \mathbf{R}_{2,j} - \mathbf{Z}_{2,j} \|_2^2.
\]

The problem decouples into \( K \) parallel updates, one for each \( \Omega_{1,k} \). Let \( \mathbf{R}_{1,i}, \mathbf{C}_{1,k} \) and \( \tilde{\mathbf{Z}}_{1,i}, \mathbf{C}_{1,k} \) be matrices with columns \( \mathbf{R}_{1,i}, i \in C_{1,k} \), respectively, and let \( \mathbf{Z}_{2,j}, \mathbf{C}_{2,l} \) be matrix defined similarly. Then, denoting the full singular value decomposition (SVD) of \( \mathbf{R}_{1,i} \mathbf{C}_{1,k} \) as \( \mathbf{U}_{1,k} \mathbf{\Sigma}_{1,k} \mathbf{V}_{1,k}^T \), where \( \mathbf{Q}_k \) is defined in (5), the optimal solution is \( \Omega_{1,k} = \mathbf{V}_{1,k} \mathbf{U}_{1,k}^T \).

\[
\mathbf{Q}_k = [\Omega_{1,1}^T, \Omega_{1,2}^T, \cdots, \Omega_{1,K}^T] \mathbf{C}_{1,k}^T \in \mathbb{R}^{K \times \mathcal{N}},
\]

2.2.3. Update Coefficients and Clusters in the Second Layer

Next, we solve subproblem (6) with \( \{ \mathbf{Z}_{1,i}, C_{1,k} \}, \mathbf{Z}_{2,j}, \mathbf{C}_{2,l} \} \) fixed. The (joint) optimal solution for \( \{ \mathbf{Z}_{2,j}, \mathbf{C}_{2,l} \} \) can be exactly computed as shown in (7) and (8).

\[
\hat{j}_i = \arg \min_{1 \leq l \leq L} \| \Omega_{2,l} \mathbf{R}_{2,j} - \tilde{\mathbf{Z}}_{2,j} \|_2^2 + \eta_2^2 \| \mathbf{Z}_{2,j} \|_0, \quad \forall j \in C_{2,l},
\]

where \( \tilde{\mathbf{Z}}_{2,j} = H_{\eta_2}(\Omega_{2,j} \mathbf{R}_{2,j}) \). Then the optimal solution to \( \tilde{\mathbf{Z}}_{2,j} \) is as follows:

\[
\tilde{\mathbf{Z}}_{2,j} = H_{\eta_2}(\Omega_{2,j} \mathbf{R}_{2,j}), \quad \forall j.
\]

2.2.4. Update of Transforms in the Second Layer

In this step, we solve the following subproblem for \( \Omega_{2,j} \), with the other variables kept fixed:

\[
\min_{\Omega_{2,j}} \sum_{l=1}^L \sum_{j \in C_{2,l}} \| \Omega_{2,j} \mathbf{R}_{2,j} - \mathbf{Z}_{2,j} \|_2^2.
\]
3. APPROACH FOR IMAGE RECONSTRUCTION

3.1. CT Reconstruction Formulation

After learning the collections of transforms \( \{\Omega_{1,k}\} \) and \( \{\Omega_{2,l}\} \), the learned MCST2 model is incorporated into the reconstruction problem via a data-driven regularizer. We then reconstruct the (vectorized) image \( x \in \mathbb{R}^{N_p} \) from noisy sinogram measurements \( y \in \mathbb{R}^{N_d} \) by solving the following problem:

\[
\min_{x \geq 0} \frac{1}{2} \|y - Ax\|_W^2 + \beta S(x),
\]

where the regularizer \( S(x) \) is defined as follows, with \( H_k = \{Z_{1,i}, Z_{2,j}, C_{1,k}, C_{2,l}\} \) again denoting the set of all optimized variables:

\[
\min_{H_k} \sum_{k=1}^{K} \sum_{i \in C_{1,k}} \|\Omega_{1,k}R_{1,i} - Z_{1,i}\|_2^2 + \gamma_1^2\|Z_{1,i}\|_0 \\
+ \sum_{l=1}^{L} \sum_{j \in C_{2,l}} \|\Omega_{2,l}R_{2,j} - Z_{2,j}\|_2^2 + \gamma_2^2\|Z_{2,j}\|_0,
\]

s.t. \( R_{1,i} = P_i x, \quad R_{2,j} = \Omega_{1,k}R_{1,i} - Z_{1,i}, \quad \forall i \in C_{1,k}, \forall k. \)

In problem (P1), \( A \in \mathbb{R}^{N_d \times N_p} \) denotes the CT measurement matrix, and \( W \in \mathbb{R}^{N_d \times N_d} \) is a diagonal weighting matrix, whose diagonal elements are the estimated inverse variances of elements of \( y \). The operator \( P_i \) extracts the \( i \)th vectorized patch of \( x \) as \( P_i x \). The parameter \( \beta \) denotes the regularizer weighting, and \( \gamma_1 \) and \( \gamma_2 \) are non-negative parameters that control the sparsity levels of the sparse coefficients.

3.2. Image Reconstruction Algorithm

Similar to the learning algorithm, we use an exact block coordinate descent (BCD) algorithm to optimize (P1). The algorithm cycles over updates of the image \( x \), sparse coefficients \( Z_1 \) and \( Z_2 \), and cluster memberships \( \{C_{1,k}\}, \{C_{2,l}\} \). The algorithm enforces monotone decrease of the underlying objective.

3.2.1. Image Update Step

In this step, we update \( x \) in (P1) with the other variables fixed, which leads to the subproblem (11). We use the efficient relaxed LALM (rLALM) algorithm [12] to solve (11). The detailed description of this algorithm can be found in [10].

\[
\min_{x \geq 0} \frac{1}{2} \|y - Ax\|_W^2 + \beta S_1(x),
\]

where \( S_1(x) \triangleq \sum_{k=1}^{K} \sum_{i \in C_{1,k}} \|\Omega_{1,k}P_i x - Z_{1,i}\|_2^2 \\
+ \sum_{l=1}^{L} \sum_{j \in C_{2,l}} \|\Omega_{2,l}(\Omega_{1,k}P_i x - Z_{1,j}) - Z_{2,j}\|_2^2.
\]

3.2.2. Sparse Coding and Clustering Step

With \( x \) fixed, (P1) is reduced to the same subproblems as (11) and (6). Then \( \{Z_{1,i}, C_{1,k}\} \) and \( \{Z_{2,j}, C_{2,l}\} \) are updated in the same manner as in (2), (3), (7), and (8).

4. EXPERIMENTS

4.1. Experiment Setup

We study the performance of MCST2 for the XCAT phantom and Mayo Clinic data. For XCAT phantom case, the low-dose measurements are simulated from the groundtruth image with GE 2D LightSpeed fan-beam geometry corresponding to a monoenergetic source. For Mayo Clinic data case, we simulated the low-dose measurements from the regular-dose images with a fan-beam CT geometry corresponding to a monoenergetic source. The width of each detector column is 1.2858 mm, the distances from source to detector, source to rotation center are 1085.6 mm and 595 mm, respectively. We set the incident photon intensity \( I_0 = 1 \times 10^4 \) per ray and with no scatter. The “Posiion + Gaussian” noisy model [13] is used to generate synthesized low-dose measurements of size \( 888 \times 984 \) for the XCAT phantom and \( 736 \times 1152 \) for Mayo Clinic data, respectively. Two types of metrics (RMSE and SSIM) are applied for evaluating image reconstruction quality. We compute the root mean square error (RMSE) and the structural similarity index measure (SSIM) in a circular central region of the images, which includes all the tissues.

4.2. Transform Learning

For the learning stage, we used five 420 \( \times \) 420 XCAT phantom slices to train the MCST2 model. We also used seven slices of size 512 \( \times \) 512 from the Mayo Clinic data set to learn transforms. We ran 1000 iterations of the BCD algorithm to ensure convergence. The number of clusters in the two layers were 5 and 2, respectively. We set \( (\eta_1, \eta_2) = (125, 70) \) and \( (60, 10) \) for the XCAT phantom and Mayo Clinic data, respectively. Fig. 1 shows the transforms in the MCST2 model that were learned from the XCAT phantom data. Each row of the transform matrices is displayed as an \( 8 \times 8 \) square patch. The pre-learned transforms in the first layer (blue box) show oriented and gradient-like features that sparsify the training image patches. For the second layer, the pre-learned transforms (red box) capture finer level features that further sparsify the filtering residuals.

![Fig. 1: Pre-learned transforms from XCAT phantom for the MCST2 model with 5 clusters in the first layer (shown in the blue box) and 2 clusters in the second layer (shown in the red box). Each row of the transform matrices is displayed as a square 8 \( \times \) 8 patch.](image-url)
ULTRA [7] are also included to verify the usefulness of the proposed MCST2 model. We set $\beta = 2^{15.5}$ for PWLS-EP and ran 1000 iterations of the algorithm to ensure convergence. We ran 1500 iterations for the other iterative algorithms. The parameters for the XCAT phantom and Mayo Clinic data experiments with the three transform learning-based methods are as follows: $(\beta, \gamma_1, \gamma_2) = (7 \times 10^4, 30, 10)$ and $(2 \times 10^5, 30, 12)$ for PWLS-MRST2; $(\beta, \gamma) = (2 \times 10^5, 20)$ and $(5 \times 10^4, 20)$ for PWLS-ULTRA; $(\beta, \gamma_1, \gamma_2) = (1.5 \times 10^5, 20, 5)$ and $(4.5 \times 10^4, 25, 5)$ for PWLS-MCST2. Fig. 2 and 3 show the reconstructions of slices of the XCAT phantom and Mayo Clinic data, respectively. Apart from significantly outperforming the traditional FBP and PWLS-EP methods, the proposed PWLS-MCST2 method performs the best in terms of both RMSE and SSIM compared to the recent MRST2 and ULTRA schemes. Furthermore, PWLS-MCST2 improves the image reconstruction quality by removing more notorious artifacts in the margin regions and preserving critical details in the central region.

Fig. 2: Comparison of reconstructions of one slice of the XCAT phantom with the FBP, PWLS-EP, PWLS-MRST2, PWLS-ULTRA, and PWLS-MCST2 methods, respectively, at incident photon intensity $I_0 = 1 \times 10^4$. The display window is [800, 1200] HU.

Fig. 3: Comparison of reconstructions of one slice from the Mayo Clinic data with the FBP, PWLS-EP, PWLS-MRST2, PWLS-ULTRA, and PWLS-MCST2 schemes, respectively, at incident photon intensity $I_0 = 1 \times 10^4$. The display window is [800, 1200] HU.

5. CONCLUSION

This paper proposes learning a two-layer clustering-based sparsifying transform model (MCST2) for CT images, wherein both the image data and feature (transform residual) maps are divided into multiple classes, with sparsifying filters learned for each class. We present an exact block coordinate descent algorithm to train the MCST2 model from limited unpaired (clean) training data. Our experimental results with simulated XCAT phantom and Mayo Clinic data illustrate that the PWLS approach incorporating the learned MCST2 regularizer outperforms recently proposed MRST2 and ULTRA models. It also provides a significant improvement compared to conventional FBP and PWLS-EP methods. Future work will incorporate and explore deeper MCST models as well as other imaging applications.
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