Recent advances in RNA structurome
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RNA structures are essential to support RNA functions and regulation in various biological processes. Recently, a range of novel technologies have been developed to decode genome-wide RNA structures and novel modes of functionality across a wide range of species. In this review, we summarize key strategies for probing the RNA structurome and discuss the pros and cons of representative technologies. In particular, these new technologies have been applied to dissect the structural landscape of the SARS-CoV-2 RNA genome. We also summarize the functionalities of RNA structures discovered in different regulatory layers—including RNA processing, transport, localization, and mRNA translation—across viruses, bacteria, animals, and plants. We review many versatile RNA structural elements in the context of different physiological and pathological processes (e.g., cell differentiation, stress response, and viral replication). Finally, we discuss future prospects for RNA structural studies to map the RNA structurome at higher resolution and at the single-molecule and single-cell level, and to decipher novel modes of RNA structures and functions for innovative applications.
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Introduction

RNA structure serves as important genetic information for RNA besides the nucleotide sequence that carries the coding information. Folding endows RNA molecules with catalytic, scaffolding, and perceptive functions. In 1965, Robert Holley and his collaborators published the nucleotide sequence of yeast alanine transfer RNA (tRNA) and proposed its possible secondary structure (Holley et al., 1965). In 1974, two groups independently acquired the 3 Å structure of tRNA by X-ray crystallography (Kim et al., 1974; Robertus et al., 1974), and scientists reached a consensus on a specific L-shaped tertiary structure of tRNA based on its cloverleaf secondary structure. In 1982, Tom Cech’s group discovered that ribozymes could splice themselves from host RNA in the absence of protein, which was intrinsic to their RNA structure (Kruger et al., 1982). Over the ensuing decades, RNAs became increasingly recognized as functional macromolecules, leading to the proposal of the RNA world hypothesis.

RNA folding is considered a hierarchical stochastic process driven by the pairing (hydrogen bonding) of a subset of its bases, such as G-C, A-U, or G-U base pairs, to form various RNA secondary structures. Continuous base pairs, called RNA stems or helices, are rigid elements that can interact hierarchically to form complex higher-order three-dimensional (3D) structures with many recurrent tertiary motifs, such as the kink-turn. Moreover, RNA helices can be formed by short- or very long-range interactions, or even by crossing interactions (called pseudoknots). Although these complicated and dynamic features of RNA structure not only endow RNAs with their extensive functional versatility, they also make the algorithmic prediction of RNA structure quite challenging. For decades, researchers have attempted to decipher the structural code of RNA by computationally predicting the 3D structure of its primary sequences. However, this is a huge challenge and much more difficult than predicting the 3D structure of proteins, which has recently made breakthroughs based on deep learning techniques such as AlphaFold (Jumper et al., 2021). One of the difficulties is that the available training data for RNAs with known structures is very limited, especially for large and complex RNA structures.

Although RNA 3D structures are too complicated to be predicted de novo, researchers have developed many algorithms and programs to predict RNA secondary structure(s), which can be decomposed into RNA helices, bulges, hairpins, and multiple types of loops. Based on realistic energy functions with experimentally measured parameters, highly efficient algorithms have been implemented to model the RNA structure in terms of minimum free energy (MFE), with representative programs including RNAstructure (Mathews, 2014) and the ViennaRNA package (Lorenz et al., 2011), which have been widely used and continuously updated to date. Although these programs have achieved satisfactory performance on short RNAs less than 100 nt, accuracy becomes limited for long RNA sequences.

RNA secondary structure prediction can be improved by experimental data, and many programs, such as the Vienna RNA package, support computational folding of RNAs with hard or soft constraints by incorporating data from probing experiments. Previously, experimental evidence was often obtained from enzymatic cleavage-based RNA structure probing by running long polyacrylamide gel electrophoresis (PAGE) gel(s) on a single RNA, which was both time-consuming and labor-intensive. Subsequently, a revolutionary technique called PARS (parallel analysis of RNA structure) was developed by coupling high-throughput sequencing with RNA structure-specific RNase V1 and S1 nuclease to provide quantitative cleavage signals for thousands of RNAs simultaneously (Kertesz et al., 2010). Since then, many sequencing-based chemical probing approaches have been created to profile RNA structures in vitro and in vivo at single nucleotide resolution by detecting chemically-probe modified single-stranded sites, such as Dimethyl sulfate sequencing (DMS-seq) (Rouskin et al., 2014), Structure sequencing (Structure-seq) (Ding et al., 2014), selective 2′-hydroxyl acylation analyzed by primer extension sequencing (SHAPE-seq) (Lucks et al., 2011), in vivo click selective 2′-hydroxyl acylation and profiling experiment (icSHAPE) (Spitale et al., 2015), and azido-kethoxal (N3-kethoxal) probing with deep sequencing (Keth-seq) (Weng et al., 2020). Meanwhile, RNA proximity ligation-based high-throughput profiling methods have been developed to identify genome-wide RNA-RNA interactions, such as psoralen analysis of RNA interactions and structures (PARIS) (Lu et al., 2016) and RNA in situ conformation sequencing (RIC-seq) technology (Cai et al., 2020). These methods have efficiently obtained large-scale base-resolution profiling of RNA structural information in vivo, thus improving the fidelity of RNA structure predictions. Recently, biophysical techniques such as cryo-electron microscopy (cryo-EM) (Kappel et al., 2020), atomic force microscopy (AFM) (Spokoini-Stern et al., 2020), and small angle scattering (SAS) (Zhang et al., 2019d) have promoted the direct modeling of RNA 3D structures.
In this review, we summarize recent advances in different techniques for probing the systematic mapping of intramolecular RNA structures and intermolecular RNA-RNA interactions across the transcriptome, referred to as the RNA structurome and interactome, respectively. Note that in some cases, for brevity, we use RNA structurome to represent both intramolecular RNA structures and intermolecular RNA-RNA interactions. We detail the many informative RNA structures found in a wide range of species from viruses, microbes, animals, and plants. In particular, these new technologies have been applied to explore the structural landscapes of the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) RNA genome. The functionalities of various RNA structural motifs, such as frameshifting elements and RNA G-quadruplex (rG4), are detailed by their characteristics, locations, and regulated molecular events. Finally, we discuss future technological development trends aimed at cracking the RNA structural code, such as deep learning and integrative methods, and indicate the detailed mechanism that may need to be studied to dissect how RNA secondary structure determines phenotypes for the development of RNA structure-based applications.

Global mapping of RNA secondary structures

Genome-wide mapping of RNA secondary structures

RNA structure is the basis for RNA function and regulation (Bevilacqua et al., 2016). Although biophysical technologies such as X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy, and cryo-EM are used to obtain RNA 3D structures, generally these methods study only one RNA molecule or complex at a time and are often limited by the crystalization ability of RNA molecules or the flexibility of RNA structures in solution (Leamy et al., 2016). The development of biochemical strategies, including enzymatic and chemical probes that can modify single-stranded and double-stranded bases as well as solvent-accessible bases along RNA, has also greatly expanded our capabilities to study RNA secondary structures in solution (Table 1). In the last decade, the field of RNA biology has witnessed the development of sequencing-based biochemical approaches that have enabled high-throughput profiling of RNA secondary structures (Li et al., 2020).

The first generation of RNA structure probing methods called PARS (Kertesz et al., 2010) uses the membrane impermeable enzymes RNase V1 and S1 nucleases, which recognize double- and single-stranded regions along RNAs, respectively. Upon cleaving at either the double- or single-stranded bases, these enzymes leave behind the 5′ phosphate (5′P) and 3′OH groups, allowing cleavage sites to be directly ligated to an adapter and captured. Since most RNA degraded fragments in the cell contain 5′OH, the 5′P leaving groups allows accurate capture of cleavage events. Then, 3′ adapter ligation, reverse transcription (RT) and sequencing are performed to determine the location of double- and single-stranded bases in the transcriptome. PARS was first applied in vitro to study the RNA structure of the yeast transcriptome and was subsequently utilized to study the thermal stability of yeast RNAs across a series of temperatures. PARS was also applied under lysate conditions to study the human RNA structurome of a family of trios, whereby used to study the heritability of RNA structures passed from father and mother to child. Besides PARS, other enzymatic methods, including FragSeq, dsRNA-seq and ssRNA-seq using the enzymes nuclease P1, RNase V1 and RNase One, respectively, have also been used to probe the transcriptome-wide RNA structures in mice (Underwood et al., 2010), plants (Li et al., 2012b; Zheng et al., 2010), Drosophila and Caenorhabditis elegans (Li et al., 2012a). However, because these methods do not typically support probing RNA structure in vivo (Figure 1A), the way in which RNA folds inside cells remains elusive.

The development of membrane-permeable small molecules to modify the base or sugar-phosphate backbone of unpaired nucleic acids enables high-throughput structure probing of intracellular RNAs (Figure 1B and C). After structure probing and RNA extraction, the following reverse transcription step enables the introduction of stop or mutation sites for the modified sites. Computational pipelines can capture the stop or mismatch profiles of RNAs obtained from sequencing and directly yield RNA secondary structure information in vivo and on a genome-wide scale. Considering the cost and complexity of the experiments, most studies to date have used only one kind of small molecule reagents, each with its own advantages in terms of structure probing. Clearly, it seems that “parallel” studies using multiple reagents would enable a more comprehensive profile of RNA structure. We will elaborate on the details below.

DMS-seq (Rouskin et al., 2014) and Structure-seq (Ding et al., 2014) were among the earliest genome-wide approaches to probe the structure of RNA in vivo. Both methods use DMS, a small molecule that readily reacts with unpaired adenosine and cytidine on the Watson-Crick interface to modify single-stranded regions of cellular RNAs. Modified positions will block RT and generate a prematurely terminated complementary DNA (cDNA) library. The main difference between DMS-seq and Structure-seq is that DMS-seq requires ligation of priming adapters to fragment RNAs prior to PCR and sequencing, whereas Structure-seq uses random hexanucleotide sequences (N6) to directly prime RNA during RT, where cDNA is derived from and then ligated to DNA adapters. The implication here is that Structure-seq minimizes RNA degradation when constructing cDNA libraries. Based on the sequencing data, the detected 3′ end of the cDNA aligned to the transcriptome indicates the
### Table 1 List of the global mapping strategies for RNA spatial conformation and interaction

| Strategies | Approach | In vivo | In vitro | Chemical probe/ Ligand/Enzyme | Species | Reference | Pros/Cons |
|------------|----------|---------|----------|-------------------------------|---------|-----------|-----------|
| Enzymatic strategies | PARS | In vitro | RNase V1 | Yeast, human cells | (Kertesz et al., 2010; Wan et al., 2014) | Pros: ssRNA and dsRNA information | Cons: In vitro only |
| | FragSeq | In vitro | RNase P1 | Mouse nuclear RNA | (Underwood et al., 2010) | Pros: ssRNA information | Cons: In vitro only |
| | ssRNA- and dsRNA-seq | In vitro | RNaseV1 and RNase One | Drosophila cells, E. coli, Arabidopsis | (Li et al., 2012a; Li et al., 2012b; Zheng et al., 2010) | Pros: ssRNA and dsRNA information | Cons: In vitro only |
| | PIP-seq | In vitro | RNaseV1 and RNase One | HeLa cells, Arabidopsis | (Gosai et al., 2015; Silverman et al., 2014) | Pros: Profiles RNA secondary structure and protein binding sites concurrently | Cons: In vitro only |
| SHAPE-Seq | In vitro | 1M7 | Bacteria | (Lucks et al., 2011) | Pros: First coupling of SHAPE compounds to high throughput sequencing | Cons: In vitro, not transcriptome-wide |
| CIRS-seq | In vitro | DMS, CMCT | Mouse cells | (Incarnato et al., 2014) | Pros: Probe four nucleotides | Cons: In vitro only, no dsRNA information |
| DMS-seq | In vitro/In vivo | DMS | Yeast, human cells, E. coli | (Rouskin et al., 2014; Zhang et al., 2018) | Pros: In vivo | Cons: Only probe A and C, no dsRNA information |
| Structure-seq | In vivo | DMS | Arabidopsis, rice | (Deng et al., 2018; Ding et al., 2015; Ding et al., 2014; Tack et al., 2020) | Pros: In vivo | Cons: Only probe A and C, no dsRNA information |
| Structure-seq2 | In vivo | DMS | Rice | (Ritchey et al., 2017; Se et al., 2018) | Pros: In vivo, optimized structure-seq | Cons: Only probe A and C, no dsRNA information |
| icSHAPE | In vivo | NAI-N3 | Mouse cells, human embryonic stem cells (hESCs) SARS-CoV-2 | (Spatale et al., 2015; Sun et al., 2021a; Wang et al., 2021b) | Pros: In vivo, probe four nucleotides, high signal-to-noise ratio | Cons: No dsRNA information |
| SHAPE-MaP | In vivo | 1M7, 2A3, NAI | HIV-1, HEK293, E. coli, SARS-CoV-2 | (Manfredonia et al., 2020; Marinus et al., 2021; Siegfried et al., 2014; Yang et al., 2021) | Pros: In vivo, probe four nucleotides, high signal-to-noise ratio | Cons: Low mutation ratio, no dsRNA information |
| icSHAPE-MaP | In vivo | NAI-N3 | HEK293T cells | (Luo et al., 2021) | Pros: In vivo, probe four nucleotides, high signal-to-noise ratio | Cons: Low mutation ratio, no dsRNA information |
| Dance-MAP | In vivo | DMS | Jurkat E6-1 cells, RPE-1 cells, HEK293T cells | (Olson et al., 2022) | Pros: In vivo, probe four nucleotides, structure probing of RNAs in multiple conformations | Cons: Require high-abundance RNAs |
| Chemical probing strategies | rG4-seq | In vivo | PDS | HeLa, HEK293T, Arabidopsis, E. coli, P. aeruginosa, plasmodium falciparum | (Dumetz et al., 2021; Kwok et al., 2016a; Shao et al., 2020; Yang et al., 2020b; Yeung et al., 2019) | Pros: In vitro rG4 mapping only | Cons: Require high-abundance RNAs |
| RT Stop profiling | In vitro | DMS | Mouse embryonic stem cells (mESCs) | (Guo and Bartel, 2016) | Pros: 60–80 nt RNA fragments were selected | Cons: Should ideally be performed under single-hit kinetics conditions. CircLigase-mediated intramolecular ssDNA ligation has more bias, in vitro rG4 mapping only |
| G4R seq | In vitro | BioTASQ | BioTASQ | MCF7 | (Yang et al., 2018) | Pros: Ligand-binding based in vivo genome-wide rG4 mapping method | Cons: BioTASQ ligand may change the G4 landscape, the detection resolution is low |
| DMS-MaPseq | In vivo | DMS | Yeast, human cells, Arabidopsis, E. coli, HIV-1, SARS-CoV-2 | (Manfredonia et al., 2020; Tomczosk et al., 2020; Wang et al., 2018; Wang et al., 2018b; Wu and Bartel, 2017; Zhang et al., 2018; Zubradt et al., 2017) | Pros: In vivo, analysis of low-abundance RNAs, structure probing of RNAs in multiple conformations | Cons: Require high-abundance RNAs |
| CAP-STRUCTURE-seq | In vivo | NAI | Arabidopsis | (Yang et al., 2020a) | Pros: Obtain the in vivo RNA structures of intact mRNAs, probe four nucleotides | Cons: No dsRNA information |
| Keth-seq | In vivo | N3-kethoxal | mESCs | (Weng et al., 2020) | Pros: In vivo, reversible labeling of unpaired G | Cons: Only probe G, no dsRNA information |
| SHALIPLE-Seq | In vitro/In vitro | NAI | Arabidopsis, Oryza sativa | (Yang et al., 2020a) | Pros: Genome-wide rG4 mapping in vitro and in vivo | Cons: Dependent on the in vitro unfolding and folding SHALIPLE standards for annotating in vivo status |
| PORL-cupine | In vivo | NAI | hESCs, SARS-CoV-2 virus | (Aw et al., 2021; Yang et al., 2021) | Pros: In vivo, capture the RNA structures of isoforms, structural information of full-length transcripts | Cons: No dsRNA information |

(To be continued on the next page)
A recently developed approach termed Keth-seq (Weng et al., 2020) uses N3-kethoxal to react with guanines on the Watson-Crick interface of single-stranded RNA under mild conditions, ultimately using a similar working principle to the RT-stop-based techniques described above to probe RNA structures in vivo. However, it is worth noting that kethoxal modification in guanines is reversible under alkaline or heating conditions. In practice, this means that Keth-seq (Weng et al., 2020) does not require separate preparation of a

| Strategies | Approach | In vivo | Chemical probe/ Ligand/Enzyme | Species | Reference | Pros/Cons |
|------------|----------|---------|-------------------------------|---------|-----------|-----------|
| CLASH      | In vivo  | UV crosslinking | Yeast, C. elegans | (Helwak et al., 2013; Kudla et al., 2011; Shen et al., 2018) |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA and RNA-RNA interaction | Cons: Profile a defined RBP-organized RNA duplexes only, require radioisotopes during library construction, ligation is performed in dilute solution, relies on overexpressed tagged protein |
|            |          |         |                               |         |           | Cons: Genomewide in vivo RBP-RNA and RNA-RNA interaction, high ligation efficiency |
|            |          |         |                               |         |           | Pros: Profile a defined RBP-organized RNA duplexes only, require radioisotopes during library construction, ligation is performed in dilute solution, requires high-quality antibody |
| hiCLIP     | In vivo  | UV crosslinking | Flip-In T-Rex 293 cells | (Sugimoto et al., 2017) |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA and RNA-RNA interaction, high ligation efficiency |
|            |          |         |                               |         |           | Cons: Profile a defined RBP-organized RNA duplexes only, ligation is performed in dilute solution, relies on overexpressed tagged protein |
| irCLASH    | In vivo  | UV crosslinking | HEK293 cells | (Song et al., 2020) |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA interactions |
|            |          |         |                               |         |           | Cons: limited to determine intra-molecular RNA-RNA interactions due to lack of crosslinking, ligation is performed in dilute solution |
| RPL        | In vivo  | Proximity ligation | Yeast, human cells | (Ramani et al., 2015) |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA interactions, near base-pair resolution |
| PARIS      | In vivo  | AMT crosslinking | HeLa cells, HEK293 cells, mES cells | (Lu et al., 2016) |
|            |          |         |                               |         |           | Cons: Psoralen crosslinking has sequence bias, ligation is performed in dilute solution |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA interactions |
| LIGR-seq   | In vivo  | AMT crosslinking | 293T cells | (Sharma et al., 2016) |
|            |          |         |                               |         |           | Cons: Psoralen crosslinking has sequence bias, ligation is performed in dilute solution |
| SPLASH     | In vivo  | EZ-Link Psoralen-PEG3-Biotin crosslinking | HeLa cells, yeast, E. coil | (Aw et al., 2016) |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA interactions, high signal-to-noise ratio |
| MARIO      | In vivo  | Dual crosslinking with EthylGlycol bis and formaldehyde | Mouse brain, mES cells | (Nguyen et al., 2016) |
|            |          |         |                               |         |           | Cons: RNA duplexes do not associate with any protein are lost, dual crosslinking may introduce false-positive RNA-RNA interactions, ligation is performed in dilute solution |
| RIPPLiT    | In vivo  | No crosslinking | HEK293 cells | (Metkar et al., 2018) |
|            |          |         |                               |         |           | Cons: Profile a defined RBP-organized RNA duplexes only, ligation is performed in dilute solution, relies on overexpressed tagged protein |
| COMRADES   | In vivo  | Azide-modified psoralen crosslinking | Zika virus, SARS-CoV-2 virus | (Ziv et al., 2018; Ziv et al., 2020) |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA interaction of specific RNA |
|            |          |         |                               |         |           | Cons: Psoralen crosslinking has sequence bias, ligation is performed in dilute solution |
|            |          |         |                               |         |           | Pros: Genome-wide in vivo RBP-RNA interactions, high signal-to-noise ratio, in situ proximity ligation, high percentage of chimeric reads |
| RIC-seq    | In vivo  | Formaldehyde crosslinking | HeLa cells, SARS-CoV-2 virus | (Cai et al., 2020; Cao et al., 2021b) |
|            |          |         |                               |         |           | Cons: Formaldehyde crosslinking could link protein-protein, along with protein-RNA interactions |

single-stranded region of RNAs. For both methods, control experiments must be performed during the modification step using a solvent lacking the modifying reagent so as to distinguish true positive signals from background signals (e.g., those caused by natural RT drop-offs). While DMS-seq and Structure-seq provide a comprehensive profile of genomewide RNA secondary structure with in vivo single-nucleotide precision, it is worth noting that DMS reagents reacts only with unpaired A and C bases.
reagent-free control sample; the control can be simply produced by reversing the modifications. Furthermore, N3-kethoxal also has higher labeling activity compared with DMS and can be efficiently permeated into living cells within 1 min.

The SHAPE family of compounds, including NMIA and 1M7, are small molecules that modify all four nucleotides by acetylation of the 2’-OH of the sugar-phosphate backbone in unpaired regions of RNA, thereby providing stop sites in RT (Spitale et al., 2013). To identify a compound with improved solubility and cell membrane penetrability properties, Chang and coworkers synthesized two new compounds, 2-methylnicotinic acid imidazolide (NAI) and 2-methyl-3-furoic acid imidazolide (FAI) (Spitale et al., 2013). These two com-

Figure 1 Schematic diagram of RNA secondary structure probing methods. A, Schematic for the enzymatic-based method, e.g., PARS. RNase V1 (purple) and S1 (pink) cleave double-stranded regions and single-stranded regions of RNA molecules in vitro, respectively, leaving a 5’P end. Due to limitations in sequencing depth, RNA molecules are randomly fragmented. The resulted fragments are sequenced and then aligned to the genome or transcriptome. Each aligned sequence provides structure information for a single base. The marked purple square or pink square illustrates structure information from one mapped sequence, while the light blue squares represent the mapping of additional sequences (light blue bars). B, Schematic for the small-molecule modification methods, e.g., icSHAPE and icSHAPE-MaP. RNA molecules are modified by NAI-N3 in vivo. The modified RNA molecules are attached to a biotin moiety via copper-free click chemistry and enriched using streptavidin beads. During reverse transcription, reverse transcriptase (e.g., Superscript III) stopped (more frequently in the Mg2+ buffer) or caused a mutation (more frequently in the Mn2+ buffer) at the modified position. After library preparation and deep sequencing, the profile of stop or mismatch sites obtained through computational pipelines provide information about RNA secondary structure in vivo. DIBO, dibenzocyclooctyne. C, Schematic for the crosslinking and proximity ligation method, e.g., PARIS. RNA base pairs are fixed in vivo using AMT under UV 365 irradiation. After complete proteinase and partial RNase digestion, the RNA duplexes are purified using two-dimensional electrophoresis. Following proximity ligation and photo-reversal of crosslinks, the duplex RNA fragments are subject to deep sequencing and mapped to the genome. Each read provides evidence for direct base pairing between two RNA fragments. Dashed lines indicate ligations.
pounds can effectively modify RNAs from different organisms, and subsequent improvements in the library preparation protocol led to the fusion of the azido group with NAI to generate NAI-N₃, which can be attached to a biotin moiety via copper-free click chemistry. NAI-N₃-modified RNAs can be enriched by using streptavidin pull-down; this enrichment makes it more effective in probing RNA structures in vivo. This method is called icSHAPE (Spitale et al., 2015). A significant advantage of icSHAPE is the unbiased and efficient modification of all four bases in living cells.

All reverse transcriptase stop (RT-stop) methods share a common limitation: targeted RNAs typically lose 3’ terminus structural information due to loss of mapping of too short sequencing reads. In addition, only one of each cDNA molecule can be used as an RT stop site. As an improvement, other chemical probes such as 2A3 have higher reactivity with RNA and increased membrane permeability for in vivo probing, and new strategies such as mutational mapping (MaP) have been developed to map RNA structural modifications along RNA (Marinus et al., 2021; Wang et al., 2021b), DMS-MapSeq (Zubratt et al., 2017), and icSHAPE-MaP (Luo et al., 2021), which have recently been demonstrated to use RT mutations rather than RT stops for probing modification sites. These RT mutations are caused by the use of SuperScript II Reverse Transcriptase and Mn²⁺ buffer instead of SuperScript III and Mg²⁺. A drawback of these RT-mutation methods though is that more in-depth sequencing is needed to support the bioinformatic analysis to reliably call a single-strand position, as random mutations may be incorporated in the library preparation process. Another benefit is that this method allows multiple mutations to co-exist along a single transcript. This generates a single cDNA molecule with multiple misincorporated nucleotides, each representing a distinct RNA structure signal, enabling single-molecule RNA structure analysis. Since RNAs rarely exist in a single conformation, structural heterogeneity along an RNA can be detected. Such studies have revealed structural heterogeneity in the HIV genome (Tomezsko et al., 2020) and the SARS-CoV-2 genome (Manfredonia et al., 2020). Very recently, a new RNA chemical probing strategy, DANCE-MaP, was used to determine dynamic RNA structural ensembles in vivo, and revealed that the human 7SK noncoding RNA encodes a structural switch in response to cell growth and stress (Olson et al., 2022).

An additional challenge of current high-throughput RNA structure probing strategies is that many transcriptomes, including the human transcriptome, are extensively alternatively spliced. As such, one gene can produce multiple transcripts (gene-linked isoforms) that can only vary by a short sequence between isoforms. Since some of these isoforms may be differentially regulated and show differences in translation and decay, it is difficult to assess the contribution of RNA structure in RNA regulation using short-read Illumina sequencing. To overcome this limitation, Wan and colleagues coupled NAI chemical probing with nanopore direct RNA sequencing to directly detect single-stranded positions along an RNA (Aw et al., 2021). Machine learning can be used to identify shifts in the current flowing through the pore when a base is modified as opposed to unmodified, thereby identifying multiple positions of single-stranded bases along a single RNA. Since nanopore sequencing allows for longer sequencing reads (the median length of sequencing reads for modified RNAs is ~750 bases compared with 2×150 bases in classical Illumina sequencing), this enables unique mapping reads to different gene-linked isoforms and the determination of isoform-specific structures. However, nanopore sequencing is still much more expensive compared with Illumina sequencing for achieving the same depth of sequencing to detect RNA structures.

While the above-mentioned RNA structure probing methods based on enzymatic cleavage or small molecule modification can effectively distinguish single- or double-stranded regions of RNA molecules, they cannot provide detailed RNA base-pairing information for these double-stranded regions. Since RNA base-pairing can occur between bases that are far apart on a linear sequence, e.g., more than 10 kb apart, in order to bring distant RNA regions into close physical space, the experimental data are needed to determine pairwise RNA base-pairing partners. To this end, many research groups have developed proximity ligation sequencing methods, including RPL, PARIS, LIGR-seq, SPLASH, and COMRADES (Aw et al., 2016; Lu et al., 2016; Ramani et al., 2015; Sharma et al., 2016; Ziv et al., 2018). These methods use variations of a reversible photocrosslinkable compound psoralen to crosslink pairwise RNA interactions together, fragment the RNA, and then ligate the interacting RNA regions together prior to reverse crosslinking and library preparation. PARIS (Lu et al., 2016) (psoralen analysis of RNA interactions and structures) reveals RNA duplexes with a near base-pair resolution and simultaneously determines RNA interactions and RNA structure. This method crosslinks base pairs in living cells by using the crosslinker psoralen derivative, 4-aminomethyltrioxsalen (AMT). It then utilizes partial RNase digestion and two-dimensional gel electrophoresis to enrich cross-linked RNA duplexes. After proximity ligation of RNA duplexes and photo-reversal of crosslinks, RNA fragments are read by sequencing to obtain the RNA structureome and interactome. LIGR-seq also uses AMT for RNA crosslinking and enriches duplex fragments by using RNase R to degrade single-stranded fragments. In SPLASH, a biotinylated version of psoralen is used to enrich cross-linking interactions, while COMRADES uses psoralen azide to selectively enrich RNAs of interest via biotinylated probes. Psoralen azide cross-linked RNA fragments are then captured in later steps by adding biotin using click chemistry (Sharma et al., 2016;
Global mapping of RNA G-quadruplex structures

Guanine (G)-rich sequences can be assembled into two or more stacks of G-quartets (Figure 2A) and stabilized by Hoogsteen hydrogen bonding and monovalent cations to form a secondary structure commonly referred to as G-quadruplex (G4) (Figure 2B). The stabilizing effect of G4 by monovalent cations decreases in the following order: K+ > Na+ > Li+ (Neidle and Balasubramanian, 2006). Canonical G4 structures can be bioinformatically predicted based on primary structures (Figure 2B) (Huppert and Balasubramanian, 2005) and categorized into intra- and inter-molecular structures with multiple topologies such as parallel, antiparallel, and hybrid. Non-canonical G4 structures include 2-quartet, bulge, long loop, and G-triplex. Over the years, RNA G-quadruplexes (rG4s) have attracted great interest in the field due to their diverse molecular structures and multifaceted functions in cells (Lyu et al., 2021). G4s in mRNAs are involved in multiple functions, including transcription termination (Skourtis-Statthaki et al., 2011), alternative splicing (Didiot et al., 2008), polyadenylation (Beaudoin and Perreault, 2013), mRNA localization and stability (Ishiguro et al., 2016; Zalfa et al., 2007), as well as the translation process (Lyu et al., 2019). Besides, G4s in non-coding RNAs are important for telomere homeostasis and genome stability (Gros et al., 2008; Pennarun et al., 2005), biogenesis of miRNAs (Rouleau et al., 2018), and piRNAs (Balaratnam et al., 2019; Zhang et al., 2019b). In addition to the functions reported in mammalian systems, rG4s are considered to play critical roles in many species, including but not limited to plants (Kwok et al., 2015; Yang et al., 2020b), bacteria (Shao et al., 2020) and viruses (Fleming et al., 2016), one of which is SARS-CoV-2 causing the current pandemic (Ji et al., 2021). Notably, multiple regulatory functions of rG4 structures have been associated with different human diseases, such as cancer and neurological disorders (Cammas and Millevoi, 2017).

The rapid development of high-throughput next-generation sequencing (NGS) technology has facilitated the possibility of global rG4 mapping across the transcriptome (Table 1). Broadly speaking, NGS-based methods for transcriptome-wide rG4 detection can be classified into in vitro and in vivo rG4 detection.

In 2016, Kwok et al. developed an in vitro rG4 sequencing (rG4-seq) technique that exploits reverse transcriptase stalling (RTS) of the rG4 structure followed by NGS readout (Figure 2C) (Kwok et al., 2016a). They first applied this rG4 profiling method to purified polyadenylated (poly(A))-enriched RNA extracted from HeLa cells. By taking advantage of the fact that the rG4 secondary structure motif can either fold in the presence of K+ or G4-stabilized ligand PDS under K+ (K+/PDS), while unfolding when exposed to Li+ (Kwok and Balasubramanian, 2015), RTS sites can be detected by rG4-seq due to the stops of reverse transcriptase upon encountering G4 under K+ and K+/PDS conditions during the reverse transcription step, while less RTS is detected under Li+ conditions at the same position (Figure 2C). In this study, over 3,000 and 13,000 RT stop sites were detected under K+ and K+/PDS conditions in the human transcriptome, respectively, providing prevalent in vitro rG4 formation in the transcriptome. Moreover, PDS can stabilize rG4, leading to more RT stops compared with the condition where only K+ is used. Recently, the experimental procedures of rG4-seq were further evaluated and optimized with lower RNA input, shorter library preparation time and lower transcriptome abundance variation (Yeung et al., 2019). The associated bioinformatics analysis tool, rG4-seeker, was developed to allow for better false-positive discrimination and improved sensitivity to non-canonical rG4s, enabling high-confidence identification of novel and non-canonical rG4 motifs from rG4-seq experiments (Chow et al., 2020). So far, rG4-seq has been applied to many other species (Dumetz et al., 2021; Shao et al., 2020; Yang et al., 2020b).

Roughly concurrent with the invention of rG4-seq, another in vitro method called RT-stop profiling was developed to detect rG4 structures in mouse embryonic stem cells (mESCs) (Guo and Bartel, 2016). Compared with the rG4-seq method that incorporates K+/PDS as one of the positive G4 folding conditions, RT-stop profiling follows the principle that more RT stops can be detected due to rG4 formation under K+ condition, while fewer RT stops under Na+ and Li+ conditions are due to fewer rG4 structures being folded as negative controls. Moreover, DMS probing was also incorporated into the RT-stop profiling method because the N7 position of Guanine nucleotides can be methylated by DMS to inhibit rG4 formation under K+ conditions. Despite the presence of K+ during reverse transcription, DMS probing under denaturing conditions (95°C, 0 mmol L−1 K+) substantially diminishes RT stops at G residues, resulting in less RT stops compared with the case without DMS treatment.
under the same RT conditions. Some similarities and differences can be spotted between the two methods. Similar to rG4-seq, a few thousand strong RT stops were detected under K⁺ conditions rather than Li⁺ and Na⁺ conditions, and both methods were developed to explore in vitro rG4 in the transcriptome. RT-stop profiling generated 60–80 nt RNA fragments for 3′ adapter ligation, while rG4-seq generated around 250–300 nt of fragmented RNA to ensure that the flanking sequence is long enough to better cover and represent the rG4 structural subtypes, such as rG4s with long loops (Jodoin et al., 2014). In the study by Guo and Bartel (2016), the folding or unfolding of rG4 in vivo was also performed by coupling DMS-seq (Rouskin et al., 2014) and RT-stop profiling based on the DMS specificity of the
methylated N7 position of G residues (m7G). In this method, the in vivo folding state of rG4s were detected based on structural protection from DMS modification and refolding during reverse transcription, leading to strong RT stop signals. Whereas those residues within unfolded G4s in cells were modified by DMS and thus unable to form G4 during reverse transcription, resulting in different RT patterns from those of in vitro folded G4s. Overall, thousands of mammalian G-rich RNA regions have been reported to fold into G-quadruplex structures in vitro; however, most of these G4-forming regions are shown to be unfolded in mammalian cells and yeast. Later, they also used NAI as well as RT-stop profiling and showed similar results in mESCs.

NAI was also used to probe RNA for G4 mapping, followed by a primer extension reaction consisting of a homemade Li+-containing reaction buffer, a method referred to as selective 2′-hydroxyl acylation with lithium ion-based primer extension (SHALiPE) (Kwok et al., 2016b). Since SHALiPE is a low-throughput method for individual G4 mapping, it was exploited to develop SHALiPE sequencing (SHALiPE-Seq) to achieve in vivo global G4 mapping (Yang et al., 2020b). This method is based on strong modifications of the last G in the G4 sequence by NAI, which may lead to an RTS during reverse transcription and further detection by NGS (Figure 2D). In this study, in vivo SHA LiPE profiles were compared with those of in vitro NAI probing profiles in the presence of K+ and Li+ conditions as a benchmark, which were evaluated to determine the folding state of the G4 of interest in vivo (Figure 2D). Using SHALiPE-Seq in plants, hundreds of G4 structures were found to fold in both Arabidopsis and rice, showing for the first time that G4 forms in living eukaryotic cells. Furthermore, individual G4 structural candidates were later functionally characterized to play roles in translation and plant growth. Although this study somewhat showed opposite result from Guo and Bartel’s study, the authors suggested that the discrepancies may be due to the difference in cellular environment in the studies. G4s might be able to form in specific cell types and growth conditions according to their special biological function in human diseases (Kharel et al., 2020).

As described in the previous section, Keth-seq was established to map global RNA secondary structures in vivo (Weng et al., 2020). In this study, Keth-seq was successfully applied to both mESC and HeLa cell models for high-throughput RNA profiling, including the G4 structure. By combining PDS treatment in cells, G4 structures can also be detected in vivo by Keth-seq.

In contrast to RT footprinting methods, another high-throughput in vivo G4 mapping method called G4-RNA-specific precipitation and sequencing (G4RP-seq) was developed based on the affinity of G4 ligand binding (Yang et al., 2018). This type of ligand binding method leverages a designed biotinylated TASQ ligand (BioTASQ), which binds to G4-RNA targets via end-quartet stacking due to its specificity for self-assembly into a synthetic G-quartet (Figure 2E). In brief, after formaldehyde crosslinking in human cancer cells, G4-containing RNAs were captured and enriched by the BioTASQ ligand, and then sequenced for target identification (Figure 2E). As such, in vivo G4 detection was carried out by assessing changes in the relative abundance of G4-containing RNA transcripts enriched by BioTASQ relative to the corresponding input (Figure 2E). By using G4RP-seq, several hundreds of G4-RNAs were identified as being formed in the transcriptome within human cells, suggesting an alternative outcome to the study by Guo and Bartel (2016). They postulated that this may be caused by the dynamic formation of transiently folded G4s in cells, and that these G4 are then unwound by helicases or other mechanisms. In addition, by comparing the effects of two well-studied G4-stabilizing ligands, BRACO-19 (Moore et al., 2006) and RHP54 (Salvati et al., 2007), on the G4-RNA folding landscape in the transcriptome followed by BioTASQ enrichment, they demonstrated that the G4 transcriptomic landscape, especially in long non-coding RNAs can be induced and changed by different G4 ligands. So far, G4RP-seq is the only transcriptome-wide G4 mapping method that relies on ligand-based G4-RNA pull-down in cells. However, this method has its own limitations. First, TASQ itself is a G4 ligand, which may induce changes in the RNA landscape, although cross-linking prior to BioTASQ enrichment can minimize the effect. Second, BioTASQ prefers to target parallel G4s (Karsisiotis et al., 2011), which may limit the capture of other types of G4-RNAs (Huang et al., 2014; Warner et al., 2014; Xiao et al., 2018). Moreover, the resolution of rG4 detection is restricted to the transcriptional level. In other words, G4RP-seq needs to be further optimized due to the inability to determine the detailed rG4 amount and location of each transcript.

To date, chemical probes applied for in vivo G4 mapping have given us an initial glimpse into the G4 structural landscape in different species. One of the limitations of this approach is that most of the findings so far have been on high-abundance RNAs. To explore G4s in low-abundance transcripts, it is possible to use enrichment methods (Chu et al., 2012; Simon, 2013; Ziv et al., 2018) to enrich low-abundance transcripts (Baldwin et al., 2021) in order to minimize high-abundance transcripts that do not contain potential G4s. It is also anticipated that newer and better chemicals will continue to be developed for G4 structure probing. For example, besides BioTASQ, biotin may be attached to other G4 chemical probes (Einarson and Sen, 2017; Lat et al., 2020), or other chemical moieties such as azide and photo-crosslinker groups may be attached to the G4 probe (Zhang et al., 2021) for subsequent labeling reactions, or these handles may be attached to different classes of G4.
binders, such as antibodies (Biffi et al., 2014), peptides (Zheng et al., 2020), and aptamers (Chan and Kwok, 2020; Umar and Kwok, 2020). So far, a dozen of rG4-binding proteins have been identified (Brázda et al., 2014; Kwok and Merrick, 2017) and shown to play key roles in many biological processes and diseases (Dumas et al., 2021; Fay et al., 2017b; Kharel et al., 2020). It is of great interest to ask about the importance of rG4 binding proteins on rG4 folding, for example, by determining variations in the rG4 structural landscape and rearrangement between rG4 and other secondary structures, with/without the protein of interest. From these results, individual rG4 candidates are likely to be nominated for comprehensive biochemical and genetic dissection to reveal the fascinating rG4 biology and associated molecular mechanisms. Recent studies suggest that rG4 formation may be favoured in specific subcellular compartments or membrane-less organelles, potentially linking it to stress conditions and disease (Asamitsu and Shioda, 2021; Falabella et al., 2019; Fay et al., 2017a; Herviou et al., 2020; Lyons et al., 2017; Sauer et al., 2019; Zhang et al., 2019c). Examination of rG4 structure profiles under physiological and stress conditions will help uncover which sets of rG4s are involved in gene regulation and RNA metabolism. Moreover, with recent technological advances in subcellular and membrane-less organelle isolation, it is possible to couple RNA structure probing with the purification of these organelles such as stress granules (Khong et al., 2018) and p-bodies (Hubstenberger et al., 2017), and use them for library preparation and NGS to uncover new rG4 biological insights.

Global mapping of RNA spatial conformations and interactions

RNA, especially non-coding RNAs, often requires the formation of intricate tertiary structures and interactions with their substrates to achieve various regulatory functions. Along with the rapid progress in experimental and computational methods for decoding RNA secondary structures, several high-throughput techniques have been invented to profile RNA spatial conformations and RNA-RNA interactions mediated by RNA binding proteins (RBPs) globally (Table 1). The first method is called CLASH (Cross-linking, Ligation, and Sequencing of Hybrids), in which proximally interacting RNA fragments are cross-linked to RBPs via ultraviolet (UV) light and then ligated in vitro for sequencing of the chimeric fragments (Kudla et al., 2011). After sequencing, the two interacted RNA fragments can be computationally recovered from the same chimeric reads (Figure 3A). CLASH has been successfully applied to detect snoRNA-rRNA interactions mediated by several RBPs (Nop1, Nop56, and Nop58) in yeast (Kudla et al., 2011), miRNA-mRNA interactions mediated by Ago1 proteins in human cells (Helwak et al., 2013), and piRNA-mRNA interactions associated with the PRG-1-piRISC complex in C. elegans (Shen et al., 2018). These works have significantly contributed to our understanding of small non-coding RNA-mediated gene regulation in multiple organisms.

CLASH requires the use of radioisotope labeling to visualize and purify protein-RNA complexes, restricting its general application in many laboratories. Recently, by integrating an infrared-dye-conjugated and biotinylated ligation adaptor, Song et al. (2020) revised the CLASH protocol and developed a method called irCLASH to identify RNA secondary structures recognized by human ADAR proteins. As a major technological advancement, irCLASH enables shorter library construction time and higher percentage of chimeric reads compared with CLASH. Conceptually similar to CLASH and irCLASH, another method called hiCLIP (RNA hybrid and individual-nucleotide resolution ultraviolet cross-linking and immunoprecipitation) also uses UV to crosslink RBP-mediated RNA-RNA proximal interactions (Sugimoto et al., 2015). However, hiCLIP incorporates an additional adaptor between two different RNA fragments for proximity ligation, thereby reducing physical constraints, increasing ligation efficiency, and improving the assignment of duplex positions. The hiCLIP method has been successfully used to profile RNA duplexes associated with STAU1, a double-stranded RNA binding protein, and has revealed the prevalence of long-range duplexes in 3’ UTRs of mRNAs for modulating their splicing or degradation.

Unlike CLASH and hiCLIP, another biochemical method called RIPPLiT (RNA immunoprecipitation and proximity ligation in tandem) directly ligates proximal RNA fragments in purified EJC-containing ribonucleoproteins (RNPs) under native conditions (Metkar et al., 2018). RIPPLiT enables efficient mapping of RNA-RNA interactions mediated by a FLAG-tagged Magoh protein without any cross-linking reagent treatment. Analysis of RIPPLiT data shows that mRNAs tend to lack locus-specific structures, which, in contrast, predominate in non-coding RNAs. Polymer simulation using identified RNA proximity information unexpectedly deciphered a flexible rod-like conformation of mRNAs. More importantly, most translated mRNAs do not appear to form a closed-loop conformation, which challenges the traditional model of productive translation (Metkar et al., 2018). Specifically, the CLASH, irCLASH, hiCLIP, and RIPPLiT methods require ectopic expression of defined proteins in cell lines. Overexpressed proteins may interfere with native RNA-RNA interaction networks. Moreover, the adoption of proximity ligation in dilute solutions may potentially increase false positive rates.

Most, if not all, endogenous RNA-RNA interactions are mediated by RBPs. The methods mentioned above, CLASH, irCLASH, hiCLIP, and RIPPLiT, can only analyze a defined RBP-organized RNA duplex. Therefore, how to map all
RBP-mediated intra- and inter-molecular RNA-RNA interactions globally remains a major challenge. RPL (RNA proximity ligation) is the first method developed to simultaneously map the complete repertoire of RNA duplexes mediated by proteins (Ramani et al., 2015). RPL ligates proximally interacting RNA fragments under native conditions for subsequent sequencing of RNA hybrids. As a significant technological advance, RPL has shown good performance in mapping the secondary structure of many abundant RNAs such as ribosomal RNAs, snRNAs and snoRNAs. Nevertheless, unfortunately, RPL is primarily limited to determining intramolecular RNA-RNA interactions because of the omission of cross-linking steps. To identify intra- and inter-molecular RNA-RNA interactions simultaneously, Nguyen et al. (2016) developed the MARIO (mapping RNA interactome in vivo) method. They used two cross-linking reagents, formaldehyde and DSG, to fix and stabilize protein-mediated RNA duplexes. MARIO has revealed tens of thousands of different types of intra- and intermolecular RNA-RNA interactions in the brain, embryonic fibroblasts and embryonic stem cells of mice. Nonetheless, proximity ligation in MARIO is performed in dilute solution, which may result in spurious ligation and cause high false-positive RNA-RNA interactions.

To address the above challenges, an RNA in situ conformational sequencing technology called RIC-seq has recently been developed to map intracellular RNA-RNA spatial interactions in an unbiased manner (Cai et al., 2020; Cao et al., 2021b). RIC-seq performs proximity ligation in situ and uses pCp-biotin to mark the junctures and enrich chimeric RNAs for sequencing. In addition to faithfully capturing RNA secondary and tertiary structures, RIC-seq data analysis enables the identification of pervasive RNA topological domains (i.e., isolated blocks with extensive interactions). The tremendous pairwise RNA-RNA interactions also enable the discovery of over 600 hub RNAs that show intense interactions with other RNA molecules. More importantly, RIC-seq identifies direct enhancer-promoter RNA interactions and demonstrates that these pairwise interactions can be used to assign the correct enhancer-promoter connectivity. Recently, a variant of RIC-seq called vRIC-seq (virion RNA in situ conformation sequencing) has been developed and shown to have great potential for probing the RNA spatial interactome within 60–80 nm virions. Notably, the proximal interactions revealed by vRIC-seq can be used for the first time to reconstruct the 3D conformation of the SARS-CoV-2 RNA genome (Cao et al., 2021a).
Despite the tremendous progress in experimental methods for globally mapping protein-associated RNA spatial interactions, several challenges remain to be tackled in the future. First, the overall percentage of useful data (i.e., chimeric reads) remains low, with a maximum percentage of about 16%, which is achieved by the RIC-seq method. Hence, further titration and optimization of various experimental steps will be required in the near future. Second, the methods mentioned above have limited coverage of low-abundance RNAs, for which an antisense oligo-based pull-down approach should help to enrich specific RNA interactions. Third, sophisticated software that is compatible with all available experimental methods and can accurately identify chimeric reads, distinguish high-confidence interactions from random noise, and screen differentially interacting pairwise RNAs between distinct conditions is still lacking. Fourth, it is challenging to convert the RNA spatial conformations obtained by these experimental methods into high-resolution tertiary structures. However, as the number of solved high-resolution RNA structures increases, artificial intelligence and deep learning are hopeful for solving this profound problem.

3D structure determination of RNA

It is now increasingly recognized that higher-order tertiary and quaternary structures (rather than just secondary structures) are keys to biological functions. However, our knowledge about the higher order structures of RNA is very limited. As of October 8, 2021, a total of 182,949 structures were deposited in the Protein Data Bank (PDB, http://www.rcsb.org). The majority are proteins (87.4%), but RNA-only and RNA-containing complex structures account for only 0.9% and 2.1%, respectively. Given the functional importance of RNA and the scarcity of experimentally determined RNA 3D structures, alternative biophysical, biochemical, and computational approaches have been developed and applied to obtain RNA 3D structural information (Table 2).

### Biophysical approaches for RNA 3D structure determination

A number of biophysical techniques can be used to determine the overall 3D structure of RNA. Depending on the biophysical technique used, high-resolution 3D atomic structures or intermediate-to-low resolution 3D shapes have been obtained (Figure 4A–C).

X-ray crystallography (XRC) is the most widely used technique for structure determination of biomacromolecules at atomic resolution (Garman, 2014). Indeed, approximately 88% of the structures in PDB (http://www.rcsb.org) are determined using XRC. However, there are still many obstacles.

---

**Table 2 List of approaches to determine 3D RNA structures**

| Strategies | Approach | Description | Pros | Cons |
|------------|----------|-------------|------|------|
| Biophysical approaches | XRC (Garman, 2014) | The most widely used structural technique for RNA and RNA-protein complex | High resolution structure information | Need well-diffracting crystal; viable for well-folded and rigid RNAs; phase problem |
| | NMR (Barnwal et al., 2017) | Another common tool for RNA structure determination | Both structure and dynamics information; solution technique | Limited to smaller RNAs. |
| | cryo-EM (Carroni and Saibil, 2016; Druce et al., 2019; Nogales, 2016; Yang et al., 2022) | Applied on large biomolecules embedded in vitreous water | Only limited sample is required; heterogeneity is allowed | Hard to obtain high-resolution structures |
| | SAS (Jacques and Trewhella, 2010) | Including SAXS and SANS in solution | Providing global and dynamic structural information in solution; fast and time-resolved processes | Low-resolution map or structure |
| | AFM (Engel and Müller, 2000; Schön, 2016) | A type of scanning probe microscopy | Studying the structure and dynamics in solution | Intermediate resolution |
| | EPR (Duss et al., 2014) | Electron spin instead of the spin of atomic nuclei being excited | No size restrictions; Providing distance distribution information | Need efficient labeling of spins; Limited distance range |
| | XSI (Shi et al., 2015; Zettl et al., 2016) | Based on SAXS measurements of gold nanoparticle labeled biomolecules | Providing high-resolution distance distributions | Need AuNPs labeled at specific sites |
| | smFRET (Dimura et al., 2016; Helm et al., 2009) | Studying the structure and dynamics | Providing distance restraints; single-molecule analysis | Need two fluorophores for orthogonal labeling; Limited distance distributions |
| Biochemical approaches | XL (Harris and Christian, 2009) | Analyzing macromolecular interactions | Providing a range of through-space restraints | Need to use radioisotope labeling or other bireactive reagent |
| | RPL (Kudla et al., 2011) | Recording the physical proximity of two nucleic acids | Mapping intra-molecular RNA-RNA spatial interactions | Limited to intra-molecular RNA-RNA interactions |
to overcome in macromolecular XRC. One of the most significant bottlenecks is the need to obtain high-quality single crystals for X-ray diffraction experiments. The growth of high-quality single crystals requires the preparation of homogenous biomacromolecules in the same states. Since RNA is relatively dynamic, the preparation of RNA samples for crystallization is more sophisticated. Solid and extensive biochemical experiments on RNA molecules should be performed before designing new RNA constructs for crystallization. Studies of highly conserved RNA motifs such as riboswitches and ribozymes have provided many successful XRC examples for the structural determination of RNA molecules. Besides, some RNA molecules can also be crystallized in complex with protein binding partners. Currently, approximately 62% of the 1,569 RNA-only structures and 61% of the 3,946 RNA-protein complex structures have been determined using XRC in the PDB. In most cases, these RNA molecules with resolved structures are less than 200 nt and adopt a relatively compact scaffold. Since XRC is not limited to the size of biomacromolecules, it remains a powerful technique in RNA 3D structure determination and can be used for a wider range of RNA molecules. However, for many RNA molecules, particularly larger ones, they are inherently flexible and can sample multiple conformations, making it difficult to crystallize (Reyes et al., 2009) or even be crystallized but diffracted at a lower resolution. To overcome these problems, more effort is needed to resolve the relationships between multiple conformations of dynamic large RNA molecules and to optimize the conditions for catching individual stable homogenous conformations before XRC structural studies can begin.

NMR spectroscopy is another common tool for de-
determining the structure of RNA at atomic resolution (Barnwal et al., 2017). Since many biologically important RNAs have dynamic conformations that prevent them from being crystallized, they are best studied using solution techniques. Compared with proteins, solution NMR spectroscopy has made a greater contribution to RNA 3D structure determination, using solution NMR to resolve roughly 35% of RNA-only structures but only 7% of protein-only structures in PDB (http://www.rcsb.org). Compared with proteins, NMR of RNA remains challenging because the proton density is much smaller and the chemical diversity of its building blocks—the four nucleotides—is much reduced, resulting in severe signal overlap in NMR spectra (Barnwal et al., 2017). These challenges become increasingly severe for larger RNAs, which tumble more slowly in solution, leading to severe broadening of signals and significant loss of signal intensity. As a consequence, NMR spectroscopy is generally limited to smaller RNAs. To facilitate structure determination of larger RNAs using solution NMR, numerous advances have been made over the past decades, including NMR data acquisition and RNA sample preparation, such as nucleotide-specific and segmental isotope labeling strategies, and divide-and-conquer approaches (Barnwal et al., 2017).

Cryo-EM has become a powerful technique for structure determination of large biomolecules and biomolecular machines (Carroni and Saibil, 2016; Danev et al., 2019; Nogales, 2016). Cryo-EM can be applied on samples cooled to cryogenic temperatures and embedded in an environment of vitreous water. Advances in detector technology and imaging processing algorithms have drastically improved the resolution of structures determined by cryo-EM, resulting in an explosive growth in the number of structures resolved by cryo-EM, especially those recently obtained at near-atomic resolution over the past five years. In comparison to other methods, cryo-EM has several important advantages, requiring only a minimal amount of sample, without the need for crystallization, and allowing the sorting of single-particle cryo-EM data from extremely heterogeneous samples during image classification. However, to date, cryo-EM has been applied mainly to protein-only or protein-nucleic acid complexes (e.g., ribosomes and spliceosomes). In fact, about 35% of the RNA-protein complex structures in the PDB can be solved by cryo-EM, and most of them (about 70%) have a resolution better than 4.0 Å. In contrast, there are a few RNA-only structures in the PDB derived from Cryo-EM data, and only one of these has a resolution lower than 4.0 Å (Zhang et al., 2019a). It is likely that the high intrinsic flexibility of pure RNA makes it difficult to obtain high-resolution structures by cryo-EM.

Despite the remarkable progress in cryo-EM, a substantial fraction of density maps is still determined at intermediate or low resolution (worse than 4 Å) (Zhang et al., 2020a). To extract structural information from these low-resolution density maps, advanced computational methods have been developed to create and refine atomic-level structural models (Zhang et al., 2020a). Recently, a deep learning-based method named Emap2sec+ has been developed to detect both protein secondary structure elements and nucleic acids in medium-resolution EM maps (Wang et al., 2021a). A software called auto-DRRAFTER has been developed to facilitate the building of RNA coordinates into low-resolution cryo-EM densities starting from an RNA sequence and secondary structure. Advances in cryo-EM, multidimensional chemical mapping, and Rosetta DRRAFTER computational modeling have been combined to form the Ribosolve pipeline that is expected to accelerate the cryo-EM-guided determination of 3D RNA-only structures (Kappel et al., 2020).

SAS is a collective term for several biophysical techniques, including small-angle X-ray (SAXS) and neutron (SANS) scattering (Jacques and Trewhella, 2010). The basic principles of SAXS and SANS are similar in that both techniques involve illuminating samples of biomolecules with an incident beam of radiation and recording the intensity and angle of the scattered beam to yield a one-dimensional scattering curve containing a wealth of information about the particle in solution. SAXS and SANS offer several advantages in the structural characterization of biomolecules, including providing unique structural information such as molecular mass, radius of gyration, aggregation state, folding state and flexibility, domain organization and overall shape, without the need for crystallization, and applicable to a wide range of molecular sizes and varying solution conditions (Brose and Tainer, 2019). SANS and SAXS are complementary techniques that, when combined, allow for detailed structural characterization of biomolecules. Using contrast variation, SANS, in combination with deuterium labeling, is able to define the positions of specific components within a complex, while SAXS provides more precise data on the overall shape (Mahieu and Gabel, 2018). So far, SAXS has been widely used for direct structural analysis of RNAs (Fang et al., 2015), including the HIV-1 Rev response element (Fang et al., 2013), the T-box riboswitch core (Fang et al., 2017), and flaviviral subgenomic RNAs (Zhang et al., 2019d), or used as constraints for comprehensive computational modeling of RNA 3D structures (Wang et al., 2009).

AFM is a type of scanning probe microscopy that can be used to study the structure and dynamics of biomolecules at nanometer resolution (Bose et al., 2018; Engel and Müller, 2000; Schön, 2016). AFM offers several advantages over electron microscopy-based techniques in the study of biomacromolecules, including its ability to operate in liquid environments, thereby allowing imaging of biomolecular samples under physiologically relevant conditions, and...
minimal requirements for sample preparation (no fixing, staining, coating, or labeling), thus minimizing structural disruption of the biological samples under study. Since AFM images of specimen surfaces have intermediate resolution and are not sufficiently robust to construct an atomic structure model from scratch, both rigid-body and flexible fitting methods have been developed to obtain molecular structures that are suitable for AFM images (Chaves and Pellequer, 2013; Niina et al., 2020; Trinh et al., 2012). Over the past 30 years, AFM has matured to offer 3D surface topography at nanometer spatial resolution for RNA molecules of different lengths and structures as well as for RNA-RNA or RNA-protein complexes (Schön, 2018). There are several examples of AFM applications for RNA structural characterization, including Mg$^{2+}$-induced conformational switch in the 5′-untranslated region of the hepatitis C virus genomic RNA (Garcia-Sacristán et al., 2015), the structure of the HIV-1 Rev response element (RRE) itself and complexation with the virion regulator (Rev) (Pallesen et al., 2009), the native structures of single viroid RNA molecules (Moreno et al., 2019), the structure and motion of the long non-coding RNA HOTAIR under nucleus-like conditions (Spokoini-Stern et al., 2020).

Electron paramagnetic resonance (EPR) spectroscopy, X-ray scattering interferometry (XSI) and single-molecule Förster resonance energy transfer (smFRET) are three molecular rulers that provide pairwise inter- or intra-molecular distance distributions in the nanometer range (Figure 4C), thus suitable to probe the structure and dynamics of biomolecules under biologically relevant conditions. The principle of EPR is generally similar to that of NMR, with the difference that the electron spins are excited instead of the spins of atomic nuclei. The advantages of EPR over NMR include higher sensitivity, no restrictions on the size of biomolecules, and the need for only a small amount of material. Given that most biomolecules are diamagnetic, strategies for efficient and site-specific labeling of spins such as nitroxide into biomolecules have been developed. On RNAs, several different strategies for covalent attachment of spin labels are described. With short RNAs, spin-labeled RNA oligonucleotides can be prepared by solid-phase chemical synthesis, or by using spin-labeled phosphoramidite nucleotides during synthesis, or by post-synthetic spin-labeling of pre-functionalized specific nucleotides by chemical reactions via Sonogashira cross-coupling, Click chemistry, or a photolabel protection group (Jakobsen et al., 2010; Kerzhner et al., 2016; Weinrich et al., 2018). However, solid-phase synthesis is generally limited to short RNAs of less than 100 nucleotides. Longer spin-labeled RNAs have been achieved by ligation techniques (Kerzhner et al., 2018) or, more recently, by post- (Wang et al., 2020b) or co- (Domnick et al., 2020) transcriptional spin labeling using the NaM-TPT3 unnatural base pairs (UBPs) system, which opens up the possibility of investigating long RNAs by EPR spectroscopy. While continuous-wave EPR measurements provide the distance constraints of approximately 20 Å, pulsed EPR methods, such as pulsed electron-electron double resonance (PELDOR or DEER) spectroscopy, are capable of measuring long-range pairwise distance distributions between nitroxides up to 80 Å. Many studies have shown that EPR-measured distance constraints, coupled with NMR and computational modeling, provide a wealth of information in studying the global structure and conformational dynamics of RNA and RNA-protein complexes (Duss et al., 2014).

XSI is an emerging molecular ruler technique based on SAXS measurements of biomolecules labeled with pairs of gold nanoparticles (AuNPs) (Shi et al., 2015; Zettl et al., 2016). XSI can provide high-resolution label-label distance distributions ranging from 50 to 400 Å in a model-independent manner (Mathew-Fenn et al., 2008), and can therefore be used to quantify ensembles of macromolecular structures and correlate directly with three-dimensional structures (Shi et al., 2015). In the past few years, XSI has been fruitfully used in nucleic acids and nucleic acid/protein complex studies (Zettl et al., 2018), such as probing the structure and conformational changes of DNA origami, DNA, or DNA-protein complexes (Hura et al., 2013; Mathew-Fenn et al., 2008), and conformational landscapes of a complex RNA motif in response to changes in solution condition and protein binding (Shi et al., 2016; Shi et al., 2017). A prerequisite for the successful application of XSI is the preparation of biomolecules conjugated to a single and/or a pair of AuNPs at specific sites (Shi et al., 2015; Zettl et al., 2018). Recently, an efficient and universally applicable strategy for site-specific nanoparticle labeling of large RNAs has been developed, which is authorized by transcription of an expanded genetic alphabet containing TPT3-NaM UBP. This strategy overcomes the size constraints of conventional RNA labeling methods, thus implementing XSI for large RNA structural studies (Wang et al., 2020a). Because XSI can measure much broader distance distributions (ranging from 50 to 400 Å) than other molecular rulers such as EPR and smFRET, it is expected that XSI will play important roles in structural studies of large RNAs and RNA complexes.

smFRET is a popular and versatile technique that can be used to study the structure, dynamics and interactions of biomolecules, including RNAs, at both the ensemble and single-molecule levels (Dimura et al., 2016; Helm et al., 2009). FRET makes use of the mechanism of “Förster Resonance Energy Transfer” to transfer energy from donor to acceptor fluorophores (Roy et al., 2008). Since RNA has low intrinsic fluorescence, a prerequisite for FRET analysis is the specific labeling of RNA sites with two fluorophores. In recent years, a plethora of chemical, enzymatic and UBP-based labeling methods have been developed to achieve site-
specific fluorescent labelling of RNAs, in many cases under near-native conditions (Niu et al., 2021; Paredes et al., 2011). To be applicable as a FRET pair, the emission spectrum of the donor and the excitation spectrum of the acceptor should overlap. As the distance between donor and acceptor is within 10–80 Å, energy transfer can occur via FRET, and the efficiency of FRET is inversely proportional to the sixth power of the distance between the donor and acceptor. Therefore, FRET can be applied to measure intra- or inter-molecular distance as a sensitive spectroscopic ruler, which can be used to track conformational changes or distance restraints for integrative structural modeling (Dimura et al., 2016). In particular, smFRET has become a powerful technique widely applied to study the conformational dynamics and interactions of RNAs (Helm et al., 2009). FRET-derived distance restraints combined with computational modeling have been utilized to define the 3D structures of large RNAs (Stephenson et al., 2016; Stephenson et al., 2013). Recently, a freely accessible software suite was developed to demonstrate the possibility of determining protein structures based on FRET-assisted coarse-grained structural modeling (Dimura et al., 2020). It is expected that this FRET-assisted structure modeling approach can be extended to RNA 3D structure determination.

**Biochemical approaches to probe RNA 3D structure**

Biochemical approaches such as chemical and enzymatic probing experiments have been used to determine RNA structure (Kertesz et al., 2010; Mailler et al., 2019). In the past decades, a wide variety of probing reagents and experimental pipelines have been constantly improved to probe the structures of RNAs *in vitro* and in cells. Both secondary and tertiary structural information can be obtained from such biochemical approaches (Christy et al., 2021; Harris and Christian, 2009; Homan et al., 2014; Kudla et al., 2020; Ramani et al., 2015), which can be transformed into structural restraints for direct structural modeling (Figure 4D).

Chemical cross-linking (XL) is a well-established method for analyzing macromolecular interactions, which has been widely used in the study of proteins and nucleic acids (Harris and Christian, 2009). For the study of RNA structure and interactions, crosslinking is generally achieved using UV light to induce the formation of covalent bonds between proximal unmodified RNAs or between RNA and a photo-affinity reagent incorporated randomly or at specific sites in the RNA structure. Both long-range (~9 Å) and short-range (~3 Å) photoaffinity agents have been utilized for RNA photo-crosslinking studies. The cross-linked products can be isolated, followed by mapping of the cross-linked sites and assessment of the crosslinking data (Harris and Christian, 2009). Crosslinking sites can be identified by alkaline hydrolysis, primer extension, PAGE or RNA sequencing techniques. The power of crosslinking lies in the ability to rapidly identify potential regions of intra- and inter-molecular interactions and to generate a range of spatial restraints that can be used for higher-order structural modeling. An alternative approach is to employ bifunctional crosslinking reagents to chemically link the proximal nucleotides in an RNA structure. More recently, a strategy called SHAPE-JuMP has been introduced for monitoring RNA tertiary structures by means of the bi-reactive SHAPE reagent, *trans*-bis-isatoic anhydride (TBIA), which reacts preferentially with the 2′-hydroxyl groups of two proximal nucleotides. Distance restraints derived from SHAPE-JuMP can be used to model the global folding of large RNAs (Christy et al., 2021).

RPL uses the proximity ligation of native RNA followed by deep sequencing to yield chimeric reads with ligation junctions in the vicinity of structurally proximate bases (Kudla et al., 2011). Proximity ligation records the physical proximity of two nucleic acid termini via their ligation and has been applied to detect DNA aptamer-bound proteins, as well as for targeted or global chromosome conformation capture (3C) (Ramani et al., 2015). Similar to 3C methods for DNA conformation, RIC-seq has recently been recently developed to map intra- and inter-molecular RNA-RNA spatial interactions within cells in an unbiased manner (Figure 3B), whereas RPL uses digestion and re-ligation of RNA but omits crosslinking, relying instead on the inherent spatial proximity of intra-molecular RNA nucleobases in secondary structural features (i.e., stem-loops). By deeply sequencing these resulting fragments and quantifying the relative abundance of specific intra-molecular ligation junctions, pairwise contact maps reflecting the short- and long-range stem-loop and pseudoknot interactions of intra-molecular RNA secondary structures can be obtained (Ramani et al., 2015). Some variants of this approach, including SPLASH, PARIS, and COMRADES, add an inter- or intra-molecular crosslinking step to hold the interacting fragments together, and these methods present different strategies for fragmentation and enrichment of cross-linked RNA molecules (Kudla et al., 2020). Similar to XL experiments, information on pairwise RNA interactions obtained from RNA proximity ligation can be integrated to create accurate structural models.

**Computational approaches for RNA 3D structure prediction**

Given the rapid growth of RNA sequence information and the very slow increase in the number of experimentally determined RNA structures, a variety of computational approaches have been developed to predict RNA 3D structures from sequence information (Somarowthu, 2016).

Manual modeling is an interactive process in which a user manually manipulates or assembles individual nucleotides or RNA segments to construct RNA 3D structures with a
Given the scarcity of experimentally determined RNA 3D structures, computational RNA 3D predictions can be helpful in designing new structure-function experiments to accelerate discovery. However, “purely theoretical” structures usually have limited accuracy and often require experimental validation. While the inherent flexibility of RNA poses significant technological challenges and often exposes the limitations of individual structural biology techniques, it is still possible to obtain extensive heterogeneous structural information about RNAs from different biophysical, biochemical, and computational approaches. To overcome the shortcomings of a single technique, the field is increasingly inclined to develop a framework that combines data from multiple structural approaches, physical theories, and statistical analyses to form a more complete picture of dynamic biological assemblies. This approach is often referred to as hybrid or integrative modeling (Ward et al., 2013). To obtain a 3D structural model for RNA using integrative methods (Figure 4E), optimized smaller RNA subdomains or well-folded regions of functional importance can be studied using high-resolution techniques such as XRC, NMR or cryo-EM. For the remaining subdomains or regions whose homologous templates can be identified from the PDB, comparative modeling approaches can be used to predict the 3D structure. When no homologous template is available, de novo modeling approaches aided by additional data, such as secondary structures from bioinformatics analysis, enzymatic or chemical probing, can be used for 3D structure prediction. These theoretical RNA 3D structures can be validated, evaluated or filtered using structural information from different sources, such as low-resolution density maps or shape structures from cryo-EM, AFM or SAS, or pairwise distance restraints from biophysical (EPR, XSI or smFRET) or biochemical approaches (XL or RPL). Alternatively, integrative modeling algorithms can be used to combine all existing data to compute and refine structural models of RNAs, guide structure elucidation, and subsequently determine mechanisms of interactions and functions. A bunch of integrative modeling algorithms, including Integrative Modeling Platform (IMP) (Russel et al., 2012), M3 (Karaca et al., 2017), Xplor-NIH (Schwieters et al., 2018), etc., can be used to combine multiple types of restraints applicable to RNA modeling. Although many of these restraints are low-resolution structural information, they are able to resolve ambiguities when combined, thus further increasing the confidence of the final structural model.

AlphaFold has recently made a breakthrough in protein structure prediction through a new machine learning method (Jumper et al., 2021; Tunyasuvunakool et al., 2021) that relies on large database of structures. Although it is difficult to computationally predict RNA structures due to the small number of available structures, a novel machine learning approach, ARES, significantly improves 3D RNA structure prediction compared with previous approaches (Townshend...
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The functionality of RNA structures in RNA viruses

RNA viruses include numerous human pathogens that cause severe diseases worldwide, such as human immunodeficiency virus (HIV), influenza A virus (IAV), dengue virus (DENV), Zika virus (ZIKV), and SARS-CoV-2. Information essential for regulating different viral processes is encoded both in the RNA genome sequence and in the higher-order structures of the genome itself (Boerneke et al., 2019). Various structured RNA elements have been characterized in the viral genome, particularly the 5′ and 3′ UTRs, which function via different mechanisms (Figure 5). For instance, in the case of hepatitis C virus, the internal ribosomal entry site that drives translation of the viral polyprotein forms a specific structure in the 5′ UTR of the viral genome (Khawaja et al., 2015). The 5′-leader RNA of HIV-1 contains RNA structures such as the trans-activation responsive region (TAR) and the dimer initiation site (DIS), as well as the ϕ hairpin (Figure 5A), which allows the genome to bind to the Tat protein to enable transcription. The latest research shows that the number of 5′ cap base G determines alternative conformations of 5′ leader, and then determines the fate of HIV-1 genome: packaging or translation (Brown et al., 2020). The 5′ leader with Cap3G and Cap2G tends to form a conformation with DIS being sequestered and cap/SD/AUG being accessible, in favorable to function as mRNA (Figure 5A), whereas 5′ leader with Cap1G tends to form an alternative conformation with DIS being exposed and cap/SD/AUG being sequestered, facilitating genome dimerization and packaging into viral particles (Figure 5B). A hairpin structure formed at the 5′ UTR of Sindbis virus RNA was found to regulate viral replication (Nieters and Strauss, 1990), while a cleaverleaf structure at the 5′ end of the poliovirus RNA genome was shown to be central to RNA synthesis and formed the binding site for several proteins (Andino et al., 1990; Herold and Andino, 2001). Exoribonuclease-resistant RNA structural elements located within the 3′ UTR of the flavivirus genome prevent the degradation of downstream RNA sequences by stalling the 5′-3′ exoribonuclease Xrn1 (Ochsenreiter et al., 2019; Pijlman et al., 2008). In addition, the 5′ and 3′ UTRs of dengue and Zika viruses can be base-paired to enable genome circularization for efficient replication of viral genomes (Figure 5C). High-throughput experiments, including icSHAPE, SHAPE-MaP, and proximity ligation experiments performed on whole viral genomes, have also identified many RNA structures in different viruses, including influenza, HIV, dengue, Zika, and coronavirus genomes including SARS-CoV-2 (Figure 5D), highlighting the architectural complexity of these genomes. Some of these structures can bind to RNA binding proteins as well as snoRNAs, enabling a better understanding of the structure-function relationships in RNA viruses.

Functional RNA structures have also been found within the coding regions of viral genomes. For instance, well-studied ribosomal frameshifting signal-associated pseudoknots can regulate translation of coronaviruses (Brierley et al., 1989), as well as poliovirus cis-acting replication elements involved in viral RNA encapsulation (Goodfellow et al., 2000; Rieder et al., 2000). In addition, the HIV-1 genome contains a triple helix RNA structure that results in a programmed −1 ribosomal frameshifting (−1 PRF) in the HIV-1 genome (Figure 5A) (Watts et al., 2009). Moreover, the RRE structure inside the env gene can bind to the Rev protein and facilitate the nuclear export of the HIV genome. RNA structures in viruses can facilitate other cellular processes, such as splicing. In human H3N2 influenza A virus, the 3′ ss of M2 is hindered by the RNA structure, thus limiting M2 expression (Bogdanow et al., 2019). The panhandle structure not only promotes the initiation of IAV transcription (Fodor et al., 1994), but also binds and activates RIG-I (Figure 5E) (Liu et al., 2015). IAV may adopt some strategy to balance these two functions. Upon infection with IAV, Z-RNA is produced, but the mechanism for this is currently unknown. In the nucleus, the Zα domain protein ZBP1 binds and recognizes Z-RNA, activates RIPK3-mediated MLKL activation, and triggers cellular necroptosis (Zhang et al., 2020b). Another Zα domain protein, DAI, can also induce RIPK3-mediated apoptosis by recognizing IAV genomic RNA (Thapa et al., 2016).

The complexity of RNA structure in RNA viruses is further highlighted by the observation that the same RNA can have numerous different structures within cells. Proximity ligation experiments with dengue and Zika viruses revealed that the same RNA region can pair with two or more other regions, indicating the existence of multiple alternative viral conformations within cells. In addition, using the DMS-MaP and DREEM algorithms, researchers quantitatively analyzed the variable RNA structure at the position of the HIV-1 Tat mRNA A3 splicing site (Tomezsko et al., 2020). About 33%–37% of the transcripts used the A3 stem-loop (A3SL) conformation, while 63%–67% of the transcripts used the A3-exposed conformation. Mutants that stabilize the A3SL conformation inhibit splicing at this site, indicating that RNA structure plays an important role in the splicing process of HIV-1 RNA. In addition, other variable RNA structures have been identified as widely distributed in the HIV-1 genome, including RRE and splice sites such as A4a, A4b, A4c, and A5 (Figure 5A). Besides affecting translation and splicing,
Figure 5  RNA structure-based strategies functioning in representative viruses. A, Schematic representation of HIV-1 RNA structure and DIS-sequestered 5′ leader RNA with Cap3G in functioning as mRNA. 7MeG represents the cap structure of HIV-1 RNA. 1G, 2G and 3G represent numerical order of guanine at the 5′ end. The structural elements in the 5′ leader include TAR, polyA, U5, PBS, DIS, SD, ϕ, and AUG. The frameshifting element (FSE) in the gag coding region, alternative structures regulating splicing (A3SL and A3 exposed) in tat mRNA, and Rev-responsive element (RRE) are indicated with light blue inserts. A3 represents splicing acceptor site 3 in HIV. Other alternative structures regulating splicing, such as A4a, A4b, A4c, and A5, are indicated with dashed lines. B, Schematic representation of DIS-exposed 5′ leader with Cap1G of HIV-1 in functioning as gRNA. Two single gRNA molecules interact with each other through exposed DIS regions to form RNA dimer. Gag proteins bind packaging signals (ϕ) to mediate HIV-1 genome packaging. C, Conserved RNA structural elements in DENV and ZIKV viruses. Complementary regions responsible for genome cyclization are highlighted with different colors: blue for 5′–3′ UAR, yellow for 5′–3′ DAR, and red for 5′–3′ CS. Dashed lines indicate omitted genome sequence. D, Conserved RNA elements in the 5′ and 3′ UTR of the SARS-CoV-2. The stem-loop II-like motif (s2m) is shown in pink. Dashed lines indicate omitted genome sequence. E, Schematic representation of NA-PB1 RNA-RNA interactions in Udorn (H3N2) strain. Bold colored lines represent gRNA segments and yellow balls represent nucleoprotein (NP). The Panhandle region lies at the end of each segment. The NA-PB1 RNA-RNA interaction is marked at the approximate location. F, Schematic representation of intersegment RNA-RNA interactions in Udorn (H3N2) strain. Gray arch lines indicate main intersegment interaction regions detected by SPLASH.
RNA structures on the HIV-1 genome have the potential to inhibit small interfering RNA (siRNA) targeting. Cultivation of HIV-1 with siRNA targeting the Nef gene resulted in mutant strains that escaped siRNA targeting. In these strains, the R8 mutant has a G to A substitution at the 7 nt upstream position of the siRNA target site. This mutation induces the target site to form a stable stem-loop structure, which limits the recognition of the target site by siRNA and thus escapes siRNA targeting (Westerhout et al., 2005). These results show that RNA structures can be used as a universal strategy for viral survival in helping to adapt to the host cell environment. Using DRACO and DMS-MaP, the researchers also identified extensive amounts of RNA heterogeneity in SARS-CoV-2, suggesting that the formation of alternative structures is prevalent in RNA viruses (Morandi et al., 2021).

In addition to identifying RNA structures intramolecularly along viral genomes, high-throughput structural experiments have shown how different fragments of virus genomes interact to package and segregate together. Through SPLASH, the phenomenon of segment co-segregation of influenza A viruses was found to be consistent with intersegmental RNA-RNA interactions (Figure 5F) (Dadonaite et al., 2019). The NA segment of the Udorn strain in H3N2 specifically co-separates from the PB1 segments of other strains in H3N2, but without PB1 in H1N1, which was achieved through NA-PB1 RNA-RNA interactions. However, the Wyo03 strain in H3N2 did not have this specificity. If the corresponding interaction site on the NA segment of the Wyo03 strain was mutated to the Udorn strain sequence, the NA-PB1 RNA-RNA interaction was restored and the NA-PB1 co-segregation phenomenon was recovered. Similar intersegmental interactions were found using the 2CIMPL (dual cross-linking, immunoprecipitation, and proximity ligation) method (Le Sage et al., 2020).

Sequence-based RNA folding algorithms and phylogenetic analyses have been used to predict functional viral RNA genome structural elements; many of the predicted putative structures have been validated as functional by mutational analysis (Damgaard et al., 2004; Manzano et al., 2011; Marz et al., 2014; Sasaki et al., 2001; Tuplin et al., 2002). With the advent of sequencing-based enzymatic and chemical probing methods over the last decade, it is now possible to evaluate the structure of an intact viral RNA genome on a genome-wide scale, in vitro, and/or in vivo (Burrill et al., 2013; Mauger et al., 2015; Watts et al., 2009; Wu et al., 2013). Many viral RNA genome structures within native viral particles or host cells have been elucidated (Diaz-Toledano et al., 2017; Huber et al., 2019; Li et al., 2018; Pirakitikulr et al., 2016; Sun et al., 2021a).

**The functionality of RNA structures in bacteria**

RNA molecules with well-defined structures are widely used as important tools by bacteria to regulate various biochemical processes in cells. Riboswitches, located in the 5′-untranslated region of mRNA, are among the most abundant RNA structure-based regulators that mediate gene expression at the transcriptional or translational level (Howe et al., 2015; Lund et al., 2020; Serganov and Nudler, 2013; Sherlock et al., 2018). Typically, riboswitches consist of two main functional domains, the sensing domain and the adjacent expression platform. The sensing domain can bind specifically to cognate metabolites and induce conformational changes throughout the riboswitch structure, which results in the formation of terminator/anti-terminator stems (in transcription) or sequester/anti-sequester stems (in translation) in the expression platform and, finally, regulates the turning on or off of related gene expression (Serganov and Nudler, 2013). Since the first discovery of riboswitches in 2002 (Mironov et al., 2002; Nahvi et al., 2002; Winkler et al., 2002a; Winkler et al., 2002b), more than 45 riboswitches have been identified to date (McCown et al., 2017). Based on the bound cognate metabolites, riboswitches can be classified into six families, including enzyme cofactors and their derivatives, purines and their derivatives, amino acids, metals, anions, and glmS riboswitches (Serganov and Nudler, 2013). Riboswitches participate in the regulation of gene expression of the related proteins, which are involved in the transport or biosynthesis of their cognate metabolites in a structure-based feedback mechanism (Serganov and Nudler, 2013). Each riboswitch has its characteristic conserved sequence, a specific secondary structure and distinct tertiary structures. In the higher order structures of riboswitches, long-range interactions usually play an essential role in stabilizing the overall structure and recognizing cognate ligands (Jones and Ferré-D’Amarré, 2017). As shown in Figure 6A, the FMN riboswitch in E. coli is able to bind to FMN (Flavin MonoNucleotide) to form an alternative RNA tertiary fold containing multiple long-range interactions followed by a stable sequester stem unfavorable to translation initiation, thus negatively regulating the expression of genes associated with FMN biosynthesis (Howe et al., 2015; Serganov et al., 2009; Winkler et al., 2002b). It is notable that most riboswitches exist in bacteria. The isolation of transcription and translation may hinder the evolution of riboswitches in eukaryotes. Only one type of thiamine pyrophosphate (TPP) riboswitch has been identified in plants to date, which regulates the gene expression by alternative splicing (Wachter et al., 2007). In evolution, the cellular metabolite-sensing and gene-regulation function of some ancient eukaryotic RNAs may have been substituted with various functional proteins. It is an intriguing scientific question whether there are more types of eukaryotic riboswitches await to be identified in the future.

Additional structure-based RNA regulators include T-box RNAs (Breaker, 2018; Sherwood and Henkin, 2016; Zhang
and Ferré-D’Amaré, 2016), temperature-sensing RNA thermometers (Kortmann and Narberhaus, 2012; Sherwood and Henkin, 2016), and pH-sensing RNA-based pH sensors (Sherwood and Henkin, 2016). T-box RNAs are involved in amino acid starvation. However, rather than interacting with free amino acids, T-box RNAs bind to tRNA that are not aminoacyl modified (Breaker, 2018; Sherwood and Henkin, 2016). Tertiary structural intermolecular interactions are involved in the recognition of tRNA by T-box RNAs (Breaker, 2018; Zhang and Ferré-D’Amaré, 2016). RNA thermometers do not form any specific ligand binding sites, but only undergo structural changes when sensing different temperatures. In E. coli, the rpoH gene expresses the heat shock transcription factor σ32, whose translation initiation is regulated by temperature (Kortmann and Narberhaus, 2012). At 30°C or 37°C, the ribosome binding site (RBS) and the AUG region form an RNA structure that inhibits ribosome binding and limits its translation, while at 42°C, the RBS and AUG are completely open to maintain a high level of translation (Figure 6B). The RNA-based pH sensors are pH-sensitive, one of which is located in the 5′ UTR region of the E. coli alx gene. The results show that RNA-based pH sen-

Figure 6  RNA structure-based strategies functioning in bacteria. A, Schematic representation of FMN riboswitch. The absence of FMN binding results in translation-ON conformation that upstream sequence of RBS is involved in 5′ structure, thereby RBS is released for ribosome binding (Left); in the existence of FMN, the sensing domain of FMN riboswitch forms a compact bound-form structure with extensive long-range interactions (labeled with thin lines), which induce the formation of the translation-OFF conformation containing the stable sequester stem between RBS and start codon region (AUG), thereby preventing translation. RBS represents ribosome binding site. B, Schematic representation of RNA thermometer of rpoH gene. At 30°C, the start codon region (AUG) pairs with downstream CDS region which results in limited ribosome trafficking and limited expression (Left). A rise in temperature to 42°C opens loop structure and liberates AUG start codon, thereby increasing translation (Right). C, RNA structure predicted to exist in cspE 3′UTR in Salmonella and bound by ProQ in preventing RNA decay through counteracting exoribonuclease activity. D, SECIS element located downstream of the UGA stop codon binding to SBP2 protein in recruiting selenocysteine-specific translation elongation factor (EFSec) to recode the UGA stop codon as Sec. E, −1 PRF in E. coli CopA gene. A pseudoknot (PK) structure that located at the CDS region facilitates −1 frameshifting, and produces a premature translation termination product CopA(Z) protein. F, E. coli tisB mRNA isoforms with differential translation efficiency. The blue bold line represents S1 and 30S binding sites. The +1 isoform of tisB mRNA contains intact 5′ UTR in which S1 and 30S binding site is restricted due to pairing with 5′ region, thereby preventing RBS to be released and recognized by ribosome (top). The +42 isoform forms a pseudoknot (PK) at 5′ end which facilitates S1 and 30S binding, thereby promoting RBS releasing and translation (bottom). G, Gene linking structure and coordinated translation. The blue arch line represents RNA-RNA interactions. Highly structured RBS and start codon region (AUG) restrict ribosome binding and low translation efficiency (TE) (top). The RNA-RNA interactions between two genes in polycistron tend to restrict TE of the downstream gene, however, translation of upstream gene will eliminate the RNA-RNA interactions and activate translation of the downstream gene, resulting in a similar TE of polycistron (bottom).
sors exhibit a structural shift between neutral pH and high pH (Nechooshtan et al., 2009). Under alkaline conditions, the RNA-based pH sensor forms a ribosome-accessible structure that allows the expression of alx genes (Nechooshtan et al., 2014; Nechooshtan et al., 2009).

RNA structure plays an important role in the post-transcriptional control of bacterial RNA dynamics. Both Salmonella and E. coli encode a highly conserved RNA structure-binding protein, ProQ, which specifically recognizes the RNA structural motif in 3′ UTRs and inhibits the exonuclease from degrading mRNA (Figure 6C) (Holmqvist et al., 2018). In addition to regulating RNA turnover, RNA structure is used more extensively for translational regulation. In E. coli, the FdhF gene has a selenocysteine insertion sequence (SECIS), a 17 nt stem-loop structure located downstream of the UGA stop codon, which mediates codon recoding to selenocysteine (Figure 6D) (Liu et al., 1998). Another type of translational recoding is the programmed ribosomal frameshifting (PRF) mediated by a slippery sequence and downstream pseudoknot in the coding sequence (CDS) region. The copper ion transporter gene CopA in E. coli uses the −1 frameshifting to generate an early translation termination protein CopA(Z), which is the chaperone protein of CopA itself (Figure 6E) (Meydan et al., 2017). A complex pseudoknot RNA structure is required for activating tisB translation in E. coli in response to DNA damage. The RBS site of the tisB gene is restricted to structured RNA, and the pseudoknot is responsible for binding S1 protein and 30S to help expose the RBS site (Romilly et al., 2020) (Figure 6F).

By means of SHAPE-MaP, a recent study found that RNA structure widely affects translation in E. coli and that translation efficiency is positively correlated with SHAPE reactivity (Mustoe et al., 2018). This correlation was reduced with the addition of the translation initiation inhibitor kasugamycin, indicating that RNA structure is a limiting factor that extensively affects mRNA translation. The presence of RNA structures in RBS has a significant effect on translation efficiency, while structured RBS inhibits translation efficiency (Figure 6G top). Interestingly, E. coli uses this structural feature to regulate the translational coupling between polycistrons. When the RBS of the downstream gene interacts with the CDS of the upstream gene, the translation efficiency of both genes is similar (Figure 6G bottom) (Mustoe et al., 2018). Moreover, bacteria have evolved the phenomenon of N-terminal codon bias to avoid the appearance of RNA structures around the translation initiation site (Bhattacharyya et al., 2018).

In summary, RNA structure-based strategies are widely used in the life cycle of viruses and bacteria. Thus, RNA functional structural elements are potent targets for developing antiviral and antibacterial drugs. For example, ribocil, an antibiotic that selectively targets the riboflavin riboswitch, was screened out to effectively inhibit bacterial cell growth (Howe et al., 2015). Identifying these functional structural elements using the RNA structurome and functional screening assays will be challenging and very important in future studies.

The functionality of RNA structures in animals

RNA structures tend to change dynamically to orchestrate gene expression in various species. At a global level, the structures and interactions of RNAs in RNP machines, such as ribosome and spliceosome, undergo dynamic changes during their assembly and function to ensure faithful and highly efficient cellular progresses in animal cells (Anger et al., 2013; Wilkinson et al., 2020). Many structural elements are present in the 5′ UTR and 3′ UTR of mammalian genes to modulate their expression post-transcriptionally in response to environmental stimuli or stresses. For example, the hypoxia stability region (HSR), which can undergo dynamic conformational changes, is present in the 3′ UTR of VEGF (also known as VEGFA) mRNA (Figure 7A). In the presence of IFN-γ and hypoxia, HSR adopts a translation-protective conformation that allows the binding of HNRNP and excludes the binding of EPRS for the efficient translation of VEGF (Ray et al., 2009). However, the HSR secondary structure is switched to a translation-silent conformation at normoxia condition which inhibits HNRNP binding but permits EPRS binding, thus blocking VEGF induction (Ray et al., 2009). Since VEGF is typically induced by hypoxic stress in many pathological conditions, such as tumor centers and atherosclerotic lesions, this elegant stress-inducible RNA switching mechanism may also be applicable to various VEGF-related diseases. A similar RNA switching element was observed in another transcript, GNPDA1, in which a stem-loop structure was formed between the binding site of the RNA-binding protein PTB and several miRNAs targeting sites (Xue et al., 2013). In the presence of PTB, the stem-loop structure is disrupted and miRNAs can efficiently access their binding sites to repress translation. Conversely, the structure is stably formed in the absence of PTB, thereby blocking miRNA targeting and allowing efficient translation of GNPDA1 (Figure 7B). This mechanism may also occur during PTB-mediated neuronal programming and reprogramming processes (Xue et al., 2013).

In addition to translational regulation, RNA structural dynamics have emerged as a fundamental mechanism to regulate RNA decay. Global mapping of RNA structure by DMS-seq in zebrafish embryos revealed that RNA structures are significantly remodeled during the maternal-to-zygotic transition (MZT). In contrast to the reduced structure of the 5′ UTR and coding regions, the 3′ UTRs form intricate structures in vivo that affect maternal mRNA expression by...
modulating the activity of microRNA miR-430 (Beaudoin et al., 2018). Notably, miR-430 is a crucial factor in promoting the deadenylation and clearance of maternal mRNAs (Giraldez et al., 2006). Another structural mapping of mRNAs during early zebrafish embryogenesis by icSHAPE reveals a similar phenomenon, where structurally variable regions are also enriched in 3′ UTRs containing cis-regulatory RNA elements essential for MZT (Shi et al., 2020).

RNA structural changes also play critical roles in regulating splicing. In *Drosophila melanogaster*, mutually exclusive splicing of the Dscam (down syndrome cell adhesion molecule) gene can produce 38,016 different mRNA isoforms from 95 variable exons. Comparative genomics revealed two conserved cis-elements, docking sites and selector sequences in the Dscam exon 6 cluster. Alternative base pairing between the docking site in intron 5 and one of the selector sequences determines which variable exon is included (Graveley, 2005). Surprisingly, a novel set of RNA secondary structures was found in the exon 6 cluster of Dscam1 from the two-midge species (*Belgica antarctica* and *Clunio marinus*). These new pairings are equivalent to docking site-selector sequences base-pairing based on their locations, but the paired primary sequences are completely different from the docking sites and selector sequences (Hong et al., 2020). Moreover, such competing RNA structural mechanisms were later found and experimentally validated in exon clusters 4 and 9 of Dscam and in other insect genes such as 14-3-3ξ pre-mRNA (Figure 7C) (Dong et al., 2021; Hong et al., 2021; Yang et al., 2011; Yue et al., 2016). In addition to canonical splicing, a kind of non-canonical splicing called back splicing has been shown to be the fundamental mechanism for generating circular RNAs (Kristensen et al., 2019). Intronic Alu elements or protein-mediated long-range looping dynamically modulates the ratio of canonical to back splicing, resulting in the generation of large amounts of circular RNAs (Figure 7D) (Conn et al., 2015; Ivanov et al., 2015; Liang and Wilusz, 2014; Zhang et al., 2014).

RNA structural dynamics also appear to be critical for efficient primary and precursor miRNA processing. A hairpin structure at the 3′ end of long non-coding RNA (lncRNA) NEAT1 has been demonstrated to resemble a primary miRNA for attracting the Drosha-DGCR8 Microprocessor to paraspeckles, thus enhancing the processing of hundreds of primary miRNAs localized in the subnuclear body (Jiang et al., 2017). The RNA-binding protein hnRNPA1 has been shown to bind at the apical loop of pri-miR-18a, destabilizing base pairs in the loop-proximal stem regions and thus promoting Drosha cleavage (Kooshapur et al., 2018). A recent parallel functional assay termed Dro-seq (Drosha sequencing) also revealed that the structural ensemble of...
pri-miRNA hairpins is vital for their efficient processing (Rice et al., 2020). In addition, stem-loop structures in cis-acting RNA elements can also control the specific subcellular localization of mRNAs (Martin and Ephrussi, 2009). These cis-acting RNA elements, also known as “localization elements” or “zip codes”, are mainly positioned in the 3’ UTR of mRNAs. For example, bicoid mRNA is known to be transported to the anterior pole of Drosophila oocytes, and a 50 nt localization element in the 3’ UTR containing a stem-loop structure is essential for its specific localization (Macdonald et al., 1993).

Besides classical stem-loop motifs, rG4 is a kind of four-stranded RNA structure in the 3’ UTR that can also act as a localization element, regulating the localization of PSD-95 and CaMKIIa mRNAs in cortical neurons (Subramanian et al., 2011). In addition to those elements in the 3’ UTR, several structural cis-acting elements in the coding region or 5’ UTR have been shown to possibly affect RNA localization. In Saccharomyces cerevisiae, four stem-loop-containing sequences in the coding region of ASH1 mRNA have been demonstrated to serve as localization elements for regulating its transport to the bud tip (Chartrand et al., 1999). Beyond the second order structural motifs, the specific higher-order 3D conformation of these cis-acting elements is also crucial for RNA localization. The NMR spectroscopy derived a tertiary structure of the localization elements in fs(1) K10 mRNA, a 44 nt stem loop, revealing an A’-form conformation with widened major grooves. This specific 3D conformation can be recognized by the dynein motor and mediates the transport of fs(1)K10 mRNA in Drosophila (Bullock et al., 2010). Notably, the dynamic modulation of these structural features emerges as an important way to regulate RNA localization and expression.

Dynamic RNA structures not only regulate the metabolism of their host RNAs, but also determine the fate of other RNA molecules. Most recently, Xiang et al. found that the locally open region of a circular intronic RNA named ciankrd52 enables its competition with the structured linear pre-mRNA ANKRD52 to form R-loops with DNAs, thus protecting pre-ANKRD52 from RNase H1 degradation and facilitating its transcriptional elongation (Li et al., 2021). Besides circular RNAs, many IncRNAs adopt specific secondary and tertiary conformations to control transcription, RNA splicing, RNA stability and mRNA translation (Statello et al., 2021). One of the most famous examples is the IncRNA roX in Drosophila, which utilizes several tandem stem-loops to attract MLE proteins and form the male-specific lethal (MSL) complex to promote transcription of genes on the X chromosome in males (Ilk et al., 2013). Many other transcription-regulating IncRNAs adopt a similar mechanism, such as Bvht in mice (Xue et al., 2016), XIST and HOTAIR in human (Lu et al., 2016; Somarowthu et al., 2015). Few abundant IncRNAs, such as IncRNA MALAT1, contain many structured elements and may undergo conformational changes to organize the assembly of nuclear condensates through multivalent interactions with distinct proteins (McCown et al., 2019; Statello et al., 2021). LncRNA MALAT1 is an essential component of the nuclear speckle that affects pre-mRNA splicing and transcription. However, the functional importance and regulatory mechanism of the structures of these lncRNAs in the formation of nuclear condensates remain to be investigated.

In summary, RNA structures and their dynamic changes can determine the fate of almost all types of RNAs and are emerging as a crucial way to modulate gene expression in a variety of species and biological processes. Technical advances in recently invented methods have significantly broadened our understanding of the intricate RNA structureome and interactome within cells. Approaches that combine these experimental efforts with sophisticated deep learning and artificial intelligence may finally uncover a panoramic view of the RNA structural world.

The functionality of RNA structures in plants

Plants comprise a large number of species that form one of the kingdoms of eukaryotes. By virtue of their unique cellular structure, plants have distinct morphologies for growth and development. As sessile organisms, plants must adapt to diverse environmental conditions in order to survive in widely distributed landscapes. Here, we review recent advances in methodologies and knowledge in the field of plant RNA structure. We provide an overview of RNA structural functionality in plant growth and development as well as plant responses to varying environmental conditions.

Advances in understanding the functions of plant RNA structures

In recent years, some RNA structure probing methods have been designed specifically to study RNA structure in plants (Deng et al., 2018; Ding et al., 2014; Foley et al., 2015; Su et al., 2018; Wang et al., 2018). Some are new RNA structure probing methods that were originally developed in the plant system (Foley and Gregory, 2016; Gosai et al., 2015; Liu et al., 2021; Yang et al., 2020a; Yang et al., 2020b; Yang et al., 2021). Protein interaction profiling sequencing (PIP-seq) complements PAR5-seq by including an additional step in which RNAs and proteins are cross-linked via formaldehyde or UV light prior to enzymatic probing, providing extra information about RNA-protein interactions (Gosai et al., 2015). This method was initially developed in the Arabidopsis nucleus, which is also applicable to the mammalian species (Shan et al., 2021; Silverman et al., 2014). A DMS-based in vivo RNA structure profiling method was simultaneously established in yeast and Arabidopsis (Ding et al.,
Due to the unique cellular architecture of plant cells, high DMS concentrations of over 2% or prolonged reactions of over 30 min led to the browning of Arabidopsis seedlings, probably due to chlorophyll molecules reacting with DMS (Wang et al., 2019b). For SHAPE-based methods, only one SHAPE reagent, NAI, has been successfully applied to Arabidopsis seedlings (Yang et al., 2020a; Yang et al., 2020b).

To understand the possibility of a causal link between RNA structure and biological processes, it is important to distinguish the RNA structures of different mRNA populations at different stages of the mRNA life cycle. In plant systems, an NAI-based in vivo RNA structure probing method, Nuc-SHAPE-Structure-Seq, was developed to enrich the RNA structure of pre-mRNAs (i.e., before mRNA processing) for studying mRNA processing (Liu et al., 2021). This study revealed that a two-nucleotide single-stranded RNA structure feature upstream of 5′ ss is important for recognizing 5′ ss by splicing and selecting alternative 5′ ss. A comprehensive mutagenesis analysis revealed that this RNA structural feature is sufficient to alter splicing fate (Figure 8) (Liu et al., 2021). During mRNA processing, the recognition of polyadenylation sites in plants is also not always dependent on sequence content (Loke et al., 2005). Nuc-SHAPE-Structure-Seq identified two adjacent single-stranded regions (from −28 nt to −17 nt upstream of the poly(A) site and from −4 nt to +1 nt across the poly(A) site) that are important for recognizing both polyadenylation and alternative polyadenylation (Figure 8) (Liu et al., 2021). The maintenance of single-strandedness between PAS sites and poly(A) sites is likely to offer binding sites for those single-stranded RNA-binding proteins involved in polyadenylation.

Following mRNA processing, the mRNAs are subjected to the translation process. Both in vitro and in vivo RNA structure studies in Arabidopsis revealed a single-stranded region upstream of the start codon in the 5′ UTR, which is strongly associated with higher translation efficiency (Ding et al., 2014; Li et al., 2012b). Furthermore, in both Arabidopsis and rice (Oryza sativa), mRNAs with more single-strandedness as well as a triple-cycle trend in RNA structural patterns across CDS regions are closely associated with high translation efficiency (Deng et al., 2018; Ding et al., 2014). Apart from global RNA structural features, rG4 has recently...
been highlighted as an important RNA structural motif that regulates translation (Fay et al., 2017b). The first highly conserved plant rG4 was found in the 5′ UTR of ATAXIA TELANGIECTASIA-MUTATED AND RAD3-RELATED (ATR) in Arabidopsis and functions as a translational suppressor (Figure 8) (Kwok et al., 2015). Recent studies have identified hundreds of RNA G-quadruplex structures that fold globally in both Arabidopsis and rice, which represent both dicots and monocots (Yang et al., 2020b). A single folded rG4 located in the 3′ UTR of the gene HIRDI1, which encodes a KS-type dehydrin, was able to suppress its own translation (Figure 8). In contrast, rG4 structures were not detected in either yeast or mice (Guo and Bartel, 2016). One possible reason for this is temperature, which is a key factor affecting the folding of rG4s. The optimal environmental temperature for plants (21–22°C for Arabidopsis and 26–28°C for rice) is much lower than the body temperature of animals. Therefore, these relatively lower temperatures may allow stable formation of rG4 structures in plant cells. Thus, ideal physiological conditions in plants may confer on plants the ability to adopt rG4 structures as translational regulators.

The microRNA (miRNA)-mediated RNA degradation pathway is one of the main RNA degradation pathways in plants (Yu et al., 2017). In Arabidopsis, chromatin remodelling factor 2 (CHR2), the ATPase subunit of the large SWI/SNF chromatin-remodelling complex, was determined to directly bind and unwind pri-miRNA structures (Wang et al., 2018). Remodelling of the pri-miRNA structure inhibited pri-miRNA processing by DCL1 (Microprocessor-Dicing complex includes Dicer-like 1), which recognizes hairpin structures. This work uncovered an additional regulatory layer that controls miRNA biogenesis via RNA structural remodelling (Wang et al., 2018). A newly developed SHAPE-based method, CAP-STRUCTURE-Seq, revealed landscapes of intact RNA structures in Arabidopsis to demonstrate a link between RNA structure and miRNA-mediated cleavage (Yang et al., 2020a). Surprisingly, miRNA target sites are structurally inaccessible for “miRNA-Induced Silencing Complexes” (miRISCs) binding prior to cleavage. Target site unfolding was found to be the rate-limiting step in determining miRISC activity in vivo. Besides the RNA structure within target sites, the RNA structure in the flanking region also contributed to miRNA-mediated cleavage, where the single-strandedness of the two nucleotides adjacent to the 3′ end of the miRNA target site called “target adjacent nucleotide motif” (TAM) is sufficient to trigger miRNA-mediated cleavage (Figure 8). However, TAM does not affect miRISC binding to the target.

**Novel insights on the functions of RNA structure in plant growth and development**

Recent RNA structure studies have discovered diverse functional roles of RNA structure across various aspects of plant growth and development. Flowering is one of the key developmental stages in plants. A key gene, FLOWERING LOCUS C (FLC), represses the initiation of flowering. The antisense IncRNA of FLC, COOLAIR, plays a major role in regulating FLC transcription in response to vernalization. A recent in vitro RNA structure study revealed that the COOLAIR transcript has a complex structural architecture (Figure 9) (Hawkes et al., 2016). Notably, the single nucleotide polymorphisms (SNPs) in a natural Arabidopsis variant, VAR2-6, resulted in a shorter helix H4 affecting RNA stability, thereby promoting increased FLC transcription and late flowering.

Another unique plant developmental feature is the plant vascular system, a remarkable evolutionary step, which allows plants to colonize the land (Ruonala et al., 2017). A recent study identified a novel RNA structure-mediated translational regulatory module for phloem development (Cho et al., 2018). This work revealed that JULGI (JUL), a key regulator of phloem differentiation, encodes a plant-specific protein with three RanBP2-type zinc finger (ZnF) domains, which bind directly to the 5′ UTRs of the SUPPRESSOR OF MAX2 1-LIKE4/5 (SMXL4/5) mRNA (Figure 9) (Cho et al., 2018). This RNA-protein interaction helps to limit phloem differentiation. Within the 5′ UTRs of SMXL4/5, there are rG4 motifs found exclusively in vascular plant species. Further validation showed that JUL binds directly to these rG4 motifs, suppressing SMXL4/5 translation and inhibiting phloem differentiation. Interestingly, abolishing the JUL-RNA G-quadruplex interaction led to an increase in phloem cells and enhanced the capacity of phloem transport, thereby enhancing the sink strength of seeds and leading to an increase in seed size and weight (Cho et al., 2018). The mRNAs are transported via the phloem to distant tissues that can potentially act as non-cell autonomous signals (Ruonala et al., 2017). A recent transcriptome-wide study found that a tRNA-like structure (TLS), harboured inside mRNAs, facilitates mRNA mobility (Figure 9) (Zhang et al., 2016). Remarkably, these efficiently transported mRNAs can also be translated into proteins after transport. Reporter transcripts fused to TLS were found to be enriched in the phloem stream. Comprehensive structural mutations suggest that stem-bulge-stem-loop structures within the TLS are sufficient to mediate mRNA transport (Zhang et al., 2016).

Unlike animals, plants survive via photosynthesis by converting light energy, carbon dioxide from air and water into glucose (Schlüter and Weber, 2020). A recent study revealed that psbA, which encodes the D1 protein of photosystem II (PSII), relies on an RNA structure on its own 5′ UTR to switch its translation on and off so as to turn photosynthesis on and off (Gawroński et al., 2021). The “translation-on” mode requires a high degree of accessibility to the translation initiation region. Besides psbA, other
chloroplast mRNAs with weak Shine-Dalgarno sequence content also utilize this RNA structure-dependent translational regulation (Gawroński et al., 2021).

Below ground, plant roots are essential for plant productivity and serve a variety of functions, such as water and nutrient uptake (Motte et al., 2019). A recent single-molecule RNA FISH (smFISH) study on the cellular distribution of the key root development gene SHORT ROOT (SHR) has revealed a striking phenomenon in which phase separation-like signals of SHR mRNA are aggregated in endodermis cells (Zhang et al., 2019c). Further characterization of SHR mRNA features revealed that SHR mRNA contains rG4 capable of triggering liquid-liquid phase separation (Figure 9), suggesting that SHR RNA might adopt rG4 to store SHR mRNAs in endodermis cells for acquiring cellular identity during root development. Another rG4, located in the 3′ UTR of HIRD11 mRNA, encodes a KS-type dehydrin and was recently identified from a high-throughput in vivo profiling study (Yang et al., 2020b). Further phenotypic assessment found that abolishing this rG4 in plants resulted in significantly longer primary roots, suggesting that this rG4 has a negative regulatory effect on plant root growth. This example illustrates the putative RNA structure-dependent regulation of plant root development, offering the potential to improve plant root development via RNA structural alterations (Yang et al., 2020b). During root growth, epidermal precursor cells differentiate into either root hair or non-hair cells (Marin et al., 2021). A recent RNA-protein interaction study on both root hair and non-hair cell nuclei showed very distinct RNA-protein binding sites and corresponding in vitro RNA structural features between hair and non-hair cells, suggesting that cell type-specific RNA structures may lead to different binding affinities for RNA-binding proteins and thus regulate root hair cell fate (Foley et al., 2017).

Another unique feature of plants is that they comprise a large number of distinct metabolites, with some plant species containing up to one million metabolic compounds (Wang et al., 2019a). The TPP riboswitch, a vitamin B1 derivative in both algae and high plants, was identified through RNA structure conservation (Croft et al., 2007; Mehrshahi et al., 2020; Wachter et al., 2007). At low TPP concentrations, the RNA structural conformation at the 3′ end of pre-mRNA contributes to a shortened 3′ UTR, which...
increases \textit{THIC} RNA levels (Wachter et al., 2007) (Figure 9). At high TPP concentrations, TPP binds to the 3′ end of pre-mRNA and changes the RNA structural conformation. This TPP-induced RNA structural alteration prevents RNA splicing, which results in a long 3′ UTR. This longer 3′ UTR promotes RNA degradation, which in turn reduces \textit{THIC} RNA levels.

\textbf{The role of RNA secondary structure in abiotic stress responses in plants}

Environmental factors, including abiotic and biotic stresses, are major limiters of plant growth and crop production (Gong et al., 2020). Recent technological advances have enabled the investigation of the effects of abiotic stresses on \textit{in vivo} RNA secondary structure reprogramming and the correlation of RNA structural changes with gene regulation in plants (Zhu et al., 2021). Temperature is not only a key environmental parameter for plants, but also a major factor in RNA folding (Bevilacqua et al., 2016). Su and his colleagues employed Structure-seq2 to analyze rice RNA structurome under normal and acute heat shock conditions (Su et al., 2018) (Figure 10). Heat rapidly unfolded RNA structure \textit{in vivo}, and the 3′ UTR was more susceptible to melting regions during acute heat shock than the 5′ UTR and CDS regions (Su et al., 2018). Furthermore, heat-induced RNA structural melting was negatively correlated with heat shock-induced changes in mRNA abundance, so that more single-strandedness would reduce mRNA abundance. This suggests that the unfolding of heat shock-induced transcripts facilitates RNA degradation. Surprisingly, there was no correlation between heat-induced global RNA structural reprogramming and changes in translation efficiency. However, the authors suggest that such an RNA thermometer mechanism may occur in certain transcripts or may be revealed under long-term heat treatment (Su et al., 2018). Another recent study investigated the response of plants to increased daytime temperatures (Chung et al., 2020) (Figure 10). Approximately 700 translationally increased genes were identified in response to high temperatures, including \textit{PHYTOCHROME-INTERACTING FACTOR 7} (PIF7). This temperature-responsive translational regulation of PIF7 is caused by a putative hairpin secondary structure located upstream of the start codon site. This hairpin structure is flexible and can shift conformation between low and high temperature conditions, thereby regulating translational initiation. Notably, two other important regulators in thermomorphogenesis, \textit{WRKY22} and \textit{HEAT SHOCK FACTOR A2} (HSFA2), possess a similar hairpin structure that thermodynamically controls translation in response to higher temperatures (Chung et al.,

\textbf{Figure 10}  Schematic of some exampled new roles of RNA structure in plant response to abiotic stress. In response to heat stress, heat-induced RNA structural melting in the 5′ UTRs and 3′ UTRs could promote RNA degradation. In response to increased daytime temperature, the RNA hairpin within the 5′ UTR of PIF7 was changed into an alternative conformation, leading to increased translation of PIF7. The RNA structure of \textit{psbA} in 5′ UTR was changed to more single-strandedness under high light stress, increasing the translation of \textit{psbA}. In response to salt stress, salt-induced RNA structural unfolding in the whole transcripts could promote RNA degradation. In response to phosphate starvation, a sense-antisense inter-molecular interaction between \textit{PHO1;2} and \textit{cis-NAT} \textit{pho1;2} rearranged the RNA structure to enhance \textit{PHO1;2} translation.
The above two studies seem to draw paradoxical conclusions about the relationship between alterations in RNA secondary structure and changes in translational efficiency in response to varying temperatures. Possible reasons could be due to different heat treatments, different methods, different species, and dimensionality of the analysis. Su et al. (2018) performed an acute heat shock treatment (treating 14-day-old rice at 42°C for 10 min) followed by genome-wide DMS probing with high-throughput data analysis, while Chung et al. (2020) performed a mild heat treatment (treating 14-day-old Arabidopsis seedlings by shifting them from 17°C to 27°C for 15 min) and focused on certain genes associated with in vivo folded RNA secondary structure-mediated translational regulation. This also indicates that plants adopt comprehensive RNA structure-mediated strategies to elaborately deal with various heat stresses.

Salinity stress limits the growth and productivity of crops worldwide (Mickelbart et al., 2015). A recent genome-wide in vivo RNA structure study in Arabidopsis shoot and root tissues under both unstressed and salt-stressed conditions showed that salinity stress triggered alterations in RNA secondary structure (Tack et al., 2020) (Figure 10). This salinity-induced RNA structural unfolding reduces expression levels. Moreover, tissue-specific transcripts exhibited a more pronounced correlation than tissue-shared transcripts, indicating a robust tissue-specific influence on in vivo RNA structure (Tack et al., 2020). Another study later assessed the effect of N6-methyladenosine (m6A) modification on modulating nuclear RNA secondary structure during long-term salinity stress using PIP-seq (Kramer et al., 2020). The RNA secondary structure of protein-coding transcripts showed large-scale changes under salt stress, particularly in the 3′ UTR, where the RNA structure was significantly reduced. Notably, this salinity stress-induced RNA secondary structure reprogramming was not associated with changes in protein binding sites, indicating that the salt stress-induced global RNA secondary structure reprogramming is not due to protein binding alterations (Kramer et al., 2020). Since m6A modification weakens base pairing (Spitale et al., 2015; Sun et al., 2019) and its deposition is dynamic during salinity stress (Anderson et al., 2018), there is a significant negative correlation between m6A deposition and RNA structure (Anderson et al., 2018). In particular, salinity stress-induced m6A deposition in the 3′ UTR of mRNA was accompanied by an obvious reduction in RNA structure (Anderson et al., 2018). However, in this study, changes in RNA secondary structure were not correlated with changes in transcripts and protein abundance during salinity stress (Anderson et al., 2018). This is inconsistent with the above study, which suggests a strong negatively correlated alteration between RNA secondary structure and transcript abundance under salt stress (Tack et al., 2020). In addition to the different salt treatments (short-term vs. long-term), Tack et al. analyzed the RNA secondary structure of total RNA (mainly cytoplasmic RNA) by Structure-seq, while Kramer et al. investigated the structure of nuclear RNA by PIP-seq. These differences in experimental design and approaches may be the reasons for these different conclusions.

Phosphate (Pi) is essential for crop growth and yield. In plants, soil soluble Pi is absorbed by the root and transferred to above-ground tissues (Oldroyd and Leyser, 2020). Rice PHOSPHATE1;2 (PHO1;2) acts as a Pi exporter and participates in Pi transport from roots to shoots and Pi reallocation during grain filling (Jabnoune et al., 2013; Ma et al., 2021). PHO1;2 has an associated cis-Natural antisense RNA called cis-NATPHO1;2. Unlike cis-NAT, whose primary role is to inhibit expression (Borsani et al., 2005; Zhou et al., 2009), Pi starvation-induced cis-NATPHO1;2 enhances the translation of PHO1;2 and facilitates Pi transport from roots to shoots (Jabnoune et al., 2013). A recent study adopted in vitro SHAPE-MaP to analyze the RNA secondary structure of PHO1;2 and cis-NATPHO1;2 individually or together (Reis et al., 2021) (Figure 10). Surprisingly, there was no evidence of widespread inter-molecular RNA-RNA interactions. Instead, compared with PHO1;2 alone, the RNA structure of a specific local region covering the third and fourth exons of PHO1;2 was rearranged in the presence of cis-NATPHO1;2. This rearranged region contains an unusually high GC content, which suggests the formation of a structure that inhibits PHO1;2 translation in the absence of cis-NATPHO1;2. The authors hypothesized a model in which cis-NATPHO1;2 interacts with PHO1;2 mRNA to alter the RNA structure of the high GC inhibitory region, thereby enhancing the accessibility of PHO1;2 mRNA to 60S (Reis et al., 2021). Although this model requires the support of in vivo RNA structure data, the present study provides a possible mechanism for the function of cis-NATs in translation enhancement through dynamic RNA structure switch.

Future efforts in studying plant RNA structure could be extended to different plant species, especially crops, providing the potential to inform future crop improvement strategies. In the natural environment, plants are constantly challenged by diverse environmental conditions. In addition to temperature, light, and nutrients, future studies could focus on other agronomically relevant abiotic and biotic stresses, such as pathogens and microbial infections.

Concluding remarks and future perspectives

In summary, the rapid emergence of high-throughput sequencing and bioinformatics tools are now widely used to decode RNA structuromes and provide an ongoing stream of novel insights to elucidate their functions and mechanisms. Given the extent and diversity of newly available methods, the selection of appropriate analytical methods for different
Experiments should be carefully assessed. Addressing specific biological questions requires further optimization and innovation. This review illustrates multiple examples of using different technologies, including global mapping of RNA secondary structures and RNA spatial conformations, and determination of RNA 3D structures. Some of the technical bottlenecks in studying RNA structures are discussed for further improvement.

In contrast to data resources for protein structures, structures for RNA-only and RNA-containing complexes are incredibly scarce. Furthermore, the inherent flexibility of RNA confers significant technological challenges and discloses the limitations of individual structural biology techniques, however, different biophysical, biochemical, and computational approaches can provide a wide range of heterogeneous structural information for RNAs to compute and refine structural models of RNA. Furthermore, the 3D structures can be validated, assessed, or filtered with the structural information from different sources, such as low-resolution density maps or shape structure from cryo-EM, AFM or SAS, or pair-wise distance restraints from biophysical (EPR, XSI, or smFRET) or biochemical approaches (XL or RPL), therefore further increasing the confidence of the final structural model. Also, the mechanisms of interactions and functions deduced from 3D model can be cross-validated by different mutations to enhance structural accuracy.

Moreover, artificial intelligence and deep learning techniques have recently been applied to solve problems in biology and other fields, including the prediction of molecular structures. AlphaFold, a new machine learning method, has been widely used to accurately predict protein structures at the atomic level (Jumper et al., 2021; Tunyasuvunakool et al., 2021). However, since few RNA structures are known, it is difficult to predict them computationally. Recently, a novel machine learning approach, ARES, was able to identify accurate RNA structural models after training with only 18 known RNA structures (Townshend et al., 2021). ARES is a suitable method to respond to the current situation where only a few known RNA structure repertoires exist. And, with the increase of available high-resolution RNA structures in the future, artificial intelligence and deep learning techniques will be a subversive prediction method for decoding accurate RNA structures.

Since the discovery of tRNA secondary structure, the functionalities of many RNA structures have been widely deciphered in microorganisms, animals and plants. In recent years, the exploration of non-coding RNAs has become a focus of research. They are no longer considered as “junk” transcripts, but have important physiological functions (Xue et al., 2020). Specifically, RNA structures are involved in the biogenesis mechanism and functional regulation of non-coding RNAs. Future directions may require more attention to elucidate the non-coding RNA structuromes and their functional roles.

Furthermore, the therapeutic targeting of RNA has currently attracted extensive interest from researchers. RNA-targeted therapeutics is considered as a potential strategy to modulate mRNA of many “undruggable” proteins or disease-implicated non-coding RNAs. The strategies of RNA-targeted therapeutics, such as oligonucleotide therapeutics and small molecule therapy targeting RNA, have been applied in cellular experiments and clinical treatments. Antisense technology as a type of oligonucleotide therapeutics is a brand-new drug design method developed in recent years to revert the effects of genetic mutations by complementary pairing of antisense molecules with target functional regions. Indeed, small molecules have emerged as another promising candidate for altering RNA function by targeting RNA structure. For example, small molecules targeting the oncogenic RNA hairpin precursor could recruit nucleases to cleave the oncogenic RNA and thus modulate oncogenic pathways (Costales et al., 2020; Costales et al., 2018). In addition, diverse naturally produced small molecules can target the bacterial riboswitch and thus regulate gene expression. These small molecules can be designed as potentially effective antibacterial agents. In the future, the functional RNA structure is expected to become a brand novel drug target for disease treatment. Recent studies have shown that RNA secondary structure design can effectively reduce the in vitro hydrolysis of RNA and improve the stability of mRNA vaccines. Beyond medical applications, further exploration and exploitation of RNA structure-guided molecular breeding will provide new avenues for crop improvement and sustainable agriculture.
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