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Abstract—The goal of privacy-preserving social graph publishing is to protect individual privacy while preserving data utility. Community structure, which is an important global pattern of nodes, is a crucial data utility as it serves as fundamental operations for many graph analysis tasks. Yet, most existing methods with differential privacy (DP) commonly fall in edge-DP to sacrifice security in exchange for utility. Moreover, they reconstruct graphs from the local feature-extraction of nodes, resulting in poor community preservation. Motivated by this, we propose PrivCom, a strict node-DP graph publishing algorithm to maximize the utility on the community structure while maintaining a higher level of privacy. Specifically, to reduce the huge sensitivity, we devise a Katz index-based private graph feature extraction method, which can capture global graph structure features while greatly reducing the global sensitivity via a sensitivity regulation strategy. Yet, with a fixed sensitivity, the feature captured by Katz index, which is presented in matrix form, requires privacy budget splits. As a result, plenty of noise is injected, thereby mitigating global structural utility. To this end, we design a private Oja algorithm approximating eigen-decomposition, which yields the noisy Katz matrix via privately estimating eigenvectors and eigenvalues from extracted low-dimensional vectors. Experimental results confirm our theoretical findings and the efficacy of PrivCom.

Index Terms—differential privacy, social graph, community structure

I. INTRODUCTION

With the advancement of information technologies, various social graphs are prevalent in many real applications (e.g., social media and knowledge bases). An important property of these graphs is the community. Essentially, a community is a group of nodes, within which nodes are densely connected yet between which they are linked sparsely. In real-world social graphs, nodes in the same community typically share common properties or play similar roles. Hence, it is worth pointing out that the community structure is an important global pattern of nodes [1], which is expected to benefit graph analysis tasks, such as community detection for event organization and friend recommendation. While the potential benefits of community are tremendous, it, unfortunately, has been shown that, with naively sanitized graph data, an adversary is able to launch different types of privacy attacks that re-identify nodes, reveal edges between nodes [2]. Thus, before being released to the public, graph data needs to be sanitized with formal, provable privacy guarantees.

Differential privacy (DP) [3] is a widely accepted privacy model, which ensures that the output of the process undergoes sufficient perturbation to mask the presence or absence of any individual in the input while offering both provable utilities on the results and practical algorithms to provide them. When applying DP to graph data, two variants of DP are introduced [4]: in edge-DP, two graphs are neighboring if they differ on a single edge; in node-DP, two graphs are neighboring if they differ up to all edges connected to one node. Obviously, satisfying node-DP is tremendously difficult, as removing one node may cause, in the worst case, the removal of $|V| - 1$ edges, where $|V|$ is the set of all nodes. In comparison, edge-DP is easy to implement and has a good balance with utility preservation. Due to this reason, most existing approaches that publish graphs consider edge-DP. However, the privacy offered by edge-DP is much weaker than node-DP, and is insufficient in most settings. Particularly, edge-DP offers effective protection only when the edges are independent from each other [5], whereas it is hard to make the case that edges are independent. In contrast, as demonstrated in [6], node-DP can provide better privacy protection. The main reason is that a node and its associated edges represent all personal data of an individual, and an edge does not represent all data controlled by one individual. Furthermore, most existing methods reconstruct graphs from the local feature-extraction of nodes instead of global structural features, leading to poor community preservation. For example, Sala et al. [7] and Wang et al. [8] employ the dK-2 series feature-extraction model to transform the social graph into pairs of node degrees. The dK-2 model keeps the information of the degree; then the published graph has a similar degree distribution. However, the dK-2 model only contains the linking information of two nodes, and contains little to the global pattern of nodes. Xiao et al. [9] propose a similar model with a hierarchical random graph (HRG) model to capture the probability of connectivity of nodes. The HRG model stores a cluster of nodes in the same branch on the HRG tree. Unfortunately, the extracted cluster cannot effectively preserve the community structure. The main reason of information loss is the low probability of each single HRG, so that the inferred graph has low probability to be similar to the original one.

Inspired by this, we propose PrivCom, a graph publishing algorithm with strict node-DP to maximize the utility on the community structure while guaranteeing a higher level of privacy. More concretely, to reduce the huge sensitivity, we devise a Katz index-based private graph feature extraction method, which can capture global graph structure features while greatly reducing the global sensitivity through a sensi-
tivity regulation strategy. Nevertheless, with a fixed sensitivity, the feature captured by Katz index, which is presented in the form of a matrix, requires privacy budget splits. As a result, a prohibitive amount of noise is added, therefore mitigating global structural preservation. To fill this gap, we design a private Oja algorithm approximating eigen-decomposition, which generates the noisy Katz matrix via privately estimating eigenvectors and eigenvalues from extracted low-dimensional vectors. Through formal privacy analysis, we prove that PrivCom satisfies \((\varepsilon, \delta)\)-node-DP. Extensive experimental results confirm our theoretical findings and the efficacy of PrivCom.

Briefly speaking, we make the following contributions:

- We present PrivCom, a strict node-DP graph publishing algorithm, which can preserve high data utility on community structure while satisfying \((\varepsilon, \delta)\)-DP.
- To reduce the huge sensitivity, we devise a Katz index-based private graph feature extraction method, which can capture global graph structure features while greatly reducing the global sensitivity via a sensitivity regulation strategy.
- With a fixed sensitivity, the generated Katz matrix requires privacy budget splits and thus mitigates global structural utility. For this, we design a private Oja method approximating eigen-decomposition, which yields the noisy Katz matrix via privately estimating eigenvectors and eigenvalues from extracted low-dimensional vectors.

II. RELATED WORK

Some latest studies attempt to address the graph synthesis publishing with DP. For instance, Sala et al. [7] propose an alternative approach that makes use of the dK-2 graph model. Wang et al. [8] further improve the work of Sala et al. by considering global sensitivity instead of local sensitivity. In particular, the dK-2 model keeps the information of the degree; then the published graph has a similar degree distribution. Nevertheless, the dK-2 model only contains the linking information of two nodes, and contains little to the global pattern of nodes, which leads to poor community structure preservation.

Xiao et al. [9] propose a similar model with a hierarchical random graph (HRG) model to capture the probability of connectivity of nodes. The HRG model stores a cluster of nodes in the same branch on the HRG tree. Unfortunately, the extracted cluster cannot effectively preserve the community structure. The main reason of information loss is the low probability of each single HRG, so that the inferred graph has low probability to be similar to the original one. In addition, this approach above, as well as the subsequent line of work on private graph publishing [10], [11], only guarantees the weak edge-DP, since DP offers effective protection only when the edges are independent from each other [5] yet it is hard to make the case that edges are independent.

To summarize, how to preserve high utility on the community of graphs and protect individuals with node-DP simultaneously in published graphs remains open in the literature.

III. PROBLEM STATEMENT

In this section, we formally describe our problem setting. Given an undirected graph \(G = (V, E)\), we want to release a sanitized graph \(\tilde{G}\) that approximates the true community of the original graph \(G\) as closely as possible while satisfying the strict node-DP. Following a priori conclusion that the community structure is an important global pattern of nodes [1], we devise a Katz index-based private graph feature extraction method, which can capture global graph structure features while greatly reducing the global sensitivity via a sensitivity regulation strategy. Then, with a fixed sensitivity, the feature matrix generated by Katz index, requiring privacy budget splits, potentially mitigates global structural utility. For this, we design a private Oja algorithm approximating eigen-decomposition, which yields the noisy Katz matrix via privately estimating eigenvectors and eigenvalues from extracted low-dimensional vectors. Finally, based on the noisy Katz matrix, we reconstruct a synthetic graph. The process of privately releasing social graphs is illustrated in Fig. 1. After reaping processed graph data, the analyst can perform graph analysis tasks, including but not limited to graph community detection.

![The Framework of PrivCom.](image)

Fig. 1. The Framework of PrivCom.

IV. PRELIMINARIES

A. Notation

Let \(G = (V, E)\) denote a simple undirected graph, where \(V = \{v_1, v_2, \ldots, v_n\}\) is the set of nodes and \(E \subseteq V \times V\) is the set of edges. Let \(A \in \{0, 1\}^{n \times n}\) denote the adjacency matrix of the graph \(G\), where \(A_{i,j} = 1\) if there exists an edge between nodes \(i\) and \(j\) in \(G\) and \(A_{i,j} = 0\), otherwise. Let \(\Sigma^*\) denote the covariance matrix of \(X\), \(\Sigma^* = E[XX^\top]\).

B. Differential Privacy

The notion of DP is defined based on the concept of graph neighboring databases.

**Definition 1 (DP [3])** A graph analysis mechanism \(A\) obeys \((\varepsilon, \delta)\)-DP, if for all neighboring graphs \(G\) and \(G'\) and all subsets \(O\) of \(A\)'s range:

\[
P[A(G) = O] \leq \exp(\varepsilon) \times P[A(G') = O] + \delta.
\]
The parameter \( \varepsilon \) denotes the privacy level, while a positive \( \delta \) allows the algorithm to yield an unlikely output that reveals more information, yet only with probability bounded by \( \delta \). When \( \delta = 0 \), \( A \) is called the \( \varepsilon \)-DP.

**Gaussian Mechanism.** One way to satisfy DP is to add noise to the output of a query. In the Gaussian mechanism \([3]\), in order to publish \( f(G) \) where \( f : G \rightarrow \mathbb{R}^l \) while satisfying \((\varepsilon, \delta)\)-DP, one publishes \( A(G) = f(G) + (Y_1, \cdots, Y_l) \), where \( Y_i \) is drawn i.i.d. from Gaussian distribution \( N(0, S_2(f)^2 \cdot \sigma^2) \) with \( \sigma = \sqrt{2\ln(1.25/\delta)}/\varepsilon \), where \( S_2(f) = \max_{\lambda \in \sigma(G)} \|f(G) - f(G')\|_2 \) is the global sensitivity of the quality function.

In addition, DP also features the following main properties that are used in implementing PrivCom.

**Theorem 1** (Composition rule \([3]\)) If \( A_1 \) is \((\varepsilon_1, \delta_1)\)-DP and \( A_2 \) is \((\varepsilon_2, \delta_2)\)-DP, then \((A_1 \circ A_2)\) is \((\varepsilon_1 + \varepsilon_2, \delta_1 + \delta_2)\)-DP.

**Theorem 2** (Post-processing \([3]\)) If \( A \) is an \((\varepsilon, \delta)\)-DP algorithm and \( B \) is an arbitrary data-independent mapping, then \( B \circ A \) is also \((\varepsilon, \delta)\)-DP algorithm.

**C. Katz Index**

**Definition 2** (h-order heuristics) A method only involves the one-hop neighbors of two target nodes, which is called first-order heuristics. Similarly, a method is calculated up to two-hop neighborhood of the target nodes, which is called second-order heuristics. Naturally, we can define h-order heuristics to be those heuristics which require knowing up to h-hop neighborhood of the target nodes.

**Definition 3** (Enclosing subgraph \([12]\)) For a graph \( G = (V, E) \), given two nodes \( x, y \in V \), the h-order enclosing subgraph for \( (x, y) \) is the subgraph \( G_{x,y}^h \) induced from \( G \) by the set of nodes \( \{i \mid \text{dis}(i, x) \leq h \text{ or dis}(i, y) \leq h\} \), where \( \text{dis}(i, x) \) denotes the shortest path distance between \( i \) and \( x \).

**Definition 4** (Katz index \([12]\)) For a graph \( G = (V, E) \), given two nodes \( x, y \in V \), the Katz index for \( (x, y) \) is defined as \( \bar{H}(x, y) = \sum_{l=1}^{\infty} \beta^l [A^l]_{i,j} \), where \( l \) is the order, and \( \beta \) is a decay factor that is smaller than the inverse of the spectral radius of \( A \).

It is shown that high-order heuristics, such as Katz index, often performs better than first-order and second-order ones \([14]\). It seems that, to learn high-order features, a larger \( h \) will be needed, which is often infeasible on real-world social graphs due to time and space complexities. For this, \([12]\) presents an approximated Katz index that is actually capable of learning high-order graph features, even with a small \( h \).

**Theorem 3** (Katz index approximation \([12]\)) Assume the damping factor \( \beta < \frac{1}{d} \), where \( d \) is the maximum node degree. The error between the approximated Katz index \( \bar{H}(x, y) = \sum_{l=1}^{2h+1} \beta^l [A^l]_{i,j} \) and the real one is bounded as \( |H(x, y) - \bar{H}(x, y)| \leq \beta^{2h+2}(1 - \beta d)^{-1}d^{2h+1} \).

**D. Oja’s Method**

Let \( v_r \in \mathbb{R}^n \) denote the algorithm’s estimate of the top eigenvector of \( \Sigma^* \) at \( \tau \). Then, let \( \eta \) denote learning rate, and \( X \) be a random sample. The update rule of Oja’s algorithm \([15]\) is as follows:

\[
v_r = (I + \eta_r XX^\top) v_{r-1}, \quad v_r = \frac{v_r}{\|v_r\|_2}.
\] (1)

We see that Oja’s method is a stochastic approximation algorithm that significantly reduces both space and time complexity. Note that the update in Eq. (1) computes only the top eigenvector. Yet, it can be generalized directly for the top-k eigenvectors where \( k > 1 \), by substituting \( v_r \) with matrix \( V_r \in \mathbb{R}^{k \times n} \), and by substituting the normalization step with column orthonormalization, for instance, by QR factorization.

**V. The Proposed Solution**

**A. Overview of PrivCom**

The target of this paper is to release a sanitized graph \( \tilde{G} \) that approximates the true community of the original graph \( G \) as closely as possible while satisfying the strict node-DP. Following a priori conclusion that the community structure is an important global pattern of nodes \([1]\), we can move the burden of the utility guarantee on community structure to the global graph structure feature preservation. Motivated by this, we provide an overview of our solution, called PrivCom, in Algorithm \([1]\). First, the approximated Katz matrix \( \bar{H} \) of \( A \) is calculated by Theorem 3 (line 1). The fundamental advantage of adopting such a perspective is that we can learn global graph structure features from local subgraphs while greatly reducing the global sensitivity via a sensitivity regulation strategy (see section \([V.B]\)). Then, a private Oja algorithm is designed to approximate the eigen-decomposition, which yields the noisy Katz matrix via privately estimating eigenvectors and eigenvalues from extracted low-dimensional vectors (lines \([2, 3]\)). As mentioned before, with a fixed sensitivity, such approximation aims at tackling the impact excessive noise addition caused by Katz matrix requiring privacy budget splits. Finally, based on the generated noisy Katz matrix, we reconstruct a synthetic graph (line 4).

In the following of this section, we discuss the key procedures of PrivCom, namely, 1) sensitivity analysis; 2) private Oja algorithm; 3) synthetic graph generation.

**B. Sensitivity Analysis**

We now formally analyze the global sensitivity \( S(\bar{H}(i, j)) \). In this section, we will first obtain how the utility function \( \bar{H}(i, j) \) varies in neighboring databases. After that, we will formulate \( S(\bar{H}(i, j)) \) and demonstrate that, by tuning its decay factor, the noise scale enforced by node-DP can be greatly diluted.

In this work, we leverage Katz index to capture the global structure feature of each node. From the definition of global sensitivity, we have

**Definition 5** (Global sensitivity)

\[
S(\bar{H}(i, j)) = \max_{i,j \in V} \left| \bar{H}(i, j) - \bar{H}_{G'}(i, j) \right|
\]

where \( G \) and \( G' \) are neighboring graphs.
Intuitively, \( S \left( \tilde{H}_{ij} \right) \) is the maximum change in the approximated Katz index in the output space if one node is missing. Consider the extreme case that the additional node connects to all other nodes, it is easy to observe that missing one node will most influence \(|V| - 1\) internal edges in a graph. Therefore, we have:

**Lemma 1** The global sensitivity of the Katz index for any \((x, y), S (\tilde{H}_{ij}) = \tilde{H}_{ij} - \tilde{H}'_{ij} \), is enough to take 1, in which \(0 < \beta < \frac{1}{n-1}\).

**Proof** We prove it by induction. When \(l = 1\), \(A_{ij} \leq d \leq n-1\) for any \((i, j)\) where \(d\) represents the largest node degree in a graph. Therefore, the base case is correct. Now, assume by induction that \(|A_{ij}| \leq d\) for any \((i, j)\), we have

\[
|A_{ij} + 1| \leq d + d = d + 1.
\]

Therefore, we have:

**Lemma 2** If \([\lambda, x]\) is an eigen-pair of \(A\), then \([F(\lambda), x]\) is an eigen-pair of \(\tilde{H} = F(A)\).

**Proof** According to the definition of an eigen-pair, \(\tilde{H}x = \lambda x\). Then, we can easily get \(\tilde{H}^2x = \tilde{H}Hx = \lambda^2 x\). By definition, \([\lambda^2, x]\) is an eigen-pair of \(A^2\). By using the definition of \(\tilde{H} = F(A)\) and repeating the above process, we have \(\tilde{H}x = F(A)x = (\beta \lambda + \beta^2 \lambda^2 + \ldots + \beta^{(2h+1)} \lambda^{(2h+1)})x = F(\lambda)x\), which completes the proof.

C. Private Oja Algorithm

**First-cut solutions:** To reap Katz matrix satisfying \((\varepsilon, \delta)\)-DP, a natural but naive approach is to inject noise into each entry, that is \(\tilde{H}_{ij} = H_{ij} + N(0, \sigma^2 I)\), in this matrix. More concretely, the graph node number \(n\) is fixed a priori, and the privacy budget is split across the Katz matrix, so \(\varepsilon_1 = \ldots = \varepsilon_\gamma = \frac{\varepsilon}{\gamma}\). Note that similar to the privacy budget \(\varepsilon\), while the privacy parameter \(\delta\) needs to be split, recall that the Gaussian mechanism, \(\sigma = \sqrt{2\ln(1.25/\delta)/\varepsilon}\), whose logarithmic calculation enables us to ignore the impact caused by splitting \(\delta\). An alternative solution is to map this matrix to an \(n^2\)-dimensional vector, and then inject Gaussian noise, \(N(0, \sigma^2 I_{n^2 \times n^2})\), into this vector. Unfortunately, due to the large scale of social graphs, it is impractical to calculate this identity matrix \(I\) with size \(n^2 \times n^2\).

At a high level, we tackle this problem by leveraging a stochastic algorithm for eigen-decomposition approximation. In particular, we use Oja’s algorithm [15], which computes top eigenvectors of a matrix with a stochastic access to the matrix itself. That is, if we want to compute the top eigenvector of \(H\), we can use the following updates:

\[
\tilde{V}_\tau = \tilde{V}_{\tau-1} + \eta XX^T \tilde{V}_{\tau-1}, \quad \tilde{V}_\tau = QR(\tilde{V}_\tau),
\]

\[
\tau = 1, \ldots, \gamma
\]

where \(XX^T = \tilde{H}\). For example, we can update \(\tilde{V}_\tau\) using Eq. (2b) in which each entry of \(N_\tau\) is sampled i.i.d. from a Gaussian distribution calibrated to ensure DP. Even this algorithm in its current form does not mitigate privacy budget splits as we need to yield a high-dimensional matrix \(N_\tau\) with size \(n \times n\) in each iteration. However, by observing that \(XX^T \tilde{V}_{\tau-1} \sim g_\tau \sim N(0, \sigma^2 I_{n^2 \times n^2})\) (because the sensitivity of \(g_\tau\) is 1, see Lemma 3), we can now replace the generation of \(N_\tau\) by the generation of a low-dimensional matrix \(g_\tau\), thus significantly reducing the privacy budget split for the Katz feature matrix. Note that after reaping noisy eigenvectors, the eigenvalues can be derived by \(\hat{\lambda}_\gamma = \sqrt{||H \cdot \tilde{V}_\gamma||_2^2 + N(0, \sigma^2)}\) (see line 7).
Similar to Lemma 3 with $0 < \beta \leq \frac{1}{(n-1)(n^2 k^2 + 1)}$, taking $S(\|\tilde{H} \cdot \tilde{v}_i\|_2^2) = 1$ is enough to achieve $(\varepsilon, \delta)$-node-DP.

**Lemma 3 (Sensitivity of $g_r$)** Let $\tilde{H} \tilde{V} = g_r$. With $0 < \beta \leq \frac{1}{(n-1)(n^2 k^2 + 1)}$, the global sensitivity of $g_r$, $S(g_r)$, is 1.

**Proof** To use Gaussian mechanism, we map the matrix $(\tilde{H} \cdot \tilde{V})_{n \times k}$ to vectors. Because for vectors, the value of $\|\cdot\|_2$ is equal to $\|\cdot\|_F$, so that the vectors and matrices can be uniformly quantified using $\|\cdot\|_F$. Thus, we have:

$$\|\tilde{H} \tilde{V}\|_F \leq \|\tilde{H}\|_F \|\tilde{V}\|_F \leq n^2 k^2 \max_{x,y} |\tilde{H}(x,y)| \max_{x,y} |\tilde{V}(x,y)|$$

$$\leq \frac{n^2 k^2 - n^2 k^2 |\beta(n-1)|^{2h+1}}{1/((n-1)|\beta(n-1)|)} \leq 1.$$

**Theorem 4** PrivCom satisfies $\Sigma_{i=1}^{n+k}(\varepsilon_i, \delta_i)$-DP with regard to a change in a graph’s node.

**Proof** For each iteration, the low-dimensional projection vectors with Gaussian noise (see line 4) make the output eigenvector obey $(\varepsilon, \delta)$-DP. With composition rule (see Theorem 7), after $\gamma$ iterations, we easily get that the output eigenvector obeys $\Sigma_{i=1}^{\gamma}(\varepsilon_i, \delta_i)$-DP. Then, following this private eigenvector and the approximated Katz matrix that potentially leaks privacy, with Gaussian noise added, we enable the eigenvalues to be $\Sigma_{i=1}^{\gamma+k}(\varepsilon_i, \delta_i)$-DP. According to the post-processing property of DP, we derive that PrivCom maintains $\Sigma_{i=1}^{\gamma+k}(\varepsilon_i, \delta_i)$-DP with regard to a change in a node of a graph.

D. Synthetic Graph Generation

In this section, we aim to reconstruct a synthetic graph from the noisy Katz matrix. We will need the following theorem.

**Theorem 5** (Lemma 9.4.1. of [17]). Let $H$ be a matrix with $H(i,j) = \text{Katz}(i,j)$ for all $i, j \in [n]$. The Laplacian $L$ of the solution $\tilde{G}$ is $-2 \cdot \left((I - \frac{1}{n}) H (I - \frac{1}{n})\right)^T$, where $I$ is the $n \times n$ identity matrix and $J$ is the $n \times n$ all ones matrix.

Recently, [18] has shown that an analogous result to Theorem 5 holds for graph recovery from all pairs Katz similarity scores. However, this formula is quite unstable and generally yields an output which is far from a graph Laplacian even when $H$ is corrupted by a small amount of noise. So we instead compute a regularized estimate, $\tilde{L} = -2 \cdot \left((I - \frac{1}{n}) H (I - \frac{1}{n}) + \alpha I\right)^T$, where $\alpha > 0$ can be chosen, e.g., by line search. Normally, $\tilde{L}$ will not be a valid graph Laplacian, and therefore we remove any negative edge weights to obtain $\tilde{G}$.

It is worth mentioning, here, that completing graph generation by Theorem 5 will consume $O(n^3)$ time complexity, which is not feasible for large scale graphs. Towards this end, an alternative solution [19], which is based on a full rank Cholesky factorization, is employed to effectively address this problem with efficiency and effectiveness.

VI. EXPERIMENT AND ANALYSIS

**Datasets.** We make use of three standard real datasets in our experiments. 1) polblogs (PB for short) [20]: is a network of US political blogs with 1,224 nodes and 16,718 edges. 2) petster-hamster[1] (PH for short): is a social network containing friendships and family links, which has 2,426 nodes and 16,631 edges. 3) CA-GrQc (CG for short): is a collaboration network with 5,242 nodes and 14,496 edges.

**Baselines.** We compare ours with two private graph publishing algorithms, namely dK-2 graph model [8] and HRG model [9] with edge DP, to show how good the utility of our method is, even under rigorous node DP requirements. More concretely, the dK-2 graph model [8], which preserves the dK-2 series in graph anonymization while achieving $(\varepsilon, \delta)$-edge DP (referred to as dK-2). The HRG model [9] stores a cluster of nodes in the same branch of the HRG tree, guaranteeing edge DP via sampling possible HRG structures in the model space by Markov chain Monte Carlo. Note, however, that [9] achieves $\varepsilon$-edge DP with the global sensitivity, and therefore it cannot be directly employed to compare with ours. For a fair comparison, we replace the Laplace mechanism applied in [9] with the Gaussian mechanism, but keep the global sensitivity and variance both mechanisms consistent.

**Parameter Settings.** Throughout all the experiments, we vary the privacy budget $\varepsilon \in [0.1, 1.5]$ for PrivCom and HRG, and $\varepsilon \in [5, 20]$ for dK-2. For PrivCom, when DP is used, $\delta$ is supposed to be $10^{-5}$, a value that is generally considered safe [21] because it implies that the definition of DP is true with a probability of 99.999%. As mentioned before, for a fair comparison, we keep $\delta = \frac{1.25}{\text{exp}(1)}$ for HRG. The iteration number is set to $\gamma = \frac{1}{\varepsilon} \min\left\{\frac{1}{\beta^2}, \frac{\|H\|^2}{\sigma^2}\right\}$ and the learning rate is $\eta = \frac{1}{\gamma \sigma \sqrt{n}}$. Following [8], we keep $\delta = 0.01$ for dK-2. In addition, the regularized parameter is $\alpha = 5 \times 10^{-6}$. Due to the randomness of the algorithms, we run each algorithm 100 times and report the average results.

**Evaluation Metrics.** For every pair $(G, \tilde{G})$, where $G$ is a real-life graph and $\tilde{G}$ is a synthetic graph sampled from a model learned from $G$, we evaluate the extent to which $\tilde{G}$ preserves the community structure of $G$ via the average $F_1$ score (Avg-$F_1$) [22]. In particular, given the detected communities, each community is matched with the most similar one in the ground-truth communities, and the $F_1$ score of the two matched sets $c_1$ and $c_2$ is defined as

$$F_1(c_1, c_2) = 2 \frac{\text{prec}(c_1, c_2) \times \text{recall}(c_1, c_2)}{\text{prec}(c_1, c_2) + \text{recall}(c_1, c_2)},$$

where $\text{prec}(c_1, c_2) = \frac{|c_1 \cap c_2|}{|c_1|} \in [0, 1]$ and $\text{recall}(c_1, c_2) = \frac{|c_1 \cap c_2|}{|c_2|} \in [0, 1]$.

A. Community Structure Preservation

Fig. 2 displays the comparison of the community structures found by Louvain [23] in terms of the average $F_1$ score. Here

1PH is available at [http://konect.uni-koblenz.de/networks/](http://konect.uni-koblenz.de/networks/). CG is available at [http://snap.stanford.edu/data/index.html](http://snap.stanford.edu/data/index.html).
for HRG and PrivCom, we set \( \varepsilon = 0.1, 0.5, 1, 1.5 \) for Fig. 2a-2d, respectively. For dK-2, we set \( \varepsilon = 5, 10, 15, 20 \) for Fig. 2a-2d, respectively. From Fig. 2 we see that all algorithms perform in a similar way: the utility of the results is improved when the privacy budget \( \varepsilon \) increases. This is, because, when \( \varepsilon \) increases, a smaller amount of noise is required and a lower degree of privacy is guaranteed. Besides, compared to HRG and PrivCom, we observe that even though dK-2 has larger privacy budgets, it still cannot reap competitive results. This reason is two-fold: i) this model only contains the linking information of two nodes, and contains little to global graph structure features; ii) a prohibitive amount of noise needs to be injected to mask the change of a single edge, which leads to poor overall data utility. Another important observation from Fig. 2 is that in most cases, HRG reaps better performance than dK-2, while the performance gap between HRG and PrivCom is large on the three datasets tested. This phenomenon is in line with the analysis of section V.

VII. Conclusion

In this paper, we have proposed PrivCom, a node-DP based graph publishing algorithm. The underlying highlights lie in the following aspects: i) to reduce the huge sensitivity, we devise a Katz index-based private graph feature extraction method, which can capture global graph structure features while greatly reducing the global sensitivity via a sensitivity regulation strategy; and ii) with a fixed sensitivity, the feature matrix generated by Katz index, requiring privacy budget splits, potentially mitigates global structural utility. For this, we design a private Oja algorithm approximating eigen-decomposition, which yields the noisy Katz matrix via privately estimating eigenvectors and eigenvalues from extracted low-dimensional vectors. Formal privacy analysis and experimental results on real datasets show that the released graph by PrivCom satisfies \((\varepsilon, \delta)\)-node-DP while preserving high data utility on community structure.
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