1. Introduction

The latest frontier in the science of magnetic nanoparticles (NPs) is the possibility of creating versatile systems, namely with tunable structural and magnetic properties to meet specific technological requirements. This ambitious goal is of fundamental importance in the field of nanomedicine, which is one of the main sectors of application of magnetic NPs, where they can be employed both as diagnostic and therapeutic tools.1,2 In particular, magnetic NPs can act as heating agents under an alternating magnetic field.3 This function can be exploited in the treatment of cancer, since the heat produced by NPs delivered at the tumor site can raise the local temperature above the systemic one (magnetic hyperthermia), thus inducing the death of cancer cells4–9 or inhibiting their capacity to self-renew.10 Moreover, magnetic hyperthermia can sensitize cancer cells to the effects of radiotherapy11,12 and pre-clinical studies demonstrated its efficiency as an activator of the immune system to treat metastatic tumors.13 In the case of NPs dispersed into a biocompatible matrix together with drug molecules (bound to the NPs themselves or loaded separately), magnetic heating can be used to thermally promote the detachment of the molecules and the degradation of the matrix, for a controlled and targeted drug release.14–17 However, a different heating efficiency is required in these applications and hence the magnetic parameters of the NPs must be adjusted for each of them. It is worth remarking that NPs for biomedical applications must be made of a biocompatible material. This restricts the number of degrees of freedom in the formulation of magnetic NPs. Iron oxide in the form of NPs is one of the few inorganic nanosystems approved by the U.S. Food and Drug Administration (FDA) for use in human patients.18

The most common pathways to control the saturation magnetization and the magnetic anisotropy of iron oxide NPs are represented by the synthesis of core–shell structures – in which the inner core and the outer layer are made of two
different magnetic phases, coupled by exchange interaction \(^{19-23}\) – or the doping of magnetite with Mn and/or Zn. \(^{24-26}\)

An interesting strategy to modify the magnetic response of iron oxide NPs without affecting their chemical composition is to vary their geometry. \(^{27}\) Indeed, shape is a key feature because it directly affects the magnetic anisotropy of each individual NP, a crucial parameter in the description of any magnetic phenomenon. \(^{28}\) Several studies have demonstrated the impact of the shape of NPs on the magnetic heating mechanism. \(^{29-32}\) Magnetite nanocubes are probably the most effective magnetic nanoheaters under high field intensities. \(^{33}\) Elongated NPs are another less explored, but highly interesting system in which a single easy magnetization axis is well defined. \(^{27,24}\) The synthesis of elongated magnetite NPs smaller than 100 nm is still a challenge. In general, synthetic strategies are based on aqueous media using other non-magnetic iron oxides or oxohydroxides as templates. \(^{35}\) The preparation of spherical NPs is more accessible since several methods have been developed in the last decades. \(^{36}\)

Among the most used are the alkaline co-precipitation of ferrous and ferric salts in aqueous media, \(^{37}\) the thermal decomposition of organometallic compounds \(^{38}\) and the polyol-mediated process. \(^{39}\) By properly varying the synthetic parameters, virtually all methods allow a certain control over the mean size of the NP assembly and possibly on the size distribution, \(^{40-43}\) fundamental characteristics that determine the anisotropy energy barriers of the NPs and hence their magnetothermal behavior. \(^{44}\) On the other hand, the degree of crystallinity, the chemical properties of the surface and the aggregation level of the NPs – which have a direct impact respectively on the magnetization and on the magnetic interacting state and colloidal stability – may strongly depend on the synthetic route.

An alternative approach to regulate the magnetic behavior of a NP assembly is to exploit the interparticle dipolar interactions. Magnetic NPs for biomedical applications are very often coated with biocompatible surfactants, which, while preventing direct contact between them, cannot completely hinder the onset of dipolar interactions. In short, the presence of dipolar interactions cannot be practically avoided and indeed becomes an important issue in bioapplications in which the NPs are internalized into cell cytoplasm. In fact, the cellular mechanisms of internalization generally confine the NPs in small vesicles reducing the distance between them and thus enhancing the dipolar interactions. \(^{45}\) Dipolar interactions may result in an increase of the anisotropy energy barriers of the NPs and hence in an improved stability of their moments against thermal fluctuations and superparamagnetic relaxation. \(^{44,46,47}\) If the dipolar interactions are strong enough, the anisotropy energy barriers can become interdependent and collective magnetic behaviors may even appear (super-spin-glass behavior, super-ferromagnetism). \(^{48-50}\) Several studies have demonstrated that this phenomenology may have a positive impact on the NP magnetic heating efficiency. \(^{26,51-55}\)

However, the issue is quite controversial since dipolar interactions may also cause unwanted effects. For instance, strong dipolar interactions may reduce the colloidal stability and lead to sedimentation effects. It has been reported that the formation of large NP agglomerates may reduce the heating efficiency due to demagnetizing effects \(^{56}\) or to a slowing down of the Brownian relaxation. \(^{45,57}\) If the medium is a solid polymeric matrix or a hydrogel, a high concentration of NPs can affect the mechanical and degradation properties. \(^{58,59}\)

The strategy we have conceived to modulate the magnetic properties of a NP system consists of combining NPs with different intrinsic magnetic anisotropy and exploiting the magnetic interaction between them. This approach relies on the growing know-how in synthetic methods, enabling the production of NPs with an amazing variety of geometrical shapes. \(^{60-62}\) In fact, we have studied samples obtained by mixing, in different proportions, NPs made of the same magnetic material, i.e. iron oxide, but having elongated and spherical shape and different mean volume, structural features that determine the magnetic anisotropy and the magnetic relaxing behavior. Changing the relative fractions of the two types of NPs emerges as an easy and effective way to tailor the hysteric properties of the whole system and their thermal evolution. We will show that the magnetic properties of the mixed samples do not correspond to the mere superposition of those of the parent NPs, but are affected by their mutual influence, which we will describe through a mean field model, in consideration of their particular aggregation state. We will demonstrate that the interplay between the differently shaped NPs produces beneficial effects on the heating efficiency of the mixed samples, confirming the potential of this approach to tune and enhance this specific functionality.

2. Experimental section

2.1 Synthesis of the samples

Two types of magnetic iron oxide NPs are synthesized differing in their shape, which is spherical in one case and elongated in the other. The spherical NPs (labelled as SP) are prepared by a polylol method as described elsewhere. \(^{43}\) In brief, 2.62 mmol ferric chloride (FeCl\(_3\)-6H\(_2\)O) are dissolved in 109 mL of ethylene glycol using an ultrasound bath. Then, 140 mmol polyvinylpyrrolidone (PVP40) are added to the solution drop by drop under vigorous stirring and mild heating. Then, 36.5 mmol sodium acetate trihydrate (NaAc·3H\(_2\)O) are added to the solution. The final solution is transferred to a Teflon-lined autoclave (100 mL) and heated at 200 °C for 16 h inside an oven. The product obtained is washed by triple magnetic precipitation with ethanol, air dried and transferred into water. The SP NPs prepared by polylol synthesis usually preserve a protective thin layer of the polylol employed that stabilizes the magnetic colloids. In this case, the polylol is ethylene glycol and its amount is ~2 wt%, as determined by thermogravimetric analysis.

The elongated NPs (labelled as EL) are synthesized using a three-step process. First, elongated goethite NPs are prepared.
NPs are prepared as diluted colloids and dried over Cu TEM carried out on the SP and EL NPs using a JEOL JEM 2100. The Transmission electron microscopy (TEM) observations are expressed in terms of weight fractions of EL and SP, as reported in Table 1.

2.2 Characterization techniques

Transmission electron microscopy (TEM) observations are carried out on the SP and EL NPs using a JEOL JEM 2100. The NPs are prepared as diluted colloids and dried over Cu TEM grids at room temperature. The size distributions of the NPs are obtained by measuring more than 150 NPs from TEM pictures with the software ImageJ and adjusting the data to a log-normal distribution.

X-ray diffraction (XRD) spectra for the SP and EL NPs are collected over samples in the powder form using a Bruker D8 Advance A25 with Cu Kα1 radiation (λ = 1.5406 Å) and a detector PSD-XE (DAVINCI). The XRD patterns are obtained from 2Θ = 20°–70° in steps of 0.03° and time steps of 2 s.

The hydrodynamic size and polydispersity of the NPs are determined by dynamic light scattering (DLS) on highly diluted aqueous colloids, using a Zetasizer Nano S, from Malvern Instruments (UK). The measurements are repeated diluting the colloid in order to maximize the count rate.

The magnetic properties of the produced samples are studied using a superconducting quantum interference device (SQUID) magnetometer, operating in the 5–300 K temperature range (maximum applied field 50 kOe). For this analysis, 100 mL of each prepared solution is placed in a small cylindrical container. A fixed amount of cotton is inserted in the small container so that it absorbs all the fluid and it can be assumed that the NPs are immobilized into the cotton swab in a configuration close to the one they assume in the aqueous solution. After being allowed to dry in air for at least 24 hours, the cotton swab is removed from the container and put in a proper sample holder for SQUID. Samples of EL and SP in the form of powder are also measured: the powder is inserted directly into the

| Sample | Composition (wt%) ±1 | Total Fe-amount (wt%) ±2 | D_{H} (nm) | PDI |
|--------|----------------------|-------------------------|----------|-----|
| SP     | 0                    | 100 [98; 2]             | 70       | 127 | 0.21 |
| M1     | 25 [10; 15]          | 75 [74; 1]              | 60       | 196 | 0.22 |
| M2     | 50 [20; 30]          | 50 [49; 1]              | 49       | 196 | 0.18 |
| M3     | 63 [25; 38]          | 37 [36; 1]              | 44       | 208 | 0.18 |
| M4     | 75 [29; 46]          | 25 [25; 0]              | 39       | 216 | 0.16 |
| M5     | 88 [34; 54]          | 12 [12; 0]              | 33       | 187 | 0.19 |
| M6     | 94 [37; 57]          | 6 [6; 0]                | 31       | 187 | 0.20 |
| EL     | 100 [39; 61]         | 0                       | 28       | 143 | 0.13 |
sample holder and slightly pressed in order to avoid any movement during the measurement. Hence, the pressed powder constitutes a large agglomerate of NPs in very intimate contact.

The magnetic heating measurements are carried out using a FiveCELES AC magnetic field inductor equipped with water cooled 50 mm diameter coil of 6 turns. The temperature was registered with an optic fiber thermal probe (OSENSA).

3. Results

3.1 Structural characterization

Fig. 1 shows typical TEM images of the prepared NPs. Both SP and EL NPs appear arranged in the form of aggregates on the TEM grid (frames a and b). A closer inspection confirms the rounded geometry of the SP NPs, that we schematically assume as spherical (frame d), and the markedly elongated shape of the EL ones (frame e). In the EL NPs, we can distinguish a darker area at the center, which corresponds to the iron oxide core, surrounded by a light-grey layer, which corresponds to the silica coating. For both SP and EL NPs, TEM images show an internal porosity of the magnetic cores, which is in agreement with previous studies on similar samples.33,43

Fig. 1 also includes the distributions and corresponding log-normal fitting for: the diameter of the SP NPs (frame g); the length $L$ (i.e. the major axis) and the width $W$ (i.e. the minor axis) of the magnetic core of the EL NPs (frame h); the thickness of the silica shell of the EL NPs (frame i). The mean diameter of the SP NPs, as obtained by the fitting, is 31 nm (normalized standard deviation $\sigma = 0.23$) resulting in a mean volume of $\sim 1.6 \times 10^4$ nm$^3$. The average dimensions of the EL cores are: $\langle L \rangle = 56$ nm ($\sigma = 0.16$) and $\langle W \rangle = 10$ nm ($\sigma = 0.29$). The average ratio between length and width, i.e. the aspect ratio, is 5.2 ($\sigma = 0.24$) (the distribution is shown in Fig. S1†). Hence, the core mean volume is $\sim 2.9 \times 10^3$ nm$^3$, under the assumption of a perfect prolate spheroidal shape. The average thickness of the silica shell is 4 nm ($\sigma = 0.24$). Hence, the mean volume of the EL NPs (including silica) is $\sim 1 \times 10^4$ nm$^3$, of the same order of magnitude as that of the SP NPs. It is easy to calculate that the core:shell volume ratio is approximately 1:3.

Fig. 1c and f are TEM images for sample M3. Although the NPs show a tendency to form large agglomerates on the TEM grid, they are not homogeneously mixed, but aggregates of EL and SP NPs can be well distinguished (highlighted by the circles in Fig. 1f).
The crystalline structure of the samples is studied by XRD (Fig. S2†) in order to confirm the magnetic phase of sample SP, prepared in one step, and the complete transformation of the goethite core of EL NPs after reduction, i.e. after step 3 of the synthesis process (Scheme 1). For both samples, the diffraction peak positions match with the inverse spinel structure of the magnetite/maghemite iron oxide phases. The peaks in the SP spectrum are much narrower than those in the EL one, which is consistent with the larger mean size of the SP NPs. In the spectrum of the EL NPs, no residual peak of either the goethite phase or the hematite phase is visible.

The hydrodynamic sizes $D_{H}$ of the SP and EL NPs in suspension, estimated by DLS (Fig. S3†), are ~127 and 143 nm, respectively (Table 1). The silica coating in EL and the polyol rests in SP NPs represent a steric barrier that ensures the spacing between magnetic cores and provides colloidal stability. Charge responsible for the electrostatic repulsion that helps keeping the particles apart and provides colloidal stability during the measurements. The $D_{H}$ values are larger than the sizes estimated by TEM, which is usual for magnetic colloids dispersed in aqueous media. The effect is generally attributed to the formation of small aggregates of few NPs during the synthesis, known as primary aggregates, which cannot be broken even with strong sonication. It is worth remarking that DLS is an optical technique performed over suspensions of NPs diluted at a concentration much smaller than that of the original samples prepared for the magnetic study and heating tests (i.e. 4.6 mg mL$^{-1}$). Therefore the NPs may present a different aggregation state. Despite such concern, the low polydispersity index (PDI), 0.21 and 0.13 in SP and EL samples respectively (Table 1), indicates the homogeneity and stability of these colloids. Interestingly, the hydrodynamic size in mixed samples averages around 200 nm, i.e. the aggregate size increases slightly as a consequence of the mixing. Most likely this reflects the formation of secondary aggregates consisting of SP and EL primary aggregates, as suggested by the TEM study on sample M3 (Fig. 1c and f), although the NPs are under a very different condition in the TEM analysis and in the DLS one. This can be explained considering that the two colloids present different coatings and their stabilization mechanism are hampered in the mixture. However, the PDI parameter remains low, below 0.2 for most samples, which seems to indicate that these secondary aggregates maintain a good colloidal stability.

### 3.2 Magnetic study

#### 3.2.1 Magnetization of EL and SP nanoparticles.

Magnetic hysteresis loops are measured at temperature $T = 5$ K (shown in Fig. S4†) and $T = 300$ K on the SP and EL NPs in the form of powder. The obtained values of saturation magnetization $M_{s}$ are: for SP, (85.6 ± 0.9) emu g$^{-1}$ and (72.3 ± 0.7) emu g$^{-1}$ at $T = 5$ K and 300 K, respectively; for EL, (38.5 ± 0.5) emu g$^{-1}$ and (35.6 ± 0.4) emu g$^{-1}$ at $T = 5$ and 300 K. In both samples, $M_{s}$ is lower than that of bulk magnetite, which is 98 emu g$^{-1}$ at $T = 5$ K and 92 emu g$^{-1}$ at $T = 300$ K. 28

Regarding EL, the thermal decrease of $M_{s}$ in the 5–300 K range is similar to that of bulk magnetite. Since the magnetization is obtained by dividing the magnetic moment measured by SQUID by the weight of the whole sample, the apparent reduction of $M_{s}$ compared to magnetite is mainly due to the presence of the non-magnetic SiO$_2$ coating layer. The magnetite content in EL NPs can be estimated by comparing the measured $M_{s}$ to that of the bulk phase. We find that the magnetite fraction is ~39 wt% and, accordingly, the SiO$_2$ fraction is ~61 wt%. Hence, the total amount of magnetite in the mixed samples, relative to both EL and SP NPs, decreases moving from sample M1 to M6 (Table 1). Considering the density of bulk Fe$_2$O$_3$ (~5 g cm$^{-3}$) and SiO$_2$ (~2.6 g cm$^{-3}$), we estimate that the volume fractions of magnetite and silica are ~25% and ~75% respectively, in line with the ratio 1:3, obtained by TEM. It is to be considered that, as revealed by TEM (Fig. 1), the EL NPs have a porous structure and, therefore, the density values of the magnetite core and silica shell are certainly lower than that of the bulk phases, actually.

Hence, the agreement between the core : shell volume ratio estimated by magnetic measurement and that estimated by TEM implies that the density of magnetite and silica is reduced to the same extent, compared to the bulk values.

As for SP, the low $M_{s}$ compared to the value of bulk magnetite cannot be entirely ascribed to the presence of the ethylene glycol layer (~2 wt%). The reduction of $M_{s}$ and its stronger thermal dependence compared to magnetite can be determined by traces of maghemite (the bulk phase has $M_{s}$ ~83 emu g$^{-1}$ at $T = 5$ K (ref. 28)) and by structural/magnetic disorder effects, such as an altered distribution of vacancies in the spinel structure and spin-canting, which may affect the NPs with smaller size, also due to their porosity.

#### 3.2.2 Magnetic relaxation processes in EL and SP nanoparticles.

The magnetic moment vs. temperature is measured on the cotton swabs containing EL and SP NPs, in an applied field $H_{\text{app}} = 20$ Oe, in the zero-field-cooling (ZFC) and field-cooling (FC) modes, i.e. after cooling the sample from $T = 300$ K down to $T = 5$ K in no field and in $H_{\text{app}}$. The curves shown in Fig. 2 exhibit magnetic irreversibility (i.e. a difference between $m_{\text{ZFC}}$ and $m_{\text{FC}}$ values), typical of systems of NPs undergoing magnetic relaxation. The effect is more pronounced in sample EL.

In general, it is assumed that all the NPs are in the full superparamagnetic state at the temperature where the $m_{\text{ZFC}}$ and $m_{\text{FC}}$ branches join together.

The Néel expression for the magnetic relaxation time of a magnetic NP moment is:

$$\tau_{N} = \frac{1}{f_{0}} \exp(KV/k_{B}T)$$

where $KV$ is the magnetic anisotropy energy barrier ($K$ anisotropy coefficient, $V$ volume of the NP, $k_{B}$ the Boltzmann constant and $f_{0}$ the frequency factor). Denoting $\tau_{m}$ as the measuring time characteristic of the used investigating technique, the transition between the blocked and superparamagnetic regimes occurs at $\tau_{N} = \tau_{m}$. Accordingly, the volume value below which a NP is superparamagnetic at a
From eqn (2), we can also estimate that the smallest SP NPs of that temperature, under the adopted experimental conditions. Minor fraction (74\%) is in the superparamagnetic regime at T = 300 K (inset of Fig. 1g), it turns out that only a size distribution of the SP NPs (Fig. 1g), it turns out that only a minor fraction (74\%) is in the superparamagnetic regime at that temperature, under the adopted experimental conditions. From eqn (2), we can also estimate that the smallest SP NPs of the distribution, with D \sim 17 nm, block around 100 K. Hence, we schematically consider that all the moments of the SP NPs are blocked at T = 100 K.

In EL, the m_{ZFC} and m_{FC} branches join at T = 300 K and hence we assume that at this temperature substantially all the NPs are in the superparamagnetic state. In fact, the magnetic anisotropy of EL NPs is certainly larger than the magnetocrystalline anisotropy of bulk magnetite, due to the elongated shape which results in the appearance of an anisotropy contribution of magnetostatic origin (i.e. shape anisotropy).\(^{28}\) On the other hand, the mean volume of the magnetic core of the EL NPs is one order of magnitude smaller than that of the SP ones.

The m_{FC} curve for EL features a step at T \sim 100 K (inset of Fig. 2), which can be ascribed to the Verwey transition, i.e. the change from the monoclinic to the cubic lattice structure typical of magnetite.\(^{73}\) The Verwey transition is very seldom observed in NPs, due to the structural disorder that the scaling to the nanometric regime may induce.\(^{74,75}\) Hence, the observation of this phenomenon in EL NPs confirms the good crystallinity and high order degree of the Fe\(_3\)O\(_4\) phase. It has been previously reported how the silica coating reduces the exposure to the oxygen present in the liquid media preventing the natural oxidation of Fe\(^{2+}\) ions in magnetite.\(^{76}\)

### 3.2.3 Hysteresis loops of EL, SP and mixed samples.

Hysteresis loops are measured at different temperatures in the 5–300 K range on all the samples in the form of cotton swabs. The values of \(M_S\) at T = 5 K are reported in Table S1.\(^1\) \(M_S\) = (74 ± 4) emu g\(^{-1}\) in M1 and decreases to (43 ± 3) emu g\(^{-1}\) in M6. Table S1 also reports the expected \(M_S\) calculated considering the sample composition (Table 1) and the \(M_S\) of EL and SP samples. The measured and calculated values are consistent within the experimental errors. In Fig. 3a, for some representative mixed samples we report the loops at T = 5 K. Their shape does not reveal the presence of the two distinct populations of NPs.

The curves of coercivity \(H_C\) vs. T are shown in Fig. 3b.

At T = 5 K, \(H_C\) is \sim 230 Oe in SP, a value in line with that usually found in magnetite NPs;\(^{74,75}\) a much higher \(H_C\) \sim 743 Oe is measured for EL, consistent with the existence of shape
anisotropy. Since, based on the Stoner Wohlfarth model, $H_C$ and the magnetic anisotropy are proportional in a random assembly of magnetite NPs,\textsuperscript{25} we can roughly estimate that the anisotropy coefficient $K$ for the EL NPs is about three times larger than that for the SP NPs. For $T < 100$ K, the coercivity of EL is larger than that of SP, whereas for $T > 100$ K the opposite relation holds. At $T = 300$ K, $H_C$ is null in EL, which is in favor of a predominant superparamagnetic behavior of the NP assembly; $H_C$ is $\sim 56$ Oe for SP, confirming that not all the NPs are in the superparamagnetic regime. For $T < 100$ K the coercivity of the mixed samples increases with increasing the fraction of EL, \textit{i.e.} going from sample M1 to M6, whereas the opposite occurs at higher temperature.

The loops measured on the mixed samples are compared to loops calculated as the weighted sum of the loops of EL and SP, according to the sample composition. These calculated loops are the expected ones under the assumption that the two populations of NPs do not influence each other. In Fig. 4a, the measured and calculated $H_C$ values are reported as a function of the fraction of EL NPs in the samples, for $T = 5, 50, 100, 150$ and $300$ K.

Obviously, the measured and calculated curves join at the ends. At $T = 5$ and $50$ K, \textit{i.e.} for temperatures at which the EL NPs are magnetically harder than the SP ones, the curve of the measured $H_C$ lies below that of the calculated $H_C$. On the opposite, for $T \geq 100$ K, \textit{i.e.} for temperatures at which the EL NPs are softer than the SP NPs, the measured $H_C$ is larger than the calculated one, particularly in M2 and M3 (actually, at $T = 100$ K, the measured and calculated $H_C$ are similar within the experimental error, apart from M3). We also consider the squareness parameter, \textit{i.e.} the ratio $m_r / m_{50kOe}$, where $m_r$ is the remanent moment and $m_{50kOe}$ is the moment at $H = 50$ kOe.

The measured and calculated curves of squareness vs. EL NPs fraction are shown in Fig. 4b. At all temperatures, the measured curve lies above the calculated one. At $T = 5$ and $50$ K, the squareness slightly increases passing from M1 to M6 and the opposite trend is observed at the higher $T$ values.

### 3.2.4 Analysis of the remanence curves

We measure the isothermal remanent magnetization (IRM) and the dc demagnetization remanence (DCD) at $T = 5$ K on the samples in the form of cotton swabs. In the IRM measurement procedure an initially demagnetized sample is progressively magnetized by a positive magnetic field increasing from 0 Oe up to 20 kOe. The recorded remanence values are plotted as a function of the previously applied magnetic field and the obtained curve is normalized to its final value. The DCD measurement procedure is similar except that initially the sample is negatively saturated and the curve of remanence vs. $H$ is normalized to its initial value. The IRM and DCD curves for all the investigated samples are shown in Fig. S5a.\textsuperscript{†} For each sample, we calculate the field derivative of the IRM, which is a figure of the distribution of switching fields needed to reverse the magnetic moments of the system. The results are shown in Fig. 5. This analysis well reveals the presence of two distinct populations of NPs in the mixed samples. In fact, unlike the switching field distributions for EL and SP, those for the mixed samples exhibit a bimodal profile. The peak at low field is substantially in the same position as the one in the distribution of sample SP and its height reduces with increasing the EL NP fraction.

The peak at a higher field is reasonably related to the fraction of EL NPs and, in fact, increases as that increases. As we have done for the hysteresis loops, we calculate the IRM curves for the mixed samples as the weighted sum of the IRM of EL and SP.

![Fig. 4](image-url) (a) Coercivity $H_C$ and (b) squareness $m_r/m_{50kOe}$ as functions of the fraction of EL NPs in the samples, at different temperatures. The curves of the measured and calculated values are compared (see text for details). In many cases the error bar is smaller than the symbol size.
In Fig. 6a–f, we compare the field derivatives relative to the measured and calculated IRM. In all samples, the measured curve features a low-field peak higher than that visible in the calculated curve and broadened, particularly on the right side. On the contrary, the measured high-field peak is lower than the calculated one and shifted to the left so that in samples M2, M3 and M4 it actually constitutes the tail of the distribution or a shoulder of the first peak.

The field value at which IRM = 0.5 is the isothermal remanence coercivity $H_{C_{\text{IRM}}}$, a measure of the difficulty of magnetizing irreversibly the sample.78,79 The measured $H_{C_{\text{IRM}}}$ values and those obtained from the calculated IRM curves are shown in Fig. 6g as functions of the fraction of EL NPs in the samples. The measured $H_{C_{\text{IRM}}}$ increases with increasing the EL NP content, in agreement with what is observed for $H_C$ at $T < 100$ K (Fig. 4a), but is lower than the calculated one. This confirms that, at low temperature, the assembly of magnetic moments can be more easily oriented by the field than in the case of having two non-interacting populations of EL and SP NPs.

From the IRM and DCD curves, the parameter $\Delta M(H) = \Delta C(H) - (1 - 2\text{IRM}(H))$ can be derived, which provides information on the nature of magnetic interactions in the system.80–82 The plots of $\Delta M$ vs. $H$ for EL and SP and for some representative mixed samples are shown in Fig. S5c.† A negative $\Delta M$ is measured in EL and SP, which indicates the existence of predominant dipolar interparticle interactions.26,72,80 The field value corresponding to the minimum of $\Delta M$ is larger in sample EL compared to what is observed for SP, consistent with the greater magnetic hardness of the EL NPs at low temperature. Regarding the mixed samples, two minima can be well distinguished in the $\Delta M$ plots, which clearly reveal the existence of two distinct regimes of dipolar interactions, corresponding to the two populations of SP and EL NPs.

On sample M3, showing particularly relevant differences between the measured and calculated magnetic properties (Fig. 4 and 6), we measure the IRM at different temperatures, in order to study the thermal evolution of the switching field distribution, as shown in Fig. 7a. It is worth recalling that the distributions obtained from the IRM curves are normalized to the area and that at $T = 5$ K all the NPs are magnetically blocked and can contribute to the measured remanent magnetization whereas, with increasing temperature, those undergoing superparamagnetic relaxation do not. The distribution shifts towards lower field values with increasing temperature. This behaviour is reflected in the trend of $H_{C_{\text{IRM}}}$ vs. $T$ (inset of Fig. 7a), which is consistent with that of $H_C$ vs. $T$ (Fig. 3b), namely with the thermally induced magnetic softening generally observed in all the samples. In Fig. 7b, the switching field
The distributions measured on SP and M3 at $T = 300$ K are directly compared. At this temperature, the elongated NPs are superparamagnetic and no IRM curve can be measured. The switching field distribution of M3 is shifted to the right compared to that of SP, i.e. the sample is more stable against the field compared to SP and obviously EL, taken separately.

On samples EL, SP and M3, we measure the thermoremanent magnetization (TRM) using this procedure: at $T = 250$ K a field $H_{\text{appl}} = 100$ Oe is applied to the sample; then, the temperature is lowered down to $T = 5$ K, the field is removed and the remanence is measured as a function of temperature up to 250 K.

The temperature derivative curve $d(\text{TRM})/dT$ is a figure of the distribution of anisotropy energy barriers associated with the relaxing magnetic moments of the assembly. The TRM curves and corresponding derivatives are shown in Fig. 8a and b. In the distribution of EL, the highest contributions are at $T \sim 90$ K. The distribution of SP shows a high peak at $T \sim 15$ K and a plateau at higher temperatures. The peak may be the hint of a low-temperature collective freezing of the spins at the surface and/or in the core of the smallest SP NPs, possibly associated with their not fully homogeneous structure, as often observed in ferrite NPs.50,67,83,84 This hypothesis is supported by the observation that the peak position shows a weak field dependence, i.e. almost does not change in distributions for smaller or higher $H_{\text{appl}}$, i.e. 20 Oe and 500 Oe (Fig. S6†), as expected for a low-temperature glassy magnetic transition.50,70 To fully elucidate this phenomenon is not among the main goals of the present study, actually. We have briefly commented on the presence of this peak in the distribution of SP because it also appears in that of M3.

The latter is shown again in Fig. 8c together with the calculated one, obtained as the weighted sum of those of SP and EL. The curves are almost perfectly superposed, which indicates that the relaxing behavior of the EL and SP NPs, as disclosed by the TRM measurement, is not affected by their coexistence.

### 3.3 Magnetic heating tests

The magnetic heating tests are carried out on 1 mL of the prepared solutions (at the concentration of 4.6 mg mL$^{-1}$) placed in Eppendorf vials adapted with a hole for thermal measurements. The Eppendorf vial is continuously thermalized with a water jacket at 21 °C that isolates the sample from the inductive coil. An alternating magnetic field of amplitude $H_{\text{max}} = 600$ Oe (i.e. ~48 kA m$^{-1}$) and frequency $f_m = 96$ kHz is applied. These parameters respect the criterion to avoid negative effects on living tissues, requiring $(H_{\text{max}} \times f_m) < 5 \times 10^9$ Am$^{-1}$s$^{-1}$, which is crucial in view of prospective nanomedicine applications.

The temperature is registered for 60 seconds in no field and then for 300 seconds after the field application. In Fig. 9a, the curves of temperature increase $\Delta T$ vs. time $t$ are reported, being $t = 0$ s the moment when the field is applied and $\Delta T =$
The specific absorption rate (SAR), which expresses the heating efficiency, is obtained through the initial slope method using the relation

\[ \text{SAR} = \frac{C \cdot \Delta T}{m_{\text{NPs}} \cdot \Delta t} \]  

(3)

where \( C \) is the heat capacity of water, \( m_{\text{NPs}} \) is the mass of magnetic NPs in the investigated sample (i.e. 4.6 mg) and \( \Delta T \) is the temperature increase during the time interval \( \Delta t \). \( \Delta T/\Delta t \) is taken as the slope of the line fitting the heating curve for \( 0 < t < 30 \text{ s} \).

Some heating curves exhibit sudden slope changes, which are generally ascribed to the formation of agglomerates of NPs caused by the exposition of highly concentrated magnetic colloids to the alternating magnetic field.87,88

More precisely, this effect is observed in SP, M1, M6 and EL, namely in the parent NPs and in the mixed samples where they are present in a high fraction. In contrast, monotonic curves are measured on the other mixed samples. This is a peculiar behavior that we think may be correlated to the formation of secondary aggregates, with quite uniform dimensions and good colloidal stability as inferred from the \( D_4 \) and PDI values (Table 1), which do not evolve further during the magnetic heating test. The effect is interesting and will deserve to be deepened. In any case, all the curves present a monotonous growth in the time interval considered in the SAR calculation.

In Fig. 9b, the measured SAR values are reported as a function of the fraction of EL NPs in the samples, together with those calculated as the weighted sum of the SAR of EL and SP. They are distributed on a wide range going from \(-620 \text{ W g}^{-1}\) of SP to \(-143 \text{ W g}^{-1}\) of EL. The measured SAR is significantly larger than the calculated one in the samples with intermediate mixed composition.

Since the total weight fraction of \( \text{Fe}_3\text{O}_4 \) in the samples is known, we can also provide SAR values normalized to the total mass of Fe (Table 1), rather than to \( m_{\text{NPs}} \), as in relation (3), which is the convention more often used in the literature. The values so obtained, indicated as \( \text{SAR}_{\text{Fe}} \), are plotted in Fig. 9c vs. the fraction of EL NPs in the samples; the values calculated as the weighted sum of \( \text{SAR}_{\text{Fe}} \) of EL and SP are also shown. In sample M2, \( \text{SAR}_{\text{Fe}} \) is \(-970 \text{ W g}^{-1}\), the largest value measured in the whole set of investigated samples and considerably high. M1 and M3 also show \( \text{SAR}_{\text{Fe}} \) close to \(-900 \text{ W g}^{-1}\), comparable to that for SP.

4. Discussion

4.1 Magnetic properties

In the mixed samples, the SP and EL NPs magnetically influence each other and this determines the hysteretic properties. In fact, the coercivity and squareness parameters do not correspond to the mere superposition of those measured on the parent EL and SP NPs (Fig. 4). On the other hand, the bimodal character of the switching field distributions and of the \( \Delta M \) plots, measured at \( T = 5 \text{ K} \), clearly reveals the presence of the two distinct populations of NPs, each one dominated by interparticle dipolar interactions, similarly to what is observed in the parent EL and SP NPs. This behavior can be explained considering that, as indicated by TEM and DLS analyses (Fig. 1, Table 1) the EL and SP NPs form primary aggregates, which are not broken after mixing them together. Therefore, the magnetic behavior of each nanoparticle is mainly determined by the magnetic interaction between NPs with the same morphology, belonging to the same aggregate.
To account for the effects of interaction between EL and SP NPs, we draw a phenomenological model based on the assumption that each population of NPs, when magnetized to a certain extent by the externally applied field, produces a mean field, which intervenes in the magnetization and demagnetization processes of the NP assembly.

Let’s consider first the temperature range at $T < 100$ K, where the SP NPs are magnetically softer than the EL ones and therefore respond first to the applied field. In the switching field distributions ($T = 5$ K), the position of the first peak is approximately the same in all the samples, which indicates that the moments of the SP NPs switch irreversibly at similar values of the applied field, barely feeling the presence of the EL NPs. The aligned moments of the SP NPs give rise to a mean field that favors the reversal of the moments of the EL NPs, which therefore occurs at a lower field than that observed in the parent EL NPs. This produces the observed increase and right-side broadening of the first peak compared to that visible in the calculated switching field distribution, as well as the shift to a lower field and the depression of the second peak (Fig. 6). These differences are more pronounced in samples M2, M3 and M4 where the amount of SP NPs is high enough to produce a consistent mean field and the amount of EL NPs, on which this mean field acts, is high enough to make the differences between the measured and calculated distributions well appreciable.

In a loop measurement, the whole assembly of mixed NPs is first brought to saturation by a positive applied field $H = 50$ kOe. Then the field is reduced to zero and we measure a larger squareness, compared to that calculated under the hypothesis of two non-interacting populations of NPs (Fig. 4b). Moreover, the measured squareness increases with increasing the fraction of EL NPs in a more pronounced manner than the calculated one. We schematically consider that the moments of the EL NPs, which are more stable against the variations of the applied field due to the higher magnetic anisotropy, give rise to a positive mean field. This mean field, stronger in the samples containing a larger fraction of EL NPs, favors the alignment of the moments of the SP NPs, leading to the squareness enhancement. Then, when an increasing negative field is applied, the SP NPs moments align with the field first and produce a negative mean field, which favors the reversal of the EL NP moments. This causes the observed reduction of $H_C$ in the mixed samples, with respect to the calculated values (Fig. 4a).

At $T \geq 100$ K, the EL NPs turn to be softer than the SP ones, due to stronger thermally induced magnetic relaxation effects. Actually, both populations of NPs are affected by magnetic relaxation processes (Fig. 2 and 8). Therefore, we should distinguish between superparamagnetic and blocked NPs instead of elongated and spherical. However, in section 3.2.2, we have established that, under SQUID measurement conditions, the SP NPs are blocked at $T = 100$ K and only a minor fraction is superparamagnetic at $T = 300$ K. On the contrary, the fraction of EL NPs entering the superparamagnetic regime becomes larger and larger with increasing temperature and, at $T = 300$ K, substantially all the moments undergo superparamagnetic relaxation. Hence, for simplicity of description, we schematically assume that, at each temperature, all the SP NPs remain in the blocked state and consequently the superparamagnetic NPs are only of the EL type.

The thermal evolution of the switching field distribution in sample M3 appears complex (Fig. 7a). At $100$ K and $150$ K, up to three distinct switching regimes can be distinguished, probably determined by the co-existence of blocked moments – subjected to an intrinsic magnetic anisotropy (magnetocrystalline and/or shape in type) whose coefficient undergoes the usual reduction with rising temperature – and thermally fluctuating moments, not yet fully superparamagnetic. At $300$ K, the situation is more defined and a single peak is observed, but shifted to the right compared to that visible in the distribution of the parent SP NPs. In an IRM measurement, the applied field tends to align the blocked moments and, to some extent, also the superparamagnetic moments. In this process, an increasing fraction of moments of the blocked SP NPs aligns irreversibly with the applied field and the mean field they produce can grow strong enough to stabilize the fluctuating moments of the EL NPs, even in the absence of the applied

Fig. 10 (a) Heating curves measured on sample M3 at different amplitudes $H_{\text{max}}$ of the alternating magnetic field (frequency $f_m = 96$ kHz). (b) SAR values vs. $H_{\text{max}}$ (c) IRM measured on sample M3 at $T = 100$ K. (d) The SAR vs. $H_{\text{max}}$ and the IRM curves are shown as normalized to the value they assume at $H_{\text{max}}$ (for SAR) and $H$ (for IRM) equal to 600 Oe; to highlight this normalization, the left y-axis is labelled as SAR$_{\text{norm,600}}$ and the right y-axis is labelled as IRM$_{\text{norm,600}}$.
field. This results in the observed shift of the switching field distribution of M3 at $T = 300$ K, with respect to that of the SP sample (Fig. 7b). The existence of a stabilizing mean field – capable of blocking some of the otherwise fluctuating magnetic moments and thus realizing a low-energy magnetic state of correlated moments – also accounts for the increase of squareness and coercivity at $T \geq 100$ K, with respect to the calculated values (Fig. 4). Indeed, these differences, particularly relevant in M2 and M3, are substantially annihilated in M5 and M6. In these last samples, the amount of blocked SP NPs is much lower than that of EL NPs and apparently insufficient to produce a mean field strong enough to affect the magnetic behavior of the whole assembly.

It is now quite well established that, given an assembly of magnetic NPs subjected to magnetic relaxation processes, interparticle dipolar interactions can stabilize the thermally fluctuating moments, preventing or shifting to higher temperature their passage to the superparamagnetic regime.$^{26,44,47,89}$ Therefore, one may object that the mechanism we propose, based on the existence of a stabilizing mean field, is basically the same effect produced by interparticle dipolar interactions. However, once more we would like to point out that the SP and EL NPs form primary aggregates and therefore we exclude the hypothesis of predominant dipole–dipole interactions between NPs of different types. The existence of strong dipolar interactions between the aggregates of NPs of the same type also should be disregarded since the configuration of the magnetic moments inside them is expected to favor the closure of the magnetic flux.$^{79,90}$ Nevertheless, the two populations of NPs do influence each other and we propose that, at $T \geq 100$ K, the EL NPs feel the extra mean field that the SP NPs produce when magnetized to a certain extent. This last requirement marks a difference with the stabilizing effect of interparticle dipolar interactions, which may affect the magnetic properties of a NP assembly regardless of the presence of an external applied field and of a remanent magnetization. This difference is also demonstrated by the TRM measurements. The measured and calculated anisotropy energy barrier distributions for M3 are very similar (Fig. 8c). This indicates that the (thermo)remanent calculated anisotropy energy barrier distributions for M3 are demonstrated by the TRM measurements. The measured and magnetic flux.79,90 Nevertheless, the two populations of NPs do

4.2 Magnetic heating efficiency

The heating efficiency of the mixed samples, as expressed by the SAR parameter, varies between the two extremes represented by the SP and EL NPs and, remarkably, for some samples it is definitely larger than the calculated one (Fig. 9b). It is well known that the heat released by magnetic NPs subjected to an alternating magnetic field, during one cycle, is equal to the area $A$ of the resulting hysteresis loop. The SAR parameter, very often measured through a calorimetric method as in the present case,$^{3,86,91,92}$ actually corresponds to the product of $A$ and the frequency $f_m$ of the magnetic field.$^{71}$ The difference in the trends of the measured and calculated SAR curves (Fig. 9b) closely resembles that observed for $H_C$ and for the squareness at $T \geq 100$ K (Fig. 4). This striking similarity appears reasonable since an enhanced coercivity and squareness imply an overall increase of the loop area and therefore a higher SAR. However, two items need to be better addressed in this explanation: (i) the measuring frequency $f_m$ is different in SQUID and calorimetric measurements; (ii) coercivity and squareness refer to a major hysteresis loop, whereas minor loops are executed during a SAR test. The first point implies that the magnetic relaxing states of the EL and SP NPs as seen in SQUID measurements and magnetic heating tests are different. According to eqn (2), a superparamagnetic transition observed at a certain temperature operating at a certain $f_m$ is seen to occur at lower temperature operating at lower $f_m$. Heating tests are carried out starting from a temperature of 21 °C (i.e. 294 K). We can use eqn (2) to estimate the value of temperature $T_{\text{squid}}$ that, operating with a SQUID at $f_m = 0.01$ Hz ($t_m = 100$ s), corresponds to the same magnetic relaxing state probed at $T = 294$ K operating at $f_m = 96$ KHz ($t_m = 1 \times 10^{-5}$ s). A temperature $T_{\text{squid}} \sim 108$ K is obtained (see the ESI file for details on the calculation), a value which, based on Fig. 4, is in the range where, as general tendency, the measured $H_C$ and squareness are effectively larger than the calculated ones. It is also to be considered that $T_{\text{squid}}$ actually increases during the heating test, as the temperature rises above the initial value of 294 K. Hence a qualitative correlation is established between the static magnetic properties of the samples and the heating efficiency tested through an alternating field, which constitutes a promising result. The validity of this reasoning is confirmed by the following argument. We expect that the rising trend of the SAR vs. $H_{\text{max}}$ curve measured on M3 (Fig. 10b) reflects the progressive increase of the remanent magnetization in the sample, resulting in a progressive growth of the loop area. Hence, this curve should resemble the IRM measured on M3 at $T_{\text{squid}} \sim 108$ K. We have not measured the IRM at this temperature actually, but we can refer to IRM at $T = 100$ K (Fig. 10c). The SAR vs. $H$ and the IRM curves are shown in Fig. 10d. For an easier comparison, they are normalized to $H_{\text{max}}$ (for SAR) and $H$ (for IRM) equal to 600 Oe. As expected, they are almost perfectly superposed.

This argument also helps to elucidate item (ii). Considering again the IRM curve of M3 at $T = 100$ K (Fig. 10c), we observe that IRM is larger than 0.9 at $H = 600$ Oe, namely the sample is close to reaching its maximum remanent magnetization and, accordingly, the SAR also is close to its saturation value at $H_{\text{max}} = 600$ Oe. This reasoning, extended also to the other investigated samples, allows us to correlate the trend of $H_C$ and squareness for $T \geq 100$ K, reported in Fig. 4, with those of SAR shown in Fig. 9b, although the first parameters are relative to major hysteresis loops and the second to minor loops. Hence, the coexistence of EL and SP NPs in the mixed samples affects in a similar way the hysteretic properties and the magnetic heating capacity as measured at $H_{\text{max}} = 600$ Oe. However, we have verified that in sample M3 no difference exists between the measured and calculated SAR values for $H_{\text{max}} = 100$ Oe. This
indicates that the two populations of NPs do not influence each other under a so weak applied field, in perfect agreement with the TRM results (Fig. 8) and with our mean field model.

Fig. 9c, which reports the SAR_{Fe} values, namely the heating efficiency per unit mass of Fe in the samples, offers an interesting perspective. Let’s suppose to prepare, for heating tests, two different aqueous solutions of NPs containing the same total amount of Fe, one consisting of SP NPs and the other of EL NPs. Fig. 9c indicates that a larger amount of heat is produced by the SP sample. In fact, the EL NPs that, under the experimental conditions adopted in a heating test, are in the superparamagnetic regime are useless for generating heat because of their null hysteresis. However, Fig. 9c also indicates that if we prepare a third sample with the same Fe content, but consisting of SP and EL NPs mixed in the right proportion (i.e. as in M1, M2 or M3), this will produce a comparable or even higher amount of heat, with respect to that generated by the SP one. In fact, as explained above, the mean field, produced by the blocked SP NPs, stabilizes the fluctuating moments of the EL NPs, particularly those which have not yet entered the full superparamagnetic regime. Therefore, the EL NPs are able to contribute more effectively to the heat production. It is to be considered that if the EL NPs were spherical but with the same volume, the associated anisotropy energy barriers would be considerably lower and, for a given temperature, the effects of relaxation of the magnetic moments would be much stronger. Therefore, a larger fraction of EL NPs would be fully superparamagnetic under the SAR measurement conditions and the stabilizing action of the SP NPs would result to be much less effective.

In the biomedical field, the use of the mixed sample, with its fraction of EL NPs ranging from 25 to 63 wt% in the M1, M2 and M3 formulations (Table 1), can be advantageous with respect to the SP sample, the heating efficiency being equal. If, after a therapeutic heating treatment, the alternating field is turned off paying attention that no net magnetization remains and that the whole NP assembly is demagnetized (this can be easily obtained by reducing progressively the field amplitude to zero), the mean field also is turned off and hence the EL NPs regain their full superparamagnetic character. Hence, using the mixed sample, instead of the SP one, implies that the weight fraction of blocked ferrimagnetic NPs retained in the body is less, which reduces the risk that they form large agglomerates that may be dangerous for the patient’s health.

This is an advantage, although it is known that other factors besides magnetic interactions may cause the formation of agglomerates of NPs, such as van der Waals or, more generally, electrostatic interactions. This kind of interaction is generally compensated by coating the magnetic NPs with steric barriers, as in the case of EL and SP NPs, that ensures their colloidal stability and minimizes the protein corona formation.93,94

5. Conclusions
We have prepared an original magnetic system whose magnetic properties and heating performance can be tuned by mixing together, in different proportions, NPs made of the same magnetic material, i.e. iron oxide, but having different magnetic features. This has been achieved by properly selecting NPs with different shape (spherical and elongated) and mean volume, implying different magnetic anisotropy and magnetic relaxing behavior. Each population of NPs is structurally arranged in the form of primary aggregates, possibly forming larger secondary aggregates. The magnetic study of a set of mixed samples and of the parent NPs has provided evidence that the two types of NPs magnetically influence each other and this interplay affects the magnetization process and the hysteretic properties, investigated by SQUID. The interaction mechanism is based on the mean field that the two populations of NPs produce when the whole assembly is subjected to a magnetic field or is in a state of remanent magnetization. However, the mechanism leads to a different magnetic response depending on temperature, more precisely depending on whether the EL NPs are magnetically harder than the SP ones (at T < 100 K) or vice versa (at T ≥ 100 K). This phenomena impacts the magnetic heating efficiency of the investigated samples and we have disclosed a connection between the SQUID measurements and the heating tests, which are carried out at different measurement frequencies and therefore probe the samples under different magnetic relaxation conditions.

The enhanced heating efficiency of the mixed samples compared to the calculated one – tested in a field with H_{max} = 600 Oe and f_{max} = 96 kHz – is the result of the stabilizing action that the mean field produced by the magnetically blocked SP NPs exerts on the relaxing EL NPs, hindering their passage to the superparamagnetic regime. The effect occurs provided that a sufficiently strong mean field is generated and this, for a fixed composition of the sample, depends on H_{max}. An interesting point is that the stabilizing mean field is turned on by applying the alternating field and can be turned off by reducing the field to zero. In short, we exploit the SP NPs to potentiate the heating ability of the EL NPs when subjected to the alternating field, while preserving, once the field has been removed, their superparamagnetic character. This mechanism can be regulated by properly varying the composition of the mixed samples, as we have shown.

The method we have illustrated is highly versatile and the characteristics of the parent NPs can be optimized in view of the specific use of the mixed samples. For instance, to improve the biosafety of hyperthermia treatments it may be necessary to reduce the value of H_{max}. In this case, to play the role of the SP NPs, one can select components with higher M_{s}, so as to increase the mean field they produce at a given value of H_{max}. To play the role of the EL NPs, one can select components with a different distribution of anisotropy energy barriers so that the relaxing magnetic moments, present in the assembly at a given measuring frequency f_{max}, can be stabilized by a weaker mean field.

Indeed, considering the extraordinary variety of NPs that can be synthesized with different shapes and sizes, the possible combinations for realizing mixed systems is ideally unlim-
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