Abstract—Recently deep neural networks, which require a large amount of annotated samples, have been widely applied in nuclei instance segmentation of H&E stained pathology images. However, it is inefficient and unnecessary to label all pixels for a dataset of nuclei images which usually contain similar and redundant patterns. Although unsupervised and semi-supervised learning methods have been studied for nuclei segmentation, very few works have delved into the selective labeling of samples to reduce the workload of annotation. Thus, in this paper, we propose a novel full nuclei segmentation framework that chooses only a few image patches to be annotated, augments the training set from the selected samples, and achieves nuclei segmentation in a semi-supervised manner. In the proposed framework, we first develop a novel consistency-based patch selection method to determine which image patches are the most beneficial to the training. Then we introduce a conditional single-image GAN with a component-wise discriminator, to synthesize more training samples. Lastly, our proposed framework trains an existing segmentation model with the above augmented samples. The experimental results show that our proposed method could obtain the same-level performance as a fully-supervised baseline by annotating less than 5% pixels on some benchmarks.
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I. INTRODUCTION

Nuclei segmentation aims at labeling all pixels for each single nucleus in a histopathology image. The task could provide fundamental visual information and morphological features including the size, shape or color of nuclei [1], [2], which are not only beneficial for middle-level understanding of histopathology image (for examples, cell classification, tissue segmentation, etc), but also related to high-level clinical analysis such as cancer diagnosis, assessment and prognostic prediction. Thus nuclei segmentation acts as a critical prerequisite in computer-aided diagnosis systems (CAD) [3]. Due to the distraction by complex background, the clutter and partial occlusion of nuclei, separating each nucleus accurately still remains a challenging problem.

Currently, fully supervised models [4], [5], [6], [7], [8] are the most popular nuclei segmentation methods for their high accuracy, but they need pixel-level annotations which are expensive and time-consuming. Unsupervised methods based on domain adaptation [9], [10], [11] adapt an unlabeled dataset to a labeled one, while in real applications it is acceptable to annotate some small image patches. Semi-supervised segmentation methods [12], [13], [14], [15] improve the performance by training with both labeled and unlabeled images, but they rarely discuss the impact of selecting different samples for labeling on performance. Active learning-based methods [16], [17] choose high-quality samples for labeling in an iterative way. They rely on an iteratively-trained model and few of them investigate the sample selection when no annotations are available. Since histopathology images consist of similar textures and redundant patterns, there is no need to label the entire image. As shown in Fig. 1, we claim that searching for several representative small patches from the whole dataset may be sufficient for training a segmentation model.

After locating and labeling several image patches, how to exploit such a small amount of data for training poses another challenge. A straightforward idea is to synthesize more training pairs from the existing ones. In recent years, generative adversarial networks (GANs) [18], [19], [20], which adversarially train a discriminator to help improve the generator, have achieved success in sampling images from...
could efficiently augment a lot of training pairs from a single image. Thus, it is worthwhile to conceive a conditional GAN that utilizes only a single image for training but it is unconditional. Some recent work [25] can generate images from given priors such as labels, masks or noise vectors. Conditional GANs [21], [22], [23], [24] could achieve the same-level segmentation performance as a fully supervised baseline.

Fig. 1. Idea of image patch selection in the proposed nuclei segmentation framework. (a). Standard nuclei segmentation algorithms usually annotate all pixels of many nuclei images. (b). The proposed method only samples a few small image patches for labeling. Even with a smaller number of annotations, our proposed label-efficient framework achieves the same-level segmentation performance as a fully supervised baseline.

Motivated by the above observations, we propose a novel framework that learns to segment nuclei in a label-efficient way, as shown in Fig. 2. The proposed method consists of sample selection, data augmentation and instance segmentation. To select the useful image patches for labeling, we enumerate a wide range of possible image patches and find out those with high representativeness and intra-consistency. We experimentally verify that such selected samples could better represent the whole training data and ease the GAN training at a later stage. Since only labeling a small amount of patches is not enough for training an effective segmentation model, we develop an efficient conditional single-image GAN that can be trained with only one pair of image and mask. Afterwards, we train an existing nuclei segmentation model with these augmented samples in a semi-supervised manner.

To summarize, our contributions have four folds:

- We propose a novel label-efficient nuclei segmentation framework for semi-supervised setting.
- We develop a consistency-based patch selection method that only selects a part of image patches to annotate and reduces the labeling cost significantly.
- We propose a data augmentation mechanism based on a conditional SinGAN with a novel component-wise discriminator.
- The experiments show that our proposed framework could attain the approximate performance with a fully-supervised baseline by labeling less than 5% pixels on some datasets.

II. RELATED WORK

A. Deep Learning-Based Nuclei Segmentation

Nuclei segmentation is a critical step before the clinical analysis in modern computer-aided diagnosis systems. The goal is to locate the boundaries of nuclei in histopathology images. Fully supervised methods [4], [5], [6], [7], [8], [26], [27], [28], [29], [30], [31], [32] use a large-scale labeled dataset to train a segmentation model. Among them, Mask-RCNN [33] is a popular object segmentation method for natural and medical images. It is a two-stage segmentation model that predicts bounding boxes for nuclei and then segments them inside the predicted boxes. Hover-net [8], which is a unified FCN model for segmentation and classification of kernel instances, effectively encodes the horizontal and vertical distance information from kernel pixels to its centroid. However, most of these methods require a large number of labeled images which increase tremendous time and money cost for data collection and annotation. We adapt these two segmentation baselines with our label-efficient nuclei segmentation framework to exhibit the generalization of our methods.

Unsupervised methods [9], [11], [34] are proposed to segment nuclei of a new dataset without annotations. Some are targeting the translation from a labeled domain to an unlabeled domain. PDAM [9] uses a semantic segmentation branch with a domain discriminator to narrow the domain gap between an unlabeled histopathology dataset and a labeled microscopy dataset. DARCNN [11] adapts a labeled dataset of natural images to unlabeled datasets of biomedical images. However, these domain adaption based methods need to collect a large annotated dataset as the source domain in advance. Sahasrabudhe et al. [34] adopt the prediction of magnification level as a self-supervision, and take an intermediate attention map of the neural model as the unsupervised result of nuclei segmentation. In real applications, it is usually affordable to annotate some image patches for a new dataset. Thus in this paper we adopt semi-supervised setting which is more practical.

B. Semi-Supervised Learning

Semi-supervised learning [12], [13], [14], [15], [35], [36], [37] is a common scenario in medical applications, where only a small subset of the training images is assumed to have full annotations. Among existing semi-supervised methods, we only briefly introduce pseudo labeling [38], [39], [40], [41] which is most related to our work. In pseudo-label
methods, a small amount of labeled data is first used to train a target model, and then the trained model is used to produce pseudo labels for unlabeled data. The pairs of pseudo labels and their corresponding images are added to the training set for the next round of model training. Although we use a semi-supervised setting in this paper, we mainly focus on selective labeling which is seldom considered by existing semi-supervised methods. We simply employ a vanilla pseudo-labeling method in our framework, which is to predict pseudo masks for unlabeled image patches using a pre-trained segmentation model trained by a few labeled patches.

C. Sample Selection

The sample selection [42], [43], [44] aims to select the most useful samples from an unlabeled dataset and label them as training data to avoid annotating the whole dataset. Active learning is a commonly used sample selection method. Active learning based methods [16], [17], [45], [46] reduce the annotation cost by iteratively labelling the high-value samples selected by a continuous training model. First, the training model is pre-trained or randomly initialized, and the unlabeled images are predicted by the training model and sorted according to uncertainty strategy. Second, experts are required to label the samples with high uncertainty. Then, these labeled samples are used to fine-tune and update the training model. Finally, repeat these steps until the performance converges or the available annotation resources (money, experts) are exhausted. However, on one hand, active learning methods seldom discuss which samples to choose at the very beginning when no trained models are available. On the other hand, very few researchers focus on the study of which regions in pathological images are more effective for nuclei segmentation learning than other regions. Meanwhile, the iterative learning and annotation process can still be costly. Therefore, our sample selection method focuses on the selection of small areas inside large images without iterative training.

D. GAN-Based Image Synthesis

Image synthesis is the process that produces synthetic images in the target image domain (named as target domain) from the input images that reside in a different image domain (named as source domain). This process has been widely used for data augmentation. Generative Adversarial Networks (GANs) [18], [19], [20], [47], [48], [49], [50], [51] have made great success in image synthesis. GANs learn a discriminator loss to classify if the output image is real or fake and train the generator to minimise the error. Traditional GANs (unconditional GANs) [18], [19] synthesize images from random noise. Since the generation process is trained without restrictions, the synthesized images may not have certain properties (e.g., corresponding to some given mask) that we need.

Therefore, the approaches using conditional image constraints to produce images with the desired properties have been proposed. Conditional-GANs (cGANs) [21], [22] synthesize images with prior information (conditions) which can be labels, masks or texts. Isola et al. [23] employ many paired image-mask data to train a generative model to solve label-to-image tasks. Zhu et al. [24] introduce cycleGANs that use many unpaired images from two different domains to train a domain-translation generator by minimizing a cycle-consistency loss. However, some of these methods require a large number of training images pairs that cause unaffordable costs. Shaham et al. [25] proposed an unconditional single-image GAN (sinGAN) which can efficiently sample images from random noises by training with only a single real image. In this paper we propose a novel conditional single-image GAN that achieves the translation from mask to image using only a single real pair of nuclei image and mask.

III. Method

In this section, we describe the proposed label-efficient nuclei segmentation framework from three aspects: how to determine the image patches to be annotated, how to synthesize more training pairs with those labeled patches, how to train a segmentation model using both labeled and unlabeled images.

A. Consistency-Based Patch Selection

To locate the image patches that mostly benefit the final performance of nuclei segmentation, we consider two attributes of an image patch, an inter-patch attribute called representativeness, and an intra-patch one called consistency. Representativeness is an important inter-patch attribute that reflects the relationship among different image patches in a large dataset. Consider that in some latent space, the image patches that are relatively close to each other form a cluster. If the distance between some image patch \(x\) and the others in a cluster is the smallest, then \(x\) is better representative than any other members in the cluster. Hence, higher representativeness means smaller distance from the cluster center. We propose to label the image patches representing different clusters so that
these image patches can well replace the whole trainset and decrease the redundancy.

To ease the GAN training for later data augmentation, we suggest to select the image patches with high intra-patch consistency, which measures the level of self-similarity inside an image patch. Consider that an image patch is divided into several smaller sub-regions. If these sub-regions are visually approximate to each other, then the image patch is of high consistency. Note that our proposed segmentation framework adopts a GAN-based augmentation following the patch selection stage. Considering the difficulty of image synthesis, higher intra-patch consistency that means less variations in texture can benefit the convergence of GANs to produce high-quality augmented samples.

To search for the image patches with high representativeness and intra-patch consistency, we develop the Consistency-based Patch Selection (CPS) algorithm that is shown in Fig. 3 and Algorithm 1. The algorithm consists of 3 stages: image patch sampling, dual-level clustering, and criterion computing.

1) Image Patch Sampling: We crop a certain amount of \( s \times s \) image patches from all images in the training set with a uniformly-sliding window of step \( t \). These sampled image patches are fixed and no longer updated. The finally labeled image patches are only from these sampled ones and no more image patches will be sampled.

2) Dual-Level Clustering: To estimate the representativeness of an image patch, we adopt K-Means algorithm [52] to group image patches. To rate the intra-patch consistency, an image patch is split into sub-regions. We further group these sub-regions to obtain fine-grained representativeness. Thus, we conduct dual-level clustering that consists of a coarse level and a fine one. The feature vectors of image patches or sub-regions are computed by an ImageNet-pretrained [53] ResNet50 model [54] which is able to extract generic representations [55] for repetitive textures [56]. We adopt Euclidean distance of the extracted features for K-Means, inspired by the works [52], [57]. Using these features, we conduct the coarse-level clustering to divide the image patches into \( K_1 \) clusters. For each coarse-level cluster \( C_k \), we cut each \( s \times s \) image patch of \( C_k \) into 2-by-2 sub-regions of size \( \frac{s}{4} \times \frac{s}{4} \). Then we perform the fine-level clustering that groups the sub-regions of the same coarse-level cluster into \( K_2 \) clusters. In total, \( K_1 \times K_2 \) fine-level clusters are obtained.

3) Criterion Computing: For each coarse-level cluster \( C_k \), we traverse all \( s \times s \) image patches in \( C_k \) for one time, compute the selection criterion for each image patch, and search for the one that maximizes the coarse-to-fine representativeness as well as the intra-patch consistency. The selection criterion could be defined as Eq. (1):

\[
x^k = \arg \min_{x \in C_k} \left\{ \frac{1}{4} \sum_{p=1}^{4} \| f(x_p) - f(x) \| + \frac{1}{4} \sum_{p=1}^{4} \| f(x_p) - f(x) \| + \max_{(i,j) \in \{(i,j) | 1 \leq i < j \leq 4\}} \frac{1}{4} \sum_{p=1}^{4} \| f(x_i) - f(x_j) \| \right\}
\]

where \( x \) denotes an \( s \times s \) image patch. \( x^k \) is the selected image patch from \( C_k \), the \( k \)-th coarse-level cluster. \( f(\cdot) \) is the feature extractor that outputs a feature vector of the same size for different input sizes. \( x_p/x_i/x_j \) is one of the \( \frac{s}{4} \times \frac{s}{4} \) sub-regions within \( x \). \( C(x) \) returns the center vector of the coarse-level cluster \( C_k \) which \( x \) belong to. A center vector is a vector that is the center of some cluster (a coarse-level or fine-level cluster). The center of a cluster is defined as the mean of all the elements (vectors) belonging to the
Algorithm 1 Consistency-Based Patch Selection

Input: \( \text{imgs} \) (a list of training images), \( f \) (a feature extractor), \( K_1 \) (the number of coarse-level clusters), \( K_2 \) (the number of fine-level clusters in each coarse-level cluster).

Output: \( \text{Results} \) (a list of \( K_1 \) selected image patches).

1: function DUAL\_LEVEL\_CLUSTERING(\( \text{Pats}, K_1, K_2, f \))
2: \( c_{\text{fine}} = \text{list}(\) \)
3: \( C_{\text{coarse}} = K\text{means}(f(\text{Pats}), n_{\text{clusters}} = K_1) \)
4: for \( k \) in range \((K_1)\) do
5: \( C_k = C_{\text{coarse}}[k] \)
6: Regions = \text{crop}2(C_k)
7: \( c_{\text{list}} = K\text{means}(f(\text{Regions}), n_{\text{clusters}} = K_2) \)
8: \( c_{\text{fine}}.\text{append}(c_{\text{list}}) \)
9: end for
10: return \( C_{\text{coarse}}, c_{\text{fine}} \)
11: end function

12: \( \text{Pats} = \text{crop}1(\text{imgs}) \) // Image patch sampling
13: \( C_{\text{coarse}}, c_{\text{fine}} = \text{DUAL\_LEVEL\_CLUSTERING}(\text{Pats}, K_1, K_2, f) \)
14: \( C_{\text{coarse}} \) is a list of \( K_1 \) coarse-level clusters.
15: \( c_{\text{fine}} \) is a 2D list of \( K_1 \times K_2 \) fine-level clusters.
16: \( \text{Results} = \text{list}(\) \)
17: for \( k \) in range \((K_1)\) do
18: \( C_k = C_{\text{coarse}}[k] \)
19: \( v_{\text{coarse}} = \text{center\_vector\_of}(C_k) \)
20: \( c_{\text{list}} = c_{\text{fine}}[k] \) // a list of \( K_2 \) fine-level clusters
21: \( c_{\text{size\_list}} = \text{list}(\text{element\_number}(c^*) \text{ for } c^* \text{ in } c_{\text{list}}) \)
22: \( c^* = \text{argmax}(c_{\text{size\_list}}) \)
23: \( v_{\text{fine}} = \text{center\_vector\_of}(c^*) \)
24: for \( x \) in \( C_k \) do
25: \( C(x) = v_{\text{coarse}}, c(x) = v_{\text{fine}} \)
26: \( x_1, x_2, x_3, x_4 = \text{crop}2(x) \)
27: \( d_1 = \|f(x) - C(x)\|, d_2 = \frac{1}{4} \sum_{j=1}^{4} \|f(x) - c(x)\| \)
28: \( d_3 = \text{max}_{(x_j, y_i)} \text{if } |x_j - y_i| < 2 \left\{ \|f(x) - f(y)\| \right\} \)
29: \( d_{\text{append}}(d_1 + d_2 + d_3) \)
30: end for
31: \( \text{Results}.\text{append}(x^k = C_k[\text{argmin}(d)]) \)
32: end for
33: return \( \text{Results} \)

cluster, following the K-means algorithm. From the \( K_2 \) fine-level clusters in \( C_k \), we set \( c^* \) as the one with the largest number of sub-regions. \( c(x) \) returns the center vector of \( c^* \). The selection criterion in Eq. (1) contains 3 cost terms that denote the coarse-level representativeness (the distance to the coarse-level cluster center), the fine-level representativeness (the summed distance from each sub-region to the largest fine-level cluster), and the intra-patch consistency (the maximum distance of any two sub-regions) respectively. Lower costs mean higher representativeness or consistency. After running the CPS algorithm, we choose an image patch for each coarse-level cluster, and obtain exactly \( K_1 \) image patches which are then annotated by experts.

### B. Conditional SinGAN Augmentation

In this section, we propose a novel data augmentation strategy based on a Conditional Single-image GAN (CSinGAN). After the image patch selection in Section III-A, we obtain \( K_1 \) pairs of image and mask. For each pair of image and mask, we propose a mask synthesis algorithm to produce lots of masks. Then the image patch, the real mask and these synthetic masks are employed to train the proposed CSinGAN.

The trained generator synthesizes fake images corresponding to the synthetic masks. Following the above procedures, many pairs of synthetic image and mask are created from a real pair with our proposed CSinGAN.

To synthesize nuclei masks, Hou et al. [58] sample random polygons from a pre-defined distribution which is built on statistical features such as radius, irregularity and spike of a polygon. However, the existing method requires a large number of mask annotations and it is difficult to estimate an accurate distribution of nucleus shape using a single mask. Therefore, we proposed a novel mask synthesis algorithm as shown in Fig. 4 (a).

Given one of the \( K_1 \) masks, we perform data augmentation (flip, random cropping, rotation) on the mask and collect all the augmented nuclei to form a set \( E \). Then, we create a new empty \( h' \times w' \) map. The main idea is iteratively choosing a nucleus from \( E \) and placing the nucleus into the empty map, while ensuring that the placed nuclei are not overlapped with each other. The proposed mask synthesis algorithm has \( Q \) iterations. At the \( q \)-th iteration, we first randomly select a nucleus denoted as \( e_q \) from \( E \), and then calculate the maximum distance (denoted as \( R_q \)) from the nucleus center to the nucleus boundary. To avoid overlapping with the previously placed nuclei, we dilate \( M_{q-1} \) (the synthetic mask produced by the last iteration) with a radius of \( R_q \). Next, we select a random position from the background (with black color in Fig. 4) of the dilated mask, and insert \( e_q \) into \( M_{q-1} \) at the selected position. After \( Q \) iterations, we obtain a mask map \( M_Q \) with \( Q \) nuclei, and then crop the map to a smaller size \( h \times w \) to simulate the incomplete nuclei in real masks. As shown in Fig. 4 (b), with the same limited number of nuclei annotations our proposed mask synthesis algorithm generates more realistic shapes, while the existing method [58] produces nuclei of unsmoothed boundaries.

To generate corresponding nuclei images for the synthetic masks, we introduce a novel conditional SinGAN that consists of a multi-scale conditional generator and a novel
The architecture of two variables along the channel dimension. The internal masks randomly sampled from the real mask and the synthetic masks by resizing the same mask operation. Element-wise multiplication and can be viewed as a masking operation. When computing $y_n$, $m_i$($0 \leq i \leq n$) are obtained by resizing the same mask $m$ to different scales. $m$ is randomly sampled from the real mask and the synthetic masks. $z_n$ and $z_0$ denote a 3-channel Gaussian noise and $z_0$ has the same shape as $y_{n-1}$. $\cdot$ means concatenating two variables along the channel dimension. The internal architecture of $G_n$ is based on [25]. At each scale the training loss contains an adversarial term and a reconstruction term: $\min_{G_n} \max_{D_n} L_{\text{ADV}}(x_n, y_n, m_n, r_n, D_n) + \alpha L_{\text{REC}}(G_n)$. The reconstruction loss is computed as $L_{\text{REC}} = \|y_n - x_n\|^2$ by setting $m_n$ as the real mask, $z_n$ as zeros, $x_n$ as the real image.

For the adversarial loss, we develop a novel component-wise discriminator (CwD) that separates an image into different components and classifies them respectively. The discriminator $D_n$ has a foreground sub-net $D_f$, a background sub-net $D_b$ and a global one $D_g$. By setting all $m_n$ as synthetic masks, the overall adversarial loss is calculated as:

$$L_{\text{ADV}} = \beta L_{\text{adv}}(D_g, y_n, x_n) + \gamma L_{\text{adv}}(D_f, y_n \otimes m_n, x_n \otimes r_n) + \delta L_{\text{adv}}(D_b, y_n \otimes -m_n, x_n \otimes -r_n)$$

where $r_n$ denotes the real mask resized to scale $n$. $\otimes$ denotes element-wise multiplication and can be viewed as a masking operation. $x_n \otimes r_n$ and $x_n \otimes -r_n$ mean extracting the foreground region and the background respectively for $x_n$. Thus different sub-nets could focus on different components. $D_g$, $D_f$ and $D_b$ do not share weights but adopt the same architecture following [25].

$L_{\text{adv}}$ denotes WGAN-GP loss [59]. WGAN-GP loss is a loss for generative adversarial networks that augments the Wasserstein GAN (WGAN) loss [19] by imposing a gradient norm penalty on random samples to achieve Lipschitz continuity. The training of the WGAN-GP loss requires very little hyper-parameters tuning, and is more stable than that of the WGAN loss. The detailed WGAN-GP loss is shown as Equation (4):

$$L_{\text{adv}}(D, y, x) = \mathbb{E}[D(y)] - \mathbb{E}[D(x)] + \lambda \mathbb{E}\left[\|\nabla_\hat{x} D(\hat{x})\|_2 - 1\|^2\right]$$

where $y$ and $x$ mean a generated image and the real image. $\hat{x}$ is uniformly sampled along straight lines between two points which are sampled from the distribution of $x$ and $y$ respectively. $D(\cdot)$ is a discriminator. $\mathbb{E}[\cdot]$ denotes the expectation. $\lambda$ is the penalty coefficient to weight the gradient penalty term.

C. Semi-Supervised Nuclei Segmentation

In this section, we describe how to train a CNN model for nuclei segmentation. After the augmentation in Section III-B, we have a few real pairs of image and mask, many synthetic pairs and lots of unlabeled images. The fake pairs can be regarded as labeled images so the task is formulated as a semi-supervised problem. In this paper semi-supervised learning (SSL) is not a contribution but a training paradigm of our proposed framework, and we simply adopt a classical SSL method pseudo-labeling. Pseudo-labeling methods [38] usually apply a trained model to predict results for unlabeled data. The predicted results can be viewed as and converted into the ‘ground-truth’ labels of the unlabeled data. These predicted ‘ground-truth’ annotations are referred to as pseudo labels which can be used to re-train or fine-tune the model.
To segment nuclei, the proposed framework employs a popular instance segmentation model, Mask-RCNN [33]. First, the prediction model (e.g. Mask-RCNN) is trained with the real and fake pairs. Then the model predicts nuclei masks for each image of the trainset. These predicted masks are saved as the ‘ground-truth’ annotations, namely, the pseudo labels. The pairs of pseudo labels and their corresponding images are added to the training set for the next round of prediction model training. The performance is not improved any more after 2-3 iterations. The last model is chosen as the final model. We claim that the proposed label-efficient framework could also work with other existing nuclei segmentation models based on CNN, like Hover-net. Other SSL methods that are proposed for instance segmentation could be directly applied to our proposed segmentation framework.

IV. EXPERIMENTS

A. Implementation Details

1) Datasets: We conduct experiments on three datasets: TCGA-KUMAR database [5], TNBC [6] and MoNuSeg [60]. The TCGA-KUMAR dataset has 30 labeled images of size $1000 \times 1000$ at 40× magnification. It is obtained from The Cancer Genome Atlas (TCGA) and each image is from one of the seven organs, including breast, bladder, colon, kidney, liver, prostate, and stomach. We split the data into 12 training images, 4 validation images and 14 testing images, following [4], [6]. The TNBC dataset, which contains 50 annotated images of size $500 \times 500$, is collected from 11 different patients of the Curie Institute. The dataset was split into 30 training images, 7 validation images, and 13 test images in our experiments. The MoNuSeg dataset consists of 44 labeled images, 30 for training and 14 for testing. The image size of MoNuSeg is $1000 \times 1000$.

2) Preprocessing: Following the previous work, all images were cropped into $256 \times 256$ patches for training the network efficiently. Naive data augmentation strategies including rotation (90°, 180°, 270°), flip, gaussian blur, gaussian noise are applied to these cropped image patches.

3) Patch Selection: For consistency-based patch selection (CPS), we set $s = 256$, $t = 15$, $K_1 = 6/9/18$ (corresponding to 5%/5%/7% labels of the trainset) for the TNBC/TCGA-KUMAR/MoNuSeg dataset respectively, $K_2 = 4$. The training set of these datasets are cropped into $256 \times 256$ image patches with stride 15. The CPS algorithm takes around 1-3 hours for each dataset.

4) Paired Sample Synthesis: In each scale of the proposed CSinGAN, the generator consists of 5 convolution blocks. Each block contains a convolution layer of kernel size $3 \times 3$, a BatchNorm layer and a LeakyReLU function. The channel number of each block starts from 32 and doubles every 4 scales. The multi-scale discriminators have the same architecture as the generators but they are trained with a different loss from the generators. We use $K_1$ CSinGANs and each CSinGAN augments data from a representative image patches. For each CSinGAN, 50 synthetic masks of size $256 \times 256$ are synthesized for training the nuclei segmentation model. For the adversarial loss of CSinGAN, we set $\beta, \gamma, \delta, \lambda$ to 1.0, 1.0, 1.0, 0.1. We follow a related work SinGAN [25] to set the above hyper-parameters.

5) Semi-Supervised Nuclei Segmentation Baselines: Mask-RCNNs are trained for 200 epochs with an SGD optimizer with an NVIDIA V-100 GPU, an initial learning rate of 0.005, a weight decay of $10^{-4}$, a momentum of 0.9, a batch size of 6, and the input size $256 \times 256$. During the testing stage the input size is set as the original image size of each dataset. Hovernets [8] are trained for 100 epochs with an Adam optimizer with a V-100 GPU, an initial learning rate of $10^{-4}$. At the begining of the training, all models are initialized with the model weights pre-trained on ImageNet [53]. For each round of semi-supervised learning, 600 pseudo labels are predicted by the last supervised segmentation model and added to the training data. The time cost of the semi-supervised training is 1-2 days.

B. Evaluation Criteria

To evaluate nuclei segmentation models, both pixel-level and object-level criteria are applied. The object-level evaluation is for cell nucleus localization, and the pixel-level correlation evaluation is for preserving fine boundaries. In our quantitative study, we use two different metrics, Aggregated Jaccard Index (AJI) [5] and Dice Coefficient.

1) Aggregated Jaccard Index (AJI): AJI [61] is an extension of the global Jaccard index. It is defined as:

$$AJI = \frac{\sum_{i=1}^{NP} |T_i \cap S_j^*(i)|}{\sum_{i=1}^{NP} |T_i| + \sum_{i=1}^{NP} |S_j^*(i)|}$$

where $S_j$ is a prediction result and $T_i$ is the ground truth. $S_j^*(i)$ represents the connected component that has the maximum intersection with the ground truth. $U$ is the set of areas that do not overlap with any real nuclei. $NG$, $NP$ are the number of ground truths and predictions respectively. AJI measures the overlapping areas of multiple objects and is recognized as an object-level criterion for segmentation evaluation.

2) Dice Coefficient (Dice): Dice is a typical pixel-level metric for validating medical image segmentation, and is computed as

$$\frac{2|X \cap Y|}{|X| + |Y|}$$

where $X$, $Y$ denote ground truths and predictions respectively. A higher Dice value indicates that the predicted segmentation mask has a larger intersection with the ground truth, and means that the segmentation result is more accurate.

C. Effectiveness of Consistency-Based Patch Selection

This section shows if our proposed consistency-based patch selection (CPS) is effective. TABLE I presents the performance of different patch selection methods on the TCGA-KUMAR dataset. The samples chosen by each selection method are augmented by the proposed CSinGAN. Then the augmented samples are used to train a Mask-RCNN whose testing results are logged as the performance of the selection method. In TABLE I, our proposed CPS is compared with two kinds of random selections, RndCrop and RndCenCrop. The RndCrop strategy cuts out many $s \times s$ image patches from the whole trainset, and then randomly chooses $K_1$ patches to annotate. The RndCenCrop strategy randomly selects $K_1$ full images from the trainset, and crops the centering $s \times s$ image patch for each selected full image.
TABLE I
Effectiveness of the Proposed Consistency-Based Patch Selection (CPS) Algorithm. Each Patch Selection Method Is Followed by the Proposed CSinGAN Augmentation and Then a Mask-RCNN Is Trained and Tested to Obtain the Above Results. RndCrop Denotes the Mean Performance of Four Random Seeds (21, 100, 500, 1000). MRCNN and PLabel Donate Mask-RCNN [33] and Pseudo-Labeling Respectively.

| Methods                  | AJI       | Dice    | P-value          |
|--------------------------|-----------|---------|------------------|
| RndCrop + MRCNN          | 0.4776    | 0.6374  | 9.76 × 10⁻²⁵     |
| RndCrop + MRCNN + PLabel| 0.4637    | 0.6860  | 4.82 × 10⁻¹⁸     |
| K-means + MRCNN          | 0.4724    | 0.7093  | 2.17 × 10⁻²⁴     |
| CPS w/o 3rd term + MRCNN | 0.4825    | 0.6962  | 9.03 × 10⁻⁸      |
| CPS w/o 2nd term + MRCNN | 0.4735    | 0.6863  | 7.63 × 10⁻⁶      |
| CPS + MRCNN              | 0.4920    | 0.7105  | -                |
| K-means + MRCNN + Plabel | 0.5097    | 0.7328  | 5.60 × 10⁻²⁹     |
| CPS w/o 3rd term + MRCNN + Plabel | 0.5289 | 0.7403 | 3.43 × 10⁻⁹ |
| CPS w/o 2nd term + MRCNN + Plabel | 0.5264 | 0.7373 | 4.82 × 10⁻¹² |
| CPS + MRCNN + Plabel     | 0.5374    | 0.7536  | -                |

We conduct ablation studies for the three-term selection function (Eq. (1)) in CPS by removing some terms to study their effectiveness. K-means denotes the method removing the 2nd term and the 3rd term in Eq. (1). We also test only removing the 2nd or the 3rd term. As TABLE I shows, without using the pseudo-label method, CPS outperforms Kmeans by 1.96% AJI, CPS w/o 2nd/3rd term by 1.85%/0.95% AJI respectively. With the pseudo-labeling method, the proposed CPS still surpasses the other three methods by 2.77%, 1.10% and 0.85% AJI respectively. These results suggest that both fine-grain representativeness (the 2nd term) and intra-patch consistency (the 3rd term) are beneficial for sample selection. Besides, we perform statistical significance analysis of AJI improvements by using paired t-test on TCGA-KUMAR dataset. The $P$-values in TABLE I show if the AJI differences between our proposed CPS method and other approaches is of statistical significance. No matter whether using the pseudo-labeling method, all the performance improvements are statistically significant with a $P$-value < 0.05.

The random seeds (Seed1-Seed4) used in these experiments are 21, 100, 500, 1000. TABLE I shows the CPS significantly outperforms these random selections by about 2% - 6% AJI.
TABLE III
EFFECTIVENESS OF OUR PROPOSED LABEL-EFFICIENT NUCLEI SEGMENTATION FRAMEWORK (DENOTED AS ‘OURS’) ON THE TCGA-KUMAR DATASET. AJI-s/AJI-u Denote AJI on Seen/unseen Categories (Organs). MRCNN and PLabel Denote Mask-RCNN [33] and Pseudo-Labeling Respectively

| Methods                  | AJI-s | AJI-u | AJI  | Dice |
|--------------------------|-------|-------|------|------|
| a). RndCrop + MRCNN      | 0.4371| 0.4335| 0.4381| 0.6499|
| b). RndCenCrop + MRCNN   | 0.4700| 0.4321| 0.4537| 0.6662|
| c). RndCrop + NaiveAug + MRCNN | 0.4673| 0.4481| 0.4577| 0.6638|
| d). RndCenCrop + NaiveAug + MRCNN | 0.4701| 0.4623| 0.4662| 0.6808|
| e). RndCrop + NaiveAug + MRCNN + PLabel | 0.5182| 0.5160| 0.5171| 0.7282|
| f). RndCenCrop + NaiveAug + MRCNN + PLabel | 0.5236| 0.5134| 0.5185| 0.7255|
| Ours                     | 0.5348| 0.5408| 0.5374| 0.7536|
| Fully-supervised Mask-RCNN [33] | 0.5389| 0.5332| 0.5364*| 0.7459|

TABLE IV
EFFECTIVENESS OF THE PROPOSED FRAMEWORK ON TCGA-KUMAR, TNBC and MoNuSeg DATASETS. MRCNN-OURS and HoverNet-OURS Mean A Mask-RCNN and A Hover-Net With Our Proposed Framework Respectively. The Methods Denoted As ‘*’ + OURS’ Only Adopt About 5%/5%/7% Pixel-Level Annotations of TCGA-KUMAR/TNBC/MoNuSeg DATASETS Respectively. Other State-of-the-Art Models Are Supervised With All The Training Labels. Smaller P-Value of A Model Means That The Performance Difference Between The Model and ‘Hover-Net+OURS’ Is More Significant. The Best Result Is in Bold While the Second Best Is Underlined

|                      | TCGA-KUMAR |          | TNBC  |          | MoNuSeg |
|----------------------|------------|----------|-------|----------|---------|
|                      | AJI        | Dice     | P-value | AJI        | Dice     | P-value | AJI        | Dice     | P-value |
| MRCNN [33]           | 0.5364     | 0.7459   | 6.75 x 10⁻¹⁸ | 0.5279     | 0.6978   | 2.84 x 10⁻¹⁷ | 0.5950     | 0.7677   | 4.79 x 10⁻²⁰ |
| DIST [6]             | 0.5598     | 0.7863   | 8.68 x 10⁻¹⁹ | 0.5258     | 0.7368   | 3.43 x 10⁻¹⁹ | 0.5839     | 0.7589   | 7.83 x 10⁻¹⁸ |
| Micro-Net [62]       | 0.5631     | 0.7961   | 9.61 x 10⁻¹⁶ | 0.5064     | 0.6848   | 1.39 x 10⁻¹⁸ | 0.6011     | 0.7762   | 2.18 x 10⁻²¹ |
| MDCUNET [63]         | 0.5803     | -        | -      | 0.6103     | -        | -      | 0.6500     | -        | -      |
| DPMSFF [64]          | 0.5854     | 0.7936   | -      | 0.5865     | 0.7792   | -      | -         | -        | -      |
| PFFNET [4]           | 0.5900     | 0.7981   | 6.86 x 10⁻²³ | 0.6283     | 0.8127   | 3.38 x 10⁻²⁰ | 0.6209     | 0.7878   | 3.77 x 10⁻⁷ |
| HoverNet [8]         | 0.6107     | 0.8211   | 6.87 x 10⁻⁴ | 0.6307     | 0.7819   | 4.36 x 10⁻⁸ | 0.6602     | 0.8213   | 5.73 x 10⁻⁻⁵ |
| MRCNN + Ours         | 0.6107     | 0.8211   | -      | 0.6283     | 0.8127   | 3.38 x 10⁻²⁰ | 0.6209     | 0.7878   | 3.77 x 10⁻⁷ |
| HoverNet + Ours      | 0.6086     | 0.8188   | 4.78 x 10⁻²⁸ | 0.6414     | 0.7938   | -      | 0.6485     | 0.8129   | -      |

Fig. 6 illustrates that our CPS method chooses a training subset with less redundancy. Fig. 6(a) visualizes the image patches selected by the RndCrop strategy. Fig. 6(b) shows the CPS-selected image patches. In Fig. 6(a), the 8th and the 9th image patches selected by the RndCrop method have very similar patterns. In contrast, the patches chosen by CPS show higher diversity than those selected by RndCrop, which may better represent the original trainset.

D. Effectiveness of Conditional SinGAN Augmentation

In this section the proposed CSinGAN is compared to other data augmentations on the TCGA-KUMAR dataset, shown in TABLE II. NaiveAug is a set of transformations (rotation, flipping, color jittering, ...). Pix2pix [23] learns to translate $K_1$ masks to $K_1$ image patches. By taking real and synthetic masks as a domain, cycleGAN [24] attempts to map the domain to a domain of nuclei image. The ‘paint2image’ application of SinGAN [25] could convert colored masks to images, which is denoted as ‘SinGAN’ in TABLE II. With CPS-selected image patches, the above methods synthesize samples to train a Mask-RCNN whose testing results reflect the strength of the corresponding augmentation strategy. TABLE II displays that our proposed CSinGAN surpasses the existing methods by 1% to 9.6% AJI.

E. Effectiveness and Generalization of the Proposed Framework

TABLE III verifies the effectiveness of our proposed method on the TCGA-KUMAR dataset. ‘Ours’ denotes the full proposed framework trained with a Mask-RCNN as the segmentation model, and no more than 5% pixel-wise labels. The actual labeling ratio is $(256^2 \times 9)/(1000^2 \times 12) \approx 4.93\%$. ‘PLabel’ denotes pseudo-labeling [38] that is a simple semi-supervised method adopted by our proposed framework and is well described in Section III-C. As TABLE III displays, our proposed method obtains even slightly better AJI and Dice scores than a full-supervised Mask-RCNN, by only annotating 5% pixels. Interestingly, the fully-supervised MRCNN achieves higher AJI on seen categories while our proposed framework performs better with unseen categories. It indicates that the fully-supervised model may over-fit to some degree and that our framework has better generalization and higher robustness. In TABLE III the proposed framework also outperforms the combinations of some existing methods which are denoted as a) - f).

To understand the generalization of our proposed framework, we further evaluate the framework with another state-of-the-art nuclei segmentation model, Hover-net [8], on TCGA-KUMAR, TNBC and MoNuSeg datasets. As Table IV shows, our proposed framework using Hover-net and 5% labels achieves almost the same AJI value with a fully-supervised Hover-net on the TCGA-KUMAR dataset. On the TNBC dataset, our proposed method with...
Hover-net is trained with only 5% annotations, and even outperforms the fully-supervised Hover-net by 1% AJI. On the MoNuSeg dataset, the proposed framework using MRCNN and 7% labels is only 0.5% AJI & Dice lower than the fully-supervised MRCNN. These results indicate that our method could effectively work with different nuclei segmentation models and datasets. Besides, Hover-net+ours also surpasses some state-of-the-art nuclei segmentation models, PFFNET [64] and MDC-NET [63], by 1% and 3% AJI on the TNBC dataset. The P-values in TABLE IV show if the AJI differences between Hover-net+Ours and other methods are statistically significant on these datasets.

To understand the multi-organ performance of our proposed framework, we report the organ-wise results on the TCGA-KUMAR dataset. As shown in TABLE V, our proposed approach does not favor some specific organs or cancer-types. For example, for liver MRCNN+Ours outperforms MRCNN by 2.17% AJI while Hover-net+Ours is worse than Hover-net. However, we find that when using our proposed approach, the variation of AJI results among different organs is relatively smaller. For example, the AJI variation of different organs is 13.6% (46.6%-60.2%) for the MRCNN using our proposed approach. For the MRCNN without using our method, the AJI variation is 16.8% (43.6%-60.4%). Similarly, the AJI variation of different organs is 19.3% (51.6%-70.9%) for the Hover-net+Ours. For the Hover-net without our approach, the AJI variation is 22.4% (49.2%-71.6%). The above results could indicate that using our proposed method leads to smaller variation and better generalization across different organs.

Fig. 7 presents some of the visualized segmentation results on the TCGA-KUMAR dataset. The ground truth areas are surrounded by green boundaries while the predicted nuclei are marked with red color.

| Organs      | Stomach | Prostate | Bladder | Liver | Kidney | Breast | Colon |
|-------------|---------|----------|---------|-------|--------|--------|-------|
| MRCNN+Ours  | 0.6019  | 0.3581   | 0.3549  | 0.4902| 0.3806 | 0.5123 | 0.4657|
| MRCNN [33]  | 0.6043  | 0.5850   | 0.5599  | 0.4685| 0.5677 | 0.5333 | 0.4355|
| Hover-net+Ours | 0.7091  | 0.6204   | 0.6017  | 0.5712| 0.6415 | 0.6006 | 0.5159|
| Hover-net [8] | 0.7158  | 0.6435   | 0.6113  | 0.5726| 0.6312 | 0.6140 | 0.4924|

Fig. 7. Visualized comparisons between our proposed method and other existing models. The ground truth nuclei are marked with green boundaries and the predicted ones are marked with red color.
methods with HoverNet and MRCNN locate nuclei more accurately.

F. Investigation of Hyper-Parameters

In Table VI, two hyper-parameters $K_1$ and $K_2$ of the proposed CPS are studied on the TCGA-KUMAR dataset. ‘w/ CSinGAN’ denotes the setting that uses a CSinGAN for data augmentation. ‘w/o CSinGAN’ means that the CPS-selected samples are augmented by naive data augmentation instead of CSinGAN. All the experiment settings in Table VI adopt a Mask-RCNN as the nuclei segmentation model. For simplicity, pseudo labeling is not used in these experiments. Using CSinGAN for data augmentation, the AJI results range from 0.4517 to 0.4920 with $K_1$ as 6/9/12. It shows that the segmentation performance of our proposed method will improve when the $K_1$ is set from 6 to 9, but it does not improve when change it to 12. It may be due to that the newly added samples are of relatively low intra-patch consistency which leads to higher segmentation accuracy than K-means based or random selections. Furthermore, we propose a novel component-wise discriminator that considerably enhances the quality of image synthesis for a conditional single-image GAN. In short, our proposed framework reveals the importance of selecting which image pixels for labeling. The work points out a new trend in training medical image models with low-cost annotations.

V. Conclusion

In this paper, we first introduce a novel label-efficient framework that can segment nuclei with only 5% pixel-level annotations, and presents even slightly better results than the fully-supervised baseline on some benchmarks. Second, we develop a consistency-based patch selection algorithm that leads to higher segmentation accuracy than K-means based or random selections. Furthermore, we propose a novel component-wise discriminator that considerably enhances the quality of image synthesis for a conditional single-image GAN. In short, our proposed framework reveals the importance of selecting which image pixels for labeling. The work points out a new trend in training medical image models with low-cost annotations.

## Table VI

| Hyper-Parameters Investigation of the Proposed Consistency-Based Patch Selection on the TCGA-KUMAR Dataset. Three Values of $K_1$ (6, 9, 12) Are Tested When $K_2$ Is Set As 4. Three Values of $K_2$ (3, 4, 8) Are Tested When $K_1$ Is Set As 9. The ‘ANNOS’ Donates the Annotation Proportion of the Training Set. Each CPS Experiment Is Followed by CSinGAN or Naïve Augmentation (w/o CSinGAN) to Obtain the AJI and Dice Values |
|---|---|---|---|
| **Annos** | **$K_2$ = 4** | **$K_2$ = 4** |
| ~3% | $K_2 = 6$ w/ CSinGAN | 0.4517 | 0.4517 |
| | $K_2 = 6$ w/ CSinGAN | 0.4517 | 0.4517 |
| ~5% | $K_2 = 9$ w/o CSinGAN | 0.4920 | 0.7105 |
| | $K_2 = 9$ w/ CSinGAN | 0.4920 | 0.7105 |
| ~7% | $K_2 = 12$ w/o CSinGAN | 0.4876 | 0.7029 |
| | $K_2 = 12$ w/ CSinGAN | 0.4876 | 0.7029 |
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