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Abstract

Unsupervised Domain Adaptation (UDA) for semantic segmentation has been actively studied to mitigate the domain gap between label-rich source data and unlabeled target data. Despite these efforts, UDA still has a long way to go to reach the fully supervised performance. To this end, we propose a Labeling Only if Required strategy, LabOR, where we introduce a human-in-the-loop approach to adaptively give scarce labels to points that a UDA model is uncertain about. In order to find the uncertain points, we generate an inconsistency mask using the proposed adaptive pixel selector and we label these segment-based regions to achieve near supervised performance with only a small fraction (about 2.2%) ground truth points, which we call “Segment based Pixel-Labeling (SPL).” To further reduce the efforts of the human annotator, we also propose “Point based Pixel-Labeling (PPL),” which finds the most representative points for labeling within the generated inconsistency mask. This reduces efforts from 2.2% segment label → 40 points label while minimizing performance degradation. Through extensive experimentation, we show the advantages of this new framework for domain adaptive semantic segmentation while minimizing human labor costs.

1. Introduction

Semantic segmentation enables understanding of image scenes at the pixel level, and is critical for various real-world applications such as autonomous driving [39] or simulated learning for robots [13]. Unfortunately, the pixel level understanding task in deep learning requires tremendous labeling efforts in both time and cost. Therefore, unsupervised domain adaptation (UDA) [15] addresses this problem by utilizing and transferring the knowledge of label-rich data (source data) to unlabeled data (target data), which can reduce the labeling cost dramatically [38]. According to the adaptation methodology, UDA can be largely divided into Adversarial learning based [27, 49, 50, 52] DA and Self-training based [31, 34, 45, 55, 57] DA. While the former focuses on minimizing task-specific loss for source domain and domain adversarial loss, the self-training strategy retrains the model with generated target-specific pseudo labels. Among them, IAST [31] achieves state-of-the-art performance in UDA by effectively mixing adversarial based and self-training based strategies.

Despite the relentless efforts in developing UDA models, the performance limitations are clear as it still lags far behind the fully supervision model. As visualized in Fig. 1, the recent UDA methods remain at around (∼50% mIoU) which is far below the performance of full supervision (∼65% mIoU) on GTA5 [39] → Cityscapes [8].

Motivated by the limitation of UDA, we present a new perspective of domain adaptation by utilizing a minute portion of pixel-level labels in an adaptive human-in-the-loop manner. We name this framework Labing Only if
Required (LabOR), which is described in Fig. 2. Unlike conventional self-training based UDA that re-trains the target network with the pseudo labels generated from the model predictions, we utilize the model predictions to find uncertain regions that require human annotations and train these regions with ground truth labels in a supervised manner. In particular, we find regions where the two different classifiers mismatch in predictions. In order to effectively find the mismatched regions, we introduce additional optimization step to maximize the discrepancy between the two classifiers like [7, 41]. Therefore, by comparing the respective predictions from the two classifiers on a pixel level, we create a mismatched area that we call the inconsistency mask which can be regarded uncertain pixels. We call this framework the “Adaptive Pixel Selector” which guides a human annotator to label on proposed pixels. This results in the use of a very small number of pixel-level labels to maximize performance. Depending on how we label the proposed areas, we propose two different labeling strategies, namely “Segment based Pixel-Labeling (SPL)” and “Point based Pixel-Labeling (PPL)” While SPL labels every pixels on the inconsistency mask in a segment-like manner, PPL places its focus more on the labeling effort efficiency by finding the representative points within a proposed segment. We empirically show that the two proposed “Pixel-Labeling” options not only help a model achieve near supervised performance but also reduces human labeling costs dramatically.

We summarize our contributions as follows:

1. We design a new framework of domain adaptation for semantic segmentation, LabOR, by utilizing a small fraction of pixel-level labels with an adaptive human-in-the-loop pixel selector.

2. We propose two labeling options, Segment based Pixel-Labeling (SPL) and Point based Pixel-Labeling (PPL), and show that these methods are especially advantageous in performance compared to UDA and labeling efficiency respectively.

3. We conduct extensive experiments to show that our model outperforms previous UDA model by a significant margin even with very few pixel-level labels.

2. Related Work

Unsupervised Domain Adaptation. Domain Adaptation is a classic computer vision problem that aims to mitigate the performance degradation due to a distribution mismatch across domains and has been investigated in image classification problems through both conventional methods [10, 14, 15, 24, 26] and deep CNN-based methods [11, 12, 25, 29, 32, 35, 42]. Domain adaptation has recently been studied in other vision tasks such as object detection [5], depth estimation [1], and semantic segmentation [17]. With the introduction of the automatically annotated GTA dataset [38], unsupervised domain adaptation (UDA) for semantic segmentation has been extensively studied. Adversarial learning approaches have aimed to minimize discrepancy between source and target feature distributions and this approach has been studied on three different levels in practice: input-level alignment [6, 17, 33, 46], intermediate feature-level alignment [18, 19, 28, 30, 50], and output-level alignment [49].

Domain Adaptation with Few Labels. Despite extensive studies in UDA, the performance of UDA is known to be much lower than that of supervised learning [40]. In order to mitigate this limitation, various works have tried to leverage ground truth labels for the target dataset. For example, semi-supervised domain adaptation, which utilize randomly selected image-level labels per class as the labeled training target examples, has been recently studied for image classification [40], semantic segmentation [51], and image captioning [4, 20]. However, these naive semi-supervised learning approaches do not consider which target images should be labeled given a fixed budget size. Similar to semi-supervised domain adaptation, some works have used active learning [43] to give labels to a small portion of the dataset [48, 37]. These works leverage a model to find data points that would increase the performance of the model the most. Furthermore, in order to reduce the labeling effort per image for target images in domain adaptation, a method to leverage weak labels, several points per image, has also been studied [36].

In contrast, our work differentiates itself by allowing the model to automatically pinpoint to the human annotator which points to label on a pixel-level that would have the best potential performance increase instead of randomly picking labels which can possibly be already easy for the model to predict. In addition, unlike the semi-supervised model which has random annotations prior to training, we allow the model to let the annotator know which points in an image are best to increase performance. Although at first glance our method may seem similar to active learning in the human-in-the-loop aspect, our work is the first to propose a method on the pixel-level instead of image-level. Overall, our pixel-level sampling approach is not only efficient, but also orthogonal to the existing active, weak label, or semi-supervised domain adaptation frameworks.

3. Proposed Method

In this section, we introduce our method from inconsistency mask generation to adaptive pixel labeling.

3.1. Problem Definition: Domain Adaptation

Let us denote $g_{\phi}(\cdot)$ as the network backbone with the parameter $\phi$ that generates features from an input $x$. Then,
with the classification layer including softmax activation \( f_\theta(\cdot) \) with the parameter \( \theta \), a class prediction (probability) is computed \( \hat{Y} = p(Y|x; \theta, \phi) = f_\theta \circ g_\phi(x) \in \mathbb{R}^{W \times H \times K} \), where \( W \) and \( H \) are width and height of the segmentation map, and \( K \) is the total number of classes. The combined network \( f_\theta \circ g_\phi(\cdot) \) can be implemented with typical semantic segmentation generators [2, 3]. A typical semantic segmentation model is trained with cross-entropy loss \( CE(\cdot, \cdot) \) with the ground truth label \( Y \in \mathbb{R}^{W \times H} \). Furthermore, let us denote \( S = \{(x_s, Y_s)\}_{s=1}^S \) as the labeled images from the source dataset and \( T = \{x_t\}_{t=1}^T \) as the unlabeled images from the target dataset. Unsupervised Domain Adaptation (UDA) tries to leverage both the abundant labeled source dataset and the small number of unlabeled target dataset to train a deep neural network.

Recent unsupervised domain adaptive semantic segmentation use self-training methods [31, 58] and have shown state-of-the-art performances and are optimized as follows: In practice, the model alternates between generating pseudo-labels \( \hat{Y}_t(x_t) \in \mathbb{R}^{W \times H} \) for an image \( x_t \) based on the model prediction \( p(Y|x; \theta, \phi) \) and retraining the model on the target dataset with the generated pseudo-labels. The goal of self-training based domain adaptation [31, 58] is to devise an effective loss function and a way to generate pseudo labels. Specifically, CRST [58] propose class-balanced pseudo label generation strategy and confident region KLD minimization to prevent overfitting on pseudo labels. IAST [31] tackles the class-balanced pseudo label generation which ignores the individual attributes of instance to design an instance adaptive selector. Moreover, IAST adds an entropy minimization approach on unlabeled pixels. Self-training based domain adaptation far underperforms a fully supervised model. This can be attributed to two reasons. First, cutting out unconfident pixels and retraining with the thresholded labels is not intuitive as the model forced to be trained with only the pixels that model itself is confident in. Second, existing pseudo label generation commonly originates from specific manually set hyperparameters, causing incorrect pseudo labels which degrades the performance. To address this issue, we propose a new perspective of self-training based domain adaptation with a human-in-the-loop approach by using a human annotator to label a small number of informative pixels. As the human annotator annotates the pixels where the model is uncertain, the labeled pixels ultimately act as a guide for the model. We call this method **Labeling Only if Required (LabOR)**. In order to minimize the efforts of the human annotator, we must answer the key question “*what is an informative pixel to label?*” In other words, our goal is to find the pixels where the model is uncertain. To this end, we propose to
3.2. Generating Inconsistency Mask

Fig. 2 illustrates an overview of our proposed method. First, we pre-train a model with the labeled source dataset \( S \) by minimizing supervised cross-entropy loss:

\[
L_s(\theta, \phi) = \mathbb{E}_{(x_s, y_s) \in S} \left[ CE(Y_s, p(Y|x_s; \theta, \phi)) \right].
\]  

(1)

Following this, in order to improve the effectiveness of self-training, we utilize warm-up with adversarial training [31] before moving on to self-training.

\[
L_{adv}(\theta, \phi) = \mathbb{E}_{x_s \in S, x_t \in T} \left[ \text{Adv}(p(x_s; \theta, \phi), p(x_t; \theta, \phi)) \right].
\]

(2)

Then we copy the parameters of the backbone and the classifier (twice for classifier) (i.e., \( \theta_1 \leftarrow \theta, \theta_2 \leftarrow \theta, \phi \leftarrow \phi \)) to create our Adaptive Pixel Selector model \((f_{\theta_1}', f_{\theta_2}', g_{\phi'})\). This model is only used for the purposes of pixel selection and has no effect on the performance. Using this newly created model, we optimize the model with the two auxiliary classifiers and increase the discrepancy in relation to each other. After this, we propose to find the pixels where the two classifiers have different output class predictions. Using the different output class predictions, we create a mask consisting of pixels that are inconsistent \( M(x_t; \phi', \theta_1', \theta_2') \in \mathbb{R}^{W \times H} \), and we call this the inconsistency mask. The mask generation would be formulated as follows:

\[
M(x_t) = \left[ \arg \max_{K} f_{\theta_1}' \circ g_{\phi'}(x_t) \neq \arg \max_{K} f_{\theta_2}' \circ g_{\phi'}(x_t) \right].
\]

(3)

For simplicity, we abuse the notation \( M(x_t; \phi', \theta_1', \theta_2') \) as \( M(x_t) \). We conjecture that if the two classifiers trained on the same dataset generate different predictions for the same region, then it means the model prediction shows a high variance in that input region. Therefore we conclude that this inconsistency mask represents the pixels the model is the most unsure about. In other words, we hypothesize that by giving ground truth labels for these pixels to guide the model, the model would more easily bridge the gap between the domains and improve the generalizability of the model. The detailed method on giving ground truth labels will be described in the next subsection.

Given \( \phi', \theta_1', \theta_2' \), we first apply the self-training loss function with the pseudo labels (one-hot vector labels generated from \( \hat{Y}_t = p(Y|x_t; \theta, \phi) \)), which has been utilized in various tasks [21, 22, 31, 47, 58]:

\[
\mathcal{L}_{self}(\phi', \theta_1', \theta_2') = \mathbb{E}_{x_t \in T} \left[ CE(\arg \max_{K} \hat{Y}_t, p(Y|x_t; \theta_1', \phi')) + CE(\arg \max_{K} \hat{Y}_t, p(Y|x_t; \theta_2', \phi')) \right].
\]

(4)

The detailed design choices for the pseudo labels for \( \mathcal{L}_{self} \) is discussed in the supplementary materials. Then, in order to optimize the two auxiliary classifiers to increase the discrepancy in relation to each other, we introduce an additional training stage to optimize the auxiliary classifiers to increase the distance between the classifiers’ outputs. In addition, we also minimize the classifier discrepancy with respect to the backbone feature extractor \( g_{\phi'} \), which results in a similar formulation to the classifier discrepancy maximization in MCDDA [41]:

\[
\min_{\phi} \max_{\theta_1', \theta_2'} \mathcal{L}_{dis}(\phi', \theta_1', \theta_2') = \min_{\phi} \max_{\theta_1', \theta_2'} \mathbb{E}_{x_t \in T} \left[ \| f_{\theta_1}' \circ g_{\phi'}(x_t) - f_{\theta_2}' \circ g_{\phi'}(x_t) \|_1 \right].
\]

(5)

Note that the goal of classifier discrepancy maximization in MCDDA is to create tighter decision boundaries in order to align the latent feature distributions between the source and the target domains. In contrast, we maximize the classifier discrepancy for the sole purposes of generating a more representative inconsistency mask so that the human annotator can give ground truth labels to pixels that truly require labels. After optimizing the auxiliary classifiers \((\theta_1', \theta_2', \phi')\), we utilize the different outputs from these classifiers and compare them in a pixel-to-pixel manner using (3) to obtain \( M(x_t) \). After the human annotator gives ground truth labels to the uncertain pixels based on \( M(x_t) \), the model \((f_\theta, g_\phi)\) is then trained with the target dataset \( T \) with the given ground truth labeled pixels \( \hat{Y}_t(x_t) \):

\[
\mathcal{L}_t(\theta, \phi) = \mathbb{E}_{x_t \in T} \left[ CE(\hat{Y}_t(x_t), p(Y|x_t; \theta, \phi)) \right].
\]

(6)

Then the process starting from copying \((\theta_1 \leftarrow \theta, \theta_2 \leftarrow \theta, \phi \leftarrow \phi)\), optimizing \( \mathcal{L}_{self}(\phi', \theta_1', \theta_2') \) and \( \mathcal{L}_{dis}(\phi', \theta_1', \theta_2') \), to inconsistency generation \( M(x_t) \) is repeated. The overall method is summarized in Alg. (1). We repeat the process 3 times as we empirically found that the number of uncertain pixels and the model performance converges after 3 stages.

3.3. Adaptive Pixel Labeling

Given an inconsistency mask \( M(x_t) \), the question arises as how to give labels to the pixels. With this in mind, we propose two different methods for giving ground truth annotations with different focuses and strengths.

Segment based Pixel-Labeling (SPL). As the inconsistency mask shows all pixels that the model is uncertain about, we consider giving ground truth annotations for all the pixels selected. We call this methods the Segment based Pixel-Labeling (SPL). In SPL, no further calculations are needed after the inconsistency mask has been generated, and after the pixels are annotated, the model \( p(Y|x; \theta, \phi) \) is further trained. Empirically, we find that the inconsistency mask for each stage averages in percent of pixel of
total pixels per image at 1% and totals to 2.2% at the final stage as some uncertain pixels are overlapped. The performance of SPL achieves near supervised learning, and it far exceeds the performance of our next method, which is more focused on drastically reducing human annotation labor.

Point based Pixel-Labeling (PPL). We also propose another Pixel-Labeling method that sets its focus on minimizing human annotation costs; we call this method the Point based Pixel-Labeling (PPL). Although PPL receives an inconsistency mask like SPL, we propose to label only the most representative pixels in the inconsistency mask instead of labeling all the pixels. Among the most representative pixels, we deliberately choose to maximize diversity by selecting all unique classes present in the inconsistency mask.

Given a set of uncertain pixels (inconsistency mask \( M(x) \)) and a model’s output probability prediction for all the pixels \( \hat{Y} = \{ \hat{Y}_{i,j} \in \mathbb{R}^K | i \in [1,W], j \in [1,H] \} \), we first cluster the pixels that the model \( p(Y|x; \theta, \phi) \) predicts to be the same class. We define the set of uncertain pixels \( \mathcal{D}^k \) for class \( k \) as follows:

\[
\mathcal{D}^k = \{(i,j) \in M(x) | k = \arg \max_k \hat{Y}_{i,j}\}. \tag{7}
\]

Then we compute the class prototype vector \( \mu^k \) for each class \( k \) as the mean vectors of \( \mathcal{D}^k \):

\[
\mu^k = \frac{1}{|\mathcal{D}^k|} \sum_{(i,j) \in \mathcal{D}^k} \hat{Y}_{i,j} \in \mathbb{R}^K. \tag{8}
\]

Finally, we select the points that has the most similar probability vector for each prototype vector to construct the set of selected points \( P \):

\[
P(x) = \{ \arg \min_{(i,j) \in \mathcal{D}^k} d(\mu^k, \hat{Y}_{i,j}) \}^K_{k=1}. \tag{9}
\]

We use cosine distance for a distance measure \( d(\cdot, \cdot) \). Note that as \( \mathcal{D}^k \) can be a null set for some classes, \( 0 \leq |P(x)| \leq K \), if the model fails to predict a certain class. At each stage, on average, the model generates 12 clusters, and cumulatively we average on giving 40 ground truth labels per target image \( x_t \) in an image of size 640 x 1280. This calculates to a \( \approx 0.0049\% \) of the image being given ground truth labels. In comparison to SPL, which averages \( \approx 18022 \) pixels \( \rightarrow 2.2\% \) of entire image, we further reduce the human labeling costs by 0.2%. Due to the drastically reduced amount of ground truth annotations, PPL naturally under-performs in relation to SPL. Nevertheless, we empirically show that the performance gain of PPL over other UDA or weakly supervised DA methods is still significant.

4. Experiments

In this section, we conduct extensive experiments to analyze our methods both quantitatively and qualitatively.

4.1. Dataset

We evaluate our model on the most common adaptation benchmark of GTA5 [39] to Cityscapes [8]. Following the standard protocols from previous works [31, 30], we adapt the model to the Cityscapes training set and evaluate the performance on the validation set.

4.2. Implementation details

To push the state-of-the-art benchmark performances, we test our method LabOR on the IAST framework [31]. For our backbones, we use ResNet-101 [16] for the feature extractor and Deeplab-v2 [2] for the segmentation model. We utilize source domain to pretrained model and adversarial training to initially reduce domain shift. We train the model for a total of 3 stages. In each stage, the proposed iterative human-in-the-loop mechanism is performed. We follow IAST’s implementation details for fair comparison.
Table 1. Experimental results on GTA5 → Cityscapes. While our PPL method already surpass previous UDA state-of-the-art models (e.g., IAST [31] and DA model with few labels (e.g., WDA [36]) by only leveraging (around 40 labeled points per image), our SPL method shows the performance comparable with fully supervised learning (only 0.1% mIoU gap).

| Method               | Road | SW | Build | Wall | Fence | Pole | TL | TS | Veg | Terrain | Sky | PR | Rider | Car | Truck | Bus | Train | Motor | Bike | mIoU  |
|----------------------|------|----|-------|------|-------|------|----|----|-----|---------|-----|----|-------|-----|-------|-----|-------|-------|-----|-------|
| No Adapt             | 75.8 | 16.8 | 77.2  | 12.5 | 21.0  | 25.5 | 30.1 | 20.1 | 81.3 | 24.6    | 70.3 | 53.8 | 26.4  | 49.9 | 17.2  | 25.9 | 6.5   | 25.3  | 36.0 | 36.6  |
| AdaptSegNet [49]     | 86.5 | 36.0 | 79.9  | 23.4 | 23.3  | 35.2 | 14.8 | 14.8 | 83.4 | 33.3    | 75.6 | 58.5 | 27.6  | 73.7 | 32.5  | 35.4 | 3.9   | 30.1  | 28.1 | 42.4  |
| ADVENT [50]          | 89.9 | 36.5 | 81.2  | 29.2 | 25.2  | 28.5 | 32.3 | 22.4 | 83.9 | 34.0    | 77.1 | 57.4 | 27.9  | 83.7 | 29.4  | 39.1 | 1.5   | 28.4  | 23.3 | 43.8  |
| SIMDA [52]           | 90.6 | 44.7 | 84.8  | 34.3 | 28.7  | 31.6 | 35.0 | 37.6 | 84.7 | 43.3    | 85.3 | 57.0 | 31.5  | 83.8 | 42.6  | 48.5 | 1.9   | 30.4  | 39.0 | 49.2  |
| LTR [23]             | 92.9 | 55.0 | 85.3  | 34.2 | 31.1  | 34.9 | 40.7 | 34.0 | 85.2 | 40.1    | 87.1 | 61.0 | 31.1  | 82.5 | 32.3  | 42.9 | 0.3   | 36.4  | 46.1 | 50.2  |
| PCEDA [53]           | 91.0 | 49.1 | 85.6  | 37.2 | 29.7  | 33.7 | 38.1 | 39.2 | 85.4 | 35.4    | 85.1 | 61.1 | 32.8  | 84.1 | 45.6  | 46.9 | 0.0   | 34.2  | 44.5 | 50.5  |
| FDA [54]             | 92.5 | 53.3 | 82.4  | 26.5 | 27.6  | 36.4 | 40.6 | 38.9 | 82.3 | 39.8    | 78.0 | 62.6 | 34.4  | 84.9 | 34.1  | 53.1 | 16.9  | 27.7  | 46.4 | 50.5  |
| CBST [56]            | 91.8 | 53.5 | 80.5  | 32.7 | 31.0  | 34.0 | 28.9 | 20.4 | 83.9 | 34.2    | 80.9 | 53.1 | 24.0  | 82.7 | 30.3  | 35.9 | 16.0  | 25.9  | 42.8 | 45.9  |
| CSTI(MRKLID) [58]    | 91.0 | 55.4 | 80.0  | 33.7 | 21.4  | 37.3 | 32.9 | 24.5 | 85.0 | 34.1    | 80.8 | 57.7 | 24.6  | 84.1 | 27.8  | 30.1 | 26.9  | 26.0  | 42.3 | 47.1  |
| TPLD [45]            | 94.2 | 60.5 | 82.8  | 36.6 | 16.6  | 39.3 | 29.0 | 25.5 | 85.6 | 44.9    | 84.4 | 60.6 | 27.4  | 84.1 | 37.0  | 47.0 | 31.2  | 36.1  | 50.3 | 51.2  |
| IAST [31]            | 93.8 | 57.8 | 85.1  | 39.5 | 26.7  | 26.2 | 43.1 | 34.7 | 84.9 | 32.9    | 88.0 | 62.6 | 29.0  | 87.3 | 39.2  | 49.6 | 23.2  | 34.7  | 39.6 | 51.5  |
| WDA [36] (Point)     | 94.0 | 62.7 | 86.3  | 36.5 | 32.8  | 38.4 | 44.9 | 51.0 | 86.1 | 43.4    | 87.7 | 66.4 | 36.5 | 87.9 | 44.1  | 58.8 | 23.2  | 35.6  | 55.9 | 56.4  |
| Ours (PPL: Point)    | 96.1 | 71.8 | 88.8  | 47.0 | 46.5  | 42.2 | 53.1 | 60.6 | 89.4 | 55.1    | 91.4 | 70.8 | 44.7  | 90.6 | 56.7  | 47.9 | 39.1  | 47.3  | 62.7 | 63.5  |
| Ours (SPL: Segment)  | 96.6 | 77.0 | 89.6  | 47.8 | 50.7  | 48.0 | 56.6 | 63.5 | 89.5 | 57.8    | 91.6 | 72.0 | 47.3  | 91.7 | 62.1  | 61.9 | 48.9  | 47.9  | 65.3 | 66.6  |
| Supervised           | 96.9 | 77.1 | 89.8  | 45.6 | 49.9  | 47.4 | 55.8 | 64.1 | 90.0 | 58.2    | 92.8 | 71.9 | 46.9  | 91.4 | 60.3  | 65.8 | 54.3  | 44.6  | 64.7 | 66.7  |

4.3. Experimental Results on GTA5 → Cityscapes

We show our quantitative results of both of our methods PPL and SPL compared to other state-of-the-art UDA methods [30, 49, 50, 56, 58] in Table 1. Although out of our scope, we compare our method to Weak-label DA (WDA) [36] to show the competitiveness of our approach. To truly understand the capabilities of our approach, we also include the result of the fully supervised model. Table 1 shows that our LabOR SPL outperforms all state-of-the-art UDA or WDA approaches in all cases by a large margin. Even when compared to the fully supervised method, SPL is only down by 0.1 mIoU in comparison. Some classes such as “Wall, Fence, Pole, TL, PR, Rider, Car, Truck, Motor, Bike,” SPL even outperforms the supervised model. We believe this is a remarkable finding that can potentially be explored to hopefully surpass the performance of fully supervised methods. Even though our LabOR PPL only utilized point level supervision for the target dataset, PPL also shows significant performance gains over previous state-of-the-art UDA or WDA methods. In comparison to the best performing UDA model IAST [31], PPL gains an 12% increase in mIoU and the performance only degrades by 3.1% when compared to SPL. Even when compared to WDA that utilizes point labels similar to PPL, our PPL has a 7.1% increase in performance. Note that WDA labels average around 10 15 pixels per image, and although ours does give 3 times more pixels, we are able to increase the performance drastically while further reducing human interference.

4.4. Further Discussion

Segment based Pixel-Labeling Strategies. To understand the performance gains from SPL as an uncertainty measure, we compare SPL with several other uncertainty metrics motivated from active learning research. The comparison result between our SPL and the above baselines is demonstrated in Fig. 5 (a). Random (RAND) is a passive learning strategy that labels pixels according to a uniform distribution over an image region. Softmax Confidence (SCONF) [9] queries pixels for which a model has the least confidence in its most likely generated sequence: \( 1 - \max_k Y_{i,j} \). Entropy (ENT) [44] queries pixels that
maximize the entropy of a model’s output: \( H(\hat{Y}_{i,j}) \), where \( H(p) = -\sum_{k=1}^{K} p(k) \log p(k) \). For RAND, SCONF, and ENT, we need to set a constant number of pixels to label. As a result, we give labels to 1% pixel per image each stage for these baselines, so that the number of labeled pixels per stage is similar to that of our method. Note that unlike RAND, the pixel selection of SCONF and ENT is dependent on the model’s output during training, and this might cause the overlapping of some selected pixels over stages. As a result, although we give 1% pixel labels per each stage, the accumulated number of labeled pixels might be lower than 1% \times (\text{Stage}) as shown in Fig. 5 (a). **Fully Supervised (Sup)** leverages the all the ground truth labels in the target dataset for training. As shown in Fig. 5 (a), SPL significantly outperforms SCONF, which is the best performing method among the uncertainty metrics. In addition, even though Sup shows 1.67% mIoU gap in relation to SPL at Stage 1, our method shows only a 0.1% mIoU gap with Sup at the final stage (Stage 3). Furthermore, we tested the supervised baseline and our SPL to Stage 4, but the performances of both models show the same as that of Stage 3, therefore, we make a decision to only train all methods only up to Stage 3. In summary, our SPL is the best option among various possible uncertain pixel selection methods in terms of the performance gain.

**Point based Pixel-Labeling Strategies.** For PPL, there are various options to select the pixels to label. We perform an additional experiment comparing our PPL with other several approaches in Fig. 5 (b). In addition to our PPL distance measures, we also evaluate other pixel selection methods, RAND, SCONF, and ENT, that are the exact same uncertainty metrics described in the previous paragraph, but we give labels to 15 pixels per image each stage for these baselines this time, so that the number of labeled pixels per stage is similar to that of our method. Given an inconsistency mask from Eq. (3), there are various options to select the representative points among the pixels other than measuring the distance with the class prototypes. PPL-SCONF queries pixels among the inconsistency mask for which a model has the least confidence in its most likely generated sequence. PPL-ENT queries pixels among the inconsis-
tendency mask that maximize the entropy of a model’s output. Note that once again for SCONF and ENT, some uncertain pixels are overlapped, causing the number of pixels to be less than 15 each stage. After we measure the distance between the prototype vectors and the output prediction for the pixels, we can either select the point that is the nearest (PPL-Sim(best)) or far (PPL-Sim(worst)) from the prototype vectors. Fig. 5 (b) shows that our final PPL model, (PPL-Sim(best)), shows the best performance. Note that even the worst PPL distance measure of PPL-Sim(worst) far outperforms any of the other non-PPL based methods by a large margin. Interestingly, although RAND performs the best among the non-PPL based methods at Stage 3, PPL-Sim(best) even at Stage 1 outperforms the best performance of RAND. This result shows the importance of the strategy to pick pixels to label for a model’s performance.

Qualitative Results. Fig. 3 and Fig. 4 show the qualitative results of both our methods, SPL and PPL respectively, in comparison to the ground truth, the state-of-the-art UDA method, IAST [31], SCONF baseline for uncertain region selection, and Sup baseline as a performance upper bound. In Fig. 3, while IAST and SCONF baseline show erroneous segmentation results (e.g., the class “car” in the top result and the class “sidewalk” in the bottom result), the proposed method, SPL, shows the correct segmentation result similar to the supervised approach. In Fig. 4, IAST confuses the class “car” as “bus” and fails to classify the class “sidewalk.” SCONF baseline generates noisy segmentation result. In contrast, the proposed method, PPL, shows the correct segmentation result similar to the supervised approach.

Fig. 6 visualizes the selected uncertain pixels to label from the ENT baseline and our methods SPL and PPL. We can see that unlike ENT, SPL is able to cover a much wider range of pixels across the image. ENT on the other hand tends to lump pixels that are nearby together. Furthermore, PPL is also shown to pick diverse pixels and not be grounded to a certain region of the image.

Effects of Entropy Regularization on SPL and PPL. Recent work [31] has proposed a regularizer in the form of entropy minimization for training in UDA to regularize uncertain points in an image. In light of this, we apply the entropy minimizer on both SPL and PPL to test its effect on performance. Table. 2 shows the effects of adding the entropy regularizer. Interestingly, on SPL, the entropy minimizer does not seem to have much impact. At Stages 1 and 2, the performance does increase slightly, but at Stage 3, the performance decreases. In contrast, for PPL, the entropy regularizer slightly improves the performance. We believe this might be the case as for SPL as the uncertain pixels of SPL are given ground truth labels for, so the regularizer has minimal effects. For PPL, as the number of ground truth pixels given are few, the regularizer helps in model training.

5. Conclusion

In this work, we tackle performance discrepancy of Unsupervised Domain Adaptation and proposed a new framework for domain adaptive semantic segmentation in a human-in-the-loop manner while generating the most informative pixel points that we call Labeling Only if Required, LabOR. Based on a self-training platform, we build our method to select the most informative pixels and introduce two pixel selection methods that we call “Segment based Pixel-Labeling” and “Point based Pixel-Labeling.” Through our experiments, we demonstrate the effectiveness of our approach and show near supervised performance while drastically lowering human annotation costs. We believe that our work opens a new paradigm of domain adaptation and challenge future research to be performed in this area to hopefully surpass the fully supervised method.
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