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Abstract. We study the connection of the existence of solutions with certain properties and the spectrum of operators in the framework of regular Dirichlet forms on infinite graphs. In particular we prove a version of the Allegretto-Piepenbrink theorem, which says that positive (super-)solutions to a generalized eigenvalue equation exist exactly for energies not exceeding the infimum of the spectrum. Moreover we show a version of Shnol’s theorem, which says that existence of solutions satisfying a growth condition with respect to a given boundary measure implies that the corresponding energy is in the spectrum.

1. Introduction

The history of studying the relation between spectrum and generalized solutions for elliptic operators reaches back for many decades. There are two statements which seem to hold in great generality:

- For a given energy there exist positive (super-)solutions if and only if the energy does not exceed the infimum of the spectrum.
- An energy for which solutions with certain growth restrictions exist is in the spectrum.

The first statement is sometimes referred to as the Allegretto-Piepenbrink theorem and the second statement as Shnol’s theorem.

In the present work we want to present and prove precise version of the results mentioned above in the context of regular Dirichlet forms on infinite graphs. These forms lead to nearest neighbor operators with positive potentials on $\ell^2$-spaces of weighted graphs with arbitrary measure. These operators are also discussed under the name of graph Laplacians or operators on networks. Let us emphasize that we do not need the restriction of local finiteness of the graph. For background and basic features we refer the reader to [KL, KL2]. As mentioned above some of the results proven in this paper are certainly known in a more or less general context. Therefore the article has a survey type of nature. However to the best of our knowledge the results in the present general and complete form are not found elsewhere. We have tried to present the techniques of proof in a transparent and self-contained way to make the material accessible to readers from various backgrounds.

Let us briefly review some of the history of the results mentioned above (see also the corresponding sections for further recent references). The Allegretto-Piepenbrink theorem was first studied in the context of second order partial differential equations [A, MP, Pie], where oscillatory behavior of solutions was investigated. In [CY, FCS, Su] the question was studied for Riemannian manifolds. Recently in
a result of this type was proven in the very general context of strongly local Dirichlet forms. For further discussion and references we refer to [LSV2]. In contrast to the situations discussed so far Dirichlet forms on discrete space are not strongly local. The simplest examples of such non-local forms appear along with locally finite graphs and Laplace operators. In this situation the first results can be found in [D1, DKa] (without weights) and more recently in [DM, D2], where weights of the edges and potentials bounded from below are allowed. For infinite matrices with non-negative entries and bounded spectral radius, as they appear for instance in the context of random walks, a corresponding result is often discussed under the name of ‘Perron-Frobenius theorem’. For references we refer to [MW, Pr, VJ1, VJ2, Woe]. Let us finally mention [FS] where the implication that positive solutions can not exist above the infimum of the spectrum are proven for a very general class of non-local quadratic forms on $\mathbb{R}^d$. Those forms are not required to be local and it is mentioned that the method also works for the graph case.

Let us now turn to some of the history of Shnol’s theorem. The classical Shnol’ theorem, see [Sh], for the Schrödinger equation in $\mathbb{R}^d$ with a potential bounded from below, says that the existence of a subexponentially growing solution implies that the corresponding energy lies in the spectrum. Otherwise there exist examples of generalized eigenfunction where the energy does not belong to the spectrum due to exponential growth of the solution. Later the result was rediscovered in [Si]. In [BLS] a Shnol’ type theorem is proven for strongly local Dirichlet forms. There, the condition of subexponential growth is measured in terms of the so-called intrinsic metric. See also [LSV2] for further background and references. For quantum graphs a Shnol’ theorem is proven in [Ku]. There it is mentioned that an analogous theorem also holds for combinatorial graphs.

The paper is structured as follows. In Section 2 we define the set-up and recall some basic facts about Dirichlet forms on graphs. A version of the Allegretto-Piepenbrink theorem is stated and proven in Section 3. The proof divides into several parts some of which may be interesting on their own right. In Subsection 3.2 we provide a ground state representation for the forms in our context. Moreover we prove a Harnack inequality and a minimum principle on finite sets in Subsection 3.2. Section 4 is devoted to prove two versions of Shnol’s theorem. To do so we introduce two notions of boundary in Subsection 4.1. The two versions are stated in the same section as the boundary is introduced and are proven in Subsection 4.2. In Subsection 4.3 we take a closer look at the special case where the Laplace part of the operator is bounded. In this situation it suffices to look for subexponentially bounded functions. This case arguably resembles the original Shnol’ theorem best. Finally in Section 5 we briefly discuss which of our results still hold in a setting of non-regular Dirichlet forms.

2. Definitions and preliminaries

Let $V$ be a countable set. For a measure $m : V \to (0, \infty)$ let

$$\ell^2(V, m) = \{ u : V \to \mathbb{R} \mid \sum_{x \in V} |u(x)|^2 m(x) < \infty \}$$

and denote the corresponding scalar product by $\langle \cdot, \cdot \rangle$ and the corresponding norm by $\| \cdot \|$. Let $b : V \times V \to [0, \infty)$ be such that

(b1) $b(x, y) = b(y, x)$ for all $x, y \in V$
\[(b2) \sum_{y \in V} b(x, y) < \infty \text{ for all } x \in V\]
and \(c : V \to [0, \infty)\). We can associate a weighted graph \((V, E, b)\) to \(b\) by letting \(V\) be the vertex set and letting a pair of vertices \(x, y \in V\) be an edge in \(E\) with weight \(b(x, y)\) whenever \(b(x, y) > 0\). In this case we write \(x \sim y\). A graph is called \textit{locally finite} if we have
\[
|\{y \in V \mid x \sim y\}| < \infty
\]
for all \(x \in V\). We say a set \(W \subseteq V\) is \textit{connected} if for all \(x, y \in W\) there exists a finite sequence of \(x = x_0, \ldots, x_n = y\) in \(W\) such that \(x_j \sim x_{j+1}\), \(j = 0, \ldots, n - 1\). We call such a sequence of vertices a \textit{path} from \(x\) to \(y\) and \(n\) the \textit{length of the path}. We denote by \(d(x, y)\) the infimum of lengths of paths connecting \(x, y \in V\). This defines a metric if the graph is connected and is called the \textit{graph metric}. Note that the exact values of the \(b(x, y)\)'s are not relevant for the metric itself.

Let \(Q^{\max} := Q_{b,c,m}^{\max} : \ell^2(V, m) \to [0, \infty]\) be given by
\[
Q^{\max}(u) = \frac{1}{2} \sum_{x,y \in V} b(x,y)(u(x) - u(y))^2 + \sum_{x \in V} c(x)u(x)^2,
\]
and \(D(Q^{\max}) = \{u \in \ell^2(V, m) \mid Q(u) < \infty\}\). By \((b2)\) it follows that \(c_c(V) \subseteq D(Q^{\max})\). Let \(Q\) be the restriction of \(Q^{\max}\) to
\[
D(Q) = \overline{c_c(V)}^\|\cdot\|_Q.
\]
where \(\|\cdot\|_Q = \|\cdot\| + Q^{\max}(\cdot)\). By Fatou’s lemma \(Q^{\max}\) is closed and hence every restriction is closable. Thus the form \(Q\) is closed by definition of \(D(Q)\). Moreover \(c_c(V) \subseteq D(Q)\) implies that \(Q\) is regular, i.e. \(D(Q) \cap c_c(V)\) is dense in \(c_c(V)\) with respect to \(\|\cdot\|_{\infty}\) and \(D(Q)\) with respect to \(\|\cdot\|_Q\). For a discussion in which situation this regularity assumption is needed we refer to Section 5. By polarization we get a bilinear form \(D(Q) \times D(Q) \to \mathbb{R}\) which we denote also by \(Q\) and which has the mapping rule
\[
Q(u, v) = \frac{1}{2} \sum_{x,y \in V} b(x,y)(u(x) - u(y))(v(x) - v(y)) + \sum_{x \in V} c(x)u(x)v(x).
\]
One can check that \((Q, D(Q))\) is a Dirichlet form (see \cite{Fu} Theorem 3.1.1), i.e. \((Q, D(Q))\) is closed, \(C(u) \in D(Q)\) and \(Q(C(u)) \leq Q(u)\) for all \(u \in D(Q)\) and all normal contractions \(C\). (A normal contraction is mapping \(C : \mathbb{R} \to \mathbb{R}\) satisfying \(C(0) = 0\) and \(|C(x) - C(y)| \leq |x - y|, x, y \in \mathbb{R}\).) For background on Dirichlet forms see \cite{Fu}. By general theory there is a self-adjoint positive operator \(L : D(L) \subseteq \ell^2(V, m) \to \ell^2(V, m)\). Moreover we let
\[
\tilde{F} := \{w : V \to \mathbb{R} \mid \sum_{y \in V} b(x,y)|w(y)| < \infty \text{ for all } x \in V\}
\]
and
\[
\tilde{L}w(x) := \frac{1}{m(x)} \sum_{y \in V} b(x,y)(w(x) - w(y)) + \frac{c(x)}{m(x)}u(x),
\]
where, for each \(x \in V\), the sum exists by assumption on \(u\). Then \(L\) is a restriction of \(\tilde{L}\) (see \cite{KL}).

In \cite{KL} the question whether the operator \(L\) is essentially self-adjoint is addressed. Essential self-adjointness on \(c_c(V)\) is proven under the geometric assumption
\[
(A) \text{ Every path } (x_n) \text{ of vertices has infinite measure, i.e. } \sum_n m(x_n) = \infty.
\]
and provided that \( \bar{L}c_{\mathcal{L}}(V) \subseteq \ell^2(V,m) \). Note, \( \inf_{x \in V} m(x) > 0 \) implies (A). For instance this is the case if \( m \equiv 1 \). Moreover (A) implies \( D(Q) = D(Q^\text{max}) \). However for the results presented in this paper we do not need essential self-adjointness of the operator nor assumption (A).

We call a function \( w \in \bar{F} \) a \textit{solution} to \( E \in \mathbb{R} \), if for all \( x \in V \)

\[
\bar{L}w(x) = Ew(x).
\]

Moreover we call a function \( w \in \bar{F} \) a \textit{super-solution} to \( E \in \mathbb{R} \) whenever \( \bar{L}w(x) \geq Ew(x) \). In the following, we will always assume that \( w \in \bar{F} \) whenever \( \bar{L}w \) appears in an inequality.

We denote the bottom of the spectrum of \( L \) by

\[
E_0 := E_0(L) := \inf \sigma(L).
\]

We call \( E_0 \) the \textit{ground state energy}. Moreover we call a non-trivial \( w : V \to \mathbb{R} \) such that

\[
(\tilde{L} - E_0)w = 0 \quad \text{a ground state}.
\]

The ground state energy can be obtained by the Rayleigh-Ritz variational formula (see for instance [RS])

\[
E_0 = \inf_{u \in D(Q)} \frac{Q(u)}{\|u\|^2} = \inf_{u \in c_{\mathcal{L}}(V)} \frac{Q(u)}{\|u\|^2},
\]

where the last equality follows since \( Q \) is regular.

### 3. The Allegretto-Piepenbrink theorem

The theorem we prove in this section connects the existence of positive (super)-solutions for an energy with the bottom of the spectrum of the corresponding operator. The first part of the theorem says that if there is a positive super-solution, then the energy lies below or at the bottom of the spectrum. This part is proven by a ground state representation of the Dirichlet form which is presented in Subsection 3.1. The second part shows that for every energy not exceeding the infimum of the spectrum there is a positive super-solution. This will be proven by a Harnack inequality and a corresponding minimum principle which will be given in Subsection 3.2. We already discussed some of the history of this theorem. Let us also mention that an alternative proof for the graph Laplacian of a graph without weights and measure \( m \equiv 1 \) was recently given in [Woj].

**Theorem 3.1. (Allegretto-Piepenbrink theorem)** Let \( V \) be connected, infinite and \( E \in \mathbb{R} \). Then the following are equivalent:

(i) \( E \leq E_0 \).

(ii) There exists a non-trivial \( w : V \to [0,\infty) \) satisfying \( (\bar{L} - E)w \geq 0 \).

(iii) There exists \( w : V \to (0,\infty) \) satisfying \( (\bar{L} - E)w \geq 0 \).

Moreover if the graph \((V,E,b)\) is locally finite the above is also equivalent to:

(iv) There exists \( w : V \to (0,\infty) \) satisfying \( (\bar{L} - E)w = 0 \).

It is clear that in the case where the graph is finite (i) and (iv) are not equivalent. One might ask whether (i) implies also (iv) for infinite graphs which are not locally finite. The following example shows that this is in general not the case.
Example. The example is a so called star graph. Let \( V = \mathbb{N}_0, m \equiv 1 \) and \( b \) satisfying (b1), (b2) such that \( b(k, n) > 0 \) if and only \( k = 0 \) or \( n = 0 \). Suppose \( w \) is a non-negative solution to \( E \in \mathbb{R} \setminus \{0\} \). Then we have for \( k > 0 \)

\[
\hat{L}w(k) = b(n, 0)(w(k) - w(0)) = Ew(k)
\]

and

\[
\hat{L}w(0) = \sum_{k=1}^{\infty} b(0, k)(w(0) - w(k)) = Ew(0).
\]

Thus employing the first equality into the second and dividing by \( E \neq 0 \) we get

\[
w(0) = -\sum_{k=1}^{\infty} w(k)
\]

which implies \( w \equiv 0 \) since we assumed \( w \geq 0 \).

3.1. The ground state representation. In this section we show that we can transform the form \( Q \) with respect to a positive ground state. In particular it is sufficient to have a positive super-solution for the ground state energy to prove a respective inequality. One should mention that a ground state representation can be proven in far more general setting. The situation of certain non-local forms on \( \mathbb{R}^d \) which is presented [FS] can be carried over to our situation as it is also pointed out there. Moreover the special case where the underlying graph is \( \mathbb{Z}^d \) is considered in [FS].

Let \( w \in \tilde{F} \) be positive and define \( b_w : V \times V \to [0, \infty) \) by \( b_w(x, y) = b(x, y)w(x)w(y) \). Obviously (b1) is satisfied and (b2) follows from \( w \in \tilde{F} \). Moreover denote the operator of multiplication by a positive function by the function itself. Define \( Q_w^{\max} := Q_{b_w, Q, m}(w^{-1}) : \ell^2(V, m) \to [0, \infty] \) and \( D(Q_w^{\max}) = \{ u \in \ell^2(V, m) \mid Q_w^{\max}(u) < \infty \} \) which gives

\[
Q_w(u) = \sum_{x, y \in V} b(x, y)w(x)w(y) \left( \frac{u(x)}{w(x)} - \frac{u(y)}{w(y)} \right)^2.
\]

Since \( b_w \) satisfies (b1), (b2) and \( w^{-1}(c_c(V)) = c_c(V) \) we have \( c_c(V) \subseteq D(Q_w^{\max}) \). By the definition and the discussion in the previous section the restriction \( Q_w \) of \( Q_w^{\max} \) to

\[
D(Q_w) = \overline{c_c(V) + u_{Q_w}}
\]

defines a symmetric, non-negative, closed, regular bilinear form. We will employ \( Q_w \) in the case where \( w \) is a (super)-solution to \( \tilde{L} \) and some energy. In this case the potential \( c : V \to [0, \infty) \) enters the definition of \( Q_w \) indirectly via \( w \).

Proposition 3.2. (Ground state representation) Let \( w : V \to (0, \infty) \) and \( E \in \mathbb{R} \) be such that \((\tilde{L} - E)w = 0\). Then for \( u \in D(Q) \cap D(Q_w) \) we have

\[
Q(u) = Q_w(u) + E \| u \|^2.
\]

If only \((\tilde{L} - E)w \geq 0\) one still has \( Q(u) \geq Q_w(u) + E \| u \|^2 \) for \( u \in D(Q) \cap D(Q_w) \).
We write the first sum as two equal parts in the sense of $\frac{1}{2} \sum \ldots + \frac{1}{2} \sum \ldots$. In one of these sums we factor out $-1$ and exchange $x$ and $y$ by renaming and use $b(x, y) = b(y, x)$ by (b1). Since $w$ is a solution and therefore in $F$, all sums converge absolutely. Hence application of Fubini’s theorem is justified and after adding the two sums we obtain

$$... = \frac{1}{2} \sum_{x, y \in V} b(x, y)(v(x) - v(y))(u(x)v(x)^2 - w(y)v(y)^2) + \sum_{x \in V} c(x)u(x)^2.$$ 

We continue to calculate with the terms in the first sum. We use $v = u/w$

$$(w(x) - w(y))w(x)v(x)^2 - w(y)v(y)^2$$

$$= (u(x) - u(y))^2 - w(x)w(y) \left( \frac{u(x)}{w(x)} - \frac{u(y)}{w(y)} \right)^2.$$ 

Multiplying both terms on the right hand side by $b(x, y)$ and summing each over $x, y \in V$ we get by the calculations above for $u \in c_c(V)$

$$E \|u\|^2 = Q(u) - Q_w(u).$$

Since $Q$ and $Q_w$ are regular the statement is true for all $u \in D(Q) \cap D(Q_w)$. In the case where $w$ is a super-solution $(\bar{L} - E)w \geq 0$ the very first equality in the calculation above turns into ‘$\leq$’ and we also obtain the desired result. $\square$

**Corollary 3.3.** Let $w : V \to (0, \infty)$, $E \in \mathbb{R}$ be such that $(\bar{L} - E)w \geq 0$. Then $E \leq E_0$.

**Proof.** This can be seen easily since $Q_w$ is non-negative, $c_c(V) \subseteq D(Q_w)$ and by the preceding proposition

$$E_0 = \inf_{u \in c_c(V), \|u\|=1} Q(u) \geq E + \inf_{u \in c_c(V), \|u\|=1} Q_w(u) \geq E.$$ 

$\square$

### 3.2. A Harnack inequality.

In this section we show that the maximum of a solution on a finite set can be bounded by a constant times its minimum on this set, where the constant is independent of the function and depends continuously on the energy. This inequality then directly implies a minimum principle, which says that a non-trivial, non-negative super-solution is already positive and a pointwise bound for the super-solution.

For operators on locally finite graphs a Harnack inequality can be found in [DI, D2, DKa, DM]. Additionally more involved Harnack inequalities are used for heat kernel estimates which however assume very restrictive boundedness assumptions on the operator. For a survey of those estimates see [K].
Proposition 3.4. (Harnack inequality) Let \( W \subseteq V \) be a finite and connected set. There exists a continuous, monotonously decreasing function \( C_W : \mathbb{R} \to [0, \infty) \) such that for all super-solutions \( w : V \to [0, \infty) \) satisfying \((\mathcal{L} - E)w \geq 0\) we have

\[
\max_{x \in W} w(x) \leq C_W(E) \min_{x \in W} w(x).
\]

Proof. Let \( w \) be a non-negative super-solution to \( E \) on \( W \). A simple calculation shows that \( w \) is also a super-solution to all \( E' < E \). Let \( I \) the maximal interval such that there exists a non-negative, nontrivial super-solution on \( W \) to all values in \( I \).

For \( E' \in I \) and \( w \in \mathcal{F} \) non-negative, nontrivial super-solution on \( W \) we proceed as follows: Since \( W \) is finite \( w \) takes its minimum at some \( y \in W \) and its maximum at some \( x \in W \). Let \( x_0, \ldots, x_n \in W \) be a path of pairwise distinct vertices from \( y \) to \( x \). We have for \( j = 1, \ldots, n - 1 \) employing \((\mathcal{L} - E')w(x_j) \geq 0\)

\[
0 \leq \frac{1}{m(x_j)} \left( \sum_{z \in V} b(x_j, z)(w(x_j) - w(z)) + c(x_j)w(x_j) \right) - E'w(x_j)
\]

\[
\leq \left( \frac{1}{m(x_j)} \left( \sum_{z \in V} b(x_j, z) + c(x_j) \right) - E' \right) w(x_j) - \frac{b(x_j, x_{j+1})}{m(x_j)} w(x_{j+1}),
\]

where the last inequality follows from \( w \geq 0 \). We conclude

\[
w(x_{j+1}) \leq \frac{1}{b(x_j, x_{j+1})} \left( \sum_{z \in V} b(x_j, z) + c(x_j) - m(x_j)E' \right) w(x_j).
\]

Note that \( E' < \sum_y (b(x, y) + c(x))/m(x) \) for all \( x \in V \) since otherwise by induction we conclude that \( w \equiv 0 \) on \( W \), which is a contradiction. Now applying this inequality recursively along the path from \( x \) to \( y \) we obtain

\[
w(x) \leq \prod_{j=0}^{n-1} \frac{1}{b(x_j, x_{j+1})} \left( \sum_{z \in V} b(x_j, z) + c(x_j) - m(x_j)E' \right) w(y) \leq C_W(E')w(y),
\]

with

\[
C_W(E') := \max_{x, y \in W} \min_{x_0 = \ldots = x_n} \prod_{j=0}^{n-1} \frac{1}{b(x_j, x_{j+1})} \left( \sum_{z \in V} b(x_j, z) + c(x_j) - m(x_j)E' \right) > 0,
\]

where the minimum is taken over all paths connecting \( x \) and \( y, x \neq y \). (Since \( W \) is finite the maximum is taken over a finite set and thus \( C_W(E') \) is finite as well.) The statement that \( C_W \) is monotonously decreasing on \( I \) follows from its definition and hence we can extend \( C_W \) continuously to \( \mathbb{R} \setminus I \).

There are two corollaries of the Harnack inequality. For a similar minimum principle as the following see also [KL] Theorem 8 and [KL2] Theorem 7.

Corollary 3.5. (Minimum principle) Let \( W \subseteq V \) be connected, \( E \in \mathbb{R} \) and \( w : V \to [0, \infty) \) satisfying \((\mathcal{L} - E)w \geq 0\) on \( W \). Then either \( w > 0 \) or \( w \equiv 0 \) on \( W \).

Proof. This is direct consequence of the Harnack’s inequality combined with an exhausting argument.
Remark 3.6. By Corollary 3.3 there are no positive solutions for energies above the infimum of the spectrum. Together with the preceding corollary every non-negative super-solution for $E \in (E_0, -\infty)$ is trivial. In this sense the Harnack inequality becomes trivial for $E \in (E_0, -\infty)$.

**Corollary 3.7.** Let $V$ be connected, $x_0 \in V$ and $I \subset (-\infty, E_0]$ be bounded. For all $x \in V$ there exists $C_x := C_x(x_0, I) > 0$ such that for all $w : V \to [0, \infty)$ satisfying $w(x_0) = 1$ and $(\tilde{L} - E)w \geq 0$ for some $E \in I$ we have

$$C_x^{-1} \leq w(x) \leq C_x.$$

**Proof.** Let $x \in V$ be arbitrary and $W = \{x_0, \ldots, x_n\}$ a set of vertices which form a path from $x_0$ to $x$. By Harnack’s inequality there is $C_W(E)$ such that for all $w$ satisfying the assumption of the lemma we get

$$C_W(E)^{-1}w(x_0) \leq w(x) \leq C_W(E)w(x_0) = C_W(E).$$

Since $C_W$ is monotonously decreasing by Proposition 3.4 it takes its maximum at $\inf I$. Hence $C_x := C_W(\inf I)$ satisfies the assertion. \hfill \Box

3.3. Two limiting procedures. In this subsection we introduce two limiting procedures. First we show how we obtain a (super)-solution on $V$ given a sequence of (super)-solutions on an exhausting sequence of finite sets. Secondly we show that whenever we have a converging sequence of (super)-solutions and a converging sequence of energies the limiting function is a (super)-solution with respect to the limiting energy.

We call a sequence $(W_n)$ of finite subsets of $V$ an **exhausting sequence** if $W_{n-1} \subset W_n$ for $n \in \mathbb{N}$ and $V = \bigcup_n W_n$.

**Lemma 3.8.** Let $V$ be connected, $(W_n)$ an exhausting sequence and $x_0 \in W_0$. For $E \in (-\infty, E_0]$ let $w_n : V \to [0, \infty)$ such that $w_n(x_0) = 1$ and $(\tilde{L} - E)w_n \geq 0$ on $W_n$ for all $n \in \mathbb{N}$. Then there exists a positive $w \in \tilde{F}$ such that $(\tilde{L} - E)w \geq 0$ on $V$. If in addition the graph is locally finite and the sequence $(w_n)$ satisfies $(\tilde{L} - E)w_n = 0$ on $W_n$ for all $n \in \mathbb{N}$, then there exists a positive $w \in \tilde{F}$ such that $(\tilde{L} - E)w = 0$ on $V$.

**Proof.** Since $C_x^{-1} \leq w_n(x) \leq C_x$ for all $x \in V$ by Corollary 3.7 the set $\{w_n\}$ is relatively compact in the topology of pointwise convergence. Hence there exists a subsequence $w_{n_k}$ converging pointwise to some $w$. For each $x \in V$ there are only finitely many $n \in \mathbb{N}$ where $(\tilde{L} - E)w_{n_k}(x) \geq 0$ does not hold. By Fatou’s lemma we get that $w$ is a super-solution. We have $w(x_0) = 1$ since $w_n(x_0) = 1$ for all $n \in \mathbb{N}$ and thus by Corollary 3.3 we get that $w$ is positive.

Suppose the graph is locally finite. By similar arguments as above we obtain for a sequence of solutions $(w_n)$ a positive solution in the limit since we are allowed to interchange limits and sums due to local finiteness. More precisely this is possible because in locally finite graphs all involved sums sum only over finitely many non-zero terms. \hfill \Box

**Lemma 3.9.** Let $(E_n)$ be a sequence of real numbers converging to $E$, $(w_n)$ a sequence of non-negative functions on $V$ converging pointwise to a function $w$ and assume $(\tilde{L} - E_n)w_n \geq 0$ on a subset $W \subseteq V$. Then $(\tilde{L} - E)w \geq 0$ on $W$. If in addition the graph is locally finite and the sequence $(w_n)$ satisfies $(\tilde{L} - E_n)w_n = 0$ on $W$ for all $n \in \mathbb{N}$, then $(\tilde{L} - E)w = 0$ on $W$. 
Proof. We obtain from \((\tilde{L} - E_n)w_n(x) \geq 0\) for \(x \in W\) after multiplying by \(m(x)\) and subtracting \(\sum_y b(x, y)w_n(y)\) that

\[
\sum_{y \in V} b(x, y)w_n(y) \leq \left( \sum_{y \in V} b(x, y) + c(x) - m(x)E_n \right) w_n(x).
\]

Since all terms are positive we obtain the first statement by Fatou’s lemma. If \((w_n)\) are solutions we have equality in the equation above. Moreover if the graph is locally finite we can interchange the limit and the sum since \(b(x, y) > 0\) for only finitely many \(y \in V\). This yields the second statement for every fixed \(x \in V\). \(\square\)

3.4. Proof of the Allegretto-Piepenbrink theorem. The proof of Theorem 3.3 is now about putting the pieces together. The direction which is not immediate is \((i) \Rightarrow (ii)\). The idea is to construct a sequence of super-solutions by applying the resolvent \((L - E)^{-1}\) to non-negative functions which are zero along an exhausting sequence of \(V\). We then take the limits along this sequence to obtain super-solutions and let \(E\) tend to \(E_0\). By a diagonal sequence argument we then obtain the result.

Proof of Theorem 3.3. Clearly \((ii) \Rightarrow (iii)\) are equivalent by the minimum principle from Corollary 3.3. The implication \((ii) \Rightarrow (i)\) is proven in Corollary 3.3. We next show \((i) \Rightarrow (ii)\). Let \((W_n)\) be an exhausting sequence of finite subsets of \(V\), \((\varphi_n)\) a sequence of non-negative, nontrivial functions in \(\ell^2(V, m)\) with support in \(V \setminus W_n\). Define

\[
w^{(E)}_n := \frac{1}{(L - E)^{-1}\varphi_n(x_0)}(L - E)^{-1}\varphi_n
\]

for \(E \in (-\infty, E_0)\). Obviously \(w^{(E)}_n(x_0) = 1\). Moreover \(w^{(E)}_n \in D(L)\) for all \(E \in (-\infty, E_0)\), since \((-\infty, E_0)\) lies in the resolvent set of \(L\). Since \(L\) is a restriction of \(\tilde{L}\) the function \(w^{(E)}_n\) is a super-solution and since the resolvent is positivity preserving (even positivity improving) we have \(w^{(E)}_n \geq 0\) (even \(w^{(E)}_n > 0\)). By Lemma 3.8 there is \(w^{(E)} : V \to (0, \infty)\) such that \((\tilde{L} - E)w^{(E)}(x) \geq 0\) for all \(x \in V\) and \(w^{(E)}(x_0) = 1\). This yields the existence of non-negative nontrivial super-solutions on \((-\infty, E_0)\). Now let \(E_m\) be a sequence in \((-\infty, E_0)\) converging to \(E_0\) and denote \(w_m = w^{(E_m)}\). By Corollary 3.7 there exists \(C_x = C_x(\{E_m\}, x_0)\) for each \(x \in V\) such that \(C_x^{-1} \leq w_m(x) \leq C_x\) for all \(m \in \mathbb{N}\). Hence the set \(\{w_m\}\) is relatively compact in the topology of pointwise convergence. By the Bolzano-Weierstrass theorem and a diagonal sequence argument there exists a subsequence converging pointwise to a function \(w\). By Lemma 3.9 we have \((\tilde{L} - E_0)w \geq 0\) on \(V\). Moreover \(w\) is non-trivial since \(w_m(x_0) = 1\) for all \(m \in \mathbb{N}_0\).

Obviously \((iv) \Rightarrow (iii)\). We now assume that the graph is locally finite to show that \((i) \Rightarrow (iv)\). Note that by arguing as in the implication \((i) \Rightarrow (ii)\), Lemma 3.8 and Lemma 3.9 enable us to construct the desired solution to \(E\). \(\square\)

4. Shnol’s theorem

The main idea of the theorems presented in this section is that the spectral values of an operator can be determined by existence of suitable solutions. Clearly for eigenvalues there are corresponding solutions in \(\ell^2(V, m)\), which are even in \(D(L)\). However for an energy to be in the spectrum the existence of a Weyl sequence is sufficient (and also necessary). Such a sequence can be constructed whenever a
solution satisfies a growth restriction with respect to a 'boundary measure' along a sequence of growing sets. To this end we will introduce the 'boundary measure'. Indeed we have two candidates at hand, one of which will lead to an $\ell^2$-condition and the other one to an $\ell^1$-condition. The $\ell^2$-condition seems to be more natural in perspective of operator theory. On the other hand the $\ell^1$-condition has the more natural definition of boundary in a geometric point of view. Finally in Subsection 4.3 we look at operators with bounded Laplace part and arbitrary positive potential. In this case it suffices to look for subexponentially growing solutions.

4.1. Two notions of boundary and Shnol’s theorem. We start with definition of the boundary. Let $A \subseteq V$. We set $A^c := V \setminus A$ and define the boundary $\partial A \subseteq A$ as

$$\partial A := \{ y \in A \mid \exists x \in A^c \ x \sim y \}.$$ 

Note that $\partial A \cup \partial A^c$ is the set of vertices which are contained in an edge connecting $A$ and $A^c$. Next we define the boundary measures. The first one yields the $\ell^2$-condition.

**Definition 4.1.** For $A \subseteq V$ we define the boundary measure

$$\mu_A : \partial A \to (0, \infty], \quad x \mapsto \sum_{y \in \partial A^c} \sum_{z \in \partial A} \frac{b(y, x)b(y, z)}{m(y)}.$$ 

For $w : V \to \mathbb{R}$ the boundary norm $p$ of $w$ with respect to $A$ is defined as

$$p(w, A) := \left\| \sum_{x \in \partial A} w(x)^2 \mu_A(x) + \sum_{x \in \partial A^c} w(x)^2 \mu_{A^c}(x) \right\|^{\frac{1}{2}}.$$ 

The boundary norm $p$ is an $\ell^2$-norm. The measure is determined in some sense by the weight of the paths of length two into the complement of the set $A$ and back. It leads to the following version of Shnol’s theorem.

**Theorem 4.2.** (Shnol’s theorem - $\ell^2$-version) Let $E \in \mathbb{R}$ and $w \in \tilde{F}$ be a solution to $E$, i.e., $(\tilde{L} - E)w = 0$. Assume there exists a sequence $A_n \subseteq V$, $n \in \mathbb{N}$ such that $w_n := w \cdot 1_{A_n} \in D(Q)$ and

$$p(w, A_n) \|w_n\| \to 0, \quad n \to \infty.$$ 

Then $E \in \sigma(L)$.

As mentioned above there is a second notion of boundary which seems to be more natural in a geometric sense. However the corresponding boundary norm is an $\ell^1$-norm.

**Definition 4.3.** Let $A \subseteq V$. We define the boundary measure

$$\nu_A : \partial A \to (0, \infty], \quad x \mapsto \left( \sum_{y \in \partial A^c} \frac{b(x, y)^2}{m(y)} \right)^{\frac{1}{2}}.$$ 

For $w : V \to \mathbb{R}$ the boundary norm $q$ of $w$ with respect to $A$ is defined as

$$q(w, A) := \sum_{x \in \partial A} |w(x)|\nu_A(x) + \sum_{x \in \partial A^c} |w(x)|\nu_{A^c}(x).$$ 

The corresponding version of Shnol’s theorem is stated below.
Theorem 4.4. (Shnol’s theorem - ℓ1-version) Let $E \in \mathbb{R}$ and $w \in \tilde{F}$ be a solution to $E$, i.e., $(\tilde{L} - E)w = 0$. Assume there exists a sequence $A_n \subseteq V, n \in \mathbb{N}$ such that $w_n := w \cdot 1_{A_n} \in D(Q)$ and

$$\frac{q(w, A_n)}{\|w_n\|} \to 0, \quad n \to \infty.$$

Then $E \in \sigma(L)$.

The proof consists of three parts. In the first step we estimate the ‘norm’ of $(\tilde{L} - E)$ applied to a restricted solution by the boundary norms. Secondly we recall a generalized Weyl criterion for Dirichlet forms. Finally we prove a lemma which allows us to connect the first and the second step. The proof of the theorem is essentially reduced to putting the pieces together.

Before we turn to the proof let us briefly discuss the geometric interpretation of the boundary measures introduced above:

One well established way to measure the boundary of a set appears in the context of Cheeger constants, which is used to estimate the bottom of the spectrum, see [D1, D2, DKa, KL2, Woe, Woj]. To obtain Cheeger’s constant an infimum over finite sets is taken where one divides the measure of the boundary divided by the volume of the set. Let us consider the case of a graph Laplacian without weights, i.e. $b(x, y) \in \{0, 1\}$, $m \equiv 1$ and $c \equiv 0$. Denote by $\text{deg}$ the vertex degree of the graph. In this context the measure of the boundary $|\partial E A|$ is exactly the number of edges leaving the finite set $A$. It is a direct calculation that $|\partial E A| = Q(1_A)$.

We have with this notation

$$Q(1_A) = \sum_{x \in \partial A} \text{deg}_A(x),$$

$$p(1_A, A) = \left( \sum_{x \in \partial A} \sum_{y \in \partial A^c, y \sim x} \text{deg}_A(y) \right)^{\frac{1}{2}},$$

$$q(1_A, A) = \sum_{x \in \partial A} \text{deg}_A(x)^{\frac{1}{2}}.$$

An easy calculation shows that we always have

$$q(1_A, A) \leq Q(1_A) \leq p(1_A, A)^2.$$

As for the converse inequalities note

$$\text{deg}_A(\partial A^c)^{-1} p(1_A, A)^2 \leq Q(1_A) \leq \text{deg}_A(\partial A) q(1_A, A)$$

where $\text{deg}_A(B) := \max_{y \in B} \text{deg}_A(x)$. In particular $q(1_A, A), Q(1_A)$ and $p(1_A, A)^2$ are all of the same order whenever there is a uniform upper bound on $\text{deg}_A$.

4.2. Proof of the Shnol’ type theorems. The following lemma is the key estimate for the proof of the two versions of Shnol’s theorem.
Lemma 4.5. Let $E \in \mathbb{R}$, $w \in \tilde{F}$ be a solution, i.e. $(\tilde{L} - E)w = 0$ and $A \subseteq V$ such that $w_A := w \cdot 1_A \in D(Q)$. Then for all $v \in c_c(V)$ we have
\[
\sum_{x \in V} |(\tilde{L} - E)w_A(x)v(x)|m(x) \leq \min \{p(w, A), q(w, A)\} \|v\|.
\]

Proof. A direct calculation shows, that for $x \in V$
\[
(\tilde{L} - E)w_A(x) = \frac{1}{m(x)} \left\{ + \sum_{y \in \partial A^c} b(x, y)w(y) : x \in A,
- \sum_{y \in \partial A} b(x, y)w(y) : x \in A^c. \right\}
\]
We first show the inequality with respect to $p(w, A)$. By (3) we have
\[
\| (\tilde{L} - E)w_A \|^2 = \sum_{B \in \{A, A^c\}} \sum_{x \in B} \frac{1}{m(x)} \left( \sum_{y \in \partial B^c} b(x, y)w(y) \right)^2.
\]
Here $B \in \{A, A^c\}$ of course means that $B$ is either the set $A$ or the set $A^c$. We continue to calculate with the inner terms of the sum. We get for $B \in \{A, A^c\}$ and $x \in B$ by expanding
\[
\left( \sum_{y \in \partial B^c} b(x, y)w(y) \right)^2 = \sum_{y, z \in \partial B^c} b(x, y)b(x, z)w(y)w(z).
\]
Applying the inequality $2ab \leq a^2 + b^2$ to $w(y)w(z)$ we obtain
\[
\ldots \leq \frac{1}{2} \sum_{y, z \in \partial B^c} b(x, y)b(x, z)(w(y)^2 + w(z)^2) = \sum_{y, z \in \partial B^c} b(x, y)b(x, z)w(y)^2,
\]
where the equality follows from the symmetry of the terms after applying Fubini’s theorem. Since all terms are positive this and all further applications of Fubini’s theorem are justified. We also get for $B \in \{A, A^c\}$ and $x \in B$ by Fubini’s theorem and since $b(x, y) = 0$ for $y \in \partial B$ and $x \in B^c \setminus \partial B$
\[
\sum_{y \in \partial B^c} w(y)^2 \mu_{B^c}(y) = \sum_{x \in B} \frac{1}{m(x)} \sum_{y, z \in \partial B^c} b(x, y)b(x, z)w(y)^2
\]
Putting this together into the calculation at the beginning we get in summary
\[
\| (\tilde{L} - E)w_A \|^2 \leq \sum_{B \in \{A, A^c\}} \sum_{y \in \partial B} w(y)^2 \mu_B(y) = p(w, A).
\]
The desired inequality associated with respect to $p(w, A)$ now follows from the Cauchy-Schwarz inequality. For the inequality associated with respect to $q(w, A)$ we get by (8), the triangle inequality and Fubini’s theorem
\[
\sum_{x \in V} |(\tilde{L} - E)w_A(x)v(x)|m(x) \leq \sum_{B \in \{A, A^c\}} \sum_{x \in \partial B} \sum_{y \in \partial B^c} b(x, y)|w(y)v(x)|.
\]
Applying Cauchy-Schwarz inequality and the definition of $q$ yield the statement
\[
\ldots \leq \sum_{B \in \{A, A^c\}} \sum_{y \in \partial B^c} |w(y)| \left( \sum_{x \in \partial B} \frac{b(x, y)^2}{m(x)} \right)^{\frac{1}{2}} \left( \sum_{x \in \partial B} |v(x)|^2 m(x) \right)^{\frac{1}{2}} = q(w, A)\|v\|.\]
\[\square\]
The second ingredient for the proof of the Shnol’ theorems is the following Weyl-sequence criterion for Dirichlet forms. It is taken from [St], Lemma 1.4.4 and we include it for completeness.

**Proposition 4.6.** Let \( h \) be closed, semibounded form, \( H \) the associated self-adjoint operator and \( D_0 \subset D(h) \) dense with respect to \( \| \|_h \). Then the following assertions are equivalent:

(i) \( E \in \sigma(H) \).

(ii) There exists a sequence \((u_n)\) in \( D(h)\) with \( \|u_n\| \to 1 \) and

\[
\sup_{v \in D_0, \|v\|_h \leq 1} |h(u_n, v) - E\langle u_n, v \rangle| \to 0, \quad n \to \infty.
\]

In [St] the proposition is stated with \( D_0 = D(h) \). The extension to \( D_0 \) dense in \( D(h) \) is of course immediate.

The following lemma is a slight generalization of the second part of Proposition 3.3 in [KL]. It provides us with the possibility to pair \( \bar{F} \) and \( c_c(V) \) via the form \( Q \).

**Lemma 4.7.** Let \( w \in \bar{F} \) and \( v \in c_c(V) \). Then we have

\[
\sum_{x \in V} \bar{L}w(x)v(x)m(x) = \sum_{x \in V} w(x)\bar{L}v(x)m(x)
\]

\[
= \frac{1}{2} \sum_{x, y \in V} b(x, y)(w(x) - w(y))(v(x) - v(y)) + \sum_{x \in V} c(x)u(x)v(x)
\]

and all sums converge absolutely. In particular if \( w \in D(Q) \cap \bar{F} \) the third sum reads \( Q(w, v) \).

**Proof.** Since \( w \in \bar{F} \) we have \( \sum_{y \in V} b(x, y)|w(y)| < \infty \) for all \( x \in V \) by definition. This yields for \( v \in c_c(V) \)

\[
\sum_{x, y \in V} |b(x, y)u(x)v(y)| = \sum_{y \in V} |v(y)| \sum_{x \in V} b(x, y)|u(x)| < \infty.
\]

Moreover by (b2)

\[
\sum_{x, y \in V} |b(x, y)u(x)v(x)| = \sum_{x \in V} |u(x)||v(x)| \sum_{y \in V} b(x, y) < \infty.
\]

Hence all sums which appear in the calculation converge absolutely. Now the Lemma is a direct consequence of Fubini’s theorem. \( \square \)

We are now in the position to prove Theorem 4.2 and Theorem 4.4.

**Proof of Theorem 4.2.** Obviously we have \( w_n = w \cdot 1_{A_n} \in \bar{F} \) whenever \( w \) is in \( \bar{F} \). Moreover we assumed \( w_n \in D(Q) \). Therefore we get by Lemma 4.7 and Lemma 4.5 for \( v \in c_c(V) \)

\[
|(Q - E)(w_n, v)| = \left| \sum_{x \in V} (\bar{L} - E)w_n(x)v(x)m(x) \right| \leq p(w, A_n)||v|| \leq p(w, A_n)||v||_Q.
\]

Thus \( E \in \sigma(L) \) follows from Proposition 4.6 and our assumptions. \( \square \)
Proof of Theorem 4.4. By the same arguments as in the proof of Theorem 4.2

\[ |(Q - E)(w_n, v)| \leq q(w, A_n)\|v\|_Q \]

and hence \( E \in \sigma(L) \) by Proposition 4.6 and our assumptions. \( \square \)

4.3. Bounded Laplacians in the looking glass. In this paragraph we want to take a closer look at the situation when the Laplace part of the operator \( L \) associated to the form \( Q \) is bounded. More precisely we do not assume that the potential \( c \) is bounded but that there exists \( C_b > 0 \) such that

\[ b(x) := \sum_{y \in V} b(x, y) \leq C_b m(x), \]

for all \( x \in V \). One can show that this is equivalent to \( \|L\| \leq 2C_b \), whenever \( c \equiv 0 \). Moreover in this case the restriction of \( \bar{L} \) is bounded on \( \ell^p(V, m) \) for all \( p \in [1, \infty] \) (for details see Section 3 of [KL2]).

In the situation where such a finite \( C_b \) exists it suffices for an energy to admit a subexponentially bounded solution to be in the spectrum. Recall that \( d(\cdot, \cdot) \) is the graph metric defined in Section 2.

Theorem 4.8. (Shnol’s theorem - bounded Laplacian version) Assume there is \( C_b > 0 \) such that \( b(x) \leq C_b m(x) \) for \( x \in V \). Let \( w \in \tilde{F} \) be a solution for \( E \in \mathbb{R} \). Assume further that \( w \) is subexponentially bounded with respect to the graph metric, i.e. \( e^{-\alpha d(\cdot, x_0)} w \in \ell^2(V, m) \) for all \( \alpha > 0 \) and some fixed \( x_0 \in V \). Then \( E \in \sigma(L) \).

For the proof we pretty much follow the ideas of [BLS] for strongly local Dirichlet forms and [Ku] for quantum graphs. A function \( J : [0, \infty) \to [0, \infty) \) is said to be subexponentially bounded if for any \( \alpha > 0 \) there exists a \( C_\alpha > 0 \) such that \( J(r) \leq C_\alpha e^{\alpha r} \) for all \( r > 0 \). For the proof of Theorem 4.8 we need the following auxiliary lemma.

Lemma 4.9. Let \( J : [0, \infty) \to [0, \infty) \) be subexponentially bounded and \( m > 0 \). For all \( \delta > 0 \) there exist arbitrarily large numbers \( r \) such that \( J(r + m) \leq e^\delta J(r) \).

Proof. Assume the contrary. Then there exists an \( r_0 \geq 0 \) such that \( J(r_0) \neq 0 \) and \( J(r + m) > e^\delta J(r) \) for all \( r \geq r_0 \). By induction we get \( J(r_0 + nm) > e^{n\delta} J(r_0) \) for \( n \in \mathbb{N} \). This is a contradiction to \( J(r) \leq C_\alpha e^{\alpha r} \) for \( \alpha(m + 1) < \delta \) and large \( n \). \( \square \)

Proof of Theorem 4.8. By assumption on \( C_b \) we have in particular that \( b(x, y) \leq C_b m(x) \) for all \( x, y \in V \). This yields for all \( A \subset V \) and \( x \in V \)

\[ \mu_A(x) = \sum_{y \in \partial A} \sum_{z \in \partial A} \frac{b(x, y)b(y, z)}{m(y)} \leq C_b \sum_{y \in \partial A} b(x, y) \leq C_b^2 m(x). \]

Set \( w_n := w \cdot 1_{B_n} \), where \( B_n \) is the distance-\( n \)-ball with respect to the graph metric. Note that \( \partial B_n = \partial B_{n+1} \). We obtain from the definition of \( q \) and the estimate above

\[ q(w, A)^2 = \sum_{y \in \partial B_n} w(y)^2 \mu_{B_n}(y) + \sum_{y \in \partial B_{n+1}} w(y)^2 \mu_{B_n}(y) \leq C_b^2 \sum_{y \in \partial B_n \cup \partial B_{n+1}} w(y)^2 m(y) = C_b^2 (\|w_{n+1}\|^2 - \|w_{n-1}\|^2). \]
Moreover
\[ \|w_n\|^2 = \sum_{x \in B_n} |e^{\alpha d(x,x_0)} e^{-\alpha d(x,x_0)} w(x)|^2 m(x) \]
\[ \leq e^{2\alpha n} \sum_{x \in B_n} |e^{-\alpha d(x,x_0)} w(x)|^2 m(x) \]
\[ \leq e^{2\alpha n} \|e^{-\alpha d(x,x_0)} w\|^2 \]
which implies that the function \( n \mapsto \|w_n\|^2 \) is subexponentially bounded as well. Let \((\delta_n)\) be a positive sequence converging to zero. By the previous lemma for all \( n \) there exists a sequence \((j_n^{(n)})\) with \( j_n^{(n)} \to \infty \) for \( k \to \infty \) such that
\[ \|w_{j_n^{(n)} + 1}\|^2 \leq e^{\delta_n} \|w_{j_n^{(n)} - 1}\|^2. \]
We pick a diagonal sequence which denote by \((n_k)\) and obtain
\[ \frac{q(w_{B_{n_k}})}{\|w_{n_k}\|^2} \leq \frac{\|w_{n_k+1}\|^2 - \|w_{n_k-1}\|^2}{\|w_{n_k}\|^2} \leq \frac{e^{\delta_{n_k}} - 1}{\|w_{n_k}\|^2} \to 0, \quad k \to \infty. \]
Applying Theorem 4.2 gives \( E \in \sigma(L) \).\[ \square \]

5. Non-regular Dirichlet forms - a short discussion

The aim of this final section is to review briefly which of the results in this paper still hold when we drop the regularity assumption on \((Q, D(Q))\). Regularity is always needed when one wants to approximate quantities by functions in \(c_c(V)\) and it is therefore a reasonable assumption. We spared this discussion until the end for the sake of convenience and to avoid confusion. However many parts of the results do not depend on the regularity of the form. Clearly the discussion is only relevant whenever \( Q \neq Q^{\text{max}} \) (for an example which shows that this case can happen see \[KL\] Section 4). For the following let \( Q' \) be a Dirichlet form which is a closed extension of \( Q \), \( L' \) the corresponding operator and \( E'_{0} \) the corresponding ground state energy.

In the Allegretto-Piepenbrink theorem (Theorem 3.1) the implication \( E \leq E'_{0} \Rightarrow (\text{ii}), (\text{iii}) \) remains true for \( Q' \) along with the Harnack inequality (Proposition 3.4) and the minimum principle in (Corollary 3.5). Also the implication \( E \leq E'_{0} \Rightarrow (\text{iv}) \) under the assumption of local finiteness still holds. The ground state representation (Proposition 3.2) still holds for \( u \in c_c(V) \cap D(Q') \cap D(Q'_{w}). \) However if \( D(Q) \neq D(Q') \) the space \( c_c(V) \cap D(Q') \cap D(Q'_{w}) \) might be too small to conclude \( E \leq E'_{0} \) from (ii) or (iii).

The proof of Shnol’s theorem (Theorem 4.2 and 4.4) still goes through if one additionally assumes \( w_n \in D(L') \). In order to make our proof work for \( w_n \in D(Q') \) one has to show the statement of Lemma 4.7 for functions \( v \in D(Q') \).
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