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Abstract: A multiplier, as a key component in many different applications, is a time-consuming, energy-intensive computation block. Approximate computing is a practical design paradigm that attempts to improve hardware efficacy while keeping computation quality satisfactory. A novel multicolumn 3:3:2 inexact compressor is presented in this paper. It takes three partial products from two adjacent columns each for rapid partial product reduction. The proposed inexact compressor and its derivates enable us to design a high-speed approximate multiplier. Then, another ultra-fast, high-efficient approximate multiplier is achieved utilizing a systematic truncation strategy. The proposed multipliers accumulate partial products in only two stages, one fewer stage than other approximate multipliers in the literature. Implementation results by Synopsys Design Compiler and 45 nm technology node demonstrates nearly 11.11% higher speed for the second proposed design over the fastest existing approximate multiplier. Furthermore, the new approximate multipliers are applied to the image processing application of image sharpening, and their performance in this application is highly satisfactory. It is shown in this paper that the error pattern of an approximate multiplier, in addition to the mean error distance and error rate, has a direct effect on the outcomes of the image processing application.
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I. Introduction

Today’s modern systems and large-scale applications require a vast number of resources, including energy-storage modules, memories, and computational units [1]. Additionally, high-performance, energy-efficient electronic circuits are an absolute necessity, especially for portable devices whose lifetime is generally battery limited. However, it is unlikely to meet all the demands and is often infeasible to enhance all system parameters simultaneously. This is the point where circuit and system designers seek a compromise solution. In the last decade, various compromising methods have been presented to cope with the resource limitations on the one hand, and sustain high-performance operations on the other hand. Approximate computing is a design paradigm that exploits the intrinsic error-resilient trait of an application to achieve a trade-off between performance and computation quality [2]. It can be applied to diverse levels, from circuits upwards to compilers, algorithms, and even program
languages [1, 3]. IBM and ARM have already considered approximate computing for their on-chip artificial intelligence accelerator and low-power approximate processor, respectively [4]. The utilization of imprecise techniques has also been reported in GPUs and FPGA memorization [5, 6]. humans perceive the outside world mainly through vision and hearing. However, many of the multimedia applications interpreted by the human senses do not require full-precision results because of our limited perceptual capabilities [7]. Therefore, several parameters of the circuits related to hardware-level approximation, which mainly targets arithmetic units [8], can be improved by acceptable accuracy degradation. Image and signal processing have been among fruitful areas for the employment of imprecise arithmetic circuits such as adders [9-12] and multipliers [12-21].

A multiplier is an arithmetic unit with a considerable impact on the performance of the entire system. It is widely utilized in digital signal processing, linear algebra, cryptosystems, and 3D graphic accelerators [22-24]. Column compression (CC) multipliers are composed of three phases: 1) Partial product generation; 2) Partial product reduction; and 3) Final addition. The long critical path of a multiplier has always been a severe challenge for VLSI system designers. Moreover, there are many partial products in the second phase of multiplication to be accumulated. The CC multiplication, where partial products are summed up in a parallel manner, is a viable solution to the demand for high-speed multipliers and is known to be time-optimal [25].

After partial product generation in the first phase, it takes a few stages to reduce them by means of compressors in the second phase. The simplest form of a compressor is full adder. Wallace [26] and Dadda [27] are the two renowned classical CC multipliers that repeatedly utilize half and full adders to the point where only one or two partial products remain in each column. Then, a ripple-carry adder computes the final result in the last multiplication phase. Wider compressors can also be exploited for fast partial product reduction [28]. 4:2 compressor is the most common amongst various high-order compressors. Several varieties of 4:2 inexact compressors have also been suggested [14-21, 29]. There are some wider inexact compressors in the literature as well [13, 30-33]. Finally, truncation is another technique for constructing efficient approximate multipliers [13, 14].

This paper presents a novel multicolumn 3,3:2 inexact compressor. Then, two ultra-fast approximate multipliers are realized by the presented inexact compressor and its smaller derivatives. The new multicolumn compressor, which takes partial products from two adjacent columns, provides a unique situation under which the final result of the multipliers is achieved in only two stages. To the best of our knowledge, none of the previous approximate multipliers can accumulate partial products in such a few stages [13-21, 32-37]. Afterward, the proposed multipliers are utilized in the image sharpening application, which is one of the fundamental operations to improve visual effects and highlight fine details in an image [38].

The rest of the paper is organized as follows: The new multicolumn 3,3:2 inexact compressor is introduced in Section 2. Then, the proposed approximate multipliers through systematic analysis of performance and assessment of error are suggested in Section 3. Hardware-level and application-level implementation results are brought in Section 4. Finally, Section 5 concludes the paper.

II. Proposed Multicolumn Inexact Compressor

Compressors in many different shapes and types have widely been employed in multipliers for rapid partial product accumulation. They perform addition and compression at the same time. An M:N compressor (N<M) takes M equally weighted partial products and returns their summation in the form of an N-digit number. In addition, it might have some input/output carries. To avoid horizontal carry propagation, input carries must not delay the production of output ones. For this purpose, output carries are often considered independent of input carries, although it is not a concrete obligation.

A multicolumn compressor can take partial products with different weights from more than one column. The general block diagram of a multicolumn compressor is shown in Fig. 1, where \( M_i \) \((k≤i≤k+L−1)\) indicates the number of input partial products from column \( 2^i \), \( P \) is the number input/output carries, and \( L \) implies the number of columns from which partial products are taken (starting from column \( 2^k \)). This general block diagram can model either an exact or an inexact compressor. Additionally, it can also represent a single-column compressor by considering \( L=1 \).
Figure 2 shows the proposed multicolumn 3,3:2 inexact compressor. It takes six partial products from two neighboring columns, $2^k$ \( a_1, a_2, \) and $a_3 \) and $2^{k+1}$ \( b_1, b_2, \) and $b_3 \). In comparison with the equivalent 6:2 exact compressor (Fig. 3) [39], the new one has fewer hardware components, shorter critical path, and fewer carry signals; however, at the cost of producing erroneous outputs. The truth table of the proposed 3,3:2 inexact compressor is given in Table 1. The seven input variables, including $C_{in}$, lead to $2^7$=128 distinct input combinations, and thus 128 rows for the corresponding truth table. Nevertheless, the number of rows is reduced by the sum of input variables, $\Sigma_{in}$, which is calculated by (1). Every possible permutation of $\Sigma_i a_i = a_1 + a_2 + a_3$, $\Sigma_i b_i = b_1 + b_2 + b_3$, and $C_{in}$ that results in the same value of $\Sigma_{in}$ is also demonstrated in Table 1. For example, both $(\Sigma_i b_i = 3, \Sigma_i a_i = 3, C_{in} = 0)$ and $(\Sigma_i b_i = 3, \Sigma_i a_i = 2, C_{in} = 1)$ cause $\Sigma_{in}$ to be 9. Moreover, the probability of each row, $P(\text{row})$, is included in Table 1 to consider the effect of the entire input combinations in future calculations.

For a compressor, if the proportion of $M = \sum_{i=0}^{L-1} M_i$ to N increases, higher compression rate usually at the price of more latency is achieved. For the concurrent evaluation of these factors, a figure of merit, $FOM_1$ (2), is suggested in [39]. Smaller values of $FOM_1$ indicate faster operation and higher bit compression. However, $FOM_1$ reflects nothing about the amount of error in an inexact compressor. In 48, out of 128, rows of Table 1, at least one of the outputs is wrong. The error distance (ED) in these rows, the difference between exact and inexact output values (3), is $-2$ or $-4$. Another figure of merit, $FOM_2$ (4), with the inclusion of delay, power, and normalized error distance (NED) has been presented in [14]. The NED of a compressor (NED$_C$), (5), is equal to its mean error distance (MED$_C$) divided by the maximum possible ED, which happens in a hypothetical situation where all of the input variables are ‘1’ and all of the output signals are ‘0’. The MED$_C$ parameter itself is the accumulation of absolute EDs divided by the number of input patterns (6). In a truth table representation by the probability of its rows, like the one exhibited in Table 1, MED$_C$ equals the sum of absolute EDs multiplied by their probabilities (6). Finally, (5) and (6) are adapted in this paper in such a way that the NED and MED of a multicolumn compressor can be calculated as well.
Table 2 compares the proposed multicolumn compressor with some previously presented inexact designs in terms of NED, FOM1, and FOM2. The delay and power consumption parameters are obtained by Synopsys Design Complier and 45 nm technology node in the 1V power supply. The 4:2 inexact compressor is the most prevalent one in the literature. The ones in [14, 16-20] remove the carry signals. One of the input partial products is also truncated in [14]. As a result of this truncation, the compressor in [14] has a higher NED than the other equivalents. The highest
NED belongs to [13], a 5:2 inexact compressor, and the lowest NED belongs to [19, 20]. The NED of the proposed design stands in the middle. Furthermore, the values of FOM1 show that the proposed compressor operates faster than [17, 19, 20], but not the other competitors, which means its performance in terms of FOM2 is not satisfactory. However, we will see how the tables are turned in the next section, when the proposed design is utilized to construct a multiplier.

Although FOM1 and FOM2 give a preliminary estimate of how suitable an individual compressor is, they do not provide further information about its exact efficiency inside a multiplier. The given multicolumn compressor has the highest value of FOM2 because it is composed of three accurate elements, two full adders and a half adder, which consume more power than the imprecise components. Nonetheless, the new design reduces the partial products of two adjacent columns concurrently. This feature brings some advantages, which are not comprehensible by NED, FOM1, or FOM2, for the new design over a 4:2 inexact compressor. Some examples are provided in Figs. 4 to 6 to demonstrate how the proposed compressor excels at either reducing partial products by fewer compressors or generating fewer partial products at the next stage.

Table 1. Truth Table of the Proposed Multicolumn 3,3:2 Inexact Compressor

| Sim | Σh_i | Σa_i | C_in | Carry | Sum | ED | P(row) |
|-----|------|------|------|-------|-----|----|--------|
| 0   | 0    | 0    | 0    | 0     | 0   | 0  | 1/128  |
| 1   | 0    | 1    | 0    | 0     | 1   | 0  | 3/128  |
| 2   | 0    | 0    | 0    | 0     | 0   | 0  | 3/128  |
| 3   | 0    | 2    | 0    | 0     | 1   | 0  | 3/128  |
| 4   | 0    | 3    | 0    | 0     | 1   | 0  | 3/128  |
| 5   | 0    | 1    | 0    | 0     | 1   | 0  | 3/128  |
| 6   | 0    | 1    | 0    | 1     | 0   | 1  | 3/128  |
| 7   | 0    | 2    | 0    | 0     | 1   | 1  | 3/128  |
| 8   | 0    | 3    | 0    | 1     | 1   | 1  | 3/128  |
| 9   | 3    | 2    | 1    | 1     | 1   | 1  | 3/128  |
| 10  | 3    | 3    | 1    | 1     | 1   | 0  | 1/128  |
When there are four partial products within each column, three proposed compressors are adequate to get the same result as the six 4:2 compressors do. This scenario is exemplified in Fig. 4. In the following example (Fig. 5), where there are five partial products in each column, the combined usage of the presented compressor and one of its derivatives, called 2,2:2, results in eliminating an entire row of partial products at the next stage. The multicolumn 2,2:2 inexact compressor (Fig. 5(c)) is simply achieved by replacing the full adders in Fig. 2(b) with half adders. Not only does the replacement simplify the inner structure, but it also leads to the production of more precise results. The sum of input variables never becomes 8, 9, and 10 in the 2,2:2 compressor. Σin=8, Σin=9, and Σin=10 are the situations in Table 1 where the results are always incorrect. As a result of their elimination, NEDc decreases from 0.08125 for 3,3:2 to 0.07143 for 2,2:2. In the last example (Fig. 6), where there are six partial products inside each column, the proposed compressors generate two fewer rows of partial products at the next stage.

Fig. 4. Accumulation of six columns with four partial products each, (a) By 4:2 inexact compressors, (b) By the proposed multicolumn 3,3:2 inexact compressors.

Fig. 5. Accumulation of six columns with five partial products each, (a) By 4:2 inexact compressors, (b) By the proposed multicolumn 3,3:2 and 2,2:2 inexact compressors, (c) Inner structure of the 2,2:2 inexact compressor.

Fig. 6. Accumulation of six columns with six partial products each, (a) By 4:2 inexact compressors, (b) By the proposed multicolumn 3,3:2 inexact compressors.
Table 2. Comparison of Inexact Compressors

| Compressor | Inner Structure | NED     | FOM₁   | FOM₂   |
|------------|----------------|---------|--------|--------|
| (3,3:2) New | ![Diagram](image) | 0.08125 | 0.482  | 4.743  |
| 5:2 [13]   | ![Diagram](image) | 0.13125 | 0.251  | 0.258  |
| 4:2 [14]   | ![Diagram](image) | 0.125   | 0.199  | 0.100  |
| 4:2 [15]   | ![Diagram](image) | 0.075   | 0.365  | 0.444  |
| 4:2 [16]   | ![Diagram](image) | 0.078125 | 0.432  | 0.848  |
| 4:2 [17]   | ![Diagram](image) | 0.078125 | 0.698  | 1.018  |
| 4:2 [18]   | ![Diagram](image) | 0.078125 | 0.432  | 0.848  |
| 4:2 [19]   | ![Diagram](image) | 0.03125 | 0.698  | 2.059  |
| 4:2 [20]   | ![Diagram](image) | 0.03125 | 0.565  | 1.761  |
| 4:2 [21]   | ![Diagram](image) | 0.1     | 0.199  | 0.097  |
III. Proposed Approximate Multipliers

Figure 7 shows the initial design of the proposed 8×8 approximate multiplier, whose structure merely relies on the proposed multicolumn 3,3:2 inexact compressor and its first derivative, i.e. 2,2:2. It receives two 8-bit unsigned numbers, A7-0 and B7-0, and returns its 16-bit product, F15-0. There is not any precise component in the initial design. The unique feature of this multiplier is that it completes the entire partial product reduction (the second and third multiplication phases) in only two stages. The second and third multiplication phases are merged in the proposed design. Despite its apparent efficiency, it is still far from being entirely suitable because of two significant reasons:

1. The presented multiplier is not in its simplest form yet. Some of the 3,3:2 and 2,2:2 compressors are loaded with zeros, which certainly do not affect the addition result. Therefore, we can further simplify the initial design by defining other derivatives of the proposed multicolumn 3,3:2 compressor.

2. The error distance of the final result, F15-0, becomes extremely large if the imprecise components are inserted into the most significant columns. For instance, the most significant bit (MSB) of the final output, F15, is currently always equal to ‘0’. It varies the output by about $2^{15}=32768$ whenever F is supposed to be greater than this number.

Precise components such as half adder, full adder, and 4:2 compressor are slower, larger, and less energy-efficient than their imprecise counterparts. However, they produce correct outputs. The question is how many columns in higher bit positions should be occupied by the precise components to make a trade-off between accuracy and hardware efficiency metrics such as delay, power consumption, and area. Instead of a heuristic approach, a systematic investigation is carried out in this paper to find the answer.

We start increasing the accuracy of our initial design (Fig. 7) by adding some precise components to the most significant columns of Stage #1. Figure 8 shows seven approximate multipliers, each of which has one precise component more than the previous one in the chain of successive precise components at Stage #1. After inserting a specific number of precise components into the first stage, the remaining partial products are fed to the proposed multicolumn 3,3:2 inexact compressor or its various derivatives, illustrated in Appendix I (Table 6).

At the first stage, the fewest possible compressors are utilized to generate no more than three partial products at Stage #2. In addition, the derived inexact compressors are leveraged to simplify the structure of the multipliers to a greater degree. Regarding FOM1, not all of the derivatives are better than the initial 3,3:2 compressor because FOM1 depends on only compression rate and delay. However, when it comes to FOM2, all of them show better performance than the primary version. At Stage #2, the proposed compressors in lower bit positions and a ripple-carry adder in higher bit positions compute the final result.

![Fig. 7. The proposed approximate multiplier (Initial design), which completes the second and third multiplication phases in only two stages.](image-url)
Fig. 8. 8×8 approximate multipliers by the proposed multicolumn 3,3:2 inexact compressor and its derivatives when there are a number of precise components at Stage #1. (a) One, (b) Two, (c) Three, (d) Four (Design #1), (e) Five, (f) Six, (g) Seven.

At the first stage of the first approximate multiplier (Fig. 8(a)), a half adder, as a precise component, is inserted into column 13. In the second approximate multiplier (Fig. 8(b)), a full adder and a half adder are put in columns 12 and 13, respectively. In the third to seventh multipliers (Figs. 8(c) to 8(g)), exact 4:2 compressors are utilized to create a chain of precise components at Stage #1. Besides, the previous full and half adders in columns 12 and 13 are replaced with a 4:2 compressor (with three input partial products) and a full adder, respectively, to avoid sending the output carry of the 4:2 compressor in column 11 to the next stage.
The chain of precise components at Stage #1 cannot exceed seven without violating the production of maximum of three partial products at Stage #2. Therefore, Fig. 8(g) is the multiplier with the longest chain of precise components. Additionally, the size of the ripple-carry adder at Stage #2 depends on the arrangement of Stage #1. The last three multipliers, Figs. 8(e) to 8(g), have shorter ripple-carry adders than the first four ones, Figs. 8(a) to 8(d). Moreover, a few half adders are rarely utilized in the least significant columns to adhere to the policy of no more than three partial products at Stage #2. Finally, all of the precise components in Fig. 8 are filled with light blue to distinguish them from inexact compressors.

The MED of an n×n multiplier, MED_M, is the accumulation of absolute EDs divided by the number of input patterns, i.e. $2^n \times 2^n$ (7). Furthermore, NED_M is equal to MED_M divided by the maximum possible ED, i.e. $(2^n-1) \times (2^n-1)$ for an n×n multiplier (8). The product of power, delay, area, and MED (PDAEP) is considered as a measure of appropriateness for the multipliers (9). All of these parameters are supposed to be reduced, and thus, lower values of PDAEP are certainly preferred.

Figure 9 shows the values of PDAEP for the approximate multipliers depicted in Fig. 8. The one with four successive precise components at Stage #1 (Fig. 8(d)) has the lowest PDAEP value. Therefore, we consider it to be our first proposed design (Design #1). The last three multipliers with five, six, and seven successive precise components have slightly higher PDAEP values because of their shorter ripple-carry adders at Stage #2. As the size of the ripple-carry adder shrinks in the last three multipliers, MED increases even though there are longer series of precise components at their first stage. Therefore, there is a sudden increase in MED for the fifth multiplier. The multiplier accuracy relies on how many columns in higher bit positions are occupied by precise components at all stages.

Truncation of partial products is a beneficial technique for constructing an energy-efficient approximate multiplier. It eliminates several compressors from the least significant columns and leads to fewer AND gates during partial product generation. The effects of the truncation strategy on the proposed multiplier are again systematically studied by a gradual increase in the number of truncated columns. Figure 10 shows the first proposed approximate multiplier, Design #1, with different numbers of truncated columns. The MED and power-delay-area product (PDAP) (10) values of the approximate multipliers are simultaneously plotted in Fig. 11. As the number of truncated columns increases, MED increases while PDAP decreases. Their intersection, which stands in between five and six, is the point with the maximum efficiency. Multipliers with five (Fig. 10(e)) or six (Fig. 10(f)) truncated columns show approximately similar performances. The latter is considered to be our second proposed design (Design #2) for its more hardware efficiency.

$$MED_M = \sum_{i=1}^{2^n} |ED_i|$$  \hspace{1cm} (7)

$$NED_M = \frac{MED_M}{(2^n-1)^2}$$  \hspace{1cm} (8)

![Fig. 9. PDAEP vs. the number of columns occupied by precise components for the illustrated multipliers in Fig. 8.](image)
Fig. 10. The first proposed 8×8 approximate multiplier, Design #1, with different numbers of truncated columns, (a) One, (b) Two, (c) Three, (d) Four, (e) Five, (f) Six (Design #2), (g) Seven.

\[ PDAEP = (P_{\text{Dynamic}} + P_{\text{Leakage}}) \times \text{Delay} \times \text{Area} \times \text{MED} \]  \tag{9} 

\[ PDAP = (P_{\text{Dynamic}} + P_{\text{Leakage}}) \times \text{Delay} \times \text{Area} \]  \tag{10}
Fig. 11. MED and PDAP vs. the number of truncated columns for the illustrated multipliers in Fig. 10.

Although the initial results of the new multicolumn 3,3:2 inexact compressor were not desirable, the two proposed approximate multipliers, Design #1 and Design #2, seem to be very promising because:

1. It takes only two stages for the proposed designs to compute the final result. As far as we know, this unique feature is not available in any of the previous approximate multipliers.
2. The derived compressors, which substantially contribute to the process of partial product reduction in the proposed multipliers, are faster, smaller, and even more precise than the initial 3,3:2 version (Appendix I, Table 6).
3. The precise components in higher bit positions help to have reasonable accuracy.
4. The truncation of the least significant columns in the second design helps to save more energy and area.

IV. Implementation Results

A. Hardware-Level Implementation Results

Synthesizable structural VHDL code is used to describe the proposed approximate multipliers, Design #1 (Fig. 8(d)) and Design #2 (Fig. 10(f)). Then, they are implemented by Synopsys Design Compiler and 45 nm technology node in 1V power supply. Implementation results are shown in Tables 3 and 4, where error rate (ER) means the frequency of error, and PDAEP (9), PDAP (10), and power-delay product (PDP) (11) are the comprising evaluating factors. While PDP and PDAP specify hardware-level parameters, PDAED gives an initial estimate for application-level uses by covering the element of error as well. Two previous accurate multipliers and some of the previous approximate multipliers [13-21] are also implemented under the same conditions.

Table 3 shows that the new designs are far better than the accurate multipliers. They completely outperform the accurate multiplier made by 6:2 exact compressors [40]. Additionally, the second proposed multiplier operates 36.5% faster, consumes 60.6% less power, and occupies 52.7% less area than Dadda’s multiplier, one of the most high-performance accurate multipliers. Furthermore, the approximate multipliers are compared in Table 4, where the boldface text indicates the best results. In brief:

- **Delay**: Both of the proposed approximate multipliers outperform all of the previous designs in terms of speed, and they are the fastest approximate multipliers.
- **Accuracy**: In terms of MED and NED, the presented designs have higher accuracy than the previous multipliers, except [18, 19]. However, neither of the implementations in [18, 19] shows acceptable results regarding delay, power consumption, and area. They are the worst multipliers in terms of PDP and PDAP. Additionally, Design #1 has the lowest ER, again except [18, 19].
- **Power**: Although the suggested multipliers do not consume the least amount of power, their dynamic and leakage power dissipation are quite reasonable, compared to the other competitors.
- **Area**: Design #2 occupies the least area, nearly 9.7% smaller than [14], which is the second smallest multiplier.
- **PDP**: The previous multiplier in [21] has the lowest PDP factor. Design #2 is the runner-up.
- **PDAP**: When considering the area as well as delay and power, Design #2 is the outright winner and surpasses [21] by 10.9%.
- PDAEP: After [19], Design #2 has the highest performance in terms of PDAEP. It is worth mentioning that the one in [19] is almost an accurate multiplier. It is as slow as the Dadda’s multiplier, and dissipates nearly the same amount of power and area as the Dadda’s multiplier does.

$$PDP = (P_{Dynamic} + P_{Leakage}) \times \text{Delay}$$ (11)

### Table 3. Comparison of the Proposed Approximate Multipliers with Accurate Multipliers

| Multiplier                              | Delay (ns) | Power (μW) | Area (μm²) | PDP (fJ) | PDAP $\times 10^{-30}$ Jm² |
|-----------------------------------------|------------|------------|------------|----------|-----------------------------|
| Dadda’s Accurate Multiplier            | 1.26       | 576.08     | 6.25       | 1040     | 733                         |
| Accurate Multiplier by 6:2 Compressors [40] | 1.37       | 662.80     | 6.63       | 1112     | 917                         |
| Proposed Design #1 (Approximate)       | 0.85       | 369.13     | 4.77       | 786      | 318                         |
| Proposed Design #2 (Approximate)       | 0.80       | 226.35     | 2.96       | 492      | 183                         |

### Table 4. Comparison of the Proposed Approximate Multipliers with Previous Approximate Multipliers

| Multiplier                              | MED*   | NED* $\times 10^{-3}$ | ER (%) | Delay (ns) | Power (μW) | Area (μm²) | PDP (fJ) | PDAP $\times 10^{-30}$ Jm² | PDAEP $\times 10^{-33}$ Jm² |
|-----------------------------------------|--------|------------------------|--------|------------|------------|------------|----------|----------------------------|----------------------------|
| Proposed Design #1                      | 297.9  | 4.58                   | 66.9   | 0.85       | 369.13     | 4.77       | 786      | 318                         | 249.82                     |
| Proposed Design #2                      | 409.7  | 6.30                   | 94.5   | 0.80       | 226.35     | 2.96       | 492      | 183                         | 90.22                      |
| [13]                                    | 1190   | 18.3                   | 91.4   | 1.01       | 194.62     | 3.18       | 570      | 200                         | 113.82                     |
| [14]                                    | 455.2  | 7.00                   | 99.8   | 0.90       | 206.38     | 2.95       | 545      | 188                         | 102.65                     |
| [15]                                    | 3480   | 53.5                   | 99.8   | 1.15       | 267.90     | 4.06       | 758      | 313                         | 237.19                     |
| [16]                                    | 1157   | 17.8                   | 85.4   | 1.11       | 235.01     | 4.00       | 636      | 265                         | 168.71                     |
| [17]                                    | 944.7  | 14.5                   | 97.5   | 0.94       | 253.05     | 3.32       | 696      | 241                         | 167.60                     |
| [18]                                    | 87.1   | 1.3                    | 66.5   | 1.14       | 449.69     | 5.64       | 961      | 519                         | 498.65                     |
| [19]                                    | 0.17   | 2.61$\times 10^{-3}$    | 47.0   | 1.26       | 530.41     | 5.73       | 978      | 676                         | 660.36                     |
| [20]                                    | 502.9  | 7.73                   | 79.9   | 1.20       | 430.19     | 5.19       | 913      | 522                         | 477.14                     |
| [21]                                    | 3291   | 50.6                   | 99.1   | 1.11       | 149.61     | 3.04       | 598      | 169                         | 101.31                     |

* MED and/or NED of the previous approximate multipliers have been extracted from the original papers.

### B. Application-Level Implementation Results

In this section, an image-sharpening algorithm by utilizing the proposed approximate multipliers is applied to the samples publicly available in the Local Image Sharpness Database [41, 42]. The collection contains six colored images with 384×284 pixels in size. The sharpening kernel is a sliding window that is multiplied by the whole image pixels. For the multiplication part, the system multiplication function, as an accurate multiplier, is called. Then, the same procedure is repeated by replacing the system multiplier with one of the approximate multipliers coded in C++. The I/O image manipulation is done by Numpy, Scikit-image, and Pillow libraries in the Python 3.6 platform. The experiments are done on a Macbook Pro, using a 2.6 GHz 6-Core Intel Core i7 and 16 GB of RAM.

An image is a matrix of pixels, where each pixel is an 8-bit unsigned integer. The utilized image-sharpening algorithm is very similar to those in [43, 44], where the sharpening matrix $S$ of a given image $I$ is calculated by (12), where $B$ is a Gaussian blur estimation of the original image [45]. Such a blurred version can be obtained by applying a kernel matrix, $G$ (13), all over the pixels of a given image. In this case, $B$ is described by (14).

$$S = I + 1.5 \times (I - B)$$ (12)

$$G = \begin{bmatrix} 1 & 4 & 7 & 4 & 1 \\ 4 & 16 & 26 & 16 & 4 \\ 7 & 26 & 41 & 26 & 7 \\ 4 & 16 & 26 & 16 & 4 \\ 1 & 4 & 7 & 4 & 1 \end{bmatrix}$$ (13)
\[ B(x, y) = \frac{1}{273} \sum_{i=2}^{2} \sum_{j=2}^{2} G(i+3, j+3)I(x-i, y-j) \]  \tag{14}

For image quality assessment, the peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) evaluation metrics are taken into account. In our experiments, the accurately sharpened image is compared to the ones generated by the approximate multipliers. PSNR, which is calculated by (15), is the ratio of the maximum possible value of a signal \((\text{MAX}_f)\) to its distortion rate, which is measured by the root of the mean square error (MSE) of the pairs of the corresponding pixels within images \(I_1\) and \(I_2\) (16).

Furthermore, SSIM is a perceptual metric to quantify the similarity of two given images. While PSNR only focuses on the differences between corresponding pixels, SSIM is based on the visual structures inside an image. SSIM, which is calculated by (17), is the product of three key features of an image: 1) Luminance, denoted by \(l\); 2) Contrast, denoted by \(c\); and 3) Structure, denoted by \(s\).

By setting \(\alpha\), \(\beta\) and \(\gamma\) to 1 in (17), and defining the luminance, contrast, and structure as the functions of mean and variance of image pixels, we reach the final equation of SSIM, (18), where \(\mu\) are the average of pixels, \(\sigma\) are the variances, and \(C_1\) and \(C_2\) are two variables to stabilize a very small or zero denominator. SSIM varies between zero and one, indicating the lowest and highest similarities, respectively.

\[
\text{PSNR} = 20 \log_{10} \left( \frac{\text{MAX}_f}{\sqrt{\text{MSE}}} \right) \tag{15}
\]

\[
\text{MSE} = \frac{1}{n \times m} \sum_{i=1}^{n} \sum_{j=1}^{m} \left( I_1(i, j) - I_2(i, j) \right)^2 \tag{16}
\]

\[
\text{SSIM}(x, y) = \left[ l(x, y) \right]^\alpha \left[ c(x, y) \right]^\beta \left[ s(x, y) \right]^\gamma \tag{17}
\]

\[
\text{SSIM}(x, y) = \frac{\left( 2\mu_x \mu_y + C_1 \right) \left( 2\sigma_{xy} + C_2 \right)}{\left( \mu_x^2 + \mu_y^2 + C_1 \right) \left( \sigma_x^2 + \sigma_y^2 + C_2 \right)} \tag{18}
\]

The sharpened images for a blurry photo of a squirrel are demonstrated in Fig. 12. The output images for the rest of the photos in the Local Image Sharpness Database are also illustrated in Appendix II (Figs. 14 to 18). They enable us to judge the outcomes of the approximate multipliers visually. In addition, the numerical results of the image-sharpening algorithm for all the approximate multipliers in terms of PSNR and SSIM are shown in Table 5. Each row shows the similarity between the generated images by a specific approximate multiplier and the corresponding one produced accurately. The PSNR and SSIM values presented in Table 5 are the mean of evaluations of all six samples (the entire photo collection).

As it is clear in Table 5, the previous multiplier in [19] achieves the best results since it is almost an accurate multiplier. Despite its superiority in the application-level evaluation, its hardware-level performance is not satisfactory at all. We also observe that the multipliers in [14, 15, 20] fail to produce satisfactory results, and the functionality of these approximate multipliers is far below expectations. Therefore, further analysis is carried out to understand the reason behind such poor performances. We bring in a theory that the multipliers’ resulting dark images are because they produce higher error values when small numbers are multiplied. The idea comes from the fact that the kernel, which is used in the image-sharpening algorithm, consists of small numbers.

To verify our hypothesis, for each approximate multiplier, a 256-by-256 matrix, where the cell \((i, j)\) is filled by the absolute ED of the product of \(i\) and \(j\), is generated. Then, the matrix is mapped onto a heatmap chart for data visualization. All of the heatmap charts are depicted in Fig. 13, where darker colors imply greater absolute errors. As visible in the heatmap charts, for those three failing multipliers [14, 15, 20], larger absolute errors occur on either the top or the left borders, where smaller numbers are multiplied. We can also observe that the same borders/areas in the multipliers with a desirable application-level performance, including the proposed ones, are almost light.
Fig. 12. Image of a squirrel, (a) Original, and sharpened by (b) System multiplier, (c) Proposed (Design #1), (d) Proposed (Design #2), (e) [15], (f) [20], (g) [14], (h) [18], (i) [17], (j) [19], (k) [16], (l) [13], (m) [21].

Table 5. The Average SSIM and PSNR Values

| Approximate Multiplier | SSIM     | PSNR  |
|------------------------|----------|-------|
| Proposed Design #1     | 0.946871 | 28.29 |
| Proposed Design #2     | 0.892929 | 22.47 |
| [13]                   | 0.943720 | 31.86 |
| [14]                   | 0.039266 | 7.38  |
| [15]                   | 1×10^{-4} | 6.69  |
| [16]                   | 0.910600 | 24.96 |
| [17]                   | 0.918917 | 30.51 |
| [18]                   | 0.984473 | 35.95 |
| [19]                   | 0.999428 | 60.9  |
| [20]                   | 0.159800 | 7.84  |
| [21]                   | 0.487409 | 10.28 |
Fig. 13. Heatmap charts of the approximate multipliers, (a) Proposed (Design #1), (b) Proposed (Design #2), (c) [13], (d) [14], (e) [15], (f) [16], (g) [17], (h) [18], (i) [19], (j) [20], (k) [21].

V. Conclusion and Future Works

Two new approximate multipliers based on a new multicolumn inexact compressor and its various derivatives have been presented. Implementation results are auspicious. The proposed multipliers are not only ultra-fast, but also quite efficient from other aspects. They produce desired outcomes, both visually and numerically, in the image sharpening application as well. We have reached three main conclusions based on our observations in this paper:

1. It is quite unfair to assess a compressor only by its individual performance. Despite initial unsatisfactory results (e.g. by FOM$_1$ and FOM$_2$), the final outcome might ironically be gratifying as the compressor gets involved in the structure of a multiplier. The proposed multicolumn inexact compressor is an excellent example of this case.

2. Although performance and computation quality are equally important, the principal aim of approximate computing is to reach fast, energy-efficient circuits and systems. Therefore, it would be pointless to have an approximate computing block with a negligible improvement over its precise counterpart. Unlike the approximate multiplier in [19], which fails to keep a balance between performance and computation quality
(the performance is dramatically below average while having a negligible NED), the proposed multipliers in this paper reach an excellent compromise between computation and hardware qualities. Design #2 has the lowest PDAP, 86.34% lower than [19], with a reasonable MED and NED.

3. This paper shows that alongside MED, NED, and ER, the error pattern of an approximate multiplier can directly affect the results of an image processing application. This is why the generated images by the multiplier in [15] are utterly dark, whereas the ones by [21] keep the general structure of the images. Although both multipliers have almost the same MED and ER, their error patterns determine the eventual outcome. Besides, an approximate multiplier might not be appropriate for a specific application despite having a satisfactory outcome for another one.

Eventually, we suggest some future works:

1. The suitability of the proposed approximate multipliers in other applications can be investigated in future studies. We believe that they will be successful in most applications because of their moderately low MED and almost uniform error pattern.

2. This study shows that multicolumn inexact compressors have not received the attention they deserve. In the future, other multicolumn inexact compressors can be suggested for designing high-performance approximate multipliers.

This paper targets gate-level designs. It is possible to perform several low-level optimizations for the proposed compressors when it comes to transistor-level implementation.
## Appendix I

### Table 6. Characteristics of the Derived Compressors from the Proposed Multicolumn 3,3:2 Inexact Compressor

| Compressor Inner Structure | NED   | FOM1  | FOM2  |
|----------------------------|-------|-------|-------|
| 3,3:2                      | 0.08125 | 0.4820 | 4.7429 |
| 3,3:2 (Without Cin)        | 0.0555 | 0.3123 | 2.1521 |
| 3,2:2 (Without Cin)        | 0.03125 | 0.3744 | 1.6491 |
| 2,3:2                      | 0.10156 | 0.5779 | 3.8633 |
| 2,2:2                      | 0.07143 | 0.4617 | 2.1125 |
| 1,3:2                      | 0.13542 | 0.7640 | 3.3391 |
| 1,2:2 (Without Cin)        | 0.1     | 0.7893 | 1.3055 |
| 1,2:2 (Without Cin)        | 0.0625  | 0.4599 | 0.2857 |
Appendix II

Fig. 14. Image of a dragon, (a) Original, and sharpened by (b) System multiplier, (c) Proposed (Design #1), (d) Proposed (Design #2), (e) [15], (f) [20], (g) [14], (h) [18], (i) [17], (j) [19], (k) [16], (l) [13], (m) [21].

Fig. 15. Image of a flower, (a) Original, and sharpened by (b) System multiplier, (c) Proposed (Design #1), (d) Proposed (Design #2), (e) [15], (f) [20], (g) [14], (h) [18], (i) [17], (j) [19], (k) [16], (l) [13], (m) [21].

Fig. 16. Image of a monkey, (a) Original, and sharpened by (b) System multiplier, (c) Proposed (Design #1), (d) Proposed (Design #2), (e) [15], (f) [20], (g) [14], (h) [18], (i) [17], (j) [19], (k) [16], (l) [13], (m) [21].

Fig. 17. Image of an orchid, (a) Original, and sharpened by (b) System multiplier, (c) Proposed (Design #1), (d) Proposed (Design #2), (e) [15], (f) [20], (g) [14], (h) [18], (i) [17], (j) [19], (k) [16], (l) [13], (m) [21].

Fig. 18. Image of a peak, (a) Original, and sharpened by (b) System multiplier, (c) Proposed (Design #1), (d) Proposed (Design #2), (e) [15], (f) [20], (g) [14], (h) [18], (i) [17], (j) [19], (k) [16], (l) [13], (m) [21].
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