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ABSTRACT. An essential cover of the vertices of the $n$-cube $\{0,1\}^n$ by hyperplanes is a minimal covering where no hyperplane is redundant and every variable appears in the equation of at least one hyperplane. Linial and Radhakrishnan gave a construction of an essential cover with $\lceil \frac{n}{2} \rceil + 1$ hyperplanes and showed that $\Omega(\sqrt{n})$ hyperplanes are required. Recently, Yehuda and Yehudayoff improved the lower bound by showing that any essential cover of the $n$-cube contains at least $\Omega(n^{0.52})$ hyperplanes. In this paper, building on the method of Yehuda and Yehudayoff, we prove that $\Omega\left(\frac{n^{5/9}}{(\log n)^{4/9}}\right)$ hyperplanes are needed.

1. Introduction

An essential cover of the vertices of the $n$-cube $\{0,1\}^n$ by hyperplanes is a minimal covering where every variable appears in the equation of at least one hyperplane and no hyperplane is redundant. Linial and Radhakrishnan introduced this notion in 2005, which can be formally defined as follows. Throughout this paper, $\langle \cdot, \cdot \rangle$ denotes the scalar product and $[n] := \{1,2,\ldots,n\}$. A collection of $k$ hyperplanes with equations $\langle v_i, x \rangle = \mu_i$, where $x, v_i \in \mathbb{R}^n$, and $\mu_i \in \mathbb{R}$ for $i \in [k]$, forms an essential cover of the $n$-cube $\{0,1\}^n$ if

\begin{itemize}
  \item[(E1)] For every $x \in \{0,1\}^n$, $\langle v_i, x \rangle = \mu_i$ for some $i \in [k]$;
  \item[(E2)] For every $j \in [n]$, there exists $i \in [k]$ such that $v_i$ satisfies $v_{ij} \neq 0$;
  \item[(E3)] For every $i \in [k]$, there is a vertex $x \in \{0,1\}^n$ such that $\langle v_i, x \rangle = \mu_i$ but $\langle v_j, x \rangle \neq \mu_j$ for all $j \neq i$.
\end{itemize}

In the same paper, Linial and Radhakrishnan showed that any essential cover has $\Omega(\sqrt{n})$ hyperplanes. However, this bound is far from the best-known constructions, which were also obtained in [7]. For every $n \in \mathbb{N}$, they constructed essential covers of size $\lceil \frac{n}{2} \rceil + 1$. When $n$ is even, one of the covers is given by the hyperplanes defined by the equations $x_1 + \ldots + x_n = n/2$ and $x_{2i-1} - x_{2i} = 0$, for $i \in [n/2]$. This construction can also be adapted for odd $n$. Even though no explicit conjecture on the size of the smallest essential cover was made by Linial and Radhakrishnan, $\lceil n/2 \rceil + 1$ hyperplanes are likely to be needed.
Saxton [9] formulated the following conjecture concerning permanents of matrices that, if true, would imply that every essential cover has at least \( [n/2] + 1 \) hyperplanes.

**Conjecture 1 (Saxton [9]).** If \( B \in \mathbb{R}^{n \times n} \) is a matrix such that for every \( J \subset [m] \) we have
\[
\left| \bigcup_{j \in J} \{ i \in [n] : B_{ij} \neq 0 \} \right| \geq 2|J| - 1,
\]
then \( B \) contains an \( m \times m \) submatrix with non-zero permanent.

The methods employed by Linial and Radhakrishnan [7] to show the \( \Omega(\sqrt{n}) \) bound are purely algebraic. They applied a result of Alon and Füredi [1] to show that if the hyperplanes with equations \( \langle v_i, x \rangle = \mu_i \), for \( i \in [k] \), form an essential cover of the \( n \)-cube then \( |\text{supp}(v_i)| < 2k \) for every \( i \in [k] \). Here, for a vector \( v_i \in \mathbb{R}^n \), we denote \( \text{supp}(v_i) := \{ j \in [n] : v_{ij} \neq 0 \} \) the support of \( v_i \), i.e., the indices of the non-zero entries of \( v_i \). The \( \Omega(\sqrt{n}) \) bound immediately follows from this result combined with property (E2), which is equivalent to \( |\bigcup_i \text{supp}(v_i)| \geq n \).

In [7], Linial and Radhakrishnan also applied the Littlewood–Offord Lemma [8] to obtain an alternative proof for a weaker result that any essential cover has \( \Omega(n^{1/3}) \) hyperplanes. Although applying the Littlewood–Offord Lemma crudely gives a weaker bound, it gives some insight into the role of the support of the vectors in an essential cover.

The Littlewood–Offord Lemma states that a hyperplane with equation \( \langle v, x \rangle = \mu \) contains at most \( 2^n / \sqrt{|\text{supp}(v)|} \) points of the \( n \)-cube \( \{0, 1\}^n \). Thus, when the support is large, the number of vertices covered by the hyperplane is small. Let us briefly explain the idea of how this is used to show that every essential cover has \( \Omega(n^{1/3}) \) hyperplanes. Suppose that the hyperplanes with equations \( \langle v_i, x \rangle = \mu_i \), for \( i \in [k] \), form an essential cover of the \( n \)-cube. As every variable appears in the equation of at least one hyperplane, \( |\text{supp}(v_i)| \) is at least \( n/k \) on average. Thus, on average, every hyperplane covers at most \( (k/n)^{1/2} \) proportion of the \( n \)-cube. If \( (k/n)^{1/2} k < 1 \), then there is an uncovered vertex, and hence we must have \( k \geq n^{1/3} \).

Recently, a new approach was introduced by Yehuda and Yehudayoff [10] to show that any essential cover of the \( n \)-cube contains \( \Omega(n^{0.52}) \) hyperplanes. This improves the previous bound of \( \Omega(\sqrt{n}) \) by Linial and Radhakrishnan [7]. Their proof applies a lemma of Bang [3], which was used to solve Tarski’s plank problem in Euclidean spaces. Roughly speaking, Bang’s lemma states that for a \( k \times k \) symmetric matrix \( M \) with positive diagonal entries and a vector \( \mu \in \mathbb{R}^k \), there exists \( \varepsilon \in \{-1, 1\}^k \) which is far from the hyperplanes \( \langle M_i, x \rangle = \mu_i \), for \( i \in [k] \). The idea is to apply Bang’s lemma to \( V V^T \), where \( V \) is a properly normalized matrix, whose rows are associated with the vectors of an essential cover. Then, one would hope to show that the vector \( V\varepsilon \) is sufficiently close to some vertex \( u \in \{0, 1\}^n \), but it is far enough from any of the hyperplanes \( \langle V_i, x \rangle = \mu_i \). This implies that \( u \) itself is far from all hyperplanes \( \langle V_i, x \rangle = \mu_i \), for all \( i \in [k] \). When making this argument precise, some issues come along the way. For example, one technical difficulty is that we need to control the column norm of \( V \) to show that \( V\varepsilon \) is close to some vertex of \( \{0, 1\}^n \).

The main contribution of this paper is an improvement on the lower bound on the number of hyperplanes needed in an essential cover of the \( n \)-cube. The main idea behind the proof is
to combine the proof strategy of Yehuda and Yehudayoff [10] with a stronger result regarding covering systems whose associated matrix has small column norm.

**Theorem 2.** An essential cover of the $n$-cube has $\Omega \left( \frac{n^{5/9}}{(\log n)^{4/9}} \right)$ hyperplanes.

**Remark.** Yehuda and Yehudayoff’s proof [10] gives a lower bound of $n^{12/23-o(1)} \approx n^{0.5217-o(1)}$, while Theorem 2 gives the lower bound of $n^{5/9-o(1)} \geq n^{0.5555}$.

For an essential cover with hyperplane equations $\langle v_i, x \rangle = \mu_i$, for $i \in [k]$, denote by $V$ the $k \times n$ matrix whose $i$-th row is given by $v_i$. We call $V$ an essential matrix and $Vx = \mu$ an essential covering system. To prove Theorem 2, we suppose for contradiction that there exists an essential covering system $Vx = \mu$, where the number of rows in $V$ is $O \left( \frac{n^{5/9}}{(\log n)^{4/9}} \right)$. Then, we show that there exists a point $x \in \{0,1\}^n$ which is not covered by any of the equations $\langle v_i, x \rangle = \mu_i$. The core of the argument is using the following facts.

- Rows with large support cannot cover many vertices (c.f. Lemma 3).
- Rows corresponding to vectors with many scales cannot cover many vertices (c.f. Definition 4 and Lemma 7).
- If a set of rows have small column norm, then we can find a vertex far from all hyperplanes (c.f. Lemma 9). Finding this sparse submatrix is possible because the size of the support of each row is bounded by $2^k$ (c.f. Lemma 13).

The rest of the paper is structured as follows. In Section 2, we state the Littlewood–Offord anti-concentration inequality and introduce the notion of a vector with many scales (c.f. Definition 4). In the same section, we also state and show a more refined anti-concentration inequality for vectors with many scales (c.f. Lemma 7). In Section 3, we show that rows with small column norm cannot cover many vertices (c.f. Proposition 11). In Section 4, we prove the structural lemma for the matrix $V$ (c.f. Lemma 15) that will allow us to explore the core idea mentioned above. Finally, in Section 5, we prove Theorem 2. We highlight that the main novelty from the proof in [10] is Proposition 11 where we obtain better upper bounds for the probabilities that a randomly selected vertex lies in a hyperplane.

2. **Anti-concentration for vectors**

In this section, we introduce two anti-concentration inequalities that are used in the proof of Theorem 2. The first is the classical Littlewood–Offord Lemma [8], which was proved by Erdős [5] using Sperner’s Theorem. The second is an exponential anti-concentration bound of Yehuda–Yehudayoff [11] for vectors with ‘nearly exponential decay’. These are called vectors with many scales.

For $v \in \mathbb{R}^n$, we denote $\text{supp}(v) := \{ i \in [n] : v_i \neq 0 \}$ and $\mathbb{P}_{x \sim \{0,1\}^n}$ the probability space generated by taking $x \in \{0,1\}^n$ uniformly at random.
Lemma 3 (Littlewood–Offord). For every \( v \in \mathbb{R}^n \setminus \{0\} \) and \( a \in \mathbb{R} \), we have

\[
\mathbb{P}_{x \sim \{0,1\}^n} (\langle x, v \rangle = a) \leq \frac{1}{\sqrt{|\text{supp}(v)|}}.
\]

The Littlewood–Offord Lemma is tight up to a multiplicative constant. If \( v \in \{0,1\}^n \), then the event

\[
\langle x, v \rangle = \mathbb{E}(\langle x, v \rangle) \pm 4\sqrt{|\text{supp}(v)|}
\]

occurs with constant probability. By the pigeonhole principle, it follows that there exists some \( a \in \mathbb{Z} \) for which \( \mathbb{P}_{x \sim \{0,1\}^n} (\langle x, v \rangle = a) = \Omega(|\text{supp}(v)|^{-\frac{1}{2}}) \). However, when \( v \) has ‘nearly exponential decay’, this bound can be considerably improved. For example, when \( v = (1, 2, \ldots, 2^{n-1}) \), then \( \mathbb{P}_{x \sim \{0,1\}^n} (\langle x, v \rangle = a) \leq 2^{-n} \). More generally, when the coordinates of \( v \) decay nearly exponentially, then we expect an exponential-type anti-concentration bound.

Following [11], we introduce the notion of a vector with many scales, which formalizes this notion of nearly exponential decay between the coordinates of a vector.

For \( A \subseteq [n] \) and \( v \in \mathbb{R}^n \), denote by \( v^A \) the vector \( v \) restricted to the set \( A \). For \( p \geq 1 \) and \( v \in \mathbb{R}^n \), let \( \|v\|_p := (\sum_{j=1}^n v_j^p)^{1/p} \) be the \( \ell_p \)-norm of \( v \).

Definition 4. The vector \( v \in \mathbb{R}^n \) has \( S \) scales if there exists a partition \([n] = P_1 \cup \ldots \cup P_S\) for which \( v^{(s)} = v^{P_s} \) satisfies

\[
\|v^{(s)}\|_2 \geq C_1\|v^{(s+1)}\|_2
\]

for every \( s < S \), where \( C_1 = 4C_0^2 \) and \( C_0 = 4.706 \). The smallest scale of \( v \) with respect to the partition \( P_1 \cup \ldots \cup P_S \) is defined to be \( v^{(S)} \) and the size of the smallest scale is \( \|v^{(S)}\|_2 \).

Note that the definition of having \( S \) scales depends on the constant \( C_1 = 4 \cdot (4.706)^2 \). Let us briefly explain the motivation behind this choice. For a vector \( v \in \mathbb{R}^n \) with \( \ell_2 \)-norm 1, let

\[
z_r = z_r(x) = \langle x^{(r)}, v^{(r)} \rangle - \frac{1}{2} \sum_{i \in P_r} v_i,
\]

where \( x^{(r)} = x^{P_r} \). Using the Payley–Zygmund inequality (c.f. Lemma 5) and the second moment method, Yehuda and Yehudayoff [11] showed that the event

\[
\frac{\|v^{(r)}\|_2}{C_0} \leq |z_r| \leq C_0\|v^{(r)}\|_2 \tag{1}
\]

occurs with probability at least \( 1/C_0 \) for each \( r \in [S] \), see Claim 6. Let \( E \) be the set of indices \( r \) for which (1) holds. Using Chernoff’s inequality, we can show that with high probability \( |E| = \Omega(S) \). Moreover, if \( v \) is a vector with \( S \) scales, then for \( r, s \in E \) and \( r < s \) we have

\[
|z_r| \geq \frac{\|v^{(r)}\|_2}{C_0} \geq 4C_0\|v^{(s)}\|_2 \geq 4|z_s|.
\]

Then \( C_1 \) is chosen to be \( 4C_0^2 \) since it implies that the sequence \( (|z_r|)_{r \in E} \) decay exponentially. Once we have this property, we can show that the anti-concentration bound is \( \exp(-\Omega(S)) \).
Before stating the anti-concentration bound of Yehuda and Yehudayoff [11] for vectors with $S$ scales, we state the Payley–Zygmund inequality. For self-completeness, we include its proof.

**Lemma 5** (Payley–Zygmund inequality). Let $\theta \in [0, 1]$ and $Z$ be a non-negative random variable with finite variance. Then,

$$\mathbb{P}(Z > \theta \mathbb{E}(Z)) \geq (1 - \theta)^2 \frac{\mathbb{E}(Z)^2}{\mathbb{E}(Z^2)}.$$  

**Proof.** The expectation of $Z$ can be written as

$$\mathbb{E}(Z) = \mathbb{E}(Z \cdot 1_{\{Z \leq \theta \mathbb{E}(Z)\}}) + \mathbb{E}(Z \cdot 1_{\{Z > \theta \mathbb{E}(Z)\}}).$$

The first term of this sum is bounded by

$$\mathbb{E}(Z \cdot 1_{\{Z \leq \theta \mathbb{E}(Z)\}}) \leq \theta \mathbb{E}(Z).$$

By the Cauchy–Schwarz inequality, the second term is bounded by

$$\mathbb{E}(Z \cdot 1_{\{Z > \theta \mathbb{E}(Z)\}}) \leq (\mathbb{E}(Z^2))^{1/2} \mathbb{P}(Z > \theta \mathbb{E}(Z))^{1/2}.$$

Combining these bounds, we conclude that $\mathbb{E}(Z) \leq \theta \mathbb{E}(Z) + (\mathbb{E}(Z^2))^{1/2} \mathbb{P}(Z > \theta \mathbb{E}(Z))^{1/2}$. This implies

$$\mathbb{P}(Z > \theta \mathbb{E}(Z)) \geq (1 - \theta)^2 \frac{\mathbb{E}(Z)^2}{\mathbb{E}(Z^2)}.$$

Let $x \in \{0, 1\}^n$ be chosen uniformly at random. The next claim states that if $\|v\|_2 = 1$, then $\langle x, v \rangle$ is close to $\mathbb{E}(\langle x, v \rangle)$ with probability bounded away from 0. As we do not have any assumption on supp$(v)$, observe that we cannot hope to have a probability close to 1.

**Claim 6** (Yehuda–Yehudayoff [11]). If $v = (v_1, \ldots, v_n) \in \mathbb{R}^n$ has $\ell_2$-norm $\|v\|_2 = 1$, then for every $C_0 \geq 4.706$ we have that

$$\mathbb{P}_{x \sim \{0, 1\}^n} \left( \frac{1}{C_0} \leq \left| \langle x, v \rangle - \frac{1}{2} \sum_{i=1}^n v_i \right| \leq C_0 \right) \geq \frac{1}{C_0}.$$  

**Proof.** Define $Z = (\langle x, v \rangle - \mathbb{E}(\langle x, v \rangle))^2$. Let us calculate the expected value of $4Z$. Note that

$$4Z = \left( \sum_{i=1}^n v_i (2x_i - 1) \right)^2.$$  

As $\mathbb{E}(2x_i - 1) = 0$ and $\mathbb{E}( (2x_i - 1)^2 ) = 1$, we have

$$\mathbb{E}(4Z) = \sum_{i=1}^n v_i^2 = 1.$$
Now let us calculate the second moment of $4Z$. As $\mathbb{E}(2x_i - 1) = \mathbb{E}((2x_i - 1)^3) = 0$ and $\mathbb{E}((2x_i - 1)^2) = \mathbb{E}((2x_i - 1)^4) = 1$, we have

$$\mathbb{E}((4Z)^2) = \mathbb{E}\left(\left(\sum_{i=1}^{n} v_i(2x_i - 1)\right)^4\right) = \sum_{i=1}^{n} v_i^4 + 6 \sum_{i \neq j} v_i^2 v_j^2 \leq 3 \left(\sum_{i=1}^{n} v_i^2\right)^2 = 3.$$

Let $C \geq 4.706$. As $\mathbb{E}(4Z) = 1$, by Markov’s inequality we have

$$\mathbb{P}(4Z \geq 4C^2) \leq \frac{1}{4C^2}.$$

As $\mathbb{E}(4Z) = 1$ and $\mathbb{E}((4Z)^2) \leq 3$, by the Paley-Zygmund inequality (c.f. Lemma 5) we have

$$\mathbb{P}(4Z > \frac{4}{C^2}) \geq \frac{1}{3} \left(1 - \frac{4}{C^2}\right)^2.$$

Combining the previous inequalities, it follows that

$$\mathbb{P}\left(\frac{1}{C^2} < Z < C^2\right) \geq \frac{1}{3} \left(1 - \frac{4}{C^2}\right)^2 - \frac{1}{4C^2}.$$

The last expression is at least $C^{-1}$ whenever $C \geq 4.706$. \qed

We are now ready to state and prove the anti-concentration bound of Yehuda and Yehudayoff \cite{Yehuda2004} for vectors with $S$ scales. Throughout this paper, logarithms are in base $e$.

**Lemma 7** (Yehuda–Yehudayoff \cite{Yehuda2004}). There is a constant $C_2 > 1$ such that the following holds. If $v \in \mathbb{R}^n$ has $S$ scales and the size of the smallest scale is $\delta > 0$, then for every $a \in \mathbb{R}$ and $b \geq 2$ we have

$$\mathbb{P}_{x \sim \{0,1\}^n}(|\langle x, v \rangle - a| < b\delta) < C_2 \exp\left(-\frac{s}{C_2} + C_2 \log(b)\right).$$

**Proof.** Let $[n] = P_1 \cup \ldots \cup P_S$ be the partition of $[n]$ associated to the scales of $v$. For $r \in [S]$, define

$$z_r = \langle x^{(r)}, v^{(r)} \rangle - \frac{1}{2} \sum_{i \in P_r} v_i,$$

where $x^{(r)} = x^{P_r}$. Let $E$ be the set of indices $r \in [S]$ for which the event

$$\frac{\|v^{(r)}\|_2}{C_0} \leq |z_r| \leq C_0 \|v^{(r)}\|_2$$

occurs. We claim that $(|z_r|)_{r \in E}$ decreases exponentially and that $|z_r| > 3b\delta$ whenever $r \in E$ and $r < S - \log(3b)$. In fact, note that if $r \in E$ and $s > r$ ($s$ might not be in $E$), then

$$|z_r| \geq \frac{\|v^{(r)}\|_2}{C_0} \geq 4C_0 \|v^{(s)}\|_2,$$

where the second inequality follows from the $S$ scales property. This implies that

$$|z_r| \geq 4|z_s| \quad \text{and} \quad |z_r| \geq 4C_0 \cdot (4C_0^2)^{S-(r+1)} \cdot \delta$$
for all \(r, s \in E\) such that \(r < s\). The first inequality follows from (2) combined with (3). The second inequality follows from (3) combined with \(|v^{(r+1)}|_2 \geq (4C_0^2)^{-(r+1)} \cdot \delta\), by the \(S\) scales property. In particular, from the last inequality it follows that \(|z_r| > 3b\delta\), whenever \(r \in E\) and \(r < S - \log(3b)\).

Let \(R\) be the set of indices \(r \in E\) so that \(|z_r| > 3b\delta\). Now we show that \(R\) is large with high probability. Observe that the indicators \(1_{\{r \in E\}}\) are independent from each other. By Claim 6, we have \(P(r \in E) \geq C_0^{-1}\), and by Chernoff’s inequality\(^1\) we have

\[
\mathbb{P}\left(|E| \leq \frac{S}{2C_0}\right) \leq e^{-S/(8C_0)}.
\]

As \(|z_r| > 3b\delta\) whenever \(r < S - \log(3b)\), we have

\[
\mathbb{P}\left(|R| \geq \frac{S}{2C_0} - \log(3b)\right) \geq 1 - e^{-S/(8C_0)}.
\] (4)

Let \(\varepsilon \in \{-1, 1\}^S\) be uniformly chosen, independently of \(x \in \{0, 1\}^n\). Observe that the variables \(x_i v_i - v_i/2\) and \(\varepsilon_r (x_i v_i - v_i/2)\) are uniformly distributed in \(-v_i/2, v_i/2\), for \(i \in [n]\) and \(r \in [S]\). Moreover, \(z_r\) has the same distribution as \(\varepsilon_r z_r\), for \(r \in [S]\). Thus, it suffices to bound the probability that \(|\varepsilon_1 z_1 + \ldots + \varepsilon_S z_S - a| < b\delta\). To do so, we first reveal \(x \in \{0, 1\}^n\), and hence \(R\). Then, we reveal \(\varepsilon_r\) for \(r \notin R\). Conditioning on these variables, it suffices to bound the probability that

\[
\left| \sum_{r \in R} \varepsilon_r z_r - c \right| < b\delta
\] (5)

for all \(c \in \mathbb{R}\).

Fix some \(c \in \mathbb{R}\). We claim the following.

**Claim 8.** The probability that (5) occurs is bounded by \(2^{-|R|}\), that is, there is at most one choice for \(\varepsilon \in \{-1, +1\}^R\) so that (5) holds.

Observe that this claim together with (1) would imply that

\[
\mathbb{P}_{x \sim \{0, 1\}^n}\left(|\langle x, v \rangle - a| < b\delta\right) < \exp\left(-\frac{S}{8C_0}\right) + \exp\left(-\frac{S}{2C_0} + \log(3b)\right),
\]

which proves the lemma. Thus, it suffices to prove Claim 8.

**Proof of Claim 8.** Suppose for contradiction that there exist \(\varepsilon \neq \varepsilon'\), both satisfying (5). Let \(r_0\) be the minimum index where \(\varepsilon_{r_0} \neq \varepsilon'_{r_0}\), so \(|\varepsilon_{r_0} - \varepsilon'_{r_0}| = 2\). Then,

\[
2b\delta > \left| \sum_{r \in R} (\varepsilon_r - \varepsilon'_r) z_r \right| \geq 2|z_{r_0}| - \left| \sum_{r \in R, r > r_0} (\varepsilon_r - \varepsilon'_r) z_r \right|.\] (6)

---

\(^1\)Chernoff’s inequality states that \(\mathbb{P}(X \leq \mathbb{E}(X)/2) \leq e^{-\mathbb{E}(X)/8}\), where \(X\) is a sum of independent Bernoulli random variables.
However, since \( |z_r| \geq 4|z_s| \) for every \( r, s \in R \) with \( r < s \), we have
\[
\left| \sum_{r \in R: r > r_0} (\varepsilon_r - \varepsilon_r') z_r \right| \leq 2|z_{r_0}| \cdot \sum_{i \geq 1} 4^{-i} = \frac{2|z_{r_0}|}{3}. \tag{7}
\]
By (6) and (7), we conclude that
\[
2b\delta > \left| \sum_{r \in R} (\varepsilon_r - \varepsilon_r') z_r \right| \geq \frac{4|z_{r_0}|}{3} > 4\delta,
\]
a contradiction. The last inequality follows from the fact \( r_0 \in R \).

3. A LEMMA FROM CONVEX GEOMETRY

In this section, we introduce Bang’s Lemma, which is the main tool of the proof. This lemma was obtained by Bang [3] in his proof of the symmetric case of Tarski’s plank problem, as observed by Ball [2]. Roughly speaking, it states that for every \( k \times k \) symmetric matrix \( M \) with positive diagonal entries and a vector \( \zeta \in \mathbb{R}^k \), there exists a vector \( \varepsilon \in \{\pm 1\}^k \) for which \( (M\varepsilon)_t \) is far from \( \zeta_t \), for all \( t \in [k] \). That is, \( \varepsilon \) is far from the hyperplanes \( \langle M_t, x \rangle = \zeta_t \), where \( M_t \) denotes the \( t \)-th row of \( M \).

**Lemma 9 (Bang [2, 3]).** Let \( M \) be a \( k \times k \) symmetric matrix such that \( M_{tt} \geq 0 \) for every \( t \in [k] \). For \( \zeta = (\zeta_1, \ldots, \zeta_k) \in \mathbb{R}^k \) and \( \theta = (\theta_1, \ldots, \theta_k) \in \mathbb{R}_{\geq 0}^k \), there exists \( \varepsilon \in \{\pm 1\}^k \) such that
\[
\left| \langle M(\varepsilon) \rangle_t - \zeta_t \right| \geq M_{tt}\theta_t \tag{8}
\]
for every \( t \in [k] \), where \( \theta \varepsilon := (\theta_1\varepsilon_1, \ldots, \theta_k\varepsilon_k) \).

**Proof.** Let \( \varepsilon \in \{\pm 1\}^k \) be a vector that maximizes the expression
\[
\langle (M_\varepsilon)(\theta) \rangle_t - 2\langle \theta \varepsilon, \zeta \rangle = \sum_{i,j=1}^k M_{ij}\theta_i\theta_j\varepsilon_i\varepsilon_j - 2\sum_{i=1}^k \theta_i\varepsilon_i\zeta_i.
\]
Let \( t \in [k] \) and \( \varepsilon^{(t)} \in \{\pm 1\}^k \) be the vector which differs from \( \varepsilon \) only in the \( t \)-th coordinate. By the maximality of \( \varepsilon \), we have that
\[
(\varepsilon_t - \varepsilon^{(t)}_t) \left[ \sum_{i \neq t} M_{it}\theta_i\varepsilon_i + \sum_{i \neq t} M_{it}\theta_t\varepsilon_i - 2\theta_t\zeta_t \right] \geq 0.
\]
This is equivalent to
\[
4\theta_t\varepsilon_t \left[ \sum_{i \neq t} M_{it}\theta_i\varepsilon_i - \zeta_t \right] = 4\theta_t\varepsilon_t \left[ \sum_{i=1}^k M_{it}\theta_i\varepsilon_i - \zeta_t - M_{tt}\theta_t\varepsilon_t \right] \geq 0. \tag{9}
\]
Simplifying the left-hand side of (8), we conclude that
\[
\left| \langle (M(\varepsilon)) \rangle_t - \zeta_t \right| = \left| \sum_{i=1}^k M_{it}\theta_i\varepsilon_i - \zeta_t \right| \geq \varepsilon_t \left( \sum_{i=1}^k M_{it}\theta_i\varepsilon_i - \zeta_t \right) \geq M_{tt}\theta_t\varepsilon_t^2 = M_{tt}\theta_t,
\]

for every $t \in [k]$. \qed

Lemma 9 above tells us that we can find a vector from $\{\pm 1\}^k$ that is far from each of the hyperplanes $\{ x \in \mathbb{R}^k : \sum_{j=1}^k M_{ij} \theta_j x_j = \zeta_i \}$ for $i \in [k]$. We will apply Lemma 9 to find a vector $y \in [0, 1]^n$ that is far away from each of the hyperplanes $\langle v_i, x \rangle = \mu_i$, for $i \in [k]$. Note that this vector $y$ is not necessarily a vertex of the cube $\{0, 1\}^n$. We define a probability distribution over the $n$-cube $\{0, 1\}^n$ based on the vector $y$ which will make it unlikely for a randomly sampled vector to lie in any of the hyperplanes. We use the probabilistic method to conclude, similar to Lemma 3, that a collection of vectors with a certain structure cannot cover many vertices. This intuition is formalized in Proposition 11 below. For its proof, we make use of the following version of Hoeffding’s inequality (Lemma 10). We highlight that this stronger inequality allows us to improve the logarithmic term on the number of hyperplanes in an essential cover. The slightly weaker lower bound $\Omega\left(\frac{n^{5/9}}{(\log n)^{2/3}}\right)$ could be obtained by applying Bernstein’s inequality \[4\] instead.

**Lemma 10** (Hoeffding’s inequality \[6\]). Let $z_1, \ldots, z_\ell$ be independent zero mean random variables such that, for every $j \in [\ell]$, $a_j \leq z_j \leq b_j$ almost surely. Then, for every $t > 0$ we have

$$
P\left(\sum_j z_j \geq t\right) \leq \exp\left(-\frac{2t^2}{\sum_j (b_j - a_j)^2}\right).$$

Let $\mu \in \mathbb{R}^\ell$ and $V$ be an $\ell \times m$ matrix whose rows have $\ell_2$-norm 1. Roughly speaking, the proposition says that if the $\ell_2$-norm and the support of each column of $V$ are small, then the rows of $V x = \mu$ do not cover the entire $m$-cube $\{0, 1\}^m$. The idea of the proof of Theorem 2 is to apply Proposition 11. For every essential matrix, we find a large submatrix whose norm and support of each column are small. We then apply Proposition 11 to such submatrix and show that there must be a vertex of the $n$-cube which is not covered. Below, $v_{\ast,j}$ denotes the vector corresponding to the $j$-th column of the matrix $V$.

**Proposition 11.** Let $V$ be an $\ell \times m$ matrix such that $\|v_i\|_2 = 1$ for all $i \in [\ell]$, where $v_i$ is the $i$-th row of $V$. Suppose that $\alpha = \max_{j \in [m]} |\text{supp}(v_{\ast,j})|$ and $\beta = \max_{j \in [m]} \|v_{\ast,j}\|_2^2$ satisfy

$$2\alpha \beta \log(4\ell) \leq 1.$$ 

Then, for every $\mu \in \mathbb{R}^\ell$, the hyperplanes given by the rows of the system $V x = \mu$ do not cover the entire $m$-cube $\{0, 1\}^m$.

**Proof.** Let $\theta, \zeta_1, \ldots, \zeta_\ell \in \mathbb{R}$ be given by $\theta := (2\log(4\ell))^{1/2}$ and $\zeta := 2\mu - V \cdot \bar{1}$, where $\bar{1}$ denotes the vector with all coordinates equal to 1. By Bang’s Lemma (c.f. Lemma 9) for $M := V V^T$ and $\theta_i = \theta$ for $i \in [\ell]$, there exists a vector $\varepsilon \in \{\pm 1\}^\ell$ such that

$$|(V V^T \theta \varepsilon)_i - \zeta_i| \geq \theta \quad (10)$$
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for every \(i \in [\ell]\). In particular, the vector \(y' := \theta V^T \varepsilon\) satisfies \(|\langle v_i, y' \rangle - \zeta_i| \geq \theta\) for every \(i \in [\ell]\). By the Cauchy–Schwartz inequality, we have

\[
\|y'\|_\infty = \|\theta V^T \varepsilon\|_\infty = \max_{j \in [n]} \left| \theta \sum_{i=1}^{\ell} v_{ij} \varepsilon_i \right| \leq \theta \sqrt{\alpha \beta} \leq 1.
\]

We would like to find a vector of the \(m\)-cube (i.e. in \(\{0, 1\}^m\)) that satisfies no row from the system of equations \(V x = \mu\). First, we use \(y'\) to find a vector \(y \in [0, 1]^m\) which is far from the hyperplanes \(\langle v_i, x \rangle = \mu_i\), for \(i \in [\ell]\). For this, we set \(y := y' + \frac{1}{2}\). As \(\|y'\|_\infty \leq 1\), note that \(y \in [0, 1]^m\). By (10), we have

\[
|(V(2y - 1))_i - \zeta_i| = |2(Vy)_i - 2\mu_i| \geq \theta.
\]

Define the random vector \(w := y + \delta\), where \(\delta \in \mathbb{R}^m\) is a random vector with independent entries and distribution given by

\[
P(\delta_i = 1 - y_i) = y_i \quad \text{and} \quad P(\delta_i = -y_i) = 1 - y_i.
\]

Observe that the random variables \(\delta_i\) are chosen so that we have \(w \in \{0, 1\}^m\) and \(E(\delta) = 0\). To finish the proof of Proposition 11, it suffices to show that \(\sum_{i=1}^{\ell} P(\langle w, v_i \rangle = \mu_i) < 1\). To bound each of the probabilities \(P(\langle w, v_i \rangle = \mu_i)\), we first note that

\[
P(\langle w, v_i \rangle = \mu_i) \leq P(\left| \langle \delta, v_i \rangle \right| = |\mu_i - \langle y, v_i \rangle|) \leq P\left( \left| \langle \delta, v_i \rangle \right| \geq \frac{\theta}{2} \right),
\]

where we used (11) for the last inequality.

The variables \((\delta_j v_{ij})_{j \in [m]}\) are independent, bounded by \(-v_{ij} \leq \delta_j v_{ij} \leq v_{ij}\) and centered (i.e. \(E[\delta_j v_{ij}] = 0\)) for every \(j \in [\ell]\). By (12) and Hoeffding’s inequality (c.f. Lemma 10), we have

\[
P(\langle w, v_i \rangle = \mu_i) \leq P\left( \left| \langle \delta, v_i \rangle \right| \geq \frac{\theta}{2} \right) \leq 2 \cdot \exp\left( -\frac{2(\theta/2)^2}{\sum_{j=1}^{m} v_{ij}^2} \right) = 2 \exp\left( -\frac{-\theta^2}{2} \right).
\]

As \(\theta = (2 \log(4\ell))^{1/2}\), we obtain

\[
\sum_{i=1}^{\ell} P(\langle w, v_i \rangle = \mu_i) \leq 2\ell \exp\left( -\frac{-\theta^2}{2} \right) \leq \frac{1}{2}. \quad \square
\]

Proposition 11 above is the main difference in the proof of Theorem 2 compared to the proof from [10]. Roughly speaking, the better dependence on parameters of the condition \(2\alpha \beta \log(4\ell) \leq 1\) allows us to substantially improve the lower bound on the number of hyperplanes in any essential cover of the cube.

### 4. The structure of essential covers

In this section, we prove structural statements for essential matrices. The goal is to decompose an essential matrix in such a way that we find a suitable submatrix where we can
apply Proposition \ref{prop:2}. The decomposition will be done in two steps. In the first decomposition, we divide the essential matrix into four blocks, see Subsection \ref{sec:4.1}. In one of the blocks, we will have small column norm and row norm either 0 or 1. As every row needs to have norm 1 to apply Proposition \ref{prop:2} we decompose this block even further to deal with the rows of norm 0. This is the second decomposition (see Subsection \ref{sec:4.2}), which is the main result of this section.

The proofs of the decomposition lemmas are done algorithmically and have the same flavor as the proof for the lower bound of $n^{1/3}$ given by Linial and Radhakrishnan \cite{LinialRadhakrishnan02}. For the reader to be familiarized with the high-level techniques used in the decompositions, we first state and prove this result.

**Lemma 12 (Linial–Radhakrishnan \cite{LinialRadhakrishnan02}).** An essential cover of the $n$-cube has at least $n^{1/3}$ hyperplanes.

**Proof.** Let $V$ be a $k \times n$ essential matrix. As usual, denote its rows by $v_1, \ldots, v_k$. For $\ell > 0$ (to be chosen later to be $n^{2/3}$), we run the following algorithm.

**Initiate** $L_1 \leftarrow \emptyset$, $L_2 \leftarrow [k]$, $M_1 \leftarrow [n]$ and $M_2 \leftarrow \emptyset$.

**While** there is $i \in L_2$ such that $|\text{supp}(v_i) \setminus M_2| < \ell$, 
- $L_1 \leftarrow L_1 \cup \{i\}$ and $L_2 \leftarrow L_2 - \{i\}$;
- $M_2 \leftarrow M_2 \cup \text{supp}(v_i)$ and $M_1 \leftarrow M_1 - \text{supp}(v_i)$;

**Output:** $L_1$, $L_2$, $M_1$ and $M_2$.

The algorithm outputs a partition of the rows $L_1 \cup L_2 = [k]$ and a partition of the columns $M_1 \cup M_2 = [n]$ with the following properties. If $L_1, M_1 \neq \emptyset$, then the submatrix $V(L_1 \times M_1)$ is identically 0. If $L_2 \neq \emptyset$, then $M_1 \neq \emptyset$ and each row in $V(L_2 \times M_1)$ has support of size at least $\ell$. Moreover, by relabeling the rows in $L_1$ and the columns in $M_2$ if necessary, the vectors in $L_1$ have the following property. If $L_1 \neq \emptyset$, then we have $M_2 \neq \emptyset$, $\text{supp}(v_i) \subseteq M_2$ and $|\text{supp}(v_i) \setminus \bigcup_{j<i} \text{supp}(v_j)| < \ell$ for all $i \leq |L_1|$. Below, Figure \ref{fig:1} represents a partition given by the algorithm.

We are now ready to bound the size of the essential cover. If $L_1 = [k]$, then we have $M_2 = [n]$. As $\bigcup_i \text{supp}(v_i) = [n]$, this implies that $k \cdot \ell \geq n$. If $L_1 \neq [k]$, then $L_2 \neq \emptyset$ and hence there exists $x \in \{0,1\}^n$ not covered by the hyperplanes in $L_1$. Let $P$ be the $|M_1|$-dimensional cube agreeing with $x$ on $M_2$. Fix the $M_2$-coordinates of $x$. Now, the hyperplanes corresponding to the rows in $L_2$ form a covering of $P$. By Lemma \ref{lem:3}, each hyperplane in $L_2$ covers at most $2^{|M_1|}/\sqrt{\ell}$ vertices of $P$, and hence $L_2$ needs to have size at least $\sqrt{\ell}$ for the $|M_1|$-cube to be covered. That is, we have $k \geq |L_2| \geq \sqrt{\ell}$. We conclude that $k \geq \min\left\{\frac{n}{\ell}, \sqrt{\ell}\right\}$. Choosing $\ell = n^{2/3}$, we obtain $k \geq n^{1/3}$. \hfill $\Box$

Note that the main idea of the proof is to explore the facts that hyperplanes with big support cannot cover many vertices, and that only few hyperplanes can have relatively
small support. We shall make use of these properties in the first and second decompositions (c.f. Lemmas 14 and 15). The next lemma is a key ingredient for the proof of such decompositions. It bounds the support of every row in an essential matrix.

**Lemma 13** (Linial–Radhakrishnan [7]). Let \( V \) be a \( k \times n \) essential matrix. Then, we have \(|\text{supp}(v_i)| \leq 2k^2\) for all \( i \in [k] \).

Using Lemma 13, we can easily show that every essential cover of the \( n \)-cube has \( \Omega(\sqrt{n}) \) hyperplanes. Indeed, by Lemma 13, every \( k \times n \) essential matrix \( V \) has at most \( 2k^2 \) non-zero entries. On the other hand, every column of \( V \) has a non-zero entry, and hence we have at least \( n \) non-zero entries in total. This implies that \( 2k^2 \geq n \). In [7], Linial and Radhakrishnan were able to obtain a slightly stronger lower bound (by a multiplicative constant) by showing that in every column we have at least two non-zero entries.

4.1. **First decomposition.** Let \( v_1, \ldots, v_k \in \mathbb{R}^n \) be vectors with \( \ell_2 \)-norm 1 given by an essential cover of the \( n \)-cube. We would like to apply Proposition 11 to show that \( k \) cannot be small, as otherwise, there will be a vertex not covered by the hyperplanes. To apply this proposition, we need to bound the support and the \( \ell_2 \)-norm of each column of \( V \). However, we might not have good bounds for these quantities: the support of each column can be as large as \( k \) and the norm can be as large as \( \Omega(\sqrt{k}) \). Luckily, we expect a random large submatrix of \( V \) to be much more well-behaved.

In the first decomposition (c.f. Lemma 14), we rescale \( V \) and find a large submatrix \( V[L_1 \times M_1] \) with the following properties. The rows of \( V[L_1 \times M_1] \) have \( \ell_2 \)-norm either 0 or 1; the columns have support roughly bounded by \( 2k^2/n \); the \( \ell_2 \)-norm of the column

---

**Figure 1.** The decomposition of \( V \) in the proof of Lemma 12.
vectors is bounded by $W^{-1/2}$, where $W = W(n) > 0$ is an arbitrary function; and the size of the set $M_2 := M_1^c$ is roughly bounded by $kW$. In the proof of Theorem 2, the function $W = (n \log n)^{1/9}$ is chosen so that, even if we apply the first decomposition multiple times inside the matrix, the union of the sets $M_2$ will have size at most $n/8$. This will help us to find a large submatrix whose rows have $\ell_2$-norm 1 and whose columns have small norm.

Ideally, to apply Proposition 11, we wish that all the rows in $V[L_1 \times M_1]$ had norm 1. However, this cannot be guaranteed in this step, as the first decomposition (c.f. Lemma 14) holds for every matrix, not necessarily coming from an essential cover. In Lemma 15, which is the core of the proof of Theorem 2 together with Proposition 11, we refine this decomposition to control the rows with many zeros. Once we find a submatrix $V[L_1 \times M_1]$ whose rows have norm either 0 or 1 and whose columns have small support, we still need to deal with the rest of the matrix $V$. However, the decomposition is done in such a way that if $i \notin L_1$, then the coordinates of $v_i$ have approximately exponential decay.

For a vector $v$ and a set $A$, denote by $v|_A$ the subvector of $v$ restricted to the coordinates in $A$. We show that there exists $a \in \{0,1\}^{n-|M_1|}$ such that

$$\langle v_i|_{M_1^c}, u \rangle \neq \mu_i - \langle v_i|_{M_1^c}, a \rangle$$

for every $i \notin L_1$ and $u \in \{0,1\}^{M_1}$. Thus, the strategy is reduced to restrict ourselves to the subcube $\{0,1\}^{M_1} \times a$ and show that $V[L_1 \times M_1]$ is not a covering system for this subcube.

Let $V \in \mathbb{R}^{k \times n}$ be a matrix with rows $v_1, \ldots, v_k$ and $V' \in \mathbb{R}^{k \times n}$ be a matrix with rows $v'_1, \ldots, v'_k$. We say that $V' \in \mathbb{R}^{k \times n}$ is a rescaling of a matrix $V \in \mathbb{R}^{k \times n}$ if there are real numbers $(\phi_i)_{i=1}^k$ such that $v'_i = \phi_i v_i$ for $i \in [k]$. The first decomposition lemma, obtaining a matrix decomposition as in Figure 2, is as follows.

**Lemma 14.** There exists $C_3 > 0$ such that the following holds. For every $V \in \mathbb{R}^{k \times n}$, $S \in \mathbb{N}$ and $W > 0$, there are partitions $[k] = L_1 \cup L_2$ and $[n] = M_1 \cup M_2$, with $|M_2| \leq C_3 k SW$, such that for some rescaling $V'$ of $V$ we have the following.

(i) Every row in $V'[L_1 \times M_1]$ has $\ell_2$-norm either 0 or 1;

(ii) Every column in $V'[L_1 \times M_1]$ has $\ell_2$-norm strictly less than $W^{-1/2}$;

(iii) Every row $i \in L_2$ of $V'$ has $S$ scales, and the position of its smallest scale contains the $M_1$ columns.

**Proof.** Without loss of generality, assume that each column of $V$ has $\ell_2$-norm equal to 1. The strategy to obtain the desired partitions $[k] = L_1 \cup L_2$ and $[n] = M_1 \cup M_2$ is the following algorithm. Start with $L_1 = [k]$ and $M_1 = [n]$ and move columns from $M_1$ to $M_2$ until every column in $M_1$ has small norm. While moving those columns, if a row has a certain fraction of its norm moved to $M_2$, then this creates a scale. If we create $S$ scales for a row, then we move that row to $L_2$.

Formally, the algorithm is as follows. Let $\tau > 0$ be so that $\frac{1-\tau}{\tau} = C_1^2$, where $C_1$ is the constant from Definition 4.
Figure 2. The decomposition of a rescaling of $V$ as in Lemma 14.

Initiate $L_1 \leftarrow [k]$, $L_2 \leftarrow \emptyset$, $M_1 \leftarrow [n]$ and $M_2 \leftarrow \emptyset$.

While there exists a column $j \in M_1$ with $\sum_{i \in L_1} v_{ij}^2 \geq \tau W^{-1}$, do:

1. Set $M_1 \leftarrow M_1 \setminus \{j\}$ and $M_2 \leftarrow M_2 \cup \{j\}$. If there is more than one such column $j$, then we choose only one of them arbitrarily.

2. For $i \in L_1$ such that $\|v_i\|_{M_1}^2 \in (0, \tau]$, multiply the row $i$ by $\|v_i\|_{M_1}^{-2}$. That is, set
   \[ v_i \leftarrow v_i \cdot \|v_i\|_{M_1}^{-2}. \]

3. If Step 2 is executed $S$ times for a row $i$, then set $L_1 \leftarrow L_1 \setminus \{i\}$ and $L_2 \leftarrow L_2 \cup \{i\}$. $M_2 \leftarrow M_2 \cup \text{supp}(v_i)$ and $M_1 \leftarrow M_1 \setminus \text{supp}(v_i)$;

For $i \in L_1$ such that $\|v_i\|_{M_1}^2 \neq 0$, multiply the row $i$ by $\|v_i\|_{M_1}^{-2}$. That is, set
   \[ v_i \leftarrow v_i \cdot \|v_i\|_{M_1}^{-1}. \]

Output: $V$, $L_1$, $L_2$, $M_1$ and $M_2$.

end.

We now make some simple observations about the algorithm. At Step 3 of the While loop, if $\|v_i\|_{M_1}^2 \leq \tau$ for some $i \in L_1$, then multiplying $v_i$ by $\|v_i\|_{M_1}^{-2}$ renormalizes the vector $v_i$ so that its $\ell_2$-norm restricted to the set $M_1$ is 1. For each $i \in [k]$, denote by $v_i(t)$ and $M_1(t)$ the vector $v_i$ and the set $M_1$ after the $t$-th iteration of the While loop, respectively. Let $t_1 < t_2$ be two steps corresponding to two consecutive renormalizations of a row $v_i$. Before
executing Step 3 in iteration $t_2$, we have the following mass distribution in $v_i(t_2 - 1)$.

$$\|v_i(t_2 - 1)\|_{M_1(t_1) \setminus M_1(t_2)}^2 \geq 1 - \tau \quad \text{and} \quad \|v_i(t_2 - 1)\|_{M_1(t_2)}^2 \leq \tau.$$ 

This implies that

$$\|v_i(t_2 - 1)\|_{M_1(t_1) \setminus M_1(t_2)}^2 \geq \frac{1 - \tau}{\tau} \cdot \|v_i(t_2 - 1)\|_{M_1(t_2)}^2.$$ 

Recall $\frac{1 - \tau}{\tau} = C_1^2$. Then, each renormalization of $v_i$ corresponds to a new scale. As we move a vector to $L_2$ if we renormalize it $S$ times, every row in $L_2$ has $S$ scales. Moreover, by construction, the position of the smallest scale contains the $M_1$ columns.

Let $T$ be the last step of the While loop and $V'$ be the rescaled matrix output by the algorithm. The renormalization of the rows after the end of the While loop guarantees that Property (i) holds. Before this renormalization is executed, observe that every column $j \in M_1(T)$ satisfies

$$\sum_{i \in L_1} v_{ij}^2(T)^2 < \tau W^{-1},$$

and every row $i \in L_1$ has either $\ell_2$-norm zero or

$$\sum_{j \in M_1} v_{ij}^2(T)^2 > \tau.$$ 

This implies that, after the final renormalization, for each $j \in M_1$ the sum $\sum_{i \in L_1} v_{ij}^2(T)^2$ can increase by a factor of at most $1/\tau$, and hence

$$\sum_{i \in L_1} v_{ij}^2 \leq \frac{1}{\tau} \cdot \tau W^{-1} = W^{-1}.$$ 

This shows that Property (ii) holds.

It remains to prove that the algorithm ends with $|M_2| \leq C_3 kSW$, for some absolute constant $C_3 > 0$. Indeed, each row can be renormalized at most $S$ times and the total sum $\sum v_{ij}^2$ moved from $V[L_1 \times M_1]$ to $V[L_1 \times M_2]$ during the algorithm is at most $kS$. On the other hand, every time a column is moved to $M_2$, the sum $\sum_{i \in L_1} v_{ij}^2$ loses a mass of size at least $\tau W^{-1}$. Therefore, we have

$$|M_2| \cdot \tau W^{-1} \leq kS,$$

and hence the number of columns moved to $M_2$ is at most $kSW/\tau$, as desired. $$\square$$

4.2. Second decomposition. To motivate the second decomposition, let us recall the proof strategy. Suppose for contradiction that there exists an essential covering system $Vx = \mu$, where $V \in \mathbb{R}^{k \times n}$ and $k = O \left( \frac{n^{5/9}}{\log n}^{1/9} \right)$, for a sufficiently small implicit constant. We would like to arrive at a contradiction by finding a vector $u \in \{0, 1\}^n$ which is covered by none of the hyperplanes from the system $Vx = \mu$. The first step is to apply Lemma 14. Let $L_1 \cup L_2 = [k]$ and $M_1 \cup M_2 = [n]$ be the partition of the rows and columns of $V$ given by Lemma 14 respectively. Let $Z$ be the set of rows in $L_1$ which are 0 when restricted to $M_1$. 
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Ideally, we would like to show that for every \( i \in Z \) we have
\[
|\text{supp}(v_i|_{M_2})| > 4|Z|^2. \tag{13}
\]
If this was true, then we could use the Littlewood–Offord lemma (c.f. Lemma 3) and Lemma 7 to find a vector \( a \in \{0,1\}^{M_2} \) such that
\[
\langle v_i|_{M_1}, u \rangle - \langle v_i|_{M_2}, a \rangle
\]
for every \( i \in Z \cup L_2 \) and \( u \in \{0,1\}^{M_1} \). Thus, we could restrict ourselves to the subcube \( \{0,1\}^{M_1} \times a \) and apply Proposition 11 to \( V[(L_1 \setminus Z) \times M_1] \) to show that there exists a vector which is not covered. Unfortunately, we cannot guarantee that (13) holds in this step. Instead, we decompose the matrix \( V \) much further depending on the size of \( Z \). If \( |Z| \) is big, then we ignore the rows in \( Z \) and apply Lemma 14 to the matrix \( V := V[(L_1 \setminus Z) \times M_1] \).

From Lemma 14 we obtain partitions \( L_1^1 \cup L_2^1 \) and \( M_1^1 \cup M_2^1 \) of the rows and columns of \( V \), respectively. Similarly, we define \( Z_1 \) to be the set of rows in \( L_1^1 \) which are 0 when restricted to \( M_1^1 \). If \( |Z_1| \) is big, then we apply the same procedure to \( V_2 := V[(L_1^1 \setminus Z_1) \times M_1^1] \). We repeat this process until we arrive at a submatrix \( V_i \) where \( |Z_i| \) is small. We show that this procedure does not last very long, and hence \( V_i \) still has \( n/2 \) columns. Once \( |Z_i| \) is small, then we have a better chance of showing that (13) holds in \( V_i \). Unfortunately, when we arrive at \( V_i \) we still cannot guarantee that (13) holds in \( V_i \). However, since \( |Z_i| \) is small, we are only able to show that few rows in \( V_i \) do not satisfy (13). By ignoring these rows and modifying the previous algorithm slightly, we obtain a matrix decomposition as in Figure 3. Formally, we have the following.

**Lemma 15.** There exists \( C_4 > 0 \) such that the following holds. Let \( V \in \mathbb{R}^{k \times n} \) be an essential matrix, \( W > 0 \) and \( S \in \mathbb{N} \) be such that \( C_3 k S W \leq n/8 \), where \( C_3 > 0 \) is the constant given by Lemma 14. If \( k \leq C_4 \cdot (S \cdot W)^{-2/5} \cdot n^{3/5} \), then there exist partitions \( [k] = K_1 \cup K_2 \cup K_3 \cup K_4 \) and \( [n] = N_1 \cup N_2 \cup N_3 \) with \( |N_1| \geq n/2 \) such that for some rescaling \( V' \) of \( V \) we have the following.

(i) Every column in \( N_1 \cup N_2 \) has support of size at most \( 16k^2/n \);
(ii) \( V'[K_1 \times (N_1 \cup N_2)] = 0 \) and \( V'[K_2 \times N_1] = 0 \);
(iii) In \( V'[K_2 \times N_2] \), every row has support of size at least \( 4|K_2|^2 \);
(iv) In \( V'[K_3 \times N_1] \), every row has \( \ell_2 \)-norm 1 and every column has \( \ell_2 \)-norm at most \( W^{-1/2} \).

In particular, item (i) implies that for every \( j \in N_1 \) we have
\[
\sum_{i \in K_3} |v_{ij}'| < (W^{-1} \cdot 16k^2/n)^{1/2}. \tag{14}
\]
(v) In \( V'[K_1 \times (N_1 \cup N_2)] \), every row has \( S \) scales, the smallest scale is non-zero and its position contains \( N_1 \).

**Proof.** Let \( N_3 \) be the set of columns with support of size at least \( 16k^2/n \). As the number of non-zero entries in \( V \) is at most \( 2k^2 \) (c.f. Lemma 13), we have \( |N_3| \leq n/8 \). Let \( K_1 \) be the
set of $i$'s such that $v_i|_{N_3^c} = 0$, where $N_3^c := [n] \setminus N_3$. Let $\gamma \in (0, 1)$ be a parameter to be optimized later (which will be $1/3$). The partition is obtained by the following algorithm.

0. Set $N_3 \leftarrow \{j \in [k] : \supp(v_{ij}) \geq 16k^2/n\}$ and $K_1 \leftarrow \{i \in [k] : v_i|_{N_3^c} = 0\}$; set $i \leftarrow 0$ and $V_i \leftarrow \left[ K_1 \times N_3^c \right]$.

1. Apply Lemma 14 to $V_i$. Let $V_i'$ be the rescaling of $V_i$ given by Lemma 14. Let $L_i^1 \cup L_i^2$ and $M_i^1 \cup M_i^2$ be the partitions of the rows and columns of $V_i'$, respectively.

2. Set $Z_i \leftarrow \{j \in [k] : v_{ij}'|_{M_i^1} = 0\}$.

3. If $|Z_i| > |M_i^2|^\gamma$, then set $K_1 \leftarrow K_1 \cup Z_i$ and $N_3 \leftarrow N_3 \cup M_i^2$.

4. If $|Z_i| \leq |M_i^2|^\gamma$, then check if there exists $i^* \in Z_i$ such that

$$\left| \supp\left( v_{i^*}'|_{M_i^2} \right) \right| \leq 4|Z_i|^2.$$  \hspace{1cm} (15)

If it does, then set $K_1 \leftarrow K_1 \cup \{i^*\}$ and $N_3 \leftarrow N_3 \cup \supp(v_{i^*}')$; if it does not, then proceed to Step 5.

5. Set $i \leftarrow i + 1$ and $V_i = V_i'|[K_1^c \times N_3^c]$.

6. Repeat Steps 1–5 until the condition on Step 4 is no longer satisfied and there is no $i^*$ as in Step 4.

7. Set $K_2 = Z_i$, $K_3 = L_i^2$, and $N_2 = M_i^2$. Set $V'$ to be the rescaling of $V$ obtained by performing all operations above. Finally, finish the algorithm.
Observe that the matrix structure obtained via the algorithm is as in Figure 3, which already implies properties (i)–(iv) of the lemma. Moreover, any of the sets \( K_i \) might be empty, but \( K_3 \) and \( K_4 \) cannot be empty at the same time. Otherwise, we would have a column of zeros, a contradiction. We emphasize that having some empty sets in the partition is not a problem as long as it does not contradict the essential cover property of the matrix.

Now, it only remains to show that \(|N_1| \geq n/2\). We start by proving an upper bound for \(|N_3|\). As we notice at the beginning of the proof, the initial set \( N_3 \) has size at most \( n/8 \). Now, we bound the number of columns added to \( N_3 \) due to Step 4 of the algorithm. Let \( J \) be the set of \( i \)'s for which Step 4 is executed. By simplicity, set \( |M_i^2| = m_i \). Suppose for contradiction that the number of columns added to \( N_3 \) due to Step 4 is at least \( n/8 \). That is, \( \sum_{i \in J} m_i \geq n/8 \). Now, observe that \( k \geq \sum_{i \in J} |Z_i| \geq \sum_{i \in J} m_i^\gamma \). (16)

By Lemma 14 we have \( m_i \leq C_3 kSW \) for all \( i \). We shall use this and the following claim to obtain a lower bound for the last sum in (14).

**Claim 16.** Let \( \gamma \in (0,1] \) and \( A, B \in \mathbb{R}_{\geq 0} \). If \( (m_i)_{i \in [t]} \in [0, A] \) and \( \sum_{i \in [t]} m_i \geq B \), then \( \sum_{i \in [t]} m_i^\gamma \geq \frac{B^\gamma}{2A} \cdot A^\gamma \).

**Proof.** Partition \([t]\) into sets \( R_1, R_2, \ldots, R_Q\) so that for all \( q \in [Q] \) we have \( A \leq \sum_{i \in R_q} m_i \leq 2A \) and \( Q \geq \frac{B}{2A} \). As \( x^\gamma + y^\gamma \geq (x + y)^\gamma \) for all \( x, y \geq 0 \), we obtain
\[
\sum_{i \in [t]} m_i^\gamma \geq \sum_{q \in [Q]} \left( \sum_{i \in R_q} m_i \right)^\gamma \geq \frac{B^\gamma}{2A} \cdot A^\gamma.
\]

By Lemma 14 and Claim 16 we obtain \( \sum_{i \in J} m_i^\gamma \geq \frac{n}{8C_3 kSW} \cdot (C_3 kSW)^\gamma \), which is a contradiction if \( \gamma > 0 \) is such that
\[
\frac{n}{8C_3 kSW} \cdot (C_3 kSW)^\gamma \geq k. \tag{17}
\]

This is the first condition we must have on \( \gamma \) to guarantee that Step 4 does not add more than \( n/8 \) columns to \( N_3 \). The second condition on \( \gamma \) is given by the number of columns added to \( N_3 \) due to Step 5, which is bounded by
\[
\sum_{i \in J} 4|Z_i|^2 \leq \sum_{i \in J} 4m_i^{2\gamma} \leq 4(C_3 kSW)^{2\gamma} k.
\]
Thus, Step 5 adds at most \( n/8 \) columns to \( N_3 \) if
\[
4(C_3 kSW)^{2\gamma} k \leq n/8. \tag{18}
\]

The last condition we need is that \( C_3 kSW \leq n/8 \). In fact, in the last step \( T \), we set \( N_2 = M_T^2 \) and, by Lemma 14 we have \( |M_T^2| \leq C_3 kSW \). Thus, if \( C_3 kSW \leq n/8 \), then we guarantee that at Step 7 we remove at most \( n/8 \) columns from \( N_1 \). In summary, it follows that Steps 1, 4, 5 and 6 each remove at most \( n/8 \) columns from \( N_1 \). It follows, if (17) and (18)
are satisfied, that $|N_1| \geq n/2$ and $C_3 k SW \leq n/8$. On the other hand, (17) and (18) together are equivalent to
\[
\frac{k}{n} \leq \min \left\{ \frac{(C_3 k SW)^{-2\gamma}}{16}, \frac{(C_3 k SW)^{\gamma-1}}{8} \right\}.
\]
Hence, the optimal choice of $\gamma = 1/3$ proves the lemma. \qed

5. Proof of Theorem 2

Let $k, n, S \in \mathbb{N}$ and $W > 0$ be such that $C_3 k SW \leq n/8$ and $k \leq C_4 \cdot (SW)^{-2/5} \cdot n^{3/5}$, where the constants $C_3$ and $C_4$ are given by Lemmas 14 and 15, respectively. Our goal is to optimize the parameters $k, S$ and $W$ and use Proposition 11 and Lemma 15. The optimal choices are $S = \lfloor C_5 \log n \rfloor$, where $C_5$ is a large constant, and $W = c(n \log n)^{1/9}$, where $c$ is a small constant, which shows that we cannot have an essential cover with $k = O \left( \frac{n^{5/9}}{(\log n)^{4/9}} \right)$ hyperplanes.

Let $V \in \mathbb{R}^{k \times n}$ and suppose that $V x = \mu$ is an essential covering system where $k = O \left( \frac{n^{5/9}}{(\log n)^{4/9}} \right)$, for a sufficiently small implicit constant. Let $[k] = K_1 \cup K_2 \cup K_3 \cup K_4$ and $[n] = N_1 \cup N_2 \cup N_3$ be the partitions of the rows and columns of $V$ given by Lemma 15. From now on, we assume that $V$ is rescaled in such a way that properties (i)–(v) of Lemma 15 hold.

We arrive at a contradiction by finding a vector $u \in \{0,1\}^n$ not covered by the system $V x = \mu$. The coordinates of $u$ are chosen in phases according to the partition $N_1 \cup N_2 \cup N_3 = [n]$. We first choose the coordinates of $u|_{N_3}$ and $u|_{N_2}$ in such a way that the vector $u$ cannot be covered by any of the hyperplanes in $K_1 \cup K_2 \cup K_4$. We then apply Proposition 11 to the submatrix $K_3 \times N_1$ to show that the hyperplanes cannot cover the entire cube.

The first step is to choose the coordinates of $u$ which belong to $N_3$, if $N_3 \neq \emptyset$. If $N_3$ is empty, we skip this step. As we have an essential cover, property (E1) implies that there is a vertex $x$ not covered by the hyperplanes in $K_1$. We then set $u|_{N_3} = x|_{N_3}$. Notice that no matter how we choose the coordinates $u_j$, for $j \in N_1 \cup N_2$, the vector $u$ is not covered by the hyperplanes in $K_1$, as $V[K_1 \times N_3] = 0$. If $K_1 = \emptyset$, then we choose $u|_{N_3}$ arbitrarily.

The second step is to choose the coordinates of $u$ which belong to $N_2$. As before, if $N_2$ is empty, we skip this step. The next claim states that if $S = \Omega(\log n)$, then there exists $w \in \{0,1\}^{N_2}$ for which the hyperplanes in $K_2 \cup K_4$ do not contain any of the points in the subcube $\{0,1\}^{N_1} \times w \times u|_{N_3}$.

Claim 17. Let $S = \lfloor C_5 \log n \rfloor$, where $C_5 > 0$ is a sufficiently large constant. Let $w \in \{0,1\}^{N_2}$ be chosen uniformly at random. Then, with positive probability we have
\[
\langle w, v_i \rangle_{N_2} \neq \mu_i - \langle v_i|_{N_3}, u|_{N_3} \rangle - \langle v_i|_{N_1}, x \rangle
\]
for all $i \in K_2 \cup K_4$ and all $x \in \{0,1\}^{N_1}$.
Proof. For simplicity, denote \( \mu'_i = \mu_i - \langle v_i |_{N_1} \rangle \). By the Littlewood–Offord Lemma (Lemma 3) and a union bound, we have

\[
\mathbb{P} \left( \bigcup_{i \in K_2} \{ \langle v_i |_{N_2}, w \rangle = \mu'_i \} \right) \leq |K_2| \cdot \frac{1}{\sqrt{4|K_2|^2}} \leq \frac{1}{2}.
\]  

(19)

We now fix \( i \in K_4 \) and bound the probability that \( \langle v_i |_{N_2}, w \rangle = \mu'_i - \langle v_i |_{N_1}, x \rangle \) for some \( x \in \{0, 1\}^{N_1} \). By property (i), \( v_i |_{N_1 \cup N_2} \) has \( S \) scales and \( v_i |_{N_1} \) is part of its smallest scale. Let \( B \) be the part of the smallest scale of \( v_i \) outside the \( N_1 \) columns. We can rewrite the equation \( \langle v_i |_{N_2}, w \rangle = \mu'_i - \langle v_i |_{N_1}, x \rangle \) as

\[
\langle w |_{N_2 \setminus B}, v_i |_{N_2 \setminus B} \rangle - \mu'_i = -\langle x, v_i |_{N_1} \rangle - \langle w |_B, v_i |_B \rangle.
\]  

(20)

Now we bound the absolute value of the right-hand side of (20). Let \( A = [n] \setminus (N_1 \cup B) \), which are the indices consisting of the largest \( S - 1 \) scales of \( v_i \). Let \( \delta > 0 \) denote the smallest scale of \( v_i |_A \). By the Cauchy–Schwarz inequality, for all \( x' \in \{0, 1\}^{N_{1 \cup B}} \) we have

\[
|\langle x', v_i |_{N_{1 \cup B}} \rangle| \leq \sqrt{n} \cdot \| v_i |_{N_{1 \cup B}} \|_2 \leq \sqrt{n}\delta.
\]

This implies that for any choice of \( x \in \{0, 1\}^{N_1} \) and \( w |_B \in \{0, 1\}^B \) we have

\[
|\langle x, v_i |_{N_1} \rangle + \langle w |_B, v_i |_B \rangle| \leq \delta \sqrt{n}.
\]  

(21)

From (20) and (21), it follows that if \( \langle v_i |_{N_2}, w \rangle = \mu'_i - \langle v_i |_{N_1}, x \rangle \) holds for some \( x \in \{0, 1\}^{N_1} \), then

\[
|\langle w |_{N_2 \setminus B}, v_i |_{N_2 \setminus B} \rangle - \mu'_i| \leq \delta \sqrt{n}.
\]

Therefore, it suffices to bound the probability that the later inequality occurs. By Lemma 7 we have that

\[
\mathbb{P} \left( |\langle w |_{N_2 \setminus B}, v_i |_{N_2 \setminus B} \rangle - \mu'_i| \leq \delta \sqrt{n} \right) \leq C_2 \exp \left( -\frac{S - 1}{C_2} + C_2 \log \sqrt{n} \right).
\]

Finally, by choosing \( S = [C_5 \log n] \) when \( C_5 \) is large enough, it follows that the last expression is \( o(n^{-1}) \). We complete the proof by combining this with a union bound over all rows in \( K_4 \) and (19).

\( \square \)

Let \( w \in \{0, 1\}^{N_2} \) be the vector whose existence is given by Claim 17 and set \( u |_{N_2} = w \). By the choice of \( u |_{N_2} \) and \( u |_{N_3} \), the hyperplanes in \( K_1 \cup K_2 \cup K_4 \) do not contain any of the points in the subcube \( \{0, 1\}^{N_1} \times u |_{N_3 \cup N_4} \). Now, we fix the coordinates of \( u |_{N_1} \). By Lemma 13, the matrix \( V[K_3 \times N_1] \) has column norm bounded by \( W^{-1/2} \) and the size of the support of each column is upper bounded by \( 16k^2/n \). By Proposition 11, there exists a point \( x \in \{0, 1\}^{N_1} \) not covered by \( V[K_3 \times N_1] \) as long as \( W \geq (\log n)k^2/n \). Recall that, by Lemma 15, we also need to satisfy the conditions \( C_5 k SW \leq n/8 \) and \( k \leq C_4 \cdot (SW)^{-2/3} \cdot n^{3/5} \), and hence the smaller the function \( W \), the better the bound on \( k \). Therefore, by choosing \( W = (\log n)k^2/n \),
the first and second conditions are satisfied when
\[
\frac{c(\log n)k^2}{n} = W \leq \min \left\{ \frac{n}{k(\log n)}, \frac{n^{3/2}}{k^{5/2}(\log n)} \right\},
\]
for a constant \( c > 0 \) (depending on \( C_3, C_4 \) and \( C_5 \)). This holds if \( k = O_c(n^{5/9}/(\log n)^{4/9}) \), and hence we conclude that there exists a vertex \( x \in \{0, 1\}^N \) not covered by \( V[K_3 \times N_1] \). By choosing \( u_{|N_1} = x \), it follows that \( u \) is not covered by the system \( Vx = \mu \), which is a contradiction.
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