Obligations to assess: Recent trends in AI accountability regulations
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Policymakers are increasingly turning toward assessments of social, economic, and ethical impacts as a governance model for automated decision systems in sensitive or regulated domains. In both the United States and the European Union, recently proposed legislation would require developers to assess the impacts of their systems for individuals, communities, and society, a notable step beyond the technical assessments that are familiar to the industry. This paper analyzes four examples of such legislation in order to illustrate how AI regulations are moving toward using accountability documentation to address common AI accountability concerns: identifying and documenting harms, public transparency, and anti-discrimination rules. We then offer some insights into how designers of automated decisions systems might prepare for and respond to such rules.

INTRODUCTION

Policymakers, community advocates, and some technology companies have recently turned toward proposed processes to assess the impacts of algorithmic systems as a way to introduce an additional accountability mechanism for artificial intelligence (AI) and machine learning (ML) technologies.1–3 Although efforts to produce algorithmic accountability have taken many forms—algorithmic impact assessments (AIAs), conformity assessments, fairness audits, etc.—and make use of a variety of regulatory structures and voluntary commitments, they share some common features that are increasingly important for developers of automated decision systems and machine learning platforms to understand and address. This perspective intends to inform developers about how these trends in algorithmic accountability policy may impact AI development by describing and critically assessing a handful of recently proposed and enacted regulations.

Despite algorithmic accountability tools being in their infancy, policymakers have called for the use of impact assessments and other transparency mechanisms within proposed algorithmic accountability regulation. Impact assessments are one such emerging mechanism within the algorithmic accountability policy sphere, the aim of which is to identify potential harms or discrimination before or during an algorithmic system’s development and deployment.4 Impact assessments have been used in other policy arenas, such as urban planning, environmental policy, human rights, data protection, and government agencies and companies that manage private information, to produce accountability in varying degrees and forms.1 Impact assessments and similar accountability instruments are particularly useful at making clear what the expected trade-offs are when
a decision may have unanticipated outcomes, when a system is substantially complex and poses many possible trade-offs, and when there are many stakeholders with potentially competing interests. The function of these accountability instruments is foremost to provide a common basis for deliberating about the outcomes of a decision and the relative desirability of those outcomes. Impact assessment processes are always co-constituted with accountability regimes: the measurement of “impact” implies an established accountability relationship in which at least one party is responsible to prevent and repair harms. Facilitating contestation over the scientific facts and measurement methods—ultimately creating a somewhat stable consensus about appropriate measurement practices—is a central feature of impact assessment.

The analysis that follows illustrates a trend within algorithmic accountability policy that uses impact assessments and similar documentation as a governance mechanism. If this trend continues, those who develop and deploy algorithmic systems will need to also invest in the capacity to measure and track the consequences of their systems in the world, outside of the technical parameters of the systems themselves. This trend has implications for both the technical systems developers use to build and understand machine learning models and the organizational practices at companies that build and sell these systems. Computer scientists and engineers are well practiced in auditing the functioning of technical systems according to parameters from these disciplines: error rates, interoperability, efficiency, how humans interact with the system, etc. However, emerging policy approaches expect developers to routinely measure the functioning of their systems several steps beyond the parameters of the system. As we discuss later, while expanding the scope of assessment has the potential to make algorithmic systems more just, this also risks creating a perverse loop in which access to justice for an unrecognized group first depends on recognition as a group. The expectation to consider longer range impacts on individuals, communities, and society has appeared in proposed and existing regulations and legislation, including in the United States and the European Union (EU).

As algorithmic systems make ever greater incursions into core social, political and economic aspects of our lives, their effects on our lives demand greater scrutiny. If mathematical equations will be contributing to criminal justice proceedings, then developers should be able to meet existing expectations about the transparency of evidence in courts. If access to financial credit heavily depends on automated predictions of one’s propensity to repay loans, then policymakers’ efforts to seriously consider whether and how to hold developers accountable are called for. Justifying whether and how these kinds of systems make decisions, and whether those decisions are fair, is essential for meeting the public’s expectations for accountable, safe, and trustworthy technologies. Accordingly, developers should be required to justify how those systems meet public expectations of fair decision-making processes. These expectations are rarely met, in part because technical systems are often not architected to routinely provide the necessary data to answer these expectations, and the organizational structures of technology companies do not yet accommodate and incentivize such work.

**RECENTLY ENACTED AND PROPOSED REGULATIONS**

In this paper, we chose to highlight four recently proposed and/or enacted bills and regulations. Although this list is far from exhaustive of recent proposals to regulate the algorithmic technology sector, these four bills illustrate a wide range of algorithmic accountability legislation approaches that impact developers and represent regulatory efforts at different jurisdictional levels (regional, national, state/provincial, and local). In the following discussion, we examine these bills in terms of their potential consequences for three major themes of algorithmic accountability: identifying and documenting possible harms, public transparency, and anti-discrimination and disparate impact.

These bills would impose new requirements on developers to explore and justify consequences of their systems outside of their technical parameters:

- The Algorithmic Accountability Act of 2022 (AAA), which was introduced in February of 2022 and as of this paper has been referred to the Committee on Commerce, Science, and Transportation, is an update to one of the first major AI regulatory bills presented in the U.S. Congress. Compared with its 2019 version and other legislation, the 2022 version has more robust impact assessment requirements that will challenge developers and regulators.

- New York City’s Int. 1894, which was passed in New York City’s City Council at the end of 2021, requires bias audits of automated employment decision systems.

- California’s Assembly Bill 13 (AB 13), which has been held under submission in the California Senate since August 2021, highlights the important route that procurement processes provide for algorithmic accountability and impacts developers by recommending impact assessments during state agencies’ procurement process.

- Finally, the European Union AI Act (EU AI Act), which was proposed in April 2021, would impact transparency documentation processes across the world as companies and entities abide by the EU AI Act’s risk-framework requirements grounded in human rights impacts.

These bills, which have not yet all been passed or entered into law, provide examples of current regulatory thinking to inform developers on how varying movements in transparency documentation requirements within American and European algorithmic accountability policy will not only impact their work but the importance of developer input into the creation of algorithmic accountability policy to ensure that legislation is actionable and beneficial for historically marginalized communities.

Between drafting this article and publication, the U.S. Congress has also begun considering the 2022 American Data Privacy and Protection Act (ADPPA), which directly incorporates many of the algorithmic impact assessment components of the AAA, nested inside a general data protection law. News reporting has indicated that the ADPPA has far wider support in Congress than the AAA. Given the similarity of the proposed obligations, we anticipate that the consequences of both bills would be similar from the perspective of developers concerned with algorithmic assessments.
IDENTIFYING AND DOCUMENTING ALGORITHMIC HARMs

Algorithmic impact assessments offer the opportunity to document potential harms and discrimination before the design, acquisition, and deployment of algorithmic systems. Whereas technical research in algorithmic accountability has developed methods that document ethically relevant context through the development process, it still remains an open challenge to adapt or buttress these methods to develop or perform impact assessments.

The Automated Decision Systems Accountability Act of 2021 (AB 13), introduced in California in 2021, encouraged a bid response from any prospective contractor during the procurement process for automated decision systems for California public state agencies to submit an automated decision system impact assessment report. The disclosures required by the report center around identifying the algorithmic system, assessing its capabilities and limitations (including the system’s scope of use), explaining how the system functions (including the relationship, previous risk assessment attempts and mitigation strategies), reporting previous testing and plans for future testing identifying potential disparate impacts on protected characteristics, and providing best practices for the use of the system to avoid or minimize disparate impact based on protected classes. (Under California’s Unruh Civil Rights Act, protected classes include sex, race, color, religion, ancestry, national origin, disability, medical condition, genetic information, marital status, sexual orientation, citizenship, primary language, and immigration status.)

The U.S. federal government has also begun to turn toward impact assessments as a way to facilitate the documentation of algorithmic harms in advance of deployment, thereby creating an incentive to revise the systems. The updated Algorithmic Accountability Act of 2022 would require impact assessments when companies are using automated systems to make critical decisions, providing consumers and regulators with much needed clarity and structure around when and how these kinds of systems are being used. This would include when companies use or develop automated decision systems or augmented critical decision processes that affect consumers’ lives relating to education, employment, essential utilities, family planning, financial services, health care, housing or lodging, legal services, and any comparable legal or significant categories decided through rulemaking. Mandatory reporting and structured guidelines have made this version stronger than its 2019 iteration.

The impact assessment requirements within the Algorithmic Accountability Act of 2022 include a wide variety of assessment tasks that would require additional attention from developers (see Figure 1).

The AAA’s requirement to consult relevant stakeholders (unless prohibitively difficult) provides an opportunity to recognize and address potential discrimination outside of a statistical frame. The requirement for covered entities to consult relevant stakeholders, includes “internal stakeholders (such as employees, ethics teams, and responsible technology teams) and independent external stakeholders, including auditors, representatives of and advocates for impacted groups, civil society and advocates, and technology experts, as frequently as necessary.”

The inclusion of representatives of and advocates for impacted groups provides an important opportunity for affected communities to participate in how discrimination and harms are conceived of, constructed, and addressed, albeit as refracted through advocacy organizations’ concerns. By including
language that encourages this kind of consultation, the bill situates the role of developers alongside a wider range of stakeholders. This expands the possibilities for effectively identifying and preventing discrimination.

In addition, since covered entities control the impact assessment process in the AAA, it will be important for their internal teams to have socio-technical and public engagement experts who are able to support the process of identifying and consulting around potentially discriminatory impacts. Not only should protected classes be consulted but those at the intersection of these and more identities.

The EU AI Act differs from the AAA in some important ways, most notably the explicit grounding in core human rights commitments of the EU, the outright prohibition of certain systems deemed to excessively threaten those rights, and the use of a triage system that sorts proposed systems into different categories of oversight. And, as critics have noted, the EU AI Act also has much less focus on assessing the interests of impacted communities.16 However, from the perspective of a developer, there are core similarities between the AAA’s “impact assessments” and the EU AI Act’s “conformity assessments” in terms of what features of a system must be tracked and assessed during development and after deployment. A recently released conformity assessment tool called capAI, released by researchers from the Oxford Internet Institute in anticipation of passage of the EU AI Act, has many of the same basic parameters as existing algorithmic impact assessment tools and pilot studies, illustrating the overlap in these approaches.17

Identifying harms in a manner that prevents discrimination for historically marginalized communities will require coordination among technologists, companies, legal experts, policymakers, socio-technical experts, and historically marginalized communities. Challenges to foregrounding the public interest can be addressed through multi-stakeholder convenings and community involvement in the development of transparency documentation requirements, as long as this involvement is pursued equitably and reflexively.

PUBLIC TRANSPARENCY

Commonly circulating theories of governance posit that accountability can be achieved through greater transparency. Taking the adage that “sunlight is the best disinfectant” to heart, many regulatory approaches require certain documents, or certain aspects of decision making, be made available to the public so that they can render judgment through democratic means. The trend of algorithmic accountability policies requiring that the results of impact assessments and audits be made public, or that users should be able to request and receive information from companies about algorithmic decisions pertaining to themselves, is in line with this dimension of public accountability. However, we note that operationalizing transparency requirements and impact assessments can often alter the organizational processes and business decisions of developers in ways that have wider reaching effects.3

NYC’s Int. 1894 requires that all applicants or employees screened by an automated employment decision tool must receive notifications from the employer or employment agency about:

1. If an automated employment decision tool will be used during their hiring or screening process
2. The job qualifications and characteristics used in the assessment process by the automated employment decision tool
3. The opportunity for the candidate or employee to request information about the data collected, source of the data, and the employer or employment agency’s data retention policy if it is not disclosed on the employer or employment agency’s website

To satisfy these requirements, the employer or employment agency must keep track of what algorithms and machine learning models it is using, how many it is using, and whether the algorithm(s) it is using relies on other algorithms. Developers must also ensure that the variables the algorithms use are explainable, which can become more difficult depending on a models’ type and size.18 In addition, what information about the data is deemed important for an employee or candidate to receive and which important factors can be reported is contested. Although approaches are being developed to answer these questions (see, e.g., Data Nutrition Project) these requirements have not been standardized in the U.S. policy or legal realm.

Despite the AAA’s clearly outlined requirements for summary reports (a subset of the information required in the impact assessment reports made available for the public) that will be made available in a public repository by the Federal Trade Commission (FTC), how best to select the information contained in these reports and how to report on it in an understandable manner will be a problem that requires a multi-stakeholder approach. However, compared with the 2019 version of the AAA, which made the publication of impact assessments optional, the updated version’s requirement to publish summary reports of the impact assessments is another example of the growing emphasis on public transparency as a type of accountability. The AAA also requires annual reports with trends, lessons, and statistics about information gained from the impact assessments to be published by the FTC, an opportunity to foster transparency across the industry and provide regulators and researchers a broad look into how these systems are being designed and vended.

ANTI-DISCRIMINATION AND DISPARATE IMPACT MEASUREMENTS

After the rise of interest in algorithmic fairness because of well-known cases of algorithmic discrimination, the field of algorithmic fairness has grown exponentially.19 Indeed, much of the literature on algorithmic fairness considers statistical techniques for measuring and ameliorating differential performance of algorithmic systems on different demographic groups. Likewise, transparent reporting of statistical measures of algorithmic fairness are a key component of all of the accountability mechanisms discussed here. In the U.S. legal system, the predominant theory for understanding the type of unintentional discriminatory outcomes common to algorithmic systems is known as “disparate impact.” Disparate impact is a jurisprudential and statistical concept
that is intended to limit the gap between either positive or negative outcomes on the basis of protected characteristics (e.g., race/ethnicity, gender, religion), even if the policy or practice under discussion is not intentionally discriminatory. The most common formulation is the “four-fifths rule,” which states that a selection rate of less than four-fifths (80%) of minority/historically disadvantaged populations in comparison with majority/historically advantaged populations is by default considered suspect and likely requires adjustment.

The four-fifths rule (and structurally similar variations) has become the dominant model for understanding discrimination in the algorithmic fairness literature, open-source fairness tools, and internal practices at technology companies. Despite the lack of a clear empirical grounding, this model presents discriminatory practices in a manner that is amenable to machine learning tools and relatively easy to solve using statistical techniques. For the most part, the proposed legislation under discussion here adopts disparate impact as a central assessment practice to be included in transparency reporting.

In AB 13, disparate impact is the central anti-discrimination legal concept that would define and guide the definition and approach to measuring discrimination. AB 13 requires that contractors describe potential disparate impacts for protected classes, describe their internal policies to identify potential disparate impacts from the proposed use of the system, and provide best practices to minimize and avoid disparate impacts. Disparate impact occurs when an actor employs facially neutral policies or practices that have an adverse effect or impact on a member of a protected class. However, as current anti-discrimination law has not addressed the unique and complex ways in which algorithmic discrimination manifests there are no guidelines for developers on how to analyze the discriminatory effects of their algorithms nor if it violates current anti-discrimination norms.

Disparate impact norms will also influence the implementation of the AAA in a manner that developers must be aware of. Although the AAA does not directly use the term “disparate impact,” disparate impact language is interwoven throughout the bill. For example, as noted in Figure 1, the AAA calls for developers to perform testing related to differential performance between protected classes and any other characteristics the commission adds. Whether the method to test for differential performance is the four-fifths rule or another statistical method of fairness is unclear. However, the lack of clarity within the bill is not a failure but signals a future endeavor that developers, lawyers, policymakers, socio-technical experts, and impacted communities must engage with to ensure that discrimination is defined and measured in an accurate, robust, and intersectional manner.

The EU AI Act approaches discrimination and disparate impact in reference to fundamental rights individuals hold to be protected from discrimination. Consequently, assessment practices mandated by this act, specifically the required conformity assessments that document compliance with the act, are tasked with ensuring that AI systems do not discriminate on the basis of gender, race, or other demographic traits. However, many European data collection practices explicitly bar the collection of data about demographic traits that would enable robust analyses of discriminatory effects of AI systems. This presents a future challenge for both developers and regulators who wish to demonstrate compliance with non-discrimination requirements. A European Commission working group has provided some preliminary recommendations on acceptable methods to measure discrimination, particularly when ethnic classificatory data are not already held by the company, noting the high-level principle that “no data collection activity should create or reinforce existing discrimination, bias or stereotypes and that the data collected should be used for the benefit of the groups they describe and society as a whole.”

If algorithmic impact assessments are constructed mainly within the narrow frame of technical and legal analysis of discrimination, the harms to historically marginalized communities will most likely not be identified to the fullest extent possible. With few exceptions, the field of algorithmic fairness has focused on statistical approaches to fairness that limits the scope of analyzing harms to the technological components of an AI system instead of also addressing the societal constructs that inform the development and purpose algorithmic systems serve. Focusing on statistical approaches to fairness without accounting for the fundamentally social and political nature of “race” and other protected attributes from a critical, sociological perspective can reinforce systemic oppression. For example, many methodologies within statistical approaches to algorithmic fairness conceive of race as a fixed attribute instead of as socially constructed. The conflation of race as a fixed attribute instead of as a social construct wrongfully validates the idea that the absence or deletion of race in data collection or idea creation means that the system cannot be racist. Even more practically speaking, measuring race as a fixed construct will lead to unforeseen problems when trying to measure system performance in different global jurisdictions and cultures that may conceive of protected traits very differently. For example, the United States, Europe, and Brazil all operate with divergent and possibly incompatible understandings of race that may confound attempts to use a single measurement of system performance for the many platforms that operate in all three regions.

**IMPLICATIONS FOR PRACTITIONERS**

The shift toward assessment as a governance mechanism is poised to affect algorithmic development practices inside the technology industry. Developers are increasingly eager to anticipate these regulatory approaches, and broad-based popular calls for more transparency have recently led to increased interest in adopting impact assessment techniques internally. These regulations will ask developers to shift their practices in significant ways. Some of these shifts may seamlessly integrate with existing practices, whereas others will be more drastic departures from the status quo. Developers are already interested in producing more explainable models, or adding explainability and interpretability layers on top of otherwise inscrutable algorithms, for practical reasons. It is therefore not an extreme departure for them to pursue more explainable algorithms in order to comply with regulations like New York City’s Int. 1894.

Based on our prior research into impact assessment frameworks in adjacent industries, industry practitioners will need to develop new organizational and technical practices as well. Some of these new practices will merely extend longer standing activities; e.g., the EU AI Act will require developers to extend
compliance practices by contributing to “conformity assessments” with human-rights-based analysis that may require novel documentation but are on a continuum with similar regulations already in play. But altogether novel practices will be needed for understanding the impacts of algorithmic systems to non-users, those who do not directly use a product but are nevertheless affected by it. New practices will also be needed for documenting impact-relevant specifications of proprietary systems, which often cannot be fully opened to public scrutiny, with a public that has a legitimate interest in the impacts produced by such systems. Finally, new organizational and institutional relationships will be needed between developers of algorithmic systems, professionals who can undertake audit and impact assessment work to compile the necessary documentation for compliance with the regulations discussed above, and communities that are most likely to be affected by algorithmic systems. Although we have focused on formal regulatory efforts here, we also note emerging varieties of “soft power” that may be useful for developers seeking to understand how to conduct such assessments. The U.S. National Institute of Standards and Technology (NIST) recently released a special publication providing guidance about detecting and measuring AI bias; such reports are often prelude to a more robust standard. In the face of difficulties passing legislation, this soft power is a necessary supplement. Similarly, the Institute of Electrical and Electronics Engineers (IEEE) has sponsored multiple standards regarding ethical applications of data technologies, which developers can use to align concepts and measurement practices in assessments. Research institutes have also piloted some AIA toolkits and conformity assessment tools based on AI harms reporting. Finally, several government agencies have introduced AIA tools, including Canada’s Treasury Board and the U.S. Office of the Chief Information Officer. Although these tools are fairly basic—and not enforced by robust regulatory powers—they do point toward the types of questions and issues that assessments of algorithmic systems may ask.

**CONCLUSION**

There is a trend toward impact assessment as a governance mechanism in the regulation of algorithmic systems. Although not all of these bills will become laws, and the details of how they would be enforced are as yet unclear, this is an area that requires careful attention and consideration from AI developers. Such assessments generate shared ground truths about the functioning of a system and what consequences it may have in the world. This would enable other forms of accountability to be enacted, such as enforcement of existing norms and rules, contestation of the desirability of social and economic outcomes, and challenges over what counts as adequate due diligence and protection of vulnerable communities. Developers and deployers of automated decision systems—particularly in sensitive and regulated domains, such as medicine, education, law enforcement, criminal justice, financial services, etc.—should prepare for the technical needs and organizational practices necessary to carry out such assessments. Similarly, researchers from both the technical and social sciences should begin building consensus about what methods for measuring the impacts of such systems are needed in order to foreground the interests of impacted people and communities.
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