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Abstract

We show the existence of nonautonomous invariant manifolds for planar, asymptotically autonomous differential equations, that have equilibrium solutions with zero Lyapunov spectrum. These invariant manifolds correspond to the stable and unstable manifold of a desingularized equation, that we obtain by using the blow-up method. More precisely, the blow-up method is extended to the nonautonomous setting and transforms the original finite-dimensional ordinary differential equation into an infinite-dimensional delay equation with infinite delay, but hyperbolic structure. In the technical construction of the invariant manifolds for the delay equation, we have to carefully study the effect of the time reparametrization used for desingularization in the blown-up space to guarantee sufficient regularity. This allows us to employ a Lyapunov-Perron argument to obtain existence of an invariant manifold. We combine the last step with an implicit function argument to study differentiability of the manifold. Finally, we reverse the blow-up transformation of space and time variables obtaining invariant manifolds of the initially considered equation.

1 Introduction

We consider an nonautonomous planar ordinary differential equation (ODE) of the form

\[ \frac{dx}{dt} = x' = F(x) + G(x)h(t), \quad x = x(t) \in \mathbb{R}^2, \quad (1.1) \]

with \( F, G : \mathbb{R}^2 \to \mathbb{R}^2 \) and a function \( h : \mathbb{R} \to \mathbb{R} \) that decays exponentially towards zero, i.e., the system is asymptotically autonomous. We assume that the origin is an equilibrium solution with Lyapunov spectrum consisting only of zero; in particular, the equilibrium of the limit-equation \( x' = F(x) \) is not hyperbolic. Due to the asymptotic behaviour of equation (1.1) the Lyapunov spectrum coincides with the real part of the spectrum of the linearization of \( F \) at the origin, i.e., we assume that the eigenvalues of the Jacobian \( DF(0) \) lie on the imaginary axis.
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For autonomous differential equations the blowup technique has turned out to be a powerful method to desingularize vector fields around non-hyperbolic equilibria. Originating in algebraic geometry to analyze singularities of algebraic varieties [10, 11], this technique was later on transferred and extended to autonomous ODEs; see [5] for an introduction to the method. A main classical result in the area is that one can always desingularize planar autonomous ODEs with non-hyperbolic equilibria [3, 4]. This result has been extended to autonomous ODEs in three dimension [18] relatively recently. Yet, even in higher-dimensional situations, the blowup is extremely helpful in many cases, e.g., for studying the loss of normal hyperbolicity in fast-slow dynamical systems [6, 13]; see also [14]. The blowup method uses a non-injective transformation that maps a higher-dimensional object, such as a sphere or a line, onto the non-hyperbolic equilibrium constituting the singularity. The dynamics on this larger, blown-up version of the singularity may then be desingularized and exhibit (partially) hyperbolic behaviour. The desingularization step involves a suitable time re-parametrization depending on the degeneracy of the vector field. For autonomous ODEs, this time reparametrization does not pose a problem. However, it seems at first sight to prevent the use of blow-up techniques for general classes of nonautonomous dynamical systems [12, 20].

Here we use a different viewpoint to prove that geometric desingularization via blow-up is still possible. We observe that applying a time reparametrization to equation (1.1) does not lead to another nonautonomous differential equation but to a delay differential equation [8, 2]. This provides a link between two previously disparate areas: the geometric desingularization of singularities for finite-dimensional dynamical systems and the theory of infinite-dimensional delay/functional differential equations. To be more precise on the structure of the delay, we are going to see that the derivative of the solution of the desingularized equation at any time \( t \geq t_0 \) depends on the whole history of the trajectory on the interval \([t_0, t]\), where \(t_0\) is the fixed point in time that stays invariant under the time change. Hence, the delay becomes infinitely large as \( t \to \infty \). Furthermore, the vector field obtained after the desingularization is singular in the spatial limit \( x \to 0 \), so that assumptions on \( h \) are necessary to extend it properly to the pre-image of the equilibrium point under the blowup map. One may then check that the desingularized delay equation now possesses a hyperbolic equilibrium solution, yet the singularity as \( x \to 0 \) makes it more complicated to analyze. To show the true utility of the blow-up, we prove the existence of stable and unstable manifolds in the vicinity of the equilibrium for the delay equation. A classical technique to show existence of stable and unstable manifold is the Lyapunov-Perron method, that defines the manifold as solution sets of a fixed point integral equation. It was already used for autonomous [19], nonautonomous [15, 12] or delay [17] equations and is also the method of choice for our situation. To define the Lyapunov Perron operator we utilize a variation of constants formula presented in [9] that covers delay equations with infinite delay. The resulting stable/unstable manifolds correspond, after a suitable time evaluation and blow-down, to invariant manifolds of the originally considered equation (1.1). This allows to draw conclusions about the dynamics in the vicinity of a non-hyperbolic singularity.
(in the sense of Lyapunov exponents), which completes the key rigorous proof-of-principle that blow-up techniques can be applied to nonautonomous ODEs.

Let us briefly outline the structure of paper. We start by giving a short introduction to the blowup method as well as time reparametrization and state some basic concepts of stability for linear and nonlinear autonomous and nonautonomous differential equations in Section 2. Next, in Section 3 we provide all relevant assumptions and definitions allowing us to formulate Theorem 3.1 on the existence of a stable manifold and its properties. Furthermore, we explain how these lead to invariant manifolds of the original equation. Section 4 covers some technical tools that are used for the proof of Theorem 3.1 which is presented in Section 5. The first part of Section 5 is dedicated to the regularity properties of the considered vector field while the latter part then utilizes all the above mentioned ideas to show existence of the stable manifold. Finally, we give a short outlook, which generalizations of our nonautonomous blowup are possible next challenges.

2 Background

2.1 Blowup of Autonomous Differential Equations

The blowup method originated in algebraic geometry and was later on modified and extended to desingularize non-hyperbolic equilibria of ordinary differential equations; see e.g. [3, 5, 14]. It uses a non-injective blowup transformation \( \Phi : \mathcal{M} \mapsto \mathbb{R}^n \) on some manifold \( \mathcal{M} \) that maps a higher-dimensional object, as for example a sphere, onto the equilibrium point. For illustration, let us consider the example

\[
\begin{align*}
  x' &= x^2 - 2xy, \\
  y' &= y^2 - 2xy.
\end{align*}
\]  

Here the origin is non-hyperbolic as its linearization completely vanishes. The easiest geometric example of a blowup map is to use polar coordinates, i.e., \( \Phi : \mathbb{S}^1 \times I \rightarrow \mathbb{R}^2, \ (\theta, r) \mapsto (r \cos(\theta), r \sin(\theta)) \). This change of coordinates induces (via pullback of the vector field above under \( \Phi \)) a new flow given by

\[
\begin{align*}
  \theta' &= r \cdot a(r, \theta), \\
  r' &= r^2 \cdot b(r, \theta),
\end{align*}
\]  

where \( a(r, \theta), b(r, \theta) \) are explicitly computable, yet quite involved and contain several trigonometric functions. Note that there is still no movement on the set \( \mathbb{S}^1 \times \{0\} = \Phi^{-1}(\{(0,0)\}) \) for the transformed ODE (2.2). It is clear that using polar coordinates, the two induced flows will be smoothly conjugate outside of the origin \((0,0)\). Yet, note that we have acquired a new degree of freedom as \( \mathbb{S}^1 \) is an entire circle of equilibria. In particular, we obtain an equivalent set of
which is more regular, by dividing out the common factor $r^k$, see also Section 2.2 for more details on this equivalence. In general, such a desingularized version $\hat{F}(\theta, r) = \frac{1}{r^k} F(\theta, r)$ of the vector field can be given if its $k$-jet vanishes. The desingularized vector field extends smoothly onto the circle $S^1 \times \{0\}$ and shows new equilibrium points on that circle, which is still an invariant set. In contrast to the original vector field, the newly gained equilibria have increased hyperbolicity. Now typical linear theory may be applied to those equilibria and results can be transferred back to the original vector field by using $\Phi$. 

In the calculations of the blow-up it turns out to be helpful to avoid explicit trigonometric calculations. Instead, one uses directional blowup maps – the pre-image of the origin is now one of the axes – which can be seen as a concatenation of the previous polar version with a chart map/projection of the circle. It might be necessary to consider multiple directional blowup maps, just as it is necessary to use multiple charts to cover the circle. A directional blowup utilizes a coordinate transformation of the form $(x, y) = (u, uv)$. In view of our example (2.1) above this yields

$$ u' = u^2 (1 - 2v), $$
$$ v' = 3uv(v - 1). $$

Again a common factor may be eliminated to resolve the singular structure. The desingularized equation

$$ u' = u(1 - 2v), $$
$$ v' = 3v(v - 1), $$

has two hyperbolic saddle points at $(u, v) = (0, 0)$ and $(u, v) = (0, \frac{1}{2})$ located on the invariant line $\{u = 0\}$. The directional blowup will be the type of blowup that we use in the rest of this paper due to its benefits of clear, easily computable equations.

A generalization of those blowups is given by the quasi-homogeneous blowup for polynomial vector fields, that can often simplify calculations even further. One uses weights on the polar transformation in different spatial directions and maps an ellipsoid onto the equilibrium point.

### 2.2 Time Reparametrization

Heuristically, equivalence of equations like (2.2) and (2.3) seems reasonable since at any point in the phase space the vector field has the same direction but only different length. Thus trajectories following the vector field should share the same orbit. This can be made precise by introducing a time reparametrization.
Let \( U \subset \mathbb{R}^n \) be an open, invariant set of the general autonomous ODE
\[
x' = f(x).
\] (2.4)

Since we are only interested in local dynamics near an equilibrium, we assume without loss of generality that (2.4) generates a global-in-time flow. Let \( z : U \to \mathbb{R}^+ \) be some positive function and consider the equation
\[
x' = f(x)z(x).
\] (2.5)

One may construct the mapping that takes trajectories of (2.4) to those of (2.5) as follows: Take a trajectory \( \xi : \mathbb{R} \to \mathbb{R}^n \) of (2.4) with initial condition \( \xi(0) = \xi_0 \in U \) and define the function
\[
\omega(s) = \int_0^s \frac{1}{z(\xi(r))} \, dr.
\]

Since \( z \) is positive, \( \omega : \mathbb{R} \to \mathbb{R} \) is strictly increasing, hence invertible on its range \( K \). Let us denote its inverse by \( \rho : K \to \mathbb{R} \). This inverse function \( \rho \) satisfies the identity
\[
\rho(t) = \int_0^t z(\xi(\rho(u))) \, du
\]
so that we have \( \rho'(t) = z(\xi(\rho(t))) \). Note further that for any trajectory we have \( \rho(0) = 0 \), i.e. the initial time 0 remains the same. To obtain the equivalence mapping between the two systems (2.4) and (2.5) we now rescale the time paths using \( \rho \). The new trajectories \( \psi(t) := \xi(\rho(t)) \) satisfy due to the chain rule
\[
\frac{d}{dt} \psi(t) = \xi'(\rho(t)) \rho'(t) = f(\psi)z(\psi),
\]
showing that trajectories of (2.4) get mapped onto those of (2.5) by the trajectory-wise time rescaling \( \rho \). Hence the two systems (2.4) and (2.5) are topologically equivalent.

**Remark:** The special case of a constant function \( z \equiv c \) yields a “classical” rescaling of the time and \( \rho(t) = c \cdot t \) for any trajectory. However, note that in general we obtain a different rescaling for every trajectory.

Besides during the desingularization of non-hyperbolic equilibria, a rescaling of differential equations is also useful for proving topological properties of trajectories or to complete a flow, where the time reparametrization yields an accessible way of an equivalence mapping, see also [1].

### 2.3 Stability in Autonomous and Nonautonomous Systems

To determine the stability of an equilibrium point of an autonomous differential equation it is often sufficient to consider the linearization of the equation, i.e. the variational equation around this steady solution. In case of a hyperbolic equilibrium point, when there are no eigenvalues of the linearization on the imaginary axis, there is a splitting of the phase space into stable and unstable eigenspaces in which solutions decay with exponential rates according to the eigenvalue in forward and backward time respectively [7]. Corresponding objects to the eigenspaces of the
linear equation carry over to the nonlinear equation as stable and unstable manifolds. Theses can again be characterized as the solutions that converge in forward and backward time to the equilibrium point. The existence of stable and unstable manifolds allows to construct a homeomorphism that leads to the classical Hartman-Grobman Theorem [1]:

Assume the differential equation \( x' = f(x) \) possesses a hyperbolic equilibrium point \( x^* \). Then the linear equation \( X' = Df(x^*)X \) is locally topologically equivalent to the nonlinear equation \( x' = f(x) \).

These results are a main motivation for employing a blow-up to gain hyperbolicity. In particular, in the blown-up space, one may apply tools from linear analysis and try to prove the existence of stable/unstable manifolds, and then eventually transfer the results back to the original vector field by a blow down.

For nonautonomous differential equations \( x' = f(x, t) \), the eigenvalues, even along a steady solution, can vary as the vector field changes in time. One suitable generalization of the eigenvalues are Lyapunov exponents and correspondingly the Lyapunov spectrum [12]. We again consider the variational equation \( X' = Df(x^*, t)X \) with corresponding flow map \( \Phi \) and define for \( \xi_0 \in \mathbb{R}^n \)

\[
\lambda^\infty_+ (\xi_0) = \limsup_{t \to \infty} \frac{1}{t} \ln \| \Phi(t, 0)\xi_0 \| \quad \text{and} \quad \lambda^\infty_- (\xi_0) = \liminf_{t \to \infty} \frac{1}{t} \ln \| \Phi(t, 0)\xi_0 \|.
\]

The set

\[
\sigma^{\infty}_{Ly} = \bigcup_{\xi_0 \neq 0} [\lambda^\infty_- , \lambda^\infty_+ ]
\]

is called the Lyapunov spectrum. It coincides with the real part of the normal (eigenvalue-) spectrum in the case of an autonomous equation. Due to the limiting behaviour of equation (1.1) this is also the case for the equations considered in this work so the spectrum becomes asymptotically autonomous. Under the presence of an exponential splitting in stable and unstable directions (which may now vary in time) the existence of stable and unstable manifolds for nonautonomous differential equations can be shown, see e.g. [12]. However, the non-hyperbolic equilibrium point of equation (1.1) does not allow such a strategy. We are going to prove that a blowup transformation can yield an exponential estimate of the linearization, but does so at the cost of a more difficult delay equation, which is not a standard nonautonomous equation anymore.

3 Setting and Main Result

In this paper we consider nonautonomous differential equations in \( \mathbb{R}^2 \) of the form

\[
\frac{d}{d\tau} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x' \\ y' \end{pmatrix} = F(x, y) + G(x, y)h(\tau)
\] 

(3.1)
with sufficiently smooth functions $F, G : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ and an exponentially decaying function $h \in C^1(\mathbb{R}; \mathbb{R})$. To be more precise let $h(\tau)$ converge to 0 as $\tau \rightarrow \pm \infty$ and satisfy
\begin{equation}
|h(\tau)| \leq H e^{-\eta \tau} \quad \text{as well as} \quad |h'(\tau)| \leq H e^{-\eta \tau}
\end{equation}
for all $\tau \in \mathbb{R}$ and some positive constants $H, \eta \in \mathbb{R}$. One might also consider a function $h$ that is decaying exponentially only to one end, i.e. suppose (3.2) holds for all $\tau \in \mathbb{R}^+$ or all $\tau \in \mathbb{R}^-$. In these cases Theorem 3.1 can only be applied in one time direction to obtain either a stable or unstable manifold. Such a function $h$ might for example be obtained as the solution of a scalar differential equation with a stable equilibrium. We further assume that $F(0, 0) = G(0, 0) = (0, 0)$ so that the origin is an equilibrium point. The origin is supposed to be non-hyperbolic in the sense that the Lyapunov spectrum contains the value 0. It is straightforward to verify that (3.2) implies that the Lyapunov spectrum consists exactly of the real parts of the eigenvalues of the Jacobian $DF(0)$. In particular, in the limits of $\tau \rightarrow \pm \infty$ we have an asymptotically autonomous equation and we assume that $DF(0)$ has at least one eigenvalue on the imaginary axis.

We apply a blowup coordinate transformation in combination with a time rescaling to desingularize our equation (3.1) at the origin. We perform a directional blowup

$$(x, y) = (u, uv)$$

that stretches the origin to the invariant line $\{u = 0\}$ and leads to an equation of the form

$$\begin{pmatrix} u \\ v \end{pmatrix}' = \tilde{f}(u, v) + \tilde{g}(u, v) h(\tau)\quad (3.3)$$

for some functions $\tilde{f}, \tilde{g} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$. Note that since $(x, y) = (0, 0)$ is an equilibrium point of equation (3.1) the right hand side of (3.3) vanishes whenever $u = 0$.

We combine this transformation with a time rescaling

$$\omega(\tau) = \int_0^\tau \frac{1}{z(\xi(r))} \, dr,$$

as introduced in Section 2.2 now for some trajectory $\xi(\tau)$ of equation (3.3). One may also choose a different time $\tau_0 \in \mathbb{R}$ that remains invariant under the time reparametrization $\omega$. The rescaling then takes the form $\omega(\tau) = \int_{\tau_0}^\tau \frac{1}{z(\xi(s))} \, ds$; we only consider the case $\tau_0 = 0$ here.

In order to desingularize equation (3.3) we choose

$$z : (\mathbb{R} \setminus \{0\}) \times \mathbb{R} \rightarrow \mathbb{R}^+, \quad z(u, v) = |u|^{-\kappa}$$

for some $\kappa \in \mathbb{N}$, which constitutes the degree of desingularization. As we have already seen before, the inverse $\rho$ of $\omega$ satisfies $\rho(t) = \int_0^t z(\psi(s)) \, ds$ with rescaled trajectories $\psi(t) := \xi(\rho(t))$. 
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These new trajectories $\psi(t) = (u(t), v(t))$ now satisfy the differential equation

$$\frac{d}{dt} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} u' \\ v' \end{pmatrix} = f(u, v) + g(u, v) h \left( \int_{0}^{t} \frac{1}{|u(s)|^\kappa} \, ds \right),$$

(3.5)

where

$$f(u, v) = \tilde{f}(u, v) \cdot z(u, v) = \frac{1}{|u|^\kappa} \tilde{f}(u, v) \quad \text{and} \quad g(u, v) = \tilde{g}(u, v) \cdot z(u, v) = \frac{1}{|u|^\kappa} \tilde{g}(u, v).$$

The time has been changed (trajectory-wise) according to

$$\tau = \rho(t) = \int_{0}^{t} \frac{1}{|u(s)|^\kappa} \, ds.$$

(3.6)

Note that the right hand side of equation (3.5) above is only well-defined as long as $u(s) \neq 0$. However, we will see later in Section 5 that we can extend the vector field also to the case of $u = 0$; it is then just given by $f(0, v)$. The positive and negative half spaces $\{u > 0\}$ and $\{u < 0\}$ are invariant under the dynamics and separated by the singular line $\{u = 0\}$. The desingularizing function $z(u, v) = |u|^{-\kappa}$ corresponds to a division by $u^\kappa$ and $(-u)^\kappa$ on $\{u > 0\}$ and $\{u < 0\}$ respectively.

We assume that after the desingularization from $\tilde{f}$ and $\tilde{g}$ to $f$ and $g$ there is an equilibrium point on the set $\{u = 0\}$, i.e., we have $f(0, v_*) = 0$ for some $v_* \in \mathbb{R}$. Without loss of generality we can assume that this equilibrium lies at the origin $(u, v) = (0, 0)$. Most importantly, we require that the linearization at this equilibrium is hyperbolic, i.e., $Df(0, 0)$ has no eigenvalue on the imaginary axis, which can always be achieved in the plane $\mathbb{R}^2$ after potentially multiple blow-ups; yet, for large classes of vector fields encountered in practice, a single suitably weighted blow-up suffices to obtain hyperbolicity $[3, 14]$. Our main invariant manifold result, stated below in Theorem 3.1, will be non-trivial if we suppose that $Df(0, 0)$ has one positive and one negative eigenvalue as otherwise the stable/unstable manifolds become trivial. In fact, the first key problem for blowing up nonautonomous systems originates from the observation that the equation (3.5) is not an ordinary differential equation anymore, but a delay equation. The derivative at time $t$ depends on the whole trajectory on the time interval $[0, t]$. This also means that the delay grows unbounded as time evolves forward. Hence, following for example $[9]$, we should consider this problem on a space of functions defined on $(-\infty, 0]$. The function containing the data history up to time $t$ is normalized/shifted onto the domain $(-\infty, 0]$ and forms a so-called segment $(u_t, v_t)$ which is given by $(u_t, v_t)(\theta) = (u, v)(t + \theta)$ for any $\theta \in (-\infty, 0]$. The right hand side of (3.5) is then a nonlinear functional acting on $(u_t, v_t)$. In this notation our equation reads

$$\left( \begin{array}{c} u \\ v \end{array} \right)' = f(u_t(0), v_t(0)) + g(u_t(0), v_t(0)) h \left( \int_{-t}^{0} \frac{1}{|u_t(s)|^\kappa} \, ds \right).$$

(3.7)

Note that equation (3.5) is only solvable in forward time and for $t \geq 0$. By the use of a time reversal one may pose an analogous problem in backwards time.
To begin with, we need to define a phase space for the delay-equation. Let $\| \cdot \|$ denote the usual Euclidean norm on $\mathbb{R}^2$ and consider first the space

$$\tilde{B} := \left\{ \phi \in C(\mathbb{R}^-, \mathbb{R}^2), \sup_{\theta \in \mathbb{R}^-} \| \phi(\theta)e^{\lambda \theta} \| < \infty \right\}$$

for some $\lambda > 0$, which we equip with the norm $\| \phi \|_B = \sup_{\theta \in \mathbb{R}^-} e^{\lambda \theta} \| \phi(\theta) \|$. In order to give a reasonable meaning to the singular integrals and assure continuity of the vector field, we will further define $B \subset \tilde{B}$, which contains all functions of $\tilde{B}$ that are additionally $M$-Lipschitz continuous, i.e., that satisfy $\| \phi(s) - \phi(t) \| \leq M|s - t|$ for all $s, t \in \mathbb{R}^-$ for a prescribed constant $M > 0$, so

$$B := \left\{ \phi \in C(\mathbb{R}^-, \mathbb{R}^2), \sup_{\theta \in \mathbb{R}^-} \| \phi(\theta)e^{\lambda \theta} \| < \infty, \phi \in \text{Lip}_M\left(\mathbb{R}^-, \mathbb{R}^2\right) \right\}.$$

The Lipschitz-constant $M$ is taken as the supremum of the vector field of equation (3.7) on a domain $D$ around 0. As $h$ is bounded and $f, g$ are regular, this supremum exists on bounded domains and furthermore, by considering a smaller domain, we can assume that $M < \eta$, with $\eta$ being the exponential decay rate of $h$ and $h'$. Since we are only interested in the local behaviour of the dynamics around the origin, the consideration of only a small neighbourhood of the origin is no restriction. From now on we will always assume that outside this domain the right hand side of (3.7) is suitably modified by a cut-off function. Note that classical solutions of (3.5) automatically satisfy this Lipschitz condition.

According to [17] the space $\tilde{B}$ is a uniformly fading memory space. Furthermore, the subset of all Lipschitz-continuous functions with a given Lipschitz-constant is closed with respect to the norm $\| \cdot \|_B$, so $B$ is also a uniformly fading memory space.

Given some initial condition $\phi \in B$ at initial time $t = 0$ that evolves in forward time according to the differential equation

$$X' = Df(0,0)X$$

we define the family of solution operators $\{V(t)\}_{t \geq 0}$ by

$$[V(t)\phi](\theta) = \begin{cases} \phi(t + \theta) & \text{if } \theta < -t, \\ e^{(t+\theta)Df(0,0)}\phi(0) & \text{if } \theta \in [-t, 0]. \end{cases}$$

$\{V(t)\}_{t \geq 0}$ forms a strongly continuous semigroup of bounded linear operators on $B$. According to the decomposition of $\mathbb{R}^2 = \tilde{E}^s \oplus \tilde{E}^u$ into the stable and unstable eigenspace of $Df(0,0)$ we can split the phase space $B = E^s \oplus E^u$ into

$$E^s = \left\{ \phi \in B, \phi(0) \in \tilde{E}^s \right\},$$

$$E^u = \left\{ \phi \in B, \phi(0) \in \tilde{E}^u \text{ and } \phi(t) = e^{Df(0,0)t}\phi(0) \text{ for all } t \in \mathbb{R}^- \right\},$$

which are invariant under the semigroup $\{V(t)\}_{t \geq 0}$ since $\tilde{E}^s$ and $\tilde{E}^u$ are invariant under $e^{tDf(0,0)}$. Note that with this choice of $E^u$ we can extend the family of operators $V(t)$ on $E^u$ to a group
defined for all \( t \in \mathbb{R} \). We denote by \( \Pi^s \) and \( \Pi^u \) the projection onto \( E^s \) and \( E^u \) respectively. According to [9] there are constants \( C, \alpha > 0 \) such that

\[
V^s(t) := V(t) \big|_{E^s} \leq Ce^{-\alpha t} \quad \text{for all} \quad t \in \mathbb{R}^+ \quad \text{and}
\]

\[
V^u(t) := V(t) \big|_{E^u} \leq Ce^{\alpha t} \quad \text{for all} \quad t \in \mathbb{R}^- .
\]

Choosing the exponent \( \lambda \) in the definition of the phase space \( B \) appropriately we can assure that \( \alpha \) is determined by the eigenvalues of \( Df(0,0) \). Furthermore, we set

\[
L := ||\Pi^s|| + ||\Pi^u||. (3.9)
\]

Considering the case that the invariant set \( \{ u = 0 \} \) forms the unstable eigenspace \( \tilde{E}^u \), we seek a description of a stable manifold that is transversal to \( \{ u = 0 \} \). As usual, by reversing the order of time (in equation (3.1), before blowup) one can use the same procedure to obtain unstable manifolds that satisfy the properties below in backwards time. In the following the expression \( \mu_t(\phi, \sigma) \) denotes the segment at time \( t \) of a solution to the equation (3.7) with initial data \( (\phi, \sigma) \in B \times \mathbb{R} \).

**Theorem 3.1 (Stable Manifold).** Assume that the zero solution of (3.7) is hyperbolic and the unstable eigenspace \( \tilde{E}^u \) of \( Df(0,0) \) is given by \( \{ u = 0 \} \) and let \( \sigma_0 > 0 \). There are \( r, \delta > 0 \) such that the set

\[
W^s_{\text{loc}} := \left\{ (\phi, \sigma) \in B \times [\sigma_0, \infty) : ||\Pi^s \phi||_B < r, ||\mu_t(\phi, \sigma)||_B < \delta \quad \forall t \in [\sigma, \infty) \right\}
\]

is a manifold, given locally as the graph of a function \( w: B_{E^s}(r) \times [\sigma_0, \infty) \to E^u \) with the following properties:

(i) the function \( w \) is Lipschitz-continuous in its first argument, continuous in the second;

(ii) \( w(\cdot, \sigma) \) is differentiable at 0 and \( W^s_{\text{loc}} \) is tangent to \( E^s \);

(iii) for every \( \beta \in (0, \alpha) \) (where \( \alpha \) is the exponential decay-rate of the linear system in equation (3.8)) there is a constant \( N \), such that

\[
||\mu_t(\phi, \sigma)||_B \leq Ne^{-\beta(t-\sigma)}||\phi||_B \quad \text{for all} \quad (\phi, \sigma) \in W^s_{\text{loc}}, \ t \in [\sigma, \infty);
\]

(iv) \( W^s_{\text{loc}} \) is locally positively invariant, i.e. for every \( (\phi, \sigma) \in W^s_{\text{loc}} \) the solution \( \mu_t(\phi, \sigma) \) lies in \( W^s_{\text{loc}} \) for every \( t \geq \sigma \) as long as \( \Pi^s \mu_t(\phi, \sigma) \in B_{E^s}(r) \).

**Remarks:**

(1) If one chooses the time \( \tau_0 \), which stays fixed under the time rescaling (3.4), different from 0, the minimal initial time \( \sigma_0 \) needs to satisfy \( \sigma_0 > \tau_0 \) accordingly.

(2) We may also extend the stable manifold up to 0 in time-direction by taking \( \sigma_0 \to 0 \). Note that when doing so the domain of definition of the stable manifold (as obtained by Theorem 3.1) shrinks to a point. This is due to the dependence of \( r \) and \( \delta \) on \( \sigma_0 \) by means of the function \( \zeta \) defined in Proposition 5.3.
The stable manifold $W^s_{\text{loc}}$ of equation (3.7) constructed above induces an invariant manifold $\tilde{W}^s_{\text{loc}}$ in the finite dimensional extended phase space $\{(u, v, t) \in \mathbb{R}^2 \times \mathbb{R}\}$ of equation (3.5) in a natural way: We take some $(\tilde{u}, \tilde{v}) \in \mathbb{R}^2$ and $\sigma \geq \sigma_0$; then there is $\phi \in \mathcal{B}$ such that $\phi(0) = (\tilde{u}, \tilde{v})$ and $\phi$ is a solution of (3.3) on the interval $[-\sigma, 0]$. Now $(\tilde{u}, \tilde{v})$ lies on $\tilde{W}^s_{\text{loc}}$, if and only if the corresponding history function $\phi$ lies on $W^s_{\text{loc}}$. This means the induced manifold $\tilde{W}^s_{\text{loc}}$ is obtained by evaluating those elements $\phi$ of $W^s_{\text{loc}}$ at $\theta = 0$, that correspond to classical solutions of (3.5). Note that the $M$-Lipschitz continuity is automatically fulfilled due to the choice of $M$; the behaviour of $\phi$ before time $-\sigma$ is neither relevant for the Lyapunov Perron operator and thus the stable manifold, nor can it directly be determined by equation (3.5) as the differential equation per se is only defined for positive times. The manifold $\tilde{W}^s_{\text{loc}}$ inherits the properties of $W^s_{\text{loc}}$ pointed out in the theorem above.

We next reverse the blowup transformation $(x, y) = (u, uv)$ and return to our initially considered differential equation

$$\begin{pmatrix} x \\ y \end{pmatrix}' = F(x, y) + G(x, y)h(\tau).$$

Here one needs to be careful, since we do not only need to change the spatial coordinates but also have a space-dependent time transformation given by

$$\rho(t) = \int_{-t}^0 \frac{1}{|u(s)|^\kappa} \, ds,$$

for the segment $u_t$ of a solution of (3.7) as introduced in (3.6). Again we take those $(\phi, \sigma) = (u, v, \sigma) \in W^s_{\text{loc}}$ that correspond to classical solutions. These triplets are now mapped using the blow up map and the time transformation $\rho$, i.e. we have

$$(u, v, \sigma) \mapsto (x, y, \tau) = (u(0), u(0)v(0), \int_{-\sigma}^0 \frac{1}{|u(s)|^\kappa} \, ds). \tag{3.10}$$

Note that this coordinate transformation is regular as long as $u(s) \neq 0 \ \forall s \in [-\sigma, 0]$. Since we only consider $u$ that correspond to classical solutions (of equation (3.5)) and the half planes $\{u > 0\}$ and $\{u < 0\}$ are invariant under (3.5), no problems arise. Clearly the equilibrium solution $(u, v) = (0, 0)$ cannot be transformed by this map.

This transformation yields a locally positively invariant manifold $\mathcal{M}$ in the extended phase space $\{(x, y, \tau) \in \mathbb{R}^2 \times \mathbb{R}\}$ of equation (3.1). To be more precise we obtain two invariant manifolds $\mathcal{M}^+, \mathcal{M}^-$ in the half spaces $\{x > 0\}$ and $\{x < 0\}$ as $W^s_{\text{loc}}$ is interrupted by $u = 0$, where the change of variables is singular. Solutions on the transformed manifolds still converge to the origin (more accurately to the invariant line $\{x = y = 0\} \subset \mathbb{R}^3$), but due to the rescaling of time an exponential decay can no longer be assured.

Summarizing the previous considerations and applying them not only to the stable, but also the unstable manifold which can obtained by Theorem 3.1 analogously after reversing the order of time, we obtain the following.
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Corollary 3.2. There are nonautonomous invariant manifolds of equation (3.1) in $\mathbb{R}^2 \times \mathbb{R}$ corresponding to the stable and unstable manifolds of equation (3.7). They consist of integral curves of solutions that converge to $\{(x, y, \tau) \in \mathbb{R}^2 \times \mathbb{R} \mid x = y = 0\}$ in forward and backward time respectively. The transforming change of variables (in the case of the stable manifold) is given by $(u, v, \sigma) \mapsto (x, y, \tau) = \left(u(0), u(0)v(0), \int_{-\sigma}^{0} \frac{1}{|u(s)|^2} \, ds\right)$.

Note, that $\mathcal{M}$ will not be defined for all initial conditions in a neighbourhood of the origin $(x, y) = (0, 0)$ for each particular initial time, since $\int_{-\sigma}^{0} \frac{1}{|u(s)|^2} \, ds \to \infty$ as $u \to 0$. In order to close this missing part of the domain of the invariant manifold and extend the invariant manifold $\mathcal{M}$ in towards the (singular, for the transformation) line $\{x = y = 0\}$ one may take the following approach into consideration. We take some $(u, v, \sigma) \in W^s_{\text{loc}}$ on the stable manifold that corresponds to a classical solution of (3.5) and evaluate $(u, v)$ at $-\sigma$; this is equivalent to taking $(u(0), v(0), \sigma) = (\tilde{u}, \tilde{v}, \sigma) \in \tilde{W}^s_{\text{loc}}$ and tracing solutions of equation (3.5) back until time $t = 0$. This yields the set $\tilde{W}_0$ of those initial conditions $(\tilde{u}, \tilde{v}, 0) \in \mathbb{R}^3$, which are mapped to some $(\tilde{u}, \tilde{v}, \sigma) \in \tilde{W}^s_{\text{loc}}$ by the flow of (3.5). However, note that the properties of $\tilde{W}_0$ are not characterized by Theorem 3.1.

Since $t = \tau = 0$ is the invariant time under the time-reparametrization, changing coordinates in this case becomes only a spatial transformation. Thus, applying the same transformation (3.10) as before, we obtain a set in $(x, y)$-coordinates at $\tau = 0$. Solution curves to equation (3.1) with respect to these initial conditions now allow to extend the invariant manifolds towards $\{x = y = 0\}$ similarly to backwards-time extension of the invariant manifold $\mathcal{M}$. Properties of $\tilde{W}_0$ and possible extensions of $\mathcal{M}$ may be considered in a future work. Furthermore, a connection to the stable manifold of the autonomous limit equation $(u, v)' = f(u, v)$ seems conceivable.

In summary, we achieved the goal of the blow-up method in the sense that we have employed hyperbolic theory to locally study non-hyperbolic nonautonomous dynamics. The cost is that we have to study a more complicated, even formally infinite-dimensional, dynamical system given by a delay equation with infinite delay.

4 Preliminaries

The proof of the Stable Manifold Theorem 3.1 in blown-up space is based on a Lyapunov-Perron method. To set up the method, we need (a generalized version of) the variation of constants formula that is central to defining the Lyapunov-Perron operators, whose fixed point will form the stable manifold. First, let us define an auxiliary function $\Gamma^n : \mathbb{R}^2 \to \mathcal{B}$ by

$$x \mapsto \Gamma^n x, \quad \Gamma^n x(\theta) = \begin{cases} (n\theta + 1)x & \text{for } -\frac{1}{n} \leq \theta \leq 0, \\ 0 & \text{for } \theta < -\frac{1}{n}. \end{cases}$$

$\Gamma^n$ is an important technical tool, that allows us to generalize the well known variation of constants formula also to delay-equations in the phase space $\mathcal{B}$. Also note, that we have an
estimate of the form
\[ \|\Gamma^n x\| \leq K \|x\| \]  
(4.1)

for some \( K \in \mathbb{R} \), see also [9]. Let \( A \in \mathbb{R}^{2 \times 2} \) denote a matrix, which we shall later on take as \( A = Df(0,0) \).

**Proposition 4.1** (Variation of Constants Formula, [9]). The segment \( x_t(\phi, \sigma, H) \) of a solution \( x(\cdot, \phi, \sigma, H) \) of the inhomogeneous equation \( x' = Ax + H(t) \) satisfies the equation
\[ x_t(\phi, \sigma, H) = V(t-\sigma)\phi + \lim_{n \to \infty} \int_{\sigma}^{t} V(t-s)\Gamma^n H(s) \, ds \]
for all \( t \geq \sigma \) as a limit in \( \mathcal{B} \).

The key steps in the proof of this proposition lie in showing that
\[ \lim_{n \to \infty} x_t(\Gamma^n x, 0, 0) = V(t)x \]
as well as
\[ \lim_{n \to \infty} \int_{\sigma}^{t} V(t-s)\Gamma^n H(s) \, ds = x_t(0, \sigma, H), \]
which then leads to the above formula.

Another fundamental tool for the proof of Theorem 3.1 is the following result that connects bounded solutions with their integral representations. It is taken from [16] with only very little adaptations and can be proven in the same way.

**Lemma 4.2** ([16]).
Let \( \psi \in E^s \). If \( y \) is a solution of the equation \( y' = Ay + R(y(t), t) \) such that \( \Pi^s y_\sigma = \psi \), \( \sup_{t \geq \sigma} \|y(t)\|_B < \infty \) and \( \sup_{t \geq \sigma} \|R(y(t), t)\|_B < \infty \), then the segment \( y_t \) satisfies for all \( t \geq \sigma \)
\[ y_t = V(t, \sigma)\psi + \lim_{n \to \infty} \int_{\sigma}^{t} V(t-s)\Pi^s \Gamma^n R(y(s), s) \, ds - \lim_{n \to \infty} \int_{t}^{\infty} V(t-s)\Pi^s \Gamma^n R(y(s), s) \, ds. \]
On the other hand, if a function \( y \in C([\sigma, \infty), \mathcal{B}) \) satisfies
\[ y(t) = V(t, \sigma)\psi + \lim_{n \to \infty} \int_{\sigma}^{t} V(t-s)\Pi^s \Gamma^n R(y(s), s) \, ds - \lim_{n \to \infty} \int_{t}^{\infty} V(t-s)\Pi^s \Gamma^n R(y(s), s) \, ds \]
for all \( t \in [\sigma, \infty) \), as well as the estimates \( \sup_{t \geq \sigma} \|y(t)\|_B < \infty \) and \( \sup_{t \geq \sigma} \|R(y(t), t)\|_B < \infty \) like above, it defines a solution \( \xi \) given by
\[ \xi(t) = \begin{cases} [y(t)](0) & \text{if } t \geq \sigma, \\ [y(\sigma)](t) & \text{if } t < \sigma \end{cases} \]
of the functional differential equation (3.1) with \( \Pi^s \xi_\sigma = \psi \) and \( \xi_t = y(t) \).
5 Proof

For the proof of Theorem 3.1 we will work almost solely with the case $\kappa = 1$ as this needs the sharpest estimates. If $\kappa \geq 2$, note that the integral $\int_{-t}^0 \frac{1}{|u(s)|^\kappa} \, ds$ has a lower order singularity as $u \to 0$, so that the estimates and proofs above carry over to these cases in a suitably adapted version. In fact one can even relax the assumptions of the exponential decay of $h$ and $h'$ to be only of polynomial order.

As we want to utilize the gained hyperbolic structure of equation (3.7) in comparison to equation (3.1), we will show in the following that the function $K: B \times \mathbb{R}^+ \to \mathbb{R}^2$ given by

$$K(u, v, t) = f(u(0), v(0)) + g(u(0), v(0))h\left(\int_{-t}^0 \frac{1}{|u(s)|} \, ds\right)$$

is continuously differentiable in $B$-direction. This allows to decompose

$$K(u, v, t) = Df(0, 0)(u(0), v(0)) + R(u, v, t),$$

where $R: B \times \mathbb{R}^+ \to \mathbb{R}^2$ is a remaining nonlinearity that satisfies $R(0, 0, t) = DR(0, 0, t) = 0$. However, note that $K$ is only well defined if $\frac{1}{u}$ is integrable on intervals $[-t, 0]$. Thus, as a first step, we show that there is a continuous extension of (5.1) given by (5.2) below defined on the whole space $B$. Next, we prove that this function is differentiable with a continuous derivative. Finally, we give an estimate on the error $K(\cdot, \cdot, t) - DK(0, 0, t)$ between the function $K$ and its derivative $DK$, which will become useful later on.

Since we are dealing with continuous functions, as long as $u$ does not have a zero its inverse $\frac{1}{u}$ is bounded from above on any interval $[-t, 0]$ for some fixed $t \in \mathbb{R}^+$. Thus the integral $\int_{-t}^0 \frac{1}{|u(s)|} \, ds$ is finite and we can define $K$ for those $u$ by using equation (5.1) directly. For all remaining $(u, v) \in B$, i.e., when there is a $s_0 \in \mathbb{R}^-$ such that $u(s_0) = 0$ we set $K(u, v, t) = f(u(0), v(0))$ so that $F: B \times \mathbb{R}^+ \to \mathbb{R}^2$ is defined by (5.2) below. Here and in the following functions/segments, that possess a zero, are called singular, while those which are entirely positive or negative, are called regular functions/segments.

Proposition 5.1. For each $t > 0$, the function $K(\cdot, \cdot, t): B \to \mathbb{R}^2$ given by

$$K(u, v, t) = \begin{cases} f(u(0), v(0)) + g(u(0), v(0))h\left(\int_{-t}^0 \frac{1}{|u(s)|} \, ds\right) & \text{if } u \text{ is regular} \\ f(u(0), v(0)) & \text{if } u \text{ is singular} \end{cases}$$

is a continuous extension of (5.1).

Proof. Let $u \in B$ be singular and $s_0 \in \mathbb{R}^-$ such that $u(s_0) = 0$. Since all functions in $B$ are $M$-Lipschitz continuous, we can estimate $|u(s)| \leq M|s - s_0|$ and thus

$$\int_{-t}^0 \frac{1}{|u(s)|} \, ds \geq \int_{-t}^0 \frac{1}{M|s - s_0|} \, ds = \infty.$$
Now consider an approximating sequence \( u_n \) of \( u \) in \( B \) and assume without loss of generality that \( \|u_n - u\|_B \) is monotonically decreasing. Note that for all \( s \in [-t,0] \) we have \( |\phi(s)| \leq e^M \|\phi\|_B \) for any \( \phi \in B \). Hence we can estimate

\[
|u_n(s)| \leq |u(s)| + e^M \|u_n - u\|_B ,
\]

which implies

\[
\frac{1}{|u_n(s)|} \geq \frac{1}{|u(s)| + e^M \|u_n - u\|_B}
\]

and by the monotone convergence theorem we can deduce that

\[
\lim_{n \to \infty} \int_{-t}^{0} \frac{1}{|u_n(s)|} \, ds = \int_{-t}^{0} \frac{1}{|u(s)|} \, ds = \infty .
\]

Consequently, \( h(\int_{-t}^{0} \frac{1}{|u_n(s)|} \, ds) \to 0 \) and since \( f, g \) are continuous as well, the continuity of \( K \) at singular arguments follows.

Next we tackle the differentiability of \( K(\cdot, \cdot, t) \).

**Proposition 5.2.** \( K(\cdot, \cdot, t) \) defined by \( 5.2 \) is continuously differentiable

**Proof.** Using the product and chain rule one easily finds the derivative at regular arguments \( (u, v) \in B \) to be

\[
[D\!K(u, v, t)](\phi, \psi) = Df(u(0), v(0))(\phi(0), \psi(0))^\top + Dg(u(0), v(0))h \left( \int_{-t}^{0} \frac{1}{|u(s)|} \, ds \right) (\phi(0), \psi(0))^\top
\]

\[
+ g(u(0), v(0))h' \left( \int_{-t}^{0} \frac{1}{|u(s)|} \, ds \right) \int_{-t}^{0} \frac{-\phi(s)}{|u(s)|u(s)} \, ds .
\]

Furthermore we claim that the derivative at a singular function \( u \) is given by

\[
[D\!K(u, v, t)](\phi, \psi) = Df(u(0), v(0))(\phi(0), \psi(0))^\top .
\]

In order to show

\[
\lim_{(w, z)\to 0} \frac{1}{\|(w, z)\|_B} \|K(u + w, v + z, t) - K(u, v, t) - Df(u(0), v(0))(w(0), z(0))^\top \|_B = 0 \quad 5.4)
\]

we distinguish two cases. If \( u + w \) is a singular function, expression \( 5.4 \) simplifies to

\[
\lim_{(w, z)\to 0} \frac{1}{\|(w, z)\|_B} \|f(u(0) + w(0), v(0) + z(0)) - f(u(0), v(0)) - Df(u(0), v(0))(w(0), z(0))^\top \|_B
\]

which vanishes due to the differentiability of \( f \). For the case of a regular function \( u + w \) the limit becomes

\[
\lim_{(w, z)\to 0} \frac{1}{\|(w, z)\|_B} \|f(u(0) + w(0), v(0) + z(0)) + g(u(0) + w(0), v(0) + z(0))h \left( \int_{-t}^{0} \frac{1}{|u(s) + w(s)|} \, ds \right)
\]

\[
- f(u(0), v(0)) - Df(u(0), v(0))(w(0), z(0))^\top \|_B
\]
Here the first and the last two terms vanish due to the differentiability of \( f \), so it remains to show
\[
\lim_{(w,z) \to 0} \frac{1}{\|(w,z)\|_B} \left\| g(u(0) + w(0), v(0) + z(0)) h \left( \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \right\|_B = 0.
\]
Note that \( g(u(0) + w(0), v(0) + z(0)) \) is uniformly bounded for all sufficiently small \((w,z)\) so we are left with
\[
\lim_{\|w\| \to 0} \frac{1}{\|(w,z)\|_B} \left\| h \left( \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \right\| = 0.
\]
We use the Lipschitz continuity of \( u \) and \( w \) to estimate
\[
|u(s) + w(s)| \leq |w(s_0)| + M|s - s_0|
\]
(recall that \( u(s_0) = 0 \)) and thus obtain
\[
\int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \geq \int_{-t}^0 \frac{1}{|w(s_0)| + M|s - s_0|} \, ds \geq -\frac{1}{M} \ln \left( \frac{|w(s_0)|}{|w(s_0)| + M\frac{t}{2}} \right).
\]
Together with the exponential estimate (3.2) on \( h \) this yields
\[
\frac{1}{\|(w,z)\|_B} \left\| h \left( \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \right\| \leq \frac{1}{w(s_0)e^{\lambda s_0}} H \cdot \exp \left( -\eta \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right)
\leq \frac{1}{w(s_0)e^{\lambda s_0}} H \cdot \exp \left( -\eta \frac{1}{M} \ln \left( \frac{|w(s_0)|}{|w(s_0)| + M\frac{t}{2}} \right) \right) = \frac{H}{w(s_0)e^{\lambda s_0}} \left( \frac{|w(s_0)|}{|w(s_0)| + M\frac{t}{2}} \right)^{\frac{1}{H}}.
\]
Now if \( \|(w,z)\|_B \to 0 \) also \( w(s_0) \to 0 \) and since \( \frac{1}{H} > 1 \) the last expression converges to 0.
The continuity of the derivative given in (3.3) at regular functions and in the second argument is apparent, so that again only the singular points are of special interest. As before we consider a singular \( u \) with \( u(s_0) = 0 \) as well as a perturbation \( u + w \) thereof. It is sufficient to show that
\[
h' \left( \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \int_{-t}^0 \frac{1}{|u(s) + w(s)|^2} \, ds
\]
converges to 0 as \( \|(w,z)\|_B \to 0 \), since the other parts are already known to be continuous: \( f \) and \( g \) by assumption and \( h(\ldots) \) by the arguments below (5.2).

Let now \( s_1 := \text{arg min}_{s \in [-t,0]} |u(s) + w(s)|. \) Note that now, in contrast to the previous situation, \( s_1 \) depends on the choice of \( w \). Nevertheless, we can estimate in a similar manner to before
\[
\int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \geq \int_{-t}^0 \frac{1}{|u(s_1) + w(s_1)| + M|s - s_1|} \, ds = -\frac{1}{M} \ln \left( \frac{|u(s_1) + w(s_1)|}{|u(s_1) + w(s_1)| + M\frac{t}{2}} \right).
\]
Furthemore
\[
h' \left( \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \int_{-t}^0 \frac{1}{|u(s) + w(s)|^2} \, ds
\leq h' \left( \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \cdot \frac{1}{|u(s_1) + w(s_1)|}
\leq H \cdot \exp \left( -\eta \int_{-t}^0 \frac{1}{|u(s) + w(s)|} \, ds \right) \cdot \frac{1}{|u(s_1) + w(s_1)|},
\]
(5.6)
due to the estimate (5.2). Analogous to above we now exploit the estimate (5.5) to continue
\[
H \cdot \exp \left( - \eta \int_{-t}^{0} \frac{1}{|u(s) + w(s)|} \, ds \right) \cdot \frac{1}{|u(s_1) + w(s_1)|}
\]
\[
\leq H \cdot \exp \left( \frac{\eta}{M} \ln \left( \frac{|u(s_1) + w(s_1)|}{|u(s_1) + w(s_1)| + M \frac{1}{2}} \right) \right) \cdot \frac{1}{|u(s_1) + w(s_1)|}
\]
\[
= H \cdot \left( \frac{|u(s_1) + w(s_1)|}{|u(s_1) + w(s_1)| + M \frac{1}{2}} \right)^{\frac{-\eta}{M}} \cdot \frac{1}{|u(s_1) + w(s_1)|}.
\]

Now, as \((w, z)\|_{\mathcal{B}} \to 0\) also \(|w(s_0)| \to 0\) and thus also
\[
|w(s_0)| = |u(s_0) + w(s_0)| \geq \min_{s \in [-t, 0]} |u(s) + w(s)| = |u(s_1) + w(s_1)|
\]
converges towards 0. Since \(\frac{-\eta}{M} > 1\), like before the term
\[
H \cdot \left( \frac{|u(s_1) + w(s_1)|}{|u(s_1) + w(s_1)| + M \frac{1}{2}} \right)^{\frac{-\eta}{M}} \cdot \frac{1}{|u(s_1) + w(s_1)|}
\]
is convergent towards 0 as well.

Finally we will give a uniform estimate on the derivative of \(\mathcal{K}(\cdot, t) - D\mathcal{K}(0, 0, t) =: R(\cdot, t)\), and therewith the Lipschitz constant of \(R(\cdot, t)\) in a neighbourhood of \(0 \in \mathcal{B}\) for all \(t \in [\sigma_0, \infty)\).

**Proposition 5.3.** Let \(\sigma_0 > 0\). There is a function \(\zeta: [0, \delta_0] \to \mathbb{R}^+\) for some \(\delta_0 > 0\) with
\[
\lim_{\delta \to 0} \zeta(\delta) = 0 \quad \text{such that} \quad \|D\mathcal{K}(u, v, t) - D\mathcal{K}(0, 0, t)\| \leq \zeta(\delta) \quad \text{for all} \quad (u, v) \in \mathcal{B}\quad \text{with} \quad \|(u, v)\|_{\mathcal{B}} < \delta \quad \text{and all} \quad t \geq \sigma_0.
\]
Consequently, \(\zeta(\delta)\) is the Lipschitz constant of \(R(\cdot, t)\) in \(B_\delta(0)\) for all \(t \geq \sigma_0\).

**Proof.** Considering (5.6) with the special choice \(u = 0\) we obtain
\[
h' \left( \int_{-t}^{0} \frac{1}{|w(s)|} \, ds \right) \int_{-t}^{0} \frac{1}{|w(s)|^2} \, ds \leq H \cdot \exp \left( - \eta \int_{-t}^{0} \frac{1}{|w(s)|} \, ds \right) \cdot \frac{1}{|w(s_1)|}
\]
\[
\leq H \cdot \left( \frac{|w(s_1)|}{|w(s_1)| + M \frac{1}{2}} \right)^{\frac{-\eta}{M}} \cdot \frac{1}{|w(s_1)|} \leq H \cdot \left( \frac{|w(s_1)|}{|w(s_1)| + M \frac{1}{2}} \right)^{\frac{-\eta}{M}} \cdot \frac{1}{|w(s_1)|} =: \gamma(|w(s_1)|)
\]
Note that there is some \(r_0\) such that \(\gamma(r)\) converges monotonically towards 0 as \(r \to 0\) for all \(r \in [0, r_0]\). Further note that \(\|(w, z)\|_{\mathcal{B}} \geq |w(0)| \geq |w(s_1)|\) so \(\gamma((w, z)\|_{\mathcal{B}})\) gives an upper bound of the term
\[
h' \left( \int_{-t}^{0} \frac{1}{|w(s)|} \, ds \right) \int_{-t}^{0} \frac{1}{|w(s)|^2} \, ds.
\]
We have for all \((u, v) \in \mathcal{B}\) (regular as well as singular functions)
\[
\|D\mathcal{K}(u, v, t) - D\mathcal{K}(0, 0, t)\| \leq \|Df(u(0), v(0)) - Df(0, 0)\|
\]
\[
+ \|Dg(u(0), v(0))h' \left( \int_{-t}^{0} \frac{1}{|u(s)|} \, ds \right) \right\| + \|g(u(0), v(0))h' \left( \int_{-t}^{0} \frac{1}{|u(s)|} \, ds \right) \right\| \int_{-t}^{0} \frac{1}{|u(s)|^2} \, ds\|
\]
Now, the first term converges to 0 as \((u, v) \to 0\) since \(f\) is continuously differentiable and the second term by the estimate on \(h' \left( \int_{-t}^{0} \frac{1}{|u(s)|} \, ds \right)\) in Proposition 5.2. Finally, the last term is bounded by a multiple of \(\gamma((u, v)\|_{\mathcal{B}})\) by our considerations above. Consequently, there exists some \(\delta_0 > 0\) and a function \(\zeta: [0, \delta_0] \to \mathbb{R}^+\) satisfying \(\zeta(\delta) \to 0\) such that \(\|D\mathcal{K}(u, v, t) - D\mathcal{K}(0, 0, t)\| \leq \zeta(\delta)\) for all \((u, v) \in \mathcal{B}\) with \(\|(u, v)\|_{\mathcal{B}} < \delta\).
We now are able to apply the tools of Section 4 on our vector field
\[ K(u, v, t) = DK(0, 0, t) + R(u, v, t) = Df(0, 0)(u(0), v(0)) + R(u, v, t) \]
and consider Lyapunov-Perron operators.

**Proof. (of Theorem 5.3)**

From Proposition 5.3 we know that
\[ ||R(u_1, v_1, t) - R(u_2, v_2, t)|| \leq \zeta(\delta)||u_1 - u_2||^\sigma ||v_1 - v_2||^\tau \]
for all \((u_1, v_1), (u_2, v_2) \in B_{\delta}(\delta)\) uniformly for all \(t \geq \sigma_0\), where we use \(B_A(r)\) to denote the closed ball of radius \(r\) in the space \(A\) centered at the origin. Since \(R(0, 0, t) = 0\) for all \(t\), this especially yields the estimate
\[ ||R(u, v, t)|| \leq \zeta(\delta)||u||_{\delta} \]
for all \((u, v) \in B_{\delta}(\delta)\).

Now take some \(0 < \beta < \alpha\) and consider the spaces \(Y_\sigma = BC^\beta([\sigma, \infty), B)\) and \(\tilde{Y}_\sigma = BC^\beta([\sigma, \infty), \tilde{B})\), where for \(S = B\) or \(S = \tilde{B}\) we define the space
\[ BC^\beta([\sigma, \infty), S) := \{ y \in C([\sigma, \infty), S) : \sup_{\theta \in [\sigma, \infty)} e^{\beta(\theta - \sigma)} ||y(\theta)||_S < \infty \} \]
as the Banach space of continuous, exponentially bounded functions, that is endowed with the norm \(||y||_{BC^\beta([\sigma, \infty), S)} = \sup_{\theta \in [\sigma, \infty)} e^{\beta(\theta - \sigma)} ||y(\theta)||_S\).

For fixed \(r > 0, \delta \in [0, \delta_0]\) and every \(\sigma \in [\sigma_0, \infty)\) let us define \(\mathcal{F}_\sigma : B_{E^r}(r) \times B_{Y_\sigma}(\delta) \to Y_\sigma\) by
\[ \mathcal{F}_\sigma(\psi, y)(t) = V(t-\sigma)\psi + \lim_{n \to \infty} \int_0^t V(t-s)\Pi^T R(y(s), s) \, ds - \lim_{n \to \infty} \int_0^\infty V(t-s)\Pi^T R(y(s), s) \, ds \]
for all \(t \geq \sigma\). We show next, that \(\mathcal{F}_\sigma(\psi, \cdot)\) is a well defined self-mapping and a contraction for every \(\psi \in B_{E^r}(r), \sigma \in [\sigma_0, \infty)\) with the aim of applying the contraction mapping theorem/Banach fixed point theorem.

First, using the estimates (3.8), (3.9), (4.1) and (5.7), we obtain
\[ \left| \lim_{n \to \infty} \int_0^t V(t-s)\Pi^T R(y(s), s) \, ds \right|_B \leq CKL \zeta(\delta) \int_0^t e^{-\alpha(t-s)} ||y||_B \, ds \]
\[ \leq CKL \zeta(\delta) \int_0^t e^{-\alpha(t-s)} ||y||_{Y_\sigma} e^{-\beta(s-\sigma)} \, ds \leq CKL \zeta(\delta) \frac{1}{\alpha - \beta} ||y||_{Y_\sigma} e^{-\beta(t-\sigma)} \]
as well as
\[ \left| \lim_{n \to \infty} \int_0^\infty V(t-s)\Pi^T R(y(s), s) \, ds \right|_B \leq CKL \zeta(\delta) \int_0^t e^{-\alpha(t-s)} ||y||_B \, ds \]
\[ \leq CKL \zeta(\delta) \int_0^\infty e^{\alpha(t-s)} ||y||_{Y_\sigma} e^{-\beta(s-\sigma)} \, ds \leq CKL \zeta(\delta) \frac{1}{\alpha + \beta} ||y||_{Y_\sigma} e^{-\beta(t-\sigma)} \]
for all \(t \geq \sigma\), which allows to conclude that
\[ ||\mathcal{F}_\sigma(\psi, y)(t)||_B \leq ||V(t-\sigma)\psi||_B + CKL \zeta(\delta) \frac{1}{\alpha - \beta} ||y||_{Y_\sigma} e^{-\beta(t-\sigma)} + CKL \zeta(\delta) \frac{1}{\alpha + \beta} ||y||_{Y_\sigma} e^{-\beta(t-\sigma)} \]
\[ \leq C e^{\alpha(\sigma-t)} ||\psi||_B + CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) ||y||_{Y_\sigma} e^{-\beta(t-\sigma)} \]
\[ \leq e^{-\beta(t-\sigma)} \left( C e^{(\alpha - \beta)(\sigma-t)} + CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) \delta \right) . \]
Consequently we have
\[ \|F_\sigma(\psi, y)\|_{Y_\sigma} = \sup_{t \in [\sigma, \infty)} e^{\beta(t-\sigma)} \|F_\sigma(\psi, y)(t)\|_B \leq C e^{(\alpha - \beta)(\sigma - t)} + CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) \delta. \] (5.8)
Since \( \zeta(\delta) \rightarrow 0 \) as \( \delta \rightarrow 0 \), a sufficiently small choice of \( \delta \) yields \( CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) < \frac{1}{2} \), so that taking \( r < \frac{2}{\delta} \) implies that \( \|F_\sigma(\psi, y)(t)\|_B \leq \delta \). Hence \( F_\sigma \) maps into \( B_{Y_\sigma}(\delta) \).

It remains to verify that the function \( F_\sigma(\psi, y)(t) : \mathbb{R}^+ \rightarrow X \) is \( M \)-Lipschitz continuous. Since \( F_\sigma(\psi, y)(t)(\cdot) = F_\sigma(\psi, y)(t + \theta)(0) \) is a solution of the linear inhomogeneous equation \( x' = Df(0,0)x + R(y(t), t) \) and the right hand side is bounded by \( M \) in the considered neighbourhood of 0 due to our assumption in Section 3, the \( M \)-Lipschitz continuity follows directly.

Finally, proceeding similarly to the estimate (5.8), we estimate the Lipschitz constant of \( F_\sigma(\psi, \cdot) \) as follows
\[ \|F_\sigma(\psi, y_1) - F_\sigma(\psi, y_2)\|_{Y_\sigma} = \sup_{t \in [\sigma, \infty)} e^{\beta(t-\sigma)} \|F(\psi, y_1, \sigma)(t) - F(\psi, y_1, \sigma)(t)\|_B \]
\[ \leq \sup_{t \in [\sigma, \infty)} e^{\beta(t-\sigma)} \left\| \lim_{n \rightarrow \infty} \int_\sigma^t V(t-s)\Pi^n \Gamma^n (R(y_1(s), s) - R(y_2(s), s)) \, ds \right\|_B \]
\[ + \sup_{t \in [\sigma, \infty)} e^{\beta(t-\sigma)} \left\| \lim_{n \rightarrow \infty} \int_\sigma^t V(t-s)\Pi^n \Gamma^n (R(y_1(s), s) - R(y_2(s), s)) \, ds \right\|_B \]
\[ \leq CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) \|y_1 - y_2\|_{Y_\sigma}. \]
Due to our choice of \( \delta \) above, the Lipschitz constant \( CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) \) is less than \( \frac{1}{2} \). The contraction mapping theorem yields a unique fixed point \( y_\sigma^*(\psi) \) in \( B_{Y_\sigma}(\delta) \), which satisfies \( F_\sigma(\psi, y_\sigma^*(\psi)) = y_\sigma^*(\psi) \) for every \( \psi \in B_{E^\sigma}(r) \) and every \( \sigma \in [\sigma_0, \infty) \). Lemma 112 yields the correspondence of this fixed point to a unique bounded solution. The map \( w: B_{E^\sigma}(r) \times [\sigma_0, \infty) \rightarrow E^n \), the graph of which forms the stable manifold, is therefore given by
\[ w(\psi, \sigma) = \Pi^n [y_\sigma^*(\psi)](\sigma) = -\lim_{n \rightarrow \infty} \int_\sigma^\infty V(-s)\Pi^n \Gamma^n R([y_\sigma^*(\psi)](s), s) \, ds \]
using the just obtained fixed point of \( F_\sigma(\psi, \cdot) \).

Next, let us consider some \( \psi_1, \psi_2 \in B_{E^\sigma}(r) \). We have
\[ \|y_\sigma^*(\psi_1) - y_\sigma^*(\psi_2)\|_{Y_\sigma} = \|F_\sigma(\psi_1, y_\sigma^*(\psi_1)) - F_\sigma(\psi_2, y_\sigma^*(\psi_2))\|_{Y_\sigma} \]
\[ \leq \sup_{t \in [\sigma, \infty)} e^{\beta(t-\sigma)} \left[ \|V(t-\sigma)(\psi_1 - \psi_2)\|_{Y_\sigma} \right. \]
\[ + \left. \left\| \lim_{n \rightarrow \infty} \int_\sigma^t V(t-s)\Pi^n \Gamma^n (R([y_\sigma^*(\psi_1)](s), s) - R([y_\sigma^*(\psi_1)](s), s)) \, ds \right\|_{Y_\sigma} \right] \]
\[ \leq \sup_{t \in [\sigma, \infty)} e^{\beta(t-\sigma)} C e^{-\alpha(t-\sigma)} \|\psi_1 - \psi_2\|_B + CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) (\psi_1 - \psi_2)\|_{Y_\sigma} \]
\[ = C \|\psi_1 - \psi_2\|_B + CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) (\psi_1 - \psi_2)\|_{Y_\sigma} \]
and consequently
\[
\|y_\ast^\sigma(\psi_1) - y_\ast^\sigma(\psi_2)\|_{Y_\ast} \leq C \left[ 1 - CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) \right]^{-1} \|\psi_1 - \psi_2\|_B.
\]
From this we can conclude
\[
\|y_\ast^\sigma(\psi_1)(t) - y_\ast^\sigma(\psi_2)(t)\|_B \leq e^{-\beta(t - \sigma)} C \left[ 1 - CKL \zeta(\delta) \left( \frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta} \right) \right]^{-1} \|\psi_1 - \psi_2\|_B, \quad (5.9)
\]
which implies Lipschitz continuity of \(w(\psi, \sigma) = \Pi^\ast [y_\ast^\sigma(\psi)](\sigma)\) in \(\psi\) upon taking \(t = \sigma\).

As the family of Lyapunov-Perron operators \(\mathcal{F}_\sigma\) depends continuously on \(\sigma\), the same holds for \(w\) (one can also view all the operators \(\mathcal{F}_\sigma\) as defined on the same space \(Y_0\) by considering suitably shifted versions).

Following a slightly different approach we can also use the implicit function theorem instead of the contraction mapping theorem to show the existence of the stable manifold, very similar to the proof of [17, Theorem 5]. However, it is hard to find \(t\)-uniform estimates for a suitable neighbourhood using the implicit function theorem; in contrast to our prior strategy via Lyapunov-Perron and the contraction mapping theorem, the implicit function theorem is better suited in an autonomous setting. Yet, it is helpful to study regularity and we will use it here to prove the differentiability at the origin.

To apply the implicit function theorem, we define \(G_\sigma : B_{E^u} \times B_{Y_\ast}(\delta) \to \hat{Y}_\sigma\) by

\[
G_\sigma(\psi, y)(t) = y(t) - \mathcal{F}_\sigma(\psi, y)
= y(t) - V(t - \sigma)\psi - \lim_{n \to \infty} \int_{t}^{\infty} V(t - s)\Pi^u\Gamma^n R(y(s), s) \, ds + \lim_{n \to \infty} \int_{t}^{\infty} V(t - s)\Pi^u\Gamma^n R(y(s), s) \, ds
\]
for all \(t \geq \sigma\). Following the proof of [17, Theorem 5], adapted to the nonautonomous setting, we obtain by an application of the implicit function theorem a unique \(C^1\)-mapping \(\Lambda_\sigma : B_{E^u} \to B_{Y_\ast}(\delta)\) with \(\Lambda_\sigma(0) = 0\) and \(G_\sigma(\psi, \Lambda_\sigma(\psi)) = 0\) for all \(\sigma \in [\sigma_0, \infty)\) and all \(\psi \in B_{E^u}\), defined in some neighbourhood \(B_{E^u}(\hat{r})\) with an sufficiently small and \(\sigma\)-dependent \(\hat{r}\). This means in particular that

\[
\Lambda_\sigma(\psi)(\sigma) = \psi - \lim_{n \to \infty} \int_{\sigma}^{\infty} V(-s)\Pi^u\Gamma^n R(\Lambda_\sigma(\psi)(s), s) \, ds.
\]

Defining now

\[
W(\cdot, \sigma) := \Pi^u \circ \delta_\sigma \circ \Lambda_\sigma : B_{E^u} \to E^u, \text{ i.e. } W(\psi, \sigma) = -\lim_{n \to \infty} \int_{\sigma}^{\infty} V(-s)\Pi^u\Gamma^n R(\Lambda_\sigma(\psi)(s), s) \, ds
\]
the stable manifold is also locally given as the graph of \(W\). Due to the uniqueness, \(W\) and \(w\) coincide on their common domain. As a consequence, the function \(w\) that defines the stable manifold is not only continuous but also differentiable at 0. In fact, it is also differentiable in a neighbourhood of 0, but note that this neighbourhood, where one can guarantee differentiability by the implicit function theorem, may shrink to the origin as \(\sigma\) varies.
Differentiating the relation $G_\sigma(\psi, \Lambda_\sigma(\psi)) = 0$ we obtain
\[
D_\psi G_\sigma(\psi, \Lambda_\sigma(\psi)) + D_y G_\sigma(\psi, \Lambda_\sigma(\psi))DA_\sigma(\psi) = 0,
\]
which yields
\[
DA_\sigma(0) = -D_y G_\sigma(0, 0) = V(\cdot).
\]
From this we can conclude that $D_\psi W(0, \sigma) = [\Pi^u \circ \delta_\sigma \circ DA_\sigma(\cdot)](0) = \Pi^u V(0) = \Pi^u$, which vanishes when evaluated on $E^u$. This shows that the manifold given by the graph of $W$ is tangential to $E^u$ at the origin.

Next, consider some initial condition $(\phi, \sigma) = (\psi + w(\psi, \sigma), \sigma) \in W^s_{\text{loc}}$ with corresponding projection $\psi = \Pi^s \phi \in B_{E^s}(r)$. Using estimate (5.9) (and since $y^s_\sigma(0)(t) = 0$), the segment $\mu_t(\phi, \sigma) = [y^s_\sigma(\psi)](t)$ to the initial data $(\phi, \sigma)$ satisfies
\[
\|\mu_t(\phi, \sigma)\|_B = \|y^s_\sigma(\psi)(t)\|_B \leq e^{-\beta(t-\sigma)}C\left[1 - CKL \zeta(\delta) \left(\frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta}\right)\right]^{-1}\|\psi\|_B \leq Ne^{-\beta(t-\sigma)}\|\phi\|_B
\]
for any $t \geq \sigma$ with $N := CL\left[1 - CKL \zeta(\delta) \left(\frac{1}{\alpha - \beta} + \frac{1}{\alpha + \beta}\right)\right]^{-1}$, proving assertion $(iii)$.
Positive invariance of the stable manifold $W^s_{\text{loc}}$ follows directly from its definition.

\[\square\]

6 Conclusion and Outlook

In this work, we have provided a blow-up method to desingularize equilibrium points for nonautonomous differential equations in the plane. We have focused on the key challenge to understand the structure of the blown-up desingularized system, which turned out to be a delay equation with infinite delay. For this system, the time reparametrization required us to study regularity properties near the equilibrium to be able to employ Lyapunov-Perron and implicit function techniques to obtain invariant stable/unstable manifolds and their corresponding finite dimensional counterparts. One may interpret our results as establishing a rigorous link between local non-hyperbolic behaviour of nonautonomous systems to hyperbolic behaviour of dynamics with memory. From a geometric viewpoint, stable/unstable manifolds of non-hyperbolic nonautonomous system can now be viewed as projections of families of infinite-dimensional stable/unstable manifolds.

Having a blow-up method available for nonautonomous dynamics, opens up the opportunity to tackle several problems; we just mention a few possible directions here. (1) It may happen that a single desingularization step does not yield a hyperbolic equilibrium point but produces a collection of new non-hyperbolic equilibria, so that the same procedure may applied again. As Dumortier has shown in [3] a finite number of repeated blowups is sufficient to fully desingularize
the dynamics if a planar vector field satisfies a Lojasievicz inequality. Hence, one should also study repeated blow-ups in our case. (2) There is space left for generalization of the method. Besides more general asymptotically autonomous equations, one could also look at the case of different limits in forward and backward time or periodically forced equations, just to name a few examples where Lyapunov exponent can be calculated with little effort. (3) It is often a natural step from nonautonomous systems via skew-product flows to better understand stochastically forced dynamics, where the lack of local hyperbolicity also occurs frequently. Therefore, a major challenge would be to incorporate time-dependent stochastic terms into a blow-up method.
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