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Abstract

A new integrable discrete system is constructed and studied, based on the algebraization of the difference operator. The model is named the discrete generalized nonlinear Schrödinger (GNLS) equation for which can be reduced to classical discrete nonlinear Schrödinger (NLS) equation. To show the complete integrability of the discrete GNLS equation, the recursion operator, symmetries and conservation quantities are obtained. Furthermore, all of reductions for the discrete GNLS equation are given and the discrete NLS equation is obtained by one of the reductions. At the same time, the recursion operator and symmetries of continuous GNLS equation are successfully recovered by its corresponding discrete ones.
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1. Introduction

The research of discrete nonlinear systems described by differential-difference equations (discrete in space and continuous in time) have received considerable attention. Much effort has been spent by several research groups to derive analogous integrable nonlinear differential-difference equations for a given integrable partial differential equation (PDE). Especially, integrable discrete family of nonlinear Schrödinger (NLS) equations are involved in many physical applications [1-10]. As the continuous NLS equations, the discrete NLS equations have two main applications, i.e., nonlinear optics and Bose-Einstein condensates (BECs). In 2008, Lederer et al [11] gave a thorough review of the nonlinear discrete optics developed experimentally and theoretically in parallel semiconductor waveguides, photorefractive materials and allied media. The experimental and theoretical achievement [12] have been reported by many scientists and engineers, which demonstrate some important applications of discrete NLS equations in modeling the mean-field dynamics of BECs loaded into deep optical-lattice potentials. Moreover, the discrete NLS equations have other important applications including lattice models of nonlinear population dynamics, nonlinear electric circuits and nonlinear lattice vibrations [4-10]. In this paper, we construct a new integrable discrete NLS systems which may have potential physical applications.

The construction of the discrete NLS equations for the given continuous NLS equations is not an easy task. Several works are devoted to this subject [3, 11-16]. Among these works, Ablowitz and Ladik [3] presented the following integrable discrete NLS equation by introducing a new discrete eigenvalue problem

\[
\begin{align*}
\text{i}u_{nt} + \frac{(u_{n+1} + u_{n-1} - 2u_n)}{h^2} - u_n w_n (u_{n+1} + u_{n-1}) &= 0, \\
\text{i}w_{nt} - \frac{(w_{n+1} + w_{n-1} - 2w_n)}{h^2} + w_n u_n (w_{n+1} + w_{n-1}) &= 0,
\end{align*}
\]

\(1.1\)
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which is a discrete version of the generalized nonlinear Schrödinger (GNLS) equation

\[ \begin{align*}
    iu_t + u_{xx} - 2u^2w &= 0, \\
    iw_t - w_{xx} + 2w^2u &= 0,
\end{align*} \]

and equation (1.2) belongs to the Ablowitz, Kaup, Newell and Segur or so-called AKNS hierarchy, so the (1.2) is also called AKNS equation. Since then, the equation (1.1) has attracted researchers to study on various subjects [17–24].

The systems (1.1) and (1.2) respectively reduce to the following integrable systems:

\[ \begin{align*}
    iu_{tt} + \frac{(u_{n+1} + u_{n-1} - 2u_n)}{\hbar^2} - |u_n|^2(u_{n+1} + u_{n-1}) &= 0, \\
    iu_t + u_{xx} - 2|u|^2u &= 0,
\end{align*} \] (1.3)

and

\[ \begin{align*}
    iu_{tt} + \frac{(u_{n+1} + u_{n-1} - 2u_n)}{\hbar^2} - 2|u_n|^2u_n &= 0.
\end{align*} \] (1.4)

in the continuum limit \((\hbar \to 0)\) where in (1.1) and (1.2) we take the linear reductions \(w_n = -u_n^*, \ w = -u^*, \) where * denotes the complex conjugate.

Another discretization of the NLS equation is the diagonal discrete NLS [11]

\[ \begin{align*}
    iu_{tt} + \frac{(u_{n+1} + u_{n-1} - 2u_n)}{\hbar^2} - 2|u_n|^2u_n &= 0.
\end{align*} \] (1.5)

The systems (1.3) and (1.5) differ only in the discretization of the nonlinear term, yet they have very different properties. It is worthy to note that both these discretizations retain the Hamiltonian structure of the PDE. The equation (1.3) is integrable via the inverse scattering transform, while the equation (1.5) is not. Izergin and Korepin [12] also presented a discretization of NLS which is integrable but lengthy, see the book by Faddeev and Takhtajan [13] for details. As a contrast, our discrete NLS equations are neat and integrable.

As is known, the algebraization of the shift operator \(E\) is the usual way to generate integrable discrete equations, where \(E\) is defined \(E/f(n) = f(n + 1).\) However, the algebraization of the difference operator \(\Delta\) is more convenient to the algebraization of the shift operator as operator \(\Delta^{-1}\) appears explicitly in the Lax pairs. Recently, the work of Li, Chen and Li [25] gave a new residue formula to compute the conservation laws for the discrete Lax equations obtained by the algebraization of the difference operator and verified the validity of the formula by numerical experiments under the periodic boundary condition. More recently, the work [26] extended the method for constructing recursion operators of continuous PDEs proposed in [27] to discrete Lax equations and recovered the recursion operators for the continuous equations by a limit process.

To the best of our knowledge, there are few results for discrete Lax GNLS equation by the algebraization of the difference operator, of which the integrality and reductions have not yet been investigated too. The aim of this paper is to study the integrability and reductions for a discrete version of the GNLS equation (1.2). In general, a discretization of an integrable PDE is likely to be non-integrable. That is, even though the integrable PDE is the compatibility condition of a linear operator pair, one is not guaranteed to have a pair of linear equations corresponding to a generic discretization of the PDE. Moreover, for a given discrete generalized equation, whether it can be reduced to the corresponding discrete equation is worth studying.

In our paper, a new integrable discrete version of GNLS equation and it’s all linear reductions are presented. Firstly, we study the integrable discrete GNLS’ remarkable properties: recursion operator, infinite sets of conservation laws, infinite symmetries. The recursion operator (3.6) what we obtain is more concise than the recursion operator for the corresponding AKNS equation in [28, 29]. The recursion operator is not only the generating operator for the family of equations connected with a given equation but also the generating operator for the family of Hamiltonian structures. As a result, our recursion operator is more effective. Secondly, as Ablowitz et al [3] presented the reduction \(w_n = -u_n^*\) of (1.1) to (1.3) is linear, we study the linear reductions for discrete GNLS equation in order to get the reduction to the corresponding discrete NLS equation. In addition, the fact that our reduction to the corresponding discrete NLS equation is also linear is natural and reasonable. Moreover, we obtain all of the linear reductions through a theorem and give some specific examples to prove the availability of the theorem.
The arrangement of the paper is as follows: In section 2, we first recall a brief introduction of pseudodifference operators ring and obtain some basic definitions including the Gateaux derivative and symmetry of the discrete Lax equation. In section 3, we propose a new integrable discrete GNLS equation and compute it’s recursion operator, symmetries and conservation quantities. In section 4, we prove a theorem that clarify all the linear reductions for the discrete GNLS equation, moreover from a reduction of discrete GNLS equation, we successfully obtain the discrete NLS equation. In section 5, we summarize the conclusions and propose some problems.

For brevity, here we introduce some notes relevant to the contents of this paper: $u = u(n, t)$, $u_j = E^j \cdot u = u(n + j, t)$, $v = v(n, t)$, $v_j = E^j \cdot v = v(n + j, t)$, $w = w(n, t)$, $w_j = E^j \cdot w = w(n + j, t)$. All the other functions’ subscript is understood as the usual way.

2. Basic definitions and propositions of Pseudodifference operators ring

Denote the forward difference, i.e.,

$$(\Delta \cdot g)(n) = \frac{g(n+1) - g(n)}{h},$$

(2.1)

where $h$ is a real constant and $g(n)$ is the $n$th component of vector $g$.

The difference operator $\Delta$ acts on a vector space $V$ of arbitrary but definite dimension $N$. In the continuous case, any vector $v$ of dimension $N$ can be identified as an operator by

$$(v \circ f)(n) = v(n) f(n), \quad n = 1, 2, \ldots, N.$$

The basic formula for the ring is derived by rewriting the modified Leibnize rule

$$\Delta \cdot (fg) = (\Delta \cdot f)g + (f + h\Delta \cdot f)\Delta \cdot g$$

(2.2)

into an operator form

$$\Delta \circ f \circ g = (\Delta \cdot f) \circ g + (f + h\Delta \cdot f) \circ \Delta \circ g.$$  (2.3)

In (2.2), the multiplication among vectors $f$, $\Delta \cdot f$ and $g$ is component multiplication. For example, $(fg)(n) = f(n)g(n)$. In (2.3), $f$ and $\Delta \cdot f$ are operators acting on $V$ and $g$ is an arbitrary vector in $V$. So we have the operator equation

$$\Delta \circ f = (\Delta \cdot f) + (f + h\Delta \cdot f) \circ \Delta.$$  (2.4)

For the convenience, in the following paper, we will omit the composition symbol $\circ$ in the operator expressions. From (2.4), we can quickly derive the formula

$$\Delta^n f = \sum_{k=0}^{\infty} \binom{n}{k} (\Delta^k (1 + h\Delta)^{n-k}) \cdot f \Delta^{n-k}, \quad n \in \mathbb{Z}. $$  (2.5)

The above formula (2.5) is the basic formula for the differences operators’ ring and please pay attention to the definition of $\Delta^n \cdot f$ is $\Delta \cdot (\Delta^{n-1} \cdot f)$.

Suppose $A = \sum_{\varepsilon=-\infty}^n a_\varepsilon \Delta^\varepsilon$, $a_n \neq 0$, we introduce the following definitions and propositions.

**Definition 1.** The residue of $A$ is defined as follows:

$$\text{Res}(A) = a_{-1}.$$  (2.6)

**Definition 2.** The Gateaux derivative for $f \in V_\Delta$ in the direction $g \in V_\Delta$ is defined by

$$f'[g] = \frac{d}{de} f(u + eg)|_{e=0}.$$  (2.7)
The $f'$ is called linearization operator of $f$ and also can be expressed as:

$$f' = \sum_j \frac{D}{D(E^j u)} E^j,$$

(2.8)

where $V_{\Delta} = \{ \sum_{j=-\infty}^{\infty} f_j \Delta^j, \ f_j$ are operators corresponding to vectors of dimension $N \}$ with dimension infinity.

**Definition 3.** For a given discrete evolution equation

$$u_t = K(u_t, n),$$

$\sigma(u(t, n)) \in V_{\Delta}$ is called its symmetry if $\sigma_t = K'[\sigma]$, where $K(u(t, n))$ is a function of $t, n, u, \Delta \cdot u, \cdots, \Delta^\alpha \cdot u$ and $\Delta^{-\beta} \cdot u, \cdots, \Delta^{-\beta} \cdot u$.

**Proposition 1.**

$$\rho_k = \sum_{j=0}^{N-1} E^j \cdot \text{Res}(L_k E^{-1}), \quad k = 1, 2, \ldots,$$

(2.9)

are all constants of motion. We call the above formula residue formula, which is the base for our calculations of the conserved quantities of the discrete Lax equation ($L_t = [P, L]$).

**Proposition 2.**

$$\text{Res}(AE^{-1}) = \frac{1}{h} \sum_{j=0}^{n} \left( \frac{1}{h} \right)^j a_j,$$

(2.10)

**Remark 1.** The periodic boundary condition is very interesting in computation and application. In this paper, we suppose our Lax equations satisfy the periodic boundary condition.

3. Integrability of discrete GNLS equation

In this section, we construct the discrete GNLS equation and show the integrability for it by constructing its recursion operator, symmetries and conserved quantities.

3.1. Recursion operator and Symmetries of discrete GNLS equation

Let us begin with the following Lax pairs

$$L = i(\Delta + v + u\Delta^{-1} w),$$

$$P = i[L^2] = -i[\Delta^2 + (v + v_1) \Delta + \Delta \cdot v + v^2 + uw_{-1} + u_1 w],$$

(3.1)

where $u, v, w$ are $N$-dimensional vectors.

Substituting the above $L, P$ into the Lax representation,

$$L_t = [P, L],$$

(3.2)

by equating the coefficients of different powers of $\Delta$ in equation (3.2), we have the following differential equations, i.e., discrete GNLS equation:

$$iv_t = \frac{1}{h}((u_2 w - 2u_1 w + 2uw_{-1} - uw_{-2}) + u_1 v w + u_1 v_1 w - u_1 w_{-1} - uw_{-1}),$$

$$iu_t = \frac{1}{h^2}(u_2 - 2u_1 + u) + \frac{1}{h}(u_1 v_1 + u_1 v - 2uv) + uv^2 + u^2 w_{-1} + uw_{-1},$$

$$iw_t = -\frac{1}{h^2}(w - 2w_{-1} + w_{-2}) + \frac{1}{h}(2wv - w_{-1} v_{-1} - w_{-1} v) - wv^2 - uvw_{-1} - u_1 w^2.$$
As pointed in introduction, \( u_j = E^j \cdot u, v_j = E^j \cdot v, w_j = E^j \cdot w \).

From equation (3.3), we obtain

\[
v_t = h(aw).
\]

Here for convenience, let the constant vector be 0, then \( v = haw \). Therefore we have

\[
u_t = \frac{1}{h^2}(u_2 - 2u_1 + u) + u_1^2 w_1 + 2uw_1 w - 2u^2 w + h^2 u^3 w^2 + u^2 w_{-1},
\]

\[
w_t = -\frac{1}{h^2}(w - 2w_{-1} + w_{-2}) + 2uw^2 - u_{-1} w_{-2}^2 - 2uw_{-1} w - h^2 u^3 w^3
\]

(3.4)

**Remark 2.** When \( h \to 0 \), the above equation is just the continuous GNLS equation (1.2).

It is well known that a recursion operator for a system of PDEs is extremely important, the whole integrable hierarchy can be generated by applying recursion operator successively, starting from a suitable chosen seed symmetry. So several works are devoted to this subject. Among these works, Gürses et al. [27] proposed a powerful approach to construct the recursion operators for nonlinear integrable equations admitting Lax representation. Next, we use the same idea to investigate the recursion operator of discrete GNLS equation.

**Theorem 1.** For any \( n \),

\[
L_{n+1} = L_n + [R_n, L],
\]

the above equation is just the recursion equation

\[
\begin{pmatrix}
  u_{n+1} \\
  w_{n+1}
\end{pmatrix} = R
\begin{pmatrix}
  u_n \\
  w_n
\end{pmatrix},
\]

and

\[
R = \begin{pmatrix}
  R_{11} & R_{12} \\
  R_{21} & R_{22}
\end{pmatrix},
\]

(3.6)

where

\[
R_{11} = \Delta + 2u(\Delta^{-1} + h)w, \quad R_{12} = u(2\Delta^{-1} + h)u,
\]

\[
R_{21} = -w(2\Delta^{-1} + h)w, \quad R_{22} = -\Delta E^{-1} - 2w\Delta^{-1}u.
\]

**Proof.** Obviously, from equation (3.1), we get

\[
L_{n+1} = i(huw_{n+1} + u_{n+1} \Delta^{-1} w + u \Delta^{-1} w_{n+1}),
\]

\[
L_n = i(huw_n + u_n \Delta^{-1} w + u \Delta^{-1} w_n),
\]

and \( R_n = i(a_n + b_n \Delta^{-1} w) \). Therefore, by direct calculation, we have

\[
L_n L = -[(hw_n w + hw_{n+1} + u_n \Delta^{-1} w + u \Delta^{-1} w_{n+1})(\Delta + hw + u \Delta^{-1} w)]
\]

\[
= -[(hw_n w + hw_{n+1})\Delta + hw(hu_n w + hu_{n+1}) + u_n \Delta^{-1} w + uw_{n+1} + hu_n \Delta^{-1} (\Delta \cdot w_{n+1}) + hu_n \Delta^{-1} (u \Delta^{-1} w)]
\]

\[
+ u_{n+1} \Delta^{-1} u \Delta^{-1} w - u \Delta^{-1} (\Delta \cdot w_{n+1}) + hu \Delta^{-1} uw_{n+1} + u \Delta^{-1} uw_{n+1} \Delta^{-1} w,
\]

(3.7)

\[
R_n L = -[(a_n + b_n \Delta^{-1} w)(\Delta + hw + u \Delta^{-1} w)]
\]

\[
= -[(a_n \Delta + hw a_n + b_n w_{-1} + u a_n \Delta^{-1} w - b_n \Delta^{-1} (\Delta \cdot w_{-1}) + h b_n \Delta^{-1} u w_{n+1} + u \Delta^{-1} u w_{n+1} \Delta^{-1} w),
\]

\[
LR_n = -[(\Delta + hw + u \Delta^{-1} w)(a_n + b_n \Delta^{-1} w)]
\]

\[
= -[E \cdot a_n \Delta + \Delta \cdot a_n + w E \cdot b_n + hw a_n + (\Delta \cdot b_n) \Delta^{-1} w + hw b_n \Delta^{-1} w + u \Delta^{-1} w a_n + u \Delta^{-1} w b_n \Delta^{-1} w].
\]

5
Thus substituting (3.7) to the equation (3.5) and equating the coefficients of $\Delta$, $\Delta^0$ and $\Delta^{-1}$, we obtain

$$
\begin{align*}
&h_{u_i}w + h_{uw_{n_i}} = E \cdot a_n - a_n, \quad (3.8) \\
i(h_{u_i}w + h_{uw_{n_i}}) = -[h^2(u_i w + uw_{n_i})u w + u_{n_i} w - 1 + uw_{n - 1} + b_n w_{n - 1}]
\end{align*}
$$

Moreover,

$$
\begin{align*}
&\Delta \cdot a_n = w E \cdot b_n, \\
i(u_{n_i}, \Delta^{-1}w + u \Delta^{-1} w_{n_i}) = -[(h_{u_i} w + h_{uw_{n_i}}) u w + a_n - \Delta \cdot b_n - h a w b_n] \\
&+ (u_{n_i} + b_n) \Delta^{-1} w + (u_{n_i} + b_n) \Delta^{-1} (u \cdot w_{n - 1}) \\
&- h(u_{n_i} + b_n) \Delta^{-1} (u w^2) - \Delta^{-1} (u w_{n_i} - w b_n) \Delta^{-1} w \\
&- \Delta^{-1} (-\Delta \cdot w_{n - 1} - w a_n + h u w b_n). \quad (3.9)
\end{align*}
$$

From (3.8), we get $\Delta \cdot a_n = u_n w + uw_{n_i}$. Observing (3.9), we use the ansatze $b_n = -u_n$, then substituting the above $a_n$, $b_n$ to the (3.9) and (3.10), we find the two equations are compatible, furthermore the recursion operator $R$ can be obtained easily which is just the (3.6). When setting $h$ approaches to 0 in the discrete $R$, we get

$$
R = i \begin{pmatrix} D + 2a D^{-1} w & 2a D^{-1} u \\ -2w D^{-1} w & -D - 2w D^{-1} u \end{pmatrix},
$$

which is just the recursion operator for continuous GNLS equation. Furthermore, the compact recursion operator (3.6) is indeed more applicable than the recursion operator in [28, 29] in determining the whole integrable family starting from one given equation and the families of Hamiltonian structures for the other integrable equations.

As in the differential case, the recursion operator acting on a seed symmetry of the discrete equation also generates an infinite hierarchy of symmetries of that discrete equation. So in the following, we investigate the symmetries of the discrete GNLS equation.

**Proposition 3.** $\sigma_1 = iu$, $\sigma_2 = iw$ is a symmetry of discrete GNLS equation.

**Proof.** For brevity, suppose $\sigma = \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix} = \begin{pmatrix} iu \\ -iw \end{pmatrix}$ and the discrete GNLS equation is $\begin{pmatrix} u_i \\ w_i \end{pmatrix} = K \begin{pmatrix} u \\ w \end{pmatrix}$.

Set the linearization operator of $K$ as follows:

$$
K' = -i \begin{pmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{pmatrix}.
$$

through equation (2.23), we get

$$
\begin{align*}
&K_{11} = \Delta^2 + 2(E + 1) \cdot (u w + u w_{n - 1}) - 4u w + 3h^2 u^2 w^2, \\
&K_{12} = u^2 - u^2 E + u^2 E^{-1} + 2u(u_{n - 1} - u) + 3h^2 u^2 w, \\
&K_{21} = -w^2 E - w^2 E^{-1} + w(w - w_{n - 1}) - 2h^2 u w^3, \\
&K_{22} = -\Delta^2 E^{-2} - 2(E + 1) \cdot (u_{n - 1} w_{n - 1} E^{-1} + u w_{n - 1}) + 4u w - 3h^2 u^2 w^2.
\end{align*}
$$

By direct calculation,

$$
K' [\sigma] = -i \begin{pmatrix} K_{11} \cdot \sigma_1 + K_{12} \cdot \sigma_2 \\ K_{21} \cdot \sigma_1 + K_{22} \cdot \sigma_2 \end{pmatrix}
$$

$$
= \begin{pmatrix} \frac{1}{h} (u_{n - 1} - 2u_{n - 1} + u) + u^2 w_{n - 1} + 2u w_{n - 1} - 2u w^2 + 3h^2 u^3 w^2 + u^2 w_{n - 1} \\ \frac{1}{h} (w - 2w_{n - 1} + w_{n - 1}) - 2u w^2 + u_{n - 1} w^2 + 2u w_{n - 1} w + h^2 u^2 w^3 + u_{n - 1} w^3 \end{pmatrix},
$$

since $u$, $w$ satisfy the discrete GNLS equation, therefore $\sigma' = K' [\sigma]$, i.e. $\sigma$ is a symmetry of discrete GNLS equation. Moreover, $\sigma$ is just the seed symmetry for the continuous GNLS equation when $h$ approaches to 0.

From the above recursion operator $R$ and seed symmetry $\sigma$, we can get infinite symmetries of the discrete GNLS equation. For example

$$
R \cdot \sigma = \begin{pmatrix} -\Delta \cdot u - hu w \\ -\Delta \cdot w_{n - 1} + hu w \end{pmatrix}
$$


and
\[
R^2 \cdot \sigma = \left( -\frac{1}{w} (u_2 - 2u_1 + u) - u_1^2 w_1 - 2au_1 w + 2u^2 w - h^2 u_1 w - u^2 w_{-1} \right)
\]
are symmetries of the discrete GNLS equation.

3.2. Conservation Laws of discrete GNLS equation

The conservation laws play important roles in discussing the integrability for soliton equations. Many methods have been developed to find them. In this section, we will use the method proposed in Ref. [25] to compute the conservation laws for the discrete GNLS equation.

From equations (2.9) and (2.10), we can get the infinitely conserved quantities and the first three are
\[
\begin{align*}
\rho_1 &= i \sum_{j=0}^{N-1} u_j w_j, \\
\rho_2 &= -\sum_{j=0}^{N-1} u_j \left( h u_j^2 w_j^2 + \frac{1}{w} (u_j w_{j-1} + u_{j+1} w_j) \right), \\
\rho_3 &= -i \sum_{j=0}^{N-1} h u_j^2 w_j^3 + u_j u_{j-1} w_{j-1}^2 + u_j u_{j+1} w_{j+1}^2 + 2u_j^2 w_j w_{j-1} + 2u_j u_{j+1} w_j^2 \\
&\quad + \frac{1}{w} (u_{j+1} w_j + u_{j+1} w_{j-1} + u_j w_{j-2}),
\end{align*}
\]
and it can be verified numerically that the \(\rho_1\), \(\rho_2\) and \(\rho_3\) are indeed conserved quantities.

4. Reductions of discrete GNLS equation

As is well known, the continuous GNLS equation can be reduced to the NLS equation. Therefore an important problem is whether the discrete GNLS equation in the paper can also be reduced to the corresponding discrete NLS equation. The answer is affirmative. In the following, as the reduction for (1.1) given by Ablowitz et al is linear, we will study all linear reductions of the discrete GNLS equation. The reduction to the NLS equation is just among the rest.

**Case 1.**

From equation (3.4), we know \(w = 0\) is a reasonable reduction. Then the discrete GNLS can be reduced as follows:
\[
iu_t = \frac{1}{h^2} (u_2 - 2u_1 + u),
\]
the corresponding continuous equation is \(iu_t = u_{xx}\).

**Case 2.**

When \(w \neq 0\), we have the following theorem:

**Theorem 2.** The discrete GNLS equation has the following linear reductions: \(u^* = w_1\), \(u_1^* = w_{k-1}\), \(\ldots\), \(u_{k-1}^* = w_1\), \(u_k^* = w\), \(u_{k+1}^* = w_{N-1}\), \(u_{k+2}^* = w_{N-2}\), \(\ldots\), \(u_{N-2}^* = w_k\), \(u_{N-1}^* = w_{k+1}\), where \(0 \leq k \leq N - 1\) and \(N\) is the grid number of the periodic lattice. Moreover, the discrete GNLS equation only has the above linear reductions up to a non-zero constant.

**Proof.** For the convenience of understanding, from equation (3.4), the discrete GNLS equation is expressed as bellow:
\[
\begin{align*}
iu_t &= \frac{1}{h^2} (u_2 - 2u_1 + u) + u_1^2 w_1 + 2au_1 w - 2u^2 w + h^2 u_1 w^2 + u^2 w_{N-1}, \\
\vdots
\end{align*}
\]
\[
\begin{align*}
iu_k &= \frac{1}{h^2} (u_{k+2} - 2u_{k+1} + u_k) + u_{k+1}^2 w_{k+1} + 2u_k u_{k+1} w_k - 2u_k^2 w_k + h^2 u_k^3 w_k^2 \\
&\quad + u_{k+1}^2 w_{k-1} ,
\end{align*}
\]
\[
\begin{align*}
iu_{N-1t} &= \frac{1}{h^2} (u_1 - 2u + u_{N-1}) + u^2 w + 2u_{N-1} w_{N-1} - 2u_{N-1}^2 w_{N-1} + h^2 u_{N-1}^3 w_{N-1}^2 \\
&\quad + u_{N-2}^2 w_{N-2},
\end{align*}
\]
and

\[ iw_i = -\frac{1}{h^2}(w - 2w_{N-1} + w_{N-2}) - u_{N-1}w_{N-1}^3 + 2uw^3 - 2uw_{N-1}w - h^2u^2w^3 - u_1w^2, \]

\[ : \]

\[ iw_{k+i} = -\frac{1}{h^2}(w_k - 2w_{k-1} + w_{k-2}) - u_{k-1}w_{k-1}^3 + 2uw_k^3 - 2uw_{k-1}w_k - h^2u_k^2w_k^3 \]

\[ -u_{k+1}w_k^2, \quad (4.2) \]

\[ : \]

\[ iw_{N-1+i} = -\frac{1}{h^2}(w_{N-1} - 2w_{N-2} + w_{N-3}) - u_{N-2}w_{N-2}^3 + 2uw_{N-1}w_{N-1}^3 = 2uw_{N-2}w_{N-1} - h^2u_{N-1}^2w_{N-1}^3 - u_{N-1}w_{N-1}. \]

Then equation (4.1)’s conjugate is as follows:

\[ -iu_i' = \frac{1}{h^2}(u_i^2 - 2u_i' + u^*) + u_i^2w_i^3 + 2u_i'u_i'w_i^* - 2u_i^2w_i^* + h^2u_i^3w_i^3 + u_i^2w_i^3, \]

\[ : \]

\[ -iu_{k+i}' = \frac{1}{h^2}(u_{k+i}^2 - 2u_{k+i}' + u_{k+i}^*) + u_{k+i}^2w_{k+i}^3 + 2u_{k+i}u_{k+i}'w_{k+i}^* - 2u_{k+i}^2w_{k+i}^* + h^2u_{k+i}^3w_{k+i}^3 \]

\[ +u_{k+i}^2w_{k+i}, \quad : \]

\[ -iu_{N-1+i}' = \frac{1}{h^2}(u_{N-1+i}^2 - 2u_{N-1+i}' + u_{N-1+i}^*) + u_{N-1+i}^2w_{N-1+i}^3 + 2u_{N-1+i}u_{N-1+i}'w_{N-1+i}^* - 2u_{N-1+i}^2w_{N-1+i}^* + h^2u_{N-1+i}^3w_{N-1+i}^3 \]

\[ +u_{N-1+i}^2w_{N-1+i}. \]

Substituting \( u^* = w_k, u_1^* = w_{k-1}, \cdots, u_{N-1}^* = w_{N-2}, \) \( u_i^* = w, u_{i+1}^* = w_{N-1}, u_{i+2}^* = w_{N-2}, \cdots, u_{N-2}^* = w_{k+2}, u_{N-1}^* = w_{k+1} \) to the above equations, we find these equations are compatible with corresponding equalities in equation (4.2).

In order to prove the discrete GNLS equation only has the reductions in theorem 2, we have to make the following transformation for the discrete GNLS equation.

\[
\begin{bmatrix}
1 & -2 & 1 & \cdots & 0 \\
0 & 1 & -2 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-2 & 1 & 0 & \cdots & 1
\end{bmatrix}
= cir(1, -2, 1, 0 \cdots 0), \quad B = -A^T = cir(-1, 0, 0 \cdots 0, -1, 2).
\]

From the theory of circulant matrices [31], there must exist an invertible matrix \( C \) makes \( A, B \) be diagonalized, i.e.,

\[ C^{-1}AC = \text{diag}(f(1), f(\epsilon_1), \cdots, f(\epsilon_{N-1})), \quad C^{-1}BC = -\text{diag}(f(1), f(\epsilon_{N-1}), \cdots, f(\epsilon_1)), \]

where \( C \) is the Vandermonde matrix

\[
\begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & \epsilon_1 & \epsilon_1^2 & \cdots & \epsilon_1^{N-1} \\
1 & \epsilon_2 & \epsilon_2^2 & \cdots & \epsilon_2^{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \epsilon_{N-1} & \epsilon_{N-1}^2 & \cdots & \epsilon_{N-1}^{N-1}
\end{bmatrix}
\]

and \( f(\epsilon_i) = 1 - 2\epsilon_i + \epsilon_i^2, \epsilon_0 = 1, \epsilon_i(i = 1, \cdots, N - 1) \) are the \( N \)th roots of unity.
Then we make the following transformation:

\[
\begin{pmatrix}
u, u_1, \cdots, u_{N-2}, u_{N-1} \\
w, w_1, \cdots, w_{N-2}, w_{N-1}
\end{pmatrix}^T = C \begin{pmatrix}U, U_1, \cdots, U_{N-2}, U_{N-1}\end{pmatrix}^T,
\]

\[
\begin{pmatrix}
u, u_1, \cdots, u_{N-2}, u_{N-1} \\
w, w_1, \cdots, w_{N-2}, w_{N-1}
\end{pmatrix}^T = C \begin{pmatrix}W, W_1, \cdots, W_{N-2}, W_{N-1}\end{pmatrix}^T. \tag{4.3}
\]

Obviously, after the transformation, the coefficient matrices for \( \frac{1}{\rho} \) in \( U \) and \( W \) are \( C^{-1}AC \), \( C^{-1}BC \) respectively. These coefficient matrices mean the linear reductions

\[
\begin{pmatrix}
u^*, u_1^*, \cdots, u_{N-2}^*, u_{N-1}^* \\
w^*, w_1^*, \cdots, w_{N-2}^*, w_{N-1}^*
\end{pmatrix}^T = \mathbf{T} \begin{pmatrix}W, W_1, \cdots, W_{N-2}, W_{N-1}\end{pmatrix}^T, \tag{4.4}
\]

where \( \mathbf{T} = \text{diag}(\gamma, \gamma_1, \cdots, \gamma_{N-1}) \) and \( \gamma, \gamma_i(i = 1, \cdots, N - 1) \) are non-zero complex numbers.

From equations (4.3) and (4.4), we know that

\[
\begin{pmatrix}
u^*, u_1^*, \cdots, u_{N-2}^*, u_{N-1}^* \\
w^*, w_1^*, \cdots, w_{N-2}^*, w_{N-1}^*
\end{pmatrix}^T = C^* \mathbf{T} C^{-1} \begin{pmatrix}w, w_1, \cdots, w_{N-2}, w_{N-1}\end{pmatrix}^T, \tag{4.5}
\]

where \( C^* \) is the complex adjoint of \( C \).

Substituting equation (4.3) to the transformed discrete GNLS equation and comparing the coefficients of \( h \), we get equalities about \( \gamma, \gamma_1, \cdots, \gamma_{N-1} \). Solving the equalities, we obtain \( N \) non-zero solutions \( \mathbf{T}_i(i = 0, 1, \cdots, N - 1) \). Furthermore, through calculating some examples, we find \( \mathbf{T}_i = \text{diag}(1, \varepsilon_i, \varepsilon_i^2, \cdots, \varepsilon_i^{N-1}), (i = 0, 1, \cdots, N - 1) \) up to a non-zero constant, which we have verified for small values of \( N(N = 3, 4, 5, 6, 7, 8) \). Substituting the \( N \) solutions respectively to the equation (4.5), we have the discrete GNLS equation’s reductions

\[
C^* \mathbf{T}_i C^{-1} = \begin{pmatrix}
0 & \cdots & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & \cdots & 0
\end{pmatrix}, (i = 0, 1, \cdots, N - 1), \text{which are just the reductions in the theorem}
\]

2. Thus, we complete the proof of theorem 2.

In the following, we will give two specific examples (\( N = 3, 4 \)) to illustrate the theorem.

When \( N = 3 \), the corresponding coefficient matrices \( A \) and \( B \) are as follows:

\[
A = \text{cir}(1, -2, 1), B = -A^T = \text{cir}(-1, -1, 2).
\]

The corresponding eigenmatrices

\[
C = \begin{pmatrix}1 & 1 & 1 \\
1 & -\frac{1}{2} + \frac{\sqrt{3}i}{2} & -\frac{1}{2} - \frac{\sqrt{3}i}{2} \\
1 & -\frac{1}{2} - \frac{\sqrt{3}i}{2} & -\frac{1}{2} + \frac{\sqrt{3}i}{2}\end{pmatrix}.
\]

Then we have the transformation

\[
\begin{pmatrix}u, u_1, u_2\end{pmatrix}^T = C \begin{pmatrix}U, U_1, U_2\end{pmatrix}^T, \quad \begin{pmatrix}w, w_1, w_2\end{pmatrix}^T = C \begin{pmatrix}W, W_1, W_2\end{pmatrix}^T.
\]
After the transformation, the $N = 3$ discrete GNLS equation is transformed to

$$iU_i = [U_i^*W^2 + U_i^1W_i^2 + U_i^2W_i^2 + 2(U_i^2W_iW_2 + U_i^3W_iW_2 + U_i^3W_iW_2)]$$

$$+ [3(U_i^3U_i^2W_2 + U_i^3U_i^1W_1 + U_i^2U_i^3W_2 + U_i^3U_i^1W_1 + U_i^1U_i^3W_2 + 2U_i^2U_i^1W_2 + 2U_i^1U_i^1W_2 + 2U_i^3U_i^1W_1 + 2U_i^2U_i^1W_1 + 2U_i^1U_i^1W_1)]h^2$$

$$- \frac{5}{2}(U_i^2W_1 + U_i^2W_2) + 2(U_i^2W_1 - U_iU_iW_1 - U_iU_iW_2)$$

$$+ \frac{\sqrt{3}}{2}i(U_i^3W_1 - U_i^3W_2 + 4U_iU_iW_1 - 4U_iU_iW_2). \quad (4.6)$$

$$iU_{1i} = [U_i^3W_i^2 + U_i^1W_i^2 + U_i^3W_i^2 + U_i^3W_i^2]$$

$$+ [3(U_i^3U_i^2W_i + U_i^3U_i^1W_i + U_i^2U_i^3W_i + U_i^3U_i^1W_i + U_i^1U_i^3W_i + 2U_i^2U_i^1W_i) + 2U_i^2U_i^1W_i]$$

$$+ [2U_i^2U_i^1W_i + 2U_i^3U_i^1W_i + 2U_i^2U_i^1W_i + 2U_i^1U_i^1W_i + 2U_i^2U_i^1W_i]h^2 - 2(U_iU_iW_i - 2U_i^2W_i + 4U_iU_iW_i)$$

$$+ \frac{\sqrt{3}}{2}i(-U_i^2W_1 + 2U_iU_iW_1 + 4U_iU_iW) + 4U_i^3W_i)h^2 - 2(U_iU_iW_i - 2U_i^2W_i + 4U_iU_iW_i)$$

$$- \frac{5}{2}(U_i^2W_1 + 2U_iU_iW_1 - 4U_iU_iW_1 - 4U_iU_iW_1) \quad (4.7)$$

$$iU_{2i} = [U_i^3W_i^2 + U_i^3W_i^2 + U_i^3W_i^2 + 2(U_i^3W_i^2 + U_i^3W_i^2 + U_i^3W_i^2)]$$

$$+ [3(U_i^3U_i^2W_i + U_i^3U_i^1W_i + U_i^2U_i^3W_i + U_i^3U_i^1W_i + U_i^1U_i^3W_i + 2U_i^2U_i^1W_i) + 2U_i^2U_i^1W_i]$$

$$+ [2U_i^2U_i^1W_i + 2U_i^3U_i^1W_i + 2U_i^2U_i^1W_i + 2U_i^1U_i^1W_i + 2U_i^2U_i^1W_i]h^2 - 2(U_iU_iW_i - 2U_i^2W_i + 4U_iU_iW_i)$$

$$+ \frac{\sqrt{3}}{2}i(-U_i^2W_1 + 2U_iU_iW_1 + 4U_iU_iW) + 4U_i^3W_i)h^2 - 2(U_iU_iW_i - 2U_i^2W_i + 4U_iU_iW_i)$$

$$- \frac{5}{2}(U_i^2W_1 + 2U_iU_iW_1 - 4U_iU_iW_1 - 4U_iU_iW_1) \quad (4.8)$$

$$iW_i = [-U_i^2W_i^2 - U_i^3W_i^3 - 2U_i^1U_i^1W_i - 2U_i^1U_i^2W_i - 2U_i^1U_i^3W_i)$$

$$- [3(U_i^3U_i^2W_i + U_i^3U_i^1W_i + U_i^2U_i^3W_i + U_i^3U_i^1W_i + U_i^1U_i^3W_i + 2U_i^2U_i^1W_i) + 2U_i^2U_i^1W_i]$$

$$+ [2U_i^2U_i^1W_i + 2U_i^3U_i^1W_i + 2U_i^2U_i^1W_i + 2U_i^1U_i^1W_i + 2U_i^2U_i^1W_i]h^2$$

$$- \frac{5}{2}(U_i^1W_i^2 + 2U_i^1W_i^2 + 2U_i^1W_i^2 - 2U_i^1W_i^2)$$

$$+ \frac{\sqrt{3}}{2}i(-U_iW_i^1 + 2U_iU_iW_i - 4U_iU_iW_i^1 - 4U_iU_iW_i). \quad (4.9)$$

$$iW_{1i} = [-U_i^3W_i^3 - U_i^3W_i^3 - 2U_i^1U_i^3W_i + 2U_i^1U_i^1W_i + U_i^1U_i^1W_i)$$

$$- [3(U_i^3U_i^2W_i + U_i^3U_i^1W_i + U_i^2U_i^3W_i + U_i^3U_i^1W_i + U_i^1U_i^3W_i + 2U_i^2U_i^1W_i) + 2U_i^2U_i^1W_i]$$

$$+ [2U_i^2U_i^1W_i + 2U_i^3U_i^1W_i + 2U_i^2U_i^1W_i + 2U_i^1U_i^1W_i + 2U_i^2U_i^1W_i]h^2$$

$$- 2(U_iW_i^1 + 2U_iW_i^1 - 2U_iW_i^1) + 2(U_iW_i^1 + 2U_iW_i^1 - 2U_iW_i^1)$$

$$+ \frac{\sqrt{3}}{2}i(-U_iW_i^2 + 2U_iU_iW_i + 4U_iU_iW_i - 4U_iU_iW_i)$$

$$- \frac{5}{2}(U_i^1W_i^2 + 2U_i^1W_i^2 + 2U_i^1W_i^2 - 2U_i^1W_i^2) \quad (4.10)$$

$$iW_{2i} = [-U_i^2W_i^2 - U_i^3W_i^2 - 2U_i^1U_i^3W_i + 2U_i^1U_i^1W_i + U_i^1U_i^1W_i)$$

$$- [3(U_i^3U_i^2W_i + U_i^3U_i^1W_i + U_i^2U_i^3W_i + U_i^3U_i^1W_i + U_i^1U_i^3W_i + 2U_i^2U_i^1W_i) + 2U_i^2U_i^1W_i]$$

$$+ [2U_i^2U_i^1W_i + 2U_i^3U_i^1W_i + 2U_i^2U_i^1W_i + 2U_i^1U_i^1W_i + 2U_i^2U_i^1W_i]h^2$$

$$- 2(U_iW_i^1 + 2U_iW_i^1 - 2U_iW_i^1) + 2(U_iW_i^1 + 2U_iW_i^1 - 2U_iW_i^1)$$

$$+ \frac{\sqrt{3}}{2}i(-U_i^2W_i^1 + 2U_iU_iW_i - 4U_iU_iW_i - 4U_iU_iW_i)$$

$$+ U_i^2W_i^2 + \frac{5}{2}(U_i^1W_i^2 + 2U_iW_i^2) \quad (4.11)$$
From the coefficients of $\frac{1}{\beta}$ in (4.6)-(4.11), we could only assume that

$$
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
\gamma & 0 & 0 \\
0 & \gamma_1 & 0 \\
0 & 0 & \gamma_2
\end{pmatrix}
\begin{pmatrix}
W \\
W_1 \\
W_2
\end{pmatrix} =
\begin{pmatrix}
W \\
W_1 \\
W_2
\end{pmatrix}.
$$

(4.12)

Besides the above equalities, we can also get $W^* = \frac{1}{\gamma}U$, $W_1^* = \frac{1}{\gamma_1}U_1$, $W_2^* = \frac{1}{\gamma_2}U_2$. Substituting the above equalities to the equations (4.6)-(4.11), making the equations (4.6) and (4.9), (4.7) and (4.10), (4.8) and (4.11) be compatible respectively. We have the following equalities:

$$
\gamma = \gamma^*, \gamma_1 = \gamma_2, \gamma_1\gamma_2 = \gamma\gamma^*, \gamma_1^2 = \gamma\gamma_1^*.
$$

Solving the above equations, we have the three solutions:

$$
\gamma = \gamma_1 = \gamma_2 = c,
$$

$$
\gamma = c_1, \gamma_1 = c_1(-\frac{1}{2} + \frac{\sqrt{3}}{2}i), \gamma_2 = c_1(-\frac{1}{2} - \frac{\sqrt{3}}{2}i),
$$

$$
\gamma = c_2, \gamma_1 = c_2(-\frac{1}{2} - \frac{\sqrt{3}}{2}i), \gamma_2 = c_2(-\frac{1}{2} + \frac{\sqrt{3}}{2}i),
$$

where $c, c_1, c_2$ are non-zero real numbers.

Substituting the above solutions to equation (4.5) respectively, we get three relations:

$$
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
c & 0 & 0 \\
0 & c & 0 \\
0 & c & 0
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix},
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
0 & c_1 & 0 \\
c_1 & 0 & 0 \\
0 & 0 & c_1
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix},
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & c_2 \\
0 & c_2 & 0 \\
c_2 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix},
$$

which are just the reductions stated in the theorem 2 for GNLS equation as $c = 1, c_1 = 1, c_2 = 1$.

When $N = 4$, in the similar way, we get the following equations for $\gamma, \gamma_1, \gamma_2$

$$
\gamma = \gamma^*, \gamma_1 = \gamma_2, \gamma_1\gamma_2 = \gamma\gamma^*, \gamma_1^2 = \gamma\gamma_1^*, \gamma_2^2 = \gamma\gamma_2^*, \gamma_3 = \gamma_1^*.
$$

Solving the above equalities, we obtain the following four solutions:

$$
\gamma = \gamma_1 = \gamma_2 = \gamma_3 = c,
$$

$$
\gamma = c_1, \gamma_1 = ic_1, \gamma_2 = -c_1, \gamma_3 = -ic_1,
$$

$$
\gamma = c_2, \gamma_1 = -ic_2, \gamma_2 = c_2, \gamma_3 = -c_2,
$$

$$
\gamma = c_3, \gamma_1 = -ic_3, \gamma_2 = -c_3, \gamma_3 = ic_3,
$$

where $c, c_1, c_2, c_3$ are non-zero real numbers. Substituting the above solutions to the equation (4.5), we obtain the reductions

$$
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
c & 0 & 0 \\
0 & c & 0 \\
0 & c & 0
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix},
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
0 & c_1 & 0 \\
c_1 & 0 & 0 \\
0 & 0 & c_1
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix},
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & c_2 \\
0 & c_2 & 0 \\
c_2 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix},
$$

$$
\begin{pmatrix}
U^* \\
U_1^* \\
U_2^*
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & c_3 \\
0 & c_3 & 0 \\
c_3 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
w \\
w_1 \\
w_2
\end{pmatrix}.
$$
which are just the reductions in the theorem 2 when \( c = 1, \ c_1 = 1, \ c_2 = 1, \ c_3 = 1 \).

Because the transformed discrete GNLS equation is a bit complicated, here we omit the proof since we have not found a neat way to present it in a reasonable length even for a given \( N(N \geq 5) \).

Since \( 0 \leq k \leq N - 1 \), the discrete GNLS equation has \( N \) reductions. Specially, when \( k = N - 1 \), the reduction \( u^* = w_{N-1}, \ u^*_1 = w_{N-2}, \ \cdots, \ u^*_k = w_{N-k} \), \( u^*_k = w_{N-k-1}, \ u^*_k = w_{N-k-2}, \ \cdots, \ u^*_N = w_1, \ u^*_N = w \) makes the discrete GNLS equation reduce to the discrete NLS equation

\[
\begin{align*}
\dot{u}_1 &= \frac{1}{h^2}(u_2 - 2u_1 + u) + u_1^2u_{N-2} + 2uu_1u_{N-1} - 2u^2u_{N-1} - h^2u^3u_{N-1}^2 + u^2u^*, \\
\vdots
\end{align*}
\]

(4.13)

Alternatively, the discrete NLS equation can be written as

\[
\begin{align*}
\dot{u}_1 &= \frac{1}{h^2}(u_2 - 2u_1 + u) + u_1^2u_{N-2} + 2uu_1u_{N-1} - 2u^2u_{N-1} - h^2u^3u_{N-1}^2 + u^2u^*, \\
\vdots
\end{align*}
\]

(4.14)

Remark 3. As \( h \to 0 \), the above equation is just the continuous periodic NLS equation symmetric at \( x = 0 \), i.e., \( u(x) = u(-x) \).

5. Conclusions and discussions

We have constructed a new integrable discrete generalized nonlinear Schrödinger (GNLS) equation. The main new progresses made in this paper in the general aspect of integrable systems are as follows.

(i) A new integrable discrete GNLS equation is given explicitly for the first time by the algebraization of the difference operator.

(ii) We construct the recursion operator for the discrete GNLS equation by using the method in [27].

(iii) A proper seed symmetry is given for the discrete GNLS equation. Moreover, we can get infinitely many symmetries through the recursion operator and seed symmetry.

(iv) We can compute the infinitely conservation laws of the discrete GNLS equation and verify numerically that the conserved quantities are indeed conserved quantities.

(v) All the linear reductions for the discrete GNLS equation are presented and the corresponding discrete nonlinear Schrödinger (NLS) equation is obtained by one of the reductions.

From the (ii), (iii) and (iv), we know the discrete GNLS equation is completely integrable. Moreover, the recursion operator and symmetries of their continuous ones are easily recovered by a limit process. Considering the results in the paper, it is worth noting that the discrete GNLS equation and discrete NLS equation should have soliton solutions, Hamiltonian structure, \( \tau \)-function and so on. These problems deserve to study further.
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