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Abstract
In 1994, Erdős, Gyárfás and Luczak posed the following problem: given disjoint vertex sets $V_1, \ldots, V_n$ of size $k$, with exactly one edge between any pair $V_i, V_j$, how large can $n$ be such that there will always be an independent transversal? They showed that the maximal $n$ is at most $(1 + o(1))k^2$, by providing an explicit construction with these parameters and no independent transversal. They also proved a lower bound which is smaller by a $2e$-factor.

In this paper, we solve this problem by showing that their upper bound construction is best possible: if $n \leq (1 - o(1))k^2$, there will always be an independent transversal. In fact, this result is a very special case of a much more general theorem which concerns independent transversals in arbitrary partite graphs that are ‘locally sparse’, meaning that the maximum degree between each pair of parts is relatively small. In this setting, Loh and Sudakov provided a global maximum degree condition for the existence of an independent transversal. We show that this can be relaxed to an average degree condition.

We can also use our new theorem to establish tight bounds for a more general version of the Erdős–Gyárfás–Luczak problem and solve a conjecture of Yuster from 1997. This exploits a connection to the Turán numbers of complete bipartite graphs, which might be of independent interest.

1 Introduction

Given a graph $G$ and a partition $V(G) = V_1 \cup \cdots \cup V_n$ of its vertex set, an independent transversal of $G$ (with respect to $\{V_i\}_{i \in [m]}$) is an independent set in $G$ which contains exactly one vertex from each part $V_i$. The problem of finding sufficient conditions for the existence of independent transversals was raised in the early 70s, see e.g. [7, 9]. It has since been extensively studied [1, 2, 3, 14, 15, 17, 21, 22, 25, 26, 27, 28, 29], not least because the basic concept appears in many different contexts, such as SAT, linear arboricity, strong chromatic number and list colouring.

Most prominently, sufficient conditions for the existence of an independent transversal have been formulated in terms of the maximum degree $\Delta$ of $G$ and the minimum size of the parts in the partition. Bollobás, Erdős and Szemerédi [7] conjectured that if all the parts have size at least $2\Delta$, then an independent transversal exists. An application of the Lovász Local Lemma, due to Alon [2], shows that if all the parts have size at least $2e\Delta$, then choosing one vertex from each part at random produces an independent set with positive probability, and thus the existence of an independent transversal is guaranteed. In a breakthrough, Haxell [14] improved the constant from $2e$ to 2 using a topological proof technique, thus confirming the conjecture of Bollobás, Erdős and Szemerédi [7]. To appreciate how strong this result is, we remark that for each $\Delta$, there are constructions of graphs with maximum degree at most $\Delta$ and parts of size $2\Delta - 1$ which have no independent transversal [27]. We refer to the survey [13] for more background on these results and applications.

1.1 Locally sparse graphs

Haxell’s result yielded improvements for many combinatorial problems that can be rephrased with independent transversals. One prominent such example is list colouring, which in fact motivated
of the work on independent transversals. Given a graph $G$ with a list of colours $L_v$ for each vertex $v \in V(G)$, we aim to properly colour $G$ such that each vertex receives a colour from its list. Define the vertex-colour degree $d_v(v)$ for a vertex $v$ and a colour $c \in L_v$ as the number of neighbours of $v$ which also have $c$ in their list. Reed [25] conjectured that if $d_v(v) \leq d$ for all $v \in V(G)$, $c \in L_v$, and $|L_v| \geq d + 1$ for all $v \in V(G)$, then a list colouring exists. Clearly, this is true for $d = \Delta(G)$ since we can colour greedily, and the question is whether smaller lists suffice as long as the vertex-colour degrees are also small. This can be phrased as an independent transversal problem. For each vertex $v$, we can colour greedily, and the question is whether smaller lists suffice as long as the vertex-colour transversals of $\Gamma$ are precisely the list colourings of $G$. Moreover, $\Delta(\Gamma)$ is the maximum vertex-colour degree. Thus, by Haxell’s theorem, lists of size $2d$ suffice. Even though Bohman and Holzman [6] disproved Reed’s conjecture, Reed and Sudakov [26] managed to prove the conjecture asymptotically, by showing that lists of size $(1 + o(1))d$ suffice.

Of course, the reason why an improvement in the constant from 2 to asymptotically 1 was possible in this case must lie in the special structure of the vertex-colour graph $\Gamma$. For instance, observe that any two parts in $\Gamma$ induce a (possibly empty) matching. Aharoni and Holzman (see [21]) conjectured that this property always allows to improve the constant from 2 to asymptotically 1. This was proven in a strong form by Loh and Sudakov [21], building on earlier work of Alon [3] and Reed and Sudakov [26]. Define the local degree of $G$ (with respect to $\{V_i\}_{i \in [m]}$) as the maximum of $\Delta(G[V_i, V_j])$ over all distinct $i, j \in [m]$.

**Theorem 1.1** (Loh–Sudakov [21]). For every $\epsilon > 0$ there exists $\gamma > 0$ such that the following holds. If $G$ is a graph with $\Delta(G) \leq \Delta$ whose vertex set is partitioned into parts of size at least $(1 + \epsilon)\Delta$, and the local degree is at most $\gamma \Delta$, then $G$ has an independent transversal.

Note that the constant 1 in the statement is optimal. For instance, let $G$ be the vertex-disjoint union of $\Delta$ cliques of order $\Delta + 1$, and let each part $V_i$ consist of precisely one vertex from each clique. The local degree is 1, the maximum degree is $\Delta$ and each part has size $\Delta$, but there is no independent transversal.

One of the main contributions of this paper is that we can replace the maximum degree condition with an average degree condition. This makes the result far more applicable. To state our main theorem, define for a graph $G$ and $U \subseteq V(G)$ the average degree of $U$ in $G$ as $\bar{d}_G(U) := \frac{1}{|U|} \sum_{u \in U} d_G(u)$.

**Theorem 1.2.** For all $\epsilon > 0$ there exists $\gamma > 0$ such that the following holds. Let $G$ be a graph with vertex partition $V(G) = V_1 \cup \cdots \cup V_m$ and local degree at most $\gamma \Delta$. Suppose that $|V_i| \geq (1 + \epsilon)\Delta$ and $\bar{d}_G(V_i) \leq D$ for each $i \in [m]$. Then there exists an independent transversal.

Our main application of this new theorem is to solve an extremal problem about independent transversals by Erdős, Gyárfás and Luczak (see Section 1.2). A further application that we find noteworthy concerns the list colouring problem discussed earlier. The following result generalizes the asymptotic version of Reed’s conjecture proved by Reed and Sudakov. Instead of requiring all vertex-colour degrees to be small, it suffices if for each vertex, the average of its colour degrees is small.

**Theorem 1.3.** For all $\epsilon > 0$, the following holds for sufficiently large $D$. Let $G$ be a graph with given lists $\{L_v\}_{v \in V(G)}$. If for each vertex $v$, we have $\frac{1}{|L_v|} \sum_{c \in L_v} d_v(v) \leq D$ and $|L_v| \geq (1 + \epsilon)\Delta$, then there is a proper list colouring.

**Proof.** Consider the vertex-colour graph $\Gamma$ defined in the beginning of this section. The local degree is 1, each part $V_i$ has size $|L_v| \geq (1 + \epsilon)\Delta$ and average degree $\frac{1}{|L_v|} \sum_{c \in L_v} d_v(v) \leq D$. By Theorem 1.2, $\Gamma$ has an independent transversal, which corresponds to a proper list colouring of $G$. \hfill $\square$

Finally, we note that asymptotically tight results on $K_t$-free transversals can be easily deduced as well. A $K_t$-free transversal in a multipartite graph is a set containing exactly one vertex from each part which does not induce a $K_t$. Thus, a $K_2$-free transversal is precisely an independent transversal. In [21], a general result on $K_t$-free transversals, for fixed $t$, is reduced to Theorem 1.1. Namely, with
all other conditions unchanged, part sizes of at least \((1 + o(1))\frac{\Delta}{t}\) suffice to guarantee a \(K_{t+1}\)-free transversal, and this is asymptotically tight. The same reduction also works in our average degree setting.

**Theorem 1.4.** For all \(\epsilon > 0\) and \(t \in \mathbb{N}\) there exists \(\gamma > 0\) such that the following holds. Let \(G\) be a graph with vertex partition \(V(G) = V_1 \cup \cdots \cup V_m\) and local degree at most \(\gamma D\). Suppose that \(|V_i| \geq (1 + \epsilon)\frac{\Delta}{t}\) and \(d_G(V_i) \leq D\) for each \(i \in [m]\). Then there exists a \(K_{t+1}\)-free transversal.

**Proof.** Colour \(V(G)\) with \(t\) colours such that the number of monochromatic edges is minimal. Let \(G'\) be the spanning subgraph containing all monochromatic edges. By the minimality of the colouring, we have \(d_{G'}(v) \leq d_G(v)/t\) for all \(v \in V(G)\). Hence, \(\bar{d}_{G'}(V_i) \leq D/t\) for each \(i \in [m]\), so we can apply Theorem 1.2 to obtain an independent transversal \(T\) of \(G'\). This means that \(G[T]\) is properly \(t\)-coloured, in particular it must be \(K_{t+1}\)-free. \(\square\)

### 1.2 Extremal problems for independent transversals

In 1994, Erdős, Gyárfás and Luczak [10] initiated the study of independent transversals in ‘sparse partite hypergraphs’. Define an \((n, k)\)-graph to be an \(n\)-partite graph with parts of size \(k\) such that between any two parts there is exactly one edge. Clearly, any \((n, k)\)-graph has \(\binom{n}{2}\) edges and so is sparse when \(k\) tends to infinity. Motivated by a connection with structural graph problems, Erdős, Gyárfás and Luczak [10] defined the function \(f(k)\) as the maximum integer \(n\) such that any \((n, k)\)-graph has an independent transversal. They showed that

\[
\frac{1}{2e}k^2 \leq f(k) \leq (1 + o(1))k^2
\]  

(1.1)

and posed the problem of estimating \(f(k)\) more accurately. The upper bound in (1.1) stems from an explicit construction involving affine planes, and the lower bound is a standard application of the Lovász Local Lemma (see Lemma 3.3). Yuster [28] improved the \((1/2e)\)-factor in the lower bound to 0.65, but no other improvement has been made until now. Here, we solve this problem by showing that the upper bound in (1.1) is tight. This is an easy consequence of Theorem 1.2. The crucial point is that, although an \((n, k)\)-graph may have maximum degree \(n - 1\), the average degree of each part is \((n - 1)/k\).

**Theorem 1.5.** \(f(k) = (1 + o(1))k^2\).

**Proof.** Let \(G\) be any \((n, k)\)-graph. Then each part has size \(k\) and average degree \((n - 1)/k\), and the local degree is 1. Hence, if \(k \geq (1 + o(1))n/k\), then an independent transversal exists by Theorem 1.2. This implies \(f(k) \geq (1 - o(1))k^2\). Together with (1.1), this completes the proof. \(\square\)

There are (at least) two natural ways to generalize the above problem. The first, considering hypergraphs, was already investigated by Erdős, Gyárfás and Luczak [10]. In another direction, while focusing on the graph case, Yuster [28] extended the definition of an \((n, k)\)-graph by insisting on \(s\) edges between any two parts, instead of just one edge.

For brevity, we first combine both directions in a single definition, and then discuss the respective contributions of [10] and [28]. Given a hypergraph \(G\) whose vertex set is partitioned into \(V(G) = V_1 \cup \cdots \cup V_m\), an independent transversal (with respect to \(\{V_i\}_{i \in [m]}\)) is a set containing exactly one vertex from each \(V_i\), but not containing any edge. Define an \((n, k, r, s)\)-graph to be an \(r\)-graph with \(n\) disjoint parts of size \(k\), such that any \(r\) parts induce exactly \(s\) edges, each containing one vertex from each part, and such that these \(s\) edges form a matching. Let \(f(k, r, s)\) be the maximum integer \(n\) such that any \((n, k, r, s)\)-graph has an independent transversal. Hence, an \((n, k)\)-graph is precisely an \((n, k, 2, 1)\)-graph, and \(f(k) = f(k, 2, 1)\). Of course one can also dispose of the matching condition, and instead allow any \(s\) edges. We want to avoid introducing more definitions for this and thus simply stick to the variant introduced by Yuster [28]. In relevant places, we will make some remarks regarding this subtlety.
Erdős, Gyárfás and Luczak [10] studied the function \( f(k, r, 1) \), whereas Yuster [28] investigated \( f(k, 2, s) \) more closely. A standard application of the Lovász Local Lemma (cf. [10] and Remark 3.4) shows that

\[
f(k, r, s) = \Omega_r \left( r^{-1} \sqrt{k^r / s} \right).
\]

Moreover, if we choose an \((n, k, r, s)\)-graph uniformly at random, then the expected number of independent transversals is \( k^n \left(1 - s/k^r\right)^{r/s} \). For \( n \gg r \), \( r^{-1} \sqrt{(k^r \log k)/s} \), this value is less than 1, implying that there exists an \((n, k, r, s)\)-graph with no independent transversal. Hence,

\[
f(k, r, s) = O_r \left( r^{-1} \sqrt{(k^r \log k)/s} \right),
\]

which is larger than the lower bound in (1.2) by a \( O_r((\log^{1/(r-1)}k)\)-factor.

As mentioned above, in the case \( r = 2, s = 1 \), Erdős, Gyárfás and Luczak provided an explicit construction [10], Proposition 6], showing that \( f(k; 2, 1) \leq (1 + o(1))k^2 \). However, they were unable to remove the log-factor in (1.3) for larger \( r \) (they only considered \( s = 1 \)).

Yuster [28, Theorem 1.3] proved that \( f(k; 2, s) \leq (1 + o_k(1))k^2/s \) for a wide range of values for \( s \), namely when \( \log k \ll s \ll k \), using a probabilistic construction. Motivated by this, he conjectured that this bound holds for all values of \( s \).

**Conjecture 1.6** (Yuster [28]). \( f(k, 2, s) \leq (1 + o_k(1))\frac{k^2}{s} \) for all \( 1 \leq s \leq k \).

Here, we prove Conjecture 1.6, by establishing a connection to the Turán problem for complete bipartite graphs. More precisely, for \( n, m, r, s \in \mathbb{N} \), we define the function \( w(n, m; r, s) \) as the maximum integer \( k \) for which there exists a bipartite graph with parts \( A \) of size \( n \) and \( B \) of size \( m \) such that every vertex in \( A \) has degree at least \( k \), and any \( r \) vertices in \( A \) have at most \( s \) common neighbours.

Given such a bipartite graph for suitable parameters, we can construct an \((n, k, r, s)\)-graph without any independent transversal, which leads to the following result.

**Lemma 1.7.** If \( w(n, m; r, s) \geq k \) and \( m(r - 1) < n \), then \( f(k, r, s) < n \).

Observe that \( w(n, m; r, s) \) is a minimum degree version of the well-known Zarankiewicz function \( z(n, m; r, s) \), defined as the maximum number of edges in a bipartite graph with parts \( A \) of size \( n \) and \( B \) of size \( m \) such that any \( r \) vertices in \( A \) have less than \( s \) common neighbours. Clearly, \( z(n, m; r, s + 1) \geq nw(n, m; r, s) \). Moreover, the (known) constructions attaining \( z \) are usually almost regular, in which case it follows that \( z(n, m; r, s + 1) \approx nw(n, m; r, s) \). The Zarankiewicz function in turn is closely related to the Turán number of the complete bipartite graph \( K_{r,s} \), Determining even the order of magnitude of \( \text{ex}(n; K_{r,s}) \) is a notoriously difficult problem. Fortunately, in connection with Conjecture 1.6, we have \( r = 2 \), for which the aforementioned functions are relatively well understood. We will prove Lemma 1.7 and deduce Conjecture 1.6 in Section 4.

Note that Conjecture 1.6 only states an upper bound for \( f(k, 2, s) \). The Lovász Local Lemma (cf. (1.2)) yields \( k^2/(2es) \) as a lower bound. Yuster [28, Theorem 1.1] improved the \((1/2e)\)-factor to 0.52 in the case when \( s \) is fixed and \( k \) is sufficiently large. Using Theorem 1.2, we can in fact show that the upper bound in Conjecture 1.6 is the correct value for \( f(k, 2, s) \), for all \( s \). Thus, we have the following stronger form of Theorem 1.5.

**Theorem 1.8.** \( f(k, 2, s) = (1 + o_k(1))\frac{k^2}{s} \) for all \( 1 \leq s \leq k \).

**Proof.** Let \( G \) be any \((n, k, 2, s)\)-graph. Then each part has size \( k \) and average degree \((n - 1)s/k \), and the local degree is 1. Hence, if \( k \geq (1 + o_k(1))ns/k \), then an independent transversal exists by Theorem 1.2. This implies \( f(k, 2, s) \geq (1 - o_k(1))\frac{k^2}{s} \). Together with the confirmation of Conjecture 1.6 (cf. Section 4), this completes the proof. \( \square \)
Recall that in the definition of an \((n, k, 2, s)\)-graph, one could also dispose of the matching condition, thus allowing any \(s\) edges between two parts. Clearly, the upper bound for (the analogue of) \(f(k, 2, s)\) still holds. For the lower bound, note that in the proof of Theorem 1.8, the matching condition is only used to ensure local degree 1. Hence, for \(s = o(k)\), in particular for fixed \(s\), we could still use Theorem 1.2 to establish the same lower bound without the matching condition, since the local degree would be obviously at most \(s\).

Theorem 1.8 completely settles the \(r = 2\) case of the Erdős–Gyárfás–Luczak problem and its generalization due to Yuster. Perhaps the most significant open problem for \(r > 2\) is to get rid of the extra log-factor in (1.3). Unfortunately, we cannot prove that \(f(k, r, 1) = \mathcal{O}_r(k^{r/(r-1)})\). However, when \(s\) is sufficiently large compared to \(r\), then we can use known results on the Turán function of \(K_{r,s}\) together with Lemma 1.7 in order to determine the order of magnitude of \(f(k, r, s)\).

**Theorem 1.9.** For every fixed \(r\), we have \(f(k, r, s) = \Theta_r\left(r^{-1/\sqrt{k^r}}/s\right)\) for all \((r - 1)! \leq s \leq k\).

It seems natural to conjecture that \(f(k, r, s) = \Theta_r\left(r^{-1/\sqrt{k^r}}/s\right)\) for all \(s\). It is perhaps less obvious what the implicit constant should be, since neither of (1.2) and (1.3) give the correct answer for \(r = 2\).

We remark that for very large \(s\), we can obtain a more effective upper bound, using a probabilistic construction (and again Lemma 1.7). The \(r = 2\) case of this result will also be used to prove Conjecture 1.6 in this range.

**Theorem 1.10.** For every fixed \(r \geq 2\) and \(\epsilon > 0\), there exists \(C > 0\) such that whenever \(C\log k \leq s \leq k\), we have \(f(k, r, s) \leq (r - 1 + \epsilon) r^{-1/\sqrt{k^r}}/s\).

We will prove Theorems 1.9 and 1.10 in Section 4.

## 2 Probabilistic tools

We use some probabilistic tools in our proofs. Since they are well known, we find it more efficient to refer to them by name rather than number.

The Lovász Local Lemma has already been mentioned frequently. Given some ‘bad’ events in a probability space, it can be used to show that with positive probability, none of them happens, provided they do not depend too much on each other. To make this more precise, given events \(A_1, \ldots, A_n\) in a probability space, we say that a graph \(\Gamma\) on \([n]\) is a dependency graph for these events if each \(A_i\) is mutually independent of all other events except those indexed by \(N_\Gamma(i) \cup \{i\}\).

**Theorem 2.1** (Lovász Local Lemma, see [5]). Let \(A_1, \ldots, A_n\) be events in a probability space with dependency graph \(\Gamma\). If \(\mathbb{P}[A_i] \leq p\) for all \(i \in [n]\) and \(\text{ep}(\Delta(\Gamma) + 1) \leq 1\), then \(\mathbb{P}[\cap_{i=1}^n \overline{A_i}] > 0\).

Moreover, we will need concentration results. For sums of independent variables, it will be convenient to use the well-known Chernoff–Hoeffding bound.

**Theorem 2.2** (Chernoff’s bound, see [16]). Let \(X\) be the sum of independent Bernoulli random variables (possibly with distinct expectations). Then, for all \(0 \leq \epsilon \leq 3/2\),

\[
\mathbb{P}[X \neq (1 \pm \epsilon) \mathbb{E}[X]] \leq 2 \exp\left(-\frac{\epsilon^2 \mathbb{E}[X]}{3}\right).
\]

Moreover, for \(t \geq 7\mathbb{E}[X]\), we have \(\mathbb{P}[X \geq t] \leq \exp(-t)\).

For more complicated random variables, we will appeal to Talagrand’s inequality. Given a product probability space \(\Omega = \prod_{i=1}^n \Omega_i\) and a random variable \(X: \Omega \to \mathbb{R}\), we say that \(X\) is

- \(C\)-Lipschitz if for any \(\omega \in \Omega\), changing one coordinate of \(\omega\) affects the value of \(X\) by at most \(C\);

- \(r\)-certifiable if for every \(s\) and \(\omega\) such that \(X(\omega) \geq s\), there exists a set \(I \subset [n]\) of size at most \(rs\) such that \(X(\omega') \geq s\) for every \(\omega'\) that agrees with \(\omega\) on the coordinates indexed by \(I\).

**Theorem 2.3** (Talagrand’s inequality, see [23]). Suppose that \(X\) is \(C\)-Lipschitz and \(r\)-certifiable. Then

\[
\mathbb{P}\left[|X - \mathbb{E}[X]| > t + 60C\sqrt{r\mathbb{E}[X]}\right] \leq 4 \exp\left(-\frac{t^2}{8C^2r\mathbb{E}[X]}\right).
\]
3 Proof of Theorem 1.2

We start by explaining the main approach, which also underpinned the proofs in [21, 26]. Let $G$ be a graph with vertex partition $V(G) = V_1 \cup \cdots \cup V_m$. Consider first the maximum degree setting; that is, assume that $\Delta(G) \leq \Delta$ and $|V_i| = S \geq (1 + \epsilon)\Delta$ for all $i \in [m]$. As mentioned in the introduction, if $S \geq 2e\Delta$, then the Lovász Local Lemma guarantees the existence of an independent transversal. The aim is to combine this with a 'nibble' algorithm. In each step, it chooses a few vertices to be included in the transversal, such that after deleting all sets $V_i$ from which a vertex has been chosen, and deleting all neighbours of chosen vertices, the ratio of remaining part sizes to maximum degree increases. After a sufficient number of such steps, this ratio will be larger than $2e$ so that the Lovász Local Lemma is applicable to complete the transversal in a single additional step.

To see why it is plausible that this works, we sketch one such nibble step. ‘Activate’ each part $V_i$ with some small probability $p$, and from each activated part, select a vertex uniformly at random. Let $T$ be the set of all chosen vertices that do not have a chosen neighbour. We add $T$ to our transversal. To avoid future conflicts, we delete all neighbours of chosen vertices. For every vertex, the probability that one of its neighbours is chosen is at most $\epsilon/\Delta$, hence we still expect each part to lose at most a $(p/(1 + \epsilon))$-fraction of its size. To control the new average degree, we need to know in addition which vertices are deleted from a part, since deleting predominantly low-degree vertices would increase the average degree. Fortunately, high degree vertices are more likely to have a chosen neighbour and thus to be deleted, which plays into our hands.

3.1 Reductions

The proof of Theorem 1.2 involves a number of reductions. First of all, even though we work with average degrees, it is often needed to have a good upper bound on the maximum degree. One simple but crucial observation is that we can assume $\Delta(G) = O_\epsilon(D)$, since an independent transversal of $G'$ in the below statement will also be an independent transversal of $G$.

**Proposition 3.1.** Suppose $\epsilon \in (0,1)$ and let $G$ be a graph with vertex partition $V(G) = V_1 \cup \cdots \cup V_m$. Suppose that $|V_i| \geq (1 + \epsilon)D$ and $d_G(V_i) \leq D$ for each $i \in [m]$. Then there exist $D' \geq D$ and subsets $V'_i \subseteq V_i$ of size at least $(1 + \epsilon/2)D'$ such that, letting $G' := G[V'_1, \ldots, V'_m]$, we have $\bar{d}_G(V'_i) \leq D'$ for each $i \in [m]$, and $\Delta(G') \leq 8D'/\epsilon$.

**Proof.** For each $i \in [m]$, let $B_i$ be the set of $v \in V_i$ with $d_G(v) > 8D/\epsilon$. Then

$$|B_i| \cdot 8D/\epsilon \leq \sum_{v \in V_i} d_G(v) \leq D|V_i|,$$

whence $|B_i| \leq \epsilon |V_i|/8$. Define $V'_i := V_i \setminus B_i$ and $G' := G[V'_1, \ldots, V'_m]$. Then

$$|V'_i| \geq (1 - \epsilon/8)|V_i| \geq (1 - \epsilon/8)(1 + \epsilon)D$$

and $d_G(V'_i) \leq |V'_i|/|V_i| \bar{d}_G(V_i) \leq D/(1 - \epsilon/8)$.

Let $D' := D/(1 - \epsilon/8)$. Then we have $\bar{d}_G(V'_i) \leq D'$ and $|V'_i| \geq (1 - \epsilon/8)^2(1 + \epsilon)D' \geq (1 + \epsilon/2)D'$ for all $i \in [m]$. Moreover, $\Delta(G') \leq 8D/\epsilon \leq 8D'/\epsilon$. \qed
A further reduction concerns the local degree. Recall that in the nibble step sketched above, each part is deleted with probability roughly \( p \), and we want to conclude that each vertex loses this fraction of its degree. To apply concentration inequalities, each part must only have a small effect on the total degree. In other words, we need small local degree. We will analyze the nibble procedure to prove the following result.

**Theorem 3.2.** For all \( \varepsilon > 0 \) the following holds for sufficiently large \( D \). Let \( G \) be a graph with vertex partition \( V(G) = V_1 \cup \cdots \cup V_m \) and local degree at most \( \log^2 D \). Suppose that \( |V_i| \geq (1 + \varepsilon)D \) and \( \bar{d}_G(V_i) \leq D \) for each \( i \in [m] \). Then there exists an independent transversal.

Theorem 3.2 would already be sufficient for our purposes here, as all our applications have local degree 1. The general case when the local degree is only \( D^{1-\gamma} \) for some small constant \( \gamma \), then there is a simple one-step reduction. Retain every vertex with probability \( D^{-1+\gamma} \). Then each part has expected residual size at least \( (1 + \varepsilon)D^\gamma \) and average degree at most \( D^\gamma \). Moreover, for each vertex, we only expect at most one neighbour in every part. Since dependencies are polynomial in \( D \), we can use Chernoff’s bound and the Lovász Local Lemma to show that with positive probability, all parts have average degree at most \( (1 + \varepsilon/4)D^\gamma =: D' \) and size at least \( (1 + \varepsilon/2)D' \), and the local degree is at most \( \log D \log \log D \leq \log^2 D' \).

If the local degree is \( \gamma D \) as assumed in Theorem 1.2, then this one-step reduction fails. However, a more careful sequential procedure still works. This was also done in the maximum degree setting in [21] (even reducing to constant local degree), with a method inspired by [3]. Since a very similar proof also works here, we omit the details (they may be found in [18, appendix]).

### 3.2 Setting the stage

We now prove Theorem 3.2. By Proposition 3.1, we can assume that \( \Delta := \Delta(G) = O(D/\varepsilon) \). Moreover, by repeatedly deleting vertices of largest degree, we can also assume that \( |V_i| = [(1 + \varepsilon)D] \) for all \( i \in [m] \), and we may clearly assume that each part \( V_i \) is independent. We also assume that \( \varepsilon \) is sufficiently small and \( D \) is sufficiently large.

Set \( p := 1/\log^2 D \). Initiate \( S(0) = (1 + \varepsilon)D \) and \( D(0) = D \) and recursively define

\[
S(t + 1) = \left(1 - \frac{p}{1 + 3\varepsilon/4}\right) S(t), \quad D(t + 1) = \left(1 - \frac{p}{1 + \varepsilon/4}\right) D(t). \tag{3.1}
\]

We will inductively show for all integers \( 0 \leq t \leq t^* := \lceil 10^4 \varepsilon^{-1} \rceil \) that there exist

(P1) a set of indices \( I(t) \subset [m] \);

(P2) an independent transversal \( T(t) \) of \( G[\cup_{i \in [m] \setminus I(t)} V_i] \);

(P3) a subset \( V_i(t) \subset V_i \setminus N(T(t)) \) for each \( i \in I(t) \) such that \( |V_i(t)| \geq S(t) \) and \( d_{G(t)}(V_i(t)) \leq D(t) \), where \( G(t) := G[\cup_{i \in I(t)} V_i(t)] \).

Here, we write \( N(v) \) for the neighbourhood of \( v \) in \( G \) and \( N(S) := \cup_{v \in S} N(v) \).

Note that at any stage, since the subsets \( V_i(t) \) do not contain any neighbours of \( T(t) \), it is sufficient to find an independent transversal of \( G(t) \) in order to complete \( T(t) \) to an independent transversal of \( G \). Fortunately, in \( G(t^*) \), the remaining parts have size at least \( S(t^*) \) and average degree at most \( D(t^*) \). A routine calculation reveals that \( S(t^*) \geq 2eD(t^*) \), with room to spare. Indeed,

\[
\frac{D(t^*)}{S(t^*)} \leq \left(1 - \frac{p}{1 + 3\varepsilon/4}\right)^{t^*} \leq \left(1 - \frac{p}{5}\right)^{\frac{10^4}{\varepsilon}} \leq e^{-2} \leq \frac{1}{2e}.
\]

Thus, we can complete the transversal by applying the following to \( G(t^*) \).
Lemma 3.3. Let $G$ be a graph with vertex partition $V(G) = V_1 \cup \cdots \cup V_m$. Suppose that $|V_i| \geq 2eD$ and $d_G(V_i) \leq D$ for each $i \in [m]$. Then there exists an independent transversal.

Proof. We may clearly assume that each $V_i$ is an independent set. Moreover, by repeatedly deleting vertices of largest degree within a part, we can assume that $|V_i| = [2eD] =: n$ for all $i \in [m]$. For each $i \in [m]$, pick a vertex $v_i \in V_i$ uniformly at random, independently from all the other choices. Let $T := \{v_1, \ldots, v_m\}$. Our goal is to show that $T$ is independent with positive probability. For an edge $e \in E(G)$, let $A_e$ be the event that both of its endpoints are in $T$. Clearly, $\mathbb{P}[A_e] = n^{-2}$. We define a graph $\Gamma$ on $E(G)$ by joining $e$ and $e'$ if one endpoint of $e$ and one endpoint of $e'$ lie in the same part. Observe that $\Gamma$ is a dependency graph for the events $\{A_e\}_{e \in E(G)}$. Fix an edge $e$ with endpoints in $V_i$ and $V_j$. Then

$$d_T(e) \leq |V_i|d_G(V_i) + |V_j|d_G(V_j) - 2.$$ 

Hence, $\Delta(\Gamma) \leq 2nD - 2$. Since $e \cdot n^{-2} \cdot 2nD \leq 1$, the Lovász Local Lemma applies and we can infer that with positive probability, none of the events $A_e$ happens. \hfill \Box

Remark 3.4. The above result is essentially due to Alon [2]. He proved it with 25 in place of $2e$, but see [5, Chapter 5]. Moreover, both references state the result in terms of the maximum degree, but the same proof works in the average degree setting. The proof works as well for hypergraphs and can be used to deduce (1.2). We also note that the $s = 1$ case of (1.2) is already contained in [10].

Note also that (P1)--(P3) hold for $t = 0$, with $I(0) = [m]$, $T(0) = \emptyset$ and $V_i(0) = V_i$ for all $i \in [m]$. It remains to show that if (P1)--(P3) hold for $t < t^*$, then they also hold for $t + 1$. Note that for the entire range of $t$, we have $S(t) = \Theta_e(D)$ and $D(t) = \Theta_e(D)$. We will use this fact throughout the rest of the proof.

Assume that $I(t), T(t), \{V_i(t)\}_{i \in I(t)}, G(t)$ are given. We proceed as follows. For each $i \in I(t)$, we activate $i$ with probability $p$. Let $J \subset I(t)$ be the random subset of activated parts. For each $i \in J$, we pick a vertex $v_i \in V_i(t)$ uniformly at random, and let $T' := \{v_i : i \in J\}$ be the set of all selected vertices. Note that $T'$ might induce edges. Let $\hat{J}$ be the set of $i \in J$ for which $v_i$ does not have a neighbour in $T'$, and let $\hat{T} := \{v_i : i \in \hat{J}\}$. Clearly, $\hat{T}$ is independent. Let $T(t + 1) := T(t) \cup \hat{T}$ and $I(t + 1) := I(t) \setminus \hat{J}$. Then (P1) and (P2) hold.

We need to delete all neighbours of vertices in $\hat{T}$ from the graph. In fact, to obtain better control on certain variables, we potentially delete more vertices than that. First note that for every vertex $v \in V(G(t))$, each of its remaining neighbours is included in $T'$ with probability at most $p/S(t)$, whence

$$\mathbb{P}\left[|N(v) \cap T'| \geq 1\right] \leq d_{G(t)}(v)\frac{p}{S(t)} = O_e(p).$$

This implies

$$\mathbb{P}\left[N(v) \cap T' = \emptyset\right] \geq 1 - d_{G(t)}(v)\frac{p}{S(t)} =: p_v.$$ 

We define an artificial Bernoulli random variable $B_v$, independent of all other variables, such that

$$\mathbb{P}\left[N(v) \cap T' = \emptyset \land B_v = 1\right] = p_v.$$  

(3.2)

Now, for each $i \in I(t)$, define $V_i(t + 1)$ as the set of all $v \in V_i(t)$ with $N(v) \cap T' = \emptyset$ and $B_v = 1$. Since $\hat{T} \subset T'$, this ensures that $V_i(t + 1) \subset V_i \setminus N(T(t + 1))$ for each $i \in I(t + 1)$. It remains to establish the conditions on the size and average degree of $V_i(t + 1)$ in (P3).

### 3.3 Two key claims

For this, we utilize two claims. Let $C := \log^2 D$ be the upper bound on the local degree of $G$. The proofs below use concentration inequalities and are the only places where the assumption on the local degree is needed.
The first claim asserts that given any subset of one part, with high probability, the number of vertices that remain is concentrated around its expectation. Note that the ‘error term’ can be larger than $|U|$ if $U$ is small, making the statement trivial. However, it will be convenient later on to assume a lower bound on the size of $U$.

**Claim 1.** For any index $i \in I(t)$ and subset $U \subset V_i(t)$, we have

$$\mathbb{P} \left[ |U \cap V_i(t+1)| \neq \sum_{v \in U} p_v \pm C \log D \sqrt{p|U|} \right] \leq \exp(- \log D \log \log D).$$

**Proof of claim:** From (3.2), we immediately have $\mathbb{E} [ |U \cap V_i(t+1)| ] = \sum_{v \in U} p_v$. We now establish concentration. Let $R = |U \setminus V_i(t+1)|$ be the number of vertices removed from $U$. Observe that $R$ is 1-certifiable. (This is the reason why we consider $R$ instead of $|U \cap V_i(t+1)|$.) Indeed, for any vertex $v$ removed, there must either be a neighbour of $v$ in $T'$, or we have $B_v = 0$, and these events certify the removal of $v$. Moreover, $R$ is clearly $C$-Lipschitz due to the bound on the local degree. Note that $\mathbb{E} [R] = \sum_{v \in U} (1 - p_v) = \Omega_c (p|U|)$. Thus, applying Talagrand’s inequality with $t = C \log D \sqrt{p|U|}/2$, we obtain

$$\mathbb{P} [ |R - \mathbb{E} [R]| > 2t ] \leq \exp(- \log D \log \log D),$$

since $60C \sqrt{\mathbb{E} [R]} = \mathcal{O}_c \left( C \sqrt{p|U|} \right) \leq t$ and $t^2/(C^2 \mathbb{E} [R]) = \Omega_c (\log^2 D)$. This proves the claim as $|U \cap V_i(t+1)| - \sum_{v \in U} p_v = \mathbb{E} [R] - R$. □

The second claim asserts that each vertex loses the right proportion of its neighbours. This corresponds to (ii) in [21]. We give a shorter proof here.

**Claim 2.** For any vertex $v \in V(G(t))$ with $d_{G(t)}(v) \geq \log^{20} D$, we have

$$\mathbb{P} \left[ d_{G(t+1)}(v) \geq \left( 1 - \frac{p}{1 + \epsilon/5} \right) d_{G(t)}(v) \right] \leq \exp(- \log D \log \log D).$$

**Proof of claim:** Fix a vertex $v \in V(G(t))$ with $d_{G(t)}(v) \geq \log^{20} D$. For $i \in I(t)$, let $a_i := |N(v) \cap V_i(t)|$, and let $K$ be the set of $i \in I(t)$ for which $a_i > 0$. Define the random variable $Z = \sum_{i \in K} a_i \mathbbm{1}_{i \in j}$ which counts the number of neighbours $v$ loses because their entire part is deleted. Observe that

$$d_{G(t+1)}(v) \leq d_{G(t)}(v) - Z = \sum_{i \in K} a_i \mathbbm{1}_{i \in j} =: \tilde{Z}.$$

Hence, in order to prove the claim, it suffices to show that

$$\mathbb{P} \left[ \tilde{Z} \geq \left( 1 - \frac{p}{1 + \epsilon/5} \right) d_{G(t)}(v) \right] \leq \exp(- \log D \log \log D). \quad (3.3)$$

We now describe an alternative way of sampling $T'$. In the first phase, choose a vertex $v_i$ uniformly at random from $V_i(t)$ for every $i \in I(t)$. In the second phase, activate each $i \in I(t)$ with probability $p$. Then $T'$ is exactly the set of $v_i$ for which $i$ has been activated. The advantage of this two-round exposure is that, typically, the chosen vertices $v_i$ induce a graph with very small maximum degree. Conditioning on this we activate the parts, we have a much better Lipschitz condition which allows us to apply Talagrand’s inequality.

Now, first randomly choose the vertices $v_i$. Let $\hat{K}$ be the set of $i \in I(t)$ for which $i \in K$ or there is $j \in K$ such that $c_{G(V_i, V_j)} > 0$. Note that $|\hat{K}| = \mathcal{O}_c (D^3)$ and thus $|\bigcup_{i \in \hat{K}} V_i(t)| = \mathcal{O}_c (D^4)$. Let $\mathcal{E}$ be the event that every vertex in $\bigcup_{i \in \hat{K}} V_i(t)$ has at most $\log^2 D$ neighbours in $\{v_i : i \in I(t)\} =: T''$. We first claim that

$$\mathbb{P} \left[ \mathcal{E} \right] \leq \frac{1}{2} \exp(- \log D \log \log D). \quad (3.4)$$
Indeed, for any vertex \( w \) in \( \bigcup_{i \in K} V_i(t) \) and \( j \in I(t) \), the probability that \( v_j \in N(w) \) is
\[
|N(w) \cap V_j(t)| / |V_j(t)| \leq |N(w) \cap V_j(t)| / S(t).
\]
Hence, the expected number of \( j \) for which \( v_j \in N(w) \) is at most \( d_{G(t)}(w) / S(t) = O_t(1) \). By Chernoff’s bound, the probability that \( |N(w) \cap T''| > \log^2 D \) is at most \( \exp(-\log^2 D) \). A union bound over the \( O_t(D^4) \) choices for \( w \) implies (3.4).

Next, we show that \( \bar{Z} \) is unlikely to be too large if \( E \) holds. For this, fix any choice \( T'' \) of \( \{v_i : i \in I(t)\} \) for which \( E \) holds. For \( i \in I(t) \), let \( Q_i \) be the set of \( j \in I(t) \) with \( v_j \in E(G) \). By assumption, we have \( |Q_i| \leq \log^2 D \) for all \( i \in K \). Now, we randomly activate the parts. Observe that \( i \in J \) if and only if \( i \) is activated but no \( j \in Q_i \) is activated. Hence, for \( i \in K \),
\[
p \geq P \left[ i \in J \left| T'' \right. \right] \geq p(1 - p|Q_i|) \geq p(1 - 1/\log D),
\]
where the last inequality holds by our choice of \( p \). Thus, \( E\left[ \bar{Z} \mid T'' \right] \leq (1 - p + p/\log D)d_{G(t)}(v) \). Moreover, \( \bar{Z} \) only depends on the activation of \( i \) if \( i \in K \), and whether such \( i \) is activated or not only affects the events \( j \in J \) with \( j \in Q_i \cup \{i\} \). Since \( v_j \leq C \) for all \( j \), we infer that \( \bar{Z} \) is Lipschitz with constant \( C(1 + |Q_i|) \leq 2 \log^4 D \). Finally, observe that \( \bar{Z} \) is 1-certifiable, because the event \( \{i \notin J\} \) is certified by either the non-activation of \( i \) or the activation of some \( j \in Q_i \). We now apply Talagrand’s inequality with \( t = pd_{G(t)}(v) / \log D \). Noting that \( 60C^2 \sqrt{E [\bar{Z} \mid T'']} \leq 60C \sqrt{d_{G(t)}(v)} \leq t \) and \( t^2 / (C^2 \sqrt{E [\bar{Z} \mid T'']} ) = \Omega(\log^2 D) \), where we use the assumption \( d_{G(t)}(v) \geq \log^{20} D \), we have
\[
P\left[ \bar{Z} \geq (1 - p + 3p/\log D)d_{G(t)}(v) \mid T'' \right] \leq \frac{1}{2} \exp(-\log D \log \log D).
\]
Since this bound holds for any choice \( T'' \) that satisfies \( E \), we conclude that
\[
P\left[ \bar{Z} \geq \left( 1 - \frac{p}{1 + \epsilon / 5} \right) d_{G(t)}(v) \mid T'' \right] \leq \frac{1}{2} \exp(-\log D \log \log D).
\]
Adding this inequality to (3.4) implies (3.3) and thus the claim. \( \square \)

### 3.4 Putting everything together

We now use Claims 1 and 2 to complete the proof. Note that it is enough to show that for each \( i \in I(t) \), the ‘bad event’ \( A_i \) that one of \( |V_i(t+1)| < S(t+1) \) or \( d_{G(t+1)}(V_i(t+1)) > D(t+1) \) happens, has probability at most \( O(D) \exp(-\log D \log \log D) \). Indeed, although we cannot simply use a union bound since we do not assume any bound on the number of parts \( m \), we can easily use the Lovász Local Lemma to show that with positive probability, no \( A_i \) happens. Let \( \Gamma \) be the graph on \( I(t) \) where \( i,j \) are joined if there is at least one edge between \( V_i, V_j \). Observe that the event \( A_i \) is fully determined by the random choices involving parts \( V_j \) with \( \text{dist}_\Gamma(i,j) \leq 2 \). Thus, \( \Gamma^4 \), the graph on \( I(t) \) where \( i,j \) are joined if their distance in \( \Gamma \) is at most 4, is a dependency graph for the events \( \{A_i\}_{i \in I(t)} \), since if \( ij \notin E(\Gamma^4) \), then \( A_i, A_j \) are determined by disjoint sets of random choices. Moreover, \( \Delta(\Gamma) = O_t(D^2) \), implying \( \Delta(\Gamma^4) = O_t(D^8) \). Hence, the condition of the Lovász Local Lemma is fulfilled and so there is an outcome which satisfies (P3).

Fix \( i \in I(t) \). The desired bound for \( |V_i(t+1)| \) will follow relatively easily from Claim 1. In order to estimate \( d_{G(t+1)}(V_i(t+1)) \), we proceed in two steps. Note that using Claim 2, we know that every vertex loses the right proportion of its degree. Thus, the average of \( d_{G(t+1)}(v) \) over all \( v \in V_i(t) \) will indeed be bounded by \( D(t+1) \). However, this alone is not enough, since deleting vertices from \( V_i(t) \) could increase the average degree if we were to delete predominantly low-degree vertices. But of course, high-degree vertices are more likely to be deleted, which is exactly why the proof works.

First, we group the vertices of \( V_i(t) \) according to their degree. Set \( b := [D^{2/3}] \) and for \( j \in \mathbb{N} \cup \{0\} \), let
\[
X_j := \{v \in V_i(t) : jb \leq d_{G(t)}(v) < (j+1)b\}
\]
and \(X'_j := X_j \cap V_t(t+1)\). Note that \(X_j \neq \emptyset\) only if \(j = \mathcal{O}(\Delta/b) = \mathcal{O}_\epsilon(D^{1/3})\). Clearly, \(|V_i(t)| = \sum_j |X_j|\) and \(|V_t(t+1)| = \sum_j |X'_j|\).

Using Claims 1 and 2 and a union bound, we infer that the following hold with probability at least \(1 - \mathcal{O}(D) \exp(- \log D \log \log D)\):

1. \(|V_i(t+1)| \geq \sum_{v \in V_i(t)} p_v - \log^2 D \sqrt{|V_i(t)|}\);

2. \(|X'_j| = \sum_{v \in X_j} p_v \pm \log^2 D \sqrt{|X_j|}\) for all \(j\);

3. \(d_{G(t+1)}(v) \leq \left(1 - \frac{p}{1+\epsilon}\right) d_{G(t)}(v)\) for all \(v \in V_i(t) \setminus X_0\).

It thus only remains to show that assuming the above, we can deduce \(|V_i(t+1)| \geq S(t+1)\) and \(d_{G(t+1)}(V_i(t+1)) \leq D(t+1)\).

Note that

\[
\sum_{v \in V_i(t)} d_{G(t)}(v) = |V_i(t)| d_{G(t)}(V_i(t)) \leq |V_i(t)| D(t) \leq \frac{|V_i(t)| S(t)}{1 + \epsilon},
\]

where we have used that \(D(t)/S(t) \leq D(0)/S(0) = 1/(1 + \epsilon)\). Hence,

\[
\sum_{v \in V_i(t)} p_v = |V_i(t)| - \frac{p}{S(t)} \sum_{v \in V_i(t)} d_{G(t)}(v) \geq \left(1 - \frac{p}{1+\epsilon}\right) |V_i(t)|.
\]

Therefore, (1) immediately implies

\[
|V_i(t+1)| \geq \left(1 - \frac{p}{1+\epsilon} - \frac{\log^2 D}{\sqrt{|V_i(t)|}}\right) |V_i(t)| \geq \left(1 - \frac{p}{1+3\epsilon/4}\right) |V_i(t)|
\]

and thus \(|V_i(t+1)| \geq S(t+1)\).

We now turn to the average degree. As mentioned above, we proceed in two steps. First, we investigate how the deletion of vertices in \(V_i(t)\) affects the average degree. Our goal is to show that

\[
\frac{\sum_{v \in V_i(t+1)} d_{G(t)}(v)}{|V_i(t+1)|} \leq \left(1 + D^{-1/5}\right) D(t). \tag{3.5}
\]

Define \(q := pb/S(t)\) and note that we have \(jq \leq 1/2\) for all \(j = \mathcal{O}_\epsilon(D^{1/3})\). In particular, we have \(\sum_j (1 - jq) |X_j| = \mathcal{O}_\epsilon(D)\). For \(v \in X_j\), we have \(p_v = 1 - (j \pm 1) b \frac{p}{S(t)} = 1 - jq \pm D^{-1/3}\). Thus, together with (2),

\[
|X'_j| = (1 - jq) |X_j| \pm \left(|X_j|/D^{1/3} + \log^2 D \sqrt{|X_j|}\right).
\]

By concavity of the square root function, the additive errors accumulate to at most

\[
\sum_j \left(|X_j|/D^{1/3} + \log^2 D \sqrt{|X_j|}\right) = \mathcal{O}_\epsilon \left(D^{2/3} \log^2 D\right).
\]

(Recall that the number of \(j\) with \(X_j \neq \emptyset\) is \(\mathcal{O}_\epsilon(D^{1/3})\).) We deduce that

\[
|V_i(t+1)| = \sum_j |X'_j| \geq \left(1 - D^{-1/4}\right) \sum_j (1 - jq) |X_j| \tag{3.6}
\]

and

\[
\sum_{v \in V_i(t+1)} d_{G(t)}(v) \leq \sum_j |X'_j| (j + 1) b \leq \sum_j (1 - jq) |X_j| jb + D^{7/4}. \tag{3.7}
\]
The following is the key estimate, where the left hand side is an approximation of the average degree of $V_i(t+1)$ and the right hand side is an approximation of the average degree of $V_i(t)$.

$$
\bar{d} := \frac{\sum_j (1 - jq) |X_j| j b}{\sum_j (1 - jq) |X_j|} \leq \frac{\sum_j |X_j| j b}{\sum_j |X_j|} =: \bar{d}
$$

(3.8)

In order to prove (3.8), consider the equivalent inequality

$$
\sum_{j,k} |X_j| (1 - kq) |X_k| k b \leq \sum_{j,k} |X_j| j b (1 - kq) |X_k|.
$$

Now double each side by adding the same terms, with the roles of $j, k$ swapped. That the inequality thus obtained holds is easily seen using that $(j - k)^2 \geq 0$ for all $j, k$.

Combining (3.6) and (3.7), we obtain

$$
\frac{\sum_{v \in V_i(t+1)} d_{G(t)}(v)}{|V_i(t+1)|} \leq \frac{\sum_j (1 - jq) |X_j| j b + D^{7/4}}{(1 - D^{-1/4}) \sum_j (1 - jq) |X_j|} \leq \left(1 + 2D^{-1/4}\right) \bar{d} + O_{\epsilon}(D^{3/4}).
$$

Moreover, we clearly have

$$
\bar{d} \leq \frac{\sum_{v \in V_i(t)} d_{G(t)}(v)}{|V_i(t)|} \leq D(t).
$$

In order to establish (3.5), we combine the above with (3.8), yielding

$$
\frac{\sum_{v \in V_i(t+1)} d_{G(t)}(v)}{|V_i(t+1)|} \leq \left(1 + 2D^{-1/4}\right) \bar{d} + O_{\epsilon}(D^{3/4})
\leq \left(1 + 2D^{-1/4}\right) D(t) + O_{\epsilon}(D^{3/4})
\leq \left(1 + D^{-1/5}\right) D(t),
$$

as claimed.

Finally, using (3) and (3.5) and the trivial bound $|X_0'| \leq |V_i(t)|$, we can verify that

$$
\sum_{v \in V_i(t+1)} d_{G(t+1)}(v) \leq |X_0'| b + \sum_{v \in V_i(t+1) \setminus X_0} d_{G(t+1)}(v)
\leq O(D^{5/3}) + \left(1 - \frac{p}{1 + \epsilon/5}\right) \sum_{v \in V_i(t+1) \setminus X_0} d_{G(t)}(v)
\leq O(D^{5/3}) + \left(1 - \frac{p}{1 + \epsilon/5}\right) \left(1 + D^{-1/5}\right) |V_i(t+1)| D(t)
\leq \left(1 - \frac{p}{1 + \epsilon/5}\right) + O(D^{-1/3}) + D^{-1/5} |V_i(t+1)| D(t).
$$

Dividing by $|V_i(t+1)|$ and absorbing lower order terms, we can conclude that $d_{G(t+1)}(V_i(t+1)) \leq \left(1 - \frac{p}{1 + \epsilon/4}\right) D(t) = D(t+1)$, thus completing the proof of Theorem 3.2.

4 Upper bound constructions

We now prove Conjecture 1.6 and Theorems 1.9 and 1.10. To this end, we first need Lemma 1.7, which establishes a connection between $f(k, r, s)$ and the Turán problem for complete bipartite graphs.

**Proof of Lemma 1.7.** Suppose that $w(n, m; r, s) \geq k$ and $m(r - 1) < n$. Hence, there exists a bipartite graph $H$ with parts $A$ of size $n$ and $B$ of size $m$ such that every vertex in $A$ has degree at least $k$, and any $r$ vertices in $A$ have at most $s$ common neighbours. Our aim is to construct an $(n, k, r, s)$-graph with no independent transversal.
We define the neighbourhood incidence $r$-graph $G$ induced by $H$ as follows: For every vertex $a ∈ A$, we define the vertex set $V_a := \{a\} × N_H(a)$. The vertex set of $G$ is the disjoint union of the sets $\{V_a\}_{a ∈ A}$. For $r$ distinct vertices $a_1, \ldots, a_r ∈ A$, we add the edge $\{(a_1, b_1), \ldots, (a_r, b_r)\}$ whenever $b_1 = b_2 = \cdots = b_r =: b$. Note that this implies that $b$ is a common neighbour of $a_1, \ldots, a_r$ in $H$. Hence, the number of edges in $G$ induced by the parts $V_{a_1}, \ldots, V_{a_r}$ is $|\cap_{i=1}^r N_H(a_i)| ≤ s$. Moreover, these edges clearly form a matching.

Suppose, for the sake of contradiction, that $G$ has an independent transversal. This means that for each $a ∈ A$, there is a unique $b_a ∈ B$ such that $(a, b_a)$ is contained in the transversal. Moreover, for the transversal to be independent, each $b ∈ B$ can be used as $b_a$ for at most $r − 1$ vertices $a ∈ A$. Hence, $|B|(r − 1) ≥ |A|$, contradicting our assumption that $m(r − 1) < n$. Therefore, $G$ cannot have an independent transversal.

Note that $G$ is not necessarily an $(n, k, r, s)$-graph. However, by deleting vertices to make each part have size exactly $k$, and adding some more edges such that any $r$ parts induce a matching of size $s$, we can easily find an $(n, k, r, s)$-graph which still has no independent transversal. Thus, $f(k, r, s) < n$. □

In order to use Lemma 1.7, we need good lower bounds for $w(n, m; r, s)$. For small $s$, we use known constructions of $K_{r, s}$-free graphs, which are mostly explicit and geometric in nature. For large $s$, we use a simple probabilistic construction which yields the following lemma.

**Lemma 4.1.** For all $ε > 0$ and $r ≥ 2$ there is $C > 0$ such that whenever $m ≥ s ≥ C \log n$ and $n ≥ r$, we have $w(n, m; r, s) ≥ (1 − ε)s^{1/r}m^{1 − 1/r}$.

**Proof.** This is a standard application of the probabilistic method. Take vertex sets $A$ of size $n$ and $B$ of size $m$, and randomly include every edge between $A$ and $B$ independently with probability $p := (1 − ε/2)(s/m)^{1/r}$. (We can clearly assume that $ε$ is sufficiently small. In particular, we assume that $εr ≤ 1$.)

For a subset $S ⊂ A$, let $X_S$ be the random variable counting the common neighbours of the vertices in $S$. Clearly, $X_S$ is the sum of $m$ independent Bernoulli random variables, each with expectation $p|S|$. Hence, Chernoff’s bound implies that $X_S = (1 ± ε^2)p|S|m$ with probability at least $1 − 2\exp(−ε^4p|S|m/3)$. For $|S| ≤ r$, note that

$$p|S|m ≥ p^r m ≥ (1 − εr/2)s ≥ \frac{1}{2} C \log n.$$ 

For sufficiently large $C$, say $C = 10εe^{−4}$, a union bound implies that with positive probability, we have $X_S = (1 ± ε^2)p|S|m$ simultaneously for all $S ⊂ A$ of size at most $r$.

Thus, such an outcome exists. It is then easy to check that any $r$ vertices in $A$ have at most $(1 + ε^2)p^r m ≤ s$ common neighbours, as required, and each vertex in $A$ has degree at least $(1 − ε^2)pm ≥ (1 − ε)s^{1/r}m^{1 − 1/r}$, hence establishing this as a lower bound for $w(n, m; r, s)$. □

Theorem 1.10 easily follows from Lemmas 1.7 and 4.1.

**Proof of Theorem 1.10.** Let $n := ⌊(r − 1 + ε)(k^r/s)^{1/(r−1)}⌋$ and $m := [n/(r−1)] − 1$. Choosing $C$ large enough (note that $\log n = Θ_r(\log k)$), Lemma 4.1 implies that $w(n, m; r, s) ≥ (1 − ε^2)s^{1/r}m^{1 − 1/r} ≥ k$. With Lemma 1.7, we obtain $f(k, r, s) < n$. □

We now state the results on $K_{r, s}$-free graphs and the related Zarankiewicz problem that we need. In terms of upper bounds, the famous Kövári–Sós–Turán theorem [20] states that

$$2\exp(n, K_{r, s}) ≤ z(n, n; r, s) ≤ (1 + o(1))(s − 1)^{1/r}n^{2 − 1/r}$$  \hspace{1cm} (4.1)$$

for fixed $r ≤ s$. It is widely believed that the order of magnitude in this upper bound is optimal. A major challenge is to devise constructions which establish the matching lower bounds. First, consider $r = 2$. For a long time, the only known asymptotic result was that $\lim_{n→∞} \exp(n, K_{2, 2})n^{−3/2} = \frac{1}{7}$, proved simultaneously and independently by Brown [8] and Erdős, Rényi and Sós [11]. Füredi [12] vastly extended this by showing that $\lim_{n→∞} \exp(n, K_{2, s})n^{−3/2} = \frac{s}{2}√s − 1$ for any fixed $s$. For
Zarankiewicz’s problem, the corresponding result had already been shown earlier by Mörs. The following theorem, which we will use to prove Conjecture 1.6, implies that

$$\lim_{n \to \infty} z(n, n, 2, s)n^{-3/2} = (s - 1)^{1/2}$$

for any fixed $s$.

**Theorem 4.2** (Mörs [24]). For $s \in \mathbb{N}$ and a prime $p \equiv 1 \mod s$, there exists a bipartite graph with parts $A, B$ each of size $p(p-1)/s$, such that every vertex in $A$ has degree $p - 1$ and every two vertices in $A$ have at most $s$ common neighbours.

For $r > 2$, much less is known. Brown [8] showed that $\text{ex}(n, K_{3,3}) = \Theta(n^{5/3})$, but the order of magnitude of $\text{ex}(n, K_{r,r})$ is still unknown for every $r \geq 4$. In a breakthrough, Kollár, Rónyai and Szabó [19] introduced ‘norm-graphs’ to prove that $\text{ex}(n, K_{r,r}) = \Theta(n^{2-1/r})$ when $s > r!$. Their construction was slightly improved by Alon, Rónyai and Szabó [4], thus showing that the result already holds when $s > (r - 1)!$. Moreover, their modification reveals the right dependence on $s$: for fixed $r$ and $s > (r - 1)!$, it holds that

$$\text{ex}(n, K_{r,s}) = \Theta((s - 1)^{1/r} n^{2-1/r}).$$

This follows from the next result, which we will use to prove Theorem 1.9. (Note that if one is not concerned about the dependence on $s$, then one can simply take $t = 1$.)

**Theorem 4.3** ([4, Section 4]). Given $r, t \in \mathbb{N}$ and a prime $q \equiv 1 \mod t$, there exists a $(q^{r-1} - 1)$-regular $K_{r,s+1}$-free graph of order $q^{r-1}(q - 1)/t$, where $s = (r - 1)!t^{-1}$.

In order to apply the above theorems, we also need the following fact about primes in arithmetic progressions, which follows from the Siegel–Walfisz theorem.

**Theorem 4.4.** For every $\epsilon > 0$ and $A \in \mathbb{N}$, the following holds for sufficiently large $x$. For any coprime integers $q, a$ with $q \leq \log^A x$, there exists a prime $p \equiv a \mod q$ with $x \leq p \leq (1 + \epsilon)x$.

We are now ready to prove Conjecture 1.6 and Theorem 1.9.

**Proof of Conjecture 1.6.** Fix $\epsilon > 0$ and suppose $k$ is sufficiently large. We aim to show that $f(k, 2, s) \leq (1 + \epsilon)k^2/s$ for every $1 \leq s \leq k$. The case when $s \gg \log k$ is already covered by Theorem 1.10 proved above. Thus, we may assume that $s \leq \log^2 k$, say. Let $p$ be the smallest prime at least $k + 2$ such that $p \equiv 1 \mod s$. By Theorem 4.4, we can assume $p \leq (1 + \epsilon/3)k \leq \sqrt{\frac{1}{\epsilon} k}$. Let $G$ be the bipartite graph in Theorem 4.2. Delete an arbitrary vertex from $G$. Then every vertex in $A$ still has degree at least $k$, and any two vertices in $A$ have at most $s$ common neighbours. Thus, $w(|A|, |A| - 1; 2, s) \geq k$, and Lemma 1.7 implies that $f(k, 2, s) < |A| \leq p^2/s \leq (1 + \epsilon)k^2/s$, as desired. 

**Proof of Theorem 1.9.** The lower bound follows from (1.2). For the upper bound, we proceed similarly as in the proof of Conjecture 1.6. Since the case when $s \gg \log k$ is already covered by Theorem 1.10, we may assume that $(r - 1)! \leq s \leq \log^2 k$, say, and that $k$ is sufficiently large. Let $t$ be the maximal integer such that $(r - 1)!t^{-1} \leq s$. Note that $t \geq 1$ and $t = \Theta_r(\sqrt{r}/k)$. Let $q$ be the smallest prime $\equiv 1 \mod t$ with $q^{r-1} \geq 2r k$. Theorem 4.4 ensures that $q = O_r(\sqrt{k})$. By Theorem 4.3, there exists a $(q^{r-1} - 1)$-regular $K_{r,s+1}$-free graph $H$ of order $q^{r-1}(q - 1)/t$. Now, partition $V(H)$ into parts $A$ and $B$ such that every vertex has at least $k$ neighbours in $B$ and $|A| \geq (r - 1)!|B|$. That this is possible can be seen via a simple probabilistic argument. For each vertex independently, put it into $B$ with probability $1/(r + 1)$ and into $A$ otherwise. Then each vertex expects at least $(2rk - 1)/(r + 1) \geq 1.3k$ neighbours in $B$ and $\mathbb{E}(|A|) = r \cdot \mathbb{E}(|B|)$. Using Chernoff’s bound, it is easy to see that the desired properties hold with high probability.

Clearly, any $r$ vertices in $A$ have at most $s$ common neighbours. Hence, invoking Lemma 1.7, we have $f(k, r, s) < |A| \leq q^r/t = O_r(\sqrt{r}/k^r/s)$. 

□
5 Concluding remarks

• We studied sufficient conditions for the existence of independent transversals in multipartite graphs. Concretely, we have shown (Theorem 1.2) that any multipartite graph with local degree \( o(D) \), where each part has size at least \((1 + o(1))D\) and average degree at most \( D \), contains an independent transversal. It would be very interesting to develop a hypergraph version of this result.

• We completely settled the Erdős–Gyárfás–Luczak problem and its generalization due to Yuster in the graph case (Theorem 1.8). For hypergraphs \((r > 2)\), it would be desirable to prove that \( f(k, r, 1) = O_r(\sqrt[2r]{k}) \). We discovered a connection between upper bounds for \( f(k, r, s) \) and lower bounds for \( \text{ex}(n; K_{r,s}) \), thus indicating that the problem could be hard. On the other hand, our reduction does not work for \( s < r - 1 \), so new ideas are needed for these cases, which could also shed new light on the general problem.

• It could be illuminating to investigate random \((n, k, r, s)\)-graphs further. The first moment method yields that if \( n \gg (k^r \log k)/s \), then with high probability, a uniformly random \((n, k, r, s)\)-graph has no independent transversal. What is the minimal \( n \) such that a uniformly random \((n, k, r, s)\)-graph has no independent transversal with probability at least 1/2? This seems open even for \( r = 2 \) and \( s = 1 \).
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