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Abstract

Statistical language models (LM) play a key role in Automatic Speech Recognition (ASR) systems used by conversational agents. These ASR systems should provide a high accuracy under a variety of speaking styles, domains, vocabulary and arguments. In this paper, we present a DNN-based method to adapt the LM to each user-agent interaction based on generalized contextual information, by predicting an optimal, context-dependent set of LM interpolation weights. We show that this framework for contextual adaptation provides accuracy improvements under different possible mixture LM partitions that are relevant for both (1) Goal-oriented conversational agents where it’s natural to partition the data by the requested application and for (2) Non-goal oriented conversational agents where the data can be partitioned using topic labels that come from predictions of a topic classifier. We obtain a relative WER improvement of 3% with a 1-pass decoding strategy and 6% in a 2-pass decoding framework, over an unadapted model. We also show up to a 15% relative improvement in recognizing named entities which come from predictions of a topic classifier. We get 15% relative improvement in recognizing named entities which come from predictions of a target sentence. More recently, using topic vectors directly in an RNN-LM was introduced in [13].

Our main contribution is to present a framework for adapting n-gram based LMs under some generalized contextual input. In this paper, we use a Deep Neural Network (DNN) to estimate the interpolation weights for a mixture of n-gram LMs, but the approach can be extended to other adaptation techniques such as n-gram boosting [14]. Unlike the approach presented in [15], an n-gram based adaptation can be easily integrated with an online system. For goal-oriented conversational interactions we partition our component LMs based on the application label, while for non-goal oriented, free-form dialogs we build component LMs based on an estimated topic label. For both use cases, our proposed framework outperforms an un-adapted framework, and leads to up to 6% relative WER reduction. Furthermore, our proposed adaptation leads to significant reduction, up to 15% relative WER, in recognizing topic-related entities of interest, such as person and location names, that appear in conversational interactions.

The paper is organized as follows. Section 2 describes the interpolated LM and our strategies for partitioning the data into component LMs, while Section 3 describes the on-the-fly LM interpolation. Sections 4 and 5 describe the experimental setup, results and discussion. Finally, we conclude in Section 6.

1. Introduction

Automatic Speech Recognition (ASR) systems are a key component in building conversational agents. The most common approach to building language models (LMs) for ASR systems is to learn n-gram models on large text corpora. These models are trained to predict the conditional word probabilities given the context of the previous $n-1$ words. Hence, they do not model longer-range dependencies that may vary between different subsets of the training data such as speaking style, vocabulary and topics of conversation [1]. In this paper, we explore the use of contextual information for adapting the LM to each user-agent interaction. Broadly speaking, any additional information that would help predict the user’s speech in the current interaction can be considered as contextual information, including the history of user-agent interactions, meta-data information such as dialog state and time of day, user personalized information like music preferences.

A common approach for LM adaptation is to represent the LM as a mixture of multiple component LMs, where the interpolation weights can be adapted to a single global target domain or dynamically adapted based on contextual information. In order to partition the training data and build the component LMs, a dominant approach has been to use supervised labels in the training data. In [2][4], the dialog state was used to build multiple component LMs and in [1][9], supervised topic labels were used to build topic-specific component LMs. Other approaches which do not use supervised labels to partition the training data, rely on the availability of in-domain data to adapt LMs by selecting training data that minimizes cross-entropy [6], use a combination of mixture-based and MAP-based models [7], or use constrained KL divergence between unigram distributions [8]. Alternatively, clustered models are created either based on latent semantic analysis [9], k-means clustering [10] or through topic clusters computed by Latent Dirichlet Allocation (LDA) [11]. To estimate the context weights adaptively, past approaches used the expectation-maximization algorithm to learn the interpolation weights for a target sentence [10][12]. More recently, using topic vectors directly in an RNN-LM was introduced in [13].

2. Interpolated Language Model

The interpolated language model is represented as a mixture of $C$ component LMs, where the probability of a word sequence is calculated by using an interpolation weight $\lambda_k$ corresponding to component $L_{mk}$ in the mixture:

$$P_{mix}(w_i|h_i) = \sum_{k=1}^{C} \lambda_k P_k(w_i|h_i)$$

such that $\sum_{k=1}^{C} \lambda_k = 1$

2.1. Building component LMs

Building the component LMs requires splitting the LM training data into $C$ components. The training data may be large transcribed corpora of user interactions or other external text cor-
The contextual adaptation model is trained to directly predict the intended component LM label for each utterance in the training data, using a cross-entropy (xent) loss function. The target labels come from manual annotations of the requested application for goal-oriented conversational agents, and from topic label estimates obtained from a topic classifier [17] for chatbots.

4. Experimental Setup

We build two separate ASR/LM systems, for goal-oriented and non goal-oriented conversations respectively. Section 4.1 describes the datasets used for training the LMs, while Section 4.2 provides details on LM building and the context adaptation model for each of the two cases.

4.1. Datasets

We have two datasets of user interactions with a conversational agent, specifically goal-oriented and non goal-oriented interactions, which are used for LM training and for evaluation. For our experiments, both datasets are split into the following partitions - 80% train, 10% dev, and 10% test. Additionally, we also have access to large external text corpora that are used only for LM training, and not as test sets.

Goal-oriented interaction data: This dataset consists of millions of utterances collected in far-field conditions from real user interactions with Alexa, a goal-oriented conversational agent. Each utterance corresponds to a single turn of user-agent interaction that has been annotated with the application that was requested and the corresponding text transcription. Application labels include Music, Shopping, Weather and others.

Non goal-oriented, chatbot interaction data: This dataset consists of hundreds of thousands of far-field speech-based user-agent interactions with a chatbot. The goal of the chatbot is to engage with the user in a conversation. The data is bucketed into conversations, where a single conversation is initiated and terminated by the user, and consists of multiple turns of user-agent interactions.

External text datasets: We use a variety of external text corpora, from multiple sources such as news, voice-mail, web crawled corpora, etc. The total data size is of the order of billions words and it is entirely in the train partition.

4.2. ASR Systems

For all our experiments we use an experimental ASR system that does not reflect the performance of the production Alexa.
system. We build two ASR systems - one for goal-oriented agents and another for chatbots, each containing component LMs trained on different data, as described in Section 4.2. The structure of the LMs in both systems is a mixture of Katz smoothed [20] 4-gram language models which are interpolated on-the-fly in a WFST decoding framework, as described in Section 2.2. We also build baseline unadapted ASR systems for each of these use cases, by estimating static interpolation weights to minimize perplexity of the corresponding dev set.

4.3. Component LMs

In Table 1 for each ASR system, we describe the training data used to build the LMs, the number of component LMs, and what they represent (application vs topic label). LM training is described in Section 2.1. The goal-oriented ASR system uses the annotated application label to partition the LM training data, while the chatbot LM uses the topic labels estimated from a topic classifier [17]. Since the topic labels are obtained from a classifier as opposed to manual annotations, this scales easily and allows us to use large external text corpora in addition to user-agent interaction data, for training the chatbot LM. We use the following strategy to mix data from multiple external data sources for the chatbot LM - for each of the component topic based LMs, we build data source specific LMs which are statically interpolated to minimize perplexity on the corresponding dev set, i.e., dev partitions of the non goal-oriented chatbot conversations (Section 4.1).

4.4. Contextual adaptation model

The contextual adaptation model for each ASR system is trained from their respective user-agent conversational datasets (goal-oriented and non goal-oriented datasets of Section 4.1). We use a few hundred thousand utterances for training the contextual models. As described in Section 3 we train the models to either minimize cross-entropy (xent) of the component LM label distribution or perplexity (PPL) of the training data text. The DNN model shown in Figure 1 is a two layer network of 200 hidden units which is trained using the Adam optimizer, clipping gradients and early stopping. The \( \lambda_k \) parameters are estimated from the final softmax layer.

4.4.1. Contextual Features

The DNN-based contextual adaptation model allows for generic contextual features. The ones that we experiment with are obtained either from (1) a context window of past user-agent interactions or (2) the metadata information of the current interaction, i.e. time of day. Note that, these features are available prior to each user-agent interaction. The estimates from the DNN are used to build an adapted LM for each utterance, using which we run a 1-pass decoding with a real-time ASR system.

In addition, we report 2-pass decoding experiments where we use another feature - (3) 1-best hypothesis from the current interaction. The adapted LM estimated in this case is used to re-decode the utterance. This is suitable for a non-real-time system.

5. Results and Discussion

Table 2 presents the perplexity and relative Word Error Rate (WER) reductions for the goal-oriented ASR system on a goal-oriented test set, for different objective functions and features for the DNN context model.

| Model      | Feats     | PPL        | WERR(%)  | Entity WERR(%) |
|------------|-----------|------------|----------|----------------|
| No Adapt   | -         | 30.66      | -        | -              |
| DNN(Xent)  | prev, meta | 29.43      | +0.33%   | +1.17%         |
| DNN(PPL)   | prev, meta | 26.10      | -1.25%   | +0.21%         |
| DNN(Xent)  | prev, meta, cur | 20.63 | -3.49% | -3.04%        |
| DNN(PPL)   | prev, meta, cur | 20.30 | -3.24% | -2.21%        |

5.1. Overall results using both 1-pass and 2-pass decoding

Table 2 presents the perplexity and relative Word Error Rate (WER) reductions for the goal-oriented ASR system on a goal-oriented test set. We observe a relative WER reduction of 1.25% relative in a single-pass decoding framework and 3.5% relative in a 2-pass decoding framework by using the context adaptive
5.2. Impact of different loss functions

From Tables 2 and 3 for both goal-oriented and chatbot ASR systems, we observe that when we train the context adaptation model using the perplexity (PPL) objective instead of cross-entropy (xent), we achieve adapted LMs with better PPL and WER on the test set. Moreover, training with the PPL objective function has the advantage of not requiring explicit labels of the optimal component LM for each utterance, and can be extended to scenarios where we may wish to train with semi-supervised data as described in Section 4.3.

Table 3: Perplexity (PPL) and relative WER reduction (WERR) for the chatbot ASR system on a chatbot test set, for different objective functions and features for the DNN context model

| Model          | Feats | PPL   | WERR(%) | Entity WERR(%) |
|----------------|-------|-------|---------|----------------|
| decoder: 1-pass |       |       |         |                |
| No Adapt       | -     | 60.77 | -       | -              |
| DNN (Xent)     | prev, meta | 59.81 | -1.73%  | -8.19%         |
| DNN (PPL)      | prev, meta | 58.14 | -1.61%  | -2.98%         |
| DNN (PPL)      | prev-d, meta | 55.66 | -2.76%  | -10.92%        |
| decoder: 2-pass |       |       |         |                |
| DNN (PPL)      | prev, cur, meta | 42.03 | -5.58%  | -15.15%        |
| DNN (PPL)      | prev-d, cur, meta | 42.83 | -5.92%  | -14.67%        |
| DNN (PPL)      | cur, meta | 42.72 | -5.98%  | -15.32%        |
| Topic model    | cur    | 45.08 | -5.52%  | -13.14%        |

5.3. Impact of decaying past context

An interesting observation from our data is that users tend to interact with a chatbot in multiple turns, while goal-based interactions are significantly shorter. The typical context window for the chatbot system contains several more user-agent turns than for the goal-based system. Based on this insight, we further improved our contextual model by slightly modifying the contextual features used in the lengthy chatbot interactions. Specifically, we performed an exponentially decaying weighted average over the past word-embeddings, to give higher weight to recent utterances that are closer to the current utterance (called prev-d in Table 3). Using this exponential decay improves over using the standard prev features in both PPL and WER. In Table 3, using decaying context features (prev-d) leads to an overall WER reduction of 2.76% using the context adapted LM in a single-pass decoding framework and 5.92% in a 2-pass decoding framework.

5.4. Comparison with topic classifier based adaptation

We compare results when using the weights from the context adaptation model vs weights directly estimated from a topic classifier in a 2-pass decoding framework, see topic model vs DNN (PPL) in Table 3. For the topic model, the topic LM interpolation weights are the final output topic probabilities estimated by the topic classifier, which is the same classifier we used to partition the data into component LMs (17). From Table 3, we observe that using this strategy, leads to competitive results as compared to the context adaptation model that optimizes for PPL, i.e., leading to a 5.5% relative WER reduction compared to the chatbot baseline.

5.5. Impact on Named Entity accuracy

While WER is a standard metric to measure the performance of ASR systems, it does not capture the relative importance of different words in an utterance. For conversational systems, named entities such as people names, locations etc. are arguably more important compared to other words due to their impact on downstream tasks such as Natural Language Understanding (NLU). These entities tend to be topic specific, e.g., conversations about music contain entities such as artist and song names. Here, we analyze the accuracy of our proposed contextual ASR system on named entities. To measure entity error rate, we tag each word in our test data using an in-house Named Entity Recognition (NER) tagger. The entity error rate is defined as \(\frac{\text{num}_{\text{substitutions}} + \text{num}_{\text{deletions}} + \text{num}_{\text{reference}}}{\text{num}}\). Note that we do not include insertions due to difficulty in attributing whether an insertion error was caused by the entity or the other surrounding words.

In the goal-oriented system, we bias towards the next application that the user is likely to request such as Music or Weather. Hence, in Table 2, we see similar improvements in the carrier phrase recognition as well as the entities i.e. the overall WER reduction is similar to the entity WER reduction. In contrast, the non-goal oriented data is more challenging due to its free-form conversational nature, and contains topic specific named entities. We see a larger reduction of 15.32% entity error rate here in Table 3 with the best adapted LM. For example, difficult entities like “czechoslovakia” and “abigail” are correctly recognized by the adapted LM. This is a promising result for conversational ASR systems, where successful recognition of named entities is critical for completing the user request or engaging the user in meaningful dialog about topics of interest.

6. Conclusions and Future Work

We described methods for improving the performance of a mixture of n-gram LMs with on-the-fly interpolation, using a contextual adaptation framework. We presented a DNN-based method to predict an optimal set of interpolation weights for each interaction, in an online fashion, from generalized contextual information. This model was evaluated for both goal-oriented conversational agents where we partitioned the data by the requested application and on non-goal oriented conversational agents where we partitioned the data using topic labels. Using this strategy, leads to an overall WER reduction up to 3% in a 1-pass decoding strategy using past context only, and up to 6% relative in a 2-pass decoding strategy, over a statically interpolated baseline LM. Our method benefits named entities the most: we reduced entity error rate by up to 15.32% relative. Future work includes evaluating this contextual LM adaptation strategy using other relevant context, such as topics derived from unsupervised clustering of the conversation, multimodal information that is available to the conversational agent or information about current events.
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