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Abstract
For semi-supervised learning on graphs, we study how initial kernels in a supervised learning regime can be augmented with additional information from known priors or from unsupervised learning outputs. These augmented kernels are constructed in a simple update scheme based on the Schur-Hadamard product of the kernel with additional feature kernels. As generators of the positive definite kernels we will focus on graph basis functions (GBF) that allow to include geometric information of the graph via the graph Fourier transform. Using a regularized least squares (RLS) approach for machine learning, we will test the derived augmented kernels for the classification of data on graphs.
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1 Introduction
Semi-supervised learning (SSL) methods are devised to incorporate additional information of unlabeled data into a learning task. Compared to a purely supervised regime, SSL needs less labeled data and potentially increases the accuracy of learning [41]. On the other hand, it requires reliable prior knowledge of the underlying structure of the data. The challenging part in the design of SSL algorithms is therefore to find smart, robust and efficient ways to combine prior sources with the information of the labels.

For the classification of data on graphs, semi-supervised methods are particularly promising. In this setting, not only attributes on the nodes, but also neighborhood relations between the vertices, and the global geometric structure of the graph can be incorporated in the learning scheme. Further, graph clustering algorithms provide powerful unsupervised classification schemes that are able to extract essential substructures of the graph and, in this way, to generate additional priors for semi-supervised learning schemes.

In this work, we are interested in kernel-based SSL models in which the nodes of a graph are classified by the solution of a regularized least squares (RLS) problem. The regularization is determined by a reproducing kernel Hilbert space norm forcing the solution to be smoothly representable in terms of the given kernel. The kernel itself can be chosen flexibly according to the given data. Therefore, a smart strategy to integrate the geometric graph structure and additional feature information into the model kernel increases the classification performance of the corresponding SSL scheme.

Goal of this work is to present a simple update strategy in which kernels on graphs are augmented with feature information. This easy to implement update procedure allows us to include geometric similarities on the graph, relations between node attributes as well as additional priors derived from unsupervised schemes. The resulting augmented kernels need less labels than the initial kernels and enhance the classification accuracy.
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As generators of the kernels, we will focus on positive definite graph basis functions (GBF’s). GBF’s are graph analogs of radial basis functions in $\mathbb{R}^d$ that generate kernels in terms of generalized shifts of a principal basis function. More important, based on the graph Fourier transform, GBF’s give a compact description of the involved reproducing kernel Hilbert spaces. Further, as indicated in Fig. 1 the usage of GBF’s allows to describe the kernel augmentation step in a simple way.

$$K_\psi(\cdot, w) = \text{Diffusion GBF } C_{\delta_w} f \odot F \circ \psi$$

Fig. 1: Illustration on how a feature-adapted basis function $K_\psi(\cdot, w)$ on a sensor graph can be constructed as the Schur-Hadamard product of a graph basis function $C_{\delta_w} f$ with additional feature information. The ringed node indicates the center node $w$.

**Construction principle for the augmented kernels.** The initial building blocks of our SSL model are kernels incorporating similarities between graph nodes. Such kernels can be constructed easily in terms of the graph Laplacian or, more generally, by positive definite GBF’s as generators. The information of the additional features is provided by a set of feature maps and feature graphs. As for the graph itself, the similarities on the feature graphs are captured by respective feature kernels.

As soon as this information is available, we construct a tensor-product kernel on the Cartesian product of the graph with the feature graphs. The given feature maps provide an embedding of the graph into the product graph. In a central step of the construction, this embedding allows us to extract a feature-augmented kernel from the tensor-product kernel. An intriguing detail of this construction is the fact that the augmented kernel can be formulated as the Schur-Hadamard product of the original kernel with an additional feature matrix, as illustrated in Fig. 1. This allows us to formulate the entire kernel augmentation procedure with simple update steps based on the Schur-Hadamard product. We present the details of this construction in Section 5.1.

**Outline of the paper.** The required terminologies for spectral graph theory and kernel methods are derived in Section 2 and Section 3, respectively. The necessary background for the Cartesian products of graphs and the involved tensor-product construction is given in Section 4. The main construction of the augmented kernels is presented in Section 5. In particular, it is shown how, in a kernel-based setting for SSL, initial kernels on a graph can be augmented with additional information provided by feature maps. In Section 6 we give some examples on how feature maps and feature graphs can be generated and incorporated in the SSL scheme. Further, for binary feature maps we provide a more profound analysis of the augmented kernels and the corresponding reproducing kernel Hilbert spaces (Section 7). Finally in Section 8 we give several experiments that show how augmented graph basis functions can be applied to particular classification tasks on graphs.

**Literature.** The amount of literature on SSL is huge and, regrettably, we can not mention all of it. In the following, we will focus on the most important influences for this work. The mathematical foundations of machine learning involving kernel techniques can be found in the monographs [30,35]. A general overview for different SSL methods on graphs is given in [41].
- Kernel techniques on graphs linked to the spectral decomposition of the graph Laplacian were studied in [20,33]. In this work, we will use a related kernel concept based on the generalized shifts of a graph basis function (GBF) [13].

- The presented feature-augmented kernels can be considered as graph-based constructions of variably scaled kernels. These kernels were developed for adaptive interpolation [7,10,11] and learning [8] in the euclidean setting. An important conceptual difference in this article is the involved tensor-product construction that allows to obtain the augmented kernels by a simple update.

- For supervised classification, we will follow a regularized least squares (RLS) approach as for instance framed in [25]. Particularly for graphs, similar kernel-based classification methods have been considered, for instance, in [5] and [26].

- The SSL scheme considered in this work is inherently transductive in the sense that the obtained classification can not be expanded beyond the given graph structure. This is in contrast to inductive SSL schemes as for instance studied in [3,4] where graphs are embedded in manifold structures. Other well-known transductive SSL schemes on graphs are for instance transductive SVM’s [18,35] or Naive Bayes approaches [22].

- A large line of research in kernel-based machine learning is related to the extraction of data-driven optimal kernels from a given family of kernels [16]. Such multiple kernel learning or extraction strategies can naturally be included in different types of SSL schemes [1,21,37,40]. The approach of the actual work is simpler. Here, the augmented kernel is constructed solely by multiplicative updates based on additional feature information.

2 Background

2.1 Spectral Graph Theory

We give a short introduction to graph theory and the notion of spectrum and convolution on a graph. A standard reference for spectral graph theory is [9], an introduction to the graph Fourier transform and space-frequency concepts is given in [32].

We will regard a graph $G$ as a triplet $G = (V,E,L)$ consisting of a finite set $V = \{v_1,\ldots,v_n\}$ of vertices, a set $E \subseteq V \times V$ of edges connecting the vertices and a graph Laplacian $L \in \mathbb{R}^{n \times n}$. We understand $L$ as a generalized graph Laplacian (see [15, Section 13.9]) in the sense that $L$ is a symmetric matrix and the entries $L_{i,j}$ satisfy

$$L_{i,j} < 0 \quad \text{if } i \neq j \text{ and } v_i, v_j \text{ are connected},$$

$$L_{i,i} = 0 \quad \text{if } i \neq j \text{ and } v_i, v_j \text{ are not connected},$$

$$L_{i,i} \in \mathbb{R} \quad \text{for } i \in \{1,\ldots,n\}. \quad (1)$$

In general, the negative non-diagonal elements of the Laplacian $L$ describe connection weights of the edges, while the diagonal elements can be used to differentiate the importance of the single vertices. Important examples of $L$ are:

(1) $L_A = -A$, where $A$ denotes the adjacency matrix of the graph given by

$$A_{i,j} := \begin{cases} 1, & \text{if } i \neq j \text{ and } v_i, v_j \text{ are connected}, \\ 0, & \text{otherwise}, \end{cases}$$

(2) $L_S = D - A$, where $D$ is the degree matrix with the entries given by

$$D_{i,j} := \begin{cases} \sum_{k=0}^{n} A_{i,k}, & \text{if } i = j, \\ 0, & \text{otherwise}. \end{cases}$$

In algebraic graph theory, $L_S$ is the most common definition for a graph Laplacian. The matrix $L_S$ is positive definite.
As before, \( M \)-way, the graph convolution for two signals linking convolution in the spatial domain to pointwise multiplication in the Fourier domain. In this

\[
x \ast y := \text{diag}(\hat{x}) \text{ } \hat{y} = (\hat{x}_1 \hat{y}_1, \ldots, \hat{x}_n \hat{y}_n)
\]

gives the pointwise product of the two vectors \( \hat{x} \) and \( \hat{y} \). The convolution \( \ast \) on \( \mathcal{L}(G) \) has the following properties:

\[
\text{(3)} \quad L_N = D^{-\frac{1}{2}} L_S D^{-\frac{1}{2}} = I_n - D^{-\frac{1}{2}} A D^{-\frac{1}{2}}
\]
is called the normalized graph Laplacian of \( G \). Here, \( I_n \) denotes the identity matrix in \( \mathbb{R}^n \). One particular feature of the normalized graph Laplacian \( L_N \), is the fact that its spectrum is contained in the interval \([0, 2]\), see [9] Lemma 1.7.

### 2.2 Fourier Transform of Graph Signals

We denote the vector space of all real-valued signals \( x : V \rightarrow \mathbb{R} \) on \( G \) as \( \mathcal{L}(G) \). Since \( G \) consists of \( n \) nodes, the dimension of \( \mathcal{L}(G) \) is exactly \( n \). As the node set \( V \) is ordered, we can describe every signal \( x \) also as a vector \( x = (x(v_1), \ldots, x(v_n))^\top \in \mathbb{R}^n \). Depending on the context, we will switch between the representation of \( x \) as a function in \( \mathcal{L}(G) \) and a vector in \( \mathbb{R}^n \). On the space \( \mathcal{L}(G) \), we have a natural inner product given by

\[
y^\top x := \sum_{i=1}^n x(v_i)y(v_i).
\]

The corresponding euclidean norm is given by \( \|x\|^2 := x^\top x = \sum_{i=1}^n x(v_i)^2 \). The canonical orthonormal basis in \( \mathcal{L}(G) \) is given by the system \( \{\delta_{v_1}, \ldots, \delta_{v_n}\} \) where the unit vectors \( \delta_{v_j} \) satisfy \( \delta_{v_j}(v_i) = \delta_{i,j} \) for \( i, j \in \{1, \ldots, n\} \).

The harmonic structure on \( G \) is determined by the graph Laplacian \( L \). As \( L \) is symmetric, this harmonic structure does not depend on the orientation of the edges in \( G \). The graph Laplacian \( L \) allows to introduce a graph Fourier transform on \( G \) in terms of the orthonormal eigendecomposition

\[
L = U \Lambda U^\top.
\]

Here, \( \Lambda = \text{diag}(\lambda) = \text{diag}(\lambda_1, \ldots, \lambda_n) \) denotes the diagonal matrix with the increasingly ordered eigenvalues \( \lambda_i, i \in \{1, \ldots, n\} \), of \( L \) as diagonal entries. The columns \( u_1, \ldots, u_n \) of the orthonormal matrix \( U \) are normalized eigenvectors of \( L \) with respect to the eigenvalues \( \lambda_1, \ldots, \lambda_n \). The ordered set \( \hat{G} = \{u_1, \ldots, u_n\} \) of eigenvectors is an orthonormal basis for the space \( \mathcal{L}(G) \) of signals on the graph \( G \). We call \( \hat{G} \) the spectrum of the graph \( G \).

In classical Fourier analysis, as for instance the Euclidean space or the torus, the Fourier transform can be defined in terms of the eigenvalues and eigenfunctions of the Laplace operator. In analogy, we consider the elements of \( \hat{G} \), i.e. the eigenvectors \( \{u_1, \ldots, u_n\} \), as the Fourier basis on \( G \). In particular, going back to our spatial signal \( x \), we can define the graph Fourier transform of \( x \) as the vector

\[
\hat{x} := U^\top x = (u_1^\top x, \ldots, u_n^\top x)^\top,
\]

with the inverse graph Fourier transform given as

\[
x = U \hat{x}.
\]

The entries \( \hat{x}_i = u_i^\top x \) of \( \hat{x} \) are the frequency components or coefficients of the signal \( x \) with respect to the basis functions \( u_i \). For this reason, \( \hat{x} : \hat{G} \rightarrow \mathbb{R} \) can be regarded as a function on the spectral domain \( \hat{G} \) of the graph \( G \). To keep the notation simple, we will however usually represent spectral distributions \( \hat{x} \) as vectors \( (\hat{x}_1, \ldots, \hat{x}_n)^\top \) in \( \mathbb{R}^n \).

### 2.3 Convolution and the graph \( C^*-\)algebra

Based on the graph Fourier transform we can introduce a convolution operation between two graph signals \( x \) and \( y \). For this, we use an analogy to the convolution theorem in classical Fourier analysis linking convolution in the spatial domain to pointwise multiplication in the Fourier domain. In this way, the graph convolution for two signals \( x, y \in \mathcal{L}(G) \) can be defined as

\[
x \ast y := U (M_{\hat{x}} \hat{y}) = UM_{\hat{x}} U^\top y.
\]

As before, \( M_{\hat{x}} \) denotes the diagonal matrix \( M_{\hat{x}} = \text{diag}(\hat{x}) \) and \( M_{\hat{x}} \hat{y} = (\hat{x}_1 \hat{y}_1, \ldots, \hat{x}_n \hat{y}_n) \) gives the pointwise product of the two vectors \( \hat{x} \) and \( \hat{y} \). The convolution \( \ast \) on \( \mathcal{L}(G) \) has the following properties:
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(i) \( x \ast y = y \ast x \) (Commutativity),

(ii) \( (x \ast y) \ast z = x \ast (y \ast z) \) (Associativity),

(iii) \( (x + y) \ast z = x \ast z + (y \ast z) \) (Distributivity),

(iv) \( (\alpha x) \ast y = \alpha (y \ast x) \) for all \( \alpha \in \mathbb{R} \) (Associativity for scalar multiplication).

The unity element of the convolution is given by 
\[ f_1 = \sum_{i=1}^{n} u_i. \]
In view of the linear structure in equation (2), we can further define a convolution operator \( C_x \) on \( \mathcal{L}(G) \) as
\[ C_x = U M_{\hat{x}} U^\top. \]

Written in this way, \( x \ast y \) corresponds to the matrix-vector product \( C_x y = x \ast y \), and we can regard every \( x \in \mathcal{L}(G) \) also as a filter function acting by convolution on a second signal \( y \).

The rules (i)-(iv) of the graph convolution ensure that the vector space \( \mathcal{L}(G) \) endowed with the convolution \( \ast \) as a multiplicative operation is a commutative and associative algebra. With the identity as a trivial involution and the norm
\[ \|x\|_A = \sup_{\|y\|=1} \|x \ast y\|, \]
we obtain a real \( C^* \)-algebra \( A \). This graph \( C^* \)-algebra \( A \) can be considered as a standard model for graph signal processing. It contains all possible signals and filter functions on \( G \) and describes how filters act on signals via convolution. Furthermore, \( A \) contains the entire information of the graph Fourier transform, see [13].

3 Regularized least squares (RLS) classification with positive definite kernels

We give a short synthesis of well-known facts about regularized least squares (RLS) methods for classification. A historical overview for RLS in machine learning and a comparison to support vector machines is given in [25]. A more general introduction to kernel-based methods for machine learning can be found in [30,35].

3.1 Positive definite kernels

We consider symmetric and positive definite kernels \( K : V \times V \to \mathbb{R} \) on the vertex set \( V \). Linked to the kernel \( K \) is a linear operator \( K : \mathcal{L}(G) \to \mathcal{L}(G) \) acting on a graph signal \( x \in \mathcal{L}(G) \) by
\[ K x(v_i) = \sum_{j=1}^{n} K(v_i, v_j) x(v_j). \]

By identifying signals \( x \in \mathcal{L}(G) \) with vectors in \( \mathbb{R}^n \), we can represent \( K \) as the \( n \times n \)-matrix
\[ K = \begin{pmatrix} K(v_1, v_1) & K(v_1, v_2) & \cdots & K(v_1, v_n) \\ \vdots & \vdots & \ddots & \vdots \\ K(v_n, v_1) & K(v_n, v_2) & \cdots & K(v_n, v_n) \end{pmatrix}. \]

In this way, the notion of positive definiteness can be transferred from \( K \) to the kernel \( K \).

Definition 3.1. A kernel \( K \) is called positive definite (p.d.) if the matrix \( K \in \mathbb{R}^{n \times n} \) is symmetric and positive definite, i.e., we have \( K^T = K \) and \( x^T K x > 0 \) for all \( x \in \mathbb{R}^n, x \neq 0 \). Correspondingly, \( K \) is called positive semi-definite (p.s.d.) if \( K \in \mathbb{R}^{n \times n} \) is symmetric and \( x^T K x \geq 0 \) for all \( x \in \mathbb{R}^n \).
3.2 RLS solutions in reproducing kernel Hilbert spaces

With a p.d. kernel $K$ we can define an inner product $(x, y)_K$ and a norm $\|x\|_K$ as
\[
(x, y)_K = y^T K^{-1} x, \quad \|x\|_K = \sqrt{(x, x)_K}, \quad x, y \in \mathcal{L}(G).
\]

The space $\mathcal{L}(G)$ of signals endowed with this inner product is a reproducing kernel Hilbert space $\mathcal{N}_K$ (a systematic study is given in [2]) in which every signal $x \in \mathcal{L}(G)$ can be recovered from $K$ as
\[
(x, K(\cdot, v))_K = x^T K^{-1} K(\cdot, v) = x(v).
\]

A RLS problem can be formulated in terms of the native space $\mathcal{N}_K$ and the kernel $K$. We call $y^*$ a RLS solution if it minimizes the regularized least-squares functional
\[
y^* = \arg\min_{x \in \mathcal{N}_K} \left( \frac{1}{N} \sum_{i=1}^{N} |x(w_i) - y(w_i)|^2 + \gamma \|x\|_K^2 \right), \quad \gamma > 0. \tag{3}
\]

The values $y(w_i) \in \mathbb{R}$, $i \in \{1, \ldots, N\}$ are given data values on a fixed subset $W = \{w_1, \ldots, w_N\} \subset V$ that we want to approximate with the RLS solution $y^*$. The representer theorem [30, Theorem 4.2] states that the minimizer $y^*$ of the RLS functional can be uniquely expressed as a linear combination
\[
y^*(v) = \sum_{i=1}^{N} c_i K(v, w_i). \tag{4}
\]

It is well-known (see [25], [36, Theorem 1.3.1.]) that the coefficients $c_i$ in the representation (4) can be calculated as the solution of the linear system
\[
\begin{pmatrix}
K(w_1, w_1) & K(w_1, w_2) & \cdots & K(w_1, w_N) \\
K(w_2, w_1) & K(w_2, w_2) & \cdots & K(w_2, w_N) \\
\vdots & \vdots & \ddots & \vdots \\
K(w_N, w_1) & K(w_N, w_2) & \cdots & K(w_N, w_N)
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_N
\end{pmatrix}
+ \gamma N \mathbf{I}_N
= \begin{pmatrix}
y(w_1) \\
y(w_2) \\
\vdots \\
y(w_N)
\end{pmatrix}. \tag{5}
\]

With $K$ being p.d. also the submatrix $K_W$ is p.d. by the inclusion principle [19, Theorem 4.3.15]. The linear system (5) is therefore uniquely solvable. By (4), the RLS solution $y^*$ can be uniquely written in terms of $\{K(\cdot, w_1), \ldots, K(\cdot, w_N)\}$. We denote the corresponding approximation space as
\[
\mathcal{N}_{K,W} = \left\{ x \in \mathcal{L}(G) \mid x(v) = \sum_{k=1}^{N} c_k K(v, w_k) \right\}.
\]

For a vanishing regularization parameter $\gamma \to 0$, the limit $y^0 = \lim_{\gamma \to 0} y^*$ is uniquely determined by the condition (4) and the coefficients calculated in (5) with $\gamma = 0$. The resulting signal $y^0$ interpolates the data $(w_i, y(w_i))$, i.e. we have $y^0(w_i) = y(w_i)$ for all $i \in \{1, \ldots, N\}$.

3.3 Positive definite functions on graphs and GBF-RLS solutions

Using positive definite functions on $G$ we can precisely encode those p.d. kernels that have a Mercer decomposition in terms of the Fourier basis on $G$ [13].
**Definition 3.2.** A function \( f : V \rightarrow \mathbb{R} \) on \( G \) is called a positive definite (positive semi-definite) graph basis function (GBF) if the matrix

\[
K_f = \begin{pmatrix} C_{\delta_{v_1}}(v_1) & C_{\delta_{v_2}}(v_1) & \cdots & C_{\delta_{v_n}}(v_1) \\ C_{\delta_{v_1}}(v_2) & C_{\delta_{v_2}}(v_2) & \cdots & C_{\delta_{v_n}}(v_2) \\ \vdots & \vdots & \ddots & \vdots \\ C_{\delta_{v_1}}(v_n) & C_{\delta_{v_2}}(v_n) & \cdots & C_{\delta_{v_n}}(v_n) \end{pmatrix}
\]

is symmetric and positive definite (positive semi-definite, respectively).

The kernel \( K_f \) linked to the matrix \( K_f \) and the GBF \( f \) is given as

\[
K_f(v_i, v_j) := C_{\delta_{v_j}} f(v_i).
\]

In this way, we can reformulate RLS problems in terms of GBF’s. In particular, the unique minimizer \( y^* \) of the RLS functional \([3]\) based on the kernel \( K_f \) has the representation \( y^*(v) = \sum_{i=1}^{N} c_i C_{\delta_{w_i}} f(v) \) with the coefficients \( c_i \) given by \([5]\). We call the corresponding minimizer \( y^* \) the GBF-RLS solution.

The signals \( C_{\delta_{w_i}} f \) can be interpreted as generalized translates of the basis function \( f \) on the graph \( G \). In fact, if \( G \) has a group structure and the spectrum \( \hat{G} \) consists of properly scaled characters of \( G \), then the basis functions \( C_{\delta_{w_i}} f \) are shifts of the signal \( f \) by the group element \( w_i \). An advantage of GBF’s is the following simple characterization of the kernel \( K_f \) and the respective native space in terms of the graph Fourier transform. The derivations can be found in \([13]\).

**Theorem 3.3.** A GBF \( f \) is positive definite if and only if \( \hat{f}_k > 0 \) for all \( k \in \{1, \ldots, n\} \). The Mercer decomposition of the corresponding p.d. kernel \( K_f \) is given by

\[
K_f(v, w) = C_{\delta_v} f(v) = \sum_{k=1}^{n} \hat{f}_k u_k(v) u_k(w).
\]

The inner product and the norm of the native space \( \mathcal{N}_{K_f} \) can further be written as

\[
\langle x, y \rangle_{K_f} = \sum_{k=1}^{n} \frac{\hat{x}_k \hat{y}_k}{\hat{f}_k} = \hat{y}^T M_{1/f} \hat{x} \quad \text{and} \quad \| x \|_{K_f} = \sqrt{\sum_{k=1}^{n} \frac{\hat{x}_k^2}{\hat{f}_k}}.
\]

The RLS functional \([3]\) can be reformulated as

\[
y^* = \arg\min_{x \in \mathcal{N}_{K_f}} \left( \frac{1}{N} \sum_{i=1}^{N} |x(w_i) - y(w_i)|^2 + \gamma x^T M_{1/f} U^T U x \right).
\]

**3.4 Examples of positive definite GBF’s on graphs**

1. (Polynomials of the graph Laplacian \( L \)) Simple p.d. GBF’s can be obtained from the eigenvalue decomposition of \( L \). We assume that \( p_r \) is a polynomial of degree \( r \) satisfying \( p_r(\lambda_k) > 0 \) for all eigenvalues \( \lambda_k \) of \( L \). Then, the spectral decomposition of \( L \) provides the p.d. matrix \([33]\)

\[
p_r(L) = \sum_{k=1}^{n} p_r(\lambda_k) u_k u_k^T.
\]

The corresponding generating GBF \( f_{p_r(L)} \) is defined in terms of its Fourier transform as

\[
\hat{f}_{p_r(L)} = (p_r(\lambda_1), \ldots, p_r(\lambda_n)).
\]

These p.d. GBF’s get relevant when the size \( n \) of \( G \) is large. Then, the columns of \( p_r(L) \) can be calculated efficiently with simple matrix-vector multiplications using (a possibly sparse) \( L \).
(2) (Variational or polyharmonic splines) Variational splines are based on the kernel matrix
\[(\epsilon I_n + L)^{-s} = \sum_{k=1}^{n} \frac{1}{(\epsilon + \lambda_k)^s} u_k u_k^T,\]
being p.d. for \(\epsilon > \max\{0, -\lambda_1\}\) and \(s > 0\). They are studied in [24,38] as interpolants \(y^s\) that minimize the functional \(\| (\epsilon I_n + L)^{s/2} x \|\). Variational splines can be regarded as GBF interpolants based on the p.d. GBF \(f_{(\epsilon I_n+L)^{-s}}\) defined in the spectral domain as
\[\hat{f}_{(\epsilon I_n+L)^{-s}} = \left(\frac{1}{(\epsilon + \lambda_1)^s}, \ldots, \frac{1}{(\epsilon + \lambda_n)^s}\right)\].

(3) (Diffusion kernels) The diffusion kernel on a graph [20] based on the Mercer decomposition
\[e^{-tL} = \sum_{k=1}^{n} e^{-t\lambda_k} u_k u_k^T\]
is p.d. for all \(t \in \mathbb{R}\). The Fourier transform of the respective p.d. GBF is given as
\[\hat{f}_{e^{-tL}} = (e^{-t\lambda_1}, \ldots, e^{-t\lambda_n}).\]

4 Cartesian products of graphs

**Definition 4.1.** Given two graphs \(G = (V^G, E^G, L^G)\) and \(F = (V^F, E^F, L^F)\) with \(n\) and \(n'\) nodes, we define the Cartesian product \(G \times F\) as the graph with the node set
\[V^{G \times F} = V^G \times V^F = \{(v, v') \mid v \in V^G, \ v' \in V^F\},\]
the edges
\[E^{G \times F} = \{(e, e') \in V^{G \times F} \times V^{G \times F} \mid e \in E^G\ or\ \ e' \in E^F\},\]
and the graph Laplacian
\[L^{G \times F} = L^G \oplus L^F = L^G \otimes I_{n'} + I_n \otimes L^F \in \mathbb{R}^{(nn') \times (nn')}\] (7)
corresponding to the Kronecker sum of the matrices \(L^G\) and \(L^F\). In this definition, \(\otimes\) denotes the Kronecker (or tensor) product of two matrices.

**Remark 4.2.** Note that the classical unweighted adjacency matrix \(A^{G \times F}\) for the graph with the nodes \(V^{G \times F}\) and the edges \(E^{G \times F}\) is given by (see [17, Theorem 33.5])
\[A^{G \times F} = A^G \otimes I_{n'} + I_n \otimes A^F.\]
The standard graph Laplacian \(L^{G \times F}_S\) for the pair \((V^{G \times F}, E^{G \times F})\) thus corresponds to the Kronecker product of the standard Laplacians \(L^G_S\) and \(L^F_S\) and, hence, to the definition given in equation (7). This is the motivation for the definition in equation (7). But, for other definitions of the graph Laplacian, as for instance the normalized Laplacian, this correspondence is in general not true. Anyway, the identity [7] provides the relevant definition for us as it easily allows to combine arbitrary Laplacians when building the Cartesian product.

**Lemma 4.3.** The graph Laplacian \(L^{G \times F}\) has the following properties:

(i) The matrix \(L^{G \times F} \in \mathbb{R}^{nn' \times nn'}\) is symmetric and a generalized graph Laplacian in the sense of [1].

(ii) If \(L^G\) and \(L^F\) are positive definite, then also \(L^{G \times F}\) is positive definite.

(iii) If the spectra of \(L^G\), \(L^F\) are contained in \([0, 1]\), then the spectrum of \(L^{G \times F}\) is contained in \([0, 2]\).

While (i) can be derived directly from the defining identity in (7), the properties (ii) and (iii) of Lemma 4.3 follow from the next well-known result related to the eigendecomposition of \(L^{G \times F}\).
Lemma 4.4 ([17], Proposition 33.6). Let \( \hat{G} = \{u_1^G, \ldots, u_n^G\} \) and \( \hat{F} = \{u_1^F, \ldots, u_{n'}^F\} \) be the spectra of the graphs \( G \) and \( F \). Then

\[
\hat{G} \times \hat{F} = \{u_k^G \otimes u_k^F \mid k \in \{1, \ldots, n\}, k' \in \{1, \ldots, n'\}\}
\]

is a complete orthonormal system of eigenvectors of the Laplacian \( L^{G \times F} \) that we adopt as spectrum of the graph \( G \times F \). The eigenvalue corresponding to the eigenvector \( u_k^G \otimes u_k^F \) is given by \( \lambda_k^G + \lambda_k^F \).

Proof. As the demonstration is very elementary, we include it at this place. \( \hat{G} \) and \( \hat{F} \) form complete orthonormal systems for \( \mathcal{L}(G) \) and \( \mathcal{L}(F) \), respectively. Therefore, \( \hat{G} \times \hat{F} \) is an orthonormal basis for the space \( \mathcal{L}(G \times F) \). Moreover, the definition [7] of the graph Laplacian \( L^{G \times F} \) provides the identities

\[
L^{G \times F}(u_k^G \otimes u_k^F) = L^G u_k^G \otimes u_k^F + u_k^G \otimes L^F u_k^F = (\lambda_k^G + \lambda_k^F)(u_k^G \otimes u_k^F).
\]

For a signal \( x \in \mathcal{L}(G \times F) \) we can naturally parametrize the graph Fourier transform \( \hat{x} \) by a tuple \((k, k') \in \{1, \ldots, n\} \times \{1, \ldots, n'\}\) of indices and write

\[
\hat{x}_{k,k'} := (u_k^G \otimes u_k^F)y = \sum_{i=1}^n \sum_{i'=1}^{n'} x(v_i, v_{i'})u_k^G(v_i)u_{k'}^F(v_{i'}).
\]

With the Fourier matrix \( U^{G \times F} \) given as

\[
U^{G \times F} = U^G \otimes U^F.
\]

we can also formulate the Fourier transform and its inverse more compactly as

\[
\hat{x} = (U^{G \times F})^\dagger x, \quad \hat{x} = U^{G \times F} x.
\]

The convolution on \( G \times F \) can then be written as

\[
x \ast y = U^{G \times F} M_{\hat{x}}(U^{G \times F})^\dagger y.
\]

Lemma 4.5. Let \( f, f' \in \mathcal{L}(G) \) and \( e, e' \in \mathcal{L}(F) \) be signals on their respective graphs. Then:

(i) \( (\hat{f} \otimes \hat{e})_{k,k'} = (\hat{f} \ast \hat{e})_{k,k'} = \hat{f}_k \hat{e}_{k'} \).

(ii) \( (\hat{f} \otimes \hat{e})(\hat{f'} \otimes \hat{e'}) = (\hat{f} \ast \hat{f'}) \otimes (\hat{e} \ast \hat{e'}) \).

(iii) If \( f \) is p.d. on \( G \) and \( e \) is p.d. on \( F \), then \( f \otimes e \) is p.d. on \( G \times F \).

Proof. (i) With the Fourier transform on the Cartesian product graph \( G \times F \) given in (8), the Fourier transform of the tensor product \( f \otimes e \) reads as

\[
(\hat{f} \otimes \hat{e})_{k,k'} = \sum_{i=1}^n \sum_{i'=1}^{n'} f(v_i)e(v_{i'})u_k^G(v_i)u_{k'}^F(v_{i'}) = \hat{f}_k \hat{e}_{k'}.
\]

(ii) The definition of the convolution \( \ast \) on \( G \times F \) and the Fourier formula in (i) yield

\[
((\hat{f} \otimes \hat{e}) \ast (\hat{f'} \otimes \hat{e'}))_{k,k'} = (\hat{f} \otimes \hat{e})_{k,k'}(\hat{f'} \otimes \hat{e'})_{k,k'} = \hat{f}_k \hat{f'}_k \hat{e}_{k'} \hat{e'}_{k'} = (\hat{f} \ast \hat{f'})_{k}(\hat{e} \ast \hat{e'})_{k'}.
\]

Taking the inverse Fourier transform on both side (and applying (i) on the right hand side), we get the stated result.

(iii) The characterization of p.d. functions in Theorem 3.3 in terms of their Fourier transform yields entirely positive Fourier coefficients \( \hat{f}_k > 0 \) and \( \hat{e}_{k'} \) for the functions \( f \) and \( e \). Thus, by (i) also all the Fourier coefficients \( (\hat{f} \otimes \hat{e})_{k,k'} > 0 \) of \( f \otimes e \) are positive. This, on the other hand implies that \( f \otimes e \) is p.d. on \( G \times F \).
5 Feature-augmented GBF-RLS classification on graphs

5.1 Construction of Feature-Augmented GBF’s for semi-supervised classification

Goal. Starting point for our classification task is a set of \( N < n \) labels \( y(w_1), \ldots, y(w_N) \in \{-1, 1\} \) at the nodes \( W = \{w_1, \ldots, w_n\} \) of the graph \( G \). From this training set we aim at learning a function \( y \in \mathcal{L}(G) \) that provides a classification \( y(v) \in \{-1, 1\} \) for all nodes \( v \in V \) of the graph \( G \). For this task, we will use a kernel-based RLS scheme as introduced in Section 3.

In the following, we provide the general construction principle on how an ordinary p.d. GBF-kernel \( K_f \) on \( G \) can be augmented with additional feature information in order to obtain an augmented kernel \( K_\psi \). For this, we will use the tensor-product techniques introduced in the last section.

General setting. In addition to the graph \( G \), we assume to have \( d \in \mathbb{N} \) feature graphs \( F_1, \ldots, F_d \) and \( d \) corresponding feature maps \( \psi_1 : V \to V^{F_1}, \ldots, \psi_d : V \to V^{F_d} \). Further, for the graph \( G \) and every feature graph \( F_i \) we fix positive definite GBF’s \( f \) and \( f^{F_i}, i \in \{1, \ldots, d\} \), respectively. The corresponding p.d. kernels are denoted by \( K_f \) and \( K_f^{F_i} \), respectively.

Construction. On the Cartesian product graph \( G \times F_1 \times \cdots \times F_d \), we construct the tensor-product kernel \( K_{f} \otimes K_{f_1} \otimes \cdots \otimes K_{f_d} \). Based on the embedding

\[
\psi : V \to V \times V^{F_1} \times \cdots \times V^{F_d}, \quad \psi(v) := (v, \psi_1(v), \ldots, \psi_d(v)),
\]

we then define the feature-augmented kernel \( K_\psi \) on \( V \times V \) as

\[
K_\psi(v,w) := \left( C_{\delta_w} f \otimes C_{\delta_{\psi_1(w)}} f^{F_1} \otimes \cdots \otimes C_{\delta_{\psi_d(w)}} f^{F_d} \right)(\psi(v))
= C_{\delta_w} f(v) C_{\delta_{\psi_1(w)}} f^{F_1}(\psi_1(v)) \cdots C_{\delta_{\psi_d(w)}} f^{F_d}(\psi_d(v))
= K_f(v,w) K_{F_1}(\psi_1(v),\psi_1(w)) \cdots K_{F_d}(\psi_d(v),\psi_d(w)). \tag{9}
\]

The so-defined feature-augmented kernel \( K_\psi \) is not necessarily generated by a GBF. Nevertheless, as the columns \( K_\psi(\cdot,w) \) can be regarded as updates of a GBF centered at \( w \), we will refer to them as feature-augmented GBF’s, or shortly, \( \psi \)-GBF’s.

The tensor-product construction implies the positive definiteness of the augmented kernel \( K_\psi \).

Theorem 5.1. If \( f \) is positive definite on \( G \) and all \( f^{F_i} \) are positive definite on \( F_i, i \in \{1, \ldots, d\} \), then the augmented kernel \( K_\psi \) is positive definite on \( G \). In particular, the RLS functional (3) based on the augmented kernel \( K_\psi \) has a unique minimizer \( y_\psi^* \) with the representation

\[
y_\psi^*(v) = \sum_{i=1}^{N} c_i K_\psi(v, w_i). \tag{10}
\]

Proof. If \( f \) and all \( f^{F_i} \) are p.d., then Lemma 4.5 (iii) guarantees that the function \( f \otimes f^{F_1} \otimes \cdots \otimes f^{F_d} \) is p.d. on the Cartesian graph product \( G \times F_1 \times \cdots \times F_d \). Consequently, Lemma 4.5 (ii) ensures that the kernel

\[
K_f \otimes K_{f_1} \otimes \cdots \otimes K_{f_d} = K_{f \otimes f_1 \otimes \cdots \otimes f_d}
\]

is positive definite on the Cartesian product. By the inclusion principle (see [19] Theorem 4.3.15]), this implies that also the principal subkernel given by

\[
K_\psi(v,w) = (K_f \otimes K_{f_1} \otimes \cdots \otimes K_{f_d})(\psi(v),\psi(w)), \quad v, w \in V,
\]

is positive definite. The representer theorem (see [30]) then guarantees that the unique minimizer \( y_\psi^* \) of the RLS functional (3) can be written in the form (10).
SSL classification. Once the solution \( y_\psi^*(v) \) of the augmented RLS problem in Theorem 5.1 is calculated a binary classifier on the graph \( G \) is obtained by calculating \( \text{sign}(y_\psi^*) \), where
\[
\text{sign}(y) = \begin{cases} 
-1 & \text{if } y < 0, \\
0 & \text{if } y = 0, \\
1 & \text{if } y \geq 0.
\end{cases}
\]

Remark 5.2. Note that the presented augmentation strategy works also if the single kernels on the graphs \( G, F_1, \ldots, F_d \) are not generated by GBF’s. The usage of GBF’s however simplifies the description of the kernels and allows to include geometric properties of the graphs into the kernels. Note also that instead of the presented tensor-product construction it is theoretically possible to define augmented kernels based on general kernels on the Cartesian product \( G \times F_1 \times \cdots \times F_d \). In this case, it gets however more difficult to obtain relations between initial and augmented kernels. Also, the tensor-product construction allows to calculate the augmented kernel by a simple update procedure with a low computational complexity. We will investigate this further in Section 5.3.

5.2 Algorithm to obtain the feature-augmented GBF-RLS classification

The following Algorithm 1 summarizes the procedure to compute the RLS solution in Theorem 5.1 based on the feature-augmented kernel \( K_\psi \) defined in (9). As the construction is based on generating GBF’s, we will denote the corresponding solution \( y_\psi^* \) as \( \psi \)-GBF-RLS solution.

**Algorithm 1: RLS classification with feature-augmented graph basis functions (\( \psi \)-GBF’s)**

**Input:** (i) \( N \) labels \( y(w_1), \ldots, y(w_N) \in \{-1,1\} \) at node set \( W = \{w_1, \ldots, w_n\} \) of the graph \( G \).  
(ii) \( d \) feature graphs \( F_1, \ldots, F_d \).  
(iii) \( d \) feature maps \( \psi_1 : V \to V^{F_1}, \ldots, \psi_d : V \to V^{F_d} \),  
(iv) \( d+1 \) positive definite graph basis functions: \( f : V \to \mathbb{R} \), and \( f^{F_1} : V^{F_1} \to \mathbb{R}, \ldots, f^{F_d} : V^{F_d} \to \mathbb{R} \).

**Calculate**  
(i) \( N \) generalized translates \( C_{\delta_{w_i}} f = \delta_{w_i} \ast f, \ldots, C_{\delta_{w_N}} f = \delta_{w_N} \ast f \) on \( G \),  
(ii) \( N \) generalized translates \( C_{\delta_{\psi_i(w_1)}} f^{F_1} = \delta_{\psi_i(w_1)} \ast f^{F_1}, \ldots, C_{\delta_{\psi_i(w_N)}} f^{F_i} = \delta_{\psi_i(w_N)} \ast f^{F_i} \) on the \( d \) feature graphs \( F_i, i \in \{1, \ldots, d\} \).

**Construct** the feature-augmented graph basis functions (\( \psi \)-GBF’s):  
\[
K_\psi(v, w_k) = \left( C_{\delta_{w_k}} f \otimes C_{\delta_{\psi_i(w_k)}} f^{F_1} \otimes \cdots \otimes C_{\delta_{\psi_i(w_k)}} f^{F_d} \right) (v, \psi_1(v), \ldots, \psi_d(v)) 
= K_f(v, w_k) K_{f^{F_1}}(\psi_1(v), \psi_1(w_k)) \cdots K_{f^{F_d}}(\psi_d(v), \psi_d(w_k)), \quad k \in \{1, \ldots, N\}.
\]

**Solve** the linear system of equations
\[
\begin{pmatrix}
K_\psi(w_1, w_1) + \gamma N & K_\psi(w_2, w_1) & \cdots & K_\psi(w_N, w_1) \\
K_\psi(w_1, w_2) & K_\psi(w_2, w_2) + \gamma N & \cdots & K_\psi(w_N, w_2) \\
\vdots & \vdots & \ddots & \vdots \\
K_\psi(w_1, w_N) & K_\psi(w_2, w_N) & \cdots & K_\psi(w_N, w_N) + \gamma N
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_N
\end{pmatrix}
= \begin{pmatrix}
y(w_1) \\
y(w_2) \\
\vdots \\
y(w_N)
\end{pmatrix}.
\]

**Calculate** the feature-augmented \( \psi \)-GBF-RLS solution
\[
y_\psi^*(v) = \sum_{k=1}^{N} c_k K_\psi(v, w_k).
\]

A binary classification on \( G \) according to this solution is then given by \( \text{sign}(y_\psi^*) \).
5.3 Computational complexities

Complexity of the augmentation step. The augmentation formula in (9) allows to construct the new feature-augmented kernel from an initial kernel by a simple update strategy. When adding a single extra feature it is not necessary to calculate an entirely new kernel on a Cartesian product, only a simple Schur-Hadamard product between the initial kernel and the feature information based on the just added feature kernel is required. This considerably lowers the computational costs as all operations can be performed on the nodes of the graph \( G \) and not on the Cartesian product \( G \times F_1 \times \cdots \times F_d \). With known feature kernel and feature map, a single update step can be performed in \( nN \) arithmetic multiplications, for \( d \) features this results in \( dnN \) multiplications.

Complexity of the computation of the RLS solution. As we suppose that the number of labels \( N \) is low, the calculation of the RLS solution \( y_\psi \) itself is inexpensive. The solution of the linear system (5) for the expansion coefficients can be performed in \( O(N^3) \) arithmetic operations, the summation of the basis functions in (10) requires \( (2N-1)n \) arithmetic operations.

Complexity of the calculation of the GBF’s. The calculation of this step requires some effort if it is necessary to calculate the entire eigendecomposition of the graph Laplacian \( L \). In this case, \( O(n^3) \) arithmetic steps are required to calculate the spectrum of the graph. This is certainly a drawback for larger graphs. In such a scenario, it is recommendable to use GBF’s that can be calculated without the graph Fourier transform. This is for instance possible for the GBF’s in Section 3.4 (1). In this example, the entire set of shifted GBF’s \( \mathbb{C}_{\delta_{w_1} f}, \ldots, \mathbb{C}_{\delta_{w_n} f} \) can be calculated in \( O(n^2N) \) arithmetic operations. A further reduction is possible if the graph Laplacian \( L \) is a sparse matrix.

6 Examples of feature maps and feature graphs

6.1 Binary classifications as features

A priori known or learned classifications of the graph nodes are valid additional features that allow to incorporate unlabeled nodes in a SSL scheme. In this first example, we focus on binary classifications and describe how they can be included in the augmentation step with help of explicit feature maps and feature graphs.

Starting with a given binary classification \( \psi_\varnothing : V \to \{ -1, 1 \} \), we model the feature graph \( F_\varnothing \) as a binary graph consisting of two nodes \( V^{F_\varnothing} = \{ -1, 1 \} \), a single undirected edge connecting these two nodes, and the (standard) graph Laplacian

\[
L^{F_\varnothing} = \begin{pmatrix}
1 & -1 \\
-1 & 1
\end{pmatrix}.
\]

The spectral decomposition of this graph Laplacian is given as

\[
L^{F_\varnothing} = \begin{pmatrix}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{pmatrix}
\begin{pmatrix}
0 & 0 \\
0 & 2
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{pmatrix}^\top.
\]

We define a correlation kernel \( K^{F_\varnothing} \) on the binary graph \( F_\varnothing \) in terms of the matrix

\[
K^{F_\varnothing} = \begin{pmatrix}
1 & \alpha \\
\alpha & 1
\end{pmatrix} = (1 + \alpha)I_2 - \alpha L^{F_\varnothing},
\]

which is positive semi-definite in the parameter range \(-1 \leq \alpha \leq 1\). The matrix \( K^{F_\varnothing} \) is a (linear) polynomial of the matrix \( L^{F_\varnothing} \), and generated by the GBF \( f_\varnothing = \sqrt{2}(\alpha, 1)^\top \) with the Fourier transform \( \hat{f}_\varnothing = (1 + \alpha, 1 - \alpha)^\top \). Finally, the update matrix in (9) for a single binary classification is explicitly given by \( K^{F_\varnothing}(\psi_\varnothing(v), \psi_\varnothing(w)) \).
6.2 Similarity graphs to incorporate attributes

Attributes on the nodes \( v \) of the graph \( G \) are usually encoded as vectors \( r_v \) in \( \mathbb{R}^d \). The set of all attributes forms a point cloud \( V^{F_{\text{sim}}} \subset \mathbb{R}^d \) of \( n' \leq n \) elements. Generating a similarity graph \( F_{\text{sim}} \) out of this point cloud, we gather additional information of the unlabeled nodes that can be integrated in a SSL scheme. A simple way to define the similarity graph \( F_{\text{sim}} \) from the point cloud \( V^{F_{\text{sim}}} \) is to consider the adjacency matrix \( A^{F_{\text{sim}}} \) with the edge weights

\[
A^{F_{\text{sim}}}_{i,j} = e^{-\alpha \|r_v^i - r_v^j\|^2}, \quad i,j \in \{1, \ldots, n'\}.
\]

A corresponding graph Laplacian can then be defined as \( L^{F_{\text{sim}}} = -A^{F_{\text{sim}}} \). As a correlation kernel \( K^{F_{\text{sim}}} \) on \( F_{\text{sim}} \) we can further use the positive definite adjacency matrix \( A^{F_{\text{sim}}} \), i.e., we set

\[
K^{F_{\text{sim}}} = A^{F_{\text{sim}}}.
\]

The kernel matrix \( K^{F_{\text{sim}}} \) describes the correlation between the attributes \( r_v \) and is generated by a p.d. GBF \( f_{\text{sim}} \). The GBF \( f_{\text{sim}} \) can be characterized in terms of the graph Fourier transform on \( F_{\text{sim}} \) as

\[
\hat{f}_{\text{sim}} = (-\lambda_{n'}, -\lambda_{n'-1}, \ldots -\lambda_1)^T,
\]

where \( \lambda_1, \ldots, \lambda_{n'} \) are the increasingly ordered (negative) eigenvalues of the Laplacian \( L^{F_{\text{sim}}} \). The feature map \( \psi_{\text{sim}} \) on \( G \) mapping on the similarity graph \( F_{\text{sim}} \) is in this case given by \( \psi_{\text{sim}}(v) = r_v \).

6.3 Feature maps via unsupervised learning

Unsupervised learning methods provide automated ways to obtain feature maps on graphs. Especially graph clustering algorithms \cite{29} are powerful methods to extract geometric information of the graph. This information can then be used to generate feature graphs and feature maps as for instance described in the last two subsections. Prominent examples of such clustering methods are gaussian mixture models, density-based spatial clustering, spectral clustering or \( k \)-means. In the numerical examples at the end of this section we will apply a spectral clustering based on the normalized-cut method of Shi and Malik \cite{31} to obtain an unsupervised binary classification of the graph nodes.

7 Augmentation with binary classification feature

We want to get a better understanding on how feature augmentation affects a given kernel. To have a framework in which theoretical statements are possible, we will focus on a simpler kernel setting in which a given GBF-kernel is augmented solely with a binary classification feature.

**Assumption 7.1.** Throughout this section, we assume that:

(i) \( f \) is a positive definite GBF on \( G \) with corresponding kernel \( K_f \) and kernel matrix \( K_f \).

(ii) \( \psi : V \rightarrow V^{F_{\bullet}} \) is a binary feature map on \( G \).

(iii) The feature kernel \( K^{F_{\bullet}} \) is given by the graph Laplacian \( L^{F_{\bullet}} \) on \( F_{\bullet} \), i.e., \( K^{F_{\bullet}} = L^{F_{\bullet}} \).

(iv) The augmented kernel \( K_{\psi} \) is given by

\[
K_{\psi}(v, w) = K_f(v, w)K^{F_{\bullet}}(\psi_{\bullet}(v), \psi_{\bullet}(w)).
\]

Note that the given feature matrix \( K^{F_{\bullet}} = L^{F_{\bullet}} \) is only positive semi-definite. This is however not a restriction for our upcoming considerations as the following Lemma demonstrates.

**Lemma 7.2.** In the setting of Assumption 7.1, the augmented kernel \( K_{\psi} \) has the following properties:

(i) \( K_{\psi}(v, w) = \psi_{\bullet}(v)C_{\delta_w}f(v)\psi_{\bullet}(w) \).

(ii) The Mercer decomposition of \( K_{\psi} \) is given by

\[
K_{\psi}(v, w) = \sum_{k=1}^{n} \hat{f}_k(\psi_{\bullet}(v)u_k(v))(\psi_{\bullet}(w)u_k(w)).
\]
Moreover, \( \{\psi_1, \ldots, \psi_n\} \) forms a complete orthonormal system of eigenvectors of the matrix \( K_\psi \) with corresponding eigenvalues \( \hat{f}_1, \ldots, \hat{f}_n \). In particular, the kernel \( K_\psi \) is positive definite.

(iii) For all subsets \( W \subseteq V \) the matrices \( K_{f,W} \) and \( K_{\psi,W} \) are similar and have the same eigenvalues with the same geometric multiplicities.

Proof. (i) If \( K^F \psi \) corresponds to the Laplacian \( L^F \psi \) given in (11), we have \( K^F \psi (v, w) = \psi (v) \psi (w) \). In the setting of Assumption 7.1, this implies (i).

(ii) By Theorem 3.3, the Mercer decomposition of \( K_f \) is given by \( C_{\delta_n} f(v) = \sum_{k=1}^N \hat{f}_k u_k(v) u_k(w) \). Plugging this into the identity (i), we directly obtain the Mercer decomposition in (ii). Herein, the fact that \( (\psi_1 u_k)^T (\psi_1 u_k') = u_k^T u_k' = \delta_{k,k'} \) ensures that the system \( \{\psi_1 u_k \mid k \in \{1, \ldots, n\}\} \) is a complete orthonormal system of eigenvectors of \( K_f \).

(iii) This is as well an immediate consequence of the identity (i).

7.1 Consistency results

Theorem 7.3. In addition to Assumption 7.1, suppose that \( K_f \) is positive on \( G \), i.e., \( K_f(v, w) > 0 \) for all \( v, w \in V \). Then, we get the following consistency results for the \( \psi \)-GBF-RLS solution \( y^*_\psi \):

(i) If \( N = 1 \) and the single label \( y(w_1) = \{-1, 1\} \) is correctly classified by \( \psi_1 \), i.e., \( \psi_1(w_1) = y(w_1) \), then

\[
\text{sign}(y^*_\psi(v)) = \text{sign}(y(w_1) K_\psi(v, w_1)) = \text{sign}(\psi_1(v) C_{\delta_{w_1}} f(v)) = \psi_1(v).
\]

(ii) If \( N > 1 \) labels \( y(w_1), \ldots, y(w_N) \in \{-1, 1\} \) are correctly classified by the binary classifier \( \psi_1 \) and the regularization parameter \( \gamma \) for the RLS scheme satisfies \( \gamma > 2 \max_v K_f(v, v) \), then

\[
\text{sign}(y^*_\psi(v)) = \psi_1(v).
\]

Proof. (i) For one single label \( y(w_1) \), the \( \psi \)-GBF-RLS solution is given by

\[
y^*_\psi(v) = \frac{y(w_1)}{K_\psi(w_1, w_1) + \gamma K_\psi(v, w_1)}.
\]

With the identity in Lemma 7.2 (i) and the fact that \( K_\psi(w_1, w_1) > 0 \), we then obtain

\[
\text{sign}(y^*_\psi(v)) = \text{sign}(y(w_1) K_\psi(v, w_1)) = \text{sign}(y(w_1) \psi_1(w_1) C_{\delta_{w_1}} f(v) \psi_1(v)) = \text{sign}(C_{\delta_{w_1}} f(v) \psi_1(v)).
\]

As the kernel \( K_f \) is positive on \( G \), we can thus conclude that

\[
\text{sign}(y^*_\psi(v)) = \psi_1(v).
\]

(ii) By Lemma 7.2 (i), the 1-norm of the matrix \( K_{\psi,W} \) is identical to the 1-norm of \( K_{f,W} \) which is bounded by \( N \max_v K_f(v, v) \). Therefore, for \( \gamma > 2 \max_v K_f(v, v) \) the matrix \( K_{\psi,W} + \gamma N I_n \) is strictly diagonally dominant and the 1-norm of \( K_{\psi,W}/(\gamma N) \) is less than 1/2. By applying the Neumann series expansion, we have

\[
(K_{\psi,W} + \gamma N I_n)^{-1} = \frac{1}{\gamma N} \left( I_n + \sum_{k=1}^\infty \left( \frac{1}{\gamma N} K_{\psi,W} \right)^k \right).
\]

As the 1-norm of \( K_{\psi,W}/(\gamma N) \) is less than 1/2, the sum on the right hand gives a matrix with 1-norm less than 1. This implies that the matrix \( (K_{\psi,W} + \gamma N I_n)^{-1} \) is strictly diagonally dominant with positive diagonal entries. This on the other hand implies that

\[
\text{sign} \left( (K_{\psi,W} + \gamma N I_n)^{-1} (y(w_1), \ldots, y(w_N))^T \right) = (y(w_1), \ldots, y(w_N))^T.
\]

For the solution of the RLS problem, we then obtain

\[
\text{sign}(y^*_\psi(v)) = \psi_1(v) \text{sign} \left( (K_f(v, w_1) \psi_1(w_1), \ldots, K_f(v, w_N) \psi_1(w_N))(K_{\psi,W} + \gamma N I_n)^{-1} \begin{pmatrix} y(w_1) \\ \vdots \\ y(w_N) \end{pmatrix} \right).
\]
As the labels \( y(w_i) \) correspond to the prior values \( \psi_{\infty}(w_i) \) and the kernel \( K_f \) is assumed to be strictly positive, the sign of the second term on the right hand side is always positive, and therefore, \( \text{sign}(y^*_\psi(v)) = \psi_{\infty}(v) \) for all \( v \in V \).

Theorem 7.3 contains two important messages. If only one labeled node is given, then, by \((i)\), the given SSL schemes reproduces the prior \( \psi_{\infty} \). Equally important, if the regularization parameter \( \gamma \) is chosen large enough, the resulting classification \( \text{sign}(y^*_\psi) \) corresponds also to the prior. This means, that in the reproducing kernel Hilbert space \( \mathcal{N}_{K\psi} \) of the augmented kernel the prior \( \psi_{\infty} \) itself can be regarded as a smooth function with a small Hilbert space norm.

As prerequisite in Theorem 7.3 we assume that the entries of the kernel \( K_f \) are all positive. The following proposition provides us with two important families of such positive p.d. kernels.

**Proposition 7.4.** Let \( L \in \mathbb{R}^{n \times n} \) be a generalized Laplacian on \( G \) and \( d = \max_{i \in \{1, \ldots, n\}} L_{i,i} \).

\( (i) \) The diffusion kernel on \( G \) given by the matrix exponential \( e^{-tL} \), \( t \geq 0 \), is non-negative. If \( G \) is a connected graph, then all entries of \( e^{-tL} \), \( t > 0 \), are strictly positive.

\( (ii) \) If \( \|dI_n - L\| < d + \epsilon \) then the variational spline kernel given by \((\epsilon I_n + L)^{-s}\) is positive definite and non-negative for \( s \in \mathbb{N} \) and \( \epsilon > -d \). If \( G = (V, E, L) \) is connected, then all entries of \((\epsilon I_n + L)^{-s}\) are strictly positive.

**Proof.** \((i)\) We can write the Laplacian as \( L = D - A \) with the diagonal matrix \( D = dI_n \), and the remainder \( A = D - L \). As \( d = \max_{i} L_{i,i} \) and \( L \) is defined as a generalized Laplacian, the entries of \( A \) are all non-negative. For this, the matrix \( -L = A - D \) is essentially non-negative and \([6, \text{Chap. 6, Theorem (3.12)}]\) implies that the exponential \( e^{-tL} \) is non-negative for \( t \geq 0 \) (in fact, the proof of this statement is quite elementary). Further, the graph \( G \) is connected if and only if the generalized Laplacian \( L \) is an irreducible matrix. Again, by \([6, \text{Chap. 6, Theorem (3.12)}]\), this implies that all entries of \( e^{-tL} \) are strictly positive for \( t > 0 \).

\((ii)\) If \( \|D - L\| < d + \epsilon \), a Neumann series expansion can be applied in order the represent \((\epsilon I_n + L)^{-s}\):

\[
(\epsilon I_n + L)^{-s} = ((\epsilon + d)I_n - A)^{-s} = \left( \frac{1}{\epsilon + d} \sum_{k=0}^{\infty} \left( \frac{1}{\epsilon + d} A \right)^k \right)^s.
\]

Therefore, as all entries of \( A \) are non-negative, \( \epsilon + d > 0 \) and \( s \in \mathbb{N} \), also all entries of \((\epsilon I_n + L)^{-s}\) are non-negative. Further, if \( G \) is connected, then \( A \) is irreducible, and all entries of \((\epsilon I_n + L)^{-s}\) are strictly positive. \( \square \)

### 7.2 Comparison of Error Estimates

We want to go a step further in our analysis of the augmentation step and consider, for a given classification \( y \) on \( G \), the dependence of the RLS approximation error \(|y(v) - y^*_\psi(v)|\) in terms of the binary feature map \( \psi_{\infty} \). For this, we split the approximation error in two parts

\[
|y(v) - y^*_\psi(v)| \leq \underbrace{|y(v) - y^*_\psi(v)|}_{\text{Interpolation error}} + \underbrace{|y^*_\psi(v) - y^*_\phi(v)|}_{\text{Regularization error}}.
\]

As introduced in Section 3.2, \( y^*_\phi \) denotes the uniquely determined interpolant for the data \((w_k, y(w_k))\), \( k \in \{1, \ldots, N\} \), in the native space \( \mathcal{N}_{W,K\psi} \) for a vanishing regularization parameter \( \gamma \). In a reproducing kernel Hilbert space setup, the interpolation error can be estimated as (cf. [13])

\[
|y(v) - y^*_\psi(v)| \leq P_{W,K\psi}(v)\|y\|_{K\psi},
\]

with the power function given as

\[
P_{W,K\psi}(v) = \left\| K_{\psi}(\cdot, v) - \sum_{k=1}^{N} \ell_{\psi,k}(v)K_{\psi}(\cdot, w_k) \right\|_{K\psi}.
\]
Here, the Lagrange basis functions $\ell_{\psi,k}$ are defined as the functions in $N_{W,K_\psi}$ that interpolate the canonical basis function $\delta_{w_k}$ at the nodes $W$.

**Lemma 7.5.** The power function $P_{W,K_\psi}(v)$ is independent of the binary feature map $\psi_{\alpha}$; that is $P_{W,K_\psi}(v) = P_{W,K_f}(v)$ for all possible feature maps $\psi_{\alpha}: V \rightarrow \mathbb{R}^2$.

**Proof.** It is well-known (see [28] Theorem 11.1, 39 Theorem 11.5]) that $\sum_{k=1}^N \ell_{\psi,k}(v)K_\psi(\cdot,w_k)$ is the best approximation of $K_\psi(\cdot,v)$ in the subspace $N_{K_\psi,W}$ with respect to the native space norm in $N_{K_\psi}$. Therefore, we get an upper estimate of $P_{W,K_\psi}(v)$ by substituting the coefficients $\ell_{\psi,k}(v)$ in (14) by the coefficients $\psi_{\alpha}(v)\psi(w_k)\ell_{f,k}(v)$. Here, $\ell_{f,k}$ denotes the Lagrange basis function with respect to the node $w_k$ in the original native space $N_{K_f,W}$. Using this substitution and the identity in Lemma 7.2 (i), we get

$$P_{W,K_\psi}(v) \leq \left\| K_\psi(\cdot,v) - \sum_{k=1}^N \psi_{\alpha}(v)\psi(w_k)\ell_{f,k}(v)K_\psi(\cdot,w_k) \right\|_{K_\psi}$$

$$= \left\| \psi_{\alpha} \left( K_f(\cdot,v) - \sum_{k=1}^N \ell_{f,k}(v)K_f(\cdot,w_k) \right) \psi_{\alpha}(v) \right\|_{K_\psi} = P_{W,K_f}(v).$$

With an identical argumentation, we also obtain the reverse inequality $P_{W,K_f}(v) \leq P_{W,K_\psi}(v)$, and, thus, the statement of the lemma. \qed

We next turn our attention to the regularization error.

**Lemma 7.6.** The regularization error is bounded by

$$|y_\psi^0(v) - y_\psi^*(v)| \leq \frac{\gamma N \sqrt{K_f(v,v)}}{\lambda_{\text{min}}(K_f,W)} + \frac{\gamma N \|y\|_{K_\psi}}{\lambda_{\text{min}}(K_f,W) + \gamma N}$$

where $\lambda_{\text{min}}(K_{f,W})$ denotes the smallest eigenvalue of $K_{f,W}$.

**Proof.** This proof consists mostly in the combination of standard estimates and identities for reproducing kernel Hilbert spaces. Compared to similar estimates as, for instance, given in [27], we have to consider also the dependence on the feature map $\psi_{\alpha}$. Based on the representation (10) for the RLS solution $y_\psi^0$ and the interpolant $y_\psi^*(v)$ (with vanishing $\gamma = 0$), we first obtain the identity

$$|y_\psi^0(v) - y_\psi^*(v)| = \left| \left( K_\psi(v,w_1),\ldots,K_\psi(v,w_N) \right) \left( K_{\psi,W}^{-1} - (K_{\psi,W} + \gamma NI_n)^{-1} \right) (y(w_1),\ldots,y(w_N))^T \right|$$

$$= \gamma N \left| \left( K_\psi(v,w_1),\ldots,K_\psi(v,w_N) \right) K_{\psi,W}^{-1} (K_{\psi,W} + \gamma NI_n)^{-1} (y(w_1),\ldots,y(w_N))^T \right|.$$ 

Using the Cauchy-Schwarz inequality, we therefore get

$$\sqrt{K_f(v,v)} \frac{\|y_\psi^0\|_{K_\psi}}{\|K_{\psi,W}^{-1/2}(y(w_1),\ldots,y(w_N))^T\|} \leq \gamma N \frac{\|K_{\psi,W}(K_{\psi}(v,w_1),\ldots,K_{\psi}(v,w_N))^T\|}{\|K_{\psi,W}^{-1/2}(y(w_1),\ldots,y(w_N))^T\|}.$$ 

As the interpolant $y_\psi^*$ satisfies $\|y_\psi^0\|_{K_\psi} \leq \|y\|_{K_\psi}$ (cf. [39] Corollary 10.25]), and $\lambda_{\text{min}}(K_{f,W}) + \gamma N \leq \|K_{\psi,W}^{-1/2}(y(w_1),\ldots,y(w_N))^T\|^{-1}$ (by Lemma 7.2), we obtain the desired estimate. \qed

The combination of the two Lemmas 7.5 and 7.6 gives the following overall error bound.

**Theorem 7.7.** In the setting of Assumption 7.1, we get the error bound

$$|y(v) - y_\psi^*(v)| \leq \left( P_{W,K_f}(v) + \gamma N \frac{\sqrt{K_f(v,v)}}{\lambda_{\text{min}}(K_f,W) + \gamma N} \right) \|y\|_{K_\psi}. $$
Remark 7.8. On the right hand side of the error estimate in Theorem 7.7 the term in brackets is independent of the binary feature \( \psi_{\text{a}} \) and the feature information is only contained in \( \| y \|_{K_{\psi}} \). This indicates that the approximation error \( \| y(v) - y_{\psi}(v) \| \) will be small if the given data \( y \) is smooth with respect to the native space norm \( \| y \|_{K_{\psi}} \) imposed by the feature \( \psi_{\text{a}} \). According to this a feature choice \( \psi_{\text{a}} \) is advantageous if it keeps the native space norm \( \| y \|_{K_{\psi}} \) small.

In [13] it is shown that the power function \( P_{W,K_f}(v) \) in the error estimate is bounded by

\[
P_{W,K_f}(v) \leq (1 + \| (S_W B_M)^{-1} \|) \left( \sum_{k=M+1}^{n} \hat{f}_k \right)^{1/2}.
\]

In particular, \( P_{W,K_f} \) is small if the norming constant \( \| (S_W B_M)^{-1} \| \) is small and the GBF \( f \) decays rapidly in the Fourier domain. The norming constant \( \| (S_W B_M)^{-1} \| \) itself describes how well the subset \( W \) is able to resolve the space \( B_M = \text{span}\{u_1, \ldots, u_M\} \) of bandlimited functions. In particular, \( \| (S_W B_M)^{-1} \| < \infty \) holds true if and only if the linear mapping \( x \rightarrow (x(w_1), \ldots, x(w_N))^T \) can be inverted on \( B_M \), i.e., if \( W \) is a uniqueness (or norming) set for the space \( B_M \), see [23,24]. This notion of uniqueness set is also related to the existence of uncertainty principles on graphs, see [12,13].

8 Examples of Feature-Augmented Classifications

In order to obtain a better intuition about the classification behavior of augmented and non-augmented kernels, we test the derived kernel-based classification methods on four data sets. The experimental settings are summarized in Table 1.

| Name of data set | Two-moon | Ø | WBC | Ionosphere |
|------------------|----------|---|-----|------------|
| Type of data set | synthetic | synthetic | real (UCI machine learning repository) | real (UCI machine learning repository) |
| # Nodes          | 600      | 600       | 232903 | 61425     |
| # Edges          | 10750    | 8103      |       |            |
| Laplacian L      | normalized (standard A) | normalized (standard A) | normalized (weighted A) | normalized (weighted A) |
| GBF              | \( f_{e-50L} \) | \( f_{e-5L} \) | \( f_{e-10L} \) | \( f_{e-5L} \) |
| Regularization \( \gamma \) | \( 10^{-4} \) | \( 10^{-4} \) | \( 10^{-3} \) | \( 10^{-3} \) |
| 1. Feature map \( \psi_1 \) | binary (spectral clustering) | similarity (geometric prior) | binary (spectral clustering) | binary (spectral clustering) |
| 2. Feature map \( \psi_2 \) | binary (given prior) | similarity (geometric prior) | - | - |
| 1. Feature kernel | \( K^{\psi_1}, \alpha = -1 \) | \( K^{F_{\text{sim}}}, \alpha = 10 \) | \( K^{\psi_1}, \alpha = -0.5 \) | \( K^{\psi_1}, \alpha = -0.5 \) |
| 2. Feature kernel | \( K^{\psi_2}, \alpha = 0.1 \) | \( K^{F_{\text{sim}}}, \alpha = 10 \) | - | - |

8.1 Synthetic two-moon data set

Our first test graph \( G_{\emptyset} \) is a synthetic data set referred to as two-moon data set. It is displayed in Fig. 2 (left). It consists of \( n = 600 \) vertices in two separated point clouds having the form of half-circles. Each of the two half-circles contains 300 nodes. Two nodes are connected with an edge, if the euclidean distance between the nodes is smaller than half the radius of the half-circles. As a graph Laplacian for \( G_{\emptyset} \) we use the normalized graph Laplacian \( L_N \) as constructed in Section 2.1 (3) upon the standard adjacency matrix \( A \).

To generate the kernel for the supervised GBF-RLS classifier, we use the diffusion GBF \( f_{e-50L} \) described in Section 3.4 (3). As a first additional feature for the \( \psi \)-GBF-RLS classifier, we use a binary classification \( \psi_1 \) based on the unsupervised output of a binary spectral clustering algorithm (Shi-Malik normalized cut [31]) on the graph \( G_{\emptyset} \). The result of this spectral clustering is displayed in Fig. 2 (middle).
Results and Discussion. The results of the supervised GBF-RLS and the semi-supervised $\psi$-GBF-RLS classifier for 2 given labels (one in each of the two half-circles) are displayed in Fig. 2 and 3. Due to the separated structure of the two-moon data set, the featured spectral classifier $\psi_1$ performs already very well (only two miss-classifications). As only two labeled nodes are given, the GBF-RLS classifier (Fig. 3 (left)) is not (yet) able to capture the global structure of the data. On the other hand, the feature-augmented $\psi$-GBF-RLS classifier (Fig. 3 (right)) contains the information of the auxiliary classificator $\psi_1$ and is therefore able to outperform the GBF-RLS classifier. In fact, the $\psi$-GBF-RLS classifier and the spectral classifier $\psi_1$ are identical in this example.

In a second test, we want to see what happens if we use more labeled nodes. The mean accuracies of the classifiers (on 100 randomly performed experiments) for an increasing number of labels are listed in Table 2. It is visible that the supervised GBF-RLS classifier improves with a larger number of labels and is able to determine the global classification of the data. In particular, if a larger number of labels is available it is not necessary to use the SSL classifier instead of the supervised one.

Refined classification with a second prior. As a final experiment on this data set, we consider a second prior $\psi_2$ that separates the vertices of the graph along a vertical axis through the center of the point cloud. We want to see whether the SSL classifier with this additional feature is able to separate the data set as well. Based on four labeled nodes we see in Fig. 4 that this is in fact the case. Here, the supervised GBF-RLS classifier based on 4 labels provides already a good separation of the two half-circles while it only has problems to distinguish between left and right hand side data.
Table 2: Mean classification accuracy for two-moon data

| # Labeled nodes | 2      | 4      | 8      | 16     | 32     | 64     |
|-----------------|--------|--------|--------|--------|--------|--------|
| Spectral clustering (unsupervised) | 0.9967 | 0.9967 | 0.9967 | 0.9967 | 0.9967 | 0.9967 |
| GBF-RLS (supervised) | 0.7110 | 0.9350 | 0.9860 | 0.9993 | 0.9999 | 1.0000 |
| \(\psi\)-GBF-RLS (semi-supervised) | 0.9905 | 0.9958 | 0.9959 | 0.9967 | 0.9967 | 0.9967 |

Fig. 4: SSL classification of the two-moon data set. Left: the two-moon graph with labels in 4 classes. Middle: supervised classification based on GBF-RLS with 4 given labels. Right: \(\psi\)-GBF-RLS classification augmented with the two feature maps \(\psi_1\) and \(\psi_2\).

8.2 Synthetic Ø graph

Fig. 5: Ø data set. Left: the data set with the given classification of the nodes. Middle: first feature information \(\psi_1\). Right: second feature information \(\psi_2\).

Also the second test graph \(G_\phi\), displayed in Fig. 5 (left), is a synthetic data set. It consists of \(n = 600\) vertices distributed in two point clouds with 300 nodes: one point cloud in the form of a circle, the other a straight line segment slashing the circle. Two nodes in \(G_\phi\) are linked if the distance is smaller than \(1/5\) of the circle diameter. As for the two-moon graph, we use the normalized graph Laplacian to determine the graph Fourier transform.

To generate a kernel on \(G_\phi\) we use the diffusion GBF \(f_{d-M}\) described in Section 3.4 (3). As priors for the semi-supervised \(\psi\)-GBF-RLS classifier we use geometric information of the data set. To generate the prior \(\psi_1\) displayed in Fig. 5 (middle) we use a distance measure based on the euclidean distances of the single nodes to a reference circle. In a similar way, for the second prior \(\psi_2\) shown in Fig. 5 (right) we used the distances of the nodes to a reference line segment.
Fig. 6: SSL classification of the Ø data set. Left: supervised classification based on GBF-RLS with 18 given labels. Middle: $\psi$-GBF-RLS classification augmented with one additional feature information $\psi_1$. Right: $\psi$-GBF-RLS classification augmented with the two feature maps $\psi_1$ and $\psi_2$.

Results and Discussion. In Fig. 6 the resulting classifications of the supervised (left) and the semi-supervised learning scheme with one (middle) and two (right) additional features are displayed. In all three cases, 18 labeled nodes were used. Adding the geometric priors, clearly improves the overall performance of the classification and makes the geometric structure of the data more visible. In this case, it makes also sense to augment the kernel with the second prior, as a few misclassifications can be removed. Both priors have however no impact on the classification accuracy at the intersection regions of the circle with the line. In these regions, it is rather random whether a node belongs to the circle or to the line segment. Table 3 confirms these observations and shows that with a small number of labels the two semi-supervised schemes perform better, while with a large number of nodes it is not necessary to augment the GBF with additional priors.

Table 3: Mean classification accuracy for Ø data set

| # Labeled nodes | 2      | 4      | 8      | 16     | 32     | 64     |
|-----------------|--------|--------|--------|--------|--------|--------|
| GBF-RLS (supervised) | 0.5624 | 0.6347 | 0.7511 | 0.8322 | 0.8843 | 0.9152 |
| $\psi$-GBF-RLS (1 feature) (semi-supervised) | 0.6164 | 0.6934 | 0.7861 | 0.8260 | 0.8666 | 0.8936 |
| $\psi$-GBF-RLS (2 features) (semi-supervised) | 0.6870 | 0.8054 | 0.8723 | 0.8844 | 0.9001 | 0.9101 |

8.3 Empirical analysis on real data sets

As a final evaluation, we test our $\psi$-GBF-RLS schemes on two real world data sets from the UCI Machine learning repository. The two data sets are the Ionosphere data set (351 nodes) and the (original) Wisconsin Breast Cancer (WBC) data set (699 nodes). From these two point clouds, we generate similarity graphs as described in Section 6.2. As graph Laplacian we use the normalized graph Laplacian based upon the weighted adjacency matrix of the similarity graphs. Using the Shi-Malik spectral cut [31] as unsupervised classifier, we generate an additional binary feature graph based on the description in Section 6.1.

Results and Discussion. The mean accuracies (for randomly picked labeled nodes in 100 tests) for the supervised and semi-supervised classifiers are displayed in Table 4 and 5. For the Wisconsin Breast Cancer data set the classification results are similar as for the two-moon data set. The unsupervised classifier based on spectral clustering performs already well on the data set and for a small set of labeled nodes the SSL classifier is able to outperform the supervised one. On the other hand, for a large number of labeled nodes it is not necessary to use the feature-augmented kernel.
Interestingly, for the Ionosphere data the behavior of the classifiers looks differently. While the unsupervised spectral classifier is only partially accurate, it apparently contains relevant global information of the data set. In this way, the classification quality of the feature-augmented kernel is solidly superior to the non-augmented kernel also for a larger number of labeled nodes.
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