A Deep Learning Approach for Vehicle and Driver Detection on Highway
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Abstract. The technology of the detection for vehicle and driver is a popular spot in these ten years. In particular, the driver detection is still a troubled question in the study of public security. In our paper, an algorithm based on YOLOv3 and support vector machine (SVM) is proposed for realizing the detection of vehicles on highway, as well as the detection and binary classification of people in the vehicles, so as to achieve the purpose of distinguishing drivers and passengers and form a one-to-one correspondence between vehicles and drivers. The effectiveness of the algorithm is verified under various complicated highway conditions. Compared with other advanced vehicle and driver detection technologies, the model has a good performance and is robust to road blocking, different attitudes and extreme lighting.

1. Introduction

The technology of detection has been widely spread in various kinds of fields, particularly in the field of vehicle and driver detection including the security of the public and the order of traffic. With the rapid development of modern society, various kinds of face detection techniques are being explored. While in practical application, due to the influence of different lighting, different occasions and different attitudes, the performance and effect of detection are not as good as ideal expectation.

The technology of detection has been a hot research area in deep learning in recent years. During 2004, Viola proposed a detection method named cascade, based on the Haar-Like [1] characteristics of AdaBoost [2] to execute the cascade classifier. Unfortunately, subsequent studies [3,4] have shown that it cannot maintain reliable performance in practical applications, because of the affection of people’s visual consistency. In the following years, deep CNNs are used for the technology of detection. Yang [5] offered a network with deep neural for the recognition of feature, aiming to obtain a high response rate of regions and generate candidate windows. However, the algorithm is poor in real-time. Subsequently, R-CNN [6] and fast R-CNN [7] and even faster R-CNN [8,9] were generated successively, but the network was too large and the detection speed was not high. The YOLOv3 [10] proposed by Joseph Redmon in 2018 greatly shortens detection time and improves detection efficiency while ensuring accuracy.

At the same time, driver detection has attracted extensive research interest. The research in this field can be done by Support Vector Machine (SVM). By selecting the function, the optimal classification of people can be made to distinguish passengers and driver in the vehicle.
In this paper, an improved vehicle and driver detection model based on YOLOv3 and SVM [11] is proposed, which is called IYOLO-SVM to form an adaptive detection model. The model is trained, based on our own database which is composed by pictures of traffic vehicle and driver. These pictures are provided by the Jiangsu Provincial Transportation Department. The result of the IYOLO-SVM model is verified on another database for testing. The finally experimental results show that compared with other advanced methods, IYOLO-SVM model can detect both drivers and the vehicle, and classify people in the vehicle, which has a higher detection rate and a lower error detection rate.

2. Basic Theory
In this article, we have improved and optimized the network structure of YOLOv3 and cascade SVM at the end of the network, which greatly improve the original network. In the next part of the article, we will briefly introduce the structure of the network for detection and the definition of the SVM classifier.

2.1 YOLOv3
The core idea of YOLOv3 is using the picture as a network input, return directly to the bounding box and its dependent categories at the output layer [12]. The full stages of YOLOv3 which is composed of four parts are shown in the following paper.

2.1.1 Bounding Box Prediction
The anchor boxes of YOLOv3 are made by clustering. The values of four coordinates [13] for each of the bounding box prediction (tx, ty, tw, th) in predicting cell (a picture into S * S grid cells) based on the left top corner of the picture offset (cx, cy), according to the bounding box of pw, ph width and height, the bounding box can be predicted as follows:

\[
\begin{align*}
    b_x &= \sigma(tx) + cx \\
    b_y &= \sigma(ty) + cy \\
    bw &= pw \times e^m \\
    bh &= ph \times e^n \\
    m &= tw, n = th
\end{align*}
\]

The sum of the error loss of square is used to predict the coordinate value, so the error can be calculated rapidly.

YOLOv3 predicts the score of an object for each bounding box by logistic regression. If the prediction of the bounding box and the real border overlap better than that of the other all forecasts, then the value equals 1. If the overlap does not get the value of a threshold (setting 0.5), the prediction of bounding box will be neglected, and is displayed as no loss.

2.1.2 Class Prediction
To classify different kinds of objections, independent logistic classifiers are used instead of a SoftMax. When training, binary cross-entropy loss is used for the class predictions.

2.1.3 Predictions Across Scales
YOLOv3 predicts different boxes in three different scales. YOLOv3 uses FPN (feature pyramid network) to extract feature from scales, and finally predicts a 3-d tensor, containing the bounding box information, object information, and class information.

2.1.4 Feature Extractor
YOLOv3 uses a complex network for performing extraction, which has 53 convolutional layers, called Darknert-53.

2.2 Support Vector Machine
Support Vector Machine (SVM) is a category of generalized linear classifier that classifies data according to supervised learning. The decision boundary is the maximum margin hyperplane for solving
learning samples. In order to extend the functionality of our model, we use SVM to classify the two types of objects to determine whether the target is the driver or the passenger, to achieve multiple classification judgments. Experiments show that the connection between SVM and YOLOv3 shows strong ability for detection and classification in different types of environments.

3. Our Improved Method

3.1 The Whole Circuit of IYOLO-SVM

The figure below shows the circuit of the algorithm of IYOLO-SVM. At first, the IYOLO-Net obtains a large number of bounding boxes of cars and people from the input image. Then, the precise regions of vehicle and people are confirmed. After that, the classification model is used to differ whether it is a driver or a passenger and then give labels. Finally, the picture with bounding boxes and labels is expert.

Figure 1. The Whole Circuit of IYOLO-SVM algorithm.

3.2 The Structure of Our New Network

In our IYOLO-SVM algorithm, we have made an obviously improvement on the structure of primary network, which becomes smaller and more efficient (Table.1). The required size for input image is 416*416. There are totally four maxpool layers and twenty-two convolutional layers. In the network [14], the role of the routing layer is to introduce finer-grained granularity features from earlier locations in the network. The reorg layer matches these features to the feature map of the next layer. The size of the end feature map is 13 * 13, the size of the previous feature map is 26 * 26 * 512. The reorganized layer maps the 26 * 26 * 512 feature map to the 13 * 13 * 2048 feature map so that it can be mapped to 13 * 13 resolution function chart. Through this method, high resolution features and low-resolution features are linked together, which can increase the recognition accuracy of small objects such as our people in the vehicle.
### Table 1. The Structure of Our Network.

| Number | Layer   | Filter | Measurement | Out  |
|--------|---------|--------|-------------|------|
| 0      | CONV.   | 32     | 3^2/1       | 416^2|
| 1      | Maxpool |        | 2^2/2       | 208^2|
| 2      | CONV.   | 64     | 3^2/1       | 208^2|
| 3      | Maxpool |        | 2^2/2       | 104^2|
| 4      | CONV.   | 128    | 3^2/1       | 104^2|
| 5      | CONV.   | 64     | 1^2/1       | 104^2|
| 6      | CONV.   | 128    | 3^2/1       | 104^2|
| 7      | Maxpool |        | 2^2/2       | 52^2 |
| 8      | CONV.   | 256    | 3^2/1       | 52^2 |
| 9      | CONV.   | 128    | 1^2/1       | 52^2 |
| 10     | CONV.   | 256    | 3^2/1       | 52^2 |
| 11     | Maxpool |        | 2^2/2       | 26^2 |
| 12     | CONV.   | 512    | 3^2/1       | 26^2 |
| 13     | CONV.   | 256    | 1^2/1       | 26^2 |
| 14     | CONV.   | 512    | 3^2/1       | 26^2 |
| 15     | CONV.   | 256    | 1^2/1       | 26^2 |
| 16     | CONV.   | 512    | 3^2/1       | 26^2 |
| 17     | Maxpool |        | 2^2/2       | 13^2 |
| 18     | CONV.   | 1024   | 3^2/1       | 13^2 |
| 19     | CONV.   | 512    | 1^2/1       | 13^2 |
| 20     | CONV.   | 1024   | 3^2/1       | 13^2 |
| 21     | CONV.   | 512    | 1^2/1       | 13^2 |
| 22     | CONV.   | 1024   | 3^2/1       | 13^2 |
| 23     | CONV.   | 1024   | 3^2/1       | 13^2 |
| 24     | CONV.   | 1024   | 3^2/1       | 13^2 |
| 25     | Route   |        |             |      |
| 26     | Reorg   |        |             |      |
| 27     | Route   |        |             |      |
| 28     | CONV.   | 1024   | 3^2/1       | 13^2 |
| 29     | CONV.   | 40     | 1^2/1       | 13^2 |
| 30     | Detection |       |             |      |

### 3.3 Manual Hard Sample Mining

The traditional method for handling difficult samples is to manually screen out the difficult samples which cannot be classified after self-inspection through the training network. This traditional method [15] is slow and inefficient. This method adopts the method of online difficult sample back propagation. In each mini-batch, the calculated loss is sorted from forward propagation of total samples, then only top seventy percent of the loss is taken as the difficult sample. Then, in the back propagation, only the difficult samples are calculated, and the simple samples are ignored. The online difficult sample back propagation greatly reduces the artificial labour force and improves the training efficiency.

We use the database built by our own to train the IYOLO-SVM model. Similarly, we also use our own testing set for verification. What we need to pay attention to is that, even if we have added online hard sample mining to the network. However, in actual situations, especially in complex highway situations, because of complex lighting changes, attitude changes, object occlusion and so on [16], it is significant to randomly add difficult samples, for the aim to increase the accuracy detection rate and drop the false detection rate in the final experiment. The final results show that this method makes the model improve performance apparently, which is showing in the next section.
4. The Results After Experiments

This following chapter, we compose our own image database through photos provided from the Jiangsu Provincial Transportation Department. It contains about 1,500 photos of the driver's travel in different situations containing their faces and cars. We randomly selected 1200 pictures for training our IYOLO-SVM model and 300 pictures for testing the performance of IYOLO-SVM model. GPU GTX1050ti is applied to train the IYOLO-SVM networks. The convergence graph of loss and results of our model on detection and classification are shown below.

4.1 The Procedure of Training Loss

Figure 2 shows the procedure of training IYOLO-SVM model. The picture indicates that the abscissa stands for the number of times of iterations during training. The ordinate stands for the loss of IYOLO-SVM model. When there are objects in the grid, confidence loss of bounding boxes calculates the weight of the contribution to the total loss for five; When there is no object in the grid, confidence loss of bounding boxes calculates the contribution weight to the total loss for one; The weight of the contribution of category loss to the total loss is calculated for one; The weight of the contribution of bounding boxes’ coordinates prediction loss to the total loss is calculated for one.

![Figure 2. The procedure of training IYOLO-SVM model.](image)

4.2 The Performances of Detection and Classification

The two groups of pictures below reveal the final testing results of the IYOLO-SVM model in different kinds of complex environments. According to the final testing pictures of the IYOLO-SVM model in day and night, the model can be found to be robust under illumination changes. Table 2 is a comparison table comparing the testing results of IYOLO-SVM, YOLOv3 and Cascade CNN. From the experimental testing results, it is obvious to find that the improved method raised by us owns a higher accuracy detection rate while maintaining a lower error detection rate when compared with other methods. In addition, the model also has a good classification effect by using support vector machine. The above phenomena all show that the IYOLO-SVM model greatly improve the accuracy of vehicle and driver detection on complex highway.
Figure 3. The detection and classification consequences in night environments under the IYOLO-SVM model.
5. Conclusions

This paper raises a model of vehicle and driver detection based on improved YOLOv3 and SVM. As there might be more than one person in the vehicle, which driver detection through convolutional network in YOLOv3 cannot be realized, it is meaningful to use support vector machine for the judgement of driver and passenger. At the same time, the IYOLO-SVM model also provides a high-accuracy vehicle and driver detection technology in the complex environment on the highway. The final experimental results reveal that our new model raised in this paper is an efficient model with higher detection rate, lower error detection rate, fast detection speed, short training time and strong robustness to complex environments and different illumination on the highway.

However, our model has a bad performance when there is too much object occlusion and the driver's pixel is too small. Therefore, in the future, we need to solve and improve these problems for further study.
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