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ABSTRACT

In this paper, we propose a novel abnormal event detection method with spatio-temporal adversarial networks (STAN). We devise a spatio-temporal generator which synthesizes an inter-frame by considering spatio-temporal characteristics with bidirectional ConvLSTM. A proposed spatio-temporal discriminator determines whether an input sequence is real-normal or not with 3D convolutional layers. These two networks are trained in an adversarial way to effectively encode spatio-temporal features of normal patterns. After the learning, the generator and the discriminator can be independently used as detectors, and deviations from the learned normal patterns are detected as abnormalities. Experimental results show that the proposed method achieved competitive performance compared to the state-of-the-art methods. Further, for the interpretation, we visualize the location of abnormal events detected by the proposed networks using a generator loss and discriminator gradients.

Index Terms— Abnormal event detection, adversarial learning, spatio-temporal features, interpretation

1. INTRODUCTION

With a rapid development of storage and video acquisition devices, the video surveillance system is widely used for privacy protection, process monitoring in factories, criminal tracking, etc. Most of the surveillance scenes captured for a long time are meaningless and normal. It is time-consuming and labor-intensive for people to watch long hours of meaningless scenes. To address the problem, automatic abnormal event detection methods were proposed. Hu et al [1] proposed method for learning statistical motion patterns with multi-object tracking. Zhou et al. [2] proposed statistical model to detect abnormal behaviors using Kanade-Lucas-Tomasi Feature Tracker (KLT). However, trajectory based methods are not robust to occlusions and crowded scenes since most of the object tracking algorithms are vulnerable to such environments. In [3][4], handcraft feature based abnormal event detection methods were proposed. Kaltsa et al. [3] utilized a descriptor created from Histograms of Oriented Gradients (HOG) and Histograms of Oriented Swarms (HOS). In [4], distributions of spatio-temporal oriented energy were used to model behavior. Although the handcraft feature based methods are more robust to occlusions and complex scenes than trajectory based methods, they require prior knowledge to design proper features for various events.

In recent years, deep learning has attracted attention in many challenging tasks with better performance compared to the traditional methods [5][6][7]. In this flow, several methods using deep learning have been proposed for abnormal event detection. Hasan et al. [8] proposed the convolutional autoencoder based method for learning temporal regularity. In [9], the ConvLSTM [10] was employed to consider the spatio-temporal characteristics of event patterns. Recently, generative adversarial networks (GAN) based method [11] was proposed. In [11], one GAN is trained to generate an optical flow map from a frame while the other GAN is trained to generate a frame from an optical flow map. Although the method of [11] achieved good performance by using GAN, its performance could be sensitive to the quality of the estimated optical flow map. It could not be robust to scenes with occlusions in which it is difficult to well estimate the optical flow map.

In this paper, we propose the spatio-temporal adversarial networks (STAN) which learn the spatio-temporal features of normal patterns. Learning the characteristics of abnormal events is very difficult because the definition of such events is not spatially or temporally bounded. Thus, it is reasonable to learn normal patterns and consider deviations from the learned patterns as abnormalities. With the proposed STAN, we directly generate spatio-temporal scene without using the optical flow map. The STAN contains two networks which are the spatio-temporal generator and the spatio-temporal discriminator. The proposed generator consists of three network modules which are a spatial encoder for encoding spatial features of frames, a bidirectional ConvLSTM for encoding temporal feature of the scene, and a spatial decoder for generating an inter-frame. By using the bidirectional configuration, the spatio-temporal features of normal patterns can be encoded
in forward and backward directions. The proposed discriminator is a 3D convolutional neural network for determining whether an input sequence is real or not.

By the adversarial learning, the generator tries to generate the inter-frame in order to deceive the discriminator while the discriminator tries to discriminate between a real sequence and a fake sequence. Note that the fake sequence includes the generated inter-frame. At testing time, abnormal events are detected by using a pixel-wise loss for the generator and an adversarial loss for the discriminator.

Experimental results show that the proposed method performs competitively compared to the state-of-the-art methods, especially on complex scenes with large objects and frequent occlusions. In addition, we visually interpret the proposed networks by locating detected abnormal events through both the generator and the discriminator.

The remainder of this paper is organized as follows. Section 2 describes the proposed method in detail. In Section 3, experimental results are shown for qualitative and quantitative evaluation. Finally, conclusions are drawn in Section 4.

2. PROPOSED METHOD

Fig. 1 shows the overall procedure of the proposed STAN at training time. The proposed spatio-temporal generator generates the inter-frame by considering neighboring frames. Then, consecutive frames including the generated inter-frame are considered as a fake sequence while a real sequence contains only real frames. Through the adversarial learning, the spatio-temporal discriminator is trained to determine whether the input sequence is real or fake. The generator is trained to generate the inter-frame that can fool the discriminator. Details are described in following sub-sections.

2.1. Spatio-temporal generator

The role of the proposed generator is to generate a clear frame for the normal scene and a distorted frame for the abnormal scene. In video data, each frame has a high correlation with neighboring frames. We devise the bidirectional ConvLSTM to generate the inter-frame by considering the spatio-temporal characteristics of the neighboring frames. With the bidirectional configuration, the spatio-temporal features of normal patterns are encoded effectively. As a result, scenes with spatio-temporal abnormal patterns can be sensitively detected.

The proposed generator consists of the spatial encoder, the bidirectional ConvLSTM, and the spatial decoder. By the spatial encoder, latent spatial features are encoded for representing visual information of each frame. The spatial features of the previous 5 frames and the later 5 frames are fed to the forward ConvLSTM and the backward ConvLSTM respectively, in order to encode the spatio-temporal features. Then, the hidden states and the cell states resulting from each ConvLSTM module are concatenated in pairs to combine forward and backward features. As shown in Fig. 1, the combined ConvLSTM outputs the latent feature of the inter-frame. Finally, the inter-frame is generated by the spatial decoder.

To generate the desirable inter-frame, a realism loss and a pixel-wise loss are designed for the generator. By minimizing the realism loss, the generator can force the discriminator to fail to classify the fake sequence as fake. Let \( G_\theta \) and \( D_\phi \) denote the generator function with parameter \( \theta \) and the discriminator function with parameter \( \phi \), respectively. Let \( X_t \in \mathbb{R}^{224 \times 224 \times 1} \) and \( X_t \in \mathbb{R}^{224 \times 224 \times 1} \) denote the \( t \)-th real frame and the \( t \)-th generated frame by \( G_\theta \), respectively. The realism loss can be written as

\[
\ell_{\text{real}}(\theta; t) = -\log(D_\phi(\hat{S}_t)),
\]

where \( \hat{S}_t \in \mathbb{R}^{11 \times 224 \times 224 \times 1} \) is the fake sequence including \( t \)-th generated frame \( X_t \).

In addition, by minimizing the pixel-wise loss between the \( t \)-th real frame \( X_t \) and the \( t \)-th generated frame \( \hat{X}_t \), the generated frame resembles the real frame in pixel-level. The pixel-wise loss can be written as

\[
\ell_{\text{pixel}}(\theta; t) = \| G_\theta(X_{t-5}, \ldots, X_{t-1}, X_{t+1}, \ldots, X_{t+5}) - X_t \|_2.
\]

Finally, the total loss for the generator is defined as a combination of the two losses, which can be written as

\[
\mathcal{L}_G(\theta) = \sum_{t \in \text{batch}} \ell_{\text{real}}(\theta; t) + \lambda \ell_{\text{pixel}}(\theta; t),
\]

where \( \lambda \) is a hyper-parameter to balance the realism loss and the pixel-wise loss.
term in (4) has a higher value for video sequences including abnormal events as not real. Consequently, the second term in (4) has a higher value for video sequences including abnormal events and can be used to detect abnormalities. Table 1 shows architecture details of the networks.

### 2.3. Abnormality score

To quantify detected abnormalities, we devise a novel abnormality score by using the losses of the generator and the discriminator. The generator and the discriminator complement detection results of each other. Thereby, robust abnormality detection can be achieved. The proposed abnormality loss can be defined as

\[ \ell_s(t) = \|G_\theta(X_{t-5}, \ldots, X_{t-1}, X_{t+1}, \ldots, X_{t+5}) - X_t\|_2 - \lambda_s \log(D_\phi(S_t)), \]

where \(\lambda_s\) is a hyper-parameter to balance the generator detection and the discriminator detection.

Then, by normalizing \(\ell_s(t)\), abnormality score \(s(t)\) at \(t\)-th frame can be written as

\[ s(t) = \frac{\ell_s(t) - \min_t \ell_s(t)}{\max_t \ell_s(t) - \min_t \ell_s(t)}. \]

Note that video sequences containing abnormal events have higher abnormality scores.

### 3. EXPERIMENTS AND RESULTS

#### 3.1. Dataset

For experiments, we used three datasets: UCSD Ped1 [14], UCSD Ped2 [14] and Avenue [15] datasets. The training sets of these datasets contain only normal events while the testing sets contain both normal and abnormal events. The UCSD Ped1 dataset consists of 34 clips for training and 36 clips for testing. The UCSD Ped2 dataset consists of 16 clips for training and 12 clips for testing. The Avenue dataset consists of 16 clips for training and 21 clips for testing. The UCSD Ped1 and Ped2 datasets contain the motion of small objects in a broad area. On the other hand, the Avenue dataset contains complex motion of large objects and frequent occlusions.

#### 3.2. Implementation details

We used the Adam [16] to optimize the networks with a learning rate of 0.0002 and a batch size of 3. At training time, first, only the generator was trained to minimize the pixel-wise loss. Then, the generator and the discriminator were trained in the adversarial way to minimize \(L_{G_\theta}(\theta)\) and \(L_D(\phi)\) alternately. We set \(\lambda\) as 1 in (3) and \(\lambda_s\) as maximum value ratio divided by 10 of the two terms in (5). At the end of the generator and the discriminator, the tanh and the sigmoid were used as activation functions respectively. For all the other parts, the exponential linear unit (ELU) was used.
Table 2. Frame-level performance of the proposed method.

| Method                         | UCSD Ped1 | UCSD Ped2 | Avenue |
|-------------------------------|-----------|-----------|--------|
| MPPCA [17]                   | 59.0      | 69.3      | N/A    |
| Social force (SF) [15]        | 67.5      | 55.6      | N/A    |
| MPPCA + SF [14]              | 68.8      | 61.3      | N/A    |
| Detection at 150fps [13]      | 91.8      | N/A       | 80.9   |
| AMDN [19]                    | 92.1      | 90.8      | N/A    |
| Conv-AE [6]                  | 81.0      | 90.0      | 70.2   |
| ConvLSTM-AE [30]             | 75.5      | 88.1      | 77.0   |
| Optical flow-GAN [11]         | 97.4      | 93.5      | N/A    |
| Stacked RNN [22]             | N/A       | 92.2      | 81.7   |
| Proposed method ($G_θ$)       | 81.6      | 95.9      | 86.6   |
| Proposed method ($D_φ$)       | 71.6      | 86.2      | 81.8   |
| Proposed method ($G_θ$ and $D_φ$) | 82.1 | 96.5 | 87.2 |

Table 3. Event-level performance of the proposed method.

| Method                         | UCSD Ped1 | UCSD Ped2 | UCSD Ped1 | UCSD Ped2 |
|-------------------------------|-----------|-----------|-----------|-----------|
| IT-AE [8]                     | 36 / 11   | 12 / 3    | 76.6      | 80.0      |
| Conv-AE [8]                   | 38 / 6    | 12 / 1    | 86.3      | 92.3      |
| Proposed method ($G_θ$ and $D_φ$) | 37 / 3   | 12 / 0    | 92.5      | 100.0     |

3.3. Performance evaluation

To evaluate the performance of the proposed method, two evaluation metrics were employed. First, we employed the frame-level evaluation [23] based on the area under curves (AUC). Second, we employed event-level evaluation [8] based on the number of detected events.

Table 2 shows frame-level performance comparisons with handcraft and sparsity based methods [14, 15, 17, 18] and deep learning based methods [8, 11, 19, 20, 21, 22]. The AUC values of the other methods were taken from each paper and [19]. Interestingly, the proposed method even with $G_θ$ or $D_φ$ showed respectably high AUC values on the Avenue. The proposed method with both $G_θ$ and $D_φ$ outperformed the other methods including state-of-the-art methods. On the other hand, the performance on the UCSD Ped1 showed a bit lower than that on the other datasets. We observed that the UCSD Ped1 included several corrupted frames in testing clips as shown in Fig. 2. By the proposed method, these corrupted frames were detected as abnormal events even though such frames were denoted as normal events in ground truth labels.

Table 3 shows event-level performance comparisons with correct detection, false alarm, and precision. The proposed method achieved higher precision results compared to the other methods in event-level evaluation.

3.4. Interpretation of the proposed networks

Fig. 3 shows localization and visualization of abnormal events detected by the proposed method for interpreting the networks. Fig. 3(c) shows visualization results obtained from the pixel-wise loss between the real frame and the generated frame. The proposed generator could detect the abnormal event regions such as a car, a bicycle, and a jumping person. Further, we visualized gradients of the discriminator using guided backpropagation [24]. Fig. 3(d) shows gradients of activation at the output of the discriminator with respect to the input real sequences including the abnormal events. We observed that magnitude of the gradients was significantly high around the abnormal event regions.

Through these results, we confirmed that each network performs abnormal event detection with the proper basis. The proposed networks could not only determine whether each frame is abnormal or not, but also detect where abnormal events occur at each frame.

4. CONCLUSIONS

In this paper, we proposed the novel generative model based abnormal event detection method. To effectively represent the spatio-temporal features of normal patterns, the spatio-temporal generator and the spatio-temporal discriminator were trained in the adversarial way. As a result, the proposed method achieved competitive performance compared to the state-of-the-art methods. In particular, the proposed method far outperformed other methods on the dataset containing complex motion and frequent occlusions. Further, by visualizing the abnormal event regions detected by the proposed method, we could interpret how the STAN determine abnormal event at each scene.
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