Two-laser dynamic nuclear polarization with semiconductor electrons: feedback, suppressed fluctuations, and bistability near two-photon resonance
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We present how optical coherent population trapping (CPT) of the spin of localized semiconductor electrons stabilizes the surrounding nuclear spin bath via the hyperfine interaction, resulting in a state which is more ordered than the thermal equilibrium state. We find distinct control regimes for different signs of laser detuning and examine the transition from an unpolarized, narrowed state to a polarized state possessing a bistability. The narrowing of the state yields slower electron spin dephasing and self-improving CPT. Our analysis is relevant for a variety of solid state systems where hyperfine-induced dephasing is a limitation for using electron spin coherence.

A localized electron spin coupled to nuclear spins in a solid allows for studying the dynamics of mesoscopic spin ensembles. It forms a realization of the Gaudin (central spin) model [1] with the number of spins ranging from $10^{-10}$-10$^6$. From an application perspective the isolated dynamics of the electron spin is interesting as it can be used for quantum information processing. In thermal equilibrium the nuclear spins act as a source of dephasing for the electron spin. Optical orientation of the electron spin can be used to prepare out-of-equilibrium nuclear spin states via dynamic nuclear polarization (DNP) [2-4]. In turn, polarized nuclear spins induce an energy shift for the electron spin states, which can be described as an effective magnetic (Overhauser) field. DNP can also reduce thermal fluctuations in the nuclear spin polarization, which increases the electron spin dephasing time. This can be done either by creating a large nuclear spin polarization or by squeezing the polarization into a narrowed distribution [5]. Significant achievements have been made for both cases via electron transport, electron spin resonance, and optical preparation techniques [4,15]. We present here how optical coherent population trapping (CPT) of localized semiconductor electrons stabilizes the surrounding nuclear spin bath in a state which is more ordered than the thermal equilibrium state.

CPT is the phenomenon where two-laser driving from the electron spin states to a common optically excited state displays –on exact two-photon resonance– a suppression of optical excitation due to destructive quantum interference in the dynamics [16], and is a key effect in quantum information processing [17]. Its sharp spectral feature allows for highly selective control over absorption and spontaneous emission of light. With atoms this has been applied in selective Doppler and sideband cooling [18,20]. Similarly, in semiconductors the CPT resonance can selectively address localized electrons that experience a particular Overhauser field [21,22]. This can lead to trapping of the combined electron-nuclear spin system in a dark state which was demonstrated as a measurement-based technique for reducing uncertainty of the nuclear spin state around a nitrogen vacancy center [12].

The CPT-based control scheme we propose relies on an autonomous feedback loop, existing for detuned lasers only, and does not require measurement or adaptation of control lasers [21]. Earlier work found such a feedback loop in an effective two-level description of a driven three-level A system [23]. We use a full description of the A system dynamics and uncover different control regimes for different signs of the detuning and examine the transition from an unpolarized, narrowed state for blue-detuned lasers to a polarized state possessing a bistability for red-detuned lasers. With a stochastic approach that was previously used in the context of electron spin resonance experiments [8,24] we analyze the evolution of thermalized nuclear spins to a state of reduced entropy. We also contrast our method with earlier work on quantum dots that relied on DNP from hyperfine interaction for the hole in the optically excited state [9,25]. Our analysis assumes DNP that is driven by hyperfine contact interaction for the ground state electron [26] and this gives different features, easily distinguishable in experiment. Our method thus expands the established CPT technique for coherent electron spin preparation and manipulation [27] to one that can also improve the electron spin dephasing time by nuclear spin preparation. The prerequisites are a high nuclear spin temperature and a non-zero electron spin temperature (ensuring bidirectional DNP). In example calculations we use parameters that approach (in order of magnitude) the values that apply to localized electrons in GaAs [4].

Figure 1(a) presents the electronic part of our model: a $\Lambda$ system with spin states $|1\rangle$ and $|2\rangle$ that each have an optical transition to state $|3\rangle$. Nuclear spin polarization gives an Overhauser shift $-(+1)\hbar\delta$ of the state $|1\rangle$ ($|2\rangle$), and we assume the Overhauser shift of $|3\rangle$ to be negligible. The values of energy differences $\hbar\omega_{13}$ and $\hbar\omega_{23}$, and Zeeman splitting $\hbar\omega_2$ between these states are defined for $\delta = 0$. Two laser fields with frequencies $\omega_1$ and $\omega_2$ (and Rabi frequencies $\Omega_1$ and $\Omega_2$) selectively drive the two transitions. The decay and decoherence rates of the system are the spin flip rate $\Gamma_s$, excited state decay rate $\Gamma_3$, spin decoherence rate $\gamma_s$ and excited state decoherence rate $\gamma_3$. We take all decay rates symmetric for the two electron spin states (for $\Gamma_s$ this implies...
temperature $k_B T >> \hbar \omega_z$), to avoid needless complication of the discussion, but our conclusions remain valid for the non-symmetric case. For modeling the CPT effects we directly follow Ref. [17]. The Appendix specifies this in our notation. For this system, CPT occurs for driving at two-photon resonance (TPR, i.e., for $\delta = 0$, $\omega_1 = \omega_2 + \omega_z$). In the conventional picture CPT is presented as a reduced absorption when $\omega_1$ is scanned across the resonance while $\omega_2$ is fixed near resonance at single-laser detuning $\Delta$. At the TPR point, the system gets trapped in a dark state that equals (for ideal spin coherence) $|\Psi\rangle \propto \Omega_2 |1\rangle - \Omega_1 |2\rangle$. Figure 1(b) presents this for different $\Delta$ in terms of the system’s steady-state density-matrix element $\rho_{13}$.

For our DNP analysis, however, we study CPT as a function of $\delta$ while the two lasers are tuned to exact TPR for $\delta = 0$. This is the electron’s point of view on how a finite Overhauser shift breaks the ideal CPT condition, and the dependence on $\delta$ reflects the sharp spectral CPT feature. Figure 1(c) presents how this works out for the electron spin polarization, $(\rho_{22} - \rho_{11})/2$ in terms of the steady-state density matrix. The effect of a non-zero Overhauser shift is to break the TPR setting of the lasers. For $\Delta = 0$ this has no effect on the spin population since $\delta$ drives both lasers away from resonance by an equal amount. For finite $\Delta$, however, the Overhauser shift leads to uneven detunings from the excited state, resulting in the electron spin population changing rapidly as a function of $\delta$ near TPR. Moreover, the electron spin population acquires a sign change as the sign of $\Delta$ is reversed. How this electron spin polarization as a function of $\delta$ drives DNP (which in turn will influence $\delta$) is the core of our further analysis. To this end, we consider the $\Lambda$-system to be embedded in the crystal lattice where it couples to nuclear spins within the electron wave function. We study the combined dynamics of the driven $\Lambda$ system and its surrounding nuclear spin bath, and also take into account that this nuclear spin bath in turn couples to other nuclear spins of the crystal that are not in contact with the electron, leading to leakage of nuclear spin polarization by spin diffusion (Fig. 2(a)).

We first introduce relevant aspects of this hyperfine interaction. We concentrate on the common scenario where an external magnetic field is applied along $\hat{z}$. This suppresses non-secular (not energy conserving) terms in the nuclear spin dipole-dipole interaction and we can approximate the nuclear spins to be frozen on the timescale of electron spin dynamics [26] [28] [29]. The hyperfine Hamiltonian has electron-nuclear flip-flop terms that describe the transfer of spin angular momentum along $\hat{z}$ between the two systems (the Appendix provides a summary in our notation). For a single nuclear spin coupled to an electron, treated perturbatively, this results in the relaxation equation [26]

$$\langle \dot{I}_z \rangle = -\Gamma_h \left( \langle I_z \rangle - \langle I_z \rangle - \frac{I^2 + I}{S^2 + S} \left[ \langle S_z \rangle - \langle S_z \rangle \right] \right).$$

Here $I$ and $I_z$ are the nuclear spin quantum number and spin component along $\hat{z}$, and similarly for electron spin $S$. The overbar indicates that the expectation value is taken at thermal equilibrium. The effective hyperfine relaxation rate $\Gamma_h$ is proportional to $\tau_c/(1 + \omega_e^2 \tau_e^2)$, which reflects how the electron spin correlation time $\tau_c$ determines the spectral density of the fluctuating hyperfine coupling [24]. The quenching of optical excitation due to CPT near $\delta = 0$ has an influence on $\Gamma_h$. In our model we take this into account by modulating the equilibrium hyperfine interaction rate $\Gamma_h$ with the optical excitation rate obtained from the driven $\Lambda$-system dynamics of Fig. 1 (see Appendix). Equation (1) shows that $\langle I_z \rangle$ can be controlled by bringing the electron spin out of thermal equilibrium. By summing Eq. (1) over all nuclei we can express the rate of change of $\delta$ as a function of $\delta$, forming a closed-loop system, which includes the dependence on
the out-of-equilibrium electron spin polarization,

\[ \dot{\delta} = -\Gamma_h [\delta - K \langle S_z \rangle] - \Gamma_d \delta, \]

where \( K \) is a constant determined by the strength of the hyperfine coupling (see Appendix) and we used again the high temperature approximation \( \langle S_z^2 \rangle = \langle \delta \rangle = 0 \). The last term of Eq. (2) incorporates the loss of nuclear spin polarization by diffusion to the environment at a rate \( \Gamma_d \) which we assume constant.

The polarization of the nuclear spin system is governed by the control dynamics of Eq. (2). The dependence of this control on driving CPT for the electron is shown in Fig. 2(b). Stable points are identified by \( \dot{\delta} = 0 \) and \( \partial \dot{\delta} / \partial \delta < 0 \). The dashed line represents the system driven by two lasers with \( \delta = 0 \), and has strong similarity with thermal equilibrium (no laser driving) since away from CPT there is no response of the electron spin polarization. The position of the stable point is at \( \langle \delta \rangle \), which we assumed zero. When the lasers are tuned to TPR for \( \delta = 0 \) while having a finite detuning \( \Delta \), two qualitatively different control regimes emerge. For the red-detuned case \( \Delta = -1 \) there are two stable points at \( \delta \approx \pm 0.5 \), and the nuclear spin system will thus display a bistability. For the blue-detuned case \( \Delta = +1 \), however, there is again one stable point at \( \delta = 0 \). The transition between these two control regimes is shown in Fig. 2(c) where the thick black lines represent the stable point(s) for a range of detunings \( \Delta \). Even though the blue-detuned case displays the same stable point as the equilibrium case there is an enhanced response towards \( \delta = 0 \) for a region around this point. The effect of this gain becomes apparent when we study the stochastics of the nuclear spin polarization. Notably, the small plateaux in the traces of Fig. 2(b) at \( \delta = 0 \) are due to the CPT suppression of \( \Gamma_h \).

The stochastics of the nuclear spin polarization gives rise to the electron spin dephasing time that is observed in measurements, whether on an ensemble of \( \Lambda \) systems or by repeated measurements on a single system. In such cases each system experiences a different Overhauser shift, sampled from a probability distribution \( P(\delta) \), and this directly translates into a distribution for the electron precession frequencies. This can be used to calculate the dephasing time \( T^2_e \), indicating when information on the electron spin state has decayed to 1/e of its initial value (see Appendix). The evolution of \( P(\delta) \) under the control dynamics of Eq. (2) can be described by a Fokker-Planck equation (21 31) in the continuum limit where the number of nuclear spins \( N \gg 1 \),

\[ \dot{P} = 2 \frac{\partial}{\partial \delta} \left(-\delta P + \frac{\delta_{\text{max}}^2}{N} \frac{\partial^2}{\partial \delta^2} [\Gamma_d + \Gamma_h] P \right). \] (3)

Here \( N \) is the number of system nuclear spins and \( \delta_{\text{max}} \) is the Overhauser shift for complete nuclear spin polarization (for simplicity, we describe the dynamics in the approximation where \( N \) spins with \( I=\frac{1}{2} \) couple to the electron with equal strength \( \delta \)). Without laser driving Eq. (2) gives \( \dot{\delta} = -(\Gamma_d + \Gamma_h) \delta \) and the steady state solution to Eq. (3) is a Gaussian with standard deviation \( \sigma_{\delta} = \delta_{\text{max}} / \sqrt{N} \), as expected in thermal equilibrium. With laser driving the control gain becomes nonlinear, as in Fig. 2(b), and we evaluate the steady-state solution \( P_{ss}(\delta) \) numerically (see Appendix). With Eq. (3) we can study the evolution of the initial thermalized distribution \( P(\delta) \) while laser control is imposed via Eq. (2).

The initial distribution depends on \( N \) and \( \delta_{\text{max}} \). For our example calculations we take \( N = 10^5 \), \( \delta_{\text{max}} = 16.3 \) and \( K = 10 \delta_{\text{max}} / 3 \) (see Appendix), representing the donor-bound electron in GaAs (30) which has \( \Gamma_3 \approx 1 \text{ GHz} \).

The evolution of \( P(\delta) \) corresponding to the response functions from Fig. 2(b) is depicted in Figs. 3(a,b). For the blue-detuned case \( P(\delta) \) gets narrowed and focuses around the stable point \( \delta = 0 \), while for the red-detuned case \( P(\delta) \) splits apart and in the steady state it is divided between two stable points. During evolution the rate of change of \( P(\delta) \) is at first lagging at \( \delta = 0 \), causing the
central dip in the gray lines of Fig. 3(a) and the central peak in Fig. 3(b). This is due to the suppressed hyperfine relaxation rate $\Gamma_h$ at CPT resonance. At long time scales this effect smooths out.

A thermodynamic interpretation of this narrowing effect is that when the driven $\Lambda$ system is detuned from TPR, optical excitation converts low entropy laser light to higher entropy fluorescence light, resulting in an entropy flux away from the electron system. In turn, the electron acts as a controller on the nuclear spins, removing entropy from the spin bath and providing increased state information of the nuclear spins. Because the slow dynamics of the nuclei this effect is sustained after laser control is turned off, giving an enhanced dephasing time for subsequent electron spin manipulation. The evolution of $T_2^\ast$ calculated from $P(\delta)$ as in Fig. 3(a) is presented in Fig. 3(c), where the evolution time is expressed in units of the nuclear spin diffusion time $\tau_n = 1/\Gamma_d$ (on the order of seconds to minutes). The nuclear spin bath attains a stable state with an increase in $T_2^\ast$ of a factor of $\approx 3.7 \times 0.2 \tau_n$. While this increase is moderate for the GaAs parameters used, it can be much more significant for systems with weaker nuclear spin diffussion (which can also be the case for GaAs when this is suppressed due to a Knight shift [22]). Notably, the resulting $P_{ss}(\delta)$ does not change with variation of $\Gamma_h$ and $\Gamma_d$ provided their ratio remains fixed. For the system nuclear spins this represents the ratio of coupling strength to the controller (electron spin) and the environment (Fig. 2(a)).

Figure 4 presents how the narrowing mechanism performs for different laser powers. At high power (Fig. 4a,c), $\Omega_1 = \Omega_2 = \Omega = 2$) the power broadening of the CPT resonance quenches the hyperfine rate $\Gamma_h$ over a wide range around $\delta = 0$. This results in a weak response and the narrowing is only effective at the tails of the initial $P(\delta)$. At lower power (Fig. 4b,d), $\Omega = 0.1$) there is a strong response around $\delta = 0$, indicating strong narrowing. However, this does not extend far enough to include the tails of the initial $P(\delta)$. The $T_2^\ast$ improvement factor in both cases is minor, only 1.38 and 1.63 respectively. Optima are found at moderate laser powers. Figure 4c) depicts the optima values as a function of $\Gamma_h/\Gamma_d$ where dots are calculated values. The inset shows how such an optimum is found from a map of $T_2^\ast / T_2$ for a range of laser powers and detunings for $\Gamma_h/\Gamma_d = 0.01$ (open circle in main figure). We find a square root dependence for the optima, i.e. $T_2^\ast / T_2 \propto (1/(1 + \Gamma_d/\Gamma_h))^{1/2}$. This reflects that at the optimum the response can be approximated as linear ($\delta \propto \delta$) over the width of the final distribution $P_{ss}(\delta)$, which is then approximately Gaussian.

In Ref. [9] a similar narrowing effect has been described and demonstrated for a quantum dot. The authors attribute it to the non-collinear hyperfine coupling for the hole spin in the optically excited state, while our result is based on electron-nuclear spin coupling. For paramagnetic defects, in general, either type of hyperfine coupling may dominate. To distinguish the two in experiment we point out two characteristics that are different and readily measurable. Firstly, the transition from narrowing to a regime of bistability with changing sign of the detuning only occurs for our model. Secondly, the narrowing in Ref. [9] improves with increasing power while for our model there is a particular laser power that gives the optimal narrowing (Fig. 4c).

In conclusion we have presented a method that integrates CPT control of an electron spin with stabilizing control over the nuclear spin polarization around the electron. The time evolution of the open system contains an autonomous feedback loop, which stabilizes the nuclear spin bath in a more ordered configuration without requiring adaptation of the control fields. The effects we have discussed are readily measurable since the transmission of the laser beams tuned central on a narrow CPT line increases when the electron spin dephasing time increases. Hence, the narrowing of the nuclear spin polarization distribution directly translates to enhanced laser transmission over time (or equivalently, in a reduced signal when detecting fluorescence). Our method should be applicable to a wide range of spin defects in solid state.
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FIG. 4. Traces of driving rate $\dot{\delta}$ as a function of $\delta$ (black lines in panels a,b) and their respective effect on the nuclear spin distributions (c,d), for Rabi frequencies $\Omega = 2$ (a,c) and $\Omega = 0.1$ (b,d). In (a,b) the dashed line is $\Gamma_0 \delta$, representing the nuclear spin flip rate due to spin diffusion. In (c,d) the dashed line is the same (note different scale) nuclear spin probability distribution function at thermal equilibrium for $N = 10^5$ and $\Gamma_h/\Gamma_d = 0.01$. The black line is the steady-state distribution under laser driving at detuning $\Delta = +1$ and Rabi frequencies $\Omega = 2$ (c) and $\Omega = 0.1$ (d). The gray area in (b,d) highlights the narrowing range. For low laser powers the driving curve (b) shows a steep response at $\delta = 0$ that acts as a strong force towards 0 for $\delta$ values around this point, and causes strong narrowing. The range over which narrowing takes place, however, is too small to cover the initial distribution. (e) Optimal $T^*_2$ improvement as a function of $\Gamma_h/\Gamma_d$. The simulated values (dots) reveal the dependence $(\alpha/(1 + \Gamma_d/\Gamma_h))^{1/2}$, where $\alpha = 73$ fits to this particular simulation (black line). Inset: Improvement factor in $T^*_2$ for a range of detunings and laser powers at $\Gamma_h/\Gamma_d = 0.01$. The white dot marks the optimum where $T^*_2/T^*_2 = 6.75$.
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APPENDIX

Lindblad master equation for the driven three-level system

We present here more extensively our notation and approach for modeling the CPT physics in a driven three-level system. We directly follow Ref. [17]. The dynamics of the Λ system in Fig. 1(a) is governed by the Hamiltonian (in the rotating frame)

\[ H_\Lambda = -\frac{\hbar}{2} \begin{pmatrix} 0 & 0 & \Omega_1^+ \\ 0 & -8\delta & \Omega_2^+ \\ \Omega_1 & \Omega_2 & 2(\Delta - 2\delta) \end{pmatrix} \]  

(4)

The equation of motion for the density matrix ρΛ that describes this electronic system as an open system with relaxation and decoherence is

\[ \dot{\rho}_\Lambda = -\frac{i}{\hbar} [H_\Lambda, \rho_\Lambda] + \sum_{i,j} \left( L_{ij} \rho_\Lambda L_{ij}^\dagger - \frac{1}{2} \left( L_{ij}^\dagger L_{ij}, \rho_\Lambda \right) \right) \]  

(5)

(in our main text, elements ρij are density matrix elements of ρΛ). Here, the Lindblad operators are defined by

\[ L_{ij} = \alpha_{ij} |i\rangle \langle j|, \]  

(6a)

\[ \alpha = \frac{1}{2} \begin{pmatrix} \gamma_s & 2\Gamma_3 & 2\Gamma_3 \\ 2\Gamma_3 & \gamma_s & 2\Gamma_3 \\ 0 & 0 & \gamma_3 \end{pmatrix} \]  

(6b)

The matrix α contains all decay and decoherence rates of the system: spin flip rate Γs, excited state decay rate Γ3, spin decoherence rate γs and excited state decoherence rate γ3.

Fermi contact hyperfine interaction

We consider the case where the hyperfine interaction between the Λ system and the nuclear spin is dominated by the Fermi contact interaction for the ground state electron. This interaction is described by the Hamiltonian

\[ H_f = \frac{4}{3} \mu_0 \mu_B \sum_i A_i I_i \cdot S, \]  

(7)

where \( A_i = h\gamma_i |\psi_e(r_i)|^2 \). The gyromagnetic factor, \( \gamma_i \), and the electron wave function at the position of a nucleus, \( \psi_e(r_i) \), characterize the interaction strength with the \( i \)th nuclear spin. The spin operators are defined to have eigenvalues \( m_J = -J, \ldots, J \) for any spin quantum number \( J \). This interaction term may be viewed in the form of a Zeeman interaction, \( H = -\mu \cdot B_n \), with \( \mu = -g\mu_BS \) the electron spin magnetic moment. The effective magnetic field due to the nuclei acting on the electron is then

\[ B_n = \frac{4}{3g}\mu_0 \sum_i A_i I_i. \]  

(8)

In an external magnetic field it is convenient to expand the \( I \cdot S \) product using ladder operators. The total Hamiltonian becomes

\[ H = H_z + H_f, \]  

(9a)

\[ H_z = h\omega_z S_z + \sum_i h\omega_i I_i, \]  

(9b)

\[ H_f = \frac{2}{3} \mu_0 \mu_B \sum_i A_i (2I_i S_z + I_i S_+ + I_i S_-). \]  

(9c)

Equation (9b) represents the Zeeman energy of the electron spin and the nuclear spins in an external magnetic field applied along \( B \). The first term within the summation in Eq. (9c) adds to the external field an effective magnetic (Overhauser) field \( B_{n,z} \). To calculate its expectation value \( \langle B_{n,z} \rangle = \text{Tr}(B_n z \rho_n) \), where \( \rho_n \) is the reduced density matrix comprising the nuclear spin state, it is in principle required to know the interaction strengths for all nuclei. In the case of GaAs this is well studied and \( \langle B_{n,z} \rangle \approx 3.53 \text{T} \) [29], and the maximum field is \( B_{\text{max}} = 5.30 \text{T} \). The Overhauser field \( B_{n,z} \) translates to the Overhauser shift \( \delta \) used in the main text according to \( \delta = \frac{1}{2} g\mu_B B_{n,z}/\hbar \). This yields \( \delta_{\text{max}} = 16.3 \text{GHz} \). To describe DNP we use a so-called box model [4] where the electron couples equally to a number of \( N \) nuclear spins. This amounts to the change \( \sum_i A_i \rightarrow A \sum_{i=1}^N A \) the average interaction strength per nucleus. In our calculations we approximate GaAs by choosing \( N = 10^5 \).

The constant \( K \) in Eq. (2) is

\[ K = \frac{4\mu_0 \mu_B}{3\hbar} \sum_i A_i \frac{I_i^2 + I_i}{S^2 + S}. \]  

(10)

For GaAs, \( I_i = 3/2 \) for all nuclei. So \( K = 10\delta_{\text{max}}/3 = 54.3 \text{GHz} \).

Hyperfine relaxation rate

The cross relaxation between the electron spin and the nuclear spins is facilitated by a modulation of the hyperfine coupling due to random jumps in the electron spin state. These jumps occur on average after a correlation time \( \tau_c \). The relaxation rate is then the product of the average hyperfine coupling, the fraction of time the electron is present (\( f_e \)) and the spectral density of the electron spin fluctuations [4, 26],

\[ \Gamma_h = \left( \frac{A}{N\hbar} \right)^2 2f_e \frac{\tau_c}{1 + (\omega_z + \delta)^2\tau_c^2}. \]  

(11)
The relaxation process of the $\hat{z}$ projection of the nuclear spin is allowed due to jumps in the perpendicular component of $\mathbf{S}$. For the undriven electron spin $T_2$ equals $T_2 = 1/\gamma_s$, i.e., the intrinsic decoherence time of the electron spin. Under conditions of laser driving $T_c$ is reduced when the laser driving leads to repeated excitation and spontaneous emission. The sharp variation of absorption around CPT has to be taken into account in our model.

To deal with this we assume that we operate under conditions where $\omega_z \gg \delta$ and $\omega_z \gg 1/\tau_c$ so that the spectral density is approximately proportional to the inverse correlation time

$$\frac{\tau_c}{1 + (\omega_z + \delta)^2 \tau_c^2} \approx \frac{1}{\omega_z^2 \tau_c}.$$  \hspace{1cm} (12)

In addition, we take the inverse correlation time to be enhanced by the amount of optical transitions that disturb the electron spin state, which we can obtain from the $\Lambda$ system model, i.e., $1/\tau_c = (\rho_{11} + \rho_{22})\gamma_s + \rho_{33}\Gamma_c$.

In our simulations we specify a value for $\tilde{\Gamma}_h \Gamma_d$ (this value is reported in the captions of Figs. 2–4) where $\tilde{\Gamma}_h$ is the hyperfine relaxation rate of the equilibrium system (no laser driving). This provides the basis for the effective value of $\Gamma_h$, for which we can calculate its dependence on $\delta$ through $T_c$. How this dependence controls a modulation of the effective value for $\Gamma_h/\tilde{\Gamma}_h \Gamma_d$ near CPT conditions is presented in Fig. 3 for a specific set of optical driving parameters (see caption).

**Steady state solution to the Fokker-Planck equation**

A steady state ($\dot{P} = 0$) solution to Eq. 3 is

$$P_{ss}(\delta) = \eta \exp \left( -\int_0^\delta f_1(x)/f_2(x) \, dx \right),$$

where

$$f_1(x) = -\lambda (x) + \delta_{\text{max}}^2 \frac{\partial}{\partial x} (\Gamma_d + \Gamma_h(x))/N,$$

$$f_2(x) = \delta_{\text{max}}^2 (\Gamma_d + \Gamma_h(x))/N$$

and $\eta$ is a number that is fixed by the normalization condition $\int P(\delta) \, d\delta = 1$. A special solution arises in the case when $f_1(x) = ax$ and $f_2(x) = b$ with $a,b$ constant. Then the steady state distribution is Gaussian with standard deviation $\sigma = (b/a)^{1/2}$.

**Electron-spin dephasing from hyperfine interaction with a nuclear spin bath**

Because of the slow dynamics of the nuclear spins compared to the electron spin, each measurement on the electron spin is subject to an Overhauser field $B_{n,z}$ sampled from a distribution. For example, at thermal equilibrium at the high temperatures that we consider (for nuclear spins), this is a Gaussian distribution with mean $\langle B_{n,z} \rangle = 0$ and standard deviation $\sigma_B$. For a measurement on an ensemble of electron spins (or many separate single spin measurements), one will observe inhomogeneous dephasing as a function of time $t$. This can be parameterized with a function $C(t)$ that evolves from no dephasing to complete dephasing on a scale from 1 to 0:

$$C(t) = \left| \int_{-\infty}^{+\infty} P(B) \exp \left( -i g \mu B T \frac{B}{\hbar} \right) \, dB \right|.$$  \hspace{1cm} (13)

Here $P(B)$ is the probability distribution for the total field $B = B_{\text{ext}} + B_{n,z}$ (where $B_{\text{ext}}$ is the externally applied magnetic field), taken over an ensemble of electrons. This expression captures the gradual loss of information about $S_x$ and $S_y$ as a function of time. For the Gaussian distribution at thermal equilibrium

$$\mathcal{P}(B) = \frac{1}{\sqrt{2\pi \sigma_B^2}} \exp \left( -\frac{B^2}{2\sigma_B^2} \right).$$  \hspace{1cm} (14)

The dephasing time scale $T_2^*$ is defined as the time where Eq. 13 reduces to $1/e$. For the Gaussian distribution $\mathcal{P}(B)$, Eq. 13 yields $C(t)$ in the form $\exp \left[ -(t/T_2^*)^2 \right]$ with the inhomogeneous dephasing time

$$T_2^* = \frac{\sqrt{2\hbar}}{|g| \mu B \sigma_B}.$$  \hspace{1cm} (15)

The steady state distributions obtained from the feedback model with nonlinear response are not Gaussian, for those no simple expression for $T_2^*$ is available. We define $T_2^*$ as the time at which $C(t)$ has dropped to $1/e$ of its initial value, which is obtained by numerical evaluation of Eq. 13. Further, it is straightforward to calculate with this definition a value for $T_2^*$ for any of the distributions $P(\delta)$ that is presented in the main text (using $\delta = \frac{1}{2} g \mu_B B_{n,z}/\hbar$).