Adaptive Strategies Based on Differential Evolutionary Algorithm for Many-Objective Optimization
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The decomposition-based algorithm, for example, multiobjective evolutionary algorithm based on decomposition (MOEA/D), has been proved effective and useful in a variety of multiobjective optimization problems (MOPs). On the basis of MOEA/D, the MOEA/D-DE replaces the simulated binary crossover (SBX) operator with differential evolution (DE) operator, which is used to enhance the diversity of the solutions more effectively. However, the amplification factor and the crossover probability are fixed in MOEA/D-DE, which would lead to a low convergence rate and be more likely to fall into local optimum. To overcome such a prematurity problem, this paper proposes three different adaptive operators in DE with crossover probability and amplification factors to adjust the parameter settings adaptively. We incorporate these three adaptive operators in MOEA/D-DE and MOEA/D-PaS to solve MOPs and many-objective optimization problems (MaOPs), respectively. This paper also designs a sensitive experiment for the changeable parameter $\eta$ in the proposed adaptive operators to explore how $\eta$ would affect the convergence of the proposed algorithms. These adaptive algorithms are tested on many benchmark problems, including ZDT, DTLZ, WFG, and MaF test suites. The experimental results illustrate that the three proposed adaptive algorithms have better performance on most benchmark problems.

1. Introduction

In fields like industrial production and scientific research, the solutions for many practical problems are considered as a type of multiobjective optimization according to many researches. And there are many challenges in MOPs, which means that there is still room for improvement. An MOP, which is the main objective in this paper, is illustrated as follows:

$$\begin{align*}
\min & \quad F(x) = (f_1(x), \ldots, f_m(x)), \\
\text{subject to} & \quad x \in \Omega,
\end{align*}$$

where $(x_1, \ldots, x_n)$ is a decision vector from the search space $\Omega$ ($n$ is the number of decision variables) and $f_1(x), \ldots, f_m(x)$ are $m$ objective functions. As these objectives conflict with one another, the algorithm will generate no single optimal solution, which is the output of single-objective optimization, but a group of solutions under the restriction of the balance of the $m$ objective functions $f_1(x), \ldots, f_m(x)$, which means that any amelioration in one objective will impair at least one other objective. Such one group of solutions is Pareto optimal solutions (PS). The image of PS in the objective space is defined as the Pareto optimal front (PF). Decision-makers can select the probable solutions from a set of PF [1].

The effectiveness of solving MOPs by multiobjective evolutionary algorithms (MOEAs) has been demonstrated. These MOEAs can be classified into three categories by various selection ways [2]: (1) decomposition-based algorithms, for example, multiobjective evolutionary algorithms based decomposition (MOEA/D) [3] and multiple single-objective Pareto sampling (MSOPS) [4]; (2) Pareto-dominance-based algorithms, for example, the nondominated sorting genetic algorithm (NSGA-II) [5], multiobjective genetic algorithm (MOGA) [6], strength Pareto evolutionary algorithm (SPEA) [7], SPEA2 [8], niched Pareto genetic algorithm (NPGA) [9], the Pareto envelope-based selection...
algorithm for multiobjective optimization (PESA) [10], and PESA-II [11]; (3) performance indicator-based algorithms, for example, approximated hypervolume-based evolutionary algorithm (HypE) [12] and indicator-based evolutionary algorithm (IBEA) [13]. Decomposition-based MOEAs are becoming one of the most popular algorithms during these years. It is an essential way to combine decomposition with scalarization in conventional multiobjective optimization. MOEA/D, a representative decomposition-based algorithm, uses a scalarizing approach to divide an MOP into many subproblems with different weights. It also uses the coefficient method based on population search to solve these subproblems [14]. Li and Zhang [15] designed a DE operator in MOEA/D-DE to solve variant MOPs. Baatar et al. [16] designed an adaptive parameter in A-NRDE to solve MOPs. In MOEA/D-DD [26] combines dominance and decomposition-based strategies to solve MaOPs. MOEA/D-CRU used the chain-reaction solution update strategy to improve the diversity of the solutions. In MOEA/D-PaS [27], a Pareto adaptive scalarizing method was proposed to approximate the optimal value. In MOEA/D-LWS [14], a weighted sum method was applied in a local manner. The second class is the Pareto-based algorithms. Reference [28] proposed an ensemble fitness ranking method to balance the convergence and diversity in solving MaOPs. In [29], a shift-based density estimation method in SPEA2-SDE was proposed to reduce the loss of selection pressure. SPEA/R used a reference direction-based density estimator to solve MOPs and MaOPs. The third category involves indicator-based algorithms. In [30–32], several methods have been proposed to calculate HV in a more efficient way. Regarding the MaOPs with a variety of objectives, other performance targets, R2 [33, 34], Two_Arch2 [35], and SRA [36], were proposed. In recent years, there have been many new algorithms proposed to solve MaOPs. Liang [37] proposed a two-round selection strategy to generate good solutions between population diversity and convergence. Ma et al. [38] designed an adaptive localized decision variable analysis approach to solve MaOPs. A bottleneck objective learning strategy was proposed by Liu et al. to balance the diversity and convergence [39]. Zhang et al. proposed a DECAL algorithm to increase the diversity of the population for solving unconstrained MaOPs [40]. Ma et al. [41] proposed an adaptive reference vector reinforcement learning approach to decomposition-based algorithms for industrial copper burdening optimization. An orthogonal learning framework was proposed by Ma et al. [42] to improve the learning mechanism of brain storm optimization for solving complex problems.

In this study, we design three strategies, the linear variation, power function transformation, and the exponential transformation methods, to adjust the crossover probability and amplification factor in DE adaptively, and we incorporate these three adaptive operators in MOEA/D to solve MOPs and MOEA/D-PaS to solve MaOPs. We run these algorithms on ZDT, DTLZ, WFG, and MaF test functions. The experimental results illustrate that these proposed methods have advantages on most of the test functions.

There is the organization of this paper: we expound some basic knowledge in Section 2 and elaborate on three adaptive algorithms in Section 3. Experimental research and results analysis are detailed in Section 4. The conclusions of this paper and some future works are presented in Section 5.

2. Background

2.1. Basic Definitions. There are some basic definitions in multiobjective problems described as follows.

Definition 1. If \( y \) is Pareto dominated by \( x \), then denoted as \( x \prec y \), if and only if \( \forall i \in [1, 2, \ldots, m], f_i(x) \leq f_i(y) \) and \( f_j(x) < f_j(y) \), there is at least one index \( j \in [1, 2, \ldots, m] \).

Definition 2. A solution \( x^* \in \Omega \) is Pareto optimal if and only if \( \not\exists x \in \Omega \) such that \( x \prec x^* \).

Definition 3. The Pareto set (PS) is described as the set of all Pareto optimal solutions. The set of all Pareto optimal vectors, \( PF = \{ F(x) \in R^m | x \in PS \} \), is called PF.

2.2. MOEA/D. An MOP can be divided into many subproblems in the form of single-objective optimization by MOEA/D. Every subproblem is optimized by different weighted aggregation [43]. The neighborhood of each subproblem is dependent on several weighted vectors which are close to the subproblem in distance. MOEA/D adopts a group of \( N \) uniformly distributed weight vectors, where \( N \) represents the number of subproblems. With the information of the neighborhood, every subproblem is optimized at the same time. There are many different editions of MOEA/
Our algorithms are based upon MOEA/D-DE, which is an enhanced edition of MOEA/D. We adopt the Tchebycheff method to aggregate the function:

$$\min g(x|\lambda, z^*) = \max_{i=1}^{m} \left\{ \lambda_i [f_i(x) - z_i^*] \right\},$$  \hspace{1cm} (2)

where $z^*$ represents the ideal point which is the point with minimum value in the $i$th objective. More details can be found in [3, 15].

2.3. Differential Evolutionary Algorithms. Kenneth Price and Rainer Storn proposed a variety of variation forms of differential evolution (DE) algorithms [44, 45]. We describe the different DE algorithms as a form of DE/X/Y/Z.

$X$ represents the selection of the basis vector (the individual vector to be mutated) in the mutation operation, “rand” represents an individual that is chosen at random from the race, and “best” represents the individual that has the best performance. $Y$ represents the number of different vectors. $Z$ stands for crossover, and the binomial experiment described as “bino” is usually used for crossover operation. There are some frequently used algorithms described as follows:

$$\begin{align*}
\text{DE/rand} & : v_i = x_{r_1} + F \times (x_{r_2} - x_{r_3}), \\
\text{DE/best} & : v_i = x_{\text{best}} + F \times (x_{r_2} - x_{r_3}), \\
\text{DE/rand} & : v_i = x_{r_1} + F \times (x_{r_2} - x_{r_3}) + F \times (x_{r_4} - x_{r_5}), \\
\text{DE/best} & : v_i = x_{\text{best}} + F \times (x_{r_2} - x_{r_3}) + F \times (x_{r_4} - x_{r_5}),
\end{align*}$$

where $r_1, r_2, r_3, r_4$, and $r_5$ are randomly selected distinct integers from the set $\{1, 2, \ldots, N\}$ and $r_{\text{best}}$ is the individual that has the best performance. $F$ is an amplification factor, which expands the different vector.

2.4. DE in MOEA/D. Li and Zhang [15] replaced SBX [46] operator in MOEA/D with the DE/rand/1/bin operator and proposed MOEA/D-DE. The algorithm adopts three randomly selected individuals, $r_1, r_2$, and $r_3$, to generate the new solution from the neighborhood $P$:

$$y_k = \begin{cases} 
  x_{r_1}^i + F \times (x_{r_2}^i - x_{r_3}^i), & \text{rand} < \text{CR}, \\
  x_{r_3}^i, & \text{rand} > \text{CR},
\end{cases}$$

where CR is the parameter that controls the rate of crossover, $F$ represents the amplification factor, and rand represents a random number whose numerical value is between 0 and 1.

The polynomial mutation in DE is described as follows:

$$y_k = \begin{cases} 
  y_k & \text{with probability } p_m, \\
  y_k + \delta_k \times (b_k - a_k) & \text{with probability } 1 - p_m, \\
  1 - (2 - 2 \times \text{rand})^{1/\omega} & \text{otherwise,}
\end{cases}$$

where the distribution index $\omega$ and the mutation probability $p_m$ are two parameters in the algorithm. $a_k$ represents the lower boundary and $b_k$ is the upper boundary.

2.5. MOEA/D-PaS. In the last few decades, many MOEAs have demonstrated their effectiveness in solving MOPs and MaOPs. Among these MOEAs, decomposition-based algorithms use evenly distributed vectors to keep the population diversity [37]. MOEA/D-PaS was proposed by Wang [27], using the Pareto adaptive scalarizing method to maximize the searchability of the algorithms and enhance the robustness to the PF.

In MOEA/D, a variety of decomposition scalarizing methods can be used to solve MOPs. A weighted scalarizing method can be described as follows:

$$g^{w,d}(x|\omega, p) = \left( \sum_{i=1}^{m} \lambda_i (f_i(x) - z_i^*)^p \right)^{1/p}, \quad p \geq 1.$$  \hspace{1cm} (6)

When $p = 1$, the above formula represents the weighted sum method, and when $p = \infty$, the formula is the Tchebycheff method [27]. The different values can affect the search speed in the objective space. The MOEA/D-PaS uses a set of $p$ values to select a suitable scalarizing method to find the optimal solutions. More details can be found in [27]. The framework of the adaptive scalarizing method is described as follows.

3. Proposed Algorithms

3.1. Adaptive Strategies. The contrast of other algorithms and MOEA/D-DE shows MOEA/D-DE lower time complexity and fast convergence speed [47]. However, there are weak points such as rough race dispersion and inefficient local search capability of the race in MOEA/D-DE. Besides, the amplification factor and the crossover probability are fixed in MOEA/D-DE, which would lead to a low convergence rate and be more likely to fall into local optimum. To overcome these shortcomings, we design three adaptive operators in MOEA/D-DE.

In DE, we encode the crossover probability (CR), and the amplification factor ($F$) evolved with the increase of iterations. The traditional differential evolutionary (DE) algorithm is to keep $F$ and CR fixed in value, which will converge slowly and be difficult to search for the global optimal solution as a result of premature convergence [47]. So, we design three adaptive operators to adjust the values of $F$ and CR dynamically.
The first method uses a linear variation named MOEA/D-DE-LAD:

\[ CR = CR_0 + \eta \times \left( \frac{\text{gen}}{\text{maxGen}} \right), \]
\[ F = F_0 - \eta \times \left( \frac{\text{gen}}{\text{maxGen}} \right). \]  

The second method uses power function transformation called MOEA/D-DE-PAD:

\[ CR = CR_0 + \eta \times \left( \frac{\text{gen}}{\text{maxGen}} \right)^2, \]
\[ F = F_0 - \eta \times \left( \frac{\text{gen}}{\text{maxGen}} \right)^2. \]  

The third method uses exponential transformation named MOEA/D-DE-EAD:

\[ CR = \eta^{(1 - \frac{\text{gen}}{\text{maxGen}})}, \]
\[ F = \eta^{(\frac{\text{gen}}{\text{maxGen}})}. \]  

Compared with the traditional DE, these three methods use different strategies to adjust the values of \( CR \) and \( F \) dynamically. The values of \( CR \) and \( F \) will change by the generations. \( \eta \) is an artificial parameter changed from 0.1 and 0.2 to 0.9 with step 0.1. We will discuss how the values of \( \eta \) would influence the three proposed algorithms in the following text. Algorithm 1 describes the situation that uses the LAD adaptive strategy to generate the new solution. While using the PAD strategy, we can replace lines 2 and 3 with \( CR = CR_0 + \eta \times \left( \frac{\text{gen}}{\text{maxGen}} \right)^2 \) and \( F = F_0 - \eta \times \left( \frac{\text{gen}}{\text{maxGen}} \right)^2 \). In the same case, when using the EAD strategy, we replace lines 2 and 3 with \( CR = \eta^{(1 - \frac{\text{gen}}{\text{maxGen}})} \) and \( F = \eta^{\left(\frac{\text{gen}}{\text{maxGen}}\right)} \).

The impressions of \( \eta \) on the proposed algorithms will be discussed in the following text in detail. When \( \eta = 0.5 \), the values of \( CR \) and \( F \) among the three strategies are described as follows.

As shown in Figure 1, the three methods use different strategies to adjust the values of \( CR \) and \( F \). The values of \( CR \) are increased by the generations. On the contrary, the values of \( F \) are decreased. When \( \eta = 0.5 \), the values of \( CR \) in MOEA/D-DE-LAD are always bigger than the other two methods, and the values of \( F \) in MOEA/D-DE-EAD are the minimum among three methods during the evolutionary.

### 3.2. Adaptive Strategies in MOEA/D

We use the different adaptive DE operators to generate the new solutions in MOEA/D. \( CR \) and \( F \) will change by the increase of generations so as to accelerate the pace of converging to the optimal solution. More details can be found from the following text.

### 3.3. Adaptive Strategies in MOEA/D-PaS

To enhance the performance of MOEA/D-PaS for MaOPs, we incorporated the adaptive DE methods proposed above into the MOEA/D-PaS and proposed MOEA/D-PaS-LAD denoted as PaS-LAD, MOEA/D-PaS-PAD denoted as PaS-PAD, and MOEA/D-PaS-EAD denoted as PaS-EAD. We use the adaptive DE operators in MOEA/D-PaS to generate the new solutions.

The framework of MOEA/D-PaS is based on MOEA/D, and in the initialization stage (line 1 in Algorithm 3), set the \( p \) value suite \( p = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, \infty\} \). And in every generation, update the \( p \) value using Algorithm 1 to select the suitable \( p \) value. The adaptive scalarizing method in MOEA/D-PaS can select the suitable \( p \) value to enhance searchability. The adaptive DE operators can generate better solutions according to the generation. In the following text, we will discuss the advantages of adaptive operators through the experiments.

### 4. Experimental Study and Results Analysis

#### 4.1. For MOPs

To identify the effectiveness of these operators in solving MOPs and MaOPs, we run these algorithms on 2- and 3-objective test problems. The details can be found as follows.

#### 4.1.1. Benchmark Problems

In this section, on the purpose of testing the performance of the proposed algorithms in solving multiobjective optimization problems, the ZDT [48] test function set including ZDT1, ZDT2, ZDT3, ZDT4, and ZDT6 and the DTLZ [49] test function set including DTLZ1, DTLZ2, DTLZ3, and DTLZ4 are adopted in experiments.

#### 4.1.2. Parameter Settings

The settings of the parameters in four algorithms are described in Table 1.

Each algorithm is run for 30 times on each test problem; each run is for 30000 function evaluations for the 2-objective problem and 60000 evaluations for the 3-objective problem.
F and CR are fixed parameters set in MOEA/D-DE. $F_0$ is the initial value of $F$, and $CR_0$ is the initial value of $CR$. The probability of mutation and its corresponding distribution index are set as $pm = 1/n$ and $\eta_m = 20$.

All the experiments are tested on a computer (AMD Ryzen 5–4600H CPU (3.0GHz) 16G RAM Windows 10 systems).

4.1.3. Performance Metrics.

(1) IGD Metric. The reverse generation distance (IGD) [50] is adopted to evaluate the quality of one solution set $P$ in the experiments set in this paper. Assuming that $P^*$ is the true Pareto front, $P$ is the practical Pareto front found by an algorithm. The distance between $P^*$ and $P$ is defined as follows:

$$IGD(P^*, P) = \frac{\sum_{x \in P} d(x, P^*)}{|P^*|},$$

where $d(x, P)$ is the minimum distance between points $x$ and $P$. The algorithms with solutions of smaller values of IGD will be considered to have better performance.

(2) HV Metric. The HV metric evaluates the MOEA performance by calculating the supervolume value of the space between the nondominant solution set and the reference point. The HV metric can be defined as

$$HV = \lambda \left( \bigcup_{i=1}^{S} v_i \right),$$

where $\lambda$ stands for the Lebesgue measure, which is used to measure volume. $v_i$ represents the supervolume of reference points and nondominant individuals. $|S|$ is the number of nondominant solution sets. The value of HV can comprehensively reflect the convergence and distribution breadth of the solution set. The solutions with higher values of HV are closer to the global Pareto optimal solution. And the algorithms with such solutions are considered to have better performance.

4.1.4. Computational Complexity. Calculation of the adaptive operators in MOEA/D-DE runs at $O(N \times N_w)$, where $N$ is the number of solutions, $N_w$ is the number of weighted vectors, and the number of weighted vectors is the same as solutions. So the time complexity is $O(N^2)$.

**Algorithm 2: Adaptive strategies.**

| Input: Current generation: gen, Maximum generation: maxGen, Three individuals: $r_1, r_2, r_3$ | Output: the new solution $y'$ |
| --- | --- |
| (1) Using LAD strategy: | (1) Using LAD strategy: |
| (2) $CR = CR_0 + \eta \ast (\text{gen}/\text{maxGen})$ | (2) $CR = CR_0 + \eta \ast (\text{gen}/\text{maxGen})$ |
| (3) $F = F_0 - \eta \ast (\text{gen}/\text{maxGen})$ | (3) $F = F_0 - \eta \ast (\text{gen}/\text{maxGen})$ |
| (4) Calculate the values of $CR$ and $F$ according to the chosen adaptive strategy | (4) Calculate the values of $CR$ and $F$ according to the chosen adaptive strategy |
| (5) Generate a new solution $y'$: $y' = \begin{cases} x_{r_1} + F \times (x_{r_2} - x_{r_3}), & \text{rand} < CR, \\ x_{r_1}, & \text{rand} > CR, \end{cases}$ | (5) Generate a new solution $y'$: $y' = \begin{cases} x_{r_1} + F \times (x_{r_2} - x_{r_3}), & \text{rand} < CR, \\ x_{r_1}, & \text{rand} > CR, \end{cases}$ |

Figure 1: The values of (a) CR and (b) F.
4.1.5. Experiments Analysis. In this paper, the three proposed algorithms, MOEA/D-DE-LAD denoted as LAD, MOEA/D-DE-PAD denoted as PAD, and MOEA/D-DE-EAD denoted as EAD, are compared with MOEA/D-DE. In every test function, the four algorithms are set to run thirty times independently on the same computer.

We firstly set different values of $\eta$ to see how IGD and HV would change, and then we run these proposed algorithms on more test functions with probable $\eta$ compared with MOEA/D-DE to see which one performs better on these test functions. The probable value of $\eta$ was decided by the IGD and HV values that most algorithms get best on these test functions. More details can be found as follows. To explore the influence of the change of $\eta$ parameter on the values of IGD and HV, we set $\eta = [0.1, 0.2, \ldots, 0.9]$ and see how IGD and HV would change on the 2-objective test functions and 3-objective test functions. The values of $\eta$ will influence the values of $CR$ and $F$ changed by generations so as to get different values of IGD and HV. The results of related experiments are shown in the following figures.

From Figure 2, we can see that

(1) On ZDT1 and ZDT2, the IGD values of LAD and PAD increase as $\eta$ increases. However, LAD has a sharper increase than PAD. On these two test problems, PAD performs best among the three algorithms. When $\eta = 0.1$, the IGD values of LAD and PAD are minimum. The values of IGD in EAD are minimum when $\eta = 0.9$. For these 2-objective problems, PAD keeps a lower value than the other two algorithms.

(2) On test function DTLZ1 and DTLZ2 test problem, there are no obvious relationships between IGD and $\eta$. When $\eta = 0.7$, EAD has the best performance in comparison compared with LAD and PAD. For 3-objective problems, there is a much more complex possibility than the 2-objective problem. The IGD

**Algorithm 3:** Adaptive strategies in MOEA/D.

| Parameter | Value | Description |
|-----------|-------|-------------|
| N-2       | 100   | 2-objective |
| N-3       | 200   | 3-objective |
| $F$       | 0.5   | Amplification factor |
| $CR$      | 0.9   | Crossover rate |
| $F_0$     | 1.0   | Initial value of F |
| $CR_0$    | 0.5   | Initial value of CR |

**Table 1:** The settings of parameters.
values are more susceptible to the values of $\eta$. We need other methods to test the algorithms.

(3) The IGD values of EAD are complicated and changeable, and there are no obvious patterns compared with LAD and PAD. Moreover, in 2-objective test problems, LAD and PAD changed more regularly than in 3-objective problems.

From Figure 3, we could see that

(1) The values of HV in LAD and PAD decrease as $\eta$ increases on ZDT1, ZDT2, and DTLZ1 test functions. On DTLZ2, the overall trends of LAD and PAD are downward. When $\eta = 0.1$, the HV values of LAD and PAD are maximum. LAD and PAD changed more regularly than EAD on these test functions.

(2) On ZDT1 and ZDT2, the values of HV in EAD are flexible; there is no obvious pattern on the 2-objective test problems. When $\eta = 0.9$, the values of HV are the maximum.

(3) On test function DTLZ1 and DTLZ2 test problem, the HV values of EAD are downward as $\eta$ changes. The HV values are maximum when $\eta = 0.1$. Moreover, in 3-objective test problems, EAD changed more regularly than in 2-objective problems.

The values of $\eta$ and $F$ are controlled by the following parameters: $\eta_0$, $F_0$, $gen$, $maxGen$, and $\eta$. $\eta_0$, $F_0$, and $maxGen$ are the initial parameters. The different values of $\eta$ can reflect the speed of change of $\eta$ and $F$ values, which would affect the values of IGD and HV.

From the figures shown in this paper, the values of IGD and HV would dynamically change by $\eta$. These algorithms perform better on those test functions with $\eta = 0.1$, so we set $\eta = 0.1$ in these proposed algorithms. We run these algorithms and MOEA/D-DE on ZDT series test problems. The performance of the four algorithms on 2-objective test functions is shown in the figure. In the following text, the true PF is the real Pareto front of the test functions. According to the comparison with the true PF, we can infer which algorithm performs better among these proposed algorithms.

As shown in Figure 4, we enlarge some areas to explore which algorithm has the better performance through comparing the distance between the true PF and the PF of the algorithm. The smaller distance between the PF and the algorithm is, the better performance the algorithm has. In the enlarged area, the horizontal axis represents the value of $f_1$, and the vertical axis is the value of $f_2$. Compared with MOEA/D-DE, the proposed algorithms have better performance on these test functions. On ZDT1, PAD almost converges to the PF completely. LAD has the best convergence performance on ZDT2. On ZDT3, the proposed algorithms are approximate. Besides, EAD has the best performance among the four algorithms on ZDT4. The PFs of the three proposed algorithms are much closer than MOEA/D-DE to the real PF. On these 2-objective test problems, using adaptive strategies can make the distance between the PF of the algorithms and the real PF much closer.

For the 2-objective problems, we made the figures which obtain the comparison of the true PF and the PF of the four algorithms, and we can distinguish which algorithm is better from the figures easily. However, for 3-objective problems, it is uneasy to recognize which performs better from the comparisons of the four algorithms in one figure. Besides, the performance metrics can analyze the performance of the algorithm from various aspects. So we select IGD and HV as criteria to judge which performs better on these test functions.

To further explore the performance of these four algorithms on the test problems, we made the statistics of IGD and HV in the tables.

It can be seen from Table 2 that

(1) Compared with other algorithms, PAD performs better on the ZDT1, ZDT2, ZDT4, DTLZ2, DTLZ3, and DTLZ4 test problems. PAD has huge advantages over MOEA/D-DE on these test functions except ZDT6 and DTLZ1.

(2) On test functions ZDT3 and DTLZ1, EAD performs best. LAD and PAD perform better than MOEA/D-DE. EAD has tiny advantages over LAD and PAD.

(3) MOEA/D-DE has the best performance on the ZDT6 test problem. The IGD values of LAD and PAD are close to MOEA/D-DE on ZDT6. The IGD value of EAD is the biggest among these four algorithms.

(4) Compared with MOEA/D-DE, the proposed algorithms have better performance on most test functions. Besides, PAD has better advantages over LAD and EAD on six test functions and only performs worse on three of nine functions. Still, on these test problems which PAD has not the best performance, PAD has more advantages over MOEA/D-DE except on ZDT6.

From Table 3, the following results are observed:

(1) PAD performs best on ZDT1, ZDT2, ZDT4, DTLZ1, and DTLZ3 test problems and has huge advantages over MOEA/D-DE on these test problems.

(2) Compared with the proposed algorithms, MOEA/D-DE has the best performance on ZDT6. However, the HV values of LAD and PAD are so closed to MOEA/D-DE.

(3) On DTLZ2 and DTLZ4 test problems, LAD has the maximum HV values. And on ZDT3, EAD performs best.

(4) These three proposed algorithms have better performance on most test functions except on the ZDT6 test problem. Moreover, PAD has better advantages over LAD and EAD on five of nine test problems.

From the two tables shown above, the proposed three algorithms have advantages on most of the test functions. MOEA/D-DE only has the best values of IGD and HV on ZDT6; however, LAD and PAD are close to it on ZDT6.
From the results shown in the tables, PAD has advantages over LAD and EAD, and these proposed adaptive strategies are effective on these test problems.

4.2. For MaOPs. For MaOPs, we run these algorithms on some 4-, 7-, and 10-objective test functions to explore which method can help MOEA/D-PaS get more nondominated solutions.

4.2.1. Benchmark Functions and Performance Measures. We use two test suites, WFG test functions WFG1-WFG8 [51] and MaF test problems MaF1-MaF8 [52], to test the performance of the algorithms. WFG test suite is a classic test problem with different scaled objectives for MaOPs and is wildly used in [18, 25, 38, 40, 53–55], WFG test set has different PF shapes, which obtain nonseparable disconnected and biased PFs. And for MaF, it is a new test suite with complicated PFs and is more challenging to the MOEAs. For these test problems, each test function is tested for 4-, 7-, and 10-objective instances. The settings of other parameters can be found in the table.

The hypervolume (HV) has brilliant theoretical qualities [56–58], so we use the values of HV to access the performance of the proposed algorithms. The HV value can reflect the quality of the solutions by calculating the volume of a region in the objective space bounded between a non-dominant solution set and a reference point. A larger HV value means that the obtained solutions set is closer to the true PF.

![Figure 2: The values of IGD changed by η.](image-url)
4.2.2. Parameter Settings. We run these algorithms on WFG and MaF test suites to explore which adaptive DE operators perform better for the MaOPs. The value of $\eta$ is 0.1. For a fair comparison, the population size is set to 200 for four objective problems, 240 for seven objective problems, and 280 for ten objective problems. The evaluations are set at 100000, 168000, and 196000 for 4-, 7-, and 10-objective test functions. All the algorithms are implemented in PlatEMO [59]. To make the experiment results more convincing, every algorithm is run thirty times on each test function independently. All the experimental results are shown in the following tables and figures.

4.2.3. Computational Complexity. Calculation of the adaptive operators in MOEA/D-PaS runs at $O(N \times N_w \times N_p)$, where $N$ is the number of solutions. $N_w$ is the number of weighted vectors, and the number of weighted vectors is the same as solutions. $N_p$ is the number of $p$ values. So the time complexity is $O(N^2 \times N_p)$.

4.2.4. Experiments Analysis. Table 4 shows the comparison of HV values in four algorithms on WFG1-8 test problems. PaS-PAD has the best results in 12 out of 24 cases, while PaS-LAD, PaS-EAD, and MOEA/D-PaS perform best in 6, 4, and 2 cases, which indicate the superiority of PaS-PAD on these WFG problems. The algorithms with adaptive DE operators have obvious advantages over MOEA/D-PaS on the WFG test set.

For the four and seven objective problems, MOEA/D-PaS performs worst among the four algorithms. But with the dimension increases, for ten objective test problems,
Table 2: IGD metric (mean/std) results.

| Problem | MOEA/D-DE       | MOEA/D-de-LAD | MOEA/D-de-PAD | MOEA/D-de-EAD |
|---------|-----------------|---------------|---------------|---------------|
| ZDT1    | 1.3148e-2 (3.39e-3) | 3.9948e-3 (4.49e-5) | 3.9238e-3 (2.09e-3) | 4.8875e-3 (3.08e-4) |
| ZDT2    | 8.5105e-3 (2.11e-3) | 3.8976e-3 (3.99e-5) | 3.8352e-3 (1.22e-5) | 4.1308e-3 (1.06e-4) |
| ZDT3    | 1.7491e-2 (4.73e-3) | 1.0911e-2 (3.45e-5) | 1.0912e-2 (2.85e-5) | 1.0427e-2 (1.93e-2) |
| ZDT4    | 1.8778e-1 (1.58e-1) | 8.1790e-3 (4.15e-3) | 5.6242e-3 (5.83e-4) | 1.0278e-2 (1.93e-2) |
| ZDT6    | 3.1147e-3 (1.62e-5) | 3.1189e-3 (1.66e-5) | 3.1220e-3 (1.52e-5) | 8.5842e-3 (1.80e-2) |
| DTLZ1   | 3.0854e-2 (5.15e-4) | 3.0598e-2 (1.41e-4) | 3.0604e-2 (1.58e-4) | 3.0579e-2 (1.26e-4) |
| DTLZ2   | 7.5061e-2 (6.13e-4) | 7.4740e-2 (3.27e-4) | 7.4733e-2 (3.14e-4) | 7.5107e-2 (4.48e-4) |
| DTLZ3   | 2.6452e-1 (4.20e-1) | 7.5338e-2 (1.41e-3) | 7.4498e-2 (7.52e-4) | 4.1221e-1 (5.96e-1) |
| DTLZ4   | 1.1675e-1 (6.70e-2) | 7.5895e-2 (8.73e-4) | 7.5531e-2 (8.33e-4) | 7.7210e-2 (6.94e-3) |

Figure 4: Attainment surfaces for (a) ZDT1, (b) ZDT2, (c) ZDT3, and (d) ZDT4.
MOEA/D-PaS has the best performance on WFG3 and WFG8. For WFG1 with a convex, biased, and mixed PF, PaS-PAD has the best performance in all cases. Regarding WFG2 with a disconnected PF, PaS-EAD is the best in four objectives, while the three proposed algorithms have close performance in seven objectives, and in ten objectives, PaS-LAD and PaS-PAD perform better than the other two algorithms. For the WFG3 test problem with linear PF, PaS-LAD has the best performance in four and seven objectives, while MOEA/D-PaS obtains the best result in ten objectives. Considering WFG4 with a convex PF, it is observed that PaS-PAD shows an advantageous performance over the other three algorithms. Meanwhile, PaS-PAD also shows its advantages on WFG5 in four and seven objectives, while in ten objectives, PaS-EAD has superior performance than other algorithms. PaS-EAD also has the best performance on WFG6 in four and seven objectives, while PaS-LAD and PaS-PAD perform better in ten objectives. Concerning WFG7 with a convex PF, PaS-PAD performs best in seven and ten objectives, and in four objectives, PaS-PAD has close performance with PaS-LAD. On the WFG8 test function, MOEA/D-PaS performs best in ten objectives, while PaS-PAD has superior performance in four and seven objectives.

To better visualize the distribution of the final population, we plot the final population of the four algorithms, as shown in Figure 5. It can be seen from the figure that, on the WFG1 test problem with flat bias and a mixed structure of the PF, the proposed algorithms with adaptive operators have better convergence and diversity compared to MOEA/D-PaS. Though MOEA/D-PaS can still achieve the value, it loses the diversity of the solutions. Among the proposed algorithms, the PaS-PAD has better distributed solutions than PaS-LAD and PaS-EAD.
On the WFG test set, PaS-PAD has better performance overall. MOEA/D-PaS only has the best results in 2 out of 8 cases in ten objectives. PaS-LAD and PaS-EAD also have advantages on some test functions compared with MOEA/D-PaS.

To further explore which adaptive operator has superior performance than its competitors, we also run these algorithms on a newly benchmark MaF test suite. The HV values of MaF1–MaF8 are shown in the table.

Table 5 collects the HV comparison results in the four algorithms on MaF1–MaF8 with 4-, 7-, and 10-objectives. PaS-PAD has the best performance in 9 out of 24 cases. MOEA/D-PaS, PaS-EAD, and PaS-LAD perform best in 6, 5, and 4 out of 24 cases. Compared with the other three algorithms, PaS-PAD has superior performance.

The PF of MaF1 is gotten by inverting the DTLZ1 PF [51]. For the four and ten objectives, MOEA/D-PaS performs better than proposed algorithms, while in seven objectives, PaS-EAD has a better performance. MaF2 is gotten from DTLZ2 by enhancing the difficulty of convergence. Forgetting the real PF, all the objectives should be optimized on MaF2 at the same time. On MaF2, PaS-EAD has superior performance in four and seven objectives, and PaS-PAD has the best performance in ten objectives. Regarding MaF3 with a convex PF and a lot of local PFs, PaS-PAD shows an advantageous performance over its competitors in four, seven, and ten objectives. The PF of MaF4 is obtained by inverting the DTLZ3 PF shape. MOEA/D-PaS performs best on MaF4 in seven and ten objectives, while in four objectives, PaS-PAD and PaS-LAD perform better than the other two algorithms. On MaF5, PaS-PAD has superior...
Table 5: HV metric (mean/std) comparison results on MaF.

| Problem | MOEA/D-PaS | PaS-LAD | PaS-PAD | PaS-EAD |
|---------|------------|---------|---------|---------|
| 4-Objective |
| MaF1 | 3.3027 e − 2 (2.53 e − 4) | 3.2898 e − 2 (2.14e − 4) | 3.2932 e − 2 (1.41e − 4) | 3.2949 e − 2 (2.28e − 4) |
| MaF2 | 2.1235e − 1 (2.41e − 3) | 2.1637e − 1 (1.73e − 3) | 2.1641e − 1 (1.58e − 3) | 2.1830 e − 1 (1.52 e − 3) |
| MaF3 | 6.8649e − 1 (4.16e − 1) | 9.230e − 1 (1.22e − 2) | 9.9563 e − 1 (1.06 e − 4) | 9.0867e − 1 (2.53e − 1) |
| MaF4 | 1.6656e − 1 (9.62e − 2) | 2.2714e − 1 (3.50e − 3) | 2.2947 e − 1 (1.36 e − 3) | 2.0319e − 1 (6.94e − 2) |
| MaF5 | 6.6667e − 1 (4.36e − 2) | 6.6824e − 1 (5.19e − 2) | 6.8048 e − 1 (1.29 e − 3) | 6.1379e − 1 (1.16e − 1) |
| MaF6 | 1.3487 e − 1 (2.12 e − 3) | 1.3385e − 1 (1.85e − 3) | 1.3390e − 1 (2.26e − 3) | 1.3378e − 1 (1.43e − 3) |
| MaF7 | 2.6213e − 1 (1.20e − 2) | 2.7051 e − 1 (9.46 e − 4) | 2.6184e − 1 (4.77e − 2) | 2.5460e − 1 (4.88e − 2) |
| MaF8 | 0.0000e + 0 (0.00e + 0) | 3.0523e − 3 (9.61e − 3) | 7.7592 e − 3 (3.88 e − 2) | 2.9531e − 3 (1.08e − 2) |
| 7-Objective |
| MaF1 | 1.9797e − 4 (8.93e − 6) | 1.9797e − 4 (5.02e − 6) | 1.9549e − 4 (5.87e − 6) | 2.0684 e − 4 (8.28 e − 6) |
| MaF2 | 1.6956e − 1 (2.98e − 3) | 1.7424e − 1 (2.83e − 3) | 1.7338e − 1 (2.64e − 3) | 1.7579 e − 1 (3.53 e − 3) |
| MaF3 | 3.6908e − 1 (4.48e − 1) | 8.9982e − 1 (3.05e − 1) | 8.9991 e − 1 (3.05 e − 1) | 8.2802e − 1 (3.77e − 1) |
| MaF4 | 7.2824 e − 3 (3.34 e − 4) | 5.6786e − 3 (1.77e − 4) | 5.6554e − 3 (1.46e − 4) | 6.1162e − 3 (2.34e − 4) |
| MaF5 | 8.7820e − 1 (1.23e − 2) | 8.8009 e − 1 (1.78 e − 3) | 8.7854e − 1 (2.16e − 3) | 8.5780e − 1 (3.64e − 2) |
| MaF6 | 8.4362e − 2 (5.43e − 3) | 9.0020e − 2 (1.21e − 3) | 8.9030e − 2 (5.98e − 3) | 9.0906 e − 2 (9.54 e − 6) |
| MaF7 | 2.2109e − 1 (2.18e − 3) | 2.2492 e − 1 (1.73 e − 3) | 2.2470e − 1 (1.38e − 3) | 2.0695e − 1 (5.23e − 2) |
| MaF8 | 0.0000e + 0 (0.00e + 0) | 2.2588 e − 3 (8.31 e − 3) | 9.5019e − 4 (2.86e − 3) | 2.2216e − 3 (8.15e − 3) |
| 10-Objective |
| MaF1 | 5.2740 e − 7 (3.83 e − 8) | 4.6605e − 7 (2.00e − 8) | 4.7678e − 7 (2.81e − 8) | 5.2065e − 7 (2.31e − 8) |
| MaF2 | 5.0267e − 2 (5.66e − 3) | 4.7869e − 2 (5.28e − 3) | 5.0656 e − 2 (6.15 e − 3) | 4.9576e − 2 (5.11e − 3) |
| MaF3 | 3.4330e − 2 (1.24e − 1) | 5.6636e − 1 (5.04e − 1) | 7.0284 e − 1 (4.61 e − 1) | 0.0000e + 0 (0.00e + 0) |
| MaF4 | 2.8935 e − 4 (5.49 e − 5) | 2.0454e − 4 (9.61e − 6) | 1.9942e − 4 (6.41e − 6) | 2.3963e − 4 (1.25e − 5) |
| MaF5 | 9.5392e − 1 (5.79e − 3) | 9.6577e − 1 (8.78e − 3) | 9.6664 e − 1 (5.42 e − 3) | 9.5800e − 1 (1.91e − 2) |
| MaF6 | 8.0122e − 2 (2.15e − 2) | 9.0859e − 2 (9.33e − 5) | 9.0868e − 2 (8.73e − 5) | 9.0903 e − 2 (1.50 e − 5) |
| MaF7 | 1.8595 e − 1 (7.27 e − 3) | 1.8555e − 1 (1.85e − 3) | 1.8488e − 1 (1.56e − 3) | 1.4557e − 1 (5.80e − 2) |
| MaF8 | 0.0000e + 0 (0.00e + 0) | 3.1040e − 5 (1.62e − 4) | 9.9174 e − 5 (2.80 e − 4) | 6.9384e − 5 (1.85e − 4) |

Best/all | 6/24 | 4/24 | 9/24 | 5/24 |

Figure 6: Continued.
performance in four and ten objectives, while in seven objectives, PaS-LAD performs best. Concerning that MaF6 has degenerate PF, PaS-EAD performs better than other algorithms in seven and ten objectives, and the four algorithms perform close in four objectives. For MaF7 with a disconnected PF, PaS-LAD has advantageous performance in four and seven objectives, while in ten objectives, PaS-LAD has a close performance with MOEA/D-PaS. On MaF8, the proposed algorithms
have the smallest HV values larger than 0, while the HV values of MOEA/D-PaS are 0 in four, seven, and ten objectives. All algorithms could not find the obtained solutions overall, but adaptive operators can still help the algorithms to get some solutions from the results shown above.

Besides, we plot the final population of the four algorithms on the MaF3 test problem. From Figure 6, we can see that, on the MaF3 test problem with a convex PF, the MOEA/D-PaS and PaS-EAD cannot achieve the solutions. PaS-LAD and PaS-PAD have achieved solutions with better distributed solutions than the other two algorithms. PaS-PAD has the best convergence and diversity among these algorithms.

On the MaF test suite, PaS-PAD still has better performance than other algorithms, but the other two proposed algorithms perform not so well compared with MOEA/D-PaS overall. The adaptive operators can help algorithms get more obtained solutions on some test problems. The PAD method is better than the other two methods overall.

Table 6 represents the runtimes of every algorithm. It can be seen from the table that when using adaptive strategy, it would cost extra computing resources to get the optimal solutions. MOEA/D-PaS has the best performance in 14 out of 24 cases. PaS-LAD, PaS-PAD, and PaS-EAD perform best in 2, 5, and 2 out of 24 cases. So the runtimes in adaptive strategies are longer than MOEA/D-PaS. The values of CR and F in the proposed three strategies are changed by the generations. During every generation, it is necessary to calculate the values of CR and F using extra computing resources. But from the values of HV shown in Tables 3 and 4, we can know that it is worth spending some extra computing resources to get better results.

5. Conclusion

MOEA/D and MOEA/D-DE have been demonstrated to be effective and useful in solving MOPs. However, the parameters are fixed, which would affect the convergence of the algorithm. This paper proposes three algorithms using different self-adaptive DE operators to automatically adjust the setting of parameters CR and F in different problems based on MOEA/D-DE. The experiments have demonstrated that the adaptive strategies have effectiveness on the 2-objective and 3-objective test functions. Moreover, PAD has better performance than LAD and EAD from the tables of IGD and HV values. For MaOPs, we incorporate the adaptive DE methods into the MOEA/D-PaS and run these algorithms on WFG and MaF test suites for 4-, 7-, and 10-objective problems. According to the HV values shown in Tables 3 and 4, we can know that it is worth spending some extra computing resources to get better results.

closer to the real PFs. Among these adaptive methods, the PAD method has the best performance.

However, there are still some problems to be solved; for example, for many real-world problems, the effectiveness of the adaptive methods needs to be proved. So we need to run these adaptive algorithms on more complex problems to identify their effectiveness.

For further study, firstly, we need to use these three adaptive strategies to run more complex test functions to identify if the PAD method still has advantages over LAD and EAD. Secondly, we would like to use niching technologies in population to accelerate the pace of converging to the optimal solution in the three adaptive algorithms. Thirdly, we would like to apply these proposed algorithms to practical problems like community detection, recommendation system, and so on [60]
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