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Abstract

We consider a class of gauge invariant models on the noncommutative space $\mathbb{R}^3_\lambda$, a deformation of the algebra of functions on $\mathbb{R}^3$. Focusing on massless models with no linear $A_i$ dependence, we obtain noncommutative gauge models for which the computation of the propagator can be done in a convenient gauge. We find that the infrared singularity of the massless propagator disappears in the computation of the correlation functions. We show that massless gauge invariant models on $\mathbb{R}^3_\lambda$ have quantum instabilities of the vacuum, signaled by the occurrence of non vanishing 1-point functions for some but not all of the components of the gauge potential. The tadpole contribution to the effective action cannot be interpreted as a standard $\sigma$-term. Its global symmetry does not fit with the one of the classical action, reminiscent of an explicit global symmetry breaking term.
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1 Introduction

Noncommutative field theories (NCFT) were formulated in their modern form in the mid 80’s first within string field theory [1], followed by pioneering models on the fuzzy spheres and almost commutative geometry [2], [3], while some types of NCFT on Moyal space \( \mathbb{R}^4_\theta \) were identified as possible effective regimes of string theory at the end of the 90’s [4], attracting a lot of interest. For an accurate description of Moyal spaces, see [5]. Reviews on Moyal NCFT may be found in e.g. [6].

Recently, scalar field theories on the noncommutative space \( \mathbb{R}^3_\lambda \), a deformation of \( \mathbb{R}^3 \) which preserves rotation invariance, have been studied in [7]. These appear to have a mild perturbative behavior and are (very likely) free of ultraviolet/infrared (UV/IR) mixing. In this respect, one may expect a more favorable situation for the gauge theories on \( \mathbb{R}^3_\lambda \) than for those on \( \mathbb{R}^4_\theta \) whose present status is recalled below. The purpose of this paper is to examine the interesting case of gauge invariant theories that can be built on \( \mathbb{R}^3_\lambda \), focusing on some quantum properties. The space \( \mathbb{R}^3_\lambda \), which may be viewed as a subalgebra of \( \mathbb{R}^4_\theta \), has been first introduced in [8] and generalized in [9]. The use of the canonical matrix basis introduced in [7] (see also [10]) renders the computation tractable, avoiding the complexity of a direct calculation in coordinates space, the star product of \( \mathbb{R}^3_\lambda \) being of Lie algebra type.

Most of the NCFT are non local. Unless one deals with a finite noncommutative geometry, their perturbative renormalization is difficult, as it is the case for Moyal spaces. This comes mainly from the UV/IR mixing which shows up already in the real-valued \( \varphi^4 \) model and also in gauge models on \( \mathbb{R}^4_\theta \) of Yang-Mills type, such that the one considered in [11]. A first solution to this problem is provided by the popular Grosse-Wulkenhaar model on \( \mathbb{R}^{2n}_\vartheta \), \( n = 1, 2 \), which is renormalizable to all orders [12] and is moreover very likely to be non-perturbatively solvable [13]. Various aspects of the Grosse-Wulkenhaar model have been examined, among which classical and/or geometrical ones, as well as 2-d fermionic extensions [14]-[17]. The initial success of the Grosse-Wulkenhaar model triggered attempts to extend its features to a gauge theoretical framework. In this spirit, a gauge invariant model obtained either by effective action computation or by heat kernel methods was proposed in [18]. This model appears to be linked to a particular type of spectral triple [19] whose relationship to the Moyal geometries has been analyzed in [20]. Unfortunately, its complicated vacuum structure explored in [21] forbids the use of any standard perturbative treatment. Nevertheless, this technical obstruction can be overcome in the case of \( \mathbb{R}^4_\vartheta \) at least for a particular class of vacuum configurations, once the gauge invariant model is treated as a matrix model [22] showing incidentally a relationship with an extension of a 6-vertex model. Whether or not this can be actually extended to \( \mathbb{R}^4_\theta \) is not known at the present time. Other approaches attempting to avoid the vacuum problem or proposing an alternative approach have appeared, see [23]-[28]. The noncommutative differential calculus related to these gauge models has been explored in [29]-[31]. The construction of a renormalizable gauge theory on \( \mathbb{R}^4_\theta \) is still unsolved.

In this paper, we consider a class of gauge invariant models built on the noncommutative space \( \mathbb{R}^3_\lambda \), stemming from a natural differential calculus based on a Lie algebra of derivations of \( \mathbb{R}^3_\lambda \) [32]. In order to introduce the connection, we thus use the standard noncommutative analog of the Koszul notion of connection [29, 30, 31]. Related squared curvature terms into the functional action yield generally mass terms for the gauge potential \( A_i \). In order to mimic salient classical features of commutative Yang-Mills theory, we focus on models
which are massless and with no linear $A_i$ dependence. This yields a class of noncommutative
gauge models for which the propagator can be computed in a suitable gauge. This latter may
be viewed as an analog of the covariant gauges used within commutative gauge theories.
Working in this gauge, we find that the infrared singularity of the massless propagator
disappears from the computation of the correlation functions. We show that massless gauge
invariant models on $R^3_\lambda$ have quantum instabilities of the vacuum, signaled by the occurrence
of non vanishing tadpole (1-point) functions for some but not all of the components of the
gauge potential. The tadpole contribution to the effective action cannot be interpreted as a
standard $\sigma$-term. Its global symmetry does not fit with the one of the classical action which
is reminiscent of an explicit global symmetry breaking term.

Interestingly, the action for the gauge models described above, when reduced to a single
fuzzy sphere of the “foliation” of $R^3_\lambda$, yields the Alekseev-Recknagel-Schomerus action [33],
a natural gauge action on the fuzzy sphere emerging in the context of string theory as the
low energy action for brane dynamics on $S^3$, which is combination of a Yang-Mills and a
Chern-Simons-like term.

In section 2, we collect the relevant properties of the noncommutative differential calculus
on $R^3_\lambda$, underlying the above gauge theories, as well as the related matrix basis used in this
paper. In section 3, the construction of the classical gauge invariant action is discussed
and the computation of the propagator after BRST gauge-fixing is presented. In section
4, the computation of the tadpole functions is given in detail. In section 5, we discuss the
results. Some useful related technical material on the perturbative expansion and on the
computation of a UV limit is collected respectively in appendix B and appendix C.

2 Differential calculus on $R^3_\lambda$ and Yang-Mills action

2.1 Derivation based differential calculus in a nutshell

To make the discussion self-contained, we recall briefly the relevant features of the noncom-
mutative differential geometric set-up underlying the present work.

Let $\mathbb{A}$ be an associative $*$-algebra with center $Z(\mathbb{A})$. Let $\text{Der}(\mathbb{A})$ be a Lie algebra of
derivations of $\mathbb{A}$ with Lie bracket defined by $[X,Y]a := (XY - YX)a$, $\forall X, Y \in \text{Der}(\mathbb{A})$,
$\forall a \in \mathbb{A}$, which is only a module over $Z(\mathbb{A})$. Real derivations satisfy $$(X(a))^\dagger = X(a^\dagger),$$
$\forall a \in \mathbb{A}$. In the noncommutative case derivations are not a module over $\mathbb{A}$, therefore for
them to be independent we have to require that they be “sufficient”, that is, only elements
in the center of $\mathbb{A}$ are annihilated by all derivations. On the other hand, The differential
calculus based on the derivations of an algebra $\mathbb{A}$, introduced long ago [34, 35, 36, 37], is a
generalization of the de Rham differential calculus in which the derivations play the role of
the vector fields. For mathematical details and applications to NCFT, we refer the reader
to [32, 29, 30, 31]. We just recall here the definition of exterior derivative, since we shall
explicitly need it in the article: $d : \Omega^n_{\text{Der}}(\mathbb{A}) \to \Omega^{n+1}_{\text{Der}}(\mathbb{A})$ is defined for any $\omega \in \Omega^n_{\text{Der}}(\mathbb{A})$, by

$$d\omega(X_1,..,X_{p+1}) := \sum_{i=1}^{p+1} (-1)^{i+1} X_i \omega(X_1,..,\hat{v_i},..,X_{p+1})$$
$$+ \sum_{1 \leq i < j \leq p+1} (-1)^{i+j} \omega([X_i,X_j],..,\hat{v_i},..,\hat{v_j},..,X_{p+1}),$$
($\hat{v_i}$ means that the argument $i$ is omitted) and $\Omega^0_{\text{Der}}(\mathbb{A}) = \mathbb{A}$. 3
We then consider a natural noncommutative extension of the notion of connection, as introduced in [35] which uses (finite projective) right-modules over \( \mathbb{A} \), somewhat similar to the Koszul connections of the commutative case. Let \( \mathcal{M} \) be a right-module over \( \mathbb{A} \). A connection on \( \mathcal{M} \) can be conveniently defined by a linear map \( \nabla : \text{Der}(\mathbb{A}) \times \mathcal{M} \to \mathcal{M} \) satisfying

\[
\nabla_X (ma) = mX(a) + \nabla_X (m)a, \quad \nabla_{fX}(m) = f\nabla_X(m), \quad \nabla_{X+Y}(m) = \nabla_X(m) + \nabla_Y(m)
\]

(2.1)

for any \( X, Y \in \text{Der}(\mathbb{A}) \), \( a \in \mathbb{A} \), \( m \in \mathcal{M} \), \( f \in \mathbb{C} \). Hermitian connections, used in this paper, satisfy for any real derivation \( X \in \text{Der}(\mathbb{A}) \)

\[
X(h(m_1, m_2)) = h(\nabla_X(m_1), m_2) + h(m_1, \nabla_X(m_2)), \quad \forall m_1, m_2 \in \mathcal{M},
\]

(2.2)

where \( h : \mathcal{M} \otimes \mathcal{M} \to \mathbb{A} \) denotes a Hermitian structure\(^1\) on \( \mathbb{A} \). The curvature is the linear map \( F(X, Y) : \mathcal{M} \to \mathcal{M} \) defined by

\[
F(X, Y)m = [\nabla_X, \nabla_Y]m - \nabla_{[X,Y]}m, \quad \forall X, Y \in \text{Der}(\mathbb{A}).
\]

(2.3)

The group of gauge transformations of \( \mathcal{M} \), \( \mathcal{U} (\mathcal{M}) \), is defined [29] as the group of automorphisms of \( \mathcal{M} \) compatible both with the structure of right \( \mathbb{A} \)-module and the Hermitian structure, i.e. \( g(ma) = g(m)a, h(g(m_1), g(m_2)) = h(m_1, m_2), \forall g \in \mathcal{U}(\mathcal{M}), \forall a \in \mathbb{A}, \forall m_1, m_2 \in \mathcal{M} \). For any \( g \in \mathcal{U}(\mathcal{M}) \), the gauge transformations are

\[
\nabla^g_X : \mathcal{M} \to \mathcal{M}, \quad \nabla^g_X = g^{-1} \circ \nabla_X \circ g
\]

(2.4)

\[
F^g(X, Y) : \mathcal{M} \to \mathcal{M}, \quad F^g(X, Y) = g^{-1} \circ F(X, Y) \circ g.
\]

(2.5)

Since we want to generalize a gauge theory with structure group \( \mathcal{U}(\mathbb{I}) \)-electrodynamics - the relevant vector bundle in the commutative case is a complex line bundle. This is generalized by means of a one-dimensional module \( \mathcal{M} = \mathbb{C} \otimes \mathbb{A} \). As Hermitian structure we choose \( h(a_1, a_2) = a_1^\dagger a_2 \) and take real derivations. Then a Hermitian connection is entirely determined [29] by its action on the one-dimensional basis \( \nabla_X(\mathbb{I}) \). We have \( \nabla_X(a) = \nabla_X(\mathbb{I})a + X(a) \), with \( \nabla_X(\mathbb{I})^\dagger = -\nabla_X(\mathbb{I}) \). This defines in turn the 1-form connection \( A \) by means of

\[
A : X \to A(X) := \nabla_X(\mathbb{I}), \quad \forall X \in \text{Der}(\mathbb{A})
\]

(2.6)

The group of unitary gauge transformations \( \mathcal{U}(\mathbb{A}) \) is the group of unitary elements of \( \mathbb{A} \), acting multiplicatively on the left of \( \mathbb{A} \). Then, Eqs. (2.4), (2.5) yield

\[
\nabla^g_X(\mathbb{I})^g = g^\dagger \nabla_X(\mathbb{I})g + g^\dagger X(g), \quad F^g(X, Y) = g^\dagger F(X, Y)g, \quad \forall X, Y \in \mathcal{G}, \quad \forall a \in \mathbb{A}
\]

(2.7)

for any unitary \( g \in \mathbb{A} \).

We shall be concerned with inner derivations, that is \( X \in \text{Der}(\mathbb{A}) \) such that their action on \( \mathbb{A} \) may be written as a \( \ast \) commutator or: \( X(a) = [f_X, a]_\ast \), for some \( f_X \in \mathbb{A} \). Let us assume that there exists a fundamental one-form \( \eta \in \Omega^1_{\text{Der}}(\mathbb{A}) \), such that

\[
X(a) \equiv da(X) = [\eta(X), a], \forall a \in \mathbb{A}
\]

(2.8)

with \( \eta(X) = f_X \in \mathbb{A} \). Then it can be shown (cfr. [29]) that the following maps

\[
\nabla^{inv}_X(a) = X(a) - \eta(X)a = -a\eta(X), \quad \mathcal{A}(X) := \nabla_X - \nabla^{inv}_X = A(X) + \eta(X)
\]

(2.9)

\(^1\)Recall that a Hermitian structure is a sesquilinear map, \( h : \mathcal{M} \otimes \mathcal{M} \to \mathbb{A} \), such that \( h(m_1, m_2)^\dagger = h(m_2, m_1), \quad h(ma_1, ma_2) = a_1^\dagger h(m_1, m_2)a_2, \forall m_1, m_2 \in \mathcal{M}, \forall a_1, a_2 \in \mathbb{A} \).
define respectively a gauge-invariant connection $\nabla^{inv}$, which we shall refer to as canonical connection, and a gauge covariant 1-form $A$ (that is $A$ verifies $A(X)^g = g^i A(X)g$).

For any $X, Y \in \text{Der}(\mathcal{A})$, the curvature of a given connection $A$, defined in Eq. (2.3), may be re-expressed in terms of the tensor form $\mathcal{A}$ as

$$F(X, Y) = ([\mathcal{A}(X), \mathcal{A}(Y)] - \mathcal{A}[X, Y]) - (\eta(X), \eta(Y)) - \eta([X, Y]).$$

Moreover it can be verified that the curvature of the canonical connection satisfies

$$F^{\text{inv}}(X, Y) = \eta([X, Y]) - [\eta(X), \eta(Y) \in \mathcal{Z}(\mathcal{A}).$$

### 2.2 The algebra $\mathbb{R}_\lambda^3$

Let us now consider the case $\mathcal{A} = \mathbb{R}_\lambda^3$, a deformation of the algebra of functions on $\mathbb{R}^3$ introduced in [8] and further studied in [9, 7, 10]. Denoting by $(x^i = 1, 2, 3)$ the coordinate functions on $\mathbb{R}^3$, the associative noncommutative product of the algebra is so defined

$$\phi \ast \psi(x) = \exp \left( \frac{\lambda}{2} \left[ \delta^{ij} x^0 + i \epsilon_{jk}^i x^k \right] \frac{\partial}{\partial u} \frac{\partial}{\partial v} \right) \phi(u)\psi(v)|_{u=v=x}$$

(2.12)

where $\lambda$ is the noncommutative parameter of length dimension 1 and $x^0$ a fourth coordinate function, the radius, defined in terms of the commutative product of the other three, $(x^0)^2 = \sum_i (x^i)^2$. It can be verified that $x^0 \ast$-commutes with all elements of the algebra. The star product (2.12) implies for coordinate functions

$$x^i \ast x^j = x^i x^j + \frac{\lambda}{2} \left( x^0 \delta^{ij} + i \epsilon_{jk}^i x^k \right), \quad x^0 \ast x^i = x^i \ast x^0 = x^0 x^i + \frac{\lambda}{2} x^i;$$

(2.13)

$$x^0 \ast x^0 = (x^0)^2 = x^0(x^0 + \frac{\lambda}{2}) = \sum_{i=1}^3 x^i x^i - \lambda x^0.$$  

(2.14)

from which one obtains

$$[x^i, x^j]_\ast = i \lambda \epsilon_{ij}^k x^k \quad [x^0, x^i]_\ast = 0.$$  

(2.15)

More details on the derivation of the star-product (2.12) and the definition of the algebra may be found in appendix A.

Here we just recall that the algebra $\mathbb{R}_\lambda^3$ has been obtained as a sub-algebra of the Wick-Voros algebra $\mathbb{R}_4^4$. Such an identification has a geometric counterpart in the commutative setting, where the Kustaanheimo-Stiefel (KS) map [38] can be used. We review in the following this classical derivation because it allows the definition of an integral and differential calculus which are easily generalized to the noncommutative case. The discussion below is taken from [39].

The main idea is the observation that $\mathbb{R}^3 - \{0\}$ and $\mathbb{R}^4 - \{0\}$ may be given the structure of trivial bundles over spheres, being $\mathbb{R}^3 - \{0\} \simeq S^2 \times \mathbb{R}^+$ and $\mathbb{R}^4 - \{0\} \simeq S^2 \times \mathbb{R}^+$. Then one may use the well known Hopf fibration $\pi_H : S^3 \rightarrow S^2$, with the identification of $S^3$ with $SU(2),$

$$\pi_H : s \in SU(2) \rightarrow \vec{x} \in S^2, \quad s \sigma_3 s^{-1} = x^i \sigma_i$$

(2.16)

where $s = y_0 \sigma_0 + i y_\mu \sigma_\mu$ and $y_\mu$ are real coordinates on $\mathbb{R}^4$ such that $y_\mu y^\mu = 1$. Now one may extend (not uniquely) the Hopf map to $\mathbb{R}^4 - \{0\} \rightarrow \mathbb{R}^3 - \{0\}$, relaxing the radius constraint so that $y_\mu y^\mu = R^2$, with $R \in \mathbb{R}^+$. On introducing $g = R s$ we define

$$\pi_{KS} : g \in \mathbb{R}^4 - \{0\} \rightarrow \vec{x} \in \mathbb{R}^3 - \{0\}, \quad x^k \sigma_k = g \sigma_3 \sigma_1^1 = R^2 s \sigma_3 s^{-1}.$$  

(2.17)
One can easily verify that this map gives back relations (A.2) up to a factor of 2, with 
\[ z_1 = \frac{1}{\sqrt{2}}(y_0 + iy_1), \quad z_2 = \frac{1}{\sqrt{2}}(y_1 + iy_2) \]
and the identification

\[ x_0 = \frac{R^2}{4}. \]  

(2.18)

The KS fibration may be used to define the derivations for the algebra of functions \( \mathcal{F}(\mathbb{R}^3 - \{0\}) \) as projections of the derivations of \( \mathcal{F}(\mathbb{R}^3 - \{0\}) \) \([40]\). We shall see that this procedure can be generalized to the noncommutative setting. Moreover, with the introduction of the matrix basis, the restriction to \( \mathbb{R}^3 - \{0\} \) may be removed, since we shall see that our matrix basis is well defined in \( 0 \in \mathbb{R}^3 \) as well.

Let us shortly review the matrix basis adapted to \( \mathbb{R}^3 \) constructed in \([7,10]\). More details on the derivation may be found in appendix A while here we just state the results. The basis elements are represented by

\[ v_{m\bar{m}}^j(x) = e^{-\lambda x} \frac{(x_0 + x_3)^j + m}{\lambda^{j}} (x_0 - x_3)^{j - \bar{m}} (x_1 - i x_2)^{\bar{m} - m} \sqrt{(j + m)!(j - m)!}(j + \bar{m})!(j - \bar{m})! \]  

with \( j \in \frac{N}{2}, -j \leq m, \bar{m} \leq j \). Elements of the algebra are thus represented by

\[ \phi(x) = \sum_{j \in \frac{N}{2}} \sum_{m, \bar{m} = -j}^{j} \phi_{m\bar{m}}^j v_{m\bar{m}}^j(x) \quad \phi_{m\bar{m}}^j \in \mathbb{C} \]  

(2.20)

Let us notice that the functions expansion (2.20) is well behaved in \( x = 0 \), it being \( \lim_{x \to 0} \phi(x) = \phi_{00}^0 \). Thus, \( v_{m\bar{m}}^j(x) \) provides a basis for the commutative (upon redefining \( \tilde{x} = x/\lambda \)), and noncommutative algebras of functions on the whole \( \mathbb{R}^3 \), analogously to the Moyal matrix basis \([5]\), under usual regularity assumptions for the sequence of the coefficients \( \{\phi_{m\bar{m}}^j\} \). The star product (2.12) applied to the basis elements acquires the simple form

\[ v_{m\bar{m}}^j \ast v_{n\bar{n}}^j(x) = \delta^{ij} \delta_{m\bar{n}}^j v_{m\bar{m}}^j(x) \]  

(2.21)

Then, the star product in \( \mathbb{R}^3 \) becomes a block-diagonal infinite-matrix product

\[ \phi_1 \ast \phi_2 \ast \ldots \ast \phi_n(x) = \sum_{j,m,\bar{m}} \phi_1^j m_1 \bar{m}_1 \phi_2^j m_2 \bar{m}_2 \ldots \phi_n^j m_n \bar{m}_n \phi_1^j m_1 \bar{m}_1 \ast \phi_2^j m_2 \bar{m}_2 \ast \ldots \ast \phi_n^j m_n \bar{m}_n \]

\[ = \sum_{j,m,\bar{m}} (\Phi_1^j \Phi_2^j \ldots \Phi_n^j)_{m_1 \bar{m}_1} v_{m_1 \bar{m}_1}^j \]  

(2.22)

where the infinite matrices \( \Phi \) have been rearranged into a block-diagonal form, each block being the \((2j + 1) \times (2j + 1) \) matrix \( \Phi^j = \{\phi_{m\bar{m}}^j\}, -j \leq m, n \leq j \).

2.3 Integration

The definition of the integral in the algebra \( \mathbb{R}^3 \) is the one introduced in \([39]\) by one of the authors. It has been slightly modified with respect to our previous definition in \([4]\) in order to better reproduce the commutative limit. It is indeed a generalization to the noncommutative case of the results contained in \([40]\), where the KS map is used. In \([40]\) it is observed that \( \pi_{KS} \), defined in (2.17), defines a principal fibration \( \mathbb{R}^3 - \{0\} \to \mathbb{R}^3 - \{0\} \)
with structure group $U(1)$. The fibre is therefore compact. Moreover $\mathcal{F} (\mathbb{R}^3 - \{0\})$ can be mapped to $\mathcal{F} (\mathbb{R}^4 - \{0\})$ by

$$\pi^*_{KS} : f \in \mathcal{F} (\mathbb{R}^3 - \{0\}) \rightarrow f \circ \pi_{KS} \in \mathcal{F} (\mathbb{R}^4 - \{0\}) \tag{2.23}$$

with $\pi^*_{KS}$ the pull-back map. This realizes $\mathcal{F} (\mathbb{R}^3 - \{0\})$ as the subalgebra of $\mathcal{F} (\mathbb{R}^4 - \{0\})$ of functions which are constant along the fibers. The vector field which generates the fiber $U(1)$

$$Y_0 = y^0 \frac{\partial}{\partial y^3} - y^3 \frac{\partial}{\partial y^0} + y^1 \frac{\partial}{\partial y^2} - y^2 \frac{\partial}{\partial y^1} \tag{2.24}$$

defines indeed $\mathcal{F} (\mathbb{R}^3 - \{0\})$ as its kernel (it corresponds in the noncommutative case to the inner derivation $[x_0, \cdot]$). It is shown that, given the ordinary volume forms on $\mathbb{R}^3$ and $\mathbb{R}^4$, $\mu_3 = dx^1 \wedge dx^2 \wedge dx^3$ and $\mu_4 = dy^0 \wedge dy^1 \wedge dy^2 \wedge dy^3$, we have

$$\pi^*_{KS} (\mu_3) \wedge \alpha_0 \propto R^2 \mu_4 \tag{2.25}$$

with $\alpha_0$ the dual form of the vector field $Y_0$ and volume form on the fiber. With our conventions the proportionality factor is $1/4$. Observing that functions on $\mathbb{R}^3$ are constant along the fiber $U(1)$, we can factorize the integral along the fiber which just gives a factor of $2\pi$, so that we have

$$\int \mu_3 f = \frac{1}{2\pi} \int \mu_4 \pi^*_{KS} (x_0) \pi^*_{KS} (f) \tag{2.26}$$

where (2.18) has been used.

Therefore, we may generalize to the noncommutative case, assuming (2.26) as a definition,

$$\int_{\mathbb{R}^3} f := \frac{1}{2\pi} \int_{\mathbb{R}^4} \pi^*_{KS} (x_0) \bullet \pi^*_{KS} (f) \tag{2.27}$$

compatible with the commutative limit. The symbol $\bullet$ indicates the two possible choices that we have in generalizing (2.26), which correspond to star-multiply the weight coming from the integration measure, $\pi^*_{KS} (x_0)$, with the integrand $\pi^*_{KS} (f)$ or to use the commutative product. Since $x_0$ star-commutes with all elements of the algebra, the two definitions only differ by a constant shift, as we shall see in a moment. Let us point out that (2.27) differs from the one in [7], by the factor $\pi^*_{KS} (x_0)$. Both definitions are legitimate, but the one proposed here has the advantage of reproducing the usual integral on $\mathbb{R}^3$ once the commutative limit is performed. Eq. (2.27) implies for the basis functions

$$\int_{\mathbb{R}^3} v^j_m \ast \tilde{v}^j_n (x) = \left\{ \begin{array}{ll} 8\pi \lambda^3 j \delta_{mn} & \text{a)} \\ 8\pi \lambda^3 (j + 1) \delta_{\tilde{m}\tilde{n}} & \text{b)} \end{array} \right. \tag{2.28}$$

where the result a) corresponds to the choice to star-multiply the weight-function $x_0$ with the integrand (it may be easily verified using the last of Eqs. (A.17)), whereas the result b) corresponds to choosing the point-wise multiplication and it is obtained by re-expressing the result of the product in terms of the basis elements. As announced, it amounts to a constant shift. We shall choose the second option in the paper. We thus have

$$\int_{\mathbb{R}^3} v^j_m \ast v^j_n (x) = 8\pi \lambda^3 (j + 1) \delta_{mn} \delta_{\tilde{m}\tilde{n}} \tag{2.29}$$
Thanks to these results we obtain, for the integral of the star product \((2.22)\)

\[
\int_{\mathbb{R}^3_\lambda} \phi_1 \star \phi_2 \star \ldots \star \phi_n = 8\pi\lambda^3 \sum_j (j + 1) \text{Tr}_j (\Phi^1_j \cdot \Phi^2_j \cdot \ldots \cdot \Phi^n_j)
\]

(2.30)

with \(\text{Tr}_j\) the trace in the \((2j + 1) \times (2j + 1)\) subspace. Notice that, on performing the sum up to \(j = N/2\), with \(\Phi^j = \Psi^j = 1\) we obtain the result \(8\pi\lambda^3 \sum_{n=0}^N (n/2 + 1)(n + 1) \approx \frac{4}{3}\pi\lambda^3 N^3\), which reproduces correctly the volume of a sphere of radius \(\lambda N\).

2.4 Derivations

In the commutative case derivations of the algebra \(\mathcal{F}(\mathbb{R}^3 - \{0\})\) are obtained by projecting the derivations of \(\mathcal{F}(\mathbb{R}^4)\) through the KS map \((2.17)\). It may be seen \([40]\) that projectable vector fields are defined by the condition \([D_i, Y_0] = 0\), with \(Y_0\) given in \((2.24)\). They correspond to the three rotations generators \(Y_i\), and the dilation \(D\)

\[
\pi_{KS*}(Y_i) = X_i = \epsilon^{kj}_i x^j \frac{\partial}{\partial x^k}, \quad \pi_{KS*}(D) = x^i \frac{\partial}{\partial x^i}
\]

(2.31)

with \(\pi_{KS*}\) the push-forward map, \(Y_i = y^0 \frac{\partial}{\partial y^0} - y^i \frac{\partial}{\partial y^0} - \epsilon^{kj}_i y^j \frac{\partial}{\partial y^0}\) and \(D = y^\mu \frac{\partial}{\partial y^\mu}\). As well known, the three rotations are not independent since \(x^i \cdot X_i = 0\). When passing to the noncommutative case the three rotations are still derivations of the algebra \(\mathbb{R}^3_\lambda\) and may be given the form of inner derivations, but the dilation, in the form of \((2.31)\), is not anymore a derivation. On using the star product \((2.12)\) we have for rotations

\[
X_i(\phi) = -i [x_i, \phi]_*, \quad i = 1, \ldots, 3
\]

(2.32)

which obviously satisfies the Leibnitz rule. Moreover they become independent (even though \(x^i \star X_i(\phi) + X_i(\phi) \star x^i = 0\), derivations are not a module over the algebra in the NC case, they are only a left module over the center of the algebra). As for the dilation, it is easy to check that it does not satisfy the Leibnitz rule (for example, on applying it to the star product of coordinates). Therefore, the only derivations of the algebra \(\mathbb{R}^3_\lambda\) closing a Lie algebra are the three inner derivations \(X_i\). Let us notice that they are also sufficient in the sense that only functions which are in the center of \(\mathbb{R}^3_\lambda\) are simultaneously annihilated by all of them. As clarified in appendix \(A\) the notion of sufficiency replaces the notion of basis of a module in the noncommutative setting.

Let us notice that there is a way to implement the dilation as a derivation of the star product \((2.12)\). This amounts to enlarge the algebra \(\mathbb{R}^3_\lambda\) to include the noncommutativity parameter \(\lambda\) (see \([41]\) where the construction is performed for the Moyal algebra \(\mathbb{R}^4_\theta\)). It may be checked that, in such a case, the vector field

\[
D_\lambda = x_i \frac{\partial}{\partial x_i} + \lambda \frac{\partial}{\partial \lambda} \equiv x_0 \frac{\partial}{\partial x_0} + \lambda \frac{\partial}{\partial \lambda}
\]

(2.33)

is an outer derivation of the enlarged algebra (see \([39]\) for further details). Moreover, together with the three derivations \(X_i\), it closes the standard \(\mathfrak{u}(2)\) Lie algebra, as in the commutative case. The inclusion of such a derivation with a suitable modification of the definition of the algebra \(\mathbb{R}^3_\lambda\) shall be considered elsewhere.
Expressing the fields of NCFT on $\mathbb{R}^3_\lambda$ in the canonical basis yields diagonal interaction vertices so that this latter may be physically viewed as the interaction basis. We will also use another basis, the fuzzy spherical harmonics, $Y^j_{\ell k}$, widely used in the literature related to the fuzzy sphere (see appendix A for details). It turns out that a class of natural Laplacian operators on $\mathbb{R}^3_\lambda$, such as the one considered in [7] is diagonal in such a basis, together with the gauge-fixed kinetic operator of the gauge models built in this paper. This basis may then be viewed physically as the propagation basis.

The issue of the definition of a Laplacian for the algebra $\mathbb{R}^3_\lambda$ is an important one. It has been already addressed in [7] and recently reconsidered in [39]. The problem is that, on one hand we would like a Laplacian which gives back the ordinary Laplacian on $\mathbb{R}^3$ when the commutative limit is performed. On the other hand, one would like to construct a Laplacian in terms of the derivations of the algebra (see however [42] where a different proposal not based on derivations is explored). We have seen that the algebra has only inner derivations, which, in the commutative limit, reproduce rotations. Hence, a Laplacian constructed in terms of them will not reproduce the radial part of the Laplacian in the commutative limit. It was thus argued in [7] and further clarified in [39] that a multiplicative operator quadratic in $x_0$ should be added, because the star-product of $x_0$ with elements of the algebra contains the dilation operator. The issue of the commutative limit is however still to be understood.

In any case, we shall see in next sections that the effective action we are going to consider for the fluctuations of the gauge fields only contains the natural, derivations based, Laplacian. It is still to be understood how to implement the modification proposed in [7] or [39] at the level of gauge theory.

### 3 Classical gauge-invariant models

#### 3.1 Connection and curvature

We consider now the natural differential calculus generated by the Lie algebra of real inner derivations of $\mathbb{R}^3_\lambda$ defined in terms of $X_i$ (2.32) by

$$\text{Der}(\mathbb{R}^3_\lambda) := \{ D_i := \frac{1}{\lambda} X_i = \frac{i}{\lambda} [x_j, \cdot], j = 1, 2, 3 \}$$  \hspace{1cm} (3.1)

with the relation

$$[D_i, D_j] = \frac{1}{\lambda} \epsilon_{ijk} D_k \hspace{1cm} \forall i, j, k = 1, 2, 3,$$  \hspace{1cm} (3.2)

Notice that $D_0 = \frac{1}{\lambda}[x_0, \cdot]$ is a trivial derivation of the algebra, being $[D_i, D_0] = 0 \hspace{1cm} \forall i = 1, 2, 3$ and $D_0(f) = 0 \hspace{1cm} \forall f \in \mathbb{R}^3_\lambda$.

The mass dimensions are $[\lambda] = -1$ and $[D_i] = 1$. It is straightforward to check that Der$(\mathbb{R}^3_\lambda)$ is a module over $Z(\mathbb{R}^3_\lambda)$, the center of $\mathbb{R}^3_\lambda$, which is generated by the element $x_0$ introduced above. Therefore, as stated above, the three derivations $D_i$ are independent as a module over the center. Moreover, they are also sufficient, that is they verify $D_i(f) = 0 \hspace{1cm} \forall i = 1, \ldots, 3$ if and only if $f \in Z(\mathbb{R}^3_\lambda)$. From this follows that Der$(\mathbb{R}^3_\lambda)$ of Eq. (3.1) generates a differential calculus as described above.

In order to generalize $U(1)$ gauge theories, as a right module on $\mathbb{R}^3_\lambda$, we pick the algebra $\mathbb{R}^3_\lambda$ itself. Then, from the above scheme, one easily checks from the first of Eqs. (2.1) that a Hermitian connection on $\mathbb{R}^3_\lambda$ for the Hermitian structure $h(a_1, a_2) = a_1^\dagger \ast a_2, \hspace{1cm} \forall a_1, a_2 \in \mathbb{R}^3_\lambda$.
is entirely determined by the elements $A_i := \nabla_{D_i}(\mathbb{I})$ with
\[
\nabla_{D_i}(a) := \nabla_i(a) = D_i a + A_i \ast a, \quad A_i^\dagger = -A_i, \tag{3.3}
\]
while from Eq. (2.5) one infers that
\[
\eta(D_i) := \eta_i = \frac{i}{\lambda} x_i \tag{3.4}
\]
and the invariant connection and covariant one form are respectively
\[
\nabla^{inv}_i(a) = D_i a - \eta_i \ast a = -\frac{i}{\lambda} a \ast x_i; \tag{3.5}
\]
\[
A_i := (\nabla_i - \nabla^{inv}_i)(a) = A_i + \frac{i}{\lambda} x_i, \tag{3.6}
\]
so that
\[
\nabla_i(a) = A_i \ast a - \frac{i}{\lambda} a \ast x_i \tag{3.7}
\]
for any $a \in \mathbb{R}^3$. By noting that $[\eta_i, \eta_j] \ast = \eta_{[D_i,D_j]} = -\frac{1}{\lambda} \epsilon_{ijk} \eta_k$, we find from (2.11) that
\[
F^{inv}_{ij} = [\eta_i, \eta_j] \ast - \eta_{[D_i,D_j]} = 0. \tag{3.8}
\]
Finally, by combining (2.3) with
\[
[D_i, D_j] a = -\frac{1}{\lambda} \epsilon_{ijk} D_k a + [A_i, A_j] \ast a + (D_i A_j - D_j A_i) \ast a \tag{3.9}
\]
\[
[D_i, D_j] a = -\frac{1}{\lambda} \epsilon_{ijk} (D_k a + A_k \ast a), \tag{3.10}
\]
we obtain the expression for the curvature
\[
F_{ij} = (D_i A_j - D_j A_i) + [A_i, A_j] \ast + \frac{1}{\lambda} \epsilon_{ijk} A_k \tag{3.11}
\]
\[
= [A_i, A_j] + \frac{1}{\lambda} \epsilon_{ijk} A_k. \tag{3.12}
\]
The gauge transformations are still given by (2.4), (2.5) with $g \in \mathcal{U}(\mathbb{R}^3)$, i.e $g^\dagger g = gg^\dagger = \mathbb{I}$. We finally make the rescaling $A_i \to -i A_i$ so that now $A_i^\dagger = A_i$ and the curvature (3.11) becomes
\[
F_{ij} = -i(D_i A_j - D_j A_i) - [A_i, A_j] \ast - \frac{1}{\lambda} \epsilon_{ijk} A_k. \tag{3.13}
\]

### 3.2 A family of gauge-invariant actions

We now look for families of gauge-invariant functional actions depending on $A_i$, $S_{cl}(A_i)$, i.e we assume that $A_i$ is the relevant field variable. We do not adopt here the viewpoint developed in [22] leading to a matrix model formulation of gauge theories on $\mathbb{R}^2$ with $A_i$ chosen as the field variable. Our principal requirements are:

i) The gauge invariant functional actions are at most quartic in $A_i$;

ii) No linear terms in $A_i$ are involved;

iii) The kinetic operator is positive (upon gauge fixing).
The requirement i) is obviously fulfilled by any functional of the form $\int_{\mathbb{R}^3} \mathcal{P}(A(A))$, where $\mathcal{P}(A)$ is a star-polynomial with degree $\delta = 4$.

The requirement ii) insures that the classical equations of motion support the solution $A_0^i = 0$, which otherwise would imply a non trivial vacuum for the classical action. Then, one would have to expand the classical action $S_{cl}(A_i)$ around $A_0^i$, i.e setting $A_i = A_0^i + \alpha_i$ where now $\alpha_i$ may be interpreted as covariant coordinates (being related to the difference of two connections). This does not fit with our field variable assumption. Recall that in the case of Moyal space $\mathbb{R}^4_\theta$, non trivial vacuum solutions are known to occur within gauge theories [18], [21] generating huge difficulties. Recall also that for the commutative Yang-Mills action, a salient property valid at the quantum level is that the tadpole (1-point) function stemming from the cubic gauge fields coupling vanishes automatically thanks to the Lie algebraic structure of the interaction vertex. In the present situation, the structure of this latter is quite different. Since we examine the possibility to have natural noncommutative analogs of Yang-Mills theory on $\mathbb{R}^3_\lambda$, an important issue to examine is the fate of the tadpole which actually takes part to the quantum stability of the vacuum.

Another point to examine is the possibility to build a massless theory as commutative Yang-Mills is. In fact, the computation of loop diagrams is complicated, even for the 1-point function. This is due to the structure of the vertices and the kinetic operator. Fortunately, one useful simplification occurs when no mass term is present in the classical theory, so that the zero mass issue can be examined.

The above discussion points towards the following gauge invariant functional\(^2\) satisfying requirement i):

$$S_{cl}(A_i) = \frac{1}{g^2} \int_{\mathbb{R}^3} \left( \alpha A_i A_j A_i + \beta A_i A_j A_i A_j + \zeta \varepsilon_{ijk} A_i A_j A_k + m A_i A_i \right)$$

(3.14)

where $A_i$ must be viewed as a functional of $A_i$, $A_i = -i A_i + \eta_i$ and $\alpha$, $\beta$, $\zeta$, $m$ are real parameters with respective mass dimensions $[\alpha] = [\beta] = 0$, $[\zeta] = 1$, $[m] = 2$. The overall constant $1/g^2$ has mass dimension $-1$ and it is necessary in $D = 3$ in order to get a dimensionless action. On using the matrix basis introduced previously and on expanding the gauge fields in such a basis

$$A_i = \sum_{j \in \mathbb{N}} \sum_{-j \leq m, \tilde{m} \leq j} (A^i_j)_{m \tilde{m}} v^i_{m \tilde{m}}$$

(3.15)

and

$$\eta_i = \sum_{j \in \mathbb{N}} \sum_{-j \leq m, \tilde{m} \leq j} (\eta^i_j)_{m \tilde{m}} v^i_{j \tilde{m}}$$

(3.16)

the integral may be reduced to a sum of traces, by means of Eq. (2.30)

$$S_{cl}(A_i) = \overline{\text{Tr}}(\alpha A_i^A_j A_j^A_i \epsilon_{ijk} A_i^A_j A_j^A_k + \beta A_i^A_j A_j^A_k A_i^A_j A_j^A_k + \zeta \varepsilon_{ijk} A_i^A_j A_j^A_k A_k^A_j + m A_i^A_j A_j^A_i)$$

(3.17)

where we have introduced the shorthand for the weighted trace

$$\overline{\text{Tr}} = \frac{8 \pi \lambda^3}{g^2} \sum_j (j + 1) \text{Tr}_j$$

(3.18)

\(^2\text{Summation over repeated indices is understood. Moreover, we shall omit to indicate the star product from now on, unless required to avoid ambiguities.}\)
We recall that $A_i$, $\eta_i$, $A_i = iA_i + \eta_i$, are infinite-dimensional, block diagonal matrices, each block $A^j_i, \eta^j_i, A^j_i$ being a $2j+1 \times 2j+1$ matrix. To simplify the notation, we shall omit the superscript $j$ from now on unless otherwise stated. The terms linear in $A_i$ are given by

$$S^{1}_{cl}(A_i) = i\tilde{\text{Tr}}(-4(\alpha + \beta)(\eta^2)\eta_iA_i + (3\frac{\zeta}{\lambda} - 4\frac{\beta}{\lambda^2} - 2m)\eta_iA_i).$$  (3.19)

The requirement ii) is fulfilled provided

$$\alpha + \beta = 0,$$  (3.20)
$$3\frac{\zeta}{\lambda} - 4\frac{\beta}{\lambda^2} = 2m.$$  (3.21)

Condition (3.20) is automatically satisfied whenever the quartic part of the action (3.17) comes from $\tilde{\text{Tr}}(F_{ij}^i F_{ij})$. That will be assumed from now on. We will also assume $\alpha = -\beta = 2$. Then, setting for convenience

$$\gamma := \zeta + \frac{4}{\lambda}, \mu := m + \frac{2}{\lambda^2},$$  (3.22)

we obtain from (3.17) the following gauge-invariant action

$$S_{cl}(A_i) = \tilde{\text{Tr}}(F_{ij}^i F_{ij} + \gamma \epsilon_{ijk}A_i A_j A_k + \mu A_i A_i),$$  (3.23)

which satisfies the requirement ii) provided

$$\mu = \frac{3}{2\lambda} \gamma.$$  (3.24)

One then obtains

$$S_{cl}(A_i) = \tilde{\text{Tr}}(F_{ij}^i F_{ij} + \gamma (\epsilon_{ijk}A_i A_j A_k + \frac{3}{2\lambda}A_i A_i)).$$  (3.25)

The kinetic term of (3.25) is given by

$$S^{2}_{cl}(A_i) = \tilde{\text{Tr}}(A_i[-2\delta_{ij}D^2 + (\frac{2}{\lambda^2} - \mu)\delta_{ij} + 2D_i D_j - \lambda(\frac{2}{\lambda^2} - \mu)\epsilon_{ijk}D_k]A_j),$$  (3.26)

which involves a mass-type term $\sim (\frac{2}{\lambda^2} - \mu)A_i A_i$.

At this stage, one interesting remark is in order. We note that the total action

$$S_{cl}(A_i) = \tilde{\text{Tr}}F_{ij}^i F_{ij} + S^{CS}_{cl}(A_i)$$  (3.27)

is (up to unessential changes in the parameters) very similar to the Alekseev-Recknagel-Schomerus gauge action on the fuzzy sphere whenever we retain only the projection of the gauge fields on one single fuzzy sphere of the "foliation". This amounts to fix the radius eigenvalue $j$ in the field expansion. Such a model has been widely studied (see for example [43], and references therein). The comparison with our results is certainly to be done, it is however not straightforward for many reasons: we perform our calculation in the

---

3This term is formally similar to a Yang-Mills action, up to the last term in (3.13).

4We are grateful to Harold Steinacker for bringing to our attention this important point.
interaction basis whereas all other calculations available in the literature are performed in the propagation basis (fuzzy harmonics), also, with respect to a different gauge choice has been made. We therefore postpone the analysis to a subsequent work.

In order to prepare the ensuing discussion, it is interesting to consider the case obtained by dropping the term $\sim \tilde{\text{Tr}}(\tilde{F}_{ij}^\dagger F_{ij})$; what is left is a formal analog of a Chern-Simons term. This amounts to set $\alpha = \beta = 0$ in (3.17). One easily obtains the corresponding classical action fulfilling requirement ii):

$$S_{\text{CS}}^{\text{cl}}(A_i) = \frac{3\gamma}{2} \tilde{\text{Tr}}(A_i[-\frac{1}{\lambda} \delta_{ij} + \varepsilon_{ijk} D_k] A_j) + i\gamma \tilde{\text{Tr}}(\varepsilon_{ijk} A_i A_j A_k). \quad (3.28)$$

The action (3.28) must be supplemented by a BRST invariant gauge-fixing term. Here, it is especially convenient to choose an axial-type gauge, namely $A_3 = 0$. We follow here the usual liturgy for the BRST gauge-fixing in NCFT. Rather universal algebraic tools in BRST symmetry can be found in [44]. The gauge-fixed action is written as

$$S_{\text{Tot}}^{\text{CS}} = S_{\text{cl}}^{\text{CS}} + s\tilde{\text{Tr}}(\bar{C} A_3) = S_{\text{cl}}^{\text{CS}} + \tilde{\text{Tr}}(b A_3 - \bar{C} D_3 C + i\bar{C}[A_3, C]) \quad (3.29)$$

where $s$ is a nilpotent Slavnov operation\(^5\) with structure equations defining the BRST symmetry given by

$$sA_i = D_i C - i[A_i, C] = [A_i, C], \quad sC = iCC, \quad s\bar{C} = b, \quad sb = 0, \quad (3.30)$$
in which $\bar{C}$, $C$ and $b$ are respectively the antighost, ghost and St"uckelberg field with respective ghost numbers $-1$, $1$ and $0$. Then, by combining (3.29) with (3.30) and formally integrating over the St"uckelberg field $b$ which amounts to set $A_3 = 0$ into the action (3.29), it is easy to realize that the interaction term vanishes while the ghost part decouples from the gauge potential part leading to a gauge-fixed free theory. Note that it is somewhat similar to what happens for the (commutative) non-Abelian Chern-Simons theory on $\mathbb{R}^3$ (see for instance [45] and references therein).

Consider now only the Yang-Mills type term in (3.23) ($\gamma = \mu = 0$). Notice that it corresponds to a massive theory, with mass term $\sim \frac{1}{\lambda^2} \tilde{\text{Tr}}(A_i A_i)$. The corresponding kinetic operator in the axial gauge given by

$$K_{ij}^{\text{YM}} = (-2\delta_{ij} (D^2 - \frac{1}{\lambda^2}) - \frac{2}{\lambda} \varepsilon_{ijk} D_k) + 2D_i D_j, \quad i, j = 1, 2$$

is very hard to invert, the difficulty coming essentially from the term $D_i D_j$. Working in a Landau-type gauge as the one used below, permits to get rid of the terms $\sim D_i D_j$ and the corresponding gauge fixed kinetic operator becomes diagonal in the space indices, except terms “linear in the derivative” $\sim \varepsilon_{ijk} D_k$. This again makes the computation of the propagator very difficult. Note that these linear terms reflect the non-commutativity of the derivatives, which is one source of the technical difficulties.

In the present case, the use of the matrix bases introduced in the subsection 2.2 yields kinetic operators that do not obey the indices conservation law (see e.g (3.40), (3.45) below) but shifted conservation laws. Hence, they cannot be related to Jacobi operators unlike the kinetic operator of the Grosse-Wulkenhaar model or in [7], [22]. They are instead related

---

\(^5\)Recall that $s$ acts as a graded derivation with respect to the grading defined by the sum of the degree of forms and ghost number (modulo 2).
to a kind of generalized Jacobi operators. Notice that a similar feature appears within the matrix model formulation of gauge theories on $\mathbb{R}_\theta^2$ developed in [22] for an interesting class of vacua. This deserves further investigations.

An interesting simplification arises when the action (3.25) is formally massless. In view of (3.26), this occurs whenever

$$\mu = \frac{2}{\lambda^2}, \quad (3.31)$$

for which terms linear in the derivative also disappear, thus simplifying the computation of the propagator for $A_i$. From now on, we will assume that (3.31) holds true, therefore focusing on a gauge-invariant massless theory on $\mathbb{R}_\lambda^3$.

It is convenient to use a Feynman-Landau type gauge $D_i A_i = 0$. Then the corresponding BRST invariant gauge-fixed action is

$$S_{tot} = S_{cl}(A_i) + s\tilde{\text{Tr}}(\bar{C}(D_i A_i) + \xi \bar{C} b) = \tilde{\text{Tr}}(A_i[-2\delta_{ij} D^2 + (2 + \frac{1}{4\xi})D_i D_j]A_j$$

$$+ 4i D_i A_j[A_i, A_j] - i \frac{4}{3\lambda} \varepsilon_{ijk} A_i A_j A_k$$

$$- 2(A_i A_i)^2 + 2A_i A_j A_i A_j) + \tilde{\text{Tr}}(-\bar{C}(D^2) C + i\bar{C} D_i[A_i, C]). \quad (3.32)$$

where $\xi$ is a dimensionless gauge parameter, the BRST symmetry is still defined by (3.30) and integration over the $b$ field has been performed as above. Unessential terms $\sim \tilde{\text{Tr}}(\varepsilon_{ijk} x_i x_j x_k)$ have been dropped. Now, one easily observes that the kinetic operator becomes diagonal in the “space indices” when

$$\xi = -\frac{1}{8}, \quad (3.33)$$

which hereafter is referred as the diagonal gauge. The inversion of this operator, that can be related to an operator of Jacobi type, becomes now possible. Notice that in the present massless situation, the occurrence of IR singularity can be expected in the propagator as shown in a while. In fact, this IR singularity will be harmless in the ensuing analysis.

### 3.3 Gauge and ghost propagators

The propagator for the $A_i$ can be computed by expressing in the canonical matrix basis for $\mathbb{R}_\lambda^3$ the corresponding quadratic part of the gauge-fixed action. By observing that $D^2 = -\Delta$ where $\Delta$ is the Laplacian operator already considered in [7] for a suitable choice of parameters,

$$\Delta v_{m\tilde{m}}^j = \frac{1}{\lambda^4} \left( \frac{1}{2} (x_+,[x_-,v_{m\tilde{m}}^j]) + x_+,[x_-,v_{m\tilde{m}}^j][x_3,v_{m\tilde{m}}^j] \right) \quad (3.34)$$

and further using the expansion of the field variable $A_i$ in the canonical basis (3.15), the kinetic part of the action (3.32) in the diagonal gauge becomes

$$S_2(A_i) = 2 \sum_{j_1,j_2} \sum_{m_1,\tilde{m}_1} \sum_{m_2,\tilde{m}_2} (A_i)_{j_1j_2, m_1\tilde{m}_1} (\Delta)_{m_1\tilde{m}_1,m_2\tilde{m}_2} (A_i)_{m_2\tilde{m}_2} \quad (3.35)$$
with (see Eqs. (A.17))

\[
\Delta^{j_1 j_2}_{m_1 \bar{m}_1 ; m_2 \bar{m}_2} = \delta_{j_1 j_2} \left( \delta_{m_1 m_2} \delta_{\bar{m}_1 \bar{m}_2} D_{m_2 \bar{m}_2}^{j_2} \right)
- \delta_{\bar{m}_1 m_2 + 1} \delta_{m_1 \bar{m}_2 + 1} B_{m_2 \bar{m}_2}^{j_2} - \delta_{\bar{m}_1 m_2 - 1} \delta_{m_1 \bar{m}_2 - 1} H_{m_2 \bar{m}_2}^{j_2},
\]

\(D_{m_2 \bar{m}_2}^{j_2} = \frac{8\pi \lambda}{g^2} (j + 1) \left( 2j^2 + 2(j - m_2 \bar{m}_2) \right)\) \( (3.37) \)

\[B_{m_2 \bar{m}_2}^{j_2} = \frac{8\pi \lambda}{g^2} (j + 1) \left[ (j + m_2 + 1)(j - m_2)(j + \bar{m}_2 + 1)(j - \bar{m}_2) \right]^{\frac{1}{2}} \]

\(H_{m_2 \bar{m}_2}^{j_2} = \frac{8\pi \lambda}{g^2} (j + 1) \left[ (j + m_2)(j - m_2 + 1)(j + \bar{m}_2)(j - \bar{m}_2 + 1) \right]^{\frac{1}{2}}. \) \( (3.39) \)

The indices conservation law \( [7] \) is

\[\Delta^{j_1 j_2}_{mn;kl} \neq 0 \implies j_1 = j_2, \; m + k = n + l. \] \( (3.40) \)

Another useful relation is

\[\Delta^{j_1 j_2}_{mn;kl} = \Delta^{j_1 j_2}_{kl;mn}. \] \( (3.41) \)

The gauge fixed kinetic operator is a positive operator, in agreement with the requirement iii) (see beginning of subsection 3.2). In particular, one has (see Eq. (A.30))

\[
\Delta Y^j_{lk} = \frac{1}{\lambda^2} l(l + 1) Y^j_{lk}, \quad j \in \mathbb{N}, \quad 0 \leq l \leq 2j, \quad l \in \mathbb{N}, \quad -l \leq k \leq l
\]

so that the spectrum of \( \Delta \) is positive, \( \text{spec}(\Delta) \subset \mathbb{R}^+ \). Notice that it involves the zero eigenvalue, as it can be expected in a massless theory. Combining the mass dimension of \( \lambda \) with \( (3.42) \) singles out a natural choice for the UV and IR regions, corresponding respectively to large and small indices \( l \).

In the same way, the kinetic part for the ghost sector can be expressed as

\[
S_2(C, \bar{C}) = \text{Tr}(C \Delta C) = \sum_{j_1, j_2} \sum_{m_1, \bar{m}_1} \sum_{m_2, \bar{m}_2} C^{j_1}_{m_1 \bar{m}_1} (\Delta^{j_1 j_2}_{m_1 m_2; \bar{m}_1 \bar{m}_2}) C^{j_2}_{m_2 \bar{m}_2} \]

(3.43)

where the Grassman variables \( C^{j_1}_{m_1 \bar{m}_1} \) and \( C^{j_2}_{m_2 \bar{m}_2} \) inherit the respective ghost number of \( \bar{C} \) and \( C \).

The propagator \( P^{j_1 j_2}_{mn;kl} \) is defined as the inverse of \( \Delta^{j_1 j_2}_{mn;kl} \) by the relations

\[
\sum_{k, l = -j_2}^{j_2} \Delta^{j_1 j_2}_{mn;lk} P^{j_2 j_3}_{kl;rs} = \delta^{j_1 j_3} \delta_{m_2 \bar{m}_2} \delta_{n_1 \bar{n}_1}, \quad \sum_{m, n = -j_2}^{j_2} P^{j_1 j_2}_{mn;kl} \Delta^{j_2 j_3}_{mn;kl} = \delta^{j_1 j_3} \delta_{l \bar{l}} \delta_{k \bar{k}},
\]

(3.44)

from which follows

\[P^{j_1 j_2}_{mn;kl} \neq 0 \implies j_1 = j_2, \; m + k = n + l. \] \( (3.45) \)

The explicit expression for the propagator can be readily obtained by an adaptation of the results obtained in [7] (note the factor \( (j_1 + 1) \) in the denominator due to the weighted trace we have introduced). It can be written as

\[
P^{j_1 j_2}_{mn;pq} = \frac{g^2}{8\pi \lambda} \frac{1}{(j_1 + 1)(2j_1 + 1)} \sum_{l=0}^{2j_1} \sum_{k=-l}^{l} \frac{1}{l(l + 1)} (Y^j_{lk})_{nm}(Y^j_{lk})_{qp}.
\]

(3.46)
Note that Eq. (3.46) is singular when \( l = 0 \) which corresponds to an IR singularity, as it can be expected in a massless (gauge) theory. In the ensuing analysis, it will be understood that an IR regulator is used whenever (3.46) and/or sums \( \sum_{l=0}^{2j} \) are explicitly written. In fact, IR singularities will disappear as we will show in a while.

4 Tadpole function at the one-loop order

We now use the perturbative framework detailed in the appendix \( B \) to compute the tadpole one-point function for the gauge potential. It receives contribution from ghost and gauge potential loops corresponding respectively to the ghost-gauge vertex and the trilinear vertex in the gauge-fixed action (3.32). Recall that we have chosen the diagonal gauge, defined by (3.32) together with (3.33). The computation is a bit cumbersome as the tadpole contributions for each \( A_i \) must be considered separately. Nevertheless, a simplification occurs once it is noticed that the totally antisymmetric part of the cubic gauge potential vertex does not contribute.

It is easier to begin with the computation of the tadpole with external \( A_3 \). We first consider the corresponding ghost loop contribution. By using the properties of the canonical basis recalled in the subsection 2.2 and in appendix A, together with the definition (3.1) and observing that (A.17)

\[
[x_3, v_{mn}^j] = \lambda(m-n)v_{mn}^j, \quad \forall j \in \mathbb{N}^2, \quad -j \leq m, n \leq j
\]

the relevant ghost-gauge part of the action (3.32) can be written as

\[
S_{int}^{A_3\phi\pi} = \frac{k}{\lambda} \sum_{j,m,n,p} (j+1)(m-n)C_{mn}^j((A_3)_{np}^jC_{pm}^j - C_{np}^j(A_3)_{pm}^j)
\]

where the superscript “\( \phi\pi \)” stands for “Faddeev-Popov” and \( k = \frac{8\pi\lambda^3}{g^2} \). Therefore,

\[
S_{int}^{A_3\phi\pi} \left( \frac{\delta}{\delta J}, \frac{\delta}{\delta \tilde{\eta}}, \frac{\delta}{\delta \eta} \right) = \frac{k}{\lambda} \sum_{j,m,n,p} (j+1)(n-m)\left( \frac{\delta}{\delta J_{np}^j} \frac{\delta}{\delta \tilde{J}_{np}^j} \frac{\delta}{\delta \tilde{\eta}_{mn}^j} \frac{\delta}{\delta \eta_{mn}^j} \right) (A_3)_{np}^j (A_3)_{pm}^j
\]

where the source fields \( J, \tilde{\eta}, \eta \) have been rescaled by a factor of \( k(j+1) \), as explained in appendix \( B \). From (4.3) and (B.11), one infers that the relevant part of \( W(J, \eta, \tilde{\eta}) \) related to the 1-loop ghost contribution to the above 1-point function is

\[
W_1^{\phi\pi} ((J_3)) = -\frac{k}{4\lambda} \sum_{j,m,n,p,k,l} (j+1)(n-m)(P_{mp;nm}^j P_{pn;kl}^j - P_{pm;nm}^j P_{mp;kl}^j) (\tilde{J}_3)_{kl}^j
\]

By Legendre transform and using (B.13), (B.12), the part of the effective action defining the ghost contribution of the 1-point function is

\[
\Gamma^{1;\phi\pi} (A^3) = \sum_{n,p} \sigma_{3np}^{ij\phi\pi} (A_3)_{np}^j = \frac{k}{\lambda} \sum_{m,n,p} (j+1)(p-m)(A_3)_{np}^j
\]

\[
\sigma_{3np}^{ij\phi\pi} = \frac{k}{\lambda} \sum_{-j \leq m \leq j} (j+1)(p-m)P_{mp;nm}^j
\]
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where the last relation makes apparent the external indices \( j, n, p \).

Next, the relevant part of the cubic gauge potential interaction contributing to the 1-point function is

\[
S_{\text{int}}^{AAA} = \frac{4k}{\lambda} \sum_{i=1,2} \sum_{j,m,n,p} (j+1)(m-n)((A_i)_i^{jmn}(A_3)_i^{jnp}(A_i)_i^{jpm} - (A_i)_i^{jnp}(A_3)_i^{jpm}),
\]

(4.6)

for which each of the two terms in the sum over \( i \) will contribute equally to the 1-point function. As expected, the structure of the trilinear gauge potential coupling (4.6) is similar to ghost-gauge potential interaction (4.2), up to the Grassman nature of the ghost variables. Eq. (4.6) yields

\[
S_{\text{int}}^{AAA}(\frac{\delta}{\delta J}) = \frac{4k}{\lambda} \sum_{i=1,2} \sum_{j,m,n,p} (j+1)(m-n)((\frac{\delta}{\delta(J_1)_i^{jnp}})(\frac{\delta}{\delta(J_3)_i^{jpm}} - (\frac{\delta}{\delta(J_1)_i^{jnp}})(\frac{\delta}{\delta(J_3)_i^{jpm}})).
\]

(4.7)

By merely comparing (4.7) with (4.3), it can be easily realized that the relevant part of \( W(J, \eta, \bar{\eta}) \) corresponding to the gauge potential loop contribution to the 1-point function satisfies

\[
W^A_1((J_3)) = -2W^A_1((J_3))
\]

(4.8)

so that

\[
W_1((J_3)) := W^A_1((J_3)) + W^{\phi \pi}_1((J_3)) = \frac{k}{4\lambda} \sum_{j,m,n,p,k,l} (j+1)(m-n)(P^{j,j; mn}_{mp,kl}P^{j,j; pm}_{mn,kl} - P^{j,j; pm}_{mn,kl}P^{j,j; mn}_{mp,kl})(\bar{J}_3)_i^{jkl}.
\]

(4.9)

The 1-point function with external \( A_3 \) is then given by

\[
\Gamma^1(A^3) := \sum_{j,n,p} \sigma^j_{np}(A_3)_i^{jnp} = \frac{k}{\lambda} \sum_{j,m,n,p} (j+1)(m-p)P^{j,j; mn}_{mp,kl}(A_3)_i^{jnp}
\]

(4.10)

\[
\sigma^j_{np} = \frac{k}{\lambda} \sum_{j\leq m \leq j} (j+1)(m-p)P^{j,j; mn}_{mp,kl} = \frac{k}{\lambda} \delta_{np} \sum_{j\leq m \leq j} (j+1)(m-n)P^{j,j; mn}_{mp,kl}
\]

(4.11)

where again \( n, p \) (in addition to \( j \)) are external indices and the last relation in (4.11) stems from the standard "selection rule" for the Clebsch-Gordan coefficients

\[
m_1 + m_2 \neq k \Rightarrow \left( \begin{array}{c} j_1 \ \ j_2 \ \ l \ \ k \\ m_1 \ \ m_2 \end{array} \right) = 0,
\]

(4.12)

combined with (A.33) and (A.32), implying that \( n \neq p \Rightarrow P^{j,j; mn}_{mp,kl} = 0 \). Despite the fact that the propagator (3.46) has an IR singularity (at \( l = 0 \)) reflecting the fact that the classical gauge theory is massless by construction, the 1-point function \( \sigma^j_{np} \) (4.11) has no IR singularity. Indeed, write \( \sigma^j_{np} \) as

\[
\sigma^j_{np} = \frac{\lambda}{(2j+1)} \delta_{np} \left( \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \sum_{j\leq m \leq j} (m-n)(Y_{00}^{j^1})_{mn}(Y_{00}^{j^2})_{mn}
\]

\[
+ \sum_{m,l \neq 0,k} \frac{(m-n)}{l(l+1)}(Y_{lk}^{j^1})_{mn}(Y_{lk}^{j^2})_{mn}
\]

(4.13)
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where \((3.46)\) has been used and we have introduced an IR regulator to parametrize the singularity. The first term in the parenthesis vanishes trivially since \((Y_{00}^j)_{mn} \propto \delta_{mn} (Y_{00}^j \propto 1)\) holds true. Finally, summing all the contributions, \(\sigma^j_{3 \, np}\) can be written as

\[
\begin{align*}
\sigma^j_{3 \, np} &= (-1)^{2j} \lambda \delta_{np} \sum_{m,l \neq 0,k} \frac{k}{l(l+1)} \left( \begin{array}{ccc} j & j & l \\ m & -n & k \end{array} \right)^2 \\
&= (-1)^{2j} \lambda \delta_{np} \sum_{m,l \neq 0,k} \frac{1}{l(l+1)} \sum_{k=-l}^{l} k \left( \begin{array}{ccc} j & j & l \\ m & -n & m-n \end{array} \right)^2 \\
&= 0,
\end{align*}
\]

(4.14)

where we used the "selection rule" \((4.12)\) to obtain the second relation in \((4.14)\).

Before computing the other components of the 1-point function, we notice that each of the ghost and gauge potential loop contributions to \(\sigma^j_{3 \, np}\) are separately vanishing. This comes from the combination of the derivative nature of the trilinear couplings (producing the factor \((m-n)\) in \((4.2), (4.6)\)) together with the indices conservation law for the propagator \((4.15)\) which is reflected in the Clebsch-Gordan selection rule \((4.12)\). We point out that the occurrence of the derivative in the trilinear couplings is essential to obtain the vanishing of \(\sigma^j_{3 \, np}\). In this respect, the appearance of a non zero tadpole at the 1-loop order can be expected in a scalar \(\phi^3\) NCFT on \(\mathbb{R}^3\).

The computation of the other components of the tadpole function can be conveniently carried out by setting \(A_\pm = A_1 \pm iA_2\) and \(D_\pm = \frac{1}{\lambda^2} [x_\pm, \cdot]\). Let us focus on the tadpole for \(A_-\) (the analysis is similar for \(A_+\)). One has \([7]\)

\[
[x_+, \nu^j_{mn}] = \lambda \left( F^j(m) \nu^j_{m+1,n} - F^j(n-1) \nu^j_{m,n-1} \right), \forall j \in \mathbb{N}, -j \leq m, n \leq j, \quad (4.15)
\]

\[
F^j(m) = [(j + m + 1)(j - m)]^{\frac{1}{2}}. \quad (4.16)
\]

The relevant ghost-gauge interaction term is given by

\[
S_{int}^{A_-, \phi \pi} = \frac{1}{2} \tilde{\text{Tr}}(D_+ \tilde{C}[A_-, C])
\]

\[
= \frac{k}{2\lambda} \sum_{j,m,n,p} (j+1) \left( F^j(m)C_{mn}(A_-)^j_{np}C_{pm+1} - F^j(n-1)C_{mn}(A_-)^j_{n-1p}C_{pm} \right.
\]

\[
- F^j(m)C_{mn}C_{n-1p}(A_-)^j_{pm+1} + F^j(n-1)C_{mn}C_{n-1p}(A_-)^j_{pm} \right), \quad (4.17)
\]

Hence

\[
S_{int}^{A_-, \phi \pi} \left( \frac{\delta}{\delta (J_+)} \right) \frac{\delta}{\delta \tilde{\eta}} \frac{\delta}{\delta \tilde{\eta}} = -\frac{k}{2\lambda} \sum_{j,m,n,p} (j+1) \left( F^j(m) \frac{\delta}{\delta \tilde{\eta}_{m+1p}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{nm}} \right.
\]

\[
- F^j(n-1) \frac{\delta}{\delta \tilde{\eta}_{mp}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{hm}} - F^j(m) \frac{\delta}{\delta \tilde{\eta}_{pm}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{nm}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{mp}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{hm}} \right)
\]

\[
+ F^j(n-1) \frac{\delta}{\delta \tilde{\eta}_{pm-1}} \frac{\delta}{\delta \tilde{\eta}_{nm}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{mp-1}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{nm}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{mp}} \frac{\delta}{\delta (J_+)} \frac{\delta}{\delta \tilde{\eta}_{hm}} \right)
\]

(4.18)

where we have defined

\[
(J_\pm) := \frac{1}{2}(J_1 \pm iJ_2). \quad (4.19)
\]
Thus, one has

\[ W_0(J, \eta, \bar{\eta}) := \sum \left( \frac{1}{2} (\bar{J}_+)^{j_1}_{m,n} P_{mn;kl}^{j_1} (\bar{J}_-)^{j_2}_{kl} + \frac{1}{8} (\bar{J}_3)^{j_1}_{mn} P_{mn;kl}^{j_1} (\bar{J}_3)^{j_2}_{kl} + \bar{\eta}^{j_1}_{mn} P_{mn;kl}^{j_1} \bar{\eta}^{j_2}_{kl} \right) \]  

(4.20)

From (4.18) and (B.11), the relevant part of \( W(J, \eta, \bar{\eta}) \) related to the 1-loop ghost contribution to the tadpole function for \( A_- \) is

\[ W_1^{\phi_\pi} ((J_\pm)) = \frac{k}{4\lambda} \sum_{j,m,n,p} \left( F^j_j(m) P^{j}_{m+1;nm} P^{j}_{mn;kl} - F^j_j(n-1) P^{j}_{mp;nm} P^{j}_{pm-1;kl} \right. 
\]

\[- F^j_j(n-1) P^{j}_{pm-1;nm} P^{j}_{mp;kl} \right) (\bar{J}_-)^{j}_{kl}. \]  

(4.21)

From this follows

\[ \Gamma^1 \phi_\pi (A_-) := \sum_{j,n,p} \sigma^j_{+} \phi_\pi (A_-)^j_{np} \]

\[ = \frac{k}{2\lambda} \sum_{j,m,n,p} (j+1) \left( F^j_j(m) P^{j}_{m+1;nm} (A_-)^{j}_{np} - F^j_j(n-1) P^{j}_{mp;nm} (A_-)^{j}_{n-1p} \right. 
\]

\[- F^j_j(n-1) P^{j}_{pm-1;nm} (A_-)^{j}_{pm} \right), \]  

(4.22)

and finally

\[ \sigma^j_{+ \phi_\pi} = \frac{k}{2\lambda} \sum_{m=-j}^{j} (j+1) \left( F^j_j(m) P^{j}_{m+1;nm} - F^j_j(n) P^{j}_{mp+1;nm} \right. 
\]

\[- F^j_j(p-1) P^{j}_{mp+1;nm-1} + F^j_j(n-1) P^{j}_{mp+1;nm} \right). \]  

(4.23)

Further using (4.12) which encodes (3.45), Eq. (4.23) can be expressed as

\[ \sigma^j_{+ \phi_\pi} = \frac{k}{2\lambda} \delta_{n+1,p} \Pi(j, n), \]  

(4.24)

\[ \Pi(j, n) = \sum_{m=-j}^{j} (j+1) \left(2 F^j_j(m) P^{j}_{m+1n+1;nm} - F^j_j(n) P^{j}_{mn+1;1m+1} - F^j_j(n) P^{j}_{mn;nm} \right). \]  

(4.25)

Next, by inspection of the interaction term for \( A_+ \), it can be realized that the gauge potential loop contribution satisfies a relation similar to (4.18) so that the tadpole function for \( A_+ \) defined by

\[ \Gamma^1 (A_+) := \sum_{j,n,p} \sigma^j_{- \phi_\pi} (A_+)^{j}_{np} \]  

(4.26)

is given by

\[ \sigma^j_{- \phi_\pi} = -\frac{k}{2\lambda} \delta_{n-1,p} \Pi(j, n), \]  

(4.27)

where \( \Pi(j, n) \) is still given by (4.25).

It is convenient to introduce the Wigner 3j symbols

\[ \begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{pmatrix} = (-1)^{j_2-j_1-m_3} \sqrt{2j_3+1} \begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & -m_3 \end{pmatrix} \]  

(4.28)
and express the propagator (3.46) as

$$P_{mn;pq}^{jj} = \frac{\lambda^2}{k(j+1)} \sum (-1)^{(n+p)2l+1} \binom{j}{m} \binom{j}{-n} \binom{j}{l} \binom{j}{p} \binom{j}{k} \binom{l}{k}.$$ (4.29)

Then, by using the orthogonality relations on the Wigner 3\(j\) symbols, one can show that

$$\sum_{m} P_{mn;nm}^{jj} = \frac{\lambda^2}{k(j+1)} (-1)^{2n} \sum_{l=0}^{2j+1} \frac{2l+1}{l(l+1)}.$$(4.30)

which permits to sum up the last two terms in (4.25), leading to

$$\Pi(j,n) = 2 \sum_{m=-j}^{j} (j+1)(F^j(m)P_{m+1n+1;nm}^{jj} - F^j(n)P_{mn;nm}^{jj}).$$ (4.31)

The tadpoles (4.24), (4.27) have no IR singularity, as it happens for \(\sigma^{j}_{np}\) (4.11). Indeed, by isolating the IR singularity of the propagator as in (4.13), using in particular \((Y^{00}_{00})_{mn} \propto \delta_{mn}\), one extracts readily from (4.31) the potentially IR singular part of the tadpoles given by

$$\Pi(j,n)_{IR} \sim \lim_{\epsilon \to 0} \frac{1}{\epsilon} \sum_{m} (F^j(m)\delta_{nm} - F^j(n)\delta_{nm}) = 0$$ (4.32)

so that \(\Pi(j,n)\) is IR finite.

Let us summarize our computation. In the diagonal gauge defined by (3.33), we find that the one-loop effective action related to the BRST invariant gauge-fixed theory (3.32) is given by

$$\Gamma^1(A_i) = \frac{k}{2\lambda} \sum_{j \in \mathbb{N}} \sum_{-j \leq n,p \leq j} \Pi(j,n)(\delta_{n+1,p}(A_-)^{ij}_{np} - \delta_{n,p+1}(A_+)^{ij}_{np})$$ (4.33)

with \(\Pi(j,n)\) given by (4.25).

5 Discussion

It turns out that the \(\sigma^{j}_{np}\)'s are not all identically zero, unlike \(\sigma^{j}_{np}\) (4.14). Indeed, by computing for instance \(\Pi(j,n)\) for \(j = \frac{1}{2}, n = -\frac{1}{2}\), one finds that \(\Pi(\frac{1}{2}, -\frac{1}{2}) = 2\) which signals the non-vanishing of the 1-point function, i.e terms linear in \(A_i\), albeit absent in the classical action by the very construction, are generated again by quantum fluctuations in the effective action.

It is instructive to characterize the UV behavior of the tadpole function. This task is complicated by the structure of (4.31) by the various summations that are entangled. One has to analyze separately the cases \(j \to \infty\) with finite \(n\), say \(n \ll j\), and \(j \to \infty\) with \(|n| = j\). This can be achieved by using the standard 3-terms recursion relation among Clebsch-Gordan coefficients (and consequently fuzzy spherical harmonics). The technical details are given in the appendix C. From the formula (C.9), one infers that the large \(j\) limit of the tadpole can be infinite, namely

$$\lim_{j \to \infty} \Pi(j, -j) \sim -\lambda \sqrt{j} \log j.$$ (5.1)
By further using (A.17)

\[ x_+v^j_{mn} = \lambda F^j(m)v^j_{m+1,n}, \quad x_-v^j_{mn} = \lambda F^j(m-1)v^j_{m-1,n} \]  

(5.2)

it can be realized that (4.33) can be recast into the form

\[ \Gamma^1(A_i) = \frac{1}{2} \widetilde{\text{Tr}}(\eta_+\hat{A}_+ + \eta_-\hat{A}_-), \]  

(5.3)

(recall \( \eta_i = \frac{i}{\sqrt{\lambda}}x_i \)) where the field hatA\(_\pm\) are defined from their expansion coefficients with

\[ (\hat{A}_-)_{j,n+1} = \frac{\Pi(j,n)}{(j+1)F^j(n)(A_-)_{j,n+1}}, \quad (\hat{A}_+)_{n,n-1} = \frac{\Pi(j,n)}{(j+1)F^j(n-1)}(A_+)_{n,n-1} \]  

(5.4)

while the other components (\( \hat{A}_{\pm} \)) do not appear in (5.3) which is simply due to (5.2) and (2.24). Notice that the factors \( \frac{\Pi(j,n)}{(j+1)F^j(n)} \) and \( \frac{\Pi(j,n)}{(j+1)F^j(n-1)} \) affecting the expansion modes in (5.4) have a vanishing large \( j \) limit thanks to (5.1). The occurrence of a one-loop non vanishing 1-point function and its particular expression within the massless gauge theory we have considered, eqns. (5.3) and (5.4), has interesting consequences that we discuss now.

Eqn. (5.4) can be interpreted as a wave function renormalisation of each of the (lower and upper first subdiagonal) modes of \( A_\pm \) in its expansion in the canonical basis. It is somewhat different from what would usually happen in commutative field theories for which wave function renormalisation results in overall factors rescaling the fields.

The occurrence of non-vanishing tadpole \( \Gamma^1(A_i) \) (5.3) signals that the classical vacuum configuration becomes unstable under quantum fluctuations. Thus, moving ahead consistently into the perturbative expansion would need to tune the vacuum at each order, i.e. performing an expansion of the field variable around the right vacuum at each order of perturbation, leading presumably to a massive theory.

Next, eqn. (5.3) shows that some but not all the terms linear in \( A_i, \sim \widetilde{\text{Tr}}(\eta_iA_i) \), that were absent from the classical action by construction are restored at one-loop order. Only \( A_3 \) has vanishing tadpole function. Notice by the way that this result, obtained in the diagonal gauge (3.33), obviously holds true in the axial gauge \( A_3 = 0 \). Besides, one observes that \( \Gamma^1(A_i) \) does not have the standard expression of the \( \sigma \)-term of the old linear \( \sigma \)-models. Namely, \( \Gamma^1(A_i) \neq \widetilde{\text{Tr}}(\sigma_iA_i) \sim \sum \sigma_i(A_i)_{im} \) which involves only the ”diagonal modes”. Instead, it has the ”non-covariant” form (5.3) which may be interpreted as an explicit breaking term of the global rotational invariance of the effective action.

Keeping in mind (5.23), (5.24), the above discussion suggests the appearance at one-loop of a mass splitting for the triplet \( (A_i) \), \( i = 1, 2, 3 \) with corresponding term in the effective action given by \( \sum_{k=1}^3 \mu_kA_k^2 \), replacing the term \( \sim \widetilde{\text{Tr}}(\mu_iA_iA_i) \) in (5.23). At the classical order, the relation (4.24) insures the vanishing of the tadpole (linear terms) for each of the \( A_i \) with \( \mu_3 = \frac{1}{2}\gamma = \mu_1 = \mu_2 \) and the triplet has a ”mass degeneracy”. This latter is removed by quantum fluctuations and thus the relation \( \mu_3 = \frac{3}{2}\gamma \) would still hold true among renormalized parameters insuring that \( \Gamma^1(A_3) = 0 \) while \( \mu_1, \mu_2 \neq \mu_3 \) with \( \Gamma^1(A_i) \neq 0 \), \( i = 1, 2 \).

To summarize, we have considered a wide class of gauge invariant models on the non-commutative space \( \mathbb{R}^3_\lambda \), stemming from a natural differential calculus based on derivations of \( \mathbb{R}^3_\lambda \) and assuming a noncommutative analog of the Koszul notion of connection. The related
curvature, upon squaring, gives rise generally to mass terms for the gauge potential $A_i$. In order to mimic salient classical features of commutative Yang-Mills theory, we focused on models which are massless and with no linear $A_i$ dependence. This yields to noncommutative gauge models for which the propagator can be computed in a convenient gauge that may be viewed as an analog of the covariant gauges used within commutative gauge theories. Working in this gauge, we have found that the infrared singularity of the propagator stemming from masslessness disappears from the computation of the correlation functions.

We have shown that massless gauge invariant models on $\mathbb{R}_\lambda^3$ have quantum instabilities of the vacuum, signaled by the occurrence of non vanishing tadpole (1-point) functions for some but not all of the components of the gauge potential. It appears that the tadpole contribution to the effective action cannot be interpreted as a standard $\sigma$-term while its global symmetry does not fit with the one of the classical action, akin to an explicit symmetry breaking term. It would be interesting to examine whether this can be actually related to some kind of analog of radiative pseudo-Goldstone mechanism. This will be examined in a forthcoming publication.

**Acknowledgments:** We thank H. Steinacker for useful correspondence on the relationship between a special truncation the gauge model considered here and the brane model introduced in [33]. A. G. is grateful to N. Drago, T.-P. Hack and N. Pinamonti for useful discussions. J.-C. W thanks D.N. Blaschke, M. Dubois-Violette and H. Grosse for discussions at various stages of this work and the hospitality of the Dipartimento di Fisica, Università di Napoli Federico II and INFN, Sezione di Napoli where a part of this work has been done.

### A General properties of $\mathbb{R}_\lambda^3$ and related matrix bases

In this appendix we briefly review the derivation of the algebra $\mathbb{R}_\lambda^3$ and its matrix basis [7]. It can be viewed as a particular quadratic subalgebra of $({\mathbb{R}}_\theta^4, \star_V)$, the associative algebra of functions of $\mathbb{R}^4 \simeq \mathbb{C}^2$. $\star_V$ is the Wick-Voros product [46], a variation of the Moyal product, given by

$$\phi \star_V \psi (z_a, \bar{z}_a) = \phi (z, \bar{z}) \exp (\theta \partial_{z_a} \partial_{\bar{z}_a}) \psi (z, \bar{z}), \quad a = 1, 2$$

(A.1)

with $\theta$ a constant parameter, which, differently from [7], we choose here to have length dimension 1, while $z^a, \bar{z}^a$ coordinate functions on $\mathbb{C}^2$ have length dimension 1/2. Denoting by $(x^\mu=0,1,2,3)$ the subalgebra of quadratic functions of $\mathbb{R}_\theta^4$ defined by

$$x^\mu = z^a \frac{\sigma^a}{2} z^b, \quad \mu = 0,..,3$$

(A.2)

with $\sigma^i$ the Pauli matrices, and $\sigma^0 = 1_2$, the set of polynomial functions of $x^\mu$ is a subalgebra with respect to the Wick-Voros product, so that a new product gets induced in the subalgebra.

$$\phi \star \psi (x) = \exp \left[ \frac{\lambda}{2} \left( \delta^{ij} x^0 + i c_{ik} \bar{x}^k \right) \frac{\partial}{\partial u^i} \frac{\partial}{\partial v^j} \right] \phi (u) \psi (v) \big|_{u=v=x}$$

(A.3)
where $\lambda = \theta$ is the noncommutative parameter of length dimension 1. Let us notice that
$(x^0)^2 = \sum_i (x^i)^2$ so that in the commutative limit, this subalgebra, which we identify as $\mathbb{R}^3$, yields back the algebra of functions on $\mathbb{R}^3$. Moreover, $x^0 \ast$-commutes with all elements of the subalgebra, so that we can alternatively define $\mathbb{R}^3$ as the $\ast$-commutant of $x_0$ in $\mathbb{R}^4$. The star product (A.3) implies for coordinate functions
\[
 x^i \ast x^j = x^i x^j + \frac{\lambda}{2} \left( x^0 \delta^{ij} + i \epsilon^{ijk} x^k \right); \quad x^0 \ast x^i = x^i x^0 = x^0 x^i + \frac{\lambda}{2} x^i; \quad (A.4)
\]
\[
x^0 \ast x^0 = (x^0)^2 = x^0 (x^0 + \frac{\lambda}{2}) = \sum_{i=1}^3 x^i \ast x^i - \lambda x^0. \quad (A.5)
\]
from which one obtains
\[
 [x^i, x^j]_\ast = i \lambda \epsilon^{ijk} x^k. \quad (A.6)
\]
Thus, $\mathbb{R}^3$ can be viewed as $\mathbb{R}^3 \subset \mathbb{C}[x^0, x^i]/I_{R_1, R_2}$, the quotient of the free algebra generated by the coordinates $(x^\mu)_{\mu = 0, 1, 2, 3}$ by the two-sided ideal generated by the relation $R_1: [x^i, x^j]_\ast = i \lambda \epsilon^{ijk} x^k$, together with $R_2: x^0 \ast x^0 + \lambda x^0 = \sum_i x^i \ast x^i$. Finally, notice that $\mathcal{U}(\text{su}(2)) \subset \mathbb{R}^3_{\lambda \neq 0}$, where $\mathcal{U}(\text{su}(2))$ denotes as usual the universal enveloping algebra of the Lie algebra $\text{su}(2)$.

Let us now shortly review the matrix basis adapted to $\mathbb{R}^3$ constructed in [11]. It is obtained by reduction of the Wick-Voros matrix basis for $\mathbb{R}^3$ [47]. The two-dimensional Wick Voros basis (of which the four dimensional one is a straightforward extension) is defined in terms of the weighted quantization map
\[
 \hat{\phi} := \hat{\mathcal{W}}_V(\phi) = \frac{1}{(2\pi)^2} \int d^2 \eta \, d^2 \bar{\eta} \, e^{-ix \cdot \eta} \, e^{i \theta \eta a^\dagger} \, e^{-i \theta \bar{\eta} a} \phi(z, \bar{z}); \quad [a, a^\dagger] = \theta \quad (A.7)
\]
for any well-behaving function $\phi(z, \bar{z})$ on $\mathbb{C}$, where $a, a^\dagger$ are creation and annihilation operators acting on $\mathcal{H}_0 \cong L^2(\mathbb{N})$, the Hilbert space of the 1-d harmonic oscillator with orthonormal basis $(|n\rangle)_{n \in \mathbb{N}}$. The inverse map and the defining relation for $\ast_V$ (of which an asymptotic form is represented by Eq. (A.11)) are
\[
 \phi(z, \bar{z}) = \mathcal{W}_V^{-1}(\hat{\phi}) = \langle z | \hat{\phi} | z \rangle, \quad \phi \ast_V \psi := \mathcal{W}_V^{-1} \left( \hat{\mathcal{W}}_V(\phi) \hat{\mathcal{W}}_V(\psi) \right) = \langle z | \hat{\phi} \hat{\psi} | z \rangle \quad (A.8)
\]
where $|z\rangle$ are coherent states defined by $a |z\rangle = z |z\rangle$. For more details, see e.g [47]. Then, (A.7) associates to analytic functions normal ordered operators of the form $\phi = \hat{\mathcal{W}}_V(\phi) = \sum_{p, q} \phi_{pq} a^\dagger_p a^q$.

The extension to the 4-dimensional case is easily achieved by considering two pairs of operators $(a, a^\dagger)$, $a = 1, 2$, each one acting on one copy of $\mathcal{H}_0$. We thus have the Hilbert space $\mathcal{H} = \mathcal{H}_0 \otimes \mathcal{H}_0$ of two 1-dimensional harmonic oscillators with orthonormal basis $|N\rangle := |n_1\rangle \otimes |n_2\rangle$, $n_1, n_2 \in \mathbb{N}$. Then, the Bargman-Jordan-Schwinger realization of $\text{su}(2)$ leads to a natural basis in $\mathbb{R}^4$

\[
 \{ 1^{\tilde{\mu} j}_{\tilde{m} j} := |j, m\rangle \langle j, \tilde{m}| \}, \quad j, \tilde{j} \in \frac{\mathbb{N}}{2}, \quad -j \leq m \leq j, \quad -\tilde{j} \leq \tilde{m} \leq \tilde{j}. \quad (A.9)
\]
where $|j, m\rangle$ is a short-hand for $|j + m\rangle \otimes |j - m\rangle$ and the relation to the oscillators basis is simply furnished by $j + m = n_1, j - m = n_2$. In other words, we are using the well known canonical decomposition of $\mathcal{H}$ as $\mathcal{H} = \bigoplus_{j \in \mathbb{Z}} \mathcal{V}_j$ where
\[
 \mathcal{V}_j = \text{span} \{ |j, m\rangle \}_{-j \leq m \leq j}, \quad |j, m\rangle := |j + m\rangle \otimes |j - m\rangle \quad (A.10)
\]
is the linear space carrying the irreducible representation of $SU(2)$ with dimension $2j + 1$. For any $j \in \mathbb{N}/2$, the system $\{j, m\}_{-j \leq m \leq j}$ is orthonormal. Any function of $\mathbb{R}_3^j$ can then be expanded in terms of the symbols of the operators $\hat{v}_{m\bar{n}}^{ij}$ of Eq. (A.9) given by $v_{m\bar{n}}^{ij}(z_a, \bar{z}_a) = (z_1, z_2)\hat{v}_{m\bar{n}}^{ij}(z_1, z_2)$. On imposing that they $\star$-commute with $x^0$

$$x^0 \star v_{m\bar{n}}^{ij}(z, \bar{z}) - v_{m\bar{n}}^{ij} \star x^0 = \lambda(j - \tilde{j})v_{m\bar{n}}^{ij}$$

we finally deduce that a basis for $\mathbb{R}_3^j$ (regarded as an algebra of operators) is represented by the family of operators

$$\{\hat{v}_{m\bar{n}}^{ij} := \hat{v}_{m\bar{n}}^{ij} = |j, m\rangle \langle j, \bar{n}| \}, \ j \in \mathbb{N}/2, \ -j \leq m \leq j, \ -\tilde{j} \leq \bar{n} \leq \tilde{j}.$$ (A.12)

Equivalently, when regarding $\mathbb{R}_3^j$ as a noncommutative algebra of functions with the star product (2.12), the matrix basis will be given by the symbols

$$v_{m\bar{n}}^{ij}(z_a, \bar{z}_a) = (z_1, z_2)\hat{v}_{m\bar{n}}^{ij}(z_1, z_2) = e^{i\bar{z}_a \hat{z}_a} \frac{z_1^{j+m} z_2^{j-m} \bar{z}_1^{\bar{n}+\bar{m}} \bar{z}_2^{\bar{n}-\bar{m}}}{\sqrt{(j + m)!(j - m)!(j + \bar{m})!(j - \bar{m})! \theta^{\#}}}$$

which can be expressed in terms of the coordinates $x^\mu$ (although not uniquely) as in Eq. (2.19). For any function in $\mathbb{R}_3^j$ we have then

$$\phi(x) = \sum_j \sum_{m, \bar{n} = -j}^{j} \phi_{m\bar{n}}^j v_{m\bar{n}}^{ij}(x).$$ (A.14)

The following properties hold true:

$$\hat{v}_{m_1, m_2}^{ij} \hat{v}_{m_1, m_2}^{ij} = \delta^{ij} \delta_{m_2 n_1} \hat{v}_{m_1, m_2}^{ij} \quad (\hat{v}_{m_1, m_2}^{ij})^\dagger = \hat{v}_{m_2, m_1}^{ij}$$

with equivalent expressions for their symbols (cfr. Eq. (2.21)). The $\star$-product on $\mathbb{R}_3^j$, Eq. (2.12) reduces then to a blockwise diagonal matrix product

$$\phi \star \psi(x) = \sum_{j, m_1, m_2} \phi_{m_1 m_2}^j \psi_{m_1 m_2}^j \star v_{m_1 m_2}^{ij} = \sum_{j, m_1, m_2} (\Phi^j \cdot \Psi^j)_{m_1 m_2} v_{m_1 m_2}^{ij}$$

where we have introduced the infinite, block-diagonal matrix $\Phi$, each block being the $(2j + 1) \times (2j + 1)$ matrix $\Phi^j = \{\phi_{m\bar{n}}^{ij}\}, -j \leq m, n \leq j$. Thus we compute (7)

$$x_+ \star v_{m\bar{n}}^{ij} = \lambda \sqrt{(j + m + 1) (j - m)} v_{m+1 \bar{n}}^{ij} \quad x_+ \star v_{m\bar{n}}^{ij} = \lambda \sqrt{(j + m + 1) (j - m)} v_{m \bar{n} - 1}^{ij}$$

$$x_- \star v_{m\bar{n}}^{ij} = \lambda m v_{m\bar{n}}^{ij} \quad x_- \star v_{m\bar{n}}^{ij} = \lambda m v_{m\bar{n} - 1}^{ij}$$

$$x_3 \star v_{m\bar{n}}^{ij} = \lambda m v_{m\bar{n}}^{ij} \quad x_3 \star v_{m\bar{n}}^{ij} = \lambda m v_{m\bar{n}}^{ij}$$

$$x_0 \star v_{m\bar{n}}^{ij} = \lambda j v_{m\bar{n}}^{ij} \quad x_0 \star v_{m\bar{n}}^{ij} = \lambda j v_{m\bar{n}}^{ij}$$

we have introduced

$$x_\pm := x_1 \pm i x_2.$$ (A.18)

Expressing the fields of NCFT on $\mathbb{R}_3^j$ in the canonical basis yields diagonal interaction vertices so that this latter may be physically viewed as the interaction basis.
It is well known and widely used in the context of fuzzy spheres that $\text{End}(\mathcal{V}^j)$ is spanned by the so called Fuzzy Spherical Harmonics Operators, or, up to normalization factors, irreducible tensor operators. We shall indicate them as

$$\hat{Y}^j_{lk} \in \text{End}(\mathcal{V}^j), \ l \in \mathbb{N}, \ 0 \leq l \leq 2j, \ -l \leq k \leq l,$$  \hspace{1cm} (A.19)

whereas the unhatted objects $\hat{Y}^j_{lk}$ are their symbols and are sometimes referred to as fuzzy spherical harmonics with no other specification (notice however that the functional form of the symbols does depend on the dequantization map that has been chosen). Concerning the definition and normalization of the fuzzy spherical harmonics operators, we use the following conventions [48]. We set

$$J_\pm := \frac{\hat{x}_\pm}{\lambda}, \quad J_3 := \frac{\hat{x}_3}{\lambda}$$  \hspace{1cm} (A.20)

We have, for $l = m$,

$$\hat{Y}^j_{ll} := (-1)^l \frac{2j+1}{l!} \sqrt{(2l+1)!(2j-l)!} \frac{(J_+)^l}{(2j+l+1)!}$$  \hspace{1cm} (A.21)

while the others are defined recursively through the action of $J_-$

$$\hat{Y}^j_{lk} := [(l+k+1)(l-k)]^{-\frac{1}{2}} [J_-, \hat{Y}^j_{l,k+1}],$$  \hspace{1cm} (A.22)

and satisfy

$$(\hat{Y}^j_{lk})^\dagger = (-1)^{k-2j} \hat{Y}^j_{l,-k}, \quad (\hat{Y}^j_{l_1 k_1} \hat{Y}^j_{l_2 k_2}) = \text{Tr}((\hat{Y}^j_{l_1 k_1})^\dagger \hat{Y}^j_{l_2 k_2}) = (2j+1)\delta_{l_1 l_2} \delta_{k_1 k_2}. $$  \hspace{1cm} (A.23)

The symbols are defined through the dequantization map

$$Y^j_{lk} := \langle z_1, z_2 | \hat{Y}^j_{lk} | z_1, z_2 \rangle.$$

(A.24)

From (A.22), (A.23) and the Lie algebra relation $[J_+, J_-] = 2J_3$ it is straightforward to check the usual properties

$$[J_-, \hat{Y}^j_{lk}] = \sqrt{(l+k)(l-k+1)} \hat{Y}^j_{lk-1}$$  \hspace{1cm} (A.25)

$$[J_+, \hat{Y}^j_{lk}] = \sqrt{(l-k)(l+k+1)} \hat{Y}^j_{lk+1}$$  \hspace{1cm} (A.26)

$$[J_3, \hat{Y}^j_{lk}] = k \hat{Y}^j_{lk}$$  \hspace{1cm} (A.27)

$$[J_i, [J_i, \hat{Y}^j_{lk}]] = l(l+1) \hat{Y}^j_{lk}$$  \hspace{1cm} (A.28)

which imply for the symbols

$$[x_-, Y^j_{lk}] = \lambda < z | [J_-, \hat{Y}^j_{lk}] | z > = \lambda \sqrt{(l+k)(l-k+1)} Y^j_{lk-1}$$

$$[x_+, Y^j_{lk}] = \lambda < z | [J_+, \hat{Y}^j_{lk}] | z > = \lambda \sqrt{(l-k)(l+k+1)} Y^j_{lk+1}$$

$$[x_3, Y^j_{lk}] = \lambda < z | [J_3, \hat{Y}^j_{lk}] | z > = \lambda k Y^j_{lk}$$  \hspace{1cm} (A.29)

and in particular

$$[x_i, [x_i, Y^j_{lk}]] = \lambda^2 < z | [J_i, [J_i, \hat{Y}^j_{lk}]] | z > = \lambda^2 l(l+1) Y^j_{lk}.$$  \hspace{1cm} (A.30)
It turns out that a class of natural Laplacian operators on $\mathbb{R}^3$, such as the one considered in [7], is diagonal in this basis, together with the suitably gauge-fixed kinetic operator of the gauge models built in this paper. This basis may then be viewed physically as the propagation basis.

The relation between the two bases reads as follows

$$
\hat{Y}_{jk}^{t} = \sum_{-j \leq m, \tilde{m} \leq j} (Y_{jk}^{t})_{nm} \tilde{v}_{nm}, \quad Y_{jk}^{t} = \sum_{-j \leq m, \tilde{m} \leq j} (Y_{jk}^{t})_{nm} v_{nm}, \quad (A.31)
$$

where the coefficients in the expansion can be written as

$$
(Y_{jk}^{t})_{nm} = \langle \tilde{v}_{nm} | \hat{Y}_{jk}^{t} \rangle = \sqrt{2j + 1} (-1)^{j - \tilde{m}} \left( \begin{array}{c} j \\ m \end{array} \right) \left( \begin{array}{c} j \\ \tilde{m} \end{array} \right), \quad -j \leq m, \tilde{m} \leq j, \quad (A.32)
$$

$$
(Y_{jk}^{t \dagger})_{nm} = (-1)^{-2j} (Y_{jk}^{t})_{\tilde{m}m}. \quad (A.33)
$$

B Perturbative set-up

The free part of the gauge sector of the theory is controlled by

$$
Z_{f:A}(J) = \int DA \ e^{-\left(S_{2}(A) + \tilde{T}(A)\langle J_{i}^{t} \rangle \right)} = \exp \left( \frac{1}{8} \sum_{j, i} \tilde{J}_{ik}^{\dagger} P_{mn;kl}^{j_{1}j_{2}} \tilde{J}_{ik}^{j_{2}} \right), \quad (B.1)
$$

where the the source variable $(J_{i})_{mn}$ corresponds to the field variable $(A_{i})_{mn}$. Moreover, we have redefined $\tilde{J}^{j} = k(j+1)J^{j}$, with $k = 8\pi \lambda^{3}/g^{2}$, to take into account the weight-factor of the trace. The second relation\(^{6}\) is obtained from $A_{mn}^{\dagger} = A_{mn}^{\dagger} + \frac{1}{4} P_{mn;kl}^{j_{1}j_{2}} \tilde{J}_{ik}^{j_{2}}$.

For the (Grassmann) free ghost sector, one obtains

$$
Z_{f:\phi}(\bar{\eta}, \eta) = \int D\bar{C}Dc \ e^{-\left(S_{2}(C) + \tilde{T}(\bar{C})\langle C^{j} \rangle + \tilde{C}^{j} \right)} = \exp \left( \sum_{j, i} \tilde{C}_{mn}^{j_{1}j_{2}} P_{mn;kl}^{j_{1}j_{2}} \tilde{C}_{kl}^{j_{2}} \right) \quad \text{ (B.2)}
$$

where $S_{2}(\bar{C}, C)$ given by (3.43) and $\eta$ and $\bar{\eta}$ with respective ghost number $+1$ and $-1$ denote respectively the sources for $\bar{C}$ and $C$. The tilde over the fields denotes as before the redefinition of the sources by a factor of $k(j+1)$. Correlation functions involving ghost fields are obtained as usual by the action of functional derivatives $\frac{\delta}{\delta \bar{\eta}_{mn}}$ and $\frac{\delta}{\delta \eta_{mn}}$ with left and right action defined by the following generic relations

$$
\frac{\delta}{\delta \bar{\eta}_{mn}} \exp(\sum_{j, m, n} (\bar{\eta}_{mn}^{j} C_{mn}^{j} + \bar{C}_{mn}^{j} \bar{\eta}_{mn}^{j})) = C_{mn}^{j} \exp(\sum_{j, m, n} (\bar{\eta}_{mn}^{j} C_{mn}^{j} + \bar{C}_{mn}^{j} \bar{\eta}_{mn}^{j})) \quad (B.3)
$$

$$
\frac{\delta}{\delta \eta_{mn}} \exp(\sum_{j, m, n} (\bar{\eta}_{mn}^{j} C_{mn}^{j} + \bar{C}_{mn}^{j} \bar{\eta}_{mn}^{j})) = \exp(\sum_{j, m, n} (\bar{\eta}_{mn}^{j} C_{mn}^{j} + \bar{C}_{mn}^{j} \bar{\eta}_{mn}^{j})) \bar{C}_{mn}^{j} \quad (B.4)
$$

Recall that $\frac{\delta}{\delta \bar{\eta}_{mn}}$ and $\frac{\delta}{\delta \eta_{mn}}$ inherit respective ghost numbers of $\bar{\eta}_{mn}^{j}$ and $\eta_{mn}^{j}$ so that they commute (resp. anticommute) with objects with zero (resp. $+1$) ghost number, modulo 2. In particular, these functional derivatives obeys a graded Leibnitz rule, namely

$$
\frac{\delta}{\delta \bar{\eta}_{mn}} (ab) = \frac{\delta}{\delta \bar{\eta}_{mn}} (a)b + (-1)^{|a|} \frac{\delta}{\delta \eta_{mn}} (b) \quad \text{ (B.5)}
$$

\(^{6}\)The unessential prefactor in the 2nd relation is not explicitly written.
expression for the terms contributing to our one-loop analysis reduces to
\[ (B.9) \]
in which
\[ \text{in view of (B.6), by further expanding the functional logarithm contribution in the RHS of the dots denote irrelevant higher order terms. Thus,} \]
\[ (B.10) \]
where has been used (3.41) (which implies \( P \) perturbatively (B.8); namely, one obtains
\[ \text{This combined with (B.7) yields the expression for the one-loop effective action by solving perturbatively (B.8): namely, one obtains} \]
\[ (A_i)_{mn}^j = \frac{1}{4} P_{mn;kl}(\tilde{J}_i)^{jl} + \ldots; \quad C_{mn}^j = P_{mn;kl} \tilde{\eta}_{kl}^j + \ldots; \quad \tilde{C}_{mn}^j = \tilde{\eta}_{kl}^j P_{kl;mn} + \ldots \]
C Large $j$ limit of the tadpole

To simplify the expressions, we set $\lambda = 1$ through this appendix. By combining to (4.31), the recursion formula (A.22) of ref [7] relating the fuzzy spherical harmonics given by

$$F^j(m)F^j(n)(Y^j_{lk})_{m+1,n+1} + F^j(-m)F^j(-n)(Y^j_{lk})_{m-1,n-1} = \Phi(j,l; mn)(Y^j_{lk})_{mn},$$

where

$$\Phi(j,l; mn) = 2j(j+1) - l(l+1) - 2mn,$$

and further using

$$(Y^j_{lk})_{-m,-n} = (-1)^{2j+l}(Y^j_{l,-k})_{m,-n}, P_{m-1,n-1; -m,-n} = P_{m+1,-n+1; -m,-n},$$

together with (4.30), one obtains after some algebra

$$F^j(n)\Pi(j,n) + F^j(-n)\Pi(j,-n) = R(j,l;n), \forall j \in \mathbb{N}/2, -j \leq n \leq j,$$

$$R(j;n) = 2\sum_{m,l,k} \frac{(-1)^{2j+1}(Y^j_{l,k})_{m,-n}^2}{l(l+1)(2j+1)}(Y^j_{lk})_{mn}^2 - 2(F^{j2}(n) + F^{j2}(-n)) \sum_{m=-j}^{j} P_{mn;nm}.$$

In the summation over $l$, it is of course understood that the IR singularities stemming from the propagator have balanced each other in the 2 terms involved in $\Pi(j,n)$. Using now orthogonality relations among Wigner 3$j$ symbols in (C.5), it can be realized that only two contributions in the first term of the RHS of (C.5) are non vanishing while the one depending on $mn$ (see (C.2)) vanishes thanks to the selection rules on the Wigner 3$j$ symbols. The second term in (C.5) can be easily computed from (4.30). Finally, one obtains

$$R(j;n) = 2(-1)^{2n}\sum_{l=1}^{2j} \frac{2l+1}{l(l+1)} = 2(2j+1) - (2j+1), \forall j \in \mathbb{N}/2, -j \leq n \leq j.$$

From (C.4) and (C.6), it follows that ($j \neq 0$)

$$\Pi(j,0) = -\frac{2j+1}{\sqrt{j(j+1)}}$$

$$\Pi(j,-j) = \frac{(-1)^{2j+2}}{\sqrt{2j}} \sum_{l=1}^{2j} \frac{2l+1}{l(l+1)} - (2j+1).$$

Using the fact that $\lim_{j \to \infty} \sum_{l=1}^{2j} \frac{2l+1}{l(l+1)} = \int_{1}^{\infty} dx \frac{2x+1}{x(x+1)}$, one deduces from (C.7) and (C.8) that

$$\lim_{j \to \infty} \Pi(j,0) = -2, \lim_{j \to \infty} \Pi(j,-j) = +\infty$$

where in particular one obtains $\Pi(j,-j) \sim \sqrt{j} \log j$ at large $j$. 
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