Abstract—A new fingerprint parameterization for liveness detection based on quality measures is presented. The novel feature set is used in a complete liveness detection system and tested on the development set of the LivDET competition, comprising over 4,500 real and fake images acquired with three different optical sensors. The proposed solution proves to be robust to the multi-sensor scenario, and presents an overall rate of 93% of correctly classified samples. Furthermore, the liveness detection method presented has the added advantage over previously studied techniques of needing just one image from a finger to decide whether it is real or fake.

I. INTRODUCTION

Within the studied vulnerabilities, special attention has been paid to direct attacks to the sensor (carried out using synthetic biometric traits such as gummy fingers or high quality iris printed images) [1], [2], and indirect attacks (carried out against some of the inner modules of the system) [3]. Furthermore, the interest for the analysis of security vulnerabilities has surpassed the scientific field and different standardization initiatives at international level have emerged in order to deal with the problem of security evaluation in biometric systems, such as the Common Criteria through different Supporting Documents [4], or the Biometric Evaluation Methodology [5].

Software-based techniques have the advantage over the hardware-based ones of being less expensive (as no extra device in needed), and less intrusive for the user (very important characteristic for a practical liveness detection solution). A comparative analysis of different software-based solutions for liveness detection is presented in [16]. The authors study the efficiency of several approaches and give an estimation of the best performing static and dynamic features for vitality detection. Static features are those which require two or more fingerprint impressions (i.e., the finger is placed and lifted from the sensor several times) of the same finger, while dynamic features are extracted from multiple image frames (i.e., the finger is placed on the sensor for a sort time and different images are acquired).

In the present work we propose a new parameterization based on quality measures for a software-based solution in fingerprint liveness detection. This novel strategy has the clear advantage over the previously proposed methods of needing just one fingerprint image (i.e., the same fingerprint image used for access) to extract the necessary features in order to determine if the finger presented to the sensor is real or fake. This fact shortens the acquisition process and reduces the inconvenience for the final user. The presented method has been tested on the database provided as development set in the Fingerprint Liveness Detection Competition LivDET 2009 [17], comprising over 4,500 real and fake samples generated with different materials and captured with different sensors. The liveness detection system presented, using the proposed parameterization reached a significant 93.4% of correctly
The rest of the paper is structured as follows. The liveness detection system is described in Sect. II, with special attention to the novel parameterization proposed. In Sect. III the database used in the experiments is presented, and results are given in Sect. IV. Conclusions are finally drawn in Sect. V.

II. LIVENESS DETECTION SYSTEM

The problem of liveness detection can be seen as a two-class classification problem where an input fingerprint image has to be assigned to one of two classes: real or fake. The key point of the process is to find a set of discriminant features which permits to build an appropriate classifier which gives the probability of the image vitality given the extracted set of features. In the present work we propose a novel parameterization using quality measures which is tested on a complete liveness detection system.

A general diagram of the liveness detection system presented in this work is shown in Fig. 1. Two inputs are given to the system: i) the fingerprint image to be classified, and ii) the sensor used in the acquisition process.

In the first step the fingerprint is segmented from the background, for this purpose, Gabor filters are used as proposed in [18]. Once the useful information of the total image has been separated, ten different quality measures are extracted which will serve as the feature vector that will be used in the classification. Prior to the classification step, the best performing features are selected depending on the sensor that was used in the acquisition. Once the final feature vector has been generated the fingerprint is classified as real (generated by a living finger), or fake (coming from a gummy finger), using as training data of the classifier the dataset corresponding to the acquisition sensor.

A. Feature Extraction

The parameterization proposed in the present work and applied to liveness detection comprises ten quality-based features. A number of approaches for fingerprint image quality computation have been described in the literature. A taxonomy is given in [19] (see Fig. 2). Image quality can be assessed by measuring one of the following properties: ridge strength or directionality, ridge continuity, ridge clarity, integrity of the ridge-valley structure, or estimated verification performance when using the image at hand. A number of sources of information are used to measure these properties: i) angle information provided by the direction field, ii) Gabor filters, which represent another implementation of the direction angle [20], iii) pixel intensity of the gray-scale image, iv) power spectrum, and v) Neural Networks. Fingerprint quality can be assessed either analyzing the image in a holistic manner, or combining the quality from local non-overlapped blocks of the image.

In the following, we give some details about the quality measures used in this paper. We have implemented several measures that make use of the above mentioned properties for quality assessment, see Table I:

1) Ridge-strength measures:

- Orientation Certainty Level ($Q_{OCL}$) [21], which measures the energy concentration along the dominant direction of ridges using the intensity gradient. It is computed as the ratio between the two eigenvalues of the covariance matrix of the gradient vector. A relative weight is given to each region of the image based on its distance from the centroid, since regions near the centroid are supposed
Fig. 3. Computation of the Orientation Certainty Level (OCL) for two fingerprints of different quality. Panel (a) are the input fingerprint images. Panel (b) are the block-wise values of the OCL; blocks with brighter color indicate higher quality in the region.

Fig. 4. Computation of the energy concentration in the power spectrum for two fingerprints of different quality. Panel (a) are the power spectra of the images shown in Figure 3a. Panel (b) shows the energy distributions in the region of interest. The quality values for the low and high quality image are 0.35 and 0.88 respectively.

Fig. 5. Computation of the Local Orientation Quality (LOQ) for two fingerprints of different quality. Panel (a) are the direction fields of the images shown in Figure 3a. Panel (b) are the block-wise values of the average absolute difference of local orientation with the surrounding blocks; blocks with brighter color indicate higher difference value and thus, lower quality.

to provide more reliable information [22]. An example of Orientation Certainty Level computation is shown in Fig. 3 for two fingerprints of different quality.

- **Energy concentration in the power spectrum (Q<sub>ENERGY</sub>)** [22], which is computed using ring-shaped bands. For this purpose, a set of bandpass filters is employed to extract the energy in each frequency band. High quality images will have the energy concentrated in few bands while poor ones will have a more diffused distribution. The energy concentration is measured using the entropy. An example of quality estimation using the global quality index Q<sub>ENERGY</sub> is shown in Fig. 4 for two fingerprints of different quality.

2) **Ridge-continuity measures:**

- **Local Orientation Quality (Q<sub>LOQ</sub>)** [23], which is computed as the average absolute difference of direction angle with the surrounding image blocks, providing information about how smoothly direction angle changes from block to block. Quality of the whole image is finally computed by averaging all the Local Orientation Quality scores of the image. In high quality images, it is expected that ridge direction changes smoothly across the whole image. An example of Local Orientation Quality computation is shown in Fig. 5 for two fingerprints of different quality.

- **Continuity of the orientation field (Q<sub>COF</sub>)** [21]. This method relies on the fact that, in good quality images, ridges and valleys must flow sharply and smoothly in a locally constant direction. The direction change along rows and columns of the image is examined. Abrupt direction changes between consecutive blocks are then accumulated and mapped into a quality score. As we can observe in Fig. 5, ridge direction changes smoothly across the whole image in case of high quality.

3) **Ridge-clarity measures:**

- **Mean (Q<sub>M</sub>) and standard deviation (Q<sub>ST</sub>, d)** values of the gray level image, computed from the segmented foreground only. These two features had already been considered for liveness detection in [16].

- **Local Clarity Score (QLCS<sub>1</sub> and Q<sub>LCSD</sub>)** [23]. The sinusoidal-shaped wave that models ridges and valleys [24] is used to segment ridge and valley regions (see Figure 6). The clarity is then defined as the overlapping area of the gray level distributions of segmented ridges and valleys. For ridges/valleys with high clarity, both distributions should have a very small overlapping area. An example of quality estimation using the Local Clarity Score is shown in Fig. 7 for two fingerprint blocks of different quality. It should be noted that sometimes the sinusoidal-shaped wave cannot be extracted reliably, specially in bad quality regions of the image. The quality measure Q<sub>LCSD</sub> discards these regions, therefore being an optimistic measure of quality. This is compensated with Q<sub>LCSD</sub>, which does not discard these regions, but they are assigned the lowest quality level.

- **Amplitude and variance of the sinusoid that models ridges and valleys (Q<sub>A</sub> and Q<sub>V</sub>)** [24]. Based on these parameters, blocks are classified as good and bad. The quality of the fingerprint is then computed as the percentage of foreground blocks marked as good.

### B. Feature Selection

Due to the curse of dimensionality, it is possible that the best classifying results are not obtained using the set of ten proposed features, but a subset of them. As we are dealing with a ten dimensional problem there are 2<sup>10</sup>−1 = 1, 023 possible feature subsets, which is a reasonably low number to apply exhaustive search as feature selection technique in order to find the best performing feature subset. This way
TABLE I
SUMMARY OF THE QUALITY MEASURES USED IN THE PARAMETERIZATION APPLIED TO FINGERPRINT LIVENESS DETECTION.

| Quality measure | Property measured | Source       |
|-----------------|-------------------|--------------|
| $Q_{OCL}$       | Ridge strength    | Local angle  |
| $Q_x$           | Ridge strength    | Power spectrum |
| $Q_{LOQ}$       | Ridge continuity  | Local angle  |
| $Q_{CCOF}$      | Ridge continuity  | Local angle  |
| $Q_{MEAN}$      | Ridge clarity     | Pixel intensity |
| $Q_{STD}$       | Ridge clarity     | Pixel intensity |
| $Q_{LCS1}$      | Ridge clarity     | Pixel intensity |
| $Q_{LCS2}$      | Ridge clarity     | Pixel intensity |
| $Q_A$           | Ridge clarity     | Pixel intensity |
| $Q_{VAR}$       | Ridge clarity     | Pixel intensity |

III. DATABASE

The database used in the experiments is the development set provided in the Fingerprint Liveness Detection Competition, LivDET 2009 [17]. It comprises three datasets of real and fake fingerprints (generated with different materials) captured each of them with a different optical sensor:

- Biometrika FX2000 (569 dpi). This dataset comprises 520 real and 520 fake images. The latter were generated with gummy fingers made of silicone.
- CrossMatch Verifier 300CL (500 dpi). This dataset comprises 1,000 real and 1,000 fake images. The latter were generated with gummy fingers made of silicone (310), gelatin (344), and playdoh (346).
- Identix DFR2100 (686 dpi). This dataset comprises 750 real and 750 fake images. The fake images were generated with gummy fingers made of silicone (250), gelatin (250), and playdoh (250).

The material with which the different fake images are made is known, however this fact is not used in anyway by the liveness detection system as in a real case this information would not be available to the application. Thus, as will be explained in the experiments, the feature selection is just made in terms of the sensor used in the acquisition.

In Fig. 8 we show some typical examples of the real and fake fingerprint images that can be found in the database (not necessarily belonging to the same subject). The fake fingerprints corresponding to the CrossMatch and Identix datasets were generated with each of the different materials. It can be noticed from the examples shown in Fig. 8 the difficulty of the classification problem, as even for a human expert would not be easy to distinguish between the real and fake samples present at the database.

IV. RESULTS

The first objective of the experiments is to find the optimal feature subsets (out of the proposed 10 feature set) for each of the three datasets comprised in the database. Then the classification performance of each of the optimal subsets is computed on each of the datasets in terms of the Average Classification Error which is defined as $ACE = (FAR + FRR)/2$, where the FAR (False Acceptance Rate) represents the percentage...
|       | BIOMETRIKA          |       | CROSSMATCH         |       | IDENTIX          |
|-------|---------------------|-------|-------------------|-------|-----------------|
| Real  | ![Real BIOMETRIKA](image1) | Real  | ![Real CROSSMATCH](image2) | Real  | ![Real IDENTIX](image3) |
|       | ![Silicone BIOMETRIKA](image4) | Fake  | ![Fake CROSSMATCH](image5) |       | ![Fake IDENTIX](image6) |
|       | ![Silicone CROSSMATCH](image7) |       |                    |       | ![Silicone IDENTIX](image8) |
|       | ![Silicone IDENTIX](image9) |       |                    |       |                  |

Fig. 8. Typical examples of real and fake fingerprint images that can be found in the database used in the experiments.
of fake fingerprints misclassified as real, and the FRR (False Rejection Rate) computes the percentage of real fingerprints assigned to the fake class.

A. Feature Selection Results

In order to find the optimal feature subsets, for each of the three datasets in the database, the classification performance of each of the 1,023 possible feature subsets was computed using the leave-one-out technique (i.e., all the samples in the dataset are used to train the classifier except the one being classified). The best feature subsets (for an increasing number of features) found for each of the sensors are shown in Table II, where a 1 means that the feature is included in the subset. The Average Classification Error for each of the best subsets is shown on the right, and the optimal feature subset is highlighted in grey. From the results shown in Table II we can see that the most discriminant features for the Biometrika dataset are those measuring the ridge strength. Also, one ridge continuity ($Q_{LOQ}$) and one ridge clarity ($Q_{MEAN}$) measure are shown to provide certain discriminative capabilities with this sensor. In the case of the CrossMatch sensor, on the other hand, the least useful features for liveness detection are the ridge continuity related, while the ridge strength and ridge clarity measures have a similar importance (only $Q_{MEAN}$ clearly stands out). In the Identix dataset we can see that the best features are the ridge clarity related (specially $Q_{STD}$, $Q_{LCS1}$, and $Q_{LCS2}$), and, on the other hand, the ridge strength related are the least discriminant. The information extracted from Table II on the discriminant capabilities of the different parameters according to the ridge property measured is summarized in Table III.

The evolution of the ACE produced by each of the best feature subsets (right column in Table II) and for the three datasets is shown in Fig. 9, where the optimal error for each dataset is highlighted with a horizontal dashed line. In Fig. 9 we can see that the proposed parameterization is specially effective for liveness detection with the Biometrika sensor

---

TABLE II

| # features | $Q_{OCL}$ | $Q_{MEAN}$ | $Q_{LOQ}$ | $Q_{STD}$ | $Q_{LCS1}$ | $Q_{LCS2}$ | $Q_{VAR}$ | ACE (%) |
|------------|-----------|-------------|-----------|-----------|-------------|-------------|------------|---------|
| 1          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 21.83   |
| 2          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 13.37   |
| 3          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 7.60    |
| 4          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 4.71    |
| 5          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 2.60    |
| 6          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 2.12    |

| # features | $Q_{OCL}$ | $Q_{MEAN}$ | $Q_{LOQ}$ | $Q_{STD}$ | $Q_{LCS1}$ | $Q_{LCS2}$ | $Q_{VAR}$ | ACE (%) |
|------------|-----------|-------------|-----------|-----------|-------------|-------------|------------|---------|
| 1          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 1.73    |
| 2          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 1.83    |
| 3          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 2.02    |
| 4          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 2.31    |

| # features | $Q_{OCL}$ | $Q_{MEAN}$ | $Q_{LOQ}$ | $Q_{STD}$ | $Q_{LCS1}$ | $Q_{LCS2}$ | $Q_{VAR}$ | ACE (%) |
|------------|-----------|-------------|-----------|-----------|-------------|-------------|------------|---------|
| 1          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 11.55   |
| 2          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 11.35   |
| 3          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 11.55   |
| 4          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 12.80   |

| # features | $Q_{OCL}$ | $Q_{MEAN}$ | $Q_{LOQ}$ | $Q_{STD}$ | $Q_{LCS1}$ | $Q_{LCS2}$ | $Q_{VAR}$ | ACE (%) |
|------------|-----------|-------------|-----------|-----------|-------------|-------------|------------|---------|
| 1          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 20.07   |
| 2          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 11.93   |
| 3          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 9.40    |
| 4          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 7.67    |
| 5          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 7.20    |
| 6          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 7.07    |
| 7          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 6.87    |
| 8          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 6.93    |
| 9          | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 7.13    |
| 10         | 1         | 1           | 1         | 1         | 1           | 1           | 1          | 7.20    |
where the ACE rapidly decreases when new features are added, while for the other two sensors the improvement in the error classification rate is smaller (in particular in the case of the CrossMatch).

### B. Optimal Feature Subsets

Considering only the optimal feature subsets found for each of the sensors (highlighted in grey in Table II), we can see that the two most consistent features (that are included in the best subset for all the datasets) are $Q_E$ and $Q_{STD}$ (highlighted with a bold 1 in Table II). On the other hand, there is no feature that is not included at least in one of the optimal subsets which indicates that all the proposed features are relevant for fingerprint liveness detection.

The classification performance of each of the optimal feature subsets was computed for the three datasets, again using the leave-one-out technique. Results for each of the subsets are where the ACE rapidly decreases when new features are added, while for the other two sensors the improvement in the error classification rate is smaller (in particular in the case of the CrossMatch).

The classification performance of each of the optimal feature subsets was computed for the three datasets, again using the leave-one-out technique. Results for each of the subsets are given in Table IV where the best result (the one corresponding to the optimal subset of a certain dataset, used to classify the images in that same dataset) are highlighted in grey.

From the results shown in Table IV we can see that the optimal combination of features that generalized best to all the sensors is the one corresponding to the Identix dataset as it produces the lowest total ACE (7.45%). However, all the optimal feature subsets have proven to be robust in the three datasets as the total ACE does not differ greatly.

The results also show that the new parameterization proposed performs best on the dataset captured with the Biometrica sensor where, for the optimal feature subset, an ACE of 1.73% is reached (over 98% of correctly classified samples). This result clearly improves the one presented in [16] where, on a very similar dataset and using a parameterization based on different static and dynamic features (which need several images to be extracted), a best 17% classification error is reported (almost 10 times higher than the error rate reached with our proposed quality-based approach).

On the other hand, the worst classification rate of our system is always generated on the CrossMatch dataset with a 11.12% of misclassified samples in the best case. An intermediate performance between the Biometrica and the CrossMatch datasets is reached for the Identix dataset in all cases.

Assuming that we can use for each of the datasets their own optimal feature subset (which is not a strong constraint as we should know the sensor used by the system), then the total ACE would be the average of the cells highlighted in grey.
grey in Table IV, and the system would present an optimal ACE=6.56%. This means that the system described in this work, using the new parameterization proposed, can correctly classify 93.44% of the fingerprint images available in the database, using just one single sample.

V. CONCLUSIONS

A novel fingerprint parameterization for liveness detection based on quality measures has been proposed. The feature set has been used in a complete liveness detection system, and tested on the development set of the recent LivDET competition [17]. This challenging database comprises over 4,500 real and fake fingerprint images (generated with different synthetic materials), acquired with three optical sensors. The novel approach has proven to be robust to the multi-sensor scenario, correctly classifying (real or fake) over 93% of the fingerprint images.

The proposed approach is part of the software-based solutions as it distinguishes between images produced by real and fake fingers based only on the acquired sample, and not on other physiological measures (e.g., odor, heartbeat, skin impedance) captured by special hardware devices added to the sensor (i.e., hardware-based solutions that increase the cost of the sensors, and are more intrusive to the user). Unlike previously presented methods, the proposed technique classifies each image in terms of features extracted from just that image, and not from different samples of the fingerprint. This way the acquisition process is faster and more convenient to the final user (that does not need to keep his finger on the sensor for a few seconds, or place it several times).

Liveness detection solutions such as the one presented in this work are of great importance in the biometric field as they help to prevent direct attacks (those carried out with synthetic traits, and very difficult to detect), thus enhancing the level of security offered to the user.
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