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Abstract—We present a self-supervised and self-calibrating multi-shot approach to imaging through atmospheric turbulence, called TurbuGAN. Our approach requires no paired training data, adapts itself to the distribution of the turbulence, leverages domain-specific data priors, and can generalize from tens to thousands of measurements. We achieve such functionality through an adversarial sensing framework adapted from CryoGAN (Gupta et al. 2021), which uses a discriminator network to match the distributions of captured and simulated measurements. Our framework builds on CryoGAN by (1) generalizing the forward measurement model to incorporate physically accurate and computationally efficient models for light propagation through anisoplanatic turbulence, (2) enabling adaptation to slightly misspecified forward models, and (3) leveraging domain-specific prior knowledge using pretrained generative networks, when available. We validate TurbuGAN on both computationally-simulated and experimentally captured images distorted with anisoplanatic turbulence.

Index Terms—Adversarial training, multiframe blind deconvolution, atmospheric turbulence.

I. INTRODUCTION

ATMOSPHERIC turbulence causes long-range imaging systems to capture blurry and distorted measurements. These distortions are caused by the heterogeneous refractive index of the atmosphere: When light propagates through the atmosphere, this heterogeneity will induce spatially-varying phase delays in the wavefront, which in turn determine the optical system’s point spread function (PSF). When the heterogeneity is distributed over a volume, the turbulence is said to be anisoplanatic and the PSF is spatially-varying. Accordingly, imaging through anisoplanatic turbulence can be described by the equation

\[ y_i[u, v] = (h_i(u, v) * x)[u, v] + \epsilon_i[u, v], \]

where \( u \) and \( v \) are pixel coordinates; \( y_i \in \mathbb{R}^{N \times N} \) is an observed blurry image; \( h_i : (u, v) \in \mathbb{R}^{N \times N} \mapsto h_i(u, v) \in \mathbb{R}^{M \times M} \) is a bivariate matrix-valued function which defines the spatially-varying blur kernel, which maps pixel coordinates \((u, v)\) to the blur kernel \( h_i(u, v) \) at that location; \( x \in \mathbb{R}^{N \times N} \) is the target being imaged; \( \epsilon_i \in \mathbb{R}^{N \times N} \) is (possibly signal dependent) noise; \( N \) is the image size in pixels; and \( M \) is the kernel size in pixels. When imaging a stationary target through dynamic turbulence, the signal \( x \) is fixed while at each time step the measurements \( y_1, y_2, \ldots, y_L \) experience different blur kernels \( h_1, h_2, \ldots, h_L \).

The central challenge posed by the forward model described by Equation (1) is that the underlying turbulence is stochastic across different locations and instances of time. Without prior information or measurements such as a guidestar [2], the spatially-varying blur kernels \( \{h_i\}_{i=1}^L \) are unknown, and recovering \( x \) requires solving a spatially-varying multiframe blind deconvolution problem.

To tackle this problem, classical algorithms often explicitly estimate or marginalize over the latent variables (blur kernels) which characterize the turbulence associated with each measurement. Such strategies are computationally intensive and impractical when the turbulence is spatially-varying and/or the number of measurements becomes large. Alternatively, one can train an application-specific deep neural network to re-construct sharp images from distorted measurements. However, such networks rely on large quantities of representative training data and cannot be easily adapted to new turbulence models at test time.

A. Contributions

We present TurbuGAN, a new self-supervised spatially-varying multiframe blind deconvolution algorithm for imaging through atmospheric turbulence. The proposed algorithm uses an adversarial sensing framework shown in Fig. 1, in which a neural representation of a scene and a physically-accurate differentiable forward model are combined to generate synthetic measurements. A discriminator network is then used to compare the distributions of the synthesized and experimental measurements to provide a feedback signal that improves the quality of synthesized measurements. Adversarial sensing,
Fig. 1. TurbuGAN Framework and Reconstructions. Capturing images through turbulence often leads to highly distorted and blurry observations (a). While some individual "lucky" frames (b) may be sharper than others, one still needs to combine information from many frames to accurately reconstruct the scene. TurbuGAN (left) uses a collection of distorted measurements and produce reconstructions (d) that are sharper and contain fewer artifacts than the state-of-the-art method (c). TurbuGAN achieves this using adversarial sensing: A generator serves as the neural representation of the distortion-free scene, whose output is fed into a physically accurate and differentiable rendering engine that models the effects of atmospheric turbulence to produce simulated measurements. A discriminator compares the distribution of these measurements with the distribution of true observations of the scene. The discriminator’s feedback is used to update the generator (and optionally the turbulence simulator). The scene is finally reconstructed when the simulated measurements become indistinguishable from the true observations.

which was first developed for unknown-view-tomography in the context of single-particle cryogenic electron microscopy (cryo-EM) [1], is explained in detail in Section III.

To our knowledge, this is the first application of adversarial sensing to multiframe blind deconvolution or imaging through atmospheric turbulence. By leveraging adversarial sensing, TurbuGAN provides several distinct advantages over previous methods. Unlike classical algorithms, TurbuGAN requires neither reconstructing nor marginalizing over the latent variables which characterize the turbulence associated with each measurement. Unlike supervised deep learning methods, TurbuGAN does not rely on a large corpus of paired training data and is thus robust to out-of-distribution test data or turbulence strengths. Moreover, while many (but not all, e.g. [3]) supervised deep learning methods make predictions based on a fixed number of input frames in a single-shot fashion, TurbuGAN is able to iteratively refine its prediction given an arbitrary number of measurements.

Our largest contributions can be summarized as follows.
1) We present a novel adversarial sensing framework for the problem of multiframe imaging through anisoplastic turbulence.
2) We demonstrate adversarial sensing can be combined with off-the-shelf generative networks (e.g. StyleGAN [4] and StyleGAN-XL [5]) to impose strong but specialized priors on the reconstructed images.
3) We demonstrate adversarial sensing can be combined with untrained generative networks (e.g. DIP [6]) to impose weak but flexible priors on the reconstructed images.
4) We extend adversarial sensing to deal with misspecified forward model and show that this extension allows us to adapt to unknown turbulence conditions.
5) We validate our method on both computationally simulated and experimentally captured data.

B. Limitations

While our work represents a fundamentally new approach to imaging through turbulence, it does come with a few notable limitations. First, our current work is designed to work with multiple measurements of a static object. Though our method can be extended to reconstruct simple dynamic scenes such as binary moving digits, it fails to extend to real-world dynamic scenes of complex objects. Second, our method is computationally expensive: reconstructing a $128 \times 128$ image from 2,000 distorted observations takes around three hours on a single GPU (Nvidia RTX A6000).

II. RELATED WORK

A. Imaging Through Turbulence

Over the past three decades, many multiframe blind deconvolution and turbulence-removal algorithms have been developed. The oldest and most widely used approach to multiframe imaging through turbulence is lucky imaging. Lucky imaging is founded on the concept that even under moderately severe turbulence conditions, given a large number of measurements, there is a high probability that at least one measurement will experience very little turbulence-induced distortion [7]. Likewise, modern anisoplastic turbulence removal algorithms [8] often extract the lucky patches from an image sequence as an important step during the registration process. Nonetheless, lucky imaging provides limited benefits when all the measurements are blurry and there are no lucky frames to take advantage of.

When all the images in the sequence are blurry, one likely needs to perform deconvolution explicitly. Expectation-maximization (EM) based deconvolution algorithms reconstruct the image while marginalizing over the distribution of the blur kernels [9]. However, the computation cost of EM-based methods scales exponentially with the number of
latent variables, making it impractical to deploy in applications involving high-dimensional continuous latent variables (i.e., high-resolution spatially-varying blur kernels).

A simpler alternative to EM is alternating minimization (AM). AM-based deconvolution algorithms attempt to reconstruct both the blur kernels and the image by imposing various priors on each. For instance, in [10] the authors impose a sparse total variation prior on the image and a sparse and positive constraint on the blur kernels. Recent efforts have imposed more accurate models on the images (non-local self-similarity [11]) and the blur kernels (Kolmogorov turbulence [8]). To our knowledge, the method developed in [8] represents the current state-of-the-art in multiframe imaging through turbulence.

Deep learning provides the possibility to develop turbulence removal algorithms that benefit from a large amount of training data. Several recent works have trained deep neural networks to remove atmospheric distortions from a single image [12], [13], [14]. Recently, Mao et al. [15] trained a convolutional neural network to reconstruct a sharp image from 50 frames degraded by atmospheric turbulence. Their method achieved performance only incrementally worse than state-of-the-art classical methods while running significantly faster. For more traditional blind deconvolution tasks, like removing camera shake, researchers have developed methods [3], [16] that generalize across an arbitrary number of frames. All these methods train their network to a specific blur kernel family or turbulence level, limiting their adaptability.

B. Imaging Inverse Problem With Generative Networks

By constraining reconstructed images to lie within the range of a deep generative network and then finding the latent parameters consistent with the measurements, several research groups have solved under-determined imaging inverse problems such as compressive sensing [17], [18], [19], [20], [21], [22] and phase retrieval [23], [24], [25]. As shown in Deep Image Prior (DIP) [6], a similar framework can be effective even if the generative network is untrained.

By estimating the object and unknown forward model, this framework can be adapted to problems with unknown forward models, such as blind demodulation [26], blind deconvolution [27], [28], phase retrieval with optical aberrations [29], and blind super-resolution [30]. However, such approaches, which largely boil down to alternating minimization with respect to both the scene’s and forward model’s latent spaces, do not easily apply to our multiframe anisoplanatic turbulence removal problem because they would require reconstructing all the blur kernels associated with all the pixels of all the observations.

C. CryoGAN

CryoGAN [1] similarly reconstructs images by fitting a network to a collection of measurements, but it does so using a fundamentally different approach which compares the distributions of simulated and real observations. We refer to this approach as adversarial sensing.

In CryoGAN, adversarial sensing compares the distributions of simulated and real tomographic projections and updates the underlying reconstruction so that those two distributions become more homogeneous. Since the network is fitted over entire distributions, not individual observations or predictions, adversarial sensing allows one to perform reconstruction even when one-to-one correspondence between an observation and its associated latent variables cannot be established. In the context of cryo-EM, this challenge arises because the latent orientation associated with each observed projection of the 3D object (molecule) is highly under-determined. In this work, we extend adversarial sensing to the task of turbulence removal.

III. METHODS: ADVERSARIAL SENSING

Our goal is to recover the underlying target scene \( x \) given a set of observations \( \{ y_i \}_{i=1}^L \), characterized by the equation

\[
y_i[u, v] = (h_i(u, v) \ast x)[u, v] + \epsilon_i[u, v],
\]

where the set of spatially-varying blur kernels \( \{ h_i \}_{i=1}^L \) are unknown. We approach this challenging blind deconvolution problem with adversarial sensing.

Our framework is illustrated in Fig. 1 and described in Algorithm 1. An either pre-trained [4], [5] or randomly initialized [6] generator network \( G_\theta \) takes in a fixed input \( z \) and produce a single image \( \hat{x} \), which serves as the estimated reconstruction of the distortion-free scene. This reconstruction is fed to a physics-based differentiable forward model which synthesizes distorted measurements, which we denote with \( h \ast \hat{x} \). These synthesized measurements are then sent to a discriminator, which is trained to differentiate these synthetic measurements from the real observations, which we denote with \( h \ast x \). In effect, the discriminator provides a loss on how close the synthesized data’s distribution, \( p_{\text{syn}}(y) \), is to the true data’s distribution, \( p_{\text{data}}(y) \). The discriminator loss is used to update the generator network’s weights \( \theta \) so as to improve its reconstruction \( \hat{x} \) until \( p_{\text{syn}}(y) \) and \( p_{\text{data}}(y) \) are indistinguishable. We may optionally back-propagate the loss to the differentiable forward model and update its parameters as well.

A. Physically Accurate Differentiable Forward Model for Anisoplanatic Atmospheric Turbulence

Our framework relies upon having access to a physically accurate forward model that can simulate realistic turbulence on top of the estimate of \( x \), so that the synthetic measurements follow the same distribution as the real measurements. This forward model also needs to be differentiable to enable loss back-propagation to update the generator network \( G \).

As explained in [32], the blur kernel \( h \) associated with the turbulence at location \((u, v)\) is related to the phase errors \( \phi(u, v) \) at that location via the expression

\[
h(u, v) = |\mathcal{F}(e^{-i\phi(u,v)})|^2,
\]

where \( \mathcal{F} \) denotes the 2D Fourier transform. Like the spatially varying blur kernel \( h(u, v) \), the phase error \( \phi : (u, v) \in \mathbb{R}^{N \times N} \mapsto \phi(u, v) \in \mathbb{R}^{M \times M} \) is a bivariate matrix-valued function.
This relationship allows one to generate realistic blur kernels by generating realistic phase errors $\phi(u, v)$. Specifically, at each pixel $(u, v)$ one can approximate $\phi(u, v)$ with the first $M$ Zernike polynomials as

$$\phi(u, v) = \sum_{i=1}^{M} \alpha_i Z_i(u, v),$$

where $Z_i$ is the $i^{th}$ Zernike basis and $\alpha_i$ is its corresponding coefficient [33]. The vector of coefficients $\alpha$ follows a zero-mean normal distribution with covariance matrix $\Sigma$. Detailed derivations [33], [34] show that $\Sigma$ depends on the ratio of the imaging system’s aperture’s diameter $D$ and the Fried parameter $r_0$ [7], which characterizes the turbulence strength.

The correlations between the Zernike phase errors at adjacent locations are similarly well understood [34]. Thus, to model propagation through atmospheric turbulence, one can (A) sample a collection of correlated Zernike coefficients for every image pixel, (B) use Equations (3) and (4) to compute the PSF associated with each pixel, and (C) convolve each pixel in the scene with its associated PSF [34]. As one might expect, performing these computations explicitly is extremely computationally expensive.

Fortunately, the recently proposed phase-to-space (P2S) transform [15] bypasses the computationally expensive blur kernel generation process (Equations (3) and (4)) by training a neural network to learn a mapping directly between the Zernike coefficients and blur kernels. Simulation results demonstrate that the blur kernels generated with the P2S transform are physically accurate, consistent with existing theory, and can be evaluated 300–1000 faster than previous physics-based forward models [15]. Accordingly, we adopt the P2S transform both to generate the ground truth observations and serve as our differentiable rendering engine to generate the synthetic measurements during training.

B. Optimization Objectives

Adversarial sensing follows the standard adversarial learning paradigm, where one trains a generator $G$ to trick a discriminator $D$ and also trains $D$ not to get tricked. However, different than conventional GAN training, the discriminator loss is computed based on the distorted measurements, rather than the direct output of the generator. During the optimization process, we update the weights of the generator and the discriminator and the tunable variables of the differentiable renderer. The generator’s input latent code $z$ is fixed throughout training.

1) Optimizing the Discriminator: To train the discriminator, for each training batch we first gather a collection of $K$ observed distorted measurements $y$. Next, we obtain the current estimated target image $\hat{x} = G(z)$ and pass it through the differentiable forward model to construct fake observations $\{\tilde{y}_i\}$. 

---

**Algorithm 1** TurbuGAN

**Input:** (1) Turbulence-distorted observations $\{y_i\}_{i=1}^{K}$,
(2) two regularization parameter $p_D$ and $p_r$,
(3) an initial estimate of the turbulence aperture and Fried parameter ratio $D/r_0$,
(4) a fast differentiable random turbulence simulator $T(\cdot, D/r_0)$, such as [15].

1: Initialize the scene estimate $\hat{x}_{init}$ with either the mean of $\{y_i\}$ or the reconstruction from [8]
2: if we use an untrained generator $G$ like DIP [6] then
3: Initialize $G$’s weights such that $G(z)$ matches $\hat{x}_{init}$, where $z$ is a fixed random input vector
4: else if we use a pretrained generator $G$ like StyleGAN [5] then
5: Fix $G$’s weights and initialize its input $z$ such that $G(z)$ matches $\hat{x}_{init}$ through PTI [31]
6: end if
7: Fix $G$’s input vector $z$ throughout training
8: for $k = 1, 2, \ldots$ do
9: **Update the discriminator:**
10: Freeze generator $G$ and unfreeze discriminator $D$
11: Get current scene estimate $\hat{x} = G(z)$
12: Randomly render fake observations using the fast turbulence simulator $\{\tilde{y}_i\}_{i=1}^{K} = T(\hat{x}, D/r_0)$
13: Compute loss for discriminator $D$:
14: $L_D^{\text{real}} = p_D \frac{1}{K} \sum_{i=1}^{K} D(y_i)^2 - \frac{1}{K} \sum_{i=1}^{K} D(y_i)$
15: $L_D^{\text{fake}} = \frac{1}{K} \sum_{i=1}^{K} D(\tilde{y}_i)$
16: $L_D^{\text{mix}} = p_r \frac{1}{K} \sum_{i=1}^{K} \|\nabla D(b)\|_2 - 1)^2$ with $b = a\tilde{y}_i + (1 - a)y_i$ and $a \sim U[0, 1]$ (\ref{eq:diff_renderer})
17: $L_D = L_D^{\text{real}} + L_D^{\text{fake}} + L_D^{\text{mix}}$
18: Backpropagate $L_D$ to update discriminator $D$’s weights
19: end for
20: **Update the generator:**
21: Unfreeze generator $G$ and freeze discriminator $D$
22: Get current scene estimate $\hat{x} = G(z)$
23: Randomly render fake observations using the fast turbulence simulator $\{\tilde{y}_i\}_{i=1}^{K} = T(\hat{x}, D/r_0)$
24: Compute loss for generator $G$:
25: $L_G = \frac{1}{K} \sum_{i=1}^{K} D(\tilde{y}_i)$
26: Backpropagate $L_G$ to update generator $G$’s weights and the estimated turbulence parameter $D/r_0$
27: end for
28: **Output:** $\hat{x}$
We then send both \( \{ \tilde{y}_i \} \) and \( \{ y_i \} \) to the discriminator to compute \( \{ D(y_i) \} \) and \( \{ D(\tilde{y}_i) \} \). Finally, we update the discriminator \( D \) with loss \( L_D = L_D^{\text{real}} + L_D^{\text{fake}} + L_D^{\text{mix}} \), where the three terms are defined as:

\[
L_D^{\text{real}} = \frac{p_d}{K} \sum_{i=1}^{K} D(y_i)^2 - \frac{1}{K} \sum_{i=1}^{K} D(y_i),
\]

\[
L_D^{\text{fake}} = \frac{1}{K} \sum_{i=1}^{K} D(\tilde{y}_i),
\]

\[
L_D^{\text{mix}} = \frac{p_r}{K} \sum_{i=1}^{K} (\| \nabla_b D(b) \|_2 - 1)^2
\]

This loss function is based on the Wasserstein GAN loss [35], and \( p_d \) and \( p_r \) are both regulatory parameters. In the third term \( L_D^{\text{mix}} \), \( b = \alpha \tilde{y}_i + (1 - \alpha) y_i \), where \( \alpha \) are randomly sampled from \([0,1]\). This loss term softly enforces the Lipschitz constraint on the discriminator and decreases training difficulty.

2) Optimizing the Generator: Optimizing the generator is straightforward. We encourage the generator to produce fake samples that are scored higher by the discriminator. The generator’s loss is defined as:

\[
L_G = -\frac{1}{K} \sum_{i=1}^{K} D(\tilde{y}_i).
\]

C. Theoretical Justification

Before delving into the experimental results, we demonstrate that in the simpler case of isoplanatic turbulence (spatially-invariant blur) with a known distribution, matching the distributions of the simulated and observed noise-free measurements reconstructs the scene.

**Theorem 1:** Let \( p_{hx,h}(y) \) denote the distribution associated with noiseless spatially-invariant measurements

\[
y = h \ast x, \text{ where } h \sim p_h.
\]

Let \( p_{hx,h}(y) \) denote the distribution associated with measurements formed by a reconstruction \( \tilde{x} \) and blur kernels following \( p_h \). Then,

\[
p_{hx,h}(y) = p_{hx,h}(y) \implies S \circ |\mathcal{F}x| = S \circ |\mathcal{F}\tilde{x}|,
\]

where \( \circ \) denotes a Hadamard (elementwise) product, \( \mathcal{F} \) denotes the 2D Fourier transform, and \( S = 1_+ (E[|\mathcal{F}h|^2]) \) where \( 1_+ (\cdot) \) denotes an indicator function that is 1 if its argument is greater than 0.

In effect, Theorem 1 states that if adversarial sensing can match the distributions of the observed and simulated measurements, it will reconstruct \( x \) accurately up to the invariances (e.g. translation) associated with the masked phase retrieval problem defined by the right-hand side of Equation (10) [36].
Fig. 3. Reconstructions from Simulated Turbulence-Distorted General Images. We extend to general, non-face images, with experiments done under turbulence strength $D/r_0 = 2.0$. The results produced by [8], shown in (d), contain relatively few artifacts but are generally blurry. When we initialize the generator with StyleGAN generator pretrained on face images, the results (e) show some visible artifacts since the initialized weights possess a strong prior on faces. We achieve better results (g) with generator pretrained on ImageNet, which has less specialized but more flexible prior over natural images. However, the digits results (third row) contain visible artifacts since they are not natural images and fall outside of the domain of ImageNet. When using a randomly initialized generator (DIP), the reconstructions (g) are sharp and contain minimal artifacts. These results show that TurbuGAN extends beyond face images and remains robust by flexibly adapting to appropriate levels of domain-specific prior knowledge.

Corollary 1: If one further makes the (strong) assumption that $E[Fh(K_u, K_v) \neq 0$ for all spatial frequencies $(K_u, K_v)$, then $x = \tilde{x}$.

Corollary 2: If one reconstructs $x$ using a misspecified forward model $h_s \neq h$, then assuming that $h_s = h_{\text{correction}} \ast h$ for all $h \sim p_h$ and that $E[Fh_{\text{correction}}](K_u, K_v) \neq 0$ and $E[Fh](K_u, K_v) \neq 0$ for all spatial frequencies $(K_u, K_v)$, one will reconstruct a filtered version of the signal, $\tilde{x} = h_{\text{correction}} \ast x$.

Proofs of Theorem 1, Corollary 1, and Corollary 2 can be found in the Appendix.

IV. EXPERIMENTS

In this section, we perform several experiments to evaluate the proposed method on the turbulence removal problem. During all TurbuGAN training, we apply the fast simulator introduced by Mao et al. [15] to generate realistic anisoplanatic turbulence. Unless otherwise noted, in all simulated experiments we use $L = 2000$ measurements for each scene with an aperture diameter $D$ of 0.1 meters, a Fried parameter $r_0$ of 0.05 meters, and a distance-to-target of 1000 meters. The turbulence simulator assumes the central wavelength is 525 nm and the diffraction limit (which is a function of focal length and pixel pitch) is one pixel. In each iteration, we use a batch size $K = 32$ for both observed and simulated measurements. All target images have a resolution of $128 \times 128$. Both $D$ and $G$ are trained using the Adam optimizer [37]; we first warm up $D$ for 5000 iterations while fixing $G$; afterwards, we alternate between updating $D$ for six iterations and $G$ for one iteration. Training stops after 100,000 iterations and takes about three hours on an NVIDIA RTX A6000 GPU. The values of the two regulation parameters $p_d$ and $p_r$ are set to 0.001 and 10, respectively. Our implementation in PyTorch [38] will be released upon acceptance.

Different Priors: TurbuGAN allows us to flexibly select different strategies to initialize the neural network $G_0$, each imposing different levels of prior knowledge about the scene. In our experiments, we start with testing TurbuGAN on face images and then extend it to general, non-face images. Therefore, we deploy TurbuGAN under three conditions: 1) Face, where we have the strongest level of prior knowledge
about the domain of human faces, 2) IN (short for ImageNet), a moderate level of prior knowledge on the domain of natural images, and 3) DIP, no domain-specific knowledge. For the Face condition, we use the weights of StyleGAN2 [4] pretrained on the FFHQ dataset [39] containing real human face images. For the IN condition, we use the weights of StyleGAN-XL [5] pretrained on the ImageNet dataset [40]. For the DIP condition, we use PyTorch’s default Kaiming initialization [41] to initialize the weights.

Initialization Schemes: Before training under the first two conditions, we first optimize the input vector $z$ similar to the first stage of the Pivotal Tuning Inversion (PTI) approach [31], which has demonstrated state-of-the-art performance on GAN inversion. Specifically, we optimize $z$ such that the initial generator output matches the reconstructed result of [8]. We then optimize the network weights based on the training objective described in Section III-B.

A. Results on Computationally Simulated Images

We use the P2S turbulence simulator [15] to computationally induce physically-accurate turbulence on images. The selected images include real human faces from the CelebA dataset [42], and non-face, publicly available images [43], [44] outside the ImageNet dataset [40]. We compare TurbuGAN with a state-of-the-art turbulence-removal algorithm [8] and show qualitative comparisons in Fig. 2. TurbuGAN succeeds in restoring the original image, while the baseline method produces blurry images with obvious artifacts. Results in Fig. 3 further demonstrate that TurbuGAN extends to data domains where we cannot initialize the generator with domain-specific prior knowledge.

B. Adapting to Misspecified Forward Models

In the turbulence simulator [15], the turbulence strength is described by $D/r_0$, where $D$ is the aperture diameter and $r_0$ is the Fried parameter [7]. In previous experiments, we set the same $D/r_0$ values when we generate observed and simulated measurements. However, while in real-world imaging scenarios the aperture diameter $D$ is usually known, the Fried parameter $r_0$ is likely unknown. Our framework would have limited use if it required knowing the precise turbulence strength $D/r_0$ of the scene.

We now demonstrate TurbuGAN can be made robust to misspecified forward models by treating $D/r_0$ as a learnable parameter. To analyze the impact of learning to update $D/r_0$ in the simulator, we initialize the simulator with various $D/r_0$ values and then compare the final performance when one learns or fixes the $D/r_0$ parameter. In this set of experiments, we select the same face image as the target and set the true unknown $D/r_0 = 2$ and test under five conditions with different initial $D/r_0$ ranging from 1 to 5.

In Fig. 4, we plot the final reconstruction quality (measured in PSNR) against different misspecified initial $D/r_0$. Evidently, learning to adjust the turbulence strength level $D/r_0$ during training overcomes the incorrect initialization (we observed the adapted turbulence strengths consistently converged to the true $D/r_0$) and significantly improves the reconstruction quality.

C. Results on Experimentally Captured Images

For the experimentally-captured setting, we use images from the dataset provided by CVPR 2022 UG2 Challenge: Atmospheric Turbulence Mitigation [45]. These images are captured by the providers with turbulence generated in a real-world environment using heated hot air. The aperture diameter is 0.08125 meters; the target distance is 300 meters; and the Fried parameter, pixel-pitch, and focal-length are unknown.

Since the levels of turbulence strength are unknown for these data, we jointly learn to adjust our simulated turbulence strength level $D/r_0$ alongside the networks. Reconstruction from these experimentally-captured data in Fig. 5 demonstrates that TurbuGAN is able to recover images from real-world turbulence as well, though in the case of real turbulence the reconstructions are not appreciably better than [8]. (No ground truth is provided.)

D. Dynamic Scenes Reconstruction From Both Simulation and Real-World Measurements

We also test our method on dynamic scenes with turbulence distortion. In this case, we modify the untrained U-Net generator so that it can take in the timestamp (replicated to match the image size) as an additional channel. Fig. 7 shows our results on 2 dynamic scenes. The top scene is computationally simulated by moving the digit 4 from the top left corner towards the bottom left corner, while fixing the digit 0 on the bottom left corner. We then simulate turbulence distortion [15] on each frame under the turbulence strength $D/r_0 = 2$. The bottom scene is a real-world turbulence-distorted video acquired from [47]. Its target distance is 750 meters. All other parameters are unknown. While our method outperforms Mao et al. [8] on simple simulated dynamics scenes, both methods struggle with real-world
Fig. 5. Reconstructions from Experimentally-Captured Turbulence-Distorted Images. We further apply TurbuGAN to measurements distorted by real-world atmospheric turbulence. Each scene contains 100 measurements with unknown levels of turbulence distortion. Results show that TurbuGAN’s performance is robust on real-world data. Our reconstructions when not assuming any domain-specific priors (DIP) appear sharper than when leveraging the prior from the ImageNet (IN) domain, as shown in (d) and (e).

V. ANALYSIS AND DISCUSSION

In this section, we present further analysis on how varying different attributes of the problem setting affect TurbuGAN’s performance. Additionally, we discuss the implications of our method.

Different Turbulence Levels: We assess TurbuGAN on different levels of difficulty by varying the strength of turbulence when simulating the blurry measurements. Fig. 6 demonstrates that TurbuGAN consistently outperforms [8] across a variety of turbulence levels.

Distribution Matching: As noted in Section III-C, TurbuGAN’s reconstruction capabilities hinge on its ability to successfully match the observed and simulated distributions. In Fig. 8, we demonstrate that during adversarial training, the distribution of the simulation measurements gradually becomes indistinguishable from the true measurements’ distribution. Fig. 9 highlights how the reconstruction quality improves as TurbuGAN learns to improve the distribution of simulated measurements. We do not use early stopping since we consistently observe that as the number of iterations increases, the reconstruction quality steadily improves in terms of both visual quality and quantitative metrics such as PSNR.

Measurement Usage: Among learning-based methods, TurbuGAN is somewhat unique in its ability to take advantage of an arbitrary number of measurements. As demonstrated in Fig. 10, TurbuGAN’s reconstruction quality increases with the number of available measurements. While our method can produce reasonable reconstructions using only 20 measurements, the more it has the better it does. Moreover, as demonstrated in Fig. 11, when reconstruction is performed with adversarial sensing, the anisoplanatic turbulence removal problem does not demonstrate an obvious phase transition: Adding additional measurements tends to monotonically improve the reconstruction accuracy and there are no sharp increases in performance as one reaches a certain number of measurements.

Connections to EM: Although the well-known EM algorithm can be also regarded as comparing the distributions of real and simulated measurements, in EM this comparison is performed explicitly using analytic expressions, rather...
Fig. 7. Dynamic Scene Reconstructions from Simulated (top) and Real-world (bottom) Turbulence. Columns (b) and (c) show two measurements at different timestamps. Columns (d) and (e) show reconstructed frames at the same timestamp as (c). For the simulated sequence with 256 frames, TurbuGAN produces sharper results than Mao et al. [8]. For the real-world scene with 91 frames (acquired from [46]), the reconstructions of both TurbuGAN and Mao et al. [8] show visible artifacts, though Mao et al.’s reconstruction is considerably sharper.

Fig. 8. Comparison Between the Distribution of Synthesized and Observed Measurements. We show randomly selected frames from the observed measurements (a), simulated measurements at network initialization (b), simulated measurements at an intermediate iteration (c), and simulated measurements at the final iteration (d). The distribution of the simulated measurements (b)-(d) becomes increasingly similar to the distribution of the observed measurements (a) over time. The zebra observations (left) are synthetic while the airplane observations (right) were experimentally captured. TurbuGAN gradually matches the distributions of both datasets.

than implicitly with a discriminator. Accordingly, EM requires one to discretize the distribution of the latent variables (to make marginalization computationally feasible). EM also requires analytically maximizing the log-likelihood of measurements, often resulting in a Gaussian assumption on the noise, which turns the log-likelihood maximization problem into an easy-to-solve least-squares problem. Unfortunately, EM does not scale to high dimensional latent variables. For example, even with 15 Zernike coefficients each discretized into only 5 bins, each E step of the EM algorithm would require computing $5^{15}$ potential measurements per image! Modeling anisoplanatic turbulence is significantly harder still.
Fig. 9. Reconstruction Improves During Training. For the scene shown in Figure 8, we additionally plot the PSNR (left) and training losses (right). On the left, we also display the initial generator output and the reconstructions as training progresses. The reference ground truth image and the reconstruction by [8] are placed at the lower right corner for comparison. Both the visual quality and PSNR steadily improve over time. On the right, we present the loss curves for both the generator and the discriminator, showing that the two networks gradually reach a stalemate where neither can improve much further.

Fig. 10. Varying the Number of Measurements \( L \). We deploy TurbuGAN with a varying number of observations under simulated turbulence strength \( D/r_0 = 1.5 \). TurbuGAN benefits from more observations: Both the visual quality and the PSNR of the reconstructions (displayed next to \( L \)) improve as \( L \) increases.

Fig. 11. Reconstructed PSNR Increases as the Number of Measurements Increases from 2 to 1024. Six experiments were performed on different face targets, such as the ones in Fig. 2. The blue line illustrates the average PSNR, while the shaded gray area is all within one standard deviation of the mean. The PSNR improves gradually and exhibits no clearly defined phase transition.

TurbuGAN avoids the high computational complexity of the EM algorithm and is able to reconstruct the scene without explicitly solving for the continuous latent variables associated with each measurement.

Relation to Prior Theory: Prior work on multiframe/multichannel blind deconvolution problems has shown that it is possible to reconstruct a signal assuming that the blur kernels are sparse [48], [49], [50] or lie in a low-dimensional subspace [51], [52]. This work proves blind deconvolution is possible in a more general setting: We assume only that the blur kernels come from an arbitrary known distribution and have nonvanishing Fourier magnitudes in expectation. These requirements allow us to take advantage of decades of optics research that has given us accurate models for turbulence-induced blur kernels [33].

VI. CONCLUSION

This work introduces TurbuGAN, a spatially-varying multiframe blind deconvolution method based on the adversarial
sensing concept [1]. TurbuGAN is able to effectively synthesize thousands of highly distorted images, each modeling the effects of severe atmospheric turbulence, into a single high-fidelity reconstruction of a scene. While TurbuGAN’s performance is especially strong in domains where it has access to prior information (via a pretrained generative network), when combined with untrained networks, TurbuGAN is also surprisingly effective in domains where no such priors are available. Moreover, TurbuGAN can adapt to misspecified forward models.

Adversarial-sensing-based reconstruction methods, like TurbuGAN, represent a fundamentally new approach to solving inverse problems in imaging. They open up the possibility that by matching the distributions of the observed and simulated measurements, adversarial sensing will reconstruct the spatially distorted images accurately at all frequencies where the power spectral density of the blur kernels is non-zero.

**A. Proof of Theorem 1**

The following provides a proof for Theorem 1, which states that by matching the distributions of the observed and simulated measurements, adversarial sensing will reconstruct the Fourier magnitude of the spatially distorted images accurately at all frequencies where the power spectral density of the blur kernels is non-zero.

**Proof:** If two random vectors have the same distribution, then their Fourier transforms will have the same distribution. Thus, if

\[ p_{\mathbf{h} \times \mathbf{x}}(y) = p_{\mathbf{h} \times \tilde{x}}(y), \]  

(11)

then

\[ p_{\mathbf{H} \times \mathbf{X}}(Y) = p_{\mathbf{H} \times \tilde{X}}(Y), \]  

(12)

where \( \mathbf{H}, \mathbf{X}, \tilde{\mathbf{X}}, \) and \( \mathbf{Y} \) denote the Fourier transforms of \( \mathbf{h}, \mathbf{x}, \tilde{\mathbf{x}}, \) and \( \mathbf{y} \) respectively. (Recall that convolution in the spatial domain is equivalent to elementwise multiplication in the spatial frequency domain.)

For arbitrary spatial frequencies \( (K_u, K_v) \), let \( X = X(K_u, K_v) \), \( \tilde{X} = \tilde{X}(K_u, K_v) \), \( Y = Y(K_u, K_v) \), and \( H = H(K_u, K_v) \).

Random variables with the same distributions have the same marginal distributions therefore Eq. (12) implies

\[ p_{HX}(Y) = p_{H\tilde{X}}(Y). \]  

(13)

Let \( R = HX \) and \( Q = H\tilde{X} \). Random variables with the same distributions have the same absolute moments, therefore

\[ \mathbb{E}_R[|R|^2] = \mathbb{E}_Q[|Q|^2]. \]  

(14)

or equivalently

\[ \int_{R=-\infty}^{\infty} |R|^2 p_{HX}(R)dR = \int_{Q=-\infty}^{\infty} |Q|^2 p_{H\tilde{X}}(Q)dQ. \]  

(15)

Both \( X \) and \( \tilde{X} \) are constants, therefore

\[ p_{HX}(R) = \begin{cases} p_H(R/X) & \text{if } X \neq 0, \\ \delta(R) & \text{if } X = 0, \end{cases} \]  

(16)

and

\[ p_{H\tilde{X}}(Q) = \begin{cases} p_H(Q/\tilde{X}) & \text{if } \tilde{X} \neq 0, \\ \delta(Q) & \text{if } \tilde{X} = 0, \end{cases} \]  

(17)

where \( \delta(\cdot) \) represents a Dirac delta function.

**Case 1:** \( X = 0 \) or \( \tilde{X} = 0 \). If \( X = 0 \) the left-hand side of Eq. (15) becomes

\[ \int_{R=-\infty}^{\infty} |R|^2 \delta(R)dR = 0. \]  

(18)

If \( p_H(\cdot) \) is not a Dirac centered at 0, the only way for the right-hand side of Eq. (15) to be 0 is for \( \tilde{X} = 0 \) also to be 0. One may similarly show \( \tilde{X} = 0 \) implies \( X = 0 \).

**Case 2:** Neither \( X \) nor \( \tilde{X} \) are 0. Alternatively, if neither \( X \) nor \( \tilde{X} \) are 0 we may rewrite Eq. (15) as

\[ \int_{R=-\infty}^{\infty} |R|^2 p_H(R/X)dR = \int_{Q=-\infty}^{\infty} |Q|^2 p_H(Q/\tilde{X})dQ. \]  

(19)

Substituting \( HX \) and \( H\tilde{X} \) for \( R \) and \( Q \) we are left with

\[ \text{sign}(X) \int_{H=-\infty}^{\infty} |HX|^2 p_H(H)XdH = \text{sign}(\tilde{X}) \int_{H=-\infty}^{\infty} |H\tilde{X}|^2 p_H(H)\tilde{X}dH, \]  

(20)

where the leading sign terms ensure the proper limits of integration.

This implies

\[ |X|^3 \int_{H=-\infty}^{\infty} |H|^2 p_H(H)dH = |\tilde{X}|^3 \int_{H=-\infty}^{\infty} |H|^2 p_H(H)dH, \]  

(21)

or equivalently

\[ |X|^3 \mathbb{E}[|H|^2] = |\tilde{X}|^3 \mathbb{E}[|H|^2]. \]  

(22)

This relationship holds for all spatial frequencies, which implies

\[ |X|^3(K_u, K_v) = |\tilde{X}|^3(K_u, K_v) \forall (K_u, K_v) \]  

(23)

s.t. \( \mathbb{E}[|H|^2](K_u, K_v) \neq 0. \)

Let \( S \) denote a frequency domain mask with entries equal to 0 at spatial frequencies \( (K_u, K_v) \) where the power spectral density of \( h \) is 0, and with entries equal to 1 everywhere else.
B. Proof of Corollary 1

The following provides a proof for Corollary 1, which states that if, in addition to assuming \( p_{hx}(y) = p_{hx}(x) \), one assumes \( E[\mathcal{F}h](K_u, K_v) \neq 0 \) for all spatial frequencies \( (K_u, K_v) \), then one will successfully reconstruct \( x \).

**Proof:** If two random vectors have the same distribution, then their Fourier transforms will have the same distribution. Thus, if

\[
p_{hx}(y) = p_{hx}(x),
\]

then

\[
p_{hx}(x) = p_{hx}(y),
\]

where \( H, X, \tilde{X}, \) and \( Y \) denote the Fourier transforms of \( h, x, \tilde{x}, \) and \( y \) respectively.

Let the scalars \( X, \tilde{X}, Y, \tilde{Y}, H, R, \) and \( Q \) be defined as in the previous section.

Random variables with the same distributions have the same moments, therefore we have that

\[
E[R] = E[Q],
\]

which is equivalent to

\[
\int_{R=-\infty}^{\infty} R p_{HX}(R) dR = \int_{Q=-\infty}^{\infty} Q p_{H\tilde{X}}(Q) dQ.
\]

If either \( X \) or \( \tilde{X} \) are equal to 0 we can follow the steps of Case 1 in the previous proof to show they are equivalent. (The strong assumption, \( E[\mathcal{F}h](K_u, K_v) \neq 0 \), used in this proof ensures the weaker assumption, \( E[\mathcal{F}h](K_u, K_v) \neq 0 \), required for Case 1 of the previous proof holds.)

Otherwise, we may rewrite Eq. (30) as

\[
\int_{R=-\infty}^{\infty} R p_{H}(R/X) dR = \int_{Q=-\infty}^{\infty} Q p_{H}(Q/\tilde{X}) dQ.
\]

Substituting \( HX \) and \( H\tilde{X} \) for \( R \) and \( Q \) we are left with

\[
\text{sign}(X) \int_{H=-\infty}^{\infty} HX p_{H}(H)X dH = \text{sign}(\tilde{X}) \int_{H=-\infty}^{\infty} H\tilde{X} p_{H}(H)\tilde{X} dH,
\]

where the leading sign terms ensure the proper limits of integration.

This expression simplifies to

\[
X \cdot |X| \cdot E[H] = \tilde{X} \cdot |\tilde{X}| \cdot E[H],
\]

which implies

\[
E[H] \circ X = E[H] \circ \tilde{X}.
\]

Under the assumption \( E[H](K_u, K_v) \neq 0 \) for all spatial frequencies \( (K_u, K_v) \), Eq. (34) implies \( X = \tilde{X} \), which implies \( x = \tilde{x} \).

C. Proof of Corollary 2

The following provides a proof for Corollary 2, which considers the case where one misspecifies the forward model and ensures that \( p_{hx}(y) = p_{hx}(x) \). The corollary states that if one assumes that \( h = h_{\text{correction}} * h \) for all \( h \sim p_h \) and that \( E[\mathcal{F}h_{\text{correction}}](K_u, K_v) \neq 0 \) and \( E[\mathcal{F}h](K_u, K_v) \neq 0 \) for all spatial frequencies \( (K_u, K_v) \), then the reconstruction will be related to the true signal through \( \tilde{x} = h_{\text{correction}} * x \).

**Proof:** The condition \( p_{hx}(y) = p_{hx}(x) \) implies

\[
p_{h_{\text{correction}} * h}(y) = p_{h_{\text{correction}}}(y).
\]

Similarly, \( E[\mathcal{F}h_{\text{correction}}](K_u, K_v) \neq 0 \) and \( E[\mathcal{F}h](K_u, K_v) \neq 0 \) implies

\[
E[\mathcal{F}h_{\text{correction}}](K_u, K_v) \neq 0.
\]

From here we can rely upon the proof of Corollary 1, with \( h \) replaced with \( h_{\text{correction}} \), to show that

\[
\tilde{x} = h_{\text{correction}} * x.
\]
See Table II.
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