A Systematic Compact Model Parameter Calibration with Adaptive Pattern Search Algorithm
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Abstract: A systematic device-model calibration (extraction) methodology has been proposed to reduce parameter calibration time of advanced compact model for modern nano-scale semiconductor devices. The adaptive pattern search algorithm is a variant of the direct search method, which explore in the parameter space with adaptive searching step and direction. It is very straightforward, but powerful, in high dimensional optimization problem since adaptive step and direction are decided by simple computation. The proposed method iterates less but shows superior accuracy over the conventional method. It is possible to be applied to a behavioral or empirical model correspond to emerging devices, such as tunneling field-effect transistor (TFET) and negative capacitance field-effect transistor (NCFET) due to its universality in parameter calibration for the model accuracy.
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1. Introduction

As the dimension of the silicon transistor shrink in size, their development period is prolonged due to complex fabrication processes. To be competitive in the foundry business, the accuracy and agility of the model-device fitting process is crucial in evaluating chip-level functional verification and performance estimation during the early development stage. In the modern compact model, several hundreds of parameters are used to capture the DC and AC characteristics of nano-scale transistor. It is not practical to calibrate these parameters manually for all fabricated transistors.

Levenberg–Marquardt (LM) method [1–3] and genetic algorithm (GA) [4–9] have been proposed to automate model parameter calibration (extraction). However, the LM method tends to be stuck into local optimum without proper initial guess. GA is a global optimizer for combinatorial optimization problem which is not desirable to continuous parameter tuning.

The pattern search algorithm is one of the direct searching algorithms [10–12]. This method is a very simple and fast local searching algorithm since it is derivative-free and depends only on simple calculation. It is capable of stepping over the hillocks in the parameter space to escape from local optima due to the independence on derivation in the pattern vector. However, it loses information to a certain extent in high dimensional problem since it does not utilize any information gained in the pattern move. In this paper, an adaptive pattern search algorithm is proposed to calibrate the parameters systematically with enhanced model accuracy and reduced calibration time.
2. Problem Definition

The compact model is computationally efficient description of the terminal properties of the electrical devices, such as diode, bipolar junction transistor and metal-oxide-semiconductor field-effect transistor (MOSFET) to simulate the behavior of VLSI system [13–21]. Restricting the direct current property, a simple mathematical representation of the compact model is as follows:

\[
\text{Model}(V, \vec{P}) = \hat{I}_D, \tag{1}
\]

where the vector \(\vec{V}\) and \(\vec{P}\) are the terminal voltage biases, and parameters of the model, respectively, and the \(\hat{I}_D\) is the simulated drain current vector from the compact model, corresponding to bias conditions. Calibrating (extracting) the compact model parameter means adjusting the set of parameters to fit the simulation data derived from the model to measurement data of the transistor. The objective of parameter calibration is:

\[
\text{Find } \vec{P}, \text{ minimizing } L(\vec{P}) = \sum \left( \frac{I_D - \hat{I}_D}{I_D} \right)^2, \tag{2}
\]

to minimize the mean of squared relative error (MSRE), a fitness function, between simulated and measured values, where \(I_D\) is the measured drain current, which is the target output vector for the optimization. MSRE is used as a fitness function, rather than MSE, due to the wide dynamic range of the drain current.

Usually, model parameters for the given device are calibrated by the experts manually. Therefore, it is very tedious and time-consuming work and hard to deal with massive number of devices fabricated for the development of the new technology. A systematic extraction of model parameter is to find optimal algorithm to optimize the fitness of the model rapidly with practically low computational cost.

3. Configuration of the Experiment

In this paper, we focus on the Berkeley Short-channel Insulated-gate field-effect transistor Model 4 (BSIM4) [13–16] as a base model to be calibrated by proposed algorithm. It seems to be well enough to utilize BSIM4 to test our methodology since it is a physics based compact model and considered as an industry standard [16]. Target current vectors, in this study, are generated from the given model using commercial circuit simulator. The type and the physical parameters of the device for the target data is N channel MOSFET and length/width = 0.1 \(\mu\)m/1 \(\mu\)m, respectively. Each target current vector is simulated with random value of the model parameters. Each parameter’s value is uniformly sample in the certain range that handles the on current (@\(V_G = 1.5 \text{ V}, V_D = 1.5 \text{ V}\)) from 5–10% reduction to 5–10% increase. The parameter list and the specification we handle for the experiment is summarized in Table 1. Although, we verify the algorithm with BSIM4, a general approach in calibrating the parameters involves fitting the model and target, thus, it can apply to any kind of compact model, such as BSIM Common Multi-Gate (BSIM-CMG) [17,18], Enz-Krummenacher-Vittoz (EKV) [19], Pennsylvania State university and Philips (PSP) [20,21] and any kind of behavioral and empirical model composed of analytical equation and parameters. Also, it is possible to calibrate the models to describe emerging devices, such as TFET, NCFET and Feedback FET.
Table 1. The list of parameters and specification for the experiment. Lower and upper bound is set up to keep the physical meaning up in the optimization process. The number format for the boundary is the engineering format. The type and the physical parameters for the experiment is N channel MOSFET and length/width = 0.1 \( \mu \text{m} / 1 \mu \text{m} \), respectively. The value in the parentheses follows by bound value of parameter is the relative variation of the on current by parameter change at the bound compared to the reference, BSIM4's default parameter.

| Parameter | Lower Bound \((\Delta I_D)\) | Upper Bound \((\Delta I_D)\) |
|-----------|-----------------------------|-----------------------------|
| DELVTO    | \(-6.25 \times 10^{-2}\) (+10%) | \(5.468 \times 10^{-2}\) (−10%) |
| U0        | \(5.39 \times 10^{-2}\) (−10%) | \(9.109 \times 10^{-2}\) (+10%) |
| VSAT      | \(6.562 \times 10^4\) (−10%) | \(9.812 \times 10^4\) (+10%) |
| RDSW      | \(6.25 \times 10^{11}\) (+10%) | \(3.593 \times 10^2\) (−10%) |
| DVT0      | 0.0 (−8%) | 5.2 (+10%) |
| ETA0      | 0.0 (−5%) | \(5.1 \times 10^{-1}\) (+10%) |
| UA        | \(1.0 \times 10^{-10}\) (+8%) | \(2.2 \times 10^{-9}\) (−10%) |
| PCLM      | \(6.3 \times 10^{-1}\) (−10%) | \(2.25\) (+10%) |
| XJ        | \(8.3 \times 10^{-8}\) (+10%) | \(4.43 \times 10^{-7}\) (−5%) |
| NSUB      | \(6.0 \times 10^{16}\) (−10%) | \(1.0 \times 10^{17}\) (+10%) |

4. Pattern Search Algorithm

Pattern search algorithm is a kind of direct search algorithm widely adopted in the field of optimization. By default, the pattern search is a local optimizer, but it has the characteristics of a global optimizer [10,11]. Unlike the ‘Newtonian method’ based algorithms, it does not rely on the gradient so that it can deviate from local optimum. Therefore, a pattern search algorithm can be applied to optimize the problems on non-continuous and non-differentiable searches. The best-known pattern search algorithm is originated by Hooke-Jeeves (HJ) method could be utilized either way as a non-constrained and constrained optimization problem [10,11]. For the compact model parameter calibration (extraction), model parameters should be constrained within the specific boundary to keep the physical meaning of the model. Therefore, we set up the algorithm as a constrained optimization problem for the given parameter space to find the point that minimizes the fitness value between the given target current vector and simulated current vector.

The method consists of two main processes, so-called exploratory move and pattern move. At first, the initial point, which is the basis of this study, is uniformly sampled from the parameter space. In an exploratory move, the algorithm evaluates the two neighboring points around the exploration basis in all axes and takes the best point among them. Unlike the gradient based algorithm, fixed length of step size is used for exploration in each dimension. In each axis of parameter space, ternary exploration, thus, +step size, 0 or –step size displacements are added to exploration basis and evaluated at that points to pick the displacement \(\vec{D}_i\) for the axis. Then, the ternary exploration is performed on the following axis from the new exploration basis decided in previous step. This sequential exploration is adopted in the HJ method to reduce the exploration time and computational cost. A displacement between the final point and the exploration basis is set to the direction vector to be used in the following process.

In the pattern move, the algorithm evaluates the points where the direction vector reaches until the fitness is no longer improving. In other words, the pattern move is the naïve line search algorithm on one dimensional parameter space that loosely minimizes the fitness. The one-dimensional parameter space is projected from original multi-dimensional parameter space along the direction vector. After reaching the loosely minimized point, then algorithm set the point to exploration basis and repeats the two processes again until a magnitude of the displacement vector is less than 1e-9, thus, it is at no better point than basis is found. To optimize further, exploration range, so called step size, is reduced by scale factor (SF) and repeat the whole process again. The algorithm is terminated when it meets termination criteria, such as target fitness and minimum step size. Lower bound of fitness value is set to 1e-8 as a target. Since a step size of exploration that is too small is
meaningless, a minimum step size is set to 1e-6, as the main termination criterion of the whole process, as well as the fitness target. A detailed interpretation and process flow chart is shown in Figures 1 and 2.

Figure 1. The graphical conceptualization of the exploratory move and pattern move of pattern search algorithm: (a) Exploratory move. In the multi-dimensional parameter space, adjacent points around the exploration basis (blue dot surrounded by black line) are evaluated in the process and the displacement between best point and the exploration basis is set to pattern vector (red arrow). 1-dimensional projection along the pattern vector will be the stage for the following process; (b) Pattern move. One-dimensional naive line search is performed with the given pattern vector. The process is terminated when the newest point is not improved more than set the previous point to be the next exploration basis (settle point).

Figure 2. Flow chart of an original construction of Hooke-Jeeves method. $I_D$ is the target current vector measured from fabricated MOSFET and $L$ is the relative mean-squared error served as a fitness function. In exploratory move, the algorithm evaluates the adjacent points around the exploration basis in all axes and takes the best point among them. In the pattern move, the algorithm evaluates the points where the direction vector reaches until the fitness is no longer improving.
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5. Results
5.1. Adaptive Pattern Search
5.1.1. Adaptive Pattern Move

For the pattern move defined as in the conventional HJ method, searching basis moves forward to searching direction by constant step \([10,11]\). This is simple and uses no other computation, except for the evaluation of the point reached. However, it is too naïve and cannot utilize the information gained spontaneously during pattern move, such as the trajectory of losses and momentum, which can assist the process in figuring out the shape of parameter space. In the case of very small magnitude of the pattern vector, it often travels in the low slope region unnecessarily and takes lots of iterations in the pattern move (Red arrows in the Figure 3a). If the magnitude of the pattern vector increases as the slope of the valley decreases, it can pass through gradual region much faster than constant pattern vector and reduce the iterations of the pattern move (Blue arrows in the Figure 3a). On the contrary, if the magnitude of pattern vector is too large to sample the loss valley properly, it just hops over the hillocks in the parameter space and misunderstands the underlying shape of the valley (Red arrows in the Figure 3b). As the rough sampling with constant pattern vector, it misjudges as it explores the gradual valley. If the magnitude of pattern vector is varied with respect to the information of the parameter space, it has a chance to fumble around and figure out the underlying geometry. In the toy model described in Figure 3b, it settles in the first valley as intended owing to the adaptive pattern move (Blue arrows in the Figure 3b). In this study, the normalized differences in fitness values between the two neighboring points is utilized in the pattern move to scale the searching step adaptively. As the pattern vector advances, it is inversely scaled by the normalized difference of losses between the points. The implementation of adaptive pattern move is depicted in Figure 3c.
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Figure 3. (a) The graphical interpretation of pattern move when the pattern vector is relatively small and fitness valley has a gradual slope. Red arrow represents the pattern vector of the conventional method and blue arrow represents the adaptive pattern vector. Unnecessary iteration of evaluations and advances is needed with this circumstance with the constant vector. Scaling the pattern vector adaptively, pattern move can be settled much faster; (b) the graphical interpretation of pattern move when the pattern vector is relatively large and fitness valley has a steep slope. In this circumstance, the algorithm could not capture the underlying structure of fitness valley and leads to wrong conclusion. Along with the adaptive pattern vector, this misleading vector can be reduced; (c) the mathematical description of adaptive pattern move. Constant pattern of conventional method is revised to vary adaptively utilizing the relative difference of fitness to scale the pattern vector.
For the benchmark of the adaptive pattern move and conventional implementation, iteration count of exploratory moves and pattern moves, and the fitness value of the calibrated parameters for 10 samples are represented in Figure 4. Exploration count retains the same degree, while pattern move count has reduced by 74% in the worst case and 49% in the median. In terms of fitness, MSRE has reduced by 25% in the worst case and 1% in the median. The variation of fitness values is also reduced compared to the conventional method. Along with the adaptively varying searching step, searching process converges faster and more accurate compared to conventional method owing to the variety of information used in the process.

5.1.2. Parallel Exploration

In an exploratory move, conventional HJ method explores \((2M_d + 1)\) number of points sequentially to decide searching direction, when \(M_d\) is the number of dimensionalities, thus the length of parameter vector. It evaluates the ternary displacement \(-1, 0, +1\) with the scale of searching step in each dimension independently and chooses the best displacement compared to the exploration basis (0 displacements for all dimension) \([10,11]\). The number of all possible directions with ternary displacement is the 3 to the power of \(M_d\). In a high dimensional problem, conventional exploratory move explores only a part of possible directions, so it compromises accuracy to computational cost. However, evaluations in each direction can be fully parallelized with many-core machine, or even utilizes the thousands of cores in graphical processing unit. Along with the parallel implementation of evaluation, parallel exploration is substantially advantageous in sequential exploration since it leads the pattern move to the best direction among all possible choices in the ternary exploration. This is conceptualized in Figure 5.

Figure 4. The benchmark results of adaptive pattern move and constant pattern move in the HJ method. To be fair in comparison, 10 samples of the target curves are randomly chosen and used on both implementations. The scale factor \(= 0.1\) is configured in this benchmark. (a) The number of moves in exploratory move; (b) The number of moves in pattern move; (c) fitness distribution of the calibrated parameters; w.c refers to worst case and m.c. refers to median case. A top/bottom edge of the whisker in the plot represents the maximum/minimum datum, respectively.
Figure 5. (a) The concept of sequential exploration. In each axis of parameter space, ternary exploration, thus step size, 0 or step size from the exploration basis (black dot) is performed and decide the direction for the axis. Then same process is performed on the following axis. (b) The concept of parallel exploration. The all-possible directions in the ternary exploration are evaluated in parallel at the same time and find the best direction among them.

Comparisons carried out between sequential exploration and parallel exploration is depicted in Figure 6. In terms of the parallel exploration, the number of moves both in the exploratory and the pattern move has improved. The number of exploration move is reduced by 7% in worst case and 97% in the median case by the parallel exploration, and the number of pattern moves is reduced by 89% in worst case and 97% in the median. The parallel exploration prevents the misjudgment of the direction in the exploratory move and makes the process converges much quicker than sequential one. Also, preventing the misleading to bad local optima, the fitness of the calibration is enhanced by 99% in worst case and 93% in median case. In short, parallel exploration with full searching in the direction enhances the searching time and fitness utilizing the parallelization of evaluation.

Figure 6. The benchmark results of sequential exploration and parallel exploration. To be fair in comparison, 10 samples of the target curves are randomly chosen and used on both implementations. The scale factor = 0.1 is configured in this benchmark. (a) The number of moves in exploratory move; (b) the number of moves in pattern move; (c) fitness distribution of the calibrated parameters; w.c. refers to worst case and m.c. refers to median case. A top/bottom edge of the whisker in the plot represents the maximum/minimum datum, respectively.

5.2. Curve Fitting Result

For the verification of the proposed method, drain current and trans-conductance, a first derivative of drain current with respect to gate voltage, from the calibrated param-
eters and target data are compared in the Figures 7–9 with respect to the progress of the optimization process. At first, simulated curves are not matched with the target curve at all. As the optimization progresses, simulated curves become matched with the target curves. In relation to the calibrated parameters, all ranges of data points are well fitted with target curves.

**Figure 7.** Comparison between simulated curves with the initial parameters and the target curves. The type and the physical parameters for the experiment is N channel MOSFET and length/width = 0.1 \( \mu \text{m} \)/1 \( \mu \text{m} \), respectively. Line denotes the target curves and marker denotes the calibrated model curves. (a) Transfer curves of the N channel MOSFET, inset shows the sub-threshold region in log-scale; (b) Transconductance of the N channel MOSFET.

**Figure 8.** The curve fitting results of the calibrated parameters after 100 iterations by adaptive pattern search. The type and the physical parameters for the experiment is N channel MOSFET and length/width = 0.1 \( \mu \text{m} \)/1 \( \mu \text{m} \), respectively. Line denotes the target curves and marker denotes the calibrated model curves. (a) Transfer curves of the N channel MOSFET, inset shows the sub-threshold region in log-scale; (b) Transconductance of the N channel MOSFET.
6. Discussion

In this work, a systematic calibration methodology of compact model parameters based on adaptive pattern search algorithm is demonstrated. Utilizing the information gained in the pattern move process and parallel exploration, we found that the proposed algorithm is superior to the conventional approach, in terms of accuracy and computational cost and time. The proposed method accurately calibrates the model to target data with optimized configuration. The proposed algorithm is a general approach to calibrate the model parameters, so it can be applied to any kind of models, even for the emerging devices. For the future work, we will expand the methodology and apply to the models for the emerging devices.
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