Cosine polynomials with restrictions on their algebraic representation
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Abstract. We prove that for any even algebraic polynomial \( p \) one can find a cosine polynomial with an arbitrary small \( l_1 \)-norm of coefficients such that the first coefficients of its representation as an algebraic polynomial in \( \cos x \) coincide with those of \( p \).

1. Introduction

The work is devoted to the following problem. Suppose we are given a cosine polynomial
\[
\sum_{k=0}^{n} a_k \cos kx, \quad a_k \in \mathbb{R}.
\]
With the help of Chebyshev polynomials \( T_k(x) \), we can rewrite it as
\[
\sum_{k=0}^{n} b_k \cos^k x, \quad \text{an algebraic polynomial in} \ \cos x, \quad \text{according to the equality} \ \cos kx = T_k(\cos x).
\]
Conversely, any algebraic polynomial in \( \cos x \) can be represented as a trigonometric one. So one can pass from one of these representations to another choosing the most appropriate one of the bases \( \{\cos kx\}_{k=0}^\infty \) and \( \{\cos^k x\}_{k=0}^\infty \). But what if we look at all the cosine polynomials whose certain coordinates with respect to the basis \( \{\cos kx\}_{k=0}^\infty \) are fixed? In other words, if we fix some \( K \subset \mathbb{N} \), some numbers \( \{c_k\}_{k \in K} \) and consider
\[
A(K, \{c_k\}) := \left\{ \{a_k\}_{k=0}^n, \ n \in \mathbb{N} : \sum_{k=0}^{n} a_k \cos kx \equiv \sum_{k=0}^{n} b_k \cos^k x, \ b_k = c_k \ \text{for} \ k \in K \right\},
\]
what can we say about \( \sum_{k=0}^{n} |a_k| \) if we know that \( \{a_k\}_{k=0}^n \in A(K, \{c_k\}) \)? Can we find a trigonometric polynomial belonging to \( A(K, \{c_k\}) \) with “small” \( l_1 \)-norm of the coefficients? If the answer is positive, then it is possible to adjust any \( \sum_{k=0}^{n} c_k \cos^k x \) by adding a small trigonometric polynomial so that the coefficients of our sum at \( \cos^k x, \ k \in K \), are equal to zero. We obtain the following

**Theorem 1.** Let \( p, s \in \mathbb{N} \) and \( (a_0, a_1, ..., a_{p-1}) \in \mathbb{R}^p \). Then for \( r \geq C_1(p, s) \) there exist a vector of coefficients \( (b_s, b_{s+1}, ..., b_r) \in \mathbb{R}^{r-s+1} \) and a polynomial \( g(x) \), \( \deg g = 2r - 2p \), such that
\[
\sum_{k=s}^{r} b_k \cos 2kx - (\cos x)^{2p} g(\cos x) \equiv \sum_{t=0}^{p-1} a_t \cos 2t x
\]
and
\[
\sum_{k=s}^{r} |b_k| < \frac{C_2(p, s)}{r} \sum_{t=0}^{p-1} |a_t|,
\]
where \( C_1(p, s) := \max(16p^2s^{4p-1}, 8L^{2p-1}p^3) \), \( L = 4.56..., \) and \( C_2(p, s) := 2^16p^{4p+9}s^{4p-1} \).
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This means that for any $\varepsilon > 0$ we can find an even polynomial with the $l_1$-norm of its coefficients less than $\varepsilon$ and with the desired first $p$ coefficients with respect to the basis $\{\cos 2kx\}_{k=0}^\infty$.

The principle motivation for such a result is the problem of estimating the value of a trigonometric polynomial at some point $x$, $|\cos x| = \delta < 1$. This can be done by rewriting the polynomial as the algebraic one and adjusting it using Theorem 1 so that its first, say, $k$ coefficients become zero. Then the value at $x$ does not exceed $\delta^k$ multiplied by the sum of absolute values of the coefficients of the obtained polynomial plus something small that comes from the adjustment. An argument of this type enables us to construct a nondegenerate double trigonometric series that converges to zero by a subsequence of squares everywhere in such a way that we can control the sizes of these squares and have explicit estimates both for the rate of convergence and for the perturbations on the intermediate steps at every point. The problem of constructing such series is closely related to that of finding universal trigonometric series (see [8] and the references within).

Another application comes from the fact that equality (1) can be rewritten in the form

$$\sum_{k=s}^{r} b_k T_{2k}(y) - y^{2p} g(y) \equiv \sum_{t=0}^{p-1} a_t y^{2t},$$

so the result can be applied to the study of Chebyshev polynomials and Chebyshev series [6], as series of Chebyshev polynomials are known to have properties of fast convergence among other their advantages in approximation theory and numerical analysis (see, for instance, [2]).

To prove our main result, we consider the matrix $T = (t_m)_{m,k=0}^\infty$ whose entry $t_m^k$ is the coefficient at $x^m$ of the Chebyshev polynomial $T_k(x)$, and derive an explicit formula for the inverse of a square submatrix of $T$. This allows us to determine the coefficients with respect to the basis $\{\cos kx\}_{k=0}^\infty$ of an algebraic polynomial in $\cos x$. In the course of the proof of Theorem 1, we also give some important estimates (see Lemma 2) on sums of products of binomial coefficients appearing in the expression for entries of the pseudoinverse of a Vandermonde matrix in [3] (see [1] for a substantive survey of generalized inverses and also [7] and [9] for algebraic properties of generalized inverses of Vandermonde matrices).

2. Inverse of a matrix containing coefficients of Chebyshev polynomials

Let $T_n$ be a square $n \times n$-matrix whose entry $t_m^k$ in the $m$th row and $k$th column is the coefficient at $x^m$ of the $k$th Chebyshev polynomial $T_k(x)$ (we enumerate rows and columns of $T_n$ beginning from 0). It is clear that $T_n$ is upper triangular with nonzero entries along the main diagonal. For $t_m^k$, an explicit formula is known (see, for instance, [4, (4.5.26)]):

$$t_m^k = \begin{cases} 0, & \text{if } m > k \text{ or } k - m \equiv 1 \pmod{2}, \\ (-1)^{\frac{k+m}{2}} \frac{k}{k+m} 2^m \left(\frac{k+m}{2}\right), & \text{otherwise}. \end{cases}$$

Denote by $T_{k,1}$ the $l \times l$-matrix whose entry in the $i$th row and $j$th column is equal to $t_i^{k+j}$.

**Lemma 1.** Let $l \in \mathbb{N}$ and let $k$ be an even positive integer. The entry $g_{i,j}^2$ of the matrix $T_{k,1}^{-1}$ is equal to 0 if $i + j \equiv 1 \pmod{2}$, otherwise there hold

$$g_{2i}^{2i} = \frac{(-1)^{\alpha+j+\frac{k}{2}(2j)!}(k+i-1)!(k+2i)!}{4^i i!(\alpha-i)!(\alpha+k+i)!} \prod_{b=0}^{\alpha} \sum_{d=0, d \neq i}^{j} (b^2 - (\frac{k}{2} + d)^2) \prod_{d=0, d \neq b}^{\alpha} (b^2 - d^2)$$
\[ g_{2i+1}^{2j+1} = \frac{(-1)^{\beta+j+k}(2j+1)!(k+i)!}{4^\beta i!(\beta-i)!} \sum_{b=0}^{\beta} \frac{\prod_{d=0,d\neq i}^{\beta} ((2b+1)^2 - (k + 2d + 1)^2)}{\prod_{d=0,d\neq b}^{j} ((2b+1)^2 - (2d+1)^2)}, \]

where \( \alpha := \lfloor l/2 \rfloor - 1 \), \( \beta := \lceil l/2 \rceil - 1 \).

**Proof.** Note that the entries of \( T_{k,1} \) belonging to a row and a column of different parities are zero, i.e. \( g_{i}^{j} = 0 \) for \( 2 \nmid i + j \). Fix some \( j \), \( 0 \leq j < l \), and consider the \( j \)th column of \( T_{k,1}^{-1} \). Its entries must satisfy

\[
\sum_{i=0}^{l-1} g_{i}^{j} T_{k+i}(x) \equiv x^{j} + x^{j} g(x),
\]

where \( g(x) \) is some polynomial. Rewriting this, we get

\[
\sum_{i=0}^{l-1} g_{i}^{j} \cos(k+i)x \equiv \cos^{j} x + \cos^{j} x g(\cos x). \tag{3}
\]

We start with the case of an even \( j \). Note that for any positive integer \( q \) we have

\[
(cos^{q} x)^{\prime} = (q \sin x \cos^{q-1} x) &= q(q - 1) \cos^{q-2} x - q^{2} \cos^{q} x.
\]

So, after taking the \( p \)th derivative of (3) for \( p = 0, 1, \ldots, \lfloor l/2 \rfloor - 1 =: \alpha \), in each case we obtain at both sides polynomials in \( \cos x \). As their constant terms match, we infer that

\[
\sum_{i=0}^{l-1} (-k+i)^{2p} g_{i}^{j} \alpha_{i}^{k+i} = y_{p}^{j},
\]

where \( y_{p}^{j} \) stands for the constant term of \( (\cos^{j} x)^{(2p)} \) (as of a polynomial in \( \cos x \)). So we have

\[
\begin{pmatrix}
1 & 1 & \ldots & 1 \\
1 & (k+2)^{2} & \ldots & (k+2\alpha)^{2} \\
\vdots & \vdots & \ddots & \vdots \\
k^{2\alpha} & (k+2)^{2\alpha} & \ldots & (k+2\alpha)^{2\alpha}
\end{pmatrix}
\text{diag} \{ \alpha_{0}^{k}, \alpha_{0}^{k+\alpha}, \ldots, \alpha_{0}^{k+2\alpha} \}
\begin{pmatrix}
g_{0}^{j} \\
g_{2}^{j} \\
\vdots \\
g_{2\alpha}^{j}
\end{pmatrix}
= \begin{pmatrix}
y_{0}^{j} \\
y_{1}^{j} \\
\vdots \\
(-1)^{\alpha} y_{\alpha}^{j}
\end{pmatrix}. \tag{4}
\]

Let us find \( y_{p}^{j} \) for all \( p \). Note that

\[
y_{p}^{2\alpha} = \begin{cases}
0, & p < \alpha, \\
(2\alpha)!, & p = \alpha,
\end{cases}
\]

and that

\[
\cos^{j} x \equiv \sum_{i=0}^{j/2} \eta_{2i} \cos 2tx.
\]

The coefficients \( \eta_{2i} \) can be found from the following relation:

\[
(\eta_{0}, 0, \eta_{2}, 0, \ldots, 0, \eta_{j})^{T} = T_{j+1}^{-1}(0, 0, \ldots, 0, 1)^{T}.
\]

Applying equality (4) to the matrix \( T_{j+1}^{-1} \) and taking into account (5), we derive
\[
\begin{pmatrix}
\eta_0 \\
\eta_2 \\
\vdots \\
\eta_j
\end{pmatrix}
= \text{diag}\left\{ \frac{1}{t_0^0}, \frac{1}{t_0^2}, \ldots, \frac{1}{t_0^j} \right\}
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
0^2 & 2^2 & \cdots & j^2 \\
\vdots & \vdots & \cdots & \vdots \\
0^j & 2^j & \cdots & j^j
\end{pmatrix}^{-1}
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}.
\] (6)

Further,

\[
(\cos^j x)^{(2p)} = \sum_{t=0}^{j/2} (-4t^2)^p \eta_2^t \cos 2tx.
\]

whence in light of (6),

\[
y_p^j = \sum_{m=0}^{j/2} (-4m^2)^p \eta_2^m t_0^{2m} = ((-0^2)^p \eta_0^0, (-2^2)^p \eta_0^2, \ldots, (-j^2)^p \eta_0^j)
\begin{pmatrix}
\eta_0 \\
\eta_2 \\
\vdots \\
\eta_j
\end{pmatrix}
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
0^2 & 2^2 & \cdots & j^2 \\
\vdots & \vdots & \cdots & \vdots \\
0^j & 2^j & \cdots & j^j
\end{pmatrix}^{-1}
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}.
\] (7)

According to [5], the \( \ell \)th element of the last column of the inverse of the Vandermonde matrix of size \( m \) with the parameters \( \lambda_0, \ldots, \lambda_{m-1} \) is equal to

\[
\prod_{l=0, l \neq \ell}^{m-1} (\lambda_\ell - \lambda_l)^{-1}.
\]

Finally, we obtain

\[
\begin{pmatrix}
y_0^j \\
y_2^j \\
\vdots \\
y_{2\alpha}^j
\end{pmatrix}
= (-1)^{\frac{j}{2}} j! \text{ diag}\left\{ \frac{1}{t_0^0}, \ldots, \frac{1}{t_0^{k+2\alpha}} \right\}
\begin{pmatrix}
k^2 & (k+2)^2 & \cdots & (k+2\alpha)^2 \\
\vdots & \vdots & \cdots & \vdots \\
2\alpha & (k+2\alpha)^2 & \cdots & (k+2\alpha)^2
\end{pmatrix}^{-1}
\begin{pmatrix}
\prod_{t=0, t \neq 0}^{j/2} (-2t^2)^{-1} \\
\prod_{t=0, t \neq 0}^{j/2} (2^2 - 2t^2)^{-1} \\
\vdots \\
\prod_{t=0, t \neq j/2}^{j/2} (j^2 - 2t^2)^{-1}
\end{pmatrix}
\begin{pmatrix}
(-0^2)^0 \\
-(-0^2)^1 \\
\vdots \\
(-1)^\alpha(-0^2)^\alpha
\end{pmatrix}
\begin{pmatrix}
(-2^2)^0 \\
-(-2^2)^1 \\
\vdots \\
(-1)^\alpha(-2^2)^\alpha
\end{pmatrix}
\begin{pmatrix}
\cdots \\
\cdots \\
\cdots \\
\cdots
\end{pmatrix}
\begin{pmatrix}
(-j^2)^0 \\
-(-j^2)^1 \\
\vdots \\
(-1)^\alpha(-j^2)^\alpha
\end{pmatrix}
\begin{pmatrix}
\cdots \\
\cdots \\
\cdots \\
\cdots
\end{pmatrix}.
\]
\[
\begin{align*}
&= (-1)^{\frac{1}{2} j} j! \text{diag} \left\{ \frac{1}{t_0^k}, \ldots, \frac{1}{t_{0+2\alpha}^{k}} \right\} \begin{pmatrix}
\frac{1}{k^2} & \frac{1}{(k+2)^2} & \ldots & \frac{1}{(k+2\alpha)^2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{k^{2\alpha}} & \frac{1}{(k+2)^{2\alpha}} & \ldots & \frac{1}{(k+2\alpha)^{2\alpha}}
\end{pmatrix}^{-1} \begin{pmatrix}
0^0 & 0^2 & \ldots & j^0 \\
0^2 & 2^2 & \ldots & j^2 \\
0^{2\alpha} & 2^{2\alpha} & \ldots & j^{2\alpha}
\end{pmatrix} \\
\times \left( \prod_{t=0, t\neq 0}^{j/2} (-2t^2)^{-1} \right) \right) =: (-1)^{\frac{1}{2} j} j! \text{diag} \left\{ \frac{1}{t_0^k}, \ldots, \frac{1}{t_{0+2\alpha}^{k}} \right\} J_0 \left( \prod_{t=0, t\neq 0}^{j/2} (-2t^2)^{-1} \right).
\end{align*}
\]

The matrix \( J_0 \) is of size \((\alpha+1) \times (j/2+1)\) and its entries are

\[ j_a^b = \frac{\prod_{\alpha} (x - (k + 2d)^2)}{\prod_{d=0, d\neq a} ((k + 2a)^2 - (k + 2d)^2)}, \]

since the entry \( v_i^j \) of the square Vandermonde matrix with the parameters \( k^2, (k+2)^2, \ldots, (k+2\alpha)^2 \) is equal to

\[ v_i^j = \frac{\left[ \prod_{d=0, d\neq i} (x - (k + 2d)^2) \right]}{\prod_{d=0, d\neq i} ((k + 2i)^2 - (k + 2d)^2)}, \]

where \([P(x)]_j\) stands for the coefficient at \( x^j \) of the polynomial \( P(x) \). Hence, recalling that \( \alpha = [l/2] - 1 \), we have

\[ g_2^j = \frac{(-1)^{\frac{1}{2} a + \frac{1}{2} j} j!}{\prod_{d=0, d\neq a} ((k + 2a)^2 - (k + 2d)^2)} \sum_{b=0}^{[l/2]-1} \frac{\prod_{d=0, d\neq a} ((2b)^2 - (k + 2d)^2)}{\prod_{d=0, d\neq b} ((2b)^2 - (2d)^2)}. \tag{8} \]

Turn now to the case of an odd \( j \). Once more, taking the \( p \)th derivative of (3) for \( p = 0, 1, \ldots, [l/2] - 1 =: \beta \) and obtaining the same coefficients at \( \cos x \), we get

\[ \sum_{i=0}^{l-1} (-1)^{(k + i)^2} \frac{g_2^j t_1^{k+i}}{g_{2\beta+1}^j} = z_p^j, \]

where \( z_p^j \) is the coefficient at \( \cos x \) of \((\cos^{j+1} x)^{(2p)}\) (as of a polynomial in \( \cos x \)). We have

\[ \begin{pmatrix}
\frac{1}{(k+1)^2} & \frac{1}{(k+3)^2} & \ldots & \frac{1}{(k+1+2\beta)^2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{(k+1)^{2\beta}} & \frac{1}{(k+3)^{2\beta}} & \ldots & \frac{1}{(k+1+2\beta)^{2\beta}}
\end{pmatrix} \text{diag}(t_1^{k+1}, t_1^{k+1+2\beta}) \begin{pmatrix}
g_1^j \\
g_3^j \\
\vdots \\
g_{2\beta+1}^j
\end{pmatrix} = \begin{pmatrix}
z_0^j \\
z_1^j \\
\vdots \\
(-1)^\beta z_{\beta}^j
\end{pmatrix}. \tag{9} \]

Noting that

\[ z_{p}^{2\beta} = \begin{cases} 0, & p < \beta, \\ (2\beta + 1)!, & p = \beta, \end{cases} \tag{10} \]
and that
\[ \cos^j x \equiv \sum_{t=0}^{(j-1)/2} \eta_{2t+1} \cos(2t + 1)x, \]
we derive
\[ (0, \eta_1, 0, \eta_3, \ldots, 0, \eta_j)^T = T_{j+1}^{-1}(0, 0, \ldots, 0, 1)^T. \]
Applying (9) to \( T_{j+1}^{-1} \) and using (10), we obtain
\[
\begin{pmatrix}
\eta_1 \\
\eta_3 \\
\vdots \\
\eta_j \\
\end{pmatrix} = \text{diag} \left\{ \frac{1}{t_1^j}, \ldots, \frac{1}{t_k^j} \right\} \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & 3^2 & \cdots & j^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & 3^j & \cdots & j^j \\
\end{pmatrix}^{-1} \begin{pmatrix}
0 \\
\vdots \\
0 \\
(-1)^{j+1} j! \\
\end{pmatrix}.
\]
Further,
\[ (\cos^j x)^{(2p)} \equiv \sum_{t=0}^{j/2} (-2t+1)^p \eta_{2t+1} \cos(2t+1)x, \]
whence
\[
\begin{align*}
Z_{p}^j &= \sum_{m=0}^{j/4} (-2m+1)^p \eta_{2m+1} t_1^{2m+1} = ((-1)^2 \eta_1 t_1, (-3)^2 \eta_3 t_1^3, \ldots, (-j)^2 \eta_j t_1^j) \\
&= \begin{pmatrix}
\eta_1 \\
\eta_3 \\
\vdots \\
\eta_j \\
\end{pmatrix} \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & 3^2 & \cdots & j^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & 3^j & \cdots & j^j \\
\end{pmatrix}^{-1} \begin{pmatrix}
0 \\
\vdots \\
0 \\
(-1)^{j+1} j! \\
\end{pmatrix}.
\end{align*}
\]
Finally, as before
\[
\begin{pmatrix}
g_1^j \\
g_3^j \\
\vdots \\
g_{2j+1}^j \\
\end{pmatrix} = (-1)^{j+1} j! \text{diag} \left\{ \frac{1}{t_1^j}, \ldots, \frac{1}{t_1^{k+1+2\beta}} \right\} \left( \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & (k+1)^2 & \cdots & (k+1+2\beta)^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & (k+1)^j & \cdots & (k+1+2\beta)^j \\
\end{pmatrix}^{-1} \right)
\]
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & 3^2 & \cdots & j^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & 3^j & \cdots & j^j \\
\end{pmatrix} \left( \begin{pmatrix}
1 & 1^2 & \cdots & 1^j \\
(1-2t+1)^2 & \cdots & (1-2t+1)^j \\
\vdots & \vdots & \ddots & \vdots \\
(1-2t+1)^j & \cdots & (1-2t+1)^j \\
\end{pmatrix}^{-1} \right)
\]
\[
\begin{pmatrix}
\eta_1 \\
\eta_3 \\
\vdots \\
\eta_j \\
\end{pmatrix} \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & (k+1)^2 & \cdots & (k+1+2\beta)^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & (k+1)^j & \cdots & (k+1+2\beta)^j \\
\end{pmatrix}^{-1}
\]
\[
= (-1)^{j+1} j! \text{diag} \left\{ \frac{1}{t_1^j}, \ldots, \frac{1}{t_1^{k+1+2\beta}} \right\} J_1 \left( \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & (k+1)^2 & \cdots & (k+1+2\beta)^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & (k+1)^j & \cdots & (k+1+2\beta)^j \\
\end{pmatrix}^{-1} \right)
\]
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & (k+1)^2 & \cdots & (k+1+2\beta)^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & (k+1)^j & \cdots & (k+1+2\beta)^j \\
\end{pmatrix}^{-1}
\]
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
1^2 & (k+1)^2 & \cdots & (k+1+2\beta)^2 \\
\vdots & \vdots & \ddots & \vdots \\
1^j & (k+1)^j & \cdots & (k+1+2\beta)^j \\
\end{pmatrix}^{-1}
\]
The matrix $J$ is of size $(\beta + 1) \times ((j - 1)/2 + 1)$ and its entries are
\[
J_a^b = \frac{\prod_{d=0, d \neq a}^{\beta} ((2b + 1)^2 - (k + 2d + 1)^2)}{\prod_{d=0, d \neq a}^{\beta} ((k + 2a + 1)^2 - (k + 2d + 1)^2)}.
\]

Hence,
\[
g_{2a+1}^j = \frac{(-1)^{\beta + 1}a + \frac{j}{2}!}{(k + 2a + 1) \prod_{d=0, d \neq a}^{(\beta/2) - 1} ((k + 2a + 1)^2 - (k + 2d + 1)^2)} \sum_{b=0}^{j-1/2} \frac{\prod_{d=0, d \neq b}^{(j/2) - 1} ((2b + 1)^2 - (k + 2d + 1)^2)}{\prod_{d=0, d \neq b}^{(j-1)/2} ((2b + 1)^2 - (2d + 1)^2)},
\]
and the claim follows. \qed

**Remark 1.** Following the ideas of the proof of Lemma 1, one can establish an explicit formula for the elements of the inverse of any submatrix $T_{k,1,m} := (t_{i,j}^{|k-1|})_{i,j=0}^{k+m}$ of $T_n$ with even $k$ and $m$.

**Remark 2.** For any $n \in \mathbb{N}$, the entry $h_i^j$ of the matrix $T_n^{-1}$ is zero if $2 \mid i + j$ or $i > j$, otherwise can be found by
\[
h_{2i}^{2j} = 2^{j-i} \binom{2j}{j-i}, \quad h_{2i+1}^{2j+1} = 2^{j-i} \binom{2j+1}{j-i},
\]
where
\[
\delta_i := \begin{cases} 
0, & \text{if } i = 0, \\
1, & \text{if } i \neq 0.
\end{cases}
\]

**Proof.** Noting that, for $b \neq a$,
\[
\prod_{d=0, d \neq a}^{[n/2]-1} ((2b)^2 - (2d)^2) = 0,
\]
we obtain $h_{2i}^{2j} = 0$, for $i > j$, and otherwise due to (8),
\[
h_0^{2j} = \frac{(2j)!}{((2j)!!)^2} = 2^{-2j} \binom{2j}{j},
\]
and
\[
h_{2i}^{2j} = \frac{(-1)^{j+i}(2j)!}{\prod_{d=0, d \neq i}^{[n/2]-1} ((2i)^2 - (2d)^2)} \frac{\prod_{d=0, d \neq i}^{[n/2]-1} ((2i)^2 - (2d)^2)}{\prod_{d=0, d \neq i}^{j} ((2i)^2 - (2d)^2)} = \frac{(-1)^{j+i}(2j)!}{(2i)!!(-1)^{j-i}(2j-2i)!!(2j+2i)!!(2j+2i)!}.
\]

\[
= \frac{2^{1-2j}(2j)!}{(j-i)!(j+i)!} = 2^{1-2j} \binom{2j}{j-i},
\]
if $i > 0$.

For odd entries, once more we get $h_{2i+1}^{2j+1} = 0$ for $i > j$, otherwise from (11),
\[
h_1^{2j+1} = \frac{(2j+1)!}{(2j+2)!!(2j)!!} = 2^{-2j} \binom{2j+1}{j}.
\]
and

\[ h_{2k+1}^i = \frac{(-1)^j i (2j + 1)!}{(2i + 1)(2i)!} \frac{(4i + 2)!}{(2i - 2i)!} \frac{(2j - 2i)!}{(2i + 2j + 2)!} = 2^{1-2j} \binom{2j + 1}{j - i}, \]

if \( i > 0 \), so the proof is complete. \( \square \)

**Corollary 1.** There holds

\[ (\cos^2 x)^{(2p)}|_{x=\pi/2} = y_{2j}^p = (-4)^{p-j} \sum_{k=0}^{2j} (-1)^k \binom{2j}{k} (j - k)^{2p}. \]

**Proof.** It follows from (7) that

\[
y_{2j}^p = (-1)^j (2j)! \left((0)^p, (-2)^p, \ldots, (-2j)^p\right) \left(\prod_{t=0, t\neq 0}^{j} (-2t)^{2p-1}\right) \left(\prod_{t=0, t\neq 1}^{j} (2^2 - (2t)^2)^{-1}\right) \cdots \left(\prod_{t=0, t\neq j}^{j} ((2j)^2 - (2t)^2)^{-1}\right)
\]

\[
= (-1)^{p+j} (2j)! \sum_{a=0}^{j} \frac{(2a)^{2p}}{\prod_{t=0, t\neq a}^{j} (2a)^2 - (2t)^2} = (-4)^{p-2j} \sum_{a=0}^{j} (-1)^a \binom{2j}{j-a} a^{2p}\delta_a
\]

\[
= (-4)^{p-j} \sum_{k=0}^{2j} (-1)^k \binom{2j}{k} (j - k)^{2p},
\]

where \( \delta_a \) is as in Remark 2, and we are done. \( \square \)

### 3. Proof of Theorem 1

Now we are ready to prove the main theorem.

**Proof of Theorem 1.** For the sake of clarity, let us split the proof into three main parts.

**3.1. Finding a sufficient condition for (1) to hold.** First we note that (1) is equivalent to

\[
\begin{pmatrix}
0^2 s & 0^2 s+2 & \ldots & 0^2 r \\
2^2 s & 2^2 s+2 & \ldots & 2^2 r \\
\vdots & \vdots & \ddots & \vdots \\
2^2 s & 2^2 s+2 & \ldots & 2^2 r
\end{pmatrix}
\begin{pmatrix}
b_s \\
b_{s+1} \\
\vdots \\
b_r
\end{pmatrix}
= \begin{pmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{p-1}
\end{pmatrix}.
\]

Pick some \( k \in \{s, s + 1, \ldots, r\} \) and take the \((2q)\)th derivative of the equality

\[
\cos 2k x \equiv \sum_{l=0}^{k} t_k^{2q} \cos 2^l x,
\]

where \( q \in \{0, 1, \ldots, p - 1\} \), at the point \( \pi/2 \). What we get is
\((-1)^q (2k)^{2q} t_0^{2k} = \sum_{l=0}^{k} \ell_{2l} (\cos^2 \theta x)^{(2q)} |_{x=\pi/2},\)

which is equivalent to

\((-1)^{q+k} (2k)^{2q} = \sum_{l=0}^{k} \ell_{2l} y_q^{2l} .\)

From the relations above for all \(k\) and \(q\) in the mentioned ranges, we derive

\[
\begin{pmatrix}
  y_0^0 & y_0^2 & \cdots & y_0^{2p-2} \\
  y_1^0 & y_1^2 & \cdots & y_1^{2p-2} \\
  \vdots & \vdots & \ddots & \vdots \\
  y_{i-1}^0 & y_{i-1}^2 & \cdots & y_{i-1}^{2p-2}
\end{pmatrix}
\begin{pmatrix}
  t_0^{2s} & t_0^{2s+2} & \cdots & t_0^{2r} \\
  t_2^{2s} & t_2^{2s+2} & \cdots & t_2^{2r} \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{2p-2}^{2s} & t_{2p-2}^{2s+2} & \cdots & t_{2p-2}^{2r}
\end{pmatrix}
= N_p \begin{pmatrix}
  (2s)^0 & (2s+2)^0 & \cdots & (2r)^0 \\
  (2s)^2 & (2s+2)^2 & \cdots & (2r)^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  (2s)^{2p-2} & (2s+2)^{2p-2} & \cdots & (2r)^{2p-2}
\end{pmatrix} N_{r-s+1},
\]

where \(N_j\) is a square diagonal matrix of size \(j\) with its entries belonging to the even columns equal 1, while the entries belonging to the odd ones, equal \(-1\). Thus,

\[
\begin{pmatrix}
  t_0^{2s} & t_0^{2s+2} & \cdots & t_0^{2r} \\
  t_2^{2s} & t_2^{2s+2} & \cdots & t_2^{2r} \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{2p-2}^{2s} & t_{2p-2}^{2s+2} & \cdots & t_{2p-2}^{2r}
\end{pmatrix}
= \begin{pmatrix}
  y_0^0 & y_0^2 & \cdots & y_0^{2p-2} \\
  y_2^0 & y_2^2 & \cdots & y_2^{2p-2} \\
  \vdots & \vdots & \ddots & \vdots \\
  y_{2p-2}^0 & y_{2p-2}^2 & \cdots & y_{2p-2}^{2p-2}
\end{pmatrix}^{-1} N_p \begin{pmatrix}
  s^0 & (s+1)^0 & \cdots & r^0 \\
  s^2 & (s+1)^2 & \cdots & r^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  s^{2p-2} & (s+1)^{2p-2} & \cdots & r^{2p-2}
\end{pmatrix} N_{r-s+1},
\]

Let \(Y\) be a square matrix of size \(2p\) such that the matrix generated by the odd rows and the odd columns of \(Y\) (as before, we start enumerating from zero) is the identity matrix, an entry belonging to the \((2u)\)th column and \((2k)\)th row is equal to \(2^{-2k}y_k^{2u}\), the other entries are zeros. Then \(Y\) is invertible due to invertibility of the identity matrix and that of the matrix \((2^{-2i}y_i^{2j})_{i,j=0}^{p-1}\). Therefore, it follows from (12) that there exist \(\tau_{2i+1}^j\), \(i = 0, \ldots, p-1\), \(j = s, s+1, \ldots, r\), such that

\[
T := \begin{pmatrix}
  t_0^{2s} & t_0^{2s+2} & \cdots & t_0^{2r} \\
  \tau_1^{2s} & \tau_1^{2s+2} & \cdots & \tau_1^{2r} \\
  \tau_2^{2s} & \tau_2^{2s+2} & \cdots & \tau_2^{2r} \\
  \vdots & \vdots & \ddots & \vdots \\
  \tau_{2p-2}^{2s} & \tau_{2p-2}^{2s+2} & \cdots & \tau_{2p-2}^{2r}
\end{pmatrix}
= Y^{-1} \tilde{N}_p \begin{pmatrix}
  s^0 & (s+1)^0 & \cdots & r^0 \\
  s^1 & (s+1)^1 & \cdots & r^1 \\
  s^2 & (s+1)^2 & \cdots & r^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  s^{2p-2} & (s+1)^{2p-2} & \cdots & r^{2p-2}
\end{pmatrix} N_{r-s+1}
\]

\[
=: Y^{-1} \tilde{N}_p V N_{r-s+1}.
\]

Here \(\tilde{N}_j\) stands for a square matrix of size \(2j\) having \(N_j\) in the intersection of the even columns and the even rows, \(E_j\) in the intersection of the odd columns and the odd rows, and the other entries equal zero.

Note that if we make \(b := (b_0, \ldots, b_r)^T\) satisfy the equality

\[Tb = a,\]

where \(a := (a_0, a_1, 0, \ldots, a_{p-1}, 0)^T\), then condition (1) will be fulfilled.
3.2. Constructing a vector of coefficients. Let 
\[ \mathbf{b} := T^*(TT^*)^{-1}\mathbf{a}. \]

Since using (13) we have
\[ T^* := (TT^*)^{-1}T = (Y^{-1}\tilde{N}_pVN_{r-s+1}N_r^*(Y^{-1})^* - 1)Y^{-1}\tilde{N}_pVN_{r-s+1} = Y^*\tilde{N}_p(VV^*)^{-1}VN_{r-s+1}, \]

the definition of \( \mathbf{b} \) is equivalent to
\[ (b_s, ..., b_r) = (a_0, 0, ..., a_{p-1}, 0)Y^*\tilde{N}_p(VV^*)^{-1}VN_{r-s+1} := (a_0, 0, ..., a_{p-1}, 0)Y^*\tilde{N}_pV^*N_{r-s+1}, \]

where \( V^* \) is the pseudoinverse for the Vandermonde matrix \( V \). Note that
\[ VV^* = WW^* - ZZ^*, \]

where \( W = (w^j_i) \), \( w^j_i := (j + 1)^i \), \( j = 0, ..., r - 1, i = 0, ..., 2p - 1 \), \( Z = (z^j_i) \), \( z^j_i := (j + 1)^i \), \( j = 0, ..., s - 2, i = 0, ..., 2p - 1 \). According to [3, (10)], the condition number of \( WW^* \) is
\[ \hat{k} = \frac{(2p)^2}{4p - 1}. \]

The maximal entry of \( WW^* \) is greater than \( r^{4p-1}/(4p - 1) \), therefore the \( l^2 \)-norm of this matrix exceeds this value. Thus, \( \| (WW^*)^{-1} \|_2 < \hat{k}(4p - 1)r^{4p-1} < 8p^2/r \). In turn, \( \| ZZ^* \|_2 < (s - 1)^{4p-1} \), which yields \( \| (WW^*)^{-1} \|_2 \| ZZ^* \|_2 \leq 8p^2s^{4p-1}/r \leq 0.5 \). So, we have the following representation
\[ (VV^*)^{-1} = (WW^* - ZZ^*)^{-1} = \sum_{k=0}^{\infty}((WW^*)^{-1}ZZ^*)^k(WW^*)^{-1} =: (E_{2p} + X)(WW^*)^{-1}, \]

where \( E_{2p} \) is the identity matrix of size \( 2p \) and
\[ \| X \|_2 < \frac{8p^2s^{4p-1}}{r - 8p^2s^{4p-1}}. \]

Due to [3, relation before Prop. 3], for entries of \( W^* = (WW^*)^{-1}W \) we have (taking into account that we enumerate from zero)
\[ (W^*)_{q,k} = (-1)^q \sum_{w=q}^{2p-1} \frac{1}{w!} s(w + 1, q + 1) \sum_{t=q}^{2p-1} \frac{1}{w!} \frac{(t+w)}{w} \frac{(r-w-1)}{r} \frac{min(t,k)}{r} \sum_{j=0}^{\min(t,k)} (-1)^{j+1} \binom{k}{j} \binom{j + t}{j} \binom{r - j - 1}{r - t - 1}, \]

where \( s(w + 1, q + 1) \) is the Stirling number of the first kind. Further, we have from Corollary 1
\[ y^u_q = (-4)^{q-u} \sum_{v=0}^{2u} (-1)^v \binom{2u}{v} (u - v)^q, \]

hence, there holds
(Y^* \tilde{N}_p W^r)_{2u,k} = (-4)^{-u} \sum_{v=0}^{2u} (-1)^v \binom{2u}{v} \sum_{w=0}^{2p-1} \frac{1}{w!} \sum_{q=0}^{[w/2]} (-1)^q (u - v)^{2q} s(w + 1, 2q + 1) \cdot \sum_{t=w}^{2p-1} \frac{(t+w)}{(t)!} \frac{(r-w-1)}{(r-t-1)!} \text{min}_{(t,k)} \sum_{j=0}^{\min_{(t,k)}} (-1)^{j+1} \binom{k}{j} \binom{j+t}{j} \binom{r-j-1}{r-t-1}.

(19)

3.3. Estimating $T^r$. First, by the definition of Stirling numbers, $s(w + 1, 2q + 1)$ is the coefficient at $x^{2q+1}$ of the polynomial $x(x+1)...(x+w)$, which is the same as to be the coefficient at $x^{2q}$ of the polynomial $(x+1)...(x+w)$. Thus,

$$\sum_{q=0}^{[w/2]} s(w + 1, 2q + 1)(-1)^q (u - v)^{2q} = \text{Re}(i(u - v) + 1)...(i(u - v) + w) < \frac{|u - v + w|!}{|u - v|!}.\tag{20}$$

To obtain upper bounds for the sum

$$A(t, k, r) := \sum_{j=0}^{\min_{(k,t)}} (-1)^j \binom{k}{j} \binom{j+t}{j} \binom{r-j-1}{r-t-1}$$

that appears in (19), we need the following

Lemma 2. Let $t, q, k, r \in \mathbb{N}$ be such that $q \geq t \geq 2$.

a) If $r \geq q + 2q^2$ and $r - q - 1 \geq k \geq q$, then

$$|A(t, k, r)| = \sum_{j=0}^{\min_{(k,t)}} (-1)^j \binom{k}{j} \binom{j+t}{j} \binom{r-j-1}{r-t-1} \leq 4 \left( \frac{q}{r-1-q} \right)^{q-t} \binom{r-1}{t}.	ag{21}$$

b) If $r \geq 2t^3 + t$ and $k < t$, then

$$|A(t, k, r)| < \binom{r-1}{t}.	ag{22}$$

c) If $r \geq 2L^t t^{1.5}$, where $L := (\sqrt{2}+1)^{1+\frac{1}{\sqrt{2}}} (\sqrt{2}-1)^{-1+\frac{1}{\sqrt{2}}} 2^{-\frac{1}{\sqrt{2}}}$, and $t \leq k \leq r - 1$, then

$$|A(t, k, r)| < 3 \binom{r-1}{t}.	ag{23}$$

Proof. a) We begin with estimate (21) and the proof will be divided into several steps.

Step 1. Algebraic representation of $A(t, k, r)$. It turns out that the sum of products of binomial coefficients $A(t, k, r)$ has the following algebraic meaning: it represents the coefficient at $x^t y^k$ of the Taylor expansion at zero of the function

$$G(x, y) := \frac{(1 + y)^k}{(1 + xy)^{t+1}(1-x)^{r-t}}.$$

Indeed,

$$\binom{r-j-1}{r-t-1} = \binom{r-j-1}{t-j} = \frac{(r-j-1)(r-j-2)...(r-t)}{(t-j)!} = (-1)^{t-j} \frac{(-(r-t))(-(r-t+1))...(-(r-j-1))}{(t-j)!} = (-1)^{t-j} \binom{-r+t}{t-j},$$
so we have for $k \geq q \geq t$

$$A(t, k, r) = \sum_{j=0}^{\min(k,t)} (-1)^j \binom{k}{j} \binom{j+t}{j} \binom{r-j-1}{t-j} = \sum_{j=0}^{\min(k,t)} (-1)^j \binom{k}{j} \binom{t-1}{j} (-1)^{t-j} \binom{r+t}{t-j},$$

which corresponds to the mentioned coefficient.

Take some $\varepsilon \in (0, 1)$ and let $\delta = t/r$. By Cauchy’s formulas,

$$A(t, k, r) = \frac{1}{(2\pi i)^2} \int_{|y| = \varepsilon} \int_{|x| = \varepsilon} G(x, y) x^{-t-1} y^{-k-1} dx \, dy = \frac{1}{(2\pi i)^2} \int_{|y| = \varepsilon} \frac{(1 + y)^k}{y^{k+1}} \left( \int_{|x| = \delta^{-1}} \frac{1}{(1 + xy)^{t+1}(1 - x)^{r-t} x^{t+1}} dx - 2\pi i \text{res}_{x=1} \frac{1}{(1 + xy)^{t+1}(1 - x)^{r-t} x^{t+1}} \right) dy =: S_1 + S_2.$$

**Step 2. Estimating $S_2$.** We have

$$\text{res}_{x=1} \frac{1}{(1 + xy)^{t+1}(1 - x)^{r-t} x^{t+1}} = \left. \frac{(-1)^{r-t}}{(r-t-1)!} \frac{1}{(1 + xy)^{t+1} x^{t+1}} \right|_{x=1}^{y} = \frac{(-1)^{r-t}}{(r-t-1)!} \sum_{l=0}^{r-t-1} \frac{1}{x^{l+1}} \left( \frac{1}{(1 + xy)^{t+1}} \right)_{x=1}^{y} = \frac{-1}{(r-t-1)!} \sum_{l=0}^{r-t-1} \frac{(t+l)!}{t!} \frac{(r-l-1)!}{t!} \frac{y^{-t-1-l}}{(1+y)^{r-t}}.$$

hence, $S_2$ is the coefficient at $y^0$ of the Laurent expansion of the function

$$\frac{(1 + y)^k}{y^k} \frac{-1}{(r-t-1)!} \sum_{l=0}^{r-t-1} \frac{(t+l)!}{t!} \frac{(r-l-1)!}{t!} \frac{y^{-t-1-l}}{(1+y)^{r-t}} = \frac{-1}{(r-t-1)!(!t)^2} \sum_{l=0}^{r-t-1} \frac{(t+l)!}{t!} \frac{(r-l-1)!}{t!} y^{-t-1-l-k} \sum_{j=0}^{\infty} \binom{-r+l+k}{j} y^j.$$

Note that for $l$ satisfying $r-t-1-l-k > 0$, the coefficient of the corresponding term at $y^0$ is zero, therefore it suffices to consider just $l \geq r-t+1-k$. At the same time, if $-r+l+k \geq 0$, then $-(r-t+1-l-k) = -r+t+1+l+k > -r+l+k$, so $\binom{-r+t+k}{j} = 0$, which means that for $l \geq r-k$ the corresponding term is zero. Hence,

$$S_2 \frac{-1}{(r-t-1)!(!t)^2} \sum_{l=r-t-1-k}^{r-k-1} \frac{(t+l)!}{t!} \frac{(r-l-1)!}{t!} \binom{-r+l+k}{j} = -\sum_{l=r-t-1-k}^{r-k-1} (-1)^{r-t-l-k} \binom{(r-l-1)!}{(t+l)!} \binom{(r-l-k-1)!}{(r-t-1)!(!t)^2} \binom{t}{(r-l-k-1)!} = -\sum_{m=0}^{t} (-1)^m \frac{(r-1+k+m)!}{(r-t-1)!(!m!(t-m)!} = -\sum_{m=0}^{t} (-1)^m D_m(r, t, k).$$

**Step 2.1. Estimating $D_m$.** Note that

$$\frac{D_m(r, t, k + 1)}{D_m(r, t, k)} = \frac{t + k + 1 - m}{r - 1 - k + m}.$$
and since \( q < \frac{m-t}{2} - 1 + m < r - q - 1 \), the maximum of the above expression is attained either at \( k = q \) or at \( k = r - 1 - q \).

For \( k = q \), we have
\[
\frac{D_{m+1}(r,t,q)}{D_m(r,t,q)} = \frac{(r-q+m)(t-m)}{(m+1)(t+q-m)} = \frac{rt-qt+mt-rm+qm-m^2}{mt+t+qm+q-m^2-m} > 1,
\]
since
\[
rt-qt-rm \geq r-qt \geq t+q \geq t+q-m.
\]
Thus, \( D_m(r,t,q) \) is maximal at \( m = t \) and
\[
D_t(r,t,q) = \frac{(r-1-q+t)!q!}{(r-t-1)!(t)!^2} \leq \left( \frac{q}{r-1-q} \right)^{q-t} \binom{r-1}{t}.
\]
For \( k = r - 1 - q \), we have
\[
\frac{D_{m+1}(r,t,r-1-q)}{D_m(r,t,r-1-q)} = \frac{(q+m+1)(t-m)}{(m+1)(r-1+t-q-m)} = \frac{qt+mt-rm-m^2-2m}{rm+r-2m-1+tm+t-qm-q-m^2} < 1,
\]
in light of
\[
rm+r-m-1+t-q \geq r-1-q \geq qt+t.
\]
Thus, \( D_m(r,t,r-1-q) \) is maximal at \( m = 0 \) and
\[
D_0(r,t,r-1-q) = \frac{q!(r-1+t-q)!}{(r-t-1)!(t)!^2} \leq \left( \frac{q}{r-1-q} \right)^{q-t} \binom{r-1}{t}.
\]
Finally,
\[
|S_2| \leq 4 \left( \frac{q}{r-1-q} \right)^{q-t} \binom{r-1}{t}.
\]

**Step 3. Estimating \( S_1 \).** Observe that for small enough \( \varepsilon \) and \( |y| = \varepsilon \), \( |x| = \varepsilon^{\delta-1} \), the function
\[
|G(x,y)x^{-t-1}y^{-k-1}| \text{ is equivalent to }
\]
\[
\varepsilon^{-(\delta-1)(r-t)} \varepsilon^{-k-1} \varepsilon^{-(\delta-1)(t+1)},
\]
then
\[
|S_1| \lesssim \varepsilon \varepsilon^{\delta-1} \varepsilon^{-(\delta-1)(r-t)-k-1-(\delta-1)(t+1)} = \varepsilon^{r-t-k} \leq \varepsilon^{q+1-t} \rightarrow 0 \text{ as } \varepsilon \rightarrow 0,
\]
whence we get (21).

b) Turn now to (22) for \( r \geq 2t^3 + t \) and \( k < t \). We have
\[
A(t,k,r) = \sum_{j=0}^{\min(k,t)} (-1)^j \frac{k!}{j!(k-j)!} \frac{(j+t)!}{(r-j)!} \frac{(r-j-1)!}{(t-j)!} \frac{(r-t-1)!}{(r-1)!} \sum_{j=0}^{t} (-1)^j \binom{t}{j} \binom{t+j}{j} \frac{k(k-1)...(k-j+1)}{(r-1)(r-2)...(r-j)}.
\]
For all \( j \), there holds
\[
\binom{t}{j} \binom{t+j}{j} \frac{k(k-1)...(k-j+1)}{(r-1)(r-2)...(r-j)} \leq t^j (2t)^j \frac{t^j}{(r-t)^j} \leq 1,
\]
since \( r \geq 2t^3 + t \). Note that the expression above decreases. Indeed, going from \( j \) to \( j+1 \) we get
our value changed in
\[
\frac{(j+t+1)(k-j)(t-j)}{(r-j-1)(j+1)^2} < \frac{2t \cdot t^2}{r-t} \leq 1.
\]
times. Therefore, we derive

$$A(t, k, r) < \binom{r - 1}{t}.$$  

c) Now we have only to prove (23) under the mentioned conditions. Divide our sum into two sums in the following way:

$$A(t, k, r) = \binom{r - 1}{t} \sum_{j=0}^{t} (-1)^j \binom{t}{j} \binom{k + 1}{r}^j + \binom{r - 1}{t} \sum_{j=0}^{t} (-1)^j \binom{t}{j} \left( \frac{k... (k - j + 1)}{(r - 1)...(r - j)} \right) \left( \frac{k + 1}{r} \right)^j =: \binom{r - 1}{t} (S_3 + S_4).$$  

**Step 1. Estimating $S_3$.** Since

$$\binom{t + j}{j} = \binom{t + j}{t + j - 1}...(t + 1) = (-1)^j \binom{-t - 1}{t} = (-1)^j \binom{-t - 1}{j},$$

we have

$$S_3 = \sum_{j=0}^{t} \binom{t}{j} (-t - 1) \left( \frac{k + 1}{r} \right)^j = \frac{1}{t!} \left( (1 + x)^t \left( 1 + \left( \frac{k + 1}{r} \right) x \right)^{-t - 1} \right)^{(t)} \bigg|_{x=0}.$$

To estimate this value, we will need the following

**Lemma 3.** For any positive integer $n$ and any $\gamma \in (0, 1)$, there holds

$$|c_n^\gamma| := \frac{1}{n!} \left| \left( (1 + x)^n (1 + \gamma x)^{-n - 1} \right)^{(n)} \bigg|_{x=0} \right| \leq 2$$

and $|c_n^0| = |c_n^1| = 1$.

**PROOF.** Fix some $n \in \mathbb{N}$. We have

$$h(x) := (1 + x)^n (1 + \gamma x)^{-n - 1} = \left( \frac{1 + 1 - \frac{1}{\gamma}}{1 + \gamma x} \right)^n = \sum_{g=0}^{n} \binom{n}{g} \left( \frac{1 - \frac{1}{\gamma}}{1 + \gamma x} \right)^{n-g},$$

whence

$$\frac{1}{n!} h^{(n)}(x) = \frac{1}{n!} \sum_{g=0}^{n} \binom{n}{g} \frac{\left( 1 - \frac{1}{\gamma} \right)^{n-g}}{(1 + \gamma x)^{2n-g+1}} \frac{(-1)^n \gamma^n}{(2n-g)!}.$$  

Making the change of variable $r = n - g$, we obtain

$$\frac{1}{n!} h^{(n)}(0) = \frac{(-1)^n}{n!} \sum_{r=0}^{n} \gamma^{-r} \binom{n}{n-r} \frac{(n + r)!}{r!} = \frac{(-1)^n}{n!} \sum_{r=0}^{n} (1 - \gamma)^r (-1)^r \frac{(n + r)!}{(n - r)!(r)!^2}$$

$$= \frac{(-1)^n}{n!} \sum_{r=0}^{n} (1 - \gamma)^r (-1)^r \binom{n + r}{r} \binom{n}{n-r} = \frac{(-1)^n}{n!} \sum_{r=0}^{n} (1 - \gamma)^r \binom{-n - 1}{r} \binom{n}{r} = \frac{(-1)^n}{n!} \left. \left( (1 + x)^n (1 + (1 - \gamma)x)^{-n - 1} \right)^{(n)} \right|_{x=0}.$$  

Hence, $c_n^\gamma = (-1)^n c_n^{1-\gamma}$. Therefore, it is enough to prove the claim only for $\gamma \in (0, 1/2]$, and separately, for $\gamma = 0.$
Let \( \gamma \in (0, 1/2] \). Note that the function \( h(x) := (1 + x)^n(1 + \gamma x)^{-n-1} \) is analytic inside the circle of radius \( 1/\sqrt{\gamma} \). Let \( x = (a + bi)/\sqrt{\gamma} \), \( a^2 + b^2 = 1 \), then

\[
\left| \frac{1 + x}{1 + \gamma x} \right|^2 = \frac{1 + \frac{a^2}{\gamma} + \frac{2a}{\gamma} + \frac{b^2}{\gamma}}{1 + \frac{\gamma a^2}{1} + 2\sqrt{\gamma}a + \gamma b^2} = \frac{1}{\gamma}.
\]

Thus, the maximum of the function \( h(x) \) on the circle \( |x| = 1/\sqrt{\gamma} \) cannot exceed \( \gamma^{-n/2}/(1 - \gamma) \) and due to Cauchy’s inequalities,

\[
|c_n^{|}| \leq (1/\sqrt{\gamma})^{-n}\gamma^{-n/2}/(1 - \gamma) = (1 - \gamma)^{-1} \leq 2.
\]

For \( \gamma = 0 \), we have \( h(x) = (1 + x)^n = \sum_{k=0}^{n} \binom{n}{k} x^k \), whence \( c_n = 1 \).

Thus, Lemma 3 gives

\[
|S_3| \leq 2. \tag{24}
\]

**Step 2. Estimating \( S_4 \).** For any \( j = 1, \ldots, t \), there holds

\[
0 < \left( \frac{k+1}{r} \right)^{j} - \frac{k...k}{(r-1)...(r-j)} \left( \frac{k+1 - t}{r} \right)^{j} < \left( \frac{k+1 - t}{r} \right)^{j} \leq \frac{1}{r}. \tag{25}
\]

By Stirling’s formula,

\[
\binom{t}{j} \binom{t+j}{j} = \left( \frac{(t+j)!}{(t-j)!j!^2} \right) \leq \sqrt{t+j} \frac{(t+j)^{t+j}}{(t-j)^{t-j}j^{2j}} \leq \sqrt{\frac{t}{t+2}} \left( \frac{1 + \frac{1}{\sqrt{2}}}{1 - \frac{1}{\sqrt{2}}^2} \right)^t \leq \sqrt{\frac{t}{t+2}} L^t. \tag{26}
\]

Combining (25) and (26), we get

\[
|S_4| \leq t \cdot \sqrt{\frac{t}{t+2}} L^t \cdot \frac{1}{r} < 2L \frac{t^{1.5}}{r} < 1
\]

for \( r \geq 2L t^{1.5} \), which along with (24) gives us relation (23). \( \square \)

Let us turn back to the entries of the matrix \( T^\dagger \). In view of (20), we derive from (19) and Lemma 2

\[
|\langle (Y^* \tilde{N}_p W^\dagger)_{2u,k} \rangle| < 2 \cdot 4^{-u} \sum_{v=0}^{u} \sum_{w=0}^{2p-1} \left( \frac{2u}{v-w} \right)^{2p-1} \frac{(v+w)!}{v!w!} \sum_{t=w}^{2p-1} \frac{(t+w)!}{(2t)!} \frac{(r-t-1)\tau(k)}{\binom{r+1}{t} \binom{r-1}{t}} \tau(k).
\]

where

\[
\tau(k) = \begin{cases} 
0, & \text{if } k < 0, \\
1, & \text{if } 0 \leq k \leq 2p - 1, \\
\frac{r}{r-q+2p-1}, & \text{if } 2p - 1 < q \leq \sqrt{r/2}, \\
\frac{r}{r-q^2+2p-1}, & \text{if } \sqrt{r/2} < q < r - 1 - \sqrt{r/2}.
\end{cases}
\]
Going from \( w - 1 \) to \( w \), the corresponding product changes in

\[
\frac{(v + w)(t + w)(t - w + 1)}{(r - w)w^2} < \frac{(4p)^3}{r - 2p} < 1
\]
times, hence, the maximum is attained at \( w = 0 \). So,

\[
|\langle Y^*\tilde{N}_pW^\dagger\rangle_{2u,k}| < 8(r - 1)! \cdot 2p \sum_{v=0}^{u} \sum_{t=0}^{2p-1} \frac{(u!)^2(r - 1)!(2t + 1)}{(u-v)!(u+v)!(r - t - 1)!(r+t)!} \tau(k) < 16p \cdot 4p \cdot (u + 1) \sum_{t=0}^{2p-1} \frac{(r - 1)!}{(r - t - 1)!(r+t)!} \tau(k) \leq 16p \cdot 4p \cdot p \cdot 2p \cdot \frac{1}{r} \tau(k) = \frac{128p^4 \tau(k)}{r}.
\]

Similarly, from (17) we have

\[
|\langle W^\dagger \rangle_{q,k}| \leq \sum_{w=q}^{2p-1} (w + 1) \sum_{t=w}^{2p-1} \frac{(t+w)!}{(r-w-1)!} \frac{(r-1)}{4} \frac{t}{(2t+1)!} \tau(k).
\]

Here going from \( w - 1 \) to \( w \) our term changes in \((t+w)(t-w+1)/w(r-w) < 2(2p)^2/(r-2p) < 1\) times, so,

\[
|\langle W^\dagger \rangle_{q,k}| \leq 2p \cdot 2p \cdot 4p \sum_{t=0}^{2p-1} \frac{(r - 1)!}{(r - t - 1)!(r+t)!} \tau(k) < \frac{32p^4 \tau(k)}{r}. \quad (27)
\]

Since an entry of \( Y^* \) does not exceed in absolute value \( 2p \cdot p^{4p-2} \) (see (18)), then an entry of \( Y^*\tilde{N}_pX \) is less than or equal in absolute value to \( 2p \cdot 2p^{4p-1} \cdot 8p^2s_{4p-1}/(r - 8p^2s_{4p-1}) \) (here we used estimate (16)). So an entry of \( Y^*\tilde{N}_pXW^\dagger \) does not exceed \( 2p \cdot 32p^{4p+2}/(r - 8p^2s_{4p-1}) \). Thus, for \( r - 1 \geq k > s - 1 \), according to (15) we have

\[
|\langle Y^*\tilde{N}_pV^\dagger\rangle_{2u,k-s}| = |\langle Y^*\tilde{N}_p(E + X)W^\dagger\rangle_{2u,k}| \leq |\langle Y^*\tilde{N}_pW^\dagger\rangle_{2u,k}| + |\langle Y^*\tilde{N}_pXW^\dagger\rangle_{uk}| < \frac{2^7p^4 \tau(k)}{r} + \frac{2^{15}p^{4p+9}s_{4p-1}}{(r - 8p^2s_{4p-1})r}. \quad (28)
\]

For \( r - 1 \geq k > s - 1 \) and an odd \( u \), due to (27)

\[
|\langle Y^*\tilde{N}_pV^\dagger\rangle_{u,k-s}| \leq \max_{i} |\langle V^\dagger\rangle_{i,k-s}| \leq 2 \max_{i} |\langle W^\dagger\rangle_{ik}| < \frac{32p^4 \tau(k)}{r}. \quad (29)
\]

From (28) and (29) we finally get

\[
\|Y^*\tilde{N}_pV^\dagger\| \leq \frac{2^{15}p^{4p+9}s_{4p-1}}{(r - 8p^2s_{4p-1})r} + \frac{2^7p^4}{r} \left( \sum_{k=0}^{2p-1} \sum_{k=r-2p}^{r-1} \sum_{k=2p}^{r-2p} \sum_{k=r-1-\lfloor \sqrt{7}/2 \rfloor}^{r-\lfloor \sqrt{7}/2 \rfloor - 1} \sum_{k=\lfloor \sqrt{7}/2 \rfloor + 1} \tau(k) \right) \leq \frac{2^{15}p^{4p+9}s_{4p-1}}{r - 8p^2s_{4p-1}} + \frac{2^7p^4}{r} (2p + 2p + 1 + 1 + r \cdot \frac{\sqrt{7} + 1}{2}) \leq \frac{2^{16}p^{4p+9}s_{4p-1}}{r},
\]

whence in light of (14) condition (2) follows, and the needed is proved.

\[\square\]
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