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Abstract

The visual inspection of aerial drone footage is an integral part of land search and rescue (SAR) operations today. Since this inspection is a slow, tedious and error-prone job for humans, we propose a novel deep learning algorithm to automate this aerial person detection (APD) task. We experiment with model architecture selection, online data augmentation, transfer learning, image tiling and several other techniques to improve the test performance of our method. We present the novel Aerial Inspection RetinaNet (AIR) algorithm as the combination of these contributions. The AIR detector demonstrates state-of-the-art performance on a commonly used SAR test data set in terms of both precision (∼21 percentage point increase) and speed. In addition, we provide a new formal definition for the APD problem in SAR missions. That is, we propose a novel postprocessing method for robust, approximate object localization: the merging of overlapping bounding boxes (MOB) algorithm. This final processing stage used in the AIR detector significantly improves its performance and usability in the face of real-world aerial SAR missions.

1. Introduction

Search and rescue (SAR) missions have been carried out for centuries to aid those who are lost or in distress, typically in some remote areas, such as wilderness. With recent advances in technology, small unmanned aerial vehicles (UAVs) or drones have been used during SAR missions for years in many countries [3, 10, 12, 30, 38]. The reason is that these drones enable rapid aerial photographing of large areas with potentially difficult-to-reach terrain, which improves the safety of SAR personnel during the search operation. Moreover, drone units can outperform even several land parties in search efficiency [18]. However, there remains the issue of inspecting a vast amount of aerial drone images for tiny clues about the missing person location, which is currently a manual task done by humans in most cases. It turns out this inspection process is very slow, tedious and error-prone for most humans, and can significantly delay the entire drone search operation [3, 30, 38].

In this paper we propose a novel object detection algorithm, called Aerial Inspection RetinaNet (AIR), that automates the visual search problem of aerial SAR missions, which is illustrated in Fig. 2. The AIR detector is based on the novel RetinaNet deep learning model by Lin et al. [24]. RetinaNet is well-suited for addressing the imbalance of foreground and background training examples [24], which can be particularly severe in aerial image data. Furthermore, AIR incorporates various modifications on top of RetinaNet to improve its performance in small object detection from aerial high-resolution images. Consequently, AIR achieves state-of-the-art performance on the difficult HERI-
Figure 2. An example of visual search problem in SAR context. As evident from the image, it is really difficult to spot small humans without distinctive colors from still, high-resolution images. The aerial image is taken from the HERIDAL data set [3].

DAL benchmark [3] both in terms of precision (∼21 percentage point increase) and processing time while achieving competitive recall. This commendable performance is achieved through multiple strategies, such as selecting an appropriate convolutional neural network (CNN) backbone, conducting an ablation study and calibrating the model confidence score threshold.

Moreover, we reformulate the evaluation criteria for the problem coined search and rescue with aerial person detection (SAR-APD). This problem is associated with the used HERIDAL data set consisting of aerial search imagery in SAR setting (see Fig. 2). The reason for this reformulation is that the HERIDAL benchmark itself does not define clear evaluation criteria for SAR-APD methods, such that different solutions could be compared reliably. Hence, we define two algorithms for ranking this benchmark problem: VOC2012 [6] and the proposed SAR-APD evaluation scheme. We recommend using the latter for computing the main performance metrics of the HERIDAL benchmark because it focuses on detection rather than localization. This scoring trade-off is designed for SAR-APD problems, since reliable detection is more important in real-world SAR operations. Nevertheless, we suppose the conventional VOC2012 evaluation can be used for computing additional “challenge” metrics on HERIDAL. This could be beneficial for non-SAR-related aerial person detection (APD) applications using the HERIDAL data, which might require counting the persons for example. Ultimately, our proposed evaluation scheme is better aligned with the real-world SAR operational requirements for localization, which is typically tens of meters in ground resolution [31].

Furthermore, we deem the traditional non-maximum suppression (NMS) [32] bounding box aggregation (BBA) algorithm, which is used in many modern object detectors to postprocess detection results [1], insufficient for solving the dense group separation problem of HERIDAL test data. NMS is designed for exact delineation of individual objects, however, this is a daunting task for the small person groups of HERIDAL, as illustrated in Fig. 1b. Therefore, we propose a different BBA strategy that merges the overlapping bounding box clusters, as shown in Fig. 1c. This merging of overlapping bounding boxes (MOB) algorithm is well-suited for approximate, robust localization and detection of small objects in SAR-APD tasks. MOB is primarily designed to be used with our SAR-APD evaluation scheme for testing object detector performance (i.e., not currently used during training). Moreover, both the proposed algorithms are independent from AIR and straightforward to implement into most object detector frameworks.

The rest of the paper is organized as follows. In Section 2 we explain the SAR-APD problem and highlight some related work on it. Moreover, we formalize the evaluation criteria for ranking object detector performance in SAR-APD, and define our novel approach to that. Section 3 describes the proposed MOB postprocessing algorithm. In Section 4 our AIR detector is briefly described, and Section 5 discusses our experiment results with the state-of-the-art comparison. Finally, Section 6 concludes the paper.

2. Aerial person detection problem in SAR

Aerial person detection is a very specific class of object detection problems, which involves detecting people from aerial perspective. It is a difficult problem in general due to various challenges, such as rapid platform motion, image instability, varying environments, high variability in viewing angles and distances, and extremely small size of objects. In SAR context, additional constraints are included to the APD problem: straight-down (nadir) image viewpoint (see Fig. 2), 4K resolution for images and a relatively high drone flying altitude (from 40 to 65 m). These requirements are embedded in the HERIDAL data and are based on real-world SAR experience [3]. For example, this nadir viewpoint minimizes occlusion by vegetation and simplifies georeferencing of the image observations. Additionally, the SAR-APD problem definition emphasizes successful detection over accurate localization because fine-grained search can be carried out by ground teams dispatched to the clue location [10, 31].

2.1. Related Work

Despite being a relatively new and very specific research field, many works have been proposed in SAR-APD. Since the field is still lacking a comprehensive theoretical foundation and methodology, these approaches vary significantly. The SAR-APD methods range from simple thresholding rules for nearly raw pixel values [45] to complicated
deep learning systems [3, 29, 49]. Due to the many recent successes of deep neural networks in image processing [13, 14, 21, 27, 28, 36, 46], our detection algorithm also falls into the latter category.

An intuitive solution is to use infra-red cameras in UAVs to distinguish the human thermal signature from background [8, 38]. Nevertheless, this approach has many limitations, especially during summer in rocky areas when the background thermal radiation can cloak that of humans [3]. Furthermore, high-resolution thermal cameras can be too expensive for typical SAR efforts with limited budget.

The mean shift clustering algorithm by Comaniciu and Meer [4] has seen extensive use in SAR-APD [8, 43, 48]. This general, nonparametric clustering method enables straightforward segmentation of distinctly colored regions and works adequately well in practice. However, the lack of supervised training with diverse data limits the generalizability of this approach (e.g., if the person is not wearing distinctively colored clothing).

Salient object detection is another SAR-APD research direction [3, 11], which attempts to extract visually distinct regions that stand out from the input images. This is inspired by the human visual ability [2]. The wavelet transform based saliency method [16] has shown promising results for proposing class-agnostic candidate object regions (e.g., 93% recall on HERIDAL test data [3]). Nevertheless, the individual region classification to eliminate the vast amount of false positives remains a problem, since it is computationally expensive, and the classifier training with cropped image patches can be cumbersome.

Deep learning solutions to SAR-APD have been studied extensively as well. Marušić et al. [29] used the well-known Faster R-CNN detector [36], which achieved commendable performance on HERIDAL with little modification. Božić-Štulić et al. [3] used a VGG16 CNN classifier on top of their salient region proposals. Lastly, Vasić and Papić [49] proposed a two-stage multimodel CNN detector, which uses an ensemble approach of two deep CNNs for both region proposal and classification stages in the detector pipeline. This complex model achieves a very high recall on HERIDAL test data at the cost of notably reduced inference speed.

2.2. HERIDAL data set

The HERIDAL data set [3] is currently the only widely used, public SAR-APD benchmark available as far as we know. It is constructed using expert knowledge and statistics compiled by Koester [19] and the Croatian SAR team to ensure proper coverage of realistic SAR scenarios, according to Božić-Štulić et al. [3]. This data set contains 1647 annotated high-resolution UAV aerial images taken from Mediterranean wilderness of Croatia and BiH, that is, 1546 training and 101 testing images. We use 10% of these training samples for validation. An example image of the data set is shown in Fig. 2. Furthermore, the data set contains only a single object class “person”, instances of which are annotated with bounding boxes using the VOC XML label format [5]. Each image in HERIDAL contains at least one person annotation, and some images contain more than ten. In total, HERIDAL contains 3229 person annotations (2892 train and 337 test).

The high-resolution aerial images are taken from several locations with various drone and camera models at altitudes ranging from 40 to 65 m. Most of the images have 4000 × 3000 pixel resolution, however, a few pictures have a wide-format-resolution of 4000 × 2250 pixels. In other words, the aerial images have an approximate 2 cm ground resolution. That is, one pixel width corresponds to roughly 2 cm on the ground [3], which is rather accurate.

However, all objects in the images are very small, as shown in Fig. 2. Indeed, the objects have approximate dimensions of 60 × 60 pixels on average, which is only 0.03% of the whole image area. This small object size poses a considerable challenge for object detection methods [26].

2.3. Evaluation schemes

Before solving a problem, one must define what a correct solution looks like. In machine learning, this is typically achieved by calculating some metrics, such as precision (PRC) and recall (RCL), with an evaluation scheme or algorithm. These metrics attempt to reflect, in a somewhat subjective sense, the true model performance in a given task. In object detection, a traditional choice for an evaluation scheme is the scoring algorithm from PASCAL VOC2012 challenge [6], which mainly uses the average precision (AP) metric. However, the performance metric calculation depends on first classifying all predictions under evaluation into either true positive (TP) or false positive (FP) category given the ground truth (GT) data labels.

In object detection, this classification is traditionally done by a ground truth matching algorithm, such as Algorithm 1. It is a key design choice in an object detection evaluation scheme implementation, as it decides what types of predictions are rewarded (marked as TPs) and what are penalized (marked as FPs). For example, duplicate detections are typically marked as FPs by most evaluation schemes, such as the VOC2012 algorithm [39]. What can be confusing is that most evaluation schemes report the same metrics (PRC, RCL, AP), albeit their way of arriving at those metrics is fundamentally different due to the choice of the ground truth matching algorithm. We next review a couple of existing evaluation schemes, discuss their issues in the SAP-APD context, and finally compare them to our proposed evaluation scheme.

The VOC2012 evaluation scheme is a widely used method for evaluating the performance of object detectors that output bounding box predictions and their associated
It is designed for relatively large objects and requires strict alignment of the detection and label box measured by the intersection over union (IoU) metric given by Eq. (4). Therefore, VOC2012 evaluation uses the a typical TP criterion of over 0.5 IoU between the two boxes [25]. Moreover, each prediction must be matched with exactly one label (one-to-one mapping). In essence, our generalized Algorithm 1 yields GT matching for VOC2012 evaluation with the input parameters \( \varepsilon = 0.5, \ g_{\text{max}} = 1 \) and \( a_{\text{min}} = 0 \). These strict requirements are the root cause of the dense group separation problem in HERIDAL, as they encourage prediction postprocessing methods that likely produce results similar to what is depicted in Fig. 1b. On the other hand, results like in Fig. 1c are arguably more informative and visually pleasing in the SAR visual search context.

The recent MS COCO evaluation scheme has largely replaced the aforementioned VOC2012 criteria due to the advent of the popular MS COCO object detection challenge [25]. MS COCO evaluation is very similar to VOC2012, however, it computes some additional metrics on top of VOC2012 AP, such as iterating the evaluation algorithm over different IoU threshold \( \varepsilon \) values from 0.5 to 0.95 and the taking the mean AP as the end result [26]. Thus, the MS COCO scheme is even stricter than VOC2012 in terms of object localization accuracy requirements, and is thereby far too strict for the SAR-APD problem evaluation. Consequently, we omit the detailed discussion of the MS COCO evaluation in this paper, and use the VOC2012 scheme as a baseline for comparison instead.

The proposed SAR-APD evaluation scheme matches ground truth boxes such that the real-world, loose localization requirement of aerial SAR is respected. Hence, we ignore the dense group separation problem by allowing one-to-many mappings between a prediction and label boxes. Furthermore, we significantly relieve the evaluation IoU threshold \( \varepsilon \) from 0.5 to 0.0025, which allows much larger prediction boxes to be considered as TPs (see Fig. 3). As such, the red predicted box in Fig. 1c would achieve five TPs under SAR-APD evaluation, as this single prediction captures all the blue label boxes. The ground truth matching method in our SAR-APD evaluation scheme corresponds to Algorithm 1 with the input parameters \( \varepsilon = 0.0025, \ g_{\text{max}} = \infty \) and \( a_{\text{min}} = 0.25 \). Although, in our experiments we used \( a_{\text{min}} = 0 \). We argue this limit on box minimum size had negligible effect on our performance metrics due to the MOB algorithm tendency of overestimating the bounding box size, as seen in Fig. 1c. Nonetheless, with the relaxed \( \varepsilon = 0.0025 \) value, the predicted box minimum size becomes an important evaluation scheme design consideration. That is, barely visible, few pixels wide predictions should not be accepted as TPs. Moreover, all parameters of our generalized Algorithm 1 can be customized for different use cases other than SAR-APD, for example by limiting the maximum prediction group size by changing \( g_{\text{max}} \).

The proposed SAR-APD evaluation scheme encourages results that effectively and reliably summarize the relevant, mission-critical information for SAR operations without much clutter. This is especially important if the SAR-APD algorithm co-operates with a human supervisor, which is the most likely scenario given the potential dire consequences of any mistakes. The reason is that any unnecessary distraction or irritation in a stressful SAR situation can undermine the actions and decisions made by the said supervisor. For example, too many false positives can cause the SAR-APD algorithm suggestions to be mistrusted and ignored.

Moreover, our evaluation scheme enables more research effort to be directed towards more meaningful, value-creating endeavors, such as ensuring high true positive rate for these approximate group labels or improving the detector processing speed, instead of spending excessive time tweaking threshold parameters to near perfectly delineate each tiny person. In addition, the proposed SAR-APD evaluation scheme works as a simple drop-in replacement for

---

Algorithm 1 Generalized ground truth matching algorithm for typical object detector performance evaluation.

```
1 function MATCHBoxesGeneric(\( \mathcal{B}^p \), \( \mathcal{B}^g \), \( \varepsilon \), \( g_{\text{max}} \), \( a_{\text{min}} \))
2 \( \mathcal{Y} \leftarrow \emptyset \)
3 for \( i \leftarrow 1, \ldots, D \) do
4 \( \mathcal{M} \leftarrow \emptyset \)
5 \( t \leftarrow \text{IoU}(b^p_i, \mathcal{B}^g) \)\)
6 \( \text{sort}(\mathcal{B}^g, \text{argsort}(t)) \)\)
7 \( \text{sort}(t) \)\)
8 for \( k \leftarrow 1, \ldots, |\mathcal{B}^g| \) do
9 \( S \leftarrow A(b^g_k) \geq \mathcal{Y} \cup \{b^g_k\} \)
10 if \( t_k \geq \varepsilon \) and \( |\mathcal{M}| < g_{\text{max}} \) and \( S \) then
11 \( \mathcal{M} \leftarrow \mathcal{M} \cup \{b^g_k\} \)
12 \( \mathcal{Y} \leftarrow \mathcal{Y} \cup \{b^g_k\} \)\)
13 if \( |\mathcal{M}| = 0 \) then
14 \( \mathcal{Y} \leftarrow \mathcal{Y} \cup \{0\} \)\)
15 \( \mathcal{B}^p \leftarrow \mathcal{B}^p - \mathcal{M} \)\)
16 return \( \mathcal{Y} \)
```

---
This means the SAR-APD evaluation requires the person 20 meters on the ground in most HERIDAL images [3].

This scenario is depicted in Fig. 3. Furthermore, Fig. 3 illustrates the maximum acceptable (unity aspect ratio) area width $w_{\max}(\varepsilon)$ for a maximum-sized prediction box. See equations (1) and (2) for calculating the values of $w_{\max}^p(\varepsilon)$ and $w_{\max}^{TP}(\varepsilon)$ respectively. Note that only prediction boxes with unity aspect ratio are considered here for simplicity.

The relationship between the evaluation IoU threshold $\varepsilon = 0.0025$ and maximum acceptable pixel width for the prediction bounding box $w_{\max}^p(\varepsilon)$ can be formulated as

$$w_{\max}^p(\varepsilon) = \frac{w_{\text{avg}}^h}{\sqrt{\varepsilon}} = \frac{60}{\sqrt{0.0025}} = 1200,$$

where $w_{\text{avg}}^h$ is the estimated average human pixel width in the HERIDAL aerial images. Note that this equation only applies when the ground truth bounding box is completely inside the predicted box, otherwise $w_{\max}^p(\varepsilon)$ will be lower. This scenario is depicted in Fig. 3. Furthermore, Fig. 3 illustrates the maximum acceptable (unity aspect ratio) area width $w_{\max}^{TP}(\varepsilon)$ for prediction box of width $w_{\max}^p(\varepsilon)$ to exist in, that is given by

$$w_{\max}^{TP}(\varepsilon) = 2w_{\max}^p(\varepsilon) - w_{\text{avg}}^h = 2 \cdot 1200 - 60 = 2340.$$

Therefore, a square prediction box of width $w_{\max}^p(\varepsilon)$ is only considered a TP inside this square region of width $w_{\max}^{TP}(\varepsilon)$ centered at the GT label, as shown in Fig. 3. In other words, $w_{\max} = 1200$ pixels corresponds to roughly 20 meters on the ground in most HERIDAL images [3]. This means the SAR-APD evaluation requires the person to be located within the maximum predicted 20 m × 20 m square area on the ground, which is still in alignment with the localization accuracy recommendation by Molina et al. [31]. Hence, the SAR-APD evaluation scheme scores object detection algorithms based on their ability to find approximate georeferences for the objects of interest.

### 3. MOB postprocessing

In this work, we also propose a novel postprocessing method for the SAR-APD problem, called the MOB algorithm. It is a probabilistic BBA method that trades localization accuracy for detection certainty. MOB first clusters prediction boxes based on an overlap distance metric given by Eq. (3). Subsequently, MOB merges all candidate boxes in each overlap cluster into a single enclosing box by using Eq. (5). This is in contrast to the de facto NMS method that attempts to eliminate all sufficiently overlapping boxes but the max-scoring one in a greedy manner. It could be argued that the popularity of NMS is largely based on its remarkable synergy with the VOC2012 evaluation method that emphasizes accurate individual object delineation, which is not the goal of SAR-APD. Conversely, MOB (with its default merge strategy) is not compatible with the VOC2012 method at all, as explained in Sec. 2.3. Therefore, we use our proposed SAR-APD scheme for measuring its performance truthfully. However, this makes the fair comparison of MOB to other BBA methods difficult at the moment.

Essentially, MOB helps the SAR personnel to focus on the relevant clues in the image, if there are any. This is achieved by eliminating clutter from the detection results and highlighting broad regions that include all the relevant objects of interest, as done in Fig. 1c.

MOB is based on the single linkage agglomerative clustering algorithm implemented in the scikit-learn machine learning library [34], which uses the Jaccard distance metric

$$d_j \in [0, 1] \subset \mathbb{R} [20].$$

This metric and the corresponding pair-wise distance matrix $D^j$ are defined as

$$D^j_{ik} = d_j(b_i, b_k) = 1 - \text{IoU}(b_i, b_k),$$

$$\text{IoU}(b_i, b_k) = \frac{A(b_i \cap b_k)}{A(b_i \cup b_k)},$$

where $b_i$ and $b_k$ are two input bounding boxes, and $A(b)$ denotes the area of region $b \subset \mathbb{R}^2$. Intuitively, $d_j(b_i, b_k) = 1$ when $b_i$ and $b_k$ have zero overlapping area, and $d_j(b_i, b_k) = 0$ when they are the same box (100% overlap), as is the case with the diagonal elements of $D^j$.

The BBA IoU threshold $\omega$ controls whether two boxes are considered overlapping. Its default value is $\omega = 0.5$ in NMS. For MOB, we set $\omega = 0$, which is experimentally found to result in the merging of all overlapping bounding boxes. This clustering formulation is equivalent to finding all the connected components in a Jaccard distance graph defined by $D^j_{ik}$, if $d_j(b_i, b_k) = 1 - \omega = 1$ is considered an infinite distance, and thus there is no link between the bounding boxes $b_i$ and $b_k$.

After forming the overlapping bounding box clusters, we calculate the enclosing box for each cluster according to the *enclose merge strategy*, given by Eq. (5). This sequence of enclosing boxes is the output of one MOB iteration (i.e., one pass of the MOB algorithm). Particularly, consider a $C$-sized sequence of axis-aligned bounding boxes $B = \{ (\alpha, \beta) \}_{i=1}^C$ in one overlap cluster, where
each box \((\alpha, \beta)_i\) is defined by its minimum \(\alpha \in \mathbb{N}_0^2\) and maximum coordinate \(\beta \in \mathbb{N}_0^2\). Consequently, the enclosing bounding box \(b_{\text{enclose}}\) of the cluster can be computed as

\[
b_{\text{enclose}} = (\alpha_{\text{min}}, \beta_{\text{max}}),
\]

\[
\alpha_{\text{min}} = \left(\min\{\alpha_x \mid \alpha \in B_i\}, \min\{\alpha_y \mid \alpha \in B_i\}\right),
\]

\[
\beta_{\text{max}} = \left(\max\{\beta_x \mid \beta \in B_i\}, \max\{\beta_y \mid \beta \in B_i\}\right),
\]

where \(B_i = \{\alpha_i\}_{i=1}^C\) and \(B_i = \{\beta_i\}_{i=1}^C\). Moreover, the new confidence score of the enclosed box is computed as the mean of predicted box scores in the overlap cluster. This can sometimes yield relatively low confidence scores for the resulting boxes, so MOB also offers a top-k parameter that can be used to prune some of the low confidence outlier boxes in a overlap cluster. This pruning frequently reduces the output box size as well.

On the other hand, sometimes this enclose merge strategy, given by Eq. (5), creates new, larger overlapping boxes. Because of this it can be desirable to repeat the MOB iteration a few times to ensure everything gets merged together. The number of these MOB iterations can be specified with an algorithm input parameter \(M_{\text{max}}\). However, if there is only one merged bounding box left after any MOB iteration, the algorithm terminates early. In our experiments, we use \(M_{\text{max}} = 3\), which is experimentally found to be sufficient for merging all overlapping bounding boxes in most cases.

However, sometimes the merged boxes can grow undesirably large, especially if the original overlapping boxes were organized in a diagonal formation. For this reason, MOB allows one to specify a maximum inflation factor \(I_{\text{max}}\), which limits the size of merged bounding boxes. It sets an upper bound for the result box areas that is given by

\[
A_{\text{max}} = I_{\text{max}} \max\{A(b) \mid b \in B\},
\]

where \(B\) is a sequence of input bounding boxes to the MOB algorithm, an example of which is illustrated in Fig. 1a. In our experiments we use \(I_{\text{max}} = 100\), which means no output box can be larger than 100 times the largest input box size. As such, if the area of any merged bounding box exceeds \(A_{\text{max}}\) during MOB clustering, its underlying box cluster is recursively subdivided into smaller box clusters until \(A_{\text{max}}\) is no longer exceeded by any merged box. The subdivision algorithm uses a simple heuristic rule that divides a box cluster into two subclusters along the maximum length axis of the box cluster, such that each sub-cluster has a roughly equal number of boxes in them. This functionality limits the size inflation of the merged boxes. It is useful if a certain localization accuracy needs to be met, such as the one given by \(\varepsilon\) in Algorithm 1. Using \(I_{\text{max}} < (w_{\text{max}}^p(\varepsilon))^2/(w_{\text{avg}}^h)^2 < 1200^2/60^2 < 400\) guarantees that the localization accuracy requirement of the proposed SAR-APD evaluation scheme is satisfied.

The most obvious improvement in MOB is the improved visual representation for the dense people group predictions, as shown in Fig. 1c. Such groups are realistic, yet rare, occurrences in SAR [3, 10]. MOB also makes prediction more robust by simplifying the SAR-APD problem. That is, MOB is far less sensitive to the choice of various threshold parameters, such as \(\omega\), in terms of precision (when using SAR-APD evaluation). This enables the use of considerably lower threshold values that can increase the recall metric, as depicted in Fig. 4. Therefore, fewer search targets are likely to go unnoticed during aerial drone searches. Moreover, there is less need for threshold parameter calibration on new unseen data, which makes MOB a more general approach to SAR-APD than NMS.

Finally, it should be mentioned that the enclose method given by Eq. (5) is only one potential merge strategy. MOB also supports other similar strategies, such as calculating the cluster average box, to further customize its behavior for different potential use cases.

4. AIR detector

Next, we briefly describe our approach to this SAR-APD problem, namely the AIR detector [35]. It is built on top of the famous one-stage RetinaNet detector by Lin et al. [24]. The AIR implementation is based on the keras-retinanet Python framework by Gaiser [7].

The first aspect in designing AIR is naturally to address the small object detection problem, an instance of which SAR-APD essentially is. For this, the built-in feature pyramid network (FPN) [23] of RetinaNet is essential, since it enhances the semantic quality of high-resolution CNN feature maps that capture the small objects. Moreover, the novel focal loss used in training the RetinaNet detector helps to mitigate the severe foreground-background class imbalance in the HERIDAL data [24]. According to Lin et al. [24], the focal loss is shown to solve this imbalance problem better than various sampling heuristics, such as OHEM [41]. Furthermore, we employ a variant of image tiling strategy [33] to enable the full pixel information usage in 4K input images within typical GPU memory limits.

Secondly, one needs to solve the training data scarcity problem of HERIDAL. Therefore, we use CNN backbone weights pretrained on ImageNet1000 data [39] for all our AIR experiments. This is a common strategy to mitigate the lack of big data in learning low-level feature presentations necessary for most computer vision tasks [40, 44, 50]. In addition, we adopt the online, random data augmentation scheme by Zoph et al. [50] with slight modifications, such as adding white Gaussian noise to the images. The idea is to incorporate label invariance to small geometric perturbations and lighting changes into the training data [40] by augmenting it with various geometric transformations and color operations. Furthermore, random data augmentation
can regularize model training as well [21].

Lastly, we naturally employ the novel MOB algorithm, discussed in Sec. 3, for robust AIR output postprocessing during test time. However, we also use conventional NMS postprocessing as a performance benchmark, and for comparing our results to other notable SAR-APD work in Tab. 3.

### 5. Experiments and results

A total of six major experiments were conducted in order to create the AIR detector: a general hyperparameter search, backbone architecture selection (see Tab. 1), ablation study (see Tab. 2), random trial experiment, model calibration study (see Fig. 4), and a tiling performance study. For full details of these experiments, see the thesis work by Pyrro et al. [35]. In this paper, we focus on the most relevant results that can help to improve SAR-APD performance in general.

One of the most important experiments is the CNN backbone selection for SAR-APD, since the choice of a feature extractor is a fundamental aspect of solving any object detection problem [9, 17, 26]. Therefore, we test fine-tuning eight different ImageNet pretrained backbone architectures on HERIDAL, and the results are shown in Tab. 1. Here, we report the PRC, RCL and AP metrics computed using the VOC2012 evaluation scheme. As evident, ResNet152 outperforms all the other candidates on the test set, thus, it is selected as the CNN backbone for later experiments. Surprisingly, the simplest VGG16 network yields comparable results to ResNet152, while the last four most sophisticated models in Tab. 1, according to ImageNet classification score [26], perform relatively poor on HERIDAL.

With the CNN backbone selected, we test several other tricks (or ablations) to improve AIR test performance, which are collected in Tab. 2. We only keep the tested trick if it improves HERIDAL test AP metric, otherwise it is discarded from further experiments. The last calibration study ablation is an exception to this rule, as it primarily optimizes PRC instead. Tab. 2 includes our most important modifications for improving SAR-APD performance: (a) adjusting image region sampling grid, (b) tuning hyperparameters (e.g., learning rate), (c) using image tiling instead of resizing, (d) using data augmentation, and interestingly (h) finding appropriate random initialization for training.

Due to PRC sensitivity of NMS, it is beneficial to perform confidence score threshold parameter $t_s$ calibration as the last experiment (see Tab. 2). To accomplish this, we test AIR with 10 different $t_s$ values from 0.05 to 0.5 on both VOC2012 and SAR-APD evaluation schemes. Moreover, we calibrate both the NMS and MOB postprocessing method, and the results are shown in Fig. 4. For a balanced trade-off between PRC and RCL, we choose $t_s = 0.25$ for NMS and $t_s = 0.05$ for MOB.

Given the similarity of Fig. 4a and Fig. 4b, we can concur the choice of evaluation method affects the NMS-based detector relatively little in this experiment. On the other hand, by comparing Fig. 4b and Fig. 4c, it is evident that MOB is far less sensitive to the choice of $t_s$ when compared to NMS. This is a compelling property of the MOB algorithm, which can in some cases eliminate the need for configuring $t_s$ parameter altogether. Furthermore, MOB enables setting $t_s$ much lower to increase recall without sacrificing precision significantly.

With the score thresholds fixed, we analyze NMS and MOB performance further under both evaluation methods. For this, we plot precision-recall curves shown in Fig. 5. Similar phenomenon to Fig. 4 can be seen here as well: SAR-APD evaluation affects NMS performance very little (see Fig. 5b), likely mostly due to the relaxed $\epsilon$ criterion. However, adding MOB to the equation significantly increases all measured performance metrics in Fig. 5c. This
Figure 4. AIR detector model calibration study results on the HERIDAL test set with different evaluation and bounding box aggregation methods. The choice of score threshold calibration parameter \( t_s \) yields different trade-offs between precision and recall.

Figure 5. Precision-recall curves for different evaluation experiments with the AIR detector on the HERIDAL test set. The red dot corresponds to a precision-recall pair at a certain fixed confidence score threshold value \( t_s \). As such, by moving the dot along the curve, different trade-offs between precision and recall can be made. Notice that MOB enables moving the dot much further to the right without the precision metric plummeting. This encourages placing more emphasis on recall, which is critical for the SAR mission success rate.

can likely be attributed to the relaxation of the dense group separation problem, and thus to the lessened need for eliminating boxes with score thresholding to keep PRC satisfactory, which in turn is reflected on the increased RCL metric. This shows the importance of using accurate metrics.

The comparison of the AIR detector to the state-of-the-art SAR-APD methods is shown in Tab. 3. Both evaluation methods are included, however, the SAR-APD scheme results cannot be directly compared to other work. Our strongest competitor is the Multimodel CNN by Vasić and Papić [49], which achieves a very high RCL. Nevertheless, this model is an order of magnitude slower due to its very high complexity (an ensemble model of four deep CNNs), as shown by its average time per image (ATI) metric in Tab. 3. This can hinder its practical adoption to SAR missions. Furthermore, it lacks end-to-end training capability. Some of the RCL gap can likely be attributed to better solving of the less important dense person group problem, as indicated by our MOB results in Tab. 3. As for the other strong competitor Faster R-CNN [29], we argue AIR can achieve similar recall and AP while still being \( \sim 11 \) points more precise by choosing \( t_s = 0.15 \), as shown in Fig. 4a.

Lastly, we highlight that our final MOB results in Tab. 3 far exceed the human average performance in the same task. According to Pyrrö et al. [35], the average human achieves roughly the following metrics in SAR-APD: 59% PRC, 68% RCL and 33 s ATI, with less than around 200 images to inspect. This is a fraction of the average, real-world number [12]. Moreover, the human performance is demonstrated to drop with the number of images inspected due to accumulated fatigue [35]. Therefore, the tireless AIR detector and its innovations can significantly improve drone-based SAR efficiency in the future.

### 6. Conclusions

The current aerial drone searches in SAR lack efficient means for visual footage inspection. Our deep learning solution to this problem showcased state-of-the-art performance (\( \sim 21 \) point increase in PRC) on the difficult HERIDAL benchmark. Moreover, we redefined the related SAR-APD problem by presenting a novel evaluation and BBA method for it. This is to better capture the real-world requirements of aerial SAR. We also added extensive SAR-APD experimentation results to the scientific literature. Finally, we identified some important directions for future work as well. These include the use of MOB and SAR-APD evaluation for model validation during training, an extensive study of different MOB merge strategies, and the pursuit of achieving AIR real-time inference performance.
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