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Abstract It is known that for special types of reaction–diffusion Systems, such as the Gierer–Meinhardt model and the Gray-Scott model, stable stationary spike solutions exist on boundary points with maximal curvature. In this paper, we rigorously give the equation describing the motion of spike solutions along boundaries for general types of reaction–diffusion systems in \( \mathbb{R}^2 \). We also apply the general results to the Gierer–Meinhardt model and show that a single spike solution moves toward a boundary point with locally maximal curvature. Moreover, by showing the repulsive interaction of spikes along boundaries for solutions of the Gierer–Meinhardt model, we have stable multispoke stationary solutions in the neighborhood of a boundary point with locally maximal curvature.
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1 Introduction

In 1972, Gierer and Meinhardt [9] proposed model equations to describe pattern formations in biology, according to the mechanism of diffusion-induced instability described by Turing [14]. The model equation is as follows:

\[ \begin{align*}
S_t &= D_S \nabla^2 S - f(S, T) - g(S, T) S^p, \\
T_t &= D_T \nabla^2 T + g(S, T) S^p - h(T), \\
\end{align*} \]

where \( S \) and \( T \) represent the concentrations of activator and inhibitor, respectively, and \( D_S, D_T, f, g, h \) are constants.
Fig. 1  Profile of a spike solution with one peak in $\mathbb{R}^2$. Only the $A$-component is drawn

\[
\begin{align*}
A_t &= d_1 \Delta A - A + \frac{A^a_1}{H^{a_2}} + a_5, \\
\tau H_t &= d_2 \Delta H - H + \frac{A^a_3}{H^{a_4}},
\end{align*}
\]  

with the Neumann boundary conditions, where $d_1$ and $d_2$ are positive constants, and $a_j \geq 0$ are nonnegative constants satisfying

$$0 < \frac{a_1 - 1}{a_2} < \frac{a_3}{a_4 + 1}.$$  

In the model, $d_1$ is assumed to be sufficiently small, and we write it as $d_1 = \varepsilon^2$ for a sufficiently small $\varepsilon > 0$.

One of the typical solutions of (1.1) is a spike solution. A spike solution has a profile such that the $A$-component is close to $A(x) \sim \varepsilon^{-\eta} w(|x|/\varepsilon)$ for $\eta > 0$ and a radially symmetric function $w(r) \geq 0$. That is, the $A$-component has a sharp peak, as in Fig. 1. For the Gray-Scott model, similar spike solutions are observed [15, 16].

There have been many works which studied the existence and stability of stationary spike solutions for (1.1) under appropriate conditions in one- or higher-dimensional spaces. We do not touch here on works related to one-dimensional problems of (1.1), because in this paper we consider (1.1) in two-dimensional spaces.

For higher-dimensional problems for (1.1), one of the most typical solutions is a boundary spike solution, which has peaks on the boundaries of its domain.

Related to boundary spike solutions in higher-dimensional spaces, a stationary spike solution with one peak on the boundary $\partial \Omega$ with globally maximum mean curvature was constructed in [13], and, later, a stationary spike solution with multiple peaks both inside $\Omega$ and on the boundary $\partial \Omega$ was constructed in [10]. Recently, [11] and [12] proved the existence and stability of a stationary spike solution with more than one peak at points with locally maximal mean curvatures of $\partial \Omega$ under the condition $a_3 = a_1 + 1$ in (1.1). Thus, there has been much research and many results on stationary spike solutions with peaks on boundaries for (1.1), but we do not know a result on the dynamics of spikes along boundaries.

There have been several studies of the dynamics of solutions along boundaries for other models. Studies [1–5], dealt with the mass-conserving Allen–Cahn equations...
Dynamics and their interaction of spikes, and showed that small bubble solutions move along boundaries toward a boundary point with maximal mean curvature. This was proven using variational structures of systems together with other techniques.

On the other hand, many important examples of reaction–diffusion systems, such as the Gierer–Meinhard model and the Gray-Scott model, do not have such variational structures. But it is strongly expected that boundary spike solutions move toward points on boundaries with maximal mean curvature because many types of stable boundary spike solutions with peaks located at points with maximal mean curvature have been constructed.

In this paper, we give a general criteria necessary to study the dynamics and interactions of boundary spikes in a domain \( \Omega \subset \mathbb{R}^2 \), for general types of reaction–diffusion systems, and without assuming any variational structures. As one application of our results, we show the movement of a boundary spike solution for (1.1) toward a point on the boundary with locally maximal curvature. We also show the repulsive interaction between two boundary spikes and hence the existence of stable stationary solutions with two peaks in the neighborhood of a point with maximal curvature.

Here we note that there is a simplified version, called a shadow system, for the Gierer–Meinhardt model. It has a boundary spike solution, and a similar movement along the boundary is observed. But the treatment for the model is rather different from the one in this paper because the shadow system has nonlocal terms. This is reported in [7].

Now, we shall briefly discuss the results we present in this paper. Let \( \Omega \) be a bounded domain in \( \mathbb{R}^2 \), and we assume that the boundary \( \partial \Omega \) is a sufficiently smooth closed curve given by \( \{ \Gamma(s) \in \mathbb{R}^2; \ 0 \leq s \leq s_0, \ \Gamma(0) = \Gamma(s_0) \} \), where \( s \) is the arc-length parameter of \( \partial \Omega \). Then we can take a tubular neighborhood of \( \partial \Omega \) as \( x = \Gamma(s) + z\nu(s) \), where \( \nu = \nu(s) \) is the inward normal unit vector of \( \partial \Omega \) at \( \Gamma(s) \). Define \( \Sigma(x) \) and \( Z(x) \) by the functions satisfying \( x = \Gamma(\Sigma(x)) + Z(x)\nu(\Sigma(x)) \), and let \( \kappa = \kappa(s) \) be the curvature of \( \partial \Omega \) at \( \Gamma(s) \) measured in the direction of \( \nu \). We consider general types of reaction–diffusion systems:

\[
U_t = \delta^2 D\Delta U + F(U), \quad t > 0, \ x \in \Omega \tag{1.2}
\]

with the Neumann boundary condition. Here, \( U = U(t, x) \in \mathbb{R}^N \), \( D := \text{diag}(d_1, d_2, \cdots, d_N) \) for \( d_j > 0 \), and \( \delta > 0 \) is a sufficiently small constant. Let \( L_\delta(U) := \delta^2 D\Delta U + F(U) \).

First we consider

\[
U_t = D\Delta U + F(U), \quad t > 0, \ \xi \in \mathbb{R}^2_+ \tag{1.3}
\]

with the Neumann boundary condition, where \( \mathbb{R}^2_+ := \{ \xi := (l, \mu) \in \mathbb{R}^2; -\infty < l < \infty, \ \mu > 0 \} \). Let \( 0 := (0, \cdots, 0) \in \mathbb{R}^N \). We assume as follows:

(H1) \( F(0) = 0 \) is satisfied and (1.3) has a stationary radially symmetric solution, say \( S = S(r) \), on the boundary \( \partial \mathbb{R}^2_+ \) with asymptotic form \( S(r) \rightarrow \frac{1}{\sqrt{r}}e^{-\alpha r} a \), where \( r = \sqrt{l^2 + \mu^2}, \ \alpha > 0 \) and \( a \in \mathbb{R}^N \).
Let $A(U) := D \Delta U + F(U)$, $A := A'(r)$, and $A_0 := A'(0)$ in $R^2_+$. We assume the stability of $0$ and $S$ for (1.3).

(H2) $S(r)$ is stable in the linearized sense, that is, the spectral set $I(A)$ of $A$ is $I(A) \subset I_0 \cup I_1$, where $I_0 := \{0\}$ and $I_1 \subset \{Re \lambda < - \gamma_0\}$ for $\gamma_0 > 0$, and $0$ is simple.

(H2') $0$ is a stable equilibrium for (1.3) in the linearized sense. That is, the spectral set $I(A_0)$ of $A_0$ satisfies $I(A_0) \subset \{Re \lambda < - \gamma_0\}$.

Note that $A \partial_t S = 0$. Hereinafter we denote $\partial_t S(r(l, \mu))$ simply by $\partial_t S$ for $r = \sqrt{l^2 + \mu^2}$. Other cases, such as when $r$ is a different function, are treated similarly, while we denote $\frac{dS}{dr}$ by $S_r$. Let $A^*$ be the adjoint operator of $A$, and $\phi^*(x)$ be the eigenfunction satisfying $A^* \phi^* = 0$ with $\langle \partial_t S, \phi^* \rangle_2 = \frac{\pi}{2}$, where $\langle U, V \rangle_2 := \int_{R^2} \langle U, V \rangle d\xi$. We note that $\partial_t S = \cos \theta S_r = \frac{l}{r} S_r$ and that $\phi^*$ is also given by $\phi^*(\xi) = \partial_t \Phi^* = \cos \theta \Phi^* = \frac{l}{r} \Phi^*$ for a radially symmetric function $\Phi^*(r)$ under suitable conditions, where $l = r \cos \theta$ and $\mu = r \sin \theta$, which will be mentioned in the next section. Then the normalization $\langle \partial_t S, \phi^* \rangle_2 = \frac{\pi}{2}$ implies that $\langle S_r, \Phi^*_r \rangle_R = 1$, where $\langle U, V \rangle_R := \int_0^\infty r \langle U, V \rangle dr$ for radially symmetric functions $U = U(r)$ and $V = V(r) \in R^N$.

Now, coming back to the original problem (1.2) in $\Omega$, we show the following: Let $r(x, h) := \sqrt{\langle \Sigma(x) - h \rangle^2 + Z^2(x)}$, $0 \leq h \leq s_0$, and

$$M_0 := -\frac{8}{15\pi} \left( 2 \int_0^\infty r^2 \langle DS_r, \Phi^*_r \rangle dr + 3 \int_0^\infty r^3 \langle DS_r, \Phi^*_r \rangle dr \right).$$

Then the solution $U(t, x)$ of (1.2) keeps close to $S(r(x, h(t))/\delta)$, and $h(t)$ is governed by the dynamics

$$\dot{h} = M_0 \delta^3 \frac{d\kappa}{ds}(h) + O(\delta^4), \quad (1.4)$$

where $\dot{h}$ denotes $\frac{dh}{dt}$. These results are proved by using invariant manifold theory (e.g. [5]), while we need to obtain explicit estimates of several objects, such as spectrum and resolvent, for (1.2).

The above results are applied to the Gierer–Meinhardt model of the form

$$\begin{cases}
u_t = \varepsilon^2 \Delta u - u + \frac{u^a}{(v+a)^\sigma}, \\
u v_t = \tau \Delta v - v + \frac{u^a}{(v+a)^\sigma},
\end{cases} \quad (1.5)$$

where $\tau$ and $a$ are nonnegative constants, and the $a_j$ are the same ones as (1.1). If both $\tau$ and $a$ are positive or $\tau = a = 0$ in (1.5), the case has been treated on the whole $R^2$ space in [8], and, by using the results, the constant $M_0$ is shown to be positive. This shows that $h(t)$ approaches the point of the maximal $\kappa(s)$, that is, the point with the maximal curvature of $\partial \Omega$ (Fig. 2).

Thus, our results give the well-known results for a stable boundary spike solution of the Gierer–Meinhardt model [9,11–13,16] from the viewpoint of dynamics.
Fig. 2 Movement of a boundary spike toward a point with maximal curvature, which is denoted by a black circle in the figure. The parameter values are $\tau = 0.5$, $\epsilon = 0.01$, $d = 1.0$, $a = 0.01$, $a_1 = 2$, $a_2 = 2$, $a_3 = 3$, and $a_4 = 3$.

Fig. 3 Stable stationary solution with two peaks in the neighborhood of a point with maximal curvature, which is denoted by a black circle in the figure. The parameter values are the same as in Fig. 2.

We can also show the existence of a stable stationary solution with two peaks in the neighborhood of a point with maximal curvature of $\partial \Omega$ by using the repulsive interaction (Fig. 3). The idea was presented in [8].

In this paper, only the two-dimensional case is considered. All the arguments and techniques can be applied to the higher dimensional cases, too but we do not do it here.

2 Main results

Define $\Omega(z_0) := \{x = \Gamma(s) + zv(s), \ 0 \leq s \leq s_0, \ 0 \leq z < z_0\}$, where we regard $\Gamma(s)$ and $v(s)$ as periodic functions of $s$ with period $s_0$. We fix $N_1 > 0$ and represent $\Omega = \Omega_0 \cup \Omega_1$, where $\Omega_1 := \Omega(2N_1 \sqrt{\delta})$ and $\Omega_0 := \Omega \setminus \Omega_1$. Hereinafter, $c, c_j, c'_j$, and $\gamma_j$ denote general positive constants independent of $\delta$. Let $\chi_0(x)$ and $\chi_1(x)$ be cut-off functions such that $0 \leq \chi_j(x) \leq 1$, $\chi_0(x) + \chi_1(x) = 1$, $\chi_0(x) = 1$, and $\chi_1(x) = 0$ for $x \in \Omega \setminus \Omega_1$; and $\chi_0(x) = 0$ and $\chi_1(x) = 1$ for $x \in \Omega \setminus \Omega_0 = \Omega(N_1 \sqrt{\delta})$.

In the tubular neighborhood $\Omega_1$, define the coordinates $s = \Sigma(x)$ and $z = Z(x)$ by $x = \Gamma(s) + zv(s)$. Define $S(x; h) := \chi_1(x)S(r(x; h)/\delta)$, where $r(x; h) := \sqrt{(\Sigma(x) - h)^2 + Z(x)^2}$. Here, we extend $r(x; h)$ to the whole domain $\Omega$ so as to satisfy $c'_1|x - \Gamma(h)| \leq r(x; h) \leq c'_2|x - \Gamma(h)|$ uniformly for $x \in \Omega$ and $0 \leq h \leq s_0$. 
Let $\Omega_2 := \Omega_0 \cap \Omega_1$. Since $S(r)$ satisfies $S(r) \to \frac{1}{\sqrt{r}} e^{-ar} a$ as $r \to +\infty$, $S(x; h) \leq O(e^{-c/\sqrt{h}})$ in $\Omega_2$.

We add the following assumption. Let $X_R := \{ U = U(r); \| U\|_R^2 := \langle U, U \rangle_R < \infty \}$ be a set of the radially symmetric functions, and define $A_R U := D(U_{rr} + \frac{1}{r} U_r) + F'(S(r))U$, $\hat{A}_R U := D(U_r + \frac{1}{r} U_r) + F'(S(r))U$. Note that $A_R$ is the restriction of $A$ in $X_R$, and $\hat{A}_R S_r = 0$. Then we assume:

(H3) is an isolated simple eigenvalue of $\hat{A}_R$, and $A_R$ is invertible in $X_R$.

If (H3) holds, there exists $\phi_0^*(r) \in X_R$ such that $A_R^* \phi_0^* = 0$ and $\langle S_r, \phi_0^* \rangle_R = 1$, where $A_R^*$ is the adjoint operator of $A_R$. Then setting $\Phi^* := \int_r^\infty \phi_0^*(r) dr$, we have $\Phi^*(\xi) = \partial_r \Phi^*(r) = \cos \theta \Phi_r^*(r) = \cos \theta \phi_0^*(r) = \frac{1}{r} \phi_0^*(r)$ for $r = \sqrt{\xi^2 + \mu^2}$, and the normalization $\langle S_r, \phi_0^* \rangle_R = 1$ implies $\langle \partial_r S, \Phi^* \rangle_2 = \frac{\pi}{2}$ because $A^* \phi^* = \cos \theta A_R^* \phi_0^* = 0$.

**Theorem 2.1** Assume (H1) to (H3) and that the initial data $U_0(x)$ is sufficiently close to $S(x; h_0)$ for $0 \leq h_0 \leq s_0$. Then for a positive constant $c$ the solution $U(t, x)$ of (1.2) and $h(t)$ satisfy

$$\| U(t, \cdot) - S(\cdot; h(t)) \|_\infty \leq c \delta$$

and (1.4) uniformly for any $t > 0$ and sufficiently small $\delta > 0$.

Let us consider the reduced ODE of (1.4)

$$\dot{h} = M_0 \delta^3 \frac{d\kappa}{ds}(h). \quad (2.1)$$

**Corollary 2.1** If $h^*$ is a stable (or unstable) equilibrium of (2.1) in the linearized sense, that is $M_0 \frac{d^2 \kappa}{ds^2}(h^*) < 0$ (or $> 0$), then there exists a stable (or unstable) stationary solution $U^*(x)$ of (1.2) satisfying $\| U^*(\cdot) - S(\cdot; h^*) \|_\infty \leq c \delta$ for $c > 0$.

Next we give the results for the movement of multispike solutions on the boundary.

Define $G(r) := \int_r^\infty (F'(S(r)) - F'(0)a, \Phi^*(r)) dr$ and $M_1 := \int_0^\infty G(r) dr \int_0^\pi e^{i \sin \theta} d\theta$.

**Theorem 2.2** Suppose the initial data $U_0(x)$ is sufficiently close to $S(x; h_1) + S(x; h_2)$ for $c_1 < h_1 < h_2 < s_0 - c_1$ with $c_2 |\delta \log \delta| < h_2 - h_1 < \frac{1}{2} c_1$ for positive constants $c_1$ and $c_2$. Then

$$\begin{cases}
\dot{h}_1 = M_0 \delta^3 \frac{d\kappa}{ds}(h_1) - M_1 \sqrt{\frac{\delta}{h}} e^{-ah/\delta} \left( 1 + O \left( \frac{\delta}{h} \right) \right) + O(\delta^4), \\
\dot{h}_2 = M_0 \delta^3 \frac{d\kappa}{ds}(h_2) + M_1 \sqrt{\frac{\delta}{h}} e^{-ah/\delta} \left( 1 + O \left( \frac{\delta}{h} \right) \right) + O(\delta^4)
\end{cases} \quad (2.2)$$

as long as $c_1 < h_1 < h_2 < s_0 - c_1$ with $c_2 |\delta \log \delta| < h_2 - h_1 < \frac{1}{2} c_1$, where $h := h_2 - h_1$. 
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Remark 2.1 The restriction of the range of $h_1$ and $h_2$ is not necessary because we may consider $h_1$ and $h_2$ with mod $s_0$. However, the statement of Theorem 2.2 then becomes complicated, and so, for simplicity, we restrict the range in the theorem.

Consider the reduced system of (2.2)

\[
\begin{aligned}
\dot{h}_1 &= M_0 \delta^3 \frac{d\kappa}{ds}(h_1) - M_1 \sqrt{\frac{\delta}{h}} e^{-ah/\bar{\delta}}, \\
\dot{h}_2 &= M_0 \delta^3 \frac{d\kappa}{ds}(h_2) + M_1 \sqrt{\frac{\delta}{h}} e^{-ah/\bar{\delta}}.
\end{aligned}
\]

(2.3)

Suppose that $M_0, M_1$ are positive and that $h^*$ is a stable equilibrium of (2.1) in the linearized sense. Then we can check that (2.3) has a linearly stable equilibrium, say $H^* = (h^*_1, h^*_2)$ with $h^*_1 < h^*_2$ and $h^*_2 - h^*_1 = O(|\delta \log \delta|)$. The proof is given in Sect. 6.

Corollary 2.2 Under the above assumptions, there exists a stable stationary solution $U^*(x)$ of (1.2) satisfying $\|U^*(\cdot) - \{S(x; h^*_1) + S(x; h^*_2)\}\|_{\infty} \leq c\delta$ for $c > 0$.

$U^*(x)$ has a profile with two peaks in the neighborhood of a boundary point with maximal curvature.

Corollary 2.3 For (1.5), suppose that both $\tau$ and $a$ are positive, or both $\tau$ and $a$ are equal to zero. If $a_3 = 2$ and $1 < a_1 < 3$, or $a_3 = a_1 + 1$ for $1 < a_1 < \infty$, then the constant $M_0$ is positive. That is, a spike on the boundary moves toward a point with maximal curvature. Moreover, $M_1$ is also positive, which implies the existence of a stable stationary solution of (1.5) with two peaks in the neighborhood of a point with maximal curvature, as stated in Corollary 2.2.

3 Formal derivation of (1.4)

In this section, we formally derive the ordinary differential equation (ODE) (1.4). Equation (1.2) is represented by

\[
U_t - \frac{h_t}{\delta} U_l = D \left\{ U_{\mu\mu} - \frac{\delta \kappa}{1 - \delta \mu \kappa} U_{\mu} + \frac{1}{1 - \delta \mu \kappa} \left( \frac{1}{1 - \delta \mu \kappa} U_l \right)_t \right\} + F(U)
\]

(3.1)

for $x \in \Omega_1$ if we take $U(t, x) = U(t, (s - h(t))/\delta, z/\delta)$ with $s = \Sigma(x), z = Z(x), \delta l := s - h(t)$, and $\delta \mu := z$. Since $\delta$ is sufficiently small, we can regard $\Omega_1$ as approximately $R^2_+$. Let

\[
K^\delta(l, \mu)U := \frac{1}{\delta} D \left\{ -\frac{\delta \kappa}{1 - \delta \mu \kappa} U_{\mu} + \frac{1}{1 - \delta \mu \kappa} \left( \frac{1}{1 - \delta \mu \kappa} U_l \right)_t - U_{ll} \right\}.
\]

Although $K^\delta$ is defined only in $\Omega_1$, we may assume it is appropriately extended in $R^2_+$, e.g. by multiplying $K^\delta$ by cut-off functions disappearing outside of $\Omega_1$ and for sufficiently large $\mu$. Then (3.1) is written as
\[ U_t - \frac{h_t}{\delta} U_t = D \Delta_t \mu U + F(U) + \delta K^\delta (l, \mu) U, \quad t > 0, \quad (l, z) \in \mathbb{R}^2_+. \quad (3.2) \]

Substituting \( U(t, l, \mu) = S(r) + V(t, l, \mu) \) into (3.2) for \( V \in E^\perp \), we have

\[ V_t - \frac{h_t}{\delta} (\cos \theta S_r + V_t) = AV + \delta K^\delta S + O(|V|^2 + \delta^2), \quad (3.3) \]

where \( l = r \cos \theta, \mu = r \sin \theta \), and \( E^\perp := \{ V; \langle V, \phi^* \rangle_2 = 0 \} \). Now we assume \( V = V(T, l, \mu) \) with \( T := \delta t \), and may set \( h_t = \delta h_T = \delta (H_0 + \delta H_1 + \delta^2 H_2 + O(\delta^3)) \) and \( V = \delta V_1 + \delta^2 V_2 + O(\delta^3) \).

Since \( \kappa = \kappa(h(t) + \delta l) = \kappa(h(t)) + \delta k_s(h(t)) + O(\delta^2) \), \( K^\delta \) is expanded as

\[ K_1 U := \kappa(h) D(-U_\mu + 2\mu U_{||}), \quad K_2 U := \kappa_s(h) D(\mu U_1 - l U_\mu + 2\mu l U_{||}) \]

\[ + \kappa^2(h) D(-\mu U_\mu + 3\mu^2 U_{||}). \]

\( H_0 = 0 \) is easily shown. Considering terms of order \( \delta \), we have

\[ - H_1 \cos \theta S_r = AV_1 + K_1 S. \quad (3.4) \]

Taking the inner product of (3.4) with \( \phi^*(l, \mu) = \cos \theta \Phi^*_r(r) \), we have

\[ - \frac{\pi}{2} H_1 = \langle K_1 S, \phi^*_2 \rangle. \quad (3.5) \]

**Lemma 3.1** \( H_1 = 0 \).

**Proof** Since \( \partial_\mu S = \sin \theta S_r \) and \( \partial^2_\mu S = \frac{\sin \theta}{r^2} S_r + \cos^2 \theta S_{rr} \), the direct calculation of the right-hand side of (3.5) gives \( H_1 = 0 \). \( \square \)

In order to obtain \( H_2 \), we now consider terms of order \( \delta^2 \) of (3.3). Then we have

\[ \partial T V_1 - H_2 \cos \theta S_r = AV_2 + K_2 S + K_1 V_1 + \frac{1}{2} F''(S) V_1^2. \quad (3.6) \]

First, we note that \( \partial T V_1 = O(h_T) = O(\delta) \) because \( H_1 = 0 \). Hence from (3.6), \( H_2 \) is given by

\[ - \frac{\pi}{2} H_2 = \left\langle K_2 S + K_1 V_1 + \frac{1}{2} F''(S) V_1^2, \phi^*_2 \right\rangle. \quad (3.7) \]

Since \( V_1 \in E^\perp \) is a unique solution of \( 0 = AV_1 + K_1 S \) and \( K_1 S \) is even with respect to \( l \), \( V_1 = V_1(l, z) \) is also even with respect to \( l \). Hence \( \langle K_1 V_1, \phi^*_2 \rangle = \left\langle \frac{1}{2} F''(S) V_1^2, \phi^*_2 \right\rangle = 0 \) and

\[ - \frac{\pi}{2} H_2 = \langle K_2 S, \phi^*_2 \rangle \]
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hold in (3.7). The right-hand side is directly calculated as

\[
\{K_2S, \phi^s\}_2 = \{K_2S, \cos \theta \Phi_r^s\}_2 = -\frac{4}{15} M_0 \kappa_s(h),
\]

and we have \( H_2 = \frac{8}{15\pi} M_0 \kappa_s(h). \) This shows (1.4).

### 4 Proofs of Theorem 2.1 and Corollary 2.1

#### 4.1 Proof of Theorem 2.1

Let \( L(h) := \mathcal{L}_\delta^s(S(x; h)) = \delta^2D\Delta + F'(S(x; h)) \) in \( \Omega, \) and \( X := C_{unif}(\Omega) \) with the sup-norm \( \| \cdot \|. \)

**Lemma 4.1** The spectral set, say \( I(h) \) of \( L(h), \) is given by \( I(h) = I_0(h) \cup I_1(h), \) where \( I_0(h) \subset \{|\lambda| \leq c \sqrt[4]{\delta}\} \) and \( I_1(h) \subset \{Re\lambda < -\gamma_1\} \) for positive constants \( c \) and \( \gamma_1. \)

**Proof** We take \( 0 < \gamma_1 < \gamma_0 \) such that \( \{Re\lambda > -\gamma_1\} \subset \rho(A_0), \) the resolvent set of \( A_0. \)

First, we consider \( L(h) \) in \( \Omega'_1 := \Omega \setminus \Omega_0. \) In \( \Omega'_1, \) \( L(h) \) is expressed by using the coordinate \( (l, \mu) \) of the tubular neighborhood as

\[
L(h)U = D\Delta_{l,\mu}U + F'(S(r))U + \delta K^\delta(l, \mu)U = AU + \delta K^\delta U
\]

for \( (l, \mu) \in I_\delta := [0, s_0/\delta] \times [0, N_1/\sqrt[4]{\delta}] \) with the Neumann boundary condition at \( \mu = 0 \) and the periodic boundary condition with respect to \( l. \) Here we note that the estimate \( \|\delta K^\delta U\| = O(\sqrt[4]{\delta})\|U\|_{C^2(I_\delta)} \) holds. Hence we appropriately extend the operator \( AU + \delta K^\delta U \) to the one in \( R^2_+ \) by extending the operator \( \delta K^\delta U \) to \( R^2_+ \) satisfying this estimate, which can be done by multiplying \( K^\delta \) by cut-off functions disappearing outside of \( I_\delta. \)

Let \( A_1(h) := A + \delta K^\delta \) in \( C_{unif}(R^2_+). \) Since \( A \) is sectorial as an operator in \( C_{unif}(R^2_+), \) \( \|(\lambda - A)^{-1}\| \leq c_3/|\lambda| \) for \( \lambda \in \rho(A), \) where \( \rho(A) \) denotes the resolvent set of \( A. \) Now we need the following proposition.

**Proposition 4.1**

\[
\|\delta(\lambda - A)^{-1}K^\delta\| \leq \sqrt[4]{\delta}c_3 \left(1 + \frac{1}{|\lambda|}\right)
\]

for \( \lambda \in \rho(A) \) with \( |\lambda| \geq c_4 \sqrt[4]{\delta}. \)

**Proof** Let \( (\lambda - A)^{-1}(\delta K^\delta)g = U. \) Then \( \delta K^\delta g = (\lambda - A)U. \delta K^\delta g \) contains terms of \( g_z, g_{ll}, \) and so on, with \( O(\sqrt[4]{\delta}) \) coefficients. For example, let us consider \( a(l, \mu)g_{ll} = (\lambda - A)U \) for some function \( a = a(l, \mu) \in R \) with \( a = O(\sqrt[4]{\delta}). \) Set \( U^* := (\lambda - A)^{-1}(ag). \) Then \( (\lambda - A)U^*_{ll} = ag_{ll} + 2a_{l}g_{l} + a_{ll}g + (F'(S(r))U^*)_{ll} - F'(S(r))U^*_{ll}. \)
Similarly, setting \( U^{**} := (\lambda - A)^{-1}(a_l g) \), we have \((\lambda - A)U^{**}_1 = a_l g_1 + a_\|g + (F'(S(r))U^{**}_1 - F'(S(r)))U^{**}_1)\). Then \((\lambda - A)(U - U^{**}_1) + 2U^{**}_1 = g^* \) and \(U\) is given by \( U = U^{**}_1 - 2U^{**}_1 + (\lambda - A)^{-1}g^* \), where \( g^* := a_\|g - (F'(S(r))U^{**}_1 + F'(S(r))U^{**}_1 - 2F'(S(r))U^{**}_1) \). Since \( U^{**}_1, U^{**}_1, \) and \( g^* \) are estimated by \( \sqrt{\delta}c_4 \left( 1 + \frac{1}{|\lambda|} \right) \|g\|, \|U\| \leq \sqrt{\delta}c_5 \left( 1 + \frac{1}{|\lambda|} \right) \|g\| \). All other cases are treated similarly.

Let us come back to the proof of Lemma 4.1. We consider \((\lambda - A_1(h))U = g\) for \(\lambda \in \rho(A)\). Since \(\lambda \in \rho(A)\),

\[
\{Id - \delta(\lambda - A)^{-1}K^\delta\}U = (\lambda - A)^{-1}g.
\]

If the inequality \(|\lambda| \geq c_6^{4\sqrt{\delta}}\) holds, Proposition 4.1 implies

\[
\|\delta(\lambda - A)^{-1}K^\delta\| \leq \sqrt{\delta}c_3 \left( 1 + \frac{1}{|\lambda|} \right) \leq c_7 \left( \sqrt{\delta} + \sqrt[4]{\delta} \right)
\]

because \(\delta K^\delta = O(\sqrt{\delta})\). Thus \((\{Id - \delta(\lambda - A)^{-1}K^\delta\})\) is invertible, and \(U\) is given by

\[
U = \{Id - \delta(\lambda - A)^{-1}K^\delta\}^{-1}(\lambda - A)^{-1}g,
\]

which shows

\[
\|((\lambda - A_1(h))^{-1}\| \leq \frac{c_8}{|\lambda|}
\]

for \(\lambda \in \rho(A)\) with \(|\lambda| \geq c_6^{4\sqrt{\delta}}\). Here we note that \(A_1(h)\) is an operator in \(C_{unif}(R^2_+)\). Since \(s_0/\delta\) is sufficiently large, we may assume (4.1) holds for \(A_1(h)\) in \(R^2_+ := \{0 \leq \mu < \infty, 0 \leq l \leq s_0/\delta\} \).

Let \(L_0 := \delta^2 D^2A + F'(0)\) in \(\Omega\), and \(L_1(h)\) of \((x, y) \in \Omega_1\) be the operator \(A_1(h)\) of \((l, \mu) \in C_{unif}(R^2_+), \) expressed with the original coordinates \(s = \delta l + h\) and \(z = \delta \mu\). We may assume \(L_1(h)\) is defined in \(\Omega_3 := \Omega(3N_1\sqrt{\delta})\). Define \(D(\lambda) := \chi_1(x)(\lambda - L_1(h))^{-1}\chi_1(x) + \chi_0(x)(\lambda - L_0)^{-1}\), where \(\chi_1(x)\) is a cut-off function satisfying \(0 \leq \chi_1(x) \leq 1, \chi_1(x) = 1\) for \(x \in \Omega_1\), and \(\chi_1(x) = 0\) for \(x \in \Omega \setminus \Omega_3\). Here we note that \(L(h) = L_1(h)\) in \(\Omega_1\) and

\[
(\lambda - L(h))D(\lambda) = Id
\]

in \(\Omega_1 \cup \Omega',\) where \(\Omega' := \Omega \setminus \Omega_1\). Since \(\Omega = \Omega_1 \cup \Omega' \cup \Omega_0 \cup \Omega_2\), it suffices to consider in \(\Omega_2\). Let \(U_0 := (\lambda - L_0)^{-1}g\) and \(U_1 := (\lambda - L_1(h))^{-1}\chi_1 g\).

**Proposition 4.2** If \(Re \lambda > -\gamma_1\) for \(\gamma_1 > 0\), then

\[
\|U_1 - U_0\|_{C^2(\Omega_2)} \leq c_{10}e^{-\gamma_9/\sqrt{\delta}} \left( \|U_0\|_{C^0(\Omega_3)} + \|U_1\|_{C^0(\Omega_3)} \right)
\]

for \(c_9, c_{10} > 0\).

The proof of this proposition will be shown in the appendix.
We can write \( U_0 = U_1 + B_0(h)U_0 + B_1(h)U_1 \) with \( \|B_j(h)\| \leq O(e^{-c_0/\sqrt{\delta}}) \) in \( \Omega_2 \). Hence it follows in \( \Omega_2 \)
\[
(\lambda - L(h))D(\lambda)g = (\lambda - L(h))(\chi_1 U_1 + \chi_0 U_0) = g + B_2(h)g,
\]
where \( B_2(h)g := (\lambda - L(h))\chi_0 B_0(h)\chi_0 (\lambda - L_0)^{-1} g + B_1(h)(\lambda - L_1(h))^{-1} \chi_1 g \) with \( \|B_2(h)\| \leq O(e^{-c_0/\sqrt{\delta}}) \). We may assume \( B_2(h) \) is defined in \( \Omega \) with the same estimate. Then from (4.2), it follows in \( \Omega \)
\[
(\lambda - L(h))D(\lambda)g = g + B_2(h)g.
\]
Since \( \|B_2(h)\| \leq O\left(\frac{e^{-c_0/\sqrt{\delta}}}{|\lambda|}\right) \leq O\left(\frac{e^{-c_0/\sqrt{\delta}}}{\sqrt{\delta}}\right) \ll 1 \) for \( |\lambda| \geq c_11^{4/\delta} \), \( (I_d + B_2(h)) \) is invertible. Thus we find that
\[
(\lambda - L(h))D(\lambda)(I_d + B_2(h))^{-1} = I_d
\]
and
\[
(\lambda - L(h))^{-1} = D(\lambda)(I_d + B_2(h))^{-1} = D(\lambda)(I_d + B_3(h)),
\]
where \( B_3(h) := (I_d + B_2(h))^{-1} - I_d \) with \( \|B_3(h)\| \leq O(e^{-c_0/\sqrt{\delta}}) \). This shows \( \{ |\lambda| \geq c_11^{4/\delta} \} \cap \{ \text{Re} \lambda > -\gamma_1 \} \subset \rho(L(h)) \). □

Let \( X^\omega \) be the fractional powered space of \( X \) for \( 1/2 < \omega < 1 \). Then we note that \( \|\nabla U\| \leq c\|U\|_\omega \) for \( c > 0 \), where \( \| \cdot \|_\omega \) is the norm of \( X^\omega \). Let \( Q(h) := \frac{1}{\pi\delta} \int_{C_0} (\lambda - L(h))^{-1} d\lambda \) and \( R(h) := I_d - Q(h) \), where \( C_0 \) is a circle surrounding \( I_0(h) \) in the region \( \{ \text{Re} \lambda > -\gamma_1 \} \). Then in a way quite similar to Lemma 5.2 in [6], \( Q(h)U = \frac{2}{\pi\delta} \int [U, \phi^*(h)]_2 \phi(x; h) + B_4(h)U \) with \( \|B_4(h)\| \leq O(\delta) \), and \( I_0(h) = \{ \lambda_0(h) \} \) with \( |\lambda_0(h)| \leq O(\delta) \), where \( \phi(h)(x) := \chi_1(x)\delta_1 S(r(x); h)/\delta \) and \( \phi^*(h)(x) := \chi_1(x)\delta_1 S(r(x); h)/\delta \). Let \( \varphi(h) \) and \( \varphi^*(h) \) be eigenfunctions corresponding to the spectral set \( I_0(h) \) of \( L(h) \) and the adjoint operator \( L^*(h) \), respectively satisfying \( \varphi(h)(x) = \phi(h)(x) + O(\delta) \) and \( \varphi^*(h)(x) = \phi^*(h)(x) + O(\delta) \). Note that \( \langle \phi(h), \varphi^*(h) \rangle_2 = \frac{\delta^2}{2} + O(\delta^3) \). Set \( E(h) := Q(h)X \) and \( E^\perp(h) := R(h)X \). Now we can construct a map \( \Pi(h) : E^\perp(h_0) \to E^\perp(h) \) such that
\[
\|\Pi(h)\|, \|\Pi^{-1}(h)\| \leq c, \quad \|\Pi(h)W\| \leq c\|\nabla W\| \quad (4.4)
\]
for \( 0 \leq h \leq s_0 \) (periodic with respect to \( h \)). This is proved in Appendices.

Define \( \Xi(x; h) := \chi_1(x)\delta_1 V_1(l, \mu) \) for \( l = (\Sigma(x) - h)/\delta \) and \( \mu = Z(x)/\delta \), where \( V_1(l, \mu) \in E^\perp \) is the function defined in (3.4).

Defining \( S(x; h, \delta) := S(x; h) + \delta \Xi(x; h) \) and substituting \( U = S(x; h, \delta) + \Pi(h)W \) for \( W \in E^\perp(h_0) \), we have
\[
h_t(S_h(h, \delta) + \Pi(h)W) + \Pi(h)W_t = \mathcal{L}(S(h, \delta)) + L(h)\Pi(h)W + G(W, h), \quad (4.5)
\]
with \( |G(W, h)| \leq c|W|^2 \). Define \( W(D_1) := \{ W \in E^\perp(h_0) \cap X^\omega \} \), \( \|W\|_\omega \leq D_1\delta^2 \) and \( W(D_1, D_2) := \{ W \in C([0, s_0]; E^\perp(h_0)) \} \), \( \|W(h)\|_\omega \leq D_1\delta^2 \).
\[ \|W(h) - W(k)\|_\infty \leq D_2 \delta |h - k| \]. Since \( \partial_h S(x; h) = -\frac{1}{\delta r(x; h)} S_r (r(x; h)/\delta) + O(\delta) = -\frac{1}{\delta} \partial_h S(r(x; h)/\delta) + O(\delta) \), we have \( \langle \partial_h S(h, \delta), \phi^*(h) \rangle_2 = -\frac{2}{\pi} \delta + O(\delta^2) \). Then for \( W \in W(D_1) \) operating \( Q(h) \) on (4.5), we have
\[
h_t \left( \left( \frac{\pi}{2} \delta + O(\delta^2) \right) = \langle L(S(h, \delta)), \phi^*(h) \rangle_2 + O(\delta^6) \right)
\]
because \( \phi^*(h)(x) \) is a function of the form \( E(r(x; h)/\delta, \theta) \) for some function \( E(r, \theta) \) decaying exponentially with respect to \( r \). Hence we can write \( h_t = G_1(W, h) \) satisfying \( G_1(W, h) = -\frac{2}{\pi} \delta \langle L(S(h, \delta)), \phi^*(h) \rangle_2 + O(\delta^5) \). Since
\[
\langle L(S(h, \delta)), \phi^*(h) \rangle_2 = -\delta^4 \frac{4}{15} M_0 \kappa_s(h) + O(\delta^5)
\]
by the calculation in Sect. 3, we have
\[
G_1(W, h) = \delta^3 \frac{8}{15 \pi} M_0 \kappa_s(h) + O(\delta^4)
\]  
(4.6)
for \( W \in W(D_1) \).

On the other hand, operating \( R(h) \) on (4.5), we have
\[
h_t O(\delta^2) + \Pi(h) W = R(h) L(S(h, \delta)) + L(h) \Pi(h) W + R(h) G(W, h)
\]
\[
= L(h) \Pi(h) W + O(\delta^2).
\]
Thus, (4.5) is written as
\[
\begin{align*}
\begin{cases}
  h_t = G_1(h, W), \\
  W_t = \widetilde{L}(h) W + G_2(h, W),
\end{cases}
\end{align*}
\]  
(4.7)
where \( \widetilde{L}(h) := \Pi^{-1}(h) L(h) \Pi(h) \) and \( G_2(h, W) := \Pi^{-1}(h) \{ R(h) L(S(h, \delta)) + R(h) G(W, h) - G_1(h, W) R(h) S_h \} = O(\delta^2) \). Moreover it follows that for \( W, V \in W(D_1) \),
\[
\|\widetilde{L}(h) - \widetilde{L}(k)\| \leq \frac{c_{12}}{\delta} |h - k|,
\]
\[
|G_1(h, W) - G_1(k, V)| \leq c_{13} \delta^2 \{ |h - k| + \|W - V\|_\infty\},
\]
\[
\|G_2(h, W) - G_2(k, V)\| \leq c_{14} \delta \{ |h - k| + \|W - V\|_\infty\}.
\]
Combining the above estimates and (4.4), we can show the existence of an attractive invariant manifold \( \mathcal{M} := \{ W = \sigma^*(h) \in W(D_1, D_2) : 0 \leq h \leq s_0 \} \) in (4.7) for an appropriately taken \( D_1, D_2 \) in a way quite similar to [6]. That is, the solution \( U(t, x) \) of (1.2) is given by
\[
U(t, x) = S(x; h(t)) + \delta E(x; h(t)) + \Pi(h(t)) \sigma^*(h(t))(x),
\]
which completes the proof of the theorem.
4.2 Proof of Corollary 2.1

In the first equation of (4.7), \( h \) satisfies

\[
h_t = G_1(h, \sigma^*(h)) = \delta^3 G_1^*(h, \sigma^*(h)) =: \delta^3 G^{**}(h; \delta).
\]

Since \( \sigma^* \in W(D_1, D_2) \), a stable (or unstable) equilibrium \( h^* \) of \( \frac{8}{15\pi} M_0 \kappa_s(h) = G^{**}(h; 0) \), in the linearized sense, generates a stable (or unstable) equilibrium of \( G^{**}(h; \delta) \) by the implicit function theorem for small \( \delta > 0 \), which completes the proof.

5 Proofs of Theorem 2.2 and Corollary 2.2

5.1 Proof of Theorem 2.2

If \( h := h_2 - h_1 > \beta \delta |\log \delta| \) for a large \( \beta > 0 \), then we have \( \sqrt{\delta} e^{-\alpha h/\delta} \leq O(\delta^4) \), which trivially implies the equation (2.2). Hence it suffices to consider the case when \( \beta_1 \delta |\log \delta| \leq h = h_2 - h_1 \leq \beta_2 \delta |\log \delta| \) for \( 0 < \beta_1 < \beta_2 \).

Let \( S(x; h_1, h_2) := S(x; h_1) + S(x; h_2) \) and \( L(h_1, h_2) := \mathcal{L}_2(S(x; h_1, h_2)) = \delta^2 \Delta + F'(S(x; h, h_2)) \). Taking the tubular coordinate \((l, \mu)\) defined by \( s = \Sigma(x), z = Z(x) \) and \( \delta l := s - h_1(t), \delta \mu := z \) and letting \( S(l, \mu) := S(r) \) with \( r := \sqrt{l^2 + \mu^2} \), we have \( S(x; h_1, h_2) = S(l, \mu) + S(l - h/\delta, \mu) =: S(l, \mu; h) \) and

\[
L(h_1, h_2) U = D \left\{ U_{\mu\mu} - \frac{\delta \kappa}{1 - \delta \mu \kappa} U_{\mu} + \frac{1}{1 - \delta \mu \kappa} \left( \frac{1}{1 - \delta \mu \kappa} U_{ll} \right) \right\} + F'(S(l, \mu; h)) U + \delta K^\delta(l, \mu) U
\]  

(5.1)

in \( \Omega_1 \), where \( \kappa = \kappa(h_1 + \delta l) \). The inequality \( \beta_1 \delta |\log \delta| \leq h = h_2 - h_1 \leq \beta_2 \delta |\log \delta| \) leads to \( \beta_1 |\log \delta| \leq h/\delta \leq \beta_2 |\log \delta| \).

On the other hand, \( L(h_1, h_2) = L_0 + O(e^{-c/\sqrt{\delta}}) \) in \( \Omega_0 \). Then in quite a similar manner to the proof of Lemma 4.1, we can show

Lemma 5.1 The spectral set, say \( I(h_1, h_2) \) of \( L(h_1, h_2) \), is given by \( I(h_1, h_2) = I_0(h_1, h_2) \cup I_1(h_1, h_2) \), where \( I_0(h_1, h_2) \subset \{ |\lambda| \leq c \sqrt{\delta} \} \) and \( I_1(h_1, h_2) \subset \{ Re \lambda < -\gamma \} \) for positive constants \( c \) and \( \gamma \).

The rest of the proof is completed by combining the proofs of Theorem 2.1 [6,8]. In fact, we can show the existence of an exponentially attractive local invariant manifold \( \mathcal{M} := \{ S(x; h_1, h_2) + \sigma^*(h_1, h_2)(x); c_1 < h_1 < h_2 < s_0 - c_1, c_2 |\delta \log \delta| < h_2 - h_1 < \frac{1}{2} c_1 \} \) with \( \| \sigma^*(h_1, h_2) \|_{\omega} \leq O(\delta) \).

5.2 Proof of Corollary 2.2

We omit the details here, but the proof is quite similar to the proof of Corollary 2.1. We substitute \( S(x; h_1, h_2) + \sigma^*(h_1, h_2)(x) \) into the equations \( \delta_t h_1 \) and \( \delta_t h_2 \) and use the implicit function theorem.
The positivity of the constant $M_1$ was proved in [8]. Now we calculate the value of the constant $M_0$.

Under the assumptions of the corollary, there exists a spike solution $S$ of (1.5) of the form $S(r) = (U(r/\varepsilon), V(r))$ in $R^2_+$, where $r := \sqrt{I^2 + \mu^2}$, and functions $U(\xi)$ and $V(r)$ are exponentially decaying positive functions. The function $\Phi^*(r)$ in the definition of the constant $M_0$ is given by

$$\Phi^*(r) = \frac{1}{\int_0^\infty \rho(U_\rho)^2 d\rho} (U(r/\varepsilon), 0) + o(1)$$

as $\varepsilon \downarrow 0$ by the result of [8]. Hence the approximate value of $M_0$ is calculated as

$$M_0 = \frac{8}{15\pi} \varepsilon \left( 5 \int_0^\infty \rho(U_\rho)^2 d\rho - 2 \int_0^\infty \rho(U_\rho)^2 d\rho + o(1) \right) > 0.$$  

Assumptions (H1)–(H3) are also discussed in [8], but on the whole $R^2$ space. Then (H1)–(H3) in this paper are easily checked by the restriction to $R^2_+$. In fact, the semisimpleness of the 0 eigenvalue in $R^2$ [8] directly leads to (H2) and (H3).

6 Analysis of ODE (2.3)

In this section, we give the proof of the following theorem.

**Theorem 6.1** Equation (2.3) has a linearly stable unique equilibrium, say $P = (p_1, p_2)$, if both $M_0$ and $M_1$ are positive.

**Proof** With the loss of generality, we may assume $\Gamma(0) \in \partial\Omega$ is a point of maximal curvature. Equilibria of (2.3) satisfy

$$\begin{cases}
0 = M_0 \delta^3 \frac{d\kappa}{ds}(p_1) - M_1 \frac{\delta}{p} e^{-ap/\delta}, \\
0 = M_0 \delta^3 \frac{d\kappa}{ds}(p_2) + M_1 \frac{\delta}{p} e^{-ap/\delta},
\end{cases} \quad (6.1)$$

where $p = p_2 - p_1$. Equation (6.1) leads to

$$\frac{d\kappa}{ds}(p_1) + \frac{d\kappa}{ds}(p_2) = 0. \quad (6.2)$$
Since $p_1, p_2$ are small, we can expand $\kappa_s(p_1)$ and $\kappa_s(p_2)$ as

\[
\begin{align*}
\frac{d\kappa}{ds}(p_1) &= \frac{d\kappa}{ds}(0) + p_1 \frac{d^2\kappa}{ds^2}(0) + \frac{1}{2} p_1^2 \frac{d^3\kappa}{ds^3}(0) + O(p_1^3), \\
\frac{d\kappa}{ds}(p_2) &= \frac{d\kappa}{ds}(0) + p_2 \frac{d^2\kappa}{ds^2}(0) + \frac{1}{2} p_2^2 \frac{d^3\kappa}{ds^3}(0) + O(p_2^3).
\end{align*}
\] (6.3)

Since $p$ is also small, $p_1$ and $p_2$ can be expanded respectively as

\[
p_1 = (a_1 - 1)p + a_2 p^2 + O(p^3), \quad p_2 = a_1 p + a_2 p^2 + O(p^3),
\]

for some constants $a_1$ and $a_2$. Therefore (6.3) is rewritten as

\[
\begin{align*}
\frac{d\kappa}{ds}(p_1) &= \kappa_0^{(2)} [(a_1 - 1)p + a_2 p^2] + \frac{1}{2} \kappa_0^{(3)} (a_1 - 1)^2 p^2 + O(p^3), \\
\frac{d\kappa}{ds}(p_2) &= \kappa_0^{(2)} [a_1 p + a_2 p^2] + \frac{1}{2} \kappa_0^{(3)} a_1^2 p^2 + O(p^3),
\end{align*}
\]

where

\[
\frac{d\kappa}{ds}(0) = 0, \quad \kappa_0^{(2)} := \frac{d^2\kappa}{ds^2}(0) < 0, \quad \kappa_0^{(3)} := \frac{d^3\kappa}{ds^3}(0).
\]

Thus (6.2) is rewritten as

\[
\left(2\kappa_0^{(2)} a_1 - \kappa_0^{(2)}\right) p + \left(2\kappa_0^{(2)} a_2 + \kappa_0^{(3)} a_1^2 - \kappa_0^{(3)} a_1 + \frac{1}{2} \kappa_0^{(3)}\right) p^2 + O(p^3) = 0.
\]

Then $a_1$ and $a_2$ are determined by

\[
2\kappa_0^{(2)} \left( a_1 - \frac{1}{2} \right) = 0, \quad 2\kappa_0^{(2)} a_2 + \kappa_0^{(3)} \left( a_1^2 - a_1 + \frac{1}{2} \right) = 0,
\]

and hence

\[
a_1 = \frac{1}{2}, \quad a_2 = -\frac{1}{8} \frac{\kappa_0^{(3)}}{\kappa_0^{(2)}}
\]

and

\[
p_2 = \frac{1}{2} p - \frac{1}{8} \frac{\kappa_0^{(3)}}{\kappa_0^{(2)}} p^2 + O(p^3).
\] (6.4)

Here,

\[
M_0 \delta^3 \left( \kappa_0^{(2)} p_2 + \frac{1}{2} \kappa_0^{(3)} p_2^2 \right) + M_1 \sqrt{\frac{\delta}{\rho}} e^{-\alpha p/\delta} + O(\delta^3 p_2^3) = 0
\] (6.5)
holds by (6.1) and (6.3). Substituting (6.4) into (6.5), it follows that
\[
M_0 \delta^3 \left\{ \kappa_0^{(2)} \left( \frac{1}{2} p - \frac{1}{8} \kappa_0^{(3)} p^2 \right) + \frac{1}{2} \kappa_0^{(3)} \left( \frac{1}{2} p \right)^2 \right\} + M_1 \sqrt{\frac{\delta}{p}} e^{-\alpha p / \delta} + O(\delta^3 p^3) = 0,
\]
and hence
\[
\frac{1}{2} M_0 \delta^3 \kappa_0^{(2)} p + M_1 \sqrt{\frac{\delta}{p}} e^{-\alpha p / \delta} + O(\delta^3 p^3) = 0. \tag{6.6}
\]
Specially, the lowest-order part of (6.6) is
\[
\frac{1}{2} M_0 \delta^3 \kappa_0^{(2)} p + M_1 \sqrt{\frac{\delta}{p}} e^{-\alpha p / \delta} = 0. \tag{6.7}
\]

**Proposition 6.1** Equation (6.7) has a unique solution.

**Proof** Equation (6.7) can be rewritten as
\[
\frac{1}{2} M_0 \delta^4 \kappa_0^{(2)} \frac{p}{\delta} = - M_1 \sqrt{\frac{1}{\bar{\delta}} e^{-\alpha p / \bar{\delta}}}. \tag{6.8}
\]
Define \( f(x) := \frac{1}{2} M_0 \delta^4 \kappa_0^{(2)} x \), \( g(x) := - M_1 x^{-1/2} e^{-\alpha x} \) for \( x > 0 \). Then \( \kappa_0^{(2)} < 0 \) yields a monotone decrease of \( f(x) \). On the other hand, \( g'(x) = M_1 x^{-3/2} e^{-\alpha x} \left( \frac{1}{2} + \alpha x \right) > 0 \) leads to the monotone increase of \( g(x) \). Since \( \lim_{x \to 0} f(x) = 0 \), \( \lim_{x \to \infty} f(x) = -\infty \), \( \lim_{x \to 0} g(x) = -\infty \), and \( \lim_{x \to \infty} g(x) = 0 \), we use the intermediate value theorem to show that there is only one intersection of \( f(x) \) and \( g(x) \). Thus (6.7) has a unique solution. \( \square \)

**Proposition 6.2** \( p = O(\delta \log \delta) \).

**Proof** Putting \( \bar{\delta} = p / \delta \), we have
\[
- \frac{1}{2} M_0 \delta^4 \kappa_0^{(2)} \bar{\delta} = M_1 \sqrt{\frac{1}{\bar{\delta}} e^{-\alpha \bar{\delta}}} (> 0)
\]
by (6.7). Suppose \( \lim_{\delta \to 0} \bar{\delta} = 0 \). Then the right hand side of (6.8) goes to \( \infty \) as \( \delta \to 0 \). But this means that \( \lim_{\delta \to 0} \delta^4 \bar{\delta} = \infty \), which leads to the contraction. Therefore \( \lim_{\delta \to 0} \bar{\delta} \neq 0 \). That is, there is a positive constant \( C > 0 \) such that \( \bar{\delta} \geq C \) and
\[
- \frac{1}{2} M_0 \delta^4 \kappa_0^{(2)} C \leq - \frac{1}{2} M_0 \delta^4 \kappa_0^{(2)} \bar{\delta} = M_1 \sqrt{\frac{1}{\bar{\delta}} e^{-\alpha \bar{\delta}}} \leq M_1 \sqrt{\frac{1}{C} e^{-\alpha \bar{\delta}}}.
\]
Setting $C_1 := -\frac{1}{2} \frac{M_0 \kappa_0}{M_1} C \sqrt{C} (> 0)$, we have $C_1 \delta^4 \leq e^{-\alpha \tilde{p}}$ and

$$\tilde{p} \leq -\frac{1}{\alpha} \log C_1 + \frac{4}{\alpha} |\log \delta| \leq C_2 |\log \delta| \quad (6.9)$$

for a constant $C_2 > 0$. Noting

$$e^{-2\alpha \tilde{p}} \leq \sqrt{\frac{1}{\tilde{p}} e^{-\alpha \tilde{p}}}$$

by the inequality $e^{-\alpha x} \leq \sqrt{1/x}$ ($x > 0$), we have

$$e^{-2\alpha \tilde{p}} \leq \sqrt{1/\tilde{p}} e^{-\alpha \tilde{p}} = -\frac{1}{\tilde{p}} \frac{M_0 \kappa_0}{2 M_1} \delta^4 \leq -\frac{1}{2} \frac{M_0 \kappa_0}{M_1} C_2 \delta^3 (|\log \delta|).$$

Setting $C_3 := -\frac{1}{2} \frac{M_0 \kappa_0}{M_1} C_2 (> 0)$, we also have $e^{-2\alpha \tilde{p}} \leq C_3 \delta^3$ and

$$\tilde{p} \geq -\frac{1}{2\alpha} \log C_3 + \frac{3}{2\alpha} |\log \delta|. \quad (6.10)$$

Equations (6.9) and (6.10) complete the proof.

\[\square\]

**Proposition 6.3** $P = (p_1, p_2)$ is stable in the linearized sense.

**Proof** We define the right-hand side of (2.3) by $G(h_1, h_2)$, $H(h_1, h_2)$:

\[
H(h_1, h_2) := M_0 \delta^3 \frac{d\kappa}{ds}(h_1) - M_1 \frac{\delta e^{-ah/\delta}}{h}, \\
G(h_1, h_2) := M_0 \delta^3 \frac{d\kappa}{ds}(h_2) + M_1 \frac{\delta e^{-ah/\delta}}{h}.
\]

Then, the linearized operator $L_P$ of (2.3) with respect to $P = (p_1, p_2)$ can be represented as

$$L_P = \begin{pmatrix}
\frac{\partial H}{\partial h_1} & \frac{\partial H}{\partial h_2} \\
\frac{\partial G}{\partial h_1} & \frac{\partial G}{\partial h_2}
\end{pmatrix}_{(h_1, h_2) = (p_1, p_2)} = \begin{pmatrix}
\tilde{\alpha} - \tilde{\gamma} \\
\tilde{\beta} - \tilde{\gamma}
\end{pmatrix},$$

where

\[
\tilde{\alpha} := M_0 \delta^3 \frac{d^2\kappa}{ds^2}(p_1) (< 0), \\
\tilde{\beta} := M_0 \delta^3 \frac{d^2\kappa}{ds^2}(p_2) (< 0), \\
\tilde{\gamma} := M_1 \sqrt{\frac{\delta}{\tilde{p}} e^{-\alpha p/\delta}} \left(\frac{1}{2p} + \frac{p}{8}\right) (> 0).
\]
Thus, it follows $\text{tr} \, L_p = (\tilde{\alpha} + \tilde{\beta}) - 2\tilde{\gamma} < 0$ and $\det L_p = \tilde{\alpha} \tilde{\beta} - (\tilde{\alpha} + \tilde{\beta})\tilde{\gamma} > 0$. Thus $P = (p_1, p_2)$ is stable in the linearized sense. \hfill \qed
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7 Appendices

In this section, we give the proofs of Propositions 4.2 and (4.4).

7.1 Proof of Proposition 4.2

In this proof, we use the symbols $c$, $c'$, $c''$, $\cdots$ as general positive constants independent of small $\delta > 0$.

Let $\Omega_{1/2} := \Omega \left(\frac{1}{2} N \sqrt{\delta} \right)$ and $\Omega'_0 := \Omega \setminus \Omega_{1/2}$. For any $x_0 \in \Omega_2$, we define two balls $B_{r_0}(x_0) \subset B_{\sqrt{r_1}}(x_0) \subset \Omega_0^\prime$ for $r_0$, $r_1 > 0$, where $B_r(x_0) := \{x \in \Omega_1; \ |x - x_0| < r \}$. Since $|S(x; h)| \leq O(e^{-c'/\sqrt{\delta}})$ in $\Omega'_0$ for $c > 0$, $L_1(h)$ can be expressed as $L_1(h) = L_0 + C_1(h)$ with $|C_1(h)| \leq ce^{-c'/\sqrt{\delta}}$ in $\Omega'_0$ for $c$, $c' > 0$. Then $(\lambda - L_0)(U_1 - U_0) = C_1(h)U_1$ in $B_{\sqrt{r_1}}(x_0) \subset \Omega'_0$. Taking the stretched coordinate $\xi := (x - x_0)/\delta$, we see that the equation $(\lambda - L_0)(U_1 - U_0) = C_1(h)U_1$ in $B_{\sqrt{r_1}}(x_0)$ becomes

$$
(\lambda - A_0)(U_1 - U_0) = C_2(h)U_1, \quad \xi \in B_1^*, \quad (7.1)
$$

where $A_0 := D \Delta \xi + F'(0), B_1^* := B_{1/\sqrt{\delta}}(0)$ and $C_2(h)$ satisfies $|C_2(h)| \leq ce^{-c'/\sqrt{\delta}}$ for $c$, $c' > 0$.

Since $\delta$ is sufficiently small, $B_1^*$ is nearly $R^2$ and the assumption (H2)' says that $(\lambda - A_0)$ is also invertible in $X_0 := C_{\text{unif}}(R^2)$ by taking $\lambda$ in the resolvent set of $A_0$. Here we note that the spectral set $I(A_0)$ is the same even if we consider that $A_0$ is in the whole space $R^2$. Now we may extend $C_2(h)$, $U_0$, and $U_1$ to $R^2$ with similar estimates $|C_2(h)| \leq ce^{-c'/\sqrt{\delta}}$, $\|U_0\|_{X_0} \leq \|U_0\|_{C_0(B_1^* \setminus \Omega_1)} \leq \|U_0\|_{C_0(\Omega_2)}$, and $\|U_1\|_{X_0} \leq \|U_1\|_{C_0(\Omega_2)} \leq \|U_1\|_{C_0(\Omega_3)}$, respectively, for $c$, $c' > 0$. Since $(\lambda - A_0)$ is invertible in $X_0$, there exist unique $W \in X_0$ satisfying $(\lambda - A_0)W = C_2(h)U_1$ in $R^2$. Subtracting this equation from (7.1) on both sides, we have

$$
(\lambda - A_0)(U_1 - U_0 - W) = 0, \quad \xi \in B_1^*. \quad (7.2)
$$

Since $\text{Re} \lambda > -\gamma_1, \text{dist} \{\lambda, I(A_0)\} > \gamma_2$ for $\gamma_2 > 0$. Hence we have $W = (\lambda - A_0)^{-1}C_2(h)U_1$ and

$$
\|W\|_{C_2(R^2)} \leq ce^{-c'/\sqrt{\delta}} \|U_1\|_{X_0} \leq ce^{-c'/\sqrt{\delta}} \|U_1\|_{C_0(\Omega_3)}
$$

Springer
for \( c, \; c' > 0 \), and it suffices to show that

\[
\| U_1 - U_0 - W \|_{C^2(B_0^*)} \leq O \left( e^{-c'/\sqrt{\delta}} \right) \| U_1 - U_0 - W \|_{C^0(B_1^*),} (7.3)
\]

where \( B_0^* := B_{r_0}(0) \).

Let \( V := U_1 - U_0 - W \), and consider the equation

\[
(\lambda - A_0) V = 0, \quad \xi \in B_1^*
\]

for \( \lambda \in \mathbb{C} \) with \( \Re \lambda > -\gamma_1 \).

First consider \((7.4)\) in the interval \( I_1^* := (-r_1/\sqrt{\delta}, r_1/\sqrt{\delta}) \subset \mathbb{R}^1 \). Then \((7.4)\) corresponds to

\[
\lambda V - DV'' - F_0 V = 0,
\]

where \( F_0 := F'(0) \). If \( V(\xi) = e^{\mu \xi} b \), then

\[
(\mu^2 D + F_0 - \lambda) b = 0, \quad (7.5)
\]

that is,

\[
det(\mu^2 D + F_0 - \lambda) = 0. \quad (7.6)
\]

**Lemma 7.1** \( \mu \) in \((7.6)\) satisfies \( |\Re \mu| \geq \gamma_3 > 0 \), independent of \( \Re \lambda > -\gamma_1 \).

**Proof** Define \( \Xi(\tau) := -\tau D + F_0 \), and let \( I(\tau) \) be the set of eigenvalues of \( \Xi(\tau) \). Then by using a Fourier transform, we see that the spectral set \( I(A_0) \) is given by \( I(A_0) = \bigcup_{\tau \geq 0} I(\tau) \).

Putting \( \mu^2 = a + ib(a, b \in \mathbb{R}, i := \sqrt{-1}) \) and substituting it into the eigenvalue equation \((7.5)\), we have

\[
(I + ib(aD + F_0 - \lambda)^{-1} D) b = 0 \quad (7.7)
\]

if \((aD + F_0 - \lambda)^{-1}\) exists. Let \( E(\lambda) := \{ I + ib(aD + F_0 - \lambda)^{-1} D \} \).

First, we consider the case \( a \leq 0 \). Put \( a = -\tau (\tau \geq 0) \). In this case,

\[
\frac{c}{|\lambda|} \leq |(-\tau D + F_0 - \lambda)^{-1}| \leq c'
\]

for \( c, \; c' > 0 \) because of \( dist(\lambda, I(A_0)) > \gamma_2 \). Hence if \( |b| \) is sufficiently small, \( E(\lambda) \) is invertible and \( b \) must be zero vector in \((7.7)\). This contradicts \((7.6)\). Thus, \( |b| \geq \gamma_4 \) for \( \gamma_4 > 0 \).

On the other hand, it follows that \( dist(\lambda, I(\tau)) \to \infty \) as \( \tau \to \infty \) uniformly for \( \Re \lambda > -\gamma_1 \) and hence

\[
(-\tau D + F_0 - \lambda)^{-1} \to 0
\]

\( \square \) Springer
as \( \tau \to \infty \) uniformly for \( \text{Re} \lambda > -\gamma_1 \), which means \( E(\lambda) \) is invertible. Thus, \( \tau \) must be \( \tau \leq \gamma_5 \) for \( \gamma_5 > 0 \). Since \( \text{Re} \mu \) is given by

\[
|\text{Re} \mu|^2 = \frac{b^2}{2\tau + \sqrt{\tau^2 + b^2}},
\]

the estimates \( |b| \geq \gamma_4 \) and \( 0 \leq \tau \leq \gamma_5 \) imply \( |\text{Re} \mu| \geq \gamma_3 \) for \( \gamma_3 > 0 \).

Next we consider the case \( a > 0 \). In this case, \( |\text{Re} \mu| \) is given by

\[
|\text{Re} \mu|^2 = \frac{a + \sqrt{a^2 + b^2}}{2} \geq \frac{1}{2} (a + |b|).
\]

Therefore, it suffices to show \( (a + |b|) > \gamma_6 \) for \( \gamma_6 > 0 \).

Since \( \text{dist} \{ \lambda, I(A_0) \} > \gamma_2 \) for \( \text{Re} \lambda > -\gamma_1 \), we have \( \text{dist} \{ \lambda, I'(A_0) \} > \gamma_2' \), where \( I'(A_0) := \bigcup_{\tau \geq -\gamma_1} I(\tau) \) for \( \gamma_1' > 0 \). Hence, \( (aD + F_0 - \lambda)^{-1} \) is uniformly bounded for \( 0 \leq a \leq \gamma_1 \) and \( \text{Re} \lambda > -\gamma_1 \). If \( |b| \) is arbitrarily small, \( 7.7 \) leads to the invertibility of \( E(\lambda) \). That is, if \( 0 \leq a \leq \gamma_1 \) and \( |b| \leq \gamma_8 \) for \( \gamma_8 > 0 \), then \( E(\lambda) \) is invertible, which contradicts \( 7.6 \). Thus, either \( |b| > \gamma_8 \) or \( a > \gamma_7 \). Then we have \((a + |b|) > \gamma_6 \) for \( \gamma_6 > 0 \).

Finally, we consider \((7.4)\) in \( B^*_1 \). Let \( V = V(r, \theta) = \sum_{n=-\infty}^{\infty} b_n(r)e^{in\theta} \) and \( g(\theta) := V|\partial B^*_1 \), where \((r, \theta)\) is the polar coordinate of \( B^*_1 \) and \( b_n(r) \in \mathbb{R}^N \). Then \((7.4)\) becomes

\[
\begin{align*}
(b''_n + \frac{1}{r}b'_n - \frac{n^2}{r^2}b_n) + D^{-1} (F_0 - \lambda) b_n &= 0, \\
b'_n(0) &= 0, \quad b_n(r_1/\sqrt{\delta}) = g_n,
\end{align*}
\]

(7.8)

where \( g(\theta) = \sum_{n=-\infty}^{\infty} g_n e^{in\theta} \).

Let \( \{e_j\} \) be the bases of \( \mathbb{R}^N \) consisting of the eigenvectors of \( D^{-1}(F_0 - \lambda) \). That is, \( D^{-1}(K_0 - \lambda)e_j = -\mu_j^2 e_j \) are satisfied. Note that \( |\text{Re} \mu_j| \geq \gamma_3 \) for any \( j \in N \) by Lemma 7.1. Representing each \( b_n(r) \) as \( b_n(r) = \sum_{j=1}^{N} \beta_j(r)e_j \) and substituting into \((7.8)\), we have

\[
\beta''_j + \frac{1}{r} \beta'_j - \frac{n^2}{r^2} \beta_j - \mu_j^2 \beta_j = 0
\]

(7.9)

for each \( b_n \). Solutions of \((7.9)\) are given by the Bessel functions \( Z_n(\mu_j r) \), where \( Z_n(s) \) is a solution of modified Bessel’s differential equation

\[
Z''_n + \frac{1}{s} Z'_n - \left( 1 + \frac{n^2}{s^2} \right) Z_n = 0
\]

Since \( Z_n(s) \) has an asymptotic profile \( O\left(\frac{1}{\sqrt{s}} e^{\pm s} \right) \) and \( |\text{Re} \mu_j| \geq \gamma_3, \beta_j(r) \) also has an asymptotic profile \( O\left(\frac{1}{\sqrt{s}} e^{\pm cr} \right) \) for \( c > 0 \). Therefore, \( |\beta_j(r)| \leq \frac{1}{\sqrt{s}} e^{\pm cr} \).
\( O(e^{-c'/\sqrt{\delta}}) \beta_j(r_1/\sqrt{\delta}) \) in \( r \in [0, r_0] \) for \( c' > 0 \), and consequently we have

\[
\| V(r, \theta) \|_{C^2(B_0^*)} \leq O(e^{-c'/\sqrt{\delta}}) \| V(r_1/\sqrt{\delta}, \theta) \|_\infty \leq O(e^{-c'/\sqrt{\delta}}) \| V \|_{C^0(B_1^*)}. \tag{7.10}
\]

This concludes the proof of (7.3).

### 7.2 Proof of (4.4)

In this subsection, we construct the map \( \Pi(h) : E^\perp(h_0) \to E^\perp(h) \) satisfying (4.4).

When we consider \( L(h) \) in the domain \( \Omega_1' := \Omega \setminus \Omega_0 \), \( L(h) \) is written as

\[
L(h) = \delta^2 \Delta + F'(S(r/\delta))
\]

for \( 0 \leq s \leq s_0 \) and \( 0 \leq z \leq N_1 \sqrt{\delta} \), where \( r = r(x; h) \). Let \( U \in E^\perp(h_0) \). \( U \) is expressed as \( U = U(s, z) \) in \( \Omega_1' \). Hence we define the map \( \hat{\Pi}(h) \) by

\[
(\hat{\Pi}(h)U)(s, z) = U(s - h, z)
\]

in \( \Omega_1' \), and define in \( \Omega_0 \)

\[
(\hat{\Pi}(h)U)(x) = U(x) + V(h)(x),
\]

where \( V = V(h)(x) \) is a function satisfying

\[
L_0 V = 0, \quad x \in \Omega_0, \quad V = U(s - h, z) - U(s, z), \quad x \in \partial \Omega_0. \tag{7.11}
\]

Note that the function \( V \) satisfying (7.11) is uniquely determined because of the invertibility of \( L_0 \). Finally, we give the map \( \Pi(h) : E^\perp(h_0) \to E^\perp(h) \) by \( \Pi(h) := R(h) \hat{\Pi}(h) \). By this construction, (4.4) obviously holds.

\[\square\]
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