THE STOKES OPERATOR
IN TWO-DIMENSIONAL BOUNDED LIPSCHITZ DOMAINS

FABIAN GABEL AND PATRICK TOLKSDORF

Abstract. We consider the Stokes resolvent problem in a two-dimensional bounded Lipschitz domain \( \Omega \) subject to homogeneous Dirichlet boundary conditions. We prove \( L^p \)-resolvent estimates for \( p \) satisfying the condition \( |1/p - 1/2| < 1/4 + \varepsilon \) for some \( \varepsilon > 0 \). We further show that the Stokes operator admits the property of maximal regularity and that its \( H^\infty \)-calculus is bounded. This is then used to characterize domains of fractional powers of the Stokes operator. Finally, we give an application to the regularity theory of weak solutions to the Navier–Stokes equations in bounded planar Lipschitz domains.

1. Introduction

Consider the Stokes resolvent problem

\[
\begin{aligned}
\lambda u - \Delta u + \nabla \phi &= f & \text{in } \Omega, \\
\text{div}(u) &= 0 & \text{in } \Omega, \\
u &= 0 & \text{on } \partial \Omega
\end{aligned}
\]

(1.1)

in a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d, d \geq 2 \). Here, the resolvent parameter \( \lambda \) is supposed to lie in a sector \( S_\theta := \{ z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \pi - \theta \}, \theta \in (0, \pi/2) \), in the complex plane. The Stokes resolvent problem was investigated in a plethora of articles dealing with all kinds of geometries of \( \Omega \) and function spaces. See [1, 3, 5, 6, 23, 26, 28, 41, 45, 47, 52, 59, 61] to only mention a few.

A natural tool to consider the Stokes problem is the Helmholtz decomposition. Here, we say that the Helmholtz decomposition of \( L^p(\Omega; \mathbb{C}^d) \) exists if there is an algebraic and topological decomposition

\[
L^p(\Omega; \mathbb{C}^d) = L^p_\sigma(\Omega) \oplus G^p(\Omega),
\]

where \( L^p_\sigma(\Omega) \) denotes the closure in \( L^p(\Omega; \mathbb{C}^d) \) of

\[
C^\infty \sigma(\Omega) := \{ \varphi \in C^\infty(\Omega; \mathbb{C}^d) : \text{div}(\varphi) = 0 \}
\]

and where

\[
G^p(\Omega) := \{ g \in L^p(\Omega; \mathbb{C}^d) : g = \nabla \Phi \text{ for some } \Phi \in L^p_{\text{loc}}(\Omega) \}.
\]

The projection onto the space \( L^p_\sigma(\Omega) \) is called the Helmholtz projection and is denoted by \( \mathbb{P}_p \). It belongs to the mathematical folklore that, in the case \( p = 2 \), this projection is an orthogonal projection, and \( G^2(\Omega) \) is the orthogonal complement to \( L^2_\sigma(\Omega) \) with respect to the \( L^2 \)-inner product. In particular, the Helmholtz decomposition of \( L^2(\Omega; \mathbb{C}^d) \) exists for each open set \( \Omega \). However, the situation for \( p \neq 2 \) is different and much more sensitive to the underlying geometry. Even smoothness of \( \partial \Omega \) does not imply for certain unbounded domains the existence of the Helmholtz decomposition as the classic example of Maslennikova and Bogovski˘ı [43] shows. Also, irregularity of the boundary destroys the existence of the Helmholtz decomposition in certain \( L^p \)-spaces. This shows in the works of Fabes, Mendez, and Mitrea [22] and of Mitrea [44]. Indeed, in [22] it is
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proved that, for each bounded Lipschitz domain $\Omega \subset \mathbb{R}^d$, $d \geq 3$, there exists a constant $\varepsilon > 0$ such that the Helmholtz decomposition exists on $L^p(\Omega; \mathbb{C}^d)$ whenever
\[
\left| \frac{1}{p} - \frac{1}{2} \right| < \frac{1}{6} + \varepsilon.
\]
In particular, it is shown that this range of numbers $p$ is sharp, i.e., for each $1 < p < \infty$ that does not lie in the interval $[3/2, 3]$, a bounded Lipschitz domain is constructed such that the Helmholtz decomposition of $L^p(\Omega; \mathbb{C}^d)$ fails. An analogous result was proved in [44, Thm. 1.1] for bounded planar Lipschitz domains. Here, the Helmholtz decomposition exists on $L^p(\Omega; \mathbb{C}^2)$ whenever
\[
\left| \frac{1}{p} - \frac{1}{2} \right| < \frac{1}{4} + \varepsilon.
\]

There are strong indications that the existence of the Helmholtz decomposition leads to a rich functional analytic theory of the Stokes operator. Indeed, for uniform $C^3$-domains (bounded and unbounded), this is the message of the article of Geissert, Heck, Hieber, and Sawada [25]. However, let us mention that the existence of the Helmholtz decomposition is not necessary for a rich functional analytic theory of the Stokes operator as the article [5] shows.

The results in [22] led Taylor to conjecture in [55] that, for each three-dimensional bounded Lipschitz domain, there exists $\varepsilon > 0$ such that, for each $p$ in the range (1.2), the Stokes operator gives rise to a bounded analytic semigroup. In 2001, one year after Taylor formulated this conjecture, Deuring [14] constructed bounded Lipschitz domains such that, for $p$ large enough, the Stokes operator indeed fails to generate even a strongly continuous semigroup on $L^p_\varepsilon(\Omega)$. Compare also the discussion of Deuring’s result in the article of Monniaux and Shen [49, Sect. 6].

Mitrea and Monniaux were able to prove Taylor’s conjecture for the Stokes operator but with Neumann type boundary conditions in 2009, see [46]. In 2012, Taylor’s original conjecture was settled in the affirmative by Shen [52] and later extended by Dikland to the case of weighted $L^p$-spaces [15]. Analogously to Taylor, Mitrea [44] conjectured that the Stokes operator gives rise to a bounded analytic semigroup on $L^p_\varepsilon(\Omega)$ in two-dimensional bounded Lipschitz domains $\Omega$ if $p$ satisfies (1.3). In the first part of this work, we will briefly review Shen’s proof and give the necessary adaptations to the two-dimensional case. Thereby, we will give an affirmative solution of the conjecture stated in [44, Conj. 1.2] and prove the following theorem.

**Theorem 1.1.** Let $\Omega \subset \mathbb{R}^2$ be a bounded Lipschitz domain and $\theta \in (0, \pi/2)$. Then there exists $\varepsilon > 0$ such that, for all numbers $p$ that satisfy (1.3), there exists a constant $C > 0$ such that, for all $f \in L^p_\varepsilon(\Omega) \cap L^2_\varepsilon(\Omega)$ and $\lambda \in S_\theta$, the unique weak solutions $u \in W^{1,2}_0(\Omega; \mathbb{C}^2)$ and $\phi \in L^2(\Omega)$ with $\int_{\Omega} \phi \, dx = 0$ to (1.1) satisfy
\[
(1 + |\lambda|)\|u\|_{L^p_\varepsilon(\Omega)} \leq C\|f\|_{L^p_\varepsilon(\Omega)}.
\]
Here, $\varepsilon$ depends on $\theta$, the Lipschitz character of $\Omega$, and $\text{diam}(\Omega)$ and $C$ depends on $\theta$, $p$, the Lipschitz character of $\Omega$, and $\text{diam}(\Omega)$.

To put this into a functional analytic context, let us introduce the Stokes operator as the realization of the sesquilinear form
\[
a: W^{1,2}_{0,\sigma}(\Omega) \times W^{1,2}_{0,\sigma}(\Omega) \to \mathbb{C}, \quad (u, v) \mapsto \int_{\Omega} \nabla u \cdot \nabla v \, dx := \sum_{\alpha, \beta = 1}^{2} \int_{\Omega} \partial_\alpha u_\beta \overline{\partial_\alpha v_\beta} \, dx.
\]
Here, we used the notation
\[
W^{1,p}_{0,\sigma}(\Omega) := \mathcal{C}_{\mathcal{C}_{p,\sigma}}(\Omega)^{\|\cdot\|_{W^{1,p}(\Omega; \mathbb{C}^2)}}, \quad 1 < p < \infty.
\]
Now, the domain of the Stokes operator $A_2$ on $L^2_\varepsilon(\Omega)$ is defined as
\[
\mathcal{D}(A_2) := \left\{ u \in W^{1,2}_{0,\sigma}(\Omega) : \exists f \in L^2_\varepsilon(\Omega) \text{ s.t. for all } v \in W^{1,2}_{0,\sigma}(\Omega) \text{ it holds } a(u, v) = \int_{\Omega} f \cdot \overline{v} \, dx \right\}.
\]
and, for \( u \in D(A_2) \) with corresponding function \( f \in L^2_p(\Omega) \), we define
\[
A_2u := f.
\]

For \( p > 2 \) satisfying (1.3), the realization of \( A_2 \) on \( L^p_\sigma(\Omega) \) is denoted by \( A_p \) and given as the part of \( A_2 \) in \( L^p_\sigma(\Omega) \) which is defined by
\[
D(A_p) := \{ u \in D(A_2) \cap L^p_\sigma(\Omega) : A_2u \in L^p_\sigma(\Omega) \}, \quad A_p u := A_2u \quad \text{for} \quad u \in D(A_p).
\]

For \( p < 2 \) satisfying (1.3) and \( 1/p + 1/p' = 1 \), define \( A_p \) to be the \( L^p_\sigma \)-adjoint of the operator \( A_p' \). With these definitions of the Stokes operator on \( L^p_\sigma(\Omega) \), Theorem 1.1 ensures that \( A_p \) is an invertible and sectorial operator. In particular, we have the following corollary to Theorem 1.1.

**Corollary 1.2.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded Lipschitz domain. Then there exists \( \varepsilon > 0 \) such that, for all numbers \( p \) that satisfy (1.3), the operator \( -A_p \) generates an exponentially stable analytic semigroup on \( L^p_\sigma(\Omega) \). The constant \( \varepsilon \) depends only on the Lipschitz character of \( \Omega \) and diam(\( \Omega \)).

Following Haase [31, Chap. 3], we define fractional powers of the Stokes operators \( A_p \). In the case \( p = 2 \), the domains of the fractional powers \( D(A^\theta_p) \) for \( 0 < \alpha < 3/4 \) were characterized in terms of suitable Bessel potential spaces \( H^{\alpha/2,2}_0(\Omega) \) by Mitrea and Monniaux [45, Thm. 5.1]. The following theorem gives an \( L^p_\sigma \)-version of this result. This generalizes the results of Giga [29, Thm. 3] from the smooth situation to the situation of planar and bounded Lipschitz domains.

**Theorem 1.3.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded Lipschitz domain. Then there exist \( \varepsilon > 0 \) and \( \delta \in (0,1] \) such that, for all \( 1 < p < \infty \) and \( 0 < \theta < 1 \) satisfying (1.3) and either
\[
\theta < \frac{1}{2} + \frac{1}{2p} \quad \text{if} \quad \frac{1}{2} - \frac{1}{p} \leq \delta \quad \text{or} \quad \theta < \frac{1}{p} + \frac{1 + \delta}{4} \quad \text{if} \quad \frac{1}{2} - \frac{1}{p} > \delta,
\]
we have with equivalent norms that
\[
D(A^\theta_p) = H^{2\theta,p}_0(\Omega).
\]

As a corollary, we obtain the following \( L^p \)-\( L^q \)-smoothing estimates for the Stokes semigroup.

**Corollary 1.4.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded Lipschitz domain. Then there exists \( \varepsilon > 0 \) such that, for all \( 1 < p \leq q < \infty \) satisfying (1.3), there exists \( C > 0 \) such that
\[
\|e^{-tA_p}f\|_{L^2_p(\Omega)} \leq Ct^{-\frac{1}{2} - \frac{\varepsilon}{4}}\|f\|_{L^2_p(\Omega)}, \quad t > 0, \quad f \in L^p_\sigma(\Omega),
\]
and
\[
\|\nabla e^{-tA_p}f\|_{L^1_p((\mathbb{R}^2) \times \Omega)} \leq Ct^{-\frac{1}{2} - \frac{\varepsilon}{4}}\|f\|_{L^2_p(\Omega)}, \quad t > 0, \quad f \in L^p_\sigma(\Omega).
\]

In order to prove Theorem 1.3, we show that the \( H^\infty \)-calculus of \( A_p \) is bounded. Here, we say that an injective operator \( A \) on a Banach space \( X \) that is sectorial of some angle \( \omega \in [0, \pi] \) has a bounded \( H^\infty \)-calculus if, for some \( \theta \in (0, \pi - \omega) \), there exists \( C > 0 \) such that, for all bounded analytic functions \( f \) on \( S_\theta \), the estimate
\[
\|f(A)\|_{L^\infty(\chi)} \leq C \sup_{z \in S_\theta} |f(z)|
\]
holds. Here, the expression \( f(A) \) is to be understood in the sense of a regularization of the natural functional calculus for sectorial operators, cf. [31, Sect. 2.3].

**Theorem 1.5.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded Lipschitz domain. Then there exists \( \varepsilon > 0 \) such that, for all numbers \( p \) that satisfy (1.3), the \( H^\infty \)-calculus of \( A_p \) is bounded.

The boundedness of the \( H^\infty \)-calculus will be deduced by using a comparison principle due to Kunstmann and Weis [41] in which the Stokes operator is compared to the Dirichlet-Laplacian. A crucial ingredient for this comparison principle is the \( R \)-sectoriality of the Stokes operator that is well-known to be equivalent to the property of maximal \( L^\beta \)-regularity, see Section 3.1 for further information, and is established in the following theorem.
Theorem 1.6. Let Ω ⊆ \mathbb{R}^2 be a bounded Lipschitz domain. Then there exists \( \varepsilon > 0 \) such that, for all numbers \( p \) that satisfy (1.3) and for all \( 1 < q < \infty \), the Stokes operator \( A_p \) has maximal \( L^q \)-regularity.

Additionally to this theorem, we employ the square root property \( \mathcal{D}(A_p^{1/2}) = W^{1,p}_{0,\sigma}(\Omega) \) that is established in Theorem 1.3 to transfer the maximal regularity property from the ground space \( X = L^p_\sigma(\Omega) \) to the ground space \( X = W^{-1,p}_\sigma(\Omega) := [\mathcal{W}^{1,p}_{0,\sigma}(\Omega)]^* \) and establish the maximal \( L^q \)-regularity property for the weak Stokes operator defined on \( W^{-1,p}_\sigma(\Omega) \), see Section 3.4.

Finally, these properties will be used to investigate regularity properties of Leray–Hopf weak solutions to the Navier–Stokes equations in a bounded Lipschitz domain \( \Omega \)

\[
\begin{align*}
\begin{cases}
  u' - \Delta u + (u \cdot \nabla) u + \nabla \pi &= f = f_0 + \mathbb{P}_2 \text{div}(F) &\text{in } (0, \infty) \times \Omega, \\
  \text{div}(u) &= 0 &\text{in } (0, \infty) \times \Omega, \\
  u &= 0 &\text{on } (0, \infty) \times \partial \Omega, \\
  u(0) &= u_0 &\text{in } \Omega.
\end{cases}
\end{align*}
\]

(1.4)

Weak solutions in the Leray–Hopf class

\[ \text{LH}_\infty := L^\infty(0, \infty; L^2_\sigma(\Omega)) \cap L^2(0, \infty; W^{1,2}_{0,\sigma}(\Omega)) \]

are known to exist since the seminal works of Leray [50] and Hopf [33]. In particular, in the two-dimensional case and if \( \Omega \) is smooth enough, e.g., if the boundary is \( C^{1,1} \)-regular, then Leray–Hopf weak solutions \( u \) to (1.4), with \( F = 0 \) and \( u_0 \) and \( f_0 \) regular enough, are known to be unique and regular, i.e., that

\[ u \in L^\infty(0, \infty; W^{1,2}_{0,\sigma}(\Omega)) \cap L^2(0, \infty; W^{2,2}(\Omega; C^2)) \cap W^{1,2}(0, \infty; L^2_\sigma(\Omega)). \]

If \( \Omega \) is merely Lipschitz regular, then such regularity properties break down in general. Our final theorem establishes regularity properties of Leray–Hopf weak solutions in this geometric setting.

Theorem 1.7. Let \( \Omega \subset \mathbb{R}^2 \) be a bounded Lipschitz domain. Then there exists \( \varepsilon > 0 \), depending only on the Lipschitz geometry of \( \Omega \), such that the following statements are valid.

(i) For all numbers \( 1 < s < 2 \) and \( 1 < p < 2 \) that satisfy

\[ 1 - \frac{1}{s} = \frac{1}{p} - \frac{1}{2} < \frac{1}{4} + \varepsilon \]

and all Leray–Hopf weak solutions

\[ u \in L^\infty(0, \infty; L^2_\sigma(\Omega)) \cap L^2(0, \infty; W^{1,2}_{0,\sigma}(\Omega)) \]

to (1.4) with initial data \( u_0 \) and force \( f = f_0 \) satisfying

\[ u_0 \in \left( L^p_\sigma(\Omega), \mathcal{D}(A_p) \right)_{1-\frac{1}{s},s} \quad \text{and} \quad f_0 \in L^p(0, \infty; L^p_\sigma(\Omega)), \]

one has that

\[ u \in W^{1,s}(0, \infty; L^p_\sigma(\Omega)) \cap L^s(0, \infty; \mathcal{D}(A_p)). \]

(ii) For all numbers \( 1 < p < \infty \) that satisfy (1.3), all \( 1 < s < \infty \) that satisfy

\[ \frac{1}{p} + \frac{1}{s} = 1, \]

and all Leray–Hopf solutions

\[ u \in L^\infty(0, \infty; L^2_\sigma(\Omega)) \cap L^2(0, \infty; W^{1,2}_{0,\sigma}(\Omega)) \]

to (1.4) with initial data \( u_0 \) and force \( f = \mathbb{P}_2 \text{div}(F) \) satisfying

\[ u_0 \in \left( W^{-1,p}_\sigma(\Omega), W^{1,p}_{0,\sigma}(\Omega) \right)_{1-\frac{1}{s},s} \quad \text{and} \quad F \in L^p(0, \infty; L^p(\Omega; C^{2 \times 2})), \]
one has that

\[ u \in W^{1,\sigma}(0, \infty; W^{-1,p}_\sigma(\Omega)) \cap L^s(0, \infty; W^{1,p}_{0,\sigma}(\Omega)). \]

2. An overview of Shen’s proof with adaptations to two dimensions

Shen’s proof of the resolvent estimates of the Stokes operator in \(d \geq 3\) dimensions fundamentally bases on the resolution of the \(L^2\)-Dirichlet problem for the Stokes resolvent system [52, Thm. 1.1]. To formulate this problem, we state the following lemma and definition, cf. [53, p. 208].

**Lemma and Definition 2.1.** Let \(\Xi \subset \mathbb{R}^d, d \geq 2\), be a bounded Lipschitz domain. There exists \(\alpha > 1\) depending only on \(d\) and the Lipschitz character of \(\Xi\) such that each of the sets

\[
\gamma^{\text{in}}_\alpha(q) := \{ x \in \Xi : |x - q| < \alpha \text{dist}(x, \partial \Xi) \}, \quad q \in \partial \Xi,
\]
\[
\gamma^{\text{ex}}_\alpha(q) := \{ x \in \Xi^c : |x - q| < \alpha \text{dist}(x, \partial \Xi) \}, \quad q \in \partial \Xi,
\]

contains a cone of fixed height and aperture with vertex at \(q\). In this case, we call the family \(\{\gamma^{\text{in}}_\alpha(q) : q \in \partial \Xi\}\) an internal and \(\{\gamma^{\text{ex}}_\alpha(q) : q \in \partial \Xi\}\) an exterior family of non-tangential approach regions.

In the following, we fix a value of \(\alpha > 1\) subject to Lemma and Definition 2.1. The notions of the non-tangential maximal function and non-tangential convergence are introduced as follows.

**Definition 2.2.** Let \(\Xi \subset \mathbb{R}^d, d \geq 2\), be a bounded Lipschitz domain and \(\{\gamma^{\text{in}}_\alpha(q) : q \in \partial \Xi\}\) a corresponding family of non-tangential approach regions. For a function \(u : \Xi \to \mathbb{C}^m\), \(m \in \mathbb{N}\), the **interior non-tangential maximal function of** \(u\) is defined as

\[
(u)^{\text{in}}(q) := \sup \{ |u(x)| : x \in \gamma^{\text{in}}_\alpha(q) \}, \quad q \in \partial \Xi.
\]

Similarly, for a function \(v : \Xi^c \to \mathbb{C}^m\) and an exterior family of non-tangential approach regions \(\{\gamma^{\text{ex}}_\alpha(q) : q \in \partial \Xi\}\), the **exterior non-tangential maximal function of** \(v\) is defined analogously and denoted by \((v)^{\text{ex}}\).

For a function \(f : \partial \Xi \to \mathbb{C}^m\), we say that \(u = f\) in the sense of non-tangential convergence from the **inside** if

\[
\lim_{x \to q} u(x) = f(q), \quad \text{a.e. } q \in \partial \Xi,
\]

and we call \(f\) the **non-tangential limit of** \(u\) **inside of** \(\Xi\). Analogously, we say that \(v = f\) in the sense of non-tangential convergence from the **outside** if

\[
\lim_{x \to q} v(x) = f(q), \quad \text{a.e. } q \in \partial \Xi,
\]

and we call \(f\) the **non-tangential limit of** \(v\) **outside of** \(\Xi\).

Let \(\theta \in (0, \pi/2)\), and let

\[
S_\theta := \{ z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \pi - \theta \}.
\]

For a bounded Lipschitz domain \(\Xi \subset \mathbb{R}^d, d \geq 2\), with connected boundary and \(\lambda \in S_\theta\), consider the Dirichlet problem

\[
\begin{cases}
\lambda u - \Delta u + \nabla \phi = 0 & \text{in } \Xi, \\
\text{div}(u) = 0 & \text{in } \Xi, \\
u = g & \text{on } \partial \Xi, \\
(u)^{\text{in}} \in L^2(\partial \Xi),
\end{cases}
\]
where the equality \( u = g \) on \( \partial \Xi \) is to be understood in the sense of non-tangential convergence from the inside. Due to the condition \( \text{div}(u) = 0 \), the divergence theorem implies that the normal component of \( g \), i.e., \( g \cdot n \), has average zero on \( \partial \Xi \). Thus, the definition of the boundary space

\[
L_2^0(\partial \Xi) := \left\{ g \in L^2(\partial \Xi; \mathbb{C}^d) : \int_{\partial \Xi} g \cdot n \, d\sigma = 0 \right\}
\]

seems natural. The key ingredient that allowed Shen to prove the counterpart to Theorem 1.1 in three and more dimensions is the following resolution of the \( L^2 \)-Dirichlet problem:

**Theorem 2.3** (\( L^2 \)-Dirichlet problem). Let \( \Xi \subset \mathbb{R}^d \), \( d \geq 2 \), be a bounded Lipschitz domain with connected boundary and let \( \theta \in (0, \pi/2) \). To every resolvent parameter \( \lambda \in S_\theta \) and every function \( g \in L_2^0(\partial \Xi) \), there exists a unique smooth function \( u : \Xi \to \mathbb{C}^d \) that satisfies \((u)^*_{\text{in}} \in L^2(\partial \Xi)\) and a smooth function \( \phi : \Xi \to \mathbb{C} \) that is unique up to the addition of constants such that \((\text{Dir})\) is satisfied. Moreover, there exists a constant \( C > 0 \) such that

\[
\|\lambda u\|_{L^2(\partial \Xi)} \leq C \|g\|_{L^2(\partial \Xi)}.
\]

The constant \( C \) depends only on \( d \), \( \theta \), the Lipschitz character of \( \Xi \), and on constants \( \alpha, \beta > 0 \) that satisfy \( \alpha \leq \text{diam}(\Xi) \leq \beta \).

**Remark 2.4.** As we will see in the proof, the functions \( u \) and \( \phi \) have representations as double layer potentials.

The case \( d \geq 3 \) of Theorem 2.3 was already proved by Shen [52, Thm. 5.5]. In order to make the main idea of the proof accessible for the case \( d = 2 \), we derive estimates on fundamental solutions of the Stokes resolvent problem in Subsection 2.1. Afterward, in Subsection 2.2, we sketch the proof of Theorem 2.3 and add remarks on the two-dimensional case.

### 2.1. Properties of the matrix of fundamental solutions to the Stokes resolvent problem.

This section aims to study fundamental solutions to the Stokes resolvent problem. Before working on the Stokes resolvent problem, we will look at the atoms of the fundamental solution of this problem: the Hankel functions.

First of all, let us fix some recurring quantities. Let \( \theta \in (0, \pi/2) \) and let \( \lambda \in S_\theta \). The polar form of \( \lambda \) is given by \( \lambda = re^{i\tau} \) with \( 0 < r < \infty \) and \(-\pi + \theta < \tau < \pi - \theta \). Now, set

\[
k := \sqrt{r}e^{i(\pi + \tau)/2}.
\]

This definition ensures that \( k^2 = -\lambda \) and that \( \theta/2 < \arg(k) < \pi - \theta/2 \). The definition of \( k \) further ensures the estimate

\[
\text{Im}(k) > \sqrt{|\lambda|} \sin(\theta/2) > 0.
\]

Before diving into fundamental solutions of the Stokes resolvent problem, we will first consider a fundamental solution for the scalar *Helmholtz equation* in \( \mathbb{R}^2 \)

\[
\lambda u - \Delta u = 0.
\]

One fundamental solution to (2.3) with pole at the origin is given by

\[
G(x; \lambda) := \frac{i}{4}H^{(1)}_0(k|x|),
\]

where \( H^{(1)}_0(z) \) is the *Hankel function of the first kind*. For \( \nu > -1/2 \) and \( 0 < \arg(z) < \pi \), Hankel functions of the first kind have an integral representation

\[
H^{(1)}_\nu(z) = \frac{2^{\nu+1}e^{i(z-\nu\pi)/2}z^{\nu}}{i^{\nu+1}\pi \Gamma(\nu+\frac{1}{2})} \int_0^\infty e^{2isz}s^{\nu-\frac{1}{2}}(1+s)^{\nu-\frac{1}{2}} \, ds,
\]

which can be found in Lebedev’s book [42, Sect. 5.11]. In the following, we will take \( z = k|x| \). Note that the condition on the argument of \( z \) is fulfilled due to (2.2).
Lemma 2.5. Let \( \lambda \in S_0 \) and \( \ell \geq 1 \). There exist constants \( c > 0 \) depending only on \( \theta \) and \( C_\ell > 0 \) depending only on \( \ell \) and \( \theta \) such that

\[
|\nabla_x^\ell G(x; \lambda)| \leq \frac{C_\ell e^{-c\sqrt{|\lambda||x|}}}{|x|^\ell}, \quad x \in \mathbb{R}^2 \setminus \{0\}.
\]

In the case \( \ell = 0 \), this inequality holds for all \( x \in \mathbb{R}^2 \) with \( |\lambda||x|^2 \geq 1 \).

Proof. Let \( \ell \geq 1 \). To estimate \( \nabla^\ell G(x; \lambda) \), notice the validity of the identity

\[
(2.5) \quad \frac{d}{dz} \left\{ z^{-\nu} H^{(1)}_{\nu}(z) \right\} = -z^{-\nu} H^{(1)}_{\nu+1}(z),
\]

which holds for \( z \in \mathbb{C} \setminus (-\infty, 0] \) and \( \nu \in \mathbb{R} \), see [42, Eq. (5.6.3)]. The integral representation (2.4) further gives for \( \nu \geq 1/2 \) and \( \text{Im}(z) > 0 \)

\[
(2.6) \quad |H^{(1)}_{\nu}(z)| \leq C e^{-\text{Im}(z)}|z|^\nu \int_0^\infty e^{-2s\text{Im}(z)} s^{-\frac{1}{2}} (1 + s)^{\nu - \frac{1}{2}} ds \leq C|z|^\nu|\text{Im}(z)|^{-2\nu} e^{-\text{Im}(z)/2}.
\]

Now, the desired estimate follows by combining (2.5) with (2.6) via the chain rule.

In order to derive the estimate in the case \( \ell = 0 \) and \( x \) subject to \( |\lambda||x|^2 \geq 1 \), use that here we have \( \text{Im}(z) > \sqrt{|\lambda||x|} \sin(\theta/2) \geq \sin(\theta/2) \) and conclude by virtue of (2.4) that

\[
|H^{(1)}_{0}(z)| \leq C e^{-\text{Im}(z)} \int_0^\infty e^{-2s\sin(\theta/2)} s^{-\frac{1}{2}} (1 + s)^{-\frac{1}{2}} ds. \quad \Box
\]

We will use the following interior estimate for solutions to Poisson’s equation on balls \( B(x, r) \) centered in \( x \in \mathbb{R}^2 \) with radius \( r > 0 \) during the derivation of the subsequent estimates in this section. In the case \( \ell = 1 \), the interior estimate is a special case of [30, Eq. (3.16)], and in the case \( \ell > 1 \), it follows by induction. We omit further details.

Lemma 2.6. Let \( r > 0 \) and \( x \in \mathbb{R}^2 \). If \( w \in C^k(B(x, r)) \cap C^{\ell+1}(\overline{B(x, r)}) \) is a solution to \( \Delta w = f \) in \( B(x, r) \) for \( f \in C^{k-1}(B(x, r)) \), then

\[
|\nabla^\ell w(x)| \leq C r^{-\ell} \sup_{B(x, r)} |w| + C \max_{0 \leq j \leq \ell-1} \sup_{B(x, r)} r^{j} |\nabla^j f|, \quad \ell \leq k,
\]

where \( C > 0 \) only depends on \( \ell \).

In addition to the fundamental solution \( G(x; \lambda) \) to the scalar Helmholtz equation (2.3), let

\[
G(x; 0) := -\frac{1}{2\pi} \log(|x|), \quad x \in \mathbb{R}^2 \setminus \{0\},
\]

denote the fundamental solution to the Laplace equation in the plane. The following lemma gives estimates on derivatives of \( G(x; \lambda) - G(x; 0) \).

Lemma 2.7. Let \( \lambda \in S_0 \). Then, for each \( \ell \geq 3 \), there exists \( C > 0 \) depending only on \( \ell \) and \( \theta \) such that

\[
(2.7) \quad |\nabla_x^\ell \{ G(x; \lambda) - G(x; 0) \} | \leq C|\lambda||x|^{2-\ell}.
\]

Proof. Step 1: the case \( |\lambda||x|^2 > 1/2 \). In this case, Lemma 2.5 readily yields

\[
|\nabla_x^\ell \{ G(x; \lambda) - G(x; 0) \} | \leq C \left\{ \frac{e^{-c\sqrt{|\lambda||x|}}}{|x|^\ell} + \frac{1}{|x|^\ell} \right\} \leq C \frac{|\lambda|}{|x|^{\ell - 2}}.
\]

Step 2: reduction to the case \( \ell = 3 \) and \( |\lambda||x|^2 \leq 1/2 \). Having the first part of the proof at our disposal, we concentrate on the case \( |\lambda||x|^2 \leq 1/2 \). We show that (2.7) can be established in the case \( \ell \geq 4 \) under the validity of (2.7) in the case \( \ell = 3 \). Indeed, if we use the definition
Lemma 2.5 but for the matrix of fundamental solutions \( \Gamma(x) \) (2.9)

Let \( \Theta \) be the matrix of fundamental solutions \( \Gamma(x) \).

Theorem 2.9.

In the case \( \lambda \in \mathbb{C} \setminus \mathbb{R} \), we define the vector of fundamental solutions \( \Phi(x) \).

Proof. For the pressure, we define the vector of fundamental solutions \( \Phi(x) \).

Remark 2.8.

Step 3: the case \( \ell = 3 \) and \( |\lambda||x|^2 \leq 1/2 \). This case uses direct calculations relying on the asymptotic expansion of \( H_0^1(\Omega) \) with \( z = k|x| \).

This, however, will not be relevant in this work.

Now, we are in the position to study fundamental solutions to the Stokes resolvent problem

\[
\left\{ \begin{array}{l}
\lambda u - \Delta u + \nabla \phi = 0, \\
\text{div}(u) = 0
\end{array} \right.
\]

in \( \mathbb{R}^2 \) with \( \lambda \in \mathbb{C} \). The fundamental solutions to the scalar Helmholtz equation (2.3) and the Laplace equation form the building blocks for solutions to the Stokes resolvent problem (2.8).

The velocity field comes from the matrix of fundamental solutions with pole at the origin

\[
\Gamma_{\alpha\beta}(x; \lambda) := G(x; \lambda) \delta_{\alpha\beta} - \frac{1}{\lambda} \partial_{x_\alpha} \partial_{x_\beta} \{ G(x; \lambda) - G(x; 0) \}, \quad \alpha, \beta \in \{1, 2\}.
\]

For the pressure, we define the vector of fundamental solutions

\[
\Phi_{\beta}(x) := -\partial_{x_\beta} G(x; 0) = \frac{x_\beta}{2\pi |x|^2}, \quad \beta \in \{1, 2\}.
\]

Using that \( \Delta u = \lambda G(x; \lambda) \) in \( \mathbb{R}^2 \setminus \{0\} \), one immediately verifies that, in \( \mathbb{R}^2 \setminus \{0\} \) and for all \( \beta \in \{1, 2\} \), the functions \( \Gamma_{\alpha\beta} \) and \( \Phi_{\beta} \) solve

\[
\left\{ \begin{array}{l}
(\lambda - \Delta) \Gamma_{\alpha\beta}(x; \lambda) + \partial_{x_\alpha} \Phi_{\beta}(x) = 0, \quad \text{for } \alpha \in \{1, 2\}, \\
\partial_{x_\alpha} \Gamma_{\alpha\beta}(x; \lambda) = 0.
\end{array} \right.
\]

Note that the summation convention was used in the last line. We now present a counterpart to Lemma 2.5 but for the matrix of fundamental solutions \( \Gamma(x; \lambda) := (\Gamma_{\alpha\beta}(x; \lambda))^{2}_{\alpha, \beta=1} \).

Theorem 2.9. Let \( \lambda \in \mathbb{C} \). Then, for all \( \ell \geq 1 \), there exists \( C > 0 \) depending only on \( \theta \) and \( \ell \) such that

\[
|\nabla^\ell \Gamma(x; \lambda)| \leq \frac{C}{(1 + |\lambda||x|^2)|x|^{\ell}}.
\]

Proof. In the case \( |\lambda||x|^2 > 1/2 \), the estimate immediately follows by Lemma 2.5 since

\[
|\nabla^\ell \Gamma(x; \lambda)| \leq |\nabla^\ell G(x; \lambda)| + \frac{1}{|\lambda|} |\nabla^{\ell+2} G(x; \lambda)| + \frac{1}{|\lambda|} |\nabla^{\ell+2} G(x; 0)| \leq \frac{C}{(1 + |\lambda||x|^2)|x|^{\ell}}.
\]
In the case $|\lambda||x|^2 \leq 1/2$, Lemma 2.5 and Lemma 2.7 yield the estimate via

$$|\nabla^2 \Gamma(x; \lambda)| \leq |\nabla^2 G(x; \lambda)| + \frac{1}{|\lambda|} \left| \nabla^2 \{G(x; \lambda) - G(x; 0)\} \right| \leq \frac{C}{(1 + |\lambda||x|^2)|x|^4}. $$

If $\lambda = 0$, the Stokes resolvent problem (2.8) becomes just the Stokes problem in $\mathbb{R}^2$

$$\begin{cases}
-\Delta u + \nabla \phi = 0, \\
\text{div}(u) = 0.
\end{cases}$$

Whereas the fundamental solution for the pressure is maintained, the matrix of fundamental solutions for the velocity field with pole at the origin is given by

$$\Gamma_{\alpha\beta}(x; 0) := \frac{1}{4\pi} \left\{ -\delta_{\alpha\beta} \log(|x|) + \frac{x_{\alpha} x_{\beta}}{|x|^2} \right\}, \quad \alpha, \beta \in \{1, 2\}.$$

The following theorem presents the counterpart to Lemma 2.7 but for the fundamental solutions for the velocity field. Its technical proof, relying on direct computations of the fundamental solutions involved, is omitted from this section and presented in Appendix A.2.

**Theorem 2.10.** Let $\lambda \in S_\theta$. Suppose that $|\lambda||x|^2 \leq 1/2$. Then there exists $C > 0$ depending only on $\theta$ such that

$$\left| \nabla \{\Gamma(x; \lambda) - \Gamma(x; 0)\} \right| \leq C|\lambda||x| \log(|\lambda||x|^2)|.$$

**2.2. A sketch of the method of single and double layer potentials.** Theorem 2.3 is proved by employing the method of single and double layer potentials. As the estimates on the fundamental solutions established in Subsection 2.1 allow to literally follow the lines of the three and higher dimensional case, see [52, Sect. 3–5], we only sketch the philosophical pillars of the proof.

Let $\Xi \subset \mathbb{R}^2$ denote a bounded Lipschitz domain with connected boundary. Fix $\theta \in (0, \pi/2)$ and let $\lambda \in S_\theta$. For $f \in L^p(\partial \Xi; \mathbb{C}^2)$, $1 < p < \infty$, define the single layer potential for the velocity field $u := S_\lambda(f)$ by

$$(S_\lambda(f))_j(x) := \int_{\partial \Xi} \Gamma_{jk}(x - y; \lambda) f_k(y) \, d\sigma(y), \quad j \in \{1, 2\}. \quad (2.10)$$

Notice that, throughout this section, we tacitly sum over repeated indices. The corresponding single layer potential for the pressure $\phi := S_\phi(f)$ is given by

$$S_\phi(f)(x) := \int_{\partial \Xi} \Phi_k(x - y) f_k(y) \, d\sigma(y).$$

By the smoothness of $\Gamma(\cdot; \lambda)$ and the vector $\Phi = (\Phi_1, \Phi_2)$ together with (2.9), one directly verifies that $u$ and $\phi$ are smooth in $\mathbb{R}^2 \setminus \partial \Xi$ and that $(u, \phi)$ solves the Stokes resolvent problem (2.8) in $\mathbb{R}^2 \setminus \partial \Xi$.

Another way of defining solutions to the Stokes resolvent problem (2.8) in $\mathbb{R}^2 \setminus \partial \Xi$ is by defining the so-called double layer potentials. To introduce these double layer potentials, let $n$ denote the outward unit normal to $\partial \Xi$ and let, for a vector field $v$ and a scalar function $\psi$, the conormal derivative of $v$ and $\psi$ to $\partial \Xi$ be defined by

$$\partial_n v := \partial_n v - \psi n.$$

The double layer potential for the velocity field $u := D_\lambda(f)$ is now given by the convolution of $f$ with a conormal derivative

$$\begin{align}
(D_\lambda(f))_j(x) &:= \int_{\partial \Xi} \{\partial_y (\Gamma_{jk}(\cdot - x; \lambda), \Phi_j(\cdot - x))\}_k(y) f_k(y) \, d\sigma(y) \\
&= \int_{\partial \Xi} \left\{\partial_y \Gamma_{jk}(y - x; \lambda) n_{k}(y) - \Phi_j(y - x)n_k(y)\right\} f_k(y) \, d\sigma(y). \quad (2.11)
\end{align}$$
Here, we regarded $\Gamma_j(\cdot;\lambda)$ as the vector $(\Gamma_jk(\cdot;\lambda))_{k=1}^2$. The corresponding double layer potential for the pressure $\phi := D_\Phi(f)$ is defined as

$$D_\Phi(f)(x) := \partial_x \partial_{\nu_\Sigma} \int_{\partial \Sigma} G(y-x;0)n_i(y) f_k(y) \, d\sigma(y) + \lambda \int_{\partial \Sigma} G(y-x;0)n_k(y) f_i(y) \, d\sigma(y).$$

Again, one shows that $u$ and $\phi$ are smooth in $\mathbb{R}^2 \setminus \partial \Sigma$ and that $(u, \phi)$ solves (2.8) in $\mathbb{R}^2 \setminus \partial \Sigma$.

Recall that, if one would replace in the definition of the single layer potential the fundamental solution by the Green’s function, then the single layer potential operators would correspond to solving inhomogeneous Neumann boundary value problems with boundary value $f$. Moreover, in this situation, the double layer potential operators would correspond to solving inhomogeneous Dirichlet boundary value problems with boundary value $f$. As, unlike for the Green’s functions, explicit estimates on the fundamental solutions are known from Subsection 2.1, one preferably works with the fundamental solutions $\Gamma(x;\lambda)$ and $\Phi(x)$. This, however, produces an error in the sense that, not even formally, neither the conormal derivative of $S_\lambda(f)$ and $S_\Phi(f)$ to $\partial \Sigma$ coincides with $f$, nor the trace of $D_\lambda(f)$ to $\partial \Sigma$ coincides with $f$. The main goal of the method of single and double layer potentials is then the following:

*Find a one-to-one correspondence between $f$ and $\partial_\nu(S_\lambda(f), S_\Phi(f))|_{\partial \Sigma}$ and also between $f$ and $D_\lambda(f)|_{\partial \Sigma}$ for $f$ in appropriate subspaces of $L^2(\partial \Sigma; \mathbb{C}^2)$. Furthermore, derive “good” quantitative estimates between the involved objects.*

The formulation of this goal is very imprecise, for it is not clear what the trace to $\partial \Sigma$ should even mean. The apparent choice of non-tangential convergence, see Definition 2.2, to define a trace to $\partial \Sigma$ bears the problem of introducing a jump across the boundary $\partial \Sigma$ due to a discrepancy between the non-tangential limit inside of $\Sigma$ and outside of $\Sigma$, see [52, Sect. 3]. Using a non-tangential limit, see Definition 2.2, as a notion for the trace to $\partial \Sigma$ bears the problem of a discrepancy between the non-tangential limit inside of $\Sigma$ and outside of $\Sigma$, see [52, Sect. 3].

If this main goal can be answered satisfactorily, then, for a given boundary value $g$, the solutions $u$ and $\phi$ to the Dirichlet problem (Dir) will be given by $u = D_\lambda(f)$ and $\phi = D_\Phi(f)$, where $f$ is chosen in such a way that the non-tangential limit of $u$ inside of $\Sigma$ coincides with $g$.

To make this more precise, relying on the estimates established in Subsection 2.1, one can prove along the lines of [52, Sect. 3] the following lemma. But, first, recall the definitions of the non-tangential maximal functions in Definition 2.2.

**Lemma 2.11.** Let $1 < p < \infty$ and $f \in L^p(\partial \Sigma; \mathbb{C}^2)$. There exists a constant $C > 0$ depending only on $\theta$, $p$, and the Lipschitz character of $\Sigma$ such that $u$ and $\phi$ given by $u = S_\lambda(f)$ and $\phi = S_\Phi(f)$ satisfy

$$\|\nabla u\|_{L^p(\partial \Sigma)} + \|\nabla \phi\|_{L^p(\partial \Sigma)} + \|\lambda\|_{L^p(\partial \Sigma)} \leq C\|f\|_{L^p(\partial \Sigma; \mathbb{C}^2)}.$$ 

Furthermore, the non-tangential limits of $\partial_\nu u$ for $i,j \in \{1,2\}$ and $\phi$ from inside of $\Sigma$ and outside of $\Sigma$ exist and are given by

$$(\partial_\nu u)_i(x) = \frac{1}{2} \{ \partial_j (n_j f_i) - n_i (n_j f_k) f_k \} + \text{p.v.} \int_{\partial \Sigma} \{ \partial_\nu \Gamma_{ij}(x-y;\lambda) \} f_k(y) \, d\sigma(y),$$

$$\phi(x) = \frac{1}{2} \{ \partial_j n_i f_k \} + \text{p.v.} \int_{\partial \Sigma} \Phi_k(x-y) f_k(y) \, d\sigma(y)$$

for almost every $x \in \partial \Sigma$. The subscripts $+$ and $-$ indicate non-tangential limits taken inside $\Sigma$ and outside $\Sigma$, respectively.

**Remark 2.12.** We remark at this point that Shen also derived bounds of the form

$$|\lambda|^{1/2} \|u\|_{L^p(\partial \Sigma)} + |\lambda|^{1/2} \|u\|_{L^p(\partial \Sigma)} \leq C\|f\|_{L^p(\partial \Sigma; \mathbb{C}^2)}$$

which are based on Shen’s version of Lemma 2.5 which, in three and more dimensions, also holds in the case $\ell = 0$ with no restriction on $x$, cf. [52, Lem. 2.1]. As this estimate is not needed
in the derivation of the required estimates, we do not pursue this issue any further. Let us mention that \((u)_{\text{in}}^*\) and \((u)_{\text{ex}}^*\) lie in \(L^p(\partial \Xi)\) anyway whenever \((\nabla u)_{\text{in}}^*\) and \((\nabla u)_{\text{ex}}^*\) lie in \(L^2(\partial \Xi)\) by [53, Prop. 8.1.3].

Having Lemma 2.11 at one’s disposal, one can calculate non-tangential limits of the conormal derivative of \(u = S_\lambda(f)\) and \(\phi = S_\phi(f)\) from inside \(\Xi\) and outside \(\overline{\Xi}\). The result reads

\[
(\partial_\nu (u, \phi))_\pm = \left( \pm \frac{1}{2} \text{Id} + K_\lambda \right) f
\]

for some singular integral operator \(K_\lambda\) that is bounded on \(L^p(\partial \Xi; \mathbb{C}^2)\) for all \(1 < p < \infty\). In particular, as a consequence of Theorem 2.9, this operator satisfies the estimate

\[
\|K_\lambda f\|_{L^p(\partial \Xi; \mathbb{C}^2)} \leq C \|f\|_{L^p(\partial \Xi; \mathbb{C}^2)}
\]

for all \(f \in L^p(\partial \Xi; \mathbb{C}^2)\) and some constant \(C > 0\) depending only on \(\theta, p,\) and the Lipschitz character of \(\Xi\).

Since the double layer potential for the velocity field (2.11) is built up by derivatives of the single layer potentials for the velocity field and the pressure, one can use Lemma 2.11 to prove the following result.

**Lemma 2.13.** Let \(1 < p < \infty\) and \(f \in L^p(\partial \Xi; \mathbb{C}^2)\). There exists a constant \(C > 0\) depending only on \(\theta, p,\) and the Lipschitz character of \(\Xi\) such that \(u\) given by \(u = D_\lambda(f)\) satisfies

\[
\|\|u\|_{L^p(\partial \Xi)} + \|u\|_{L^p(\partial \Xi)}\|_{L^p(\partial \Xi)} \leq C \|f\|_{L^p(\partial \Xi; \mathbb{C}^2)}.
\]

Besides the estimates on the interior and exterior non-tangential maximal functions, one is also in the position to evaluate the non-tangential limits from inside of \(\Xi\) and outside of \(\overline{\Xi}\) of \(u = D_\lambda(f)\). In this case, the non-tangential limits are given by

\[
(u)_\pm = \left( \pm \frac{1}{2} \text{Id} + K_\lambda^* \right) f,
\]

where \(K_\lambda^*\) is the adjoint of the operator \(K_\lambda\) from (2.12) but with resolvent parameter being \(\overline{\lambda}\).

We shortly remark that the main thought of the proofs of the presented results so far is the following: it is known that the results hold in the case \(\lambda = 0\), see Fabes, Kenig, and Verchota [21] in the case of three and more dimensions and the works of Brown, Mitrea, and Wright [48] and Brown, Perry, and Shen [7] in the case of two and more dimensions. For example, to derive statements for \(\nabla S_\lambda(f)\), one uses the decomposition

\[
\nabla S_\lambda(f) = \nabla S_0(f) + (\nabla S_\lambda(f) - \nabla S_0(f)).
\]

Then, one uses the desired property for \(\nabla S_0(f)\) which is already known by [21, 48] and derives the same property for \(\nabla S_\lambda(f) - \nabla S_0(f)\) as, for the difference, the involved integral kernel has a very weak singularity due to Theorem 2.10.

A consequence of the discussion above and (2.13) is that Theorem 2.3 follows, once we find a suitable subspace \(U \subset L^2(\partial \Xi; \mathbb{C}^2)\) such that \((-\frac{1}{2} \text{Id} + K_\lambda^*)|_U\) is invertible and has range \(L^2_\alpha(\partial \Xi)\). Moreover, to prove that the constant in the estimate (2.1) of the non-tangential maximal function \((u)_{\text{in}}^*\) only depends on \(\theta\), the Lipschitz character of \(\Xi\), and uniformly on the diameter of \(\Xi\) one has to show—having Lemma 2.13 in mind—the existence of \(C > 0\) depending only on \(\theta\), the Lipschitz character of \(\Xi\), and \(\alpha, \beta > 0\) (where \(\alpha\) and \(\beta\) satisfy \(\alpha \leq \text{diam}(\Xi) \leq \beta\)) such that, for all \(f \in U\), it holds that

\[
\|f\|_{L^2(\partial \Xi; \mathbb{C}^2)} \leq C \|(-\frac{1}{2} \text{Id} + K_\lambda) f\|_{L^2(\partial \Xi; \mathbb{C}^2)}.
\]

This analysis is performed in [52, Sect. 5] and fundamentally relies on Fredholm theory. Indeed, it is known [48, Eq. (5.165)] that \(-\frac{1}{2} \text{Id} + K_\lambda\) is a Fredholm operator with index zero.
$-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda$ is a compact perturbation of $-\frac{1}{2} \text{Id} + \mathcal{K}_0$ since

$$-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda = -\frac{1}{2} \text{Id} + \mathcal{K}_0 + (\mathcal{K}_\Lambda - \mathcal{K}_0)$$

and since $\mathcal{K}_\Lambda - \mathcal{K}_0$ is a compact operator thanks to the good kernel estimate in Theorem 2.10. It follows that $-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda$ is also a Fredholm operator with index zero. Due to $\text{ran}(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda^*) = \text{ran}(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda) = \ker(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda)^\perp$ and $\ker(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda^*)^\perp = \text{ran}(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda) = \text{ran}(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda)$, one defines the desired space $U$ to be $U := \text{ran}(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda)$. Furthermore, it turns out that one can compute the kernel of $-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda$ to be the linear span in $L^2(\partial \Xi; \mathbb{C}^2)$ of the normal vector $n$. This results in

$$\text{ran}(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda) = L^2_n(\partial \Xi).$$

The key result that allows to deduce that the kernel of $-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda$ equals the linear span of the normal vector $n$ in $L^2(\partial \Xi; \mathbb{C}^2)$ are so-called Rellich estimates, see [52, Sect. 4]. These estimates further allow to prove the existence of a constant $C > 0$ depending only on $\theta$, the Lipschitz character of $\Xi$, $\alpha$, and $\beta$ such that, for all $f \in L^2_n(\partial \Xi)$, it holds that

$$\|f\|_{L^2(\partial \Xi; \mathbb{C}^2)} \leq C\|(-\frac{1}{2} \text{Id} + \mathcal{K}_\Lambda)f\|_{L^2(\partial \Xi; \mathbb{C}^2)}.$$

By duality, this gives the bound in (2.14) with the same constant $C$.

Finally, we remark that the Rellich estimates established in [52, Sect. 4] do not depend on properties of the fundamental solutions but are established by very clever integrations by parts. This approach carries over from three and more dimensions to two dimensions word by word, so we will not go into details here. We only mention that the resolutions of the inhomogeneous Dirichlet, Neumann, and regularity problems for the Laplacian on bounded Lipschitz domains with connected boundary were used: for the Dirichlet problem in two space dimensions, we refer to Dahlberg’s works [9, 10], in particular to [10, Thm. 2] (noticing the remark in [10, p. 14]), the formulations of this result in the works of Verchota [62, Thm. 4.7D] and [63, Thm. 0.9D], and the recent work by Shen [53, Thm. 8.5.14]. For the Neumann problem in two space dimensions, we refer to Verchota [63, Cor. 3.4 and Thm. 4.2], Jerison and Kenig [34, Rem. (d)], and Kenig [36]. See also the formulation and proof in Shen [53, Thm. 8.5.13]. For the regularity problem in two space dimensions, we refer to Kenig’s work [37, Thm. 2.1.10] noting that the necessary ingredients [37, Lem. 2.1.13] and [37, Lem. 1.10.8] also hold in the two-dimensional case. We also refer to Shen’s monograph [53, Thm. 8.5.15].

With this being said, we conclude our review of Shen’s proof on the resolution of the $L^2$-Dirichlet problem for the Stokes resolvent problem.

3. Functional analytic properties of the Stokes operator

In this section, we will prove several functional analytic properties of the Stokes operator.

3.1. Resolvent estimates and maximal regularity. We start this section with a definition. For this purpose, recall the definition of the sector $S_\theta := \{z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \pi - \theta\}, \theta \in (0, \pi/2)$.

**Definition 3.1.** Let $X$ and $Y$ denote Banach spaces over $\mathbb{C}$ and $B: \mathcal{D}(B) \subset X \to X$ a closed linear operator.
Remark 3.2. 

(i) The operator $B$ is said to be sectorial of angle $\omega \in [0, \pi)$ if

$$\sigma(B) \subset \mathbb{S}_{\pi-\omega}$$

and if, for all $\omega < \theta < \pi$, the family $\{\lambda(\lambda + B)^{-1}\}_{\lambda \in \mathbb{S}_\theta} \subset \mathcal{L}(X)$ is bounded.

(ii) A family of operators $T \subset \mathcal{L}(X,Y)$ is said to be $\mathcal{R}$-bounded from $X$ to $Y$ if there exists a positive constant $C > 0$ such that, for any $k_0 \in \mathbb{N}$, $(T_k)_{k=1}^{k_0} \subset T$, and $(x_k)_{k=1}^{k_0} \subset X$, the inequality

$$\left\| \sum_{k=1}^{k_0} r_k(\cdot) x_k \right\|_{L^2(0,1;Y)} \leq C \left\| \sum_{k=1}^{k_0} r_k(\cdot) x_k \right\|_{L^2(0,1;X)}$$

holds. Here, $r_k(t) := \text{sgn}(\sin(2^k \pi t))$ are the Rademacher functions. We denote with $\mathcal{R}(T)$ the minimal constant $C > 0$ such that $T$ is $\mathcal{R}$-bounded.

(iii) The operator $B$ is said to be $\mathcal{R}$-sectorial of angle $\omega \in [0, \pi)$ if

$$\sigma(B) \subset \mathbb{S}_{\pi-\omega}$$

and if, for all $\omega < \theta < \pi$, the family $\{\lambda(\lambda + B)^{-1}\}_{\lambda \in \mathbb{S}_\theta} \subset \mathcal{L}(X)$ is $\mathcal{R}$-bounded.

**Remark 3.2.**

(i) By taking $k_0 = 1$, one sees that $\mathcal{R}$-boundedness implies boundedness of a family of operators. If $X$ and $Y$ are isomorphic to a Hilbert space, then $\mathcal{R}$-boundedness is equivalent to the boundedness of the family of operators, see [13, Rem. 3.2].

(ii) If $X$ is a subspace of $L^p(\Omega; \mathbb{C}^m)$ for some $1 < p < \infty$, $m \in \mathbb{N}$ and $\Omega \subset \mathbb{R}^d$ Lebesgue-measurable, then there exists $C > 0$ such that, for all $k_0 \in \mathbb{N}$ and $(f_k)_{k=1}^{k_0} \subset X$, it holds that

$$\frac{1}{C} \left\| \sum_{k=1}^{k_0} r_k(\cdot)f_k \right\|_{L^2(0,1;X)} \leq \left\| \sum_{k=1}^{k_0} |f_k|^2 \right\|_{L^p(\Omega)}^{1/2} \leq C \left\| \sum_{k=1}^{k_0} r_k(\cdot)f_k \right\|_{L^2(0,1;X)}.$$

This means that $\mathcal{R}$-boundedness in $L^p$-spaces is equivalent to so-called square function estimates, see [40, Rem. 2.9].

(iii) The operator $-B$ generates a strongly continuous bounded analytic semigroup on $X$ if and only if $B$ is densely defined and sectorial of angle $\omega \in [0, \pi/2)$, see [20, Thm. II.4.6]. Moreover, this semigroup is exponentially stable if $0 \in \rho(B)$. A short calculation reveals that the condition $0 \in \rho(B)$ follows if one can show the boundedness of the family of operators $\{(1+|\lambda|)(\lambda + B)^{-1}\}_{\lambda \in \mathbb{S}_\theta}$ for $\omega < \theta < \pi$.

If $X$ is a UMD-space, then the question of $\mathcal{R}$-sectoriality is intimately related to the question of the maximal $L^q$-regularity of generators $-B$: $\mathcal{D}(B) \subset \mathcal{D}(X) \to X$ of a bounded analytic semigroup. However, we will not go into details with the definition of UMD-spaces as the reflexive $L^p$-spaces as well as all closed subspaces and quotient spaces of these $L^p$-spaces have the UMD-property, see, e.g., [12], and these will be the only spaces that appear in our investigation.

Recall that, for all $x \in X$ and $f \in L^q(0,\infty;X)$, $1 < q < \infty$, the unique mild solution to the abstract Cauchy problem

\begin{equation}
\tag{ACP}
\begin{cases}
u'(t) + Bu(t) = f(t), & t \geq 0, \\
u(0) = x
\end{cases}
\end{equation}

is given by Duhamel’s formula

$$u(t) = e^{-tB}x + \int_0^t e^{-(t-s)B} f(s) \, ds,$$

cf. [4, Prop. 3.1.16].
Definition 3.3. For $1 < q < \infty$, we say that $B: \mathcal{D}(B) \subset X \rightarrow X$ has maximal $L^q$-regularity if, for $x = 0$ and all $f \in L^q(0, \infty; X)$, the unique mild solution to (ACP) satisfies $u(t) \in \mathcal{D}(B)$ for almost every $t > 0$ and $Bu \in L^q(0, \infty; X)$.

Remark 3.4. In the case of Definition 3.3, $u$ is also weakly differentiable with respect to $t$ and satisfies $u' \in L^q(0, \infty; X)$. By employing the closed graph theorem, the mere fact that $u'$ and $Bu$ lie in $L^q(0, \infty; X)$ implies the existence of $C > 0$ such that, for all $f \in L^q(0, \infty; X)$, the stability estimate

$$\|u\|_{L^q(0,\infty;X)} + \|Bu\|_{L^q(0,\infty;X)} \leq C\|f\|_{L^q(0,\infty;X)}$$

holds. Furthermore, it is well-known, see, e.g., [17, Thm. 2.1], that $u \in L^q(0, \infty; X)$ if and only if $0 \in \rho(B)$. In this case, one has a stability estimate of the form

$$(3.1) \quad \|u\|_{L^q(0,\infty;X)} + \|u'\|_{L^q(0,\infty;X)} + \|Bu\|_{L^q(0,\infty;X)} \leq C\|f\|_{L^q(0,\infty;X)}.$$ 

This estimate (3.1) and with it the regularity of $u$ can be extended to mild solutions with inhomogeneous initial data $u(0) = x$ for all $x$ in the real interpolation space $(X, \mathcal{D}(B))_{1-1/q,q}$, cf. [58, Prop. 2.2.3]. In this case, the stability estimate generalizes to

$$\|u\|_{L^q(0,\infty;X)} + \|u'\|_{L^q(0,\infty;X)} + \|Bu\|_{L^q(0,\infty;X)} \leq C\left(\|f\|_{L^q(0,\infty;X)} + \|x\|_{(X, \mathcal{D}(B))_{1-1/q,q}}\right).$$

Notice further that the property that $B$ has maximal $L^q$-regularity is independent of $q$, see [17, Thm. 4.2] or [18, Thm. 7.1] and the references given there.

A seminal result of Weis [65, Thm. 4.2] now builds the bridge between the notions of maximal $L^q$-regularity and $\mathcal{R}$-sectoriality.

Theorem 3.5 (Weis). If $X$ is a UMD-space and $-B: \mathcal{D}(B) \subset X \rightarrow X$ is the generator of a bounded analytic semigroup, then $B$ has maximal $L^q$-regularity for $1 < q < \infty$ if and only if $B$ is $\mathcal{R}$-sectorial of angle $\omega$ for some $\omega \in [0, \pi/2)$.

We concentrate now on the Stokes operator and establish that it is $\mathcal{R}$-sectorial of angle $\omega = 0$ on $L^p_0(\Omega)$ for suitable $p$. By virtue of Remark 3.2 (i) and (iii) and Theorem 3.5, this will readily prove Theorem 1.1, Corollary 1.2, and Theorem 1.6. As the argument in three or more space dimensions is known and does not differ in the two-dimensional case, we only give a short sketch:

Proof of the $\mathcal{R}$-sectoriality of the Stokes operator. The proof is decomposed into several steps.

Step 1: the case $p = 2$. Let $\theta \in (0, \pi)$. Notice that the Lax–Milgram lemma directly implies that $S_\theta \cup \{0\} \subset \rho(-A_2)$. Furthermore, for any $f \in L^2(\Omega; \mathbb{C}^2)$, define $u := (\lambda + A_2)^{-1}\mathbb{P}_2 f$. Then, testing the resolvent equation with $u$ followed by and applying Poincaré’s inequality, one directly obtains the inequality

$$(3.2) \quad (1 + |\lambda|)\|u\|_{L^2(\Omega; \mathbb{C}^2)} \leq C\|f\|_{L^2(\Omega; \mathbb{C}^2)}.$$ 

The constant $C > 0$ depends only on $d, \theta$, and $\text{diam}(\Omega)$. By virtue of Remark 3.2 (i), this implies that the family $\{(1 + |\lambda|)(\lambda + A_2)^{-1}\mathbb{P}_2\}_{\lambda \in S_\theta} \subset L^1(L^2(\Omega; \mathbb{C}^2), L^2_0(\Omega))$ is $\mathcal{R}$-bounded. As $\mathbb{P}_2$ acts as the identity on $L^2_0(\Omega)$, this readily settles the $\mathcal{R}$-sectoriality in the case $p = 2$.

Step 2: reformulation into an $\ell^2$-valued boundedness estimate in the case $p \geq 2$. Let $p \geq 2$. A combination of Definition 3.1 (ii) and Remark 3.2 (ii) reveals that the following statement is immediate, cf. [58, Prop. 2.3.4]:
The family \(\{(1 + |\lambda|)(\lambda + A_2)^{-1}P_2|_{L^p}\}_{\lambda \in \mathbb{S}_n}\) is \(\mathbb{R}\)-bounded from \(L^p(\Omega; \mathbb{C}^2)\) into \(L^p_0(\Omega)\) if and only if there exists \(C > 0\) such that, for all \(k_0 \in \mathbb{N}\) and all \((\lambda_k)_{k=1}^{k_0} \subset \mathbb{S}_0\), the operator

\[
T_{(\lambda_k)_{k=1}^{k_0}} : L^p(\Omega; \ell^2(\mathbb{C}^2)) \to L^p(\Omega; \ell^2(\mathbb{C}^2)), \quad f = (f_k)_{k \in \mathbb{N}} \mapsto \begin{pmatrix}
(1 + |\lambda_1|)(\lambda_1 + A_2)^{-1}P_2|_{L^p}f_1 \\
\vdots \\
(1 + |\lambda_{k_0}|)(\lambda_{k_0} + A_2)^{-1}P_2|_{L^p}f_{k_0} \\
\vdots
\end{pmatrix}
\]

is well-defined and satisfies

\[
\|T_{(\lambda_k)_{k=1}^{k_0}}f\|_{L^p(\Omega; \ell^2(\mathbb{C}^2))} \leq C\|f\|_{L^p(\Omega; \ell^2(\mathbb{C}^2))}.
\]

In other words, the family of all operators that can be formed by the procedure above is uniformly bounded.

**Step 3:** verification of (3.3) for certain values of \(p > 2\). To verify (3.3), one employs the following vector-valued version of the \(L^p\)-extrapolation theorem of Shen [60, Thm. 4.1], see [51, Thm. 3.3] for the scalar-valued version.

**Theorem 3.6.** Let \(X\) be a Banach space, \(\Upsilon \subset \mathbb{R}^2\) be Lebesgue-measurable and bounded, \(\mathcal{M} > 0\), and let \(T \in \mathcal{L}(L^2(\Upsilon; X))\) with \(\|T\|_{\mathcal{L}(L^2(\Upsilon; X))} \leq \mathcal{M}\).

Suppose that there exist constants \(p > 2\), \(R_0 > 0\), \(\alpha_2 > \alpha_1 > 1\), and \(C > 0\) such that the following statement is valid: for all balls \(B(x_0, r)\) with \(0 < r < R_0\), which are either centered on \(\partial \Upsilon\), i.e., \(x_0 \in \partial \Upsilon\), or satisfy \(B(x_0, \alpha_2 r) \subset \Upsilon\), and all compactly supported \(f \in L^\infty(\Upsilon; X)\) with \(f = 0\) in \(\Upsilon \cap B(x_0, \alpha_2 r)\), the estimate

\[
\left(\frac{1}{r^2} \int_{\Upsilon \cap B(x_0, r)} \|Tf\|_X^q \, dx\right)^\frac{1}{q} \leq C \left(\frac{1}{r^2} \int_{\Upsilon \cap B(x_0, \alpha_1 r)} \|Tf\|_X^q \, dx\right)^\frac{1}{q}
\]

holds. Then, for each \(2 < q < p\), the operator \(T\) restricts to a bounded linear operator on \(L^p(\Upsilon; X)\), with operator norm bounded by a constant depending on \(p, q, \alpha_1, \alpha_2, C, \mathcal{M}, R_0,\) and \(\text{diam}(\Upsilon)\).

**Remark 3.7.** We say that an operator satisfies a *weak reverse Hölder estimate* if it satisfies (3.4).

The original version of Theorem 3.6 comes with an additional term on the right-hand side of (3.4) which will not be needed in our case.

We apply Theorem 3.6 as follows: first of all, we fix some notation regarding the bounded Lipschitz domain \(\Omega \subset \mathbb{R}^2\). Let \(M > 0\) denote the Lipschitz constant of \(\Omega\). Define for \(r > 0\)

\[
D(r) := \{(x_1, x_2) \in \mathbb{R}^2 : |x_1| < r \text{ and } |x_2| < (1 + M)r\},
\]

and let \(R_0 > 0\) be such that, for each \(x_0 \in \partial \Omega\), there exists a Lipschitz continuous function \(\eta : \mathbb{R} \to \mathbb{R}\) with \(\eta(0) = 0\) and \(\|\eta\|_{L^\infty(\mathbb{R})} \leq M\) such that, for all \(0 < r < R_0\), one has after a possible rotation that

\[
D(r) \cap [\Omega - \{x_0\}] = \{(y_1, y_2) \in \mathbb{R}^2 : |y_1| < r \text{ and } \eta(y_1) < y_2 < (1 + M)r\} =: D_\eta(r)
\]

and

\[
D(r) \cap [\partial \Omega - \{x_0\}] = \{(y_1, y_2) \in \mathbb{R}^2 : |y_1| < r \text{ and } y_2 = \eta(y_1)\} =: I_\eta(r).
\]

Notice that

\[
(3.5) \quad B(0, r) \subset D(r) \quad \text{and} \quad D(2r) \subset B(0, \alpha_1 r)
\]

with

\[
\alpha_1 := 2\sqrt{1 + (1 + M)^2}.
\]
Furthermore, we remark that the Lipschitz cylinders $D_\rho(r)$ are Lipschitz domains with Lipschitz constant comparable to $M$. Additionally, the Lipschitz character is uniform with respect to all parameters if the radius $r$ is bounded from below. This was discussed in detail, e.g., in [58, Lem. 1.3.25].

Now, choose $X := \ell^2(\mathbb{C}^2)$, $\Omega := \Omega$, and $p_0 := 4$. Let further $\theta \in (0, \pi/2)$, $k_0 \in \mathbb{N}$, and let $(\lambda_k)_{k=1}^{k_0} \subset S_\theta$. For $T$ being defined by $T := T(\lambda_k)_{k=1}^{k_0}$, we know by Steps 1 and 2 that $T$ is bounded on $L^2(\Omega; \ell^2(\mathbb{C}^2))$ and that the operator norm is bounded by the constant $C$ from (3.2). As this constant is uniform with respect to $k_0$ and all choices of $(\lambda_k)_{k=1}^{k_0} \subset S_\theta$, we choose $\mathcal{M} := C$.

Now, if we can establish the validity of (3.4) uniformly in those parameters as well, the family of all such operators $T$ restricts to a bounded family of operators in $L^q(\Omega; \ell^2(\mathbb{C}^2))$ for all $q$ subject to $2 \leq q < \infty$. Here, the number $p$ still has to be fixed.

We concentrate on verifying (3.4) only for points in $x_0 \in \partial \Omega$ as this is the more demanding task. Define $\alpha_2 := 3\sqrt{1 + (1 + M)^2}$ and let $0 < 2r < R_0$. Finally, let $f \in L^{\infty}(\Omega; \ell^2(\mathbb{C}^2))$ have compact support and satisfy $f = 0$ in $\Omega \cap B(x_0, \alpha_2 r)$.

For $1 \leq k \leq k_0$ define $u_k := (\lambda_k + A_2)^{-1}P_2 f_k$ and notice that $u_k \in W^{1,2}_{0,\sigma}(\Omega)$. We remark that, by virtue of [45, Cor. 5.7], $u_k$ is even Hölder continuous in $\overline{\Omega}$. Thus, e.g., by [54, Thm. III.2.1.1] there exists a unique pressure $\pi_k \in L^2(\Omega)$ with average zero such that

\[
\begin{cases}
\lambda_k u_k - \Delta u_k + \nabla \pi_k = P_2 f_k & \text{in } \Omega, \\
\text{div}(u_k) = 0 & \text{in } \Omega, \\
u_k = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Using the Helmholtz decomposition of $L^2(\Omega; \mathbb{C}^2)$ in order to write $P_2 f_k = f_k - \nabla h_k$ with some $h_k \in G_2(\Omega)$, we find, since $f_k$ vanishes in $\Omega \cap B(x_0, \alpha_2 r)$, with $\phi_k := \pi_k + h_k$ that

\[
\begin{cases}
\lambda_k u_k - \Delta u_k + \nabla \phi_k = 0 & \text{in } \Omega \cap B(x_0, \alpha_2 r), \\
\text{div}(u_k) = 0 & \text{in } \Omega \cap B(x_0, \alpha_2 r), \\
u_k = 0 & \text{on } \partial \Omega \cap B(x_0, \alpha_2 r).
\end{cases}
\]

(3.6)

Inner regularity, see, e.g., [24, Thm. IV.4.3], now implies that the solutions $u_k$ and $\phi_k$ are smooth in $\Omega \cap B(x_0, \alpha_2 r)$.

By translation, rotation, and rescaling, we may assume that $x_0 = 0$, that $r = 1$, and that $u_k$ and $\phi_k$ solve (3.6) in $D_\rho(2)$. Let $1 < s < 2$, and let $g_{k,s} := u_k|_{\partial D_\rho(s)}$. By Theorem 2.3, there exist $v_{k,s}$ and $\varphi_{k,s}$ solving the Stokes resolvent problem with resolvent parameter $\lambda_k$ in the Lipschitz domain $\Xi := D_\rho(s)$ and boundary data $g_{k,s}$. Notice that the boundary datum in fact is the trace of $u_k$ itself. Moreover, since $u_k$ is Hölder continuous in $\overline{D_\rho(s)}$, its non-tangential maximal function from the inside lies in $L^2(\partial D_\rho(s))$ so that, by uniqueness of the solution, we must have that $u_k = v_{k,s}$. Finally, notice for every complex-valued measurable function $h$ the validity of the estimate

\[
\left( \int_{D_\rho(s)} |h|^4 \, dx \right)^{\frac{1}{2}} \leq C \left( \int_{\partial D_\rho(s)} |(h)^s| \, d\sigma(x) \right)^{\frac{1}{2}},
\]

(3.7)

where the constant $C > 0$ only depends on the Lipschitz constant $M$, see [64, Lem. 3.3]. We remark that the result in [64] is only formulated for $d \geq 3$, but the proof carries over word for
word to the case of $d = 2$. Thus, by virtue of inequality (3.7) and Theorem 2.3, we find that
\[
\left( \int_{D_n(1)} \left[ \sum_{k=1}^{k_0} (1 + |\lambda_k|) |u_k|^2 \right]^{\frac{2}{d}} \, dx \right)^{\frac{d}{2}} \leq C \int_{\partial D_n(s)} \left\{ \left( \sum_{k=1}^{k_0} (1 + |\lambda_k|) |u_k|^2 \right)^{\frac{1}{2}} \right\}^s \, d\sigma(x)
\]
\[
\leq C \int_{\partial D_n(s)} \sum_{k=1}^{k_0} (1 + |\lambda_k|) |u_k|^2 \, d\sigma(x)
\]
\[
\leq C \int_{\partial D_n(s) \setminus I_n(s)} \sum_{k=1}^{k_0} (1 + |\lambda_k|) |u_k|^2 \, d\sigma(x).
\]
Notice that the constant $C$ is independent of $s$. Integrating this inequality over $s \in (1, 2)$, the co-area formula yields
\[
\left( \int_{D_n(1)} \left[ \sum_{k=1}^{k_0} (1 + |\lambda_k|) |u_k|^2 \right]^{\frac{2}{d}} \, dx \right)^{\frac{d}{2}} \leq C \int_{D_n(2)} \left[ \sum_{k=1}^{k_0} (1 + |\lambda_k|) |u_k|^2 \right]^{\frac{2}{d}} \, dx,
\]
which is, after taking the square root and using the inclusion relations (3.5), already the weak reverse H"{o}lder estimate (3.4) with $p = p_0$.

The same strategy can be employed to establish this weak reverse H"{o}lder estimate on balls $B(x_0, r)$ such that $B(x_0, \alpha_2 r) \subset \Omega$. Having these weak reverse H"{o}lder estimates at hand, one uses the Vitali covering lemma to deduce the validity of these weak reverse H"{o}lder estimates on all balls $B(x_0, r)$ such that $\Omega \cap B(x_0, \alpha_2 r) \neq \emptyset$, cf. the proof of [60, Lem. 4.2]. Afterwards, one uses their self-improving property, see, e.g., [27, Thm. 6.38], to deduce the validity of (3.4) with $p = p_0 + \varepsilon$ for some $\varepsilon > 0$ depending only on the Lipschitz character of $\Omega$ and $\theta$. As all parameters are uniform with respect to $(\lambda_k)_{k=1}^{k_0}$, we conclude that (3.3) holds for all $2 < p < 4 + \varepsilon$ with a uniform constant $C > 0$.

**Step 4: the case $p < 2$.** Let $1 < p < 2$ be such that its H"{o}lder conjugate exponent $p'$ satisfies (1.3). Since $A_p$ is defined to be the adjoint to $A_{p'}$, the $R$-sectoriality follows by duality, see [38, Lem. 3.1].

**Step 5: conclusion.** Having established the $R$-sectoriality of $A_p$ on $L^p_0(\Omega)$ for $2 \leq p < 4 + \varepsilon$ via square function estimates in Steps 1, 2, and 3 as well for $(4 + \varepsilon)' < p \leq 2$ via duality in Step 4, we conclude the proof of Theorem 1.1, Corollary 1.2, and Theorem 1.6. \hfill $\square$

### 3.2. Boundedness of the $H^\infty$-calculus.

To introduce the boundedness of the $H^\infty$-calculus, define for $\theta \in (0, \pi)$ the so-called *Dunford–Riesz class*

\[
H^\infty_0(S_\theta) := \left\{ f : S_\theta \to C : f \text{ holomorphic and } \exists C > 0 \forall z \in S_\theta : |f(z)| \leq \frac{C|z|^\varepsilon}{(1 + |z|)^{2\varepsilon}} \right\}.
\]

Let $B : \mathcal{D}(B) \subset X \to X$ be a sectorial operator of angle $\omega \in [0, \pi)$ on a Banach space $X$ over the complex field. Then for any $\theta \in (0, \pi - \omega)$ and $\vartheta \in (\theta, \pi - \omega)$ one defines for $f \in H^\infty_0(S_\theta)$

\[
f(B) := \frac{1}{2\pi i} \int_{\partial S_\theta} f(\lambda)(\lambda - B)^{-1} \, d\lambda.
\]

Here, the path $\partial S_\theta$ is understood to be run through in the counterclockwise sense. Using the sectoriality of $B$ and the fact that $f \in H^\infty_0(S_\theta)$ it is clear that $f(B) \in \mathcal{L}(X)$. If $B$ is densely defined and has a dense range, then the question of whether there exists $C > 0$ such that, for all $f \in H^\infty_0(S_\theta)$, one has

\[
\|f(B)\|_{\mathcal{L}(X)} \leq C \sup_{z \in S_\theta} |f(z)|
\]

is the question of the boundedness of the $H^\infty(S_\theta)$-calculus of $B$ [31, Prop. 5.3.4]. While there is a vast and beautiful theory around this question, see, e.g., Haase [31] for further reading,
we only want to note one consequence of the boundedness of the $H^\infty(S_0)$-calculus of a sectorial operator $B$. Indeed, there is a connection between the domains of fractional powers of $B$ and the complex interpolation spaces between $X$ and $\mathcal{D}(B)$. More precisely, by [31, Thm. 6.6.9] one finds with equivalent norms that

$$\mathcal{D}(B^s) = [X, \mathcal{D}(B)]_s, \quad s \in (0, 1).$$

That, for $\theta \in (0, \pi)$, the $H^\infty(S_0)$-calculus of the Stokes operator on $L^p_\sigma(\Omega)$ for

$$\left| \frac{1}{p} - \frac{1}{2} \right| \leq \frac{1}{2d} + \varepsilon$$

and $d \geq 3$ is indeed bounded, is a result of Kunstmann and Weis [41, Thm. 16]. In the following, we will shortly review their proof to confirm that their result stays valid in the two-dimensional case.

**Step 1: the density of the domain and the range.** Concerning the density of the domain of the Stokes operator, we note the following lemma:

**Lemma 3.8.** Let $\Omega \subset \mathbb{R}^2$ be a bounded Lipschitz domain. Then there exists $\varepsilon > 0$ such that, for all

$$\left| \frac{1}{p} - \frac{1}{2} \right| < \frac{1}{4} + \varepsilon,$$

the space $W^{2,p}_{0,\sigma}(\Omega)$ is embedded continuously into $\mathcal{D}(A_p)$. In particular, the representation formula

$$A_p u = -P_p \Delta u, \quad u \in W^{2,p}_{0,\sigma}(\Omega),$$

is valid.

**Proof.** The proof of this in three or more dimensions is presented in [59, Lem. 2.5] and is literally the same in two spatial dimensions. Thus, we may omit the proof. \(\square\)

The density of the range of the Stokes operator follows by “abstract nonsense”. Indeed, since $0 \in \rho(A_p)$, we know that $A_p$ is injective. Moreover, by the results from Subsection 3.1, we know that $A_p$ is sectorial. The sectoriality combined with the reflexivity of $L^2_\sigma(\Omega)$ implies the validity of the following algebraic and topological decomposition of $L^p_\sigma(\Omega)$, see [31, Prop. 2.1.1. h]):

$$L^p_\sigma(\Omega) = \ker(A_p) \oplus \text{ran}(A_p).$$

Here, $\ker(A_p)$ denotes the kernel of $A_p$ and $\text{ran}(A_p)$ its range. Since $\ker(A_p) = \{0\}$, we directly find that $\text{ran}(A_p)$ is dense in $L^p_\sigma(\Omega)$.

**Step 2: the comparison principle of Kunstmann and Weis.** The boundedness of the $H^\infty(S_0)$-calculus of $A_p$ shall be deduced by that of the Dirichlet-Laplacian $-\Delta_p$ on $L^p(\Omega; \mathbb{C}^2)$. That the $H^\infty(S_0)$-calculus of $-\Delta_p$ is indeed bounded follows for example by combining the facts that the semigroup $(e^{t\Delta_p})_{t \geq 0}$ satisfies heat kernel bounds, see, e.g., Davies [11, Cor. 3.2.8], and that $-\Delta_p$ has a bounded $H^\infty(S_0)$-calculus on $L^2(\Omega; \mathbb{C}^2)$ (by the spectral theorem for self-adjoint operators) with a result of Duong and Robinson [19, Thm. 3.1].

The comparison principle of Kunstmann and Weis now reads as follows, see [41, Thm. 9]:

**Theorem 3.9.** Let $X$ and $Y$ be Banach spaces. Let $R: Y \to X$ and $S: X \to Y$ be bounded linear operators satisfying $RS = \text{Id}_X$. Let $B$ have a bounded $H^\infty(S_0)$-calculus in $Y$ for some $\sigma \in (0, \pi)$, and let $A$ be $R$-sectorial in $X$. Assume that there are functions $\varphi, \psi \in H^\infty_0(S_0) \setminus \{0\}$ where $\nu \in (0, \sigma)$ and $C_1, C_2 > 0$ such that, for some $\beta > 0$ and all $t \in \mathbb{Z}$,

$$\sup_{1 \leq s, t \leq 2} R\{ \varphi(s2^{j+t}A)R\psi(t2^{j}B) : j \in \mathbb{Z} \} \leq C_1 2^{-\beta|t|} \quad \text{and}$$

$$\sup_{1 \leq s, t \leq 2} R\{ \varphi(s2^{j+t}A)S\psi(t2^{j}B)' : j \in \mathbb{Z} \} \leq C_2 2^{-\beta|t|}.$$
Then $A$ has a bounded $H^\infty(S_\nu)$-calculus on $X$.

**Remark 3.10.** The original result of Kunstmann and Weis is even stronger as they actually do not assume $A$ to be $\mathcal{R}$-sectorial but only almost $\mathcal{R}$-sectorial.

Kunstmann and Weis provided in [41, Prop. 10 and Prop. 11] also tools for establishing (3.10) and (3.11) which are summarized below.

**Proposition 3.11.** In the setting of Theorem 3.9, suppose that there exist $\alpha_0 > 0$ and $C > 0$ such that, for $\alpha = \pm \alpha_0$, we have

$$
(3.12) \quad R \mathcal{D}(B^\alpha) \subset \mathcal{D}(A^\alpha), \quad \|A^\alpha y\|_X \leq C\|B^\alpha y\|_Y \quad \text{for all} \quad y \in \mathcal{D}(B^\alpha),
$$

and

$$
(3.13) \quad S \mathcal{D}(A^\alpha) \subset \mathcal{D}(B^\alpha), \quad \|B^\alpha x\|_Y \leq C\|A^\alpha x\|_X \quad \text{for all} \quad x \in \mathcal{D}(A^\alpha).
$$

Then (3.10) and Condition (3.11) hold for the choice $C_1 = C_2 = C$, $\beta = \alpha_0$, and $\varphi(\lambda) = \psi(\lambda) = \lambda^{2\alpha_0}(1 + \lambda)^{-4\alpha_0}$.

Let us assume for a moment that the assumptions of Proposition 3.11 are verified for the choice $X = L^2_\sigma(\Omega)$, $Y = L^2(\Omega; \mathbb{C}^2)$, $R = B$, $S$ being the inclusion of $L^2_\sigma(\Omega)$ into $L^2(\Omega; \mathbb{C}^2)$, $A = A_2$, and $B = -\Delta_2$. Let $\varphi, \psi \in H^{\infty}(S_\nu) \setminus \{0\}$ denote the functions provided by Proposition 3.11. Then we would find constants $C_1, C_2 > 0$ and some $\beta > 0$ such that

$$
(3.14) \quad \sup_{1 \leq s, t \leq 2} \mathcal{R}\{\varphi(s^{2i+\ell}A_2)R\psi(-t^{2j}\Delta_2) : j \in \mathbb{Z}\} \leq C_1 2^{-\beta|\ell|}
$$

and

$$
(3.15) \quad \sup_{1 \leq s, t \leq 2} \mathcal{R}\{\varphi(s^{2i+\ell}A_2)'S\psi(-t^{2j}\Delta_2)' : j \in \mathbb{Z}\} \leq C_2 2^{-\beta|\ell|}
$$

for all $\ell \in \mathbb{Z}$. Let further $p$ satisfy

$$
0 < \frac{1}{2} - \frac{1}{p} < \frac{1}{4} + \varepsilon,
$$

where $\varepsilon > 0$ is small enough such that $A_p$ is $\mathcal{R}$-sectorial on $L^p_\sigma(\Omega)$. Notice that also $-\Delta_p$ is $\mathcal{R}$-sectorial on $L^p(\Omega; \mathbb{C}^2)$ due to the Gaussian upper bounds of the heat semigroup, see [32, Thm. 3.1]. Now, the $\mathcal{R}$-sectoriality of these two operators together with [39, Lem. 3.3] implies that the two sets

$$
\{\varphi(s^{2i+\ell}A_p) : s > 0, j, \ell \in \mathbb{Z}\} \subset \mathcal{L}(L^p_\sigma(\Omega)) \quad \text{and} \quad \{\psi(-t^{2j}\Delta_p) : t > 0, j \in \mathbb{Z}\} \subset \mathcal{L}(L^p(\Omega; \mathbb{C}^2))
$$

are $\mathcal{R}$-bounded. Next, since singletons of bounded operators are always $\mathcal{R}$-bounded and since products of $\mathcal{R}$-bounded sets of operators are $\mathcal{R}$-bounded as well, cf. [13, Prop. 3.4], we find that

$$
\{\varphi(s^{2i+\ell}A_p)R\psi(-t^{2j}\Delta_p) : s, t > 0, j, \ell \in \mathbb{Z}\} \subset \mathcal{L}(L^p(\Omega; \mathbb{C}^2), L^p_\sigma(\Omega))
$$

is $\mathcal{R}$-bounded. Finally, since $\mathcal{R}$-boundedness implies uniform boundedness, there exists $C > 0$ such that

$$
\sup_{\ell \in \mathbb{Z}} \sup_{1 \leq s, t \leq 2} \mathcal{R}\{\varphi(s^{2i+\ell}A_p)R\psi(-t^{2j}\Delta_p) : j \in \mathbb{Z}\} \leq C.
$$

Using the interpolation result in [39, Prop. 3.7] together with (3.14), one finds a constant $C > 0$ such that, for $2 < q < p$ with

$$
\frac{1}{q} = \frac{1 - \theta}{2} + \frac{\theta}{p}
$$

for some $0 < \theta < 1$,

the following estimate holds for all $\ell \in \mathbb{Z}$

$$
\sup_{1 \leq s, t \leq 2} \mathcal{R}\{\varphi(s^{2i+\ell}A_q)R\psi(-t^{2j}\Delta_q) : j \in \mathbb{Z}\} \leq C 2^{-\frac{1}{2}(1-\theta)|\ell|}.
$$

Consequently, with the definitions $X = L^2_\sigma(\Omega)$, $Y = L^2(\Omega; \mathbb{C}^2)$, $R = B$, $S$ being the inclusion of $L^2_\sigma(\Omega)$ into $L^2(\Omega; \mathbb{C}^2)$, $A = A_q$, and $B = -\Delta_q$, Condition (3.10) of Theorem 3.9 is satisfied.
Condition (3.11) follows in a similar fashion by noticing that, due to self-adjointness, we have that
$$\psi(-t^{2j} \Delta_p)' = \psi(-t^{2j} \Delta_p') \simeq \psi(-t^{2j} \Delta_p')$$
and
$$\psi(12^j A_p)' = \psi(12^j A_p') \simeq \psi(12^j A_p').$$
Moreover, the dual operator $S'$ of $S$ is identified with an operator on $L^p(\Omega; \mathbb{C}^2)$ as follows. Let $f \in L^p(\Omega; \mathbb{C}^2)'$, and let $f \in L^p(\Omega; \mathbb{C}^2)$ denote its canonical identification. Then, for $g \in L^p(\Omega)$, one calculates
$$\langle S' f, g \rangle_{L^p} = \langle f, S g \rangle_{L^p} = \langle f, g \rangle_{L^p} = \langle f, \mathbb{P} g \rangle_{L^p} = \langle \mathbb{P} f, g \rangle_{L^p}.$$
Consequently, the operator
$$\psi(12^j A_p)S' \psi(-t^{2j} \Delta_p)'$$
may be identified with the operator
$$\psi(12^j A_p) \mathbb{P} \psi(-t^{2j} \Delta_p).$$
Now, the same argument leading to (3.10) can be used to establish (3.11). The only difference
is to use the $R$-sectoriality of $A_p'$ on $L^p(\Omega)$ of $\Delta_p$ on $L^p(\Omega; \mathbb{C}^2)$. Hence, besides the verification of the conditions of Proposition 3.11 on the $L^2$-scale, this establishes the boundedness of the $H^\infty$-calculus of the Stokes operator on the $L^p$-scale and thus proves Theorem 1.5.

**Step 3: verification of the conditions from Proposition 3.11.** To start with, we briefly introduce suitable scales of Bessel potential spaces, see [35, 45, 56, 57] for proofs of the stated results and for further information. For $s \in \mathbb{R}$ and $1 < p < \infty$, the well-known **Bessel potential space** on $\mathbb{R}^2$ is defined by
$$H^{s,p}(\mathbb{R}^2; \mathbb{C}^2) := \left\{ f \in \mathcal{S}(\mathbb{R}^2; \mathbb{C}^2)' : \mathcal{F}^{-1}(1 + |\cdot|^2)^{s/2} \mathcal{F}(f) \in L^p(\mathbb{R}^2; \mathbb{C}^2) \right\},$$
with the norm
$$\|f\|_{H^{s,p}(\mathbb{R}^2; \mathbb{C}^2)} := \|\mathcal{F}^{-1}(1 + |\cdot|^2)^{s/2} \mathcal{F}(f)\|_{L^p(\mathbb{R}^2; \mathbb{C}^2)}.$$
Its counterpart on the domain $\Omega$ is defined via restriction
$$H^{s,p}(\Omega; \mathbb{C}^2) := \left\{ \mathcal{R}_\Omega(g) : g \in H^{s,p}(\mathbb{R}^2; \mathbb{C}^2) \right\},$$
where $\mathcal{R}_\Omega$ restricts distributions to $\Omega$ and the corresponding norm is given by the natural quotient norm
$$\|f\|_{H^{s,p}(\Omega; \mathbb{C}^2)} := \inf_{g \in H^{s,p}(\mathbb{R}^2; \mathbb{C}^2)} \|g\|_{H^{s,p}(\mathbb{R}^2; \mathbb{C}^2)}.$$
To incorporate traces that vanish at the boundary of $\Omega$, one defines
$$H^{s,p}_0(\Omega; \mathbb{C}^2) := \left\{ \mathcal{R}_\Omega(g) : g \in H^{s,p}(\mathbb{R}^2; \mathbb{C}^2), \text{supp } g \subset \overline{\Omega} \right\}$$
with the quotient norm
$$\|f\|_{H^{s,p}_0(\Omega; \mathbb{C}^2)} := \inf_{\text{supp } g \subset \overline{\Omega}} \|g\|_{H^{s,p}(\mathbb{R}^2; \mathbb{C}^2)}.$$
The spaces $H^{s,p}_0(\Omega; \mathbb{C}^2)$ and $H^{s,p}(\Omega; \mathbb{C}^2)$ coincide if $-1 + 1/p < s < 1/p$. Thus, if this condition applies, we may also write $H^{s,p}_0(\Omega; \mathbb{C}^2)$ for $H^{s,p}(\Omega; \mathbb{C}^2)$ if this simplifies the notation. Moreover, $C^\infty(\Omega; \mathbb{C}^2)$ is dense in $H^{s,p}_0(\Omega; \mathbb{C}^2)$ for all $s \in \mathbb{R}$ and $1 < p < \infty$. Finally, for $s > 0$, the space $H^{s,p}_0(\Omega; \mathbb{C}^2)$ is reflexive. In particular, it holds for $1/p + 1/p' = 1$ that
$$H^{s,p}_0(\Omega; \mathbb{C}^2)' = H^{-s,p'}(\Omega; \mathbb{C}^2)$$
and
$$H^{-s,p'}(\Omega; \mathbb{C}^2)' = H^{s,p}_0(\Omega; \mathbb{C}^2).$$
If we consider Bessel potential spaces as subspaces of scalar-valued tempered distributions $S(\mathbb{R}^2)'$, we just write $H^{s,p}(\mathbb{R}^2)$, $H^{s,p}(\Omega)$, and $H^s_0(\Omega)$.

The solenoidal counterparts of these spaces are defined for $s > -1 + 1/p$ as the Stokes scale associated to the Lipschitz domain $\Omega$ and are given by

$$H^s_0(\Omega; \mathbb{C}^2) := C^\infty_{c,\sigma}(\Omega)^{1+\|H^s_{\sigma}(\alpha;\mathbb{C}^2)}.$$

We remark that this definition is in line with the scale used by Mitrea and Monniaux due to their result in [45, Prop. 2.10].

We will need the following result about the Helmholtz projection on Bessel potential spaces [45, Prop. 2.16 (II)].

**Proposition 3.12** (Mitrea, Monniaux). For $|s| < \frac{1}{2}$, the Helmholtz projection $\mathbb{P}$ acts as a bounded linear projection on $H^{s,2}(\Omega; \mathbb{C}^2)$ and yields the following topological direct sum:

$$H^{s,2}(\Omega; \mathbb{C}^2) = H^s_{0,\sigma}(\Omega) \oplus \nabla H^{s+1,2}(\Omega) .$$

Furthermore, $H^s_{0,\sigma}(\Omega)$ is the range of $\mathbb{P}$ and is reflexive with $H^s_{0,\sigma}(\Omega)' = H^{-s,2}_{\sigma}(\Omega)$.

In the next step, we establish a relation between the scales of Bessel potential spaces from Proposition 3.12 and suitable interpolation and extrapolation scales of Banach spaces that are induced by fractional powers of $A_2$ and $-\Delta_2$, see [40, Def. 15.21].

For a given Banach space $X$, a sectorial operator $A$: $\mathcal{D}(A) \to X$ with $0 \in \rho(A)$, and $\alpha \in \mathbb{R}$, we define

$$\hat{X}_{\alpha,A} := (\mathcal{D}(A^\alpha), \|A^\alpha \cdot \|)_X$$

to be the completion of the domain $\mathcal{D}(A^\alpha)$ with respect to the homogeneous graph norm.

**Remark 3.13.** (i) If $X$ is reflexive, there is a natural isomorphism $(\hat{X}_{\alpha,A})' = (X')_{-\alpha,A'}$, see [40, Prop. 15.23]. In particular, if $X$ is a Hilbert space and $A$ is self-adjoint, then $(\hat{X}_{\alpha,A})' = \hat{X}_{-\alpha,A}$ via the usual identification of $A$ with $A'$ via the Riesz isomorphism.

(ii) For sectorial operators with $0 \in \rho(A)$, the scale $(\hat{X}_{\alpha,A})$ coincides with the usual extrapolated fractional power scale of order 1 or the interpolation-extrapolation scale according to [2, Thm. V.1.3.8 and Thm. V.1.5.4]. In particular, for $\alpha > 0$, the domain $\mathcal{D}(A^\alpha)$ is already complete with respect to the homogeneous graph norm as a consequence of the closed graph theorem.

The following proposition, whose first part is due to Mitrea and Monniaux [45, Thm. 5.1], characterizes the fractional power domains of the Stokes operator $A_2$ and the Dirichlet-Laplacian $-\Delta_2$ on $L^2(\Omega; \mathbb{C}^2)$ in terms of the Bessel potential spaces from Proposition 3.12.

**Proposition 3.14.** Let $|s| < \frac{1}{2}$. Then

$$\left( L^2(\Omega) \right)_{s/2,A_2} = H^s_{0,\sigma}(\Omega) \quad \text{and} \quad \left( L^2(\Omega; \mathbb{C}^2) \right)_{s/2,-\Delta_2} = H^s_0(\Omega; \mathbb{C}^2).$$

In particular, for $s > 0$,

$$\mathcal{D}(A_2^{s/2}) = H^s_{0,\sigma}(\Omega) \quad \text{and} \quad \mathcal{D}((-\Delta_2)^{s/2}) = H^s_0(\Omega; \mathbb{C}^2).$$

**Proof.** We only prove the facts for the Stokes operator. The corresponding facts for the Dirichlet-Laplacian follow for example from [34, Sect. 7].

We start with the case $s > 0$. By virtue of the invertibility of $A_2$ and of Remark 3.13 (ii), we only have to calculate $\mathcal{D}(A_2^{s/2})$. Since $A_2$ is self-adjoint, its $H^\infty$-calculus on $L^2_0(\Omega)$ is bounded, see, e.g., [13, Sect. 2.4]. Thus, employing (3.8) one finds that $\mathcal{D}(A_2^{s/2}) = \left[ L^2_0(\Omega), \mathcal{D}(A_2^{1/2}) \right]_s$. 


Furthermore, it is known that $\mathcal{D}(A_{2}^{1/2}) = W_{0,\sigma}^{1,2}(\Omega)$, see, e.g., [54, Lem. III.2.2.1] and that the arising interpolation space is computed as

$$[L_{\sigma}^{2}(\Omega), W_{0,\sigma}^{1,2}(\Omega)]_{s} = H_{0,\sigma}^{s,2}(\Omega),$$

see [45, Thm. 2.12].

Now, let $s < 0$. Using Proposition 3.12, the fact that $A_{2}$ is self-adjoint, the isomorphism from Remark 3.13 (i), and the result for the case $s > 0$ yield

$$H_{0,\sigma}^{s,2}(\Omega) = H_{0,\sigma}^{-s,2}(\Omega)^{\prime} = \left(L_{\sigma}^{2}(\Omega)^{\prime} \right)_{s/2,A_{2}}^{\prime} = \left(L_{\sigma}^{2}(\Omega)^{\prime} \right)^{s/2,A_{2}},$$

which completes the proof of the statement. $\square$

For $B_{2} := -\Delta_{2}$ and $s > 0$, the following diagram summarizes the interplay of Proposition 3.12 (vertical arrows) and Proposition 3.14 (horizontal arrows).

\[
\begin{array}{ccc}
H_{0,\sigma}^{s,2} & \xrightarrow{\sim} & \mathcal{D}(B_{2}^{s/2}) \xrightarrow{B_{2}^{s/2}} L^{2} \\
\downarrow & & \downarrow \\
H_{0,\sigma}^{s,2} & \xrightarrow{\sim} & \mathcal{D}(A_{2}^{s/2}) \xrightarrow{A_{2}^{s/2}} L_{\sigma}^{2}
\end{array}
\]

We have now gathered all the prerequisites needed to verify the conditions from Proposition 3.11. As in Step 2, we let $X = L_{\sigma}^{2}(\Omega)$, $Y = L^{2}(\Omega; \mathbb{C}^{2})$, $R = \mathbb{P}_{2}$, and use for $S: X \rightarrow Y$ the inclusion map. Furthermore, we fix some $0 < \alpha_{0} < 1/4$, and we carry out the proof in two separate cases depending on the sign of the parameter $\alpha$.

**The case** $\alpha = \alpha_{0} > 0$. In this case,

$$RD(B_{2}^{\alpha}) = RH_{0,\sigma}^{2\alpha,2}(\Omega; \mathbb{C}^{2}) = H_{0,\sigma}^{2\alpha,2}(\Omega) = \mathcal{D}(A_{2}^{\alpha})$$

by (3.18), Proposition 3.12, and the characterization of the fractional power domains of the Dirichlet-Laplacian. Moreover, for all $y \in H_{0,\sigma}^{2\alpha,2}(\Omega; \mathbb{C}^{2})$, one estimates

$$\|A_{2}^{\alpha} R y\|_{L_{\sigma}^{2}(\Omega)} \lesssim \|R y\|_{H_{0,\sigma}^{2\alpha,2}(\Omega)} \lesssim \|y\|_{H^{2\alpha,2}(\Omega; \mathbb{C}^{2})} \lesssim \|B_{2}^{\alpha} y\|_{L^{2}(\Omega; \mathbb{C}^{2})}. \tag{3.19}$$

This gives Condition (3.12) for $\alpha > 0$. Similarly, we verify that

$$SD(A_{2}^{\alpha}) = H_{0,\sigma}^{2\alpha,2}(\Omega) \subset H_{0,\sigma}^{2\alpha,2}(\Omega; \mathbb{C}^{2}) = \mathcal{D}(B_{2}^{\alpha})$$

and calculate for every $x \in H_{0,\sigma}^{2\alpha,2}(\Omega)$

$$\|B_{2}^{\alpha} S x\|_{L^{2}(\Omega; \mathbb{C}^{2})} = \|B_{2}^{\alpha} x\|_{L^{2}(\Omega; \mathbb{C}^{2})} \lesssim \|x\|_{H_{0,\sigma}^{2\alpha,2}(\Omega)}. \tag{3.20}$$

This gives Condition (3.13) for $\alpha > 0$.

**The case** $\alpha = -\alpha_{0} < 0$. For the case of negative exponents, the inclusions on the left-hand side of (3.12) and (3.13) are straightforward since $\mathcal{D}(A_{2}^{\alpha}) = L_{\sigma}^{2}(\Omega)$ and $\mathcal{D}(B_{2}^{\alpha}) = L^{2}(\Omega; \mathbb{C}^{2})$ as sets. The first inclusion follows from the classical mapping properties of the Helmholtz projection on $L^{2}$, see [54, Lem. 2.5.2], while the second one is trivial.

The boundedness estimate in Condition (3.12) follows via duality from (3.20). Indeed, let $y \in L^{2}(\Omega; \mathbb{C}^{2})$ and $g \in L_{\sigma}^{2}(\Omega)$. Then

$$\langle A_{2}^{\alpha} R B_{2}^{-\alpha} y, g \rangle_{L_{\sigma}^{2},L^{2}} = \langle y, B_{2}^{-\alpha} S A_{2}^{\alpha} g \rangle_{L^{2},L_{\sigma}^{2}},$$

and the claim follows by taking the supremum over all $g$. For the remaining part of Condition (3.13), note that, since $\alpha < 0$, we have $A_{2}^{-\alpha} x \in \mathcal{D}(A_{2}^{\alpha}) = L_{\sigma}^{2}(\Omega)$ implying the identity $S A_{2}^{-\alpha} = R A_{2}^{-\alpha}$. Now, the desired estimate follows via duality from (3.19) as, for $x \in L_{\sigma}^{2}(\Omega)$ and $h \in L^{2}(\Omega; \mathbb{C}^{2})$, we have

$$\langle B_{2}^{\alpha} S A_{2}^{-\alpha} x, h \rangle_{L_{\sigma}^{2},L^{2}} = \langle x, A_{2}^{-\alpha} R B_{2}^{\alpha} h \rangle_{L^{2},L_{\sigma}^{2}}.$$
3.3. Domains of fractional powers. This section deals with the calculation of domains of fractional powers for the Stokes operator on $L^p_\sigma(\Omega)$. This extends the results from the case $p = 2$ established in [45, Thm. 5.1]. The same approach could also be used to extend the results in three and higher dimensions in the $L^p_\sigma$-situation, where currently only the domains of $A_\theta^p$ are characterized for $0 \leq \theta \leq 1/2$. We will, however, concentrate on the two-dimensional case. As a preparation, we state a regularity result for the Poisson problem for the Stokes system with Dirichlet boundary conditions, initially formulated by Dindoš and Mitrea [16, Thm. 5.6] and later improved by Mitrea and Wright [48, Thm. 10.6.2]. We remark that this theorem is formulated in terms of Besov spaces $B^{s}_{p,q}$ and Triebel–Lizorkin spaces $F^{s}_{p,q}$ and that we present the particular case of Bessel potential spaces satisfying the relation $H^{s,p} = F^{s,2}_{p,2}$.

**Theorem 3.15** (Mitrea, Wright). Let $\Omega \subset \mathbb{R}^2$ be a bounded Lipschitz domain. Then there exists $0 < \delta \leq 1$ depending only on $\Omega$ such that, for all $1 < p < \infty$ and $0 < s < 1$ satisfying either

$$0 < \frac{1}{p} < s + \frac{1 + \delta}{2} \quad \text{and} \quad 0 < s \leq \frac{1 + \delta}{2} \quad \text{(3.21)}$$

or

$$-\frac{1 + \delta}{2} < \frac{1}{p} - s < \frac{1 + \delta}{2} \quad \text{and} \quad \frac{1 + \delta}{2} < s < 1, \quad \text{(3.22)}$$

the Stokes system

$$\begin{cases}
-\Delta u + \nabla \phi = f & \text{in } \Omega, \\
\text{div}(u) = 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega
\end{cases}$$

has for all $f \in H^{s+1/p-2,p}(\Omega; \mathbb{C}^2)$ unique solutions $u \in H^{s+1/p,p}(\Omega; \mathbb{C}^2)$ and $\phi \in H^{s+1/p-1,p}(\Omega)$ (the pressure is unique up to the addition of constants). Moreover, there exists a constant $C > 0$ depending only on $p$, $s$, and $\Omega$ such that the following estimate holds

$$\|u\|_{H^{s+1/p,p}(\Omega; \mathbb{C}^2)} + \|\phi\|_{H^{s+1/p-1,p}(\Omega)} \leq C\|f\|_{H^{s+1/p-2,p}(\Omega; \mathbb{C}^2)}.$$  

**Remark 3.16.** Let $1 < p < \infty$ satisfy (1.3). If $f \in L^p(\Omega)$, then $f \in H^{s+1/p-2,p}(\Omega; \mathbb{C}^2)$ for all $s \in (0, 1)$. Thus,

$$\mathcal{D}(A_p) \subset \bigcap_s H^{s+1/p,p}(\Omega; \mathbb{C}^2),$$

where the intersection is taken over all $s \in (0, 1)$ that either satisfy (3.21) or (3.22). If $\delta = 1$, then (3.22) is void what implies that

$$\mathcal{D}(A_p) \subset \bigcap_{t < 1 + \frac{1}{p}} H^{t,p}(\Omega; \mathbb{C}^2).$$

If $\delta \in (0, 1)$, the first inequality in (3.22) implies that $s$ must satisfy $s < \min(1, 1/p + (1 + \delta)/2)$. A calculation of the minimum reveals that

$$\mathcal{D}(A_p) \subset \bigcap_{t < 1 + \frac{1}{p}} H^{t,p}(\Omega; \mathbb{C}^2) \quad \text{if} \quad \frac{1}{2} - \frac{1}{p} \leq \frac{\delta}{2} \quad \text{and} \quad \frac{1}{2} - \frac{1}{p} > \frac{\delta}{2}.$$

We are ready to prove the embedding of the Bessel potential spaces into domains of fractional powers $\mathcal{D}(A_p^\theta)$ from Theorem 1.3.
Theorem 3.17. Let $\Omega \subset \mathbb{R}^2$ be a bounded Lipschitz domain. Then there exists $\varepsilon > 0$ such that, for all $1 < p < \infty$ satisfying (1.3) and all $0 < \theta < 1$, the continuous embedding

$$H^{2\theta,p}_{0,\sigma}(\Omega) \subset D(A^\theta_p)$$

holds. Furthermore, there exists $\delta \in (0,1]$ such that, if $\theta$ and $p$ additionally satisfy either

$$\theta < \frac{1}{2} + \frac{1}{2p} \quad \text{if} \quad \frac{1}{2} - \frac{1}{p} \leq \frac{\delta}{2},$$

or

$$\theta < \frac{1}{p} + \frac{1 + \delta}{4} \quad \text{if} \quad \frac{1}{2} - \frac{1}{p} > \frac{\delta}{2},$$

we have with equivalent norms that

$$H^{2\theta,p}_{0,\sigma}(\Omega) = D(A^\theta_p).$$

Proof. The boundedness of the $H^\infty$-calculus of $A_p$ by Theorem 1.5 and its consequence for complex interpolation (3.8) imply that

$$[L^p_\sigma(\Omega), D(A^\alpha_p)]_\theta = D(A^\theta_p)$$

for $\alpha > 0$. Moreover, we find by Lemma 3.8 the continuous embedding

$$[L^p_\sigma(\Omega), W^{2,p}_{0,\sigma}(\Omega)]_\theta \subset [L^p_\sigma(\Omega), D(A_p)]_\theta.$$

Due to the interpolation result in [45, Thm. 2.12], it is known that the interpolation space on the left-hand side of (3.26) coincides with $H^{2\theta,p}_{0,\sigma}(\Omega)$. Taking $\alpha = 1$ in (3.25) results in the continuous embedding, which is formulated with $r$ instead of $p$ and $s$ instead of $\theta$ for further reference: for any $1 < r < \infty$ satisfying (1.3) and any $s \in (0,1)$ it holds that

$$H^{2\theta,r}_{0,\sigma}(\Omega) \subset D(A^r_p).$$

For the converse inclusion, let $\delta \in (0,1]$ be given by Theorem 3.15. We assume first that

$$\frac{1 - \delta}{4} + \frac{1}{2p} < \theta < \min\left(\frac{1}{2} + \frac{1}{2p}, \frac{1 + \delta}{4}\right).$$

Notice that the minimum is given by $1/2 + 1/(2p)$ if $1/2 - 1/p \leq \delta/2$ and that the minimum is given by $1/p + (1 + \delta)/4$ if $1/2 - 1/p > \delta/2$. We remark that the desired embedding is established once the operator $A_p^{-\theta}$ is a bounded operator

$$A_p^{-\theta} : L^p_\sigma(\Omega) \rightarrow H^{2\theta,p}_{0,\sigma}(\Omega).$$

Since $H^{2\theta,p}_{0,\sigma}(\Omega) = H^{2\theta,p}_{0,\sigma}(\Omega; \mathbb{C}^2) \cap L^p_\sigma(\Omega)$ holds due to [45, Cor. 2.11] and since $A_p^{-\theta}$ is bounded from $L^p_\sigma(\Omega)$ to $L^p_\sigma(\Omega)$, it suffices to prove the boundedness of

$$A_p^{-\theta} : L^p_\sigma(\Omega) \rightarrow H^{2\theta,p}_{0,\sigma}(\Omega; \mathbb{C}^2).$$

To this end, we find by the self-adjointness of $A_2$ and of $F_2$ for $f \in C^\infty_c(\Omega)$ and $g \in C^\infty_c(\Omega; \mathbb{C}^2)$ that

$$\left|\int_{\Omega} A_p^{-\theta} f \cdot \overline{g} \, dx\right| = \left|\int_{\Omega} f \cdot A_p^{-\theta} \overline{A_p^p g} \, dx\right| \leq \|f\|_{L^p_\sigma(\Omega)} \|A_p^{-\theta} A_p^p g\|_{L^{p'}(\Omega; \mathbb{C}^2)}. $$

Since $H^{-2\theta,p'}(\Omega; \mathbb{C}^2)' = H^{2\theta,p}(\Omega; \mathbb{C}^2)$ and since $C^\infty_c(\Omega; \mathbb{C}^2)$ is dense in $H^{-2\theta,p'}(\Omega; \mathbb{C}^2)$, cf. [57, Thm. 3.5 (i)], the boundedness property (3.29) follows from (3.30) once it is shown that there exists $C > 0$ such that, for all $g \in C^\infty_c(\Omega; \mathbb{C}^2)$, it holds

$$\|A_p^{-\theta} A_p^p g\|_{L^{p'}(\Omega; \mathbb{C}^2)} \leq C\|g\|_{H^{-2\theta,p'}(\Omega; \mathbb{C}^2)}. $$
In this sense, we define the weak Stokes operator\(^{(3.32)}\) the square root of the Stokes operator is an isomorphism.

It follows that\[^{3.28}\] \(u > \alpha\) subject to the upper and lower bounds in \((3.28)\) satisfying \(0 < \theta < \alpha\).

Moreover, for \(1 < p < 2\) and \((3.25)\).

To this end, we find by virtue of the first inequality in \((3.28)\) combined with Remark 3.16 that\[^{2.12}\] \(\text{ran}(A_{p'}^{-1}) = \mathcal{D}(A_{p'}) \subset H^2_{0,\sigma}(\Omega),\) This enables us to use \((3.27)\) with \(r = p'\) and \(s = 1 - \theta\) to deduce that

\[
\|A_{p'}^{-\theta} \mathbb{P}_{p'} g\|_{L^{p'}(\Omega;\mathbb{C})} = \|A_{p'}^{-1} A_{p'}^{-1} \mathbb{P}_{p'} g\|_{L^{p'}(\Omega;\mathbb{C})} \leq C \|A_{p'}^{-1} \mathbb{P}_{p'} g\|_{H^{2-2\theta,p'}_{0,\sigma}(\Omega;\mathbb{C})}.
\]

Define \(u := A_{p'}^{-1} \mathbb{P}_{p'} g\) and let \(\phi\) denote the associated pressure. Then \(u\) and \(\phi\) solve the Stokes system given by

\[
\begin{aligned}
-\Delta u + \nabla \phi &= \mathbb{P}_{p'} g \quad \text{in } \Omega, \\
\text{div}(u) &= 0 \quad \text{in } \Omega, \\
 u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

Now, by virtue of \([44, \text{Thm. } 4.4]\), the function \(\mathbb{P}_{p'} g\) is given by \(g + \nabla h\) for some \(h \in W^{1,p'}(\Omega)\). It follows that \(u\) and \(\phi - h\) solve the same system but with the right-hand side \(g\). Now, define \(s := 1 + 1/p - 2\theta\). Then the conditions imposed on \(\theta\) in \((3.28)\) imply that \(s\) and \(p'\) satisfy \((3.21)\) so that Theorem 3.15 implies that

\[
\|u\|_{H^{2-2\theta,p'}_{0,\sigma}(\Omega)} \leq C \|g\|_{H^{-2\theta,p'}(\Omega;\mathbb{C})}
\]

which in turn shows that \((3.31)\) holds. This concludes the proof in the case where \(\theta\) satisfies the lower bound in \((3.28)\).

To get rid of the lower bound in \((3.28)\), choose, for general \(\theta\) subject to \((3.23)\) or \((3.24)\), some \(\alpha > 0\) subject to the upper and lower bounds in \((3.28)\) satisfying \(0 < \theta < \alpha\). Then the result follows from the previous considerations combined with the interpolation result in \([45, \text{Thm. } 2.12]\) and \((3.25)\).

3.4. The weak Stokes operator. In this section, we expand our functional analytic framework by a Stokes-like operator on spaces of regular distributions. This operator will prove to be helpful in Section 4 for establishing higher regularity of solutions to the Navier–Stokes equations with the right-hand side in divergence form, cf. \([8, \text{Sect. } 7]\).

For the course of this section, let \(\Omega \subset \mathbb{R}^2\) be a bounded Lipschitz domain and \(\varepsilon > 0\) such that, for all numbers \(p\) that satisfy \((1.3)\), the operator \(-A_p\) generates a bounded analytic semigroup. Moreover, for \(1/p + 1/p' = 1\), let \(\Phi:\,[L^p(\Omega)]^* \to L^p(\Omega)\) denote the canonical isomorphism between \([L^p_0(\Omega)]^*\) and \(L^p(\Omega)\) with the duality pairing

\[
\langle \Phi^{-1} u, v \rangle_{[L^p_0]^{*},L^{p'}_0} = \langle u, v \rangle_{L^p_0,L^{p'}_0} = \int_{\Omega} u \cdot \nabla v \, dx, \quad u \in L^p_0(\Omega), \quad v \in L^{p'}_0(\Omega).
\]

We regard \(\Phi^{-1}\) also as the canonical inclusion of \(L^p_0(\Omega)\) into \(W^{-1,p}_\sigma(\Omega)\) via

\[
\langle \Phi^{-1} u, v \rangle_{W^{-1,p}_\sigma,W^{1,p'}_0} = \langle u, v \rangle_{L^p_0,L^{p'}_0}, \quad u \in L^p_0(\Omega), \quad v \in W^{1,p'}(\Omega).
\]

In this sense, we define the weak Stokes operator \(A_p\) in \(W^{-1,p}_\sigma(\Omega)\) by \(\mathcal{D}(A_p) := \Phi^{-1} W^{1,p}_0(\Omega)\) and

\[
A_p : \mathcal{D}(A_p) \subset W^{-1,p}_\sigma(\Omega) \to W^{-1,p}_\sigma(\Omega), \quad w \mapsto \int_{\Omega} \nabla \Phi w \cdot \nabla v \, dx.
\]

Recall that, by Theorem 3.17 and the invertibility of \(A'_{p}\), cf. Theorem 1.1 and Remark 3.2 (iii), the square root of the Stokes operator is an isomorphism \(A_{p'}^{1/2}: W^{1,p'}(0,\sigma) \to L^p(\Omega)\). This fact allows to deduce the relation

\[
[A_{p'}^{1/2}]^* \Phi^{-1} \in \text{Isom}(L^p(\Omega), W^{-1,p}_\sigma(\Omega))
\]

and use the operator \([A_{p'}^{1/2}]^* \Phi^{-1}\) as a similarity transform that connects \(A_p\) and \(A_p\), namely

\[
(3.32) \quad A_p = [A_{p'}^{1/2}]^* \Phi^{-1} \circ A_p \circ A_{p'}^{-1/2} = [A_{p'}^{1/2}]^* \Phi^{-1} \circ A_p \circ \Phi[A_{p'}^{1/2}]^*.
\]
The representation formulas (3.32) were derived in [8, Lem. 5.1] for the case $d = 3$. However, the presented proof carries over *mutatis mutandis* to the case $d = 2$.

Permanence properties of the class of $R$-sectorial operators dictate that $A_p$ inherits the $R$-sectoriality of $A$, see, e.g., [13, Sect. 4.1]. In particular, the representation (3.32) induces a representation of the resolvents

\[(\lambda + A_p)^{-1} = [A_p^{\frac{1}{2}}]^{*} \Phi^{-1} \circ (\lambda + A_p)^{-1} \circ \Phi [A_p^{\frac{1}{2}}]^*,\]

see the proof of [13, Prop. 1.3 (iv)]. The following result is a corollary of (3.33) in terms of a similar semigroup and its implication on maximal regularity.

**Proposition 3.18.** Let $\Omega \subset \mathbb{R}^2$ be a bounded Lipschitz domain. Then there exists $\varepsilon > 0$ such that, for all numbers $p$ that satisfy (1.3), the following statements are valid.

(i) $\rho(A_p) = \rho(A)$ and $-A_p$ generates a bounded analytic semigroup $e^{-tA_p}$ on $W^{-1,p}_\sigma(\Omega)$.

(ii) For $u \in W^{-1,p}_\sigma(\Omega)$ and $f \in L^p_\sigma(\Omega)$, the following two identities hold for all $t \geq 0$

\[e^{-tA_p}u = [A_p^{\frac{1}{2}}]^{*} \Phi^{-1} e^{-tA_p} \Phi [A_p^{\frac{1}{2}}]^* u \quad \text{and} \quad \Phi^{-1} e^{-tA_p} f = e^{-tA_p} \Phi^{-1} f.\]

In particular, the weak Stokes semigroups are consistent on the $W^{-1,p}_\sigma$-scale.

(iii) $A_p$ has maximal $L^2$-regularity for $1 < q < \infty$.

4. **Global Strong Solutions**

**TO THE NAVIER–STOKES EQUATIONS IN PLANAR LIPSCHITZ DOMAINS**

This section is devoted to proving the regularity properties of Leray–Hopf weak solutions to the Navier–Stokes equations (1.4) stated in Theorem 1.7. Let

\[u \in \text{LH}_{\infty} := L^\infty(0, \infty; L^2_\sigma(\Omega)) \cap L^2(0, \infty; W^{1,2}_0(\Omega))\]

be such a solution. Sufficient conditions for the existence of $u$ on $u_0$ and $f$ are that $u_0 \in L^2_\sigma(\Omega)$ and that $f = f_0 + \mathbb{P}_2 \text{div}(F)$ with $f_0 \in L^1(0, \infty; L^2_\sigma(\Omega))$ and $F \in L^2(0, \infty; L^2(\Omega; \mathbb{C}^{2 \times 2}))$, see, e.g., [54, Thm. V.3.1.1]. These solutions further satisfy the **energy inequality**

\[
E_\infty(u) := \frac{1}{2} \|u\|_{L^\infty(0, \infty; L^2(\Omega; \mathbb{C}^2 \times 2))}^2 + \|\nabla u\|_{L^2(0, \infty; L^2(\Omega; \mathbb{C}^{2 \times 2}))}^2
\leq 2 \|u_0\|_{L^2_\sigma(\Omega)}^2 + 4 \|F\|_{L^2(0, \infty; L^2(\Omega; \mathbb{C}^{2 \times 2}))}^2 + 8 \|f_0\|_{L^2(0, \infty; L^2_\sigma(\Omega))}^2,
\]

see, e.g., [54, Eq. (3.1.13)]. The key to establishing the higher regularity result for Leray–Hopf weak solutions lies in the following two nonlinear estimates whose proofs can be found in [54, Lem. V.1.2.1 and Rem. V.1.2.2].

**Lemma 4.1.**

(i) For all $1 \leq s < 2$ there exists a constant $C > 0$ depending only on $s$ such that, for all $1 \leq p < 2$ satisfying

\[
\frac{1}{p} + \frac{1}{s} = \frac{3}{2}
\]

and all

\[u \in L^\infty(0, \infty; L^2_\sigma(\Omega)) \cap L^2(0, \infty; W^{1,2}_0(\Omega)),\]

one has

\[\|u \cdot \nabla u\|_{L^p((0, \infty; L^p(\Omega; \mathbb{C}^2 \times 2)))} \leq CE_\infty(u).
\]

(ii) For all $1 \leq s < \infty$, there exists a constant $C > 0$ depending only on $s$ such that, for all $1 \leq p < \infty$ satisfying

\[
\frac{1}{p} + \frac{1}{s} = 1
\]
and all
\[ u \in L^\infty(0, \infty; L^2_x(\Omega)) \cap L^2(0, \infty; W^{1,2}_{0,\sigma}(\Omega)), \]
one has
\[ \|u \otimes u\|_{L^p(0,\infty; L^p(\Omega; C^{2,2}))} \leq CE_{\infty}(u). \]

Relying on the maximal regularity results proved in Section 3.1, we are now in the position to prove Theorem 1.7.

**Proof of Theorem 1.7.** Ad (i): First of all, notice that [54, Thm. IV.2.4.1] implies that, for almost every \( t > 0 \), one has that
\[ \int_0^t e^{-(t-\tau)A_2} A_2^{-\frac{1}{2}} \mathbb{P}_2 \text{div}(u(\tau) \otimes u(\tau)) d\tau \in D(A_2^{\frac{1}{2}}) \]
and the representation formula
\[ u(t) = e^{-tA_2}u_0 + \int_0^t e^{-(t-s)A_2} f_0(\tau) d\tau - A_2^{\frac{1}{2}} \int_0^t e^{-(t-\tau)A_2} A_2^{-\frac{1}{2}} \mathbb{P}_2 \text{div}(u(\tau) \otimes u(\tau)) d\tau, \]
see [54, Thm. V.1.3.1]. Since the Stokes semigroups are consistent on the \( L^p_x \)-scale and since by assumption \( u_0 \in L^p_x(\Omega) \) and \( f_0 \in L^{s}(0,\infty; L^p_x(\Omega)) \), one can replace the \( L^2_x \)-semigroups by the \( L^p_x \)-semigroups. Notice further that \( \text{div}(u(\tau) \otimes u(\tau)) = (u(\tau) \cdot \nabla)u(\tau) \) since \( u \) is divergence-free. Furthermore, Lemma 4.1 (i) implies that \( (u \cdot \nabla)u \in L^s(0,\infty; L^r(\Omega; \mathbb{C}^2)) \). In particular, for almost every \( 0 < \tau < t \), one has that \( (u(\tau) \cdot \nabla)u(\tau) \in L^p(\Omega; \mathbb{C}^2) \) which implies that
\[ e^{-(t-\tau)A_2} A_2^{-\frac{1}{2}} \mathbb{P}_2 \text{div} \left( u(\tau) \otimes u(\tau) \right) = A_2^{-\frac{1}{2}} e^{-(t-\tau)A_p} \mathbb{P}_p \left( u(\tau) \cdot \nabla \right) u(\tau). \]
Since \( A_2^{-\frac{1}{2}} \) is a bounded operator on \( L^2_x(\Omega) \), one can pull this operator in front of the integral, yielding
\[ u(t) = e^{-tA_p}u_0 + \int_0^t e^{-(t-s)A_p} f_0(\tau) d\tau - \int_0^t e^{-(t-\tau)A_p} \mathbb{P}_p \left( u(\tau) \cdot \nabla \right) u(\tau) d\tau. \]
Consequently, \( u \) is a mild solution to the linear equation
\[ \begin{cases} u'(t) + A_p u(t) = f_0(t) - \mathbb{P}_p(u(t) \cdot \nabla)u(t), & t > 0, \\ u(0) = u_0. \end{cases} \]
Theorem 1.6 on the maximal regularity of the Stokes operator now implies that
\[ u \in W^{1,s}(0,\infty; L^p_x(\Omega)) \cap L^s(0,\infty; D(A_p)). \]

Ad (ii): Let \( u \) be the Leray–Hopf weak solution corresponding to the initial value \( u(0) = u_0 \) and the right-hand side \( f = \mathbb{P}_2 \text{div}(F) \). In particular, \( u \) can be represented via the representation formula
\[ u(t) = e^{-tA_2}u_0 + A_2^{\frac{1}{2}} \operatorname{Re} \int_0^t e^{-(t-\tau)A_2} A_2^{-\frac{1}{2}} \mathbb{P}_2 \text{div} \left( F(\tau) - u(\tau) \otimes u(\tau) \right) d\tau, \]
for almost every \( t > 0 \). As in Subsection 3.4, let again \( \Phi : [L^p_x(\Omega)]^* \to L^p_x(\Omega) \) denote the canonical isomorphism between \([L^p_x(\Omega)]^* \) and \( L^p_x(\Omega) \). We will need the identity
\[ \Phi^{-1} A_2^{-\frac{1}{2}} \mathbb{P}_2 \text{div}(F) = \left[ A_2^{-\frac{1}{2}} \right]^* \mathbb{P}_2 \text{div}(F) \]
on $W_{2}^{-1,2}(\Omega)$. Indeed, the characterization of $A_{2}^{-\frac{1}{2}}P_{2}\text{div}$ by means of functionals as described in [54, Lem. III.2.6.2] gives that, for $F \in L^{2}(\Omega; \mathbb{C}^{2 \times 2})$ and $v \in C_{0,\sigma}^{\infty}(\Omega)$,

$$
\langle \Phi^{-1}A_{2}^{-\frac{1}{2}}P_{2}\text{div}(F), v \rangle_{W_{-1,2}^{\sigma},W_{0,\sigma}^{1,2}} = \langle A_{2}^{-\frac{1}{2}}P_{2}\text{div}(F), v \rangle_{L_{2}^{2},L_{2}^{2}} = -\langle P_{2}\text{div}(F), A_{2}^{-\frac{1}{2}}v \rangle_{W_{-1,2}^{\sigma},W_{0,\sigma}^{1,2}} = \langle [A_{2}^{-\frac{1}{2}}]^{*}P_{2}\text{div}(F), v \rangle_{W_{-1,2}^{\sigma},W_{0,\sigma}^{1,2}}.
$$

If we now bring the representation of the semigroup from Proposition 3.18 (ii) together with $F$ in [54, Lem. III.2.6.2] gives that, for any $\sigma, A, 28$ FABIAN GABEL AND PATRICK TOLKSDORF

$$
(4.3) \quad \Phi^{-1}A_{2}^{-\frac{1}{2}}e^{-tA_{2}^{-\frac{1}{2}}}P_{2}\text{div}(F) = e^{-tA_{2}^{-\frac{1}{2}}}P_{2}\text{div}(F)
$$

for all $F \in L^{2}(\Omega; \mathbb{C}^{2 \times 2})$ and $t > 0$. Following the idea of the proof of [8, Thm. 3.3], applying the embedding $\Phi^{-1}$ to equation (4.1) and using (4.3) and the consistency of the semigroups $e^{-tA_{p}}$, see Proposition 3.18 (ii), yields

$$
\Phi^{-1}u(t) = e^{-tA_{p}}\Phi^{-1}u_{0} + \int_{0}^{t}e^{-(t-\tau)A_{p}}P_{p}\text{div}\left(F(\tau) - u(\tau) \otimes u(\tau)\right) d\tau,
$$

for almost every $t > 0$. Consequently, $\Phi^{-1}u$ is a mild solution to the linear equation

$$
\begin{cases}
U'(t) + A_{p}U(t) = P_{p}\text{div}\left(F(t) - u(t) \otimes u(t)\right), & t > 0,

U(0) = \Phi^{-1}u_{0}.
\end{cases}
$$

Proposition 3.18 (iii) on the maximal regularity of the weak Stokes operator now implies

$$
\Phi^{-1}u \in W^{1,s}(0, \infty; W_{-1}^{-1,p}(\Omega)) \cap L^{s}(0, \infty; \Phi^{-1}W_{0,\sigma}^{1,p}(\Omega)).
$$

We arrive at the desired regularity result by translating this result into terms of $u$.

Combining Theorem 1.7 with embeddings of $\mathcal{D}(A_{p})$ into Bessel potential spaces leads to the following corollary.

**Corollary 4.2.** In the situation of Theorem 1.7 (i), the solution $u$ satisfies

$$
u \in W^{1,s}(0, \infty; L_{2}^{2}(\Omega)) \cap L^{s}(0, \infty; H_{0,\sigma}^{1,p}(\Omega))$$

for any $0 < \alpha < 1 + 1/p$.

**Proof.** Notice that $\mathcal{D}(A_{p})$ embeds for $1 < p < 2$ continuously into $H_{0,\sigma}^{1,p}(\Omega)$ by Remark 3.16. The rest follows by Theorem 1.7 (i). \qed

**Appendix A. The proofs of Lemma 2.7 and Theorem 2.10**

This appendix provides the missing calculations for the proofs of Lemma 2.7 and Theorem 2.10. We build on the notations already established at the beginning of Subsection 2.1, and we collect expressions for the partial derivatives of the fundamental solutions to the Laplace equation and the scalar Helmholtz equation in $d = 2$.

For the fundamental solution $G(x; 0) = -\frac{1}{4\pi} \log(|x|)$ to the Laplace equation in two dimensions, the partial derivatives read:

$$
\partial_{\gamma}G(x; 0) = -\frac{1}{2\pi} \frac{x_{\gamma}}{|x|^{2}},
$$

$$
\partial_{\alpha}\partial_{\gamma}G(x; 0) = -\frac{1}{2\pi} \frac{\delta_{\alpha\gamma}}{|x|^{2}} + \frac{1}{\pi} \frac{x_{\alpha}x_{\gamma}}{|x|^{4}},
$$

$$
\partial_{\beta}\partial_{\alpha}\partial_{\gamma}G(x; 0) = \frac{1}{\pi} \frac{\delta_{\beta\gamma}x_{\alpha} + \delta_{\alpha\gamma}x_{\beta} + \delta_{\alpha\beta}x_{\gamma}}{|x|^{4}} - \frac{4}{\pi} \frac{x_{\alpha}x_{\beta}x_{\gamma}}{|x|^{6}}, \quad \alpha, \beta, \gamma \in \{1, 2\}.
$$
Recall from Subsection 2.1 that the fundamental solution for the scalar Helmholz equation (2.3) is given via \(G(x; \lambda) = \frac{1}{4} H_0^{(1)}(k|x|)\), where \(H_0^{(1)}(z)\) is the Hankel function of the first kind. Denoting complex derivatives by \(\frac{\partial}{\partial z}\), we calculate using the chain rule and the product rule:

\[
\partial_{\gamma} G(x; \lambda) = \frac{i}{4} k \frac{x_{\gamma}}{|x|} \frac{d}{dz} H_0^{(1)}(k|x|),
\]

\[
\partial_{\alpha} \partial_{\gamma} G(x; \lambda) = \frac{i}{4} k \left( \frac{\delta_{\alpha \gamma}}{|x|} - \frac{x_{\gamma}}{|x|^2} \right) \frac{d}{dz} H_0^{(1)}(k|x|) + \frac{i}{4} k^2 \frac{x_{\alpha x_{\gamma}}}{|x|^3} \frac{d^2}{dz^2} H_0^{(1)}(k|x|),
\]

\[
\partial_{\beta} \partial_{\alpha} \partial_{\gamma} G(x; \lambda) = \frac{i}{4} k^3 \frac{x_{\alpha x_{\beta} x_{\gamma}}}{|x|^3} \frac{d^3}{dz^3} H_0^{(1)}(k|x|)
\]

\[
+ \frac{i}{4} k^2 \left( \frac{\delta_{\beta x_{\alpha} \gamma} + \delta_{\alpha x_{\beta} \gamma} + \delta_{\alpha x_{\beta} \gamma}}{|x|^2} - 3 \frac{x_{\alpha x_{\beta} x_{\gamma}}}{|x|^4} \right) \frac{d^2}{dz^2} H_0^{(1)}(k|x|)
\]

\[
+ \frac{i}{4} k \left( 3 \frac{x_{\alpha x_{\beta} x_{\gamma}}}{|x|^5} - \frac{\delta_{\beta x_{\alpha} \gamma} + \delta_{\alpha x_{\beta} \gamma} + \delta_{\alpha x_{\beta} \gamma}}{|x|^3} \right) \frac{d}{dz} H_0^{(1)}(k|x|), \quad \alpha, \beta, \gamma \in \{1, 2\}.
\]

We will now present the derivatives of the Hankel function \(H_0^{(1)}(z)\) that appeared in the previous calculations by calculating the complex derivatives of the series expansion of \(H_0^{(1)}(z)\) which may be found in Lebedev [42, Sect. 5.6]. The expansions below are a consequence of the series expansions of the Bessel functions of the first kind \(J_0\) and the Bessel functions of the second kind \(Y_0\).

Let \(\psi\) denote the digamma function, i.e., the logarithmic derivative of the gamma function. The previous expansions read:

\[
\frac{\pi}{2i} H_0^{(1)}(z) = \sum_{\ell=0}^{\infty} a_\ell z^{2\ell} C_\ell + \sum_{\ell=0}^{\infty} a_\ell z^{2\ell} \log(z),
\]

\[
\frac{\pi}{2i} \frac{d}{dz} H_0^{(1)}(z) = \sum_{\ell=1}^{\infty} b_\ell (2\ell - 1) z^{2\ell - 1} C_\ell + \sum_{\ell=1}^{\infty} b_\ell (2\ell - 1) z^{2\ell - 1} \log(z) + \sum_{\ell=0}^{\infty} a_\ell z^{2\ell - 1},
\]

\[
\frac{\pi}{2i} \frac{d^2}{dz^2} H_0^{(1)}(z) = \sum_{\ell=1}^{\infty} b_\ell (2\ell - 1) z^{2\ell - 2} C_\ell + \sum_{\ell=1}^{\infty} b_\ell (2\ell - 1) z^{2\ell - 2} \log(z) + \sum_{\ell=0}^{\infty} a_\ell z^{2\ell - 2},
\]

\[
+ \sum_{\ell=0}^{\infty} a_\ell (2\ell - 1) z^{2\ell - 2}
\]

\[
= \sum_{\ell=1}^{\infty} c_\ell z^{2\ell - 2} C_\ell + \sum_{\ell=1}^{\infty} c_\ell z^{2\ell - 2} \log(z) + \sum_{\ell=0}^{\infty} b_\ell z^{2\ell - 2} + \sum_{\ell=0}^{\infty} a_\ell (2\ell - 1) z^{2\ell - 2},
\]
First, note that

\[
\frac{\pi}{2} i \frac{d^3}{dz^3} H_0^{(1)}(z) = \sum_{\ell=2}^{\infty} c_\ell (2\ell - 2) z^{2\ell - 3} C_\ell + \sum_{\ell=2}^{\infty} c_\ell (2\ell - 2) z^{2\ell - 3} \log(z) + \sum_{\ell=1}^{\infty} c_\ell z^{2\ell - 3} + \sum_{\ell=0}^{\infty} b_\ell (2\ell - 2) z^{2\ell - 3} + \sum_{\ell=0}^{\infty} a_\ell (2\ell - 1) (2\ell - 2) z^{2\ell - 3}
\]

where we introduced the following coefficients for better readability:

\[
C_\ell := -\frac{1}{2} \pi - \log(2) - \psi(\ell + 1),
\]

(D1)

\[
a_\ell := \left( -1 \right)^\ell \frac{(\ell + 1)}{(\ell + 2)^2} 4^\ell, \quad b_\ell := a_\ell \cdot 2\ell, \quad c_\ell := b_\ell \cdot (2\ell - 1), \quad \text{and} \quad d_\ell := c_\ell \cdot (2\ell - 2).
\]

A.1. Proof of Lemma 2.7 for \( d = 2 \).

For \( \lambda \in S_\theta, \theta \in (0, \pi/2), \) and \( |\lambda||x|^2 \leq (1/2) \), we show that the estimate

\[
\sup_{\alpha, \beta, \gamma \in \{1, 2\}} \left| \partial_\beta \partial_\alpha \partial_\gamma G(x; \lambda) - \partial_\beta \partial_\alpha \partial_\gamma G(x; 0) \right| \leq C |\lambda||x|^{-1}
\]

is valid with a constant \( C > 0 \) that only depends on \( \theta \). Fix \( \alpha, \beta, \) and \( \gamma \). We proceed in two steps. In the first step, we filter out all summands in the series expansion of \( \partial_\beta \partial_\alpha \partial_\gamma G(x; \lambda) \) for which an individual estimate does not yield the desired bound in Lemma 2.7. We will call the terms whose absolute value cannot be bounded individually problematic. In the second step, we show that taking the sum over all problematic terms and subtracting \( \partial_\beta \partial_\alpha \partial_\gamma G(x; 0) \) gives 0.

In order to make the next calculations better to digest, we decompose the third derivative of \( G(\cdot; \lambda) \) as follows:

\[
\partial_\beta \partial_\alpha \partial_\gamma G(x; \lambda) = A_3 + A_2 + A_1,
\]

where each \( A_i, i = 1, \ldots, 3 \), corresponds to the term involving the \( i \)th complex derivative of \( H_0^{(1)} \).

Let us start with \( A_3 \). We have

\[
A_3 = -\frac{1}{2\pi} k^3 \frac{x_\alpha x_\beta x_\gamma}{|x|^3} \cdot \left\{ \sum_{\ell=1}^{\infty} d_\ell (k|x|)^{2\ell - 3} C_\ell + \sum_{\ell=2}^{\infty} d_\ell (k|x|)^{2\ell - 3} \log(k|x|) \right. \\
+ \sum_{\ell=1}^{\infty} c_\ell (k|x|)^{2\ell - 3} + \sum_{\ell=2}^{\infty} b_\ell (2\ell - 2) (k|x|)^{2\ell - 3} \\
+ \sum_{\ell=0}^{\infty} a_\ell (2\ell - 1) (2\ell - 2) (k|x|)^{2\ell - 3} \right\}.
\]

First, note that

\[
\left| \frac{1}{2\pi} k^3 \frac{x_\alpha x_\beta x_\gamma}{|x|^3} \cdot c_1 (k|x|)^{2\ell - 3} \right| \leq C |\lambda||x|^{-1},
\]

with a constant \( C > 0 \). This shows that the first term of the third sum in \( A_3 \) is not problematic. For the rest of \( A_3 \), we use the fact \( |\lambda||x|^2 \leq (1/2) \) to trade one \( |k| = \sqrt{|\lambda|} \) in the prefactor for a constant times \( |x|^{-1} \) and show that the prefactor behaves as

\[
k^3 \frac{x_\alpha x_\beta x_\gamma}{|x|^3} \leq C |\lambda||x|^{-1},
\]
with a constant $C > 0$. Therefore, the only problematic term in $A_3$ is the first element of the last sum

\[(P1) \quad - \frac{1}{2\pi} k^3 \frac{x_\alpha x_\beta x_\gamma}{|x|^3} \cdot a_0 (2 \cdot 0 - 1) (2 \cdot 0 - 2) (k|x|)^{2\cdot 0 - 3}.\]

For $A_2$, we calculate

\[
A_2 = -\frac{1}{2\pi} k^2 \left( \frac{\delta_\beta_\gamma x_\alpha + \delta_\alpha_\gamma x_\beta + \delta_\alpha_\beta x_\gamma}{|x|^2} - 3 \frac{x_\alpha x_\beta x_\gamma}{|x|^4} \right)
\cdot \left\{ \sum_{\ell=1}^{\infty} c_\ell (k|x|)^{2\ell-2} C_\ell + \sum_{\ell=1}^{\infty} c_\ell (k|x|)^{2\ell-2} \log(k|x|) \right.
\]
\[
+ \sum_{\ell=1}^{\infty} b_\ell (k|x|)^{2\ell-2} + \sum_{\ell=0}^{\infty} a_\ell (2\ell - 1) (k|x|)^{2\ell-2} \right\}.
\]

As the prefactor already behaves like $|\lambda||x|^{-1}$, we identify the following two terms as being problematic:

\[(P2) \quad - \frac{1}{2\pi} k^2 \left( \frac{\delta_\beta_\gamma x_\alpha + \delta_\alpha_\gamma x_\beta + \delta_\alpha_\beta x_\gamma}{|x|^2} - 3 \frac{x_\alpha x_\beta x_\gamma}{|x|^4} \right) \cdot c_1 (k|x|)^{2\cdot 1 - 2} \log(k|x|) \quad \text{and} \quad
\]
\[- \frac{1}{2\pi} k^2 \left( \frac{\delta_\beta_\gamma x_\alpha + \delta_\alpha_\gamma x_\beta + \delta_\alpha_\beta x_\gamma}{|x|^2} - 3 \frac{x_\alpha x_\beta x_\gamma}{|x|^4} \right) \cdot a_0 (2 \cdot 0 - 1) (k|x|)^{2\cdot 0 - 2}.\]

For the last component, we have the following identity:

\[
A_1 = -\frac{1}{2\pi} k \left( 3 \frac{x_\alpha x_\beta x_\gamma}{|x|^5} - \frac{\delta_\beta_\gamma x_\alpha + \delta_\alpha_\gamma x_\beta + \delta_\alpha_\beta x_\gamma}{|x|^3} \right)
\cdot \left\{ \sum_{\ell=1}^{\infty} b_\ell (k|x|)^{2\ell-1} C_\ell + \sum_{\ell=1}^{\infty} b_\ell (k|x|)^{2\ell-1} \log(k|x|) + \sum_{\ell=0}^{\infty} a_\ell (k|x|)^{2\ell-1} \right\}.
\]

In this case, the prefactor behaves like $\sqrt{|\lambda||x|^{-2}}$. Therefore, problematic terms only arise in the last two sums

\[(P3) \quad - \frac{1}{2\pi} k \left( 3 \frac{x_\alpha x_\beta x_\gamma}{|x|^5} - \frac{\delta_\beta_\gamma x_\alpha + \delta_\alpha_\gamma x_\beta + \delta_\alpha_\beta x_\gamma}{|x|^3} \right) \cdot b_1 (k|x|)^{2\cdot 1 - 1} \log(k|x|) \quad \text{and} \quad
\]
\[- \frac{1}{2\pi} k \left( 3 \frac{x_\alpha x_\beta x_\gamma}{|x|^5} - \frac{\delta_\beta_\gamma x_\alpha + \delta_\alpha_\gamma x_\beta + \delta_\alpha_\beta x_\gamma}{|x|^3} \right) \cdot a_0 (k|x|)^{2\cdot 0 - 1}.\]

Note that Definition (D1) gives $a_0 = 1$ and $c_1 = b_1 = -1/2$. Therefore, we can already see that the logarithmic terms in the sum (P2) + (P3) cancel.
Finally, we observe that, if we take the sum over the remaining problematic terms in \((P1), (P2),\) and \((P3)\) and subtract \(\partial_\beta \partial_\alpha \partial_\gamma G(x; 0)\), the result is 0. The former fact is easily seen by grouping the terms having the same power of \(|x|\):

\[
(P1) + (P2) + (P3) - \partial_\beta \partial_\alpha \partial_\gamma G(x; 0) = -\frac{1}{\pi} x_\alpha x_\beta x_\gamma + \frac{1}{2\pi} \left( \frac{\delta_\beta \gamma x_\alpha + \delta_\alpha \gamma x_\beta + \delta_\alpha \beta x_\gamma}{|x|^4} - \frac{3 x_\alpha x_\beta x_\gamma}{|x|^6} \right) - \frac{1}{2\pi} \left( \frac{\delta_\alpha \gamma x_\beta x_\alpha + \delta_\alpha \gamma x_\beta + \delta_\alpha \beta x_\gamma}{|x|^4} - \frac{\delta_\beta \gamma x_\alpha + \delta_\alpha \gamma x_\beta + \delta_\alpha \beta x_\gamma}{|x|^4} \right) - \frac{1}{\pi} \frac{\delta_\beta \gamma x_\alpha + \delta_\alpha \gamma x_\beta + \delta_\alpha \beta x_\gamma}{|x|^4} + \frac{4}{\pi} \frac{x_\alpha x_\beta x_\gamma}{|x|^6} = 0.
\]

This completes the proof of Lemma 2.7. \(\square\)

**A.2. Proof of Theorem 2.10.** In this section, we show that, for all \(\lambda \in S_\theta, \theta \in (0, \pi/2),\) and \(x \in \mathbb{R}^2 \setminus \{0\}\) subject to the condition \(|\lambda||x|^2 \leq (1/2)\), we have

\[
\left| \nabla_x \{ \Gamma(x; \lambda) - \Gamma(x; 0) \} \right| \leq C |\lambda||x| \left| \log(|\lambda||x|^2) \right|,
\]

where \(C > 0\) depends only on \(\theta\). The means and the strategy to prove this estimate are similar to the procedure in Appendix A.1. In addition to the derivatives that were calculated at the beginning of this appendix, we will furthermore need the first partial derivatives for the matrix of fundamental solutions of the Stokes problem:

\[
\Gamma_{\alpha\beta}(x; 0) = \frac{1}{4\pi} \left\{ -\delta_{\alpha\beta} \log(|x|) + \frac{x_\alpha x_\beta}{|x|^2} \right\},
\]

\[
\partial_\gamma \Gamma_{\alpha\beta}(x; 0) = \frac{1}{4\pi} \left( \delta_{\alpha\gamma} x_\beta + \delta_{\beta\gamma} x_\alpha - \delta_{\alpha\beta} x_\gamma \right) - \frac{1}{2\pi} \frac{x_\alpha x_\beta x_\gamma}{|x|^4}, \quad \alpha, \beta, \gamma \in \{1, 2\}.
\]

Now, consider the difference

\[
\partial_\gamma \Gamma_{\alpha\beta}(x; \lambda) - \partial_\gamma \Gamma_{\alpha\beta}(x; 0)
\]

\[= \partial_\gamma G(x; \lambda) \delta_{\alpha\beta} + \frac{1}{k^2} \partial_\gamma \partial_\alpha \partial_\beta \{ G(x; \lambda) - G(x; 0) \} - \partial_\gamma \Gamma_{\alpha\beta}(x; 0) =: B_1 + B_2 + B_3,
\]

where we introduced the variables \(B_i, i = 1, \ldots, 3,\) for the sake of readability. As in the previous section, we will, in a first step, study the terms \(B_1\) and \(B_2\) independently and filter out the problematic terms, i.e., those terms that do not individually meet the bound stated in Theorem 2.10. In a second step, we will compare the found problematic terms with the term \(B_3\) and show that, in the final sum, all terms add to zero.

Starting with \(B_1,\) we have

\[
B_1 = -\frac{1}{2\pi} k \frac{\delta_{\alpha\beta} x_\gamma}{|x|} \cdot \left\{ \sum_{\ell=1}^{\infty} b_\ell (k|x|)^{2\ell-1} C_\ell + \sum_{\ell=1}^{\infty} b_\ell (k|x|)^{2\ell-1} \log(k|x|) + \sum_{\ell=0}^{\infty} a_\ell (k|x|)^{2\ell-1} \right\}.
\]
Finally, let us consider the remaining sum \((Q_1) + (Q_2) + (Q_3)\) cancel. This leaves us with:

\[
\frac{-1}{2\pi} k \frac{\delta_{\alpha\beta} x_\gamma}{|x|} \cdot a_0 (k|x|)^{2-\alpha-1}.
\]

Recall that, in Section A.1, we showed that \((P_1) + (P_2) + (P_3) - \partial_\beta \partial_\alpha \partial_\gamma G(x;0) = 0\). For the expression \(B_2\), this leads us to the decomposition

\[
B_2 = k^{-2} \left( A_3 + A_2 + A_1 - \partial_\beta \partial_\alpha \partial_\gamma G(x;0) \right) = k^{-2} \left( \{ A_3 - (P_3) \} + \{ A_2 - (P_2) \} + \{ A_1 - (P_1) \} \right) = A_3' + A_2' + A_1',
\]

with the variables \(A_i, i = 1, \ldots, 3\), which were also introduced in the previous section. In the following, we list the problematic terms surging from the terms in each \(A_i'\).

For \(A_3'\), we see that the following term does not meet the desired behavior:

\[
\frac{-1}{2\pi} k \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^3} \cdot c_1 (k|x|)^{2-1-3}.
\]

For \(A_2'\), we see that, compared to \(A_2\), every summand is problematic which after cancellation leads to:

\[
\frac{-1}{2\pi} \left( \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^2} - 3 \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^4} \right) \cdot c_1 (k|x|)^{2-1-2} C_1
\]

\[
\frac{-1}{2\pi} \left( \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^2} - 3 \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^4} \right) \cdot b_1 (k|x|)^{2-1-2}
\]

\[
\frac{-1}{2\pi} \left( \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^2} - 3 \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^4} \right) \cdot a_1(2 \cdot 1 - 1) (k|x|)^{2-1-2}.
\]

The same holds for the expression \(A_1'\):

\[
\frac{-1}{2\pi} \frac{1}{k} \left( \frac{3 x_{\alpha} x_{\beta} x_{\gamma}}{|x|^3} - \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^3} \right) \cdot b_1 (k|x|)^{2-1-1} C_1
\]

\[
\frac{-1}{2\pi} \frac{1}{k} \left( \frac{3 x_{\alpha} x_{\beta} x_{\gamma}}{|x|^3} - \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^3} \right) \cdot a_1 (k|x|)^{2-1-1}.
\]

Now it is time to sum all problematic terms, expand the variables and add the term \(B_3\). With \(a_0 = 1, a_1 = -1/4,\) and \(c_1 = b_1 = -1/2\), we see that, within the sum \((Q_3) + (Q_4)\), a lot of terms cancel. This leaves us with:

\[
\frac{-1}{2\pi} \left( \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^2} - 3 \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^4} \right) \cdot b_1 (k|x|)^{2-1-2}.
\]

\[
\frac{-1}{2\pi} \left( \frac{\delta_{\beta\gamma} x_\alpha + \delta_{\alpha\gamma} x_\beta + \delta_{\alpha\beta} x_\gamma}{|x|^2} - 3 \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^4} \right) \cdot \frac{1}{4\pi} \frac{x_{\alpha} x_{\beta} x_{\gamma}}{|x|^4} = 0.
\]

As all problematic terms add up to zero, we have proved the initial claim. □
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