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Abstract—Contextual bandit and reinforcement learning algorithms have been successfully used in various interactive learning systems such as online advertising, recommender systems, and dynamic pricing. However, they have yet to be widely adopted in high-stakes application domains, such as healthcare. One reason may be that existing approaches assume that the underlying mechanisms are static in the sense that they do not change over different environments. In many real-world systems, however, the mechanisms are subject to shifts across environments which may invalidate the static environment assumption. In this paper, we take a step toward tackling the problem of environmental shifts considering the framework of offline contextual bandits. We view the environmental shift problem through the lens of causality and propose multi-environment contextual bandits that allow for changes in the underlying mechanisms. We adopt the concept of invariance from the causality literature and introduce the notion of policy invariance. We argue that policy invariance is only relevant if unobserved variables are present and show that, in that case, an optimal invariant policy is guaranteed to generalize across environments under suitable assumptions.

1 INTRODUCTION

The problem of learning decision-making policies lies at the heart of learning systems. To adopt these learning systems in high-stakes application domains such as personalized medicine or autonomous driving, it is crucial that the learned policies are reliable even in environments that have never been encountered before. In this paper, we consider the problem of learning policies that are robust with respect to shifts across environments. We consider this question in the setup of offline contextual bandits, which provides a mathematical framework for tackling the above learning problems.

While recent studies in offline contextual bandits [3], [11], [18], [30], [64], [65], [77] offer theoretical results and novel methodologies for policy learning from offline data, they primarily focus on a fixed-environment setting (from now on, we will refer to this as the identical distribution assumption) in which the underlying mechanisms do not change over time or over different environments. In practice, however, shifts between environments often occur, possibly invalidating the identical distribution assumption. In healthcare, for example, datasets from different hospitals may not come from the same underlying distribution. As a result, a learning agent that ignores environmental shifts may fail to generalize beyond the environments it was trained on.

In the supervised learning context, the environmental shift problem has been studied under different names, such as domain generalization, covariate shift adaptation, distributional robustness or out-of-distribution generalization [2], [13], [42], [63], [71]. In domain generalization, the goal is to develop learning algorithms that are robust to changes in the test distribution. Thus, a fundamental problem is how to characterize such changes. A promising direction relies on a causal framework to describe the changes through the concept of interventions [2], [13], [40], [54], [57]. A key insight is that while purely predictive methods perform best if test and training distributions coincide, causal models generalize to arbitrarily strong interventions on the covariates because of the modularity property of structural causal models (see e.g., [46]).

In real-world applications knowledge of the underlying causal graph and structural discrepancies between environments may not be available. In recent years, invariance-based methods have been exploited to learn the causal structure from data [25], [49], [51]. In invariant causal prediction [49], for example, one assumes that the data are collected from different environments, each of which describes different underlying data-generating mechanisms, and uses this heterogeneity to learn the causal parents of an outcome variable $Y$. The underpinning assumption is the invariance assumption, which posits the existence of a set of covariates $X$ in which the mechanism between $X$ and $Y$ remains constant. A model based on such invariant covariates is guaranteed to generalize to all unseen environments.

Our paper delineates an explicit connection among causality, invariance, and the environmental shift problem in the context of contextual bandits. We propose a multi-environment contextual bandit framework that represents mechanisms underlying a contextual bandit problem by structural causal models (SCMs; [46]). The framework allows for changes in environments and thereby relaxes the...
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ods, however, focus mainly on providing efficient planning (MDP) under the framework of factored MDPs. Such methods, however, focus mainly on providing efficient planning algorithms rather than generalizing to a new environment [23], [24], [27], [33]. Although some recent studies have explored the use of causality and invariance for tackling the environmental shift problem in contextual bandits and, more generally, reinforcement learning [59], [75], the actual roles and benefits of causality and invariance remain unclear and under-explored.

Our framework differs from the framework of causal bandits [17], [36], [38], [72]. While causal bandits exploit causal knowledge (either assumed to be known a priori or estimated from data) for improving the finite sample performance in a single environment, our framework focuses on modeling distributional shifts and the ability to generalize to new environments. Another line of work has addressed the problem of policy evaluation and learning under unobserved confounding between the action and the reward variables [5], [32], [58], [66], [67]. In contrast, we consider the complementary problem of unobserved confounding between the covariates and the reward variables (see Section 3).

1.2 Offline Contextual Bandits

We briefly review the offline contextual bandit problem [9], [61], considering a setup in which some of the covariates (also known as context variables) are unobserved. More precisely, we assume that the covariates can be partitioned into observed and unobserved variables \( X \in \mathcal{X} \) \( U \in \mathcal{U} \). Here, \( \mathcal{X} \) and \( \mathcal{U} \) are metric spaces; the reader may think of \( \mathcal{X} \subseteq \mathbb{R}^d \) and \( \mathcal{U} \subseteq \mathbb{R}^p \). As in the standard contextual bandit setup [35], for each round, we assume that the system generates a covariate vector \( (X, U) \) and reveals only the observable \( X \) to an agent. From the observed covariates \( X \), the agent selects an action \( A \in A \) according to a policy \( \pi : \mathcal{X} \rightarrow \Delta(A) \) that maps the observed covariates to the probability simplex 3 over the set of actions 4. (In this work, we assume \( A \) to be finite). Adapting commonly used notation, we write, for all \( x \in \mathcal{X} \) and \( a \in A \), \( \pi(a|x) := \pi(x)(a) \). The agent then receives a reward \( R \) depending on the chosen action \( A \), and on both the observed and unobserved covariates \( (X, U) \).

In the classical setting, one assumes that the covariates are drawn i.i.d. from a joint distribution \( P_{X,U} \) (an assumption we will relax when introducing multi-environment contextual bandits in Section 2) and that the rewards are drawn from a conditional distribution \( P_{R|X,U,A} \). The agent is evaluated based on the performance of its policy \( \pi \) which is measured by the policy value:

\[
V(\pi) := \mathbb{E}_{(X,U) \sim P_{X,U}} \mathbb{E}_{A \sim \pi(X)} \mathbb{E}_{R \sim P_{R|X,U,A}} [R].
\]

The agent is now given a fixed training dataset that is collected offline: it consists of \( n \) rounds from one or more different policies, i.e., \( D := \{(X_i, A_i, R_i, \pi(X_i))\}_{i=1}^n \), where \( A_i \sim \pi_i(X_i) \) for all \( i \in \{1, \ldots, n\} \). The goal of the agent is then to find a policy \( \pi \) that maximizes the policy value over a given policy class \( \Pi \), i.e., \( \pi^* = \arg \max_{\pi \in \Pi} V(\pi) \).

As mentioned, this setting assumes that the environment in which we deploy the agent is identical to the environment in which the training dataset was collected. Section 2 introduces a causal framework for multi-environment contextual bandits, a framework that relaxes the identical distribution assumption.

1. We assume knowledge of the initial policy \( \pi \), to ease our presentation and focus our contribution on the environmental shifts problem. Our theoretical results and algorithms remain unchanged even if the initial policy is unknown and needs to be estimated from the offline data (see Appendix F, available online for more details).
2 A CAUSAL FRAMEWORK FOR MULTI-ENVIRONMENT CONTEXTUAL BANDITS

Instead of having a fixed distribution \( P_{X,U} \) over the covariates, we introduce a collection \( \mathcal{E} \) of environments such that, in each round, the covariates are drawn from an environment-specific distribution \( P_{X,U}^e \) that depends on the environment \( e \in \mathcal{E} \) in that round.

In practice, the agent only observes part of the environments \( \mathcal{E}^{\pi^e} \subseteq \mathcal{E} \) and is expected to generalize well to all environments in \( \mathcal{E} \) including the unseen environments \( \mathcal{E} \setminus \mathcal{E}^{\pi^e} \). To formalize the problem, we first introduce a model that puts assumptions on how environments change the distributions of \( X, U \) and \( R \). Specifically, an environment \( e \) can only perturb the distribution of the reward \( R \) through altering the distribution of the covariates \( X \) and \( U \). This constraint makes it possible to generalize information learned from one set of environments to another. In this formulation – even though the full conditional distribution of the reward \( P_{R|X,U,A}^{\pi^e} \) is assumed to be fixed across environments – the observable distribution \( P_{R|X,A}^{\pi^e} \) after marginalizing out the unobserved \( U \) may change from one environment to another (see, e.g., Fig. 1b).

2.1 Setting and Notation

Formally, the assumptions are constructed via an underlying class of SCMs indexed by the environment and policy.\(^2\)

**Setting 1 (Multi-environment (acyclic) SCMs for bandits).** Let \( \mathcal{X} = \mathcal{X}^X \times \mathcal{X}^U \) and \( \mathcal{U} = \mathcal{U}^X \times \mathcal{U}^A \) be products of metric spaces, \( \mathcal{A} = \{a_1, \ldots, a_k\} \) a discrete action space, \( \Pi := \{\mathcal{X}, \Delta(A)\} \) the set of all policies, and \( \mathcal{E} \) a collection of environments. For all \( \pi \in \Pi \) and all \( e \in \mathcal{E} \) we consider the following SCMs.

2. Readers familiar with the standard notion of SCMs may think about an SCM with a source node \( E \). \( S(\pi, e) \) then corresponds to an intervention on the action variable (change of policy) and on some of the observed covariates variables (change of environment). Here, we consider fixed environments, so that we do not have to consider them as random draws from an underlying distribution; see also [16].

\[ S(\pi, e) : \]
\[ \begin{align*}
U &:= s_c(X, U, e_U) \\
X &:= h_e(X, U, e_X) \\
A &:= g_\pi(X, e_A) \\
R &:= f(X, U, A, e_R),
\end{align*} \] (1)

where \((X, U, A, R) \in \mathcal{X} \times \mathcal{U} \times \mathcal{A} \times \mathcal{R}\) such that for all \( \pi \in \Pi \) and all \( e \in \mathcal{E} \) the SCM \( S(\pi, e) \) induces a unique distribution \( P_{X,U,A}^{\pi,e} \) over \((X, U, A, R)\) (see [10] for details) which is dominated by \( \mu \) and marginally has full support on \( \mathcal{X} \). We denote the corresponding density by \( P_{X,U,A}^{\pi,e} \) and the corresponding expectations by \( E_{\pi,e} \). Whenever a probability, density, or expectation does not depend on \( \pi \), we omit \( \pi \) and write \( E_{\pi,e} \) rather than \( E_{\pi,e}^{\pi,e} \), for example.

Some remarks regarding Setting 1 are provided below.

**Remark 1.** (1) We only use the SCMs as a flexible way of modeling the changes in the joint distribution with respect to the environment \( e \) and the policy \( \pi \). In particular, we do not use it to model any further intervention distributions that do not correspond to a change of policy or environment. (2) In practice, the precise form of the SCMs is unknown. Indeed, we will neither assume knowledge of the structural equations nor complete knowledge of the graph structure, except that the constraints induced by (1) hold. (3) The assumption of a dominating measure for all environments ensures that we can always assume the
We are now ready to define contextual bandits with multiple environments in the subsequent section.

2.2 Multi-Environment Contextual Bandits

Definition 1 (Multi-environment Contextual Bandits). Assume Setting 1. In a multi-environment contextual bandit setup, before the beginning of each round, the system is in an environment \( e \in \mathcal{E} \). Then, the system generates a covariate vector \((X, U)\) and reveals only the observable \( X \) and the environment label \( e \) to the agent. Based on the observed covariates \( X, e \), the agent selects an action \( A \) according to the policy \( \pi: \mathcal{X} \rightarrow \Delta(A) \). The agent then receives a reward \( R \), depending on the chosen action \( A \) and on both the observed and unobserved covariates \((X, U)\). More precisely, we assume for all \( i \in \{1, \ldots, n\} \) that \((X_i, U_i, A_i, R_i)\) are sampled independently according to \( \mathbb{P}_{X_i\mid U_i\mid A_i\mid R_i} \) (see Setting 1). The training data contains data from environments in \( \mathcal{E}^\text{tr} \). When \( \mathcal{E}^\text{tr} = \mathcal{E} = 1 \), the setup reduces to a standard contextual bandit setup.

In the multi-environment contextual bandit setup, the covariates on different rounds are not identically distributed due to changes in the environments. We can thus use this framework to model situations, where the test environments differ from training environments. We illustrate this setting with the following example, which we will refer back to several times throughout the paper.

Example 1. Consider a linear multi-environment contextual bandit with the following underlying SCMs

\[
\begin{align*}
S(\pi, e) : & \\
U := & e_U \\
X^1 := & \gamma_U X + \epsilon_{X^1} \\
X^2 := & \alpha_X + \epsilon_{X^2} \\
A := & g_A(X^1, X^2, \epsilon_A) \\
R := & \begin{cases} 
\beta_1 X^2 + U + \epsilon_R & \text{if } A = 0 \\
\beta_2 X^2 - U + \epsilon_R & \text{if } A = 1,
\end{cases}
\end{align*}
\]

where \( \epsilon_U, \epsilon_{X^1}, \epsilon_{X^2}, \epsilon_R, \epsilon_A, \epsilon_{X^1}, \epsilon_{X^2} \) are jointly independent noise variables with zero mean, \( \gamma_U, \alpha_X \in \mathcal{E} \) for all \( e \in \mathcal{E} \), \( \beta_1, \beta_2 \in \mathcal{R} \), and \( A = \{0, 1\} \). Fig. 1b depicts the induced graph \( \mathcal{G} \). In this example, the environments influence the observed covariates in two ways: (a) they change the mean of \( X^2 \) via \( \alpha_X \) and (b) they change the conditional mean of \( X^1 \) given \( U \) via \( \gamma_U \), while the rest of the components remain fixed across different environments. Here, the environment-specific coefficient \( \gamma_U \) modifies the correlation between the observable \( X^1 \) and the unobserved variable \( U \), and consequently between \( X^1 \) and the reward \( R \). Thus, an agent that uses information from \( X^1 \) to predict the reward \( R \) in the training environments may fail to generalize to other environments. To see this, consider a training environment \( e = 1 \) and a test environment \( e = 2 \) and let \( \gamma_1 = 1, \gamma_2 = -1 \) be the environment-specific coefficients in the training and test environments, respectively. In the training environment, we have a large positive correlation between \( X^1 \) and \( U \), and consequently the agent will learn that the action \( A = 0 \) yields a higher expected reward when observing a positive value of \( X^1 \) (and \( A = 1 \) otherwise). However, the correlation between \( X^1 \) and \( U \) becomes negative (and large in absolute value) in the test environment, which means
that the policy that the agent learned from the training environment will now be harmful. We will see in Section 3 that a policy that depends on a \( d \)-invariant set \((X^S)\) in this example) does not suffer from this generalization problem and is guaranteed to generalize across different environments.

A similar structure appears in the medical example discussed in Section 6. There, \( A \) is the dose of a drug, \( R \) is a response variable, \( X \) are observed patient features and \( U \) are unobserved genetic factors. The environment \( e \) is (a proxy of) the continent on which the data was collected.

### 2.3 Distributionally Robust Policies

To evaluate the performance of an agent across different environments, we define a policy value that takes into account environments. In particular, we focus on the worst-case performance of an agent over all environments.

**Definition 2 (Robust Policy Value).** For a fixed policy \( \pi \in \Pi \), and a set of environments \( \mathcal{E} \), we define the robust policy value \( V^\mathcal{E}(\pi) \in \mathbb{R} \) as the worst-case expected reward

\[
V^\mathcal{E}(\pi) := \inf_{e \in \mathcal{E}} E^\pi_{X|A,R}[R].
\]  

Intuitively, an agent that maximizes the robust policy value is expected to perform well (relative to other agents) in the most harmful environment. The idea of optimizing worst-case performance has been suggested in the reinforcement learning literature [1], [20] to ensure safe behavior of an agent and prevent catastrophic events and has also been used to formulate adversarial training [4] as well as out-of-distribution generalization [73].

We now assume that, for several training environments, we are given independent samples from a multi-environment contextual bandit, see Definition 1. More precisely, we assume to observe \( D := \{(X_i, A_i, R_i, \pi(X_i), e_i)\}_{i=1}^n \), where \( e_i \in \mathcal{E}^\pi, A_i \sim \pi(X_i), (X_i, A_i, R_i) \overset{\text{i.i.d.}}{\sim} P_{X|A,R}^e \) for all \( i \in \{1, \ldots, n\} \). Using only \( D \), we aim to solve the following maximin problem:

\[
\arg \max_{\pi \in \Pi} V^\mathcal{E}(\pi).
\]  

If we do not observe all environments, solving the maximin problem (3) is impossible without further assumptions. A baseline approach to this problem is to pool the data from all training environments and learn a policy that maximizes the policy value ignoring the environment structure. We show in Appendix B, available in the online supplemental material, that this is indeed optimal if the observed covariates explain all of the environment-based distributional shifts in \( R_i \), e.g., if all relevant covariates have been observed. However, if for example, hidden variables are present, the pooling approach does not necessarily yield an optimal policy and the learned policy may fail to generalize to unseen test environments.

### 3 Invariant Policies for Distributional Robustness

We now consider the general case in which the environment shifts may not be explained by the observed covariates. In what follows, we introduce \( d \)-invariant sets and policies, and show that, under Setting 1, the maximin problem (3) can be reduced to finding an optimal \( d \)-invariant policy given certain assumptions, see Proposition 1 and Theorem 1. This becomes particularly relevant if important variables remain unobserved. If all variables are observed, it suffices to pool the training environments.

**Remark 2.** If there are no hidden variables, one can solve the objective (3) by a standard policy optimization using all covariates \( X \), without taking into account further concepts such as invariance or causality. This statement is made precise and proved as Proposition 5 in Appendix B, available in the online supplemental material.

Nevertheless, in more realistic cases (see e.g., Figs. 1b and 1c), \( d \)-invariant sets and policies (introduced below) play a central role in solving the distributionally robust objective (3).

**Definition 3 (\( d \)-invariant Sets).** A subset \( S \subseteq \{1, \ldots, d\} \) is said to be \( d \)-invariant if the following \( d \)-separation statement holds:

\[
R \indep_{\mathcal{G}^S} e \mid X^S.
\]  

Our approach relies on the existence of a \( d \)-invariant set. We therefore make this assumption explicit.

**Assumption 1.** There exists a subset \( S \subseteq \{1, \ldots, d\} \) such that \( S \) is \( d \)-invariant.

Under faithfulness [46], Assumption 1 is testable from the observed data (see Section 4.1). Next, we define \( d \)-invariant policies. For all subsets \( S \subseteq \{1, \ldots, d\} \), let us denote the set of all policies that depend only on \( X^S \) by \( \Pi^S := \{\pi \in \Pi \mid \exists \pi^S : X^S \rightarrow \Delta(A) \text{ s.t. } \forall x \in \mathcal{X} \cdot \pi^S(x^S) = \pi^S(x^S) \} \subseteq \Pi \).

**Definition 4 (\( d \)-invariant Policies).** A policy \( \pi \) is said to be \( d \)-invariant with respect to a subset \( S \subseteq \{1, \ldots, d\} \) if \( \pi \) is a \( d \)-invariant set and \( \pi \in \Pi^S \).

We denote by \( S_{\text{inv}} := \{S \subseteq \{1, \ldots, d\} \mid S \text{ is } d\text{-invariant}\} \) the collection of all \( d \)-invariant sets and \( \Pi_{\text{inv}} := \{\pi \in \Pi \mid S_{\text{inv}} \cap S \text{ s.t. } \pi \text{ is } d\text{-invariant w.r.t. } S\} \) the collection of \( d \)-invariant policies. For now, we assume to have access to the set of \( d \)-invariant policies \( \Pi_{\text{inv}} \). Section 4 discusses when and how we can learn \( \Pi_{\text{inv}} \) from the observed data.

Because of the hidden variables \( U \), the conditional mean \( \mathbb{E}^\pi_{X|A}[R \mid X = x] \) is not ensured to be stable across the environments. Nevertheless, a \( d \)-invariant policy ensures that parts of the conditional mean are unchanged across environments.

4. The notion of \( d \)-invariant sets is related to \( S \)-admissibility in [48]. We use the term ‘\( d \)-invariant’ to emphasize that the definition is based on the \( d \)-separation statement (5) and involves the unseen environments. In related contexts, sometimes the term ‘generalizing’ is used [52]. Section 4 introduces the invariance hypothesis (11) that is testable from the observed data and discusses the assumptions required to connect the two conditions.
Lemma 1. Let $S \in S_{\text{inv}}$ be a $d$-invariant set and $\pi \in \Pi_S$. It holds for all $e, f \in E$ and $x \in X$ that

$$E^{\pi_e} [R | X^S = x] = E^{\pi_f} [R | X^S = x]. \quad (5)$$

Proof. See Appendix D.3, available in the online supplemental material.

For $S \in S_{\text{inv}},$ Lemma 1 implies that if a policy $\pi \in \Pi^S$ is optimal among $\Pi^S$ in the training environments, then $\pi$ is also optimal among $\Pi^S$ in all environments (Proposition 1). With the following assumption, we show in Proposition 1 that the same holds when replacing $\Pi^S$ by $\Pi_{\text{inv}}$.

Assumption 2. Let $G$ be the graph of the SCMs in Setting 1. Then, for all $\ell \in \{1, \ldots, p\}$, $G$ must contain an edge from $U^{\ell}$ to $R$.

Proposition 1. Assume Setting 1 and Assumption 1. Then the following statements hold.

i) Let $S \in S_{\text{inv}}$ and $\pi^S_{\text{opt}} \in \arg\max_{\pi \in \Pi^S} \sum_{e \in E^{\prime}} E^{\pi_e} [R]$. We then have

$$\forall \pi \in \Pi^S : \quad V^E (\pi) \leq V^E (\pi^S_{\text{opt}}). \quad (6)$$

ii) Let $\pi^* \in \arg\max_{\pi \in \Pi_{\text{inv}}} \sum_{e \in E^{\prime}} E^{\pi_e} [R]$. If Assumption 2 holds, we have

$$\forall \pi \in \Pi_{\text{inv}} : \quad V^E (\pi) \leq V^E (\pi^*). \quad (7)$$

Proof. See Appendix D.5, available in the online supplemental material.

The key argument in the proof of Proposition 1 is the identifiability of the optimal $d$-invariant set. Assumption 2 is necessary for this identifiability: if the assumption is violated and there are multiple $d$-invariant sets, one can, in general, not say which of those $d$-invariant sets is optimal with respect to all environments $E$ (see Appendix L, available in the online supplemental material, for a more detailed discussion). While, without Assumption 2, the $d$-invariant set that is most predictive on $E^{\pi^*}$ is no longer guaranteed to be worst-case optimal, it still satisfies a weaker guarantee shown in Theorem 1 below.

Proposition 1 shows that a $d$-invariant policy that is optimal under the training environments outperforms all other $d$-invariant policies, even on the test environments. But what about other policies that are not $d$-invariant? We will see in Theorem 1 that under certain assumptions on the set $E$ of environments, they cannot perform better than the above $\pi^*$ either.

We now outline the assumptions on the set $E$ of environments facilitating this result. As seen in Example 1, the crucial difference between a $d$-invariant policy $\pi^E$ (a policy that only depends on $X^d$) and a non-$d$-invariant policy $\pi^{(1:2)}$ (a policy that depends on both $X^1$ and $X^2$) is that $\pi^E$ can use information related to variables confounded with the reward ($X^1$ in this example) that may change across environments. In cases where the environments do not change the system ‘too strongly’ it can therefore happen that using such information is beneficial across all environments. In practice, however, one might not know how strong the test environments can change the system in which case such information can become useless or even harmful. Intuitively, this happens, for example, if environments exist where the non-$d$-invariant variables no longer contain any information about the reward. Formally, we make the following definition.

Definition 5 (Confounding Removing Environments). For $j \in \{1, \ldots, d\}$, we say that the variable $X^j$ is strongly non-$d$-invariant if for all $S \subseteq \{1, \ldots, d\}$

$$R \not\perp_{G^S} e \mid X^{S \setminus \{j\}}. \quad (8)$$

An environment $e \in E$ is said to be a confounding removing environment if for all $\pi \in \Pi$ it holds that

$$X^j \perp_{G^e} U,$$

for all strongly non-$d$-invariant variables $X^j$, where $G^e$ is the graph induced by the SCM $S(\pi, e)$.

The two $d$-separation statements in Definition 5 are in different graphs: Both graphs $G^S$ and $G^e$ are subgraphs of $G$. The distinction that is important for this definition is that while $G^S$ contains all edges between the covariates $(X, U)$ that appear in at least one environment, the graph $G^e$ only contains the edges that are active in the environment $e \in E$. Furthermore, to provide more understanding of the strongly non-$d$-invariant variables, we characterize a graphical criterion for such variables in Appendix D.4, available in the online supplemental material. There we show that the strongly non-$d$-invariant variables are the variables that are directly affected by $e$ and are confounded with $R$ through $U$, and descendants of such variables. These strongly non-$d$-invariant variables should not be included if one wants to find $d$-invariant sets. For example in Fig. 1c, the variable $X^1$ is strongly non-$d$-invariant and the $d$-invariant sets $\{X^2, X^3\}$ and $\{X^2, X^3\}$ are the sets that do not contain $X^1$.

Next, we give an example of a confounding removing environment, consider the graph $G^e$ in Example 1 (see Fig. 1b). For any subset $S$ where $\{1\} \subseteq S$ the path $e \rightarrow X^1 \rightarrow U \rightarrow R$ is open, and therefore $X^1$ is strongly non-$d$-invariant. A confounding removing environment is an environment that removes the incoming edge from $U$ to $X^1$. In such an environment, the variable $X^1$ does not contain any information about the reward $R$. A similar notion of confounding removing environments is used in [13] in the setting of prediction.

The existence of confounding removing environments implies that at least in some of the environments it is impossible to benefit from a non-$d$-invariant policy. To ensure that one cannot benefit in the worst-case, we therefore introduce the following assumption.

Assumption 3. For all $e \in E$, there exists $f \in E$ such that $f$ is a confounding removing environment and it holds that $P^e_X = P_f^X$.

To give an example, let $I \subseteq \{1, \ldots, d\}$ index the variables $X^I$ for which there is an edge from $e$ to $X^I$ in the graph $G$. If the set $E$ of environments consists of arbitrary interventions on $X^I$, then Assumption 3 is satisfied.
Theorem 1. Assume Setting 1 and Assumption 1. Let \( \pi^* \) be an optimal \( d \)-invariant policy that maximizes the pooled policy value under the training environments, \( \pi^* \in \arg \max_{\pi \in \Pi_{\text{inv}}} \sum_{e \in \mathcal{E}^*} \mathbb{E}^{\pi^*}[R] \). We then have the following statements.

i) We have for all \( e \in \mathcal{E} \) that
\[
\max_{a \in \mathcal{A}} \mathbb{E}^{\pi_a, \pi}_e[R] \leq \mathbb{E}^{\pi^*}_e[R],
\]
where \( \pi_a \) is the policy that always chooses action \( a \in \mathcal{A} \).

ii) If Assumptions 2 and 3 hold, we have
\[
\forall \pi \in \Pi : \quad V^{\mathcal{E}^*}(\pi) \leq V^{\mathcal{E}^*}(\pi^*). \tag{10}
\]

Proof. See Appendix D.6, available in the online supplemental material.

Theorem 1 implies that if we consider a policy class containing only the \( d \)-invariant policies, the maximin problem reduces to a standard policy optimization problem. Theorem 1 shows that an optimal \( d \)-invariant policy, under Assumption 3, is a solution to the distributionally robust objective. In other words, given a training dataset \( D \), we seek to operationalize the following two steps: (a) find the set \( \Pi_{\text{inv}} \) of all \( d \)-invariant policies (Section 4.1 discusses under which assumptions this is possible), (b) use offline policy optimization to solve \( \arg \max_{\pi \in \Pi_{\text{inv}}} V^{\mathcal{E}^*}(\pi) \) on the dataset \( D \).

One of the key components of the proposed method is to test whether a policy \( \pi \), which may be different from the policy generating the data, is \( d \)-invariant using data obtained from the training environments \( \mathcal{E}^* \). The following section proposes such a test, discusses the assumptions required to learn the set of \( d \)-invariant policies, and gives a detailed description of the whole procedure.

4 LEARNING AN OPTIMAL INVARIANT POLICY

4.1 Learning Invariant Sets

Our theoretical results (Proposition 1 and Theorem 1) in the previous section assume that the set of all \( d \)-invariant policies \( \Pi_{\text{inv}} \) is given. We now turn to the task of learning \( \Pi_{\text{inv}} \) which boils down to searching for the collection of all \( d \)-invariant sets \( S_{\text{inv}} \) using data obtained from the training environments \( \mathcal{E}^* \). To this end, we first define, for all \( S \subseteq \{1, \ldots, d\}, \pi \in \Pi \) and \( \mathcal{E}' \subseteq \mathcal{E} \), the null hypothesis
\[
H_0(S, \pi, \mathcal{E}') : \mathbb{P}^{\pi, \mathcal{E}_S}_R | X^S \text{ is the same for all } e \in \mathcal{E}'. \tag{11}
\]

In the case \( \mathcal{E}' = \mathcal{E}^* \), we refer to \( H_0(S, \pi, \mathcal{E}^*) \) as \( \mathcal{E}^* \)-invariance (which does not consider the unseen environments). Furthermore, we call a set \( S \) invariant if there exists \( \pi \in \Pi^{S} \) such that \( H_0(S, \pi, \mathcal{E}^*) \) holds and a policy \( \pi \) invariant with respect to \( S \) if \( \pi \in \Pi^{S} \) and \( S \) is invariant. We now state our core assumptions that make learning possible.

Assumption 4. For all \( S \subseteq \{1, \ldots, d\} \), the following holds:

i) \( \exists \pi \in \Pi^{S} : H_0(S, \pi, \mathcal{E}) \Rightarrow R \cup_{S^{G}} e \mid X^S \)

ii) \( \forall \pi \in \Pi^{S} : H_0(S, \pi, \mathcal{E}^*) \Rightarrow H_0(S, \pi, \mathcal{E}^*) \) true

Assumption 4 connects the conditional distribution invariance used in the null hypothesis (11) to the \( d \)-invariance condition given in (4) (The reversed implication follows by Lemma 3, Appendix D.3, available in the online supplemental material). This assumption is a special case of the faithfulness assumption [46] which is a fundamental assumption in causal discovery methods (e.g., [21]) that, in linear SCMs, holds with probability one if the coefficients are drawn from a distribution that is absolutely continuous with respect to Lebesgue measure [41], [60]. Assumption 4 ensures that any invariance found in the training environments \( \mathcal{E}^* \) can be generalized to all environments in \( \mathcal{E} \). Implicitly, it requires that the training environments are sufficiently heterogeneous. This type of assumption is also at the core of other invariance-based methods [2], [40], [53], [54].

At first glance, Assumption 4 suggests that we have to check the hypothesis \( H_0(S, \pi, \mathcal{E}) \) for all \( \pi \in \Pi^{S} \) to conclude whether or not \( S \) is \( d \)-invariant. Fortunately, as shown in Proposition 2, we actually only need to check the null hypothesis for a single policy \( \pi \in \Pi^{S} \).

Proposition 2. Assume Setting 1 and Assumption 4. Then, for all subsets \( S \subseteq \{1, \ldots, d\} \) and for all policies \( \pi, \tilde{\pi} \in \Pi^{S} \), it holds that
\[
H_0(S, \pi, \mathcal{E}) \text{ true} \iff H_0(S, \tilde{\pi}, \mathcal{E}) \text{ true}. \tag{12}
\]

Proof. See Appendix D.9, available in the online supplemental material.

Assumption 4 and Proposition 2 make the learning problem tractable. The task of testing whether a set \( S \) is \( d \)-invariant boils down to testing the \( \mathcal{E}^* \)-invariance hypothesis \( H_0(S, \pi^S, \mathcal{E}^*) \) for a single policy \( \pi^S \in \Pi^{S} \). We therefore have the flexibility to choose any \( \pi^S \) from \( \Pi^{S} \) to test the hypothesis (called the test policy). We discuss strategies for choosing the test policy in Section 4.4.

Testing \( H_0(S, \pi^S, \mathcal{E}^*) \) for \( \pi^S \in \Pi^{S} \) by directly checking for a change in the conditional distributions across environments in the observed data is, however, not in general possible. This is because the observed data may have been generated based on an initial policy \( \pi^{(0)} \) that does not satisfy

\[5\] The conditional expectation under \( \pi_a \) can also be written in terms of do-notation [46], that is, \( \forall a \in \mathcal{A}, x \in X : \mathbb{E}^{\pi_a, \pi}_e[R | X = x] = \mathbb{E}^{\pi}_e[R | X = x, \text{do}(A = a)] \). We use the \( \pi_a \) notation to make our presentation consistent.

\[6\] For example, if the training environments are identical, we clearly would not be able to distinguish \( d \)-invariant sets from other sets using the observed data. Assumption 4 prevents such cases.
\( \pi^0 \in \Pi^S \). It can therefore happen that \( H_0(S, \pi^S, \mathcal{E}^{tr}) \) is true but \( H_0(S, \pi^0, \mathcal{E}^{ct}) \) is not.

We illustrate this point using the example graph \( G \) given in Fig. 1b. For a policy depending only on \( S = \{2\} \) the environment \( e \) is d-separated from \( R \) given \( X^{[2]} \) in \( \mathcal{G}^{[2]} \), which implies that \( \{2\} \) is \( d \)-invariant, and in particular that \( H_0(\{2\}, \pi(\cdot), \mathcal{E}^{ct}) \) is true by the Markov property (see Lemma 3 in Appendix D.3, available in the online supplemental material). However, if the initial policy \( \pi^0 \) depends on both \( X^1 \) and \( X^2 \), then the path \( e \rightarrow X^1 \rightarrow A \rightarrow R \) in Fig. 1b is open, which implies, by Assumption 4, that \( H_0(\{2\}, \pi(\cdot), \mathcal{E}^{ct}) \) is not true. \(^7\)

Thus, in general, we cannot directly test the \( \mathcal{E}^{tr} \)-invariance hypothesis of a set \( S \) by using the observed data that were generated by the initial policy. Instead, we need to test \( H_0(S, \pi^S, \mathcal{E}^{ct}) \) for a policy \( \pi^S \in \Pi^S \) that is different from the data-generating policy \( \pi^0 \). As we detail in the following section, we can do so by applying an off-policy test for invariance by resampling the data to mimic the test policy \( \pi^S \).

### 4.2 Testing Invariance Under Distributional Shifts

Consider a fixed set \( S \subseteq \{1, \ldots, d\} \) and a pre-specified test policy \( \pi^S \in \Pi^S \) (see Section 4.4 for how to choose \( \pi^S \)). To test the hypothesis \( H_0(S, \pi^S, \mathcal{E}^{ct}) \), we apply the off-policy test from [68], which draws a target sample from \( \pi^S \) by resampling the offline data — drawn from \( \pi^0 \) — and then tests the invariance in this target sample. More formally, let \( \mathcal{E}^{ct} := \{e_1, \ldots, e_L\} \) and suppose that for every \( e_i \in \mathcal{E}^{ct} \) a dataset \( D_i \) consisting of \( n_e \) observations \( D_i^S = \{(X^i_j, A^i_j, R^i_j, \pi^S(A^i_j|X^i_j))\}_{j=1}^{n_e} \) is available. For each environment \( e_i \), we draw a weighted resampling \( D_i^{S, \pi^S} \) of \( D_i \) using the weighted resampling procedure introduced in [68].\(^8\) Then we apply an invariance test \( \varphi^{S}(D^{S, \pi^S}, \ldots, D^{S, \pi^S}) \) to the resampled data, to test the \( \mathcal{E}^{ct} \)-invariance hypothesis \( H_0(S, \pi^S, \mathcal{E}^{ct}) \). An invariance hypothesis test \( \varphi^{S} \) is a function (into \( \{0, 1\} \)) that takes data from environments \( e_1, \ldots, e_L \), each of size \( n_{e_i} \), and tests whether \( S \) is invariant. Here, \( \varphi^{S} = 1 \) indicates that we reject the \( \mathcal{E}^{ct} \)-invariance hypothesis. We detail a concrete test \( \varphi^{S} \) in Section 4.4. In Appendix F, available in the online supplemental material, we provide details on the resampling scheme, that is, a formal definition of \( D^{S, \pi^S} \) and show that the theoretical guarantees on the asymptotic level proved in [68] also extend to our application.

### 4.3 Algorithm for Invariant Policy Learning

The previous sections discuss finding invariant subsets \( S \). We now discuss how to employ this in an algorithm that learns an optimal invariant policy. We assume that we are given an off-policy optimization algorithm \( \text{off}_{\text{opt}} \) that takes as input a sample \( D := (D^1, \ldots, D^L) \) and a policy space \( \Pi^S \), and returns an optimal policy \( \pi^* \) and its estimated expected reward \( \bar{\mathbb{E}}^\pi[R] \).

Here, we present one choice of \( \text{off}_{\text{opt}} \) that we use in the experimental section; our approach can also be applied with other off-policy optimization algorithms. Given an invariant set \( S \) and a policy space \( \Pi^S \), we consider an optimal policy of the form

\[
\pi^S(a | x) := \arg\max_{a \in A} Q^S(x, a,),
\]

where \( Q^S(x, a) := \frac{1}{L} \sum_{l=1}^{L} \mathbb{E}_{\pi^S}[R | X^S = x] \) denotes the pooled conditional mean under the policy that always selects action \( a \).\(^9\)

Let \( \pi^0 \) be an initial policy generating the sample \( D \). By our assumption in Setting 1, the policy \( \pi^0 \) depends only on the observed covariates \( X \). We therefore have that for all \( S \subseteq \{1, \ldots, d\} \) the pooled conditional mean \( Q^S(x, a) \) is identifiable for all \( a \in A \) and \( x \in X^S \) as shown in Lemma 2 below.

**Lemma 2.** Let \( S \in \mathcal{S}_{\text{inv}} \) be a \( d \)-invariant set. It holds for all \( x \in X^S \) and all \( a \in A \) that

\[
Q^S(x, a) = \frac{1}{L} \sum_{l=1}^{L} \mathbb{E}_{\pi^S_{\text{off}}}[\frac{1}{\pi^0(A | X)} R | X^S = x].
\]

**Proof.** See Appendix D.7, available in the online supplemental material. \( \square \)

Here, we express the causal quantity \( Q^S(x, a) \) entirely in terms of expectations under the observed policy \( \pi^0 \) by using reweighting. Equivalently, one can also express \( Q^S(x, a) \) with the backdoor adjustment formula [46]. While the two formulations are equivalent, the resulting estimators are different (see the discussion in Appendix C, available in the online supplemental material).

We propose to estimate \( Q^S \) by a weighted least squares approach in which we consider a parameterized function class \( \{f_\theta : \mathcal{X}^S \times A \rightarrow \mathbb{R} | \theta \in \Theta^S\} \) and assume that there exists a unique \( \theta^0 \in \Theta^S \) such that for all \( x \in X^S \) and \( a \in A \) it holds that \( Q^S(x, a) = f_{\theta^0}(x, a) \). That is, we consider \( \hat{\theta}^0_n := \arg\min_{\theta \in \Theta^S} \frac{1}{n} \sum_{l=1}^{L} \sum_{i=1}^{n_e} \frac{(f_\theta(A^i_l, X^i_l) - R^i_l)^2}{\pi^0(A^i_l | X^i_l)} \),

where \( n := (n_{e_1}, \ldots, n_{e_L}) \). We then plug the estimate \( \hat{Q}^S := f_{\hat{\theta}^0_n} \) into (13) to obtain our (estimated) optimal policy. Proposition 3 shows that, under some regularity conditions, \( \hat{\theta}^0_n \) is a consistent estimate of \( \theta^0 \).

**Proposition 3.** Assume Setting 1 and Assumption 1. Let \( S \in \mathcal{S}_{\text{inv}} \) be a \( d \)-invariant set. Assume that

i. \( \Theta^S \) is compact,

ii. there exists a unique \( \theta^0 \in \Theta^S \) s.t. \( \forall x \in X^S, \forall a \in A : Q^S(x, a) = f_{\theta^0}(x, a) \) \( \mu \)-a.s.,

iii. \( \forall x \in X^S, \forall a \in A : 0 \rightarrow f_{\theta^0}(x, a) \) is continuous on \( \Theta^S \),

iv. \( \forall d \in \mathcal{E}^{ct} : \mathbb{E}_{\pi^S}[\sup_{\theta \in \Theta^S} (R - f_\theta(X, A))^2] < \infty \),

v. \( \exists \delta > 0 \text{ s.t. } \forall x \in X^S, \forall a \in A : \pi^S(a | x) \geq \delta. \)

7. In the same example, when conditioning on \( \{1, 2\} \), the path \( e \rightarrow X^1 \rightarrow U \rightarrow R \) is also open, which shows that \( S = \{1, 2\} \) is not a \( d \)-invariant set.

8. Importance weighting is not applicable here because the test statistics of an invariance test cannot be expressed in terms of weighted averages. See also the discussion in [68].

9. In our framework, changing the policy corresponds to intervening on the underlying SCM (see Setting 1). The expression \( Q^S(x, a) \) is derived from expectations under such interventions and can thus be considered a causal quantity.
Algorithm 1. Learning an Optimal Invariant Policy

**Input:** data $D = (D^1, \ldots, D^t)$, off-policy optimization $\text{off}_\text{opt}$, hypothesis tests and test policies $\{(\psi^s, \pi^s)\}_{S \subseteq \{1, \ldots, d\}}$

1. Initialize maximum reward $\text{maxR} \leftarrow -\infty$.
2. Initialize optimal invariant policy $\pi^\text{inv} \leftarrow \text{null}$.

**Loop over all subsets** $S \subseteq \{1, \ldots, d\}$

- **Test for invariance**
  - $\text{is_inv} \leftarrow \text{test_inv}(D, \pi^S, \psi^S, S)$; 
  - (see Algorithm 2)

- **Update best invariant set**
  - if $\text{is_inv}$ then
    - $\pi^S_\text{inv}, \tilde{E}^S(R) \leftarrow \text{off}_\text{opt}(D, \Pi^S)$;
  - if $\text{maxR} < \tilde{E}^S(R)$ then
    - $\text{maxR} \leftarrow \tilde{E}^S(R)$;
    - $\pi^\text{inv} \leftarrow \pi^S_\text{inv}$.

**Output:** optimal invariant policy $\pi^\text{inv}$

Algorithm 2. Testing the Invariance of a Set $S$ With Given Test Policy $\pi^S$

**Function:** test_inv data $D = (D^1, \ldots, D^t)$, test policy $\pi^S$, hypothesis test $\psi^S$, target set $S$

1. // resampling according to $\pi^S$
2. for $e = e_1, \ldots, e_t$ do
3.   for $i = 1$ to $D^e$ do
4.     compute weights: $r_i^e \leftarrow \frac{\pi^S(e_i|\pi^S)}{\pi^S(S|e_i)}$;
5.   end
6. choose resampling size $m_i$ with GOF-heuristic in [68];
7. draw $D^{e-x} := (D^1_{\text{tr}}, \ldots, D^e_{\text{tr}})$ from $D^e$ with prob. $\propto \prod_{i=1}^{m_i} r_i^e$;
8. // verifying invariance condition is_invariant := $\psi^S(D^e)$;
9. return is_invariant

4.4 Specifications of the Target Test

The resampling procedure detailed in Algorithm 2 requires a hypothesis test for the $\mathcal{E}^e$-invariance null hypothesis that has power against the alternatives. We discuss one such test in Section 4.4.1 below. Moreover, in Sections 4.4.2 and 4.4.3, we discuss two choices of the test policy that aim to improve the power of the resampling test.

4.4.1 Invariant Residual Distribution Test

We now detail a test $\varphi^S$ to test $\mathcal{E}^e$-invariance in the resampled data. We first pool data from all environments into one dataset and estimate the conditional $E^e\pi^S(R|X^S)$ using any prediction method (such as linear regression or a neural network). We then test whether the residuals $R - E^e\pi^S(R|X^S)$ are equally distributed across the environments $e \in \mathcal{E}$, i.e., we split the sample back into $L$ groups (corresponding to the environments) and test whether the residuals in these groups are equally distributed (see also [49], for example). We then define $\varphi^S$ to be the composition of these operations, that is, $\varphi^S$ returns 1 if the test for equal distribution of the residuals is rejected.

In the simulation and the warfarin case study (Section 5 and 6), we use the Kruskal-Wallis test [34] to test whether the residuals have the same mean across environments; this test holds pointwise asymptotic level for all $\alpha \in (0, 1)$ (see Proposition 8 in Appendix F, available in the online supplemental material). To obtain power against more alternatives, one could also use other tests, such as a two-sample kernel test with maximum mean discrepancy [22] and then correct for the multiple testing using Bonferroni-corrections (see also [54], for example).

4.4.2 Optimizing the Test Policy for Power

To check whether a subset $S$ is invariant, we only need to test the $\mathcal{E}^e$-invariance for a single policy $\pi \in \Pi^S$ (see Proposition 2). This provides us with a degree of freedom that we can leverage. Intuitively, the non-invariance may be more easily detectable in some test policies compared to others. We can therefore try to find a policy that gives us the strongest signal for detecting non-invariance. We approximate
maximizing the power of the test by minimizing the p-value of the test. In a population setting, this would return small p-values for non-invariant sets, whereas for invariant sets one would not be able to make the p-values arbitrarily small, since they are uniformly distributed. In a finite sample setting, this type of power optimization can lead to overfitting (which would break any level guarantees); to avoid this we use sample splitting.

As presented in Section 4.2, for each environment \( e \), we obtain a target sample \( D^e \) from a test policy \( \pi^e \) by resampling the sample \( D^e \) that was generated under the policy \( \pi^e \), and then test \( \mathcal{E} \)-invariance in the target sample. The probabilities for obtaining the resampled sample conditioned on the original sample are given by the importance weights, see Appendix F, available in the online supplemental material. Here, we optimize the ability to detect non-invariance over a parameterized subclass of \( \Pi^S \),

\[
\Pi^S_\theta := \{ \pi^e_\theta \mid \theta \in \Theta \},
\]

where \( \Theta = \{ a \in A \mid \pi^e_{a} \in \Pi^S \} \) and \( \pi^e_\theta \) is a linear softmax policy, i.e., for all \( x \in \mathbb{R}^{|S|} \) and \( a \in A \):

\[
\pi^e_\theta(a \mid x) = \frac{\exp(\theta^e_a x^e)}{\sum_a \exp(\theta^e_a x^e)}.
\]

To check for the \( \mathcal{E} \)-invariance condition of a subset \( S \), the idea is then to find a policy \( \pi^e_\theta \in \Pi^S_\theta \) such that, in expectation, the p-value of the test is minimized, i.e., we aim to solve the following optimization problem

\[
\arg\min_{\theta \in \Theta} \mathbb{E} \left[ p_v(D^S_\theta) \mid D \right],
\]

where \( D := (D^1, \ldots, D^e) \), \( D^S_\theta := (D^1 \pi^e_{a_1}, \ldots, D^e \pi^e_{a_e}) \) are the observed and resampled data, respectively, and \( p_v \) is a function that takes as input the resampled sample \( D^S_\theta \) and outputs the p-value of the test. Since we condition on \( D \), the expectation is only with respect to the resampling of \( D^S_\theta \). We then employ a gradient-based optimization algorithm to solve the above optimization problem, where the gradient is derived using the log-derivative. More precisely, let \( J(\theta) := \mathbb{E}[p_v(D^S_\theta) \mid D] \) be our objective function which now depends on the parameters \( \theta \). The gradient of the objective function \( J(\theta) \) can be derived as follows

\[
\nabla J(\theta) = \nabla \mathbb{E} \left[ p_v(D^S_\theta) \mid D \right] = \mathbb{E} \left[ \nabla \log p_v(D^S_\theta) \mid D \right] - \mathbb{E} \left[ \nabla \log p_v(D^S_\theta) \mid D \right].
\]

This expectation can be estimated by drawing repeated resamples \( D^S_\theta \), where \( p_v(D^S_\theta \mid D) \) is determined by the resampling weights, corresponding to sampling with replacement instead of distinct weights.

The optimization procedure yields a policy \( \pi_\theta^* \) that approximately satisfies \( \pi_\theta^* \in \arg\min_{\pi \in \Pi^S} J(\theta) \). We can then use \( \pi_\theta^* \) as the test policy for testing whether \( S \) is invariant. Lastly, to preserve the level of the statistical test, we split the original sample into two halves, perform the power optimization procedure on one half, and verify the invariance condition on the other half. The algorithm is presented in Algorithm 4 in Appendix I, available in the online supplemental material. We only use the approximation of the resampling weights for the power optimization and use the actual resampling weights for the final resampling, so the level guarantee of Proposition 8 in Appendix F, available in the online supplemental material, still holds.

4.4.3 Using a Uniform Target Distribution

Since the procedure in Section 4.4.2 may be computationally challenging, especially if the algorithm is repeated many times as in Section 5. A computationally simpler approach is for each \( a \in A \) to test invariance under the test policy \( \pi_{a} \), which always chooses the action \( a \), and then combine the resulting p-values using Bonferroni corrections [19]. Beyond computational simplicity, this has an additional benefit: Across environments there may be a cancelling effect of the difference in means due to different dependencies on the action in each environment. By testing the invariance of the conditional mean of the reward in each action, such cancelling effects are accounted for.

4.5 Learning Causal Ancestors Under Distributional Shifts

Sections 4.1 and 4.2 discuss an approach to learn invariant sets from offline data. The learned invariant sets are then used to find an optimal invariant policy as discussed in Section 4.3. Besides learning an optimal invariant policy, one can further use the proposed off-policy invariance test to analyze the causal structure. More specifically, the learned invariant sets allow us to look for potential observed causal ancestors \( \text{AN}(R)^{10} \) of \( R \) by taking the intersection of the accepted sets. This approach is similar to invariant causal prediction [49], except that here, we employ the off-policy invariance test to account for the distributional shift between the initial and the test policies, and allow for hidden variables.

Now we outline a method for finding \( \text{AN}(R) \) from the offline data obtained from multiple environments \( D^1, \ldots, D^e \). Recall that we denote by \( D^S_{\psi} \) a weighted resample of \( D^e \), and \( \psi^S \) an invariance test for the \( \mathcal{E} \)-invariance hypothesis \( H_0(S, \pi^e, \mathcal{E}) \), as discussed in Section 4.2 and Appendix F, available in the online supplemental material. For ease of presentation, we assume that \( n_{e_1} = \ldots = n_{e_l} := n \). Then, we propose to estimate the causal ancestors of \( R \) by

\[
\hat{S}_{\text{AN}}^S := \bigcap_{S \ni \bar{S}_i \in \{ D^1, \ldots, D^e \}} S_{i=0}. \tag{17}
\]

We detail the whole procedure in Algorithm 3 in Appendix G, available in the online supplemental material. Proposition 4

10. Formally, \( \text{AN}(R) \subseteq \{ 1, \ldots, d \} \) is defined as the set of indices \( j \) for which there is a directed path from \( X^j \) to \( R \) in \( G \).
shows that this method controls the probability of wrongly selecting a non-causal-ancestor variable.

**Proposition 4.** Assume Setting 1, and that \( S_{\text{inv}} \) is non-empty. Let \( \hat{S}_{\text{AN}} \) be the estimated set of causal ancestors given in (17) and assume that the invariance tests \( \psi_{e} \) used in (17) have pointwise asymptotic level \( \alpha \in (0, 1) \). It then holds that

\[
\liminf_{n \to \infty} \mathbb{P}(\hat{S}_{\text{AN}} \subseteq \Lambda(R)) \geq 1 - \alpha.
\]

**Proof.** See Appendix D.10, available in the online supplemental material.

## 5 SIMULATION EXPERIMENTS

To verify our theoretical findings we perform two simulation experiments, where we consider a linear multi-environment contextual bandit setting similar to Example 1 with the following SCM \( S(\pi, e) \) (which induces the graph shown in Fig. 1b):

\[
U := \epsilon_{U}, \quad X_{1} := \gamma_{U} + \epsilon_{X_{1}}, \quad X_{2} := \alpha_{e} + \epsilon_{X_{2}}, \quad A \sim \pi(A \mid X_{1}, X_{2}), \quad R := \beta_{A,1} X_{2} + \beta_{A,2} U + \epsilon_{R},
\]

where \( \epsilon_{U}, \epsilon_{X_{1}}, \epsilon_{X_{2}}, \epsilon_{R} \sim \mathcal{N}(0, 1) \), \( A \) takes values in the space \( \{a_{1}, \ldots, a_{3}\} \), \( \gamma_{U} \) and \( \alpha_{e} \) are parameters that depend on the environment \( e \), and \( \beta_{0,1}, \ldots, \beta_{0,1}, \beta_{0,2}, \ldots, \beta_{0,2} \) are parameters that are fixed across environments. Appendix J.1, available in the online supplemental material, contains details on how the parameters are chosen in the experiments. The code for all the experiments is available at https://github.com/sorawitj/invariant-policy-learning.

### 5.1 Generalization and Invariance

We first consider an oracle setting, where we know a priori which subsets are invariant. From our data-generating process, it follows that \( \{X_{2}\} \) is the only invariant set. We then compare an invariant policy which depends only on \( X_{2} \) with a policy that uses both \( X_{1} \) and \( X_{2} \). We train both policies on a dataset of size 100000 obtained from multiple training environments under a fixed initial policy \( \pi^{0} \) (see Appendix J.2, available in the online supplemental material). In both cases, we employ a weightless squares to estimate the expected reward \( \mathbb{E}[R \mid A, X^{S}] \), where \( S \) is the subset that the policy uses. The policy then takes a greedy action w.r.t. the estimated expected reward, i.e.,

\[
\arg\max_{a} \mathbb{E}[R \mid A = a, X^{S}]
\]

(see Section 4.3). Then we evaluate both policies on multiple unseen environments and compute the regret with respect to the policy that is optimal in each of the unseen environments. Fig. 2 shows the results. Each data point represents the evaluation on an unseen environment. The y-axes show the regret value and the x-axes display the distance from each unseen environment to the training environments (the distance is computed as the \( \ell^{2} \)-distance between the average value of the pairs \( (Y_{e}, \alpha_{e}) \) in the training environments and the pair \( (Y_{e}, \alpha_{e}) \) in the unseen test environment). The plot shows that the worst-case regret of the invariant policy is smaller than that of the non-invariant policy. In particular, for environments different from the training environments the gain can be significant. This empirically supports our result of Theorem 1.

### 5.2 Learning Invariant Policies

In practice, we do not know in advance which sets are invariant. We now aim to find an invariant policy from a dataset generated under an initial policy \( \pi^{0} \) which takes both \( X_{1} \) and \( X_{2} \) as input. To do so, we employ the method proposed in Section 4.2 for testing invariance under distributional shifts. More precisely, we generate a dataset of size \( n \) from multiple training environments under the initial policy \( \pi^{0} \) and apply the off-policy invariance test (see Section 4.4) to verify the invariance property of each subset in \( \{\emptyset, \{X_{1}\}, \{X_{2}\}, \{X_{1}, X_{2}\}\} \). We repeat the experiment 500 times and plot the acceptance rates at various sample sizes \( (n = 1000, 3000, 9000, 27000, 81000) \) (these numbers denote the total sample size, that is, number of observations, summed over all environments). The resulting acceptance rates are shown in Fig. 3. Our method yields high acceptance rates for the set \( \{X_{2}\} \), which indeed is invariant, while the acceptance rates for other sets gradually decrease as the sample size increases. Furthermore, we can see that our test is more powerful when the number of training environments increases (keeping the total number of observations fixed). Our test is conservative (the acceptance rate is above the 95% level in the left plot) because the target test is not exact (the true conditional expectation is not given). In Appendix J.3, available in the online supplemental material, we conduct the same experiment with an exact test, using the true conditional expectation, which shows the correct level.

## 6 WARFARIN DOSING CASE STUDY

We evaluate our proposed approach on the clinical task of warfarin dosing. Warfarin is a blood thinner medicine prescribed to patients at risk of blood clots. The appropriate dose of warfarin varies from patient to patient depending
on various factors such as demographic and genetic information [14]. Our case study is based on the International Warfarin Pharmacogenetics Consortium (IWPC) dataset [14] which consists of 5'700 patients who were treated with warfarin, collected from 21 research groups on 4 continents. The IWPC dataset contains the optimal dose of warfarin for each of the patients as well as their information on demographic characteristics, clinical and genetic factors. The warfarin dosing problem has been used in a number of previous works evaluating off-policy learning algorithms [8], [31], [74]. Similarly to these works, we formulate the warfarin dosing problem as a multi-environment contextual bandit problem as follows.

- The covariates \( (X) \) are patient-level features including demographic, clinical and genetic factors.
- The actions \( (A) \) are recommended warfarin doses output by a policy. We discretize the actions into three equal-sized buckets (low, medium, high) based on the quantiles of the optimal warfarin dose.
- The reward \( (R) \) depends on the recommended dose and the optimal dose: For each patient \( i \), the reward \( R_i(a) \) for an action \( a \in \{ \text{low, medium, high} \} \) is computed as

\[
R_i(a) := Y_i - m(a),
\]

where \( Y_i \) is the optimal warfarin dose for a patient \( i \) and \( m(a) \) is a median value of the optimal warfarin doses within the bucket \( a \). Here, we assume that neither the reward function nor the optimal warfarin doses are known to the agent. Instead, for each patient \( i \), only the reward for the action \( A_i \) is observed, i.e., \( R_i := R_i(A_i) \).
- The environments \( (E) \) are proxies for continents. The continent information is not directly contained in the dataset, but we create proxies for the continent by clustering the 21 research groups into 4 clusters based on their proportion of the patients’ race within each group. We believe that the resulting clusters roughly correspond to 4 different continents.

To reduce the search space, we select the top 10 features that are most predictive for the optimal warfarin dose using the permutation feature importance method [12]. The top 10 features include 4 demographic variables, 4 clinical factors, and 2 genetic factors.

We consider two experimental setups to illustrate the benefits of our invariant learning approach. In the first setup, we directly apply our method to the IWPC dataset. Here, including invariance does not seem necessary in that our method performs similarly to other baselines (but not worse). It does, however, generate some causal insight into the problem. The second setup is a semi-real setting, where we introduce an artificial, non-invariant confounder.

We now outline our first experimental setup and the results. We first generate training data \( \{(X_i, A_i, R_i, e_i)\}_{i=1}^{n_{train}} \) by drawing actions \( A_i \) from a policy \( \pi^0 \in \Pi^{BMI} \) that is constructed from linear regression \( Y_i \approx f(X_i^{BMI}) \) of the optimal dose onto the BMI (see Appendix K.1, available in the online supplemental material, for more details).

### 6.1 Candidate Methods

Using the generated training data, we empirically compare the performance of the following policy learning methods:

- Invariant Policy Learning (Inv): This is our proposed method. We first perform the off-policy invariance test using the test described in Section 4.4.3 to search for potential invariant sets. We then take the top 20 sets with the largest p-values \( S_i^{inv} \), as the candidate invariant sets. For each \( S \) in \( S_i^{inv} \), we fit the policy optimization algorithm described in Section 4.3 with \( X^S \) as the covariates (the same algorithm is also used in other candidate methods below). Lastly, we select the top 3 sets that yield the largest expected rewards (computed using 5-fold cross-validation).

- Predictive Policy Learning (Pred): This method serves as a baseline for policy learning that solely maximizes the expected reward. For each subset \( S \), we fit the policy optimization algorithm with \( X^S \) as the covariates. We then take the policies corresponding to the top 3 sets with the largest expected rewards.

- All Set Policy Learning (All): This method serves as another baseline where we take all of the patient’s features and fit the policy optimization algorithm.

### 6.2 Evaluation Setup & Results

We compare the policy learning methods using the following ‘leave-one-environment-out’ evaluation procedure.

1. Select \( e \in E = \{1, \ldots, 4\} \) as a test environment. Split the training data into \( D_{test} := \{(X_i, A_i, R_i, e_i)\}_{i=1}^{n_{test}} \), where \( e_i = e \) and \( D_{train} := \{(X_i, A_i, R_i, e_i)\}_{i=1}^{n_{train}} \), where \( e_i \in \{1, \ldots, 4\} \setminus \{e\} \).
2. Using \( D_{train} \), train the policies with candidate methods detailed in Section 6.1.
3. Evaluate the fitted policies by computing the expected reward on \( D_{test} \) using the true reward function \( 19 \).

We repeat the above procedure for each \( e \in E \) and display the evaluation result in Fig. 4. The performances of all candidate methods are similar. Even though the proposed invariant approach does not yield a higher reward compared with the baselines, it does not worsen the performance, either. This suggests that we can gain the stability benefit of an invariant policy without having to sacrifice predictiveness. Indeed, the stability benefit could prevent the learned invariant policy from being suboptimal when a new test environment is sufficiently different from the training environments as we show in Section 6.4.

### 6.3 Analyzing Invariant Sets

In addition to learning an optimal invariant policy, we can use the invariance-based approach to further analyze the dependence between the patient’s features and the reward as discussed in Section 4.5. In particular, we apply the off-policy invariant causal prediction algorithm (see Algorithm 3 in Appendix G, available in the online supplemental material) to find potential causal ancestors of the reward. On this dataset, with a confidence level of 5%, the algorithm returns the empty set, which can happen if the covariates
are highly correlated, for example [25]. Nonetheless, we can still extract more information by obtaining the defining sets (see Section 2.2 in [25]). The resulting defining set of size 2 is \{Race, VKORC1\} (see Appendix K.2, available in the online supplemental material, for more details on the variables). These variables are potential causal ancestors in the sense that at least one variable in these sets is a causal ancestor with high probability.

### 6.4 Semi-Real Experiment

To further illustrate the benefits of the invariance-based learning approach, we consider a semi-real setup where we introduce hidden variables and a non-invariant predictor. We remove the two genetic factors from the patient’s features and create a non-invariant predictor that depends on those two factors as follows.

We first fit a linear regression to estimate the optimal warfarin dose from the genetic factors and denote the resulting coefficients by \(\beta\). To mimic environmental perturbations, we perturb \(\beta\) depending on an environment \(e \in E\) resulting in \(\beta_e \coloneqq \gamma_e \beta\), where \(\gamma_e\) is an environment-specific parameter. We define the non-invariant predictor in the environment \(e \in E\) as \(X^{n-inv} \coloneqq X^G \beta_e\), where \(X^G\) are the two genetic features. We then add \(X^{n-inv}\) as part of the patient’s features and remove \(X^G\). The training data are generated in a similar fashion as in the first setup, except that the initial policy does not only depend on the BMI score \(X_{BMI}\) but also on the non-invariant predictor \(X^{n-inv}\).

In addition to the candidate methods described in Section 6.1, we introduce an additional baseline for this setup.

- **Oracle Invariant Policy (Oracle-Inv):** By construction, we know that \(X^{n-inv}\) is a strongly non-\(d\)-invariant variable (see Definition 5). This method serves as an oracle version of the invariant policy learning method by searching for the top 3 sets that do not contain \(X^{n-inv}\) such that their corresponding policies yield the largest expected reward (the procedure is similar to the Pred method with \(X^{n-inv}\) being removed).

We evaluate the candidate methods using a similar procedure as described in Section 6.2. Fig. 5 illustrates the evaluation result. Our proposed method (Inv) yields a higher expected reward than the two baselines on most of the test environments. This is because the two baselines ignore the environment structure and use information from \(X^{n-inv}\) in their resulting policies, while the invariant method uses the invariance test to remove this non-invariant proxy variable. Furthermore, the performance of our proposed method is almost on par with the invariant oracle (Oracle-Inv), except for the test environment \(e = 3\), in which our approach is unable to ignore the non-invariant predictor, possibly because the non-invariance that would be implied by Assumption 4 may not be strong enough (for our test) when \(\mathcal{E}_{tr} = \{1, 2, 4\}\).

### 7 Conclusion

This paper tackles the problem of environmental shifts in offline contextual bandits from a causal perspective. We introduce a framework for multi-environment contextual bandits that is based on structural causal models and frame the environmental shift problem as a distributionally robust objective over environments that are induced by different perturbations on the covariates. We prove that if all relevant covariates have been observed, taking into account causality and invariance is not necessary for obtaining the distributionally robust policies. However, causality and invariance can become relevant when not all variables are observed. To tackle settings with unobserved covariates, we adapt invariance-based ideas from causal inference to the proposed framework and introduce the notion of invariant policies.

Our theoretical results show that under certain assumptions an invariant policy that is optimal on the training environments is also optimal on all unseen environments, and therefore distributionally robust. We further provide a method for finding invariant policies based on an off-policy invariance test. It can be combined with any existing policy optimization algorithm to learn an optimal invariant policy.

For future work, there are several directions that would be interesting to investigate. One direction is to explore the use of invariance-based ideas in the adaptive setting, in which the goal of an agent is to optimally adapt to a changing environment. Learning agents may require fewer and safer explorations in a new environment if they carry over invariance information from previous environments. It may
further be possible to extend invariance-based ideas from the contextual bandit setting to the full reinforcement learning problem with long-term consequences and state dynamics. Although some previous works have explored this direction [59, 75], we believe that the connections with respect to causality and invariance are not yet fully understood. In the supervised learning setting, recent work has investigated trading off invariance and predictability [26, [44], [53], [55], [56]. We believe that a similar idea can be applied to contextual bandit and reinforcement learning problems. Lastly, if one can gain additional knowledge of the test environments, one may aim to optimize objectives other than the worst-case performance which could lead to a different class of generalization guarantees.

This paper considers invariance as a dichotomous property and could be a first step towards using invariance-based ideas for building safer and more robust adaptive learning systems.  
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