SOCIAL MEDIA SHARING BY POLITICAL ELITES: AN ASYMMETRIC AMERICAN EXCEPTIONALISM

ABSTRACT

Increased sharing of untrustworthy information on social media platforms is one of the main challenges of our modern information society. Because information disseminated by political elites is known to shape citizen and media discourse, it is particularly important to examine the quality of information shared by politicians. Here we show that from 2016 onward, members of the Republican party in the U.S. Congress have been increasingly sharing links to untrustworthy sources. The proportion of untrustworthy information posted by Republicans versus Democrats is diverging at an accelerating rate, and this divergence has worsened since president Biden was elected. This divergence between parties seems to be unique to the U.S. as it cannot be observed in other western democracies such as Germany and the United Kingdom, where left-right disparities are smaller and have remained largely constant.

Keywords  misinformation · elites · political discourse

Introduction

Elite cues are important drivers of public public opinions and discourse [7]. For example, public concern about climate change is largely influenced by opinions and information shared by elites [5]. The public’s increased polarisation over climate change reflects the retreat of the Republican leadership from the scientific evidence [15]. The power of elites to set the agenda of public conversations extends to mainstream media. For example, Donald Trump has been shown to successfully divert media attention away from topics that were potentially harmful to him [14]. Notwithstanding the importance of elite discourse, research attention has only recently shifted to investigating the information sharing practices of a broader range of members of the political elite [16]. Here we contribute to these analyses by investigating the quality of information shared on social media by members of the U.S. Congress. We find that the trustworthiness of information shared by members of the Republican party is declining and that this decline has accelerated after the election of Joe Biden as president. We contrast these findings with information sharing practices of political elites in two other western democracies, Germany and the United Kingdom. In both cases, although parties on the political right tend to share somewhat less trustworthy information, the rapid decline of information quality shared by Republicans during the last 6 years is unique to the U.S. and is not observed in other countries.

Results

To assess the trustworthiness of information shared by politicians with the general public, we retrieve three corpora of tweets: by former and active members of the U.S. Congress, the German parliament and the British parliament. For each corpus, we retrieve all tweets posted between January 1, 2016 and March 16 2022. We do not include retweets. We
We report the overall proportion of links that point to domains that are considered untrustworthy, as well as the NewsGuard score. Figure 1A–C shows the proportion of links to untrustworthy domains for the three countries. For the U.S., we report values over ideology scores provided by GovTrack [9], for Germany and the United Kingdom we report values broken down by parties. Republicans share more untrustworthy information than Democrats (note the logarithmic scale). For Germany, parties on the extreme left and extreme right share more untrustworthy information than parties in the centre. Overall, Republicans share 9.1 times more links to websites considered untrustworthy than Democrats (Republicans 3.87%, Democrats 0.42%, difference 3.45%, 1.83 SD). For Germany, members of the CDU/CSU post 6.1 times more links to such websites than members of the SPD (CDU/CSU 0.19%, SPD 0.03%, difference 0.16%, 0.02 SD). For the UK, the number of posts by the Tories post 4.7 times more links to untrustworthy domains than members of the Labour party (Tory 0.23%, Labour 0.05%, difference 0.18%, 0.07 SD). For both Germany and the UK, the conservative parties post more links to untrustworthy domains than their counterparts on the left, but overall they post about half as many such links as the Democrats in the U.S. We also note that numbers for Germany and the UK are based on very low overall counts of links to untrustworthy domains.

In Fig. 1D–F we show the temporal trend of the NewsGuard score, averaged over all links posted in a given month broken down by party. Links posted by Republicans show a notable decrease in trustworthiness, from an average 89.9 ± 0.1 (mean ± SD) points in the years 2016–2018 to 85.2 ± 1.7 points in the years 2020–2022. The score of links posted by Democrats stays remarkably stable (94.2 ± 0.4 in 2016–2018 and 94.9 ± 0.1 in 2020–2022). This development is not reflected in the trustworthiness scores of links posted by conservative or far-right parties in other countries. In Germany, the scores of links posted by the AfD and members of the CDU/CSU stay stable with an average score of 83.4 ± 1.0 and 92.2 ± 0.7 in 2016–2018 and a score of 83.2 ± 1.4 and 91.6 ± 0.9 in 2020–2022, respectively. Similarly, the scores of the Democratic Unionist Party and Conservatives in the British parliament stay stable or slightly improve, with 83.4 ± 1.0 and 89.1 ± 0.6 in 2016–2018 and 85.6 ± 5.4 and 88.2 ± 0.3 in 2020–2022, respectively. These overall trends are also reflected in the proportion of links to domains considered untrustworthy (score < 60), shown in Fig. 1G–I. The proportion of links to these domains posted by Republicans doubles, from 2.4 ± 0.2% in 2016–2018 to 5.5 ± 0.6% in 2020–2022. The proportion of untrustworthy links posted by Democrats shows no change, from 0.4 ± 0.3% in 2016–2018 to 0.4 ± 0.1% in 2020–2022. For the German AfD, the proportion decreases from 8.8 ± 2.2% to 6.8 ± 2.0%. The proportion of links to untrustworthy domains of all other parties in Germany and the United Kingdom is similar to the proportion posted by Democrats and does not change over time. As a robustness check, we reproduced our main result (viz. the increase in the proportion of links to untrustworthy domains by Republicans) using a second database of domain trustworthiness, compiled independently of NewsGuard (see Materials and Methods for details). The observed temporal trend of the proportion of links to untrustworthy domains is displayed in the inset of Fig. 1G, and shows a similar trend in the proportion of untrustworthy domains posted by Republicans (from 5.8 ± 0.3% in 2016–2018 to 11.3 ± 2.7% in 2020–2022), while the proportion of links to untrustworthy domains posted by Democrats slightly decreases (1.0 ± 0.9% and 0.4 ± 0.1%).

Discussion

Several recent analyses have shown that American conservatives are more likely to encounter and share untrustworthy information than their counterparts on the political left [10,12,11]. Although the reasons for this apparent asymmetry are still debated, one possible explanation appeals to partisan motivations. Evidence suggests that derogatory content towards the political outgroup increases sharing intentions among partisans [22]. According to a recent study, greater negativity towards Democrats is mostly found in lower-quality outlets, which may explain conservatives’ over-representation in sharing untrustworthy information [19]. Another possibility is that right-wing actors leverage controversial outlets in order to get more traction on social media, as has been evident in the US, UK, and Germany [13].

Here we contribute to a potential explanation by showing that Republican members of Congress have become increasingly likely to share untrustworthy information on Twitter. This pattern can contribute to the observed asymmetry among the public in at least two ways: first, by directly providing misinformation to Republican partisans and, second,
by legitimizing the sharing of untrustworthy information more generally. Notably, this pattern is less pronounced in two major western democracies: although politicians from mainstream conservative parties in both Germany and the UK tend to share information that is of slightly lower quality than information shared by their counterparts on the left, the gap is not large and there is no evidence of it widening. We are thus experiencing a uniquely American dilemma.
Methods

Twitter corpus

A corpus of tweets from former and present members of the U.S. Congress, the German parliament and the British parliament was collected by scraping all tweets from accounts associated with the respective politicians between January 1, 2016 and March 16, 2022. Lists of Twitter handles of the 114th to 117th Congress were collected from a number of sources. For the 114th and 115th Congress, only handles of senators were available. This resulted in a total of 1,143 unique Twitter handles, which includes congressional staff and congress member campaigns. 108 accounts were not accessible because they had been deleted, suspended, or set to “private”. Lists of Twitter handles for members of the German and British parliament were collected from two online sources and the Twitter Parliamentarian Database, resulting in a total of 823 and 727 unique Twitter handles, respectively. To build the text corpus, all tweets posted by the collected Twitter accounts in the specified time frame were obtained via the Twitter API. We chose January 1, 2016 as the earliest date because before this date very few tweets by parliamentarians in Germany and the United Kingdom were available. This resulted in a total of 1,696,626, 754,233 and 960,114 tweets for the US, Germany, and U.K., respectively. To determine the trustworthiness of information posted by the politicians, we extracted all URLs linking external sites contained in the tweets (shortened links such as bit.ly were expanded to determine the actual domain).

NewsGuard scores

Following the methods of prominent research concerned with the trustworthiness of information, we use source trustworthiness as an estimator for the trustworthiness of an individual piece of shared information. Specifically, we classified the trustworthiness of links tweeted by politicians based on the trustworthiness of the domain rather than specific items of content. We used nutrition scores provided by NewsGuard, a company that offers professional fact checking as a service and curates a large data base of domains. The trustworthiness of a domain is assessed on a scale of 0 to 100 points, where domains with a score of 60 or higher are labelled as “generally adhering to basic standards of credibility and transparency”. Similar to [1], we use this value as a threshold below which we classify a domain as “not trustworthy”.

Independent data base of domain trustworthiness

To validate our use of NewsGuard we compiled an independent data base of domain trustworthiness from a range of academic and journalistic fact checking sites. Most of these sources were also used by [8]. The list includes Bufale [2], Bufalopedia [3], Butac [4], Buzzfeed News [17], Columbia Journalism Review [23], Fake News Watch [25], Media Bias Fact Check [6], PolitiFact [21], and Melissa Zimdars [26]. After merging these lists and removing duplicates, the combined list contains 4767 domains. A total of 1677 of these domains are also contained in the NewsGuard data base, as of March 1, 2022.

The main challenge in combining lists from different fact checkers lies in unifying the labels the fact checkers assign to the domains. To address this, we devise a scheme where we rate each domain on two dimension that we consider to be important to assess reliability and trustworthiness of information: "accuracy" and "transparency". We devise an accuracy scale that varies from 1 (false information) to 5 (scientific) and a transparency scale that varies from 1 (no transparency) to 3 (transparent). We provide a more detailed description of the five accuracy levels as well as mappings of the labels of individual fact checking sites to accuracy and transparency scores and the full list of domains at [https://doi.org/10.5281/zenodo.6536692](https://doi.org/10.5281/zenodo.6536692).

After mapping all individual lists to the "accuracy" and "transparency" dimensions, we label every domain that has an accuracy score of 1 (False Information) or 2 (Clickbait) and/or a transparency score of 1 (No Transparency) as "unreliable". This results in a total of 2170 domains being labelled as "unreliable" and 2597 as "reliable". For the 1677 domains that are contained in both data bases, the Krippendorff's $\alpha$ between "untrustworthy" (score < 60 in NewsGuard) and "unreliable" in the independently compiled data base is 0.84, which shows a very high agreement between the two data bases. The independent list contains 4,767 unique domains, of which 2,170 are labelled as "untrustworthy". Less than half of the domains ($N = 1,677$, of which 615 are untrustworthy) are also contained in the NewsGuard data base. We publish the independently compiled domain list for other researchers to use.
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