This paper is concerned with the well-posedness of a diffusion–reaction system for a susceptible-exposed-infected-recovered (SEIR) mathematical model. This model is written in terms of four nonlinear partial differential equations with nonlinear diffusions, depending on the total amount of the SEIR populations. The model aims at describing the spatio-temporal spread of the COVID-19 pandemic and is a variation of the one recently introduced, discussed, and tested in a paper by Viguerie et al (2020). Here, we deal with the mathematical analysis of the resulting Cauchy–Neumann problem: The existence of solutions is proved in a rather general setting, and a suitable time discretization procedure is employed. It is worth mentioning that the uniform boundedness of the discrete solution is shown by carefully exploiting the structure of the system. Uniform estimates and passage to the limit with respect to the time step allow to complete the existence proof. Then, two uniqueness theorems are offered, one in the case of a constant diffusion coefficient and the other for more regular data, in combination with a regularity result for the solutions.
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1 | INTRODUCTION

The COVID-19 outbreak that deeply affected the world starting from the first months of 2020 led to a new, strong interest by researchers towards the development of mathematical models of infectious diseases, allowing the assessment of different scenarios and aiming at assisting the complex political decision-making process during the pandemic. As a consequence, many papers were recently published, proposing interesting modeling ideas (see, e.g., previous studies [1–9]), often based on compartmental models, where the considered population is divided into “compartments” based on
their qualitative characteristics (like, e.g., “susceptible,” “infected,” and “recovered”), with different assumptions about the nature and rate of transfer across compartments. Despite this kind of models do not readily offer the possibility of a multiscale vision (as, e.g., proposed in Bellomo et al. [10]), that would be a preferred feature given the nature of the phenomena to be simulated, they have the advantage of allowing a relatively easy introduction of diffusion terms (in this context, compelling ideas on diffusion models can be found, among others, in previous studies [11–13] and references therein). For a recent overview of mathematical models for virus pandemic, interested readers are referred to the articles included in Bellomo et al. [14]. Here, a compartmental model able to describe the spatial heterogeneity underlying the spread of an epidemic in a realistic city network is proposed in Bertaglia and Pareschi [15]. Another recent example where a classical compartmental model is enhanced to take into account infected individuals traveling on lines of fast diffusion is instead given by Berestycki et al. [16]. In fact, compartmental models are typically governed by a system of ordinary differential equations (ODEs) in time, which might possibly be enriched with coupling terms, additional equations, or other approaches to take into account also the spatial variation of the studied problem. An interesting alternative is to resort to compartmental models based on partial differential equations (PDEs), to accurately account for spatial variations at the continuum level.

Following this latter idea, in the present contribution, we consider the PDE-based model introduced in Viguerie et al. [17, 18] (a variation of it with delay terms is discussed in Guglielmi et al. [19]). In particular, the following system has been considered:

\[
\begin{align*}
\partial_t s &= an - (1 - A_0/n)\beta st - (1 - A_0/n)\beta se - \mu s + \text{div} (n\nu s), \\
\partial_t e &= (1 - A_0/n)\beta st + (1 - A_0/n)\beta se - \sigma e - \phi e e - \mu e + \text{div} (n\nu e), \\
\partial_t i &= \sigma e - \phi d i - \phi i - \mu i + \text{div} (n\nu i), \\
\partial_t r &= \phi r i + \phi e e - \mu r + \text{div} (n\nu r), \\
\partial_t d &= \phi d i.
\end{align*}
\]

In the above equations, the symbols \(s, e, i, r, d\) denote the susceptible population, the exposed population, the infected population, the recovered population, and the deceased population, respectively, and \(n := s + e + i + r\) is the living population. Note that \(d\) refers only to deaths due to COVID-19. Due to the names of the compartments used, this model may be called a susceptible-exposed-infected-recovered-deceased (SEIRD) model. Moreover, Equations (1.1)–(1.4) are complemented by initial conditions and no-flux boundary conditions, while just an initial condition is associated to (1.5).

Viguerie et al. [17] presented a SEIRD mathematical model based on PDEs coupled with a heterogeneous diffusion model. The model was used to describe the spatio-temporal spread of the COVID-19 pandemic and to capture dynamics also based on human habits and geographical features. To test the model, the outputs generated by a finite-element solver were compared with measured data over the Italian region of Lombardy, and the results showed a strong qualitative agreement between the simulated forecast of the spatio-temporal COVID-19 spread in Lombardy and epidemiological data collected at the municipality level.

Viguerie et al. [18] proposed a formulation of compartmental models based on PDEs through familiar continuum mechanics concepts, interpreting such models in terms of fundamental equations of balance and compatibility, joined by a constitutive relation. Such an interpretation was useful to aid understanding and interdisciplinary collaboration. The authors formally derived the model sensitivity to diffusion, described its growth and decay, and established its stability in the \(L^1\) norm. Attention was paid to an ODE version of the model, using it to derive a basic reproduction number \(R_0\) and analyzing its spectrum. Additionally, a series of numerical simulations showed the role that numerical methods, diffusion, and specific ingredients played in the behavior of the system. Implicit models were found to be effective in describing the temporal dynamics of the system, and second-order in-time methods in particular. The model proposed in Viguerie et al. [18] and used for simulating the COVID-19 spread in Lombardy was further exploited in Grave et al. [20, 21]. In particular, finite-element simulations were carried out in the context of adaptive mesh refinement and coarsening, forecasting the COVID-19 spread also in the US state of Georgia and in the Brazilian state of Rio de Janeiro. Good agreements with real-world epidemiological data were attained in both time and space.
Coming back to system (1.1)–(1.5), we note that $d$ can be determined from (1.5) and the associated initial condition whenever the system of the first four equations is solved. Thus, since we are just interested in well-posedness, we do not consider the last equation and study system (1.1)–(1.4). Namely, we consider a modified system. Indeed, we replace the terms $1 - A_0/n$ and $\phi_i d_i$ appearing in (1.1)–(1.2) and (1.3) by a non-singular one of the form $A(n)$ and by the product $\phi_i d_i n$, respectively. Concerning the former, in view of the forthcoming assumption (2.3), we point out that, from a modeling viewpoint, leads to a difficult problem, in our opinion. Therefore, we assume that these coefficients are the same.

For the modified model, we prove an existence result under mild assumption on the initial data. Furthermore, we give two uniqueness results: the main assumption for the first one is that $\kappa$ is a positive constant, while the second one requires that the nonlinearities and the initial data are smooth. Under the latter assumptions, we prove a regularity result as well.

We hope that our results could capture the interest for the resulting systems and give rise to new approximations and simulations, in order to deal with and test our variations in the framework of some geographical areas. Moreover, we claim that our arguments for well-posedness provide a serious mathematical validation to this class of SEIR models.

The paper is organized as follows. In the next section, we list our assumptions and notations and state our results. The proof of Theorem 2.2 regarding the existence of a solution is given in Section 4 and is prepared in Section 3 where an approximating problem obtained by time discretization is studied. Finally, Section 5 is devoted to the uniqueness of the solution.

$2 \mid$ STATEMENT OF THE PROBLEM AND RESULTS

In this section, we state precise assumptions and notations and present our results. First of all, the subset $\Omega \subset \mathbb{R}^3$ (lower dimensional cases can be treated in the same way) is assumed to be bounded, connected, and smooth. The symbol $\partial_v$ denotes for the normal derivative on $\Gamma := \partial \Omega$. Moreover, we set for brevity

$$Q_t := \Omega \times (0, t) \text{ and } Q := \Omega \times (0, T).$$

(2.1)

If $X$ is a Banach space, $\| \cdot \|_X$ denotes both its norm and the norm of $X^d$. The only exception from this convention on the norms is given by the spaces $L^p(1 \leq p \leq \infty)$ constructed on $(0, T)$, $\Omega$ and $Q$, whose norms are often denoted by $\| \cdot \|_p$, and by the space $H$ defined below and its powers, whose norms are simply denoted by $\| \cdot \|$. We put

$$H := L^2(\Omega), \quad V := H^1(\Omega) \text{ and } W := \{ v \in H^2(\Omega) : \partial_v v = 0 \}.$$  

(2.2)

Moreover, $V^*$ is the dual space of $V$ and $\langle \cdot, \cdot \rangle$ is the dual pairing between $V^*$ and $V$. In the sequel, we work in the framework of the Hilbert triplet $(V, H, V^*)$ obtained by identifying $H$ with a subspace of $V^*$ in the usual way. Thus, by also using the symbol $(\cdot, \cdot)$ for the standard inner product of $H$ (this symbol will be used for any power of $H$ as well later on), we have $\langle g, v \rangle = (g, v)$ for every $g \in H$ and $v \in V$.

Now, we list our assumptions on the structure of our system. Although many constants appearing in (1.1)–(1.4) (e.g., $\beta_i$ and $\beta_s$) are important from the modeling viewpoint, and others seem to be of minor interest, for the sake of simplicity and without any loss of generality, we just keep the constants $\alpha$ and $\mu$, and the functions $A$ and $\kappa$, while all the other constants will be normalized in the following. However, we retain all of them for a while, for the reader’s convenience. We assume that

$$A, \kappa : (0, +\infty) \to \mathbb{R} \text{ are continuous, with}$$

$$A \text{ nonnegative and } \kappa \text{ strictly positive,}$$

$$\alpha \text{ and } \mu \text{ are positive constants,}$$

(2.3)

(2.4)

and we observe that a term like $\kappa(n) = n$ is allowed in the equations. In principle, the system we are interested in is the following:

$$\partial_t s + A(n)\beta_i si + A(n)\beta_s e + \mu s - \text{div}(\kappa(n)\nabla s) = \alpha n,$$

(2.5)
\[
\partial_t e - A(n)\beta si - A(n)\beta_c se + \sigma e + \phi_c e + \mu e - \text{div} (\kappa(n)\nabla e) = 0, \quad (2.6)
\]
\[
\partial_t i + \phi_0 i n + \phi_1 i + \mu i - \text{div} (\kappa(n)\nabla i) = \sigma e, \quad (2.7)
\]
\[
\partial_t r - \phi_r i - \phi_c e + \mu r - \text{div} (\kappa(n)\nabla r) = 0, \quad (2.8)
\]

where each equation is complemented by no-flux boundary conditions and an initial condition. However, it is more convenient to consider an equivalent system in the unknowns \(n, s, i, h\), where \(n\) and \(h\) are related to the other unknowns by

\[
n := s + e + i + r \text{ and } h := s + e. \quad (2.9)
\]

The new system is obtained from the previous one by summing up all the equations, keeping (2.5) and (2.7) and adding (2.6) to (2.5). Hence, it is given by

\[
\partial_t n + \phi_0 i n - \text{div} (\kappa(n)\nabla n) = (\alpha - \mu)n, \quad (2.10)
\]
\[
\partial_t s + A(n)\beta si + A(n)\beta_s(h - s) + \mu s - \text{div} (\kappa(n)\nabla s) = an, \quad (2.11)
\]
\[
\partial_t i + \phi_0 i n + \phi_1 i + \mu i - \text{div} (\kappa(n)\nabla i) = \sigma(h - s), \quad (2.12)
\]
\[
\partial_t h + \mu h + (\sigma + \phi_c)h - \text{div} (\kappa(n)\nabla h) = an + (\sigma + \phi_c)s. \quad (2.13)
\]

However, as said above, among all of the constants appearing in these equations, just \(a\) and \(\mu\) will play a role in the mathematical treatment (see, e.g., the later assumption 3.10 on the time step in the approximation). Hence, as announced, let us replace the other constants (and even some sums of them) by 1, without loss of generality. At this point, we are ready to give our notion of solution. For the initial data, we require that

\[
n^0, s^0, i^0, h^0 \in L^\infty(\Omega) \text{ satisfy } \inf n^0 > 0, h^0 \geq s^0 \geq 0 \text{ and } i^0 \geq 0, \quad (2.14)
\]

and we call solution a quadruplet \((n, s, i, h)\) enjoying the requirements

\[
n, s, i, h \in H^1(0, T; \mathbb{V}^*) \cap C^0([0, T]; H) \cap L^2(0, T; V) \cap L^\infty(Q) \quad (2.15)
\]

\[
\inf n > 0, h \geq s \geq 0 \text{ and } i \geq 0 \text{ a.e. in } Q, \quad (2.16)
\]

and satisfying a.e. in \((0, T)\), and for every \(v \in V\), the variational equations

\[
\langle \partial_t n, v \rangle + \int_\Omega \text{inv} + \int_\Omega \kappa(n)\nabla n \cdot \nabla v = (\alpha - \mu)\int_\Omega nv, \quad (2.17)
\]
\[
\langle \partial_t s, v \rangle + \int_\Omega (A(n)si + A(n)s(h - s) + \mu s) v + \int_\Omega \kappa(n)\nabla s \cdot \nabla v = \alpha\int_\Omega nv, \quad (2.18)
\]
\[
\langle \partial_t i, v \rangle + (1 + \mu)\int_\Omega iv + \int_\Omega \kappa(n)\nabla i \cdot \nabla v = \int_\Omega (h - s)v, \quad (2.19)
\]
\[
\langle \partial_t h, v \rangle + \int_\Omega niv + (1 + \mu)\int_\Omega hv + \int_\Omega \kappa(n)\nabla h \cdot \nabla v = \int_\Omega (an + s)v, \quad (2.20)
\]

and the initial conditions

\[
(n, s, i, h)(0) = (n^0, s^0, i^0, h^0). \quad (2.21)
\]
Remark 2.1. We notice that the regularity $C^0([0, T]; H)$ explicitly stated in (2.15) in fact follows from the other conditions since $H^1(0, T; V^*) \cap L^2(0, T; V) \subset C^0([0, T]; H)$. So we do not mind about it in the following. We also observe that the above variational equations are equivalent to their integrated versions with time-dependent test functions. For instance, (2.17) is equivalent to

$$\int_0^T \langle \partial_t n(t), v(t) \rangle \, dt + \int_Q inv + \int_Q \kappa(n) \nabla n \cdot \nabla v = (a - \mu) \int_Q n v$$

for every $v \in L^2(0, T; V)$.

Here is our first result.

**Theorem 2.2.** Assume (2.3)–(2.4) and (2.14). Then, there exists at least one quadruplet $(n, s, i, h)$ that satisfies the conditions (2.15)–(2.16) and solves problem (2.17)–(2.21).

As for uniqueness, we present two results. The first one regards a particular case and its proof, given in Section 5.1, is elementary.

**Theorem 2.3.** In addition to (2.3)–(2.4) and (2.14), assume that $A$ is locally Lipschitz continuous and that $\kappa$ is a positive constant. Then, the solution to problem (2.17)–(2.21) satisfying (2.15)–(2.16) is unique.

Our last result regards uniqueness in the case of a non-constant $\kappa$. Its proof, given in Section 5.2, is much more involved and is strictly related to a high regularity of the solution. For this reason, we have to assume that both the nonlinearities and the initial data are much smoother.

**Theorem 2.4.** In addition to (2.3)–(2.4) and (2.14), assume that

$$A \text{ is locally Lipschitz continuous and } \kappa \text{ is a } C^1 \text{ function,}$$

$$n^0, s^0, \beta^0, h^0 \in W^{2, \infty}(\Omega) \text{ with zero normal derivatives on } \Gamma.$$

Then, the solution to problem (2.17)–(2.21) satisfying (2.15)–(2.16) is unique and enjoys the following regularity properties:

$$n, s, i, h \in W^{1,p}(0, T; L^p(\Omega)) \cap L^p(0, T; W^{2,p}(\Omega)) \text{ for every } p \in [1, +\infty).$$

Throughout the paper, we make use of the Hölder inequality and the Sobolev inequality related to the continuous embedding $V \subset L^p(\Omega)$ with $p \in [1, 6]$ (since $\Omega$ is three-dimensional bounded and smooth). We also account for the elementary identity and inequalities

$$a(a - b) = \frac{1}{2} a^2 + \frac{1}{2} (a - b)^2 - \frac{1}{2} b^2 \geq \frac{1}{2} a^2 - \frac{1}{2} b^2 \quad \text{for every } a, b \in \mathbb{R},$$

$$ab \leq \frac{1}{4\delta} b^2 \quad \text{for every } a, b \in \mathbb{R} \text{ and } \delta > 0,$$

and quote (2.27) as the Young inequality. Furthermore, we take advantage of the summation by parts formula

$$\sum_{k=0}^{m-1} a_{k+1}(b_{k+1} - b_k) = a_m b_m - a_1 b_0 - \sum_{k=1}^{m-1} (a_{k+1} - a_k) b_k,$$

which is valid for arbitrary real numbers $a_1, \ldots, a_m$ and $b_0, \ldots, b_m$.

### 3 THE DISCRETE PROBLEM

In this section, we prepare the proof of Theorem 2.2 by introducing and solving an approximating problem obtained by time discretization. However, the structural functions $A$ and $\kappa$ have to satisfy different assumptions, and the initial data
have to be smoother. In the next section, by starting from the original structure and the original initial data, we consider the discrete problem with structural functions and approximating initial data constructed in order to satisfy the assumptions listed below. Two constants $\kappa_*$ and $\kappa^*$ and two real functions $\bar{A}$ and $\bar{\kappa}$ defined in the whole of $\mathbb{R}$ are given such that

\begin{equation}
\kappa^* \geq \kappa_* > 0 \text{ and } \bar{A}, \bar{\kappa} : \mathbb{R} \to \mathbb{R} \text{ are continuous with } \\
\bar{A}(y) \geq 0 \text{ and } \kappa_* \leq \bar{\kappa}(y) \leq \kappa^* \text{ for every } y \in \mathbb{R}.
\end{equation}

Notation 3.1. However, we prefer to use the lighter symbols $A$ and $\kappa$ instead of the heavy $\bar{A}$ and $\bar{\kappa}$. Indeed, no confusion can arise since the original functions $A$ and $\kappa$ introduced in (2.3) will never appear within the section.

For a fixed positive integer $N$, we set $\tau := T/N$. Then, the time-discretized problem we are going to study is the following: given

\begin{equation}
n^0_t, s^0_t, i^0_t, h^0_t \in V \cap L^\infty(\Omega) \text{ with } n^0_t \geq 0, \ h^0_t \geq s^0_t \geq 0 \text{ and } t^0 \geq 0,
\end{equation}

we look for four $(N + 1)$-tuples

\begin{equation}
(n_0, n_1, \ldots, n_N), (s_0, s_1, \ldots, s_N), (i_0, i_1, \ldots, i_N), (h_0, h_1, \ldots, h_N)
\end{equation}

belonging to $(V \cap L^\infty(\Omega))^{N+1}$, satisfying, for $k = 0, \ldots, N - 1$, the variational equations

\begin{equation}
\left( \frac{n_{k+1} - n_k}{\tau}, v \right) + (i_k n_{k+1}, v) + (\kappa(n_{k+1}) \nabla n_{k+1}, \nabla v) = (\alpha - \mu)(n_{k+1}, v)
\end{equation}

\begin{equation}
\left( \frac{s_{k+1} - s_k}{\tau}, v \right) + (A(n_{k+1}) s_{k+1} i_k + A(n_{k+1}) s_{k+1} (h_k - s_k) + \mu s_{k+1}, v) + (\kappa(n_{k+1}) \nabla s_{k+1}, \nabla v) = a(n_{k+1}, v)
\end{equation}

\begin{equation}
\left( \frac{i_{k+1} - i_k}{\tau}, v \right) + (n_{k+1} i_{k+1}, v) + (1 + \mu)(i_{k+1} + v) + (\kappa(n_{k+1}) \nabla i_{k+1}, \nabla v) = (h_{k+1} - s_{k+1}, v)
\end{equation}

\begin{equation}
\left( \frac{h_{k+1} - h_k}{\tau}, v \right) + (1 + \mu)(h_{k+1}, v) + (\kappa(n_{k+1}) \nabla h_{k+1}, \nabla v) = (an_{k+1} + s_{k+1}, v),
\end{equation}

all for every $v \in V$, as well as the sign and initial conditions

\begin{equation}
n_k \geq 0, \ h_k \geq s_k \geq 0 \text{ and } i_k \geq 0 \text{ for } k = 1, \ldots, N,
\end{equation}

\begin{equation}
n_0 = n^0_t, \ s_0 = s^0_t, \ i_0 = t^0, \text{ and } h_0 = h^0_t.
\end{equation}

**Theorem 3.2.** Under assumptions (3.1) and (2.4) on the structure, suppose that

\begin{equation}
\frac{1}{\tau} - \alpha + \mu > 0.
\end{equation}

Then, if the initial data satisfy (3.2), problem (3.4)–(3.9) has a unique solution.

**Remark 3.3.** Notice that assumption (3.10) does not require any restriction on $\tau$ if $\alpha \leq \mu$. In the opposite case, that is, $\alpha > \mu$, the time step $\tau$ must be small enough, namely, $\tau < 1/(\alpha - \mu)$. We point out that this restriction is not important for the whole line of the proof as $\tau$ is intended to go to zero. On the other hand, we emphasize that if $\alpha - \mu$ is not too large, then the approximated problem itself is significant from the practical viewpoint since it can be successfully used.

We prepare an easy lemma.
Lemma 3.4. Let $a_0$ and $b_0$ be positive constants and let $a, b, f \in L^\infty(\Omega)$ satisfy

\[ a \geq a_0, \quad b \geq b_0, \quad \text{and} \quad f \geq 0 \ a.e. \ in \ \Omega. \]  

(3.11)

Then, the problem of finding $u \in V$ satisfying the variational problem

\[ \int_{\Omega} a \nabla u \cdot \nabla v + \int_{\Omega} b u v = \int_{\Omega} f v \ \text{for every} \ v \in V \]  

(3.12)

has a unique solution, and this solution satisfies

\[ 0 \leq u \leq b_0^{-1} \| f \|_\infty \ a.e. \ in \ \Omega. \]  

(3.13)

Moreover, if $\lambda \in \mathbb{R}$ and $f \geq \lambda b \ a.e. \ in \ \Omega$, then $u \geq \lambda \ a.e. \ in \ \Omega$.

Proof. The existence of a unique solution is clear since the left-hand side of (3.12) is an inner product in $V$ that is equivalent to the usual one. Moreover, the first inequality of (3.13) is given by the weak maximum principle, and the same can be said for the last sentence of the statement, since the equation obtained by replacing $f$ by $f - \lambda b$ is satisfied by $u - \lambda$. Now, we prove the second inequality of (3.13). We set $w := u - b_0^{-1} \| f \|_\infty$. Then, we have for every $v \in V$

\[ \int_{\Omega} a \nabla w \cdot \nabla v + \int_{\Omega} b w v = \int_{\Omega} a \nabla u \cdot \nabla v + \int_{\Omega} b u v - \int_{\Omega} b b_0^{-1} \| f \|_\infty v \]

\[ = \int_{\Omega} (f - b b_0^{-1} \| f \|_\infty) v. \]

Since $f - b b_0^{-1} \| f \|_\infty \leq f - \| f \|_\infty \leq 0$, we have $w \leq 0$ by the weak maximum principle, that is, the desired inequality. \qed

Proof of Theorem. It suffices to prove the following: For $k = 0, \ldots, N - 1$, if $(n_k, s_k, l_k, h_k)$ belongs to $(V \cap L^\infty(\Omega))^4$ and satisfies the inequalities in (3.8), then system (3.4)–(3.7) has a unique solution $(n_{k+1}, s_{k+1}, l_{k+1}, h_{k+1})$ belonging to $(V \cap L^\infty(\Omega))^4$ and satisfying the analogous inequalities, that is, $n_{k+1} \geq 0, h_{k+1} \geq s_{k+1} \geq 0$ and $l_{k+1} \geq 0$. We recall (3.2) for the case $k = 0$, fix $k$ and $(n_k, s_k, l_k, h_k)$ as said and show that we can find a unique solution to (3.4)–(3.7) with the proper sign conditions. This is done in two steps.

Solution to the first equation. We introduce the function $K : \mathbb{R} \to \mathbb{R}$ by setting

\[ K(y) := \int_0^y \kappa(z) \, dz \ 	ext{for} \ y \in \mathbb{R}, \]

(3.14)

and we would like to assume $u := K(n_{k+1})$ as the new unknown for (3.4). Due to (3.1) for $\kappa$, the function $K$ is one-to-one, onto and Lipschitz continuous, and its inverse is Lipschitz continuous too. Thus, Equation (3.4) can be rewritten in term of $u$. Namely, noting that $\nabla u = \nabla (K(n_{k+1})) = \kappa(n_{k+1}) \nabla n_{k+1}$, we can write it as the variational formulation of the homogeneous Neumann problem for the equation:

\[ \lambda K^{-1}(u) - \Delta u = (1/\tau) n_k \ 	ext{where} \ \lambda := \frac{1}{\tau} + l_k - a + \mu. \]  

(3.15)

Notice that every variational solution automatically belongs to $W$ and satisfies both (3.15) and the homogeneous Neumann condition due to elliptic regularity. We claim that the new problem has a unique solution. Indeed, it is equivalent to the minimization of the functional $J : V \to \mathbb{R}$ given by

\[ J(v) := \frac{1}{2} \int_\Omega |\nabla v|^2 + \int_\Omega \lambda \mathcal{K}(v) - \frac{1}{\tau} \int_\Omega n_k v, \]

(3.16)

where

\[ \mathcal{K}(r) := \int_0^r K^{-1}(s) \, ds \ \text{for} \ r \in \mathbb{R}, \]
and we show that this problem has a unique solution. Notice that $J$ actually is well defined, since $K^{-1}$ is Lipschitz continuous, $\lambda \in L^\infty(\Omega)$ and $n_k \in H$. Moreover, $J$ is strictly convex and coercive. To see this, it suffices to recall that $\inf \lambda > 0$ (since we are assuming $3.10$ and $i_k$ is nonnegative) and observe that $K'' = (K^{-1})' = 1/(\kappa \circ K^{-1}) \geq 1/k^\ast$.

Hence, the above problem has a unique solution $u$, and we conclude that $n_{k+1} = K(u)$ is the unique solution to (3.4). Since $u \in W$, we deduce that $u$ is bounded so that $n_{k+1}$ is bounded too. To see that it is nonnegative, it suffices to rearrange (3.4) and apply Lemma 3.4.

**Solution to the other equations and conclusion.** Since $n_{k+1}$ is known, we can solve (3.5) for $s_{k+1}$ by applying the first part of Lemma 3.4. We can do the same to find $h_{k+1}$ and $i_{k+1}$ from (3.7) and (3.6) in this order. The lemma also ensures that $s_{k+1}, h_{k+1}$, and $i_{k+1}$ are bounded and nonnegative, provided we can prove that $h_{k+1} \geq s_{k+1}$. To this end, we set $e_k := h_k - s_k$ and $e_{k+1} = h_{k+1} - s_{k+1}$, take the difference between (3.7) and (3.5), and write it in the form

$\int_\Omega k(n_{k+1})\nabla e_{k+1} \cdot \nabla v + ((1/\tau) + 1 + \mu) \int e_{k+1} v$

$= \int (A(n_{k+1})s_{k+1}i_k + A(n_{k+1})s_{k+1}e_k + (1/\tau)e_k) v,$

for every $v \in V$. Then, Lemma 3.4 yields that $e_{k+1} \geq 0$. This completes the proof. □

# 4 | EXISTENCE

This section is devoted to the proof of Theorem 2.2. Our argument relies on a priori estimates on the solution to a suitably specified discrete problem and on the convergence of proper interpolating functions. So we introduce some notations concerning interpolation at once.

**Notation 4.1.** Let $N$ be a positive integer and $Z$ be a Banach space. We set $\tau := T/N$ and $I_k := ((k - 1)\tau, k\tau)$ for $k = 1, \ldots, N$. Given $z = (z_0, z_1, \ldots, z_N) \in Z^{N+1}$, we define the piecewise constant and piecewise linear interpolating functions

\[
\overline{z}_t \in L^\infty(0, T; Z), \quad \underline{z}_t \in L^\infty(0, T; Z) \quad \text{and} \quad \hat{z}_t \in W^{1,\infty}(0, T; Z),
\]

by setting

\[
\overline{z}_t(t) = z^k \quad \text{and} \quad \underline{z}_t(t) = z^{k-1} \quad \text{for a.a.} \ t \in I_k, \ k = 1, \ldots, N, \quad (4.1)
\]

\[
\hat{z}_t(0) = z_0 \quad \text{and} \quad \hat{z}_t(t) = \frac{z^k - z^{k-1}}{\tau} \quad \text{for a.a.} \ t \in I_k, \ k = 1, \ldots, N. \quad (4.2)
\]

For the reader’s convenience, we summarize the relations between the finite set of values and the interpolating functions in the following proposition, whose proof follows from straightforward computation:

**Proposition 4.2.** With Notation 4.1, we have that

\[
\|\overline{z}_t\|_{L^\infty(0, T; Z)} = \max_{k=0, \ldots, N} \|z^k\|_Z, \quad \|\underline{z}_t\|_{L^\infty(0, T; Z)} = \max_{k=0, \ldots, N} \|z^k\|_Z, \quad (4.3)
\]

\[
\|\partial_t \overline{z}_t\|_{L^\infty(0, T; Z)} = \max_{0 \leq k \leq N-1} \|z^{k+1} - z^k\|_Z/\tau, \quad (4.4)
\]

\[
\|\overline{z}_t\|_{L^2(0, T; Z)}^2 = \tau \sum_{k=1}^N \|z^k\|_Z^2, \quad \|\underline{z}_t\|_{L^2(0, T; Z)}^2 = \tau \sum_{k=0}^{N-1} \|z^k\|_Z^2, \quad (4.5)
\]

\[
\|\partial_t \overline{z}_t\|_{L^2(0, T; Z)}^2 = \tau \sum_{k=0}^{N-1} \|z^{k+1} - z^k\|_Z^2, \quad \|\partial_t \underline{z}_t\|_{L^2(0, T; Z)}^2 = \tau \sum_{k=0}^{N-1} \|z^{k+1} - z^k\|_Z^2, \quad (4.6)
\]

\[
\|\hat{z}_t\|_{L^\infty(0, T; Z)} = \max_{k=0, \ldots, N} \max \{\|z^{k-1}\|_Z, \|z^k\|_Z\} = \max \{\|z_0\|_Z, \|\overline{z}_t\|_{L^\infty(0, T; Z)}\}. \quad (4.7)
\]
Moreover, it holds that
\[
\|z_t - \zeta_t\|_{L^2(0,T;Z)} = \max_{k=0, \ldots, N-1} \|z^{k+1} - z^k\|_Z = \tau \|\partial_t \zeta_t\|_{L^2(0,T;Z)},
\]
\[
\|\tilde{z}_t - \tilde{\zeta}_t\|_{L^2(0,T;Z)}^2 = \frac{\tau}{3} \sum_{k=0}^{N-1} \|z^{k+1} - z^k\|_Z^2
\]
\[
= \frac{1}{3} \|\tilde{z}_t - \tilde{\zeta}_t\|_{L^2(0,T;Z)}^2 = \frac{\tau^2}{3} \|\partial_t \tilde{\zeta}_t\|_{L^2(0,T;Z)}^2
\]
and similar identities for the difference $z_t - \zeta_t$. Finally, we have that
\[
\tau \sum_{k=0}^{N-1} \|(z^{k+1} - z^k)/\tau\|_Z^2 \leq \|\partial_t \tilde{z}\|_{L^2(0,T;Z)}^2
\]
if $z \in H^1 Z$ and $z^k = z(k\tau)$ for $k = 0, \ldots, N$.

We are now ready to properly specify the discrete problem. Namely, starting from $A$ and $\kappa$ as in (2.3), we introduce new functions $\tilde{A}$ and $\tilde{\kappa}$ obtained by a truncation operator $\tilde{T}$ to be used in the discrete problem. We set
\[
n^* := e^{2T(\alpha - \mu)} \|n^0\|_{\infty}, \quad s^* := \|s^0\|_{\infty} + Tan^*
\]
\[
h^* := \|h^0\|_{\infty} + T(a n^* + s^*), \quad i^* := \|i_0\|_{\infty} + T(h^* + s^*)
\]
and $n_* := e^{-T(\alpha - \mu)} \inf n^0$

and define $\tilde{A}, \tilde{\kappa} : \mathbb{R} \to \mathbb{R}$ by setting for $y \in \mathbb{R}$
\[
\tilde{A}(y) = A(\tilde{T}(y)) \quad \text{and} \quad \kappa(y) = \kappa(\tilde{T}(y)) \quad \text{where} \quad \tilde{T}(y) := \max\{n_*, \min\{y, n^*\}\}.
\]

Next, we approximate the initial data $n^0, s^0, i^0,$ and $h^0$ as in (2.14) by smoother functions $n^0_t, s^0_t, i^0_t,$ and $h^0_t$ satisfying
\[
n^0_t \in V \cap L^\infty(\Omega) \quad \text{and} \quad 0 \leq n^0_t \leq \|n^0\|_{\infty} \quad \text{a.e. in } \Omega.
\]
\[
\|n^0_t\| \leq \|n^0\| \quad \text{and} \quad \tau \|n^0_t\|_V \leq \|n^0\|^2,
\]
\[
n^0_t \to n^0 \quad \text{strongly in } H \quad \text{as} \quad \tau \searrow 0,
\]
and the analogues for $s^0_t, i^0_t,$ and $h^0_t$ as well as
\[
h^0_t \geq s^0_t \quad \text{and} \quad n^0_t \geq \inf n^0 \quad \text{a.e. in } \Omega.
\]

This can be done, for example, by a singular perturbation argument. Indeed, if $\tau \in (0, 1)$ and $u \in L^\infty(\Omega)$ is nonnegative, the unique solution $u_\tau \in V$ to the variational problem
\[
\int_{\Omega} (u_\tau v + \tau \nabla u_\tau \cdot \nabla v) = \int_{\Omega} uv \quad \text{for every} \quad v \in V
\]
belongs to $W \subset L^\infty(\Omega)$, satisfies $\inf u \leq u_\tau \leq \|u\|_{\infty}, \|u_\tau\| \leq \|u\|$ and $(1/2)\|u_\tau\|^2 + \tau\|\nabla u_\tau\|^2 \leq (1/2)\|u\|^2$, whence also $\tau\|u_\tau\|^2 \leq \|u\|^2$, and converges to $u$ strongly in $H$ as $\tau \searrow 0$. Finally, we assume
\[
\tau \in (0, \tau_0) \quad \text{where} \quad \tau_0 \in (0, 1) \quad \text{and} \quad \tau_0 \leq \frac{1}{2(\alpha - \mu)} \quad \text{if} \quad \alpha > \mu.
\]
The functions $\tilde{A}$ and $\tilde{\kappa}$ satisfy (3.1) with
\begin{equation}
\kappa_\ast := \min\{\kappa(y) : n_\ast \leq y \leq n^*\} \quad \text{and} \quad \kappa^* := \max\{\kappa(y) : n_\ast \leq y \leq n^*\}.
\end{equation}

Moreover, the requirements (3.2) are fulfilled by the approximating data. Furthermore, (4.18) implies (3.10). Hence, we can solve the discretized problem with the specified structure and the approximating initial data. We have the following basic result, which removes the supplementary assumptions (3.1):

**Proposition 4.3.** Under the restriction (4.18), let
\begin{equation}
(n_0, n_1, \ldots, n_N), \ (s_0, s_1, \ldots, s_N), \ (i_0, i_1, \ldots, i_N), \ \text{and} \ (h_0, h_1, \ldots, h_N)
\end{equation}
be as in (3.3) and solve the problem (3.4)–(3.9) where one reads $\tilde{A}$ and $\tilde{\kappa}$ instead of $A$ and $\kappa$, respectively. Then, (4.20) solves the discrete problem with the original $A$ and $\kappa$ given in (2.3).

**Proof.** All the components $n_k$ are nonnegative. However, as $A$ and $\kappa$ are defined in the open interval $(0, +\infty)$, we have to reinforce this and show that each $n_k$ is strictly positive in order to give a meaning to $A(n_k)$ and $\kappa(n_k)$. We prove that
\begin{equation}
n_\ast \leq n_k \leq n^* \ \text{a.e. in} \ \Omega \ \text{for} \ k = 0, \ldots, N.
\end{equation}

Since $\tilde{A}(y) = A(y)$ and $\tilde{\kappa}(y) = \kappa(y)$ for every $y \in [n_\ast, n^*]$, this also yields that $\tilde{A}(n_k) = A(n_k)$ and $\tilde{\kappa}(n_k) = \kappa(n_k)$ for $k = 0, \ldots, N$, that is, the thesis of the statement.

The proof of (4.21) is done in several steps. The last of them needs $L^\infty$ bounds for the other components of the solution, and these are proved as well.

**First upper bound.** We assume $0 \leq k < N$ and check that we can apply Lemma 3.4 to $n_{k+1}$. Indeed, (3.4) with $\tilde{\kappa}$ in place of $\kappa$ implies that $n_{k+1}$ solves (3.12) with
\begin{equation}
\begin{aligned}
a & = \tilde{\kappa}(n_{k+1}), \ b = \frac{1}{\tau} + i_k - a + \mu \ \text{and} \ f = \frac{1}{\tau} n_k.
\end{aligned}
\end{equation}

Moreover, we can take $a_0 = \kappa_\ast$ and $b_0 = (1/\tau) - (\alpha - \mu)^+$ since $i_k$ is nonnegative. Notice that $b_0 > 0$ by (4.18). As $n_{k+1}$ is nonnegative, the lemma implies that
\begin{equation}
\|n_{k+1}\|_\infty \leq b_0^{-1}\|f\|_\infty = \frac{\tau}{1 - \tau(\alpha - \mu)^+}\|(1/\tau)n_k\|_\infty = \frac{1}{1 - \tau(\alpha - \mu)^+}\|n_k\|_\infty.
\end{equation}

As this holds for $0 \leq k < N$, $n_0 = n_\ast$, and $\|n_0^0\|_\infty \leq \|n_\ast\|_\infty$ by (4.14), we deduce that
\begin{equation}
\|n_k\|_\infty \leq (1 - \tau(\alpha - \mu)^+)^{-k}\|n_k^0\|_\infty \leq (1 - \tau(\alpha - \mu)^+)^{-N}\|n_0^0\|_\infty,
\end{equation}
for $k = 0, \ldots, N$. Now, observe that $\ln(1 - y) \geq -2y$ for every $y \in (0, 1/2]$. Indeed, the logarithm is a concave function, and the inequality is satisfied at $y = 1/2$ and for $y > 0$ small enough by comparison of the derivatives at 0. Since $\tau(\alpha - \mu)^+ \leq 1/2$ by (4.18), it follows that
\begin{equation}
\ln(1 - \tau(\alpha - \mu)^+) \geq -2\tau(\alpha - \mu)^+,
\end{equation}
and (4.23) implies
\begin{equation}
\|n_k\|_\infty \leq (1 - \tau(\alpha - \mu)^+)^{-N}\|n_0^0\|_\infty \leq e^{2N\tau(\alpha - \mu)^+}\|n_0^0\|_\infty = n^* \ \text{for} \ k = 0, \ldots, N.
\end{equation}

Therefore, the second inequality of (4.21) is proved.

Now, we prove analogous upper bounds for the other components of the solution by applying Lemma 3.4 once more, always with $a = \tilde{\kappa}(n_{k+1})$. 

Further upper bounds. We start with \( s_k \). Equation (3.12) is solved by \( s_{k+1} \) with
\[
b = \frac{1}{\tau} + \bar{A}(n_{k+1})i_k + \bar{A}(n_{k+1})(h_k - s_k) + \mu \quad \text{and} \quad f = \frac{1}{\tau}s_k + an_{k+1}.
\]
By recalling that \( \bar{A} \) is nonnegative and that \( i_k \geq 0 \) and \( h_k \geq s_k \) a.e. in \( \Omega \), we can take \( b_0 = (1/\tau) + \mu \). Since \( s_{k+1} \) is nonnegative, the lemma yields
\[
\|s_{k+1}\|_\infty \leq \frac{\tau}{1 + \tau \mu} \|(1/\tau)s_k + an_{k+1}\|_\infty \leq \|s_k\|_\infty + \tau a \|n_{k+1}\|_\infty.
\]
On account of (4.24) and (4.12), we deduce that
\[
\|s_k\|_\infty \leq \|s_0\|_\infty + k\tau a n^* \leq s^* \quad \text{for} \quad k = 0, \ldots, N. \tag{4.25}
\]
For \( h_{k+1} \), we can take
\[
b = \frac{1}{\tau} + 1 + \mu \quad \text{and} \quad f = \frac{1}{\tau}h_k + an_{k+1} + s_{k+1}.
\]
Then, the lemma and the estimates for \( n_k \) and \( s_k \) already proved give
\[
\|h_{k+1}\|_\infty \leq \frac{1}{(1/\tau) + 1 + \mu} \|(1/\tau)h_k + an_{k+1} + s_{k+1}\|_\infty \leq \|h_k\|_\infty + \tau(\alpha n^* + s^*). \tag{4.26}
\]
Hence,
\[
\|h_k\|_\infty \leq \|h_0\|_\infty + k\tau(\alpha n^* + s^*) \leq h^* \quad \text{for} \quad k = 0, \ldots, N. \tag{4.27}
\]
Finally, for \( i_{k+1} \), we can take
\[
b = \frac{1}{\tau} + n_{k+1} + 1 + \mu \quad \text{and} \quad f = \frac{1}{\tau}i_k + h_{k+1} - s_{k+1},
\]
and a quite similar calculation also using (4.26) yields
\[
\|i_k\|_\infty \leq i^* \quad \text{for} \quad k = 0, \ldots, N. \tag{4.28}
\]
Lower bound. Finally, we prove the left inequality of (4.21). We fix \( k \) with \( 0 \leq k < N \) and assume that \( n_k \geq \lambda_k \) a.e. in \( \Omega \) for some \( \lambda_k > 0 \) and we prove that \( n_{k+1} \geq \lambda_{k+1} \) a.e. in \( \Omega \) where
\[
\lambda_{k+1} := \frac{\lambda_k}{1 + \tau(i^* + (\mu - a)^+)}.
\]
As already observed, (3.12) is solved by \( n_{k+1} \) with \( a, b, \) and \( f \) given by (4.22). Let us estimate \( f - \lambda_{k+1}b \) from below. We have
\[
f - \lambda_{k+1}b = \frac{1}{\tau}n_k - \frac{\lambda_k}{1 + \tau(i^* + (\mu - a)^+)} \left( \frac{1}{\tau}i_k + \mu - a \right) \geq \frac{1}{\tau}n_k - \frac{1}{\tau}\lambda_k \geq 0.
\]
Then, we can apply the last sentence of Lemma 3.4 and obtain that \( n_{k+1} \geq \lambda_{k+1} \) a.e. in \( \Omega \). Since \( n_0 = n_0^0 \geq \inf n^0 \) a.e. in \( \Omega \), we can take \( \lambda_0 = \inf n^0 \) and have
\[
n_k \geq (\inf n^0)(1 + \tau(i^* + (\mu - a)^+))^{-k} \quad \text{a.e. in} \quad \Omega, \quad \text{for} \quad k = 0, \ldots, N. \tag{4.28}
\]
Since \( \ln(1 + y) \leq y \) for every \( y > -1 \), we obtain
\[
-k \ln(1 + \tau(i^* + (\mu - a)^+)) \geq -k\tau(i^* + (\mu - a)^+) \geq -T(i^* + (\mu - a)^+),
\]
whence also

\[(1 + \tau (t^* + (\mu - \alpha)^*))^{-k} \geq e^{-T(t^* + (\mu - \alpha)^*)}.\]

Hence, (4.28) yields that \(n_k \geq n_\ast\) a.e. in \(\Omega\) for every \(k\). This concludes the proof. \(\square\)

At this point, we establish two estimates whose proof is made very easy by the above \(L^\infty\) bounds. For the second one, it is convenient to rewrite the estimates in terms of the interpolating functions.

Notation 4.4. For the sake of simplicity, in the rest of the section, we use the same symbol \(c\) for possibly different constants that only depend on \(\kappa, A, \alpha, \mu, T, \Omega\) and the initial data appearing in (2.14). Hence, the values of \(c\) do not depend on \(t\) and might change from line to line and even within the same line.

First a priori estimate. We rewrite (3.4)–(3.7) in the form

\[
\begin{align*}
(n_{k+1} - n_k, v) + (\kappa(n_{k+1})\nabla n_{k+1}, \nabla v) + \kappa_\ast(n_{k+1}, v) &= (g_{n,k}, v), \\
(s_{k+1} - s_k, v) + (\kappa(n_{k+1})\nabla s_{k+1}, \nabla v) + \kappa_\ast(s_{k+1}, v) &= (g_{s,k}, v), \\
(i_{k+1} - i_k, v) + (\kappa(n_{k+1})\nabla i_{k+1}, \nabla v) + \kappa_\ast(i_{k+1}, v) &= (g_{i,k}, v), \\
h_{k+1} - h_k, v) + (\kappa(n_{k+1})\nabla h_{k+1}, \nabla v) + \kappa_\ast(h_{k+1}, v) &= (g_{h,k}, v),
\end{align*}
\]

all for \(v \in V\), where we have set

\[
\begin{align*}
g_{n,k} &:= (\alpha - \mu - i_k + \kappa_\ast)n_{k+1}, \\
g_{s,k} &:= a(n_{k+1})s_{k+1} + A(n_{k+1})s_{k+1} + (\kappa_\ast - \mu)s_{k+1}, \\
g_{i,k} &:= h_{k+1} - s_{k+1} + (\kappa_\ast - 1 - \mu)i_{k+1} - n_{k+1}i_{k+1}, \\
g_{h,k} &:= (\alpha - \mu - i_k + \kappa_\ast)n_{k+1}.
\end{align*}
\]

We observe that (4.21), (4.25)–(4.27), and the continuity of \(A\) imply that

\[
\begin{align*}
\|g_{n,k}\| + \|g_{s,k}\| + \|g_{i,k}\| + \|g_{h,k}\|
\leq c \left( \|g_{n,k}\| + \|g_{s,k}\| + \|g_{i,k}\| + \|g_{h,k}\| \right) \leq c.
\end{align*}
\]

(4.33)

Now, we test (4.29) by \(\tau n_{k+1}\) and sum over \(k\) from \(0\) to \(m - 1\), with an arbitrary positive integer \(m \leq N\). We obtain

\[
\sum_{k=0}^{m-1} (n_{k+1} - n_k, n_{k+1}) + \tau \sum_{k=0}^{m-1} \left( \kappa(n_{k+1})\nabla n_{k+1}, \nabla n_{k+1} \right) + \kappa_\ast \sum_{k=0}^{m-1} \|n_{k+1}\|^2_v = \tau \sum_{k=0}^{m-1} (g_{n,k}, n_{k+1}).
\]

Since \(\kappa \geq \kappa_\ast\), by owing to (2.26) and the Schwarz and Young inequality, we deduce that

\[
\begin{align*}
\frac{1}{2} \|n_{m}\|^2 - \frac{1}{2} \|n_0\|^2 + \frac{1}{2} \sum_{k=0}^{m-1} \|n_{k+1} - n_k\|^2 + \kappa_\ast \tau \sum_{k=0}^{m-1} \|n_{k+1}\|^2_v \\
\leq \frac{\kappa_\ast}{2} \tau \sum_{k=0}^{m-1} \|n_{k+1}\|^2 + \frac{1}{2\kappa_\ast} \tau \sum_{k=0}^{m-1} \|g_{n,k}\|^2.
\end{align*}
\]

Then, it suffices to rearrange and account for the first condition in (4.15) and (4.33) to obtain

\[
\max_{k=0, \ldots, m} \|n_k\|^2 + \tau \sum_{k=0}^{N} \|n_k\|_V^2 + \sum_{k=0}^{N-1} \|n_{k+1} - n_k\|^2 \leq c.
\]

(4.34)
By treating (4.30)–(4.32) in the same way, we also have

\[
\max_{k=0, \ldots, m} \|s_k\|^2 + \tau \sum_{k=0}^{N} \|s_k\|^2 + \sum_{k=0}^{N-1} \|s_{k+1} - s_k\|^2 \leq c, \tag{4.35}
\]

\[
\max_{k=0, \ldots, m} \|i_k\|^2 + \tau \sum_{k=0}^{N} \|i_k\|^2 + \sum_{k=0}^{N-1} \|i_{k+1} - i_k\|^2 \leq c, \tag{4.36}
\]

\[
\max_{k=0, \ldots, m} \|h_k\|^2 + \tau \sum_{k=0}^{N} \|h_k\|^2 + \sum_{k=0}^{N-1} \|h_{k+1} - h_k\|^2 \leq c. \tag{4.37}
\]

At this point, we introduce the interpolating functions. Namely, we term

\[
\tilde{n}_r, \tilde{s}_r, \tilde{i}_r, \tilde{n}_z, \tilde{s}_z, \tilde{i}_z, \tilde{h}_r, \text{ and } n^z_r, s^z_r, i^z_r, h^z_r, \tag{4.38}
\]

the functions \( \tilde{z}, \tilde{z}, \text{ and } z \) given in Notation 4.1 with \( z = (n_0, \ldots, n_N), z = (s_0, \ldots, s_N), z = (i_0, \ldots, i_N), \text{ and } z = (h_0, \ldots, h_N) \), respectively. Then, we can owe to Proposition 4.2 to rewrite the uniform bounds (4.21) and (4.25)–(4.26), which read

\[
\|\tilde{n}_r\|_{L^\infty(Q)} + \|\tilde{s}_r\|_{L^\infty(Q)} + \|\tilde{i}_r\|_{L^2(Q)} + \|\tilde{h}_r\|_{L^2(Q)} \leq c, \tag{4.39}
\]

and the analogues for \( n^z_r, s^z_r, i^z_r, \text{ and } h^z_r \). Next, the estimates (4.34)–(4.37) imply

\[
\|\tilde{n}_r\|_{L^2(0,T;V)} + \|\tilde{s}_r\|_{L^2(0,T;V)} + \|\tilde{i}_r\|_{L^2(0,T;V)} + \|\tilde{h}_r\|_{L^2(0,T;V)} \leq c, \tag{4.40}
\]

\[
\|\tilde{n}_r - n^z_r\|_{L^2(0,T;H)} + \|\tilde{s}_r - s^z_r\|_{L^2(0,T;H)} + \|\tilde{i}_r - i^z_r\|_{L^2(0,T;H)} + \|\tilde{h}_r - h^z_r\|_{L^2(0,T;H)} \leq c t^{1/2}. \tag{4.41}
\]

Notice that (4.41) and (4.10) provide the same estimate for \( \tilde{n}_r - n_r \). Moreover, the property (4.8) with \( Z = V \), the second inequality in (4.15) and (4.39) also yields

\[
\|\tilde{n}_r\|_{L^2(0,T;V)} + \|\tilde{s}_r\|_{L^2(0,T;V)} + \|\tilde{i}_r\|_{L^2(0,T;V)} + \|\tilde{h}_r\|_{L^2(0,T;V)} \leq c. \tag{4.42}
\]

In order to obtain an estimate for the time derivatives and let \( t \) tend to zero, we write Equations (3.4)–(3.7) in terms of the interpolating function. We have

\[
(\partial_t \tilde{n}_r, v) + (\tilde{i}_r, \nabla \nabla \tilde{n}_r, \nabla v) = (\alpha - \mu)(\tilde{n}_r, v), \tag{4.43}
\]

\[
(\partial_t \tilde{s}_r, v) + (A(\tilde{n}_r) \nabla \tilde{s}_r, \nabla v) + (A(\tilde{n}_r) \nabla \tilde{n}_r, \nabla \tilde{s}_r, \nabla v) + \mu(\tilde{s}_r, v) + (\kappa(\tilde{n}_r) \nabla \nabla \tilde{s}_r, \nabla v) = a(\tilde{n}_r, v), \tag{4.44}
\]

\[
(\partial_t \tilde{i}_r, v) + (1 + \mu)(\tilde{i}_r, v) + (\kappa(\tilde{n}_r) \nabla \nabla \tilde{i}_r, \nabla v) = (\tilde{h}_r - \tilde{s}_r, v), \tag{4.45}
\]

\[
(\partial_t \tilde{h}_r, v) + (1 + \mu)(\tilde{h}_r, v) + (\kappa(\tilde{n}_r) \nabla \nabla \tilde{h}_r, \nabla v) = (a \tilde{n}_r + \tilde{s}_r, v), \tag{4.46}
\]

all of them being satisfied for every \( v \in V \) a.e. in \((0, T)\). Moreover, requirements (3.8) and the initial conditions read

\[
\tilde{n}_r \geq 0, \quad \tilde{h}_r \geq 0, \quad \tilde{s}_r \geq 0, \quad \text{and} \quad \tilde{i}_r \geq 0 \quad \text{a.e. in } Q, \tag{4.47}
\]

\[
h_r(0) = n^0_r, \quad \tilde{s}_r(0) = s^0_r, \quad \tilde{i}_r(0) = i^0 t \quad \text{and} \quad \tilde{h}_r(0) = h^0_r. \tag{4.48}
\]

Finally, the bounds given by (4.21) and (4.25)–(4.27) imply

\[
n_r \leq \tilde{n}_r \leq n^*, \quad \tilde{s}_r \leq s^*, \quad \tilde{i}_r \leq i^* \quad \text{and} \quad \tilde{h}_r \leq h^* \quad \text{a.e. in } Q. \tag{4.49}
\]
Second a priori estimate. We take an arbitrary \( v \in L^2(0, T; V) \), write (4.43) at the time \( t \) and test it by \( v(t) \). Then, we integrate over \((0, T)\) and rearrange. Thanks to the above estimates, we obtain

\[
\int_Q \partial_t \tilde{n}_r v = - \int_Q \kappa(\tilde{n}_r) \nabla \tilde{n}_r \cdot \nabla v + \int_Q (\alpha - \mu - i \tilde{n}_r) \tilde{n}_r v \leq c \|v\|_{L^2(0, T; V)}.
\]

By analogously treating the other equations, we conclude that

\[
\| \partial_t \tilde{n}_r \|_{L^2(0, T; V')} + \| \partial_t \tilde{s}_r \|_{L^2(0, T; V')} + \| \partial_t \tilde{i}_r \|_{L^2(0, T; V')} + \| \partial_t \tilde{h}_r \|_{L^2(0, T; V')} \leq c. \tag{4.50}
\]

Since all this holds under the only restriction on \( \tau \) given by (4.18), we are ready to let \( \tau \) tend to zero.

Convergence and conclusion. The estimates obtained before and the Aubin–Lions lemma (see, e.g., Lions [22, Thm. 5.1, p. 58]) ensure the existence of a quadruple \((n, s, i, h)\) such that

\[
\tilde{n}_r \to n, \tilde{s}_r \to s, \tilde{i}_r \to i, \text{ and } \tilde{h}_r \to h
\]

weakly star in \( H^1(0, T; V^*) \cap C^0([0, T]; H) \cap L^2(0, T; V) \) strongly in \( L^2(0, T; H) \) and a.e. in \( Q \), as \( \tau \to 0 \) (more precisely for a suitable sequence \( \tau_j \to 0 \)). In particular, the values at 0 converge weakly in \( H \) to the left-hand sides of (2.21) and the initial conditions (2.21) themselves are satisfied on account of (4.16). Moreover, the differences \( \tilde{n}_r - n_r \) and \( \tilde{n}_r - \tilde{n}_r \) converge to zero strongly in \( L^2(0, T; H) \), and also a.e. in \( Q \) without loss of generality, so that \( \tilde{n}_r \) and \( \tilde{n}_r \) tend to \( n \) strongly in \( L^2(0, T; H) \). Since the same holds for the other variables, all the inequalities in (2.16) are satisfied too. Moreover, (4.49) yields

\[
n_\ast \leq n \leq n_\ast, \quad s \leq s_\ast, \quad i \leq i_\ast \quad \text{and } h \leq h_\ast \quad \text{a.e. in } Q.
\]

By combining with the point-wise convergence, we infer that

\[
\tilde{n}_r, \tilde{s}_r, \tilde{i}_r \text{ and } \tilde{h}_r \text{ converge to their limits strongly in } L^p(Q) \text{ for every } p \in [1, +\infty),
\]

and the same holds for \( n_r, s_r, i_r, \) and \( h_r \). We have some consequences. First, the products like \( i_\zeta \tilde{n}_r \) in (4.43) converge to the right products (in this case, the limit is \( h \)) in \( L^p(Q) \) for \( p \in [1, +\infty) \). Next, \( A(\tilde{n}_r) \) converges to \( A(n) \) in the same topology, since it is bounded in \( L^\infty(Q) \) and converges to \( A(n) \) a.e. in \( Q \), all this for \( A \) is continuous. By the same reason, \( \kappa(\tilde{n}_r) \) converges to \( \kappa(n) \) strongly in \( L^p(Q) \) for \( p < +\infty \). From this, we claim that

\[
\kappa(\tilde{n}_r) \nabla \tilde{n}_r \to \kappa(n) \nabla n, \quad \kappa(\tilde{n}_r) \nabla \tilde{s}_r \to \kappa(n) \nabla s, \quad \kappa(\tilde{n}_r) \nabla \tilde{i}_r \to \kappa(n) \nabla i
\]

and

\[
\kappa(\tilde{n}_r) \nabla \tilde{h}_r \to \kappa(n) \nabla h \quad \text{weakly in } (L^2(0, T; H))^3.
\]

In fact, we prove the first one, only, since the others are analogous. For the product, we have weak convergence to \( \kappa(n) \nabla n \) in \( (L^2(Q))^3 \) for \( q \in [1, 2] \). On the other hand, \( \kappa(\tilde{n}_r) \) is bounded in \( L^\infty(Q) \) and \( \nabla \tilde{n}_r \) is bounded in \( (L^2(0, T; H))^3 \), so that the product is bounded in \( (L^2(0, T; H))^3 \) and thus has a weak limit in this topology. Clearly, this weak limit has to be \( \kappa(n) \nabla n \).

All this allows us to let \( \tau \) tend to zero in (4.43)–(4.46). We consider the first one. We write its integrated version, namely,

\[
\int_Q \left( \partial_t \tilde{n}_r v + i_\zeta \tilde{n}_r v + \kappa(\tilde{n}_r) \nabla \tilde{n}_r \cdot \nabla v \right) = (\alpha - \mu) \int_Q \tilde{n}_r v \quad \text{for every } v \in L^2(0, T; V).
\]

Then, it is clear that we can let \( \tau \) tend to zero and obtain (2.22). As the same argument works for the other equations, the proof is complete.

5 \quad \textbf{UNIQUENESS}

In this section, we give the proofs of Theorems 2.3 and 2.4.
5.1 | Proof of Theorem 2.3

We assume that $A$ is locally Lipschitz continuous and that $\kappa$ is a positive constant. We pick any two solutions $(n, s, i, h)$, $j = 1, 2$, and prove that they are the same. First, we make some observations. By recalling that $n_j$ are bounded (as well as the other components) and that $\inf n_j > 0$, we fix an interval $[n_*, n^*] \subset (0, +\infty)$ that contains all the values of $n_1$ and $n_2$. Then, the restriction of $A$ to $[n_*, n^*]$ is Lipschitz continuous. As for the estimates we are going to prove, we reinforce the convention given in Notation 4.4 for the constants by allowing the values of $c$ to depend on the fixed solutions (through their $L^\infty$ norms), in addition.

We set for brevity $n := n_1 - n_2, s := s_1 - s_2, i := i_1 - i_2$ and $h := h_1 - h_2$. We write (2.17) for both solutions, take the difference, and test it by $n$. Then, we integrate over $(0, t)$ and adjust. By also owing to the Young inequality, we have
\[\frac{1}{2} \int_\Omega |n(t)|^2 + \kappa \int_{Q_t} |\nabla n|^2 = (\alpha - \mu) \int_{Q_t} |n|^2 - \int_{Q_t} n_1 t - \int_{Q_t} i_2 n^2 \leq c \int_{Q_t} (|n|^2 + |i|^2). \tag{5.1}\]

By proceeding with (2.18) in the same way, we obtain
\[\frac{1}{2} \int_\Omega |s(t)|^2 + \kappa \int_{Q_t} |\nabla s|^2 + \mu \int_{Q_t} |s|^2 = a \int_{Q_t} ns - \int_{Q_t} ((A(n_1) - A(n_2))s_i i_1 + A(n_2)s_i i_1 + A(n_2)s_i s_i) s \]
\[-\int_{Q_t} ((A(n_1) - A(n_2))s_1 s_1 - h_1) + A(n_2)s_1 s_1 - h_1) + A(n_2)s_2 s_2 - h_2) s \]
\[\leq c \int_{Q_t} (|n|^2 + |s|^2 + |i|^2 + |h|^2). \tag{5.2}\]

Analogously, by dealing with (2.19) and (2.20), we have
\[\frac{1}{2} \int_\Omega |i(t)|^2 + \kappa \int_{Q_t} |\nabla i|^2 + \frac{1}{2} \int_\Omega |h(t)|^2 + \kappa \int_{Q_t} |\nabla h|^2 \leq c \int_{Q_t} (|n|^2 + |s|^2 + |i|^2 + |h|^2). \tag{5.3}\]

At this point, it suffices to add (5.1)–(5.3) to each other and apply the Gronwall lemma to conclude that $n = s = i = h = 0$.

5.2 | Proof of Theorem 2.4

It is understood that the assumptions listed in the statement are in force. Since the component $n$ of every solution belongs to $L^\infty(\Omega)$ and is bounded away from zero (see 2.15–2.16), we can assume, without loss of generality, that
\[\kappa_* \leq \kappa(y) \leq \kappa^* \text{ for some positive constants } \kappa_* \text{ and } \kappa^* \text{ and every } y > 0 \tag{5.4}\]

and that $A$ is Lipschitz continuous, whenever we fix one or two solutions. The bounds $\kappa_*$ and $\kappa^*$ and the Lipschitz constant of $A$ depend on the solutions we fix every time, and the same holds for the Lipschitz constants of the functions we are going to introduce. We set
\[K(y) := \int_0^y \kappa(z) dz \text{ for } y \in (0, +\infty) \tag{5.5}\]

and observe that, under condition (5.4), it is a bijection from $(0, +\infty)$ onto itself and that both $K$ and $K^{-1}$ are Lipschitz continuous. Next, to every solution $(n, s, i, h)$ to problem (2.17)–(2.21) satisfying (2.15)–(2.16), we associate the function $u$ defined by
\[u := K(n) \tag{5.6}\]

and observe that the regularity and boundedness properties of $u$, but that of the time derivative are the same as those of $n$. 
Our project is the following: First, we prove that every solution \((n, s, i, h)\) to problem (2.17)–(2.21) satisfying (2.15)–(2.16) enjoys the regularity properties specified in (2.25); then, we prove uniqueness on account of the regularity already proved. The main difficulty is a regularity result for the component \(n\) of the solution. This needs some preliminary results.

**Proposition 5.1.** The component \(n\) of every solution \((n, s, i, h)\) to problem (2.17)–(2.21) satisfying (2.15)–(2.16) and the corresponding function \(u\) verify

\[
\partial_t n \in L^2(0, T; H) \text{ and } \partial_t u \in L^2(0, T; H),
\]

\[
\text{div}(\kappa(n)\nabla n) \in L^2(0, T; H) \text{ and } \partial_t n - \text{div}(\kappa(n)\nabla n) = (\alpha - \mu - i)n \text{ a.e. in } Q \text{ with } \partial_n n = 0 \text{ on } \Gamma,
\]

\[
\Delta u \in L^2(0, T; H) \text{ and } \partial_t u - \kappa(n)\Delta u = \kappa(n)(\alpha - \mu - i)n \text{ a.e. in } Q \text{ with } \partial_n u = 0 \text{ on } \Gamma.
\]

**Proof.** We fix a solution \((n, s, i, h)\) and suitably extend the component \(n\). We also introduce an auxiliary function. We define \(\bar{n}\) and \(f\) on \((-1, T)\) by setting

\[
\bar{n}(t) := n(t) \text{ and } f(t) := (\alpha - mu - i(t))n(t) \text{ if } t \in (0, T) \\
\bar{n}(t) := n^0 \text{ and } f(t) := -\text{div}(\kappa(n^0)\nabla n^0) \text{ if } t \in (-1, 0).
\]

Notice that \(\text{div}(\kappa(n^0)\nabla n^0)\) belongs to \(H\) by (2.24) (for this, it would be sufficient a much weaker assumption). Also notice that \(\bar{n}\) is a continuous \(H\)-valued function so that no jumps for its derivative can occur at \(t = 0\). Therefore, \(\bar{n}\) and \(f\) satisfy

\[
\bar{n} \in H^1(-1, T; V^*) \cap L^2(-1, T; V) \text{ and } f \in L^2(-1, T; H) \\
\langle \partial_t \bar{n}, v \rangle + \int_\Omega \kappa(\bar{n})\nabla \bar{n} \cdot \nabla v = \int_\Omega f v \text{ for every } v \in V \text{ a.e. in } (-1, T).
\]

(5.10)

However, for simplicity, we write \(n\) in place of \(\bar{n}\) in the sequel. Now, we fix \(\tau > 0\) small (viz., \(\tau < \min\{1, T\}\)). Later on, we let \(\tau\) tend to zero. We set

\[
u(t) := n(t) \text{ and } U(t) := \int_\tau^t \nu(y)dy \text{ for } t \in [-\tau, T],
\]

by noting that \(\nabla \nu = \kappa(n)\nabla n\) and \(\partial_t U = u\). Then, for \(t \in (-\tau, T - \tau)\), we integrate (5.10) on \((t, t + \tau)\) with respect to time and test the resulting equality by \(\tau^{-1}(u(t + \tau) - u(t))\). We obtain for a.a. \(t \in (-\tau, T - \tau)\)

\[
\int_\Omega \frac{n(t + \tau) - n(t)}{\tau} \frac{u(t + \tau) - u(t)}{\tau} + \frac{U(t + \tau) - U(t)}{\tau} \cdot \nabla \frac{u(t + \tau) - u(t)}{\tau} \\
= \int_\Omega \left( \frac{1}{\tau} \int_t^{t+\tau} f(t')dt' \right) \frac{u(t + \tau) - u(t)}{\tau}.
\]

We treat each term of this equality, separately. Since \(n = K^{-1}(u)\) and the derivative of \(K^{-1}\) is bounded from below by \(1/\kappa^+\), we have

\[
\int_\Omega \frac{n(t + \tau) - n(t)}{\tau} \frac{u(t + \tau) - u(t)}{\tau} \geq \frac{1}{\kappa^+} \int_\Omega \left| \frac{u(t + \tau) - u(t)}{\tau} \right|^2.
\]

As for the second term, we recall that \(u = \partial_t U\), whence

\[
\int_\Omega \frac{U(t + \tau) - U(t)}{\tau} \cdot \nabla \frac{u(t + \tau) - u(t)}{\tau} = \frac{1}{2} \frac{d}{dt} \int_\Omega \left| \frac{U(t + \tau) - U(t)}{\tau} \right|^2.
\]
Finally, the Young inequality yields
\[ \int_{\Omega} \left( \frac{1}{\tau} \int_{t}^{t+\tau} f(t') dt' \right) \frac{u(t+\tau) - u(t)}{\tau} \leq \frac{1}{2\kappa^*} \int_{\Omega} \left| \frac{u(t+\tau) - u(t)}{\tau} \right|^2 + \frac{\kappa^*}{2} \int_{\Omega} \frac{1}{\tau} \int_{t}^{t+\tau} f(t') dt'^2. \]

By collecting all this, rearranging and integrating over \((-\tau, T-\tau)\), we obtain
\[ \frac{1}{\kappa^*} \int_{-\tau}^{T-\tau} \int_{\Omega} \left| \frac{u(t+\tau) - u(t)}{\tau} \right|^2 dt + \int_{\Omega} \nabla U(T) \cdot \frac{U(T) - U(T-\tau)}{\tau} \leq \int_{\Omega} \left| \nabla \frac{U(0) - U(-\tau)}{\tau} \right|^2 + \kappa^* \int_{-\tau}^{T-\tau} \int_{\Omega} \frac{1}{\tau} \int_{t}^{t+\tau} f(t') dt'^2 dt. \]

Now, we observe that the last term can be estimate uniformly with respect to \(\tau\) by the norm of \(f\) and \(n^0\) in \(L^2(0, T; H)\) and \(W^{2,\infty}\), respectively, and that \(U(0) - U(-\tau) = \tau K(n^0)\). Therefore, we conclude that \(\partial_t u \in L^2(0, T; H)\). As \(n = K^{-1}(u)\) and \(K^{-1}\) is Lipschitz continuous, we infer that \(\partial_t n \in L^2(0, T; H)\), so that (5.7) is proved. This conclusions also imply that \(\partial_t u = \kappa(n) \partial_t n\) a.e. in \(Q\). Next, we come back to (5.10) written on \((0, T)\) and recall that \(f \in L^\infty(Q)\). Thus, (5.8) follows. Finally, we can rewrite (5.10) on \((0, T)\) this way
\[ \int_{\Omega} \frac{1}{\kappa(n)} \partial_t u v + \int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} f v \quad \text{for every } v \in V \text{ a.e. in } (0, T). \]

This implies that \(\Delta u \in L^2(0, T; H)\) and that
\[ \frac{1}{\kappa(n)} \partial_t u - \Delta u = f \quad \text{a.e. in } Q \text{ and } \partial_t u = 0 \text{ on } \Gamma. \]

Then, (5.9) follows.

**Lemma 5.2.** Let \(a \in C^0(\overline{Q})\) be strictly positive and let \(z\) satisfy
\[ \begin{align*} &z \in H^1(0, T; H) \cap L^2(0, T; W) \\
&az - \Delta z = 0 \text{ a.e. in } Q \text{ and } z(0) = 0. \end{align*} \]

Then, \(z = 0\).

**Proof.** By multiplying the equation by \(\partial_t z\) and integrating over \(Q\), we obtain
\[ \int_{Q_t} a |\partial_t z|^2 + \frac{1}{2} \int_{\Omega} |\nabla z(t)|^2 = 0 \quad \text{for every } t \in [0, T]. \]

Since \(a\) is strictly positive, we deduce that both \(\partial_t z\) and \(\nabla z\) vanish a.e. in \(Q\), whence \(z\) is a constant. As \(z(0) = 0\), we conclude that \(z = 0\).

**Proposition 5.3.** Every solution to problem (2.17)–(2.21) satisfying (2.15)–(2.16) also enjoys the regularity specified by (2.25).

**Proof.** Fix a solution \((n, s, i, h)\). First, we consider the component \(n\) and recall that it satisfies (5.7)–(5.8), where the right-hand side of the equation belongs to \(L^\infty(Q)\). Since (2.24) implies \(n^0 \in C^0(\overline{\Omega})\), by applying DiBenedetto [23, Thm. 1.3 and Rem. 1.1 of Chpt. III], we deduce that \(n \in C^0(\overline{Q})\), whence also \(\kappa(n) \in C^0(\overline{Q})\). Now, for \(p \in [2, +\infty)\), we consider the problem of finding \(w\) satisfying
\[ w \in H^1(0, T; H) \cap L^2(0, T; W), \]

(5.12)
\[ \partial_t w - \kappa(n) \Delta w = \kappa(n)(a - \mu - i)n \text{ a.e. in } Q \text{ and } w(0) = K(n^0). \] (5.13)

Thanks to Proposition 5.1, \(u\) is a solution. On the other hand, \(\kappa(n)\) is continuous as just observed, the right-hand side of the equation is bounded, and \(K(n^0)\) belongs to \(W^{2,\infty}(\Omega)\) and satisfies \(\partial_t K(n^0) = 0\) on \(\Gamma\) (recall that \(K\) is of class \(C^2\) with bounded derivatives by 2.23 and 5.4). Therefore, we can apply Denk et al. [24, Thm. 2.1] and ensure the existence of a unique \(w \in W^{1,p}(0, T; L^p(\Omega)) \cap L^p(0, T; W^{2,p}(\Omega))\) that satisfies (5.13) and the homogeneous Neumann boundary condition. Since \(p \geq 2\), (5.12) holds as well and the assumptions of Lemma 5.2 with \(a = 1/\kappa(n)\) are fulfilled by \(w - u\). We conclude that \(w = u\), so that

\[ u \in W^{1,p}(0, T; L^p(\Omega)) \cap L^p(0, T; W^{2,p}(\Omega)). \]

Since \(p\) is arbitrary in \([2, +\infty)\), \(\Omega\) is bounded, \(n = K^{-1}(u)\), and \(K^{-1}\) is of class \(C^2\) with bounded derivatives, we deduce that (2.25) holds for \(u\).

Now, we consider the components \(s, i\) and \(h\). We observe that each of Equations (2.18)–(2.20) and the corresponding boundary and initial conditions have the form

\[ \partial_t w - \text{div} (\kappa(n) \nabla w) = f \quad \text{with} \quad \partial_t w = 0 \text{ and } w(0) = w_0, \] (5.14)

where \(f \in L^\infty(Q)\) and \(w_0 \in W^{2,\infty}(\Omega)\) with \(\partial_t w_0 = 0\). On account of the already proved regularity of \(n\), we can rewrite the equation in (5.14) in the non-divergence form, namely,

\[ \partial_t w - (\kappa(n) \Delta w + \kappa'(n) n \nabla n \cdot \nabla w) = f, \] (5.15)

and apply Denk et al. [24, Thm. 2.1] once more with \(p \geq 2\) (using the \(4p\)-summability of \(\nabla n\)). Then, the homogeneous Neumann problem for (5.15) complemented with the initial condition \(w(0) = w_0\) has a unique solution \(w \in W^{1,p}(0, T; L^p(\Omega)) \cap L^p(0, T; W^{2,p}(\Omega))\). Clearly, such a \(w\) belongs to \(H^1(0, T; H) \cap L^2(0, T; W)\) and satisfies (5.14).

Since (5.14) has a unique solution in \(H^1(0, T; H) \cap L^2(0, T; W)\), we deduce that \(w \in W^{1,p}(0, T; L^p(\Omega)) \cap L^p(0, T; W^{2,p}(\Omega))\) whenever \(w\) belongs to \(H^1(0, T; H) \cap L^2(0, T; W)\) and satisfies (5.14). This is the case for \(s, i,\) and \(h\). Since \(p \geq 2\) is arbitrary and \(\Omega\) is bounded, (2.25) is completely proved.

**Conclusion of the proof of Theorem 2.4.** We pick any two solutions \((n_j, s_j, i_j, h_j)\), \(j = 1, 2\), and prove that they are the same. Thanks to Proposition 5.3, they satisfy (2.25). In particular, the gradients of all the components belong to \(L^4(0, T; L^{\infty}(\Omega))\) since \(W^{2,4}(\Omega) \subset W^{1,\infty}(\Omega)\). For simplicity, we use the rule of Notation 4.4. concerning the constants: The symbol \(c\) stands for possible difference constants that depend on the structure, the data, some norms of the solutions we have fixed, and the constants appearing in (5.4) (which are chosen after fixing the solutions) and the consequent Lipschitz constants of the nonlinearities. As in the proof of Theorem 2.3, we set for brevity \(n := n_1 - n_2, s := s_1 - s_2, i := i_1 - i_2,\) and \(h := h_1 - h_2\); write Equations (2.17)–(2.20) for both solutions; and test the differences by \(n, s, i,\) and \(h\), respectively. As for the first equation, we have

\[ \frac{1}{2} \int_\Omega |n(t)|^2 + \int_{Q_t} \kappa(n_1) |\nabla n|^2 = \int_{Q_t} (\kappa(n_1) - \kappa(n_2)) |\nabla n_2 - \nabla n|^2 + (a - \mu) \int_{Q_t} |n|^2 - \int_{Q_t} n_1 n - \int_{Q_t} i_2 n^2. \]

While we can simply use the inequality \(\kappa(n_1) \geq \kappa_s\) on the left-hand side, the true novelty is the first term on the right-hand side. We treat it by owing to the Hölder and Young inequalities this way:

\[ \int_{Q_t} (\kappa(n_1) - \kappa(n_2)) |\nabla n_2 - \nabla n|^2 \leq c \int_0^t \|n(t)||\|n_2(t)||_{\infty} \|\nabla n(t)|| dt' \leq c \kappa_s \int_{Q_t} |\nabla n|^2 + c \int_0^t \|\nabla n_2(t)||_{\infty}^2 \|n(t)||^2 dt'. \]
The other terms on the right-hand side can be dealt with as in the above proof. By combining and rearranging, we easily deduce that

\[ \int_\Omega |n(t)|^2 \leq c \int_0^t \left( \|\nabla n_2(t')\|_\infty^2 + 1 \right) \left( \|n(t')\|^2 + \|i(t')\|^2 \right) \, dt'. \] (5.16)

The next equation (2.18) can be treated in a similar way. Arguing as we did to derive (5.16) and (5.2), we have

\[
\begin{align*}
\frac{1}{2} \int_\Omega |s(t)|^2 + \int_\Omega & \kappa(n_1) |\nabla s|^2 + \mu \int_\Omega |s|^2 \\
= & \int_\Omega \left( (\kappa(n_1) - \kappa(n_2)) \nabla s_2 \cdot \nabla s + \alpha \int_\Omega (A(n_1) - A(n_2)) s_1 i_1 + A(n_2) s i_1 + A(n_2) s_2 i_2 \right) \\
- & \int_\Omega ((A(n_1) - A(n_2)) s_1(s_1 - h_1) + A(n_2) s(s_1 - h_1) + A(n_2) s_2(s - h)) s \\
\leq & \kappa_s \int_\Omega |\nabla s|^2 + c \int_0^t \left( \|\nabla s_2(t')\|_\infty^2 + 1 \right) \left( \|n(t')\|^2 + \|s(t')\|^2 + \|i(t')\|^2 + \|h(t')\|^2 \right) \, dt'.
\end{align*}
\]

Moreover, we can use the inequality \( \kappa(n_1) \geq \kappa_s \) on the left-hand side and rearrange also in this case. By treating Equations (2.19)–(2.20) in the same way and summing up, we conclude that

\[
\int_\Omega \left( |n(t)|^2 + |s(t)|^2 + |i(t)|^2 + |h(t)|^2 \right) \\
\leq \int_0^t \psi(t') \left( \|n(t')\|^2 + \|s(t')\|^2 + \|i(t')\|^2 + \|h(t')\|^2 \right) \, dt' \quad \text{for every } t \in [0, T],
\]

with a function \( \psi \in L^1(0, T) \). Thus, the Gronwall lemma yields \( n = s = i = h = 0 \), and the proof is complete.
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