Data-driven discovery of reduced plasma physics models from fully-kinetic simulations
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At the core of some of the most important problems in plasma physics — from controlled nuclear fusion to the acceleration of cosmic rays — is the challenge to describe nonlinear, multi-scale plasma dynamics. The development of reduced plasma models that balance between accuracy and complexity is critical to advancing theoretical comprehension and enabling holistic computational descriptions of these problems. Here we report the data-driven discovery of accurate reduced plasma models, in the form of partial differential equations, directly from first-principles particle-in-cell simulations. We achieve this by using an integral formulation of sparsity-based model-discovery techniques and show that this is crucial to robustly identify the governing equations in the presence of discrete particle noise. We demonstrate the potential of this approach by recovering the fundamental hierarchy of plasma physics models — from the Vlasov equation to magnetohydrodynamics. Our findings show that this data-driven methodology offers a promising new route to accelerate the development of reduced theoretical models of complex nonlinear plasma phenomena and to design computationally efficient algorithms for multi-scale plasma simulations.

I. INTRODUCTION

Plasmas — hot, ionized gases of electrons and ions that make up most of the observable Universe — exhibit rich many-body dynamics that span a vast range of scales. It is widely recognized that kinetic processes occurring at microscopic scales can strongly influence and control plasma phenomena at large (system size) scales. Notable examples include the role of microphysical instabilities on the deterioration of plasma confinement in nuclear fusion devices [1, 2] and the role of microphysical turbulence in controlling the acceleration and propagation of energetic cosmic rays in astrophysical environments [3, 4]. The holistic understanding of these problems remains a long-standing scientific challenge; addressing it requires a better theoretical description of the interplay between the different processes and the ability to model the resulting nonlinear plasma dynamics across the different scales. Fully-kinetic simulations [5, 6] can provide first-principles descriptions of the plasma dynamics, but at tremendous computational cost and complexity that prohibits modeling the full range of scales for most systems of interest. On the other hand, fluid simulations are commonly used to capture the large-scale plasma behavior, but miss the important microphysical processes. The development of reduced models that capture the \textit{essence} of the interplay between the microscopic kinetic processes and large-scale fluid behavior is therefore key to enabling multi-scale plasma modeling for a variety of applications.

Despite significant efforts and important progress in the last decades, the multitude of concurrent physical processes and their inherently nonlinear character has limited the theoretical development of reduced plasma models. Indeed, the majority of existing models are based on asymptotic limits [7, 8] or on linear approximations [9] of the reduced physics, both of which limit their range of validity and often break down (locally or intermittently) in many problems of interest. Fully-kinetic simulations play an important role in the study of nonlinear kinetic plasma phenomena, but it remains unclear how to distill the insights captured from the data of such simulations into practical theoretical models.

Data-driven techniques from the field of machine learning are offering powerful new ways of building models of nonlinear dynamical systems from data that can greatly complement more traditional theoretical approaches. Specifically, symbolic- [10–13] and sparse-regression (SR) [14–17] techniques have been identified as promising routes for inferring \textit{interpretable} and \textit{generalizable} nonlinear differential equations (both ordinary and partial differential equations, ODEs and PDEs) directly from time-series data. These techniques seek parsimonious models that balance between accuracy and complexity, providing insight into the underlying physics and enabling a direct connection with analytic theory. SR in particular has been shown to efficiently handle high-dimensional and multi-variate data of dynamical systems [15, 16], making it potentially well suited for plasma dynamics [18, 19]. However, the application of these techniques in plasma physics remains largely unexplored.

In particular, an important issue that is still unclear is whether SR can be used to infer accurate reduced descriptions of nonlinear kinetic plasma processes — essential for improving the aforementioned multi-scale plasma models — from first-principles fully-kinetic simulations. As shown in previous works [15, 16], even modest (∼1%) levels of (artificially added) noise can corrupt the identification of the underlying dynamical equations, which can be problematic when using inherently noisy data from particle-based kinetic simulations.

Here we show that SR is a viable approach for the data-driven development of interpretable reduced plasma models from first principles, fully-kinetic particle-in-cell...
(PIC) simulations. We illustrate the potential of SR through the recovery of the fundamental hierarchy of plasma physics models — from the kinetic Vlasov equation to single-fluid magnetohydrodynamics (MHD) — based solely on spatial and temporal data of nonlinear plasma dynamics from PIC simulations. In order to robustly handle the significant noise levels in particle-based data, we reformulate the sparsity-based model discovery methodology [15–17] to identify the underlying PDEs in their integral form; we show that this is crucial, particularly to capture low-frequency plasma phenomena that is embedded in high-frequency discrete particle noise for which the differential formulation is found to fail. We further show that the hierarchy of Pareto-optimal models naturally obtained by this approach provides insight into the dominant physical processes underlying the plasma dynamics, which can guide the development of tailored reduced models for a given application.

II. RESULTS

We examine how SR can be used to discover reduced PDE models of plasma dynamics from the data of first-principles PIC simulations. The PIC method provides a self-consistent and fully kinetic (particle-based) description of a plasma (see Appendix A), and hence it is a good starting point from which reduced models of collisionless or weakly collisional plasmas can be constructed.

The Vlasov equation. We begin by considering the problem of recovering one of the most fundamental equations in plasma physics — the kinetic Vlasov equation [Figure 1(c)] — which describes the evolution of the distribution function \( f(x, v, t) \) of a collisionless plasma in phase space (where \( x, v \) and \( t \) are respectively space, velocity and time coordinates). We analyze the plasma distribution function (constructed from the simulated particles) and associated electromagnetic fields of a system of counter-propagating electron streams undergoing the electrostatic two-stream instability [20] [Figure 1 (a1); see Appendix B for a detailed description of simulation parameters]. This data is representative of prototypical nonlinear plasma dynamics in phase space. Based on this data, we aim to infer the PDE that governs the evolution of the distribution function \( \partial_t f \) (where \( \partial_\alpha \) denotes partial differentiation with respect to coordinate \( \alpha \)). As in Refs. [15–17], this inference is posed as a SR problem, where we seek to find the sparsest PDE (with least number of terms) that best describes the data (in a least squares sense) from a large space of candidate PDEs.

We proceed by constructing the space of possible PDEs, which is represented by a large library (\( \Theta \)) of candidate PDE terms. The choice of candidate terms is guided by fundamental physical symmetries and domain knowledge of the system under study. In the present example, for instance, possible terms may include the distribution function itself and its gradients up to some prespecified order \( d \) (\( f, \partial_x f, \partial_x^2 f, \ldots, \partial_x^d f \)), the electric field and its gradients (\( E, \partial_x E, \ldots, \partial_x^d E \)), and the phase space coordinates (\( x \) and \( v \)). We may also construct candidate nonlinear terms by taking polynomial combinations of the previous terms up to order \( p \). Such nonlinear terms give rise, for instance, to advective (e.g., \( \nu \partial_x f \)) and electromagnetic pressure gradient (e.g., \( E\partial_x E \propto \partial_x E^2 \)) terms; note that nonpolynomial nonlinearities (e.g. trigonometric, exponential and logarithmic functions) can also be included if prior knowledge or intuition suggest that these may be important candidate terms [15]. We denote the total number of candidate terms by \( n \). In this particular case, we consider both derivatives and polynomial nonlinearities up to second order (\( d = 2 \) and \( p = 2 \)), yielding a total of \( n = 66 \) candidate PDE terms; we note that we have also tested using larger libraries containing higher-order polynomial nonlinearities (up to \( d = 4 \), yielding a total of \( n = 1001 \) terms) and obtained similar results to those described below.

In Figure 1 (a), we outline the algorithmic procedure proposed in [16], known as PDE-FIND (the PDE generalization of SINDy [15]), where each of the \( n \) candidate terms in the library and \( \partial_\alpha f \) are evaluated on a subset of \( m \) point-wise locations in the data \( \{p_i = (t_i, v_i, x_i)\} \), with index \( i \) denoting the \( i \)th point, that randomly sample the dynamics in phase space and in time; note that neighboring points are utilized to estimate derivative terms at each point \( p_i \). We utilize second-order centered-finite-differences to evaluate derivative terms, and we do not filter or smooth the data. We sample the data at \( m = 1.25 \times 10^5 \) random points (\( \sim 1\% \) of the total generated data). We then infer the underlying PDE by solving the SR problem in Figure 1 (a3), where we seek the sparsest vector of coefficients \( \xi \) that minimizes \( \|F_{\xi} - \Theta \xi\|_2^2 \). Specifically, we compute sparse solutions for \( \xi \) using a variation of the sequential thresholded least-squares algorithm proposed in [15] (see Appendix C), and use 10-fold cross-validation to determine the optimal level of sparsity that balances between model accuracy and complexity.

This procedure leads to the successful identification of the correct terms in the Vlasov equation, which correspond to the advection of the distribution function in space (\( \nu \partial_x f \)) and in momentum (\( E\partial_x f \)) [Figure 1(a4)]. The inferred coefficients of these terms, however, present larger errors (\( \sim 20 - 30\% \)). Their theoretical values are \(-1 \) and \( 1 \) (in the normalized simulation units of the data), but are inferred to be \(-0.8025 \) and \( 0.6726 \), respectively.

We find that the main reason for the large errors in the inferred PDE coefficients is due to poor estimation of derivative terms on noisy data; straightforward finite differencing is ill-conditioned, as the noise is amplified upon differencing [21]. Indeed, for this reason, even modest levels of noise (\( \sim 1\% \)) have been shown to corrupt the PDE identification procedure, making it a key challenge for this methodology [15, 16]. The PIC simulation data considered here inevitably contains noise due to discrete particle effects, i.e. fluctuations associated with the finite number of simulated particles (\( \times \sqrt{N_{ppc}} \), where \( N_{ppc} \)
In this paper, we present two different strategies for collecting measurements from data. The first strategy involves randomly sampling measurement points from the data, as shown in (a). The second strategy involves randomly sampling measurement volumes from the data, as shown in (b). Both strategies are presented in the top and bottom rows of the figure.

The inference of PDEs from noisy particle-based data without increasing the number of particles per (spatial) cell is computationally very costly. The number of particles per cell is typically for each candidate term $Q_{\Omega_i} \equiv \int_{\Omega_i} d\Omega \, Q$. The latter effectively corresponds to the identification of the underlying PDE. It is therefore crucial to develop effective techniques that permit the robust inference of PDEs from noisy particle-based data without increasing the $N_{ppc}$ used in these simulations, which is computationally very costly.

**FIG. 1.** Inferring the Vlasov equation from PIC simulation data using SR. The data consists of temporal snapshots of the plasma distribution function in phase space ($f$, represented by the red color density plots), and the self-consistent plasma electric field ($E$, represented by the black solid curves), undergoing the two-stream instability; the discrete particle noise in the distribution function data is estimated to be $\sqrt{\text{VAR}(f \hat{f})/\text{VAR}(f)} \approx 4\%$, where VAR denotes variance and $\hat{f}$ is the Gaussian-filtered distribution function with $\sigma = 1$. The inference procedure consists of (1) sampling the data at random locations, (2) evaluating the library of candidate PDE terms at sampled locations, and (3) solving a SR problem to select the most parsimonious combination of PDE terms that best describes the data (in a least-squares sense). The inferred PDEs are shown in (c) and can be compared to the true Vlasov equation in (e); note that the simulated data used in this example corresponds to counter-streaming electron populations which have $e/m_e = 1$ in the normalized units of the PIC simulation. Two different strategies for collecting measurements from data are presented in the top and bottom rows: (a) point-wise measurements of each candidate term $Q$ [as used in [16]], and (b) volume-integrated measurements of each candidate term $(Q)_{\Omega_i} = \int_{\Omega_i} d\Omega \, Q$. The latter effectively corresponds to the identification of the underlying PDE in its integral form [rather than its differential form (a)].
Some of the techniques considered by previous works consisted in denoising the data (e.g., via Gaussian smoothing) prior to the identification process, or using regularized numerical differenciation techniques (e.g., polynomial differenciation) [15–17]. We find these methods to have limited success when handling data from PIC simulations, as summarized in Table I. The main difficulty lies in controlling the bias-variance trade-off of these methods, which if inadequate can corrupt the identification process entirely. This is illustrated by the results of Gaussian smoothing on the identification of the Vlasov equation in Table I. Indeed, while moderate smoothing ($\sigma = 1$, which corresponds to using a Gaussian kernel with standard deviation equal to the resolution of the data) was found to reduce the error of the inferred Vlasov coefficients from 25% error to 6%, the error rapidly rose again to 16% with a slightly increased smoothing level. Differentiating a locally-fitted low-degree polynomial to the data, as used in [16], is also found to be ineffective on PIC simulation data.

| Method                        | Avg. coeff. error |
|-------------------------------|-------------------|
| CFD (no Gaussian filter)      | 25%               |
| CFD + Gaussian filter ($\sigma = 1$) | 6%               |
| CFD + Gaussian filter ($\sigma = 2$) | 16%             |
| PI, 3rd-degree, $m = 5$      | 37%               |
| PI 3rd-degree, $m = 7$       | 60%               |
| Integral formulation         | 2%                |

TABLE I. Impact of noise-mitigation strategies on error of inferred coefficients of the Vlasov equation. The average coefficient errors for the Vlasov equation (inferred from the same data shown in Figure 1, which has an estimated noise level of $\sim 4\%$) are presented for the following strategies: centered finite differences (CFD) on data with varying levels of Gaussian filtering (no filter, $\sigma = 1$ and $\sigma = 2$; note that Gaussian filtering is applied in both phase space coordinates and in time); polynomial interpolation (PI) where derivatives are computed by differentiating a polynomial of degree 3 that is locally fitted to the data over a range of $m > 4$ points (we present results for $m = 5$ and $m = 7$); and using the integral formulation strategy, with $\Omega_i = (x, v, t): |x - x_i| < w_x/2 \land |v - v_i| < w_v/2 \land |t - t_i| < w_t/2$, where $w_\alpha$ is the length of the edges of $\Omega_i$ along the $\alpha$ coordinate. Thus, each measurement on the data corresponds to the integration of each candidate term over randomly distributed volumes $\Omega_i$. In Figure 1(b), we adopt this strategy and randomly sample $10^3$ cubic volumes of $5\Delta x \times 5\Delta v \times 5\Delta t$ in phase space and time, corresponding to the total number of $m = 1.25 \times 10^5$ points used for the point-wise strategy in Figure 1(a); here we choose the volume size to be much larger than a single cell while remaining smaller than the characteristic scale of variation in the data. The same library of candidate PDE terms used earlier is evaluated and integrated over these volumes and the SR problem in Figure 1(b3) is solved. Interestingly, this strategy leads to the correct identification of the Vlasov PDE to within $\sim 2\%$ error on the inferred coefficients, significantly outperforming the original differential formulation strategy (with point-wise evaluation of the terms on the data), even when data smoothing or regularized differenciation techniques are used (Table I). The inferred coefficient errors can be further reduced by increasing the size of the integration volumes. Overall, we find that the integral formulation always leads to much reduced errors when compared with the standard differential formulation, even when using a very large number of particles to produce cleaner data. A detailed comparison between the noise sensitivity properties of the integral and standard differential formulations as a function of the number of simulated particles and size of integration volumes is provided in Appendix D. We note that the integral formulation approach presented here corresponds to a special case of the more general weak formulation proposed in [24, 25]. These works integrate over the product between each candidate PDE term and an arbitrary test function with compact support, while we have used a simple “box” function (constant and non-zero within a compact domain and zero outside of it). The use of more general test functions that smoothly vanish at the boundaries of the domain can further reduce the contributions of numerical differenciation error at the boundaries of the integration volumes. Nevertheless, our results demonstrate the effectiveness of the integral formulation strategy on mitigating numerical differenciation errors without introducing deleterious bias in the data. This is a crucial advantage for a robust sparse PDE identification based on noisy data, such as that from particle-based simulations.

Sparse identification of PDEs in their integral form. In order to more effectively overcome the challenges posed by data noise on model discovery, we reformulate the problem as that of identifying the underlying PDE in its integral form. The motivation being that numerical integration compensates the noise amplification induced by differenciation. The use of an integral formulation (or weak formulation) for the inference of governing ODEs from time series data has been previously proposed in Refs. [22, 23]. During the development of this work, other groups independently recognized the potential for extending this integral formulation to identification of PDEs [24, 25]. The integral formulation strategy that we independently explored is illustrated in Figure 1(b). Each candidate term in the PDE (including the time derivative term) is now evaluated using centered-finite-differencing and then numerically integrated over compact volumes on the data $\Omega_i = \{(x, v, t): |x - x_i| < w_x/2 \land |v - v_i| < w_v/2 \land |t - t_i| < w_t/2\}$, where $w_\alpha$ is the length of the edges of $\Omega_i$ along the $\alpha$ coordinate. Thus, each measurement on the data corresponds to the integration of each candidate term over randomly distributed volumes $\Omega_i$. In Figure 1(b), we adopt this strategy and randomly sample $10^3$ cubic volumes of $5\Delta x \times 5\Delta v \times 5\Delta t$ in phase space and time, corresponding to the total number of $m = 1.25 \times 10^5$ points used for the point-wise strategy in Figure 1(a); here we choose the volume size to be much larger than a single cell while remaining smaller than the characteristic scale of variation in the data. The same library of candidate PDE terms used earlier is evaluated and integrated over these volumes and the SR problem in Figure 1(b3) is solved. Interestingly, this strategy leads to the correct identification of the Vlasov PDE to within $\sim 2\%$ error on the inferred coefficients, significantly outperforming the original differential formulation strategy (with point-wise evaluation of the terms on the data), even when data smoothing or regularized differenciation techniques are used (Table I). The inferred coefficient errors can be further reduced by increasing the size of the integration volumes. Overall, we find that the integral formulation always leads to much reduced errors when compared with the standard differential formulation, even when using a very large number of particles to produce cleaner data. A detailed comparison between the noise sensitivity properties of the integral and standard differential formulations as a function of the number of simulated particles and size of integration volumes is provided in Appendix D. We note that the integral formulation approach presented here corresponds to a special case of the more general weak formulation proposed in [24, 25]. These works integrate over the product between each candidate PDE term and an arbitrary test function with compact support, while we have used a simple “box” function (constant and non-zero within a compact domain and zero outside of it). The use of more general test functions that smoothly vanish at the boundaries of the domain can further reduce the contributions of numerical differenciation error at the boundaries of the integration volumes. Nevertheless, our results demonstrate the effectiveness of the integral formulation strategy on mitigating numerical differenciation errors without introducing deleterious bias in the data. This is a crucial advantage for a robust sparse PDE identification based on noisy data, such as that from particle-based simulations.

Signatures of successful PDE identification. It is important to emphasize that successful PDE identification using SR relies on the appropriate construction of the library of candidate terms $\Theta$. In the previous example, domain knowledge was used to guide the selection of the candidate basis terms in which the representation of the dynamics becomes parsimonious. In addition, the library of candidate terms was complete, meaning that it contained all the terms necessary to fully describe the dynamics in the data. When applying this approach to less well understood problems, however, it may not always be

\[ \Omega_i = \{(x, v, t): |x - x_i| < w_x/2 \land |v - v_i| < w_v/2 \land |t - t_i| < w_t/2\} \]
FIG. 2. Signatures of successful/unsuccessful PDE identification. Pareto analysis of model accuracy [measured by the Fraction of Variance Unexplained (FVU)] versus complexity (measured by the number of non-zero terms) obtained using the differential formulation strategy (integral formulation strategy) on the left (right) column, and for the case of a complete (incomplete) library of terms on the top (bottom) row. The FVU is given by the ratio between the model’s mean squared error and the variance of the dependent variable ($\partial f/\partial t$). Orange (blue) markers represent model evaluations on the training (test) data; error bars represent the minimum and maximum test errors encountered during cross-validation. Circle (triangle) markers represent zero (non-zero) model-form variance (i.e., variance in the obtained sparsity pattern) obtained during cross-validation. The vertical dash lines in the top row mark the optimal trade-off between accuracy and complexity, and correspond to identification of the correct two terms of the Vlasov equation.

It remains a long-standing challenge to understand how to extend the fluid equations to encapsulate microscopic plasma effects in a computationally efficient manner, which would ultimately enable multi-scale modeling...
FIG. 3. **Inferring the multi-fluid and single-fluid (MHD) equations from PIC simulation data.** Data of the development of the Weibel instability and of the propagation of a collisionless magnetized shock are used to infer the multi-fluid and single-fluid equations, respectively; the noise levels are estimated to be $\sqrt{\text{VAR}(\tilde{n}_e - n_{e0})/\text{VAR}(\tilde{n}_e)} \approx 18\%$ for the Weibel data and $\sqrt{\text{VAR}(\rho_m - \rho_{m0})/\text{VAR}(\rho_{m0})} \approx 5\%$ for the shock data, where $n_{e0}$ and $\rho_{m0}$ are the electron number density and average mass density of the of the plasma, respectively. The differential formulation strategy (using straightforward centered finite differences to evaluate derivative terms) is shown to be incapable of correctly identifying the underlying equations (with the exception of the multi-fluid continuity equation, albeit with significant errors in the coefficients). The integral formulation strategy, on the other hand, is shown to robustly recover the correct PDEs and with high (percent level) accuracy.

of problems ranging from fusion to astrophysical plasmas. The SR methodology explored here offers a new approach to discovering such extensions to the fluid equations by inferring them directly from the data of first-principles PIC simulations. In the following, we show how SR can be used to infer conservation equations for both multi- and single-fluid moments, and guide the development of improved kinetic-fluid closure models.

The inference of both multi-fluid and single-fluid plasma equations (specifically for the first three moments) from PIC simulation data is shown in Figure 3. The multi-fluid equations are inferred from data of the development and nonlinear evolution of the electromagnetic Weibel instability [26, 27] (Figures 3 top). This is a fundamental plasma instability associated with the anisotropy of the plasma velocity distribution function, and plays an important role in magnetic field amplification in both astrophysical [28] and laboratory [29, 30] environments. As for the single-fluid (MHD) equations, we use data of the formation and propagation of a collisionless magnetized shock [31] (Figure 3 bottom); details about the simulations parameters, data sampling and design of the library of candidate terms used for the SR can be found in Appendices B, E and F. These examples push the SR PDE identification methodology to far more challenging regimes, involving electromagnetic phenomena and a larger set of dynamical variables. In addition, the magnetized shock propagation data is predominantly characterized by slow, low-frequency plasma dynamics, implying that derivatives/gradients of the data are small, and hence are highly susceptible to being corrupted by the intrinsic PIC noise. Indeed, for these reasons, we observe that the differential formulation is unsuccessful in identifying the correct form of the fluid equations, as summarized in Figure 3; poor results are still obtained when using denoising and regularized numerical differentiation techniques. The integral formulation, however, overcomes these challenges and robustly recovers the correct form of the fluid equations and with high accuracy ($\sim 1\%$ error in inferred coefficients). This highlights the potential of the integral formulation to effectively capture slow and large scale dynamics in the presence of high-frequency phenomena, which is essential to build coarse-grained models from data.
As previously noted, the fluid equations shown in Figure 3 are exact conservation laws for the first three moments of the distribution function, but they do not represent a closed system of equations — the energy equation depends on the heat flux ($q$), a higher order moment of the distribution function. We have verified (not shown here) that we can proceed to infer the PDE governing the evolution of the heat flux given data of higher order moments, and we could in principle continue to infer this hierarchical system of equations to arbitrary order. In practice, however, one aims to find an approximate closure relation to truncate this infinite hierarchy to lowest moment order possible (low model complexity) while still being sufficiently accurate to describe the dynamics of interest.

**Closure of the fluid equations.** To illustrate how SR can be used to infer fluid closure models from fully kinetic simulations, we focus on the previous example of the formation and propagation of a collisionless magnetized shock.

Collisionless magnetized shocks are ubiquitous in space and astrophysical environments and represent a prototypical example of a large-scale macroscopic plasma phenomenon where microphysical kinetic processes play an important role in their dynamics. In recent years, kinetic simulations of shocks have been playing a critical role in elucidating the range of microphysical processes that control dissipation of the directed flow kinetic energy into randomized thermal energy, magnetic field amplification, and acceleration of nonthermal particle populations [32–35]. Unfortunately, kinetic simulations are limited to spatial and temporal scales that are vastly smaller than the large scale dynamics of shocks in space and astrophysical systems. For this reason, simulations based on reduced plasma descriptions are key to modeling the dynamics of shocks in large scale systems. In this context, MHD is often used as the framework of choice [36–38]. In scenarios where particle acceleration is important, MHD can be complemented by the use of test particles [39, 40] or by recently developed MHD-PIC frameworks [41, 42], where the feedback of energetic particles (described by PIC) on the background fluid (described by MHD) is captured on large-scales. However, in all these cases, the description of the background fluid relies on oversimplified closures that cannot capture the impact of the dominant microscopic effects on the shock evolution. Here, we show that SR offers a powerful new approach to leverage the detailed dynamical data from first-principles kinetic simulations to inform the dominant microscopic processes and guide the development of improved kinetic-fluid closures that encapsulate their effects in MHD.

This is exemplified in Figure 4, which shows the model accuracy/complexity curve obtained during the inference of the MHD energy density equation (using the integral formulation) from the magnetized shock data. The pronounced inflection of this curve at a model complexity of 5 terms marks the optimal trade-off between complexity and accuracy, and corresponds to the complete conservative form of the MHD energy density equation (with mean coefficient error of $\pm 4\%$). At lower model complexities, a hierarchy of reduced models is obtained that reflects successive approximations to the MHD energy density equation that are directly informed by the data. Each of these approximations has a clear physical meaning as indicated in Figure 4. In this particular example, we find that the most dynamically important terms are (in ascending order) Joule heating, gyro-viscous effects (associated with off-diagonal elements of the pressure tensor) that cannot capture the impact of the dominant microscopic effects on the shock evolution. Here, we show that SR offers a powerful new approach to leverage the detailed dynamical data from first-principles kinetic simulations to inform the dominant microscopic processes and guide the development of improved kinetic-fluid closures that encapsulate their effects in MHD.
tensor), pressure anisotropy, heat flux, and (isotropic) compressional heating. The SR approach thus provides important insight into the dominant physical processes and allows us to quantify the error associated with neglecting each model term, which are critical to guide the development of tailored reduced models for any given application.

It is interesting to observe that among the hierarchy of inferred Pareto-optimal models, the widely used adiabatic closure approximation is automatically identified as the simplest (yet least accurate) model for the MHD energy density equation for the plasma dynamics in this data. The adiabatic closure corresponds to the 1-term model in Figure 4, which contains only the compressional heating term ($p\partial_x(\langle \nu \rangle)$). This approximate model truncates and closes the hierarchy of fluid equations by neglecting the gradient of the heat flux ($\partial_x q_x$) term, but misses $\simeq 20\%$ of the variance in the total time-derivative of the plasma energy density. Note that the coefficient of 1.49 corresponds to the inferred adiabatic index. If the heat flux were truly negligible, however, the adiabatic index would be expected to take on the value of 2 since the shock heating in this system occurs only in two velocity degrees of freedom (heating along the direction of the background magnetic field does not occur in this geometry). The reduced value of the inferred adiabatic index is thus a consequence of the heat flux not being entirely negligible in this scenario, and results from the SR procedure attempting to compensate its absence so as to best describe the data.

In addition to analyzing the overall accuracy of a given model (as shown in the accuracy/complexity curves), it is instructive to examine the spatiotemporal distribution of the model error on the data to gain a deeper understanding of its ability to describe the physics/dynamics in the data and also to diagnose missing physics in the model (model bias). Such analysis reveals, for example, that the pressure anisotropy and Joule heating terms are important primarily in the shock transition region and can be neglected outside this region. A detailed discussion is provided in Appendix G (and Figure 8). The spatiotemporal model error distribution can thus be valuable in guiding the choice of appropriate approximations when developing reduced models.

Having identified the dominant physical processes in the energy density equation and the importance of heat flux in the dynamics of the magnetized shock, the stage is set for the development of more accurate closure models; the same SR approach can be used to uncover accurate approximations of the heat flux and higher-order fluid moments as nonlinear functions of the lower-order moments, which will be the focus of future work. In this context, it is worth discussing some of the key aspects for the development of improved closure models that should be considered in future studies. First, and as previously discussed, a central challenge lies in choosing an appropriate basis of nonlinear candidate terms for the library $\Theta$ that can efficiently approximate the underlying closure. In general, the nonlinear functional form of the underlying closure relation may be non-polynomial in nature, making the choice of a polynomial basis of candidate terms for $\Theta$ inappropriate or incomplete. Domain knowledge may often suggest specific non-polynomial functional forms that can be incorporated in the library. For instance, rational function nonlinearities [43] (as found in the well-known CGL closure [44]), or non-local (integral) terms (as in linear Landau-fluid closures [9]) can increase the descriptive capacity of the library to better approximate the dynamics of interest. Second, the explicit incorporation of physical constraints that reflect fundamental physical symmetries in the SR procedure can be important to ensure physical consistency and generalizability of the inferred closures. This has recently been demonstrated in the context of low-dimensional reduced order models for hydrodynamics [45] and MHD [19]. Finally, care must be given to the choice of training data. In addition to preparing an ensemble of simulations that are representative of the dynamics and physical regime of interest, it is also important to ensure that the inferred reduced models are not biased by the limited domain sizes or scale separation of the kinetic simulations. It is thus important to verify that by progressively increasing the simulation domain size, there is asymptotic convergence of the inferred closure model.

III. DISCUSSION

We have shown that SR is a viable approach for extracting interpretable and generalizable reduced models of complex plasma dynamics from the data of first-principles kinetic simulations. This data-driven methodology can accelerate theoretical insight into out-of-equilibrium and highly nonlinear plasma dynamics (e.g. the nonlinear evolution of instabilities [46–49]), which so far have challenged traditional analytical approaches. The interpretable form of these data-driven PDEs will facilitate the connection between the identified terms and basic physical processes, and will naturally stimulate theoretical efforts to “reverse engineer” these models starting from lower-level frameworks.

We further envision that this SR methodology can be used to develop computationally efficient reduced models for multi-scale plasma simulations, which remains a grand challenge in computational plasma physics. Indeed, the hierarchy of progressively simpler Pareto-optimal models produced by this methodology provides a powerful tool to determine the optimal trade-off between model accuracy and complexity for a specific application. Important examples include the development of improved fluid closures that encapsulate desired kinetic effects and subgrid models of coarse-grained phenomena, such as anomalous resistivity and transport. These are essential ingredients for the development of more accurate multi-scale algorithms for applications that range from whole fusion device modeling to global simulations.
of space and astrophysical systems.

It is noteworthy that the integral formulation strategy, which was shown to be crucial for the robust inference of PDEs from noisy PIC simulation data, can be applied more broadly to the data of other particle-based simulation techniques. These include molecular dynamics, direct simulation Monte Carlo, and other N-body simulations, commonly used in areas that range from atomic physics to cosmology. Indeed, even within the context of plasma physics, we note that while this work focused on extracting reduced descriptions of collisionless/weakly collisional plasma dynamics from the data of kinetic PIC simulations, other particle-based simulation methods such as molecular dynamics [50] and extended PIC-Monte Carlo [51, 52] can be more appropriate to obtain reduced models of collisional and strongly-coupled plasmas using the same data-driven methodology. Moreover, while we have focused here on simulated data, it is an exciting prospect to explore the application of this methodology to experimental laboratory and spacecraft data. The remarkable progress in plasma diagnostics is enabling spatially and temporally resolved measurements with unprecedented quality [53–56], creating opportunities to leverage this methodology in the near future.

In summary, we have presented a data-driven framework capable of distilling interpretable plasma physics models from the increasingly abundant and complex data of plasma dynamics. Our results open a new avenue to accelerate theoretical developments of nonlinear plasma phenomena, and to leverage these insights to design computationally efficient algorithms for multi-scale plasma simulations.
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Appendix A: Particle-in-cell (PIC) method.

The PIC method is a particle-based simulation technique that aims to capture the kinetic microphysics of plasmas. Formally, the PIC method [5, 6] solves the Klimontovich equation [57] (for finite size particles) coupled to Maxwell’s equations. The numerical procedure consists of solving Maxwell’s equations on a spatial grid using the current and charge densities that are obtained by weighting discrete plasma particles onto the grid; the particles are then advanced via the Lorentz force associated with their self-consistent collective electric and magnetic fields. Thus, to the extent that quantum mechanical effects can be neglected, the PIC method provides a first principles description of plasma dynamics.

Appendix B: Data generation.

All PIC simulation data used in this work were obtained using OSIRIS 4.0 [58, 59], which is a massively parallel, relativistic, electromagnetic, explicit PIC code. Details of the physical and numerical parameters used to produce the data presented in the main text are given below.

Two-stream instability. We simulated two symmetrically counter-streaming flows of electrons in a background of immobile ions in 1D1V (one spatial dimension and 1 velocity degree of freedom). We considered warm electron flows with fluid velocity $v_0 = \pm 0.2c\hat{x}$, thermal velocity of $v_{th} = 0.05c$, and density $n_e = n_0/2$. The immobile ions had number density $n_i = n_0$, providing charge and current neutral initial conditions. The two-stream instability was triggered by thermal fluctuations of the plasma.

The size of the simulated domain was $L = 10c/\omega_{pe}$ (where $c/\omega_{pe}$ is the electron skin depth), spatially and temporally resolved with $\Delta x = 0.039c/\omega_{pe}$ and $\Delta t = 0.038\omega_{pe}^{-1}$, respectively. Total simulated time was $T = 50\omega_{pe}^{-1}$, allowing the two-stream instability to fully enter the nonlinear regime. Periodic boundary conditions were used. We used quadratic particle shapes, and performed multiple simulations where we varied the number of particles per cell in the range $10^1 - 10^5$ to investigate the impact of particle noise on the PDE identification procedure. The simulation data used for inference of the Vlasov equation in the main text corresponds to the case of $10^4$ particles per cell. The inference of the Vlasov equation for varying number of particles per cell is presented in Appendix D.

From these simulations we collected snapshots of the phase space data of the plasma distribution function ($f$) and the spatial distribution of the plasma electric field ($E$). Each snapshot of the phase space data captured a domain corresponding to $[0\ c/\omega_{pe}, 10\ c/\omega_{pe}] \times [-0.5c, +0.5c]$, resolved by a $256 \times 256$ grid; the cell size in velocity space was chosen to resolve both the thermal velocity and the finest structures that develop in the distribution function in the nonlinear phase of the instability. Each snapshot of the electric field distribution over the entire domain was recorded on a 1D grid with 256 cells. Both the phase space and electric field data were recorded at every other simulation time step, i.e. the temporal resolution of the data was $2\Delta t$. This corresponded to a total of $\approx 650$ snapshots for each diagnostic.

Weibel instability. We simulated two counter-streaming flows of electrons in a background of immobile
ions in 2D3V. We considered a warm electron flow with fluid velocity $v_{0\leftarrow up} = 0.8c\hat{z}$ (flowing in the z-direction, perpendicular to the simulation domain), thermal velocity of $v_{th} = 0.15c$, and density $n_{e\leftarrow up} = n_0/3$, and a counter-propagating electron flow with fluid velocity $v_{0\rightarrow down} = -0.4c\hat{z}$, thermal velocity of $v_{th} = 0.15c$, and density $n_{e\rightarrow down} = 2n_0/3$. The background immobile ions had number density $n_i = n_0$, providing charge neutral and current neutral initial conditions. The Weibel instability was triggered by thermal fluctuations of the plasma.

The size of the simulated domain was $10 \times 10 \ (c/\omega_{pe})^2$, spatially resolved with $128 \times 128$ cells. The simulation time step was $\Delta t = 0.038 \ \omega_{pe}^{-1}$, and the evolution of the system was simulated up to $T = 30 \omega_{pe}^{-1}$, enough time for the Weibel instability to enter the nonlinear regime. Periodic boundary conditions were used. We used cubic particle shapes and 36 particles per cell per species.

From this simulation we collected the spatiotemporal evolution of the first few moments of the distribution function of each individual electron flow: the number density ($n_{se}$), momentum density ($n_e(v)\hat{s}$), momentum flux density tensor ($n_e(vv)\hat{s}$), and energy flux density ($n_e(v^2v)\hat{s}$) of each species. We also collected the self-consistent electric ($\mathbf{E}$) and magnetic fields ($\mathbf{B}$). The temporal and spatial resolution of the data used for the inference of the multi-fluid equations was the same as that of the simulation, $\Delta t$ and $\Delta x$.

**Magnetized collisionless shock.** We simulated the formation and propagation of a magnetized collisionless shock in 1D2V. Specifically, we considered a perpendicular shock, where the magnetic field is perpendicular to the shock normal, and considered electron-positron pair plasma. The shock was formed by colliding fresh (upstream) magnetized plasma with a reflective wall at the left boundary of the simulation domain. The upstream plasma had a fluid velocity of $v_0 = -0.2c \hat{x}$, thermal velocity of $v_{th} = 0.025c$, number density $n_0$, and carried with it a perpendicular magnetic field with $\mathbf{B}_0 = 0.04m_e c \omega_{pe}/e \hat{y}$.

The size of the simulated domain was $40 \ (c/\omega_{pe})$ resolved with 512 cells, and the simulation time step was $\Delta t = 0.076 \ \omega_{pe}^{-1}$. The evolution of the system was simulated up to $T = 350 \ \omega_{pe}^{-1}$, enough time to capture the cyclic reformation process of the shock front multiple times, and to capture its propagation across a significant fraction of the simulated domain. Fresh upstream magnetized plasma was continuously injected from the right boundary (with open boundary conditions for the fields), while a reflective boundary condition for particles (and conducting for fields) was used for the left boundary of the domain. We used quadratic particle shapes and $10^3$ particles per cell per species.

We collected the spatiotemporal evolution of the first few moments of the distribution function, from the number density up to the energy flux density, of each plasma species (electrons and positrons), as well as the self-consistent electric ($\mathbf{E}$) and magnetic ($\mathbf{B}$) fields. To infer the single-fluid (MHD) equations, we computed the single-fluid (MHD) variables by averaging the moments over the individual species. We thus obtained the single-fluid mass density ($\rho_m \equiv m_e (n_e + n_p)$), momentum density ($\rho_m(v) \equiv m_e (n_e v_e + n_p v_p)$), momentum flux density tensor ($\rho_m(vv) \equiv m_e (n_e vv_e + n_p vv_p)$), and energy flux density ($\rho_m(v^2v) \equiv m_e (n_e v^2v_e + n_p v^2v_p)$); we also computed the charge ($\rho_e \equiv e(n_e - n_p)$) and current ($\mathbf{j} \equiv e(n_p v_p - n_e v_e)$) densities. The temporal resolution of the collected data was $2\Delta t$, while full resolution was used in space ($\Delta x$).

Note that due to the details of the underlying numerical scheme implemented in OSIRIS, many of the simulation quantities have a relative offset by a half a time step or spatial step. We therefore use linear interpolation to center all variables in time and space prior to the identification procedure.

**Appendix C: Sparse regression algorithm.**

In this work we utilize a variation of the sequential thresholded least-squares algorithm proposed in the SINDy framework [15] to compute sparse solutions of $\xi$. The original algorithm consisted in solving a least-squares regression for $\xi$ and then setting to zero all coefficients smaller than a given threshold $\lambda$; this procedure is repeated on the remaining non-zero coefficients until convergence is reached. The value of the threshold $\lambda$ is progressively increased to obtain increasingly sparse solutions of $\xi$. Our approach consists in starting with an initial least-squares regression on $\xi$ and to eliminate the term with the smallest coefficient norm at each step; this procedure is repeated until the desired level of sparsity is reached. We found that the advantage of this approach is that it allows to systematically sweep across all levels of sparsity in $\xi$, whereas the former method can miss some of the possible solutions (by simultaneously thresholding more than one coefficient at each iteration). As a result, this sparse regression procedure traces cleaner accuracy versus complexity curves, which facilitate the identification of the correct model during cross-validation.

**Appendix D: Impact of number of particles per cell and size of integration volumes on error of inferred PDE**

The number of particles per cell ($N_{ppc}$) used in PIC simulations controls the amplitude of discrete particle fluctuations in the simulated plasma. While the number of numerical particles used in typical simulations is, in general, can be orders of magnitude lower than the number of physical particles in the real physical systems they aim to describe, the $N_{ppc}$ is chosen so that the numerical fluctuations remain small enough as to not affect the physics/dynamics of interest in the simulation. These fluctuations are illustrated in the Figure 5, which displays...
data of the plasma distribution function from two-stream instability simulations with varying \( N_{ppc} = 10^1 - 10^5 \); the line-outs of the distribution function at constant velocity shown in the bottom row highlight how pronounced these fluctuations are, particularly at low \( N_{ppc} \). Note that, in PIC simulations, \( N_{ppc} \) refers to the number of particles per spatial cell and not phase space cell; in these cases below the average number of particles per phase space cell (which directly controls the level of fluctuations of the distribution function) is \( \sim N_{ppc}/256 \), where 256 is the number of cells used to resolve the phase space velocity axis (see Appendix B for data generation details).

From the point of view of inferring PDE models from PIC simulation data, these fluctuations are a source of noise in the data and pose a challenge to the PDE inference procedure. Indeed, for typical \( N_{ppc} \) used in PIC simulations, the data is too noisy for accurate and robust inference of PDEs using the point-wise sampling methods proposed in the original works on sparsity-based model identification (SINDy and PDE-Find). This is illustrated in Figure 1 (top row), and the results obtained by this procedure for varying \( N_{ppc} \) are summarized in Figure 6. The blue points in Figure 6 (b) correspond to the point-wise evaluation strategy, and for \( N_{ppc} = 10^1 - 10^4 \) the mean error in the inferred coefficients of the Vlasov equation are significant, exceeding 20%. Even at the significantly higher computational cost of using \( N_{ppc} = 10^5 \), the noise levels remain too high for accurate inference of the Vlasov equation coefficients, which are found with 10% mean error.

As discussed in the main text, we have circumvented the challenges posed by data noise by reformulating the problem of PDE discovery in its integral form. This is achieved by sampling the data in compact volumes (\( \Omega_m \), instead of individual points) and evaluating the integral of each candidate PDE term over each of these volumes. Indeed, Figure 6 (a) shows that the deviation error of the true Vlasov equation evaluated on the data, \( \varepsilon_{Vlasov} \) relative to the “physical signal” (typical values of the time derivative of the distribution function, \( \partial_t f \)), decreases dramatically as we increase the size of the sampling volumes. This translates into a rapid reduction of the mean error in the inferred Vlasov coefficients with increasing size of the integration volumes, as seen in Figure 6 (b). For cubic volumes greater than \( 4\Delta t \times 4\Delta v \times 4\Delta x \), however, the mean coefficient error saturates at \( \sim 1\% \). Further improvements are no longer observed because we have hit the level of the irreducible error in the data, which is associated with numerical discreteness and interpolation errors in the data generation procedure. More careful preparation of the data from the PIC simulations, so as to minimize interpolation errors associated with centering all quantities of interest in time and space, would lead to further improvements, but we leave this for future work.

It is also important to note the advantages of the integral formulation in improving the robustness of correct model identification in the presence of noisy data. This can be seen in Figure 7, which shows the impact of varying the size of the integration volumes on the accu-
FIG. 6. Impact of intrinsic data noise and size of integration volumes \((\Omega_m)\) on the accuracy of the inferred PDE. a) Deviation error from the true Vlasov equation \(\epsilon_{\text{Vlasov}}\) (defined as \(\epsilon_{\text{Vlasov}}(m) \equiv \int_{\Omega_m} [\partial_t f - v \partial_x f - q/mE \partial_x f])\) measured on two-stream data with varying numbers of particles per cell \((N_{ppc})\); the variance of this deviation error is normalized by the variance of \(\int_{\Omega_m} \partial_t f\). b) Average relative error \(\langle \hat{\xi}/\xi_{\text{True}} - 1 \rangle\) of the inferred coefficients of the Vlasov equation using the sparse regression procedure, for varying \(N_{ppc}\). In both plots, the different color points represent varying sizes of the integration volumes \(\Omega_m\) used to sample each PDE term on the data. Each volume \(\Omega_m\) is a cube of \(n \Delta t \times n \Delta v \times n \Delta x\), with \(n\) taking values between 1 (single point volume) and 16. Note that in varying the size of integration volumes (i.e. the number of points per volume, \(pts/\Omega_m\)), we vary the number of integration volumes \((n_\Omega)\) accordingly, so that the total number of points sampled from the data is fixed, with \(N = pts/\Omega_m \times n_\Omega = 512k\) pts.

The temporal and spatial derivatives of plasma quantities are systematically identified in the differential formulation; cross-validation using the integral formulation shows high model-form variance for models with terms greater than 2 terms (indicated by the triangle markers), meaning that different combinations of extra terms are identified in each cross-validation, and indicating that such extra terms are indeed spurious. For the largest volumes used in this example \([16\Delta t \times 16\Delta v \times 16\Delta x]\), Figure 7 (c), a clear divergence between the test and training errors is observed for models with more than 2 terms, highlighting the loss of generalization for more complex models and further emphasizing the optimal accuracy/complexity trade-off at a model with 2 terms; this divergence is obscured in the differential formulation case due to its high sensitivity to data noise.

These results indicate that i) the performance of the integral formulation is weakly sensitive to the amount of discrete particle fluctuations in the data (controlled by \(N_{ppc}\)), ii) using the integral formulation on simulation data produced with few particles per cell yields more accurate inference of the PDE model coefficients than the use of the standard differential formulation on much cleaner data using many orders of magnitude more particles, and iii) the integral formulation significantly improves the robustness of the identification of the correct underlying PDE model from the accuracy/complexity curves.

Appendix E: Data sampling used for the inference of the underlying equations.

As noted in the main text, only a small fraction of the total data produced by each PIC simulation was used for the identification of the underlying equations via the SR procedure. The subset of the data in each example was obtained through uniform random sampling in (phase) space and in time. A uniform and unbiased sampling strategy is important in general if no prior knowledge of the most relevant regions of the dynamics is available or assumed. Using this simple strategy, we show that we can recover the accurate form of the underlying equations. However, we note that this is not a very efficient strategy. Indeed, there are regions in the data where little or no dynamics is occurring - for instance, during the near equilibrium phase of the plasma before the onset of the two-stream and Weibel instabilities, or in the quiet upstream plasma regions of the magnetized shock. The temporal and spatial derivatives of plasma quantities in these quiet regions are all close to zero and do not yield very useful information for the identification of the underlying PDEs. In scenarios where we are targeting specific physical processes and know in advance where they are dominant, we can focus our sampling on these regions allowing us to eliminate unnecessary data and making the application of these data-driven model discovery techniques more efficient.
**FIG. 7. Impact of the size of the integration volumes on the accuracy/complexity curves.** Pareto analysis of model accuracy [MSE(model)/VAR($\partial f/\partial t$)] versus the number of non-zero model terms for the inference of the Vlasov equation from two-stream data produced with $N_{pec} = 10$ (corresponding to the highest level of discrete particle fluctuations explored here). Each panel corresponds to the accuracy/complexity curve obtained using different integration volume sizes $\Omega_m = n\Delta t \times n\Delta v \times n\Delta x$, with $n$ taking values: a) 1 (single point volume, corresponding to the differential formulation), b) 2, c) 4, d) 8 and e) 16. As in Figure 6, the total number of points used is kept fixed ($N = 512k$ pts). The markers and error bars have the same meaning as in Figure 2.

**Appendix F: Design of the library $\Theta$ for the inference of the multi-fluid and MHD equations.**

The recovery of the multi-fluid equations in the main text was obtained through the nonlinear dynamics of the electron fluid undergoing the Weibel instability. The primary variables used to design the library $\Theta$ were naturally the moments of the electron distribution function ($n_e$, $n_e\langle v \rangle_e$, $n_e\langle vv \rangle_e$, $n_e\langle v^2v \rangle_e$) and the self-consistent electric ($n_eE$) and magnetic ($n_eB$) force densities. We also considered the spatial gradients of all these variables up to second order (computed via centered finite differencing). The nonlinear candidate PDE terms were constructed by taking polynomial combinations of the primary variables and their gradients up to second order.

For the recovery of the MHD equations, the library $\Theta$ was similarly constructed using the usual single-fluid variables ($\rho_m$, $\rho_m\langle v \rangle$, $\rho_m\langle vv \rangle$, $\rho_m\langle v^2v \rangle$, $\rho_c$, $J$) based on the magnetized shock data; we also included the auxiliary variables $J' \equiv J - \rho \mathbf{v}$, $E' \equiv E + \mathbf{v} \times \mathbf{B}$, $P \equiv \rho_m\langle vv \rangle - \rho_m\langle v \rangle\langle v \rangle$ and $p \equiv (\sum_i P_{ii})/3$ in $\Theta$ for inference of the MHD energy equation.

**Appendix G: Analysis of the spatiotemporal error distribution of inferred PDE models**

The sparse regression procedure aims to find the most parsimonious model that minimizes the mean squared error (MSE) on the sampled data points (or volumes $\Omega_m$ in case of the integral formulation). However, once a model has been identified, assessing its “quality” (its ability to describe the physics/dynamics in the data) cannot readily be determined from its MSE alone. Indeed, it is important to discern between two sources of error: i) irreducible error, associated with contributions from data noise (and intrinsic numerical discretization and interpolation errors in simulation data), and ii) model bias error, associated with potential missing terms (missing physics)
FIG. 8. Spatiotemporal error distribution of the hierarchy of Pareto-optimal models for the MHD energy density equation. a) Total time derivative of the scalar pressure field \( \frac{Dp}{Dt} \equiv \partial_t p + \langle vx \rangle \partial_x p \) evaluated on the magnetized shock data. Figures b)-f) reveal the spatiotemporal error distribution of the inferred Pareto-optimal models presented in Figure 4 of the main manuscript. The error distribution of a model with \( M \) terms is denoted by \( \epsilon_M \equiv \frac{Dp}{Dt} - \Theta \hat{\xi}_M \), where \( \hat{\xi}_M \) contains the \( M \)-term model coefficients inferred by the sparse regression procedure.

in the library \( \Theta \). Unless a detailed understanding of the irreducible error in the data is available, a useful diagnostic to discern between these two sources of error is the analysis of the spatial and temporal error distribution of the model on the data.

This is illustrated in Figure 8 for the hierarchy of Pareto-optimal models inferred for the single-fluid energy density (pressure) equation from the magnetized shock data (and which is presented in Figure 4 of the main text). The total time derivative of the pressure field \( \frac{Dp}{Dt} \) is shown in Figure 8 (a), revealing a quiet upstream ahead of the shock, a rapid increase in the pressure field at the shock front, and wave structures in the downstream plasma behind the shock. The discrepancy errors \( \epsilon_M \) for models of increasing complexity (increasing number of terms, \( M \)) are presented in Figures 8 (b-f). While the overall MSE (or FVU, fraction of variance unexplained) of each model expectedly decreases with increasing model complexity, the spatiotemporal distribution of the model error offers valuable insights into the physics captured by each model and the impact of its approximations. Figure 8 (b), for instance, shows the error distribution of the simplest 1-term model (corresponding to the adiabatic closure model), which neglects heat flux, pressure anisotropy, and Joule heating, capturing only compressional heating. The coherent structures seen in the error distribution, which closely correlate with the structures seen in \( \frac{Dp}{Dt} \), indicate that this simplified model provides an overall crude approximation to the dynamics in the data. The more refined 2-term model that includes finite heat flux physics, leads to a much improved description of the plasma dynamics downstream of the shock, leaving only the shock transition itself poorly described [Figure 8 (c)]. This indicates that there remains missing physics in the model to correctly describe the shock transition region. Indeed, it is well known that this region is characterized by high pressure anisotropy and Joule heating, and the inclusion of these effects in the more complex models show progressively improved approximations of the plasma dynamics at the shock transition [Figures 8 (d-f)].

Therefore, the spatiotemporal distribution of the model error on the data not only elucidates where and when different dynamical terms are important, but can also serve as an indicator of missing physics (informing on incompleteness of the library of candidate terms \( \Theta \) used in the regression). This can be extremely useful when applying this methodology to infer models of complex and poorly understood plasma phenomena. By pinpointing where and when the model errors are most significant, the spatiotemporal error distribution provides important clues as to what the missing physics is, and serves as a guide on how to expand and refine the library \( \Theta \).
[1] S. von Goeler, W. Stodieck, and N. Sauthoff, Studies of internal disruptions and \( m = 1 \) oscillations in tokamak discharges with soft—x-ray techniques, Physical Review Letters 33, 1201 (1974).

[2] B. B. Kadomtsev, Disruptive instability in tokamaks, Soviet Journal of Plasma Physics 1, 389 (1975).

[3] R. Blandford and D. Eichler, Particle acceleration at astrophysical shocks: A theory of cosmic ray origin, Physics Reports 154, 1 (1987).

[4] A. R. Bell, Turbulent amplification of magnetic field and diffusive shock acceleration of cosmic rays, Monthly Notices of the Royal Astronomical Society 353, 550 (2004).

[5] J. M. Dawson, Particle simulation of plasmas, Reviews of Modern Physics 55, 403 (1983).

[6] C. K. Birdsall and A. B. Langdon, Plasma Physics via Computer Simulation (McGraw-Hill, Electrical Engineering and Computer Sciences Department, University of California, Berkeley, 1991).

[7] A. Zocco and A. A. Schekochihin, Reduced fluid-kinetic equations for low-frequency dynamics, magnetic reconnection, and electron heating in low-beta plasmas, Physics of Plasmas 18, 102309 (2011).

[8] A. Crestetto, F. Deluzet, and D. Doyen, Bridging kinetic plasma descriptions and single-fluid models, Journal of Plasma Physics 86, 825860501 (2020).

[9] G. W. Hammett and F. W. Perkins, Fluid models for Landau damping with application to the ion-temperature-gradient instability, Physical Review Letters 64, 3019 (1990).

[10] J. Bongard and H. Lipson, Automated reverse engineering of nonlinear dynamical systems, Proceedings of the National Academy of Sciences of the United States of America 104, 9943 (2007).

[11] M. Schmidt and H. Lipson, Distilling Free-Form Natural Laws from Experimental Data, Science 324, 81 (2009).

[12] S.-M. Udrescu and M. Tagmark, Al Feynman: A physics-inspired method for symbolic regression, Science Advances 6, eaay2631 (2020).

[13] M. Cranmer, A. Sanchez Gonzalez, P. Battaglia, R. Xu, K. Cranmer, D. Spergel, and S. Ho, Discovering symbolic models from deep learning with inductive biases, in Advances in Neural Information Processing Systems, Vol. 33, edited by H. Larochelle, M. Ranzato, R. Hadsell, O. Balduzzi, and Y. LeCun (Curran Associates, Inc., 2020) pp. 17429–17442.

[14] W.-X. Wang, R. Yang, Y.-C. Lai, V. Kovanis, and C. Grebogi, Predicting Catastrophes in Nonlinear Dynamical Systems by Compressive Sensing, Physical Review Letters 106, 154101 (2011).

[15] S. L. Brunton, J. L. Proctor, and J. N. Kutz, Discovering governing equations from data by sparse identification of nonlinear dynamical systems, Proceedings of the National Academy of Sciences 113, 3932 (2016).

[16] S. H. Rudy, S. L. Brunton, J. L. Proctor, and J. N. Kutz, Data-driven discovery of partial differential equations, Science Advances 3, e1602614 (2017).

[17] H. Schaeffer, Learning partial differential equations via data discovery and sparse optimization, Proceedings of the Royal Society A: Mathematical, Physical and Engineering Science 473, 20160446 (2017).

[18] M. Dam, M. Brons, J. Juul Rasmussen, V. Naulin, and J. S. Hesthaven, Sparse identification of a predator-prey system from simulation data of a convection model, Physics of Plasmas 24, 022310 (2017).

[19] A. A. Kapitanoglu, K. D. Morgan, C. J. Hansen, and S. L. Brunton, Physics-constrained, low-dimensional models for magnetohydrodynamics: First-principles and data-driven approaches, Physical Revie E 104, 015206 (2021).

[20] T. M. O’Neil, J. H. Winfrey, and J. H. Malmberg, Nonlinear interaction of a small cold beam and a plasma, The Physics of Fluids 14, 1204 (1971).

[21] R. Chartrand, Numerical Differentiation of Noisy, Nonsmooth Data, ISRN Applied Mathematics 2011, 1 (2011).

[22] J. P. Crutchfield and B. McNamara, Equations of motion from a data series, Complex systems. 1, 417 (1987).

[23] H. Schaeffer and S. G. McCalla, Sparse model selection via integral terms, Phys. Rev. E 96, 023302 (2017).

[24] P. A. K. Reinbold, D. R. Gurevich, and R. O. Grigoriev, Using noisy or incomplete data to discover models of spatiotemporal dynamics, Physical Review E 101, 010203(R) (2020).

[25] D. A. Messenger and D. M. Bortz, Weak sindy for partial differential equations, Journal of Computational Physics 443, 110525 (2021).

[26] E. S. Weibel, Spontaneously growing transverse waves in a plasma due to an anisotropic velocity distribution, Physical Review Letters 2, 83 (1959).

[27] B. D. Fried, Mechanism for instability of transverse plasma waves, The Physics of Fluids 2, 337 (1959).

[28] M. V. Medvedev and A. Loeb, Generation of magnetic fields in the relativistic shock of gamma-ray burst sources, The Astrophysical Journal 526, 697 (1999).

[29] L. O. Silva, R. A. Fonseca, J. W. Tonge, W. B. Mori, and J. M. Dawson, On the role of the purely transverse weibel instability in fast ignitor scenarios, Physics of Plasmas 9, 2458 (2002).

[30] F. Fiuza, G. F. Swadling, A. Grassi, H. G. Rinderknecht, D. P. Higginson, D. D. Ryutov, C. Bruelsemma, R. P. Drake, S. Funk, S. Glener, G. Gregori, C. K. Li, B. B. Pollock, B. A. Remington, J. S. Ross, W. Rozmus, Y. Sakawa, A. Spitkovsky, S. Wilks, and H.-S. Park, Electron acceleration in laboratory-produced turbulent collisionless shocks, Nature Physics 16, 916 (2020).

[31] D. W. Forslund and J. P. Freidberg, Theory of Laminar Collisionless Shocks, Physical Review Letters 27, 1189 (1971).

[32] L. O. Silva, R. A. Fonseca, J. W. Tonge, J. M. Dawson, W. B. Mori, and M. V. Medvedev, Interpenetrating plasma shells: Near-equipartition magnetic field generation and nonthermal particle acceleration, The Astrophysical Journal 596, L121 (2003).

[33] A. Spitkovsky, Particle acceleration in relativistic collisionless shocks: Fermi process at last?, The Astrophysical Journal 682, L5 (2008).

[34] L. Sironi and A. Spitkovsky, Particle acceleration in relativistic magnetized collisionless electron-ion shocks, The Astrophysical Journal 726, 75 (2010).

[35] D. Caprioli and A. Spitkovsky, Simulations of ion acceleration at non-relativistic shocks. i. acceleration efficiency., The Astrophysical Journal 783, 91 (2014).

[36] J. Giacalone and J. R. Jokipii, Magnetic field amplification by shocks in turbulent fluids, The Astrophysical
J.-C. Loiseau and S. L. Brunton, Constrained sparse
G. F. Chew, M. L. Goldberger, F. E. Low, and S. Chan-
X.-N. Bai, D. Caprioli, L. Sironi, and A. Spitkovsky,
S. W. Skillman, H. Xu, E. J. Hallman, B. W. O’Shea,
J. O. Burns, H. Li, D. C. Collins, and M. L. Norman, Cos-
ological magnetohydrodynamic simulations of galaxy
cluster radio relics: insights and warnings for observa-
tions, The Astrophysical Journal 765, 21 (2013).

H. Kang and T. W. Jones, Diffusive shock acceleration in
oblique magnetohydrodynamic shocks: Comparison with
monte carlo methods and observations, The Astrophysical
Journal 476, 875 (1997).

A. Beresnyak, H. Yan, and A. Lazarian, Numerical study
of cosmic ray diffusion in magnetohydrodynamic turbu-
ence, The Astrophysical Journal 728, 60 (2011).

A. J. van Marle, F. Casse, and A. Marcowith, On mag-
netic field amplification and particle acceleration near
non-relativistic astrophysical shocks: particles in MHD
cells simulations, Monthly Notices of the Royal Astra-
omical Society 473, 3394 (2017).

R. A. Fonseca, S. F. Martins, L. O. Silva, J. W. Tonge,
R. A. Howard, J. C. Kasper, J. Kinnison, M. Kus-
ter, D. Lario, M. K. Lockwood, D. J. McComas, N. E.
Raouafi, and A. Szabo, The solar probe plus mission:
Humanity’s first visit to our star, Space Science Reviews
204, 7 (2016).

Y. L. Klimontovich, The Statistical Theory of Non-
Equilibrium Processes in a Plasma, Vol. 9 (Pergamon,
1967).

A. R. Fonseca, L. O. Silva, F. S. Tsung, V. K. Decyk,
W. Lu, C. Ren, W. B. Mori, S. Deng, S. Lee, T. Kat-
souleas, and J. C. Adam, Osiris: A three-dimensional,
fully relativistic particle in cell code for modeling plasma
based accelerators, Lecture Notes Computational Science
2331, 342 (2002).

R. A. Fonseca, S. F. Martins, L. O. Silva, J. W. Tonge,
F. S. Tsung, and W. B. Mori, One-to-one direct modeling
of experiments and astrophysical scenarios: pushing the
envelope on kinetic plasma simulations, Plasma Physics
and Controlled Fusion 50, 124034 (2008).