Machine Learning to Tackle the Challenges of Transient and Soft Errors in Complex Circuits

Thomas Lange†, Aneesh Balakrishnan‡, Maximilien Glorieux*, Dan Alexandrescu*, Luca Sterpone‡

†iRoC Technologies, Grenoble, France
‡Dipartimento di Informatica e Automatica, Politecnico di Torino, Torino, Italy

Abstract—The Functional Failure Rate analysis of today’s complex circuits is a difficult task and requires a significant investment in terms of human efforts, processing resources and tool licenses. Thereby, de-rating or vulnerability factors are a major instrument of failure analysis efforts. Usually computationally intensive fault-injection simulation campaigns are required to obtain a fine-grained reliability metrics for the functional level. Therefore, the use of machine learning algorithms to assist this procedure and thus, optimising and enhancing fault injection efforts, is investigated in this paper. Specifically, machine learning models are used to predict accurate per-instance Functional De-Rating data for the full list of circuit instances, an objective that is difficult to reach using classical methods. The described methodology uses a set of per-instance features, extracted through an analysis approach, combining static elements (cell properties, circuit structure, synthesis attributes) and dynamic elements (signal activity). Reference data is obtained through first-principles fault simulation approaches. One part of this reference dataset is used to train the machine learning model and the remaining is used to validate and benchmark the accuracy of the trained tool. The presented methodology is applied on a practical example and various machine learning models are evaluated and compared.

Index Terms—Transient Faults, Single-Event Effects, Fault Injection, Machine Learning, Linear Least Squares, k-NN, CART, Ridge Regression, Support Vector Regression

I. INTRODUCTION

Due to technology scaling, lower supply voltages and higher operating frequencies, modern circuits become more and more vulnerable to reliability threats. Additionally, today’s reliability standards and customers’ expectations set tough targets for the quality of electronic devices and systems. Especially, transient faults, such as Single-Event Upsets and Single-Event Transients in the individual sequential and combinatorial cells, have been identified as the leading contributor to the overall failure rate for many applications [1],[2]. Therefore, determining the Soft-Error Rate of the circuit is an important task. However, due to the increasing complexity of today’s circuits, a detailed failure analysis requires a significant investment in terms of human efforts, processing resources and tool licenses. Therefore, new methodologies need to be considered, in order to lower the cost of failure analysis efforts.

This work was supported by the RESCUE project which has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No. 722325.

A. Objective of Our Methodology

One of the major metrics used in today’s functional safety analysis are de-rating or vulnerability factors. Using classical methods to obtain accurate per-instance Functional De-Rating data for the full list of circuit instances is a complex and computationally intensive task. Therefore, the methodology used in this paper assists this procedure with the help of machine learning algorithms. Previous works have shown that certain characteristics of the circuit, such as structure and signal probability, can be related to the masking effect and thus, used to estimate vulnerability factors [3]–[5]. Since machine learning algorithms are very suitable to learn even complex relationships, we expect that these models are able to learn and predict the Functional De-Rating by using similar circuit features. The here used set of features, which individually characterises each flip-flop instance in the circuit, is used to train the machine learning model in a supervised learning approach. The trained model predicts the remaining Functional De-Rating values for the flip-flop instances, which were not used for training. The methodology is applied on a practical example and the paper focuses on the evaluation of various machine learning models in terms of performance and timing.

B. Organisation of the Paper

The rest of this paper is organised as follows: Section II briefly summarises the definition of Single-Event Effects and the different de-rating mechanism. The methodology is described in section III and applied on a practical example in section IV. Various machine learning models are evaluated and compared to each other. Section V summarises this paper and gives concluding remarks, as well as prospects for future work.

II. DE-RATING MECHANISMS

Transient faults, or Single-Event Effects (SEE), are caused by a single, energetic particles striking through the device. The subsequent propagation of this fault in the system can lead to observable effects (failures) up to the system level. However, not all faults necessarily manifest themselves as errors or failures in the system. Four de-rating mechanisms can reduce the effect of SEEs on the actual error rate significantly [6],[7]. Electrical De-Rating (EDR) describes the effect when the transient pulse is filtered due to narrowing. By the time
the transient reaches the end of the path the voltage of the pulse is below the switching threshold. Temporal De-Rating (TDR) applies when the transient fault reaches the input of a sequential element but is not sampled, because it arrives outside the latching window. Logical De-Rating (LDR) means that the transient fault is not propagating due to the state of a controlling input of a gate (e.g. value 1 on an OR2 gate). The Functional De-Rating (FDR) considers the transient fault on the application level. Even when the transient fault is not masked by any other mechanism and thus, propagates to the system output, the impact at the functional level can considerably vary. Depending on the criteria defining the acceptable behaviour of the circuit, in many cases the fault is benign.

These de-rating mechanisms are used to evaluate the probability of the propagation of a fault and are usually determined by using probabilistic algorithms and simulation based approaches. All the different evaluation steps can require significant investment in terms of human efforts, processing resources and licenses for different tools. Thereby, especially the simulation based approaches to determine the Functional De-Rating are very computationally intensive.

The used methodology in this paper estimates the Functional De-Rating factors for individual flip-flops with the help of Machine Learning algorithms. Therefore, supervised regression models are used to predict the continues variable. These models try to learn the dependency between a set of input features and the target output variable, usually based upon a mathematical model, by using sample data (also called training data). The learned relationships is used to predict new data points [8]. The methodology is presented in detail in the next section.

III. METHODOLOGY

The implemented procedure to predict the Functional De-Rating factors per flip-flop instance is based on machine learning regression models and shown in Fig. 1. The gate-level netlist of the circuit and a corresponding testbench are used to extract the features for each flip-flop in the circuit. They are also used in a statistical fault injection simulation to determine the FDR factors for one part of the circuit. The determined FDR factors per flip-flop and the associated flip-flop features form the training data set, used to train the ML model. The size of the training data set is defined by the training size and thus, also defines the number of fault injections to perform. Eventually, the trained model can be used to estimate the FDR values of the remaining flip-flops.

A. Flip-Flop Feature Extraction

The extraction of the flip-flop feature set needs to be efficient in order to compete with the classical fault injection approach. Therefore, the used feature set to characterise each flip-flop instance, contains only simple characteristics which are easy and fast to obtain. The feature set combines static elements, such as cell properties, circuit structure and synthesis attributes, as well as dynamic elements, such as signal activity.

The structural features for each flip-flop are flip-flop fan-in/fan-out, number of connections from/to other flip-flops within the circuit, connections from/to primary input/output and the corresponding proximity (number of stages), if the flip-flop is part of a bus, the bus position and corresponding bus length, and if the flip-flops has a feedback loop and the corresponding depth (number of stages). Further features were extracted which are related to the synthesis of the circuit. The synthesis related features are flip-flop drive strength, combinational fan-in/fan-out and the depth of the combinational path. To consider the workload of the circuit, features are required which describe the dynamic behaviour of the flip-flops. Therefore, the signal activity for each flip-flop is described by the number of state changes and the time the output is at logical 0/1.

B. Model Training and Hyperparameter Optimisation

Machine learning models are usually represented by internal parameters or an internal state. These parameters or the state are determined during the training process by the machine
learning algorithm. Additionally, most of the machine learning algorithms can be controlled by hyperparameters. In contrast to the internal parameters or state, these hyperparameters are not derived by the training algorithm and need to be manually set before the training process. The problem of finding the optimal set hyperparameters for the model is called hyperparameter optimisation. Therefore, several instances of the model need to be trained and evaluated for different tuples of hyperparameters. The tuple that minimises a predefined loss function or evaluation metrics yields an optimal model. A random search method combined with a grid search method is a common approach to perform the optimisation. There, the model is first evaluated for parameter values randomly generated in a given distribution. Afterwards a more detailed grid search is performed within the region of the values obtained by the random search \cite{9}.

C. Model Evaluation

In order to measure and evaluate the performance of a machine learning model different metrics are used. In this paper the mean absolute error (MAE), the maximum absolute error (MAX), the root-mean-square error (RMSE), the explained variance (EV) and the coefficient of determination ($R^2$) are considered. Further, cross-validation is used to ensure that the model is not only trained for one particular training and test data set. There, the model is trained and evaluated against multiple train and test splits of the data. Several subsets, or cross validation folds, of the data set are created and each fold is used to train and evaluate a separate model. Thus, instead of relying only on one single training and test data set, a more stable performance measure is obtained which indicates how the model is likely to perform on average \cite{10}.

IV. EVALUATING MACHINE LEARNING MODELS

PREDICTING FUNCTIONAL DE-RATING FACTORS

In this section the presented methodology is applied on a practical example and various machine learning models are evaluated and compared. Therefore, first, a full flat statistical fault injection campaign was performed to get the Functional De-Rating factors for each flip-flop. These are partly used to train the machine learning models and further, serve as a reference for the model evaluation. Afterwards, the trained models are used to predict the individual Functional De-Rating factors. The performance of the prediction is evaluated for different training sizes by using several metrics. Additionally, the fit and prediction time for different training sizes were measured and compared to each other, as well as the time to perform the hyperparameter optimisation, which is compared against the full fault injection campaign\cite{11}.

A. Circuit Under Test

For the practical example, the Ethernet 10GE MAC Core from OpenCores is used. This circuit implements the Media Access Control (MAC) functions as defined in the IEEE 802.3ae standard. The 10GE MAC core has a 10 Gbps interface (XGMII TX/RX) to connect it to different types of Ethernet PHYs and one packet interface to transmit and receive packets to/from the user logic \cite{11}. The circuit consists of control logic, state machines, FIFOs and memory interfaces. It is implemented at the Register-Transfer Level (RTL) and is publicly available on OpenCores.

The corresponding testbench writes several packets to the 10GE MAC transmit packet interface. As packet frames become available in the transmit FIFO, the MAC calculates a CRC and sends them out to the XGMII transmitter. The XGMII TX interface is looped-back to the XGMII RX interface in the testbench. The frames are thus processed by the MAC receive engine and stored in the receive FIFO. Eventually, the testbench reads frames from the packet receive interface and prints out the results \cite{11}. During the simulation all sent and received packages to and from the core are monitored and recorded. This record is used as the golden reference for the fault injection campaign.

By synthesising the design using the NanGate FreePDK45 Open Cell Library \cite{12}, the gate-level netlist was obtained and 1054 flip-flops have been identified. The netlist and the testbench are used to extract the respective features for each flip-flop, which took 184 seconds.

B. Failure Classes and Fault Injection Campaign

In order to obtain the sensitivity of each flip-flop and thus, determine the Functional De-Rating, a flat statistical fault injection campaign was performed on the gate-level netlist. One the one hand, part of this dataset is used to train the machine learning models. On the other hand, it provides an objective measure and the part of the dataset which was not used for training, is used to evaluate the trained models.

For each of the 1054 flip-flops 170 faults were injected at a random time during the active phase of the simulation. The fault injection mechanism is implemented by inverting the value stored in a flip-flop using a simulator function. In total 16 hours 41 minutes and 20 seconds were needed to perform the campaign.

For the analysis two different failure classes are considered. In case the injected fault propagates to the primary outputs of the circuit and thus, the output values are altered in comparison to the golden reference, an Output Failure is counted. Further, if the payload of the final received packages is corrupted or the circuit stopped sending or receiving data, the simulation run was considered as an Application Failure. Eventually, the corresponding De-Rating factor is calculated by the number of simulation runs with an Output Failure or Application Failure respectively, divided by the number of total simulation runs.

C. Evaluated Regression Models

Several machine learning models were used to predict the two described failure classes, Output and Application Failure. Therefore, the data obtained from the fault injection campaign and the extracted flip-flop features form the training and test
Fig. 2. Prediction of the Output Failure for one test data fold (training size = 50%).

Fig. 3. Learning curve and fit time predicting the Output Failure (cross validation = 10).
data set. All evaluated models are implemented using Python’s scikit-learn Machine Learning framework [13].

Before learning the models the feature set is standardised, by removing the mean and scaling to unit variance. Further, since the FDR factors are within the range of 0 to 1, the predicted values are clipped to expected output range. For the hyperparameter search and evaluation a cross validation fold of 10 and a training size of 50% are used.

The investigated models are briefly described in the following (for a more detailed description see [14] for example) and the prediction performances for the two failure classes are given in Table I and Fig.2. For a selection of models the prediction of one test data fold is shown in Fig.2 for the Output Failure and Fig.4 for the Application Failure. Further, Figs.3 and Figs.5 show the learning curves, which describes the performance of the model for different training sizes.

1) Linear Least Squares Regression: The Linear Least Squares algorithm, is based on a linear model. The target output variable is represented as a linear combination of the input feature variables. Thereby, the algorithm targets to minimise the sum of squared residuals, the squared sum of the difference between the true value in the training dataset and the predicted value by the linear approximation.

2) k-Nearest Neighbors Regression: The k-Nearest Neighbor (k-NN) algorithm exploits feature similarity to predict values of new data points. During the training phase the training data set is only indexed and stored into a database. Then, the value of a new data point is predicted based on how closely it resembles to the points in the training set. A weighted average of the k-nearest neighbors is used to predict the value, where the weight is calculated by the inverse of the distances and the distance itself can be any metric measure, such as the Manhattan or Euclidean distance. Hence, the model hyperparameters are k and the distance metrics.

   During the hyperparameter optimisation it was found that the model performed the best with k = 3 and Manhattan distance as metric measure for both failure classes.

3) Decision Tree Regression: Decision Trees in Machine Learning are models which recursively partitioning the input feature space by inferring simple decision rules from the training data. This is usually represented by a tree structure where the decision rules are defined in the branches of the tree and the leaves contain the trained value. In general, the deeper the tree, the more different decision rules it has which results in a more complex model. However, this can also lead to over-complex trees that do not generalise the training data, also called overfitting.

   The considered hyperparameters for this model are controlling the structure of the tree, such as the maximum depth, the maximum number of leaf nodes and the balance of the tree. Further parameters defined by the framework are set to their default values.

   The hyperparameter optimisation has shown that the model performs at best for both failure classes when the tree structure is not restricted (no maximum for the depth and number of leaf nodes is set and no restriction to balance the tree).

4) Kernel Ridge Regression: The Ridge regression algorithm is modifying the ordinary least squares regression by imposing a penalty on the size of the coefficients (regularisation). Another advantage of the Ridge regression is, that it can be extended to use kernel functions. These functions perform a transformation of the input values and map them to a higher dimensional space. Thus, it is possible to learn a linear function in the space induced by the respective kernel. For non-linear kernels, this corresponds to a non-linear function in the original space. This is useful for regression problems which cannot adequately be described by linear models.

   The hyperparameter of the model are the regularisation hyperparameter α, γ to control the kernel function, d to define the degree of the polynomial kernel and the independent term r in the polynomial and sigmoid kernel.

   The best performance when using a Ridge regression with a polynomial kernel was found with degree of d = 2 for both failure classes.

5) Support Vector Regression: The Support Vector Regression (SVR) is similar to the Ridge Regression where the loss function is modified in such a way that predictions only depend on a subset of the training data, known as support vectors. The goal is to find a function where each training data points within an ε-tube are not penalised, and at the same time is as flat as possible. SVR can also operate with the kernel trick and the framework provides the same kernels as for the Ridge Regression. The model defines several hyperparameters, such as the penalty factor C, the size of the ε-tube, γ to control the kernel function, d to define the degree of the polynomial kernel and the independent term r in the polynomial and sigmoid kernel.

   The SVR with a polynomial kernel operated the best when a degree of d = 3 for Output Failure and d = 5 for the Application Failure was chosen.

D. Comparison and Discussion

1) Prediction Performance: Comparing the general performance of the different models shown in Tab. 1 it can be seen that the Linear Least Squares regression and the regression models using linear kernels are rated the worst. The Decision Tree regression, instance-based k-NN algorithm, as well as the kernel-based algorithms using a non-linear kernel performing much better (except by using the Sigmoid kernel). This suggests that the features, used for the prediction, are not linear dependent to the target variable, the Functional De-Rating factor.

   The prediction performance of the Output Failure compared to the Application Failure is better in all cases, especially for the linear models. This could be explained by the additional complexity the models have to learn to predict the failure on the application level, but also indicates missing features which are more representative for the application. However, looking at the non-linear models the difference is not very significant, which demonstrates that these models are also able to learn the higher complexity. Further, increasing the number
of features can also decrease the performance due to the curse of dimensionality [15].

The learning curves in Fig. 3 and Fig. 5 show that the performance does not significantly improve with training sizes higher than 50%. This means, by using the proposed method in a fault injection campaign, the time needed to obtain a detailed list of Functional De-Rating factors can be reduced by half. The cost can even be reduced further, in exchange of a slight reduction in accuracy of about 10%. Thus, a more aggressive optimisation, a cost reduction up to 5×, can be achieved.

2) Training and Prediction Time: The fit and prediction time of a model defines how many hyperparameter combinations can be tested in order to find the best performance in a reasonable amount of time. In this paper, the number of hyperparameter combinations was chosen such that the total needed training time is about 30 minutes, in order to have a substantial advantage to the fault injection simulation. Thus, the total time to extract the features and train a model would be about 3% of the total time needed to perform the full fault injection campaign. In addition, it should be noted that the used machine learning framework does not require any licenses and offers several functions to parallelize the computation on clusters. Hence, testing the hyperparameter combinations can be accelerated more easily than the accelerating the fault injection campaign.

Looking at the fit time in relation to the training size, shown in Fig. 3 and Fig. 5, it can be observed that with more training data the time needed to fit a model is increasing. Especially, the Ridge algorithm and SVR are known for a quadratic dependency of the training data. In contrary, the fit time of the k-NN and Decision Tree algorithm is increasing linearly with the training data [14]. This might make them more suitable to learn very large circuits with a high number of flip-flops.

V. CONCLUSION AND FUTURE WORK

In this paper, machine learning techniques were used to assist the Functional Failure analysis of complex circuits. The presented methodology reduces the computational cost to determine the Functional De-Rating factors of the circuit’s sequential logic. The aim is to predict factors per individual instance, which is particularly difficult to obtain using classical approaches such as clustering, selective fault simulation or fault universe compaction techniques.

The methodology was applied in a practical example where several machine learning models were evaluated, predicting two different failure classes, first, predicting the propagation of a fault to the primary output and second, predicting the rate of a fault leading to a functional failure. The performance comparison has shown that linear models are not suitable to fit the problem. Much better performances were achieved with the instance-based k-NN model, the Decision Tree regression or kernel-based algorithm with non-linear kernels and training sizes of 20% to 50%. This means, the cost can be reduced of a fault injection campaign can be reduced by a factor of 2 up to 5 times in compared to a classical statistical fault injection campaign.

The comparison between the two failure classes has shown that the machine learning models are better in predicting
Fig. 4. Prediction of the Application Failure for one test data fold (training size = 50%).

(a) Linear Least Squares  
(b) $k$-Nearest Neighbors  
(c) Decision Tree  
(d) Ridge w/ Polynomial Kernel (Degree 2)  
(e) SVR w/ Polynomial Kernel (Degree 5)  
(f) SVR w/ RBF Kernel

Fig. 5. Learning curve and fit time predicting the Application Failure (cross validation = 10).

(a) Linear Least Squares  
(b) $k$-Nearest Neighbors  
(c) Decision Tree  
(d) Ridge w/ Polynomial Kernel (Degree 2)  
(e) SVR w/ Polynomial Kernel (Degree 5)  
(f) SVR w/ RBF Kernel
the fault propagation to the output better than the functional failure rate, although the difference is not significant for non-linear models. This indicates that new features should be considered which characterise the functional behaviour more accurately. Further, the value of each feature should be evaluated separately, in order to reduce the dimension which might have a positive effect on the performance, as well as prediction and training time.
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