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ABSTRACT

Phonetic dictionaries are regarded as pivotal components of speech recognition systems. The function of speech recognition research is to generate a machine which will accurately identify and distinguish the normal human speech from any other speaker. Literature affirmed that Arabic phonetics is one of the major problems in Arabic speech recognition. Therefore, this paper reviews previous studies tackling the challenges faced by initiating an Arabic phonetic dictionary with respect to Arabic speech recognition. It has been found that the system of speech recognition investigated areas of differences concerning Arabic phonetics. In addition, an Arabic phonetic dictionary should be initiated where the Arabic vowels’ phonemes should be considered as a component of the consonants’ phonemes. Thus, the incorporation of developed machine translation systems may enhance the quality of the system. The current paper concludes with the existing challenges faced by Arabic phonetic dictionary.
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1 Introduction

Speech recognition technology has historically achieved gradual progression since 50 years. It has successful attempts in coining various considerable applications. Several application areas of speech technology need particular type of initial analysis of speech. Such areas involve speaker recognition, speech coding, speech synthesis, and speech recognition (El-Henawy, Khedr, E.Lkomy & Abdalla, 2014). The phonetic dictionary is regarded as one of the critical parts of the modern large vocabulary speech recognition systems (Young, 1996). In speech recognition systems, this type of dictionary functions as a mediator between Language Model and Acoustic Model. It involves the words existing in the language and the pronunciation with respect to phonemes or the allophones existing in the acoustic model (Ali, Elshafei, Al-Ghamdi, Al-Muhtaseb, & Al-Najjar, 2008). Due to the substantial number of pronunciation exceptions in English, this type of dictionary was basically constructed manually by experts many years ago. In contrast, Arabic language pronunciation is subject to certain rules and patterns if the given text is fully diacritized. Research actually identified a number of these pronunciation rules (Elshafei, 1991; Alghamdi, Almuhtasib, & Elshafei, 2004). Furthermore, it should be noted that the association between the language representation and the acoustic representation is provided by the pronunciation representation. A list of words that have multiple or individual phonetic transcriptions exist in the pronunciation lexicon. Hence, two aspects of textual model represented by phoneme-based model involving short vowels and grapheme-based model that has no short vowels can be utilized in a dictionary (Alsharhan & Ramsay, 2020).

Arabic speech recognition development involves a multi-discipline effort. This process needs to incorporate Arabic phonetic (Alghamdi, 2003) and Arabic speech processing techniques (Elshafei, Almuhtasib, & Alghamdi, 2002). Development of an Arabic speech recognition system has recently been addressed by a number of researchers (Satori, Harti, & Chenfour, 2007; Hiyassat, 2007). Thus, an Arabic phonetic dictionary along with its management tools is highly required by the whole approaches interested in large vocabulary Arabic speech recognition systems.
The purpose of speech recognition research is to generate a machine that will accurately recognize and identify the normal human speech originated from any speaker. However, Arabic speech recognition encounters a number of challenges. One of these problems includes Arabic phonetics. In addition, Arabic has many dialects in a way that words are pronounced differently. According to Elmahdy, Gruhn, Minker, and Abdennadher (2009), the researchers summarized the major challenges in Arabic speech recognition. Such challenges involve Arabic phonetics, diacritization problem, morphological complexity, and grapheme-to-phoneme relation. Hence, additional confusion will be attached to the Arabic Speech Recognition decoder. In addition, a number of challenges for Arabic speech recognition have been noted. These problems include very large lexical variety, no diacritics, and dialectal variants (Lamel, Messaoudi, & Gauvain, 2009).

Moreover, an Arabic speech recognition system development primarily needs the construction of an Arabic Speech Corpus. Speech recognition model training also needs the construction of an Arabic phonetic dictionary along with its management tools. Such dictionary should encompass the entire probable phonetic pronunciations of any given word in the vocabulary system (Elshafei, Al-Muhtaseb, & Al-Ghamdi, 2008). It is important that some studies provide a rule-based technique to produce Arabic phonetic dictionaries including a large vocabulary speech recognition system. The current study aims at reviewing previous studies tackling the challenges experienced by Arabic phonetic dictionaries.

2 An Arabic Phonetic Dictionary

A phonetic dictionary is considered as a basic structure relating to the production of Arabic speech recognition system. Regarding the Arabic phonetics, the significant work began in 2002. Abushariah, Ainon, Zainuddin, Elshafei, and Khalifa (2012) conducted a comprehensive study concerning the Arabic phonetics and they revealed almost the most important points about its function. In another study conducted by Ali, Elshafei, Al-Ghamdi, Al-Muhtaseb and Al-Najjar (2009), an Arabic phonetic database was proposed. This proposal gave valuable details of the Arabic sounds articulatory mechanism. It involves more than 46000 files. Hyassat and Zitar (2008) offered a group of Arabic phonological rules. The rules included the phonemes of each letter. They also included the particular phonemes produced from a combination of letters. Another study dealt with Arabic phonetic dictionaries (Abushariah et al., 2012). The authors affirmed that using the rules of linguistic pronunciation in producing dictionaries can develop the result related to phone and word recognition based on Modern Standard Arabic.

Recently, an Arabic speech recognition system development has been tackled by many researchers (Alsharhan & Ramsay, 2020; Satori et al. (2007). For example, Satori et al. (2007) conducted a study relating to the use of Sphinx tools for Arabic speech recognition. The authors explained the use of the tools in order to recognize the isolated Arabic digits. In that study, the data were recorded from 6 speakers. They gained digits recognition accuracy of 86.66%.

Furthermore, Afify, Nguyen, Xiang, Abdou, and Makhoul (2005) made a comparison between grapheme-based recognition system and explicitly modeling short vowels. The researchers concluded that modeling short vowels improves recognition performance. Billa et al. (2002) provided a description of audio indexing system development for Arabic broadcast news. In their study, critical issues involved three main structures of the audio indexing system. These components included automatic speech recognition, named entity identification, and speaker identification. In addition, a study conducted by Hyassat (2007) interested Arabic pronunciation dictionaries. The researcher cultivated a tool to produce an Arabic pronunciation dictionary. It is interesting to indicate that the generated dictionaries are built on the basis of a small MSA speech corpus containing digits or command as well as control vocabulary.

3 Arabic Speech Recognition System Development

In order to enhance the speech recognition system performance, Alsharhan and Ramsay (2019) determining the appropriate method to well adopt the phonological characteristics of the Arabic language. The researchers noted that the impact of the local context is regarded as one of the major challenges that
confront the processing of Arabic. This local context causes remarkable changes in the phonetic model of a given text, and in turn this induces the misclassification of the recognition engine. To solve such dilemma, the researchers suggested that a group of language-individual grapheme-to-allophone rules should be developed. Thus, particular allophonic variations can be predicted and a phonetic transcription can be therefore provided.

In another study conducted by Masmoudi, Bougares, Ellouze, Estève, and Belguith (2018), the researchers adopted the model of resources and speech tools needed for the Automatic Speech Recognition system development pertaining to the Tunisian dialect. However, their developing system confronted some challenges including the lack of the remarks on tools and resources. Besides, the mispronunciation dictionary required for the development of ASR system noticeably existed. In addition, Zarnoufi, Jaafar, Bachri, and Abik, (2020) noted that using the Moroccan Arabic dialect dramatically causes difficulties in NLP tasks in written communications. Therefore, the researchers adopted a Moroccan Arabic dialect dictionary by which it offered the canonical forms. In their study, they constructed a normalization dictionary referring to as MANorm. Thus, the previous studies outline the challenges confronted by researchers in order to get better solution when adopting a speech recognition system relevant to any Arabic dictionary.

It is important to note that an Arabic speech recognition development has been characterized as a multidiscipline effort; it needs Arabic phonetic integration (Algamdi 2003; Elshafei, 1991), natural language processing (Elshafei, Al-Muhtaseb, & Alghamdi, 2006), and Arabic speech processing techniques (Elshafei et al. 2002). Arabic continuous speech recognition was discussed by Al-Otaibi (2001). The researcher presented a single-speaker speech dataset for MSA. As for labeling Arabic speech, he also suggested a particular technique. Using his technique, he provided a recognition rate for speaker dependent ASR of 93.78%. The Arabic Speech Recognition (ASR) was constructed by the use of the Hidden Markov Model (HMM) tool kit (HTK).

On the other hand, Hyassat and Zitar (2008) provided a description relating to an Arabic speech recognition system on the basis of Sphinx4. Both researchers also suggested an automatic toolkit for constructing phonetic dictionaries for the Holy Qur’an as well as standard Arabic language. In this work, three corpuses were cultivated, namely, the Holy Quran corpus (HQC-1) of about 18.5 hour, the Arabic digits corpus (ADC) of less than 1 hour of speech, and the command and control corpus (CAC-1) of about 1.5 hour. It should be noted that advancements for Arabic speech recognition in the IBM system as a component of the continuous effort for the GALE project have been reported (Soltau et al., 2007). This system contains various stages integrating both vocalized and non-vocalized Arabic speech model. It also includes a training corpus of 1,800 hour of unsupervised Arabic speech. In another study, concerning Arabic spoken digits, Azmi, Tolba, Mahdy, and Fashal (2008) examined the use of Arabic syllables for speaker-independent speech recognition system. The sample for both training and testing involves 44 Egyptian speakers. The researchers found that the recognition rate gained from using syllables outperformed the rate gained from using words, monophones, and triphones by 1.79%, 2.68%, and 1.19%, respectively in a clean environment. However, syllables outperformed the rate gained from using monophones, triphones, and words by 2.09%, 1.5%, and 0.9%, respectively in noisy telephone channel.

A speech-enabled computer-aided pronunciation learning (CAPL) system was described by Abdou et al. (2006). Such system was created for teaching Arabic pronunciations to non-native speakers. In this system, a speech recognizer was used for detection of the errors in user recitation. It is interesting to note that a phoneme duration classification algorithm is activated to discover recitation errors concerning phoneme durations. In the experiment, the performance evaluation that utilized a dataset containing 6.6% wrong speech segments revealed that the system recognized the error correctly in 62.4% of pronunciation errors. It provided “Repeat Request” for 22.4% of the errors. False acceptance of 14.9% of total errors was also made.

In another study, a comparison has been made between dynamic time warping (DTW) recognizer and the polynomial classifier applied to isolated-word speaker-independent Arabic speech (Khasawneh, Assaleh,
Sweidan, & Haddad, 2004). The result showed that the polynomial classifier provided better recognition performance with a faster testing response compared to the DTW recognizer. Additionally, recent developments to English/Iraqi Arabic speech-to-speech translation system were provided in literature (Choi et al., 2008). The system provided wide developments involving machine translation (MT), components dialog manager, user interface (UI), and Arabic Speech Recognition (ASR). Additionally, a phonetic system development for Arabic speech recognition has been demonstrated (Gales et al., 2007). In order to create and improve a robust Arabic speech recognition system on the basis of a hybrid group of speech characteristics, Shoaib et al. (2003) provided a study based on a novel approach. This hybrid group includes formant frequencies and intensity contours. However, Rambow et al. (2005) revealed that there is a problem tackling the issue of parsing transcribed spoken Arabic. In their study, the researchers investigated three different approaches such as grammar transduction, sentence transduction, and treebank transduction. In general, grammar transduction has a noticeable outperformance rather than the two approaches. It is important to indicate that parsing can be used as a check for the speech recognizer n-best hypothesis in order to have them scored again based on the most syntactically exact one. Nofal, Reheem, El Henawy, and Kader (2004) showed a plan and application of stochastic-based novel acoustic types appropriate for application in addition to control of speech recognition system pertaining to the Arabic language. Park, Diehl, Gales, Tomalin, and Woodland (2009) examined the adaptation and practice of multilayer perceptron (MLP) aspects in Arabic ASRs. It is important that three plans were examined. The first scheme includes the utilization of MLP aspects to integrate short-vowel information into the letter-alphabetic system. The second one involves a quick training method for application with the perceptual linear predictive (PLP). The MLP system was adopted as well. The third plan is the utilization of linear input networks (LIN) adaptation. The last one functions as an alternative to the normal HMM-based linear adaptation was clarified.

It is crucial that a system that matches algorithm on the basis of HMM utilizing field programmable gate array (FPGA) has been carried out (Elmisery Khalil, Salama, & Hammmed, 2003). This suggested method was adopted for the sake of isolated Arabic word recognition. It obtained accuracy in comparison with the effective traditional recognition system. In addition, the algorithms and techniques adopted for modeling the acoustic-phonetic structure of Arabic speech recognition via utilizing HMMs have been highlighted in the study conducted by Mokhtar and El-Abddin (1996).

Once again, similar studies have been noticed in literature dealing with affording a system that involves speech features. Sagheer, Tsuruta, Taniguchi, and Maeda (2005) offered a system of novel visual speech aspects. The researchers adopted it so that they can highlight a system of full lip-reading. Another study conducted by Taha, Helmy, and Alex (2007) showed a new agent-based pattern for Arabic speech recognition. The Arabic speech recognition has been introduced as a Multi-agent System; each agent has a certain purpose and only tackles that purpose (Taha et al., 2007).

In order to identify isolated Arabic words, Bahi and Sellami (2001) conducted experiments and their identification system relied on a set of the vector quantization technique at the Markovian modeling and the acoustic level. It should be noted that many scholars examined using neural networks for digits identification and Arabic phonemes (Bahi & Sellami 2003; Shoaib et al. 2003). For instance, to gain constant speech recognition system, Abushariah, Ainon, Zainuddin, Elshafei, and Khalifa (2010) highlighted the evaluation, implementation and design of a study for cultivating a high performance of common speaker-individual Arabic constant system of speech recognition. Another study examined classical ASR system for six various kinds of voice disorder patients speaking Arabic digits (Muhammad, AlMalki, Mesallam, Farahat, & Alsulaiman, 2011). They used Gaussian mixture model (GMM)/HMM and MFCC as classifier and features, respectively.

As for generating a model of Arabic pronunciation dictionary, Masmoudi, Estève, Khmekhem, Bougares, and Belguith, (2014) aimed at creating an automatic pronunciation dictionary in the area of rail transport in Tunisia. This has been allocated to the Tunisian Arabic in particular. Using the Tunisian Arabic, two instruments of phonetic voweled and un-voweled words have been initiated by the researchers. Their
suggested method relied on rules to automatically establish phonetic dictionaries. The same researchers’ work outlined the process to initiate their research corpus “TARIC”, i.e. Tunisian Arabic Railway Interaction Corpus. They discussed in detail the phonological and phonetic exceptions of the Tunisian Arabic. In addition, they demonstrated certain rules utilized for building the phonetic dictionary.

Similarly, a study conducted by Elshafei, Al-Ghamdi, and Al-Muhtaseb (2008) showed a rule-based technique to initiate phonetic dictionaries used for an extended vocabulary Arabic speech recognition system. This system adopted popular pronunciation rules of Modern Standard Arabic, classical Arabic pronunciation rules, and some popular dialectal situations. Their study provided full clarification of these rules in addition to their own formal mathematical presentation. The rules were adopted to establish a dictionary for a 5.4 hours corpus of broadcast news. The phonetic dictionary consists of 23,841 definitions associated with about 14232 words. The initiated dictionary was evaluated on an Arabic speech recognition system. Furthermore, their study reported the findings of the first stage of a research work for constructing an essential performance, individually tackling the natural Arabic speech recognition system of a speaker. The purpose of their work was to develop an Arabic broadcast news transcription system. It is interesting that the Arabic speech recognition system development relied on the Carnegie Mellon university Sphinx tools. Also, the Cambridge HTK tools were also adopted at different testing phases.

It is crucial that the establishment of a dictionary connected with speech needs experts and scholars in phonology and linguistics to initiate the appropriate and relevant dictionary (Labidi, Maraoui, & Zrigui, 2016). However, with regard to Arabic phonemes, the experts in Arabic phonology have got two theories. First, the vowels phonemes do not belong to consonants phonemes. Second, as for vowels, there are no phonemes, whereas consonants only have phonemes and the vowels are included within them. In solving such challenge, Labidi et al. (2016) initiated two phonetic dictionaries in their research. Each one relied on one of the theories mentioned above. These two dictionaries examined by two Arabic automatic speech recognition systems. The findings demonstrated that the dictionaries constructed on the basis of the first theory are much suitable and provide a word error rate less than the other dictionary adopted the second theory.

4 Conclusion

It is important that the aim of this paper is to identify the challenges confronted by developing an Arabic phonetic dictionary with respect to speech recognition system. Therefore, this study reviews literature related to works on Arabic phonetic dictionary. It has been found that Arabic phonetics is regarded as one of the main problems in Arabic speech recognition. For example, Arabic speech recognition has many research issues that cause challenges such as the presence of compound words constructed by the connection of specific conjunctions, articles, prepositions, absence of short vowels in written text, and prefixes and suffixes to the word stem. Another challenge is the existence of the local context posing noticeable changes in the phonetic model of a given text, leading to the misclassification of the recognition engine in the case of generating a new system. In addition, the mispronunciation dictionary necessary for the development of ASR system does exist in addition to the lack of the remarks on speech tools and model of resources tackling the automatic speech recognition system. It has been recommended that an Arabic phonetic dictionary should not be constructed where the vowels have no phonemes; an Arabic phonetic dictionary should be generated where the Arabic vowels’ phonemes should be regarded as a part of the consonants’ phonemes. A machine that will accurately recognize and distinguish the normal human speech from any other speaker should be initiated as well. This potentially leads to the belief that the integration of updated, developed machine translation systems probably enhances the quality of the system of translation.
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