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Abstract—This paper deals with input/output-to-state stability (IOSS) of switched nonlinear systems in the discrete-time setting. We present an algorithm to construct periodic switching signals that obey pre-specified restrictions on admissible switches between the subsystems and admissible dwell times on the subsystems, and identify sufficient conditions on the individual subsystems, the admissible switches and admissible dwell times under which a switching signal obtained from our algorithm preserves stability of a switched system with overwhelming probability. We recover our earlier result on dwell times under which a switching signal obtained from individual subsystems, the admissible switches and admissible on the subsystems, and identify sufficient conditions on the properties of the individual subsystems and the admissible dwell times on the subsystems.

I. INTRODUCTION

A. The problem

A switched system has two ingredients — a family of systems and a switching signal. The switching signal selects an active subsystem at every instant of time, i.e., the system from the family that is currently being followed [9, §1.1.2]. Switched systems find wide applications in power systems and power electronics, aircraft and air traffic control, network switching in a minimum dwell time restriction on subsystems.

We consider a discrete-time switched system with inputs and outputs

\[
\begin{align*}
x(t+1) &= f_{\sigma(t)}(x(t), v(t)), \quad x(0) = x_0, \quad t \in \mathbb{N}_0, \\
y(t) &= h_{\sigma(t)}(x(t)),
\end{align*}
\]

(1)
generated by

- a family of systems

\[
x(t+1) = f_i(x(t), v(t)), \quad x(0) = x_0, \quad p \in \mathcal{P}, \quad t \in \mathbb{N}_0, \\
y(t) = h_i(x(t)),
\]

(2)
where \(x(t) \in \mathbb{R}^d\), \(v(t) \in \mathbb{R}^m\) and \(y(t) \in \mathbb{R}^p\) are the vectors of states, inputs and outputs at time \(t\), respectively, \(\mathcal{P} = \{1, 2, \ldots, N\}\) is an index set, and

- a switching signal: \(\sigma : \mathbb{N}_0 \to \mathcal{P}\).

We assume that for each \(i \in \mathcal{P}\), \(\ker f_i(\cdot, 0) = \{0\}\). Let \((x(t))_{t \in \mathbb{N}_0}\) be the solution to the switched system (1) corresponding to the switching signal \(\sigma\) and starting at \(x_0\) at \(t = 0\). The dependence of \((x(t))_{t \in \mathbb{N}_0}\) on \(\sigma\) is suppressed for notational simplicity.

Let \(\mathcal{P}_S\) and \(\mathcal{P}_U\) denote the sets of indices of input/output-to-state stable (IOSS) and unstable subsystems, respectively, \(\mathcal{P} = \mathcal{P}_S \cup \mathcal{P}_U\). We let \(E(\mathcal{P})\) denote the set of ordered pairs \((i, j)\) such that a switch from subsystem \(i\) to subsystem \(j\) is admissible, \(i, j \in \mathcal{P}\), \(i \neq j\), and \(\Delta_m\) and \(\Delta_M\) denote the admissible minimum and maximum dwell times on each subsystem, respectively.

Remark 1: A distinction between admissible and inadmissible transitions captures situations where switches between certain subsystems may be prohibited. For instance, in automobile gear switching, certain switching orders (e.g., from first gear to second gear, etc.) are followed [10, §III]. A restriction on minimum dwell time on subsystems arises in situations where actuator saturations may prevent switching frequency beyond a certain limit. Also, in order to switch from one component to another, a system may undergo certain operations of non-negligible durations [6, §I] resulting in a minimum dwell time restriction on subsystems. Restricted maximum dwell time is natural to systems whose components need regular maintenance or replacements, e.g., aircraft carriers, MEMS systems, etc. Moreover, systems dependent on diurnal or seasonal changes, e.g., components of an electricity grid, have inherent restrictions on admissible dwell times.

Let \(0 =: \tau_0 < \tau_1 < \cdots\) be the switching instants; these are the instants in time when \(\sigma\) changes its values. We call a switching signal \(\sigma\) admissible if it satisfies: \((\sigma(\tau_k), \sigma(\tau_{k+1})) \in E(\mathcal{P})\) and \(\tau_{k+1} - \tau_k \in [\Delta_m : \Delta_M]\), \(k = 0, 1, 2, \ldots\). Let \(S\) denote the set of all admissible switching signals. Recall that

Definition 1: The switched system (1) is input/output-to-state stable (IOSS) for a \(\sigma \in S\) if there exist functions \(\chi_1 \in \mathcal{KL}\) and \(\chi_2, \chi_3 \in \mathcal{K}\) such that for all bounded inputs \(v : \mathbb{N}_0 \to \mathbb{R}^m\) and \(x(0) \in \mathbb{R}^d\), we have

\[
\|x(t)\| \leq \chi_1(\|x(0)\|) \cdot t + \chi_2(\|v\|),
\]

(3)
for all \(t \in \mathbb{N}_0\), where \(\|\cdot\|\) is the Euclidean norm and \(\|w\|_s := \sup\{|w(s)| : s \in \mathbb{N}_0, s < t\}\) denotes the supremum norm of a signal \(w\) taking values in some Euclidean space.

We are interested in the following problem:

Problem 1: Design (algorithmically) a switching signal \(\sigma \in S\) that preserves IOSS of the switched system (1).

Remark 2: Observe that even though IOSS subsystems are present in the family (2), Problem (1) does not admit a trivial solution. Indeed, a restriction on the admissible maximum dwell times on the subsystems prevents the possibility that \(\sigma \equiv i\) for a fixed \(i \in \mathcal{P}_S\).
We solve Problem 1 in three steps: subsystems and admissible dwell times on the subsystems. Our contributions require a huge memory. These features motivate a search over all paths on the graph that satisfy certain properties. Hence, the design of stabilizing switching signals obeys average dwell time property [9, §3.2.2] and constrained point-wise activation of non-IOSS subsystems.

Recently in [7], [8] we addressed IOSS of switched systems under restrictions on admissible switches between the subsystems and admissible dwell times on the subsystems by employing multiple Lyapunov-like functions [3] and graph-theoretic tools [2]. A weighted directed graph is associated to a switched system: its vertices correspond to the subsystems, edges correspond to the admissible switches between the subsystems, and vertex and edge weights are scalars computed from Lyapunov-like functions corresponding to the subsystems. The proposed algorithm generates a stabilizing periodic switching signal in two stages: first, it identifies a cycle on the underlying weighted directed graph of a switched system that satisfies certain properties involving the vertex and edge weights and the admissible dwell times on the subsystems (we call it a $\Delta$-contractive cycle), and second, it constructs a switching signal by employing this cycle. We also recast the problem of detecting/designing a $\Delta$-contractive cycle as a “negative cycle” detection/design problem, for which many off-the-shelf algorithms are available. These algorithms typically involve storing connectivity and weights associated to the vertices and edges of the graph under consideration, in memory prior to their application. In addition, detection of a negative cycle often involves a search over all paths on the graph that satisfy certain properties. Hence, the design of stabilizing switching signals by involving negative cycle detection method is not suitable for large-scale switched systems. Indeed, the total number of cycles on a graph increases exponentially with the size of the graph and storing a large set of vertex and edge weights requires a huge memory. These features motivate a search for cycle detection algorithms that work well also for large graphs.

The main features of our results are the following:

- Our algorithm for the design of $\Delta$-contractive cycles does not require complete knowledge of the vertex and edge weights of the underlying weighted directed graph of a switched system for its execution, and hence also fit for large-scale switched systems (e.g., variable structure systems with a large number of substructures) for which not all the weights can be kept in memory at once. We provide probabilistic guarantees for the $\Delta$-contractivity of a cycle under mild statistical hypothesis on the connectivity and weights of the graph under consideration.

- If the constituent subsystems of a switched system are prone to evolve/drift over time in a manner that is not precisely known but certain statistical estimates of the nature of evolution are available, then our algorithm can be applied and it will construct a $\Delta$-contractive cycle with uniform probabilistic guarantees over all such evolutions.

The remainder of this paper is organized as follows: in §III we catalog a set of preliminaries for our results. Our main results appear in §IV. We conclude in §V with a brief discussion of future research direction.

**Notation:** For a finite set $A$, its size is denoted by $|A|$. For $y \in \mathbb{R}$, $\lfloor y \rfloor$ denotes the largest integer smaller than or equal to $y$. 

### B. Prior works

IOSS of switched systems, both in the continuous and discrete-time regime, has attracted considerable research attention over the past decade. In [11] IOSS of switched differential inclusions was studied. Conditions on the family of systems were identified such that a switched system generated under any switching signal is stable. A class of switching signals guaranteeing IOSS of switched nonlinear systems was characterized in [12]. The stabilizing switching signals obey average dwell time property [9, §3.2.2] and constrained point-wise activation of non-IOSS subsystems.

### C. Our contributions

In this paper we report an extension of our earlier result for GAS of switched linear systems, proposed in [1], to the setting of switched nonlinear systems with inputs and outputs under restrictions on admissible switches between the subsystems and admissible dwell times on the subsystems. We solve Problem [II] in three steps:

- first, we discuss a randomized algorithm that detects cycles on the underlying weighted directed graph of a switched system without requiring complete knowledge of the vertex and edge weights and without exploring the connectivity of the entire graph.

- second, we identify conditions on the connectivity, vertex weights scaled by an appropriate factor and edge weights of the underlying weighted directed graph of a switched system under which a cycle obtained from our algorithm is $\Delta$-contractive with overwhelming probability. The condition on connectivity of the graph corresponds to admissible switches between the subsystems and the conditions on scaled vertex weights and edge weights correspond to properties of the individual subsystems (at an abstract level of certain scalars obtained from Lyapunov-like functions corresponding to the subsystems) and the admissible minimum and maximum dwell times on the subsystems.

- third, we employ $\Delta$-contractive cycles to devise an algorithm that constructs a switching signal which obeys the pre-specified restrictions on admissible switches and admissible dwell times. A switching signal obtained from our algorithm preserves IOSS of a switched system with high probability.

The set of results presented in this paper recovers a subset of our results in [1] under sufficient conditions on the properties of the individual subsystems and the admissible dwell times on the subsystems.

### D. Paper organization
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IOSS of switched systems, both in the continuous and discrete-time regime, has attracted considerable research attention over the past decade. In [11] IOSS of switched differential inclusions was studied. Conditions on the family of systems were identified such that a switched system generated under any switching signal is stable. A class of switching signals guaranteeing IOSS of switched nonlinear systems was characterized in [12]. The stabilizing switching signals obey average dwell time property [9, §3.2.2] and constrained point-wise activation of non-IOSS subsystems.

Recently in [7], [8] we addressed IOSS of switched systems under restrictions on admissible switches between the subsystems and admissible dwell times on the subsystems by employing multiple Lyapunov-like functions [3] and graph-theoretic tools [2]. A weighted directed graph is associated to a switched system: its vertices correspond to the subsystems, edges correspond to the admissible switches between the subsystems, and vertex and edge weights are scalars computed from Lyapunov-like functions corresponding to the subsystems. The proposed algorithm generates a stabilizing periodic switching signal in two stages: first, it identifies a cycle on the underlying weighted directed graph of a switched system that satisfies certain properties involving the vertex and edge weights and the admissible dwell times on the subsystems (we call it a $\Delta$-contractive cycle), and second, it constructs a switching signal by employing this cycle. We also recast the problem of detecting/designing a $\Delta$-contractive cycle as a “negative cycle” detection/design problem, for which many off-the-shelf algorithms are available. These algorithms typically involve storing connectivity and weights associated to the vertices and edges of the graph under consideration, in memory prior to their application. In addition, detection of a negative cycle often involves a search over all paths on the graph that satisfy certain properties. Hence, the design of stabilizing switching signals by involving negative cycle detection method is not suitable for large-scale switched systems. Indeed, the total number of cycles on a graph increases exponentially with the size of the graph and storing a large set of vertex and edge weights requires a huge memory. These features motivate a search for cycle detection algorithms that work well also for large graphs.

The main features of our results are the following:

- Our algorithm for the design of $\Delta$-contractive cycles does not require complete knowledge of the vertex and edge weights of the underlying weighted directed graph of a switched system for its execution, and hence also fit for large-scale switched systems (e.g., variable structure systems with a large number of substructures) for which not all the weights can be kept in memory at once. We provide probabilistic guarantees for the $\Delta$-contractivity of a cycle under mild statistical hypothesis on the connectivity and weights of the graph under consideration.

- If the constituent subsystems of a switched system are prone to evolve/drift over time in a manner that is not precisely known but certain statistical estimates of the nature of evolution are available, then our algorithm can be applied and it will construct a $\Delta$-contractive cycle with uniform probabilistic guarantees over all such evolutions.

The set of results presented in this paper recovers a subset of our results in [1] under sufficient conditions on the properties of the individual subsystems and the admissible dwell times on the subsystems.
II. Preliminaries

A. The family of systems

Assumption 1: For each \( i \in \mathcal{P} \), there exist continuous functions \( V_i : \mathbb{R}^d \to [0, +\infty) \), class \( \mathcal{K}_{\infty} \) functions \( \alpha, \beta \), class \( \mathcal{K} \) function \( \gamma_1, \gamma_2 \) and scalars \( \lambda_i \) with \( 0 < \lambda_i < 1 \) for \( i \in \mathcal{P}_S \) and \( \lambda_i > 1 \) for \( i \in \mathcal{P}_U \) such that for all \( \xi \in \mathbb{R}^d \) and \( \eta \in \mathbb{R}^m \), we have

\[
\alpha(||\xi||) \leq V_i(\xi) \leq \beta(||\xi||),
\]

and

\[
V_i(f_i(\xi, \eta)) \leq \lambda_i V_i(\xi + \gamma_1(||\eta||) + \gamma_2(||h_i(\xi)||)), \quad t \in \mathbb{N}_0.
\]

The functions \( V_i \) satisfying conditions (4) and (5) are called the (IOSS)-Lyapunov-like functions and are standard in the literature, see e.g., [4] for details regarding existence of such functions and their properties.

Assumption 2: For each pair \((i, j) \in \mathcal{E}(\mathcal{P})\), there exist \( \mu_{ij} > 1 \) such that the following inequality holds:

\[
V_j(\xi) \leq \mu_{ij} V_i(\xi) \text{ for all } \xi \in \mathbb{R}^d.
\]

B. The underlying weighted directed graph of \([1]\)

We associate a weighted directed graph \(G(\mathcal{P}, E(\mathcal{P}))\) to the switched system \([1]\) as follows:

1. The set of vertices is the index set \( \mathcal{P} \).
2. The set of edges \( E(\mathcal{P}) \) consists of a directed edge from vertex \( i \) to vertex \( j \) whenever a transition from subsystem \( i \) to subsystem \( j \) is admissible.
3. The vertex weights are: \( w(j) = \|\ln \lambda_j \|, \quad j \in \mathcal{P}_S, \quad w(j) = \|\ln \lambda_j \|, \quad j \in \mathcal{P}_U \), and the edge weights are: \( w(i, j) = \ln \mu_{ij}, \quad (i, j) \in E(\mathcal{P}) \), where \( \lambda_j \) and \( \mu_{ij} \) are as described in Assumptions [1] and [2] respectively.

A walk \( W \) on \( G(\mathcal{P}, E(\mathcal{P})) \) is an alternating sequence of vertices and edges \( W = v_{0}, e_1, v_1, e_2, v_2, \ldots, v_{n-1}, e_n, v_n \), where \( v_k \in \mathcal{P}, \ e_k = (v_k, v_{k+1}) \in E(\mathcal{P}) \), \( 0 < k \leq n \). The length of a walk is its number of edges, counting repetitions, e.g., the length of \( W \) is \( n \). The initial vertex of \( W \) is \( v_0 \) and the final vertex of \( W \) is \( v_n \). If \( v_0 = v_n \), then we say that the walk \( W \) is closed. A closed walk \( W \) is called a cycle if the vertices \( v_k, \quad 0 < k \leq n - 1 \) are distinct from each other and \( v_0 \).

Definition 2: [8, Definition 2] A cycle [2, p. 5] \( W = v_0, (v_0, v_1), v_1, \ldots, v_{n-1}, (v_{n-1}, v_0) \) on \( G(\mathcal{P}, E(\mathcal{P})) \) is called \( \Delta \)-contractive if there exist \( \Delta_k \in [\Delta_m : \Delta_M], \ k = 0, 1, \ldots, n \), such that \( W \) satisfies

\[
\Gamma(W) := \sum_{k=0}^{n-1} w(v_k) \Delta_k + \sum_{j=0}^{n-1} w(v_k, v_{k+1}) < 0,
\]

where \( n \) is the length of \( W \), \( \Delta_m \) and \( \Delta_M \) are the admissible minimum and maximum dwell times on each subsystem (vertex) \( v_k \in \mathcal{P} \), respectively,\( w(v_k) \) is the weight of the vertex \( v_k \in \mathcal{P} \) and \( w(v_k, v_{k+1}) \) is the weight of the edge \((v_k, v_{k+1}) \in E(\mathcal{P})\). The scalar \( \Delta_k \) is called \( \Delta \)-parameter of vertex \( v_k, \ k = 0, 1, \ldots, n - 1 \), and \( \Delta_W := \sum_{k=0}^{n-1} \Delta_k \).

We shall employ \( \Delta \)-contractive cycles on \( G(\mathcal{P}, E(\mathcal{P})) \) to construct elements of \( S \) that preserve IOSS of the switched system \([1]\). We are now in a position to present our results.

III. Results and discussions

We begin with a set of properties of the underlying weighted directed graph of a switched system. These properties will be useful in guaranteeing \( \Delta \)-contractivity of cycles that we shall design momentarily.

Let \( N^*_{\mathcal{P}_S}(v) := \{ u \in \mathcal{P}_S : (u, v) \in E(\mathcal{P}) \} \) denote the set of outneighbours of a vertex \( v \in \mathcal{P}_S \) and \( d^*_S(v) := |N^*_{\mathcal{P}_S}(v)| \) denote the outdegree of \( v \in \mathcal{P}_S \).

Definition 3: Let \( \Phi : \mathbb{N} \to \mathbb{R} \) be a monotone increasing function. A weighted directed graph \( G(\mathcal{P}, E(\mathcal{P})) \) is said to be nicely connected if \( d^*_S(j) \geq |\Phi(|\mathcal{P}_S|)| \) for all \( j \in \mathcal{P} \).

The notion of nice connectivity of \( G(\mathcal{P}, E(\mathcal{P})) \) describes the richness of admissible switches among the subsystems and is borrowed verbatim from [1, Definition 4.1]. The function \( \Phi \) serves the purpose of quantifying the density of edges in \( G(\mathcal{P}, E(\mathcal{P})) \) in terms of its order. Every vertex in a nicely connected directed graph has at least \( |\Phi(|\mathcal{P}_S|)| \)-many IOSS outneighbours.

Definition 4: A weighted directed graph \( G(\mathcal{P}, E(\mathcal{P})) \) is said to be nicely \( \Delta \)-weighted if the following hold:

1. there exist \( \Delta \in [\Delta_m : \Delta_M], \beta, B > 0 \) satisfying \( 0 < \beta < B \) such that the vertex weights \( w(j) \) satisfy \( 0 < w(j) \lambda_j < B \) and \( E[w(j) \Delta | \{ w_i \Delta \}_{i \in \mathcal{P}_S}, \{ w(k, \ell) \}_{(k, \ell) \in E(\mathcal{P})} \beta = \beta \) for all \( j \in \mathcal{P} \), and
2. there exist constants \( A > 0 \) and \( \alpha > \beta \) such that for every \((i, j) \in E(\mathcal{P})\), the edge weight \( w(i, j) \in [-A, A] \) and \( E[w(i, j) | \{ w_i \Delta \}_{i \in \mathcal{P}_S}, \{ w(k, \ell) \}_{(k, \ell) \in E(\mathcal{P})} \beta = \alpha \).

The notion of nice \( \Delta \)-weights of \( G(\mathcal{P}, E(\mathcal{P})) \) is a slightly modified version of what is called nice weights of \( G(\mathcal{P}, E(\mathcal{P})) \) in [1, Definition 4.1]. We accommodate the admissible dwell times on the subsystems into the latter to define the former. In particular,

Proposition 1: Let \( \Delta_m = 1 \) and the conditions of Definition 4 hold with \( \Delta = \Delta_m = 1 \). Then \( G(\mathcal{P}, E(\mathcal{P})) \) is nicely weighted.

The nice \( \Delta \)-weighted property provides quantitative information about the (in)stability of the subsystems combined with the admissible dwell times on them at an abstract level. The scalars \( w(j), j \in \mathcal{P} \) and \( w(i, j), (i, j) \in E(\mathcal{P}) \) are obtained from Lyapunov-like functions corresponding to the individual subsystems (à la Assumptions [1] and [2]) and the choice of these functions is not unique. The condition that the vertex weights scaled by a choice of admissible dwell times, \( w(j), j \in \mathcal{P} \) and the edge weights, \( w(i, j), (i, j) \in E(\mathcal{P}) \) are uniformly bounded is no loss of generality on account of the graph \( G(\mathcal{P}, E(\mathcal{P})) \) and the interval \([\Delta_m : \Delta_M]\) being finite. In addition, Definition 4 does not require independence of the vertex weights scaled by an admissible dwell time and the edge weights. This feature is important because, for instance, given \( w(i, j) \) (i.e., \( \lambda_i \)), the scalar \( w(j, i) \) (i.e., \( \mu_{ji} \)) cannot be independent of \( w(i, j) \). Notice that we do not assume any particular probabilistic model (that
may be tuned to specific applications) for the weights and the admissible dwell times.

We now employ a probabilistic algorithm [1, Algorithm 1] for the detection of cycles on \( G(\mathcal{P}, E(\mathcal{P})) \). If \( G(\mathcal{P}, E(\mathcal{P})) \) is nicely connected and nicely \( \Delta \)-weighted, then a cycle obtained from our algorithm is \( \Delta \)-contractive with high probability.

**Algorithm 1** Cycle detection algorithm

1. Set \( k = 0 \).
2. Pick \( v_k \in \mathcal{P}_S \) uniformly at random.
3. if \( N^+_{\mathcal{P}_S}(v_k) \setminus \{v_0, \ldots, v_k\} \neq \emptyset \) then
   4. Pick \( v_{k+1} \in N^+_{\mathcal{P}_S}(v_k) \setminus \{v_0, \ldots, v_k\} \) uniformly at random.
   5. Set \( k = k + 1 \).
   6. Go to Step 3.
7. else
   8. Pick \( v_{k+1} = v_i \) such that \( v_i \in N^+_{\mathcal{P}_S}(v_k) \) and \((k - i)\) is maximum.
9. Exit Algorithm 1.
10. end if

On the digraph \( G(\mathcal{P}, E(\mathcal{P})) \), Algorithm 1 generates a walk in the following fashion: At the first step, a vertex corresponding to an IOSS subsystem is picked uniformly at random. At every \( k + 1 \)-th step we identify the subset of outneighbours of the vertex picked at the \( k \)-th step such that the vertices correspond to IOSS subsystems, and they have not been picked till (and including) step \( k \); then a vertex from the above subset is picked uniformly at random. If there is no such outneighbour corresponding to the IOSS vertices that were not picked earlier, the algorithm selects an outneighbour that is at the maximum ‘distance’ from the current vertex in the already generated sequence, and the algorithm is stopped.

Since we deal with finite directed graphs, it is evident that every walk generated by our algorithm is closed. In addition, the mechanism of repeating vertices (as described above) makes this closed walk a cycle. It follows that the length of the cycles is bounded above by the order of the graph, and hence the time complexity associated to Algorithm 1 is linear in the order of the graph.

**Proposition 2:** [1, Proposition 1] If the weighted directed graph \( G(\mathcal{P}, E(\mathcal{P})) \) is nicely connected, then a cycle \( W \) obtained from Algorithm 1 has the following properties:

i) all vertices in \( W \) are from \( \mathcal{P}_S \), and
ii) the length of \( W \) is at least \( \lfloor \Phi(\mathcal{P}_S) \rfloor \).

**Proposition 3:** Consider the family of systems (2), the set of admissible switches between the subsystems, \( E(\mathcal{P}) \), and the admissible minimum and maximum dwell times on the subsystems, \( \Delta_m \) and \( \Delta_M \), respectively. Suppose that the underlying weighted directed graph \( G(\mathcal{P}, E(\mathcal{P})) \) is \( \Delta \)-contractive, where \( \Delta_m = \Delta \), \( k = 0, 1, \ldots, n - 1 \), with probability at least \( 1 - \exp \left( \frac{1}{2} \left( \frac{\alpha - \beta}{\alpha + \beta} \right)^2 \Phi(\mathcal{P}_S) \right) \).

**Proof:** Let \( W = v_0, (v_0, v_1), v_1, \ldots, (v_{n-1}, v_0), v_0 \) be a cycle obtained from Algorithm 1. It follows under the set of arguments employed in [1, Proof of Theorem 4.2] with \( w(v_k) \) replaced by \( w(v_k) \Delta \) that \( W \) is \( \Delta \)-contractive, where \( \Delta_{v_k} = \Delta, k = 0, 1, \ldots, n - 1 \), with probability at least \( 1 - \exp \left( \frac{1}{2} \left( \frac{\alpha - \beta}{\alpha + \beta} \right)^2 \Phi(\mathcal{P}_S) \right) \).

**Remark 3:** For \( N \) not large, recently in [8], we applied deterministic negative cycle detection algorithms on \( G(\mathcal{P}, E(\mathcal{P})) \) for the synthesis of \( \Delta \)-contractive cycles. These algorithms require a priori knowledge of the vertex and edge weights and often explores the entire graph. As a result, they are not suitable for large-scale switched systems. Notice that Algorithm 1 does not require the scalars \( w(i), j \in \mathcal{P}, w(i, j), (i, j) \in E(\mathcal{P}) \) to be stored in memory prior to its application and does not conduct searches over multiple paths on the graph that satisfy certain properties. As a result, it is suitable for large weighted directed graphs corresponding to large-scale switched systems. For such graphs, Algorithm 1 provides probabilistic guarantees for the design of \( \Delta \)-contractive cycles. In addition, this algorithm has an “online learning” property in the sense that starting with a rough probabilistic description of \( G(\mathcal{P}, E(\mathcal{P})) \) (i.e., without the knowledge of the precise values of the weights), we explore the graph and synthesize a cycle during this exploration that is \( \Delta \)-contractive with high probability.

We now employ [8, Algorithm 1] to construct a periodic switching signal \( \sigma \) by employing a cycle \( W = v_0, (v_0, v_1), v_1, \ldots, (v_{n-1}, v_0), v_0 \) on \( G(\mathcal{P}, E(\mathcal{P})) \) obtained from Algorithm 1.

**Algorithm 2** Construction of \( \sigma \)

1. Set \( k = 0 \) and \( \tau_0 = 0 \).
2. for \( p = kn, kn + 1, \ldots, (k + 1)n - 1 \) do
   3. Set \( \sigma(\tau_p) = v_{p-kn} \) and \( \tau_{p+1} = \tau_p + \Delta \).
4. end for
5. Set \( k = k + 1 \) and go to Step 2.

It is immediate that a switching signal obtained from Algorithm 2 is periodic with period \( \Delta_W = \sum_{k=0}^{n-1} \Delta = n \Delta \).

**Proposition 4:** Consider the family of systems (2), the set of admissible switches between the subsystems, \( E(\mathcal{P}) \), and the admissible minimum and maximum dwell times on the subsystems, \( \Delta_m \) and \( \Delta_M \), respectively. Suppose that the underlying weighted directed graph \( G(\mathcal{P}, E(\mathcal{P})) \) of the switched system (1) is nicely connected and nicely \( \Delta \)-weighted. Then a switching signal \( \sigma \) obtained from Algorithm 2 satisfies the following properties:

i) \( \sigma \in \mathcal{S} \), and
ii) \( \sigma \) preserves IOSS of the switched system (1) with \( \Phi(\mathcal{P}_S) \) with probability at least \( 1 - \exp \left( \frac{1}{2} \left( \frac{\alpha - \beta}{\alpha + \beta} \right)^2 \Phi(\mathcal{P}_S) \right) \).

**Proof:** i) is immediate.

From [8, Theorem 1] it follows that a switching signal \( \sigma \) constructed in Algorithm 2 by employing a \( \Delta \)-
contractive cycle satisfies ii). Now, the cycles constructed via Algorithm 1 are $\Delta$-contractive with probability at least $1 - \exp \left( -\frac{1}{2} \left( \frac{\sigma - \beta}{\sigma + \beta} \right)^2 \Phi(|\mathcal{P}_S|) \right)$. Employing such a cycle in Algorithm 2 leads to the assertion of Proposition 2.

The following claim is straightforward and recovers the first assertion of [1, Theorem 4.3] on GAS of a switched linear system under unrestricted dwell times on the subsystems:

**Proposition 5:** Consider the family of systems (2). Suppose that $f_i(x,v) = A_i x$, $A_i \in \mathbb{R}^{d \times d}$, $h_i \equiv 0$ for all $i \in \mathcal{P}$ and $\Delta_m = 1$. In addition, the underlying weighted directed graph $G(\mathcal{P}, E(\mathcal{P}))$ of the switched system (1) is nicely connected and nicely $\Delta$-weighted with $\Delta = 1$. Then a switching signal $\sigma$ obtained from Algorithm 2 preserves GAS of the switched system (1) with probability at least

$$1 - \exp \left( -\frac{1}{2} \left( \frac{\sigma - \beta}{\sigma + \beta} \right)^2 \Phi(|\mathcal{P}_S|) \right).$$

To summarize, we discussed an algorithm to design periodic switching signals that obey pre-specified restrictions on admissible switches between the subsystems and admissible minimum and maximum dwell times on the subsystems. We also identified sufficient conditions on the following components under which a switching signal obtained from our algorithm preserves IOSS of the switched system (1) with high probability:

i) the (in)stability of the elements in the family (2) (at an abstract level of certain scalars obtained from Lyapunov-like functions corresponding to the subsystems) in terms of scaled vertex weights and edge weights of the underlying weighted directed graph of a switched system,

ii) the admissible switches between the subsystems in terms of connectivity of underlying weighted directed graph of a switched system, and

iii) the admissible minimum and maximum dwell times on the subsystems in terms of the scaling factors of vertex weights of the underlying weighted directed graph of a switched system.

We now present a numerical experiment to demonstrate our results.

### IV. A numerical experiment

We consider a nicely connected and nicely $\Delta$-weighted directed graph $G(\mathcal{P}, E(\mathcal{P}))$ with

- $|\mathcal{P}_S| = 1000$, $\Phi(r) = \frac{1}{m} \sum_j d^S(j) = [\Phi(|\mathcal{P}_S|)]$ for all $j \in \mathcal{P}$,
- $\Delta_m = 2$, $\Delta_M = 4$, and
- $A = 2.5$, $B = 5$, $\alpha = 0$ and $\beta = 2.5$.

We extract and fix a cycle $W$ obtained from Algorithm 1 on $\mathcal{P}_S \subset \mathcal{P}$. The vertex and edge weights of $W$ and the dwell times on the vertices (subsystems) are sampled uniformly at random 1000 times from the intervals as stipulated in Definition 4. We calculate

$$X_n = \sum_{k=1}^{n} w(v_{k-1}, v_k) - \sum_{k=0}^{n} w(v_k) \Delta$$

empirically for $n$ being the length of the cycle $W$.

The above experiment is repeated for cycles of different length $n$ obtained from Algorithm 1 with uniformly randomly selected initial vertex. We plot the empirical probability of \{X_n < 0\} versus $n$ in Figure 1. An overwhelming empirical probability is observed.

![Fig. 1: Plot for the empirical probability of a cycle being $\Delta$-contractive against its length](image)

**V. Conclusion**

Notice that our stabilizing switching signals activate only IOSS subsystems. In addition, a successful application of our cycle detection algorithm assumes certain knowledge of the Lyapunov-like functions corresponding to the individual subsystems in an expected sense. Future research directions include accommodating unstable subsystems (vertices) in a $\Delta$-contractive cycle and exploring the possible extensions of the “online learning” nature associated to Algorithm 1 to the learning of quantitative measures of (in)stability of the subsystems. These matters are currently under investigation and will be reported elsewhere.

**References**

[1] N. Balachandran, A. Kundu, and D. Chatterjee, Randomized algorithms for stabilizing switching signals, Math. Control Relat. Fields, 9 (2019), pp. 159–174.

[2] B. Bollobás, *Modern graph theory*, vol. 184 of Graduate Texts in Mathematics, Springer-Verlag, New York, 1998.

[3] M. S. Branicky, Multiple Lyapunov functions and other analysis tools for switched and hybrid systems, IEEE Trans. Automat. Control, 43 (1998), pp. 475–482. Hybrid control systems.

[4] C. Cai and A. R. Teel, Input-output-to-state stability for discrete-time systems, Automatica J. IFAC, 44 (2008), pp. 326–336.

[5] S. Zhu and Z. Sun, Switched Linear Systems: Control and Design, Springer, London, 2005.

[6] A. Heydari, Approximate solution to discrete-time optimal switching problems with minimum dwell time constraint, Proceedings of the American Control Conference, 2016, pp. 703–708.

[7] A. Kundu, Stabilizing switched nonlinear systems under restricted switching, in Proceedings of the 21st ACM Conf. on Hybrid Systems: Computation and Control, Apr 2018, pp. 101–110.

[8] A. Kundu, Input/output-to-state stability of discrete-time switched nonlinear systems under restricted switching, in Proceedings of the 5th Indian Control Conference, Jan 2019, pp. 495–499.
[9] D. Liberzon, *Switching in Systems and Control*, Systems & Control: Foundations & Applications, Birkhäuser Boston Inc., Boston, MA, 2003.

[10] H. Lin and P. J. Antsaklis, *Stability and stabilizability of switched linear systems: a survey of recent results*, IEEE Trans. Automat. Control, 54(2) (2009), pp. 308–322.

[11] J. L. Mancilla-Aguilar and R. A. García, *Input/output stability of systems with switched dynamics and outputs*, Systems and Control Letters, 57 (2008), pp. 726–732.

[12] M. A. Müller and D. Liberzon, *Input/output-to-state stability and state-norm estimators for switched nonlinear systems*, Automatica J. IFAC, 48 (2012), pp. 2029–2039.