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Abstract

Graph matching, also known as network alignment, refers to finding a bijection between the vertex sets of two given graphs so as to maximally align their edges. This fundamental computational problem arises frequently in multiple fields such as computer vision and biology. Recently, there has been a plethora of work studying efficient algorithms for graph matching under probabilistic models. In this work, we propose a new algorithm for graph matching: Our algorithm associates each vertex with a signature vector using a multistage procedure and then matches a pair of vertices from the two graphs if their signature vectors are close to each other. We show that, for two Erdős–Rényi graphs with edge correlation $1 - \alpha$, our algorithm recovers the underlying matching exactly with high probability when $\alpha \leq 1/(\log \log n)^C$, where $n$ is the number of vertices in each graph and $C$ denotes a positive universal constant. This improves the condition $\alpha \leq 1/(\log n)^{1/2}$ achieved in previous work.
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1. Introduction

The problem of graph matching or network alignment consists in finding a bijection between the vertex sets of two given graphs in order to maximally align their edges. As a practical problem, graph matching has been studied in pattern recognition for decades (Conte et al., 2004; Emmert-Streib et al., 2016) and finds applications in many other areas including network security (Narayanan and Shmatikov, 2008, 2009) and computational biology (Singh et al., 2008; Kazemi et al., 2016). Mathematically, graph matching can be formulated as a quadratic assignment problem $\max_{\Pi} \langle A, \Pi B \Pi^\top \rangle$, where $A$ and $B$ denote the adjacency matrices of the two given graphs respectively, and $\Pi$ is maximized over the set of permutation matrices. However, the quadratic assignment problem is known to be NP-hard to solve or approximate in the worst case (Pardalos et al., 1994; Burkard et al., 1998; Makarychev et al., 2010). Even when the two given graphs are isomorphic, in which case graph matching reduces to the graph isomorphism problem, the computational complexity is not settled (Babai, 2016).

Fortunately, real-world networks can often be represented by average-case models which circumvent worst-case computational hardness. As a result, there has been a plethora of work in the literature studying random graph matching. In the noiseless setting, a graph isomorphism between Erdős–Rényi graphs can be found in linear time with high probability in the information-theoretically possible regime (Babai et al., 1980; Bollobás, 1982; Czajka and Pandurangan, 2008). More recently, a model for correlated Erdős–Rényi graphs has been proposed for graph matching by
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Under the condition of $G\quantity$, np if fashion, independent from $G\in \mathcal{D}$ for the exact recovery of $G\subset \mathcal{D}$, Barak et al., 2011, Racz and Sridhar, 2017, Bozorg et al., 2014, Bozorg et al., 2020, 2020, Kazemi et al., 2018, Barak et al., 2019, Bozorg et al., 2019, Cullina et al., 2019, Dai et al., 2019, Mossel and Xu, 2020, Fan et al., 2020, Ganassali and Massoulié, 2020, Hall and Massoulié, 2020, Racz and Sridhar, 2020). Our work falls into this category.

1.1. Correlated Erdős–Rényi graph model

Let us formally state the correlated Erdős–Rényi graph model (Pedarsani and Grossglauser, 2011) before further discussion. Let $n$ denote the number of vertices of each graph in consideration. Fix $p \in (0, 1)$, $\alpha \in [0, 1-p]$ and a positive integer $n$. Let $G_0$ be a $G(n, \frac{p}{1-p})$ Erdős–Rényi graph, which is called the parent graph. From the graph $G_0$, a subgraph $G$ is obtained by removing every edge of $G_0$ independently with probability $\alpha$. Next, another subgraph $G'$ of $G_0$ is obtained in the same fashion, independent from $G$ conditionally on $G_0$. Then $G$ and $G'$ are marginally both $G(n, p)$, and for every pair of distinct indices $i$ and $j$ in $\{1, 2, \ldots, n\}$,

$$\mathbb{P}\{i \text{ is adjacent to } j \mid i \text{ is adjacent to } j \text{ in } G'\} = 1 - \alpha.$$  

Therefore, $\alpha$ is the noise level in the model. Fix an unknown permutation $\pi : [n] \rightarrow [n]$. Let $G^\pi$ denote the graph obtained from permuting the vertices of $G$ by $\pi$. In other words, $i$ is adjacent to $j$ in $G$ if and only if $\pi(i)$ is adjacent to $\pi(j)$ in $G^\pi$. The latent permutation $\pi$ represents the unknown matching between the vertices of the two graphs. Observing the graphs $G^\pi$ and $G'$, we aim to recover the permutation $\pi$.

1.2. Previous results and our improvement

To ease the discussion, we use the standard asymptotic notation $O(\cdot)$, $o(\cdot)$, $\Omega(\cdot)$, $\Theta(\cdot)$, $\ldots$ with the understanding that $n$ is growing. We use $\tilde{O}(\cdot)$ to hide a polylogarithmic factor in $n$. Moreover, we use $C, C', c, c'$, possibly with subscripts, to denote universal positive constants that may change at each appearance.

For the above model, Cullina and Kiyavash (2016) studied the information-theoretic threshold for the exact recovery of $\pi$. In particular, it was shown that $\pi$ can be recovered with high probability if $np(1-\alpha) = \Omega(\log n)$, but no polynomial-time algorithm is known to achieve such a condition. Under the condition $np \geq n^{o(1)}$ and $\alpha \leq 1 - (\log n)^{-o(1)}$ where $o(1)$ denotes a sub-constant quantity. Barak et al. (2019) provided an algorithm with time complexity $n^{O(\log n)}$ that recovers $\pi$ with high probability. Furthermore, under the condition $np \geq (\log n)^{C_1}$ and $\alpha \leq (\log n)^{-C_2}$, Ding et al. (2018) proposed a polynomial-time algorithm based on degree profiles, and Fan et al. (2019a,b) introduced a spectral method, both of which achieved exact recovery of $\pi$ with high probability. In addition, for sparse graphs with $C_1 \log n \leq np \leq e^{(\log \log n)^{C_1}}$, the method proposed by Ding et al. (2018) recovers $\pi$ in the regime $\alpha \leq (\log \log n)^{-C_2}$.

Note that, in the regime where the average degree satisfies $np \geq (\log n)^{C_1}$, the computationally inefficient algorithms can tolerate a noise level $\alpha$ close to 1, while the existing polynomial-time algorithms succeed only if $\alpha \leq (\log n)^{-C_2}$. This prompts us to ask whether this noise condition can be improved. In this work, we propose a new efficient algorithm that recovers $\pi$ with high probability under the milder condition $\alpha \leq (\log \log n)^{-C}$ for a constant $C > 0$, which in particular...
extends the condition required by Ding et al. (2018) to all sparsity levels of the graphs. Moreover, our algorithm has time complexity $\tilde{O}(n^2)$ which is faster than the aforementioned existing methods.

The high-level idea of our algorithm is to, in three stage, construct a matching between finer and finer partitions of the vertex sets of the two graphs. At each stage of the algorithm, we obtain a partition $Q_1 \cup \cdots \cup Q_k$ of the vertex set of $G^n$ and a partition $Q'_1 \cup \cdots \cup Q'_k$ of the vertex set of $G'$, in a way that $Q_i$ is “matched” to $Q'_i$ for each $i = 1, \ldots, k$. We have $k = \Theta(\log \log n)$, $k = \Theta(\log n)$, and $k = n$ at the three stages of the algorithm respectively. In other words, the matching obtained at the beginning is very coarse, while at the end we have a full matching between individual vertices of the two graphs. The algorithm is motivated and described in detail in Section 2.

1.3. Other related work and theoretical significance

There are also a few variants of the graph matching problem considered here. For example, in the regime where the average degree is $O(1)$, Ganassali and Massoulié (2020); Hall and Massoulié (2020) studied partial recovery of the matching $\pi$. Moreover, in the setting where we are given a few correctly matched pairs of vertices known as seeds, the problem is known as seeded graph matching and has been studied as well (Kazemi et al., 2015; Mossel and Xu, 2020; Yu et al., 2020). There have also been recent studies on the associated testing problem for correlations between un-labeled random graphs (Barak et al., 2019; Wu et al., 2020). Finally, other correlated random graph models have been considered, such as a general Wigner model (Fan et al., 2019b) and preferential attachment models (Korula and Lattanzi, 2014; Racz and Sridhar, 2020). In many of these models, a constant noise level $\alpha$ appears to be a major bottleneck for computationally efficient algorithms. However, for exact recovery in the correlated Erdős–Rényi graph model that we consider, neither an upper bound nor a lower bound of constant order is known. Our work makes one step towards understanding the threshold of the noise level.

Furthermore, in recent years, there have been intensive efforts in studying average-case matrix models with a latent permutation as the planted signal. Besides graph matching, other examples of such models include noisy sorting (Braverman and Mossel, 2008; Mao et al., 2018), random assignment (Aldous, 2001; Moharrami et al., 2019), and hidden nearest neighbor graphs (Cai et al., 2017; Ding et al., 2020). Unlike models having a planted low-rank signal (such as community detection models (Abbe, 2017) and spiked random matrix models (Perry et al., 2018)), models with a planted permutation are far less well-understood, as the combinatorial nature of the latent permutation brings significant algorithmic challenges. Graph matching, being one of the simplest and most generic models in this class, therefore deserves further study. Our work shrinks the gap between the information-theoretic threshold and guarantees for polynomial-time algorithms, contributing to the understanding of average-case matrix models with planted permutations.

**Notation** For any positive integer $k$, let $[k]$ be the set of integers $\{1, 2, \ldots, k\}$. Let $\mathbb{N}_+$ denote the set of positive integers and $\mathbb{N}_0$ the set of nonnegative integers. Let $\wedge$ and $\vee$ denote the min and the max operator for two real numbers, respectively. For two positive functions $f$ and $g$ depending on $n$, we will write $f \ll g$ if $f = o_n(g)$ when $n \to \infty$.

For a graph $G$ with vertex set $[n]$ and $i \in [n]$, let $\deg_G(i)$ denote the degree of $i$ in $G$. For a subset $S \subseteq [n]$, let $N_G(i; S)$ denote the set of neighbors of $i$ within $S$. Let $G(S)$ denote the subgraph of $G$ induced by $S$. For $n \in \mathbb{N}_0$ and $p \in (0, 1)$, we denote by $F_{n,p}$ the cumulative distribution function of Binomial$(n, p)$. Let $\text{Sign} : \mathbb{R} \to \{-1, 1\}$ denote the sign function defined by $\text{Sign}(x) = -1$ if $x < 0$ and $\text{Sign}(x) = 1$ if $x \geq 0$. 

3
2. Algorithm and result

We first motivate and sketch the main steps of a simplified version of our algorithm in Section 2.1. Along the way, we explain at a high level why the algorithm attains improved noise robustness. We describe our algorithm in full detail in Section 2.2 and state the theoretical guarantee for exact recovery of the matching in Section 2.3.

2.1. Sketch of a simplified algorithm and heuristics

Recall that we are given graphs $G^\pi$ and $G'$ according to the correlated Erdős–Rényi graph model defined in Section 1.1, where $G^\pi, G' \sim G(n, p)$ marginally and the noise level $\alpha$ is assumed to be in $[0, (\log \log n)^{-C}]$ for a constant $C > 0$. The (simplified) algorithm consists of three stages.

First-generation partitions  Consider vertex $i$ of $G^\pi$ and vertex $j$ of $G'$ such that $i = \pi(j)$, that is, $i$ and $j$ should be matched. Because of the correlation between the two graphs, the degrees of $i$ and $j$ are correlated. However, when the noise level $\alpha$ is as large as $(\log \log n)^{-C}$, it is impossible to match the vertices using their degrees directly, because the stochasticity in degrees is too large.

Instead of matching vertices of the two graphs directly, we will match partitions of the vertex sets as a first step. More specifically, for a positive integer $m = \Theta(\log \log n)$, we partition the vertex set $[n]$ of $G^\pi$ into subsets $Q_1, \ldots, Q_m$, by defining

$$Q_\ell := \{i \in [n] : F_{n,p}(\deg_{G^\pi}(i)) \in ([\ell-1]/m, \ell/m]\}.$$

In other words, vertices of $G^\pi$ with similar degrees are grouped together, and the precise cutoffs are determined by the $m$-quantiles of the Binomial$(n, p)$ distribution. Similarly, we partition the vertex set $[n]$ of $G'$ into subsets $Q'_1, \ldots, Q'_m$. We refer to $\{Q_1, \ldots, Q_m\}$ and $\{Q'_1, \ldots, Q'_m\}$ as the first-generation partitions. Using the correlation between the two graphs, we can show that $Q_\ell \approx \pi(Q'_\ell)$ for each $\ell \in [m]$ with high probability. That is, the set $Q_\ell$ of vertices of $G^\pi$ is “matched” to the set $Q'_\ell$ of vertices of $G'$.

Second-generation partitions  The next step is to use the matching between $m$ pairs of sets of vertices to obtain a finer matching between $2^m$ pairs of sets of vertices as follows. Namely, we partition the vertex set $[n]$ of $G^\pi$ into subsets $R_s$, $s \in \{-1,1\}^m$, by defining

$$R_s := \{i \in [n] : \text{Sign}(|N_{G^\pi}(i; R_s)| - p|R_s|) = s_\ell \text{ for all } \ell \in [m]\}.$$

Similarly, we partition the vertex set $[n]$ of $G'$ into subsets $R'_s$ for $s \in \{-1,1\}^m$. We refer to $\{R_s : s \in \{-1,1\}^m\}$ and $\{R'_s : s \in \{-1,1\}^m\}$ as the second-generation partitions.

If $(i, j)$ is a pair of vertices that should be matched, that is, $i = \pi(j)$, then the number of neighbors of $i$ in $Q_\ell$ in the graph $G^\pi$ is correlated with the number of neighbors of $j$ in $Q'_\ell$ in the graph $G'$. As a result, it is more likely that $i$ and $j$ belong to sets $R_s$ and $R'_s$ respectively in view of the above definitions. Therefore, the set $R_s$ of vertices of $G^\pi$ is matched to the set $R'_s$ of vertices of $G'$ in the sense that $R_s$ and $\pi(R'_s)$ have a significant overlap.

Vertex signatures  Given the matched $2^m$ pairs $(R_s, R'_s)$ of sets of vertices, we are ready to define the final matching between vertices of the two graphs. The method is very similar to how the second-generation sets were obtained from the first. To be more precise, for each vertex $i$ of the graph $G^\pi$, we define a vector $f(i) \in \{-1,1\}^{2^m}$ by

$$f(i)_s := \text{Sign}(|N_{G^\pi}(i; R_s)| - p|R_s|).$$
Similarly, we define such a vector \( f'(j) \in \{-1, 1\}^\omega \) for each vertex \( j \) of \( G' \). We refer to \( f(i) \) and \( f'(j) \) as the signatures of \( i \) and \( j \) in the two graphs respectively.

If \( i = \pi(j) \), in view of the overlap between \( R_s \) and \( \pi(R_s') \), we may show that the signs \( f(i)_s \) and \( f'(j)_s \) are correlated. Using this correlation for all \( s \in \{-1, 1\}^m \), we can get that, with high probability, the vectors \( f(i) \) and \( f'(j) \) are sufficiently “close” to each other if and only if \( i = \pi(j) \). The failure probability turns out to be roughly \( \exp(-2^m) \), which is polynomially small in \( n \) given that \( m = \Theta(\log \log n) \). Consequently, all pairs of vertices of the two graphs can be correctly matched based on their signatures.

In summary, at a noise level \( \alpha = (\log \log n)^{-C} \), we can first obtain a matching between \( m = \Theta(\log \log n) \) pairs of first-generation sets of vertices in the two graphs. From there, we then get a refined matching between \( 2^m \) pairs of second-generation sets of vertices. Finally, another refinement yields the full matching between all pairs of vertices of the two graphs, where crucially \( n < 2^m \).

To reiterate the high-level heuristics, let us instead consider the case of a lower noise level \( \alpha = (\log n)^{-C} \) for a sufficiently large constant \( C > 0 \). In this case, we may instead take \( m = \Theta(\log n) \) and still obtain a matching between \( m \) pairs of first-generation sets of vertices. If, for example, \( m \geq 2 \log_2 n \), then we already have \( n \ll 2^m \). Hence, the second step of the algorithm can be skipped, and the signatures of vertices can be defined directly based on the first-generation sets to yield the full matching.

The above outline of our algorithm omitted a few intricacies. Most importantly, the multiple stages of the algorithm result in probabilistic dependencies that are difficult to understand. To mitigate this issue, we will partition the vertex set \([n]\) of each graph into three groups, and run the three steps of the algorithm on these three groups of vertices respectively. This way, in particular, we are able to condition on a realization of the first-generation sets to study the structure of the second generation, and then condition on both the first and the second generation to study the vertex signatures. Another issue is that, even with the above modification, the entries of a signature \( f(i) \) are not independent, and we need an extra “sparsification” step to weaken the dependency across its entries. More specifically, this sparsification step entails choosing a uniform random subset \( I \subset \{-1, 1\}^m \) of suitable cardinality and using \( \{R_s, R'_s : s \in I\} \) to construct vertex signatures, rather than employing all second-generation sets. The full algorithm is described in the following subsection.

### 2.2. The full algorithm

We propose the following algorithm, where \( \beta, m \) and \( \omega \) are parameters to be specified in Theorem 1.

1. Partition the vertex set \([n]\) of the first graph \( G^\pi \) uniformly at random into sets \( A, B \) and \( C \) of cardinalities \( |A| = n - \beta n \) and \( |B| = |C| = 0.5\beta n \). Similarly, and independently from \( (A, B, C) \), partition the vertex set \([n]\) of the second graph \( G' \) into \( A', B' \) and \( C' \) of the same corresponding cardinalities.

2. Partition the set \( A \) into subsets \( Q_1, \ldots, Q_m \) according to the degrees of vertices in the induced graph \( G^\pi(A) \). More precisely, for each \( \ell \in [m] \), define

\[
Q_\ell := \{i \in A : F_{|A|, p}(\deg_{G^\pi(A)}(i)) \in ((\ell - 1)/m, \ell/m]\}.
\]  

Similarly, partition the set \( A' \) into subsets \( Q'_1, \ldots, Q'_m \) according to \( G' \).
3. Partition the set \( B \) into \( 2^m \) subsets \( R_s \) for \( s \in \{-1, 1\}^m \) according to the number of neighbors of \( i \in B \) within \( Q_1, \ldots, Q_m \) in the graph \( G^\pi \). More precisely, for each \( s \in \{-1, 1\}^m \), let
\[
R_s := \{ i \in B : \text{Sign}(|N_{G^\pi}(i; Q_\ell)| - p|Q_\ell|) = s_\ell \text{ for all } \ell \in [m] \}. 
\] (2)
Similarly, partition the set \( B' \) into \( 2^m \) subsets \( R'_s \) where \( s \in \{-1, 1\}^m \) according to \( G' \).

4. Choose a uniform random subset \( I \subset \{-1, 1\}^m \) of cardinality \( \omega \). For each vertex \( i \in C \), define a vector \( f(i) \in \{-1, 1\}^\omega \) by
\[
f(i)_s := \text{Sign}(|N_{G^\pi}(i; R_s)| - p|R_s|), \quad s \in I. 
\] (3)
Similarly, define a vector \( f'(i) \in \{-1, 1\}^\omega \) for each \( i \in C' \) according to \( G' \).

5. We say that two vertices \( i \in C \) in \( G^\pi \) and \( j \in C' \) in \( G' \) are potentially matched if
\[
\sum_{s \in I} 1\{f(i)_s = f'(j)_s\} > \omega \left( 1 + \frac{\beta}{\log \log n} \right) 
\] (4)
and are potentially not matched otherwise.

6. Repeat Steps 1–5 \( (\log \log n)^2 / \beta^4 \) times. For two vertices \( i \in [n] \in G^\pi \) and \( j \in [n] \in G' \), if every time that \( C \) contains \( i \) and \( C' \) contains \( j \), the two vertices \( i \) and \( j \) are potentially matched, then we match \( i \) and \( j \), that is, we define \( \hat{\pi}(j) := i \). If a well-defined permutation \( \hat{\pi} \) is obtained from considering all pairs of vertices \( (i, j) \in [n]^2 \), then return \( \hat{\pi} \) as the estimator of \( \pi \); otherwise, return “error”.

Again, we refer to the class of sets of vertices \( \{Q_1, \ldots, Q_m\} \) and the counterpart \( \{Q'_1, \ldots, Q'_m\} \) as the first generation of sets. Similarly, we refer to \( \{R_s : s \in \{-1, 1\}^m\} \) and \( \{R'_s : s \in \{-1, 1\}^m\} \) as the second generation of sets. In addition, we refer to the vector \( f(i) \) as the signature of \( i \) in \( G^\pi \) and \( f'(i) \) as the signature of \( i \) in \( G' \).

2.3. Theoretical guarantee

It is not difficult to see that the running time of Steps 1–4 is at the order of the number of edges in the graph, while Step 5 has time complexity \( O(n^2) \). Therefore, the overall time complexity of the algorithm is \( \tilde{O}(n^2) \). Our main result is the following guarantee for the algorithm.

**Theorem 1** For \( \delta \in (0, 0.1) \), there exists a universal constant \( n_0 = n_0(\delta) > 0 \) such that the following holds. Fix \( n \geq n_0 \), \( p \in (0, 1/2] \) and \( \alpha \in [0, 1 - p] \) such that
\[
np \geq (\log n)^{13}, \quad \alpha \leq (\log \log n)^{-6-\delta}.
\] (5)

For a fixed unknown permutation \( \pi : [n] \to [n] \), let \( G^\pi \) and \( G' \) be given by the correlated Erdős–Rényi graph model with parameters \( n, p \) and \( \alpha \) defined in Section 1.1. Let us define
\[
\beta := \min \{ \beta' \geq (\log \log n)^{-6-\delta} : 0.5\beta' n \text{ is an integer} \}, 
\] (6)
\[
m := \lfloor 6 \log_2 \log n \rfloor, 
\] (7)
\[
\omega := \lfloor (\log n)^{1+2\delta} \rfloor. 
\] (8)

Then the algorithm described in Section 2.2 with parameters \( \beta, m, \omega \) has time complexity \( \tilde{O}(n^2) \) and returns the exact matching \( \hat{\pi} = \pi \) with probability at least \( 1 - n^{-1/4} \).
A few questions remain open:

- The assumption on the average degree $np > (\log n)^{13}$ can potentially be improved. The current bottleneck is (28), where we study the correlation between the second-generation partitions: In short, if the average degree is not sufficiently large, then some of the second-generation sets can be too small with a nontrivial probability, which becomes an issue in the following steps of the algorithm.

- If the parameter $p$ unknown, our algorithm can be run with an empirical estimate of $p$. For example, if we define $\hat{p}$ to be the total number of edges in a graph divided by $\binom{n}{2}$, then the error $\hat{p} - p$ is of order $\sqrt{p/n}$, which is much smaller than $p$. We can potentially show that the modified algorithm with parameter $\hat{p}$ works under a comparable set of conditions. However, this intricacy is left out in the current work.

- It would be interesting to know whether the same guarantee can be achieved if we simplify the algorithm by omitting the step of splitting the vertex set into three parts and the step of sparsification.

- Our algorithm runs in three stages so as to refine the estimated matching between partitions of the vertex sets. If we consider more generations of partitions in an iterative fashion, can some multistage algorithm achieve exact recovery of the underlying matching for a noise level $\alpha = (\log \ldots \log n)^{-C}$ or even better?

- Finally, as discussed in the introduction, a constant noise level appears to be a major bottleneck for computationally efficient algorithms in random graph matching. While our work makes one step towards a constant $\alpha$, the problem deserves further investigation.

3. Proofs

In this section, we present the key steps of the proof of Theorem 1, with additional details left to Appendix A. The analysis of the algorithm proceeds as follows. In Section 3.1, we establish that the first-generation sets have size roughly $n/m$ each, and that the corresponding sets $Q_\ell$ and $\pi(Q_\ell')$ have large intersections with high probability. In Section 3.2, we show that the intersection between the second-generation sets $R_s$ and $\pi(R_s')$ is sufficiently large for most indices $s \in \{-1, 1\}^m$ with high probability. In Section 3.3, we perform sparsification to extract collections of second-generation sets $\{R_s : s \in \mathcal{I}\}$ and $\{R_s' : s \in \mathcal{I}\}$ which have negligible intersections $R_s \cap \pi(R_s')$ for distinct $s, \tilde{s} \in \mathcal{I} \subset \{-1, 1\}^m$. In Section 3.4, we compare the vertex signatures of the two graphs. In Section 3.5, we put together the pieces and prove Theorem 1.

To simplify the notation, we assume without loss of generality that the latent matching $\pi$ is the identity and thus $G = G^\pi$ throughout the proof.

3.1. First-generation partitions

The subsets $A$ and $A'$ generated at Step 1 of the algorithm have cardinalities very close to $n$, so the sets $A$ and $A'$ have a large intersection. This, together with the correlation between the edges of $G$ and $G'$, implies that the degrees of corresponding vertices of $G$ in $A$ and of $G'$ in $A'$ should be close to each other with high probability. Therefore, the corresponding elements of the partitions of
A into $Q_1, \ldots, Q_m$ and of $A'$ into $Q'_1, \ldots, Q'_m$, have large intersections with high probability. This is formally stated in the following lemma.

**Lemma 2 (Correlation of first-generation sets)** For any $\delta > 0$ there is $n_0(\delta) \in \mathbb{N}_+$ with the following property. Let $n \geq n_0$, and assume (5), (6) and (7). With probability at least $1 - 5n^3 \exp(-\beta^3 \sqrt{m})$, the first generation of sets defined by (1) satisfies

$$|Q_\ell \cap Q'_\ell| \geq n/m - Cn \sqrt{\beta \log(1/\beta)}, \quad |Q_\ell \triangle Q'_\ell| \leq Cn \sqrt{\beta \log(1/\beta)},$$

for all $\ell \in [m]$, where $C > 0$ is a universal constant, and $\triangle$ denotes the symmetric difference.

By our choice of $m$ and $\beta$, the lemma guarantees that $|Q_\ell \triangle Q'_\ell| \ll |Q_\ell \cap Q'_\ell|$ for all $\ell \in [m]$ with high probability. In other words, $Q_\ell$ and $Q'_\ell$ almost coincide, so the first-generation partitions are well matched. The proof of Lemma 2 can be found in Section A.2 and is based on preliminary results established in Section A.1.

### 3.2. Second-generation partitions

We now turn to the second-generation partitions. Recall that $B$ and $B'$ are independent random sets of cardinality $0.5\beta n$ each. We first show that with high probability, the cardinality of each second-generation set $R_s$ or $R'_s$ is of order $\beta n/2^m$, and the intersection $R_s \cap B'$ has cardinality of order $\beta^2 n/2^m$. Furthermore, using the correlation between the two graphs, we establish that the intersection $R_s \cap R'_s$ also has cardinality of order $\beta^2 n/2^m$ for most $s \in \{-1, 1\}^m$ with high probability. Therefore, $R_s \cap B'$ occupies a significant portion of $R_s \cap B'$ for most $s$, which is the basis for constructing correlated vertex signatures later. These estimates are made precise in the following two lemmas.

**Lemma 3 (Cardinalities of second-generation sets)** For any $\delta > 0$ there is $n_0(\delta)$ with the following property. Let $n \geq n_0$, and assume (5), (6) and (7). The following statements hold:

- We have
  $$\frac{\beta^2 n}{8} \leq |B \cap B'| \leq \frac{\beta^2 n}{2}$$
  with probability at least $1 - 2 \exp(-\beta^2 n/40)$.

- Conditional on any realization of $\{A, A', G(A), G(A'), B, B'\}$ such that (9) and (10) hold, we have
  $$\frac{\beta n}{2^{m+3}} \leq |R_s|, |R'_s| \leq \frac{\beta n}{2^{m-1}}, \quad \frac{\beta^2 n}{2^{m+5}} \leq |R_s \cap B'| \leq \frac{\beta^2 n}{2^{m-1}}, \quad s \in \{-1, 1\}^m$$
  with conditional probability at least $1 - 2^{m+2} \exp(-\beta^2 n/2^{m+8})$.

**Lemma 4 (Correlation of second-generation sets)** For any $\delta > 0$ there is $n_0(\delta)$ with the following property. Let $n \geq n_0$, and assume (5), (6) and (7). Then, conditional on any realization of $\{A, A', G(A), G(A'), B, B'\}$ such that (9), (10) hold, the second generation of partitions satisfies

$$\left| \left\{ s \in \{-1, 1\}^m : |R_s \cap R'_s| \leq \beta^2 n/2^{m+6} \right\} \right| \leq C 2^m m^{3/2} \beta^{1/4} \log(1/\beta)$$

with conditional probability at least $1 - \exp(-\beta^{0.4} n/2^m)$.

The proofs of the above two lemmas are postponed to Section A.3.
3.3. Sparsification

Lemma 4 shows that with probability close to one, for a large proportion of indices \( s \), second-generation sets \( R_s \) and \( R'_s \) have large intersections. This, in turn, implies (conditioned on a “good” realization of \( A, A', B, B', G(A \cup B) \) and \( G'(A' \cup B') \)) that for a large proportion of \( s \in \{-1, 1\}^m \), and for any \( i \in C \cap C' \), the signs \( \text{Sign}(|N_G(i; R_s)| - p|R_s|) \) and \( \text{Sign}(|N_G'(i; R'_s)| - p|R'_s|) \) have non-negligible correlations. This suggests that the true permutation (the identity in our analysis) can be recovered by comparing the “full” signatures \( (\text{Sign}(|N_G(i; R_s)| - p|R_s|))_{s \in \{-1, 1\}^m} \) and \( (\text{Sign}(|N_G'(j; R'_s)| - p|R'_s|))_{s \in \{-1, 1\}^m} \).

However, this approach leads to a problem with resolving probabilistic dependencies, since for distinct \( s, \tilde{s} \in \{-1, 1\}^m \), \( \text{Sign}(|N_G(i; R_s)| - p|R_s|) \) and \( \text{Sign}(|N_G'(i; R'_s)| - p|R'_s|) \) are dependent random variables as long as \( R_s \) and \( R'_s \) have a non-empty intersection. Our bound from Lemma 4 still allows non-negligible intersections \( R_s \cap R'_s \) for distinct indices \( s, \tilde{s} \in \{-1, 1\}^m \), so that it is not clear what a comparison of the full signatures yields. As a way to deal with this issue, we perform sparsification of the collection of the second-generation sets. Namely, we choose a uniform random subset \( \mathcal{I} \subset \{-1, 1\}^m \) of cardinality \( \omega \ll 2^m \), and construct vertex signatures on the basis of sets \( R_s \) and \( R'_s \) where \( s \in \mathcal{I} \). It turns out that such a procedure efficiently handles the dependencies described above as the sparsified collections \( \{R_s : s \in \mathcal{I}\} \) and \( \{R'_s : s \in \mathcal{I}\} \) have negligible intersections \( R_s \cap R'_s \) for \( s \neq \tilde{s} \). The following lemmas provide a rigorous justification for this step of the algorithm.

**Lemma 5 (Correlation of second-generation sets)** Condition on a realization of \( A, A', B, B', C, C', G(A \cup B) \) and \( G'(A' \cup B') \) such that (12) holds with a constant \( C > 0 \). Let \( \mathcal{I} \) be a uniform random subset of \( \{-1, 1\}^m \) of cardinality \( \omega \). Then we have

\[
\left| \left\{ s \in \mathcal{I} : |R_s \cap R'_s| \leq \beta^2 n/2^{m+6} \right\} \right| \leq 2C\omega m^{3/2} \beta^{1/4} \log(1/\beta)
\]  

with probability at least \( 1 - 2e^{-(\log n)^{1+\delta}} \), where the randomness is with respect to \( \mathcal{I} \).

In the sequel, for any subset \( \mathcal{J} \subset \{-1, 1\}^m \), we use the notation

\[
R_{\mathcal{J}} := \bigcup_{t \in \mathcal{J}} R_t, \quad R'_{\mathcal{J}} := \bigcup_{t \in \mathcal{J}} R'_t
\]

**Lemma 6 (Small overlaps)** Condition on a realization of \( A, A', B, B', C, C', G(A \cup B) \) and \( G'(A' \cup B') \) such that \( \beta n \leq |R_s|, |R'_s| \leq \beta n/2^{m+1} \) for all \( s \in \{-1, 1\}^m \). Let \( \mathcal{I} \) be a uniform random subset of \( \{-1, 1\}^m \) of cardinality \( \omega \) as in the algorithm. Then, there exists a random subset \( \mathcal{I} \subset \mathcal{I} \) measurable with respect to \( \{A, A', B, B', C, C', G(A \cup B), G'(A' \cup B')\} \), such that the following holds with probability at least \( 1 - 2n^2e^{-(\log n)^{1+\delta}} \). We have

\[
|\mathcal{I} \setminus \mathcal{I}| \leq 4(\log n)^{1+\delta},
\]

and for all \( i \in C \cap C' \) and \( s \in \mathcal{I} \),

\[
|\eta(i)_s| \vee |\eta'(i)_s| \leq \sqrt{\frac{p m}{2^{m+1}(\log n)^{\delta}}}
\]
where

\[ \eta(i)_s := |N_G(i; R_s \cap R'_s \backslash \{s\})| - p \cdot |R_s \cap R'_s \backslash \{s\}|, \quad (17) \]

\[ \eta'(i)_s := |N_G'(i; R'_s \cap R'_s \backslash \{s\})| - p \cdot |R'_s \cap R'_s \backslash \{s\}|. \quad (18) \]

**Remark 7** Note that, conditional on \( 2^{3n} \leq |R_s| \leq 2^{3n} \), the standard deviation of the random variable \( |N_G(i; R_s)| - p \cdot |R_s| \) is of order \( \Theta(\sqrt{p|R_s|}) = \Theta(\sqrt{\beta n/2^m}) \). The above lemma asserts that on an event of probability close to one, and for a vast majority of indices \( s \in \mathcal{I} \), the deviation \( |N_G(i; R_s \cap R'_s \backslash \{s\})| - p \cdot |R_s \cap R'_s \backslash \{s\}| \) is of a much smaller order \( \sqrt{\frac{\beta n}{2^{m \eta}}} \). This should be interpreted as the property that “most of the randomness” of \( |N_G'(i; R'_s \cap R'_s \backslash \{s\})| \) comes from the variable \( |N_G(i; R_s \cap R'_s \backslash \{s\})| \). This crucial property will allow us to compare the vertex signatures over \( \{R_s : s \in \mathcal{I}\} \) and \( \{R'_s : s \in \mathcal{I}\} \).

The proofs of Lemmas 5 and 6 can be found in Section A.4.

### 3.4. Vertex signatures

In the sequel, we assume that \( n \geq n_0 \) for a sufficiently large \( n_0 = n_0(\delta) \in \mathbb{N}_+ \) and assume (5), (6), (7) and (8). We continue to use the notation \( R'_s \) and \( R'_s \) defined in (14). Recall that \( f(i) \) and \( f'(i) \) denote the signatures of \( i \) in \( G \) and \( G' \) respectively, defined by (3). The next result controls the difference between them.

**Lemma 8 (Correlated signatures)** There exist universal constants \( c_1, c_2 > 0 \) such that the following holds. Condition on a realization of \( A, A', B, B', C, C', G(A \cup B) \) and \( G'(A' \cup B') \) such that (10), (11) and (12) hold. Fix any vertex \( i \in C \cap C' \). Condition further on a realization of \( \mathcal{I} \subset \{-1, 1\}^m, \tilde{\mathcal{I}} \subset \mathcal{I} \), and \( \{N_G(i; R_s \cap R'_s), N_G'(i; R'_s \cap R'_s) : s, t \in \mathcal{I}, s \neq t\} \) such that (13), (15) and (16) hold. Then we have

\[ \sum_{s \in \mathcal{I}} \mathbb{1}\{f(i)_s = f'(i)_s\} \geq \frac{\omega}{2}(1+c_1\beta) \]

with conditional probability at least \( 1 - \exp(-c_2\beta^2 \omega) \).

The following lemma, on the other hand, compares vertex signatures \( f(i) \) and \( f'(j) \) for distinct \( i, j \in [n] \).

**Lemma 9 (Uncorrelated signatures)** Condition on any realization of \( A, A', B, B', C, C', G(A \cup B) \) and \( G'(A' \cup B') \) such that (11) holds. Fix any distinct vertices \( i, j \in C \cap C' \). Condition further on a realization of \( \mathcal{I} \subset \{-1, 1\}^m, \tilde{\mathcal{I}} \subset \mathcal{I} \), and

\[ \{N_G(i; R_s \cap R'_s), N_G'(i; R'_s \cap R'_s) : s, t \in \mathcal{I}, s \neq t\} \]

such that (15) holds, and (16) holds for \( i \) and also for \( j \) in place of \( i \). Then we have

\[ \sum_{s \in \mathcal{I}} \mathbb{1}\{f(i)_s = f'(j)_s\} \leq \frac{\omega}{2}(1+\frac{\beta}{\log \log n}) \]

with conditional probability at least \( 1 - \exp\left(\frac{-\beta^2 \omega}{2n \log \log n}\right) \).

The proofs of the above two lemmas can be found in Section A.5.
3.5. Proof of Theorem 1

Given the above results established, the proof of the theorem consists of proving several simple claims.

Claim 1. We have

\[
\mathbb{P}\left\{ \sum_{s \in \mathcal{I}} 1\{f(i)_s = f'(i)_s\} \leq \frac{\omega}{2} \left( 1 + \frac{\beta}{\log \log n} \right) \text{ for all distinct } i, j \in C \cap C' \right\} \\
\geq 1 - n^{-\log n^{3/2}}.
\]

Indeed, by combining Lemmas 2 and 3, we get that with probability at least

\[
1 - 5n^3 \exp(-\beta^3 \sqrt{m}) - 2 \exp(-\beta^2 n/40) - 2^{m+2} \exp(-\beta^2 n/2^{m+8}),
\]

(10) and (11) hold. Furthermore, conditional on such a realization of \( \{R_s, R'_s : s \in \{-1, 1\}^m\} \), Lemma 6 implies that (15) and (16) hold with conditional probability at least

\[
1 - 2n^2 e^{-\log n^{1+\delta}}.
\]

Finally, conditional on such a realization of \( \mathcal{I} \) and \( \mathcal{N}_G(i; R_s \cap R'_t), \mathcal{N}_{G'}(i; R_s \cap R'_t) \) for \( i \in C \cap C' \) and distinct \( s, t \in \mathcal{I} \), we apply Lemma 9 to obtain that with conditional probability at least

\[
1 - n^2 \exp\left( \frac{-\beta^2 \omega}{8(\log \log n)^2} \right),
\]

(20) holds for every pair of distinct vertices \( i, j \in C \cap C' \). It remains to note that, in view of our assumptions on the parameters, the sum of the failure probabilities is bounded by \( n^{-\log n^{3/2}} \).

Claim 2. We have

\[
\mathbb{P}\left\{ \sum_{s \in \mathcal{I}} 1\{f(i)_s = f'(i)_s\} > \frac{\omega}{2} \left( 1 + \frac{\beta}{\log \log n} \right) \text{ for all } i \in C \cap C' \right\} \geq 1 - n^{-\log n^{3/2}}.
\]

Similarly, we first condition on any realization of \( \{A, B, C, G(A \cup B), A', B', C', G'(A' \cup B')\} \) such that (10), (11) and (12) hold. Then we condition on a realization of \( \mathcal{I} \) and \( \mathcal{N}_G(i; R_s \cap R'_t), \mathcal{N}_{G'}(i; R_s \cap R'_t) \) for \( i \in C \cap C' \) and distinct \( s, t \in \mathcal{I} \) such that (13), (15) and (16) hold. Finally, we apply Lemma 8 to obtain

\[
\sum_{s \in \mathcal{I}} 1\{f(i)_s = f'(i)_s\} \geq \frac{\omega}{2}(1 + c_1 \beta) > \frac{\omega}{2} \left( 1 + \frac{\beta}{\log \log n} \right) \text{ for all } i \in C \cap C'
\]

with conditional probability at least \( 1 - n \exp(-c_2 \beta^2 \omega) \). It remains to note that the sum of the failure probabilities from Lemmas 2, 3, 4, 5, 6 and 8 is bounded by

\[
5n^3 \exp(-\beta^3 \sqrt{m}) + 2 \exp(-\beta^2 n/40) + 2^{m+2} \exp(-\beta^2 n/2^{m+8}) + \exp(-\beta^{9/4} n/2^m) \\
+ 2 n^2 e^{-\log n^{1+\delta}} + n \exp(-c_2 \beta^2 \omega) \leq n^{-\log n^{3/2}},
\]

in view of our assumptions on the parameters.
Claim 3. Let $T^u_h, h = 1, 2, u = 1, 2, \ldots, \lfloor (\log n)^2/\beta^4 \rfloor$, be independent uniform random subsets of $[n]$ of cardinality $0.5\beta n$. Then

$$\mathbb{P}\{\text{For every pair of indices } i, j \text{ there is } u \text{ such that } \{i, j\} \subset T^1_u \cap T^2_u \} \geq 1 - n^{-c\log n}$$

for a universal constant $c > 0$.

Indeed, the probability that any given $i, j$ belong to $T^1_u \cap T^2_u$ can be bounded from below by $\beta^4/17$, whence the event of interest holds with probability at least $1 - (1 - \beta^4/17)\lfloor (\log n)^2/\beta^4 \rfloor$, implying the estimate.

Let us conclude the proof now. Recall the decision rule (4) for whether we potentially match a pair of vertices from the two graphs $G$ and $G'$ in Step 5 of the algorithm. By the first two claims, repeating Steps 1–5 of the algorithm $(\log n)^2/\beta^4$ times, we will get with probability at least $1 - 2(\log n)^2/\beta^4 n^{-\log^{5/2} n}$ that, every two distinct vertices $i, j$ are not potentially matched whenever they both fall into $C \cap C'$ at some iteration, and every vertex $i$ is matched with itself whenever it falls into $C \cap C'$ at some iteration. Moreover, the third claim above implies that, with overwhelming probability, every pair of vertices falls into $C \cap C'$ at least in one of the iterations. Thus, with probability at least

$$1 - 2(\log n)^2/\beta^4 n^{-\log^{5/2} n} - n^{-c\log n} \geq 1 - n^{-\log^{5/4} n},$$

the algorithm returns the true permutation.
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Appendix A. Additional proofs

A.1. Lemmas for Erdős–Rényi graphs

Observations grouped together in this section are based on simple decoupling arguments and classical concentration inequalities. Undoubtedly, some of them can be found in the literature, and some can be easily strengthened by applying slightly more sophisticated arguments and sharper concentration inequalities. We prefer to provide all proofs for completeness.

Lemma 10 (Comparison of an empirical distribution and a binomial) Let \( k \in \mathbb{N}_+ \), \( p \in (0, 1) \); let \( \Gamma \) be a \( G(k, p) \) random graph, \( J \) be a fixed non-empty subset of \([k]\), and \( M \) be a possibly random subset of \([k] \setminus J \) measurable with respect to \( \Gamma([k] \setminus J) \), the subgraph of \( \Gamma \) induced by \([k] \setminus J \). Denote by \( \tilde{F} \) the empirical distribution of the number of neighbors of vertices in \( J \) within the set \( M \), i.e.

\[
\tilde{F}(t) := \frac{1}{|J|} \left| \left\{ i \in J : |N_{\Gamma}(i; M)| \leq t \right\} \right|, \quad t \in \mathbb{N}_0.
\]

Then for every \( s > 0 \) we have with probability at least \( 1 - 2k \exp(-cs^2/|J|) \):

\[
|\tilde{F}(t) - F_{|M|,p}(t)| \leq \frac{s}{|J|}, \quad t \in \mathbb{N}_0,
\]

where \( c > 0 \) is a universal constant.
Proof Let us condition on any realization of $M$ (in what follows, by $\tilde{P}$ we denote the corresponding conditional probability measure). Fix for a moment any $t \in \mathbb{N}_0$, and let, for each $i \in J$, $b_i$ be the indicator of the event that $|\mathcal{N}_T(i; M)| \leq t$. Then, clearly, $b_i$'s are mutually independent, each with probability of success $F_{|M|, p}(t)$. Hence, applying Hoeffding’s inequality,

$$\tilde{P}\left\{ \sum_{i \in J} b_i - |J| F_{|M|, p}(t) \geq s \right\} \leq 2 \exp(-cs^2/|J|), \quad s \geq 0,$$

for a universal constant $c > 0$. Taking the union bound over all $t \in \{0, 1, \ldots, k-1\}$, we obtain the result.

**Lemma 11 (Anti-concentration of vertex degrees)** Let $d, r \in \mathbb{N}_0$, $p \in (0, 1)$, and $\Gamma$ be a $G(k, p)$ random graph. Then with probability at least $1 - 2k^2 \exp\left(-\frac{cr^3}{p(1-p)k}\right)$, we have

$$|\{i \in [k] : \deg_{\Gamma}(i) \in (d, d+r]\}| \leq Cr \sqrt{\frac{k}{p(1-p)}}.$$

Here, $c, C > 0$ are universal constants.

**Proof** If $k \leq r$ then $r \sqrt{\frac{k}{p(1-p)}} \geq k$, and the above assertion is trivial. Further, we assume that $k > r$. Set $h := \lfloor k/r \rfloor$ and $s := r^2/\sqrt{p(1-p)k}$. Denote

$$T := \{i \in [k] : \deg_{\Gamma}(i) \in (d, d+r]\}.$$

Let $J_1, J_2, \ldots, J_h$ be any fixed partition of $[k]$ into $h$ sets, each of cardinality locked in the interval $[k/(2h), 2k/h]$. Obviously, the set $T$ is contained in the union

$$\bigcup_{j=1}^{h} \{i \in J_j : |\mathcal{N}_T(i; [k] \setminus J_j)| \in (d - |J_j|; d+r]\}.$$

Fix for a moment any $j \leq h$. We have

$$|\{i \in J_j : |\mathcal{N}_T(i; [k] \setminus J_j)| \in (d - |J_j|; d+r]\}| = |J_j|(|\tilde{F}(d+r) - \tilde{F}(d - |J_j|)|),$$

where $\tilde{F}$ is the empirical distribution of the number of neighbors of vertices in $J_j$ within $[k] \setminus J_j$, given by

$$\tilde{F}(t) = \frac{1}{|J_j|} \{i \in J_j : |\mathcal{N}_T(i; [k] \setminus J_j)| \leq t\}, \quad t \in \mathbb{N}_0.$$

Applying Lemma 10, we obtain

$$|(\tilde{F}(d+r) - \tilde{F}(d - |J_j|)) - (F_{k-|J_j|, p}(d+r) - F_{k-|J_j|, p}(d - |J_j|))| \leq \frac{2s}{|J_j|}$$

with probability at least $1 - 4k^2 \exp(-cs^2/|J_j|)$. In view of Lemmas 21 and 22, we then get for some universal constant $C > 0$,

$$\tilde{F}(d+r) - \tilde{F}(d - |J_j|) \leq F_{k, p}(d + r + |J_j|) - F_{k, p}(d - |J_j|) + \frac{2s}{|J_j|} \leq C\left(\frac{r+k}{h}\right) + \frac{2s}{|J_j|}.$$
Summarizing,
\[ |T| \leq h \left( \frac{C(r + k/h) \cdot 2k/h}{\sqrt{p(1-p)k}} + 2s \right) = 2C\sqrt{\frac{k}{p(1-p)}} (r + k/h) + 2hs \]

with probability at least \(1 - 4k^2 \exp(-chs^2/(2k))\). Our choice of \(h\) and \(s\) implies the result. \(\blacksquare\)

Finally, we establish a lemma for the first-generation partition.

**Lemma 12 (Cardinalities of first-generation sets)** For \(k \in \mathbb{N}_+\) and \(p \in (0, 1)\), let \(\Gamma\) be a \(G(k, p)\) random graph. For \(m \in \mathbb{N}_+\), we define the first generation with respect to \(\Gamma\) as the partition of \([k]\) consisting of sets
\[ Q^\Gamma_{\ell} := \{ j \in [k] : F_{k,p}(\deg_{\Gamma}(j)) \in ((\ell - 1)/m, \ell/m) \}, \quad \ell \in [m]. \]

Then, for \(\beta \in (0, 1)\), we have
\[ |Q^\Gamma_{\ell}| - \frac{k}{m} \leq O k \sqrt{\beta}, \quad \ell \in [m] \]

with probability at least \(1 - 2mk^2 \exp\left( -c \beta^{3/2} k \sqrt{p(1-p)} \right)\), where \(C, c > 0\) are universal constants.

**Proof** Define integers \(d_0, d_1, \ldots, d_m\) via the condition
\[ F_{k,p}(t) \in ((\ell - 1)/m, \ell/m) \text{ if and only if } d_{\ell-1} < t \leq d_\ell \text{ for every } t \in \mathbb{N}_0 \text{ and } \ell \in [m]. \]

Fix any \(\ell \in [m]\). Set \(h := \left\lfloor \sqrt{\frac{k}{p(1-p)}} \right\rfloor\) and \(s := \beta \sqrt{kp(1-p)}\). Note that if \(h \geq k\) then necessarily \(\sqrt{kp(1-p)} \leq 1\), and the assertion of the statement is trivial. Further, we assume that \(h < k\).

Let \(J_1, J_2, \ldots, J_h\) be any fixed partition of \([k]\) into \(h\) sets, each of cardinality locked in the interval \([k/(2h), 2k/h]\). Clearly, we have
\[ J_u \cap Q^\Gamma_{\ell} \subseteq \{ j \in [k] : |\mathcal{N}_\Gamma(j; [k] \setminus J_u)| \in (d_{\ell-1} - |J_u|, d_\ell) \}, \quad u \in [h]. \]

Applying Lemma 10, as well as Lemmas 21 and 22, we get
\[ \frac{1}{|J_u|} |J_u \cap Q^\Gamma_{\ell}| \leq F_{k-|J_u|, p}(d_\ell) - F_{k-|J_u|, p}(d_{\ell-1} - |J_u|) + \frac{2s}{|J_u|} \]
\[ \leq F_{k,p}(d_\ell + |J_u|) - F_{k,p}(d_{\ell-1} - |J_u|) + \frac{2s}{|J_u|} \]
\[ \leq \frac{1}{m} + \frac{C|J_u|}{\sqrt{p(1-p)k}} + \frac{2s}{|J_u|}, \quad u \in [h], \]

with probability at least \(1 - 4k^2 \exp(-c'hs^2/k)\), for a universal constant \(c' > 0\). Thus,
\[ |Q^\Gamma_{\ell}| \leq \frac{k}{m} + \frac{C'k^2/h}{\sqrt{p(1-p)k}} + 2hs \]

with probability at least \(1 - 4k^2 \exp(-c'hs^2/k)\). The lower bound is analogous, so the conclusion follows by plugging in \(h\) and \(s\) and applying a union bound. \(\blacksquare\)
A.2. Correlation of first-generation partitions

To study the correlation of the first-generation partitions in the algorithm, we start with a concentration result in a general setup.

If $\Gamma$ is a $G(k, p)$ random graph, $J$ is a subset of vertices of $\Gamma$, and $i \in J^c$ is any vertex, then the difference $|\mathcal{N}_\Gamma(i; J) - p|J|$ should have a typical order of magnitude $\sqrt{p|J|}$. The next lemma asserts that if $\Gamma$ and $\Gamma'$ are two $G(k, p)$ graphs generated according to the correlated Erdős–Rényi graph model, then for any given set $J$ and vertex $i \in J^c$, the differences $|\mathcal{N}_\Gamma(i; J) - p|J|$ and $|\mathcal{N}_{\Gamma'}(i; J) - p|J|$ fluctuate “synchronously” in the sense that

$$
(|\mathcal{N}_\Gamma(i; J) - p|J|) - (|\mathcal{N}_{\Gamma'}(i; J) - p|J|)
$$

is much smaller than $\sqrt{p|J|}$ with high probability. In fact, to provide necessary flexibility, we will allow different vertex subsets $J$ and $J'$ for $\Gamma$ and $\Gamma'$, respectively, and estimate the quantity of interest in terms of the intersection $J \cap J'$ and the symmetric difference $J \triangle J'$.

**Lemma 13 (Correlation of sizes of neighborhoods)** Fix $k \in \mathbb{N}_+$, $p \in (0, 1)$ and $\alpha \in [0, 1 - p]$. From a $G(k, \frac{p}{1-\alpha})$ random graph $\Gamma_0$, we sample two independent copies of subgraphs $\Gamma$ and $\Gamma'$ by removing every edge of $\Gamma_0$ independently with probability $\alpha$. Fix subsets $J, J' \subset [k]$ and a vertex $i \in [k] \setminus (J \cup J')$. For any $t > 0$, we have that with probability at least $1 - 6\exp(-t) - 2\exp\left(\frac{-p|J \cap J'|}{3(1-\alpha)}\right)$,

$$
\left| |\mathcal{N}_\Gamma(i; J) - p|J| - |\mathcal{N}_{\Gamma'}(i; J') + p|J'|\right| \leq 4\left( t + \sqrt{t\alpha p|J \cap J'|} + \sqrt{tp|J \triangle J'|} \right).
$$

**Proof** Let us partition the neighborhood of interest as

$$
\mathcal{N}_\Gamma(i; J) = \mathcal{N}_\Gamma(i; J \cap J') \cup \mathcal{N}_\Gamma(i; J \setminus J')
$$

and similarly for $\Gamma'$. As a result, we can apply the triangle inequality to obtain

$$
\left| \left| \mathcal{N}_\Gamma(i; J) - p|J| \right| - \left| \mathcal{N}_{\Gamma'}(i; J') - p|J'| \right| \right| \leq \left| \left| \mathcal{N}_\Gamma(i; J \cap J') - |\mathcal{N}_{\Gamma'}(i; J \cap J')| \right| \right|

+ \left| \left| \mathcal{N}_\Gamma(i; J \setminus J') - p|J \setminus J'| \right| \right| + \left| \left| \mathcal{N}_{\Gamma'}(i; J' \setminus J) - p|J' \setminus J| \right| \right|.
$$

It suffices to bound each term on the right-hand side.

First, we can write $|\mathcal{N}_\Gamma(i; J \cap J')| = \sum_{j \in J \cap J'} X_j Y_j$ and $|\mathcal{N}_{\Gamma'}(i; J \cap J')| = \sum_{j \in J \cap J'} X_j Y_j'$, where $X_i \sim \text{Bernoulli}(\frac{p}{1-\alpha})$, $Y_i \sim \text{Bernoulli}(1-\alpha)$ and $Y_i' \sim \text{Bernoulli}(1-\alpha)$ are all independent Bernoulli random variables. As a result, we have

$$
|\mathcal{N}_\Gamma(i; J \cap J')| - |\mathcal{N}_{\Gamma'}(i; J \cap J')| = \sum_{j \in J \cap J'} X_j (Y_j - Y_j').
$$

Conditioned on any realization of $X_j$, the random variables $X_j(Y_j - Y_j')$ are independent, zero-mean and take values in $\{-1, 0, 1\}$. Hence Bernstein’s inequality (see Lemma 19) implies that

$$
P\left\{ \left| \sum_{j \in J \cap J'} X_j (Y_j - Y_j') \right| \geq 4t/3 + 2\sqrt{t} \right\} \leq 2\exp(-t), \tag{21}
$$
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where
\[ \sigma^2 = \sum_{j \in J \cap J'} \mathbb{E}[X_j^2(Y_j - Y_j')^2 | X_j] = 2\alpha(1 - \alpha) \sum_{j \in J \cap J'} X_j. \]

In addition, since \( \sum_{j \in J \cap J'} X_j \sim \text{Binomial}(|J \cap J'|, \frac{p}{1 - \alpha}) \), Bernstein’s inequality gives
\[
\mathbb{P}\left\{ \sum_{j \in J \cap J'} X_j \geq 2p|J \cap J'| \left| \frac{1}{1 - \alpha} \right| \right\} \leq 2 \exp\left(\frac{-p|J \cap J'|}{3(1 - \alpha)}\right). \tag{22}
\]

Combining (21) and (22) yields
\[
\mathbb{P}\left\{ \left| \sum_{j \in J \cap J'} X_j(Y_j - Y_j') \right| \geq 4t/3 + 4\sqrt{t\alpha p|J \cap J'|} \right\} \leq 2 \exp(-t) + 2 \exp\left(\frac{-p|J \cap J'|}{3(1 - \alpha)}\right).
\]

Second, since \( |\mathcal{N}_\Gamma(i; J \setminus J')| \sim \text{Binomial}(|J \setminus J'|, \frac{p}{1 - \alpha}) \), it follows from Bernstein’s inequality that
\[
\mathbb{P}\left\{ \left| |\mathcal{N}_\Gamma(i; J \setminus J')| - p|J \setminus J'| \right| \geq 4t/3 + 2\sqrt{tp|J \setminus J'|} \right\} \leq 2 \exp(-t).
\]
An analogous bound holds for the graph \( \Gamma' \). Combining everything finishes the proof. \( \square \)

Recall that in the algorithm, \( \mathbf{A} \) and \( \mathbf{A}' \) are defined to be independent uniformly random subsets of \([n]\) of cardinality \( n - \beta n \), where \( \beta \geq \alpha \). We have the following result.

**Lemma 14 (Overlap of vertices with similar degrees)** For any \( t > 0 \), we write
\[
\tau := 4t + 12\sqrt{t\beta p n}, \quad v := 6 \exp(-t) + 2 \exp(-\alpha n/4) \tag{23}
\]
for brevity. Then with probability at least \( 1 - n \exp(-\beta^2 \tau) \), there exists a set \( T \subset [n] \) of cardinality \( |T| \leq vn + 2\beta n \) such that the following holds: For any \( d, \bar{d} \in \mathbb{N}_0 \) such that \( d < \bar{d} \),
\[
\{ i \in \mathbf{A} : \text{deg}_{G(A)}(i) \in [d + 3\tau, \bar{d} - 3\tau) \} \subset \{ i \in \mathbf{A}' : \text{deg}_{G'(A')}(i) \in [d, \bar{d}) \} \cup T.
\]

**Proof** Note that without loss of generality, \( 4 \leq \tau \leq n/3 \): Indeed, if \( \tau < 4 \) then necessarily \( t \leq 1 \), whence \( vn > n \); further, if \( \tau > n/3 \) then the set \( \{ i \in \mathbf{A} : \text{deg}_{G(A)}(i) \in [d + 3\tau, \bar{d} - 3\tau) \} \) is empty for any \( d, \bar{d} \in \mathbb{N}_0 \). Let \( h := \lfloor n/\tau \rfloor \).

Note also that \( |\mathbf{A} \cap \mathbf{A}'| \geq n - 2\beta n \). Hence, we can partition \( \mathbf{A} \cap \mathbf{A}' \) into \( h \) (random) sets \( I_1, \ldots, I_h \), each of which has cardinality in the interval \([\tau/2, 2\tau]\).

Now we fix \( j \in [h] \). For each \( i \in I_j \), define an indicator
\[
b_i := 1\left\{ \left| |\mathcal{N}_G(i; \mathbf{A} \setminus I_j)| - |\mathcal{N}_G'(i; \mathbf{A}' \setminus I_j)| \right| \geq \tau \right\}.
\]

To bound \( \mathbb{E}[b_i] = \mathbb{P}\{ \left| |\mathcal{N}_G(i; \mathbf{A} \setminus I_j)| - |\mathcal{N}_G'(i; \mathbf{A}' \setminus I_j)| \right| \geq \tau \} \), we apply Lemma 13 with \( \Gamma = G, \Gamma' = G', J = \mathbf{A} \setminus I_j \) and \( J' = \mathbf{A}' \setminus I_j \). In this case, we have \( |J| = |J'|, 0.9n \leq |J \cap J'| \leq n \) and \( |J \triangle J'| \leq 2\beta n \), so Lemma 13 gives
\[
\mathbb{E}[b_i] \leq v.
\]
The indicators $b_i$ are clearly independent, so Hoeffding’s inequality yields that

$$\mathbb{P}\left\{ \sum_{i \in I_j} b_i \geq v|I_j| + \beta \tau \right\} \leq \exp(-2\beta^2 \tau^2 / |I_j|) \leq \exp(-\beta^2 \tau).$$

Next, we define a set $T_j := \{ i \in I_j : b_i = 1 \}$, which has cardinality $|T_j| \leq v|I_j| + \beta \tau$ with probability at least $1 - \exp(-\beta^2 \tau)$. By the definitions of $b_i$ and $T_j$, we have

$$\{ i \in I_j : |\mathcal{N}_G(i; A \setminus I_j)| \in [d, \bar{d} - 3\tau) \} \cup \{ i \in I_j : |\mathcal{N}_{G'}(i; A' \setminus I_j)| \in [d, \bar{d} - 2\tau) \} \cup T_j. \quad (24)$$

Furthermore, in view of the bounds

$$0 \leq \deg_{G(A)}(i) - |\mathcal{N}_G(i; A \setminus I_j)| \leq |I_j| \leq 2\tau$$

and the analogous bounds for the graph $G'$, the inclusion (24) implies

$$\{ i \in I_j : \deg_{G(A)}(i) \in [d + 3\tau, \bar{d} - 3\tau) \} \subseteq \{ i \in I_j : \deg_{G'}(i) \in [d, \bar{d}) \} \cup T_j.$$

Taking a union bound over $j \in [h]$, we see that $\bigcup_{j=1}^h T_j$ has cardinality at most $vn + \beta n$ with probability at least $1 - n \exp(-\beta^2 \tau)$. Moreover, we have

$$\{ i \in A \cap A' : \deg_{G(A)}(i) \in [d + 3\tau, \bar{d} - 3\tau) \} \subseteq \{ i \in A \cap A' : \deg_{G'}(i) \in [d, \bar{d}) \} \cup \bigcup_{j=1}^h T_j.$$

Finally, it suffices to define $T := \bigcup_{j=1}^h T_j \cup (A \setminus A')$ and use the bound $|A \setminus A'| \leq \beta n$ to complete the proof. \hfill \qed

We are ready to prove Lemma 2, which is our main result about the correlation between the first-generation partitions.

**Proof [Proof of Lemma 2]** For each $\ell \in [m]$, let $d_\ell$ be the smallest integer $d$ such that $F_{|A|, \beta}(d) > \frac{\ell - 1m}{m}$, and let $d_{m+1} = \infty$. Then the set $Q_\ell$ in (1) can be equivalently defined by

$$Q_\ell = \{ i \in A : \deg_{G(A)}(i) \in [d_\ell, d_{\ell+1}) \},$$

and similarly for $Q'_\ell$.

Let $t = \log(1/\beta)$, and let $\tau$ and $v$ be defined by (23). Observe that, with our assumptions on parameters, $2 \exp(-pn/4) \ll \beta$, so

$$v \leq 7\beta. \quad (25)$$

Further, assuming $n_0(\delta)$ is large enough, we have

$$\beta \sqrt{pm} \ll \tau = 4\log(1/\beta) + 12\sqrt{pn\beta \log(1/\beta)} \leq 12.01\sqrt{pn\beta \log(1/\beta)}. \quad (26)$$

Lemma 11 with $\Gamma = G(A)$, $r = \lceil 3\tau \rceil$ and a union bound yields the following: With probability at least $1 - 2n^3 \exp\left( -\frac{c\tau^3}{pn} \right)$, it holds for all $d = 0, 1, \ldots, |A|$ that

$$\left| \{ i \in A : \deg_{G(A)}(i) \in [d, d + 3\tau) \} \right| \leq C\tau \sqrt{n/p}.$$
This bound applied with \( d = d_\ell \) and \( d = d_{\ell+1} - 3\tau \), gives
\[
|\{ i \in A : \deg_{G(A)}(i) \in [d_\ell, d_\ell + 3\tau) \cup [d_{\ell+1} - 3\tau, d_{\ell+1})\}| \leq 2C\tau \sqrt{n/p}, \quad \ell \in [m],
\]
with probability at least \( 1 - 2n^3 \exp\left(\frac{\kappa^2}{m}p\right)\). Together with Lemma 14 applied with \( d = d_\ell \) and \( d = d_{\ell+1} \), this implies that with probability at least \( 1 - 2n^3 \exp\left(\frac{\kappa^2}{m}p\right) - n \exp(-\beta^2\tau)\),
\[
\{ i \in A : \deg_{G(A)}(i) \in [d_\ell, d_{\ell+1}) \}\subset \{ i \in A' : \deg_{G(A')}^T(i) \in [d_\ell, d_{\ell+1}) \}\cup T \cup T_\ell \tag{27}
\]
for all \( \ell \in [m] \), where \( T \) is a random set of cardinality \( |T| \leq vn + 2\beta n \), and for each \( \ell \in [m] \), \( T_\ell \) is a random set of cardinality \( |T_\ell| \leq 2C\tau \sqrt{n/p} \).

The inclusion (27) is equivalent to \( Q_\ell \setminus Q_\ell' \subset T \cup T_\ell \). Therefore, by symmetry, we can control \( |Q_\ell \Delta Q_\ell'| \). Specifically, plugging in \( \tau \) and \( \upsilon \) from (23) and in view of (25), (26), we obtain
\[
|Q_\ell \Delta Q_\ell'| \leq C'n \sqrt{\beta \log(1/\beta)}, \quad \ell \in [m]
\]
with probability at least \( 1 - 4n^3 \exp(-\beta^2 \sqrt{mp}) \). Furthermore, Lemma 12 with \( \Gamma = G(A) \) gives
\[
\left| Q_\ell - \frac{n - \beta n}{m} \right| \leq C'n \sqrt{\beta}, \quad \ell \in [m]
\]
with probability at least \( 1 - n^3 \exp(-\beta^2 \sqrt{mnp}) \). The conclusion readily follows. \( \blacksquare \)

A.3. Correlation of second-generation partitions

We now study the correlation between the second-generation partitions.

**Proof** [Proof of Lemma 3] First, recall that \(|B| = |B'| = 0.5\beta n\). By the definitions of \( B \) and \( B' \), we can view \(|B \cap B'|\) as a sum of 0.5\beta n indicators sampled without replacement from a population of 0.5\beta n ones and \( n - 0.5\beta n \) zeros. Therefore, Bernstein’s inequality for sampling without replacement (Lemma 20) yields that
\[
P\{ |B \cap B'| - \beta^2 n/4 | \geq \beta^2 n/8 \} \leq 2 \exp(-\beta^2 n/40).
\]

Next, we condition on a realization of \( A, A', B, B' \) as well as \( G(A) \) and \( G'(A') \), so that the first assertion of the lemma, as well as (9) hold. For \( \ell \in [m] \) and \( i \in B \), we have \(|N_G(i; Q_\ell)| \sim \text{Binomial}(\lfloor Q_\ell \rfloor, p)\). Since the median of a Binomial\((k, p)\) random variable is either \([kp]\) or \([kp]\), we have
\[
\left| \mathbb{P}\{ \text{Sign}(N_G(i; Q_\ell) - p|Q_\ell|) = 1\} - 1/2 \right| \leq \frac{C'}{\sqrt{p|Q_\ell|}} \leq C' \sqrt{\frac{m}{np}}
\]
by Lemma 22 and (9) together with the condition that \( 1/m \gg \sqrt{\beta \log(1/\beta)} \). As a result, for any fixed \( s \in \{-1, 1\}^m \),
\[
\left| \mathbb{P}\{ s = \text{Sign}(N_G(i; Q_\ell) - p|Q_\ell|) \text{ for all } \ell \in [m] \} - 1/2^m \right| \leq \frac{Cm^{3/2}}{\sqrt{mnp}} \leq 1/2^{m+1} \tag{28}
\]
by the assumptions on \( n, p \) and \( m \).
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In view of the definition of $R_s$ in (2) and (28), we can write $|R_s| = \sum_{i\in B}X_i$, where $X_i$’s are independent Bernoulli random variables: $X_i \sim \text{Bernoulli}(b_i)$ with $b_i \in [1/2^{m+1}, 1/2^{m-1}]$. Consequently, Bernstein’s inequality gives

$$\tilde{\mathbb{P}}\{|B|/2^{m+2} \leq |R_s| \leq |B|/2^{m-2}\} \geq 1 - 2\exp\left(-\frac{|B|}{2^{m+5}}\right).$$

Similarly, we can also bound $|R_s \cap B'|$ as

$$\tilde{\mathbb{P}}\{|B \cap B'|/2^{m+2} \leq |R_s \cap B'| \leq |B \cap B'|/2^{m-2}\} \geq 1 - 2\exp\left(-\frac{|B \cap B'|}{2^{m+5}}\right).$$

The conclusion follows by combining the above bounds with a union bound over $s \in \{-1, 1\}^m$. ■

Next, similarly to the first-generation sets, we prove that corresponding second-generation sets of $G$ and $G'$ have large intersections with high probability. Our proof techniques allow us to show that this is true on average, for a large proportion of indices $s$ (see Lemma 4).

**Lemma 15 (Probability that signs coincide)** For any $\delta > 0$ there is $n_0(\delta)$ with the following property. Let $n \geq n_0$, and assume (5), (6) and (7). Then, conditional on any realization of \{A, A', G(A), G'(A')\} such that (9) holds, and conditional further on any realization of $B, B'$ with $B \cap B' \neq \emptyset$, we have

$$\tilde{\mathbb{P}}\{\text{Sign}(|N_{G}(i; Q_{\ell})| - p|Q_{\ell}|) = \text{Sign}(|N_{G'}(i; Q'_{\ell})| - p|Q'_{\ell}|)\} \geq 1 - C\sqrt{m}\beta^{1/4}\log(1/\beta)$$

for every vertex $i \in B \cap B'$, for all $\ell \in [m]$, and for a universal constant $C > 0$. Here, $\tilde{\mathbb{P}}$ denotes the conditional probability measure.

**Proof** Fix any vertex $i \in B \cap B'$. We shall apply Lemma 13 with $\Gamma = G$, $\Gamma' = G'$, $J = Q_{\ell}$, $J' = Q'_{\ell}$ and $t = \log(1/\beta)$. Note that, with our choice of parameters, we have (deterministically) that

$$\begin{align*}
t + \sqrt{tp|J \cap J'|} + \sqrt{tp|J \triangle J'|} &\leq \log(1/\beta) + \sqrt{pm\beta}\log(1/\beta) + \sqrt{tp|J \triangle J'|},
\end{align*}$$

and that, in view of our conditioning such that (9) holds, we have

$$\sqrt{tp|J \triangle J'|} \leq C'\sqrt{pm}\log(1/\beta)(\beta\log(1/\beta))^{1/4}.$$

Hence, applying Lemma 13, (9), and the condition that $2\exp(-\frac{pm}{8\alpha}) \ll \beta$, we see that with conditional probability at least $1 - 7\beta$,

$$\begin{align*}
\left|\left(|N_{G}(i; Q_{\ell})| - p|Q_{\ell}|\right) - \left(|N_{G'}(i; Q'_{\ell})| - p|Q'_{\ell}|\right)\right| &\leq C\sqrt{pm}\beta^{1/4}\log(1/\beta)
\end{align*}$$

for a universal constant $C > 0$. Moreover, $|N_{G}(i; Q_{\ell})| \sim \text{Binomial}(|Q_{\ell}|, p)$, so Lemma 22 yields

$$\tilde{\mathbb{P}}\{|N_{G}(i; Q_{\ell})| - p|Q_{\ell}| > C\sqrt{pm}\beta^{1/4}\log(1/\beta)\} > 1 - C'\sqrt{m}\beta^{1/4}\log(1/\beta)$$

for a universal constant $C' > 0$. Combining the above bounds finishes the proof. ■

We are ready to prove Lemma 4.
Proof [Proof of Lemma 4] Take any vertex \( i \in B \cap B' \). If \( \text{Sign}(|N_G(i; Q_t)| - p(Q_t)) = \text{Sign}(|N_G(i; Q'_t)| - p(Q'_t)), \ t \in [m], \) then \( i \) belongs to \( R_s \cap R'_s \) for some \( s \in \{-1, 1\}^m \) by definition. Therefore, Lemma 15 together with Bernstein’s inequality implies that
\[
\sum_{s \in \{-1, 1\}^m} |R_s \cap R'_s| \geq |B \cap B'| \left( 1 - Cm^{3/2} \beta^{1/4} \log(1/\beta) \right)
\]  
with conditional probability at least \( 1 - \exp(-c|B \cap B'|m^{3/2} \beta^{1/4} \log(1/\beta)) \), where \( C, c > 0 \) are universal constants.

Next, conditional on a realization of \( G(A \cup B) \) and \( G(A' \cup B') \) such that (29) and (11) hold, it follows from the bound \( |R_s \cap B'| \geq \beta^2 n/2^{m+5} \) that
\[
\sum_{s \in \{-1, 1\}^m} (\beta^2 n/2^{m+6}) \cdot \mathbb{1}\{|R_s \cap R'_s| \leq \beta^2 n/2^{m+6}\} 
\leq \sum_{s \in \{-1, 1\}^m} (|R_s \cap B'| - |R_s \cap R'_s|) \cdot \mathbb{1}\{|R_s \cap R'_s| \leq \beta^2 n/2^{m+6}\} 
\leq \sum_{s \in \{-1, 1\}^m} (|R_s \cap B'| - |R_s \cap R'_s|) = |B \cap B'| - \sum_{s \in \{-1, 1\}^m} |R_s \cap R'_s|.
\]
Together with (29), this yields
\[
\sum_{s \in \{-1, 1\}^m} \mathbb{1}\{|R_s \cap R'_s| \leq \beta^2 n/2^{m+6}\} \leq (2^{m+6}/\beta^2 n) \cdot |B \cap B'| \cdot Cm^{3/2} \beta^{1/4} \log(1/\beta).
\]
Finally, we note that \( |B \cap B'| \leq \beta^2 n/2 \) on our event.

Hence, conditional on a realization of \( \{A, A', G(A), G(A'), B, B'\} \) such that (9) and (10) hold, the required condition on \( |R_s \cap R'_s|, s \in \{-1, 1\}^m \), is satisfied with conditional probability at least \( 1 - \exp(-c|B \cap B'|m^{3/2} \beta^{1/4} \log(1/\beta)) - 2^{m+2} \exp(-\beta^2 n/2^{m+8}) \geq 1 - \exp(-\beta^{9/4} n/2^m) \). The result follows.

A.4. Sparsification

Let us start with the proof of Lemma 5.

Proof [Proof of Lemma 5] Fix a set \( J \subset \{-1, 1\}^m \) of cardinality \( k \). We can view \( |I \cap J| \) as a sum of \( \omega \) indicators sampled without replacement from a population of \( k \) ones and \( 2^m - k \) zeros. Therefore, Bernstein’s inequality for sampling without replacement (Lemma 20) yields that
\[
P\left\{|I \cap J| - \frac{\omega k}{2m} > \frac{\omega k'}{2m}\right\} \leq 2 \exp\left(-\frac{3(\omega k'/2m)^2}{6\sigma^2 \omega + 2\omega k'/2m}\right).
\]
for any \( k' \geq k \) and
\[
\sigma^2 := \frac{1}{2m} \left[(2^m - k)\left(\frac{k}{2m}\right)^2 + k\left(1 - \frac{k}{2m}\right)^2\right] \leq \frac{2k}{2m}.
\]
In particular, it follows that
\[
P\left\{|I \cap J| > \frac{2\omega k'}{2m}\right\} \leq 2 \exp\left(-\frac{3\omega k'}{14 \cdot 2m}\right).
\]
Now we set \( \mathcal{J} = \{ s \in \{-1, 1\}^m : |R_s \cap R'_s| \leq \beta^2 n / 2^{m+6} \} \). By conditioning on (12), we have \( k \leq k' := C 2^m m^{3/2} \beta^{1/4} \log(1/\beta) \). In view of the condition

\[
\omega m^{3/2} \beta^{1/4} \log(1/\beta) \gg (\log n)^{1+\delta},
\]

the result follows immediately.

The sparsification step of the algorithm hinges on the following lemma.

**Lemma 16 (Sparsification)** Fix a constant \( \gamma \in (0, 1) \) and an even integer \( k \in \mathbb{N}_+ \). Let \( \Omega \) and \( \Omega' \) be two finite sets, and let

\[
\Omega = \bigcup_{i=1}^k \Omega_i \quad \text{and} \quad \Omega' = \bigcup_{i=1}^k \Omega'_i
\]

be partitions of \( \Omega \) and \( \Omega' \) respectively, such that

\[
\gamma|\Omega'|/k \leq |\Omega'_i| \leq \gamma^{-1}|\Omega' |/k
\]

for all \( i \in [k] \). Furthermore, let \( w \in \{2, 3, \ldots, k/2\} \) and let \( I \) be a uniform random subset of \( [k] \) of cardinality \( 2w \). Then, for any \( L \geq 1 \) and \( \rho \in (0, 1/4) \) such that \( \rho w \) is an integer, we have

\[
\mathbb{P} \left( \left\{ |i \in I : \exists j \in I \setminus \{i\} \text{ s.t. } |\Omega_i \cap \Omega'_j| \geq L|\Omega'|/k^2 \right\} \right) \geq 2^\rho \mathbb{P} \left( \left\{ \left| \Omega_i \cap \Omega'_j \right| \geq L|\Omega'|/k^2 \right\} \right) \leq (8w^3 / \gamma L)^{\rho w}.
\]

**Proof** Let us define

\[
\mathcal{E} := \left\{ \left| \left\{ i \in I : \exists j \in I \setminus \{i\} \text{ s.t. } |\Omega_i \cap \Omega'_j| \geq L|\Omega'|/k^2 \right\} \right| \geq 2^\rho \right\}
\]

which is the event we aim to control. Let \( (i_1, i_2, \ldots, i_{2w}) \) be a uniform random permutation of indices in \( I \); in other words, \( i_1, i_2, \ldots, i_{2w} \) are indices chosen from \([k]\) uniformly at random without replacement. We define another event

\[
\mathcal{E}' := \left\{ \forall v \in [\rho w], \exists u \in [2v - 1] \text{ s.t. } |\Omega_{i_{2w}} \cap \Omega'_{u} | \geq L|\Omega'|/k^2 \right\}.
\]

We claim that

\[
\left( \frac{1}{2w} \right)^{2^\rho} \cdot \mathbb{P}(\mathcal{E}) \leq \mathbb{P}(\mathcal{E}') \leq \left( \frac{2w}{\gamma L} \right)^{\rho w},
\]

from which the conclusion follows immediately.

To prove the first inequality in (30), fix any realization \( I_0 \) of \( I \) such that the event \( \mathcal{E} \) holds. Then it suffices to show that

\[
\mathbb{P}(\mathcal{E}' | I = I_0) \geq \left( \frac{1}{2w} \right)^{2^\rho},
\]

where the randomness is with respect to the uniform random permutation \( (i_1, i_2, \ldots, i_{2w}) \) of indices in \( I_0 \). To prove this lower bound, fix \( v \in [\rho w] \) and condition further on any realization of the indices \( i_1, i_2, \ldots, i_{2w-2} \). By the definition of \( \mathcal{E} \), there exist \( i \in I_0 \setminus \{i_1, i_2, \ldots, i_{2w-2}\} \) and \( j \in I_0 \setminus \{i\} \) such that \( |\Omega_i \cap \Omega'_j| \geq L|\Omega'|/k^2 \). First, assume that \( j \notin \{i_1, i_2, \ldots, i_{2w-2}\} \). Then, since
\[(i_{2v-1}, i_{2v}, \ldots, i_{2w})\] is conditional uniform permutation of \(I_0 \setminus \{i_1, i_2, \ldots, i_{2v-2}\}\), we would have \(i_{2v-1} = j\) and \(i_{2v} = i\) with conditional probability at least \((\frac{1}{2w})^2\), that is,
\[
\mathbb{P}_{i_{2v-1}, i_{2v}}\{|\Omega_{i_{2v-1}} \cap \Omega'_{i_{2v-1}}| \geq L|\Omega'|/k^2 \mid I = I_0; i_1, i_2, \ldots, i_{2v-2}\} \geq \left(\frac{1}{2w}\right)^2.
\]

Otherwise, if \(j \in \{i_1, i_2, \ldots, i_{2v-2}\}\) then, since \(i_{2v} = i\) with conditional probability at least \(\frac{1}{2w}\), we would have
\[
\mathbb{P}_{i_{2v-1}, i_{2v}}\{\exists u \in [2v - 2] \text{ s.t. } |\Omega_{i_{2v}} \cap \Omega'_{i_{2v}}| \geq L|\Omega'|/k^2 \mid I = I_0; i_1, i_2, \ldots, i_{2v-2}\} \geq \frac{1}{2w}.
\]

Combining the two cases, we get that regardless of the location of \(j\),
\[
\mathbb{P}_{i_{2v-1}, i_{2v}}\{\exists u \in [2v - 1] \text{ s.t. } |\Omega_{i_{2v}} \cap \Omega'_{i_{2v}}| \geq L|\Omega'|/k^2 \mid I = I_0; i_1, i_2, \ldots, i_{2v-2}\} \geq \left(\frac{1}{2w}\right)^2,
\]

where the randomness is with respect to \(i_{2v-1}\) and \(i_{2v}\). In view of the definition of \(E'\), combining the above bound for all \(v = 1, 2, \ldots, pw\) yields that \(\mathbb{P}(E' \mid I = I_0) \geq \left(\frac{1}{2w}\right)^{2pw}\).

Next, we prove the second inequality in (30). Fix any \(v \in [pw]\) and condition on any realization of the indices \(i_1, i_2, \ldots, i_{2v-1}\). Then we have, by a union bound and Markov's inequality (where the randomness is with respect to \(i_{2v}\)),
\[
\mathbb{P}_{i_{2v}}\{\exists u \in [2v - 1] \text{ s.t. } |\Omega_{i_{2v}} \cap \Omega'_{i_{2v}}| \geq L|\Omega'|/k^2 \mid i_1, i_2, \ldots, i_{2v-1}\} \leq \sum_{u=1}^{2v-1} \mathbb{E}\left[|\Omega_{i_{2v}} \cap \Omega'_{i_{2v}}| \mid i_1, i_2, \ldots, i_{2v-1}\right] / L|\Omega'|/k^2 \leq \frac{1}{L|\Omega'|/k^2} \sum_{u=1}^{2v-1} \sum_{j \in [k] \setminus \{i_1, \ldots, i_{2v-1}\}} \frac{|\Omega_j \cap \Omega'_u|}{k - (2v - 1)} \leq \frac{1}{L|\Omega'|/k^2} \sum_{u=1}^{2v-1} \frac{|\Omega'_u|}{k - (2v - 1)} \leq \frac{2w - 1}{\gamma L},
\]

where the last step follows from the facts that \(2v - 1 \leq 2(\rho w + 1) - 1 \leq w \leq k/2\) and that \(xk/(k - x) \leq 2x\) if \(0 < x \leq k/2\). In view of the definition of \(E'\), combining the above bound for all \(v = 1, 2, \ldots, pw\) yields that \(\mathbb{P}(E') \leq \left(\frac{2w}{\gamma L}\right)^{\rho w}\).

We are ready to prove Lemma 6.

**Proof** [Proof of Lemma 6] Recall that \(\{R_s\}_{s \in \{-1,1\}^n}\) and \(\{R'_s\}_{s \in \{-1,1\}^n}\) are partitions of \(B\) and \(B'\) respectively, and that \(|B| = |B'| = \beta n/2\). We apply Lemma 16 with \(k = 2^n\), \(\gamma = 1/4\), \(w = \omega/2\), \(\rho\) such that \(\rho w = \left(\lceil (\log n)^{1+\delta}\right)\), and \(L = 8e\omega^3\), to obtain that
\[
\mathbb{P}\left\{\left| s \in \mathcal{I} : \exists t \in \mathcal{I} \setminus \{s\} \text{ s.t. } |R_s \cap R'_t| \geq \frac{e^{\omega^3}}{2^{2m-2}} \right| \geq 2(\log n)^{1+\delta}\right\} \leq e^{-2(\log n)^{1+\delta}}.
\]

Let us define
\[
\mathcal{I}_1 := \left\{ s \in \mathcal{I} : \forall t \in \mathcal{I} \setminus \{s\}, |R_s \cap R'_t| \leq \frac{e^{\omega^3}}{2^{2m-2}} \right\},
\]

(RANDOM GRAPH MATCHING WITH IMPROVED NOISE ROBUSTNESS)
Then we have \(|\mathcal{I} \setminus \mathcal{I}_1| \leq 2(\log n)^{1+\delta}\) with probability at least \(1 - e^{-(\log n)^{1+\delta}}\), and for any \(s \in \mathcal{I}_1\),

\[
|R_s \cap R'_{\mathcal{I}\setminus\{s\}}| = \sum_{t \in \mathcal{I}\setminus\{s\}} |R_s \cap R'_t| \leq \sum_{t \in \mathcal{I}\setminus\{s\}} e^{\omega^3} \beta n^{2m-2} \leq e^{\omega^4} \beta n^{2m-2}.
\]

The same argument works with the roles of \(\{R_s\}\) and \(\{R'_s\}\) swapped. Therefore, if we define

\[
\mathcal{I}' := \left\{ s \in \mathcal{I} : \forall t \in \mathcal{I} \setminus \{s\}, |R_s \cap R'_t| \cup |R'_s \cap R_t| \leq e^{\omega^4} \beta n^{2m-2}\right\},
\]

then \(|\mathcal{I} \setminus \mathcal{I}'| \leq 4(\log n)^{1+\delta}\) with probability at least \(1 - 2e^{-(\log n)^{1+\delta}}\) by a union bound. Moreover, for any \(s \in \mathcal{I}'\),

\[
|R_s \cap R'_{\mathcal{I}\setminus\{s\}}| \cup |R'_s \cap R_{\mathcal{I}\setminus\{s\}}| \leq e^{\omega^4} \beta n^{2m-2}.
\]

Finally, for any \(i \in \mathcal{C} \cap \mathcal{C}'\), the quantity \(\eta(i)_s\) defined in (17) is the deviation of the binomial random variable \(|\mathcal{N}_G(i; R_s \cap R'_s)|\) from its mean. Thus, by Bernstein’s inequality,

\[
\mathbb{P}\left\{|\eta(i)_s| \geq \frac{\sqrt{pm}}{2m(\log n)^{\delta}}\right\} \leq 2 \exp\left(-\min\left\{\frac{2^{m-6}}{(\log n)^{4+\delta}}, \frac{3\sqrt{pm}}{4(\log n)^{\delta}}\right\}\right)
\]

\[
\leq 2 \exp\left(-\left(\log n\right)^{1+\delta}\right),
\]

where the second inequality holds in view of (6), (7) and (8) so that

\[
\frac{2^{m-6}}{(\log n)^{4+\delta}} \geq \frac{2^{m}}{(\log n)^{4+9\delta}} \geq (\log n)^{1+\delta}, \quad \frac{pm}{2^{m}(\log n)^{\delta}} \gg (\log n)^{4}.
\]

The same bound also holds for \(\eta'(i)_s\) in place of \(\eta(i)_s\). Taking a union bound over \(i \in \mathcal{C} \cap \mathcal{C}'\) and \(s \in \{-1, 1\}^m\) finishes the proof. \(\blacksquare\)

A.5. Correlation of vertex signatures

Everywhere in this subsection, we assume that \(n \geq n_0\) for a sufficiently large \(n_0 = n_0(\delta)\) and assume (5), (6), (7) and (8). We continue to use the notation \(R_{\mathcal{I}}\) and \(R'_{\mathcal{I}}\) defined in (14).

Lemma 17 (Correlation of signs) Condition on a realization of \(A, A', B, B', C, C', G(A \cup B), G'(A' \cup B')\), and \(\mathcal{I} \subset \{-1, 1\}^m\). Fix a vertex \(i \in \mathcal{C} \cap \mathcal{C}'\) and an index \(s \in \mathcal{I}\). Furthermore, condition on a realization of \(\mathcal{N}_G(i; R_s \cap R'_s)\) and \(\mathcal{N}_G'(i; R'_s \cap R_{\mathcal{I}\setminus\{s\}})\). Let \(\tilde{\mathbb{P}}\) denote the conditional probability.

Let \(k_1 := |R_s \cap R'_s|, k_2 := |R_s \setminus R'_{\mathcal{I}}|\) and \(k'_2 := |R'_s \setminus R_{\mathcal{I}}|\). Moreover, write \(\eta \equiv \eta(i)_s\) and \(\eta' \equiv \eta'(i)_s\) which are defined in (17) and (18) respectively. Then, there exist universal constants \(C, c > 0\) such that the following holds. If \(k_1 p \geq C\) and \(|\eta| \cup |\eta'| \leq c\sqrt{k_1 p}\), then

\[
\tilde{\mathbb{P}}\left\{\text{Sign}(|\mathcal{N}_G(i; R_s)| - p|R_s|) = \text{Sign}(|\mathcal{N}_G'(i; R'_s)| - p|R'_s|)\right\} 
\]

\[
\geq \frac{1}{2} + c \sqrt{\left(\frac{k_1}{k_2} \wedge 1\right)\left(\frac{k_1}{k'_2} \wedge 1\right)} - 6 \exp\left(-c(\alpha^{-1} \wedge \sqrt{k_1 p})\right) - 2 \exp\left(-\frac{k_1 p}{3}\right). \tag{31}
\]
Without assuming $k_1p \geq C$ or $|\eta| \lor |\eta'| \leq c\sqrt{k_1p}$, we have that for any $t > 0$,

$$
\tilde{P}\left\{ \text{Sign}\left( |\mathcal{N}_G(i; R_s)| - p|R_s| \right) = \text{Sign}\left( |\mathcal{N}_G'(i; R'_s)| - p|R'_s| \right) \right\} \\
\geq \frac{1}{2} - 2\exp(-t) - C \left( \frac{t + \sqrt{tk_1p} + \eta}{\sqrt{k_2p}} \right) \land 1 \left( \frac{t + \sqrt{tk_1p} + \eta'}{\sqrt{k_2p}} \right) \land 1. 
$$

(32)

Remark 18 The lemma should be interpreted as follows. If the differences $|\mathcal{N}_G(i; R_s) - R'_s| \lor |\mathcal{N}_G'(i; R'_s) - R'_s|$ are small then “a non-negligible part of the randomness” of $|\mathcal{N}_G(i; R_s)| - p|R_s|$ and $|\mathcal{N}_G'(i; R'_s)| - p|R'_s|$ comes from the values of $|\mathcal{N}_G(i; R_s) \lor R'_s|$ and $|\mathcal{N}_G'(i; R'_s) \lor R'_s|$, which are strongly correlated because of the correlations between the edges of $G$ and $G'$. Therefore, in that regime the signs of $|\mathcal{N}_G(i; R_s)| - p|R_s|$ and $|\mathcal{N}_G'(i; R'_s)| - p|R'_s|$ should coincide with (conditional) probability considerably greater than $1/2$. On the other hand, if no bound on $|\eta| \lor |\eta'|$ is available, then the signs still agree with probability at least $(1/2 - a$ small number).

Proof [Proof of Lemma 17] In view of the decomposition

$$
R_s = (R_s \cap R'_s) \lor (R_s \setminus R'_s) \lor (R_s \setminus R'_{s \setminus s}),
$$

we have that

$$
|\mathcal{N}_G(i; R_s) - p|R_s| = (|\mathcal{N}_G(i; R_s) \lor R'_s| - k_1p) + (|\mathcal{N}_G(i; R_s) \setminus R'_s| - k_2p) + \eta. 
$$

(33)

Analogously, it holds that

$$
|\mathcal{N}_G'(i; R'_s) - p|R'_s| = (|\mathcal{N}_G'(i; R'_s) \lor R'_s| - k_1p) + (|\mathcal{N}_G'(i; R'_s) \setminus R'_s| - k_2p) + \eta'. 
$$

(34)

Note that $\eta$ and $\eta'$ are constants conditional on $\mathcal{N}_G(i; R_s) \lor R'_{s \setminus s})$ and $\mathcal{N}_G'(i; R'_s \lor R'_{s \setminus s})$. Moreover, the neighborhoods of $i$ in $R_s \cap R'_s$, $R_s \setminus R'_s$, and $R'_s \setminus R_s$ are independent, allowing us to analyze them separately.

Applying Lemma 13 with $\Gamma = G$, $\Gamma' = G'$, $J = J' = R_s \cap R'_s$ and $t = c_0 \left( \frac{1}{1 \lor \sqrt{k_1p}} \right)$ for a universal constant $c_0 \in (0, 1)$ to be chosen later, we obtain

$$
\tilde{P}(\mathcal{E}_1) \leq 6 \exp(-t) + 2 \exp(-k_1p/3), \text{ where } \mathcal{E}_1 := \left\{ |\mathcal{N}_G(i; R_s) \lor R'_s) - |\mathcal{N}_G'(i; R_s) \lor R'_s)| \leq 8\sqrt{c_0k_1p} \right\}. 
$$

Here, we have used that, under our assumptions on parameters,

$$
4t + 4\sqrt{tk_1pJ \lor J'} + 4\sqrt{tk_1pJ \land J'} \leq 8\sqrt{c_0k_1p}. 
$$

In addition, since $|\mathcal{N}_G(i; R_s) \lor R'_s)| \sim \text{Binomial}(k_1p)$, Lemma 22 yields

$$
\tilde{P}(\mathcal{E}_2) \leq C_1 \sqrt{c_0}, \text{ where } \mathcal{E}_2 := \left\{ |\mathcal{N}_G(i; R_s) \lor R'_s) - k_1p) > 16\sqrt{c_0k_1p} \right\}; 
$$

1. For notational simplicity, we will not necessarily substitute $c_0(\frac{1}{1} \lor \sqrt{k_1p})$ for $t$ in the proof.
for a universal constant $C_1 > 0$. The rest of the proof is structured as follows. First, we bound the probability in question conditional on the event $\mathcal{E}_1 \cap \mathcal{E}_2$ and assuming that $|\eta| \lor |\eta'|$ is small, and that $k_1p$ is bounded below by a large constant. Next, we provide a lower bound for the probability conditional on the event $\mathcal{E}_1 \cap \mathcal{E}_2^c$, again under the assumption on $|\eta| \lor |\eta'|$ and $k_1p$. Third, we combine the two bounds to obtain (31). Finally, we get (32).

**On the event** $\mathcal{E}_1 \cap \mathcal{E}_2$. Let us define events

$$\mathcal{E}_+ := \left\{ \left( |N_G^c(i; R_s \cap R_s')| - k_1p \right) \land \left( |N_G^c(i; R_s \cap R_s')| - k_1p \right) > 8\sqrt{c_0k_1p} \right\},$$

$$\mathcal{E}_- := \left\{ \left( |N_G^c(i; R_s \cap R_s')| - k_1p \right) \lor \left( |N_G^c(i; R_s \cap R_s')| - k_1p \right) < -8\sqrt{c_0k_1p} \right\}.$$

Clearly, we have $\mathcal{E}_1 \cap \mathcal{E}_2 \subset \mathcal{E}_+ \cup \mathcal{E}_-$. Next, take $r_2, r_3 \geq 2$ (to be chosen later). Since $|N_G^c(i; R_s \setminus R_s')|$ and $|N_G^c(i; R_s' \setminus R_s)|$ are independent Binomial($k_2, p$) and Binomial($k_2', p$) random variables respectively, Lemma 23 gives the estimates

$$\tilde{P}\{|N_G^c(i; R_s \setminus R_s')| - k_2p + r_2 \geq 0\} = 1/2 + \delta_2, \quad \text{for some } \delta_2 \geq c_1 \left( \frac{r_2}{\sqrt{k_2p}} \land 1 \right),$$

$$\tilde{P}\{|N_G^c(i; R_s' \setminus R_s)| - k_2'p + r_3 \geq 0\} = 1/2 + \delta_3, \quad \text{for some } \delta_3 \geq c_1 \left( \frac{r_3}{\sqrt{k_2'p}} \land 1 \right),$$

for a universal constant $c_1 > 0$. It follows that

$$\tilde{P}\left\{ \text{Sign}(|N_G^c(i; R_s \setminus R_s')| - k_2p + r_2) = \text{Sign}(|N_G^c(i; R_s' \setminus R_s)| - k_2'p + r_3) \right\}
= (1/2 + \delta_2)(1/2 + \delta_3) + (1/2 - \delta_2)(1/2 - \delta_3)
= 1/2 + 2\delta_2\delta_3 \geq 1/2 + 2c_1^2 \left( \frac{r_2}{\sqrt{k_2p}} \land 1 \right) \left( \frac{r_3}{\sqrt{k_2'p}} \land 1 \right).$$

(35)

A symmetric argument shows that, if $r_2, r_3 \leq -2$, then (35) holds with $r_2$ and $r_3$ replaced by $-r_2$ and $-r_3$ respectively.

Finally, in view of the equations (33) and (34), we would like to set

$$r_2 = |N_G^c(i; R_s \cap R_s')| - k_1p + \eta, \quad r_3 = |N_G^c(i; R_s \cap R_s')| - k_1p + \eta'$$

in (35) to derive a lower bound on the probability that

$$\text{Sign}(|N_G^c(i; R_s)| - p|R_s|) = \text{Sign}(|N_G^c(i; R_s')| - p|R_s'|).$$

(37)

By the assumption that $|\eta| \lor |\eta'| \leq c\sqrt{k_1p}$ for $c > 0$ sufficiently small compared to $c_0$, on the event $\mathcal{E}_+$, we have $r_1 \land r_2 > 4\sqrt{c_0k_1p}$, while on the event $\mathcal{E}_-$, we have $r_1 \lor r_2 < -4\sqrt{c_0k_1p}$. Note that $4\sqrt{c_0k_1p} \geq 2$ by the assumption that $k_1p$ exceeds a large constant. As a result, conditional on any realization of $N_G^c(i; R_s \cap R_s')$ and $N_G^c(i; R_s \cap R_s')$ such that $\mathcal{E}_+ \cup \mathcal{E}_-$ holds, we can set $r_2$ and $r_3$ as in (36) so that (35) applies to give that (37) holds with probability at least

$$\tilde{P}\left\{ \text{Sign}(|N_G^c(i; R_s)| - p|R_s|) = \text{Sign}(|N_G^c(i; R_s')| - p|R_s'|) \mid \mathcal{E}_1 \cap \mathcal{E}_2 \right\}
\geq \frac{1}{2} + c_2 \sqrt{\left( \frac{c_0k_1}{k_2} \land 1 \right) \left( \frac{c_0k_1}{k_2'} \land 1 \right)},$$

assuming that $|\eta| \lor |\eta'| \leq c\sqrt{k_1p}$ and $k_1p \geq C$. 28
On the event $\mathcal{E}_1 \cap \mathcal{E}_2'$. The analysis here is similar to the previous part, so we only sketch the proof. Let us define

$$\mathcal{E}_3 := \left\{ \left| N_G(i; R_s \cap R_s') \right| - k_1p \vee \left| N_{G'}(i; R_s \cap R_s') \right| - k_1p \leq 24\sqrt{c_0k_1p} \right\}.$$ 

It is clear that $\mathcal{E}_1 \cap \mathcal{E}_2' \subset \mathcal{E}_3$. Again, we fix $r_2, r_3 \in \mathbb{R}$. In this case, Lemma 22 implies

$$\mathbb{P}\{ N_G(i; R_s \setminus R_s') - k_2p + r_2 \geq 0 \} = 1/2 + \delta_2, \quad \delta_2 \leq \frac{C_1(|r_2| + 1)}{\sqrt{k_2p}} \wedge \frac{1}{2},$$ 

$$\mathbb{P}\{ N_{G'}(i; R_s' \setminus R_s) - k_2p + r_3 \geq 0 \} = 1/2 + \delta_3, \quad \delta_3 \leq \frac{C_1(|r_3| + 1)}{\sqrt{k_2p}} \wedge \frac{1}{2}.$$

As a result,

$$\mathbb{P}\left\{ \text{Sign}( N_G(i; R_s \setminus R_s') - k_2p + r_2 ) = \text{Sign}( N_{G'}(i; R_s' \setminus R_s) - k_2p + r_3 ) \right\} = 1/2 + 2\delta_2\delta_3 \geq \frac{1}{2} - 2\left( \frac{C_1(|r_2| + 1)}{\sqrt{k_2p}} \wedge \frac{1}{2} \right) \left( \frac{C_1(|r_3| + 1)}{\sqrt{k_2p}} \wedge \frac{1}{2} \right). \tag{38}$$

Conditioning on the event $\mathcal{E}_1 \cap \mathcal{E}_2' \subset \mathcal{E}_3$, choosing $r_2$ and $r_3$ as in (36), and using the fact that $|\eta| \vee |\eta'| \leq c\sqrt{k_1p}$, we conclude that

$$\mathbb{P}\{ \text{Sign}( N_G(i; R_s) - p|R_s| ) = \text{Sign}( N_{G'}(i; R_s') - p|R_s'| ) \mid \mathcal{E}_1 \cap \mathcal{E}_2' \} \geq \frac{1}{2} - C_2 \sqrt{ \left( \frac{c_0k_1}{k_2} \wedge 1 \right) \left( \frac{c_0k_1}{k_2} \wedge 1 \right) }, \quad \text{assuming that } |\eta| \vee |\eta'| \leq c\sqrt{k_1p} \text{ and } k_1p \geq C, \tag{39}$$

for a universal constant $C_2 > 0$.

Proving the bound (31). It follows from the bounds on $\mathbb{P}(\mathcal{E}_1')$ and $\mathbb{P}(\mathcal{E}_2')$ that

$$\mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') \leq \mathbb{P}(\mathcal{E}_2') \leq C_1 \sqrt{c_0},$$ 

$$\mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') = \mathbb{P}(\mathcal{E}_1) - \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') \geq 1 - 6\exp(-t) - 2\exp(-k_1p/3) - \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2').$$

Writing $\kappa := \sqrt{ \left( \frac{c_0k_1}{k_2} \wedge 1 \right) \left( \frac{c_0k_1}{k_2} \wedge 1 \right) }$ for brevity and combining the above two parts of the proof, we obtain

$$\mathbb{P}\left\{ \text{Sign}( N_G(i; R_s) - p|R_s| ) = \text{Sign}( N_{G'}(i; R_s') - p|R_s'| ) \right\} \geq \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') \left( \frac{1}{2} + c_2\kappa \right) + \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') \left( \frac{1}{2} - C_2\kappa \right)$$

$$\geq \frac{1}{2} + c_2\kappa - 3\exp(-t) - \exp(-k_1p/3)$$

$$- c_2\kappa \left[ 6\exp(-t) + 2\exp(-k_1p/3) + \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') + \frac{C_2}{c_2} \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2') \right]$$

$$\geq \frac{1}{2} + c_2\kappa - 3\exp \left( - c_0(\alpha^{-1} \wedge \sqrt{k_1p}) \right) - \exp(-k_1p/3)$$

$$- c_2\kappa \left[ 6\exp \left( - c_0(\alpha^{-1} \wedge \sqrt{k_1p}) \right) + 2\exp(-k_1p/3) + (1 + C_2/c_2)C_1 \sqrt{c_0} \right]$$

$$\geq \frac{1}{2} + \frac{c_2}{2} \kappa - 6\exp \left( - c_0(\alpha^{-1} \wedge \sqrt{k_1p}) \right) - 2\exp(-k_1p/3),$$
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where we recall \( t = c_0 \left( \frac{1}{c_0} \wedge \sqrt{k_1 p} \right) \). It then suffices to choose \( c_0 > 0 \) sufficiently small depending on \( C_1, C_2 \) and \( c_2 \), and use the assumption \( k_1 p \geq C \) for \( C > 0 \) sufficiently large depending on \( c_0 \).

**Proving the bound (32).** The argument is again very similar to the above, so we only sketch the proof. By Bernstein’s inequality, we have that for every \( t > 0 \),

\[
\tilde{\mathbb{P}}(\mathcal{E}_4) \leq 4 \exp(-t), \quad \text{where} \quad \mathcal{E}_4 := \left\{ |N_G(i; R_s \cap R'_s)| - k_1 p \right\} \lor \left\{ |N_{G'}(i; R_s \cap R'_s)| - k_1 p \right\} \leq 4t/3 + 2\sqrt{tk_1 p} \}
\]

For fixed \( r_2, r_3 \in \mathbb{R} \), we again have the bound (38) as above. Conditioning on the event \( \mathcal{E}_4 \) and choosing \( r_2 \) and \( r_3 \) as in (36), we obtain

\[
\tilde{\mathbb{P}}\left\{ \text{Sign}\left(|N_G(i; R_s)| - p|R_s|\right) = \text{Sign}\left(|N_{G'}(i; R'_s)| - p|R'_s|\right) \middle| \mathcal{E}_4 \right\}
\]

\[
\geq \frac{1}{2} - 2 \left( \frac{C_1 |r_2| + 1}{\sqrt{k_2 p}} \wedge \frac{1}{2} \right) \left( \frac{C_1 |r_3| + 1}{\sqrt{k_2 p}} \wedge \frac{1}{2} \right)
\]

\[
\geq \frac{1}{2} - C_3 \left( \frac{t + \sqrt{tk_1 p} + \eta}{\sqrt{k_2 p}} \wedge 1 \right) \left( \frac{t + \sqrt{tk_1 p} + \eta'}{\sqrt{k_2 p}} \wedge 1 \right)
\]

for a universal constant \( C_3 > 0 \). It follows that

\[
\tilde{\mathbb{P}}\left\{ \text{Sign}\left(|N_G(i; R_s)| - p|R_s|\right) = \text{Sign}\left(|N_{G'}(i; R'_s)| - p|R'_s|\right) \right\}
\]

\[
\geq \left( 1 - 4 \exp(-t) \right) \frac{1}{2} - C_3 \left( \frac{t + \sqrt{tk_1 p} + \eta}{\sqrt{k_2 p}} \wedge 1 \right) \left( \frac{t + \sqrt{tk_1 p} + \eta'}{\sqrt{k_2 p}} \wedge 1 \right)
\]

\[
\geq \frac{1}{2} - 2 \exp(-t) - C_3 \left( \frac{t + \sqrt{tk_1 p} + \eta}{\sqrt{k_2 p}} \wedge 1 \right) \left( \frac{t + \sqrt{tk_1 p} + \eta'}{\sqrt{k_2 p}} \wedge 1 \right),
\]

which completes the proof.

We now prove Lemmas 8 and 9.

**Proof [Proof of Lemma 8]** Let \( \tilde{\mathbb{P}} \) and \( \tilde{\mathbb{E}} \) denote the conditional probability and expectation respectively. For each \( s \in \mathcal{I} \), we define

\[
\delta_s := \tilde{\mathbb{P}}\left\{ f(i)_s = f'(i)_s \right\} - 1/2 \in [-1/2, 1/2].
\]

It follows that

\[
\tilde{\mathbb{E}} \left[ \sum_{s \in \mathcal{I}} 1 \{ f(i)_s = f'(i)_s \} \right] = \frac{\omega}{2} + \sum_{s \in \mathcal{I}} \delta_s.
\]

With all the conditioning, the randomness of the pair of signatures \( (f(i)_s, f'(i)_s) \) is only with respect to \( N_G(i; R_s \setminus R'_s) \) and \( N_{G'}(i; R'_s \setminus R_s) \). At the same time, the sets \( N_G(i; R_s \setminus R'_s) \cup N_{G'}(i; R'_s \setminus R_s) \) are disjoint across \( s \in \mathcal{I} \). Thus, the pairs \( (f(i)_s, f'(i)_s) \) are conditionally independent across \( s \in \mathcal{I} \). Hoeffding’s inequality then yields that, for any \( c_3 > 0 \) to be chosen later,

\[
\sum_{s \in \mathcal{I}} 1 \{ f(i)_s = f'(i)_s \} \geq \frac{\omega}{2} + \left( \sum_{s \in \mathcal{I}} \delta_s \right) - c_3 \beta \omega.
\]

(40)
with probability at least $1 - \exp(-2c_{2}\beta^{2}\omega)$.

To bound each $\delta_s$ from below, we apply Lemma 17. Let $C, c > 0$ be the constants in Lemma 17. We consider three separate cases in the sequel.

**Case 1:** $s \in \mathcal{I} \setminus \tilde{\mathcal{I}}$. By (15), we have $|\mathcal{I} \setminus \tilde{\mathcal{I}}| \leq 4 \log(n)^{1+\delta}$, so $\sum_{s \in \mathcal{I} \setminus \tilde{\mathcal{I}}} \delta_s \geq -2(\log n)^{1+\delta}$.

**Case 2:** $s \in \tilde{\mathcal{I}}, |R_s \cap R'_s| > \beta^2 n/2^{m+6}$. Let $k_1 := |R_s \cap R'_s|$. To apply (31), we check that $k_1 p \geq C$ and $|\eta(i)_s| \leq c\sqrt{k_1}p$ by virtue of (6) and (16). Moreover, we have $|R_s|, |R'_s| \leq \beta n/2^{m-1}$ by (11). Therefore, (31) gives

$$
\delta_s \geq c \sqrt{\left(\frac{|R_s \cap R'_s|}{|R_s \setminus \tilde{R}_s|} \wedge 1\right)\left(\frac{|R_s \cap R'_s|}{|R'_s \setminus \tilde{R}_s|} \wedge 1\right)}
- 6 \exp\left(-c(\alpha^{-1} \wedge \sqrt{p|R_s \cap R'_s|})\right) - 2 \exp\left(-\frac{k_1 p}{3}\right)
\geq c \frac{\beta^2 n/2^{m+6}}{\beta n/2^{m-1}} - 6 \exp\left(-c(\alpha^{-1} \wedge \sqrt{p\beta^2 n/2^{m+6}})\right) - 2 \exp\left(-\frac{k_1 p}{3}\right)
\geq c_4 \beta,
$$

in view of our assumptions on $n, p, \alpha, \beta$ and $m$.

**Case 3:** $s \in \tilde{\mathcal{I}}, |R_s \cap R'_s| \leq \beta^2 n/2^{m+6}$. By (11) again, we have

$$
|R_s \setminus \tilde{R}_s| \geq |R_s \setminus B'| = |R_s| - |R_s \cap B'| \geq \frac{\beta n}{2^{m+3}} - \frac{\beta^2 n}{2^{m-1}} \geq \frac{\beta n}{2^{m+4}},
$$

and similarly $|R'_s \setminus \tilde{R}_s| \geq \frac{\beta n}{2^{m+4}}$. Then it follows from (32) with $t = \log(1/\beta)$ that

$$
\delta_s \geq -2\beta - C_2 \left(\frac{\log(1/\beta) + \sqrt{p \log(1/\beta)|R_s \cap R'_s| + \eta(i)_s}}{\sqrt{p|R_s \setminus \tilde{R}_s|}} \wedge 1\right)
- \frac{\eta(i)_s}{\sqrt{p|R'_s \setminus \tilde{R}_s|}} \wedge 1\right)
\geq -2\beta - C_2 \left(\frac{\log(1/\beta) + \sqrt{p \log(1/\beta)|R_s \cap R'_s| + \eta(i)_s}}{p \beta n/2^{m}}\right)^2
\geq -C_3 \beta \log(1/\beta),
$$

by plugging the above bounds and using our assumptions on the parameters.

Combining the above three cases with (13) yields

$$
\sum_{s \in \tilde{\mathcal{I}}} \delta_s \geq \sum_{s \in \mathcal{I} \setminus \tilde{\mathcal{I}}} \delta_s + \sum_{s \in \tilde{\mathcal{I}}} c_4 \beta \cdot \mathbb{1}\left\{\left|R_s \cap R'_s| > \beta^2 n/2^{m+6}\right\}ight.
+ \sum_{s \in \tilde{\mathcal{I}}} \left[-C_3 \beta \log(1/\beta) \cdot \mathbb{1}\left\{\left|R_s \cap R'_s| \leq \beta^2 n/2^{m+6}\right\}\right.ight.
\geq -2(\log n)^{1+\delta} + c_4 \beta \cdot \left[\tilde{\mathcal{I}} - C\omega m^{3/2} \beta^{1/4} \log(1/\beta)\right]
- C_3 \beta \log(1/\beta) \cdot C\omega m^{3/2} \beta^{1/4} \log(1/\beta)
\geq c_5 \beta \omega,
$$
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where the last step follows from that $(\log n)^{1+\delta} \ll \beta \omega$ and $\omega m^{3/2} \beta^{1/4}(\log \frac{1}{\delta})^2 \ll \omega/2 \leq |\mathcal{I}|$ which hold in view of (6), (7) and (8). Plugging this bound into (40), we see that it suffices to take $c_3 > 0$ sufficiently small depending on $c_5$ to finish the proof. \hfill $\blacksquare$

**Proof** [Proof of Lemma 9] Let $\tilde{\mathbb{P}}$ and $\tilde{\mathbb{E}}$ denote the conditional probability and expectation respectively. Note that, conditional on (19), the randomness of the pair of signatures $(f(i)_s, f'(j)_s)$ is only with respect to $\mathcal{N}_G(i; R_s \setminus R'_s) \setminus \mathcal{N}_G(i; R'_s \setminus R_s)$ and $\mathcal{N}_G(j; R'_s \setminus R'_s) \setminus \mathcal{N}_G(j; R'_s \setminus R'_s)$. Therefore, $f(i)_s$ and $f'(j)_s$ are conditionally independent for each fixed $s \in \mathcal{I}$; moreover, the pairs $(f(i)_s, f'(j)_s)$ are conditionally independent across $s \in \mathcal{I}$.

By virtue of the decomposition $R_s = (R_s \setminus R'_s) \cup (R_s \cap R'_s)$, we have

$$|\mathcal{N}_G(i; R_s) - p|R_s| = |\mathcal{N}_G(i; R_s \setminus R'_s)| - p|R_s \setminus R'_s| + \eta(i)_s$$

where $\eta(i)_s$ is defined in (17). Moreover, since $|\mathcal{N}_G(i; R_s \setminus R'_s)|$ is a Binomial($\binom{R_s \setminus R'_s}{p}$), random variable, it follows from the above equation and Lemma 22 that

$$\left|\tilde{\mathbb{P}} \left\{ f(i)_s = 1 \right\} \right| - \frac{1}{2} = \left| \tilde{\mathbb{P}} \left\{ |\mathcal{N}_G(i; R_s) - p|R_s| \geq 0 \right\} \right| - \frac{1}{2} \leq \frac{C|\eta(i)_s|}{\sqrt{p|R_s \setminus R'_s|}} \leq \frac{C|\eta(i)_s|}{\sqrt{p(|R_s| - |R_s \cap B_1|)}}.$$

Furthermore, applying (16), (11), and assumptions on the parameters, we get

$$\left|\tilde{\mathbb{P}} \left\{ f(i)_s = 1 \right\} \right| - \frac{1}{2} \leq \frac{C\sqrt{pm/(2^m \log n)}}{\sqrt{p(\beta n/2^{m+3} - \beta^2 n/2^{m-1})}} \leq (\log n)^{-\delta/3}.$$

Next, by the conditional independence of $f(i)_s$ and $f'(j)_s$, we obtain

$$\tilde{\mathbb{E}} \left[ \sum_{s \in \mathcal{I}} 1 \{ f(i)_s = f'(j)_s \} \right] \leq \frac{\omega}{2} \left( 1 + 2(\log n)^{-\delta/3} \right).$$

Then, using the conditional independence of $(f(i)_s, f'(j)_s)$ across $s \in \mathcal{I}$, we can apply Hoeffding’s inequality to see that

$$\sum_{s \in \mathcal{I}} 1 \{ f(i)_s = f'(j)_s \} \leq \frac{\omega}{2} \left( 1 + 2(\log n)^{-\delta/3} \right) + \frac{\beta \omega}{4 \log \log n}$$

with probability at least $1 - \exp \left( \frac{-\beta^2 \omega}{8(\log n)^2} \right)$. This completes the proof in view of (6). \hfill $\blacksquare$

**Appendix B. Probability tools**

**B.1. Concentration inequalities**

**Lemma 19 (Bernstein’s inequality)** Let $X_1, \ldots, X_n$ be independent random variables taking values in $[a, b]$. Define $\sigma^2 := \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[(X_i - \mathbb{E}[X_i])^2]$. Then, for any $t > 0$, we have

$$\mathbb{P} \left\{ \left| \sum_{i=1}^{n} (X_i - \mathbb{E}[X_i]) \right| \geq t \right\} \leq 2 \exp \left( \frac{-t^2/2}{\sigma^2 n + (b - a)t/3} \right).$$
Lemma 20 (Bernstein’s inequality for sampling without replacement) Let \( \{x_1, \ldots, x_N\} \) be a population of \( N \) real numbers. For \( n \in [N] \), let \( X_1, \ldots, X_n \) be a uniformly random sample from \( \{x_1, \ldots, x_N\} \) without replacement. Define
\[
a := \min_{i \in [N]} x_i, \quad b := \max_{i \in [N]} x_i, \quad \bar{x} := \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \sigma^2 := \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2.
\]
Then, for any \( t > 0 \), we have
\[
\Pr\left\{ \left| \sum_{i=1}^{n} X_i - n\bar{x} \right| \geq t \right\} \leq 2 \exp\left(\frac{-t^2/2}{\sigma^2 n + (b - a)t/3}\right).
\]

B.2. Binomial distributions

Recall that \( F_{k,p} \) denotes the cumulative distribution function of Binomial\((k, p)\). The following lemmas are elementary.

Lemma 21 For any \( p \in (0, 1) \), and \( a, b, t \in \mathbb{N}_0 \) such that \( t \leq a \leq b \), we have
\[
F_{b,p}(t) \leq F_{a,p}(t) \leq F_{b,p}(t + (b - a)).
\]

Lemma 22 Let \( X \) be a Binomial\((k, p)\) random variable where \( k \in \mathbb{N}_0 \) and \( p \in (0, 1) \). There exists a universal constant \( C > 0 \) such that, for any \( t, r > 0 \),
\[
\Pr\{X \in [t, t + r]\} \leq \frac{Cr}{\sqrt{kp(1 - p)}}.
\]

Lemma 23 Let \( X \) be a Binomial\((k, p)\) random variable where \( k \in \mathbb{N}_0 \) and \( p \in (0, 1) \). There exist universal constants \( C, c > 0 \) such that the following holds: If \( kp(1 - p) \geq C \), then for any \( r \geq 2 \), we have
\[
\Pr\{X > kp - r\} \geq \frac{1}{2} + c\left(\frac{r}{\sqrt{kp(1 - p)}} \wedge 1\right), \quad \Pr\{X < kp + r\} \geq \frac{1}{2} + c\left(\frac{r}{\sqrt{kp(1 - p)}} \wedge 1\right).
\]

Proof We focus on proving the first inequality, as the second is analogous. Note that we may assume \( r \leq \sqrt{kp(1 - p)} \) without loss of generality. Let \( C' > 0 \) denote a sufficiently large constant throughout the proof.

Since the median of a Binomial\((k, p)\) random variable is either \( \lfloor kp \rfloor \) or \( \lceil kp \rceil \), we have
\[
\Pr\{X > \lceil kp \rceil\} \leq 1/2.
\]

Moreover, it holds that
\[
\Pr\{X = \lfloor kp \rfloor \text{ or } \lceil kp \rceil\} \leq C'/\sqrt{kp(1 - p)} \leq 0.1,
\]
if \( kp(1 - p) \geq C \geq 100(C')^2 \). In addition, Bernstein’s inequality gives
\[
\Pr\left\{ X \in \left(kp - C'\sqrt{kp(1 - p)}, kp + C'\sqrt{kp(1 - p)}\right) \right\} \geq 0.9.
\]
Combining these bounds, we easily obtain

\[ P \left\{ X \in \left( kp - C' \sqrt{kp(1-p)}, \lfloor kp \rfloor \right) \right\} \geq 0.3. \]

Since the binomial p.m.f. is monotonically increasing on \( (kp - C' \sqrt{kp(1-p)}, \lfloor kp \rfloor) \), we get

\[ P \left\{ X \in \left( kp - r, \lfloor kp \rfloor \right) \right\} \geq \frac{0.3(r - 1)}{C' \sqrt{kp(1-p)}}. \]

Together with \( P\{X \geq \lfloor kp \rfloor \} \geq 1/2 \), this completes the proof.