Spinon magnetic resonance of quantum spin liquids
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We describe electron spin resonance in a quantum spin liquid with significant spin-orbit coupling. We find that the resonance directly probes spinon continuum which makes it an efficient and informative probe of exotic excitations of the spin liquid. Specifically, we consider spinon resonance of three different spinon mean-field Hamiltonians, obtained with the help of projective symmetry group analysis, which model a putative quantum spin liquid state of the triangular rare-earth antiferromagnet YbMgGaO 4 . The band of absorption is found to be very broad and exhibit strong van Hove singularities of single spinon spectrum as well as pronounced polarization dependence.

INTRODUCTION

Electron spin resonance (ESR) and its variants in magnetically ordered systems - ferromagnetic and antiferromagnetic resonances - represent one of the most precise and frequently used spectroscopic probes of excitations of magnetic media. The essence of the magnetic resonance technique consists in measuring absorption of electromagnetic radiation (usually in the microwave range of frequencies) by a sample material which is (typically) subjected to an external static magnetic field. The absorption is caused by coupling of magnetic degrees of freedom to the magnetic field of the electromagnetic wave. Given very large wavelength of the microwave, the ESR absorption is driven by zero wavevector (q = 0, or vertical) transitions between states with different S 2 projections of magnetic dipole moment on the direction perpendicular to the magnetic field of the EM radiation.

In a spin system with isotropic exchange, the absorption spectrum of an AC magnetic field is a δ-function peak at the frequency equal to that of the Zeeman energy, independent of the exchange interaction strength. This is a consequence of the fact that at q = 0 EM radiation couples to the total magnetic moment, which for an SU(2) invariant system commutes with the Hamiltonian [1]. Therefore, any deviation of the absorption spectrum from the δ-function shape implies violation of the spin-rotation symmetry, caused either by anisotropic terms in the Hamiltonian (explicit symmetry breaking) or by the development of long-range magnetic order below the critical temperature (spontaneous symmetry breaking). This is the key reason for ESR’s utility.

The goal of our work is to explore applications of ESR to highly entangled phase of magnetic matter - the quantum spin liquid (QSL) [2]. This intriguing novel quantum state manifests itself via non-local elementary excitations - spinons - which behave as fractions of ordinary spin waves. Local spin operator becomes a composite of two or more spinons, which immediately implies that dynamic spin susceptibility measures multi-spinon continuum. In principle, the best probe of the spinon continuum is provided by inelastic wave vector q and frequency ω. By now several textbook-quality experiments have provided us with unambiguous signatures of multi-particle continua [3–5]. In practice, however, such state of the art measurements require large high-quality single crystals which quite frequently are not available.

We posit here that ESR, with its exceptionally high energy resolution, represents an appealing complimentary spectroscopic probe of spinons - spinon magnetic resonance (SMR). The key requirement for turning it into a full-fledged probe of spinon dynamics consists in the absence of spin-rotational invariance. This requirement stems from the mentioned above ‘insensitivity’ of ESR to the details of excitations spectra in SU(2) invariant magnetic materials. Note that the SU(2) invariance is, at best, a theoretical approximation to the real world materials which always suffer from some kind of magnetic anisotropy.

Moreover, over the past fifteen years the field of QSL has evolved dramatically away from the spin-rotational invariance requirement explicit in many foundational papers [6–8]. The absence of spin-rotational invariance has evolved from the ‘real world’ annoyance to the virtue [2] [9] [10]. Indeed, the first and still the most direct and unambiguous demonstration of the gapless QSL phase came from Kitaev’s exact solution of the fully anisotropic honeycomb lattice model [11] which does not conserve total spin.

Importantly, a large number of very interesting and not yet understood materials, such as α-RuCl 3 [12], YbMgGaO 4 [13] [14], Yb 2 Ti 2 O 7 [15] [16] and many other pyrochlores [17], and even organic BEDT-TSF and BEDT-TSF salts[18], showing promising QSL-like features are known to possess significant spin-orbit interaction and are described by spin Hamiltonians with significant asymmetric exchange and pseudo-dipolar terms. It is precisely this class of low-symmetry spin models we focus on in the present study.
We illustrate our idea by considering spin-liquid state proposed to describe a spin-orbit-coupled triangular lattice Mott insulator YbMgGaO$_4$. The appropriate spin Hamiltonian has been argued to be that of XXZ model with interactions between nearest (with $J \sim 1$K) and next-nearest neighbors on the triangular lattice together with a pseudo-dipolar term, of $J_{\pm \pm}$ in notations of [15], between nearest neighbors ($J_{\pm \pm} \sim 0.2$K).

Most recently, polarized neutron scattering data were interpreted in favor of significant $J_{\pm \pm}$ interaction [22]. This Hamiltonian does not conserve total spin $S_{tot}$.

Inelastic neutron scattering experiments reveal broad spin excitations continuum [23, 24], consistent with fractionalized QSL with spinon Fermi surface. At the same time experimental evidence of significant disorder effects [21, 24–26], capable of masking ‘pristine’ physics of the time experimental evidence of significant disorder effects.

Spin excitations continuum [23, 24], consistent with fractionalized QSL with spinon Fermi surface. At the same time experimental evidence of significant disorder effects [21, 24–26], capable of masking ‘pristine’ physics of the material, is mounting.

Our goal here is to add to the ongoing discussion on the nature of the ground state of YbMgGaO$_4$ by pointing out that ESR can serve as a very useful probe of QSL with significant built-in spin-orbit interactions. We therefore accept spin-liquid hypothesis and focus on fermionic $U(1)$ symmetric spin-liquid ground states, proposed for this material previously [23, 27]. We rely on the well-established projective symmetry group (PSG) analysis of possible $U(1)$ spin liquids [27, 31]. The spin-orbital nature of the effective spin-1/2 local moment of Yb$^{3+}$ ion implies that under the space group symmetry operations both the direction and the position of the local spin are transformed. The symmetry operations include translations $T_{1,2}$ along the major axis $a_{1,2}$ of the crystal lattice, a rotation $C_2$ by $\pi$ around the in-plane vector $a_1 + a_2$, a counterclockwise rotation $C_3$ by $2\pi/3$ around the lattice site, and the (three-dimensional) inversion $I$ about the lattice site. Following [27], it is convenient to combine $C_3$ and $I$ operations into a composite one $C_6 = C_3^{-1}I$. (Note that the original $C_6$ lattice rotation by $2\pi/6$ around the lattice site is not the symmetry of YbMgGaO$_4$ due to alternating - above and below the plane - location of oxygens at the centers of consecutive elementary triangles [13].)

These symmetries strongly constrain possible $U(1)$ mean-field spinon Hamiltonians and result in 8 different PSG states, of U1A and U1B kind. U1A states maintain periodicity of the original lattice and their band structure consists of just two spinon bands. U1B states are $\pi$-flux states with doubled unit cell. Equivalently, their band structure contains 4 spinon bands. For the sake of simplicity, we focus on the U1A family in the following (description of U1B increases algebraic complexity without adding any new essential physics). The $U(1)$ mean-field spinon Hamiltonian is parameterized by several hopping amplitudes - $t_{1,2}$ describe spin-conserving hopping between the nearest and the next-nearest neighbors and $t_{1,2}'$ describes analogous non-spin-conserving hops. PSG analysis fixes relative phases between hopping amplitudes on the bonds related by the space group operations (see Supplement [32] for details of the derivation). The magnitudes of these hoppings are not determined by PSG. This requires a separate variational calculation of the ground state energy which is not attempted here. We do expect, on physical grounds, that for the spin model with predominant isotropic nearest-neighbor spin exchange and subleading asymmetric $J_{\pm \pm}$ terms, the following estimate should hold $t_1 > t_1' > t_2 > t_2'$.

There are four mean-field Hamiltonians in U1A family, labeled by $U1A_{nC_2}n\bar{c}_a$ ($nC_2, n\bar{c}_a \in \{0, 1\}$). They have the simple form

$$H = \sum_k (f_{k\uparrow}, f_{k\downarrow}^*) \left( \begin{array}{cc} \omega_k + \epsilon_k & \eta_k \\ \eta_k^* & \omega_k - \epsilon_k \end{array} \right) \left( \begin{array}{c} f_{k\uparrow} \\ f_{k\downarrow} \end{array} \right),$$

where $k$-dependent $\omega_k, \epsilon_k, \eta_k$ are listed in [32]. Spin-orbit interaction appears via spin-non-conserving hopping $\eta_k$ in [1]. The $U1A_{00}$ state is characterized by finite $\omega_k$ and zero $\epsilon_k$ and $\eta_k$, while $U1A_{01}$ and $U1A_{11}$ have $\omega_k = 0$ and finite $\epsilon_k$ and $\eta_k$. In the calculations below we set $t_1 = 1$ and $t_1' = 0.8, t_2' = 0.3$ for $U1A_{11}$, while $t_1 = 0$ for $U1A_{01}$ and we choose $t_1' = 1, t_2 = 0.8t_1', t_2' = 0.4t_1'$ for it. $U1A_{10}$ turns out to be non-physical since its Hamiltonian matrix is zero, $t_{1,2} = t_{1,2}' = 0$. ‘Accidental’ nature of $U1A_{00}$ state is manifested by the absence of any spin-dependent hopping in its Hamiltonian - this state happens to be more symmetric than the spin Hamiltonian it describes and is characterized by the large Fermi surface [23].

We focus on most physically relevant $U1A_{01}$ and $U1A_{11}$ states, for which $\omega_k = 0$. The resulting fermion bands are easy to find, $E_{\nu = 1, 2}(k) = \left(-1\right)^\nu E(k) = \left(-1\right)^\nu \sqrt{\epsilon_k^2 + \eta_k^2}$. $U1A_{11}$ state possess symmetry-protected Dirac nodes at $\Gamma$ and $M$ points of the hexagonal Brillouin zone, while $U1A_{01}$ has additional Dirac nodes at $K$ points as well.
Interaction with monochromatic radiation linearly polarized along direction \( \hat{n} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) is described by \( V(t) = -\mathbf{h}(t) \cdot \mathbf{S}_{\text{tot}}, \) i.e.

\[
V(t) = he^{-i\omega t} \mathbf{n} \cdot \frac{1}{2} \sum_r (f_{r\uparrow}^{+} f_{r\downarrow}^{+}) \sigma \left( f_{r\uparrow} f_{r\downarrow} \right)
\] (2)

Within linear response theory the rate of energy absorption \( \dot{I}(\omega) = -\omega \chi''_{\alpha\alpha}(\omega)|\mathbf{h}|^2/2 \) is determined by the imaginary part of \( \mathbf{q} = 0 \) Fourier transform of the dynamic susceptibility \( \chi_{\alpha\beta}(t, r) = -i\Omega(t) \langle [\mathbf{S}_r(t), \tilde{\mathbf{n}}, \mathbf{S}_0(0) \cdot \tilde{\mathbf{n}}] \rangle \), with \( \Theta \) being the Heaviside function. Straightforward calculation gives

\[
\chi_{\alpha\beta}(\omega) = \frac{1}{4N} \sum_{\mathbf{k}} \left( \omega + E_\alpha(\mathbf{k}) - E_{\beta}(\mathbf{k}) + i0 \right) \times (U_\mathbf{k}\sigma^a U_\mathbf{k}\sigma^b)_{\beta\alpha} \tilde{n}^a \tilde{n}^b \] (3)

Here \( n_{\mathbf{k}\alpha} \) is the occupation number of the band \( \alpha \), \( U_\mathbf{k} \) is unitary diagonalizing matrix connecting spinor of original fermions to that of the band ones, \( f_{\mathbf{k}\alpha} = (U_\mathbf{k})_{\alpha\beta} \delta_{\mathbf{k}\mathbf{\delta}} \), and summation over repeated indices is implied. Eq.(3) shows that in the spin-degenerate U1A00 state, for which \( n_{\mathbf{k}\alpha} = n_{\mathbf{k}\beta} \), the susceptibility is strictly zero. Therefore, in agreement with general discussion above, no energy absorption occurs in the absence of external magnetic field for this state. The condition \( n_{\mathbf{k}\alpha} \approx n_{\mathbf{k}\beta} \) is also satisfied at high temperature of the order of spinon bandwidth (which is of the order of exchange \( J \)) when spinon resonance disappears. We therefore expect the width of the resonance to increase when the temperature is lowered. It is worth noting that the lowest temperature of ESR study \([14]\) is 1.8K, which makes it a high-temperature measurement.

At zero temperature absorption at frequency \( \omega \) is possible only via vertical transitions from the filled lower band \((\alpha = 1, n_{\mathbf{k}1} = 1)\) to the empty upper one \((\beta = 2, n_{\mathbf{k}2} = 0)\) and therefore

\[
\chi''_{\alpha\beta}(\omega) = -\frac{\pi}{4N} \sum_{\mathbf{k}} \delta(\omega - 2E(\mathbf{k})) (U_\mathbf{k}^{+}\sigma^a U_\mathbf{k})_{12} \times (U_\mathbf{k}^{+}\sigma^b U_\mathbf{k})_{21} \tilde{n}^a \tilde{n}^b
\] (4)

After some algebra, the product of matrix elements 12 and 21 of the rotated Pauli matrices in the equation above simplifies to

\[
\chi''_{\alpha\beta}(\omega) = -\frac{\pi}{4N} \sum_{\mathbf{k}} \delta(\omega - 2E(\mathbf{k})) \left[ \left( c_\mathbf{k}^2 + \eta_\mathbf{k}^2 \right) \sin^2 \theta \cos^2 \phi \right. \\
+ \left. \left[ c_\mathbf{k}^2 + \eta_\mathbf{k}^2 \right] \sin^2 \phi \sin^2 \phi + |\eta_{\mathbf{k}}|^2 \sin^2 \theta \right].
\] (5)

It can be shown \([32]\) that the omitted off-diagonal terms, containing products \( \tilde{n}^a \tilde{n}^p, \tilde{n}^p \tilde{n}^z, \) and \( \tilde{n}^a \tilde{n}^z \), are all zero. Moreover, terms proportional to \( \cos^2 \phi \) and \( \sin^2 \phi \) are actually equal, so that the absorption only depends on the azimuthal angle \( \theta \) with respect to the normal to the magnetic layer.

Two features of this result are worth noting. First, the absorption takes place over the wide band of frequencies, \( \min(E) = 0 < \omega/2 < \max(E) \), which covers the full bandwidth of two-spinon continuum. Second, Eq.(5) describes zero-field absorption, which does not require any external static magnetic field \( \mathbf{B} \).

**U1A11 state**: Figure 1 shows scaled absorption intensity, \( 2I(\omega)/|\mathbf{h}|^2 \) vs \( \omega/t' \), for different polarizations \( \theta = 0 \) (blue dots), \( \pi/4 \) (orange squares), and \( \pi/2 \) (red rhombi) for U1A01 state. The insert shows spinon dispersion along the path in Fig. 1.

**U1A01 state**: SMR of this phase is shown in Figure 2.
FIG. 3. (Color online) Plot of $2I(\omega)/|h|^2$ vs $\omega/(2t_1)$ for polarizations $\theta = 0$ (blue dots), $\pi/4$ (orange squares), and $\pi/2$ (green rhombi) for U1A11 state in the presence of magnetic field $B_z = 1$. Note the appearance of strong van Hove singularity at $\omega \approx 4.2t_1$. Thin red line shows Zeeman response of U1A00 state.

It is seen to host two van Hove singularities which can be qualitatively understood as a direct consequence of the additional, in comparison with U1A11 state, Dirac cone in the spinon dispersion at the K point. The presence of the symmetry-protected node at the K point results in a stronger variation of spinon dispersion in the Brilloin zone and causes the appearance of additional saddle points.

**U1A11 state in magnetic field:** external magnetic field adds further variations to the spinon absorption intensity. We illustrate this with the case of U1A11 state subject to magnetic field $B = B_z \hat{z}$ along the normal to the magnetic layer. It should be noted that PSG analysis underlaying our consideration assumes time-reversal (TR) symmetry. Therefore we treat magnetic field perturbatively, by coupling it to the local TR-odd combination of spinons which is just $B_z \hat{z} \sum_i S_i^z \sim B_z \sum_i f_{1(2)}^{\alpha} \sigma_3^{\alpha\beta} f_{\beta}^{(3)}$. Thus magnetic field enters $I(\omega)$ via $\omega_k \rightarrow \omega_k - B_z/2$ and gaps out Dirac nodes. The minimal excitation energy becomes $\min(E) = B_z^2/2$ and absorption intensity acquires threshold behavior $I(\omega) \sim \Theta(\omega - B_z)$. This behavior is illustrated in Figure 3, which also shows development of additional spectral features at $\omega \approx 4.2t_1$, see 32. In-plane magnetic field lowers symmetry of the spin Hamiltonian further and its consideration is left for future studies.

This unusual response should be contrasted with that of the large-Fermi-surface state U1A00. Here $B = B_z \hat{z}$ leads to the Zeeman splitting of spinon up- and down-spin bands $E_\sigma = \omega_k \mp B_z/2$ and therefore, according to [3], one finds standard result for magnetically isotropic media $\chi''_{ab}(\omega) \sim \sin^2 \theta \delta(\omega - B_z)$. This is consistent with the earlier analysis of [33], where a weak magnetic field $B = B_z \hat{z}$ was added to the mean-field Hamiltonian similarly. Off the $\Gamma$ point, i.e. for $\mathbf{q} \neq 0$, one finds broad continuum corresponding to the spinon particle-hole excitations [33].

**Discussion:** Physical arguments leading to Eq. 5 are very general and rely on absence of long-range magnetic order, existence of fractionalized elementary excitations, which ensure a continuum-like response to external probes, and significant built-in spin-orbit interaction, which leads to non-conservation of spin and makes zero-field absorption possible in a wide range of frequencies. All of these are very generic conditions which are satisfied by essentially every model of spin liquids of $U(1)$ and $Z_2$ type (but not by spin-conserving $SU(2)$ ones). The restriction to low symmetry spin liquids is not really a handicap as it turned out that the number of possible spin liquids with reduced $U(1)$ and $Z_2$ vastly outnumber that of $SU(2)$ symmetric ones [30, 31, 35]. In particular, the SMR should be present in the celebrated Kitaev’s honeycomb model [11], as was emphasized in dynamic structure calculations of [36–38]. There too one can see anisotropic spin structure factor $S^{aa}(q = 0, \omega)$, with $S^{zz} \neq S^{xx/yy}$, and sharp van Hove singularities in the Majorana fermion density of states. The similarity is not accidental - it follows from the linear mapping between Majorana and projective spinon representations [40]. Unlike the situation described here, in the exactly solvable gapless Abelian region dynamic response appears above a finite threshold energy (which is the energy cost of creating $Z_2$ fluxes). However generic spin exchange perturbations turn the response gapless [42], so that $S^{aa}(q = 0, \omega) \sim \omega$ at low energy. Resonant inelastic x-ray (RIXS), Raman scattering and parametric pumping of the $Z_2$ Kitaev spin liquid results in a gapless and extended in energy continuum too [43, 48].

Our theory can be broadly thought of as an extension of one-dimensional theories of ESR in spin chains with Dzyaloshinskii-Moriya interactions [1, 47, 49]. In one dimension, fractionalized nature of spinons is very well established and theories based on them describe ESR experiments exceedingly well, both in gapless [50–52] and gapped [53–54] settings.

Another important connection is provided by electric dipole spin resonance (EDSR) which describes absorption of EM radiation in conductors with pronounced spin-orbit interaction which mediates coupling of AC electric field to the electron spin [55]. Here, spin-rotational asymmetry causes strong absorption which is controlled by the real part of optical conductivity [56, 62].

Somewhat surprisingly, energy absorption due to coupling of spins to AC electric field is also possible in strong Mott insulators, provided they are built of frustrated triangular units, in which virtual charge fluctuations produce spin-dependent electric polarization [63, 64]. Hints of this physics were recently observed in herbertsmithite and $\alpha$-RuCl$_3$ antiferromagnets [65, 67].

Simple calculations of SMR presented here are based on mean-field spinon Hamiltonians derived with the help of PSG formalism. They do not include gauge fluctuations which undoubtedly are present in the theory. These fluctuations are certain to affect exponents characterizing
sharp features of $\chi''_{mn}(\omega)$, such as for example behavior near the van Hove singularity and/or near lower/upper edge of the two-spinon continuum. (Disorder, in the form of Mg/Ga mixing, leads to distribution of g-factors which also broadens magnetic response.) In addition, by analogy with critical Heisenberg chain, we expect four-spinon contributions to the susceptibility to affect the high-frequency behavior. However, these important effects can not reduce spinon absorption bandwidth and eliminate other outstanding features of the SMR found here. It should also be noted that SMR is not specific to fermionic spinons and indeed extension of the theory here. It should also be noted that SMR is not specific to fermionic spinons and indeed extension of the theory to bosonic PSG is possible as well. We therefore conclude that spinon magnetic resonance represents an efficient and informative probe of exotic excitations of spin-orbit-coupled quantum spin liquids.
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**Notes Added.** Manuscript [71], which appeared after our submission, contains detailed comparison of ground state energies of various U(1) PSG states.
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A. THE LATTICE

This section introduces the coordinate systems in both real space and Fourier space.

A1. Real Space

The rare-earth Yb atoms in YbMgGaO$_4$ form a triangular lattice. We use the following intralayer coordinates
\[ \mathbf{r} = x \mathbf{a}_1 + y \mathbf{a}_2, \]
with
\[ \mathbf{a}_1 = (1, 0), \quad \mathbf{a}_2 = \left( -\frac{1}{2}, \frac{\sqrt{3}}{2} \right). \] (S-1)

The intralayer symmetries are generated by \{\(T_1, T_2, C_2, C_3\)\}, where
\[ T_1 : (x, y) \rightarrow (x + 1, y), \quad T_2 : (x, y) \rightarrow (x, y + 1) \]
are translations along the \(\mathbf{a}_1\) and \(\mathbf{a}_2\) directions, \(C_2 : (x, y) \rightarrow (y, x)\) a two-fold rotation, \(C_3 : (x, y) \rightarrow (-y, x - y)\) a three-fold counterclockwise rotation and \(I : (x, y) \rightarrow (-x, -y)\) is an inversion. This symmetry group is equivalent to another group generated by \{\(T_1, T_2, C_2, \bar{C}_6\)\}, where \(\bar{C}_6 \equiv C_{-1}^3 I\) acts as \(\bar{C}_6 : (x, y) \rightarrow (x - y, x)\). We sketch the symmetry operations in Fig. S-1.

\[ T_2 \]
\[ \mathbf{C}_2 \]
\[ \mathbf{C}_6 \]
\[ T_1 \]

FIG. S-1. The symmetry operations.

These symmetry operations satisfy the following identities:
\[ T_1^{-1} T_2 T_1 T_2^{-1} = T_1^{-1} T_2^{-1} T_1 T_2 = 1, \]
\[ C_2^{-1} T_1 C_2 T_2^{-1} = C_2^{-1} T_2 C_2 T_1^{-1} = 1, \]
\[ \bar{C}_6^{-1} T_1 \bar{C}_6 T_2 = \bar{C}_6^{-1} T_2 \bar{C}_6 T_2^{-1} \bar{T}_1^{-1} = 1, \]
\[ (C_2)^2 = (\bar{C}_6)^6 = (\bar{C}_6 C_2)^2 = 1. \] (S-2)

We further require a time reversal symmetry \(T^2 = 1\), satisfying
\[ T_1^{-1} \mathcal{T} T_1 \mathcal{T} = T_2^{-1} \mathcal{T} T_2 \mathcal{T} = 1, \quad C_2^{-1} \mathcal{T} C_2 \mathcal{T} = \bar{C}_6^{-1} \mathcal{T} \bar{C}_6 \mathcal{T} = 1. \] (S-3)

A2. k-space

The reciprocal lattice (Fig. S-2) \(\mathbf{k} = k_1 \mathbf{b}_1 + k_2 \mathbf{b}_2\) is studied in the dual basis \(\mathbf{b}_1 = 2\pi (1, \frac{\sqrt{3}}{3})\) and \(\mathbf{b}_2 = 2\pi (0, \frac{2\sqrt{3}}{3})\). Here \(k_1, k_2 \in [0, 2\pi)\).
B. PSG Analysis

We review the projective symmetry group (PSG) analysis in this section, following the discussion in \cite{[28]}]. PSG is a powerful tool in the classification of symmetric spin liquids, which was first introduced in Ref.\cite{[28]} and lists all possible classes of lattice symmetry representations in the extended Hilbert space of spinons.

In the Nambu spinor representation $\Psi_r = (f_{r\uparrow}, f_{r\downarrow}, f_{r\uparrow}^{\dagger}, -f_{r\downarrow}^{\dagger})^T$, the mean field Hamiltonian is

$$H_{MF} = -\frac{1}{2} \sum_{r\neq r'} (\Psi_r u_{rr'} \Psi_{r'} + h.c.),$$

where $u$ is the hopping matrix. The PSG method, in a word, seeks to classify gauge-inequivalent mean-field ansatz $u_{rr'}$. In this Nambu representation, the spin operator $S_r$ and the generator $G_r$ of the $SU(2)$ gauge transformation are given by,

$$S_r = \frac{1}{4} \Psi_r^\dagger (\sigma \otimes 1_{2\times 2}) \Psi_r, \quad G_r = \frac{1}{4} \Psi_r^\dagger (1_{2\times 2} \otimes \sigma) \Psi_r.$$  \hspace{1cm} (S-5)

Under a symmetry operation $O$, $\Psi_r$ transforms as

$$\Psi_r \rightarrow U_O G^O_{O(r)} \Psi_{O(r)} = G^O_{O(r)} U_O \Psi_{O(r)},$$

where $G^O_{O(r)}$ is the local gauge transformation and $U_O$ accounts for the rotation of the spin components due to the symmetry operation $O$.

The commutation in the above equation can be understood from the observation $[S_r^x, G^r_{O}] = 0$. From equation $\text{(S-5)}$, one further convinces himself of the block diagonal form of the gauge transformation $G^O_{O(r)} = 1_{2\times 2} \otimes W^O_{r'}$, where $W^O_{r'}$ is a $2 \times 2$-dimensional matrix.

The mean field ansatz $\text{(S-4)}$ is invariant under the invariant gauge group ($IGG = U(1)$) with $u_{rr'} = G^O_{O(r)} u_{rr'} G^O_{O(r')}$. To respect a lattice symmetry transformation $O$, the Hamiltonian should satisfy $\text{[30]}$

$$u_{rr'} = G^O_{O(r)} U_O^{\dagger} u_{O(r'O(r')} U_O G^O_{O(r')}.$$  \hspace{1cm} (S-7)

In the isotropic case with full $SU(2)$ rotational symmetry, this matrix is trivial, i.e. $U = 1_{2\times 2}$. For YbMgGaO$_4$, this symmetry is partially broken and reduced to $U(1)$, leading to a nontrivial $U$. (Note that the spin rotation symmetry $U(1)$ is independent of the $U(1)$ gauge symmetry, it is the latter that gives the name of $U(1)$ spin liquid.)

A general group relation with the form $O_1 O_2 O_3 O_4 = 1$ thus means the following constraint for the ansatz:

$$U_{O_1} G_{O_1}^{O_1} U_{O_2} G_{O_2 O_3 O_4(r)}^{O_2} U_{O_3} G_{O_3 O_4(r)}^{O_3} U_{O_4} G_{O_4(r)}^{O_4} \in IGG.$$  \hspace{1cm} (S-8)

Using the commutation relation, we can rewrite it as

$$U_{O_1} U_{O_2} U_{O_3} U_{O_4} G^{O_1}_{O_1} G_{O_2 O_3 O_4(r)}^{O_2} G_{O_3 O_4(r)}^{O_3} G_{O_4(r)}^{O_4} \in IGG.$$  \hspace{1cm} (S-9)

As the series of rotations $O_1 O_2 O_3 O_4$ either rotate the spinons by $0$ or $2\pi$, $U_{O_1} U_{O_2} U_{O_3} U_{O_4} = \pm 1_{4\times 4}$ always belongs to $IGG$. Thus the constraint further reduces to

$$G^{O_1}_{O_1} G_{O_2 O_3 O_4(r)}^{O_2} G_{O_3 O_4(r)}^{O_3} G_{O_4(r)}^{O_4} \in IGG,$$  \hspace{1cm} (S-10)
or equivalently,
\[ W^O_r W^O_{r_2} W^O_{r_4} W^O_{r_4} \in \{ e^{i\phi} \mid \phi \in [0, 2\pi) \}. \]  
(S-11)

For the space group symmetry of YbMgGaO₄, the nontrivial spin rotation matrices are
\[ U_{C_2} = \exp \left( -i \frac{\pi}{2} \hat{n}_2 \cdot \sigma \right) = \begin{pmatrix} e^{-i\pi/6} & -e^{-i\pi/6} \\ e^{-i\pi/6} & e^{-i\pi/6} \end{pmatrix}, \quad U_{C_6} = \exp \left( i \frac{\pi}{3} \hat{n}_3 \cdot \sigma \right) = \begin{pmatrix} e^{i\pi/3} & e^{-i\pi/3} \\ e^{-i\pi/3} & e^{i\pi/3} \end{pmatrix}, \]  
(S-12)

with \( \hat{n}_2 = \left( \frac{1}{2}, \frac{\sqrt{3}}{2}, 0 \right) \) is the rotation axis for the \( C_2 \) action and \( \hat{n}_3 = (0, 0, 1) \), since \( C_6 \equiv C_3^{-1} I \) consists of a clockwise rotation with respect to the z-axis by \( 2\pi/3 \).

For the gauge part, we choose the canonical gauge [28] with \( IGG = \{ 1_{2\times2} \otimes e^{i\phi_\sigma} \mid \phi \in [0, 2\pi) \} \). Then the gauge transformation associated with the symmetry operation \( O \) takes the form
\[ W^O_r = (i\sigma_x)^{n_O} e^{i\phi_0 |r| \sigma_z}, \]  
(S-13)

where \( n_O \in \{0, 1\} \).

In the case of translations, one can always choose a gauge so that
\[ W^{T_1}_r = (i\sigma_x)^{n_{T_1}}, \quad W^{T_2}_r = (i\sigma_x)^{n_{T_2} e^{i\phi_{T_2}} [x,y] | \sigma_z}. \]  
(S-14)

The constraints [S-2] further demand \( n_1 = n_2 = 0 \) and \( \phi_{T_2 [x+1,y]} - \phi_{T_2 [x,y]} \equiv \phi_1, \phi_{T_2 [x+1,y+1]} - \phi_{T_2 [x,y+1]} \equiv \phi_2 \), with \( \phi_1 \) and \( \phi_2 \) to be determined. Here \( \phi_1 \) has the physical meaning of the flux through each unit cell of the triangular lattice. Since it is always possible to choose a gauge such that \( \phi_{T_2 [0,y]} = 0 \), we have \( \phi_{T_2 [x,y]} = \phi_1 x \), thus \( \phi_2 = \phi_1 \).

Consequently, we obtain \( W^{T_1}_r = 1 \), \( W^{T_2}_r = e^{i\phi_1 x | \sigma_z} \).

For \( C_6 \) with \( W^{C_6}_r = (i\sigma_x)^{n_{C_6} e^{i\phi_{C_6}} [x,y] | \sigma_z}, \) [S-11] leads to
\[ \chi_{C_6} [r] = \phi_1 xy - \phi_3 x - \phi_4 y - \phi_1 \frac{y(y-1)}{2}, \]  
(S-15)

with \( \phi_3, \phi_4 \) undetermined. When \( n_{C_6} = 0 \), \( \phi_1 \) is not constrained, while for \( n_{C_6} = 1 \), we further require \( \phi_1 = 0, \pi \).

For \( C_2 \) with \( W^{C_2}_r = (i\sigma_x)^{n_{C_2} e^{i\phi_{C_2}} [x,y] | \sigma_z}, \) [S-17] leads to \( \phi_1 = 0, \pi \) and \( \phi_3 + 2\phi_4 = 0 \) for both \((n_{C_2}, n_{C_6}) = (0, 0)\) and \((0, 1)\), while for \((n_{C_2}, n_{C_6}) = (1, 0)\) and \((1, 1)\), \( \phi_3 = 0 \). In all these four cases,
\[ \begin{cases} 
\phi_{C_2} = -xy\phi_1, \\
\phi_{C_6} = xy\phi_1 - \phi_1 \frac{y(y-1)}{2}.
\end{cases} \]  
(S-16)

C. THE SPECTRA

In this part we present the spectra of mean-field Hamiltonians \( U1A11 \) and \( U1A01 \).

C1. U1A11

In the U1A11 case, following the above section, one has \( \phi_1 = 0 \), \( (n_{C_2}, n_{C_6}) = (1, 1) \), and
\[ W_{T_1} = W_{T_2} = 1_{2 \times 2}, \quad W_{C_2} = W_{C_6} = W_T = i\sigma_y. \]  
(S-17)

Combining [S-12] and [S-17], we obtain the transformation rules in Tab.II.

One can then find the Hamiltonian that is invariant under these symmetry operations:
\[ H = \sum_{x,y} \left\{ t_1 \left[ i f^{\dagger}_{(x+1,y)} f^{\dagger}_{(x,y)} + i f^{\dagger}_{(x,y+1)} f^{\dagger}_{(x,y)} - i f^{\dagger}_{(x+1,y+1)} f^{\dagger}_{(x,y)} \right] 
- i f^{\dagger}_{(x+1,y)} f^{\dagger}_{(x,y)} - i f^{\dagger}_{(x,y+1)} f^{\dagger}_{(x,y)} + i f^{\dagger}_{(x+1,y+1)} f^{\dagger}_{(x,y)} \right] 
+ t'_1 \left[ e^{i\pi/3} f^{\dagger}_{(x+1,y)} f^{\dagger}_{(x,y)} + f^{\dagger}_{(x+1,y+1)} f^{\dagger}_{(x,y)} \right] 
+ e^{i\pi/3} f^{\dagger}_{(x,y+1)} f^{\dagger}_{(x,y)} + f^{\dagger}_{(x+1,y+1)} f^{\dagger}_{(x,y)} \right] 
+ t'_2 \left[ e^{i\pi/6} f^{\dagger}_{(x+1,y-1)} f^{\dagger}_{(x,y)} + e^{i\pi/6} f^{\dagger}_{(x+1,y+2)} f^{\dagger}_{(x,y)} - i f^{\dagger}_{(x-2,y-1)} f^{\dagger}_{(x,y)} \right] 
+ e^{i\pi/6} f^{\dagger}_{(x+1,y-1)} f^{\dagger}_{(x,y)} - i f^{\dagger}_{(x-2,y-1)} f^{\dagger}_{(x,y)} + e^{i\pi/6} f^{\dagger}_{(x+1,y+2)} f^{\dagger}_{(x,y)} + h.c. \right\} \]  
(S-18)
Here the $t_1$ and $t'_1$ terms describe the first-neighbor spin-preserving and spin-flipping hoppings, respectively. The $t'_2$ term denotes the second-neighbor spin-flipping hopping. Also note that spin-preserving next-nearest hopping is absent, i.e., $t_2 = 0$.

In $k$-space, we have

$$H(k_1, k_2) = \begin{pmatrix} \epsilon_k & \eta_k \\ \eta_k^* & -\epsilon_k \end{pmatrix},$$  \hspace{1cm} (S-19)

where the spin-preserving and spin-flipping terms are

$$\epsilon_k = t_1 \left( \sin k_1 + \sin k_2 - \sin(k_1 + k_2) \right),$$  \hspace{1cm} (S-20)

$$\eta_k = t'_1 \left( e^{5\pi i/6} \sin k_1 - i \sin k_2 - e^{\pi i/6} \sin(k_1 + k_2) \right) - t'_2 \left( e^{2\pi i/3} \sin(k_1 - k_2) - e^{i\pi/3} \sin(k_1 + 2k_2) - \sin(2k_1 + k_2) \right).$$  \hspace{1cm} (S-21)

The resulting bands are $E_{\nu}(k) = (-1)^\nu E(k)$, with $\nu \in \{1, 2\}$ and

$$E(k) = \sqrt{\epsilon_k^2 + |\eta_k|^2}.$$  \hspace{1cm} (S-22)

The two bands touch at $\Gamma$ and $M$ points. The function $E(k)$ is plotted in Fig. S-3.

---

**TABLE I.** U1A11 PSG analysis.

| Symmetry | Transformation Rules |
|----------|----------------------|
| $T_1$    | $f(x,y)^\uparrow \rightarrow f(x+1,y)^\uparrow$ |
|          | $f(x,y)^\downarrow \rightarrow f(x+1,y)^\downarrow$ |
| $T_2$    | $f(x,y)^\uparrow \rightarrow f(x,y+1)^\uparrow$ |
|          | $f(x,y)^\downarrow \rightarrow f(x,y+1)^\downarrow$ |
| $C_2$    | $f(x,y)^\uparrow \rightarrow e^{i\pi/6} f(y,x)^\uparrow$ |
|          | $f(x,y)^\downarrow \rightarrow e^{-i\pi/6} f(y,x)^\downarrow$ |
| $C_6$    | $f(x,y)^\uparrow \rightarrow e^{i\pi/3} f(x-y,y)^\uparrow$ |
|          | $f(x,y)^\downarrow \rightarrow -e^{-i\pi/3} f(x-y,y)^\uparrow$ |
| $\mathcal{T}$ | $f(x,y)^\uparrow \rightarrow f(x,y)^\downarrow$ |
|          | $f(x,y)^\downarrow \rightarrow -f(x,y)^\uparrow$ |

---

**FIG. S-3.** Spinon dispersion $E_2(k)$ in U1A11 state (the upper band). Blue (green) dots indicate location of saddle points (maxima) which show up as singularities in $\chi''(\omega)$ in Fig. 1.
C2. U1A01

In the U1A01 case, $\phi_1 = 0$, $(n_{C_2}, n_{\tilde{C}_2}) = (0, 1)$, and the PSG analysis gives

$$W_{T_1} = W_{T_2} = W_{C_2} = 1_{2 \times 2}, \quad W_{\tilde{C}_2} = W_{\tilde{T}} = i\sigma_y.$$  \hfill (S-23)

Combining with the spin rotation matrices, we obtain the following symmetry operations in Tab. II.

| Symmetry | Transformation Rules |
|----------|----------------------|
| $T_1$    | $f(x,y)^\dagger \rightarrow f(x+1,y)^\dagger$  
|          | $f(x,y)^\dagger \rightarrow f(x+1,y)^\dagger$ |
| $T_2$    | $f(x,y)^\dagger \rightarrow f(x,y+1)^\dagger$  
|          | $f(x,y)^\dagger \rightarrow f(x,y+1)^\dagger$ |
| $C_2$    | $f(x,y)^\dagger \rightarrow - e^{i\pi/6}f(y,x)^\dagger$  
|          | $f(x,y)^\dagger \rightarrow - e^{i\pi/6}f(y,x)^\dagger$ |
| $C_6$    | $f(x,y)^\dagger \rightarrow e^{i\pi/3}f(x-y,y)^\dagger$  
|          | $f(x,y)^\dagger \rightarrow - e^{-i\pi/3}f(x-y,y)^\dagger$ |
| $T$      | $f(x,y)^\dagger \rightarrow f(x,y)^\dagger$  
|          | $f(x,y)^\dagger \rightarrow - f(x,y)^\dagger$ |

**TABLE II.** U1A01 PSG analysis.

The corresponding Hamiltonian invariant under such transformations is:

$$H = \sum_{x,y} \left\{ t_1' \left[ e^{5i\pi/6} f_{(x+1,y)}^\dagger f_{(x,y)} + i f_{(x,y+1)}^\dagger f_{(x+1,y)} + e^{-5i\pi/6} f_{(x+1,y+1)}^\dagger f_{(x,y)} \right] + t_2' \left[ e^{i\pi/6} f_{(x,y+1)}^\dagger f_{(x,y)}^\dagger - i f_{(x,y+1)}^\dagger f_{(x+1,y+1)}^\dagger + e^{-i\pi/6} f_{(x+1,y+1)}^\dagger f_{(x,y+1)}^\dagger \right] f_{(x,y)} + t_2' \left[ e^{-i\pi/3} f_{(x+1,y+1)}^\dagger f_{(x,y)} + e^{i\pi/3} f_{(x,y+1)}^\dagger f_{(x+1,y+1)}^\dagger + f_{(x+1,y+2)}^\dagger f_{(x,y+1)}^\dagger f_{(x,y)}^\dagger - f_{(x+1,y+2)}^\dagger f_{(x,y)}^\dagger f_{(x,y+1)}^\dagger - f_{(x+2,y+1)}^\dagger f_{(x,y+1)}^\dagger f_{(x,y)}^\dagger \right] f_{(x,y)} + t_2' \left[ e^{i\pi/3} f_{(x+2,y+2)}^\dagger f_{(x,y+1)}^\dagger + e^{i\pi/3} f_{(x+1,y+2)}^\dagger f_{(x,y+1)}^\dagger - i f_{(x+1,y+2)}^\dagger f_{(x,y+1)}^\dagger + i f_{(x+2,y+1)}^\dagger f_{(x,y+1)}^\dagger + h.c. \right] \right\},$$

where again the $t_{1,2}$ describe the spin-preserving nearest-neighbor and next-nearest-neighbor hoppings and $t_{1,2}'$ describe the spin-flipping hoppings. Note that now $t_1 = 0$, which most likely makes U1A01 state less energetically favorable than U1A11 one. In $k$-space, we again have

$$\mathcal{H}(k_1, k_2) = \begin{pmatrix} \epsilon_k & \eta_k \\ -\eta_k' & -\epsilon_k \end{pmatrix},$$

now with

$$\epsilon_k = t_2 \left[ \sin(k_1 - k_2) + \sin(k_1 + 2k_2) - \sin(2k_1 + k_2) \right],$$

$$-\eta_k = t_1 \left[ e^{-2i\pi/3} \sin k_1 + \sin k_2 + e^{-i\pi/3} \sin(k_1 + k_2) \right] + t_2' \left[ e^{i\pi/6} \sin(k_1 - k_2) + e^{5i\pi/6} \sin(k_1 + 2k_2) + i \sin(2k_1 + k_2) \right].$$

The spectra $E(k)$ is plotted in Fig.S-2. Spinon dispersions of the two U1A states along the path $b_1 + b_2$ in the reciprocal lattice, which contains $\Gamma$, $K$ and $M$ points, are compared in Figure S-5.

C3. With Magnetic Field

When an external magnetic field $B = B_z \hat{z}$ is present, the spectrum is shown in Fig.S-6.
FIG. S-4. Spinon dispersion $E_2(k)$ in U1A01 state (the upper band). Blue and red (green) dots indicate location of saddle points (maxima) which show up as singularities of $\chi''(\omega)$ in Fig. 2. The red saddle point, located between the K and M points of the Brillouin zone, is caused by the appearance of Dirac node at the K point in U1A01 state.

FIG. S-5. Spinon dispersions $E_{1,2}(k)$ along the line $\Gamma$-K-M-K-\Gamma for U1A11 and U1A01 states.

FIG. S-6. Spinon dispersion $E_2(k)$ in U1A11 state in the presence of magnetic field along $\hat{z}$, $B_z = 1$. Blue (green) dots indicate location of saddle points (maxima) which show up as singularities in $\chi''(\omega)$ in Fig. 3. Magnetic field along $\hat{z}$ breaks symmetry between the two maxima. The lower local maximum in the dispersion is causing discontinuity in $\chi''(\omega)$ at $\omega \approx 4.2$. 
D. THE DYNAMICAL SUSCEPTIBILITY

Following equation (5) in the text, the imaginary part of dynamical susceptibility is

\[
\chi'''(\omega) = -\frac{\pi}{4N} \sum_k \frac{\delta(\omega - 2E_1(k))}{E_1(k)^2} \left[ \left( \epsilon_k^2 + \eta_k'^2 \right) \sin^2 \theta \cos^2 \phi + \left( \epsilon_k^2 + \eta_k'^2 \right) \sin^2 \theta \sin^2 \phi + |\eta_k|^2 \cos^2 \theta \right] 
\]

\[
+ 2\eta_k'\eta_k'' \sin \theta \sin \phi \left( -2\epsilon_k\eta_k' \sin \theta \cos \phi + 2\epsilon_k\eta_k'' \sin \theta \sin \phi \right),
\]

(S-27)

where \(\eta_k'\) and \(\eta_k''\) denote the real and imaginary parts of \(\eta_k\), respectively. The 2nd line of this equation is made of off-diagonal terms which were not shown in the main text because their contribution vanishes identically. This follows from the invariance of \(\chi\) under symmetry transformations.

| Symmetry | \(a_i\) | \(b_i\) | \(k_i\) |
|----------|--------|--------|--------|
| \(C_2\)  | \(a_1 \rightarrow a_2\), \(a_2 \rightarrow a_1\) | \(b_1 \rightarrow b_2\), \(b_2 \rightarrow b_1\) | \(k_1 \rightarrow k_2\), \(k_2 \rightarrow k_1\) |
| \(C_3\)  | \(a_1 \rightarrow a_2\), \(a_2 \rightarrow -a_1 - a_2\) | \(b_1 \rightarrow b_2 - b_1\), \(b_2 \rightarrow -b_1\) | \(k_1 \rightarrow -k_1 - k_2\), \(k_2 \rightarrow k_1\) |

TABLE III. Transformation of coordinates under rotations.

Under the two- and three-fold rotations, the bases in real and reciprocal space transform as in Table III \(\chi\) transform differently for different mean-field Hamiltonians, due to their distinct dependences on \(k\).

D1. U1A11

For the U1A11 Hamiltonian, using explicit form of \(\epsilon_k\) and \(\eta_k\) we find that \(\epsilon_k\) is invariant while \(\eta_k\) changes as:

\[
C_2 : \epsilon_k \rightarrow \epsilon_k, \quad \eta_k' \rightarrow \frac{1}{2} \eta_k' + \frac{\sqrt{3}}{2} \eta_k'', \quad \eta_k'' \rightarrow \frac{\sqrt{3}}{2} \eta_k' - \frac{1}{2} \eta_k''.
\]

\[
C_3 : \epsilon_k \rightarrow \epsilon_k, \quad \eta_k' \rightarrow -\frac{1}{2} \eta_k' - \frac{\sqrt{3}}{2} \eta_k'', \quad \eta_k'' \rightarrow \frac{\sqrt{3}}{2} \eta_k' - \frac{1}{2} \eta_k''.
\]

(S-28)

We start from the analysis of \(\hat{n}^x \hat{n}^z\) component of the susceptibility \(\chi'''_{xz}\), which is proportional to \(\int d\epsilon_k \epsilon_k \eta_k'\). Since the Brillouin zone is invariant under these \(C_2\) and \(C_3\) rotations, we only need to look at the integrand. From equation \(\text{(S-28)}\), one observes that \(\epsilon_k\) is invariant under both \(C_2\) and \(C_3\), while \(\eta_k'\) obtains different signs under the two actions. Consequently, these two symmetry constrain \(\chi'''_{xz}\) to be zero.

We now proceed to look at the \(\hat{n}^y \hat{n}^z\) component, which is proportional to \(\epsilon_k \eta_k''\). A \(C_3\) rotation will lead to \(\eta_k'' \rightarrow \frac{\sqrt{3}}{2} \eta_k' - \frac{1}{2} \eta_k''\). But since the integration over \(\epsilon_k \eta_k''\) vanishes, the only value for \(\int d\epsilon k \epsilon_k \eta_k''\) that preserves the symmetry is zero.

Finally, a similar argument leads to the vanishing of \(\chi'''_{yx} \propto \int d\epsilon k \eta_k''\) as well. These findings can also be verified by numerical integration of the involved expressions over the Brillouin zone.

D2. U1A01

For U1A01 class, we instead have

\[
C_2 : \epsilon_k \rightarrow -\epsilon_k, \quad \eta_k' \rightarrow \frac{1}{2} \eta_k' + \frac{\sqrt{3}}{2} \eta_k'', \quad \eta_k'' \rightarrow -\frac{\sqrt{3}}{2} \eta_k' + \frac{1}{2} \eta_k''.
\]

\[
C_3 : \epsilon_k \rightarrow \epsilon_k, \quad \eta_k' \rightarrow -\frac{1}{2} \eta_k' - \frac{\sqrt{3}}{2} \eta_k'', \quad \eta_k'' \rightarrow \frac{\sqrt{3}}{2} \eta_k' - \frac{1}{2} \eta_k''.
\]

(S-29)

Same arguments lead to the vanishing of off-diagonal terms of the dynamical susceptibility.
The peak in the middle of the absorption band in Fig.1, at \( \omega \approx 2.43 \), is caused by the van Hove singularity, of the saddle point kind, of spinon dispersion \( E_2(k) \) at \( k_0 = (k_0, 2\pi - k_0) \) and also at \( (2\pi - k_0, k_0) \). Here \( k_0 \approx 1.97 \) and \( E_2(k \approx k_0) \approx 1.215 + 1.31(k_1 + k_2)^2 - 0.23(k_1 - k_2)^2 \). The saddle point region contributes to \( \chi'' \) as follows (here \( u = k_1 + k_2, v = k_1 - k_2 \), we assume \( \omega > 2E_2(k_0) \) and rescale \( u, v \) to obtain unit coefficients in front of \( u^2, v^2 \) terms)

\[
\chi''(\omega)_{SP} \sim \int du \int dv \delta (\omega - 2E_2(k_0) - u^2 + v^2) = \int_{-\Lambda}^{\Lambda} \frac{dv}{\sqrt{\omega - 2E_2(k_0) + v^2}} = \ln \left( \frac{4\Lambda^2}{\omega - 2E_2(k_0)} \right)
\]

(S-30)

For \( \omega < 2E_2(k_0) \) one first integrates over \( v \), and then over \( u \), to obtain the same result. We also used the fact that the prefactor of the delta-function in the expression for \( \chi'' \) reduces to a constant at \( k_0 \). Therefore saddle point contributes

\[
\chi''(\omega)_{SP} \sim \ln(\Lambda^2/|\omega - 2E_2(k_0)|).
\]

To understand behavior near the upper edge of the continuum we need to consider spinon spectrum near its maximum. For U1A11 the maximum occurs near K point where \( E_2(k) = E_{\text{max}} - \beta(k_1^2 + k_1 k_2 + k_2^2) \), where \( E_{\text{max}} = 3\sqrt{3}/2 \) and \( \beta \approx 0.38 \). We also need to know that near K point \( |\eta_k|^2 \rightarrow k_1^2 + k_1 k_2 + k_2^2 \) while \( \epsilon_k \rightarrow \text{const} \). As a result \( \chi''_{zz} \) (that is, \( \theta = 0 \) part of susceptibility) and of \( \chi''_{xx} \) (its \( \theta = \pi/2 \) part) behave differently near \( \omega = 2E_{\text{max}} \).

Using \( k_1 = r \cos \phi, k_2 = r \sin \phi \) we obtain after simple manipulations

\[
\chi''_{zz}(\omega) \sim \int d\phi \int_{0}^{\infty} r^3 dr \delta \left( r^2 - \frac{2E_{\text{max}} - \omega}{\beta(1 + \cos \phi \sin \phi)} \right) \sim (2E_{\text{max}} - \omega)\Theta(2E_{\text{max}} - \omega)
\]

(S-31)

At the same time

\[
\chi''_{xx}(\omega) \sim \int d\phi \int_{0}^{\infty} r dr \delta \left( r^2 - \frac{2E_{\text{max}} - \omega}{\beta(1 + \cos \phi \sin \phi)} \right) \sim \Theta(2E_{\text{max}} - \omega)
\]

(S-32)

reduces to a step-function. This explains behavior of \( \omega \chi'' \) for different polarizations near \( \omega = 2E_{\text{max}} = 3\sqrt{3} \) in Fig.1. Similar features are observed in Figures 2 and 3. Figure 3 features contributions from two different local maxima that spinon dispersion develops under magnetic field along \( \hat{z} \) axis, see Fig. S-6. The smaller of these contributes to discontinuity of \( \chi'' \) at \( \omega \approx 4.1 \), while the global maximum of the spectrum controls behavior near the upper boundary, at \( \omega \approx 6.2 \) in Figure 3.