Complementarity in quantum walks
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We study discrete-time quantum walks on d-cycles with a position and coin-dependent phase-shift. Such a model simulates a dynamics of a quantum particle moving on a ring with an artificial gauge field. In our case the amplitude of the phase-shift is governed by a single discrete parameter q. We solve the model analytically and observe that for prime d there exists a strong complementarity property between the eigenvectors of two quantum walk evolution operators that act in the 2d-dimensional Hilbert space. Namely, if d is prime the corresponding eigenvectors of the evolution operators obey \(|⟨v_q|v_{q'}⟩| ≤ 1/\sqrt{d}\) for \(q ≠ q'\) and for all \(|v_q⟩\) and \(|v_{q'}⟩\). We also discuss dynamical consequences of this complementarity. Finally, we show that the complementarity is still present in the continuous version of this model, which corresponds to a one-dimensional Dirac particle.

Introduction

Quantum walks (QWs) are dynamical models that describe quantum particles moving on a lattice. In this work we focus on their discrete-time versions (DTQWs) [1, 2]. Such models can simulate dynamics of various physical systems, e.g. [3–12], and are known to be capable of universal quantum computation [13–16], and as a consequence, of universal quantum simulation [17]. Moreover, they were already implemented on many experimental platforms [18]. One of the most appealing features of DTQWs is the fact that relatively simple and finite models can be used to investigate highly-nontrivial and complex phenomena. In this sense DTQWs are considered to be quantum analogues of classical cellular automata [19].

We study a DTQW on a d-cycle in which a single particle acquires a phase-shift that depends on its position and on a state of its coin. The coin is an auxiliary degree of freedom that decides whether the particle moves right or left. It is described by a two-dimensional subsystem, therefore the DTQW’s Hilbert space has dimension \(D = 2d\). We show that despite an apparent simplicity, the model exhibits complex properties. Namely, we find that eigenvectors of the evolution operator exhibit a peculiar dependence on the amplitude of the phase-shift \(φ = 2πq/d\), where \(q = 0, 1, \ldots d - 1\) is a parameter that governs the amplitude. In particular, we observe that for prime d the two different DTQW evolution operators, governed by \(q ≠ q'\), the corresponding eigenvectors obey a strong complementarity property, i.e., \(|⟨v_q|v_{q'}⟩| ≤ 1/\sqrt{d}\) for all \(|v_q⟩\) and \(|v_{q'}⟩\).

Complementarity is a key feature of quantum theory that is fundamentally related to uncertainty. Strong complementarity between eigenvectors of two observables implies strong restrictions on their joint measurability. If the two D-dimensional observables are maximally complementary, their eigenvectors form Mutually Unbiased Bases (MUB) [20], i.e., the modulus of the overlap between any vector from one basis with any vector from the other basis is equal to \(1/\sqrt{D}\). Complementary observables play an important role in quantum information science. Primarily, they are the cornerstone of quantum cryptography [21, 22]. In addition, the Quantum Fourier Transform [23], which changes between the eigenbases of two such observables, is the main ingredient of the Shor’s factoring algorithm [24]. However, there are still many questions to be answered about the fundamental properties of complementarity. For example, it is still unknown how many MUB can be found in Hilbert spaces of dimension that is not a power of a prime [20]. Moreover, the physical interpretation of complementary observables is problematic. Besides position and momentum, or spin-1/2 projections onto three mutually orthogonal axes, strongly complementary observables do not have any intuitive physical interpretation [25]. Our results shed some light on the latter problem. We show that strong complementarity can exist between evolution operators and that it can be induced by relatively small alterations of these operators. Moreover, the eigenvectors of the original and the altered evolution operators form almost Mutually Unbiased Bases (aMUB), since they obey \(|⟨v_q|v_{q'}⟩| ≤ 2/D\).

Although DTQWs can be implemented in laboratories, as far as we know they do not occur naturally in the universe. Therefore, in the second part of this work we focus on the DTQW continuous limit, which is known to describe a Dirac particle [26, 27] – an elementary quantum relativistic system such as electron. We find that the observed complementarity relations still occur in the continuous version for which the factorability of d is not an issue anymore. More precisely, we show that eigenvectors of Hamiltonians of one-dimensional Dirac particles subjected to different gauge fields obey analogous com-
plementarity relations as in DTQW case for prime \( d \).

**Description of the model**

We consider a one-dimensional DTQW on a \( d \)-cycle. The system consists of a particle that can be located at one of \( d \) positions \( x = 0, 1, \ldots, d - 1 \) (we assume \( x \equiv x \mod d \)) and of a coin, a two-level system that can be in one of two states \( b = \pm 1 \). We represent these states in the following way: \(|+\rangle = (1 0)^T \) and \(|-\rangle = (0 1)^T \). The coin can be either a particle’s internal degree of freedom, akin to a spin, or an external system. However, this choice is of no importance here. The general pure state of the system at time \( t \) is given by

\[
|\psi_t\rangle = \sum_{x=0}^{d-1} \sum_{b=\pm 1} \alpha_{x,b}(t) |x\rangle \otimes |b\rangle .
\]

A single step of the evolution is generated by the unitary operator

\[
|\psi_{t+1}\rangle = U|\psi_t\rangle .
\]

It is of the form

\[
U = S(\mathbb{I} \otimes C)F,
\]

where

\[
S = \sum_x \left( |x+1\rangle \langle x| \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + |x-1\rangle \langle x| \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \right)
\]

is the conditional translation and \( C \) is an arbitrary quantum coin toss operator

\[
C = e^{i\delta} \begin{pmatrix} c & s \\ -s^* & c^* \end{pmatrix} \in U(2),
\]

where

\[
c = \cos \theta e^{i\gamma}, \quad s = \sin \theta e^{i\sigma},
\]

and \( \delta, \theta, \gamma, \sigma \) are arbitrary angles. Finally, \( F \) is a position and coin-dependent phase-shift operator

\[
F = \sum_x |x\rangle \langle x| \otimes \begin{pmatrix} e^{i\varphi x} & 0 \\ 0 & e^{-i\varphi x} \end{pmatrix}, \quad (\varphi = \frac{2\pi q}{d} = \varepsilon q).
\]

The parameter \( q = 0, 1, \ldots, d - 1 \) determines the phase-shift’s magnitude.

The above discrete spacetime model simulates a particle hopping on a ring that is subjected to an artificial gauge field. The gauge field is generated by \( F \) and its magnitude is given by \( \varphi = \varepsilon q \). We will come back to this interpretation later when we will discuss the continuous spacetime limit.

**Results**

The eigen-problem for the unitary evolution operator \( U \) is studied in the Appendix A. Here we present its solution for \( d \)-prime and \( \theta \neq 0 \). The eigenvalues for a given \( q \) are

\[
\lambda_{m,\tau}^{(q)} = e^{i(\delta + \varphi x + \xi_{m,\tau}^{(q)})},
\]

where \( \tau = \pm 1, m = 0, \ldots, d - 1 \) and

\[
\cos \xi_{m,\tau}^{(q)} = (-1)^q \cos \theta \cos ((m + q)\varepsilon - \gamma)
\]

The corresponding eigenvectors are

\[
|\psi_{m,\tau}^{(q\neq 0)}\rangle = N_{m,\tau}^{(q)} |m\rangle \otimes \left( \frac{1}{|\beta_{m,\tau}^{(q)}|} \right),
\]

where

\[
\beta_{m,\tau}^{(q)} = \frac{-ie^{i\tau \varepsilon m} e^{-i(m+q)\varepsilon} - \cos \theta e^{-2i(m+q)\varepsilon} e^{i\gamma}}{\sin \theta e^{i\gamma}}
\]

\[
\beta_{m,\tau}^{(q=0)} = \frac{e^{i\tau \varepsilon m} - \cos \theta e^{i\gamma}}{\sin \theta e^{i\gamma}},
\]

\[
\lambda_{m,\tau}^{(q=0)} = \frac{-e^{i\tau \varepsilon m} \varepsilon - \cos \theta e^{-2i(m+q)\varepsilon} e^{i\gamma}}{\sqrt{1 + |\beta_{m,\tau}^{(q=0)}|^2}}.
\]

and the vectors \(|jq\rangle\) and \(|m\rangle\) in Eqs. (10) and (11) are given by the following formula

\[
|k\rangle = \sum_{x=0}^{d-1} e^{ik\varepsilon x} |x\rangle,
\]

where \( k = 0, 1, \ldots, d - 1 \).

The above results allow us to formulate the following theorem

**Theorem 1.** If \( d \) is prime and \( q \neq q' \), then for all \( m, m', \tau, \tau' \) the following holds

\[
|\langle \psi_{m,\tau}^{(q')} | \psi_{m,\tau'}^{(q')} \rangle| \leq \sqrt{\frac{2}{D}} = \frac{1}{\sqrt{d}}.
\]

This theorem is proven in the Appendix B. In simple words, it states that for prime \( d \) the overlap between the eigenvectors corresponding to \( q \neq q' \) is never greater than \( \sqrt{2/D} \). This implies strong complementarity between
of the evolution operator are of the form
\[ |\Psi_{m\tau}^{(q)}\rangle = \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} e^{\imath \chi_{m\tau j}^{(q)}} |jq\rangle \otimes |\tau\rangle, \]
(18)
where
\[ \chi_{m\tau j}^{(q)} = -\tau q\varepsilon j^2 + (m\varepsilon + q\pi) j, \]
(19)
\[ m = 0, 1, \ldots, d - 1 \text{ and } \tau = \pm 1. \]
The spatial part of these eigenvectors recovers perfect MUB relations, since for \( q \neq q' \)
\[ |\langle \Psi_{m\tau}^{(q)}|\Psi_{m'\tau'}^{(q')}\rangle|^2 = \delta_{\tau\tau'} \frac{1}{d}. \]
(20)

The reason for the above stems from the following fact. Note that for \( \theta = 0 \) we ignore the action of \( C \), hence the evolution operator can be written as \( U = SF \). In addition, one can represent
\[ S = X \otimes \frac{1}{2}(1 + \sigma_z) + X^\dagger \otimes \frac{1}{2}(1 - \sigma_z), \]
(21)
and
\[ F = Z^q \otimes \frac{1}{2}(1 + \sigma_z) + (Z^q)^\dagger \otimes \frac{1}{2}(1 - \sigma_z), \]
(22)
where \( \sigma_z \) is the Pauli \( z \)-matrix and
\[ X|x\rangle = |x + 1 \text{ mod } d\rangle, \]
(23)
\[ Z|x\rangle = e^{\imath \frac{\pi x^2}{d}} |x\rangle, \]
(24)
are the Weyl-Heisenberg operators. It is known that for prime \( d \) the eigenbases of the following set of Weyl-Heisenberg operators form \( d + 1 \) MUB \[ 20 \]
\[ \{ Z, X, XZ, XZ^2, \ldots, XZ^{d-1} \}. \]
(25)

An immediate dynamical consequence of Theorem 1 is as follows. Let us assume that the system is prepared as some eigenvector of the evolution operator \( U_q \), where the index \( q \) denotes the corresponding phase-shift’s magnitude. Next, assume that after the above preparation the system’s dynamics is governed by \( U_{q'} \) (\( q \neq q' \)). The strong complementarity between \( U_q \) and \( U_{q'} \) implies that the initial state is a superposition over many eigenvectors of \( U_{q'} \) and hence the observed dynamics should be far from stationary. Such an example is presented in Fig. 2 (left).

Perhaps an even more striking consequence of Theorem 1 corresponds to the following situation. If the system’s evolution is governed by \( U_q \) and its initial state is an eigenvector of \( U_q \), then nothing happens – the system is in a stationary state. However, if we suddenly change the evolution operator to \( U_{q'} \) the system’s state will be transformed into a superposition of a large number of eigenvectors of \( U_{q'} \). Therefore, if after a single application
of \( U_q \) we come back to the evolution governed by \( U_q \), we should observe a sudden onset of dynamics. Moreover, due to strong complementarity between \( U_q \) and \( U_q' \), this dynamics should significantly depart from the previous stationary state. Such an example is presented in Fig. 2 (middle).

Finally, if in each step we use a different evolution operator \( U_q \), for example at time \( t \) we apply \( U_{q=t} \), then the observed dynamics should exhibit an even more complicated features. This is because of the mutual complementarity between all operators used during the whole evolution. The complementarity occurs not only between eigenvectors of the subsequent operators, but also between the eigenvectors of any two operators applied at two arbitrary moments. This situation is presented in Fig. 2 (right). In this example one starts with a uniform distribution and observes an emergence of a nontrivial pattern, the origin of which remains to be explained.

We should also mention that the strong complementarity implied by Theorem 1 is a sufficient, not a necessary condition for the above behaviour. It is enough that the eigenvector playing the role of the initial state has small overlaps with eigenvectors of unitary operators used in subsequent steps. Theorem 1 guarantees that this happens for every initial eigenvector.

**Dirac particle analogy**

The above DTQW exhibits the strong complementarity property if its dimension is a doubled prime. One may ask if this finding is just a peculiarity, resulting from a discrete spacetime formulation, that might disappear in the continuous limit. To answer this question we considered the continuous limit for a particular coin operator, corresponding to \( \gamma = \delta = \sigma = 0 \), which was shown to describe a Dirac particle \[26, 27\]. In this case the elements of the evolution operator can be rewritten with the help of position, momentum and Pauli operators as

\[
S = e^{i\varphi z}, \quad C = -ie^{i\sigma_z(s\sigma_x+c\sigma_z)}, \quad F = e^{i\varphi x\sigma_z},
\]

and that the above DTQW evolution operator can emerge as a result of a Trotterisation of

\[
U = e^{-iH\Delta t} = e^{-i((p-cA)\sigma_x+m\sigma_z)\Delta t},
\]

where \(-\Delta t = 1, eA\Delta t = \varphi x + \frac{\varphi}{c}, -m\Delta t = \frac{\varphi}{c} s\), and we omitted the global phase of \(-i\). The above Hamiltonian \( H \) is an analogue of the one-dimensional Dirac Hamiltonian, for which \( e \) is the particle’s charge, \( m \) the mass, and \( A \) is the \( x \)-component of the vector potential.

We introduce \( A = \mu x \), where \( \mu \) is a continuous parameter that is an analog of the discrete \( \varphi \). The evolution operator (27) is associated to the following Dirac equation

\[
\begin{pmatrix}
-\i\frac{\partial}{\partial x} - \mu x \\
\i\frac{\partial}{\partial x} + \mu x
\end{pmatrix}
\begin{pmatrix}
\alpha(x) \\
\beta(x)
\end{pmatrix}
= E
\begin{pmatrix}
\alpha(x) \\
\beta(x)
\end{pmatrix},
\]

where \( \alpha(x) \) and \( \beta(x) \) are the two spinor components of the eigenfunction and \( E \) is the system’s energy. We adopted the standard convention in which \( \hbar = 1 \) and the velocity of light \( c = 1 \). We also assumed that the particle’s charge is \( e = 1 \).

The solution of (28) is provided in the Appendix D. The energies of the particle are given by

\[
E_{k,\pm} = \pm \sqrt{k^2 + m^2},
\]

where \(-\infty < k < \infty \) is the particle’s momentum. On the other hand, the corresponding eigenfunctions are

\[
\psi^\mu_{k,\pm}(x) = N_{k,\pm} e^{i\frac{\mu}{2}x^2 + kx} \begin{pmatrix}
\frac{m}{\pm \sqrt{k^2 + m^2} - k}
\end{pmatrix},
\]

FIG. 2: Examples of spatial probability distributions for 800 steps of dynamics on \( d \)-cycle (\( d = 1063 \)). The coin operator corresponds to \( \gamma = \delta = \sigma = 0 \) and \( \theta = \pi/4 \) (see Eq. (5)). The initial state in all examples is uniformly distributed over all positions. More precisely, it is of the form \(|\psi_0\rangle = \frac{1}{\sqrt{2}} (|+\rangle \otimes |\rangle) \) (see Eq. (16)), which is an eigenstate of \( U_{q=0} \). In addition, in all examples the first 99 steps are governed by \( U_{q=0} \). Left: the steps \( 1 \leq t \leq 800 \) are governed by \( U_{q=1} \). Middle: the step \( t = 100 \) is governed by \( U_{q=1} \) and then the steps \( 101 \leq t \leq 800 \) are governed by \( U_{q=0} \). Right: the steps \( 100 \leq t \leq 800 \) are governed by \( U_{q=101} \), i.e., the last 701 steps of the evolution are generated by \( U_{q=800} U_{q=799} \ldots U_{q=101} U_{q=100} \).
In addition, note that if we substitute $\gamma$ MUBs, just as we called them in the DTQW case. However, if we consider massless particles ($m = 0$) the Dirac Hamiltonian becomes

$$H = \gamma x \theta \sigma_z$$

and the relations are recovered. This is in perfect analogy to the DTQW scenario with $\theta = 0$ studied in Appendix C.

**Theorem 2.** For all $\mu \neq \mu', k, k'$ and $z, z' = \pm 1$ the following holds

$$\left| \int_{-\infty}^{\infty} dx \psi^\mu_{k, z}(x) (\psi^{\mu'}_{k', z'}(x))^* \right| \leq \sqrt{\frac{2\pi}{|\mu - \mu'|}}.$$  

This theorem states that the overlap between any two eigenvectors corresponding to two different Dirac Hamiltonians (with $\mu \neq \mu'$) never exceeds a certain finite value. It is a continuous analog of Theorem 1. Its proof is given in Appendix E.

At this point it is worth to relate the above result to a study of MUBs in continuous-variable systems. It is known that the eigenfunctions of the position and momentum operators are complementary and that in fact the position and momentum eigenbases are MUBs since

$$\langle x | p \rangle = \frac{1}{\sqrt{2\pi}} e^{ixp}.$$  

Once again we assume that $\hbar = 1$. It was shown that if one defines the operator

$$x_\theta = x \cos \theta + p \sin \theta,$$

then all eigenvectors of $x_\theta$ and $x_{\theta'}$ obey

$$|\langle x_\theta | x_{\theta'} \rangle| = \frac{1}{\sqrt{2\pi}} \sin(\theta - \theta').$$

It was concluded that the above bases are not exactly MUBs, since the overlap depends on the difference $\theta - \theta'$. Nevertheless, these bases exhibit many properties of MUBs in a sense that the overlaps between any two vectors from different bases are the same and are finite, despite the fact that the vectors are unnormalised.

In the Dirac particle case the situation is similar, although the overlaps are not the same. That is why we believe that it is justified to call these bases almost MUBs (aMUBs), just as we called them in the DTQW case. In addition, note that if we substitute $\gamma \sin \theta = 1$ and $\gamma \cos \theta = -\mu$, so that $\gamma = 1/\sin \theta$ and $\theta = \cot^{-1}(-\mu)$, then our Dirac Hamiltonian can be rewritten as

$$H = \gamma x_\theta \sigma_z + m \sigma_x.$$  

The above clearly shows that in our case the complementarity properties of $x_\theta$ and $x_{\theta'}$ are affected by the addition of a two-dimensional spinor space, which results in the imperfect aMUB relation stated in Theorem 2.

**Outlook**

We have shown that a strong complementarity exists in DTQWs and in relativistic systems described by one-dimensional Dirac Hamiltonians. The observation of various dynamical behaviours partially represented in Fig. 2 suggests that this complementarity can be related to quantum complex behaviour, such as thermalisation or ergodicity breaking. If this is the case, it would be interesting to find out how much complementarity is needed to observe the onset of such behaviors.
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**Appendix A**

Here we derive the eigenvalues and the eigenvectors of the unitary evolution operator that governs the dynamics of our model. Recall that we consider the evolution operator of the form

$$U = S(I \otimes C)F,$$

with the phase operator

$$F = e^{i\varphi \sigma_z} = \sum_x |x\rangle \langle x| \otimes \begin{pmatrix} e^{i\varphi x} & 0 \\ 0 & e^{-i\varphi x} \end{pmatrix},$$

where

$$\varphi = 2\pi \frac{q}{p} = n\varepsilon, \quad \varepsilon = \frac{2\pi}{d}, \quad np = d.$$  

Step operator is given by

$$S|x,\rightarrow\rangle = |x + 1, \rightarrow\rangle,$$
We use the following notation
\[ a_x|x,\rightarrow\rangle + b_x|x,\leftarrow\rangle = |x\rangle \otimes \left( \begin{array}{c} a_x \\ b_x \end{array} \right) , \]
The coin operator is
\[ C = e^{i\delta} \left( \begin{array}{cc} c & s \\ -s^* & c^* \end{array} \right) \in U(2), \]
where
\[ c = \cos \theta e^{i\gamma}, \quad s = \sin \theta e^{i\sigma}, \quad \det C = e^{2i\delta}, \]
and we chose
\[ 0 \leq \theta \leq \frac{\pi}{2} . \]
In the following we will consider only coins from the SU(2)
\[ C = \left( \begin{array}{cc} c & s \\ -s^* & c^* \end{array} \right) , \]
because parameter \( \delta \) only shifts energies and can be included after diagonalization. We will use the momentum states
\[ |k\rangle = \frac{1}{\sqrt{d}} \sum_{x=0}^{d-1} e^{ikx} |x\rangle , \]
\[ k = 0, 1, \ldots, d - 1 . \]
Note how previously defined operators act on these states
\[ S|k\rangle|\rightarrow\rangle = e^{-ikx}|k\rangle|\rightarrow\rangle , \]
\[ S|k\rangle|\leftarrow\rangle = e^{ikx}|k\rangle|\leftarrow\rangle , \]
\[ F|k\rangle|\rightarrow\rangle = |k + nq\rangle|\rightarrow\rangle , \]
\[ F|k\rangle|\leftarrow\rangle = |k - nq\rangle|\leftarrow\rangle . \]
Now let us make an ansatz on the form of eigenvectors
\[ |\Psi_r\rangle = \sum_{j=0}^{p-1} e^{i\chi_j}|r + jqn\rangle \otimes \left( \frac{1}{\beta_r e^{jnq\varepsilon}} \right) , \]
where
\[ r = 0, 1, \ldots, n - 1 . \]
Note that
\[ F|\Psi_r\rangle = \sum_{j=0}^{p-1} e^{i\chi_j-1}|r + jqn\rangle \otimes \left( \frac{1}{\beta_r e^{i(-\chi_j-1+nq\varepsilon)}} \right) . \]
It follows that
\[ U|\Phi_r\rangle = \sum_{j=0}^{p-1} e^{i\chi_j-1}|r + jqn\rangle \otimes \left( \begin{array}{c} e^{-i(r+jqn)e} \\ 0 \\ 0 \end{array} \right) \]
\[ \times \left( \begin{array}{cccc} c & s \\ -s^* & c^* \end{array} \right) \left( \beta_r e^{i(-\chi_j-1+nq\varepsilon)} \right) , \]
which should be equal to
\[ \lambda|\Phi_r\rangle = \lambda \sum_{j=0}^{p-1} e^{i\chi_j}|r + jqn\rangle \otimes \left( \frac{1}{\beta_r e^{jnq\varepsilon}} \right) . \]
Therefore, our goal is to solve the equation
\[ e^{i\chi_j-1} \left( \begin{array}{cccc} e^{-i(r+jqn)e} \\ 0 \\ 0 \end{array} \right) \left( \begin{array}{cccc} c & s \\ -s^* & c^* \end{array} \right) \times \left( \beta_r e^{i(-\chi_j-1+nq\varepsilon)} \right) = \lambda e^{i\chi_j} \otimes \left( \frac{1}{\beta_r e^{jnq\varepsilon}} \right) , \]
which can be rearranged in the form
\[ \left( \begin{array}{cccc} c & s \\ -s^* & c^* \end{array} \right) \left( \beta_r e^{i(-\chi_j-1+nq\varepsilon)} \right) = \lambda e^{i\chi_j} \otimes \left( \frac{1}{\beta_r e^{jnq\varepsilon}} \right) , \]
The above is the system of two equations
\[ c + s\beta_r e^{i(-\chi_j-1+nq\varepsilon)} = \lambda e^{i\chi_j} e^{-i\tau e^{jqn\varepsilon}} , \]
and
\[ -s^* + c^*\beta_r e^{i(-\chi_j-1+nq\varepsilon)} = \lambda e^{i\chi_j} e^{-i\tau e^{jqn\varepsilon}} \beta_r . \]
We insist that exponents should be \( j \) independent. This gives us three equations with constants \( A, B, C \)
\[ \chi_j-1 - \chi_j - jnq\varepsilon = A , \]
\[ \chi_j+1 - \chi_{j+1} - \chi_j-1 = B , \]
\[ \chi_j-1 - \chi_j - nq\varepsilon = C . \]
Now our system of equations reads
\[ c + s\beta_r e^{iB} = \lambda e^{-iA e^{j\tau e}} , \]
\[ -s^* + c^*\beta_r e^{iB} = \lambda e^{-iC e^{-i\tau e}} \beta_r . \]
Therefore
\[ \beta_r = \frac{\lambda e^{-iA e^{j\tau e}} - c e^{-iB}}{s} , \]
and we obtain quadratic formula for eigenvalues $\lambda$

$$
\lambda^2 - \lambda(ce^{iA}e^{-ir\varepsilon} + c^*e^{i(B+C)}e^{ir\varepsilon}) + e^{i(A+B+C)} = 0. \tag{68}
$$

Now we make another ansatz on the form of $\chi_j$ and $\eta_j$

$$
\chi_j = A_j^2 + B_j, \tag{69}
$$

$$
\eta_j = C_j, \tag{70}
$$

with $A, B, C$ constant. Plugging Eqs. (69,70) to Eq. (64) one obtains

$$
-(2A + nq\varepsilon)j + (A - B) = \mathcal{A}, \tag{71}
$$

hence

$$
A = -\frac{nq\varepsilon}{2}, \tag{72}
$$

$$
A - B = \mathcal{A}. \tag{73}
$$

On the other hand plugging Eqs. (69,70) to Eq. (62) leads to

$$
(4A + C)j + (2B + C) = \mathcal{B}, \tag{74}
$$

hence

$$
C = 2nq\varepsilon. \tag{75}
$$

Again plugging Eqs. (69,70) to Eq. (64) gives us following formula

$$
-(2A + C - nq\varepsilon)j + (A - B) = C, \tag{76}
$$

therefore

$$
C = A - B = \mathcal{A}. \tag{77}
$$

We demand that periodic condition should be fulfilled i.e. $\chi_{j+p} - \chi_j$ must be integer multiple of $2\pi$. We have

$$
\chi_{j+p} - \chi_j = Ap^2 + Bp + 2Apj \tag{78}
$$

and by taking into account that $2Apj = -jq2\pi$ we get condition

$$
B = \frac{2\pi m}{p} - Ap = mn\varepsilon + q\pi, \tag{79}
$$

with

$$
m = 0, 1, ..., p - 1. \tag{80}
$$

Let us summarize what we obtained so far

$$
A = -\frac{1}{2}nq\varepsilon, \quad B = mn\varepsilon + q\pi, \quad C = 2nq\varepsilon, \tag{81}
$$

$$
\mathcal{C} = \mathcal{A} = \frac{qn\varepsilon}{2} - ((m + q)n\varepsilon + q\pi), \tag{82}
$$

$$
\mathcal{B} = 2((m + q)n\varepsilon + q\pi). \tag{83}
$$

In our quadratic formula Eq. (68) linear coefficient can be now expressed as

$$
ce^{iA}e^{-ir\varepsilon} + c^*e^{i(B+C)}e^{ir\varepsilon} = 2e^{i\eta n\varepsilon/2}\cos \xi, \tag{84}
$$

where

$$
\cos \xi = \cos \theta \cos \Omega, \quad \Omega = \gamma - \Xi - r\varepsilon, \tag{85}
$$

$$
\Xi = (m + q)n\varepsilon + q\pi. \tag{86}
$$

Now the formula for eigenvalues take the form

$$
\lambda^2 - 2\lambda e^{i\eta n\varepsilon/2} \cos \xi + e^{i\eta n\varepsilon}, \tag{87}
$$

which can be easily solved

$$
\lambda_\pm = e^{i\eta n\varepsilon/2}e^{\pm i\xi}. \tag{88}
$$

We also have

$$
\beta_r = \frac{\lambda r e^{-i(\frac{m\pi}{2} + \Xi)}e^{ir\varepsilon} - e^{-2i\Xi}e}{s}. \tag{89}
$$

**Appendix B**

In this appendix we provide a proof of the Theorem 1.

**Case** $q' \neq 0, \ q \neq 0$.

We first observe that

$$
\langle \psi_j^{(q')} | \psi_j^{(q)} \rangle = N_j^{(q')} N_j^{(q)} \frac{1}{d} \sum_{j,j'=0} e^{i\lambda_j^{(q)} - \lambda_j^{(q')}} \times \langle j' | q' \rangle \left( \frac{1}{\beta_j^{(q')} e^{2iqj}} \right)^\dagger \left( \frac{1}{\beta_j^{(q)} e^{2iqj}} \right). \tag{91}
$$

For a given pair $q, q'$ ($q', q < d$ , $q' \neq q$) and $j$ let us define unique $0 \leq j \leq d$ such that $jq'$ is congruent with $jq$ modulo $d$

$$
\tilde{jq}' \equiv jq \ (mod \ d). \tag{92}
$$

Note that

$$
\langle j' | q' \rangle = \delta_{j',j}, \tag{93}
$$

where we use Kronecker delta $\delta_{j,j'}$. Now

$$
\langle \psi_j^{(q')} | \psi_j^{(q)} \rangle = N_j^{(q')} N_j^{(q)} \frac{1}{d} \sum_{j=0}^{d-1} e^{i\lambda_j^{(q)} - \lambda_j^{(q')}} \times \left( \frac{1}{\beta_j^{(q')} e^{2iqj}} \right)^\dagger \left( \frac{1}{\beta_j^{(q)} e^{2iqj}} \right). \tag{94}
$$
Eq. [92] implies
\[ e^{i2\pi(qj - q\tilde{j})} = 1, \] (95)
therefore
\[ \left( \frac{1}{\beta_{m',r} e^{2\pi q\tilde{j}}} \right) \left( \beta_{m,r} e^{2\pi qj} \right) = 1 + (\beta_{m',r} \beta_{m,r})^* \beta_{m,r}^*. \] (96)
We arrive at
\[ \langle \psi(q')_{m',r} | \psi(q)_{m,r} \rangle = N_{m',r}^*(N_{m,r}^*)^2 \left( 1 + (\beta_{m',r}^*)^* \beta_{m,r}^* \right) \times \frac{1}{d} \sum_{j=0}^{d-1} e^{i(x_{m,j} - x_{m',j})}, \] (97)
and
\[ |\langle \psi(q')_{m',r} | \psi(q)_{m,r} \rangle|^2 = \frac{1}{d} \left( N_{m',r}^*(N_{m,r}^*)^2 \right)^2 \left( 1 + (\beta_{m',r}^*)^* \beta_{m,r}^* \right)^2. \] (98)
Next, let us observe that (the proof is given latter)
\[ \left| \sum_{j=0}^{d-1} e^{i(x_{m,j} - x_{m',j})} \right|^2 = d. \] (99)
Using the above we get
\[ |\langle \psi(q')_{m',r} | \psi(q)_{m,r} \rangle|^2 = \frac{1}{d} \left( N_{m',r}^*(N_{m,r}^*)^2 \right)^2 \left( 1 + (\beta_{m',r}^*)^* \beta_{m,r}^* \right)^2. \] (100)
Obviously
\[ \left| 1 + (\beta_{m',r}^*)^* \beta_{m,r}^* \right|^2 \leq \left( 1 + |\beta_{m',r}^*||\beta_{m,r}^*| \right)^2, \] (101)
therefore (see the proof at the end of this appendix)
\[ \left( N_{m',r}^*(N_{m,r}^*)^2 \right)^2 \left( 1 + (\beta_{m',r}^*)^* \beta_{m,r}^* \right)^2 \leq \left( 1 + |\beta_{m',r}^*||\beta_{m,r}^*| \right)^2 \left( 1 + |\beta_{m',r}^*|^2 \right)^2 \left( 1 + |\beta_{m,r}^*|^2 \right)^2 \leq 1. \] (102)
It follows that
\[ |\langle \psi(q')_{m',r} | \psi(q)_{m,r} \rangle|^2 \leq \frac{1}{d} = \frac{2}{D}. \] (103)

**Case q' = 0, q \neq 0**

We have
\[ \langle \psi(0)_{m',r} | \psi(q)_{m,r} \rangle = N_{m',r}^*(N_{m,r}^*)^2 \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} e^{i\chi_{m,j}}, \] (104)
and
\[ \frac{1}{\beta_{m',r} e^{2\pi q\tilde{j}}} \left( \frac{1}{\beta_{m,r} e^{2\pi qj}} \right) = \left( \frac{1}{\beta_{m',r} e^{2\pi q\tilde{j}}} \right) \left( \beta_{m,r} e^{2\pi qj} \right). \] (105)
Since \( \langle m'|jq \rangle \neq 0 \) for \( j = \tilde{j} \), where \( m' \equiv jq \mod d \)
\[ \langle \psi(0)_{m',r} | \psi(q)_{m,r} \rangle = N_{m',r}^*(N_{m,r}^*)^2 \frac{1}{\sqrt{d}} e^{i\chi_{m,j}} \] (106)
and
\[ \frac{1}{\beta_{m',r} e^{2\pi q\tilde{j}}} \left( \frac{1}{\beta_{m,r} e^{2\pi qj}} \right) = \left( \frac{1}{\beta_{m',r} e^{2\pi q\tilde{j}}} \right) \left( \beta_{m,r} e^{2\pi qj} \right). \] (107)

**Proof of Eq. [94]**

For given \( q, q' \neq q \)
\[ S = \sum_{j=0}^{d-1} e^{i(x_{m,j} - x_{m',j})} = \sum_{j=0}^{d-1} e^{i(w_j + v_{m,j})}, \] (108)
where
\[ w_j = \frac{qj(d - j) - q\tilde{j}(d - \tilde{j})}{2}, \] (109)
and
\[ v_{m,j} = (mj - m\tilde{j}) \mod d. \] (110)
Note that \( j, \tilde{j}, q, q', m, m' \) can be considered as elements of finite field \( \mathbb{F}_d = \mathbb{Z}/d\mathbb{Z} \). \( w_j \) and \( v_{m,j} \) are also elements of \( \mathbb{F}_d \) (note that \( [qj(d - j) - q\tilde{j}(d - \tilde{j})] \) is even). Let us define another element \( Q \) of this field with the equation \( Q \circ q' = q \), where \( \circ \) stands for the field multiplication. Due to this definition
\[ \tilde{j} = Q \circ j. \] (111)
Let us also define one more element of the field \( \mathbb{F}_d \), \( h \) by \( h \circ 2 = 1 \). Equation (109) can be re-framed in the form
\[ w_j = h \circ \left[ (q \circ j \circ (\tilde{j})) -_{\mathbb{F}} (q' \circ \tilde{j} \circ (\tilde{j})) \right] \] (112)
It follows from Eq. (112) that
\[ w_j = h \circ \left[ (q' \circ Q \circ Q \circ j \circ j \circ \tilde{j}) -_{\mathbb{F}} (q \circ j \circ j) \right] = h \circ (Q -_{\mathbb{F}} 1) \circ q \circ j \circ j = x \circ j \circ j, \] (113)
where \( x = h \circ (Q - q) \circ q \in \mathbb{F}_d \). To put it another way \( w_j = (xj^2)_{\text{mod } d} \). Analogously \( v_{m,j} = (yj)_{\text{mod } d} \), where \( y = m - q \ mod \ Q \in \mathbb{F}_d \).

\[
S = \sum_{j=0}^{d-1} e^{i\varepsilon (xj^2 + yj)}.
\]  

(115)

For \( q \neq q' \), \( Q \neq 1 \) and \( x \neq 0 \). It follows from theory of generalized quadratic Gauss sums that

\[
|S|^2 = d.
\]

(116)

**Proof of the second inequality in Eq. (102)**

It is clear that

\[
(|a| - |b|)^2 \geq 0.
\]

(117)

This leads to

\[
|a|^2 + |b|^2 \geq 2|a||b|,
\]

(118)

and

\[
|a|^2 + |b|^2 + 1 + |a|^2|b|^2 \geq 2|a||b| + 1 + |a|^2|b|^2,
\]

(119)

which gives

\[
(1 + |a|^2)(1 + |b|^2) \geq (1 + |a||b|)^2.
\]

(120)

**Appendix C**

Now let us solve the eigen-problem for the DTQW with \( \theta = 0 \). We make an ansatz on the form of eigenvectors

\[
|\Psi_{r,\tau}\rangle = \frac{1}{\sqrt{P}} \left( \sum_{j=0}^{p-1} e^{i\chi_j}|r + jqn\rangle \right) \otimes |\tau\rangle,
\]

(121)

where

\[
r = 0, 1, ..., n - 1, \quad \tau = \pm 1.
\]

(122)

Note that

\[
F|\Psi_{r,\tau}\rangle = \frac{1}{\sqrt{P}} \left( \sum_{j=0}^{p-1} e^{i\chi_j - \tau r}|r + jqn\rangle \right) \otimes |\tau\rangle,
\]

(123)

It follows that

\[
U|\Psi_{r,\tau}\rangle = \frac{1}{\sqrt{P}} \left( \sum_{j=0}^{p-1} e^{i\chi_j - \tau r}|r + jqn\rangle \right) \otimes \begin{pmatrix} e^{-i(r + jqn)\varepsilon} & 0 \\ 0 & e^{i(r + jqn)\varepsilon} \end{pmatrix} |\tau\rangle
\]

(124)

which should be equal to \( \lambda|\Psi_{r,\tau}\rangle \). Therefore, our goal is to solve the equation

\[
e^{i\chi_j - \tau r + \tau (r + jqn)\varepsilon} = \lambda e^{i\chi_j}.
\]

(125)

We insist that exponents are \( j \)-independent. This gives us an equation with a constant \( \lambda_r \)

\[
\chi_{j - \tau} - \chi_j - \tau jnq\varepsilon = \lambda_r,
\]

(126)

and a formula for the eigenvalue \( \lambda \)

\[
\lambda = e^{iA_r} e^{-i\tau q\varepsilon}.
\]

(127)

Now we make another ansatz on the form of \( \chi_j \)

\[
\chi_j = A p^2 + B j,
\]

(128)

with \( A, B \) constant. Plugging Eq. (128) to Eq. (126) one obtains

\[
-(2A + \tau nq\varepsilon)j + (A - B) = \lambda_r,
\]

(129)

therefore

\[
A = -\frac{\tau nq\varepsilon}{2},
\]

(130)

\[
A - B = \lambda_r.
\]

(131)

We demand that the periodicity condition should be fulfilled, i.e., \( \chi_{j + p} - \chi_j \) must be an integer multiple of \( 2\pi \). We have

\[
\chi_{j + p} - \chi_j = A p^2 + B p + 2Apj
\]

(132)

and since \( 2Apj = -\tau jq2\pi \) we get

\[
B = \frac{2\pi m}{p} - Ap = mn\varepsilon + \tau q\pi,
\]

(133)

where

\[
m = 0, 1, ..., p - 1.
\]

(134)

Let us summarise what we obtained so far:

\[
A = -\frac{\tau nq\varepsilon}{2}, \quad B = mn\varepsilon + \tau q\pi,
\]

(135)

\[
\lambda_r = A - B = -\frac{\tau nq\varepsilon}{2} - mn\varepsilon - \tau q\pi.
\]

(136)

The eigenvalue formula takes the form

\[
\lambda_{r, m, \tau} = e^{-i(r \frac{\tau q\pi}{2} + mn\varepsilon + q\pi + r\varepsilon)}.
\]

(137)

In addition

\[
\chi_j = -\frac{\tau nq\varepsilon}{2} j^2 + (mn\varepsilon + q\pi) j.
\]

(138)
The spatial part of these eigenvectors obeys perfect MUB
relations for \( q \neq q' \)
\[
|\langle \Psi_{m\tau}^{(q)} | \Psi_{m\tau'}^{(q')} \rangle |^2 = \delta_{\tau\tau'} \frac{1}{d},
\]
(143)

Proof of Eq. [143]

Let us write
\[
|\Psi_{m\tau}^{(q)} \rangle = |\tilde{\Psi}_{m\tau}^{(q)} \rangle \otimes |\tau\rangle,
\]
where
\[
|\tilde{\Psi}_{m\tau}^{(q)} \rangle = \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} e^{i\chi_{m\tau}^{(q)} j} |jq\rangle.
\]
(145)

We need to show that
\[
|\langle \tilde{\Psi}_{m\tau}^{(q)} | \tilde{\Psi}_{m\tau'}^{(q')} \rangle |^2 = \frac{1}{d^2} \left| \sum_{j=0}^{d-1} e^{i\chi_{m\tau}^{(q)} j - i\chi_{m\tau'}^{(q')} j} \right|^2 = \frac{1}{d},
\]
(146)
where \( \tilde{j} \) is defined by the equation
\[
\tilde{j}q = jq \mod d.
\]
(147)

However, the above is equivalent to Eq. [99], that was already proven in Appendix B.

Appendix D

As shown in the manuscript, the continuous limit of our DTQW model leads to the following Dirac equation
\[
\begin{pmatrix}
-i \frac{\partial}{\partial x} - \mu x \\
\frac{m}{i} \frac{\partial}{\partial x} + \mu x
\end{pmatrix} \begin{pmatrix}
\alpha \\
\beta
\end{pmatrix} = E \begin{pmatrix}
\alpha \\
\beta
\end{pmatrix},
\]
(148)
where \( \alpha = \alpha(x) \), \( \beta = \beta(x) \), \( m \) is the particle’s mass and \( \mu \) describes the amplitude of the potential \( A = \mu x \). It is assumed that \( \hbar = c = 1 \) and that the particle’s charge is \( e = 1 \). The above leads to
\[
\beta = \frac{i}{m} \frac{\partial \alpha}{\partial x} + \frac{(\mu x + E)}{m} \alpha,
\]
and
\[
\frac{\partial^2 \alpha}{\partial x^2} - 2i\mu \frac{\partial \alpha}{\partial x} + (E^2 - m^2 - \mu^2 x^2 - i\mu) \alpha = 0.
\]

We make the following ansatz
\[
\alpha = \mathcal{N} e^{if(x)},
\]
(151)
where \( f(x) \) is some real function and \( \mathcal{N} \) is a normalization constant. Since we consider at most a second derivative over \( x \), it is enough to take \( f(x) = ax^2 + bx + c \) with \( a, b \) and \( c \) being real parameters. We take
\[
f(x) = \frac{k}{2} x^2 + kx,
\]
(152)
where \( k \) is a real parameter, and plug it into Eq. [150]. We obtain
\[
E_{k,\pm} = \pm \sqrt{k^2 + m^2}.
\]
(153)
Moreover, the solution is
\[
\psi_{k,\pm}^\mu = \left( \begin{array}{c}
\alpha_{k,\pm}^\mu(x) \\
\beta_{k,\pm}^\mu(x)
\end{array} \right),
\]
(154)
where
\[
\alpha_{k,\pm}^\mu(x) = \mathcal{N} e^{i\left(\frac{k}{2} x^2 + kx\right)}
\]
(155)
and
\[
\beta_{k,\pm}^\mu(x) = \alpha_{k,\pm}^\mu(x) \left( \frac{E - k}{m} \right).
\]
(156)

The equation describes the particle moving in the unbounded space, therefore the solution is not normalized, i.e.,
\[
\int_{-\infty}^{+\infty} dx \left( \alpha^* \beta - \beta^* \alpha \right) = \infty.
\]
(157)

However, we choose \( \mathcal{N} \) such that \( |\alpha|^2 + |\beta|^2 = 1 \). This leads to
\[
\mathcal{N}_{k,\pm} = 2(k^2 + m^2 \pm k\sqrt{k^2 + m^2}).
\]
(158)

Appendix E

Now we prove Theorem 2. First note that
\[
(\psi_{k',c'}^\mu)^* \psi_{k,c}^\mu = \Gamma_{k,k',c,c'} e^{i\left(\frac{(\mu - \mu')^2}{2} x^2 + (k-k') x \right)}
\]
(159)
where $c, c' = \pm 1$ and

$$
\Gamma_{k,k',c,c'} = N_{k',c}N_{k,c} (m^2 + (E_{k,c} - k)(E_{k',c'} - k')).
$$

(160)

Note that Eq. (158) implies

$$
|\Gamma_{k,k',c,c'}| \leq 1.
$$

(161)

Next, we evaluate the overlap

$$
\left| \int_{-\infty}^{\infty} dx \left( \psi_{k',c'}^\dagger \psi_{k,c} \right) \right| =
\left| \int_{-\infty}^{\infty} dx e^{i \left( \frac{\mu^2 - \mu'^2}{2} + (k-k')x \right)} \right| \leq
\left| \int_{-\infty}^{\infty} dx e^{i \left( \frac{\mu^2 - \mu'^2}{2} + (k-k')x \right)} \right|.
$$

(162)

We introduce

$$
\Delta = \frac{\mu - \mu'}{2}, \quad \delta = k - k',
$$

and evaluate

$$
\int_{-\infty}^{\infty} dx e^{i (\Delta x^2 + \delta x)} =
e^{-i \frac{\delta^2}{4\Delta}} \int_{-\infty}^{\infty} dx e^{i \left( \Delta x + \frac{\delta^2}{4\Delta} \right)} =
e^{-i \frac{\delta^2}{4\Delta}} \sqrt{\frac{2\pi}{\mu - \mu'}}.
$$

(164)

Therefore

$$
\left| \int_{-\infty}^{\infty} dx \left( \psi_{k',c'}^\dagger \psi_{k,c} \right) \right| \leq \sqrt{\frac{2\pi}{\mu - \mu'}}.
$$

(165)
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