Monitoring ash dieback (Hymenoscyphus fraxineus) in British forests using hyperspectral remote sensing
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Abstract

Large-scale dieback of ash trees (Fraxinus spp.) caused by the fungus Hymenoscyphus fraxineus is posing an immense threat to forest health in Europe, requiring effective monitoring at large scales. In this study, a pipeline was created to find ash trees and classify dieback severity using high-resolution hyperspectral imagery of individual tree crowns (ITCs). Hyperspectral data were collected in four forest sites near Cambridge, UK, where 422 ITCs were manually delineated and labelled using field-measurements of species and dieback severity (for ash trees). Four algorithms, namely linear discriminant analysis (LDA), principal components analysis coupled with LDA (PCA-LDA), partial least squares discriminant analysis (PLS-DA) and random forest (RF), were used to build classification models for species and dieback severity classification. The effect of dark-pixel filtering on classification accuracy was evaluated. The best performing models were then coupled with automatic ITC segmentation to map species and ash dieback distribution over 16.8 hectares of woodland. We calculated and partitioned the coefficient of variation (CV) of the reflected ash spectra to find variable wavebands associated with dieback. PLS-DA and LDA were most accurate for classifying ITC species identifies (overall accuracy $>90\%$), whereas RF was most accurate for classifying ash dieback severity (overall accuracy $77\%$). Dark pixel filtering further increased the accuracy of species classification ($+6\%$), but not disease classification. The reflectances of narrow blue (415 nm), red-edge (680 nm) and NIR (760 nm) bands had high CV across disease classes and should be included if multispectral imagery were to be used to monitor ash dieback. The study demonstrates the possibility of using remote sensing to forward epidemiological research by monitoring forest pathogens in landscape scales, which would allow temperate forest managers to control pathogen outbreaks, assess associated impacts and restore affected forests much more effectively.

Introduction

Ash dieback currently poses an immense threat to forest health in continental Europe and the British Isles (Baral et al., 2014; McKinney et al., 2014). Caused by the ascomycete Hymenoscyphus fraxineus introduced from Far East Asia, ash dieback has quickly spread in Europe since its 1992 discovery in Poland (Drenkhan et al., 2017; McKinney et al., 2014). Over 95% of European ash trees, including the common European ash (Fraxinus excelsior), are susceptible to infection (Enderle et al., 2019; McKinney et al., 2014). The spread of H. fraxineus is mainly caused by airborne ascospores, which germinate and enter leaves through stomata, causing lesions to develop on leaves, rachis and branches, eventually leading to crown and tree death (Mansfield et al., 2018). The epidemic may have serious repercussions for ash-dependent biota in Europe, including at least 74 UK invertebrate species that are associated with F. excelsior (Littlewood et al., 2015). Efforts to mitigate the impacts of the pathogen focus on finding trees with resistant genetic markers in natural populations of ash such that resistant trees can be planted back in affected forests (Pautasso et al., 2013). Consequently, there is an urgent need to develop effective
methods to identify healthy and diseased ash trees at the landscape-scale, which will help epidemiologists and forest managers effectively model, control, assess and mitigate the epidemic.

In recent years, an increasing number of studies have demonstrated the effectiveness of passive remote sensing for monitoring forest pathogens over large areas, even identifying infection even before visible symptoms appear (Pietrzykowski et al., 2007; Waser et al., 2014; Zarco-Tejada et al., 2018). The accuracy and specificity of detection achieved in a particular classification task depends mainly on the resolution of images collected, type of imagery used and analysis methods (Stone & Mohammed, 2017). Low-resolution multispectral imagery, such as MODIS and Landsat, has been used for coarse-scale detection of disease outbreaks (Housman et al., 2018), but are unsuitable for detecting ash dieback. Ash trees usually grow in mixed-species forests, where hetero-species are also affected by a range of pests and pathogens, including Dutch elm disease and acute oak decline (Camilo-Alves et al., 2017; Karnosky, 1979), making it necessary to monitor ash dieback at the scale of individual tree crowns (ITCs). More accurate results are likely to be produced using high-resolution remote sensing data, as hetero-species can be filtered out, through species classification, before assessing ash dieback. Another important aspect of such data is the spectral resolution of the imagery. In particular, hyperspectral imagery, which measures the reflectances of hundreds of narrow wavebands, captures fine biochemical details of plant foliage (Asner et al., 2015), providing more information for accurate plant pathogen detection than multispectral or red-green-blue (RGB) imagery that measure reflectance in only a few broader wavebands (Stone & Mohammed, 2017; Zarco-Tejada et al., 2018). Lastly, data processing and analysis often greatly affect classification results (Calderón et al., 2015; Fassnacht et al., 2016; Waser et al., 2014; Zarco-Tejada et al., 2018). For example Asner et al. (2015) showed that discarding dark pixels from hyperspectral images before model-building improves the accuracies of classification tasks, and Lu and Weng (2007) reviewed studies on image classification and found the choice of model-building algorithms to have significant effects on model performance.

Currently, no study has used hyperspectral imagery to monitor *H. fraxineus* in mixed species forests in Europe. We know of only one study that used remote sensing data to develop models to monitor fungal ash dieback detection (Waser et al., 2014). The study used pan-sharpened satellite multispectral images to detect ash dieback and compared the performance of several parametric algorithms, including principal components analysis (PCA) and linear discriminant analysis (LDA) (Waser et al., 2014). Another study on emerald ash borer in North America suggests the benefits of using hyperspectral imagery in similar classification tasks (Pontius et al., 2008). Newer machine learning algorithms, such as random forest (RF), which have improved accuracies in many forest classification tasks in previous studies (Fassnacht et al., 2016; Stone & Mohammed, 2017), have never been applied to fungal ash dieback detection. Additionally, the effect of dark-pixel filtering on species and disease classification accuracy has not been evaluated. Lastly, a systematic assessment of the wavebands important for disease classification is also currently missing, despite previous work suggesting that some regions of the spectrum, such as the red-edge, might be more relevant to stress than others (Horler et al., 1983).

This study aims to fill these research gaps by developing a method to monitor ash dieback using high-resolution hyperspectral imagery and achieve four major goals. First, four different algorithms, including linear discriminant analysis (LDA), principal components analysis coupled with LDA (PCA-LDA), partial least squares differential analysis (PLS-DA) and random forest (RF), are tested for their ability to classify tree crowns according to species and ash crowns according to ash dieback severity. Second, the study evaluates whether dark-pixel filtering before model-building improves the accuracy of species and disease classification. Third, the study combines species and ash dieback classification models with automatic ITC segmentation to map species and ash dieback distribution over thousands of trees. This tests whether the models could produce species and dieback maps at a landscape scale that are useful for epidemiological research. Fourth, by partitioning the variation in the reflected spectra of ash trees, the study identifies specific wavebands important for less costly multispectral disease detection. By doing so, we provide a new approach for monitoring ash dieback in Europe that advances the application of remote sensing in plant epidemiology.

### Materials and Methods

#### Study site

The study was carried out in four forests near Cambridge, United Kingdom, namely Madingley (UTM 31 N 298 443 mE 5 789 254 mN), Hayley (UTM 30 N 287 029 mE 5 783 351 mN), Gamlingay (UTM 30 N 282 142 mE 5 784 199 mN) and Bradfield woods (UTM 31 N 351 568 mE 5 783 559 mN). A map showing the locations of the four sites can be found in Figure 1. The vegetation of the four sites is mainly comprised of temperate broadleaf deciduous species. Dominant species in the canopy include oak (*Quercus robur*), ash (*Fraxinus*...
excelsior), hazel (Corylus avellana) and field maple (Acer campestre). There are also notable presences of elm (Ulmus spp.) in Madingley, common alder (Alnus glutinosa) in Bradfield and silver birch (Betula pendula) in both Hayley and Bradfield. All four forests have a long history of management, creating a diverse mixture of old growth and secondary forests (Bellamy et al., 2009; Rackham, 1975; Rackham & Coombe, 1996). At the time of the survey, the forests were affected by ash dieback to different extents. Among the four sites, Bradfield wood was most severely affected; Madingley and Hayley woods consist of a mixture of diseased and healthy trees; while ash trees in Gamlingay were at early stages of infection. The wide range of dieback severity makes the four study sites ideal for studying ash dieback detection.

Field data

Field data were collected between July and September of 2018. In total, 422 trees were sampled, including 292 ash trees and 130 trees of other species (Table S1). Only overtopping trees clearly visible in high-resolution airborne RGB images were selected. Ash trees were chosen to represent the full spectrum of dieback severities. Following the methods described in Pontius et al. (2008) and Waser et al. (2014), the chosen ash trees were diseased scored from 0 (symptomless) to 10 (dead) according to the percentage of the crown showing symptoms. The scores were later collapsed into a more robust three-class system to increase the sample size, with trees scored 0–2 classified as healthy, 3–5 as infected and 6–10 as severely infected. Healthy trees (0–2) had lush foliage with occasional dead branches that could not be confidently attributed to fungal ash dieback; infected trees (3–5) had clear signs of infection, but still possessed a closed canopy; while heavily infected trees (6–10) developed open canopies as a result of fungal ash dieback. The location of each crown was recorded using a differential GPS (Geneq SXBlue II+) when reported geopositioning errors were <2 m.

Figure 1. The RGB imagery and location of the four forest study sites. The top left panel shows the location of the sites relative to the outline of Great Britain (Office of National Statistics, 2019). The top right panel shows the location of the sites relative to the Cambridge (OpenStreetMap contributors, 2019).
Remote sensing data

Remote sensing data were collected by 2Excel geo by a manned aircraft (Piper PA-31 Navajo) flown across the four study sites over two clear days in August 2018, when deciduous trees had lush foliage. The aircraft was equipped with a Norsk Elektro Optikk (NEO) hyperspectral camera (Hyspex VNIR 1800) with a field of view of 17°. The hyperspectral data include reflectance at 186 bands spanning across the visible and near-infrared regions of the spectrum (410–1001 nm) with a spectral resolution of 3.26 nm and a spatial resolution of 0.32 m. QUick Atmospheric Correction (QUAC), designed for images collected over terrestrial systems, was used to remove atmospheric effects from the dataset (Bernstein, 2012). To prevent differences in illumination level across pixels from confounding the analysis, the hyperspectral data were normalized by dividing the reflectances with the average reflectance of all wavebands in the same pixel, as suggested by Wu (2004). Additionally, 66 vegetation indices (VIs), including both broadband and narrowband indices, were calculated from the hyperspectral data based on formulae in the Index DataBase (IDB) (Henrich et al., 2009) (Table S2). The 66 VIs together with the reflectances of the 186 wavebands yielded 252 predictor variables, which were used to train the classification models. The aircraft also carried a Phase One Industries iXA80 camera, which collected RGB images of the sites with a spatial resolution of 0.06 m. Using SimActive Correlator3D, a photogrammetry software, digital surface models (DSMs) of the four sites with a ground resolution of 0.34 m were generated from the RGB images. For Madingley, the digital terrain model (DTM) was available from the UK government (https://data.gov.uk/dataset/6a117171-5c59-4c7d-8e8b-8e7aef8ee2e/3d-composite-dtm-2017-1m). By subtracting the DTM from the DSM, a canopy height model (CHM) representing tree heights was created for the site.

Remote sensing data corresponding to the species-identified and disease-scored trees listed in Table S1 were extracted from manual delineations of the crowns. The field-measured GPS points of the 422 surveyed trees (Table S1) were projected on the RGB imagery using QGIS. The laptop, which displayed the data, was then brought to the field. With the GPS points serving as a rough guide, and by discerning the shapes and colours of nearby crowns, crowns on the displayed RGB imagery were matched with surveyed trees (Table S1). These crowns were manually delineated on site with the ‘Add polygon feature’ function in QGIS (Fig. 2). The hyperspectral data in pixels encircled by the polygons were extracted for further analysis.

Building models for species and ash dieback detection

For species classification, four algorithms were tested, including linear discriminant analysis (LDA), principal components analysis coupled with LDA (PCA-LDA), partial least squares discriminant analysis (PLS-DA) and random forest (RF). As relatively few birch and alder trees occurred within the study sites, the analysis focused on the five species with >20 crowns (ash, oak, hazel, field maple and elm). Nevertheless, interested readers can refer to Figure S1 for the effect of including birch and alder, as well as varying sample sizes, on the accuracy of one of the species classification models (PLS-DA). For the five main species, hyperspectral data from the manually delineated crowns were split into training (70%) and validation (30%) datasets. Care was taken to ensure that validation was done across tree crowns rather than across pixels that may share the same crown. LDA, PCA-LDA and PLS-DA models were trained at the pixel level, where models returned species identity predictions of individual pixels. For these models, tree crown level predictions were made by the majority voting of classified pixels. Due to computer (16 GB RAM) memory limitations, the RF model was created at the tree crown level, trained and validated by hyperspectral data averaged across the tree crowns. All model training was carried out in R (R Core Team, 2020).

LDA, PLS-DA and RF were also used to build models to classify ash crowns according to dieback severity based on hyperspectral data. As symptoms of ash dieback often manifest at the sub-crown level, a diseased tree may have a mixture of healthy and diseased branches. The resolution of the hyperspectral imagery was not high enough to reveal individual diseased branches, so it would be inappropriate to build disease classification models at the pixel level. Hence, the three-class (healthy, infected and severely infected) ash dieback models were trained and validated using hyperspectral data averaged across tree crowns. Among all ash crowns, 16 trees from each disease class were selected to comprise the validation dataset. The validation was mainly done across sites: training tree crowns were selected from Madingley and Hayley, while validation tree crowns were mainly selected from Bradfield and Gamlingay (with the exception of several trees in the ‘infected’ class, as the two sites have <16 delineated trees from this class).

Four measures of accuracy were used to evaluate model performance, namely overall accuracy, average user’s accuracy, average producer’s accuracy and the Kappa statistic. Detailed definitions are described by Fung and LeDrew (1988).
Dark pixel filtering

To test whether dark pixel filtering improved the accuracies of the species and ash dieback classification models created in this study, the average reflectance was calculated for each pixel in the hyperspectral dataset. The best species and ash dieback classification models were trained repeatedly with 0% to 90% of the darker pixels filtered out from the training dataset. The effects of such filtering on the performance of the models (overall accuracy) were recorded.

Species and ash dieback mapping

The species and ash dieback classification models with the highest accuracies were coupled with automatic individual tree crown segmentation to map the structure of the 16.8 ha Madingley forest (Rackham & Coombe, 1996), a site with a readily available CHM for segmentation. Automatic segmentation was performed using an adaption of itcSegment (Dalponte, 2016) (https://github.com/swinesrsha/Tree-crown-segmentation), which runs faster and is less memory-demanding compared to the original code, creating a shapefile layer containing polygons that encircled individual tree crowns. Polygons were classified to species by applying the most accurate species classification model to the encircled hyperspectral pixels, followed by the majority voting of classified pixels. Ash polygons were then classified by dieback severity using the disease model that produced that highest classification accuracy from Section 2.4. This produced two maps showing tree species distribution and ash dieback severity over the entire site respectively.

Decomposing hyperspectral data for multispectral ash dieback detection

Hyperspectral data are costly to collect and process (Stone & Mohammed, 2017). Thus, identifying the wavebands important for multispectral ash dieback detection could substantially reduce the cost of ash dieback monitoring. To identify these wavebands, the reflected spectra of ash crowns in the three disease classes were plotted out. Additionally, the coefficients of variation (CV) were calculated for each waveband for (1) pixels within individual tree crowns, (2) ash crowns within the same disease class and (3) groups of ash crowns of different disease classes.

Results

Species and ash dieback classification accuracy

Two supervised parametric algorithms, namely partial least squares discriminant analysis (PLS-DA) and linear discriminant analysis (LDA), produced the most accurate species classification models; while random forest (RF), a non-parametric machine learning algorithm, most accurately classified ash dieback severity (Table 1).

For species classification, before filtering out dark pixels, models created by both LDA and PLS-DA achieved ≥90% in three measures of tree-crown-level accuracy, with an associated Kappa of 0.877, which indicates a near-perfect agreement between predicted and actual species classes after accounting for the effect of random chance (Landis & Koch, 1977). The confusion matrix of the best-performing PLS-DA model (Table 2) demonstrates the ability of the model
to accurately predict crown species identity for all five tested species, achieving >75% crown classification accuracies even for species pairs with similar spectral signatures, such as ash and field maple (Fig. S2). Performing principal components analysis (PCA) as an additional dimensionality reduction step before LDA failed to improve species classification accuracy. The poor performance of PCA was highlighted by the poor species clustering on the plots between principal components (PCs) when compared with equivalent latent variable (LV) plots generated by PLA-DA (Figs. S3 and S4). Random forest (RF) was also unable to generate a model with comparable classification accuracies, possibly since the model was not trained on a pixel level due to computer memory limitations.

In disease classification, random forest (RF) produced the model that most accurately classified ash crowns into three severity classes, achieving ≥75% in the three measures of accuracy. The model also had a Kappa of 0.656, which indicated substantial agreement between model predictions and the reference after accounting for chance (Landis & Koch, 1977). The confusion matrix generated while validating the RF model (Table 3) demonstrates that severely infected trees were well-identified in the model, with all 16 severely infected trees correctly classified. Less severely infected trees were more difficult to identify, but still correctly classified in most cases, with the model achieving 62-69% producer’s accuracies and >75% user’s accuracies for these ash crowns.

Table 1. Accuracies achieved by species and ash dieback severity classification models before dark-pixel filtering.

| Task                      | Method       | Overall accuracy | Average user’s accuracy | Average producer’s accuracy | Kappa       |
|---------------------------|--------------|------------------|-------------------------|----------------------------|-------------|
| Species                   | LDA          | **0.902 [0.853]**| 0.932 [0.857]           | 0.900 [0.846]              | **0.877 [0.803]** |
|                           | PCA-LDA      | 0.878 [0.741]    | 0.933 [0.712]           | 0.875 [0.721]              | 0.846 [0.653] |
|                           | PLS-DA       | **0.902 [0.846]**| **0.954 [0.861]**       | **0.921 [0.804]**          | **0.877 [0.790]** |
|                           | RF           | 0.756            | 0.764                   | 0.751                      | 0.693       |
| Ash dieback severity      | PLS-DA       | 0.646            | 0.680                   | 0.646                      | 0.469       |
|                           | LDA          | 0.562            | 0.546                   | 0.562                      | 0.344       |
|                           | RF           | **0.771**        | **0.772**               | **0.771**                  | **0.656**   |

Table 2. Confusion matrix obtained from the PLS-DA species classification model showing predicted and actual species IDs.

| Prediction              | Ash (10 [9379]) | Elm (1 [422]) | Field maple (2 [1798]) | Hazel (0 [287]) | Oak (0 [440]) | Producer’s accuracy |
|-------------------------|-----------------|---------------|-------------------------|-----------------|---------------|---------------------|
| Reference               | Ash             | Elm           | Field maple            | Hazel           | Oak           |                     |
| Healthy                 | 11              | 0             | 0                       | 0               | 0             | 1 [0.978]           |
| Infected                | 3               | 0             | 0                       | 0               | 0             | 0.688               |
| Severely infected       | 2               | 0             | 0                       | 0               | 0             | 0.625               |
| User’s accuracy         | 0.769 [0.761]   | 1 [0.870]     | 1 [0.828]               | 1 [0.911]       | 1 [0.932]      |                     |

Table 3. Confusion matrix generated by classifying ash trees into three disease classes using a random forest (RF) ash dieback classifier.

| Prediction              | Healthy | Infected | Severely infected | Producer’s accuracy |
|-------------------------|---------|----------|-------------------|---------------------|
| Reference               | 11      | 3        | 2                 | 0.688               |
| Infected                | 3       | 10       | 3                 | 0.625               |
| Severely infected       | 0       | 0        | 16                | 1                   |
| User’s accuracy         | 0.786   | 0.769    | 0.762             |                     |

The model achieved an overall accuracy of 0.771, an average user’s accuracy of 0.772, an average producer’s accuracy of 0.771 and a Kappa statistic of 0.656. The numbers correspond to the number of tree crowns in the validation dataset falling into each category. The numbers representing the correctly classified crowns are bolded.
Improved species classification but poorer disease detection through dark pixel filtering

Dark pixel filtering substantially improved the overall accuracy of the PLS-DA species classification model (Fig. 3). On the pixel level, the classification accuracy continuously increased as larger proportions of dark pixels were filtered out. The highest pixel classification accuracy was achieved when 90% of the darker pixels were filtered, with no sign of peaking. In contrast, dark pixel filtering increased tree crown level species classification accuracy initially until 50% of the darker pixels were filtered out, after which it decreased. Filtering approximately 40% of the darker pixels optimized the species classification accuracy, increased by 6.3% when compared to no filtering (Fig. 3).

Contrary to species classification, dark pixel filtering did not improve ash dieback severity classification of the best-performing RF model. Rather, dark pixel filtering led to a general decline in overall accuracy in disease classification, especially for healthy and heavily infected ash tree crowns (Fig. 4), suggesting a significant role of dark pixels associated with gaps in tree crowns in indicating dieback severity.

Mapping ash dieback in forests

Individual tree crown (ITC) segmentation algorithms, coupled with the best-performing PLS-DA species classification model and RF disease classification model, produced detailed maps of ash and ash dieback distributions. Figure 5A shows the general structure of the site (Madingley wood) based on Rackham and Coombe (1996), who provided a detailed account of the species composition of the wood, along with an inset demonstrating the slightly over-segmented crown polygons generated by the modified itcSegment package (Dalponte, 2016) from the CHM. Visual inspection revealed that, of the 383 polygons overlapping with manually delineated crowns, 67% did not significantly (>30%) encircle neighbouring trees, which is acceptable considering that many densely packed trees, especially coppiced hazel, were difficult to disentangle even in the field. Species mapping by the PLS-DA model revealed the secondary forest to the east being dominated by ash, old-growth forest to the west composed mainly of oak, the southwest corner housing a large colony of elm and hazel trees appearing in coppice plots that were not overtopped by other species (Fig. 5B). The mapped species distribution is consistent with that described by Rackham and Coombe (1996). Applying the RF disease classification model on tree crown classified as ash in Figure 5B revealed the distribution of ash dieback in the site (Fig. 5C). In general, ash trees that were on the edge of the forest were found to be more heavily infected than other trees in the site.

Evaluating the need of using hyperspectral data in disease classification: The reflected spectra and coefficient of variation (CV) of ash trees

To evaluate which hyperspectral wavebands were necessary for accurate disease classification, the reflected spectra of ash crowns with different disease severities
(Fig. 6A) and partitioned coefficients of variation (CV) of the hyperspectral data (Fig. 6B) were plotted. More heavily infected ash crowns were found to have higher red-edge (around 680 nm) and lower NIR (750 nm–1000 nm) reflectances (Fig. 6A). With most of the variation in reflectance occurring among pixels within the same crown, CV between crowns with different disease classes only accounted for a small fraction of the total variation. A small number of wavebands near the blue (around 415 nm), red-edge (around 680 nm) and near-infrared (around 760 nm) regions were found to be particularly variable across disease classes. These sharp CV peaks (Fig. 6B) in these regions show the importance of including narrow wavebands and narrow-band vegetation indices (VIs), rather than broad-band features that obscures detailed spectral signatures, as predictors when building disease classification models.

**Discussion**

**Performance of different model training algorithms**

As suggested by previous literature, the approach used to build the species classification model greatly affected classification accuracy (Fassnacht et al., 2016; Waser et al., 2014). The four approaches used in this study have been widely used in the past for building models based on data with high dimensionality, each with its own reported advantages and shortfalls (summarized in Table 4). Here, we found supervised parametric approaches (LDA and PLS-DA) outperforming PCA-LDA. This contradicts previous studies that have repeatedly suggested that adding an extra PCA dimensionality reduction step before LDA improves LDA performance (Downey, 1994; Kemsley, 1996; Kher et al., 2006). Our results, however, agree with Waser et al. (2014), who also found PCA-based approaches to perform worse than LDA in ash dieback detection using multispectral satellite images. Waser et al. (2014) did not provide a thorough explanation for why results contradicted with other studies, but based on the poor species clustering in the graph showing PC2 against PC1 (Fig. S4), it is possible that the unsupervised nature of PCA failed to select features that were relevant to species classification when most of the variance lay within tree crowns and were unrelated to species differences (Fig. S3). The accuracy of RF in species classification was also lower than the two supervised parametric approaches (LDA and PLS-DA). That was likely because the RF model was trained and validated at a tree
Figure 5. Mapping the distribution of tree species and ash dieback severity in the 16.8 ha Madingley wood. (A) shows the general structure of the site as described by Rackham and Coombe (1996), with the inset demonstrating polygons generated by a modified version of itcSegment. (B) shows the PLS-DA species map. (C) shows the RF dieback disease classmap.
crown rather than pixel level due to computer memory limitations. While this highlights specific limitations in using machine learning algorithms in large scale classification tasks, the accuracies achieved were not directly comparable. In disease classification, where all three models (RF, LDA and PLS-DA) were trained and validated on tree-crown-averaged hyperspectral data, RF clearly outperformed the two supervised parametric algorithms. This demonstrates that machine learning algorithms are best at generalizing complex, non-parametric relationships between the ash dieback severity and hyperspectral reflectances, and possibly that between species and hyperspectral data if memory limitations were to be lifted. The accuracies achieved by RF may further benefit from steps to address multicollinearity. Previous work has found RF models to be less stable and less transferrable when predictors were highly intercorrelated (Tolosi & Lengauer, 2011; Weaving et al., 2019). This may have affected the accuracies of the RF disease classification model validated across sites and flightlines. An evaluation of different preemptive steps to reduce the effect of multicollinearity on RF, such as dimensionality reduction and group selection algorithms, may be worth exploring in the future.

The >90% overall accuracy and >0.85 Kappa statistic achieved by PLS-DA and LDA species classifiers produced in this study are higher than that reported by most similar studies, especially after dark pixel filtering, which further boosts the overall PLS-DA classification accuracy to >95%.

Figure 6. Graphs showing (A) the mean reflected spectra of ash trees with different disease severities and (B) the associated coefficient of variation (CV) of the reflectances across the observed spectrum from visible to NIR [409–1001 nm]. In (A), the inset shows reflectance in the visible [409–700 nm] region. In (B), the CV was partitioned into the variation among pixels within the same tree crown (purple), the variation among crowns carrying the same disease score (blue), and the variation among groups of crowns with different disease scores (yellow).
Table 4. A comparison on the advantages and disadvantages of the four different approaches used to build species classification models.

| Method                                      | Advantages                                                                 | Disadvantages                                                                                   |
|---------------------------------------------|-----------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| Linear discriminant analysis, a supervised, parametric approach LDA | Simple and quick to build                                                  | Classification accuracies and the stability of the model affected by collinearity of predictors (Naes & Mevik, 2001) |
|                                             | Have been successfully implemented on remote sensing data for species classification and ash dieback detection in the past (Waser et al., 2014) | Less powerful than non-parametric approaches in using more complex patterns in classification |
| Principal component analysis followed by linear discriminant analysis, an unsupervised (PCA), parametric approach | Simple and quick to build; PCA is a widely used multivariate statistical technique (Abdi & Williams, 2010) | PCA is unsupervised                                                                                     |
|                                             | Past studies have suggested increased classification accuracies with PCA as an extra dimensionality reduction step (Downey, 1994; Kemsley, 1996; Kher et al., 2006) | PCA has been suggested to perform worse than LDA in building species and ash dieback classifiers using remote sensing data in previous work (Waser et al., 2014) |
|                                             | Unsupervised dimensionality is often considered to be less susceptible to overfitting (Abdi & Williams, 2010) | Less powerful than non-parametric approaches in using more complex patterns in classification |
| Partial least squares discriminant analysis, a supervised parametric approach | Makes no assumption of the distribution of the data, hence more flexible than other parametric discriminant algorithms (Lee et al., 2018) | Slower than other parametric approaches due to its relative complexity |
|                                             | Less memory intensive than RF and other deep learning approaches          | Less powerful than non-parametric approaches in using more complex patterns in classification |
|                                             | Robust against high collinearity (Lee et al., 2018; Naes & Mevik, 2001)   |                                                                                                |
| Random Forest; a supervised, non-parametric, ensemble machine learning approach | The non-parametric nature of RF makes it suitable for finding complex patterns in datasets | Compared with the other three parametric approaches, RF is slow and memory intensive when applied over large datasets |
|                                             | Faster than many other deep learning approaches                            | Non-parametric approaches are often considered to be more susceptible to overfitting, reducing applicability outside the training window (Belgiu & Drăguț, 2016) |
|                                             | Previous studies in the remote sensing community suggest that RF, as an ensemble approach, achieves higher accuracies than other non-parametric supervised classifiers such as Classification and Regression Tree (CART) or Support Vector Machine (SVM) (Belgiu & Drăguț, 2016) |                                                                                                 |

For comparison, Hill et al. (2010) attempted to classify six tree species in Monks Wood, Cambridgeshire using a single multispectral image. Using 165 trees for training, the study reported a classification accuracy of 71% and a Kappa of 0.63. Dalponte et al. (2012) reported overall and Kappa accuracies of 83% and 0.77, respectively, in an attempt to classify trees in the Italian Alps into 8 classes (7 species classes +non-forest) based on reflectances of selected waveband and LiDAR data. Fassnacht et al. (2016) reviewed 101 studies attempting species classification and found overall accuracies of 80–85% depending on the type of data used. The high accuracies achieved here to demonstrate the merit of using hyperspectral imagery with high spatial and spectral resolution in species classification tasks. It also shows that a small number of accurately manually delineated tree crowns might be preferable to a large number of poorly delineated crowns in training species classification models. Lastly, it highlights the importance of preprocessing the hyperspectral data, such as filtering away dark pixels before model-building, in improving classification accuracies.

The ash dieback classification accuracies achieved by the RF model in this study (77% overall accuracy and a 0.66 Kappa) also compares well with previous studies that attempted to detect pest infestations pathogen infections in forests, which commonly reported accuracies ranging from 70 – 90% (Hall et al., 2016; Murfitt et al., 2016; Waser et al., 2014). Given that Waser et al. (2014) also reported a 77% overall accuracy in classifying ash trees affected by ash dieback into four disease classes using satellite multispectral imagery, at a glimpse, the classification accuracies achieved in this study may seem underwhelming. However, it should be noted that Waser et al. (2014) used heavily infected German forests in their study, which contain many more large, severely infected trees than Madingley and Hayley woods, used to train the RF model in this study. Additionally, the RF model we built was validated mainly with trees from a different site, whereas Waser et al. (2014) validated the classification models by resampling the training dataset, which tends to produce slightly higher accuracies (Yadav & Shukla, 2016). In fact, when LDA, the preferred approach used by
Waser et al. (2014) to classify diseased ash trees, was applied on the dataset in this study, the overall accuracy was low (56% overall accuracy and a Kappa of 0.34) (Table 1), suggesting that trees included in this study were more challenging to classify. Based on the two studies alone, no clear conclusion could be made as to whether hyperspectral data outperforms multispectral data in ash dieback detection.

**The effect of dark pixel filtering on species and disease classification**

Dark pixel filtering before training and validating the PLS-DA species classification model significantly improved model accuracy. Yet, while species classification accuracy at the pixel level increased monotonically as more pixels were filtered, a parabolic curve with an optimum (40% pixels filtered) was observed for majority-voted classifications of tree crowns. These patterns demonstrated that brighter hyperspectral pixels contained more information for classifying species, echoing the results of Asner et al. (2015), who found that brighter pixels better predicted canopy traits. However, when a large proportion of pixels were filtered out, the majority voting on the remaining pixels no longer produced accurate classifications at the tree crown level, resulting in the subsequent drop in accuracy. This creates an interesting trade-off between data fidelity and quantity (Dehghani et al., 2017). The optimum proportion of pixels likely varies according to the number of pixels per object to be classified, which is a function of spatial resolution object size. We suggest that future studies should routinely carry out tests to find the optimum if dark pixel filtering is to be performed for similar classification tasks.

Intriguingly, dark pixel filtering was counterproductive in ash dieback classification and lowered the accuracy of the RF disease classification model. This showed that the widening of gaps within crowns associated with disease infection might have acted as an important proxy for healthy and severely infected crowns, but less so for ‘infected’ crowns, suggesting that mildly infected trees still had relatively closed canopies and exhibited spectral features associated with subtle changes in leaf biochemistry rather than an increased proportion of dark pixels associated with crown dieback. It is important to note that the reflected spectra of these dark, gap pixels in heavily infected ash crowns might be affected by the background vegetation, as one previous study on larch disease suggested (Barnes, 2018). If gaps were used by the RF model as a proxy for heavily diseased ash, the model may have to be adjusted before being applied to ash trees growing over other backgrounds.

**Mapping species and ash dieback distribution**

Applying the PLS-DA species classification and RF fungal ash dieback classification model onto one of the field sites (Madingley wood) with a readily available CHM for ITC segmentation produced maps of species and ash dieback distribution that agreed well with past literature (Rackham & Coombe, 1996). The maps revealed that ash trees on the forest edge exhibit more severe dieback symptoms. This may be due to confounding background vegetation (Section 4.2.), but it could also be caused by a range of biological factors. Edge effects are known to bring additional stress to temperate trees (Reinmann & Hutyra, 2017) or might be younger and more susceptible to dieback (Enderle et al., 2019; McKinney et al., 2014). Alternatively, trees at the edge might receive a larger load of airborne *H. fraxineus* spores (Mansfield et al., 2018). Regardless, the results demonstrate the potential applications of ash dieback mapping in understanding the epidemiology of the pathogen.

**The potential of using multispectral data to monitor ash dieback**

Narrow wavebands near the blue (around 415 nm), red-edge (around 680 nm) and near-infra-red (NIR) (around 760 nm) were found to have a high coefficient of variation (CV) across disease classes. As narrow bands near the red-edge are long known to be affected by chlorophyll status and plant stress (Horler et al., 1983), it is unsurprising that wavebands near the red-edge also vary according to disease severity (Fig. 6B). The reflectance of wavebands in the blue region are traditionally less known to be leaf stress indicators (Carter, 1993), but still exhibit large CVs among groups of different disease scores (Fig. 6B), possibly due to the manifestation of dead branches and exposure of the background vegetation associated with dieback. The significantly lower NIR reflectances among diseased ash trees have also been reported for hedgerow ash trees in the UK (Barnes, 2019). As NIR light is not absorbed by healthy plants but reflected to prevent overheating (Knipling, 1970), the pattern can be explained by ash trees suffering from dieback having less foliage, fewer branches and more open crowns. While results from this study do not preclude the possibility of achieving similar disease classification accuracies using multispectral data, which can be collected at lower costs, our results suggest the inclusion of narrow bands near 415 nm, 680 nm and 760 nm if possible.
Conclusion

The study showed that accurate species and ash dieback mapping can be attained by analysing hyperspectral data at the individual tree crown level. It also demonstrated how (1) collecting a dataset capturing the spectral features of interest, (2) choosing an effective model-building algorithm and (3) appropriately filtering dark pixels can further bolster classification accuracy. The pipeline described here can be scaled up to monitor forest pests and pathogens at a regional scale in Europe, not only for ash dieback, but also for other widespread forest pathogens such as Dutch elm disease (*Ophiostoma* spp.), chronic oak decline, acute oak decline and emerald ash borers (*Agrilus planipennis*). A large-scale object-based species-specific disease monitoring scheme based on remote sensing would be a key addition to forest epidemiology, allowing the detection of emerging pathogens, accurate transmission modelling and the screening of resistant genotypes. Forest managers would hence be able to swiftly stop emerging pathogens by deploying appropriate control measures, carry out impact assessments to estimate losses for specific outbreaks and mitigate the impacts by rehabilitating affected forests with resistant trees.
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