Fundamental Solutions and Gegenbauer Expansions of Helmholtz Operators in Riemannian Spaces of Constant Curvature
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Abstract. We perform global and local analysis of oscillatory and damped spherically symmetric fundamental solutions for Helmholtz operators $(-\Delta \pm \beta^2)$ in $d$-dimensional, $R$-radius hyperbolic $H^d_R$ and hyperspherical $S^d_R$ geometry, which represent Riemannian manifolds with positive constant and negative constant sectional curvature respectively. In particular, we compute closed-form expressions for fundamental solutions of $(-\Delta \pm \beta^2)$ on $H^d_R$, $(-\Delta + \beta^2)$ on $S^d_R$, and present two candidate fundamental solutions for $(-\Delta - \beta^2)$ on $S^d_R$. Flat-space limits, with their corresponding asymptotic representations, are used to restrict proportionality constants for these fundamental solutions. In order to accomplish this, we summarize and derive new large degree asymptotics for associated Legendre and Ferrers functions of the first and second kind. Furthermore, we prove that our fundamental solutions on the hyperboloid are unique due to their decay at infinity. To derive Gegenbauer polynomial expansions of our fundamental solutions for Helmholtz operators on hyperspheres and hyperboloids, we derive a collection of infinite series addition theorems for Ferrers and associated Legendre functions which are generalizations and extensions of the addition theorem for Gegenbauer polynomials. Using these addition theorems, in geodesic polar coordinates for dimensions greater than or equal to three, we compute Gegenbauer polynomial expansions for these fundamental solutions, and azimuthal Fourier expansions in two-dimensions.
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1 Introduction

In this paper we derive associated Legendre and Ferrers function expressions for fundamental solutions of Helmholtz operators $(-\Delta \pm \beta^2)$, $\beta^2 > 0$, in Riemannian spaces of constant cur-
vature, namely in the $d$-dimensional $R$-radius hyperboloid $H^d_R$ and hyperspherical $S^d_R$ models with negative and positive sectional curvatures respectively, where $R > 0$. We also compute eigenfunction expansions for these fundamental solutions of Helmholtz operators in geodesic polar coordinates in these Riemannian manifolds. In particular, we derive Gegenbauer polynomial expansions for spherically symmetric fundamental solutions of Helmholtz operators on Riemannian manifolds of negative-constant and positive-constant sectional curvatures. Useful background material relevant for this paper can be found in [19, 28, 32, 35].

This paper is organized as follows. In Section 2, we introduce and give some useful properties for the special functions and orthogonal polynomials that we will use in this paper. In particular, we summarize (and derive new) large degree asymptotics for associated Legendre and Ferrers functions of the first and second kind. We also derive a collection of infinite series addition theorems for Ferrers and associated Legendre functions (generalizations and extensions of the addition theorem for Gegenbauer polynomials) which will be used to compute Gegenbauer polynomial expansions for fundamental solutions of Helmholtz operator in spaces of constant curvature. In Section 3, for the hyperboloid model of $d$-dimensional hyperbolic geometry and for hyperspherical geometry, we describe some of their global properties, such as their respective geodesic distance functions, geodesic polar coordinates, Helmholtz operators, and their corresponding radial harmonics. In Section 4, we show how to compute radial harmonics in a geodesic polar coordinate system and derive fundamental solutions for $(-\Delta \pm \beta^2)$ on $H^d_R$, $(-\Delta + \beta^2)$ on $S^d_R$, and study two candidate fundamental solutions for $(-\Delta - \beta^2)$ on $S^d_R$. In Section 5, for $d \geq 3$, we compute Gegenbauer polynomial expansions in geodesic polar coordinates for fundamental solutions of Helmholtz operators on the hyperboloid and hypersphere. We also compute azimuthal Fourier expansions for these fundamental solutions in two-dimensions. In Appendix A, the proof of an addition theorem is presented.

2 Special functions, asymptotics, and notation

Throughout this paper we rely on the following definitions. The set of natural numbers is given by $\mathbb{N} := \{1, 2, 3, \ldots\}$, the set $\mathbb{N}_0 := \{0, 1, 2, \ldots\} = \mathbb{N} \cup \{0\}$, and the set $\mathbb{Z} := \{0, \pm 1, \pm 2, \ldots\}$. The set $\mathbb{R}$ represents the real numbers and the set $\mathbb{C}$ represents the complex numbers. For $a_1, a_2, a_3, \ldots \in \mathbb{C}$, if $i, j \in \mathbb{Z}$ and $j < i$ then $\sum_{n=i}^{j} a_n := 0$ and $\prod_{n=i}^{j} a_n := 1$. Note that we often adopt a common notation used for fundamental solution expansions, namely if one takes $a, a' \in \mathbb{R}$, then

$$a_{\leq} := \min_{\max} \{a, a'\}.$$

2.1 The gamma function and factorials

The (Euler) gamma function $\Gamma : \mathbb{C} \setminus \mathbb{N}_0 \to \mathbb{C}$ (see [27, Chapter 5]), which is ubiquitous in special function theory satisfies the recurrence formula $\Gamma(z + 1) = z\Gamma(z)$, and is an important combinatoric function which generalizes the factorial function $\Gamma(n + 1) = n!$, $n \in \mathbb{N}_0$. The gamma function is naturally defined through Euler’s integral [27, equation (5.2.1)]. The following asymptotic approximation involving the ratio of gamma functions will also be needed.

Lemma 2.1. Let $a, b \in \mathbb{C}$. Then we have, as $0 < \tau \to \infty$,

$$\frac{\Gamma(a \pm i\tau)}{\Gamma(b \pm i\tau)} = e^{\pm i\pi(a-b)/2} \tau^{a-b} \left\{1 + O\left(\frac{1}{\tau}\right)\right\},$$

(2.1)

where $\tau^{a-b}$ takes its principal value.
Theorem 2.2. Let $a, b \in C$, $z - a \notin Z$, $\delta \in (0, \pi)$. Then we have, as $z \to \infty$, provided $|\arg z| \leq \pi - \delta$,

$$\Gamma(z + a)/\Gamma(z + b) = z^{a-b}\{1 + O(z^{-1})\},$$

(2.2)

as $z \to \infty$ with $a$ and $b$ real or complex constants, provided $|\arg z| \leq \pi - \delta (< \pi)$. If one takes $z = \pm i \tau$ with $\tau > 0$ then the argument restriction implies $\arg(\pm i \tau) = \pm \pi/2$, and (2.1) follows.

**Proof.** Using (2.2), [27, equation (5.5.3)], the result follows.

The Pochhammer symbol (rising factorial) $(\cdot)_n : C \to C$ is defined by

$$(z)_0 := 1, \quad (z)_n := (z)(z+1) \cdots (z+n-1),$$

where $n \in N$. Note that $(z)_n = \Gamma(z+n)/\Gamma(z)$, $\Gamma(z - n) = (-1)^n \Gamma(z)/(-z + 1)_n$, for all $z \in C \setminus -N_0$, $n \in N_0$.

### 2.2 The Gauss hypergeometric function

The Gauss hypergeometric function $\ _2F_1 : C^2 \times (C \setminus -N_0) \times C \setminus [1, \infty) \to C$ can be defined in terms of the following infinite series [27, equation (15.2.1)]

$$\ _2F_1\left(a, b; c; z\right) := \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n n!} z^n, \quad |z| < 1,$$

and elsewhere by analytic continuation. Certain orthogonal polynomials are special cases of the Gauss hypergeometric function, such as Chebyshev polynomials and Gegenbauer polynomials.

The Chebyshev polynomial of the first kind $T_n : C \to C$ is defined as [22, Section 5.7.2]

$$T_n(x) := \ _2F_1\left(-n, n; \frac{1}{2}; \frac{1-x}{2}\right).$$

Note that $T_n(\cos \psi) = \cos(n\psi)$. The Gegenbauer polynomial $C_\mu : C \to C$, $n \in N_0$, can be defined in terms of the Gauss hypergeometric function as

$$C_\mu(x) := \frac{(2\mu)_n}{n!} \ _2F_1\left(-n, 2\mu + n; \frac{1-x}{2}\right).$$

Note that for $\mu \in (-\frac{1}{2}, \infty) \setminus \{0\}$, the Gegenbauer polynomial is orthogonal on $(-1, 1)$ with a positive weight (see [17, equation (9.8.20)]) and identically zero when $\mu = 0$ for all $n \geq 1$. One also has the following $\mu \to 0$ limit holding [1, equation (6.4.13)]

$$\lim_{\mu \to 0} \frac{n + \mu}{\mu} C_\mu(x) = \epsilon_n T_n(x),$$

(2.4)

where $\epsilon_n := 2 - \delta_{n,0}$. The Legendre polynomial $P_n : C \to C$ is defined by

$$P_n(x) = P_n^0(x) = P_n(x) = P_n^0(x) = C_{\frac{1}{2}}^n(x),$$

(2.5)

(see Section 2.4 below).
2.3 The associated Legendre functions of the first and second kind

We also frequently use associated Legendre functions of the first and second kind $P^\mu_\nu, Q^\mu_\nu: \mathbb{C} \setminus (-\infty, 1] \to \mathbb{C}$ respectively. Gauss hypergeometric representations of these functions are [27, equation (14.3.6)]

\[
P^\mu_\nu(z) := \frac{1}{\Gamma(1-\mu)} \left( \frac{z+1}{z-1} \right)^\frac{\mu}{2} {}_2F_1\left( -\nu, \nu + 1; 1 - \frac{1-z}{2} \right),
\]

where $|1-z| < 2$ and [27, equation (14.3.7)]

\[
Q^\mu_\nu(z) := \frac{\sqrt{\pi}e^{i\pi\mu} \Gamma(\nu + \mu + 1)(z^2 - 1)^\frac{\mu}{2}}{2^{\nu + 1}\Gamma\left( \frac{3}{2} + \nu + \mu + 1 \right)} {}_2F_1\left( \frac{\nu + \mu + 1}{2}, \frac{\nu + \mu + 2}{2}; \frac{1}{z^2} \right),
\]

where $|z| > 1$. In regard to the above definition of the associated Legendre function of the first kind, note that for $\mu \in \mathbb{N}$, $\Gamma(1-\mu)$ is undefined, however the function $\frac{1}{\Gamma(c)} {}_2F_1\left( \frac{a}{c}, \frac{b}{c}; z \right)$ is an entire function for all $a, b, c \in \mathbb{C}, |z| < 1$. See [27, equation (15.2.2)] and the discussion in [27, Section 14.3(ii)] for $\mu \in \mathbb{Z}$.

The associated Legendre conical functions are given by $\mu \in \mathbb{C}, \tau \geq 0, z \in \mathbb{C} \setminus (-\infty, 1], P^{\pm\mu}_{\frac{1}{2}+i\tau}(z), Q^{\pm\mu}_{\frac{1}{2}+i\tau}(z)$. Associated Legendre functions satisfy various transformations such as the Whipple transformation, namely [27, equations (14.9.16) and (14.9.17)]. They also satisfy various connection relations for (conical) associated Legendre functions of the first kind such as [27, equation (14.9.11)]

\[
P^{\pm\mu}_{\frac{1}{2}+i\tau}(z) = P^{\pm\mu}_{\frac{1}{2}+i\tau}(z),
\]

for all $\mu, \tau, z$; and [27, equations (14.3.10) and (14.9.14)]

\[
P^\mu_{\frac{1}{2}+i\tau}(z) = \frac{\Gamma\left( \frac{1}{2} + \mu + i\tau \right)}{\Gamma\left( \frac{1}{2} - \mu + i\tau \right)} P^\mu_{\frac{1}{2}+i\tau}(z) + \frac{2}{\pi} e^{-i\pi\mu} \sin(\mu\pi) Q^\mu_{\frac{1}{2}+i\tau}(z);
\]

connection relations for associated Legendre functions of the second kind, such as [27, equations (14.3.10) and (14.9.14)]

\[
Q^\mu_{\frac{1}{2}+i\tau}(z) = e^{-2i\pi\mu} \frac{\Gamma\left( \frac{1}{2} - \mu + i\tau \right)}{\Gamma\left( \frac{1}{2} + \mu + i\tau \right)} Q^\mu_{\frac{1}{2}+i\tau}(z).
\]

For the associated Legendre conical function of the first kind, one has the following important behavior (cf. [26, pp. 171, 173])

\[
P^\mu_{\frac{1}{2}+i\tau}(z) \sim \frac{1}{\Gamma(\mu + 1)} \left( \frac{z - 1}{2} \right)^\mu,
\]

as $z \to 1^+$. For the associated Legendre function of the second kind and its conical form we note the following important behaviors

\[
Q^\mu_\nu(z) \sim \frac{\sqrt{\pi}\Gamma(\nu + \mu + 1)e^{i\pi\mu}}{\Gamma(\nu + \frac{1}{2}) (2z)^{\nu + 1}},
\]

as $z \to \infty, \nu + \mu + 1 \neq -1, -2, -3, \ldots$, and

\[
Q^\mu_{\frac{1}{2}+i\tau}(z) \sim \frac{\sqrt{\pi}e^{i\pi\mu} \Gamma\left( \mu + \frac{1}{2} \pm i\tau \right)}{\Gamma\left( 1 \pm i\tau \right) (2z)^{\frac{1}{2} \pm i\tau}},
\]

as $z \to \infty$. 
2.3.1 Large degree asymptotics of associated Legendre functions

The associated Legendre functions of the first and second kind satisfy the following asymptotic representations. Let \( \mu \geq 0 \) be bounded, \( r \in (0, \infty) \). Then uniformly we have, as \( 0 < \nu \to \infty \) [27, equations (14.15.13) and (14.15.14)],

\[
P_{\nu}^{-\mu}(\cosh r) = \frac{1}{\nu^\mu} \sqrt{\frac{r}{\sinh r}} J_{\nu}((\nu + \frac{1}{2})r) \left\{ 1 + O \left( \frac{1}{\nu} \right) \right\}, \quad (2.12)
\]

\[
Q_{\nu}^{\mu}(\cosh r) = e^{i\pi \nu} \frac{1}{\nu^\mu} \sqrt{\frac{r}{\sinh r}} K_{\nu}((\nu + \frac{1}{2})r) \left\{ 1 + O \left( \frac{1}{\nu} \right) \right\}. \quad (2.13)
\]

Corresponding results for \( P_{\nu}^{\mu}(\cosh r) \), \( Q_{\nu}^{-\mu}(\cosh r) \), \( Q_{-\nu-1}^{\pm \mu}(\cosh r) \) follow readily from these formulas and the connection formulas in [27, Section 14.9(iii)]. For extensions to asymptotic expansions and complex argument see [26, Chapter 12, Section 13].

We shall give analogous results for associated Legendre conical functions. In order to do so, we shall require so-called envelope functions for our approximants, the Bessel and Hankel functions. The reason for this is they have zeros in our domain of validity, unlike the modified Bessel functions used in (2.12), (2.13). For the Bessel function \( J_{\mu}(x) \) of real argument \( x \), an envelope function \(\text{env} J_{\mu}(x)\) is given in [27, equations (2.8.32)–(2.8.34)]. This function is continuous and nonvanishing, and has the properties that \( J_{\mu}(x) / \text{env} J_{\mu}(x) = O(1) \) uniformly for \( x \in (0, \infty) \); \( \lim_{x \to 0^+} J_{\mu}(x) / \text{env} J_{\mu}(x) > 0 \); and \( J_{\mu}(x) / \text{env} J_{\mu}(x) \) does not approach zero as \( x \to \infty \). Thus \( \text{env} J_{\mu}(x) \) has the same order of magnitude as \( J_{\mu}(x) \) uniformly for \( x \in (0, \infty) \), but does not have any zeros (except at \( x = 0 \) when \( \mu > 0 \)).

We would like to define an envelope function for \( J_{\mu}(z) \) where \( z \) is complex with \( |\arg z| \leq \frac{1}{2}\pi \) (again assuming \( \mu \geq 0 \)), and having similar properties as described above. The desired function is given as follows.

**Lemma 2.3.** Let \( \mu \geq 0 \). The function defined by

\[
\text{env} J_{\mu}(z) := \left\{ |J_{\mu}(z)|^2 + |J_{\mu+1}(z)|^2 \right\}^{\frac{1}{2}}, \quad (2.14)
\]

has the following properties in the half-plane \( |\arg z| \leq \frac{1}{2}\pi \):

(i) it has no zeros, except at \( z = 0 \) when \( \mu > 0 \);

(ii) \( J_{\mu}(z) / \text{env} J_{\mu}(z) = O(1) \) uniformly for all non-zero \( z \);

(iii) \( \lim_{z \to 0} |J_{\mu}(z)| / \text{env} J_{\mu}(z) > 0 \); and

(iv) \( J_{\mu}(z) / \text{env} J_{\mu}(z) \) does not approach zero as \( z \to \infty \).

**Proof.** From [27, equation (10.6.2)], \( J'_{\mu}(z) = (\mu/z)J_{\mu}(z) - J_{\mu+1}(z) \), and since \( J_{\mu}(z) \), \( J'_{\mu}(z) \) do not have common zeros (except at \( z = 0 \) when \( \mu > 0 \)), the same is true of \( J_{\mu}(z) \), \( J'_{\mu}(z) \). Thus from (2.14) we see (i) holds. Finally (ii)–(iv) follow from (2.14) and the following limiting behaviors which hold for \( \mu \geq 0 \), \( |\arg z| \leq \frac{1}{2}\pi \), namely as \( z \to 0 \),

\[
J_{\mu}(z) \sim \frac{\left(\frac{1}{2}z\right)^\mu}{\Gamma(\mu + 1)}, \quad (2.15)
\]

and as \( z \to \infty \),

\[
J_{\mu}(z) = \left(\frac{2}{\pi z}\right)^{\frac{1}{2}} \left[ \cos \left( z - \frac{\pi \mu}{2} - \frac{\pi}{4} \right) + o(1) \exp\{i|3z|\} \right],
\]

which completes the proof. \( \blacksquare \)
We also require envelope functions for the Hankel functions \( H^{(1)}_{\mu}(z) \), \( H^{(2)}_{\mu}(z) \). For positive argument these are not required, since these functions have no real zeros. However they do have complex zeros (see [27, Section 10.21(ix)]), and for this reason we shall construct them for complex \( z \) such that \(|\arg z| \leq \frac{1}{2}\pi\). To this end we note the limiting behaviors which hold for \(|\arg z| \leq \frac{1}{2}\pi\), namely as \( z \to 0\),

\[
H^{(1)}_{0}(z) \sim -H^{(2)}_{0}(z) \sim \frac{2i}{\pi} \log z,
\]

\[
H^{(1)}_{\mu}(z) \sim -H^{(2)}_{\mu}(z) \sim -\frac{i\Gamma(\mu)}{\pi}(\frac{1}{2}z)^{-\mu}, \quad \mu > 0,
\]

and as \( z \to \infty\),

\[
H^{(1,2)}_{\mu}(z) \sim \left(\frac{2}{\pi z}\right)^{\frac{1}{2}} \exp \left\{ \pm i \left( z - \frac{1}{2} \pi \mu - \frac{1}{4} \pi \right) \right\}.
\]

Now for \( H^{(1)}_{\mu}(z) \) the natural choice analogous to (2.14) would appear to be \( \text{env} \ H^{(1)}_{\mu}(z) = \{ |H^{(1)}_{\mu}(z)|^2 + |H^{(1)}_{\mu+1}(z)|^2 \}^{\frac{1}{2}} \), but on referring to (2.16) we see that this function would have the incompatible behavior \( \text{env} \ H^{(1)}_{\mu}(z) \sim |H^{(1)}_{\mu+1}(z)| \sim \frac{i}{\pi} \Gamma(\mu+1)(\frac{1}{2}|z|)^{\mu-1} \) as \( z \to 0 \) for \( \mu \geq 0 \). Thus we would have the undesirable limit \( |H^{(1)}_{\mu}(z)|/\text{env} \ H^{(1)}_{\mu}(z) \to 0 \) as \( z \to 0 \). A similar problem occurs for such an envelope function for \( H^{(2)}_{\mu}(z) \). With this in mind, in the following lemma we make the required modification in our definition of the Hankel envelope functions. Note that we omit the proof, which is similar to the proof of Lemma 2.3.

**Lemma 2.4.** Let \( \mu \geq 0 \). The functions defined by

\[
\text{env} \ H^{(1,2)}_{\mu}(z) := \left\{ |H^{(1,2)}_{\mu}(z)|^2 + \min\{1, |z|^2\} |H^{(1,2)}_{\mu+1}(z)|^2 \right\}^{\frac{1}{2}},
\]

has the following properties in the half-plane \(|\arg z| \leq \frac{1}{4}\pi\):

(i) \( \text{env} \ H^{(1,2)}_{\mu}(z) \) has no zeros;

(ii) \( H^{(1,2)}_{\mu}(z)/\text{env} \ H^{(1,2)}_{\mu}(z) = O(1) \) uniformly for all non-zero \( z \);

(iii) \( \lim_{z \to 0} |H^{(1,2)}_{\mu}(z)|/\text{env} \ H^{(1,2)}_{\mu}(z) > 0 \); and

(iv) \( H^{(1,2)}_{\mu}(z)/\text{env} \ H^{(1,2)}_{\mu}(z) \) does not approach zero as \( z \to \infty \).

We now state large degree asymptotic approximations for the associated Legendre conical functions.

**Theorem 2.5.** Let \( \mu \geq 0 \), \( z = \cosh r \in \mathbb{C} \), such that \(|\arg z| \leq \pi/2 \) (equivalently \( r \) lying in the semi-infinite strip \( \Re \, r \geq 0 \), \(|\Im \, r| \leq \pi/2 \); see [26, Chapter 12, Section 13.1]). Then uniformly we have, as \( 0 < \tau \to \infty \),

\[
P^{-\mu}_{\frac{1}{2} \pm i\tau} (\cosh r) = \frac{1}{\tau^\mu} \sqrt{\frac{r}{\sinh r}} \left\{ J_{-\mu}(\tau r) + O\left(\frac{1}{\tau}\right) \right\} \text{env} \ J_{-\mu}(\tau r),
\]

\[
P^{\mu}_{\frac{1}{2} \pm i\tau} (\cosh r) = \tau^\mu \sqrt{\frac{r}{\sinh r}} \left\{ \cos(\pi \mu) \left\{ J_{\mu}(\tau r) + O\left(\frac{1}{\tau}\right) \right\} \text{env} \ J_{\mu}(\tau r) \right\} - \sin(\pi \mu) \left\{ Y_{\mu}(\tau r) + O\left(\frac{1}{\tau}\right) \right\} \text{env} \ H^{(1)}_{\mu}(\tau r) + O\left(\frac{1}{\tau}\right) \text{env} \ H^{(2)}_{\mu}(\tau r) \right\},
\]

\[
Q^{\pm \mu}_{\frac{1}{2} \pm i\tau} (\cosh r) = -\frac{\pi}{2} e^{-\tau(\pm 3)i\pi \mu/2} \tau^{\pm \mu} \sqrt{\frac{r}{\sinh r}} \left\{ H^{(2)}_{\mu}(\tau r) + O\left(\frac{1}{\tau}\right) \right\} \text{env} \ H^{(2)}_{\mu}(\tau r),
\]
\[ Q^{\pm \mu}_{-\frac{1}{2} + ir} (\cosh r) = \frac{i\pi}{2} e^{(1\pm 1)i\pi \mu/2} r^{\pm \mu} \frac{1}{\sinh r} \sqrt{\frac{r}{\sinh r}} \left\{ H_{\mu}^{(1)}(\tau r) + O \left( \frac{1}{\tau} \right) \text{env} H_{\mu}^{(1)}(\tau r) \right\}, \quad (2.22) \]

where in (2.20)-(2.22), \( r \neq 0 \).

**Proof.** The functions \( w_{1,2}: \mathbb{C} \setminus (-\infty, 1] \to \mathbb{C} \) defined by

\[
w_1(z) := (z^2 - 1)^{\frac{1}{2}} P_{-\frac{1}{2} + ir}(z), \quad w_2(z) := (z^2 - 1)^{\frac{1}{2}} Q_{-\frac{1}{2} + ir}(z),
\]

satisfy the following ordinary differential equation

\[
\frac{d^2 w}{dz^2} = \left\{ -\frac{\tau^2}{z^2 - 1} + \frac{\mu^2 - 1}{(z^2 - 1)^2} - \frac{1}{4(z^2 - 1)} \right\} w.
\]

The first term dominates as \( \tau \to \infty \), and is characterized by having a simple pole at \( z = 1 \). Following [26, Chapter 12] we simplify it by introducing a new independent variable \( \zeta(z) \) defined by (see also [27, equation (4.37.19)])

\[
\zeta^\frac{1}{2} := \int_1^z (t^2 - 1)^{-\frac{1}{2}} dt = \cosh^{-1} z. \quad (2.23)
\]

Then with the accompanying change of dependent variable \( w = \zeta^{-\frac{1}{2}} (z^2 - 1)^{\frac{1}{2}} W \), we arrive at the transformed differential equation

\[
\frac{d^2 W}{d\zeta^2} = \left( -\frac{\tau^2}{4\zeta} + \frac{\mu^2 - 1}{4\zeta^2} + \frac{\psi(\zeta)}{\zeta} \right) W,
\]

where

\[
\psi(\zeta) := \frac{4\mu^2 - 1}{16} \left( \frac{1}{z^2 - 1} - \frac{1}{\zeta} \right),
\]

which is analytic at \( z = 1 (\zeta = 0) \).

We apply Olver’s theorem [26, Chapter 12, Theorem 9.1], with \( u = \tau \) in the solutions of that theorem (with a slight modification to go from Bessel to modified Bessel functions as described below), and we obtain asymptotic solutions

\[
W_1(\tau, \zeta) = \zeta^\frac{1}{2} \left\{ J_{\mu}(\tau \zeta^\frac{i}{2}) + O(\tau^{-1}) \text{env} J_{\mu}(\tau \zeta^\frac{i}{2}) \right\}, \quad (2.24)
\]

\[
W^{(1,2)}(\tau, \zeta) = \zeta^\frac{1}{2} \left\{ H_{\mu}^{(1,2)}(\tau \zeta^\frac{i}{2}) + O(\tau^{-1}) \text{env} H_{\mu}^{(1,2)}(\tau \zeta^\frac{i}{2}) \right\}. \quad (2.25)
\]

We remark that in Olver’s theorem the approximants used are the modified Bessel functions \( I_{\mu}, K_{\mu} \). In obtaining the Bessel formulas (2.24), (2.25) we have used the well-known identities \( I_{\mu}(iz) \propto J_{\mu}(z), K_{\mu}(\pm iz) \propto H_{\mu}^{(1,2)}(z) \).

On account of the monotonicity requirements that determine the domains of validity of the \( O \) terms in (2.24), (2.25) [26, Chapter 12, Section 9.1], it is straightforward to show that these order terms are uniformly valid in an unbounded \( \zeta \) domain which corresponds to the right half-plane \( |\arg z| \leq \frac{1}{2}\pi \); see [26, Chapter 12, Section 13.1].

Next we match the associated Legendre conical functions with the asymptotic solutions. To do so we note the fundamental asymptotic behaviors using (2.9), (2.11). From the behavior of Bessel functions at 0 and \( \infty \) (see (2.15), (2.17)), we have as \( \zeta \to 0 \)

\[
W_1(\tau, \zeta) \sim \zeta^\mu H_{\mu}^{(1)}(\tau \zeta^\frac{i}{2}) ^{\mu}/\Gamma(\mu + 1), \quad (2.26)
\]
and as $\zeta \to \infty$,

$$W^{(1,2)}(\tau, \zeta) \sim \left(\frac{2}{\pi \tau}\right)^{\frac{1}{2}} \zeta^{\frac{1}{4}} \exp \left\{ \pm i \tau \zeta^{\frac{1}{2}} + \frac{1}{2} i \pi \mu \mp \frac{1}{4} i \pi \right\}. \tag{2.27}$$

By matching solutions recessive at $z = 1$ ($\zeta = 0$) we therefore deduce that

$$P^{-\mu}_{-\frac{1}{2} + i \tau}(z) = \lambda_1(\mu, \tau)(\zeta(z^2 - 1))^{-\frac{1}{4}} W_1(\tau, \zeta), \tag{2.28}$$

for some constant $\lambda_1(\mu, \tau)$. From (2.9), (2.26) we find that $\zeta \sim 2(z - 1)$ as $z \to 1$, and therefore from (2.28)

$$\lambda_1(\mu, \tau) = \lim_{z \to 1} \frac{(z^2 - 1)^{\frac{1}{4}} P^{-\mu}_{-\frac{1}{2} + i \tau}(z)}{\zeta^{\frac{1}{4}} J_{\mu}(\tau \zeta^{\frac{1}{2}})} = \frac{1}{\tau^\mu}. \tag{2.29}$$

Now from (2.23), $\zeta = r^2$ for $z = \cosh r$, and therefore from (2.24), (2.28), (2.29) we arrive at (2.19). Noting also (2.6), which then completes the proof of (2.19), (2.20).

Next from (2.23) it is readily verified that $\zeta^{\frac{1}{2}} \sim \log(2z)$ as $z \to \infty$. Hence by matching solutions with the same (unique) behavior at $z = \infty$ ($\zeta = \infty$), we assert that there exists a constant $\lambda^{(2)}(\mu, \tau)$ such that

$$Q^{\mu}_{-\frac{1}{2} + i \tau}(z) = \lambda^{(2)}(\mu, \tau)(\zeta(z^2 - 1))^{-\frac{1}{4}} W^{(2)}(\tau, \zeta).$$

This time the constant is found by the following limit

$$\lambda^{(2)}(\mu, \tau) = \lim_{z \to \infty} \frac{(z^2 - 1)^{\frac{1}{4}} Q^{\mu}_{-\frac{1}{2} + i \tau}(z)}{\zeta^{\frac{1}{4}} \mu^{(2)}(\tau \zeta^{\frac{1}{2}})}.$$

From (2.11), (2.27) we arrive at

$$\lambda^{(2)}(\mu, \tau) = \frac{1}{2 \pi} e^{i \pi (\frac{\mu}{2} - 1)} \frac{\Gamma(\mu + \frac{1}{2} + i \tau)}{\Gamma(1 + i \tau)}. \tag{2.30}$$

Then, using (2.1) to simplify (2.30) we establish (2.21) for the upper signs. For the lower signs we simply use (2.8) together with (2.1), (2.22) follows similarly. Finally, (2.20) comes from (2.1), (2.7), (2.19), (2.21), which completes the proof. ■

We remark that approximations for associated Legendre conical functions as $0 < \tau \to \infty$ with $|\mu|$ large are given in [8] ($\mu$ real) and [9] ($\mu$ imaginary), but these are more complicated than those given by (2.19)–(2.22), as well as in Theorem 2.17 below.

### 2.3.2 Associated Legendre function addition theorems

In [6, Proposition 5.1], an addition theorem is derived for the associated Legendre function of the second kind $Q^{\mu}_{\nu}(\cosh \rho)/\sinh^\mu \rho$, where

$$\cosh \rho = \cosh r \cosh r' - \sinh r \sinh r' \cos \gamma. \tag{2.31}$$

We now present generalizations of that addition theorem for

$$P^{\mu}_{\nu}(\cosh \rho)/\sinh^\mu \rho \quad \text{and} \quad Q^{\mu}_{\nu}(\cosh \rho)/\sinh^\mu \rho.$$
The Ferrers functions of the first and second kind respectively

\[ P^\mu_\nu(cosh \rho) \]
\[ = \frac{2^\mu T(\mu)}{(sinh r sinh r')^\mu} \sum_{n=0}^\infty (-1)^n(n + \mu)P_{\nu}^{-(\mu+n)}(cosh r_<)P_{\nu}^{\mu+n}(cosh r_>)C_{n}^\mu(cos \gamma), \quad (2.32) \]
\[ Q^\mu_\nu(cosh \rho) \]
\[ = \frac{1}{sinh^\mu \rho} \sum_{n=0}^\infty (-1)^n(n + \mu)Q_{\nu}^{-(\mu+n)}(cosh r_<)Q_{\nu}^{\mu+n}(cosh r_>)C_{n}^\mu(cos \gamma). \quad (2.33) \]

For \( \mu = 0 \), see Corollary 2.7.

**Proof.** The proof for the expansion of the associated Legendre function of the second kind is identical to that given in [6, Proposition 5.1], except one does not specialize to \( \nu = \mu \). For the associated Legendre function of the first kind, instead start with [10, equation (8.3)].

**Corollary 2.7.** Let \( \nu \in \mathbb{C} \setminus \mathbb{N}, r, r' \in (0, \infty), \ 0 < r' \), \( \gamma \in \mathbb{R} \) and (2.31). Then

\[ P_{\nu}(cosh \rho) = \sum_{n=0}^\infty \epsilon_n(-1)^n P_{\nu}^{n-n}(cosh r_<)P_{\nu}^{n}(cosh r_>)T_{n}^\nu(cos \gamma), \]
\[ Q_{\nu}(cosh \rho) = \sum_{n=0}^\infty \epsilon_n(-1)^n Q_{\nu}^{n-n}(cosh r_<)Q_{\nu}^{n}(cosh r_>)T_{n}^\nu(cos \gamma). \quad (2.34) \]

**Proof.** Taking the limit as \( \mu \to 0 \) in (2.33) and using (2.4) produces the result.

**Corollary 2.8.** Let \( \nu \in \mathbb{C} \setminus \mathbb{N}, r, r' \in (0, \infty), \ 0 < r' \), \( \gamma \in \mathbb{R} \) and (2.31). Then

\[ \frac{cosh ((\nu + \frac{1}{2})\rho)}{sinh \rho} = \frac{\pi}{2\sqrt{sinh r sinh r'}} \]
\[ \times \sum_{n=0}^\infty (-1)^n(2n + 1)P_{\nu}^{n-n}(cosh r_<)P_{\nu}^{n+\frac{1}{2}}(cosh r_>)P_{n}(cos \gamma), \]
\[ \frac{exp (-((\nu + \frac{1}{2})\rho))}{sinh \rho} = \frac{-i}{\sqrt{sinh r sinh r'}} \]
\[ \times \sum_{n=0}^\infty (-1)^n(2n + 1)Q_{\nu}^{n-n}(cosh r_<)Q_{\nu}^{n+\frac{1}{2}}(cosh r_>)P_{n}(cos \gamma). \]

**Proof.** Let \( \mu = \frac{1}{2} \) in (2.32), (2.33), and using [27, equations (14.5.15) and (14.5.17)], (2.5), completes the proof.

### 2.4 The Ferrers functions of the first and second kind

The Ferrers functions of the first and second kind respectively \( P^\mu_\nu, Q^\mu_\nu : (-1, 1) \to \mathbb{C} \) provide a definition for the associated Legendre functions on \( (-1, 1) \). The Ferrers functions have the following Gauss hypergeometric representations [27, equations (14.3.1) and (14.3.12)]

\[ P^\mu_\nu(x) := \frac{1}{\Gamma(1 - \mu)} \left( \frac{1 + x}{1 - x} \right)^{\frac{\mu}{2}} 2F_1 \left( \begin{array}{c} -\nu, \nu + 1; \frac{1 + x}{1 - x} \end{array} \middle| 1 - \mu \right), \quad (2.35) \]
and from (27, equation (14.9.10)), we have

\[ P_\nu(\nu + \mu + 2) \frac{x}{2} \cos \left( \frac{\pi}{2} (\nu + \mu) \right) \frac{1}{\Gamma(\nu - \mu + 1)} \sqrt{2} F_1 \left( \frac{1 - \nu - \mu}{2}, \frac{\nu - \mu + 1}{2}; \frac{x^2}{2} \right) \]

\[- \sqrt{2} \Gamma(\nu - \mu + 1) \frac{x}{2} \cos \left( \frac{\pi}{2} (\nu + \mu) \right) \frac{1}{\Gamma(\nu - \mu + 1)} \sqrt{2} F_1 \left( \frac{-\nu - \mu}{2}, \frac{-\nu - \mu + 1}{2}; \frac{x^2}{2} \right), \quad (2.36)\]

where for \( Q_\nu^\mu \) we must impose the constraint \( \nu + \mu \in \mathbb{C} \setminus \mathbb{N} \), except for the anomalous cases \( \nu = -\frac{3}{2}, -\frac{5}{2}, \ldots \). In regard to the above definition of the Ferrers function of the first kind (see also the definition of \( P_\nu^\mu(x) \) given in Section 2.3), note that \( \frac{1}{\Gamma(c)} 2F_1 \left( \frac{a, b}{c}; z \right) \) is an entire function for all \( a, b, c \in \mathbb{C}, |z| < 1 \). See [27, equation (15.2.2)] and the discussion in [27, Section 14.2(ii)] for \( \mu \in \mathbb{Z} \).

Note that the Ferrers function of the first kind is related to the Gegenbauer function of the first kind (generalization of the Gegenbauer polynomial for non-integer degrees) with general \( \lambda, \mu \), using [27, equation (14.3.21)], namely

\[ C_\lambda^\mu(\cos \gamma) = \frac{\sqrt{\pi} \Gamma(2\mu + \lambda)}{2^{\mu - \frac{1}{2}} \Gamma(\lambda + 1)} (\sin \gamma)^{\frac{1}{2} - \mu} \frac{p^{\frac{1}{2} - \mu}}{\mu + \lambda - \frac{1}{2}} (\cos \gamma). \quad (2.37)\]

The Ferrers conical functions are given by \( \mu \in \mathbb{C}, \tau \geq 0, x \in (-1, 1), P_{-\frac{1}{2} + i \tau}^{\mu}(x), Q_{-\frac{1}{2} + i \tau}^{\mu}(x), \) which satisfy the following connection formulas, namely [27, equation (14.9.11)]

\[ P_{-\frac{1}{2} + i \tau}^{\mu}(x) = P_{-\frac{1}{2} + i \tau}^{\mu}(x) \]

and from [27, equation (14.9.10)], we have

\[ P_{-\frac{1}{2} + i \tau}^{\mu}(-x) = \sin(\pi(\tau - \mu)) P_{-\frac{1}{2} + i \tau}^{\mu}(x) + \frac{2}{\pi} \cos(\pi(\tau - \mu)) Q_{-\frac{1}{2} + i \tau}^{\mu}(x). \quad (2.39)\]

For the Ferrers functions of the first and second kind, one has the connection formulas, namely [27, Section 14.9(ii)], and after replacing \( \mu \) by \( -\mu \) one obtains

\[ P_{-\mu}^{-\mu}(x) = \frac{\Gamma(\nu - \mu + 1)}{\Gamma(\nu + \mu + 1)} \left[ \cos(\pi \mu) P_{-\mu}(x) - \frac{2}{\pi} \sin(\pi \mu) Q_{-\mu}(x) \right], \quad (2.40)\]

\[ Q_{-\mu}^{-\mu}(x) = \frac{\Gamma(\nu - \mu + 1)}{\Gamma(\nu + \mu + 1)} \left[ \cos(\pi \mu) Q_{-\mu}(x) + \frac{2}{\pi} \sin(\pi \mu) P_{-\mu}(x) \right]. \quad (2.41)\]

We will also need [27, equations (14.9.8) and (14.9.10)],

\[ P_{-\mu}^{-\mu}(-x) = \cos(\pi(\nu - \mu)) P_{-\mu}^{-\mu}(x) - \frac{2}{\pi} \sin(\pi(\nu - \mu)) Q_{-\mu}^{-\mu}(x), \quad (2.42)\]

\[ Q_{-\mu}^{-\mu}(-x) = - \cos(\pi(\nu - \mu)) Q_{-\mu}^{-\mu}(x) - \frac{2}{\pi} \sin(\pi(\nu - \mu)) P_{-\mu}^{-\mu}(x). \quad (2.43)\]

### 2.4.1 Some properties of functions associated with \( P_{-\mu}^{-\mu}(-x) \)

**Proposition 2.9.** Let \( x \in (-1, 1), \nu \in \mathbb{C}, \Re \mu > 0 \). Then

\[ P_{-\mu}^{-\mu}(x) = \frac{1}{\Gamma(\mu + 1)} \left( \frac{1 + x}{1 - x} \right)^{\frac{\mu}{2}} 2F_1 \left( -\nu, \frac{1 + x}{1 - x} \right)^{\frac{1}{2}} \quad (2.44)\]

**Proof.** Use (2.35) and map \( x \mapsto -x, \mu \mapsto -\mu \). ■
Corollary 2.10. Let \( x \in (-1, 1) \), \( \nu \in \mathbb{C} \), \( \Re \mu > 0 \). Then
\[
\lim_{x \to -1^+} P_{\nu}^{-\mu}(-x) = 0,
\]
\[
\lim_{x \to -1^+} \left( \frac{1}{1-x^2} \frac{P_{\nu}^{-\mu}(-x)}{2\nu \Gamma(\mu+1)} \right) = \frac{1}{2\nu \Gamma(\mu+1)}.
\]

Proof. As \( x \to -1^+ \) (2.44) clearly vanishes, establishing (2.45). Dividing (2.44) by \( (1-x^2)^{\frac{\mu}{2}} \) and estimating as \( x \to -1^+ \) establishes (2.46).

Corollary 2.11. Let \( x \in (-1, 1) \), \( \nu \in \mathbb{C} \). Then
\[
\frac{d}{dx} P_{\nu}^{-\mu}(-x) \bigg|_{x \to -1^+} = 0, \quad \Re \mu > 2,
\]
\[
\frac{d}{dx} \left[ \frac{1}{1-x^2} \frac{P_{\nu}^{-\mu}(-x)}{2\nu \Gamma(\mu+1)} \right] \bigg|_{x \to -1^+} = -\frac{\nu(\nu+1)}{2\nu+1} \Gamma(\mu).
\]

We next define an odd Ferrers function \( f_{\nu}^{\mu} : (-1, 1) \to \mathbb{C} \), by the difference
\[
f_{\nu}^{\mu}(x) := P_{\nu}^{\mu}(-x) - P_{\nu}^{\mu}(x).
\]

Remark 2.12. This difference is directly proportional to the difference of Ferrers functions of the second kind through [22, p. 170]
\[
Q_{\nu}^{\mu}(-x) - Q_{\nu}^{\mu}(x) = \pi \cot \left( \frac{\pi}{2}(\nu + \mu) \right) (P_{\nu}^{\mu}(-x) - P_{\nu}^{\mu}(x)) = \frac{\pi}{2} \cot \left( \frac{\pi}{2}(\nu + \mu) \right) f_{\nu}^{\mu}(x).
\]

We note that (2.48) vanishes if \( P_{\nu}^{\mu}(x) \) is even. This occurs if \( \nu + \mu \) is a non-negative even integer, or if \( \nu - \mu \) is a negative odd integer (see [26, Chapter 5, p. 187]). Similarly, the Ferrers function of the second kind difference (2.49) vanishes if \( \nu + \mu \) is a positive odd integer, or if \( \nu - \mu \) is a negative odd integer. For our purposes (2.48) will suffice, since in our applications this function will not vanish identically.

Lemma 2.13. Let \( \nu \in \mathbb{C} \), \( \Re(\alpha + \frac{\nu}{2}) > 0 \). Then
\[
\int_{-1}^{1} (1-x^2)^{\alpha-1} P_{\nu}^{-\mu}(\pm x) dx = \frac{\pi \Gamma(\alpha + \frac{\nu}{2}) \Gamma(\alpha - \frac{\nu}{2})}{2\nu \Gamma(\alpha + \nu+1) \Gamma(\nu+1/2) \Gamma(\alpha - \nu+1/2) \Gamma(\alpha+1/2)}.
\]

Proof. Let \( I \) denote the integral in (2.50), with positive sign in the argument of the Ferrers function. Insert the hypergeometric representation of the Ferrers function of the first kind (2.35), and make the substitution \( \xi = (1-x)/2 \). This converts \( I \) to a Mellin transform, namely after re-mapping \( \xi \to x \),
\[
I = \frac{2^{2\alpha-1}}{\Gamma(1+\mu)} \int_{0}^{1} x^{\alpha-\frac{\nu}{2}-1} (1-x)^{\alpha-\nu-1} F_{1,2} \left( -\nu, \nu+1, 1+\mu ; x \right) dx.
\]

Using [12, equation (7.512.5)], we can evaluate the integral in terms of an \( 3F_{2}(1) \), namely
\[
I = \frac{2^{2\alpha-1} \Gamma(\alpha + \frac{\nu}{2}) \Gamma(\alpha - \frac{\nu}{2})}{\Gamma(1+\mu) \Gamma(2\alpha)} \left( \begin{array}{c} -\nu, \nu+1, \alpha + \frac{\nu}{2} \end{array} ; 1+\mu, 2\alpha \end{array} ; 1 \right).
\]

The \( 3F_{2}(1) \) in question can be evaluated using Whipple’s sum [27, equation (16.4.7)] for \( \Re(\alpha + \frac{\nu}{2}) > 0 \). The invariance of \( I \) with argument of the Ferrers function of the first kind as \( -x \) follows by direct substitution. Hence the proof of the lemma is demonstrated.
Corollary 2.14. Let \( \Re \mu > -1 \). Then
\[
\int_{-1}^{1} \frac{2}{\pi} p_{\nu}^{-\mu}(\pm x) \, dx = \frac{2^{\nu + 1} \Gamma(\mu + 1)}{\Gamma(\mu - \nu + 1) \Gamma(\nu + \mu + 2)}.
\] (2.51)

Proof. Using Lemma 2.13 and properties of gamma function completes the proof.

2.4.2 Large degree asymptotics of Ferrers functions

Theorem 2.15. Let \( \mu \geq 0 \) bounded, \( \delta \in (0, \pi) \), \( \theta \in (0, \pi - \delta] \), and the envelope functions for \( J_\mu \), \( Y_\mu \) being the real-valued ones given by [27, equations (2.8.32)–(2.8.34)]. Then uniformly we have, as \( \nu \to \infty \),
\[
P_{\nu}^{-\mu}(\cos \theta) = \frac{1}{\nu \mu} \sqrt{\frac{\theta}{\sin \theta}} \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\},
\] (2.52)
\[
P_{\mu}(\cos \theta) = \sqrt{\frac{\theta}{\sin \theta}} \left\{ \cos(\pi \mu) \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\} - \sin(\pi \mu) \left\{ Y_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env Y_{\mu}(\nu + \frac{1}{2}) \theta) \right\} \right\},
\] (2.53)
\[
Q_{\nu}^{-\mu}(\cos \theta) = -\frac{\pi}{2 \nu \mu} \sqrt{\frac{\theta}{\sin \theta}} \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\} \right\},
\] (2.54)
\[
Q_{\nu}(\cos \theta) = -\frac{\pi \nu}{2} \sqrt{\frac{\theta}{\sin \theta}} \left\{ \sin(\pi \mu) \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\} + \cos(\pi \mu) \left\{ Y_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env Y_{\mu}(\nu + \frac{1}{2}) \theta) \right\} \right\},
\] (2.55)
\[
P_{\nu}^{-\mu}(\cos \theta) = \frac{1}{\nu \mu} \sqrt{\frac{\theta}{\sin \theta}} \left\{ \cos(\pi \nu - \mu) \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\} + \sin(\pi(\nu - \mu)) \left\{ Y_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env Y_{\mu}(\nu + \frac{1}{2}) \theta) \right\} \right\},
\] (2.56)
\[
Q_{\nu}^{-\mu}(\cos \theta) = -\frac{\pi}{2 \nu \mu} \sqrt{\frac{\theta}{\sin \theta}} \left\{ \sin(\pi(\nu - \mu)) \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\} - \cos(\pi(\nu - \mu)) \left\{ Y_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env Y_{\mu}(\nu + \frac{1}{2}) \theta) \right\} \right\}.
\] (2.57)

Proof. Using [27, equations (14.15.11) and (14.15.12)], the uniform asymptotic approximations follow from simplifying the ratio of gamma functions in (2.40), (2.41), via (2.2), and setting \( x = \cos \theta \). The asymptotic approximations (2.56), (2.57) follow using (2.41), (2.42), (2.52), (2.54).

Corollary 2.16. Let \( \mu \geq 0 \) be bounded. Then for the odd Ferrers function (2.48), we have as \( 0 < \nu \to \infty \),
\[
f_{\nu}^{-\mu}(\cos \theta) = \frac{1}{\nu \mu} \sqrt{\frac{\theta}{\sin \theta}} \left\{ \cos(\pi(\nu - \mu)) - 1 \right\} \left\{ J_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env J_{\mu}(\nu + \frac{1}{2}) \theta) \right\} + \sin(\pi(\nu - \mu)) \left\{ Y_{\mu}(\nu + \frac{1}{2}) \theta) + \mathcal{O}\left(\frac{1}{\nu}\right) \env Y_{\mu}(\nu + \frac{1}{2}) \theta) \right\},
\] (2.58)
uniformly for \( \theta \in (0, \frac{1}{2} \pi) \), and
\[
f_{\nu}(\cos \theta) = \frac{1}{\nu \mu} \sqrt{\frac{\pi - \theta}{\sin \theta}} \left\{ 1 - \cos(\pi(\nu - \mu)) \right\}
\]
where \( \hat{\theta} \) uniformly for \( \theta \in [\frac{1}{2}\pi, \pi) \).

**Proof.** For (2.58), combine (2.52), (2.56). For (2.59) replace \( \theta \) by \( \pi - \theta \) in (2.58) and observe that \( \hat{f}_\mu^\nu(\cos(\pi - \theta)) = \hat{f}_\mu^\nu(-\cos \theta) = -\hat{f}_\mu^\nu(\cos \theta) \).

Similar approximations for the Ferrers conical functions read as follows.

**Theorem 2.17.** Let \( \mu \geq 0 \) bounded, \( \delta \in (0, \pi) \), \( \theta \in (0, \pi - \delta) \). Then uniformly, we have, as \( 0 < \tau \rightarrow \infty \),

\[
P^{\mu}_{-\frac{1}{2} + i\tau}(\cos \theta) = \frac{1}{\tau^\mu} \sqrt{\frac{\theta}{\sin \theta}} I_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\},
\]

\[
Q^{\mu}_{-\frac{1}{2} + i\tau}(\cos \theta) = \frac{1}{\tau^\mu} \sqrt{\frac{\theta}{\sin \theta}} \left[ J_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\} + \frac{2\pi}{\pi} \sin(\pi \mu) K_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\} \right],
\]

\[
Q^{\mu}_{-\frac{1}{2} - i\tau}(\cos \theta) = \frac{1}{\tau^\mu} \sqrt{\frac{\theta}{\sin \theta}} \left[ J_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\} + \frac{i\pi}{2} I_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\} \right],
\]

\[
Q^{\mu}_{-\frac{1}{2} - i\tau}(-\cos \theta) = \frac{1}{\tau^\mu} \sqrt{\frac{\theta}{\sin \theta}} \left[ J_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\} + \frac{\pi \tau}{2\pi} K_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\} \right].
\]

**Proof.** Under the hypotheses of the theorem, the approximation (2.60), along with

\[
\hat{Q}^{\mu}_{-\frac{1}{2} + i\tau}(\cos \theta) = \frac{1}{\tau^\mu} \sqrt{\frac{\theta}{\sin \theta}} K_\mu(\tau \theta) \left\{ 1 + \mathcal{O}\left(\frac{1}{\tau}\right) \right\},
\]

where \( \hat{Q}^{\mu}_{-\frac{1}{2} + i\tau}(x) \) is defined by [27, equation (14.20.2)], follow directly from [27, equations (14.20.17) and (14.20.18)]. Now from [27, equation (14.20.3)] we have the connection formula

\[
\hat{Q}^{\mu}_{-\frac{1}{2} + i\tau}(x) = A(\mu, \tau) P^{\mu}_{-\frac{1}{2} + i\tau}(x) + B(\mu, \tau) P^{\mu}_{-\frac{1}{2} + i\tau}(-x),
\]

where \( A, B : [0, \infty)^2 \rightarrow \mathbb{R} \), are defined by

\[
A(\mu, \tau) := \frac{\pi e^{-\pi \tau} \sin(\mu \pi) \sinh(\tau \pi)}{2(\cosh^2(\tau \pi) - \sin^2(\mu \pi))}, \quad B(\mu, \tau) := \frac{\pi (e^{-\pi \tau} \cos^2(\mu \pi) + \sinh(\tau \pi))}{2(\cosh^2(\tau \pi) - \sin^2(\mu \pi))}.
\]

Hence from (2.39), (2.67) we obtain

\[
Q^{\mu}_{-\frac{1}{2} + i\tau}(x) = G(\mu, \tau) P^{\mu}_{-\frac{1}{2} + i\tau}(x) + H(\mu, \tau) \hat{Q}^{\mu}_{-\frac{1}{2} + i\tau}(x),
\]

(2.68)
where
\[ G := -\frac{A + BC}{BD}, \quad H := \frac{1}{BD}, \quad C := \sin(\pi i\tau - \mu), \quad D := \frac{2}{\pi} \cos(\pi i\tau - \mu). \]

Then from solving (2.68) for \( \hat{Q}^{-\mu}_{\frac{1}{2} + i\tau}(x) \), and simplifying and approximating \( G(\mu, \tau), H(\mu, \tau) \) for large \( \tau \), one finds after some calculation that
\[
\hat{Q}^{-\mu}_{\frac{1}{2} - i\tau}(x) = e^{-i\pi \mu} \hat{Q}^{-\mu}_{\frac{1}{2} + i\tau}(x) \left( 1 + \mathcal{O}(1) \right) - \frac{i\pi}{2} P^{-\mu}_{\frac{1}{2} + i\tau}(x) \left( 1 + \mathcal{O}(\tau^{-1}) \right). \tag{2.69}
\]

We then insert (2.60), (2.66) into (2.69) and with \( x = \cos \theta \), arrive at (2.62). Finally, using the connection formulas (2.40), (2.41) (with \( \nu = -\frac{1}{2} + i\tau \)), along with (2.1), (2.60), (2.62), we establish (2.61), (2.63). For (2.60), (2.61), note (2.38). Also note that in each of (2.61), (2.62), the two terms of \( (1 + \mathcal{O}(\tau^{-1})) \) do not factor as they do in (2.60), (2.61) because there may be cancellations in the two terms which would then leave the result untrue. The asymptotic approximations (2.64), (2.65) follow using (2.42), (2.43), (2.60), (2.62).

\[ \blacksquare \]

**Corollary 2.18.** Let \( \mu \geq 0 \) be bounded. Then for the odd Ferrers conical function (2.48) with \( \nu = -\frac{1}{2} + i\tau \), as \( 0 < \tau \to \infty \),
\[
\hat{F}^{-\mu}_{\frac{1}{2} \pm i\tau}(\cos \Theta) = \frac{1}{\tau^{\nu}} \sqrt{\frac{\theta}{\sin \theta}} \left[ \frac{e^{\pi \tau}}{\pi} K_{\mu}(\tau \theta) - I_{\mu}(\tau \theta) \right] \left\{ 1 + \mathcal{O} \left( \frac{1}{\tau} \right) \right\}, \tag{2.70}
\]
uniformly for \( \theta \in (0, \frac{1}{2}\pi] \), and
\[
\hat{F}^{-\mu}_{\frac{1}{2} \pm i\tau}(\cos \Theta) = -\frac{1}{\tau^{\nu}} \sqrt{\frac{\pi - \theta}{\sin \theta}} \left[ \frac{e^{\pi \tau}}{\pi} K_{\mu}(\tau (\pi - \theta)) - I_{\mu}(\tau (\pi - \theta)) \right] \left\{ 1 + \mathcal{O} \left( \frac{1}{\tau} \right) \right\}, \tag{2.71}
\]
uniformly for \( \theta \in \left[ \frac{1}{2}\pi, \pi \right) \).

**Proof.** For (2.70) combine (2.60), (2.64). The proof of (2.71) is similar to that of (2.59). \[ \blacksquare \]

### 2.4.3 Ferrers function addition theorems

In [7, Theorem 4.1], an addition theorem is derived for a fundamental solution of the Laplace–Beltrami operator on a positive constant sectional curvature space, the \( d \)-dimensional hypersphere. That addition theorem was for the Ferrers function the second kind \( Q^{-\mu}_{\frac{1}{2} + i\tau}(\cos \Theta) \), where
\[
\cos \Theta = \cos \theta \cos \theta' + \sin \theta \sin \theta' \cos \gamma. \tag{2.72}
\]

In this subsection we present generalizations of that addition theorem for \( P^{\pm \mu}_{\nu}(\pm \cos \Theta) / \sin^{\mu} \Theta \), \( Q^{\pm \mu}_{\nu}(\pm \cos \Theta) / \sin^{\mu} \Theta \).

**Theorem 2.19.** Let \( \mu \in \mathbb{C} \) such that \( \Re \mu > -\frac{1}{2}, \mu \neq 0, \nu \in \mathbb{C} \setminus \mathbb{N}, \gamma \in \mathbb{R}, \theta, \theta' \in (0, \pi) \) such that
\[
\tan \left( \frac{1}{2} \theta' \right) \tan \left( \frac{1}{2} \theta \right) < 1. \tag{2.73}
\]

Then provided the Ferrers functions of the second kind are defined,
\[
\frac{1}{\sin^{\mu} \Theta} P^{\mu}_{\nu}(\cos \Theta) = \frac{2^{\mu} \Gamma(\mu)}{(\sin \theta \sin \theta')^{\mu}}
\]
Corollary 2.21. Let \( \nu \) be any integer \( \leq 3, 5, 7 \). A solution of the Laplace–Beltrami operator on the \( \nu \)-dimensional \( \nu \)-radius hypersphere is given by

\[
\frac{1}{\sin^\nu \Theta} Q^\nu_\mu (\cos \Theta) = \frac{2^\nu \Gamma(\mu)}{(\sin \theta \sin \theta')^\mu} \sum_{n=0}^{\infty} (-1)^n (n + \mu) P_\mu^{-(\mu+n)} (\cos \theta_<) P_{\nu+n}^{(\nu+n)} (\cos \theta_> C_n^\mu (\cos \gamma), \tag{2.74}
\]

\[
\frac{1}{\sin^\nu \Theta} P^{-\nu}_\mu (\cos \Theta) = \frac{2^\nu \Gamma(\mu)}{(\sin \theta \sin \theta')^\mu} \sum_{n=0}^{\infty} (-1)^n (n + \mu) P_\mu^{-(\mu+n)} (\cos \theta_<) Q_{\nu+n}^{(\nu+n)} (\cos \theta_> C_n^\mu (\cos \gamma), \tag{2.75}
\]

where in all but (2.76) \( \theta \neq 0' \). For \( \nu = 0 \), see Corollary 2.23.

Proof. See Appendix A. \( \blacksquare \)

Remark 2.20. If one is interested in the above addition theorems which correspond to the Ferrers functions with \( \nu = 0 \), then one can directly use (2.74), (2.75). If one examines the behavior of (2.76), when \( \nu = 0 \), it is seen that only the \( n = 0 \) term in the sum survives. However, one can see through [27, equation (14.4.18)], that the left-hand side exactly matches the \( n = 0 \) term on the right-hand side. Note that the left-hand side of (2.77) is defined for \( \nu = 0 \), but (except for \( n = 0 \)) the terms in the series on the right-hand side are undefined in this case. However, the limit of the series exists as \( \nu \to 0 \), and is given by Corollary 2.21 below. Similar limiting results can be obtained if \( \nu \to 0 \) but we do not pursue this.

The addition theorems for the Ferrers function of the second kind with \( \nu = -\mu \) can be obtained in two different ways. These Ferrers functions appear in the study of a fundamental solution of the Laplace–Beltrami operator on the \( d \)-dimensional \( R \)-radius hypersphere. See (4.11) below and [3, 5, 7].

**Corollary 2.21.** Let \( \mu \in \mathbb{C} \) such that \( \Re \mu > -\frac{1}{2}, \mu \neq 0, 0', (0, \pi), \gamma \in \mathbb{R}, (2.72) \) and (2.73) hold with \( \theta \neq 0' \). Then

\[
\frac{1}{\sin^\mu \Theta} Q^{-\mu}_\mu (\cos \Theta) = \frac{\pi \tan(\pi \mu)}{2^{\mu+1} \Gamma(\mu + 1)} + \frac{\sqrt{\pi} \sec(\pi \mu)}{\mu 2^n \Gamma(\mu + \frac{1}{2}) (\sin \theta \sin \theta')^\mu} \sum_{n=0}^{\infty} (-1)^n (n + \mu) P^{-(\mu+n)}_\mu (\cos \theta_<) Q^{(\nu+n)}_\mu (\cos \theta_> C_n^\mu (\cos \gamma) \tag{2.80}
\]
\[
\frac{-\pi \cot(\pi \mu)}{2^{\mu+1}\Gamma(\mu + 1)} + \frac{\pi^\frac{3}{2} \csc(\pi \mu)}{\mu 2^{\mu+1}\Gamma(\mu + \frac{1}{2})(\sin \theta \sin \theta')^\mu} \\
\times \sum_{n=0}^{\infty} (-1)^n (n + \mu) P_{\mu}^{-n-\mu}(\cos \theta_<) P_{\mu}^{n+\mu}(\cos \theta_>) C_n^\mu(\cos \gamma), \tag{2.81}
\]

where the first equality is valid except when \(\mu\) is a half odd integer, and the second equality is valid except when \(\mu\) is an integer.

**Proof.** First substitute \((2.75)\), let \(\nu = \mu\), and apply the connection relation \((2.41)\) to the left-hand side of the equation only. The result \((2.80)\) immediately follows using \([27, \text{equation (14.5.18)})\]. The derived formula is clearly undefined for \(\mu\) being a half odd integer, but is otherwise valid. Next start with \((2.74)\), let \(\nu = \mu\), and apply the connection relation \((2.40)\), to the left-hand side of the formula only and \([27, \text{equation (14.5.18)})\]. The derived formula \((2.81)\) is clearly undefined for \(\mu\) being an integer, but is otherwise valid. \(\blacksquare\)

In order to obtain the addition theorems for the Ferrers function of the second kind when the order is equal to the negative degree, and is either an integer or a half odd integer, one can then use the above corollary. The following formulae, specializations of Corollary 2.21, are exactly those results which are derived in \([7, \text{Theorems 3.1 and 4.1})\] for a fundamental solution of the Laplace–Beltrami operator on the \(d\)-dimensional \(R\)-radius hypersphere.

**Corollary 2.22.** Let \(k \in \mathbb{N}\), \(m \in \mathbb{N}_0\), \(\theta, \theta' \in (0, \pi)\), \(\gamma \in \mathbb{R}\), \((2.72)\) and \((2.73)\) hold with \(\theta \neq \theta'\). Then

\[
\log \cot \left(\frac{1}{2} \Theta \right) = \log \cot \left(\frac{1}{2} \theta_>\right) \\
+ \sum_{n=1}^{\infty} \frac{2}{n} \left[ \frac{\tan \left(\frac{1}{2} \theta_<\right)}{\sin(\theta_>)} \right]^n \left[ \cos^2 \left(\frac{1}{2} \theta_>\right) - (-1)^n \sin^2 \left(\frac{1}{2} \theta_>\right) \right] T_n(\cos \gamma), \tag{2.82}
\]

\[
\frac{1}{\sin^k \Theta} Q_k^{-k}(\cos \Theta) = \frac{\sqrt{\pi}(-1)^k}{k^2 \Gamma(k + \frac{1}{2})(\sin \theta \sin \theta')^k} \\
\times \sum_{n=0}^{\infty} (-1)^n (n + k) P_k^{-n-k}(\cos \theta_<) Q_k^{n+k}(\cos \theta_>) C_n^k(\cos \gamma), \tag{2.83}
\]

\[
\frac{1}{\sin^{n+\frac{1}{2}} \Theta} Q_{m+\frac{1}{2}}^{-m-\frac{1}{2}}(\cos \Theta) = \frac{(-1)^m \pi^{\frac{3}{2}}}{(2m + 1)2^{n+\frac{1}{2}} m!(\sin \theta \sin \theta')^{m+\frac{1}{2}}} \\
\times \sum_{n=0}^{\infty} (-1)^n (2n + 2m + 1) P_{m+\frac{1}{2}}^{-n-m-\frac{1}{2}}(\cos \theta_<) P_{m+\frac{1}{2}}^{n+m+\frac{1}{2}}(\cos \theta_>) C_{n+\frac{1}{2}}^m(\cos \gamma). \tag{2.84}
\]

**Proof.** First substitute \(\mu = k \in \mathbb{N}\) in \((2.80)\) which produces \((2.83)\). Next, substituting \(\mu = m + \frac{1}{2}, m \in \mathbb{N}_0\), in \((2.81)\), to produce \((2.84)\). Then take the limit as \(\mu \to 0\) in \((2.80)\) using \((2.4)\) which produces \((2.82)\). \(\blacksquare\)

**Corollary 2.23.** Let \(\nu \in \mathbb{C} \setminus -\mathbb{N}\), \(\theta, \theta' \in (0, \pi)\), \(\gamma \in \mathbb{R}\), \((2.72)\) and \((2.73)\) hold with \(\theta \neq \theta'\). Then

\[
P_{\nu}(\cos \Theta) = \sum_{n=0}^{\infty} (-1)^n \epsilon_n \ P_{\nu}^{-n}(\cos \theta_<) P_{\nu}^{n}(\cos \theta_>) T_n(\cos \gamma), \tag{2.85}
\]

\[
Q_{\nu}(\cos \Theta) = \sum_{n=0}^{\infty} (-1)^n \epsilon_n \ P_{\nu}^{-n}(\cos \theta_<) Q_{\nu}^{n}(\cos \theta_>) T_n(\cos \gamma), \tag{2.86}
\]
\begin{equation}
\mathcal{P}_\nu(-\cos \Theta) = \sum_{n=0}^{\infty} \epsilon_n(-\nu)_n(\nu + 1)_n P_{\nu}^{-n}(\cos \theta_<) P_{\nu}^{-n}(-\cos \theta_>) T_n(\cos \gamma),
\end{equation}

\begin{equation}
\mathcal{Q}_\nu(-\cos \Theta) = \sum_{n=0}^{\infty} \epsilon_n(-\nu)_n(\nu + 1)_n Q_{\nu}^{-n}(\cos \theta_<) Q_{\nu}^{-n}(-\cos \theta_>) T_n(\cos \gamma),
\end{equation}

where \( \epsilon_n = 2 - \delta_{n,0} \).

**Proof.** Taking the limit as \( \mu \to 0 \) in (2.74), (2.75), (2.78), (2.79), and using (2.4) produces the result. \( \blacksquare \)

Note that the same result can be obtained by using (2.76), (2.77), using connection formulas in [27, equations (14.9.3) and (14.9.4)]. Similarly we can use the addition Theorem 2.19 to expand the functions on the left-hand sides in terms of Legendre polynomials (\( \mu = \frac{1}{2} \)). In this case, the Ferrers functions on the left-hand side reduce to trigonometric functions [27, equation (54.5.11)–(54.5.14)].

**Corollary 2.24.** Let \( \theta, \theta' \in (0, \pi), \gamma \in \mathbb{R} \), (2.72) and (2.73) hold with \( \theta \neq \theta' \). Then

\begin{align*}
\frac{\cos \left( (\nu + \frac{1}{2})\Theta \right)}{\sin \Theta} &= \frac{\pi}{2\sqrt{\sin \theta \sin \theta'}} \sum_{n=0}^{\infty} (-1)^n (2n + 1) P_{\nu}^{-n-\frac{1}{2}}(\cos \theta_<) P_{\nu}^{n+\frac{1}{2}}(\cos \theta_> \ P_n(\cos \gamma),
\end{align*}

\begin{align*}
\frac{\sin \left( (\nu + \frac{1}{2})\Theta \right)}{\sin \Theta} &= -\frac{1}{\sqrt{\sin \theta \sin \theta'}} \sum_{n=0}^{\infty} (-1)^n (2n + 1) Q_{\nu}^{-n-\frac{1}{2}}(\cos \theta_<) Q_{\nu}^{n+\frac{1}{2}}(\cos \theta_> \ P_n(\cos \gamma).
\end{align*}

**Proof.** Specializing (2.74), (2.75), with \( \mu = \frac{1}{2} \) and [27, equations (14.5.11) and (14.5.13)], produces the result. \( \blacksquare \)

### 3. Global analysis on Riemannian manifolds of constant curvature

In this paper, when we refer to a **fundamental solution**, it is meant to be a fundamental solution of a partial differential operator on a Riemannian manifold \( M \). A fundamental solution for a linear partial differential operator \( \mathcal{E}_x \) on a \( d \)-dimensional Riemannian manifold \( M \), is in general a distribution \( \mathcal{G}^d : (M \times M) \setminus \{(x, x) : x \in M\} \to \mathbb{C} \) which satisfies the following linear partial differential equation

\[ \mathcal{E}_x \mathcal{G}^d(x, x') = \delta_g(x, x'), \]

where \( x, x' \in M \), \( g \) is the Riemannian structure on \( M \), and \( \delta_g \) is the Dirac delta distribution on \( M \). Note that for the operators that are treated in this paper, a fundamental solution will always be function, but for other operators such as for wave operators (see, e.g., [18, equation (4.1.5)]), fundamental solutions are in general distributions. Furthermore, we will only perform global and local analysis for Riemannian manifolds \( M \) with constant curvature (hyperspherical \( S^d \), hyperbolic \( H^d \), and Euclidean geometry \( \mathbb{R}^d \)), and we will only study linear elliptic partial differential operators of the form \( (-\Delta \pm \beta^2) \), where \( -\Delta \) is the positive Laplace–Beltrami operator on \( M \) and \( \beta^2 \geq 0, R > 0 \). In this paper, these operators are referred to as Helmholtz operators, and in the case where \( \beta = 0 \), they are Laplacian operators.

In this section we develop the necessary material in order to study fundamental solutions for these operators on these manifolds.
3.1 Hyperspherical geometry and the hyperboloid model of hyperbolic geometry

Hyperbolic space in \( d \)-dimensions is a fundamental example of a space exhibiting hyperbolic geometry. It was developed independently by Lobachevsky and Bolyai around 1830 (see [34]), and most likely by Gauss and Schweikart (although they never published this result), even earlier (see [21, Chapter 6]). It is a geometry analogous to Euclidean geometry, but such that Euclid’s parallel postulate is no longer assumed to hold.

There are several models of \( d \)-dimensional hyperbolic space including the Klein, Poincaré, hyperboloid, upper-half space and hemisphere models (see [32]). The hyperboloid model for \( d \)-dimensional hyperbolic geometry is closely related to the Klein and Poincaré models: each can be obtained projectively from the others. The upper-half space and hemisphere models can be obtained from one another by inversions with the Poincaré model (see [32, Section 2.2]). The model we will be focusing on in this paper is the hyperboloid model.

The hyperboloid model, also known as the Minkowski or Lorentz model, is a model of \( d \)-dimensional hyperbolic geometry in which points are represented by the upper sheet (submanifold) \( S^+ \) of a two-sheeted hyperboloid embedded in the Minkowski space \( \mathbb{R}^{d+1} \). Minkowski space is a \((d + 1)\)-dimensional pseudo-Riemannian manifold which is a real finite-dimensional vector space, with coordinates given by \( \mathbf{x} = (x_0, x_1, \ldots, x_d) \). It is equipped with a nondegenerate, symmetric bilinear form, the Minkowski bilinear form \([\cdot, \cdot]: \mathbb{R}^{d+1} \times \mathbb{R}^{d+1} \to \mathbb{R}\) defined such that

\[
[x, y] := x_0y_0 - x_1y_1 - \cdots - x_dy_d.
\]

The above bilinear form is symmetric, but not positive-definite, so it is not an inner product. It is defined analogously with the Euclidean inner product \((\cdot, \cdot): \mathbb{R}^{d+1} \times \mathbb{R}^{d+1} \to \mathbb{R}\) defined such that

\[
(x, y) := x_0y_0 + x_1y_1 + \cdots + x_dy_d.
\]

The variety \([x, x] = x^2 - x_1^2 - \cdots - x_d^2 = R^2\), for \( x \in \mathbb{R}^{d+1} \), using the language of [2] (see also [35, p. 504]), defines a pseudo-sphere of radius \( R \). Points on the pseudo-sphere with zero radius coincide with the cone. Points on the pseudo-sphere with radius greater than zero lie within this cone, and points on the pseudo-sphere with purely imaginary radius lie outside the cone. The upper sheets of the positive radii pseudo-spheres are maximally symmetric, simply connected, negative-constant sectional curvature (given by \(-1/R^2\), see for instance [19, p. 148]), \( d \)-dimensional Riemannian submanifolds, embedded and with induced metric from the ambient Minkowski space \( \mathbb{R}^{d+1} \). For \( R \in (0, \infty) \), we refer to the upper sheet of this variety \([x, x] = R^2\), with \( x \in \mathbb{R}^{d+1} \), as the \( R \)-radius hyperboloid \( \mathbf{H}^d_R \). Similarly, we refer to the variety \((x, x) = R^2\) for \( R > 0 \) and \( x \in \mathbb{R}^{d+1} \), as the \( R \)-radius hypersphere \( \mathbf{S}^d_R \) which is a maximally symmetric, simply connected, positive-constant sectional curvature (given by \(1/R^2\)) \( d \)-dimensional Riemannian submanifold, embedded and with induced metric from the ambient Euclidean space. The Euclidean space \( \mathbb{R}^d \) equipped with the Pythagorean norm, is a space with vanishing curvature. We denote the unit radius hyperboloid by \( \mathbf{H}^d := \mathbf{H}^d_1 \) and the unit radius hypersphere by \( \mathbf{S}^d := \mathbf{S}^d_1 \).

In our discussion of a fundamental solution for the Helmholtz operator in the hyperboloid model of hyperbolic geometry, we focus on the positive radius pseudo-sphere which can be parameterized through \textit{subgroup-type coordinates}, i.e., those which correspond to a maximal subgroup chain \( \text{O}(d, 1) \supset \cdots \) (see for instance [28]). There exist separable coordinate systems which parameterize points on positive radius pseudo-spheres which can not be constructed using maximal subgroup chains, e.g., such as those which are analogous to parabolic coordinates, etc. We will no longer discuss these.

Geodesic polar coordinates are coordinates which correspond to the maximal subgroup chain given by \( \text{O}(d, 1) \supset \text{O}(d) \supset \cdots \). What we will refer to as \textit{standard geodesic polar coordinates}
correspond to the subgroup chain given by \( O(d,1) \supset O(d) \supset O(d-1) \supset \cdots \supset O(2) \). Standard geodesic polar coordinates (see [14, 25]), similar to standard hyperspherical coordinates in Euclidean space, can be given on \( \mathbf{H}_R^d \) by

\[
\begin{align*}
\mathbf{x}_0 &= R \cosh r, \\
\mathbf{x}_1 &= R \sinh r \cos \theta_{d-1}, \\
\mathbf{x}_2 &= R \sinh r \sin \theta_{d-1} \cos \theta_{d-2}, \\
\vdots \\
\mathbf{x}_{d-2} &= R \sinh r \sin \theta_{d-1} \cdots \cos \theta_2, \\
\mathbf{x}_{d-1} &= R \sinh r \sin \theta_{d-1} \cdots \sin \theta_2 \cos \phi, \\
\mathbf{x}_d &= R \sinh r \sin \theta_{d-1} \cdots \sin \theta_2 \sin \phi,
\end{align*}
\]

where \( r \in [0,\infty) \), \( \phi \in [0,2\pi) \), and \( \theta_i \in [0,\pi] \) for \( 2 \leq i \leq d-1 \), and on \( \mathbf{S}_R^d \) by

\[
\begin{align*}
\mathbf{x}_0 &= R \cos \theta, \\
\mathbf{x}_1 &= R \sin \theta \cos \theta_{d-1}, \\
\mathbf{x}_2 &= R \sin \theta \sin \theta_{d-1} \cos \theta_{d-2}, \\
\vdots \\
\mathbf{x}_{d-2} &= R \sin \theta \sin \theta_{d-1} \cdots \cos \theta_2, \\
\mathbf{x}_{d-1} &= R \sin \theta \sin \theta_{d-1} \cdots \sin \theta_2 \cos \phi, \\
\mathbf{x}_d &= R \sin \theta \sin \theta_{d-1} \cdots \sin \theta_2 \sin \phi,
\end{align*}
\]

where \( \theta := \theta_d \in [0,\pi] \), \( \theta_i \in [0,\pi] \) for \( 2 \leq i \leq d-1 \), and \( \phi \in [0,2\pi) \).

The isometry group of the space \( \mathbf{H}_R^d \) is the pseudo-orthogonal group \( SO(d,1) \), the Lorentz group in \( (d+1) \)-dimensions. Hyperbolic space \( \mathbf{H}_R^d \) can be identified with the quotient space \( SO(d,1)/SO(d) \). The isometry group acts transitively on \( \mathbf{H}_R^d \). That is, any point on the hyperboloid can be carried, with the help of a Euclidean rotation of \( SO(d-1) \), to the point \((\cos \alpha, \sinh \alpha, 0, \ldots, 0)\), and a hyperbolic rotation

\[
\begin{align*}
\mathbf{x}_0' &= -\mathbf{x}_1 \sin \alpha + \mathbf{x}_0 \cosh \alpha, \\
\mathbf{x}_1' &= -\mathbf{x}_1 \cosh \alpha - \mathbf{x}_0 \sinh \alpha,
\end{align*}
\]

maps that point to the origin \((1,0,\ldots,0)\) of the space.

In order to do analysis on a fundamental solution of the Helmholtz equation on the hyperboloid and hypersphere, we need to describe how one computes distances in these spaces. One may naturally compare distances on the positive radius pseudo-sphere through analogy with the \( R \)-radius hypersphere. Distances on the hyperspheres are simply given by arc lengths, angles between two arbitrary vectors, from the origin, in the ambient Euclidean space. We consider the \( d \)-dimensional hypersphere embedded in \( \mathbb{R}^{d+1} \). Points on the hypersphere can be parameterized using hyperspherical coordinate systems. Any parameterization of the hypersphere \( \mathbf{S}_R^d \) must have \((\mathbf{x}, \mathbf{x}) = x_0^2 + \cdots + x_d^2 = R^2 \), with \( R > 0 \). The geodesic distance between two points on the hypersphere \( d_\mathbf{S}: \mathbf{S}_R^d \times \mathbf{S}_R^d \rightarrow [0,\pi R] \) is given by

\[
d_\mathbf{S}(\mathbf{x}, \mathbf{x}') := R \rho_\mathbf{S} = R \cos^{-1} \left( \frac{(\mathbf{x}, \mathbf{x}')}{(\mathbf{x}, \mathbf{x})(\mathbf{x}', \mathbf{x}')} \right) = R \cos^{-1} \left( \frac{1}{R^2} (\mathbf{x}, \mathbf{x}') \right).
\]

This is evident from the fact that the geodesics on \( \mathbf{S}_R^d \) are great circles (i.e., intersections of \( \mathbf{S}_R^d \) with planes through the origin) with constant speed parameterizations (see [19, p. 82]).

Accordingly, we now look at the geodesic distance function on the \( d \)-dimensional positive radius pseudo-sphere \( \mathbf{H}_R^d \). Distances between two points on the positive radius pseudo-sphere
are given by the hyperangle between two arbitrary vectors, from the origin, in the ambient Minkowski space. Any parameterization of the hyperboloid $H^d_R$, must have $[x, x] = R^2$. The geodesic distance $d_h: H^d_R \times H^d_R \to [0, \infty)$ between any two points on the hyperboloid is given by

$$d_h(x, x') := R \cosh^{-1}\left(\frac{|x, x'|}{|x, x'|}\right) = R \cosh^{-1}\left(\frac{1}{R^2} (x, x')\right),$$

(3.4)

where the inverse hyperbolic cosine with argument $x \in (1, \infty)$ is given by [27, equation (4.37.19)], (2.23). Geodesics on $H^d_R$ are great hyperbolas (i.e., intersections of $H^d_R$ with planes through the origin) with constant speed parameterizations (see [19, p. 84]). We also define two global functions $\rho_h: H^d_R \times H^d_R \to [0, \infty)$, $\rho_s: S^d_R \times S^d_R \to [0, \pi]$ which represent the projections of the global geodesic distance functions (3.4) on $H^d_R$ and $S^d_R$ onto the corresponding unit radius hyperboloid $H^d$ and hypersphere $S^d$ respectively, namely

$$\rho_h(\hat{x}, \hat{x}') := d_h(x, x')/R,$$

(3.5)

$$\rho_s(\hat{x}, \hat{x}') := d_s(x, x')/R,$$

(3.6)

where $\hat{x} = x/R$ and $\hat{x}' = x'/R$.

### 3.2 The Helmholtz equation in Riemannian spaces of constant curvature

Parametrizations of a submanifold embedded in either a Euclidean or Minkowski space are given in terms of coordinate systems whose coordinates are curvilinear. These are coordinates based on some transformation that converts the standard Cartesian coordinates in the ambient space to a coordinate system with the same number of coordinates as the dimension of the submanifold in which the coordinate lines are curved.

On a $d$-dimensional Riemannian manifold $M$ (a manifold together with a Riemannian metric $g$), the Laplace–Beltrami operator (Laplacian) $\Delta: C^p(M) \to C^{p-2}(M), p \geq 2$, in curvilinear coordinates $\xi = (\xi^1, \ldots, \xi^d)$ is given by

$$\Delta = \sum_{i,j=1}^d \frac{1}{\sqrt{|g|}} \frac{\partial}{\partial \xi^i} \left( \sqrt{|g|} g^{ij} \frac{\partial}{\partial \xi^j} \right),$$

(3.7)

where $|g| = |\det(g_{ij})|$, the infinitesimal distance is given by

$$ds^2 = \sum_{i,j=1}^d g_{ij} d\xi^i d\xi^j,$$

(3.8)

and

$$\sum_{i=1}^d g_{ki} g^{ij} = \delta^j_k.$$  

For a Riemannian submanifold, the relation between the metric tensor in the ambient space and $g_{ij}$ of (3.7), (3.8) is

$$g_{ij}(\xi) = \sum_{k,l=0}^d G_{kl} \frac{\partial x^k}{\partial \xi^i} \frac{\partial x^l}{\partial \xi^j}.$$
On $H^{d}_R$ the ambient space is Minkowski, and therefore $G = \text{diag}(1, -1, \ldots, -1)$. On $S^{d}_R$, $G = \text{diag}(1, 1, \ldots, 1)$.

The set of all geodesic polar coordinate systems on the hyperboloid correspond to the many ways one can put coordinates on a hyperbolic hypersphere, i.e., the Riemannian submanifold $U \subset H^{d}_R$ defined for a bounded $x' \in H^{d}_R$ such that $d_{h}(x, x') = b = \text{const}$, where $b \in (0, \infty)$. These are coordinate systems which correspond to maximal subgroup chains starting with $O(d, 1) \supset O(d) \supset \cdots$, with standard geodesic polar coordinates given by (3.1) being only one of them. (For a thorough description of these see [35, Section X.5].) They all share the property that $d_{h}(x, x')$ is given by (cf. (3.4), (3.6))

\[
d_{h}(x, x') = \text{cosh}^{-1}(\text{cosh} r \text{cosh } r' - \text{sinh} r \text{sinh } r' \cos \gamma),
\]

\[
d_{h}(x, x') = R \text{cos}^{-1}(\cos \theta \text{cos } \theta' + \sin \theta \text{sinh } \theta' \cos \gamma),
\]

where $\gamma$ is the unique separation angle defined on the unit radius submanifold $S^{d-1}$ which is embedded in both $d$-dimensional Riemannian manifolds $H^{d}_R$ and $S^{d}_R$ for a fixed geodesic radius. For instance, one may write the separation angle in standard geodesic polar coordinates (3.1) or (3.2) as follows

\[
\cos \gamma = \cos(\phi - \phi') \prod_{i=1}^{d-2} \sin \theta_i \sin \theta'_i + \sum_{i=2}^{d-2} \cos \theta_i \cos \theta'_i \prod_{j=i+1}^{d-2} \sin \theta_j \sin \theta'_j.
\]

Corresponding separation angle formulæ for any geodesic polar coordinate system can be computed using (3.3), (3.4), and the associated formulæ for the appropriate inner-products.

Note that by making use of the isometry group $\text{SO}(d, 1)$ to map $x'$ to the origin, then the geodesic distance $\rho$ as measured from the origin to a point $x \in H^{d}_R$ with curvilinear coordinate $r$ is $\rho = Rr$. Hence if $R = 1$ which corresponds to $H^{d}$ (the unit radius hyperboloid), then on this Riemannian manifold, the geodesic distance is $\rho = r$, and there is no distinction between the global geodesic distance and the $r$-parameter in a geodesic polar coordinate system.

The infinitesimal distance in a geodesic polar coordinate system on the submanifold $H^{d}_R$ is given by

\[
ds^{2} = R^{2}(dr^{2} + \sinh^{2} r d\gamma^{2}),
\]

and on $S^{d}_R$ by

\[
ds^{2} = R^{2}(d\theta^{2} + \sin^{2} \theta d\gamma^{2}),
\]

where an appropriate expression for $\gamma$ in a curvilinear coordinate system is given by (3.11). If one combines (3.1) or (3.2), (3.7), (3.11) and (3.12) or (3.13), then in a particular geodesic polar coordinate system, the Helmholtz equation on $H^{d}_R$ is given by

\[
(-\Delta \pm \beta^{2}) f = \frac{1}{R^{2}} \left[ -\frac{\partial^{2} f}{\partial r^{2}} - (d - 1) \text{coth } r \frac{\partial f}{\partial r} - \frac{1}{\sinh^{2} r} \Delta_{S^{d-1}} f \pm \beta^{2} R^{2} f \right] = 0,
\]

and on $S^{d}_R$ by

\[
(-\Delta \pm \beta^{2}) f = \frac{1}{R^{2}} \left[ -\frac{\partial^{2} f}{\partial \theta^{2}} - (d - 1) \cot \theta \frac{\partial f}{\partial \theta} - \frac{1}{\sin^{2} \theta} \Delta_{S^{d-1}} f \pm \beta^{2} R^{2} f \right] = 0,
\]

where $\Delta_{S^{d-1}}$ is the corresponding Laplace–Beltrami operator on the unit radius hypersphere $S^{d-1}$.
3.3 Homogeneous solutions of the Helmholtz equation in geodesic polar coordinates

Geodesic polar coordinate systems partition $H^d_R$ into a family of $(d-1)$-dimensional hyperbolic hyperspheres, each with a geodesic radius $Rr$ with $r \in (0, \infty)$ on which all possible hyperspherical coordinate systems for $S^{d-1}$ may be used (see for instance [35]). One then must also consider the limiting case for $r = 0$ to fill out all of $H^d_R$. In subgroup-type coordinate systems, one can compute the normalized hyperspherical harmonics in that space by solving the Laplace equation using separation of variables. This results in a general procedure which is given explicitly in [15, 16]. These angular harmonics are given as general expressions involving trigonometric functions, Gegenbauer polynomials and Jacobi polynomials.

The harmonics in geodesic polar coordinate systems are given in terms of a radial solution multiplied by the angular harmonics. The angular harmonics are eigenfunctions of the Laplace–Beltrami operator on $S^{d-1}$ which satisfy the following eigenvalue problem

$$\Delta_{S^{d-1}} Y^K_l(\hat{x}) = -l(l + d - 2) Y^K_l(\hat{x}),$$

where $\hat{x} \in S^{d-1}$, $Y^K_l(\hat{x})$ are normalized hyperspherical harmonics, $l \in \mathbb{N}_0$ is the angular momentum quantum number, and $K$ stands for the set of $(d-2)$-quantum numbers identifying degenerate harmonics for each $l$. The degeneracy $(2l + d - 3)/(2l + d - 2)$ (see [35, equation (9.2.11)]), tells you how many linearly independent solutions exist for a particular $l$ value and dimension $d$. The hyperspherical harmonics can optionally be normalized so that

$$\int_{S^{d-1}} Y^K_l(\hat{x}) \overline{Y^K_{l'}(\hat{x})} d\omega = \delta^K_l \delta^K_{l'},$$

where $d\omega$ is the Riemannian (volume) measure (see for instance [13, Section 3.4]) on $S^{d-1}$ which is invariant under the isometry group $SO(d)$ (cf. (4.7)), and for $x + iy = z \in \mathbb{C}$, $\overline{z} = x - iy$, represents complex conjugation. The generalized Kronecker delta $\delta^K_{l'} \in \{0, 1\}$ is defined such that it equals 1 if all of the $(d-2)$-quantum numbers identifying degenerate harmonics for each $l$ coincide, and equals zero otherwise.

Since the angular solutions (hyperspherical harmonics) are well-known (see for instance [35, Chapter IX], [11, Chapter 11]), we will now focus on the radial solutions on $H^d_R$ and $S^d_R$ coming from $(-\Delta \pm \beta^2)$ in geodesic polar coordinate systems. These radial solutions respectively satisfy the following ordinary differential equations (cf. (3.14)) for all $R \in (0, \infty)$, namely,

$$-\frac{d^2 h}{dr^2} - (d - 1) \coth r \frac{dh}{dr} + \left( \frac{l(l + d - 2)}{\sinh^2 r} + \beta^2 R^2 \right) h = 0,$$

$$\Delta_{S^{d-1}} = -l(l + d - 2) Y^K_l(\hat{x}),$$

(3.16)

$$-\frac{d^2 s}{d\theta^2} - (d - 1) \cot \theta \frac{ds}{d\theta} + \left( \frac{l(l + d - 2)}{\sin^2 \theta} + \beta^2 R^2 \right) s = 0,$$

(3.17)

on $H^d_R$ and

$$-\frac{d^2 s}{d\theta^2} - (d - 1) \cot \theta \frac{ds}{d\theta} + \left( \frac{l(l + d - 2)}{\sin^2 \theta} - \beta^2 R^2 \right) s = 0,$$

(3.18)

on $S^d_R$.

Eight solutions to the ordinary differential equation (3.16) $h^{d,l,\pm}_{1,R,\beta,\pm}$, $h^{d,l,\pm}_{2,R,\beta,\pm}$ : $(0, \infty) \rightarrow \mathbb{C}$ are given by

$$h^{d,l,\pm}_{1,R,\beta,\pm}(r) = \frac{1}{\sinh \frac{d-1}{2} \frac{r}{R}} P_{-\frac{d-1}{2},-1+l}^{\pm} \left( \frac{\frac{d-1}{2}}{2} \pm \frac{1}{2} \sqrt{(d-1)^2 + 4\beta^2 R^2} \right)(\cosh r),$$

(3.19)
\[ h^{d,l,\pm}_{2,R,\beta,\pm}(r) = \frac{1}{\sinh^{d-1} r} Q^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 + 4\beta^2 R^2}}(\cosh r). \]

Similarly, if \((d - 1)^2 - 4\beta^2 R^2 \geq 0\), the solutions to (3.17) \(f^{d,l,\pm}_{1,R,\beta,\pm}, f^{d,l,\pm}_{2,R,\beta,\pm} : (0, \infty) \to \mathbb{C}\) are
\[ f^{d,l,\pm}_{1,R,\beta,\pm}(r) = \frac{1}{\sinh^{d-1} r} P^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 - 4\beta^2 R^2}}(\cosh r), \]
\[ f^{d,l,\pm}_{2,R,\beta,\pm}(r) = \frac{1}{\sinh^{d-1} r} Q^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 - 4\beta^2 R^2}}(\cosh r). \]

If \((d - 1)^2 - 4\beta^2 R^2 \leq 0\), the solutions to (3.17) are given in terms of the associated Legendre conical functions [27, Section 14.20]
\[ y^{d,l,\pm}_{1,R,\beta,\pm}(r) = \frac{1}{\sinh^{d-1} r} P^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cosh r), \]
\[ y^{d,l,\pm}_{2,R,\beta,\pm}(r) = \frac{1}{\sinh^{d-1} r} Q^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cosh r). \]

On \(S^d_R\), solutions to (3.19) \(s^{d,l,\pm}_{1,R,\beta,\pm}, s^{d,l,\pm}_{2,R,\beta,\pm} : (0, \pi) \to \mathbb{C}\) are given by
\[ s^{d,l,\pm}_{1,R,\beta,\pm}(\theta) = \frac{1}{\sin \frac{\theta}{2}} P^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cos \theta), \]
\[ s^{d,l,\pm}_{2,R,\beta,\pm}(\theta) = \frac{1}{\sin \frac{\theta}{2}} Q^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cos \theta), \]

where \(P^\mu_{\nu}, Q^\mu_{\nu} : (-1, 1) \to \mathbb{C}\) are Ferrers functions of the first and second kind [27, Section 14.3(i)].

Similarly, if \((d - 1)^2 - 4\beta^2 R^2 \geq 0\), solutions to (3.18) \(w^{d,l,\pm}_{1,\beta,\pm}, w^{d,l,\pm}_{2,\beta,\pm} : (0, \pi) \to \mathbb{C}\) are
\[ w^{d,l,\pm}_{1,\beta,\pm}(\theta) = \frac{1}{\sin \frac{\theta}{2}} P^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cos \theta), \]
\[ w^{d,l,\pm}_{2,\beta,\pm}(\theta) = \frac{1}{\sin \frac{\theta}{2}} Q^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cos \theta). \]

Otherwise, if \((d - 1)^2 - 4\beta^2 R^2 \leq 0\), the solutions to (3.18) are given in terms of Ferrers conical functions [27, Section 14.20]
\[ u^{d,l,\pm}_{1,\beta,\pm}(\theta) = \frac{1}{\sin \frac{\theta}{2}} P^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cos \theta), \]
\[ u^{d,l,\pm}_{2,\beta,\pm}(\theta) = \frac{1}{\sin \frac{\theta}{2}} Q^{\pm \left(\frac{d}{2} - 1 + l\right)}_{-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}}(\cos \theta). \]

**Remark 3.1.** If \(\frac{d}{2} - 1 + l\) is a half odd integer \((d \text{ odd})\), the solutions can be expressed as elementary functions. From [27, equations (14.5.15)–(14.5.17)], then \(P^\pm_{\nu \left(\frac{d}{2} - 1 + l\right)}(\cosh r)\) and \(Q^\pm_{\nu \left(\frac{d}{2} - 1 + l\right)}(\cosh r)\) with odd \(d\) can be found by using the order-reccurrence relation [27, equation (14.10.6)]. From [27, equations (14.5.11)–(14.5.14)], then \(P^\pm_{\nu \left(\frac{d}{2} - 1 + l\right)}(\cos \theta)\) and \(Q^\pm_{\nu \left(\frac{d}{2} - 1 + l\right)}(\cos \theta)\) with odd \(d\) can be found by using the order-reccurrence relation [27, equation (14.10.1)]. On the other hand, if \(d\) is even and \((d - 1)^2 - 4\beta^2 R^2 = 0\), the solutions to (3.16), (3.18) can be written in terms of complete elliptic integrals of the first and second kind \(K: [0, 1] \to [\frac{\pi}{2}, \infty)\) and \(E: [0, 1] \to [1, \frac{\pi}{2}]\) respectively. These are given in terms of the Gauss hypergeometric function, namely [27, equations (19.5.1) and (19.5.2)] or through definite integrals [27, Section 19.2]. Using [27, equations (14.5.24)–(14.5.27)], then, \(P^\pm_{\frac{d}{2} - 1}(\cosh r)\) is obtained.
from $P_\frac{1}{2} (\cosh r)$ with $P_{\frac{1}{2}} (\cosh r)$, and $Q^{1}_{\frac{1}{2}} (\cosh r)$ with $Q_{\frac{1}{2}} (\cosh r)$, by the recurrence relations [27, equation (14.10.7)]. Using [27, equations (14.5.20)–(14.5.23)], then, $P_{-\frac{1}{2}} (\cos \theta)$ is obtained from $P_{\frac{1}{2}} (\cos \theta)$ with $P_{-\frac{1}{2}} (\cos \theta)$, and $Q^{1}_{-\frac{1}{2}} (\cos \theta)$ from $Q_{\frac{1}{2}} (\cos \theta)$ with $Q_{-\frac{1}{2}} (\cos \theta)$, by the recurrence relations [27, equation (14.10.2)]. Subsequently, the recurrence relation [27, equation (14.10.6)] can be used to find $P^{\pm (\frac{d}{2} - 1 + l)}_{-\frac{1}{2}} (\cosh r)$ and $Q^{\pm (\frac{d}{2} - 1 + l)}_{-\frac{1}{2}} (\cos \theta)$ in terms of complete elliptic integrals for all half odd integer values of $\pm (\frac{d}{2} - 1 + l)$ by starting with $P_{-\frac{1}{2}} (\cosh r)$, $P^{1}_{-\frac{1}{2}} (\cosh r)$, $Q_{-\frac{1}{2}} (\cosh r)$, and $Q^{1}_{-\frac{1}{2}} (\cos \theta)$. Similarly, [27, equation (14.10.1)] can be used to find $P^{\pm (\frac{d}{2} - 1 + l)}_{-\frac{1}{2}} (\cos \theta)$ and $Q^{\pm (\frac{d}{2} - 1 + l)}_{-\frac{1}{2}} (\cos \theta)$ in terms of complete elliptic integrals for all half odd integer values of $\pm (\frac{d}{2} - 1 + l)$ by starting with $P_{-\frac{1}{2}} (\cos \theta)$, $P^{1}_{-\frac{1}{2}} (\cos \theta)$, $Q_{-\frac{1}{2}} (\cos \theta)$, and $Q^{1}_{-\frac{1}{2}} (\cos \theta)$.

4 A fundamental solution of $(-\Delta \pm \beta^2)$ in Riemannian spaces of constant curvature

Due to the fact that the spaces $H^d_R$ and $S^d_R$ are homogeneous with respect to their isometry groups, the pseudo-orthogonal group $SO(d,1)$ of $H^d_R$, and the orthogonal group $O(d)$ of $S^d_R$, and therefore isotropic manifolds, we expect that there exists a fundamental solution of the Helmholtz equation on each space with spherically symmetric dependence. We specifically expect these solutions to be given on $H^d_R$ in terms of the associated Legendre function of the second kind with argument given by $\cosh r$. This associated Legendre function naturally fits our requirements because it is singular at $r = 0$ and vanishes at infinity, whereas the associated Legendre function of the first kind, with the same argument, is regular at $r = 0$ and singular at infinity. One also might expect a fundamental solution of the Helmholtz equation on hyperspheres to be a Ferrers function of the second kind with argument given by $\cos \theta$, since this is the result we have found previously for Laplace’s equation (see (4.11) below). However on hyperspheres for the Helmholtz equation, there is a twist, as we will see in the next subsection.

4.1 Properties of fundamental solutions of inhomogeneous Laplace/Helmholtz equations on $H^d_R$ and $S^d_R$

In computing a fundamental solution of the Helmholtz equation, we know that on $H^d_R$, $S^d_R$ respectively, a fundamental solution of Helmholtz operators satisfy

\begin{align}
-\Delta \pm \beta^2 \mathcal{H}^{d,\pm}_{R,\beta}(\mathbf{x}, \mathbf{x}') &= \delta_h(\mathbf{x}, \mathbf{x}'), \\
-\Delta \pm \beta^2 \mathcal{S}^{d,\pm}_{R,\beta}(\mathbf{x}, \mathbf{x}') &= \delta_s(\mathbf{x}, \mathbf{x}'),
\end{align}

where $h$ and $s$ are Riemannian metrics on $H^d_R$ and $S^d_R$ respectively, and $\delta_h(\mathbf{x}, \mathbf{x}')$ and $\delta_s(\mathbf{x}, \mathbf{x}')$ are the corresponding Dirac delta distributions on those Riemannian manifolds.

Remark 4.1. Note that solutions to the inhomogeneous Helmholtz equation corresponding to the operator $(-\Delta - \beta^2)$ on $S^d_R$ exist except at a countably infinite number of ‘bad’ positive values of $\beta^2$. These correspond to the eigenvalues of the Laplace–Beltrami operator on $S^d_R$ and are given by $\nu \in \mathbb{N}_0$. Also note that Szmytkowski [31] has studied a modified or reduced fundamental solution to deal with this case, but we have not yet pursued this.

Consider Poisson’s equation on $S^d_R$: $-\Delta u = \rho$ on a compact Riemannian manifold $M$ with
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boundary \( \partial M \). The divergence theorem on this manifold is given by (cf. [19, p. 43])

\[
\int_M \text{div} \mathbf{X} dV = \int_{\partial M} \langle \mathbf{X}, \mathbf{N} \rangle d\tilde{V}, \tag{4.3}
\]

where \( dV \) is the Riemannian volume measure on \( M \), \( \mathbf{N} \) is the outward unit normal to \( \partial M \), and \( d\tilde{V} \) is the Riemannian volume measure of the induced metric on \( \partial M \). If one invokes the divergence theorem on \( S^d_R \), with regard to Poisson’s equation on this manifold using \( \mathbf{X} = \nabla u \), then since \( \partial S^d_R = \emptyset \), one ascertains

\[
\int_{S^d_R} \rho dV = 0.
\]

Hence on \( S^d_R \) (and on all compact manifolds without boundary), there does not exist a source density distribution \( \rho \), satisfying Poisson’s equation, with non-vanishing integral. In fact, a fundamental solution of Laplace’s equation on \( S^d_R \) (4.11), as pointed out in [3, Section 5.4] is actually the solution to the Poisson equation whose inhomogeneous source distribution is given by a point source at the origin and another with opposite sign, on the opposite pole of the hypersphere (both modeled by Dirac delta distributions).

Applying the divergence theorem to solutions of the inhomogeneous Helmholtz equations

\[
(-\Delta \pm \beta^2) u = \rho \text{ on } S^d_R
\]

produces

\[
\int_{S^d_R} \rho dV = \pm \beta^2 \int_{S^d_R} u dV. \tag{4.4}
\]

Hence for the Helmholtz equation, the integral of the density distribution over the entire manifold is not required to vanish. Instead, it must be equal to the total integral of the solution multiplied by the wavenumber \( \pm \beta^2 \). Note that in the case where the total integral of the density distribution vanishes, this implies that the total integral of the solution must also vanish. This is the case for a fundamental solution of Laplace’s equation on \( S^d_R \), in which case a fundamental solution must be an odd function of the geodesic distance as measured from the equator \( \theta = \frac{1}{2} \pi \) of the hypersphere \( S^d_R \). We will also study odd solutions for Helmholtz operators on these manifolds and compare the \( \beta \to 0^+ \) limit for Laplace operators for the opposite antipodal fundamental solutions

\[
(-\Delta \pm \beta^2) A^d_{R,0}(x, x') = \delta_s(x, x') - \delta_s(-x, x'), \tag{4.5}
\]

whose total integral over the manifold must vanish.

Another important requirement for a fundamental solution of the \((-\Delta - \beta^2)\) Helmholtz operator in Euclidean space is the Sommerfeld radiation condition. Sommerfeld defined this radiation condition for a scalar field satisfying the Helmholtz equation as [30, p. 189] (see also [29, p. 396]) “... the sources must be sources, not sinks of energy. The energy which is radiated from the sources must scatter to infinity; no energy may be radiated from infinity into the prescribed singularities of the field.” On \( \mathbb{R}^d \), this radiation condition is expressed mathematically as

\[
\lim_{r \to \infty} r^{d-1} \left( \frac{\partial}{\partial r} - i\beta \right) G^d_{\beta^+}(r) = 0, \tag{4.6}
\]

where \( r = ||x - x'||, x, x' \in \mathbb{R}^d \). The fundamental solution \( G^d_{\beta^+} \) satisfying this condition will be given in Theorem 4.2 below.
4.2 A fundamental solution of the Helmholtz equation in spaces of constant curvature

The Dirac delta distribution with metric \(g\) is defined for an open set \(U \subset H^d_R\) with \(x, x' \in H^d_R\), or \(U \subset S^d_R\) with \(x, x' \in S^d_R\), such that

\[
\int_U \delta_g(x, x') \, d\text{vol}_g = \begin{cases} 
1, & \text{if } x' \in U, \\
0, & \text{if } x' \notin U,
\end{cases}
\]

where \(d\text{vol}_g\) is the Riemannian (volume) measure, invariant under the isometry group \(SO(d, 1)\) of the Riemannian manifold \(H^d_R\) on \(R\) operators in Euclidean space \(\Delta\). Let

\[
\text{Theorem 4.2.}
\]

\[
Theorem 4.2. Let \(d \in \mathbb{N}\). Define
\]

\[
G^{d,\pm}_{\beta}(x, x') = \frac{1}{(2\pi)^{\frac{d}{2}}} \left( \frac{\beta}{\|x - x'\|} \right)^{\frac{d}{2} - 1} K_{\frac{d}{2} - 1}(\beta \|x - x'\|),
\]

\(\text{in standard geodesic polar coordinates. Therefore in standard geodesic polar coordinates, we have the following:}

\[
\delta_h(x, x') = \frac{\delta(r - r')}{R^d \sinh^{d-1} r'} \frac{\delta(\theta_1 - \theta'_1)\delta(\theta_2 - \theta'_2) \cdots \delta(\theta_{d-1} - \theta'_{d-1})}{\sin \theta'_2 \sin^2 \theta'_3 \cdots \sin^{d-2} \theta'_{d-1}},
\]

\[
\delta_s(x, x') = \frac{\delta(\theta - \theta')}{R^d \sin^{d-1} \theta'} \frac{\delta(\theta_1 - \theta'_1)\delta(\theta_2 - \theta'_2) \cdots \delta(\theta_{d-1} - \theta'_{d-1})}{\sin \theta'_2 \sin^2 \theta'_3 \cdots \sin^{d-2} \theta'_{d-1}}.
\]

In general since we can add any function that satisfies the homogeneous Helmholtz equation to a fundamental solution of the same equation and still have a fundamental solution, we will use this freedom to make our fundamental solution as simple as possible. It is reasonable to expect that there exists a particular spherically symmetric fundamental solution on each manifold \((H^d_{R,\beta}(x, x'))\) on \(H^d_R\) and \(S^d_{R,\beta}(x, x')\) on \(S^d_R\) with pure radial \(\rho_h(\hat{x}, \hat{x}')\) (3.5) on \(H^d_R\) or \(\rho_s(\hat{x}, \hat{x}')\) (3.6) on \(S^d_R\) and constant angular dependence (invariant under rotations centered about the origin), due to the influence of the point-like nature of the Dirac delta distribution. For a spherically symmetric solution of the Helmholtz equation, the corresponding \(\Delta S^{d-1}\) term vanishes since only the \(l = 0\) term survives. In other words, we expect there to exist a fundamental solution of the Helmholtz equation such that, aside from a multiplicative constant which depends on \(R, \beta,\) and \(d,\) \(H^d_{R,\beta}(x, x') = f_1(\rho_h)\) on \(H^d_R\) and \(S^d_{R,\beta}(x, x') = f_2(\rho_s)\) on \(S^d_R\).

In the remainder of this section, we derive fundamental solutions for \((-\Delta \pm \beta^2)\) on \(H^d_R\) (Section 4.3), \((-\Delta + \beta^2)\) on \(S^d_R\) (Section 4.4.1), and study two candidate fundamental solutions for \((-\Delta - \beta^2)\) on \(S^d_R\) (Section 4.4.2). We will require a fundamental solution of Helmholtz operators in Euclidean space \(R^d\). These are well-known and can be found in, for instance, [4, p. 139].

**Theorem 4.2.** Let \(d \in \mathbb{N}\). Define

\[
G^{d,\pm}_{\beta}(x, x') = \frac{1}{(2\pi)^{\frac{d}{2}}} \left( \frac{\beta}{\|x - x'\|} \right)^{\frac{d}{2} - 1} K_{\frac{d}{2} - 1}(\beta \|x - x'\|),
\]

\(\text{in standard geodesic polar coordinates.} \)
\[ G^{d,-}_{\beta}(x, x') = \frac{1}{4} \left( \frac{\beta}{2\pi \|x - x'\|} \right)^{\frac{d-1}{2}} H^{(1)}_{\frac{d}{2}-1}(\beta \|x - x'\|), \]  

then \( G^{d,\pm}_{\beta} \) respectively are fundamental solutions for \((-\Delta \pm \beta^2)\) in Euclidean space \( \mathbb{R}^d \), where \( \Delta \) is the Laplace operator on \( \mathbb{R}^d \).

Note most authors only present the above theorem for the case \( d \geq 2 \) but it is easily verified to also be valid for the case \( d = 1 \) as well. Fundamental solutions for \(-\Delta\) on \( \mathbb{H}^d_R, S^d_R \) (opposite antipodal) are respectively (see [6, Theorem 3.1], [7, equation (2.4)])

\[ \mathcal{H}^d_R(x, x') := \frac{e^{-i\pi(\frac{d-1}{2})}}{(2\pi)^{\frac{d}{2}} R^{d-2} \sin^\frac{d-1}{2}} Q^{\frac{d}{2}-1}_\frac{d}{2}(\cosh \rho_h), \]  

\[ \mathcal{A}^d_R(x, x') := \frac{(d-2)!}{(2\pi)^{\frac{d}{2}} R^{d-2} \sin^\frac{d-1}{2}} Q^{\frac{d}{2}-1}_\frac{d}{2}(\cos \rho_s), \]

where the geodesic distances are given by (3.9), (3.10). These fundamental solutions will be useful to constrain the possible homogeneous solutions which are to be used to obtain our fundamental solutions in the \( \beta \to 0^+ \) limit (when they exist, see Section 4.1).

Due to the fact that the spaces \( \mathbb{H}^d_R \) and \( S^d_R \) are homogeneous with respect to their isometry groups \( \text{SO}(d, 1) \) and \( \text{O}(d) \) respectively, and therefore isotropic manifolds, without loss of generality, we are free to map the point \( x' \in \mathbb{H}^d_R \) or \( x' \in S^d_R \) to the origin. In this case, the global geodesic distance function \( \rho_h \) coincides with the radial parameter \( r \) in geodesic polar coordinates, and \( \rho_s \) with \( \theta \); and therefore we may interchange \( r \) with \( \rho_h \) and \( \theta \) with \( \rho_s \) accordingly (cf. (3.9) with \( r' = 0 \)) in our representation of a fundamental solution for the Helmholtz equation on each manifold. Notice that we can add any homogeneous solution to a fundamental solution of the Helmholtz equations (3.14), (3.15), respectively, and still have a fundamental solution of Helmholtz operators. This is because a fundamental solution of the Helmholtz equation must satisfy

\[ \int_{\mathcal{H}^d_R} (-\Delta + \beta^2) (\varphi_h(x')) \mathcal{H}^d_R(x, x') d\text{vol}'_h = \varphi_h(x), \]

\[ \int_{\mathcal{S}^d_R} (-\Delta + \beta^2) (\varphi_s(x')) \mathcal{A}^d_R(x, x') d\text{vol}'_s = \varphi_s(x), \]

for all \( \varphi_h \in \mathcal{D}(\mathbb{H}^d_R), \varphi_s \in \mathcal{D}(\mathbb{S}^d_R) \), where \( \mathcal{D} \) is the space of test functions, and \( d\text{vol}'_h, d\text{vol}'_s \) are the Riemannian (volume) measures on \( \mathbb{H}^d_R, \mathbb{S}^d_R \) respectively in the primed coordinates.

### 4.3 Fundamental solutions of Helmholtz operators on \( \mathbb{H}^d_R \)

**Theorem 4.3.** Let \( d \in \{2, 3, \ldots\} \). Define \( \mathcal{H}^{d,+}_{R,\beta} : (\mathbb{H}^d_R \times \mathbb{H}^d_R) \setminus \{(x, x) : x \in \mathbb{H}^d_R\} \to \mathbb{R} \) as

\[ \mathcal{H}^{d,+}_{R,\beta}(x, x') := \frac{e^{-i\pi(\frac{d}{2}-1)}}{(2\pi)^{\frac{d}{2}} R^{d-2}(\sinh \rho_h)^{\frac{d}{2}-1} \sqrt{(d-1)^2 + 4\beta^2 R^2}}(\cosh \rho_h), \]

where \( \rho_h := \cosh^{-1}(\tilde{x}, \tilde{x}') \) is the geodesic distance between \( \tilde{x} \) and \( \tilde{x}' \) on the pseudo-sphere of unit radius \( \mathbb{H}^d \), with \( \tilde{x} = x/R, \tilde{x}' = x'/R \). Then \( \mathcal{H}^{d,+}_{R,\beta} \) is a fundamental solution for the Helmholtz operator \( (-\Delta + \beta^2) \) on \( \mathbb{H}^d_R \).

**Remark 4.4.** It has been brought to our attention by one of the referees that a fundamental solution for the Helmholtz equation \( \mathcal{H}^{d,+}_{1,\beta}(x, x') \) on the unit-radius hyperboloid \( \mathbb{H}^d \) is given in [24, Theorem 3.3]. Note that the half-space model of hyperbolic geometry is used there, rather than the hyperboloid model which is used in this paper.
Proof. Our derivation for a fundamental solution of the Helmholtz equation $\mathcal{H}_{R,\beta}^{d,+}(\mathbf{x}, \mathbf{x}')$ on the $R$-radius hyperboloid $H^d_R$ is as follows. By starting with the spherically symmetric solution
\[
\frac{1}{\sinh^{d-1}r} Q^{d-1}_{\frac{d}{2}-1}(\sqrt{(d-1)^2+4\beta^2 R^2})(\cosh r),
\]
which is singular at $r = 0$, to the homogeneous the Helmholtz equation, we have
\[
\mathcal{H}_{R,\beta}^{d,+}(\mathbf{x}, \mathbf{x}') = \frac{c}{\sinh^{d-1}r} Q^{d-1}_{\frac{d}{2}-1}(\sqrt{(d-1)^2+4\beta^2 R^2})(\cosh \rho_h).
\]
The constant $c$ is obtained by matching to a Euclidean fundamental solution of the Helmholtz equation in the flat-space limit $R \to \infty$ (see [7, Section 2.4]) with geodesic distance $R \rho_h$ and thus $\rho_h \to 0^+$. Using (2.13), $\nu = -\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 + 4\beta^2 R^2} \sim \beta R \to \infty$, as $R \to \infty$ and $\mu = \frac{d}{2} - 1$, we have
\[
\mathcal{H}_{R,\beta}^{d,+}(\mathbf{x}, \mathbf{x}') \sim \frac{c}{\sinh^{d-1}(\rho)} e^{i\pi \nu \mu \beta} \left( \frac{\rho_h}{\sinh \rho_h} \right)^{\frac{1}{2}} K_{\frac{d}{2}-1}((\nu + \frac{1}{2}) \rho_h)
\]
\[
\sim c e^{i\left(\frac{d}{2}-1\right)\pi \beta \frac{d}{2}-1} R^{d-2} (\rho \beta R)^{\frac{d}{2}-1} K_{\frac{d}{2}-1}(\beta \rho) \frac{R^{d-2}}{||\mathbf{x} - \mathbf{x}'||^{\frac{d}{2}-1}} K_{\frac{d}{2}-1}(\beta ||\mathbf{x} - \mathbf{x}'||),
\]
where we have used $\sinh \rho_h \sim \rho_h$ as $\rho_h \to 0$. By equating (4.12) with $G_{R,\beta}^{d,+}$ and solving for $c$, we obtain $c = e^{-i\pi \left(\frac{d}{2}-1\right)(2\pi)^{-\frac{d}{2}} R^{2-d}}$, which completes the proof. 

Remark 4.5. For $d = 2$, the particular choice of $\beta = \sqrt{3}/(2R)$, a fundamental solution for this Helmholtz operator $\mathcal{H}_{R,\beta}^{d,+}$ reduces to an expression involving complete elliptic integrals of the first and second kind through [27, equations (14.5.24)–(14.5.27)]. This is also true for even $d \geq 2$ with different choices of $\beta$, namely
\[
\beta = \frac{\sqrt{(n+1)^2 - (d-1)^2}}{2R},
\]
where $n$ is an odd-integer, so that the associated Legendre function of the second kind becomes a toroidal harmonic. All toroidal harmonics can be obtained, for instance, by using [27, equations (14.5.24)–(14.5.27)] as starting points for the recurrence relations for associated Legendre functions of the second kind such as [27, equations (14.10.3), (14.10.6) and (14.10.7)].

Theorem 4.6. Let $d \in \{2, 3, \ldots\}$. Define $\mathcal{H}_{R,\beta}^{d,-}$ on $(H^d_R \times H^d_R) \setminus \{(\mathbf{x}, \mathbf{x}) : \mathbf{x} \in H^d_R\} \to \mathbf{R}$ as
\[
\mathcal{H}_{R,\beta}^{d,-}(\mathbf{x}, \mathbf{x}') := \frac{e^{-i\pi \left(\frac{d}{2}-1\right)}}{(2\pi)^{d/2} R^{d-2} (\sinh \rho_h)^{d/2-1}} Q^{d-1}_{\frac{d}{2}-1}(\cosh \rho_h),
\]
where $\rho_h := \cosh^{-1}([\mathbf{x}, \mathbf{x}'])$ is the geodesic distance between $\mathbf{x}$ and $\mathbf{x}'$ on the pseudo-sphere of unit radius $H^d_R$.
\[
\nu = \begin{cases}
-\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 - 4\beta^2 R^2}, & \text{if } (d-1)^2 - 4\beta^2 R^2 \geq 0, \\
-\frac{1}{2} - \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2}, & \text{if } (d-1)^2 - 4\beta^2 R^2 \leq 0,
\end{cases}
\]
\[
\mathbf{x} = \mathbf{x}' = \mathbf{x}' / R. \text{ Then } \mathcal{H}_{R,\beta}^{d,-} \text{ is a fundamental solution for the Helmholtz operator } (-\Delta - \beta^2)
\]
on $H^d_R$. 
Proof. Our derivation for a fundamental solution of the Helmholtz equation $\mathcal{H}_{R,\beta}^{d,-}(x, x')$ on the $R$-radius hyperboloid $H_R^d$ is as follows. In the flat-space limit $R \to \infty$, we must start with a solution such that $4\beta^2 R^2 > (d-1)^2$. Therefore we look for spherically symmetric conical solutions of the form

$$
\frac{1}{\sinh^{\frac{d}{2}-1} r} Q_{\frac{d}{2}-1}^2(\cosh r),
$$

(singular at $r = 0$), of the homogeneous Helmholtz equation. Therefore we must decide which conical form

$$
\mathcal{H}_{R,\beta}^{d,-}(x, x') = \frac{c}{\sinh^{\frac{d}{2}-1} r} Q_{\frac{d}{2}-1}^2(\cosh \rho_h),
$$

where $4\beta^2 R^2 > (d-1)^2$, is appropriate. Using Theorem 4.2, we know the flat-space limit should produce a Hankel function of the first kind $H_{\frac{d}{2}-1}^{(1)}$, and therefore from Theorem 2.5, we see that the solution with the minus sign in front of the imaginary unit is necessary. The constant $c$ is obtained by matching to a Euclidean fundamental solution of the Helmholtz equation in the flat-space limit $R \to \infty$ with geodesic distance $R \rho_h$ and thus $\rho_h \to 0^+$. In the flat-space limit $\tau \sim \beta R$ and $\rho_h \sim r/R$, where $r$ is the geodesic distance between two points in Euclidean space $\mathbb{R}^d$. Using (2.22) (with the plus sign in the order), as $R \to \infty$ and $\mu = \frac{d}{2} - 1$, we have

$$
\mathcal{H}_{R,\beta}^{d,-}(x, x') \sim \frac{\text{i} \pi c e^{\text{i} \pi \mu} \mu}{2(\sinh \rho_h)^{\frac{d}{2}-1}} \sqrt{\frac{\rho_h}{\sinh \rho_h}} H_{\mu}^{(1)}(\tau \rho_h)
$$

$$
\sim \frac{\text{i} \pi c e^{\text{i} \pi \beta} \beta^{\frac{d}{2}-1} R^{d-2}}{2r^{\frac{d}{2}-1}} H_{\frac{d}{2}-1}^{(1)}(\beta r)
$$

$$
= \frac{\text{i} \pi c e^{\text{i} \pi \beta} \beta^{\frac{d}{2}-1} R^{d-2}}{2||x - x'||^\frac{d}{2}-1} H_{\frac{d}{2}-1}^{(1)}(\beta \|x - x'\|). \tag{4.14}
$$

By equating (4.14) with $\mathcal{G}_{\beta}^{d,-}$ in Theorem 4.2 and solving for $c$, we obtain

$$
c = \frac{e^{-\text{i} \pi \frac{d}{2}-1} \pi}{(2\pi)^{\frac{d}{2}} R^{d-2}},
$$

which proves the full behavior of $\mathcal{H}_{R,\beta}^{d,-}$ for $4\beta^2 R^2 > (d-1)^2$. For the case $4\beta^2 R^2 \leq (d-1)^2$, we match up to a fundamental solution of $-\Delta$ on $H_R^d$ (4.10) as $\beta \to 0$ which requires a fundamental solution with functional dependence as follows

$$
\mathcal{H}_{R,\beta}^{d,-}(x, x') = \frac{g}{\sinh^{\frac{d}{2}-1} \rho_h} Q_{\frac{d}{2}-1}^2(\cosh \rho_h). \tag{4.10}
$$

Matching the constants $c$ and $g$ at $\beta = (d-1)/(2R)$, completes the proof. \hfill \blacksquare

4.3.1 Uniqueness of fundamental solutions for $(-\Delta \pm \beta^2)$ on $H_R^d$

It is clear that, in general, a fundamental solution of the Helmholtz equation in the hyperboloid model of hyperbolic geometry $\mathcal{H}_{R,\beta}^{d,\pm}$ is not unique since one can add any homogeneous solution of the Helmholtz equations $h_{\pm}: H_R^d \to \mathbb{R}$ to $\mathcal{H}_{R,\beta}^{d,\pm}$ and still obtain solutions to (4.1) since $h_{\pm}$ is in the kernel of $(-\Delta \pm \beta^2)$. 
Proposition 4.7. There exists precisely one $C^\infty$-function $H_\pm : (\mathcal{H}_R^d \times \mathcal{H}_R^d) \setminus \{(x, x) : x \in \mathcal{H}_R^d\} \to \mathbb{R}$ such that for all $x' \in \mathcal{H}_R^d$, the function $(H_\pm)_x : \mathcal{H}_R^d \setminus \{x\} \to \mathbb{R}$, defined by $(H_\pm)_x(x) := (H_\pm)(x, x')$ is a function on $\mathcal{H}_R^d$ with $(-\Delta \pm \beta^2)(H_\pm)_x = \delta_g(\cdot, x')$, and

$$\lim_{d_h(x, x') \to \infty} (H_\pm)_x(x) = 0,$$

(4.15)

where $d_h(x, x')$ is the geodesic distance between two points $x, x' \in \mathcal{H}_R^d$.

Proof. Existence is clear. For uniqueness, suppose $H_\pm$ and $\tilde{H}_\pm$ are two such functions. Let $x' \in \mathcal{H}_R^d$. Define the $C^\infty$-function $h_\pm : \mathcal{H}_R^d \setminus \{x\} \to \mathbb{R}$ by $h_\pm = (H_\pm)_x - (\tilde{H}_\pm)_x$. Then $h_\pm$ is a function on $\mathcal{H}_R^d$ with $(-\Delta \pm \beta^2)h_\pm = 0$. Since $\mathcal{H}_R^d$ is locally Euclidean, one has by local elliptic regularity that $h_\pm$ can be extended to a $C^\infty$-function $\hat{h}_\pm : \mathcal{H}_R^d \to \mathbb{R}$. It follows from (4.15) for $H_\pm$ and $\tilde{H}_\pm$ that

$$\lim_{d_h(x, x') \to \infty} \hat{h}_\pm(x) = 0.$$

(4.16)

The strong elliptic maximum/minimum principle on a Riemannian manifold for a bounded domain $\Omega$ states that if $u$ is a homogeneous solution to an elliptic operator, then the supremum/infimum of $u$ in $\Omega$ coincides with the supremum/infimum of $u$ on the boundary $\partial \Omega$. By using a compact exhaustion sequence $\Omega_k$ in a non-compact connected Riemannian manifold and passing to a subsequence $x_k \in \partial \Omega_k$ such that $x_k \to \infty$, the strong elliptic maximum/minimum principle can be extended to non-compact connected Riemannian manifolds with boundary conditions at infinity (see for instance [13, Section 8.3.2]). Taking $\Omega_k \subset \mathcal{H}_R^d$, the strong elliptic maximum/minimum principle for non-compact connected Riemannian manifolds implies using (4.16) that $\hat{h}_\pm = 0$. Therefore $h_\pm = 0$ and $H_\pm(x, x') = \tilde{H}_\pm(x, x')$ for all $x \in \mathcal{H}_R^d \setminus \{x\}$. $\blacksquare$

By Proposition 4.7, for $d \geq 2$, the functions $\mathcal{H}_R^{d,\pm}$ are the unique fundamental solutions for these Helmholtz operators which satisfy the vanishing decay (4.15).

4.4 Fundamental solutions of Helmholtz operators $(-\Delta \pm \beta^2)$ on $S^d_R$

It has been discussed in Section 4.1 that on $S^d_R$, there exists fundamental solutions of Helmholtz operators with a single Dirac delta distribution at the origin. Such fundamental solutions should have the properties that they are singular at the origin and bounded at the opposite pole of the hypersphere. Since homogeneous solutions of the Helmholtz equation are of the form $(\sin \rho_s)^{-\mu}[c_1(\pm\pm)P_{\nu}^{\pm\mu}(\pm \cos \rho_s) + c_2(\pm\pm)Q_{\nu}^{\pm\mu}(\pm \cos \rho_s)]$, where $\mu = \frac{d}{2} - 1$ (see Section 3.3), one should study the behavior of these homogeneous solutions as $x \to 1^+$. In fact, $P_{\nu}^{\mu}(-x)$ is the unique solution to the associated Legendre differential equation with the required behavior as $x \to 1^+$ (see Section 2.4.1). In particular, $(\sin \rho_s)^{-\mu}P_{\nu}^{\mu}(-x)$ has the required spherically symmetric regular behavior on the opposite pole.

Furthermore, as was seen in Section 4.1, a fundamental solution of the Helmholtz equation on $S^d_R$ must also satisfy a total integral normalization property (4.4), due to applying the divergence theorem. An alternative integration constraint due to the divergence theorem on a hypersphere can be considered as follows. Consider the compact manifold with boundary by a ball of radius $R\epsilon$, $0 < \epsilon \ll 1$, embedded within $S^d_R$ with center at the origin $\theta = 0$. Let $X = \nabla S_{R,\beta}^{d,\pm}(x, x')$ and through (4.2), one has

$$\text{div } X = \Delta S_{R,\beta}^{d,\pm}(x, x') = -\delta_s(x, x') \pm \beta^2 S_{R,\beta}^{d,\pm}(x, x').$$
Now use the divergence theorem (4.3), and one obtains what we refer to as the $\epsilon$-ball integral constraint, namely

$$-1 \pm \beta^2 \int_{S^d_{R,\beta}} S^d_{R,\beta}(x, x')dV = \int_{S^{d-1}_{R,\beta}} \left[ \frac{1}{R} \partial_{\theta} S^d_{R,\beta}(x, x') \right]_{\theta=\epsilon} d\tilde{V}, \quad (4.17)$$

which can be verified directly. This is because for some differentiable function $u(\theta)$ on $S^d_R$, $\theta \in (0, \pi)$, the normal derivative in standard geodesic polar coordinates (3.2) is

$$\langle \nabla u(\theta), N \rangle = \frac{1}{R} \partial_{\theta} u(\theta).$$

Apart from these local behaviors, fundamental solutions of Helmholtz operators on $S^d_R$ may or may not have the desired limiting behaviors as $\beta \to 0$ or in the flat-space limit $R \to \infty$. For instance, there does not exist a fundamental solution of Laplace’s equation on $S^d_R$ with non-vanishing total integral. Hence for fundamental solutions of a single Dirac delta distribution $S^d_{R,\beta}$ (4.2), the $\beta \to 0$ limit should not exist. However, for an opposite antipodal fundamental solution $A^d_{R,\beta}$ (4.5), the $\beta \to 0$ limit should exist, namely (4.11)

$$\lim_{\beta \to 0} A^d_{R,\beta} = A^d_R.$$

One would also expect that since all manifolds are locally Euclidean, that a fundamental solution of Helmholtz operators should look locally like a Euclidean fundamental solutions of Helmholtz operators (4.8), (4.9), namely

$$S^d_{R,\beta} \to_{R \to \infty} G^d_{\beta}, \quad A^d_{R,\beta} \to_{R \to \infty} G^d_{\beta}.$$

Since the Sommerfeld radiation condition requirement does not apply to the Helmholtz operator $(-\Delta + \beta^2)$, for this operator, problems associated with this requirement should not arise. In fact, we will see the above requirements for this operator is easily satisfied.

### 4.4.1 Fundamental solutions on $S^d_R$ for $(-\Delta + \beta^2)$

In analogy to solutions of a damped pendulum, for the operator under study in this section, the following has been brought to our attention by one of the referees. If $\beta^2$ is not constrained to be either positive or negative, physicists would call the cases: (1) $4\beta^2 R^2 - (d-1)^2 < 0$, “underdamped” or “oscillatory”; (2) $4\beta^2 R^2 - (d-1)^2 > 0$, “overdamped”; and (3) $4\beta^2 R^2 - (d-1)^2 = 0$, “critically damped”. A fundamental solution for $(-\Delta + \beta^2)$ will oscillate increasingly on $S^d_R$ when $\beta^2$ is made increasingly negative, so that $4\beta^2 R^2 - (d-1)^2 < 0$ is increasingly negative. However if $\beta^2$ is made sufficiently positive, the oscillations in a fundamental solution of $(-\Delta + \beta^2)$ will disappear.

A fundamental solution with a single Dirac delta distribution at the origin for $(-\Delta + \beta^2)$ on $S^d_R$ is given in the following theorem.

**Theorem 4.8.** Let $d \in \{2, 3, \ldots \}$. Define $S^d_{R,\beta} : (S^d_R \times S^d_R) \setminus \{(x, x) : x \in S^d_R\} \to \mathbb{R}$ as

$$S^d_{R,\beta}(x, x') := \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{d-1}n^{d/2}R^{d-2}(\sin \rho_s)^{d-2}} P^{-\mu}(-\cos \rho_s), \quad (4.18)$$

where

$$\mu = \frac{d}{2} - 1, \quad \nu = \left\{ \begin{array}{ll} -\frac{1}{2} + \frac{1}{2}\sqrt{(d-1)^2 - 4\beta^2 R^2}, & \text{if } (d-1)^2 - 4\beta^2 R^2 \geq 0, \\ -\frac{1}{2} + \frac{i}{2}\sqrt{4\beta^2 R^2 - (d-1)^2}, & \text{if } (d-1)^2 - 4\beta^2 R^2 \leq 0, \end{array} \right. \quad (4.19)$$
$\rho_s := \cos^{-1}(\hat{x}, \hat{x}')$ is the geodesic distance between $\hat{x}$ and $\hat{x}'$ on the hypersphere of unit radius $S^d$, $\hat{x} = x/R$, $\hat{x}' = x'/R$. Then $S_{R,\beta}^{d,+}$ is a fundamental solution for the Helmholtz operator $(-\Delta + \beta^2)$ on $S^d_R$.

**Proof.** Apart from a constant in $\nu$, $\mu$, we guess a form of a fundamental solution for this Helmholtz operator for a single Dirac delta distribution at the origin on $S^d_R$. Hence our ansatz will be

$$S_{R,\beta}^{d,+}(x, x') := \frac{c(\nu, \mu)P_{\nu}^{-\mu}(-x)}{(1 - x^2)^{\frac{d}{2}}},$$

where $x = \cos \rho_s$, and $c(\nu, \mu)$ is constant in $x$. This constant, for instance, can be determined through the integral normalization requirement (4.4). We must verify

$$\int_{S^d_R} S_{R,\beta}^{d,+}(x, x')d\nu_s = \frac{1}{\beta^2}. \tag{4.20}$$

Starting with the left-hand side of (4.20), and using (2.51), noting the standard volume integral

$$\int_{S^{d-1}_R} d\nu_s = \frac{2\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} R^{d-1}, \tag{4.21}$$

after simplifying, one requires that

$$c(\nu, \mu) = \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{\frac{d}{2} + 1}\pi^{\frac{d}{2}} R^{d-2}}.$$

All that remains is to demonstrate that (4.18) produces (4.8) in the flat-space limit, $R \rightarrow \infty$. In the flat-space limit $\rho_s \sim \frac{\vartheta}{R}$ and $\nu \sim -\frac{1}{2} + i\beta R$, with $\vartheta \rightarrow ||x-x'||$. Using the uniform asymptotics given by (2.64), the demonstration is validated. This completes the proof of Theorem 4.8. \[\blacksquare\]

**Remark 4.9.** Note that (2.47) gives the strength of the cusp on the opposite pole (at $\theta = \pi$) for fundamental solutions on hyperspheres, such as that given in Theorem 4.8.

**Remark 4.10.** If one considers the $\beta \sim 0$ approximation for (4.18), we see that as $\beta \rightarrow 0$,$

$$S_{R,\beta}^{d,+}(x, x') \sim A_R^{d}(x, x') + \frac{\Gamma\left(\frac{d+1}{2}\right)}{2\pi^{\frac{d}{2} - 1} R^{d-2}}.$$$$

In order to obtain this, we have used [27, equation (14.5.18)], the binomial and small angle approximations for trigonometric functions. Hence $\lim_{\beta \rightarrow 0} S_{R,\beta}^{d,+}(x, x') = \infty$, and as one expects (see Section 4.1) the $\beta \rightarrow 0$ (Laplace) limit of $S_{R,\beta}^{d,+}(x, x')$ does not exist.

**Remark 4.11.** The $\epsilon$-ball integral constraint (4.17) for $S_{R,\beta}^{d,+}$ is satisfied. This can be verified by noting that as $\rho_s \rightarrow 0^+$,

$$S_{R,\beta}^{d,+}(x, x') \sim \frac{\Gamma(\frac{d}{2} - 1)}{4\pi^\frac{d}{2}(R\rho_s)^{d-2}}, \quad \frac{1}{R} \frac{\partial}{\partial \rho_s} S_{R,\beta}^{d,+}(x, x') \sim -\frac{\Gamma(\frac{d}{2})}{2\pi^\frac{d}{2}(R\rho_s)^{d-1}},$$

and using (4.21).

A fundamental solution with two opposite antipodal Dirac delta distributions, one at the origin and another on the opposite pole of $S^d_R$, for $(-\Delta + \beta^2)$ is given in the following theorem.
Theorem 4.12. Let \( d \in \{2, 3, \ldots \} \). Define \( A_{R, \beta}^{d,+}: (S^d \times S^d) \setminus \{(x, x): x \in S^d\} \rightarrow \mathbb{R} \) by

\[
A_{R, \beta}^{d,+}(x, x') := \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{\frac{d}{2}+1}\pi^\frac{d}{2}R^{d-2}(\sin \rho_s)^{\frac{d}{2}-1}} f_{\nu}^{-}\mu(\cos \rho_s),
\]

where \( \mu \) and \( \nu \) are given by (4.19), \( \rho_s = \cos^{-1}(\langle \hat{x}, \hat{x}' \rangle) \) is the geodesic distance between \( \hat{x} \) and \( \hat{x}' \) on the hypersphere of unit radius \( S^d \), \( \hat{x} = x/R \), \( \hat{x}' = x'/R \), and \( f_{\nu}^{-}\mu \) is the odd Ferrers function defined by (2.48). Then \( A_{R, \beta}^{d,+} \) is an opposite antipodal fundamental solution for the Helmholtz operator \( (-\Delta + \beta^2) \) on \( S^d \)

Proof. Since the opposite antipodal fundamental solution of the Helmholtz operator \( (-\Delta + \beta^2) \) must be an odd function, it should be given through (2.48). Starting with (2.42) we then perform the flat-space limit \( R \rightarrow \infty \) by using the asymptotics given by (2.70), along with \( \sin(\nu(\nu - \mu)) \sim -\frac{1}{2}e^{\pi \nu \epsilon i \pi \mu} \); as in the proof of Theorem 4.8, we must consider that \( \rho_s \sim \vartheta/R \), \( \vartheta \sim \|x - x'\| \), \( x, x' \in \mathbb{R}^d \). Note that the asymptotic contribution due to \( -P_{\nu}^{-}\mu(\cos \rho_s) \) is negligible as compared to \( P_{\nu}^{-}\mu(-\cos \rho_s) \). One can then easily see that (4.22) correctly approaches (4.8). Furthermore, since (4.22) is an odd function about \( \theta = \frac{\pi}{2} \) on the hypersphere \( S^d \), the integral normalization requirement (4.4) is clearly satisfied. This completes the proof.

Remark 4.13. If one considers the \( \beta \sim 0 \) approximation for (4.22), we see that as \( \beta \rightarrow 0 \),

\[
A_{R, \beta}^{d,+}(x, x') \sim A_{R}^{d}(x, x') = \frac{(d - 2)!}{(2\pi)^{\frac{d}{2}}R^{d-2}\sin^{\frac{d}{2} - 1} \rho_s} Q_{\nu}^{1 - \frac{d}{2}}(\cos \rho_s),
\]

the opposite antipodal fundamental solution of Laplace’s equation on the hypersphere (4.11). In order to demonstrate this limit, we have used the binomial, small angle approximations for trigonometric functions, as well as (2.42).

Remark 4.14. The \( \epsilon \)-ball integral constraint (4.17) for \( A_{R, \beta}^{d,+} \) is also satisfied. This can be verified in an identical fashion to Remark 4.11 while also noting that \( P_{\nu}^{-}(x) \) and its derivative vanish as \( x \rightarrow 1^- \), \( \Re \mu > 0 \).

Remark 4.15. Note that the integral normalization requirement (4.4) is satisfied trivially since \( A_{R, \beta}^{d,+} \) is an odd function of \( \rho_s \) about \( \frac{\pi}{2} \).

4.4.2 Candidate fundamental solutions on \( S^d \) for \( (-\Delta - \beta^2) \)

Definition 4.16. Let \( d \in \{2, 3, \ldots \} \), \( R, \beta > 0 \). Define the candidate functions

\[
S_{R, \beta}^{d,-}: (S^d \times S^d) \setminus \{(x, x): x \in S^d\} \rightarrow \mathbb{R},
\]

\[
\Theta_{R, \beta}^{d,-}: (S^d \times S^d) \setminus \{(x, x): x \in S^d\} \rightarrow \mathbb{C},
\]

as

\[
S_{R, \beta}^{d,-}(x, x') := \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{\frac{d}{2}+1}\pi^\frac{d}{2}R^{d-2}(\sin \rho_s)^{\frac{d}{2}-1}} P_{\nu}^{-}\mu(-\cos \rho_s),
\]

\[
\Theta_{R, \beta}^{d,-}(x, x') := \frac{\Gamma(\nu + \mu + 1)}{\Gamma(\nu - \mu + 1)R^{d-2}(2\pi)^{\frac{d}{2}}(\sin \rho_s)^{\frac{d}{2}-1}} \left( Q_{\nu}^{\mu}(\cos \rho_s) + \frac{\pi}{2} P_{\nu}^{-}\mu(\cos \rho_s) \right)
\]

\[
= \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{\frac{d}{2}+1}\pi^\frac{d}{2}R^{d-2}(\sin \rho_s)^{\frac{d}{2}-1}} \left( P_{\nu}^{-}\mu(-\cos \rho_s) + e^{i\pi(\nu-\mu)} P_{\nu}^{-}\mu(\cos \rho_s) \right),
\]
where
\[ \mu = \frac{d}{2} - 1, \quad \nu = -\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 + (d - 1)^2}, \tag{4.25} \]
and \( \rho_s = \cos^{-1}(\hat{x}, \hat{x}') \) is the geodesic distance between \( \hat{x} \) and \( \hat{x}' \) on the hypersphere of unit radius \( S^d \), with \( \hat{x} = x/R, \hat{x}' = x'/R \).

**Remark 4.17.** Note that apart from a sign difference (due to our choice of a positive Laplace–Beltrami operator \(-\Delta\)) and the inclusion of the radius of curvature \( R \) of the hypersphere \( S^d \), the candidate function \( S_{R,\beta}^{d,-}(x, x') \) is identical to that which was found by Liu & Ryan (2002) [20, equation (5.1)] and Szmytkowski (2007) [31, equation (3.23)] in terms of Gegenbauer functions (cf. (2.37)) for unit radius hyperspheres. Note that in order to convert the wavenumber given in [31], so that it is the same as given here, one must take \( \beta^2 R^2 = \lambda(\lambda + d - 1) \), and therefore take
\[ \lambda = -\frac{d - 1}{2} \pm \frac{1}{2} \sqrt{(d - 1)^2 + 4 \beta^2 R^2}, \]
with the plus sign chosen to match the formulae given here.

**Remark 4.18.** The candidate function \( S_{R,\beta}^{d,-} \) satisfies the integral normalization requirement (4.4), namely
\[ \int_{S^d_R} S_{R,\beta}^{d,-}(x, x') d\text{vol}'_s = -\frac{1}{\beta^2}. \]
This follows straightforwardly using (2.51), (4.23), with (4.25).

**Remark 4.19.** The \( \epsilon \)-ball integral constraint (4.17) for \( S_{R,\beta}^{d,-}(x, x') \) is also satisfied. This can be verified by noting that as \( \rho_s \to 0^+ \),
\[ S_{R,\beta}^{d,-}(x, x') \sim \frac{\Gamma\left(\frac{d}{2} - 1\right)}{4\pi^{d/2} (R \rho_s)^{d-2}}, \quad \frac{1}{R} \frac{\partial}{\partial \rho_s} S_{R,\beta}^{d,-}(x, x') \sim -\frac{\Gamma\left(\frac{d}{2}\right)}{2\pi^{d/2} (R \rho_s)^{d-1}}, \]
and using (4.21).

**Remark 4.20.** If one considers the small \( \beta \) approximation for \( S_{R,\beta}^{d,-}(x, x') \) we see that as \( \beta \to 0 \),
\[ S_{R,\beta}^{d,-}(x, x') \sim S_R^d(x, x') - \frac{\Gamma\left(\frac{d+1}{2}\right)}{2\pi^{d+1/2} R^d \beta^2}. \]
In order to obtain this we have used [27, equation (14.5.18)], the binomial and small angle approximations for trigonometric functions. Hence \( \lim_{\beta \to 0} S_{R,\beta}^{d,-}(x, x') = \infty \), and as one would expect (see Section 4.1) the \( \beta \to 0 \) (Laplace) limit of \( S_{R,\beta}^{d,-}(x, x') \) does not exist.

**Remark 4.21.** The flat-space limit \( R \to \infty \) of the function \( S_{R,\beta}^{d,-} \) should not exist. In fact, it oscillates wildly in this limit, as it approaches the following function
\[ S_{R,\beta}^{d,-} \sim \frac{i}{4} \left( \frac{\beta}{2\pi \|x - x'\|} \right)^{\frac{d}{2} - 1} \left( i \cot\left( \pi \beta R + \frac{\pi(1-d)}{2} \right) J_{\frac{d}{2}-1}(\beta \|x - x'\|) + i Y_{\frac{d}{2}-1}(\beta \|x - x'\|) \right), \]
where \( x, x' \in \mathbb{R}^d \).
On the other hand, the candidate function \( \mathcal{S}^{d,-}_{R,\beta}(x, x') \) does approach the correct function in the flat-space \( R \to \infty \) limit (4.9), but does not obey the integral normalization requirement (4.4).

**Theorem 4.22.** In the flat-space limit \( R \to \infty \), the function \( \mathcal{S}^{d,-}_{R,\beta} \) approaches the Euclidean fundamental solution of \((-\Delta - \beta^2)\), namely (4.9)

\[
\mathcal{S}^{d,-}_{R,\beta}(x, x') \sim \mathcal{S}^{d,-}_{\beta}(x, x') = \frac{i}{4} \left( \frac{\beta}{2\pi \|x - x'\|} \right)^{\frac{d}{2} - 1} H^{(1)}_{\frac{d}{2} - 1}(\beta \|x - x'\|).
\]

**Proof.** In the flat-space limit \( R \to \infty \), with geodesic distance \( R\rho_s \) bounded, and thus \( \rho_s \to 0 \).

Using (2.52), (4.9), one has

\[
\int_{S^d_R} \mathcal{S}^{d,-}_{R,\beta}(x, x') d\text{vol}'_s = \frac{1}{\beta^2} (1 - e^{i\pi(\nu - \mu)}).
\]

This follows straightforwardly using (4.24), (2.51) with (4.25).

**Remark 4.23.** The candidate function \( \mathcal{S}^{d,-}_{R,\beta} \) does not satisfy the integral normalization requirement (4.4), namely

\[
\int_{S^d_R} \mathcal{S}^{d,-}_{R,\beta}(x, x') d\text{vol}'_s = -\frac{1}{\beta^2} (1 - e^{i\pi(\nu - \mu)}).
\]

In the limit \( \beta \to 0 \), the candidate function \( \mathcal{S}^{d,-}_{R,\beta} \) approaches a Laplace fundamental solution, namely (4.9), except that it differs from (4.11) by a purely imaginary constant (this satisfies the homogeneous Laplace equation), namely

\[
\mathcal{S}^{d,-}_{R,0}(x, x') = \mathcal{S}^{d}_{R}(x, x') + \frac{i\Gamma\left(\frac{d-1}{2}\right)}{4\pi^{d-2} R^{d-2}}.
\]

**Definition 4.25.** In contrast to the situation for the operator \((-\Delta + \beta^2)\) on \( S^d_R \), we may also define the opposite antipodal candidate functions,

\[
A^{d,-}_{R,\beta}(x, x') := \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{\frac{d}{2} + 1}\pi^{\frac{d}{2}} R^{d-2} (\sin \rho_s)^{\frac{d}{2} - 1}} f^{-\mu}(\cos \rho_s),
\]

\[
A^{d,-}_{R,\beta}(x, x') := \frac{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}{2^{\frac{d}{2} + 1}\pi^{\frac{d}{2}} R^{d-2} (\sin \rho_s)^{\frac{d}{2} - 1}} f^{-\mu}(\cos \rho_s),
\]

where \( A^{d,-}_{R,\beta} \) is constructed by converting (4.24) into an odd function using (2.48), and the variable definitions are as in Definition 4.16.

**Remark 4.26.** The opposite antipodal candidate function \( A^{d,-}_{R,\beta}(x, x') \) approaches the Laplace fundamental solution as \( \beta \to 0^+ \), namely (4.11)

\[
\lim_{\beta \to 0^+} A^{d,-}_{R,\beta}(x, x') = A^{d}_{R}(x, x') = \frac{(d - 2)!}{(2\pi)^{\frac{d}{2}} R^{d-2} \sin^{\frac{d}{2} - 1} \rho_s} Q^{1 - \frac{d}{2}}\left(\cos \rho_s\right),
\]

and in the flat-space limit it approaches

\[
A^{d,-}_{R,\beta} \sim \frac{i}{4} \left( \frac{\beta}{2\pi \|x - x'\|} \right)^{\frac{d}{2} - 1} \left( H^{(1)}_{\mu}(\beta \|x - x'\|) - (1 + i \tan(\frac{\pi}{2}(\nu - \mu))) J_{\mu}(\beta \|x - x'\|) \right).
\]
Remark 4.27. The opposite antipodal candidate function \( A_{R,\beta}^{d,-}(x, x') \) approaches the Laplace fundamental solution as \( \beta \to 0^+ \), namely (4.11)

\[
\lim_{\beta \to 0^+} A_{R,\beta}^{d,-}(x, x') = A_R^d(x, x') = \frac{(d-2)!}{(2\pi)^d R^{d-2} \sin^{d-1} \rho_s} Q_\frac{d}{2}^{-1}(\cos \rho_s),
\]

and in the flat-space limit it approaches

\[
A_{R,\beta}^{d,-} \sim \frac{i}{4} \left( \frac{\beta}{2\pi ||x - x'||} \right)^{\frac{d}{2} - 1} \left( H_\mu^{(1)}(\beta ||x - x'||) - e^{i\pi(\nu - \mu)} J_\mu(\beta ||x - x'||) \right).
\]

Remark 4.28. Note that for both functions, the integral normalization requirement (4.4) is satisfied trivially since \( A_{R,\beta}^{d,-}, A_{R,\beta}^{d,+} \) are odd functions of \( \rho_s \) about \( \frac{\pi}{2} \).

Conjecture 4.29. Let \( d \in \{2, 3, \ldots \} \). Then the candidate function \( S_{R,\beta}^{d,-}(x, x') \) is a fundamental solution for the Helmholtz operator \( (-\Delta - \beta^2) \) on \( S_R^d \). Similarly, the candidate function \( A_{R,\beta}^{d,-}(x, x') \) is an opposite antipodal fundamental solution for the Helmholtz operator \( (-\Delta - \beta^2) \) on \( S_R^d \).

Conjecture 4.29 seems quite plausible since, unlike \( S_{R,\beta}^{d,-} \), \( S_{R,\beta}^{d,+} \) satisfies all the critical Remarks 4.17–4.20. Apart from having the correct flat-space limit, \( S_{R,\beta}^{d,-} \) does not satisfy the integral normalization requirement (4.4) which is not allowed, as shown in Section 4.1. The only critical property that \( S_{R,\beta}^{d,+} \) satisfies is the correct Euclidean flat-space limit. The flat-space behavior of \( S_{R,\beta}^{d,-} \), displayed in Remark 4.21, may well be due to imposing incorrect boundary conditions since \( S_{R}^d \) is a compact manifold without boundary, whereas Euclidean space is actually a noncompact manifold with boundary (at infinity). Furthermore, \( S_{R,\beta}^{d,-} \) is partially ‘antipodal’ to the source point (diverges at the source point as well as at the antipole), which is not a desirable property. It was also pointed out by one of the referees that due to the \( \Gamma(\mu - \nu) \) factor, \( S_{R,\beta}^{d,-} \) will diverge when \( \beta = 0 \), as is necessary (see Remark 4.19), and at an infinite number of points in the underdamped (oscillatory) regime which correspond to the wavenumber being one of the eigenvalues of the Laplace–Beltrami operator on \( S_R^d \). Similarly, \( A_{R,\beta}^{d,-} \) has all the right properties that an opposite antipodal fundamental solution of the Helmholtz operator \( (-\Delta - \beta^2) \) on \( S_R^d \) should satisfy, with the exception of the correct flat-space limit. Given a resolution of the flat-space limit for \( S_{R,\beta}^{d,-} \), the same problem will be solved for \( A_{R,\beta}^{d,-} \). The ultimate resolution of this Conjecture 4.29 must also be associated with a correct and consistent formulation of the Sommerfeld radiation condition (4.6) on \( S_R^d \).

5 Gegenbauer expansions in geodesic polar coordinates

For convenience, define the following degrees

\[
\nu_+ := \begin{cases} 
-\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 - 4\beta^2 R^2}, & \text{if } (d-1)^2 - 4\beta^2 R^2 \geq 0, \\
-\frac{1}{2} + \frac{1}{2} \sqrt{4\beta^2 R^2 - (d-1)^2} & \text{if } (d-1)^2 - 4\beta^2 R^2 \leq 0,
\end{cases}
\]

\[
\nu_- := -\frac{1}{2} + \frac{1}{2} \sqrt{(d-1)^2 + 4\beta^2 R^2}.
\]

In the boundary case, \( (d-1)^2 - 4\beta^2 R^2 = 0 \), or equivalently,

\[
\beta \mapsto \frac{d-1}{2R}, \quad \nu_+ \mapsto -\frac{1}{2}, \quad \nu_- \mapsto \sqrt{2}(d-1) - 1.
\]
Theorem 5.1. Let the orders are integers and the degrees differ by \( \pm 1 \) and associated Legendre functions is much more rich than was previously expected. In fact if one reduces to trigonometric and hyperbolic functions respectively. Given starting points for various \( \mu \) functions are toroidal harmonics, and the equivalent for the Ferrers functions. Alternatively, if \( \mu \) is a half odd integer (\( d \) odd), then the Ferrers functions and associated Legendre functions reduce to trigonometric and hyperbolic functions respectively. Given starting points for various degrees and orders, a lattice of degrees and orders which satisfies these properties can be obtained using recurrence relations for these functions, namely [27, equations (14.10.3), (14.10.6) and (14.10.7)], [27, equations (14.10.1) and (14.10.2)].

In fact, recent results due to Maier [23, Theorem 6.1] have shown that the space of Ferrers and associated Legendre functions is much more rich than was previously expected. In fact if the orders are integers and the degrees differ by \( \pm 1/r \) (\( r = 2, 3, 4, 6 \)) from an integer, then the resulting Legendre functions are also given in terms of complete elliptic integrals of the first and second kind!

Define the constants

\[
a_R^{\pm} := \frac{\Gamma\left(\frac{d}{2}\right)}{2(d - 2)\pi^{\frac{d}{2}} R^{d-2}}, \quad b_{R,\beta}^{\pm} := \frac{2\nu \Gamma(\nu \pm \mu + 1)(\nu - \mu)\Gamma(\nu - \mu)}{2^{2\nu} \pi^\frac{d}{2} R^{d-2}}.
\]

**Theorem 5.1.** Let \( d \geq 3 \), \( R > 0 \), \( \beta \in \mathbb{R} \), \( r, r' \in (0, \infty) \), \( r \neq r' \), \( \theta, \theta' \in (0, \pi) \), \( \gamma \in [0, \pi] \). Then

\[
\mathcal{H}_{R,\beta}^{\pm}(x, x') = \frac{e^{-i\pi(d-1)}a_R^{\pm}}{(\sin r \sin r')^{\frac{d}{2}-1}} \sum_{l=0}^{\infty} (-1)^l (2l + d - 2) P_{\nu_+}^{(\frac{d}{2} - 1 + l)}(\cosh r_\beta)Q_{\beta_+}^{\frac{d}{2}+1}(\cosh r_\beta)C_l^2(\cos \gamma),
\]

\[
\mathcal{H}_{R,\beta}^{\pm}(x, x') = \frac{e^{-i\pi(d-1)}a_R^{\pm}}{(\sin r \sin r')^{\frac{d}{2}-1}} \sum_{l=0}^{\infty} (-1)^l (2l + d - 2) P_{\nu_-}^{(\frac{d}{2} - 1 + l)}(\cosh r_\beta)Q_{\beta_-}^{\frac{d}{2}+1}(\cosh r_\beta)C_l^2(\cos \gamma),
\]

\[
\mathcal{S}_{R,\beta}^{\pm}(x, x') = \frac{b_R^{\pm}}{(\sin \theta \sin \theta')^{\frac{d}{2}-1}} \sum_{l=0}^{\infty} (2l + d - 2) \left( \nu_+ + \frac{d}{2} \right)_l \left( \frac{d}{2} - 1 - \nu_+ \right)_l \times P_{\nu_+}^{(-\frac{d}{2} - 1 - l)}(\cos \theta)(\cos \theta')C_l^2(\cos \gamma),
\]

\[
\mathcal{A}_{R,\beta}^{\pm}(x, x') = \frac{b_R^{\pm}}{(\sin \theta \sin \theta')^{\frac{d}{2}-1}} \sum_{l=0}^{\infty} (2l + d - 2) \left( \nu_+ + \frac{d}{2} \right)_l \left( \frac{d}{2} - 1 - \nu_+ \right)_l \times P_{\nu_+}^{(-\frac{d}{2} - 1 - l)}(\cos \theta)(\cos \theta')C_l^2(\cos \gamma),
\]

\[
\mathcal{S}_{R,\beta}^{\pm}(x, x') = \frac{b_R^{\pm}}{(\sin \theta \sin \theta')^{\frac{d}{2}-1}} \sum_{l=0}^{\infty} (2l + d - 2) \left( \nu_- + \frac{d}{2} \right)_l \left( \frac{d}{2} - 1 - \nu_- \right)_l \times P_{\nu_-}^{(-\frac{d}{2} - 1 - l)}(\cosh \theta)(\cosh \theta')C_l^2(\cos \gamma),
\]

\[
\mathcal{A}_{R,\beta}^{\pm}(x, x') = \frac{b_R^{\pm}}{(\sin \theta \sin \theta')^{\frac{d}{2}-1}} \sum_{l=0}^{\infty} (2l + d - 2) \left( \nu_- + \frac{d}{2} \right)_l \left( \frac{d}{2} - 1 - \nu_- \right)_l \times P_{\nu_-}^{(-\frac{d}{2} - 1 - l)}(\cosh \theta)(\cosh \theta')C_l^2(\cos \gamma),
\]

\[
\mathcal{S}_{R,\beta}^{\pm}(x, x') = \frac{a_R^{\pm} \Gamma(\nu_+ + \frac{d}{2})}{\Gamma(\nu_- - \frac{d}{2} + 2)(\sin \theta \sin \theta')^{\frac{d}{2}-1}} \times \sum_{l=0}^{\infty} (-1)^l (2l + d - 2) \left( \nu_- + \frac{d}{2} \right)_l \left( -\nu_- + \frac{d}{2} - 1 \right)_l P_{\nu_-}^{(-\frac{d}{2} - 1 - l)}(\cos \theta),
\]

\[
\mathcal{A}_{R,\beta}^{\pm}(x, x') = \frac{a_R^{\pm} \Gamma(\nu_+ + \frac{d}{2})}{\Gamma(\nu_- - \frac{d}{2} + 2)(\sin \theta \sin \theta')^{\frac{d}{2}-1}} \times \sum_{l=0}^{\infty} (-1)^l (2l + d - 2) \left( \nu_- + \frac{d}{2} \right)_l \left( -\nu_- + \frac{d}{2} - 1 \right)_l P_{\nu_-}^{(-\frac{d}{2} - 1 - l)}(\cosh \theta).
Notice that (5.1)–(5.7) can be further expanded over the remaining (5.3)–(5.7), the flat-space limit of this expansion does not exist.

Remark 5.4. Similar Gegenbauer expansions for $A_{R,\beta}^{d-}$, $A_{R,\beta}^{d-}$, can be easily obtained using (2.76), (2.78). We leave these to the reader.

Theorem 5.3. In the flat-space limit, the fundamental solution Gegenbauer expansions for $\mathcal{H}_{R,\beta}^{d\pm}$, $\mathcal{S}_{R,\beta}^{d\pm}$, $A_{R,\beta}^{d\pm}$, approach the corresponding Euclidean fundamental solution expansions, namely [36, equations (11.41.4) and (11.41.8)]

$$\frac{H^{(1)}(\beta\|\mathbf{x} - \mathbf{x}'\|)}{\|\mathbf{x} - \mathbf{x}'\|^{\mu}} = \frac{2\mu \Gamma(\mu)}{(\beta\|\mathbf{x}\|\|\mathbf{x}'\|)^{\mu}} \sum_{l=0}^{\infty} (l + \mu) J_{\mu+l}(\beta\|\mathbf{x}\|) H^{(1)}_{\mu+l}(\beta\|\mathbf{x}'\|) C^{\mu}_{l}(\cos \gamma),$$

(5.8)

$$\frac{K_{\mu}(\beta\|\mathbf{x} - \mathbf{x}'\|)}{\|\mathbf{x} - \mathbf{x}'\|^{\mu}} = \frac{2\mu \Gamma(\mu)}{(\beta\|\mathbf{x}\|\|\mathbf{x}'\|)^{\mu}} \sum_{l=0}^{\infty} (l + \mu) I_{\mu+l}(\beta\|\mathbf{x}\|) K_{\mu+l}(\beta\|\mathbf{x}'\|) C^{\mu}_{l}(\cos \gamma).$$

(5.9)

Proof. We have already shown in the flat-space limit that $\mathcal{H}_{R,\beta}^{d\pm}$, $\mathcal{S}_{R,\beta}^{d\pm}$, $A_{R,\beta}^{d\pm}$ approach the corresponding Euclidean fundamental solution expansions, namely [36, equations (11.41.4) and (11.41.8)].

By applying the appropriate flat-space limits, the Gegenbauer expansions (5.1), (5.3), (5.4), all approach (5.9) using (2.1), (2.2), (2.3), (2.12), (2.13), (2.60), (2.62), (2.70). Similarly, the Gegenbauer expansions (5.2), (5.7) both approach (5.8) using (2.19), (2.21), (2.52), (2.54).

Remark 5.4. For (5.5), the flat-space limit of this expansion does not exist.

Remark 5.5. Notice that (5.1)–(5.7) can be further expanded over the remaining $(d-2)$-quantum numbers in $K$ in terms of a simply separable product of normalized hyperspherical harmonics $Y_{l}^{K}(\hat{x}) Y_{l}^{K}(\hat{x}')$, where $\hat{x}, \hat{x}' \in S^{d-1}$, using the addition theorem for hyperspherical harmonics [1, Chapter 9]

$$C_{l}^{d-1}(\cos \gamma) = \frac{2\pi^{\frac{d}{2}(d-2)}}{(2l + d - 2) \Gamma(\frac{d}{2})} \sum_{K} Y_{l}^{K}(\hat{x}) Y_{l}^{K}(\hat{x}').$$
5.1 Azimuthal Fourier series in two dimensions

It is interesting to consider how we can obtain azimuthal Fourier expansions for our fundamental solutions. For the particular case where a fundamental solution is given in terms of an associated Legendre function of the second kind, we can use the addition theorem (2.33) for the two-dimensional case. One has the following azimuthal Fourier expansions.

Corollary 5.6. Let $\beta \in \mathbb{R}$, $r, r' \in (0, \infty)$, $r \neq r'$, $\theta, \theta', \phi - \phi' \in [0, \pi]$. Then

$$H_{R,\beta}^{2,+}(x, x') = \sum_{l=0}^{\infty} (-1)^l \varepsilon_l T_l^{\nu_+} (\cosh r_\theta) Q_{\nu_+}^l (\cosh r_\theta') T_l (\cos (\phi - \phi')),$$

$$H_{R,\beta}^{2,-}(x, x') = \sum_{l=0}^{\infty} (-1)^l \varepsilon_l T_l^{\nu_-} (\cosh r_\theta) Q_{\nu_-}^l (\cosh r_\theta') T_l (\cos (\phi - \phi')),$$

$$S_{R,\beta}^{2,+}(x, x') = \frac{-1}{4 \sin(\pi \nu_+)} \times \sum_{l=0}^{\infty} \varepsilon_l (-\nu_+) (\nu_+ + 1) T_l^{\nu_+} (\cos \theta_\theta) P_{\nu_+}^{-l} (-\cos \theta_\theta') T_l (\cos (\phi - \phi')),$$

$$A_{R,\beta}^{2,+}(x, x') = \frac{-1}{4 \sin(\pi \nu_+)} \sum_{l=0}^{\infty} \varepsilon_l (-\nu_+) (\nu_+ + 1) T_l^{\nu_+} (\cos \theta_\theta) P_{\nu_+}^{-l} (\cos \theta_\theta') T_l (\cos (\phi - \phi')),$$

$$S_{R,\beta}^{2,-}(x, x') = \sum_{l=0}^{\infty} (-1)^l \varepsilon_l P_{\nu_-}^{l} (\cos \theta_\theta') \left[ Q_{\nu_-}^l (\cos \theta_\theta) + i \frac{\pi}{2} P_{\nu_-}^{l} (\cos \theta_\theta) \right] T_l (\cos (\phi - \phi')).$$

For (5.11), in $\nu_-$, $i$ should be replaced with $-i$ for $4\beta^2 R^2 > (d - 1)^2$ (see (4.13)).

Proof. This follows from (2.34), (2.85)–(2.87).

If $\beta = 1/(2R)$ then the fundamental solution $H_{R,1/(2R)}^{2,-}$ reduces to a complete elliptic integral of the first kind through [27, equations (14.5.24)–(14.5.27)], namely

$$H_{R,1/(2R)}^{2,-}(x, x') = \frac{1}{2\pi} \frac{\text{sech} \left( \frac{R}{2} \right) K \left( \frac{R}{2} \right)}{\text{sech} \left( \frac{1}{2\pi} \right)}$$

$$= \frac{1}{2\pi} \sum_{m=0}^{\infty} \varepsilon_m (-1)^m P_{-m/2}^{\nu_-} (\cosh r_\theta) Q_{-m/2}^m (\cosh r_\theta') \cos (m(\phi - \phi')).$$

Similar expansions are possible for the other fundamental solutions.

Two-dimensions is the only case where we are able to compute azimuthal Fourier expansions of our fundamental solutions whose coefficients are given without a sum. For dimensions greater than two, the approach used previously for Laplace’s equation [6, Section 4] does not easily generalize for the Helmholtz operator.

A Proof of the addition Theorem 2.19

Since the proof of the addition Theorem 2.19 is fairly long, we have delegated it to this appendix. We begin by studying the convergence of (2.74)–(2.77) by determining the asymptotic behavior of the $n$th terms as $n \to \infty$. To this end, for (2.76) use [27, equation (14.15.1)], and from this we deduce that as $\Re \mu \to \infty$,

$$P_\nu^{-\mu}(\cos \theta) \sim \frac{\tan^{\mu} \left( \frac{\pi}{2} \right)}{\Gamma(1 + \mu)}, \quad P_\nu^{-\mu}(-\cos \theta) \sim \frac{\cot^{\mu} \left( \frac{\pi}{2} \right)}{\Gamma(1 + \mu)}.$$  

(A.1)
Then, from the large argument asymptotics for the gamma function (Stirling’s formula [27, equation (5.11.3)]) we obtain

\[
(n + \mu)(\nu + \mu + 1)\Gamma(\nu + 1)\mu\Gamma(\mu + 1)\Gamma(\mu - \nu)
\sim \frac{\{\tan(\frac{\theta}{2})\tan(\frac{\theta}{2})\}^{\mu+n}}{\Gamma(\nu + \mu + 1)\Gamma(\mu - \nu)}.
\] (A.2)

Using the connection formula [27, equation (14.9.7)] and (A.1) we have as \(\Re \mu \to \infty\),

\[
\mathcal{P}_\nu^n(\cos \theta) \sim \frac{\Gamma(\nu + 1)\Gamma(\mu - \nu)}{\pi \Gamma(\mu + 1)}\{\sin(\nu \pi)\tan^\mu(\frac{\theta}{2}) + \sin(\mu \pi)\cot^\mu(\frac{\theta}{2})\}.
\] (A.3)

Hence, for (2.74), from (A.1), (A.3), and Stirling’s formula, one obtains as \(n \to \infty\),

\[
(n + \mu)\mathcal{P}_\nu^n(\cos \theta) \sim \frac{\Gamma(\nu + 1)\Gamma(\mu - \nu)}{\pi \Gamma(\mu + 1)}\{\sin(\nu \pi)\tan^\mu(\frac{\theta}{2}) + (-1)^n\sin(\mu \pi)\cot^\mu(\frac{\theta}{2})\}\]
\[
\sim \frac{1}{\pi} \tan^\mu(\frac{\theta}{2})\{\sin(\nu \pi)\tan^\mu(\frac{\theta}{2}) + (-1)^n\sin(\mu \pi)\cot^\mu(\frac{\theta}{2})\}\].
\] (A.4)

For (2.75), using the connection formula [27, equation (14.9.9)], one has as \(n \to \infty\),

\[
(n + \mu)\mathcal{P}_\nu^n(\cos \theta) \sim \frac{\Gamma(\nu + 1)\Gamma(\mu - \nu)}{\pi \Gamma(\mu + 1)}\{\sin(\nu \pi)\tan^\mu(\frac{\theta}{2}) + (-1)^n\cos(\mu \pi)\cot^\mu(\frac{\theta}{2})\}\]
\[
\sim \frac{1}{2} \tan^\mu(\frac{\theta}{2})\{\sin(\nu \pi)\tan^\mu(\frac{\theta}{2}) + (-1)^n\cos(\mu \pi)\cot^\mu(\frac{\theta}{2})\}\].
\] (A.5)

Similarly for (2.77), using (A.1), the connection formula [27, equation (14.9.10)], and Stirling’s formula, yields for \(\mu - \nu \not\in \mathbb{N}\)

\[
(n + \mu)(\nu + \mu + 1)\Gamma(\nu + 1)\mu\Gamma(\mu + 1)\Gamma(\mu - \nu)\Gamma(\mu - \nu + 1)\Gamma(\mu - \nu + 2)
\sim \frac{\pi \tan^\mu(\frac{\theta}{2})}{2\Gamma(\nu + 1)\Gamma(\mu - \nu + 1)\Gamma(\mu - \nu + 2)\Gamma(\mu - \nu + 3)}
\]
\[
\times \{\cot((\nu - \mu)\pi)\tan^\mu(\frac{\theta}{2}) + (-1)^n\csc((\nu - \mu)\pi)\cot^\mu(\frac{\theta}{2})\}\}.
\] (A.6)

It remains to estimate the Gegenbauer polynomials of the first kind which appear in (2.74)–(2.76). We were not able to find asymptotic results in the literature for large \(n\) and complex parameter \(\mu\). However the following estimate will suffice.

**Proposition A.1.** For \(\gamma \in (0, \pi)\) and \(\mu \in \mathbb{C}\) bounded, one has as \(n \to \infty\),

\[
C_n^\mu(\cos \gamma) = \mathcal{O}(n^{\Re \mu - 1}).
\] (A.7)

**Proof.** Assume first that \(\Re \mu > 0\). Then for \(\gamma \in (0, \pi)\) we use the following integral representation [27, equation (14.12.1)]

\[
\mathcal{P}_{\frac{\mu}{2} - \frac{\mu}{n + 1}}^\gamma(\cos \gamma) = \frac{\sqrt{2} \sin(\gamma) \frac{1}{\sqrt{\pi}}}{\Gamma(\mu - \nu + 1)} \int_{0}^{\gamma} \frac{\cos((\mu + n)t)}{(\cos t - \cos \gamma)^{1-\mu}} dt.
\] (A.8)

Then with \(\cos \theta = \frac{1}{2}(e^{i\theta} + e^{-i\theta})\), and substituting \(t \mapsto \gamma - t\), one arrives at

\[
\int_{0}^{\gamma} \frac{\cos((\mu + n)t)}{(\cos t - \cos \gamma)^{1-\mu}} dt
= \frac{1}{2} \int_{0}^{\gamma} e^{-i\mu t} e^{-int} dt + \frac{1}{2} \int_{0}^{\gamma} e^{i\mu t} e^{int} dt.
\] (A.9)
Thus from (A.8), (A.9), one has for \( \gamma \in (0, \pi) \), \( \Re \mu > 0 \),

\[
\mathcal{P}_{\mu+n-\frac{1}{2}}^{\frac{1}{2}-\mu} \left( \cos \gamma \right) = \frac{\sqrt{2} (\sin \gamma)^{\frac{1}{2}-\mu}}{\sqrt{\pi} \Gamma(\mu)} \left[ \int_0^\infty \phi_+ (t) e^{i \mu t} \, dt + \int_0^\infty \phi_- (t) e^{-i \mu t} \, dt \right], \tag{A.10}
\]

where \( \phi_\pm : (0, \infty) \to \mathbb{C} \) are defined by

\[
\phi_\pm (t) := e^{\pm i (\mu+n) \gamma} e^{\pm i \mu t} H(\gamma - t)
\]

where \( H(x) \) is the Heaviside function [27, equation (1.16.13)]. Next \( \phi_\pm (t) \sim \frac{1}{2} e^{\mp i (\mu+n) \gamma} (t \sin \gamma)^{\mu-1} \) as \( t \to 0 \) and therefore from the asymptotics of Fourier integrals [37, Section 4.2, Theorem 1, p. 199] applied to both integrals on the right-hand side of (A.10) we deduce for \( \gamma \in (0, \pi) \), \( \Re \mu > 0 \), \( n \to \infty \),

\[
\mathcal{P}_{\mu+n-\frac{1}{2}}^{\frac{1}{2}-\mu} \left( \cos \gamma \right) = \mathcal{O} (n^{-\Re \mu}).
\]

The estimate (A.7) then follows from (2.37) with \( \lambda = n \) and Stirling’s formula. Finally, to extend this to bounded \( \mu \) lying in the left half plane, we have from [27, equation (18.9.7)]

\[
C_{n-1}^{-\mu} \left( \cos \gamma \right) = \frac{\mu - 1}{n + \mu - 1} \left( C_n^{\mu} \left( \cos \gamma \right) - C_{n-2}^{\mu} \left( \cos \gamma \right) \right) = \mathcal{O} (n^{\Re \mu - 2}), \tag{A.11}
\]

for \( \Re \mu > 0 \). Hence (A.7) holds for \( \Re \mu > -1 \), and on repeated applications of (A.11), for \( \Re \mu > -m \) for arbitrary bounded positive integer \( m \).

**Theorem A.2.** The series in (2.76) is absolutely convergent under the condition (2.73). The series in (2.74), (2.75), (2.77)–(2.79) are absolutely convergent if (2.73) holds, and in addition \( \theta \neq \theta' \).

**Proof.** Using Proposition A.1, we see that absolute convergence of (2.74), (2.75), (2.77) is assured if the right-hand sides of (A.2), (A.4)–(A.6) are exponentially small in \( n \). For (2.76), we see from (A.2) that this is so if (2.73) holds. Similarly we see that (A.4)–(A.6) are exponentially small in \( n \) provided both of the following hold (unless one of the coefficient trigonometric functions vanish, in which case one of these can be relaxed, as described below)

\[
\tan \left( \frac{1}{2} \theta_\prec \right) \tan \left( \frac{1}{2} \theta_\succ \right) < 1 \quad \text{and} \quad \tan \left( \frac{1}{2} \theta_\prec \right) \cot \left( \frac{1}{2} \theta_\succ \right) < 1. \tag{A.12}
\]

But the latter of (A.12) is equivalent to \( \tan \left( \frac{1}{2} \theta_\prec \right) < \tan \left( \frac{1}{2} \theta_\succ \right) \), i.e., \( \theta_\prec < \theta_\succ \), or equivalently \( \theta 
eq \theta' \). Thus convergence of (2.74), (2.75), (2.77) is also assured by condition (2.73) provided \( \theta 
eq \theta' \). Absolute convergence of the expansions (2.78), (2.79) is proved similarly.

**Remark A.3.** The condition \( \theta_\prec \neq \theta_\succ \) or equivalently \( \theta \neq \theta' \), can be relaxed for (2.74) if \( \mu \) is an integer, and for (2.75) if \( \mu \) is half an odd integer. Interestingly, if \( \nu \) is an integer, then from (A.4), (A.5) we see that (2.74), (2.75) converge without requiring (2.73), with the only requirement in this case being \( \theta \neq \theta' \).

Assume (2.73) and define

\[
A(z; \lambda, \theta, \theta') := \sum_{n=0}^\infty (-1)^n (n + \lambda) (2\lambda + z + 1)_n (-z)_n \times \mathcal{P}_{\lambda+z}^{-(\lambda+n)} \left( \cos \theta \right) \mathcal{P}_{\lambda+z}^{-(\lambda+n)} \left( \cos \theta' \right) C_n^{\lambda} \left( \cos \gamma \right). \tag{A.13}
\]
Note that for all \( n \in \mathbb{N}_0 \),
\[
(2\lambda + z + 1)_n(-z)_n = \frac{\Gamma(n + 2\lambda + z + 1)\Gamma(n - z)}{\Gamma(2\lambda + z + 1)\Gamma(-z)} = (-1)^n \frac{\Gamma(n + 2\lambda + z + 1)\Gamma(z + 1)}{\Gamma(2\lambda + z + 1)\Gamma(z + 1 - n)},
\]
and is analytic for all \( z \in \mathbb{C} \).

**Lemma A.4.** Let \( l \in \mathbb{N}_0 \). Then
\[
A(l; \lambda, \theta, \theta') = \sum_{n=0}^{l} (-1)^n(n + \lambda)(2\lambda + l + 1)_n(-l)_n P_{\lambda+l}^{-(\lambda+n)}(\cos \theta)P_{\lambda+l}^{-(\lambda+n)}(\cos \theta')C_n^\lambda(\cos \gamma)
\]
\[
= \frac{1}{2^\lambda \Gamma(\lambda)} \left( \frac{\sin \theta \sin \theta'}{\sin \Theta} \right)^\lambda P_{\lambda+l}^{-\lambda}(\cos \Theta).
\]

**Proof.** The first equality of (A.14) comes from (A.13) and noting that \((-l)_n = 0\) for \( n \geq l + 1 \). Next, use the addition theorem for Gegenbauer polynomials [27, equation (18.18.8)] with degree \( l \), which is a finite sum over \( n = 0, 1, 2, \ldots, l \). The Gegenbauer polynomial on the left-hand side and the first two Gegenbauer polynomials appearing in the sum are expressed in terms of Ferrers functions of the first kind using (2.37). Performing these replacements and simplifying produces the second equality of (A.14).

In what follows we shall make use the following uniqueness theorem of complex analysis, due to Carlson (cf. [33, Section 5.81]).

**Theorem A.5.** Let \( \kappa < \pi \), \( F : \mathbb{C} \to \mathbb{C} \) be analytic and \( O(e^{\kappa|z|}) \) for \( \Re z \geq 0 \), and in addition \( F(z) = 0 \) for \( z \in \mathbb{N}_0 \). Then \( F(z) = 0 \).

**Remark A.6.** The order restriction as stated is only required for \( \Re z = 0 \), and can be relaxed to \( F(z) \) being of (arbitrary) exponential type for \( \Re z > 0 \); however the above weaker version of Carlson’s theorem suffices for our purposes.

In order to apply the above theorem, we need estimates on \( A(z; \lambda, \theta, \theta') \) for large complex \( z \). To do so, we need to temporarily assume that \( \theta, \theta' \) are complex. To this end, we again use [27, equation (14.12.1)] to obtain the integral representation for \( \theta \in (0, \pi) \), \( \Re \mu > -\frac{1}{2} \),
\[
P_{\lambda+z}^{-\mu}(\cos \theta) = \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \frac{1}{\Gamma(\mu + \frac{1}{2})} \int_0^\theta \cos \left( (\lambda + z + \frac{1}{2})t \right) \left( \frac{\cos t - \cos \theta}{\sin \theta} \right)^\mu dt.
\]

Taking principal branches, we then use this to (uniquely) define \( P_{\lambda+z}^{-\mu}(\cos \theta) \) as an analytic function of \( \theta \in \mathbb{C} \) with \( \Re \theta \in (0, \pi) \). Then if we choose the path of integration in (A.15) to be a straight line from \( t = 0 \) to \( t = \theta \), parameterize \( t = s \theta \) \((0 \leq s \leq 1)\), and use a Maclaurin series for trigonometric functions, we have
\[
\frac{\cos t - \cos \theta}{\sin \theta} = \frac{1}{2}(1 - s^2)\theta + O(\theta^3).
\]

In addition, for \( t \) lying on this path we have
\[
\cos \left( (\lambda + z + \frac{1}{2})t \right) = \cos \left( (\lambda + z + \frac{1}{2})s \theta \right) = O(e^{\theta|z|}).
\]

From (A.15), (A.16), (A.17) it follows that for complex values of \( \theta \) such that \( \Re \theta > 0 \), \( |\theta| < \frac{1}{2}\pi - 1 \) (a bound clarified below), there is an assignable positive number \( a_0 \) such that
\[
P_{\lambda+z}^{-\mu}(\cos \theta) = \frac{(a_0 |\theta|)^{\Re \mu}e^{\theta|z|}}{\Gamma(\mu + \frac{1}{2})}O(1),
\]
uniformly for one or both \( |z| \) and \( \Re \mu \) large.
Next from [27, equations (4.5.13) and (5.6.1)] and the definition of the Pochhammer symbol, we have for unbounded positive $n$, and $w \in \mathbb{C}$, 
\[
\frac{|(w)_n|}{\Gamma(n)} \leq n^{\frac{1}{2}} e^n \frac{|w|(|w| + 1)(|w| + 2) \cdots (|w| + n)}{(2\pi)^{\frac{n}{2}} n^n} \leq n^{\frac{1}{2}} e^n \frac{1 + |w|}{(2\pi)^{\frac{3}{2}}} \leq n^{\frac{1}{2}} e^n |e^{w|}|, \]
and therefore from (A.18) and Stirling’s formula, 
\[
(n + \lambda)(2\lambda + z + 1)_{n} (-z)_{n} P_{\lambda+\lambda}^{-\lambda}(\cos \theta) P_{\lambda+\lambda}^{-\lambda}(\cos \theta') = \frac{\Gamma^2(n)}{\Gamma^2(n + \lambda + \frac{1}{2})} \left(a_0^2 e^{2|\theta|'}\right)^n e^{(2|\theta|+|\theta'|)|z|} \mathcal{O}(n^2) = \left(a_0^2 e^{2|\theta|'}\right)^n e^{(2|\theta|+|\theta'|)|z|} \mathcal{O}(n^{1-2R\lambda}).
\]
Using (A.7), along with the temporary assumption that $|\theta|, |\theta'| \leq \theta_0 < \frac{1}{2} \pi - 1$ (for some positive $\theta_0$, to be specified shortly) we arrive at 
\[
(n + \lambda)(2\lambda + z + 1)_{n} (-z)_{n} P_{\lambda+\lambda}^{-\lambda}(\cos \theta) P_{\lambda+\lambda}^{-\lambda}(\cos \theta') C_n^\lambda(\cos \gamma) = \delta^n e^{\kappa|z|} \mathcal{O}(n^{-R\lambda}), \tag{A.19}
\]
where $\kappa := 2 + |\theta| + |\theta'| \leq 2 + 2\theta_0 < \pi$, and $\delta := a_0^2 e^{3|\theta|'} \leq a_0^2 e^{2\theta^2}$. We wish that $\delta < 1$, and this is achieved by choosing $\theta_0$ so that $\theta_0 \in (0, \min \left\{ \frac{1}{2}\pi - 1, a_0^{-1} e^{-1} \right\})$.

Next, from (2.72), we observe that $\Theta \to 0$ as $|\theta| + |\theta'| \to 0$, and therefore there exists a positive $\theta_1$ such that $|\Theta| \leq \kappa < \pi$ when max$\{|\theta|, |\theta'|\} \leq \theta_1$. Now define $\theta_2 := \min\{\theta_0, \theta_1\}$, and also define 
\[
F(z; \lambda, \theta, \theta') := \frac{1}{2^\lambda \Gamma(\lambda)} \left(\frac{\sin \theta \sin \theta'}{\sin \Theta}\right)^\lambda P_{\lambda+\lambda}^{-\lambda}(\cos \Theta) = A(z; \lambda, \theta, \theta'). \tag{A.20}
\]
Then from (A.13), (A.18), (A.19), we see that for $|\theta|, |\theta'| \in (0, \theta_2)$, $\Re z \geq 0$, the function $F(z; \lambda, \theta, \theta')$ is well-defined and analytic as a function of $z$, and is $\mathcal{O}(e^{\kappa|z|})$ as $z \to \infty$, where $\kappa < \pi$. Moreover from (A.14), (A.20), we see that $F(z; \lambda, \theta, \theta') = 0$ for $z \in \mathbb{N}_0$, and therefore by Carlson’s Theorem A.5 we deduce that $F(z; \lambda, \theta, \theta')$ is identically zero.

The restriction $0 < |\theta|, |\theta'| < \theta_2$ can be relaxed as follows. For fixed $z$, $\lambda$, the function given by (A.20) is also analytic in $\theta$ in a neighborhood of the origin with $\Re \theta > 0$, and likewise for $\theta'$. Hence by analytic continuation, we deduce that it must be identically zero in larger domains (open and connected) containing this neighborhood, and for which $P_{\lambda+\lambda}^{-\lambda}(\cos \Theta)$ is analytic in both of these variables, and for which the series in (A.13) is absolutely convergent. In particular, it follows that $F(z; \lambda, \theta, \theta') = 0$ for positive values of these variables such that $\tan(\frac{1}{2}\Theta) \tan(\frac{1}{2}\theta') < 1$. The identity (2.76) follows by replacing $z \mapsto \nu - \lambda$, $\lambda \mapsto \mu$, in (A.20) and equating this function to zero.

It remains to prove (2.74), (2.75), (2.77)–(2.79). These come from (2.76) and connection formulas. In (2.76), apply the connection relation (2.40) to the Ferrers function of the first kind on the left-hand side and the one furthest to the right on the right-hand side. This produces two separate sums which are given by (2.74), (2.75). In (2.75), applying the connection relation [27, equation (14.9.1)] to the left-hand side, and to the Ferrers function of the second kind furthest on the right, produces yet two more sums, one being (2.77). The addition theorems (2.78), (2.79), then follow using (2.42), (2.43) in (2.76), (2.77). This completes the proof of Theorem 2.19.

**Remark A.7.** In terms of the validity of the series expansions, it should be noted that the Ferrers function of the second kind $Q_\nu^\mu(x)$ is not defined for $\nu + \mu = -1, -2, \ldots$, except for the anomalous cases $\nu = -\frac{3}{2}, -\frac{5}{2}, \ldots$, see (2.36).
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