I. INTRODUCTION

Continuous gravitational waves (CWs) are long-lasting, quasi-monochromatic, gravitational wave (GW) signals emitted by sustained quadrupolar variations of a mass distribution. As opposed to GWs from compact binary coalescences [1], CWs require long periods of data to be integrated in order to accumulate a significant signal-to-noise ratio (SNR), as expected signals are very faint. Focusing on current ground-based detectors like Advanced LIGO [2] and Advanced Virgo [3], possible sources include rapidly-spinning non-axisymmetric neutron stars, which could emit GW radiation through a variety of mechanisms (see [4] for a recent review), as well as more exotic alternatives such as ultralight boson clouds around black holes (see [5] and references therein).

Several methods have been proposed to search for CWs, depending on the available information about the targeted sources. On one end, targeted searches aim at known pulsars, assuming a tight phase locking between electromagnetic and gravitational radiation; on the other end, all-sky searches try to uncover unknown sources, imposing fewer constraints on possible signals.

Narrow parameter-space regions, as considered by targeted and other well-constrained searches, can be effectively analyzed using coherent methods which compare the full data stream to a bank of phase-evolution templates. The number of templates to be considered in a coherent search scales with a strong power of the observing time [6]. As a result, these methods can not be directly applied to wider parameter-space surveys, such as all-sky searches.

Semicohherent methods (e.g. [7][11]), on the other hand, divide the data stream into a discrete set of segments, each delivering a coherent statistic taking the full phase evolution into account. The final detection statistic is then computed incoherently from these coherent statistics by following the frequency-evolution track associated to each parameter-space region. This approach comes with a computational benefit: a single frequency-evolution template used in the incoherent step covers an ensemble of phase evolution templates, lowering the overall number of templates required to analyze a certain parameter-space region. However, the phase templates covered by a frequency template form a wider family than those considered in a coherent search, as discrete phase jumps are allowed across segments [12]. Consequently, these types of searches are susceptible to deliver more spurious candidates than coherent searches, which then require further investigation.

Typical semicoherent searches follow a hierarchical scheme, applying increasingly more sensitive (and more computationally expensive) stages as interesting parameter-space regions are narrowed down [13]. Both the setup of such hierarchical searches and the post processing of any outlier candidates depend on an understanding of the parameter-space structure. For example, many searches [13][19] use clustering algorithms to reduce the number of correlated candidates that proceed from one stage to the next. Most clustering algorithms depend on a meaningful measure of parameter-space distance to represent said correlations within the algorithm.

Much of the understanding about CW parameter-space correlations has been built upon the \( F \)-statistic, a maximum likelihood estimator accounting for the SNR in a coherent CW search [20][21]. For a signal present in some data, the best-matching template will return a high \( F \)-statistic value. Neighboring templates, however, will also show enhanced (albeit smaller) \( F \)-statistic values. The relative loss due to mismatched templates was used to propose a family of local parameter-space metrics [6]. These metrics can be used to set up optimal parameter-
space grids, placing templates in such a way that any signal within the considered parameter space is not mismatched by more than a certain fixed amount [22–24].

Optimal template-placement methods have been successfully generalized to semicoherent methods [25–27], improving the overall effectiveness of hierarchical schemes. However, there is currently still a lack of literature on the definition of distance measures for the post-processing of candidates from semicoherent search stages.

In this paper we propose a new parameter-space distance suited for the post-processing of semicoherent CW searches by comparing the average mismatch along the frequency evolution tracks associated to a pair of candidates. This novel approach can be applied to any kind of quasi-monochromatic CW signal as long as a model of its frequency evolution is available. We provide a theoretical justification for this proposal by relating it to the $F$-statistic. As a demonstration of its usefulness, we apply it to a clustering algorithm, comparing its effectiveness with respect to the results obtained in a previous semicoherent search.

In Sec. II we review how parameter-space structure is taken into account in current post-processing approaches. We introduce and discuss the properties of our proposal in Sec. III. In Sec. IV we discuss a clustering algorithm as a first application of the new distance and give a numerical assessment of its effectiveness in Sec. V by improving the sensitivity of an all-sky search using open data from the second observing run of the Advanced LIGO detectors. We summarize our proposal and conclusions in Sec. VI.

II. PARAMETER-SPACE DISTANCES AND CLUSTERING ALGORITHMS

The main application of parameter-space distances in the context of semicoherent searches is to reduce the number of outliers by grouping them into clusters, thus reducing the computational cost and human effort of additional follow-up stages. This can also shift the focus from individual candidates to correlated parameter-space regions, and help associate these to specific origins such as instrumental noise or astrophysical signals.

To understand the potential benefits of our new proposed distance measure, here we briefly review the ways in which parameter-space structure is taken into account by clustering algorithms currently in practical use for CW all-sky searches. Those can be divided into two families according to the way in which they take parameter-space information into account, either based on fixed grids or on machine learning.

A. Grid-based clustering methods

The first family of methods relies on the definition of a distance in terms of a parameter-space grid. This approach measures how many grid steps away two given parameter-space points are from each other, making it well suited to estimate the computing costs of further follow-up stages.

Examples of this approach are the all-sky searches for CWs from isolated neutron stars in LIGO O1 and O2 data [15–17]. The signals covered by these searches can be described by four parameters, namely initial frequency, spin-down and sky position: $\lambda = \{f_0, f_1, \theta, \varphi\}$. The Euclidean parameter-space distance is defined as

$$d(\lambda, \lambda^\ast) = \sqrt{\left(\frac{\Delta f_0}{\delta f_0}\right)^2 + \left(\frac{\Delta f_1}{\delta f_1}\right)^2 + \left(\frac{\Delta \theta}{\delta \theta}\right)^2},$$

(1)

where $\Delta$ quantities represent one-dimensional differences between parameter-space points and $\delta$ quantities represent grid resolutions, which are constructed according to the criteria of each search pipeline. While the frequency and spin-down contributions are treated rather consistently, different pipelines have opted for different prescriptions for the sky contribution $\theta$. A common characteristic amongst O1 searches was the choice of the great circle distance to account for the sky contribution in Eq. (1).

As discussed in [2], the structure of the sky subspace is highly anisotropic, as CW signals located close to the ecliptic plane tend to be more delocalized than those coming from the ecliptic poles. This is due to the Doppler modulation induced by the Earth’s motion, the dominant component of which is given by the yearly motion around the Solar System Barycenter (SSB). Thus, an alternative ansatz was proposed in [28] by projecting sky positions onto the ecliptic plane

$$\Delta \theta^2 = \Delta x^2 + \Delta y^2,$$

(2)

where $\Delta x, \Delta y$ represent the difference in Cartesian coordinates. A convenient anisotropic sky grid is implicitly set up after neglecting contributions from the third Cartesian component $\Delta z$: The sky grid around the poles remains untouched, while the region around the ecliptic plane becomes wider along the polar direction, in qualitative agreement with the described sky structure. This idea was applied to the SkyRough pipeline during the LIGO O2 all-sky search [17]. However the great circle distance was still used to estimate local sky distances for the setup of follow-up stages [17, 18].

Extensions to Eq. (1) to account for the additional modulations experienced by signals from sources in circular binary orbits were proposed in [15], adapting this type of methods to the search for CWs from neutron stars in binary systems. The proposal considered the three parameters required to describe a circular binary orbit, namely the projected semi-major axis $a_p$, orbital frequency $\Omega$, and time of passage through the ascending node.
node $t_{\text{asc}}$, adding them in quadrature as an extra term to Eq. (1):

$$d_{\text{Binary}}(\lambda, \lambda_*) = \sqrt{\left(\frac{\Delta a_p}{\delta a_p}\right)^2 + \left(\frac{\Delta \Omega}{\delta \Omega}\right)^2 + \left(\frac{\Delta t_{\text{asc}}}{\delta t_{\text{asc}}}\right)^2}. \tag{3}$$

Current clustering applications to CW searches then typically group candidates located within a certain distance $d^{th}$ of each other, with $d^{th}$ calibrated to maximize the detection efficiency for a population of artificial signals injected into the data. For the searches referenced above, this was chosen as $d^{th} \in [3, 4]$ parameter-space bins.

The effectiveness of these clustering methods has been demonstrated by application in the cited searches. It is unclear, however, how to extend them towards a more general description of the parameter space. So far, distance proposals have assumed parameters to be uncorrelated. But this is generally not true, with correlations highly dependent on the parameter space under analysis [25, 26, 29]. Also regarding the actual functional form in which each parameter-space dimension enters into the equation, existing grid-based proposals turned out to be effective for “simple” cases, such as isolated sources (e.g. Eq. (2)). However, more complex types of signals, such as those modulated by binary orbits, pose a challenge to this approach.

### B. Machine Learning-based clustering

The second family of clustering methods uses machine learning (ML) techniques to classify parameter-space regions and identify those potentially containing CW signals [30–32]. The input is usually a graphical representation of the search outputs over the parameter space, e.g. the detection statistic values obtained during the main stage of the search. Algorithms then learn to classify these through the usual train-test-validate ML workflow (see e.g. [33]).

This approach presents several advantages with respect to methods from Sec. IIIA as ML classifiers are able to learn parameter-space correlations through the provision of representative realizations of parameter-space regions during the training stage of the algorithm. These training examples are relatively easy to produce, making it computationally feasible to train ML classifiers using a rich set of correlation examples. In this sense, the parameter-space structure is no longer described by an explicit distance function. Still, one has to carefully consider the way in which search results are represented in order to properly train the algorithm and hence to fully exploit the potential of ML techniques.

### III. A NEW PARAMETER SPACE DISTANCE

We introduce a new parameter space distance with the intent of overcoming the limitations identified during the previous section. We employ the usual description of CWs in terms of the instantaneous frequency evolution of a signal, which is in turn described in terms of the physical parameters of the source. By considering frequency evolution tracks rather than a particular choice of parameters, we are able to describe a general distance that relates directly to the same information content exploited by semicoherent CW searches.

#### A. Deriving a distance from the $F$-statistic

CWs can be characterized by two sets of parameters, namely the phase parameters $\lambda$ and the amplitude parameters $A$. The former contain information about the phase and frequency evolution of a signal, which is due to both physical mechanisms intrinsic to the source (e.g. binary orbital motions) and relative motions of a GW detector with respect to the SSB; the latter describe the amplitude of a signal, encoding information about the GW polarization, as well as the antenna response of the detector.

The detector response to a CW can be expressed as a linear superposition of four filters, obtained by projecting each GW polarization onto both detector response functions:

$$h_{A,\lambda}(t) = \sum_{\mu=0}^{3} A^\mu h_\mu(t; \lambda) \tag{4}$$

where each component $A^\mu$ is a time-independent expression depending only on the amplitude parameters and $h_\mu$ depends on the phase parameters only [20, 34].

Let us now assume a time series $x(t)$ consisting of additive Gaussian noise and a CW signal $h_{A,\lambda}(t)$. Then, following the Neyman-Pearson criterion [20, 35], the optimal detection statistic would be given by the likelihood ratio

$$\log \Lambda (A, \lambda) \propto \langle x, h_{A,\lambda} \rangle, \tag{5}$$

where $\langle \cdot, \cdot \rangle$ represents a noise-weighted scalar product comparing data to CW templates (high values corresponding to good alignment between data stream and the proposed template). Since amplitude parameters enter as linear coefficients in Eq. (4), analytic maximization can be performed in Eq. (5), obtaining the so-called $F$-statistic [20, 21]

$$F(\lambda) \equiv \max_A \log \Lambda (A, \lambda). \tag{6}$$

However, as first pointed out in [36], this statistic presents a certain degeneracy with respect to phase parameters; in other words, the locus of phase parameters for which Eq. (6) attains (close to) a maximum value is not simply a point, but a finite parameter-space region.

A study of this property was done in [37] using a simplified version of Eq. (4) by neglecting amplitude
modulations and solely focusing on the phase parameter dependency

$$h^\star_{\Delta \lambda}(t) = A \sin \Phi_{\lambda}(t) + B \cos \Phi_{\lambda}(t) ,$$

(7)

where $\Phi_{\lambda}$ is the phase evolution associated to $\lambda$. The validity of this model and its agreement with Eq. (6) was justified in [38], in turn, it implies a corresponding $\mathcal{F}^\star$ statistic by maximizing with respect to the (now constant) amplitude parameters:

$$\mathcal{F}^\star(\lambda) \equiv \max_{A,B} \log \Lambda^\star \propto |\mathcal{X}(\lambda)|^2 ,$$

(8)

where the following notation for the simplified filter was introduced:

$$\mathcal{X}(\lambda) = \langle x, e^{-i\Phi_{\lambda}} \rangle .$$

(9)

Let us now assume a CW signal described by a set of parameters $\lambda_\star$ is present in our data. If we neglect rapidly oscillating terms in Eq. (9), we can express the $\mathcal{F}^\star$ statistic in terms of the phase difference between the template parameters $\lambda$ and those of the signal, $\Delta \Phi(t) = \Phi_{\lambda_\star}(t) - \Phi_{\lambda}(t)$, namely

$$\mathcal{X}(\lambda) \propto \int_0^T dt \ e^{i\Delta \Phi(t)} .$$

(10)

As discussed in [37], regions where $\mathcal{F}^\star$ attains a maximum value will approximately correspond to those for $\mathcal{F}$. It is clear from Eq. (8) that a maximum value of $\mathcal{F}^\star$ corresponds to a maximum value of $|\mathcal{X}|$, which is achieved whenever

$$\Delta \Phi(t) = 0 \ \ \forall t .$$

(11)

We can re-state this condition in terms of the instantaneous frequency of said pair of templates $f_{\lambda}(t)$

$$\frac{\partial \Delta \Phi}{\partial t} = 0 \Rightarrow f_{\lambda_\star}(t) - f_{\lambda}(t) = 0 \ \ \forall t ,$$

(12)

which is to say the statistic will be maximal for those pairs of templates whose frequency evolution coincides over the observing time. We also refer to the frequency evolution of a candidate or template as its time-frequency track, or simply track.

With Eq. (12) we start our new proposal: the information a search recovers is best described not just by the parameter-space point corresponding to a candidate, but by its actual frequency evolution. As a result, we can relate different parameter-space points by comparing their frequency evolution tracks using an arbitrary functional distance

$$d(\lambda_\star, \lambda) \equiv \mathcal{D}[f_{\lambda_\star} - f_{\lambda}] .$$

(13)

This means the distance amongst parameter-space candidates is measured in a consistent way with semicoherent searches, where the statistical significance is defined as an integral along a time-frequency track. In the same sense a frequency-evolution mismatch would produce a loss in significance, it accounts for the amount of distance from one candidate to another.

For the remainder of this work we choose to focus on the $L_1$ distance in order to reduce the amount of implicit weights involved in our analysis, noting that any other proposal from the $L_p$ family should yield similar results.

Before concluding this exposition, it is worth noticing there were no assumptions on the actual form of $f_{\lambda}$ except for the fact it had to be a CW signal (i.e. long-lasting and quasi-monochromatic). This means that Eq. (13) could be used for any kind of quasi-monochromatic CW signal regardless of its parametrization as long as we are able to describe the frequency evolution of the source in terms of a set of parameters $\lambda \in \mathbb{P}$.

**B. Distance implementation**

We proceed to explain how to adapt this newly introduced idea to the particularities of practical CW searches, reserving a discussion on the actual effect of this distance as well as a comparison to previous approaches for sections [IV] and [V].

As already discussed, a first proposal of parameter-space distance can be constructed by comparing the time-frequency tracks of a pair of candidates through the $L_1$ distance

$$d(\lambda, \lambda_\star) \propto \int dt |f_{\lambda}(t) - f_{\lambda_\star}(t)| .$$

(14)

While useful on its own, it can be improved by taking the following considerations into account.

First, the data products which all-sky CW searches deal with are discretized in a specific way. For instance, most all-sky semicoherent searches work on Fourier-transformed data segments (so-called Short Fourier Transforms, SFTs) with a time baseline $T_{\text{SFT}}$, which in turn imposes a natural frequency discretization $\delta f = T_{\text{SFT}}^{-1}$. Each $T_{\text{SFT}}$-long segment $\alpha$ is labeled by a starting timestamp $t_\alpha$, meaning we can get a discretized version of Eq. (14) by introducing the substitution

$$\int dt \rightarrow \frac{1}{\delta f} \sum_{\alpha} ,$$

(15)

where the multiplying factors are kept in such a way that the distance stays dimensionless, i.e. the distance is measured in the corresponding (fractional) number of frequency bins $\delta f$.

Second, consider two templates $\lambda, \lambda_\star \in \mathbb{P}$ such that their time-frequency tracks are, on average, $\Delta$ bins apart. If we assume a set of $N$ SFTs, then from Eqs. (14) and (15) the distance is given by

$$d(\lambda, \lambda_\star) \propto \sum_{\alpha=0}^{N-1} |f_\lambda(t_\alpha) - f_{\lambda_\star}(t_\alpha)| \simeq \sum_{\alpha=0}^{N-1} \Delta = N \Delta ,$$

i.e. longer observing times would be able to build up higher distance values. We can factor this
dependency out by choosing a proper normalization, effectively constructing a parameter-space distance whose properties will be maintained across different observing runs:

\[ d(\lambda, \lambda^*) \equiv \frac{1}{N\delta f} \sum_{\alpha} |f_{\alpha}(t_{\alpha}) - f_{\lambda^*}(t_{\alpha})|. \]  

(16)

This last expression can be interpreted as the average mismatch among the time-frequency tracks associated to a pair of templates.

Also, in the same way as search methods are able to produce sound results for data streams containing gaps due to down time of the detectors, Eq. (16) can be computed using a sub-set of timestamps \( \bar{\alpha} \), reducing the amount of required computations

\[ d(\lambda, \lambda^*) \equiv T_{\text{SFT}} \cdot \langle |f_{\lambda} - f_{\lambda^*}| \rangle, \]  

(17)

where \( \langle \cdot \rangle \) represents an average over a certain set of timestamps \( \alpha \in \bar{\alpha} \).

### C. Discussion

To illustrate the properties of our new distance proposal from Eq. (16), we first consider the simplest case of a CW signal, consisting of a source emitting GWs at a certain fixed frequency \( f_0 \). Neglecting any proper motion of the source, the detected signal only experiences the Doppler modulation from the detector’s movement with respect to the solar system barycenter [7]:

\[ f_{\lambda}(t) = f_0 \cdot \left(1 + \hat{v}(t) \cdot \hat{n} \right), \]  

(18)

where \( v/c \approx 10^{-4} \) is the detector velocity expressed in natural units and \( \hat{n} \) represents the sky position of the source. Focusing on sky position effects will deliver useful results for a general discussion of the implications of our distance, since this is the only common contribution to every kind of CW search (as long as considering ground-based detectors).

We will make use of open data from the O2 observing run of the Advanced LIGO detectors [39, 40] to extract timestamps and detector velocity vectors using [41]. Both LIGO detectors are taken into account by extending Eq. (16) to a multi-detector setup: track mismatches are computed for each detector, computing an overall average over the timestamps of all used SFTs. This approach is possible due to the usage of track mismatch rather than SNR loss to compare parameter-space points, as the former is unaffected by amplitude modulations due to the different antenna pattern functions of each detector.

The parameter-space structure of this model is highly dependent on the length of the data stream under study. As first pointed out in [7], if we measured the frequency of a CW signal only at a certain moment in time, we would not be able to fully locate its corresponding sky position, since the Earth-induced Doppler shift would point us to a circle on the celestial sphere. It is through the integration over multiple timestamps that the sky position of the source becomes well resolved.

This type of structure is well captured by Eq. (16), as shown in Fig. 1. For short observing times, not being able to resolve sky position corresponds to the locus of close parameter-space points (as measured by

![FIG. 1. Evaluation of the distance from Eq. (16) across the sky with respect to a reference sky position \((\alpha, \delta) = (4.27, -0.27)\) rad for different observing times.](image)
Distance comparison with respect to the great circle distance expressed as sky bins using $10^5$ neighbouring sky positions, at four different representative signal frequencies. Markers represent the average distance value for sky positions located at the specified number of bins $\pm 0.25$, and whiskers represent the maximum and minimum values within each bracket. The vertical dashed black line marks a value of $\sqrt{14}$ bins, the reference value employed by [18] to cluster parameter-space points.

The behavior of Eq. (16) should be compared to those used in previous searches, as discussed in section IV. In particular, we compare to the great circle distance to provide us with an estimation of the typical numerical scale of the new distance. We express the great circle distance according to the natural sky resolution induced by the Doppler modulation (so called sky bins) [7]:

$$\delta \theta = \left[ \frac{v}{c} \cdot T_{SFT} \cdot f_0 \right]^{-1}.$$  \hspace{1cm} (19)

Both distances are compared in Fig. 2 using the same reference sky position as in Fig. 1 (the actual choice of sky position plays a minor role, as we are focusing on close neighborhoods in terms of the great circle distance). Given a certain distance value, higher frequencies tend to correspond to longer circle lengths, as the bin resolution from Eq. (19) becomes thinner.

We note a distance of $O(1)$ is enough to cover arc lengths corresponding to less than 4 parameter-space bins. This will allow us to compare the performance of this distance to that of the Euclidean ansatz in the context of a clustering algorithm in section V.

Next we test the validity of the reduced Eq. (17) with respect to Eq. (16) by computing the absolute deviation produced by computing the distance using a subset of the available timestamps. Concretely, we select 500 timestamps along the O2 observing run data out of the initial $O(10^4)$. In Fig. 3 we show the distribution of absolute deviations between Eq. (17) and Eq. (16), using $3 \times 10^5$ pairs of parameter-space points corresponding to the binary parameter space of [18]. Absolute deviations are two orders of magnitude smaller than the exact distance value within the useful regime; hence we can safely use this approach to save on computing cost. This is consistent with the expected behavior of time-frequency tracks: sufficiently close parameter-space points would produce similar time-frequency evolutions, meaning their mismatch during a particular time span would be similar to the average value across the whole run; hence, only a small fraction of the timestamps are required to be taken into account. This discussion is easily extendible to different types of sources, and can be taken at face value if relative motion effects are smaller than Earth-induced Doppler effects (which correspond to a relative frequency variation of $10^{-4}$).

## IV. APPLICATION TO CLUSTERING FOR AN ALL-SKY BINARY CW SEARCH

We now apply our new distance proposal from Eq. (17) to improve the clustering of candidates from CW searches. This first example application will prove the benefits of using track-based parameter-space distances in CW searches. Other possible uses of this proposal, such as the setup of parameter-space grids for the initial search stage, or for the follow-up of candidates, are left for future work.

For the rest of this work, we will focus on the semicoherent BinarySkyHough pipeline [17, 18], which is able to perform all-sky searches for CWs from unknown neutron stars in binary systems. The pipeline selects a narrow frequency band (typically on the order of 0.1 Hz) and a certain binary parameter-space region, performing an all-sky search and returning the most significant candidates according to a set of statistics.

We use the new distance in a clustering algorithm that
We define a candidate as the pair \((c, S)\) parameter-space region according to a search algorithm, containing the most significant candidates of a certain parameter-space region according to a search algorithm. A numerical assessment is postponed to Sec. V. The general starting point for clustering is a toplist \(T\) containing the most significant candidates of a certain parameter-space region according to a search algorithm. We refer to that reference algorithm as “the O2 clustering”. Originally used the distance from Eq. (2); from now on we refer to that reference algorithm as “the O2 clustering”. The O2 clustering is functionally equivalent to the one in \([17, 18]\), which is consistent with our proposal. The clustering algorithm consists of these steps:

1. **Construct reachable sets**: select candidates located in neighboring frequency bins to avoid having to compute irrelevant comparisons later on.

2. **Construct coincidental sets**: compute \(d\) from Eq. (17) among the selected set of candidates and pair them according to a coincidence threshold \(d^{th}\).

3. **Construct clusters**: group coincidental pairs into connected components. Each connected component represents a cluster.

4. **Identify cluster centers**: retrieve the loudest candidate from each cluster according to a ranking statistic \(S\).

5. **Select clusters to follow up**: rank the clusters according to the statistic of their centers, selecting \(N_c\) to follow up using a more sensitive method.

The first conceptual difference with respect to the O2 clustering is in step 1. While we focus on the neighboring frequency bins of a candidate, the O2 clustering chains together neighboring candidates until a frequency gap wider than a certain threshold is encountered. The main effect of such a strategy is to create wider reachable sets than strictly required, meaning the expected results are consistent with our proposal. The second difference is related to the ranking criterion in step 4. As the O2 clustering ranks clusters according to the sum of the individual statistics of their elements. In the presence of strong instrumental disturbances, individual candidates in the cluster are strong enough to be selected regardless of the exact criterion; in the case of signals (expected to be weak), however, there is an explicit dependence on the number of toplist elements used, as selecting more candidates could lead to an inflation of the cluster population due to the presence of candidates produced by pure noise. Selecting the loudest candidate is safer in this regard, as the number of toplist elements plays no role. As discussed in \([11]\), the effect of this difference will be negligible in our comparison as we will be focusing on estimating a sensitivity corresponding to the 95% detection efficiency level.

Finally, the O2 clustering adds a minimum population to the selection criteria in step 5: clusters must contain at least 3 elements, being discarded otherwise. We comment on the effects of this criterion in Sec. V.

The following subsections cover implementation details of each step of the algorithm.

### A. Algorithm overview

The clustering algorithm consists of these steps:

1. **Construct reachable sets**: select candidates located in neighboring frequency bins to avoid having to compute irrelevant comparisons later on.

2. **Construct coincidental sets**: compute \(d\) from Eq. (17) among the selected set of candidates and pair them according to a coincidence threshold \(d^{th}\).

3. **Construct clusters**: group coincidental pairs into connected components. Each connected component represents a cluster.

4. **Identify cluster centers**: retrieve the loudest candidate from each cluster according to a ranking statistic \(S\).

5. **Select clusters to follow up**: rank the clusters according to the statistic of their centers, selecting \(N_c\) to follow up using a more sensitive method.

The first conceptual difference with respect to the O2 clustering is in step 1. While we focus on the neighboring frequency bins of a candidate, the O2 clustering chains together neighboring candidates until a frequency gap wider than a certain threshold is encountered. The main effect of such a strategy is to create wider reachable sets than strictly required, meaning the expected results are consistent with our proposal. The second difference is related to the ranking criterion in step 4. As the O2 clustering ranks clusters according to the sum of the individual statistics of their elements. In the presence of strong instrumental disturbances, individual candidates in the cluster are strong enough to be selected regardless of the exact criterion; in the case of signals (expected to be weak), however, there is an explicit dependence on the number of toplist elements used, as selecting more candidates could lead to an inflation of the cluster population due to the presence of candidates produced by pure noise. Selecting the loudest candidate is safer in this regard, as the number of toplist elements plays no role. As discussed in \([11]\), the effect of this difference will be negligible in our comparison as we will be focusing on estimating a sensitivity corresponding to the 95% detection efficiency level.

Finally, the O2 clustering adds a minimum population to the selection criteria in step 5: clusters must contain at least 3 elements, being discarded otherwise. We comment on the effects of this criterion in Sec. V.

The following subsections cover implementation details of each step of the algorithm.

### B. Reachable sets

We start by defining an auxiliary distance based only on the frequency difference (measured in bins) between two candidates

\[
d_{f_0}(c, c^*) = T_{SFT} \cdot |f_0^* - f_0^*| \ ,
\]

where \(f_0^*\) represents the frequency associated to candidate \(c\). For each candidate \(c \in T\) we define its reachable set as those candidates closer than a certain threshold \(d^{th}_{f_0}\) according to Eq. (20):

\[
R[c] = \{ c^* \in T \mid f_0^* \leq f_0^* \text{ and } d_{f_0}(c, c^*) \leq d^{th}_{f_0} \} \ .
\]

Since Eq. (20) is a symmetric expression in both arguments, the construction of reachable sets can be implemented in one pass if toplist candidates are previously sorted in ascending frequency. For each candidate, the algorithm then only has to check those candidates further ahead in the list and which do not yet belong to a reachable set.

The rationale behind this first step is related to the expected way a CW signal creates candidates across the parameter space, as the usual conventions taken by CW searches (and by BinarySkyHough \([11]\) in particular) aim to reduce its wandering to less than one frequency bin over a coherent segment; hence, we can focus on a neighborhood of each candidate rather than the whole toplist. As a result, in order to group candidates it is enough to focus on reachable sets.

### C. Coincidental sets

Pair-wise distances using Eq. (17) are computed within each reachable set. Then, we impose a coincidence threshold \(d^{th}\) to define the coincidental set of a candidate \(c \in T\) as those candidates within the reachable set whose distance to the reference candidate is lower than the specified threshold:

\[
C[c] = \{ c^* \in R[c] \mid d(c, c^*) \leq d^{th} \} \ .
\]
If we think of toplist candidates as the nodes of a graph, a coincidental set defines all those candidates linked to the reference candidate \( c \) by an edge. Clusters are then constructed by computing the connected components of said graph, i.e., the greatest groups of candidates such that any given candidate within a group is closer than a distance of \( d^\text{th} \) to at least another candidate within. This last step is implemented using the \texttt{NetworkX} Python package \cite{42}.

D. Cluster selection

Each cluster possesses two attributes, namely a \textit{center} and a value of \textit{significance}. The center of a cluster is defined as the \textit{lowest} point belonging to it, i.e., the one with the highest detection statistic. Consequently, the \textit{significance} of a cluster is defined as that of the lowest point.

This particular choice of center and significance focuses our attention to significant local maxima across the parameter space, lowering the actual number of parameter-space points to be taken into account. To see this, let us assume we cluster candidates from a toplist with \( N \) elements, selecting the best \( N_c \) clusters according to their significance. Now let us consider what would happen if we let another toplist candidate enter the clustering (i.e., let us assume \( N \to N + 1 \)). Such an addition could result into two outcomes: either the candidate joins an already known cluster, or the candidate creates a new cluster by itself. Neither situation implies a different final result, given that the new candidate is neither significant enough (by construction) to overthrow the center of an already established cluster, nor is it significant enough to get selected on its own as a new cluster. This argument assumes that at least \( N_c \) clusters are delivered by the toplist; should that not be the case, one would have to extend the number of toplist elements or diminish the number of selected clusters.

At this point, the clustering process is concluded and the best clusters of each band can be further followed up using a more sensitive algorithm \cite{17, 19, 43–48}.

V. IMPROVING THE SENSITIVITY OF ALL-SKY SEARCHES

We assess the sensitivity improvement for an all-sky search due to applying our new distance in the previously described clustering algorithm, using a set of Monte-Carlo injections. This software injection campaign was performed using data from the Advanced LIGO O2 run so as to be comparable to the results obtained in the O2 open data all-sky search for CWs from neutron stars in binary systems \cite{18}. Clustering algorithms are functionally equivalent in both cases, meaning sensitivity improvements can be attributed to the change of parameter-space distance. We also discuss the choice of clustering parameters in detail in order to understand these improvements.

A. The O2 data software injection campaign

We reproduced the setup employed in \cite{18} to obtain a faithful comparison to their results. We used the full O2 Advanced LIGO run, spanning nine months of data taken by the two LIGO detectors H1 (Hanford) and L1 (Louisiana) \cite{2, 39, 40}. The employed time segments are those with the “all” tag in \cite{19}. The data stream was divided into segments of duration \( T_{\text{SFT}} = 900 \) s which were used to compute 50% overlapping Fourier transforms (the previously introduced SFTs), as discussed in \cite{17}; data from both detectors was analyzed together. This yields a set of 14788 SFTs from H1 and 14384 SFTs from L1.

Injections were performed at different sensitivity depth values \cite{50, 51}

\[
D = \frac{\sqrt{S_n}}{h_0},
\]  

where \( h_0 \) represents the CW amplitude and \( \sqrt{S_n} \) refers to an estimation of the amplitude spectral density of the detector noise; in essence, injecting at constant depth values allows us to produce consistent injection sets with respect to the underlying noise floor, allowing for comparisons at different frequency bands.

We analyzed two different sets of injections. The first set aimed to understand the general behavior of our proposal when used together with a clustering algorithm; the second one allowed us to assess the effectiveness of our proposal by obtaining an improvement in sensitivity.

The generating procedure was the same for both sets. We first selected a set of representative frequency bands and injected a certain number of CW signals into the data at different depths, drawing their parameters from uniform distributions across the analyzed parameter space. Then, we used the \texttt{BinarySkyHough} search to obtain a list of the most significant candidates to be clustered. Following the criteria specified in \cite{17}, we counted an injection as \textit{detected} if any of the three most significant clusters containing at least three candidates was significant enough so as to appear in the all-sky search toplist and each of its parameters were no further than five parameter-space bins from the injection point.

| Frequency Band [Hz] | \( \langle D^{0.95} \rangle \pm 1\sigma \) |
|---------------------|-----------------------------------------|
| [100, 125)          | 21.0 ± 0.7                              |
| [125, 150)          | 19.9 ± 0.8                              |
| [150, 200)          | 19.1 ± 1.0                              |
| [200, 250)          | 18.0 ± 0.8                              |
| [250, 300)          | 18.0 ± 0.8                              |

TABLE I. Summary of the average 95% efficiency sensitivity improvements obtained by the O2 open data all-sky search \cite{17}.
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FIG. 4. Performance comparison for different parameter choices, in two example frequency bands. Solid lines represent the strong set of injections; dashed lines represent the weak set of injections. Orange horizontal lines show the efficiency results obtained by the O2 clustering. Blue markers represent the efficiency results obtained by using Eq. 17. Square markers represent the results obtained by our proposal for different coincidence thresholds. Triangular markers show the results imposing a minimum cluster population of 3. Diamond markers show the results imposing a minimum population of 5.

B. Clustering performance

First, let us focus on the impact of changing the reachability threshold \( \theta^{T}_{f_{o}} \). This parameter controls the number of neighboring frequency bins taken into account to compute distances between pairs of candidates: as previously discussed, a CW candidate would tend to spread only across a small set of neighboring frequency bins, either due to spectral leakage (if the CW parameters fell close to the border of a frequency bin) or parameter-space correlations; hence \( \theta^{T}_{f_{o}} \) could be kept at low values, incidentally reducing the computing cost of the overall algorithm. Indeed, running the same setup for three reachability thresholds \( \theta^{T}_{f_{o}} = (1, 2, 3) \) \( \left[ T^{1}_{SFT} \right] \) showed no preferred value in terms of detection efficiency. As a result, it is feasible to work with \( \theta^{T}_{f_{o}} = 1 \) \( \left[ T^{1}_{SFT} \right] \), reducing the computational cost by neglecting redundant parameter-space relations.

Second, consider the interplay between a minimum population threshold (i.e. a minimum number of candidates to define a cluster as such) and the coincidence threshold. In Fig. 4 we show the efficiency achieved by different combinations of these two parameters. Two main features are worth of comment:

First, the impact of a minimum population threshold is noticeable when combined with low coincidence thresholds: Significant candidates are unable to group
with their neighbors and, consequently, get removed due to the lack of population in the cluster. As a result, potentially detectable signals (in the sense that the main stage of the algorithm did not reject them) are completely discarded. This effect is more noticeable for a set of weak injections, as they are less prone to enhance detection statistics across a wide region of parameter space; higher frequencies are also affected by this more, since the density of parameter-space templates at those regions tends to be lower than at low frequencies.

Secondly, increasing the coincidence threshold partially mitigates this effect, as stand-alone significant parameter-space points are able to group together with their less significant neighbors. Low-frequency results, however, suggest a limiting factor to this strategy, as this increase could also lead to neighboring clusters merging together; given that the algorithm focuses on the center of a cluster only, this means a signal could be discarded if its cluster gets merged with an instrumental disturbance. This phenomenon is highly dependent on the data under analysis, as well as the properties of the CW signal in it. In particular highly disturbed bands tend to deliver highly significant clusters corresponding to instrumental artifacts, as observed in previous all-sky searches [15–17 52]. Nevertheless, these clusters could also be isolated enough from the rest of interesting local maxima so as to avoid any mergers.

Let us impose a minimum population of three elements per cluster akin to the O2 clustering. Fig. shows how our proposed distance in Eq. (17) obtains improved results with respect to the Euclidean ansatz used in the original O2 algorithm, provided we select a suitable coincidence threshold. We devote the following subsection to expose the soundness of this improvement.

C. Sensitivity improvement

With the second set of injections we provide an assessment of the effectiveness of our proposal in terms of search sensitivity. We recall this set consisted of five frequency bands, selecting six sensitivity depths for each of them, at which we injected 300 CW signals each. We use these injections to interpolate the sensitivity depth corresponding to 95% detection efficiency, \( D^{95\%} \). This is a commonly used figure of merit in CW searches. A higher depth values means being able to detect weaker signals, as they are buried deeper in the noise. This procedure is customarily employed in CW searches in order to assess their sensitivity [15–18 53]. An example of the interpolation procedure for one band is provided in Fig.

Our previous discussion on the implications of a
population threshold can be extended using the 95% detection efficiency depth. In Fig. 6 we compare the relative improvement obtained with respect to the O2 clustering by simply using Eq. 17 rather than Eqs. 1, 2 and 3.

By properly tuning the coincidence threshold, the usage of our proposal under the same conditions as the O2 clustering achieves a better sensitivity. As already discussed, the application of a population threshold can be compensated by a higher coincidence threshold. The specific increase notably depends on the frequency band (and more concretely, on the template density of the parameter-space region) under study.

We summarize the improvement in sensitivity in Fig. 7 comparing our 95% efficiency sensitivity depth estimates against the results reported in Table I. Results using Eq. 17 are maximized with respect to the employed coincidence threshold, deeming them to be insensitive to the imposition of a minimum population threshold. We report a 5 – 15% improvement by the sole use of Eq. 17 instead of an Euclidean ansatz.

VI. CONCLUSION

We have introduced a new parameter-space distance for continuous gravitational-wave searches by relating parameter-space points to their corresponding instantaneous frequency evolution. As opposed to previous approaches, this proposal provides a simple way of comparing candidates from CW semicoherent searches in a consistent fashion with respect to the underlying parameter-space structure to which the searches themselves are sensitive.

We have demonstrated this consistency of the new distance with the well-known behavior of semicoherent searches by reproducing a well-understood parameter-space structure related to the Earth-induced Doppler modulation of ground-based detectors, the “circles in the sky”. The new distance can be computed as an average over a subset of timestamps from a given data set, significantly reducing its computational cost at negligible numerical accuracy loss.

Our proposal is effective in improving practical CW searches, as we have demonstrated by using it to improve the candidate clustering procedure from the O2 open data search for CWs in binary systems of [18] and reproducing their sensitivity estimation procedure. After illustrating the role played by different parameters in the procedure, with the best settings we have obtained a 5 – 15% sensitivity improvement from using the new distance in the clustering step.

This distance definition can be seamlessly extended to any kind of quasi-monochromatic CW signal, provided we are able to describe its associated frequency evolution, as the main operational quantity is not provided by parameter-space points, but by their embedding into the time-frequency plane according to the CW model under consideration. This makes it a valuable tool to develop new post-processing stages and improve the sensitivity of wide parameter-space searches.
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