Abstract

Social spambots, an emerging class of spammers attempting to emulate people, are difficult for both human annotators and classic bot detection techniques to reliably distinguish from genuine accounts. We examine this human emulation through studying the human characteristics (personality, gender, age, emotions) exhibited by social spambots’ language, hypothesizing the values for these attributes will be unhuman-like (e.g. unusually high or low). We found our hypothesis mostly disconfirmed — individually, social bots exhibit very human-like attributes. However, a striking pattern emerged when consider the full distributions of these estimated human attributes: social bots were extremely similar and average in their expressed personality, demographics, and emotions (in contrast with traditional bots which we found to exhibit more variance and extreme values than genuine accounts). We thus consider how well social bots can be identified only using the 17 variables of these human attributes, and then we evaluate them as features in relatively simple spambot detection classifiers (random forest) and compare to more sophisticated state of the art detection methods.

Contributions

Our contributions: (1) We characterize social spambots in terms of estimated human traits: demographics, personality, sentiment, and emotion. We show that social spambots express limited gender, age, and emotional variation while being much higher in positive sentiment and neurotic language than genuine users. (2) We show that traditional bots exhibit wider variance and more extreme estimated human traits. (3) We use these 17 human traits in a social spambot detection model, achieving state of the art classification results, in addition to outperforming human annotators.

1 Introduction

A social spambot is “a computer algorithm that automatically produces content and interacts with humans on social media, trying to emulate and possibly alter their behavior” (Ferrara et al., 2016). Previous studies have shown that standard spambot detection algorithms as well as human annotators, while quite effective at detecting standard spam (e.g. sales advertisements), fail to accurately distinguish these human emulating social spambots from genuine Twitter accounts (Cresci et al., 2017).

In light of the goal of social spambots to emulate human behavior, we test the assumption that social spambots should not behave differently than human accounts and that a shared set of traits should be common among both groups. Thus, in this study we attempt to characterize and classify social spambots, in comparison to genuine Twitter accounts and traditional spambot accounts, by real human traits and states. We estimate demographics (age and gender), personality traits (openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism), sentiment (positive and negative), and emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, and trust) using a variety of pre-trained models. First and foremost, we describe the distributions of these 17 human attributes, and then we evaluate them as features in relatively simple spambot detection classifiers (random forest) and compare to more sophisticated state of the art detection methods.

2 Related Work

Bots and bot detection methods have received increased attention due to their role in spreading information, both real and fake, on social media platforms (Shao et al., 2018; Caldarelli et al., 2020). Particular focus has been given to their role in
the 2016 U.S. Presidential election (Bessi and Ferrara, 2016; Badawy et al., 2018), but bots have been discovered discussing other political events such as the Syrian war (Abokhodair et al., 2015) and Brexit (Bastos and Mercea, 2019). Additionally, the spread of misinformation from bots has been linked to multiple public health issues such as vaccines (Broniatowski et al., 2018; Yuan et al., 2019), e-cigarettes (Allem et al., 2017), and marijuana (Allem et al., 2020). There is also growing evidence that bots are spreading information about COVID-19 (Himelein-Wachowiak et al., 2021; Ferrara, 2020; Al-Rawi and Shukla, 2020). The prevalence of bots in online discourse around elections and public policy has lead some researchers to begin outlining government policy for dealing with bots (Pedrazzi and Oehmer, 2020).

Bots have had such far reaching societal impact that research has grown significantly over the last decade (Cresci, 2020), with government agencies sponsoring competitions to identify the influence of bots (Subrahmanian et al., 2016). Although much bot research was done in the context of traditional (non-social or content generating) spambots, interest in social spambots has emerged more recently mostly focused on content, online behavior, or network attributes, rather than the human-likeness of the bots (Zhang et al., 2016). For example, Kudugunta and Ferrara (2018) applied deep neural architectures to the task of classifying social spambots from a single tweet. Using an adversarial learning approach Cresci et al. (2019b) generated evolved versions of current social spambots and, subsequently, attempted to classify them as bot or human. They again show that previous methods, which have been successful in identifying traditional bots, fail to detect the evolved social bots, including their own previous state-of-the-art method. Other studies have used anomaly detection (Miller et al., 2014) as well as sentiment based methods (Dickerson et al., 2014).

Our work is aligned with a growing set of methods to to embed language processing within the social and human contexts they are applied (Lynn et al., 2019). Most similar is the work on language generation or dialog agents (i.e. chatbots). While not directly related to spambot detection, such work has attempted to produce agents with empathy (Rashkin et al., 2019), trust (Novick et al., 2018) and emotion (Zhou and Wang, 2018; Huber et al., 2018) as well as general personalizations (Li et al., 2016; Zhang et al., 2018; Mazaré et al., 2018). As researchers build machines imbued with more sophisticated human attributes, we can expect similar machines to be used for spamming purposes.

3 Data Sets

We sought to use a variety of Twitter bot corpora in order to cover multiple contexts in which bots have been used. These contexts included social and non-social spambots (i.e., content generators and fake followers). In total, we use two social spambot data sets and four traditional bot data sets, each of which is briefly described below. While the focus of the current paper is social spambots, we investigate the human traits of traditional bots to show (1) that our methods generalize across different types of bots and (2) show that social spambots are indeed more sophisticated than traditional bots.

Spambot Data We use the two social spambot data sets derived from Cresci et al. (2017). The first data set, SSB1 (Social SpamBots #1), is identical Cresci et al’s test data: 464 social spambots, who advertised products on Amazon.com, plus 464 genuine accounts (718,975 total tweets). As a second data set, SSB2, we use an additional 2,913 genuine users from Cresci et al that were not part of SSB1, as well as 2,913 randomly selected social spambot accounts that Cresci found to be promoting a VIP version of the Talnts app. Because the number of tweets from the genuine accounts was much larger than that of the social spambots, we randomly sampled the genuine tweets, so that the tweet set was evenly split (2,621,684 total tweets). Appendix A contains a selection of social bot tweets to demonstrate how realistic they seem.

Traditional spambots We apply human trait estimates to four open source bot data sets, which consist of non-social bots (i.e., traditional / content generating bots and fake followers), in order to determine if these features generalize across data sets and bot types. All data sets are available through the Bot Repository 1. We briefly summarize the data sets here (see source papers for more details) which contain both genuine and bot accounts. Yang et al. (2020): A data set of self-identified Twitter bots and verified accounts. Cresci et al. (2019a): Twitter accounts with suspicious financial tweets promoting low-value stocks. Cresci et al. (2015):

1https://botometer.osome.iu.edu/bot-repository/
Fake Twitter followers created to inflate the number of followers of popular accounts. Lee et al. (2011): A collection of content polluting Twitter accounts discovered via honeypot traps.

4 Estimating Human Traits

For each user in our data sets we estimate the following traits from their tweets: age, gender, personality, sentiment, and emotion.

Age / Gender. We applied a predictive lexicon to produce real valued age and gender estimates (Sap et al., 2014). This lexicon was built over Twitter, Facebook, and blog users with labeled age and gender, and produced prediction accuracies (Pearson r) of .831 (age) and .919 (gender).

Personality. We used a language based personality model to estimate the Big Five personality traits: openness to experience, conscientiousness, extraversion, agreeableness and neuroticism (Park et al., 2015). This model was built over 1-3grams and a set of 2,000 LDA (Latent Dirichlet Allocation; Blei et al., 2003) topics and resulted in prediction accuracies (Pearson r) of .43 (openness), .37 (conscientiousness), .42 (extraversion), .35 (agreeableness) and .35 (neuroticism). Park et al. showed that these prediction accuracies are higher than correlations between self-report personality and personality ratings by friends.

Sentiment. We used the positive/negative sentiment categories from the NRC Word-Emotion Association Lexicon (Emolex; Mohammad and Turney 2013).

Emotion. To estimate emotion we used the NRC Hashtag Emotion Lexicon (Mohammad and Kiritchenko, 2015), which has categories based on Plutchik’s eight basic emotions: anger, anticipation, disgust, fear, joy, sadness, surprise and trust (Plutchik, 1980). This is an automatically created, word-level lexicon based on tweets with emotion hashtags, i.e. #anger, #anticipation, etc.

5 Methods

Features. For both the SSB1 and SSB2 data sets we extract all features needed to estimate the human traits. The age, gender, sentiment, and emotion lexica all use unigrams. For personality, we extract 1-3grams and a set of 2,000 LDA topics. These topics have been used across a number of studies on age, gender, and personality (Schwartz et al., 2013; Park et al., 2016) and were built over the MyPersonality data set (Kosinski et al., 2015).

Table 1: Classification results. First 4 lines presented in Cresci et al. (2017), bottom 5 lines are models presented in this work. * significantly different than Cresci et al. from a bootstrapped p-value < 0.01. MCC is the Matthews correlation coefficient.

5.1 Social Spambot Classification

Here the SSB1 and SSB2 data sets are used to train and test our model, respectively. In order to keep modeling simple, we built a random forest classifier, utilizing extremely randomized trees (Geurts et al., 2006), as implemented in by scikit-learn (Pedregosa et al., 2011). Modeling parameters are listed in Appendix D.

Comparisons. We compare our model accuracies to human annotators and current state of the art methods, which are evaluated on our test set (SSB2) and reported in Cresci et al. (2017).

Human Annotators: a crowd sourcing task to test whether humans are able to distinguish social spambots from genuine accounts (Cresci et al., 2017).

BotOrNot: a supervised method trained to identify social spambots (Davis et al., 2016). The model uses over 1,000 different features including tweet content, sentiment and user meta data.

Ahmed et al.: an unsupervised graph clustering of features such as URLs, hashtags, mentions, and retweets (Ahmed and Abulaish, 2013).

Cresci et al.: uses DNA-inspired techniques to model behavior of Twitter users in an unsupervised fashion (Cresci et al., 2016).

5.2 Traditional Spambot Classification

In order to access the generalizability of our features, we evaluate a similar classification task using three open source bot data sets, which we briefly describe below (see the source papers for more details). In the previous task we had dedicated train and test data sets, in order to directly compare against the results in Cresci et al. (2017). Here, we do not have a consistent baseline therefore use a 10-fold cross validation setup, and use a model built on the top 1,000 most frequent unigrams as
a comparison. Again, we use an extremely randomized trees classifier; see Appendix E for full modeling and language processing details.

5.3 Unsupervised Classification

Finally, we apply an unsupervised clustering to our data in order to label each account as bot or human. We apply spectral clustering (Von Luxburg, 2007) to all features (age, gender, personality, emotion, and sentiment) as well as the 5 personality dimensions and a baseline of 1,000 unigrams. The spectral clustering algorithm is implemented in scikit-learn with default settings. To simulate a more practical setting, where the human-to-bot ratio is not 50/50, we apply the clustering method to a 90/10 human-to-bot ratio. We fix the number of accounts to the maximum number in both SSB1 and SSB2 (i.e., 2,913 and 464, respectively), and randomly sample bots so as to make a 90/10 human-to-bot ratio. For the 50/50 and 90/10 ratio we set the number of clusters to 2 and 10, respectively. We use 10 clusters on the unbalanced data since spectral clustering assumes equal cluster sizes. To choose the label for the bot cluster, we calculate the standard deviation of each human trait for each cluster, average the standard deviations within each cluster, and label the cluster with the minimum average standard deviation as “bots”.

6 Results

Demographic, personality, sentiment, and emotion distributions are shown in Figures 1 and 2. The age estimates for the spambots (red) are tightly clustered (age mean = 28.9, standard deviation = 2.58), when compared to the genuine accounts (blue; mean = 23.8, standard deviation = 5.14). A similar pattern holds for gender – mean (standard deviation) gender is -.50 (.53) and .26 (1.17) for spambots and genuine accounts, respectively. The other traits show patterns similar to age and gender: social spambots have little variation in personality, sentiment, and emotion. Of note are neuroticism and positive sentiment distributions.

Classification results are presented in Table 1. The first four lines (“Past Work”) contain results evaluated in Cresci et al. 2017 and are included here for context, while the current study’s results are presented in the final five lines. Personality outperforms all other single feature sets (age/gender, sentiment and emotion) across all of our evaluation metrics, while emotion performs the worst. Combining all features gives the best classification performance, significantly ($p < 0.01$) above the state of the art in Cresci et al. 2016.

Next, we evaluate estimated human traits for distinguish bots in a number of additional open source bot data sets. Since existing models were largely unavailable for these, we compare to a a much larger model built on the 1,000 most frequent unigrams. Cross validation classification results are in Table 2. The 17 human traits perform almost as well as the 1,000 unigram features, outperforming unigrams in the Lee et al. (2011) data set. The unigram models use (1) features which vary across each data set (i.e., the frequency of each unigram is calculated within each data set) and (2) a much larger number of features (1,000 vs. 17). This strongly suggests that the human traits are both generalizable across data sets and also bot types.

Finally, Table 3 shows the results of the unsupervised clustering task. Here, we see that even without providing the means for the models to learn the ideal ranges of attributes (i.e. from training data), the social bots primarily come out in one class with the genuine accounts in the other, even when we sample for a higher ratio of genuine-to-bot accounts (90/10).

Table 2: Traditional bot cross validation classification results for 1,000 unigrams and 17 human traits.

|                  | Number of Humans/Bots | Feats. | F1    | Prec. | Recall |
|------------------|-----------------------|-------|-------|-------|--------|
| Yang et al. (2020) | 1971 / 670            | unigrams | .978  | .985  | .971   |
| Cresci et al. (2019a) | 584 / 5,022        | human traits | .968  | .979  | .957   |
| Cresci et al. (2015) | 1,075 / 297         | unigrams | .921  | .969  | .888   |
|                   |                       | human traits | .901  | .948  | .870   |
| Lee et al. (2011)  | 17,720 / 14,632       | unigrams | .851  | .854  | .849   |
|                   |                       | human traits | .862  | .865  | .862   |

Figure 1: Age and gender distributions of genuine (blue) and social spambot (red) accounts in the SSB2 data set.
7 Ethics Statement

All bot data used in this study are publicly available. This study was reviewed by an academic institutional review board and found to be exempt, non-human subjects data. Still, ethical considerations should be raised when estimating demographics and personality from social media. These include privacy issues, biases in training data, the impact of misclassifications on downstream tasks, and outdated definitions of social constructs such as binary gender. While imperfect, we believe that these estimates are non-obtrusive and allow researchers to study average differences in estimated demographics as expressed in public language.

Further consideration was taken into account given the effectiveness of this approach for bot detection. Notably there is likely a continued arms race between bot creators and bot detectors: as natural language generation methods and bots become more advanced so too will detection methods. When published, it should be assumed that bot creators will try to reverse engineer the methods. Under open security principles, we hope the results of this study promote better detection, but caution that the effectiveness of the approach may ween over time.

8 Conclusion

In this study we showed that social spambots, while difficult for humans to detect, suffer from a lack of variation across all of our measures: age, gender, personality, sentiment, and emotion. Not only did social spambots seem to lack variation in most human traits, their mean values often aligned with the means of genuine accounts (with the exceptions of high mean positive sentiment and low neuroticism – both still with little variance).

The bots’ lack of variation across any trait suggests they are “clone”-like. This could explain the inability of human annotators to properly identify them: individual social spambot accounts may look human (e.g., 29 years old and slightly male) but the range of humanness is limited. On the population level, most social spambots appear to be a clone of the same “human”. This contrasts with traditional bots, whose traits were more varied and often with extreme, inhuman values (e.g., negative ages; see Appendix C), suggesting a “robot”-like interpretation of traditional bots.

The consistency of the estimated human traits was strong enough that we were able to build simple yet highly predictive classifiers using only the 17 estimates as features, outperforming human annotators and significantly more accurate than the state of the art in Cresci et al. (2017). On additional data sets spanning other types of bots (e.g., fake followers, spamming accounts, and self-identifying bots), the human traits performed on par with much larger models (1,000 unigrams). Finally, simulating where bot training data is non-existant, we showed a simple unsupervised clustering based on the 17 attributes identified social bots nearly as accurately, suggesting human trait based approaches may be able to identify new bots in the wild.
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A Spambot Sample Tweets

We include a set of random tweets from each social spambot data set, in order to show that these accounts are not immediately identifiable as bots.

| Tweet                                                                 |
|----------------------------------------------------------------------|
| To your favorite song, anything you want to do.                      |
| Best week for a long time                                           |
| Seriously 90210 ended on the best note. I was in waaay too many tears. What do I do with my life now? |
| I don’t read other science fiction. I don’t read any at all.        |
| Better to be a geek than an idiot.                                  |
| I like my money right where I can see it – hanging in my closet.    |

SSB1

| Tweet                                                                 |
|----------------------------------------------------------------------|
| I don’t read other science fiction. I don’t read any at all.        |
| Better to be a geek than an idiot.                                  |
| I like my money right where I can see it – hanging in my closet.    |

SSB2

Table 4: Sample of random social spambot tweets, presented here to highlight the fact that the tweet authors are not immediately identifiable as non-human.

B Social Spambots: Training Data

Here we plot the distributions of our 17 features for the social spambots and genuine users in our training data (see main paper for test data). Demographic data (age and gender) are plotted in Figure 3. We see a similar pattern to the test data, though less pronounced: social spambot distributions are considerably more peaked than the genuine users. Also, note that genuine users have a bimodal gender distribution, corresponding to the female/male split, whereas the spambot distribution is unimodal.

Figure 4 shows the distributions for personality, sentiment, and emotion. Again, we see patterns similar to the test data, though less pronounced. The train spambots are also more positive than the genuine users, though the emotional stability split, seen in the test data, is not as pronounced.

C Human Traits: Traditional vs Social Spambots

We estimates the human traits of a set of 1,000 traditional spambots from Cresci et al. (2017), sampled from a larger set of data released in Yang et al. (2013). In Figure 5 we compare age and gender distributions to those of genuine Twitter users and social spambots. Here we see distinct distributions for each type of account, with traditional spambots having a much wider distribution. In the case of age, we see that traditional bots have non-human predictions (i.e., negative numbers), whereas the predicted age of social spambots is within a reasonable human range. The gender distribution of the traditional spambots do not show a female/male split (i.e., no distinct bimodal distribution). Thus, we have two distinct patterns: (1) traditional bots exhibit a wide range of characteristics, though often non-human and uninterpretable; and, (2) social bots exhibit a very narrow band of characteristics, though this band is within a normal human range, or at least within the range of predicted values for genuine accounts.

In Figure 6 we present the distributions for personality, sentiment, and emotion for all three classes of Twitter users: genuine accounts, traditional spambots and social spambots. First, we see three distinct distributions for each class of Twitter users across all characteristics. Similar to the age and gender plots, when comparing emotions to genuine users, the traditional bots often have a larger spread and are multi-modal. For personality and sentiment, we see a different pattern. Here the traditional bots are more spread than the social bots but still fairly limited when compared to genuine users. While the social spambots have a consistently different pattern when compared to genuine users, we see slightly more variation when comparing traditional bots to genuine users. That said, when comparing across all traits we see three fairly distinct classes of Twitter users.

D Experimental Setup for Classifying Social Bots

We used the following settings in our extremely randomized trees classifier: bootstrap is False, class_weight is None, criterion is gini, max_depth is None, max_features is sqrt, max_leaf_nodes is None, min_impurity_split is 1−7, min_samples_leaf is 100, min_samples_split is 2, min_weight_fraction_leaf is 0, n_estimators is 1000,
Experimental Setup for Classifying Traditional Bots

We use our 17 human trait features in a classification task where we attempt to distinguish traditional bots from genuine human accounts. To do this we use four open source data sets: Yang et al. (2020), Cresci et al. (2019a), Cresci et al. (2015), and Lee et al. (2011). These data sets are all available at the Bot Repository\(^2\), which is a centralized repository for open source bot data sets. Due to privacy reasons, the majority of the data sets on this repo do not contain tweet level data, which we need to estimate the human traits. Therefore, we limit our analysis to three data sets which have tweets available on the Bot Repository: Cresci et al. (2019a), Cresci et al. (2015), and Lee et al. (2011). For the fourth data set in our task, Yang et al. (2020), we use the Twitter API\(^3\) to download available tweet histories from the botwiki and verified described in the paper (see Yang et al. (2020) for more details).

For each of these data sets we first apply an English filter, since our human trait estimators are trained on English social media data. We use the langid Python package (Lui and Baldwin, 2012) to restrict to English only tweets. We then extract 1-3grams and a set of 2,000 LDA topics for each account, which are then used to estimate the human traits (age, gender, personality, emotion, and sentiment). See main paper for details on feature extraction. Since we are not using the original tweet set as reported in the above papers (due to English filtering or re-download the tweets from the Twitter API), we build a comparison model using the 1,000 most frequent unigrams. Finally, we restrict our analysis to accounts which have posted at least 500 words across their English tweet histories. To classify each account as human or bot we run 10-fold cross validation using stratified folds. We use an extremely randomized trees classifier as implement in scikit-learn using the following parameters using the settings listed in the social bot detection modeling. Two models are build, one for each of the following feature sets: (1) 1,000 most frequent 1-3grams and (2) 17 human traits.
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