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ABSTRACT Mobile Edge Cloud (MEC) technology is envisioned to play a key role in next generation mobile networks by supporting low-latency applications using geographically distributed local cloud clusters. However, MEC faces challenges of resource assignment and load balancing to support user mobility and latency-sensitive applications. Virtualized resource reallocation techniques including dynamic service migration are evolving to achieve load balance, fault tolerance and system maintenance objectives for resource constrained edge nodes. In this work, a compute and network-aware lightweight resource sharing framework with dynamic container migration, ShareOn, is proposed. The migration framework is validated using a set of heterogeneous edge cloud nodes distributed in San Francisco city, serving mobile taxicab users across that region. The end-to-end system is implemented using a container hypervisor called LXD (Linux Container Hypervisor) executing a real-time application to detect license number plates in automobiles. The system is evaluated based on key metrics associated with application quality-of-service (QoS) and network efficiency such as the average system response time and the migration cost for different combinations of load, compute resources, inter-edge cloud bandwidth, network and user latency. A detailed migration cost analysis enables evaluation of migration strategies to improve ShareOn’s performance in comparison to alternative migration techniques, achieving a gain of 15-22% in system response time for highly loaded edge cloud nodes.

INDEX TERMS Quality of experience (QoE), container migration, mobile edge computing, virtualization, real-time applications, edge cloud, migration cost, inter-edge cloud bandwidth.

I. INTRODUCTION

Advanced mobile applications such as Augmented/Virtual Reality (AR/VR) involve intensive computation with real time response constraints. The delay requirements of these applications may not be met by the cloud-assisted techniques due to large network latency. Mobile Edge Cloud (MEC) [1], [2] has been identified as a promising approach which supports low-latency applications by bringing compute, network and storage close to the user. Edge cloud (EC) provides computation at the edge of the network using limited available resources. Furthermore, the geographically local MECs use various techniques to distribute tasks across the network edge to satisfy user service requirements [3]–[5].
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MEC infrastructure must respond to factors such as user mobility, network outage, fluctuating load, variability in network performance/congestion, and resource heterogeneity [6]. Thus, maintaining application quality-of-service (QoS) via distributed coordination between local edge cloud clusters is a challenge [7]–[9]. MEC utilizes virtualization technologies to run and manage applications and services at the edge of the mobile network using Network Functions Virtualization (NFV) as the environment [10]–[12]. Typically, the architecture of a general MEC system consists of three computing layers: the first at the mobile client, the second at a local network attached edge cloud, and the third at a centralized data center/cloud in the core of the network, as shown in the Figure 1 [13]. The hierarchically placed, limited-resource, MEC nodes often offload compute intensive tasks to a central cloud server, thereby increasing the...
total response time of an application. Thus, this architecture does not readily support real-time applications which require round trip latency of less than ~100 ms.

Application QoS can be maintained in the MECs using a number of distinct mechanisms [14]–[17]. These include the use of either centralized or distributed resource assignment schemes which allocate compute resources to mobile user requests at nearby servers. The centralized software defined network (SDN) framework is widely adopted for data-intensive computing and easy management of the architecture [18]–[20]. However, SDN infrastructure faces issues related to data mobility in the process of container migration and might be inefficient for dispersed edge cloud nodes. Resource virtualization (virtual machines and virtual networks) can also be used to partition and control resource usage between multiple competing applications or users [21].

In the context of SDN and resource virtualization, NFV is a new network paradigm which enables interconnection of virtualized network functions to set up service function chaining (SFC) [22]–[24]. It is also possible to employ GPU’s and/or parallelize computing resources across the network to accelerate the computation [25], [26]. Further, mobile user performance can be dynamically optimized via container migration in which the cloud process is moved from one computing node to another in response to mobility events and to ease the load across the network. Migration implies moving a virtual machine (VM) or a container from one edge cloud to the other [27]–[30]. In this paper, we describe and validate a container migration framework suitable for MEC scenarios using a sample latency constrained application.

The rest of the paper is organized as follows. Section II provides the motivation for container migration and our key contributions. Section III provides the migration primitives including service containerization and its benchmarking. Section IV details the analytical and cost model of the migration system designed in this work. Section V details the migration set-up along with the evaluation on a realistic testbed. Section VI illustrates simulation set-up and parameters. Results are discussed in Section VII, related work in Section VIII with a note on limitations, challenges and our future work and Section IX concludes the paper.

II. MOTIVATION AND KEY CONTRIBUTIONS

The limited available resources in MEC, cannot efficiently serve sporadic requests due to user mobility and varied load when using a straightforward edge cloud to core cloud offloading technique. Figure 2 evaluates impact of load on an EC node. In this evaluation we execute a set of example services such as credit card number detection (Service 1) and traffic lane detection (Service 2) on an Intel i7 CPU K875 with 8GB RAM and 2.93 GHz processor. Figure 2 concludes that the rise in load degrades the service performance. For service 2, at 0.3 load level - emulated with Linux Stress tool, the EC node’s available resources are not able to sustain the application. A similar pattern is observed for service 1 at load 0.4. Therefore, newer techniques such as resource sharing by use of migration can be analyzed for improving performance. The overloaded edge cloud scenario motivates the technique of lightweight container migration, to an available resourceful destination edge node, to address the issue of compute bottleneck. With the help of flexible resource provisioning and sharing among neighboring edge cloud nodes, MEC can meet unpredictable traffic demands and quickly scale the network due to its multi-tenancy feature. In order to reduce the application latency and provide the required application QoS, service requests are handled by the virtualized environment. Container-based virtualization is finding increasing adoption in MEC systems for realizing slice isolation and fine resource control [31]. Resource isolation (especially, memory) across components of different applications is necessary for the integrity of individual applications.

Containers run at the user-space process over the kernel and have better bandwidth and CPU performance as compared to VMs. Their low running overhead and small size make them ideal candidate for the service migration. Virtualization based on containers (containerization) allow users to run an application and its dependencies in an Operating System (OS) with flexible resource allocation, easy scaling and improved efficiency [32], [33]. These are highly portable since each container image is inclusive of all the dependencies required to execute an application. Also, the host OS limits the container access to the physical resources. Containers do not require separate OS instances and operate by sharing the same OS kernel as the host machine, leading to a gain in memory, CPU and storage. The major factor in the interest of containers is that they spin up and stop faster, which is crucial for distributed application [34], [35]. Thus, lightweight containers allow resource sharing among neighboring nodes using technique such as migration [67]. The shared resource dynamic container migration approach therefore can be used to address degrading application QoS,
arising from the processing latency (system load) and/or the network latency (user mobility).

This paper aims to develop a container migration framework (ShareOn) and validates its performance via simulation of a realistic MEC scenario. An end-to-end migration framework running real-time application has been deployed to analyze the impact of resource allocation, latency, bandwidth, container size and migration time. The framework is evaluated on software-based emulation environment set-up using the ORBIT testbed [36], running LXD containers using CRIU (Checkpoint Restore in Userspace) [37]. An edge cloud network topology is studied with nine heterogeneous edge nodes placed geographically apart in San Francisco (SFO) city to match the real world scenario. The migration evaluation is done based on a real-time automated license plate recognition (ALPR) [38] application, orchestrated with the help of live scripts. ALPR analyzes images and video streams to identify license plates and the output is the text representation of the license plate characters. A comparative model is also set up for large scale simulation, in which the containers are hosted in an edge cloud network in SFO city. Real traces from taxicabs in SFO [39] are used to model user mobility.

ShareOn is a distributed migration scheme to support user mobility across dispersed edge cloud infrastructure and is scalable for networks hosting large number of edge compute nodes.

The key contributions of this paper are:

1) Design and develop a distributed, shared resource dynamic container migration framework to support low-latency applications in the MEC, by accurately deciding the migration destination depending on the user proximity and compute resource availability at the destination EC node

2) Evaluate the proposed framework on a large-scale city-based simulation model using the realistic taxicab traces and parameters such as bandwidth, load and compute. This framework is compared with different migration approaches to show that multi-parametric migration performs significantly better in handling traffic bursts in contrast to single/selective parametric approaches.

3) Solve system workload and mobility issues for different resource combinations in a container migration study and evaluate the average system response time, migration cost and effect of inter-edge bandwidth on migration.

4) Propose techniques to minimize service latency at an edge cloud by evaluating system-wide migration cost based on pre-copy, post-copy and migration time. This work further details the overall cost as local migration cost, i.e., delay incurred at each EC node and shared migration cost, i.e., collective delay incurred between pair of EC nodes.

III. CONTAINER MIGRATION PRIMITIVES IN THE MEC

In the distributed container migration approach, the edge cloud nodes can independently implement service migration strategies including the policies for suspension and migration of currently running applications. This section presents an overview of the migration and its benchmark performance in terms of memory, CPU, latency and pre-copy time.

A. SERVICE MIGRATION

Virtualization of OS has gained popularity since it allows multiple instances of OS to run on a given physical machine, leading to efficient usage of physical resources and simple management. One of the benefits of virtualization is migration, the process of transitioning from one operating environment to another without disruption in user connectivity.

Although, it is essential to accurately decide migration destination depending on the mobile users proximity and the computation resource availability at an edge cloud node, the unpredictability of user movement add challenges to an optimal decision. Furthermore, the bursty compute traffic generated by large number of devices such as UEs and IoTs, [40]–[43] causes additional load variability in the system. This degrades the network performance as the computation resources to support such traffic bursts become unavailable. Under such conditions service migration can ensure improved performance of the system.

For an effective service migration solution, parameters such as edge cloud node load, available resources (CPU, RAM, inter-edge bandwidth), distance between the edge cloud nodes, and application requirements should be considered. This work attempts to implement a migration framework taking these parameters into account, by which an application or cloud-hosted services are prevented from being locked into a single physical device.

B. SERVICE CONTAINERIZATION

The enormous services running on today’s cloud servers [44] (VM based) face challenges of dynamic resource allocation, switching (on/off) delays, and inability to scale due to their size thus requiring large chunk of host computing resources. Containers are miniaturized virtual resources exclusively consisting of computational tasks and worker processes.
Their intrinsic property of service isolation [45] and their simple design make them ideal for the services which require faster and frequent switching [46]. Therefore, containers allow splitting services by grouping simple, smaller tasks into a single package called a microservice. With the help of containers, these microservices can be managed in runtime, thereby enabling multiplicity of such services on a shared infrastructure. Containerization is also beneficial for NFV infrastructure by providing flexibility, resiliency, scalability and portability. Inherently containers provide easy deployment, development and testing of applications on a large number of servers and are a viable choice for service migration as utilized in this work.

C. SERVICE CLASSIFICATION

For achieving migration without impacting the user QoS, it is important to understand various types of services that can be containerized for migration. Services based upon their requirements and usage can be classified as follows.

- **Stateless vs Stateful**: Stateless services do not use previously processed tasks as feedback to the current task. Therefore, they can run without saving the user generated data in a session. State refers to an altering condition, inclusive of the results from the internal operations and interactions with other services or applications. Stateful application can retain information about its state after each service execution. The content of the stored data may depend on the type of service. An essential feature about statefulness is that it requires persistent storage for later availability of the information. The state management plays a key role in migrating stateful services which adds migration complexity. On the contrary, stateless migration reduces complexity, the amount of data to be sent and requires less network resource [47].

- **User-space vs Network Space**: The container migration can be used in the **user-space** for the end-user applications or in the **network space** to support NFVs such as firewall, load balancer, DNS and gateways (GWs) [48], [49]. For non-standalone services, – dependent on the other containerized services – migration is not a feasible solution as group of containers along with a large amount of state has to be migrated which is not trivial.

In our standalone system study, containerized services are independent of each other where the application’s data are attached to the respective containers; hence, migration can preserve or enhance service quality. This paper illustrates the migration approach with an example user-space application (ALPR) while the approach can be similar to the network space services.

D. CONTAINER MIGRATION BENCHMARKING

This section compares different types of services and analyzes candidates to survive migration without degrading the application QoS. Figure 3 compares the Memory and CPU utilization for real-time stateless and stateful applications for different load conditions, with stringent latency requirements. Figures 3 (a) and (b) show the stateless operations like file writing (FW), lane detection (LD) [50] and credit card number detection (CCND) [51]. These applications do not demand any state data to be stored and hence they can be deployed as user-space standalone stateless services in the containers. Figures 3 (c) and (d) show the performance of stateful applications such as, Group path planning (GPP) [52], deep speech (DS) [53] and tensor flow (TF) [54]. These standalone stateful applications rely heavily on the state data to continue running a service using the host storage volume and then mapping them to containers.

Table 1 and 2 compare the relative performance of the stateless and stateful applications described above. For the stateless applications, it is observed that at the lower load, the resource utilization and application run time in the containers are significantly low. The application session can save the data generated for usage in the subsequent sessions with volume plugin, but there is almost negligible wait time for synchronization of information from the previous session. Hence, the process is faster with reduced memory usage.

The stateful applications use a number of logical cores to determine internal performance values. This results in overhead since the number of required cores might not be available. It is observed while the stateful applications run in the container, they consume more resources at higher load than compared to stateless applications. Therefore, the required latency constraints cannot comply with the strict time requirement of real-time applications because of the limited support for data portability in containers. Stateful
TABLE 1. Stateless application resource parameters.

| App. | Memory | CPU | Latency | Pre-copy Time |
|------|--------|-----|---------|---------------|
| FW   |        |     |         |               |
| LD   |        |     |         |               |
| CCNR |        |     |         |               |

TABLE 2. Stateful application resource parameters.

| App. | Memory | CPU | Latency | Pre-copy Time |
|------|--------|-----|---------|---------------|
| GPP  |        |     |         |               |
| DS   |        |     |         |               |
| TP   |        |     |         |               |

applications requires the state to be stored in memory of the host wherein there is a frequent interaction of the application with the storage capacity and requires a full database sync for continued service.

These observations lead us to characterize the applications in terms of their suitability for containerization as well as migration to support real-time applications. In general, it is to be noted that stateless containerized applications are viable candidates for service migration owing to their limited memory and CPU utilization without impacting application performance. Further, the absence of associated states allow the destination EC node to seamlessly instantiate the container without any loss of information/data.

IV. MODELING CONTAINER MIGRATION

In this section the migration latency and cost are modeled to quantitatively analyze the system.

A. MIGRATION LATENCY MODEL

Here, the latency model for inter-edge cloud container migration is presented by considering paging, transmission, propagation and container spin-up delays. Further, the time taken to select a container and pair it with target EC node for migration using the control plane information is taken into account.

1) CONTROL PLANE LATENCY

During the process of control plane information exchange, the packets containing node’s information are exchanged among the neighbors. The time taken to process the periodic control messages, \( t_{\text{control}} \), is assumed to be a constant.

2) SELECTION LATENCY

The algorithm run time to select the containers to be migrated to a suitable destination is called \( t_{\text{select}} \). It is measured for the Algorithms 2 and 3 in Section IV-C.

3) PAGING LATENCY

The amount of time taken at the source node to create pages of the container selected to be migrated is dependent on the processing speed of the host node. Therefore, the paging latency is determined with the help of processing speed of the node and the memory access speed. The processing speed is dependent on the processor clock frequency \( f \). It is assumed that processor executes one instruction per clock cycle. Therefore, the time taken to create the container pages, each of size \( s_{\text{page}} \), can be given as

\[
t_{\text{page}} = \frac{s_{\text{con}}}{f \cdot s_{\text{page}} \cdot \alpha}
\]

where \( \alpha \) is the rate at which the page is dirtied (see Table 3).

4) TRANSMISSION LATENCY

The transmission delay for each container page is dependent on each page size and available transmission rate between the source and destination node. It is estimated as

\[
t_{\text{tx}} = \frac{s_{\text{page}}}{b_{\text{i}}}
\]

5) PROPAGATION LATENCY

The propagation latency, \( t_{\text{prop}} \), is calculated as

\[
(t_{\text{d}} - t_{\text{s}})/S,
\]

where \( S \) is dependent on the speed of the medium.

6) SPIN-UP LATENCY

The latency incurred to process all the pages received at the destination and instantiate the container is termed as spin-up latency, \( t_{\text{spin}} \). The spin-up delay is dependent on inter-page

TABLE 3. Container migration parameters.

| Param | Brief | Explanation |
|-------|-------|-------------|
| \( \alpha \) | page dirty rate (KBps) | memory pages modified per sec |
| \( s_{\text{page}} \) | page size (KB) | default size of a memory page |
| \( p_{\text{rd}} \) | memory pages (kpps) | # memory pages created per sec |
| \( s_{\text{p}} \) | processor speed (GHz) | residual bandwidth |
| \( m \) | RAM (GB) | user to cloud network delay |
| \( b_{\text{i}} \) | inter-edge bw (Gbps) | wait time of request |
| \( l_{\text{n}} \) | network latency (ms) | push packet bits into the link delay |
| \( l_{\text{q}} \) | queuing latency | latency beyond which app performance degrades |
| \( l_{\text{lx}} \) | transmission latency | range (0–1) |
| \( l_{\text{th}} \) | app threshold latency | between edge clouds at an edge cloud |
| \( k \) | load at MEC | \( t_{\text{nx}} + t_{\text{tx}} + t_{\text{prop}} \) |
| \( k_{\text{in}} \) | running containers | time to create pages of the container |
| \( k_{\text{out}} \) | containers sent | time to process a page to spin up the container |
| \( t_{\text{c}} \) | control plane delay | cost to migrate a container |
| \( t_{\text{p}} \) | computation delay | current load at a node |
| \( t_{\text{prop}} \) | propagation delay | cost to migrate a container |
| \( t_{\text{total}} \) | total response time | cost to migrate a container |
| \( l_{\text{px}} \) | page creation delay at source | cost to migrate a container |
| \( l_{\text{pxd}} \) | page processing delay at dest | cost to migrate a container |
| \( l_{\text{pxr}} \) | pages received at the destination | cost to migrate a container |
| \( l_{\text{pd}} \) | edge cloud load | cost to migrate a container |
| \( C_{\text{m}} \) | migration cost | cost to migrate a container |
| \( \beta \) | inter-page arrival delay | cost to migrate a container |
| \( s_{\text{con}} \) | container size | cost to migrate a container |
| \( \beta_{\text{min}} \) | first threshold value | cost to migrate a container |
| \( \beta_{\text{max}} \) | second threshold value | cost to migrate a container |
| \( t_{\text{nt}} \) | total migration time | cost to migrate a container |
| \( \delta T \) | cutoff time for migration | cost to migrate a container |
| \( UR \) | utilization region | utilization region of a node |
| \( \gamma_{\text{e}} \) | latency factor | associated with node util |
| \( \gamma_{\text{ad}} \) | utilization factor | node resource utilization factor |
arrival delay (β), number of received pages (page_r) and time to process a page at the destination (t_{page,d}) as: \( t_{spin} = page_r \cdot max(\beta, t_{page,d}) \).

**B. MIGRATION COST**

For a given container to be migrated, the cost is a function of pre-copy time, post-copy time and migration time. The system performance can be evaluated using metrics such as workload characteristic, container size, node computing capabilities, memory dirty rate, network transmission rate and inter-edge bandwidth. The overall cost incurred by each of these components can be defined as a function of time using the migration cost as follows:

- **Local Migration Cost (LMC):** The LMC is the total time incurred in: (a) querying local compute, storage and memory resources, (b) calculating the utilization region (UR), and (c) finding the list of suitable containers to be migrated based upon SLA violations.
- **Shared Migration Cost (SMC):** The SMC is defined as the total time incurred in: (a) receiving and processing control plane messages from neighboring MEC nodes, (b) listing containers based upon available resources including inter-edge bandwidth, and (c) creating memory pages to be migrated from each of these containers.
- **Global Migration Cost (GMC):** The maximum of the sum value of LMC and SMC for all the MEC nodes in the system if all the costs are collected at a central location.

1) LOCAL MIGRATION COST

The network latency, \( t_n \), between the user and the destination edge cloud node can be estimated as \( d_{u,e} \cdot l_d + var(l) \) where \( d_{u,e} \) is the distance between the user and the destination edge node, \( l_d \) is the network latency per unit distance and \( var(l) \) is the past moving average latency variance of the user’s geographic region and the destination node. The processing latency, \( t_p \), of a destination node can be approximated as \( t_{p,avg} + utilFac \cdot \gamma_e \) where \( utilFac \) is the current utilization factor of a node, and \( \gamma_e \) is the latency factor associated with the current utilization.

The maximum computation capability of a local MEC node is assumed to be constant in terms of its processing speed \( s_p \). The available memory \( m \), CPU load \( load \) and number of running containers \( k \) can be queried at each MEC node. The utilization region of a node can be calculated to be in High, Med or Low zone.

The total time taken to create the dirty pages for all the migrating containers is given by the Eq. 1 where \( b_l^{l,d} \) is the available bandwidth between the source and destination nodes. Eq. 1 is a combination of the compute time and the migration time due to inter-edge bandwidth, where \( N \) is the number of edge cloud nodes, and \( k_{out} \) are the number of outgoing containers from the given node.

\[
I_{dirty, total} = \sum_{l=1}^{N} \left( \frac{k_{out}^{l,d} \cdot \alpha \cdot s_{page}}{b_l^{l,d}} \right)
\]  

LMC can be calculated as shown in equation 2.

\[
LMC = k_{in} \cdot t_{spin} + t_{dirty} + c
\]  

Here, \( c \) is the constant time to query the local node.

2) SHARED MIGRATION COST

Migration gives rise to computation and network overheads. Therefore, the decision algorithm has to adequately determine whether, when and where to migrate depending on aspects such as application QoS, user mobility, inter-edge bandwidth, and resource availability at MECs. Each EC node tracks its own compute and networking resources, and is aware of the application latency of each request. These nodes have control plane connectivity to each other and hence can query the neighboring nodes periodically for the above mentioned parameters [56]. Thus, in our system, each node can decide, control and migrate its containers in a distributed manner. The SMC at each node is calculated using equation 3.

\[
SMC = t_{control} + t_{select} + l_{tx} + t_{prop}
\]  

3) GLOBAL MIGRATION COST

GMC is calculated using eq. 4

\[
GMC = \max\{LMC_i + SMC_i\}, \forall i \in N
\]  

The objective of this paper is to minimize the average system latency (application) as fulfilled by algorithm 3 to select the right container for migration. In a continuous migration process, multiple containers migration time overlaps which can be optimized by minimizing the time of maximum GMC as: \( \min\{\max\{LMC_i + SMC_i\}, \forall i \in N\} \).

**C. MIGRATION FRAMEWORK: ShareOn**

The proposed shared resource migration framework ShareOn is a collection of algorithms 1, 2 and 3 and works as follows:

**Algorithm 1** First, each node shortlists high total application latency containers that are exceeding the threshold time \( t_{th} \) and determines the primary reason of the delay — high processing latency, networking latency or both.

**Algorithm 2** For individual container, a few suitable neighbors are selected using two conditions: (a) falls in low or med Util regions and/or (b) geographically closer to the user. The High, Med or Low utilization region of a node can be calculated by capturing available processing speed and RAM, and comparing them with pre-defined values needed to run an application. The average processing per container at a node is \( s_{p,avg} = s_p/k \) and the average RAM is \( m_{avg} = m/k \). This procedure lists all the EC nodes to its corresponding utilization region.

**Algorithm 3** This approach maps all containers with their suitable neighbors. A destination is chosen based upon number of migrations from the source to the destination considering the available inter-edge bandwidth, memory and compute. In order to determine a best destination node for migrating a container, the control messages are sent and received from all the neighboring nodes. The control plane
information received from neighbor includes Listpre-select, current load, unused memory m, and UR. To be able to assign a destination the algorithm maps the container to the low or medium utilized node and also evaluates if the cutoff time for migration to that node exceeds a threshold \( \delta T \) value. This approach avoids ping-pong migration effects for containers which otherwise would result in system instability and increased migration count. The final destination is selected based on \( \min(C_m) \) value following which the memory pages are created and migration is initiated.

V. CONTAINER MIGRATION PROTOTYPE

For analyzing the impact of container migration we conduct a systematic study of the parameters such as system load, inter-edge bandwidth, compute capability, memory and storage requirements and the application performance adhering to the QoS using a realistic testbed set-up. This section describes container migration system and approach, using the emulation set-up which is a pre-cursor to the large-scale simulation performed in this work.

Figure 4 shows the software-based emulation testbed environment set-up on the SB9 (sandbox-9) of the ORBIT testbed [13], [36] for the migration experiments. The heterogeneous compute nodes with Ubuntu 16.04.3 instance are configured as edge cloud nodes running containerized services using the LXD. The emulated experiment is matched to the real-world scenario by using realistic parameters such as bandwidth, load and computation. The essential components for the experiment are described below.

Network Configuration: Edge cloud nodes are placed geographically at randomly chosen locations across the San Francisco (SFO) city as shown in Figure 5 [13]. Mobility is emulated by injecting users from the publicly available SFO cab traces.

Accessing MEC Nodes: From the ORBIT lab console, we use SSH tunneling to connect to the edge cloud nodes for the initial set-up and configuration to support service containerization and migration.

Container Creation: We use Linux based open-source, LXD container technique. The core of LXD is a privileged daemon, which provides a REST API over a local UNIX socket and the network.

Container Network Configuration: The primary sockets used in container migration are: control stream, CRIU (Checkpoint Restore in Userspace) images stream and filesystem stream. LXD supports creating/managing bridges, IPv4 address, NAT (Network Address Translation) and DHCP (Dynamic Host Configuration Protocol) range. The LXD containers are set-up for storage and networking.

Algorithm 1 Container Pre-Selection for Migration

\[\text{Input: } k, t_{th}, t_{total}\]
\[\text{Output: } \text{Pre-selected containers}\]
\[
\text{for container } \epsilon \text{ EdgeNode do}
\]
\[
\text{if } (t_{total} > t_{th}) \text{ then}
\]
\[
\text{container } \rightarrow \text{Listpre-select}
\]
\[
\text{end if}
\]
\[\text{end for}\]
\[
\text{SORT(descending) Listpre-select } (t_{total})
\]

Algorithm 2: Utilization Regions (UR) of a Node

\[\text{Input: } s_p, m_p, k, s_p, s_p, m, s_m, m_m\]
\[\text{Output: } \text{UR(L, M or H)}\]
\[
\text{Calculation}
\]
\[
s_p, m_p \leftarrow s_p/k; /*\text{node calculates average processing}*/
\]
\[
m_p \leftarrow m/p; /*\text{node calculates average memory}*/
\]
\[
\text{if } s_p, m_p \leq s_p, m_p \text{ then}
\]
\[
H \rightarrow \text{UR}
\]
\[
\text{else if } (s_p, m_p > s_p, m_p \text{ and } s_m, m_m) \text{ AND } (s_p, m_p \leq s_m, m_m) \text{ then}
\]
\[
M \rightarrow \text{UR}
\]
\[
\text{else}
\]
\[
L \rightarrow \text{UR}
\]
\[\text{end if}\]
\[\text{end if}\]
\[\text{STORE UR}\]

Algorithm 3 Final Containers and Their Destination Selection for Migration

\[\text{Input: } \text{Listpre-select, C_m, L_{est}}\]
\[\text{Output: } \text{Final selected containers for migration and their destination edge cloud nodes}\]
\[
\text{for cont } \epsilon \text{ Listpre-select do}
\]
\[
\text{for DestNode } \epsilon \text{ EdgeNodes do}
\]
\[
\text{if DestNode } \in \text{UR(L, M) AND } t_{total} - t_{est,dest} > \delta T \text{ then}
\]
\[
\text{DestNode } \rightarrow \text{Listdest}
\]
\[
\text{container } \rightarrow \text{Listselect}
\]
\[
\text{end if}
\]
\[
\text{end for}
\]
\[
\text{end for}
\]
\[
\text{for container } \epsilon \text{ Listselect do}
\]
\[
\text{FinalDest } = \min(C_m) \forall \text{Listdest}
\]
\[
\text{FinalDest } \rightarrow \text{Listcont,dest}
\]
\[\text{end for}\]
Container Migration: The LXD containers are orchestrated for migration using the CRIU, Shell and Python scripts, in a distributed manner at each edge cloud node. All major container engines such as Docker, LXD, OpenVZ, etc already package CRIU as one of the dependencies. Using CRIU it is possible to freeze an entire or part of a running application and checkpoint it as a collection of files. In order to restore the container, all the checkpointed files are sent to the destination host over a TCP socket [55].

Service and Resource Management: The service and resource management techniques are implemented using generic functions (Figure 4, right) such as: (a) service manager: to enable a required service on the node, (b) load emulation: to increase the load at given edge cloud node, (c) container manager: to keep track of container specific resources such as type of service and its QoS, and (d) migration controller: to start and keep track of migration.

User-level Application as a Containerized Service: We use ALPR (automated license plate recognition) as a containerized service to evaluate the system performance. ALPR detects the license plates of cars from the frames obtained from user device video stream. After processing these frames in a container, the output is possible plate numbers with the set confidence level. The application phases include detection, binarization, char analysis, plate edges, character segmentation, OCR (Optical Character Recognition) and post processing. The application containers include files, environment variables and libraries necessary for running the required software.

A. MIGRATION APPROACH
The migration process has two entities, a source, which is the host that initially has the container and a sink, the container receiver. To transition from the source to destination, container migration undergoes certain phases to offer uninterrupted services to users in the new target node environment. The migration phases and processes are designed to incur negligible downtime by the end user, similar to [57]. The phases include both pre-copy and post-copy stages to minimize the total migration time. These phases are elaborated below.

1) DECISION AND CONTROL PHASE
The first step for migration is to decide if a container is under-performing relative to the service requirements. In such circumstances, these containers are listed for migration. Before the system can decide migration, control plane information exchange is performed. A low overhead control plane protocol is used to exchange both routing and computing state information between edge cloud clusters in the region. Upon selecting the container to be migrated, neighboring edge clouds are queried using an extended inter-domain protocol such as EIR (edge-aware interdomain routing). This protocol sends control message packets along with the corresponding link information via a technique called telescopic flooding. The nodes distant from the source receive the control information less frequently as compared to the nearer ones. This type of control message flooding technique ensures that every network has a global view of the topology, but with control overheads enabling quicker information exchanges [58].

2) PREPARATION PHASE
In this phase, the first base image of the container is committed at the source and the destination is confirmed by network handshakes.

3) PRE-COPY PHASE
Prior to the containers awaiting transition to a best fit destination, memory snapshots are synchronized and sent to the probable destination nodes without interrupting service. After the migration request has been triggered, pages are sent in turns and are compared with each other, at the source and target nodes. Initially all pages are marked and sent to the target node. During this process, the changes occurred at the source container pages are marked and only these pages are transferred to the destination. This process is called creating dirty pages.

4) STATE TRANSFER PHASE
The above process continues until container’s minimum number of snapshots, in the source, at different time slots, are checkpointed and sent. After this, the container is initiated at the destination. This process continues until a considerable amount of dirty memory pages have been accumulated at the target server, leading to stopping the container at the source with a final commit to the destination.
5) REDO (POST-COPY) PAGING PHASE

After stopping the container at the source, the most recent memory and files are sent over to the destination which is restored with most recent runtime states. The erroneous dirty pages are resent from the source following the iterative process in the “Pre-copy phase”.

After undergoing all the migration phases, the container is restored in the target node with the current run time states and the user starts receiving service from the target edge cloud node. This migration approach is a framework to adaptively find memory fraction in the destination to resume better functioning.

B. MIGRATION FLOW

Figure 6 shows the software stack at each MEC node for the distributed migration flow by placing control and decision logic. The containers running at the Linux user-space are orchestrated with the ability to provide resource as well as performance metrics to the underlying modules [59]. The resource tracker module queries and assesses the containers as well as the host Kernel for parameters such as compute, memory, and storage in the host as well as neighboring nodes. The resource controller is the experiment specific module to modify the inter-edge bandwidth and load parameters of the node. The migration decider module takes feedback from the resource tracker and controller to determine the possible destination edge cloud nodes for the under-performing containers at the source node. Upon accumulating this information from other nodes it sends to the migration controller block. Finally, the migration controller module coordinates all the phases described in the migration approach in Section V-A, enabling information exchange among the distributed edge cloud nodes for the number of hosted containers, and running status.

C. CONTAINER MIGRATION SYSTEM EVALUATION

Using the test-bed set-up described above, migration cost parameters: pre-copy, migration, and post-copy time, with respect to machine type, network bandwidth and container size, are measured. In order to assess migration requirement and cost, different size containers (0.6-4.6GB) running ALPR application are exchanged between two similar test nodes by varying the processing speed. Figure 7 shows the total migration time ($t_{mt}$) which includes pre-copy, migration and post-copy time. The migration time for fixed sized containers and given inter-edge bandwidth remains the same. The pre-copy and post-copy time are inversely proportional to the processing speed since it is also shared by the containers for the application specific computations.

Evaluating the impact of processing speed, by hosting fixed size containers, we measured the total migration time considering the tenure elapsed at pre-copy, migration and post-copy phases. A 0.6 GB linux LXD container thriving on the resources of an intel core i5 node with 1.40 GIPS has a lower performance in comparison to the ones catered by hosts with higher processing capabilities. The pre-copy and post-copy time vary considerably with higher processing speed (2.93 GIPS and 3.40 GIPS) while the migration time continues to be constant for all the same size containers since it is independent of the processor and is affected by the available bandwidth between the nodes. The bandwidth is kept constant in Figure 7 to analyze the compute resource effect on the pre-copy and post-copy latency. Similar is the observation for the containers sizes of 1.4 GB, 2.4 GB and 4.8 GB.

VI. SIMULATION SET-UP

We scale-up the emulation to carry out a large scale simulation modeling the SFO topology (Figure 5) consisting of nine edge cloud nodes and 536 taxicab users as shown in Figure 8. This section details the simulation scenario and the numerical values for the parameters described in Table 3 and 4. The simulation is carried out in the following phases: (a) without migration technique, (b) migration without using our proposed approach, and (c) migration with the proposed approach. Finally, the migration cost is presented for the system.
A. SIMULATION SCENARIO

Initially, the system performance is evaluated without migration using following baseline approaches.

**Constrained Load (CL):** The user requests are equally divided among the heterogeneous edge cloud nodes, routing a fixed number of requests based upon user vicinity. The remaining requests are routed to the next closest node and so on.

**Nearest-Edge (N):** The user requests are always routed to the closest node irrespective of the node’s current load. It can be noted that this creates a load imbalance on the system.

Figure 9 compares the above two load scenarios for the deployed ECs. The EC response time consists of the processing delay and the queuing delay at a node, which rises with the load in both the cases. Contrary to the constrained load case, nearest edge case has high variability in response time due to the different load conditions at each EC node. For instance, EC2 is lightly loaded, EC1 and EC6 are medium loaded whereas EC8 is highly loaded as noted in Figure 8, when UEs are connected as per the nearest-edge scheme. In both the cases, the response time delay arising due to the highly load condition necessitates migration.

Container migration is analyzed using various parametric variation as explained below.

**Bandwidth-only:** The users are connected at the nearest edge cloud node and the migration is triggered based on the application QoS and decided based upon the available inter-edge cloud bandwidth.

**Processing-only:** Similar to the Bandwidth-only case, here the migration is triggered based on the application QoS and decided based upon the destination node resources (compute capability).

The approach presented in Section IV using the algorithms (1, 2, and 3) is collectively referred to as ShareOn. The following cases which is based upon initial user allocation at the EC are evaluated for ShareOn.

**ShareOn-CL:** Here, system users are initially allocated according to the Constrained-Load scheme and later migrated using ShareOn.

**ShareOn-N:** Here, the system users are initially allocated according to the Nearest-Edge scheme and later migrated using ShareOn.

In all these cases, user mobility is introduced and load is varied by injecting multiple requests per taxicab. Our proposed approach, ShareOn, can be instantiated from the nearest or the constrained load scenario considering their first connected request as the initial state.

B. SIMULATION PARAMETERS

The numerical values for the simulation are listed in Table 4. The mobility pattern of all the users is known and the load is varied from 0.1 to 1 by initiating multiple requests from a taxicab. Where, 0.1 load implies 536 requests being serviced by the nine edge cloud nodes, 0.2 load implies 2x requests and subsequent load requests are similarly incremented.

VII. RESULTS AND DISCUSSION

The results obtained from the simulation model introduced in the previous section are given here.

A. SYSTEM PERFORMANCE

Figure 10 compares our migration approach, ShareOn with no migration cases. In the Constrained Load case, the average system response time at load 0.1 is low as compared to the other approaches since the service requests have been equally distributed among nine edge cloud nodes. However, as load gradually increases, the average system response time starts degrading. Without any optimization this approach cannot handle the volume of requests with the available resources at each node. While in the case of the Nearest Edge (users connect to the closest MEC) the average system response time is prominent. The reason for this rise is that in the real-time mobile taxicab trace, most of the users connect to the North-East edge cloud node due to their close physical proximity to that node. The limited resources at that node

---

**TABLE 4. Simulation parameters.**

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $s_p$     | 2.2-3.9 Gbps | $b_i$     | 10-100 Gbps |
| $r_{rd}$  | 2.5-4 kpps  | $s_{page}$ | 4-64 KB |
| $m$       | 8-32GB      | $load$    | 0-1   |
| $s_{con}$ | 0.5-4.6 GB | #taxi     | 536   |
are unable to support all the connected users and hence the system enters into overload resulting in a large average system latency.

Using ShareOn − CL, initially there are not many migrations since all the requests are well distributed among the nine EC nodes. On increasing the load, the system response is better than the non-migration Constrained-Load approach, as the load gets efficiently distributed across the geographical regions. This is due to considering processing capability, inter-edge bandwidth and network latency of each node while deciding resource sharing. In the case of ShareOn − N, the users are initially (low load condition) connected at the nearest EC where the available resources are exhausted resulting in a slight increase in the system response time.

B. ShareOn VS. OTHER MIGRATION APPROACHES

Figure 11 compares ShareOn with bandwidth-only and processing-only migration methods. The former performs better at lower loads as the migration time dominates the pre-copy and post-copy time for the fewer container migrations. As the bandwidth-only approach keeps track of bandwidth before initiating migration, the average system latency does not suffer from the migration time factor. For the higher load scenario, only considering bandwidth is not sufficient as the migration time dominates the pre-copy and post-copy time, thereby increasing the total system latency. In either case, ShareOn performs significantly better than these single metric approaches.

C. ShareOn PERFORMANCE WITH INITIAL USER DISTRIBUTION

Figure 12 presents the cumulative distribution function (CDF) comparison for different initial user distributions with and without ShareOn. At the higher load values, ShareOn − CL provides better performance than the Constrained Load as the former redistributes the containers across the edge network depending upon the available inter-edge bandwidth and load at the destination EC node. This redistribution using Constrained Load scheme is similar to the containers initially distributed using the Nearest Edge scheme for both the load values shown. In either case, ShareOn − N redistributes and finds optimal locations for the containers and thus at both the load values, ShareOn − N performs better.

D. IMPACT OF CONTAINER RESOURCE REQUIREMENT ON MIGRATION

In our simulation, the average processing requirement is reduced to depict the heterogeneity of the application running in the containers. At the lower load region, this reduction do not affect the average system response because there are less number of migrations being undertaken at the nodes due to sufficient resource availability. Hence, from Figure 13 we observe that the system response for ShareOn − CL and Shareon − CL(reducedprocessing) are initially the same, till load instance 0.2. When the load of the system increased it can be noted that the number of containers listed to be migrated also increased because the resource requirement for each container is less and resource availability at each node is more giving rise to more containers qualifying to be migrated. In the load region 0.3 onward ShareOn − CL system performance degrades and the observed latency rises. On the contrary Shareon − CL(reducedprocessing) improves to the extent that a gain of 22% system response can be observed.

In Shareon − N(reducedprocessing), the average system response time is low for the lower load scenario in comparison to Shareon − N, because the users connect to their closest respective EC nodes and number of users serviced at their source EC node are more due to reduced processing requirement. Shareon − N(reducedprocessing)
performs close to Shareon − N from load 0.6 onwards because the scope of finding resources at the source EC node is reduced and the resources at the other destination node are also exhausted. For Shareon − CL, at lower load, containers with reduced processing requirements are sustained at the source EC node and thus avoiding the need of migration. However, as the load increases, the reduced resource requirement of containers is fulfilled by migrating them to a better destination. Thus, the container processing requirement has a substantial impact on the performance of migration schemes.

Alongside the reduced processing requirements, the RAM requirement is increased by 40% to analyze system performance resembling the stateful application which demands more RAM to store the previous session’s data. Figure 14 shows that at load 0.1 (536 user requests) Shareon − CL has better average system response time because most of the containers are serviced at the source node due to availability of the required resources and thus numbers of containers to be migrated at bandwidth 0.1 Gbps is way less than Shareon − N. On the contrary, for Shareon − N initially the users are connected to the nearest edge cloud, due to resource constraints at the source edge node, the list of containers to be migrated at 0.1 Gbps is large, which increases the average system response time to 76 ms. As the bandwidth increases the average system response time reduces (noticeably more for Shareon − N) since more and more listed containers gets the opportunity to migrate to a better destination EC node. It is observed that bandwidth 1 Gbps onwards, the average system response time stabilizes, this is because all the containers enlisted for migration are sent to their respective best fit destination node overcoming the bandwidth constraints. Similar is the observation at load region 0.5, the inter-edge bandwidth of (> =1 Gbps) is sufficient to allow migration of all the containers. It is noticed that the average system response time of Shareon − CL is almost equal to Shareon − N because all the nodes are overwhelmed with 5× more requests as compared to load 0.1.

F. MIGRATION COST

Figure 16 depicts the local migration cost of individual node and shared migration cost between the pair of nodes, along with the average inter-edge bandwidth. It is observed that the LMC depends only on a node’s local resources and therefore it grows significantly with the number of containers (incoming as well as outgoing) for their pre-copy and post-copy requirements. The SMC, along with the number of containers, also considers the network parameters such as inter-edge bandwidth. For instance, while EC7 has higher LMC and lower BW thereby rising its SMC, EC3 has lower SMC owing to its higher inter-edge bandwidth and lower LMC.

Global Migration Cost: In a distributed system such as the one presented in this paper, measuring the global system cost is infeasible due to lack of centralized entity. Nevertheless, from the simulation, we observed that the GMC, which is the maximum sum of all the pairwise local and shared
cost, provides us intuitions for system-level optimization. For example, a node which has highest LMC + SMC is the one which is either highly loaded or has least average available inter-edge bandwidth or both. Similarly, for a node whose LMC + SMC is low can be a good candidate EC to migrate containers. Thus, the GMC analysis can assist in capturing the global system parameters and optimize the process of container destination selection. The discussion about global optimization is out of scope of this paper. Our project code is available at [60].

VIII. RELATED WORK

Nadgowda et al. discusses the Voyager framework, a live container migration service designed according to Open Container Initiative (OCI) principles. Voyager combines CRIU based memory migration along with data federation to reduce migration downtime [61]. This work focuses on optimal state migration solution for a containerized application and ensures that the application’s runtime state is correctly restored. A comparative study of Container (LXD [62] / Docker [63]) and VM migration is presented in [61], similar to [64]. An overview of state-of-the-art migration techniques including cold, pre-copy, post-copy, and hybrid migrations is presented in [65]. A comprehensive performance evaluation characterizes migration techniques with prolonged total migration time. The authors in [27] propose a migration framework by leveraging layered storage on Docker platforms for mobile clients to achieve low end-to-end latency. The limitation is that this paper does not consider the load status of the destination edge server for the service handoff via migration. Hawilo et al. proposed a solution centered on a specific type of VMs performing NFV functionalities, assuming all VMs are housed within a data center [66]. This study focuses on an integer programming (IP) optimization model orchestrator. The framework facilitates the placement of the virtual network functions (VNFs) considering constraints such as inter-container relations and service function chain (SFC) delays. Barbalace et al. focuses on heterogeneous container migration method for natively-compiled containerized applications across compute nodes with differing instruction Set Architectures [67]. The migration schemes address the issues of stateful services and incurs negligible overhead during migration. [68] presents a classic linear assignment algorithm using computational nodes and optimizes the VM placement so that the impact of data access latencies on completion times for data intensive cloud applications is minimized. Kaur et al. addressed the optimization problem by considering SDN-based edge-cloud interplay. This scheme based on delay and energy decide whether or not to offload the flow to the edge. The framework operates by assigning workload based on weights and computation capacities of the VMs [69]. This approach of maintaining the application QoS by cooperation of cloud and edge did not take into account network operation, failures, and containers’ dependencies.

The related work and other existing literature either studies VM or implements container migration without explicitly taking the container specific parameters e.g. dynamic resource allocation (available processing speed, RAM and bandwidth) and container size, into account. Some studies focus on techniques of migration without analysing the effect of EC node resources, load or network variability which directly impacts the decision of efficient migration. The migration cost of a heterogeneous system is a complex combination of local and remote computing and network transport resources. System load, available processing resource and inter-node bandwidth affect the total migration time. Each node can decide, initiate and control migration of its containers in a distributed manner. Furthermore, considering the above mentioned parameters to simulate distributed container migration to test feasibility in a city-scale scenario is still unexplored.

A. LIMITATIONS

In order to select best fit destination this work did not focus on power consumption of the EC node as a parameter for the migration decision making. Considering power as a metric would allow power estimation of CPU cores before migrating the container allowing simultaneous optimization of energy consumption, migration counts, and SLA violation.

B. CHALLENGES

For migration of containers this work attempted to keep the downtime significantly low. In order to achieve reduced container downtime, we adopted logging and replay approach. In some scenarios the dirty page producing rate was higher than the transfer and update rate, leading to a prolonged iteration stage. To overcome this challenge pre-copying approach based on time series was adopted which included (i) copy the image file, (ii) iterative log and replay, and (iii) stop and resume.

C. FUTURE WORK

We plan to evaluate ShareOn on alternative networks and compute-aware algorithms in an edge-cloud enabled realistic outdoor testbed such as COSMOS [71]. We plan to evaluate ShareOn on alternative networks and compute-aware algorithms in an edge-cloud enabled realistic outdoor testbed such as COSMOS [65]. For future work we aim to
adopt an SDN infrastructure using OpenFlow controllers to evaluate migration benefits for 5G URLLC use cases and analyze the system response time, network and computational requirements.

IX. CONCLUSION

This paper has proposed – ShareOn – a distributed shared resource framework for container migration, enabling edge cloud nodes to support system load, heterogeneity, and network fluctuations. ShareOn is evaluated for the real-time services deployed at ORBIT radio grid testbed, and is then simulated for San Francisco city based large-scale edge cloud network and taxicab’s mobility. The system response time and migration cost are evaluated by executing a low-latency application (ALPR) using different algorithms running at individual edge cloud nodes. In this work we determine number of migrations initiated at each edge cloud node to dynamically redistribute the resources. Also, the system performance is analyzed for various load conditions and container resource requirements.

ShareOn is optimized with parameters such as network latency, edge cloud resources, edge cloud load, and inter-edge bandwidth for better application QoS. The system performance of ShareOn is compared with two non-migration approaches: equal-load and nearest-edge, and two migration-based approaches: bandwidth-only and processing-only. From our experiments, we make following observations: (a) migration is a viable approach when sufficient computation (at source and destination) and inter-edge bandwidth are available, (b) processing-only and bandwidth-only approaches fail to lower the average system response time at higher load as compared to the the multi-parameter ShareOn, (c) varying resource requirements for a container, affects the number of migrating containers thereby impacting application performance, and (d) the migration cost analysis provides an overview of the system overhead and selecting destinations for migration.
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