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\textbf{Abstract}—The development of Automated Vehicles (AVs) is progressing quickly and the first robotaxi services are being deployed worldwide. However, to receive authority certification for mass deployment, manufacturers need to justify that their AVs operate safer than human drivers. This in turn creates the need to estimate and model the collision rate (failure rate) of an AV taking all possible errors and driving situations into account. In other words, there is the strong demand for comprehensive Mean Time Between Failure (MTBF) models for AVs. In this paper, we will introduce such a generic and scalable model that creates a link between errors in the perception system to vehicle-level failures (collisions). Using this model, we are able to derive requirements for the perception quality based on the desired vehicle-level MTBF or vice versa to obtain an MTBF value given a certain mission profile and perception quality.

I. INTRODUCTION

Automated Vehicles (AVs) are the greatest revolution in the transportation industry since the introduction of the internal combustion engine. Consequently, many hopes are linked to the success of AVs, for example improved road safety \cite{1}. Thanks to great progress over the past years, the first use of AVs beyond pure research prototypes is finally possible. For example, Mobileye announced recently their first robotaxi solution to hit the market in 2022 \cite{2}.

Yet, not all challenges are resolved yet, and a major one is still demanding attention: safety assurance and validation \cite{3}. In fact, it is required to prove that an AV is safe w.r.t. the requirements specified in ISO 26262 (\textit{functional safety} - FuSa) and \textit{safety of the intended functionality} (SOTIF, ISO 21448), to receive authority certification for public use.

Consequently, adequate safety goals need to be defined throughout the development cycle and appropriate validation and verification mechanisms have to be installed. A very important safety goal to achieve trust in AV systems is that AVs drive “safer” than human drivers. In fact, for example the German Federal Ministry of Transport and Digital Infrastructure states \cite{4}: “The licensing of automated systems is not justifiable unless it promises to produce at least a diminution in harm compared with human driving [...]”. In this regard, a good target for AV performance is to be 10 to 100 times better than a human driver, who has on average every 10^5 hours a severe accident \cite{5}. Hence, the corresponding AV safety goal is a \textit{Mean Time Between Failure} (MTBF) of 10^6 or 10^7 hours (or better), where vehicle-level failures are defined as collisions.

At the same time, a complex system such as an AV, that operates in a highly dynamic environment, can fail due to many reasons, for example planning errors can maneuver the AV into a dangerous situation, or perception errors can cause undetected objects. Fortunately, errors in planning components can be mitigated with safety frameworks such as “Responsibility Sensitive Safety” (RSS) \cite{6}, \cite{7}, which can ensure safe operation of the AV, if the perception is error-free. On the other hand, comprehensive safety solutions for the perception systems are still missing. To make matters worse, even the best perception systems have inherent weaknesses and limitations, which can cause undetected objects even in the close vicinity of the AV, as shown in \cite{8}. If such a perception error appears in a critical traffic situation (e.g. non-detected standing object in front of the AV), a hazardous event (i.e. collision) can be the consequence.

Hence, to ensure that the AV safety goals can be achieved in the field, it is necessary to comprehensively model the relation between the perception error rate and the resulting vehicle-level failure rate\textsuperscript{1} while considering masking factors due to other components or due to traffic situation. Unfortunately, such a solution is still missing.

For this reason, \textit{we propose in this paper a novel, generic approach to link vehicle-level failure rates to perception error rates}. This approach considers not only perception errors, but also the likelihoods of an AV being in a potentially relevant traffic situation and various masking effects given a certain mission profile\textsuperscript{2} (see Figure 1). This enables us to derive a vehicle-level MTBF estimation given mission profiles and perception error rates, which can be obtained from manufacturer or public databases, as we will show. In

Fig. 1: Perception errors can only cause vehicle-level failures (i.e. collisions) in critical driving situations, and the rates of both depend on the vehicle mission profile (speed range, road characteristics, traffic density, time of day, etc.).

\begin{itemize}
\item \textsuperscript{1}As explained planning errors can be excluded if e.g. RSS is in place
\item \textsuperscript{2}A mission profile is a simplified representation of all relevant static and dynamic conditions that a vehicle component is exposed to within its lifecycle, i.e. temperature, operational times, driving speeds, traffic conditions, road types, etc.
\end{itemize}
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addition, the approach also allows us to derive requirements for the perception quality based on a desired vehicle-level MTBF. For instance, our results based on naturalistic driving data collected on German highways show that a perception error rate below $10^{-5}$ is required to achieve the desired safety goal of an MTBF of $10^6$ hours.

The remainder of the paper is organized as follows. In Section II, we introduce some preliminary assumptions on the AV operation. In Section III, the new approach for vehicle-level failure rate estimation is presented, followed by an exemplary study in Section IV. Finally, Section V concludes the paper.

II. PRELIMINARIES

Most of the AVs operate based on the same common principle: Perceive, Plan, Act. A variety of sensors is used by the “Perception” system to capture the environment and create a digital representation, the so-called environment model. This model is used by the “Planning” component to identify the next set of actions and behaviors, which are then executed by the “Act” subsystem, as depicted in Figure 2.

In terms of safety assurance, the “Act” system typically relies on hardware redundancy to ensure proper execution of the planned driving commands. In addition, the safety approaches for these components are well established and manufacturers as well as certification authorities understand the necessities. For “Perceive” and “Plan” the situation is different. To ensure safety of an AV planning system, the Responsibility Sensitive Safety (RSS) approach was proposed a few years ago [6], and has been contributed to the upcoming IEEE 2846 standard [7].

However, industry must find similar and adequate (SOTIF) solutions on perception systems that allow to capture the influence of perception errors on vehicle-level failures and by that mean can be used to prove that the perception system is sufficiently safe. However, while lots of effort is spent on improving the overall perception quality, and thus reduce error rates, the inherent limitations of perception systems are not yet solved. Therefore, still false alarms (detection of non-existing objects) or detection misses (non-detection of an existing object) may occur. These errors then propagate through the rest of the pipeline and may result in a wrong or inadequate driving decision (command). Subsequently, the vehicle may be forced by the planning stage (incl. its safety companion) to perform an emergency stop in case of a perception false alarm (Plan assumes an unsafe state although safe), or not decelerate properly in case of a detection miss (Plan assumes a safe state although unsafe).

However, despite its importance, the relation among perception errors and vehicle collisions has not been sufficiently studied, so far. In [5] the need to estimate vehicle-level MTBF was discussed, yet a generic and scalable model is missing. The authors in [8] introduced the notion of safety-relevant perception errors and underlined that not every perception error will lead to a collision. However, also in this work, a concrete model capturing the relation between collisions and perception errors is missing. Similarly, the work in [9] explores probabilistic modeling approaches to quantify the perception reliability, yet also does not study if a perception error can cause a collision or not.

In this work, we intend to close this gap and present a generic and scalable model, that captures the impact of perception errors together with mission profile and the related traffic situations on the overall vehicle-level failure rate.

III. VEHICLE-LEVEL FAILURE RATE ESTIMATION

In this section, we present our approach to link perception errors to vehicle-level failures, i.e. collisions. For this purpose, it is first necessary to understand which perception errors at all can cause collisions and under which environmental circumstances (i.e. traffic situations) this may happen (see Figure 1). Therefore, we start with a set of necessary definitions, that help us to derive the model in the third part of this section.

A. SAFETY RELEVANT AND SEVERE PERCEPTION ERRORS

As explained in Section II, perception errors can occur even in the best perception systems, due to inherent limitations, which in consequence can lead to an unsafe vehicle behavior. In this regard, it is important to differentiate the different flavors of perception errors that can occur: First, there are perception misses, also called False Negative errors, where an object is not detected. The opposite case is possible as well, where the perception system reports a non-existing object (False Positive error / False alarm). Second, the perception system can provide wrong distance or velocity values, that result either in an object that is in reality closer or slower than perceived, or that is further away or faster than reported. As the impact on vehicle-level safety of the first type of velocity or distance errors is similar to perception misses (in both cases the system perceives a situation as safe, which might be unsafe), we classify both as Type II errors (rejection of an actually true null hypothesis). False Positive errors and the other velocity and distance errors belong to Type I errors (acceptance of an actually false null hypothesis), as for these an actually safe situation, may be perceived as unsafe. As a result, Type I errors can cause for instance unwanted braking maneuvers, while Type II errors can lead to a vehicle not braking although it should.

Definition 1: Type I and Type II Perception Errors:
A perception error is of:

- **Type I**, if the perceived object information is more severe than it is in reality (i.e. overestimating the risk).
- **Type II**, if the perceived object information is less severe than it is in reality (i.e. underestimating the risk).
It is important to note that not every perception error affects the safety judgment of the AV planning subsystem, for example a false alarm on a neighboring lane, not within the path of the AV, may not trigger a vehicle action. In fact, only a subset of errors are truly relevant; those that can change the safety judgment of the planning stage (e.g. not sufficient braking or unnecessary braking). Therefore, we use the following definition for safety-relevant perception errors:

**Definition 2: Safety-Relevant Perception Error:**
A perception error is safety-relevant if and only if it changes the safety decision of the AV planning module:

- causing an unnecessary emergency maneuver (e.g. strong deceleration), or
- resulting in the AV not performing the required emergency maneuver (e.g. insufficient braking)

Note that the first case can only happen for Type I errors, while Type II errors are linked to the second case.

By changing the safety decision of the planning system, the result of a perception error on vehicle-level can be a collision with another object. As not every collision is equally severe, we further differentiate errors based on their potential result on vehicle-level. Some errors may just cause material damage, while others may result in severe harm to humans. In this regard, the ISO 26262 defines four classes of severity, S0 to S3 from no injuries up to fatal events (see an illustration of severity classes based on collision speed in Figure 3). Thus, we further differentiate safety-relevant perception errors among severe and non-severe errors.

**Definition 3: Severe Perception Error:**
A perception error is severe if and only if it is a safety-relevant perception error that can cause a collision with S2 or S3 severity according to ISO 26262.

### B. Potentially Dangerous Traffic Situation

Besides a safety-relevant perception error, it is also required that a potentially dangerous traffic situation takes place to cause a collision (see Figure 1). For example, a perception miss of a leading vehicle may not have any consequences, if the leading vehicle is faster than the AV. For this reason, we use the following definition for potentially dangerous situations:

**Definition 4: Potentially Dangerous Traffic Situation:**
A traffic situation is potentially dangerous if and only if a perception error (Type I or Type II) will cause a collision.

An intuitive example for a potentially dangerous traffic situation for a Type I perception error is a vehicle that follows the AV very closely, and thus cannot react to an unexpected braking maneuver of the AV caused by a false alarm of the AV’s perception system. For Type II errors, an easy example is an AV approaching an undetected standing vehicle, where the AV does not decelerate appropriately due to a detection miss. As shown by these examples, the type of traffic situation is correlated to the perception error class. For the case of a lane-following situation (e.g. on a highway), Figure 4 depicts this in more detail.

### C. Statistical Model

As we have seen in the previous subsections, a collision (vehicle-level failure) is the combination of a perception error and a potentially dangerous traffic situation (see Figure 1). Both events can be considered as independent, which means that the vehicle-level failure rate \( \lambda \) can be estimated by multiplying the perception error rate \( \lambda_p \) and the probability of being within a relevant traffic situation \( p_S \). However, as there are two different types of perception errors, the overall failure rate is the sum of the products, as given in Equation (1).

\[
\lambda = \sum_{t \in \{1, 2\}} \lambda_p \times p_S \tag{1}
\]

Having the overall failure rate \( \lambda \) at vehicle-level, the Mean Time Between Failure (MTBF) for the AV is defined as the inverse, i.e:

\[
\text{MTBF} = \lambda^{-1} \tag{2}
\]

\( \lambda_p \) and \( p_S \) are dependent on the mission profile, for example if a vehicle is supposed to be deployed on highways or mainly in urban conditions. Moreover, also the expected speed ranges play an important role as we will see in Section IV. Hence, we propose to extend the simple model of Equation (1) to a model that captures \( n \) speed ranges and different mission profiles (other extensions are also possible.
in a similar way). For a mission profile \( m \) and a speed range \( i \in \{r_1, \ldots, r_n\} \), the extended model is:

\[
\lambda = \sum_{m} \lambda_m = \sum_{m} p_m \sum_{i} p_{i,m} \left[ \sum_{t \in \{1, 2\}} \lambda_{p_{t,m,i}} \times p_{S_{t,m,i}} \right]
\]  

(3)

Here, \( p_m \) is the occurrence probability of mission profile \( m \), and similarly \( p_{i,m} \) is the occurrence probability of the speed range \( i \) (e.g. the range from 100 km/h to 130 km/h) for this mission profile.

Figure 5 shows an illustration of our envisioned model as a probability tree, where the edges represent the conditional probabilities that should be multiplied in vertical direction and added horizontally. In this regard, it is important to mention that our model is scalable and generic, i.e. it does not come with any restrictions on how mission profiles or speed ranges should be clustered. Based on the results presented in Section IV we recommend to use different speed ranges, but if the overall amount of data is limited there might be situations where just one overall speed bucket or mission profile is the better choice. Furthermore, the potentially dangerous situations can also be further subdivided, so can it be done for the perception errors, as well. For instance, the duration of false alarms might be considered (with adequate sub-trees), or the behavior of the other vehicle can be further classified depending on its speed as illustrated in Figure 6.

The reason for this refinement is that the speed of the leading vehicle is an important influencing factor, when evaluating the severity of a Type II perception error: The faster the AV and the slower the leading vehicle, the more likely a Type II perception error will become severe.

Please note that the model introduced above, can also be explained mathematically. For this, the number of perception errors \( X_i \) is modeled as Poisson distribution

\[
X_i \sim \text{Pois}(\lambda_p).
\]  

(4)

Modeling the driving situations as Bernoulli distribution, it follows that the number of failures can be formulated as

\[
F_i = \sum_{k=1}^{\infty} Z_k = \sum_{k=1}^{\infty} Z_k \times \mathbb{1}_{k \leq X_i},
\]  

(5)

where \( Z_k \sim \text{ber}(p_S) \), and \( p_S \) is the accumulated probability of being in a relevant driving situation. As \( X_i \) and \( Z_k \) can be assumed to be independent for every \( k \), it follows that the expected value of \( F_i \) is

\[
E(F_i) = \sum_{k=1}^{\infty} E(Z_k) \times E(\mathbb{1}_{k \leq X_i})
\]  

(6)

\[
= p_S \times E(X_i) = p_S \times \lambda_{X_i} = p_S \times \lambda_p = \lambda
\]

This is where we started in Equation (1).

Finally, it is worth noting that the perception error rate \( \lambda_p \) is the superposition of errors due to hardware faults (e.g. a perception miss due to a radiation-induced bit flip) and errors originating from software (e.g. perception miss due to a not-well trained AI model). If it is desired to separate both a specific hardware failure rate and software failure rate can be considered by our model.

D. Model Input

An important aspect for our envisioned vehicle-level failure rate estimation model is the source for the input data. As the model itself is generic, it can be fed with data gathered from data recordings, simulation, public datasets or even on-the-fly while driving. However, to provide meaningful results, we envision to use comprehensive datasets and recordings as input, as depicted in Figure 7.

The occurrence probabilities of potentially dangerous situations can be for instance obtained by analyzing naturalistic driving datasets such as HighD [10], or by using already gathered statistical data e.g. from the NHTSA. For example the authors of [11] used naturalistic driving data for highways and found that the probability of being in a situation relevant...
for Type II perception errors is around 45%. Similarly, we used the HighD dataset for our experimental study presented in Section IV.

To obtain perception error rates, the Definitions 1 to 4 need to be converted to quantifiable performance indicators, which are then obtained by testing the perception system against simulation, data recordings or directly on the road. To illustrate how this can be done, let us use Type II perception errors as example (for Type I errors it is similar). As specified in Definition 2, a relevant perception error will flip the safety consideration of the AV planning system. Assuming that this system acts according to RSS [6], the number of relevant perception Type II errors for car-following situations can be obtained by

\[ \sum_{e} \mathbb{1}_{d_{\text{per}} > d_{\text{RSS}} > d_{\text{real}}} \]

where \( e \) are all evaluated events (e.g. clips, frames, etc.), and \( \mathbb{1}_{d_{\text{per}} > d_{\text{RSS}} > d_{\text{real}}} \) is 1 if \( d_{\text{per}} > d_{\text{RSS}} > d_{\text{real}} \), else 0. In this regard, \( d_{\text{per}} \) is the perceived distance between the AV and the leading vehicle, \( d_{\text{RSS}} \) is the required safety distance according to RSS, and \( d_{\text{real}} \) is the distance in reality. In other words, the perception error makes the system to judge the system as safe (\( d_{\text{per}} > d_{\text{RSS}} \)), while in reality it is unsafe (\( d_{\text{real}} < d_{\text{RSS}} \)). In case an object is not detected at all, one may assume that \( d_{\text{per}} = \infty \).

### IV. Experimental Results

In order to show how our proposed model can be used, and also show its practical results, we applied it to the use case (mission profile) of highway driving (i.e. speed range between 80 km/h and 180 km/h), restricted to lane following situations. We used the HighD dataset [10] to obtain naturalistic driving data for highways (in Germany), which forms the basis to derive the occurrence probabilities \( p_{S} \) for the potentially dangerous situations.

An important aspect that requires attention is that we will focus on Type II perception errors in this analysis. The reason is that the traffic constellations in the HighD dataset are such that Type I errors, for example false alarms, have to be present for more than 1 second, and have to cause a persistent emergency brake maneuver of the AV to cause noticeable consequences (see Figure 8). For example, a persistent false alarm of 1 second can only cause a S2 or S3 collision, if the rear vehicle follows with less than 20 m distance at 130 km/h. It follows that the impact of Type I errors on vehicle-level safety plays an inferior role compared to Type II errors for the mission profile used in this study. Similarly, velocity and distance errors are negligible compared to perception misses, thus we focus in this section only on the latter.

In the following, we will discuss first some baseline numbers for human drivers and demonstrate how our model can be used to obtain perception quality requirements based on a target MTBF. Afterwards, we will show how a vehicle-level failure rate can be derived using perception data, and finally a discussion will conclude this section.

#### A. Human Driver Baseline

For highway driving, various countries and official authorities gather data, which allows to obtain the failure rate or MTBF (time between two collisions) for human drivers. As often only severe events get reported, we focus in this work on collisions with S2 and S3 severity according to the ISO 26262, i.e. with severe or fatal injuries. According to an accident report of the German Federal Statistical Office [12], 19,980 accidents (S2 or S3) were caused in 2019 on German highways, while 252.8 billion kilometers were driven on these roads. Assuming an average speed of 100 km/h, which is reasonable according to [13], the MTBF of a human driver on a German highway is \( 1.3 \times 10^5 \) hours. This is comparable to the numbers reported by the NHTSA (National Highway Traffic Safety Administration) for accidents on roads with speeds beyond 60 mph in US [14].

Based on these reports, it is also possible to obtain a collision severity estimation derived from the delta-velocity of the two road users at collision time. According to [15] and [14], a delta velocity of more than 30 km/h results in a severity of S2 or S3.

#### B. Naturalistic Driving Data from HighD

As illustrated in Figure 5 our model requires naturalistic driving information. Due to the restrictions in this study on highway driving, lane following situations and Type II

\[^{4}\text{Note that this is only a first order estimation and ignores that often secondary collisions with even higher severity may occur}\]
distribution of different driving modes. Situations with faster or slower velocities were not relevant. For this reason, we define “close” to the lead vehicle as a TTC of less than 5 seconds. Therefore, we define “close” to the lead vehicle, as a TTC (time-to-collision) of less than 5 seconds. Thus, $p_S$ can be obtained as follows:

$$p_S = p_{dc} + p_{a} \times p_{\text{TTC},a} + (1 - p_{dc} - p_{a}) \times p_{\text{TTC},c} \times \lambda.$$  

(9)

where $p_{dc}$ is the probability of a lead car decelerating in speed range $i$, $p_{a} \times p_{\text{TTC},a}$ is the probability that the lead car is sufficiently close ($p_{\text{TTC},a}$) and accelerates ($p_{a}$), and $(1 - p_{dc} - p_{a}) \times p_{\text{TTC},c}$ is the probability that the lead car is sufficiently close ($p_{\text{TTC},c}$) and drives with constant speed ($p_{a} = 1 - p_{dc} - p_{a}$).

All of this information can be extracted from the HighD dataset, which is a drone-recorded dataset comprising 150 hours of recording with thousands of vehicles. A subset of the data, relevant for our model, is depicted in Figure 9. Figure 9(a) shows the speed distribution, (b) depicts the conditional probabilities for a vehicle accelerating ($p_a$), decelerating ($p_{dc}$) or driving with a constant speed ($p_{dc}$), and the conditional probability of following a vehicle with relevant distance is represented in Figure 9(c).

As can easily be seen, it is advisable to use multiple speed ranges, as for example the probability of a vehicle accelerating increases significantly beyond 130 km/h, while the chance of a car following another car with less than 5 second TTC drops considerably for speeds faster than 100 km/h. As a result, we use the following speed ranges for this evaluation: 80-100 km/h, 100-130 km/h and 130-180 km/h. Situations with faster or slower velocities were discarded from the analysis.

In this work, we assume that the rear vehicle could accelerate with $2 \text{m/s}^2$ when calculating the time-to-collision.

For these speed ranges, the speed probability as well as the probabilities for the different potentially dangerous traffic situations are given in Table II. As one can infer from this table, the probability of a potentially dangerous situation is between 10% to 15%, and the most likely speed range for the selected mission profile is the range between 100-130 km/h with 64.0%. In other words, in 64.0% of the time on a highway a vehicle drives in this speed range, and finds itself in 2.1% of this time in a situation behind a decelerating vehicle, in 0.3% of the time behind a slower but accelerating vehicle, and in 15.2% of the time the vehicle follows another slower vehicle that drives with constant speed. The remaining 82.4% of the time in this speed range, the vehicle is not within a potentially dangerous traffic situation.

### C. Extracting Perception Quality Requirements

Given the situation probabilities derived in the previous subsection, our model illustrated in Figure 5 can be used to derive the required perception quality (error rates) for a target failure rate at vehicle-level. Assuming that perception misses (False Negatives) are velocity independent, it follows with Equation (9) that:

$$\hat{\lambda} = \lambda \times \kappa.$$  

(10)

where $\hat{\lambda} = \lambda_i$ is the perception error rate, $p_i$ the probability of driving within speed range $i$, $p_S$ the probability of having a potentially dangerous traffic situation in speed range $i$, and $\kappa$ is defined as $\sum p_i \times p_S$.

Consequently, by defining a target value for $\lambda$, $\hat{\lambda}$ can be derived. For the speed ranges used in this study, and according to Table II $\kappa = 0.176$, which leads to the results presented in Table II. In other words, only 19.9%
of all severe perception errors can manifest as vehicle-level failures. As a result, severe perception misses have to be less frequent than $10^{-4}$ to achieve an overall vehicle-level MTBF that is comparable to human drivers (MTBF $= 1.3 \times 10^5$ for severe accidents as explained in Section IV.A).

Please note that the starting assumption that perception misses are velocity-independent may not hold entirely in practice. On one hand, the physical properties of any sensing system do not change with speed, thus the probability for missing an object that is n meters away from the sensor does not change either. On the other hand, the further objects are away from the sensor, the more likely these will not be detected. At the same time, higher speeds require longer safety distances, and thus perception misses that are further away from the AV become relevant with increasing speeds. Thus, the assumptions holds as long as the sensor reach is more than the required safety distances (e.g. according to RSS), and as an AV should never drive with such speeds, the assumption is reasonable.

**D. From Perception Errors to Vehicle-Level Failures**

Our model can also be used to derive the vehicle-level failure rates from perception error rates, as explained in Section [III]. To illustrate this, we have used the Lyft dataset [16] to obtain perception error rates using a LiDAR based object detector, called PointPillars [17]. The situational probabilities are again extracted from the HighD dataset, as explained in the previous subsections. Please note that there is no publicly available large-enough perception dataset for highways available, thus in replacement we have chosen the Lyft dataset.

To estimate the MTBF for AV accidents with S2 or S3 severity, we considered only severe perception misses according to Definition 3. Furthermore, as the Lyft perception dataset does not provide detailed object velocity information, we assume a potential worst-case behavior, i.e. that the leading vehicle stands still and that the AV drives with maximum allowed speed for the given road type. Lyft covers 25200 Frames (equivalent to 1.4 hours of recording). We evaluated recorded LiDAR data using PointPillars and found 3 safety-relevant perception misses with severity S2 or S3, with a total duration of 17 frames. Thus, the severe perception miss rate (frames with misses per second) is $17/5040 \text{ s} = 3.4 \times 10^{-6}$ errors/second. Assuming that this is velocity independent (as argued in the previous subsection), this can be combined with the situational probabilities from the HighD dataset. Consequently, as depicted in Figure 10, the overall vehicle-level MTBF is 1523 second (0.4 hours), which is significantly below the targeted MTBF of a human driver ($10^5$ hours). In this regard, it is worth noting that the key contributor to this value seems to be the slowest speed range, due to a higher rate of potentially dangerous traffic situations.

Please note that the chosen perception system is an academic realization with a recall of around 90%. In a real AV, a much more comprehensive perception solution could be used comprising of multiple camera, LiDAR and Radar sensors. Consequently, it is expected that in reality, the perception quality will be significantly better. The realization at hand was only chosen to illustrate how our model can be used and fed with data.

**E. Discussions**

In the preceding subsections, various results were shared, and different use cases of our proposed model were illustrated. To draw adequate conclusions, it is however important to keep several key aspects in mind, which we highlight next.

First, when using such a probabilistic model in combination with large datasets, it is important to ensure that the datasets contain sufficient and relevant information for the mission profile under evaluation to derive results with reasonable confidence values. For example, although the HighD dataset is very comprehensive, convergence studies
show that the speed distribution (probability density function) changes considerably with every track file evaluated (e.g. using a Kolmogorov-Smirnov test). In other words, the speed distribution obtained from the HighD dataset is not a sufficient representation of naturalistic highway driving behavior in Germany. A similar study is required for the perception database, where it is advisable to evaluate if all relevant traffic constellations are represented [18], or that all illumination and weather conditions relevant for the mission profile are sufficiently covered.

If the available data is limited, it is advisable to reduce the model complexity, for example by using fewer, yet broader speed ranges, or to not differentiate between daylight driving and driving at night. In this case, reasonably chosen assumptions might be the better choice than using a fine-grained model that produces results with poor confidence. Of course, a coarser model will come at the cost of a less precise MTBF estimation (higher variance, but better confidence).

Another way of handling limited dataset is to apply data augmentation. For example, by using a worst-case assumption that all not-detected objects stand still, the analysis will provide a lower-bound for the vehicle-level MTBF values. Yet, it is important to note that performing data augmentation may bias the evaluation, resulting in an over-representation of worst-case situations. Hence, data augmentation has to be applied carefully, and should be considered for the perception error rate estimation as well as for the corresponding potentially dangerous driving situations. For instance, one can split the model into two sub-trees, one with augmentation (stand still) and add to the potentially dangerous traffic situation the probability that a vehicle approaches a standing obstacle, and another sub-tree without augmentation.

It is also important to be aware that e.g. the HighD naturalistic driving data is based on human drivers, and that an AV behave entirely different which may result in fewer/more potentially dangerous traffic situations. This difference has to be considered for the failure rate estimation.

Finally, it is worth discussing the consideration of an error duration. In this study, we handle every frame as it is an entirely new situation. For example, if in 1000 consecutive frames, a single perception miss event occurs that lasts for 500 frames, we consider this as 500 misses resulting in a perception error rate of 0.5. However, if there are 100 miss events each with a duration of 5 frames, the error rate is also 0.5. Yet, in practice, there is a significant difference among both cases. For this reason, we plan to extend our model in future work to also consider the duration of perception errors as well as potentially dangerous traffic situations.

V. CONCLUSION

AVs are on the edge to become reality. To reach the final step, it will be important for manufacturers to prove that their AVs achieve the required safety goals and among those ensure that the required vehicle-level failure rates (i.e. collisions) are below the requirements from governments and authorities. However, many different components can contribute to the overall vehicle-level failure rate raising the need for a comprehensive model that takes all of these into account without the need to perform exhaustive road testing for every licensing request. It is pragmatic that only such models are able to make the AV licensing process and the software update cycles scalable.

As perception errors will become the main error source in AVs assuming the planning components can be protected by safety models such as RSS [6], it is important to estimate the impact of the perception errors on the overall vehicle-level failures (collisions). In this work, we presented such a formal model, which enables AV developers to derive a vehicle-level MTBF estimation given certain mission profiles, naturalistic driving data and perception error rates. In addition, it can be used to derive requirements for the perception quality given a target vehicle-level MTBF value. Both use cases were studied in an exemplary manner in this paper. For example, using publicly available driving data (HighD) we obtained that the perception error rate should not exceed $10^{-5}$ errors/hour to achieve an MTBF above human performance. The results demonstrated the feasibility and flexibility of the proposed model, which can be applied to any AV perception system.
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