Simultaneous Imaging of Widely Differing Particle Concentrations in MPI: Problem Statement and Algorithmic Proposal for Improvement
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Abstract. Magnetic Particle Imaging (MPI) is a tomographic imaging technique for determining the spatial distribution of superparamagnetic nanoparticles. Current MPI systems are capable of imaging iron masses over a wide dynamic range of more than four orders of magnitude. In theory, this range could be further increased using adaptive amplifiers, which prevent signal clipping. While this applies to a single sample, the dynamic range is severely limited if several samples with different concentrations or strongly inhomogeneous particle distributions are considered. One scenario that occurs quite frequently in pre-clinical applications is that a highly concentrated tracer bolus in the vascular system “shadows” nearby organs with lower effective tracer concentrations. The root cause of the problem is the ill-posedness of the MPI imaging operator, which requires regularization for stable reconstruction. In this work, we introduce a simple two-step algorithm that increases the dynamic range by a factor of four. Furthermore, the algorithm enables spatially adaptive regularization, i.e. highly concentrated signals can be reconstructed with maximum spatial resolution, while low concentrated signals are strongly regularized to prevent noise amplification.

1. Introduction

Magnetic particle imaging (MPI) is a tomographic imaging method [1] for the quantitative determination of the local concentration of iron-oxide nanoparticles [2, 3, 4]. Medical applications can be found e.g. in imaging vascular structures, which enables the detection of stroke [5, 6], gut bleeding [7], cancer [8], stenoses [9], and the presence of cerebral aneurysms [10]. The very high imaging speed of MPI of up to 46 volumes respectively 1840 images per second allows blood flow measurements within a single imaging volume [11, 12]. Furthermore, MPI has proven to be suited for visualizing lung perfusion [13], labeled stem cells [14], and cerebral blood volume [15]. By coating medical instruments with nanoparticles [16] it is in addition possible to perform interventional procedures [17, 18, 19].
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MPI is very sensitive and can image a single sample with an iron mass of about 5 ng Fe in today’s pre-clinical imaging devices [4]. Below a certain concentration level, the measured MPI raw data signal is linear in the sample concentration and the detection limit is technically limited by noise in the receiver electronic [20]. Many MPI systems are capable of imaging an idealized dynamic range of about four orders of magnitude [4]. Here, we use the term idealized dynamic range to express the ratio between the maximum and minimum concentration that can be sequentially imaged when there is only a single sample with a given iron concentration in the measurement field.

Apart from the technical acquisition of a signal, MPI requires the reconstruction of the measured signal into a tomogram. The reconstruction involves the solution of an ill-posed inverse problem, which is commonly handled by adaptive regularization techniques to obtain stable solutions [21]. Regular reconstruction schemes such as the Tikhonov regularized least squares method for system matrix reconstructions [22] do not impose further restrictions on the dynamic range and enable using the full quantization range of typical ADCs. Consequently, an image can usually be reconstructed as long as the raw data signal is above the noise floor.

However, the single sample and single concentration scenario considers an idealized dynamic range and does not consider the general problem of how large the dynamic range in the image space is when there are multiple samples of different concentrations in the measuring field. That this is a severe problem has been discussed by [23, 24]. We therefore introduce the effective dynamic range or just dynamic range and define it as the maximum concentration ratio of two samples that can be distinguished in the final image. This scenario often comes into play in-vivo where tracer concentrations can vary over several orders of magnitude. High concentrations are found where a large volume fraction of blood is present, such as in the vascular system. In contrast, lower volume fractions and thus lower concentrations can be found in some organs such as the kidneys or brain. For instance, one can estimate a 70 fold lower particle concentration in the brain compared to the concentration in vessels [24].

1.1. Organization of the Paper
This paper is organized as follows. In sections 2 and 3 we recap the discrete MPI imaging equation and the algebraic image reconstruction approach, respectively. In section 4 we outline the problem of a limited dynamic range with the current reconstruction method. We show under which circumstances a highly concentrated image structure can “shadow” an adjacent low concentrated structure. Based on these findings we introduce an image reconstruction algorithm to increase the dynamic range in section 5. The performance of the proposed algorithm is compared to the common system matrix reconstruction method introduced in section 3 and the idealized dynamic range using in-vitro experiments outlined in section 6. An in depth analysis and discussion of the experimental results is provided in sections 7 and 8.

2. Imaging Equation
MPI uses a combination of static and periodic magnetic fields for the excitation of the magnetic moments in magnetic nanoparticles. The resulting ensemble magnetization encodes the spatial distribution and density of the particles. Its temporal derivative
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can be picked up as voltage signal \( u : [0, T) \to \mathbb{R} \) by one or more receive coils, where \( T \) is the period length of the excitation pattern. Without loss of generalization we consider a single-channel receiver in this section. Apart from the particle signal the receivers pick up the feed-through of the excitation field, which can be filtered out electronically within the analog signal chain of the receiver \[26\]. Therefore, the time signal \( u \) is often expanded into a Fourier series with coefficients \( \hat{u}_k \in \mathbb{C}, k \in \mathbb{Z} \). The relation between the particle concentration \( c : \mathbb{R}^3 \to \mathbb{R}_+ \) and the measured Fourier coefficients \( \hat{u}_k \) is linear and can be expressed as

\[
\hat{u}_k = \int_{\Omega} \hat{s}_k(r)c(r)\,dr,
\]

where \( \Omega \subseteq \mathbb{R}^3 \) is the support of the MPI system function \( \hat{s}_k : \mathbb{R}^3 \to \mathbb{C} \). Due to the complex particle dynamics, the system function \( \hat{s}_k \) is challenging to model physically \[27\] and thus it is usually measured within a calibration procedure. The structure of the MPI system matrix was investigated in more depth in \[28\].

By discretization of space one obtains the discrete MPI imaging equation

\[
\hat{u}_k \approx \sum_{n=1}^{N} \hat{s}_{k,n} c_n,
\]

where \( \hat{s}_{k,n} = w_n \hat{s}_k(r_n) \) with quadrature weights \( w_n \), \( c_n = c(r_n) \), and \( r_n \) are the sampling positions for \( n \in I_N := \{1, \ldots, N\} \). Due to discrete sampling of the induced voltage \( u(t) \) only a finite number of \( K \) frequency components are available in practice. The discrete imaging equation (2) can then be written in matrix-vector form as

\[
\hat{u} \approx Sc,
\]

where \( \hat{u} = (\hat{u}_k)_{k \in I_K} \) is the measurement vector, \( c = (c_n)_{n \in I_N} \) is the particle concentration vector, and

\[
S = (\hat{s}_{k,n})_{k \in I_K; n \in I_N}
\]

is the system matrix. In practice, \( \hat{u} \) is only approximately known, since the measured signal

\[
\hat{u}_{\text{meas}} = \hat{u} + \eta
\]

is distorted by a background signal \( \eta \in \mathbb{C}^K \) leading to inconsistencies in the linear system of equations (3). The background signal \( \eta \) is composed of various components such as regular Gaussian noise generated by the electronic components, quantization noise induced by the digitizer, and systematic background signals generated e.g. by thermal scanner drifts \[29, 30\].

3. Image Reconstruction

The goal of MPI is to determine the unknown particle concentration vector \( c \) from the measured voltage vector \( \hat{u}_{\text{meas}} \) while the system matrix \( S \) is considered to be known. The regular way of tackling this problem is to consider the least squares problem

\[
c_{\text{LS}} = \arg\min_{c \in \mathbb{R}_+^N} \|Sc - \hat{u}_{\text{meas}}\|_2^2.
\]
It minimizes the residual of the linear system, which is appropriate if the linear system has full rank and $\eta = 0$. However, in MPI the linear system is ill conditioned, which leads to noise amplification bounded only by the condition number of the MPI system matrix. In practice, this number can be larger than $10^3$. One way to handle this problem is to consider only measurements with a signal-to-noise ratio (SNR) larger than the conditioning of $S$. Since the noise level can hardly be influenced in optimized MPI systems, this implies that one could only measure samples of a very high concentration severely reducing the practical value of MPI.

Fortunately, there are methods to handle the noise amplification of the least squares approach \(^4\) and reconstruct low SNR data. These techniques are grouped together under the term regularization. The basic idea is to penalize non-plausible solutions additionally to the minimization of the residual $Sc - \hat{u}_{\text{meas}}$.

(i) A simple, yet powerful technique is called Tikhonov regularization and uses a penalization term $\|c\|_2^2$. It prevents the solution $c$ from containing large oscillations, which happens typically, if $c$ is fitted to match the noise. Tikhonov regularization can be expressed as

$$c_{\text{Reg}}^\lambda = \arg\min_{c \in \mathbb{R}_+^N} \|Sc - \hat{u}_{\text{meas}}\|_2^2 + \lambda \|c\|_2^2,$$

where $\lambda \in \mathbb{R}_+$ controls the amount of regularization that is applied. While regularization reduces the noise amplification this comes at the cost of introducing a regularization dependent bias into the solution. In MPI one most often observes a blurring of the reconstructed images and a decreasing spatial resolution. In practice, it is possible to image a wide range of concentrations by adapting the regularization parameter $\lambda$ to the SNR of the measurement data in order to find the best compromise between noise reduction and blurring.

(ii) A further way to handle noise amplification in the solution is to reduce the condition number of the system matrix by removing the set of rows (frequency components) with low SNR from the linear system. This can be described by the projections

$$P_\Theta : \mathbb{C}^K \rightarrow \mathbb{C}^{K_\Theta},$$

$$P_\Theta : \mathbb{C}^{K \times N} \rightarrow \mathbb{C}^{K_{\Theta} \times N}$$

from $K$ to $K_\Theta$ selected frequency components for the measurement vector respectively the system matrix. Removing frequency components of the system matrix with an SNR < $\Theta$ reduces noise in the solution as the SNR threshold $\Theta$ increases. At the same time, the spatial resolution degrades, since frequency components of higher mixing order are excluded. This is because the relation between mixing degree and SNR is inversely proportional \[^{28, 31}\]. To that end, an increase of the SNR threshold has similar effects on the reconstructed images as an increase of the regularization parameter $\lambda$. In MPI this technique works especially well, since the bulk of the background signal can be removed by frequency selection \[^{32}\]. The SNR threshold method requires a measurement of the SNR, which is usually acquired during the measurement of the system matrix. For details and a proper definition of the SNR we refer to \[^{24}\].

(iii) A third form of regularization is to restrict the number of iterations $\iota$ for iterative solvers, which also speeds up the reconstruction process. This is also important
for real-time imaging with MPI as it was done by [33, 34]. The equivalence of regularization and truncated iterations was shown previously [35]. While the accuracy of the solution increases with the number of iterations in the beginning, the solution is fitted to match the noise if the number of iterations becomes too large. The optimal iteration number depends on the specific problem and solver.

In MPI it is quite common to combine the three aforementioned regularization methods for image reconstruction by

\[
R_\mathcal{P}(S, \hat{u}) = \text{solve}_{\iota} \left( \underset{c \in \mathbb{R}^N_+}{\text{argmin}} \left\| P_\Theta(S)c - P_\Theta(\hat{u}) \right\|_2^2 + \lambda \left\| c \right\|_2^2 \right) \tag{5}
\]

with a regularization parameter set \( \mathcal{P} = (\lambda, \Theta, \iota) \). Here, solve, stands for any iterative solver restricted to \( \iota \) iterations.

4. Problem Statement

The purpose of image reconstruction is to decompose the induced signal into the spatial contribution of particles in the field-of-view (FoV). Ideally, the reconstruction result in one position \( r_1 \) would be independent of the concentration in a different position \( r_2 \). In practice, the noise in the measurements and the consequent need for regularization leads to the situation that the reconstruction result in a certain pixel depends on the value in the neighboring pixels. For instance a blurring of the signal can shadow pixels with a smaller value around a pixel with a high value.

To illustrate that this is a real problem in MPI we consider a realistic rat phantom containing kidneys and vessels shown in Fig. 1. The phantom was measured with a 3D Lissajous sequence and scan parameters outlined in section 6. First, the kidneys with an iron concentration of 1.5 mmol L\(^{-1}\) are measured and reconstructed with appropriate reconstruction parameters, which is shown Fig. 1 in the last row on the left. The reconstructed kidneys are clearly visible and thus count as detectable. Next, the vessels are placed between the kidneys. Concerning a bolus experiment, they have a concentration of 100 mmol L\(^{-1}\), which is a factor of 2\(^6\) larger than the concentration in the kidneys. In a first step, we reconstruct the data using a parameter set adapted to the high concentration of the vessels and windowing parameters focussing on the entire value range, which is shown in the second row. Here, one can only see the vessels, which is obviously the case since the chosen colorbar has a linear color range and thus changes by a factor of 2\(^6\) can hardly be detected. Note, that only a part of the vessels is visible since we focus on the image plane where the kidneys are located. The reconstruction parameter are capable of visualizing the kidneys although the reconstruction result is very noisy, which is shown in the second row on the left. Therefore, we provide a second image where the reconstruction parameters and color mapping is chosen to focus on the concentration in the kidneys. This is depicted in the central image in the last row. It is hard to decide if there are just artifacts around the vessels or the kidneys are visible. Therefore, we reconstructed the phantom containing only the vessels with the same reconstruction parameter. As it is shown on the right in the last row, there is no major difference between the reconstructions with and without kidneys. Although we are able to get a good reconstruction result of the kidneys only we are unable to reconstruct them if another object with a much higher concentration is placed in the FoV.
Figure 1: Graphical illustration of the dynamic range limitation in MPI. Shown is a central slice of experimental phantom data measured with a pre-clinical MPI scanner and a 3D Lissajous sequence. Details of experimental parameters are outlined in section 6. In the left column the data from the phantom containing only the kidneys with a concentration of $1.5 \text{ mmol L}^{-1}$ is shown, while in the central column additional vessels with a concentration of $100 \text{ mmol L}^{-1}$ are placed between the kidneys. For comparison, the data of the phantom containing only the vessels is shown in the right column. In the first row, the phantoms are depicted, while the second row shows reconstruction results using a reconstruction parameter set adapted to the high concentration of the vessels and windowing parameters adapted to the maximum and minimum value in the data. The third row shows the reconstruction results using the reconstruction and windowing parameters adapted to the concentration of the kidneys.

5. Image Reconstruction for Increased Dynamic Range

Regularization alone can not solve the issue that an object with a high concentration $\kappa_{\text{high}}$ shadows objects with low concentrations $\kappa_{\text{low}}$. Therefore, we propose a novel two-step reconstruction algorithm to separate the concentration $c$ into $c_{\text{high}}$ and $c_{\text{low}}$, such that

$$c = c_{\text{high}} + c_{\text{low}}.$$

Regions with high concentrations should be included in $c_{\text{high}}$ such that the objects with a concentration of $\kappa_{\text{low}}$ are visible in $c_{\text{low}}$. Our approach is based on the linearity of the imaging equation

$$\hat{u}_{\text{meas}} = Sc = S(c_{\text{high}} + c_{\text{low}}) = \hat{u}_{\text{high}} + \hat{u}_{\text{low}},$$

(6)
which relates \( c_{\text{high}} \) and \( c_{\text{low}} \) with the signals \( \hat{u}_{\text{high}} \) and \( \hat{u}_{\text{low}} \) in raw data space. First, we estimate an image \( c_{\text{high}} \) of the higher concentration \( \kappa_{\text{high}} \), project it to raw data space to obtain an estimate for \( \hat{u}_{\text{high}} \) and calculate \( \hat{u}_{\text{low}} = \hat{u}_{\text{meas}} - \hat{u}_{\text{high}} \). In the second step, we reconstruct an image of the lower concentration. The proposed two-step algorithm is outlined in Alg. 1 and is described in more detail next:

1.) In the first step, a reconstruction with regularization parameter set \( \mathcal{P}_{\text{high}} = (\lambda_{\text{high}}, \Theta_{\text{high}}, \iota_{\text{high}}) \) is performed by solving equation (5)

\[
c_{\text{pre}} = R_{\mathcal{P}_{\text{high}}}(S, \hat{u}_{\text{meas}}).
\]

It results in a relative sharp image \( c_{\text{pre}} \) with an high image noise such that the regions with lower concentrations are shadowed.

2.) The purpose of the second step is to isolate the area where highly concentrated particles are located. To this end, we perform thresholding in image space with a predefined threshold \( \Gamma \in [0, 1] \). For that, we define the vector-valued function \( \Phi_{\Gamma} : \mathbb{R}^N \to \mathbb{R}^N \) with the entries \((\Phi_{\Gamma}(c))_n, n \in I_N, \) given by

\[
(\Phi_{\Gamma}(c))_n = \begin{cases} 
    c_n, & \text{if } |c_n| \geq \Gamma \|c\|_\infty \\
    0, & \text{else,}
\end{cases}
\]

and apply \( c_{\text{thresh}} = \Phi_{\Gamma}(c_{\text{pre}}) \). The thresholded image \( c_{\text{thresh}} \) is an approximation to the concentration distribution \( c_{\text{high}} \).

3.) In the third step we use the thresholded image and project it to raw data space

\[
\hat{u}_{\text{proj}} = Sc_{\text{thresh}} \in \mathbb{C}^K
\]

to obtain an approximation to \( \hat{u}_{\text{high}} \).

4.) In the fourth step we subtract these data from the actual measurement data

\[
\hat{u}_{\text{corr}} = \hat{u}_{\text{meas}} - \hat{u}_{\text{proj}} \in \mathbb{C}^K.
\]

Ideally, this will remove the entire part \( \hat{u}_{\text{high}} \) from the measurement data \( \hat{u}_{\text{meas}} \). In practice, one can expect some remaining parts since the reconstruction performed in step one had a non-zero residual. Furthermore, the choice of the thresholding parameter in step two influences the projected data and thus also the residual.

5.) After subtraction, we reconstruct the corrected signal \( \hat{u}_{\text{corr}} \) via

\[
c_{\text{post}} = R_{\mathcal{P}_{\text{low}}}(S, \hat{u}_{\text{corr}}).
\]

In this case we use a regularization parameter set \( \mathcal{P}_{\text{low}} = (\lambda_{\text{low}}, \Theta_{\text{low}}, \iota_{\text{low}}) \) such that the low concentration part is adequately reconstructed. Therefore, we use higher parameter \( \lambda_{\text{low}} > \lambda_{\text{high}} \) and \( \Theta_{\text{low}} > \Theta_{\text{high}} \).

6.) Finally, we add the thresholded high concentration part to the reconstructed low concentration part and return it as the final reconstruction result

\[
c_{\text{final}} = c_{\text{post}} + c_{\text{thresh}}.
\]

Note that for an efficient implementation, the system matrix in the third step should be projected to \( \mathbb{C}^{K \times \text{post} \times N} \). Since only the projected data is used in the second reconstruction, we can directly use the projected system matrix during the matrix-vector multiplication to reduce computation time and memory consumption.
Algorithm 1: Proposed two-step reconstruction algorithm for increased dynamic range MPI reconstruction.

Input: Acquired data $\hat{u}_{\text{meas}}$, system matrix $S$, threshold $\Gamma$, regularization parameter sets $P_{\text{high}} = (\lambda_{\text{high}}, \Theta_{\text{high}}, \iota_{\text{high}})$, $P_{\text{low}} = (\lambda_{\text{low}}, \Theta_{\text{low}}, \iota_{\text{low}})$

Output: Reconstructed particle concentration $c_{\text{final}}$

begin
1. $c_{\text{pre}} \leftarrow R_{P_{\text{high}}}(S, \hat{u}_{\text{meas}})$
2. $c_{\text{thresh}} \leftarrow \Phi_{\Gamma}(c_{\text{pre}})$
3. $\hat{u}_{\text{proj}} \leftarrow Sc_{\text{thresh}}$
4. $\hat{u}_{\text{corr}} \leftarrow \hat{u}_{\text{meas}} - \hat{u}_{\text{proj}}$
5. $c_{\text{post}} \leftarrow R_{P_{\text{low}}}(S, \hat{u}_{\text{corr}})$
6. return $c_{\text{post}} + c_{\text{thresh}}$
end

6. Experimental Setup

To investigate the limitation of the dynamic range we performed in-vitro experiments with a pre-clinical MPI scanner (Bruker, Ettlingen, Germany). We applied a 3D imaging sequence with a Lissajous-type sampling trajectory, a gradient strength of $(-0.75, -0.75, 1.5) \text{ T m}^{-1} \mu_0^{-1}$ and drive-field amplitudes of $12 \text{ mT } \mu_0^{-1}$ in each direction. The resulting FoV was of size $32 \times 32 \times 16 \text{ mm}^3$ and the repetition time of one drive-field cycle was about 21.5 ms. The data were averaged over 1000 drive-field cycles in each case. In all experiments we used a tracer of multi-core superparamagnetic iron-oxide nanoparticles in a dextran matrix (perimag, micromod Partikeltechnologie GmbH, Rostock, Germany, saturation magnetization $90 \text{ A m}^2 \text{kg}^{-1}$ iron for $H > 1 \text{ T } \mu_0^{-1}$) in different concentrations.

Since the MPI scanner has a non-negligible background signal we performed a background scan with an empty scanner bore and subtracted this measurement from all measurements [32]. We note that this only removes the static part of the background while due to scanner drifts there still can be parts that cannot be removed by simple subtraction [29].

The system matrix was measured using a robot-based calibration procedure and a delta sample of size $2 \times 2 \times 1 \text{ mm}^3$ filled with diluted perimag, which has an iron concentration of $300 \text{ mmol L}^{-1}$. The robot was moved along $21 \times 21 \times 24$ positions located on a regular grid covering a volume of $42 \times 42 \times 24 \text{ mm}^3$. The SNR of the system matrix was calculated as it is shown in [23] with a background correction described in [30].

6.1. Phantoms

We used two different phantoms in our experiments. First, a simple concentration phantom was designed using glass capillaries with an inner diameter of $2.4 \text{ mm}$ filled with $20 \mu\text{L}$ tracer material. In the phantom holder, two glass capillaries can be placed with an edge-to-edge distance of 5, 10, and 20 mm, which is shown in the first row of Fig. 2. We prepared a dilution series with 12 dilutions starting from 400 to $0.2 \text{ mmol L}^{-1}$. In each step, the concentration was halved. Table 1 lists all concentrations used and the associated sample number and reconstruction parameters.
As a second phantom, we used a part of a realistic rat phantom [37] printed with a Form 3 and clear resin (Formlabs Inc., Somerville, USA). It consists of both kidneys and segments of two vessels as it is shown in the second row of Fig. 2. While the vessels were filled with 306 µL tracer material with a concentration of 100 mmol Fe L⁻¹, each kidney was filled with 781 µL tracer material with a concentration ranging from 3.05 to 0.048 mmol Fe L⁻¹. In each step, the concentration of the kidneys was halved. In Table 2, all concentrations with corresponding reconstruction parameters are listed.

For both phantoms, we first study the idealized dynamic range of the MPI system by measuring samples of different concentration individually. For the dot phantom, the individual samples of the dilution series were moved sequentially into the FoV of the scanner and measured. During reconstruction the SNR threshold Θ and the regularization parameter λ were optimized to provide good SNR and low blurring for each individual measurement by visual inspection. The regularization parameters found are summarized in Table 1. These parameters were also used as $P_{\text{low}}$ for the proposed increased dynamic range algorithm. The parameters for sample 1 define $P_{\text{high}}$, where the number of iterations was set to $i_{\text{high}} = 50$ to
Table 1: Concentrations in the capillaries of the phantoms and reconstruction parameters $P = (\lambda, \Theta, \iota)$ chosen for each concentration of the dilution series.

| Sample Number $i$ | Concentration $\kappa$ [mmolFe L$^{-1}$] | Dilution | Parameter $P$ | Threshold $\Gamma$ |
|-------------------|------------------------------------------|----------|--------------|-----------------|
| 1                 | 400                                      | 1        | 0.0005 5 1   | 1 1.0           |
| 2                 | 200                                      | 2        | 0.004 5 1   | 1 0.6           |
| 3                 | 100                                      | 4        | 0.02 5 1    | 1 0.3           |
| 4                 | 50                                       | 8        | 0.06 5 1    | 1 0.2           |
| 5                 | 25                                       | 16       | 0.1 5 1     | 1 0.01          |
| 6                 | 12.5                                     | 32       | 0.3 8 1     | 1 0.05          |
| 7                 | 6.25                                     | 64       | 0.5 9 1     | 1 0.03          |
| 8                 | 3.13                                     | 128      | 0.9 10 1    | 1 0.02          |
| 9                 | 1.56                                     | 256      | 1.4 10 1    | 1 0.01          |
| 10                | 0.78                                     | 512      | 2.2 15 1    | 1 0.005         |
| 11                | 0.39                                     | 1024     | 3.2 30 1    | 1 0.003         |
| 12                | 0.2                                      | 2048     | 4.5 40 1    | 1 0.002         |

Table 2: Concentrations in the kidneys and the vessel and reconstruction parameters $P = (\lambda, \Theta, \iota)$ chosen for each concentration of the dilution series.

| Kidney Number $i$ | Concentration $\kappa$ [mmolFe L$^{-1}$] | Dilution | Parameter $P$ | Threshold $\Gamma$ |
|-------------------|------------------------------------------|----------|--------------|-----------------|
| 1                 | 3.05                                     | 32       | 0.5 15 1    | 1 0.05          |
| 2                 | 1.525                                    | 64       | 1 15 1     | 1 0.025         |
| 3                 | 0.763                                    | 128      | 2 15 1     | 1 0.013         |
| 4                 | 0.381                                    | 256      | 4 24 1     | 1 0.006         |
| 5                 | 0.191                                    | 512      | 11 30 1    | 1 0.003         |
| 6                 | 0.095                                    | 1024     | 20 30 1    | 1 0.002         |
| 7                 | 0.048                                    | 2048     | 30 45 1    | 1 0.001         |
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achieve convergence, which leads to low reconstruction bias in the pixels containing the high concentration sample. In the same way, we measured each pair of kidneys and the vessels separately. The reconstruction parameters are listed in Table 2 where the parameters of the kidneys define $P_{\text{low}}$ and the parameters of the vessels define $P_{\text{high}}$. For the reconstructions of the kidneys, $\lambda_{\text{low}}$ is scaled with $10^{-1}$ for a better regularization.

Next, we determined the dynamic range for both phantoms. Using the dot phantom, we measured the highest concentrated sample 1 together with lower concentrated samples starting from dilution 1 to 12. The samples were separated by 5, 10, and 20 mm edge-to-edge distance. For each combination of concentration and distance a dedicated measurement was performed. For the kidney phantom, each pair of kidneys was measured together with the vessels.
6.2. Image Reconstruction

Each 3D image reconstruction was done by solving Eq. (5) using an adapted form of the Kaczmarz algorithm \cite{38}, to which we refer with regular reconstruction in the following. It is implemented in the programming language Julia (version 1.5) \cite{39} using the package \texttt{MPIReco.jl} (version 0.3.2) \cite{40}. Note that the regularization parameter $\lambda$ is scaled with $\text{trace}(\tilde{P}_\Theta(S)H\tilde{P}_\Theta(S))N^{-1}$ in the implemented reconstruction method \cite{2}.

Once the reconstruction parameters were determined for the idealized dynamic range phantom, we performed three reconstructions for the two-dot dynamic range phantom. First, each dilution level was reconstructed using $P_{\text{high}}$ and second using the corresponding set $P_{\text{low}}$ for the lower concentration sample. Third, we applied the proposed two-step algorithm, which requires both sets of parameters $P_{\text{low}}$ and $P_{\text{high}}$. The threshold parameter was chosen to isolate all data with a signal slightly higher than the concentration of the lower concentrated sample. In order to achieve this, we set $\Gamma_i = (0.8i^{-1})^{-1}$ for the dot phantom and for the realistic kidney phantom we used the thresholds $\Gamma_i = 0.05(2i^{-1})^{-1}$, which are also listed in Table 1 and 2. Additionally, reconstructions with varying thresholds $\Gamma_j = 0.5(2j^{-1})^{-1}$, $j \in \{1, \ldots, 7\}$ for selected concentrations were performed for the dot phantom.

6.3. Signal-to-Artifact Ratio

Apart from visual analysis of the reconstructed images, we quantified the signal-to-artifact ratio (SAR) in the final images of the dot phantom. The aim is to set the artifact level in relation to the measured particle concentration, since discrimination can only happen if the artifacts are smaller than the particle concentration. For the calculation of the SAR, we define two masks. First, $M_{\text{signal}} \in \{0, 1\}^{N \times N}$ is a diagonal matrix, which describes the voxels covered by the lower concentrated sample. The second mask is the diagonal matrix $M_{\text{artifact}} \in \{0, 1\}^{N \times N}$, which describes the region without any sample. Then, the SAR is set to the maximum value of the reconstructed concentration of the sample with lower iron amount by the maximum of the intensities of the voxels without any sample:

$$\text{SAR}(c) = \frac{\|M_{\text{signal}}c\|_\infty}{\|M_{\text{artifact}}c\|_\infty}$$

A ratio of 1 corresponds to artifacts in the same range as the amplitude of the lower concentrated sample and thus discrimination is impossible.

7. Results

The reconstruction results of the presented phantoms are described next. For both phantoms we distinguish between the idealized dynamic range experiments where only the concentration sample is placed in the scanner and the dynamic range experiments where the high and the low concentrated samples are imaged together.
Figure 3: Reconstruction results of the dilution series with a single sample in the first row and two samples with a distance of 10 mm in the other rows. In each experiment, a single capillary filled with 20 µL tracer material of distinct concentrations given in Table 1 is located in the FoV. The concentrations decrease by a factor of 2 from left to right. Each image shows the maximum intensity projection over the 7th to 9th $xy$-plane of the reconstructed 3D volume. In the experiment with two samples, the additional sample on the right has the concentration $\kappa_1$ in each experiment. The first four rows show the reconstruction results with the regular reconstruction. In the single-sample experiment, we used the parameter set $P_{i\text{low}}$. The second and third row show the two-sample experiment reconstructed with $P_{i\text{high}}$ using an auto respectively an adapted window clipped at the concentration of the lower concentrated sample. The reconstruction results with $P_{i\text{low}}$ using the adapted window is shown in the fourth row. In the last two rows, the results of the proposed two step reconstruction with the adapted window are shown. First, $c_{\text{post}}$ is shown in the fifth row using $P_{i\text{low}}$. In the last row, the sum $c_{\text{thresh}} + c_{\text{post}}$ using both parameter sets is shown. The orange rectangles mark the reconstruction results, which are compared to the results for other distances of the samples in Fig. 4.
7.1. Dot Phantom

**Idealized Dynamic Range:** First, we summarize the results of the experiments to determine the idealized dynamic range, in particular the lower bound, with a single sample inside the measuring field. The first row of Fig. 3 shows the reconstruction results for each of the single-sample phantoms. It was possible to image the sample for the concentrations $\kappa_1 - \kappa_{11}$ while the sample cannot be recognized for $\kappa_{12}$. The iron content of the 11th sample was 440 ngFe, which is in similar range as reported in [4] for the same imager ($\approx 160$ ngFe but with a different tracer material generating about 3 times more signal). The quality of the reconstructed particle concentration is similar for concentrations $\kappa_1 - \kappa_8$. Starting from $\kappa_9$ one can observe a blurring of the dot, which is due to the increasing regularization. In addition, artifacts that already appeared in former images, become prominent for concentrations $\kappa_{10}$ and $\kappa_{11}$. This is reflected by the SAR summarized in Fig. 6. Overall the SAR decreases for $\kappa_1 - \kappa_{11}$ until it drops below 1 for $\kappa_{12}$.

**Dynamic Range:** Next, we investigate the results for the dilution series with two samples for the determination of the dynamic range. For an edge-to-edge distance of 10 mm, the results are shown in Fig. 3. In the second row, where the parameter set $\mathcal{P}_{\text{high}}$ is used, the sample with the highest concentration is visible in all reconstructed images and appears with only slight variations in the intensity of its pixel values. The sample with varying concentrations is only visible for concentrations $\kappa_1 - \kappa_4$. For lower concentrations one cannot discriminate its signal from background noise anymore. In order to focus on the low concentration sample we adapted the windowing in such a way that the maximum window level is derived from the single-sample dilution series. The results are shown in the third row. We note that the high signal values are clipped due to the adapted windowing. In the first five images, both samples can be clearly detected. For the first concentrations $\kappa_1 - \kappa_3$ only slight image artifacts are visible. Starting from $\kappa_4$ one can identify the background noise, which is in the same range as the low concentration sample for $\kappa_6$.

To reduce the background noise one can use the regularization parameter sets $\mathcal{P}_{\text{low}}$. The results are shown in the fourth row of Fig. 3 with the same windowing as before. The background noise is strongly reduced, but instead ring-like background artifacts occur. In the first 6 reconstruction results both samples can be seen. The larger the regularization parameters, the more blurred is the highly concentrated sample. From concentration $\kappa_7$ on, the lower concentrated sample is widened vertically and moves to the left, which will be more visible later when comparing the three distances. Additionally, the ring-like artifact around the lower concentrated sample gets more prominent.

Finally, the last two rows of Fig. 3 show the results of our proposed algorithm for increased dynamic range. As for the third and the fourth row, the color mapping was adapted to fit the lower concentration. We show both, the reconstruction result $c_{\text{post}}$, where the highly concentration part was subtracted, and the final image $c_{\text{final}}$, where the latter has been added.

As one can see in the images, the algorithm is capable of reconstructing the low concentration sample until concentration $\kappa_8$. Since the deviation between both concentrations is too small, the higher concentrated sample is also visible for $\kappa_1 -$.

* An example of our proposed method is provided at [https://github.com/I7IResearch/IncreasedDynamicRange]
Below, one can see a blue area in those parts, where the high concentration sample was located. Only in some cases a small signal is present. This shows that the removal of the high concentration signal in raw data space does work. Around this blue area one can still identify a ring-like artifact, which gets more prominent for lower concentrations and can be attributed to the high concentration signal. For concentration $\kappa_8$ the lower concentrated sample starts to vanish into the artifact but they are still distinguishable. At $\kappa_9$, the reconstruction result gets ambiguous. It is also visible that the dot in the 7th and 8th image is not at the same position as in the regular reconstruction result in the row above. For all lower concentrations $\kappa_{10} - \kappa_{12}$ one cannot identify the sample with lower concentration anymore. In the final reconstruction results in the last row, a noise-like artifact emerges from concentration $\kappa_7$ on. This can be traced back to the lower threshold $\Gamma$, which also selects voxels with artifacts for $c_{\text{thresh}}$.

For the concentrations $\kappa_6 - \kappa_9$, the reconstruction results for the three distances 5, 10, and 20 mm using the parameter sets $P_i^\text{low}$ and the regular reconstruction method are shown in Fig. 4 in the blue columns. The green columns show the reconstruction result $c_{\text{post}}$ using the two-step reconstruction. The white circle indicates in each image the correct position of the sample with the lower iron amount. The 10 and 20 mm samples are clearly visible for $\kappa_6$ for both reconstruction methods, while the 5 mm sample is only visible in the two-step reconstruction result. The enlarged higher concentrated sample reaches into the position of the 5 mm sample. Additionally, an artifact occurs in the regular reconstruction result, which appears also in the result of the 20 mm sample. For lower concentrations this artifact gets more prominent such that the sample vanishes. From $\kappa_5$ on, there is no sample detectable at the correct position for the regular reconstruction method. In the two-step reconstruction, the 10 and 20 mm sample is clearly visible until $\kappa_7$. Only the 5 mm sample changes slightly its position.

In Fig. 5 reconstruction results for $\kappa_6 - \kappa_8$ for varying thresholds $\Gamma$ are shown. Starting with $\Gamma = 0.5$ in the second column, the results of the two-step reconstruction method look similar to the results of the regular reconstruction in the first column. While $\Gamma$ drops, the signal of the sample with higher iron amount vanishes. The orange rectangles mark the best choice of $\Gamma$ for each concentration. Approximately these values are also used in Fig. 3. If $\Gamma$ is chosen lower than the marked ones, the signal of the lower concentrated sample is included in $c_{\text{thresh}}$ and therefore not reconstructed in the second step of our proposed method.

The SARs are summarized in Fig. 6 comparing the regular reconstruction using $P_i^\text{low}$ and $c_{\text{post}}$ of the two-step reconstruction. Additionally, the SAR of the reconstruction results of the single sample is provided. The SAR indicates if the signal is distinguishable from the artifacts ($> 1$). The behavior of the SARs fits the visual inspection of the reconstructed images. Due to the enlarged high concentrated sample, there is a significant signal at the position of the 5 mm sample in the regular reconstruction result. Thus, the SAR is higher compared to the other reconstruction results for lower concentrations. For the relevant concentrations from $\kappa_5 - \kappa_8$ the SAR of the two-step reconstruction results are significantly higher than the results of the regular reconstruction for the 10 and 20 mm sample. While the SAR of the regular reconstruction results is lower than 1 from $\kappa_6$ on, the SAR of the two-step reconstruction results is greater than 1 until $\kappa_8$. An SAR greater than 1 indicates that the sample can be distinguished from the artifacts, which agrees with the qualitative findings of the reconstruction results shown in Fig. 3.
Figure 4: Reconstruction results of the two-sample phantom for different sample distances 5, 10, and 20 mm. Shown are the reconstruction results for the chosen concentrations $\kappa_6 - \kappa_9$. For each concentration, one column shows the reconstruction results using the regular reconstruction while the other column shows the results $c_{\text{post}}$ using the two-step reconstruction. All reconstructions use the parameter set $P_{\text{low}}$ and afterwards the adapted window is clipped at the concentration of the lower concentrated sample. The position of the sample is marked by a white circle in each image.

Figure 5: Impact of the threshold $\Gamma$ on the results of the two-step reconstruction method. Shown are the reconstruction results $c_{\text{post}}$ of the two-sample phantom with a distance of 10 mm of the samples for different thresholds and selected concentrations $\kappa_6 - \kappa_9$. The window is adapted to the concentration of the sample with a lower iron amount. For comparison, the results of the regular reconstruction method with parameter set $P_{\text{low}}$ are shown on the left. The thresholds used in Fig. 3 are marked with an orange square.
Figure 6: Signal-to-artifact ratio of the reconstructed images using the regular and the two-step reconstruction. In the case of the regular reconstruction, the parameter set $P_{\text{low}}$ was used. For the two-step reconstruction, the SAR is calculated for $c_{\text{post}}$. The SAR is determined to be the ratio between the maximum intensity at the spatial location of the sample with lower amount of particles and the maximum intensity in regions without particles. For comparison, the SAR of the reconstructed images for the single sample experiment using the regular reconstruction with $P_{\text{low}}$ is provided.

Figure 7: Reconstruction results of the kidney phantom containing only the vessels. On the left, the phantom with its coordinate system is shown. The vessels are filled with 306 µL tracer with a concentration of 100 mmol Fe L$^{-1}$. On the right, the reconstruction results using the regular reconstruction algorithm are depicted. The reconstruction result on the right shows the 10th $xy$-plane, where the kidneys are located. The left reconstruction result shows a maximum intensity projection of the 10th and 11th $xz$-plane to visualize both vessels. The dotted lines show the intersection of both reconstructed images.

7.2. Kidney Phantom

Next, we investigate the performance of the two-step reconstruction algorithm compared to the regular reconstruction algorithm on the kidney phantom. An extended analysis can be found in Appendix A.

Vessels: Fig. 7 shows a reconstruction of the vessels without kidneys. We used the regularization parameter set $P_{\text{high}}$ so that we were able to separate both vessels as shown in the central image. On the right side, the 10th $xy$-plane is shown, which is the plane where the kidneys are located. Since our focus is on the kidneys, the vessels
Figure 8: Reconstruction results of the kidney phantom. In each experiment, the vessel is filled with 306 µL tracer material with a concentration of $\kappa_v = 100 \text{mmol L}^{-1}$ while each kidney is filled with 781 µL tracer material of distinct concentrations given in Table 2. The concentrations decrease by a factor of 2 from left to right. Each image shows the 10th $xy$-plane of the reconstructed 3D volume. The first four rows show the results for the regular reconstruction. In the first experiment, where only the kidneys were placed in the scanner, we used the parameter set $P_{i\text{low}}$. The second and third row show the experiment with kidneys and vessel, reconstructed with $P_{i\text{high}}$ using an auto respectively an adapted window clipped at the concentration of the kidneys. The reconstruction results with $P_{i\text{low}}$ using the adapted window is shown in the fourth row. In the next two rows, the results of the proposed two-step reconstruction with the adapted window are shown. First, $c_{\text{post}}$ is shown in the fifth row using $P_{i\text{low}}$. For comparison, the results of the two-step reconstructions applied only on the vessel using $P_{i\text{low}}$ are shown in the sixth row. The absolute values of the differences between the two rows showing the two-step reconstruction results are illustrated in the last row.

are represented by the longish dot in the following reconstructed images.
Kidneys: In Fig. 8, the reconstruction results of the regular and the proposed two-step reconstruction methods applied to the kidney phantom are shown. The first row shows the reconstruction results where just the kidneys are placed in the FoV and the parameter set $\mathcal{P}_{\text{low}}^i$ is used. We are able to visualize the kidneys for all concentrations. For $\kappa_1$ to $\kappa_4$ the correct shape of the kidneys could be reconstructed. From $\kappa_5$ to $\kappa_7$ additional artifacts appear but it is still possible to distinguish between artifacts and kidneys.

Kidneys and Vessels: In the next four rows of Fig. 8 different reconstruction results for the phantom containing the kidneys and the vessels are shown. First, in the reconstruction results using $\mathcal{P}_{\text{high}}$ only the vessels are visible. Adapting the window to the concentration of the kidneys leads to noise in the image such that the kidneys are not clearly visible (third row). Using the parameter set $\mathcal{P}_{\text{low}}^i$ of the kidneys for the regular reconstruction yields two longish dots at the position of the kidneys for $\kappa_1$ (fourth row). But the shape of the kidneys is not identifiable. From $\kappa_2$ on, the artifacts in the corners get more distinct while the two dots vanish. In the fifth row, the result $c_{\text{post}}$ of the proposed two-step reconstruction method is shown where the window is adapted to the concentration of the kidneys. For $\kappa_1$ and $\kappa_2$ both kidneys are clearly visible and also the correct shape is reconstructed for the kidney on the right side. For $\kappa_2$, the artifacts get stronger such that the left kidney already starts to vanish into an artifact. For $\kappa_3$ to $\kappa_7$ the artifacts get too prominent. For comparison, the sixth row shows the two-step reconstruction result $c_{\text{post}}$ of the phantom containing only the vessels. The absolute value of the difference between the results in the fifth and in the sixth row is shown in the last row. It emphasizes that we are able to visualize the kidneys for $\kappa_1$ and $\kappa_2$ while the artifacts are dominating the other results.

8. Discussion

A comparison of the results from the dilution series of a single sample with the dilution series of two samples indicates a limited dynamic range of MPI. In the single-sample dilution series it was possible to image concentrations from $\kappa_1$ to $\kappa_{11}$ representing a dilution factor of $10^4 = 1024$. This factor is only a lower bound, since we did not increase the iron concentration beyond 400 mmol L$^{-1}$. We note, however, that higher iron concentrations are not feasible since then particle-particle interactions lead to nonlinear relation between the particle concentration and the generated signal [20]. In turn the imaging equation [1] would not be fulfilled anymore and thus the regular image reconstruction approach would not be appropriate. In the experiments for determining the dynamic range using a two-sample phantom, the regular reconstruction algorithm was capable of resolving a dynamic range of about $2^5 = 32$ for a distance of 10 and 20 mm. In the 5 mm case we were able to resolve only a dynamic range of about $2^4 = 16$ due to the artifacts. Thus, there is a gap of at least one order of magnitude.

We note that those results were observed for an averaging factor of 1000, which was applied to lower the detection limit of the scanner by a factor of $\sqrt{1000} \approx 25$. For unaveraged and thus more noisy data the idealized dynamic range decreases until it lies in the same order of magnitude as the dynamic range. The problem described in this paper thus is primarily relevant for data with high SNR.

Using the proposed reconstruction algorithm it is possible to increase the dynamic range to about $2^7 = 128$ for a distance of 10 and 20 mm and to about $2^6 = 64$ for 5 mm distance. Thus, the two-step reconstruction method is able to increase the dynamic
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range by a factor of 4. In addition, it also improves the signal-to-artifact ratio for lower concentration differences. The SAR is higher for the proposed algorithm compared to the regular reconstruction algorithm for almost all considered concentrations.

One interesting finding was that the dynamic range increases with the edge-to-edge distance of the samples. This is supported by the fact that the regularization leads to a blurring or ringing like artifact, which is always a local effect. The regularization parameters for very low concentrations result in a large support of the artifacts covering the entire FoV. Thus, those concentrations ($\kappa_{10} - \kappa_{12}$) cannot be imaged even for 20 mm edge-to-edge distance. Note that also the full width at half maximum of the point spread function of the particles affects the dynamic range, which can not be influenced by reconstruction methods. Apart from the increased dynamic range, a further advantage of the algorithm is the flexibility to use different regularization parameters for the high and the low concentration part in an image. This enables us to achieve a high resolution for highly concentrated structures (e.g. vessels) in the presence of a lower concentrated structures.

In order to visualize concentration differences larger than a factor of ten, we had to use two different windowing parameters for the color mapping. One was focused on the high concentration, the other was focused on the low concentration. This shows that large concentration differences do not only require special attention in the reconstruction step but also during visualization. One way to handle this is to develop common experience-based window parameters like it is also done in computed tomography. This induces clipping of higher values, which can be avoided by using a non-linear colormap. In addition, poly-chromatic colormaps emphasize fine concentration differences more than mono-chromatic colormaps [41].

In the introduced algorithm, we isolate the pixels that belong to the high concentration in the second step. Here, we introduced a simple threshold that decides independently for each pixel whether it belongs to the high concentration or not. This leads to isolated pixels in the thresholded image since noise is selected if the threshold is small. The area with high concentrated tracer is usually connected and thus the finally reconstructed images could be improved with clustering or image segmentation methods to remove noisy pixels in the thresholded high-concentration image.

Within this work we considered a single-patch 3D acquisition sequence. One way to mitigate the dynamic range problem could be to switch to multi-patch image sequences [42, 43]. The idea is to split the measuring field into locations with high and low particle concentration and measure them separately. This approach depends strongly on the spatial distribution of tracer material and there are configurations where the separation into rectangular patches is impossible. Since the signal strongly drops if a sample is moved outside the FoV [44], such a method may enable resolving a higher dynamic range. One interesting question is if the joint reconstruction approach introduced in [42] that enable continuous patch transitions is still the best approach. It might be better to apply a separate reconstruction of the individual patches as discussed in [45]. Instead of using 3D Lissajous sampling patterns in combination with multi-patch sequences one could also switch to 2D or 1D excitations [46, 47]. This reduces the space that is covered during one drive-field cycle, which might increase the dynamic range for objects that are not arranged along the excitation line.

The developed algorithm requires only slight modification of the existing reconstruction process and increases the reconstruction time by roughly a factor of two since it involves two inner reconstructions. The algorithm is also not restricted to the separation of two different concentration levels but it is also possible to extend
the concept and reconstruct a series of different concentration levels. One would then successively remove parts from the signal such that in the end only the least concentrated image remains. In the end, one could then sum up all reconstructed concentration levels.

Furthermore, the algorithm is not restricted to the regularized system matrix reconstruction as defined in Eq. (5). First of all, other regularization methods besides Tikhonov regularization like the fused lasso model [48] can be applied. Also x-space reconstructions can be used instead of system matrix reconstructions. Note that this also requires adaption of the back projection into raw data space in the third step of the two-step reconstruction method.

Within this work we started with a simple test phantom consisting of two capillaries to study the dynamic range in an in-vitro environment. This scenario is also relevant for in-vivo imaging. Based on estimations of the mean blood density in organs, one can estimate a 70 fold lower particle concentration in the brain compared to the concentration in vessels [25]. Our experiment showed, that we are able to reconstruct a dynamic range of this magnitude with the two-step reconstruction method. In mice and rats, the contrast material is injected via the tail vein and is purified during the passage of the vascular tree. Organs located closely to the vena cava or heart, like the liver or lungs are thus hard to image in the first pass. To illustrate this scenario, we provided the second realistic phantom consisting of rat-sized vessels and kidneys. We were able to visualize the kidneys for all concentrations down to $48 \mu$mol$_{Fe}$ L$^{-1}$. But even the lowest relation between the vessels and the kidneys, which was a dilution of $2^5 = 32$, could not be reconstructed with the regular method since the kidneys were not clearly distinguishable from the artifacts. Our proposed method was capable of reconstructing the kidneys with a dynamic range up to $2^6 = 64$. Thus, the proposed algorithm can help increasing the dynamic range in in-vivo experiments to image organs in the first pass.

9. Conclusion

In conclusion, we found that the presence of high particle concentrations within the FoV of an MPI system can significantly reduce the dynamic range the system is able to resolve. This is an issue in pre-clinical applications, where a highly concentrated tracer bolus in the vascular system in certain situations prevents imaging of nearby organs with lower tracer concentration. In this work we proposed a two-step reconstruction algorithm which can increase the dynamic range in the aforementioned scenario and reduce image artifacts. In experiments we observed an improvement in the dynamic range by a factor of 4. Similarly, the artifact-to-noise ratio improved by a factor of up to 21.
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Appendix A. Extended Analysis of the Two-Step Reconstruction Method

In the appendix, two additional reconstructions are shown to illustrate the properties and limitations of the two-step algorithm. The results were calculated for the kidney phantom shown in Fig. A1.

The first part is to investigate how well the subtraction of the highly concentrated sample can be ideally performed. Since we measured the vessels separately from the kidneys, it is possible to subtract the raw data of the vessels directly from the signal of the composite phantom. This can be seen as an ideal case, where the first step of the two-step procedure does not cause any systematic error, which can occur due to
thresholding. The second row in Fig. A1 shows the result of the two-step algorithm if \( \hat{u}_{\text{proj}} \) is replaced by \( \hat{u}_{\text{vessel}} \), in which case the two-step algorithm effectively becomes the ordinary one-step algorithm. The results are compared to reconstruction results from the kidneys only (first row) and the regular two-step reconstruction algorithm of the entire phantom (third row). One can see that that in this idealized case, the kidneys can be reconstructed even for \( \kappa_3 \), which is one step further than the reconstruction with \( \hat{u}_{\text{proj}} \). Nevertheless, even in this idealized case it is not possible to retrieve the kidneys for the low concentration level \( \kappa_5 \) and below. An explanation for this could be that very slight changes either in the positioning of the phantom or slight differences in the applied imaging sequence occurred.

In the second part of the extended study another idealized case is considered. This is the case in which the kidneys and the vessels are measured separately and then digitally added. In this situation, we have the optimal linearity of Eq. (6). Despite of an artifact in the center, the reconstruction results shown in the last row of Fig. A1 are similar to the results of the composed phantom. While the left kidneys have the same structure for all concentrations the shape of the right kidney is a bit better than in the third row, which can be caused by the artifact. Although we observe an artifact in the center of the reconstructions we have a high similarity between the reconstruction of the composed phantom and the sum of the separate measurements of vessels and kidneys. This emphasizes that the linearity in Eq. (6) holds true, which is a basic prerequisite of the two-step reconstruction method. The reconstruction results of the subtracted data of the vessels highlights that the projected data \( \hat{u}_{\text{proj}} \) is a good approximation of \( \hat{u}_{\text{vessel}} \). However, the two-step method is capable of reconstructing even lower concentrated kidneys if the optimal data of the part with higher concentration is provided.