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ABSTRACT

This paper describes a novel lossless compression method for point cloud geometry, building on a recent lossy compression method that aimed at reconstructing only the bounding volume of a point cloud. The proposed scheme starts by partially reconstructing the geometry from the two depthmaps associated to a single projection direction. The partial reconstruction obtained from the depthmaps is completed to a full reconstruction of the point cloud by sweeping section by section along one direction and encoding the points which were not contained in the two depthmaps. The main ingredient is a list-based encoding of the inner points (situated inside the feasible regions) by a novel arithmetic three dimensional context coding procedure that efficiently utilizes rotational invariances present in the input data. State-of-the-art bits-per-voxel results are obtained on benchmark datasets.

Index Terms— Point Cloud Compression, Context Coding, Lossless Compression, Arithmetic Coding

1. INTRODUCTION

The lossless compression of point clouds was thoroughly studied and is currently under standardization under MPEG [1,2] and JPEG activities [3]. The research literature on point cloud compression includes a lot of methods based on octree representations, e.g., [4,5,6,7,8]. The current GPCC lossless method [9] is also based on octree representations [10], where a point cloud is represented as an octree, which can be parsed from the root to the leaves and at each depth level in the tree, one obtains a lossy reconstruction of the point cloud at a certain resolution, while the lossless reconstruction is obtained at the final resolution level in the octree. By traversing in a breadth-first way, one can obtain a lossy reconstruction in two stages. In Stage I, two projections of the points cloud are encoded; the front and the back projections on xy plane. These projections are two depthmap images, each with \(N_x \times N_y\) pixels. Then, the coding proceeds along the Oy axis of the 3D coordinate system, drawing transverse sections of the point cloud parallel to the zOx plane and encoding each such section in Stage II. An overview of the method is presented on Fig. 1. The regularity of the geometric shapes, including smoothness of the surface and the continuity of the edges, are exploited by using context models, where the probability of occupancy of a location is determined by the occupancy of its neighbor locations in 3D space, by including the causal (previously encoded) 3D neighbors from the
current and the past sections.

2.1. Stage I: Encoding a front and a back depthmap projection

The first encoding stage is intended for defining and encoding the maximal and minimal depthmaps (representing heights above the Oxy plane) resulting in exclusion sets containing large parts of the space. The minimal depthmap, $Z_{\text{min}}$, has at the pixel $(x, y)$ the value, $Z_{\text{min}}(x, y)$ equal to the minimum $z$ for which $(x, y, z)$ is a point in the original point cloud. Similarly, the maximal depthmap, $Z_{\text{max}}$ has at the pixel $(x, y)$ the value, $Z_{\text{max}}(x, y)$ equal to the maximum $z$ for which $(x, y, z)$ is a point in the original point cloud. If no point with $(x, y)$ exists in the point cloud, then it is set $Z_{\text{min}}(x, y) = 0$. The encoding of these depthmaps is performed by CERV [14], which encodes the geodesic lines using contexts very rich in information.

2.2. Stage II: Encoding the remaining points

At Stage II, we sweep the point cloud along the $y$ dimension, stepping $y_0$ from 0 to $N_y - 1$, and we reconstruct all the points in the current section $y_0$ in the $(N_z \times N_x)$ binary image $R$ (current reconstruction). At every $y_0$, points projected to the depthmaps are already known to the decoder and we initialize the current reconstruction $R$ with the projected points such that, $R(Z_{\text{max}}(x, y_0), x) = 1$ and $R(Z_{\text{min}}(x, y_0), x) = 1$ for every $Z_{\text{max}}(x, y_0) > 0$ and $Z_{\text{min}}(x, y_0) > 0$. $R$ will be updated whenever a new point is encoded or decoded. We note that, in the binary image $R$, we know at each column $x$ which are the lowest and the highest occupied points (minimal and maximal depths). We consequently construct the binary image $F$ of feasible regions, i.e., of locations in the plane that are possibly occupied (the magenta pixels in Fig. 2(b)). Formally, $F(z, x) = 1$ for all $(z, x)$ pair satisfying $Z_{\text{min}}(x, y_0) \leq z \leq Z_{\text{max}}(x, y_0)$. Using $R$ and $F$, we initialize a binary image $K$, where 1 denotes that the occupancy of a location is known. For example, the locations outside the feasible region are known to be unoccupied, hence, $K(z, x) = 1$ for those locations. The true points in the section, that we need to losslessly encode, are marked in a binary image denoted $T$ (see Fig. 2(a)), and the reconstructed points in the past section (at $y_0 - 1$, that is already known to the decoder) are marked in a binary image $P$.

In the image $R$ the already reconstructed true points belonging to depthmaps form a set $\phi$ of pixels. We perform a morphological dilation of the set $\phi$ using as structural element the $3 \times 3$ element. This obtained set of locations is traversed along the rows of the 2D image and is stored in a list $L$. We also initialize a binary marker image $M$ to mark the pixels already in the list $L$. After this initialization step, the list $L$ is processed sequentially, starting from the top of the list, processing a current pixel $(z, x)$. Both encoder and decoder check whether $K(z, x) = 1$, and if yes, the point is removed from the list, since its occupancy status is already known. Otherwise, if $K(z, x) = 0$, we transmit the value of $T(z, x)$ using arithmetic coding with the coding distribution stored at the context $\zeta$. After that, the counts of symbols associated with the context $\zeta$ are updated. $K$ is updated as $K(z, x) \leftarrow 1$, and the reconstructed image is updated as $R(z, x) \leftarrow T(z, x)$. If the value $T(z, x) = 1$, we include to the list any neighbor $(z_n, x_n)$ of $(z, x)$, (in 8-connectivity) for which $K(z_n, x_n) = 0$ and for which the marked status is 0, $M(z_n, x_n) = 0$. After inclusion, the marked status is set to 1, $M(z_n, x_n) = 1$. This procedure is repeated until the list becomes empty. At the end, we have encoded all the points that are connected to the boundary of the feasible region by a path of connected pixels (in 8-connectivity). After the final section $y_0 = N_y - 1$ is processed, all the points that are connected to the points contained in the initial two depthmap images are encoded. For the voxelized point clouds, this outer shell of points contains the majority of the points in the point cloud. The remaining points (if any) are encoded by processing additional shells, as described in Section 2.4.

2.3. Normalized Contexts

One of the most efficient ways of utilizing the contextual information that is needed in Stage II is described here. In order to show the elements forming the context, it is illustrated in Fig. 2(c) the ground truth occupancies for the cur-
current section \((y = y_0)\) and the past section \((y = y_0 - 1)\), showing in white the (true) occupied pixels in these sections. On Fig. 2(d), we show the same area during the reconstruction process, which advances section by section such that, at the moment of reconstructing the section \(y = y_0\), the section \(y = y_0 - 1\) is fully known, and the second part of the context, called matrix \(B\), can be extracted and contains the true occupancy status at section \(y = y_0 - 1\). The context \(A\) from the current section for every candidate pixel \((z, x)\) is extracted from the \(3 \times 3\) neighbourhood of the pixel (i.e., the pixels in the red square).

When encoding the blue marked pixel, the pixels considered as the \(3 \times 3\) matrix part of context are those surrounded by the red contour. Each pixel might be green (already encoded in Stage I), for which the status is known and occupied \((K(z, x) = 1\) and \(R(z, x) = 1\)), khaki for forbidden pixels with status known and unoccupied \((K(z, x) = 1\) and \(R(z, x) = 0\)), and finally magenta for feasible i.e., not yet known \((K(z, x) = 0)\). The context extracted from the current section forms the matrix \(A\) and that from the past section forms the matrix \(B\) (which are later rotated for normalizing and are combined to form the final contexts).

The procedure for encoding the points at a section \(y = y_0\) with normalized contexts is summarized in Algorithm 1. Consider that we need to encode \(T(z, x)\). The first part of the context uses the values of the already reconstructed pixels that are 8-neighbors of \((z, x)\) and also the information about which of the pixels were already known. The values of the pixels in the ternary image \(R_k = R + K\) have the following significance: \(R_k(z, x) = 0\) if the value of \(T(z, x)\) is not known yet; \(R_k(z, x) = 1\) if the value of \(T(z, x)\) was encoded and \(T(z, x) = 0\); \(R_k(z, x) = 2\) if the value of \(T(z, x)\) was encoded, and \(T(z, x) = 1\). We consider first the \(3 \times 3\) square, centered at \((z, x)\), cropped from the image \(R_k\), and we denote it as a \(3 \times 3\) matrix \(A\). The elements of \(A\) belong by construction to 0, 1, 2. The second part of the context is the \(3 \times 3\) binary matrix \(B\) formed from \(P\) at \((z, x)\). The information from \(A\) and \(B\) is used to form the context. For example scanning by columns we get a one-to-one correspondence between \(A\) and \(I(A) = \sum_{j=0}^{2} \sum_{i=0}^{2} A_{ij}3^{i+3j}\). Similarly there is a one-to-one correspondence between \(B\) and \(J(B) = \sum_{j=0}^{2} \sum_{i=0}^{2} B_{ij}2^{i+3j}\). We combine them to a context label \(\zeta = (I(A), J(B))\).

The context information in \(A\) and \(B\) is further normalized in the following way: We consider performing context collapsing operations, such that if we would perform a rotation by \(\alpha \in \{0, \pi/2, \pi, 3\pi/2\}\) of each of the images \(R\), \(T\) and \(K\) around the pixel \((z, x)\), the value of the resulting normalized context is the same. We consider first the \(3 \times 3\)
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Fig. 2. (a) True current section; (b) The feasible region (magenta), points from the depth maps (green), forbidden region (khaki); (c) Details of the ground truth inside the blue rectangle from (b); (d) Selection of the two part context for encoding the blue marked pixel.

---

**Algorithm 1:** Stage II of encoding

**Require:**
- \(T\): True section binary image at \(y = y_0\) \((N_z \times N_x)\)
- \(P\): True section binary image at \(y = y_0 - 1\) \((N_z \times N_x)\)
- \(R\): Current reconstruction at \(y = y_0 - 1\) \((N_z \times N_x)\)
- \(F\): Feasible Regions bin. image derived from \(R\) (Sect. 2.2)
- \(K\): Binary image of known locations \(K \leftarrow F + R\)
- \(L\): Pixels to be processed \(L \leftarrow \{(z, x) \ni R(z, x) = 1\}\)
- \(M\): Binary image of pixels that has been to \(L\) \(M \leftarrow R\)

**while** \(L \neq \emptyset\) **do**

Read \((z, x)\) from the top of \(L\)

Extract a \(3 \times 3\) matrix \(R_{3 \times 3}\) from \(R\) centered at \((z, x)\)

Extract a \(3 \times 3\) matrix \(B_{3 \times 3}\) from \(P\) centered at \((z, x)\)

Extract a \(3 \times 3\) matrix \(K_{3 \times 3}\) by cropping \(K\) around \((z, x)\)

Find normalizing rotation \(\alpha^*(A)\) and form \(A_{\alpha^*}\)

Use \(\alpha^*(A)\) to rotate \(B\) as \(B_{\alpha^*}\)

Form the context \(\zeta = (I(A_{\alpha^*}), J(B_{\alpha^*})))\)

Encode \(T(z, x)\) using the context \(\zeta\)

**if** \(T(z, x) = 1\) **then**

Append to \(L\) every neighbor \((z_n, x_n)\) of \((z, x)\) for which \(K(z_n, x_n) = 0\) and \(M(z_n, x_n) = 0\)

If \((z_n, x_n)\) is appended, \(M(z_n, x_n) \leftarrow 1\)

**end if**

Update \(R\): \(R(z, x) \leftarrow T(z, x)\)

Update \(K\): \(K(z, x) \leftarrow 1\)

Remove \((z, x)\) from \(L\)

**end while**
matrix $A$. Apply the $\alpha$ rotation around the middle pixel and denote $A_\alpha$ the resulting $3 \times 3$ matrix. Compute for each of $\alpha \in \{0, \pi/2, \pi, 3\pi/2\}$, the matrix $A_\alpha$ and the weighted score of it $W(A_\alpha)$ and pick as canonical rotation that $\alpha_*$ for which the weighted score $W(A_{\alpha_*})$ is the largest. Hence, the four rotated matrices $A_\alpha$ with $\alpha \in \{0, \pi/2, \pi, 3\pi/2\}$ will be represented only by $A_{\alpha_*}$. This process of collapsing the four matrices into a single one is performed offline once, resulting in a tabulated mapping $\alpha_* \leftrightarrow A$ and another mapping $I_* \leftrightarrow I$, which realize the mappings of the context to the canonical one, stored in look-up tables. As an example of the weighting score $W(A)$, we consider the vector $v = [A_{00}A_{01}A_{02}A_{10}A_{11}A_{12}A_{20}A_{21}A_{22}]$ and form $W(A) = \sum_{k=0}^{8} v_k 3^k$, giving in this way a larger weight to those elements which are close to the corner $(0, 0)$ of $A$. The normalized context is found in the following way: At each point $(z, x)$ the matrix $A$ is formed from $R+K$ and the canonical rotation index $\alpha_*$ for this matrix is computed. Also the corresponding rotated matrix $A_0$ is computed. The second part of the context is the $3 \times 3$ matrix $B$ formed from $P$ around $(z, x)$. The matrix $B$ is rotated by the previously determined $\alpha_*$ around its center, yielding a matrix $B_0$. Now the context to be used for encoding $T(z, x)$ is constructed from $A_0$ and $B_0$ as context $\zeta = (I(A_0), J(B_0))$.

2.4. Repetitive peeling-off process for complete reconstruction of more complex point clouds

After Stage II, the reconstruction contains all the points forming the outer surfaces of the point cloud and all the inner points connected to these outer surface points, i.e., all points that are connected by a path in 3D space (in 26-voxel connectivity), to the initial points recovered in Stage I from the two depthmap images. However, there are complex point clouds, for example those representing a building and objects inside, where some objects are not connected by a 3D path to the outermost points. In that case one can repeat the encoding process shell by shell, in a peeling-off operation, where we encode first the outermost shell, defined by the points represented in the maximal and minimal depthmaps and all points connected to these points, and then we reapply the same process to the remaining un-encoded points. If needed, this peeling-off process can be applied several times. In this work, there are maximally 2 shells peeled-off and the remaining points (if any) are simply written in binary representation into the bitstream.

3. EXPERIMENTAL WORK

The algorithm is implemented in C and the experiments were carried out on two point cloud datasets namely, 8i Voxelized Full Bodies [16] and Microsoft Voxelized Upper Bodies [15]. The average bits per occupied voxel results (average rates) are presented on Table 1. For each point cloud, all 6 possible permutations of the 3 dimensions are tried and the best rate obtained is kept and reported here. It is observed that, proposed method performs better than the other methods on the 8i dataset. On the other hand, on MVUB dataset, our results are slightly worse than TMC13 [9] and Dyadic Decomposition [12]. Additionally, we test BVL and TMC13 on all the point clouds from the Cat1A MPEG Database [17] having original resolutions of 10 and 11 bits. These were quantized to 10, 9 and 8 bits as well to test the performance in lower resolutions. BVL outperformed TMC13 in average at 10 bits by 6.6%, at 9 bits by 5.2%, at 8 bits by 2%. At 11 bits, TMC13 outperformed BVL by 1.8%. For all of the point clouds mentioned in this work, the decoding resulted in a perfect lossless reconstruction.

Encoding and decoding durations for BVL were measured to be 7.3 sec and 7.8 sec, respectively. On the same machine, encoding with TMC13 took 1.1 sec. All durations are measured on a single frame of the 10 bits longdress sequence by running the algorithm 10 times and taking the median. While the durations are not competitive with TMC13, it should be noted that the execution time is not yet carefully optimized.

4. CONCLUSIONS

We proposed a lossless compression method where the first stage is constructing a bounding volume for the point cloud and the following steps succeed at adding all the remaining points at a competitive bitrate, achieving state-of-the-art results for the full body datasets, and comparable results to the current GPCC standard on the upper body dynamic datasets.

### Table 1. Average Rate for the first 200 frames from MVUB [15] and 8i [16] datasets for the proposed Bounding Volume Lossless (BVL) encoder compared to recent codecs.

| Sequence               | Average Rate [bpv] | P(PNI) [8] | TMC13 [9] | DDI [12] | BVL |
|------------------------|--------------------|-----------|-----------|-----------|-----|
| Microsoft Voxelized Upper Bodies [15] |                    |           |           |           |     |
| Andrew9                | 1.83               | 1.14      | 1.12      | 1.17      |     |
| David9                 | 1.77               | 1.08      | 1.06      | 1.10      |     |
| Phil9                  | 1.88               | 1.18      | 1.14      | 1.20      |     |
| Ricardo9               | 1.79               | 1.08      | 1.03      | 1.05      |     |
| Sarah9                 | 1.79               | 1.07      | 1.07      | 1.08      |     |
| Average                | 1.81               | 1.11      | 1.08      | 1.12      |     |
| 8i Voxelized Full Bodies [16] |                    |           |           |           |     |
| Longdress              | 1.75               | 1.03      | 0.95      | 0.91      |     |
| Loot                   | 1.69               | 0.97      | 0.91      | 0.88      |     |
| Redandblack            | 1.84               | 1.11      | 1.03      | 1.03      |     |
| Soldier                | 1.76               | 1.04      | 0.96      | 0.96      |     |
| Average                | 1.76               | 1.04      | 0.96      | 0.94      |     |
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