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In this work a quantum sorting algorithm with adaptable requirements of memory and circuit depth is introduced, and is used to develop a new quantum version of the classical machine learning algorithm known as k-nearest neighbors (k-NN). Both the efficiency and performance of this new quantum version of the k-NN algorithm are compared to those of the classical k-NN and another quantum version proposed by Schuld et al. Results show that the efficiency of both quantum algorithms is similar to each other and superior to that of the classical algorithm. On the other hand, the performance of the proposed quantum k-NN algorithm is superior to the one proposed by Schuld et al. and similar to that of the classical k-NN.

1. Introduction

Machine learning is a branch of artificial intelligence which studies the methodology behind an algorithm being able to make decision or prediction without being explicitly programmed to do so, but rather carried out automatically. This can be done based on previous related information (supervised learning), by finding structures within the available data (unsupervised learning) or by penalizing mistakes in a trial and error process (reinforcement learning).

To date, various machine learning models have been proposed. In 1951, Fix and Hodges developed the k-nearest neighbors (k-NN) algorithm,[1] which classifies a data pattern according to the most common label among its k nearest neighbors. In 1958, Frank Rosenblatt proposed the perceptron,[2] which is the fundamental block of the multilayer perceptron, one of the most widely used class of artificial neural networks. Among the support-vector models, the support-vector clustering algorithm developed in 2001 by Ben-Hur, Horn, Siegelmann, and Vapnik,[3] is now widely used in the industry for unsupervised learning. Probability-based algorithms such as the Naive Bayes classifier,[4] due to its simplicity and performance, has gained a place in the set of “algorithms to beat” in various benchmarking processes.

On the other hand, quantum computing emerged in 1980 with the work of Paul Benioff,[5] in which a quantum model of the Turing machine was proposed. In essence, quantum computing is a new way of computing that takes advantage of collective properties of quantum systems, such as superposition and entanglement, to perform concrete calculations faster than a regular or classical computer. In 1982, Richard Feynman and Paul Benioff showed that a classical computer is not capable of simulating a quantum system without a disproportionate amount of resources,[6] opening the door for multiple potential applications in chemistry and material science.[7–10] To date, several examples of the superiority of quantum computing over classical computing have been given,[11] being Shor’s factorization algorithm[12] and Grover’s search algorithm[13] two of the most famous examples. Furthermore, algorithms to achieve quantum advantage in noisy intermediate-scale quantum (NISQ) computers have also been proposed.[14]

In the last couple of decades, due to the increasing applications of machine learning, and with a well-established library of quantum algorithms, the interest of part of the related scientific community has moved toward the use of quantum computing for the optimization of classical machine learning algorithms, as well as the development of fully quantum algorithms with the same capabilities. In 2009, Harrow, Hassidim, and Lloyd (HHL) developed a quantum algorithm for solving linear systems of equations,[15] which has been widely used for new proposals in quantum machine learning, such as quantum vector support,[16] quantum Hopfield neural networks,[17] quantum linear regression,[18] and quantum data fitting.[19] In 2014, Maria Schuld et al. proposed a quantum version of the k-NN algorithm,[20] one year after, the same authors proposed a way of simulating a perceptron using a quantum computer.[21] In 2017, Biamonte et al. show the complexity and main characteristics of various quantum machine learning algorithms.[22] More recently, in 2021, proposals on quantum machine learning included: encoding patterns for quantum algorithms,[23] financial...
applications,[24] federated quantum machine learning,[25] an algorithm for knowledge graphs,[26] and algorithms for drug discovery applications.[27]

Hybrid proposals using both classical and quantum computing have also been made. In 2020, LaBorde et al. used a classical k-NN algorithm to find broken quantum gates in a circuit.[28] That same year, Henderson et al. proposed the use of convolutional neural networks with a layer of random quantum circuits, essentially quantum-transforming data before processing it with a classical algorithm.[29] In 2021, Cerezo et al. present an overview on variational quantum algorithms.[30] Endo et al. review the basic results for hybrid algorithms,[31] and Wurtz and Love propose integrating classical precomputation subroutines to improve the performance of variational quantum algorithms.[32]

In this work we introduce a quantum sorting algorithm which we then use to develop a new quantum version of the k-NN algorithm. We compare the efficiency and performance of our proposal with both the classical k-NN algorithm and the quantum version developed by Schuld et al.[30] The paper is organized as follows: in Sections 2 and 3 we respectively give a brief description of the classical k-NN algorithm and Schuld et al. quantum version; in Section 4 we introduce a quantum sorting algorithm, which we then use to develop our proposed quantum version of the k-NN algorithm in Section 5, results between the comparison of the three algorithms are presented in Section 6, in which we also discuss them, last, in Section 7 we give some conclusions.

2. Classical k-NN Algorithm

The k-nearest neighbors algorithm (k-NN) is a supervised machine learning algorithm for pattern classification. Given a pattern \(x^o\) for classification and a training set \(E\), the k-NN algorithm works by calculating the distance between \(x^o\) and each of the elements in \(E\), and assigning the majority class among the nearest \(k\) patterns. Due to its simplicity and good performance, the k-NN algorithm is widely used with all sorts of datasets,[33–35] modified versions of it have been presented,[16,37] and even an efficient approach for IoT devices has been proposed.[38]

Like many machine learning algorithms for classification, the operation of k-NN can be divided into two stages: the training stage and the classification stage. Consider the training set of \(n\)-dimensional patterns \(E = \{(x^1, c^1), \ldots, (x^N, c^N)\}\), where \(x^i\) denotes the \(i\)th pattern and \(c^i\) its corresponding class. k-NN belongs to a type known as lazy algorithms, which means that its training stage consists solely in storing \(E\) and having it available. On the other hand, the classification stage involves calculating the distances between the pattern to be classified \(x^o\) and all the patterns in \(E\). This requires to define a metric, that is, a distance function \(d\) that satisfies the following conditions for any \(x, y, z\):

1. \(d(x, y) \in [0, \infty]\)
2. \(d(x, y) = 0 \iff x = y\)
3. \(d(x, y) = d(y, x)\)
4. \(d(x, z) \leq d(x, y) + d(y, z)\)

With a distance function \(d\) already defined, the distances between \(x^o\) and all the patterns in \(E\) are calculated, forming the array \(D = [d(x^o, x^1), \ldots, d(x^o, x^N)]\). Then, the \(k\) least values in \(D\) are taken, which correspond to the \(k\) nearest patterns to \(x^o\). Last, \(x^o\) is assigned the majority class among those \(k\) patterns.

It should be mentioned that, when the training set has only two classes, it is enough to use an odd number \(k\) to avoid ties; however, when there are more than two classes, the possibility of a tie occurring exists for any value of \(k\). Thus, it is necessary to define a rule to break these ties. A commonly used rule is to use the least number among the tied ones.

Regarding the complexity of the algorithm, if the distances between \(x^o\) and the patterns in the training set are calculated, stored, and then used to find the least \(k\), the complexity is \(O(nN + kN)\). On the other hand, if all distances are calculated \(k\) times, each time searching for a new minimum not previously found, then the complexity is \(O(knN)\).

3. Quantum Version of the k-NN Algorithm Proposed by Schuld et al.[20]

Consider a pattern \(x^o\) to be classified and a training set of binary \(n\)-dimensional patterns \(E = \{(x^1, c^1), \ldots, (x^N, c^N)\}\). Then, the quantum k-NN algorithm proposed by Schuld et al.[20] transforms the initial state

\[
|\psi_i\rangle = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |x^o, x^i, c^i, 0\rangle
\]

into the final state

\[
|\psi_f\rangle = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \cos \left( \frac{\pi}{2n} d_i(x^o, x^i) \right) |x^o, d^i, c^i, 0\rangle + \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sin \left( \frac{\pi}{2n} d_i(x^o, x^i) \right) |x^o, d^i, c^i, 1\rangle
\]

where \(d_i(x^o, x^i)\) denotes de Hamming between \(x^o\) and \(x^i\), and

\[
d^i_j = \begin{cases} 
1 & \text{if } x^o_j = x^i_j, \\
0 & \text{if } x^o_j \neq x^i_j
\end{cases}
\]

Notice that, due to the cosine in the first sum, the probability of finding the last qubit in the state \(|\text{zero}\rangle\), is high for patterns near \(x^o\); while, due to the sine in the second sum, the probability of finding the last qubit in the state \(|\text{one}\rangle\), is high for patterns far from \(x^o\). Given that the relevant patterns are the ones near \(x^o\), the last qubit is sought to be measured in the state \(|\text{zero}\rangle\); the probability of doing so is given by

\[
P_0 = \frac{1}{N} \sum_{i=1}^{N} \cos^2 \left( \frac{\pi}{2n} d_i(x^o, x^i) \right)
\]

Schuld et al., define a threshold \(T > k\) and propose to run the algorithm \(T\) times, each time measuring the last qubit:

- If the result of the measurement is zero, then the qubit (or qubits) containing the class information is also measured. The class measurement’s result is stored and considered as one of the \(k\) needed.
If the result of the measurement is one, then the run is discarded but counted as one of the \( T \) runs to be performed.

In the first scenario; that is, if the last qubit is found in the state \( |0\rangle \), the probability of obtaining an arbitrary class \( c \) is given by

\[
P(c) = \frac{1}{p_c N} \sum_{|x_i\rangle \in c} \cos^2 \left( \frac{\pi}{2n} d_n(x_i, x') \right)
\]  

(5)

The whole process ends in one of the following two possible ways:

- The threshold \( T \) is exceeded without having obtained \( k \) class’ candidates. In this case, the pattern \( x' \) is considered as unclassifiable, or as an error in a validation process.
- \( k \) class’ candidates are obtained with less or exactly \( T \) runs of the algorithm. In this case, \( x' \) is assigned the majority class among those \( k \) class’ candidates.

It is worth mentioning that, as in the classical algorithm, it is necessary to have a rule for when there exist ties in the selection of the majority class among the \( k \) candidates. However, unlike the classical algorithm, the value of \( k \) is not necessarily restricted to the number of patterns in the training set, as this value can now be interpreted as the number of samples to be obtained in a random experiment with replacement, where the probabilities of measuring each class are given by the Equation (5).

Regarding the complexity of the algorithm, this in principle can be considered to be \( O(nT) \). Nevertheless, an arbitrary initialization of a quantum circuit in an \( N \)-element superposition of \( n \) qubits is \( O(nN^2) \); thus, if we consider the initialization, the complexity increases to \( O(nTN) \). Ways for getting around this initialization problem are actively being investigated. Schuld et al., for example, mentioned the possibility of receiving the initial state from a quantum memory. Other proposals have also been given, such as efficient initialization protocols. \[\text{40}\]

4. The \((m, p)\) Sorting Algorithm

In this section we propose a quantum sorting algorithm. The specific task of this algorithm is to sort the elements of an array via the amplitude of its elements in a quantum superposition. It is worth mentioning that this task is different from the one performed by classical sorting algorithms and some quantum versions, \[\text{41-43}\] in which the aim is to retrieve the elements of an array in order; the purpose of the quantum algorithm proposed in this section is not to retrieve the elements in a superposition, but rather to order them via their amplitude, that is, match the amplitude of each element to its order in the array.

Consider the array whose elements we would like to sort in a superposition to be \( X = \{y^i, y^i, …, y^N\} \) with \( y^i \in \{0, 1\}^n \) for all \( i \), and suppose \( \{0, 1\}^n \) has a strict total order relation; that is, a relation “\(<\)” such that for any \( x, y, z \in \{0, 1\}^n \), the following conditions are satisfied:

- \( (x < y) \lor (y < x) \) (total)
- \( \neg(x < x) \) (irreflexive),
- \( x < y \Rightarrow \neg(y < x) \) (asymmetric),
- \( (x < y) \land (y < z) \Rightarrow x < z \) (transitive).

The characteristic function of this relation can then be defined as:

\[
f : \{0, 1\}^n \rightarrow \{0, 1\}
\]

\[
f(x, z) = \begin{cases} 1 & \text{if } x < z, \\ 0 & \text{if } \neg(x < z) \end{cases}
\]

(6)

In general, given \( m \in \{2, \ldots, N\} \), this definition can be extended to

\[
f_m : \{0, 1\}^m \rightarrow \{0, 1\}
\]

\[
f_m(z^1, \ldots, z^m) = \delta^{1 \ldots m}
\]

where \( \delta^{1 \ldots m} = \begin{cases} 1 & \text{if } z^1 < z^2 < \cdots < z^m \\ 0 & \text{other cases} \end{cases}\)

(7)

Notice that the elements in \( Y \) are subject to the order relation in \( \{0, 1\}^n \), and that the generalized characteristic function in Equation (7) allows us to discern if any length-\( m \) array of elements in \( Y \) is ordered or not. Hence, the generalized characteristic function serves two main purposes: binarize the set relation to be able to encode it in a qubit, and construct a unitary oracle \( U_m \) that allows us to query the order of any given length-\( m \) array of elements in \( Y \).

The \((m, p)\) algorithm is then as follows:

1) Prepare the initial state

\[
|\psi_1\rangle = |s\rangle^\otimes m \otimes |0\rangle
\]

(8)

where \( |s\rangle = \frac{1}{\sqrt{N^m}} \sum_{i=1}^{N^m} |y^i\rangle \).

2) Apply the unitary operator \( U_m \); that is, the one that implements \( f_m \):

\[
|\psi_2\rangle = U_m |\psi_1\rangle
\]

\[
= \frac{1}{\sqrt{N^m}} \sum_{i_1=1}^{N_m} |y_1^1, \ldots, y_1^n, \delta^{1 \ldots m}\rangle
\]

(9)

The state \( |\psi_2\rangle \) can also be written as

\[
|\psi_2\rangle = \cos \theta |\phi_0\rangle + \sin \theta |\phi_1\rangle
\]

(10)

where

\[
|\phi_0\rangle = \frac{1}{\sqrt{N^m}} \sum_{i_1=1}^{N_m} |y_1^1, \ldots, y_1^n, 0\rangle
\]

and

\[
|\phi_1\rangle = \frac{1}{\sqrt{N^m}} \sum_{i_1=1}^{N_m} |y_1^1, \ldots, y_1^n, 1\rangle
\]

(11)

(12)

counting the cases in which \( \delta^{1 \ldots m} = 1 \), we obtain:

\[
\mu = \frac{N!}{m!(N-m)!}
\]  

(13)
3) Define parameters, it can be adapted to specific quantum memory (different values of \( m \) shows a bar chart of distribution in Equation (2) for different elements and \( x \) corresponds to the least element and \( x = 1 \) to the largest one. Figure 2 shows a bar chart of distribution in Equation (2) for different values of \( m \).

A feature of this sorting algorithm is that, by tuning its parameters, it can be adapted to specific quantum memory (\( m \)) and circuit depth (\( p \)) requirements; for example, if we wished to run it on a quantum computer with low memory but high circuit depth capacity, we could tune \( m \) to be restricted by the hardware and left \( p \) to depend on \( m \). To analyze the relation between these two parameters, let us focus only on the second term in Equation (16). In this case, the probability of measuring the least element in \( Y \) at the end of the algorithm is given by

\[
P_{\text{least}} = \frac{m}{N} \cdot \sin^2 \left[ \frac{\pi}{N} \arcsin \left( \frac{\pi}{\sqrt{m!}} \right) \right]
\]  

(18)

If we assume \( N \gg m \) and \( \arcsin \left( \frac{1}{\sqrt{m!}} \right) \approx \frac{1}{\sqrt{m!}} \), Equation (18) is simplified to

\[
P_{\text{least}} \approx \frac{m}{N} \cdot \sin^2 \left[ \frac{\pi}{\sqrt{m!}} \right] (2p + 1) \sqrt{\frac{1}{m!}}
\]  

(19)

Equation (19) can be used to tune the two parameters for specific requirements.

Figure 3 shows the relation between \( m \) and \( p \) by plotting Equations (18) and (19) as both a function of \( p \) with a fixed \( m \) and a function of \( m \) with a fixed \( p \). We see that, for a fixed \( m \), we might choose \( p \) to be the value corresponding to the first maximum of \( P_{\text{least}} \), while for a fixed \( p \), we might choose \( m \) to be the value that maximizes \( P_{\text{least}} \); this is of course under the condition \((2p + 1) \sqrt{\frac{1}{m!}} \approx \frac{\pi}{2}\).

Regarding the complexity of the algorithm, this lies in the parameter \( p \); that is, it is of complexity \( O(p) \) (without taking into account the initialization of the circuit). The condition \((2p + 1) \sqrt{\frac{1}{m!}} \approx \frac{\pi}{2}\) implies

\[
P_{\text{optimal}} \approx \frac{\pi}{4} \sqrt{m!} - \frac{1}{2}
\]  

(20)

which is the optimal value for \( p \). If we wish to keep the quantum advantage of Grover’s algorithm, we must restrict \( p \) to be \( O(\sqrt{N}) \), or equivalently, restrict \( m! \) to be \( O(N) \). However, it is worth mentioning that \( m \) can be considered independent of \( N \), as it is only bounded by it, and that relatively small values of \( m \) suffice for a good performance, as we will show in Section 6.

5. Quantum Version of the k-NN Algorithm Based on the \((m, p)\) Sorting Algorithm

In this section we propose a new quantum version of the k-NN algorithm based on the \((m, p)\) sorting algorithm. As in the classical k-NN algorithm, consider a pattern \( x^n \) to be classified and a training set of binary \( n \)-dimensional patterns \( E = \{(x^1, c^1), \ldots, (x^N, c^N)\} \). Then, our proposed algorithm is as follows:

1) Prepare the initial state

\[
\left| \psi_1 \right> = \left| E_n \right> \otimes \left| E_n \right> \otimes \cdots \otimes \left| E_1 \right> \otimes \left| 0 \right>
\]  

(21)

where

\[
\left| E_n \right> = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \left| c^i, x^i, x^i \right>
\]  

(22)

\[
\left| E_1 \right> = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \left| c^i \right>
\]  

(23)

2) Apply a metric operator \( M(x^n, x') \) that computes any defined distance between \( x^n \) and all the patterns \( x' \), and encode it in the qubits corresponding to the \( m \) states \( |x'\rangle \) (see Figure 4). As in Schuld’s algorithm, in this work we use the
Hamming distance, whose metric operator is implemented using $CNOT(x^n, x^y)$ and $X(x^y)$ gates. At the end of this step the state of the system is

$$\left| \psi_2 \right> = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \left| c^i, x^n, d^i \right>$$

$$\otimes \left( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \left| d^i \right> \right)^{\otimes (m-1)} \otimes |0\rangle$$

where $d^i$ is defined as in Equation (3).

3) Apply the $(m, p)$ sorting algorithm to the last $mn + 1$ qubits (see Figure 4); that is, to the states $|d^i\rangle^{\otimes m} \otimes |0\rangle$. The final state of the algorithm is then given by

$$\left| \psi_3 \right> = \frac{\cos [(2p + 1)\theta]}{\sqrt{\nu}} \sum_{i_1 \cdots i_N} \left| c^{i_1}, x^n, d^{i_1}, \ldots, d^{i_N}, 0 \right>$$

$$+ \frac{\sin [(2p + 1)\theta]}{\sqrt{\mu}} \sum_{i_1 \cdots i_N} \left| c^{i_1}, x^n, d^{i_1}, \ldots, d^{i_N}, 1 \right>$$

where $\mu$, $\nu$, and $\theta$ are the same as in Equations (14), (13), and (15) respectively.
Figure 4. Quantum circuit of the quantum k-NN algorithm based on the \((m, p)\) sorting algorithm.

It is worth mentioning that the \((m, p)\) sorting algorithm requires that the set to be sorted has a strict total order relation; this does not always happen, as it is common to have two or more patterns that are at the same distance from the one to be classified. However, this type of relation can be artificially implemented, for example, if the considered metric operator \(M(x^c, x)\) is the one corresponding to the Hamming distance, and two patterns \(x^1\) and \(x^2\) are at the same distance from \(x^c\), then \(d^1\) and \(d^2\) will be two \(n\)-bit registers with the same amount of components equal to one. To implement the artificial strict total order, it can be considered that \(d^1 > d^2\) or \(d^1 > d^2\) at random. The multiple ways in which the strict total order can be implemented may slightly affect the performance of the proposed algorithm, as any tiebreaker rule also does in the classical k-NN algorithm.

4. Measure the class qubits; that is, those corresponding to the state \(|c\rangle\) (see Figure 4), and store the obtained result. By appropriately choosing the parameters \(m\) and \(p\), the probability of measuring the class of the patterns nearest to \(x^c\) is maximized. Being strict, the probability of measuring an arbitrary class \(c\) at the end of the circuit is given by

\[
P(c) = \frac{\cos^2 \left( \frac{(2p + 1)\theta}{\mu} \right)}{\nu} \sum_{x \in \mathbb{C}} N_0(x) + \frac{\sin^2 \left( \frac{(2p + 1)\theta}{\mu} \right)}{\mu} \sum_{x \in \mathbb{C}} N_1(x)
\]

where the sum is performed on the order label \(x\) of the distances corresponding to the patterns in class \(c\), \(N_0(x)\) is the number of times that the element with label \(x\) appears in the position \(d^1\) of the first sum in Equation (25), and \(N_1(x)\) is the number of times it appears in the second sum of the same expression:

\[
N_0(x) = \begin{cases} 
N^{m-1} & \text{if } x < m, \\
N^{m-1} - \frac{(x - 1)!}{(m-1)!(x-m)!} & \text{if } x \geq m.
\end{cases}
\]

5) The algorithm is run \(k\) times. The statistical mode of the \(k\) obtained results is assigned to \(x^c\).

As in the quantum version of the k-NN algorithm proposed by Schuld et al., the value of \(k\) is not restricted to the number of patterns in the training set, as it can be interpreted as the number of samples to be obtained in a random experiment with replacement, where the probabilities of measuring each class are given by the Equation (26).

Regarding the complexity of the algorithm, since the metric operator is \(O(nm)\) and the \((m, p)\) sorting algorithm is \(O(p)\), the overall complexity can be considered to be \(O(knm\mu)\), once again, without taking the circuit initialization into account.

6. Results and Discussion

In this section we compare the performance of the classical k-NN, quantum version by Schuld et al. and the quantum \((m, p)\)-based version. In order to do so, we use the famous Iris dataset \cite{44} which consists of 150 patterns and four continuous numerical attributes separated in three classes of 50 patterns each: Iris Setosa, Iris Versicolor, and Iris Virginica.

Since both quantum algorithms work with binary patterns, the attributes present in the Iris dataset must be binarized. For this, we decided to use the gray code \cite{45} whose main feature is that two consecutive numbers differ only in one digit, an ideal characteristic for comparing numerical attributes. The specific transformation went as follows: first, all the attributes were multiplied by ten, resulting in all having integer values; then, each integer was transformed to its representation in the gray code; finally, all digits were separated into different attributes.

Quantum algorithms are inherently probabilistic, therefore, in order to avoid incorporating more sources of randomness in the comparison process, we decide to use the so-called leave-one-out cross validation method \cite{46} as one of its main features is determinism. Last, as the Iris dataset is perfectly balanced, for the comparison we decide to use accuracy (acc) as the performance measure:

\[
\text{acc} = \frac{\text{Number of correctly classified patterns}}{\text{Total number of patterns in the dataset}}
\]

Initially, we used the values \(k \in \{1, 3, 5, 7, 9, 11, 13\}\) for the three algorithms. In the case of the classical k-NN, the maximum accuracy was obtained for \(k = 5\), having a value of \(\text{acc} = 0.9533\). In the case of the quantum versions, given their probabilistic nature, the algorithms were run 50 times for each value of \(k\), thus obtaining an accuracy distribution. In the case of the quantum version proposed by Schuld et al., it was found that the average probability of measuring the last qubit as zero was \(\approx 2/3\) for the Iris dataset; thus, a value of \(T = 5K\) was fixed, resulting in a probability of not gathering \(k\) class candidates to be less than 0.5%. In the case of the \((m, p)\)-based quantum k-NN, the minimum optimum values were found to be \(m = 5\) and \(p = 8\).
The maximum mean accuracy of both quantum algorithms can be calculated through the probabilities of measuring each class in a random experiment with replacement. As an example, in practice, the number of patterns is strongly tied to the number of patterns in the training set (it is recommended to search up to \( k = O(\sqrt{N}) \)), whereas in quantum algorithms it is not. On the other hand, the class probability distribution of the \((m, p)\)-based k-NN algorithm (Equation (26)) seems more suitable for distance-based classification problems than the corresponding distribution of Schuld’s quantum version (Equation (5)); thus, by using the \((m, p)\)-based k-NN algorithm, it is possible to obtain a relatively high accuracy with few measurements, regardless of the number of patterns \( N \).

**7. Conclusions**

In this work, two quantum algorithms were proposed: the \((m, p)\) sorting algorithm, which sorts the elements of an array via their amplitude in a quantum superposition, and a new version of the k-NN algorithm based on it. Furthermore, using the famous Iris dataset, the performance of our proposed \((m, p)\)-based k-NN was compared with the performances of both the classical k-NN and the quantum version proposed by Schuld et al.\(^{20}\)

Regarding performance, from the presented results it can be concluded that the proposal of this work within the area of quantum machine learning, that is, the quantum k-NN based on the \((m, p)\) algorithm, is superior to one of its main competitors, that is, the quantum k-NN proposed by Schuld et al. Furthermore, by tuning its parameters, the \((m, p)\)-based k-NN can be adapted to quantum computers with limited memory or limited circuit depth.

Both the quantum version of the k-NN algorithm proposed by Schuld et al. and the quantum version proposed in this work, have the potential to be more efficient than the classical algorithm, provided that a more efficient way of initializing a quantum circuit is found. Regarding this issue, solutions such as receiving the initial state from a quantum memory or using efficient initialization protocols\(^{30}\) have been proposed.
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