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Abstract

Federated Learning is a novel paradigm that involves learning from data samples distributed across a large network of clients while the data remains local. It is, however, known that federated learning is prone to multiple system challenges including system heterogeneity where clients have different computation and communication capabilities. Such heterogeneity in clients’ computation speeds has a negative effect on the scalability of federated learning algorithms and causes significant slow-down in their runtime due to the existence of stragglers. In this paper, we propose a novel straggler-resilient federated learning method that incorporates statistical characteristics of the clients’ data to adaptively select the clients in order to speed up the learning procedure. The key idea of our algorithm is to start the training procedure with faster nodes and gradually involve the slower nodes in the model training once the statistical accuracy of the data corresponding to the current participating nodes is reached. The proposed approach reduces the overall runtime required to achieve the statistical accuracy of data of all nodes, as the solution for each stage is close to the solution of the subsequent stage with more samples and can be used as a warm-start. Our theoretical results characterize the speedup gain in comparison to standard federated benchmarks for strongly convex objectives, and our numerical experiments also demonstrate significant speedups in wall-clock time of our straggler-resilient method compared to federated learning benchmarks.

1 Introduction

Federated learning is a distributed learning framework whose objective is to train a learning model using the data of many clients (nodes) while keeping each node’s data localized. In contrast with central learning or learning at a data center, the federated learning architecture allows for preserving the clients’ privacy as well as reducing the communication burden caused by transmitting data to a cloud. Nevertheless, as we move towards deploying federated learning in practice, it is becoming apparent that several major challenges still remain and the existing frameworks need to be rethought to address them. Important among these challenges is system (device) heterogeneity due to existence of straggling nodes – slow nodes with low computational capability – that significantly slow down the model training (Li et al., 2019a; Kairouz et al., 2019).
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In this paper, we focus on system heterogeneity in federated learning frameworks and we leverage the interplay between statistical accuracy and system heterogeneity to design a straggler-resilient federated learning method that carefully and adaptively selects a subset of available nodes in each round of training. A typical federated learning network consists of thousands of devices with a wide range of computational, communication, battery power, and storage characteristics. Hence, deploying traditional federated learning algorithms such as FedAvg (McMahan et al., 2017) on such a highly heterogeneous cluster of devices results in significant and unexpected delays due to existence of slow clients or stragglers. In most of such algorithms, all the available clients participate in the model training—regardless of their computational capabilities. Consequently, in each communication round of such methods, the server has to wait for the slowest node to complete its local updates and upload its local model which significantly slows down the training process.

In this work, we aim to mitigate the effect of stragglers in federated learning frameworks based on an adaptive node participation approach in which clients are selected to participate in different stages of the training according to their computation speed. We call our straggler-resilient proposal a Federated Learning method with Adaptive Node Participation algorithm or FLANP. The key idea of this scheme is to start the model training procedure with only a few clients which are the fastest among all the nodes. These participating clients continue to train their shared models while interacting with the parameter server. Note that since the server waits only for the participating nodes, it takes a short time for the participating (and fast) clients to promptly train a shared model. This model is, however, not accurate as it is trained over only a fraction of samples. We now increase the number of participating clients and include the next fastest subset of nonparticipating nodes in the training. Note that the model trained from the previous stage can be a warm-start initialization for the current stage.

To discuss our main idea more precisely, consider a federated network of $N$ available nodes each storing $s$ data samples and suppose that we start the learning procedure with only $m$ clients. Once we solve the empirical risk minimization (ERM) problem corresponding to $m \times s$ samples of these nodes up to its statistical accuracy, we geometrically increase the number of participating nodes to $n = \alpha m$ where $\alpha > 1$, by adding the next $n - m$ fastest clients in the network. By doing so, the new ERM problem that we aim to solve contains the samples from the previous stage as well as the samples of the newly participating nodes. Also, the solution for the ERM problem at the previous stage (with $m$ clients) could be used as a warm-start for the ERM problem at the current stage with $n = \alpha m$ nodes—This is due to the fact that all samples are drawn from a common distribution, and as a result, the optimal solution of the ERM problem with less samples is not far from the optimal solution of the ERM problems with more samples, as long as the larger set contains the smaller set.

In the proposed FLANP algorithm, as time progresses, we gradually increase the number of participating clients until we reach the full training set and all clients are involved. Note that in this procedure the slower clients are only used towards the end of the learning process, where the model is already close to the optimal model of the aggregate loss. Another essential observation is that since the model trained in previous rounds already has a reasonable statistical accuracy and this model serves as the initial point of the next round of the iterative algorithm, the slower nodes are only needed to contribute in the final rounds of training, leading to a smaller wall-clock time. This is in contrast with having all nodes participate in training from the beginning, which leads to computation time of each round being determined by the slowest node. In this paper, we formally characterize the gain obtained by using the proposed adaptive node participation scheme compared to the case that all available nodes contribute to training at each round. Next, we state a summary of our main contributions:

- We present a straggler-resilient federated learning meta-algorithm that leverages the interplay between statistical accuracy and device heterogeneity by adaptively activating heterogeneous clients.
- We specify the proposed meta-algorithm with a federated learning subroutine and present its optimization guarantees for strongly convex risks. Moreover, we characterize the wall-clock time of the proposed straggler-resilient scheme and demonstrate analytically that it achieves up to $O(\log(Ns))$ speedup gain compared to standard federated benchmarks.
Our numerical results show that our framework significanly improves the wall-clock time compared to federated learning benchmarks—with either full or partial node participation—for both convex and non-convex risks.

Related Work. System (device) heterogeneity challenge, which refers to the case that clients have different computational, communication and storage characteristics, has been studied in the literature. Asynchronous methods have demonstrated significant improvements in distributed data centers, however, such methods are less desirable in federated learning frameworks as they rely on bounded staleness of slow clients (Stich, 2019; Xie et al., 2019). The active sampling approach is another direction in which the server aims for aggregating as many local updates as possible within a predefined time span (Nishio and Yonetani, 2019). More recently, Wang et al. (2020) proposed a normalized averaging method to mitigate stragglers in federated systems and the objective inconsistency due to mismatch in clients’ local updates. Deadline-based computation has also been proposed to mitigate stragglers in decentralized training (Reisizadeh et al., 2019b). In a different yet related direction, various federated learning algorithms have been studied to address the heterogeneity in clients’ data distributions (Karimireddy et al., 2019; Haddadpour et al., 2020; Li et al., 2018; Reisizadeh et al., 2020a; Mohri et al., 2019; Reddi et al., 2020).

The idea of adaptive sample size training in which we solve a sequence of geometrically increasing ERM problems has been used previously for solving large-scale ERM problems. In particular, it has been shown that this scheme significantly improves the overall computational complexity of both first-order (Mokhtari and Ribeiro, 2017; Mokhtari et al., 2019) and second-order (Mokhtari et al., 2016; Eisen et al., 2018; Jahani et al., 2020) methods for achieving the statistical accuracy of the full training set. In this paper, we exploit this idea to develop FLANP for a completely different setting where we aim to address the issue of device heterogeneity in federated learning.

As mentioned earlier, FLANP is a general meta-algorithm that can be employed with any choice of federated learning subroutine such as the celebrated FedAvg (McMahan et al., 2017) and its variants (Wang and Joshi, 2018b; Li et al., 2019b; Huo et al., 2020; Pathak and Wainwright, 2020; Malinovsky et al., 2020; Wang et al., 2019). Convergence properties of such methods have also been extensively studied in the literature (Zhou and Cong, 2017; Haddadpour and Mahdavi, 2019; Haddadpour et al., 2019; Bayoumi et al., 2020; Stich and Karimireddy, 2019; Wang and Joshi, 2018a; Koloskova et al., 2020; Reisizadeh et al., 2020b; Liang et al., 2019). In this paper, we only showcase the gain obtained by combining FLANP and FedGATE proposed in (Haddadpour et al., 2020).

2 Federated Learning Setup

In this section, we state our setup. Consider a federated architecture where $N$ nodes interact with a central server, and each node $i \in [N] = \{1, \cdots, N\}$ has access to $s$ data samples denoted by $\{z_{1}^{i}, \cdots, z_{s}^{i}\}$. These samples are drawn at the beginning of the training process, and nodes cannot draw new samples during training. Further, define $\ell(\cdot, \cdot) : \mathbb{R}^{d} \times \mathcal{Z} \rightarrow \mathbb{R}$ as a loss function where $\ell(w, z_{j}^{i})$ indicates how well the model $w$ performs with respect to the sample $z_{j}^{i}$. Also, define the empirical loss of node $i$ as

$$L^{i}(w) := \frac{1}{s} \sum_{j=1}^{s} \ell(w, z_{j}^{i}).$$

For any $1 \leq n \leq N$, we denote by $L_{n}(w)$ the collective empirical risk corresponding to samples of all nodes $\{1, \cdots, n\}$, which is defined as

$$L_{n}(w) := \frac{1}{n} \sum_{i=1}^{n} L^{i}(w). \quad (1)$$
In other words, \( L_n(w) \) represents the average loss over the \( n \times s \) samples stored at nodes \( \{1, \cdots, n\} \). We let \( w^*_n \) denote the optimal minimizer of the loss \( L_n(w) \), i.e., \( w^*_n = \arg \min_w L_n(w) \).

We assume that the samples \( z^j_i \) are i.i.d. realizations of a random variable \( Z \) with probability distribution \( \mathcal{P} \). The problem of finding a global model for the aggregate loss of all available \( N \) nodes, which can be considered as the empirical risk minimization (ERM) in (1) for \( n = N \), i.e.,

\[
\min_w L_N(w) = \frac{1}{N} \sum_{i=1}^{N} L^j_i(w) = \frac{1}{Ns} \sum_{i=1}^{N} \sum_{j=1}^{s} \ell(w, z^j_i)
\]

is a surrogate for the expected risk minimization

\[
\min_w L(w) := \mathbb{E}_{Z \sim \mathcal{P}}[\ell(w, Z)].
\]

Note that our ultimate goal is to find the optimal solution of the expected risk \( w^* = \arg \min_w L(w) \); however, since the underlying distribution \( \mathcal{P} \) is unknown and we only have access to a finite number of realizations of the random variable \( Z \), i.e., \( \{z_1^1, \cdots, z_N^s\}_{i=1}^{N} \), we settle for minimizing the ERM problem in (2).

We also note that the described setup is slightly different from the prior work on data homogeneous and data heterogeneous settings. To be more precise, in the standard data homogeneous settings the samples of all nodes are drawn according to a common distribution, which is similar to our setup. However, in homogeneous settings, it is also assumed that each node can draw new i.i.d. samples at each round, which is different from our setting where all samples are selected at the first round. Indeed, this difference is crucial, as in the described homogeneous settings the samples used at each round are independent and the local gradient direction of each node is an unbiased estimator of the aggregate loss, but in our setting we cannot guarantee that the samples used at each round are independent and more importantly we cannot ensure that the local gradient direction \( \nabla L_i \) is an unbiased estimator for the aggregate loss gradient \( \nabla L_N \). Considering this observation, our setup might be closer to the data heterogeneous setting, since local gradients are not aligned with each other (in expectation). However, our setup is less general compared to a data heterogeneous setting, as we still assume that the given samples are all drawn from a common distribution, unlike the data heterogeneous setting where nodes could have arbitrary different data distributions.

**Statistical Accuracy.** The difference of expected and empirical risks \( L_n(w) - L(w) \) is referred to as the estimation error and can be bounded by a function of the sample size. In particular, since \( L_n(w) \) captures \( ns \) samples, we assume that there exists a constant \( V_{ns} \) bounding the estimation error with high probability,

\[
\sup_w |L_n(w) - L(w)| \leq V_{ns}, \quad \text{w.h.p.}
\]

The estimation error \( V_{ns} \) has been deeply studied in the statistical learning literature (Vapnik, 2013; Bousquet, 2002). In particular, it has been shown that for strongly convex functions the estimation error is proportional to the inverse of sample size (Bartlett et al., 2006; Frostig et al., 2015). In this work, we also assume that \( V_{ns} = \frac{c}{ns} \) for a constant \( c \). Note that for the loss function \( L_n \) once we find a point \( \hat{w} \) that has an optimization error of \( V_{ns} \), i.e., \( L_n(\hat{w}) - L_n(w^*_n) \leq V_{ns} \), there is no gain in improving the optimization error as the overall error with respect to the expected risk \( L \) would not improve. Hence, when we find a point \( \hat{w} \) such that \( L_n(\hat{w}) - L_n(w^*_n) \leq V_{ns} \), we state that it has reached the statistical accuracy of \( L_n \). Our goal is to find a solution \( w_N \) that is within the statistical accuracy of the ERM problem corresponding to the full training set defined in (2).

**System Heterogeneity Model.** As mentioned earlier, federated clients attribute a wide range of computational powers leading to significantly different processing time for a fixed computing task such as gradient computation and local model update. To be more specific, for each node \( i \in [N] \), we let \( T_i \) denote the (expected) time to compute one local model update. The time for such update is mostly determined by the computation time of a fixed batch-size stochastic gradient of the local empirical loss \( L_i(w) \). Clearly, larger \( T_i \) corresponds to slower clients or stragglers. Without loss of generality, we assume that the nodes are sorted from faster to slower, that is, \( T_1 \leq \cdots \leq T_N \) with node 1 and \( N \) respectively identifying the fastest and slowest nodes in the network.
3 Adaptive Node Participation Approach

Several federated learning algorithms have been proposed to solve the ERM problem in (2) such as FedAvg (McMahan et al., 2017), FedProx (Li et al., 2018), SCAFFOLD (Karimireddy et al., 2019), DIANA (Mishchenko et al., 2019), FedGATE (Haddadpour et al., 2020), etc. These methods consist of many rounds of local computations by the local clients and communication with the parameter server. Alas, in all such approaches, *all the available nodes* in the network—regardless of their computational capabilities—contribute to model learning throughout the entire procedure. As explained in the previous section, federated clients operate in a wide range of computational characteristics, and therefore, the parameter server has to wait for the slowest node in each communication round to complete its local computation task. All in all, the slowest nodes (stragglers) determine the overall wall-clock time of the such federated algorithms which causes significant slow-down.

In this section, we first describe our proposed approach to mitigate stragglers in federated learning settings and lay out the rational behind our method. Our proposal, FLANP, is essentially a meta-algorithm that can be specified with the choice of any particular federated learning subroutine. The rest of the section focuses on a particular case of the proposed FLANP algorithm where the federated learning subroutine is picked to be FedGATE proposed by Haddadpour et al. (2020).

### 3.1 FLANP: A Straggler-Resilient Federated Learning Meta-Algorithm

Consider the federated learning setting described in Section 2 consisting of $N$ available nodes with different computation times $T_1 \leq \cdots \leq T_N$. Our proposal to address the device heterogeneity and mitigate the stragglers is as follows. We start off the learning procedure with the $n_0$ fastest nodes, that are nodes $\{1, 2, \cdots, n_0\}$, and $n_0$ is much smaller than the total number of available nodes $N$. Using `Federated_Solver` which is a federated learning subroutine of choice, e.g., FedAvg or FedGATE, the set of $n_0$ participating nodes proceed to minimize the empirical risk corresponding to their data points, which we denote by $L_{n_0}(w)$ as defined in (1). This continues until the $n_0$ nodes reach their corresponding statistical accuracy, that is, they reach a global model $w_{n_0}$ such that $L_{n_0}(w_{n_0}) - L_{n_0}(w_{n_0}^*) \leq V_{n_0s}$. Note that at this stage the server has to wait only for the slowest client among the participating ones, i.e., node $n_0$, which is potentially much faster than the network’s slowest node $N$.

Per our discussion in Section 2, a more accurate solution than $w_{n_0}$ would not help improving the optimality gap. Therefore, once statistical accuracy is achieved, the procedure is terminated and we increase the number of participating nodes from $n_0$ to $2n_0$, implying that nodes $\{1, 2, \cdots, 2n_0\}$ now participate in improving the global model. Using the model learned form the previous stage $w_{n_0}$ as the initial model, the nodes in $\{1, 2, \cdots, 2n_0\}$ employ the solver `Federated_Solver` and continue the learning procedure to reach a global model $w_{2n_0}$ within their corresponding statistical accuracy. That is, the global model $w_{2n_0}$ satisfies $L_{2n_0}(w_{2n_0}) - L_{2n_0}(w_{2n_0}^*) \leq V_{2n_0s}$. In this stage with $2n_0$ participating nodes, the computation delay is determined by the slowest participating node, i.e., node $2n_0$, which is slower than the previous stage with $n_0$

---

**Algorithm 1: FLANP**

| Initialize fast-to-slow nodes $\{1, \cdots, N\}$, $n = n_0$ participating nodes with initial global model $w_{n_0}$ |
|---------------------------------------------------------------|
| While $n \leq N$ do |
| | While $L_n(w_n) - L_n(w_n^*) > V_{ns}$ do |
| | Nodes $\{1, \cdots, n\}$ are participating and update local models via `Federated_Solver` |
| | Server aggregates local models from nodes $\{1, \cdots, n\}$ and updates global model $w_n$ |
| | $n \leftarrow \min\{2n, N\}$ | \% doubling the participants |
| end |
| end |

---

In this section, we first describe our proposed approach to mitigate stragglers in federated learning settings and lay out the rational behind our method. Our proposal, FLANP, is essentially a meta-algorithm that can be specified with the choice of any particular federated learning subroutine. The rest of the section focuses on a particular case of the proposed FLANP algorithm where the federated learning subroutine is picked to be FedGATE proposed by Haddadpour et al. (2020).
participating nodes, but faster than the network’s slowest node, \(N\). The procedure of geometrically increasing the number of participating nodes continues till the set of participating nodes contains all the available \(N\) nodes and nodes find the final global model \(w_N\) within the statistical accuracy of the global loss function \(L_N(w)\). Algorithm 1 summarises the straggler-resilient meta-algorithm described above.

From a high-level perspective, Algorithm 1 exploits the faster nodes in the beginning of the learning procedure to promptly reach a global model withing their statistical accuracy. By doing so, the parameter server avoids waiting for the slow nodes to complete their local updates; however, the optimality gap of such models are relatively large since only a fraction of data samples have contributed in the global model. By gradually increasing the number of participating nodes and activating slower nodes, the quality of the global model improves while the synchronous computation slows down due to slower nodes. The key point is that slower nodes join the learning process towards the end of process.

The criterion in Algorithm 1, that is \(L_n(w_n) - L_n(w^*_n) > V_{ns}\), verifies that the current global model satisfies the statistical accuracy corresponding to \(n\) participating nodes \(\{1, \ldots, n\}\). This condition, however, is not easy to check since nodes do not have access to the optimal solution \(w^*_n\). A sufficient and computationally feasible criterion is to check if \(\|\nabla L_n(w_n)\|^2 \leq 2\mu V_{ns}\), when the loss function \(\ell\) is \(\mu\)-strongly convex.

Now consider a subset of \(m\) participating nodes which we denote by \(\mathcal{N}_m \subseteq [N]\) and assume that they have reached their statistical accuracy, i.e., model \(w^*_m\) such that \(L_m(w_m) - L_m(w^*_m) \leq V_{ms}\). Next proposition characterizes the initial suboptimality when the model \(w^*_m\) is used as the initial warm-start model for a larger set of participating nodes \(\mathcal{N}_n\) where \(\mathcal{N}_m \subseteq \mathcal{N}_n\).

**Proposition 1** Consider two subsets of nodes \(\mathcal{N}_m \subseteq \mathcal{N}_n\) and assume that model \(w_m\) attains the statistical accuracy for the empirical risk associated with nodes in \(\mathcal{N}_m\), that is, \(\|\nabla L_m(w_m)\|^2 \leq 2\mu V_{ms}\) where the loss function \(\ell\) is \(\mu\)-strongly convex. Then the suboptimality of \(w_m\), for risk \(L_n\), i.e., \(L_n(w_m) - L_n(w^*_n)\) is w.h.p. bounded above as follows

\[
L_n(w_m) - L_n(w^*_n) \leq \frac{2(n - m)}{n} (V_{(n-m)s} + V_{ms}) + V_{ms}.
\]

Proposition 1 demonstrates that a model attaining the statistical accuracy for \(m\) nodes in \(\mathcal{N}_m\) can be used as an initial warmup model for the ERM corresponding to \(n\) nodes in \(\mathcal{N}_n\) which includes \(\mathcal{N}_m\). In particular, when the number of participating nodes is doubled, i.e., \(n = 2m\), then the initial sub-optimality error is bounded above by \(L_n(w_m) - L_n(w^*_n) \leq 3V_{ms}\).

As the proposed meta-algorithm \(\text{FLANP}\) in Algorithm 1 provides a general mechanism to mitigate stragglers in federated settings, one needs to specify the inner optimization subroutine \(\text{FederatedSolver}\) to quantify the speedup of the proposed approach. This subroutine may be any federated learning algorithm (with possible adjustments). Next, we pick the subroutine in Algorithm 1 to be \(\text{FedGATE}\) (Haddadpour et al., 2020).

### 3.2 FLANP via FedGATE

We now focus on a specific instance of the meta-algorithm proposed in Algorithm 1 where the subroutine \(\text{FederatedSolver}\) is set to be \(\text{FedGATE}\), a federated learning algorithm that employs gradient tracking variables to provide tight convergence guarantees for nodes with heterogeneous data distributions. One reason that we use \(\text{FedGATE}\) as a subroutine is that it can handle the case that local gradients are not an unbiased estimator of the global loss gradient, which is the case in our setting. Algorithm 2 demonstrates how the adaptive node participation approach in \(\text{FLANP}\) is adopted to mitigate straggler delays in \(\text{FedGATE}\).

We begin the first stage of Algorithm 2 with activating the \(n = n_0\) fastest nodes \(\{1, \ldots, n_0\}\) and initialize them with an arbitrary global model \(w_{n_0}\). We also reset the gradient tracking variables \(\delta^{(0)}_i\) to be zero for all participating nodes at the beginning of each stage. Variables \(\delta_i\) aim to correct the directions of local
Algorithm 2: FLANP via FedGATE

Initialize $n = n_0$ participating nodes, initial model $w_{n_0}$, initial gradient tracking $\delta_i^{(0)} = 0$ for participating nodes $i \in \{1, \ldots, n_0\}$
while $n \leq N$ do
  $r = 0$
  % reset round counter for each stage
  for participating nodes $i \in \{1, \ldots, n\}$ do
    $\delta_i^{(0)} = 0$
    % reset gradient tracking
  end
  while $\|\nabla L_n(w_n)\|^2 > 2\mu V_{ns}$ do
    for participating nodes $i \in \{1, \ldots, n\}$ do
      $w_i^{(0,r)} = w_n$
      for $c = 0, \ldots, \tau_n - 1$ do
        set $d_i^{(c,r)} = \nabla L^i(w_i^{(c,r)}) - \delta_i^{(r)}$
        update $w_i^{(c+1,r)} = w_i^{(c,r)} - \eta_n d_i^{(c,r)}$
      end
      send $\Delta_i^{(r)} = (w_n - w_i^{(\tau_n,r)})/\eta_n$ to server
      update $\delta_i^{(r+1)} = \delta_i^{(r)} + \frac{1}{\tau_n}(\Delta_i^{(r)} - \Delta^{(r)})$
    end
    server computes and broadcasts $\Delta^{(r)} = \frac{1}{n} \sum_{i=1}^{n} \Delta_i^{(r)}$
    server updates and broadcasts global model $w_n \leftarrow w_n - \eta_n \gamma_n \Delta^{(r)}$
  end
  participating nodes $i \in \{1, \ldots, n\}$ upload gradients $\nabla L^i(w_n)$ to server
  $r \leftarrow r + 1$
end
$n \leftarrow \min\{2n, N\}$
% doubling the participants

updates at node $i$ by tracking the difference of local stochastic gradients $\tilde{\nabla} L^i$ and global gradients $\nabla L_n$ such that directions $d_i$ closely follow the correct global gradient direction. After $\tau_n$ iterations of local updates at any participating node in round $r$, accumulations of local gradients $\Delta_i^{(r)}$ are uploaded to the server where it updates the average $\Delta^{(r)}$ and the global model $w_n$ using two stepsizes $\eta_n, \gamma_n$. Note that the stepsizes $\eta_n, \gamma_n$ are fixed throughout each stage with $n$ participating nodes but vary for different stages as $n$ increases. After updating the global model $w_n$ at the end of each round, participating nodes upload their local gradients $\nabla L^i(w_n)$ such that the server aggregates and computes the global gradient $\nabla L_n(w_n)$ and checks whether the condition $\|\nabla L_n(w_n)\|^2 \leq 2\mu V_{ns}$ is satisfied. After $R_n$ rounds of communications, this condition is satisfied and the set of $n$ participating nodes reach the global model $w_n$ within their statistical accuracy. Therefore, we augment the set of participating nodes (from faster to slower ones) from $\{1, \ldots, n\}$ to $\{1, \ldots, 2n\}$ leading to a new stage. The above procedure continues until the set of participating nodes contains all $N$ available nodes.

4 Theoretical Results

In this section, we provide rigorous analysis for the proposed straggler-resilient FLANP scheme outlined in Algorithm 2, which employs FedGATE as its subroutine. We first characterize optimization guarantees of Algorithm 2. Using such results, we derive the expected runtime of our proposed algorithm and the speedup gain it provides compared to naive methods.
4.1 Optimization Guarantees

In this section, we aim to characterize the required communication and computation for solving each subproblem. To be more precise, consider the case that we are given a model $w_m$ which is within the statistical accuracy of $L_m$ corresponding to $m$ fastest nodes, and the goal is to find a new model $w_n$ that is within the statistical accuracy of $L_n$ corresponding to $n$ fastest nodes, where $n = 2m$. To analyze this procedure, we need to quantify three parameters: the choice of stepsizes $\eta_n$, $\gamma_n$, the number of local updates $\tau_n$ at each participating node, and the number of communication rounds with the server $R_n$. Note that for all of these parameters we use the index $n$ as they refer to the case that $n$ nodes participate in learning. Before stating our result, we first formally state our assumptions.

Assumption 1 The loss function $f(w,z)$ is $\mu$-strongly convex with respect to $w$. Moreover, the gradient $\nabla_w f(w,z)$ is Lipschitz continuous with constant $L$ and the condition number is $\kappa := L/\mu$.

The conditions in Assumption 1 imply that the empirical risks $L_n(w)$ and local loss functions $L^i(w)$ are $\mu$-strongly convex and have $M$-Lipschitz gradients.

As we discussed in Section 2, the approximation error between the expected and the empirical risks corresponding to $n_s$ data samples can be bounded as $|L_n(w) - L(w)| \leq V_{n_s}$ with high probability. Next, we formalize this assumption.

Assumption 2 We assume that the approximation error for the expected loss $L(w)$ using $n_s$ samples of $n$ nodes in the empirical risk $L_n(w)$ is upper-bounded as

$$\sup_w |L_n(w) - L(w)| \leq V_{n_s}, \text{ w.h.p.}$$

where $V_{n_s} = O(1/n_s)$. Moreover, we assume that the approximation error for gradients is upper-bounded by

$$\sup_w \|\nabla L_n(w) - \nabla L(w)\| \leq \sqrt{V_{n_s}}, \text{ w.h.p.}$$

We now turn our focus to the proposed Algorithm 2.

Theorem 1 Consider the federated ERM problem in (2) and suppose Assumptions 1 and 2 hold. Let the proposed FLAMP in Algorithm 2 be initialized with the fastest $n_0$ nodes in $\{1, \ldots, n_0\}$ and the model $w_{n_0}$. Moreover, suppose the variance of stochastic local gradients is bounded above by $\sigma^2$, i.e., $E[\|\nabla L^i(w) - \nabla L^i(w)\|^2] \leq \sigma^2$ for all nodes $i$. At any stage of Algorithm 2 with $n$ participating nodes, if the stepsizes are chosen as $\eta_n = \frac{\alpha_n}{\tau_n \sqrt{n}}, \gamma_n = \frac{\sqrt{n}}{2\alpha_n L}$, where

$$\alpha_n \leq \min \left\{ \frac{1}{12\sqrt{3\kappa L}}, \frac{1}{12\sqrt{2(3\kappa^2 + 2)(2\mu + 1)\kappa L}}, \left( \frac{\sqrt{n}}{96\kappa^2 L^2} \right)^{1/3}, \frac{\sqrt{n}}{\sqrt{15\kappa L}}, \frac{\sqrt{n}}{L\sqrt{30}} \right\},$$

and each node runs $\tau_n = 1.5\sigma^2/c$ local updates, where $c$ captures the constant term in the statistical accuracy $V_{n_s} = \frac{n_s}{n}$, then nodes reach the statistical accuracy of $L_n$ after $R_n = 12\kappa \ln(6)$ rounds of communication.

The result in Theorem 1 guarantees that if we initialize Algorithm 2 with $n_0$ fastest nodes and in each stage the participating nodes update their local models according to Algorithm 2 for $\tau = O(s)$ iterations and $R = O(\kappa)$ rounds, before doubling the number of participating nodes, then at the end of the final stage in which all $N$ nodes are participating, we reach a model $w_N$ that attains the statistical accuracy of the empirical risk $L_N(w)$. More precisely, we have $E[L_N(w_N) - L_N(w_N)] \leq V_{N_s}$. We would like to mention that to obtain the best guarantee, $\tau_n$ and $R_n$ are independent of number of participating nodes $n$, while the stepsizes $\eta_n$ and $\gamma_n$ change as the number of participating nodes increases.
4.2 Wall-Clock Time Analysis

We have thus far established convergence properties of Algorithm 2 and precisely derived its parameters. It is, however, equally important to show that it provably mitigates stragglers in a federated learning framework and hence speeds up the overall wall-clock time. In the following, we first characterize the running time of Algorithm 2 and then compare it with the one for straggler-prone FedGATE benchmarks.

Proposition 2 The average runtime of Algorithm 2 to reach the overall statistical accuracy of the ERM problem corresponding to all nodes (defined in (2)) is

\[ E[T_{FLANP}] = R \tau \sum_{i=n_0, 2n_0, 4n_0, \ldots, N} T_i, \]  

where \( R = 12 \kappa \ln(6) \) and \( \tau = 1.5 s \sigma^2 / c \) per Theorem 1.

Proof. As described in Section 3 and Algorithm 2, we start with the \( n_0 \) fastest nodes and according to Theorem 1, we run \( R = O(\kappa) \) rounds of local updates with \( \tau = O(s) \) iterations per round. Since the iteration time in this stage is determined by the slowest node, i.e., node \( n_0 \), then the overall wall-clock time for this stage with \( n_0 \) participating nodes is \( R \tau T_{n_0} \). The same argument holds for subsequent stages with \( 2n_0, 4n_0, \ldots, N \) participating nodes and the total learning time is derived as in (3).

The result in Proposition 2 further demonstrates how the adaptive node participation approach incorporates faster nodes in order to save in the overall wall-clock time. As Theorem 1 shows, it suffices for each participating node in the straggler-resilient Algorithm 2 to run \( R = O(\kappa) \) rounds of local updates and \( \tau = O(s) \) iteration per round to reach the final statistical accuracy. Therefore, the overall wall-clock time of Algorithm 2 is order-wise \( O(\kappa s (T_{n_0} + T_{2n_0} + \cdots + T_N)) \).

To quantify the speedup gain provided by the proposed straggler-resilient method, we need to characterize the wall-clock time for the non-adaptive benchmark FedGATE. Note that in this benchmark, all the \( N \) available nodes are participating in the training process from the beginning.

Proposition 3 The expected runtime for the non-adaptive benchmark FedGATE to solve the federated ERM problem (2) and to reach the statistical accuracy of all the samples of the \( N \) nodes is as follows

\[ E[T_{FedGATE}] = O(\kappa s \log(Ns)T_N), \]

where \( T_N \) denotes the unit computation time corresponding to the slowest node.

As explained before, the total runtime for each round of local updates in a federated learning algorithm is determined by the slowest node as the parameter server has to wait for all nodes to finish their local updates. This is consistent with the result in Proposition 3 as all \( N \) nodes participate in training since the beginning of the algorithm, and hence the overall wall-clock time depends only on the slowest node with computation time \( T_N \) which is the largest among \( \{T_1, \ldots, T_N\} \). Note that it can be easily verified that the overall runtime of FLANP with FedGATE is strictly smaller than the vanilla FedGATE, when \( T_1 \leq \cdots \leq T_N \). This is due to the fact that FLANP consists of \( \log(N) \) stages and its runtime is sum of \( \log(N) \) terms each less than or equal to \( T_N \).

We characterized the order-wise expressions of expected learning wall-clock time for FLANP and FedGATE methods in Propositions 2 and 3. We show in the appendix that these expected delays are precisely characterized as follows

\[ E[T_{FLANP}] = 18 \log(6)c^{-1}\kappa s \sigma^2 (T_{n_0} + T_{2n_0} + \cdots + T_N), \]
\[ E[T_{FedGATE}] = 7.5c^{-1}\kappa s \sigma^2 \log \left( 5c^{-1} \Delta_0 Ns \right) T_N, \]  

(4)
where $\Delta_0 := L_N(w_0) - L_N(w^*_N)$ denotes the initial sub-optimality corresponding to model $w_0$. These expressions help better understand the intuition behind the speedup gain provided by FLANP. To establish a more concrete speedup gain for the straggler-resilient method, we need to consider a computation time model for the federated clients. Random exponential time model has been widely used to capture the computation delay for distributed clusters (Lee et al., 2017; Reisizadeh et al., 2019a). In the next theorem, we assume that node computation times are independent realizations of an exponential random variable and characterize the speedup gain of the resilient Algorithm 2 compared to the benchmark FedGATE.

**Theorem 2** Suppose the clients’ computation times are i.i.d. random variables drawn from an exponential distribution with parameter $\lambda$. That is, $T_1, \cdots, T_N \sim \exp(\lambda)$. Then, the speedup gain of the proposed FLANP Algorithm 2 compared to the naive federated learning method FedGATE is

$$\frac{E[T_{\text{FLANP}}]}{E[T_{\text{FedGATE}}]} \leq O\left( \frac{1}{\log(Ns)} \right).$$

The result in Theorem 2 establishes a $O(\log(Ns))$ speedup gain for our proposed straggler-resilient method compared to its non-adaptive and straggler-prone benchmark where the clients’ computation times are drawn from a random exponential time model.

We have so far considered heterogeneous federated clients with potentially well-spread computation speeds and demonstrated the speedup gain obtained by adaptive node participation method, particularly in Theorem 2. However, this method provides provable speedups even for homogeneous federated clients with identical speeds, i.e. $T_1 = \cdots = T_N$. Comparing the expected runtimes in (4) yields that FLANP in Algorithm 2 slashes the expected wall-clock time of FedGATE by a factor $\log(Ns)/\log(N)$. This observation demonstrates that the adaptive node participation approach results in two different speedup gains; (i) leveraging faster nodes to speedup the learning, and (ii) adaptively increase the effective sample size by participating more clients.

**Remark 1** The result in this section shows that the proposed adaptive node participation framework FLANP is able to make the FedGATE algorithm robust against stragglers and reduce its runtime when we face a device heterogeneous setting. We would like to reiterate that FLANP is a meta-procedure that can be used for any federated learning solver other than FedGATE to make it resilient against struggling nodes in the network.

## 5 Numerical Experiments

We conduct various numerical experiments for convex and nonconvex risks and evaluate the performance of the proposed method versus other benchmarks.

**Benchmarks.** Below is a brief description for multiple federated learning benchmarks that we use to compare with the proposed FLANP in Algorithm 2. Note that in all these benchmarks all the available $N$ nodes participate in the training process.

- **FedAvg** (McMahan et al., 2017). Nodes update their local model using a simple SGD rule for $\tau$ local iterations before uploading to the server.
- **FedGATE** (Haddadpour et al., 2020). This is the subroutine used in Algorithm 2. Here we consider it as a benchmark running with all the available $N$ nodes with model update rule similar to the subroutine in Algorithm 2.
- **FedNova** (Wang et al., 2020). In each round, each node $i$ updates its local model for $\tau_i$ iterations where $\tau_i$s vary across the nodes. To mitigate the heterogeneity in $\tau_i$s, the parameter server aggregates normalized updates (w.r.t. $\tau_i$) from the clients and updates the global model.

We numerically evaluate the performance of FLANP with such benchmarks both with respect to communication rounds and wall-clock time. We examine FLANP against the benchmarks under both full and partial node participation scenarios and highlight its practicality.
5.1 Uniform computation speeds

Data and Network. We use three main datasets for different problems: MNIST (60,000 training, 10,000 test samples), CIFAR10 (50,000 training, 10,000 test samples) and synthetic (10,000 samples) datasets. To implement our algorithm, we employ a federated network of $N \in \{20, 50, 100\}$ heterogeneous clients and in order to model the device heterogeneity, we realize and then fix the computation speed of each node $i$, i.e. $T_i$ from the interval $[50, 500]$ uniformly at random.

Logistic Regression. We use the MNIST dataset to learn a multi-class logistic regression model. In a network of $N=50$ nodes, each client stores $s=1200$ samples from the MNIST dataset. As demonstrated in Figure 1 (left), FLANP is slightly outperformed by FedGATE at the initial rounds. This is however expected as FLANP starts with only a fraction of nodes participating which leads to less accurate models. With respect to wall-clock time however, FLANP outperforms both FedAvg and FedGATE benchmarks due to the fact that the initial participating nodes are indeed the fastest ones. As Figure 1 (right) shows, the adaptive node participation approach leads FLANP to speedup gains of up to $2.1 \times$ compared to FedGATE.

Linear Regression. We train a linear regression model over a synthetic dataset with 10,000 samples distributed across $N=100$ heterogeneous nodes. Figure 2 demonstrates convergence of the sub-optimality error of global models $\|w_t - w^*\|$ for three methods FLANP, FedGATE and FedAvg. Similar to Figure 1, we observe the same behavior for the optimality gap versus communication round and wall-clock time in Figure 2 where FLANP manages to speed up the training time by $10 \times$ compared to non-adaptive FedGATE.

Neural Network Training. We train a fully connected neural network with two hidden layers with 128 and 64 neurons and compare with three other benchmarks including FedNova which is stragglers-resilient federated algorithm. We conduct two sets of experiments over MNIST and CIFAR10 datasets on a network of $N=20$ clients. Figures 3 and 4 demonstrate that FLANP significantly accelerates the training by up to $3 \times$ and $4 \times$ compared to FedNova. We note that in order to have a fair comparison, the stepsize in all methods is set to $\eta = 0.05$ for MNIST and $\eta = 0.02$ for CIFAR10 and $\gamma = 1$.

5.2 Random exponential computation speeds

We conduct another set of experiments using the same setup described in Section 5.1, however, we here pick the clients’ computation speed to be i.i.d. random exponential variables which is more consistent with
the setup of theorem 2. We train a fully connected neural network with two hidden layers with 128 and 64 neurons on MNIST dataset and compare with the same benchmarks FedAvg, FedGATE and FedNova as demonstrate in Figure 5.

![Figure 5: Neural Network training with random exponential speeds on MNIST.](image)

5.3 Comparison with partial node participation methods

In this section, we have been comparing the FLANP method with federated benchmarks in which all of the available nodes participate in training in every round. To demonstrate the resiliency of FLANP to partial node participation methods, we consider two different scenarios. First, we compare the wall-clock time of a neural network training of FLANP with partial node participation FedGATE in which only $k$ out of $N = 50$ nodes are randomly picked and participate in each round. As demonstrated in Figure 6(a), FLANP is significantly faster than FedGATE with partial node participation. Second, we consider the case that the $k$ participating nodes are not randomly picked; rather are the fastest clients. As shown in Figure 6(b), although partial participation methods with $k$ fastest nodes begin to outperform FLANP towards the end of the training, they suffer from higher training error saturation as the data samples of only $k$ nodes contribute in the learned model and hence the final model is significantly inaccurate.

![Figure 6: FLANP vs. FedGATE with partial node participation.](image)

5.4 Effect of $N$ and $s$ and the practicality of FLANP

In this section, we particularly focus on the setting described in Theorem 2 and examine the effect of parameters $N$ and $s$ on the $O(\log(Ns))$ gain established in Theorem 2. We set the nodes’ computation speeds to be i.i.d. random exponential variables and run two federated algorithms, FLANP and FedGATE. Figure 7 demonstrates the running time of the two algorithms for a linear regression problem with synthetic data. In these plots, the number of clients is fixed to be $N = 50$ while we increase the number of data samples per node $s \in \{20, 200, 2000\}$. Moreover, Table 1 shows the individual running time for FLANP and FedGATE methods and the respective ratio corresponding to each case $s \in \{20, 200, 2000\}$. Next, we conduct experiments with the same setup to examine the effect of $N$ on the speedup gain $O(\log(Ns))$ established in Theorem 2. Figure 8 and Table 2 demonstrate the running times and the speedup gains for FLANP and
FedGATE. These sets of experiments further illustrate that increasing either the number of clients (i.e. larger device heterogeneity) or the number of data samples per node results in faster training time for the proposed FLANP method.

![Figure 7: Sub-optimality error vs. wall-clock time for $N=50$ and $s=20$ (left), $s=200$ (middle), $s=2000$ (right).](image)

![Figure 8: Sub-optimality error vs. wall-clock time for $s=100$ and $N=10$ (left), $N=100$ (middle), $N=1000$ (right).](image)

| $s$ | $T_{\text{FLANP}}$ | $T_{\text{FedGATE}}$ | $T_{\text{FLANP}}/T_{\text{FedGATE}}$ |
|-----|--------------------|-----------------------|--------------------------------------|
| 20  | $4.51 \times 10^4$ | $6.07 \times 10^4$    | 0.74                                 |
| 200 | $2.27 \times 10^4$ | $5.21 \times 10^4$    | 0.43                                 |
| 2000| $1.82 \times 10^4$ | $5.21 \times 10^4$    | 0.35                                 |

| $N$ | $T_{\text{FLANP}}$ | $T_{\text{FedGATE}}$ | $T_{\text{FLANP}}/T_{\text{FedGATE}}$ |
|-----|--------------------|-----------------------|--------------------------------------|
| 10  | $1.73 \times 10^4$ | $2.37 \times 10^4$    | 0.73                                 |
| 100 | $1.95 \times 10^4$ | $4.40 \times 10^4$    | 0.44                                 |
| 1000| $1.59 \times 10^4$ | $6.07 \times 10^4$    | 0.26                                 |

Table 1: Table to test captions and labels

Table 2: Table to test captions and labels

Lastly, we highlight a point regarding the knowledge of constant parameters $\mu, c, V_{ns}$ in Algorithm 2 and the practicality of FLANP. Although such parameters need to be known in order to run FLANP, we note that from the practical point of view, there are several heuristic approaches to handle such issue. We conducted an experiment in which none of the constants are assumed to be known; rather, we heuristically tune the threshold for each phase transition (i.e. doubling the nodes) by monitoring the norm of the global gradient and successively halving the threshold. As shown in Figure 9, the performance of such heuristic methods is indeed close to FLANP which highlights its practicality.

![Figure 9: FLANP with heuristic parameter tuning.](image)
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A Proof of Proposition 1

Let us present and prove the following lemma which includes the claim in Proposition 1.

**Lemma 1** Consider two subsets of nodes $N_m \subseteq N_n$ and assume that model $\mathbf{w}_m$ attains the statistical accuracy for the empirical risk associated with nodes in $N_m$, that is, $\|\nabla L_m(\mathbf{w}_m)\|^2 \leq 2\mu V_m$ where the loss function $\ell$ is $\mu$-strongly convex. Then the suboptimality of $\mathbf{w}_m$ for risk $L_n$, i.e., $L_n(\mathbf{w}_m) - L_n(\mathbf{w}_n^*)$ is w.h.p. bounded above as follows:

$$L_n(\mathbf{w}_m) - L_n(\mathbf{w}_n^*) \leq \frac{2(n-m)}{n} \left(V_{(n-m)s} + V_ms\right) + V_ms.$$  

Moreover, norms of local and global gradients are upper-bounded w.h.p. as follows:

$$\|\nabla L_n(\mathbf{w}_m)\|^2 \leq 2\left(\frac{n-m}{n}\right)^2 \left(V_{(n-m)s}^{1/2} + V_{ms}^{1/2}\right)^2 + 4\mu V_ms,$$

and

$$\|\nabla L_i(\mathbf{w}_m)\|^2 \leq 3(2\mu + 1)V_ms + 3V_s.$$  

**Proof.** We begin the proof of Lemma 1 by proving the inequality in (5). Let us decompose the suboptimality error $L_n(\mathbf{w}_m) - L_n(\mathbf{w}_n^*)$ to four difference terms as follows:

$$L_n(\mathbf{w}_m) - L_n(\mathbf{w}_n^*) = L_n(\mathbf{w}_m) - L_m(\mathbf{w}_m) + L_m(\mathbf{w}_m) - L_m(\mathbf{w}_n^*) + L_m(\mathbf{w}_n^*) - L_m(\mathbf{w}_n^*) + L_m(\mathbf{w}_n^*) - L_n(\mathbf{w}_n^*).$$

From definition of local empirical risks in (1), the difference of local risks $L_n(\mathbf{w})$ and $L_m(\mathbf{w})$ for any $\mathbf{w}$ can be bounded w.h.p. as follows:

$$L_n(\mathbf{w}) - L_m(\mathbf{w}) \leq |L_n(\mathbf{w}) - L_m(\mathbf{w})|$$

$$= \left| \frac{1}{n} \sum_{i \in N_n} L_i(\mathbf{w}) - \frac{1}{m} \sum_{i \in N_m} L_i(\mathbf{w}) \right|$$

$$= \left| \frac{1}{n} \sum_{i \in N_n \setminus N_m} L_i(\mathbf{w}) - \frac{n-m}{n} \cdot \frac{1}{m} \sum_{i \in N_m} L_i(\mathbf{w}) \right|$$

$$= \frac{n-m}{n} \left| \frac{1}{n-m} \sum_{i \in N_n \setminus N_m} L_i(\mathbf{w}) - \frac{1}{m} \sum_{i \in N_m} L_i(\mathbf{w}) \right|$$
\[
\begin{align*}
&\leq \frac{n-m}{n} \left| \frac{1}{n-m} \sum_{i \in \mathcal{N}_n \setminus \mathcal{N}_m} L^i(w) - L(w) \right| + \frac{n-m}{m} \left| \frac{1}{m} \sum_{i \in \mathcal{N}_m} L^i(w) - L(w) \right| \\
&\leq \frac{n-m}{n} \left( V_{(n-m)s} + V_{ms} \right),
\end{align*}
\]

where the last inequality is implied from Assumption 2 when applied to empirical risks \( \frac{1}{n-m} \sum_{i \in \mathcal{N}_n \setminus \mathcal{N}_m} L^i(w) \) and \( \frac{1}{m} \sum_{i \in \mathcal{N}_m} L^i(w) \) with \((n-m)s\) and \(ms\) samples, respectively. We now proceed to bound the next term in (8), that is the optimality gap \( L_m(w_m) - L_m(w_m^*) \). Using the strong convexity assumption in Assumption 1 and the condition \( \| \nabla L_m(w_m) \|^2 \leq 2\mu V_{ms} \) assumed to hold in the statement of the lemma, we can write

\[
L_m(w_m) - L_m(w_m^*) \leq \frac{1}{2\mu} \| \nabla L_m(w_m) \|^2 \leq \frac{2\mu V_{ms}}{2\mu} = V_{ms}. \tag{10}
\]

Next, the term \( L_m(w_m^*) - L_m(w_m^*) \) in (8) can be simply bounded as \( L_m(w_m^*) - L_m(w_m^*) \leq 0 \), since \( w_m^* \) is the minimizer of \( L_m(w) \). Finally, to bound \( L_m(w_m^*) - L_n(w_m^*) \) in (8), we use the result in (9) which holds for any \( w \) and here we pick \( w = w_m^* \) to conclude

\[
L_m(w_m^*) - L_m(w_m^*) \leq \frac{n-m}{n} \left( V_{(n-m)s} + V_{ms} \right). \tag{11}
\]

Putting the upper bounds for the four terms in (8) together proves inequality (5) which is the same claim as in Proposition 1.

Next we prove inequality (6) by first noting the following:

\[
\| \nabla L_n(w_m) \|^2 \leq 2\| \nabla L_n(w_m) - \nabla L_m(w_m) \|^2 + 2\| \nabla L_m(w_m) \|^2. \tag{12}
\]

The first term \( \| \nabla L_n(w_m) - \nabla L_m(w_m) \| \) can be bounded as follows:

\[
\| \nabla L_n(w_m) - \nabla L_m(w_m) \| = \left\| \frac{1}{n} \sum_{i \in \mathcal{N}_n} \nabla L^i(w) - \frac{1}{m} \sum_{i \in \mathcal{N}_m} \nabla L^i(w) \right\| \\
= \left\| \frac{1}{n} \sum_{i \in \mathcal{N}_n \setminus \mathcal{N}_m} \nabla L^i(w) - \frac{n-m}{n} \cdot \frac{1}{m} \sum_{i \in \mathcal{N}_m} \nabla L^i(w) \right\| \\
= \frac{n-m}{n} \left\| \frac{1}{n-m} \sum_{i \in \mathcal{N}_n \setminus \mathcal{N}_m} \nabla L^i(w) - \frac{1}{m} \sum_{i \in \mathcal{N}_m} \nabla L^i(w) \right\| \\
\leq \frac{n-m}{n} \left( V_{(n-m)s}^{1/2} + V_{ms}^{1/2} \right). \tag{13}
\]

In the last inequality above, we used Assumption 2 to upper-bound the approximation of empirical gradients for \((n-m)s\) and \(ms\) samples. Together with (12) and the assumption of the lemma, that is \( \| \nabla L_m(w_m) \|^2 \leq 2\mu V_{ms} \), the claim in (6) is concluded:

\[
\| \nabla L_n(w_m) \|^2 \leq 2 \left( \frac{n-m}{n} \right)^2 \left( V_{(n-m)s}^{1/2} + V_{ms}^{1/2} \right)^2 + 4\mu V_{ms}. \tag{14}
\]
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Finally, we prove the claim in inequality (7) by bounding node $i$’s local gradient $\nabla L_i(w_m)$ as follows:

$$\left\| \nabla L_i(w_m) \right\|^2 \leq 3 \left\| \nabla L_i(w_m) - \nabla L(w_m) \right\|^2 + 3 \left\| \nabla L_m(w_m) - \nabla L(w_m) \right\|^2 + 3 \left\| \nabla L_m(w_m) \right\|^2$$

$$\leq 3V_s + 3V_{ms} + 6\mu V_{ms}$$

$$= 3(2\mu + 1)V_{ms} + 3V_s,$$

where we used Assumption 2 to upper-bound the approximation error of empirical gradients for node $i$ with $s$ samples and $m$ nodes with $ms$ samples.

### B Proof of Theorem 1

Consider a stage of Algorithm 2 running with $n$ participating nodes. More precisely, $n$ nodes in $\{1, \cdots, n\}$ begin a sequence of local and global model updates according to FedGATE initialized with $w_m$ obtained from the previous stage ($n = 2m$). After $R_n$ communication rounds each with $\tau_n$ local updates, the final sub-optimality error is upper-bounded as follows: (refer to Algorithm 2 and Theorem E.6 in Haddadpour et al. (2020) with no quantization)

$$\mathbb{E}[L_n(w) - L_n(w^*)] \leq \left(1 - \frac{1}{3} \mu \eta_n \gamma_n \tau_n\right)^{R_n} \left(L_n(w_m) - L_n(w^*_m)\right)$$

$$+ 24\kappa^3 L^3 \tau_n^2 \eta_n^2 \frac{1}{n} \sum_{i=1}^n \left\| \nabla L_i(w_m) \right\|^2 + 24\kappa L^2 \tau_n \gamma_n^2 \left\| \nabla L_m(w_m) \right\|^2$$

$$+ 24\kappa^2 L^2 \tau_n^2 \eta_n^3 \gamma_n^2 + 15\kappa L^3 \tau_n^3 \eta_n^2 (\eta_n \gamma_n)^2 \frac{\sigma^2}{n} + \frac{L}{2} \eta_n \gamma_n \frac{\sigma^2}{n},$$

where two stepsizes $\eta_n, \gamma_n$ satisfy the following conditions:

$$1 - \frac{10\eta_n^2 \gamma_n^2 L^4 (\eta_n \gamma_n)^2}{1 - \mu \tau_n \gamma_n \eta_n + 20\mu \gamma_n \eta_n^2 L^2 \eta_n^3} \leq 1 \quad \& \quad 30\eta_n^2 L^2 \tau_n^2 \leq 1.$$

To satisfy the two conditions in (27), we can pick stepsizes $\eta_n, \gamma_n$ such that

$$2\eta_n \gamma_n \tau_n L = 1 \quad \& \quad 30\eta_n^2 L^2 \tau_n^2 \leq 1.$$  

Now we use the result in Lemma 1 and put $n = 2m$ to conclude that

$$L_n(w_m) - L_n(w^*_m) \leq 3V_{ms},$$

$$\left\| \nabla L_n(w_m) \right\|^2 \leq 2(2\mu + 1)V_{ms},$$

$$\left\| \nabla L_i(w_m) \right\|^2 \leq 3(2\mu + 1)V_{ms} + 3V_s.$$  

(19)

Substituting the three inequalities (19) in the sub-optimality error (16) yields that

$$\mathbb{E}[L_n(w) - L_n(w^*_m)] \leq 3 \left(1 - \frac{1}{3} \mu \eta_n \gamma_n \tau_n\right)^{R_n} \left(V_{ms}\right)$$

$$+ 72\kappa L^3 \tau_n^2 \eta_n^2 \left((2\mu + 1)V_{ms} + V_s\right) + 48(2\mu + 1)\kappa L^2 \tau_n \gamma_n^2 \left(V_{ms}\right)$$

$$+ 24\kappa^2 L^2 \tau_n^2 \eta_n^3 \gamma_n^2 + 15\kappa L^3 \tau_n^3 \eta_n^2 (\eta_n \gamma_n)^2 \frac{\sigma^2}{n} + \frac{L}{2} \eta_n \gamma_n \frac{\sigma^2}{n}.$$  

(20)
We use the fact that $2\eta_n \gamma_n \tau_n L = 1$ and rearrange the terms in (20) and rewrite it as follows:

$$\mathbb{E}[L_n(w) - L_n(w^*_n)] \leq 3 \left( 1 - \frac{1}{6\kappa} \right)^{R_n} \frac{V_{ms}}{6}$$

$$+ 72\kappa^3 L \tau_n^2 \eta_n^2 V_s + 24(3\kappa^2 + 2)(2\mu + 1)\kappa L \tau_n^2 \eta_n^2 V_{ms}$$

$$+ 24\kappa^2 L^2 \tau_n^2 \eta_n^2 \sigma^2 + \frac{15}{4} \kappa L \tau_n \eta_n^2 \sigma^2 + \frac{L}{2} \eta_n \gamma_n \sigma^2.$$  \hspace{1cm} (21)

To ensure that a model $w = w_n$ attains the statistical accuracy of $L_n(w)$, i.e. $\mathbb{E}[L_n(w_n) - L_n(w^*_n)] \leq V_{ns}$, it suffices to have each of the six terms in RHS of (21) less than or equal to $V_{ns}/6$. That is,

$$3 \left( 1 - \frac{1}{6\kappa} \right)^{R_n} \frac{V_{ms}}{6} \leq V_{ns}$$

$$72\kappa^3 L \tau_n^2 \eta_n^2 V_s \leq V_{ns}$$

$$24(3\kappa^2 + 2)(2\mu + 1)\kappa L \tau_n^2 \eta_n^2 V_{ms} \leq V_{ns}$$

$$24\kappa^2 L^2 \tau_n^2 \eta_n^2 \sigma^2 \leq V_{ns}$$

$$\frac{15}{4} \kappa L \tau_n \eta_n^2 \sigma^2 \leq V_{ns}$$

$$\frac{L}{2} \eta_n \gamma_n \sigma^2 \leq V_{ns}.$$  \hspace{1cm} (22)

where $n = 2m$ and $V_{ns} = \frac{c}{n}$ for any $n$. One can check that the following picks for the stepsizes $\eta_n, \gamma_n$ satisfies all the conditions in (27) and (22):

$$\eta_n = \frac{\alpha_n}{\tau_n \sqrt{n}},$$

$$\gamma_n = \frac{\sqrt{n}}{2\alpha_n L},$$  \hspace{1cm} (23)

where

$$\alpha_n \leq \min \left\{ \frac{1}{12\sqrt{3\kappa\kappa L}}, \frac{\sqrt{n}}{12\sqrt{2(3\kappa^2 + 2)(2\mu + 1)\kappa L}}, \left( \frac{\sqrt{n}}{96\kappa^2 L^2} \right)^{1/3}, \frac{\sqrt{n}}{15\kappa L}, \frac{\sqrt{n}}{L \sqrt{30}} \right\}.$$  \hspace{1cm} (24)

Moreover, the first and the last conditions in (22) yield that the number of local updates and the number of communication rounds for the stage with $n$ participating nodes are

$$\tau_n = \frac{3 \sigma^2 s}{c},$$

$$R_n = 12\kappa \log(6).$$  \hspace{1cm} (25)

C Proof of Proposition 3

In order to characterize the runtime of FedGATE, we first need to determine its two major parameters $\tau$ and $R$. More precisely, we run FedGATE algorithm with all the $N$ available nodes while initialized with arbitrary model $w_0$ and look for $\tau, R$ after which the global model $\tilde{w}$ attains the statistical accuracy of $L_N(w)$, i.e.
\[ \mathbb{E}[L_N(\tilde{w}) - L_N(w^*_N)] \leq V_{N_s}. \] We use the convergence guarantee of FedGATE (Haddadpour et al., 2020) in (16) with \( n = N \) nodes, that is,

\[ \mathbb{E}[L_N(w) - L_N(w^*_N)] \leq \left( 1 - \frac{1}{3} \mu \eta \tau \right)^R (L_N(w_0) - L_N(w^*_N)) + 24 \kappa^3 L^2 \eta^2 \frac{1}{N} \sum_{i=1}^{N} \| \nabla L^i(w_0) \|^2 + 24 \kappa L \tau^2 \eta^2 \| \nabla L_N(w_0) \|^2, \]

\[ + 24 \kappa^2 L^2 \tau^2 \eta^3 \sigma^2 + 15 \kappa L^3 \tau^3 \eta^2 (\eta \gamma)^2 \frac{\sigma^2}{N} + \frac{L}{2} \eta \gamma \frac{\sigma^2}{N}, \tag{26} \]

where the stepsizes \( \eta, \gamma \) satisfy the following conditions:

\[ 1 - L \eta \gamma \tau + \frac{10 \eta^2 \tau^4 L^4(\eta \gamma)^2}{1 - \mu \tau \gamma \eta + 20 \mu \gamma \eta^3 L^2 \eta^3} \leq 1 \quad \& \quad 30 \eta^2 L \tau^2 \eta^2 \leq 1. \tag{27} \]

Note that the initial model \( w_0 \) is arbitrary and therefore the initial sub-optimality error can be treated as a constant (and not scaling with \( N \)), that is, \( L_N(w_0) - L_N(w^*_N) = \Delta_0 \) for a constant \( \Delta_0 = O(1) \). Similarly, we can assume that \( \frac{1}{N} \sum_{i=1}^{N} \| \nabla L^i(w_0) \|^2 = \Delta_0' \) for a constant \( \Delta_0' = O(1) \) which also yields that \( \| \nabla L_N(w_0) \|^2 \leq \Delta_0' \). We can therefore further simplify (26) and write

\[ \mathbb{E}[L_N(w) - L_N(w^*_N)] \leq \left( 1 - \frac{1}{3} \mu \eta \tau \right)^R \Delta_0 + 24 \kappa (\kappa^2 + 1) L \tau^2 \eta^2 \Delta_0' + 24 \kappa^2 L^2 \tau^2 \eta^3 \sigma^2 + 15 \kappa L^3 \tau^3 \eta^2 (\eta \gamma)^2 \frac{\sigma^2}{N} + \frac{L}{2} \eta \gamma \frac{\sigma^2}{N}. \tag{28} \]

We furthermore pick the parameters such that \( 2 \eta \gamma \tau L = 1 \) which further simplifies (28) as follows:

\[ \mathbb{E}[L_N(w) - L_N(w^*_N)] \leq \left( 1 - \frac{1}{6 \kappa} \right)^R \Delta_0 + 24 \kappa (\kappa^2 + 1) L \tau^2 \eta^2 \Delta_0' + 24 \kappa^2 L^2 \tau^2 \eta^3 \sigma^2 + 15 \kappa L \tau \eta^2 \frac{\sigma^2}{N} + \frac{L}{2} \eta \gamma \frac{\sigma^2}{N}. \tag{29} \]

Now to ensure that \( \mathbb{E}[L_N(\tilde{w}) - L_N(w^*_N)] \leq V_{N_s} \) holds for a model \( \tilde{w} \) in (29), it suffices to satisfy the following inequalities:

\[ \left( 1 - \frac{1}{6 \kappa} \right)^R \Delta_0 \leq \frac{V_{N_s}}{5}, \]

\[ 24 \kappa (\kappa^2 + 1) L \tau^2 \eta^2 \Delta_0' \leq \frac{V_{N_s}}{5}, \]

\[ 24 \kappa^2 L^2 \tau^2 \eta^3 \sigma^2 \leq \frac{V_{N_s}}{5}, \]

\[ 15 \kappa L \tau \eta^2 \frac{\sigma^2}{N} \leq \frac{V_{N_s}}{5}, \]

\[ \frac{L}{2} \eta \gamma \frac{\sigma^2}{N} \leq \frac{V_{N_s}}{5}, \tag{30} \]

with \( V_{N_s} = \frac{\kappa}{N_s} \). The following picks for the stepsizes satisfy the aforementioned conditions

\[ \eta = \frac{\alpha}{\tau \sqrt{N_s}}, \]

\[ \gamma = \frac{\sqrt{N_s}}{2 \alpha L}. \tag{31} \]
where
\[
\alpha \leq \min \left\{ \frac{\sqrt{c}}{2\sqrt{30} \sqrt{\kappa(L+1)L_0}}, \left( \frac{\sqrt{N_s}}{96\kappa^2 L^2} \right)^{1/3}, \frac{\sqrt{N_s}}{\sqrt{15kL}}, \frac{\sqrt{N_s}}{\sqrt{30}} \right\}.
\] (32)

Moreover, the number of local updates and the number of communication rounds to reach the final statistical accuracy are as follows:
\[
\tau = \frac{5}{4} \sigma^2 s/c = \mathcal{O}(s),
\]
\[
R = 6c \log \left( \frac{5\Delta_0 N s}{c} \right) = \mathcal{O}(\kappa \log(N)).
\] (33)

Now note that the expected runtime of each communication round of FedGATE is \(\tau T_N\) as the server has to wait for the slowest node that is node \(N\) with processing time \(T_N\). Therefore, the total expected wall-clock time of FedGATE to reach the final statistical accuracy of all the samples of the \(N\) nodes in \(L_N(w)\) is
\[
\mathbb{E}[T_{\text{FedGATE}}] = R\tau T_N = \mathcal{O}(\kappa s \log(N) T_N),
\]
as claimed in Proposition 3.

D Proof of Theorem 2

As shown in Proposition 2, the expected runtime for the proposed FLANP with FedGATE in Algorithm 2 is as follows:
\[
\mathbb{E}[T_{\text{FLANP}}] = R_{\text{FLANP}} \tau_{\text{FLANP}} \sum_{i = n_0, 2n_0, 4n_0, \ldots, N} T_i = \frac{18 \log(6)}{c} \kappa s \sigma^2 (T_{n_0} + T_{2n_0} + \cdots + T_N),
\] (34)
where \(R_{\text{FLANP}} = 12\kappa \log(6)\) and \(\tau_{\text{FLANP}} = 1.5s\sigma^2/c\) per Theorem 1. Moreover, we showed in Proposition 3 that the expected runtime for FedGATE is
\[
\mathbb{E}[T_{\text{FedGATE}}] = R_{\text{FedGATE}} \tau_{\text{FedGATE}} T_N = \frac{15}{2c} \kappa s \sigma^2 \log \left( \frac{5\Delta_0 N s}{c} \right) T_N.
\] (35)

In the case that clients’ computation times \(T_i\)s are random, the expected runtimes are
\[
\mathbb{E}[T_{\text{FLANP}}] = \frac{18 \log(6)}{c} \kappa s \sigma^2 \left( \mathbb{E}[T_{n_0}] + \mathbb{E}[T_{2n_0}] + \cdots + \mathbb{E}[T_N] \right),
\]
\[
\mathbb{E}[T_{\text{FedGATE}}] = \frac{15}{2c} \kappa s \sigma^2 \log \left( \frac{5\Delta_0 N s}{c} \right) \mathbb{E}[T_N].
\] (36)

Therefore, in order to derive the runtime gain \(\frac{\mathbb{E}[T_{\text{FLANP}}]}{\mathbb{E}[T_{\text{FedGATE}}]}\), we first characterize the ratio
\[
\frac{\mathbb{E}[T_{n_0}] + \mathbb{E}[T_{2n_0}] + \cdots + \mathbb{E}[T_N]}{\mathbb{E}[T_N]},
\] (37)
where the clients runtimes \(T_i\) are i.i.d. with random exponential distribution \(\exp(\lambda)\) with rate \(\lambda\). Note that we assumed that the clients are sorted with respect to their processing speeds from fastest to slowest. Here, since the computation times \(T_i\)s are random, we first sort them as \(T_{(1)} \leq T_{(2)} \leq T_{(3)} \leq \cdots T_{(N)}\). Without loss of generality and for simplification, let us take \(n_0 = 1\) and \(\lambda = 1\) and proceed to bound the ratio
\[
\frac{\mathbb{E}[T_{(1)}] + \mathbb{E}[T_{(2)}] + \mathbb{E}[T_{(3)}] + \cdots + \mathbb{E}[T_{(N)}]}{\mathbb{E}[T_{(N)}]}.
\] (38)
We first provide the following facts about i.i.d. random exponential variables. If \( T_i \sim \exp(1) \) are i.i.d. random variables from exponential distribution with mean value of 1, then the order statistics \( T_{(i)} \) have the following properties:

\[
T_{(1)} \sim \exp \left( \frac{1}{N} \right), \quad T_{(i)} - T_{(i-1)} \sim \exp \left( \frac{1}{N-i+1} \right).
\]

Therefore, the expected value of client \( i \)'s computation speed \( T_{(i)} \) can be written as

\[
E[T_{(i)}] = E[T_{(i)} - T_{(i-1)}] + E[T_{(i-1)} - T_{(i-2)}] + \cdots + E[T_{(2)} - T_{(1)}] + E[T_{(1)}]
\]

\[
= \frac{1}{N-i+1} + \frac{1}{N-i+2} + \cdots + \frac{1}{N-1} + \frac{1}{N}
\]

\[
= H_N - H_{N-i},
\]

for any \( 1 \leq n \leq N \). In above, \( H_n = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n} \) denotes the \( n \)th harmonic number. Now we use the bounds \( \ln(n) + \gamma \leq H_n \leq \ln(n+1) + \gamma \) for each \( n \geq 2 \) where \( \gamma \approx 0.577 \) is the Euler-Mascheroni constant. For further simplification, we assume that \( N \) is a power of 2, that is \( N = 2^K \) for some integer \( K \). Therefore, we can write

\[
E[T_{(1)}] = H_N - H_{N-1} \leq \ln(N+1) - \ln(N-1),
\]

\[
E[T_{(2)}] = H_N - H_{N-2} \leq \ln(N+1) - \ln(N-2),
\]

\[
E[T_{(4)}] = H_N - H_{N-4} \leq \ln(N+1) - \ln(N-4),
\]

\[
E[T_{(8)}] = H_N - H_{N-8} \leq \ln(N+1) - \ln(N-8),
\]

\[
\vdots
\]

\[
E[T_{(N/2)}] = H_N - H_{N/2} \leq \ln(N+1) - \ln(N/2),
\]

\[
E[T_{(N)}] = H_N \leq \ln(N+1) + \gamma.
\]

Therefore, we can bound the numerator of the ratio in (38) as follows:

\[
E[T_{(1)}] + E[T_{(2)}] + E[T_{(4)}] + \cdots + E[T_{(N)}]
\]

\[
\leq (K + 1) \ln \left( \frac{2^K + 1}{2} \right) + \gamma - \ln \left( \frac{2^K - 1}{2} \left( \frac{2^K - 2}{2} \right) \cdots \left( \frac{2^{K-1}}{2} \right) \right)
\]

\[
\leq (K + 1) \ln \left( \frac{2^K + 1}{2} \right) + \gamma - (K^2 - K) \ln(2)
\]

\[
\leq (K + 1) \left( K \ln(2) + \frac{1}{2^K} \right) + \gamma - (K^2 - K) \ln(2)
\]

\[
= K \left( 2 \ln(2) + \frac{1}{2^K} \right) + \frac{1}{2^K} + \gamma
\]

Moreover, the denominator of the ratio in (38) can be bounded as follows:

\[
E[T_{(N)}] = H_N \geq \ln(N) + \gamma = K \ln(2) + \gamma.
\]

Putting (42) and (43) together, we can bound the ratio in (38) as follows:

\[
\frac{E[T_{(1)}] + E[T_{(2)}] + E[T_{(4)}] + \cdots + E[T_{(N)}]}{E[T_{(N)}]} \leq \frac{K \left( 2 \ln(2) + \frac{1}{2^K} \right) + \frac{1}{2^K} + \gamma}{K \ln(2) + \gamma} \leq 2 + \frac{1}{N}.
\]
Now, we are able to precisely characterize the speedup gain of FLANP compared to FedGATE according to the expressions in (36) and the ratio in (44) to conclude that

\[
\frac{\mathbb{E}[T_{\text{FLANP}}]}{\mathbb{E}[T_{\text{FedGATE}}]} = \frac{12 \log(6)}{5 \log (5c^{-1} \Delta_0 N_s)} \frac{\mathbb{E}[T_{(1)}] + \mathbb{E}[T_{(2)}] + \mathbb{E}[T_{(4)}] + \cdots + \mathbb{E}[T_{(N)}]}{\mathbb{E}[T_{(N)}]} \\
\leq \frac{12 \log(6)}{5 \log (5c^{-1} \Delta_0 N_s)} \left( 2 + \frac{1}{N} \right) \\
= \mathcal{O} \left( \frac{1}{\log(Ns)} \right),
\]

which completes the proof of Theorem 2.