BOUNDS ON THE STANLEY DEPTH AND STANLEY REGULARITY OF EDGE IDEALS OF CLUTTERS

YI-HUANG SHEN

ABSTRACT. Let $I$ be the edge ideal of a clutter $C$ in a polynomial ring $S$. In this paper, we present estimations of the Stanley depth of $I$ as well as the Stanley regularity of $S/I$, in terms of combinatorial data from the clutter $C$.

1. Introduction. Depth, projective dimension and Castelnuovo-Mumford regularity are three important and closely related invariants in commutative algebra and algebraic geometry. For example, if $S = \mathbb{K}[x_1, \ldots, x_n]$ is a polynomial ring over a field $\mathbb{K}$ and $I \subset S$ is a monomial ideal, then thanks to Auslander and Buchsbaum [1, Theorem 1.3.3], we know that

$$\text{depth}(S/I) + \text{proj dim}(S/I) = n.$$ 

If, in addition, $I$ is squarefree, then $I$ has an Alexander dual $I^\vee$, which is also a squarefree monomial ideal. Now a result of Terai [25, Corollary 0.3] asserts that

$$\text{proj dim}(I) = \text{reg}(S/I^\vee).$$

There are numerous works trying to compute or estimate these three invariants. For instance, Lyubeznik considered the size of monomial ideals in the article [19]. Let $I = \bigcap_{i=1}^s Q_i$ be an irredundant primary decomposition of a monomial ideal $I$ in $S$, where the $Q_i$’s are also monomial ideals. The size of $I$, denoted by size$(I)$, is the number $v + n - h - 1$, where $v$ is the minimal number $t$ such that there exist $j_1 < \cdots < j_t$ with $\sqrt{\sum_{k=1}^t Q_{j_k}} = \sqrt{\sum_{j=1}^s Q_j}$, and where
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\[ h = \text{ht} \sum_{j=1}^{s} Q_j. \] 

Lyubeznik [19, Proposition 2] showed that

\[ \text{depth}(S/I) \geq \text{size}(I), \]

and consequently,

\[ \text{depth}(I) \geq \text{size}(I) + 1. \]

A related result, due to Herzog, Popescu and Vladoiu [13, Theorem 3.1], asserts that

\[ \text{sdepth}(I) \geq \text{size}(I) + 1, \]

where sdepth(I) is the Stanley depth of I. We will explain the notion of Stanley depth in the next section.

It is conjectured by Stanley [24] that

\[ \text{sdepth}(M) \geq \text{depth}(M) \]

for all finitely generated \( \mathbb{Z}^n \)-graded \( S \)-modules. Obviously, Stanley’s conjecture (1.4) for \( M = I \) with Lyubeznik’s result (1.2) implies the inequality (1.3).

It is worth mentioning that squarefree monomial ideals can be naturally related to clutters. Among many others, recent work of Dao and Schweig [6], Ha and Woodroofe [9], Lin and McCullough [18] and Woodroofe [27] provided several very nice bounds for estimating depth and Castelnuovo-Mumford regularity. This research involves considerations of combinatorial data from the clutter associated to the squarefree monomial ideals. Thus, analogous to [13], it is natural to ask whether the above work can find counterparts when estimating Stanley depth and Stanley regularity?

Now it is time to outline the structure of our paper. In Section 2, we provide preliminary background for notions like clutter, filtration depth, Stanley depth and Stanley regularity, respectively.

In Section 3, we will study the method of Dao and Schweig [6], and provide a lower bound of the Stanley depth of squarefree monomials \( I \) in terms of the index of edge domination of the associated clutter. If \( \mathcal{C} \) is a clutter, a collection \( F \) of edges in \( \mathcal{C} \) is called \textit{edgewise dominant} if, for every vertex \( v \in V(\mathcal{C}^{\text{red}}) \) which is not contained in some edge of \( F \) or contained in a trivial edge, it has a neighbor contained in some edge.
of $F$. The index of edgewise domination is the number

$$\epsilon(C) = \min \{|F| : F \subset E(C) \text{ is edgewise dominant}\}.$$ 

Our first main result is

**Theorem (3.7).** Let $C$ be a clutter and $I(C)$ be the corresponding edge ideal in $S$. Then

$$\min \{ \text{depth}(S/I(C)), \text{sdepth}(S/I(C)) \} \geq \epsilon(C) + n - |V(C^{\text{red}})|.$$ 

In Section 4, we employ the splitting method in Herzog, Popescu and Vladoiu [13] and estimate the Stanley regularity of $S/I$. This work is related to the article [18] by Lin and McCullough. We show that

**Theorem (4.1).** Let $C = (V, E)$ be a clutter and $C' = (V, E')$ the clutter obtained by removing all edges with free vertices from $C$. Let $\beta(C')$ be the matching number of $C'$. Then

$$\text{sreg}(S/I(C)) \leq |V| - |E| + |E'| - \beta(C').$$

In Section 5, we will start by establishing a key result that is similar to the Castelnuovo-Mumford regularity version by Kalai and Meshulam. We will apply it to give various upper bounds for the Stanley regularity of $S/I$ in terms of various packing invariants of the associated clutter.

To be more specific, we will study the notion of co-chordal cover number of a simple graph $G$, which is the minimum number of co-chordal subgraphs required to cover $G$. Similar to a result by Woodroofe [27], we assert that

**Theorem (5.6).** For any simple graph $G$, we have $\text{sreg}(S/I(G)) \leq \text{cochord}(G)$.

Our last result is based on the notion of 2-collage, introduced by Hà and Woodroofe in [9]. Let $C$ be a clutter. Then a 2-collage for $C$ is a subset $C'$ of edges with the property that for each $E \in E(C)$ we can delete a vertex $v$ so that $E \setminus \{ v \}$ is contained in some edge of $C$. We claim that
Theorem (5.16). If \{ E_1, \ldots, E_s \} is a 2-collage in the clutter \( C \), then

\[
s_{\text{reg}}(S/I(C)) \leq \sum_{i=1}^{s} (|E_i| - 1).
\]

Here is the final comment before we start a new section. Stanley’s conjecture (1.4) is still widely open so far. This happens partly due to the lack of powerful tools like the long exact sequence and the depth lemma [1, Proposition 1.2.9]. What we have so far that is most similar to the depth lemma is as follows: let \( 0 \to M \to N \to L \to 0 \) be a short exact sequence of finitely generated \( \mathbb{Z}^n \)-graded \( S \)-modules, then

\[
\text{sdepth}(N) \geq \min \{ \text{sdepth}(M), \text{sdepth}(L) \}
\]

by [2, Proposition 2.6]. Since the research on depth, projective dimension and Castelnuovo-Mumford regularity depends heavily on applying the depth lemma (or similar results for the other two invariants), it is not a trivial work for establishing parallel results for Stanley depth and Stanley regularity. For instance, it is still conjectured [13] (but not established) that

\[
\text{sdepth}(I) \geq \text{sdepth}(S/I) + 1.
\]

2. Preliminaries. We begin by recalling basic notation and terminology from commutative algebra and combinatorics. For further reading, one can refer to [1, 11, 12, 8].

2.1. Clutters. A clutter \( C = (V, E) \) over the vertex set \( V(C) = V \) consists of a collection \( E(C) = E \) of subsets of \( V \), called the edges of \( C \), with the property that no edge contains another. Clutters are also known as simple hypergraphs or Sperner systems. We will only consider clutters whose vertex set is finite.

Two distinct vertices in \( V(C) \) are neighbors if there is an edge of \( C \) that contains these vertices. A vertex \( v \in V(C) \) is isolated if it does not appear in any edge in \( E(C) \). We will write \( \text{is}(C) \) for the set of isolated vertices and \( C^{\text{red}} \) for the clutter from \( C \) with its isolated vertices removed.
An edge \( e \in E(C) \) is trivial if it contains only one vertex in \( V(C) \). Trivial edges are also called isolated loops. When the cardinality of each edge equals a fixed integer \( d \geq 2 \), the clutter \( C \) is \( d \)-uniform.

A collection of edges in \( C \) is called a matching if the edges in this collection are pairwise disjoint. The maximum size of a matching in \( C \) is called its matching number. The minimal size of a maximal matching is called the minimax matching number.

For a nonempty subset \( A \) of vertices in \( C \), let \( C + A \) denote the clutter whose edges are the minimal sets of \( E(C) \cup \{ A \} \) and whose vertex set is still \( V(C) \). Meanwhile, let \( C : A \) be the clutter whose edges are the minimal sets of \( \{ e \setminus A : e \in E(C) \} \) and whose vertex set is \( V(C) \setminus A \).

For simplicity, we often identify vertex sets with subsets of the variables \( \{ x \} := \{ x_1, \ldots, x_n \} \). If \( A \) is a subset of \( \{ x \} \), we write \( x^A \) for the squarefree monomial \( \prod_{x \in A} x \) in \( S = \mathbb{K}[x_1, \ldots, x_n] \). Thus, the clutter \( C \) corresponds to a squarefree monomial ideal
\[
I(C) = \langle x^e : e \in E(C) \rangle \subset S.
\]
This ideal is called the edge ideal of \( C \). Naturally, the clutters \( C + A \) and \( C : A \) correspond to the squarefree monomial ideals \( \langle I(C), x^A \rangle \) and \( I(C) :_{S} x^A \), respectively.

\textbf{2.2. Filtration depth and Stanley depth.} Recall that a sequence
\[
\mathcal{F} : 0 = M_0 \subset M_1 \subset \cdots \subset M_m = M
\]
of \( \mathbb{Z}^n \)-graded submodules of \( M \) is a prime filtration if each \( M_i/M_{i-1} \cong (S/P_i)(-\mathbf{a}_i) \) for some integral vectors \( \mathbf{a}_i \in \mathbb{Z}^n \) and some monomial prime ideals \( P_i \). The set of the primes \( \{ P_1, \ldots, P_m \} \) is the support of \( \mathcal{F} \), which shall be denoted by \( \text{supp}(\mathcal{F}) \). Now
\[
\text{fdepth}(\mathcal{F}) := \min \{ \dim(S/P) : P \in \text{supp}(\mathcal{F}) \}
\]
is the filtration depth of \( \mathcal{F} \) and
\[
\text{fdepth}(M) := \max \{ \text{fdepth}(\mathcal{F}) : \mathcal{F} \text{ is a prime filtration of } M \}
\]
is the filtration depth of \( M \).

On the other hand, if \( M \) is a nonzero finitely generated \( \mathbb{Z}^n \)-graded \( S \)-module, \( u \in M \) is a homogeneous element and \( Z \) is a subset of \( \{ x \} \), then \( u\mathbb{K}[Z] \) is the \( \mathbb{K} \)-subspace of \( M \) generated by all elements \( uv \) where
v is a monomial in \( \mathbb{K}[Z] \). A presentation of \( M \) as a finite direct sum of such spaces \( \mathcal{D} : M = \bigoplus_{i=1}^{r} u_i \mathbb{K}[Z_i] \) is called a Stanley decomposition of \( M \). Set \( \text{sdepth}(\mathcal{D}) = \min \{|Z_i| : i = 1, \ldots, r\} \) and 
\[
\text{sdepth}(M) = \max \{ \text{sdepth}(\mathcal{D}) : \mathcal{D} \text{ is a Stanley decomposition of } M \}.
\]

We have the following relations among depth, filtration depth and Stanley depth.

**Lemma 2.1** ([14, Proposition 1.3]). Let \( M \) be a nonzero finitely generated \( \mathbb{Z}^n \)-graded \( S \)-module. Then
\[
\text{fdepth}(M) \leq \text{depth}(M), \text{sdepth}(M) \leq \min \{ \dim(S/P) : P \in \text{Ass}(M) \}.
\]

Later in this paper, we need the following facts for Stanley depth.

**Lemma 2.2.** Let \( M \) be a nonzero finitely generated \( \mathbb{Z}^n \)-graded \( S \)-module.

(a) The module \( M \) is \( S \)-free if and only if \( \text{sdepth}(M) = n \).

(b) If \( \text{sdepth}(M) = 0 \), then \( \text{depth}(M) = 0 \).

(c) If \( \text{depth}(M) = 0 \) and \( \dim_{\mathbb{K}} M_a \leq 1 \) for all \( a \in \mathbb{Z}^n \), then \( \text{sdepth}(M) = 0 \).

The proof can be found, for instance, in [2, Proposition 2.13] and [3, Lemma 1.2, Theorem 1.4].

2.3. Stanley regularity. The starting point is Terai’s duality theorem via Alexander dual for squarefree monomial ideals. Let \( I = (x_{11} \cdots x_{1i_1}, \ldots, x_{s1} \cdots x_{si_s}) \subset S = \mathbb{K}[x_1, \ldots, x_n] \) be a squarefree monomial ideal. Then the Alexander dual of \( I \) is
\[
I^\vee = (x_{11}, \ldots, x_{1i_1}) \cap \cdots \cap (x_{s1}, \ldots, x_{si_s})
\]
with the property that \( (I^\vee)^\vee = I \). Terai [25, Corollary 0.3] (see also [12, Proposition 8.1.10]) proved that
\[
\text{proj dim}(I) = \text{reg}(S/I^\vee).
\]

As established in [22, 28], Alexander duality can also be extended to finitely generated squarefree modules. Let \( M \) be such a module and
$D : M = \bigoplus_{i=1}^{r} u_i \mathbb{K}[Z_i]$ a squarefree Stanley decomposition. Then the Stanley regularity of $D$ is

$$sreg(D) := \max \{ \deg(u_i) : 1 \leq i \leq m \}$$

and the Stanley regularity of $M$ is

$$sreg(M) := \min \{ sreg(D) : D \text{ is a Stanley decomposition of } M \}.$$

Similar to (1.5), it is straightforward to see that, for a short exact sequence $0 \rightarrow M \rightarrow N \rightarrow L \rightarrow 0$ of finitely generated squarefree modules, we have

$$sreg(N) \leq \min \{ sreg(M), sreg(L) \}.$$

The following key result plays the same role as the Terai’s duality theorem.

**Lemma 2.3** ([23, Theorem 3.7], [11, Corollary 46]). If $I$ is a squarefree monomial ideal of $S$, then $sreg(S/I) = n - sdepth(I^\vee)$ and $sreg(I) = n - sdepth(S/I^\vee)$.

**Remark 2.4.** Suppose $I$ is a squarefree monomial ideal of $S = \mathbb{K}[x_1, \ldots, x_n]$ and $S' = S[x_{n+1}]$. Then $sreg(IS') = sreg(I)$ and $sreg(S'/IS') = sreg(S/I)$ by virtue of the above lemma together with [14, Lemma 3.6]. In other words, the isolated vertices are irrelevant for computing the Stanley regularity of edge ideals.

The following inequality is dual to the Stanley’s conjecture (1.4).

**Conjecture 2.5** ([23]). Let $J \subset I$ be squarefree monomial ideals. Then $sreg(I/J) \leq \text{reg}(I/J)$.

**Remark 2.6.** Let $I \subset S$ be a squarefree monomial ideal. Then $sreg(S/I) = 0$ if and only if $I$ is a prime ideal generated by a set of variables. To see this, it suffices to mention that $sdepth(I^\vee) = n$ if and only if $I^\vee$ is principal.

3. **Edge domination and Stanley depth.** Let $\mathcal{C}$ be a clutter. The following definition is due to [6].
**Definition 3.1.** A collection $F$ of edges in $C$ is called *edgewise dominant* if, for every vertex $v \in V(C^\text{red})$ which is not contained in some edge of $F$ or contained in a trivial edge, it has a neighbor contained in some edge of $F$. The *index of edgewise domination* is the number

$$
\epsilon(C) = \min \{|F| : F \subset E(C) \text{ is edgewise dominant}\}.
$$

Dao and Schweig [6, Theorem 3.2] proved that $\text{proj dim}(S/I(C)) \leq |V(C^\text{red})| - \epsilon(C^\text{red})$. This result, by a theorem of Auslander and Buchsbaum [1, Theorem 1.3.3], is equivalent to saying that

$$
(3.1) \quad \text{depth}(S/I(C)) \geq \epsilon(C) + n - |V(C^\text{red})|.
$$

It is clear that Stanley’s conjecture (1.4) for $M = S/I(C)$ with the above inequality implies that

$$
(3.2) \quad \text{sdepth}(S/I(C)) \geq \epsilon(C) + n - |V(C^\text{red})|.
$$

This is the result that we want to establish in this section. To this end, let us go over some basic concepts and constructions from the original paper [6].

**Definition 3.2.** A collection $\Phi$ of clutters is *hereditary* if, for any clutter $C \in \Phi$ and any nonempty subset $A$ of vertices of $C$, the clutters $C : A$, $C + A$ and $C^\text{red}$ are all in $\Phi$.

Suppose $\Phi$ is a hereditary collection of clutters and $f : \Phi \to \mathbb{N}$ is a function. We consider the following conditions for $f$.

\begin{enumerate}[(DS.1)]
\item \hspace{1em} $f(C) \leq \max \{ f(C + A), \ f(C : A) \}$ for all $C \in \Phi$ and nonempty $A \subset V(C)$.
\item \hspace{1em} $f(C^\text{red}) = f(C)$ for all $C \in \Phi$.
\item \hspace{1em} $f(C) \leq |V(C)|$ when $E(C) = \emptyset$.
\item \hspace{1em} $f(C) = 0$ when $E(C) = \emptyset$.
\item \hspace{1em} $f(C) = 0$ when $C$ has only trivial edges.
\item \hspace{1em} $f(C) \leq |V(C)|$ when $C$ has only trivial edges.
\item \hspace{1em} For any $C \in \Phi$ with at least one non-trivial edge, there exists a sequence of nonempty subsets $A_1, \ldots, A_t$ of $V(C)$ such that, for the clutters $C_i := C + \sum_{j=1}^i A_j$, the following properties are satisfied:
\begin{itemize}
\item $|\text{is}(C_i)| > 0$ and $f(C_i) + |\text{is}(C_i)| \geq f(C)$, and
\end{itemize}
\end{enumerate}
for each $i$, $f(C_{i-1} : A_i) + |\text{is}(C_{i-1} : A_i)| + |A_i| \geq f(C)$.

**Observation 3.3.** When $g(C) = \text{proj dim}(\mathbb{K}[x_1, \ldots, x_n]/I(C))$ for clutters $C$ with $V(C) = \{x_1, \ldots, x_n\}$, it is clear that $g$ satisfies the above conditions ($\text{DS.1}$), ($\text{DS.2}$), ($\text{DS.4}$) and ($\text{DS.6}$).

The following key lemma with its proof is adapted from [6, Lemma 3.3].

**Lemma 3.4.** Let $\Phi$ be a hereditary class of clutters and $f, g : \Phi \to \mathbb{N}$ two functions such that

(a) $f$ satisfies conditions ($\text{DS.2}$), ($\text{DS.3}$), ($\text{DS.5}$) and ($\text{DS.7}$), and

(b) $g$ satisfies conditions ($\text{DS.1}$), ($\text{DS.2}$), ($\text{DS.4}$) and ($\text{DS.6}$).

Then, for any $C \in \Phi$, $f(C) + g(C) \leq |V(C^\text{red})|$.

**Proof.** We prove by induction on $|V(C)|$. Because of condition ($\text{DS.2}$), we may assume that $C = C^\text{red}$ is a clutter without any isolated vertex. Meanwhile, by conditions ($\text{DS.3}$), ($\text{DS.4}$), ($\text{DS.5}$) and ($\text{DS.6}$), we may further assume that $C$ has at least one non-trivial edge. Therefore, there exists a sequence of sets $A_1, \ldots, A_t$ as in condition ($\text{DS.7}$) for the function $f$.

By condition ($\text{DS.1}$) for the function $g$, we are reduced to the following two cases.

(a) $g(C) \leq g(C_1) \leq \cdots \leq g(C_t) = g(C_t^\text{red})$. Since $|\text{is}(C_t)| > 0$, by induction hypothesis, we have

$$g(C) \leq g(C_t^\text{red}) \leq |V(C_t^\text{red})| - f(C_t)$$

$$\leq (|V(C)| - |\text{is}(C_t)|) - (f(C) - |\text{is}(C_t)|)$$

$$= |V(C)| - f(C).$$

(b) $g(C) \leq g(C_1) \leq \cdots g(C_{i-1}) \leq g(C_{i-1} : A_i)$ for some integer $i \in \{1, 2, \ldots, t\}$. Since

$$|V(C_{i-1} : A_i)| = |V(C_{i-1})| - |A_i| < |V(C_{i-1})| = |V(C)|,$$
we can apply the induction hypothesis and get
\[
g(C) \leq g(C_{i-1} : A) \leq |V((C_{i-1} : A_i)^{\text{red}})| - f(C_{i-1} : A_i) \\
\leq (|V(C_{i-1} : A_i)| - |\text{is}(C_{i-1} : A_i)|) - (f(C) \\
- |\text{is}(C_{i-1} : A_i)| - |A_i|) \\
= (|V(C_{i-1})| - |A_i|) - f(C) + |A_i| = |V(C)| - f(C) .
\]

\[\Box\]

**Lemma 3.5.** Let \( \Phi \) be the collection of all clutters whose vertex set is a subset of \( \{x_1, \ldots, x_n\} \). Then the index of edgewise dominant \( \epsilon \) is a function that satisfies conditions (DS.2), (DS.3), (DS.5) and (DS.7).

**Proof.** It follows easily from the definition that \( \epsilon \) satisfies conditions (DS.2), (DS.3) and (DS.5). As for condition (DS.7), let \( C \) be a clutter with at least one non-trivial edge. Let \( x \) be a vertex in such an edge, and let \( y_1, \ldots, y_t \) be the neighbors of \( x \). If we take \( A_i = \{y_i\} \), then the proof of [6, Theorem 3.2] shows that \( \epsilon \) satisfies condition (DS.7), which we will not repeat here.

Here is the main result of this section.

**Theorem 3.6.** Let \( C \) be a clutter and \( I(C) \) the corresponding edge ideal in \( S \). Then
\[
f\text{depth}(S/I(C)) \geq \epsilon(C) + n - |V(C^{\text{red}})| .
\]

**Proof.** Let \( \Phi \) be the collection of all clutters whose vertex set is a subset of \( \{x_1, \ldots, x_n\} \). It suffices to show that \( g(C) := n - f\text{depth}(S/I(C)) \) is a function from \( \Phi \) to \( \mathbb{N} \) that satisfies conditions (DS.1), (DS.2), (DS.4) and (DS.6).

(a) Since \( f\text{depth}(S/I(C)) \) takes value in \( \{0, 1, \ldots, n = \dim(S)\} \), \( g \) is a function from \( \Phi \) to \( \mathbb{N} \).

(b) Let \( C \) be a clutter in \( \Phi \) and \( A \subset V(C) \). There is a natural short exact sequence
\[
0 \to S/(I(C) : x^A) \to S/I(C) \to S/(I(C), x^A) \to 0 .
\]

Obviously, a prime filtration of \( S/(I(C) : x^A) \) can be combined with a prime filtration of \( S/(I(C), x^A) \) to yield a prime filtration
of $S/I(C)$. Hence,

$$\text{fdepth}(S/I(C)) \geq \min \{ \text{fdepth}(S/(I(C) : x^A), \text{fdepth}(S/(I(C), x^A))\} ,$$

and $g$ satisfies condition (DS.1).

(c) Since $I(C) = I(C^{\text{red}})$ in $S$, the function $g$ satisfies condition (DS.2).

(d) If $C \in \Phi$ with $E(C) = \emptyset$, then $I(C) = 0$. Hence, $g(C) = n - \text{fdepth}(S) = 0$ and satisfies condition (DS.4).

(e) If $C \in \Phi$ has only trivial edges, $I(C) = \langle y : y \in V(C) \rangle$. Thus $\text{fdepth}(S/I(C)) = n - |V(C)|$ and $g$ satisfies condition (DS.6).

Notice that the above result is slightly stronger than [6, Theorem 3.2]:

**Theorem 3.7.** Let $C$ be a clutter and $I(C)$ the corresponding edge ideal in $S$. Then

$$\min \{ \text{depth}(S/I(C)), \text{sdepth}(S/I(C)) \} \geq \epsilon(C) + n - |V(C^{\text{red}})|.$$

**Proof.** Since

$$\text{fdepth}(M) \leq \min \{ \text{depth}(M), \text{sdepth}(M) \} ,$$

by Lemma 2.1, this result follows from Theorem 3.6 immediately.

In particular, we get the nice lower bound (3.2) for the Stanley depth of $S/I(C)$, as expected.

**Corollary 3.8.** Let $C$ be a clutter and $I(C)$ the corresponding edge ideal in $S$. Then there is a prime filtration of $S/I(C)$

$$\mathcal{F} : 0 = M_0 \subset M_1 \subset \cdots \subset M_m = M$$

such that, for each $i$, $M_i/M_{i-1} \cong (S/P_i)(-a_i)$ is of dimension at least $\epsilon(C) + n - |V(C^{\text{red}})|$ and $a_i$ is a squarefree vector in $\mathbb{N}^n$.

**Proof.** As pointed out in [14, Corollary 2.5], the filtration depth of $S/I(C)$ can be computed by checking special partitions of the poset $P^1_{S/I(C)}$ whose elements are the squarefree monomials in $S \setminus I(C)$. Since
\[
\text{fdepth}(S/I(C)) \geq \epsilon(C) + n - |V(C^{\text{red}})| \quad \text{by Theorem 3.6, the expected filtration exists by virtue of [14, Theorem 2.4 (a)].}
\]

4. Splitting and Stanley regularity. If \( I \) is a squarefree monomial ideal minimally generated by monomials \( u_1, \ldots, u_m \) and \( w \) is the smallest number \( t \) such that there exists integers \( 1 \leq i_1 < i_2 < \cdots < i_t \leq m \) such that
\[
\text{lcm}(u_{i_1}, u_{i_2}, \ldots, u_{i_t}) = \text{lcm}(u_1, u_2, \ldots, u_m),
\]
then the number \( \text{deg lcm}(u_1, \ldots, u_m) - w \) is called the \textit{cosize} of \( I \), denoted by \( \text{cosize}(I) \). Now, due to inequality (1.3), we have
\[
(4.1) \quad \text{sreg}(S/I(C)) \leq \text{cosize}(I(C))
\]
by [13, Corollary 3.4].

Suppose in the above setting each monomial \( u_i \) contains a free variable, i.e., a variable that divides this \( u_i \) but not any other monomial generator. Then the Taylor resolution of \( S/I \) is minimal by [18, Proposition 4.1] and \( \text{reg}(S/I) \) is exactly the number \( |X| - m \) where \( X \) is the set of variables showing in these \( u_i \)'s. Due to Conjecture 2.5, it is natural to ask whether the inequality
\[
(4.2) \quad \text{sreg}(S/I(C)) \leq |X| - m
\]
holds in general. As a matter of fact, the inequality (4.2) holds as a special case of the inequality (4.1) by recognizing that \( \text{cosize}(I) = |X| - m \). On the other hand, equality does not hold for (4.2) in general. For instance, when \( I = \langle x_1x_2 \cdots x_n \rangle \) is a principal ideal, then \( \text{sreg}(S/I) = \lfloor n/2 \rfloor < n - 1 \) for \( n \geq 3 \).

Vertices of a clutter \( C \) that correspond to the free variables for its edges ideal \( I(C) \) are also free, i.e., an edge \( e \in E(C) \) is said to contain a free vertex if there exists some vertex \( x \in e \) such that \( x \) does not belong to any other edges in \( C \). The subsequent generalization of the inequality (4.2) is parallel to [18, Theorem 4.9]. We adopt the following version, rephrased by [8, Theorem 4.20].

**Theorem 4.1.** Let \( C = (V, E) \) be a clutter and \( C' = (V, E') \) the clutter obtained by removing all edges with free vertices from \( C \). Let \( \beta(C') \) be
the matching number of $C'$. Then

$$sreg(S/I(C)) \leq |V| - |E| + |E'| - \beta(C').$$

Since our proof for Theorem 4.1 and Lemma 5.15 depends heavily on the splitting method in [13], we will outline the key ingredients here.

**Construction 4.2.** Let $I = \bigcap_{i=1}^{s} P_i$ be an irredundant primary decomposition of the squarefree monomial ideal $I$ in $S$. All the $P_i$’s are necessarily generated by subsets of $\{x_1, \ldots, x_n\}$. We will take the variables in some specific $P_1$ as a splitting set. Without loss of generality, we may choose $P_1 = \langle x_1, x_2, \ldots, x_r \rangle$. Write $S' = \mathbb{K}[x_1, \ldots, x_r]$ and $S'' = \mathbb{K}[x_{r+1}, \ldots, x_n]$. For each $P_i$, let $P'_i = P_i \cap S'$ and $P''_i = P_i \cap S''$. Now, for each subset $\tau \subset \{1, 2, \ldots, s\}$, let $I_{\tau}$ be the $\mathbb{Z}^n$-graded $\mathbb{K}$-vector space spanned by the set of monomials of the form $w = uv$, where $u \in S'$ and $v \in S''$ are monomials with $u \in \bigcap_{j \notin \tau} P_j \setminus \sum_{j \in \tau} P_j$ and $v \in \bigcap_{j \in \tau} P_j$. Thus, by [13, Proposition 2.1], $I = \bigoplus_{\tau \subset \{s\}} I_{\tau}$ is a decomposition of $I$ as a direct sum of $\mathbb{Z}^n$-graded $\mathbb{K}$-subspaces of $I$ with $I_{\{s\}} = 0$. By the explanation after [13, Proposition 2.1], we can write $I_{\tau}$ as $I_{\tau} = H_{\tau} \otimes_{\mathbb{K}} L_{\tau}$, where

$$H_{\tau} = \frac{\bigcap_{j \notin \tau} P'_j + \sum_{j \in \tau} P'_j}{\sum_{j \in \tau} P'_j}$$

and $L_{\tau} = \bigcap_{j \in \tau} P''_j$.

**Proof of Theorem 4.1.** Without loss of generality, we may assume that edges $e_1, \ldots, e_a$ are removed from $C$ to get the clutter $C'$. We also assume that $\beta(C') = b$ such that edges $e_{a+1}, \ldots, e_{a+b}$ form a maximal matching in $C'$. Let the remaining edges be $e_{a+b+1}, \ldots, e_{a+b+c}$. Since we can also assume that $C$ contains no isolated vertices, we are reduced to proving that

$$sreg(S/I(C)) \leq n - (a + b + c) + (b + c) - b = n - a - b.$$ 

For each edge $e_i$ of $C$, there is a corresponding monomial prime ideal $P_i = \langle x_j : x_j \in e_i \rangle \subset S$. Now $I(C)^{\vee} = \bigcap_{i=1}^{s} P_i$. Since $C$ contains no
isolated vertices, $\sum_{i=1}^{s} P_i = \langle x_1, \ldots, x_n \rangle$. We need to prove that
\begin{equation}
\text{sdepth} \left( \bigcap_{i=1}^{a+b+c} P_i \right) \geq a + b.
\end{equation}

We will prove by induction on the number $a+b+c$. When $a+b+c = 1$, this is trivial. When $b = 0$, $C'$ has no edge and all the edges of $C$ contain free vertices. In this situation, $\text{size}(I(C)^\vee) = a - 1$. Thus we are done, thanks to the inequality (1.3).

In the following, we consider the case when $b \geq 1$ and assume that (4.4) holds for smaller $a + b + c$. We will split using the variables in $P_{a+1}$ as in Construction 4.2 and define the rings $S'$ and $S''$ accordingly. For each $k = 1, \ldots, a$, we may assume that $x_{ik}$ is a free vertex in $e_k$. Necessarily, $x_{ik} \in P''_k$. Another key observation is that $P'_i = 0$ for $i = a+2, \ldots, a+b$.

The dual ideal $I(C)^\vee$ has a $\mathbb{Z}^n$-graded $\mathbb{K}$-subspace decomposition
\[ I(C)^\vee = \bigoplus_{\tau \subseteq [a+b+c]} I_\tau \text{ with } I_{[a+b+c]} = 0. \]
It suffices to consider the case when $I_\tau = H_\tau \otimes_{\mathbb{K}} L_\tau \neq 0$; whence $H_\tau \neq 0$ and $L_\tau \neq 0$. But for $H_\tau \neq 0$ in the presentation (4.3), we need $a+1 \not\in \tau$ and $i \in \tau$ for $i = a+2, \ldots, a+b$. Notice that $H_\tau$ is isomorphic to a squarefree monomial ideal in $\mathbb{K}[x_i \mid x_i \in P_i \setminus \sum_{j \in \tau} P_j]$. Thus, when $H_\tau$ is nonzero, $\text{sdepth}_{S'}(H_\tau) \geq 1$ by Lemma 2.2.

Next, we demonstrate that $\text{sdepth}(L_\tau) \geq a + b - 1$ when $L_\tau \neq 0$. Notice that $L_\tau = \bigcap_{j \in \tau} P''_j$ with $\{a+2, \ldots, a+b\} \subset \tau$. Suppose that the intersection $L_\tau = \bigcap_{j \in \tau} P''_j$ is an irredundant primary decomposition of $L_\tau$. Obviously, $\tau'$ is a non-empty subset of $\tau$. For each $i \in \{a+2, \ldots, a+b\}$, if $i \in \tau \setminus \tau'$, there must exist some $P''_{k_i}$ with $P''_{k_i} \subset P''_i$ and $k_i \in \tau'$. Since $P''_1, \ldots, P''_a$ all contain free variables while $e_{a+1}, \ldots, e_{a+b}$ are pairwise disjoint, this $k_i \in \tau \cap \{a+b+1, \ldots, a+b+c\}$ and $P''_{k_i}$ is contained in at most one such $P''_j$ when we limit $j$ to $\{a+2, \ldots, a+b\}$.

Let us check the clutter $\widehat{C}$ containing edges corresponding to the prime ideals $P''_i$ with $i \in \tau'$. For each $i \in \{1, \ldots, a\} \cap \tau'$, let $\widehat{e}_i$ be the corresponding edge. This $\widehat{e}_i$ still contains a free vertex. For each $i \in \{a+2, \ldots, a+b\}$, if $i \in \tau'$, let $\widehat{e}_i$ be the edge corresponding to $P''_i$; otherwise, let $\widehat{e}_i$ be the edge corresponding to $P''_{a+b}$. The edges $\widehat{e}_{a+2}, \ldots, \widehat{e}_{a+b}$ are pairwise disjoint. Thus, by induction hypothesis, we
have
\[ \text{sdepth}_{S'}(L_{\tau}) \geq (n - \text{ht}(P_{a+1})) - \text{ht} \left( \sum_{j \in \tau'} P''_j \right) + |\tau' \cap \{1, \ldots, a\}| + (b-1). \]

When \( k \in \{1, \ldots, a\} \setminus \tau' \), \( x_{ik} \in S'' \setminus \sum_{j \in \tau'} P''_j \). Hence,
\[ n - \text{ht}(P_{a+1}) - \text{ht} \left( \sum_{j \in \tau} P''_j \right) \geq |\{1, \ldots, a\} \setminus \tau'|. \]

Consequently,
\[ \text{sdepth}(L_{\tau}) \geq |\{1, \ldots, a\} \setminus \tau'| + |\tau' \cap \{1, \ldots, a\}| + (b-1) = a + b - 1. \]

Now
\[ \text{sdepth}(I_{\tau}) \geq \text{sdepth}(H_{\tau}) + \text{sdepth}(L_{\tau}) \geq 1 + a + b - 1 = a + b, \]
as expected. Finally, we arrive at the desired inequality
\[ \text{sdepth}_S(I_{\tau}) \geq \min \{ \text{sdepth}_S(I_{\tau}) : \tau \subseteq [a+b+c] \text{ and } I_{\tau} \neq 0 \} \geq a + b. \]

5. Packing and Stanley regularity. Let \( I_1, \ldots, I_s \) be squarefree monomial ideals in \( S \). In [16], Kalai and Meshulam obtained the following results:

\( (a) \) \( \text{reg}(S/\bigcap_{i=1}^s I_i) \leq \sum_{i=1}^s \text{reg}(S/I_i) \), and

\( (b) \) \( \text{reg}(\bigcup_{i=1}^s I_i) \leq \sum_{i=1}^s \text{reg}(I_i) \).

These results were later extended to arbitrary (not necessarily square-free) monomial ideals by Herzog [10]. Since the above inequalities play an indispensable role in the research of [27, 9], we will start by generalizing these results to the Stanley regularity of squarefree monomial ideals.

**Lemma 5.1.** Let \( I_1, \ldots, I_s \) be squarefree monomial ideals in \( S = \mathbb{K}[x_1, \ldots, x_n] \). Then
\[ \left( \bigcup_{i=1}^s I_i \right)^\vee = \bigcap_{i=1}^s I_i^\vee \quad \text{and} \quad \left( \bigcap_{i=1}^s I_i \right)^\vee = \bigcup_{i=1}^s I_i^\vee. \]
Proof. The first equality follows from definition. The second equality follows from the first one by using the duality \((I^\vee)^\vee = I\).

Lemma 5.2. Let \(I_1, \ldots, I_s\) be squarefree monomial ideals in \(S = \mathbb{K}[x_1, \ldots, x_n]\). Then

(a) \(\sreg(S/\sum_{i=1}^s I_i) \leq \sum_{i=1}^s \sreg(S/I_i)\), and

(b) \(\sreg(\bigcap_{i=1}^s I_i) \leq \sum_{i=1}^s \sreg(I_i)\).

Proof. (a) We have

\[
\sreg \left( S/\sum_{i=1}^s I_i \right) = n - \sdepth \left( \sum_{i=1}^s I_i \right) = n - \sdepth \left( \bigcap_{i=1}^s I_i \right) \\
\leq n - \left( \sum_{i=1}^s \sdepth(I_i^\vee) \right) - (s-1)n
\]

\[
= \sum_{i=1}^s (n - \sdepth(I_i^\vee)) = \sum_{i=1}^s \sreg(S/I_i).
\]

For inequality (*) above, we have applied [4, Corollary 2.11 (1)].

(b) This result can be similarly proved by applying [4, Corollary 2.11 (4)].

5.1. Simple graphs. In this subsection, we will restrict ourselves to the simple graphs, namely, those clutters whose edges all contain exactly two distinct vertices. We will in general denote such a simple graph by \(G\) instead of \(C\). And \(\overline{G}\) shall be the complement graph of \(G\).

Corollary 5.3. If \(G = mK_2\) is the simple graph of \(m\) disjoint edges, then \(\sreg(S/I(G)) = \lceil m/2 \rceil\).

Proof. It is straightforward to see that the claim holds when \(m = 1\) and \(m = 2\). Thus, after partitioning \(mK_2 = 2K_2 + \cdots + 2K_2\) when \(m\) is even and \(mK_2 = 2K_2 + \cdots + 2K_2 + K_1\) when \(m\) is odd, we get \(\sreg(S/I(mK_2)) \leq \lceil m/2 \rceil\) by Lemma 5.2(a).

On the other hand, we may assume that \(G\) contains no isolated vertex. Now, all squarefree monomials in \(I(mK_2)^\vee\) have degree at least \(m\). It is easy to see that there are exactly \(2^m\) of them having degree \(m\) and \(m2^{m-1}\) of them having degree \(m+1\). Thus,
sdepth\((I(mK_2)^\vee)\) \leq m + \lceil m2^{m-1}/2^m \rceil = m + \lfloor m/2 \rfloor \) by \([15, \text{Lemma} 2.4]\). Thus, \(\text{sreg}(S/I(mK_2)) \geq 2m - (m + \lfloor m/2 \rfloor) = \lfloor m/2 \rfloor\).

If \(A \subset V(G)\), then \(G \setminus A\) denotes the induced subgraph on \(V(G) \setminus A\). When \(A = \{ x_v \}\) consists of exactly one vertex, we will write \(G \setminus x_v\) instead of \(G \setminus A\).

A \emph{clique} of \(G\) is a subset of pairwise adjacent vertices. Cliques are not required to be maximal. Now, for a vertex \(x \in V(G)\), the set of \emph{neighbors} of \(x\) is given by

\[
N(x) = \{ y \in V(G) \mid \{ x, y \} \in E(G) \}.
\]

The vertex \(x\) is \emph{simplicial} if \(N(x)\) induces a clique in \(G\).

**Lemma 5.4.** Let \(G\) be a simple graph with \(V(G) = \{ x_1, \ldots, x_n \}\) and \(x_v\) a simplicial vertex of \(G\). Let \(G_1 = G \setminus x_v\) and \(I = I(G), J = I(G_1)\) be the corresponding edge ideals in \(S = \mathbb{K}[x_1, \ldots, x_n]\).

(a) If \(J \neq 0\), then \(\text{sreg}(S/I) \leq \text{sreg}(S/J)\).

(b) If \(J = 0\), then \(\text{sreg}(S/I) = 1\).

**Proof.**

(a) Suppose \(J \neq 0\). We will follow the strategy of \([20, \text{Theorem} 2.7]\). By Lemma 2.3, it suffices to show that \(\text{sdepth}(I^\vee) \geq \text{sdepth}(J^\vee)\). We may assume that \(N(x_v) = \{ x_1, \ldots, x_{v-1} \}\) and the minimal monomial generators of \(J\) belong to \(\mathbb{K}[x_1, \ldots, x_v, \ldots, x_n]\). Now \(I = J + \langle x_v, x_i : v < i \leq n \rangle\). Since \(x_v\) is a simplicial vertex of \(G\), we have \(x_{v+1} \cdots x_n \in J^\vee\). Now,

\[
I^\vee = J^\vee \cap \left( \bigcap_{i=v+1}^n \langle x_v, x_i \rangle \right)
= J^\vee \cap \langle x_v, x_{v+1} \cdots x_n \rangle
= (\langle x_v \rangle \cap J^\vee) + \langle x_{v+1} \cdots x_n \rangle
\]

with the property that \((\langle x_v \rangle \cap J^\vee) \cap \langle x_{v+1} \cdots x_n \rangle = \langle x_v x_{v+1} \cdots x_n \rangle\) and \(\langle x_v \rangle \cap J^\vee = x_v J^\vee\). Therefore, by \([2, \text{Proposition} 2.6]\), we
have

\[
\text{sdepth}(I^\vee) \geq \min \{ \text{sdepth}(x_vJ^\vee), \\
\text{sdepth}(\langle x_{v+1} \cdots x_n \rangle/\langle x_v \cdots x_n \rangle) \}
\]

\[
= \min \{ \text{sdepth}(J^\vee), \text{sdepth}(S/\langle x_v \rangle) \}
\]

\[
= \min \{ \text{sdepth}(J^\vee), n-1 \}
\]

\[
= \text{sdepth}(J^\vee).
\]

Notice that \(\text{sdepth}(J^\vee) = n\) if and only if \(J^\vee\) is principal, whence \(J\) is a prime ideal generated by a set of variables. But this cannot happen for the edge ideal of a finite simple graph, unless \(J = 0\).

(b) Suppose \(J = 0\). We might assume that \(x_v = x_1\) and \(I = x_1 \langle x_2, \ldots, x_n \rangle\). Now \(I^\vee = \langle x_1, x_2 \cdots x_n \rangle\) is two-generated; thus, \(\text{sdepth}(I^\vee) = n - 1\) by [14, Corollary 3.5]. It follows that \(\text{sreg}(I) = 1\). \(\square\)

A graph \(G\) is chordal if every induced cycle in \(G\) has length 3 and is co-chordal if the complement graph \(\overline{G}\) is chordal. It follows from Fröberg’s classification of edge ideals with linear resolutions [14] that \(\text{reg}(R/I(G)) \leq 1\) if and only if \(\overline{G}\) is co-chordal. Due to Conjecture 2.5, it is natural to prove the following result that is partially parallel to Fröberg’s classification.

**Theorem 5.5.** If \(G\) is a co-chordal graph with at least one edge, then \(\text{sreg}(S/I(G)) \leq 1\).

**Proof.** As observed by [20, Theorem 2.8], the paper [7] has actually shown that a simple graph is chordal if and only if every induced subgraph of it has a simplicial vertex. Thus, we use a induction on the number of vertices of the complement graph \(\overline{G}\) and apply Lemma 5.4. \(\square\)

The co-chordal cover number, denoted by \(\text{cochord}(G)\), is the minimum number of co-chordal subgraphs required to cover the edges of \(G\). Like [27, Lemma 1], we have the following result

**Theorem 5.6.** For any simple graph \(G\), we have \(\text{sreg}(S/I(G)) \leq \text{cochord}(G)\).
Proof. We cover the graph $G$ by co-chordal subgraphs $G_1, \ldots, G_c$ where $c = \text{cochord}(G)$ and let $I_i = I(G_i)$. Now the result follows directly from Theorem 5.5 and Lemma 5.2 (a).

An independent set of $G$ is a subset of pairwise non-adjacent vertices. And $G$ is a split graph if $V(G)$ can be partitioned into a clique and an (induced) independent set. Split graphs are both chordal and co-chordal. Covering the edges of $G$ with split graphs allows us to have

Corollary 5.7. If $G$ is a simple graph such that $V(G)$ can be partitioned into an (induced) independent set $J_0$ together with $s$ cliques $J_1, \ldots, J_s$, then $\text{sreg}(S/I(G)) \leq s$.

Corollary 5.8. If $G$ is a simple graph such that $A \subset V(G)$ induces a clique, then

$$\text{sreg}(S/I(G)) \leq \text{sreg}(S/I(G \setminus A)) + 1.$$  

Corollary 5.9. If $G$ is a simple graph and $\beta(G)$ is the minimax matching number of $G$, then $\text{sreg}(S/I(G)) \leq \beta(G)$.

The proofs for the above three corollaries are similar to those for [27, Theorems 2, 3 and 11], and we will not repeat them here.

Remark 5.10. It is not difficult to see that the invariant $\beta(G)$ in Corollary 5.9 is bounded above by $\text{cosize}(I(C))$; thus, the result we established in Theorem 5.6 is better in this situation.

Here are some additional applications of Theorem 5.6. Recall that an interval graph is an intersection graph of a family of intervals (closed, open or half-open) on the real line. Interval graphs are chordal. A co-interval graph is the complement of an interval graph. The boxicity of a graph $G$, denoted $\text{box}(G)$, is the cardinality of the smallest edge covering of $\overline{G}$ by co-interval spanning subgraphs (by an equivalent definition by [5, Corollary 3.1]). Thus, $\text{cochord}(G) \leq \text{box}(\overline{G})$. As a corollary to Theorem 5.6, we have

Corollary 5.11. If $G$ is a simple graph, then $\text{sreg}(R/I(G)) \leq \text{box}(\overline{G})$. 

Corollary 5.12. If \( G \) is a co-planar graph, namely, if \( \overline{G} \) is planar, then \( \text{sreg}(S/I(G)) \leq 3 \).

Proof. It follows directly from the fact that \( \text{box}(\overline{G}) \leq 3 \) ([26]). \( \square \)

Remark 5.13. We are not sure whether the upper bound of the above inequality can be achieved as in [27, Proposition 18]. Notice that, for the special case when the graph \( G = 3K_2 \), it is clear that \( \overline{G} \) is the 1-skeleton of the Octahedron, hence planar. However, \( \text{sreg}(S/I(G)) = 2 \) by Corollary 5.3.

Remark 5.14. When \( G \) is a simple graph, an induced matching in \( G \) is a matching which forms an induced subgraph of \( G \) and that \( \text{indmatch}(G) \) denotes the number of edges in a largest induced matching. We have \( \text{reg}(S/I(G)) \geq \text{indmatch}(G) \) by [17, Lemma 2.2]. Unfortunately, we do not have \( \text{sreg}(S/I(G)) \geq \text{indmatch}(G) \). For instance, \( \text{sreg}(S/I(2K_2)) = 1 < \text{indmatch}(2K_2) = 2 \).

5.2. Clutters. In this subsection, we will consider an upper bound of Stanley regularity in terms of combinatorial data from general clutters. To be more specific, let \( \mathcal{C} \) be a clutter. Then a 2-collage for \( \mathcal{C} \), as defined in [9], is a subset \( C \) of edges with the property that, for each \( e \in E(\mathcal{C}) \), we can delete a vertex \( v \) so that \( e \setminus \{v\} \) is contained in some edge of \( C \). In particular, when \( \mathcal{C} \) is a uniform clutter, the condition for \( \mathcal{C} \) to be a 2-collage is equivalent to saying that, for any edge \( e \) not in \( C \), there is an edge \( f \in C \) such that the cardinality of the symmetric difference of \( e \) and \( f \) is 2.

Lemma 5.15. If \( \{e_1\} \) is a 2-collage for the clutter \( \mathcal{C} \), then \( \text{sreg}(S/I(\mathcal{C})) \leq |e_1| - 1 \).

Proof. It suffices to show that \( \text{sdepth}_S(I^\vee) \geq n - |e_1| + 1 \) where \( I = I(\mathcal{C}) \). Suppose the edge set is \( E(\mathcal{C}) = \{e_i : 1 \leq i \leq s\} \). For each edge \( e_i \) of \( \mathcal{C} \), there is a monomial prime ideal \( P_i = \langle x_j : x_j \in e_i \rangle \subset S \). Now \( I^\vee = \bigcap_{i=1}^s P_i \). Without loss of generality, we may assume that \( \sum_{i=1}^s P_i = \langle x_1, \ldots, x_n \rangle \) and \( P_1 = \langle x_1, \ldots, x_r \rangle \) with \( 1 \leq r \leq n - 1 \).
We will use $Y = \{ x_1, \ldots, x_r \}$ as the splitting set in Construction 4.2 and define the rings $S'$ and $S''$ accordingly. Now, $I^\vee = \bigoplus_{\tau \subseteq [s]} I_\tau$ is a decomposition of $I^\vee$ as a direct sum of $\mathbb{Z}^n$-graded $K$-subspaces of $I^\vee$.

When $\tau = \emptyset$, $\text{sdepth}_S(I_\emptyset) = \text{sdepth}_{S'}(I^\vee \cap S') + n - r \geq 1 + n - r$ by Lemma 2.2.

When $\tau \neq \emptyset$, we can write $I_\tau$ as $I_\tau = H_\tau \otimes_K L_\tau$ where

$$H_\tau = \frac{\bigcap_{j \notin \tau} P'_j + \sum_{j \in \tau} P'_j}{\sum_{j \in \tau} P'_j}$$

and $L_\tau = \bigcap_{j \in \tau} P''_j$. Since $e_1$ is a 2-collage for $C$, $P''_1 = 0$ and each $P''_i$ is principal for $2 \leq i \leq s$. In particular, if $L_\tau$ is nonzero, then it is principal and $\text{sdepth}_{S''}(L_\tau) = \dim(S''_\tau) = n - r$. Meanwhile, as in the proof of Theorem 4.1, we know $\text{sdepth}_{S'}(H_\tau) \geq 1$. Consequently, if $I_\tau \neq 0$, then $\text{sdepth}_S(I_\tau) \geq \text{sdepth}_{S'}(H_\tau) + \text{sdepth}_{S''}(L_\tau) \geq 1 + n - r$ by [21, Lemma 1.2].

Now $\text{sdepth}_S(I^\vee) \geq \min \{ \text{sdepth}_S(I_\tau) : \tau \subseteq [s] \text{ and } I_\tau \neq 0 \} \geq 1 + n - r = 1 + n - |e_1|$. □

**Theorem 5.16.** If $\{ e_1, \ldots, e_s \}$ is a 2-collage in the clutter $C$, then

$$\text{sreg}(S/I(C)) \leq \sum_{i=1}^{s} (|e_i| - 1).$$

**Proof.** As in the proof for [9, Theorem 1.2], for each edge $e_i$ in the assumption, we set $H_i$ to be the clutter consisting of all edges $e$ with $e \setminus \{ v \} \subset e_i$ for some vertex $v$. Now $E(C) = \bigcup_{i=1}^{s} E(H_i)$ and each $H_i$ satisfies the condition of Lemma 5.15. Now, we apply Lemma 5.2 (a). □
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