ABSTRACT

Few-shot semantic segmentation aims to recognize novel classes with only very few labelled data. This challenging task requires mining of the relevant relationships between the query image and the support images. Previous works have typically regarded it as a pixel-wise classification problem. Therefore, various models have been designed to explore the correlation of pixels between the query image and the support images. However, they focus only on pixel-wise correspondence and ignore the overall correlation of objects. In this paper, we introduce a mask-based classification method for addressing this problem. The mask aggregation network (MANet), which is a simple mask classification model, is proposed to simultaneously generate a fixed number of masks and their probabilities of being targets. Then, the final segmentation result is obtained by aggregating all the masks according to their locations. Experiments on both the PASCAL-5i and COCO-20i datasets show that our method performs comparably to the state-of-the-art pixel-based methods. This competitive performance demonstrates the potential of mask classification as an alternative baseline method in few-shot semantic segmentation. Our source code will be made available at https://github.com/TinyAway/MANet.
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Although established methods can achieve good results in FSS, they are all pixel-based, which is not in line with the way human beings perceive objects because humans are better at recognizing whole objects than parts of objects. Therefore, to address this issue, we attempt to explore the association of whole objects between the query image and the support images. Inspired by mask classification methods [He et al., 2017; Hariharan et al., 2014; Kirillov et al., 2019; Cheng et al., 2021], we enable the model to automatically generate a set of masks of all the objects in the query image. Then, the problem of FSS can be transformed into determining whether the masks correspond to the foreground or background.

In this paper, a mask aggregation network (MANet), which is a simple but effective model, is proposed for tackling the challenges of FSS via mask classification. Similar to the previous FSS methods, we also adopt a two-branch structure, which includes a mask branch and a category branch (see Fig. 1). The mask branch aims to generate a set of binary masks by decoding the query features, while the category branch calculates the probability that each mask is the target by comparing the query features and the support prototypes. All the masks will be aggregated according to their locations to produce the final segmentation result. Finally, to enable the two branches to achieve their goals, a grid loss is designed to guide the model to produce correct masks. Comprehensive experiments on the PASCAL-5′ and COCO-20′ datasets are conducted to evaluate the performance of our method. In summary, the main contributions of this paper are threefold:

- Based on the perception of whole objects, we develop a novel two-branch model that can solve the problem of FSS by aggregating local mask information. To the best of our knowledge, we are the first to use mask classification for FSS.
- By leveraging an elaborate grid loss, our model converges well during training and can more accurately extract the masks and the corresponding categories of objects.
- The proposed method achieves competitive results on the PASCAL-5′ dataset (mIoU: 61.2% for 1-shot and 64.5% for 5-shot segmentation) and COCO-20′ dataset (mIoU: 36.4% for 1-shot and 44.2% for 5-shot segmentation), which provides compelling evidence that mask classification is an effective method for FSS.

Figure 1: Comparison between the pixel-based few-shot segmentation framework (top) and our proposed mask-based method (bottom). Typical FSS methods focus on classifying all the pixels of the query image through the relevance to the support images. Our method attempts to generate a set of masks and assign them exact categories simultaneously.

2 Related work

2.1 Semantic segmentation

Semantic segmentation requires dense prediction of pixels, which is a widely studied problem in the field of computer vision. Mainstream segmentation methods [Ronneberger et al., 2015; Badrinarayanan et al., 2017; Chen et al., 2018; Noh et al., 2015] typically employ an encoder-decoder structure to realize end-to-end training. The encoder extracts high-dimensional semantic features at low resolution along the convolutional pathways, while the decoder gradually recovers the resolution of the feature maps and obtains a segmentation mask through upsampling blocks. Based on this structure, variants have been proposed for obtaining more accurate results. In U-Net [Ronneberger et al., 2015], skip
connections are added between the encoder and the decoder to decrease the loss of scale information in the encoding process. DeepLab V3+ [Chen et al., 2018] uses several convolution kernels with different scales to accurately capture the spatial information of high-level semantic feature maps. DANet [Fu et al., 2019] leverages two different attention modules to learn the spatial and channel interdependencies of features. Although these methods have been shown to be effective, they can achieve good results only if many labelled samples are available for training. Moreover, a dramatic decrease in accuracy occurs when they are used to segment unseen classes.

### 2.2 Few-shot segmentation

The objective of few-shot segmentation is to obtain helpful information from few labelled data for segmenting query images that contain novel classes. Recent works often formulate FSS from the perspective of metric learning. PL [Dong and Xing, 2018] produces a prototype for each class via GAP. The segmentation result is obtained by comparing the support prototypes and the query features. In PANet [Wang et al., 2019], it is assumed that a good FSS model should be able to not only segment the query image through a prototype of the support image but also correctly segment the support image by calculating a prototype of the query image. Therefore, it uses a prototype alignment strategy to fully exploit the support knowledge. CANet [Zhang et al., 2019] uses the convolution operation instead of cosine similarity to adaptively obtain the correlation between the query features and the support features. PFENet [Tian et al., 2020] considers that high-level layers of the encoder can provide rich semantic information. It leverages an extra prior map that is generated from high-level semantic information to further guide the subsequent segmentation steps. The methods that are discussed above are all pixel-based, which obtain segmentation results by comparing the features of the pixels in the query image and the features of the target pixels in the support image. However, they are unstable and easily make mistakes when the query image and the support image differ substantially.

### 2.3 Mask classification

Mask classification is usually used in instance segmentation tasks. To segment all the individual objects, a DCNN is usually employed to automatically generate a set of masks, which are much more numerous than the objects. Mask R-CNN [He et al., 2017] utilizes a region proposal network (RPN) to generate bounding boxes and then extracts foreground areas from them using an FCN. SOLO [Wang et al., 2020a] divides the image into regions, each of which generates a binary mask for the object in it. DETR [Carion et al., 2020] further adopts a small fixed number of learnable positional embeddings to transform an image sequence into a mask sequence. However, the accuracies of these methods are limited due to their dependence on object bounding boxes. Recently, MaskFormer [Cheng et al., 2021] was proposed, which attempts to represent all the pixels of a category as a mask; this enables mask classification to be used in semantic segmentation. Following this strategy, our model automatically generates masks of all the objects and then divides each mask into foreground or background by making dense comparisons on the query features and the support prototypes.

### 3 Problem setting

The objective of few-shot segmentation is to train a model that can segment unseen classes with only one or a few annotated data. Suppose that the model is trained on a dataset $D_{train}$ with class set $C_{train}$; the goal is to evaluate the model on another dataset $D_{test}$ with class set $C_{test}$, where $C_{train} \cap C_{test} = \emptyset$. In contrast to the common training mode of semantic segmentation, which directly inputs the training samples into the model, in our method, both the training set and the testing set are divided into many episodes. Each episode consists of a query set $Q = \{I^q, M^q\}_{i=1}^K$ and a support set $S = \{(I^s_i, M^s_i)\}_{i=1}^K$, where $I^q$ and $M^q$ are the image and its corresponding mask, respectively, and $K$ denotes the number of support images. During training, the model iteratively and randomly samples episodes from $D_{train}$ to learn a mapping from the support set $S$ and query image $I^q$ to the query mask $M^q$. Then, the trained model is evaluated on the testing set in the same way.

### 4 Our method

In this section, we introduce the architecture of the proposed method and its loss function. Fig. [2] illustrates the structure of our proposed MANet. We adopt an encoder-decoder architecture, as is used in most FSS methods. A well-trained encoder (ResNet [He et al., 2016] pre-trained on ImageNet [Krizhevsky et al., 2012]) is used to extract high-dimensional features of the query and support images, and then a decoder is leveraged to predict the final mask by computing the correlation between the query features and the support features. However, in contrast to other FSS methods, as discussed above, we employ a mask classification method to obtain the final prediction. Herein, inspired by YOLO [Redmon et al., 2016], each query image is divided into an $S \times S$ grid. If the centre of an object falls within a grid cell, then this
Figure 2: Overview of the proposed MANet. The query image is divided into an S×S grid. The query image and the support image are first input into a pre-trained backbone network to obtain the query features and the support features, respectively. The cosine similarity of high-level features is calculated to obtain correlation maps, and masked GAP is employed on middle-level features to generate prototypes. Then, the model is divided into two branches. The category branch aims to predict the category of the objects in each grid cell. The mask branch generates a total of $S^2$ masks for all the grid cells. Finally, the segmentation result is produced by matrix multiplication of the categories and the masks.

A grid cell is responsible for extracting the mask and the category of this object. We introduce a two-branch structure for implementing both tasks, which includes a category branch and a mask branch. The purpose of the category branch is to determine whether the object in each grid cell corresponds to the foreground or background, and the mask branch is used to obtain a binary mask of the object in each grid cell. Finally, all the masks are aggregated according to their location information via simple matrix multiplication. Moreover, a grid loss is designed to enable the two branches to perform their respective functions. Our model is presented in detail in the following.

### 4.1 Category branch

The category branch is used to obtain the categories to which the objects in each grid cell belong. This branch has three inputs: query feature maps, an expanded prototype and a correlation map. The query feature maps are the middle-level semantic features that are extracted from the query image by the encoder. The dimension of each feature map is compressed to 256 via a 1×1 convolution operation. The prototype is obtained by using masked GAP for middle-level support features. Then, it is expanded to the same size as the query feature maps. The correlation map is similar to the prior mask that is used in PFENet [Tian et al., 2020]. First, the cosine similarity $C_Q$ is calculated between high-level query features $x_q \in x_Q$ and support features $x_s \in x_S$ as

$$\cos (x_q, x_s) = \frac{x_q^T x_s}{\|x_q\| \|x_s\|}, q, s \in \{1, 2, ..., HW\}$$  (1)

where H and W are the height and width, respectively, of the query feature maps. Then, $C_Q$ is normalized to between 0 and 1 as

$$C_Q = \frac{C_Q - \min(C_Q)}{\max(C_Q) - \min(C_Q) + \varepsilon}$$  (2)

where $\varepsilon$ is a constant, which is set to $1e^{-7}$. After all the inputs are obtained, they are concatenated along the channel dimension. Thus, the channel dimension becomes 256+256+1. Then, we compress it to 256 dimensions with a 1×1 convolution operation. As indicated in Fig. 3, this branch consists of three convolutional blocks. The integrated feature maps are first interpolated to size S×S; then, the probability that each grid cell represents the foreground or background is output through the convolutional blocks.

In the few-shot setting, we conduct the same process with PFENet [Tian et al., 2020]. The support prototypes and correlation maps that are produced by different support features are simply replaced by their mean values. Using this
Figure 3: Architectures of the category branch and the mask branch. Each branch is mainly composed of three convolutional blocks. The category branch converts three inputs (the query feature maps, the expanded prototype and the normalized correlation map) into categories that correspond to each grid cell. The mask branch obtains the masks of the objects in each grid cell by combining the query features and the spatial coordinate information.

Figure 3: Architectures of the category branch and the mask branch. Each branch is mainly composed of three convolutional blocks. The category branch converts three inputs (the query feature maps, the expanded prototype and the normalized correlation map) into categories that correspond to each grid cell. The mask branch obtains the masks of the objects in each grid cell by combining the query features and the spatial coordinate information.

simple process, we achieve an obvious accuracy improvement compared to 1-shot segmentation without increasing the number of parameters of the model (see Table 1).

4.2 Mask branch

As discussed above, we divide each query image into an $S \times S$ grid. The purpose of the mask branch is to predict a binary mask for each grid cell. We stack all the masks together along the channel dimension; hence, the channel dimension of the output will be $S^2$. The $k^{th}$ channel represents the mask of the object in grid cell (i,j), where $k = i \times S + j, i,j \in \{0,1,\ldots, S-1\}$. As shown in Fig. 3, we also use an FCN with three convolutional blocks to achieve this goal. However, the traditional convolution operation is spatially invariant, which is not desirable for our model because we need the model to be sensitive to the spatial information to obtain the masks of the objects that are located in each grid. Therefore, inspired by the CoordConv solution [Liu et al., 2018], we directly splice the x and y coordinate information and the query feature maps together to enable the convolutional filters to know their spatial locations. Thus, the third dimension of the new tensor becomes $D+2$, where $D$ is the channel dimension of the query feature maps. Moreover, to prevent coordinate values that are too large from affecting the training of the model, they are normalized to $[-1,1]$. Then, we use the convolutional blocks to extract object features. The output is upsampled to twice the size of the original feature maps to obtain more accurate masks. Finally, a $1\times1$ convolution operation is employed to generate $S^2$ masks.

4.3 Loss function

The loss function that we use consists of two parts: a pixel loss and a grid loss. The pixel loss is a cross-entropy loss that is calculated between the final prediction and the ground truth. It is defined as

$$
L_{\text{pixel}} = -\frac{1}{N} \sum_{i=1}^{N} y_i \log p_i \quad (3)
$$

where $p_i$ and $y_i$ denote the prediction and label, respectively, of pixel $i$ and $N$ is the total number of pixels.

However, we observe that only calculating the pixel loss cannot result in satisfactory performance (see Table 1). This is because in this approach, there are no additional constraints on the two branches, and it is essentially the same as the common pixel-wise classification methods. Therefore, to ensure that the two branches can play their respective roles, we calculate a grid loss for the category branch. We assume that the more pixels there are of the target object in a grid cell, the greater the probability that the mask that corresponds to this grid cell belongs to the foreground. For each
query mask, we first calculate the mean value of each grid $G_m$ and then normalize it to $[0,1]$ as follows:

$$G_m = \frac{G_m - \min (G_m)}{\max (G_m) - \min (G_m) + \varepsilon}$$  \quad (4)$$

where $\varepsilon$ is set to the same value as Eq. \ref{eq:2}. The grid loss $L_{\text{grid}}$ is defined as

$$L_{\text{grid}} = -\frac{1}{S^2} \sum_{i=1}^{S^2} G_{m,i} \log (\text{softmax}(g_i))$$  \quad (5)$$

where $g_i$ represents the category of the $i^{th}$ grid cell that is predicted by the category branch. Thus, the final loss function is expressed as

$$L = L_{\text{pixel}} + \lambda L_{\text{grid}}$$  \quad (6)$$

where $\lambda$ is a constant and is set to 1 in our experiments.

5 Experiments

5.1 Datasets and evaluation metrics

Two FSS benchmarks, namely, PASCAL-$5^i$ and COCO-$20^i$, are selected to evaluate our method. PASCAL-$5^i$ is composed of PASCAL VOC 2012 \cite{Everingham2010} and extra annotations from the SDS \cite{Hariharan2014} dataset. It contains a total of 20 object categories and is evenly divided into four folds. For each fold, 15 classes are used for training, and the remaining 5 classes are used for testing. The COCO-$20^i$ dataset, which is built from MS-COCO \cite{Lin2014}, is a more challenging dataset that consists of 80 object categories. Likewise, all the classes are split into 4 folds. Thus, each fold has 20 classes. For each fold, 60 base classes are used for training, and the remaining 20 classes are used for testing.

Following the work of Shaban et al. \cite{Shaban2017}, the mean intersection over union (mIoU) is adopted as our main evaluation metric. It is calculated by averaging the IoUs of all the categories. Moreover, FB-IoU is also computed, which can measure the model’s ability to distinguish the foreground and the background. For PASCAL-$5^i$, we randomly sample 1,000 episodes and calculate the average of the five runs as the final mIoU/FB-IoU. For COCO-$20^i$, because of its large size, 20,000 episodes are sampled randomly to obtain stable results.

5.2 Implementation details

Our model is implemented with PyTorch on a single RTX 3080. We employ ResNet-50 and ResNet-101 as the backbones, which are pre-trained on ImageNet \cite{Krizhevsky2012}. The parameters of the pre-trained backbone networks are frozen when the model is under training. Adam is leveraged to optimize the model, and the learning rate is set to 1e-4. All the images are resized to $473 \times 473$ pixels before they are fed to the model. During inference, the size of the output mask is recovered to the original size of the corresponding query images. Several data augmentation strategies, such as horizontal flipping, random scaling, random rotation and random shifting, are utilized. We set the batch size to 4 and train our model for 100 and 20 epochs on PASCAL-$5^i$ and COCO-$20^i$, respectively. Notably, we directly output the final prediction result without fine-tuning or any other post-processing methods (e.g., DenseCRF \cite{Chen2017}).

5.3 Results and analysis

Table 1 presents the mIoU and FB-IoU values that are obtained by our model on PASCAL-$5^i$. We build our model on two backbones, namely, ResNet-50 and ResNet-101, and compare it with various state-of-the-art methods. When the model is built on ResNet-101, the mIoU values of the 1-shot and 5-shot experiments are 0.4% and 3.7% higher, respectively, than those on PFENet \cite{Tian2020}. Notably, our model does not use multi-scale features and has only 5.5 M trainable parameters, but it can outperform the compared methods. In terms of FB-IoU, our model outperforms PFENet regardless of whether it uses ResNet -50 or ResNet -101 as the backbone in the 5-shot experiments. We also report the performance without using the grid loss. When the grid loss is not used in the training process, the performances in the 1-shot and 5-shot experiments severely deteriorate. In addition, the results of 5-shot segmentation are no longer significantly improved compared to those of 1-shot segmentation. This is probably because the model is not guided to extract the correct mask and it degenerates into a per-pixel classification model.

The experimental results on COCO-$20^i$ are presented in Table 2. It is obvious that our MANet achieves a higher mIoU than the state-of-the-art methods. It achieves 4.0% (1-shot) and 6.8% (5-shot) mIoU improvements over PFENet \cite{Tian2020} using the ResNet-50 backbone. Due to the wide variety and the large differences in object scales of
Table 1: mIoU and FB-IoU of 1-shot and 5-shot segmentation on the PASCAL-5i dataset using the proposed method and state-of-the-art few-shot segmentation methods. Params represents the number of learnable parameters. † indicates that the grid loss is not used during training. The best performances and the minimum parameters are highlighted in bold.

| Backbone | Method                  | 1-shot |           |           | 5-shot |           |           |
|----------|-------------------------|--------|-----------|-----------|--------|-----------|-----------|
|          |                         | Fold0 | Fold1 | Fold2 | Fold3 | Mean | Fold0 | Fold1 | Fold2 | Fold3 | Mean | Fold0 | Fold1 | Fold2 | Fold3 | Mean |
| ResNet-50| ResNet-50               | 44.0  | 53.7  | 61.0  | 64.1  | 66.3  |       | 61.1  | 67.8  | 71.3  | 73.2  | 79.3  | 70.7  | 14.7  |
|          | CANet                   | 52.5  | 65.9  | 51.3  | 59.4  | 55.4  | 66.2  | 55.5  | 67.8  | 51.9  | 53.2  | 57.1  | 69.6  | 19.05 |
|          | PFENet                  | 61.7  | 69.5  | 55.4  | 56.3  | 60.8  | 72.0  | 63.1  | 70.7  | 55.8  | 57.9  | 61.9  | 72.3  | 10.4  |
|          | RePRl                   | 60.2  | 67.0  | 61.7  | 47.5  | 59.1  | -     | 64.5  | 70.8  | 71.7  | 60.3  | 66.8  | -     | -     |
|          | SCL [Zhuang et al., 2021] | 63.0  | 70.0  | 56.5  | 57.7  | 61.8  | 71.9  | 64.5  | 70.9  | 57.3  | 58.7  | 62.9  | 72.8  | -     |
| MANet(Ours) | 62.0  | 69.4  | 51.8  | 58.2  | 60.3  | 71.4  | 66.0  | 71.6  | 55.1  | 64.5  | 64.3  | 75.2  | 52.5  | -     |
| ResNet-101| ResNet-101              | 52.7  | 62.8  | 54.7  | 57.7  | 55.2  | 70.9  | 60.3  | 70.0  | 69.4  | 40.7  | 65.1  | 77.5  | 30.5  |
|          | FNB [Nguyen and Todorovic, 2019] | 51.3  | 64.5  | 56.7  | 52.2  | 56.2  | -     | 54.8  | 67.4  | 62.2  | 55.3  | 59.9  | -     | 43.0  |
|          | DAN [Wang et al., 2020]  | 54.7  | 68.6  | 57.8  | 51.6  | 58.2  | 71.9  | 57.9  | 69.0  | 60.1  | 54.9  | 56.0  | 70.5  | 72.3  |
|          | PPNet [Tian et al., 2020] | 61.7  | 69.5  | 55.4  | 56.3  | 60.8  | 72.9  | 63.1  | 70.7  | 55.8  | 57.9  | 61.9  | 73.5  | 10.8  |
|          | RePRl                   | 56.9  | 68.6  | 62.2  | 47.2  | 59.4  | -     | 66.2  | 71.4  | 67.0  | 57.7  | 65.6  | -     | -     |
| MANet(Ours) | 64.0  | 68.1  | 52.2  | 57.0  | 60.3  | 70.9  | 65.1  | 69.2  | 52.3  | 56.8  | 60.5  | 71.0  | 52.5  | -     |
| MANet(Ours) | 63.9  | 69.2  | 52.5  | 59.1  | 61.2  | 71.4  | 67.0  | 70.8  | 54.8  | 65.5  | 64.5  | 74.1  | 55.5  | -     |

Table 2: mIoU of 1-shot and 5-shot segmentation on the COCO-20i dataset using the proposed method and state-of-the-art few-shot segmentation methods. The best performances are highlighted in bold.

| Backbone | Method                  | 1-shot |           |           | 5-shot |           |           |
|----------|-------------------------|--------|-----------|-----------|--------|-----------|-----------|
|          |                         | Fold1 | Fold2 | Fold3 | Fold4 | Mean | Fold1 | Fold2 | Fold3 | Fold4 | Mean | Fold1 | Fold2 | Fold3 | Fold4 | Mean |
| ResNet-50| ResNet-50               | 19.9  | 18.0  | 21.0  | 28.9  | 21.2  |       | 19.1  | 21.5  | 23.9  | 30.7  | 23.7  |       |
|          | FWB [Nguyen and Todorovic, 2019] | 29.5  | 36.8  | 28.9  | 27.0  | 30.6  |       | 33.8  | 42.0  | 33.0  | 33.3  | 35.5  |       |
|          | PPNet [Tian et al., 2020] | 28.1  | 30.8  | 29.5  | 27.7  | 29.0  |       | 29.0  | 40.8  | 37.1  | 37.3  | 38.5  |       |
|          | PFENet                  | 34.3  | 33.0  | 32.3  | 30.1  | 32.4  |       | 38.5  | 38.6  | 38.2  | 34.3  | 37.4  |       |
|          | RePRl                   | 31.2  | 38.1  | 33.3  | 33.0  | 34.0  |       | 38.5  | 46.2  | 40.0  | 43.6  | 42.1  |       |
| MANet(Ours) | 33.9  | 40.6  | 35.7  | 35.2  | 36.4  |       | 41.9  | 49.1  | 43.2  | 42.7  | 44.2  |       |

This dataset, 1-shot segmentation fails when the support features are ambiguous. However, when 5-shot segmentation is performed, the model obtains the category of each mask more accurately by averaging all the support features. Therefore, in the 5-shot experiment, a 7.8% mIoU improvement over the 1-shot experiment is realized.

Fig. 4 shows several qualitative results of our model. The evaluation samples are from PASCAL-5i. We visualize and compare the results of MANet with the case in which the grid loss is not used. We observe that the masks that are generated by the model with the grid loss are more complete. Moreover, it is obvious that the grid loss enables the model to classify the masks more accurately. In contrast, MANet fails to obtain accurate object boundaries when the grid loss is not utilized. This is probably because when there is no restriction on the content that is generated by each grid cell, excessive training causes network overfitting. Thus, it gradually becomes a per-pixel classifier, which is vulnerable to boundary noise.

5.4 Ablation study of grid size

The proposed MANet aims to generate a fixed number of masks and integrate them according to their spatial locations. Therefore, the grid size is an important parameter of the model. In this section, we study the influence of it on the model. We conduct an ablation study on PASCAL-5i using ResNet-50 as the backbone. We divide the query images into grids of various sizes (12×12, 24×24, and 36×36). Both 1-shot and 5-shot experiments are conducted for comparison. Table 3 presents the mIoU and FB-IoU values for various grid sizes in the proposed MANet. We observe that the performance of the model is not greatly affected by the grid size. The result that is obtained using a 12×12 grid is equivalent to that obtained using a 36×36 grid but requires fewer calculations. This is probably because there are fewer small objects in the PASCAL-5i dataset and a 12×12 grid is sufficient for extracting most objects.

Table 3: Ablation study of grid size on PASCAL-5i

| Grid Number | 1-shot mIoU | 1-shot FB-IoU | 5-shot mIoU | 5-shot FB-IoU |
|-------------|-------------|---------------|-------------|---------------|
| 12×12       | 60.3        | 71.4          | 64.3        | 75.2          |
| 24×24       | 59.9        | 71.4          | 64.6        | 75.2          |
| 36×36       | 59.3        | 71.1          | 64.7        | 75.0          |
Figure 4: Qualitative results on our MANet on PASCAL-5i dataset. From top to bottom: (a) Support images for the 1-shot task and their masks; (b) the query images and their masks, (c) the predictions of MANet, and (d) the predictions of MANet without the grid loss.

5.5 Visualization of masks

To better understand why our method is effective, we visualize the concrete masks that are generated by the model with a grid of size 12×12. In Fig. 5, we show all 144 masks of a query image that are produced by the mask branch at the corresponding positions. Subfigure (i,j) is the binary mask of the $k^{th}$ channel dimension of the mask tensor, where $k = i * S + j, i, j \in \{0, 1, \ldots, S - 1\}$. To clearly present the contents of the masks, we only show the masks that are predicted to correspond to the foreground by the category branch because the masks that are judged as corresponding to the background will not contribute to the segmentation result. We observe that each grid cell generates a mask for the objects that are located in it, and the mask that is produced by each grid cell is highly correlated with its location. Therefore, the final prediction result can be easily obtained by aggregating all the foreground masks.

6 Conclusions

We have presented a novel framework for few-shot semantic segmentation that is based on mask classification in this paper. The proposed MANet transforms FSS into a problem of classifying objects in each region by generating a set of binary masks. The segmentation result is obtained by assigning a category to each mask and aggregating all the masks that are predicted to correspond to the foreground. Leveraging a well-designed loss function, MANet can accurately extract the target masks through a simple two-branch structure. Experiments on the PASCAL-5i and COCO-20i datasets demonstrate that MANet outperforms the state-of-the-art pixel-based FSS methods. In addition to obtaining highly satisfactory results, it has very few parameters and is easy to combine with other methods. Therefore, we believe that the mask classification approach can be a potential baseline method for few-shot semantic segmentation.
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