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Abstract
Modeling a flexible multibody system employing the floating frame of reference formulation (FFRF) requires significant computational resources when the flexible components are represented through finite elements. Reducing the complexity of the governing equations of motion through component-level reduced-order models (ROM) can be an effective strategy. Usually, the assumed field of deformation is created considering local modes, such as normal, static, or attachment modes, obtained from a single component. A different approach has been proposed in Cammarata (J. Sound Vibr. 489, 115668, 2020) for planar systems only and involves a reduction based on global flexible modes of the whole mechanism. Through the use of global modes, i.e., obtained from an eigenvalue analysis performed on the linearized dynamic system around a certain configuration, it is possible to obtain a modal basis for the flexible coordinates of the multibody system. Here, the same method is extended to spatial mechanisms to verify its applicability and reliability. It is demonstrated that global modes can be used to create ROM both at the system and component levels. Studies on the complexity of the method reveal this approach can significantly reduce the calculation times and the computational effort compared to the unreduced model. Unlike the planar case, the numerical experiments reveal that the system-level approach based on global modes can suffer from slow convergence speed and low accuracy in results.
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1 Introduction

The finite element floating frame of reference formulation (FE-FFRF) often accompanies considerable use of computational resources to model flexible multibody systems [41]. The interaction between the gross motion of the floating frames and the small deformations of the finite elements generates a strong coupling between the two motion fields which leads
to high complexity. In particular, inertia-related terms are highly nonlinear and demand the highest computational burden. It is well known that the use of different floating frames considering different reference conditions (RCs), employed to delete the rigid motions of the flexible elements, can simplify the inertia terms [2]. In this regard, the free-floating RCs have received the greatest diffusion in flexible multibody software. Nevertheless, recent investigations have demonstrated that the free-floating RCs can lead to inaccurate results [10, 36, 38, 42, 43]. To face this issue, some researchers simplify inertial terms using accurate definitions of the inertia shape integrals, that is, integrals connected to the geometry and the shape matrix of the finite elements [30, 33, 37, 47]. Recently, Zwölfer and Gerstmayr employed a nodal-based corotational formulation of the FFRF to bypass these integrals [48–51].

The computational load rises quickly by increasing the number of flexible bodies, or by using refined mesh to describe the finite elements, therefore the greatest efforts of the scientific community have been directed to create reduced-order models (ROMs), i.e., models in which the number of flexible coordinates is contained [15, 16, 35]. Most of the ROMs implemented in the FFR are component-level based and the reduction is applied to the elastic coordinates of each flexible body [1, 4, 8, 26, 29, 31, 45, 46]. In [24, 25] a component-level reduction method based on an enhanced Craig–Bampton method is described. The other way around, the system-level based formulations employ a global reduction of rigid and elastic components [7, 22, 32, 34]. Recently, the component mode synthesis (CMS) techniques have been employed to condense all the elastic coordinates, thereby obtaining an equivalent rigid-body model [19].

Here, the method presented in [9] is extended to spatial systems. Two reduction methods based on the global modes of the mechanism are proposed. In both approaches, only the elastic coordinates of the components are replaced using global flexible normal modes while the final ROM maintains the gross motion coordinates. In the system-level approach, all flexible bodies deform together following a linear combination of global flexible modes, and the elastic coordinates are replaced by modal intensities associated with these modes. Differently, the component-level approach employs the global modes to create basis function for each component in a similar way as done for a classic CMS reduction method.

In Sect. 2 a brief mathematical background on the spatial FE-FFRF is provided. Section 3 introduces the linearization process necessary to obtain global modes. Three types of global modes are described, but only the flexible global modes are used to derive the final ROM. In Sect. 4, the complexity of the method is analyzed. Section 5 focuses on three numerical applications. Finally, conclusions are drawn to summarize the strengths and weaknesses of the method.

## 2 Background on the spatial FE-FFRF

The spatial kinematics of a point belonging to a flexible body depends on the gross motion of the floating frame of reference and on the local small deformations described in the floating frame. As depicted in Fig. 1, the positioning vector $\mathbf{r}^{ij}$ of point $P^{ij}$, belonging to the finite element $j$ of body $i$, is written as

$$
\mathbf{r}^{ij} = \mathbf{R}^i + A^i(\theta^i)(\mathbf{u}_0^i + \mathbf{u}^i_f)
$$

where $\mathbf{R}^i$ is the positioning vector of the floating frame, $A^i$ is the rotation matrix of the floating frame $(x^i,y^i,z^i)$ concerning the reference frame $(X,Y,Z)$, parameterized through...
a set of orientation parameters in $\theta^i$, $u^i_0$ denotes the local undeformed position of $P^{ij}$, and finally, $u^i_f$ is the displacement due to the deformation. The two vectors inside the parentheses characterize the position vector $u^i$ of the point inside the floating frame and can be expressed in terms of a set of nodal deformations $\bar{q}^i$ through the use of a shape matrix $S^i$, i.e.,

$$u^i = S^i\bar{q}^i = S^i(u^i_0 + \bar{q}^i_f), \quad (2)$$

where, in turn, $\bar{q}^i$ has been decomposed in the two parts $\bar{q}^i_0$ and $\bar{q}^i_f$, respectively, denoting the elastic coordinates in the undeformed configuration $C_{ij}^0$ and deformed configuration $C_{ij}^f$.

### 2.1 Reference conditions

The vector of nodal deformations $q^i_f$ could generate rigid motions in the element that would be superimposed and therefore indistinguishable from those produced by the gross motion of the floating frame. It is necessary to introduce a set of constraints to eliminate these unwanted rigid motions from the nodal deformations of the body and generate only deformations. These constraints define the so-called *reference conditions* and are contained in a linear transformation matrix $B^i_2$ mapping a new independent set $q^i_f$ of nodal deformations into the original set $\bar{q}^i_f$, i.e.,

$$\bar{q}^i_f = B^i_2q^i_f. \quad (3)$$

As already remarked in many textbooks and papers [39, 40, 43], the reference conditions “define the nature of the deformable body reference.” The reference conditions are not unique but should be selected considering two fundamental aspects: their number “must be greater than or equal to the number of rigid body modes in the assumed displacement field” [39]; their type should be consistent with the multibody joints of the system. The first aspect imposes a lower bound on the number of reference conditions restricting the feasible cases only to isostatic or hyperstatic systems. The significance of the second aspect is more related to a rule of thumb in choosing the appropriate set of reference conditions that match with the multibody joints of the mechanism. It has been demonstrated that some reference conditions are not suitable for any application [1, 2]. A good hint is to select the reference conditions that resemble the mechanical joints to which the single body is linked. By introducing the RCs of Eq. (3) into Eq. (1), the positioning of a point in its deformed configuration is governed by the gross motion of the body reference expressed by $R^i$ and $A^i(\theta^i)$ and the small deformation $q^i_f$ expressed in the floating frame.
### 2.2 Inertia shape integrals

The terms of the generalized mass and stiffness matrices and those of the generalized velocity vector of centrifugal and Coriolis forces, that will be reported in the next subsection, depend on some quantities referred to as the inertia shape integrals. The latter are volume integrals depending on the undeformed geometry, on the inertial and structural parameters, as well as on the mesh, the shape matrix $S$ and the RCs, as shown in Fig. 2.

The inertia shape integrals are time-invariant and are generally computed in the preprocessing phase. In the following, the notation introduced in [37] to describe inertia shape integrals will be briefly recalled. Interested readers are referred to equivalent formulations in [30, 47].

Denoting with $u_{0,i}$ the $i$th component of $u_0$ and with $S_j$ the $j$th row of the shape matrix $S$, the nine inertia shape integrals have the expressions reported in Table 1.

It can be observed that $I_3$, $I_4$, $I_5$, $I_6$, and $I^9$ depend on the entries of shape matrix $S$ and the RCs matrix $B_2$. These inertia shape integrals will be updated after creating the transformation matrix based on the global modes, as will be explained in the following section.

### 2.3 Governing equations of motion

The set $x'$ of rigid and flexible coordinates becomes

$$x' = \left[ (R^i)^T \quad (\theta^i)^T \quad (q_f^i)^T \right]^T. \quad (4)$$

These coordinates are not independent because of the mechanical joints coupling the parts of the mechanical system or because of the motions imposed on some components. The kinematic constraints introduced by the mechanical joints form a set of nonlinear equations coupling the system coordinates, i.e.,

$$C(x) = 0, \quad (5)$$
where the constraint vector \( C \) takes into account all the kinematic constraints coupling the system coordinate vector \( x \) \([27]\). Introducing the generalized forces due to the constraints to the dynamic equations of each body leads to

\[
M^i \ddot{x}^i + K^i x^i + C_q^T \lambda^i = Q^i_e + Q^i_v, \quad i = 1, \ldots, n_b, \tag{6}
\]

where \( M^i \) and \( K^i \), respectively, are the generalized mass and stiffness matrices, \( C_q^i \) is the constraint Jacobian matrix referred to the body \( i \), \( \lambda^i \) is the corresponding vector of Lagrangian multipliers, \( Q^i_e \) is the vector of external forces, and \( Q^i_v \) is the velocity vector that contains the gyroscopic and Coriolis forces. The governing equations of motion can be partitioned as in \([39]\), i.e.,

\[
\begin{bmatrix}
M^i_{RR} & M^i_{R\theta} & M^i_{Rf} \\
M^i_{fR} & M^i_{f\theta} & M^i_{ff} \\
M^i_{fR} & M^i_{f\theta} & M^i_{ff}
\end{bmatrix}
\begin{bmatrix}
\ddot{R}^i \\
\ddot{\theta}^i \\
\ddot{q}^i_f
\end{bmatrix}
+ \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}
\begin{bmatrix}
R^i \\
\theta^i \\
q^i_f
\end{bmatrix}
= \begin{bmatrix}
Q^i_R \\
Q^i_\theta \\
Q^i_f
\end{bmatrix}, \tag{7}
\]

where all terms are referred to the reference and elastic coordinates and the generalized external, Coriolis, and centrifugal forces have been gathered into a single vector of generalized forces \( Q^i \). The block matrices of \( M^i \) depend on the inertia shape integrals and the coordinates \( x^i \); the components of the velocity vector \( Q^i_v \) depend on the inertia shape integrals, the coordinates \( x^i \), and their time-derivative \( \dot{x}^i \). The expressions for \( M^i \) and \( Q^i_v \) will be reported in Sect. 4.

### 3 Global modes

The number of EoMs can be largely limited by using ROMs. Among the latter, those based on CMS are the most popular. The component modes are particular shapes used to create a basis necessary to reduce the number of elastic coordinates while capturing the dynamic properties of the original model. The component modes used in the literature are of various types: static, dynamic, constrained, free, mixed, and so on. Usually, the component-level reduction is employed, meaning that each flexible component is reduced individually using a given set of component modes. The resulting reduced components are then assembled to create the final reduced system. A further reduction can follow the first local reductions to condense the so-called interface modes \([17, 21, 28]\) or to create an equivalent rigid body model \([19]\). Here, a different approach based on global modes is employed. A global mode pertains to the whole assembled system and it is obtained after the linearization of the EoMs around a given configuration.

#### 3.1 Linearization

In the following, only the linearization around a rigid-reference configuration will be discussed. A rigid-reference configuration is obtained when all the elastic coordinates \( q_f \), as well as all velocities \( \dot{x} \) and the external forces applied to the system, are zero. The rigid-reference configuration is a zero-strain energy configuration and belongs to the space of rigid configurations that can be attained by a given mechanism. Denoting with \( x_l \) the vector of coordinates at the generic rigid-reference configuration, it is derived that the chosen linearization configuration must satisfy three conditions, i.e.,

\[
x_l = \left[ R^T \quad \theta^T \quad 0^T \right]^T, \quad \dot{x}_l = 0, \quad \lambda_l = 0, \tag{8}
\]
where $\lambda_l$ is the Lagrangian multiplier vector at the linearization configuration. The linearization of the constraints and EoM, i.e., Eqs. (5) and (6), around a rigid-reference configuration leads to

$$
\begin{bmatrix}
M & 0 & 0 & \Delta \ddot{x} \\
0 & 0 & \Delta \lambda
\end{bmatrix}
+ \begin{bmatrix}
S & C_T \\
C_x & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta \lambda
\end{bmatrix}
= \begin{bmatrix}
r_l \\
-C_f
\end{bmatrix},
$$

(9)

where $M$ is the mass matrix, $S$ is the tangent stiffness matrix, $C_x$ is the Jacobian matrix of the constraint vector $C$, $r_l$ is the residual vector, and $\Delta x$, $\Delta \ddot{x}$, $\Delta \lambda$ are the increments of the variables around the linearization configuration. In the following sections, the matrix containing $S$ in Eq. (9) will be referred to as the generalized tangent stiffness matrix. The latter or its scaled version [6] is employed in the NR-algorithm to solve the nonlinear system deriving from the application of an implicit integration scheme. Due to the choice of the linearization configuration, the tangent stiffness matrix has the following simplified expression:

$$
S = K.
$$

(10)

The reader should notice that the tangent damping matrix is not present in the system (9). This term depends linearly on the velocities and is zero due to the particular choice of the linearization point. Since $x_l$ must satisfy the constraint equations, it follows that $C_l \equiv C(x_l) = 0$. Even the residual vector $r = M\ddot{x} + Kx + C_x^T \lambda - Q_e - Q_v$ evaluated at the same configuration point leads to $r_l = 0$. As reported in [11], the linearized modal equations of motion of the constrained flexible multibody system can be derived from the homogeneous form of Eq. (9), i.e.,

$$
\omega^2 \begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\phi_x \\
\phi_\lambda
\end{bmatrix}
= \begin{bmatrix}
S & C_T \\
C_x & 0
\end{bmatrix}
\begin{bmatrix}
\phi_x \\
\phi_\lambda
\end{bmatrix},
$$

(12)

where all the matrices must be calculated at the configuration $x_l$.

### 3.2 Eigenproblem and global modes determination

The dimension of the eigensystem (12) is $n + m$, where $n$ is the dimension of $q$ and $m$ is the dimension of the constraint vector $C$. The eigensystem (12) yields three type of eigenvectors of dimension $n + m$ [11]:

- $f$ global rigid-reference modes $\phi^R$ with associated zero eigenfrequencies,
- $(n - m - f)$ global flexible modes $\phi^F$ with finite eigenfrequencies $\omega_f$, 
- $2m$ global constraint modes $\phi^C$ associated with couples of frequencies $\pm \infty$.

It can be verified that the final number of modes is $n + m$ as the dimension of the eigensystem (12). To explain the nature of the global modes, let us refer to the spatial slider–crank mechanism displayed in Fig. 3 where the crank and slider are rigid bodies and the connecting rod, or coupler, is flexible. The rigid-reference configuration has been obtained by solving the inverse kinematic problem by imposing that the $x$-coordinate of the slider be at $-0.27$ (m). Then, the eigensystem (12) has been solved, and Fig. 4 reports the first four global modes of the mechanism, sorted from the lowest to the highest frequency value. The first
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**Fig. 3** Spatial slider–crank mechanism with flexible connecting rod

**Fig. 4** The first four global modes of the spatial slider–crank. From top-left: the rigid global mode $\phi^R_1$, the first flexible global mode $\phi^F_1$, the second flexible global mode $\phi^F_2$, and the third flexible global mode $\phi^F_3$

The last type of global modes, i.e., the global constraint modes $\phi^C$ cannot be displayed because $\phi^C = [0^T, \phi^T_\lambda]^T$ in the eigensystem (12), meaning that both the displacements pertaining the gross motions and the elastic coordinates are zero.
3.3 Flexible global modes and transformation matrix

The global modes obtained solving the eigensystem (12) are summarized in Fig. 5. The figure shows that \( n + m \) global modes with dimension \((n + m) \times 1\) are obtained. Denoting with \( \phi_x = [\phi^f_x, \phi^T_f] \) the \( n \)-dimensional part including both the rigid and elastic coordinates of the generic mode \( \phi \), let \( \phi^F_x \) be the corresponding part referred to all the flexible global modes. Each mode of \( \phi^F_x \) represents a global deformed shape as those reported in Fig. 4.

Since the proposed reduction method involves only the elastic coordinates of the flexible parts, only the block \( \phi^F_f \) of \( \phi^F_x \) is used to create the transformation matrix \( \Psi \). Furthermore, only a reduced set of \( k < n - m - f \) global flexible modes is retained to create \( \Psi \). The selection of the global flexible modes follows the same rules used in other reduction methods [18, 20, 23, 44, 51] and can be entrusted to effective masses, experimental results, bandwidth, and so on. It is important to emphasize that the \( f \)-dimensional modes of \( \phi^F_f \) refer to the elastic coordinates of the flexible parts composing the mechanical system and are already expressed in the floating frames and do not require further transformation. Selecting the corresponding blocks of \( \phi^F_f \) referred to the single flexible bodies it is possible to create a basis of global modes for each component, completely analogous to what has been done in the classic normal mode approach. In this case, the modes describe shapes obtained from a global analysis and not a local eigenproblem. This strategy will be referred to as a component-level reduction based on global modes, hereafter denoted with the \( \text{GMc method} \).

Instead of working on single flexible parts, suppose the whole mechanism is deformed following a superposition of global shapes, i.e., the columns of \( \Psi \), namely

\[
\mathbf{q}_f = \phi^F_f p_1 + \phi^F_f p_2 + \cdots + \phi^F_f p_k,
\]

where \( p_j \) are real numbers referring to each global flexible mode. The vector \( \mathbf{p}_f \) containing all \( p_j \) is referred to as the global intensity vector. Equation (13) becomes

\[
\mathbf{q}_f = \Psi \mathbf{p}_f
\]

expressing the transformation that will be used to derive the ROM. As already mentioned, the columns of \( \Psi \) are global shapes involving all flexible parts together. Therefore, too few global flexible modes would limit the deformation of the mechanism. This means that the mechanism would deform only following a limited set of shapes. This shortcoming, which will be shown in the numerical part, can be relaxed by controlling the accuracy of the ROM compared to the full unreduced model results. Hereafter, this approach will be referred to as the \( \text{GMs method} \).
3.4 Reduced order model (ROM)

The ROM of the GMc approach follows the same rules reported in [41] and it is not reported for brevity. The ROM of the GMs approach is readily obtained by means of Eq. (14). Recalling that $\bar{q}_f = B_2 q_f$, an easy way to obtain the ROM is to substitute $B_2$ with a new RCs matrix, defined as

$$B^*_2 = B_2 \Psi.$$  \hspace{1cm} (15)

This matrix is then used to update the inertia shape integrals, as shown in the Fig. 2 and Table 1. It is noteworthy that this substitution is carried out in the preprocessing phase and leads to the final ROM

$$\begin{bmatrix} M_{rr} & M_{rf} \\ M_{fr} & M_{ff} \end{bmatrix} \ddot{q}_r + \begin{bmatrix} 0 \\ 0 \end{bmatrix} K_{ff} \begin{bmatrix} q_r \\ p_f \end{bmatrix} = \begin{bmatrix} Q_r \\ Q_f \end{bmatrix} - \begin{bmatrix} C^T_{qr} \\ C^T_{pf} \end{bmatrix} \lambda,$$

where the reduced matrices and vectors have been overlined. The expressions of the reduced matrices are not reported because these are equal to the classic matrices reported in [41], obtained by replacing the updated matrix $B^*_2$. Using the global flexible modes in the GMs approach has the advantage of maintaining a low number of coordinates when the number of flexible bodies increases while achieving good performance in terms of solution accuracy. This results sometimes in a reduced computational burden. Nevertheless, this is not a rule, as observed in the numerical applications, since the global assumed modes can stiffen the mechanism too much, therefore, creating a stiff system with slower convergence.

4 Complexity and flops

In this section, the computational complexity of some important parts of the algorithm used for the dynamic analysis is derived in terms of the number of operations or flops. The flowchart of Fig. 6 describes all the blocks necessary to implement the dynamic algorithm both for the full and reduced models. The preprocessing part allows for computing the inertia shape integrals, the RCs, and, in the case of the application of ROM, the transformation matrix. The preprocessing part is excluded from the complexity evaluation because it is processed only once before the start of the dynamic simulation. The algorithm proceeds by inserting the initial state $(x_0, \dot{x}_0)$ evaluated at the initial time $t_0$. The generalized $\alpha$-method receives the current state and returns the newly updated state at the time $t + h$, with $h$ being the time-step of the simulation. Inside the generalized $\alpha$-method, the generalized mass matrix, the generalized vector of forces, the constraint vector, and its Jacobian matrix are evaluated. Then, the increments of the unknowns $(\Delta x, \Delta \lambda)$ are obtained utilizing the Newton–Raphson algorithm. This block calls the LU-decomposition algorithm for sparse matrices to be executed. The algorithm stops when the residual vector is lower than a given tolerance parameter $TOL$. The most demanding blocks, in terms of computations, have been highlighted in Fig. 6 and pertain to the generalized mass and forces calculation (block $B_1$) and the computation of the increments of coordinates and Lagrangian multipliers (block $B_2$).

Focusing on block $B_1$, the steps necessary to derive the generalized mass matrix $M_{TOT}$ and the generalized vector of forces $Q_{TOT}$ are reported in Table 2. The shape integrals
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Fig. 6 Computational algorithm for the dynamic analysis

recalled in the table have been introduced in Sect. 2.2. The reader is referred to [37] for further details. In the same table, the complexity of the most relevant operations has been reported. Here, the parameter \( f_i \) is the number of elastic coordinates \( q_i \) of each flexible body for FM while it is equal to the number of retained modes \( k \) for GMs regardless of the number of flexible bodies \( n_b \) included in the system. Regarding the computation of the increments (block \( B_2 \)), FM yields a generalized tangent stiffness matrix that can be reordered in a block-diagonal sparse matrix while GMs produces an arrowhead banded sparse matrix due to the coupling provided by the global intensities. The size of the arrow, in terms of rows and columns, is precisely equal to the number \( k \) of global intensities. Nevertheless, evaluating the complexity for \( B_2 \) is not a trivial issue therefore further insights will be investigated in the following section using a numerical test. The same table can be used to estimate the complexity of GMc, or any other CMS method, by considering that \( f_i \) is equal to the number \( k_i \) of component-modes chosen to represent the elastic field of the \( i \)th flexible body.

5 Numerical applications

In this section, three numerical applications are proposed. First, the spatial slider–crank mechanism is used to verify the applicability of the method. The proposed approach is compared to two classic CMS reduction methods: the normal mode approach [41], denoted

Craig–Bampton reduction method. The second application is an open-chain mechanism composed of \( N \)-links. This application will be used to calculate the complexity of the method compared to the other reduction methods. The third application is a spatial Sarrus 6-bar mechanism. This example is used to understand when the method can be used and to describe its strengths and weaknesses.

5.1 The spatial slider–crank mechanism

In this subsection, the spatial slider–crank, presented in Sect. 3.2 is chosen as a case study to discuss the applicability of the proposed approach based on global modes and for the comparison with two classic CMS reduction methods: the normal mode approach [41], denoted
posed in [3] considering a constant time-step \(\alpha\).

The governing equations of motion have been integrated using the generalized-
Craig–Bampton method [13], referred to as CB. Here, the two approaches,
i.e., the component-reduction approach GMc and the system-reduction approach GMs are
coincident since one single flexible body has been considered. Indistinctly, we will refer to
a unique GM approach. Going deeper into the description of Fig. 3, the spatial slider–crank
is composed of a rigid crank, a flexible connecting rod, and a rigid slider. The crank is con-
strained to move along the X-axis using a prismatic joint. All parameters em-
ployed in the numerical simulations are reported in Table 3. The three reduced models, i.e.,
GM, NM, and CB, have been compared to the full model, hereafter referred to as FM. The
governing equations of motion have been integrated using the generalized-\(\alpha\) scheme proposed in [3] considering a constant time-step \(h = 1E-4\) (s), a tolerance (TOL) of \(1E-8\) and \(\alpha = 0.7\).
Table 3 Geometric, inertial, and structural parameters of the spatial slider–crank mechanism

| Notation | Description                              | Value     | Unit    |
|----------|------------------------------------------|-----------|---------|
| L₁       | crank length                             | 0.08      | (m)     |
| m₁       | mass of crank                            | 0.12      | (kg)    |
| I₁       | principal inertia tensor                 | diag(0.1,1,1) x 10⁻⁴ | (kg m²) |
| n₂       | number of elements of the connecting rod | 10        | (–)     |
| L₂       | connecting rod length                    | 0.3       | (m)     |
| r        | radius of the circular cross-section     | 5 x 10⁻³  | (m)     |
| ν        | Poisson’s ratio                          | 0.3       | (–)     |
| E        | Young’s modulus                          | 210       | (GPa)   |
| ρ        | mass density                             | 7860      | (kg/m³) |
| m₃       | mass of slider                           | 2         | (kg)    |

Fig. 7 Trajectories of the node G₂ for the full model FM and the reduced model GM₃

The following motion has been imposed to the x-coordinate (m) of the slider:

\[ x₃(t) = -0.27 - 0.02 \sin(20\pi t), \]

where \( t \) denotes time. The RMS error \( \epsilon_{RMS} \), defined as

\[
\epsilon_{RMS} = \sqrt{\frac{1}{N} \left[ \sum_{i=1}^{N} (x_i - \bar{x}_i)^2 + \sum_{i=1}^{N} (y_i - \bar{y}_i)^2 + \sum_{i=1}^{N} (z_i - \bar{z}_i)^2 \right]},
\] (17)
has been used to compare FM and the reduced models. In the previous Eq. (17), $N$ is the number of instants of time while $(x, y, z)$ and $(\bar{x}, \bar{y}, \bar{z})$ are the coordinates of a same node for the full and reduced model, respectively. For our purposes, the mid-span node $G_2$ has been selected for the comparison.

The global modes used in the GM are of the same type as those reported in Fig. 4. The local modes used for the NM and CB are obtained by imposing spherical-universal (S-U) boundary conditions to the boundary nodes of the connecting rod. Figure 8 shows these modes respectively for the NM in the left subplot (a) and CB in the right subplot (b). The NM considers shapes obtained by solving an eigenvalue problem. Each normal mode is labeled using its frequency $f_i$. Since only one flexible body is considered in the model, the local modes of NM are the same as the global flexible modes of GM and the two methods yield the same results. The modes used for CB are distinguished into fixed interface normal modes, labeled with $f_i$, and static constraint modes respectively denoted with the corresponding $dof$. Notice that the fixed interface normal modes have different shapes and frequencies from those obtained in the NM as obtained constraining the boundary nodes of the connecting rod.

Table 4 reports the RMS error $\epsilon_{RMS}$ of the mid-span node $G_2$ increasing the number of modes $m$ retained in the corresponding reduced model. For both GM and NM, $m$ is the number of the retained global or local normal modes while it corresponds to the number of fixed interface normal modes for CB. All CB models include five static constraints deriving from the boundary conditions, therefore leading to a total number of $5 + m$ local modes.

The trajectory of the mid-span node $G_2$ is reported in Fig. 7 for FM and GM, the latter obtained using the first three flexible global modes plotted in Fig. 4. For both GM and NM, it can be observed that only two modes are necessary to achieve an error below $2 \times 10^{-5}$ (m). This result can be interpreted by observing that the first two global modes include the first two bending modes of the connecting rod. The third global mode pertains to a bending mode of the same body with higher frequency, as confirmed by the inflection point in Fig. 4. The contribution of this mode is of little relevance for the accuracy of the solution and could be removed or replaced with other modes.

The results of CB are slightly less accurate than NM and GM. This is not surprising since the accuracy of CB depends on multiple factors such as boundary conditions used, number and position of boundary nodes, output node. In this regard, the output node $G_2$ is an inner...
Table 4  RMS error $\epsilon_{RMS}$
\[\times 10^{-5}\) for the node $G_2$ varying the number of retained modes

| $m$ | GM | NM | CB |
|-----|-----|-----|-----|
| 0   | --  | --  | 119.75 |
| 1   | 70.46 | 70.46 | 96.07 |
| 2   | 1.89  | 1.89  | 3.20  |

Fig. 9  Spatial pendulum with four links. The trajectories of the end-points are reported for a given law of motion assigned to the rotation angle of the first link for CB, that is, a node that is condensed in the reduced model. Repeating the analysis for the node in the center of the spherical joint between the crank and the connecting rod, and considering $m = 1$, the values of $\epsilon_{RMS}$ are $8.88 \times 10^{-10}$ for NM/GM and $4.54 \times 10^{-10}$ for CB, respectively. This result confirms what is already known for the CB method, the accuracy obtained in boundary nodes is usually greater than that obtained in internal nodes.

5.2 $N$-link system

In this second application, the benchmark example of a spatial pendulum composed of multiple flexible links has been investigated. The links are connected through revolute joints with axes parallel to the $y$-axis and are subject to their weights. Spatial Euler–Bernoulli beam elements have been employed to model the links. The simulations have been carried out imposing a law of motion, as a function of time $t$, to the angle $\theta_1$ (rad) of the first revolute joint, i.e.,

$$\theta_1 = -\frac{\pi}{2} - \frac{\pi}{6} \sin(2\pi t).$$

The end-point trajectories for the case with four links have been plotted in Fig. 9. Table 5 reports the values of $\epsilon_{RMS}$ for each end-point and the number $n_b$ of flexible links varies from 2 to 10 bodies with increments of two bodies. The results for GMs have been obtained maintaining constant the total number of retained modes, i.e., $m = 6$. The accuracy of the results produced by the proposed method remains very high using a small set of global modes.
Table 5  RMS error $\epsilon_{RMS}$ (m) varying the number of links $n_b$. Points $P_i$ refer to the end-points of each flexible link. The total number of retained modes, and therefore of elastic parameters, is reported along with the name of the corresponding reduction method.

| Number of links $n_b$ | GMs ($6m$) | 2        | 4        | 6        | 8        | 10       |
|----------------------|------------|----------|----------|----------|----------|----------|
| $P_1$                | 4.37E–07   | 1.05E–07 | 2.40E–07 | 2.93E–07 | 2.96E–07 |
| $P_2$                | 1.52E–05   | 4.82E–05 | 3.71E–05 | 3.98E–05 | 2.99E–05 |
| $P_3$                | –          | 3.57E–05 | 4.67E–05 | 5.72E–05 | 4.80E–05 |
| $P_4$                | –          | 6.57E–05 | 4.17E–05 | 5.38E–05 | 4.48E–05 |
| $P_5$                | –          | –        | 7.68E–05 | 5.56E–05 | 4.59E–05 |
| $P_6$                | –          | –        | 1.68E–04 | 5.95E–05 | 4.95E–05 |
| $P_7$                | –          | –        | –        | 6.17E–05 | 5.18E–05 |
| $P_8$                | –          | –        | –        | 1.20E–04 | 5.33E–05 |
| $P_9$                | –          | –        | –        | –        | 5.76E–05 |
| $P_{10}$             | –          | –        | –        | –        | 1.25E–04 |

| GMc ($n_b \cdot 6m$) |  | 2        | 4        | 6        | 8        | 10       |
|----------------------|---|----------|----------|----------|----------|----------|
| $P_1$                | 2.72E–08 | 8.20E–08 | 2.29E–07 | 2.81E–07 | 2.62E–07 |
| $P_2$                | 1.78E–05 | 4.82E–05 | 3.71E–05 | 3.43E–05 | 2.69E–05 |
| $P_3$                | –         | 3.56E–05 | 4.67E–05 | 5.20E–05 | 4.46E–05 |
| $P_4$                | –         | 6.57E–05 | 4.15E–05 | 4.93E–05 | 4.28E–05 |
| $P_5$                | –         | –        | 7.68E–05 | 5.06E–05 | 4.31E–05 |
| $P_6$                | –         | –        | 1.68E–04 | 5.71E–05 | 4.72E–05 |
| $P_7$                | –         | –        | –        | 6.29E–05 | 4.94E–05 |
| $P_8$                | –         | –        | –        | 1.21E–04 | 5.17E–05 |
| $P_9$                | –         | –        | –        | –        | 5.75E–05 |
| $P_{10}$             | –         | –        | –        | –        | 1.25E–04 |

| NM ($n_b \cdot 6m$)  |  | 2        | 4        | 6        | 8        | 10       |
|----------------------|---|----------|----------|----------|----------|----------|
| $P_1$                | 3.09E–07 | 3.70E–06 | 6.02E–06 | 1.40E–06 | 4.10E–06 |
| $P_2$                | 9.76E–03 | 3.39E–03 | 2.68E–03 | 2.03E–03 | 1.39E–03 |
| $P_3$                | –         | 5.27E–03 | 3.73E–03 | 2.90E–03 | 1.84E–03 |
| $P_4$                | –         | 8.53E–03 | 3.63E–03 | 2.80E–03 | 1.42E–03 |
| $P_5$                | –         | –        | 5.72E–03 | 2.08E–03 | 1.98E–03 |
| $P_6$                | –         | –        | 1.11E–02 | 3.02E–03 | 2.49E–03 |
| $P_7$                | –         | –        | –        | 6.28E–03 | 2.64E–03 |
| $P_8$                | –         | –        | –        | 1.25E–02 | 2.69E–03 |
| $P_9$                | –         | –        | –        | –        | 5.43E–03 |
| $P_{10}$             | –         | –        | –        | –        | 1.27E–02 |
modes even when the complexity of the mechanical multibody system increases. The results for NM are not so accurate and the accuracy is two order of magnitude lower than the other methods. The results for GMc are more accurate, but comparable, than GMs, even if the number of retained modes grows up to $nb \cdot m$, and very similar to the results of CB. The latter has the best results for a limited number of bodies while GMc is more accurate when the number of bodies grows. Summarizing, comparing all methods, GMc and CB are the most accurate reduction methods even if GMs still produces very accurate results even retaining the smallest number of modes.

As for the CMS methods NM and CB, the total calculation time of the proposed GM methods remains almost unchanged by increasing the number of flexible coordinates. Small deviations in the calculation times are, however, expected as changing the number of flexible elements means changing the bases that will be used for the reductions. If the partitions chosen are still adequate to reproduce the flexible behavior of the components, or of the entire system, the chosen bases will not differ significantly and as a consequence, the calculation times will be similar.
As revealed in Fig. 10 and as it was expected by observing the computational complexity in Table 2, the CPU-time needed by FM is increased passing from 5 to 10 finite elements to model each link. The total complexity for GMs increases only by increasing the number of flexible bodies $n_b$ or the number of retained global modes $m$. By substituting $f_i = 10 \times 6 \equiv 60$, $\forall i = 1, \ldots, n_b$, and $k = m$ in Table 2, the total complexity of FM is about 126 time higher than GMs regardless the number of bodies $n_b$ considered in the system, i.e., when the same partition is employed for all links the number of bodies $n_b$ can be factored out and simplified to evaluate the complexity-ratio of the two models. The complexity of the component-mode methods NM, CB, and GMc depends on the number of flexible bodies and retained modes for each component, here chosen to be the same for a fair comparison. Although the number of elastic parameters is equal to $n_b \times m$ for each CMS methods, both based on local or global modes, while it is equal to $m$ for GMs, the simulation times are very different. The constant amount of computational resources, required to assemble the generalized mass matrix and the vector of forces, is only a part of the global complexity and can not justify the different CPU-times shown in Fig. 10. As already announced in Sect. 4 and Fig. 6, the computation of the increments (block $B_2$) is the most time-consuming part. The increments of coordinates and Lagrangian multipliers are evaluated using LU decomposition of the sparse generalized tangent stiffness matrix and subsequent back-substitution, refer to [3, 5] for details. Permuting the sparse generalized tangent stiffness matrix for FM through the Reverse Cuthill–McKee algorithm [14] yields a band-matrix with a small bandwidth, here equal to 74. Similar results, but with smaller bandwidths can be obtained for the CMS methods. Contrary to the previous models, calculating the nested dissection ordering of the sparse generalized tangent stiffness matrix for GMs places the dense columns referred to the global intensities to form a pattern that can be turned into an arrowhead banded sparse matrix. The corresponding sparsity patterns of the reordered matrices are shown in Fig. 11 for FM and GMs, respectively.

The complexity computation of block $B_2$ goes beyond the purposes of this article and it is still an open issue for sparse matrices. Here, it was preferred to evaluate the mean CPU-time for the calculation of the increments. The numerical results for the full and reduced models are reported in Fig. 12. The mean value of the time required to find the increments is calculated using all instants of time and is plotted as a function of the number of coordinates of
the system \( n_{tot} \) referred to FM. Here, \( n_{tot} \) has been preferred to \( n_b \) as it has the dimension of the generalized tangent stiffness matrix taking into account both the number of rigid/flexible coordinates \( n_{dof} \) and the number of constraints \( n_{doc} \) introduced by the spatial revolute joints and the prescribed motion, i.e.,

\[
   n_{tot} = n_{dof} + n_{doc} = (7n_b + \sum f_i) + (5n_b + 1) = 12n_b + \sum f_i + 1.
\]

This approach makes the CPU-time more reliable and less subject to sources of error deriving from internal processes. It should be borne in mind that this time also includes other operations such as creating and updating variables. To limit the influence of this aspect, a single Matlab code has been implemented to simulate all methods.

NM and CB provides similar results and their mean CPU-time grows since the size of the final system grows proportionally to the number of flexible bodies. As a matter of fact, both the rigid and elastic coordinated depend on the number of flexible bodies.

Contrary to what one might expect, GMc is faster than GMs despite having a number of coordinates \( n_b \) times greater than GMs. This is not surprising because the CPU required depends on factors such as the sparsity pattern and conditioning of the generalized tangent stiffness matrix.

### 5.3 The Sarrus-type six-link mechanism

The third example is the six-link mechanism of Sarrus-type shown in Fig. 13, [12]. This spatial mechanism is overconstrained and has a closed-kinematics composed of two limbs and six links: a fixed frame, two proximal links, two distal links, and a moving platform. Each limb is a 3R mechanism, R stands for the revolute joint, that starts from the fixed frame and arrives to the moving platform. The three R of each limb are parallel to each other and aligned along the x-axis, for the first limb, and along the y-axis, for the second limb, respectively. The moving platform is constrained to move along the z-axis only while the remaining \( dof \) are restrained. Here, the proximal and distal links are modeled as flexible bodies while the moving platform is modeled as a rigid body. The parameters used in this case study are reported in Table 6.
Fig. 13 The six-link Sarrus-type mechanism. Bodies 1 and 3 are the proximal links, bodies 2 and 4 are the distal links, body 5 is the moving platform with end-effector point $E$

Table 6 Geometric, inertial, and structural parameters of the six-link mechanism

| Notation | Description                        | Value         | Unit   |
|----------|------------------------------------|---------------|--------|
| $r$      | radius of the circular cross-section | 0.01          | (m)    |
| $L_0$    | reference length of the frame      | 0.3           | (m)    |
| $L_{1,3}$| proximal link length               | 0.25          | (m)    |
| $L_{2,4}$| distal link length                 | 0.15          | (m)    |
| $L_5$    | moving platform length             | 0.05          | (m)    |
| $m_5$    | mass of the moving platform        | 0.5           | (kg)   |
| $I_5$    | principal inertia tensor           | $\begin{bmatrix} 0.55 & -0.45 & 0 \\ -0.45 & 0.55 & 0 \\ 0 & 0 & 0 \end{bmatrix} \times 10^{-4}$ | (kg m$^2$) |
| $n$      | number of elements of the links    | 10            | (–)    |
| $\nu$    | Poisson’s ratio                    | 0.3           | (–)    |
| $E$      | Young’s modulus                    | 210           | (GPa)  |
| $\rho$   | mass density                       | 7860          | (kg/m$^3$) |

As for the previous example, all simulations have been carried out considering the full model FM, the models GMs and GMc employing global flexible modes, the normal mode approach NM, and the Craig–Bampton method CB. The center of the moving platform, i.e., point $E$, has been selected as a reference point for the comparison of the three reduced models.

The case study considers the mechanism at rest falling down from a given configuration due to its own weight. If the mechanism were rigid, the trajectory of point $E$ should remain straight during the rebounds. The presence of flexibility in the links produces undesired displacements in the $x$–$y$ plane, making the trajectory deviate from the ideal straight one. In Fig. 14, the position vector $p_E^{x,y}$ of $E$ in the $x$–$y$ plane, i.e., along with the theoretically constrained directions, and the $z$-component $p_E^z$ along the $dof$ in the vertical direction have been separated into two subplots to better highlight the difference between the FM and the reduced models.

Observing the Fig. 14, both GMs and NM have reduced or amplified magnitudes and phase lag and are not able to reproduce correctly the position of the end-effector point. This shortcoming is not present implementing the CB model and its results are very close to the FM, as confirmed in Table 7 where the RMS error of $p_E$ is reported for various
Fig. 14  (a) Norm of the $x$–$y$ position vector $\mathbf{p}_{Exy}^E$ representing the error along the constrained $x$- and $y$-directions; (b) $z$-component $p_{Exy}^E$ along the dof of the moving platform.

Table 7  Comparison of the RMS error $\epsilon_{RMS} \times 10^{-5}$ (m) for the position of end-effector node $E$

| Model | GMs | NM  | CB  | GMc |
|-------|-----|-----|-----|-----|
| $612.2$ (10m) | $230.9$ (4 $\times$ 6m) | $5.312$ (4 $\times$ $5s$) | $53.677$ (4 $\times$ $5m$) |
| $431.2$ (14m) | $178.8$ (4 $\times$ 8m) | $3.255$ (4 $\times$ $[5s + 1m]$) | $2.169$ (4 $\times$ 6m) |
| $370.8$ (20m) | $159.6$ (4 $\times$ 10m) | $0.220$ (4 $\times$ $[5s + 2m]$) | $0.128$ (4 $\times$ 7m) |

Fig. 15  The first four global flexible modes of the six-link mechanism. The configuration of linearization is displayed in grayscale.

reduced models. Notice that the number in round parentheses represents the total number of parameters employed in the reduced model.

The reason that GMs fails to reproduce FM results with greater accuracy is related to using the global flexible modes of the whole mechanism as elastic parameters of the reduced
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To explain this concept, let us refer to the Fig. 15 in which the first four global flexible modes of the six-link mechanism, as obtained at the linearization configuration that the mechanism has when \( \mathbf{p}_E^F = [0.282, 0.282, -0.031] \), are displayed. It is noteworthy that this configuration generally does not coincide with the initial configuration of the simulation. For example, the initial configuration has been set considering the end-effector at the position given by \( \mathbf{p}_{E0}^F = [0.282, 0.282, 0] \) for all simulations. When the global flexible modes of the whole mechanism are employed as elastic parameters of the reduced model, the latter can deform following the superposition of a prescribed set of global modes, in this case, given by the four modes displayed in Fig. 15. While this strategy minimizes the elastic parameters of the ROM, sometimes it makes the system too plastered and unable to deform freely. As it can be observed in Table 7, even using a fairly high number of global modes the convergence speed of GMs remains very low.

In Fig. 16, the same four global modes of Fig. 15 are employed to create four component-modes for each flexible body, i.e., the two proximal and two distal links, of the mechanism. These component-modes are not normal as in the NM, nonetheless, they can form a basis for GMc able to represent the elastic field of the flexible parts. Observing the results of GMc in Table 7, we realize that GMc is faster to converge and more accurate than CB. This result has been pointed out in [9] for the planar case, but here is confirmed also for the spatial mechanisms. Comparing the two reduced models CB\((4 \times [5x + 2m])\) and GMc\((4 \times 7m)\), using both 28 elastic parameters, the RMS-error almost halves from \(0.220 \times 10^{-5} \) (m) to \(0.128 \times 10^{-5} \) (m). Like the component-modes used for NM and CB, those of GMc are not only compatible with the reference conditions defined in the floating frames but also with the joints, being derived from the assembled multibody system. Another important distinction is that the global modes refer to the eigenfrequencies of the whole mechanism,
which are considerably lower than those of the single component. In addition to what has been explained in [9], here a possible criterion to establish the number of global modes that are necessary to define reliable base functions for GMc is formulated. From Eq. (14), the analogue of the participation mass $m_i$ can be defined as

$$m_i = \Psi_i^T M \Psi_i,$$

(18)

where $\Psi_i$ is the generic global flexible mode and $M$ is the mass matrix evaluated at the linearization point. These masses can be used to scale the global modes in order to increase the conditioning of the system, i.e., $\Psi_i = \Psi_i / \sqrt{m_i}$. Furthermore, $m_i$ contains information on the importance of a global flexible mode indicating the mass/inertia that participates in that particular global mode. Table 8 reports the first twenty participation masses $m_i$ of the system. Using these data to understand the results of GMc in Table 7, we notice that adding the ninth global mode could improve the accuracy of GMc. As a matter of fact, the RMS-error lowers up to $1.092 \times 10^{-6}$ (m).

### 6 Discussion and conclusions

Global modes can be a viable alternative to traditional reduction methods to reduce the complexity of applying the FRFF to flexible multibody systems. Being obtained from the linearization of the governing equations of motion of the assembled system, the global modes satisfy the constraints and contain information on the dynamics of the whole system. It is known how the presence of mechanical joints relaxes, in a certain sense, and modifies the frequency range of a mechanism. Global modes contain shapes and refer to frequencies that belong to the assembly and not to the individual components. However, as demonstrated in the examples, they can be used to form a valid modal basis even at the level of a single component. However, determining the global modes for systems with a high number of flexible coordinates involves a preliminary eigenvalue analysis that can be complex. Limiting the number of global modes required can be a strategy to reduce the computational load in the preprocessing phase. Another strategy, to be investigated in the future, might go through a preliminary reduction process of the individual complex components followed by a second reduction process based on global modes.

Another important aspect is related to the choice of the linearization configuration. The numerical results obtained in terms of RMS error have shown how the ROM manages to reproduce the results of the nonreduced model for the entire duration of the simulation. This

| 1   | 2   | 3   | 4   | 5   |
|-----|-----|-----|-----|-----|
| 1.049E−10 | 1.706E−11 | 3.847E−12 | 2.460E−12 | 6.071E−14 |
| 1.337E−14 | 1.647E−14 | 4.879E−15 | 1.139E−14 | 2.465E−15 |
| 1.773E−15 | 1.269E−15 | 1.435E−15 | 1.023E−15 | 1.432E−15 |
| 2.252E−16 | 1.759E−16 | 2.494E−16 | 6.559E−16 | 1.095E−16 |
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is interpreted by recalling that the set of global flexible shapes obtained in a given configuration forms a basis capable of representing the dynamics of the flexible components also in other configurations. However, although the choice of a given linearization configuration did not lead to drift errors in the solution of the ROM, it cannot be excluded that there are configurations better than others or that the method can be extended to any model. Systems in the presence of collisions, or with variable topologies generate complex dynamics that are difficult to capture using a single linearization point. For such systems, strategies based on different mappings that can interchange based on the occurrence of events can be implemented.

The numerical simulations showed comforting results in terms of computational load reduction and accuracy in the ROM results. It has been observed that a limited number of global modes are enough to be able to capture the dynamic content of a flexible system with an open-kinematic chain even when the system increases its complexity by increasing the number of flexible components.

Differently, departing from the planar formulation presented in [9], the closed-kinematic chain spatial mechanism pointed out that the global modes do not always form adequate base functions in approximating the elastic field of flexible multibody systems. Sometimes, the superposition of the global modes excessively limits the deformation capacity of the mechanism, which becomes more rigid than it should, while the speed of convergence towards the solution of the complete model decreases drastically. Fortunately, in such cases, the global modes can be used to reduce each individual component in the same way as for a classic CMS method. The results showed that the accuracy of a CMS method based on global modes can be better than a classic CMS reduction method developed using local modes. Finally, a criterion based on the participation of the global modes to be included in the final ROM has been provided.
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