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Abstract. Advances in AI technologies have resulted in superior levels of AI-based model performance. However, this has also led to a greater degree of model complexity, resulting in “black box” models. In response to the AI black box problem, the field of explainable AI (xAI) has emerged with the aim of providing explanations catered to human understanding, trust, and transparency. Yet, we still have a limited understanding of how xAI addresses the need for explainable AI in the context of healthcare. Our research explores the differing explanation needs amongst stakeholders during the development of an AI-system for classifying COVID-19 patients for the ICU. We demonstrate that there is a constellation of stakeholders who have different explanation needs, not just the “user.” Further, the findings demonstrate how the need for xAI emerges through concerns associated with specific stakeholder groups i.e., the development team, subject matter experts, decision makers, and the audience. Our findings contribute to the expansion of xAI by highlighting that different stakeholders have different explanation needs. From a practical perspective, the study provides insights on how AI systems can be adjusted to support different stakeholders needs, ensuring better implementation and operation in a healthcare context.
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1.1 Introduction

The adoption, use and diffusion of Artificial Intelligence (AI) technologies in healthcare comprise an area that currently receives vast amounts of attention from both researchers and people working in the industry. This increased attention is highly motivated by advances in machine learning (ML) technology, which have significantly improved the average performance of AI systems. ML-based systems are able to inductively learn rules from training data, typically consisting of input-output pairs
(e.g., historical medical images and corresponding diagnoses). Once the rules are learned, they can be applied to make inferences about unseen data (e.g., medical images of a new patient). ML-based AI systems have enabled the automation and augmentation of sophisticated tasks previously performed exclusively by medical specialists. However, these systems are often built on non-transparent models where it is unclear how a model arrives at a given prediction. These systems are consequently often referred to as ‘black box’ models [1], [2]. Explainable AI (xAI) has emerged as a response to this ‘black box’ modelling; and the field of xAI seeks to provide explanations that accommodate human understanding and transparency [3]–[5].

In a healthcare context, existing literature on the role of xAI suggests that xAI is believed to enhance the trust of medical professionals interacting with AI systems. At the same time, rising legal and privacy aspects [6] are other driving factors in the development of xAI for the healthcare sector. Other areas where xAI is emphasized as being relevant in relation to AI in healthcare include accountability issues, reliability, justification, and risk reduction [7], [8]. These are all areas that are important to explore in order to secure successful AI implementation in healthcare. However, much of the research done so far is conceptual in nature, and there is currently limited knowledge on the need for xAI in applied healthcare contexts. In this chapter, we aim to gain further insights on this concept by exploring how the need for xAI arises during the development of AI applications and which issues xAI can help alleviate in an empirical setting. To investigate this, we conducted a case study and followed an AI startup during their development of an AI-based product for the healthcare sector. We guided our case study with the following research question:

“How does the need for xAI emerge during the development of an AI application?”

The empirical setting for our case study is a Nordic healthtech company specializing in medical imaging; the company is widely recognized as a startup with extremely strong professional competence in this area. Our study explores the development phase of an AI-based medical imaging product the company developed during the COVID-19 crisis; this product will hereafter be referred to as LungX. Based on a desire to utilize their competences to help alleviate some of the strain on the health services the company developed LungX to assist in automatic early evaluation of COVID-19 patients. One of the main challenges facing health services in relation to the COVID-19 crisis is predicting how the disease develops for each patient and thereby affects the resources of a given hospital [9]. Our investigations follow the development of LungX with a particular focus on identifying the ability of xAI to accommodate the needs of different stakeholders during the product life cycle.

The remainder of the chapter is structured as follows: the next section provides an overview of related literature and a detailed description of our methods and the empirical setting of our research. We then present the findings of the study before closing with a discussion on the theoretical and practical implications of our findings.
1.2 Related Work

As a starting point for answering our research question, we drew on prior work at the intersection of AI, xAI, and medical work with a primary focus on radiology. In the following section, we present relevant literature describing the drivers of AI adoption in healthcare, the emergence of xAI, and lastly, how both AI and xAI have been employed in the fight against the COVID-19 pandemic.

1.2.1 Adoption and use of AI in healthcare

AI-based algorithms are increasingly being developed for use in medical applications [2], [7], [10]. AI offers medical professionals the capacity to develop powerful, precise models capable of delivering individually tailored treatments backed up by aggregated and anonymized healthcare data [9], [11]. Hence, AI technologies create new opportunities for discovering new and improved treatment plans, facilitating early detection of diseases, and monitoring disease progression [12]. Further, these powerful technologies promise to solve problems of sparse resources by carrying out tasks currently operated by specialists such as radiologists, whose availability and mobility are limited [13], [14]. At the same time, they address the increasing need to keep up with the growing population and provide higher quality healthcare. However, the majority of these complex AI-based models remain in the development phase, never reaching production [9], [11], [12].

The increasing presence of complex AI models in healthcare has generated strong debates, as outcomes have varied [9], [15]. Models portrayed have failed to meet performance expectations, jeopardized critical decisions, and used discriminatory factors in determining outcomes [5], [13], [15]–[18]. Projects such as “Watson for Oncology” [19], an unnamed, broadly used algorithm to manage the health of large populations [20], Google Health [21] which can identify signs of diabetic retinopathy, or COMPAS [22] a decision support tool used in court houses to assess risk of recidivism, have all failed one way or another when put into test or even production. This has spawned a backlash against AI-based outcomes due to the potentially severe consequences they might have for humans making high-stakes medical decisions.

Improving the performance of machine learning models often requires increased complexity of the underlying models, larger datasets, and more computing power [4], [23], [24]. However, due to this heightened complexity, it becomes impossible to understand how these models work, how the data is processed, and how outcomes are generated [7], [25]–[27]. Hence, scholars have characterized such models as opaque or black box models [28]–[30]. In black box models metrics such as accuracy, precision and prediction speed take a front seat, hindering the ability of the general population to understand relevant outcomes, creating it an illiterate ability for the few. Their use in high-stakes decision-making, such as medical decision-making [2], [31]–[34] has led to increasing demands for transparent and explainable AI. Recent studies show that model transparency, interpretable results, and an understanding of clinical workflow are all necessary in order to ensure the correct use and adoption of these powerful models [2], [35], [36] in healthcare practices.

Apart from generating transparent or explainable models, it has also proven difficult to organize cross-disciplinary work between healthcare workers and data
recently, scholars have addressed the issue of an ‘AI Chasm’ in the clinical research community [27], [36]–[38], identifying a gap in the literature between building a sound and scientifically correct model and using it in a real-world medical clinic. Though the EHR (electronic health record) has improved data volume in some parts of the world, both data quality and availability for training AI models are still prominent issues [11]. Lastly, regulatory obstacles like FDA approval and/or CE certification, which are typically necessary to obtain clinical trials, are slow processes that demand high performance results and documentation [36], [39]. These circumstances create a catch-22 situation where the production of higher-quality models and implementations is inhibited by restricted access to relevant data for training and achieving the desired performance scores and knowledge about how experts work.

1.2.2 Drivers for xAI

Many scientists suggest that xAI could ease and promote the adoption of AI in the medical domain; as explainability could accommodate understanding and trust, making stakeholders more willing to adopt a given AI application [6]–[8], [11], [40]. Studies on what kind of information is needed when a complex model is introduced in a decision-making context indicate that information provided by xAI frameworks may be of great relevance [2], [10], [35]. For example, Cai et al. [2] found that clinicians are interested in the local, case-specific reasoning behind a model decision as well as the global properties of the model. These information needs are similar to the information clinicians need when interacting with medical colleagues to discuss a patient case. Both the local and global model information could potentially be provided by xAI frameworks such as LIME, SHAP or PDP [41], [42]. In connection with this, Lebovitz [11] studied how an AI application aimed at diagnostic support in radiology was used in practice; the study found that the introduction of AI in the decision-making context introduced additional ambiguity into medical decision-making and caused their routine decision-making tasks to become nonroutine. The study emphasized that the lack of information about the model workings intensified the degree of ambiguity and that knowing more about how the algorithm was trained would have increased confidence in the results of the AI application. However, there remain very few studies investigating the actual information needed when introducing AI in algorithm-assisted decision-making in the medical sector. These studies motivated our research in xAI approaches and how they might be able to provide information to ease the understanding, adoption and implementation of complex AI-based models.

1.2.3 Emergence of xAI

The demand for transparency and explainable AI has emerged as a response to the increasing “black box” problem of AI. xAI refers to methods and techniques that seek to provide insights into the outcome of a ML model and present it in qualitative, understandable terms or visualizations to the stakeholders of the model [4], [6], [24], [43]. Moreover, [1] describe xAI as follows: “Explainability is associated with the notion of explanation as an interface between humans and a decision maker that is, at the same time, both an accurate proxy of the decision maker and comprehensible to humans.”
The terms explanation, transparency and interpretation all appear frequently in research dealing with the “black box” problem of AI, but the field has not yet reached a consistent, universal consensus on their meaning. This is partly due to the nascent state of the field and the fact that it spans multiple disciplines. xAI itself is the newest concept associated with human understanding of models and the efforts made in response to opaque deep neural networks [3], [44]. Explainability entails that a meaningful explanation can be formulated for a stakeholder [1]. Interpretability, on the other hand, entails the ability to assign subjective meaning to an object [44]. Interpretation occurs when a human uses their cognitive capabilities to form meaning from information. Transparency has a much more technical origin within the field of xAI. Here, ‘transparency’ is mainly used in computer science literature to describe different frameworks or methods to simplify complex models into binary models, rule generators or the like [1], [5], [42], [45]– [50].

When defining xAI products in relation to their utility for humans/model stakeholders, one key dilemma is the trade-off between complexity and interpretability. Oftentimes, scientists and engineers must choose between a more interpretable but less complex model and a less interpretable model that may offer a more accurate representation of reality. Another important trade-off arises in the form of accurate explanations versus comprehensible explanations; the more accurate the explanation, the more incomprehensible it will be for AI-illiterate stakeholders. Even though it may be possible to use xAI frameworks to accurately depict the model output or how the model produced the output, this description may still be incomprehensible to AI-illiterate stakeholders [24], [51], [52]. While these dilemmas have been acknowledged by scholars, there is a limited understanding of how they are dealt with in practice.

Social scientists have begun to address the request for more knowledge on the constitution of explanations — conceptual papers such as [46] have addressed the origins of explanations themselves, how we are biased in our explanation interpretation, and how explanations are phenomena that occur in the context of human interaction. Moreover, researchers from the socio-technical HCI-related fields [53], [54] problematize the way xAI research is approached by data scientists. Because xAI technology has its origins in data science, it was initially used as a tool for debugging and variable exploration. These studies implicitly adopt a universal conceptualization of explanations as useful for either developers or users. Further research is required to understand the constellation of stakeholders for AI models—the receivers of explanations—and the need for explanations they deem satisfactory. Moreover, scholars have similarly called for a more nuanced understanding of xAI and how it can satisfy different stakeholder needs by building more targeted explanations [7], [32], [55]–[57].

1.2.4 AI and xAI in the fight against the COVID-19 pandemic.

Before the WHO (World Health Organization) had even announced COVID-19 as a potential pandemic, AI-assisted and autonomous systems had succeeded in detecting and predicting the spread and severity of the pandemic [58]. Systems like BlueDot and HealthMap, which previously helped identify and detect SARS and the Zika virus (other coronaviruses), were now the first to identify unusual viral activity in Wuhan, China [59]–[62]. Algorithms utilizing big data and people’s whereabouts both on- and offline helped warn the authorities about the impending crisis, helping public health
officials respond in a fairly fast manner [61]. However, as we have seen, pandemics are extremely hard to combat; therefore, methods for identifying infected patients and disease severity are vital steps in this fight [18], [63].

The most common way to diagnose COVID-19 is by using the Reverse Transcription Polymerase Chain Reaction (RT-PCR), which is an expensive, time-consuming, resource-heavy, and complicated process. This has fueled the search for alternative ways of detecting the virus [18], [58], [63]. Recent research has shown promising results from methods using CT scans and lung X-rays to detect COVID-19 [64], [65]. However, the sparsity of radiologists who need to describe the images and give a diagnostics report have spurred the use of AI-based models to assist in this process.

Current literature identifies two main approaches that address COVID-19 in chest X-rays (CXR): a classification and detection problem, or a severity measure approach. The first approach is concerned with identifying COVID-19 and other lung-related pathologies (or anomaly detection, which tries to identify only COVID-19 infections from healthy CXRs). The classification and detection approaches have the same goal of identifying COVID-19, whereas the other approach is concerned with a severity measure for disease progression itself [66]. As the pandemic has evolved and the infrastructure for administering RT-PCR tests has greatly improved, the scope of AI-supported image scans has leaned towards disease progression and severity measures instead of disease diagnosis. Data used for training these deep neural networks (DNN) primarily consists of open-source CXR image repositories, which often contain labeled images of viral and bacterial pneumonia, fractures, and tuberculosis. However, image quality has proven suboptimal, as original X-ray images offer much higher quality and contain more helpful metadata in the DICOM (Digital Imaging and Communications in Medicine format) than the images often available in a compressed format, such as JPEG [67]–[69].

A recent study [68] on how data processing and its variability in deep learning models affect explainability describes the fallacies of biased DNNs, which are not visible without some deeper insight into the models: “…it is unclear if the good results are due to the actual capability of the system to extract information related to the pathology or due to the capabilities of the system to learn other aspects biasing and compromising the results.” [68]. Researchers use xAI to gain insight into the inner workings of their model and how it detects pneumonia in CXR. In particular, they have utilized the Gradient-weighted Class Activation Mapping (Grad-CAM) method [70], originally a debugging tool for DNN, to visualize the output of the model with a heatmap overlay. This visualizes the pixels of interest in the image and colors them in different shades according to their importance in relation to the output. This way, the visualization can be more easily validated by developers or radiologists to see if the correct pixels (variables) are marked by the model. Others have used the LIME framework [6] for similar purposes, helping radiologists by visualizing the model and identifying which features play a crucial role in distinguishing between COVID-19 patients and other patients [71]. Hryniewska et al. [15] point out that when a radiologist was shown the assumptions about data, models and explanations, many of the models created for COVID-19 were deemed incorrect. They have therefore created a useful checklist for building and optimizing future model performance and reliability.
The above studies show how xAI can be used to provide human-interpretable explanations for radiologists using the model for e.g., decision support or developers either debugging or testing the model’s performance and diminishing biased data. This nascent research on the fight against COVID-19 appears to follow the same steps as the more general literature on healthcare xAI. Overall, we observe that current studies view xAI as advanced methods that provide universal explanations without taking into consideration the specific needs of different stakeholders.

In light of the above and the concept of explainability as socially constructed [46], we conducted a case study to examine how the need for xAI emerges and how the needs of different stakeholders are taken into account. Hence, this study aims to shed light on how xAI influences the development, adoption and use of AI-based products in healthcare settings.

1.3 Method

The empirical basis for this research is an illustrative interpretive case study that investigates the use of xAI in a healthcare setting. Case studies are particularly valuable for exploratory research where a thorough understanding of a phenomenon in a particular context is preferred [72], [73]. Further, the choice of the method depends on the nature of the question that is being investigated. Case studies are best suited for investigating ‘how’ questions [74], in this instance how the need for xAI emerges during the development of an AI-based healthcare project.

Against this background, we conducted a longitudinal case study in a growing Nordic start-up developing AI-based tools for decision support in healthcare. The start-up is currently working on two different products; whereof the one we investigated is aimed at detecting COVID-19 based on lung X-rays and providing an automated severity score. Two of the researchers collected empirical data over a period of six months, focusing on the development process of the product.

1.3.1 Data Collection

The primary data source was semi-structured interviews with employees at the company, online workshops, and a collection of written documents produced by the company. Due to the circumstances of COVID-19, real-time observations were very limited, and most interviews and workshops were conducted via Microsoft Teams. Moreover, follow-up questions and updates from both sides were exchanged through email.

Interviews were conducted by two researchers, one leading the interview and the other following up on relevant points and remarks from the interviewee. Participants were informed of the purpose of the interview, the focus of our research, and the fact that the interviews would be anonymized. The interviews lasted an average of 50 minutes, and they were conducted in English. All the interviews were recorded and transcribed with the consent of the interviewees.

We conducted nine interviews with seven employees involved in the project, whereof two interviews were follow-up interviews with the CTO and a medical annotator (see Figure 1 for more details). We did not interview end-users such as
radiologists, ICU clinicians, or patients, since LungX was not tested or implemented in hospitals during our research period. The interviews were based on an interview guide. Hence, we started with demographic and open-ended questions, followed by questions focusing on the history of the project, the interviewees’ daily work with the project, data quality, use of xAI, model requirements, and future expectations. The interviews provided us with a thorough understanding of the project, including insights into both business and technical aspects of the product. While limited, the interviews were sufficient for the purposes of proof of concept.

Background information (including business proposal, PowerPoint presentations, project plans, grant application, a demonstration of the model and the user interface, user manual, requirement documentation and meeting minutes) was also collected as complementary material to the interview data.

| Role in Company: | Main responsibilities: | Interview themes |
|------------------|------------------------|------------------|
| **CEO**          | Developing the business case of product; responsible for business-related communication with clinics | Business aspect of the product, understanding of clinical operations, decisions for pursuing the case |
| **CTO (2 interviews)** | Designing the entire product (conceptual as well as technical parts); making research prototype | Technical perspective of the case, medical imaging and product details, reasoning behind decisions |
| **Developer**    | Converting machine learning research code into quality-assured code for the product | Deeper insights into the product, including how the model is constructed |
| **Developer**    | Fetching data from online sources and storing it for training; aligning technical aspects of LungX project with existing projects | Data quality and annotation process |
| **Product Owner** | Medical annotation of data; developing new features the product | Data quality, annotation process, validation |
| Medical annotator, (2 interviews) | Medical annotation of data | Data quality, annotation process, validation |
|----------------------------------|---------------------------|---------------------------------------------|
| Clinical Operations Officer      | Will be involved in planning the clinical validation of the product and day-to-day interactions with clinics; has not been very involved in early phases of product development | Project testing procedures, obstacles in product testing at hospitals, deep understanding of clinical processes at hospitals |

*Figure 1 Interviewee summary*

**1.3.2 Data analysis**

For the data analysis, researchers adopted an “insider-outsider” interpretive approach [75], [76] where initially, they established the “insider” perspective of how the need for xAI emerged in the AI-based project.

Once the “insider” understanding was formed, we engaged on a more abstract, theoretical level—the so-called “outsider” point of view—where the researchers created a link between the four dimensions [77]. In other words, we associated the “insider” point of view with the “outsider” point of view to merge our understanding of practice with our understanding of the existing literature.

The first and second author undertook the entirety of the field work, jointly developing an “insider” view of the process. The third author looked at the data after collection—having an “outsider” perspective on the phenomenon and the research site allowed the third author to provide new ways of theorizing and identify new patterns in the data which were discussed with the other authors. This method of data analysis revealed itself to be very fruitful since the first two authors could draw on their rich understanding of the data during the discussions of the identified patterns by agreeing or disagreeing with the third author, thus linking the “insider” view with the existing literature.

Our qualitative data analysis followed the approach of Gioia, Corley, & Hamilton [76]. We employed constant comparative techniques and open coding [78] in order to analyze our data, and our data analysis was an iterative process during which we discussed codes until we reached an agreement.

First, we moved all interview transcripts and background materials to NVIVO software to look for specific indicators of the practices where the need for explanations emerged in the project. These practices constitute our unit of analysis.

Next, we started by applying open coding on the interview transcripts to identify first-order concepts, staying close to the informant’s original statements. We linked these original concepts together and formulated second-order themes (axial coding). Finally, we further grouped the themes together to come up with four dimensions
through which the need for xAI manifested itself in the project. We illustrate our data structure in Figure 2, where we depict the concepts, themes and dimensions identified in the data analysis. As our coding of the data progressed, the first-order themes reflecting a higher-level concurrent theme structure in the coding. Lastly, these themes were aggregated into four dimensions of stakeholder’s concerns emerging in the development of LungX: Development Team concerns, Subject Matter Expert (SME) needs and concerns, Decision-Maker needs and concerns, and Audience: (Patient) concerns. These concerns are constituted by the model’s different stakeholders, articulating their own relationship to the model or their perception of other stakeholder groups in the development phase of LungX. Assessing the second-order themes, it is important to note that they are not necessarily mutually exclusive to the different dimensions but rather have the most influence on the depicted dimension. These stakeholder concerns are discussed in more detail in the findings section.

![Figure 2 Data Structure](image)

Going forward, we present the case setting followed by the findings from the data analysis and structure, thereafter a discussion of the findings, conclusion, and further research.
1.4 Case Setting

The empirical setting for our case study is a Nordic healthtech startup that specializes in medical imaging. The company was founded within the last five years with the vision of simplifying radiology and improving the patient journey through diagnostics. The five founders come from a mix of business and university backgrounds — four of them have extensive experience within medical imaging, while one of them has many years of experience with the commercial execution of life science projects. The company has approximately 20 full-time employees and a handful of part-time associates organized within the areas of business, research, development, operations, and regulatory affairs. When our research project started, the startup had one Class I CE-marked product on the market: a medical imaging solution able to triage patients and provide diagnostic support based on brain MRI scans. While it was not the subject of our focus, the existing brain product is worth mentioning because it came up in several interviews as some of the elements of LungX are inspired by the brain solution. Our research is centered around the development of LungX, a new solution based on lung X-rays.

The idea to develop LungX emerged based on a desire to alleviate strain on health services providers during the COVID-19 crisis by putting the company’s medical imaging capabilities to use. One of the main challenges facing health services providers in relation to the COVID-19 crisis is diagnosing and predicting how the disease will develop [9]. To address this, the company partnered with relevant hospital stakeholders and collaborators from a computer science department at a top Nordic university to develop the idea of using imaging to diagnose and predict disease development such as the need for intubation, admission to intensive care unit, or prediction of death, and thereby assisting in resource planning at hospitals. During the initial phases of product development, it became clear to the company that LungX could be based on X-ray scans as they are generally faster, more mobile, and more accessible than CT scans. The fact that many hospitals have mobile X-ray scanners was a big advantage; this meant that healthcare providers could bring the scanner to patients instead of vice versa, making it easier to avoid spreading infection. LungX was therefore built to take X-rays as input and use advanced AI and image analysis to provide real-time information that can assist in resource planning. The input LungX provides to the resource planning process comes in the form of a severity score for COVID-19 patients, a modified Brixia score [79] that quantifies how many of the patient’s 12 lung zones are affected by lung edema/consolidation. Moreover, LungX is able to detect six different lung abnormalities (atelectasis, fracture, lesion, pleural effusion, pneumothorax, edema/consolidation). The severity score is calculated when edema/consolidation is detected, and it indicates how widespread the finding is throughout the lungs. The detection of the six different lung abnormalities provides trained medical professionals with complementary information in the evaluation of chest X-rays and is assistive in nature. Besides the detection of lung abnormalities and the severity score, LungX also provides a planning element based on triaging patients. The triage assessment for each incoming patient measures the severity of the pathologies detected and is based on a ranking of the lung abnormalities and the severity score to help support planning of patient care. It is meant to give a quick status overview of current patients and prioritize
those with the most severe symptoms. Thus, LungX has multiple value propositions that can be utilized based on the specific needs of a given hospital. For the interested reader, the technical details, data foundation and test performance metrics for LungX are described in Appendix 1.

The information provided by LungX is visualized in two different interfaces: The Study List and the Findings Viewer. The Study List provides an overview of all patients scanned and their triage category. This means that the Study List can be used to prioritize patients based on their triage category so the patients with the most critical triage category can be seen first. The Findings Viewer shows all the information extracted by LungX for a single patient, including their scan, their triage category, and a findings overview showing whether each of the six abnormalities has been found in a binary fashion (present or not present). If a given abnormality has been, it is possible to use a ‘Findings Selected’ option to see a markup of where in the X-ray LungX has identified the finding. Figures 3 and 4 show a representation of the Study List and Findings Viewer, respectively. The two figures are not identical representations of the actual system, but they accurately portray the type and format of information presented in the GUI.

| Patient Name | Patient ID | Study Date  | Modality | Scanner ID | Study Summary | Triage |
|--------------|------------|-------------|----------|------------|---------------|--------|
| Anon 1       | 1234       | 11/11/11    | CR       | 1212121212 | Indication of lesion | Medium |
| Anon 2       | 2222       | 11/11/11    | CR       | 1212121212 | Indication of pleural effusion, atelectasis, edema | High   |
| Anon 3       | 3333       | 11/11/11    | CR       | 1212121212 | -              | Low    |
| Anon 4       | 4444       | 11/11/11    | CR       | 1212121212 | Indication of lesion | Medium |
| Anon 5       | 5555       | 11/11/11    | CR       | 1212121212 | -              | Medium |

*Figure 3 Study List*
1.5 Findings

While investigating how the need for xAI emerged during the development of the AI application, we observed a plethora of concerns as expressed by the interviewees. In particular, we found clear patterns of variations in how the need for xAI emerged, and we identified four aggregated concerns related to development, domain expertise, decision-making, and patient-related concerns. These concerns manifested with specific stakeholders in mind. In the next sections, we present the specific stakeholder concerns that lead to the need for xAI in AI-based healthcare applications.

1.5.1 Development Team

Explanation needs were expressed not only by the members writing the software, building infrastructure, or training the model, but also by people working with and annotating the training data, developing the GUI, and testing the model and product. In this particular setup—the partnership among the university, the company, and the hospital—the company is responsible for researching and developing the best possible solution for identifying and classifying COVID-19 based on CXR (chest X-rays) and potentially other data sources. As a result, we observed that explanation needs emerged through the development team’s concerns, which primarily involved Model performance and Data foundation concerns.

Model Performance Concerns

Many times, interviewees stated that in order to achieve the aim of the project—to improve the patient journey—the model had to fulfill certain performance requirements while still complying with GDPR policies and local health regulations. The performance of the model constitutes a major development obstacle in terms of obtaining satisfactory accuracy and precision scores.
"The main obstacle would be to ensure enough, you know, accuracy and precision." (Medical annotator)

Developers used the explainable element in the GUI to test and validate the model’s performance, viewing the output and performance in the GUI to ensure correct visualization of the pathologies in the CXR. Various tests on 20% test data landed around .8-.9 AUC (area under the curve) for detecting COVID-19, green-lighting the model for empirical testing to see if those numbers would still stand. However, two types of pathologies proved more difficult in terms of maintaining a reliable performance. This resulted in a scope creep to four instead of six pathologies in the test version for the clinics and hospitals.

"... It's not because we don't have enough data, it's just we don't have enough phenotype of the dataset in the sense that you could have lots of pneumothorax pretty clear, you could have faint pneumothorax, but there are some pneumothorax that are extremely hard to see..." (CTO)

Moreover, the current model only examines images and does not take into account any additional information, such as gender, age or other patient information. On the one hand, this is good in terms of complexity as fewer variables will often be easier to interpret, however, on the other hand the model still needs to maintain a satisfactory performance. This is often a dilemma in developing models for critical decision-making, as one of the interviewers reports that more data would also improve the accuracy of the model:

"...Right now, you only have the images and do not take into account any other additional patient-related data like age, gender, blood pressure, or whatever it might be that could be relevant in terms of improving the accuracy of the model.” (Developer)

To improve the accuracy of the model, the developers are aware that additional information can significantly influence the model performance.

"...We did see, well, an increased accuracy when they had age information as well, so I think age was definitely something to include.” (Developer)

However, the current performance proves good enough for testing in empirical settings, but it will be expected to include more vital patient information in testing. Hence, this increases the need for explainability, as complexity in the model increases in parallel with more data and variables to comprehend. Though it’s worth noting that LungX is an aiding tool rather than a diagnostics tool, clinicians still need to have some understanding of the model output. However, the use of the model output can differ, depending on the role of the clinician.

"...For example, a radiologist probably doesn’t need as much help finding a series of kind of common pathologies in a chest X-ray, I think they’re able to do that really quickly, versus a junior clinician maybe working in the emergency department who might not have very much experience in looking at X-rays. And that actually might be the main benefit for them, whereas maybe in the radiology department it’s not so much about finding the pathology, it’s about having something that very quickly scores that and provides a risk assessment.” (Product Owner)

Performance is now a situation-specific measure that depends on the intended use case (e.g., diagnostic assistance or risk assessment) and shows how it can differ from use case to use case. In this sense, performance is not necessarily usefully displayed in numeric values dealing with quick risk assessments, as it is arguably harder to comprehend a numeric value than simple color-coded indications in stressful situations.
Development of the shown output should reflect the stakeholders’ needs in their specific situation, including the developers themselves.

**Data foundation concerns**

Data foundation concerns relate to the data collection approach practices of storing and cleaning data, as well as how data is structured, annotated, and evaluated. The ability to build any form of supervised DNN (deep neural network) demands a data foundation that is labelled correctly, with a variation that is evenly distributed. Just as critical is the size of the dataset. Both the variation, size and distribution of the data foundation can be explored with different xAI frameworks to identify potential biases in the data prior to modelling.

It is imperative to have a data set large enough for both training and testing to provide a convincing consistency in the model. In this case, data annotation practices were standardized by an employee with a medical background, who created a protocol for how to interpret the CXR, segment them into different pathologies, and annotate them. Three annotated datasets were used — one received from the hospital (containing COVID-19 CXR) and two open-source datasets containing different types of similar pathologies. These datasets established the data foundation of the model. The severity score the company developed builds upon the brixia scoring system for COVID-19 [79], [80] to segment the lungs into 12 different zones, visualized and explained in the user manual.

![Figure 5 Visualization of ZASS Calculation](image)

The zonal assessment severity score (ZASS) and the brixia scores have been used at clinics as ICU doctors need something easily interpretable to measure patient progress. In this case, the company found out that radiologists were doing this by hand. They may, therefore, be familiar with interpreting this scoring, which is now automated for them. As illustrated in Figure 5, the model measures the affected areas of the lungs and gives a total score of 0-12.

“...And then we found out, at one hospital, the radiologists were scoring the X-rays just because the intensive care doctors wanted something quantifiable to base patient progress on. That helped us define if we should use a similar scoring system. We can automate that scoring.” (CTO)

Moreover, the company has employed several doctors—one of whom is the product owner—to guide the team as to which information is important for ICU doctors and
radiologists when they make their decisions. The team has also established an international network of specialists from around the world, including Italy, which was one of the first countries to shut down due to the pandemic. The insights and learnings gained from these partnership-discussions with other clinicians were used to prioritize information and metadata related to the images. Furthermore, these discussions prompted the team to replace the previous heatmap overlays on the X-rays with the current boundary boxes to indicate findings in an image.

However, knowing what data and information you want is not always the same as having it; one of the developers also expressed concern with using open-sourced data, as some information such as which scanner was used, image quality, and if any preprocessing of the images has been done is often not described in these datasets.

Besides these concerns, the ability to generate correctly classified COVID-19 instances is another hurdle the team has managed to tackle with an accuracy around .8, by training and educating their employees in reading and interpreting CXR.

### 1.5.2 Subject Matter Expert

Subject matter expert (SME) concerns relate to domain knowledge and validation practices. The role of the SME can shift depending on the context. In the development phase of LungX, when annotating the images with the different pathologies, the SMEs consist of the employed clinicians and one radiologist. The annotation team was creating the ground truth for the machine learning model to be able to recognize COVID-19. As such, the team has gone through extensive training in detecting abnormalities in CXR. Even though some are doctors themselves, the team members are young and have therefore chosen to partner up with a more senior radiologist with years of experience.

#### Validation Concerns

The team is very cautious of the life-or-death stakes their product is dealing with, which reflects their validation concerns and how the company addresses the need for a sound model that supports the trust of all stakeholders. Operating in high-stakes environments has led the team to maintain a human-in-the-loop approach when inspecting the annotations of the data foundation, even though machine learning helped in identifying many of the pathologies by using NLP (natural language processing) tools to identify pathologies of interest. It’s worth noting that the more uncertainties the model relies on, the more doubtful it will be in the end, though this will not necessarily be visible in the performance metrics. To approach this, the company provided manual insurance by having SMEs oversee the annotation process.

"...When we look at the images, we also had a report from the radiologists who had described it previously, and we use that report as a ground truth for confirming that findings were there. And the way that those images got found was an algorithm search in these reports. And they found keywords such as pneumothorax or pneumonia. And then they took that image and put it into the pneumonia, or pneumothorax dataset.”

(Medical annotator)

Besides the validation of training data, the company faces a clinical validation process based on images delivered by the hospital. In this setting, the SME would be one of the collaborators from the hospital reviewing the output of the model and
evaluating if the results are substantial. If so, they will continue testing the product in production.

“... There will be a process of formal clinical validation happening in the next couple of weeks, and so that will be an analysis based on a data set and dedicated data set for validation...” (Medical annotator)

“... The clinical validation part is together with the clinics finding out whether or not the LungX solution is relevant for [the clinics] and actually provides benefit for them...and obviously, Hospital X is more a partner in terms of providing medical insights into what is needed and necessary, but also for testing and validation.” (CEO)

Validating the output of the model with experienced professionals from the hospital as well as medical annotators led the company to drop two of the original six pathologies in scope, as their performance was not living up to their standards.

1.5.3 Decision-Makers

Decision-making concerns are very prominent among the interviewees, as the value proposition of the product is directly related to the use of the system for improving decisions in the hospitals. However, LungX entails not only one but multiple value propositions supporting different end users. These could be the ICU clinicians, the hospital manager, the radiologist, or the nurse. For instance, the severity score (ZASS) would primarily be useful for the ICU clinicians. We identified four themes which represent concerns about decision-makers (e.g. clinicians, radiologist) and their interaction with LungX. These concerns are inferred from the interviews with other stakeholders both medical and development staff at the company.

**Human/AI Discretionary Boundaries**

Decision-Making is a process where various information is collected or presented, interpreted, and used by humans to draw a conclusion. In the case of using AI systems to assist this process, the interviewees express their concern regarding discretionary boundaries between the model output and the decision-maker’s judgement.

“I’m always curious about what [LungX] says. I have my own findings, and I’m also very curious about what it says. If it’s the same, then I’m more confident in my findings. So as a young doctor, I would use it for that. Even though it can’t catch it all.” (Medical annotator)

“Trying to understand who’s liable for the decisions is extremely important.” (CEO)

The user interface of LungX has limited information on how certain the model is in its classification, which could lead young doctors to rely too much on potentially low accuracy output from the model. The need to adjust the complexity of the information displayed could be re-evaluated; though there is a risk of contaminating the interface, an accuracy score would potentially awaken a more critical judgement in young doctors. Hence, the need for further understanding the interplay of a human and AI in order to achieve altogether better diagnostic outcomes. This information is consistently requested by the employees and is on the roadmap for implementation.

“I like to know the boundaries, the thresholds that determine whether the machine learning model classified it as normal or not normal. I’d like to know that threshold so I can use that in my own decision-making. And then I regard the software, the
framework, as helping me with some inputs to my own decisions. That's why I don't want it to [automatically] make decisions for me, like diagnosing." (Medical annotator)

Though LungX will influence the decision-making process, it is emphasized several times that none of the clinical staff at the company wish for the model to take over the decision; rather, they’d prefer to use it as an aiding tool in their own decision-making. Therefore, it is even more important to stress that the final decision belongs to the doctor and that the model cannot stand alone.

"The primary goal is to assist with diagnostics or assist with planning but not kind of take over those processes because that's not the goal, and I think there's much more risk when software tries to automate processes in medicine, and that's not what we're trying to do." (CEO)

Moreover, the tool does not take into account the patient’s history or any information from the clinical investigation (blood samples, blood pressure, etc.), all of which are highly relevant to the final decision.

"I deem that the clinical information, the patient history, and the clinical signs and the results of the clinical investigation of the patient is very important in telling me what it might be that I'm looking at, and so that's important to include. It wasn't included in this product and it isn't included right now, but I think that's actually really important in doing that." (Medical annotator)

For the decision-maker, the complexity lies in judging when and how they should factor the information presented in LungX into their own decision-making. Depending on where these boundaries are agreed upon, different xAI needs emerge. The more complex and autonomous the system, the more need for information that explains the ‘why.’ Furthermore, the tradeoff between complexity and interpretability emerges as the decision-making workflow should be smooth and undisturbed while still generating an informative, reliable explanation.

**Output Interpretation Concerns**

Whereas the theme of discretionary boundaries is concerned with when and what the decision-maker should use the aiding tool in their decision-making process, the theme output interpretation is about how the information is presented and interpreted by them. The information presented in the interface is intended to be easily interpreted, stripped of unnecessary noise to support a smooth and fast process. The most prominent feature in the software is the red ‘bounding boxes’ that enclose abnormalities in the image, their findings are then defined in a table beside the image as shown in the illustration of the Findings Viewer.

"It's basically some sort of explanation of what we think [bounding box]. If there's a 95% probability of seeing a pleural effusion, the radiologist will think OK, why? Therefore, we have to be able to show exactly the reason and the region in which we think there is a high probability of a pleural effusion. So, this is where the bounding boxes come into the picture, to show the radiologist that these are the regions we think are the most suspicious of a particular finding." (CTO)

Though the probability score of the findings (i.e., how certain the model is of its classification) is not displayed in the interface, information on the severity of the finding is shown (i.e., how widespread the disease detected in the lungs is). The severity score is considered more difficult to comprehend, as it consists of several underlying
factors, such as the severity ranking of the detectable diseases—as decided by the individual clinic—and the ZASS score, which is based on the brixia scoring system for COVID-19 to measure the extent of the disease [79]. As the severity score is subject to adjustment from clinic to clinic depending on their practices, this could increase the complexity in interpretation of the score.

“I think that that it [bounding box] mitigates a lot of that misinterpretation risk. At the moment, I think it’s relatively easy to interpret. You know, if there’s a finding or if there’s not, but in terms of actually... the fact that it actually gives a score to quantify how widespread a finding is. I mean, that then can be misinterpreted, and so we have, for example, an explanation of what that score means in the user manual...I think it is hard to communicate risk, particularly when that would then involve some clinical information as well, and then that becomes less easy to explain to a user because you can’t just say, ‘Oh, the lung was divided into the zones and, therefore, we kind of get this score.’” (Product Owner)

How the clinicians interpret the visual information displayed is considered relatively easy when discussing the images and their boundary boxes. Moreover, the red/yellow/green triage field showing which patient should be prioritized first according to severity of disease and type of disease is deemed understandable for prioritizing patients but not for supporting diagnosis.

“In our software, we also have a triage function, and that’s very much low, medium, high triage. And I think that that is a pretty simple way to communicate risk or urgency to a user.” (Product Owner)

The quantified severity scores are deemed somewhat more complicated. Because of this, the company has incorporated two measures to accommodate that: training sessions for users on using and interpreting information in LungX to ensure that decision-makers feel comfortable using the values displayed.

“I think also there are some risks related to more subtle things like interpretation of results [...] what do the results mean, and I think a lot of that has to then come down to making sure that everyone who uses the technology is trained in how to use it.” (Product Owner)

Moreover, the current decision-making process involves interaction between colleagues if they doubt a claim made by another clinician. This is seen as difficult to maintain when operating with AI-based systems.

“I could ask my colleague, ‘Why do you think that this person has pneumonia?’ And he will answer [X, Y, Z], and OK, then I’ll trust him if I agree, but I can’t really ask the network [LungX].” (Medical annotator)

Adoption Concerns

However, it is not enough to know how and what to use in a decision-making process if the product is not adopted in the decision-making process. The adoption concerns theme refers to how the employees experience resistance toward the product or express doubt about how it will be received and used.

“Purely, it comes down to the lack of being able to get a good way of applying it in the clinic. That is the last step that fails because you might be able to sort of say, ‘OK, there’s a very good AI, it works really well, it has high accuracy, good sensitivity, specificity.’” (Clinical Operations Officer)
According to interviewees, understanding the processes and workflow surrounding the work of an AI-based model is a key concern. The way LungX is incorporated into the overall process influences its adoption in hospitals. Interviewees also express a more general concern with using automation tools within medicine, as this field often deals with high-stake decisions.

“So, I think it's twofold. I think it's that you need to make sure that performance is very, very good. But I also think... it's just very difficult for people to accept automation within medicine I think.” (Clinical Operations Officer)

Though LungX is not intended for automation, it has a significant influence on the decision-making process. The development team seems to be aware of potential resistance from medical staff, especially when introduced to new and unknown tools. LungX is one of the first systems of its kind to be implemented in clinics, which may subject it to resistance in many forms.

In addition, some clinics might operate with contingencies from other software products that inhibit them to change or alter their current processes. Moreover, the LungX product might not fit exactly what the clinics are looking for. Different pathologies can be of interest to different clinics, so the team risks having spent time on developing a product that is not relevant in real-life scenarios.

“It's able to differentiate A from B. You go to the clinic and they say, 'Well, we can't implement that because, you know, we use this different product and we can't change that because the whole region has bought this product. We don't care about A or B. We care whether it's A&B or C.' So, you solve the wrong problem or maybe it's the wrong people that have to implement it. That is where you finally realize you've got a hammer and there's no nails that match it.” (Clinical Operations Officer)

This proves that deep knowledge of how the product is intended for use in a real-life scenario can be essential in order to ensure adoption by stakeholders in general. Moreover, the information required by the decision-makers needs to be present for them to benefit from the tool, wherefore the company has initiated the collaboration with hospitals and clinics worldwide. Here, they have acquired knowledge on what kind of information is relevant to stakeholders. However, a wide range of factors come into play in the adoption of new tools, including trust in the product, culture, local work processes, and general support from management.

Trust Concerns
The decision-maker has to make the final call about a patient’s health and further treatment; understandably, this leads them to be very cautious in their decision-making, including the information they rely on to make their decision. After all, they are held liable and face the highest risks, both personally and professionally. Because using AI in decision-making within medical imaging is still a fairly new concept, the trust factor remains fragile, as with all new things.

“... To have other doctors who are less enthusiastic about new technology, to have them use it because if the software, for instance, makes one mistake, just one mistake, it could be fatal, then the trust in it will be almost lost.” (Medical annotator)

To support public trust in the model for those who need more evidence of reliability, the company has scheduled clinical trials. Moreover, the implementation of xAI in the
form of the ‘bounding boxes’ and the color coding for the triage score, makes the interface amenable to decision-makers such as radiologists or ICU doctors.

“I think people are quite nervous around this technology, and I think you kind of need the experiences from those trials in hospitals to convince people to give things a go.” (CEO)

“And the clinical evaluation reports, the clinical trials that we are going to run with the hospitals that will establish the reliability of the system.” (CTO)

Though LungX is not automating the entire diagnostic process, it provides information that must be trusted in order to be useful. Interviewees explain that they discuss different cases when in doubt, as they are never always right. The same goes for AI models, wherefore it should never be blindly trusted. Some doctors may rely too much on the information provided and end up letting the model reinforce potentially flawed decisions.

“...Maybe the less experienced doctors would trust it so much that they wouldn't have a second opinion on the image.” (Medical annotator)

“If the radiologist blindly trusts the algorithm without even looking at the images and just ships the image of... said OK, there's a lesion in there, then the ‘bug’ is on the radiologist’s desk, and this is why understanding liability is so important — who's liable for it?” (CTO)

All interviewees stressed the fact that LungX is an aiding tool and cannot be held liable in any way, making the radiologist describing the images and doing the diagnostics report the liable party. The risk of being liable, as a software provider, for an undetected case of COVID-19 could have fatal consequences. Hence, accountability boundaries need to be made explicit that would allow the decision maker to critically use the output of the ML by applying their clinical judgment.

1.5.4 Audience

Since the case study investigates the development of the LungX product, the typical audience discussed in the interviews was patients themselves. In the end, clinicians and radiologists are trying to treat and save patients’ lives, and LungX is intended to improve the patient journey by assisting in speedy identification of pneumonia related COVID-19 in the lungs and its severeness. The interviewees expressed concerns related to mitigating decision consequences for the patients.

Decision Consequences

The value proposition was to use LungX to quickly identify which patients need highest priority and which patients needed to be admitted to the hospital. LungX is dealing with high-stakes decisions that involve life or death for patients. In this sense, the interviewees are aware of the severity and how it can improve “...the patient journey in terms of disease progression and predict the need for Intensive Care Unit, hospitalization, ICU or even ventilation, respiratory support or death” (CEO)

All interviewees express a high level of concern for the patient and managing the high stakes, both in terms of prioritizing the most severe cases and determining how individual cases should be dealt with according to patient history. The high stakes are reflected throughout the model development in the product’s great attention to detail,
high-level performance, and meticulous process for validating the model’s training data.

“...At the end of the day, it is a tool that interferes with a patient's life, so to speak... You can’t call back a patient without having consequences, so this is really important to understand... If you have a patient that’s diagnosed wrongly, and the patient gets some sort of an attack, then it's a lifelong rehabilitation.” (CTO)

Presenting LungX as a decision support tool where the decision-maker is still the liable party—rather than a completely automated diagnostic tool—ensures that the patient will preserve the possibility to object to a decision or ask for an explanation. In this case, the company guards this possibility due to the severity of the matter.

1.6 Discussion and Future Work

In this study, we investigated the development efforts of LungX, an AI-based model for diagnosing COVID-19 in patients. In this context, we identified a plethora of xAI needs that emerge during the idea formulation and development phases. Further, we found that these xAI needs emerged through four aggregated concerns related to development, domain expertise, decision-making, and audience-related concerns. We also found that all these concerns were expressed either by a specific stakeholder or with a specific stakeholder group in mind (see figure 6).

![Figure 6 Concerns that xAI can alleviate depend on the stakeholder group](image)

Explanation concerns expressed by and for the development team have been highly recognized in the literature [6], [47], [81] where developers use xAI frameworks to make sense of the datasets used as well as the inner workings of AI-based models in order to achieve performance results. Similarly, our findings in relation to xAI emerging through decision-making concerns—particularly manifesting in output
interpretation as well as adoption and trust concerns—support earlier studies that found ambiguity as an effect of using AI-based healthcare applications [11] or resistance to using these applications [2]. Further, it becomes apparent that the need for xAI also emerges from trying to establish discretionary boundaries, a point linked to the problem of accountability when using AI-based systems [82]. xAI needs driven by subject matter expert concerns refer to the necessity of domain knowledge during the development of AI applications [83]. Finally, audience related concerns drive xAI needs in order to be able to communicate decisions to patients as well as manage and mitigate decision consequences that may severely impact patients [84].

By highlighting the different concerns as represented by different stakeholder groups, our study provides empirical evidence of multiple stakeholder xAI needs and concerns in relation to AI— in contrast to the usual developer-user perspective [24]. Building more visual explanations may resolve some of these concerns; however, some stakeholder groups might not be satisfied with a visualization of a finding in a picture, or red/yellow/green dots indicating the ideal prioritization of patients. Instead, they may require more scientific explanations entailing more complexity [85]. Our study shows that the tradeoff between explanation accuracy and comprehensibility varies among different stakeholders. It appears that the closer a stakeholder works with the AI model, the more accurate an explanation they need. This is not a problem for developers, since their knowledge on AI systems, statistics, and computer science is extensive. Our findings indicate that during the development of LungX, the tradeoff point is carefully considered for subject matter experts and decision-makers (radiologists and ICU clinicians). Subject matter experts and decision-makers need both accurate and comprehensible explanations to be able to validate an AI system; these stakeholders oftentimes lack basic knowledge of AI systems, yet they are expected to be able to validate and rely on them in order to do their work. On one hand, they need accurate explanations to make confident decisions based on the AI output. On the other hand, they also need comprehensible explanations both to trust the system themselves as well as to be able to communicate their decision to the patient. Hence, they need models to offer comprehensible explanations that do not sacrifice accuracy. Finally, for the audience, the balance seems to shift toward more comprehensible explanations that may sacrifice some degree of thorough accuracy. As such, our study responds to recent calls for a stakeholder perspective in xAI research [24], [46].

The plethora of concerns from each stakeholder group further reinforces the need for a multidisciplinary approach when developing xAI solutions, as recent conceptual works have called for [24], [26], [35], [36]. Moreover, the study shows a continued demand for understanding the workflow around the different stakeholders to address their specific explanation needs due to output interpretation concerns. The model might be right, but results interpreted and used incorrectly can result in biased decisions and unintended treatment, as in the case of COMPAS.

Our findings, however, focus on the emergence of xAI needs during the development of AI-based systems. Future studies should also investigate xAI during the implementation and use of these AI-based applications to address emerging xAI needs, especially as existing and additional stakeholders become more active and have more in-situ insights.
While our findings emphasized how the need for xAI emerged during development, future studies could advance our knowledge of how different technical frameworks can assist these stakeholder concerns.
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Appendix 1 - Technical aspects of LungX

Turning to the more technical aspects of LungX, the solution is built on three different types of convolutional neural networks (CNNs). The first of the three models is a densenet 121 [86] that is able to detect the presence of the six different lung abnormalities as well as their location on a given X-ray.

The two additional models are used to calculate the severity score for COVID-19 patients. Only one of the six findings is related to COVID-19, and if this finding (edema/consolidation) is detected, the two additional models will calculate the severity score. A u-net [87] is used to segment the lungs into 12 pre-defined anatomical zones, while a mask-RCNN [88] is applied to segment the opacity in the lungs. When the outputs from the two models are mapped together, it is possible to calculate how many lung zones are affected by opacity. This score of how many of the 12 lung zones are affected is then used as the severity score indicating how badly the lungs are affected.

![Figure 7 Visualization of how the networks in LungX operate together](image)

The triage category indicates whether triage is low, medium, or high. The score is based on the severity score and the presence of any lung abnormalities the system is able to detect. It is configurable, meaning that the clinics using the system decide how the six abnormalities and the severity score for COVID-19 patients should each rank in relation to one another, as well as the level of triage. The highest triage category detected takes precedence.
The data foundation for training the developed model consists of two open-access data sources that are carefully joined to train the full model. Sources combined 112,120 frontal-view X-ray images of 30,805 unique patients from the Kaggle RSNA Pneumonia Detection Challenge in .PNG format and 224,316 radiographs from the CheXpert dataset from 65,240 patients who underwent a radiographic examination from Stanford University Medical Center [89]–[91]. However, none of these datasets include examples of COVID-19. COVID-19 examples were only provided from the hospital, in collaboration with the university project. 200 COVID patients tested positive for COVID-19 were run only on the models for prediction of disease progression.

| Box A | Box B |
|-------|-------|
| • Prediction of intubation  
  • With Age, classification probabilities, ZASS – AUC: 0.70  
  • ZASS LR: p=1e-8, OR=1.25 | • AUC  
  • Atelectasis – 0.70  
  • Normal – 0.94  
  • Lung lesion – 0.79  
  • Pneumothorax – 0.89  
  • Pleural effusion - 0.87  
  • Pneumonia Opacity – 0.86 |
| • Prediction of death  
  • With Age, classification probabilities, ZASS – AUC: 0.80  
  • ZASS LR: p=1e-4, OR=1.15 |  
| • Prediction of ICU  
  • With Age, classification probabilities, ZASS – AUC: 0.71  
  • ZASS LR: p=1e-9, OR=1.25 |  

*Figure 1* Performance metrics for LungX on 200 COVID-19 patients (box A) and on the CheXpert dataset (box B)