A Comparison of Methods for Quantifying Prediction Uncertainty in Systems Biology
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Abstract: The parameters of dynamical models of biological processes always possess some degree of uncertainty. This parameter uncertainty translates into an uncertainty of model predictions. The trajectories of unmeasured state variables are examples of such predictions. Quantifying the uncertainty associated with a given prediction is an important problem for model developers and users. However, the nonlinearity and complexity of most dynamical models renders it nontrivial. Here, we evaluate three state-of-the-art approaches for prediction uncertainty quantification using two models of different sizes and computational complexities. We discuss the trade-offs between applicability and statistical interpretability of the different methods, and provide guidelines for their application.
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1. INTRODUCTION

Many biological processes are modelled using systems of ordinary differential equations (ODEs). These ODE models usually have unknown parameters that can be estimated from data. If parameter estimates are available, it is possible to simulate the model and thus obtain the time courses of its state variables, e.g., concentrations of biochemical species.

Model simulations allow for the generation of a broad spectrum of model predictions, e.g. the response of a biological process to perturbations. However, if the parameter values are estimated and subject to uncertainties, the model predictions are also uncertain. The assessment of the prediction uncertainties is crucial and a variety of methods have been proposed (see (Cedersund, 2016; Kaltenbach et al., 2009) for an overview). However, for non-linear ODE models with dozens or hundreds of parameters, the quantification of prediction uncertainties is still challenging.

In this study, we compare available methods for the assessment of prediction uncertainties. We consider non-linear ODEs with partial observations which are subject to substantial measurement noise. For this challenging problem class, we assess the prediction uncertainties of state variables. As state variables encode the information about the dynamics of the systems, the prediction of them is of key interest.

The manuscript is structured as follows: In Section 2, we describe three methods for quantifying prediction uncertainty and the metrics used for their evaluation. In Section 3, we assess their suitability to dynamic systems biology models. Finally, we discuss the results and provide some guidelines in Section 4.

2. METHODS

In this work we consider dynamic models described by nonlinear ODEs of the following form:

\[ \dot{x} = f(x, \theta, t), \quad x(t_0) = x_0(\theta), \]
\[ y = g(x, \theta, t), \]

in which \( x(t) \in \mathbb{R}^{n_x} \) is the state vector at time \( t \) with initial conditions \( x_0(\theta) \), \( y(t) \in \mathbb{R}^{n_y} \) is the output vector at time \( t \), \( f \) and \( g \) are possibly nonlinear functions, and \( \theta \in \mathbb{R}^{n_{\theta}} \) is the unknown parameter vector. To calibrate model (1) we need to estimate \( \theta \).

We assume that the measurements of the outputs \( y \) are noise-corrupted, \( y_k(t_i) = y_k(t_i) + \epsilon_k(t_i) \) for \( k = 1, \ldots, n_y \) and \( i = 1, \ldots, n_t \), with normally distributed measurement
noise $\epsilon_k(t_i) \sim N(0, \sigma^2_k(t_i))$. The maximum likelihood estimation of the parameters is then obtained by minimizing the negative log-likelihood function:

$$J_{\text{mll}} = \frac{1}{2} \sum_{k=1}^{n_y} \sum_{i=1}^{n_t} \left[ \log \left( 2\pi (\sigma^2_k(t_i)) \right) + \frac{(\tilde{y}_k(t_i) - y_k(t_i))^2}{\sigma_k(t_i)} \right]^2$$  

subject to the bounds $\theta^L \leq \theta \leq \theta^U$. Here $n_t$ is the number of measurement time points, $y_k(t_i)$ is the $k^{th}$ component of the model output vector at the $i^{th}$ time point, and $\tilde{y}_k(t_i)$ and $\sigma_k(t_i)$ are the corresponding measurement and standard deviation, respectively.

Subsections 2.1–2.3 describe the uncertainty prediction methods considered in this paper. Subsection 2.4 defines the metrics used for comparing the performance of the methods.

2.1 Uncertainty propagation with the Fisher Information Matrix (FIM)

The Fisher information matrix (FIM) provides information about the parameter uncertainty and practical identifiability. For a set of $n_t$ measurements it can be calculated as

$$\text{FIM}(\theta) = \sum_{i=1}^{n_t} \left( \frac{\partial y(t_i)}{\partial \theta} \right) W^{(i)} \left( \frac{\partial y(t_i)}{\partial \theta} \right)^T$$

where $\frac{\partial y(t_i)}{\partial \theta}$ are the sensitivities of the observables with respect to the parameters, and $W^{(i)}$ is a diagonal matrix with $W_{kk}^{(i)} = 1/\sigma^2_k(t_i)$. The Cramér-Rao theorem (Cramér, 1916) states that, if $\hat{\theta}$ is an unbiased estimate of $\theta$ (i.e. $E(\hat{\theta}) = \theta$), the inverse of the FIM is a lower bound estimate of the covariance matrix,

$$\text{Cov}(\hat{\theta}) \geq \text{FIM}^{-1}(\theta)$$

The covariance matrix provides information about variability of estimates of individual parameters and of parameter pairs across different realizations of the experimental data. It is defined as:

$$\text{Cov}(\hat{\theta}) = E \left[ (\hat{\theta} - \hat{\theta}) (\hat{\theta} - \hat{\theta})^T \right]$$

$$= \begin{bmatrix}
\text{var}(\hat{\theta}_1) & \cdots & \text{cov}(\hat{\theta}_1, \hat{\theta}_n) \\
\vdots & \ddots & \vdots \\
\text{cov}(\hat{\theta}_n, \hat{\theta}_1) & \cdots & \text{var}(\hat{\theta}_n)
\end{bmatrix}$$

If the FIM is invertible, it is possible to approximate the uncertainty in the state trajectories by error propagation from the parameter estimates (Geier et al., 2012) as

$$\text{Cov}[x(t)] = \frac{\partial x(t)}{\partial \theta} \text{Cov}(\hat{\theta}) \left( \frac{\partial x(t)}{\partial \theta} \right)^T$$

In the FIM-based method the predicted value of the $j^{th}$ state at time $t_i$ is obtained by simulating the model with the optimal parameter vector $\hat{\theta}$, that is

$$x^p_j(t_i) = x_j(t_i, \hat{\theta})$$

where we have made explicit the dependency on $\hat{\theta}$. The predicted state vector is $x^p(t_i)$. In this work we performed parameter estimation using the MATLAB version of the MEIGO toolbox (Egea et al., 2014).

The estimate of the uncertainty of the prediction about state $x_j$ at time $t_i$ is the standard deviation,

$$e^p_j(t_i) = \sqrt{\text{Cov}_{jj}[x^p(t_i)]},$$

with $\text{Cov}_{jj}[x^p(t_i)]$ denoting the $j^{th}$ diagonal element of the covariance matrix $\text{Cov}[x^p(t_i)]$.

This is the same approach that Gutenkunst et al. (2007) called Linear Covariance Analysis (LCA). Its caveats are that confidence intervals estimated from the FIM are always symmetric. This might violate constraints (e.g. positivity bounds) and can be overly optimistic if nonlinearities are present, since they rely on a linearisation of the models. Furthermore, if the FIM is not invertible, as happens if there are unidentifiable parameters, this approach cannot be applied in principle. To approximate the results, the Moore-Penrose pseudoinverse of the FIM (Shahmohammadi and McAuley, 2019) can be employed. This is the solution used in this work.

2.2 Prediction Posterior (PP)

In Bayesian parameter estimation, the (parameter) posterior

$$p(\theta|D) = \frac{p(D|\theta)p(\theta)}{p(D)}$$

is considered, in which $p(\theta)$ denotes the prior, $p(D|\theta)$ denotes the likelihood of the data $D$ given the parameters and $p(D)$ denotes the marginal probability. The posterior $p(\theta|D)$ encodes the available information about the parameters $\theta$ given the experimental data $D$ and the prior information $p(\theta)$. Accordingly, the information about a model prediction $h(\theta)$ is encoded in the prediction posterior,

$$p(h|D) = \int p(h|\theta)p(\theta|D)d\theta$$

As the posterior distributions are in general not available in closed-from, sampling methods are used to assess their properties. Most widely used are Markov chain Monte Carlo methods (MCMC) which construct a sequence of points. For this study, we employed an adaptive parallel tempering algorithm (Miasojedow et al., 2013) implemented in the MATLAB parameter estimation toolbox PESTO (Stapor et al., 2017). This algorithm combines the sampling from tempered posterior distributions with a local adaptation to enhance the sampling efficiency. The method yields samples from the posterior distribution, $\{\theta^{(k)}\}_{k=1}^{S}$, which can be used to assess parameter uncertainties. The evaluation of the predictions for the sampled parameters, $\{h^{(k)} = h(\theta^{(k)})\}_{k=1}^{S}$, yields a sample from the prediction posterior. This can be used to assess the mean prediction as well as the prediction uncertainties.

The mean prediction of the state variable $x_j$ at time point $t_i$ is

$$x^p_j(t_i) = \frac{1}{S} \sum_{k=1}^{S} h^{(i)}$$

for $h(\theta) = x_j(t_i, \theta)$. As a measure of the uncertainty, we consider the distance between the 0.5th- and the 99.5th-percentile of the sample of prediction, $x^p_{j\text{err}=0.5}(t_i)$ and $x^p_{j\text{err}=99.5}(t_i)$, yielding

$$e^p_j(t_i) = x^p_{j\text{err}=99.5}(t_i) - x^p_{j\text{err}=0.5}(t_i).$$
We note that the computationally demanding step is the sampling of the parameter posterior distribution. The evaluation of parameter and prediction uncertainties is very efficient.

2.3 Ensemble Consensus (ENS)

As an alternative to established approaches we consider an ensemble approach for uncertainty analysis as presented in (Villaverde et al., 2015), where an ensemble of models was built with different parameter vectors obtained from calibrations. By simulating the models in the ensemble an envelope of predictions is obtained, the mean of which is considered as the ensemble prediction. A measure of the dissensus among model outputs is used as a proxy for the prediction uncertainty.

The parameter vectors included in the ensemble are obtained from optimization runs. To this end it is necessary to store not only the final optimum, but also other good parameter vectors evaluated during the optimization. As in the FIM method, we used the MATLAB version of the MEIGO toolbox (Egea et al., 2014) for parameter estimation, performing several optimizations in order to obtain a diverse ensemble. A parameter vector is accepted in the ensemble if its objective function value falls below a given threshold. To facilitate a statistical interpretability, we consider the same threshold as used in profile calculation (Raue et al., 2009). This objective function threshold is the negative log-likelihood function at the optimal point plus 1/2 times the \( \alpha \) percentile of the \( \chi^2 \)-distribution, \( J_{\text{null}}(\theta^*) + \Delta\alpha/2 \). We choose a confidence level of \( \alpha = 0.01 \).

The ensemble prediction and the uncertainty are mathematically defined as follows. Let us denote the prediction of the dynamic state \( x_j \) at time \( t_i \) made by the \( k \)th model parameterisation in the ensemble as \( x^k_j(t_i) \). The average prediction of all models is an array of dimensions \( n_t \times n_x \), the elements of which are:

\[
x^p_j(t_i) = \frac{1}{n_m} \sum_{k=1}^{n_m} x^k_j(t_i)
\]

where \( n_m \) is the number of parameter vectors in the ensemble. This average, \( x^p_j(t_i) \), is the ensemble prediction.

In (Villaverde et al., 2015) a dissensus-based metric was used for quantifying uncertainty. The dissensus measures the variability in the predictions made by the ensemble models about a state, and is thus an indication of the uncertainty of the prediction of said state. Here we use for that purpose the width of the 99th-percentile interval of the ensemble (13), which gives similar results as the dissensus-based metric.

2.4 Assessment metrics

In this work we perform a comparative study using identification problems with synthetic data, where the actual solutions are known. To quantify the agreement between the predictions made by each method and the actual states, we use the sample correlation coefficient:

\[
\rho_{x_j} = \frac{\sum_{i=1}^{n_t} (x^p_j(t_i) - \bar{x}_j)(x_j(t_i) - \bar{x}_j)}{\sqrt{\sum_{i=1}^{n_t} (x^p_j(t_i) - \bar{x}_j)^2 \sum_{i=1}^{n_t} (x_j(t_i) - \bar{x}_j)^2}}
\]

where \( x^p_j(t_i) \) is the prediction of a particular method for state \( x_j \) at time \( t_i \), \( x_j(t_i) \) is the actual value, and \( \bar{x}_j \) and \( \bar{x}_j \) are their averages along all time points. The overall correlation coefficient for a model, \( \rho_x \), is the average of the correlation coefficients of the states, \( \rho_x = \frac{1}{n_x} \sum_{j=1}^{n_x} \rho_{x_j} \).

To quantify the agreement between the uncertainty estimated by each method and the actual error we use

\[
\rho_{e_j} = \frac{\sum_{i=1}^{n_t} (e^p_j(t_i) - \bar{e}_j)(e_j(t_i) - \bar{e}_j)}{\sqrt{\sum_{i=1}^{n_t} (e^p_j(t_i) - \bar{e}_j)^2 \sum_{i=1}^{n_t} (e_j(t_i) - \bar{e}_j)^2}}
\]

where \( e^p_j(t_i) \) is the uncertainty regarding the value of state \( x_j \) at time \( t_i \) estimated by the method, \( e_j(t_i) \) is the actual error made by the method, that is, the difference between the prediction and the actual state value, \( e_j(t_i) = x^p_j(t_i) - x_j(t_i) \), and \( \bar{e}_j \) and \( \bar{e}_j \) are their averages along all time points. Again, as an aggregate metric we use the average, \( \rho_e = \frac{1}{n_x} \sum_{j=1}^{n_x} \rho_{e_j} \).

3. CASE STUDIES AND RESULTS

In this manuscript we evaluate the uncertainty analysis methods using two case studies with synthetic data. The knowledge of the true parameter values and state trajectories facilitates an in-depth analysis of the different methods. Table 1 displays the main features of the models, table 2 summarizes the results using the assessment metrics defined in Subsection 2.4, and table 3 shows the computation times.

Table 1. Properties of the considered case studies: number of parameters (\( n_p \)), state variables (\( n_x \)), and measured outputs (\( n_y \)).

|          | \( n_p \) | \( n_x \) | \( n_y \) |
|----------|----------|----------|----------|
| \( \alpha \)-pinene | 5       | 5        | 5        |
| JAK/STAT | 27       | 25       | 20       |

Table 3. Approximate computation times, in hours, needed by each method and case study.

For the FIM method, the computation time corresponds to the optimization used to obtain the optimum. For the ENS method it includes all the optimization runs used to obtain the parameter vectors in the ensemble. For PP it includes the sampling time, which was performed with parallel tempering.

|          | FIM | ENS | PP |
|----------|-----|-----|----|
| \( \alpha \)-pinene | 0.05 | 0.3 | 1.5 |
| JAK/STAT | 35  | 40  | 350 |

3.1 Model for isomerization of \( \alpha \)-pinene

Our first example is taken from Box et al. (1973). It is a small and relatively simple problem that is intended to serve as a sanity check of the different methods. It should be noted that all the states in this model are measured, which is an unusual feature in biological applications.

All methods can be easily applied to this model. Since all parameters are identifiable, the FIM is invertible and the FIM-based method can be directly applied. To apply the
Table 2. Correlations of predictions and true states ($\rho_x$) and between prediction uncertainty quantified by each state and actual prediction error ($\rho_e$), for all methods and case studies. For the prediction uncertainties, correlations for the 99%, 95%, and 68% percentiles are shown; the results do not vary for the FIM method and the differences are relatively small for PP and ENS, showing that the metric is robust with respect to the choice of the confidence level. The values shown are the mean ± the standard deviation for each state.

|                | FIM          | PP           | ENS          |
|----------------|--------------|--------------|--------------|
| $\alpha$-pinene | $\rho_x$ 0.9983 ± 0.0036 | $\rho_x$ 0.9983 ± 0.0036 | $\rho_x$ 0.9983 ± 0.0036 |
|                | $\rho_{99}$ 0.8069 ± 0.2506 | $\rho_{99}$ 0.8264 ± 0.2068 | $\rho_{99}$ 0.8406 ± 0.1877 |
|                | $\rho_{95}$ 0.8069 ± 0.2506 | $\rho_{95}$ 0.8235 ± 0.2118 | $\rho_{95}$ 0.8364 ± 0.2140 |
|                | $\rho_{68}$ 0.8069 ± 0.2506 | $\rho_{68}$ 0.8227 ± 0.2139 | $\rho_{68}$ 0.8043 ± 0.2693 |
| JAK/STAT       | $\rho_x$ 0.9256 ± 0.1216 | $\rho_x$ 0.9007 ± 0.1151 | $\rho_x$ 0.9392 ± 0.1111 |
|                | $\rho_{99}$ 0.7586 ± 0.3068 | $\rho_{99}$ 0.8730 ± 0.1809 | $\rho_{99}$ 0.8314 ± 0.2642 |
|                | $\rho_{95}$ 0.7586 ± 0.3068 | $\rho_{95}$ 0.8748 ± 0.1801 | $\rho_{95}$ 0.8206 ± 0.2694 |
|                | $\rho_{68}$ 0.7586 ± 0.3068 | $\rho_{68}$ 0.8757 ± 0.1765 | $\rho_{68}$ 0.8095 ± 0.2518 |

Fig. 1. Dispersion of the parameter values in the ensembles (ENS method).

ENS method we built an ensemble with 4000 parameter vectors obtained through optimization. The PP method was applied with 100000 samples. Identifiability leads to low dispersion in the parameter values included in the ensemble, as seen in Fig. 1, as well as in the PP samples (Fig. 2).

Fig. 3 shows the results of the FIM, PP, and ENS approaches, which are in general qualitative agreement. The prediction uncertainties are relatively small. Computation times range from a few minutes (FIM) to less than two hours (PP), as shown in table 3.

3.2 Model for JAK/STAT pathway

Our second example is the model of the JAK2/STAT5 signaling pathway presented by Bachmann et al. (2011) and included in the benchmark collection by Hass et al. (2019). It is larger than the $\alpha$-pinene case study, and only partially observed, i.e. not all of its states are directly measured. This hampers parameter identifiability, which leads to a large dispersion in the values of the parameters. Fig. 1 shows the range of parameter values for the 5000 vectors included in the ensemble, and Fig. 2 shows the 40000 samples considered in the PP method. It can be seen that for some parameters a wide range of values is consistent with a good fit to the data. This in turn leads to a decrease in the accuracy of the predictions. As can be seen in table 2, the correlations between the actual time-courses of the states and the predictions made by the model are smaller than in the $\alpha$-pinene case for all methods, although they are nonetheless still $\rho_x > 0.90$. The correlations between uncertainty and actual error...
Fig. 2. Dispersion of the parameter values in the MCMC samples (PP method).

Fig. 3. Results of the different approaches for the α-pinene example. The black lines are the predictions, and the blue lines the true states. Experimental data are shown as red circles. The grey areas show the percentiles of the predictions calculated with each method (dark grey: 99%, light grey: 95.45%, lighter grey: 68.27%).
are smaller than in the α-pinene example for the FIM method, similar for ENS, and higher for PP ($\rho > 0.75$ in all cases). Unidentifiability also entails that the FIM is not invertible; as mentioned in Subsection 2.1, we calculated the FIM-based uncertainties using the Moore-Penrose pseudoinverse (Shahmohammadi and McAuley, 2019). Table 3 shows the computation times, which are considerably larger (in the order of days) than for the α-pinene case study. Fig. 4 depicts the predictions and uncertainties estimated by all methods for a representative subset of states.

4. DISCUSSION AND CONCLUSIONS

In this paper we have compared three different approaches for uncertainty quantification in dynamic biological models. Specifically, the methods considered here estimate the uncertainty of the time-dependent state variables. We found that several factors can be taken into account when choosing a method for a specific problem.

In regard to accuracy, it should be noted that the FIM-based method is strictly local, and uses a linearization around a single point. It captures symmetric confidence intervals and is for the finite sample case expected to give inaccurate results in the presence of strong nonlinearities. Furthermore, if the model has unidentifiability issues the FIM cannot be inverted and a pseudoinverse has to be used. This was the case for the second case study analysed here, and is a very common scenario in systems biology models. To calculate the pseudoinverse it is necessary to specify a threshold, and the results can be affected by it. The PP and ENS approaches do not share these limitations of the FIM. In the case studies considered here, the three methods showed good agreement for the simplest example, the α-pinene model. For the other larger and more complex (nonlinear) model, more differences appeared. For this case study, PP and ENS yielded more accurate estimations of the uncertainty of the predictions than FIM. Yet, the confidence intervals often did not cover the true trajectory. This might be due to conceptual limitations or technical problems (e.g. convergence of the MCMC sampler for PP).

Another consideration is computational cost. In this regard, the FIM-based method is the cheapest one, since it only requires one successful optimization in order to find an optimal parameter vector. The most expensive one is the PP approach, which can become very expensive for large models. The computational cost of ENS is intermediate between FIM and PP.

Overall, our results suggest a trade-off between computational scalability, on the one hand, and accuracy and rigour on the other. At one end of the trade-off there is the FIM method, which should be chosen only if the other approaches are computationally too expensive for the problem under consideration. At the other end there is the PP method. The ENS approach has a lower computational cost than PP, but PP provides a clearer statistical interpretation than ENS. The question of how to build the ensemble – i.e. how many vectors should be included in it, and which threshold should be chosen for their inclusion – is worthy of further investigation. If the ensemble does not contain sufficient diversity, there is a risk of underestimating uncertainty.
An alternative method for uncertainty quantification, is the prediction profile likelihood (Kreutz et al., 2012; Hass et al., 2016), which has not been considered in the present paper. We are currently assessing this method and we plan to present this ongoing work in the short term. Future work will also include the consideration of larger and computationally more demanding examples.

Finally, we would like to emphasize that in addition to the parameters often the model structure is also unknown. In this case, the uncertainty analysis should also take the topological uncertainties into account, using concepts such as model averaging (Fröhlich et al., 2019). A detailed assessment of this methods would also be helpful, but it is however beyond the scope of this contribution.
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