Discovering equations that govern experimental materials stability under environmental stress using scientific machine learning
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While machine learning (ML) in experimental research has demonstrated impressive predictive capabilities, extracting fungible knowledge representations from experimental data remains an elusive task. In this manuscript, we use ML to infer the underlying differential equation (DE) from experimental data of degrading organic-inorganic methylammonium lead iodide (MAPI) perovskite thin films under environmental stressors (elevated temperature, humidity, and light). Using a sparse regression algorithm, we find that the underlying DE governing MAPI degradation across a broad temperature range of 35 to 85 °C is described minimally by a second-order polynomial. This DE corresponds to the Verhulst logistic function, which describes reaction kinetics analogous to self-propagating reactions. We examine the robustness of our conclusions to experimental variance and Gaussian noise and describe the experimental limits within which this methodology can be applied. Our study highlights the promise and challenges associated with ML-aided scientific discovery by demonstrating its application in experimental chemical and materials systems.
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INTRODUCTION

In the traditional scientific discovery process, prior knowledge from first principles and empirical laws are combined with experimental data and intuition to yield governing equations. Newton’s law of gravitation, Einstein’s mass-energy equivalence equation, Kepler’s laws of planetary motion, and other physical principles were uncovered through careful interpretation of experimental data and inductive reasoning. The approach of fitting experimental data through regression is difficult with systems that are yet to be understood fully—the set of feasible equations capturing the physics is enormous.

One such area where underlying physics is often poorly understood is the study of materials under environmental stress. For example, alloys, polymers, doped silicon, and hybrid materials experience changes at elevated temperatures. The degradation pathways can be complex and not directly obvious when examining the experimental data. Machine learning (ML) has been used to predict degradation as well as to optimize process conditions to reduce material decomposition. However, traditional data-science methods yield little insight into the underlying mechanisms. We posit that hidden in the black-box ML models is valuable scientific information on the dynamics of the system. If uncovered, the knowledge of the governing dynamics can serve as foundation for physical interpretation of phenomena and scientific discovery.

Herein, we use Scientific ML, which combines regression-based ML with sparsity generating techniques in order to automatically identify governing equations directly from data, especially when the systems being studied are too complicated to yield to traditional theoretical analysis. Not only does Scientific ML help us understand the underlying scientific phenomena better, it also has the potential to help to make simulations faster and extrapolate beyond the dataset at hand.

Recently, many approaches aiming for this target have been presented in literature. A method that we apply in this contribution is PDE-FIND by Rudy et al. This method is used for the discovery of physical laws describing dynamical systems. First, a library of potential candidate functions is built. Differentials are calculated by finite difference or polynomial interpolation. Once a large matrix with all candidate functions is composed, different sparse regression methods may be used to extract the partial differential equation (PDE) describing the system. The sparse methods implemented are sequential threshold ridge regression, lasso regression, elastic net regression, and greedy algorithm. Another sparse technique is Sparse Identification of nonlinear Dynamics (SINDy). It uses a custom deep autoencoder to find a coordinate system in which the dynamics of the system are sparse, and then uses sparse regression to find the governing equations in the associated coordinate system. Atkinson et al. present a generalized method for the discovery of differential equations using genetic programming. Physics Informed Neural Networks (PINN) and PDE-NET are deep learning methodologies to extract governing partial differential equations using dynamical data. These methods have shown great promise in several applications. The automatic discovery of scientific laws and principles is at the frontier of machine learning that awaits application to materials science and other domains.

Halide perovskite materials, which have potential to provide high performing and cost-effective solar energy, degrade at elevated temperature, humidity, and illumination. This is a major issue hindering the commercialization of perovskite photovoltaic technology. However, the degradation mechanisms affecting halide perovskites are not well understood. Discovering the underlying equations directly from perovskite degradation data could accelerate the development of stable perovskite solar cells. Herein, we apply Scientific ML to study the environmental degradation of methylammonium lead iodide (MAPI).

From prior knowledge in the literature, MAPI has multiple reaction pathways, including decomposition to...
PbI\(_2\) via reaction\(^{35}\):

\[
\text{MAPbI}_3 \rightarrow \text{PbI}_2 + [\text{CH}_3\text{NH}_2]^+ + I^- \rightarrow \text{PbI}_2 + \text{CH}_3\text{NH}_2 + \text{HI}
\]  

Smecca et al.\(^{36}\) demonstrate that the rate of MAPI degradation obeys an Arrhenius-type law. Their data suggest that the degradation of MAPI follows zero-order kinetics in the presence of moisture and first-order kinetics in vacuum at temperatures ranging from 90 to 135 °C. Bastos et al.\(^{45}\) hypothesize that the thermal degradation of MAPI is defined by the Avrami equation\(^{46,47}\) of nucleation and growth. The Avrami equation has also been used to describe degradation kinetics in humid air\(^{48}\). Recently, studies have shown that halide perovskite degradation follows autocatalytic reaction kinetics\(^{49}\) with the hypothesis that the degradation is propagated by iodine vapors\(^{50}\). The derivation of exact kinetics through first principles as well as Arrhenius-type dependence is difficult because of the complexity of MAPI decomposition, despite the availability of well-resolved dynamical data, inviting the application of Scientific ML.

In this study, we focus on the application of PDE-FIND to perovskite degradation data. We choose PDE-FIND as it is an interpretable method that provides a parsimonious description of the dynamics with the flexibility to apply domain expertise for library selection. Successfully identifying governing differential equations directly from the experimental aging test data would deepen the understanding of thermal degradation and provide tools for reliable lifetime prediction of perovskite solar cells as well as the determination of acceleration factors for long-term aging tests. These developments could spur the advancement of the perovskite photovoltaic technology and performance, in the limit of MAPI composition, given one of the challenges for Scientific ML in this application that are also common with many other experimental applications, especially in materials science: The function space that could in principle capture the degradation processes is enormous, complicating identification of unique equations. Furthermore, experimental data has measurement noise as well as sample-to-sample variance, making the identification of quantitative analytic descriptions even more challenging. These conditions can be optimized to some extent, but not excluded.

**RESULTS**

**Results on experimental data**

Our aim is to obtain the equation that most accurately describes the environmental degradation of methylammonium lead iodide (MAPI) as a function of time and temperature. There are two main challenges for Scientific ML in this application that are also common with many other experimental applications, especially in materials science: The function space that could in principle capture the degradation processes is enormous, complicating identification of unique equations. Furthermore, experimental data has measurement noise as well as sample-to-sample variance, making the identification of quantitative analytic descriptions even more challenging. These conditions can be optimized to some extent, but not excluded.

Our experimental setup represents a typical materials science experiment: The noise in our experimental data is of the order of 0.35% for both high-variance and low-variance experimental datasets. The low value indicates that the camera measurement of degradation is optimized. The sample-to-sample variance for the 'low variance experimental' dataset is estimated to be 20% in relative standard deviation and the maximum mean absolute deviation is 12 units (red color values vary from 0 to 255). For the 'high variance experimental' dataset, variance is estimated to be 23% in relative standard deviation and the maximum mean absolute deviation is 31 units. These values are typical for
spin-coated perovskite film samples that tend to have rather high variations, especially when aged.

First, we attempt to uncover the differential equation governing perovskite degradation directly from experimental data (Workflow (1)). A simple way to analyze reaction rate orders is to fit the data to pure 0th, 1st, and 2nd order dynamics (Supplementary Fig. 3). These equations do not fit the data, showing that the environmental degradation of MAPI does not follow a simple n-th order kinetics. This motivates the use of PDE-FIND. We apply sparse regression to the whole experimental dataset with a broad function library consisting of polynomials of \( U \) up to order 5, sine and cosine of \( U \), and polynomials of \( t \) up to order 3, the square root of \( t \), \( U \) multiplied with polynomials of \( t \), temperature \( T \) and adjusted negative exponent of \( \frac{1}{T} \) (\( \exp \left( -\frac{1}{T} \right) \)). While we choose a broad set of candidate functions, the choice of function library is critical and determines the outcome of PDE-FIND (candidate function libraries considered are in Supplementary Table 2). We find that sine and cosine terms are not selected by PDE-FIND—indicating as a sanity check that the algorithm correctly identifies that periodicity is not a feature of the dynamics. Polynomials of \( t \) and \( U \) times the polynomials of \( t \), which correspond to the Arrhenius equation, are not included in the chosen library or assigned very small weights. To understand how well the obtained DE represents our data, we compare the derivative estimated by our DE to the numerical derivative obtained from the experimental data. While certain trends in the derivative are captured, errors exist because of the variance in our experimental data (Supplementary Fig. 4). Refinements to the approach are thus needed.

We proceed to narrow the application of PDE-FIND by applying PDE-FIND to the averaged data at each temperature individually to extract the governing ODE. Using the averaged data helps us deal with sample-to-sample variance. Since all environmental conditions were almost identical for samples degraded at a particular temperature but aging tests of each temperature were conducted one after another (introducing differences, e.g., in sample storage times and exact equipment atmosphere), we aim to reduce the influence of variance-inducing conditions by applying PDE-FIND at each temperature separately. First, we apply PDE-FIND with a large library as described in the previous paragraph. Here too, we see that sine and cosine of \( U \), polynomials of \( t \) and \( U \) times the polynomials of \( t \) are either removed from the library or have small coefficient values. We exclude these terms in further analysis. Then, we apply PDE-FIND with 1st to 5th order polynomial libraries. We find that with the 1st order polynomial library, PDE-FIND is unable to find an equation that fits the derivative of our data (Fig. 3a). All other libraries from 2nd order polynomial to 5th order polynomial appear to fit the derivative of our data with significant accuracy (Fig. 3a, b). When these differential equations are integrated, they have the same S-shape as our experimental data (Fig. 3c). The 2nd order polynomial library is the most minimal library that fits our data without high error. The functional form of this ODE is:

\[
\frac{dU}{dt} = a_0 + a_1 U + a_2 U^2
\]

We also notice a trend in the values of the fitting coefficients with respect to temperature—especially in the case of the 2nd order polynomial library (Fig. 3d, Supplementary Fig. 5). The slope of the curve changes between 55 °C and 65 °C, the temperature at which a well-known MAPI phase transition occurs. This may indicate that the phase transition affects the degradation mechanism, but is not experimentally confirmed in this work.

Next, we evaluate the effect of variance on PDE extraction by comparing the above results (obtained on the low-variance experimental dataset) with the same workflow applied to the high-variance data (Supplementary Fig. 6). After averaging multiple curves \( \langle U(t) \rangle \) for each temperature, the results are qualitatively similar for a constrained function library of polynomials of 2nd order—the obtained coefficients have the same sign and order of magnitude (Supplementary Table 3). This indicates that PDE-FIND can fit even high-variance experimental data when appropriately averaging over multiple samples. To quantify the effect of sample-to-sample variance, we apply PDE-FIND to each curve individually. As expected, PDE-FIND extracts a large variance in coefficient values. The values of coefficients vary as much as 60% with the low-variance dataset and up to 90% with the high variance datasets for \( T = 55 \) °C.

**Results on simulated data**

Now, we evaluate the effect of noise on PDE extraction using simulated data. We use the non-linear least-squares method to fit
our experimental data to the Verhulst logistic equation\textsuperscript{57} and the Arrhenius equation, as shown in the Methods section. We produce both noise-free simulated data and simulated data with Gaussian noise (Workflow (2)) with this model.

We apply sparse regression to the simulated dataset at each temperature individually to discover the governing ODEs with libraries ranging from 2nd to 5th order polynomials. With the noise-free data, PDE-FIND’s identified DEs fit the derivative as well as the data on integration of the DE with significant accuracy for libraries from 2nd order to 5th order. In the case of the 2nd order polynomial library, both the underlying differential equation and the fitting parameters are identified with significant accuracy, as shown in Fig. 4. We know that the underlying governing equation for this dataset (which we defined as \( \frac{dU}{dt} = a_0 + a_1 U + a_2 U^2 \)) does not have any terms higher than order two, thus the higher-order coefficients (e.g., \( a_3, a_4, a_5, \ldots \) of functional terms \( U^3, U^4, U^5, \ldots \)) are equal to zero. PDE-FIND assigns small non-zero values to these functional forms, although they are not set to zero. In the case where sine and cosine are added to the library, the algorithm correctly identifies that these terms do not represent the dynamics and are set to zero exactly. The MAE between the exact numerical derivative and one estimated from the differential equation identified by PDE-FIND is of order \( 10^{-2} \) (when derivative varies from 0 to 1). This indicates that PDE-FIND works well for simulated curves with zero noise. Thus, with the candidate function library constrained to polynomials of \( U \), PDE-FIND is able to identify the same ODE that fits the data at each temperature.

We then add varying amounts of Gaussian noise to this simulated equation at different temperatures. First, we consider the effect of varying amounts of noise at a fixed temperature of 55 °C, as indicated by the black box in Fig. 4a. We add up to 5% noise, which is typical in many experimental settings. The equation identified by PDE-FIND yields an S-shaped curve similar to the noise-free simulated curve upon integration (Fig. 4d) for up to 5% noise, after which the DE identified by PDE-FIND does not seem to model the dynamics. We compare the error of estimating the parameter values in the differential equation describing the simulated data. At 5% Gaussian noise the error of the fitting parameters increases to almost 80% (Fig. 4b). The resulting integrated curve has MAE is 6 (on a color scale of 0–255) relative to the ‘ground truth’ noise-free simulated curve (Fig. 4c, d). In addition, PDE-FIND is no longer able to threshold sin and cosine terms to 0, as it even fits the noise with sinusoidal pattern.

We then consider different temperatures at the same noise level. The Verhulst logistic equation model becomes increasingly steep and shifts to the left with higher temperature. PDE-FIND successfully identifies this trend. It appears that the MAE is higher for equation extraction at higher-temperature data. This could be because of noise obscuring PDE-FIND’s ability to fit steeper peaks accurately.

**DISCUSSION**

There remain many complex systems that have eluded quantitative analytic descriptions or even characterization of a suitable choice of variables in many disciplines such as biology, finance and materials science. With today’s state-of-the-art equipment, acquiring large quantities of data has never been easier. As put by Rackauckas et al.\textsuperscript{58}, ‘the well-known adage ‘a picture is worth a thousand words’ might well be ‘a model is worth a thousand datasets.’

Scientific ML enables unique insights into MAPI degradation in this work. It is a promising method that can be used to uncover governing equations through data, especially when the derivation of physical laws using first principles is challenging. In our study, we demonstrate that PDE-FIND identifies an underlying rate equation for the degradation of perovskite solar cells. MAPI degradation does not follow a simple single-order reaction rate
Equation (6) also offers insights that could help engineer more stable MAPI films. Once the degradation has begun, the autocatalytic nature suggests that degradation will continue, as the reaction products catalyze further MAPI degradation. Therefore, suppressing degradation means delaying the creation of the first reaction products for as long as possible. To engineer more stable MAPI films, this equation suggests that reducing MAPI degradation may be possible by reducing the density of nucleation points inside the material, including, e.g., by ensuring
that all PbI₂ precursors are fully converted during film formation, and possibly by using highly purified (i.e., devoid of contaminant particles) reagents in the film and adjacent layers that could nucleate PbI₂.

These insights bear consequence for researchers attempting to identify the underlying root cause(s) of perovskite degradation, as well as those modeling or predicting the (accelerated) degradation of these materials. If indeed this is a nucleation and growth phenomenon, little can be done to halt the growth of degraded regions once the initial nucleation event occurs. Therefore, to improve phase stability of perovskite films, emphasis can be placed on identifying the nucleation points of perovskite film formation, and growth phenomenon, little can be done to halt the growth of degradation of these materials. If indeed this is a nucleation and growth phenomenon, little can be done to halt the growth of these materials. If indeed this is a nucleation and growth phenomenon, little can be done to halt the growth of degradation of pure phases that may be dark in color, and camera-based imaging technique should be modified or complemented with other metrology, e.g., X-ray diffraction.

For the study of noise robustness, we generate a simulated degradation data to analyze how noise obfuscates the identification of underlying DEs. We apply a non-linear least-squares method to fit the experimental data (e.g., those shown in Fig. 2d) to the Verhulst logistic equation to model the S-shaped curve. This is a reasonable assumption because the logistic function is used to describe the thermal decomposition dynamics of several materials. We obtain,  

\[ U = M + \frac{U_0 e^{kt}}{(K - U_0) + U_0 e^{kt}} \]  

where \( U_0 \) is the initial concentration, \( k \) is growth rate, \( K \) is the carrying capacity and \( M \) is a fitting constant. In the context of MAPI degradation, \( M, U_0 \) and \( K \) can be considered as fitting parameters. The growth rate \( k \) varies with temperature according to the Arrhenius equation:  

\[ k = A e^{\left(\frac{-E_a}{T}\right)} \]

for a given \( T \), where \( E_a \) is the activation energy, \( T \) is the temperature in Kelvin, \( A \) is the pre-exponential factor and \( R \) is the universal gas constant. We use this model to produce noise-free simulated data (labeled 'simulated') and simulated data with Gaussian noise (labeled 'simulated with Gaussian noise').

**Data analysis**

First, we apply the sparse regression methodology PDE-FIND to experimental data (Workflow 1). We use the time-series from all the temperatures to infer the partial differential equation (PDE) defining the relationship between MAPI degradation, temperature, and time. Then, we apply PDE-FIND to the time-dependent degradation data at each temperature, to infer the ordinary differential equation (ODE) that describes MAPI decomposition at a particular temperature. To study the effect of noise, we apply PDE-FIND to simulated data with and without Gaussian noise (Workflow 2).

The library of potential candidate functions consists of polynomials of \( U, t \), polynomials of \( U, t \), and \( T \) (Supplementary Table 1). Differentials are calculated by finite difference with convolutional smoothing using a 1D Gaussian kernel. Once a large tall matrix \( \Theta(U) \) with all candidate functions is composed, we use sequential threshold ridge regression to identify those terms that contribute to the dynamics described by the data as well as those terms’ weights. The goal of this method is to find a sparse coefficient vector \( \beta \) whose weights are dense, which only consists of the active features that best represent the time derivative \( U_t \). The rest of the features are hard-thresholded to zero. The loss functions are follows:  

\[ \hat{\beta} = \arg \min_{\beta} \| \Theta(U)\beta - U_t \|_2 + \lambda_1 \|\beta\|_1 \]  

for a given \( tol \), where \( tol \) is:

\[ tol = \arg \min_{\beta} \| \Theta(U)\beta - U_t \|_2 + \lambda_0 \|\beta\|_0 \]
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