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The theory of summation of electromagnetic line transitions is used to tabulate the Taylor expansion of the refractive index of humid air over the basic independent parameters (temperature, pressure, humidity, wavelength) in five separate infrared regions from the H to the Q band at a fixed percentage of Carbon Dioxide. These are least-squares fits to raw, highly resolved spectra for a set of temperatures from 10 to 25 °C, a set of pressures from 500 to 1023 hPa, and a set of relative humidities from 5 to 60%. These choices reflect the prospective application to characterize ambient air at mountain altitudes of astronomical telescopes.
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I. SCOPE

The paper provides easy access to predictions of the refractive index of humid air at conditions that are typical in atmospheric physics, in support of ray tracing \[\text{[2]}\] and astronomical applications \[\text{[3, 16, 67, 50]}\] until experimental coverage of the infrared wavelengths might render these obsolete. The approach is in continuation of earlier work \[\text{[46]}\] based on a more recent HITRAN database \text{[60]} plus more precise accounting of various electromagnetic effects for the dielectric response of dilute gases, as described below.

The literature of optical, chemical and atmospheric physics on the subject of the refractive index of moist air falls into several categories, sorted with respect to decreasing relevance (if relevance is measured by the closeness to experimental data and the degree of independence to the formalism employed here):

1. experiments on moist air in the visible \[\text{[3, 18, 53]}\],
2. experiments on pure water vapor at 3.4 and 10.6 \(\mu m\) \text{[44, 48, 49]},
3. experiments on dry air and its molecular constituents in the visible \[\text{[6, 23, 32, 78]}\], at 1.064 \(\mu m\) \text{[58, 72]}, up to 2.0 \(\mu m\) \text{[57]}, up to 1.7 \(\mu m\) \text{[34, 54, 58, 59]}, or at 10.6 \(\mu m\) \text{[43, 60]},
4. verification of the dispersion and higher order derivatives with astronomical interferometry \text{[71]},
5. review formulas \[\text{[14, 53, 55, 63]}\],
6. theoretical summation of electronic transitions \[\text{[16, 30, 51, 46]}\].

The liquid and solid states of water are left aside, because extrapolation of their dielectric response to the gaseous state is difficult by the permanent dipole moment of the molecule. Already in the Q band and then at sub-millimeter wavelengths \[\text{[42, 61, 79]}\] and eventually in the static limit \text{[24]}, the refractive index plotted as a function of wavelength is more and more structured by individual lines. Since we will not present these functions at high resolution but smooth fits within several bands in the infrared, their spiky appearance sets a natural limit to the far-IR wavelength regions that our approach may cover.

II. DIELECTRIC MODEL

A. Methodology

The complex valued dielectric function \(n(\omega)\) of air

\[
n = \sqrt{1 + \chi}
\]

is constructed from molecular dynamical polarizabilities

\[
\chi_m(\omega) = 2N_m c^2 \sum_i S_{ml} \left( \frac{1}{\omega + \omega_{0ml} - i\Gamma_{ml}/2} - \frac{1}{\omega - \omega_{0ml} - i\Gamma_{ml}/2} \right).
\]

\(N_m\) are molecular number densities, \(S_{ml}\) are the line intensities for the transitions enumerated by \(l\), \(\omega_{0ml}\) are the transition angular frequencies, \(\Gamma_{ml}\) the full linewidths at half maximum, \(c\) is the velocity of light in vacuum, and \(i\) the imaginary unit. The line shape \[\text{[2]}\] adheres to the complex-conjugate symmetry \(\chi_m(\omega) = \chi_m^*(-\omega)\), as required for functions which are real-valued in the time domain. The sign convention of \(\Gamma_{ml}\) merely reflects a sign choice in the Fourier Transforms and carries no real significance; a sign in the Kramers–Kronig formulas is bound to it. The integrated imaginary part is

\[
\int_0^\infty \Im \chi_m(\tilde{\nu}) d\tilde{\nu} = N_m \sum_i S_{ml} / k_{0ml},
\]

where \(\tilde{\nu} = k/(2\pi) = \omega/(2\pi c) = 1/\lambda\) is the wavenumber.
Line strengths $S_{nm}$ and positions $\omega_{nm}$ are based on the HITRAN [60] list (see [68, 69] for reviews) and other sources as described earlier [46]. The results of Section IV include summation over the oscillator strengths of the air components N$_2$, O$_2$, Ar, Ne, CO$_2$, H$_2$O, O$_3$, CH$_4$ and CO. Fig. 1 is an estimate of the combined contribution of tracer gases that are missing in this mix of molecules—and effectively replaced by the average refractivity of the major components—sorted with respect to abundance under rather clean environmental conditions. Their electromagnetic line lists are taken from [41, 75] for He, [11] for Kr, [45] for H$_2$, [42, 60] for N$_2$O, [60] for SO$_2$, and [45, 60] for NH$_3$.

The remaining subsections describe some refinements of the computer program relative to its status three years ago [46].

B. Deviations from Ideal Gas Behavior

The second virial coefficients for Nitrogen and Oxygen are negative at typical environmental temperatures, $\approx -7.5 \times 10^{-6}$ m$^3$/mole for Nitrogen and $\approx -1.9 \times 10^{-5}$ m$^3$/mole for Oxygen at 12 °C [22, 73]. More molecules are packed into a given volume at a given partial pressure than the ideal gas equation predicts. The gas densities of Nitrogen and Oxygen are $\approx 25$ mole/m$^3$ and $\approx 6$ mole/m$^3$ for Nitrogen and Oxygen, respectively, at air pressures of the order 740 hPa, so the correction factors for the density and for the refractivity are of the order $2 \times 10^{-4}$ due to this effect, the product of the virial and the density. See [40] for a review and [1] for examples of the crosstalk to refractivities.

The second and third virials for water vapor are larger [29, 37, 39] — the second $\approx -1.3 \times 10^{-3}$ m$^3$/mole [73]. Fig 7.19 — and often placed as “enhancement factors.” See [62] for a review on this subject and [26] for recent values of the second virial coefficient. The values presented here use the equation of state in a self-consistent solution of the first line of [73, Tab. 6.3] for water, the values of [22, p. 239] for Nitrogen, and the NIST values [52] for the second and third virials of Oxygen, Argon and Carbon Dioxide.

C. Temperature Dependent Partition Sums

The temperature dependence of the partition sums leads to temperature-dependent line strengths [2]. For the HITRAN lines, this has been implemented on a line-per-line basis [23, 65]. The combined change induced by the upgrade to the database of August ’06 plus this increase of the line strengths at lower temperatures is microscopic, less than $2 \times 10^{-9}$ in the $c_{0\text{ref}}$ coefficients and less than $3 \times 10^{-5}$ K in the $c_{0T}$ coefficients reported in Section IV.

The line broadening parameters $\Gamma$ were not changed [33, 70] from the ones at the HITRAN reference pressure of 1 atm, since the effect on the real part of the susceptibility is presumably negligible. Effects of molecular clustering [67] have not been considered.

D. Magnetic Susceptibility

The paramagnetic susceptibility of Oxygen and diamagnetic contribution of Nitrogen [27] account for most of the remaining gap between theory and experiment. The volume susceptibility of dry air is $\approx 3.7 \times 10^{-7}$ [19] at 1013 hPa, to increase $n$ by $\approx 1.3 \times 10^{-7}$. The magnetic dipole transitions of Oxygen [10, 58] are incorporated in the HITRAN list [13], which allows us to add dispersion to their response. (Since we are only dealing with the limit of small susceptibilities, the electric and magnetic susceptibilities are additive, which means cross product terms have been neglected here.) The magnetism of water is negligible because the magnetic moment of the water molecule is close to the magnetic moment of the Nitrogen molecule [13, 19], but the abundance of the water molecules in air much smaller than the abundance of Nitrogen molecules.

E. Lorentz-Lorenz Cross Polarization

We incorporate the mutual inter-molecular cross-polarization with the Clausius-Mossotti (Lorentz-Lorenz) formula [20, 21]: the macroscopic susceptibility $\chi = n^2 - 1$ in Eq. (1), is

$$\chi = \frac{\sum \chi_m}{1 - \sum \chi_m/3}.$$ (4)
where $\sum \chi_m$ is the sum over all atomic/molecular polarizabilities. This increases the real part of $\chi$ by $\approx \left(\sum \chi_m\right)^2 / 3$, hence the real part of $n$ by $\approx \left(\sum \chi_m\right)^2 / 6$, which is of the order $2 \times 10^{-8}$ if we take $\sum \chi_m \approx 4 \times 10^{-4}$ as a guideline.

III. COMPARISON WITH EXPERIMENTS

The raw theoretical data (prior to the fit) exceeds experiments for dry air in the visible and near infrared by $\approx 4 \times 10^{-8}$ (Fig. 2). Roughly $0.8 \times 10^{-8}$ of this can be attributed to a change in temperature scales [7], and roughly $1 \times 10^{-8}$ to a presumably lower CO$_2$ contents of 300 ppmv in [58].
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FIG. 2: Top: The line are the raw data of the theory for dry air at 15 °C and 101324 Pa. Circles are the experimental values of Table I and II by Peck and Reeder [58] plus one datum at 2.06 μm by Peck and Khanna [57]. Bottom: Refractive index of the theory minus these experimental values.

The difference between the theory and experiments with pure water vapor (Fig. 4) and moist air (Fig. 5) is $\approx 1 \times 10^{-8}$ at 3.4 μm.
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FIG. 3: Lines are the raw data of the theory for humid air at 20 °C and 1000 hPa at four levels of humidity. Circles are from the Bönsch-Potulski fitting equation (at 370 ppm CO$_2$) to their experimental data [9]. The two groups of four comparisons refer to the wavelengths 0.5087 and 0.644 μm.

The theory deviates from the humid air data at the longest two wavelengths of the Bönsch-Potulski experiments [9] by $3.5 \times 10^{-8}$ or less: Fig. 3.
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FIG. 4: Lines are the raw data of the theory for humid air at 20 °C and 1000 hPa at four levels of humidity. Circles are from the Bönsch-Potulski fitting equation (at 370 ppm CO$_2$) to their experimental data [9]. The two groups of four comparisons refer to the wavelengths 0.5087 and 0.644 μm.

The difference between the theory and experiments with pure water vapor (Fig. 4) and moist air (Fig. 5) is $\approx 1 \times 10^{-8}$ at 3.4 μm.

IV. RESULTS

The bold least squares fit to the raw data—examples of which are shown in [47, Figs. 2,12]—looks as follows:

$$n - 1 = \sum_{i=0,1,2,...} c_i(T, p, H) \left(\tilde{\nu} - \tilde{\nu}_{\text{ref}}\right)^i; \quad (6)$$

and generates $0.2618 \times 10^{-8}$/Pa at the same wavelength, the same temperature, and a pressure—undocumented by Marchetti and Simili—of 1013.25 hPa. The relative deviation of $6 \times 10^{-3}$ between experiment and theory is still compatible with the error $5 \times 10^{-3}$ provided by Marchetti and Simili.
$c_i(T, p, H) = c_{\text{ref}}$

$$+ c_{iTT} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) + c_{iTT} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right)^2$$

$$+ c_{iH} (H - H_{\text{ref}}) + c_{iHH} (H - H_{\text{ref}})^2$$

$$+ c_{ip} (p - p_{\text{ref}}) + c_{ipp} (p - p_{\text{ref}})^2$$

$$+ c_{iTH} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) (H - H_{\text{ref}})$$

$$+ c_{iTP} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) (p - p_{\text{ref}})$$

$$+ c_{iHp} (H - H_{\text{ref}}) (p - p_{\text{ref}}). \quad (7)$$

Here, $T$ is the absolute temperature with a reference value of $T_{\text{ref}} = (273.15 + 17.5)$ K, $p$ is the air pressure with a reference value set at $p_{\text{ref}} = 75000$ Pa, $H$ the relative humidity between 0 and 100 with a reference value set at $H_{\text{ref}} = 10\%$, and $\tilde{\nu}$ the wavenumber $1/\lambda$ with a reference value set at $\tilde{\nu}_{\text{ref}}$. The units of these reference values match those of the tabulated coefficients. The range 1.3–2.5 $\mu$m is covered by Table I, the range 2.8–4.2 $\mu$m by Table II, the range 4.35–5.3 $\mu$m by Table III, the range 7.5–14.1 $\mu$m by Table IV, and the range 16–20 $\mu$m by Table V. The refractive index is chromatic (the phase shift depends on the wavelength $\lambda$ and wave number $\tilde{\nu}$) since

$$dn/d\lambda = -\tilde{\nu}^2 \frac{dn}{d\tilde{\nu}}$$ \quad (8)

depends itself on $\lambda$. (The negative of this parameter, measured in radian and divided by the areal molar gas density, has been baptized “normalized dispersion constant” $K$ in \[50, 51\].) Our simple analytical fit format allows rapid calculation of group refractive indices as well \[47\].

The calculation adopts a standard of 370 ppmv of CO$_2$ as the most likely contemporary ambient clean air standard \[17, 36, 77\], well aware that laboratory air may contain a higher volume fraction. Although adding this mixing ratio as another free parameter to the procedure is feasible, it has been kept fixed here to keep the size of the tables in check.

The use of $1/T$ rather than $T$ in the ansatz (7) has no further relevance but aims to expand the validity of the results to a large range of temperatures: in the simplest model of the dispersion one expects the susceptibility to be proportional to the molecular densities which are—with the ideal gas equation—proportional to $p/T$. This reasoning is actually void—as demonstrated by the magnitudes of $c_{iTT}$—because we are employing non-infinite reference temperatures $T_{\text{ref}}$.

Solely for the benefit of the reader who may use this type of result as a black box, the parameter set in (7) is based on relative humidity rather than some more fundamental measure of the water molecule number density; the more appealing alternative from a scholarly point of view would have been to split the computational steps into (i) equations to calculate absolute molecular number densities, plus (ii) the fitting equations to transform these to polarizabilities, and (iii) some post-processing.
Table I: Fitting coefficients for the multivariate Taylor expansion \( i \) to the real part of the index of refraction over the 1.3 \( \leq 1/p \leq 2.5 \mu m \) range with \( \tilde{\nu}_{\text{ref}} = 10^{4}/2.25 \text{ cm}^{-1}. \)

| \( i \) | \( c_{\text{ref}} / \text{cm}^4 \) | \( c_{\text{T}} / \text{cm}^4 \text{K} \) | \( c_{	ext{TT}} / [\text{cm}^4 \text{K}^2] \) | \( c_{\text{H}} / [\text{cm}^4 \%] \) | \( c_{\text{HH}} / [\text{cm}^4 \%]^2 \) |
|---|---|---|---|---|---|
| 0 | 0.200192 \times 10^{-3} | 0.588625 \times 10^{-1} | -3.01513 | -0.103945 \times 10^{-7} | 0.573256 \times 10^{-12} |
| 1 | 0.113474 \times 10^{-9} | -0.385766 \times 10^{-7} | 0.406167 \times 10^{-3} | 0.136858 \times 10^{-11} | 0.186367 \times 10^{-16} |
| 2 | -0.424595 \times 10^{-14} | 0.888019 \times 10^{-10} | -0.514544 \times 10^{-6} | -0.171039 \times 10^{-14} | -0.228150 \times 10^{-19} |
| 3 | 0.100957 \times 10^{-16} | -0.567650 \times 10^{-13} | 0.343161 \times 10^{-9} | 0.112908 \times 10^{-17} | 0.150947 \times 10^{-22} |
| 4 | -0.293315 \times 10^{-20} | 0.166615 \times 10^{-16} | -0.101189 \times 10^{-12} | -0.329925 \times 10^{-21} | -0.441214 \times 10^{-26} |
| 5 | 0.307228 \times 10^{-24} | -0.174845 \times 10^{-20} | 0.106749 \times 10^{-16} | 0.344747 \times 10^{-25} | 0.461209 \times 10^{-30} |

Table II: Fitting coefficients for the multivariate Taylor expansion \( j \) to the real part of the index of refraction over the 2.8 \( \leq 1/p \leq 4.2 \mu m \) range with \( \tilde{\nu}_{\text{ref}} = 10^{4}/3.4 \text{ cm}^{-1}. \)

| \( i \) | \( c_{\text{ref}} / \text{cm}^4 \) | \( c_{\text{T}} / \text{cm}^4 \text{K} \) | \( c_{	ext{TT}} / [\text{cm}^4 \text{K}^2] \) | \( c_{\text{H}} / [\text{cm}^4 \%] \) | \( c_{\text{HH}} / [\text{cm}^4 \%]^2 \) |
|---|---|---|---|---|---|
| 0 | 0.267085 \times 10^{-8} | 0.609186 \times 10^{-17} | 0.497859 \times 10^{-4} | 0.779176 \times 10^{-6} | -0.206567 \times 10^{-15} |
| 1 | 0.135941 \times 10^{-14} | 0.519024 \times 10^{-23} | -0.661752 \times 10^{-8} | 0.396499 \times 10^{-12} | 0.106141 \times 10^{-20} |
| 2 | 0.135295 \times 10^{-18} | -0.419477 \times 10^{-27} | 0.832034 \times 10^{-11} | 0.395114 \times 10^{-16} | -0.149982 \times 10^{-23} |
| 3 | 0.818218 \times 10^{-23} | 0.434120 \times 10^{-30} | -0.551793 \times 10^{-14} | 0.233587 \times 10^{-20} | 0.984046 \times 10^{-27} |
| 4 | -0.222957 \times 10^{-26} | -0.122445 \times 10^{-33} | 0.161899 \times 10^{-17} | -0.636441 \times 10^{-24} | -0.288266 \times 10^{-30} |
| 5 | 0.249964 \times 10^{-30} | 0.134816 \times 10^{-37} | -0.169901 \times 10^{-21} | 0.716868 \times 10^{-28} | 0.299105 \times 10^{-24} |

| \( i \) | \( c_{\text{ref}} / [\text{cm}^4 \text{Pa}] \) | \( c_{\text{pp}} / [\text{cm}^4 \%] \) | \( c_{\text{TT}} / [\text{cm}^4 \text{K}/\%] \) | \( c_{\text{TP}} / [\text{cm}^4 \text{K}/\%] \) | \( c_{\text{HH}} / [\text{cm}^4 \%] \) |
|---|---|---|---|---|---|
| 0 | 0.266900 \times 10^{-8} | 0.608860 \times 10^{-17} | 0.517962 \times 10^{-4} | 0.778638 \times 10^{-6} | -0.217243 \times 10^{-15} |
| 1 | 0.168162 \times 10^{-14} | 0.461560 \times 10^{-22} | -0.112149 \times 10^{-7} | 0.446396 \times 10^{-12} | 0.104747 \times 10^{-20} |
| 2 | 0.353075 \times 10^{-17} | 0.184282 \times 10^{-24} | 0.776507 \times 10^{-11} | 0.784600 \times 10^{-15} | -0.523689 \times 10^{-23} |
| 3 | -0.963455 \times 10^{-20} | -0.524471 \times 10^{-27} | 0.172569 \times 10^{-13} | -0.195151 \times 10^{-17} | 0.817386 \times 10^{-26} |
| 4 | -0.223079 \times 10^{-22} | -0.121299 \times 10^{-29} | -0.320582 \times 10^{-16} | -0.542083 \times 10^{-20} | 0.309913 \times 10^{-28} |
| 5 | 0.453166 \times 10^{-25} | 0.246512 \times 10^{-32} | -0.899435 \times 10^{-19} | 0.103530 \times 10^{-22} | -0.363491 \times 10^{-31} |

The first step involves a self-consistent adaptation of the components of the dry air at given mixing ratios to a partial pressure that is “left over” from \( p \) after settling for the water density. The philosophy behind Equation \( i \) is to take this kind of burden away.

The negative values of \( c_{\text{H}} \) paraphrase that substitution of the “average” dry air molecule by water at fixed total pressures \( p \) decreases the refractive index in all our wavelength regions.
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