A dictionary learning add-on for spherical downward continuation
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We propose a novel dictionary learning add-on for existing approximation algorithms for spherical inverse problems such as the downward continuation of the gravitational potential. The Inverse Problem Matching Pursuit (IPMP) algorithms iteratively minimize the Tikhonov functional in order to construct a weighted linear combination of so-called dictionary elements as a regularized approximation. A dictionary is a set that contains trial functions such as spherical harmonics (SHs), Slepian functions (SLs) as well as radial basis functions (RBFs) and wavelets (RBWs). Previously, the IPMP algorithms worked with finite dictionaries which are vulnerable regarding a possible biasing of the outcome. Here, we propose an additional learning technique that allows us to work with infinitely many trial functions and provides us with a learnt dictionary for future use in the IPMP algorithms. We explain the general mechanism and provide numerical results that prove its applicability and efficiency.
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1. Introduction

The climate is changing. In particular, the repercussions caused by the loss of water in the soil or the ice sheets are dangerous to human kind as they fuel droughts as well as the sea level rise. Thus, the geosciences are taking care to monitor the mass transport of the Earth, see e.g. Fischer and Michel [2013b], Flechtner et al. [2020], IPCC [2014], Lin et al. [2018], NASA [2020], Sneeuw and Saemian [May 2019], Wiese et al. [2020] as well as the results of the DFG SPP 1257 (2006-2014) coordinated by Ilk and Kusche, see e.g. Kusche et al. [2012].

The mass transport is obtained by modelling the gravitational potential from time-dependent satellite data, e.g. from the GRACE and GRACE-FO satellite mission, see e.g. Devaraju and Sneeuw [2017], Flechtner et al. [2014a,b], NASA Jet Propulsion Laboratory [2020], Schmidt et al [2008], Tapley et al. [2004], The University of Texas at Austin, Centre for Space Research [2020].

We approximate the Earth’s surface with the unit sphere $\Omega$. The gravitational potential $f$ on the Earth’s surface is usually expanded in SHs $Y_{n,j}$, $n \in \mathbb{N}_0$, $j = -n, ..., n$, such that we have

$$f = \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \langle f, Y_{n,j} \rangle_{L^2(\Omega)} Y_{n,j}$$

which holds in the $L^2(\Omega)$-sense. Correspondingly, on a satellite orbit $\sigma > 1$, we upward continue this representation at every point $\eta \in \Omega$ via the operator $\mathcal{T}$ and obtain the gravitational potential $V$ outside the Earth, see e.g. Baur [2014], Freeden and Michel [2004], Moritz [2010], Telschow [2014].

$$V(\sigma \eta) = (\mathcal{T} f)(\sigma \eta) = \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \langle f, Y_{n,j} \rangle_{L^2(\Omega)} \sigma^{-n-1} Y_{n,j}(\eta),$$
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which actually holds pointwise. Naturally, we are much more interested in the inverse problem of the downward continuation, i.e. if we have given values of the potential \( V \) at \( \sigma \eta \), we are interested in the values of \( f \) at \( \eta \). Due to the exponentially decreasing singular values of \( T \), its inverse is not continuously dependent on the data, see e.g. Engl et al. [1996], Louis [1989], Michel [2005, 2020+], Rieder [2003], Telschow [2014]. This means, mathematically, the downward continuation is an exponentially ill-posed inverse problem and needs sophisticated methods to be tackled.

One possible approach are the IPMP algorithms, i.e. here the Regularized (Orthogonal) Functional Matching Pursuit (R(O)FMP) algorithm, see e.g. Berkel et al. [2011], Fischer [2011], Fischer and Michel [2012, 2013a,b], Gutting et al. [2017], Kontak [2018], Kontak and Michel [2018, 2019], Leweke [2018], Michel [2015], Michel and Orzlowski [2017], Michel and Schneider [2020], Michel and Telschow [2014, 2016], Schneider [2020], Telschow [2014]. Using discrete values of \( V \), these methods iteratively build an approximation of \( f \) as a best basis expansion drawn from dictionary elements. A dictionary \( D \) is a set of trial functions. For spherical tasks like the downward continuation, it may contain SHs, SLs, RBFs and/or RBWs. Then \( D \) contains global functions as well as localized ones. In an iteration \( N \), the next dictionary element is chosen such that it minimizes the Tikhonov functional. In the ROFMP algorithm, it simultaneously fulfills to a certain extent orthogonality relations with the previously chosen basis elements as well. Further, the coefficients are updated regularly to maintain their optimality. However, the IPMP algorithms usually work with a finite, a-priori chosen subset of the infinitely many possible trial functions as its dictionary. We immediately recognize that this may bias the obtained approximation.

Thus, we further developed the IPMP algorithms by adding a novel dictionary learning technique. Our task at hand differs from established dictionary learning challenges because of the considered inverse problem as well as our focus on a non-discrete result. Thus, we cannot straightforwardly transfer previous dictionary learning strategies, see e.g. Aharon et al. [2006], Bruckstein et al. [2009], Engan et al. [1999a,b], Prünke [2008], Rubinstein et al. [2010]. Nonetheless, our approach can successfully be discussed in the light of similar learning criteria (such as flexibility and a well-defined goal) and a similar theoretical starting point (i.e. solving a doubled minimization problem). For further information of these relations, the interested reader is referred to Schneider [2020].

Here, the dictionary learning add-on for the SLs, RBFs and RBWs consists of a 2-step optimization process in order to compute one optimized candidate for each type of these trial function. The process solves non-linear constrained optimization problems globally and locally. We utilize the NLOpt library for this. A candidate for the SHs can be obtained by comparing the values of the objective function for different SHs. Then we learn particular functions as well as a maximal SH degree. All of these candidates together constitute an additional finite dictionary and we can proceed with the usual routine of the IPMP algorithms. After termination, we obtain an approximation of \( f \) in an optimized best basis whose elements can be re-used as a learnt dictionary in future runs of the IPMP algorithms. The IPMP algorithms which include the novel learning add-on are called the Learning Inverse Problem Matching Pursuit (LIPMP) algorithms, i.e. the Learning Regularized (Orthogonal) Functional Matching Pursuit (LR(O)FMP) algorithm. Note that the LRFMP algorithm here is an advanced version of the one presented in Michel and Schneider [2020].

In the sequel, we formally but shortly introduce the SHs, SLs, RBFs and RBWs as well as a dictionary in Section 2. Then we explain the idea of the LIPMP algorithms which includes an overview of the IPMP algorithms and the novel learning add-on in Section 3. Particularly, we focus on how the 2-step optimization process fits into the routine of the IPMP algorithms. We also summarize shortly some theoretical aspects of the LIPMP algorithms. Then we show the applicability and efficiency of the add-on as well as the learnt dictionary in a series of experiments in Section 4. This paper is based on Schneider [2020] and was in principle presented at the EGU2020: Sharing Geoscience Online Schneider and Michel [2020].

2. Basics

Let \( \mathbb{R} \) be the set of all real numbers, \( \mathbb{R}^d \) be the real, \( d \)-dimensional vector space, \( \mathbb{N} \) be the set of all positive integers and \( \mathbb{N}_0 \) be that of all non-negative integers. We denote \( \Omega := \{ x \in \mathbb{R}^3 : |x| = 1 \} \) as the unit sphere and \( \mathbb{B} := \mathbb{R}^3 \cap \{ x \in \mathbb{R}^3 : |x| < 1 \} \) the open unit ball. Furthermore, we can represent \( \eta(\varphi, t) \in \Omega \) as usual, see e.g. Michel [2013], via the longitude \( \varphi \in [0, 2\pi[ \) and the latitude \( t = \cos(\theta) \in [-1, 1[ \) for \( \theta \in [0, \pi] \).

2.1. Spherical Harmonics

Spherical harmonics (SHs) \( Y_{n,j} \) are (global) polynomials on \( \Omega \). They have a distinct degree \( n \in \mathbb{N}_0 \) and order \( j = -n, \ldots, n \). In practice, we usually choose the fully normalized SHs.
Here, we set $A$ is a set of trial functions. We first define subsets for each type of trial function under investigation.

2.4. A dictionary

Slepian functions (SLs) are band-limited, spatially optimally localized trial functions. Here, the spatial localization region shall be a spherical cap. A spherical cap can be parametrized by the parameter $\theta, \phi, t$:

$$\Omega, \text{ an } L^2(\Omega)\text{-normalization } p_{n,j} \text{ and the associated Legendre functions } P_{n,j}(t).$$

For further details, the reader is referred to, e.g., Freeden et al. [1998], Freeden and Michel [2004], Freeden and Schreiner [1998, 2009], Freeden and Windheuser [2013], Michel [2013], Müller [1966].

2.2. Slepian Functions

Slepian functions with band-limit $\varepsilon^3 \in \Omega$, where $\alpha, \beta, \gamma \in [0,2\pi]$ and $\beta \in [0,\pi]$ denote the Euler angles, $A \in \text{SO}(3)$ is a rotation matrix and $\varepsilon^3 = (0,0,1)^T$ is the North Pole. Then, for $k = 1, \ldots, (L + 1)^2$, we set

$$g^{(k,L)}(R, \eta) := \sum_{l=0}^{L} \sum_{m=-l}^{l} g^{(k,L)}_{l,m}(R)Y_{l,m}(\eta), \eta \in \Omega,$$

where $R := R(\alpha, A(\alpha, \beta, \gamma)\varepsilon^3) \in \mathbb{R}^4 = \{ x \in \mathbb{R}^4 : |x| \leq 1 \}$ stands for the localization region and $L \in \mathbb{N}_0$ is the band-limit. The Fourier coefficients $g^{(k,L)}_{l,m}(R)$, $l = 0, \ldots, L$, $m = -l, \ldots, l$, are obtained from the eigenvectors of the related algebraic eigenvalue problem of optimizing a band-limited, in SHs expanded function in the region $R$. The superscript $k$ enumerates the $(L + 1)^2$ Slepian functions with band-limit $L$. An example is given in Figure 3a. Note that a commuting operator provides a stable computation of these values if the localization region is a spherical cap. For further details, the reader is referred to, e.g., Albertella et al. [1999], Grünbaum et al. [1982], Michel [2013], Seibert [2018], Simons and Dahlen [2006].

2.3. Radial Basis Functions and Wavelets

As examples for localized trial functions, we consider Abel–Poisson kernels $K(x, \cdot)$ (APKs) and wavelets $W(x, \cdot)$ (APWs) due to their closed form. That means, we have

$$K(x, \eta) := \frac{1 - |x|^2}{4\pi(1 + |x|^2 - 2x \cdot \eta)^{3/2}}$$

and

$$W(x, \eta) := K(x, \eta) - K(|x|, \eta)$$

for $\eta \in \Omega$ and with the characteristic parameter $x \in \mathbb{B}$. The kernels act as low pass filters whereas the wavelets are band pass filters. Examples are given in Figure 3a. For further details, the reader is referred to, e.g., Freeden et al. [1998], Freeden and Michel [2004], Freeden and Schreiner [1998, 2009], Freeden and Windheuser [1996], Michel [2013], Windheuser [1995].

2.4. A dictionary

A dictionary is a set of trial functions. We first define subsets for each type of trial function under investigation. Here, we set

$$[N]_{\text{SH}} := \{(n,j) \in N \subseteq \mathcal{N} \},$$

$$\mathcal{N} := \{(n,j) : n \in \mathbb{N}_0, j = -n, \ldots, n \}$$

for SHs,

$$[S]_{\text{SL}} := \left\{ g^{(k,L)}(R, \cdot) : (R, (k,L)) \in \mathbb{B}^4 \times \mathcal{L} \right\}$$

$$\mathcal{L} := \left\{ (k,L) : L \in \mathbb{N}_0, k = 1, \ldots, (L + 1)^2 \right\}$$
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for SLs,

\[ [B_K]_{\text{APK}} := \{ x \in \mathbb{B} : x \in B_K \subseteq \mathbb{B} \} \]

for APKs and

\[ [B_W]_{\text{APW}} := \{ x \in \mathbb{B} : x \in B_W \subseteq \mathbb{B} \} \]

for APWs. Such subsets are called trial function classes. The union of the defined trial function classes gives us the dictionary \( D \):

\[ D := [N]_{\text{SH}} \cup [S]_{\text{SL}} \cup [B_K]_{\text{APK}} \cup [B_W]_{\text{APW}}, \]

confer Michel [2020+], Michel and Schneider [2020], Schneider [2020]. In general, it is not necessary that \( D \) is finite. However, we emphasize an infinite dictionary as \( D_{\text{Inf}} \). Note that, depending on the actual choice of \([N]_{\text{SH}}, [B_K]_{\text{APK}}\) and \([B_W]_{\text{APW}}, D_{\text{Inf}}\) may be complete in certain function spaces like \( L^2(\Omega) \), see e.g. Freeden et al. [1998], Michel [2013], Schneider [2020] and the previously mentioned references regarding the SHs, APKs and APWs. This holds in particular for \( D_{\text{Inf}} \).

3. The LIPMP algorithms

We consider the downward continuation of the gravitational potential from satellite data to the Earth’s surface. That is, mathematically speaking, we consider the ill-posed inverse problem

\[ y = T \mathcal{F} f \]

with the data \( y \in \mathbb{R}^\ell, y_i = V(\sigma \eta_i) \), the satellite height \( \sigma > 1 \), grid points \( \eta_i \in \Omega \) for \( i = 1,...,\ell \) at the Earth’s surface and the operator \( T \mathcal{F} f := ((Tf)(\sigma \eta_i))_{i=1,...,\ell} \) with the upward continuation operator \( T \) as in [1]. Thus, \( T_\mathcal{F} \) is the corresponding evaluation operator of the upward continuation operator for a \( \ell \)-dimensional discretized grid. Our task is to approximate the gravitational potential \( f \) at the Earth’s surface \( \Omega \).

The LIPMP algorithms introduce an add-on to the established IPMP algorithms. The remaining routines coincide. Thus, we give a short overview of the strategy.

3.1. The underlying IPMP algorithms

Due to the ill-posedness of the inverse problem, we need to consider a regularization for the downward continuation. The IPMP algorithms utilize a Tikhonov regularization. In particular, using \( f_0 \equiv 0 \), the methods iteratively build a linear combination of weighted dictionary elements \( d_n \in D \):

\[ f_N = \sum_{n=1}^{N} \alpha_n d_n \quad \text{(2)} \]

in the case of the RFMP algorithm and

\[ f_N^{(N)} = \sum_{n=1}^{N} \alpha_n^{(N)} d_n, \quad \text{(3)} \]

in the case of the ROFMP algorithm. The superscript \( (N) \) refers to the update of the coefficients in each iteration step due to the orthogonality process. Note that, in practice, we usually consider the iterated (L)ROFMP algorithm which restarts the orthogonality technique after a prescribed number of iterations for practical as well as theoretical reasons. For readability, here, we do without the additional subscripts that are necessary for the restart process.

The respective residuals are

\[ R_{N+1} := R_N - \alpha_{N+1} T_\mathcal{F} d_{N+1} \quad \text{(4)} \]

for the RFMP algorithm and, in the case of the ROFMP algorithm,

\[ R_{N+1} := R_N - \alpha_{N+1} \mathcal{P}_{V_N} T_\mathcal{F} d_{N+1}, \quad \text{(5)} \]

where \( \mathcal{P}_{V_N} \) is the orthogonal projection onto

\[ V_N := (\text{span}(T_\mathcal{F} d_n : n = 1,...,N))^{\perp \mathcal{W}}. \]
In both cases, we have $R^0 = y - T y f_0 = y$. In each iteration $N$, the weights $\alpha_{N+1} \in \mathbb{R}$ and $\alpha_{N+1}^{(N+1)} \in \mathbb{R}$, respectively, as well as the basis function $d_{N+1} \in \mathcal{D}$ are chosen such that, for $\lambda > 0$, the Tikhonov functional

$$\|R^N - \alpha T d\|^2_{\mathbb{R}^t} + \lambda \|f_N + \alpha d\|^2_{\mathcal{H}_2(\Omega)}$$

for the RFMP algorithm and, for the ROFMP algorithm,

$$\|R^N - \alpha \mathcal{P}_{V_N} T d\|^2_{\mathbb{R}^t} + \lambda \|f_N^{(N)} + (d - b_n^{(N)}(d))\|^2_{\mathcal{H}_2(\Omega)},$$

where

$$b_n^{(N)}(d) := \sum_{n=1}^{N} \beta_n^{(N)}(d) d_n$$

with the projection coefficients $\beta_n^{(N)}(d)$, is minimized. The projection coefficients are given by

$$\beta_n^{(N)}(d) := \frac{\langle T d_n, \mathcal{P}_{V_N} T d \rangle_{\mathbb{R}^t}}{\|\mathcal{P}_{V_N} T d\|^2_{\mathbb{R}^t}} \quad \text{and} \quad \beta_n^{(N)}(d) := \beta_n^{(N-1)}(d) - \beta_n^{(N)}(d) \beta_n^{(N-1)}(d_n)$$

for $n = 1, ..., N - 1$. For the penalty term, we use the norm of the Sobolev space $\mathcal{H}_2(\Omega) \subset L^2(\Omega)$ which is the completion of the set of square-integrable functions whose $(n + 0.5)^2$-weighted $L^2(\Omega)$-norm is finite, see e.g. [Freeden et al. 1998, Michel 2013].

In practice, we determine the basis element $d_{N+1}$ as the maximizer of

$$\text{RFMP}(d; N) := \frac{\langle R^N, T d \rangle_{\mathbb{R}^t} - \lambda \langle f_N, d \rangle_{\mathcal{H}_2(\Omega)}}{\|T d\|^2_{\mathbb{R}^t} + \lambda \|d\|^2_{\mathcal{H}_2(\Omega)}} = \frac{(A_N(d))^2}{B_N(d)}$$

and

$$\text{ROFMP}(d; N) := \frac{\langle R^N, \mathcal{P}_{V_N} T d \rangle_{\mathbb{R}^t} - \lambda \langle f_N^{(N)}, d - b_n^{(N)}(d) \rangle_{\mathcal{H}_2(\Omega)}}{\|\mathcal{P}_{V_N} T d\|^2_{\mathbb{R}^t} + \lambda \|d - b_n^{(N)}(d)\|^2_{\mathcal{H}_2(\Omega)}} = \frac{(A_N^{(N)}(d))^2}{B_N^{(N)}(d)},$$

respectively. Then we obtain the weights via

$$\alpha_{N+1} := \frac{A_N(d_{N+1})}{B_N(d_{N+1})}$$

and

$$\alpha_{N+1}^{(N+1)} := \frac{A_N^{(N)}(d_{N+1})}{B_N^{(N)}(d_{N+1})},$$

respectively. The IPMP algorithms most commonly terminate if the relative data error falls below a certain threshold like the noise level or if a certain number of iterations is reached. For more details on the IPMP algorithms, the reader is referred to [Berkel et al. 2011, Fischer 2011, Fischer and Michel 2012, 2013a,b, Gutting et al. 2017, Kontak 2018, Kontak and Michel 2018, 2019, Leweke 2018, Michel 2015, Michel and Orzowski 2017, Michel and Schneider 2020, Michel and Telschow 2014, 2016, Schneider 2020, Telschow 2014].

The dictionary $\mathcal{D}$ is finite in most of the previous publications on an IPMP algorithm as the use of an infinite dictionary $\mathcal{D}^{inf}$ was an open question at that time. Then the maximizer of (6) and (7) respectively, is found by evaluating the objective function for all dictionary elements and choosing the maximum amongst them. However, a finite dictionary may bias the approximation $f_N$ and $f_N^{(N)}$, respectively. To enable the use of an infinite dictionary and provide an automation of selecting a finite dictionary (i.e. learn a dictionary), the LIPMP algorithms were developed.
3.2. The learning add-on

We first consider how an infinite dictionary \( D_{\text{Inf}} \) can be introduced into the routine of the IPMP algorithms. From this, the learnt dictionary follows naturally. The infinite dictionary \( D_{\text{Inf}} \) is defined by

\[
D_{\text{Inf}} := [\tilde{N}]_{\text{SH}} \cup [S]_{\text{SL}} \cup [B_K]_{\text{APK}} \cup [B_W]_{\text{APW}}
\]

with \( \tilde{N} := \{(n,j) : n \leq N, \ j = -n, ..., n\} \), \( S := \mathbb{B}^4 \times \mathcal{L} \) and \( B_K := B_W := \mathbb{B} \)

for fixed \( N, \ L \in \mathbb{N}_0 \). The trial function class of the SH is still finite. This is due to the discrete nature of the characteristic parameters, the degree \( n \) and the order \( j \). Nonetheless, the other trial function classes are truly infinite. This means that the choice of the parameters of the centre \( \alpha, \ \gamma \) and the size \( c \) of the spherical caps for a Slepian function are arbitrary, while their band-limits is fixed and finite in analogy to the SH choice. Moreover, also the centres of the radial basis functions and wavelets can be chosen from all points in the ball \( \mathbb{B} \). The main obstacle for using \( D_{\text{Inf}} \) is the determination of the maximizer of (6) and (7), respectively, in the truly infinite trial function classes. For this, we introduce an additional optimization step into the routine. In particular, in this step, we determine a finite dictionary of (optimized) candidates \( C \) from the infinite \( D_{\text{Inf}} \). The set \( C \) contains one optimum per function class and we can then proceed as usual. Therefore, after termination (which correspondingly obeys to the same rules as in the IPMP algorithms), we obtain an approximation \( f_N \) and \( f_N^{(N)} \), respectively, in a best basis of optimized dictionary elements. The latter constitute the learnt (finite) dictionary which can be used in future runs of the IPMP algorithms.

Due to the different nature of the classes, we distinguish a strategy for the SH and the remaining three trial function classes. The approach to learn SHs was already explained to a certain extent in Michel and Schneider [2020]. For completeness and some additional insights, we summarize it here again. We propose to learn a maximal SH degree as well as particular SHs simultaneously. The trial function class \( [N]_{\text{SH}} \) includes all SHs up to a degree \( N \) (see (10)). The value of \( N \) should be chosen much larger than it is sensible for the data \( y \). Then, we again follow the previous approach and determine the values of (6) and (7), respectively, for all SHs up to degree \( N \). Hence, after termination, we have a certain set of SHs that are used in the representation (2) and (3), respectively. Firstly, most likely, the algorithms will have determined a smaller, properly learnt maximal SH degree \( \nu \in \mathbb{N}, \ \nu < N \), on its own. Secondly, we have a set of distinct SHs used in the approximation and, thus, contained in the learnt dictionary. Note that this approach demands a finite starting dictionary \( D^0 \) in the LIPMP algorithms which contains (at least) \( [N]_{\text{SH}} \).

For the remaining trial function classes of the SLs, APKs and APWs, we determine each candidate by solving non-linear constraint optimization problems. Note that, we use \( N \) for the iteration number next. The objective functions in the \( N \)-th iteration are IPMP\((d(z); N)\) where \( d(z) \) denotes a SL, APK or APW, respectively, and we have

\[
\text{IPMP}(d(z); N) := \begin{cases} 
\text{ROFMP}(d(z); N), & \text{if LRFMP is used,} \\
\text{ROFMP}_S(d(z); N), & \text{if LROFMP is used.}
\end{cases}
\]

For technical reasons, we use ROFMP\(_S\)(\(d(z); N\)) which is the product of ROFMP\((d(z); N)\) from [7] and a spline to avoid neighbourhoods of previously chosen basis functions from the respective trial function class. Let \( \varepsilon \) denote the size of such a neighbourhood. To avoid a neighbourhood of a chosen \( z \), such a spline is given by

\[
(S_\varepsilon)_{|\mathbb{R}^4 \times (-2\varepsilon, 2\varepsilon)}(\tau) := 10 \left( \frac{\tau}{\varepsilon} - 1 \right)^3 - 15 \left( \frac{\tau}{\varepsilon} - 1 \right)^4 + 6 \left( \frac{\tau}{\varepsilon} - 1 \right)^5 \quad \text{and} \quad (S_\varepsilon)_{|[-2\varepsilon, 2\varepsilon]} \equiv 1.
\]

In the \( N \)-th iteration, this yields

\[
\text{ROFMP}_S(d(z); N) = \text{ROFMP}(d(z); N) \cdot \prod_{n=1}^{N} S_{\varepsilon}^{(n)}(\left\| z - z^{(n)} \right\|),
\]

where \( \tau = \left\| z - z^{(n)} \right\|^2 \) denotes the distance between the current value \( z \) and previously chosen values \( z^{(n)} \). Note that we only have to consider the spline if \( d(z) \) and \( d(z^{(n)}) \) are from the same trial function class. Then, for each truly infinite trial function class, we solve the maximization problem IPMP\((d(z); N)\) \( \rightarrow \) max! in each iteration \( N \).

The replacement character \( d(z) \) stands for either \( g_{(k,L)}(R, \cdot) \) with \( z = R(c, \alpha, \beta, \gamma) \in \mathbb{B}^4 \) or for \( K(x, \cdot) \) and \( W(x, \cdot) \) with \( z = x \in \mathbb{B} \). Hence, we maximize IPMP\((d(z); N)\) with respect to the characteristic parameter
vector $z$ of the trial functions SL, APK, and APW. Thus, we have to model the corresponding constraints as well. For the SLs, we have in practice

$$(c, \alpha, \beta, \gamma) \in [-1, 1] \times [0, 2\pi] \times [0, \pi] \times [0, 2\pi].$$

For the APKs and APWs, we obtain

$$|z| < 1.$$ 

In practice, we solve these optimization problems using the NLOpt library, see Johnson [2019]. In particular, as it is advised there, we solve them in a 2-step-optimization procedure. That means, we first determine a global solution (with a derivative-free method) and then, refine this using a gradient-based local method. We prefer to choose the local solution as one candidate of the respective trial function class. Note that, in the case of problems with a solver, we can also use the global solution. If the global solver needs a sensible starting solution, we include a selection of SLs, APKs or APWs in the starting dictionary as well. However, these should not have a major impact on the learnt dictionary.

In Michel and Schneider [2020], we proposed the use of certain additional features to guide the learning process. Though the features proved to be helpful in certain learning settings, from our experience, using a 2-step optimization, i.e. solving the described optimization problems first globally and then locally, as well as using more diverse trial function classes remedies the urgent need of some rather manual features. Nonetheless, some of them like an iterative application of the learnt dictionary (i.e. allowing only the first $N$ dictionary elements in the $N$-th iteration of the IPMP when the learnt dictionary is used) is in particular helpful when we have to balance the tradeoff between numerical accuracy and runtime.

As an overview, we provide a hierarchy of two pseudocodes for the LIPMP algorithms. Algorithm 1 describes the determination of the dictionary of candidates and is integrated into Algorithm 2 which is the main routine. Note that $[^*]$ stands for the respective trial function class from the starting dictionary. Further, note that we did not include the restart procedure of the iterated (L)ROFMP algorithm in order to concentrate on the novel aspects of the add-on. The restart technique was described in Michel and Telschow [2016], Telschow [2014], Schneider [2020].

### 3.3. Summary of properties

Before we present our numerical results, we summarize some properties of the LIPMP algorithms. For more details on these aspects, we refer the reader to Schneider [2020].

The LIPMP algorithms can be used as standalone approximation algorithms or as auxiliary algorithms to determine a finite dictionary automatically. Hence, they yield an approximation of the inverse problem as well as a learnt dictionary for this problem.

Relating them to other dictionary learning algorithms, see e.g. Aharon et al. [2006], Bruckstein et al. [2009], Engan et al. [1999a,b], Prünte 2008, Rubinstein et al. [2010], we find that they similarly solve a doubled minimization problem. Furthermore, if the criteria for dictionary learning presented in this literature are re-interpreted for the case of inverse problems and continuous approximations, the LIPMP algorithms also fulfill such aspects.

By construction, they inherit the convergence results of the IPMP algorithms (see the literature mentioned above). In particular, we have convergence of the approximation for infinitely many iterations in the LRFMP algorithm to the solution of the regularized normal equation.

Further, a sensible criterion for a sequence of well-working dictionaries is that, in the limit, the solution of the regularized normal equation can be represented. The iteration process of the LIPMP algorithms naturally defines a nested sequence of learnt dictionaries (one additional sequence element per iteration). Combining this with the convergence results, we have that, in the case of the LRFMP algorithm, the sequence of learnt dictionaries is a sequence of well-working dictionaries.

### 4. Numerical results

We first summarize the general setting of the experiments. Then we show results for comparing a manually chosen and a learnt dictionary in the IPMP algorithms. At last, we show the results of the LIPMP algorithms as standalone approximation methods. The results are presented in more detail in Schneider [2020]. Note that our test scenarios here shall serve as proofs of concept in the sense that the main features of the add-on are demonstrated. In a continuing project, we will investigate the behaviour for more realistic data and for other applications.
Data: $R^N \in \mathbb{R}^f$, $N \in \mathbb{N}_0$, $D^s$

Result: choice of next basis element $d_{N+1}$

(1) determine

$$d_{N+1}^{\text{SH}} = \text{argmax}_{d \in [\cdot]_{\text{SH}}} \text{IPMP}(d; N);$$

(2) compute starting choices $d_{N+1}^{(s\bullet)}(z)$, $\bullet \in \{\text{APK, APW, SL}\}$:

$$d_{N+1}^{(s\bullet)} = \text{argmax}_{d(z) \in [\cdot]_{\bullet}} \text{IPMP}(d(z); N);$$

(3) compute global choices $d_{N+1}^{(g\bullet)}(z)$, $\bullet \in \{\text{APK, APW, SL}\}$ using starting choices as starting points in the optimization processes:

$$d_{N+1}^{(g\text{APK})} = \text{argmax}_{d(z) \in [\mathbb{B}]_{\text{APK}}} \text{IPMP}(d(z); N);$$

$$d_{N+1}^{(g\text{APW})} = \text{argmax}_{d(z) \in [\mathbb{B}]_{\text{APW}}} \text{IPMP}(d(z); N);$$

$$d_{N+1}^{(g\text{SL})} = \text{argmax}_{d(z) \in [\mathbb{B}]_{\text{SL}}} \text{IPMP}(d(z); N);$$

(4) compute local solutions $d_{N+1}^{(l\bullet)}(z)$, $\bullet \in \{\text{APK, APW, SL}\}$ using global choices as starting points in the optimization processes:

$$d_{N+1}^{(l\text{APK})} = \text{argmax}_{d(z) \in [\mathbb{B}]_{\text{APK}}} \text{IPMP}(d(z); N);$$

$$d_{N+1}^{(l\text{APW})} = \text{argmax}_{d(z) \in [\mathbb{B}]_{\text{APW}}} \text{IPMP}(d(z); N);$$

$$d_{N+1}^{(l\text{SL})} = \text{argmax}_{d(z) \in [\mathbb{B}]_{\text{SL}}} \text{IPMP}(d(z); N);$$

(5) choose

$$d_{N+1} = \text{argmax}_{d \in C} \text{IPMP} \left( d; N \right),$$

$$C := \left\{ d_{N+1}^{\text{SH}}, d_{N+1}^{(s\bullet)}, d_{N+1}^{(g\bullet)}, d_{N+1}^{(l\bullet)} \bigg| \bullet \in \{\text{APK, APW, SL}\} \right\};$$

return $d_{N+1}$;

Algorithm 1: Pseudo-code for choosing a dictionary element from $D^s$ for the LIPMP algorithms.

Data: $y \in \mathbb{R}^f$

Result: approximation $f_N$

initialization: $D^s$, $f_0 \equiv 0$, $R^0 = y - T_f f_0 = y$ ; $N = 0$;

while (stopping criteria not fulfilled) do

| determine $d_{N+1}$ via Algorithm 1 with IPMP($\cdot$; N);
| compute $\alpha_{N+1}$ via (8) or (9)
| $R^N$ via (4) or (5)
| $N$ be increased by 1;
| and process the newly chosen basis element

end

return approximation via (2) or (3);

Algorithm 2: Pseudo-code for the LIPMP algorithm.
4.1. Experiment setting

For a longer description of the experiment setting see [Schneider 2020]. As data, we use the EGM2008, see e.g. [Pavlis et al. 2012], as well as GRACE data from May 2008 evaluated on a regularly distributed Reuter grid of 12684 points. For the GRACE data, we utilize the degree 3 to 60 from the arithmetic mean of the Level 2 Release 05 provided by the GFZ, JPL and UTCSR. Further, we smooth the data with a Cubic Polynomial Spline of order 5, see [Schreiner 1996], [Freeden et al. 1998], [Fengler et al. 2007] to remove the North-South striping.

For the relative RMSE, we utilize this data on an equi-angular Driscoll-Healy grid [Driscoll and Healy 1994] with 65341 points (confer Figure 4). The data is modelled on a 500 km satellite height and is perturbed with 5% Gaussian noise, such that we have perturbed data \( y^p \) given by

\[
y^p_i = y_i \cdot (1 + 0.05 \cdot \varepsilon_i)
\]

for the unperturbed data \( y_i \) and a Gaussian distributed random number \( \varepsilon_i \).

The algorithms terminate if the relative data error falls below the noise level or if 1000 iterations are reached. We implemented the iterated (L)ROFMP algorithm and restarted the procedure after 100 iterations. We choose the tested regularization parameter that minimized the relative RMSE if the relative data error reached the noise level at termination.

The optimization problems are solved by the ORIG\_DIRECT\_L (globally) and the SLSQP (locally) algorithms. As it is advised, we narrow the constraints by \( 10^{-8} \). Further, we set some termination criteria of the optimization procedures: we limit the absolute tolerance of the change of the objective function between two successive iterates as well as the tolerance between the iterates themselves to \( 10^{-8} \). Moreover, we allow 5000 function evaluations and 200 seconds for each optimization.

With respect to the SLs, APKs and APWs, we forbid to choose two trial functions of the same type which are close as 5 \( \cdot 10^{-8} \) or closer in one (L)ROFMP step. Further, we use the same regularization parameter for learning and applying the learnt dictionary. The regularization parameter is constant unless anything different is stated. We apply the dictionary learning iteratively (confer [Michel and Schneider 2021]).

As the starting dictionary, we use

\[
[N_s]^\text{SH} = \{ Y_{n,j} \mid n = 0, ..., 100; \ j = -n, ..., n \} \\
[S_s]^\text{SL} = \left\{ g^{(k,5)} \left( (c, A(\alpha, \beta, \gamma)c^3), \cdot \right) \right\} \\
\quad \quad \quad c \in \left\{ \frac{\pi}{4}, \frac{\pi}{2} \right\}, \ \alpha \in \left\{ 0, \frac{\pi}{2}, \pi \right\}, \ \beta \in \left\{ 0, \frac{\pi}{2}, \frac{3\pi}{2} \right\}, \ k = 1, ..., 36 \}
\]

\[
[B_k]^\text{APK} = \left\{ \frac{K(x, \cdot)}{\|K(x, \cdot)\|_{L^2(\Omega)}} \mid |x| = 0.94, \frac{x}{|x|} \in X^s \right\}
\]

\[
[B_w]^\text{APW} = \left\{ \frac{W(x, \cdot)}{\|W(x, \cdot)\|_{L^2(\Omega)}} \mid |x| = 0.94, \frac{x}{|x|} \in X^s \right\}
\]

\[ D^s = [N_s]^\text{SH} \cup [S_s]^\text{SL} \cup [B_k]^\text{APK} \cup [B_w]^\text{APW} \]

with a regularly distributed Reuter grid \( X^s \) of 123 grid points. Thus, the starting dictionary contains 13903 trial function.

The experiments that include the LIPMP algorithms ran on a node of 48 GB RAM with 12 CPUs.

4.2. Learning a dictionary

We compare the learnt dictionary with a manually chosen dictionary which is similar to those in previous publications, see e.g. [Telschow 2014]:

\[
[N_m]^\text{SH} = \{ Y_{n,j} \mid n = 0, ..., 25; \ j = -n, ..., n \} \\
[S_m]^\text{SL} = \left\{ g^{(k,5)} \left( (c, A(\alpha, \beta, \gamma)c^3), \cdot \right) \right\} \\
\quad \quad \quad c \in \left\{ \frac{\pi}{4}, \frac{\pi}{2} \right\}, \ \alpha \in \left\{ 0, \frac{\pi}{2}, \pi \right\}, \ \beta \in \left\{ 0, \frac{\pi}{2}, \frac{3\pi}{2} \right\}, \ k = 1, ..., 36 \}
\]
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| data | algorithm/setting | regularization parameter | size of dictionary | completed iterations | maximal degree | relative RMSE | relative data error | CPU-runtime in h |
|------|-------------------|--------------------------|--------------------|----------------------|---------------|---------------|-------------------|-----------------|
| EGM 2008 | RFMP* | $10^{-3}$ | $|y|_{l^2}$ | 95152 | 957 | 25 | 0.000466 | 0.049998 | 514.03 |
| | RFMP** | $10^{-3}$ | $|y|_{l^2}$ | $\leq 637$ | 662 | 46 | 0.000471 | 0.049999 | 507.22 |
| | RFMP*** | $10^{-3}$ | $|y|_{l^2}/N$ | $\leq 670$ | 670 | 34 | 0.000417 | 0.049900 | 533.87 |
| | RFMP**** | $10^{-3}$ | $|y|_{l^2}$ | $\leq 648$ | 734 | 41 | 0.000484 | 0.049999 | 129.57 |
| EGM 2008 | ROFMP** | $10^{-3}$ | $|y|_{l^2}$ | 95152 | 766 | 25 | 0.000463 | 0.049999 | 561.76 |
| | ROFMP*** | $10^{-3}$ | $|y|_{l^2}$ | $\leq 550$ | 577 | 38 | 0.000467 | 0.049998 | 665.76 |
| | ROFMP**** | $10^{-3}$ | $|y|_{l^2}$ | $\leq 686$ | 701 | 35 | 0.000452 | 0.049999 | 840.06 |
| | ROFMP***** | $10^{-3}$ | $|y|_{l^2}$ | $\leq 600$ | 621 | 46 | 0.000468 | 0.049998 | 386.08 |
| GRACE | RFMP* | $10^{-4}$ | $|y|_{l^2}$ | 95152 | 393 | 25 | 0.000340 | 0.049997 | 522.99 |
| | RFMP** | $10^{-4}$ | $|y|_{l^2}$ | $\leq 384$ | 483 | 32 | 0.000335 | 0.049999 | 341.16 |
| | RFMP*** | $10^{-4}$ | $|y|_{l^2}$ | $\leq 352$ | 349 | 28 | 0.000331 | 0.049994 | 284.85 |
| | RFMP**** | $10^{-4}$ | $|y|_{l^2}$ | $\leq 479$ | 535 | 39 | 0.000334 | 0.049994 | 90.53 |
| GRACE | ROFMP* | $10^{-4}$ | $|y|_{l^2}$ | 95152 | 274 | 25 | 0.000328 | 0.049989 | 528.67 |
| | ROFMP** | $10^{-4}$ | $|y|_{l^2}$ | $\leq 303$ | 306 | 34 | 0.000330 | 0.049998 | 372.31 |
| | ROFMP*** | $10^{-4}$ | $|y|_{l^2}$ | $\leq 292$ | 290 | 33 | 0.000374 | 0.049998 | 358.64 |
| | ROFMP**** | $10^{-4}$ | $|y|_{l^2}$ | $\leq 352$ | 349 | 28 | 0.000331 | 0.049994 | 284.85 |

Table 1.: Comparison of a manually chosen and diverse learnt dictionary. Confer Section 4.2. The IPMP* algorithm uses the manually chosen dictionary, the IPMP** the learnt dictionary, the IPMP*** the non-stationary learnt dictionary and the IPMP**** the learnt-without-Slepian-functions dictionary. All learnt dictionaries are iteratively applied. The maximal degree is the maximal SH degree included in the used dictionary. $N \in \mathbb{N}$ stands for the iterations.

$$[B_{K}^{m}]_{APK} = \left\{ \frac{K(x, \cdot)}{||K(x, \cdot)||_{L^2(\Omega)}} \bigg| |x| \in \mathbb{Z}, x \in X^m \right\}$$

$$[B_{W}^{m}]_{APW} = \left\{ \frac{W(x, \cdot)}{||W(x, \cdot)||_{L^2(\Omega)}} \bigg| |x| \in \mathbb{Z}, x \in X^m \right\}$$

$$\mathcal{D}^m = [N^m]_{SH} \cup [S^m]_{SL} \cup [B_{K}^{m}]_{APK} \cup [B_{W}^{m}]_{APW}$$

with a regularly distributed Reuter grid $X^m$ of 4551 grid points and $Z = \{0.75, 0.80, 0.85, 0.89, 0.91, 0.93, 0.94, 0.95, 0.96, 0.97\}$.

All in all, the manually chosen dictionary contains 95152 trial functions. We undertake this comparison because it is most sensible as we have explained in [Michel and Schneider 2020]: a comparison with the best dictionary of a sensibly large set of random dictionaries cannot seriously be put into practice due to high memory demand and a long runtime. Note that, in some of the literature on the IPMP algorithms mentioned before, the approaches have been compared to traditional methods like splines in previous publications as well. Further note that, due to the size of the manually chosen dictionary, the respective tests ran on a node with 512 GB RAM and 32 CPUs.

In Table 1 we see a summary of the results of the experiments. We compare the IPMP algorithms with the manually chosen dictionary (*), the learnt dictionary (**), a learnt dictionary when using the non-stationary regularization parameter $\lambda_N = \lambda_0 \cdot ||y||_0^2/N$ for the iteration $N \in \mathbb{N}$ (“non-stationary learnt”; ***), and a learnt dictionary where only the SHs, APKs and APWs were considered (“learnt-without-Slepian-functions”; ****). We give the regularization parameter, the size of the dictionary, the number of completed iterations, the maximal SH degree included in the dictionary, the relative data error and RMSE at termination and the needed CPU-runtime in hours. Note that the size of the learnt dictionaries is given as a “less or equal than” value since elements may be contained multiple times.

We see the following aspects:

- Due to our termination criteria, the relative data error was at the noise level in all cases.
- In all experiments, the relative RMSE is about the same size. In comparison to [Michel and Schneider 2020], we conclude that the IPMP algorithms produce better results when more trial function classes are used. Further, the learnt dictionary yields similar results. In Figures 5 and 6, we also see that, in all cases, the remaining errors lie within regions of higher local structures, i.e. the Andean region, the Himalayas and the Pacific Ring of Fire in the case of EGM2008 data as well as the Amazon basin in the case of the GRACE data. These detail structures cannot be represented because of the noise and the ill-posedness.
- The non-stationary learnt as well as the learnt-without-Slepian-functions dictionary produce similar results with respect to the relative RMSE such that these settings could be explored in future research. However, to evaluate the influence of the non-stationary regularization parameter on the approximation, the number of tests is here to low.
The learnt dictionary is less than 1% of the size of the manually chosen dictionary.

The maximal SH degree of the learnt dictionaries is a truly learnt degree.

For the LRFMP algorithm, the CPU-time needed for learning and applying the learnt dictionary is lower or similar than applying the manually chosen dictionary. In particular, without the Slepian functions, the needed CPU-time is much smaller.

For the LROFMP algorithm, there exist settings which have a smaller runtime as well. In particular, for the GRACE data, this is always the case. Similarly, the learnt-without-Slepian-functions dictionary is also learnt in a much shorter time for the EGM2008 data. However, there are two cases for the EGM2008 data where the runtime is higher than for the manually chosen dictionary. This could be caused by the non-stationary regularization parameter, the orthogonality procedure itself and / or the use of the Slepian functions.

At last, the learning of a dictionary and its use in the respective IPMP has a much lower storage demand than in the case of the manually chosen dictionary.

Note that, in [Schneider 2020], we also presented a first approach to learn a dictionary and apply it to unseen test data. The results there were satisfactory but should be improved in the future.

### 4.3. The LIPMP algorithms as standalone approximation methods

So far, we used the LIPMP algorithms to learn a dictionary. This dictionary was used afterwards in the corresponding IPMP algorithm to construct a regularized approximation of the gravitational potential. However, the learning algorithm itself incorporates the maximization of the same objective function which also occurs in the IPMP. Indeed, we observed that the LIPMP already produces a very good approximation without an additional run of the IPMP. This shall be demonstrated in this section. For this purpose, we consider the approximation of surface data, the downward continuation of regularly and irregularly distributed satellite data by both LIPMP algorithms. Moreover, we verify the downward continuation of contrived data by the LROFMP algorithm. The irregularly distributed grid has already been used in [Michel and Telschow 2014] and simulates a denser data distribution on the continents. It is given in Figure 4 and includes 6968 grid points. The contrived data consists of 3 SHs and APKs, respectively:

\[
f = Y_{9,5} (\cdot) + Y_{5,5} (\cdot) + Y_{2,0} (\cdot) + \tilde{K} \left( x \left( 0.5, \frac{3\pi}{2}, \frac{\pi}{4} \right), \right) + \tilde{K} \left( x \left( 0.75, 2\pi, \frac{\pi}{4} \right), \right) + \tilde{K} \left( x \left( 0.9, \frac{\pi}{2}, \frac{\pi}{4} \right), \right)
\]

where the notation \( x(r, \varphi, \cos(\theta)) \) with the radius \( r \), the longitude \( \varphi \) and the latitude \( \theta \) is used. \( \tilde{K} \) stands for the \( L^2(\Omega) \)-normalized APKs. The data is again perturbed by 5% Gaussian noise. Correspondingly, the starting dictionary (for the test with contrived data only) is given as

\[
\begin{align*}
[N^\alpha]_{SH} &= \{ Y_{n,j} \mid n = 0, \ldots, 10; \ j = -n, \ldots, n \} \\
|B^k|_{APK} &= \left\{ \frac{K(x, \cdot)}{\|K(x, \cdot)\|_{L^2(\Omega)}} \mid \|x\| = 0.94, \ x = X^s \right\} \\
\mathcal{D}^s &= [N^\alpha]_{SH} \cup |B^k|_{APK}
\end{align*}
\]

where \( X^s \) is a regularly distributed Reuter grid of 6 points. Then the APKs included in the contrived data are not contained in the starting dictionary. We allow a maximum of 100 iterations here because the data consists of only six trial functions. Due to the orthogonality procedure, we assume that the LROFMP algorithm is more suited to obviously distinguish the SHs and APKs.

In Table 2, we give an overview of the results. The type of experiment is abbreviated: “approximation” stands for the experiment where no satellite height is included, “downward continuation, (ir-)regular grid” stands for the use of 500 km satellite height and an (ir-)regularly distributed grid and “contrived data” is self-explanatory.

| experiment                     | algorithm  | regularization parameter | completed iterations | maximally learnt SH degree | relative RMSE data | relative data error |
|-------------------------------|------------|--------------------------|----------------------|----------------------------|-------------------|--------------------|
| approximation                 | LRFMP      | \( 10^{-3} \|y\|_\Omega^2 \) | 1000                 | 75                         | 0.000249          | 0.075293           |
|                               | LROFMP     | \( 10^{-3} \|y\|_\Omega^2 \) | 1000                 | 83                         | 0.000253          | 0.075210           |
| downward continuation, regular grid | LRFMP      | \( 10^{-3} \|y\|_\Omega^2 \) | 639                  | 46                         | 0.000471          | 0.049995           |
|                               | LROFMP     | \( 10^{-3} \|y\|_\Omega^2 \) | 550                  | 38                         | 0.000465          | 0.049998           |
| downward continuation, irregular grid | LRFMP      | \( 5 \cdot 10^{-3} \|y\|_\Omega^2 \) | 975                  | 50                         | 0.000472          | 0.058000           |
|                               | LROFMP     | \( 5 \cdot 10^{-3} \|y\|_\Omega^2 \) | 983                  | 50                         | 0.000521          | 0.049999           |
| contrived data                | LROFMP     | \( 10^{-3} \|y\|_\Omega^2 \) | 24                   | 9                          | 0.0000076         | 0.049975           |

Table 2.: The LIPMP algorithms as standalone approximation methods. Confer Section 4.3
Further, we state the regularization parameter, the completed iterations, the respective maximally learnt SH degrees and the relative RMSEs as well as data errors. In Figures 1a to 2a we see the absolute approximation errors obtained in the different experiments. Figure 2b shows the given and chosen APKs of the experiment with contrived data.

Generally, the remaining errors are situated in regions where we expect them to be. In the case of the approximation of surface data, Figure 1a, and the downward continuation of regularly distributed satellite data, Figure 1b, we find deviations to the solution in particular in the Andean region, the Himalayas and the Pacific Ring of Fire. This is reasonable as the gravitational potential contains much more local structure there which gets lost due to the noise and the ill-posedness. Further, we find that, in the case of approximating surface data, i.e. using potential data which is not damped due to satellite height, the methods obtain much better relative RMSEs while still counting more data errors than in the case of the downward continuation, see Table 2. The latter is clear, since more local structures are visible on the surface and appear relatively larger with respect to the noisy data. Obviously, they also need more iterations in this case. Again, as the data contains more information in this case this behaviour can be expected. Nonetheless, these experiments show that the LIPMP algorithms can indeed be used as standalone approximation algorithms.

Similar results are obtained for the downward continuation of irregularly distributed satellite data, Figure 2a. However, we notice that some additional errors occur here in comparison to the results of the regularly distributed data, Figure 1b. In particular, these are located mostly in areas where we used less data, see, e.g., the North Atlantic and the Indian Ocean. This points out that the LIPMP algorithms are able to distinguish smoother and rougher regions on its own and, thus, prevent local gaps to have a global influence.

At last, we consider the test with the contrived data. First of all, we note that the LROFMP algorithm is able to approximate this data as well, see Table 2. The most important results are that the SHs are obtained exactly, the APKs are either clustered around the solutions or have a very small coefficient. For the latter, see Figure 2b. Note that those few wrongly chosen APKs may be caused by the present noise. The SHs are easier to distinguish, most likely because of their orthogonality. Hence, we see that the LROFMP algorithm is able to distinguish global trends and local anomalies.
5. Conclusion and Outlook

The downward continuation of the gravitational potential from satellite data is important for many reasons such as monitoring the climate change. One approach for this is presented by the IPMP algorithms. They seek iteratively the minimizer of the Tikhonov functional and, in this way, obtain a weighted linear combination in dictionary elements as an approximation. Thus, an a-priori chosen, finite dictionary is to a certain extent a bias for this approximation. The novel LIPMP algorithms include an add-on such that an infinite dictionary can be used. Further, a finite dictionary can be learnt as well.

Our numerical results show that both the non-learning IPMP as well as the LIPMP algorithms yield good results. However, the LIPMP algorithms have additional advantages in terms of CPU-runtime, storage demand, sparsity and the consequences of the number of different types of trial functions in use. Hence, we suggest that the IPMP algorithms may be used if those aspects are not critical because these methods are easier to implement. Otherwise, we advise to include the add-on, i.e. use the LIPMP algorithms. In particular, we prefer the LRFMP algorithm as it was used here and in [Schneider 2020] because it has a lower runtime than the LROFMP algorithm and is easier to implement.

In the future, we are interested to increase the number of used data as well as apply the algorithms to other geoscientific tasks, e.g., from seismology.
Declarations

Funding The research was funded by the German Research Foundation (DFG; Deutsche Forschungsgemeinschaft), projects MI 655/7-2 and MI 655/14-1 (Naomi Schneider) and the University of Siegen (Volker Michel).

Conflicts of interest/Competing interests Not applicable.

Availability of data, material and code Publicly available data of GRACE and the EGM2008 was used, see Devaraju and Sneeuw [2017], Flechtner et al. [2014a,b], NASA Jet Propulsion Laboratory [2020], Pavlis et al. [2012], Schmidt et al. [2008], Tapley et al. [2004], The University of Texas at Austin, Centre for Space Research [2020]. The particular datasets generated and analysed during the current study are available from the authors on reasonable request. The code generated and used during the current study is also available from the authors on reasonable request.

Author’s contributions The research was carried out for the dissertation of Naomi Schneider which was supervised by Volker Michel.

References

M. Aharon, M. Elad, and A. Bruckstein. K-SVD: An algorithm for designing overcomplete dictionaries for sparse representation. *IEEE Transactions on Signal Processing*, 54(11):4311–4322, 2006.

A. Albertella, F. Sansó, and N. Sneeuw. Band-limited functions on a bounded spherical domain: the Slepian problem on the sphere. *Journal of Geodesy*, 73(9):436–447, 1999.

O. Baur. Gravity field of planetary bodies. In E. Grafarend, editor, *Encyclopedia of Geodesy*, pages 1–6. Springer International Publishing Switzerland AG, Cham, 2014.

P. Berkel, D. Fischer, and V. Michel. Spline multiresolution and numerical results for joint gravitation and normal mode inversion with an outlook on sparse regularisation. *GEM – International Journal on Geomathematics*, 1(2):167–204, 2011.

A. M. Bruckstein, D. L. Donoho, and M. Elad. From sparse solutions of systems of equations to sparse modeling of signals and images. *SIAM Review*, 51(1):34–81, 2009.

B. Devaraju and N. Sneeuw. The polar form of the spherical harmonic spectrum: implications for filtering GRACE data. *Journal of Geodesy*, 91(12):1475–1489, 2017.

J. R. Driscoll and D. M. Healy. Computing Fourier transforms and convolutions on the 2-sphere. *Advances in Applied Mathematics*, 15(2):202–250, 1994.

K. Engan, S. O. Aase, and J. H. Husøy. Method of optimal directions for frame design. In *Proceedings of the IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, number 5, pages 2443–2446, 1999a.

K. Engan, B. D. Rao, and K. Kreutz-Delgado. Frame design using FOCUSS with method of optimal directions (MOD). In *Proceedings of the Norwegian Signal Processing Symposium*, 65–69, 1999b.

H. W. Engl, M. Hanke, and A. Neubauer. *Regularization of Inverse Problems*. Mathematics and Its Applications. Kluwer Academic Publishers, Dordrecht, 1996.

M. J. Fengler, W. Freeden, A. Kohlhaas, V. Michel, and T. Peters. Wavelet modeling of regional and temporal variations of the Earth’s gravitational potential observed by GRACE. *Journal of Geodesy*, 81(1):5–15, 2007.

D. Fischer. *Sparse Regularization of a Joint Inversion of Gravitational Data and Normal Mode Anomalies*. PhD thesis, University of Siegen, Geomatics Group, Verlag Dr. Hut, Munich, 2011. [http://dokumentix.ub.uni-siegen.de/opus/volltexte/2012/544/index.html](http://dokumentix.ub.uni-siegen.de/opus/volltexte/2012/544/index.html) last accessed 4 March 2020.

D. Fischer and V. Michel. Sparse regularization of inverse gravimetry – case study: spatial and temporal mass variations in South America. *Inverse Problems*, 28(6):065012 (34 pp.), 2012.

D. Fischer and V. Michel. Automatic best-basis selection for geophysical tomographic inverse problems. *Geophysical Journal International*, 193(3):1291–1299, 2013a.

D. Fischer and V. Michel. Inverting GRACE gravity data for local climate effects. *Journal of Geodetic Science*, 3(3):151–162, 2013b.

F. Flechtner, P. Morton, M. Watkins, and F. Webb. Status of the GRACE follow-on mission. In U. Marti, editor, *Gravity, Geoid and Height Systems. International Association of Geodesy Symposia*, volume 141, pages 117–121. Springer, Cham, 2014a.

F. Flechtner, N. Sneeuw, and W.-D. Schuh, editors. *Observation of the System Earth from Space – CHAMP, GRACE, GOCE and future missions*. Springer, Berlin, 2014b.
F. Flechtner, F. Landerer, H. Save, C. Dahle, S. Bettadpur, M. Watkins, and F. Webb. NASA and GFZ GRACE Follow-On Mission: Status, Science, Advances. https://doi.org/10.5194/egusphere-egm2020-3077, last accessed 29 May 2020.

W. Freeden and M. Gutting. Special Functions of Mathematical (Geo-)Physics. Springer, Basel, 2013.

W. Freeden and V. Michel. Multiscale Potential Theory with Applications to Geoscience. Birkhäuser, Boston, 2004.

W. Freeden and M. Schreiner. Orthogonal and non-orthogonal multiresolution analysis, scale discrete and exact fully discrete wavelet transform on the sphere. Constructive Approximation, 14(4):493–515, 1998.

W. Freeden and M. Schreiner. Spherical Functions of Mathematical Geosciences – A Scalar, Vectorial, and Tensorial Setup. Springer, Berlin, 2009.

W. Freeden and U. Windheuser. Spherical wavelet transform and its discretization. Advances in Computational Mathematics, 5 (1):51–94, 1996.

W. Freeden, T. Gervens, and M. Schreiner. Constructive Approximation on the Sphere – with Applications to Geomathematics. Oxford University Press, Oxford, 1998.

F. A. Grünbaum, L. Longhi, and M. Perlstadt. Differential operators commuting with finite convolution integral operators: some non-Abelian examples. SIAM Journal on Numerical Analysis, 42(5):941–955, 1982.

M. Gutting, B. Kretz, V. Michel, and R. Telschow. Study on parameter choice methods for the RFMP with respect to downward continuation. Frontiers in Applied Mathematics and Statistics, 3, 2017. Article 10.

IPCC. Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. IPCC, Geneva, Switzerland, 2014.

S. G. Johnson. The NLopt nonlinear-optimization package. 2019. URL http://github.com/stevengj/nlopt and https://nlopt.readthedocs.io/en/latest/, both last accessed 2 April 2020.

M. Kontak. Novel Algorithms of Greedy-Type for Probability Density Estimation as well as Linear and Nonlinear Inverse Problems. PhD thesis, University of Siegen, Geomathematics Group, Verlag Dr. Hut, Munich, 2018. http://dokumentix.ub.uni-siegen.de/opus/volltexte/2018/1316/index.html, last accessed 4 March 2020.

M. Kontak and V. Michel. A greedy algorithm for nonlinear inverse problems with an application to nonlinear inverse gravimetry. GEM – International Journal on Geomathematics, 9(2):167–198, 2018.

M. Kontak and V. Michel. The regularized weak functional matching pursuit for linear inverse problems. Journal of Inverse and Ill-Posed Problems, 27(3):317–340, 2019. doi: {https://doi.org/10.1515/jiip-2018-0013}.

J. Kusche, V. Klemm, and W. Bosch. Mass distribution and mass transport in the Earth system. Journal of Geodynamics, 59–60:1–8, 2012.

S. Leweke. The Inverse Magneto-electroencephalography Problem for the Spherical Multiple-shell Model: Theoretical Investigations and Numerical Aspects. PhD thesis, University of Siegen, Geomathematics Group, 2018. http://dokumentix.ub.uni-siegen.de/opus/volltexte/2019/13967, last accessed 4 March 2020.

Y. Lin, J. Yu, J. Cai, N. Sneeuw, and F. Li. Spatio-temporal analysis of wetland changes using a kernel extreme learning machine approach. Remote Sensing, 10(7):1129, 2018.

A. K. Louis. Inverse und schlecht gestellte Probleme. Teubner, Stuttgart, 1989.

V. Michel. Regularized wavelet-based multiresolution recovery of the harmonic mass density distribution from data of the Earth’s gravitational field at satellite height. Inverse Problems, 21(3):997–1025, 2005.

V. Michel. Lectures on Constructive Approximation – Fourier, Spline, and Wavelet Methods on the Real Line, the Sphere, and the Ball. Birkhäuser, New York, 2013.

V. Michel. RFMP – An iterative best basis algorithm for inverse problems in the geosciences. In W. Freeden, M. Z. Nashed, and T. Sonar, editors, Handbook of Geomathematics, pages 2121–2147. Springer, Berlin, Heidelberg, 2nd edition, 2015.

V. Michel. Geomathematics. 2020+. upcoming publication.

V. Michel and S. Orzolowski. On the convergence theorem for the Regularized Functional Matching Pursuit (RFMP) algorithm. GEM – International Journal on Geomathematics, 8(2):183–190, 2017.

V. Michel and N. Schneider. A first approach to learning a best basis for gravitational field modelling. GEM - International Journal on Geomathematics, 11:Article 9, 2020. https://doi.org/10.1007/s13137-020-00143-8, last accessed 3 March 2020.

V. Michel and R. Telschow. A non-linear approximation method on the sphere. GEM – International Journal on Geomathematics, 5(2):195–224, 2014.

V. Michel and R. Telschow. The regularized orthogonal functional matching pursuit for ill-posed inverse problems. SIAM Journal on Numerical Analysis, 54(1):262–287, 2016.

H. Moritz. Classical physical geodesy. In W. Freeden, M. Z. Nashed, and T. Sonar, editors, Handbook of Geomathematics, pages 253–289. Springer, Berlin, Heidelberg, 2nd edition, 2010.

N. Schneider and V. Michel: A dictionary learning add-on for spherical downward continuation.
N. Schneider and V. Michel: A dictionary learning add-on for spherical downward continuation

C. Müller. Spherical Harmonics. Springer, Berlin, 1966.

NASA. Global Climate Change: Scientific Consensus, 2020. https://climate.nasa.gov/scientific-consensus/ last accessed 3 March 2020.

NASA Jet Propulsion Laboratory. GRACE Tellus, 2020. https://grace.jpl.nasa.gov/ last accessed 2 April 2020.

N. K. Pavlis, S. A. Holmes, S. C. Kenyon, and J. K. Factor. The development and evaluation of the Earth Gravitational Model 2008 (EGM2008). Journal of Geophysical Research: Solid Earth, 117(B4), 2012. Correction in Volume 118, Issue 5.

L. Prünne. Learning: Wavelet-Dictionaries and Continuous Dictionaries. PhD thesis, University of Bremen, 2008. https://elib.subb.uni-bremen.de/diss/docs/00011034.pdf last accessed 3 March 2020.

A. Rieder. Keine Probleme mit inversen Problemen. Eine Einführung in ihre stabile Lösung. Vieweg, Wiesbaden, 2003.

R. Rubinstein, A. M. Bruckstein, and M. Elad. Dictionaries for sparse representation modeling. Proceedings of the IEEE, 98(6): 1045–1057, 2010.

R. Schmidt, F. Flechtner, U. Meyer, K. H. Neumayer, C. Dahle, R. König, and J. Kusche. Hydrological signals observed by the GRACE satellites. Surveys in Geophysics, 29(4–5):319–334, 2008.

N. Schneider. Learning Dictionaries for Inverse Problems on the Sphere. PhD thesis, University of Siegen, Geomathematics Group, 2020. http://dx.doi.org/10.26819/ubsi/5431 last accessed 11 November 2020.

N. Schneider and V. Michel. Dictionary learning algorithms for the downward continuation of the gravitational potential. Presentation at the EGU2020: Sharing Geoscience Online. https://doi.org/10.5194/egusphere-egu2020-2367 last accessed 29 May 2020, 2020.

M. Schreiner. A pyramid scheme for spherical wavelets. AGTM Report, (170), 1996. Geomathematics Group, University of Kaiserslautern.

K. Seibert. Spin-Weighted Spherical Harmonics and Their Application for the Construction of Tensor Slepian Functions on the Spherical Cap. PhD thesis, University of Siegen, Geomathematics Group, universi – Verlag Dr. Hut, Munich, 2014.

F. J. Simons and F. A. Dahlen. Spherical Slepian functions and the polar gap in geodesy. Geophysical Journal International, 166 (3):1039–1061, 2006.

N. Sneeuw and P. Saemian. Next-generation gravity missions for drought monitoring. ESA Living Planet Symposium, Milan, Italy, May 2019.

B. D. Tapley, S. Bettadpur, M. Watkins, and C. Reigber. The gravity recovery and climate experiment: mission overview and early results. Geophysical Research Letters, 31(9):L09607, 2004. doi:10.1029/2004GL019920, last accessed 3 March 2020.

R. Telschow. An Orthogonal Matching Pursuit for the Regularization of Spherical Inverse Problems. PhD thesis, University of Siegen, Geomathematics Group, Verlag Dr. Hut, Munich, 2014.

The University of Texas at Austin, Centre for Space Research. Grace gravity recovery and climate experiment, 2020. http://www2.csr.utexas.edu/grace/ last accessed 3 March 2020.

D. Wiese, C. Boening, V. Zlotnicki, S. Luthcke, B. Loomis, M. Rodell, J. Sauber, D. Bearden, J. Chrone, S. Horner, F. Webb, B. Bienstock, and L. Tsoukis. The NASA Mass Change Designated Observable Study: Progress and Future Plans. https://doi.org/10.5194/egusphere-egu2020-12077 last accessed 29 May 2020, 2020.

U. Windheuser. Sphärische Wavelets: Theorie und Anwendung in der Physikalischen Geodäsie. PhD thesis, University of Kaiserslautern, Geomathematics Group, 1995.
A. Supplementary plots from the numerical experiments

We give plots of examples of trial functions as well as the EGM2008 and the deviation from the mean field of the GRACE data in May 2008. Further, we give the irregular data grid and plots of the absolute approximation error of the comparison tests.

(a) Example of a spherical harmonic (left) and a Slepian function (right).

(b) Example of an Abel–Poisson kernel (left) and wavelet (right).

Figure 3.: Supplementary Plots: examples of the trial functions.

Figure 4.: Supplementary plots: the data and the irregular data grid. EGM2008 (left; degree 3 to 2190) and deviation from the mean value of 2003 to 2013 in May 2008 due to GRACE (middle; degree 3 to 60). All values in m²/s². Right: the irregular data grid.
(a) Absolute approximation errors obtained by the RFMP algorithm. The RFMP algorithm uses the manually chosen (left, upper row), the learnt (right, upper row), the non-stationary learnt (left, lower row) and the learnt-without-Slepian-functions (right, lower row) dictionary.

(b) Absolute approximation errors obtained by the ROFMP algorithm. The ROFMP algorithm uses the manually chosen (left, upper row), the learnt (right, upper row), the non-stationary learnt (left, lower row) and the learnt-without-Slepian-functions (right, lower row) dictionary.

Figure 5.: Supplementary Plots: comparison of manually chosen and learnt dictionary with EGM2008 data. The colour scale is adapted for better comparability. All values in m$^2$/s$^2$. 
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(a) Absolute approximation error obtained by the RFMP algorithm. The RFMP algorithm uses the manually chosen (left, upper row), the learnt (right, upper row), the non-stationary learnt (left, lower row) and the learnt-without-Slepian-functions dictionary (right, lower row).

(b) Absolute approximation error obtained by the ROFMP algorithm. The ROFMP algorithm uses the manually chosen (left, upper row), the learnt (right, upper row), the non-stationary learnt (left, lower row) and the learnt-without-Slepian-functions dictionary (right, lower row).

Figure 6.: Supplementary Plots: comparison of manually chosen and learnt dictionary with GRACE data (May 2008). The colour scale is adapted for better comparability. All values in m²/s².