Finite temperature quark-gluon vertex with a magnetic field in the Hard Thermal Loop approximation
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I. INTRODUCTION

The properties of strongly interacting matter under the influence of magnetic fields have been the subject of intense research over the last years. Lattice QCD results indicate that the transition temperature with 2+1 quark flavors decreases with increasing magnetic field strength [1,2]. This behavior has been dubbed inverse magnetic catalysis. Possible explanations include a fermion paramagnetic contribution to the pressure with a sufficiently large magnetization [1], a back reaction of the Polyakov loop [3,4], magnetic inhibition due to neutral meson fluctuations in a strong magnetic field [5], high baryon density effects [6], a decreasing magnetic field and temperature dependent coupling inspired by the QCD running of the coupling with energy, in the Nambu-Jona-Lasinio model [7,8] and quark antiscreening from the effect of the anomalous magnetic moment of quarks in strong [9,10] and weak [11] magnetic fields. The phenomenon is not observed when only mean field approaches to describe the thermal environment are used [12,17], nor when calculations beyond mean field do not include magnetic effects on the coupling constants [18].

In two recent studies [19,20] we have shown that the decrease of the coupling constant with increasing field strength can be obtained within a perturbative calculation in the Abelian Higgs model and the Linear Sigma model, where charged fields are subject to the effect of a constant magnetic field. This behavior introduces a dependence of the boson masses on the magnetic field and a decrease of the critical temperature for chiral symmetry breaking/restoration. In order to establish whether a similar behavior takes place in QCD, the first step is the knowledge of the finite temperature and magnetic field dependence of the coupling constant.

The purely magnetic field dependence of this coupling has been looked at in Ref. [11] for the case of a strong magnetic field. The authors find an anisotropic behavior and a decrease of the parallel part of the coupling with the field strength which in turn produces antiscreening and thus a decrease of the critical temperature for chiral symmetry restoration. However the strong field case is limited to extreme scenarios. For instance, in peripheral heavy ion collisions, though the initial intensity of the magnetic fields can be quite strong both at RHIC and the LHC, the field strength is a fast decreasing function of time [21,22]. By the time the gluons and quarks thermalize, the temperature becomes the largest of the energy scales. It seems that for most of the evolution of such systems a calculation that considers the strength of the magnetic field to be smaller than the square of the temperature is more appropriate.

The field theoretical treatment of systems involving massless bosons, such as gluons, at finite temperature in the presence of magnetic fields is plagued with subtleties. It is well known that unless a careful treatment is implemented, infrared divergences, associated to the effective dimensional reduction of the momentum integrals, appear. The divergence comes when accounting for the separation of the energy levels into transverse and longitudinal directions (with respect to the magnetic field
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direction). The former are given in terms of discrete Landau levels. Thus, the longitudinal mode alone no longer can tame the divergence of the Bose-Einstein distribution.

This misbehavior can be overcome by a proper treatment of the physics involved when magnetic fields are introduced. For instance, it has recently been shown that it is possible to find the appropriate condensation conditions by accounting for the plasma screening effects \cite{24}. Here we show that a simple prescription where the fermion mass acts as the infrared regulator allows to obtain the leading behavior of the QCD coupling for weak magnetic fields at high temperature, that is, in the Hard Thermal Loop (HTL) approximation. As a first step, we compute the thermo-magnetic corrections to the quark-gluon vertex in the weak field approximation. We show how the magnetic field effects are included when charged virtual fermions are present. We set up the calculation to compute the thermo-magnetic dependence of the coupling. To include the magnetic field effects we use Schwinger’s proper time method. We should point out that the weak field approximation means that it is possible to find the appropriate condensation conditions by accounting for the plasma screening effects \cite{24}. Here we show that a simple prescription where the phase factor does not depend on the chosen path. Equation (2) involves the phase factor in Eq. (3). Notice that the phase factor becomes

where \( \xi_\mu = x_\mu' + t(x-x')_\mu \), \( \gamma_1 = -1 \), \( \gamma_2 = 1 \), and \( F_{\mu\nu} \) is antisymmetric, we can check that the phase factor becomes

\[
\Phi(x, x') = \exp \left\{ i q \int_{x_1}^{x_2} d\xi^{\mu} \left[ A_\mu + \frac{1}{2} F_{\mu\nu} (\xi - x')^\nu \right] \right\}, \tag{3}
\]

is called the phase factor and \( q \) is the absolute value of the fermion’s charge, in units of the electron charge. \( S(k) \) is given by

\[
S(k) = -i \int_0^\infty \frac{ds}{\cos(qBs)} e^{i s (k^2 - k^2 \frac{\tan(qBs)}{qBs} - m^2)} \times \left\{ [\cos(qBs) + \gamma_1 \gamma_2 \sin(qBs)] (m + k^\parallel) - k^\perp \cos(qBs) \right\}, \tag{4}
\]

where \( m \) is the quark mass and we use the definitions for the parallel and perpendicular components of the scalar product of two vectors \( a^\mu \) and \( b^\mu \) given by

\[
(a \cdot b)^\parallel = a_0 b_0 - a_3 b_3 \quad \text{and} \quad (a \cdot b)^\perp = a_1 b_1 + a_2 b_2. \tag{5}
\]

with \( t \in [0, 1] \), and using that \( F_{\mu\nu} \) is antisymmetric, we can check that the phase factor becomes

\[
\Phi(x, x') = \exp \left\{ \int_0^1 dt A_\mu (x - x')^\mu \right\}, \tag{7}
\]

For \( A_\mu \) given by Eq. (11) the phase factor does not vanish. This factor can however be made to vanish by choosing an appropriate gauge transformation

\[
A_\mu (\xi) \rightarrow A'_\mu (\xi) = A_\mu + \frac{\partial}{\partial \xi^\nu} \Lambda (\xi), \tag{8}
\]

The fermion propagator in coordinate space cannot longer be written as a simple Fourier transform of a momentum propagator but instead it is written as \cite{23}

\[
S(x, x') = \Phi(x, x') \int \frac{d^4 p}{(2\pi)^4} e^{-ip \cdot (x-x')} S(k), \tag{2}
\]

where

\[
\Phi(x, x') = \exp \left\{ i q \int_{x_1}^{x_2} d\xi^{\mu} \left[ A_\mu + \frac{1}{2} F_{\mu\nu} (\xi - x')^\nu \right] \right\}, \tag{3}
\]

is called the phase factor and \( q \) is the absolute value of the fermion’s charge, in units of the electron charge. \( S(k) \) is given by

\[
S(k) = -i \int_0^\infty \frac{ds}{\cos(qBs)} e^{i s (k^2 - k^2 \frac{\tan(qBs)}{qBs} - m^2)} \times \left\{ [\cos(qBs) + \gamma_1 \gamma_2 \sin(qBs)] (m + k^\parallel) - k^\perp \cos(qBs) \right\}, \tag{4}
\]

where \( m \) is the quark mass and we use the definitions for the parallel and perpendicular components of the scalar product of two vectors \( a^\mu \) and \( b^\mu \) given by

\[
(a \cdot b)^\parallel = a_0 b_0 - a_3 b_3 \quad \text{and} \quad (a \cdot b)^\perp = a_1 b_1 + a_2 b_2. \tag{5}
\]

with \( t \in [0, 1] \), and using that \( F_{\mu\nu} \) is antisymmetric, we can check that the phase factor becomes

\[
\Phi(x, x') = \exp \left\{ \int_0^1 dt A_\mu (x - x')^\mu \right\}, \tag{7}
\]

For \( A_\mu \) given by Eq. (11) the phase factor does not vanish. This factor can however be made to vanish by choosing an appropriate gauge transformation

\[
A_\mu (\xi) \rightarrow A'_\mu (\xi) = A_\mu + \frac{\partial}{\partial \xi^\nu} \Lambda (\xi), \tag{8}
\]

The work is organized as follows: In Sec. II we recall how the magnetic field effects are included when charged virtual fermions are present. We set up the calculation of the Feynman diagrams involved. In Sec. III we work in the weak field approximation and find the thermo-magnetic behavior of the quark-gluon vertex. We show that the vertex thus found satisfies a QED-like Ward identity with the fermion self-energy computed within the same approximation. In Sec. IV we use this result to study the thermo-magnetic dependence of the coupling and show that this is a decreasing function of the magnetic field. We finally summarize and conclude in Sec. V.

II. CHARGED FERMION PROPAGATOR IN A MEDIUM

The presence of a constant magnetic field breaks Lorentz invariance and leads to a charged fermion prop-
FIG. 1: Feynman diagrams contributing to the thermo-magnetic dependence of the quark-gluon vertex. Diagram (a) corresponds to a QED-like contribution whereas diagram (b) corresponds to a pure QCD contribution.

with

\[
\Lambda(\xi) = \frac{B}{2} (x_2' \xi_1 - x_1' \xi_2)
\]

\[
\frac{\partial}{\partial \xi} \Lambda(\xi) = \frac{B}{2} (0, x_2', -x_1', 0).
\]

Therefore, when a single fermion propagator is involved, we can gauge away the phase factor and work with the momentum space representation of the propagator. The situation is similar when two fermion propagators stemming from a common vertex are involved. Choosing straight line paths, the product of the phase factors becomes

\[
\Phi(x, x')\Phi(x'', x) = \exp \left\{ i q \left( \int_{x'}^x d\xi \mu A_\mu + \int_x^{x''} d\xi' \mu A_\mu \right) \right\}
\]

\[
= \exp \left\{ i q \int_{x'}^{x''} d\xi \mu A_\mu \right\}
\]

\[
= \exp \left\{ \int_0^1 dt A_\mu (x'' - x')^\mu \right\},
\]

where in the last step we have also chosen a straight line path connecting \(x'\) and \(x''\). We can now employ a gauge transformation similar to Eq. (8) to gauge away the phase factor. Therefore, for the computation of diagrams (a) and (b) in Fig. 1 we can just work with the momentum representation of the fermion propagators since the phase factors do not contribute. The situation would have been nontrivial in case the computation had required a three fermion propagator closed loop [26].

III. QCD VERTEX AT FINITE TEMPERATURE WITH A WEAK MAGNETIC FIELD

To compute the leading magnetic field dependence of the vertex at high temperature, we work in the weak field limit of the momentum representation of the fermion propagator [26]. We work in Euclidean space which is suited for calculations at finite temperature in the imaginary-time formalism of finite temperature field theory. The fermion propagator up to \(O(qB)\) is written as

\[
S(K) = \frac{m - K}{K^2 + m^2} - i \gamma_2 \frac{m - K}{(K^2 + m^2)^2} (qB).
\]

Using the propagator in Eq. (11) and extracting a factor \(g_{fa}\) common to the bare and purely thermal contributions to the vertex, the magnetic field dependent part of diagram (a) in Fig. 1 is expressed as

\[
\delta \Gamma^{(a)}_\mu = -ig^2 (C_F - C_A/2)(qB) T \sum_n \int \frac{d^3 k}{(2\pi)^3}
\]

\[
\times \gamma_\nu \left[ \gamma_1 \gamma_2 K{\parallel}\gamma_\mu K \tilde{\Delta}(P_2 - K) + K{\parallel}\gamma_1 \gamma_2 K \tilde{\Delta}(P_1 - K) \right] \gamma_\nu
\]

\[
\times \Delta(K) \tilde{\Delta}(P_2 - K) \tilde{\Delta}(P_1 - K),
\]

where in the spirit of the HTL approximation, we have ignored terms proportional to \(m\) in the numerator and

\[
\tilde{\Delta}(K) \equiv \frac{1}{\bar{\omega}_n^2 + k^2 + m^2}
\]

\[
\Delta(K) \equiv \frac{1}{\omega_n^2 + k^2}
\]

with \(\bar{\omega}_n = (2n + 1)\pi T\) and \(\omega_n = 2n\pi T\) the fermion and boson Matsubara frequencies. \(C_F, C_A\) are the factors...
corresponding to the fundamental and adjoint representations of the $SU(N)$ Casimir operators

\begin{align}
C_F &= \frac{N^2 - 1}{2N} \\
C_A &= N,
\end{align}

respectively. Hereafter, capital letters are used to refer to four-momenta in Euclidean space with components $K_\mu = (k_1, \tilde{k}) = (-\omega, \tilde{k})$, with $\omega$ either a Matsubara fermion or boson frequency.

In the same manner, the magnetic field dependent part of diagram (b) in Fig. 2 is expressed as

\begin{align}
\delta\Gamma^{(b)}_\mu &= -2i\gamma_5 g^2 C_A (qB) T \sum_n \int \frac{\delta^3 k}{(2\pi)^3} \\
&\times \left[ -K_1 \gamma_2 K_2 \gamma_\mu + 2\gamma_\nu \gamma_2 K_2 \gamma_\mu K_\mu \\
&- \gamma_\mu \gamma_2 K_1 \gamma_2 K_\mu \right] \\
&\times \Delta(K)^2 \Delta(P_1 - K) \Delta(P_2 - K).
\end{align}

The explicit factor 2 on the right-hand side of Eq. 15 accounts for the two possible fermion channels. These two channels are already accounted for in Eq. 12 since the magnetic field insertion on each quark internal line is thereby included at the order we are considering. The contribution from the two channels in each Feynman diagram is illustrated in Fig. 2.

Recall that in Euclidean space it is convenient to work with the set of Dirac gamma matrices $\gamma_\mu$, $\mu = 1, \ldots, 4$, with

\begin{equation}
\gamma_4 = i\gamma_0,
\end{equation}

satisfying the algebra

\begin{equation}
\{\gamma_\mu, \gamma_\nu\} = -2\delta_{\mu\nu}.
\end{equation}

Also, $\gamma_5$ is defined by

\begin{equation}
\gamma_5 = \gamma_4 \gamma_1 \gamma_2 \gamma_3,
\end{equation}

which anticommutes with the rest of the gamma-matrices.

We use this set of matrices and its properties to write

\begin{equation}
\gamma_1 \gamma_2 K_2 \mu \Delta(P_2 - K) + K_\mu \gamma_1 \gamma_2 K_2 \mu \Delta(P_1 - K)
\end{equation}

where we have introduced the four-vectors

\begin{equation}
u_\mu = (1, 0, 0, 0) \\
b_\mu = (0, 0, 0, 1),
\end{equation}

representing the medium’s rest frame and the direction of the magnetic field, respectively.

Note that in the HTL approximation $P_1$ and $P_2$ are small and can be taken to be of the same order. Thus, to extract the leading temperature behavior let us write

\begin{align}
\left[ \gamma_1 \gamma_2 K_2 \mu \Delta(P_2 - K) + K_\mu \gamma_1 \gamma_2 K_2 \mu \Delta(P_1 - K) \right]
\approx \left[ \gamma_1 \gamma_2 K_2 \mu K + K_\mu \gamma_1 \gamma_2 K_2 \mu \Delta(P_1 - K) \right]
\end{align}

in the integrand of Eq. (12). With the use of Eqs. (19) and (21) we proceed to work out the gamma-matrix structure in Eq. (12) and obtain

\begin{equation}
\delta\Gamma^{(a)}_\mu = -2i\gamma_5 g^2 (C_F - C_A / 2)(qB) \tilde{G}_\mu(P_1, P_2),
\end{equation}

where

\begin{equation}
\tilde{G}_\mu(P_1, P_2) = 2T \sum_n \int \frac{d^3 k}{(2\pi)^3} \\
\times \left\{ (K \cdot b) K_\mu - (K \cdot u) K_\mu \right\} \\
\times \Delta(K)^2 \Delta(P_1 - K) \Delta(P_2 - K). \tag{23}
\end{equation}

In the same fashion we work out the gamma-matrix structure in Eq. (15) and obtain

\begin{equation}
\delta\Gamma^{(b)}_\mu = 2i\gamma_5 g^2 C_A (qB) G_\mu(P_1, P_2), \tag{24}
\end{equation}

where

\begin{equation}
G_\mu(P_1, P_2) = 2T \sum_n \int \frac{d^3 k}{(2\pi)^3} \\
\times \left\{ (K \cdot b) K_\mu - (K \cdot u) K_\mu \right\} \\
\times \Delta(K)^2 \Delta(P_1 - K) \Delta(P_2 - K). \tag{25}
\end{equation}

Note that the gamma-matrix and vector structure of Eqs. (23) and (25) is the same. Also note that Eq. (23) is obtained from Eq. (25) by changing a boson line into...
a fermion line, which is accomplished by replacing the Bose-Einstein distribution \( f(E) \) with minus a Fermi-Dirac distribution \( -\tilde{f}(E) \) and therefore this amounts for an overall change of sign \[27\], namely

\[ \tilde{G}_\mu(P_1, P_2) = -G_\mu(P_1, P_2). \] (26)

Therefore, adding the contributions from the two Feynman diagrams in Fig. 4 we get

\[ \delta\Gamma_\mu = \delta\Gamma_\mu^{(a)} + \delta\Gamma_\mu^{(b)} = 2\gamma g^2 C_F(qB)G_\mu(P_1, P_2). \] (27)

\( G_\mu(P_1, P_2) \) can be computed from the tensor \( J_{ai} \) \((\alpha = 1, \ldots, 4, \ i = 3, 4)\) given by

\[ J_{ai} = T \sum_n \int \frac{d^3k}{(2\pi)^3} K_\alpha K_i \]
\[
\times \tilde{\Delta}^2(K)\Delta(P_1 - K)\Delta(P_2 - K),
\] (28)

which in turn requires to compute the frequency sums

\[ \tilde{Y}_0 = T \sum_n \tilde{\Delta}^2(K)\Delta(P_1 - K)\Delta(P_2 - K) \]
\[
= \left( -\frac{\partial}{\partial m^2} \right) T \sum_n \tilde{\Delta}(K)\Delta(P_1 - K)\Delta(P_2 - K) \]
\[
= \left( -\frac{\partial}{\partial m^2} \right) \tilde{X}_0 \]
\[ \tilde{Y}_1 = T \sum_n \omega_n \tilde{\Delta}^2(K)\Delta(P_1 - K)\Delta(P_2 - K) \]
\[
= \left( -\frac{\partial}{\partial m^2} \right) T \sum_n \omega_n \tilde{\Delta}(K)\Delta(P_1 - K)\Delta(P_2 - K) \]
\[
= \left( -\frac{\partial}{\partial m^2} \right) \tilde{X}_1 \]
\[ \tilde{Y}_2 = T \sum_n \omega_n^2 \tilde{\Delta}^2(K)\Delta(P_1 - K)\Delta(P_2 - K) \]
\[
= \left( -\frac{\partial}{\partial m^2} \right) T \sum_n \omega_n^2 \tilde{\Delta}(K)\Delta(P_1 - K)\Delta(P_2 - K) \]
\[
= \left( -\frac{\partial}{\partial m^2} \right) \tilde{X}_2, \] (29)

where \( \tilde{X}_0, \tilde{X}_1, \tilde{X}_2 \) are in turn given by

\[ \tilde{X}_0 = - \sum_{s,s_1,s_2} \frac{ss_1s_2}{8E_1E_2} \frac{1}{i(\omega_1 - \omega_2) - s_1E_1 + s_2E_2} \]
\[
\times \left[ 1 - \frac{\tilde{f}(sE) + f(s_1E_1)}{i\omega_1 - sE - s_1E_1} - \frac{1 - \tilde{f}(sE) + f(s_2E_2)}{i\omega_2 - sE - s_2E_2} \right] \]
\[ \tilde{X}_1 = i \sum_{s,s_1,s_2} \frac{s_1s_2E}{8E_1E_2} \frac{1}{i(\omega_1 - \omega_2) - s_1E_1 + s_2E_2} \]
\[
\times \left[ 1 - \frac{\tilde{f}(sE) + f(s_1E_1)}{i\omega_1 - sE - s_1E_1} - \frac{1 - \tilde{f}(sE) + f(s_2E_2)}{i\omega_2 - sE - s_2E_2} \right] \]
\[ \tilde{X}_2 = \sum_{s,s_1,s_2} \frac{ss_1s_2E^2}{8E_1E_2} \frac{1}{i(\omega_1 - \omega_2) - s_1E_1 + s_2E_2} \]
\[
\times \left[ 1 - \frac{\tilde{f}(sE) + f(s_1E_1)}{i\omega_1 - sE - s_1E_1} - \frac{1 - \tilde{f}(sE) + f(s_2E_2)}{i\omega_2 - sE - s_2E_2} \right]. \] (30)

The leading temperature behavior is obtained from the terms with \( s = -s_1 = -s_2 \). Let us consider in detail the calculation of \( \tilde{X}_0 \) for those terms. We make the approximation where \( f(E_1) \approx f(E_2) \approx f(E) \), namely, that the Bose-Einstein distribution depends on \( E = \sqrt{k^2 + m^2} \) and thus on the quark mass. This approximation allows to find the leading temperature behavior for \( m \to 0 \) since it amounts to keep the quark mass as an infrared regulator. Also, using that \( E_i \approx k - \hat{p}_i \cdot \hat{k} \), \( i = 1, 2 \), we get

\[ \tilde{X}_0 \approx -\frac{1}{8k^2} \left[ \frac{\tilde{f}(E) + f(E)}{E} \right] \]
\[
\times \left\{ \frac{1}{(i\omega_1 + \hat{p}_1 \cdot \hat{k})(i\omega_2 + \hat{p}_2 \cdot \hat{k})} \right. \]
\[
+ \frac{1}{(i\omega_1 - \hat{p}_1 \cdot \hat{k})(i\omega_2 - \hat{p}_2 \cdot \hat{k})} \right\}, \] (31)

where in the denominator of the first fraction we have set \( E_1 = E_2 = k \). In a similar fashion

\[ \tilde{X}_1 \approx -\frac{i}{8k} \left[ \frac{\tilde{f}(E) + f(E)}{E} \right] \]
\[
\times \left\{ \frac{1}{(i\omega_1 + \hat{p}_1 \cdot \hat{k})(i\omega_2 + \hat{p}_2 \cdot \hat{k})} \right. \]
\[
- \frac{1}{(i\omega_1 - \hat{p}_1 \cdot \hat{k})(i\omega_2 - \hat{p}_2 \cdot \hat{k})} \right\} \]
\[ \tilde{X}_2 \approx \frac{1}{8} \left[ \frac{\tilde{f}(E) + f(E)}{E} \right] \]
\[
\times \left\{ \frac{1}{(i\omega_1 + \hat{p}_1 \cdot \hat{k})(i\omega_2 + \hat{p}_2 \cdot \hat{k})} \right. \]
\[
+ \frac{1}{(i\omega_1 - \hat{p}_1 \cdot \hat{k})(i\omega_2 - \hat{p}_2 \cdot \hat{k})} \right\}. \] (32)
Using Eqs. (31) and (32) into Eqs. (29) and (28), we get

$$J_{ai} = -\frac{1}{8\pi^2} \left( -\frac{\partial}{\partial y^2} \right) \int_0^\infty \frac{dx}{\sqrt{x^2 + y^2}} \times \left[ \tilde{f}(\sqrt{x^2 + y^2}) + \tilde{f}(\sqrt{x^2 + y^2}) \right]$$

$$\times \int \frac{d\Omega}{4\pi} \frac{K_n K_i}{(P_1 \cdot K)(P_2 \cdot K)},$$

(33)

where we defined $x = k/T$, $y = m/T$, $K = (-i, \hat{k})$, $P_1 = (-\omega_1, \hat{p}_1)$ and $P_2 = (-\omega_2, \hat{p}_2)$. The integrals over $x$ can be expressed in terms of the well known functions [28]

$$h_n(y) = \frac{1}{\Gamma(n)} \int_0^\infty \frac{dx}{\sqrt{x^2 + y^2}} \frac{x^{n-1}}{e^{x^2+y^2}-1},$$

$$f_n(y) = \frac{1}{\Gamma(n)} \int_0^\infty \frac{dx}{\sqrt{x^2 + y^2}} \frac{x^{n-1}}{e^{x^2+y^2}+1},$$

(34)

which satisfy the differential equations

$$\frac{\partial h_{n+1}}{\partial y^2} = -\frac{h_n}{2n},$$

$$\frac{\partial f_{n+1}}{\partial y^2} = -\frac{f_n}{2n}. $$

(35)

Therefore

$$J_{ai} = -\frac{1}{16\pi^2} [h_1(y) + f_1(y)]$$

and keeping the leading terms, we get

$$J_{ai} = \frac{1}{16\pi^2} \left[ \ln(2) - \frac{\pi}{2} \frac{T}{m} \right] \int \frac{d\Omega}{4\pi} \frac{K_n K_i}{(P_1 \cdot K)(P_2 \cdot K)},$$

(38)

Using the high temperature expansions for $h_1(y)$ and $f_1(y)$ [29]

$$h_1(y) = \frac{1}{2} \ln \left( \frac{y}{4\pi} \right) + \frac{1}{2} \gamma_E + \ldots$$

$$f_1(y) = -\frac{1}{2} \ln \left( \frac{y}{\pi} \right) - \frac{1}{2} \gamma_E + \ldots, $$

(37)

and using this in Eq. (33), we get

$$J_{ai} = \frac{1}{16\pi^2} \left[ \ln(2) - \pi \frac{T}{2m} \right] \int \frac{d\Omega}{4\pi} \frac{K_n K_i}{(P_1 \cdot K)(P_2 \cdot K)}.$$

(39)

Using Eqs. (38) and (25) into Eq. (27) we obtain

$$\delta \Gamma_\mu(P_1, P_2) = 4i\gamma_5 g^2 C_F M^2(T, m, qB)$$

$$\times \int \frac{d\Omega}{4\pi} \frac{1}{(P_1 \cdot K)(P_2 \cdot K)}$$

$$\times \left\{ (\hat{K} \cdot b) K_{\mu} - (\hat{K} \cdot u) K_{b\mu} \right\}$$

$$\times \left\{ (\hat{K} \cdot b) \right\}_{\mu} - (\hat{K} \cdot u)$$

where we have defined the function $M^2(T, m, qB)$ as

$$M^2(T, m, qB) = \frac{g B}{16\pi^2} \left[ \ln(2) - \pi \frac{T}{2m} \right].$$

(40)

It is no surprise that the thermo-magnetic correction to the quark-gluon vertex is proportional to $\gamma_5$ since the magnetic field is odd under parity conjugation. Furthermore, it is important to note that the vertex thus found satisfies a QED-like Ward identity. The simplest way to see this is to look at Eq. (27) with $G_{\mu}(P_1, P_2)$ given by Eq. (23). Contracting this function with $(P_1 - P_2)_{\mu}$ we get

$$(P_1 - P_2) \cdot G(P_1, P_2) = 2T \sum_n \int \frac{d^3k}{(2\pi)^3}$$

$$\times \left\{ (K \cdot b) K(P_1 - P_2) \cdot u ight\}$$

$$+ \left\{ (K \cdot b) (K u) \right\} K(P_1 - P_2) \cdot)$$

$$\times \Delta(P_1 - K) \Delta^2(K).$$

(41)

In the spirit of the HTL approximation we ignore loose factors of $P_1, P_2$ in the numerator. Noting that

$$(P_1 - P_2) \cdot K \simeq \frac{1}{2} (P_2 - K)^2 - \frac{1}{2} (P_1 - K)^2$$

$$= \frac{1}{2} \Delta^{-1}(P_2 - K) - \frac{1}{2} \Delta^{-1}(P_1 - K),$$

(42)

we get

$$(P_1 - P_2) \cdot G(P_1, P_2) = T \sum_n \int \frac{d^3k}{(2\pi)^3}$$

$$\times \left\{ (K \cdot b) K(P_1 - P_2) \cdot u \right\}$$

$$\times \Delta(P_1 - K) \Delta^2(K).$$

(43)

Therefore, the expression in Eq. (27) satisfies the QED-like Ward identity, in the HTL approximation, given by

$$(P_1 - P_2) \cdot \delta \Gamma(P_1, P_2) = \Sigma(P_1) - \Sigma(P_2),$$

(44)
where, as can be computed from the diagram in Fig. 3 the quark self-energy in the presence of a weak magnetic field in the HTL approximation is given by

\[
\Sigma(P) = 2i\gamma_5 g^2 C_F (qB) T \sum_n \int \frac{d^3 k}{(2\pi)^3} \Delta(P - K) \Delta^2(K) \\
x \left\{ (K \cdot b) \not{\gamma} - (K \cdot u) \not{\gamma} \right\},
\] (45)

Using the same approach that lead to finding the expression for the vertex, we get the explicit expression for the self-energy, given by

\[
\Sigma(P) = 2i\gamma_5 g^2 C_F M^2(T, m, qB) \\
x \int \frac{d\Omega}{4\pi} \frac{\not{K}_\alpha \not{K}_\beta}{(P \cdot K)}.
\] (46)

This remarkable result shows that even in the presence of the magnetic field and provided the temperature is the largest of the energy scales, the thermo-magnetic correction to the quark-gluon vertex is gauge invariant.

**IV. THERMO-MAGNETIC QCD COUPLING**

In order to look at the thermo-magnetic dependence of the quark-gluon coupling let us look explicitly at the quantities

\[
J_{\alpha i}(P_1, P_2) = \int \frac{d\Omega}{4\pi} \frac{\not{K}_\alpha \not{K}_i}{(P_1 \cdot K)(P_2 \cdot K)},
\] (47)

appearing on the r.h.s. of Eq. (39). For the sake of simplicity, let us choose a configuration where the momenta \(\vec{p}_1\) and \(\vec{p}_2\) make a relative angle \(\theta_{12} = \pi\). This configuration corresponds for instance to a thermal gluon decaying into a quark-antiquark pair in the center of mass system and is therefore general enough. Consider first \(J_{44}(P_1, P_2)\)

\[
J_{44}(P_1, P_2) = \frac{1}{2} \frac{1}{i\omega_1 p_2 + i\omega_2 p_1} \\
x \int_{-1}^{1} dx \left\{ \frac{p_1}{i\omega_1 + p_1 x} + \frac{p_2}{i\omega_2 - p_2 x} \right\} \\
= \frac{1}{2} \frac{1}{i\omega_1 p_2 + i\omega_2 p_1} \\
x \left\{ \ln \left( \frac{i\omega_1 + p_1}{i\omega_1 - p_1} \right) + \ln \left( \frac{i\omega_2 + p_2}{i\omega_2 - p_2} \right) \right\}.
\] (48)

We now take the analytic continuation to Minkowski space \(i\omega_{1,2} \to p_{01,02} \ [\not{K} \to (-1, \hat{K})]\) and consider the scenario where \(p_{01} = p_{02} \equiv p_0\) and \(p_1 = p_2 \equiv p\), then we get

\[
J_{44} \to J_{00} = \frac{1}{2 p_0 p} \ln \left( \frac{p_0 + p}{p_0 - p} \right).
\] (49)

Furthermore, let us look now at the static limit, that is, where the quarks are almost at rest, namely \(p_0 \to 0\), then

\[
J_{00} \to 0 \to \frac{1}{p_0^2}.
\] (50)

Now consider \(J_{33}(P_1, P_2)\) in the same momenta configuration

\[
J_{33}(P_1, P_2) = \frac{1}{2} \frac{1}{i\omega_1 p_2 + i\omega_2 p_1} \\
x \int_{-1}^{1} dx \left\{ \frac{p_1}{i\omega_1 + p_1 x} + \frac{p_2}{i\omega_2 - p_2 x} \right\} \\
= \frac{1}{i\omega_1 p_2 + i\omega_2 p_1} \\
x \left\{ \ln \left( \frac{i\omega_1 + p_1}{i\omega_1 - p_1} \right) + \ln \left( \frac{i\omega_2 + p_2}{i\omega_2 - p_2} \right) \right\}.
\] (51)

After analytical continuation to Minkowski space and in the same scenario where \(p_{01} = p_{02} \equiv p_0\) and \(p_1 = p_2 \equiv p\), we get

\[
J_{33} = -\frac{1}{p^2} \left[ 1 - \frac{p_0}{2p} \ln \left( \frac{p_0 + p}{p_0 - p} \right) \right].
\] (52)

In the limit where \(p \to 0\),

\[
J_{33} \to 0 \to \frac{1}{3p^2}.
\] (53)

For the same choice of momenta, the rest of the components of \(J_{\alpha i}\) vanish, which means that only the longitudinal components of the thermo-magnetic vertex are modified. Using Eqs. (47), (49) and (53) into Eq. (39), the explicit longitudinal components are given by

\[
\delta \Gamma_{\parallel}(p_0) = \left( \frac{2}{3p_0} \right) 4g^2 C_F M^2(T, m, qB) \gamma_\parallel \Sigma_3,
\] (54)

where \(\gamma_\parallel = (\gamma_0, 0, 0, -\gamma_3)\) and we have rearranged the gamma-matrices to introduce the spin operator in the \(\hat{z}\)-direction

\[
\Sigma_3 = i\gamma_1 \gamma_2 = \frac{i}{2} [\gamma_1, \gamma_2].
\] (55)

That the vertex correction in Eq. (54) is proportional to the third component of the spin operator is of course natural since the first order magnetic correction to the vertex is in turn proportional to the spin interaction with the magnetic field, which we chose to point along the third spatial direction. The correction thus corresponds to the quark anomalous magnetic moment at high temperature in a weak magnetic field. Note also that Eq. (54)
depends on the scales \( p_0 \) and \( m \). \( p_0 \) is the typical energy of a quark in the medium and therefore the simplest choice for this scale is to take it as the temperature. The quark mass represents the infrared scale and it is therefore natural to take it as the thermal quark mass. We thus set

\[
p_0 = T \\
m^2 = m_f^2 = \frac{1}{8} g^2 T^2 C_F. \tag{56}
\]

As is well known, the purely thermal correction to the quark-gluon vertex is given by

\[
\Delta \Gamma_{\mu}^{\text{therm}}(P_1, P_2) = -m_f^2 \int \frac{d\Omega}{4\pi} \frac{K_{\mu} \tilde{K}}{(P_1 \cdot K)(P_2 \cdot K)}. \tag{57}
\]

In order to extract the effective modification to the coupling constant in one of the longitudinal directions, let us look at the contribution proportional to \( \gamma_0 \) from Eq. \( (57) \).

For the same working momenta configuration and using Eqs. \( (49) \) and \( (50) \),

\[
\delta \Gamma_0^{\text{therm}}(p_0) = \frac{m_f^2}{p_0^2} \gamma_0. \tag{58}
\]

Using Eqs. \( (44) \) and \( (48) \), the effective thermo-magnetic modification to the quark-gluon coupling extracted from the effective longitudinal vertex, is given by

\[
g_{\text{eff}} = g \left[ 1 - \frac{m_f^2}{T^2} + \left( \frac{8}{3T^2} \right) g^2 C_F M^2(T, m_f, qB) \right]. \tag{59}
\]

where we have used a spin configuration with eigenvalue \( 1 \) for \( \Sigma_3 \). Figure 3 shows the behavior of \( g_{\text{eff}} \) normalized to \( g_{\text{therm}} \), where

\[
g_{\text{therm}} = g \left( 1 - \frac{m_f^2}{T^2} \right), \tag{60}
\]

for \( \alpha_s = g^2/4\pi = 0.2, 0.3 \) as a function of the scaled variable \( b = qB/T^2 \). Plotted as a function of \( b \) and for our choice of momentum scales, the function \( g_{\text{eff}}/g_{\text{therm}} \) is temperature independent. Note that the effective thermo-magnetic coupling \( g_{\text{eff}} \) decreases as a function of the magnetic field. The decrease becomes more significant for larger \( \alpha_s \) and for the considered values of \( \alpha_s \) it becomes about 15% – 25% smaller than the purely thermal correction for \( qB \sim T^2 \sim 1 \).

V. SUMMARY AND CONCLUSIONS

In this work we have computed the thermo-magnetic corrections to the quark-gluon vertex for a weak magnetic field and in the HTL approximation. We have shown that this vertex satisfies a QED-like Ward identity with the quark self-energy. This results hints to the gauge-independence of the calculation. The thermo-magnetic correction is proportional to the spin component in the direction of the magnetic field and affects only the longitudinal components of the quark-gluon vertex. It thus corresponds to the quark anomalous magnetic moment at high temperature in a weak magnetic field.

From the quark-gluon vertex we have extracted the behavior of the magnetic field dependence of the QCD coupling. We have shown that the coupling decreases as the field strength increases. For analytic simplicity, the explicit calculation has been performed for a momentum configuration that accounts for the conditions prevailing in a quark-gluon medium at high temperature, namely back-to-back slow moving quarks whose energy is of the order of the temperature and with the infrared scale of the order of the thermal particle’s mass. The chosen values for these scales provide a good representation of the coupling constant’s strength within the plasma conditions.

We stress that the weak field approximation means that the field strength is smaller than the square of the temperature but does not require a hierarchy with respect to other scales in the problem such as the fermion thermal mass.

The result supports the idea \( \ref{19, 20} \) that the decreasing of the coupling constant is an important ingredient to understand the inverse magnetic catalysis obtained in lattice QCD. It remains to include this result within a calculation to allow the extraction of the magnetic field dependence of the critical temperature for chiral symmetry restoration/deconfinement transition in QCD. This is work in progress and will be reported elsewhere.
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