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ABSTRACT

A mathematical model depicting the spread of covid-19 epidemic and implementation of population covid-19 intervention in Italy. The model has 8 components leading to system of 8 ordinary differential equations. In this paper, we investigate the model using the concept of fractional differential operator. A numerical method based on the Lagrange polynomial was used to solve the system equations depicting the spread of COVID-19. A detailed investigation of stability including reproductive number using the next generation matrix, and the Lyapunov were presented in detail. Numerical simulations are depicted for various fractional orders.
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1. Introduction

Uncertainties around the spread of Covid-19 have lead many researchers to understand investigation in many field of technology, science and engineering in the last five months since its appearance in Wuhan-China last December-2019 Many mathematical models were suggested in the last five months with the aim to understand the dynamics spread of the novel deadly disease [10]. Many journal have launch special issues on Covid-19, in field of science, technology and engineering, with the aim together all novel results changing from theoretical to practical point of view. Of course so far many new results have been collected many many data are ready although they are still being collected. Mathematician while they do not provide a cure nor a vaccine for any infectious disease however the mathematical models can help in many ways [11]. For example, their result are very useful to predict the future behavior of the spread and even control it. Technique like Markov chain, Fuzzy, Stochastic, Monte-Carlo approach and many others are very useful in this process [5–8]. On the other hand fractional differential operators are used to include into mathematical models the effect of non locality often divide by power process, fading memory process and cross-over [12,15]. In this paper we consider, the model suggested in [9].

2. Preliminaries

In this section, we recall some basic definitions and properties of fractional calculus theory which are useful in the next sections.

Definition 2.1. Let \( u \) be a function not necessarily differentiable, and \( \varphi \) be a real number such that \( \varphi > 1 \), then the Caputo derivative with \( \varphi \) order with power law is given as [13]

\[
\begin{align*}
\psi D_0^\varphi u(t) &= \frac{1}{\Gamma(\varphi)} \int_0^t (t-y)^{\varphi-1} u(y) dy, \quad (2.1)
\end{align*}
\]

Definition 2.2. Let \( u \in H^1(a, b) \), \( b > a, \varphi \in [0, 1] \) then the new Caputo derivative of fractional order is given by:

\[
\begin{align*}
D_0^\varphi u(t) &= \frac{M(\varphi)}{(1-\varphi)} \int_a^t u'(x) \exp\left[-\varphi \frac{t-x}{1-\varphi}\right] dx. \quad (2.2)
\end{align*}
\]

where \( M(\varphi) \) is a normalization function such that \( M(0) = M(1) = 1 \) [4]. But, if the function \( u \neq H_1(a, b) \) then, new derivative called the Caputo-Fabrizio fractional derivative can be defined as

\[
\begin{align*}
D_0^\varphi u(t) &= \frac{M(\varphi)}{(1-\varphi)} \int_a^t (u(t) - u(x)) \exp\left[-\varphi \frac{t-x}{1-\varphi}\right] dx. \quad (2.3)
\end{align*}
\]

Remark 2.1. The authors remarked that, if \( \psi = \frac{1-\varphi}{\varphi} \in [0, \infty) \), \( \varphi = \frac{1}{1-\psi} \in [0, 1] \), then Eq. (2.1) assumes the form

\[
\begin{align*}
D_0^\varphi u(t) &= \frac{N(\psi)}{\psi} \int_a^t u'(x) \exp\left[-\frac{t-x}{\psi}\right] dx, \quad N(0) = N(\infty) = 1 \quad (2.4)
\end{align*}
\]
In Addition,
\[ \lim_{\psi \to 0} \psi \exp \left[ -\frac{t-x}{\psi} \right] = \omega(x-t) \]  
(2.5)

Now after the introduction of a new derivative, the associate antiderivative becomes important, the associated integral of the new Caputo derivative with fractional order was proposed by Losada and Nieto [14].

**Definition 2.3.** \( u \in H^1(x, y), y > x, \delta \in [0, 1] \) with the function \( f \) differentiable then, the definition of the new fractional derivative (Atangana-Baleanu derivative in Caputo sense) is given as
\[ \alpha^D_t^\alpha[u(t)] = \frac{M(\delta)}{1 - \delta} \int_0^t u(s)E_{\alpha} \left[ -\frac{\theta(t-s)^\alpha}{1-\delta} \right] \, ds, \]  
(2.6)

where \( M(\delta) \) has the same properties as in the case of the Caputo-Fabrizio fractional derivative.

It should be noted that we do not recover the original function when \( \delta = 0 \) except when at the origin the function vanishes. To avoid this kind of problem, the following definition is proposed.

**Definition 2.4.** Let \( u \in H^1(x, y), y > x, \delta \in [0, 1] \) and not necessary differentiable then, the definition of the new fractional derivative (Atangana-Baleanu fractional derivative in Riemann-Liouville sense) is given as [1]:
\[ \alpha^D_t^\alpha[u(t)] = \frac{B(\delta)}{1 - \delta} \int_0^t u(s)E_{\alpha} \left[ -\frac{\theta(t-s)^\alpha}{1-\delta} \right] \, ds. \]  
(2.7)

**Definition 2.5.** The fractional integral associate to the new fractional derivative with nonlocal kernel (Atangana-Baleanu fractional integral) is given as [1]:
\[ \alpha^D_0^\alpha[u(t)] = \frac{1 - \delta}{B(\delta)} u(t) + \frac{\theta(t)}{B(\delta) 1^{-\delta}} \int_0^t (t-j)^{\delta-1} \, dj. \]  
(2.8)

When alpha is zero we recover the initial function and if also alpha is 1, we obtain the ordinary integral.

3. Mathematical model

In this section we consider the model suggested in [9].
\[ \dot{S}(t) = -S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) \]
\[ \dot{I}(t) = S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) - (\epsilon + \zeta + \lambda)I(t) \]
\[ \dot{D}(t) = \epsilon I(t) - (\eta + \rho)D(t) \]
\[ \dot{A}(t) = \xi I(t) - (\theta + \mu + \kappa)A(t) \]
\[ \dot{R}(t) = \eta D(t) + \theta A(t) - (\nu + \xi)R(t) \]
\[ \dot{T}(t) = \mu A(t) + \nu R(t) - (\sigma + \tau)T(t) \]
\[ H(t) = \lambda I(t) + \rho D(t) + \kappa A(t) + \xi R(t) + \sigma T(t) \]
\[ E(t) = \tau T(t) \]  
(3.1)

Here
\( S(t) \) is the class of susceptible,
\( I(t) \) is the class of infected asymptomatic infected undetected,
\( D(t) \) is the class of asymptomatic infected, detected,
\( H(t) \) is the healed class,
\( A(t) \) is ailing symptomatic infected, undetected,
\( R(t) \) is recognized symptomatic infected, detected
\( T(t) \) is the class of acutely symptomatic infected detected
\( E(t) \) is the death class. parameters therein and their physical meaning and interpretation can be found in [9].

4. Well-Poseness and stability analysis

Since all parameters used in the model are positive. If the initial assumptions are positive then all the classes are positive, for the models with classical and non-local operators. We start with classical cases
\[ \dot{I}(t) = S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) - (\epsilon + \zeta + \lambda)I(t) \]  
(4.1)

However the product \( \beta D(t) + \gamma A(t) + \delta R(t) \) is positive. Since all classes should have same sign, thus
\[ \dot{I}(t) > - (\epsilon + \zeta + \lambda)I(t) \]  
(4.2)
\[ I(t) \geq I(0) \exp[-(\epsilon + \zeta + \lambda)t] \]  
(4.3)
Since \( I(t) \) is positive then
\[ \dot{D}(t) = \epsilon I(t) - (\eta + \rho)D(t) \]
\[ \geq - (\eta + \rho)D(t) \]  
(4.4)
\[ D(t) \geq D(0) \exp[-(\eta + \rho)t] \]  
also
\[ A(t) \geq A(0) \exp[(\theta + \mu + \kappa)] \]  
(4.5)
with \( D(t) \) and \( A(t) \) being positive \( \forall t \geq 0 \), we have that
\[ \dot{R}(t) = \eta D(t) + \theta A(t) - (\nu + \xi)R(t) \]
\[ \geq - (\nu + \xi)R(t) \]  
(4.6)
\[ R(t) \geq R(0) \exp[(\nu + \xi)t] \]  
(4.7)
\[ T(t) = \mu A(t) + \nu R(t) - (\sigma + \tau)T(t) \]
\[ \geq - (\sigma + \tau)T(t) \]  
(4.8)
\[ T(t) \geq T(0) \exp[-(\sigma + \tau)t] \]
\[ E(t) = E(0) + \tau \int_0^t T(t) \, dt \]  
\[ \forall t \geq 0 \]

Since \( E(0) \) is positive or zero \( \tau \) and \( T(t) \) are positive, then \( E(t) \geq 0 \) \( \forall t \geq 0 \).

To prove for classes \( \delta(t) \) and \( A(t) \), we define the following norm
\[ \forall f \in \mathbb{C}[a, b] \]
\[ \|f\|_\infty = \sup_{t \in [a, b], |f(t)|} \]
\[ \|f\|_\infty \geq - S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) \]
\[ \geq - S(t)(\alpha |I(t)| + \beta |D(t)| + \gamma |A(t)| + \delta |R(t)|) \]
\[ \geq - S(t)(\alpha \sup_{t \in [a, b]} |I(t)| + \beta \sup_{t \in [a, b]} |D(t)| + \gamma \sup_{t \in [a, b]} |A(t)| + \delta \sup_{t \in [a, b]} |R(t)|) \]
\[ \geq - S(t)(\alpha \|I(t)\|_\infty + \beta \|D(t)\|_\infty + \gamma \|A(t)\|_\infty + \delta \|R(t)\|_\infty) \]  
(4.9)
\[ \delta(t) \geq \delta(0) \exp[-(\alpha \|I(t)\|_\infty + \beta \|D(t)\|_\infty + \gamma \|A(t)\|_\infty + \delta \|R(t)\|_\infty)] \]
\[ + \|A(t)\|_\infty + \delta \|R(t)\|_\infty \]  
(4.10)
\[ H(t) = H(0) + \tau \int_0^t (\lambda I(t) + \rho D(t) + \kappa A(t) + \xi R(t) + \sigma T(t)) \, dt \]  
(4.11)

since all the other classes are positive then \( \forall t > 0 \)
\[ H(t) > 0 \]

with the non local operator, we only show the positiveness for Caputo derivative
\[ \dot{S}(t)* \frac{t-\alpha}{\Gamma(1-\alpha)} = -S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) \]
\[ \dot{D}(t)* \frac{t-\alpha}{\Gamma(1-\alpha)} = \epsilon I(t) - (\eta + \rho)D(t) \]
\[ \dot{I}(t)* \frac{t-\alpha}{\Gamma(1-\alpha)} = S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) \]
\[ - (\epsilon + \zeta + \lambda)I(t) \]
Thus, following the procedure suggested before

\[
I(t) \geq E_0[(-\epsilon + \xi + \lambda)\eta t^\alpha]I(0)
\]

\[
(A(t) \geq A(0)E_0[\xi I(t) - (\theta + \mu + \kappa)t^\alpha]
\]

\[
R(t) \geq R(0)E_0[(-\sigma + \tau)t^\alpha]
\]

\[
E(t) \geq E(0) + \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1}(\lambda I(t) + \rho D(t) + \kappa A(t) + \xi R(t) + \sigma T(t))d\tau
\]

\[
S(t) \geq S(0)E_0[-\eta(\alpha\|I(t)\|_\infty + \beta\|D(t)\|_\infty)]
\]

\[
T(t) \geq T(0)E_0[-(\sigma + \tau)t^\alpha]
\]

\[
E(t) \geq H(0) + \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1}(\lambda I(t) + \rho D(t) + \kappa A(t) + \xi R(t) + \sigma T(t))d\tau
\]

The disease equilibrium is

\[
(\xi + \epsilon + \lambda, 0, 0, 0, 0, 0)
\]

\[
B = \alpha + \frac{\beta \epsilon}{(\eta + \rho)} + \frac{\nu \zeta}{\theta + \mu + \kappa} + \frac{\delta \epsilon \eta}{(\eta \rho)(v + \zeta)} + \frac{\delta \epsilon \eta}{(\eta \rho)(v + \zeta)}
\]

Although the reproductive number was given in [9], we only present the next generation matrix associated to the model. We choose the 5 classes of infected.

\[
\hat{I}(t) = S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) - (\epsilon + \xi + \lambda)I(t)
\]

\[
\hat{D}(t) = \epsilon I(t) - (\eta + \rho)D(t)
\]

\[
\hat{A}(t) = \xi I(t) - (\theta + \mu + \kappa)A(t)
\]

\[
\hat{R}(t) = \eta D(t) + \theta A(t) - (v + \xi)R(t)
\]

\[
\hat{T}(t) = \mu A(t) + v R(t) - (\sigma + \tau)T(t)
\]

(4.23)

From the above, the matrix

\[
F = \begin{pmatrix}
\alpha S & \gamma S & \beta S & \delta S & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(4.24)

\[
V = \begin{pmatrix}
\epsilon + \xi + \lambda & 0 & 0 & 0 & 0 \\
-\epsilon & \theta + \mu + \lambda & 0 & 0 & 0 \\
0 & -\theta & -\eta & 0 & 0 \\
0 & -\mu & 0 & -v & \sigma + \tau \\
\end{pmatrix}
\]

(4.25)

Thus

\[
R_0 = \rho(FV^{-1}) = \frac{S}{\epsilon + \xi + \lambda} \begin{pmatrix}
\alpha + \frac{\beta \epsilon}{(\eta + \rho)} + \frac{\nu \zeta}{\theta + \mu + \kappa} + \frac{\delta \epsilon \eta}{(\eta \rho)(v + \zeta)} + \frac{\delta \epsilon \eta}{(\eta \rho)(v + \zeta)}
\end{pmatrix}
\]

The model suggested will lead to endemic situations if

\[
I(t), A(t), D(t), R(t), T(t) > 0 \quad \forall t \geq 0
\]

that is to say

\[
S(\alpha I + \beta D + \gamma A + \delta R) - (\epsilon + \xi + \lambda)I > 0
\]

\[
\epsilon I - (\eta + \rho)D > 0
\]

\[
\xi I - (\theta + \mu + \kappa)A > 0
\]

\[
\eta D + \theta A - (v + \xi)R > 0
\]

\[
\mu A + \gamma R - (\sigma + \tau)T > 0
\]

First we have that

\[
S(\alpha I + \beta D + \gamma A + \delta R) > \frac{\epsilon I}{(\epsilon + \xi + \lambda)}
\]

\[
D < \frac{\epsilon}{\eta + \rho}I \quad R < \frac{\eta D}{v + \rho + \frac{\delta \epsilon \eta}{(\eta \rho)(v + \zeta)}} \quad A < \frac{\xi I}{(\theta + \mu + \kappa)(v + \zeta)}
\]

\[
R < \frac{\eta D}{(\eta \rho)(v + \zeta)} + \frac{\theta \zeta}{(\theta + \mu + \kappa)(v + \zeta)}
\]

From

\[
S(\alpha I + \beta D + \gamma A + \delta R) = 0, \quad I = 0
\]

Thus

\[
H^* = 0
\]
\[ T < \left\{ \frac{\mu \zeta}{\eta} \left[ \frac{1}{(\theta + \mu + \lambda)} \right] + \frac{\mu \zeta}{(\theta + \mu + \lambda)^2} \right\} I \] (4.26)

\[ \frac{S}{(e + \zeta + \lambda)} \left\{ \alpha l + \beta e l + \eta + \rho \cdot \frac{\gamma \zeta}{\theta + \mu + \lambda} + \frac{\delta \eta e l}{(\theta + \mu + \lambda) (v + \zeta)} \right\} > I \] simplifying I, then we get

\[ \frac{S}{(e + \zeta + \lambda)} \left\{ \alpha l + \beta e l + \eta + \rho \cdot \frac{\gamma \zeta}{\theta + \mu + \lambda} + \frac{\delta \eta e l}{(\theta + \mu + \lambda) (v + \zeta)} \right\} > 1 \] (4.27)

\[ R_0 > 1 \]

**Theorem 4.1.** The disease free equilibrium are asymptotically globally stable within the acceptable interval if \( R_0 < 1 \) and unstable if \( R_0 > 1 \).

**Proof.** The proof will be achieved the use of the Lyapunov function defined by

\[ L = \frac{1}{\lambda_1} I + \frac{1}{\lambda_2} A + \frac{1}{\lambda_3} D + \frac{1}{\lambda_4} R + \frac{1}{\lambda_5} T \] (4.28)

\[ \frac{dL}{dt} = \frac{1}{\lambda_1} I + \frac{1}{\lambda_2} A + \frac{1}{\lambda_3} D + \frac{1}{\lambda_4} R + \frac{1}{\lambda_5} T \]

\[ = \frac{1}{\lambda_2} (S(\alpha l + \beta D + \gamma A + \delta R) - \lambda_1 I + \frac{1}{\lambda_2} (\zeta I - \lambda_2 A) + \frac{1}{\lambda_3} (\eta \zeta l - \lambda_3 D) + \frac{1}{\lambda_4} (\mu D - \theta A - \lambda_4 R) + \frac{1}{\lambda_5} (\mu A + \gamma R - \lambda_5 T) \]

\[ = \frac{1}{\lambda_1} (S(\alpha l + \beta D + \gamma A + \delta R) + \frac{1}{\lambda_2} (\zeta I - \lambda_2 A) + \frac{1}{\lambda_3} (\eta \zeta l - \lambda_3 D) + \frac{1}{\lambda_4} (\mu D - \theta A) + \frac{1}{\lambda_5} (\mu A + \gamma R)) \]

\[ \geq (R_0 - 1)(I + A + D + R + T) \leq 0 \] (4.30)

If \( R_0 \leq 0 \) if \( R_0 > 1 \) and zero if \( I + A + D + R + T = 0 \).

We present the Lyapunov associate to the model

\[ L(S^*, T^*, A^*, D^*, R^*, T^*, H^*) = \left( S - S^* + S^* \log \frac{S}{S^*} \right) + \left( I - I^* + I^* \log \frac{I}{I^*} \right) + \left( A - A^* + A^* \log \frac{A}{A^*} \right) + \left( D - D^* + D^* \log \frac{D}{D^*} \right) \]

\[ + \left( R - R^* + R^* \log \frac{R}{R^*} \right) + \left( T - T^* + T^* \log \frac{T}{T^*} \right) + \left( H - H^* + H^* \log \frac{H}{H^*} \right) \] (4.31)

\[ \frac{dL}{dt} = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \frac{\left( S - S^* \right)}{S} \left( (I - I^*) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \right) \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]

\[ = \left( S - S^* \right) \frac{dS}{dt} + \left( I - I^* \right) \frac{dI}{dt} + \left( A - A^* \right) \frac{dA}{dt} + \left( D - D^* \right) \frac{dD}{dt} + \left( R - R^* \right) \frac{dR}{dt} + \left( T - T^* \right) \frac{dT}{dt} + \left( H - H^* \right) \frac{dH}{dt} \]
\[ + \lambda I + \xi D + \kappa A + \zeta R + \sigma T - (\lambda I^* + \xi D^* + \kappa A^* + \zeta R^* + \sigma T^*) + \frac{H^*}{H}(\lambda I + \xi D + \kappa A + \zeta R + \sigma T) \]

Thus
\[ \frac{dL}{dt} = a_1 - a_2 \]
this implies
\[ \frac{dL}{dt} > 0 \quad \text{if} \quad a_1 > a_2 \]
\[ \frac{dL}{dt} < 0 \quad \text{if} \quad a_1 < a_2 \]
\[ \frac{dL}{dt} = 0 \quad \text{if} \quad a_1 = a_2 \]
\[ \square \]

5. Covid-19 model with fractional derivative

In this section, we obtain alternative representations of the cancer model considering the Caputo-Fabrizio and Atangana-Baleanu fractional derivatives, for the discretization of fractional model equations by Adams-Bashforth method [2,3].

5.1. Covid-19 model with Caputo-Fabrizio fractional derivative

Considering Eq. (3.1), the modified cancer model with Caputo Derivative is given as

\[ \begin{align*}
\frac{D^\alpha CF}{D\tau} S(t) &= -S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) \\
\frac{D^\alpha CF}{D\tau} I(t) &= S(t)(\alpha I(t) + \beta D(t) + \gamma A(t) + \delta R(t)) \\
\frac{D^\alpha CF}{D\tau} A(t) &= (\epsilon + \zeta + \lambda) I(t) \\
\frac{D^\alpha CF}{D\tau} D(t) &= \epsilon I(t) - (\eta + \rho) D(t) \\
\frac{D^\alpha CF}{D\tau} H(t) &= \lambda I(t) + \rho D(t) + \kappa A(t) + \xi R(t) + \sigma T(t) \\
\frac{D^\alpha CF}{D\tau} E(t) &= \tau T(t)
\end{align*} \]

(5.1)

5.1.1. Numerical scheme for Caputo-Fabrizio fractional derivative

We consider the following general fractional differential equation with fading memory included via the Caputo-Fabrizio fractional derivative. That is,

\[ \begin{cases}
\frac{D^\alpha CF}{D\tau} x(t) = f(t, x(t)), \\
x(0) = x_0
\end{cases} \]

(5.2)

or

\[ M(\vartheta) \int_0^t \chi(\varphi) \exp \left[ -\vartheta \frac{t - \varphi}{1 - \vartheta} \right] \, d\varphi = f(t, x(t)). \]

(5.3)

Using the fundamental theorem of calculus, we convert the above to

\[ x(t) - x(0) = \frac{1}{\vartheta M(\vartheta)} f(t, x(t)) + \frac{\vartheta}{1 - \vartheta} \int_0^t f(\varphi, x(\varphi)) \, d\varphi \]

(5.4)

so that

\[ x(t_{n+1}) - x(0) = \frac{1}{\vartheta M(\vartheta)} f(t_n, x(t_n)) + \frac{\vartheta}{1 - \vartheta} \int_0^{t_n} f(t, x(t)) \, dt \]

(5.5)

and

\[ x(t_n) - x(0) = \frac{1}{\vartheta M(\vartheta)} f(t_{n-1}, x(t_{n-1})) + \frac{\vartheta}{1 - \vartheta} \int_0^{t_{n-1}} f(t, x(t)) \, dt \]

(5.6)

by subtracting (5.6) from (5.5), we get

\[ x(t_{n+1}) - x(t_n) = \frac{1}{\vartheta M(\vartheta)} [f(t_n, x_n) - f(t_{n-1}, x_{n-1})] + \frac{\vartheta}{1 - \vartheta} \int_{t_{n-1}}^{t_n} f(t, x(t)) \, dt \]

(5.7)

so the solution is,

\[ x_{n+1} = x_n + \left( 1 - \frac{\vartheta}{M(\vartheta)} \right) f(t_n, x_n) + \left( \frac{1 - \vartheta}{M(\vartheta)} \right) f(t_{n-1}, x_{n-1}) \]

(5.8)
so for the Eq. (3.1) the solution is

\[
S_{n+1} - S_n = \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left[ -S_n(t_n)[\alpha I_n(t_n) + \beta D_n(t_n) + \gamma A_n(t_n) + \delta R_n(t_n)] + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left[ -S_{n-1}(t_{n-1})[\alpha I_{n-1}(t_{n-1}) + \beta D_{n-1}(t_{n-1}) + \gamma A_{n-1}(t_{n-1}) + \delta R_{n-1}(t_{n-1})] \right] \right]
\]

\[ (5.9) \]

\[
I_{n+1} = I_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( S_n(t_n)[\alpha I_n(t_n) + \beta D_n(t_n) + \gamma A_n(t_n) + \delta R_n(t_n)] + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( S_{n-1}(t_{n-1})[\alpha I_{n-1}(t_{n-1}) + \beta D_{n-1}(t_{n-1}) + \gamma A_{n-1}(t_{n-1}) + \delta R_{n-1}(t_{n-1})] \right] \right)
\]

\[ (5.10) \]

\[
D_{n+1} = D_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( \epsilon I_n(t_n) - (\eta + \rho)D_n(t_n) + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( \epsilon I_{n-1}(t_{n-1}) - (\eta + \rho)D_{n-1}(t_{n-1}) \right] \right)
\]

\[ (5.11) \]

\[
A_{n+1} = A_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( \xi I_n(t_n) - (\theta + \mu + \kappa)A_n(t_n) + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( \xi I_{n-1}(t_{n-1}) - (\theta + \mu + \kappa)A_{n-1}(t_{n-1}) \right] \right)
\]

\[ (5.12) \]

\[
R_{n+1} = R_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( \eta I_n(t_n) + \theta A_n(t_n) + (\nu + \xi)R_n(t_n) + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( \eta I_{n-1}(t_{n-1}) + \theta A_{n-1}(t_{n-1}) + (\nu + \xi)R_{n-1}(t_{n-1}) \right] \right)
\]

\[ (5.13) \]

\[
T_{n+1} = T_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( \mu I_n(t_n) + \nu R_n(t_n) + (\sigma + \tau)T_n(t_n) + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( \mu I_{n-1}(t_{n-1}) + \nu R_{n-1}(t_{n-1}) + (\sigma + \tau)T_{n-1}(t_{n-1}) \right] \right)
\]

\[ (5.14) \]

\[
H_{n+1} = H_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( \lambda I_n(t_n) + \rho D_n(t_n) + \kappa A_n(t_n) + (\xi + \sigma)H_n(t_n) + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( \lambda I_{n-1}(t_{n-1}) + \rho D_{n-1}(t_{n-1}) + \kappa A_{n-1}(t_{n-1}) + (\xi + \sigma)H_{n-1}(t_{n-1}) \right] \right)
\]

\[ (5.15) \]

\[
E_{n+1} = E_n + \left( 1 - \frac{\partial}{M(\partial)} + \frac{3 \partial h}{2M(\partial)} \right) \left( \tau T_n(t_n) + \left( 1 - \frac{\partial}{M(\partial)} + \frac{\partial h}{2M(\partial)} \right) \left( \tau T_{n-1}(t_{n-1}) \right] \right)
\]

\[ (5.16) \]
5.2. Covid-19 model with Atangana-Baleanu derivative

Considering Eq. (3.1), the modified cancer model with Atangana-Baleanu Derivative Derivative is given as

\[
\begin{align*}
_0^{ABC}D_t^\alpha S(t) &= -S(t)(\alpha_l(t) + \beta D(t) + \gamma A(t) + \delta R(t)), \\
_0^{ABC}D_t^\alpha D(t) &= S(t)(\alpha_l(t) + \beta D(t) + \gamma A(t) + \delta R(t)) - (\epsilon + \zeta + \lambda) I(t), \\
_0^{ABC}D_t^\alpha A(t) &= t I(t) - (\eta + \rho) D(t), \\
_0^{ABC}D_t^\alpha R(t) &= \eta D(t) + \lambda I(t) - (\nu + \xi) R(t), \\
_0^{ABC}D_t^\alpha T(t) &= \mu A(t) + \nu R(t) - (\sigma + \tau) T(t), \\
_0^{ABC}D_t^\alpha E(t) &= \tau T(t).
\end{align*}
\]  

(5.17)

5.2.1. Numerical scheme for Atangana-Baleanu derivative

We consider the following fractional differential equation Let us consider the following fractional differential equation

\[
\begin{align*}
_0^{ABC}D_t^\alpha x(t) &= f(t, x(t)), \\
x(0) &= x_0.
\end{align*}
\]  

(5.18)

The above equation can be converted to a fractional integral equation by applying the fundamental theorem of fractional calculus:

\[
x(t) - x(0) = \frac{(1 - \theta)}{\Gamma(\theta)} \int_0^t f(x(t)) (t - \varpi)^{\theta - 1} d\varpi.
\]  

(5.19)

At a given point \( t_{n+1}, n = 1, 2, 3, \ldots \) the above equation is reformulated as

\[
x(t_{n+1}) - x(0) = \frac{(1 - \theta)}{\Gamma(\theta)} \int_0^{t_{n+1}} f(x(t)) (t_{n+1} - \varpi)^{\theta - 1} d\varpi
\]  

(5.20)

and at the point \( t = t_n, n = 1, 2, 3, \ldots \), we have

\[
x(t_n) - x(0) = \frac{(1 - \theta)}{\Gamma(\theta)} \int_0^{t_n} f(x(t)) (t_n - \varpi)^{\theta - 1} d\varpi
\]  

(5.21)

which on subtraction yields

\[
x(t_{n+1}) - x(t_n) = \frac{(1 - \theta)}{\Gamma(\theta)} \left\{ f(t, x(t_n)) - f(t_{n+1}, x(t_{n+1})) \right\} + \frac{\theta}{\Gamma(\theta)} \int_0^{t_{n+1}} f(x(\varpi)) (t_{n+1} - \varpi)^{\theta - 1} d\varpi
\]  

(5.22)

the solution is

\[
x_{n+1} - x_n = f(t_n, x(t_n)) \left\{ \frac{(1 - \theta)}{\Gamma(\theta)} + \frac{\theta}{\Gamma(\theta)} h \left( \frac{2h t_n^{\alpha+1}}{\theta} - \frac{t_n^{\alpha+1}}{\theta + 1} \right) \right\}
\]  

(5.23)

so for the Eq. (5.17) the solution is

\[
S_{n+1} - S_n = [-S_n(t_n)[\alpha_l(t_n) + \beta D(t_n) + \gamma A(t_n) + \delta R(t_n)]]
\]  

(5.24)

\[
\times \left\{ \frac{(1 - \theta)}{\Gamma(\theta)} + \frac{\theta}{\Gamma(\theta)} h \left( \frac{2h t_n^{\alpha+1}}{\theta} - \frac{t_n^{\alpha+1}}{\theta + 1} \right) \right\} + [-S_{n+1}(t_{n+1})[\alpha_l(t_{n+1}) + \beta D(t_{n+1}) + \gamma A(t_{n+1}) + \delta R(t_{n+1})]]
\]  

(5.25)

\[
\times \left\{ \frac{(1 - \theta)}{\Gamma(\theta)} + \frac{\theta}{\Gamma(\theta)} h \left( \frac{2h t_n^{\alpha+1}}{\theta} - \frac{t_n^{\alpha+1}}{\theta + 1} \right) \right\}
\]  

\[
I_{n+1} - I_n = [S_n(t_n)[\alpha_l(t_n) + \beta D(t_n) + \gamma A(t_n) + \delta R(t_n)] - [\epsilon + \zeta + \lambda] I_n(t_n)]
\]  

(5.25)

\[
\times \left\{ \frac{(1 - \theta)}{\Gamma(\theta)} + \frac{\theta}{\Gamma(\theta)} h \left( \frac{2h t_n^{\alpha+1}}{\theta} - \frac{t_n^{\alpha+1}}{\theta + 1} \right) \right\} + [S_{n+1}(t_{n+1})[\alpha_l(t_{n+1}) + \beta D(t_{n+1}) + \gamma A(t_{n+1}) + \delta R(t_{n+1})] - [\epsilon + \zeta + \lambda] I_n(t_{n+1})]
\]  

(5.25)

\[
\times \left\{ \frac{(1 - \theta)}{\Gamma(\theta)} + \frac{\theta}{\Gamma(\theta)} h \left( \frac{2h t_n^{\alpha+1}}{\theta} - \frac{t_n^{\alpha+1}}{\theta + 1} \right) \right\}
\]  

\[
D_{n+1} - D_n = [\epsilon I_n(t_n) - (\eta + \rho) D_n(t_n)]
\]  

(5.25)
\[ +\{I_{n-1}(t_{n-1}) - (\eta + \rho)D_{n-1}(t_{n-1}) \} \times \left\{ \frac{(1 - \vartheta)}{ABC(\vartheta)} \times \frac{\vartheta}{ABC(\vartheta)} + \left( \frac{2h_{n+1}^\vartheta}{\vartheta} - \frac{t_{n+1}^\vartheta}{\vartheta + 1} \right) - \frac{\vartheta}{\Gamma(\vartheta) \times ABC(\vartheta)} \left( \frac{h_{n}^\vartheta}{\vartheta} - \frac{t_{n}^\vartheta}{\vartheta + 1} \right) \right\} \] 

\[ A_{n+1} - A_n = \zeta I_n(t_n) - (\theta + \mu + \kappa)A_n(t_n) \times \left\{ \frac{(1 - \vartheta)}{ABC(\vartheta)} \times \frac{\vartheta}{ABC(\vartheta)} + \left( \frac{2h_{n+1}^\vartheta}{\vartheta} - \frac{t_{n+1}^\vartheta}{\vartheta + 1} \right) - \frac{\vartheta}{\Gamma(\vartheta) \times ABC(\vartheta)} \left( \frac{h_{n}^\vartheta}{\vartheta} - \frac{t_{n}^\vartheta}{\vartheta + 1} \right) \right\} \] 

\[ R_{n+1} - R_n = f(t_n, x(t_n)) \times \left\{ \frac{(1 - \vartheta)}{ABC(\vartheta)} + \left( \frac{2h_{n+1}^\vartheta}{\vartheta} - \frac{t_{n+1}^\vartheta}{\vartheta + 1} \right) - \frac{\vartheta}{\Gamma(\vartheta) \times ABC(\vartheta)} \left( \frac{h_{n}^\vartheta}{\vartheta} - \frac{t_{n}^\vartheta}{\vartheta + 1} \right) \right\} \] 

\[ T_{n+1} - T_n = \mu A_n(t_n) + vR_n(t_n) - (\sigma + \tau)T_n(t_n) \times \left\{ \frac{(1 - \vartheta)}{ABC(\vartheta)} + \left( \frac{2h_{n+1}^\vartheta}{\vartheta} - \frac{t_{n+1}^\vartheta}{\vartheta + 1} \right) - \frac{\vartheta}{\Gamma(\vartheta) \times ABC(\vartheta)} \left( \frac{h_{n}^\vartheta}{\vartheta} - \frac{t_{n}^\vartheta}{\vartheta + 1} \right) \right\} \] 

\[ H_{n+1} - H_n = \lambda I_n(t_n) + \rho D_n(t_n) + \kappa A_n(t_n) + \xi R_n(t_n) + \sigma T_n(t_n) \times \left\{ \frac{(1 - \vartheta)}{ABC(\vartheta)} + \left( \frac{2h_{n+1}^\vartheta}{\vartheta} - \frac{t_{n+1}^\vartheta}{\vartheta + 1} \right) - \frac{\vartheta}{\Gamma(\vartheta) \times ABC(\vartheta)} \left( \frac{h_{n}^\vartheta}{\vartheta} - \frac{t_{n}^\vartheta}{\vartheta + 1} \right) \right\} \] 

\[ E_{n+1} - E_n = \tau T_n(t_n) \times \left\{ \frac{(1 - \vartheta)}{ABC(\vartheta)} \times \frac{\vartheta}{ABC(\vartheta)} + \left( \frac{2h_{n+1}^\vartheta}{\vartheta} - \frac{t_{n+1}^\vartheta}{\vartheta + 1} \right) - \frac{\vartheta}{\Gamma(\vartheta) \times ABC(\vartheta)} \left( \frac{h_{n}^\vartheta}{\vartheta} - \frac{t_{n}^\vartheta}{\vartheta + 1} \right) \right\} \] 

6. Numerical simulation

In this section, we present numerical simulation for different values of fractional \( \alpha \). The numerical simulation are presented in Figs. 1, 2, 3, 4, 5, 6, 7 and 8. We observed that with this model all classes are increasing exponentially.

**Fig. 1.** Numerical simulation of susceptible class for different value of fractional order.
Fig. 2. Numerical simulation of infected asymptomatic infected undetected class for different value of fractional order.

Fig. 3. Numerical simulation of asymptomatic infected class for different value of fractional order.

Fig. 4. Numerical simulation of healed class for different value of fractional order.
Fig. 5. Numerical simulation of ailing symptomatic infected class for different value of fractional order.

Fig. 6. Numerical simulation of recognized symptomatic infected class for different value of fractional order.

Fig. 7. Numerical simulation of acutely symptomatic infected detected class for different value of fractional order.
7. Conclusion

In this paper, we considered a set of 8 nonlinear ordinary differential equations to model the spread of COVID-19 in a given population. The model is comprised of susceptible class, 5 sub-classes of infected, recovered and death. We presented the positivity of each class as function of time, for classical and fractional case. We used the concept of next generation matrix to derive the reproductive number, we presented a detailed study of stability of equilibrium points. Numerical simulations are presented for different values of fractional orders.
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