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Abstract

When large scale training data is available, one can obtain compact and accurate networks to be deployed in resource-constrained environments effectively through quantization and pruning. However, training data are often protected due to privacy concerns and it is challenging to obtain compact networks without data. We study data-free quantization and pruning by transferring knowledge from trained large networks to compact networks. Auxiliary generators are simultaneously and adversarially trained with the targeted compact networks to generate synthetic inputs that maximize the discrepancy between the given large network and its quantized or pruned version. We show theoretically that the alternating optimization for the underlying minimax problem converges under mild conditions for pruning and quantization. Our data-free compact networks achieve competitive accuracy to networks trained and fine-tuned with training data. Our quantized and pruned networks achieve good performance while being more compact and lightweight. Further, we demonstrate that the compact structure and corresponding initialization from the Lottery Ticket Hypothesis can also help in data-free training.

1 Introduction

Deep neural networks (DNNs) have been applied to a wide range of tasks and applications in computer vision and sequence modeling. DNNs with impressive performance are often huge models with a large number of parameters and high computational cost, which limits their deployment on resource constrained devices with limited memory and processing power. With the emergence of edge devices and wide-ranging applications of deep neural networks, the demand for lightweight neural networks has increased.

To address this demand, many methods have been proposed to obtain lightweight models with modest computational/memory costs without a great sacrifice in performance compared to the full model. Some common techniques include knowledge distillation, quantization, and network pruning. Knowledge distillation works by enforcing the smaller network named the student to generate outputs similar to those of the trained larger network named the teacher [HVD15]. Quantization refers to reducing the number of bits for representing network parameters or their activations [CBD15]. Network pruning corresponds to keeping a minimal set of network parameters [HMD15]. All these methods, in their conventional setting, require some kind of access to the training set to achieve their best performance. While the availability of training data is a viable assumption for public datasets, there exists many critical cases where the training data is
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inaccessible due to concerns about protecting privacy of the users or the intellectual properties of the corporations [TYRW14, WSC+16, MS19]. These practical limitations motivate us to seek solutions for compressing deep models without accessing training data.

Contributions

Given a pre-trained large scale model with high performance on practical applications, we study data-free methods for training compact models that can run on resource-limited devices. Our contributions are:

- We train compact networks with fast inference capacity and low memory footprint by combining knowledge distillation, quantization, and pruning under an adversarial training framework, where an auxiliary network is adversarially trained to find the worst case synthetic data that differentiates between the given larger network and the target compact network.

- Our method can quantize networks to use extreme low-bit, i.e. binary, representations for weights without noticeable performance degradation, which was not possible by previous data-free methods.

- We compress large networks by pruning the weights of the original network to compression ratios previously only possible with fine-tuning on a large number training data.

- We analyze the convergence of the alternating optimization used for solving the minimax problem of our proposed method. For quantization, we prove an $O(1/\sqrt{k})$ convergence rate for the error bound of convex-concave objectives and bounded gradient variance assumptions. For pruning, we prove linear convergence rate of the nonconvex-nonconcave objective to stationary points under a mild smoothness assumption and a two-sided Polyak-Łojasiewicz condition.

- We find that compared with random initialization, the winning lottery ticket found in the supervised setting also achieves higher accuracy in the data-free setting, indicating the Lottery Ticket Hypothesis may transfer across learning methods and has data-dependent benefits to generalization.

The proposed method can be widely applied to different network architectures, applications, and datasets.

2 Related Works

Data-free Knowledge Transfer

Overall, image synthesis is a common technique used in many recent methods for accomplishing tasks such as distillation, network compression, quantization and model inversion in the data-free setting. [YML+19] proposes adaptive model inversion to tackle tasks such as pruning, distillation, and continual learning without training data. They use a squared error penalty to enforce the batch-statistics of the synthetic images to be similar to those of the training data to generate the synthetic images. Apart from the batch-statistics penalty, the image generation/inversion step follows principles of inceptionism [MOT15]. Adaptive model inversion is an enhanced version of DeepInversion [YML+19] which aims at increasing diversity by incorporating a loss term in model inversion which maximizes the Jensen-Shannon divergence between the logits of the teacher and student networks. [NMS+19] samples class labels from a Dirichlet distribution
and finds synthetic inputs that minimize the KL Divergence between their outputs in the teacher model and the sampled class labels. It then uses such synthetic data for the downstream tasks.

Given a teacher network trained on an unknown dataset, [CWX+19] use a generator to synthesis images that maximize certain responses of the teacher network, so that it can approximate the original training data. Then they use the synthesized images to distill the knowledge of the teacher network onto the student network. [MS19] also use a generator, which is trained to generate pseudo data that maximize the output discrepancy between the student and teacher network. This allows the student network to be trained on data spreading over the input space. These methods require full access to the weights and architecture of the teacher network and are not easily applicable to cases where we only have black-box access to the teacher or only know its architecture. [FSS+19] trains a generator to generate inputs that maximize the discrepancy between the teacher and student models, while training the student to minimize such discrepancy. Despite the similarity in adversarial framework, we train more compact models with quantization and pruning, and provide convergence analysis of such minimax optimization under reasonable assumptions.

Data-free Quantization [HHHS19] illustrate that by enforcing a KL penalty on the batch-normalization statistics for image synthesis, one can produce synthetic images which can be used for quantization. Similarly, [CYD+20] perform calibration and fine-tuning for quantization by generating synthetic data based on the batch-norm statistics. These batch-statistic-based inversion methods have the limitation that they are targeted for models which are trained with batch-normalization layers. In addition to the methods which do quantization by image synthesis, there does exist data-free quantization methods which are post-training. [NBBW19] propose weight equalization and bias correction for data-free quantization. Their proposed method results in minimal loss of ImageNet top-1 accuracy for MobileNetV2 for quantization up to 8-bits (≈ 0.8% drop). To the best of our knowledge, none of the previous data-free methods have been able to efficiently train compact networks with binary weights.

Data-free Compression Model compression by pruning, in the conventional setting where we have access to at least a portion of training data, has greatly progressed during recent years. Early works in reducing redundancies in network parameters illustrated that it is possible to reduce the network complexity by removing redundant neurons [SB15, ZQ10] and weights [LDS90]. Most pruning methods result in smaller subnetworks with higher accuracy than training the same subnetwork from scratch. However, most of the progress has been made under the assumption of data availability, and very few works focus on the data-free setting. Some recent works [YML+19, HHIHS19] proposed data-free compression by utilizing the batch normalization (BN) statistics [IS15] which store first- and second-order statistics of the training data. These data-free methods use gradient methods to generate synthetic images which have similar batch statistics to those of the training data by minimizing the distance between the batch statistics of the synthetic images and the stored BN statistics in the trained model, and then directly use the synthetic data for model pruning.

Lottery Ticket Hypothesis Recently, [FC18] proposed the lottery-ticket hypothesis which shows that randomly-initialized dense neural networks contain a much smaller sub-network with proper initialization that have comparable performance to the larger network when trained using the same
number of iterations. This smaller subnetwork when initialized with the original initialized values used for training the larger network, achieves comparable accuracy to that of the larger network even when trained, in isolation, from scratch. This sub-network is said to have won the initialization lottery and thus is called the winning ticket. Unlike the original lottery ticket hypothesis that relies on the availability of training data, our focus is on evaluating the transferability of lottery ticket from the supervised setting to the data-free setting.

3 Data-free Quantization and Pruning

3.1 Data-free via Adversarial Training

Inspired by [MS19], we exploit adversarial training in a knowledge distillation setting [HVD15] for data-free quantization and pruning. We use the pre-trained large network as the teacher network $T(x; \theta_0)$, and train the compact student network $S(x; \theta_s)$ with quantization or pruning, together with an auxiliary generator $G(z; \theta_g)$. The inputs of the generator $G(z; \theta_g)$ are samples from a Gaussian distribution $z \sim \mathcal{N}(0, I)$. The compact network $S(x; \theta_s)$ is trained to match the output of given network $T(x; \theta_0)$ for any input $x$, while generator $G(z; \theta_g)$ is trained to generate samples that maximize the discrepancy between $S(x; \theta_s)$ and $T(x; \theta_0)$. The minimax objective is written as

$$
\min_{\theta_s} \max_{\theta_g} \mathbb{E}_{z \sim \mathcal{N}(0, I)} D(T(G(z))) || S(G(z); \theta_g, \theta_s),
$$

where $D$ is a function that measures the divergence between the predicted class probabilities of the two networks. We use $D_{KL}(x||y) = \sum_i x^{(i)} \log(x^{(i)}/y^{(i)})$ for quantization follow [MS19]. For pruning, we empirically find that the symmetric Jensen-Shannon Divergence $D_{JS}(x||y) = \frac{1}{2} D_{KL}(x||y) + \frac{1}{2} D_{KL}(y||x)$ improves the stability. Notice this objective is different from [YML+19, CWX+19], where $S(x; \theta_s)$ and $T(x; \theta_0)$ are trained in two separate stages.

In addition, we find the spatial attention regularizations used in [MS19, ZK16a] is also beneficial for data-free quantization and pruning:

$$
\mathcal{R}_a(z; \theta_s) = \beta \sum_{l \in S_a} \left\| \frac{f(s_l)}{\|f(s_l)\|} - \frac{f(t_l)}{\|f(t_l)\|} \right\|,
$$

where $S_a$ is a selected subset of layers, such as the layers before spatial down-sampling operations. $f(x) = 1/N_c \sum_c (x^{(c)})^2$ computes the spatial attention map as the mean of the squared features over the channel dimension, and $s_l, t_l$ are the feature maps of the student and teacher networks at layer $l$.

For notational convenience, we denote the divergence term as

$$
\mathcal{D}(z; \theta_g, \theta_s) = D(T(G(z))) || S(G(z); \theta_g, \theta_s),
$$

and the objective function as

$$
\mathcal{L}(\theta_s, \theta_g) = \mathbb{E}_{z \sim \mathcal{N}(0, I)} [\mathcal{D}(z; \theta_s, \theta_g) + \mathcal{R}_a(z; \theta_s)].
$$

The minimax problem can be optimized by alternating gradient steps. Note that extra constraints are introduced for quantization (Eq. 12) and pruning (Eq. 15). We initialize the to-be-quantized
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compact network by quantizing the full-precision pre-trained weights, and initialize the to-be-pruned
to the same as the given teacher network, both $\mathcal{D}(z; \theta_g, \theta_s)$ and $\mathcal{R}_a(z; \theta_s)$ would be zero, which could make initial training steps challenging. However, interestingly, the pruning process introduces data-independent regularizations on weights that are not zero (unless all weights are zero), which drives the initial stage of training.

3.2 Quantization via BinaryConnect

We slightly modify BinaryConnect (BC) [CBD15] as the quantization method in the gradient
descent steps to update the compact student network. The weights of the network are quantized
into binary values $\{-\delta, \delta\}$ during the optimization process following [CBD15, LDX+17], where $\delta$ is a full-precision scale factor fixed as a constant across all layers.

We accumulate gradients with a full-precision buffer $\theta_b$, and quantize it to get the binary weights. We project the scale of $\theta_b$ to be between $-\delta$ and $\delta$ so that the full precision buffer and the binary weights will not diverge. In summary, each descent step for the compact network with updated
generator $\theta^k_g$ proceeds as following

1. Compute the gradients from the binary weights by taking the sign of the buffer $\theta_b$ as

   $g_k = \nabla_{\theta_b} \mathcal{L}(\delta \text{sign}(\theta_b^k), \theta_g^k), \quad (5)$

2. Accumulate the weight updates into the buffer as

   $\theta^{k+1}_b = \theta_b^k - \alpha_k g_k, \quad (6)$

3. Clip the weights so that it does not exceed the maximum magnitude specified by $\delta$

   $\theta^{k+1}_b = \Pi_{\|\theta_b\|_\infty \leq \delta}(\theta^{k+1}_b), \quad (7)$

   where $\alpha_t$ is the learning rate, $\Pi_{\|\theta_b\|_\infty \leq \delta}(\cdot)$ is a projection operator on the buffer $\theta_b$ such that its magnitude does not exceed $\delta$. Note that we have to keep track of a full precision buffer to quantize to extremely low precision (binary) weights. However, the extra RAM consumption during training is small as the major consumption of RAM comes from the gradient computation. After training for $K$ steps, the weights of the binary network is set to

   $\theta_s = \delta \text{sign}(\theta^K_b). \quad (8)$

3.3 Pruning via Sparse Regularization

We prune the filters of convolutional layers so that the pruned network can achieve acceleration on
any platform without requiring the hardware to support accelerated sparse operations. Specifically,
let $W \in \mathbb{R}^{n \times mk^2}$ be the (flattened) weight matrix of any convolutional layer, with $n$ output channels,
$m$ input channels, and a kernel size of $k$. 
Inspired by [LLS+17], we introduce a trainable scaling factor scaling factor \( s \in \mathbb{R}^n \) for each convolutional filter, i.e., each of the \( n \) filters of \( W \) and the \( n \) entries of the bias (if any) is multiplied by \( s \in \mathbb{R}^n \). This is equivalent to multiplying each channel of the output feature map of the convolution operation by \( s \). For layers with Batch Normalization (BN) [IS15], we can use the trainable scaling factor introduced by BN, and change BN into the following equivalent form:

\[
y = s \left( \frac{x - \mu}{\sqrt{\sigma^2 + \varepsilon}} + b \right),
\]

where \( x \) is the input batch of features, \( \mu, \sigma^2 \) are the mean and variance of the batch, \( \varepsilon > 0 \) is a constant which prevents division by zero, and \( s, b \) are trainable parameters in BN.

We enforce sparsity of these scaling factors \( s \) by adding an \( \ell_1 \)-norm regularization on \( s \), assuming that the number of necessary filters are less than the pre-defined redundant structure of the large network. Together with the regularization from weight decay, redundant filters for the task will be guided to have small weights, and can be identified by the corresponding scaling factor \( s \) since removing filters with small magnitudes will not have much effect on the final feature representations. After the training process, we set a threshold \( t_s \), and convolutional filters with small trainable scaling factors \( s < t_s \) will be pruned.

More specifically, we add the following sparse regularization to the original loss function \( \mathcal{L}(\theta_s, \theta_y) \) for pruning:

\[
\mathcal{R}_p(\theta_s) = \sum_{l=1}^{L} \gamma_l \| s_l \|_1 + \lambda \| W_l \|_F^2 + \lambda \| b_l \|_2^2,
\]

where \( l \) is the index of the layer, \( \gamma_l \) and \( \lambda \) are constants. The values of \( \gamma_l \) are decided by the size of the feature map. In multi-layer convolutional networks, feature maps with larger spatial sizes typically have fewer number of channels and each feature map potentially carries more information. Hence we set \( \gamma_l = \gamma/w_l \), where \( w_l \) is the width of the feature map in layer \( l \) and \( \gamma \) is a constant.

For residual blocks in modern convolutional networks, pruning is more efficient when the corresponding pruned features maps are aligned for layers connected by the residual connection. We apply shared scaling factors for the entire residual block to avoid potential inconsistency between convolutional layers within the residual blocks.

### 4 Convergence analysis

In this section, we analyze the convergence of the alternating optimization for solving the minimax problem under quantization and pruning constraints. This fills in the blank of theoretical analysis for
previous data-free/zero-shot knowledge transfer methods which utilize a generator to generate the synthetic data [FSS+19, MS19]. To make the conclusions applicable to a broader class of problems, by an abuse of notation, we use $F$ to denote the objective function satisfying certain properties, instead of the loss functions $L$ for the specific problems.

### 4.1 Data-free Quantization

In data-free quantization, we are solving the following minimax problem,

$$
\min_x \max_y F(x, y)
$$

by the stochastic update rule

$$
\hat{x}_{k+1} = \hat{x}_k - \alpha_k g_x(x_k, y_k)
$$

$$
x_{k+1} = Q(\hat{x}_{k+1})
$$

$$
y_{k+1} = y_k + \beta_k g_y(x_{k+1}, y_k)
$$

where $E_{g_x}(x, y) = \nabla_x F(x, y), E_{g_y}(x, y) = \nabla_y F(x, y), \alpha_k, \beta_k$ are stepsizes, and $Q$ is the quantization function $Q = \delta \text{sign}(x)$.

Assume the optimal solution $(x^*, y^*)$ exists, then $\nabla_x F(x^*, y^*) = \nabla_y F(x, y^*) = 0$. The following theorem illustrates the convergence of this method by stating that the duality gap, $P(x_k, y_k) = F(x_k, y^*) - F(x^*, y_k)$, vanishes.

**Theorem 4.1.** Suppose the function $F(x, y)$ is convex in $x$, concave in $y$, and Lipschitz (i.e., $\|F(x_1, y) - F(x_2, y)\| \leq L \|x_1 - x_2\|$); and that the partial gradients are uniformly Lipschitz smooth in $x$, (i.e., $\|\nabla_x F(x_1, y) - \nabla_x F(x_2, y)\| \leq L_x \|x_1 - x_2\|$, $\|\nabla_y F(x_1, y) - \nabla_y F(x_2, y)\| \leq L_y \|x_1 - x_2\|$). Suppose further that the stochastic gradient approximations satisfy $E\|g_x(x, y)\|^2 \leq G_x^2, E\|g_y(x, y)\|^2 \leq G_y^2$ for scalars $G_x$ and $G_y$, and that $E\|x^k - x^*\|^2 \leq D_x^2, E\|y^k - y^*\|^2 \leq D_y^2$ for scalars $D_x$ and $D_y$.

If we choose decreasing learning rate parameters of the form $\alpha_k = \frac{C\alpha}{\sqrt{k}}$ and $\beta_k = \frac{C\beta}{\sqrt{k}}$, then the alternating optimization has the error bound,

$$
E[P(\bar{x}^l, \bar{y}^l)] \leq \frac{1}{2\sqrt{l}} \left( \frac{D_x^2}{C_\alpha} + \frac{D_y^2}{C_\beta} \right) + \frac{\sqrt{l + 1}}{2l} (C_\alpha G_x^2 + C_\alpha L_y G_x^2 + C_\alpha L_y D_x^2 + C_\beta G_y^2 + (L_x D_x + LD_x + 2L_y D_y) \sqrt{d}\Delta)
$$

where $\bar{x}^l = \frac{1}{l} \sum_{k=1}^l x^k$, $\bar{y}^l = \frac{1}{l} \sum_{k=1}^l y^k$.

From Theorem 4.1, we can see that the error bound decreases with a standard $O(1/\sqrt{k})$ convergence rate with the convex-concave assumption for stochastic alternating optimization, and eventually converges to a region characterized by the quantization grain $\Delta$. Our error bound also suggests that though we only quantize the compact network $x$, the smoothness of the partial gradients of the compact network $\nabla_x F$ and the teacher network $\nabla_y F$ will reflect in the quantization error. Although the convex-concave assumption is a widely used assumption cannot be satisfied by neural networks in practice, our result provide useful insights and fills in the blank of such analysis in data-free quantization.
4.2 Data-free pruning

Formally, in the case of data-free pruning, we are solving the following minimax problem with sparse rank-reduced regularization,
\[
\min_x \max_y F(x, y),
\]
where \( x = \theta_s, y = \theta_y \), and \( F(x, y) = \mathbb{E}_{z \sim \mathcal{N}(0, I)} [D(z; x, y) + R_a(z; x) + R_p(x)] \). Note that this analysis is general and can be directly applied to previous data-free methods without quantization or pruning, e.g., [MS19]. We are unaware of a previous theoretical analysis for such data-free methods. We assume the gradient \( \nabla F \) can be obtained directly, and use the following updates
\[
x_{k+1} = x_k - \alpha_k \nabla_x F(x_k, y_k) \\
y_{k+1} = y_k + \beta_k \nabla_y F(x_{k+1}, y_k).
\]

For the above scheme, we can prove convergence for a class of nonconvex-nonconcave functions \( F \) in the sense that the gradients vanish, and the method approaches as stationary point. Note, this is stronger than the duality gap notion of convergence used for Theorem 1. Such class of functions should satisfy the following three assumptions.

**Assumption 4.2 (L-Lipschitz gradient/L-Smooth).** We say \( F(x, y) \) has L-Lipschitz gradient, or equivalently L-smooth, if there exists a positive constant \( L > 0 \) such that
\[
\| \nabla_x F(x_1, y_1) - \nabla_x F(x_2, y_2) \| \leq L \| x_1 - x_2 \| + \| y_1 - y_2 \|, \\
\| \nabla_y F(x_1, y_1) - \nabla_y F(x_2, y_2) \| \leq L \| x_1 - x_2 \| + \| y_1 - y_2 \|.
\]

**Assumption 4.3 (Existence of Stationary Point).** The objective function \( F \) has at least one stationary point \( (x^*, y^*) \) where \( \| \nabla_x F(x^*, y^*) \| = \| \nabla_y F(x^*, y^*) \| = 0 \). Also, assume for any fixed \( y \), \( \arg \min_x F(x, y) \) is a non-empty set with finite optimal values, and \( \arg \max_y F(x, y) \) is a non-empty set with finite optimal values.

**Assumption 4.4 (Two-sided PL condition [YKH20]).** The objective function \( F(x, y) \) satisfies the two-sided PL condition if there exists constants \( \mu_1, \mu_2 > 0 \) such that
\[
\frac{1}{2} \| \nabla_x F(x, y) \|^2 \geq \mu_1 [F(x, y) - \min_x F(x, y)], \forall x, y, \\
\frac{1}{2} \| \nabla_y F(x, y) \|^2 \geq \mu_2 [\max_y F(x, y) - F(x, y)], \forall x, y.
\]

Notice that two-sided PL condition does not imply convexity-concavity. The objective function \( F \) can still be nonconvex-nonconcave, as is the case for neural networks.

Also, define the following potential function to measure the inaccuracy of \( (x_k, y_k) \)
\[
P_k := a_k + \lambda b_k,
\]
where \( a_k = h(x_k) - h^*, b_k = h(x_k) - F(x_k, y_k), h(x) = \max_y F(x, y), \) and \( h^* = \min_x h(x) \). Notice both \( a_k \) and \( b_k \) are non-negative.

With these assumptions, we prove linear convergence of the objective function to its stationary point with the update rules in Eq. 15. We give the proof in the supplementary material. The proof technique follows [YKH20].
Theorem 4.5 (Linear Convergence to Stationary Point). Suppose $F(x,y)$ satisfies Assumptions 1,2,3. Define $P_k = a_k + \frac{1}{10}b_k$, $L_h = L + \frac{L^2}{2\mu_2}$. If we run the updates in Eq. 15 with $\alpha = \frac{\mu_1^2}{18L^3}$ and $\beta = \frac{1}{L}$, then
\[
\|\nabla_x F(x_k, y_k)\|^2 + \|\nabla_y F(x_k, y_k)\|^2 \leq P_0 M \left(1 - \frac{\mu_1 \mu_2}{36L^3}\right)^k,
\]
where $M = \max\{\frac{2L_h^2}{\mu_1}, \frac{40L^2}{\mu_2}\}$.

Note that due to the $\ell_1$ regularization in the pruning objective (Eq. 10), and the popular choice of ReLU activation for convolutional neural networks, the smoothness assumption (Assumption 4.2) is not satisfied in our settings. However, the assumption can be satisfied if we use an objective without $\ell_1$ regularization such as VIBNet [DZGW18], accompanied by smooth activations such as GELU [HG16] which approximates ReLU quite well.

5 Data-free Lottery Ticket

We provided theoretical analysis for the convergence of the data-free approach to stationary points for the general adversarial training framework, as well as with quantization and pruning. However, it remains unclear why the data-free training process could land in a good solution where the compact networks generalize and perform well on real world data.

The images synthesized by a well-trained generator are far from being similar to the actual data, e.g., the visualizations of [MS19].

One of the key factors contributing to the success of deep learning is the effective parameter initialization, in the sense that the distribution of the initial weights is good [HZRS15], or there exists a good subnetwork with a proper structure and initialization (the winning Lottery Ticket) [FC18].

We investigate whether there exists a “universal” winning ticket that is beneficial for both supervised and data-free settings by finding the winning ticket in one setting ($S_1$) and evaluating it in another setting ($S_2$). Let $m \in \{0, 1\}^{|\theta_s|}$ be a mask for the student’s set of parameters $\theta_s$ to denote which connections are in the winning ticket. To find a sparsely connected winning ticket $m \odot \theta_s$ with $p\%$ fewer connections, we use an iterative pruning approach similar to [FC18] and repeat the following procedure for $n$ rounds in setting $S_1$ before the winning ticket is re-trained with the same initialization in setting $S_2$:

1. If it is the first round, randomly initialize $\theta_s = \theta_s^{(0)}$, initialize all entries of $m$ to 1, and store the value of $\theta_s^{(0)}$. Otherwise, set $\theta_s = m \odot \theta_s^{(0)}$.

2. Train the network $S(x; \theta_s \odot m)$ in setting $S_1$ for $K$ iterations, only update weights with $m_i = 1$, and get a network parameterized by $m \odot \theta_s^{(K)}$.

3. Sort the unpruned connections by the absolute values of their weights. Prune $(p\%)^{1/n}$ of the weights with smallest absolute values by setting the corresponding masks to 0.

In the current version, we always let $S_1$ be the data-free setting and $S_2$ be the supervised setting. As it will be shown in the experiments, we empirically show that winning tickets obtained from the supervised setting is beneficial for the data-free setting and achieves higher test accuracy, which indicates that certain subnetworks emerge at initialization and helps improve the generalization for
both supervised and data-free setting. We demonstrate the transferability of winning tickets and provide additional evidence that the winning tickets are intrinsic properties of neural networks.

6 Experiments

We follow the experimental setting in data-free knowledge distillation [MS19], where WRN-40-2 and WRN-16-2 networks [ZK16b] are pre-trained on the CIFAR-10 dataset [KNH09] as teacher networks. We train compact networks by the proposed data-free quantization and pruning methods, and report the accuracy on the test set of CIFAR10. We also present the size of the networks, and compare with baselines of data-free methods and fine-tuning methods with data. We perform ablation study on hyperparameters of the proposed methods.

All experiments run on a single GPU (2080 Ti). Unless otherwise specified, we use the default settings following [MS19]. We use Adam optimizer for both the compact network and the auxiliary generator, with learning rates of $2 \times 10^{-3}$ and $10^{-3}$, respectively, and a batch size of 128. The dimension of the generator input $z$ is 100. The generator takes 1 gradient ascent step to increase $L(\theta_s, \theta_g)$, followed by the student taking 10 gradient descent steps (followed by clipping $\theta_b$ for quantization) on the synthetic batch generated by the generator to decrease $L(\theta_s, \theta_g)$ (plus regularization terms $R_p$ for pruning).

6.1 Data-free Quantization

Following the practice of [RORF16], we leave the first convolutional layer and the final linear layer’s weights as full-precision, and quantize the weights of all intermediate layers into binary. We fix the scaling factor across all quantized layers as a constant $\delta$. We do a grid search for $\delta$ by setting the teacher to WRN-40-2 and the student to WRN-16-2, and present the results in Figure 2. The accuracy of our best result (88.14%) is only 1.57% lower than that of the full-precision network in the data-free setting [MS19], even though most of the networks weights are binarized. Further, by using WRN-16-2 as the teacher network, and initializing the weights of the binary student as $\delta \text{sign}(\theta_0)$, we can achieve a higher accuracy of 88.98%. As a comparison, training a WRN-16-2 with BC on CIFAR10 achieves 92.97% in the presence of data with data augmentation. This indicates our data-free framework is able to recover most of the capabilities of augmented data for training binary networks.
Table 1: Performance of the pruned network (WRN-16-2) under different weight decay (λ) when γ=2e-3 and the pruning threshold \( t_s = 0.1 \).

### 6.2 Data-free Pruning

For pruning, we have introduced additional hyper-parameters \( \gamma, \lambda \) as defined in Eq. 10, and we use Jensen-Shannon divergence \( D_{JS} \). Following a grid search, we set the learning rate to \( 10^{-3} \). We prune a WRN-16-2 network. Table 1 shows the number of parameters (#Params), floating point operations (#FLOPs) and the accuracy (Acc) of the pruned model under different weight decays (\( \lambda \)), from which we can see that weight decay has significant impact on the size of the pruned model. Increasing the weight decay penalty by a factor of 6, results in a network with 43% fewer parameters.

By comparison, the impact of \( \gamma \) is less significant in the observed range. If we fix \( \lambda = 4e-3 \), #Params are 372K, 348K and 333K for \( \gamma = 1e-3, 2e-3 \) and \( 4e-3 \), respectively. However, higher weight decay can lead to instability of the training process.

The value of weight decay \( \lambda \) not only affects the compression ratio, but also affects the quality of the generator. We plot the images generated by the generator at the end of the optimization process in Figure 3. As \( \lambda \) becomes larger, the network is pruned further and the generated images look sharper.

![Figure 3: Random samples from the generator. Every three columns correspond to the generator from a different setting, corresponding to the settings for \( \lambda = 1e-5, 2e-5, 4e-5, 5e-5 \) in Table 1. As \( \lambda \) becomes larger, the network is pruned further and the generated images look sharper.](image)

**Comparing two divergence metrics:** We find using the symmetric Jensen-Shannon divergence (JSD) as the objective results in better compression ratios and improves the stability. To analyze what contributes to such an improvement, we look at the average entropy of the teacher network’s predictions throughout the training process. The lower the entropy is, the teacher network’s output probabilities for the input pseudo batches generated by \( G(z; \theta_g) \) are more concentrated, which indicates that the pseudo batches are closer to the teacher network’s training data. In fact, using JSD does reduce such entropy under the same setting, as shown in Table 2. With JSD,
the generator generates pseudo batches that are closer to the data distribution for the following compression.

**Comparison to supervised setting:** In the supervised setting, various data augmentation techniques can be applied to improve the generalization of the model. Counter-intuitively, such data augmentations can also improve the compression ratio of the WRN’s for our compression approach. Our data-free pruning does not perform as good as the supervised setting with data augmentation, but is quite close to the supervised setting without data augmentation. For instance, we can prune the network down to \(\approx 250K\) parameters while maintaining \(\approx 90\%\) accuracy. The results are shown in Table 3. This inspires us to further investigate enhancing the variety of the generated pseudo batches.

| \(\lambda\) | \(\gamma\) | #Params | #FLOPs | Acc  |
|------------|------------|--------|--------|------|
| Supervised | 5e-4       | 1e-3   | 243K   | 36.8M| 88.84|
| Supervised + Aug. | 5e-4       | 1e-3   | 236K   | 43.3M| 92.71|
| Data-free  | 5e-5       | 3e-3   | 339K   | 52.3M| 90.57|
| Data-free + Warm up | 3e-4       | 1e-2   | 254K   | 48.2M| 89.19|

Table 3: Comparing the data free approach with supervised setting, where in the supervised setting the training data is available. For “Data-free + Warm up”, we increase the value of \(\lambda\) and \(\gamma\) linearly from 0 to the values reported in the table. With data augmentation, even more parameters can be pruned in the supervised setting, despite having more computations for a higher test accuracy. The data free setting preserves slightly more parameters than the supervised setting without data augmentations, but the test accuracy is higher. Note that the unpruned network in the same setting has an accuracy of 89.71\% [MS19].

| Student   | #Params (ticket) | Acc. (ticket) | Acc. (random) |
|-----------|-----------------|---------------|---------------|
| WRN-16-2  | 53.0K           | 77.03         | 75.48         |
| WRN-16-2  | 45.5K           | 74.66         | 73.56         |

Table 4: Comparing the test accuracy of training the winning ticket found in the supervised setting, and the network with the same structure but a different random initialization. We prune 20\% weights of the convolutional layers, and run 13 and 14 rounds to find the two tickets.
6.3 Finding Winning Tickets for Data-free Setting

To find the winning lottery ticket, we use the procedure as described in the previous section, finding the lottery ticket on supervised setting and evaluate the winning ticket in the data-free setting by training only the weights from the winning ticket in our framework. Following the same setup as [FC18], we only prune the parameters of the weights of convolutional layers. In each round, we prune 20% of the remaining weights. We use a batch size of 128, a learning rate of 0.03 with SGD (momentum 0.9) and train the network for 30000 iterations in the supervised settings. For the data-free setting, the is set to WRN-40-2. The results are in Table 4. From the results of [FC18], we have already know that such winning tickets are beneficial for supervised learning. Despite using a different optimizer (Adam), a different learning rate (2e-3), and a different learning approach (data-free), such winning tickets is still beneficial for the network to generalize well on the same dataset, indicating that the winning ticket has some inductive bias which benefits generalization and transfers across optimizers and learning approaches.

7 Conclusion

We study data-free quantization and pruning for training compact networks with strong performance, and provide empirical and theoretical analysis for the proposed adversarial training method. To the best of our knowledge, this paper presents the first method that can train compact network with extreme low bit precision, i.e., binary quantization, without having access to training data. Empirically, we show that weight decay has a great effect on accuracy and the compression ratio. We also illustrate that a symmetric divergence such as Jensen-Shannon enhances the quality of the synthetic input examples. We provide convergence guarantees under mild conditions for the general minimax problem underlying the data-free adversarial training framework, with and without extra constraints from quantization and pruning. Finally, we demonstrate the transferability of Lottery Tickets by showing that winning tickets from the standard supervised setting can benefit the data-free training, shedding some light on the connections in optimization landscapes between supervised and the proposed data-free learning.
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A Proofs for Data-free Quantization

Assume the optimal solution \((x^*, y^*)\) exists, then \(\nabla_x F(x^*, y) = \nabla_y F(x, y^*) = 0\). We show the convergence for the primal-dual gap \(P(x_k, y_k) = F(x_k, y_k) - F(x^*, y_k)\). We prove the \(O(1/\sqrt{k})\) convergence rate in Theorem 4.1 by using Lemma A.2 and Lemma A.3, which present the contraction of primal and dual updates, respectively.

**Lemma A.1.** The quantization error is bounded by

\[
\|Q(x) - x\| \leq \sqrt{d} \Delta
\]  

(18)

**Lemma A.2.** Suppose \(F(x,y)\) is convex in \(x\) and Lipschitz \(\|F(x_1,y) - F(x_2,y)\| \leq L \|x_1 - x_2\|\); and has Lipschitz gradients \(\|\nabla_x F(x_1,y) - \nabla_x F(x_2,y)\| \leq L_x \|x_1 - x_2\|\); and bounded variance \(\mathbb{E}[\|g_x(x,y)\|^2] \leq G_x^2\); and \(\mathbb{E}[\|x_k - x^*\|^2] \leq D_x^2\), we have

\[
\mathbb{E}[F(x_k,y_k)] - \mathbb{E}[F(x^*, y_k)] \leq \frac{1}{2\alpha_k} \left( \mathbb{E}[\|\hat{x}_k - x^*\|^2] - \mathbb{E}[\|\hat{x}_{k+1} - x^*\|^2] \right) + \frac{\alpha_k G_x^2}{2} + (L_x + L)D_x \sqrt{d} \Delta
\]

(19)

**Proof.** From gradient descent step, we have

\[
\|\hat{x}_{k+1} - x^*\|^2 = \|\hat{x}_k - \alpha_k g_x(x_k, y_k) - x^*\|^2
= \|\hat{x}_k - x^*\|^2 - 2\alpha_k \langle g_x(x_k, y_k), \hat{x}_k - x^* \rangle + \alpha_k^2 \|g_x(x_k, y_k)\|^2
= \|\hat{x}_k - x^*\|^2 - 2\alpha_k \langle g_x(\hat{x}_k, y_k) - g_x(x_k, y_k), \hat{x}_k - x^* \rangle + \alpha_k^2 \|g_x(x_k, y_k)\|^2
= \|\hat{x}_k - x^*\|^2 - 2\alpha_k \langle g_x(\hat{x}_k, y_k), \hat{x}_k - x^* \rangle + 2\alpha_k \langle g_x(\hat{x}_k, y_k) - g_x(x_k, y_k), \hat{x}_k - x^* \rangle
+ \alpha_k^2 \|g_x(x_k, y_k)\|^2
\]

(20)

Take expectation on both side of the equation, \(\langle g_x(\hat{x}_k, y_k) - g_x(x_k, y_k), \hat{x}_k - x^* \rangle\) on the right hand side can be written as

\[
\mathbb{E}[\langle g_x(\hat{x}_k, y_k) - g_x(x_k, y_k), \hat{x}_k - x^* \rangle] = \mathbb{E}[\langle \nabla_x F(\hat{x}_k, y_k) - \nabla_x F(x_k, y_k), \hat{x}_k - x^* \rangle]
\]

(21)

\[
\leq \mathbb{E}[\|\nabla_x F(\hat{x}_k, y_k) - \nabla_x F(x_k, y_k)\| \|\hat{x}_k - x^*\|]
\]

(22)

\[
\leq \mathbb{E}[L_x \|\hat{x}_k - x^*\| \|\hat{x}_k - x^*\|]
\]

(23)

\[
\leq L_x \sqrt{d} \Delta \mathbb{E}[\|\hat{x}_k - x^*\|]
\]

(24)

Substitute with \(\mathbb{E}[g_x(x,y)] = \nabla_x F(x,y)\), apply \(\mathbb{E}[\|g_x^2(x,y)\|] \leq G_x^2\) and \(\mathbb{E}[\|x_k - x^*\|] \leq \sqrt{d} \Delta \mathbb{E}[\|\hat{x}_k - x^*\|^2] = D_x\) to get

\[
\mathbb{E}[\|x_{k+1} - x^*\|^2] \leq \mathbb{E}[\|x_k - x^*\|^2] - 2\alpha_k \mathbb{E}[\|\nabla_x F(x_k, y_k), x_k - x^* \rangle]
+ \alpha_k G_x^2 + 2\alpha_k L_x D_x \sqrt{d} \Delta.
\]

(26)

Since \(F(x,y)\) is convex in \(x\), we have

\[
\langle \nabla_x F(x_k, y_k), x_k - x^* \rangle \geq F(x_k, y_k) - F(x^*, y_k).
\]

(27)
Combining Eq. 26 and Eq. 27, we have
\[
\mathbb{E}[\mathcal{F}(\hat{x}_k, y_k)] - \mathbb{E}[\mathcal{F}(x^*, y_k)] \leq \frac{1}{2\alpha_k} \left( \mathbb{E}[\|\hat{x}_k - x^*\|^2] - \mathbb{E}[\|\hat{x}_{k+1} - x^*\|^2] \right) + \frac{\alpha_k G_x^2}{2} + L_x D_x \sqrt{d} \Delta.
\] (28)

We further have
\[
\mathbb{E}[\mathcal{F}(x_k, y_k)] - \mathbb{E}[\mathcal{F}(x^*, y_k)]
= \mathbb{E}[\mathcal{F}(x_k, y_k)] - \mathbb{E}[\mathcal{F}(\hat{x}_k, y_k)] + \mathbb{E}[\mathcal{F}(\hat{x}_k, y_k)] - \mathbb{E}[\mathcal{F}(x^*, y_k)]
\leq \mathbb{E}[\|\mathcal{F}(x_k, y_k) - \mathcal{F}(\hat{x}_k, y_k)\|] + \mathbb{E}[\mathcal{F}(\hat{x}_k, y_k)] - \mathbb{E}[\mathcal{F}(x^*, y_k)]
\leq LD_x \sqrt{d} \Delta + \mathbb{E}[\mathcal{F}(\hat{x}_k, y_k)] - \mathbb{E}[\mathcal{F}(x^*, y_k)]
\] (32)
where Eq. 32 can be proved by applying quantization error, function Lipschitz, and diameter bound. Combine Eq. 28 and Eq. 32 to get Eq. 19 in the lemma. 

**Lemma A.3.** Suppose \(\mathcal{F}(x,y)\) is concave in \(y\) and has Lipschitz gradients, i.e., \(\|\nabla_y \mathcal{F}(x_1,y) - \nabla_y \mathcal{F}(x_2,y)\| \leq L_y \|x_1 - x_2\|\); and bounded variance, \(\mathbb{E}[\|g_x(x,y)\|^2] \leq G_x^2\), \(\mathbb{E}[\|g_y(x,y)\|^2] \leq G_y^2\); and \(\mathbb{E}[\|y_k - y^*\|^2] \leq D_y^2\), we have
\[
\mathbb{E}[\mathcal{F}(x_k, y^*)] - \mathbb{E}[\mathcal{F}(x_k, y_k)] \leq \frac{1}{2\beta_k} \left( \mathbb{E}[\|y_k - y^*\|^2] - \mathbb{E}[\|y_{k+1} - y^*\|^2] \right) + \frac{\beta_k G_y^2}{2} + 2 L_y D_y \sqrt{d} \Delta + \frac{L_y \alpha_k}{2} (G_x^2 + D_y^2).
\] (33)

**Proof.** From the gradient ascent step, we have
\[
\|y_{k+1} - y^*\|^2 = \|y_k + \beta_k g_y(x_{k+1}, y_k) - y^*\|^2
= \|y_k - y^*\|^2 + 2 \beta_k (g_y(x_{k+1}, y_k), y_k - y^*) + \beta_k^2 \|g_y(x_{k+1}, y_k)\|^2.
\] (34)

Take expectation on both sides of the equation, substitute \(\mathbb{E}[g_y(x,y)] = \nabla_y \mathcal{F}(x,y)\), and apply \(\mathbb{E}[\|g_y^2(x,y)\|] \leq G_y^2\) to get
\[
\mathbb{E}[\|y_{k+1} - y^*\|^2] \leq \mathbb{E}[\|y_k - y^*\|^2] + 2 \beta_k \mathbb{E}[\langle \nabla_y \mathcal{F}(x_{k+1}, y_k), y_k - y^* \rangle] + \beta_k^2 G_y^2.
\] (36)

Reorganize Eq. 36 to get
\[
\mathbb{E}[\|y_{k+1} - y^*\|^2] - \mathbb{E}[\|y_k - y^*\|^2] - \beta_k^2 G_y^2 \leq 2 \beta_k \mathbb{E}[\langle \nabla_y \mathcal{F}(x_{k+1}, y_k), y_k - y^* \rangle].
\] (37)

The right hand side of Eq. 37 can be represented as
\[
\mathbb{E}[\langle \nabla_y \mathcal{F}(x_{k+1}, y_k), y_k - y^* \rangle]
= \mathbb{E}[\langle \nabla_y \mathcal{F}(x_{k+1}, y_k) - \nabla_y \mathcal{F}(x_k, y_k) + \nabla_y \mathcal{F}(x_k, y_k), y_k - y^* \rangle]
= \mathbb{E}[\langle \nabla_y \mathcal{F}(x_{k+1}, y_k) - \nabla_y \mathcal{F}(x_k, y_k), y_k - y^* \rangle] + \mathbb{E}[\langle \nabla_y \mathcal{F}(x_k, y_k), y_k - y^* \rangle],
\] (38)
where
\[
\mathbb{E}[\langle \nabla_y \mathcal{F}(x_{k+1}, y_k) - \nabla_y \mathcal{F}(x_k, y_k), y_k - y^* \rangle] \]  
(41)
\[
\leq \mathbb{E}[\| \nabla_y \mathcal{F}(x_{k+1}, y_k) - \nabla_y \mathcal{F}(x_k, y_k) \| \| y_k - y^* \|] \]  
(42)
\[
\leq \mathbb{E}[L_y \| x_{k+1} - x_k \| \| y_k - y^* \|] \]  
(43)
\[
= L_y \mathbb{E}[\| (\mathcal{Q}(\hat{x}_{k+1}) - \hat{x}_{k}) \| \| y_k - y^* \|] \]  
(44)
\[
= L_y \mathbb{E}[\| (\mathcal{Q}(\hat{x}_{k+1}) - \hat{x}_{k}) - (\mathcal{Q}(\hat{x}_k) - \hat{x}_k) + (\hat{x}_{k+1} - \hat{x}_k) \| \| y_k - y^* \|] \]  
(45)
\[
\leq L_y \mathbb{E}[\sqrt{\Delta} \| \mathcal{Q}(\hat{x}_{k+1}) - \hat{x}_{k+1} \| + \| (\mathcal{Q}(\hat{x}_k) - \hat{x}_k) + \| \alpha_k g_x(x_k, y_k) \| \| y_k - y^* \|] \]  
(46)
\[
\leq 2L_y \sqrt{\Delta} \mathbb{E}[\| y_k - y^* \|] + \mathbb{E}[\| \alpha_k g_x(x_k, y_k) \| \| y_k - y^* \|] \]  
(47)
\[
\leq 2L_y \sqrt{\Delta} \mathbb{E}[\| y_k - y^* \|] + \frac{L_y \alpha_k}{2} \mathbb{E}[\| g_x(x_k, y_k) \|^2 + \| y_k - y^* \|^2] \]  
(48)
\[
\leq 2L_y \sqrt{\Delta} D_y + \frac{L_y \alpha_k}{2} (G_x^2 + D_y^2). \]  
(49)
Lipschitz smoothness is used for Eq. 43; quantization error bound is used in Eq. 47, which is independent of the stochasticity. From the convexity of quadratic function, we have \(\mathbb{E}[\| y_k - y^* \|] \leq \sqrt{\mathbb{E}[\| y_k - y^* \|^2]} \leq D_y\) to get Eq. 50. Since \(\mathcal{F}(x, y)\) is concave in \(y\), we have
\[
\langle \nabla_y \mathcal{F}(x_k, y_k), y_k - y^* \rangle \leq \mathcal{F}(x_k, y_k) - \mathcal{F}(x_k, y^*). \]  
(51)

Combine equations (37, 40, 50 to 51)
\[
\frac{1}{2\beta_k} \left( \mathbb{E}[\| y_{k+1} - y^* \|^2] - \mathbb{E}[\| y_k - y^* \|^2] \right) - \frac{\beta_k}{2} G_y^2 \]  
(52)
\[
\leq 2L_y \sqrt{\Delta} D_y + \frac{L_y \alpha_k}{2} (G_x^2 + D_y^2) + \mathbb{E}[\mathcal{F}(x_k, y_k) - \mathcal{F}(x_k, y^*)]. \]

Rearrange the order of Eq. 52 to achieve Eq. 33.

**Proof for Theorem 4.1**

**Proof.** Combining Eq. 19 and Eq. 33 in the Lemmas, the primal-dual gap \(P(x_k, y_k) = \mathcal{F}(x_k, y^*) - \mathcal{F}(x^*, y_k)\) satisfies,
\[
\mathbb{E}[P(x_k, y_k)] \leq \frac{1}{2\alpha_k} \left( \mathbb{E}[\| \hat{x}_k - x^* \|^2] - \mathbb{E}[\| \hat{x}_{k+1} - x^* \|^2] \right) + \frac{\alpha_k}{2} G_x^2 + (L_x + L)D_x \sqrt{\Delta} \]  
(53)
\[
+ \frac{1}{2\beta_k} \left( \mathbb{E}[\| y_k - y^* \|^2] - \mathbb{E}[\| y_{k+1} - y^* \|^2] \right) + \frac{\beta_k}{2} G_y^2 + 2L_y \sqrt{\Delta} D_y \Delta \]  
(53)
\[
+ \frac{L_y \alpha_k}{2} (G_x^2 + D_y^2). \]  
(53)
Assume \( E \) Combine Eq. 56 and Eq. 60 to prove

\[
\sum_{k=1}^{l} \mathbb{E}[P(x_k, y_k)] \leq \frac{1}{2\alpha_1} \mathbb{E}[\|x^1 - x^*\|^2] + \sum_{k=2}^{l} \left( \frac{1}{2\alpha_k} - \frac{1}{2\alpha_{k-1}} \right) \mathbb{E}[\|x_k - x^*\|^2] + \sum_{k=1}^{l} \frac{\alpha_k}{2} (G_x^2 + L_y G_x^2 + L_y D_y^2) + \frac{1}{2\beta_1} \mathbb{E}[\|y^1 - y^*\|^2] + \sum_{k=2}^{l} \left( \frac{1}{2\beta_k} - \frac{1}{2\beta_{k-1}} \right) \mathbb{E}[\|y_k - y^*\|^2] + \sum_{k=1}^{l} \frac{\beta_k}{2} G_y^2 + l (L_x D_x + LD_x + 2L_y D_y) \sqrt{d}.\]

(54)

Assume \( \mathbb{E}[\|x_k - x^*\|^2] \leq D_u^2 \), \( \mathbb{E}[\|y_k - y^*\|^2] \leq D_y^2 \) are bounded, we have

\[
\sum_{k=1}^{l} \mathbb{E}[P(x_k, y_k)] \leq \frac{1}{2\alpha_1} D_u^2 + \sum_{k=2}^{l} \left( \frac{1}{2\alpha_k} - \frac{1}{2\alpha_{k-1}} \right) D_u^2 + \sum_{k=1}^{l} \frac{\alpha_k}{2} (G_x^2 + L_y G_x^2 + L_y D_y^2) + \frac{1}{2\beta_1} D_y^2 + \sum_{k=2}^{l} \left( \frac{1}{2\beta_k} - \frac{1}{2\beta_{k-1}} \right) D_y^2 + \sum_{k=1}^{l} \frac{\beta_k}{2} G_y^2 + l (L_x D_x + LD_x + 2L_y D_y) \sqrt{d}.\]

(55)

Since \( \alpha_k, \beta_k \) are decreasing and \( \sum_{k=1}^{l} \alpha_k \leq C_\alpha \sqrt{l + 1}, \sum_{k=1}^{l} \beta_k \leq C_\beta \sqrt{l + 1} \), we have

\[
\sum_{k=1}^{l} \mathbb{E}[P(x_k, y_k)] \leq \frac{\sqrt{l}}{2} \left( \frac{D_x^2}{C_\alpha} + \frac{D_y^2}{C_\beta} \right) + \frac{\sqrt{l + 1}}{2} \left( C_\alpha G_x^2 + C_\alpha L_y G_x^2 + C_\alpha L_y D_y^2 + C_\beta G_y^2 \right) + l (L_x D_x + LD_x + 2L_y D_y) \sqrt{d}\Delta.
\]

(56)

For \( \bar{x}^l = \frac{1}{l} \sum_{k=1}^{l} x_k, \bar{y}^l = \frac{1}{l} \sum_{k=1}^{l} y_k \), because \( F(x, y) \) is convex-concave, we have

\[
\mathbb{E}[P(\bar{x}^l, \bar{y}^l)] = \mathbb{E}[F(\bar{x}^l, x^*) - F(x^*, \bar{y}^l)] \leq \mathbb{E}[\frac{1}{l} \sum_{k=1}^{l} (F(x_k, y_k) - F(x^*, y_k))] \leq \frac{1}{l} \sum_{k=1}^{l} \mathbb{E}[F(x_k, y_k) - F(x^*, y_k)] \leq \frac{1}{l} \sum_{k=1}^{l} \mathbb{E}[P(x_k, y_k)].
\]

(57)

(58)

(59)

(60)

Combine Eq. 56 and Eq. 60 to prove

\[
\mathbb{E}[P(\bar{x}^l, \bar{y}^l)] \leq \frac{1}{2\sqrt{l}} \left( \frac{D_x^2}{C_\alpha} + \frac{D_y^2}{C_\beta} \right) + \frac{\sqrt{l + 1}}{2l} \left( C_\alpha G_x^2 + C_\alpha L_y G_x^2 + C_\alpha L_y D_y^2 + C_\beta G_y^2 \right) + (L_x D_x + LD_x + 2L_y D_y) \sqrt{d}\Delta.
\]

(61)
B Proofs for Data-free Pruning

The proof is a simplification of [YKH20] assuming a gradient oracle, i.e., $\nabla F(x, y)$ can be obtained at any $(x, y)$.

B.1 Key Lemmas

The following lemmas will be used in the main proofs.

**Lemma B.1** (PL indicates EB and QG [KNS16]). Any $l$-smooth function $f(\cdot)$ satisfying PL with constant $\mu$ also satisfies Error Bound (EB) condition with $\mu$, i.e.,
\[ \|\nabla f(x)\| \geq \mu \|x^* - x\|, \forall x, \]
where $x^*$ is the projection of $x$ onto the optimal set.

Such $f(\cdot)$ also satisfies Quadratic Growth (QG) condition with $\mu$, i.e.,
\[ f(x) - f^* \geq \frac{\mu}{2} \|x^* - x\|^2, \forall x. \]

It is easy to derive from the EB condition that $l \geq \mu$.

**Lemma B.2** (Smoothness and gradient of $h$ [NSH+19]). In the original minimax problem, if $-F(x, \cdot)$ satisfies PL condition with constant $\mu^2$ for any $x$, and $F$ is $L$-smooth (Assumption 1), then the function $h(x) := \max_y F(x, y)$ is $L_h$-smooth with $L_h = L + \frac{L^2}{2\mu^2}$, and $\nabla h(x) = \nabla_x F(x, y^*(x))$ for any $y^*(x) \in \arg\max_y F(x, y)$.

Also, $h(x)$ satisfies PL condition.

**Lemma B.3** ($h$ is $\mu_1$-PL [YKH20]). If $F(x, y)$ satisfies Assumption 1 and Assumption 3, then function $h(x) := \max_y F(x, y)$ satisfies the PL condition with $\mu_1$.

B.2 Main Proofs

We first prove a contraction theorem for each iteration in the noiseless setting.

**Theorem B.4** (Contraction of Potential Function). Assume Assumptions 1, 2, 3 hold for $F(x, y)$. If we run one iteration of updates in Eq. 15 with $\alpha_k = \alpha \leq 1/L_h$ ($L_h = L + \frac{L^2}{2\mu^2}$ as specified in Lemma B.2) and $\beta_k = \beta \leq 1/L$, then
\[ a_{k+1} + \lambda b_{k+1} \leq \max\{\gamma_1, \gamma_2\}(a_k + \lambda b_k), \]
where
\[ \gamma_1 = 1 - \mu_1 \alpha - \lambda \mu_1 (1 - \mu_2 \beta) \left[ \alpha - \left(2\alpha + \alpha^2 L\right) \left(1 + \frac{1}{\varepsilon}\right) \right], \]
\[ \gamma_2 = 1 - \mu_2 \beta + \frac{\alpha L^2}{\lambda \mu_2} + \left(1 - \mu_2 \beta\right) \frac{L^2}{\mu_2} \left[ \left(2\alpha + \alpha^2 L\right) \left(1 + \varepsilon\right) + \alpha \right], \]
and $\lambda > 0, \varepsilon > 0$ are constants satisfying
\[ \frac{\alpha}{2} + \lambda (1 - \mu_2 \beta) \left[ \frac{\alpha}{2} - \left(\alpha + \frac{\alpha^2 L}{2}\right) \left(1 + \frac{1}{\varepsilon}\right) \right] \geq 0. \]
Proof. We look at \( a_{k+1} \) and \( b_{k+1} \) separately to derive bounds for the potential function. Since \( h(x) \) is \( L_h \)-smooth by Lemma B.2, we have

\[
a_{k+1} = h(x_{k+1}) - h^* \leq h(x_k) - h^* + \langle \nabla h(x_k), x_{k+1} - x_k \rangle + \frac{L_h}{2} \|x_{k+1} - x_k\|^2
\]

\[
= a_k - \alpha \langle \nabla h(x_k), \nabla_x F(x_k, y_k) \rangle + \frac{L_h \alpha^2}{2} \|F(x_k, y_k)\|^2
\]

\[
\leq a_k + \frac{\alpha}{2} \|\nabla_x F(x_k, y_k) - \nabla h(x_k)\| - \frac{\alpha}{2} \|\nabla h(x_k)\|^2,
\]

where the second inequality uses the assumption that \( \alpha \leq 1/L_h \).

The values of \( \|\nabla_x F(x_k, y_k) - \nabla h(x_k)\|^2 \) and \( \|\nabla h(x_k)\|^2 \) can be bounded by \( a_k, b_k \). With Lemma B.2 and Assumption 1, we have

\[
\|\nabla_x F(x_k, y_k) - \nabla h(x_k)\|^2 \leq \|\nabla_x F(x_k, y_k) - \nabla_x F(x_k, y^*(x_k))\|^2 \leq L^2 \|y^*(x_k) - y_k\|^2,
\]

for \( \forall y^*(x_k) \in \text{arg max}_y F(x_k, y) \). Because \( -F(x_k, y) \) is \( \mu_2\)-PL in \( y \), it has Quadratic Growth as defined in Lemma B.1, so

\[
\|\nabla_x F(x_k, y_k) - \nabla h(x_k)\|^2 \leq L^2 \|y^*(x_k) - y_k\|^2 \leq \frac{2L^2}{\mu_2} [h(x_k) - F(x_k, y_k)] = \frac{2L^2}{\mu_2} b_k.
\]

For \( \|\nabla h(x_k)\|^2 \), we know \( g(x) \) is \( \mu_1\)-PL from Lemma B.3, so

\[
\|\nabla h(x_k)\|^2 \geq 2\mu_1 [h(x_k) - h^*] = 2\mu_1 a_k.
\]

For \( b_{k+1} \), we first prove it is a contraction with respect to \( y_k \). Specifically,

\[
b_{k+1} = h(x_{k+1}) - F(x_{k+1}, y_{k+1})
\]

\[
\leq h(x_{k+1}) - F(x_{k+1}, y_{k}) - \langle \nabla_y F(x_{k+1}, y_{k}), y_{k+1} - y_k \rangle + \frac{L}{2} \|y_{k+1} - y_k\|^2
\]

\[
= h(x_{k+1}) - F(x_{k+1}, y_k) + \left( \frac{L\beta^2}{2} - \beta \right) \|\nabla_y F(x_{k+1}, y_{k})\|^2
\]

\[
\leq h(x_{k+1}) - F(x_{k+1}, y_{k}) - \mu_2 \beta [h(x_{k+1}) - F(x_{k+1}, y_{k})]
\]

\[
= (1 - \mu_2 \beta) [h(x_{k+1}) - F(x_{k+1}, y_{k})],
\]

where the first inequality comes from the assumption that \( F(x, y) \) is \( L \)-smooth in \( y \), and the second inequality uses the assumptions that \( \beta \leq 1/L \) and \( F(x, y) \) is \( \mu_2\)-PL in \( y \). Further, observe that

\[
h(x_{k+1}) - F(x_{k+1}, y_{k}) = b_k + F(x_k, y_{k}) - F(x_{k+1}, y_{k}) + h(x_{k+1}) - h(x_k).
\]

Because \( F(x, y) \) is \( L \)-smooth by Assumption 1, we have

\[
F(x_k, y_k) - F(x_{k+1}, y_{k}) \leq -\langle \nabla_x F(x_k, y_k), x_{k+1} - x_k \rangle + \frac{L}{2} \|x_{k+1} - x_k\|^2
\]

\[
= (\alpha + \frac{\alpha^2 L}{2}) \|\nabla_x F(x_k, y_k)\|^2
\]

\[
\leq (\alpha + \frac{\alpha^2 L}{2}) [(1 + \varepsilon) \|\nabla_x F(x_k, y_k) - \nabla h(x_k)\|^2
\]

\[
+ (1 + \frac{1}{\varepsilon}) \|\nabla h(x_k)\|^2],
\]

22
where the second inequality holds according to Young’s inequality for any $\varepsilon > 0$. From 64, we know that
\[ h(x_{k+1}) - h(x_k) = a_{k+1} - a_k \leq \frac{\alpha}{2} \| \nabla_x F(x_k, y_k) - \nabla h(x_k) \|^2 - \frac{\alpha}{2} \| \nabla h(x_k) \|^2. \] (70)

Combining Eq. 67, 68, 69 and 70 together,
\[ b_{k+1} \leq (1 - \mu \beta) \left\{ b_k + \left[ \left( \alpha + \frac{\alpha^2 L}{2} \right) (1 + \varepsilon) + \frac{\alpha}{2} \frac{\alpha}{2} - \left( \alpha + \frac{\alpha^2 L}{2} \right) \left( 1 + \frac{1}{\varepsilon} \right) \right] \| \nabla h(x_k) \|^2 \right\}. \]

Together with Eq. 65 and 66, we know that
\[ a_{k+1} + \lambda b_{k+1} \leq a_k + \lambda (1 - \mu \beta) b_k \]
\[ + \left\{ \frac{\alpha}{2} + \lambda (1 - \mu \beta) \left[ \left( \alpha + \frac{\alpha^2 L}{2} \right) (1 + \varepsilon) + \frac{\alpha}{2} \right] \| \nabla_x F(x_k, y_k) - \nabla h(x_k) \|^2 \right\} \]
\[ - \left\{ \frac{\alpha}{2} + \lambda (1 - \mu \beta) \left[ \frac{\alpha}{2} - \left( \alpha + \frac{\alpha^2 L}{2} \right) \left( 1 + \frac{1}{\varepsilon} \right) \right] \| \nabla h(x_k) \|^2 \right\} \]
\[ \leq \left\{ 1 - \mu_1 \alpha - \lambda \mu_1 (1 - \mu_2 \beta) \left[ \alpha - \left( 2 \alpha + \alpha^2 L \right) \left( 1 + \frac{1}{\varepsilon} \right) \right] \right\} a_k \]
\[ + \lambda \left\{ 1 - \mu \beta + \frac{\alpha L^2}{\lambda \mu_2} + \left( 1 - \mu \beta \right) \frac{L^2}{\mu_2} \left[ \left( 2 \alpha + \alpha^2 L \right) \left( 1 + \varepsilon \right) + \alpha \right] \right\} b_k, \]
\[ \leq \max\{ \gamma_1, \gamma_2 \} (a_k + \lambda b_k) \]
where we have defined
\[ \gamma_1 = 1 - \mu_1 \alpha - \lambda \mu_1 (1 - \mu_2 \beta) \left[ \alpha - \left( 2 \alpha + \alpha^2 L \right) \left( 1 + \frac{1}{\varepsilon} \right) \right], \]
\[ \gamma_2 = 1 - \mu_2 \beta + \frac{\alpha L^2}{\lambda \mu_2} + \left( 1 - \mu_2 \beta \right) \frac{L^2}{\mu_2} \left[ \left( 2 \alpha + \alpha^2 L \right) \left( 1 + \varepsilon \right) + \alpha \right], \]
and the second inequality requires
\[ \frac{\alpha}{2} + \lambda (1 - \mu \beta) \left[ \frac{\alpha}{2} - \left( \alpha + \frac{\alpha^2 L}{2} \right) \left( 1 + \frac{1}{\varepsilon} \right) \right] \geq 0. \]

In addition, the contraction requires both $\gamma_1 < 1$ and $\gamma_2 < 1$. \( \square \)

With the results from Theorem B.4, we prove the linear convergence to stationary points for a class of nonconvex-nonconcave objective functions under proper choice of learning rates.

**Proof of Theorem 4.5**

*Proof.* We first prove that with $\alpha = \frac{\mu_2^2}{18L^2}$ and $\beta = \frac{1}{L}$, the potential function converges as
\[ P_k \leq \left( 1 - \frac{\mu_1 \mu_2^2}{36L^4} \right)^k P_0. \] (72)
Recall that Theorem B.4 requires \( \alpha \leq \frac{1}{L_h} \leq \frac{2}{3L} \) (using the corollary that \( L \geq \mu_2 \) from the Error Bound of Lemma B.1), and \( \beta \leq \frac{1}{L} \). Let \( \lambda = \frac{1}{10} \) and \( \varepsilon = 1 \) in Theorem B.4. We have

\[
\gamma_1 = 1 - \mu_1 \alpha \left\{ 1 + \lambda (1 - \mu_2 \beta) \left[ 1 - (2 + \alpha L) \left( 1 + \frac{1}{\varepsilon} \right) \right] \right\} \\
\leq 1 - \mu_1 \alpha \left[ 1 + \frac{1}{10} (1 - \mu_2 \beta) (1 - 6) \right] \\
\leq 1 - \frac{1}{2} \mu_1 \alpha, \tag{73}
\]

where the first inequality plugs in the values of \( \lambda, \varepsilon \) and uses the fact that \( \alpha \leq \frac{2}{3L} \leq \frac{1}{L} \). With an additional assumption that \( \frac{\mu^2_2 \beta}{\alpha L^2} \geq \frac{52}{3} \) (which is satisfied when \( \alpha = \frac{\mu^2_2}{18L^2} \) and \( \beta = \frac{1}{L} \)),

\[
\gamma_2 = 1 - \frac{\alpha L^2}{\mu_2} \left\{ \frac{\mu^2_2 \beta}{\alpha L^2} - \frac{1}{\lambda} - (1 - \mu_2 \beta) \left[ (2 + \alpha L) (1 + \varepsilon) + 1 \right] \right\} \\
\leq 1 - \frac{\alpha L^2}{\mu_2} \left[ \frac{\mu^2_2 \beta}{\alpha L^2} - 10 - \frac{19}{3} (1 - \mu_2 \beta) \right] \\
\leq 1 - \frac{\alpha L^2}{\mu_2}, \tag{74}
\]

where the first inequality plugs in the values of \( \lambda, \varepsilon \) and uses the fact that \( \alpha \leq \frac{2}{3L} \). Again, using the corollary from EB of Lemma B.1, we know that \( \frac{\mu_1 \mu_2}{2L^2} < 1 \), therefore \( \frac{1}{2} \mu_1 \alpha \leq \frac{\alpha L^2}{\mu_2} \) and \( \gamma_1 > \gamma_2 \). Plug in the value of \( \alpha \) and \( \gamma_1 \), we reach the conclusion of Eq. 72.

Finally, we prove the convergence rate of \( \| \nabla_x \mathcal{F}(x_k, y_k) \|^2 + \| \nabla_y \mathcal{F}(x_k, y_k) \|^2 \) by upper bounding it with the potential function, which is similar to the proof of [YKH20].

First,

\[
\| \nabla_x \mathcal{F}(x_k, y_k) \|^2 \leq \| \nabla h(x_k) \|^2 + \| \nabla_x \mathcal{F}(x_k, y_k) - \nabla g(x_k) \|^2 \\
= \| \nabla h(x_k) - \nabla h(x^*) \|^2 + \| \nabla_x \mathcal{F}(x_k, y_k) - \nabla g(x_k) \|^2 \\
\leq L_h^2 \| x_k - x^* \|^2 + L^2 \| y^*(x_k) - y_k \|^2 \\
\leq \frac{2L^2}{\mu_1} \| x_k - a_k \| + \frac{2L^2}{\mu_2} \| b_k \|, \tag{75}
\]

where the second inequality are based on Lemma B.2, and the last inequality is based on Lemma B.3 and the Quadratic Growth property in B.1.

Second,

\[
\| \nabla_y \mathcal{F}(x_k, y_k) \|^2 \leq \| \nabla_y \mathcal{F}(x_k, y_k) - \nabla_y \mathcal{F}(x_k, y^*(x_k)) \|^2 \\
\leq L^2 \| y_k - y^*(x_k) \|^2 \\
\leq \frac{2L^2}{\mu_2} \| b_k \|, \tag{76}
\]
where the last inequality comes from the Quadratic Growth property for $\mathcal{F}(x_k, \cdot)$. As a result,

$$\|\nabla_x \mathcal{F}(x_k, y_k)\|^2 + \|\nabla_y \mathcal{F}(x_k, y_k)\|^2 \leq \frac{2L_h^2}{\mu_1} a_k + \frac{4L^2}{\mu_2} b_k$$

$$\leq \max\{\frac{2L_h^2}{\mu_1}, \frac{40L^2}{\mu_2}\}(a_k + \frac{1}{10} b_k)$$

$$\leq \max\{\frac{2L_h^2}{\mu_1}, \frac{40L^2}{\mu_2}\} \left(1 - \frac{\mu_1\mu_2^2}{36L^3}\right)^k P_0. \quad (77)$$