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Abstract—This report aims to compare two safety methods: control barrier function and Hamilton-Jacobi reachability analysis. We will consider the difference with a focus on the following aspects: generality of system dynamics, difficulty of construction and computation cost. A standard Dubins car model will be evaluated numerically to make the comparison more concrete.

I. INTRODUCTION

Advances in embedded sensing and computation have enabled robot applications in all kinds of environments and in close interaction with humans, including autonomous transportation, inspection and cleaning services, and medical robotics. Designing provably safe controllers becomes key challenge to these safety-critical applications. Moreover, many of these systems are affected by disturbance in real applications. How to formally verify safety of designed autonomous system becomes active research area in recent years. Researchers have developed many tools to handle this problem, such as model predictive control (MPC), reference governor, reachability analysis, barrier function. Although lots of literature exists for each individual approach, the comparison between them is less explored. In this report, we are aiming to compare the last two approaches with focus on Hamilton-Jacobi (HJ) reachability analysis and Control Barrier Function (CBF) method.

Hamilton-Jacobi (HJ) reachability analysis is a formal verification method for safety of dynamical systems. It computes the reach-avoid set which is the set of states from which the dynamical system can be driven to a target set while avoid unsafe set subject to bounded uncertainty. With modern numerical tools [1], [2], one can computes different types of reachable sets. These tools have been successfully applied in various problems, for example, differential games, safe motion planning and optimal control problems [3]. Reachable set computations often involve solving an HJ partial differential equation (PDE) on grid of the state space (system states, control, and disturbance), resulting in an exponential scaling of computational complexity with respect to system dimensionality. This makes HJ reachability analysis becomes computationally intractable as the state space dimension increases. However, by exploiting system structures, system decomposition [4] technique has significantly mitigated this problem and apply HJ analysis to 10-D quadrotor model [5].

Control barrier functions (CBFs) are level-set functions used to provides formal safety guarantees for nonlinear control affine systems. New formulation of CBF provides a less conservative and flexible constraint enforcement by allowing barrier function to grow when is far away from the boundary of safe set [6], [7]. Recent formulation [6] combing control Lyapunov function (CLF) and CBF in an optimization via a quadratic program (QP) can jointly consider safety constraints via CBFs and system stability requirements through CLFs. This QP based controller can be solved online efficiently and has been successfully used in various multi-input-multi-output safe-critical systems like lane-keeping for autonomous car, Segway balancing, bipedal walking robots, quadrotors, multi-robot formulation [6], [8]–[11]. Despite the great success, developing a CBF is challenging for general systems with high-relative degree systems [12]. This problem becomes even challenging when the system dynamics is subject to unknown disturbance.

They are good literature review paper for both methods. For example, Bansal et al. [3] gives formal and self-contained introduction to reachability theory as well as recent developments that help overcome the curse of dimensionality; Ames et al. [12] is a comprehensive survey paper about control barrier function-based methods. Main technical results are given with various applications. However, the difference and limitations of these two methods is not addresses in detail. The goal of this report is two-fold. First, we aim to show both strengths and weakness of both methods so practitioner can pick the suitable tool for their applications. Second, we hope this report can inspire future researcher to find interesting directions.

II. OVERVIEW OF THE PAPER

In this report, we will consider two safety methods: control barrier function (CBF) and Hamilton-Jacobi reachability analysis (HJ-RA). This report will consist of following parts:

- background of each method
- connection of the two methods
- comparison of these methods in terms of generality of system dynamics, difficulty of construction, computation cost.
- challenges and practical issue arises from two methods
- case study of Dubins car
- conclusion and summary for both approaches
III. PROBLEM FORMULATION

Consider a general nonlinear dynamical system operating in an environment subject to external disturbance satisfying the following dynamics:
\[
x = f(x, u, d)
\]
where \( x \in \mathcal{X} \subset \mathbb{R}^n \) is the state, \( u \in \mathcal{U} \subset \mathbb{R}^m \) is the admissible control input, and \( d \in \mathcal{D} \subset \mathbb{R}^n \) is the disturbance might be an exogenous noise or model uncertainty. We assume \( f \) are locally Lipschitz, so that there exists a unique trajectory of (1). Let \( \xi_{x_0,t_0}^{u,d}(t) \) denotes the system trajectory at time \( t \) by starting at time \( t_0 \) with initial state \( x_0 \) and applying input functions \( u(\cdot) \) and \( d(\cdot) \) over time horizon \( [t_0, T] \). The environment contains a set \( \mathcal{G} \) that is the goal configuration that the agent would like to reach and unsafe region \( \mathcal{F} \) which would lead to harmful behaviors. We would like to find the control inputs \( u(\cdot) \) that can drive the system reach the goal region \( \mathcal{G} \), despite the worst-case disturbance and while avoiding unsafe set \( \mathcal{F} \) at all times.

IV. BACKGROUND

A. Hamilton Jacobi reachability analysis

Hamilton-Jacobi reachability analysis (HJ-RA) is a formal verification method for safety of dynamical systems. The key concept of this approach is backward reachable tube and backward reach-avoid tube.

Definition 1. Backward Reachable Tube (BRT). BRT is the set of initial states for which the agent acting optimally and under worst-case disturbances, will eventually reach the target set \( \mathcal{L} \) within the time horizon \([t_0, T]\):

\[
\mathcal{R}_{t_0}^{\text{BRT}}(\mathcal{L}) = \left\{ x_0 \in \mathcal{X} : \exists d(\cdot), \forall u(\cdot), \exists t \in [t_0, T], \xi_{x_0,t_0}^{u,d}(t) \in \mathcal{L} \right\}
\]

Remark 1. In above definition, non-anticipative strategy for disturbance is assumed, more detail can be found in [13].

BRT contains all possible unsafe initial conditions that potentially lead to failure. In some literature, BRT has been called robust inevitable backward reachable tube. In HJ-RA, the computation of BRT is formulated as a zero-sum differential game between control and disturbance which can be solved using principle of dynamic programming. First, define the unsafe set \( \mathcal{F} \) as sub-zero level function of some function \( l(x) \), i.e., \( \mathcal{F} = \{ x : l(x) \leq 0 \} \) and treat it as target set \( \mathcal{L} \). Typically, the signed distance function to \( \mathcal{F} \) is used [3]. Then, we can define reward function as the pointwise in time minimum distance of trajectory to \( \mathcal{F} \) over time:

\[
J(x_0,t_0,u(\cdot),d(\cdot)) = \min_{t \in [t_0,T]} l(\xi_{x_0,t_0}^{u,d}(t)).
\]

The associated value function is defined as:

\[
V_{\text{BRT}}(x,t) = \inf_u \sup_d \{ J(x,t,u(\cdot),d(\cdot)) \}
\]

This value function can be computed using dynamic programming, which requires to solve the following Hamilton-Jacobi-Isaacs (HJI) equations:

\[
\begin{align*}
\min \left\{ D_t V_{\text{BRT}}(x,t) + H(x,t) \right\} = 0, \\
V_{\text{BRT}}(x,T) = l(x)
\end{align*}
\]

where \( H(x,t) = \inf_u \sup_d D_x V_{\text{BRT}}(x,t) \cdot f(x,u,d) \) is the Hamiltonian. Once the value function is computed, the BRT is given as the sub-zero level set of the value function, i.e.,

\[
\mathcal{R}_{t_0}^{\text{BRT}}(\mathcal{F}) = \{ x : V_{\text{BRT}}(x,t_0) \leq 0 \}.
\]

The corresponding optimal safety control can be derived as

\[
\begin{align*}
\pi_{\text{BRT}}(t,x) = \begin{cases} \\
\arg\max_u \min_d \{ D_x V_{\text{BRT}}(x,t) \cdot f(x,u,d) \} & \text{if } V_{\text{BRT}}(x,t) \geq \epsilon_{\text{BRT}}, \\
\arg\max_d \{ D_x V_{\text{BRT}}(x,t) \cdot f(x,u,d) \} & \text{otherwise}.
\end{cases}
\end{align*}
\]

Suppose we are given a reference control \( u_{\text{ref}}(t,x) \) for goal reaching which is not necessarily safe with respect to \( \mathcal{F} \) subject to disturbance. Using optimal control law (8), we can use the following BRT-based least restrictive control policy:

\[
\begin{align*}
\pi_{\text{BRT}}(t,x) = \begin{cases} \\
\arg\max_u \min_d \{ D_x V_{\text{BRT}}(x,t) \cdot f(x,u,d) \} & \text{if } V_{\text{BRT}}(x,t) \geq \epsilon_{\text{BRT}}, \\
\arg\max_d \{ D_x V_{\text{BRT}}(x,t) \cdot f(x,u,d) \} & \text{otherwise}.
\end{cases}
\end{align*}
\]

where \( \epsilon_{\text{BRT}} > 0 \) is some small number to prevent numerical errors. As we already seen, Hamilton Jacobi reachability analysis can also be used to quantify unsafe initial states, it can also be formulated to solve a reach-avoid problem.

Definition 2. Backward Reach-Avoid Tube (BRAT). BRAT is the set of initial states from which there exist a control consequence that can drive the agent towards goal set \( \mathcal{G} \) despite worst-case disturbances, without ever entering unsafe set \( \mathcal{F} \). Mathematically,

\[
\mathcal{R}_{t_0}^{\text{BRAT}}(\mathcal{G}, \mathcal{F}) = \{ x_0 \in \mathcal{X} : \exists u(\cdot), \forall d(\cdot), \\
\exists s \in [t_0,T], \xi_{x_0,t_0}^{u,d}(t) \in \mathcal{G}, \\
\forall t \in [t_0,s], \xi_{x_0,t_0}^{u,d}(t) \notin \mathcal{F} \}
\]

where, target set \( \mathcal{L} \equiv \mathcal{G} = \{ x : l(x) \leq 0 \} \) and unsafe set \( \mathcal{F} = \{ x : g(x) \geq 0 \} \).

The HJI Variational Inequality (HJI VI) for BRAT is defined as below:

\[
0 = \max \left\{ \min_{t \in [t_0,T]} \{ l(x) - \tilde{V}(x,t), D_t \tilde{V}(x,t) + \tilde{H} \} \right\}
\]

\[
\tilde{V}(x,T) = \max \{ l(x), g(x) \}
\]

where the associated value function and Hamilton are

\[
\begin{align*}
\tilde{V}(x,t) &= \inf_d \sup_u \min_{t \in [t_0,T]} \max_{s \in [t_0,t]} \{ l(\xi_{x_0,t_0}^{u,d}(s)), \\
& \quad \max_{d \in D} g(\xi_{x_0,t_0}^{u,d}(s)) \} \\
\tilde{H}(x,t) &= \inf_u \sup_d D_x \tilde{V}(x,t) \cdot f(x,u,d)
\end{align*}
\]
The optimal control law is:
\[ u_{\text{BRAT}}^*(x, t) = \operatorname{argmin}_{u} \sup_{d} D_{x} \tilde{V}(x, t) \cdot f(x, u, d) \] (12)

In addition, we can define the BRAT-based least restrictive controller as follows:
\[ \pi_{\text{BRAT}}(t, x) = \begin{cases} u_{\text{ref}}(t, x) & \text{if } \tilde{V}(x, t) \geq \epsilon_{\text{BRAT}}, \\ u_{\text{BRAT}}^*(x, t) & \text{otherwise}. \end{cases} \] (13)

B. Control Barrier Function

For control barrier function, we restrict us to deterministic control-affine system which leads to efficient Quadratic Program (QP) formulation that can be efficiently solved online. We will discuss the generalization to stochastic system in later section. Consider a control-affine nonlinear dynamical system,
\[ \dot{x} = f(x) + G(x)u, \] (14)
where \( x \in \mathcal{X} \) is the state, \( u \in U \) is the control input, and \( f(x) \), \( G(x) \) are locally Lipschitz continuous functions. Let us first introduce control Lyapunov function (CLF) which inspires the modern formulation of control barrier function (CBF). Then we will describe the popular CLF-CBF QP optimization-based controller which can balance safety and stability goal at the same time enabling lots of recent applications [12].

Definition 3. A function \( V(x) : \mathcal{X} \mapsto \mathbb{R}_{\geq 0} \) is a control Lyapunov function for system (1) if it is positive definite, \( V(x) > 0, \forall x \in \mathcal{X} \setminus \{0\}, \) \( V(0) = 0 \), and satisfies:
\[ \inf_{u \in U(x)} [L_{f}V(x) + L_{G}V(x)u] \leq -\gamma(V(x)), \] (15)
where \( L_{f}V(x) \) is the Lie derivative of \( V(x) \) along \( f(x) \), \( L_{G}V(x)u \) := \( \sum_{j=1}^{m} u_{j}L_{g_{j}}V(x) \) with \( g_{j}(x) \) being the \( j \)-th column of \( G(x) \), and \( \gamma \) is a class-\( K \) function.

Def. 3 allows us to characterize the set of stabilizing controllers associated with \( V(x) \) at any \( x \in \mathcal{X} \):
\[ K_{cf}(x) := \{ u \in U(x) \mid L_{f}V(x) + L_{G}V(x)u \leq -\gamma(V(x)) \} \] (16)
If there exists a CLF \( V(x) \), then any Lipschitz continuous feedback controller \( k(x) \in K_{cf}(x) \) asymptotically stabilizes the system (14) to origin [12, Thm. 1]. In most the literature, ensuring safety using CBF refers to guaranteeing forward invariance of a safe set. Ames et al. [7] propose the concept of a zeroing control barrier function that allows characterizing the controllers that render a set \( \mathcal{C} \) forward invariant with respect to (14). We will define them formally at below.

Definition 4. A set \( \mathcal{C} \subset \mathcal{X} \) is forward invariant with respect to dynamics (14) if for every initial condition \( x \in \mathcal{C} \), the system trajectory satisfies \( \xi_{\infty,t_{0}}(t) \in \mathcal{C} \) for all \( t \geq t_{0} \).

Definition 5. Let \( \mathcal{C} := \{ x \in \mathcal{X} \mid b(x) \geq 0 \} \) be the superlevel set of a function \( b \in C^{1}(\mathcal{X}, \mathbb{R}) \). Then, \( b \) is a zeroing control
\[ \text{barrier function (ZCBF) for } \mathcal{C} \text{ if there exist an extended class } \mathcal{K}_{\infty} \text{ function } \alpha \text{ such that for system (14):} \]
\[ \sup_{u \in U} [L_{f}b(x) + L_{G}b(x)u] \geq -\alpha(b(x)), \quad \forall x \in \mathcal{C}. \] (17)
Def. 5 allows us to characterize the set of all safe controllers at any \( x \in \mathcal{X} \):
\[ K_{cbf}(x) := \{ u \in U(x) \mid L_{f}b(x) + L_{G}b(x)u \geq -\alpha(b(x)) \}. \] (18)

If \( b \) is a ZCBF for \( \mathcal{C} \) and \( \nabla b(x) \neq 0 \) for all \( x \in \partial \mathcal{C} \), then any Lipschitz continuous controller \( k(x) \in K_{cbf}(x) \) for (14) renders \( \mathcal{C} \) safe [12, Thm. 2]. Moreover, if the safe set \( \mathcal{C} \) is compact, \( \mathcal{C} \) is forward invariant if and only if it admits a ZCBF [7].

Optimization-based Stabilizing Safe Control. Note that the sets of stabilizing controllers \( K_{cf}(x) \) and safe controllers \( K_{cbf}(x) \) are defined by affine constraints in \( u \). This observation allows the formulation of control synthesis as a quadratic program in which stability and safety properties are captured by the affine CLF and CBF constraints, respectively. This formulation is known as a CLF-CBF QP [7]:
\[ k^*(x) = \operatorname{argmin}_{(u, \delta)} u^{T}H(x)u + p\delta^{2} \] (19)
s.t. \[ L_{f}V(x) + L_{G}V(x)u \leq -\gamma(V(x)) + \delta \]
\[ L_{f}b(x) + L_{G}b(x)u \geq -\alpha(b(x)) \]
\[ A_{u}(x)u \leq b_{u}(x), \]
where \( H(x) \) is any positive definite matrix pointwise in \( x \) penalizing control effort and \( \delta \) is a slack variable ensuring the QP feasibility\(^{1}\) by giving preference to safety over liveness, controlled by the scaling factor \( p > 0 \). The admissible control set is a polytope \( \mathcal{U}(x) := \{ u \in \mathbb{R}^{m} \mid A_{u}(x)u \leq b_{u}(x) \} \) which can encode linear state constraints easily.

Minimally invasive CLF-QP controller. In many scenarios, a well-performing stabilizing control law \( k(x) \) is already available, e.g., obtained via MPC, back-stepping, machine learning, or other techniques, but needs to be modified online to ensure safety (it may be the case that \( k(x) \notin K_{cbf}(x) \) for some \( x \in \mathcal{C} \)). In this case, one does not need to enforce the CLF constraint and may modify the controller \( k(x) \) minimally using a CBF QP to guarantee safety:
\[ k^{*}(x) = \operatorname{argmin}_{u \in \mathbb{R}^{m}} \| u - k(x) \|^{2} \] (20)
subject to \[ L_{f}b(x) + L_{G}b(x)u \geq -\alpha(b(x)) \]
\[ A_{u}(x)u \leq b_{u}(x). \]

V. Connection

In this section, we will discuss connections between CBF and HJ analysis and in the following three aspects. First, how safe sets defined by two methods related? Second, can we build a CBF from HJ reachability analysis? Finally, how stability can be ensured in terms of each method. Since most of CBF literature is focus on deterministic control-affine system dynamics, our discussion in this section is restricted

\(^{2}\)Here, symbol \( f \) is overloaded for simplicity. It should be easy to tell the real meaning from context.

\(^{3}\)Assuming CBF inequality is always satisfiable.
of this ZCBF candidate requires further investigation to be verified as an strict ZCBF.

**Stability enforcement.** Among all properties of dynamical system, stability is probably the most important and it is the most crucial thing for developing controller and cornerstone of safety. In this paragraph, we want to discuss how stability related to those two safety methods. Let us recall some basics of Lyapunov stability theory. Suppose system (1) is stabilized by \( \bar{u}(x) \) and there is not disturbance \( D = \emptyset \), then the system becomes autonomous

\[
\dot{x} = f(x, \bar{u}(x))
\]  

Without lost of generality, we assume the equilibrium point is at origin.

**Definition 6.** The equilibrium point \( x = 0 \) of (22) is

- stable if, for each \( \epsilon > 0 \), there is \( \delta = \delta(\epsilon) > 0 \) such that

  \[
  \|x(0)\| \leq \delta \implies \|x(t)\| \leq \epsilon, \quad \forall t \geq 0
  \]  

- unstable if it is not stable

- asymptotically stable (A.S.) if it is stable and \( \delta \) can be chosen such that

  \[
  \|x(0)\| \leq \delta \implies \lim_{t \to \infty} x(t) = 0
  \]

Using Lyapunov stability theory, one can show that if one can found a Lyapunov function \( V(x) \) for (22), then the equilibrium point at origin is A.S. In figure 2 is the geometric sets used in Proof of [16, Theorem 4.1] on the left, where \( B_{c} \) will stay in invariant set \( \Omega_{c} \) (blue ellipse) induced from Lyapunov function. Hence it will never leave out prescribed region in \( B_{c} \) and finally will converge to equilibrium point. On the right, using HJ analysis can computes infinite-time BRAT (green polygon) contains all initial conditions that the agent will finally enter goal region \( \mathcal{G} = \{0\} \) without ever entering unsafe set (pink region) \( \mathcal{F} = B_{c}^{c} \).

Using Lyapunov stability theory, one can show that if one can found a Lyapunov function \( V(x) \) for (22), then the equilibrium point at origin is A.S. In figure 2 is the geometric sets used in Proof of [16, Theorem 4.1] on the left, where \( B_{c} \) will stay in invariant set \( \Omega_{c} \) (blue ellipse) induced from Lyapunov function. Hence it will never leave out prescribed region in \( B_{c} \) and finally will converge to equilibrium point. On the right, using HJ analysis can computes infinite-time BRAT (green polygon) contains all initial conditions that the agent will finally enter goal region \( \mathcal{G} = \{0\} \) without ever entering unsafe set (pink region) \( \mathcal{F} = B_{c}^{c} \).

Using Lyapunov stability theory, one can show that if one can found a Lyapunov function \( V(x) \) for (22), then the equilibrium point at origin is A.S. In figure 2 is the geometric sets used in Proof of [16, Theorem 4.1] on the left, where \( B_{c} \) will stay in invariant set \( \Omega_{c} \) (blue ellipse) induced from Lyapunov function. Hence it will never leave out prescribed region in \( B_{c} \) and finally will converge to equilibrium point. On the right, using HJ analysis can computes infinite-time BRAT (green polygon) contains all initial conditions that the agent will finally enter goal region \( \mathcal{G} = \{0\} \) without ever entering unsafe set (pink region) \( \mathcal{F} = B_{c}^{c} \).
is a particular feasible solution. Defining $b(x) = c - V(x)$, we get a CBF which is always feasible with $\bar{u} \in K\delta, f$. By setting goal set $G = \{0\}$ and unsafe set $\mathcal{F} = B_0^c$, using HJ analysis, we can compute the infinite-time BRAT which captures all initial conditions that will eventually converge to equilibrium point without leaving specified bound $B_0$. In contrast to the region of attraction (ROA) estimation $B_0$ from Lyapunov analysis, $R^{\text{BRAT}}(0, B_0^c)$ does not necessarily lies in some invariant set (blue ellipse for Lyapunov approach) as shown in Fig. 2. Moreover, the HJ analysis can give certificate beyond A.S. of the equilibrium point. Possible extensions can be:

- checking finite-time horizon convergence property using finite-horizon BRAT
- certificating instability when $R^{\text{BRAT}}(0, B_0^c)$ is empty
- ultimate boundedness [16] certification with and without disturbance
- ROA estimation (maximal ROA, arbitrary shape ROA, ROA under input constraints, etc.)

VI. COMPARISON

We have already seen how CBF and HJ reachability analysis methods are connected to each other. In this section, we will focus on their difference in the following aspects: generality of system dynamics, difficulty of construction, computation cost.

A. Generality

The first question we want to find out is that when can we use CBF methods or HJ reachability analysis? This question seems to be quite simple at first glimpse. From Section IV, we know that Hamilton Jacobi reachability analysis applies to nonlinear system subject to bounded disturbance even for time-varying systems [13], whereas CBF approach can be used for deterministic control-affine system. But a closer look to each method will make this question much harder to answer. We will consider generality in the following aspects: scalability, realtime-ness, disturbance handling, stability property and constraint enforcement.

Scalability and Realtime-ness. Since HJ reachability solves PDE over grid state space using Dynamic Programming, a direct application of HJ reachability in most cases becomes intractable due to its exponentially scaled computational complexity. This limitation restricts its practical usage up to four/five states, however, recent work [4] exploits system structures to decompose the computation of reachable set into several small dimensional computations which significantly extends the usage of HJ reachability analysis. This technique has been successfully used in 10-D near hover quadrotors [3], [5]. In recent, researchers start using a neural network to compute BRS/BR of which could further improve its usage in real-time applications [17]. In contrast, Control barrier function method can handle high-order control-affine systems easily, for example on bipedal walking robots and multi-agent systems [8], [9]. Once a CBF is constructed, the safety constraints are converted to linear constraints in associated optimization problem which can be easily solved by off the shelf quadratic solver.

Due to the same reason for scalability, the computation burden for HJ reachability hinders its application in most robotic applications online. Therefore, offline pre-computation is often used [5]. To overcome this issue, warm-start and locally value function update techniques have been developed [18], which significantly improves computation efficiency and enables second-level reachable set computation in unknown environment for low-speed navigation task. In comparison, CBF method usually does not suffer from computation burden. Using efficient QP solver, the associated optimization problem (19) or (20) can be solved at hundreds of times per seconds. This makes it more favorable in time-sensitive robotic applications, such as Segway balancing, adaptive cruise control, walking robots [7], [9], [14].

Disturbance. It is paramount that controllers are robustly designed to ensure safety in the presence of disturbance. Such disturbance may come from uncertainty in modeling, imperfect sensory data as well external disturbance comes from environment. HJ reachability analysis treats control and disturbance in pursuer-evader differential games [3], optimal control is obtained considering worst-case disturbance sequence might happens. Classical CBF formulation (5) does not implicitly consider the effect of disturbance and could potentially lead to unsafe behavior. As CBF becomes a popular tool in many real applications, designing CBF against disturbance draws more and more attention. For example, robust CBF [19] is designed considering worst-case disturbance and [20] is aiming at designing robust CBF for measurement uncertainty. Researchers also consider using reinforcement-learning technique to quantity bounds when designing CBFs [21] to improve controller performance while guaranteeing safety.

Constraints. In this paragraph, we want to discuss what kinds of constraints that CBF and HJ reachability analysis tool can deal with. From Section IV, we know that HJ handles constraints by defining unsafe or goal set. In the most general case, those sets can be time-varying characterized by Lipschitz continuous functions, e.g., signed distance functions [13]. From the formulation of CLF-CBF QP (19), CBF-based method can incorporate additional state-dependent linear constraints while enforcing safety using CBF. In many robot applications, collision avoidance is one of the most important constraints. Although both methods require full knowledge of obstacle representations, using HJ analysis to deal with obstacle in working space is much easier than CBF construction. Suppose there exists $N$ obstacles in the environment, each of them is represented as $o_i = \{g_i(x) \geq 0\}$. To compute BRT or BRAT, we can define unsafe set $\mathcal{F} = \{x : g(x) \geq 0\}$ with $g(x) = \max_{i \in [1, N]} g_i(x)$ and result procedures are the same. For CBF based method this can be extremely challenging, researchers tries to using rational dynamics approximation and then using sum-of-square optimization tool to handle this problem [22]. Recent paper also tries to use SVM to learn control barrier function from sensor data [23] however it requires a collision-free controller.
in advance. The summary of comparison for generality is shown in Table I.

### B. Difficulties and practical issues

In this section, we will show the difficulties and practical issues about HJ reachability analysis and CBF based safety control methods. We will briefly talk about scalability and conservatism for HJ reachability analysis and then follow by practical issues of CBF approach such as construction difficulty and feasibility issue. At last, we will point out some common problems encountered in both methods.

#### Limitations of HJ-RA

Hamilton Jacobi reachability analysis is a great tool for computing reachable set and optimal control policy for complex system subject to adversarial disturbance. Scalability and conservatism are the two biggest problem hinders the usage of this method. As we discussed in Section VI-A, underlying computation complexity is scaled exponentially over state space dimension and more details can be found in [3], [4]. Another big issue is about conservatism built-in in the differential game setting. Disturbance bounds must be carefully chosen because the algorithm is only optimal when disturbance behaves in the worst case. Such assumption maybe fine for single agent operates in sparse environment and disturbance level is known to be relatively small. However, for two or multi-agent system considering all other agents to be adversarial is can be excessively conservative in practice. Running cost from input is not considered in HJ-RA setup.

#### Limitations of CBF based method

The most important one might be how to construct such a function?. Unlike HJ analysis, one has to develop a valid CBF function which is challenging even for control-affine system without disturbance. For dynamical system that is not feedback-linearizable, there is not systematic way to construct a CBF [12]. The construction becomes even challenging when control signal \( u \) does not show up in the first derivative of barrier function \( b(x) \). Existing method like exponential CBF (ECBF) [11] assumes the system is feedback-linearizable and constant relative degree exist for all states, yet resulting design is initial condition dependent. Feasibility is another challenge lies in CBF based method. Safety linear constraints imposed by CBFs (17) are not guaranteed can be satisfied when multiple CBFs constraints exists. Only preliminary results are available for this question [24] without considering disturbance and input constraints. The problem becomes worse when improper hyper-parameters are chosen.

#### Common Issues

Besides limitations mentioned above for each method, there exist common issues as well. First of all, the most obvious one is both of them require accurate full knowledge of constraints representations. However, in many applications obstacles can only be partially observed at runtime using noisy measurements from onboard sensor. For multi-agent system, assuming full states are known might be impractical as well. Second, both HJ reachability and CBF methods often requires prefect knowledge of the model. Although one can price in model uncertainty by increasing disturbance magnitude, this may significantly reduce its performance. Another issue is about smoothness of resulting control signal, although preliminary results exists for CBF [19], the problem still considered to be challenging when input constraints are present.

#### VII. Case Study

In this section, we will apply HJ analysis and CBF based method to a Dubins Car example in a reach-avoid problem setting. The robot is asked to travel from one point to another goal set \( G \) while passing a obstacle \( F \) in the middle of the way. The Dubins car model is defined as follows:

\[
\begin{align*}
\dot{x} &= v \cos \theta \\
\dot{y} &= v \sin \theta \\
\dot{\theta} &= \omega \\
\end{align*}
\]

\[
f(x) = \begin{bmatrix} x \cos \theta \\ y \cos \theta \\ \theta \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} u + \begin{bmatrix} \omega \\ \omega \\ d \end{bmatrix},
\]

where \( x = [x, y, \theta]^T \) with \( p_x = (x, y) \) represents its position, input \( u = [\omega] \) where \( \omega \in [-3, 3] \) denotes angular velocity with linear speed being constant at \( v = 1 \).

The experiment setup is as follows, The robot is started with initial condition \( x_0 = [-5, 3, 0]^T \). The goal region is a ball center at \((4, 2)\) with radius 0.5. We place a circular obstacle centered at \((0, 2)\) with radius 2 between the start and goal region. The simulation results are shown in Fig. 3, both methods are able to achieve the goal without collision.
The result of HJ-RA is computed using helpOC toolbox and tutorial can be found at [3]. For CBF-base method, we are using CBF-CLF-Helper⁷. Note that, we do not impose any disturbance since classical CBF approach does not deal with uncertainty.

| Scalability        | HJ-RA          | CBF            |
|--------------------|----------------|----------------|
| Feasibility        | hard to scale  | N/A            |
| Design difficulty  | low            | high (especially for high relative degree CBF) |
| Hyperparameter tuning | N/A          | required        |
| Source of conservativeness | improper disturbance bound required |
| Full knowledge of obstacle | required |

TABLE II: Practical issues comparison between Hamilton Jacobi reachability analysis and control barrier function based method.

VIII. CONCLUSION

This report compares two popular safe control design methods: Hamilton Jacobi reachability analysis and control barrier function-based design. The connection between HJ-RA and CBF is discussed in terms of safe set characterization, CBF construction using HJ-RA and stability enforcement. Comparison between HJ and classical CBF methods have been addressed in aspects of generality and practical issues. A case study on a low-order dynamical system is shown to demonstrate effectiveness of both methods. Through this discussion, we find out that HJ-RA has great flexibility and potential for low-order system. However, the scalability and demanding computation requirement hinder its usage. On the other hand, CBF based method is computation light and has much better scalability and has been used in many robot applications. The biggest problems of it are the difficulty of construction and feasibility concern.
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