On zeros of polynomials in best $L^p$-approximation and inserting mass points
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Abstract
The purpose of this note is to revive in $L^p$ spaces the original A. Markov ideas to study monotonicity of zeros of orthogonal polynomials.
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1 Introduction and main results

In History of Functional Analysis [6], p. 60], Dieudonné wrote: “The method of least squares of Legendre-Gauss had led Tchebychef to define a “best approximation” to a function...”. In contemporary language, the underlying problem considered by Chebyshev in the 1850’s can be rewritten in terms of the distance between points in
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metric spaces. Indeed, the problem of best approximation in a metric space, say $X$, by a fixed subset $Y$ consists in finding, for $f \in X$, an element $g_0 \in Y$ such that

$$d(f, g_0) = \inf_{g \in Y} d(f, g),$$

$d$ being the metric in $X$. The natural framework for treating these problems are the normed spaces and, of course, the metric is that induced by the norm, i.e., $d(f, g_0) := \|f - g_0\|$. Following Singer [14, p. 15], $\mathcal{Q}_Y(f)$ denotes the set of all elements of best approximation of $f$ by elements of $Y$. In general the characterization of semi-Chebyshev spaces is a pretty complex problem. However, the normal spaces with which we deal in this paper are suitable Banach spaces which possess in addition a uniform convexity of the norm (and $Y$ will be a Chebyshev space) and we consider the best $L^p$ approximation for the very specific function $x^{n+1}$.

Let $\mu$ be a positive Radon measure on a compact set $A \subseteq \mathbb{R}$. For $1 < p < \infty$, the space $L^p(\mu)$ denotes the set of all equivalent classes of $\mu$-measurable functions $f$ such that $|f|^p$ is $\mu$-summable, endowed with the usual vector operations and with the norm

$$\|f\|_p := \left( \int |f(x)|^p d\mu(x) \right)^{1/p}. \quad (1)$$

Set $X := L^p(\mu)$. By a well known result [4, Corollary, p.403], $X$ is uniformly convex. Define $\mathbb{N} := \{0, 1, \ldots \}$. Fix $n \in \mathbb{N}$ and set $K := \mathcal{P}_n$, $\mathcal{P}_n$ being the set of all real polynomials of degree at most $n$ regarded as a subspace of $X$. Since $K$ is finite dimensional, $K$ is a closed convex subspace of $X$. It is known that for any point $f \in X$, there is a unique point $g_0 \in \mathcal{Q}_K(f)$ (cf. [12, Theorem 8, p. 45]). The preceding affirmation thus guarantees the existence and uniqueness of $g_0 \in \mathcal{Q}_K(x^{n+1})$. By the characterization of elements of best approximation (cf. [14, Theorem 1.11]) $g_0 \in \mathcal{Q}_K(x^{n+1})$ if and only if

$$\int g(x)(x^{n+1} - g_0(x))^{|p-1|}\text{sgn}(x^{n+1} - g_0(x))d\mu(x) = 0 \quad (\forall g \in K). \quad (2)$$

Consider the (monic) polynomial $P_{n+1,p}(x) := x^{n+1} - g_0(x)$. As a consequence of (2), the minimum of the norm (1) taken over all (monic) real polynomials $P_{n+1}$ of degree $n+1$ is attained when $P_{n+1} := P_{n+1,p}$. By Fejér’s convex hull theorem (cf. [5, Theorem 10.2.2]), the zeros of $P_{n+1,p}$ all lie in the closure of the convex hull of supp($\mu$). Furthermore, all the zeros of $P_{n+1,p}$ are simple$^2$.

The central concern of this work is the following

---

1 If $\mathcal{Q}_Y(f) \neq \emptyset$, $Y$ is called semi-Chebyshev space. If Card($\mathcal{Q}_Y(f)$) = 1, $Y$ is called Chebyshev space or Haar space.

2 Suppose, contrary to our claim, that $x_0$ is a multiple zero. From (2) we have

$$\int \frac{P_{n+1,p}(x)}{(x-x_0)^2} |P_{n+1,p}(x)|^{p-1}\text{sgn}(P_{n+1,p}(x))d\mu(x) = \int \frac{|P_{n+1,p}(x)|^p}{|x-x_0|^2} d\mu(x) = 0,$$

a contradiction.
Question (Q) Let $\mu$ be a positive Radon measure on a compact set $A \subset \mathbb{R}$. Assume that $d\mu(x, t)$ has the form\(^3\)

$$
d\alpha(x, t) + j(t)\delta_y(t),$$

(3)

where $d\alpha(x, t) := \omega(x, t)\nu(x)$ ($\omega$ is a positive weight and $\nu$ is a positive Radon measure) and, $j(t) \in \mathbb{R}_+$ and $y(t) \in \mathbb{R}$ are continuous differentiable functions of $t \in U$, $U$ being an open interval on $\mathbb{R}$. Determine sufficient conditions in order for the zeros of the polynomial $P_{n+1, p}(x, t)$ ($2 \leq p < \infty$) to be strictly increasing functions of $t$.

For a technical reason related with the derivative of a convolution, we avoided the case $1 < p < 2$ in order to consider a general positive Radon measure. Moreover, for reason of economy of exposition, we avoided the case in which we have infinitely many mass points. Even though the reader has to proceed with caution in these cases, under natural additional assumptions, Theorem 1 below remains true, mutatis mutandis. Indeed, in [2], the reader can find a detailed study of the case $p = 2$ when we have infinitely many mass points, using the ideas originally presented in this work. We recall that this solves an open problem posed by Ismail at the end of the 1980’s within the framework of orthogonal polynomials (cf. [9, Problem 1] and [10, Problem 24.9.1]). When (3) has the form $\omega(x, t)dx$ and $p = 2$, Question (Q) was studied as early as 1886 by A. A. Markov [13, p. 178], in a work with many lights and some shadows (see, for instance, [1, Section 1] for some historical remarks). When (3) has the form $\omega(x, t)dx$ and $p = 2$, Question (Q) was posed as an exercise in Freud’s book [8, Problem 16, p. 133] (a proof of such result can be found in the more recent book by Ismail [10, Theorem 7.1.1]). When (3) has the form $\omega(x, t)dx$, $A := [-1, 1]$, and $1 \leq p \leq \infty$, Question (Q) was studied by Kroó and Peherstorfer [11]. When (3) has the form $\omega(x)dx + j\delta_y(t)$ and $p = 2$, Question (Q) was considered in [3, Theorem 2.2] through a combination of elementary facts. It is, therefore, natural that this last result be broadened to $L^p$ spaces. Not surprisingly, this can be easily achieved by using Markov’s original ideas.\(^4\) Our main result reads as follows:

Theorem 1 Assume the notation and conditions of Question (Q). Assume further the existence and continuity for each $x \in A$ and $t \in U$ of $(\partial \omega/\partial t)(x, t)$. Denote by $x_0(t), \ldots, x_n(t)$ the zeros of $P_{n+1, p}(x, t)$. Fix $k \in \{0, \ldots, n\}$ and set

$$
d_k(t) := \begin{cases} 
  y(t) - x_k(t) & \text{if } y(t) \neq x_k(t), \\
  1 & \text{if } y(t) = x_k(t).
\end{cases}
$$

\(^3\) Recall that the Dirac measure $\delta_y$ is a positive Radon measure whose support is the set $\{y\}$.

\(^4\) In his classical book [16, Footnote 31, p. 116], Szegő refers his proof of Markov’s theorem in the following terms: “This proof does not differ essentially from the original one by Markov, although the present arrangement is somewhat clearer.” Probably this assertion has avoided the attention of some mathematicians to Markov’s work. While it is true that in the framework of orthogonal polynomials Szegő’s argument becomes especially elegant, Markov’s approach works in a more general framework. Szegő’s approach is based on Gauss mechanical quadrature, which was an approach that Stieltjes suggested to handle the problem, see [15, Section 5, p. 391].
Define the function

\[ R_k(t) := \sum_{j=0}^{n} \frac{p - \delta_{jk}}{y(t) - x_j(t)}, \]

where the prime means that the sum is over all values \( j \) and \( t \) for which \( y(t) \neq x_j(t) \).

Then \( \frac{dx_k}{dt}(t) \) is strictly positive for those values of \( t \) such that

\[ \frac{1}{d_k(t)} \left( \frac{j'(t)}{j(t)} + y'(t)R_k(t) - \frac{1}{\omega(x_k(t), t)} \frac{\partial \omega}{\partial t}(x_k(t), t) \right) \geq 0, \tag{4} \]

and

\[ \frac{1}{\omega(x, t)} \frac{\partial \omega}{\partial t}(x, t) \tag{5} \]

is an increasing function of \( x \in A \), provided that at least the inequality (4) be strict or the function (5) be nonconstant on \( A \).

The next observations concern the cases studied in the literature for \( p = 2 \). As far as we know, these are the only ones that have been studied up to now. It is worth highlighting that such cases are the simplest consequences that can be derived from Theorem 1.

**Corollary 1** ² Let \( p = 2 \) and assume the notation and conditions of Theorem 1 under the constraint that \( \partial \mu(x, t) = \partial \alpha(x) + j\delta_{y(t)} \). Define the sets

\[ B_- := \{ t \in U \mid y(t) \in \text{Co}(A)^c \land y'(t) < 0 \}, \]
\[ B_+ := \{ t \in U \mid y(t) \in \text{Co}(A)^c \land y'(t) > 0 \}. \]

Then all the zeros of \( P_{n+1,2}(x, t) \) are strictly decreasing (respectively, increasing) functions of \( t \) on \( B_- \) (respectively, on \( B_+ \)).

**Proof** We only prove the result concerning to the set \( B_+ \); the rest follows in the same way. In this case, (4) reduces to

\[ \frac{y'(t)}{y(t) - x_k(t)} \left( \frac{1}{y(t) - x_0(t)} + \cdots + \frac{2}{y(t) - x_k(t)} + \cdots + \frac{1}{y(t) - x_n(t)} \right) > 0, \]

and (5) is equal zero.

---

² Corollary 1 for \( p = 2 \) was proved for the first time in [3, Theorem 2.2]. In order to have monotonicity of zero the location of the mass point outside \( \text{Co}(A) \) is quite natural.

³ \( A^c := \{ x \in \mathbb{R} \mid x \notin A \} \) and \( \text{Co}(A) \) denotes the convex hull of \( A \).
Corollary 2 Let \( p = 2 \) and assume the notation and conditions of Theorem 1 under the constraint that \( d\mu(x, t) = d\alpha(x) + j(t)d\gamma \). Define the sets
\[
C_- := \{ t \in U \mid j'(t) < 0 \}, \quad C_+ := \{ t \in U \mid j'(t) > 0 \}.
\]
If \( x_k(t) < y \) (respectively, \( x_k(t) > y \)) for each \( t \in U \), then \( x_k(t) \) is a strictly increasing (respectively, decreasing) function of \( t \) on \( C_+ \) (respectively, on \( C_- \)).

**Proof** As in Corollary 1, we only prove the result concerning to the set \( C_+ \) assuming \( x_k(t) < y \); the rest follows in the same way. In this case, (4) reduces to
\[
\frac{j'(t)}{j(t)} \frac{1}{y - x_k(t)} > 0,
\]
and (5) is equal zero.

The proof of Theorem 1 rests on two pillars: one is the characterization of elements of best approximation (2) and the other one is the implicit function theorem (cf. [7, Chapter III, Section 9]). Markov used the orthogonality relation that yields (2) when \( p = 2 \) (cf. [13, Equation 2]) together with the chain rule (cf. [13, Equation 5]), assuming that the zeros are implicitly defined as differentiable functions of the parameter. Kroó and Peherstorfer have also followed this approach in [11], using, in addition, the implicit function theorem to prove that the zeros are differentiable functions of the parameter. In some steps of our proof, the reader will be addressed to the corresponding step in Markov’s work.

2 Proof of Theorem 1

**Differentiability of the zeros:** Let \( P_{n+1}(x) := (x - x_0) \cdots (x - x_n) \), \( x_j \in \mathbb{R} \) \((j = 0, \ldots, n)\). (Note that the \( x_j \)'s do not depend on \( t \).) Define the map \( f := (f_0, \ldots, f_n) : \mathbb{R}^{n+1} \times U \to \mathbb{R}^{n+1} \), where we have set \( x := (x_0, \ldots, x_n) \) and
\[
f_k(x, t) := \int \frac{|P_{n+1}(x)|^p}{x - x_k} d\mu(x, t).
\]
For \( j \neq k \) one has
\[
\frac{\partial f_k}{\partial x_j}(x, t) = p \int \frac{1}{x - x_k} \frac{\partial P_{n+1}(x)}{\partial x_j} |P_{n+1}(x)|^{p-1} \text{sgn}(P_{n+1}(x)) d\mu(x, t);
\]
otherwise
\footnote{Cf. the denominator on the right-hand side of [13, Equation 5].}
\[
\frac{\partial f_k}{\partial x_k}(x, t) = \int \left| P_{n+1}(x) \right|^p \left| \frac{\partial}{\partial x_k} \frac{|x - x_k|^p}{x - x_k} \right| d\mu(x, t) \\
= (1 - p) \int \frac{|x - x_k|^p}{(x - x_k)^2} d\mu(x, t).
\]

(9)

Set \( x(t) := (x_0(t), \ldots, x_n(t)) \). Fix \( t_0 \in U \). From (7), (8) and (9), and using (2) we obtain

\[
f(x(t_0), t_0) = 0, \quad \frac{\partial f}{\partial x}(x(t_0), t_0) = \begin{pmatrix}
\frac{\partial f_0}{\partial x_0}(x(t_0), t_0) \\
\vdots \\
\frac{\partial f_n}{\partial x_n}(x(t_0), t_0)
\end{pmatrix},
\]

with

\[
\frac{\partial f_j}{\partial x_j}(x(t_0), t_0) \neq 0 \quad \text{for all} \quad j = 0, 1, \ldots, n.
\]

According to the implicit function theorem, under these conditions the equation \( f(s, t) = 0 \) has a solution \( s = x(t) \) in a neighborhood of \((x(t_0), t_0)\) which is a differentiable function on \( t \).

Expression for the derivative of the zeros: In view of the above result\(^9\),

\[
\frac{dx_k}{dt}(t) = -\frac{\frac{\partial f_k}{\partial x_k}(x(t), t)}{\frac{\partial f_k}{\partial x_k}(x(t), t)}.
\]

(10)

We see at once that

\[
\frac{\partial f_k}{\partial t}(x(t), t) = \int \left| P_{n+1, \rho}(x, t) \right|^p \frac{\partial \omega}{\partial t}(x, t) \, dv(x) \\
+ \left( j'(t) + j(t) y'(t) R_k(t) \right) \frac{|P_{n+1, \rho}(y(t), t)|^p}{y(t) - x_k(t)).
\]

(11)

Clearly\(^{10}\)

\[
\frac{1}{\omega(x_k(t), t)} \frac{\partial \omega}{\partial t}(x_k(t), t) \int \left| P_{n+1, \rho}(x, t) \right|^p \frac{1}{x - x_k(t)} d\mu(x, t) = 0.
\]

Subtracting this from the left-hand side of (11) yields\(^{11}\)

\(^9\) Cf. the left-hand side of [13, Equation 5].

\(^{10}\) Cf. [13, p. 179].

\(^{11}\) Cf. the numerator on the right-hand side of [13, Equation 5].
\[
\frac{\partial f_k}{\partial t}(x(t), t) = \int \frac{|P_{n+1,p}(x, t)|^p}{x - x_k(t)} dx(t) \tag{12}
\]

\[
\left( \frac{1}{\omega(x, t)} \frac{\partial \omega}{\partial t}(x, t) - \frac{1}{\omega(x_k(t), t)} \frac{\partial \omega}{\partial t}(x_k(t), t) \right) \omega(x, t) dv(x) + \left( f'(t) + j(t) y'(t) R_k(t) - \frac{j(t)}{\omega(x_k(t), t)} \frac{\partial \omega}{\partial t}(x_k(t), t) \right) \frac{|P_{n+1,p}(y(t), t)|^p}{y(t) - x_k(t)}. \tag{13}
\]

It only remains to note that\(^\text{12}\)

\[
\frac{1}{x - x_k(t)} \left( \frac{1}{\omega(x, t)} \frac{\partial \omega}{\partial t}(x, t) - \frac{1}{\omega(x_k(t), t)} \frac{\partial \omega}{\partial t}(x_k(t), t) \right) \geq 0.
\]

Thus

\[
\text{sgn} \left( \frac{dx_k}{dt}(t) \right) = \text{sgn} \left( \frac{df_k}{dt}(x(t), t) \right),
\]

and the desired result follows from (1213).
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