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Abstract

Short-term traffic prediction (e.g., less than 15 minutes) is challenging due to severe fluctuations of traffic data caused by dynamic traffic conditions and uncertainties (e.g., in data acquisition, driver behaviors, etc.). Substantial efforts have been undertaken to incorporate spatiotemporal correlations for improving traffic prediction accuracy. In this paper, we demonstrate that closely located road segments exhibit diverse spatial correlations when characterized using different measurements, and considering these multi-fold correlations can improve prediction performance. We propose new measurements to model multiple spatial correlations among traffic data. We develop a Multi-fold Correlation Attention Network (MCAN) that achieves accurate prediction by capturing multi-fold spatial correlation and multi-fold temporal correlations, and incorporating traffic data of heterogeneous sampling frequencies. The effectiveness of MCAN has been extensively evaluated on two real-world datasets in terms of overall performance, ablation study, sensitivity analysis, and case study, by comparing with several state-of-the-art methods. The results show that MCAN outperforms the best baseline with a reduction in mean absolute error (MAE) by 13\% on Singapore dataset and 11\% on Beijing dataset.

Keywords: multi-fold spatial correlation, multi-fold temporal correlation, heterogeneous data frequency, traffic prediction.

\textsuperscript{*}Corresponding author

Email addresses: ysun014@e.ntu.edu.sg (Yidan Sun), jguyuan@outlook.com (Guiyuan Jiang), siewkei_lam@mail.ntu.edu.sg (Siew-Kei Lam), phe002@e.ntu.edu.sg (Peilan He), fangxin_ning@ntu.edu.sg (Fangxin Ning)
1. Introduction

Short-term traffic speed prediction (STTSP), which predicts the future traffic speeds in the next few minutes or even hours, is a core component in Intelligent Transportation Systems (ITS). The prediction accuracy critically impacts the performance of various applications, such as route planning, dynamic traffic management, and location-based service [42]. In the STTSP problem, the road network is typically organized as a graph, where the road segments are usually modeled as graph nodes while the graph links indicate the relationship between adjacent road segments. STTSP problem is challenging as the prediction accuracy is not only affected by environmental and periodical factors such as weather conditions (e.g., a strong storm), time of day (e.g., rush hours) and holidays, but also by the complex dynamic spatiotemporal correlations among the traffic data. A road segment’s traffic speed series usually follows periodic patterns (e.g. daily, weekly periodicity) which change over time and vary geographically [39]. Also, the spatial correlation between different road segments’ speed series is highly dynamic. Compared with long-term traffic prediction, the STTSP problem is more challenging due to severe fluctuations of traffic data caused by dynamic traffic conditions and uncertainties (e.g., in data acquisition, driver behaviors, etc.).

The STTSP problem has been extensively studied, and various prediction models were proposed. It is well recognized that the traffic states in nearby regions are correlated with each other, which is also known as spatial correlations/dependencies. Many efforts have been devoted to incorporating spatiotemporal correlations to improve traffic prediction accuracy. In the early years, many classical methods (e.g., probabilistic graphical models [30], latent space model [13]) were developed for modeling pairwise correlations. However, they either use simple linear models which cannot model complex realistic scenarios or incur extremely high computational costs due to the large number of parameters. Recently, deep learning-based methods have been widely used for traffic prediction problems, due to their ability to model non-linear and non-stationary behaviors in traffic data. Many novel deep learning techniques (e.g., convolutional neural network (CNN), graph convolutional network (GCN)) have been applied to traffic speed/flow prediction over road network structure for capturing spatial cor-
relations [7, 21, 24, 22]. To overcome the challenge of handling varying number of neighboring roads and connections in road networks, the work in [7] and [21] utilized GCN combined with RNN to jointly capture spatial and temporal correlations. The difference is that, [7] applied a diffusion convolution layer directly on the road graph, while [21] learned from optimized graphs via an updating strategy during the training phase. A dynamic GCN is proposed for traffic prediction [24] by constructing dynamic graphs, which reflect time-specific spatial dependencies of road segments. The local neighborhood information can then be aggregated by dynamic GCN and propagated over the dynamic adjacent matrices. It is highlighted in [22] that traffic systems are hierarchical structures consisting of micro layers (road networks) and macro layers (region networks); however, current GCN is only applied on the micro graph. Therefore, they applied a novel GCN-based traffic prediction method to capture features from both layers and the dynamic interaction between them. Although various methods have been developed to model spatial correlations, they are solely based on a single measurement to characterize the correlations (typically the traffic speed values). In this paper, we will demonstrate that spatial correlations can be characterized through multiple measurements such as the speed value, changing trends in speed values, and deviations from normal speed values. We will also explore and incorporate the effectiveness of multi-fold temporal correlations.

Next, we show that closely located road segments exhibit a diverse set of spatial correlations when they are characterized using different measurements. These correlations alternatively dominate the spatial correlation, i.e., produce the highest correlation score. For example, two road segments $r_a$ and $r_b$ may both observe similar speed values (e.g. $v_a = 20\text{m/s}$, $v_b = 17\text{m/s}$) at different time (e.g. 7:00 am and 11:50 am), indicating the same traffic situation at the two time instances. However, roads $r_a$ and $r_b$ may exhibit different changing trends at those time instances. For example, the traffic speed on both $r_a$ and $r_b$ tend to decelerate at 7:00am, while at 11:50am, the traffic speed at $r_a$ tends to decrease but the traffic speed at $r_b$ increases. As such, the spatial correlation measured based on changing trends is different from that based on traffic speed. There also exist many other measurements to characterize the spatial correlations, such as how much the current traffic speed deviates from its historical average speed. Specifically,
the multi-fold spatial correlations studied in this paper refer to the multiple spatial correlations between two traffic speed series calculated based on multiple measurements. The measurements include not only the speed value but also the speed changing trend and deviation of current speed from the historical average. A more detailed comparison of different spatial correlations will be illustrated later in Figure 2. We will show that dynamically capturing and incorporating such multi-fold spatial correlations into the prediction model is vital for achieving higher prediction accuracy. Adopting multi-fold temporal correlations for traffic predictions has been previously explored. For example, the daily and weekly periodicity are jointly considered for traffic prediction on grid network [46] and multi-resolution temporal correlations are adopted for traffic flow prediction on graph network. However, these methods fail to simultaneously model the multi-fold spatial correlations of traffic data. In addition, actual traffic data are heterogeneous due to diverse road types (e.g. primary road, highway), travel demand, as well as the environmental and periodic factors (weather, time-of-day, events). As such, it is common for different road segments to exhibit traffic speed series with diverse frequencies. In this paper, we introduce heterogeneous frequency in traffic speed data by considering different sampling rates for different road segments in the entire traffic network. For example, road segment \( r_a \) has a speed observation per 5 minutes while \( r_b \) generates a speed observation per 10 minutes. Also, the generated speed series sometimes fluctuate notably due to missing values. Accurate traffic speed prediction on the graph road network with heterogeneous time-frequency traffic data still remains an unsolved problem.

In this paper, we propose a Multi-fold Correlation Attention Network (MCAN) for traffic speed prediction that takes into consideration the heterogeneous frequency of traffic speed series. MCAN jointly takes into account multi-fold spatial correlations and multi-fold temporal correlations to provide discriminating features for improving the accuracy of traffic speed prediction. The major contributions of this paper are summarized as follows.

1) We propose alternative measurements to characterize the spatiotemporal correlations of the traffic data, i.e. how are they correlated with each other in terms of speed changing trend and the deviation from historical average speed. We demonstrate
that the correlation patterns based on different measurements behave differently under various traffic situations, and they alternatively dominate the spatial correlation (i.e. produce the highest correlation score).

2) We propose a Heterogeneous Spatial Correlation (HSC) model to capture the spatial correlation with a specific measurement. The HSC model is able to deal with traffic data of heterogeneous sampling frequency.

3) We propose a novel MCAN framework to accurately predict traffic speed by simultaneously incorporating multi-fold spatial correlations, multi-fold temporal correlations as well as multiple contextual factors. To the best of our knowledge, our work is the first attempt to explicitly explore the multi-fold correlations for traffic prediction. MCAN relies on the HSC model to explore multi-fold spatial correlations (based on the traffic speed, the speed changing trend and the deviation from historical average speed) and leverage upon the Long Short Term Memory (LSTM) model to capture multi-fold temporal correlations (short-term dependency, daily and weekly periodicity). The learned multi-fold spatiotemporal correlations together with contextual factors are fused with an attention mechanism to make the final predictions.

4) We conduct extensive experiments on real-world traffic datasets. The results demonstrate that the proposed MCAN model outperforms the state-of-the-art baselines, and significant prediction accuracy improvement can be achieved by incorporating multi-fold correlations.

The rest of the paper is organized as follows. Section 2 reviews the related works and highlights the similarity and differences between this work and the existing ones. Section 3 presents the necessary preliminaries, which include notations, problem formulation, and demonstration of multi-fold spatial correlations. Section 4 introduces our proposed MCAN model as well as the details of each component in MCAN. Section 5 evaluates the performance of the proposed methods using two real-world traffic datasets. Section 6 concludes the paper and discusses potential directions of future work.
2. Related Work

Different taxonomies have been utilized to review the existing methods, i.e., parametric approach and nonparametric approach [40]; statistically based methods, machine learning methods, and hybrid methods [2]. Since most of the recent works rely on deep learning-based methods (including our work), in this paper, we divided related works into two categories [14]: traditional shallow prediction models and deep learning-based prediction models.

1) Traditional shallow prediction models indicate traditional methods that are relatively simple and shallow in the model structure. Reported methods in this category include Time Series Analysis (e.g. Auto-Regressive Integrated Moving Average (ARIMA) [15]), Kalman Filters (KF) [34], K-nearest neighbor (KNN) based methods [35, 32], Support Vector Machine (SVM) [18], Markov models [28], Tensor decomposition based methods [13], Gaussian Processe (GP) approaches [38], Random Forest (RF) methods [45], and shallow neural network (NN) [29].

The above methods are often considered shallow prediction methods, as their model structures are simple and typically requires the developer to have some prior knowledge regarding the data distribution (e.g., ARIMA, KF, KNN, Markov, GP) or to design effective features for training the prediction models (e.g., SVM, GP, RF, shallow NN). This is in contrast to the deep learning methods, where one can supply fairly raw formats of data into the learning system, and the system can automatically learn feature representations regarding local and global relationships or structures in the data. In addition, existing works have shown that the traffic speed series have inherent temporal patterns (e.g., daily and weekly periodicity) [50] and spatial dependencies (i.e., traffic states in nearby regions are correlated with each other) [41]. However, the traditional shallow methods have difficulty in incorporating such temporal and/or spatial correlations, which are critical for producing prominent performance. As such, the existing shallow prediction methods typically failed to produce satisfying results for the challenging short-term traffic prediction.

2) Deep learning-based methods provide a promising way to capture nonlinear temporal and spatial correlations for traffic prediction. Traffic speed typically repeats
periodically \[27\], meaning that the traffic speed at a certain period is similar to the same time period of the previous day or previous week (i.e., temporal correlation). As such, many existing works relied on recurrent neural networks (e.g., LSTM) \[11\] to incorporate the effect of temporal correlation. In fact, severe fluctuations were observed from the daily and weekly repeatability patterns due to dynamic traffic situations and uncertainties. A periodically shifted attention mechanism is developed in \[46\] to handle the long-term periodic temporal shifting. In addition, some works also adopted the core idea of multi-fold temporal correlations for traffic prediction problems. For example, the daily and weekly periodicity are jointly considered for traffic prediction on grid network \[46\], and multi-resolution temporal correlations are adopted for traffic prediction on graph network \[17\]. However, these works incorporate multiple temporal correlations but fail to simultaneously model the multi-fold spatial correlations of traffic data.

To take into account the spatial correlations, many Convolutional Neural Networks (CNN) based methods \[51, 3\] have been developed for traffic prediction problems by aggregating correlated neighborhood information (nearby road segments or regions). However, the methods are restricted to grid networks or ring road networks where each road segment has a fixed number of upstream and downstream road segments. As graph structure provides a natural representation of the traffic network, graph embedding techniques were developed to capture local-spatial correlations by aggregating the neighborhood information of nearby regions \[12\]. Graph Convolutional Neural Network (GCNN) \[25\] is an appealing choice for modeling spatial correlation among graph-structured traffic data and has been proven to be very efficient for short-term traffic prediction \[7\]. Earlier studies \[49\] on traffic prediction with GCNN typically consider only static spatial dependencies, and the dynamic spatial dependencies were considered in the subsequent works to take into account gradual structural evolution of the road network \[47\]. Spectral-based GCNN methods explore an analogical convolution operator over non-Euclidean domains on the basis of the spectral graph theory \[47\], while the spatial-based GCNN methods always analogize the convolutional strategy based on the local spatial filtering \[5\]. The existing methods typically considered a single type of spatial correlation and neglect the fact that the spatial correlations among
The locations/roadways are diverse depending on their geographic attributes and traffic patterns.

The core idea of multi-fold spatial correlations bears some similarity with the concept of multi-view spatial correlations [19] or diverse spatial correlations [36]. The work in [19] proposed a spatiotemporal multi-graph convolution network (ST-MGCN) for ride-hailing demand forecasting. ST-MGCN considered multi-view spatial correlations including not only the correlations among spatially adjacent regions but also the pair-wise correlations among distant regions using multi-graph convolution. The work in [36] proposed a deep-meta-learning-based model (entitled ST-MetaNet) for predicting traffic conditions at all locations of an urban area. ST-MetaNet incorporated diverse types of spatiotemporal correlations by considering two types of geo-graph attributes 1) node attributes: the surrounding environment of a location, namely, nearby points of interests (POIs) and the density of road networks (RNs); 2) edge attributes: the relationship between two nodes, such as the connectivity of roads and the distance between them. Although the above works considered multiple types of spatial correlations, our multi-fold spatial correlations are inherently different from the existing ones. Specifically, the existing works considered the correlations between the target roadway/location and multiple geographic components (e.g., location, region, points of interest (POIs), roadways, etc.), which are of different types. The correlation strength between two geographic components is characterized using a single measurement (e.g., traffic speed, network connectivity, etc.). Based on the dynamic situations, their prediction models selectively pay different attention to different correlations, which correspond to different geographic components. In this paper, we observe that the correlation between two roadway segments can be characterized by multiple measurements (e.g., traffic speed, speed changing trend, etc.), entitled as multi-fold correlations. The correlations based on different measurements have different patterns, and alternatively show the strongest correlation scores across various traffic situations. This means that, incorporating the multi-fold correlations relying on multiple measurements can better characterize the relationship between two roadways. More detailed discussion regarding the multi-fold spatial correlations will be presented in Section 4.2.

In addition, the existing traffic prediction methods have largely neglected the het-
erogeneous frequencies over the temporal dimension of traffic data. The work in [48] is the first one that considered data recorded at irregular time intervals, which would allow transportation management systems to be able to predict traffic speed based on intermittent data sources. The study adapted 3 existing parametric prediction methods (i.e., Naive Method, Simple Exponential Smoothing Method, and Wright’s Modification of Holt’s Method) to enable them to process irregular data through some transformations (i.e., treating a exponentially smoothing as exponentially weighting process and eliminating the weights corresponding to missing data interval). However, this method needs to customize the transformation operations for dealing with irregular time intervals for each of the three prediction models separately. Also, it failed to incorporate spatial and temporal correlations among roadways, which are critical for prediction performance. Another work [37] also considered heterogeneous frequency in traffic flow prediction, by dynamically filtering the inputs through Discrete Fourier Transform (DFT) on traffic flow data. With the filtered tensors, a 3D convolutional network is designed to extract the spatiotemporal features automatically, and several kernels with various sizes on the temporal dimension are employed to model the temporal correlations with multi-scale frequencies. However, this method is limited to apply to grid-based traffic data and is only evaluated for coarse-grained data in both spatial (e.g., 1km × 1km) and temporal (15 minutes to 1 hour) dimensions. Different from the existing works, in this paper, we aim to develop an efficient method to process heterogeneous time-frequency traffic data on fine-grained urban transport network while sufficiently incorporating spatiotemporal correlations.

3. Preliminary

3.1. Notations

The traffic network can be represented as a graph $G = (V, E)$, where $V = \{ r_1, r_2, \cdots, r_N \}$ is a set of $N$ nodes (each represents a road segment) and $E$ is a set of edges. The graph is a directed graph and a two-way road segment is represented via two nodes. Both nodes and edges are unweighted. Each node of $G$ generates a traffic speed series. In the same observation time span, the number of traffic speed values for different road
| Notation        | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| $G = (V,E)$     | Traffic network.                                                            |
| $r_i$           | The $i$th road segment.                                                     |
| $\hat{y}_i$ $\in \mathbb{R}^{K_i}$ | Traffic speed series of $r_i$, $K_i$ is the length $\hat{y}_i$. |
| $\hat{Y} = \cup \hat{y}_i$ | A set of traffic speed series of all roads. |
| $\hat{y}_i^t$  | The historical average traffic speed of all days at time interval $t$.     |
| $x_{tr}^i$     | The speed changing trend vector of $r_i$.                                   |
| $X_{tr}$        | A set of $x_{tr}^i$ of all road segments.                                |
| $x_{de}^i$     | The speed deviation vector of $r_i$.                                        |
| $X_{de}$        | A set of $x_{de}^i$ of all road segments.                                |
| $Y \in \mathbb{R}^{N \times H}$ | The predicted traffic speed matrix on the entire network over next $H$ time slices. |
| $T_i^{rd}$      | The number of speed observations of $r_i$ in one day.                      |
| $y_{tr}^i$      | The speed changing trend of $r_i$ at time $t$.                            |
| $y_{de}^i$      | The speed deviation of $r_i$ at time $t$.                                  |
| $e_t^i \in \mathbb{R}^c$ | The output embedded vector of embedding component, $c$ is the length of vector. |
| $f_{CPA}$       | The function represents learnable Chebyshev Polynomial Approximation for replace operation. |
| $\{v_1, \cdots, v_{K_{em}}\}$ | The $K_{em}$ learnable coefficients corresponding to the polynomials. |
| $M \in \mathbb{R}^{c \times c}$ | A matrix with $c \times c$ learnable parameters to measure the correlation between embedded vectors. |
| $\sigma(\cdot)$ | The Sigmoid function.                                                       |
| $N_h(r_i)$      | The neighborhood of 1-hop to $h$-hop neighbor of $r_i$.                   |
| $f(\cdot)$      | The function represents learnable Chebyshev Polynomial Approximation for GCN. |
| $\{z_1, \cdots, z_{K_{GCN}}\}$ | The $K_{GCN}$ learnable coefficients corresponding to the polynomials. |
| $h_{tr}, h_{de}, h^S$ | The three output vectors of HSC module.                                |
| $X_{recent}, X_{daily}, X_{weekly}$ | The three constructed input feature matrices of MTC module.             |
| $X^R, X^E$      | The two constructed input feature matrices of contextual factor module.   |
| $\{h_1(x), \cdots, h_{K_{em}}(x)\}$ | The $K_{em}$ truncated polynomials of $f_{CPA}$. |
| $\{h_1(x), \cdots, h_{K_{GCN}}(x)\}$ | The $K_{GCN}$ truncated polynomials of $f$.                          |
| $\alpha, \beta$ | hyperparameters in loss function, which control the weight of last two terms. |
| $d_H^H, d_H^F$  | The dimension of hidden layers of LSTM and FCN in Contextual Factors module. |
| $d_T^F$         | The dimension of hidden layers of LTSM in MSC module.                     |
| $d_C^F, d_C^G$  | The dimension of hidden layers of LTSM and FCN in HSC module.             |
| $d_o$           | The length of output dimension of HSC, MSC, and contextual factor module. |
| $d_a$           | The dimension of hidden layers of attention layers.                       |
Figure 1: Traffic speed series with heterogeneous sampling frequency, where \( r_1 \) and \( r_6 \) have time interval of 5 mins, \( r_2 \) and \( r_4 \) have time interval of 10 mins, \( r_3 \) and \( r_5 \) has time interval of 15 mins.

segments are different due to heterogeneous sampling frequency. As shown in Figure 1, roads \( r_1 \) and \( r_6 \) have time intervals of 5 mins between consecutive observations, \( r_2 \) and \( r_4 \) have time intervals of 10 mins, \( r_3 \) and \( r_5 \) has time intervals of 15 mins. A vector \( \hat{y}_i \in \mathbb{R}^{K_i} \) is used to denote the traffic speed series of road segment \( r_i \) over the entire time span, where \( K_i \) is the number of speed values (or observation time intervals) in the observation time span. \( \hat{Y} = \cup \hat{y}_i \) denotes the traffic speed series of all roads.

For each road \( r_i \), a speed changing trend vector \( x^{tr}_i \) is calculated, and \( X^{tr} = \cup x^{tr}_i \). Specifically, \( x^{tr}_i = \langle \Delta_1 \hat{y}^{tr}_{i1}, \Delta_1 \hat{y}^{tr}_{i2}, \cdots, \Delta_1 \hat{y}^{tr}_{iK_i} \rangle \) where \( \Delta_1 \hat{y}^{tr}_{it} = \hat{y}^{tr}_{it} - \hat{y}^{tr}_{i(t-1)} \), indicating the changing trend of the traffic speed at time interval \( t \). Similarly, we calculate a speed deviation vector \( x^{de}_i \), and \( X^{de} = \cup x^{de}_i \). Specifically, \( x^{de}_i = \langle \Delta_2 \hat{y}^{de}_{i1}, \cdots, \Delta_2 \hat{y}^{de}_{iK_i} \rangle \), where \( \Delta_2 \hat{y}^{de}_{it} = \hat{y}^{de}_{it} - \bar{y}^{de}_i \), \( \bar{y}^{de}_i \) is the historical average traffic speed of all days at time interval \( t \), and \( \Delta_2 \hat{y}^{de}_{it} \) indicates the deviation of current speed \( \hat{y}^{de}_{it} \) from \( \bar{y}^{de}_i \) at time interval \( t \).

3.2. Traffic Speed Prediction

Given a road graph \( G = (V, E) \) and historical traffic speed of all nodes over past time slices \( \hat{Y} \), predict future traffic speed series \( Y = (y_1, y_2, \cdots, y_N) \in \mathbb{R}^{N \times H} \) of all road road segments on the whole traffic network over the next \( H \) time slices, where \( y_i = (y_{it+1}, y_{it+2}, \cdots, y_{it+H}) \) denotes the future traffic speeds of road segment \( r_i \), \( y_{it+1} \) denotes the predicted speed value at future time slice \( t + 1 \).

3.3. Demonstration of Multi-fold Spatial Correlations.

Figure 2(a) illustrates the traffic speeds of two segments \( r_a \) and \( r_b \) from 08:00 am to 13:00 pm. \( r_a \) and \( r_b \) tend to simultaneously increase (or decrease), which implies that
Figure 2: (a) traffic speeds of two road segments, \( r_a \) and \( r_b \), (b) correlations of \( r_a \) and \( r_b \) based on different speed measurements.

\( r_a \) and \( r_b \) also have strong correlations in terms of speed changing trend. Figure 2(b) compares the correlation scores obtained based on traffic speed and changing trend. The correlation scores are calculated in the following way: for each time interval \( t \), we calculate a traffic speed series of \( r_i \) called \( \hat{o}_i = (\hat{y}_i^{t-dT_i^d}, \ldots, \hat{y}_i^{t-T_i^d}, \hat{y}_i^{t}) \), where \( T_i^d \) is the total number of speed observations of \( r_i \) in one day, e.g., \( T_i^d = 288 \) if \( r_i \)'s observation frequency is 5 minutes per record. Thus, it consists of the traffic speed values of previous \( d \) days at time interval \( t \). Similarly, \( \hat{o}_j \) is calculated for \( r_j \). Then the correlation between \( r_i \) and \( r_j \) with regards to time interval \( t \) is obtained by calculating the Pearson Correlation between \( \hat{o}_i \) and \( \hat{o}_j \). In the same way, the correlation curve based on changing trends is calculated and shown in Figure 2(b). The figure reflects that both the correlations between \( r_i \) and \( r_j \) change dynamically over time. The two correlations have significantly different patterns, and they alternatively show the strongest correlation scores across various traffic situations. This indicates that it is important to consider multi-fold spatial correlations in order to capture the dynamic spatiotemporal characteristics of traffic data.

4. Proposed Method

4.1. Main Framework
Figure 3: The framework of proposed MCAN Model.

Figure 3 presents the framework of our MCAN model, which consists of four major components. 1) **Multi-fold Spatial Correlation** module: This module relies on an HSC model to learn multi-fold spatial correlations among the traffic data based on multiple measurements (including the traffic speed, the changing trend of traffic speed, and the deviation from historical average speed). 2) **Multi-fold Temporal Correlation** module: This module leverages LSTM networks to learn multi-fold temporal correlations (namely, the short-term temporal dependency, as well as daily and weekly periodicity). 3) **Contextual Factors** module: This module leverages LSTM networks to learn the impacts of dynamic factors such as weather conditions and holidays and utilizes the FCN to learn the impacts of static road characteristics. 4) **Attention Fusion** module: This component merges the learned multi-fold spatial correlations and the multi-fold temporal correlations together with contextual factors using an attention mechanism. Finally, the resultant fused features are fed into Fully Connected Neural Network (FCN) layers to produce the final predictions.

4.2. **Multi-fold Spatial Correlation Module**

We first present the multi-fold spatial correlation (MSC) module, which explores the spatial correlations based on three different measurements of correlations, i.e. the traffic speed, the changing trend of the traffic speed (changing trend in short), and the deviation of the traffic speed from its historical average (deviation in short). For
changing trend, the MSC module relies on a Heterogeneous Spatial Correlation (HSC) model to learn a prediction $y_{i}^{tr} \in \mathbb{R}^{K_i}$ of changing trend for road segment $r_i$ based on $r_i$ and its neighbors’ changing trend values. At the time $t$, $y_{i,t}^{tr}$ is concatenated with the traffic speed value at the previous time interval $y_{i}^{t-1}$, and then the concatenated information is fed into an FCN to learn a high-order feature representation. In the view of deviation, the HSC model learns a prediction of deviation $y_{i}^{de}$, which is concatenated with the average value of road $r_i$’s traffic speed and is further fed into an FCN to learn a high-order feature representation. For traffic speed, the output of the HSC model is directly fed into an FCN.

We next explain how the HSC model capture spatial correlation in terms of changing trend, while the spatial correlations based on traffic speed or deviation can be processed in the same way. Figure 4 shows the structure of the HSC model. The HSC model consists of four main components: embedding component, graph convolutional network (GCN) component, LSTM component and FCN component. The HSC relies on the first three components to learn the neighborhood information and utilizes the LSTM component to learn a latent feature of each road segment’s changing trend value. Then the learned neighborhood information and the latent feature of the target road segment are concatenated and fed into an FCN layer to produce the output of the HSC model.

4.2.1. Embedding Component

This component takes $X^{tr}$ (the vector of changing trend of each road segment) as input where the length of different vectors can be different. The embedding component
maps these vectors to the same feature space, and outputs a unified representation for various vectors with heterogeneous time granularity. For example, as shown in Figure 4(b) and Figure 5, \( \mathbf{x}_{t_1}^{tr} \) is a vector of \( r_1 \) with length of 6 (i.e. containing changing trend values for the past 30 minutes), and \( \mathbf{x}_{t_2}^{tr} \) is a vector of \( r_2 \) with length of 3. This means that \( r_1 \) and \( r_2 \) are heterogeneous in time granularity of the feature vectors. To deal with the heterogeneity, a replace operation combine with a learnable Chebyshev Polynomial Approximation (CPA) \([6]\) is used to embed the input vectors into vectors with unified length. For an input vector \( \mathbf{x}_{t_i}^{tr} \), the embedding component distributes the elements of \( \mathbf{x}_{t_i}^{tr} \) into an embedded vector \( \mathbf{e}_{t_i}^{tr} \in \mathbb{R}^c \) as follows (\( c \) is the length of the resultant vector),

\[
\mathbf{e}_{t_i}^{tr}(j) = \begin{cases} 
\mathbf{x}_{t_i}^{tr}(m), & j = m \ast (sn + 1) \\
f_{CPA}(j/\text{len}(\mathbf{e}_{t_i}^{tr})), & \text{otherwise}
\end{cases}
\]

where \( sn = \lfloor (c - \text{len}(\mathbf{x}_{t_i}^{tr}))/\text{len}(\mathbf{x}_{t_i}^{tr}) - 1 \rfloor \), \( \text{len}(\mathbf{x}) \) is the length of vector \( \mathbf{x} \); \( m = 0, 1, 2, ..., \text{len}(\mathbf{x}_{t_i}^{tr}) - 1 \); \( \mathbf{e}_{t_i}^{tr}(j) \) is the \( j \)th element of the vector \( \mathbf{e}_{t_i}^{tr} \), \( \mathbf{x}_{t_i}^{tr}(m) \) is the \( m \)th element of the vector \( \mathbf{x}_{t_i}^{tr} \); the learnable CPA is denoted as \( f_{CPA}(x) = \sum_{l=1}^{K_{em}} v_l \cdot h_l(x) \), where \( h_l \) is the Chebyshev polynomial \( h_l(x) \) of order \( l \), \( K_{em} \) is the number of the truncated polynomials, and \( \{v_1, ..., v_{K_{em}}\} \) are \( K_{em} \) learnable coefficients corresponding to the polynomials \( \{h_1(x), ..., h_{K_{em}}(x)\} \).

The replacing operation ensures time consistency between embedded vectors, i.e. the elements with short temporal distance locate near each other in the embedded vectors. As shown in Figure 5, blue squares are from input vector \( \mathbf{x}_{t_1}^{tr} \) and pink squares are from input vector \( \mathbf{x}_{t_2}^{tr} \). The replacing operation guarantees that the blue and pink squares with close timestamps are placed close to each other in \( \mathbf{e}_{t_1}^{tr} \) and \( \mathbf{e}_{t_2}^{tr} \). For an input vector \( \mathbf{x}_{t_i}^{tr} \), after placing the elements of \( \mathbf{x}_{t_i}^{tr} \) to corresponding locations in \( \mathbf{e}_{t_i}^{tr} \), there are some elements in \( \mathbf{e}_{t_i}^{tr} \) with missing values. The CPA method is utilized to fill up the missing values within \( \mathbf{e}_{t_i}^{tr} \) by utilizing the Chebyshev polynomials approximation. As shown in Figure 4(b), the coefficients inside the CPA function are learnable, which allows the model to automatically fit a distribution of input features.
4.2.2. GCN Component

This component incorporates spatial information of local neighborhoods from 1-hop to $h$-hop neighbors. With the embedded feature vectors from the embedding component, a GCN \[6\] is used to aggregate the local neighborhood information from both the target $r_i$ and all its 1-$h$ hop neighbors. It was shown to be efficient for capturing spatial correlations while preserving the structure consistency. As shown in Figure 4(c), the road segment $r_i$ and its neighbors each maintains an embedded vector of length $c$ obtained from the embedding component. Then the local information with regards to the neighborhood of 1-hop to $h$-hop neighbor is learned as:

$$\mu^h_i = \{u_{i,j} | r_j \in N_h(r_i)\}, \quad u_{i,j} = \sigma((e^r_{i,j})'M_je^r_{j}),$$

\hspace{1cm} (2)

$$h_{i,h}^{tr} = \sum_{r_j \in N_h(r_i)} f(u_{i,j}), \quad f(u_{i,j}) = \sum_{l=1}^{K_{GCN}} z_l \cdot h_l(u_{i,j}),$$

\hspace{1cm} (3)

where $e^r_{i}, e^r_{j} \in \mathbb{R}^c$ are embedded features of road $r_i$ and $r_j$, $(e^r_{i})'$ is the transposition of $e^r_{i}$, $M \in \mathbb{R}^{c \times c}$ is a matrix with $c \times c$ learnable parameters to measure the correlation between embedding vectors, and $\sigma(\cdot)$ is the Sigmoid function, $K_{GCN}$ is the number of the truncated polynomials, and $\{z_1, ..., z_{K_{GCN}}\}$ are $K_{GCN}$ coefficients corresponding to the polynomials $\{h_1(x), ..., h_{K_{GCN}}(x)\}$. The convolution filter is parameterized with numbered learnable parameters under the guidance of the function approximation theory \[6\]. The output of GCN for $r_i$ is $h_{i,h}^{tr} = \langle h_{i,1}^{tr}, ..., h_{i,h}^{tr} \rangle$, where $h_{i,h}^{tr}$ contains the neighborhood information of up to $r_i$’s $h$-hop neighbors, $N_h(r_i)$ represents the $h$-hop neighbors of $r_i$. 

Figure 5: Illustration of keeping time consistency in embedded vectors.
4.2.3. LSTM Layer

The architecture of the LSTM cell can be described with the following equations:

\[
\begin{align*}
    i_{tt} &= \sigma(W_{ix}x_{tt} + W_{ih}h_{tt-1} + b_i), \\
    f_{tt} &= \sigma(W_{fx}x_{tt} + W_{fh}h_{tt-1} + b_f), \\
    o_{tt} &= \sigma(W_{ox}x_{tt} + W_{oh}h_{tt-1} + b_o), \\
    \tilde{C}_{tt} &= \tanh(W_{Cx}x_{tt} + W_{Ch}h_{tt-1} + b_C), \\
    C_{tt} &= i_{tt} \ast \tilde{C}_{tt} + f_{tt} \ast C_{tt-1}, \\
    h_{tt} &= o_{tt} \ast \tanh(C_{tt}).
\end{align*}
\]

where \( tt \) stands for the \( tt \)-th time interval, \( i_{tt}, f_{tt}, o_{tt} \) refer to the output of the input gate, forget gate and output gate respectively. \( x_{tt}, c_{tt}, h_{tt} \) are the input vector, state vector and hidden vector respectively, and \( h_{tt-1} \) is the former output of \( h_{tt} \). \( \tilde{C}_{tt} \) and \( C_{tt} \) are the input state and output state of the memory cell, and \( C_{tt-1} \) is the former state of \( C_{tt} \). \( \sigma \) is a sigmoid function. \( W_{ix}, W_{fx}, W_{ox}, W_{Cx} \) are the weight matrices connecting \( x_{tt} \) to the three gates and the cell input, \( W_{ih}, W_{fh}, W_{oh}, W_{Ch} \) are the weight matrices connecting \( x_{tt-1} \) to the three gates and the cell input, \( b_i, b_f, b_o, b_C \) are the bias terms of the three gates and the cell gate.

Two separate LSTM components are used to learn the temporal dependency of the changing trend features: one is for the trend vector of \( r_i \), and another is for \( h^r_i \) (the neighborhood information). The outputs of the two LSTM components are denoted as \( h^{Neigh}_i \) and \( h^{Self}_i \) respectively. The two terms are concatenated and then fed into an FCN component to produce the output of the HSC model, i.e. prediction of changing trend \( y_i^{tr} \) and of deviation \( y_i^{de} \).

4.3. Multi-fold Temporal Correlation Module

Temporal correlations have been widely considered by existing decomposition methods for time-series analysis. They typically split a series into a combination of level, trend, seasonality, and noise components. Such decomposition helps capture a variety of patterns exhibited by the time series data, where each component represents an underlying pattern category [4]. However, it requires predefined models to decompose the
data, which may not correctly match the actual patterns of the data. The core idea of the decomposition method has been considered by many deep learning models [1]. In this paper, our MCAN model relies on the MTC module to capture and incorporate multiple temporal correlations, based on three different temporal dependencies, i.e., the recent dependency, the daily periodicity correlation, and the weekly periodicity correlation. The multi-fold temporal correlation is similar to decomposition methods in exploring the various temporal patterns of the time series data. The difference is that, decomposition methods explicitly decompose and model the various temporal patterns, while our MCAN relies on the MTC module to automatically learn the different temporal patterns from input data without decomposing the data explicitly. Specifically, the three LSTM modules share the same network structure but take different inputs. The LSTM structure has been introduced in the previous section, and the inputs to the three LSTM modules are as follows.

4.3.1. The Recent Correlation

Intuitively, the formation and dispersion of traffic congestions are gradual, indicating that the traffic speed at previous time intervals (recent information) inevitably has influences on the future traffic speed. Four kinds of recent information are utilized to capture the recent correlation: 1) the traffic speeds of previous \( lr \) time slots, i.e. \( \text{rs} = < \hat{y}_{i,t-1}^{lr}, \hat{y}_{i,t-1}^{lr+1}, \ldots, \hat{y}_{i,t-1}^{lr} > \), where \( lr \) is the number of recent observations utilized. 2) the speed changing trend of previous \( lr \) time interval, i.e. \( \text{rt} = < x_{i,t-lr}, x_{i,t-lr+1}, \ldots, x_{i,t-lr} > \). 3) the deviation of the traffic speeds of previous \( lr \) time interval, i.e. \( \text{rd} = < x_{i,t-lr}^{de}, x_{i,t-lr+1}^{de}, \ldots, x_{i,t-lr}^{de} > \). 4) the average speeds at the previous \( lr \) time slots, \( \text{ra} = < \bar{y}_{i,t-lr}^{a}, \bar{y}_{i,t-lr+1}^{a}, \ldots, \bar{y}_{i,t-lr}^{a} > \), where \( \bar{y}_{i,t-lr}^{a} \) is the average traffic speed of all days at time interval \( t \) for road \( r_i \). The input to the LSTM-recent module is \( X^{\text{recent}} = < \text{rs}, \text{rt}, \text{rd}, \text{ra} > \).

4.3.2. The Daily Periodicity Correlation

Due to the regular daily journey routines taken by people, the traffic speed typically repeats periodically, e.g. the traffic speed at a certain period is similar to the same time period of the previous day [27]. We incorporate the periodicity information of a
road segment at the time interval to improve prediction accuracy. The daily periodicity information consists of three parts: 1) the traffic speeds of previous \( ld \) days at the same time interval, i.e. \( ds = < \hat{y}_i^{t-ld+T_i^d}, \hat{y}_i^{t-(ld-1)*T_i^d}, \ldots, \hat{y}_i^{t-T_i^d} > \), where \( T_i^d \) is the number of time intervals in each day for \( r_i \). 2) the changing trend of the traffic speeds of previous \( ld \) days at the same time interval, i.e. \( dt = < x_{tr}^{tr}_{i,t-ld+T_i^d}, x_{tr}^{tr}_{i,t-(ld-1)*T_i^d}, \ldots, x_{tr}^{tr}_{i,t-T_i^d} > \). 3) the deviation of the traffic speeds of previous \( ld \) days at the same time interval, i.e. \( dd = < x_{de}^{de}_{i,t-ld+T_i^d}, x_{de}^{de}_{i,t-(ld-1)*T_i^d}, \ldots, x_{de}^{de}_{i,t-T_i^d} > \). As such, the input to the LSTM-daily module is \( X_{daily} = < ds, dt, dd > \).

4.3.3. The Weekly Periodicity Correlation

Traffic data also shows a strong weekly periodicity. The weekly periodicity information consists of three parts, based on traffic speed, changing trend and deviation respectively. 1) the traffic speeds of previous \( lw \) weeks at the same time interval, i.e. \( ws = < \hat{y}_i^{t-lw+T_i^w}, \hat{y}_i^{t-(lw-1)*T_i^w}, \ldots, \hat{y}_i^{t-T_i^w} > \), where \( T_i^w \) is the number of time intervals in each week for \( r_i \). 2) the changing trend of previous \( lw \) weeks at the same time interval, i.e. \( wt = < x_{tr}^{tr}_{i,t-lw+T_i^w}, x_{tr}^{tr}_{i,t-(lw-1)*T_i^w}, \ldots, x_{tr}^{tr}_{i,t-T_i^w} > \). 3) the deviation of previous \( lw \) weeks at the same time interval, i.e. \( wd = < x_{de}^{de}_{i,t-lw+T_i^w}, x_{de}^{de}_{i,t-(lw-1)*T_i^w}, \ldots, x_{de}^{de}_{i,t-T_i^w} > \). As such, the input to the LSTM-weekly module is \( X_{weekly} = < ws, wt, wd > \).

4.4. Contextual Factors Module

In addition to the multi-fold spatial/temporal correlations, contextual factors are also considered, which include the road network characteristics and weather conditions. The contextual factors can be divided into two parts: static and dynamic factors. The static factors are represented as a feature vector \( X^R \) to capture the road characteristics of a road segment. It includes the length of the road segment, road type (e.g., primary road, highway), number of lanes, and number of traffic lights. The dynamic (time-dependent) factors are represented as a feature vector \( X^E \) to capture factors such as weather conditions and activity events. It includes the weather condition (one-hot encoding), holidays, time interval \( t \) and the day-of-week. The static feature vector \( X^R \) is fed into an FCN layer, and the dynamic feature vector \( X^E \) is fed into an LSTM layer.
to learn high order representations.

### 4.5. Component Fusion with Attention for Prediction

Then the multi-fold spatial correlations, multi-fold temporal correlations, as well as the contextual factors are fused together using an attention mechanism. The resultant fused features are fed into a fully connected layer to produce the final predictions. The loss function contains three terms, i.e. mean square error of speed value, changing trend and deviation. $\alpha$ and $\beta$ are hyperparameters to control the weights of different terms.

$$L_{loss} = \sum_{i=1}^{N} \left( \| \hat{y}_i - y_i \|^2 + \alpha \| x_{i}^{tr} - y_{i}^{tr} \|^2 + \beta \| x_{i}^{de} - y_{i}^{de} \|^2 \right). \quad (5)$$

The algorithm Adam is utilized for optimization. The training process repeats for 50 epochs. To prevent overfitting, the dropout mechanism is applied to each hidden layer, where the rate of dropout is set to 0.5.
5. Experiments

5.1. Settings

5.1.1. Dataset

Road Network–Singapore: The first road network in Singapore is obtained from OpenStreetMap\(^1\). We choose a rectangle area in Downtown Singapore (Southwest: 1.2718, 103.8002; Northeast: 1.3323, 103.8653), which comprised of 974 road segments (we only consider road segments traversed by bus services) as shown in Figure 6(a). This is used to derive topological attributes of the road segments, which include: types of road segments (e.g. primary, residential, highway), number of lanes, length, availability of traffic signals at the end of road segments.

Road Network–Beijing: The second road network in Beijing is obtained from \(^2\). We choose a rectangle area in Downtown Beijing (Southwest: 39.925, 116.385; Northeast: 39.945, 116.415), which is comprised of 523 road segments as shown in Figure 6(b). This is used to derive topological attributes of the road segments, which include the number of lanes, length, width, direction, the number of lanes, and speed class.

Traffic Speed Data–Singapore: The traffic speed data is calculated based on historical bus trajectories derived from bus arrival data\(^3\) (which contains the bus locations of each bus service at each minute). All the bus locations of the same bus trip form a bus trajectory. Each point of a trajectory contains the GPS location of the bus and the corresponding timestamp. We apply map-matching to project trajectories to road network for calculating the traffic speed of corresponding road segments. Due to many factors such as device errors and network issues, there exist many missing values in the raw dataset. To mitigate this problem, we first fill up the missing values using spline interpolation\(^3\). Then, we remove the speed values that exceed the speed limits of the road segments. In practice, different road segments have significantly different frequencies of bus passing. The time interval between consecutive buses ranges from 1 minute to 20 minutes. As such, different road segments have different sampling rates.

---

\(^1\)https://www.openstreetmap.org/export
\(^2\)https://github.com/JingqingZ/BaiduTraffic
\(^3\)https://www.mytransport.sg/content/mytransport/home/dataMall.html
The data frequency for a road segment is set based on the frequency of the bus services that traverse the road. For example, if bus 179 traverses road $r_i$ and its average time interval between consecutive bus arrivals is 7 minutes, then we calculate a traffic speed value in every 7 minutes for road $r_i$. If there are multiple bus services that cover the same road segment, the average time interval of all bus services is used. Figure 7 shows the distribution of bus passing frequency of all road segments. Bus traffic data from Aug. 01 to Nov. 30, 2018, are used in our experiment. Traffic data on the first 91 days are used as the training set, and the remaining are used as the testing set. For the target road segment and all its 1-h hop neighbors, we consider traffic data of the past 1 hour, i.e., for a neighbor $r_j$ with time interval $T_j$, the past $60/T_j$ time intervals will be fed into the HSC model.

Traffic Speed Data–Beijing: The traffic speed data (Q-Traffic) is also obtained from [31]. The time interval is 15 minutes for all road segments, the studied period from Apr. 01 to May. 31 2017. Traffic data on the first 45 days are used as training set, and the remaining are used as the testing set.

Weather data: Hourly-grained weather data are collected during the same time period of the bus speed data that include four parts: (1) weather categories (e.g., sunny, light rain, passing cloud, etc.), which consist of 52 categories, and we applied one-hot encoding to represent the categories; (2) temperature in real number; (3) wind speed in real number; (4) probability of precipitation. These four parts as well as holiday, time of day, and day of week are concatenated together as one feature vector into LSTM in

4https://github.com/JingqingZ/BaiduTraffic
5https://www.timeanddate.com/weather/singapore/singapore
5.1.2. Baselines

We compare our method with the following baseline methods. (1) ARIMA: Auto Regression Integrated Moving Average [43]. (2) LR: Linear Regression [20]. (3) SVR: Support Vector Regression [44]. (4) STGCN [49]: It applies pure convolution structure to simultaneously capture temporal dynamics and spatial dependencies in traffic data. They designed a module consisting of graph convolution layers to learn spatial correlations on traffic networks and gated convolutional layers to capture temporal correlations. The framework of STGCN consists of two blocks mentioned above and a fully-connected output layer at the end. (5) BTSP [39]: It utilized structure2vec technique to model spatial correlation within local neighborhoods. For global spatial correlation, they apply a cut-based partitioning method to cluster road segments with similar traffic patterns for training corresponding predictors. LSTMs are fed with carefully designed short- and long-term temporal features for modeling temporal dependencies. Finally, an attention layer fuses the above heterogeneous spatial and temporal features based on dynamic traffic situations for generating the final prediction result. (6) ASTGCN [23]: It includes three independent components of the same architecture to capture three temporal dependencies of the traffic: recent, daily- and weekly-periodic dependencies. In each component, there are two stacked ST blocks. In each ST block, 1) an attention mechanism is proposed to capture the importance of different locations and time slices, to enable the network to pay more attention to valuable information; 2) a graph convolution network combined with standard convolution layer aims to incorporate spatial and temporal features based on learned attention scores. Using the above ST blocks, three latent features are generated by the three components and are fused for final prediction. (7) LSTM [26]: It has been introduced in Section 4.2.3 which is a recurrent neural network with long-term and short-term memory, and has been extensively utilized in time series prediction problems. (8) GCNLSTM [10]: It combines graph convolution network with LSTM to capture both spatial correlation (with local neighborhoods) and temporal correlations (short- and long-term time dependency) for prediction. (9) DKFN [8]: It is a novel Kalman Filtering network which can model
bias and noise in traffic data, and capture self and neighboring dependencies for prediction. An LSTM is used to model self-dependency and Graph Convolution-LSTM is applied to capture neighbor dependency, and a Kalman Filtering network is utilized to capture the bias and noise in self dependency and neighbor dependency observations rather than treat them as exact ground truth. (10) MCAN-nhte: It is a ablation study of our method, by removing embedding component in HSC module, (i.e., skip the replacing operation in Figure 4(b), and directly fed two feature equal length vectors to GCN and LSTM in Figure 4(a)). Among the baselines, ARIMA, LR, and SVR are well-known for their performance; they are ideal baselines to show the gap between complicated deep learning models and traditional shallow methods. The comparison with them can also reflect the necessity of incorporating spatiotemporal correlations for prediction on a complex real-world dataset. LSTM and GCNLSTM are well-known traditional RNN for time series prediction problem, the comparison with them present the margin of capacity of traditional neural networks and state-of-the-art deep learning methods. STGCN, BTSP, ASTGCN, and DKFN are state-of-the-art methods whose performances have been evaluated on many real-world datasets. These methods relied on different techniques to model the dynamic changes in spatial and/or temporal correlations among road segments for traffic prediction. The ablation study will provide insights to the performance and robustness of our method for diverse datasets, i.e., with or without heterogeneous frequency sampling.

The comparison between the above methods and our MCAN model demonstrates the effectiveness of different methods for characterizing the dynamic spatiotemporal correlations. Note that although there are some works considering multiple types of spatial correlations [19, 36], these methods are not suitable as baselines because the input (features) suggested in these methods cannot be obtained based on our datasets.

Baselines (1), (2), (3) and (8) don’t consider spatial correlations, thus the heterogeneity has little influences to them. All the road segments are clustered such that the road segments in the same cluster are with the same observation frequency, and a separate model is built for road segments with the same time frequency. Baselines (4),(5),(6),(7),(9) (10) and our ablation version MCAN-nhte applied same time frequency (5 minutes) for all road segments in Singapore dataset. For Beijing dataset, we
test all baselines and our ablation version, using the same time frequency, i.e., 15 minutes. It is worth noting that no weather conditions are included in this dataset, hence we remove both embedding component in HSC module and LSTM in Contextual Factor Module in the ablation version. The hyperparameters of the baselines are optimized using grid search method to ensure a good fit of the data.

5.1.3. Hyperparameters

The hyperparameters are tuned using the grid search method. The important hyperparameters include the number of the terms of Chebyshev polynomial $K_{em}$ in embedding layers, the $K_{GCN}$ in graph convolution layer (i.e., the size of vector $z$), the size of matrix $M \in \mathbb{R}^{c \times c}$ in embedding component of HSC model, the weight parameters $\alpha$ and $\beta$ in loss function, the number of layers in LSTM/FCN modules and the number of neurons in the LSTM/FCN layers, the batch size and the learning rate during the training phase. After tuning the hyperparameters through an exhaustive search, the above parameters are set as follows. Both $K_{em}$ and $K_{GCN}$ are set to 5, the size of matrix $M$ is set to $64 \times 64$, the weight parameters in loss function are set to $\alpha = 0.2$ and $\beta = 0.2$ respectively. Each LSTM module contains 3 layers, and each FCN module contains 2 layers. The size of the hidden layers in various LSTM and FCN modules in different components will be presented and discussed in Section 5.2.3. During the training phase, the batch size is set to 64, and the learning rate is set to 0.0001. In addition, for incorporating multi-fold temporal correlations, the parameters $lr$, $ld$ and $lw$ are set to 6, 4, and 2, respectively, using grid search based on the prediction performance as well as the available dataset. The $k$-fold cross validation is used to test the performance, where $k$ is set to 5. We use leave-one-out cross validation (LOOCV), thus 20% of the data in test set is used for validation. The data is shuffled during performance evaluation in order to avoid inherent bias. $H$ refers to the number of time intervals to be predicted. The prediction time horizon of a road segment depends on its size of time interval and $H$, e.g., if $H = 6$ and time interval size equals to 5 minutes, the prediction horizon should be $56 = 30$ minutes. For MCAN-nhte and all the other baselines, the time interval applied 5 mins, and for our method MCAN, it depends on the heterogeneous time interval for various road segments. Basically, this paper focuses on short-term prediction, i.e.,
within a couple of hours (the maximum \( H = 10 \), and the maximum time interval in our dataset is 20 minutes, the max prediction horizon is 200 minutes, less than 4 hours).

5.2. Results

5.2.1. Overall Performance.

Table 2: Comparison of results on MAE, MAPE and RMSE on two datasets.

| Methods     | Our Dataset | Q-Traffic Dataset |
|-------------|-------------|-------------------|
|             | MAE (km/h)  | MAPE (%)          | RMSE (km/h) | MAE (km/h)  | MAPE (%) | RMSE (km/h) |
| ARIMA [43]  | 4.992       | 21.4              | 6.352       | 4.022       | 11.7     | 4.416       |
| LR [20]     | 4.101       | 19.5              | 4.674       | 1.59        | 7.0      | 2.259       |
| SVR [44]    | 3.972       | 18.7              | 4.361       | 5.078       | 21.3     | 5.924       |
| BTSP [39]   | 2.524       | 12.3              | 3.613       | 1.67        | 7.1      | 2.531       |
| ASTGCN [23] | 1.971       | 11.1              | 3.116       | 2.306       | 10.3     | 3.550       |
| STGCN [49]  | 3.198       | 13.3              | 4.152       | 2.367       | 10.9     | 3.587       |
| LSTM [26]   | 1.866       | 12.1              | 2.899       | 1.923       | 8.4      | 2.866       |
| GCNLSTM [10]| 1.714       | 11.1              | 2.719       | 1.831       | 7.9      | 2.715       |
| DKFN [8]    | 1.650       | 10.0              | 2.629       | 1.827       | 7.9      | 2.693       |
| MCAN-nhte   | 1.435       | 9.6               | **2.021**   | 1.410       | 6.1      | **2.116**   |
| MCAN        | **1.428**   | **9.4**           | 2.280       | –           | –        | –           |

The performance measures used are the Mean Absolute Error (MAE), the Mean Absolute Percentage Error (MAPE), and Root Mean Square Error (RMSE). Table 2 compares the performance of our proposed method with the baselines on both selected datasets. The traditional time series-based method (ARIMA) obtains poor performance on both datasets, because it only relies on historical records of traffic speed values without taking into account the impact of spatial correlation and contextual factors. The classic regression methods SVR and LR both marginally outperform ARIMA on our dataset. On the Beijing dataset, SVR performs worse than ARIMA, while LR shows good performance. This indicates that the Beijing dataset in each 15 minutes shows higher linearity than our dataset (due to their data completion technique of dealing with missing data, i.e., using daily average value to fill up), which gives the LR method a better advantage. However, they still fail to characterize the complex non-linear spatiotemporal correlations if the traffic situations change dramatically and dynamically. The LSTM and GCNLSTM learn short-and long-term dependencies that
are inherent within speed time series in their architecture. GCLSTM improves the prediction by using GCN to capture spatial correlations. While it outperforms traditional methods, GCLSTM still shows lower performance compared with our models (MCAN and MCAN-nhte) on both datasets. The deep learning methods (ASTGCN, STGCN, BTSP) rely on techniques such as graph embedding, GCN to model the dynamic spatial correlations and RNN (LSTM) network to capture the nonlinear temporal correlations; thus they achieve better results than the above-mentioned methods on both datasets. DKFN shows better performance among deep learning models, as they do not rely on the absolute spatial neighbourhoods and nearby temporal time stamps, but instead introduce noisy measurements to incorporate more realism to real-world datasets, and enables the modelling of data distribution with large fluctuations. Our proposed MCAN outperforms all these deep learn methods as it explicitly models the multi-fold spatial correlations as well as multi-fold temporal correlations, which provide discriminating features to better characterize the dynamic traffic situations. In addition, with embedding component, our model settles heterogeneous sampling frequency in datacube while keeping time consistency by replacing operation and Chebyshev polynomial approximation. As such, our method not only sufficiently considers the multi-fold spatiotemporal correlations but efficiently addresses the issues due to the heterogeneous granularity of traffic data. On the other hand, our ablation study with MCAN-nhte also shows top performance on both datasets even without embedding component and LSTM in Contextual Factor Module. This demonstrates that regardless of the datasets and time granularity (homogeneous or heterogeneous sampling frequency, short or long time intervals), our method and even its degraded version, can effectively incorporate multi-fold spatial and temporal correlations to accurately predict traffic situations.

We also show results in the Taylor plot, which is widely used in climate and other aspects of Earth’s environment studies. As shown in Figure 8, the black star on the x axis represents the ground truth. The figure is used to quantify the degree of correspondence between the predicted speeds and ground truths in terms of three statistics: the Pearson correlation coefficient (related to the azimuthal angle), the RMSE (proportional to the distance from the point on the x-axis identified as “ground truth”, i.e., gray contours), and the standard deviation (proportional to the radial distance from
the origin, i.e., black dash contours. The results show that, compared to all the baselines (labeled as ‘1-9’), our method (labeled as ‘10’) has the smallest RMSE, the highest correlation with the ground truth, and the same standard deviation as the ground truth.

Figure 9 shows the changes of prediction performance of all methods with the increasing $H$ (predict the future $H$ time intervals). In general, the prediction error becomes larger when $H$ increases for all methods, because the problem becomes more difficult. The performance of ARIMA degrades dramatically as it only relies on the temporal correlation of recent traffic speeds, thus it can obtain good results for short-term prediction but the performance drops dramatically with the increasing $H$. The errors of other methods increase slowly with the prediction horizon increases. However, their performance varies significantly, and the deep learning-based methods (BTSP, STGCN, ASTGCN, LSTM, GCNLSTM, DKFN, and MCAN) achieve better results.
than the traditional methods. This is because they can simultaneously consider the spatial-temporal correlations relying on their respective strategies. The experiments are constructed on Intel(R) Xeon(R) CPU E5-1650 v2 @ 3.50GHz with 32G RAM. The training time for our method for 1000 samples, is around 0.4s. The training time for other baselines: ARIMA 1.3s, LR 0.2s, SVR 0.2s, BTSP 1.1s, ASTGCN 0.97s, STGCN 1.5s, LSTM 0.33s, GCNLSTM 0.39s, DKFN 1.2s.

5.2.2. Ablation Study

In this part, we evaluate the effects of model components that affect the prediction performance, including multi-fold spatial correlations, multi-fold temporal correlations, and the contextual factors module. To verify the effects of multi-fold spatial correlations, we designed three degraded versions of MCAN: MCAN-ntr (without spatial correlation of changing trend), MCAN-nde (without spatial correlation of de-
tection), MCAN-ntr-nde (without spatial correlations of both changing trend and deviation). Figure 10(a) shows that removing the multi-fold spatial correlations leads to obvious performance degradation, indicating the necessity to incorporate the multi-fold spatial correlations proposed in this paper. After removing the other two spatial correlations (trend and deviation), and only considering speed observations similar to most of the existing works (MCAN-ntr-nde), the error rates notably increased compared to MCAN. This is because the correlation in terms of speeds sometimes cannot provide essential information, for example, two roads’ speed time series have similar trends but show low linear correlation. In this case, such correlation will not benefit or even has negative impacts on the prediction results. Moreover, adding trend or deviation into consideration is also insufficient (MCAN-ntr and MCAN-nde), because these two correlations alternatively dominate each other. For instance, the MCAN-ntr model will perform unwell when deviation correlation and Pearson correlation are dominated by trend correlation. The results also reflect that considering spatial correlations of more folds tends to improve prediction performance. It’s worth noting that the multiple spatial correlations incorporated could be associated with each other; thus, removing any single spatial correlation does not lead to considerable performance loss. Figure 10(b) evaluates the impact of multi-fold temporal correlations by comparing with the following degraded version: MCAN-nd (without temporal correlation of daily periodicity), MCAN-nw (without temporal correlation of weekly periodicity), MCAN-nd-nw (without temporal correlations of both daily and weekly periodicity). The results reflect that the consideration of multi-fold temporal correlations is important. The explanation is as follows. Sometimes recent observations fail to depict inherent traffic patterns. For instance, even though the traffic states follow the daily periodicity congestion in the upcoming peak hours, the recent observations have strong fluctuation and high noise due to data collection problems. As such, the recent observations will not provide informative features for the model. Considering daily periodicity will provide an essential clue for a good inference. Moreover, Figure 10(b) reveals that only considering daily or weekly periodicity cannot sufficiently complement the recent dependency for good prediction: MCAN-nd and MCAN-nw slightly outperform the MCAN-nd-nwh version, with a higher error rate than MCAN. These results validate the effect of multi-fold tem-
To verify the effects of contextual factors module, we designed three degraded versions of MCAN: MCAN-ndf (without dynamic factors such as weather conditions), MCAN-nsf (without static factors), MCAN-ncont (without contextual factors of both dynamic and static factors). As shown in Figure 10(c), the results reflect that the absence of contextual factors increased the prediction error rate moderately, which indicates that the weather, calendar, and road characteristics slightly affect the prediction results. This is because the weather conditions in a moderately large region are usually the same. Except for rare extreme weather, the changes also vary slowly. The road characteristics basically do not change over time, therefore, their impacts are not very important. Figure 10(d) compares the influences of different modules of MCAN, by removing HTC module, HSC module, and contextual factor module, separately. In Figure 9 (d) we present three ablation versions, MCAN-nHSC, MCAN-nHTC, and MCAN-nCont. The results show the obvious notable increase in prediction errors when removing HTC and HSC components, while a mild increase when removing contextual factor module.

5.2.3. Sensitivity Analysis.

Figure 11: Sensitivity analysis.

Figure 11(a) illustrates the effects of the number of $K_{GCN}$ and $K_{em}$. The results show that the RMSE first decreases with the increasing $K_{GCN}$, then it tends to increase if $K_{GCN}$ continues to increase. This is because, more items of CPA can better learn
the complex traffic situations of local neighbors, leading to a higher ability of approx-
imating traffic speed distribution of different road segments with diverse time granu-
larities. As such, increasing $K_{GCN}$ improves the prediction performance when $K_{GCN}$
is relatively small. However, the prediction performance tends to degrade if the $K_{GCN}$
continues to increase when $K_{GCN}$ exceeds 5. The main reason is that the size of the
model grows rapidly with redundant parameters, and the model becomes overfitting
during training for the dataset. Similar trends are observed for parameter $K_{em}$.

Next, we will introduce other hyperparameters in Figure 11 (b)-(g). In Multi-fold
Spatial Correlation module, all the LSTM components are 3-layers LSTM with the
same hidden size $d_H^l$, and all the FCN are 2-layers with the same hidden size $d_H^f$.
In Multi-fold Temporal Correlation module, all the LSTM are 3-layers with the same
hidden size $d_T^l$. In Contextual module, all the LSTMs are 3-layers with the same hidden
size $d_C^l$ and all the FCN are 2-layers with the same hidden size $d_C^f$. The intermediate
output feature vectors $h^{tr}$, $h^{de}$, $h^S$, $h^{recent}$, $h^{daily}$, $h^{weekly}$, $h^E$, and $h^R$ are of the
same length $d_o$. We also test the attention layer, which is a two-layers FCN with hidden
size $d_a$. For the prediction layer, we simply employ a one-layer FCN with the output
size equal to 1. Based on [36], we conduct grid search on the number of all above
hidden/output size over 4, 8, 16, 32, 64, 128. As shown in Figure 11 (b), (d), and (e),
$d_H^l$, $d_T^l$, and $d_C^l$, the hidden sizes of the LSTM in three various modules, show the
similar trend: i.e., all achieve the best results when they equal to 32, and have higher
error rate when the size is too small or too large. This means that in our problem, when
learning features with temporal dependencies, an LSTM with a few parameters cannot
learn such complex dynamics, while an LSTM with too many parameters will not be
trained effectively with limited samples. In Figure 11 (c) and (e), $d_H^f$, $d_C^f$ equals to
8, 16, respectively, for the lowest RMSE, and with the increasing dimension size, the
error rate increased as well. The effect of FCN in MSC module (determined by $d_H^f$)
is to project multi-fold spatial correlations into the same latent space with the other
modules, the FCN in Contextual module aims to learn from static features and then
project them into latent space as well (determined by $d_C^f$). Both FCNs can achieve
good results just with low parameter number (8 and 16 hidden size), while too many
neurons will lead to unnecessary redundancy for model learning capacity. Figure 11 (g)
and (f) illustrate the effect of $d_a$ and $d_o$. Compared to (c), (d) and (e), their error rates changed in a narrow range, which indicates the their importance is not as high as the others. This is because most of the essential information which play an important role in prediction have been successfully incorporated into our intermediate outputs (i.e., $h_{tr}$, $h_{dc}$, $h_S$, $h_{recent}$, $h_{daily}$, $h_{weekly}$, $h_E$, and $h_R$).

Figure 11(h) evaluates the effects of $\alpha$ and $\beta$, the weights of last two terms in the loss function as equation 5. $\alpha$ determines the weight of the loss of changing trend, i.e., the accuracy of HSC-trend component. Similarly, $\beta$ determines the weight of loss of deviation. Figure 11(h) shows that the error rates of both parameters fluctuate in a relatively narrow range ([2.550, 2.600] in RMSE) compared to the other parameters. This indicates that the most important term in loss function is still the $\| \hat{y}_t - y_t \|^2$. Also, $\alpha$ and $\beta$ achieve the lowest RMSE when they are equal to 0.2. The large weights will cause the loss function to pay unnecessary attention to the last two terms rather than the first one.

5.2.4. Case Study.

![Figure 12: In our dataset in Singapore, the best and the worst cases study of our method and the second-best baseline “DKFN”. H=1, the time interval is 5 minutes.](image)
In Figure 12 to Figure 15, we studied the best and worst cases of our method, compared with the second-best baseline on two datasets, under various traffic situations. As shown in Figure 12, the green solid line is the ground-truth traffic speed, the orange dash-dot line is our prediction results using MCAN-nhte, and the purple dash line is the prediction of DKFN. The prediction horizon $H=1$, time interval size is 5 minutes, and both methods applied the same time interval. Based on observation, in the best case, our MCAN-nhte has $MAPE = 3.88\%$, while DKFN has $MAPE = 10.68\%$. Our method fits the ground-truth very well, while DKFN underperforms during fluctuations (e.g., 10:00-12:00, 15:00-16:00, 18:00-20:00). In the worst case, our MCAN-nhte with $MAPE = 10.55\%$ is moderately higher than DKFN. We can observe that while the ground truth speed distribution in the worst case exhibits more fluctuations than in the best case, our method still fits the ground-truth well even during extreme changes in traffic situations (e.g. around 10:00, 12:00, 14:00, and 18:00).

Figure 13: In our dataset in Singapore, the best and the worst cases study of our method applied heterogeneous time granularity, time interval=3min, $H=1$.

Figure 13 presents our best and worst cases of MCAN in fine time granularity. We do not present the second-best baseline results here because all baselines are designed for homogeneous time granularity. However, based on the time interval of 3 minutes, it
can be observed that the traffic speeds fluctuate highly and frequently, which indicates the effectiveness and necessity of our method MCAN (considering heterogeneous time granularity). Some road segments are located in important and busy areas, and predicting average traffic speed in the next large time interval (e.g. 15 minutes) will not provide useful information to the users. For example, a driver may want to know the traffic situation in the turning ahead for route planning (i.e., to proceed with the turn or detour from potential congestion). Our method can provide the prediction result within the next minute rather than just providing an average speed for the next 15 minutes. The results show that in the best case, our method can predict traffic speed accurately (with $MAPE = 8.32\%$). In the worst case, it can also capture the main changing trends in speed time series very well (with $MAPE = 14.48\%$).

![The best case of MCAN](image1.png)

![The worst case of MCAN](image2.png)

Figure 14: In our dataset in Singapore, the best and the worst cases study of our method applied heterogeneous time granularity, time interval=12min, H=1.

In addition, for road segments located in the non-congested area, the traffic situations can change slowly and smoothly. Therefore, setting the time interval to 10-15 minutes is sufficient. For these roads, extraction of coarse time granularity is effective and low cost. Figure 14 demonstrates that our method is also accurate for a large time interval speed time series. It can achieve $MAPE = 4.75\%$ in the best case and 11.49\%
in the worst case.

![Image](image_url)

Figure 15: In Q Traffic dataset in Beijing, the best and the worst cases study of our method and the second-best baseline LR. The time interval=15min, H=1.

In Figure 15, the green solid line is the ground-truth traffic speed, the orange dash-dot line is our prediction using MCAN-nhte, and the purple dash line is the prediction of second-best baseline LR. In the other dataset, our method with degraded version (MCAN-nhte) also shows very good performance compared to the second-best baseline (LR) for both the best case and the worst case. This demonstrates that our method is feasible and accurate for the various datasets considered.

6. Conclusion

This paper addresses the short-term traffic prediction problem, which is challenging due to severe fluctuations in traffic data. We demonstrate that traffic data exhibit multi-fold correlations which provide new opportunities to improve traffic prediction accuracy. We developed a multi-fold correlation attention network called MCAN to achieve accurate prediction, by learning and incorporating the multi-fold spatial correlations, multi-fold temporal correlations, and contextual factors. We also showed that utilizing heterogeneous frequency traffic data, instead of transforming them into coarse-grained
data of uniform frequency, leads to significant performance gains. We have evaluated our methods on two real-world datasets and undertook extensive comparisons with several state-of-the-art methods.

The proposed MCAN is capable of learning multi-fold spatiotemporal correlations and is suitable for tackling challenging graph-structured data prediction problems, e.g., data exhibiting severe fluctuations. Since the proposed MCAN is an end-to-end deep neural network model, it suffers from the common drawbacks of other deep learning models. For example, the hyper-parameters tuning process depends mainly on the characteristics of the target dataset; thus, additional adaptations are required to achieve satisfactory performance on different datasets. In particular, to tackle the challenges of short-term traffic prediction, MCAN incorporates multiple spatial and temporal correlation modules to provide discriminating features to better characterize dynamic traffic situations. Nevertheless, this also significantly increases the model complexity, which requires larger training data and efforts for model tuning.

In this paper, the grid search has been used to optimize the hyperparameters of MCAN. In the future, we plan to further improve our MCAN by combining it with optimization algorithms such as gravitation search algorithm (GSA) or genetic algorithm (GA). In addition, neural architecture search (NAS) [16] has been extensively studied for automating the design of deep neural networks by searching the optimal network architecture. However, NAS methods typically assume fixed hyperparameters while hyperparameter optimization assumes fixed network architecture, i.e., the two problems are solved separately. We plan to jointly optimize neural architectures and hyperparameters as part of our future work. In addition, many works proposed novel GCN structures to capture dynamic spatial correlations intelligently, which could be employed to further improve our model. For example, optimizing the fixed Laplace matrix as [21], or enabling the method to be diffusion-aware for better capturing traffic evolution [7, 52, 9]. However, the existing GCN techniques are typically time-consuming (for capturing complex and dynamic correlations); thus, incorporating such a design will significantly increase the model complexity. Thus, novel GCN techniques should be developed to balance efficiency and performance.
Moreover, we also plan to apply the multi-fold correlation attention network to predict traffic speeds on large-scale traffic networks. To achieve this, several challenges need to be addressed. For example, with a large number of road segments, the trade-off between accuracy and efficiency should be considered for platforms with limited computing resources. Also, it is usually difficult to obtain high-quality traffic data over the entire traffic network. Thus, techniques need to be developed for handling low-quality data such as heterogeneous type/structure, sparsity, etc.
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