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Abstract—A wide-area damping controller (WADC) is effective in damping inter-area low-frequency oscillation (LFO), if the time delay in a wide-area control loop can be properly handled. In order to simplify the WADC design and enlarge the delay adaptation range, the classic power system stabilizer (PSS) is adopted, and a new unified residue (UR) method is proposed for compact WADC design. The strategy of control loop selection is also improved by modifying the relative residue index based on a few dominant oscillation modes. The designed PSS-based compact WADC is as simple as classic PSS with no more than two lead-lag phase compensation units. Case studies are carried out on an IEEE 16-machine 68-bus power system. Simulation results demonstrate that the control loop selection before the WADC design is necessary and that the proposed selection strategy can easily pick out the suitable candidate control loops. In addition, it is feasible for the UR method to design WADCs with different time delays in the selected control loops. All the designed WADCs are effective in damping inter-area LFO and robust to time delay variations under operation conditions. Comparisons among five design methods for PSS-based WADC show that the proposed UR method is superior in delay adaptation range, the conciseness of WADC structure and computation speed of parameters.

Index Terms—Wide-area measurement system (WAMS), time delay, wide-area damping controller (WADC), power system stabilizer (PSS).

I. INTRODUCTION

LOW-FREQUENCY oscillation has been a serious problem in the stabilization of inter-area connected power systems for a long time. The infrastructure construction and application development of the wide-area measurement system (WAMS) [1] in a smart grid provide technical possibilities in damping inter-area low-frequency oscillation (LFO) [2], [3]. However, new problems like time delay in the WAMS have emerged, which may vary from tens to several hundred ms or even more [4], and will affect the damping control performance [5], [6].

In wide-area damping control, it is necessary to balance the processing of time delay and the enhancement of damping capability. This problem can be solved by directly adopting the time-delay control theory which is usually complex and obscure [7]-[11], or using the Pade approximation [12]-[14] or delay compensation [15]-[20] to simplify the controller design. Wide-area damping controllers (WADCs) can be classified into the following two categories according to the differences in WADC structure shown in Fig. 1.

Fig. 1. Structure comparison of two WADC types. (a) Compact WADC. (b) Combinatorial WADC.

1) Compact WADC. As shown in Fig. 1(a), the structure of a compact WADC is very concise. Since the transfer function of time delay in WAMS block is exponential, the design of a WADC is more difficult than it would be under delay-free conditions. Two ways have been formed for the compact design of WADC. One way is to draw the support from the latest findings on time-delay control theories, among which the most widely used are based on Lyapunov stability theory and linear matrix inequality (LMI) technology [8]-[11]. Simulation results in [8], [9] report that these WADCs can tolerate time delay up to 300 ms. In [10], two $H_\infty$ control schemes are developed for time-varying multiple delayed systems, where the upper bound of time delay is set to 150 ms in the simulation. In [11], LMI-based methods are...
applied to design the WADC, and can tolerate slight time delays below 100 ms. Conservatism and complexity are still the two major disadvantages of these methods. Another way is to transform the exponential time-delay function into a normal rational function by the Pade approximation [12]-[14]. Then conventional delay-free control theory can be put into use again. However, there will be some irrelevant oscillation modes introduced into the object system model during the transformation, and the order of the Pade function has to increase with large-scale time delays. The time delay of power system simulations in [12]-[14] is around 500 ms.

2) Combinatorial WADC. When there is a delay compensation block in the WADC as shown in Fig. 1(a), the delay-free controller block can use conventional control methods like the residue-based approach, the pole placement method, H2/H∞ robust control strategy, etc. The delay compensation block can be a signal prediction module based on a linear polynomial [15] or exponential function [16], [17], system models [18], [19], or a transfer function for lead-lag phase compensation [20]. The tolerance to a large-scale time delay above 1000 ms is reported in [18], [19], and most of the simulation cases in [15]-[17], [20] are carried out under a time delay around 500 ms. The performance of time-delay compensation has great influence on the damping performance. In addition, the error of signal prediction may be enlarged when the delay in a control loop becomes larger, and the additional transfer function for delay compensation may complicate the structure of WADC or even make the subsequent design of a delay-free controller sink into a dilemma.

For simplicity, understandability and robustness, the classic power system stabilizer (PSS) has been widely used in power systems all over the world in recent decades. It has been confirmed by practical engineering applications that the classic PSS is outstanding in damping LFO and can improve electro-mechanical transient stability in conventional power systems [21]-[23]. Many engineers and researchers have made great efforts to apply classic PSS structure to WADC. In [13] and [24], the time-delay controller block of Fig. 1(a) is replaced by PSS, and the Pade approximation is used to assist the PSS parameter calculation. In [15], [20] and [25], the combinatorial structure of a WADC in Fig. 1(b) is adopted, and a delay compensation block is delicately designed to offset the delay effect on PSS performance. In this paper, the conventional residue method will be modified to adapt the classic PSS to the applications of compact WADC of Fig. 1(a), without Pade approximation or delay compensation.

The remainder of this paper is organized as follows. In Section II, the modified relative residue index for control loop selection is discussed and derived from eigenvalue analysis. The unified residue (UR) method for designing a PSS-based compact WADC is clarified in Section III. Section IV demonstrates the performance of the proposed WADC designed by the UR method applied on an IEEE 16-machine 68-bus test system compared to several residue-based WADC design methods. Finally, conclusions are presented in Section V.

II. MODE ANALYSIS AND CONTROL LOOP SELECTION

A. Power System Model

A power system is a typical multi-input and multi-output high-order system. The selection of control loops may determine whether the WADC design will be successful or not, and how strong the damping effect of the WADCs will be. The n-order dynamic model of a power system with I inputs and O outputs can be described by a set of differential-algebraic equations as:

\[ \dot{x} = Ax + Bu \]
\[ y = Cx \]

where \( x \in R^{n×1} \), \( y \in R^{o×1} \), and \( u \in R^{i×1} \) are the vectors of state variables, output variables, and control variables, respectively; \( A \in R^{n×n} \) is the state matrix; \( B \in R^{n×i} \) is the input matrix; and \( C \in R^{o×n} \) is the output matrix.

In order to express the eigen properties of state matrix \( A \), right eigenvector \( M \) and left eigenvector \( N \) are introduced, and the following equations hold for \( A \):

\[ AM = MA \]
\[ N^T M = I \]

where \( A \) is a diagonal matrix with the eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_r \) as diagonal elements.

A new state vector \( z \) is defined by a linear transformation:

\[ x = Mz \]

Substituting the above expression for \( x \) into the state-space (1), we have:

\[ \dot{z} = M^{-1} AMz + M^{-1} Bu = Az + N^T Bu \]
\[ y = CMz \]

Supposing that the \( o^\alpha \) system output \( y_\alpha \) is selected as the feedback signal for a WADC whose output is connected to the \( i^\beta \) system input \( u_\beta \), the transfer function of the system corresponding to the control loop \( u_\beta y_\alpha \) can be written as:

\[ \frac{y_\alpha}{u_\beta} = C_i M (sI - A)^{-1} M^{-1} B = \sum_{j=1}^o \frac{\text{Obs}_{\alpha,j} \text{ Con}_{\beta,j}}{s - \lambda_j} + \sum_{j=1}^i \frac{\text{R}_{\alpha,j}}{s - \lambda_j} \]

where \( C_i \) and \( B \) are the \( o^\alpha \) row of \( C \) and the \( i^\beta \) column of \( B \), respectively; \( \text{Obs}_{\alpha,j} \), \( \text{Con}_{\beta,j} \), and \( \text{R}_{\alpha,j} \) are the observability of \( u_\beta \) and residue of the loop from \( u_\beta \) to \( y_\alpha \) respectively, with respect to the \( j^\text{th} \) mode \( \lambda_j \); and \( s \) is a complex variable. In order to evaluate the comparative strength of a control loop against a given mode \( \lambda \), the relative residue index \( RI \) in [24] is defined as:

\[ RI = \left| \frac{\text{R}_{\alpha,j}}{\sum_{j=1}^i \text{R}_{\alpha,j}} \right| \]

The larger the \( RI \) of the selected control loop \( u_\beta y_\alpha \) is, the weaker the interaction between WADC and other modes is. However, the model order of a wide-area interconnected power system is usually very high, and there are a large number of dynamic modes. It is time-consuming for the small signal analysis method and difficult for system identification technology to obtain all the modes, while the modes with large residue and rapid decay may induce interference.
and misjudgment into \( RI \). Therefore, a new simplified \( RI \) is proposed in the following sub-section, which only considers residues of the \( m \) dominant modes rather than all the \( n \) modes in (6).

**B. Simplified \( RI \) Based on Dominant Oscillation Modes**

For (4), if there is a WADC installed between \( y_o \) and \( u_c \), the relationship between \( u_c \) and \( y_o \) can be defined as:

\[
u_i = KA(s)e^{-\tau}y_o = H(s)y_o
\]

(7)

where \( K \) and \( A(\cdot) \) are the feedback gain and the phase compensator of the WADC, respectively; \( \tau \) is the total time delay aggregated in the control loop \( u_i \rightarrow y_o \); and \( H(s) \) is the transfer function of the WADC with the time delay \( \tau \).

Put the feedback control (7) into (4), and divide all the \( n \) modes of (4) into two groups as \( m \) dominant modes \((z_{\text{MI}} = [z_1, z_2, \ldots, z_m])\) and \( n - m \) non-dominant modes \((z_{\text{ML}} = [z_{m+1}, z_{m+2}, \ldots, z_n])\). The dominant modes contain all the LFO modes adjacent to the immediate axis or even in the right \( s \) plane, while the rest of the modes are classified as the non-dominant modes. Then the close-loop state-space model of the power system can be decomposed as:

\[
\begin{bmatrix}
\dot{z}_{\text{MI}} \\
\dot{z}_{\text{ML}}
\end{bmatrix} =
\begin{bmatrix}
A_{\text{MI}} & A_{\text{ML}} \\
A_{\text{LM}} & A_{\text{LL}}
\end{bmatrix}
\begin{bmatrix}
z_{\text{MI}} \\
z_{\text{ML}}
\end{bmatrix}
\]

(11)

\[
A_{\text{ML}} \approx 0
\]

(12)

By substituting (11) and (12) into the decomposed system model (8), the eigenvalue deviation of dominant modes caused by the WADC in (7) can be approximated as:

\[
\Delta \lambda_i \approx 0 \quad k = 1, 2, \ldots, m, k \neq j
\]

(13)

In the WADC design, a damping ratio between 0.05 and 0.2 is often suitable for inhibiting oscillations [21]. Since the value of \( R_{\text{adj}} \) in the selected control loop is comparatively large, \( KA(s) \) does not have to be very large to achieve the eigenvalue shift \( \Delta \lambda_i \) of the \( p \) mode. Although the eigenvalue shift of non-dominant modes may be non-negligible, it is hard for a WADC to change the stability of these fast decaying modes.

According to the prerequisites of (9) and (10) in the analysis of system mode, two indices are defined in (14) and (15) for choosing control loops suitable for damping the critical oscillation mode \( \lambda_c \).

\[
RI = \frac{|R_{\text{adj}}|}{\sum_{k=1}^{m} |R_{\text{adj}}|}
\]

(14)

\[
OI = \frac{|\text{Obs}_{\text{adj}}|}{\sum_{k=1}^{n} |\text{Obs}_{\text{adj}}|}
\]

(15)

Notice that the denominator of \( RI \) is the sum of all the residues of the \( m \) dominant modes, while the denominator of observability index \( OI \) is the sum of observability of all the modes in control loop \( u_i \rightarrow y_o \).

**C. Procedure of Control Loop Selection**

In practical power system, the procedure of control loop selection mainly includes five steps:

- **Step 1**: determine the critical and dominant modes in the power system, and form the residue-type transfer functions for all the candidate control loops.
- **Step 2**: calculate the simplified \( RI \) in (14) for every candidate loop.
- **Step 3**: pick out control loops with relatively high value of \( RI \) from Step 2.
- **Step 4**: calculate the value of \( OI \) in (15) for the selected candidate control loops from Step 3.
- **Step 5**: choose the control loops with relatively high \( OI \) from Step 4 to install a WADC.

According to the analysis in Section II-B, it is hard for a WADC designed for the critical mode with usual gain value to move eigenvalues of the non-dominant modes to cause new instabilities. In addition, the selection indices in (14) and (15) ensure that only the eigenvalue of the critical mode will be changed significantly by the WADC among all dominant modes, as can be seen from (13). Therefore, the control loop selected above can guarantee an evident improvement in damping the critical oscillation mode and a limited influence on other mode dynamics. Since a larger \( RI \) usually means a relatively larger \( OI \), the control loop selection proce-
III. PROPOSED UR METHOD FOR WADC DESIGN

The time-delay inherent in phasor measurement unit (PMU), communication and controller is inevitable in a WAMS, and all these delays in a control loop can be aggregated as a single delay, denoted as $r$. The impact of time delay on damping control is mainly reflected in the phase lag of a feedback signal. For a designated mode, the larger the delay is, the bigger the phase lag is. Time delay has less influence on the magnitude of a feedback signal owing to the relatively limited range of aggregated delay in practical WAMS.

Figure 2 is the block diagram of the classic PSS, including blocks of washout, gain, phase compensation and limiter in series, which is the core module of many types of engineering applied PSSs [21]. It is going to be applied in the compact WADC in Fig. 1(a) to damp LFO of the power system considering time delay in WAMS. For a selected control loop, the PSS-based WADC is going to push the eigenvalue of the critical mode $\lambda_j$ toward the left s plane horizontally. The change of $\lambda_j$ under time-delay feedback can be described as:

$$
\Delta \lambda_j = e^{-jRT_s}KA(\lambda_j)
$$

(16)

where $\sigma$ and $\omega_j$ are the real and imaginary part of $\lambda_j$, respectively; and $R$ is the corresponding residue of $\lambda_j$.

![Fig. 2. Block diagram of PSS-based compact WADC.](image)

The eigenvalue variation $\Delta \lambda_j$ in (16) should be designed as a negative real value in order to enhance the damping ability with little frequency change. According to the conventional residue method [21]-[24], the gain $K$ in (16) should be positive, and thus $A(\lambda_j)$ must try to adjust the right part of (16) to a phase of $-180^\circ$.

Figure 3 illustrates the principle of the proposed UR for the PSS-based compact WADC design. The phase shift of residue and time delay on the $j^{th}$ mode is marked as $\theta_1$ and $\theta_2$, respectively. There are four possibilities for the location of total phase shift $\theta$. The equations for these phase shifts are defined in (17).

$$
\begin{align*}
\theta_1 &= \angle R_j \\
\theta_2 &= -180^\circ \cdot \omega_j \cdot \tau \\
-180^\circ < &\theta_1 + \theta_2 + k \cdot 360^\circ \leq 180^\circ
\end{align*}
$$

(17)

where $k$ is an integer to adjust the total phase shift $\theta$ in the appointed range ($-180^\circ$, $+180^\circ$).

When $\theta$ is in the first or fourth quadrant, apparently a negative value of $K$ is beneficial to reduce the order $N$ of phase compensation function compared with a positive $K$. According to the design principle of UR, the compensation phase angle $\angle A(\lambda_j)$ and $K$ should be calculated for the four quadrants as:

$$
\begin{align*}
\angle A(\lambda_j) &= -\theta & 0^\circ < \theta \leq 90^\circ \\
K &= -|\Delta \lambda_j| / \left| e^{-\sigma jRT_s}A(\lambda_j) \right| & 90^\circ < \theta \leq 180^\circ \\
\angle A(\lambda_j) &= 90^\circ - \theta & -180^\circ < \theta \leq -90^\circ \\
K &= -|\Delta \lambda_j| / \left| e^{-\sigma jRT_s}A(\lambda_j) \right| & -90^\circ < \theta \leq 0^\circ
\end{align*}
$$

(18)-(21)

It is worth noting that the $|\angle A(\lambda_j)|$ is restricted within $90^\circ$ as indicated by (18)-(21). For the phase compensation function $A(s)$ in (22), every lead-lag unit is suitable for phase shift compensation up to $45^\circ$. Clearly, the number of lead-lag units needed by the WADC will be no more than two, that is $N \leq 2$, no matter how long the time delay is.

$$
A(s) = \frac{1 + T_1s}{1 + T_2s}^N
$$

(22)

Drawing on the experience of the conventional residue method [21]-[24], the coefficients $T_1$, $T_2$ and $N$ of (22) can be calculated similarly. The signal washout block serves as a high-pass filter with the time constant $T_w$ in the range of 1-20 s [21]. The output limiter is employed to avoid excessive influence on the regulating device like excitation system or flexible AC transmission system (FACTS), and it is often set as $\pm0.05$-0.10 p.u. [23]. In the following case study, $T_w$ and
output limiter are set to 5 s and ±0.05 p.u., respectively.

The proposed UR method is used to compute parameters of the PSS-based compact WADC in Fig. 2, no matter whether there is time delay in the control loop. This method is also applicable in the design of other types of wide-area PSSs if they are based on the classic PSS structure of Fig. 2. In order to clarify the improvement of the proposed UR method, a comparison is illustrated in Table I, which contains the information on PSS parameters designed by the proposed UR and the conventional residue method with lead-lag delay compensation (CR+DC) [24]. Abviously, compared with CR+DC, the WADC structure is dramatically simplified by adopting UR, especially when the time delay becomes large.

| Design method | Quadrant | $\angle A(\lambda_i)$ | K | N | r = 0 | r > 0 |
|---------------|----------|----------------------|---|---|------|------|
| Proposed UR   | 1st      | $-\theta$            | <0|   |      |      |
|               | 2nd      | $180^\circ-\theta$   | >0| 1-2| 1-2  |      |
|               | 3rd      | $-180^\circ-\theta$  | >0| 1-2| 1-2  |      |
|               | 4th      | $-\theta$            | <0|   |      |      |
| CR+DC         | 1st      | $180^\circ-\theta_i$ | 3-4|   |      |      |
|               | 2nd      | $-\theta_i$          | >0| 1-2| 1-2  |      |
|               | 3rd      | $-180^\circ-\theta_i$| >0| 1-2| 1-2  |      |
|               | 4th      | $-\theta_i$          | <0|   |      |      |

Note: $\theta$ and $\theta_i$ are both between the range of $(-180^\circ, +180^\circ]$; $\lfloor \cdot \rfloor$ indicates the nearest integers greater than or equal to the value.

IV. CASE STUDY

To investigate the feasibility of the proposed UR for WADC design in a relatively complex and realistic power system, the IEEE 16-machine 68-bus test system shown in Fig. 4 is studied in this section.

![Fig. 4. IEEE 16-machine 68-bus test system.](image)

This system is a simplified interconnected system of five areas including New England, New York, and Areas 3-5. It has been used to test the effectiveness of a WADC in [8]. All generators are modeled as a 6-order model. The excitation system is adopted for generators G1-G15, and all loads are represented as constant impedance. In addition, PSS is equipped at G1-G12 to provide damping for local and some inter-area oscillation modes. The detailed description of this test system can be found in [26]. For this test system, bus 16 and bus 51 are equipped with a ±500 Mvar static var compensator (SVC) to maintain its voltage profile.

A. Control Loop Selection

There are 21 LFO modes in the IEEE 16-machine 68-bus test system as displayed in Table II. Mode 2 has the smallest damping ratio and lower oscillation frequency, so it is considered as the critical mode and should be damped first by WADC. Modes 1-4 are selected as the dominant modes as the real part of their eigenvalues is larger than the threshold set as −1. The smaller the threshold is, the more LFO modes the dominant-mode class contains. Nevertheless, over a certain threshold value, as the newly added LFO modes are relatively far away from the critical mode to be controlled, it is difficult for them to get near the imaginary axis after the WADC installation. In this study, −1 is sufficient for the threshold.

| Mode | Eigenvalue | Damping ratio | Frequency (Hz) |
|------|------------|--------------|----------------|
| 1    | −0.3037±2.4067j | 0.1252      | 0.3830         |
| 2    | −0.0794±3.1885j | 0.0249      | 0.5075         |
| 3    | −0.5617±4.1656j | 0.1336      | 0.6630         |
| 4    | −0.2930±4.9611j | 0.0590      | 0.7896         |
| 5    | −1.0235±6.9985j | 0.1447      | 1.1139         |
| 6    | −1.1231±7.4883j | 0.1483      | 1.1918         |
| 7    | −1.1127±8.0869j | 0.1363      | 1.2871         |
| 8    | −1.1686±8.0831j | 0.1693      | 1.0828         |
| 9    | −1.9061±7.3233j | 0.2519      | 1.1655         |
| 10   | −1.4781±3.8750j | 0.1738      | 1.3329         |
| 11   | −2.4333±0.0357j | 0.2596      | 1.4409         |
| 12   | −2.6278±9.4493j | 0.2679      | 1.5039         |
| 13   | −3.0382±10.1073j | 0.2879    | 1.6086         |
| 14   | −2.4283±11.2345j | 0.2113    | 1.7880         |
| 15   | −2.0119±11.7278j | 0.1691    | 1.8665         |
| 16   | −15.5515±3.5896j | 0.9744      | 0.5713         |
| 17   | −15.9409±7.7753j | 0.8988      | 1.2375         |
| 18   | −16.1808±9.6267j | 0.8594      | 1.5321         |
| 19   | −21.0274±11.2067j | 0.8825    | 1.7836         |
| 20   | −21.7132±11.9978j | 0.8753    | 1.9095         |
| 21   | −69.6504±1.7317j | 0.9997      | 0.2756         |

Generally speaking, automatic voltage regulators (AVR) on generators [21], FACTS equipment (e.g., SVC, static synchronous compensator) [8], HVDC [27], inverter-based power source (e.g., energy storage, doubly-fed induction generator, photovoltaic) [28], [29] all can be used for damping LFOs. Hence, the input signal of the power system model for a WADC design can be the corresponding auxiliary input of these above devices. They can be connected by an output...
port of WADC in series. For the IEEE 16-machine 68-bus power system with AVR and SVC, there are 17 potential system inputs including the reference voltage of AVR $V_{k}$ on G1-G15, and the reference voltage of SVC $V_{k}$ on SVC1 and SVC2. There are 326 potential system outputs including the active power $P$ on 86 transmission lines, and the relative machine angle $\delta$ and the relative machine speed $\omega$ between any two machines. Therefore, there are 5542 candidate control loops in this test system.

$RI$ in (14) for all these loops is calculated and sorted in descending order. The control loops of the top 10 $RI$ value are given in Table III as No. 1-10. For comparison, control loop No. 11 with medium $RI$ value is also listed in Table III.

### TABLE III

**Selection Indices and WADC Parameters for 11 Control Loops Without Time Delay**

| Control loop | Selection index | WADC parameter |
|--------------|-----------------|----------------|
| No. $y$ $u$ | $RI$ $OI$ $N$ $T_{1}$ $T_{2}$ $K$ |
| 1 $\delta_{14-16}$ $V_{32}$ | 0.91 0.41 | 0.14 0.70 | 1.680 |
| 2 $\omega_{14-16}$ $V_{32}$ | 0.89 0.44 | 0.34 0.29 | -36.300 |
| 3 $\delta_{14-16}$ $V_{314}$ | 0.80 0.41 | 0.15 0.68 | -0.438 |
| 4 $P_{11-2-4}$ $V_{32}$ | 0.75 0.26 | 0.14 0.73 | 0.147 |
| 5 $\omega_{14-16}$ $V_{314}$ | 0.74 0.44 | 0.36 0.27 | 9.660 |
| 6 $\delta_{15-16}$ $V_{32}$ | 0.72 0.17 | 0.14 0.69 | 2.670 |
| 7 $P_{11-3-1}$ $V_{32}$ | 0.72 0.23 | 0.14 0.68 | 0.989 |
| 8 $P_{11-3-4}$ $V_{32}$ | 0.72 0.22 | 0.14 0.71 | -0.205 |
| 9 $P_{11-3-1}$ $V_{32}$ | 0.67 0.31 | 0.14 0.72 | 0.850 |
| 10 $P_{11-3-3}$ $V_{314}$ | 0.67 0.23 | 0.15 0.66 | -0.259 |
| 11 $\omega_{1,3}$ $V_{32}$ | 0.27 0.41 | 0.56 0.18 | -0.877 |

**B. Test of WADC Under Delay-free Condition**

WADCs are designed for all the control loops in Table III in order to increase the damping ratio of Mode 2 to 0.1. The eigenvalue shift $\Delta \lambda_{2}$ of Mode 2 is calculated, which is approximately equal to $-0.2395$. According to the principle of UR, the WADC parameters when $\tau = 0$ s are calculated and displayed in Table III. It can be seen that $K$ in some control loops may be negative, but only one or two lead-lag compensation units are needed by all the loops as $N$ shown in Table III.

Then these WADCs are put into the corresponding control loops. The damping ratio histogram of Modes 1-4 is presented in Fig. 5. Compared with the open loop marked as No.0, the damping ratios of Mode 2 in the closed loops No. 1 to No. 10 have been increased to the expected level of 0.1, while there is no evident change in the damping ratio of other dominant modes that are still larger than the acceptable level 0.05. For closed loop No.11, although there is obvious improvement in the damping ratio of Modes 1-2, Mode 3 almost halves and becomes the new underdamped oscillation mode. This is caused by the interference between the WADC and Mode 3 in the control loop with relatively small $RI$ of Mode 2, which is further discussed based on the root loci of Fig. 6(b).

![Figure 5](image1)

**Figure 5.** Damping ratio histogram of Modes 1-4 when WADC is installed in control loops No. 1-11 compared with open loop No. 0.

![Figure 6](image2)

**Figure 6.** Root loci comparison. (a) CL2. (b) CL11.

Figure 6 is the root loci for the open control loops No. 2 (CL2) and No. 11 (CL11) with the washout and phase compensation blocks in series. The negative $K$ on the root locus decreases along with the expected damping ratio of Mode 2 (M2), rising from the initial value 0.0249 to 0.2. The major differences between the two root loci lie in Modes 1-3 (M1-3). For CL2, accompanying the decrease of $K$, the damping ratio of M2 has been enhanced continuously, while six other oscillation modes that have been mentioned in Table II almost remain the same. By contrast, it is not possible to raise the damping ratio of M2 in CL11 to 0.2. Instead, the damping ratio will turn around to decrease when it has reached 0.16 following the decrease of $K$. In addition, M1 and M3 in CL11 are dramatically affected by the feedback control of the WADC. The eigenvalue of M3 moves towards the imagi-
nary axis quickly, and this is a non-negligible threat to system stability. Therefore, CL2 is more suitable for WADC installation than CL1. For comparison, another three modes (Modes 5-7) whose damping ratio ranks second only to Modes 1-4 are displayed in Fig. 6. They are relatively far away from the imaginary axis, and they move little during the change of $K$ value.

It can be concluded from Figs. 5 and 6 that control loop selection is very crucial to a successful design and a good performance of the WADC, and there is little damping difference among WADCs in the control loops with comparably large values of $RI$ as large $RI$ usually means large $OI$.

The damping effect of the above WADCs is tested through time-domain simulation on nonlinear and time-varying IEEE 16-machine 68-bus test system. A three-phase short-circuit fault is applied on one of the tie lines between Bus 1 and Bus 2. The fault occurs at $t = 1$ s and is cleared by disconnecting the fault line 0.2 s later. After the disturbance, the open loop system will oscillate for more than 20 s, which is reflected in the oscillations of the relative rotor speed $\omega_{14-16}$ and the active power $P_{L68-52}$ on line 68-52 shown in Fig. 7. When one of the control loops No. 1-3 (CL1-3) is equipped with the designed WADC, the oscillation of system dynamics is well inhibited within about 10 s. In fact, all the WADCs of control loop No. 1-10 in Table III have a similar damping effect.

### C. Test of WADCs Under Time-Delay Condition

Taking control loop CL1 as an example, the WADC is designed with different time delays. By close loop eigenvalue analysis, the damping ratios of the dominant modes Modes 1-4 are shown in the histogram of Fig. 8(a). In the time-delay range of 0-2 s, the damping ratio of Mode 2 is approximately equal to or larger than the expected value of 0.1. There is no evident deterioration in the damping ratios of other modes.

The key parameters of the WADC in CL1 with time delay 0.5 s, 1.0 s, 1.5 s and 2.0 s are listed in Table IV. The system dynamics under different time delays are given in Fig. 8 (b) when the corresponding control parameters are set for the WADC in CL1. The results show that the performance of the WADC with time delay is as good as that under the delay-free condition in Fig. 7, even when the time delay rises up to one oscillation cycle (about 2.0 s) of Mode 2 in Table II. As well as CL1, other control loops No. 2-10 listed in Table III have also been tested in this study, and this confirms that the proposed UR is feasible for WADC design in the selected control loops with relatively large $RI$ value.

According to the principle of the UR method, the deviation of the actual time delay will cause phase mismatch. Fortunately, only when the phase mismatch is very large will the damping performance be strikingly affected. The WADCs in Table IV designed with time delay 0.5 s and 1.5 s have been taken to test the robustness of WADC to delay deviations. It confirms that after the line fault disturbance, the rotor speed $\omega_{14-16}$ and active power $P_{L68-52}$ can return to steady state in about 10-15 s with the actual delay deviation $\Delta \tau$ up to ±0.2 s.
### C. Comparison of Design Methods of PSS-based WADC

To further show the advantage of the proposed UR method, three other types of residue-based method are tested in the normal IEEE 16-machine 68-bus test system to design the PSS-based compact WADC in CL1 for the same expected damping value of 0.1.

1) Conventional residue (CR) method in [21];
2) CR method with first- and second-order Pade approximation (CR+1st Pade, CR+2nd Pade);
3) Conventional residue method with LMI technology (CR+LMI) in [8].

Since the residue phase of Mode 2 in CL1 is $-96.14°$ in the third quadrant, the WADCs designed by these methods when $\tau=0$ s are the same as that with the UR method. As the time delay increases, Fig. 9(a) presents the damping ratios of Mode 2 when the WADC is designed by different methods. For CR, the damping ratio is relatively high when the time delay is near 0 s or 2 s, but it becomes negative during time delays of 0.5-1.5 s. For CR+LMI, the damping ratio cannot reach the expected value of 0.1 in most delay cases, and the worst case is that the damping ratio is equal to the value of 0.0249 for the open loop in Table II. CR+1st Pade is satisfactory in damping control for time delays less than 0.9 s. By increasing the order of the Pade approximation, the delay adaptation range of the CR+Pade method can be expanded, while there will be more irrelevant oscillation modes. From the comparison, it can be seen that the proposed UR can guarantee a satisfactory damping ratio for time delays from 0 s to 2 s.

Figure 9(b) shows another perspective to compare the damping ratio of Modes 1-4 when the WADC in CL1 is designed by different methods with a time delay of 1.5 s. The damping ratios of Modes 1, 3 and 4 change little after the installation of WADC, which is consistent with the conclusion of control-loop selection strategy in Section II-C. For a time delay of 1.5 s, only the proposed UR method is able to raise the damping ratio of Mode 2 to the expected value of 0.1.

![Fig. 9. WADC in CL1 designed by different methods. (a) Comparison of the damping ratio of Mode 2. (b) Damping ratio histogram of Modes 1-4 with time delay of 1.5 s.](image)

The parameters of WADCs designed with a time delay of 1.0 s by the four methods are displayed in Table V, accompanied by the relative computation time (RCT). Supposing that the RCT for CR method is considered as 100%, the proposed UR method is only a little longer than that of CR. However, the RCTs of CR+Pade and CR+LMI methods are larger than 300% and 1000%, respectively. The CR+LMI method is especially vulnerable to the system model order. In current research on the design of LMI-based WADC, it is a common technique to apply system model reduction to get a feasible LMI solution. By contrast, system model order has little influence on the application of the CR and UR methods.

| Parameters of PSS-based Compact WADCs Designed with Time Delay 1.0 s and Comparison of RCT |
|---|---|---|---|---|---|
| Design method | $K$ | $N$ | $T_1$ (s) | $T_2$ (s) | RCT |
| CR | 1.680 | 2 | 0.14 | 0.70 | 100% |
| CR+Pade | 0.181 | 1 | 0.57 | 0.17 | >300% |
| CR+LMI | 0.000 | 2 | 0.14 | 0.70 | >1000%* |
| UR | -1.450 | 2 | 0.14 | 0.68 | 119% |

Note: *For a set of PSS parameters and 7-order system model.

Putting these WADCs into the control loop CL1, the comparison of system dynamics after line fault is presented in Fig. 10. It is clear that the WADC designed by UR has com-
fortably damped out the system oscillation, while the WADC
designed by CR has unexpectedly caused system instability,
and WADCs designed by CR+Pade and CR+LMI have little
effect on damping enhancement.

Finally, five design methods for PSS-based WADC are
compared from the following four aspects: ① consideration
of delay; ② WADC order; ③ computation time; ④ delay
adaptation range. From the comparison in Table VI, it can
be concluded that:

1) The CR method cannot deal with time delay, and the
designed WADC cannot adapt to evident delays.

2) The CR+DC method is used to design a PSS-based
combinatorial WADC, and the structure of the WADC will
complicate as the delay arises.

3) The ability of CR+Pade method to handle time delay
largely relies on the order of Pade approximation, and it is
relatively more time-consuming than CR and UR.

4) The greatest defect of CR+LMI method lies in the long
computation time but narrow range of delay adaptation.

5) The proposed UR method wins on all four aspects. It
can deal with time delay over a large range, its computation
time is comparable with CR, and the designed WADC struc-
ture is the most concise.

| Design method | Delay considered | WADC order | Computation time | Delay adaptation range |
|---------------|------------------|------------|------------------|------------------------|
| CR            | No               | 1-4        | Short            | Narrow                 |
| CR+DC         | Yes              | High for large delays | Short         | Wide                   |
| CR+Pade       | Yes              | 1-4        | Medium           | Medium-wide a          |
| CR+LMI        | Yes              | 1-4        | Long b          | Narrow                 |
| UR            | Yes              | 1-2        | Short            | Wide                   |

Note: a It depends on the order of Pade approximation; b This computation time increases faster than the rise of system model order.

V. CONCLUSION

This paper adopts a classic PSS structure for the design of
compact WADC, and proposes the UR method for PSS pa-
parameter calculation considering the time delay in WAMS. A
control loop selection index based on dominant oscillation
modes is suggested for simplicity. Results from eigenvalue
analysis and time-domain simulations carried out on the
IEEE 16-machine 68-bus test system have verified that:

1) Control loop selection is an indispensable step in the
design of WADC, and the proposed relative residue index
based on dominant oscillation modes is succinct and effec-
tive in loop selection. In the selected loops, the effort of
feedback control is primarily concentrated on the critical
mode.

2) The structure of WADC is greatly simplified. While at
the same time, the time-delay adaptability and robustness of
WADC is dramatically improved by the proposed UR meth-

3) A considerably large percentage of control loops are
suitable for WADC equipment, and the designed PSS-based
compact WADC is effective to damp out low-frequency pow-
er oscillations with different time delays.

Owing to its simplicity in design and effectiveness in
damping performance, the proposed PSS-based compact
WADC designed by the UR method has great potential for
engineering applications in wide-area interconnected power
systems.
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