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On the Analysis of Secrecy Outage Probability Using Average Channel Capacity

Ferkan YILMAZ *1

Abstract

In this article, we analyze the outage probability of physically secure wireless signal transmission in fading environments where both primary and eavesdropper channels are subject to generalized fading. We propose a novel approach using the average channel capacity of the primary channel and that of the eavesdropper channel to the outage probability of physically secure wireless signaling.

Keywords: Average channel capacity, secrecy outage probability, performance analysis, physical layer security.

1. INTRODUCTION

In wireless communication systems, information transmissions are inherently inclined to eavesdropping due to the broadcast essence of wireless channels. In this context, with the compelling concern of providing secure wireless communications, physical layer security, as an alternative to conventional cryptographic approaches, becomes an important issue that has attracted so much attention from theoreticians, practitioners, and researchers in the literature. Further, it certainly takes advantage of the physical characteristics (such as fading, noise, and diversity) of radio links to sustain secure communications. Cutting-edge studies on physical-layer security [1]–[4] carried on a primary wiretap channel where a legitimate user (say Alice) communicates with the intended receiver (say Bob) in the presence of an eavesdropper (say Eve), where all nodes are each equipped with one antenna. In this model, for the primary channel (from Alice to Bob), the maximal achievable rate without allowing Eve to obtain any information is termed secrecy capacity. In [1], Wyner showed that, even if Eve’s channel is worse than Bob’s one, it is possible to have non-zero secrecy capacity. Wyner’s work was first extended in [2] to a non-degraded channel and then generalized in [3] to determine the secrecy capacity for a wiretap channel with additive white Gaussian noise (AWGN). Also, in [4], secrecy outage probability (SOP), sometimes called secure outage probability, was introduced as a secrecy performance metric over fading channels. In the literature, there are various researches and
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studies concerning the analysis of the secrecy performance in the single-input single-output (SISO) system where information is transmitted from Alice to Bob while Eve over-hears it over fading channels [5]–[17]. To the best of our knowledge, all the studies available in the literature [1]–[17] accomplish the SOP analysis using the statistical characterization of signal-to-noise ratios (SNR) of wireless links, that is widely described with the aid of probability density function (PDF), cumulative distribution function (CDF), moment-generating function (MGF), and higher-order moments.

In this article, to achieve the SOP analysis, we propose a novel approach using average channel capacity (ACC) performance of wireless links rather than using the PDF, CDF, MGF, and higher-order moments of their SNR distributions. In other words, without need the statistical characterization of SNR distributions, we present how to obtain the SOP from the averaged statistics that are the ACC performances of the primary channel and the eavesdropper channel.

The structure of this article is organized as follows. Section 2 describes the system model of interest. Section 3 presents an exact analysis of SOP in terms of ACC performance. Section 4 provides the numerical results of our analysis, followed by the conclusion given in the last section.

2. SYSTEM MODEL

Let us consider two nodes, say Alice (transmitter) and Bob (receiver), that Alice transmits confidential information to Bob over a wireless channel within the presence of an eavesdropper, say Eve, that secretly observes their transmission signaling [1]. To be realistic, we consider a silent eavesdropping scenario where Alice does not have the channel state information (CSI) of the Alice–Eve wireless link. In this scenario, perfect security of transmission from Alice to Bob cannot be guaranteed [1]. The instantaneous secrecy capacity, i.e., the instantaneous capacity of the secrecy in the primary link between Alice and Bob, is simply defined as [1]–[4]

\[ C_S = \max(C_B - C_E, 0), \]  

where \( C_B = \log(1 + \gamma_B) \) and \( C_E = \log(1 + \gamma_E) \) denote the instantaneous channel capacity (CC) of the Alice-Bob and Alice-Eve wireless channels, respectively. Furthermore, \( \gamma_B \) and \( \gamma_E \) denotes the instantaneous SNRs at Bob and Eve receivers, respectively, and they are, without loss of generality, assumed to be mutually independent. In (1), \( \max(x, y) \) yields \( x \) if \( x \geq y \), or otherwise \( y \).

3. SECRECY OUTAGE PROBABILITY

In accordance with Section 2, the ACC of primary channel and the ACC of eavesdropper channels are obtained as \( C_{avg}^B(\bar{\gamma}) = \mathbb{E}[C_B] \) and \( C_{avg}^E(\bar{\gamma}) = \mathbb{E}[C_E] \), respectively, where \( \mathbb{E}[\cdot] \) denotes the expectation operator. With the aid of their definitions, they are rewritten as

\[ C_{avg}^B(\bar{\gamma}) = \mathbb{E}[\log(1 + \gamma_B)], \]  

(2)

\[ C_{avg}^E(\bar{\gamma}) = \mathbb{E}[\log(1 + \gamma_E)], \]  

(3)

respectively, for an average SNR \( \bar{\gamma} \). Thus, for a certain SNR threshold \( \gamma_{th} \), their outage probabilities (OPs), i.e., \( P_{out}^B(\gamma_{th}|\bar{\gamma}) = \Pr(\gamma_B \leq \gamma_{th}) \) and \( P_{out}^E(\gamma_{th}|\bar{\gamma}) = \Pr(\gamma_E \leq \gamma_{th}) \) are respectively

\[ P_{out}^B(\gamma_{th}|\bar{\gamma}) = \mathbb{E}[\theta(\gamma_{th} - \gamma_B)], \]  

(4)

\[ P_{out}^E(\gamma_{th}|\bar{\gamma}) = \mathbb{E}[\theta(\gamma_{th} - \gamma_E)], \]  

(5)

where \( \theta(\cdot) \) denotes the Heaviside’s theta function [18, Eq. (1.8.3)], [19, Eq. (14.05.07.0002.01)], that is defined as

\[ \theta(C_{th} - C_S) = \begin{cases} 1, & \text{if } C_{th} > C_S, \\ 1/2, & \text{if } C_{th} = C_S, \\ 0, & \text{if } C_{th} < C_S. \end{cases} \]  

(6)

In addition, the SOP is widely used as an indicator for that secure transmission from Alice to Bob cannot be guaranteed. For a certain threshold \( C_{th} \), the SOP is defined as the probability of that the distribution of secrecy capacity is less than or equal to \( C_{th} \), and it is written as

\[ C_{out}^S(C_{th};\bar{\gamma}_B, \bar{\gamma}_E) = \Pr(C_S \leq C_{th}), \]  

(7a)

\[ = \mathbb{E}[\theta(C_{th} - C_S)], \]  

(7b)
where \( \tilde{\gamma}_B \) and \( \tilde{\gamma}_E \) denotes the average SNRs of the Alice-Bob and Alice-Eve wireless channels, respectively (i.e., \( \tilde{\gamma}_B = \mathbb{E}[\gamma_B] \) and \( \tilde{\gamma}_E = \mathbb{E}[\gamma_E] \)). Further, as seen in (7a), the analysis of SOP, i.e., the analysis of \( C_{\text{out}}(C_{\text{th}}, \tilde{\gamma}_B, \tilde{\gamma}_E) \) requires the statistical characterizations of both \( \gamma_B \) and \( \gamma_E \). In the evaluation of OP and SOP, Heaviside’s theta function \( \theta(x - y) \) exhibits a discontinuity at \( x = y \). This discontinuity prevents obtaining closed-form results. It is therefore usually replaced by the limit representation of smooth and nonlinear functions [19, Eq. (14.05.09.0001) and others therein]. However, we introduce in Theorem 1 an alternative exact form of \( \theta(x - y) \) which has not been reported in the literature so far. The novelty of this alternative form is being an exact expression obtained neither by the limit of a function nor a sequence of functions with convergence.

**Theorem 1.** An exact and closed-form representation of \( \theta(x - y) \) is given by

\[
\theta(x - y) = \frac{1}{\pi} \Im \left\{ \log \left( \frac{1 - x}{y} \right) \right\}, \tag{8}
\]

for \( x \in \mathbb{R}^+ \) and \( y \in \mathbb{R}^+ \), where \( \Im \{\cdot\} \) yields the imaginary part of its argument.

**Proof:** In accordance with [20, Theorem 5], the quasi-increasing property of \( \theta(x - 1) \) (i.e., \( \theta(x - 1) \geq \theta(y - 1) \) for \( x \geq y \)) allows a theoretical relation between \( \theta(x - 1) \) and \( \log(1 + x) \). In the context of [20, Theorem 4], the Lamperti’s dilation spectrum (LDS) of \( \log(1 + x) \) can be obtained as

\[
L(\omega, x) = \hat{\gamma}_\lambda \{ \mathbb{L}^{-1}_{\lambda} \{ \log(1 + x) \}(\lambda) \}(\omega), \tag{9a}
\]

\[
= -x^{H+\omega} \Gamma(H + i\omega) \Gamma(-H - i\omega) \tag{9b}
\]

for the Hurst’s exponent \( 0 < H < 1 \), where \( \mathbb{L}^{-1}_{\lambda} \{ \cdot \}(\lambda) \) denotes the inverse Laperti’s transformation defined in [20, Eq. (15)], and \( \hat{\gamma}_\lambda \{ \cdot \}(\omega) \) denotes the Fourier’s transform with respect to \( \lambda \in \mathbb{R}^+ \). \( \Gamma(\cdot) \) is the Gamma function [21, Eq. (6.5.3)]. Similarly, the LDS of \( \theta(x - 1) \) can be derived as

\[
T(\omega, x) = \hat{\gamma}_\lambda \{ \mathbb{L}^{-1}_{\lambda} \{ \theta(x - 1) \}(\lambda) \}(\omega), \tag{10a}
\]

\[
= -x^{H+i\omega}(H + i\omega)^{-1}, \tag{10b}
\]

for the Hurst’s exponent \( 0 < H < \infty \). Using [19, Eq. (06.05.16.0010.01)], the ratio of (10b) to (9b) is simplified to

\[
\frac{T(\omega, x)}{L(\omega, x)} = -\frac{1}{\pi} \sin(\pi(H + i\omega)), \tag{11}
\]

whose substitution into [19, Eq. (33)] yields

\[
z(u) = \Omega_{-(H+1),\lambda} \left\{ u^{-(H+1)+i\omega} \times \right. \frac{\frac{\pi}{\omega}}{\pi} \left( \frac{1}{2\pi} \int_{-H-i\omega}^{-H+i\omega} u^{s-1} e^{i\pi s} ds \right). \tag{12a}
\]

Thus, referring to [19, Theorem 4], \( \theta(x - 1) \) can be rewritten in terms of \( \log(1 + x) \), that is

\[
\theta(x - 1) = \int_0^\infty z(u) \log(1 + ux) du, \tag{13}
\]

which is the first step of the proof. In the second step, with the aid of [19, (14.05.17.0001.01)], we can write \( \theta(x - y) = \theta(x/y - 1) \), where inserting (13) yields (8), which proves Theorem 1.

With the results presented above, we show in the following that we need to have the next property of Heaviside’s theta function to achieve the SOP analysis of the system model defined in Section 2.

**Theorem 2.** Let \( f(x) \) be a continuous and monotonic function over \( x \in \mathbb{R}^+ \). If \( f(x) \) is increasing with respect to \( x \) (i.e., \( \partial f(x)/\partial x \geq 0 \)), then

\[
\theta(x - y) = \theta(f(x) - f(y)); \tag{14}
\]

if decreasing (i.e., \( \partial f(x)/\partial x < 0 \)), then

\[
\theta(x - y) = \theta(f(y) - f(x)), \tag{15}
\]

for any \( x, y \in \mathbb{R}^+ \).

**Proof:** The proof is obvious using the property that Heaviside’s theta function is a quasi-monotonically increasing function.
With the aid of Theorem 1 and Theorem 2, we can show how to obtain the SOP of the system model, defined in Section 2, in terms of the ACC of the primary channel and the ACC of the eavesdropper channel, especially without the need for the statistical characterizations of the instantaneous SNRs $\gamma_B$ and $\gamma_E$. Accordingly, we present this novel SOP analysis in the following theorem.

**Theorem 3.** If the ACC of the primary channel and the ACC of the eavesdropper channel, i.e., $C_{\text{avg}}^B(\tilde{\gamma})$ and $C_{\text{avg}}^E(\tilde{\gamma})$ are known, then the SOP for a certain threshold $C_{\text{th}}$, i.e., $C_{\text{out}}^S(C_{\text{th}}|\tilde{\gamma}_B,\tilde{\gamma}_E)$ is given by

$$C_{\text{out}}^S(C_{\text{th}};\tilde{\gamma}_B,\tilde{\gamma}_E) = 1 + \frac{1}{\pi^2} \int_0^\infty \mathfrak{I} \left\{ C_{\text{avg}}^E \left( \frac{\tilde{\gamma}_B}{e^{C_{\text{th}}(1 + u)} - 1} \right) \right\} d\tilde{\gamma}_B,$$  

(18)

where $\tilde{\gamma}_B$ and $\tilde{\gamma}_E$ denote the average SNRs of the Alice-Bob and Alice-Eve channels, respectively.

**Proof:** As explained before, the SOP is defined as the probability that the achievable secrecy rate is less than a given secrecy code rate which is non-negative. With the aid of (1) and (7) and using $C_S = \max(C_B - C_E, 0) = (C_B - C_E)\theta(C_B - C_E)$, we rewrite the SOP as

$$C_{\text{out}}^S(C_{\text{th}};\tilde{\gamma}_B,\tilde{\gamma}_E) = \mathbb{E}[\theta(C_{\text{th}} - C_S)],$$

(19a)

$$= \mathbb{E}[\theta(C_{\text{th}} + C_B - C_E)],$$

(19b)

wherein substituting both $C_B = \log(1 + \gamma_B)$ and $C_E = \log(1 + \gamma_E)$ results in

$$C_{\text{out}}^S(C_{\text{th}};\tilde{\gamma}_B,\tilde{\gamma}_E) = \mathbb{E}[\theta(e^{C_{\text{th}}(1 + \gamma_E)} - 1 - \gamma_B)].$$

(20)

where the expectation operator $\mathbb{E}[\cdot]$ is achieved with respect to $\gamma_B$ and $\gamma_E$. Note that the OP of the primary channel is given by $p_{\text{out}}^B(\gamma_{\text{th}};\tilde{\gamma}_B) = \mathbb{E}[\theta(\gamma_{\text{th}} - \gamma_B)]$. Accordingly, and consequently, (19) is simplified to

$$C_{\text{out}}^S(C_{\text{th}};\tilde{\gamma}_B,\tilde{\gamma}_E) = \mathbb{E}[p_{\text{out}}^B(e^{C_{\text{th}}(1 + \gamma_E)} - 1;\tilde{\gamma}_B)].$$

(21)

If the PDF of $\gamma_E$, i.e., $p_{\gamma_E}(\gamma;\tilde{\gamma})$ is known and can be obtained as $p_{\gamma_E}(\gamma;\tilde{\gamma}) = \partial p_{\text{out}}^E(\gamma;\tilde{\gamma})/\partial\gamma$, then (21) can be readily computed as

$$C_{\text{out}}^S(C_{\text{th}};\tilde{\gamma}_B,\tilde{\gamma}_E) = \int_0^\infty p_{\text{out}}^E(e^{C_{\text{th}}(1 + \gamma)} - 1;\tilde{\gamma}_B) \times$$

$$p_{\gamma_E}(\gamma;\tilde{\gamma}) d\gamma.$$  

(22a)

$$= \int_0^\infty \frac{\partial}{\partial\gamma} p_{\text{out}}^E(\gamma;\tilde{\gamma}_E) \frac{d\gamma}{p_{\gamma_E}(\gamma;\tilde{\gamma})}.$$  

(22b)

In accordance with the benightment of [20] and applying Theorem 1 on (4), we can alternatively evaluate the OP of Alice-Bob channel as follows

$$p_{\text{out}}^B(\gamma_{\text{th}};\tilde{\gamma}_B) = 1 -$$

$$\frac{1}{\pi^2} \mathfrak{I} \left\{ \mathbb{E} \left[ \log \left( 1 - \frac{\gamma_B}{\gamma_{\text{th}}} \right) \right] \right\},$$

(23a)

$$= 1 - \frac{1}{\pi^2} \mathfrak{I} \left\{ C_{\text{avg}}^B \left( -\frac{\tilde{\gamma}_B}{\gamma_{\text{th}}} \right) \right\}.$$  

(23b)

It is worth mentioning that (23b) presents that the ACC of the primary (Alice-Bob) channel is sufficient to obtain its OP performance. Similarly, the ACC of the eavesdropper (Alice-Eve) channel is also enough and sufficient to obtain its OP performance, that is

$$p_{\text{out}}^E(\gamma_{\text{th}};\tilde{\gamma}_E) = 1 -$$

$$\frac{1}{\pi^2} \mathfrak{I} \left\{ \mathbb{E} \left[ \log \left( 1 - \frac{\gamma_E}{\gamma_{\text{th}}} \right) \right] \right\},$$

(24a)

$$= 1 - \frac{1}{\pi^2} \mathfrak{I} \left\{ C_{\text{avg}}^E \left( -\frac{\tilde{\gamma}_E}{\gamma_{\text{th}}} \right) \right\}.$$  

(24b)

Finally, replacing both (23b) and (24) into (22b) and performing simple algebraic manipulations yields (18), which proves Theorem 3.

The resulting finite-range integration in (18) can be evaluated very accurately with only a few function samples using the Gauss-Chebyshev quadrature (GCQ) formula [22]. The computational performance of our new expression present itself as
a powerful tool for SOP analysis under a myriad of fading scenarios. Additionally, we can accurately estimate the SOP as in (25) on the top of the next page, which converges quickly, requiring only few terms for an accurate result. Moreover, the abscissas \( u_n \) and weights \( \omega_n \) can be given in closed form [22, Eq. (9)] as follows

\[
u_n = \tan\left(\frac{\pi}{4} \cos\left(\frac{2n - 1}{2N}\pi\right) + \frac{\pi}{4}\right), \tag{26a}
\]

\[
\omega_n = \frac{\pi^2 \sin\left(\frac{2n - 1}{2N}\pi\right)}{4N \cos^2\left(\frac{\pi}{4} \cos\left(\frac{2n - 1}{2N}\pi\right) + \frac{\pi}{4}\right)}, \tag{26b}
\]

respectively, where \( N \) is the truncation chosen as \( N = 50 \) to reach a high accuracy in calculations.

### 4. NUMERICAL RESULTS

In this section, we provide simulation results to check and validate the accuracy and completeness of our SOP analysis, proposed in the previous section. From the system design point of view, it is beneficial to have a general distribution whose versatility seems the most appropriate for the statistical characterization of fading channels. The extended generalized-K (EGK) distribution was proposed in [21], [24] as a very general one whose special cases, including those given in [24, Table 1], are widely used in the literature. The significance of EGK distribution in describing various fading/shadowing environments, as well as performance evaluations, have been presented in [23], [24]. Assuming the instantaneous SNR \( \gamma_B \) of the primary channel follows EGK distribution, we can write the PDF of \( \gamma_B \) as [24, Eq. (3)]

\[
f_{\gamma_B}(y; m, s, \xi, \xi_s) = \frac{1}{\Gamma(m) \Gamma(m_s)} \left(\frac{m}{\gamma_s}\right)^{m_x} \times \frac{y^{m_x - 1}}{y^{m_x} - 1} \left(\frac{m - m_x}{\xi_s}, 0, \frac{m_x}{\xi_s}, y, \frac{y^{m_x}}{\xi_s}\right), \tag{27}
\]

defined over \( 0 < y < \infty \), wherein the parameters \( m \) (0.5 \( \leq m < \infty \)) and \( \xi \) (0.5 \( \leq \xi < \infty \)) denote the fading figure and shaping factors, respectively, while \( m_s \) (0.5 \( \leq m_s < \infty \)) and \( \xi_s \) (0.5 \( \leq \xi_s < \infty \)) denote the shadowing severity and shaping factors, respectively. The parameter \( \gamma_s \) is the average power (i.e., \( \gamma_s = \mathbb{E}[\gamma_B] \)). Furthermore, \( \beta \) and \( \beta_s \) are expressed as \( \beta = \Gamma(m + 1/\xi)/\Gamma(m) \) and \( \beta_s = \Gamma(m_s + 1/\xi_s)/\Gamma(m_s) \), respectively, and \( \Gamma(\alpha, x, \beta, \beta_s) = \int_0^x \gamma^{\alpha - 1} \exp(-\gamma - \beta \gamma^{-\beta_s}) d\gamma \) is the extended incomplete Gamma function with parameters \( \alpha, b, \beta, \beta_s \in \mathbb{C} \) and \( x \in \mathbb{R}^+ \) [25, Eq. (6.2)]. With the aid of [23, Eq. (42)], [24, Eq. (14)], we can obtain the ACC of the primary channel as

\[
C^B_{\text{avg}}(\gamma) = \frac{1}{\Gamma(m) \Gamma(m_s)} \right\}
\]

\[
H^{3,1}_{4,5} \left[ \left(\frac{\beta_s \beta}{\gamma}\right)^{(m, 1/\xi), (m_s, 1/\xi_s), (0, 1), (0, 1)} \right], \tag{28}
\]

where \( H^{m,n}_{p,q}[: \cdot] \) is the Fox’s H function [26], [27]. Setting the shaping factors \( \xi = \xi_s = 1 \) and then using [26, Eq. (8.3.21)], we readily reduce (28) to [23, Eq. (43)], [24, Eq. (15)]

\[
C^B_{\text{avg}}(\gamma) = \frac{1}{\Gamma(m) \Gamma(m_s)} \right\}
\]

\[
G^{3,1}_{2,3} \left[ \left(\frac{m_s}{\gamma}\right)^{0, 1}, (m, 0, 0) \right], \tag{29}
\]

where \( G^{m,n}_{p,q}[: \cdot] \) is the Meijer’s G function [28, Eq. (8.3.22)]. Setting the shaping and figure factors of shadowing as \( \xi_s = 1 \) and as, \( m_s \rightarrow \infty \) and using [21, Eq. (6.1.46)], we reduce (28) to the ACC of Nakagami-\( m \) fading channels, that is [29, Eq. (3)]

\[
C^B_{\text{avg}}(\gamma) = \frac{1}{\Gamma(m) \Gamma(m_s)} \right\}
\]

\[
H^{4,1}_{4,5} \left[ \left(\frac{m_s}{\gamma}\right)^{(m, 1/\xi), (m_s, 1/\xi_s), (0, 1), (0, 1)} \right], \tag{30}
\]

Similarly, assuming the instantaneous SNR \( \gamma_E \) of the eavesdropper channel follows EGK distribution, we can write its ACC performance in accordance with (28), that is

\[
C^E_{\text{avg}}(\gamma) = \frac{1}{\Gamma(n) \Gamma(n_s)} \right\}
\]

\[
H^{3,1}_{4,5} \left[ \left(\frac{m_s}{\gamma}\right)^{(n, 1/\phi), (n_s, 1/\phi_s), (0, 1), (0, 1)} \right], \tag{31}
\]

where the parameters \( n, n_s, \phi, \phi_s, B, B_s \) have the same meaning and definition of \( m, m_s, \xi, \xi_s, \beta, \beta_s \), respectively. The special cases of (31) are similar to that of
In this article, we provide a novel approach using ACC of primary and eavesdropper channels to achieve the SOP analysis in fading environments. Our analytical and closed-form results demonstrate that the ACC is enough and sufficient for SOP analysis. The analytical formulation of SOP analysis is illustrated for EGK fading environments, and accordingly some simulations have been carried out. The results show that numerical results and simulation results are in perfect agreement.
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Figure 1. For the rate threshold $C_{th} = 1$ nats/sn/Hz, the SOP performance in EGK fading environments, where the parameters of the primary channel are $m = m_s = 2$ and $\xi = \xi_s = 1$, and the parameters of the eavesdropper channel are $n = n_s = 2$ and $\phi = \phi_s = 1$.

Figure 2. For the rate threshold $C_{th} = 1$ nats/sn/Hz, the SOP performance in EGK fading environments, where the average SNRs of the primary and eavesdropper channels are the same (i.e., $\bar{\gamma}_B = \bar{\gamma}_E = 15$ dB). Further, the other parameters are $m_s = n_s = 2$ and $\xi = \xi_s = \phi = \phi_s = 1$. 
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