Reduced order modeling of fluid flows: Machine learning, Kolmogorov barrier, closure modeling, and partitioning
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In this paper, we put forth a long short-term memory (LSTM) nudging framework for the enhancement of reduced order models (ROMs) of fluid flows utilizing noisy measurements. We build on the fact that in a realistic application, there are uncertainties in initial conditions, boundary conditions, model parameters, and/or field measurements. Moreover, conventional nonlinear ROMs based on Galerkin projection (GROMs) suffer from imperfection and solution instabilities due to the modal truncation, especially for advection-dominated flows with slow decay in the Kolmogorov width. In the presented LSTM-Nudge approach, we fuse forecasts from a combination of imperfect GROM and uncertain state estimates, with sparse Eulerian sensor measurements to provide more reliable predictions in a dynamical data assimilation framework. We illustrate the idea with the viscous Burgers problem, as a benchmark test bed with quadratic nonlinearity and Laplacian dissipation. We investigate the effects of measurements noise and state estimate uncertainty on the performance of the LSTM-Nudge behavior. We also demonstrate that it can sufficiently handle different levels of temporal and spatial measurement sparsity. This first step in our assessment of the proposed model shows that the LSTM nudging could represent a viable realtime predictive tool in emerging digital twin systems.

I. Introduction

Reduced order modeling (ROM) is a family of protocols that aim at representing the system’s dynamics of interest with minimal computational burden [1–18]. Standard approaches usually consist of two major steps; (1) tailor a low-order subspace, where the flow trajectory can be sufficiently approximated to live, (2) build a surrogate model to cheaply evolve this trajectory in time. For the former, modal decomposition techniques have shown substantial success in extracting the physically important features and underlying patterns of the flow. Examples include proper orthogonal decomposition (POD) [11,19–22], balanced proper orthogonal decomposition (BPOD) [23–26], spectral proper orthogonal decomposition (SPOD) [12,27–30], and dynamic mode decomposition (DMD) [31–38]. Of particular interest, POD has gained historical recognition in fluid dynamics community, representing a set of data with minimal number of basis functions or modes while preserving as much energy as possible [11,20,39]. In particular, POD generates a set of hierarchically arranged modes, sorted by their respective contribution to the total variance of information in the data. In fluid flow applications, with velocity field data, this information corresponds to the flow’s kinetic energy.

As a mathematical measure of the system’s reducibility and the quality of a constructed (linear) subspace, the Kolmogorov $n$-width [40] is a classical concept from approximation theory that quantifies the worst-case scenario error that might arise from the projection of solution trajectory onto an optimal subspace. Mathematically, it is defined as follows [41,42],

$$d_n(M) := \inf_{S_n} \sup_{q \in M} \inf_{w \in S_n} ||q - w||,$$

where $S_n$ is a linear $n$-dimensional subspace, and $M$ is the solution manifold. The first infimum is taken over all possible $n$-dimensional subspaces, $q$ is a state on the solution manifold $M$, while the last infimum sweeps all corresponding
states that live in $S_n$. In other words, $d_n(M)$ estimates the largest error that might arise from approximating the solution manifold using the best-possible $n$-dimensional linear subspace. Assuming an orthogonal projection of $q$ onto $S_n$ is possible, then the previous relation reduces to

$$d_n(M) := \inf_{S_n} \sup_{q \in M} \| q - \Pi_{S_n} q \|. \quad (2)$$

where $\Pi_{S_n}$ is the orthogonal projector onto $S_n$. Using information about the decay rate of $d_n(M)$ with increasing $n$, the system’s reducibility and the quality of a reduced order approximation can be judged. Unfortunately, most of the fluid systems of practical relevance exhibit a slow decay of the Kolmogorov width, hindering reasonable approximation of the flow dynamics using a linear subspace. This has been denoted as the “Kolmogorov barrier” in ROM context. Recently, efforts have been devoted to break-up or bypass this barrier by building more representative and concise subspaces.

Building surrogate models to evolve on reduced manifolds has been traditionally categorized into two groups; physics-based and data-based. Physics-based models rely on the governing equations from first principles, where the full order model (FOM) operators are projected (e.g., using Galerkin-type techniques) onto the reduced subspace to structure a reduced order model (ROM). Those are favorable because of their interpretability and generalizability, as well as the existence of robust techniques for stability and uncertainty analysis. However, those are usually expensive to represent for turbulent and advection-dominated flows, with a slow decay of the Kolmogorov $n$-width, necessitating an increase in the number of modes (or degrees of freedom) to be retained in ROM. Otherwise, modal truncation results in a Galerkin-based ROM (GROM) that might be eventually unstable. In this regard, closure techniques have been introduced to stabilize GROMs and account for the effect of truncated modes on the retained modes’ dynamics [60-82].

On the other hand, data-based models solely depend on archival data (thus called nonintrusive) to learn the underlying relations that govern the dynamical evolution of the system. Nonintrusive ROMs have benefited from the widespread machine learning (ML) tools to build stable and accurate models, compared to their GROM counterparts. In particular, (deep) neural networks have been extensively utilized to emulate the dynamical evolution of ROMs [83-93]. However, those often lack human interpretability and generalizability, and can even become prohibitively “data-hungry”.

More recently, there has been a momentum in the research community to establish hybrid frameworks, that exploit machine learning algorithms and abundant data streams along with physical models to maximize their benefits [75, 76, 94-102]. It has been shown that such hybridization can provide models that are superior to their individual components. Likewise, physics-informed machine learning is also gaining tremendous popularity, using human-knowledge and physical intuition to constrain the neural network predictions [103-106]. Along similar lines, in this paper, we propose a hybrid framework that blends live measurement streams with physical models in order to achieve better predictions. Moreover, we suppose that both components (i.e., the physics-based model and data) are imperfect, thus avoiding biases in predictions. The physics-based ROMs (e.g., GROMs) are inherently imperfect due to the modal truncation and intrinsic nonlinearity. We also perturb the initial conditions to further mimic erroneous state estimates in practice. Meanwhile, we realize that, more often than not, sensor signals are noisy. Thus, we utilize recurrent neural networks, namely the long short-term memory (LSTM) variant, to combine the possibly defective model prediction with noisy measurements to “nudge” the model’s solution towards the true states.

Nudging is a data assimilation (DA) technique, which is a well-established family of predictive tools in geosciences, especially numerical weather forecasts [107-111]. It works by relaxing the model state toward observations by adding correction (or nudging) terms, proportional to the difference between observations and model state, known as innovation in DA context (e.g., [112-113]). Usually, this proportionality is assumed to be linear, and the proportionality constants (or weights) are empirically tuned. Here, we use a simplistic LSTM architecture to generalize this relation to consider nonlinear mappings among the innovation and nudging terms. We apply the proposed framework (called LSTM-Nudge in the paper) for the reduced order modeling of the one-dimensional viscous Burgers equation as a starting benchmark problem for advection-dominated fluid flows with quadratic nonlinearity. We test the performance of LSTM-Nudge with various levels of measurement noises, initial field perturbations, and sensors signals sparsity. Therefore, the hybrid modeling approach presented in this paper illustrates a novel way of combining the best of both the physics-driven and the data-driven modeling approaches. Despite being shown in the context of a relatively simple dynamical system, this approach would be ideal for accurate and realtime modeling of complex systems, and therefore can be considered as a viable enabler for emerging digital twin technologies [114-116].
II. Reduced Order Modeling

In this section, we present the reduced order formulations adopted in this study. In particular, we utilize proper orthogonal decomposition (POD) as a data-driven tool to extract the flow’s coherent structures and build a reduced order subspace that best approximates the flow fields of interest. Then, we adopt a Galerkin approach to project the full order model operators onto that reduced space to build a “physics-constrained” reduced order model.

A. Governing equation

Here, we consider the one-dimensional (1D) viscous Burgers equation as a test bed. It represents a simple form of the Navier-Stokes equations in 1D setting with similar quadratic nonlinear interactions and Laplacian dissipation. It is therefore considered as a standard benchmark for the analysis of nonlinear advection-diffusion problems. The evolution of the velocity field $u(x,t)$, in a dimensionless form, is given by

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \frac{1}{Re} \frac{\partial^2 u}{\partial x^2},$$

where $Re$ is the dimensionless Reynolds number, defined as the ratio of inertial effects to viscous effects. In dimensionless form, the reciprocal of Reynolds number can be denoted as the dimensionless kinematic viscosity $\nu$. Therefore, Eq. (3) can be rewritten as below,

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \nu \frac{\partial^2 u}{\partial x^2}.$$  

B. Proper orthogonal decomposition

The first step for building a projection-based reduced order model is to design a low-order subspace that is capable of capturing the essential features of the system of interest. In the fluid dynamics community, proper orthogonal decomposition (POD) is one of the most popular techniques in this regard. Starting from a collection of system’s realizations (called snapshots), POD provides a systematic algorithm to construct a set of orthonormal basis functions (called POD modes) that best describes that collection of snapshot data (in the $\ell_2$ sense). More importantly, those bases are sorted based on their contributions to the system’s total energy, making the modal selection a straightforward process. This is a significant advantage compared to other modal decomposition techniques like dynamic mode decomposition, where further sorting and selection criterion has to be carefully defined \[117\]-\[120\]. Usually, the method of snapshots \[19\] is followed in practice to perform POD efficiently and economically, especially for high dimensional systems. However, we adopt the singular value decomposition (SVD) based approach here for the sake of simplicity and brevity of presentation.

Suppose we have a collection of $N$ system realizations, denoted as $u(x_i, t_n)$ for $i = 1, 2, \ldots, M$ and $n = 1, 2, \ldots, N$, where $M$ is the number of spatial locations and $N$ is the number of snapshots. Thus, we can build a snapshot matrix $A \in \mathbb{R}^{M \times N}$ as follows,

$$A = \begin{bmatrix} u(x_1, t_1) & u(x_1, t_2) & \ldots & u(x_1, t_N) \\ u(x_2, t_1) & u(x_2, t_2) & \ldots & u(x_2, t_N) \\ \vdots & \vdots & \ddots & \vdots \\ u(x_M, t_1) & u(x_M, t_2) & \ldots & u(x_M, t_N) \end{bmatrix}. \tag{5}$$

Then, a thin (reduced) SVD is performed on $A$ in the following form,

$$A = U \Sigma V^T, \tag{6}$$

where $U \in \mathbb{R}^{M \times N}$ is a matrix with orthonormal columns, called the left singular vectors of $A$ and represent the spatial basis, while the columns of $V \in \mathbb{R}^{N \times N}$ are the right singular vectors of $A$, representing the temporal basis. The singular values of $A$ are stored in descending order as the entries of the diagonal matrix $\Sigma \in \mathbb{R}^{N \times N}$. Thus, Eq. (6) can be expanded as,

$$A = \begin{bmatrix} U_1(x_1) & U_2(x_1) & \ldots & U_N(x_1) \\ U_1(x_2) & U_2(x_2) & \ldots & U_N(x_2) \\ \vdots & \vdots & \ddots & \vdots \\ U_1(x_M) & U_2(x_M) & \ldots & U_N(x_M) \end{bmatrix} \begin{bmatrix} \sigma_1 \\ \sigma_2 \\ \vdots \\ \sigma_N \end{bmatrix} \begin{bmatrix} V_1(t_1) & V_2(t_1) & \ldots & V_N(t_1) \\ V_1(t_2) & V_2(t_2) & \ldots & V_N(t_2) \\ \vdots & \vdots & \ddots & \vdots \\ V_1(t_N) & V_2(t_N) & \ldots & V_N(t_N) \end{bmatrix}^T \tag{7},$$

where $\sigma_i$ are the singular values of $A$.
where $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_N \geq 0$. For dimensionality reduction purposes, only the first $R$ columns of $\mathbf{U}$, the first $R$ columns of $\mathbf{V}$, and the upper-left $R \times R$ sub-matrix of $\Sigma$ are considered, corresponding to the largest $R$ singular values. Specifically, the first $R$ columns of $\mathbf{U}$ represent the most effective $R$ POD modes, denoted as $\{\phi_k\}_{k=1}^R$ in the rest of the manuscript.

The velocity field $u(x, t)$ is thus approximated as a linear superposition of the contributions of the first $R$ modes, which can be mathematically expressed as

$$u(x, t) = \sum_{k=1}^{R} a_k(t)\phi_k(x), \tag{8}$$

where $\phi_k(x)$ are the spatial modes, $a_k(t)$ are the time-dependent modal coefficients (also known as generalized coordinates), and $R$ is the number of retained modes in ROM approximation (i.e., ROM dimension).

### C. Galerkin projection

After constructing a set of POD basis functions, an orthogonal Galerkin projection can be performed to obtain the Galerkin-based ROM (GROM). To do so, the ROM approximation (Eq. 8) is substituted into the governing equation (Eq. 4). Noting that the POD bases are only spatial functions (i.e., independent of time) and the modal coefficients are independent of space, we get the following,

$$\left( \sum_{i=1}^{R} \frac{\partial a_i}{\partial t} \phi_i \right) + \left( \sum_{i=1}^{R} a_i \phi_i \right) \left( \sum_{i=1}^{R} \frac{\partial \phi_i}{\partial x} \right) = \nu \left( \sum_{i=1}^{R} a_i \frac{\partial^2 \phi_i}{\partial x^2} \right). \tag{9}$$

We note that the POD basis functions are orthonormal by construction as

$$\langle \phi_i; \phi_j \rangle = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{otherwise,} \end{cases} \tag{10}$$

where the angle parentheses $\langle \bullet; \bullet \rangle$ stand for the standard inner product in Euclidean space (i.e., dot product). Then, an inner product with an arbitrary basis function $\phi_j$ can be conducted. Utilizing the orthonormality property of the basis function to simplify ROM derivation, we get the following set of ordinary differential equations (ODEs) representing the tensorial form of GROM,

$$\frac{da_k}{dr} = \nu \sum_{i=1}^{R} \mathcal{U}_{i,k} a_i + \sum_{i=1}^{R} \sum_{j=1}^{R} \mathcal{R}_{i,j,k} a_i a_j, \quad \tag{11}$$

where $\mathcal{U}$ and $\mathcal{R}$ are the matrix and tensor of predetermined model coefficients corresponding to linear and nonlinear terms, respectively. Those are precomputed during an offline stage as

$$\mathcal{U}_{i,k} = \langle \frac{\partial^2 \phi_i}{\partial x^2}; \phi_k \rangle, \tag{12}$$

$$\mathcal{R}_{i,j,k} = \langle -\phi_i \frac{\partial \phi_j}{\partial x}; \phi_k \rangle. \tag{13}$$

Equation (11) can be rewritten in a compact form as

$$\dot{\mathbf{a}} = \mathbf{f}(\mathbf{a}), \tag{14}$$

where $\mathbf{a} = [a_1, a_2, \ldots, a_R]^T$, and the (continuous-time) model map $\mathbf{f}$ is defined as follows,

$$\mathbf{f} = \begin{bmatrix} \nu \sum_{i=1}^{R} \mathcal{U}_{i,1} a_i + \sum_{i=1}^{R} \sum_{j=1}^{R} \mathcal{R}_{i,j,1} a_i a_j \\ \nu \sum_{i=1}^{R} \mathcal{U}_{i,2} a_i + \sum_{i=1}^{R} \sum_{j=1}^{R} \mathcal{R}_{i,j,2} a_i a_j \\ \vdots \\ \nu \sum_{i=1}^{R} \mathcal{U}_{i,R} a_i + \sum_{i=1}^{R} \sum_{j=1}^{R} \mathcal{R}_{i,j,R} a_i a_j \end{bmatrix}.$$
Alternatively, Eq. [14] can be used in a discrete-time version as
\[ a^{n+1} = M(a^n), \] (15)
where \( M(\cdot) \) is the discrete-time map obtained by any suitable temporal integration technique. Here, we use the fourth-order Runge-Kutta (RK4) method as follows,
\[ a^{n+1} = a^n + \frac{\Delta t}{6}(g_1 + 2g_2 + 2g_3 + g_4), \] (16)
where
\[ g_1 = f(a^n), \]
\[ g_2 = f(a^n + \frac{\Delta t}{2} \cdot g_1), \]
\[ g_3 = f(a^n + \frac{\Delta t}{2} \cdot g_2), \]
\[ g_4 = f(a^n + \Delta t \cdot g_3). \]

Thus the discrete-time map defining the transition from time \( t_n \) to time \( t_{n+1} \) is written as
\[ M(a^n) = a^n + \frac{\Delta t}{6}(g_1 + 2g_2 + 2g_3 + g_4). \] (17)

### III. Long Short-Term Memory Nudging

Due to the quadratic nonlinearity in the governing equation, and consequently the GROM, the online computational cost of solving Eq. [11] is \( O(R^3) \) (i.e., it scales cubically with the number of retained modes). Therefore, this has to be kept as low as possible for the feasible implementation of ROM in applications that require near real-time responses (e.g., active control). However, this is often not an easy task for systems with slow decay of the Kolmogorov n-width. Examples include advection-dominated flows with strong nonlinear interactions between wide range of modes. Consequently, the resulting GROM is an intrinsically imperfect model. That is even with the true initial conditions, and absence of numerical errors, the GROM might give inaccurate or false predictions. Indeed, Carlberg et al. [121] showed that GROM becomes unstable for long time intervals.

Moreover, in most realistic cases, proper specification of the initial state, boundary conditions, and/or model parameters is rarely attainable. This uncertainty in problem definition, in conjunction with model imperfection, poses challenges for accurate predictions. In this study, we put forth a nudging-based methodology that fuses prior model forecast (using imperfect initial condition specification and imperfect model) with the available Eulerian sensor measurements to provide a more accurate posterior prediction. Relating our setting to realistic applications, we build our framework on the assumption that measurements are usually noisy and sparse both in space and time. Nudging has a prestigious history in data assimilation, being a simple and unbiased approach [112]. The idea behind nudging is to penalize the dynamical model evolution with the discrepancy between the model’s predictions and observations. In other words, the forward model given in Eq. [15] is supplied with a nudging (or correction) term rewritten in the following form,
\[ a^{n+1} = M(a^n) + G(z^{n+1} - h(a^{n+1})), \] (18)
where \( G \) is called the nudging (gain) matrix and \( z \) is the set of measurements (observations), while \( h(\cdot) \) is a mapping from model space to observation space. For example, \( h(\cdot) \) can be a reconstruction map, from ROM space to FOM space. In other words, \( h(a) \) represents the “model prediction of the measured quantity”, while \( z \) is the “actual” observations. Given the simplicity of Eq. [18] the specification/definition of the gain matrix \( G \) is not as straightforward [122–125].

In the proposed framework, we utilize recurrent neural networks, namely the long short-term memory (LSTM) variant, to define a nudging map. In particular, Eq. [18] implies that each component of \( a^{n+1} \) (i.e., \( a_1, a_2, \ldots, a_R \)) is corrected using a linear superposition of the the components of \( z^{n+1} - h(a^{n+1}) \), weighted by the gain matrix. Here, we relax this linearity assumption and generalize it to a possibly nonlinear mapping \( C(a, z) \) as,
\[ a^{n+1} = M(a^n) + C(a^{n+1}, z^{n+1}), \] (19)
where the map \( C(a,z) \) is learnt (or fit) using an LSTM neural network, and \( a^{n+1}_b \) is the prior model prediction computed using imperfect model and/or imperfect initial conditions (called background in data assimilation terminology), defined as \( a^{n+1}_b = M(a^n) \). Thus, Eq. \( \text{[19]} \) can be rewritten as follows,

\[
a^{n+1} = a^{n+1}_b + C(a^{n+1}_b, z^{n+1}). \tag{20}
\]

In order to learn the map \( C(a,u,z) \), we consider the case with an imperfect model, defective initial conditions, and noisy observations. Moreover, we suppose sensors are sparse in space, and measurement signals are sparse in time too. Specifically, we use sensors located at a few equally-spaced grid points, but a generalization to off-grid sensor placement is possible. Also, we assume sensors send measurement signals every \( \tau \) time units. To mimic sensor measurements and noisy initial conditions, we run a twin experiment as follows,

1) Solve the FOM equation (i.e., Eq. \( \text{[4]} \) and sample true field data \( u_{\text{true}}(x,t_n) \) each \( \tau \) time units. In other words, store \( u_{\text{true}}(x,t_n) \) at \( t_n \in \{0,\tau,2\tau,\ldots,T\} \) where \( T \) is the total (maximum) time and \( \tau \) is the time window over which measurements are collected.

2) Define erroneous initial field estimate as \( u_{\text{err}}(x,t_n) = u_{\text{true}}(x,t_n) + \epsilon_b \), where \( t_n \in \{0,\tau,2\tau,\ldots,T-\tau\} \). \( \epsilon_b \) stands for noise in initial state estimate, assumed as white Gaussian noise with zero mean and covariance matrix \( B \) (i.e., \( \epsilon_b \sim N(0,B) \)).

3) Define sparse and noisy measurements as \( z = u_{\text{true}}(x_{\text{Obs}},t_n) + \epsilon_m \), for \( t_n \in \{\tau,2\tau,\ldots,T\} \). Similarly, \( \epsilon_m \) stands for the measurements noise, assumed to be white Gaussian noise with zero mean and covariance matrix \( Q \) (i.e., \( \epsilon_m \sim N(0,Q) \)).

For LSTM training data, we project the erroneous field estimates (from Step 2) onto the POD basis functions to get the erroneous POD modal coefficients (i.e., \( a_{\text{err}}(t_n) \), for \( t_n \in \{0,\tau,2\tau,\ldots,T-\tau\} \). Then, we integrate those erroneous coefficients for \( \tau \) time units to get the background prediction \( a_b(t_n) \), for \( t_n \in \{\tau,2\tau,\ldots,T\} \).

Then, we train the LSTM using \( a_b(t_n) \) and \( z(t_n) \) as inputs, and set the target as the correction \( (a_{\text{true}}(t_n) - a_b(t_n)) \), for \( t_n \in \{\tau,2\tau,\ldots,T\} \). The true modal coefficients \( a_{\text{true}}(t_n) \) are obtained by projecting the true field data (from Step 1) onto the POD bases, where the projection is defined via the inner product as \( \bar{u}_k(t) = \langle u(x,t) ; \phi_k(x) \rangle \). In order to enrich the training data set, Step 2 and Step 3 are repeated several times giving an ensemble of erroneous state estimates and noisy measurements at every time instant of interest. Each member of those ensembles represents one training sample. This also assists the LSTM network to handle wider range of noise.

We emphasize that the proposed LSTM-Nudge approach not only cures model imperfection (i.e., provides model closure and accounts for any missing physical processes) but also treats uncertainties in initial state estimates. Moreover, the field measurements (i.e., the nudging data) are assumed to be sparse and noisy to mimic real-life situations.

IV. Results

We test the proposed methodology using the 1D Burgers problem introduced in Sec. [II.A]. In particular, we consider a domain of dimensionless length of one, with a square wave as initial condition defined as,

\[
u(x,0) = \begin{cases} 
1, & \text{if } 0 < x \leq 0.5 \\
0, & \text{if } 0.5 < x \leq 1.0.
\end{cases} \tag{21}
\]

with zero Dirichlet boundary conditions, \( u(0,t) = u(1,t) = 0 \). We solve Eq. \( \text{[3]} \) at \( Re = 10^4 \) for \( t \in [0,1] \). For numerical computations, we use a family of fourth order compact schemes for spatial derivatives \( \text{[126]} \), and skew-symmetric formulation for the nonlinear term. For the FOM simulation, we use a time step of \( 10^{-4} \) over a spatial grid of 4096, and for POD basis generation, we collect 100 snapshots (i.e., every 100 FOM time steps). The temporal evolution of the 1D Burgers problem using the described setup is shown in Fig. [1] illustrating the advection of the shock wave over time.

For ROM computations, 6 modes are retained in the reduced order approximation (i.e., \( R = 6 \)) and a time step of \( 0.01 \) is adopted for the temporal integration of GROM equations. In order to implement the LSTM-Nudge approach, we begin at erroneous initial condition defined as \( u_{\text{err}}(x,0) = u_{\text{true}}(x,0) + \epsilon_b \), where \( u_{\text{true}}(x,0) \) is defined with Eq. \( \text{[21]} \) and \( \epsilon_b \) is a white Gaussian noise with zero mean and covariance matrix \( B \). For simplicity, we assume \( B = \sigma_b^2 I \), where \( \sigma_b \) is the standard deviation in “background” estimate of the initial condition and \( I \) is the identity matrix. We note that this formulation implies that our estimates of the initial velocity field at different spatial locations are uncorrelated. As nudging field data, we locate sensors to measure the velocity field \( u(x,t) \) every 256 grid points (i.e., a total of 17 sensors with \( s_{\text{freq}} = 256 \), where \( s_{\text{freq}} \) is the number of spatial steps between sensors locations), and collect measurements every 10 time steps (i.e., each 0.1 time unit with \( t_{\text{freq}} = 10 \), where \( t_{\text{freq}} \) is the number of time steps between measurement...
Fig. 1 Evolution of the FOM velocity field for the 1D Burgers problem, characterized by a moving shock with initial square wave.

To account for noisy observations, white Gaussian noise of zero mean and covariance matrix of $Q$ is added to the true velocity field obtained from the FOM simulation. Similar to $B$, we set $Q = \sigma_m^2 I$, where $\sigma_m$ is the standard deviation of measurement noise. This assumes that sensors measurements are not correlated to each other, and all sensors have similar quality (i.e., add similar amounts of noise to the measurements). As a base case, we set $\sigma_B = 1$, and $\sigma_m = 1$.

The procedure presented in Sec. III is applied using the numerical setup described above, and compared against the reference case of GROM with the erroneous initial condition and inherent model imperfections due to modal truncation. In Fig. 2 the temporal evolution of the POD modal coefficients is shown for the true projection, background, and LSTM-Nudge results. The true projection results are obtained by the projection (i.e., via inner product) of the true FOM field at different time instants onto the corresponding basis functions. The background trajectory is the reference solution obtained by standard GROM using the erroneous initial condition, without any closure or corrections. It can be seen that the background trajectory gets off the true trajectory by time as a manifestation of model imperfection. Also, note that the background solution does not begin from the same point as true projection due to the noise in initial condition. On the other hand, the LSTM-Nudge predictions almost perfectly match the true projection solution, implying that the approach is capable of blending noisy observations with a prior estimate to gain more accurate predictions.

Fig. 2 Temporal evolution of the POD modal coefficients for the 1D Burgers problem.
In order to better visualize the predictive capabilities of the LSTM-Nudge methodology, we compute the reconstructed velocity field using Eq. 8. Moreover, the root mean-squares error (RMSE) of the reconstructed field with respect to the FOM solution is calculated as a function of time as follows,

\[ \text{RMSE}(t) = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (u_{\text{FOM}}(x_i, t) - u_{\text{ROM}}(x_i, t))^2}, \]

where \( u_{\text{FOM}} \) is the true velocity field obtained from solving the FOM equation, while \( u_{\text{ROM}} \) is the reduced order approximation computed through true projection, background (reference) solution, or LSTM-Nudge method. The reconstructed velocity field at final time (i.e., at \( t = 1 \)) is shown in Fig. 3 along with the RMSE as a function of time. As described before, the true projection solution is simply the projection of the FOM field onto the reduced POD space, and it represents the optimal solution that can be approximated using a linear subspace spanned by \( R \) modes. In order to get rid of those Gibbs oscillations, we would need either a larger number of modes or a more representative subspace (e.g., through partitioning or auto-encoders). Therefore, it is fair to compare our results against the true projection solution, rather than the FOM since we do not address any issues regarding the resolution or representability capabilities of the POD subspace.

Fig. 3  Final velocity field (at \( t = 1 \)) [left] and the root mean-squares error [right] for the 1D Burgers problem.

**A. Effect of noise**

Here, we investigate the effect of noise (both in initial condition and measurements) on the performance of the LSTM-Nudge framework. In other words, we study how much noise it can handle sufficiently. For the training phase, the LSTM was trained using noisy data with \( \sigma_b = \sigma_m = 1.0 \). Now, we test using data with smaller and larger amounts of noise. In particular, we vary \( \sigma_b \) and \( \sigma_m \) between \([0.1, 1.0, 10.0]\). Readers should be aware that the true velocity field spans between \(0\) and \(1\). Thus, a noise with a standard deviation of 10 is an extreme case, corresponding to very cheap sensors. In Fig. 4, we show the root mean-squares error of the reconstructed velocity fields based on true projection, background solution, and LSTM-Nudge predictions using different levels of noise. We can see that the LSTM-Nudge is performing very well, compared to the background solution, and almost matching the true projection results. More importantly, we find that the prediction accuracy is more dependent on measurement noise than noise in the initial condition. For instance, the LSTM-Nudge almost recovers the true state estimate very shortly using adequate measurements (i.e., Fig. 4c). This is even more visualized in the surface plots in Fig. 5. In contrast, the model imperfections cannot be cured well at many time instances using highly noisy observations, even with moderate noise in initial condition (e.g., see Fig. 4a). The situation is worse in Fig. 4f with severe noise in both initial conditions and measurements.
Fig. 4 Root mean-squares error in reconstructed velocity field, with different levels of background and measurement noises.

The dependence of the framework on measurements noise significantly more than background noise might be
attributed to the input features we are using in the LSTM architecture. It includes a combination between the background modal coefficients (obtained from erroneous initial condition) and the observed velocity field at sparse locations. For the modal coefficients, the erroneous initial conditions are first projected onto the POD subspace to obtain the initial (erroneous) modal coefficients, which are then integrated in time for $\tau$ time units. This projection is known to filter a large amount of added noise, which can be seen as a preprocessing step to reduce the effect of initial condition perturbation. That is why we can barely see a difference between erroneous trajectory and true projection at time zero, except for the extreme case with $\sigma_b = 10$. On the other hand, observations are fed to the LSTM network as is, without any preprocessing or prior treatment. This makes the predictions more sensitive to the measurement quality.

![Fig. 5 Surface plots for the spatio-temporal evolution of the 1D Burgers problem with $\sigma_b = 10$, and $\sigma_m = 1$.](image)

**B. Effect of measurements sparsity**

Since the LSTM-Nudge in ROM context is found to be relatively sensitive to sensor quality (observational noise), we study the effect of measurement sparsity as well. In particular, both the temporal sparsity (i.e., frequency of measurement signals) and spatial sparsity (i.e., number of sensors) are explored. For the base case, we are collecting measurements every 10 time steps (i.e., $t_{freq} = 10$, $\tau = 0.1$), and sensors are placed every 256 grid points (i.e., $s_{freq} = 256$). First, we consider the case when measurement signals are only available every 20 time steps (i.e., $t_{freq} = 20$), with the same spatial sparsity (i.e., 17 sensors). The POD modal coefficients are plotted in Fig. 6 as predicted by LSTM-Nudge, compared to the background case (without corrections) and true projection trajectory. We find that the framework is sufficiently able to handle this variation in measurement signal frequency. We note here that we use the same LSTM network, trained using the base case data (i.e., trained with $t_{freq} = 10$ and tested for $t_{freq} = 20$). For all, we use the same level of noise as before (i.e., $\sigma_b = \sigma_m = 1$).

![Fig. 6 Temporal evolution of the POD modal coefficients for the 1D Burgers problem, when measurements are taken every 20 time steps.](image)
both FOM and true projection in Fig. 7 as well as the root mean-squares errors at different times. Although we can see a discrepancy between true projection and LSTM-Nudge at several time instants, we notice a jump in LSTM-Nudge solution towards the true projection almost every 0.2 time units. This is consistent with the fact that LSTM-Nudge goes into effect every 20 time steps, when measurements become available, implying that the LSTM-Nudge is still capable of sufficiently rectifying the model and state imperfections whenever measurements are received.

Fig. 7 Final velocity field (at $t = 1$) [left] as well as the root mean-squares error [right] for the 1D Burgers problem, when measurements are taken every 20 time steps.

In order to examine the effect of spatial sparsity (number of sensors), we vary the spatial frequency (i.e., number of grid points between sensors) as $s_{freq} \in \{128, 512, 1024, 2048\}$. The first case (i.e., $s_{freq} = 128$) corresponds to more sensors than base case, while the others correspond to more sparse measurement points (less sensors). From Fig. 8 we can deduce that the effect of number of sensors is minimal in this case, even with very few sensors (e.g., 3 sensors in Fig 8d). However, we should state here that each of those cases requires retraining the LSTM network with the relevant number of measurement points. This is because the LSTM for the base case has an input dimension of 23 (i.e., 6 modal coefficients and 17 measurements), and changing the number of measurements would require a different size of input vector. Although we assume equally-spaced and collocated sensors (i.e., placed exactly on the numerical grid), compressive sensing ideas can be adopted to intelligently locate sensors for optimal performance.

C. Effect of measured quantity

As described in Sec. III, the input to the LSTM-Nudge framework is a combination of modal coefficients (i.e., GROM state variables), and direct measurements (i.e., velocity field) without constraining any mapping between them. The LSTM has shown brilliant effectiveness learning the map between model state and observations to approximate the required correction/nudging. In this section, we elaborate more on this feature by exploring the performance of the LSTM-Nudge with a different measured quantity. In practice, direct field variable measurement may not be feasible. For example, the dynamics of sea surface temperature can be only inferred from satellite measurement of radiated thermal energy. Defining a map between observable quantity and model (state) variable is not usually straightforward. Hence, utilizing neural networks strengths of discovering underlying patterns and relations to learn such maps is highly desired. Instead of measuring the velocity $u(x, t)$, we hypothesize that we can only observe the square of this velocity field (i.e., $u^2(x, t)$). This is related to the kinetic energy of the flow. We repeat the LSTM training using the new input features (i.e., modal coefficients and square of velocity), and test using the base case parameters (i.e., $\sigma_b = \sigma_m = 1$, $t_{freq} = 10$, and $s_{freq} = 256$). The LSTM-Nudge is found to perform sufficiently well with this new observable quantity, as shown in Fig. 9 for the temporal modal coefficients and Fig. 10 for the velocity field reconstruction. We also emphasize here that the similar behavior between observing $u(x, t)$ and observing $u^2(x, t)$ might be attributed to the values of the velocity field varying between 0 and 1. Thus, observing either the velocity or its squared value basically has the same pattern and range. For different situations, where the observable has significantly different pattern, the behavior might vary as well. For example, for a sine wave moving between −1 and 1, observing the squared value (or the absolute value) would result in measurements between 0 and 1, neglecting the negative part.
Fig. 8  Root mean-squares error in reconstructed velocity field, with different number of sensors located sparsely at grid points.

Fig. 9  Temporal evolution of the POD modal coefficients for the 1D Burgers problem, with $u^2$ as the available measurements.
V. Concluding Remarks

In the current study, we have developed a methodology to utilize machine learning to cure model deficiency through online measurement data adopting ideas from dynamic data assimilation. In particular, an LSTM architecture has been trained to nudge prior predictions towards true state values using a combination of background information with sparse and noisy observations. The proposed framework is distinguished from previous studies in the sense that it is built on the assumption that all the computing ingredients are imperfect, including a truncated GROM model, erroneous initial conditions, and defective sensors. We have applied the proposed LSTM-Nudge to the 1D Burgers problem with a moving discontinuity, and investigated the effects of measurement noise and initial condition perturbation on its behavior. Although the framework works sufficiently well for a wide range of noise and perturbation, numerical experiments have indicated relatively more dependence of performance on measurement quality (noise). Meanwhile, we have found that sensors sparsity has minimal effects on results. We emphasize that the proposed framework represents one way of hybridizing human knowledge, physics-based models, measurement information, and data-driven tools to maximize their benefits rather than discarding any of them. This might represent a viable key enabler for the emerging digital twin applications. Nonetheless, the scalability of the approach has yet to be tested using more complex and higher-dimensional problems.
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