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ABSTRACT

High annotation costs and limited labels for dense 3D medical imaging tasks have recently motivated an assortment of 3D self-supervised pretraining methods that improve transfer learning performance. However, these methods commonly lack spatial awareness despite its centrality in enabling effective 3D image analysis. More specifically, position, scale, and orientation are not only informative but also automatically available when generating image patches for training. Yet, to date, no work has proposed a pretext task that distills all key spatial features. To fulfill this need, we develop a new self-supervised method, VectorPOSE, which promotes better spatial understanding with two novel pretext tasks: Vector Prediction (VP) and Boundary-Focused Reconstruction (BFR). VP focuses on global spatial concepts (i.e., properties of 3D patches) while BFR addresses weaknesses of recent reconstruction methods to learn more effective local representations. We evaluate VectorPOSE on three 3D medical image segmentation tasks, showing that it often outperforms state-of-the-art methods, especially in limited annotation settings.

Index Terms— 3D Self-Supervised Learning, Representation Learning, Volumetric Medical Image Segmentation.

1. INTRODUCTION

Modern 3D medical image analysis techniques have made great performance strides by extracting appearance-based features from local image patches. However, they fail to explicitly attend to a key capability that facilitates volumetric analysis: spatial awareness. Given an arbitrary image patch (e.g., see Fig. 1), we can often leverage anatomical priors and infer a large amount of information from its position, scale, and orientation. Patch position such as its axial window (e.g., the dashed red and blue lines in Fig. 1 that span the CT volume’s depth) reveals which anatomical structures to expect. Image zoom is commonly adjusted by practitioners, and the knowledge of a patch’s scale is essential for assessments of structure size, shape, and extent. Finally, patch orientation informs object poses and valid adjacent structures. From these insights, we hypothesize that networks which better predict 3D patch position, scale, and orientation can more accurately segment images with superior anatomical knowledge.

* Equal Contributions.
To remedy this gap, we propose a new 3D self-supervised pretraining approach, VectorPOSE (POSE for Position, Orientation, Scale, and Extent), with two novel pretext tasks for learning improved spatial and appearance features. Our first pretext task, Vector Prediction (VP), infers vectors that originate from predefined points within a sampled input patch (e.g., patch center, corners) and terminate at the center of the volume. Vectors encapsulate both magnitude and direction, so predicting multiple vectors with consistent origin points effectively encodes position (with respect to the terminal point), orientation (via vector angles to the terminal point), and scale (where differentials between predicted vector origins represent patch extent). To learn effective local features and address boundary degradations in reconstruction, our second pretext task, Boundary-Focused Reconstruction (BFR), conducts: 1) boundary reconstruction where extracted edges of the patch are explicitly predicted, and 2) voxel reconstruction where original intensity values are predicted with a loss that better preserves boundaries. To demonstrate efficacy, we pretrain and evaluate on three 3D semantic medical image segmentation tasks (i.e., CT cardiac, CT abdominal, MR prostate). VectorPOSE generally outperforms state-of-the-art single- and multi-task methods while exhibiting superior data efficiency compared to known contrastive learning methods. Our contributions are summarized below.

1. We propose a self-supervised approach, VectorPOSE, that places a holistic emphasis on three key spatial properties (position, orientation, scale) while synergizing learned global information with local, boundary-aware cues.

2. As a cornerstone to spatial understanding, we introduce a novel Vector Prediction (VP) pretext task that succinctly encapsulates key spatial properties and is both effective and extensible. Further, we propose the Boundary-Focused Reconstruction (BFR) pretext task to address pitfalls of recent works and learn improved local features.

3. VectorPOSE is comprehensively evaluated on two 3D CT segmentation datasets (MMWHS [15, 16] & BCV [17]) and one 3D MR prostate dataset [18]. Not only does it outperform recent self-supervised methods in the majority of settings, it also exhibits improved data efficiency without additional training time.

2. METHODOLOGY

Before detailing the proposed pretext tasks, we first overview our general pipeline and its major components. Following established self-supervised methods, we pretrain a randomly initialized neural network consisting of an encoder E, a decoder D, the prediction head $D_{vp}$ for Vector Prediction (VP), and the prediction head $D_{bfr}$ for Boundary-Focused Reconstruction (BFR). Note that $D_{vp}$ employs global information and processes pooled & flattened output features from E, while $D_{bfr}$ utilizes D’s output which has the same resolution as E’s input. To pretrain $\{E, D, D_{vp}, D_{bfr}\}$ with VectorPOSE (see Fig. 2), we input patches $x^{(i)}$, $x^{(j)}$, … from the ith 3D image $X^{i}$ of an unlabeled dataset $D_{u}$. Stochastic spatial augmentations $T_{S}$ (e.g., flipping or rotating along each axis) and intensity noises $T_{I}$ (e.g., local pixel shuffle, masking, intensity shifting) are applied to all input patches independently and in order ($T_{S}$ first and then $T_{I}$). The targets for VP & BFR are computed after $T_{S}$ is applied. After pretraining, the prediction heads $D_{vp}, D_{bfr}$ are discarded while $E, D$ are transferred and fine-tuned on a downstream target task.

2.1. Vector Prediction (VP)

The objective of VP is to distill position, scale, and orientation information from patches by predicting multiple vectors which all point to one standardized location existing in all dataset volumes (e.g., the volume center or a keypoint from a chosen structure). We refer to this point as the reference landmark, $(x^{(i)}, y^{(i)}, z^{(i)})$, which denotes the landmark coordinate for patch $x^{(i)}$ from 3D image $X^{i}$. Reference landmarks across images have anatomical correspondences from which we learn useful priors and structural consistencies. In many 3D tasks, reference landmarks can simply be taken as the
center of volumes given rough image alignments. In others, positions of landmarks can be extracted in an unsupervised manner (e.g., center of the left lung as a landmark after lung masks are automatically extracted [19]). To prevent overfitting to this single point, we add regularization and spatially jitter the reference landmark coordinates with random perturbations within $\eta\%$ of each image dimension’s total length.

After the landmark is extracted for every volume, we select each patch’s origin points. A vector’s origin point concretely defines distance (via its magnitude) and position (via angles) to the reference. For a sampled patch $x^{(ij)}$, we define $n$ vector origin points as $(x_{0}^{(ij)}, y_{0}^{(ij)}, z_{0}^{(ij)})$, $(x_{1}^{(ij)}, y_{1}^{(ij)}, z_{1}^{(ij)})$, ..., $(x_{n-1}^{(ij)}, y_{n-1}^{(ij)}, z_{n-1}^{(ij)})$. In practice, we set these origin points as consistent positions in all patches (e.g., first origin point at the patch center, second at the patch’s top-right corner, etc.). Mathematically, predicting a single vector is sufficient to describe position and orientation, while two are enough to also cover scale. However, we empirically find that $n=9$ vectors (vectors originating from the patch center and 8 corners) improve feature learning (see Section §3, Tab. 2).

Thus, all vectors belonging to patch $x^{(ij)}$ are defined as $v^{(ij)}_m$ ($m=0, \ldots, n-1$) with origin point $(x_m^{(ij)}, y_m^{(ij)}, z_m^{(ij)})$ and terminal point $(x^m, y^m, z^m)$. The terminal points are identical for all patches from the same image. Below we omit “$m$” for readability. For prediction, we reparameterize vectors into spherical coordinates: let $\phi_m=\arctan(y_m/x_m)$, $\theta_m=\arccos(z_m/r_m)$, and $r_m=\sqrt{x_m^2+y_m^2+z_m^2}$.

The overall VectorPOSE loss for an image patch is:

$$L_{vp} = \frac{1}{n} \sum_{m=0}^{n-1} \left( \| \hat{r}_m - \sigma(\hat{r}_m) \| + \| \hat{\theta}_m - \sigma(\hat{\theta}_m) \| + \min(\| \phi_m - \tanh(\phi_m) \|, \| \phi_m - \tanh(\phi_m) + 2\pi \|) \right)$$

(1)

where $\sigma$ is the sigmoid function, $R$ is the radius of a sphere circumscribing the image volume, and $\hat{r}_m, \hat{\theta}_m, \phi_m$ are logits from $E \circ D \circ D_{vp}$ (see the bottom right of Fig. 2). To address the $\phi$ angles that are physically close but distant in the parameter space (e.g., $-179^\circ$ & $+179^\circ$), we take the minimum among targets $\phi_m, \phi_m - 2\pi, \phi_m + 2\pi$ (see Eq. (1)). Also, note that when patches undergo spatial augmentations (e.g., flipping, rotations), the index $m$ of each vector’s post-transform origin corresponds with the origin before transforming (see “Vector Creation” in Figure 2).

By encapsulating the three key spatial properties into an interdependent task, we prevent training instability and feature interference from independent categorical predictions [10]. Additionally, vectors represent spatial properties in a continuous space and is a generalized extension of previous tasks like discrete scale & rotation prediction [13].

### 2.2. Boundary-Focused Reconstruction (BFR)

Two appearance-focused losses are employed in BFR. To address boundary degradation and reduced texture acuity, we first switch the reconstruction criterion from $L_2$ loss (as used in [9]) to $L_1$ loss, which has been shown to improve both reconstruction quality and boundary accuracy [11]. To further emphasize anatomical delineation, we add an additional boundary reconstruction task where boundaries are extracted via a 3D Scharr edge detector. We select the Scharr transform since it exhibits superior rotational invariance compared to other filters like Sobel. In conjunction with strong augmentations such as texture noising (e.g., local pixel shuffle) and masking (e.g., in-painting or out-painting), explicit edge reconstruction facilitates the learning of anatomical shapes and boundary extents. The overall BFR loss is defined as:

$$L_{bfr} = \frac{1}{n} \sum_{m=0}^{n-1} \left( \| y^\alpha_m - \sigma(y^\alpha_m) \| + \| y^b_m - \sigma(y^b_m) \| \right),$$

(2)

where $y^\alpha_m$ and $y^b_m$ are the targets of the voxel and boundary reconstruction tasks, $\hat{y}^\alpha_m$ and $\hat{y}^b_m$ (from $E \circ D \circ D_{bfr}$) are the voxel and boundary logits, respectively. $\alpha$ is a scaling term to address the small proportion of boundaries in patches.

### 2.3. Overall Loss and Implementation

The overall VectorPOSE loss for an image patch is:

$$\mathcal{L} = \lambda L_{bfr} + (1 - \lambda) L_{vp},$$

(3)

For the UNet-like model, we employ a 3D version of ResNet-50 [20] as the encoder and attach it to a light decoder with trilinear upsampling layers & additions for feature fusion. For $D_{vp}$, the lowest encoder output is pooled, flattened, and processed through a 2-layer MLP with 256 hidden dimensions, while $D_{bfr}$ uses a single 1x1x1 convolution. We use $m=9$ vectors per patch with jitter $\eta=5\%$, and train with $\alpha=5$ & $\lambda=0.5$.

### 3. EXPERIMENTS & RESULTS

We implemented all experiments using PyTorch with NVIDIA Tesla P100s. For pretraining, volume intensities were normalized between 0 and 1, uninformative regions were excluded, (96, 96, 96) patches were sampled, and augmentations in [9] were applied. We trained using AdamW (0.0002 learning rate, 0.0001 weight decay) for 300 epochs (~21 hours) with a batch size of 12. For fine-tuning, we normalized volume intensities between 0 and 1, sampled (64, 128, 256) patches, and applied random flipping, brightness, gamma, and blurring. We optimized using AdamW (0.001 learning rate, 0.001 weight decay) for 200 epochs (~14 hours) with a batch size of 4. For evaluation, we reported the average F1 scores across foreground classes over 8 runs. Inference utilized sliding window (30% overlap) with the same patch size as training.

#### 3.1. Datasets

All the datasets were split using a 6:2:2 training:validation:test ratio. Models were pretrained using the full training sets (no
Table 1. Class-averaged Dice score (%) comparisons vs. recent self-supervised 3D medical image segmentation methods. Entries that are bolded & underlined are the best & second-best scores, respectively.

| Method                | CT MMWHS | CT BCV | MRI MSD-Prostate |
|-----------------------|----------|--------|------------------|
|                       | 10%  | 25%  | 50%  | 100%          | 10%  | 25%  | 50%  | 100%          | 10%  | 25%  | 50%  | 100%          |
| Random Init.          | 79.31 | 87.29 | 89.15 | 90.70          | 30.06 | 58.48 | 66.23 | 75.81          | 40.05 | 58.78 | 69.25 | 74.24          |
| Models Genesis [9]  | 80.05 | 88.14 | 90.54 | 91.05          | 32.03 | 58.60 | 66.87 | 75.79          | 44.00 | 60.89 | 69.55 | 75.86          |
| SAR [10]              | 81.48 | 88.57 | 90.81 | 91.14          | 35.63 | 60.29 | 67.52 | **76.77**      | 42.53 | 61.02 | 70.16 | 74.62          |
| Rubik++ [11]          | 81.08 | 88.40 | 90.94 | 91.23          | 33.28 | 59.83 | 67.72 | 76.65          | 43.70 | 61.97 | **71.35** | 75.81          |
| PGL [21]              | 79.76 | 87.50 | 89.48 | 90.57          | 30.99 | 58.56 | 66.39 | 75.98          | 41.36 | 59.08 | 69.97 | 74.08          |
| MoCo [4]              | 80.22 | 87.94 | 89.60 | 91.05          | 31.89 | 58.95 | 66.91 | 76.01          | 42.07 | 60.69 | 70.17 | 74.31          |
| VectorPOSE (Ours)     | **83.30** | **89.43** | **91.27** | **91.60** | **37.88** | **61.61** | **68.01** | **76.53** | **46.35** | **63.14** | **71.22** | **75.97** |

Table 2. Ablations on the proposed components on 10% MMWHS. The top two rows contain appearance-based components while the middle two rows describe VP settings.

| Method   | CT MMWHS | CT BCV | MRI MSD-Prostate |
|----------|----------|--------|------------------|
| Voxel Rec. | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ |
| Bound. Rec. | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ | $L_1$ |
| Center Vector | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Corner Vector(s) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Dice (%) | 80.16 | 80.80 | 81.37 | 82.29 | 82.75 | **83.30** |

3.2. Results and Discussion

For fair comparisons, all methods were pretrained and fine-tuned using 10%, 25%, 50%, or 100% of the training data.

CT MMWHS [15, 16] provides 20 annotated CT volumes segmenting seven cardiac structures (left ventricle, left atrium, right ventricle, right atrium, myocardium, ascending aorta, and pulmonary artery). CT BCV [17] is an abdominal organ segmentation challenge with 30 annotated CT volumes and 13 classes. MRI MSD-Prostate [18] contains 32 labeled MRI (T2, ADC) volumes with two foreground classes.

3.3. Ablations

Here, we explore the contributions of each individual component in our method. Notably, we intend to test our hypothesis about the importance of explicitly learning spatial parameters and compare its efficacy against other proposed methods (e.g., reconstruction). In Table 2, one can see ~0.6% improvement after adding the boundary awareness task, which supports the benefit of explicitly predicting boundaries over voxel reconstruction alone. Next, we see that with increasing $m$ (the number of vectors per patch), performance notably rises. This supports our hypothesis of using spatial awareness as an effective feature-learning principle.

4. CONCLUSIONS

We proposed VectorPOSE, a new self-supervised approach for 3D medical image segmentation with two novel pretext tasks: 1) Vector Prediction (VP) to address the lack of spatial understanding (i.e., position, scale, orientation) in existing works; 2) Boundary-Focused Reconstruction (BFR) for improving the understanding of anatomical structure extents through boundary regression. After evaluation on three 3D semantic segmentation datasets, VectorPOSE's general outperformance over state-of-the-art methods shows that spatial understanding is pertinent for feature learning and may be a promising avenue for future research progress.
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