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Abstract

The purpose of this note is to collect in one place a few results about simple random walk and Brownian motion which are often useful. These include standard results such as Beurling estimates, large deviation estimates, and a method for coupling the two processes, as well as solutions to the discrete Dirichlet problem in various domains which, to the author’s knowledge, have not been published anywhere. The main focus is on the two-dimensional processes.

1 Introduction and Definitions

In the study of simple random walk or standard Brownian motion, some estimates are striking by their ubiquity. The following pages are a collection of results which are frequently needed when dealing with these processes, and of some more specific estimates.

$B$ will denote planar standard Brownian motion started at the origin and $S$ will be planar simple random walk, defined by $S(0) = (0,0)$ and for $n \in \mathbb{N}$, by $S(n) = \sum_{k=1}^{n} X_k$, where $\{X_k\}_{k \in \mathbb{N}}$ are independent random vectors satisfying $P\{X_k = \pm e_i\} = \frac{1}{4}, i = 1, 2$, where $e_1 = (1,0)$ and $e_2 = (0,1)$. We will also think of planar simple random walk $S$ as being a continuous process, that is, for positive real times $t$, we let $S(t)$ be the linear interpolation of the walk’s position at the surrounding integer times: For all real $t \geq 0$,

$$S(t) = S([t]) + (t - [t])(S([t] + 1) - S([t])), \quad (1)$$

where $[t]$ denotes the integer part of $t$. For any real numbers $0 \leq a \leq b$, we will write $S[a,b] := \{S(t)\}_{a \leq t \leq b}$, and use the same notation for $B$. If we consider $B$ or $S$ in dimensions other than 2, we will say so explicitly. The measure associated with either of the processes, started at $x$ will be denoted $\mathbb{P}^x$ and we will write $\mathbb{P}$ for $\mathbb{P}^0$. It will be clear from context which is the concerned process.

In what follows, all multiplicative constants will be denoted by $K, K_1, \text{ or } K_2$. It will be understood that they may be different from one line to the next. The letters $r, s, t$ will be used to denote real numbers, while $i, j, k, l, m, n$ will be integers.
Figure 1: Two independent one-dimensional simple random walks on diagonal lattices give a simple random walk in \( \mathbb{Z}^2 \) (black dots).

The symbols \( \mathcal{O}, o, \sim, \text{ and } \asymp \) will mean the following: for two functions \( f \) and \( g \), \( f(x) = \mathcal{O}(g(x)) \) if there exists a constant \( K \) such that \( f(x) \leq Kg(x) \) for all \( x \) large enough, \( f(x) = o(g(x)) \) if \( \lim_{x \to \infty} f(x)/g(x) = 0 \), \( f(x) \sim g(x) \) if \( \lim_{x \to \infty} f(x)/g(x) = 1 \), and \( f(x) \asymp g(x) \) if there exists a constant \( K > 0 \) such that for all \( x \) large enough \( 1/Kg(x) \leq f(x) \leq Kg(x) \). In some cases, the same notation will be used to describe limiting behavior close to 0 and the context will leave no doubt as to what is meant. The Euclidean norm of a point \( x \) in \( \mathbb{R} \) or \( \mathbb{C} \) is \( |x| \). The distance between two sets \( A, B \subset \mathbb{C} \) is \( d(A, B) = \inf_{x \in A, y \in B} |x - y| \) and the diameter of \( A \) is \( \text{diam}(A) = \sup_{w, z \in A} |w - z| \). The boundary of a discrete set \( D \subset \mathbb{Z}^2 \) is defined to be \( \{w \in \mathbb{Z}^2 : w \notin D; \exists z \in D \text{ with } |z - w| = 1\} \).

## 2 From One to Two Dimensions

Planar Brownian motion \( B \) can be defined as a couple \( (B^1(t), B^2(t)) \) of independent realizations of one-dimensional Brownian motion. This representation is often convenient when trying to obtain estimates for the planar process from estimates for the linear process. One does not usually think of planar random walk in the same way, although an analogous definition is possible. Since this will be useful in the next section, we quickly give this simple construction here:

The idea is to note that if we take two independent random walks \( S^1 \) and \( S^2 \) on appropriately scaled and rotated versions of \( \mathbb{C} \), then \( (S^1, S^2) \) is a simple random walk in \( \mathbb{Z}^2 \). More precisely, for \( k \geq 1, j = 1, 2 \), let \( X^j_k \) be independent random vectors with distribution

\[
\mathbb{P} \left\{ X^1_k = \pm \frac{1}{\sqrt{2}} e^{i\pi/4} \right\} = \mathbb{P} \left\{ X^2_k = \pm \frac{1}{\sqrt{2}} e^{i3\pi/4} \right\} = \frac{1}{2}.
\]

Then if we let \( S^j(n) = \sum_{k=1}^{n} X^j_k, S^1(n) \) and \( S^2(n) \) are independent simple random walks on \( \frac{1}{\sqrt{2}} e^{i\pi/4} \cdot \mathbb{Z} = \left\{ \frac{1}{\sqrt{2}} e^{i\pi/4} : l \in \mathbb{Z} \right\} \) and \( \frac{1}{\sqrt{2}} e^{i3\pi/4} \cdot \mathbb{Z} \), respectively, and \( S(n) = (S^1(n), S^2(n)) \) is a simple random walk in \( \mathbb{Z}^2 \). See Figure 1.
3 Large deviations

In time $n$, planar Brownian motion $B$ and planar simple random walk $S$ are expected to reach a distance of order $\sqrt{n}$, as shown in the first lemma below. In this section we give bounds for the likelihood that they behave unusually (that is, reach a distance which is much greater than $\sqrt{n}$ or remain in a disk which has a radius much smaller than $\sqrt{n}$). We only give upper bounds for these probabilities, except in the case of Brownian motion traveling much beyond distance $\sqrt{n}$, where deriving a lower bound requires little work. The corresponding results for random walk are remarkably more difficult to obtain.

Lemma 3.1.

\[
\begin{aligned}
& \quad (a) \quad \mathbb{E} [ |B(n)|^2 ] = 2n. \\
& \quad (b) \quad \mathbb{E} [ |S(n)|^2 ] = n.
\end{aligned}
\]

Proof. (a) The transition density for $B$ is $p_t(x, y) = \frac{1}{2\pi t} e^{-|y-x|^2/2t}$, so integration in polar coordinates yields

\[
\mathbb{E} [ |B(n)|^2 ] = \int_0^{2\pi} \int_0^{\infty} \frac{1}{2\pi n} e^{-r^2/2n} r^2 \, dr \, d\theta = 2n.
\]

(b) It is easy to check that $M_n = |S_n|^2 - n$ is a martingale, so $\mathbb{E} [ M_n ] = \mathbb{E} [ M_0 ] = 0$. \qed

Lemma 3.2. If $X$ is planar random walk or Brownian motion, then for any $a \in \mathbb{R}_+, n \in \mathbb{N}$,

\[
\mathbb{P} \{ |X(n)| \geq a \} \leq \mathbb{P} \left\{ \sup_{0 \leq s \leq n} |X(s)| \geq a \right\} \leq 2 \mathbb{P} \{ |X(n)| \geq a \}.
\]

Proof. The first inequality is obvious. The second is a consequence of

\[
\begin{aligned}
\mathbb{P} \left\{ \sup_{0 \leq s \leq n} |X(s)| \geq a \right\} & \leq \mathbb{P} \left\{ \sup_{0 \leq s \leq n} |X(s)| \geq a; |X(n)| \geq a \right\} \\
& \quad + \mathbb{P} \left\{ \sup_{0 \leq s \leq n} |X(s)| \geq a; |X(n)| < a \right\} \\
& \leq \mathbb{P} \{ |X(n)| \geq a \} + \frac{1}{2} \mathbb{P} \left\{ \sup_{0 \leq s \leq n} |X(s)| \geq a \right\},
\end{aligned}
\]

where the last inequality follows from the strong Markov property. \qed

3.1 Brownian motion

Lemma 3.3 gives a two-sided estimate for the probability that Brownian motion goes farther than expected, while Lemma 3.4 provides an upper bound for the probability that it remains in a ball that is much smaller than expected.

Lemma 3.3. If $B$ is planar standard Brownian motion,

\[
\begin{aligned}
& \quad (a) \quad \mathbb{P} \{ |B(n)| \geq r\sqrt{n} \} = e^{-r^2/2}. \\
& \quad (b) \quad \mathbb{P} \left\{ \sup_{0 \leq t \leq n} |B(t)| \geq r\sqrt{n} \right\} \approx e^{-r^2/2}.
\end{aligned}
\]
Proof. (a) This is a straightforward computation using the transition density for $B$. (b) follows from (a) and Lemma 3.2.

Remark. The following is an equivalent formulation of part (b) of the lemma: If $T_R = \inf\{t \geq 0 : |B(t)| \geq R\}$,
\[ \mathbb{P}\{T_R \sqrt{n} \leq n\} \approx e^{-r^2/2}. \]

Lemma 3.4. There exists a constant $K > 0$ such that for all $n \in \mathbb{N}, r \geq 1$,
\[ \mathbb{P}\left\{\sup_{0 \leq t \leq n} |B(t)| \leq r^{-1}n^{1/2}\right\} \leq \exp\{-Kr^2\}, \]
where $B$ is a planar Brownian motion.

Proof. For $l, n \in \mathbb{N}, r \geq 1$, we define
\[ I_l = I_l(r, n) = [(l - 1)\frac{n}{r^2}, l \cdot \frac{n}{r^2}]. \]
Then, if $k = [r^2]$, where $[\cdot]$ denotes the integer part,
\[ \cup_{l=1}^{k} I_l \subset [0, n]. \]
A simple geometric argument, the Markov property, and Brownian scaling give:
\[ \mathbb{P}\left\{\sup_{0 \leq t \leq n} |B(t)| \leq r^{-1}n^{1/2}\right\} \leq \prod_{l=1}^{k} \mathbb{P}\left\{\sup_{t \in I_l} |B(t) - B((l - 1)\frac{n}{r^2})| \leq 2r^{-1}n^{1/2}\right\} \leq \prod_{l=1}^{k} \mathbb{P}\left\{\sup_{0 \leq t \leq 1} |B(t)| \leq 2\right\} \leq \rho^k \leq \exp\{-Kr^2\}, \]
where $\rho < 1$ is independent of $r$ and $n$, and $K = -\frac{\ln \rho}{2} > 0$.

3.2 Random walk

As mentioned above, deriving the same type of estimates for random walk is more involved, since we do not have as nice a transition density to work with. We give in Theorem 3.1 a version of the local central limit theorem which is sharper than, say, in [5] for points far away from the origin and allows us to obtain a sharp large deviations estimate in the one-dimensional case. We then use that estimate to find a bound in the planar case.

We first prove under slightly more general assumptions than for simple random walk a weaker result for random walk which will be useful in Section 5.
Lemma 3.5. Suppose \( \{X_i\}_{i \geq 1} \) are independent, identically distributed random variables with mean 0 such that for some \( a > 0 \), the moment generating function

\[
M(t) = \mathbb{E} \left[ e^{tX_1} \right] < \infty \text{ for } |t| \leq a.
\]

Then there exists a constant \( K \) depending on \( a \) and the distribution of \( X_1 \) such that if \( S(n) = \sum_{i=1}^{n} X_i \), for all \( n \geq 1, r > 0, \)

\[
\mathbb{P} \left\{ |S(n)| \geq r \sqrt{n} \right\} \leq Ke^{-ar}
\]

and

\[
\mathbb{P} \left\{ \max_{1 \leq k \leq n} |S(k)| \geq r \sqrt{n} \right\} \leq 2Ke^{-ar}
\]

Proof. Choose a distribution \( X_1 \) and an \( a \) for which (2) holds. It suffices to show that there is a \( K_1 > 0 \) such that \( \mathbb{P} \{ S(n) \geq r \sqrt{n} \} \leq K_1 e^{-ar} \). By Markov’s inequality,

\[
\mathbb{P} \left\{ S(n) \geq r \right\} \leq \mathbb{E} \left[ \exp \left\{ aS(n)/\sqrt{n} \right\} \right].
\]

But by expanding \( \mathbb{E} \left[ e^{tX_1} \right] \) about 0, we get for \( |t| \leq a, \)

\[
M(t) = 1 + \frac{\mathbb{E} \left[ X_1^2 \right]}{2} t^2 + O(t^3),
\]

so that we can find a constant \( K_2 \) such that for all \( n \geq 1, \)

\[
M\left( \frac{a}{\sqrt{n}} \right) \leq 1 + \frac{K_2}{n}.
\]

Thus,

\[
\mathbb{E} \left[ \exp \left\{ aS(n)/\sqrt{n} \right\} \right] = M \left( \frac{a}{\sqrt{n}} \right)^n \leq \left( 1 + \frac{K_2}{n} \right)^n \leq K_1,
\]

where \( K_1 = e^{K_2} \). This implies that

\[
\mathbb{P} \left\{ S(n)/\sqrt{n} \geq r \right\} \leq K_1 e^{-ar}.
\]

The other part follows from Lemma 3.2.

The following particular case will be of special interest when we consider Skorokhod embedding in Section 5.

Corollary 3.1. For one-dimensional standard Brownian motion started at 0, define \( T_1 = \inf \{ t \geq 0 : |B(t)| = 1 \} \) and for \( j \geq 2, T_j = \inf \{ t \geq T_{j-1} : |B(t) - B(T_{j-1})| = 1 \}. \) Then there exist constants \( K, K_1 > 0 \) such that for all \( n \geq 1, r > 0, \)

\[
\mathbb{P} \left\{ \max_{1 \leq k \leq n} |T_k - k| \geq r \sqrt{n} \right\} \leq Kn e^{-K_1 r}.
\]
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Proof. The fact that $E[T_1] = 1$ is well known and since for all $j \geq 1, T_j - T_{j-1} \sim T_1$, it suffices, by Lemma 3.3 to show that there is an $a > 0$ such that $E[e^{aT_1-1}] < \infty$. It follows from

$$P \{ T_1 \geq k+1 | T_1 \geq k \} \leq P \{ |B(k+1) - B(k)| \leq 2 \} = \rho < 1$$

that $P \{ T_1 \geq k \} \leq \rho^k$, and it suffices to choose $a < \ln(\rho^{-1})$ to ensure that $E[e^{aT_1}] < \infty$. \(\square\)

To find a better bound for $P \{ |S(n)| \geq r\sqrt{n} \}$ when $S(n)$ is planar simple random walk, we will derive a bound in the one-dimensional case via a precise version of the Local Central Limit Theorem and use it to find a bound in the two-dimensional case.

**Theorem 3.1** (Local Central Limit Theorem). If $S$ is one-dimensional simple random walk, then for every $n \geq 1, |k| \leq n,

$$P \{ S(2n) = 2k \} = \sqrt{\frac{1}{\pi n}} \exp(-\phi(n, k)) \left( 1 + O \left( \frac{1}{n} \right) + O \left( \frac{k^2}{n^3} \right) \right),$$

where $\phi(n, k) = \sum_{l=1}^{\infty} \frac{1}{l(2l-1)} \frac{k^{2l}}{n^{2l-1}}$.

In particular, for every $N \geq 2, a < \frac{2N-1}{2N}$, and $|k| \leq n^a,$

$$P \{ S(2n) = 2k \} \sim \sqrt{\frac{1}{\pi n}} \exp \left( -\sum_{l=1}^{N-1} \frac{1}{l(2l-1)} \frac{k^{2l}}{n^{2l-1}} \right).$$

Moreover, there exists a constant $K > 0$ such that for all $n \in \mathbb{N}, k \in \mathbb{Z},$

$$P \{ S(2n) = 2k \} \leq \frac{K}{\sqrt{n}} \exp \left( -\frac{k^2}{n} \right).$$

**Proof.** $P \{ S(2n) = \pm 2n \} = \left( \frac{1}{2} \right)^{2n}$ and for $|k| < n$, Stirling’s formula yields

$$P \{ S(2n) = 2k \} = \left( \frac{2n}{n+k} \right)^{2n} \left( \frac{1}{2} \right)^{2n}$$

$$= \frac{\sqrt{4\pi n}}{\sqrt{2(n+k)\pi} \sqrt{2(n-k)\pi}} \frac{(2n)^{2n}}{(n+k)^{n+k}(n-k)^{n-k}} \left( \frac{1}{2} \right)^{2n} \left( 1 + O \left( \frac{1}{n} \right) \right)$$

$$= \frac{\sqrt{\pi n}}{(n+k)\pi} \phi(n, k) \left( 1 + O \left( \frac{1}{n} \right) \right),$$

where $\phi(n, k) = \frac{n^{2n}}{(n+k)^{n+k}(n-k)^{n-k}}$. The Taylor expansion of $\ln(1 + x)$ gives for $|k| < n$
\[
\log \phi(n, k) = 2n \log n - (n + k) \log(n + k) - (n - k) \log(n - k)
\]
\[
= -n(\log(1 + \frac{k}{n}) + \log(1 - \frac{k}{n})) - k(\log(1 + \frac{k}{n}) - \log(1 - \frac{k}{n}))
\]
\[
= -n \left( \sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \left( \frac{k}{n} \right)^l - \sum_{l=1}^{\infty} \frac{1}{l} \left( \frac{k}{n} \right)^l \right) - k \left( \sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \left( \frac{k}{n} \right)^l + \sum_{l=1}^{\infty} \frac{1}{l} \left( \frac{k}{n} \right)^l \right)
\]
\[
= 2 \left( n \sum_{l=1}^{\infty} \frac{1}{2l} \left( \frac{k}{n} \right)^{2l} - k \sum_{l=1}^{\infty} \frac{1}{2l - 1} \left( \frac{k}{n} \right)^{2l-1} \right) = -\sum_{l=1}^{\infty} \frac{1}{l(2l - 1)} \frac{k^{2l}}{n^{2l-1}},
\]
which implies that
\[
\phi(n, k) = \exp \left\{ -\sum_{l=1}^{\infty} \frac{1}{l(2l - 1)} \frac{k^{2l}}{n^{2l-1}} \right\}. \tag{6}
\]
In particular, there exists a \( K > 0 \) such that for all \( n \in \mathbb{N}, N \geq 2, \) and \( |k| \leq n^{(2N-1)/2N}, \)
\[
\phi(n, k) = \exp \left\{ -\sum_{l=1}^{N-1} \frac{1}{l(2l - 1)} \frac{k^{2l}}{n^{2l-1}} \right\} (1 + \eta_N(n, k)), \tag{7}
\]
where \( \eta_N(n, k) \leq K \frac{k^{2N}}{n^{2N}}. \) Also,
\[
\frac{\sqrt{\pi n}}{\sqrt{(n + k)\pi}} \frac{\sqrt{(n - k)\pi}}{\pi} = \sqrt{\frac{1}{\pi}} \sqrt{\frac{1}{n(1 - k^2/n^2)}}
\]
\[
= \sqrt{\frac{1}{\pi n}} \left( 1 + \sum_{l=1}^{\infty} \left( \frac{k}{n} \right)^{2l} \frac{(2l - 1)(2l - 3) \cdots 3 \cdot 1}{2^l l!} \right),
\]
which converges for \( |k| < n, \) so for any \( b < 1, \) there is a constant \( C_b \) such that for all \( |k| \leq bn, \)
\[
\left| \frac{\sqrt{\pi n}}{\sqrt{(n + k)\pi}} \frac{\sqrt{(n - k)\pi}}{\pi} - \sqrt{\frac{1}{\pi n}} \right| \leq C_b \frac{k^2}{n^{5/2}}.
\]
In particular, there exist a constant \( K > 0 \) and a function \( \epsilon(x) \) with \( \epsilon(x) \leq Kx \) such that for every \( a < 1, \) every \( n \geq 1, \) and every \( |k| \leq n^a, \)
\[
\frac{\sqrt{\pi n}}{\sqrt{(n + k)\pi}} \frac{\sqrt{(n - k)\pi}}{\pi} = \sqrt{\frac{1}{\pi n}} \left( 1 + \epsilon \left( \frac{k^2}{n^2} \right) \right) = \sqrt{\frac{1}{\pi n}} (1 + o(1)). \tag{8}
\]
Moreover, it is easy to see that for all \( |k| < n, \)
\[
\frac{\sqrt{\pi n}}{\sqrt{(n + k)\pi}} \frac{\sqrt{(n - k)\pi}}{\pi} \leq 1. \tag{9}
\]
(5), (7), and (8) yield (3). To show (4), it suffices to consider separately two cases: If $k \leq n^{5/6}$, (7) and (8) directly yield the result. If $n^{5/6} \leq k \leq n$, (6) and (9) show that
\[
P\{S(2n) = 2k\} \leq K \exp(-\frac{k^2}{n}) \exp(-\frac{k^4}{6n^3}) \leq \frac{K}{\sqrt{n}} \exp(-\frac{k^2}{n}).
\]

Remark. Replacing $k$ by $n$ in (6) yields, as one would expect, $\phi(n, n) = \left(\frac{1}{2}\right)^{2n}$

Corollary 3.2 (Large deviations for one-dimensional simple random walk). If $S$ is one-dimensional simple random walk, there exists a $K > 0$ such that for every $n, k \in \mathbb{N}$, every $r \geq 1$,
\[
P\{\|S(2n)\| \geq r\sqrt{n}\} \leq K \exp\left\{\frac{-r^2}{4}\right\}.
\]

Proof. Given Theorem 3.1, all that is left to do is integrate:
\[
P\{\|S(2n)\| \geq r\sqrt{n}\} \leq 2 \sum_{k=\lceil r\sqrt{n}/2 \rceil}^{n} P\{S(2n) = 2k\}
\leq \frac{K}{\sqrt{n}} \sum_{k=\lceil r\sqrt{n}/2 \rceil}^{n} \exp\left\{-\frac{k^2}{n}\right\} \leq K \int_{r/\sqrt{2}}^{2\sqrt{2}n} e^{-x^2/2} \, dx \leq Ke^{-r^2/4}.
\]

Remark. The corollary is equivalent to the statement that there exists a $K > 0$ such that for every $n, k \in \mathbb{N}$, every $r \geq 1$,
\[
P\{\|S(n)\| \geq r\sqrt{n}\} \leq K \exp\left\{\frac{-r^2}{2}\right\},
\]
which is in agreement with the bound for one-dimensional Brownian motion.

We now give the analogue of Lemma 3.3 for random walk.

Lemma 3.6. There exists a positive constant $K$ such that if $S$ is planar simple random walk, then
\[(a) \quad P\{\|S(2n)\| \geq r\sqrt{n}\} \leq Ke^{-r^2/4}.
\]
\[(b) \quad P\left\{\sup_{0 \leq t \leq n} |S(2t)| \geq r\sqrt{n}\right\} \leq 2Ke^{-r^2/4}.
\]

Proof. We know from Section 2 that we can write $S(n) = (S^1(n), S^2(n))$, where $S^1(n)$ and $S^2(n)$ are independent random walks on $\frac{1}{\sqrt{2}}e^{i\pi/4} \cdot \mathbb{Z}$ and $\frac{1}{\sqrt{2}}e^{3\pi/4} \cdot \mathbb{Z}$, respectively. These are random walks on shrunken lattices and we get from Corollary 3.2 that for $k = 1, 2$,
\[
P\{\|S^k(2n)\| \geq r\sqrt{n}\} \leq K \exp\left\{-\frac{r^2}{4}\right\},
\]
which, together with the obvious inequality $P\{\|S(2n)\| \geq r\sqrt{n}\} \leq 2P\{\|S^1(2n)\| \geq r\sqrt{n}/2\}$, gives part (a). Part (b) follows from Lemma 3.2
Figure 2: The sequence of conformal transformations leading to the Beurling estimate.

4 Beurling estimates

It is often useful to know how likely it is for Brownian motion to get to distance $R$ without hitting a set $A$ with $d(B(0), A) = r < R$ and $\text{rad}(A) \geq 2R$. The probability of this event can be bounded above by a power function of the ratio $r/R$, uniformly for all sets $A$. Given the Beurling Projection Theorem which we state below, it is easy to find the best possible exponent of this power function and we do it in this section. The discrete case is more difficult and we just refer the reader to [4], where the proof is given.

The first result of this section is the Beurling Projection Theorem (for a proof, see [2] or [1]). It says that among all connected sets of a given radius, that which Brownian motion will most likely avoid is a straight line. Let $\mathbb{D}$ be the closed unit disk centered at the origin and consider a set $E \subset \mathbb{D} = \{z \in \mathbb{C} : |z| \leq 1\}$. The circular projection of $E$ is defined to be $\gamma(E) = \{|z| : z \in E\}$. For a set $A \subset \mathbb{C}$, let $T_A = \inf\{t \geq 0 : B(t) \in A\}$ and $\Xi_R = T_{\partial R\mathbb{D}}$.

**Theorem 4.1** (Beurling Projection Theorem). For all $R \geq 1$ and $E \subset \mathbb{C}$,

$$\mathbb{P}^{-1}\{\Xi_R < T_E\} \leq \mathbb{P}^{-1}\{\Xi_R < T_{\gamma(E)}\}.$$  

We will be interested in the case where $E$ satisfies $\gamma(E) = [0, R]$. Now that we have Theorem 4.1, we know that finding an upper bound for $\mathbb{P}^{-1}\{\Xi_R < T_{[0,R]}\}$ also provides an upper bound for $\mathbb{P}^{-1}\{\Xi_R < T_E\}$ for all sets $E \subset R\mathbb{D}$ with $\gamma(E) = [0, R]$. We can compute such a bound via a sequence of conformal maps, using the fact that the exit distribution of the upper half-plane is a Cauchy distribution, and the fact that harmonic measure is conformally invariant (see [2] for a proof of this).

Consider the following domains, where $U = \{z \in \mathbb{C} : |z| < 1\}$ is the open unit disk and recall that $\mathbb{D} = \partial U$: the upper half-plane $\mathbb{H} = \{z \in \mathbb{C} : \text{Im}(z) > 0\}$, the slit unit disk $U_s = U \setminus \{z \in \mathbb{C} : 0 \leq \text{Re}(z) < 1; \text{Im}(z) = 0\}$, the upper half-disk $U_u = U \cap \mathbb{H}$, and the complement in $\mathbb{H}$ of the closed upper half-disk $U_0 = \mathbb{H} \cap \{z \in \mathbb{C} : |z| > 1\}$. These domains are linked by the following conformal transformations (surjective conformal maps):

$$U_s \xrightarrow{f} U_u \xrightarrow{g} H_u \xrightarrow{h} \mathbb{H},$$

where $f(z) = \sqrt{z}$, $g(z) = -\frac{1}{2} z$, $h(z) = z + \frac{1}{2}$. Then $h \circ g \circ f(-\epsilon) = (\frac{1}{\sqrt{\epsilon}} - \sqrt{\epsilon})i$ and $h \circ g \circ f(U) = [-2, 2]$. See Figure 2.
Conformal invariance of Brownian motion implies that
\[ \mathbb{P}^x \{ B(T_{\partial U}) \in \mathbb{D} \} = \mathbb{P}^{(\frac{1}{\sqrt{\epsilon}} - \sqrt{\epsilon})i} \{ B(T_R) \in [-2, 2] \}. \]

Using the fact that the exit distribution of the upper half-plane is a Cauchy distribution and the Beurling Projection Theorem, Brownian scaling gives the following:

**Theorem 4.2** (Continuous Beurling Estimate). There exists a constant \( K > 0 \) such that for any \( R \geq 1 \), any \( x \) with \( |x| \leq R \), any set \( A \) with \( [0, R] \subset \gamma(A) \),
\[ \mathbb{P}^x \{ \Xi_R \leq T_A \} \leq K \left( \frac{|x|}{R} \right)^{1/2}. \]

As we pointed out earlier, extending this result to the random walk case is not as easy, mainly because none of the conformal invariance techniques are available. In [4], Kesten first showed that the Beurling estimate holds in the discrete case as well. We state the theorem here without a proof. For \( R \in \mathbb{R}_+ \), we define \( A_R \) to be the set of subsets \( A \) of \( \mathbb{Z}^2 \) containing 0 and for which \( \sup \{ |x| : x \in A \} \geq R \). We also let for \( A \subset \mathbb{Z}^2 \), \( \tau_A = \inf \{ k \geq 0 : S(k) \in A \} \) and \( \xi_R = \inf \{ k \geq 0 : |S(k)| > R \} \).

**Theorem 4.3** (Discrete Beurling Estimate). Let \( \tau_A = \inf \{ n \geq 1 : S(n) \in A \} \) and \( \xi_R = \inf \{ k \geq 0 : |S(k)| \geq R \} \). Then there exists a constant \( K > 0 \) such that if \( A \in A_R, |x| < R \),
\[ \mathbb{P}^x \{ \xi_R \leq \tau_A \} \leq K \left( \frac{|x|}{R} \right)^{1/2}. \]

Note that although the exponents are the same in the continuous and discrete case, it is not clear that in a given discrete disk, a straight line is the easiest set to avoid for random walk.

## 5 Skorokhod Embedding

Knowledge about the behavior of Brownian motion can often be used to understand the behavior of random walk, and vice-versa. Coupling arguments turn out to be particularly useful in many cases. We briefly discuss one of them here, namely Skorokhod embedding.

### 5.1 The one-dimensional case

**Theorem 5.1.** There exists a probability space containing a linear standard Brownian motion \( B \) and a one-dimensional simple random walk \( S \) such that for every \( g(n) \geq 1 \), there exist constants \( b, K > 0 \) such that
\[ \mathbb{P} \left\{ \sup_{0 \leq t \leq n} |B(t) - S(t)| \geq n^{1/4} g(n) \right\} \leq K n e^{-bg(n)}. \]
Proof. We define $T_0 = 0$ and for $i \geq 1, T_i = \inf\{t \geq T_{i-1} : |B(t) - B(T_{i-1})| = 1\}$, and define the simple random walk $S(n) := B(T_n)$. For notational purposes, we let $h(n) = g(n)\sqrt{n}$ and for $k \geq 1$,

$$I_k = \left[(k - 1)[h(n)], k[h(n)]\right].$$

For $n \geq 4$, we have the covering $[0, n] \subset \bigcup_{k=1}^{|\sqrt{n}/g(n)|+3} I_k$. Also, if $0 \leq t - s \leq h(n)$, the interval $[s, t]$ intersects at most 3 of the $I_k$'s. We use this and Corollary 3.1 to see that there exist constants $K, a > 0$ such that

$$\mathbb{P}\left\{ \sup_{0 \leq k \leq n} |B(k) - S(k)| \geq \frac{1}{2} n^{1/4} g(n) \right\} \leq \mathbb{P}\left\{ \max_{1 \leq k \leq n} |T_k - k| \leq h(n) \right\} + \mathbb{P}\left\{ \sup_{0 \leq s \leq n} |B(t) - B(s)| \geq \frac{1}{2} n^{1/4} g(n) \right\}$$

$$\leq K ne^{-ag(n)} + \mathbb{P}\left\{ \sup_{1 \leq k \leq \lfloor \sqrt{n}/g(n) \rfloor + 3} |B(t) - B((k - 1)[h(n)])| \geq \frac{1}{6} n^{1/4} g(n) \right\}$$

$$\leq K \left( ne^{-ag(n)} + \frac{\sqrt{n}}{g(n)} \mathbb{P}\left\{ \sup_{0 \leq t \leq h(n)} |B(t)| \geq \frac{1}{6} n^{1/4} g(n) \right\} \right)$$

$$\leq K \left( ne^{-ag(n)} + \frac{\sqrt{n}}{g(n)^{3/2}} e^{g(n)/72} \right) \leq K ne^{-bg(n)},$$

where the two last inequalities follow from Brownian scaling, Lemma 3.3, and the choice $b = \min\{a, 1/72\}$. To get the result for all real times $t \in [0, n]$, it suffices to observe that

$$\mathbb{P}\left\{ \sup_{0 \leq t \leq n} |B(t) - S(t)| \geq n^{1/4} g(n) \right\}$$

$$\leq \mathbb{P}\left\{ \sup_{0 \leq k \leq n} |B(k) - S(k)| \geq \frac{1}{2} n^{1/4} g(n) \right\} + n \mathbb{P}\left\{ \sup_{0 \leq t \leq 1} |B(t) - S(t)| \geq \frac{1}{2} n^{1/4} g(n) \right\}$$

$$\leq K \left( ne^{-bg(n)} + ne^{-b'n^{1/2}} \right) \leq K ne^{-bg(n)}.$$

5.2 Extending the result to the plane

The construction we made in the previous section does not work in dimensions other than 1. However, there is a simple way of getting around this problem, which is as follows:

Let $B^1(t), B^2(t)$ be independent one-dimensional Brownian motions. Then

$$B(t) = (B^1(t), B^2(t))$$
is a planar Brownian motion. For \( i \geq 0, j = 1, 2 \), let \( T^j_i \) be the stopping times for \( B^j(t) \) as defined in the previous subsection and for \( i \geq 0 \), define \( S^j_n = B^j(T^j_i) \). Then \( S^1, S^2 \) are independent one-dimensional random walks. We let \( L_i = (L^1_i, L^2_i) \) be independent random vectors, independent of \( B^1, B^2 \), with distribution

\[
\mathbb{P}\{L_i = (1, 0)\} = \mathbb{P}\{L_i = (0, 1)\} = \frac{1}{2}.
\]

If we define \( U^j_n = \sum_{i=1}^{n} L^j_i \), it is easy to check that \( S^{(n)} := (S^1(U^1_n), S^2(U^2_n)) \) is a planar simple random walk. The statement and the proof of the main result are essentially the same as in one dimension. The only difference is that now, the time-parameter is different for the two processes. A heuristic reason for the different time scales is that Brownian motion moves a little bit faster since it is not restricted to moving along the lines of the lattice, but can take “diagonal shortcuts”. See also Lemma 3.1.

**Theorem 5.2.** There exists a coupling of standard Brownian motion \( B \) and simple random walk \( S \) in the plane such that for all \( g(n) \geq 1 \) satisfying \( g(n) = \mathcal{O}(n^{1/4}) \), there exist constants \( b, K > 0 \) such that

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq n} |B(t) - S(2t)| \geq n^{1/4}g(n) \right\} \leq Kne^{-bg(n)}.
\]

**Proof.** If \( S \) is defined as above, we have

\[
\mathbb{P}\left\{ \max_{1 \leq k \leq n} |B(k) - S(2k)| \geq n^{1/4}g(n) \right\} \leq 2\mathbb{P}\left\{ \max_{1 \leq k \leq n} |B^1(k) - S^1(T^1_{2k})| \geq \frac{1}{\sqrt{2}}n^{1/4}g(n) \right\}.
\]

Since \( T_{2k} \) is a sum of \( 2k \) random variables of mean \( 1/2 \) and finite variance, the exact same argument as in Theorem 5.1 can be used to conclude the proof. \( \square \)

6 Exiting distributions for simple random walk

The Laplacian \( \Delta \) of a \( C^2 \) function \( f : \mathbb{R}^2 \to \mathbb{R} \) is defined by

\[
\Delta f(x, y) = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2}(x, y).
\]

If in a domain \( D, \Delta f \equiv 0 \), we say that \( f \) is harmonic in \( D \). Similarly, for any function \( f : \mathbb{Z}^2 \to \mathbb{R} \) the discrete Laplacian is

\[
\Delta f(x, y) = \frac{1}{4} \sum (f(x', y') - f(x, y)),
\]

where the sum is over \( \{(x', y') : |(x', y') - (x, y)| = 1\} \). By analogy with the continuous case, we say that \( f : \bar{D} \to \mathbb{R} \) is discrete harmonic in a set \( D \) if \( \Delta f \equiv 0 \) in \( D \).

To solve the Dirichlet problem in a domain \( D \) with boundary condition \( \phi \), where \( \phi : \partial D \to \mathbb{R} \) is to find a function \( u : \bar{D} \to \mathbb{R} \) such that \( u \) is harmonic in \( D \) and \( u \equiv \phi \) on \( \partial D \). The discrete Dirichlet problem is defined in the natural analogous way.
The Dirichlet problem is intimately related to Brownian motion and so is the discrete Dirichlet problem to random walk. Solving the Dirichlet problem with appropriate boundary conditions is equivalent to computing the probability that Brownian motion (or random walk in the discrete case) leaves a domain at a given subset of the boundary. More precisely, if \( A \) and \( B \) are disjoint subsets of the boundary of \( D \) and \( A \cup B = \partial D \), solving the Dirichlet problem with boundary value 1 on \( A \) and 0 on \( B \) is equivalent, under some mild assumptions, to finding the probability that Brownian motion (in the continuous case) or random walk (in the discrete case) leaves \( D \) at \( A \). (See [3] for a discussion of this in the continuous case and [5] for the discrete case.)

### 6.1 Discrete Dirichlet problem in the finite and infinite rectangles

We will first solve the discrete Dirichlet problem on a discrete rectangle with boundary conditions a general function \( \phi \) on one side and 0 on the others. We will then use this to find bounds for the problem with specific \( \phi \) and points inside the rectangle.

We start with a trivial lemma which will be needed in our study of the discrete Dirichlet problem in some specific domains.

**Lemma 6.1.** If for \( 1 \leq j \leq n - 1 \), \( a_j = a_j(n) \) is defined to be the positive solution of the equation

\[
\cosh(a_j) = 2 - \cos\left(\frac{\pi j}{n}\right),
\]

then for any \( 1 \leq j \leq n - 1 \),

\[
\frac{j}{2n} \leq a_j \leq \frac{\pi j}{n}.
\]

**Proof.** The equality

\[
\sum_{k \geq 1} \frac{a_j^{2k}}{(2k)!} = \sum_{k \geq 1} (-1)^{k+1} \frac{(\pi j/n)^{2k}}{(2k)!},
\]

obtained by Taylor-expanding (10), allows us to see that \( \forall \ n > 0, \forall \ j \leq n/\pi \),

\[
\frac{\pi j}{2n} \leq a_j \leq \frac{\pi j}{n}.
\]

Indeed, suppose that for some \( n > 0 \) and \( j \leq n\pi \), \( a_j > \frac{\pi j}{n} \). Then

\[
\sum_{k \geq 1} \frac{(\pi j/n)^{2k}}{(2k)!} < \sum_{k \geq 1} (-1)^{k+1} \frac{(\pi j/n)^{2k}}{(2k)!}.
\]

This is clearly impossible. Also, if we suppose that for some \( 0 \leq a_j \leq \frac{\pi j}{2n} \), we get the inequality

\[
0 \leq \sum_{k \geq 1} \frac{(\pi j/n)^{2k} ((1/2)^{2k} - (-1)^{k+1})}{(2k)!}.
\]

The first term in this sum is \( \frac{3}{8} (\pi j/n)^2 \). The sum of the positive terms is

\[
\leq \frac{17}{16} (\pi j/n)^4 \sum_{k \geq 1} \frac{1}{(4k)!} \leq \frac{1}{10} (\pi j/n)^4,
\]
and we get a contradiction. It is also easy to see directly from the cos and cosh functions that for $\frac{n}{\pi} \leq j \leq n - 1$, $1/2 \leq a_j \leq \pi$. This is not optimal but sufficient for our needs. The lemma now follows easily.

We let

$$R(l, n) = \{(x, y) \in \mathbb{Z}^2 : 1 \leq x \leq l - 1, 1 \leq y \leq n - 1\},$$

be the discrete rectangle of “side lengths” $l - 1$ and $n - 1$, with boundary $\partial R(l, n)$ and closure $\bar{R}(l, n) = R(l, n) \cup \partial R(l, n)$.

**Lemma 6.2.** Let $\phi : \{1, \ldots, n - 1\} \to \mathbb{R}$ be a given function. Then the unique function $f : \bar{R}(l, n) \to \mathbb{R}$ satisfying

$$\Delta f(x, y) = 0 \text{ in } R(l, n),$$

$$f(x, y) = \begin{cases} 
\phi(y) & \text{on } \{(l, y) : 1 \leq y \leq n - 1\} \\
0 & \text{on } \partial R(l, n) \setminus \{(l, y) : 1 \leq y \leq n - 1\}
\end{cases},$$

is given by

$$f(x, y) = \sum_{j=1}^{n-1} b_j(\phi) \frac{\sinh(a_j x)}{\sinh(a_j l)} \sin\left(\frac{\pi y j}{n}\right), \quad (11)$$

where $a_j$ is the positive solution of

$$\cosh(a_j) = 2 - \cos\left(\frac{\pi j}{n}\right), \quad (12)$$

and

$$b_j(\phi) = \frac{2}{n - 1} \sum_{y=1}^{n-1} \phi(y) \sin\left(\frac{\pi y j}{n}\right). \quad (13)$$

**Proof.** It suffices to check that the given function is harmonic and that it has the right values on $\partial R(l, n)$. Uniqueness follows from [5, Theorem 1.4.5].

We first check the boundary conditions. It is clear that

$$f(0, y) = f(x, 0) = f(x, n) = 0 \quad \forall x, y \in \mathbb{Z}.$$  

Also,

$$f(l, y) = \sum_{j=1}^{n-1} b_j(\phi) \frac{\sin\left(\frac{\pi y j}{n}\right)}{\sinh\left(\frac{\pi j}{n}\right)}$$

$$= \frac{2}{n - 1} \sum_{j=1}^{n-1} \sum_{y=1}^{n-1} \phi(y) \sin^2\left(\frac{\pi y j}{n}\right).$$

It is easy to see that if $1 \leq y \leq n - 1$, then

$$\sum_{j=1}^{n-1} \sin^2\left(\frac{\pi y j}{n}\right) = \frac{n - 1}{2},$$
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from which it follows that
\[ f(l, y) = \phi(y) \quad \forall y \in \{1, \ldots, n-1\}. \]

To see that \( f \) is harmonic in \( R(l, n) \), we do a straightforward computation: Fix \( (x, y) \in R(l, n) \). Then, using the fact that \( \sin(x + y) = \sin(x)\cos(y) + \sin(y)\cos(x) \),

\[
\Delta f(x, y) = f(x + 1, y) + f(x - 1, y) + f(x, y + 1) + f(x, y - 1) - 4f(x, y)
\]

\[
= \sum_{j=1}^{n-1} b_j \left[ 2\sin\left(\frac{\pi j}{n}\right)\cos\left(\frac{\pi j}{n}\right) - 1 \right] \frac{\sinh(a_j x)}{\sinh(a_j l)} + 2 \sinh\left(\frac{\pi j}{n}\right) \frac{\sinh(a_j x)}{\sinh(a_j l)} (\cosh(a_j) - 1) \right]
\]

\[
= 2 \sum_{j=1}^{n-1} b_j \left[ \sin\left(\frac{\pi j}{n}\right) \frac{\sinh(a_j x)}{\sinh(a_j l)} \left( \cos\left(\frac{\pi j}{n}\right) - 1 \right) + (\cosh(a_j) - 1) \right]
\]

We see that this is 0 if \( \cos\left(\frac{\pi j}{n}\right) + \cosh(a_j) = 2 \).

We now turn to the infinite rectangle
\[
\mathcal{R}(n) = \{(x, y) \in \mathbb{Z}^2 : x \geq 1, 1 \leq y \leq n - 1\}
\]
with boundary \( \partial \mathcal{R}(n) \) and closure \( \bar{\mathcal{R}}(n) = \mathcal{R}(n) \cup \partial \mathcal{R}(n) \).

**Lemma 6.3.** Let \( \phi : \{1, \ldots, n-1\} \to \mathbb{R} \) be a given function. Then the unique bounded function \( f(x, y) : \mathcal{R}(n) \to \mathbb{R} \) satisfying

\[
\Delta f(x, y) = 0 \quad \text{in} \quad \mathcal{R}(n),
\]

\[
f(x, y) = \begin{cases} 
\phi(y) & \text{on} \quad \{(0, y) : 1 \leq y \leq n - 1\} \\
0 & \text{on} \quad \partial \mathcal{R}(n) \setminus \{(0, y) : 1 \leq y \leq n - 1\}
\end{cases}
\]

is given by

\[
f(x, y) = \sum_{j=1}^{n-1} b_j(\phi) \exp(-a_j x) \sin\left(\frac{\pi j y}{n}\right), \quad (14)
\]

where \( a_j \) is the positive solution of

\[
\cosh(a_j) = 2 - \cos\left(\frac{\pi j}{n}\right),
\]

and

\[
b_j(\phi) = \frac{2}{n-1} \sum_{y=1}^{n-1} \phi(y) \sin\left(\frac{\pi j y}{n}\right).
\]
Proof. We invoke [5, Theorem 1.4.8] to show uniqueness. We can check that $f$ has the right boundary conditions exactly as in Lemma 6.2. Harmonicity follows from
\[ \Delta f(x, y) = \sum_{j=1}^{n-1} b_j(\phi) \exp(-a_j x) \sin\left(\frac{\pi y j}{n}\right) \left(2 \cos\left(\frac{\pi j}{n}\right) + 2 \cosh(a_j) - 4\right). \]

We now find upper bounds for solutions of the Dirichlet problem in a finite and infinite rectangle at particular points in the case where $\phi \equiv 1$.

Lemma 6.4. If $f(x, y)$ is the solution of the Dirichlet problem in $R([an], n)$ with $\phi(y) \equiv 1$, then there exists a positive constant $K$, depending on $a$, such that for all $y$ and all $n$,
\[ f(1, y) \leq K \frac{y}{n^2}. \]

Proof. This is a particular case of Lemma 6.2. First note that $a_j$ and $b_j$ depend on $n$.
\[ b_j := b_j(\phi) = \frac{2}{n-1} \sum_{k=1}^{n-1} \sin\left(\frac{\pi k j}{n}\right) n \to \infty \int_0^1 \sin(\pi j x) \, dx = \begin{cases} \frac{4}{\pi j}, & j \text{ odd} \\ 0, & j \text{ even}, \end{cases}, \]
so $\exists C > 0$, s.t. $\forall n > 0$, $\forall j \in \{1, \ldots, n-1\}$,
\[ b_j \leq \frac{C}{j}. \] (15)

We also note that
\[ \sin(x) \leq x, \forall x \geq 0. \] (16)
Finding a bound for the term $\frac{\sinh(a_j x)}{\sinh(j an)}$ is more delicate. We first note that for all $x \geq 0$, $\sinh(x) \geq x$, and for $x \leq 1$, $\sinh(x) \leq 2x$. We also recall from Lemma 6.1 that $\frac{j}{2n} \leq a_j \leq \frac{2j}{2n}$.

- If $1 \leq j < \frac{8}{an}$, then $a_j[an] \geq C$ for some $C > 0$ depending on $a$, and $a_j$ is small, so that
\[ \frac{\sinh(a_j)}{\sinh(a_j[an])} \leq \frac{C_1 a_j}{C_2} \leq \frac{C j}{n}. \]

- If $\frac{8}{an} \leq j < \frac{a}{n}$ and $n$ is large enough,
\[ a_j[an] \geq [an]\frac{j}{2n} \geq cj \geq 1, \]
for some $c > 0$ independent of $j$, so that, since $a_j < 1$,
\[ \frac{\sinh(a_j)}{\sinh(a_j[an])} \leq C \frac{j/n}{\exp(cj)}. \]
Finally, if \( n/\pi \leq j \leq n - 1 \), then

\[
\frac{\sinh(a_j)}{\sinh(a_j|an|)} \leq C_1 \exp(-C_2 n).
\]

Plugging these bounds, as well as (15) and (16) into (11), we get

\[
f(x, y) = \sum_{j=1}^{n-1} b_j(\phi) \frac{\sinh(a_j x)}{\sinh(a_j|an|)} \sin\left(\frac{\pi y j}{n}\right)
\]

\[
\leq C \left( \sum_{j=1}^{[4/\pi]} \frac{\pi y j}{\pi j n^2} + \sum_{j=[4/\pi]}^{[n/\pi]} \frac{\pi y j^2}{\pi j n^2 \exp(cj)} + \sum_{j=[n/\pi]}^{n-1} \frac{\pi y j \exp(-C_2 n)}{\pi j n} \right)
\]

\[
\leq C \left( \frac{y}{n^2} + \frac{y^2}{n^2} \sum_{j=[4/\pi]}^{[n/\pi]} \frac{j}{\exp(cj)} + 4y \exp(-C_2 n) \right) \leq C \frac{y}{n^2}
\]

\[\Box\]

**Lemma 6.5.** If \( f(x, y) \) is the solution of the Dirichlet problem in \( \mathcal{R}(n) \) with \( \phi(y) \equiv 1 \), then there exists a constant \( K > 0 \) such that for all \( n \) and all \( y \in \{1, ..., n-1\} \),

\[
f(n, y) \leq K \frac{y}{n}.
\]

**Proof.** This is a particular case of Lemma 6.3. From the proof of Lemma 6.4, we know that

\[
b_j \leq \frac{C}{j} \text{ and } \sin\left(\frac{\pi y j}{n}\right) \leq \frac{\pi y j}{n}.
\]

We also know from Lemma 6.1 that for \( 1 \leq j \leq n - 1 \), \( a_j \geq \frac{j}{2n} \), so that

\[
\exp(-a_j n) \leq \exp(-j/2).
\]

Plugging all this into (14) gives

\[
f(n, y) \leq K \sum_{j=1}^{n-1} \frac{1}{j} \exp(-j/2) \frac{y j}{n} \leq K \frac{y}{n}. \]

\[\Box\]
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