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Abstract
Cooperative spectrum sensing in cognitive radio (CR) networks is studied in which each CR performs energy detection to obtain a binary decision on the absence/presence of the primary user. The problem of interest is how to efficiently report and combine the local decisions to/at the fusion center under fading channels. In order to reduce the required transmission bandwidth in the reporting phase, the paper examines nonorthogonal transmission of local decisions by means of on-off keying. Proposed and analyzed is a novel decoding-based fusion rule that essentially performs in three steps: (1) estimating minimum mean-square error of the transmitted information from cognitive radios, (2) making hard decisions of the transmitted bits based on the estimated information, and (3) combining the hard decisions in a linear manner. Simulation results support the theoretical analysis and show that the added complexity of the decoding-based fusion rule leads to a considerable performance gain over the simpler energy-based fusion rule when the reporting links are reasonably strong.
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1 Introduction
Cognitive radio (CR) is an attractive technology to deal with the spectrum scarcity issue as the number of wireless applications and systems grows quickly. The main principle behind cognitive radio is to provide wireless access to potential users by opportunistically detecting the unused licensed bands, originally allocated to some primary users. The key for enabling such an opportunistic access lies in a reliable spectrum sensing technique. The technique of distributed spectrum sensing, in which the observations of CR nodes are collected and transmitted to a fusion center (FC) for a final sensing decision, has received a great interest in recent years. The fusion center aggregates the information pieces transmitted from the CRs and combines them according to some fusion rule in order to make a final decision about the absence (denoted by \( H_0 \)) or presence (denoted by \( H_1 \)) of the primary user in the band of interest.

Since the transmission of the local sensing data to the FC can be costly in terms of bandwidth requirement, particularly for large-scale distributed CR networks, some form of local data compression is preferred in which each CR sends to the FC only one or a few bits of data, representing its local sensing result. To further reduce bandwidth consumption while maintaining simple fusion processing, nonorthogonal transmission of local decisions can be employed by means of on-off keying (OOK) [1]. In such a transmission technique, the CRs are allocated with nonorthogonal (correlated) signature vectors (SVs). If the length of the signature vectors is substantially less than the number of CRs, the bandwidth efficiency can be significantly improved [1,2].

Our earlier work in [3] proposes a collaborative weighted energy-based fusion rule with noncoherent transmission of 1-bit decisions and when the sensing results are reported to the FC over orthogonal channels. The main focus of the work in [3] is to optimize the sensing thresholds at the local CRs, the combining gains at the fusion center, and the sensing time to maximize
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the secondary throughput of a CR network. However, for large-scale CR networks, assigning orthogonal channels to all CRs might lead to an unaffordable bandwidth expenditure.

This paper adopts the same nonorthogonal transmission framework of [1] for the reporting phase. Different from [1], our main contribution is to develop a low-complexity decoding-based fusion rule as an alternative to the energy-based fusion rule in order to efficiently suppress the noise in the received signal at the fusion center and achieve a better sensing performance when the reporting channels are strong. The performance of the proposed fusion rule is analyzed and compared with the performance of the energy-based fusion rule under different scenarios.

The remaining of the paper is organized as follows. Section 2 introduces the model of cooperative spectrum sensing with nonorthogonal transmission of local decisions. Section 3 summarizes the energy-based fusion rule, whereas the decoding-based fusion rule is developed and analyzed in Section 4. Simulation results are presented and discussed in Section 5. Finally, Section 6 draws conclusions.

2 System model

The structure of cooperative spectrum sensing under consideration is illustrated in Figure 1. There is one primary source, $K$ CR nodes, and one fusion center. For simplicity, the primary source is indexed by node 0, CR nodes are denoted by nodes $i$, $i = 1, \ldots, K$, and the fusion center is identified as node $K + 1$.

During the sensing period, each CR collects its observations from the primary user’s signal in order to make a local decision on the binary hypothesis $H_0$ or $H_1$. Due to the presence of Rayleigh fading channels between the primary user and CRs, the local observations at CRs can be treated as independent and identically distributed (i.i.d.) random variables. For processing the observations at each CR, an energy detector (which is known as an optimal detector for i.i.d. signals) is implemented. In particular, local binary decisions are obtained by comparing the energy of the collected signals to a sensing threshold.

In the reporting phase, the local decisions are transmitted to the fusion center over Rayleigh fading channels. For such transmission, the same framework presented in [1] is adopted. The local decision at the $k$th CR is multiplied (i.e., modulated) with a unique signature vector $g_k$ whose length is $M < K$. All the $K$ ‘modulated’ signature vectors are then transmitted simultaneously in $M$ chip intervals to the fusion center. As mentioned before, the main reason for having $M < K$ is to reduce the transmission bandwidth when compared to the case of $M = K$, i.e., orthogonal transmission. The latter has been studied in [3].

The following detailed description of signal processing at CRs in the sensing phase is basically the same as that in [3], and it is given for completeness. The received signal at each CR is first passed to an ideal band-pass (BP) filter in order to limit the average noise power as described in [4]. The low-pass equivalent of the output of the BP filter at CR node $i$, $i = 1, \ldots, K$, can be represented as

\begin{align}
x_{0,i}(t|H_0) &= n_{0,i}(t), \\
x_{0,i}(t|H_1) &= \sqrt{E_0} h_{0,i} x(t) + n_{0,i}(t),
\end{align}

where $x(t)$ denotes the low-pass equivalent of the transmitted signal from the primary user, $E_0$ is the average transmitted symbol energy of the source, and $h_{0,i} \sim \mathcal{CN}(0, \sigma_0^2)$ denotes the coefficient of the fading channel between node 0 (primary user) and CR node $i$. The notation $\mathcal{CN}(m, \Sigma)$ refers to a complex Gaussian random vector (or variable) with mean vector $m$ and covariance matrix $\Sigma$. Also, $n_{0,i}(t)$ is the filtered additive white Gaussian noise process.
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**Figure 1** Structure of cooperative spectrum sensing with nonorthogonal transmission in the reporting phase.
The received signal $x_{d_j}(t)$ at each node is sampled with a rate of $f_s = \frac{1}{\tau}$ Hz over a time duration of $\tau = NT_s$ seconds, where $T_s$ denotes the sampling period and $N$ denotes the number of samples collected for spectrum sensing. Let $x_{d_j}[n]$ be the sample value at the sampling time index $n$. Then, using (1) and (2), it can be expressed as

$$x_{d_j}[n|H_0] = n_{0,i}(nT_s), \quad x_{d_j}[n|H_1] = \sqrt{E_0}h_0,x(nT_s) + n_{0,i}(nT_s), \quad 1 \leq n \leq N,$$

where $n_{0,i}(nT_s)$ are the samples of $n_{0,i}(t)$, which can be shown to be i.i.d. complex Gaussian random variables with mean 0 and variance $\sigma^2_{d_j} = N_0 W$ [4-6]. Here, $N_0$ is the two-sided power spectral density (PSD) of the white noise before the band-pass filter, and $W$ is the bandwidth of the band-pass filter.

Without loss of generality, the noise variance at each CR node can be normalized to 1, i.e., $\sigma^2_{d_j} = 1$. Then, the distribution of the received sample at each CR node is

$$x_{d_j}[n|H_0] \sim \mathcal{CN}(0,1)$$

$$x_{d_j}[n|H_1] \sim \mathcal{CN}(0,\gamma_i + 1),$$

where $\gamma_i \triangleq \frac{E_0 \sigma^2_{d_i}}{\sigma^2_{d_j}}$ is the received signal-to-noise ratio (SNR) at each node. After collecting $N$ signal samples, each of the CRs obtains its test statistics as follows:

$$y_i = \frac{1}{N} \sum_{n=1}^{N} |x_{d_j}[n]|^2, \quad i = 1, \ldots, K.$$

In essence, the above test statistics is a measure of the average energy of the band-limited signal at each CR node over a duration of $\tau$ seconds where $\tau = \frac{N}{f_s}$ and $f_s$ is the sampling rate. When the number of collected samples, $N$, is large, the central limit theorem can be applied to model $y_i$ under both hypotheses with Gaussian distributions [7-10]. That is, $f(y_i|H_0) \sim \mathcal{N}\left(0, \frac{1}{N}\right)$, and $f(y_i|H_1) \sim \mathcal{N}\left(\gamma_i + 1, \frac{(\gamma_i + 1)^2}{N}\right)$. Here, the notation $\mathcal{N}(m, \Sigma)$ means a real Gaussian random vector (or variable) with mean vector $m$ and covariance matrix $\Sigma$.

The decision device at the $i$th CR node produces a binary decision (0 or 1, corresponding to hypothesis $H_0$ or $H_1$, respectively) by comparing $y_i$ to a decision threshold $\epsilon_i$ as follows:

$$u_i = \begin{cases} 0, & \text{if } y_i < \epsilon_i \\ 1, & \text{if } y_i \geq \epsilon_i \end{cases}$$

Let $p_{f_i}$ and $p_{d_i}$ denote the probability of false alarm and the probability of detection, respectively, at the $i$th CR node. They can be obtained as [7]

$$p_{f_i} = \Pr(y_i \geq \epsilon_i|H_0) = Q\left(\left(\frac{\epsilon_i}{\gamma_i + 1}\right)\sqrt{\frac{\tau f_s}{\gamma_i + 1}}\right),$$

$$p_{d_i} = \Pr(y_i \geq \epsilon_i|H_1) = Q\left(\left(\frac{\epsilon_i}{\gamma_i + 1} - 1\right)\sqrt{\frac{\tau f_s}{\gamma_i + 1}}\right).$$

After making a local binary decision, if the CR decides $H_1$ (i.e., $u_i = 1$), the signal vector to be transmitted to the fusion center is obtained as the product of $a_i$ and the $M \times 1$ signature vector $g_i$. All the signature vectors have unit energy, i.e., $\|g_i\|^2 = 1, i = 1, \ldots, K$. On the other hand, if a node decides $H_0$ ($u_i = 0$), it remains silent and does not send a signal to the fusion center. Equivalently, the transmission scheme can also be viewed as a censoring scheme, where only the CRs with nonzero decisions transmit [1]. The transmitted signal from the $i$th CR can simply be expressed as $v_i g_i = (a_i u_i) g_i$, where $v_i = a_i u_i$. It should be noted that the parameter $a_i$ sets the average transmitted power of the $i$th CR. Here, we assume that all CRs are similar, and without loss of generality, they can transmit with an average gain of $a_i = 1$. For the case of $M = K$, one can choose $g_i = e_i$, where $e_i$ is a column vector of length $K$ with the $i$th element equal to 1 and all other elements equal to 0. Obviously, the choice leads to orthogonal transmission of OOK modulated signals, which has been treated in [3]. In contrast, the main focus of this paper is the case when $M < K$ and the SVs cannot be made orthogonal. The key benefit of using shorter SVs is that the transmission in the reporting phase can be conducted with a smaller bandwidth.

After all the $K$ signal vectors are transmitted in $M$ chip intervals to the fusion center over independent Rayleigh fading channels, the $M \times 1$ received signal vector $z = [z_1, \ldots, z_M]^\top$ at the fusion center is given as

$$z = \sum_{i=1}^{K} h_{i,K+1} v_i g_i + n_{FC},$$

where $h_{i,K+1} \sim \mathcal{CN}(0, \sigma^2_{d_j}|K+1)$ represents the channel fading coefficient between the $i$th CR and the fusion center, and $n_{FC} = [n_{FC,1}, \ldots, n_{FC,M}]^\top \sim \mathcal{CN}(0, \sigma^2_{d_j} K)$ is the $M \times 1$ noise vector at the FC. Let $G = [g_1, g_2, \ldots, g_K]$ be a $M \times K$ matrix whose columns are the SVs of the CRs, $H$ be a $K \times K$ diagonal matrix whose diagonal entries are $\{h_{1,K+1}, h_{2,K+1}, \ldots, h_{K,K+1}\}$, and define $v = [v_1, v_2, \ldots, v_K]^\top$. Then, (10) can also be written as

$$z = G Hv + n_{FC}.$$ 

The next sections examine two fusion rules, namely, the energy-based fusion rule and the decoding-based fusion rule. In fact, the simple energy-based fusion rule was also discussed in [1]. However, its analysis does not explicitly take into account the signal processing at the CRs.
and cannot be used for parameter optimizations. On the other hand, the decoding-based fusion rule presented in this paper is novel and offers an attractive performance-complexity tradeoff when compared to the simple energy-based fusion rule or the optimum fusion rule in [1]. It should also be pointed out that the optimum fusion rule in [1] not only has the complexity that is exponential in the number of CRs, but is also difficult to analyze for the purpose of parameter optimizations. Similar to [3] and [8], the objective of optimizing parameters for a fusion rule is to maximize the secondary throughput while maintaining the number of CRs, but is also difficult to analyze for the purpose of parameter optimizations. Similar to [3] and [8], the objective of optimizing parameters for a fusion rule is to maximize the secondary throughput while maintaining the probability of detection equal or above a target value \( \bar{P}_D \). For a given sensing time, maximizing the throughput function for a target \( \bar{P}_D \) is equivalent to minimizing the probability of false alarm.

**3 Energy-based fusion rule**

Let \( \Upsilon = \frac{\xi^H \xi}{\sigma^2_{FC}} \) denote the normalized output of the energy detector. The energy-based fusion rule is simply

\[
\Upsilon \begin{cases} \geq \lambda^{(E)} & \text{if } \mathcal{H}_1 \\ < \lambda^{(E)} & \text{if } \mathcal{H}_0 \end{cases}
\]

where \( \lambda^{(E)} \) is the decision threshold at the FC.

Although \( \Upsilon \) has a quadratic form of zero-mean Gaussian random variables, we shall approximate it by a Gaussian distribution. The mean and variance of random variable \( \Upsilon \) under each hypothesis are obtained as follows. First, it follows from (11) that

\[
\mu_0 \triangleq \mathbb{E}[\Upsilon|\mathcal{H}_0] = \sum_{i=1}^K p_f \xi_i \|g_i\|^2 + M = \sum_{i=1}^K \xi_i p_f + M,
\]

\[
\mu_1 \triangleq \mathbb{E}[\Upsilon|\mathcal{H}_1] = \sum_{i=1}^K \xi_i p_d \|g_i\|^2 + M = \sum_{i=1}^K \xi_i p_d + M,
\]

where \( \xi_i \triangleq \frac{\sigma^2_{\xi(i)} \xi_i}{\sigma^2_{FC}} \).

Next, the variance is calculated as \( \text{var}[\Upsilon] = \mathbb{E}[\Upsilon^2] - (\mathbb{E}[\Upsilon])^2 \). Using (11), one has

\[
\mathbb{E}[\Upsilon^2] = \mathbb{E} \left[ \sum_{i,j=1, i \neq j}^K u_i^2 u_j^2 \xi_i \xi_j (g_i^H g_j)^2 + 2 \sum_{i=1}^K u_i^2 \xi_i^2 \right. \\
+ \left. \sum_{i,j=1, i \neq j}^K u_i^2 u_j^2 \xi_i \xi_j + M + M^2 \right] \\
+ (2 + 2M) \sum_{i=1}^K u_i^2 \xi_i.
\]

Then, the variance conditioned on each hypothesis is

\[
v_0^2 \triangleq \text{var}[\Upsilon|\mathcal{H}_0] = \sum_{i,j=1, i \neq j}^K p_f p_f \xi_i \xi_j (g_i^H g_j)^2 + 2 \sum_{i=1}^K p_f \xi_i^2 \\
+ \sum_{i,j=1, i \neq j}^K p_f p_f \xi_i \xi_j + M + M^2 \\
+ (2 + 2M) \sum_{i=1}^K p_f \xi_i^2 - \mu_0^2.
\]

\[
v_1^2 \triangleq \text{var}[\Upsilon|\mathcal{H}_1] = \sum_{i,j=1, i \neq j}^K p_d p_d \xi_i \xi_j (g_i^H g_j)^2 + 2 \sum_{i=1}^K p_d \xi_i^2 \\
+ \sum_{i,j=1, i \neq j}^K p_d p_d \xi_i \xi_j + M + M^2 \\
+ (2 + 2M) \sum_{i=1}^K p_d \xi_i^2 - \mu_1^2.
\]

It is noted that only the conditional variances depend on the set of SVs. Furthermore, for the special case of orthogonal transmission, one can easily verify that the means and variances reduce to the expressions given in [3].

The probability of false alarm and probability of detection are then obtained as

\[
\frac{P_F^{(E)}(p_f, \lambda^{(E)})}{P_F^{(E)}(p_f, \lambda^{(E)})} = \Pr \left( \Upsilon > \lambda^{(E)} \mid \mathcal{H}_0 \right) = \frac{Q \left( \frac{\lambda^{(E)} - \mu_0}{\sqrt{v_0}} \right)}{Q \left( \frac{\lambda^{(E)} - \mu_1}{\sqrt{v_1}} \right)}.
\]

From (18) and (19), for a target \( \bar{P}_D \), we obtain

\[
\frac{P_D^{(E)}(p_d, \bar{P}_D)}{P_D^{(E)}(p_d, \bar{P}_D)} = Q \left( \frac{Q^{-1} (\bar{P}_D) \sqrt{v_1} + \mu_1 - \mu_0}{\sqrt{v_0}} \right).
\]

For a given set of SVs, it is of interest to find the optimal sensing thresholds at the cognitive radios in order to minimize \( P_F^{(E)}(p_f, \bar{P}_D) \) in (20). The solution for the case of low sensing SNR, i.e., \( \gamma_i \ll 1 \) can be derived in a similar way as in [3]. The result is

\[
\epsilon_i^* = \frac{1 + \frac{1}{\gamma_i}}{\log(\gamma_i + 1)}.
\]

Furthermore, one can also try to find the set of signature vectors to further minimize \( P_F^{(E)}(p_f, \bar{P}_D) \). Unfortunately,
such an optimization problem in its general form appears to be very complex, and finding a closed-form solution for optimal $\mathcal{G}$ seems intractable. Nevertheless, a good set of signature vectors can be found by generating a large set of random signature vectors and picking the one that maximizes the expression in (20).

For the simple case when the sensing channels as well as the reporting channels have the same average SNRs, i.e., $\gamma_i = \gamma$ and $\xi_i = \xi$, it can be shown that the so-called Welch-bound equality (WBE) sequences [11] yield the optimal signature vectors. The proof is as follows: Observe from (16) and (17) that both $v_0$ and $v_1$ are functions of the total squared correlation (TSC), namely $\sum_{i=1}^K \left( g_i^H g_i \right)^2$. Then, in order to maximize $Q^{-1}(\gamma_0 v_1 + \mu_1 - \mu_0)$, it is clear that $\sum_{i=1}^K \left( g_i^H g_i \right)^2$ has to be minimized. It is well known that the WBE sequences minimize the TSC [2].

4 Decoding-based fusion rule

Though being very simple, the energy-based fusion rule might not work well in certain channel conditions. This is because noise is also included in the energy calculation. As can be seen, $\mathbf{z}^H \mathbf{z}$ is actually a weighted sum of the local decisions and noise terms. This suggests that one might decode the received signal first and then combine the hard decisions in the hope of achieving a better performance due to better noise reduction under certain channel conditions.

To develop a decoding-based fusion rule, it is proposed to perform the minimum mean-square error (MMSE) estimation of the transmitted vector $\mathbf{v}_k \triangleq \mathbf{Hv}$ first and followed by a detection of the transmitted bits from the estimated vector $\hat{\mathbf{v}}_k$. The MMSE estimation yields [12]

$$\hat{\mathbf{v}}_k = \mathbf{Cz},$$  

(23)

where $\mathbf{C} \triangleq \mathbf{D} \mathbf{G}^T \left[ \mathbf{G} \mathbf{D}^T + \sigma_{\mathcal{F}_C}^2 \mathbf{I} \right]^{-1}$, $\mathbf{D} = \text{diag} \left( \tilde{d}_1, \ldots, \tilde{d}_K \right)$ with $\tilde{d}_i = a_i^2 \sigma_{l,i}^2 k_{l,i}$ and $k_{l,i} \triangleq \left[ p_{j_i} \Pr(\mathcal{H}_0) + p_{d_i} \Pr(\mathcal{H}_1) \right]$. It is not hard to show the following relationship between $\hat{\mathbf{v}}_k$ and $\mathbf{v}_k$:

$$\hat{\mathbf{v}}_k = \mathbf{v}_k + \mathbf{\chi},$$  

(24)

where $\hat{\mathbf{v}}_k = [\hat{v}_{k,1}, \ldots, \hat{v}_{k,K}]^T$ and $\mathbf{\chi} = [\chi_1, \ldots, \chi_K]$ is a zero-mean Gaussian vector. More importantly, the normalized MMSE for each decoded bit can be shown to be

$$\mathcal{E} \left[ \frac{(\hat{v}_{k,i} - v_{k,i})^2}{d_i} \right] = 1 - g_i^H \left( \mathbf{G} \mathbf{D}^{\mathcal{F}_C} + \sigma_{\mathcal{F}_C}^2 \mathbf{I} \right)^{-1} g_i.$$

(25)

In general, the MMSE is a useful performance measure for parameter estimation. In many research papers concerning the detection performance over overloaded code-division multiple access systems, signature vectors are obtained by minimizing MMSE-related metrics, and WBE sequences (or weighted WBE sequences) turn out to be the optimum signature vectors [2,12]. However, in the spectrum sensing problem, the main performance measures are mainly related to the probability of false alarm and probability of detection, and the WBE sequences are not necessarily the ones that optimize the performance.

The influence of the choice of the SVs on the performance of the proposed decoding-based fusion rule can be analyzed as follows. First, the likelihood ratio test (LRT) for decoding the bits sent by the $i$th CR is

$$\frac{f(\hat{v}_{k,i}|u_i = 1)}{f(\hat{v}_{k,i}|u_i = 0)} \begin{cases} \approx 0 & p_{d_i} \Pr(\mathcal{H}_1) \Pr(\mathcal{H}_0) + p_{d_i} \Pr(\mathcal{H}_1), \\ \approx 1 & p_{f_i} \Pr(\mathcal{H}_0) + p_{d_i} \Pr(\mathcal{H}_1). \end{cases}$$

(26)

where the above threshold (i.e., the term on the right hand side of (26)) is obtained by having $\Pr(u_i = 0) = \Pr(y_i < \epsilon_i | \mathcal{H}_0) \Pr(\mathcal{H}_0) + \Pr(y_i < \epsilon_i | \mathcal{H}_1) \Pr(\mathcal{H}_1) = (1 - p_{f_i}) \Pr(\mathcal{H}_0) + (1 - p_{d_i}) \Pr(\mathcal{H}_1) = 1 - p_{f_i} \Pr(\mathcal{H}_0) - p_{d_i} \Pr(\mathcal{H}_1).$ Similarly, $\Pr(u_i = 1) = p_{f_i} \Pr(\mathcal{H}_0) + p_{d_i} \Pr(\mathcal{H}_1).$ It is noted that for the case of $\Pr(\mathcal{H}_0) = \Pr(\mathcal{H}_1)$ and having $p_{f_i} + p_{d_i} = 1$ when the signal-to-noise ratios of the sensing links are low [3], the threshold in (26) is approximately 1. Note also that each density function in the above LRT is the density of a zero-mean complex Gaussian variable. As such, the LRT is determined by $\mathcal{E}(\hat{v}_{k,i}^2|u_i = 1)$ and $\mathcal{E}(\hat{v}_{k,i}^2|u_i = 0)$. These two expectations are computed as follows. First, according to (23), one has

$$\mathcal{E}(\hat{v}_{k,i}^2|u_i = 1) = \left[ \mathbf{C} \mathbf{K}_{i,1} \mathbf{C} \right]_{i,i} \triangleq \xi_{i,1},$$

(27)

where

$$\mathbf{K}_{i,1} = \mathcal{E}(zz^H|u_i = 1) = \mathbf{G} \mathbf{D}_{i,1} \mathbf{G}^T + \sigma_{\mathcal{F}_C}^2 \mathbf{I}$$

(28)

and $[\mathbf{D}_{i,1}]_{k,k} = \tilde{d}_k, k \neq i$, and $[\mathbf{D}_{i,1}]_{i,i} = \tilde{d}_i$. Similarly,

$$\mathcal{E}(\hat{v}_{k,i}^2|u_i = 0) = \left[ \mathbf{C} \mathbf{K}_{i,0} \mathbf{C} \right]_{i,i} \triangleq \xi_{i,0}$$

(29)

with

$$\mathbf{K}_{i,0} = \mathcal{E}(zz^H|u_i = 0) = \mathbf{G} \mathbf{D}_{i,0} \mathbf{G}^T + \sigma_{\mathcal{F}_C}^2 \mathbf{I}$$

(30)
and \([D_{i0}]_{k,k} \equiv \bar{d}_k, k \neq i\), and \([D_{i0}]_{i,i} = 0\). Simplifying (26) gives
\[
\hat{v}_{ki}^2 \gtrless \prod_{j=1}^{K_{i1}} \ln (1 - p_{j1} \Pr(H_{0}) - p_{j2} \Pr(H_{1})) \frac{c_{i1}}{c_{i2} |c_{i}|} \gtrless \varrho_i. \tag{31}
\]

The reliability of the hard decision rule in (31) concerning the bit sent by the \(i\)th CR can be evaluated by the following set of correct/error probabilities:
\[
\varrho_j = \Pr \left( \hat{u}_i = 1 | u_i = 1 \right) = \Pr \left( |\hat{v}_{ki}|^2 > \varrho_i | u_i = 1 \right) = e^{-\frac{\varrho_i}{c_{i}}}, \tag{32}
\]
\[
\vartheta_j = \Pr \left( \hat{u}_i = 0 | u_i = 0 \right) = \Pr \left( |\hat{v}_{ki}|^2 > \varrho_i | u_i = 0 \right) = e^{-\frac{\varrho_i}{c_{i}}} \tag{33}
\]

Note that \(\Pr(\hat{u}_i = 0 | u_i = 1) = 1 - \varrho_j\) and \(\Pr(\hat{u}_i = 1 | u_i = 0) = 1 - \vartheta_j\).

The next processing step in the fusion center is to combine the hard decisions \(\hat{u}_i, i = 1, \ldots, K\), to make a final sensing decision. This can be done in the same manner as in [3] by forming the following likelihood ratio for the decoded bits:
\[
\frac{Pr(\hat{u} | H_{1})}{Pr(\hat{u} | H_{0})} = \prod_{i=1}^{K} \frac{1 - \varrho_{di}}{1 - \vartheta_{di}}, \tag{34}
\]

where \(\varrho_{di} = \Pr(\hat{u}_i = 1 | H_{1})\) and \(\vartheta_{di} = \Pr(\hat{u}_i = 1 | H_{0})\) are the probabilities of detection and probabilities of false alarm associated with the decoded bits \(\hat{u}_i\). They are shown in [3] to be given as \(\varrho_{di} = p_{d1} \varrho_i + (1 - p_{d1}) \vartheta_i\) and \(\vartheta_{di} = p_{f1} \vartheta_i + (1 - p_{f1}) \varrho_i\).

Working with the logarithm of (34), the decoding-based fusion rule is given as [3]
\[
L^{(D)}(\hat{u}) = \sum_{i=1}^{K} \left[ \varrho_{di} (1 - \hat{u}_i) + \vartheta_{di} \hat{u}_i \right] \gtrless \lambda^{(D)}(\hat{u}), \tag{35}
\]

where \(\lambda^{(D)}\) is the threshold, while the weights are \(\varrho_{di} = \log \frac{1 - \vartheta_{di}}{1 - \varrho_{di}}\) and \(\vartheta_{di} = \log \frac{\varrho_{di}}{\vartheta_{di}}\). Note that the above fusion rule is simply a weighted linear combination of the hard-decision bits. Moreover, the weights are inherently adjusted according to both the decision of the \(i\)th CR and the quality of the reporting channel.

By approximating \(L^{(D)}(\hat{u})\) as a Gaussian random variable under each hypothesis, the expressions of the probability of false alarm and the probability of detection at the fusion center are as follows:
\[
P^{(D)}_F(p_j, \lambda^{(D)}) = Pr \left( L^{(D)}(\hat{u}) > \lambda^{(D)} \right) | H_0) = Q \left( \frac{\lambda^{(D)} - m_0}{\delta_0} \right) \tag{36}
\]
and
\[
P^{(D)}_D(p_d, \lambda^{(D)}) = Pr \left( L^{(D)}(\hat{u}) > \lambda^{(D)} \right) | H_1) = Q \left( \frac{\lambda^{(D)} - m_1}{\delta_1} \right), \tag{37}
\]

The mean values, \(m_0\) and \(m_1\), and the variances, \(\delta_0^2\) and \(\delta_1^2\), can be determined in a similar fashion as in [3]. The means are given as
\[
m_0 = \mathcal{E} \left[ L^{(D)}(\hat{u}) | H_0 \right] = \sum_{i=1}^{K} m_{i0},
\]
\[
m_{i0} = \left[ \varrho_i p_{j1} + \vartheta_i (1 - p_{j1}) \right] \left[ \varphi_{ij} - \varphi_{0j} \right] + \varphi_{0j}, \tag{38}
\]
and
\[
m_1 = \mathcal{E} \left[ L^{(D)}(\hat{u}) | H_1 \right] = \sum_{i=1}^{K} m_{i1},
\]
\[
m_{i1} = \left[ \varrho_i p_{d1} + \vartheta_i (1 - p_{d1}) \right] \left[ \varphi_{ij} - \varphi_{0j} \right] + \varphi_{0j}. \tag{39}
\]

Using the fact that \(\mathcal{E}[\hat{u}_i | H_0] = \varphi_{j1}\) and \(\mathcal{E}[\hat{u}_i | H_1] = \varphi_{d1}\), the variances are
\[
\delta_0^2 = \text{Var}[L^{(D)}(\hat{u}) | H_0] = \sum_{i=1}^{K} \mathcal{E} \left[ \hat{u}_i^2 | H_0 \right] \left[ \varphi_{ij} - \varphi_{0j} \right]^2
\]
\[
+ \sum_{i,j=1, i \neq j}^{K} \left[ \varphi_{ij} - \varphi_{0j} \right] \mathcal{E}[\hat{u}_i \hat{u}_j | H_0] - m_0^2 \tag{40}
\]
and
\[
\delta_1^2 = \text{Var}[L^{(D)}(\hat{u}) | H_1] = \sum_{i=1}^{K} \mathcal{E} \left[ \hat{u}_i^2 | H_1 \right] \left[ \varphi_{ij} - \varphi_{0j} \right]^2
\]
\[
+ \sum_{i,j=1, i \neq j}^{K} \left[ \varphi_{ij} - \varphi_{0j} \right] \mathcal{E}[\hat{u}_i \hat{u}_j | H_1] - m_1^2 \tag{41}
\]

Observe that, different from the case of orthogonal transmission considered in [3], the above variances depend on the correlations of the decoded bits, \(\hat{u}_i\) and \(\hat{u}_j\), under the two hypotheses. These correlations are determined as follows:
\[
C_0(i,j) \triangleq \mathcal{E} \left[ \hat{u}_i \hat{u}_j | H_0 \right] = \Pr \left( \hat{v}_{ki}^2 > \varrho_i, \hat{v}_{kj}^2 > \varrho_j | H_0 \right)
\]
\[
= e^{-\varrho_i (\varrho_j (\delta_0 (\delta_0 - 1)))^{-1}} \varrho_j \tag{42}
\]
where \( \theta_{ij} \triangleq [\theta_i, \theta_j]^T \), \( \xi_0 \triangleq GD_0G^T + \sigma^2_{EC}I \), and \( \xi_1 \triangleq GD_1G^T + \sigma^2_{EC}I \).

Recall that an approximation of the optimal sensing thresholds used at the cognitive radios for the energy-based fusion rule is given in (21). The same result applies to the decoding-based fusion rule presented in this section. The proof of this follows the same steps in Appendix C of [3].

The next section compares the performance of the energy-based and decoding-based fusion rules and also verifies the accuracy of our analysis. It is pointed out that the simple expressions of the probability of false alarm and the probability of detection (Equations (18) and (19) for the energy-based fusion rule, or (36) and (37) for the decoding-based fusion rule) are very convenient not only in determining the threshold at the fusion center (\( \lambda^{(E)} \) or \( \lambda^{(D)} \)) for a given target probability of false alarm (or probability of detection), but also in evaluating the performance of different sets of signature vectors used in nonorthogonal transmission of local decisions.

5 Simulation results

Each point in the simulations results is obtained by averaging over \( 10^4 \) random realizations for primary transmitted signal, fading channels, and noise. For the sake of simplicity, it is assumed that \( \Pr(\mathcal{H}_0) = \Pr(\mathcal{H}_1) = 0.5 \). Unless otherwise stated, the number of the CRs is set to \( K = 30 \), the number of samples taken is \( N = 500 \), and the set of WBE signature sequences is assigned to CR users.

Figures 2 and 3 depict the probabilities of detection versus the probabilities of false alarm when the energy-based and decoding-based fusion rules are used, respectively. For both figures, all the sensing channels have the same average SNR of \( \gamma_i = \gamma = -15 \text{ dB} \), and also, all the reporting channels have the same SNR of \( \xi_i = \xi = 20 \text{ dB} \). The sensing threshold is chosen as \( \epsilon_i = \epsilon = \left(1 + \frac{1}{\gamma}\right) \log(\gamma + 1) \) at each CR node. For the energy-based fusion rule, it is clearly seen from Figure 2 that by increasing the length of signature vectors from \( M = 5 \) to \( M = 15 \), the probability of detection versus the probability of false alarm increases significantly, whereas increasing \( M \) beyond 15 only improves the sensing performance slightly. This suggests that compared to the case of orthogonal transmission, the transmission bandwidth for the reporting phase can be reduced by half by using WBE sequences with \( M = 15 \) while not losing too much the sensing performance. It can also be observed that the analytical and simulation results match very well. For comparison purpose, the performance with random signature vectors was also obtained and plotted in Figure 2 for \( M = 15 \). Specifically, the result is obtained by averaging over \( 10^3 \) random realizations of the signature vectors. As expected, the performance of using WBE sequences significantly outperforms the performance with random sequences.

On the other hand, for the proposed decoding-based fusion rule, Figure 3 shows that the sensing performance is significantly improved not only when increasing \( M \) from 5 to 15, but also by further increasing \( M \) to 30. Such an improvement can be explained by the fact that detection of the transmitted bits from CRs strongly depends on the interference caused by nonorthogonal transmission. As the interference reduces with longer signature vectors
(larger \( M \)), the detection performance is greatly enhanced when all the reporting channels are fairly strong. The figure also shows that the theoretical result (with \( M = 15 \)) follows the simulation result closely. Another observation from Figure 3 is that with random signature vectors, the sensing performance is slightly better than the performance with WBE sequences. As pointed out before, it is difficult to obtain the optimal set of signature vectors for the proposed decoding-based fusion rule. The results in Figure 3 suggest that either randomly generated or WBE sequences can be used for the proposed decoding-based fusion rule.

Figure 4 compares the probabilities of detection obtained by simulation with the energy-based and decoding-based fusion rules for different values of \( M \) and when the WBE sequences are used. As can be seen, even in the presence of strong reporting channels, the energy-based fusion rule performs equally or better than the decoding-based fusion rule when \( M \leq 15 \). On the contrary, for \( M > 15 \), the decoding-based fusion rule outperforms the energy-based fusion rule. The obtained results suggest that the energy-based fusion rule can be employed as an efficient fusion rule in cognitive radio applications under very limited transmission bandwidth (i.e., \( M \leq 15 \)).

Figures 5 and 6 present the performance comparison between the two sensing algorithms for the situations when the SNRs are different at the CRs and/or the FC. In the first scenario, all the CRs experience the same ‘sensing’ SNR of \( \gamma = \gamma_l = -15 \) dB from the primary user, but each group of CRs transmits its sensing results to the fusion center with the ‘reporting’ SNRs of \(-5\) dB (6 CRs), \(-1\) dB (6 CRs), \(0\) dB (12 CRs), and \(5\) dB (6 CRs). In the second scenario, the CRs are divided into six groups of five CRs each. The sensing SNRs are given as \([-15, -24, -5, -10, -20] \) dB, whereas the reporting SNRs are considered to be \([5, 10, 1, 1, 5]\) dB. In comparison to the first scenario, the second scenario has stronger reporting channels.

As can be seen in Figures 5 and 6, both figures show performance improvement when \( M \) increases from 15 to 30. However, for the first scenario with the weak reporting links, the improvement is marginal. This is because the sensing performance in this scenario is mostly affected by the noise at the FC rather than the interference caused by shorter signature vectors. Another important observation is that the energy-based fusion rule outperforms the decoding-based rule. Thus, it can be concluded that for low channel SNRs, the energy-based fusion rule is preferred over the decoding-based fusion rule due to its lower
complexity while at the same time delivering equal or better performance.

For the second scenario, when the channels are fairly strong, the decoding-based detection significantly outperforms the energy-based detection. Also, as $M$ increases, the performance of the decoding-based fusion rule quickly improves due to the reduction of interference. However, for the energy-based fusion rule, interference reduction does not play a significant role in improving the sensing performance.

Figure 7 presents a comparison between the probabilities of detection of the two sensing algorithms for the situation when $N = 500$ and $P_D$ is fixed at 0.05 at the fusion center. The sensing SNRs are $-12$ and $-9$ dB at the CRs, and the reporting SNRs are 20 dB. As can be seen, for a lower sensing SNR, the performance of both algorithms improves significantly with increasing $M$. Such an improvement can be explained by the fact that as $M$ increases, the interference caused by nonorthogonal transmission is reduced, which helps to enhance the sensing quality. On the other hand, when the sensing SNR increases, the individual CR sensing performance quickly improves, which makes the overall desirable sensing performance achievable by using shorter-length signature vectors. For example, given the target $P_D = 0.05$ and the sensing time of 500 samples, in order to achieve a target $P_D = 0.9$ when the sensing SNRs are $-12$ dB, it is seen that setting $M = 15$ is sufficient. The use of such shorter signature vectors translates to half of the bandwidth as required by orthogonal signature vectors.

Finally, in Figure 8, the normalized throughput, defined as $(1 - \frac{1}{N})(1 - P_D)$, is plotted versus the entire time frame of $1 \text{ ms}$ (which is equivalent to $T = 1,000$ samples). Here, the threshold $\lambda^{(D)}$ is selected to fix the probability of detection at $P_D = 0.8$. Two sets of signature vectors, whose lengths are $M = 25$ and $M = 10$, are considered.

For the given target $P_D$, and for the case $M = 25$, it can be seen that the decoding-based fusion rule achieves a higher secondary throughput than the energy-based fusion rule. However, for the case $M = 10$, both the decoding-based and energy-based fusion rules achieve almost the same secondary throughput. These results are in agreement with our previous discussion concerning Figure 4. Another important observation of Figure 8 is that the throughput functions are concave and attain a maximum point at a certain sensing time. This means that for a given target $P_D$, an optimal sensing time can be found to maximize the secondary throughput. Alternatively, for a given target $P_D$, the minimum length of the signature vectors can be determined to achieve a target secondary throughput within the allowable sensing time.

6 Conclusions
This paper has proposed a low-complexity decoding-based fusion rule for cognitive radio networks with nonorthogonal transmission of local decisions in the presence of channel impairments and noise. The proposed fusion rule first performs the MMSE estimation of the transmitted information, makes decisions on the individual bits sent by the cognitive radios, and then combines these hard-decision bits in a linearly weighted manner. Performance comparison with the energy-based fusion rule shows the superiority of the proposed fusion rule when the reporting channels are reasonably strong. The excellent match between simulation and analytical results verify the accuracy of the performance analysis of the proposed fusion rule.

Endnote
a To avoid having too many curves on the same figure, only the analytical result for the case of $M = 15$ is shown.
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