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ABSTRACT
Moving target defense has emerged as a critical paradigm of protecting a vulnerable system against persistent and stealthy attacks. To protect a system, a defender proactively changes the system configurations to limit the exposure of security vulnerabilities to potential attackers. In doing so, the defender creates asymmetric uncertainty and complexity for the attackers, making it much harder for them to compromise the system. In practice, the defender incurs a switching cost for each migration of the system configurations. The switching cost usually depends on both the current configuration and the following configuration. Besides, different system configurations typically require a different amount of time for an attacker to exploit and attack. Therefore, a defender must simultaneously decide both the optimal sequence of system configurations and the optimal timing for switching. In this paper, we propose a Markov Stackelberg Game framework to precisely characterize the defender’s spatial and temporal decision-making in the face of advanced attackers. We introduce a value iteration algorithm that computes the defender’s optimal moving target defense strategies. Empirical evaluation on real-world problems demonstrates the advantages of the Markov Stackelberg game model for spatial-temporal moving target defense.
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1 INTRODUCTION
Moving target defense (MTD) has established itself as a powerful framework to counter persistent and stealthy threats that are frequently observed in Web applications [30, 32], cloud-based services [10, 22], database systems [39], and operating systems [7]. The core idea of MTD is that a defender proactively switches configurations (a.k.a., attack surfaces) of a vulnerable system to increase the uncertainty and complexity for potential attackers and limits the resources (e.g., window of vulnerabilities) available to them [8]. In contrast to MTD techniques, traditional passive defenses typically use analysis tools to identify vulnerabilities and detect attacks.

A major factor for a defender to adopt MTD techniques rather than passive defensive applications is that adaptive and sophisticated attackers often have asymmetric advantages of resources (e.g., time, prior knowledge of the vulnerabilities) over the defender due to the static nature of system configurations [19, 29]. For instance, clever attackers are likely to exploit the system over time and subsequently identify the optimal targets to compromise without being detected by the static defensive applications [38]. In such case, a well-crafted MTD technique is more effective because it changes the static nature of the system and increases the attackers’ complexity and cost of mounting successful attacks [5]. In this way, it reduces or even eliminates the attackers’ asymmetric advantages of the resources.

Despite the promising prospects of MTD techniques, it is challenging to implement optimal MTD strategies. Two factors contribute to the difficult situation. On one hand, the defender must make the switching strategies sufficiently unpredictable because otherwise the attacker can thwart the defense. On the other hand, the defender should not conduct too frequent system migrations because each migration incurs a switching cost that depends on both the current configuration and the following configuration. Thus, the defender must make a careful tradeoff between the effectiveness and the cost efficiency of the MTD techniques. The tradeoff requires the defender to simultaneously decide both the optimal sequence of system configurations (i.e., the next configuration to be switched to) and the optimal timing for switching. To this end, an MTD model must precisely characterize the defender’s spatial-temporal decision-making.

A natural approach to model the strategic interactions between the defender and the attacker is to use game-theoretic models such as the zero-sum dynamic game [36] and the Stackelberg Security game (SSG) model [25, 27, 31]. The dynamic game model is general enough to capture different transition methods of the system states and various information structures but optimal solutions to the game are often difficult to compute. This model also assumes that the switching cost from one configuration to another is fixed [36]. The SSG model belongs to an important game-theoretic model called Stackelberg games [33] that has broad applications in many fields, including spectrum allocation [35], smart grid [34] and security [28]. In the SSG model, the defender commits to a mixed strategy that is independent of the state transitions of the system [27, 31]. The attacker adopts a best-response strategy to the defender’s mixed strategy. Whenever there is a tie, the attacker always breaks the tie in favor of the defender [18]. This solution concept is called the strong Stackelberg equilibrium [3]. While optimal solutions to an SSG can be obtained efficiently, the SSG models neglect the fact that both the defender’s and the attacker’s strategy can be contingent on the system configuration state. To address
this problem, Feng et al. incorporate both Markov decision process and Stackelberg game into the modeling of the MTD game [6].

Many MTD models [4, 9, 25, 27] do not explicitly introduce the concept of the defending period, although they usually assume that the defender chooses to execute a migration after a constant time period [26]. A primary reason is that when both time and the system's state influence the defender’s decision making, optimal solutions to the defender’s MTD problem are non-trivial [15, 26]. Recently, Li and Zheng has proposed to incorporate timing into the defender’s decision making processes [14]. Their work assumes that there is a positive transition probability between any two configurations (so that the corresponding Markov decision process is unichain), which may lead to sub-optimal MTD strategies. Further, their model assumes that all the attackers have the same type, which might not be true in reality. To solve the defender’s optimal MTD problem in more general settings, an MTD model that precisely models the strategic interactions between the defender and the attacker is in urgent need.

Our contributions. In this paper, we propose a general framework called the Markov Stackelberg Game (MSG) model for spatial-temporal moving target defense. The MSG model enables the defender to implement optimal defense strategy that is contingent on both the source state and the destination state of the system. It also allows the defender to simultaneously decide which state the system should be migrated to and when it should be migrated. In the MSG model, we formulate the defender’s optimization problem as an average-cost semi-Markov decision process (SMDP) [23] problem. We present a value iteration algorithm that can solve the average-cost SMDP problem efficiently after transforming the original average-cost SMDP problem into a discrete time Markov decision process (DTMDP) problem. We empirically evaluate our algorithm using real-world data obtained from the National Vulnerability Database (NVD) [20]. Experimental results demonstrate the advantages of using MSG over the state-of-the-art approaches in MTD.

2 MODEL

In this section, we describe the Markov Stackelberg Game (MSG) model for moving target defense.

2.1 System Configuration

In moving target defense, a defender proactively shifts variables of a computing system to increase uncertainty for the attacker to mount successful attacks. The variables of the system are often called adaptation aspects [37, 38]. Typical adaptation aspects include IP address, port number, network protocol, operating system, programming language, machine replacement, and memory to cache mapping [37]. A computing system usually has multiple adaptation aspects. Let \( D \) denote the number of adaptation aspects for the computing system and \( \Phi \) the set of sub configurations in the \( i \)-th adaptation aspect. If the defender selects the sub configuration \( \Phi_i \) for the \( i \)-th adaptation aspect, then the configuration state of the system is denoted as \( s = (\Phi_1, \Phi_2, \ldots, \Phi_D) \). Here, \( s \) is a generic element of the set of system configurations \( S = \Phi_1 \times \Phi_2 \times \cdots \times \Phi_D \). Let \( n = |S| \) denote the number of system configurations in \( S \). We use configuration and state interchangeably throughout the paper.

2.2 The Attacker

2.2.1 Attacker Type. A successful attack requires a competent attacker that has the expertise to exploit the vulnerabilities. For instance, to gain control of a remote computer, the attacker needs the capability to obtain the control of at least one of the following resources: the IP address of the computer, the port number of a specific application running on the machine, the operating system type, the vulnerabilities of the application, or the root privilege of the computer [37]. The attacker’s ability profile is called the attacker type. There are different attacker types. Let \( L \) denote the set of attacker types. Each attacker type \( l \in L \) is capable of mounting a set of attacks \( A_l \). The attacker type space \( A_l \) is a nonempty set of the attack methods that each targets one vulnerability in one adaption aspect, which may affect multiple sub configurations in that aspect. Multiple attacks may target the same vulnerability but may have different benefit (loss) to the attacker (defender). Whether an attack method belongs to an attacker type space or not depends on the application scenarios. Figure 1 illustrates the relationship between attacker types, attack methods, adaptation aspects, sub-configuration parameters, and system configurations.

2.2.2 Attacking Time. If an attacker with the attacker type \( l \) chooses an attack method \( a \in A_l \) to attack the system in state \( j \), then the time needed for him to compromise the system is a random variable \( \xi_{a,j} \) that is drawn from a given distribution \( \Xi_{a,j} \). If \( a \) is not targeting a vulnerability of any sub configuration in state \( j \), \( \xi_{a,j} = +\infty \). The attacker only gains benefits when he has successfully compromised the system. A system is considered to be compromised as long as the attacker compromises one of the sub configurations. In this work, \( L \), \( \{A_l\} \), and \( \{\Xi_{a,j}\} \) are assumed to be common knowledge.

2.3 The Defender

2.3.1 Migration Cost. During the migration process, the defender updates the system to retake or maintain the control of the system and pays some updating cost. The defender then selects and shifts the system from the current state \( i \in S \) to the next valid state \( j \in S \) with a cost \( m_{ij} \). We can consider that the migration is implemented instantaneously. This is without loss of
generality because one can always assume that during the migration the system is still at state \(i\). If the defender decides to stay at the current state \(i\), then the cost is \(m_{ii}\). Since there is a cost for updating the system, it requires that \(m_{ii} > 0\) for all \(i \in S\). Let \(M\) be the matrix of the migration cost between any states \(i, j \in S\), we have \(M = [m_{ij}]_{n \times n}\). It is crucial to note that the migration cost \(m_{ij}\) may depend on both the source state \(i\) and the destination state \(j\).

2.3.2 Defending Period. The defender not only needs to determine which state to use but also should decide when to move. If the defender stays in a state sufficiently long, the attacker is likely to compromise the system even if the defender shifts eventually. Thus, the defender needs to pick the defending period judiciously. Let \(t_k\) denote the time instance that the \(k\)-th migration happens. The \(k\)-th defending period is calculated by \(t_k = t_{k-1}\). In practice, the system needs some time to prepare migration or updating. Thus, it is natural to require that the defending period is lower bounded. On the other hand, the defending period cannot be arbitrarily large because otherwise the system will be compromised eventually and stay compromised afterwards. Therefore, we assume that \(\tau \in [\underline{\tau}, \overline{\tau}]\) where \(0 < \underline{\tau} < \overline{\tau}\).

2.3.3 Defender’s Strategy. In our model, the defender adopts a stationary strategy \(u\) that simultaneously decides where to move and when to move. Let \(p_{ij}\) denote the probability that the defender moves from state \(i\) to state \(j\), then the transition probabilities between any two states in \(S\) can be represented by a transition matrix \(P = [p_{ij}]_{n \times n}\), where \(\sum_{i \in S} p_{ij} = 1\) for any \(i \in S\). When the system state is \(i\), the defender uses a mixed strategy \(p_i = (p_{ij})_{i \in S}\) to determine the next state to switch to. It is crucial to note that the transition probabilities depend on both the source and destination configurations.

Moreover, instead of a fixed defending period as in most MTD models, we consider a state-dependent defending period in our model. In particular, let \(\tau_i\) denote the length of the \((k + 1)\)-th defending period when the system is in state \(i\) in the \(k\)-th defending period. The defending period matrix is thus \(\tau = [\tau_1, \tau_2, \ldots, \tau_n]\). In our model, we assume that the \((k + 1)\)-th defending period only depends on the system state in the \(k\)-th period due to two considerations. First, the transition probabilities have already captured the dependencies on destination states. Second, it allows the defender’s problem to be modeled as a semi-Markov decision process (defined in Section 2.4.3). The defender’s strategy is then denoted by \(u = (P, \tau) = (u(i))_{i \in S}\) where \(u(i) = (p_i, \tau_i)\) is the defender’s action when the system is in state \(i\). See Figure 2 for an illustration of the system model.

2.4 Markov Stackelberg Game

In our paper, we model moving target defense as a Markov Stackelberg game (MSG) where the defender is the leader and the attacker is the follower. At the beginning the defender commits to a stationary strategy that is announced to the attacker. The attacker’s goal is to maximize his expected reward by constantly attacking the system’s vulnerabilities. The defender’s objective is to minimize the total loss due to attacks plus the total migration cost.

The MSG model is an extension of the Stackelberg Security Game (SSG) model that has been widely adopted in security domains [28].

A key advantage of using the Stackelberg game model is that it enables the defender to act first to commit to a mixed strategy that the attacker observes and then selects his best response accordingly [12]. This advantage allows the defender to implement defense strategies prior to potential attacks [14]. In MTD, the defender proactively switches the system between different configurations to increase the attacker’s uncertainty. It is thus natural to model the defender as the leader and the attacker as the follower.

2.4.1 Information Structure. In our model, we consider a stealthy and persistent attacker that learns the defender’s stationary strategy \(u\). We assume that the defender announces her stationary strategy to the attacker before the game starts. This is without loss of generality because the attacker will learn the system states and the defender’s strategy eventually due to the stealthy and persistent nature of the attacks. We further assume that the attacker always learns the system state at the end of a defending period no matter the attack is successful or not in that period. Hence, at the beginning of each stage, the only uncertainty to the attacker is the current state as he has already known the previous state and the length of the current defending period. This is a worse-case scenario from the defender’s perspective.

In many security domains, it is often difficult for the defender to obtain real-time feedback about whether the system is compromised or not because the attacker is likely to be stealthy. The defender, however, may have some prior knowledge about the attacker type distribution [21, 27]. Thus, we assume that the defender has a prior belief \(\pi = \{p_l\}\) on the probability distribution of the attacker type \(l\).

2.4.2 Attacker’s Optimization Problem. Since the defender adopts a stationary strategy that is known to the attacker, the attacker can maximize its long-term payoff by always following a best response in each stage. Hence, we consider a myopic attacker that always adopts a best response to the defender’s strategy in each defending period according to its knowledge on the previous system state.
Consider the beginning of the $k$-th defending period from the attacker’s perspective. Assume that the system was in state $i$ (known to the attacker) in the $(k - 1)$-th period and has moved to state $j$ (unknown to the attacker) in the $k$-th period. For an attack method $a$ to be successful in the $k$-th period, the time $\xi_{a,j}$ required for the attacker when using attack method $a$ targeting state $j$ should be less than the length of the defending period $\tau_i$. Let $R_{a,j}^l$ denote the attacker’s benefit per unit of time when the system is compromised, which is jointly determined by the attacker’s type $l$, its chosen attack method $a$, and the state $j$. The reward that the attacker receives in the $k$-th period is then $(\tau_i - \xi_{a,j})^+ R_{a,j}^l$ where $(x)^+ \triangleq \max(0,x)$. Since the attacker only knows $i$ but not $j$ when it chooses the attack method at the beginning of the $k$-th defending period, the optimization problem for the attacker with type $l$ is to maximize his expected reward by choosing an attack method $a$ from his attack space $A_l$:

$\max_{a \in A_l} \sum_{j \in S} p_{lj} E[(\tau_i - \xi_{a,j})^+ R_{a,j}^l], \quad \forall l \in L$ (1)

where $C_{a,j}^l$ denotes the unit time loss for the defender under state $j$ due to an attack $a$ launched by a type $l$ attacker. The first part in the objective function is the expected attacking loss and the second part is the expected migration cost.

Let $s_0$ be the initial system configuration before the game starts, which is arbitrarily chosen from the state space $S$ and is known to the attacker. The game starts at $t_0 = 0$ when the defender applies the first migration. Let $s_k$ denote the system state in the $k$-th defending period for $k = 1, 2, \ldots$. The defender adopts a stationary policy $u$ where $u(s_k) = (\pi_{0k}, \pi_{sk})$ for each state $s_k$, which generates an expected cost $c(s_k, u(s_k))$ that includes potential loss from compromises and migrations. Given the initial state $s_0$, the defender’s long-term average cost is defined as:

$z(s_0, u(s_0)) = \limsup_{N \to \infty} \frac{\sum_{k=0}^{N-1} c(s_k, u(s_k))}{\sum_{k=0}^{N-1} t_{sk}}$ (2)

The goal of the defender is to commit to a stationary policy $u^* = [u^*(i)]_n$ that minimizes the time-average cost for any initial state. For each $u(i) = (p_i, \tau_i)$, we have $p_{lj} \in [0, 1]$ for all $j$, $\sum_j p_{lj} = 1$, and $\tau_i \in [\tau, \bar{\tau}]$. Thus, the action space $U(i)$ for every $u(i)$ is $[0, 1]^S \times [\tau, \bar{\tau}]$, which is a continuous space. We assume that $c(i, u(i))$ is continuous over $U(i)$. The defender’s optimization problem corresponds to finding a strong Stackelberg equilibrium [3] where the defender commits to an optimal strategy assuming that the attacker will choose the best response to the defender’s strategy and break ties in favor of the defender. This is a common assumption in Stackelberg security game literature.

2.4.3 Defender’s Optimization Problem. We consider a defender that constantly migrates among the system configurations in order to minimize the total loss due to attacks plus the total migration cost. We use an average cost semi-Markov decision process (SMDP) to model the defender’s optimization problem. The SMDP model considers a defender that aims to minimize her long-term defense cost in an infinite time horizon using spatial-temporal decision making.

Consider the end of the $(k - 1)$-th defending period from the defender’s perspective. Again assume that the system is in state $i$ in the $(k - 1)$-th period. Given the defender’s action $u(i) = (p_i, \tau_i)$, her expected cost in the $k$-th defending period is:

$c(i, u(i)) = \sum_{l \in L} \pi_l \left( \sum_{j \in S} p_{lj} E[(\tau_i - \xi_{a,j})^+ C_{a,j}^l] + \sum_{j \in S} p_{lj} m_{lj} \right)
\s.t. \quad d^l = \arg\max_{a \in A_l} \left( \sum_{j \in S} p_{lj} E[(\tau_i - \xi_{a,j})^+ R_{a,j}^l] \right), \quad \forall l \in L$ (1)

where $C_{a,j}^l$ denotes the unit time loss for the defender under state $j$ due to an attack $a$ launched by a type $l$ attacker. The first part in the objective function is the expected attacking loss and the second part is the expected migration cost.

Let $s_0$ be the initial system configuration before the game starts, which is arbitrarily chosen from the state space $S$ and is known to the attacker. The game starts at $t_0 = 0$ when the defender applies the first migration. Let $s_k$ denote the system state in the $k$-th defending period for $k = 1, 2, \ldots$. The defender adopts a stationary policy $u$ where $u(s_k) = (\pi_{0k}, \pi_{sk})$ for each state $s_k$, which generates an expected cost $c(s_k, u(s_k))$ that includes potential loss from compromises and migrations. Given the initial state $s_0$, the defender’s long-term average cost is defined as:

$z(s_0, u(s_0)) = \limsup_{N \to \infty} \frac{\sum_{k=0}^{N-1} c(s_k, u(s_k))}{\sum_{k=0}^{N-1} t_{sk}}$ (2)

The goal of the defender is to commit to a stationary policy $u^* = [u^*(i)]_n$ that minimizes the time-average cost for any initial state. For each $u(i) = (p_i, \tau_i)$, we have $p_{lj} \in [0, 1]$ for all $j$, $\sum_j p_{lj} = 1$, and $\tau_i \in [\tau, \bar{\tau}]$. Thus, the action space $U(i)$ for every $u(i)$ is $[0, 1]^S \times [\tau, \bar{\tau}]$, which is a continuous space. We assume that $c(i, u(i))$ is continuous over $U(i)$. The defender’s optimization problem corresponds to finding a strong Stackelberg equilibrium [3] where the defender commits to an optimal strategy assuming that the attacker will choose the best response to the defender’s strategy and break ties in favor of the defender. This is a common assumption in Stackelberg security game literature.

2.4.4 Challenges of Computing Optimal MTD Strategies. The are two main challenges for the defender to compute the optimal strategies. First, when an arbitrary transition matrix $P$ is allowed, the Markov chain associated with the given $P$ may have a complicated chain structure. The optimal solution may not exist and standard methods such as Value Iteration (VI) and Policy Iteration (PI) [23] may never converge when applied to an average-cost SMDP with a continuous action space. Second, a bilevel optimization problem needs to be solved in each iteration of VI or PI, which is challenging due to the infinite action space and the coupling of spatial and temporal decisions.

2.5 MSG versus SSG

Our Markov Stackelberg game model extends the classic Stackelberg Security Game (SSG) [21] in important ways. In the classic SSG model, there is a set of targets and a defender has a limited amount of resources to protect them. The defender serves as the leader and commits to a mixed strategy. The attacker observes the defender’s strategy (but not her action) and then responds accordingly. Thus, the SSG model is essentially a one-shot game. The SSG model has been extended to Bayesian Stackelberg Game (BSG) model to capture multiple attack types where the defender knows the distribution of attack types a priori as we assumed. In a recent work [27], the BSG model has been used to model moving target defense where only the spatial decision is considered and the defender commits to a vector $[p_j]_n$ where $p_j$ is the probability of moving to state $j$ in the next stage, which is independent of the current state.

We note that the BSG model in [27] is a special case of our MSG model. Specifically, let $\tau_i = 1$ for all $i \in S$, $\xi_{a,j} = 0$ for all $a \in A_l, l \in L, j \in S$, and $p_{ij} = p_j$ for all $i, j \in S$. Then the SMDP becomes an MDP with state independent transition probabilities. Since each row of the transition matrix is the same, the stationary distribution of the corresponding Markov chain is just $[p_j]_n$. Therefore, the average-cost SMDP reduces to the following one-stage optimization problem to the defender:

$\min_p \sum_i \pi_i \left( \sum_j p_j C_{a,j}^l \right) + \sum_{i,j} p_{ij} m_{ij}
\s.t. \quad d^l = \arg\max_{a \in A_l} \left( \sum_{j \in S} p_{lj} R_{a,j}^l \right), \quad \forall l \in L$ (3)

This is exactly the BSG model for MTD in [27]. In the BSG variant, the transition probabilities depend on the destination state only. This simplified MTD strategy is optimal only if the migration cost depends on the destination state only but not the source state.

Our MSG model enables the defender to handle the complex scenarios when the migration cost is both source and destination.
dependent. It also takes the defending period into account in computing the optimal defense strategy. This consideration is useful because a stealthy and persistent attacker will compromise the system eventually if the system stays in a state longer than the corresponding attacking time.

3 OPTIMAL MOVING TARGET DEFENSE

3.1 Assumptions

Assumption 1. The transition probability matrix \( P \) can be arbitrarily chosen by the defender.

Assumption 2. For any \( i \in S \), the defender’s cost per unit time \( c(i, u(i))/\tau_i \) is continuous and bounded over \( U(u) \).

Both assumptions are reasonable and can be easily satisfied. Assumption 1 implies an important structure property of the SMDP as formally defined below.

Definition 3.1 (Communicating MDP [23]). For every pair of states \( i \) and \( j \) in \( S \), there exists a deterministic stationary policy \( u \) under which \( j \) is accessible from \( i \), that is, \( \Pr(s_k = j|s_0 = i, u) > 0 \) for some \( k \geq 1 \).

It is easy to check that the SMDP in our problem is communicating under Assumption 1. It is known that for a communicating MDP, the optimal average cost is a constant, independent of the initial state \([23]\). This property significantly simplifies the algorithm design and analysis as we discuss below. Assumption 2 is used in establishing the convergence of the value iteration algorithm under the continuous action space (see Section 3.3.3).

3.2 Data Transformation

Solving the defender’s optimization problem requires the algorithm to simultaneously determine the optimal transition probabilities and the optimal defending periods. The average-cost SMDP problem with continuous action space is known to be difficult to solve [11]. Fortunately, one can apply the data transformation method introduced by Schweitzer [24] to transform the average-cost SMDP problem into a discrete-time average Markov decision process (DTMDP) problem. The DTMDP has a simpler structure than the SMDP problem into a discrete-time average Markov decision process (DTMDP). The DTMDP has a simpler structure than the SMDP with the same state space \( S \) and action space \( U(u) \) for any \( i \in S \). The defender’s per-stage cost \( c(i, u(i)) \) is converted to

\[
\tilde{c}(i, u(i)) = \frac{c(i, u(i))}{\tau_i}
\]

Further, the transition probability from state \( i \) to state \( j \) for the DTMDP is

\[
\tilde{p}_{ij}(u(i)) = \frac{\tilde{p}_{ij} - \delta_{ij}}{\tau_i} + \delta_{ij}
\]

where \( \delta_{ij} \) denotes the Kronecker delta (i.e., \( \delta_{ij} = 1 \) and \( \delta_{jj} = 0 \) for all \( j \neq i \)) and \( y \) is a parameter that satisfies \( 0 < y < \tau \leq \frac{1}{\tilde{P}_{ii}} \), where \( \tau \) is the lower bound of the length of the system. Let \( \tilde{P}(u) = [\tilde{p}_{ij}(u(i))]_{s \times n} \) denote the transition probability matrix of the DTMDP and \( \tilde{c}(u) = [\tilde{c}(i, u(i))]_{n} \) the defender’s per-stage cost across all the states. If the system stays from the initial state \( s_0 \in S \), then the long-term average cost becomes \( \tilde{z}(s_0, u(s_0)) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \tilde{c}(s_k, u(s_k)) \).

The above data transformation has some nice properties as summarized below.

Theorem 3.2 (Theorems 5.2 and 5.3 of [11]). Suppose an SMDP is transformed into a DTMDP using the above method. We have

1. If SMDP is communicating, then DTMDP is also communicating.
2. If SMDP is communicating, then a stationary optimal policy for DTMDP is also optimal for SMDP.

Theorem 3.2 indicates that the transformed DTMDP also has a constant optimal cost and further, to find a stationary optimal policy for the SMDP in our problem, it suffices to find a stationary optimal policy for the transformed DTMDP.

3.3 Value Iteration Algorithm

3.3.1 Additional Notations. Let \( V \) be any vector in \( \mathbb{R}^n \). We define the mapping \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) as:

\[
F(V) = \min_{u} [\tilde{c}(u) + \tilde{P}(u)V],
\]

where the minimization is applied to each state \( i \) separately. For any vector \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \), let \( L(x) = \min_{i=1,...,n} x_i \) and \( H(x) = \max_{i=1,...,n} x_i \). Let \( ||\cdot|| \) denote the span seminorm defined as follows:

\[
||x|| = H(x) - L(x).
\]

It is easy to check that \( ||\cdot|| \) satisfies the triangle inequality, that is, \( ||x - y|| \leq ||x|| + ||y|| \) for any \( x, y \in \mathbb{R}^n \). Further, \( ||x - y|| = 0 \) if and only if there exists a scalar \( \lambda \) such that \( x - y = \lambda e \) where \( e \) is the \( n \)-dimensional vector of all ones. Thus, there is a vector \( V \) such that \( ||F(V) - V|| = 0 \) (\( V \) is called a fixed point of \( F(\cdot) \)) if and only if there is a scalar \( \lambda \) such that the following optimality equation is satisfied:

\[
\lambda e + V = \min_{u} [\tilde{c}(u) + \tilde{P}(u)V]
\]

An important result in MDP theory [2, 23] is that the stationary policy \( u \) that attains the minimum in the optimality equation (6) is optimal and \( \lambda \) gives the optimal long-term average cost.

3.3.2 The VI Algorithm. The VI algorithm (see Algorithm 1) starts with an arbitrary \( V^0 \in \mathbb{R}^n \). The algorithm starts with an arbitrary \( V^0 \) (line 1) and a carefully chosen sequence \( \{\varepsilon_k\} \) (line 2) that ensures every limit point of \( \{V^k\} \) is a fixed point of \( F(\cdot) \) (See Section 3.3.3). In each iteration, \( V^k \) is updated by solving a policy improvement step (line 5).

In each policy improvement step (see Algorithm 2), instead of finding the optimal \( p_i \) and \( \tau_i \) together for each state \( i \), which is a challenging problem, we discretize \( \varepsilon, \tau \) and search for \( \tau_i \) with a step size \( \delta \) (line 3). This approximation is reasonable since in practice the unit time cannot be infinitely small. The smaller \( \delta \) is, the closer \( r^* \) (line 9 in Algorithm 1) to the optimal one. Also note that the optimization problem in lines 4 is actually a bilevel problem, which can be modeled as a Mixed Integer Quadratic Program (MIQP) and will be discussed in detail in Section 3.4.

Under Assumptions 1 and 2, Algorithm 1 stops in a finite number of iterations (lines 3-8) and is able to find a near-optimal policy (formally proved in Section 3.3.3). In practice, a near-optimal solution is sufficient because it can be expensive or even unrealistic to obtain the exact minimum average cost in a large-scale MDP. The algorithm itself, however, can attain the optimal solution if the number of iterations goes to infinity (and \( \delta \) approaches 0).

Remark: Algorithm 1 can be slow in practice due to the large number of iterations needed to converge and the complexity of solving multiple MIQP problems in each iteration. To obtain a more efficient
Algorithm 1 Value Iteration algorithm for the MTD game

Input: \( S, \pi, \epsilon > 0, \bar{z}, \bar{T}, M, C, R, \pi, L, \{ A_l \}, \delta > 0 \).
Output: \( P^\ast, \tau^\ast \)
1: \( V^0 \in \mathbb{R}^S \);
2: \( \kappa_0 = \frac{1}{2}, \kappa_t = \frac{1}{\tau_t} \) for \( t = 1, 2, \ldots \)
3: repeat
4: \( t = t + 1 \);
5: \( V^t = \text{Plmp}(S, V^{t-1}, \bar{z}, \bar{T}, M, C, R, \pi, L, \{ A_l \}, \delta, \kappa_{t-1}) \);
6: \( V = \max_{i \in S} |V^t (i) - V^{t-1} (i)| \);
7: \( V = \min_{i \in S} |V^t (i) - V^{t-1} (i)| \);
8: until \( V - V < \epsilon \)
9: \( P^\ast, \tau^\ast = \arg \text{Plmp}(S, V^{t-1}, \bar{z}, \bar{T}, M, C, R, \pi, L, \{ A_l \}, \delta) \)

Algorithm 2 Policy Improvement (Plmp)

Input: \( S, V_0, \bar{z}, \bar{T}, M, C, R, \pi, L, \{ A_l \}, \delta, \kappa \)
Output: \( V \)
1: for \( i \in S \) do
2: \( \nu = +\infty \);
3: for \( r = \bar{r}; r \leq \tau; r = r + \delta \) do
4: \( V(i) = \min_{p} [\tilde{c}(i, p_i, r) + \kappa \sum_{j \in S} \tilde{P}_{ij}(p_i, r)V_0(j)] \);
5: if \( V(i) < \nu \) then
6: \( \nu = V(i) \);
7: end if
8: end for
9: \( V(i) = \nu \);
10: end for

solution, we have considered a variant of Algorithm 1 using the relative value iteration (RVI) technique (see our technical report [13]). Although the RVI variant does not improve the theoretical convergence speed of the VI algorithm, it often requires fewer iterations for the same \( \epsilon \) in practice. We have further made the following observation. If we introduce the assumption that \( p_{j,s} \geq \rho > 0 \) for all \( i \in S \) (where \( \rho \) can be arbitrarily small) for some fixed state \( s \) to restrict the Markov chain structure and set \( \kappa_t = 1 \) for all \( t \), the rate of convergence can be significantly improved both in theory [2] and in practice for both the VI and the RVI algorithms. We conjecture that a near-optimal policy can still be obtained by making \( \rho \) small enough.

3.3.3 Theoretical Analysis. Our VI algorithm is adapted from the work due to Bertsekas [2] and Bather [1] that originally addresses the average cost MDP problem with a finite state space and an infinite action space. However, their proofs do not directly apply to our algorithm because they either consider the transition probabilities as the only decision variables [1] or involve the use of randomized controls [2]. In contrast, our strategy includes both the probability transition matrix and the (deterministic) defecting periods.

For a given stationary policy \( \pi \) with transition matrix \( \tilde{P} \), let \( \hat{P}^\ast \) denote the Cesaro limit given by \( \hat{P}^\ast = \lim_{N \to \infty} \{ I + \bar{P} + \bar{P}^2 + \cdots + \bar{P}^N \}/N \). Then the average cost associated with \( \pi \) can be represented as \( \hat{P}^\ast \tilde{c}(\pi) \) [23]. The policy \( \pi \) is called \( \epsilon \)-optimal if \( \hat{P}^\ast \tilde{c}(\pi) \leq \lambda + \epsilon \epsilon \) where \( \lambda \) is the optimal cost vector. In practice, it is often expensive or even unrealistic to compute an exact optimal policy and an \( \epsilon \)-optimal policy might be good enough. Our main results can be summarized as follows.

Theorem 3.3. Under Assumptions 1 and 2, we have

1. The DTMDP problem (thus the SMDP problem too) has an optimal stationary policy.
2. The sequence of policies in Algorithm 1 eventually leads to an \( \epsilon \)-optimal policy.

Proof Sketch: The first part can be proved using the similar techniques in the proofs of Theorem 2.4 of [1] and Proposition 5.2 of [2]. The main idea is to show that (1) \( ||V^t|| \) is bounded thus the vector sequence \( \{ V^t \} \) must have a limit point; (2) every limit point of \( \{ V^t \} \) is a fixed point of \( F(\cdot, \cdot) \), thus leading to an optimal solution.

The second part follows from Theorem 6.1 and Corollary 6.2 of [1]. The main idea is to show that (1) \( ||F(V^t) - V^t|| \leq \epsilon \), then the corresponding policy is \( \epsilon \)-optimal; (2) \( \lim_{t \to \infty} ||F(V^t) - V^t|| = 0 \) (again using the boundedness of \( ||V^t|| \) so that \( ||F(V^t) - V^t|| \leq \epsilon \) holds eventually. Note that this condition is exactly the stopping condition \( \bar{V} - V < \epsilon \) in Algorithm 1 (line 8).

The proof of Theorem 3.3 relies on the key property that the vector sequence \( \{ ||V^t|| \} \) generated by Algorithm 1 is bounded. Due to the coupling of spatial and temporal decisions in our problem, the techniques in [1, 2] cannot be directly applied to prove this fact.

Lemma 3.4. Let Assumptions 1 and 2 hold and \( \{ \kappa_t \} \) be a nondecreasing sequence with \( \kappa_t \in [0, 1] \) for each \( t \). Consider a sequence \( \{ V^t \} \) where \( V^{t+1} = F(\kappa_t V^t) = \min_{P, r} [\tilde{c}(P, r) + \kappa_r \tilde{P}(P, r)V^t] \), then \( ||V^t|| \) is bounded.

Proof Sketch: For a communicating system, for each pair of states \( i \) and \( j \), there exists a stationary policy \( \pi_{ij} \) (with transition matrix \( \tilde{P}(\pi_{ij}) \)) such that \( j \) is accessible from \( i \). The main idea of the proof is to show that the combined matrix \( Q = \frac{1}{\tau_t} \sum_{i \in S} \sum_{j \in S} \tilde{P}_{ij}(\pi_{ij}) \tilde{P}(\pi_{ij}) \) is still a valid transition probability matrix. That is, there exists a policy \( \pi \) such that \( Q = \tilde{P}(\pi) \). This follows from transformations (4) and (5) and the fact that defender can pick an arbitrary transition matrix. Using this property, the fact that \( \{ ||V^t|| \} \) is bounded can be then proved by induction. The detailed proof can be found in our online technical report [13].

3.4 Bilevel Optimization Problem

To compute the optimal value in each iteration with Algorithm 2, we need to solve the following optimization problem for a given scalar \( r \) and a vector \( V^{t-1} \) (line 4 in Algorithm 2): \( V^t (i) = \min_{p} [\tilde{c}(i, p_i, r) + \kappa \sum_{j \in S} \tilde{P}_{ij}(p_i, r)V^{t-1} (j)] \). Substitute \( \tilde{c}(i, p_i, r) \) and \( \tilde{P}_{ij}(p_i, r) \) by their definitions in Equations (4) and (5), and denote \( w_{j,a} \) by \( E(\tau_t - \xi_{a,j})^+ \) and \( \delta_j \) by \( m_j + w_{j-1} - V^{t-1} (j) \) to simplify the notation. Using the similar technique for solving Bayesian Stackelberg games [21], the defender’s bilevel optimization problem in (3) can be modeled as the following Mixed Integer Quadratic Program.

\[ \min_{\tilde{c}(i, p_i, r)} \]
**4.1 Spatial Decision**

4.1.1 **Benmarks and Settings:** In the spatial decision setting, the defender periodically moves in unit time length and the attacker instantaneously compromises the system when he chooses the correct configuration. We compared the MSG model with the original BSG and URS models in [27]. In BSG, the defender determines the next configuration according to a fixed transition probability vector \([p_j]_n\) that is independent of the current configuration. In URS, the defender selects the next configuration uniform randomly.

For fair comparisons, we followed the same data generation method as used in the work by Sengupta et al. [27]. The system has four configurations and the corresponding switching cost is shown in Figure 3. We added an updating cost of 2 to all the switching cost in [27]. In this experiment, we considered three attacker types: the Script Kiddie that could attack Python and PHP, the Database Hacker that is able to attack MySQL and postgreSQL and the Mainstream Hacker that could attack all the techniques. The defender possesses a prior belief of \((0.15, 0.35, 0.5)\) on the three attacker types. The number of attack methods for each of these attacker types is 34, 269 and 48, respectively.

For BSG, the defender’s optimization problem was directly solved with MIQP as in [27]. For MSG, the bi-level optimization problem was solved with MIQP for each configuration in every iteration of Algorithm 1 (with the convergence parameter \(\epsilon = 0.1\)). Since the simulated migration cost could not be directly compared with the attacking cost from NVD, we introduced a parameter \(\alpha\) to adjust the ratio between the attacking cost and the migration cost. That is, instead of the \(m_{ij}\) shown in Figure 3, we used \(\alpha m_{ij}\) as the migration cost from state \(i\) to state \(j\). As \(\alpha\) increases, the migration cost has a larger impact on the defender’s decisions.

4.1.2 **Results:** We varied the value of \(\alpha\) from 0 to 2.5 with an increment of 0.1 and compared the defender’s cost for the three policies: the MSG, the BSG, and the URS (see Figure 4). All three models were restricted to unit length defending period and zero attacking time as the parameter \(\alpha\) increases.

| Alpha | MSG | BSG | URS |
|-------|-----|-----|-----|
| 0     | 0   | 0   | 0   |
| 0.1   | 0   | 0   | 0   |
| 0.2   | 0   | 0   | 0   |
| 0.3   | 0   | 0   | 0   |
| 0.4   | 0   | 0   | 0   |
| 0.5   | 0   | 0   | 0   |
| 0.6   | 0   | 0   | 0   |
| 0.7   | 0   | 0   | 0   |
| 0.8   | 0   | 0   | 0   |
| 0.9   | 0   | 0   | 0   |
| 1.0   | 0   | 0   | 0   |
| 1.1   | 0   | 0   | 0   |
| 1.2   | 0   | 0   | 0   |
| 1.3   | 0   | 0   | 0   |
| 1.4   | 0   | 0   | 0   |
| 1.5   | 0   | 0   | 0   |
| 1.6   | 0   | 0   | 0   |
| 1.7   | 0   | 0   | 0   |
| 1.8   | 0   | 0   | 0   |
| 1.9   | 0   | 0   | 0   |
| 2.0   | 0   | 0   | 0   |
| 2.1   | 0   | 0   | 0   |
| 2.2   | 0   | 0   | 0   |
| 2.3   | 0   | 0   | 0   |
| 2.4   | 0   | 0   | 0   |
| 2.5   | 0   | 0   | 0   |

**Figure 3:** The migration cost in the MTD system. Each row represents a source configuration and each column represents a destination configuration.

**Figure 4:** A comparison of the defender’s cost in the three policies with spatial decisions only - MSG (\(\tau_i = 1\) for all \(i \in S\)) and zero attacking time as the parameter \(\alpha\) increases.

\[1\] Code is available at https://github.com/HengerLi/SPT-MTD.
reason is that although both MSG and BSG enable the defender to choose the respective optimal strategies, MSG allows the defender to vary her strategy according to different source configurations while in BSG the defender must choose the same strategy for all the source configurations (the detail strategies are shown in our technical report [13]). Further, MSG allows both absorbing states (when the system moves in, it always stays there) and transient states (once the system moves out, it never comes back) leading to more flexible system dynamics, which contributes to the lower defending cost. However, these states cannot be achieved by BSG since the only way to always stay in a configuration under BSG is to assign a probability of 1 to that configuration and the only way to never come back to a configuration is to assign a probability of 0 to it, which, however, removes any uncertainty to the attacker. This indicates that MSG can achieve a better trade-off between the migration cost and the loss from attacks.

4.2 Joint Spatial-Temporal Decision

4.2.1 Benchmarks and Settings: In the joint spatial-temporal decision setting, the defender needs to decide not only the next configuration to move to but also the length of each defending period \( \tau \). In our experiments, \( \tau \) is in the range of \([0.1, 2.6]\) with an increment parameter \( \delta = 0.1 \). For MSG, the optimal \( \tau_i \) for each configuration \( i \) was obtained together with the spatial decisions using Algorithm 1. We extended the BSG and URS policies by incorporating the attacking times and the defending periods into the objectives of both the defender and the attacker (as we did in our MSG model), where an identical defending period is used for all the configurations since both policies ignore the source configuration in each migration. To have a fair comparison with MSG, we searched for the optimal defending period for BSG and URS respectively.

We assigned a random attacking time for each attack that aims to compromise the system. The random attacking time \( \xi_{a,j} \) was drawn from the exponential distribution \( \text{Exp}(ES_a) \) (the mean attacking time is \( 1/ES_a \)) when \( a \) is targeting a vulnerability in state \( j \) and \( \xi_{a,j} = +\infty \) otherwise. Here, \( ES_a \) refers to the exploitability score of the vulnerability targeted by attack method \( a \). The \( ES \) score of a vulnerability is a value between 0 and 10 and a higher \( ES \) score means it is easier to exploit the vulnerability [17]. For each vulnerability, we generated 1000 samples from the corresponding exponential distribution and used their average as the attacking time. We used the same migration cost setting as the spatial decision experiment with the migration cost matrix shown in Figure 3.

4.2.2 Results: When the defender is able to decide when to migrate, all three models produce lower cost than the respective models with a fixed unit defending period (see Figure 4 and Figure 5). When \( \alpha \) is small, the attacking cost has a major impact on the defender’s cost. The shorter defending periods lead to more frequent switches that can efficiently increases the uncertainty of the attacker, thus reduce the attacking cost in the end. As \( \alpha \) grows, the migration cost becomes the major factor and the defender’s spatial decision plays a major role on the cost. Thus, all the three models set \( \tau = 2.6 \) eventually to decrease the unit time migration cost. With temporal decisions, BSG and URS are capable to adjust the frequency of migration, which improves their performance significantly. Compared with them, the improvement of MSG is less significant. This is because the simulation considers a relatively small updating cost and MSG allows the defender to partially adjust the migration frequency implicitly by changing the value of \( P_i \) even without introducing explicit temporal decisions. The detailed strategies are provided in our technical report [13].

We observed that, the defender in the MSG model tends to move to configurations with lower attacking cost, namely \((PHP, postgresQL)\) and \((Python, postgresQL)\), and never moves out of them. That is, these two configurations are recurrent states (once the system moves in, it can only move between them) and the other two configurations are transient states of the corresponding Markov chain. Essentially, MSG has advantages over BSG in all the scenarios because it allows a more refined trade-off between migration cost and attacking cost.

5 CONCLUSIONS

In this paper we consider a defender’s optimal moving target problem in which both the sequence of system configurations and the timing of switching are important. We introduce a Markov Stackelberg Game framework to model the defender’s spatial and temporal decision making that aims to minimize the loss caused by compromises of the system and the cost required for migration. We formulate the defender’s optimization problem as an average-cost SMDP and transform the SMDP problem into a DTMDP problem that can simplify the problem. Then we propose a value iteration algorithm with convergence guarantee to compute the near-optimal defense policies. Experimental results on real-world data demonstrate that our algorithm outperforms the state-of-the-art benchmarks for MTD. Our Markov Stackelberg Game model precisely captures the defender’s spatial-temporal decision making in face of adaptive and sophisticated attackers and can potentially be applied to other security scenarios beyond moving target defense.
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