Variational Methods in Semilinear Wave Equation with Nonlinear Boundary Conditions and Stability Questions
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Abstract We present variational approach to the semilinear equation of the vibrating string
\[ x_{tt}(t, y) - \Delta x(t, y) + l(t, y, x(t, y)) = 0 \]
in bounded domain and certain type of nonlinearity on the boundary. To this effect we derive new dual variational method. Next the question of stability of solutions with respect to initial conditions is discussed.
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1 Introduction

We assume \( \Omega \) to be an open bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \), with sufficiently smooth boundary \( \Gamma \). In the paper we study, over a finite interval \([0, T], T < \infty \) (\( T \)—arbitrary but fixed) the second order semilinear wave equation with nonlinearity containing source terms in the interior of the domain and dissipation and source terms on its boundary:

\[
\begin{align*}
    x_{tt}(t, y) - \Delta x(t, y) + l(t, y, x(t, y)) &= 0, \text{ in } (0, T) \times \Omega, \\
    \partial_{\nu} x(t, y) + x(t, y) + g(t, y, x_t(t, y)) &= h(t, y, x(t, y)) \text{ on } \Sigma = (0, T) \times \Gamma, \\
    x(0, \cdot) &= x^0(\cdot) \in H^1(\Omega), \quad x_t(0, \cdot) = x^1(\cdot) \in L^2(\Omega).
\end{align*}
\]  

(1)

Studying the above problems have long history see e.g. [2–4,6,8–10]. In most of these papers nonlinearities do not depend on \((t, y)\) and are of special type and they concern well-posedness of the system given by (1) on the finite energy space, i.e. \( H^1(\Omega) \times L^2(\Omega) \). The well-posedness included existence and uniqueness of both local and global solutions. However, as it is shown in [9] if we want to admit more general nonlinearities then we cannot expect well-posedness in Hadamard sense. The main difficulty and the novelty of the problems considered here relate to the presence of the boundary nonlinear term \( h(t, y, x) \). This difficulty has to do...
with the fact that Lopatinski condition does not hold for the Neumann problem. The above translates into the fact that in the absence of the damping, the linear map $h \rightarrow (x(t), x_t(t))$, is not bounded from $L^2(\Sigma) \rightarrow H^1(\Omega) \times L^2(\Omega)$, unless the dimension of $\Omega$ is equal to one. More details on this problem are discussed in [4,9].

In this paper we study a global existence question over a finite interval $[0, T]$, $T < \infty$ for different types of nonlinearities $l$, $g$, $h$, than in [2,4,9,20] and depending on $(t, y)$ and so we are not interested in well-posedness in Hadamard sense. But, we will prove stability of the system with respect to initial conditions i.e. continuous dependence (in some new sense) with respect to initial conditions.

It is well known that in general the nonlinearities $l$, $h$ may drive the solution of (1) to blow up in finite time [2,12,14,23,25–28] (see also discussion in [9] in context of appearance of the dissipation $g$). In order to exclude such a case we impose some interaction between structure of $l$, quantity of initial condition $x^0(\cdot) \in H^1(\Omega)$ and length of time $T$ (see the assumption As). The importance of the problem with nonlinearity on the boundary appears in optimal control theory see e.g. [9,10,15–17] and the references therein. The problems like (1) were studied mostly by topological method, semigroup theory or monotone operator theory (see [3,9,10] for discussion about that). As it is known to the author there are no papers studying (1) with nonlinearity on the boundary by variational method except the author’s papers [19–22] where a different type of nonlinearities were investigated (linear combination of monotone function or difference of two functions with strong assumptions). We would like to stress that just using the variational approach the dissipation term $h$ may drive the solution of (1) to blow down. Convexity is exploited in the paper in different forms and just convexity eliminates other assumptions. The general nonlinearity of the interior source has the form:

$$l(t, y, x) = \pm F_x(t, y, x) - G_x(t, y, x), \quad x \in \mathbb{R}, \quad (t, y) \in (0, T) \times \Omega$$

where $F$, $G$ are $C^1$ and $F$ is additionally a convex functions with respect to third variable. It turns out that in this case a size of initial conditions is not essential, however some restrictions on initial conditions are hidden in (Hf) and (As) below.

We shall study (1) by variational method. However, we shall not consider (1) as the Euler—Lagrange equations of any functional. Instead, we shall investigate two functionals one in interior domain

$$J^F(x) = \int_0^T \int_\Omega \left( \frac{1}{2}|\nabla x(t, y)|^2 - \frac{1}{2} |x_t(t, y)|^2 + F_x(t, y, x(t, y)) - x(t, y)G_x(t, y, x(t, y)) \right) dy dt - (x^0(\cdot), x^1(\cdot))_{L^2(\Omega)},$$

and the second on the boundary

$$J^H(x) = \int_0^T \int_\Gamma \left( H(t, y, x(t, y)) + H^*(t, y, -\partial_y x(t, y) - g(t, y, x_t(t, y)) + h(t, y, x(t, y))) ight) dy dt - x(t, y) (-\partial_y x(t, y) - g(t, y, x_t(t, y)) + h(t, y, x(t, y)))dy dt$$

where $\partial_y$ is the normal derivative on the boundary.
defined on some subspaces of the space $C([0, T]; H^1(\Omega))$ and $C([0, T]; H^1(\Gamma))$, respectively, discussed below. $H^*$ is the Fenchel conjugate to $H$. Just studying functionals (3) and (4) we do not need to use energy functionals for system (1), which are standard tools to study relations between nonlinearity, length of time $T$ and quantity of initial condition $x^0$.

Our purpose is to investigate (1) by studying critical points of functional (3). To this effect we apply a new duality approach. As it is easy to see, functional (3) is unbounded in $C([0, T]; H^1(\Omega))$ and this is a reason for which we are looking for critical points of $J^F$, different than extremum or minmax type. Our aim is to find a nonlinear subspace $X^F$ of $C([0, T]; H^1(\Omega))$ and study (3) just only on $X^F$. In last section we prove stability of solutions of (1) when $x^0(\cdot)$ and $x^1(\cdot)$ are changing in a suitable way.

First we will study the equation
\[ \partial_\nu x(t, y) + x(t, y) + g(t, y, x_t(t, y)) = h(t, y, x(t, y)) \quad \text{on} \quad (0, T) \times \Gamma, \]
\[ x(0, \cdot) = x^0(\cdot) \in H^1(\Gamma), \]  
(5)
with the help of the functional $J^{\Gamma}(x)$ (see (4))—Sect. 3. Next we solve
\[ x_t(t, y) - \Delta x(t, y) + l(t, y, x(t, y)) = 0 \quad \text{in} \quad (0, T) \times \Omega, \]
\[ x(t, y) = x^{\Gamma}(t, y) \quad \text{on} \quad (0, T) \times \Gamma, \]
\[ x^0(0, \cdot) = x^0(\cdot) \in H^1(\Omega), \]
\[ x(0, \cdot) = x^0(\cdot) \in H^1(\Omega), \]
(6)
where $x^{\Gamma}$ is a solution of (5), with the help of the functional $J^F(x)$ (see (3))—Sect. 4 for the case $l(t, y, x) = F_x(t, y, x) - G_x(t, y, x)$.

2 Main Results

We will focus on the case when $n \geq 3$ ($n = 2$ being the least interesting, since the concept of criticality of Sobolev’s embedding is much less pronounced). First we formulate results concerning problem (5), its relation (see [1]) to the functional $J^{\Gamma}(x)$ and problem (6). To this effect we need to explain what we mean by $x^0(\cdot) \in H^1(\Gamma)$ in (5), $x^0(\cdot) \in H^1(\Omega)$ in (6) and the normal derivative $\partial_\nu x(t, y)$ in (5) and in (4). To this effect define $\tilde{H}^1(\Gamma) = \{ x \in H^1(\Omega) : x|_{\Gamma} \in H^1(\Gamma) \}$ and we shall consider the space $C([0, T]; \tilde{H}^1(\Gamma))$. Therefore by the normal derivative $\partial_\nu x(t, y)$ in (5) and also in (4) we mean normal derivative of a function $x(\cdot, \cdot) \in C([0, T]; H^1(\Omega)) \cap C([0, T]; \tilde{H}^1(\Gamma))$. Thus let $x^0 \in \tilde{H}^1(\Gamma)$. We use a set
\[ U^t = \{ x : x(t, \cdot) = x^0(\cdot) + tw(\cdot), \quad w \in \tilde{H}^1(\Gamma) \}, \quad t \in [0, T] \]
and the functional
\[ J^{\Gamma}_t(x) = \int_\Gamma (H(t, y, x(t, y)) + H^*(t, y, -\partial_\nu x(t, y) - g(t, y, x_t(t, y))) \]
\[ + h(t, y, x(t, y))) - x(t, y)(-\partial_\nu x(t, y) - g(t, y, x_t(t, y)) + h(t, y, x(t, y))))dy \]
(7)
considered on $U^t$, $t \in [0, T]$ and $H(t, y, x) = \frac{1}{2}x^2$. That means we are looking for solutions to (5) in $U^t$, $t \in [0, T]$. Therefore, if such a solution belonging to $U^t$, $t \in [0, T]$, exists it is a strong solution to (5).

Assumptions concerning problem (5):
(H1) $h(\cdot, \cdot, v)$ is measurable in $[0, T] \times \Gamma$ for each $v \in \mathbb{R}$, $h(t, y, \cdot)$ is continuous in $\mathbb{R}$, for $(t, y) \in [0, T] \times \Gamma$ and satisfies the growth condition

$$- h(t, y, x) \geq c(t, y) |x|^\alpha + d(t, y), \quad t \in [0, T], \quad (t, y, x) \in (0, T) \times \Gamma \times \mathbb{R},$$

where $\alpha > 1$ any fixed, $c(t, y) > 0$, $d(t, y) \geq 0$, $(t, y) \in (0, T) \times \Gamma$, $h(\cdot, \cdot, x(\cdot, \cdot)) \in L_2(\Sigma)$ for $x(t, \cdot) \in U^t$, $t \in [0, T]$, $g(\cdot, \cdot, s)$ is measurable in $(0, T) \times \Gamma$, $s \in \mathbb{R}$, $g(t, y, \cdot)$ is continuous in $\mathbb{R}$, $g(\cdot, \cdot, x(\cdot, \cdot)) \in L_2(\Sigma)$ for $x(t, \cdot) \in U^t$, $t \in [0, T]$ and satisfies the growth condition

$$g(t, y, s) \geq a(t, y) |s|^r + b(t, y), \quad (t, y, s) \in (0, T) \times \Gamma \times \mathbb{R}$$

for some $a, b \in L^\infty((0, T) \times \Gamma)$, $a \geq 0$, $b \geq 0$, $r \geq 1$.

Remark 1 The unique restriction on nonlinearity is that only the growth on $g$ and $h$ are imposed. Moreover we would like to stress that $x^0 \in \bar{H}^1(\Gamma)$, thus we impose a little bit more regularity on initial condition $x^0 \in H^1(\Omega)$.

Being inspired by Brezis–Ekeland [7] (see also [18]) we formulate the variational principle for problem (5).

Proposition 1 $x_{t'}(t, \cdot) \in U^t$, $t \in [0, T]$ is a solution to (5) if and only if $x_{t'}(t, \cdot)$ affords a minimum to the functional $J_{t'}$, defined on $U^t$, $t \in [0, T]$ and $J_{t'}(x_{t'}) = 0$.

Proposition 2 Under assumption (H1) there is an $x_{t'}(t, \cdot) \in U^t$ which affords a minimum to the functional $J_{t'}$, defined on $U^t$, $t \in [0, T]$ and $J_{t'}(x_{t'}) = 0$.

Corollary 1 The problem (5) has a solution $x_{t'}(t, \cdot) \in U^t$, $t \in [0, T]$.

Remark 2 It is worth to note that the damping term $g$ may be zero i.e. it has not influence on existence of solutions to (5) in $U^t$, $t \in [0, T]$. Usually (see [4,5,9]), damping term $g$ is monotonic and source term $h$ is smooth but not necessarily monotonic, in our case we have, the source term of the form $x - h$ and dissipation term $g$ is only continuous and satisfying some growth condition. The reason is that we use quite different approach to solve (1). We would like to stress, once more, that just convexity of $k \to H(t, y, k) = \frac{1}{2}k^2$ is very important here and plays a crucial role in the proof—it eliminates a role of damping term $g$. Just different method used here allows significantly relaxed assumptions concerning problem (1). We assume only that the term $h$ is only continuous in $x$ and satisfies the growth condition (8). Moreover we admit (this is done first time - to the best knowledge of the author) dependence of $h$ on $(t, y)$ (compare [5,20] and literature therein). In our case solutions of (5) are independent of solutions of (6). It is necessary to stress that solution to (5) exists on each finite interval $[0, T]$, as long as assumption (H1) is satisfied on this interval, i.e. our assumptions depend on the interval $[0, T]$.

We introduce the definition of a weak solution to (6):

Definition 1 (weak solution) By a weak solution to (6), defined on a given interval $[0, T]$, we mean a function $x \in U$, where

$$U = \left\{ x : x \in C([0, T]; H^1(\Omega)), \quad \frac{\partial x}{\partial t} \in C([0, T]; L_2(\Omega)), \quad x(0, y) = x^0(y), \quad x_t(0, y) = x^1(y), \quad y \in \Omega, \quad x(t, y) = x_{t'}(t, y), \quad (t, y) \in \Sigma \right\}.$$
such that for all $\varphi \in U_{\varphi}$

$$
\int_0^T \int_\Omega (-x_t \varphi_t + \nabla x \nabla \varphi) dy dt + \int_0^T \int_\Omega l \varphi dy dt = \int_0^T \int_\Gamma (-x - g + h) \varphi dy dt
$$

$$
- \int x_t(T, y) \varphi(T, y) dy + \int_\Omega x_t(0, y) \varphi(0, y) dy,
$$

where

$$U_{\varphi} = \left\{ \varphi : \varphi \in C([0, T]; H^1(\Omega)), \frac{\partial \varphi}{\partial t} \in C([0, T]; L^2(\Omega)), \varphi |_{\Sigma} \in L^2(\Sigma) \right\}.$$

We shall consider $U$ with a topology induced by the norm

$$\| x \|_U = \| x \|_{C([0, T]; H^1(\Omega))} + \| x_t \|_{C([0, T]; L^2(\Omega))}.$$

**Remark 3** The weak solution considered in this paper is stronger than e.g. in [5] where $x \in C_w([0, T]; H^1(\Omega)), \frac{\partial x}{\partial t} \in C([0, T]; L^2(\Omega))$ ($C_w([0, T]; Y)$ denotes the space of weakly continuous functions with values in a Banach space $Y$).

The main contribution of this paper is a relaxation of assumptions on nonlinearities $l$ and $h$. Moreover, in spite of lack of uniqueness results we have global (for given finite interval $[0, T]$) existence theorem to (1) and continuous dependence of solutions with respect to initial data in the following sense:

**Definition 2** For given sequences $\{x_0^n\} \subset H^1(\Gamma), \{x_1^n\} \subset L^2(\Omega)$, converging to $\overline{x}_0^0$ in $H^1(\Gamma), \overline{x}_1^1$ in $L^2(\Omega)$, respectively, there is a subsequence of $\{x_n\}$—solutions to (1) corresponding to $\{x_0^n\}, \{x_1^n\}$, which we denote again by $\{x_n\}$ weakly convergent in $H^1((0, T) \times \Omega)$ and strongly in $L^2((0, T) \times \Omega)$ to an element $\overline{x} \in U$ being a solution to (1) corresponding to $\overline{x}_0^0, \overline{x}_1^1$.

To formulate assumptions concerning equation (6) we need to recall some theorems from [13]—linear case of (6) which we use as a starting point to study (6).

**Theorem 1** Let $\overline{G} (\cdot, \cdot) \in L^1(0, T; L^2(\Omega)), x_t (t, \cdot) \in U^t, t \in [0, T], \text{ is a solution to (5),}$

$\overline{x}_0^0 \in H^1(\Gamma), \overline{x}_1^1 \in L^2(\Omega)$ with the compatibility condition: $x_t(0, y) = x_0^0(y), y \in \Gamma$. Then there exists $\overline{x}$ being a unique weak solution to

$$
\begin{align*}
&x_{tt}(t, y) - \Delta x(t, y) = \overline{G}(t, y), \\
x(0, y) = x_0^0(y), &x_t(0, y) = x_1^1(y), y \in \Omega, \\
x(t, y) = x_t(t, y), & (t, y) \in \Sigma
\end{align*}
$$

(9)

and such that $\overline{x} \in C([0, T]; H^1(\Omega)), \overline{x}_t \in C([0, T]; L^2(\Omega)), \partial_\nu \overline{x} \in L^2(\Sigma)$,

$$
\left\| \overline{x} \right\|_{C([0, T]; H^1(\Omega))} \leq C \left( \| \overline{G} \|_{L^1(0, T; L^2(\Omega))} + \| x_t \|_{H^1(\Omega)} + \| x_0^0 \|_{H^1(\Omega)} + \| x_1^1 \|_{L^2(\Omega)} \right),
$$

$$
\left\| \overline{x}_t \right\|_{C([0, T]; L^2(\Omega))} \leq D \left( \| \overline{G} \|_{L^1(0, T; L^2(\Omega))} + \| x_t \|_{H^1(\Omega)} + \| x_0^0 \|_{H^1(\Omega)} + \| x_1^1 \|_{L^2(\Omega)} \right)
$$

with some $C > 0, D > 0$ independent of a choice of $\overline{G} (\cdot, \cdot) \in L^1(0, T; L^2(\Omega))$. 

\text{Springer}
Shortly the solution \( \tilde{x} \) from the above theorem may be estimated by
\[
\| \tilde{x} \|_{C([0,T];H^1(\Omega))} \leq C \| \tilde{G} \|_{L^1(0,T;L^2(\Omega))} + E^w, \tag{10}
\]
\[
\| \tilde{x}_t \|_{C([0,T];L^2(\Omega))} \leq D \| \tilde{G} \|_{L^1(0,T;L^2(\Omega))} + A^w, \tag{11}
\]
where \( E^w = C(\|x_t^0\|_{H^1(\Sigma)} + \|x^0\|_{H^1(\Omega)} + \|x^1\|_{L^2(\Omega)}) \) and \( A^w = D(\|x_t^0\|_{H^1(\Sigma)} + \|x^0\|_{H^1(\Omega)} + \|x^1\|_{L^2(\Omega)}) \) and in the paper we will just use the last estimations.

**Everywhere below constants** \( C \) and \( D \) will always denote those occurring in (10), (11).

Note that then \( \| \tilde{x} \|_U \leq (C + D) \| \tilde{G} \|_{L^1(0,T;L^2(\Omega))} + (E^w + A^w) \)

Assumptions concerning Eq. (1).

(A) Let \( F \) and \( G \) be functions of the variable \((t, y, x) \in [0, T] \times \Omega \times \mathbb{R}\). Assume that

(i) for any \( x \in \mathbb{R} \), \( F(y, \cdot, x) \) and \( G(y, \cdot, x) \) are measurable,

(ii) for any \((t, y)\), \( F(t, y, \cdot) \), \( G(t, y, \cdot) \) are continuously differentiable,

(iii) for any \((t, y)\), \( F(t, y, \cdot) \) is convex,

(iv) \( F(t, y, x) \geq a(t, y)x + b(t, y), (t, y, x) \in [0, T] \times \Omega \times \mathbb{R} \), for some \( a, b \in L^1(0, T; \Omega \times \mathbb{R}) \), \( a > 0 \),

(v) assume that our original nonlinearity \( l \) (see (6)) has the form
\[
l = F_x - G_x \tag{12}
\]
or
\[
l = -F_x - G_x
\]
and that there exist constants \( E_F, E_G \) such that
\[
\| F_x(x) \|_{L^1(0,T;L^2(\Omega))} \leq E_F, \| G_x(x) \|_{L^1(0,T;L^2(\Omega))} \leq E_G, \quad x \in X^F
\]
(we use the notation \( K_x(z) = K_x(t, y, z(t, y)) \), where
\[
X^F = \{ u \in U : \| u \|_U \leq (C + D)(E_F + E_G) + (E^w + A^w) \} .
\]

For every \( x \in X^F \) consider a weak solution \( \tilde{x} \in U \) of the problem
\[
\tilde{x}_{tt}(t, \cdot) - \Delta \tilde{x}(t, \cdot) = -l(t, y, x(t, \cdot)) \text{ in } (0, T) \times \Omega,
\]
\[
\tilde{x}(t, \cdot) = x^0(t, \cdot) \text{ on } (0, T) \times \Gamma, \quad x^0(\cdot, 0) = x^0(\cdot), \quad \tilde{x}(0, \cdot) = x^1(\cdot) \in L^2(\Omega).
\]

Define the map \( \mathcal{H} \) assigning to \( x \in X^F \) a weak solution \( \tilde{x} \in U \) of the above linear problem.

Let us put \( X^F = \mathcal{H}(X^F) \).

**Theorem 2** (Main theorem). Under (A) and \((HGamma)\) there exists \( \overline{x} \in X^F \) such that
\[
J^F(\overline{x}) = \sup_{x \in X^F} J^F(x)
\]
and \( \overline{x} \) is a weak solution to (6).

**Remark 4** We would like to stress that the result obtained in the paper is of global type—for each given, but fixed \( T < \infty \). However assumption (A) shows us that there is a certain relation between the type of nonlinearity and the quantity of \( T \), i.e. \( \| F_x(x) \|_{L^1(0,T;L^2(\Omega))} \), \( \| G_x(x) \|_{L^1(0,T;L^2(\Omega))} \) have to be bounded in some ball of \( U \cap L^1(0, T; L_q(\Omega)), q > 1 \).

Moreover, we do not admit the case \( T = \infty \). The known results concerning existence of
global solutions to (1) (without uniqueness and damping term) assume that nonlinearity \( l \) is locally Lipschitz and sublinear at infinity or of polynomial growth \(|s|^{p-1} s (p \text{ such that } H^1(\Omega) \subset L_{p+1}(\Omega))\) with additional boundedness for initial data (see e.g. [9]). We do not assume that \( l \) is locally Lipschitz from \( H^1(\Omega) \rightarrow L_{p+1}(\Omega) \), as \( x \rightarrow l(x) \) is only continuous in \( \mathbb{R} \). Instead, we assume the special structure of \( l \) (see (12))—a combination of monotone function and continuous ones. Moreover the assumptions: \( F_x(x), G_x(x) \) are bounded in some ball imply growth conditions for \( l \). Some type of boundedness for initial data are hidden in the definitions of the set \( X^F \). We would like to stress that \( l \) is only continuous in \( x \), usually \( l \) is at least of \( C^1 \) (see e.g. [4,5,9]). Moreover we are looking for solutions in the bounded set \( X^F \), so all solutions are bounded in the norm of \( C([0, T]; H^1(\Omega)) \). This is a case which is often assumed to get global solution (see [4,9] and references therein).

We illustrate the above theorem (its assumptions) by an example.

**Example 1** Put \( n = 3 \). Assume that \( \Omega \) is a ball with center at zero and volume \( 1/2 \) and let \( T = 1/2 \). We can assume that our constants \( C = 1/4 \) and \( D = 1/4 \). Put \( g = 0 \) and \( h(t, y, x) = -t^2 \cos(y_1 y_2 y_3) |x|^5 \). Then assumptions (H\( \Gamma \)) are satisfied. Let \( F(t, y, x) = \sqrt{t} \sin(y_1 y_2 y_3) x^4 \) and \( G(t, y, x) = (1/\sqrt{t}) y_2 \tan x \), \( x^0 = 0 \), \( x^1 = 1/8 \). Hence for \( E^w \) we can take \( 1/4 \) and similarly for \( A^w = 1/4 \) and let us take \( E_F = 1/2 \), \( E_G = 1/2 \) so \( X^F = \{ v \in U : \|v\|_U \leq (1/2)(1/2 + 1/2) + (1/4 + 1/4) \} \). Thus for each \( v \in X^F \)

\[
\max_{(0,1/2) \times \Omega} |v(t, y)| \leq 1,
\]

therefore \( \|F_x(x)\|_{L^1(0,T;L^2(\Omega))} \leq 1/2 \), \( \|G_x(x)\|_{L^1(0,T;L^2(\Omega))} \leq 1/2 \), for \( x \in X^F \). Hence we infer that the assumptions (As) are satisfied too.

We have no uniqueness of solutions to (1), but a kind of continuous dependence on initial data is still possible.

**Theorem 3** Assume (H\( \Gamma \)) and (As). Let \( \{x^0_n\}, \{x^1_n\} \) be given sequences in \( \bar{H}^1(\Gamma), L^2(\Omega) \) respectively, converging to \( \bar{x}^0, \bar{x}^1 \) in \( H^1(\Omega), L^2(\Omega) \) respectively and such that

\[
\|\bar{x}^0_n\|_{C([0,T];H^1(\Omega))} \leq C(E_F + E_G) + E^w, \\
\|\bar{x}^1_n\|_{C([0,T];L^2(\Omega))} \leq D(E_F + E_G) + A^w, n = 1, 2, \ldots.
\]

Then there is a subsequence of \( \{x_n\} \)—solutions to (1) corresponding to \( \{x^0_n\}, \{x^1_n\} \), which we denote again by \( \{x_n\} \) weakly convergent in \( H^1((0,T) \times \Omega) \) and strongly in \( L^2((0,T) \times \Omega) \) to an element \( \bar{x} \in U \) being a solution to (1) corresponding to \( \bar{x}^0, \bar{x}^1 \).

Let \( F^* \) be the Fenchel conjugate of \( F \). Define a dual to \( J^F \) functional

\[
J^F_D : H^1((0,T) \times \Omega) \times H^1((0,T) \times \Omega)^p \times L^2((0,T, L^2(\Omega)) \rightarrow \mathbb{R},
\]

as:

\[
J^F_D (p, q, z) = - \int_0^T \int_\Omega F^*(t, y, (-p_t(t, y) + div q(t, y) + z(t, y)))dydt - \frac{1}{2} \int_0^T \int_\Omega |q(t, y)|^2 dydt + \frac{1}{2} \int_0^T \int_\Omega |p(t, y)|^2 dydt - \langle \bar{x} (T, \cdot), \ p (T, \cdot) \rangle_{L^2(\Omega)} - \int_\Sigma x_{\Gamma} (t, y) \langle q(t, y), v(y) \rangle dydt,
\]

\( \odot \) Springer
and the inequality
\[
H(t, y, x(t, y)) + H^*(t, y, -\partial_y x(t, y) - g(t, y, x_t(t, y)) + h(t, y, x(t, y))) \\
\geq x(t, y) (-\partial_y x(t, y) - g(t, y, x_t(t, y)) + h(t, y, x(t, y)))
\]
which holds for all \(x(t, \cdot) \in U^*, t \in [0, T].\)

\(\Box\)

Springer
Let us notice that the sets $U^t$ are nonempty. We will study the functional $J^t(x)$ on $U^t$, $t \in [0, T]$ and we prove under hypothesis (H1) that there exists a minimum to the functional $J^t$, i.e. the proof of Proposition 2.

**Proof of Proposition 2** Let us notice that $J^t(x(t, \cdot))$ is bounded below in $U^t$, $t \in [0, T]$, in fact, $J^t(x(t, \cdot)) \geq 0$ and weakly lower semicontinuous in $U^t$, $t \in [0, T]$. Moreover, let us observe, by (H1), $J^t(x(t, \cdot)) \to \infty$ when $\|x(t, \cdot)\|_{H^1(\Gamma)} \to \infty$. Really, it is enough to notice that for $t \in [0, T]$ and $x \in U^t$

$$J^t(x(t, \cdot)) = \frac{1}{2} \int_{\Gamma} (x(t, y) + \partial_v x(t, y) + g(t, y, x_t(t, y)) - h(t, y, x(t, y)))^2 dy$$

\[ \geq \frac{1}{2} \int_{\Gamma} (x(t, y) + \partial_v x(t, y) + a(t, y) |x_t(t, y)|^r + b(t, y) + c(t, y) |x(t, y)|^\alpha + d(t, y))^2 dy. \] (21)

From (21) we infer that $\|x_n(t, \cdot)\|_{L^2(\Gamma)}$ and $\|x_{tn}(t, \cdot)\|_{L^2(\Gamma)}$ are bounded for minimizing sequence $\{x_{tn}(t, \cdot)\}$ of $J^t_{\Gamma}$ and next from

$$J^t(x(t, \cdot)) \geq \frac{1}{2} \left( \|\nabla x(t, \cdot)\|_{L^2}^2 - \|a(t, \cdot) |x_t(t, \cdot)|^r + b(t, \cdot) + c(t, \cdot) |x(t, \cdot)|^\alpha + d(t, \cdot)\|_{L^2}^2 \right)$$

it follows that $\|\nabla x_n(t, \cdot)\|_{L^2(\Gamma)}$ is bounded. Thus, there is a subsequence of $\{x_n(t, \cdot)\}$ (which we again denote by $\{x_n(t, \cdot)\}$) such that it is weakly convergent to some $x_\Gamma$ in $H^1(\Gamma)$ and pointwise convergent to it. Therefore, for each $t \in [0, T]$, lim $\inf_{n \to \infty} J^t_{\Gamma}(x_n(t, \cdot)) \geq J^t_{\Gamma}(x_\Gamma(t, \cdot))$. Now let us define the dual functional to $J^t_{\Gamma}$, $t \in [0, T]$, by

$$J^t_{\Gamma,D}(x) = \int_{\Gamma} (H(t, y, -x(t, y)) + H^*(t, y, \partial_v x(t, y)) - g(t, y, -x_t(t, y)) + h(t, y, -x(t, y))) + x(t, y)(\partial_v x(t, y)) - g(t, y, -x(t, y)) + h(t, y, -x(t, y)))dy. \] (22)

It is clear that $J^t_{\Gamma}(x(t, \cdot)) = J^t_{\Gamma,D}(-x(t, \cdot))$ for all $x(t, \cdot) \in U^t$ and so

$$\inf_{x \in U^t} J^t_{\Gamma}(x(t, \cdot)) = \inf_{x \in U^t} J^t_{\Gamma,D}(-x(t, \cdot)), t \in [0, T].$$

By the duality theory for convex functionals (see [11, 18]) we have that $\inf_{x \in U^t} J^t_{\Gamma}(x(t, \cdot)) = -\inf_{x \in U^t} J^t_{\Gamma,D}(x(t, \cdot)), t \in [0, T]$. Hence we infer that $J^t_{\Gamma}(x_\Gamma(t, \cdot)) = 0$. \[\square\]

**Proof of Corollary 1** This is a direct consequence of two above Propositions 1 and 2. \[\square\]

**4 Proof of Existence for Problem (6)**

Consider equation (with $x_\Gamma \in H^1(\Sigma)$ being a solution to (5))

\[ \begin{align*}
x_{tt}(t, y) - \Delta x(t, y) + F_x(t, y, x(t, y)) - G_x(t, y, x(t, y)) &= 0, \text{ in } (0, T) \times \Omega, \\
x(t, y) &= x_\Gamma(t, y), \ (t, y) \in \Sigma, \\
x(0, \cdot) &= x^0(\cdot) \in \tilde{H}^1(\Gamma), \ x_t(0, \cdot) = x^1(\cdot) \in L^2(\Omega). 
\end{align*} \] (23)
and corresponding to (23) the functional
\[
J^F(x) = \int_0^T \int_\Omega \left( \frac{1}{2} |\nabla x(t, y)|^2 - \frac{1}{2} |x_t(t, y)|^2 \right) \, dy \, dt \\
+ \int_0^T \int_\Omega (F(t, y, x(t, y)) - x(t, y) G_x(t, y, x(t, y))) \, dy \, dt \\
- (x^0(\cdot), x^1(\cdot))_{L_2(\Omega)} 
\]
(24)
defined on $U$. Notice that (23) is not the Euler–Lagrange equation for the action functional $J^F$.

The dual functional to (24), for any given $w \in U$, now reads
\[
J^D_D(p, q) = -\int_0^T \int_\Omega F^*(t, y, p_t(t, y) - div q(t, y) + G_x(t, y, w(t, y))) \, dy \, dt \\
- \frac{1}{2} \int_0^T \|q(t, \cdot)\|_{L_2(\Omega)}^2 \, dt + \frac{1}{2} \int_0^T \|p(t, \cdot)\|_{L_2(\Omega)}^2 \, dt \\
- (\chi(T, \cdot), p(T, \cdot))_{L_2(\Omega)} - \int_\Sigma x^R(t, y) \langle q(t, y), v(y) \rangle \, dy dt, 
\]
(25)
for a.e. $t \in [0, T]$, $p_t(T - t, \cdot) + div q(t, \cdot)$ is an element of $L_2(\Omega)$ and $F^*(t, y, \cdot)$ is Fenchel conjugate to $x \mapsto F(t, y, x)$, hence
\[
\int_0^T \int_\Omega F^*(t, y, p_t(t, y) - div q(t, y) + G_x(t, y, w(t, y))) \, dy \, dt \\
= \sup_{v \in L_2([0,T] \times \Omega)} \left\{ \int_0^T \int_\Omega (p_t(t, y) - div q(t, y) + G_x(t, y, w(t, y))) v(t, y) \, dy \, dt \\
- \int_0^T \int_\Omega F(t, y, v(t, y)) \, dy \, dt \right\}
\]
and
\[
J^D_D: U_D = \left\{ (p, q) : p \in C([0, T]; L_2(\Omega)), \ p_t(\cdot, \cdot) - div q(\cdot, \cdot) \in L^1(0, T; L_2(\Omega)), \ p(0, \cdot) = x^1(\cdot), \ q \in L^1(0, T; (L_2(\Omega))^n) \right\} \to \mathbb{R}. 
\]

We prove the following

**Lemma 1** There exist constants $C^w_1$, $C^w_2$, $C^w_3$, $C^w_4$ independent on $x \in X^F$ such that
\[
\|v\|_{L_2(0,T;H^1(\Omega))} \leq C^w_1, \ \|v_t\|_{L_2(0,T;L_2(\Omega))} \leq C^w_2, \\
\|v_t\|_{L_2(0,T;H^{-1}(\Omega))} \leq C^w_3, \ \|\Delta v\|_{L_2(0,T;H^{-1}(\Omega))} \leq C^w_4, \\
\|v\|_{C([0,T];H^1(\Omega))} \leq C (E_F + E_G) + E^w, \\
\|v_t\|_{C([0,T];L_2(\Omega))} \leq D (E_F + E_G) + A^w, \\
\|v\|_U \leq (C + D) (E_F + E_G) + (E^w + A^w),
\]
where $v$ is the weak solution of the problem
\[
v_{tt}(t, y) - \Delta v(t, y) = -F_x(t, y, x(t, y)) + G_x(t, y, x(t, y)) in (0, T) \times \Omega, \\
v(0, y) = x^0(y), \ y \in \Omega, \\
v_t(0, y) = x^1(y), \ x^0 \in H^1(\Gamma), \ x^1 \in L_2(\Omega), \\
v(t, y) = x^R(t, y), \ (t, y) \in \Sigma \]
with \( x \in X^F \).

**Proof** Fix arbitrary \( x \in X^F \). Since \( x \in U \) and by the assumptions on \( F \) and \( G \), see \((\text{As})\), it follows that \( F_x(\cdot, \cdot, x(\cdot, \cdot)), G_x(\cdot, \cdot, x(\cdot, \cdot)) \in L^1(0, T; L^2(\Omega)) \). Hence by Theorem 1 and (10) there exists a unique solution \( v \in U \) of our problem for the Eq. (26) satisfying \( \|v\|_{C([0,T];H^1(\Omega))} \leq C (E_F + E_G) + E^w \). Taking into account the definition of the set \( X^F \), we get the following estimation, independent of \( x \in X^F \)

\[
\|v\|_{L^2(0,T;H^1(\Omega))} \leq TC (E_F + E_G) + TE^w,
\]

by (11)

\[
\|v_t\|_{L^2(0,T;L^2(\Omega))} \leq TD (E_F + E_G) + TA^w
\]

and since for some \( E_1: \|\Delta v\|_{L^2(0,T;H^{-1}(\Omega))} \leq E_1 \|v\|_{L^2(0,T;H^1(\Omega))} \) thus

\[
\|v_{tt}\|_{L^2(0,T;H^{-1}(\Omega))} \leq E_1 TC (E_F + E_G) + E_1 TE^w + (E_F + E_G)/T.
\]

Hence, putting

\[
\begin{align*}
C_1^w &= TD (E_F + E_G) + TA^w, \\
C_2^w &= TC (E_F + E_G) + TE^w, \\
C_3^w &= E_1 TC (E_F + E_G) + E_1 TE^w + (E_F + E_G)/T
\end{align*}
\]

and

\[
C_4^w = E_1 TC (E_F + E_G) + E_1 TE^w
\]

we infer the first assertion of the lemma. Further by (10) and (11) we get

\[
\begin{align*}
\|v\|_{C([0,T];H^1(\Omega))} &\leq C (E_F + E_G) + E^w, \\
\|v_t\|_{C([0,T];L^2(\Omega))} &\leq D (E_F + E_G) + A^w
\end{align*}
\]

and we get the last assertion of the lemma. \( \square \)

**Proposition 3** For every \( x \in X^F \) the weak solution \( \tilde{x} \) of the problem

\[
\begin{align*}
\tilde{x}_{tt}(t, y) - \Delta \tilde{x}(t, y) &= -F_x(t, y, x(t, y)) + G_x(t, y, x(t, y)), \\
\tilde{x}(0, y) &= x^0(y), \quad \tilde{x}_{t}(0, y) = x^1(y), \quad y \in \Omega, \quad x^0 \in H^1(\Gamma), \quad x^1 \in L^2(\Omega), \\
\tilde{x}(t, y) &= x_F(t, y), \quad (t, y) \in \Sigma
\end{align*}
\]

(27)

belongs to \( X^F \).

**Proof** Fix arbitrary \( x \in X^F \), \( F_x(\cdot, \cdot, x(\cdot, \cdot)), G_x(\cdot, \cdot, x(\cdot, \cdot)) \in L^1(0, T; L^2(\Omega)) \). Hence by Theorem 1 there exists a unique weak solution \( \tilde{x} \in U \) of problem (27). Moreover \( \tilde{x}_{tt} - \Delta \tilde{x} \in L^1(0, T; L^2(\Omega)) \). By the definition of the set \( X^F \), it follows that

\[
\begin{align*}
\|F_x(\cdot, \cdot, x(\cdot, \cdot))\|_{L^1(0,T;L^2(\Omega))} &\leq E_F, \\
\|G_x(\cdot, \cdot, x(\cdot, \cdot))\|_{L^1(0,T;L^2(\Omega))} &\leq E_G.
\end{align*}
\]

Further by (10) we get

\[
\begin{align*}
\|\tilde{x}\|_{C([0,T];H^1(\Omega))} &\leq C (E_F + E_G) + E^w, \\
\|\tilde{x}_t\|_{C([0,T];L^2(\Omega))} &\leq D (E_F + E_G) + A^w
\end{align*}
\]
and hence

$$\|\tilde{x}\|_U \leq (C + D) (E_F + E_G) + (E^w + A^w).$$

Thus $\tilde{x} \in X^F$. \qed

Remark 5 Proposition 3 apparently may suggest that it is more convenient to apply a suitable fixed point theorem in order to get the existence of weak solutions to problem (1). Indeed, the above mentioned proposition states that the map $\mathcal{H}$ assigning to $x \in X^F$ a weak solution $\tilde{x} \in X^F$ of (27) has the property $\mathcal{H}(X^F) \subset X^F$. However this is only starting point in fixed point theory. In order to proceed with the so called topological method we must prove that the map $\mathcal{H}$ and set $\mathcal{H}(X^F)$ possess suitable properties. However the assumptions (As) do not imply directly (if at all) neither that $\mathcal{H}$ is contraction nor that $\mathcal{H}(X^F)$ is convex or relatively compact. We have chosen variational approach which ensures not only the existence of solutions but also certain variational properties of solutions which are absolutely new in that case.

Lemma 2 Each $x \in \overline{X}^F$ has the weak derivatives $x_{tt}$, $\Delta x \in L_2(0, T; H^{-1}(\Omega))$. Moreover, the sets

$$X_{tt} = \left\{ x_{tt} : x \in \overline{X}^F \right\}, \quad X_{\Delta} = \left\{ \Delta x : x \in \overline{X}^F \right\}$$

are bounded in $L_2(0, T; H^{-1}(\Omega))$. Hence each sequence $\{x^{j}_{tt}\}$ from $X_{tt}$ has a subsequence converging weakly in $L_2(0, T; H^{-1}(\Omega))$ to a certain element from set $X_{tt}$ and sequence $\{x^{j}\}$ converges strongly in $L_2(0, T; L_2(\Omega))$.

Proof It is clear, by Lemma 1, that $\{x^{j}_{tt}\}$ from $X_{tt}$ has a subsequence converging weakly in $L_2(0, T; H^{-1}(\Omega))$. By the same lemma corresponding sequence $\{x^{j}\}$ is also weakly (up to some subsequence) converging in $L_2(0, T; H^1(\Omega))$ to some element $\tilde{x}$. By the definition of $X^F$ and uniqueness of weak solutions of (27) we infer that $\{x^{j}_{tt}\}$ has a subsequence weakly convergent to $\tilde{x}_{tt}$. The last, the fact that $\{x^{j}\}$ is bounded in $L_2(0, T; L_2(\Omega))$ and a known theorem imply that for this subsequence $\{x^{j}\}$ is convergent strongly in $L_2(0, T; L_2(\Omega))$ to $\tilde{x}$.

We observe that functional $J^F$ is well defined on $X^F$. Moreover we have

Lemma 3 There exist constants $M_1^F, M_2^F$ such that

$$M_1^F \leq \int_0^T \int_\Omega F(t, y, x(t, y)) dy dt \leq M_2^F,$$

$$M_1^F \leq \int_0^T \int_\Omega G(t, y, x(t, y)) dy dt \leq M_2^F$$

for all $x \in X^F$.

Proof Note that by the construction of $X^F$ it is a ball in $U$, we have also that $U \subset H^1((0, T) \times \Omega)$. It is easy to see that $X^F$ is weakly compact in $H^1((0, T) \times \Omega)$ and that the functionals $x \to \int_0^T \int_\Omega F(t, y, x(t, y)) dy dt$, $x \to \int_0^T \int_\Omega G(t, y, x(t, y)) dy dt$ are weakly continuous in $H^1((0, T) \times \Omega)$ (weakly converging sequence in $H^1((0, T) \times \Omega)$ is strongly convergent in $L^2((0, T) \times \Omega)$). Hence we infer the assertions of the Lemma. \qed
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Lemma 4 The functional $J^F$ attains its maximum in $X^F$ i.e.
\[
\sup_{x \in X^F} J^F(x) = J^F(\bar{x}),
\]
where $\bar{x} \in X^F$.

Proof By definition of the set $X^F$ and Lemma 3 we see that the functional $J^F$ is bounded in $X^F$. We denote by $\{x^j\}$ a maximizing sequence for $J^F$ in $X^F$. This sequence has a subsequence which we denote again by $\{x^j\}$ converging weakly in $L_2(0, T; H^1(\Omega))$ and strongly in $L_2(0, T; L_2(\Omega))$, hence also strongly in $L_2((0, T) \times \Omega; \mathbb{R})$ to a certain element $\bar{x} \in U$. Moreover $\{x^j\}$ is also convergent almost everywhere. Thus by the construction of the set $X^F$ and uniqueness of weak solutions of (27) we observe that $x \in X^F$. Hence
\[
\limsup_{j \to \infty} J^F(x^j) \leq J^F(\bar{x}).
\]
Thus
\[
\sup_{x^j \in X^F} J^F(x^j) = J^F(\bar{x}).
\]

To consider properly the dual action functional let us put
\[
W_1^{1F} = \{ p \in C([0, T]; L_2(\Omega)) : \quad p_t \in L_2(0, T; H^{-1}(\Omega)), \quad p(0, \cdot) = x^1(\cdot) \}
\]
and
\[
W_1^{1F} = \{ q \in L_2(0, T; (L_2(\Omega))^n) : \text{there exists } p \in W_1^{1F} \text{ such that } p_t(\cdot, \cdot) - div q(\cdot, \cdot) \in L_2(0, T; L_2(\Omega)) \}. \]

and define a set on which a dual functional will be considered.

**Definition of $X^{Fd}$** We say that an element $(p, q) \in W_1^{1F} \times W_1^{1F}$ belongs to $X^{Fd}$ provided that there exists $x \in X^F$ such that for a.e. $t \in (0, T)$
\[
p_t(t, \cdot) - div q(t, \cdot) = -F_x(t, \cdot, x(t, \cdot)) + G_x(t, \cdot, x(t, \cdot)) \quad (28)
\]
with
\[
q(t, \cdot) = \nabla x(t, \cdot).
\]

We observe that neither $X^F$ nor $X^{Fd}$ is a linear space. Thus even standard calculations using convexity arguments are rather difficult. What helps us is a special structure of the sets $X^F$ and $X^{Fd}$ which despite their nonlinearity makes these calculations possible.

Now we may state the main result of the paper which is the following existence theorem.

**Theorem 5** There is $\bar{x} \in X^F$, such that $\sup_{x \in X^F} J^F(x) = J^F(\bar{x})$. Moreover, there is $(\bar{p}, \bar{q}) \in X^{Fd}$ such that
\[
J_D^F(\bar{p}, \bar{q}) = \sup_{x \in X^F} J^F(x) = J^F(\bar{x}) \quad (29)
\]
and the following system holds, for $t \in [0, T]$,

$$
\begin{align*}
\overline{x}_t(t, \cdot) &= \overline{p}(t, \cdot), \\
\nabla \overline{x}_t(t, \cdot) &= \overline{q}(t, \cdot), \\
\overline{p}_t(t, \cdot) - d iv \overline{q}(t, \cdot) &= -F_x(t, \cdot, \overline{x}(t, \cdot)) + G_x(t, \cdot, \overline{x}(t, \cdot)).
\end{align*}
$$

(30)  

(31)  

(32)

4.1 Variational Principle: The Case $l = F_x - G_x$

We state the necessary conditions. We observe that due to the construction of the set $X^F$ and Lemma 2 it follows that a maximizing sequence in $X^F$ for the functional $J^F$ may be assumed to be weakly convergent in $L_2(0, T; H^1(\Omega))$ and strongly in $L_2(0, T; L_2(\Omega))$.

**Theorem 6** Let $\sup_{x \in X^F} J^F(x) = J^F(\overline{x})$, where $\overline{x} \in L_2(0, T; H^1(\Omega))$ is a limit, strong in $L_2(0, T; L_2(\Omega))$ and weak in $L_2(0, T; H^1(\Omega))$, of a maximizing sequence $\{x^j\} \subset X^F$. Then there exists $(\overline{p}, \overline{q}) \in X^{Fd}$ such that for a.e. $t \in (0, T)$,

$$
\begin{align*}
\overline{p}(t, \cdot) &= \overline{x}_t(t, \cdot), \\
\overline{q}(t, \cdot) &= \nabla \overline{x}(t, \cdot), \\
\overline{p}_t(t, \cdot) - d iv \overline{q}(t, \cdot) + F_x(t, \cdot, \overline{x}(t, \cdot)) - G_x(t, \cdot, \overline{x}(t, \cdot)) &= 0
\end{align*}
$$

(33)  

(34)  

(35)

and

$$
J^F(\overline{x}) = J^F_D(\overline{p}, \overline{q}).
$$

**Proof** Let $\overline{x} \in X^F$ be such that $J^F(\overline{x}) = \sup_{x \in X^F} J^F(x^j)$. Define

$$
\begin{align*}
\overline{p}_t(t, \cdot) &= d iv \overline{q}(t, \cdot) - F_x(t, \cdot, \overline{x}(t, \cdot)) + G_x(t, \cdot, \overline{x}(t, \cdot)), & t \in (0, T)
\end{align*}
$$

(36)

where $\overline{q}$ given by

$$
\overline{q}(t, y) = \nabla \overline{x}(t, y) \text{ for a.e. } (t, y) \in (0, T) \times \Omega.
$$

(37)

By the definitions of $J^F$, $J^F_D$, relations (37), (36) and the Fenchel–Young inequality it follows that

$$
\begin{align*}
J^F(\overline{x}) &= \int_0^T \int_\Omega \left( \frac{1}{2} |\nabla \overline{x}(t, y)|^2 - \frac{1}{2} |\overline{x}_t(t, y)|^2 + F(t, y, \overline{x}(t, y)) \right) dy dt \\
&\quad - \int_0^T \int_\Omega \overline{x}(t, y) G_x(t, y, \overline{x}(t, y)) dy dt - (x^0(\cdot), x^1(\cdot))_{L^2(\Omega)} \\
&\leq - \int_0^T \int_\Omega \overline{x}_t(t, y) \overline{p}(t, y) dy dt + \int_0^T \int_\Omega \langle \nabla \overline{x}(t, y), \overline{q}(t, y) \rangle dy dt \\
&\quad + \frac{1}{2} \int_0^T \int_\Omega |\overline{p}(t, y)|^2 dy dt - \frac{1}{2} \int_0^T \int_\Omega |\overline{q}(t, y)|^2 dy dt \\
&\quad + \int_0^T \int_\Omega (F(t, y, \overline{x}(t, y)) - \overline{x}(t, y) G_x(t, y, \overline{x}(t, y))) dy dt \\
&= - \int_0^T \int_\Omega F^*(t, y, \langle -\overline{p}_t(t, y) + d iv \overline{q}(t, y) + G_x(t, y, \overline{x}(t, y)) \rangle) dy dt \\
&\quad - \frac{1}{2} \int_0^T \int_\Omega |\overline{q}(t, y)|^2 dy dt - (\overline{x}(T, \cdot), \overline{p}(T, \cdot))_{L^2(\Omega)} \\
&\quad + \frac{1}{2} \int_0^T \int_\Omega |\overline{p}(t, y)|^2 dy dt - \int_\Sigma x^r(t, y) \langle \overline{q}(t, y), v(y) \rangle dy dt.
\end{align*}
$$
Therefore we get that

\[ J^F(\bar{x}) \leq J^F_D(\bar{p}, \bar{q}). \]  

(38)

Let \( \hat{x} \in X^F \) denote the element corresponding to \( \bar{p} \) accordingly to the definition of the set \( X^F \) i.e. \( \hat{x}_t = \bar{p} \). It is clear that then \( J^F(\hat{x}) \leq J^F(\bar{x}) \). We observe that by the Fenchel–Young equality we have

\[
J^F(\bar{x}) = \sup_{x \in X^F} J^F(x) \geq J^F(\hat{x}) \\
= \int_0^T \int_\Omega \left( \frac{1}{2} |\nabla \hat{x}(t, y)|^2 - \frac{1}{2} |\hat{x}_t(t, y)|^2 \right) dydt - (x^0(\cdot), x^1(\cdot))_{L^2(\Omega)} \\
+ \int_0^T \int_\Omega \left( F(t, y, \hat{x}(t, y)) - \hat{x}(t, y) G_x(t, y, \hat{x}(t, y)) \right) dydt \\
\geq -\frac{1}{2} \int_0^T \int_\Omega \left| \bar{q}(t, y) \right|^2 dydt + \int_0^T \int_\Omega \left[ \nabla \hat{x}(t, y) \cdot \bar{q}(t, y) \right] dydt \\
+ \frac{1}{2} \int_0^T \int_\Omega \left| \bar{p}(t, y) \right|^2 dydt + \int_0^T \left( \hat{x}(t, \cdot), \bar{p}(t, \cdot) \right)_{H^1, H^{-1}} dt \\
+ \int_0^T \int_\Omega \left( F(t, y, \hat{x}(t, y)) - \hat{x}(t, y) G_x(t, y, \hat{x}(t, y)) \right) dydt \\
- (\hat{x}(T, \cdot), \bar{p}(T, \cdot))_{L^2(\Omega)} \geq -\frac{1}{2} \int_0^T \int_\Omega \left| \bar{q}(t, y) \right|^2 dydt + \frac{1}{2} \int_0^T \int_\Omega \left| \bar{p}(t, y) \right|^2 dydt \\
+ \inf_{x \in X^F} \left\{ \int_0^T \int_\Omega F(t, y, x(t, y)) dydt - (x(T, \cdot), p(T, \cdot))_{L^2(\Omega)} \\
- \int_0^T \int_\Omega x(t, y) (\text{div} \bar{q}(t, y) - \bar{p}_t(t, y) + G_x(t, y, x(t, y))) dydt \right\} \\
- \int_\Sigma x^*_F(t, y) (\bar{q}(t, y), v(y)) dydt = J^F_D(\bar{p}, \bar{q}).
\]

Inequality \( J^F(\bar{x}) \geq J^F_D(\bar{p}, \bar{q}) \) and (38) imply equality \( J^F(\bar{x}) = J^F_D(\bar{p}, \bar{q}) \). Moreover \( J^F(\bar{x}) = J^F_D(\bar{p}, \bar{q}) \), implies

\[
\int_0^T \int_\Omega \left[ \frac{1}{2} |\nabla \hat{x}(t, y)|^2 - \frac{1}{2} |\hat{x}_t(t, y)|^2 \right] dydt \\
+ \int_0^T \int_\Omega \left( F(t, y, \hat{x}(t, y)) - \hat{x}(t, y) G_x(t, y, \hat{x}(t, y)) \right) dydt \\
\geq -\frac{1}{2} \int_0^T \int_\Omega \left| \bar{q}(t, y) \right|^2 dydt + \frac{1}{2} \int_0^T \int_\Omega \left| \nabla \hat{x}(t, y) \right|^2 dydt \\
+ \frac{1}{2} \int_0^T \int_\Omega \left| \bar{p}(t, y) \right|^2 dydt \\
= \int_\Sigma x^*_F(t, y) (\bar{q}(t, y), v(y)) dydt + (x^0(\cdot), x^1(\cdot))_{L^2(\Omega)} - (\bar{x}(T, \cdot), \bar{p}(T, \cdot))_{L^2(\Omega)}.
\]
Therefore by (37), (36) and standard convexity arguments
\[
\frac{1}{2} \int_0^T \int_\Omega |\bar{p}(t, y)|^2 \, dy \, dt + \frac{1}{2} \int_0^T \int_\Omega |\bar{x}_t(t, y)|^2 \, dy \, dt
\]
\[
= \int_0^T \int_\Omega \bar{x}_t(t, y) \bar{p}(t, y) \, dy \, dt.
\]
Hence by the Fenchel–Young transform we obtain that \( \bar{p}(t, y) = \bar{x}_t(t, y) \) i.e. (33). \( \square \)

### 4.2 Variational Principle: The Case \( I = -F_x - G_x \)

A similar theorem is true for the problem
\[
x_{tt}(t, y) - \Delta x(t, y) - F_x(t, y, x(t, y)) - G_x(t, y, x(t, y)) = 0, \quad \text{in} \ (0, T) \times \Omega,
\]
\[
x(t, y) = x^l(t, y), \quad (t, y) \in \Sigma,
\]
\[
x(0, \cdot) = x^0(\cdot) \in \tilde{H}^1(I), \quad x_t(0, \cdot) = x^1(\cdot) \in L_2(\Omega)
\]
and corresponding to it functional
\[
J^{F^-}(x) = \int_0^T \int_\Omega \left( \frac{1}{2} |\nabla x(t, y)|^2 - \frac{1}{2} |x_t(t, y)|^2 - F(t, y, x(t, y)) \right) \, dy \, dt
\]
\[
- \int_0^T \int_\Omega x(t, y) G_x(t, y, x(t, y)) \, dy \, dt - \left( x^0(\cdot), x^1(\cdot) \right)_{L_2(\Omega)},
\]
defined on \( U \) with same hypotheses (As) and the set \( X^F \). Really, Lemmas 1–4 are still valid as sign of \( F \) does not change their proofs, also the proof of the above theorem does not change. Hence we get for (39) the following theorem.

**Theorem 7** There are \( \bar{x} \in X^F \) and \( (\bar{p}, \bar{q}) \in L_2(0, T; L_2(\Omega)) \times L_2(0, T; L_2(\Omega)) \) such that for a.e. \( (t, y) \in (0, T) \times \Omega \),
\[
\bar{p}(t, y) = \bar{x}_t(t, y),
\]
\[
\bar{q}(t, y) = \nabla \bar{x}(t, y),
\]
\[
\bar{p}_t(t, \cdot) - div \bar{q}(t, \cdot) - F_x(t, \cdot, \bar{x}(t, \cdot)) - G_x(t, \cdot, \bar{x}(t, \cdot)) = 0
\]
and
\[
J^{F^-}(\bar{x}) = J^{F^-}_D(\bar{p}, \bar{q}),
\]
where
\[
J^{F^-}_D(\bar{p}, \bar{q}) = \int_0^T \int_\Omega F^*(t, y, (-\bar{p}_t(t, y) + \frac{1}{2} |\bar{q}(t, y)|^2 \, dy \, dt
\]
\[
- \frac{1}{2} \int_0^T \int_\Omega |\bar{q}(t, y)|^2 \, dy \, dt + \frac{1}{2} \int_0^T \int_\Omega |\bar{p}(t, y)|^2 \, dy \, dt
\]
\[
- \int_\Sigma \xi^l(t, y) \left( \bar{q}(t, y), v(y) \right) \, dy \, dt - (\bar{x}(T, \cdot), \bar{p}(T, \cdot))_{L_2(\Omega)}.
\]

### 4.3 Proof of Stability: Theorem 3

In this section we prove some stability results in our nonlinear case i.e. Theorem 3. To this effect let us assume we are given a sequence \( \{x^0_n\} \) in \( \tilde{H}^1(I) \) converging to \( \bar{x}^0 \) in \( \tilde{H}^1(I) \).
Let \( \{x_{t_n}\} \) be a sequence of solutions to (5) corresponding to \( \{x_n^0\} \). Then by Proposition 2 and its proof we know that \( J_{I^t}(x_{t_n}) = 0 \), \( t \in [0, T] \), \( n = 1, 2, \ldots \) and that \( J_{I^t}(x) \geq 0 \) for all \( x \in U^t, t \in [0, T] \) (moreover \( J_{I^t} \) is weakly lower semicontinuous in \( U^t, t \in [0, T] \)). Therefore the sequence \( \{x_{t_n}\} \) is bounded in \( \tilde{H}^1(\Gamma) \) and hence it has a subsequence (which we shall denote again by \( \{x_{t_n}\} \)) converging weakly in \( \tilde{H}^1(\Gamma) \) to some \( x_\Gamma \in \tilde{H}^1(\Gamma) \) and \( J_{I^t}(x_\Gamma) = 0 \) on \( U^t, t \in [0, T] \). The last implies that \( x_\Gamma \) is a solution to (5) corresponding to \( \tilde{x}^0 \).

Next let us assume that \( \{x^0_n\}, \{x_+^1\} \) are given sequences in \( \tilde{H}^1(\Gamma), L^2(\Omega) \), respectively and such that

\[
\|x^0_n\|_{C([0,T];H^1(\Omega))} \leq C(E_F + E_G) + E^w, \quad \|x_+^1\|_{C([0,T];L^2(\Omega))} \leq C(E_F + E_G) + E^w,
\]

\( n = 1, 2, \ldots \), converging to \( \tilde{x}^0, \tilde{x}^1 \) in \( H^1(\Omega), L^2(\Omega) \) and \( x^0_n(y) = x_{t_n}(0, y) \) on \( \Gamma \), \( n = 1, 2, \ldots \). Thus we assume hypotheses (H\( \Gamma \)), (As) to be considered and satisfied. In consequence, all the assertions of Theorem 4 are true for all \( n \) with estimations independent on \( n \). Because, we have nonlinear problem we cannot expect the same type of continuous dependence as in [13] for linear case. First note that for each \( x^0_n, x_+^1 \) there exists a solution \( \tilde{x}_n \in X^F \subset U \) to (1) determined by \( x^0_n \) and \( x_+^1 \), \( n = 1, 2, \ldots \). Therefore, choosing suitable subsequence, let \( \tilde{x} \in X^F \) be a weak limit in \( H^1((0, T) \times \Omega) \) and strong in \( L^2((0, T) \times \Omega) \) of \( \{\tilde{x}_n\} \). We know also that for all \( n \), \( J^F(\tilde{x}_n) = J^F_D(\overline{\rho}_n, \overline{q}_n) \) where \( \{\overline{\rho}_n, \overline{q}_n\} \) denote the pair of sequences corresponding to \( \{\tilde{x}_n\} \) and satisfying

\[
\begin{align*}
\tilde{x}_{nt}(t, \cdot) &= \overline{\rho}_n(t, \cdot), \\
\nabla \tilde{x}_n(t, \cdot) &= \overline{q}_n(t, \cdot), \\
-\overline{\rho}_{nt}(t, \cdot) + d iv \, \overline{q}_n(t, \cdot) - l(t, y, \tilde{x}_n(t, \cdot)) &= 0.
\end{align*}
\]

As \( \{\tilde{x}_n\} \) is weakly convergent in \( H^1((0, T) \times \Omega) \) and strongly in \( L^2((0, T); L^2(\Omega)) \), \( \tilde{x}_{nt} \to \tilde{x}_t = \overline{\rho}, \nabla \tilde{x}_n \to \nabla \tilde{x} = \overline{q} \) in \( L^2((0, T); L^2(\Omega)) \), therefore \( \tilde{x}_n \) converges pointwise to \( \tilde{x} \). Hence \( \{-\overline{\rho}_{nt} + d iv \, \overline{q}_n\} \) converges pointwise to \( -\overline{\rho}_t + d iv \overline{q} \). Thus we infer that

\[
J^F(\tilde{x}) = \lim_{n \to \infty} J^F(x_n) = \lim_{n \to \infty} J^F_D(p_n, q_n) = J^F_D(\overline{\rho}, \overline{q})
\]

and in consequence

\[
\begin{align*}
\tilde{x}_t(t, \cdot) &= \overline{\rho}(t, \cdot), \\
\nabla \tilde{x}(t, \cdot) &= \overline{q}(t, \cdot), \\
-\overline{\rho}_t(t, \cdot) + d iv \, \overline{q}(t, \cdot) - l(t, y, \tilde{x}(t, \cdot)) &= 0
\end{align*}
\]

and so we get the assertion of the theorem.
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