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Abstract

Preferential sampling provides a formal modeling specification to capture the effect of bias in a set of sampling locations on inference when a geostatistical model is used to explain observed responses at the sampled locations. In particular, it enables modification of spatial prediction adjusted for the bias. Its original presentation in the literature addressed assessment of the presence of such sampling bias while follow on work focused on regression specification to improve spatial interpolation under such bias. All of the work in the literature to date considers the case of a univariate response variable at each location, either continuous or modeled through a latent continuous variable. The contribution here is to extend the notion of preferential sampling to the case of bivariate response at each location. This exposes sampling scenarios where both responses are observed at a given location as well as scenarios where, for some locations, only one of the responses is recorded. That is, there may be different sampling bias for one response than for the other. It leads to assessing the impact of such bias on co-kriging. It also exposes the possibility that preferential sampling can bias inference.
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regarding dependence between responses at a location. We develop the idea of bivariate preferential sampling through various model specifications and illustrate the effect of these specifications on prediction and dependence behavior. We do this both through simulation examples as well as with a forestry dataset that provides mean diameter at breast height (MDBH) and trees per hectare (TPH) as the point-referenced bivariate responses.
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1 Introduction

Since the concept was introduced into the literature by [Diggle et al. (2010)](#), preferential sampling (PS) has attracted considerable attention, resulting in a literature we briefly review below. For a region of interest, the basic issue is bias in the sampling of spatial locations where point referenced response data are collected and the potential impact on inference for the response surface over the region. The canonical illustrative example addresses the objective of inferring about environmental exposures. If environmental monitors are only placed in locations where environmental levels tend to be high, then interpolation based upon observations from these stations will necessarily produce only high predictions. The obvious remedy lies in suitable spatial design of the locations. For example, a random or space-filling design ([Saltzman and Nychka, 1998](#)) for locations over the region of interest is expected to preclude such bias.

However, sampling may not be designed in this fashion. Environmental researchers may install monitoring stations where they expect to find high exposure levels; ecologists may tend to sample where they expect to find individuals. Recognizing the possibility of such bias, can prediction be revised to adjust for it? Specifically, the intention of PS modeling is to address two questions. First, is there evidence of a PS effect? Second, can we improve prediction in the presence of PS? We do not seek to remove PS; we do not propose to revise the data collection. Rather, we seek to acknowledge its presence and attempt to mitigate its impact.

Our contribution here is to expand the issue of sampling bias to the case of bivariate response, in order to address the effect on co-kriging. Recall that, if responses at location $\mathbf{s}$, say $(Y_1(\mathbf{s}), Y_2(\mathbf{s}))$ are dependent then prediction of say $Y_1(s_0)$ at an unobserved location $s_0$ can benefit from using all of the observed $Y_2$’s in addition to all of the observed $Y_1$’s ([Wackernagel, 2003](#), [Banerjee et al, 2014](#)). Then, the question becomes the following. Suppose $Y_1(\mathbf{s})$ and $Y_2(\mathbf{s})$ are dependent spatial observations. That is, for a given region $D$, realizations of the
response surfaces, \( Y_1(s) : s \in D \) and \( Y_2(s) : s \in D \) exhibit strong correlation\(^1\). Then, if there is sampling bias in the subsets of locations, \( S_1 \) and \( S_2 \) in \( D \) where \( Y_1 \) and \( Y_2 \) are sampled, respectively, can we formalize and demonstrate the presence of a bivariate PS effect? Can we improve co-kriging through a model which captures bivariate PS? Further, can we assess whether bivariate PS impacts the local dependence between the responses?

In the ensuing development we offer simulation illustration and also consider an illustrative data example. In particular, for the real illustration, we use forest inventory data collected in the Penobscot Experimental Forest (PEF), Maine, under a unit of the Northern Research Station, U.S. Forest Service. Point-referenced data is observed at 589 forest inventory plots across PEF. At a site we use mean tree diameter at breast height (MDBH) (breast height is measured at 1.37m above the forest floor) and tree density measured as number of trees per hectare (TPH) as our responses. Here, the “constant yield law” ([Weiner and Freckleton 2010]) argues that, at equilibrium, the total yield/biomass on a plot is roughly constant regardless of the number of individuals, i.e., size of individuals will decrease as density increases, suggesting strong negative dependence. We consider prediction of MDBH and TPH as continuous surfaces across the study region in Section 3, then investigate correlation between MDBH and TPH under PS in Section 4.

Avoiding formal details for the moment, we recall that PS, as defined by [Diggle et al. (2010)], considers \( Y \), the response data collected and \( S \), the set of locations where the data was collected as two random objects. The first is a partial realization of the response process \( Y(s) \) over \( D \); the second is a realization of a point pattern over \( D \). Then, PS arises if \( Y \) and \( S \) are stochastically dependent (they are obviously functionally dependent since \( Y(s_i) \in \mathcal{Y} \) is observed at \( s_i \in \mathcal{S} \)).

In the bivariate setting we have \( \mathcal{Y}_1 \) with associated \( S_1 \) and \( \mathcal{Y}_2 \) with associated \( S_2 \). This raises two possibilities: (i) \( S_1 = S_2 \) and (ii) \( S_1 \neq S_2 \). For instance, ozone and temperature data responses could fall under (i) if they are collected at the same set of monitoring stations. We imagine a single point pattern but bivariate geostatistical response. Is there evidence of PS for \( \mathcal{Y}_1 \)? For \( \mathcal{Y}_2 \)? Does PS influence one response differently from the other. We treat this setting in Section 3.1.

For possibility (ii), of practical interest, we consider the case of \( S_1 \neq S_2 \) but not disjoint. We view this as a missing data situation, i.e., \( S = S_1 \cup S_2 \) with \( \mathcal{Y}_1 \) observed on \( S_1 \) and \( \mathcal{Y}_2 \) observed on \( S_2 \). Additionally, depending upon the nature of the data collection, e.g., the first response is more difficult to record, we can have \( S_1 \subset S_2 \). In any event, we can have differential sampling bias for the two responses. The MDBH and TPH can fall under this case (ii) because it may be fairly efficient to count the total number of tree but more demanding to measure the diameters of each tree. We treat this setting in Section 3.2, asking
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similar questions to those in Sections 3.1.

Possibility (ii) can also arise when the responses were collected for different analyses, perhaps with different protocols so we can have $S_1 \cap S_2 = \emptyset$. Data of this sort, dependent spatial variables collected at location sets that are disjoint but over the same region, are not found in the literature. However, we do note that, with dependence between the latent Gaussian processes that drive the geostatistical modeling for $Y_1(s)$ and $Y_2(s)$, prediction for say $Y_1(s_0)$ can benefit from both $Y_1$ and $Y_2$, even if $S_1$ and $S_2$ are disjoint. We clarify this in Appendix A. So, in Section 3.3, using simulation, we add PS for $Y_1$ and for $Y_2$ to reveal whether we can learn about PS in the disjoint point pattern case as well as whether we can improve on geostatistical prediction introducing PS.

A novel opportunity that the bivariate setting brings is to examine how PS can affect inference regarding the dependence between $Y_1(s)$ and $Y_2(s)$ and more generally, between $Y_1(s)$ and $Y_2(s')$, the cross-covariance behavior. That is, perhaps not surprisingly, sampling bias for bivariate spatial data can affect inference on the dependence structure, i.e., second order behavior, in addition to first order inference. We take this up in Section 4.

Apart from the forestry dataset we employ, other potential settings include ozone ($O_3$), and fine particulate matter ($PM_{2.5}$) data with different monitoring networks for the different responses providing different point patterns; selling prices of different types of residential properties with point patterns arising as locations of the sales (Paci et al., 2020); crime data with point patterns for different crime types and response being say time of day for the crime (Shirota and Gelfand, 2017). Further, we can imagine modifying the geostatistical model to spatial generalized linear models (Diggle et al., 1998). For example, we might consider binary response to study presence/absence for say a pair of species across sites. Using joint species distribution models (e.g., Thorson et al., 2015; Ovaskainen et al., 2016), we obtain a shared point pattern for say two species. See Gelfand and Shirota (2019) in this regard. Alternatively, the response may be abundance, say perhaps, count data, basal area or percent ground cover. Regardless, we can ask whether PS is different for one species vs. the other. Further, we can introduce environmental covariates so that some apply to the point patterns while others apply to the geostatistical specifications.

In Section 2 we briefly review the formalities of and customary models for preferential sampling with a univariate response. In Section 3 we develop the bivariate response setting, considering three different sampling scenarios, each with its own preferential sampling interpretation. In Section 4 we offer a brief excursion into the potential effect of preferential sampling on local bivariate dependence. Section 5 concludes with a brief summary and possible future work.
2 Brief Review of Preferential Sampling

The notion of PS was introduced into the literature in the seminal paper of Diggle et al. (2010). Relevant follow-on modeling papers in this regard are Pati et al. (2011) and Gelfand and Shirotta (2019). PS assumes that the set of sampling locations is a realization of a spatial point process though it may not have been developed randomly. That is, it may be designed in some fashion and be deterministic but, in practice, not necessarily with the intention of being roughly uniformly distributed over $D$. Then, as noted in the Introduction, the question becomes a stochastic one: is the realization of the responses independent of the realization of locations? If not, then we have what is called PS. The dependence here is stochastic dependence. Notationally/functionally, the responses are associated with the locations. Consider the general notation $\eta, S$ and $Y$ to denote a latent process, the design locations, and the measurement data, respectively. Using bracket notation for density functions, a general factorization of the joint distribution of $\eta, S$ and $Y$ is $[\eta, S, Y] = [\eta][S|\eta][Y|S, \eta]$. This factorization is most natural from a modelling perspective because (i) the latent process drives both data mechanisms and (ii) $S$ and $Y$ can be viewed as a marked point process (Illian et al., 2008) where, in the geostatistical setting, we would model locations and then response given location.

Under non-PS, $[S|\eta] = [S]$ so the stochastic variation in $S$ can be ignored for inference about $\eta$ or $Y$. Conventional geostatistical methods do this, treating the design as a fixed set of locations $s_i : i = 1, ..., n$ and, typically, assuming the measurements $Y(s_i)$ are conditionally independent given the corresponding $\eta(s_i)$. Hence, $[Y|S, \eta] = \prod_{i=1}^{n} [Y(s_i)|\eta(s_i)]$.

Under a geostatistical model for $Y(s)$ of the form $Y(s) = \mu(s) + \eta(s) + \epsilon(s)$ with $\eta(s)$ a Gaussian process (GP), Diggle et al. (2010) assume that $S$ is a log Gaussian Cox Poisson process (LGCP) with intensity $\lambda(s) = \exp\{\alpha + \gamma \eta(s)\}$. The common $\eta(s)$ yields what is referred to as a “shared process” model. Non-PS arises when $\gamma = 0$, and, otherwise, we have strong PS.

Pati et al. (2011) propose expanded modeling, adding a second Gaussian process. Again, assume that $S$ is a LGCP, now writing the intensity as $\lambda(s) = \exp\{\alpha + \eta(s)\}$ where $\eta(s)$ is a mean zero Gaussian process with say, covariance function $\sigma^2_1 \rho(h/\phi_1)$ for separation vector $h$. The measurements $Y(s_i) : i = 1, ..., n$ at locations $s_i$, follow the model $Y(s) = \mu(s) + \log \lambda(s) + w(s) + \epsilon(s)$ where $w(s)$ is a mean zero Gaussian process, independent of $\eta(s)$, with mean zero with covariance function $\sigma^2_2 \rho(h/\phi_2)$. The $\epsilon(s)$ are pure error $N(0, \tau^2)$ variables; we restore the general geostatistical model when $\gamma = 0$. Note that the $\gamma$ has been moved from the LGCP model in Diggle et al. (2010) to serve as a regression coefficient in Pati et al. (2011). We have a re-parametrized version of Diggle et al. (2010) when the process $w(s)$ is absent, i.e., $\sigma^2_2 = 0$. The parameter $\gamma$ controls the degree of preferentiality in the sampling of the $Y(s)$. The process $w(s)$ allows for a component of the spatial variation in
the response process that is not linked to the sampling process.

2.1 Univariate PS modeling

We briefly summarize some competing models for the univariate PS case. Specifically, we model $S$ using a LGCP driven by an intensity $\lambda(s)$ specified as

$$\log \lambda(s) = X(s)^T \beta + \eta(s),$$

where $X(s)$ is a $p$-dimensional covariate vector at location $s$. The $\eta(s)$ are spatial random effects which come from a zero mean GP with covariance function denoted by $C(s, s') = \sigma^2 \rho(\|s - s'\|; \theta)$. The LGCP likelihood for a realization $S$ is given by

$$L_1(\beta, \eta_D, \sigma^2; S) = \exp \left\{ - \int_D \lambda(s) ds \right\} \prod_{i=1}^n \lambda(s_i),$$

where $\eta_D = \{\eta(s) : s \in D\}$. The integral in (2) is stochastic, i.e., an integral over a random realization of a stochastic process. It can never be evaluated explicitly and, in practice, it is approximated numerically using a grid of representative points (Banerjee et al., 2014) within $D$.

Turning to the responses, let $W(s) = (V(s), X(s))$ where $V(s)$ is a $q$-dimensional vector, i.e., an augmented covariate vector to associate with $Y(s)$. We consider four regression models for prediction of $Y(s)$:

(i) A simple spatial regression model

$$Y(s) = W(s)^T \alpha + \varepsilon(s),$$

where we partition $\alpha = (\alpha_V, \alpha_X)$. The $\varepsilon(s)$ are white noise errors, normally distributed with zero mean and variance $\tau^2$. This model is fitted apart from the point pattern model, excluding the opportunity to learn about $Y$ from $S$ through the intensity.

(ii) A shared component model

$$Y(s) = W(s)^T \alpha + \delta \eta(s) + \varepsilon(s),$$

where $\eta(s)$ is as in (1). Again, $\alpha = (\alpha_V, \alpha_X)$ and the $\varepsilon(s)$ are white noise errors, normally distributed with zero mean and variance $\tau^2$. Here, $\eta(s)$ plays the role of a regressor and $\delta$ becomes the coefficient for a PS effect with the sign of $\delta$ indicating the direction of preferential adjustment. So, fitting (4) and (1) jointly enables assessment of the presence of PS.
(iii) A geostatistical model

\[ Y(s) = W(s)^T \alpha + \phi(s) + \varepsilon(s), \]  

(5)

where again, \( \alpha = (\alpha_V, \alpha_X) \) and the \( \varepsilon(s) \) are white noise errors, normally distributed with zero mean and variance \( \tau^2 \). Here, the \( \phi(s) \) are spatial random effects specified by a zero mean GP with covariance function of the form \( C(s - s' ; \theta_\phi) = \sigma^2_\phi \rho_\phi(s - s' ; \theta_\phi) \), where \( \rho_\phi(\cdot ; \theta_\phi) \) is a correlation function depending on \( \theta_\phi \). They provide local adjustment to the model in (3). This model is also fitted apart from the point pattern model, excluding the opportunity to learn about \( Y \) from \( S \) through the intensity.

(iv) A geostatistical model with PS

\[ Y(s) = W(s)^T \alpha + \phi(s) + \delta\eta(s) + \varepsilon(s), \]  

(6)

where \( \eta(s) \) is as in (1) and, again, \( \alpha = (\alpha_V, \alpha_X) \). The \( \phi(s) \) are spatial random effects as in (5), and the \( \varepsilon(s) \) are white noise errors, normally distributed with zero mean and variance \( \tau^2 \). Again, we have a shared process form and the coefficient \( \delta \) carries the interpretation of a PS effect. The \( \eta \) process and the \( \phi \) process are modeled, a priori, as independent. We see the introduction of \( \eta(s) \) as a regressor in the geostatistical model. Because of the flexibility of \( \phi(s) \), model (iv) need not perform better than model (iii). So, joint fitting of (6) and (1) assesses whether \( \delta \) remains significant, whether we can improve on geostatistical prediction of \( Y \) in the presence of PS.

3 Modeling, inference, and prediction under bivariate preferential sampling

We now formalize the notion of preferential sampling in the bivariate response case. Letting \( S_1 \) denote the point pattern of locations associated with the first response and \( S_2 \) the point pattern of locations associated with the second response, we consider three scenarios. The first, in Section 3.1, assumes \( S_1 = S_2 \), that is, a common set of sampling sites is associated with the two responses. The second, in Section 3.2, assumes \( S_1 \neq S_2 \) but that they are not disjoint. Here, we imagine a missing data setting where, say, at a given location, observation of one of the responses may be difficult to record. Lastly, in Section 3.3 we assume \( S_1 \cap S_2 = \emptyset \), that is, each response variable is associated with its own point pattern and the generative models for the two point patterns are not the same. We can imagine two different data collection efforts but over the same region. Each subsection is considered with both a simulation example and a real data example (using the data described in Section 3.1.2).
3.1 $S_1 = S_2$

We first consider the case where the observations at a location arise in pairs. Here, $S_1 = S_2 = \mathcal{S}$ and, with $\mathcal{S} = \{s_1, s_2, ..., s_n\}$, we have $\mathcal{Y}_1 = \{Y_1(s_1), Y_1(s_2), ..., Y_1(s_n)\}$ and $\mathcal{Y}_2 = \{Y_2(s_1), Y_2(s_2), ..., Y_2(s_n)\}$. As in Section 2, we specify a LGCP for $\mathcal{S}$ with intensity $\log\lambda(s) = X^T(s)\alpha + \eta(s)$ where $\eta(s)$ is a GP as above. Simplifying the covariates to just $X(s)$, we envision four specifications for the $Y$’s that are analogues of the models of the previous section:

(i) $M_1^{-}: Y_1(s) = X^T(s)\beta_1 + \epsilon_1(s)$ and $Y_2(s) = X^T(s)\beta_2 + \epsilon_2(s)$.
(ii) $M_2^{-}: Y_1(s) = X^T(s)\beta_1 + \gamma_1\eta(s) + \epsilon_1(s)$ and $Y_2(s) = X^T(s)\beta_2 + \gamma_2\eta(s) + \epsilon_2(s)$.
(iii) $M_3^{-}: Y_1(s) = X^T(s)\beta_1 + a_{11}\omega_1(s) + \epsilon_1(s)$ and $Y_2(s) = X^T(s)\beta_2 + a_{21}\omega_1(s) + a_{22}\omega_2(s) + \epsilon_2(s)$.
(iv) $M_4^{-}: Y_1(s) = X^T(s)\beta_1 + \gamma_1\eta(s) + a_{11}\omega_1(s) + \epsilon_1(s)$ and $Y_2(s) = X^T(s)\beta_2 + \gamma_2\eta(s) + a_{21}\omega_1(s) + a_{22}\omega_2(s) + \epsilon_2(s)$. As we proceed from model $M_1^{-}$ to model $M_4^{-}$, we introduce 0, 1, 2, and 3 GPs, respectively.

Here, $M_1^{-}$ provides spatial regressions for $Y_1(s)$ and $Y_2(s)$ with no spatial random effects. $M_2^{-}$ is a shared process model with the process for $\mathcal{S}$ being inserted as a regressor to explain each of the $Y$’s. The shared process makes the two responses spatially dependent with readily calculated dependence structure. Specifically, the cross-covariance matrix is $c_\eta(s - s') = \begin{pmatrix} \gamma_1^2 & \gamma_1\gamma_2 \\ \gamma_1\gamma_2 & \gamma_2^2 \end{pmatrix}$. $M_3^{-}$ is a customary coregionalized geostatistical model, using a lower triangular specification, which makes the responses spatially dependent but ignores PS. The cross covariance matrix here is $\rho_{\omega_1}(s - s') = \begin{pmatrix} a_{11}^2 & a_{11}a_{21} \\ a_{11}a_{21} & a_{21}^2 \end{pmatrix} + \rho_{\omega_2}(s - s') = \begin{pmatrix} 0 & 0 \\ 0 & a_{22} \end{pmatrix}$. So, $M_2^{-}$ and $M_3^{-}$ specify different types of dependence for the $Y$’s. $M_4^{-}$ includes both types of spatial dependence with cross covariance matrix the sum of those for $M_2^{-}$ and $M_3^{-}$.

The primary questions here are the following: $M_2^{-}$ focuses on whether we can show a significant $\gamma$ coefficient for either or both responses? This model mimics the original [Diggle et al., 2010] setting, trying to find a PS story. Also, we can ask whether the coefficients are different from each other? A noteworthy limitation for this model is the fact that, with only a single GP, both geostatistical responses have the same range. With two GP’s, do we expect $M_3^{-}$ to outperform $M_2^{-}$? The flexibility of the coregionalization, not having both responses share a common GP, suggests that this will be the case. However, the model comparison can show that PS explains the responses nearly as well. In this regard, we can set $a_{22} = 0$, a dimension reduction to a single process which also implies that both geostatistical responses have the same range, the so-called separable specification (Banerjee et al., 2014). Lastly, we can compare the first three models against $M_4^{-}$. Under $M_4^{-}$, can we still find significant $\gamma$’s in the presence of coregionalization? This is analogous to the analysis in [Pati et al., 2011].
where they were able to find significant PS in the presence of the usual geostatistical model.

For both simulated and real data, the modeling and data analysis is implemented in all cases in a Bayesian setting using weak priors and Markov chain Monte Carlo (MCMC) to fit the model. For the posterior samples of Gaussian processes ($\eta$ and $w$ surfaces) and their hyperparameters, we implement elliptical slice sampling for the GPs and hyperparameters following Murray et al. (2010); Murray and Adams (2010). For the other parameters, random walk Metropolis-Hastings and Gibbs sampling are implemented. Model comparison is done through cross-validation since, with an LGCP specification for the point pattern, validation through hold out of a random subset of the data is well-known (Gelfand and Schliep, 2018).

Specifically, we use 50% of the data for the training set and 50% for the testing set. We construct the training sets in two different ways. First, we hold out 50% of the locations at random, fitting the remaining 50%. Second, we fit the 50% of the locations with the largest response values. With bivariate response, we can implement this bias to the fitting set using either of the response variables. In fact, we do this separately for each response and develop the predictive performance assessment for the responses individually and jointly.

Predictive performance criteria used are the predictive root mean square error (RMSE) and the continuous ranked probability score (CRPS, Gneiting and Raftery, 2007). In fact, we compute these for each response separately as well as in total. With simulated data where we introduce sampling bias in the generative model, we expect the PS story to emerge with random holdout and become more exaggerated with further bias in the fitting data. With real data, depending upon the actual data collection design employed, we may not see strong PS; adding further sampling bias to the fitting data can help to illuminate the story. Within the PS setting the sole model assessment objective is predictive performance with regard to the responses, so we do not consider assessment of the point pattern model. However, if we fit $Y$ and $S$ jointly, then $Y$ does inform about the LGCP for $S$.

3.1.1 Simulation examples

Following the discussion above, we demonstrate parameter recovery and present model comparison based on predictive performance for a simulated data illustration. The data is simulated from model $M_2^*$ assuming $\log \lambda(s) = X^\top(s)\alpha + \eta(s)$ with $X = (1, s_y)^\top$ and $\eta(s) \sim GP(0, C(||s - s'||; \theta))$. Further, $Y_1(s) = X^\top(s)\beta_1 + \gamma_1\eta(s) + \epsilon_1(s)$ with $\epsilon_1(s) \sim \mathcal{N}(0, \tau_1^2)$ and $Y_2(s) = X^\top(s)\beta_2 + \gamma_2\eta(s) + \epsilon_2(s)$ with $\epsilon_2(s) \sim \mathcal{N}(0, \tau_2^2)$.

We assume a unit square region $D = [0, 1] \times [0, 1]$, and employ a $30 \times 30 = 900$ regular grid for cells over the region to generate a sufficiently high resolution realization from $\eta(s)$ as the representative points to evaluate the stochastic integrals for the LGCP likelihood. Here, $X(s)$ contains an intercept along with $s_y$ the $y$ coordinate minus mean (0.5) as the regressors. We adopt an exponential covariance for $\eta(s)$, i.e., $\sigma^2 \exp(-\phi||s - s'||)$. We consider both a
small \((\sigma^2 = 1/3)\) and a large \((\sigma^2 = 1)\) variance for the \(\eta(s)\) surface which, again, is realized at the centroids of the 900 grid cells. The point pattern \(S\) is simulated from \(\text{LGCP}(\lambda(\cdot))\) by the Poisson thinning approach \(\text{Lewis and Shedler [1979]}\). Then, we simulate response surfaces on \(S\) choosing \(\eta(s)\) evaluated at the representative point of the nearest grid. The response data is simulated under the parameter values: \((\alpha, \alpha_2) = (6, 1), \ \sigma^2 = 1(\text{or}1/3), \ \phi = 3, (\beta_{11}, \beta_{21}) = (0, 0.5), \ (\beta_{12}, \beta_{12}) = (0, 0.5), \ (\gamma_1, \gamma_2) = (1, 0.3) \ (\tau_1^2, \tau_2^2) = (0.3, 0.1)\).

That is, the preferential sampling effects are specified as \(\gamma_1 = 1\), a relatively large value and \(\gamma_2 = 0.3\), a relatively small value. The total number of locations in \(S\) is 487 for the low variance case, 554 for the high variance case. Weakly informative priors for all parameters are adopted as: \(\alpha \sim \mathcal{N}(0, 100\mathbf{I}_p), \ \sigma^2 \sim \mathcal{IG}(2, 0.1), \ \phi \sim \mathcal{U}(0, 100), \ \beta_1, \beta_2 \sim \mathcal{N}(0, 100\mathbf{I}_p), \ \gamma_1, \gamma_2 \sim \mathcal{N}(0, 100), \ \tau_1^2, \tau_2^2 \sim \mathcal{IG}(2, 0.1)\).

In the fitting, we discard the first 10,000 iterations as burn-in and preserve the subsequent 20,000 as posterior samples. The MCMC iterations are tuned so that effective sample sizes (ESS) for all parameters are larger than 200. As above, we choose the following holdout strategies: (I) the random order, (II-a) the descending order of the first response, and (II-b) the descending order of the second response. For (I), we preserve randomly 50% of the locations for testing and fit the model to the remaining 50% locations. For (II-a) and (II-b), we select 100p% of the locations using the descending order of each response (with (II-a) for the first response and (II-b) for the second response). Then, we select 100(0.5 − p)% of the locations randomly to complete the set of training locations. The remaining 50% locations are preserved as the set of test locations. We set \(p = 0.2\) and \(p = 0.35\) to control the degree of preferential sampling effect (a larger \(p\) introduces a stronger PS effect). This strategy strengthens the PS effect although, according to the model specification, the random holdout itself includes a PS effect.

Table 1 shows the model comparison of predictive performance for the simulated data for low \((\sigma^2\phi = 1)\) and high \((\sigma^2\phi = 3)\) variance. It reveals that \(M_2^-\) and \(M_4^-\) have similar performance with respect to CRPSs and RMSEs for both cases and better performance than \(M_3^-\). Again, our data is generated under \(M_2^-\) but in Table C.1 of Appendix C we present parameter recovery results for all four models above. Altogether, the true values of parameters are recovered well in \(M_2^-\); notably \(\gamma_1, \gamma_2\) are also recovered in \(M_4^-\) though \(M_4^-\) adds Gaussian processes. The estimated values of the identifiable parameters for Gaussian processes \(\text{Zhang [2004]}\), \(a_{1,1}^2\phi_w, a_{2,2}^2\phi_w\), are very small. The correlation parameter \(a_{2,1}\) is also insignificant, suggesting that \(M_4^-\) distinguishes the shared process from the coregionalization. Figure B.1 in Appendix B shows the estimated log intensity surfaces for the low and the high variance cases. These surfaces are recovered well by both \(M_2^-\) and \(M_4^-\).

This simulation exercise is primarily illustrative, one of many that we have explored. The takeaway points are as follows. If the true model is, in fact, a PS model like \(M_2^-\), we can recover the PS story. With small and large variance in the shared process and with no bias
in the sampling, we find $M_2 = 2$ and $M_4 = 4$ are preferred though the difference compared with $M_3 = 3$ is small. Further, when we introduce sampling bias in the fitting data, we also find $M_2 = 2$ and $M_4 = 4$ are preferred. Additionally, the stronger $\gamma$ for the first response reveals larger associated RMSE’s and CPRS’s.

3.1.2 MDBH-TPH data

As noted in the Introduction, here and through the remainder of the paper, we analyze forest inventory data collected in the Penobscot Experimental Forest (PEF), Maine, under a unit of the Northern Research Station, U.S. Forest Service. This point-referenced data is observed at 589 forest inventory plots across PEF. Sendak et al. (2003) describe the PEF sampling design and the outcome variables measured at each inventory plot location. We use only mean tree diameter at breast height (MDBH) (breast height is measured at 1.37m above the forest floor) and tree density measured as number of trees per hectare (TPH). These variables are commonly used, in combination with other information, to assess the economic and ecological value of a forest. In the analysis below, each MDBH and TPH is transformed to the log scale. The relationship between MDBH and TPH is influenced by individual and environmental factors. Environmental regressors include quality of soil, quantity of water and light, and competition for these resources. Forest disturbance history (e.g., timber harvesting, fire, or windthrow) also strongly influences MDBH and TPH. These factors often vary spatially and at different scales across a forest and are too expensive or impossible to measure directly. As noted in the Introduction, in accord with the constant yield law, it is generally expected that, for an established forest, as MDBH increases the number of trees per hectare decreases.

We use remotely sensed predictor variables, recorded at a high spatial resolution across the PEF, to improve prediction at unobserved locations. These predictor variables are derived from NASA’s Laser Vegetation Imaging Sensor (LVIS; https://lvis.gsfc.nasa.gov) airborne waveform Light Detection and Ranging (LiDAR) sensor. These LiDAR signals are high dimensional and highly correlated. To avoid multicollinearity issues, a singular value decomposition (SVD) is employed to extract orthogonal vectors that explain some portion of the variance in LiDAR signals (see Finley and Banerjee (2013) for more details). The first four singular vectors, which explain over 90% of the signal variance, are used here. The interpolated surfaces for these covariates are displayed in Figure B.2.

The overall goal of the analysis is to predict MDBH and TPH as continuous surfaces across the PEF. Our intention here is to learn about a potential bivariate preferential sampling story with regard to these responses under common sampling locations $\mathcal{S} = \mathcal{S}_1 = \mathcal{S}_2$ for MDBH and TPH. We design $\mathcal{S}_1 = \mathcal{S}_2$ from the 589 locations using the two strategies adopted in the previous subsection. Figure 1 shows the plots of MDBH and TPH over the 589 locations
Table 1: Model comparison of predictive performance for the simulated data in the $S_1 = S_2$ case for low ($\sigma^2 = 1/3$) and high ($\sigma^2 = 1$) variance with $p = 0.2$ and $p = 0.35$ overlap rate. The bold fonts indicate the best performance for each holdout.

| low / $p = 0.2$ | (I) | (II-a) | (II-b) |
|-----------------|-----|--------|--------|
| $| M_1^- M^+_1 M^+_2 M^+_3 M^-_4 | M^+_1 M^-_2 M^-_3 M^-_4 | M^-_1 M^+_2 M^-_3 M^-_4 | M^-_1 M^-_2 M^-_3 M^-_4 |
| RMSE_1 | 0.706 0.605 0.613 0.611 | 0.722 0.586 0.606 0.583 | 0.685 0.613 0.605 0.623 |
| RMSE_2 | 0.342 0.333 0.334 0.334 | 0.336 0.316 0.318 0.317 | 0.362 0.320 0.339 0.317 |
| RMSE_1+2 | 1.048 0.938 0.947 0.945 | 1.058 0.902 0.924 0.900 | 1.047 0.933 0.944 0.940 |
| CRPS_1 | 0.540 0.402 0.412 0.410 | 0.526 0.371 0.395 0.382 | 0.515 0.368 0.385 0.372 |
| CRPS_2 | 0.251 0.224 0.228 0.227 | 0.252 0.214 0.219 0.220 | 0.266 0.208 0.230 0.205 |
| CRPS_1+2 | 0.791 0.626 0.640 0.637 | 0.778 0.585 0.614 0.602 | 0.781 0.576 0.615 0.577 |

| low / $p = 0.35$ | (I) | (II-a) | (II-b) |
|-----------------|-----|--------|--------|
| $| M_1^- M^+_1 M^+_2 M^+_3 M^-_4 | M^+_1 M^-_2 M^-_3 M^-_4 | M^-_1 M^+_2 M^-_3 M^-_4 |
| RMSE_1 | - - - - | 0.932 0.690 0.749 0.684 | 0.735 0.619 0.614 0.624 |
| RMSE_2 | - - - - | 0.379 0.342 0.351 0.335 | 0.442 0.393 0.410 0.398 |
| RMSE_1+2 | - - - - | 1.311 1.032 1.100 1.019 | 1.177 1.012 1.024 1.022 |
| CRPS_1 | - - - - | 0.761 0.491 0.534 0.477 | 0.550 0.392 0.400 0.391 |
| CRPS_2 | - - - - | 0.285 0.242 0.250 0.234 | 0.357 0.282 0.304 0.285 |
| CRPS_1+2 | - - - - | 1.046 0.733 0.784 0.711 | 0.907 0.674 0.704 0.676 |

| high / $p = 0.2$ | (I) | (II-a) | (II-b) |
|-----------------|-----|--------|--------|
| $| M_1^- M^+_1 M^+_2 M^+_3 M^-_4 | M^+_1 M^-_2 M^-_3 M^-_4 | M^-_1 M^+_2 M^-_3 M^-_4 |
| RMSE_1 | 0.895 0.690 0.683 0.676 | 0.959 0.663 0.725 0.664 | 0.988 0.706 0.709 0.708 |
| RMSE_2 | 0.365 0.320 0.326 0.321 | 0.382 0.323 0.328 0.324 | 0.395 0.301 0.323 0.298 |
| RMSE_1+2 | 1.260 1.010 1.009 0.997 | 1.341 0.986 1.053 0.988 | 1.383 1.007 1.032 1.006 |
| CRPS_1 | 0.663 0.440 0.442 0.416 | 0.698 0.408 0.472 0.397 | 0.741 0.433 0.460 0.433 |
| CRPS_2 | 0.266 0.208 0.216 0.203 | 0.284 0.208 0.216 0.205 | 0.294 0.192 0.215 0.190 |
| CRPS_1+2 | 0.929 0.648 0.658 0.619 | 0.982 0.616 0.688 0.603 | 1.035 0.625 0.675 0.623 |

| high / $p = 0.35$ | (I) | (II-a) | (II-b) |
|-----------------|-----|--------|--------|
| $| M_1^- M^+_1 M^+_2 M^+_3 M^-_4 | M^+_1 M^-_2 M^-_3 M^-_4 | M^-_1 M^+_2 M^-_3 M^-_4 |
| RMSE_1 | - - - - | 1.275 0.744 0.939 0.730 | 0.896 0.715 0.714 0.725 |
| RMSE_2 | - - - - | 0.388 0.301 0.320 0.305 | 0.479 0.383 0.422 0.380 |
| RMSE_1+2 | - - - - | 1.663 1.045 1.250 1.035 | 1.375 1.098 1.136 1.105 |
| CRPS_1 | - - - - | 1.048 0.470 0.664 0.454 | 0.659 0.427 0.464 0.437 |
| CRPS_2 | - - - - | 0.292 0.195 0.208 0.195 | 0.390 0.205 0.314 0.262 |
| CRPS_1+2 | - - - - | 1.340 0.665 0.872 0.649 | 1.049 0.692 0.778 0.699 |
and these values on the training set of locations selected by each strategy. The correlation between MDBH and TPH for all locations is -0.76, consistent with the constant yield law. (We investigate the effect of preferential sampling on correlation in Section 4.)

For inference and model comparison, we specify the LGCP likelihood for \( S = S_1 = S_2 \) as above. We implement regular grid approximation to the stochastic integral over the region, with a total of 732 regular grid cells. The eastings and northings are standardized so that the maximum distance is equal to 1, similar to the scale in simulation studies. The same prior settings and MCMC fitting as in Section 3.1.1 are employed. We provide the details of the estimation results in Table C.2. The estimated \( \gamma \)'s by \( M_2^- \) and \( M_4^- \) have opposite signs, consistent with the negative correlation between MDBH and TPH over the observed locations. Furthermore, these gammas are significant for \( M_4^- \). \( a_{2,1} \) in \( M_3^- \) is also negative, again supporting the constant yield law. Interestingly, even with significant opposite signs for gammas, \( a_{2,1} \) is significantly negative for \( M_4^- \). This finding suggests that the negative correlation between MDBH and TPH might be driven by both preferential effects and the responses themselves.

Table 2 shows the predictive performance results. In summary, \( M_2^- \) shows better performance than the other models with respect to CRPS. On the other hand, \( M_4^- \) shows better (or nearly better) performance than the other models with respect to RMSE. \( M_3^- \) also shows similar performance and outperforms \( M_2^- \) with this measure. Altogether, \( M_4^- \) shows good, competitive results with both measures. Interestingly, even with the hold out strategy (I), \( M_2^- \) and \( M_4^- \) outperform \( M_3^- \) with CRPS. This result implies the existence of preferential within the collected data itself.

3.2 \( S_1 \neq S_2 \) but not disjoint

We view \( S_1 \neq S_2 \) but not disjoint as a missing data case. We can still imagine that \( M_2 \) generates the data, i.e., under a point pattern \( S \) and then \( Y_1 \) and \( Y_2 \). This makes it clear that there is only one \( \eta(s) \) driving the point pattern \( S \) yielding the \( s \) points with \( Y_1 \) observed for \( S_1 \subset S \) and \( S_2 \subset S \).

3.2.1 Simulation examples

We investigate parameter recovery and predictive performance in \( S_1 \neq S_2 \) but overlapping case. We use the same datasets with low and high variance as in section 3.1.1, but separate the datasets into training and test sets by the two strategies described in Section 3.1.1. To avoid strong overlap in the datasets we keep 50% of all locations as the training data, and preserve the remaining 50% of locations as the test data. The first version (I) randomly selects \( S_1 \) and \( S_2 \) each as 100p% commonly and 100(0.5−p)% independently from all locations.
Table 2: The model comparison of predictive performance for the MDBH-TPH data in the $S_1 = S_2$ case with $p = 0.2$ and $p = 0.35$ overlap rate. The bold fonts suggest the best performance for each random and descending holdout.

| $p = 0.2$ | (I) | (II-a) | (II-b) |
|-----------|-----|--------|--------|
|           | $M_1^-$ | $M_2^-$ | $M_3^-$ | $M_4^-$ | $M_1^-$ | $M_2^-$ | $M_3^-$ | $M_4^-$ | $M_1^-$ | $M_2^-$ | $M_3^-$ | $M_4^-$ |
| RMSE      |        |        |        |        |        |        |        |        |        |        |        |        |
| MDBH      | 0.954  | 0.755  | 0.690  | 0.685  | 0.945  | 0.744  | 0.726  | 0.714  | 0.917  | 0.838  | 0.754  | 0.760  |
| TPH       | 0.980  | 0.660  | 0.605  | 0.605  | 1.058  | 0.702  | 0.620  | 0.614  | 1.035  | 0.845  | 0.733  | 0.728  |
| MDBD+TPH  | 1.934  | 1.415  | 1.295  | 1.290  | 2.003  | 1.446  | 1.346  | 1.328  | 1.952  | 1.683  | 1.487  | 1.488  |
| CRPS      |        |        |        |        |        |        |        |        |        |        |        |        |
| MDBH      | 0.695  | 0.455  | 0.475  | 0.461  | 0.673  | 0.443  | 0.505  | 0.482  | 0.679  | 0.527  | 0.531  | 0.523  |
| TPH       | 0.736  | 0.378  | 0.423  | 0.414  | 0.837  | 0.410  | 0.447  | 0.414  | 0.705  | 0.502  | 0.522  | 0.501  |
| MDBD+TPH  | 1.431  | 0.833  | 0.898  | 0.875  | 1.510  | 0.853  | 0.952  | 0.896  | 1.384  | 1.029  | 1.053  | 1.024  |

| $p = 0.35$ | (I) | (II-a) | (II-b) |
|-----------|-----|--------|--------|
|           | $M_1^-$ | $M_2^-$ | $M_3^-$ | $M_4^-$ | $M_1^-$ | $M_2^-$ | $M_3^-$ | $M_4^-$ | $M_1^-$ | $M_2^-$ | $M_3^-$ | $M_4^-$ |
| RMSE      |        |        |        |        |        |        |        |        |        |        |        |        |
| MDBH      | -      | -      | -      | -      | 1.290  | 0.966  | 0.996  | 0.967  | 1.171  | 0.824  | 0.866  | 0.826  |
| TPH       | -      | -      | -      | -      | 1.271  | 0.863  | 0.843  | 0.822  | 1.416  | 0.795  | 0.847  | 0.798  |
| MDBD+TPH  | -      | -      | -      | -      | 2.561  | 1.829  | 1.839  | 1.789  | 2.587  | 1.619  | 1.713  | 1.624  |
| CRPS      |        |        |        |        |        |        |        |        |        |        |        |        |
| MDBH      | -      | -      | -      | -      | 1.003  | 0.650  | 0.730  | 0.680  | 0.967  | 0.533  | 0.601  | 0.562  |
| TPH       | -      | -      | -      | -      | 1.090  | 0.564  | 0.642  | 0.579  | 1.088  | 0.493  | 0.611  | 0.551  |
| MDBD+TPH  | -      | -      | -      | -      | 2.093  | 1.214  | 1.372  | 1.259  | 2.055  | 1.026  | 1.212  | 1.113  |
Figure 1: The plots of MDBH (top) and TPH (bottom) on all locations (left) and locations preserved by each holdout strategy for $S_1 = S_2$. (I): random, (II-a): partially overlapped with the descending order of MDBH, (II-b): partially overlapped with the descending order of TPH.

The second version (II) proceeds as follows. First, as the set of training locations, we select 100$p\%$ of all locations by the descending order of each response (denoted by (II-a) for the first response and (II-b) for the second response) and randomly select 100$(0.5 - p)\%$ for each response from the remaining set of locations. So, $p\%$ of the locations are common for both responses but the remaining set of fitting locations is different for each response. Again, $p$ controls the degree of preferential sampling introduced. The larger $p$ is, the stronger the PS effects become for (II). For (I), $p$ controls the degree of overlapping but has no influence on PS effects. For fitting and inference, we specify the LGCP likelihood for $S = S_1 \cup S_2$. The same prior settings and MCMC iterations as in Section 3.1.1 are employed.

Table 3 shows the model comparison of predictive performance for the simulated data for low ($\sigma^2 = 1$) and high ($\sigma^2 = 3$) variance. For (I), $M_2^*=M_3^*$ and $M_4^*$ present similar
performance; this is plausible since the Gaussian processes in $M^\neq_3$ capture the $\eta(s)$ surface when the locations are selected randomly. For (II), the table shows that $M^\neq_2$ and $M^\neq_4$ have similar and better performance with respect to CRPS and RMSE than the other models for the low and high variance cases. However, $M^\neq_2$ reveals slightly better performance than $M^\neq_4$ under stronger preferential sampling effects and larger overlapping, e.g., high/$p = 0.35$ with (II-a). We show the estimation results for the random holdout case (I) in Table C.3 in Appendix C. The $\gamma$’s are recovered well, as in the $S_1 = S_2$ case.

3.2.2 MDBH, TPH data

Now, we investigate $S_1 \neq S_2$ case with the MDBH-TPH data used in Section 3.1.2. We create distinct sampling locations $S_1$ and $S_2$ for MDBH and TPH, respectively. We design $S_1 \neq S_2$ from the 589 locations using the two strategies adopted in the previous subsection. Figure B.3 shows the plots of MDBH and TPH on the 589 locations and these values on the training set of locations selected by each strategy.

For inference and model comparison, we specify the LGCP likelihood for $S = S_1 \cup S_2$ as above. Again, we implement regular grid approximation to the stochastic integrals over the region, with the total number of grid cells taken as 732. The same prior settings and MCMC iterations as in Section 3.1 are employed. Instead of estimation results at all locations (this case is available only for $S_1 = S_2$), we include the details of the estimation results under case (I) with $p = 0.2$ in Table C.4. Case (I) does not introduce artificial sampling bias but can capture preferential sampling effects the original data might have.

The estimated $\gamma$’s by $M^\neq_2$ have opposite signs, again consistent with the negative correlation between MDBH and TPH on observed locations. Coefficient $a_{2,1}$ in $M^\neq_3$ is also negative, again supporting the constant yield law. For $M^\neq_4$, the estimated $\gamma$’s are not significant but $a_{2,1}$ is significantly negative.

Table 4 shows the predictive performance results. For (I), $M^\neq_3$ and $M^\neq_4$ reveal similar performance with respect to RMSE, but, for CRPS, $M^\neq_2$ shows better performance than the other models with overlapping rate $p = 0.35$. For (II), $M^\neq_3$ and $M^\neq_4$ show similar better performance with respect to RMSE, but $M^\neq_2$ shows better performance with CRPS than other models. $M^\neq_4$ shows better CRPS performance than $M^\neq_3$, so $M^\neq_4$ is a competitive model with both RMSE and CRPS.

3.3 $S_1 \neq S_2$ and disjoint

Here, we have two disjoint point patterns, $S_1 = \{s_1, s_2, ..., s_{n_1}\}$ and $S_2 = \{s'_1, s'_2, ..., s'_{n_2}\}$ with associated responses $Y_1 = \{Y_1(s_1), Y_1(s_2), ..., Y_1(s_{n_1})\}$ and $Y_2 = \{Y_2(s'_1), Y_2(s'_2), ..., Y_2(s'_{n_2})\}$, respectively. In this setting there is a conceptual $Y_1(s)$ $\forall s \in D$ and a conceptual $Y_2(s)$ $\forall s \in$
Table 3: Model comparison of predictive performance for the simulated data in the $S_1 \neq S_2$ case for low ($\sigma^2 = 1/3$) and high ($\sigma^2 = 1$) variance with $p = 0.2$ and $p = 0.35$ overlap rate. The bold fonts suggest the best performance for each holdout.

| low/p = 0.2 | (I) | (II-a) | (II-b) |
|-------------|-----|--------|--------|
|             | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ |
| RMSE$_1$    | 0.737 | 0.316 | 0.220 | 0.219 | 0.759 | 0.331 | 0.340 | 0.331 | 0.385 | 0.348 | 0.371 | 0.348 |
| RMSE$_2$    | 0.336 | 0.320 | 0.320 | 0.320 | 0.366 | 0.331 | 0.340 | 0.331 | 0.385 | 0.348 | 0.371 | 0.348 |
| RMSE$_{1+2}$| 1.073 | 0.932 | 0.932 | 0.932 | 1.125 | 0.907 | 0.922 | 0.917 | 1.070 | 0.939 | 0.953 | 0.944 |
| CRPS$_1$    | 0.553 | 0.418 | 0.321 | 0.417 | 0.566 | 0.362 | 0.392 | 0.363 | 0.517 | 0.360 | 0.372 | 0.367 |
| CRPS$_2$    | 0.245 | 0.216 | 0.216 | 0.216 | 0.277 | 0.237 | 0.244 | 0.232 | 0.283 | 0.228 | 0.252 | 0.228 |
| CRPS$_{1+2}$| 0.798 | 0.634 | 0.651 | 0.633 | 0.843 | 0.599 | 0.636 | 0.595 | 0.800 | 0.588 | 0.624 | 0.595 |

| low/p = 0.35 | (I) | (II-a) | (II-b) |
|-------------|-----|--------|--------|
|             | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ |
| RMSE$_1$    | 0.709 | 0.604 | 0.612 | 0.606 | 0.923 | 0.671 | 0.731 | 0.695 | 0.743 | 0.633 | 0.623 | 0.621 |
| RMSE$_2$    | 0.339 | 0.328 | 0.328 | 0.328 | 0.376 | 0.345 | 0.347 | 0.342 | 0.426 | 0.387 | 0.407 | 0.387 |
| RMSE$_{1+2}$| 1.048 | 0.932 | 0.940 | 0.935 | 1.299 | 1.016 | 1.078 | 1.037 | 1.169 | 1.020 | 1.030 | 1.008 |
| CRPS$_1$    | 0.550 | 0.401 | 0.399 | 0.399 | 0.755 | 0.461 | 0.524 | 0.492 | 0.559 | 0.407 | 0.400 | 0.396 |
| CRPS$_2$    | 0.251 | 0.226 | 0.227 | 0.227 | 0.281 | 0.236 | 0.242 | 0.238 | 0.338 | 0.284 | 0.301 | 0.283 |
| CRPS$_{1+2}$| 0.801 | 0.627 | 0.628 | 0.624 | 1.036 | 0.697 | 0.766 | 0.730 | 0.897 | 0.691 | 0.701 | 0.679 |

| high/p = 0.2 | (I) | (II-a) | (II-b) |
|-------------|-----|--------|--------|
|             | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ |
| RMSE$_1$    | 0.934 | 0.682 | 0.692 | 0.695 | 0.926 | 0.654 | 0.744 | 0.685 | 0.988 | 0.712 | 0.727 | 0.720 |
| RMSE$_2$    | 0.340 | 0.291 | 0.287 | 0.289 | 0.366 | 0.294 | 0.307 | 0.302 | 0.376 | 0.297 | 0.317 | 0.299 |
| RMSE$_{1+2}$| 1.274 | 0.973 | 0.979 | 0.984 | 1.292 | 0.948 | 1.051 | 0.987 | 1.364 | 1.009 | 1.044 | 1.019 |
| CRPS$_1$    | 0.714 | 0.417 | 0.439 | 0.419 | 0.690 | 0.388 | 0.477 | 0.422 | 0.742 | 0.432 | 0.459 | 0.442 |
| CRPS$_2$    | 0.256 | 0.192 | 0.197 | 0.188 | 0.276 | 0.186 | 0.207 | 0.197 | 0.284 | 0.189 | 0.207 | 0.191 |
| CRPS$_{1+2}$| 0.970 | 0.609 | 0.636 | 0.607 | 0.966 | 0.574 | 0.684 | 0.619 | 1.026 | 0.621 | 0.666 | 0.633 |

| high/p = 0.35 | (I) | (II-a) | (II-b) |
|-------------|-----|--------|--------|
|             | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ | $M_i^t$ | $M_i^s$ | $M_i^w$ |
| RMSE$_1$    | 0.881 | 0.711 | 0.695 | 0.715 | 1.177 | 0.672 | 0.845 | 0.695 | 0.900 | 0.691 | 0.682 | 0.693 |
| RMSE$_2$    | 0.362 | 0.323 | 0.320 | 0.323 | 0.379 | 0.301 | 0.307 | 0.303 | 0.439 | 0.343 | 0.377 | 0.340 |
| RMSE$_{1+2}$| 1.243 | 1.034 | 1.015 | 1.034 | 1.556 | 0.973 | 1.152 | 0.998 | 1.339 | 1.034 | 1.059 | 1.033 |
| CRPS$_1$    | 0.638 | 0.441 | 0.443 | 0.451 | 0.993 | 0.429 | 0.586 | 0.452 | 0.675 | 0.416 | 0.426 | 0.415 |
| CRPS$_2$    | 0.264 | 0.206 | 0.212 | 0.207 | 0.282 | 0.195 | 0.197 | 0.196 | 0.359 | 0.236 | 0.271 | 0.232 |
| CRPS$_{1+2}$| 0.902 | 0.647 | 0.655 | 0.658 | 1.275 | 0.624 | 0.783 | 0.648 | 1.034 | 0.652 | 0.697 | 0.647 |
Table 4: The model comparison of predictive performance for the MDBH-TPH data in the $S_1 \neq S_2$ case with $p = 0.2$ and $p = 0.35$ overlap rate. The bold fonts suggest the best performance for each random and descending holdout.

|          | $M_1^p$ | $M_2^p$ | $M_3^p$ | $M_4^p$ | $M_1^p$ | $M_2^p$ | $M_3^p$ | $M_4^p$ | $M_1^p$ | $M_2^p$ | $M_3^p$ | $M_4^p$ |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| **RMSE** |         |         |         |         |         |         |         |         |         |         |         |         |
| MDBH     | 0.978   | 0.805   | 0.727   | 0.724   | 0.969   | 0.771   | 0.759   | 0.763   | 0.990   | 0.826   | 0.750   | 0.739   |
| TPH      | 1.007   | 0.719   | 0.657   | 0.656   | 1.129   | 0.803   | 0.691   | 0.694   | 1.115   | 0.718   | 0.686   | 0.684   |
| MDBD+TPH | 1.985   | 1.524   | 1.384   | 1.380   | 2.098   | 1.574   | 1.450   | 1.457   | 2.105   | 1.544   | 1.436   | 1.423   |
| **CRPS** |         |         |         |         |         |         |         |         |         |         |         |         |
| MDBH     | 0.733   | 0.520   | 0.492   | 0.480   | 0.695   | 0.488   | 0.527   | 0.520   | 0.743   | 0.497   | 0.497   | 0.484   |
| TPH      | 0.763   | 0.457   | 0.447   | 0.438   | 0.914   | 0.490   | 0.486   | 0.477   | 0.782   | 0.423   | 0.463   | 0.450   |
| MDBD+TPH | 1.496   | 0.977   | 0.939   | 0.918   | 1.609   | 0.978   | 1.013   | 0.997   | 1.525   | 0.920   | 0.960   | 0.934   |

|          | $M_1^p$ | $M_2^p$ | $M_3^p$ | $M_4^p$ | $M_1^p$ | $M_2^p$ | $M_3^p$ | $M_4^p$ | $M_1^p$ | $M_2^p$ | $M_3^p$ | $M_4^p$ |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| **RMSE** |         |         |         |         |         |         |         |         |         |         |         |         |
| MDBH     | 0.884   | 0.707   | 0.680   | 0.682   | 1.257   | 0.878   | 0.857   | 0.847   | 1.199   | 0.819   | 0.771   | 0.767   |
| TPH      | 0.943   | 0.673   | 0.604   | 0.607   | 1.265   | 0.775   | 0.724   | 0.726   | 1.000   | 0.758   | 0.763   | 0.762   |
| MDBD+TPH | 1.827   | 1.380   | 1.284   | 1.289   | 2.522   | 1.653   | 1.581   | 1.573   | 2.199   | 1.577   | 1.534   | 1.529   |
| **CRPS** |         |         |         |         |         |         |         |         |         |         |         |         |
| MDBH     | 0.642   | 0.424   | 0.445   | 0.449   | 0.971   | 0.557   | 0.608   | 0.585   | 0.992   | 0.523   | 0.504   | 0.497   |
| TPH      | 0.707   | 0.390   | 0.406   | 0.400   | 1.080   | 0.480   | 0.519   | 0.510   | 1.046   | 0.469   | 0.542   | 0.513   |
| MDBD+TPH | 1.349   | **0.814** | 0.851   | 0.849   | 2.051   | **1.037** | 1.127   | 1.095   | 2.038   | **0.992** | 1.046   | 1.010   |
D. However, the generative model for $S_1$ is different from that for $S_2$. Specifically, suppose further that we have environmental vectors $X(s), s \in D$ which we seek to use to explain both the point patterns and the responses. We adopt a LGCP for $S_1$ with intensity $\log \lambda_1(s) = X^T(s)\alpha_1 + \eta_1(s)$ and a LGCP for $S_2$ with intensity $\log \lambda_2(s) = X^T(s)\alpha_2 + \eta_2(s)$. Since the point patterns are imagined as arising under different experiments with sampling settings, there is no reason to make the LGCP’s dependent so we assume $\eta_1(s)$ and $\eta_2(s)$ are independent GPs. However, Appendix A demonstrates that, if the responses are modeled as pose further that we have environmental vectors $X$, then co-kriging for say $Y$ independent GPs. However, Appendix A demonstrates that, if the responses are modeled as dependent through a bivariate GP for the random effects, then co-kriging for say $Y_1(s_0)$ can learn from both $Y_1$ and $Y_2$ even if $Y_1$ and $Y_2$ are never observed jointly.

Only two bivariate process specifications for $(Y_1(s), Y_2(s))$ are considered. One is $M_3^\gamma$, the foregoing coregionalization model, which we denote here as $M_1^{*\gamma}$ for convenience, i.e., (i) $M_1^{*\gamma}$: $Y_1(s) = X^T(s)\beta_1 + a_{11}w_1(s) + \epsilon_1(s)$ and $Y_2(s) = X^T(s)\beta_2 + a_{21}w_1(s) + a_{22}w_2(s) + \epsilon_2(s)$. The second is (ii) $M_2^{*\gamma}$: $Y_1(s) = X^T(s)\beta_1 + \gamma_1\eta_1(s) + a_{11}w_1(s) + \epsilon_1(s)$ and $Y_2(s) = X^T(s)\beta_2 + \gamma_2\eta_2(s) + a_{21}w_1(s) + a_{22}w_2(s) + \epsilon_2(s)$. That is, we add preferential sampling through shared processes to the coregionalization where the $\gamma$’s are of interest in terms of a PS story. Given that the LGCP’s are independent, we don’t consider the possibility that both point pattern intensities can inform about both geostatistical models. If PS is present, we hope to find significant $\gamma$’s in $M_1^{*\gamma}$. Further, we hope that the inclusion of $\eta_1(s)$ and $\eta_2(s)$ in the modeling for $Y_1(s)$ and $Y_2(s)$, respectively, will improve predictive performance. Perhaps the most important point is that, in the geostatistical setting, $Y_1(s)$ and $Y_2(s)$ would not share a GP for their spatial random effects. However, introducing shared processes from the LGCPs for $S_1$ and $S_2$ enables co-kriging from all of the data.

### 3.3.1 A simulation example

We demonstrate parameter recovery and present model comparison based on the predictive performance for a simulated data example. The response data is simulated from model $M_2^\gamma$, i.e., the shared process model as in Section 3.3.1 but modified so that $S_1 \sim \text{LGCP}(\lambda_1(\cdot))$ and $S_2 \sim \text{LGCP}(\lambda_2(\cdot))$ with $\log \lambda_1(s) = X^T(s)\alpha_1 + \eta_1(s)$, $\log \lambda_2(s) = X^T(s)\alpha_2 + \eta_2(s)$, $\eta_1(s) \sim \text{GP}(0, C(||s - s'||; \theta_1))$, and $\eta_2(s) \sim \text{GP}(0, C(||s - s'||; \theta_2))$.

The same dimensions are assumed for $D$, again taking the number of grid cells to be 900. We also assume a small ($\sigma^2 = 1/3$) and a large ($\sigma^2 = 1$) variance for the $\eta_1(s)$ and $\eta_2(s)$ surfaces, again realized at the centroids of the grid cells. The parameter values are:

$$(\alpha_{11}, \alpha_{21}) = (6, 1), \quad (\alpha_{12}, \alpha_{22}) = (6, 1), \quad \sigma_1^2, \sigma_2^2 = 1(\text{or}1/3), \quad \phi_1, \phi_2 = 3,$$

$$(\beta_{11}, \beta_{21}) = (0, 0.5), \quad (\beta_{12}, \beta_{12}) = (0, 0.5), \quad (\gamma_1, \gamma_2) = (1, 0.3), \quad (\gamma_1^2, \gamma_2^2) = (0.3, 0.1)$$

That is, PS (PS) effects are specified as $\gamma_1 = 1$, a relatively large value and $\gamma_2 = 0.3$, a relatively small value. The total numbers of locations in $S_1$ and $S_2$ are $(n_1, n_2) = (488, 478)$,
respectively, for the low variance case, \((n_1, n_2) = (524, 547)\), respectively, for the high variance case. Weakly informative priors for all parameters are adopted as follows.

\[
\begin{align*}
\alpha_1, \alpha_2 &\sim \mathcal{N}(0, 100I_p), \quad \sigma_1^2, \sigma_2^2 \sim \mathcal{IG}(2, 0.1), \quad \phi_1, \phi_2 \sim \mathcal{U}(0, 100) \\
\beta_1, \beta_2 &\sim \mathcal{N}(0, 100I_p), \quad \gamma_1, \gamma_2 \sim \mathcal{N}(0, 100), \quad \tau_1^2, \tau_2^2 \sim \mathcal{IG}(2, 0.1).
\end{align*}
\]

Table 5 shows the predictive performance results. For (I), \(M^{*\neq}_1\) and \(M^{*\neq}_2\) reveal similar performance with RMSE and CRPS. Again, this is a reasonable result because the true surface by the shared process model is recovered with the coregionalization model under the random holdout case. For (II), \(M^{*\neq}_2\) shows better performance with CRPS, though the scores with RMSE of \(M^{*\neq}_1\) and \(M^{*\neq}_2\) are similar. Table C.5 shows the estimation results for both models. The relevant parameters for the simulation model are recovered well by \(M^{*\neq}_2\), especially the \(\gamma\)'s are well estimated by \(M^{*\neq}_2\) and \(a_{2,1}\) is insignificant.

Table 5: Model comparison of predictive performance for the simulated data in the disjoint \(S_1 \neq S_2\) case for low \((\sigma^2 = 1/3)\) and high \((\sigma^2 = 1)\) variance. The bold fonts suggest the best performance for each holdout

|       | low (I) | (II-a) | (II-b) |
|-------|---------|--------|--------|
|       | \(M^{*\neq}_1\) | \(M^{*\neq}_2\) | \(M^{*\neq}_1\) | \(M^{*\neq}_2\) |
| RMSE1 | 0.611   | 0.615  | 0.594  | 0.575  | 0.609  | 0.608  |
| RMSE2 | 0.316   | 0.317  | 0.314  | 0.311  | 0.349  | 0.349  |
| RMSE1+2 | 0.927   | 0.932  | 0.908  | 0.886  | 0.958  | 0.957  |
| CRPS1 | 0.405   | 0.401  | 0.403  | 0.376  | 0.403  | 0.388  |
| CRPS2 | 0.204   | 0.209  | 0.205  | 0.203  | 0.243  | 0.250  |
| CRPS1+2 | 0.609   | 0.610  | 0.608  | 0.579  | 0.646  | 0.638  |

|       | high (I) | (II-a) | (II-b) |
|-------|----------|--------|--------|
|       | \(M^{*\neq}_1\) | \(M^{*\neq}_2\) | \(M^{*\neq}_1\) | \(M^{*\neq}_2\) |
| RMSE1 | 0.692   | 0.721  | 0.698  | 0.667  | 0.696  | 0.704  |
| RMSE2 | 0.320   | 0.321  | 0.321  | 0.322  | 0.320  | 0.316  |
| RMSE1+2 | 1.012   | 1.042  | 1.019  | 0.989  | 1.016  | 1.020  |
| CRPS1 | 0.455   | 0.455  | 0.460  | 0.412  | 0.456  | 0.440  |
| CRPS2 | 0.206   | 0.207  | 0.207  | 0.206  | 0.227  | 0.217  |
| CRPS1+2 | 0.661   | 0.662  | 0.667  | 0.618  | 0.683  | 0.657  |

4 Preferential sampling and dependence bias

Here, we demonstrate that, under bivariate PS, we can be misled with regard to the dependence between the two responses at a location and, more generally, the behavior of the
cross-covariance function. That is, with sampling bias in bivariate response data, we can investigate the impact on second moment behavior for the bivariate process driving the data. Such sampling bias can arise in practice if sampling locations favor pairs which tend to display positive association or pairs which tend to display negative association. For this investigation we work with the $S_1 = S_2$ case; also, there is no need to bring in missing data for this discussion. However, following the calculations in Section 3.1, we have the cross-covariance specification for models $M_3^\pi$ and $M_4^\pi$. The cross covariance matrix for $M_3^\pi$, $C_{M_3^\pi}(s - s') = 
abla_1(s - s') \begin{pmatrix} a_{11}^2 & a_{11}a_{21} & a_{21}^2 \\ a_{11}a_{21} & a_{21}^2 & \end{pmatrix} + \nabla_2(s - s') \begin{pmatrix} 0 & 0 \\ 0 & a_{22}^2 \end{pmatrix}.$

Under $M_4^\pi$, $C_{M_4^\pi}(s - s') = c_\eta(s - s') \begin{pmatrix} \gamma_1^2 & \gamma_1\gamma_2 \\ \gamma_1\gamma_2 & \gamma_2^2 \end{pmatrix} + \nabla_1(s - s') \begin{pmatrix} a_{11}^2 & a_{11}a_{21} & a_{21}^2 \\ a_{11}a_{21} & a_{21}^2 & \end{pmatrix} + \nabla_2(s - s') \begin{pmatrix} 0 & 0 \\ 0 & a_{22}^2 \end{pmatrix}.$

The goal is to demonstrate the difference in inference regarding dependence structure between these two models and, specifically, to show the bias that can arise under $M_3^\pi$ and how $M_4^\pi$ changes the inference. We can examine the results at any particular location and also make a comparison of the cross-covariance between locations. We simulate under $M_4^\pi$ to enable positive or negative correlations. That is, we introduce correlation bias through the sampling of the $(Y_1(s), Y_2(s))$ pairs, changing the strength of association, perhaps changing the sign of the correlation. It is clear how to draw a sample of $(Y_1(s), Y_2(s))$ pairs from $S$ to encourage positive or negative correlation. Then, we can obtain the raw correlation from the biased data to compare with the revised posterior correlation under $M_4^\pi$ as well as the true correlation under $M_4^\pi$.

Here, we are not concerned with the prediction bias; we just seek to reveal the dependence bias. There is no model checking or comparison. In Section 4.1 we illustrate with a simulation example.

### 4.1 A simulation example of dependence bias under preferential sampling

We examine inference on the dependence structure through shared processes and correlated Gaussian processes. We generate data using the model $M_4^\pi$ in Section 3.1, but, in order to simplify the discussion, we exclude covariates. We will examine whether the dependence structure can be recovered for two datasets, data1 with a positive $\gamma_2$ and data2 with a negative value in order to capture positive and negative strengths of correlation. Specifically,
we have

\[ S \sim LGCP(\lambda(\cdot)) \]
\[ \log \lambda(s) = \alpha_1 + \eta(s), \quad \eta(\cdot) \sim GP(0, C(||s - s'||; \theta)) \]
\[ Y_1(s) = \gamma_1 \eta(s) + a_{11} w_1(s) + \epsilon_1(s), \quad \epsilon_1(s) \sim \mathcal{N}(0, \tau_1^2) \]
\[ Y_2(s) = \gamma_2 \eta(s) + a_{21} w_1(s) + a_{22} w_2(s) + \epsilon_2(s), \quad \epsilon_2(s) \sim \mathcal{N}(0, \tau_2^2) \]
\[ w_1(\cdot) \sim GP(0, C(||s - s'||; \theta_{w1}), \quad w_2(\cdot) \sim GP(0, C(||s - s'||; \theta_{w2})) \] (7)

The parameter settings for data1 are: \( \alpha_1 = 6, \quad \sigma^2, a_{11}^2, a_{22}^2 = 1, \quad \phi, \phi_{w1}, \phi_{w2} = 1, \quad (\gamma_1, \gamma_2) = (1, 0.3), \quad (\tau_1^2, \tau_2^2) = (0.3, 0.1), a_{21} = -0.4 \). For data2, we change the sign of \( \gamma_2 \), i.e., \( \gamma_2 = -0.3 \).

The simulated number of locations is 624. In addition, we introduce artificial sampling biases by sampling 70\% of all locations according to the descending order of the \( Y_1 \), this sampling is expected to distort the covariance structure between \( Y_1 \) and \( Y_2 \). Although the data are simulated by \( M_4^= \), the estimation by \( M_4^-= \) doesn’t necessarily cover the true covariance structure with the bias sampling. To implement model \( M_3^- \) and \( M_4^- \), we assume the same prior settings and MCMC fitting as above.

Figures 2 and 3 show the simulated covariance surfaces and their posterior means and 95\% credible intervals at all locations for data1 and data2. The 95th percentile credible intervals will be affected by the sample size, but here, for illustration, the sample size is adjusted to essentially agree with that of the MDBH/TPH data. Altogether, covariance structure is estimated well by \( M_4^- \). Especially, for \( \text{cov}(Y_1(s), Y_2(s')) \), the covariance contributions from the shared process and the coregionalized GPs are distinguished. However, \( M_3^- \) estimates \( \text{cov}(Y_1(s), Y_1(s')) \) and \( \text{cov}(Y_1(s), Y_2(s')) \) with biases. Figures B.4 and B.5 show the simulated covariance surfaces and their posterior means and 95\% credible intervals at locations with biases for data1 and data2. \( M_4^- \) doesn’t capture \( \text{cov}(Y_1(s), Y_1(s')) \) and \( \text{cov}(Y_1(s), Y_2(s')) \) surfaces, but \( M_4^- \) shows wider intervals than \( M_3^- \) and also captures \( \text{cov}(Y_1(s), Y_1(s')) \) and \( \text{cov}(Y_1(s), Y_2(s')) \) without bias. Figures B.6 and B.7 present the posterior means and 95\% credible intervals for the covariance and correlation at the same locations for data1 and data2. For both figures, \( M_4^- \) shows wider intervals for \( \text{cov}(Y_1(s), Y_1(s)) \) and captures the true value even with the bias sampling while \( M_3^- \) fails to capture it. For \( \text{cov}(Y_1(s), Y_2(s)) \), both models capture the true value for data1. However, \( M_3^- \) fails to capture it for data2 while \( M_4^- \) estimates it but with slightly wider intervals.

5 Summary

We have proposed novel extensions of the notion of PS to the context of a pair of response variables. As with customary PS, the goals are to recognize the presence of PS effects and
Figure 2: The plots of the true covariance surfaces and their posterior means and 95% credible intervals for data1: cov(Y1(s), Y1(s')) (cov1), cov(Y2(s), Y2(s')) (cov2), cov(Y1(s), Y2(s')) (cov21), cov(γ1η(s), γ2η(s')) (cov21_shared) and cov(a1,w1(s), a2,w1(s')) (cov21_corr).

to examine improved spatial prediction if there are. Using both simulation and real data we have demonstrated, through shared process modeling, the ability to identify PS effects and also to improve co-kriging in the presence of these effects. Further, we have shown that PS can bias spatial dependence structure but, again, a shared process specification can clarify the true dependence behavior.

In the literature, there are many models for dependent spatial point patterns, e.g., clustering and inhibition specifications (Gelfand and Schliep, 2018). However, in order to supply a shared process specification under geostatistical modeling, employing GPs is most convenient. In this regard, recent work (Virhs et al., 2021) introduces spatial aggregation to a Gibbs process using a GP and offers the possibility of further PS investigation. Another path for future work involves spatio-temporal response data collection, opening the potential of spatial bias varying over time in the data collection. This would lead to space-time geostatistical modeling and space-time point pattern intensities using shared space-time GPs.
Figure 3: The plots of the true covariance surfaces and their posterior means and 95% credible intervals for data2: \( \text{cov}(Y_1(s), Y_1(s')) \) (\( \text{cov}11 \)), \( \text{cov}(Y_2(s), Y_2(s')) \) (\( \text{cov}22 \)), \( \text{cov}(Y_1(s), Y_2(s')) \) (\( \text{cov}21 \)), \( \text{cov}(\gamma_1 \eta(s), \gamma_2 \eta(s')) \) (\( \text{cov21}_\text{shared} \)) and \( \text{cov}(a_{1,1} w_1(s), a_{2,1} w_1(s')) \) (\( \text{cov21}_\text{corr} \)).
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A Co-kriging with response variables at disjoint locations

Here, we clarify that, with dependent spatial responses, using geostatistical modeling, co-kriging for say $Y_1(s_0)$ within a Bayesian framework will depend on both $Y_1$ and $Y_2$ even if the set of locations $S_1$ where $Y_1$ was observed and the set of locations where $Y_2$ was observed are disjoint. Suppose the bivariate geostatistical setting

$$[Y_1|S_1, \eta_1, \beta_1, \tau_1^2][Y_2|S_2, \eta_2, \beta_2, \tau_2^2][\eta_1, \eta_2|\theta][\beta_1, \beta_2, \tau_1^2, \tau_2^2, \theta].$$

Here, $Y_1(s)$ is a standard geostatistical model with regression coefficients $\beta_1$, GP $\eta_1(s)$, and nugget $\tau_1^2$ and $Y_2(s)$ is a standard geostatistical model with regression coefficients $\beta_2$, GP $\eta_2(s)$, and nugget $\tau_2^2$. $(\eta_1(s), \eta_2(s))$ follow a bivariate spatial process (perhaps a bivariate GP) with parameters $\theta$. So, $Y_1(s)$ and $Y_2(s)$ are a bivariate process model with a general cross-covariance dependence structure incorporated into the joint distribution $[\eta_1, \eta_2|\theta]$.

Consider the posterior predictive distribution, $[Y_1(s_0)|Y_1, Y_2]$. We show that it does depend on $Y_2$. $[Y_1(s_0)|Y_1, Y_2] = \int [Y_1(s_0)|\eta_1(s_0), \beta_1, \tau_1^2][\eta_1(s_0), \beta_1, \tau_1^2|Y_1, Y_2].$

However, $[\eta_1(s_0), \beta_1, \tau_1^2|Y_1, Y_2] \propto \int [\eta_1(s_0)|\eta_1, \eta_2, \theta][\eta_1, \eta_2, \theta, \beta_1, \tau_1^2|Y_1, Y_2]d\eta_1d\eta_2d\theta$. The integral becomes $\int g_1(Y_1, \eta_1, \beta_1, \tau_1^2)g_2(\eta_2, \theta)|\eta_1, \eta_2, \theta|d\eta_1d\eta_2d\theta$, after a little manipulation. This integration yields $g(\eta_1(s_0), \beta_1, \tau_1^2, Y_1, Y_2)$ due to the dependence between $\eta_1$ and $\eta_2$. Marginalizing over $\beta_1$ and $\tau_1^2$ shows that the posterior predictive distribution for $Y_1(s_0)$ given $Y_1, Y_2$ does depend on $Y_2$. Hence co-kriging under model $M_3^\neq$ utilizes all of the data even when the point patterns are disjoint. Evidently, this carries over to $M_4^\neq$ when a shared process is added.
Figure B.1: log $\lambda$ surface for the low variance case (upper) and the high variance case (bottom): the simulated true surface (left), the posterior mean surface of $M_2^-$ (middle) and the posterior mean surface of $M_4^-$ (right).
Figure B.2: The plots of the four covariate surfaces on all locations.

C The details of estimation results
Table C.1: The estimation results for the simulated data in the $S_1 = S_2$ case for low ($\sigma^2 = 1/3$) and high ($\sigma^2 = 1$) variance.

|       | true | $M_1^\tau$ Mean | 95% Int | $M_2^\tau$ Mean | 95% Int | $M_3^\tau$ Mean | 95% Int | $M_4^\tau$ Mean | 95% Int |
|-------|------|----------------|--------|----------------|--------|----------------|--------|----------------|--------|
| low   |      |                |        |                |        |                |        |                |        |
| $\alpha_1$ | 6    | -              | -      | 5.905          | [5.547, 6.257] | -              | -      | 5.692          | [4.614, 6.807] |
| $\alpha_2$ | 1    | -              | -      | 1.255          | [0.029, 2.025] | -              | -      | 0.878          | [-0.574, 2.190] |
| $\beta_{1,1}$ | 0.5  | 0.719          | [0.509, 0.955] | 0.561          | [-0.482, 1.377] | 0.476          | [-0.967, 1.814] | 0.343          | [-1.083, 1.479] |
| $\beta_{1,2}$ | 0.5  | 0.034          | [0.003, 0.069] | -0.064         | [-0.183, 0.048] | -0.159         | [-0.536, 0.277] | -0.139         | [-0.527, 0.226] |
| $\gamma_1$ | 1    | -              | -      | 0.954          | [0.746, 1.238] | -              | -      | 0.949          | [0.713, 1.241] |
| $\gamma_2$ | 0.3  | -              | -      | 0.317          | [0.228, 0.426] | -              | -      | 0.331          | [0.244, 0.442] |
| $\alpha_{1,1}$ | -    | -              | -      | -              | -      | -              | -      | 0.078          | [0.021, 0.191] |
| $\alpha_{2,1}$ | -    | -              | -      | 1.328          | [0.415, 3.791] | -0.12         | [-0.748, 0.676] |
| $\alpha_{2,2}$ | -    | -              | -      | 0.492          | [0.141, 1.196] | 0.006         | [0.000, 0.018] |
| $\alpha_{2,1}\phi_{w_1}$ | -    | -              | -      | 0.000          | [0.000, 0.003] | 0.005         | [0.000, 0.035] |
| $\alpha_{2,2}\phi_{w_2}$ | -    | -              | -      | 0.078          | [0.033, 0.173] | 0.000         | [0.000, 0.000] |
| $\sigma^2_{\eta\phi}$ | 1    | -              | -      | 0.804          | [0.387, 1.403] | -              | -      | 0.890          | [0.455, 1.504] |
| $\tau_{11}$ | 0.3  | 0.475          | [0.420, 0.538] | 0.302          | [0.264, 0.351] | 0.298         | [0.256, 0.349] | 0.299         | [0.260, 0.345] |
| $\tau_{21}$ | 0.1  | 0.119          | [0.105, 0.135] | 0.100          | [0.087, 0.114] | 0.100         | [0.086, 0.115] | 0.098         | [0.086, 0.110] |

|       | true | $M_1^\tau$ Mean | 95% Int | $M_2^\tau$ Mean | 95% Int | $M_3^\tau$ Mean | 95% Int | $M_4^\tau$ Mean | 95% Int |
|-------|------|----------------|--------|----------------|--------|----------------|--------|----------------|--------|
| high  |      |                |        |                |        |                |        |                |        |
| $\alpha_1$ | 6    | -              | -      | 5.010          | [5.712, 6.579] | -              | -      | 5.998          | [5.629, 6.393] |
| $\alpha_2$ | 1    | -              | -      | 0.378          | [-0.667, 1.526] | -              | -      | 0.659          | [-0.401, 1.637] |
| $\beta_{1,1}$ | 0.5  | 0.714          | [0.442, 0.980] | -0.474         | [-1.559, 0.674] | -0.338         | [-1.768, 0.998] | -0.322         | [-1.353, 0.659] |
| $\beta_{1,2}$ | 0.5  | 0.123          | [0.092, 0.154] | -0.001         | [-0.091, 0.156] | 0.053          | [-0.105, 0.207] | -0.012         | [-0.210, 0.144] |
| $\beta_{2,1}$ | 0.5  | 0.553          | [0.446, 0.652] | 0.237          | [-0.055, 0.559] | 0.265          | [-0.135, 0.634] | 0.270         | [-0.035, 0.548] |
| $\gamma_1$ | 1    | -              | -      | 1.037          | [0.884, 1.232] | -              | -      | 1.082          | [0.911, 1.279] |
| $\gamma_2$ | 0.3  | -              | -      | 0.281          | [0.230, 0.336] | -              | -      | 0.294          | [0.234, 0.357] |
| $\alpha_{1,1}$ | -    | -              | -      | -              | -      | 0.553          | [0.116, 1.481] | 0.051         | [0.000, 0.181] |
| $\alpha_{2,1}$ | -    | -              | -      | -              | -      | 0.884          | [0.594, 1.630] | 0.000         | [-0.144, 0.154] |
| $\alpha_{2,2}$ | -    | -              | -      | -              | -      | 0.244          | [0.159, 0.447] | 0.138         | [0.009, 0.419] |
| $\alpha_{2,1}\phi_{w_1}$ | -    | -              | -      | -              | -      | 0.015          | [0.001, 0.096] | 0.006         | [0.000, 0.063] |
| $\alpha_{2,2}\phi_{w_2}$ | -    | -              | -      | -              | -      | 0.223          | [0.138, 0.329] | 0.000         | [0.000, 0.005] |
| $\sigma^2_{\eta\phi}$ | 3    | -              | -      | 3.255          | [2.183, 4.619] | -              | -      | 2.505          | [1.558, 3.825] |
| $\tau_{11}$ | 0.3  | 0.831          | [0.744, 0.935] | 0.335          | [0.286, 0.388] | 0.346          | [0.292, 0.403] | 0.339         | [0.279, 0.400] |
| $\tau_{21}$ | 0.1  | 0.126          | [0.112, 0.141] | 0.089          | [0.077, 0.100] | 0.088          | [0.077, 0.100] | 0.089         | [0.078, 0.102] |
Figure B.3: The plots of MDBH (top) and TPH (bottom) on all locations (left) and locations preserved by each holdout strategy for $S_1 \neq S_2$. (I): random, (II-a): partially overlapped with the descending order of MDBH, (II-b): partially overlapped with the descending order of TPH.
Figure B.4: The plots of the true covariance surfaces and their posterior means and 95% credible intervals for the bias sampling case for data1: $\text{cov}(Y_1(s), Y_1(s'))$ (cov11), $\text{cov}(Y_2(s), Y_2(s'))$ (cov22), $\text{cov}(Y_1(s), Y_3(s'))$ (cov21), $\text{cov}(\gamma_1\eta(s), \gamma_2\eta(s'))$ (cov21_shared) and $\text{cov}(a_{1,1}w_1(s), a_{2,1}w_1(s'))$ (cov21_corr).
Figure B.5: The plots of the true covariance surfaces and their posterior means and 95% credible intervals for the bias sampling case for data2: \( \text{cov}(Y_1(s), Y_1(s')) \) (cov11), \( \text{cov}(Y_2(s), Y_2(s')) \) (cov22), \( \text{cov}(Y_1(s), Y_2(s')) \) (cov21), \( \text{cov}(\gamma_1 \eta(s), \gamma_2 \eta(s')) \) (cov21_shared) and \( \text{cov}(a_{1,1} w_1(s), a_{2,1} w_1(s')) \) (cov21_corr).
Figure B.6: The plots of the posterior means and 95% credible intervals for local covariance and correlation for all samples (top) and the bias sampling (bottom) for data1, the black vertical line suggests the true value: $\text{cov}(Y_1(s),Y_1(s))$ (cov11), $\text{cov}(Y_2(s),Y_2(s))$ (cov22), $\text{cov}(Y_1(s),Y_2(s))$ (cov21) and $\text{corr}(Y_1(s),Y_2(s))$ (corr21).
Figure B.7: The plots of the posterior means and 95% credible intervals for local covariance and correlation for all samples (top) and the bias sampling (bottom) for data2, the black vertical line suggests the true value: $\text{cov}(Y_1(s), Y_1(s))$ (cov11), $\text{cov}(Y_2(s), Y_2(s))$ (cov22), $\text{cov}(Y_1(s), Y_2(s))$ (cov21) and $\text{corr}(Y_1(s), Y_2(s))$ (corr21).
Table C.2: The estimation results for the MDBH-TPH data on all locations in the $S_1 = S_2$ case.

|     | $M_1$          | $M_2$          | $M_3$          | $M_4$          |
|-----|----------------|----------------|----------------|----------------|
|     | Mean 95% Int   | Mean 95% Int   | Mean 95% Int   | Mean 95% Int   |
| $\alpha_0$ |                | 6.884 [6.447, 7.331] |                | 6.378 [5.998, 6.768] |
| $\alpha_1$ |                | -6.045 [-11.24, -1.626] |                | -1.196 [-8.485, 6.895] |
| $\alpha_2$ |                | -0.214 [-2.977, 2.325] |                | -0.570 [-4.560, 2.782] |
| $\alpha_3$ |                | 0.165 [-1.932, 2.558] |                | 0.399 [-1.789, 2.425] |
| $\alpha_4$ |                | 1.321 [-1.399, 4.225] |                | 0.252 [-1.789, 2.425] |
| $\beta_{1,0}$ | -0.470 [-1.134, 0.183] | 1.572 [-0.283, 4.078] | -0.758 [-1.442, -0.024] | -0.482 [-1.102, 0.048] |
| $\beta_{1,1}$ | 9.864 [-5.406, 25.46] | 24.46 [13.06, 35.63] | 17.52 [2.735, 31.61] | 12.90 [2.579, 22.78] |
| $\beta_{1,2}$ | 1.487 [-1.551, 4.548] | 0.141 [-1.638, 3.272] | 0.928 [-1.789, 2.425] | -0.482 [-1.102, 0.048] |
| $\beta_{1,3}$ | 11.76 [7.950, 15.42] | 11.44 [9.105, 13.85] | 9.810 [6.506, 12.93] | 8.124 [5.734, 10.54] |
| $\beta_{1,4}$ | -1.250 [-4.081, 1.145] | -2.160 [-3.834, -0.537] | -1.402 [-3.567, 0.765] | -2.455 [-4.017, -0.974] |
| $\beta_{2,0}$ | 0.364 [-0.335, 1.078] | -2.854 [-5.912, -0.676] | 0.164 [-0.479, 0.761] | 0.252 [-0.257, 0.763] |
| $\beta_{2,1}$ | -7.364 [-24.10, 8.940] | 0.091 [-19.51, 2.004] | -5.150 [-18.15, 8.091] | -9.974 [-19.75, -0.708] |
| $\beta_{2,2}$ | -2.406 [-5.677, 0.899] | -1.643 [-3.049, -0.168] | -2.180 [-4.348, -0.217] | -1.785 [-3.265, -0.237] |
| $\beta_{2,3}$ | -5.476 [-6.436, -1.570] | -1.779 [-3.959, -0.308] | -2.415 [-5.107, 0.449] | -3.237 [-5.501, -1.003] |
| $\beta_{2,4}$ | 1.274 [-1.651, 4.008] | 2.277 [0.817, 3.763] | 0.412 [-1.707, 2.560] | 1.748 [0.330, 3.152] |
| $\gamma_1$ |                | 7.655 [4.669, 11.17] |                | 1.163 [0.379, 2.093] |
| $\gamma_2$ |                | -9.436 [-13.92, -5.808] |                | -1.116 [-2.019, -0.250] |
| $\omega_{1,1}$ |                | 0.637 [0.425, 1.207] | 0.706 [0.480, 1.340] |                |
| $\omega_{2,1}$ |                | -0.534 [-0.609, -0.468] | -0.631 [-0.679, -0.583] |                |
| $\omega_{2,2}$ |                | 0.980 [0.825, 1.286] | 0.942 [0.817, 1.120] |                |
| $\phi_{1,0}$ |                | 3.984 [1.673, 7.448] | 4.203 [2.972, 5.825] |                |
| $\phi_{2,0}$ |                | 18.35 [14.48, 23.31] | 19.43 [16.63, 22.68] |                |
| $\sigma_{\theta}^2$ |                | 0.079 [0.030, 0.181] |                | 0.220 [0.101, 0.444] |
| $\tau_{11}$ | 0.784 [0.663, 0.935] | 0.365 [0.313, 0.426] | 0.073 [0.022, 0.143] | 0.046 [0.023, 0.069] |
| $\tau_{22}$ | 0.920 [0.778, 1.086] | 0.269 [0.232, 0.311] | 0.023 [0.008, 0.056] | 0.014 [0.006, 0.027] |
Table C.3: The estimation results for the simulated data with the holdout (I) in the $S_1 \neq S_2$ case for low ($\sigma^2 = 1/3$) and high ($\sigma^2 = 1$) variance.

|          | $M_1^*$ | $M_2^*$ | $M_3^*$ | $M_4^*$ |
|----------|---------|---------|---------|---------|
|          | true    | Mean    | 95% Int | Mean    | 95% Int | Mean    | 95% Int | Mean    | 95% Int |
| $\alpha_1$ | 6       | 6.042   | [5.340, 6.490] | -       | -       | 5.409   | [3.050, 6.886] |
| $\sigma^2_w$ | 1       | 0.036   | [-0.637, 0.490] | 0.141   | [-0.793, 0.809] | -0.174  | [-2.393, 1.267] |
| $\gamma_1$ | 0.3     | 0.443   | [0.223, 0.431] | -       | -       | 0.372   | [0.215, 0.608] |
| $\gamma_2$ | 0.3     | -       | -       | -       | -       | 0.026   | [0.002, 0.154] |
| $\sigma^2_\eta$ | 0.3    | -       | -       | -       | -       | 0.007   | [0.002, 0.167] |
| $\tau_{21}$ | 0.3     | 0.475   | [0.418, 0.534] | 0.295   | [0.257, 0.338] | 0.297   | [0.242, 0.359] |
| $\tau_{22}$ | 0.1     | 0.119   | [0.105, 0.135] | 0.100   | [0.087, 0.114] | 0.103   | [0.085, 0.125] |

|          | $M_1^*$ | $M_2^*$ | $M_3^*$ | $M_4^*$ |
|----------|---------|---------|---------|---------|
|          | true    | Mean    | 95% Int | Mean    | 95% Int | Mean    | 95% Int | Mean    | 95% Int |
| $\alpha_1$ | 6       | 5.469   | [4.917, 6.010] | -       | -       | 5.610   | [4.833, 6.153] |
| $\alpha_2$ | 1       | 1.654   | [0.610, 3.280] | -       | -       | 0.793   | [0.429, 3.433] |
| $\beta_{1,0}$ | 0.443  | 0.356   | [-1.015, 0.231] | -0.141  | [-1.395, 0.763] | 5.522   | [-1.053, 9.662] |
| $\beta_{1,1}$ | 0.5    | 0.846   | [0.252, 2.429] | -1.048  | [-3.676, 1.193] | 0.038   | [-1.391, 2.702] |
| $\beta_{1,2}$ | 0.125  | 0.096   | [-0.279, 0.070] | -0.023  | [-0.394, 0.158] | -0.040  | [-0.320, 0.161] |
| $\gamma_1$ | 1       | 1.000   | [0.087, 0.114] | 0.088   | [0.085, 0.113] | 1.203   | [0.085, 0.125] |
| $\gamma_2$ | 0.3     | 0.305   | [0.244, 0.374] | -       | -       | 0.320   | [0.232, 0.416] |
| $\sigma^2_\eta$ | 0.3    | 0.371   | [0.174, 1.064] | 3.973   | [0.124, 26.99] |
| $\sigma^2_\beta$ | 0.1    | 1.222   | [0.514, 2.935] | 0.324   | [-6.345, 6.828] |
| $\sigma^2_\gamma$ | 0.3    | 0.356   | [0.166, 0.842] | 0.036   | [0.000, 0.088] |
| $\sigma^2_\tau$ | 3       | 2.428   | [1.655, 3.306] | -       | -       | 2.435   | [1.387, 4.091] |
| $\tau_{1,0}$ | 0.3    | 0.324   | [0.268, 0.391] | 0.309   | [0.238, 0.387] | 0.337   | [0.267, 0.416] |
| $\tau_{1,1}$ | 0.1    | 0.087   | [0.076, 0.100] | 0.085   | [0.073, 0.098] | 0.094   | [0.078, 0.113] |
Table C.4: The estimation results for the MDBH-TPH data with the holdout (I) with $p = 0.2$ in the $S_1 \neq S_2$ case.

| $M_2$   | $M_4$   | $M_6$   | $M_8$   |
|---------|---------|---------|---------|
| Mean    | 95% Int | Mean    | 95% Int |
| $\alpha_0$ | -       | -       | 5.957   | [5.771, 6.158] |
| $\alpha_1$ | -       | -       | -1.557  | [-5.273, 0.703] |
| $\alpha_2$ | -       | -       | -1.724  | [-4.473, 1.610] |
| $\alpha_3$ | -       | -       | -0.415  | [-2.986, 2.080] |
| $\alpha_4$ | -       | -       | -1.280  | [-5.213, 1.595] |
| $\beta_{1,0}$ | 0.855   | [0.428, 1.289] | -0.572  | [-1.453, 0.523] |
| $\beta_{1,1}$ | 15.73   | [5.033, 25.62] | 17.98   | [4.560, 30.37] |
| $\beta_{1,2}$ | -0.792  | [-2.326, 0.743] | 0.833   | [-1.521, 3.017] |
| $\beta_{1,3}$ | 5.469   | [3.382, 7.475] | 10.62   | [7.721, 13.33] |
| $\beta_{1,4}$ | -1.379  | [-2.806, 0.101] | -0.597  | [-2.993, 1.581] |
| $\beta_{2,0}$ | 8.062   | [7.349, 8.764] | -0.221  | [-1.573, 0.879] |
| $\beta_{2,1}$ | -1.483  | [-17.93, 15.50] | -0.650  | [-15.25, 11.72] |
| $\beta_{2,2}$ | -0.805  | [-4.533, 3.118] | -2.816  | [-5.040, -0.652] |
| $\gamma_1$ | 4.082   | [0.210, 7.726] | 0.683   | [-1.475, 2.909] |
| $\gamma_2$ | -       | -       | 9.178   | [5.150, 14.50] |
| $\sigma^{2}\phi_{\theta}$ | 0.544   | [0.213, 1.456] | 0.113   | [-0.522, 1.199] |
| $\sigma^{2}\phi_{\theta}$ | -       | -       | -       | -       |
| $\tau^{2}$ | 0.349   | [0.282, 0.430] | 0.368   | [0.067, 0.731] |
| $\tau^{2}$ | 1.393   | [1.170, 1.649] | 0.075   | [0.020, 0.237] |
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Table C.5: The estimation results for the simulated data in the disjoint $S_1 \neq S_2$ case for low ($\sigma^2 = 1/3$) and high ($\sigma^2 = 1$) variance.

|     | low               |       | 95% Int       |       | 95% Int       |
|-----|-------------------|-------|---------------|-------|---------------|
|     | $M_1^{\star}$     |       |               | $M_2^{\star}$ |       |
|     | true Mean         | Mean  |               | Mean  |               |
| $\alpha_{1,1}$ | 6                | -     | -             | 5.965 | [5.330, 7.132] |
| $\alpha_{2,1}$ | 1                | -     | -             | 1.763 | [0.295, 4.035] |
| $\alpha_{1,2}$ | 6                | -     | -             | 6.109 | [3.068, 7.957] |
| $\alpha_{2,2}$ | 1                | -     | -             | 2.591 | [-0.154, 5.098] |
| $\beta_{1,1}$ | 0.141            | -0.793, 0.809 | 0.872 | -0.749, 5.340 |
| $\beta_{1,2}$ | 0.603            | -0.407, 1.790 | 1.427 | [0.129, 3.404] |
| $\beta_{2,1}$ | 0.013            | -0.284, 0.210 | 0.371 | -0.227, 0.773 |
| $\beta_{2,2}$ | 0.600            | 0.263, 0.981 | 1.040 | 0.205, 1.797  |
| $\gamma_1$    | 1                | -     | -             | 0.958 | [0.703, 1.270] |
| $\gamma_2$    | 0.3              | -     | -             | 0.301 | [0.243, 0.372] |
| $\sigma_{w,1}^2$ | -0.026          | 0.002, 0.154 | 0.171 | [0.017, 0.436] |
| $\sigma_{w,2}^2$ | 0.608           | 0.353, 1.210 | 0.038 | [-1.966, 1.736] |
| $\sigma_{w,1}^2 \phi_{w,1}$ | -            | 0.110, 0.366 | 0.676 | [0.005, 1.383] |
| $\sigma_{w,2}^2 \phi_{w,2}$ | -          | 0.072, 0.145 | 0.000 | [0.000, 0.116] |
| $\sigma_{\eta,1}^2$ | 1              | -     | -             | 0.992 | [0.449, 1.928] |
| $\sigma_{\eta,2}^2$ | 1             | -     | -             | 1.477 | [0.755, 2.416] |
| $\tau_{21}$   | 0.3              | 0.299 | 0.305         | [0.262, 0.359] |
| $\tau_{22}$   | 0.1              | 0.100 | 0.093         | [0.081, 0.107] |

|     | high              |       | 95% Int       |       | 95% Int       |
|-----|-------------------|-------|---------------|-------|---------------|
|     | $M_1^{\star}$     |       |               | $M_2^{\star}$ |       |
|     | true Mean         | Mean  |               | Mean  |               |
| $\alpha_{1,1}$ | 6                | -     | -             | 6.180 | [5.094, 7.512] |
| $\alpha_{2,1}$ | 1                | -     | -             | -0.343 | [-1.694, 1.991] |
| $\alpha_{1,2}$ | 6                | -     | -             | 6.022 | [4.987, 6.545] |
| $\alpha_{2,2}$ | 1                | -     | -             | 1.508 | [0.077, 2.772] |
| $\beta_{1,0}$ | 0.141            | -1.395, 0.763 | 0.169 | [-1.583, 1.732] |
| $\beta_{1,1}$ | 0.5              | -3.676, 1.193 | -0.411 | [-1.876, 2.492] |
| $\beta_{2,0}$ | 0.023            | -0.394, 0.158 | -0.016 | [-0.376, 0.215] |
| $\beta_{2,1}$ | 0.5              | -0.701, 0.729 | 0.542 | [-0.061, 0.954] |
| $\gamma_1$    | 1                | -     | -             | 0.996 | [0.763, 1.216] |
| $\gamma_2$    | 0.3              | -     | -             | 0.331 | [0.241, 0.439] |
| $\sigma_{w,1}^2$ | -0.371         | 0.174, 1.064 | 0.040 | [0.000, 0.117] |
| $\sigma_{w,2}^2$ | 1.222           | 0.514, 2.935 | 0.020 | [-0.014, 0.060] |
| $\sigma_{w,1}^2 \phi_{w,1}$ | -  | 0.166, 0.842 | 0.133 | [0.041, 0.245] |
| $\sigma_{w,2}^2 \phi_{w,2}$ | -  | 0.974, 4.741 | 0.000 | [0.000, 0.000] |
| $\sigma_{\eta,1}^2$ | 3              | -     | -             | 2.286 | [1.279, 3.469] |
| $\sigma_{\eta,2}^2$ | 3             | -     | -             | 2.038 | [0.856, 3.345] |
| $\tau_{21}$   | 0.3              | 0.238, 0.387 | 0.319 | [0.271, 0.371] |
| $\tau_{22}$   | 0.1              | 0.085 | 0.097         | [0.084, 0.111] |