Investigation into spiral phase plate contrast in optical and electron microscopy
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The use of phase plates in the back focal plane of a microscope is a well established technique in optical microscopy to increase the contrast of weakly interacting samples and is gaining interest in electron microscopy as well. In this paper we study the spiral phase plate (SPP), also called helical, vortex, or two-dimensional Hilbert phase plate, that adds an angularly dependent phase of the form \( e^{i\ell \phi_k} \) to the exit wave in Fourier space. In the limit of large collection angles, we analytically calculate that the average of a pair of \( \ell = \pm 1 \) SPP filtered images is directly proportional to the gradient squared of the exit wave, explaining the edge contrast previously seen in optical SPP work. We discuss the difference between a clockwise–anticlockwise pair of SPP filtered images and derive conditions under which the modulus of the wave’s gradient can be seen directly from one SPP filtered image. This work provides the theoretical background to interpret images obtained with a SPP, thereby opening new perspectives for new experiments to study for example magnetic materials in an electron microscope.

I. INTRODUCTION

Inserting phase plates in the back focal plane of a microscope, whether optical [1–3] or electron [4–6], is a well established technique to increase the contrast of transparent objects. This way even pure phase objects can be made visible. In optical microscopy this technique was first developed with the introduction of the Zernike phase plate [7, 8] adding a \( \pm \pi/2 \) phase difference to the scattered part of the wave compared to the transmitted part and was followed by other types of phase-imaging methods including the differential interference contrast (DIC) microscopy [9] and Hoffman modulation contrast (HMC) microscopy [10]. In electron microscopy charging and contamination impedes the design of workable phase plates significantly. A first equivalent to the Zernike phase plate, the Boersch phase plate [11], adds an extra phase to the scattered wave using a charged metallic ring in the Fourier plane [12–14]. An alternative way of imparting a phase shift on the scattered beam is to use a thin film carbon sheet with a hole in the center [4, 15, 16]. Both techniques have been demonstrated experimentally, but show complications that prevent general application. Only recently a workable electron Zernike phase plate called the Volta phase plate was designed where a thin film is introduced in the back focal plane. The unscattered beam modifies the surface of the film, giving the central beam its phase shift [17] and has been successfully applied in cryo-tomography [18, 19] and single particle analysis [20]. Also an electron equivalent to the DIC method has been shown [6, 21–23]. Depending on the shape of the phase plate, the transparent object is made visible in different ways. Images made with a Zernike phase plate are (to a first-order approximation) direct phase contrast images, where the intensity in the image is proportional to the phase shift of the wave. In images made with the DIC and HMC method, the transparent objects are revealed as if they are illuminated from one side, appearing bright on one side and casting a shadow on the other.

Some particularly interesting types of phase plate are the one- and two-dimensional Hilbert phase plates [21, 24]. In the one-dimensional case, one side of the wave in Fourier space is given a \( \pi \) phase shift with respect to the other. Edges perpendicular to this direction then appear as bright lines in the image. In order to remove the directional dependency of the edge-enhancement, the two-dimensional radially symmetric Hilbert phase plate can be used that adds a phase of the form \( \exp(i\ell \phi_k) \) to the wave in Fourier space, where \( \phi_k \) is the angular coordinate with respect to the center of the beam and \( \ell \) is an integer number. When \( \ell = \pm 1 \), there is a \( \pi \)-phase shift across any diameter of the phase plate. Note that these phase plates, called vortex, helical or spiral phase plates (SPP), can also be used to generate vortex beams that are characterized by a wavefunction of the form \( \Psi(r) = \psi(r)e^{i\ell \phi_k}e^{ikz} \) [25, 26], which have their own fields of application in optics [27–35] and electron microscopy [36, 37]. In phase-contrast microscopy, these phase plates have been proven to be useful in optics [38], but also in electron microscopy they are attracting increasingly more attention as an edge-enhancement technique [39] or to detect the chirality of crystals [40]. For charged particles the one-dimensional Hilbert phase shift can be induced using the Aharonov-Bohm phase shift of a thin magnetized wire placed along the diameter of an aperture [41]. In a same way, the angularly dependent phase of the two-dimensional Hilbert phase can be generated near the tip of a magnetized needle [39, 42, 43]. Although alternative SPPs for electrons have been investigated, e.g., fork gratings [44] or helically shaped lenses made of a transparent material [45], the magnetic phase plates have the advantage of only blocking a relatively small part of the aperture in the objective plane, such that a maximal amount of scattered electrons can contribute to the signal.

In previous work [46], we related the intensity of images obtained with a SPP to the local OAM decomposition of
the exit wave. However, in ref. [24] it was shown that the same phase plate enhances the contrast at edges of transparent objects in all directions, and in ref. [38] it was suggested that the intensity in the images is related to the gradient of the exit wave.

In this paper, we analytically investigate what a SPP with \( \ell = \pm 1 \) reveals about the exit wave and its partial derivatives within the approximation of large collection angles and verify this with numerical simulations. Based on this, we discuss under which circumstances the SPP filtered images can be directly linked to the gradient of the exit wave. However, in ref. [24] it was shown that the intensity in the images is related to the gradient of the exit wave.

Finally, we shortly discuss how the combined information of three images made with \( \ell = -1, \ell = 0 \) and \( \ell = 1 \) SPP may provide enough information to make a full exit wave reconstruction of both the phase and intensity.

II. IMAGES WITH \( \ell = \pm 1 \) SPIRAL PHASE PLATES

In the following \( \Psi(r) = \Psi(r, \phi) \) and \( \tilde{\Psi}(k) = \tilde{\Psi}(k, \phi_k) \) denote a two-dimensional section of the three-dimensional wave in real and Fourier space respectively.

Let \( \Psi(r) \) be a two-dimensional wave of interest, e.g., scalar electromagnetic wave or electron wave after interaction with a sample. Introducing a spiral phase plate (SPP) into the back focal plane of a microscope means that we add a phase of the form \( e^{i\ell \phi_k} \), with \( \phi_k \) the angular coordinate and \( \ell = \pm 1 \) an integer, to the scattered wave in the diffraction plane. Mathematically this means we multiply the Fourier transform (FT) of the exit wave with an angularly dependent phase factor

\[
\tilde{\Psi}^\pm(k) = \begin{cases} 
\tilde{\Psi}(k)e^{\pm i\phi_k} & (k \neq 0) \\
0 & (k = 0),
\end{cases} 
\tag{1}
\]

where we set the amplitude of the wave to zero in the origin since the phase factor \( e^{\pm i\phi_k} \) is undefined in this point. To obtain the resulting image, we must propagate to real space by taking the inverse Fourier transform

\[
\Psi^\pm = \mathcal{F}^{-1}[\tilde{\Psi}(k)e^{\pm i\phi_k}](r) \\
= \mathcal{F}^{-1}[\tilde{\Psi}(k)] \otimes \mathcal{F}^{-1}[e^{\pm i\phi_k}] \\
= \Psi(r) \otimes \mathcal{F}^{-1}[e^{\pm i\phi_k}],
\tag{2}
\]

where we used the convolution theorem in the second transformation. The resulting image is given by the convolution of the exit wave with the Fourier transform of the SPP. It is easy to show that the latter has a radially symmetric amplitude with an angularly dependent phase factor \( e^{\pm i\phi} \), i.e.,

\[
\mathcal{F}^{-1}[e^{\pm i\phi_k}] = \int_0^{\infty} dk \int_0^{2\pi} d\phi_k 
ke^{\pm i\phi_k} e^{ikr} \\
= \int_0^{\infty} dk \int_0^{2\pi} d\phi_k 
ke^{\pm i\phi_k} \sum_m \hat{J}_m(kr) e^{im(\phi - \phi_k)} \\
= 2\pi \sum_m \hat{J}_m e^{im\phi} \int_0^{\infty} dk kJ_m(kr) \delta_{m,\pm 1} \\
= 2\pi i e^{\pm i\phi} \int_0^{\infty} dk J_1(kr), 
\tag{3}
\]

where we used the Jacobi–Anger identity

\[
e^{ikr \cos(\phi - \phi_k)} = \sum_m \hat{J}_m(kr) e^{im(\phi - \phi_k)}. \tag{4}
\]

The above expression for the Fourier transform of the SPP is not normalizable, i.e., is a distribution. In reality however, the upper boundary of the integral in eq. (3) is given by the radius of the SPP aperture \( k_{\text{max}} \)

\[
\mathcal{F}^{-1}[\pm SPP] = 2\pi i e^{\pm i\phi} \int_0^{k_{\text{max}}} dk J_1(kr) \\
= T^{k_{\text{max}}}(r)e^{\pm i\phi},
\tag{5}
\]

Figure 1: The radial profiles of the FT of flat amplitude SPP apertures with different radii \( k_{\text{max}} \in \{1, 2, 3, 4\} \AA^{-1} \) (a) and for Bessel modulated amplitude SPP apertures with \( k_{\text{max}}=5 \AA^{-1} \) for different \( R \) (b).
where $T_{k_{\text{max}}}(r)$ is a function that determines the radial profile of the FT of an $\ell = \pm 1$ SPP. The function has a global maximum close to zero, but is zero at $r = 0$, which gives the Fourier transform of the SPP the typical vortex beam shape, a bright ring with a dark core. As shown in fig. 1a, the larger the radius of the SPP aperture, $k_{\text{max}}$, the more sharply $T_{k_{\text{max}}}(r)$ is peaked near $r = 0$. The radius of this ring is inversely proportional to the size of the phase plate aperture and can be made arbitrarily small when an idealized microscope, aberration corrected at large collection angles, is assumed. We should note here that, although the ring can be made arbitrarily small, it will not converge to an infinitely sharp delta-ring, because tails will always be present. In order to remove these, a SPP that modulates the amplitude of the wave with a first-order Bessel function, $J_1(kR)$, can be used [47, 48], where $R$ is a parameter that determines the radius of the ring. In contrast to the constant amplitude (flat) SPP, in the limit of large $k_{\text{max}}$, the profile of the FT of the Bessel amplitude modulated aperture converges to a $\delta$-peak. However, since the Bessel modulated aperture also is not normalizable it needs a cut-off at a certain $k_{\text{max}}$, giving rise to a broadening of the $\delta$-peak, as can be seen in fig. 1b for $k_{\text{max}}=5$ Å$^{-1}$. In what follows all calculations assume a flat SPP, but can easily be extended for a Bessel amplitude modulated SPP.

Using a flat SPP, the convolution in eq. (2) can be written as

$$\Psi^\pm = \int_0^\infty dr' \int_0^{2\pi} d\phi' r' \Psi(r - r') e^{\pm i\phi'} T_{k_{\text{max}}}(r').$$

As mentioned above, we can choose $k_{\text{max}}$ such that $T_{k_{\text{max}}}(r')$ can be made arbitrarily peaked near $r' = 0$. For a sufficiently large aperture, $\psi$ can thus be approximated by its first order Taylor expansion in the entire region where $T_{k_{\text{max}}}(r')$ has a significant weight. In polar coordinates, defined in fig. 2, the first order Taylor expansion of $\psi$ reads

$$\Psi(r + dr, \phi + d\phi) \approx \Psi(r, \phi) + \frac{\partial \Psi(r, \phi)}{\partial r} r' \cos(\phi - \phi') + \frac{\partial \Psi(r, \phi)}{\partial \phi} r' \sin(\phi - \phi'),$$

and the convolution in eq. (6) becomes

$$\Psi^\pm = \int_0^\infty dr' \int_0^{2\pi} d\phi' r' e^{\pm i\phi'} T_{k_{\text{max}}}(r') \left( \Psi(r, \phi) + \frac{\partial \Psi(r, \phi)}{\partial r} r' \cos(\phi - \phi') + \frac{\partial \Psi(r, \phi)}{\partial \phi} r' \sin(\phi - \phi') \right)$$

$$= \int_0^\infty dr' r' T_{k_{\text{max}}}(r') \times \left( 0 - \frac{\partial \Psi(r, \phi)}{\partial r} r' \pi e^{i\phi} \pm i \frac{\partial \Psi(r, \phi)}{\partial \phi} \frac{r' \pi e^{i\phi}}{r} \right)$$

$$= \left( \frac{\partial \Psi(r, \phi)}{\partial r} \mp i \frac{\partial \Psi(r, \phi)}{\partial \phi} \right) \frac{\pi e^{i(\phi + \pi)}}{\pi e^{i\phi}} \int \frac{dr'}{r'^2} T_{k_{\text{max}}}(r').$$

The images obtained with an $\ell = +1$ and $\ell = -1$ SPP are given by the modulus squared $|\Psi^\pm|^2$.

$$I^+ = C \left( \frac{\partial \Psi}{\partial r} \frac{\partial \Psi^*}{\partial r} - \frac{i}{r} \frac{\partial \Psi}{\partial \phi} \frac{\partial \Psi^*}{\partial \phi} + \frac{1}{r^2} \frac{\partial \Psi}{\partial \phi} \frac{\partial \Psi^*}{\partial \phi} \right),$$

$$I^- = C \left( \frac{\partial \Psi}{\partial r} \frac{\partial \Psi^*}{\partial r} + \frac{i}{r} \frac{\partial \Psi}{\partial \phi} \frac{\partial \Psi^*}{\partial \phi} - \frac{1}{r^2} \frac{\partial \Psi}{\partial \phi} \frac{\partial \Psi^*}{\partial \phi} \right),$$

with $C = |\pi \int_0^\infty dr' r'^2 T_{k_{\text{max}}}(r')|^2$ a normalization factor. From eq. (9) and eq. (10) we indeed see that, in the limit of large $k_{\text{max}}$, there is a clear relation between the SPP filtered images and the first partial derivative of the exit wave $\Psi$. However, images taken with oppositely handed SPPs, in general, are not equal to each other and therefore can not be both proportional to the gradient of the exit wave as might be expected from the observation of enhanced edge contrast [24, 38].

III. AVERAGE AND DIFFERENCE OF $\ell = \pm 1$ SPP FILTERED IMAGES

We can, however, measure the gradient of the wave directly by looking at the average of two opposite SPP filtered images

$$\frac{1}{2} (I^+ + I^-) = C \left( \frac{\partial \Psi}{\partial r} \frac{\partial \Psi^*}{\partial r} + \frac{1}{r^2} \frac{\partial \Psi}{\partial \phi} \frac{\partial \Psi^*}{\partial \phi} \right)$$

$$= C |\nabla_\perp \Psi|^2,$$

where $\nabla_\perp$ is the two dimensional gradient of the exit wave in the directions perpendicular to the optical axis.
Accordingly, individual \( \ell = \pm 1 \) SPP filtered images are proportional to the square of the magnitude of the gradient, only if the difference between opposite SPP images is zero. This difference is given by
\[
\frac{1}{2} (I^+ - I^-) = \frac{iC}{r} \left( \frac{\partial \psi}{\partial r} \frac{\partial \varphi^*}{\partial r} - \frac{\partial \psi}{\partial \varphi} \frac{\partial \varphi^*}{\partial \varphi} \right) = C' (\nabla \times J)_{z},
\]
with \( J \) the probability current density
\[
J = C'' (\Psi^* \nabla \Psi - \Psi \nabla \Psi^*),
\]
where \( C'' \) is equal to \( i/2 \) for photons and \( \frac{\hbar}{2m_i} \) for electrons.

Using two opposite SPPs thus allows us to directly measure the magnitude of the gradient of the exit wave by adding, and the curl of the current density by subtracting the two images. The latter gives an alternative to the setup using differential astigmatism defoci for measuring the complete probability current, including the solenoidal component.

In what follows, it will be more convenient to work in Cartesian coordinates
\[
\frac{1}{2} (I^+ + I^-) = C \left( \frac{\partial \psi}{\partial x} \frac{\partial \varphi^*}{\partial x} + \frac{\partial \psi}{\partial y} \frac{\partial \varphi^*}{\partial y} \right),
\]
\[
\frac{1}{2} (I^+ - I^-) = iC \left( \frac{\partial \psi}{\partial x} \frac{\partial \varphi^*}{\partial x} - \frac{\partial \psi}{\partial y} \frac{\partial \varphi^*}{\partial y} \right)
\]
To understand the meaning of eq. (14) and eq. (15), we decompose the exit wave into its amplitude and phase
\[
\Psi(r) = A(r)e^{i\varphi(r)}.
\]
For the average of the two opposite SPP filtered images, we then obtain (omitting the normalization constant \( C' \)),
\[
\frac{1}{2} (I^+ + I^-) = \left( \frac{\partial A}{\partial x} e^{i\varphi} + iAe^{i\varphi} \frac{\partial \varphi}{\partial x} \right) e_x + \left( \frac{\partial A}{\partial y} e^{i\varphi} + iAe^{i\varphi} \frac{\partial \varphi}{\partial y} \right) e_y \right)^2
\]
\[
= \left( \frac{\partial A}{\partial x} \right)^2 + \left( \frac{\partial A}{\partial y} \right)^2 + \left( \frac{\partial \varphi}{\partial x} \right)^2 + \left( \frac{\partial \varphi}{\partial y} \right)^2,
\]
and for the difference
\[
\frac{1}{2} (I^+ - I^-) = \left[ \left( \frac{\partial \psi}{\partial x} \frac{\partial \varphi^*}{\partial x} - \frac{\partial \psi}{\partial y} \frac{\partial \varphi^*}{\partial y} \right) \right]^2
\]
\[
= \text{Im} \left[ \left( \frac{\partial A}{\partial x} e^{i\varphi} + iAe^{i\varphi} \frac{\partial \varphi}{\partial x} \right) \left( \frac{\partial A}{\partial y} e^{-i\varphi} - iAe^{-i\varphi} \frac{\partial \varphi}{\partial y} \right) \right]
\]
\[
= \text{Im} \left[ \frac{\partial A}{\partial x} \frac{\partial A}{\partial x} + A^2 \frac{\partial \varphi}{\partial x} \frac{\partial \varphi}{\partial y} + iA \frac{\partial A}{\partial \varphi} \frac{\partial \varphi}{\partial y} - iA \frac{\partial A}{\partial \varphi} \frac{\partial \varphi}{\partial x} \right]
\]
\[
= 2A \left[ \frac{\partial A}{\partial y} \frac{\partial \varphi}{\partial x} - \frac{\partial A}{\partial x} \frac{\partial \varphi}{\partial y} \right].
\]

Eq. 18 shows that there is only a difference between the \( \ell = 1 \) and \( \ell = -1 \) SPP filtered images in those points, where both of the following conditions are met simultaneously

- Both the 2D gradient of the amplitude and the phase are non-zero.
- The 2D gradient of the amplitude and the phase are not parallel to each other.

When one of these conditions is not fulfilled, oppositely handed SPP filtered images will be identical. This is the case, for instance, when a plane wave photon or electron interacts with a pure phase object, where the intensity does not change and its gradient is zero everywhere. The two opposite SPP filtered images will be identical and the magnitude of the two-dimensional gradient squared can be seen directly from a single SPP filtered image. The same holds for a weak phase/weak amplitude object, where both the phase and the amplitude are assumed to be proportional to the thickness of the sample. As a consequence their gradients are parallel and, again, no difference in the opposite SPP filtered images will be observed.

When studying magnetic samples however, an extra phase is induced of which the gradient is not parallel to that of the electrostatic phase shifts. This creates a difference between the two SPP filtered images that can be directly linked to the magnetization state of thin nano-objects. Whereas in conventional holographic methods the electrostatic contribution to the phase shift has to be separated from the magnetic by flipping the sample upside down, or applying an external magnetic field, a SPP analysis would not require manipulation of the sample. Instead, two images with opposite SPPs have to be recorded. When using the magnetic needle setup from Béché et al., this can be done simply by changing the objective aperture or flipping the magnetization direction of the needle with an external magnetic field in the condenser plane. Alternatively, using the fork aperture with high grating frequency, the two images are separated in the image plane, i.e., the reciprocal of the grating placed in diffraction plane and can be recorded simultaneously. Similar to the holographic methods, both images need to be recorded under the same conditions and aligned properly in order to compare differences between the two.

When the phase object or weak phase/weak amplitude approximation no longer holds, the current vorticity does not have to be zero anymore and differences appear in images taken with opposite SPPs. This is demonstrated in the next section with numerical simulations of the exit wave of a plane electron wave passing through a 20nm-thick quartz crystal.
IV. SIMULATION OF TRANSMISSION ELECTRON MICROSCOPY IMAGES

We demonstrate the analytical considerations made in the previous section on a simulated exit wave obtained by multi-slice simulations using the program STEMsim [54] on a 20nm-thick quartz crystal. Since the simulation gives the amplitude and the phase of the exit wave, quantities such as the gradient of the exit wave or the current vorticity can be computed and compared directly with the SPP filtered images.

In fig. 3, a simulated TEM image is shown together with the images obtained after inserting an \( \ell = 1 \) and \( \ell = -1 \) SPP. The latter are calculated by taking the amplitude squared of the inverse Fourier transform of the Fourier transform of the exit wave multiplied with a SPP (see eq. (2)). We immediately see that the images obtained with opposite SPP differ significantly, indicating that the intensity in each image can not be linked directly to the gradient of the exit wave.

In fig. 4 the average and the difference of the SPP filtered images with a flat or Bessel modulated amplitude are compared with the gradient of the exit wave squared, \( |\nabla \perp \Psi|^2 \), and the \( z \)-component of the curl of the probability current, \( (\nabla \times J)_z \), calculated directly from the exit wave. We can see that for both SPPs the average and difference are in good agreement with the calculated gradient and current vorticity images. For the flat SPPs a clear blurring of the images can be seen which is a direct consequence of the tails present in its Fourier transform, see fig. 1a. Since in our simulations \( k_{\text{max}} \) is limited by the number of points and the resolution of the image, it can not be made arbitrarily large and these tails will remain to have a significant influence on the images. As argued before and shown in fig. 4, this blurring effect can be resolved by using a Bessel modulated amplitude SPP. Note that amplitude modulations is far more difficult and generally requires the use of a thin film of transparent material, introducing an increased sensitivity to beam damage and contamination in contrast to flat intensity SPPs, that can be created by magnetic needles or binary fork apertures.
V. IMAGE WAVE RECONSTRUCTION

Whereas the amplitude of a wave can simply be measured by taking a conventional image, in which the intensity is given by

\[ I = |\psi|^2 = A^2, \] (19)

the phase is much harder to measure. However, as shown above, by inserting two oppositely handed SPPs, we get valuable extra information about the wave and the gradient of its amplitude and phase. Using \( \frac{\partial I}{\partial x} = 2A \frac{\partial A}{\partial x} \) we can rewrite eq. (17) and eq. (18) as

\[
\begin{align*}
\left[ \frac{\partial^2 \varphi}{\partial y \partial x} - \frac{\partial^2 \varphi}{\partial x \partial y} \right] &= \frac{1}{2C}(I^+ - I^-) \\
\left( \frac{\partial \varphi}{\partial y} \right)^2 + \left( \frac{\partial \varphi}{\partial x} \right)^2 &= \frac{I^+ + I^-}{2C} - \left( \frac{\partial A}{\partial x} \right)^2 - \left( \frac{\partial A}{\partial y} \right)^2 \\
&= \frac{I^+ + I^-}{2C} - \frac{1}{4P^2} \left( \frac{\partial I}{\partial x} \right)^2 + \left( \frac{\partial I}{\partial y} \right)^2,
\end{align*}
\] (20)

where \( I \) is measured by taking a normal image without a SPP. Equation 20 represents a set of two first order partial differential equations that may be solved using the method of characteristics, thereby retrieving the phase \( \varphi \). Note, however, that such a procedure is not straightforward. Problems may arise at crossing characteristics or at amplitude zeros, where the right hand side of the second equation diverges. A detailed elaboration on image wave reconstruction, lies beyond the scope of this paper.

VI. CONCLUSION

In order to increase the contrast in optical and electron microscopy images, over the past decades several phasecontrast techniques have been developed. In this work we study the effect of a spiral phase plate (SPP) that adds an angularly dependent phase to the wave in the Fourier plane of the form \( e^{i\ell \phi} \). We analytically calculate the effect of an \( \ell = \pm 1 \) SPP in the limit for large \( \ell_{\text{max}} \) and find that the average of two opposite SPP filtered images is equal to the square of the 2D gradient of the wave and that the difference is proportional to its current vorticity. The latter disappears when the 2D amplitude- and phase-gradient are parallel or if one of them is zero. We verified these analytical calculations on a simulated exit wave of a plane wave electron passing through a 20nm thick quartz crystal (fig. 4). Our calculations confirm the suggestion made by Fürhapter et al. [38] that for pure phase objects individual SPP filtered images are proportional to the gradient squared of the exit wave, but also show a further use for the spiral phase plate technique. We demonstrated how an analysis of two opposite SPP filtered images enables detection of solenoidal currents, such as those occurring in combination with elastic scattering on magnetic samples or chiral inelastic excitations. Moreover, we indicate how the combination of a conventional image, an image with an \( \ell = -1 \) and an \( \ell = 1 \) SPP might give enough information to reconstruct the entire exit wave, thereby opening new pathways to phase retrieval.
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