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Abstract— The study and the determination of polyhedral regions of local stability for linear systems subject to control saturation is addressed. The analysis of the nonlinear behavior of the closed-loop saturated system is made by dividing the state space in regions of saturation. Inside each of these regions, the system evolution can be represented by a linear system with an additive disturbance. From this representation, a necessary and sufficient condition relative to the contractivity of a given convex compact polyhedral set is stated. Consequently, the polyhedral set can be associated with a Lyapunov function and the local asymptotic stability of the saturated closed-loop system inside the set is guaranteed. Furthermore, it is shown how, in some particular cases, the compactness condition can be relaxed in order to ensure the asymptotic stability in unbounded polyhedra. Finally, an application of the contractivity conditions is presented in order to determine local asymptotic stability regions for the closed-loop saturated system.
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I. INTRODUCTION

Consider the discrete-time system described by

\[ x(k + 1) = Ax(k) + B\text{sat}(F(x(k))) \]

where \( x(k) \in \mathbb{R}^n \), \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), \( F \in \mathbb{R}^{m \times n} \) and each component of the saturation term is defined, \( \forall i = 1, \ldots, m \), as follows:

\[ \text{sat}(F(x(k)))(i) = \text{sat}(F(i) x(k)) = \begin{cases} -u_{\min}(i), & \text{if } F(i)x(k) < -u_{\min}(i) \\ F(i)x(k), & \text{if } -u_{\min}(i) \leq F(i)x(k) \leq u_{\max}(i) \\ u_{\max}(i), & \text{if } F(i)x(k) > u_{\max}(i) \end{cases} \]

with \( u_{\min}(i), u_{\max}(i) > 0 \), for \( i = 1, \ldots, m \). System (1) represents the closed-loop system obtained from the application of a saturating state feedback control law \( u(k) = \text{sat}(F(x(k))) \) to a linear system \( x(k + 1) = Ax(k) + Bu(k) \). In the polyhedral region

\[ S(F, \rho) = \{ x \in \mathbb{R}^n : Fx \leq \rho \} = \{ x \in \mathbb{R}^n : -u_{\min} \leq Fx \leq u_{\max} \} \]

where

\[ F = \begin{bmatrix} F \end{bmatrix} \quad \text{and} \quad \rho = \begin{bmatrix} u_{\max} \\ u_{\min} \end{bmatrix} \]

the saturation does not occur and system (1) admits the classical linear model

\[ x(k + 1) = (A + BF)x(k) \]

Due to the saturation term, the system (1) is nonlinear. Since no particular hypothesis is made about stability of matrix \( A \) and \( B \), the problem of determining polyhedral regions of stability in which saturation effect can be associated with a Lyapunov function

\[ S(G, w) = \{ x \in \mathbb{R}^n : Gx \leq w \} \]

with \( w(i) > 0, \forall i = 1, \ldots, g \). Note that by definition \( S(G, w) \) is a convex set.

The problem of determining polyhedral regions of stability contained in (or equal to) the region of linearity of system (1), i.e., \( S(F, \rho) \subseteq S(F, \rho) \) was widely studied in the literature (see, for example, [1], [3], [6], [7], [11], [18], [20], and references therein). The approaches for dealing with this problem are mainly based on the concept of positive invariance (see [5] for an interesting survey). The principle consists in guaranteeing that \( S(G, w) \) is positively invariant w.r.t. the linear system (3). In this case, the study of the determination of such regions is very conservative approximations of the region of attraction of system (1).

If we are interested in determining regions of stability not contained in \( S(F, \rho) \), i.e., \( S(G, w) \subseteq S(F, \rho) \), we have to consider the nonlinear behavior of system (1). In this case, the guarantee of positive invariance of \( S(G, w) \) w.r.t. system (1) (see in [9] a necessary and sufficient condition for this) is not sufficient to ensure the convergence of trajectories to the origin, even if the eigenvalues of \( A + BF \) are strictly stable. Since the behavior of the system is nonlinear, the possible existence of limit cycles and/or parasitic equilibrium points inside \( S(G, w) \) have to be considered. Hence, before concluding that the polyhedron \( S(G, w) \) is also a region of asymptotic stability for system (1) it is necessary to eliminate this possibility. The verification of the existence of equilibrium points, other than the origin, inside \( S(G, w) \) is trivial. Nevertheless, in general, it is not easy to verify if there exist limit cycles inside \( S(G, w) \). In this case, a way to ensure the asymptotic stability inside \( S(G, w) \) is to guarantee the contractivity of this set w.r.t. system (1).

Definition 1 (Contractivity): Let \( \partial S(G, w) \) be the boundary of \( S(G, w) \). The set \( S(G, w) \) is contractive with respect to system (1) if \( \forall x(k) \in \lambda_k \partial S(G, w) \), \( \lambda_k \in \mathbb{R}, 0 < \lambda_k \leq 1 \), there exists \( \lambda_{k+1} \), \( 0 \leq \lambda_{k+1} < \lambda_k \) such that \( x(k + 1) \in \lambda_{k+1} \partial S(G, w) \) for all integer \( k \geq 0 \).

In other words, the contractivity implies that if \( x(k) \) belongs to the boundary of an internal homothetic of \( S(G, w) \), then \( x(k + 1) \) belongs to the interior of this homothetic. Note that \( x(k) \in S(G, w) \), \( x(k) \neq 0 \), implies that \( x(k) \in \lambda \partial S(G, w) \) for some \( \lambda \in \mathbb{R}, 0 < \lambda \leq 1 \). Hence, if \( S(G, w) \) is compact, the contractivity implies the asymptotic convergence to the origin.

To the knowledge of the authors, few papers have dealt with the determination of polyhedral regions of stability in which saturation effectively occurs as well as the study of polyhedral contractivity w.r.t. the nonlinear system (1). We can cite, for example, [16] where a method for computing polyhedral regions of stability for
second-order continuous-time saturated systems is proposed. Hence, the aim of this note is to furnish a new method of analysis in order to guarantee the local asymptotic stability, inside polyhedral sets, of linear multivariable discrete-time systems subject to control saturation. Our approach is based on the contractivity concept.

The note is organized as follows. First, a suitable representation for the nonlinear behavior of the closed-loop system is presented. Based on this representation, a necessary and sufficient condition for guaranteeing the contractivity of a compact polyhedral set is stated. Consequently, a polyhedral Lyapunov function can be associated to the contractive set and the local asymptotic stability of the saturated closed-loop system in this set is ensured. Relaying the compactness condition of the polyhedral set, the analysis of stability inside unbounded polyhedra is discussed. Finally, in order to determine a local asymptotic stability region for system (1), an algorithm based on linear programming is proposed for computing homothetic expansions of contractive polyhedra over the zone of nonlinear behavior of the closed-loop system.

**Notations:** For any vector \( x \in \mathbb{R}^n, x \geq 0 \) means that all the components of \( x \), denoted \( x_i \), are nonnegative. For two vectors \( x, y \) of \( \mathbb{R}^n \), the notation \( x \geq y \) means that \( x_i - y_i \geq 0, \forall i = 1, \ldots, n \). \( [x] \) is the vector composed by the absolute values of the components of \( x \). For any real matrix \( M \), square or not, \( M_{ij} \) denotes its \( i \)th row, \( M^T \) and \( \text{ker} M \) denote, respectively, the transpose and the null space of \( M \). For a polyhedral set \( S \), \( \partial S, \partial^0 S \), and \( \partial^0 S \) denote, respectively, the boundary and the \( i \)th face of \( S \). Given a vector \( x \in \mathbb{R}^n \), diag \( (x) \) denotes an \( n \)-order diagonal matrix generated from \( x \). Finally, \( 1_m \triangleq [1 \ldots 1]^T \in \mathbb{R}^m \) and \( 0_m \triangleq [0 \ldots 0]^T \in \mathbb{R}^m \).

**II. SATURATED SYSTEM REPRESENTATION**

Before studying the stability properties related to saturated systems, we define a mathematical representation for these kinds of systems. This representation consists of dividing the state space in regions called *regions of saturation*. Inside each region of saturation, the system (1) can be modeled as a linear system with an additive disturbance [14].

Consider a vector \( \xi \in \mathbb{R}^m \) such that each entry \( \xi_i, i = 1, \ldots, m \), takes the values 1, 0, or -1 as follows.

- If \( u_{ij} = u_{\max}(i) \) then \( \xi_i = 1 \), that is, \( x \) is such that \( F_i x \geq u_{\max}(i) \).
- If \( u_{ij} = F_i x \) then \( \xi_i = 0 \), that is, \( x \) is such that \( -u_{\min}(i) \leq F_i x \leq u_{\min}(i) \).
- If \( u_{ij} = -u_{\min}(i) \) then \( \xi_i = -1 \), that is, \( x \) is such that \( F_i x \leq -u_{\min}(i) \).

Hence, each vector \( \xi \) represents a possible combination between saturated and nonsaturated control entries. There are \( 3^m \) different combinations of \( \xi \). For each vector \( \xi_j, j = 1, \ldots, 3^m \), the state vector belongs to a specific region called region of saturation. Each region of saturation is defined by the intersection of half-spaces of type \( F_i x \leq d_i \) or \( -F_i x \leq d_i \), where \( d_i \) can be \( u_{\min}(i), u_{\max}(i), -u_{\max}(i), \) or \( -u_{\min}(i) \).

Thus, by defining both \( d_i \in \mathbb{R}^\beta \) from the entries of \( u_{\max}, -u_{\max}, u_{\min}, -u_{\min} \), and \( R_j \in \mathbb{R}_+^\gamma \) from the rows of \( F \) and \( -F \), the region of saturation associated to \( \xi_j \) is generically defined as:

\[
S(R_j, d_j) = \{ x \in \mathbb{R}^n : R_j x = d_j \}.
\] (5)

Notice that the region corresponding to \( \xi_j = 0_m \) is the polyhedron \( S(F, \rho) \). In the other regions, there is at least one control entry that is saturated.

Inside each region of saturation, \( S(R_j, d_j) \), the motion of system (1) can be described by a linear dynamical equation given by

\[
x(k + 1) = (A + B \, \text{diag}(1_m - |d_j|) F)x(k) + Bu(\xi_j)
\] (6)

where

\[
u_{ij}(\xi_j) \triangleq \left\{ \begin{array}{cl} -u_{\min}(i), & \text{if } \xi_j = -1 \\ 0, & \text{if } \xi_j = 0 \\ u_{\max}(i), & \text{if } \xi_j = 1. \end{array} \right.\]

(7)

Generically, if \( x(k) \in S(R_j, d_j) \) it follows that

\[
x(k + 1) = \bar{A}_j x(k) + p_j
\]

(8)

with \( \bar{A}_j = A + B \, \text{diag}(1_m - |d_j|) F \) and \( p_j \triangleq Bu(\xi_j) \).

**III. CONTRACTIVITY AND LOCAL ASYMPTOTIC STABILITY**

In this section, based on the representation defined in the previous section, we study the contractivity and the local asymptotic stability w.r.t. polyhedral sets and system (1). The idea is to divide the analysis in some polyhedral subdomains of \( S(G, w) \).

Assume that \( S(G, w) \) is a compact polyhedron. Let \( \partial S(G, w) \triangleq \{ x \in \mathbb{R}^n : G_i x = w_i \} \) and \( G_i x \leq w_i \) if \( i \neq j \) be the \( i \)th facet of polyhedron \( S(G, w) \). Define the polyhedral cone \( K_i \), generated by the facet \( \partial_i S(G, w) \), as follows:

\[
K_i \triangleq \{ x \in \mathbb{R}^n : G_i x \leq w_i, \forall 1 \leq i \leq l \neq j \}
\] (9)

Consider the set \( \mathcal{J} \triangleq \{ j \in S(G, w) \cap S(R_j, d_j) \neq \emptyset \} \). For each \( j \in \mathcal{J} \), let \( I_j \) be the set of indices \( i \) such that the cone \( K_i \) has a nonempty intersection with the region \( S(R_j, d_j) \), i.e., \( I_j \triangleq \{ i : K_i \cap S(R_j, d_j) \neq \emptyset \} \).

**Theorem 1:** Consider the description of system (1) in the region of saturation \( j \in \mathcal{J} \), given by (8). For each \( i \in I_j \), define the following linear programs for \( l = 1, \ldots, g \):

\[
\begin{aligned}
\text{LP}_{ij}(l) &\quad \text{subject to } \\
&\quad \max \left\{ y_{ij}(l) : y_{ij} \geq 0 \right\} \left( G_i \bar{A}_j - \frac{w_i}{w_i} G_i \right) x + G_i p_j \quad \forall 1 \leq i \leq l \neq j \end{aligned}
\] (10)

Define \( y_{ij} \triangleq \max \{ y_{ij}(l) : i \in I_j, l = 1, \ldots, g \} \). The polyhedron \( S(G, w) \) is contractive w.r.t. system (1) if and only if the following conditions hold:

i) \( y_{ij} < 0 \) for each \( j \in \mathcal{J} \) such that \( S(R_j, d_j) \neq S(F, \rho) \); ii) \( y_{ij} = 0 \) for \( j \) such that \( S(R_j, d_j) = S(F, \rho) \) and, in this case, the optimal solution to each linear program \( \text{LP}_{ij}(l) \) is unique and obtained for \( x = 0 \).

**Proof:**

**Sufficiency:** For all \( x \in S(G, w) \), \( x \neq 0 \), it follows that there exists \( \lambda \in \mathbb{R} \), \( 0 < \lambda \leq 1 \) such that \( x \in \lambda S(G, w) \). In other words, \( x \) belongs at least to one facet of \( S(G, \lambda w) \), i.e., \( x \in \partial S(G, \lambda w) \triangleq \{ x \in \mathbb{R}^n : G(x) = \lambda w, G(x) \leq \lambda w \} \), \( \forall 1 \neq i, l = 1, \ldots, g \) for some \( i \) and it follows that \( x \in K_i \). Moreover, \( x \) belongs to some region of saturation \( S(R_j, d_j) \) and thus \( K_i \cap S(R_j, d_j) \neq \emptyset \) and it follows that \( \partial_i S(G, \lambda w) \subseteq (K_i \cap S(R_j, d_j) \cap S(G, w)) \). Hence, since \( x \) is supposed to be different from zero, if conditions i) and ii) hold it follows that \( (G_i \bar{A}_j - \frac{w_i}{w_i} G_i x) + G_i p_j < 0, \forall 1 \leq i \leq l \neq j \).
if \( x(k) = x \):

\[
G_i(x(k+1) < \frac{w_i}{w_i} G_i(x(k) = \lambda w_i) \quad \forall i = 1, \cdots, g \tag{11}
\]

and therefore \( G(x(k+1) < \lambda w \) which implies that \( x(k+1) \in \partial S(G, \lambda w) = \lambda \partial S(G, w) \) with \( \lambda \in \mathbb{R} \) and \( 0 < \lambda < \lambda \). Since this reasoning can be applied \( \forall x \in S(G, w), x \neq 0 \), the contractivity of \( S(G, w) \) is guaranteed if i) and ii) hold.

**Necessity:** Suppose that \( S(G, w) \) is contractive and i) or ii) does not hold. Then for some some \( j \in J, i \in I_i \), and \( l \) there exists \( x \in (K_i \cap S(R_l, d_j) \cap S(G, w)), x \neq 0 \), i.e., \( x \in \partial S(G, \lambda w) \) with \( 0 < \lambda \leq 1 \), such that

\[
\left( G_i(x) - \frac{w_i}{w_i} G_i(x) \right)x + G_i(p_j) \geq 0. \tag{12}
\]

Suppose now that \( x(k) = x \) for some \( k > 0 \). Since \( x(k) \in \partial S(G, w) \), it follows that \( G_i(x(k) = \lambda w_i \) and we obtain \( G_i(x) - \frac{w_i}{w_i} G_i(x) \geq 0 \), i.e., \( G_i(x(k+1) \geq \lambda w_i \). Therefore it follows that \( x(k+1) \in \partial S(G, \lambda w) \), \( \lambda_i \geq \lambda \) which contradicts the hypothesis that \( S(G, w) \) is contractive and thus the necessity of conditions i) and ii) is proven. \( \square \)

The principle of Theorem 1 is to analyze the trajectories behavior of system (1) in some subdomains of \( S(G, w) \). These subdomains are delimited by a polyhedral cone \( K \) of a region of saturation \( S(R_l, d_j) \). For any \( x(k) \) belonging to \( S(G, w) \), it follows that \( x(k) \) belongs to both one of these subdomains and an \( \theta \) facet of an internal homothetic of \( S(G, w) \) (\( AS(G, w), 0 < \lambda \leq 1 \)). In order to prove the contractivity of the domain, we must guarantee that \( x(k+1) \) verifies \( G(x(k+1) < \lambda w \). Since, in each subdomains \( x(k+1) \) is described from (8), this condition is equivalent to have \( (G(x) - \frac{w_i}{w_i} G(x))x + G(p_j) \leq 0, \forall l \leq 1, \cdots, g \). Roughly speaking, this condition is tested by means of linear programs (10) for all possible vector \( x(k) \) belonging to \( S(G, w) \). Thus, Theorem 1 provides a condition that guarantees the contractive of all the trajectories originating in \( S(G, w) \). Hence, it is ensured that there is neither limit cycle nor parasitic equilibrium points inside \( S(G, w) \).

Since \( S(G, w) \) is a convex compact polyhedron it is possible to associate to it a Lyapunov polynomial function \([3, 4, 10, 18]\). This function is strictly decreasing along all the trajectories of system (1) originating in \( S(G, w) \). Hence, we can state the following corollary.

**Corollary:** If conditions of Theorem 1 hold, then we have the following.

i) System (1) is locally asymptotically stable in \( S(G, w) \).

ii) The polynomial function

\[
V(x(k)) = \max_i \left\{ \frac{G_i(x(k))}{w_i} \right\}
\]

is a strictly decreasing Lyapunov function for system (1).

**Proof:** i) It follows directly from the fact that \( S(G, w) \) is compact, contains the origin and is contractive. ii) Since \( S(G, w) \) is compact and contains the origin, it follows that \( V(x(k)) \geq 0, \forall x(k) \neq 0 \) and \( V(x(k)) = 0 \) if and only if \( x(k) = 0 \). Since \( S(G, w) \) contractive, we have \( V(x(k+1)) = V(x(k)) < 0, \forall x(k) \in S(G, w), x(k) \neq 0, \forall k \geq 0 \). Thus \( V(x(k)) \) is a strictly decreasing Lyapunov function for system (1). \( \square \)

**IV. UNBOUNDED POLYHEDRA**

From Theorem 1, we can conclude stability in \( S(G, w) \) only if it is a compact set. However, in some cases, the condition of compactness can be relaxed as we will show in this section. For this, consider the following assumption.

**Assumption 1:** Consider that \( S(G, w) \) is unbounded and there exists \( 0 < \beta \leq \beta \in \mathbb{R} \), such that \( S(G, \beta w) \subseteq S(F, \beta) \). Suppose also that \( KerG \) is an \( A \)-invariant subspace.

This assumption implies that \( KerG \subseteq KerF \). In this case, a necessary condition to the contractivity of \( S(G, w) \) w.r.t. the system (1) is that \( KerG \) is an \( A \)-invariant subspace \([7]\).

**Consider** \( Q = [Q_o, Q_r], Q \in \mathbb{R}^{n \times n}, \) where \( Q_o \in \mathbb{R}^{n \times (n-2)} \) is a basis for the subspace \( S_r \cong KerG \) and \( Q_r \) is a basis for the complementary subspace of \( S_r \), denoted by \( S_r \). Define the change of basis: \( x = [Q_o, Q_r]z_s', z_s'^T \).

Since \( KerG \) is supposed to be \( A \)-invariant and \( KerG \subseteq KerF \) it follows that \( FQ_o = 0 \) and system (1) can be rewritten in the new basis as

\[
z_o(k+1) = R_o z_o(k) + R_z z_o(k) + B_o \text{sat}(F_z z_o(k)) \tag{13}
\]

\[
z_r(k+1) = R_r z_r(k) + B_r \text{sat}(F_r z_r(k)). \tag{14}
\]

The projection of the polyhedron \( S(G, w) \) in \( S_r \) along \( S_o \) is given by

\[
S(G_r, w) = \{ z_r \in \mathbb{R}^n; G_r z_r \leq w \} \tag{15}
\]

with \( G_r = G Q_r \).

**Property 1:** The unbounded polyhedron \( S(G, w) \), under Assumption 1, is a contractive set for system (1) if and only if \( S(G_r, w) \) is a contractive set for system (14).

**Proof:** Recalling that \( G = [Q_o, Q_r] \), then the proof directly follows. \( \square \)

**Proposition 1:** Consider that \( S(G, w) \) is an unbounded polyhedron satisfying Assumption 1. If \( S(G, w) \) is contractive for system (14) and all the eigenvalues of matrix \( R_o \) are located inside the unit disk of the complex plane, then \( S(G, w) \) is a domain of local asymptotic stability for system (1).

**Proof:** Since \( S(G, w) \) is a compact set, if \( S(G, w) \) is a contractive set, it is also a domain of local asymptotic stability for the reduced order system (14). It follows that \( z_o(k) \to 0 \) as \( k \to \infty \); \( V(z_r(k)) \to 0 \). Since \( z_o(k) \in S(G, w) \). Thus, it follows that \( \forall x(0) \in S(G, w) \), \( V(z_r(k)) \to 0 \). Since \( z_o(k) \in KerG \). Thus, the corresponding trajectory converges asymptotically to the origin.

**Thus,** under Assumption 1, we can conclude that the contractivity and the local asymptotic stability inside an unbounded polyhedron \( S(G, w) \) can be verified by considering a reduced order system with saturating controls and the projection of \( S(G, w) \) in the complementary subspace of \( KerG \). Since \( S(G_r, w) \) is compact, the verification is accomplished by applying Theorem 1.

The use of Assumption 1 means that we consider a particular case. Note that when Assumption 1 is satisfied and all the eigenvalues of matrix \( R_o \) are located inside the unit disk of the complex plane, the basin of attraction of the origin for system (1) is unbounded in the directions of \( KerG \). It should be pointed out that, without this assumption, we cannot directly apply the results of Section III. In particular, when \( KerG \notin KerF \), system (13)-(14) is not equivalent to system (1).

**V. DETERMINATION OF LOCAL ASYMPTOTIC STABILITY REGIONS**

In this section, we show how to use the contractivity condition stated in Theorem 1 in order to determine compact polyhedral regions of local asymptotic stability for the system (1).
VI. DETERMINATION OF LOCAL ASYMPTOTIC STABILITY REGIONS

In this section, we show how to use the contractivity condition stated in Theorem 1 in order to determine compact polyhedral regions of local asymptotic stability for the system (1).

A. Numerical Procedure

The problem of determining contractive polyhedral sets contained in the region of linear behavior (2) of the saturated system has been addressed in many papers. For example, by using the method described in [4] and [8] it is possible to compute the maximal invariant and contractive set contained in $S(F, \rho)$ for the linear model (3). Furthermore, there exist techniques based on eigenstructure assignment (see, for example, [11] for an interesting survey) and linear programming [20] for computing a matrix $F$ which makes contractive a given set $S(G, w)$ and $S(G, w) \subseteq S(F, \rho)$.

Hence, if we assume that a compact polyhedron $S(G, w)$, contractive with respect to the linear model (3), was computed from one of the techniques found in the literature, we can apply Theorem 1 for calculating the maximum coefficient of homothetis, $\delta_{\text{max}}$, for which $S(G, \delta_{\text{max}} w)$ preserves the property of contractivity w.r.t. the saturated system (1). The algorithm is based on iterative computations and linear programming schemes.

Algorithm:

- **Step 0:** Initialize $\delta = \delta_0$. Choose a computational accuracy.
- **Step 1:** Determine $F$ w.r.t. $S(G, \delta w)$. For each $j \in \mathcal{J}$ and $i \in \mathcal{I}_j$, solve the following linear programs, $l = 1, \ldots, g$:

$$
\begin{align*}
&y_{j(i, i)} = \max_{x} \left( G(i) \bar{A}_j - \frac{w(i)}{w(i)} G(i) \right) x + G(i) p_j \\
&\text{subject to} \\
&\left[ \begin{array}{c}
R_j \\
G
\end{array} \right] x \leq \begin{bmatrix} d_j \\
\delta w \end{bmatrix} \\
\left( \frac{G(i)}{w(i)} \right) \frac{G(i)}{w(i)} x \leq 0 \quad \forall l \neq i.
\end{align*}
$$

(16)

- **Step 2:** For each $j \in \mathcal{J}$ compute $y_j = \max \{ y_{j(i, i)} ; i \in \mathcal{I}_j, l = 1, \ldots, g \}$. If conditions i) and ii) of Theorem 1 hold, go to Step 4 otherwise go to Step 3.
- **Step 3:** Decrease $\delta$ and return to step 1.
- **Step 4:** If the difference between the $\delta$ of this iteration and the last iteration is greater than the chosen accuracy, increase $\delta_{\text{max}} = \delta$.

When $S(G, w)$ is compact, the maximal homothetic set to $S(G, w)$, for which the asymptotic stability is guaranteed by Theorem 1, can be considered as a conservative approximation of the region of attraction of the origin [17] for system (1). This conservativeness is inherent to the use of Lyapunov functions that lead, by definition, to convex domains [12]. Actually, in general the basin of attraction of the origin is nonconvex and not analytically determinable. In order to overcome this problem, we can consider, for example, the union of different polyhedra $\bigcup_{i=1}^{n} S(G, \delta_{\text{max}} i w_i)$.

In this case, the final domain of stability may be enlarged and may be nonconvex. Moreover, this algorithm can be used in a complementary way to the one proposed in [19] in order to obtain nonhomothetic expansions of a contractive set w.r.t. to system (1).

In particular, if we have determined an initial contractive unbounded polyhedron $S(G, w)$ contained in $S(F, \rho)$ (see, for instance, [7] and references therein), we can use the result of Proposition 1 in order to generate an unbounded region of asymptotic stability for system (1) not included in $S(F, \rho)$. In this case it suffices to apply the above algorithm considering the reduced order system (14) and the polyhedron $S(G, \delta w)$. The obtained $\delta_{\text{max}}$ is such that $S(G, \delta_{\text{max}} w)$ is an unbounded region of asymptotic stability and nonlinear behavior for system (1).

B. Numerical Example

Consider system (1) described by the following data:

$$
A = \begin{bmatrix} 1.2 & 0 \\ 0.4 & 0.5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad F = \begin{bmatrix} -0.95 & 0 \\ 2.2 & 0.3 \end{bmatrix}, \quad u_{\text{max}} = u_{\text{min}} = \begin{bmatrix} 2 \\ 4 \end{bmatrix}.
$$

Consider a contractive polyhedral set $S(G, w) \subset S(F, \rho)$ given by

$$
G = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad w = \begin{bmatrix} 1 \\ 4.5 \\ 4.5 \end{bmatrix}.
$$

Matrix $F$ and control constraints define nine regions of saturation. Since the polyhedra $S(G, w)$ and $S(F, \rho)$ are symmetric, we can analyze only five of these regions:

**Region 1** ($\xi_1 = [0 \ 0]^T \Rightarrow \text{Reg. Linearity}$): \hspace{1cm} $\bar{A}_1 = A + BF = \begin{bmatrix} 0.25 & 0 \\ 1.5 & 0.65 \end{bmatrix}$, \hspace{1cm} $R_1 = F$

$p_1 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$, \hspace{1cm} $d_1 = \begin{bmatrix} 2 \\ 4 \end{bmatrix}$.

**Region 2** ($\xi_2 = [1 \ 1]^T$): \hspace{1cm} $\bar{A}_2 = A$; \hspace{1cm} $R_2 = \begin{bmatrix} 0.95 & 0 \\ -2.2 & -0.3 \end{bmatrix}$

$p_2 = \begin{bmatrix} 2 \ 2 \end{bmatrix}$, \hspace{1cm} $d_2 = \begin{bmatrix} -2 \\ -4 \end{bmatrix}$.

**Region 3** ($\xi_3 = [0 \ 0]^T$): \hspace{1cm} $\bar{A}_3 = \begin{bmatrix} 0.25 & 0 \\ 0.4 & 0.5 \end{bmatrix}$, \hspace{1cm} $R_3 = \begin{bmatrix} 0.95 & 0 \\ -2.2 & -0.3 \end{bmatrix}$

$p_3 = \begin{bmatrix} 0 \\ 2 \end{bmatrix}$, \hspace{1cm} $d_3 = \begin{bmatrix} 2 \\ -4 \end{bmatrix}$.

**Region 4** ($\xi_4 = [-1 \ 1]^T$): \hspace{1cm} $\bar{A}_4 = A$; \hspace{1cm} $R_4 = \begin{bmatrix} -0.95 & 0 \\ -2.2 & -0.3 \end{bmatrix}$

$p_4 = \begin{bmatrix} -2 \\ 2 \end{bmatrix}$, \hspace{1cm} $d_4 = \begin{bmatrix} -2 \\ -4 \end{bmatrix}$.

**Region 5** ($\xi_5 = [-1 \ 0]^T$): \hspace{1cm} $\bar{A}_5 = \begin{bmatrix} 1.2 & 0 \\ 1.5 & 0.65 \end{bmatrix}$, \hspace{1cm} $R_5 = \begin{bmatrix} -0.95 & 0 \\ -2.2 & 0.3 \end{bmatrix}$

$p_5 = \begin{bmatrix} -2 \\ 0 \end{bmatrix}$, \hspace{1cm} $d_5 = \begin{bmatrix} -2 \\ 4 \end{bmatrix}$. 

---

1In these cases, matrices $F$, $G$, and vector $w$ satisfy in particular the properties $G(A + BF) = HG$ and $Hw < w$, where $H$ is a nonnegative matrix [1], [3], [7]. They also satisfy $NG = F$ and $Nw \leq \rho$ where $N$ is a nonnegative matrix [11]. Note that $F$ is such that matrix $A + BF$ is asymptotically stable and the origin belongs to $S(G, w)$.
Fig. 1. (a) $S(G, w)$, (b) $S(F, \rho)$, and (c) $S(G, \delta_{\text{max}} w)$.

By applying the algorithm described in Section V-A, one obtains $\delta_{\text{max}} = 9.99$ (accuracy = 0.01). $S(G, \delta_{\text{max}} w)$ represents the maximal homothetic set of $S(G, w)$ which is contractive w.r.t. the closed-loop saturated system. Since it is a compact set, from Corollary 1, it is a domain of asymptotic stability and a safe operation for system (1).

The maximal homothetic positively invariant set is obtained for $\delta = 10$ (see [9]). In this case, there exist some trajectories that remain on the boundary of the domain. This fact is justified by the existence of parasitic equilibrium points on the boundary of the set ($c_1 = [10 \ 12]^T$, $c_2 = [-10 \ -12]^T$). For $\delta > 10$ one gets unstable trajectories originating in the domain.

It is worth to notice that the maximal homothetic set to $S(G, w)$ contained in the region of linearity $S(F, \rho)$ is obtained for $\delta = 1.1268$. Fig. 1 depicts $S(G, w)$, $S(F, \rho)$, $S(G, \delta_{\text{max}} w)$, the parasitic equilibrium points ($c_1$ and $c_2$) of the saturated system and the regions of saturation ($R_j$'s).

VII. CONCLUSION

In this note, we considered the analysis of local stability inside polyhedral regions for discrete-time systems with saturating controls. This analysis was based on the property of contractivity of such polyhedral sets. In this sense, a necessary and sufficient condition was stated in order to guarantee the contractivity of a compact polyhedral set having nonempty intersection with the nonlinear behavior region of the saturated system. In this case, there exists a Lyapunov polyhedral function, strictly decreasing, for all the states belonging to the considered polyhedral set. Consequently, the local asymptotic stability of the saturated system is ensured. An algorithm based on linear programming was proposed to compute polyhedral regions of stability and nonlinear behavior (i.e., the controls effectively saturate in these regions) for the closed-loop system. Since the exact determination of the region of attraction of the origin is, in general, not possible for systems with saturating controls, the use of the proposed algorithm can be seen as an interesting way to compute approximations of this region.

The results presented in this note considered the case of state feedback. Nevertheless, their application to the case of output feedback (static or dynamic) is straightforward. In this case, we have to redefine the region of linearity and the regions of saturation in function of the matrices that define the considered feedback. The proposed approach should also allow to treat the problem of systems with saturating controls and with both additive and input disturbances. This will be addressed by the authors in a forthcoming publication.
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