Simulation of 3D-Microstructure in Free-cutting Steel 9SMn28 under Water Cooling Condition with Convection and Porosity
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The 3D-microstructure in 9SMn28 free-cutting steel under water cooling condition was simulated based on the finite element–cellular automaton method with convection and porosity, and the simulated results are consistent with that of the experiment. The casting of 9SMn28 alloy is a stepwise solidification mode under water cooling condition. Convection is mainly made of buoyancy-driven flows and feeding flows in perpendicular direction of the solid–liquid interface. Convection is the reason of shaggy on free surface; it can decrease pipe shrinkage and columnar grain zone. Flow field plays an importance role in even temperature field and irregulation porosity morphology. The simulated result of pipe shrinkage is consistent with that of this experiment; the simulated result of porosity is identical with that of this experiment basically.
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1. Introduction

Casting is a key manufacturing process. Hence much work has been done on computer modeling of solidification experiments. Modeling microstructure, both physically and numerically, is especially useful in order to understand better its fundamental changes in metals cast under specific conditions. In simulation, it is necessary to consider some phenomena during solidification processes, such as convection and porosity.

Melt convection plays an important role in the solidification of metal castings. Different macrosegregation patterns are formed or at least strongly influenced by the melt flow and grain size. Usually, solute elements distribute more evenly in the smaller grains. Convection is caused by solidification itself in most solidification processes. Furthermore, convection is usually unsteady and of a long-range nature, and can thus change the environment in which the microstructure grows. Convection causes the macroscopic movement of the liquid phase, its penetration into the slurry zone and transport of solutes in the direction of convection flows. In addition, the convection flows pick up the free-floating, solute-lean solid grains and transport them within the slurry region until the moment when these grains become heavy enough to settle down.1) Coupled convective and morphological instabilities during directional solidification of an alloy have also been simulated using the phase-field method.2–4) Cellular automaton (CA) techniques have also become available.5,6) Porosity is one of the major defects in castings, which results in a decrease of the mechanical properties, in particular the fatigue and ultimate tensile strengths. It is induced by two mechanisms, solidification shrinkage and gas segregation, which occur concomitantly but with different intensities. Figure 1 shows schematics of a simplified casting. Solidification induces three types of voids: (i) at a free surface (e.g., of risers), the level of liquid decreases as solidification proceeds (piping); (ii) within closed liquid pockets (hot spots), a macropore surrounded by microporosity will be present; (iii) microporosity finally dispersed within the mushy zone might finally appear at an early stage of solidification (gas porosity) or deep in the mushy zone, especially when a dense interdendritic phase forms (shrinkage porosity).7) Therefore, it is of actual significance to simulate the metal microstructure with convection and porosity.

Up to now, such calculations, however, have seldom been reported. Therefore, the aim of this paper is to simulate microstructure during the metal solidification with convection and porosity based on cellular automatm model and finite element–cellular automaton model.

Fig. 1. Schematics of a casting showing piping at a free surface and macroporosity formation in a closed liquid pocket.7)
element (FE) method which are combined to build macro-

crystal structure, then sets up structures through 

In a more general approach, the enthalpy also can be chosen as the variable rather than temperature. Therefore, it might be advantageous at the macroscopic scale to choose enthalpy as the variable rather than temperature.

2. Mathematical Physics Model of the CAFE

2.1. Thermo-physical Property Calculation

An extensive database for the calculation of thermo-

Boussinesq approximation states that, for fixed reference 

where \( k \) is thermal conductivity, \( c_p \) is the specific heat capacity, \( L \) is the latent heat of fusion, and \( T \) and \( f_s \) are the temperature and solid fraction fields, respectively.

The temperature field obeys the nonstationary heat flow equation:

Then Eq. (2) can then write:

\[
\text{div}(k(x,T(H(x,t)))) \text{grad } T(H(x,t)) = \frac{\partial H(x,t)}{\partial t} \quad \ldots \ldots (4)
\]

2.2. Phase Transformation

2.2.1. Enthalpy–Temperature

\[
\frac{\partial T(x,t)}{\partial t} - L \frac{\partial f_s(x,t)}{\partial t} = v \cdot \nabla f_s(x,t)
\]

Where \( k \) is the thermal conductivity, \( c_p \) is the specific heat capacity, \( L \) is the latent heat of fusion, and \( T \) and \( f_s \) are the temperature and solid fraction fields, respectively.

The term on the right-hand side of Eq. (2) represents the variation in enthalpy at a given point of the casting, the enthalpy \( H \) being defined as:

\[
H(T) = \int_0^T c_p(T) dT + L(1 - f_s) \quad \ldots \ldots (3)
\]

In a more general approach, the enthalpy also can be a function of time, cooling rate, grain density, etc. However, for a given heat flow, the Eq. (2) states that the variation in enthalpy is independent of the solidification path. Therefore, it might be advantageous at the macroscopic scale to choose enthalpy as the variable rather than temperature.

Then Eq. (2) can then write:

\[
\text{div}(k(x,T(H(x,t)))) \text{grad } T(H(x,t)) = \frac{\partial H(x,t)}{\partial t} \quad \ldots \ldots (4)
\]

2.2.2. Phase Diagram

It will be assumed that the alloy, which will be solidified, is a binary alloy. The equilibrium phase diagram of the binary alloy is linearized. Due to the linearization, the liq-

Note that interdendritic fluid flow depends considerably on the permeability parameter, which is itself a function of the packing of the dendrites (thus of the solid fraction) and their orientation. The permeability is expressed as a func-

\[
v_s v_f = -\frac{K}{\mu} (\nabla p - \rho \text{g}) \quad \ldots \ldots (5)
\]

Where \( K \) is the permeability conductivity, \( \mu \) the viscosity, \( \rho \) the liquid density, \( \rho_s \) the liquid fraction, \( f_s \) represents the liquid fraction.

Using a thermal expansion coefficient, \( \beta_T = (1/V) \cdot (\partial V/\partial T) = -(1/\rho_s) \cdot (\partial \rho_s/\partial T) \), and a solutal expansion coefficient, \( \beta_c = (1/V) \cdot (\partial V/\partial c) = -(1/\rho_s) \cdot (\partial \rho_s/\partial c) \), the well known Boussinesq approximation states that, for fixed reference values \( T_{ref} \), \( c_{ref} \) for temperature and concentration, respectively, and with \( \rho_0 = \rho(T_{ref}, c_{ref}) \), the following equation is applied:

\[
\rho = \rho_0 (1 - \beta_T (T - T_{ref}) - \beta_c (c_l - c_{ref})) \quad \ldots \ldots (6)
\]

where \( V \) is a reference volume, \( \rho \) the density, and \( c_l \) the concentration of solute within the liquid. This corresponds to a linearization of \( \rho \), as a function of \( T \) and \( c_l \) around \( (T_{ref}, c_{ref}) \).

2.3. Fluid Flow

2.3.1. The Mushy Zone as a Porous Medium

When neglecting grain-movement and thus the solid phase being fixed, the mushy zone can be viewed as a skeleton of dendrites where the liquid metal flows through. This situation may be modeled by flow through porous media. Such flow is governed by Darcy’s law, which states that the average velocity \( v \) is linear with respect to the pressure gradient \( \nabla p \). For the situation where the solid is fixed, we have \( v = v_s v_f \). In order to include and study the effects of gravity on interdendritic flow, a gravity term is added to Darcy’s law, which leads to

\[
\rho_s v_s v_f = -\frac{K}{\mu} (\nabla p - \rho \text{g}) \quad \ldots \ldots (5)
\]
tion of the specific surface of the porous medium. If $S_0$ designates the specific surface, defined as the solid surface exposed to the fluid per unit volume of solid, then, the well known Carman–Kozeny relationship reads:

$$K = \frac{1}{5S_0^2} \frac{f_j^3}{(1 - f_j)^2} \quad (7)$$

Note that the reliability of permeability models is significantly limited by the lack of permeability data. Whereas the above model has been validated experimentally for higher solid fractions (e.g., Ref. 21), no data is available for the regions with small solid fraction because of difficulties associated with their measurement.

2.3.3. Viscosity

The aim of the permeability approach described above is to modify the Navier–Stokes equations by adding a permeability term such that, for small liquid fractions $f_j$ (and thus small permeability), the fluid flow equations are approximating Darcy’s law, whereas, for $f_j=1$, they remain the usual Navier–Stokes equations, which model the fluid flow within the completely liquid region. If the permeability tends towards zero, the velocity shall also be forced to be zero, as the solid is supposed to be fixed.

2.4. Model of the CA

2.4.1. Heterogeneous Nucleation

A continuous nucleation distribution function, $dn/d(\Delta T)$, can be used to describe the grain density change, $dn$, which is induced by an increase in the undercooling, $d(\Delta T)$. The distribution function $dn/d(\Delta T)$ is described by the equation:

$$\frac{dn}{d(\Delta T)} = \frac{n_{\text{max}}}{\sqrt{2\pi } \Delta T_\sigma} \exp \left[-\frac{1}{2} \left(\frac{\Delta T - \Delta T_{\text{max}}}{\Delta T_\sigma}\right)\right] \quad (8)$$

Where $\Delta T$ is the calculated local undercooling, $\Delta T_{\text{max}}$ is the mean undercooling, $\Delta T_\sigma$ is the standard deviation, $n_{\text{max}}$ is the maximum nucleation density which can be reached when all the nucleation sites are activated while cooling.

2.4.2. Dendrite Tip Growth Kinetics

In castings, the growth kinetics of both columnar and equiaxed morphologies can be calculated with the aid of the KGT (Kurz, Givoanola, and Trivedi) model. In the actual simulation process, in order to accelerate the course of computation, KGT model is fitted and the following equation is gained.

$$v(\Delta T) = a_2 \Delta T^2 + a_3 \Delta T^3 \quad (9)$$

Where $a_2$ and $a_3$ are the coefficients of the multinomial of dendrite tip growth velocity, $\Delta T$ is the total undercooling of the dendrite tip.

2.4.3. Coupling the FE and CA

The aim of this work is to combine the FE and CA calculations in a single model to predict simultaneously the microstructure development as a function of the thermal field and the influence of the latent heat release of the grains on the calculated thermal history. Within each time step, the known temperature at time $t$, $T_v^t$, and the volumetric enthalpy variation, $\delta H_v$, of the cell $v$ are first interpolated by using the linear interpolation coefficients $\phi_v$:

$$T_v^t = \sum_n \phi_v \cdot T_n^t \quad (10)$$

$$\delta H_v = \sum_n \phi_v \cdot \delta H_n \quad (11)$$

where the summation over the index ($n$) is carried out over all the nodal points of the finite element ($I$) which contains the cell ($v$). For each cell, the unknown temperature, $T_v^t$, and internal volume fraction of solid, $f_v^{t+\Delta t}$ must satisfy the following relationship

$$\delta H_v = \rho c_p \delta T_v - L_f \delta f_v$$

$$= \rho c_p (T_v^{t+\Delta t} - T_v^t) - L_f (f_v^{t+\Delta t} - f_v^t) \quad (12)$$

where $L_f$ is the latent heat of fusion per unit volume. Three cases can be encountered for any cell:

(i) No variation of the volume fraction of solid

The explicit temperature is above the liquidus of the alloy (or below the final eutectic temperature) in which case the volume fraction of solid of the cell does not evolve during the time step.

(ii) Solidification of an already mushy cell

The cell has an index=0 (no liquid state) and $T_v > T_v^{\text{eq}}$, the volume fraction of solid in the cell is assumed to follow the microsegregation model of Scheil. Deriving the Scheil equation simply gives.

$$\delta f_v = \frac{-\delta H_v}{\rho c_p (T_v - T_m)(k_v-1) [1 - f_v^t]^{(k_v-2)} + L_f} \quad (13)$$

If the cell temperature is equal to the eutectic temperature with a solid fraction lower than unity, $f_v^t < 1$, a simple isothermal transformation is made according to Eq. (12) until $f_v^{t+\Delta t} = 1$.

(iii) Capture or nucleation of a cell which was liquid

The cell has its index changed from zero to a positive integer number during the time step. The whole cell is attributed a volume fraction of solid given by the Scheil model at the corresponding explicit temperature, i.e.

$$\delta f_v = 1 - \left[\frac{T_v - T_m}{T_L - T_m}\right]^{(k_v-1)} \quad (14)$$

The latent heat contributions of all the cells associated with point (i–iii) above are then fed back into the nodal points of the FE mesh according to

$$\delta f_v = \sum_v \phi_v \delta f_v \quad (15)$$

where the summation is now carried out over all the cell be-
longing to the elements which have the nodal point, \( n \), as a vertex. The denominator appearing in Eq. (15) is a normalization factor. Once the \( \delta f_{i,n} \) are known, the new temperatures at the nodal points can be calculated according to

\[
\delta H_n = \rho c_p \delta T_n - L_j \delta f_{i,n} = \rho c_p (T_n^{\text{eq}} + \delta T_n) - L_j (f_{i,n}^{\text{eq}} - f_{i,n}) \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdot
tion $c_p$, partition coefficient $k_s$, liquidus slope $m$, and solute diffusion coefficient $D_s$ of Fe–X alloys (Table 1).

3.2. The Simulated Temperature Field Results and Discussion

The simulated results of temperature fields and solidification process are symmetrical. So, they are coupled in a figure (Fig. 4). Figure 5 shows temperature curves and solid curves at locations of A, B, C, D, and E in the Fig. 4(a).

The start of cooling immediately establishes a symmetrical and positive temperature gradient towards the casting center. As soon as temperature drops below the liquidus temperature, the melt is undercooled, and nucleation and solidification begin. This occurs first in the corners, then along the mold walls, and finally in the bulk melt. A significant feature at the initial stages is that the isotherm and the solid fraction isolines are almost identical and very symmetrical, and that they move gradually from corners and casting surface regions towards the casting center, showing that the solidification process is initially controlled by heat extraction merely. So, nucleation and growth are only controlled by thermal transmission. These simulated results are same as those of the reference. It can be seen from Fig. 4 that undercooling only occurs near solidification interface in which the liquid is first undercooled in order to create conditions for growth of grains. Conducting heat in the melt, temperature of the melt decreases ceaseless, the undercooling zones are enlarged, the undercooling is increased, and the growth zones of nucleation are also enhanced with the development of solidification. Crystal temperature interval of 9SMn28 alloy is small, the temperature decreases of solidification zones are great, and solidification zones are narrow. Solidification layers also increase until casting center step by step. Thereby, the casting of 9SMn28 alloy is a stepwise solidification mode under water cooling condition.

It can be found from solid curves and temperature curves of Fig. 5 that the cooling of surface layer of the casting (at location of E) is quicker, crystal begins in bigger undercooling. Moreover, the release of latent heat of crystallization is always less than the thermal release. Therefore, the solidification occurs in the processes of continuous fall temperature, temperature rapidly decreases after the finish

| Element | $c_p$, mass% | $m$, K | $k_s$ | $D_s$, m$^2$/s |
|---------|-------------|--------|-------|----------------|
| C       | 0.12        | -58    | 0.17  | 1.1$\times$10$^5$ |
| Mn      | 1.08        | -5     | 0.68  | 2.4$\times$10$^4$ |
| S       | 0.30        | -21    | 0.05  | 3.5$\times$10$^4$ |
| P       | 0.054       | -48.3  | 0.13  | 4.6$\times$10$^4$ |
| Si      | 0.016       | -18.7  | 0.65  | 8.5$\times$10$^4$ |

Fig. 4. The simulated temperature field (on the right) and solidification process (on the left) results of the casting ((a) 3.92 s, (b) 9.20 s, (c) 39.07 s and (d) 53.77 s). The left and right markings of the Fig. 4(a) are fraction of solid and temperature, respectively.

Fig. 5. Solid curves (a) and temperature curves (b) from $T_S$ to $T_L$ at locations of A, B, C, D and E.
of solidification. In the casting interiors, heat flux decreases gradually. The casting interiors (at locations of B, C, and D) are near-equilibrium cooling at the initial stages of solidification. Temperature keeps invariableness basically because the release of latent heat of crystallization is general equal to the thermal release. With the progress of solidification, the release of latent heat of crystallization is less than the thermal release. Thus, temperature falls, and the gradient of temperature is greater. The location of A is also surface layer of the casting, but its thermal release is slower because the top of the casting is air cooling. Cooling and solidification modes of the location of A resemble the locations of B, C, and D.

The solid velocity of bottom parts of the casting is quicker than top parts because of the different of cooling condition and the influence of convection. It can be found from Fig. 5 that solid time at locations from A to E, namely from top to bottom of the casting, enhances gradually. Whole process of solidification at location E is quicker. Solidification at the initial stages is slower at locations A, B, C, and D, while their solid velocities are almost identical with location E after the initial stages. Applying water cooling, the outer surface of the casting is rapidly cooled during solidification processes, whereas the variety of the casting center is slower, the temperature gradient from centre to surface increases gradually. Moreover, the variety range of temperature is great; the isothermal zone is narrow.

### 3.3. The Calculated Heat Flux Results and Discussion

Figures 6, 7, and 10 show the simulated results of flow fields, temperature maps and flow field maps, and temperature fields of no liquid flow, respectively. Figure 11 shows flow velocity curves at locations of A, B, C, D, and E in the Fig. 4(a).

The melt is Newtonian fluid and can not be compressed, the melt viscosity of 9SMn28 alloy increases with temperature decrease (Fig. 7(b)). Buoyancy-driven melt convection comes into being due to gravity; feeding flows in perpendicular direction of the solid–liquid interface are formed by solidification shrinkage. A flow field is formed when cooling starts, and it is symmetrical (Fig. 8(a)). With the development of solidification, the flow fields of part circulations in top and bottom of the casting and whole circulation are formed by the effects of buoyancy-driven melt convection and feeding flows, they can be seen from Fig. 8(b). There is velocity vector upwards on top surface of the casting as a result of ceaseless enhancement of liquid flows in Figs. 8(b) and 8(c); the melt takes on a surge phenomenon, it is mostly the reason of shaggy on top surface. Flow velocity of the melt is reduced due to continuous increase of melt.
viscosity with the unceasing decrease of temperature. It cannot form the flow fields of part circulations in the bottom of the casting because the melt viscosity near solidification parts increases, and it weakens feeding flows, it can be seen from Fig. 8(c). The degree of weakened feeding flows on the top is less. So, there is still the flow field of part circulation (Fig. 8(c)). With continuous development of solidification, the circulation of flow field can not be formed (Fig. 8(d)). Liquid flows are blocked by continuous increase of melt viscosity at final stages of solidification. So, there is not flowing occurrence but trend of flow in the liquid phase.

It can be seen from flow field maps of Figs. 8(a) and 8(b) that flow velocities at top and bottom parts are quicker because solidification first happens from the bottom and solidification shrinkage is compensated for from the liquid surface. We can also find that velocities of flow at center zones of flow fields are quicker. Flow field can affect temperature field distributing. The isothermal zones are obviously stretched along liquid flow direction (Fig. 9); the change trends of the isotherm are consistent with flow velocities in Fig. 9(b). We can find that temperature field distributes along the order of solidification regularly when there is not liquid flow (Fig. 10), and its isothermal zones are narrower than that in the presence of liquid flow. So, convection plays an importance role in even temperature fields. Hence convection can affect microstructure of the casting. It can be seen from Fig. 11 that the varieties of flow velocity at locations A, B, and C at initial stages increase first because of buoyancy-driven melt convection, and then decrease gradually due to the enhancement of 98Mn28 alloy viscosity. With the development of solidification, flow velocities at locations A, B, and C increase again owing to the function of feeding flows, flow velocities stop growing when solidification of these locations starts. Here, the melt becomes the mushy zone, and can be modeled by flow through porous media. Flow velocities at locations A, B, and C decrease gradually as the result of continuous increase of melt viscosity at final stages of solidification. The change degree of flow velocities from A to B, C, D, and E become smaller, and the arrived time of the peaks is increased by degrees.

3.5. The Simulated Porosity Results and Discussion

An isothermal curve method is applied to simulate porosity. It is the solid fraction isolines that the isothermal curves are denoted by solidus temperature. When the solid fractions arrive at such critical value $f_{sc}$ before solidification finish, macro-flows of the mushy zone are stopped, feeding is impossible. Therefore, a method of critical solid fraction can be applied to simulate porosity, i.e. the isothermal
curve method. In this simulation, critical solid fraction \( f_{sc} \) is 70%. This paper ignores the influence of the gas owing to the absence of volatile solute elements and tiny dissolved gases.

When the casting solidifies, pockets of liquid are created, surrounded by a mushy zone and then a solid shell. Automatically, the casting is divided into "regions" within which the fraction of solid is lower than one or those are bounded by walls (or symmetry planes). As solidification proceeds and depending upon the complexity of the geometry, the number of "regions" may increase with time. A region can thus be split in more regions. A region can disappear when all nodes have completely solidified. When a "region" is cooling down, some shrinkage occurs because the density is increasing with decreasing temperature. At each timestep, the accumulated shrinkage occurring at all the nodes which have a solid fraction equal to or lower than \( f_{sc} \), plus those nodes between the \( f_{sc} \) and \( f_{sc}/H11001 \) feeding length isosurfaces (at which macroporosity can occur, beyond the \( f_{sc} \) isosurface) is computed. This shrinkage is then distributed according to the different scenarios.

It can be seen from Figs. 12(a) and 12(b) that the simulated result of pipe shrinkage is consistent with that of this experiment (Fig. 14(a)). When temperature of casting surface reduces to freezing point, surface layers of the casting rapidly solidify under water cooling condition, a solidification layer is formed, such as marginal areas of the top surface of Fig. 12(b) and Fig. 14(a). At the beginning of solidification, solidification shrinkages happen, and solidification layers start to solid state shrinkages. Here, liquid state shrinkages still carry through within the casting; there is a depressed current on liquid surface. When solid state shrinkages are neither more nor less than equal to the summation of solidification shrinkages of solidification layers and liquid state shrinkages, the liquid surface shall not be gone down. When solid state shrinkages are less than the summation of solidification shrinkages of solidification layers and liquid state shrinkages, the liquid surface shall be gone down continually. With the development of solidification layers ceaselessly, the remainder of the liquid surface descends unceasingly, and cross-section is reduced. A big end down pipe shrinkage is formed in the casting, such as the top surface of Fig. 12(b) and Fig. 14(a).

The simulated result of porosity is identical with that of the experiment basically. Porosity that is formed and trapped in the mushy zone of solidifying alloys is the result of concomitant mechanism, solidification shrinkage, which induces a negative volume variation during the phase transformation of 9SMn28 alloy, has to be compensated for by interdendritic liquid flow (e.g., feeding) to avoid porosity. The porosity might start to form in a partially closed liquid region when this liquid region is closed. The complete growth of porosity, from the instant of heterogeneous nucleation until the last growth stage, is along the order of solidification (Fig. 12(b)). Feeding induces a pressure drop in the mushy zone (Fig. 12(c)).\(^{26}\) The pressure drop is calculated using the following equation: \( \Delta P = K(\mu v) \). It can be found from Fig. 13 that pipe shrinkage is bigger, the top surface is more smoothness, the porosity is smaller, and the porosity morphology is more regulation under no liquid flow condition.

3.6. The Simulated Microstructure Results and Discussion

The simulated and experimental microstructure results of the casting are shown in Fig. 14, and the different gray scales represent different crystallographic orientations.

It can be seen from Figs. 14(a) and 14(b) that the simulated results are consistent with that of the experiment. The rate of columnar grains to equiaxed grains is same as the casting, the grains of columnar-to-equiaxed transition (CET) zone are both larger, and the grains of equiaxed zone are both fine and uniformity. There are not grains in the locations of pipe shrinkage; buoyancy-driven melt convection can significantly stabilize the planar morphology, so, the CET is complanate. However, the locations of the simulated porosity are not full solid; the simulated microstructure results can not realize their simulation.

Crystallization process conforms to the actual situation.
Among the many grains formed at external surface of the casting only a few long columnar grains succeed in growing. In this columnar zone, a few grains have clearly nucleated in the bulk of the liquid ahead of the growing columnar front. If they have the proper orientation, they can grow and become elongated. The thermal gradient decreases, and the undercooling liquid region ahead of the columnar dendrite tips becomes wider. Thus, the density of the grains nucleated in the bulk of the liquid increases and their growth finally stops the columnar front. These grains, however, still have an elongated shape because of the thermal gradient. As the thermal gradient continues to decrease in the remaining liquid, such grains finally become truly equixed.9) Columnar grains are greater under no liquid flow condition (Fig. 14(c)).

4. Conclusions

(1) The casting of 9SMn28 alloy is a stepwise solidification mode under water cooling condition.

(2) Convection is mainly buoyancy-driven flows and feeding flows in perpendicular direction of the solid–liquid interface under water cooling condition. Buoyancy-driven melt convection comes into being owing to gravity; feeding flows are formed by solidification shrinkage. Liquid flows are the reason of shaggy on free surface; it can decrease pipe shrinkage and columnar grain zone. Flow field plays an importance role in even temperature field and irregular porosity morphology.

(3) The simulation result of pipe shrinkage is consistent with that of this experiment; it is formed because solid state shrinkages are less than the summation of solidification shrinkages of solidification layers and liquid state shrinkages, it results in the liquid surface of the casting fall continually. The simulation result of porosity is identical with this experiment basically; the porosity might start to form in a partially closed liquid region when this liquid region is closed.

(4) The simulation results of microstructure in free-cutting steel 9SMn28 are consistent with that of this experiment with convection and porosity. Crystallization process conforms to the actual situation.
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