Generalized Thermalization in Quantum-Chaotic Quadratic Hamiltonians
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Thermalization (generalized thermalization) in nonintegrable (integrable) quantum systems requires two ingredients: equilibration and agreement with the predictions of the Gibbs (generalized Gibbs) ensemble. We prove that observables that exhibit eigenstate thermalization in single-particle sector equilibrate in many-body sectors of quantum-chaotic quadratic models. Remarkably, the same observables do not exhibit eigenstate thermalization in many-body sectors (we establish that there are exponentially many outliers). Hence, the generalized Gibbs ensemble is generally needed to describe their expectation values after equilibration, and it is characterized by Lagrange multipliers that are smooth functions of single-particle energies.

Introduction.—Over the past 15 years, we have improved significantly our understanding of quantum dynamics in isolated many-body quantum systems [1–4]. A paradigmatic setup for these studies is the quantum quench, in which a sudden change of a tuning parameter pushes the system far from equilibrium. Following quantum quenches, observables in nonintegrable systems have been found to equilibrate to the predictions of the Gibbs ensemble (GE) [1, 5], while in integrable systems they have been found to equilibrate to the predictions of the generalized Gibbs ensemble (GGE) [6, 7]. The validity of the GGE has been tested in many theoretical studies of integrable models that are mappable onto quadratic ones [6–16] and integrable models that are not mappable onto quadratic ones [17–28] (see Ref. [29] for reviews). The GGE is also a starting point for the recently introduced [30, 31] and experimentally tested [32, 33] theory of generalized hydrodynamics.

Quadratic fermionic models, which are central to understanding a wide range of phenomena in condensed matter physics, can be thought as being a special (noninteracting) class of integrable models. Their Hamiltonians consist of bilinear forms of creation and annihilation operators. The infinite-time averages of one-body observables after quenches in these models are always described by GGEs [7, 34–36]. However, there are one-body observables that generically fail to equilibrate because the one-body density matrix evolves unitarily [37], i.e., generalized thermalization fails to occur. Such equilibration failures have been discussed in the context of localization in real space [13, 34–36] and momentum [36, 37] space. Equilibration in quadratic models has been argued to occur for local observables in the absence of real-space localization. In particular, it has been shown to occur for initial states that are ground states of local Hamiltonians [38], as well as for initial states that exhibit sufficiently rapidly decaying correlations in real space [39–41].

In this Letter, we show that there is a broad class of quadratic fermionic models for which generalized thermalization is ensured by the properties of the Hamiltonian. Hence, it is robust and resembles thermalization (generalized thermalization), which occurs in interacting nonintegrable (integrating integrable) models. The class in question is that of quantum-chaotic quadratic (QCQ) Hamiltonians, namely, quadratic Hamiltonians that exhibit single-particle quantum chaos [42, 43]. Paradigmatic examples of local QCQ models are the three-dimensional (3D) Anderson model in the delocalized regime [42, 44] and chaotic tight-binding billiards [45], while their nonlocal counterparts include variants of the quadratic Sachdev-Ye-Kitaev (SYK2) model [46, 47] and the power-law random banded matrix model in the delocalized regime [46]. The single-particle sector of those models exhibits random-matrix-like statistics of the energy levels [44, 48, 49], as well as single-particle eigenstate thermalization [43], i.e., the matrix elements of properly normalized one-body observables $\hat{O}$ in the single-particle energy eigenkets are described by the eigenstate thermalization hypothesis ansatz [1, 51]

$$\langle \alpha | \hat{O} | \beta \rangle = O(\bar{\epsilon}) \delta_{\alpha\beta} + \rho(\bar{\epsilon})^{-1/2} F_O(\bar{\epsilon}, \omega) R_{\alpha\beta},$$

(1)

where $\bar{\epsilon} = (\epsilon_\alpha + \epsilon_\beta)/2$, $\omega = \epsilon_\beta - \epsilon_\alpha$, $O(\bar{\epsilon})$ and $F_O(\bar{\epsilon}, \omega)$ are smooth functions of their arguments, while $\rho(\bar{\epsilon}) = \delta N/\delta |\bar{\epsilon}|$ is the single-particle density of states (typically proportional to the volume) at energy $\bar{\epsilon}$. The distribution of matrix elements is described by the random variable $R_{\alpha\beta}$, which has zero mean and unit variance. The many-body energy eigenstates, on the other hand, exhibit eigenstate entanglement properties typical of Gaussian states [42, 46, 47, 52, 53]; see also [54].

We prove that single-particle eigenstate thermalization ensures equilibration in many-body sectors of QCQ Hamiltonians, and we also prove that eigenstate thermalization does not occur in those sectors. We then show that the GGE is needed to describe observables after equilibration, and that it is characterized by the Lagrange multipliers that are smooth functions of the single-particle energies. The latter is also a consequence of single-particle eigenstate thermalization. Our analytical results are tested numerically in QCQ Hamiltonians and contrasted with results obtained for quadratic models that are not quantum chaotic.
Quantum quench and equilibration.—We consider a quantum quench setup; the system is prepared in an initial
many-body pure state $|\Psi_0\rangle$ and evolves unitarily under a quadratic Hamiltonian $\hat{H} = \sum_{i,j=1}^V \omega_{ij} \hat{c}_i^\dagger \hat{c}_j$, where $\hat{c}_i^\dagger$ ($\hat{c}_i$) creates (annihilates) a spinless fermion at site $i$, and $V$ denotes the number of lattice sites. In what follows, we use uppercase (lowercase) Greek letters to denote quantum states in the many-body (single-particle) Hilbert space. One can diagonalize $\hat{H}$ via a unitary transformation of the creation and annihilation operators, $\hat{H} = \sum_{\alpha} \epsilon_\alpha \hat{f}_\alpha^\dagger \hat{f}_\alpha$. The single-particle energy eigenstates, with eigenenergies $\epsilon_\alpha$, can be written as $|\alpha\rangle \equiv \hat{f}_\alpha^\dagger |0\rangle$. The many-body energy eigenstates, with eigenenergies $E_\Omega = \sum_{\{\alpha\}} \epsilon_\alpha$, can be written as $|\Omega\rangle = \prod_{\{\alpha\}} \hat{f}_\alpha^\dagger |0\rangle$, where $\{\alpha\}$ is the set of $N$ occupied $|\alpha\rangle$ for any given lattice filling $\bar{n} = N/V$. Any initial many-body pure state can be written as $|\Psi_0\rangle = \sum_{\Omega} \langle \Omega | \Psi_0 \rangle |\Omega\rangle$.

Our focus is on one-body observables with rank $O(1)$ [55], such as site and quasimomentum occupations, which are experimentally relevant and have the following form $\hat{O} = \sum_{\alpha,\beta} O_{\alpha,\beta} \hat{f}_\alpha^\dagger \hat{f}_\beta$ with $O_{\alpha,\beta} = \langle \alpha | \hat{O} | \beta \rangle$. Their time evolution can be written in the many-body basis as $\langle \hat{O}(t) \rangle = \sum_{\Omega} \langle \hat{O} \rangle_{\Omega} e^{-i\hat{H}t} \hat{O} e^{i\hat{H}t} |\Omega\rangle$, where $\hat{O} = |\Psi_0\rangle \langle \Psi_0 |$ is the density matrix of the initial state. In quadratic models, we can write it using the single-particle basis as

$$\langle \hat{O}(t) \rangle = \sum_{\alpha} \langle \alpha | e^{-i\hat{H}t} R e^{i\hat{H}t} \hat{O} |\alpha\rangle = \sum_{\alpha,\beta=1}^V R_{\alpha,\beta} O_{\beta,\alpha} e^{i\omega_{\alpha,\beta} t},$$

where $R = \sum_{\alpha,\beta} R_{\alpha,\beta} \hat{f}_\alpha^\dagger \hat{f}_\beta$ is the one-body density matrix of the initial state, with $R_{\alpha,\beta} = \langle \Psi_0 | \hat{f}_\alpha^\dagger \hat{f}_\beta |\Psi_0\rangle$ [56, 57], and $\omega_{\alpha,\beta} = \epsilon_\beta - \epsilon_\alpha$.

The infinite time average of $\langle \hat{O}(t) \rangle$, for a nondegenerate single-particle spectrum, is given by

$$\langle \hat{O} \rangle = \lim_{\tau \to \infty} \langle \hat{O}(t) \rangle dt = \sum_{\alpha} O_{\alpha,\alpha} R_{\alpha,\alpha}.$$  

The density matrix in the GGE is defined as $\hat{\rho}_{\text{GGE}} = Z_{\text{GGE}}^{-1} e^{-\sum_{\alpha} \lambda_\alpha \hat{I}_\alpha}$ with $Z_{\text{GGE}} = \text{Tr} [e^{-\sum_{\alpha} \lambda_\alpha \hat{I}_\alpha} \hat{I}]$, the constants of motion being $\hat{I}_\alpha = \hat{f}_\alpha^\dagger \hat{f}_\alpha$, and the Lagrange multipliers fixed such that $R_{\alpha,\alpha} = \text{Tr} [\hat{\rho}_{\text{GGE}} \hat{I}_\alpha]$. Therefore, the infinite-time average of $\langle \hat{O}(t) \rangle$ is reproduced by the GGE prediction \cite{7, 35, 36}

$$\langle \hat{O}(t) \rangle = \sum_{\alpha} O_{\alpha,\alpha} \text{Tr} [\hat{\rho}_{\text{GGE}} \hat{I}_\alpha] = \text{Tr} [\hat{\rho}_{\text{GGE}} \hat{O}],$$

where we have used that $\hat{\rho}_{\text{GGE}}$ is diagonal in the single-particle energy eigenbasis, so that $\text{Tr} [\hat{\rho}_{\text{GGE}} \sum_{\alpha,\beta} O_{\beta,\alpha} \hat{f}_\alpha^\dagger \hat{f}_\beta] = \text{Tr} [\hat{\rho}_{\text{GGE}} \sum_{\alpha} O_{\alpha,\alpha} \hat{f}_\alpha^\dagger \hat{f}_\alpha]$.

Given that the infinite-time averages are guaranteed to be described by the GGE, all one needs for generalized thermalization to occur is the temporal fluctuations about the infinite-time average to vanish in the thermodynamic limit. The temporal fluctuations can be characterized by the variance \cite{1}

$$\sigma^2 = \langle \hat{O}(t)^2 \rangle - \langle \hat{O}(t) \rangle^2.$$  

Recall that the standard derivation of the upper bound for $\sigma^2$, which is based on the time evolution written in the many-body basis, requires that there are no gap degeneracies in the many-body spectrum \cite{1}. This condition need not be fulfilled in quadratic models. The derivation that we provide below, which is based on Eq. (2), requires the absence of gap degeneracies in the single-particle spectrum. The latter is satisfied by QCQ Hamiltonians. Specifically, one can write

$$\langle \hat{O}(t)^2 \rangle = \sum_{\alpha,\beta,\omega,\rho} O_{\beta,\omega} R_{\alpha,\rho} R_{\omega,\rho} e^{i(\epsilon_\beta - \epsilon_\alpha + \epsilon_\omega - \epsilon_\rho)t},$$

which simplifies to (see Ref. [58])

$$\langle \hat{O}(t)^2 \rangle \leq \sum_{\alpha \neq \beta} |O_{\alpha,\beta}|^2 |R_{\alpha,\beta}|^2 + \langle \hat{O}(t) \rangle^2.$$  

We can therefore define the upper bound for the variance

$$\sigma^2 = \sum_{\alpha \neq \beta} |O_{\alpha,\beta}|^2 |R_{\alpha,\beta}|^2 \leq \max \left\{ |O_{\alpha,\beta}|^2 \right\} \sum_{\alpha=1}^V (R^2)_{\alpha\alpha}.$$  

Since the eigenvalues of $\hat{R}$ belong to the interval $[0, 1]$, one can replace $R^2 \to R$ in Eq. (8), and we obtain

$$\sigma^2 \leq \max \left\{ V |O_{\alpha,\beta}|^2 \right\} \frac{1}{V} \sum_{\alpha=1}^V R_{\alpha,\alpha} = \max \left\{ V |O_{\alpha,\beta}|^2 \right\} \bar{n},$$

where we used that $\sum_{\alpha} R_{\alpha,\alpha} = \langle \psi_0 | \sum_{\alpha} \hat{f}_\alpha^\dagger \hat{f}_\alpha |\psi_0\rangle = N$. Because the properly normalized one-body observables with rank $O(1)$ [50, 55] can be written as $\hat{O} \simeq \hat{O} \sqrt{V}$ [43], single-particle eigenstate thermalization in QCQ models results in $\max \left\{ V |O_{\alpha,\beta}|^2 \right\} \propto 1/V$. Hence, the equilibration of these one-body observables is guaranteed in the thermodynamic limit. Notice that the polynomial scaling of the upper bound for $\sigma^2$ with the system size is independent of the details of the quantum quench, like the energy of the initial state $|\Psi_0\rangle$ or the filling factor $\bar{n}$. The above analysis can be extended to one-body operators that have rank $O(V)$. Furthermore, in Ref. [58] we show that equilibration also occurs for $q$-body observables ($q = 2, 3, \ldots$) that are products of one-body observables, all of which exhibit single-particle eigenstate thermalization. Remarkably, our analysis applies to arbitrary initial states [58].

Numerical tests of equilibration.—We consider local Hamiltonians that can be written as

$$\hat{H}_1 = -\sum_{\langle i,j \rangle} \epsilon_i \hat{c}_i^\dagger \hat{c}_j + \sum_{i=1}^V \epsilon_i \hat{c}_i^\dagger \hat{c}_i.$$  

(10)
The first term describes hoppings between nearest neighbor sites, and $\varepsilon_i$ is the on-site potential. We focus on the 3D Anderson model on a cubic lattice with periodic boundary conditions, for which $\varepsilon_i = (W/2) r_i$ with $r_i$ being a random number drawn from a uniform distribution in the interval $[-1, 1]$ [50]. We study dynamics in the two regimes of this model (which has a transition at $W_c \approx 16.5$ [60, 61]), at the $W = 5$ (delocalized, QCQ [42]), and $W = 25$ (localized) points. For the preparation of initial states in quantum quenches, which are always taken to be ground states in this work, we introduce a 3D superlattice model with $\varepsilon_i = \pm W$ in Eq. (10), where the sign alternates between nearest neighbor sites. This 3D superlattice model allows us to create highly nonthermal distributions of momenta in the initial state (in the spirit of the quantum Newton’s cradle experiment [62]). We complement our analysis with a quadratic model that is not quantum chaotic, i.e., 1D noninteracting fermions in a homogeneous lattice with open boundary conditions [$\varepsilon_i = 0$ in Eq. (10)]. To prepare the initial states for the quenches, we use the Aubry-André model $[\varepsilon_i = -\Lambda \cos(2\pi \sigma i)]$ with $\sigma = (\sqrt{5} - 1)/2$ in Eq. (10).

We also consider a paradigmatic nonlocal QCQ model, the SYK2 model in the Dirac fermion formulation [63],

$$\hat{H}_2 = \sum_{i,j=1}^{V} [(1 - \gamma)a_{ij} + \gamma b_{ij}] c_i^\dagger c_j, \quad (11)$$

where the diagonal (off-diagonal) elements of the matrices $a$ and $b$ are real normally distributed random numbers with zero mean and $2/V$ ($1/V$) variance, while $\gamma \in [0, 1]$. The choice of an unconventional form of the SYK2 Hamiltonian (as a sum of two one-body operators) allows us to distinguish between weak and strong quantum quenches, as explained in Ref. [58].

In Fig. 1, we show results of numerical tests of equilibration for two observables, the occupation of a lattice site, $n_1 = c_i^\dagger c_i$, and the occupation of the zero quasimomentum mode, $\bar{n}_0 = \frac{1}{V} \sum_{ij} c_i^\dagger c_i$. Specifically, we plot the time evolution of $\langle \hat{O}(t) \rangle - \langle \hat{O} \rangle_{\text{GGE}}$ in Figs. 1(a)–1(d), while the temporal fluctuations $\sigma_t$ as functions of $V$ are shown in Fig. 1(e). For the quench from the 3D superlattice model at $W = 1$ to the 3D Anderson model at $W = 5$, see Figs. 1(a) and 1(b), the temporal fluctuations $\sigma_t$ of both observables decrease with increasing system size, and a scaling $\sigma_t \propto V^{-\zeta}$ with $\zeta \approx 0.5$ is observed in Fig. 1(e). An exponent $\zeta \approx 0.5$ is expected because $V|O_{i=j}|^2 \propto 1/V$ for those observables [43]. In contrast, for the quench from the 3D Anderson model at $W_0 = 30$ to the same model (with a different disorder realization) at $W = 25$ in Fig. 1(c) [Fig. 1(d)], the temporal fluctuations $\sigma_t$ do not decrease (do decrease) with increasing system size for $\bar{n}_1$ ($\bar{n}_0$), and a scaling $\sigma_t \propto V^{-\zeta}$ with $\zeta \approx 0$ ($\zeta \approx 0.5$) is observed in Fig. 1(e). This a consequence of the fact that $\bar{n}_0$, but not $\bar{n}_1$, exhibits signatures of single-particle eigenstate thermalization in the localized regime of the 3D Anderson model [43]. The results for $\bar{n}_1$ show that equilibration is not guaranteed for quadratic Hamiltonians that are not quantum chaotic. Qualitatively similar results to those for $W = 25$ in the 3D Anderson model were reported in the presence of real-space localization in the 1D Anderson model [34, 35], and in the 1D Aubry-André model [13, 36].

Stationary state.—Since eigenstate thermalization occurs in single-particle eigenstates of QCQ models, it is natural to wonder whether it also occurs in the many-body eigenstates of those models. If this is the case, the predictions of the GGE will be identical to those of the GE in the thermodynamic limit, $\langle \hat{O} \rangle_{\text{GGE}} = \langle \hat{O} \rangle_{\text{GE}}$, where $\langle \hat{O} \rangle_{\text{GGE}} = \text{Tr}[\hat{\rho}_{\text{GGE}} \hat{O}]$ and $\langle \hat{O} \rangle_{\text{GE}} = \text{Tr}[\hat{\rho}_{\text{GE}} \hat{O}]$, with $\hat{\rho}_{\text{GGE}} = \frac{1}{Z_{\text{GGE}}} e^{-\sum_n (\varepsilon_n - \mu)/(k_B T) \hat{f}_n^\dagger \hat{f}_n}$, and $Z_{\text{GGE}} = \text{Tr}[e^{-\sum_n (\varepsilon_n - \mu)/(k_B T) \hat{f}_n^\dagger \hat{f}_n}]$, $k_B$, $T$, and $\mu$ are the Boltzmann constant, the temperature, and the chemical potential, respectively.

We address this question in the context of the quenches to the 3D Anderson model with $W = 5$. We focus on $\bar{n}_0$. The finite-size scaling of the difference $|\Delta(\bar{n}_0)| = |\bar{n}_0 - \bar{n}_0(\infty)|$...
are

where $\Delta(\hat{m}_0)$ is reported in Fig. 2. Each point was calculated for a single quench realization, and then averaged over 100 quench realizations. It is apparent that the difference $|\Delta(\hat{m}_0)|$ rapidly converges to a nonzero value. Therefore, the GGE is expected to be different from the GE in the thermodynamic limit. (Qualitatively similar results as in this section and the previous one were obtained for other models, quenches and observables.)

Absence of eigenstate thermalization in many-body energy eigenstates.—The numerical results from the previous section suggest that the many-body eigenstates of QCQ Hamiltonians do not exhibit eigenstate thermalization [the infinite time averages from Eq. (3)] disagree with the predictions of the GE. We can understand this analytically as follows (see Ref. [58] for a proof).

The diagonal matrix elements of $\hat{O}$ in the many-body energy eigenstates $|\Omega\rangle$ can be written as

$$\langle \Omega | \hat{O} | \Omega \rangle = \sum_{\alpha, \beta = 1}^{V} O_{\alpha \beta} \langle \Omega | f_{\alpha}^{\dagger} f_{\beta} | \Omega \rangle = \sum_{\alpha = 1}^{V} O_{\alpha \alpha} \langle \Omega | f_{\alpha}^{\dagger} f_{\alpha} | \Omega \rangle ,$$

where the expectation values $\langle \Omega | f_{\alpha}^{\dagger} f_{\alpha} | \Omega \rangle$ are equal 0 or 1. Hence, the behavior of the diagonal many-body matrix elements [and so the infinite-time averages from Eq. (3)] is governed by an extensive (in $V$) sum of the diagonal single-particle matrix elements $O_{\alpha \alpha}$.

The diagonal matrix elements $O_{\alpha \alpha}$ exhibit $O(1/V)$ fluctuations about their smooth function $\mathcal{O}(\epsilon_{\alpha})$ [43]. For simplicity, let us consider $\mathcal{O}(\epsilon_{\alpha}) = 0$. We can build many-body eigenstates $|\Omega\rangle$, for which $V/a$ and $V/b$ of $O_{\alpha \alpha} \langle \Omega | f_{\alpha}^{\dagger} f_{\alpha} | \Omega \rangle$ are positive and negative, respectively. The corresponding diagonal matrix elements read

$$\langle \Omega | \hat{O} | \Omega \rangle = \sum_{\beta = 1}^{V/a} |O_{\alpha \beta}| - \sum_{\beta = 1}^{V/b} |O_{\beta \alpha}| \sim \left( \frac{V}{a} - \frac{V}{b} \right) \mathcal{O}\left(1\right),$$

where $1/a + 1/b = \tilde{n}$. These diagonal matrix elements are $O(1)$ when $a \neq b$, so they do not approach the microcanonical average in the thermodynamic limit. Furthermore, the number of such many-body states increases exponentially with the system size

$$\mathcal{N} = \left( \frac{V/2}{V/a} \right) \left( \frac{V/2}{V/b} \right) \geq \left[ \frac{V/2}{V/a} \right]^{\kappa} \left[ \frac{V/2}{V/b} \right]^{\kappa} = 2^{\kappa V},$$

where we have introduced $\kappa = \frac{1}{a} \log_2 \left( \frac{a}{2} \right) + \frac{1}{b} \log_2 \left( \frac{b}{2} \right)$.

Smoothness of Lagrange multipliers.—To conclude, let us explore the properties of the GGE in QCQ Hamiltonians. Note that whenever the Lagrange multipliers are linear functions of the single-particle energies, i.e., $\lambda_{\alpha} = (\epsilon_{\alpha} - \mu)/(k_B T)$, the GGE is the same as the GE.

The Lagrange multipliers $\lambda_{\alpha}$ are plotted as functions of the single-particle energies $\epsilon_{\alpha}$ in Fig. 3(a) for quenches in which the final Hamiltonian exhibits single-particle quantum chaos: the 3D Anderson model with $W = 5$ (main panel) and the SYK2 model (inset). It is notable that $\lambda_{\alpha}$ are smooth functions of $\epsilon_{\alpha}$, and that they are not linear in $\epsilon_{\alpha}$, even in the quench within the SYK2 model with an arbitrary $\gamma < 1$ (the exception is $\gamma = 1$, which is at “infinite temperature”, see Ref. [58]). In Fig. 3(b), we plot the Lagrange multipliers $\lambda_{\alpha}$ vs $\epsilon_{\alpha}$ for quenches in which the final Hamiltonian does not exhibit single-particle quantum chaos: the 3D Anderson model in the localized regime with $W = 25$ (main panel) and 1D noninteracting fermions in a homogeneous potential (inset). In the former, $\lambda_{\alpha}$ exhibits fluctuations that do not appear to vanish when increasing system size $V$, while in the latter $\lambda_{\alpha}$ exhibits jumps. In Ref. [58], we quantify the eigenstate-to-eigenstate fluctuations $\delta \lambda_{\alpha} = \lambda_{\alpha} - \lambda_{\alpha - 1}$, and show numerically and analytically that $\lambda_{\alpha}$ is a smooth function of $\epsilon_{\alpha}$ for QCQ Hamiltonians.

Summary.—Generalized thermalization is expected to occur for interacting integrable models. Here, we proved that it is guaranteed to occur for quadratic Hamiltonians that exhibit single-particle eigenstate thermalization, namely, for QCQ Hamiltonians. Furthermore, we showed

![FIG. 2. Finite-size scaling of the difference $|\Delta(\hat{m}_0)|$ for quenches from the 3D superlattice model with $W \in \{1, 7.5\}$ and $\tilde{n} = 1/4$ to the 3D Anderson model with $W = 5$. Horizontal lines mark the mean values for the five largest system sizes $V \in \{16^3, \ldots, 24^3\}$. The results were averaged over $M = 100$ quench realizations. The error bars are standard deviations $\sigma = \left( \sum_{i=1}^{M} |\Delta(\hat{m}_0)|^2 / M - \langle \sum_{i=1}^{M} |\Delta(\hat{m}_0)| \rangle^2 / M \right)^{1/2}$.](image)
that the many-body eigenstates of QCQ Hamiltonians do not exhibit eigenstate thermalization. Consequently, the GGE is generally needed to describe the expectation values of observables after equilibration, and we showed that it is characterized by Lagrange multipliers that are smooth functions of the single-particle energies.
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S1. DERIVATION OF EQ. (8)

The expectation value of a one-body observable \( \hat{O} = \sum_{\alpha\beta} O_{\alpha\beta} \hat{f}_\alpha^\dagger \hat{f}_\beta \) in a quadratic model after a quantum quench can be written as

\[
\langle \hat{O}(t) \rangle = \sum_{\alpha,\beta=1}^V R_{\alpha\beta} O_{\beta\alpha} e^{i(\varepsilon_\beta - \varepsilon_\alpha)t}, \tag{S1}
\]

where \(|\alpha\rangle\) and \(|\beta\rangle\) are single-particle eigenstates of the final Hamiltonian, with single-particle eigenenergies \(\varepsilon_\alpha\) and \(\varepsilon_\beta\), respectively. \(R_{\alpha\beta} = \langle \Psi_0 | \hat{f}_\beta^\dagger \hat{f}_\alpha | \Psi_0 \rangle\) is the one-body correlation matrix of the initial state \(|\Psi_0\rangle\), and \(O_{\alpha\beta} = \alpha\langle \hat{O} | \beta \rangle\) are the matrix elements of the one-body observable in the single-particle Hilbert space.

The variance of the temporal fluctuations of \(\langle \hat{O}(t) \rangle\) is

\[
\sigma_t^2 = \langle \hat{O}(t) \rangle^2 - \langle \hat{O}(t) \rangle^2, \tag{S2}
\]

where \(\langle \hat{O}(t) \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T \langle \hat{O}(t) \rangle dt\).

The infinite-time average of the first term of Eq. (S2) can be written as

\[
\langle \hat{O}(t) \rangle^2 = \sum_{\alpha,\beta,\omega,\rho=1}^V O_{\beta\alpha} O_{\rho\omega} R_{\alpha\beta} R_{\omega\rho} \times \lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(\varepsilon_\beta - \varepsilon_\alpha + \varepsilon_\rho - \varepsilon_\omega)t} dt. \tag{S3}
\]

Assuming energy gaps are not degenerated in the single-particle spectrum, the integrand is equal to one for \(\alpha = \beta, \omega = \rho\) and \(\alpha = \rho \neq \beta = \omega\), so we can write

\[
\langle \hat{O}(t) \rangle^2 = \sum_{\alpha,\beta=1}^V O_{\alpha\alpha} O_{\beta\beta} R_{\alpha\alpha} R_{\beta\beta} + \sum_{\alpha \neq \beta=1}^V |O_{\alpha\beta}|^2 |R_{\alpha\beta}|^2. \tag{S4}
\]

The infinite-time average in the second term of Eq. (S2) can be written as

\[
\langle \hat{O}(t) \rangle = \sum_{\alpha,\beta=1}^V O_{\alpha\beta} R_{\alpha\beta} \lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(\varepsilon_\beta - \varepsilon_\alpha)t} dt. \tag{S5}
\]

Assuming that there are no degeneracies in the single-particle spectrum, one can write

\[
\langle \hat{O}(t) \rangle = \sum_{\alpha=1}^V O_{\alpha\alpha} R_{\alpha\alpha}. \tag{S6}
\]

so that

\[
\langle \hat{O}(t) \rangle^2 = \sum_{\alpha,\beta=1} V O_{\alpha\alpha} O_{\beta\beta} R_{\alpha\alpha} R_{\beta\beta}. \tag{S7}
\]

Substituting Eqs. (S4) and (S7) in Eq. (S2), one obtains the variance of temporal fluctuations from Eq. (8)

\[
\sigma_t^2 = \sum_{\alpha \neq \beta=1}^V |O_{\alpha\beta}|^2 |R_{\alpha\beta}|^2. \tag{S8}
\]

S2. EQUILIBRATION OF q-BODY OBSERVABLES

In this section, we generalize the proof of equilibration of one-body observables to q-body observables with an arbitrary finite \(q\). Using Wick’s theorem [64, 65], expectation values of q-body \((q = 2, 3, \ldots)\) operators can be expressed as finite sums of products of expectation values of one-body operators. If the temporal fluctuations of all one-body operators involved vanish in the thermodynamic limit, then the q-body operator equilibrates to the GGE prediction [34, 35], i.e., it exhibits generalized thermalization.

The purpose of this section is to generalize our proof of equilibration of one-body observables to q-body observables for arbitrary initial states, i.e., without relying on Wick’s theorem. The generalization is valid for q-body observables \(\hat{O}(q)\) that can be written as products of q one-body observables \(\hat{O}(1)^{(i)}, i \in \{1, \ldots, q\}\). Namely, for observables that can be written as

\[
\hat{O}(q) = \sum_{\alpha_1, \ldots, \alpha_q \beta_1, \ldots, \beta_q} \langle \hat{O}(1)^{(1)}_{\alpha_1} \ldots \hat{O}(1)^{(q)}_{\alpha_q} \hat{f}_{\beta_1} \ldots \hat{f}_{\beta_q} \hat{\Psi}_0 \rangle, \tag{S9}
\]

where \(\alpha_i, \beta_i \in \{1, \ldots, V\}\). Our derivations are based on the following assumptions and properties:

1. The one-body observables \(\hat{O}(1)^{(i)}\) exhibit single-particle eigenstate thermalization. For simplicity, we assume the matrix elements to be structureless, so that \(\text{max}_{\alpha,\beta} \left\{ \langle \hat{O}(1)^{(i)}_{\alpha\beta} \rangle \right\} = \text{O}(1/V)\).

2. The q-body density matrix is defined as

\[
\hat{R}(q) = \sum_{\alpha_1, \ldots, \alpha_q \beta_1, \ldots, \beta_q} R(q)_{\alpha_1 \ldots \alpha_q}^{\beta_1 \ldots \beta_q} \hat{f}_{\alpha_1}^\dagger \ldots \hat{f}_{\alpha_q}^\dagger \hat{\beta}_1 \ldots \hat{\beta}_q, \tag{S10}
\]
4. The standard deviation satisfies the inequality
\[ \sigma_t(\hat{A} + \hat{B}) \leq \sigma_t(\hat{A}) + \sigma_t(\hat{B}), \] (S16)
where \( \sigma_t^2(\hat{A}) = (\hat{A}(t))^2 - \langle \hat{A}(t) \rangle^2 \).

In Sec. S2A, we show how the assumptions and properties above ensure the equilibration of two-body observables. In Sec. S2B, we discuss the general case of q-body observables.

A. Two-body observables

Let us consider an observable
\[ \hat{O}(2) = \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} O(1)^{(1)}_{\alpha_1 \beta_1} O(1)^{(2)}_{\alpha_2 \beta_2} \hat{f}^{\dagger}_{\alpha_1} \hat{f}_{\beta_1} \hat{f}^{\dagger}_{\alpha_2} \hat{f}_{\beta_2}. \] (S17)

If we move all creation operators to the left, we arrive at
\[ \hat{O}(2) = \sum_{\alpha_1, \beta_2} \left( \sum_{\beta_1} \sum_{\beta_1} O(1)^{(1)}_{\alpha_1 \beta_1} O(1)^{(2)}_{\alpha_2 \beta_2} \right) \hat{f}^{\dagger}_{\alpha_1} \hat{f}_{\beta_2} \]
\[ + \sum_{\alpha_1, \alpha_2} O(1)^{(1)}_{\alpha_1 \beta_1} O(1)^{(2)}_{\alpha_2 \beta_2} \hat{f}^{\dagger}_{\alpha_1} \hat{f}_{\alpha_2} \hat{f}_{\beta_2} \hat{f}_{\beta_1}. \] (S18)

If matrices \( O(1)^{(1)}_{\alpha_1 \beta_1} \) and \( O(1)^{(2)}_{\beta_1 \beta_2} \) satisfy the assumption 1, their product also satisfies this assumption, since
\[ \max_{\alpha_1, \beta_2} \left\{ \left| O(1)^{(1)}_{\alpha_1 \beta_1} O(1)^{(2)}_{\beta_1 \beta_2} \right| \right\} = \max_{\alpha_1, \beta_2} \left\{ \left| O(1)^{(1)}_{\alpha_1 \beta_1} O(1)^{(2)}_{\beta_1 \beta_2} \right| \right\} \leq \left( \max_{\alpha_1, \beta_2} \left| O(1)^{(1)}_{\alpha_1 \beta_1} \right| \right) \left( \max_{\alpha_1, \beta_2} \left| O(1)^{(2)}_{\beta_1 \beta_2} \right| \right) = O(1/V). \] (S19)

Thus, we can write \( \hat{O}(2) \) as a sum of \( k \)-body observables \( \hat{O}(k)^{(k)} \) with \( k \in \{1, 2\} \)
\[ \hat{O}(2) = \sum_{k=1}^{2} \hat{O}(k)^{(k)}, \] (S20)
where
\[ \hat{O}(1)^{(1)} = \sum_{\alpha_1, \beta_1} \hat{O}(1)^{(1)}_{\alpha_1 \beta_1} \hat{f}^{\dagger}_{\alpha_1} \hat{f}_{\beta_1}, \] (S21)
and
\[ \hat{O}(2)^{(2)} = \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \hat{O}(1)^{(2)}_{\alpha_1 \beta_1} \hat{O}(1)^{(2)}_{\alpha_2 \beta_2} \hat{f}^{\dagger}_{\alpha_1} \hat{f}_{\alpha_2} \hat{f}_{\beta_1} \hat{f}_{\beta_2}. \] (S22)

The matrices \( \hat{O}(1)^{(k, i)}_{\alpha_1 \beta_1} \) satisfy the assumption 1.

Thanks to property 4, we can consider the standard deviations of operators \( \hat{O}(1)^{(1)} \) and \( \hat{O}(2)^{(2)} \) separately. In the main text, we computed the standard deviation of the former, \( \sigma_t(\hat{O}(1)^{(1)}) \leq O(1/V) \), so next we focus on the standard deviation of the latter,
\[ \sigma_t(\hat{O}(2)) = \sqrt{\langle \hat{O}(2)^2 \rangle - \langle \hat{O}(2) \rangle^2}. \] (S23)

Note that we have simplified the notation \( \langle \hat{O}(2)^{(2)}(t) \rangle \rightarrow \langle \hat{O}(2) \rangle \). In what follows, we drop the upper index \( k = 2 \) in the observable \( \hat{O}(2)^{(2)} \rightarrow \hat{O}(2) \) and the matrices \( \hat{O}^{(2, i)}_{\alpha_1, \beta_1} \rightarrow \hat{O}^{(i)}_{\alpha_1, \beta_1} \).

The expectation value of \( \hat{O}(2) \) at time \( t \) is given by
\[ \langle \hat{O}(2) \rangle_t = \sum_{\Omega} \langle \Omega | e^{-iHt} \hat{\rho}_0 e^{iHt} \hat{O}(2) | \Omega \rangle, \] (S24)
where \( | \Omega \rangle \) are many-body energy eigenstates and \( \hat{\rho}_0 = | \Psi_0 \rangle \langle \Psi_0 | \). Therefore
\[ \langle \hat{O}(2) \rangle_t = \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \hat{O}(1)^{(1)}_{\alpha_1 \beta_1} \hat{O}(1)^{(2)}_{\alpha_2 \beta_2} R(2)_{\beta_1 \beta_2} e^{i \sum_{j} (\epsilon_{\alpha_j} - \epsilon_{\beta_j}) t}, \] (S25)
so
\[ \langle \hat{O}(2) \rangle_t^2 = \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \hat{O}(1)^{(1)}_{\alpha_1 \beta_1} \hat{O}(1)^{(2)}_{\alpha_2 \beta_2} \hat{O}(1)^{(1)}_{\alpha_2 \beta_2} \hat{O}(1)^{(1)}_{\beta_1 \beta_1} \hat{O}(1)^{(2)}_{\beta_1 \beta_1} R(2)_{\beta_1 \beta_2} R(2)_{\beta_1 \beta_2} e^{i \sum_{j} (\epsilon_{\alpha_j} - \epsilon_{\beta_j}) t} \] (S26)
To compute the infinite-time average of Eq. (S26), we note that
\[ e^{i \sum_{j \in \{ \epsilon \alpha_j - \epsilon \beta_j \}} \delta (\beta_j - \alpha_{\sigma(j)})} = \prod_{\sigma \in S_n, j=1}^{4} \delta (\beta_j - \alpha_{\sigma(j)}), \]  
so that
\[ \langle \hat{O}(2) \rangle_t^2 = \sum_{\sigma \in S_n, \alpha_1, \ldots, \alpha_4} \hat{O}(1)_{\alpha_1 \alpha_2} \hat{O}(1)_{\alpha_3 \alpha_4} \hat{O}(1)_{\alpha_5 \alpha_6} \times \hat{O}(1)_{\alpha_1 \alpha_2} R(2)_{\alpha_3 \alpha_4} R(2)_{\alpha_5 \alpha_6} \]  
for $\alpha_j, \beta_j$ is a permutation group of $n$ elements, while $\delta (\beta_j - \alpha_j)$ is a Kronecker delta. There are $4! = 24$ contributions to the sum over $\sigma$ in Eq. (S28), which can be divided into the following classes:

(A) Both $\sigma(1)$ and $\sigma(2)$ belong to $\{ 1, 2 \}$. There are 4 such contributions. Note that all these contributions appear in $\langle \hat{O}(2) \rangle_t^2$, and, thus, they are cancelled in the standard deviation.

(B) Either $\sigma(1)$ or $\sigma(2)$ belong to $\{ 1, 2 \}$. There are 16 such contributions.

(C) Both $\sigma(1)$ and $\sigma(2)$ belong to $\{ 3, 4 \}$. There are 4 such contributions.

Next, we consider exemplary cases from classes (B) and (C). There are no significant changes in the calculations for different contributions from the same class.

We first consider the class (B) case: $\sigma(1) = 1$, $\sigma(2) = 3$, $\sigma(3) = 2$ and $\sigma(4) = 4$, whose upper bound is
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} \sum_{\alpha_3, \alpha_4} R(2)_{\alpha_1 \alpha_3} R(2)_{\alpha_2 \alpha_4} \]  
(29)
We can carry out partial traces $\sum_{\alpha_3} R(2)_{\alpha_1 \alpha_3} = O(V) R(1)_{\alpha_1}$, and $\sum_{\alpha_4} R(2)_{\alpha_2 \alpha_4} = O(V) R(1)_{\alpha_2}$ (see property 2). Therefore, the upper bound can be simplified to
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} O(V^2) \sum_{\alpha_3, \alpha_4} R(1)_{\alpha_2 \alpha_3} R(1)_{\alpha_3 \alpha_4} = \]  
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} O(V^2) \sum_{\alpha_3} R(1)_{\alpha_2 \alpha_3} \]  
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} O(V^2) \text{Tr} [ R(1)^2 ] \]  
(30)
According to property 3, $\text{Tr} [ R(1)^2 ] \leq O(V)$. With the help of assumption 1, we arrive at
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} = O(V^{-4}). \]  
Finally, the upper bound for the contribution from the class (B) is of order $O(V^{-4}) O(V^2) O(V) = O(V^{-1})$.

Next, we consider the class (C) case: $\sigma(1) = 3$, $\sigma(2) = 4$, $\sigma(3) = 1$, and $\sigma(4) = 2$, whose upper bound is
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} \sum_{\alpha_3, \alpha_4} R(2)_{\alpha_1 \alpha_3} R(2)_{\alpha_2 \alpha_4} = \]  
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} \sum_{\alpha_3} R(2)^2 = \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} \text{Tr} [ R(2)^2 ] \]  
(31)

The same properties and assumptions used for the case from the class (B), 3 and 1, allow us to write $\text{Tr} [ R(2)^2 ] \leq O(V^2)$ and $\max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1 \alpha_2} \right|^4 \right\} = O(V^{-2})$. Consequently, the upper bound for the contribution from the class (C) is of order $O(V^{-2}) O(V^2) = O(V^{-1})$.

We can now establish the standard deviation
\[ \sigma_t \left( \hat{O}(2) \right) = \sigma_t \left( \hat{O}(1) \right) + \sigma_t \left( \hat{O}(2) \right) \leq O(V^{-1/2}). \]  
(32)

B. **General case of q-body observables**

As shown in the previous section, we can express a q-body observable $\hat{O}(q)$ with a finite q as a sum of k-body observables $\hat{O}(k)^{(j)}$ with $k \in \{ 1, \ldots, q \}$
\[ \hat{O}(q) = \sum_j \hat{O}(k)^{(j)} \]  
(33)
where
\[ \hat{O}(k)^{(j)} = \sum_{\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_k} \hat{O}(1)^{(j)}_{\alpha_1 \alpha_2} \ldots \hat{O}(1)^{(j)}_{\alpha_k \beta_k} \hat{O}(1)^{(j)}_{\beta_k \beta_1} \]  
(34)
Note that for $q \geq 3$, $k$ is generally not equal to $j$. For example, for $q = 3$, there is exactly one one-body observable $\hat{O}(1)^{(1)}$, three two-body observables $\hat{O}(2)^{(2)}$, $\hat{O}(2)^{(3)}$, and $\hat{O}(2)^{(4)}$, and one three-body observable $\hat{O}(3)^{(5)}$.

Thanks to property 4, we can focus on a standard deviation of a single operator $\hat{O}(k)^{(j)}$
\[ \sigma_t(\hat{O}(k)) = \sqrt{\langle \hat{O}(k) \rangle_t^2 - \langle \hat{O}(k) \rangle_t^2} \]  
(35)
As before, we drop the index $j$ in the observable $\hat{O}(k)^{(j)} \rightarrow \hat{O}(k)$ and matrices $\hat{O}(i)^{(i)} \rightarrow \hat{O}(i)$, and we use a simplified notation $\langle \hat{O}(k)^{(j)}(t) \rangle \rightarrow \langle \hat{O}(k) \rangle_t$.

The expectation value of $\hat{O}(k)$ at time $t$ is given by
\[ \langle \hat{O}(k) \rangle_t = \sum_{\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_k} \hat{O}(1)^{(1)}_{\alpha_1 \beta_1} \ldots \hat{O}(1)^{(k)}_{\alpha_k \beta_k} R(k)^{(\alpha_1 \ldots \alpha_k)} \beta_1 \ldots \beta_k \]  
\[ \times e^{i \sum_{j=1}^{k} (\epsilon_{\alpha_j} - \epsilon_{\beta_j}) t}, \]  
(36)
\[ \langle \hat{O}(q) \rangle^2 = \sum_{\alpha_1, \ldots, \alpha_{2k}} \hat{O}(1)_{\alpha_1}^{(1)} \cdots \hat{O}(1)_{\alpha_k}^{(k)} \hat{O}(1)_{\alpha_{k+1}}^{(1)} \cdots \times \hat{O}(1)_{\alpha_2}^{(k)} R(k)^{\alpha_1 \cdots \alpha_k} R(k)^{\alpha_k+1 \cdots \alpha_{2k}} \epsilon^t \sum_{j=1}^{2k} (\epsilon_{\alpha_j} - \epsilon_{\beta_j})^t, \]  

(S37)

whose infinite-time average is
\[ \langle \langle \hat{O}(q) \rangle^2 \rangle = \sum_{\sigma \in S_{2k}} \hat{O}(1)_{\alpha_1}^{(1)} \cdots \hat{O}(1)_{\alpha_k}^{(k)} \hat{O}(1)_{\alpha_{k+1}}^{(1)} \cdots \times \hat{O}(1)_{\alpha_2}^{(k)} R(k)^{\alpha_1 \cdots \alpha_k} R(k)^{\alpha_k+1 \cdots \alpha_{2k}} \]  

(S38)

There are \((2k)!\) contributions to the sum over \(\sigma\) in Eq. (S38). They can be divided into \(k\) + 1 classes. In each class, there are \(r \in \{0, \ldots, k\}\) pairs of identical indices \(\alpha_0 = \alpha_{\sigma(j)}\) with \(i, j \in \{1, \ldots, k\}\). The class with \(r = k\) is cancelled in the standard deviation. For the class with \(r < k\), carrying out all the partial traces of \(k\)-body density matrices over the repeated indices, results in the following upper bound
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1}^{(1)} \right|^2 \right\} O(V^{2r}) \text{Tr} \left[ R(k-r)^2 \right]. \]  

(S39)

According the property 3,
\[ \text{Tr} \left[ R(k-r)^2 \right] \leq \begin{cases} O(V^{2(k-r)/2}) & \text{for } k-r \text{ even}, \\ O(V^{3(k-r)-2/2}) & \text{for } k-r \text{ odd}. \end{cases} \]  

(S40)

It is clear that only classes with \(r = k - 1\) and \(r = k - 2\) can be of the highest order. In the former case
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1}^{(1)} \right|^2 \right\} O(V^{2(k-1)}) \text{Tr} \left[ R(1)^2 \right] \leq O(V^{-2k}) O(V^{2k-2}) O(V) = O(V^{-1}), \]  

(S41)

while in the latter case
\[ \max_{\alpha_1, \alpha_2, i} \left\{ \left| \hat{O}(1)_{\alpha_1}^{(1)} \right|^2 \right\} O(V^{2(k-2)}) \text{Tr} \left[ R(2)^2 \right] \leq O(V^{-2k}) O(V^{2k-4}) O(V^{-3}) = O(V^{-1}). \]  

(S42)

Therefore, the standard deviation is upper bounded by
\[ \sigma_t \left( \hat{O}(q) \right) \leq \sum_j \sigma_t \left( \hat{O}(k)^{(j)} \right) \leq O(V^{-1/2}), \]  

(S43)

where we have reintroduced the upper index for observables \(\hat{O}(k)^{(j)}\). We have, thus, proved that equilibration is guaranteed in quantum-chaotic quadratic models not only for one-body but also for multi-particle observables. It is remarkable that the established order of the upper bound for \(\sigma_t(\hat{O}(q))\) is independent of \(q\).

---

**S3. ABSENCE OF EIGENSTATE THERMALIZATION IN MANY-BODY ENERGY EIGENSTATES**

The diagonal matrix elements of the one-body observable \(\hat{O}\) in the many-body energy eigenstates \(|\Omega\rangle\) can be written as
\[ \langle \Omega | \hat{O} | \Omega \rangle = \sum_{\alpha, \beta=1}^V O_{\alpha \beta} \langle \Omega | f^{\dagger}_{\alpha} f_{\beta} | \Omega \rangle = \sum_{\alpha=1}^V O_{\alpha 0} \langle \Omega | f^{\dagger}_{\alpha} f_{0} | \Omega \rangle. \]  

(S44)

As shown for QCQ Hamiltonians in Ref. [43], the diagonal matrix elements of \(\hat{O}\) in the single-particle energy eigenstates \(|\alpha\rangle\) are described by the ETH ansatz
\[ \frac{O_{\alpha \alpha}}{|| \hat{O} ||} = O(\epsilon_{\alpha}) + \rho(\epsilon_{\alpha})^{-1/2} \mathcal{F}_O(\epsilon_{\alpha}, 0) R_{\alpha \alpha}^O, \]  

(S45)

where \(|| \hat{O} ||^2 = \frac{1}{V} \sum_{\alpha, \beta=1}^V O_{\alpha \beta}^2\) is the Hilbert-Schmidt norm in the single-particle Hilbert space, \(O(\epsilon_{\alpha})\) and \(\mathcal{F}_O(\epsilon_{\alpha}, 0)\) are smooth functions of single-particle energy, and \(R_{\alpha \alpha}^O\) is a random number with zero mean and unit variance. For one-body observables whose rank is \(O(1)\), our focus here, \(|| \hat{O} ||^2 \propto \frac{1}{V}\). For those observables is convenient to rewrite Eq. (S45) as
\[ O_{\alpha \alpha} = \frac{O(\epsilon_{\alpha})}{\sqrt{V}} + \frac{F_O(\epsilon_{\alpha})}{V} R_{\alpha \alpha}^O, \]  

(S46)

where we have used \(\rho(\epsilon_{\alpha}) \propto V\), and we have introduced the rescaled functions \(O(\epsilon_{\alpha}) = \sqrt{V}|| \hat{O} || O(\epsilon_{\alpha})\) and \(F_O(\epsilon_{\alpha}) = V|| \hat{O} || \rho(\epsilon_{\alpha})^{-1/2} \mathcal{F}_O(\epsilon_{\alpha}, 0)\). This notation makes the scaling with the system size explicit. Finally, using Eq. (S46), we can rewrite Eq. (S44) as
\[ \langle \Omega | \hat{O} | \Omega \rangle = \sum_{\alpha=1}^V \frac{O(\epsilon_{\alpha})}{\sqrt{V}} \langle \Omega | f^{\dagger}_{\alpha} f_{0} | \Omega \rangle + \sum_{\alpha=1}^V \frac{F_O(\epsilon_{\alpha})}{V} R_{\alpha \alpha}^O \langle \Omega | f^{\dagger}_{\alpha} f_{0} | \Omega \rangle. \]  

(S47)

We now focus on the second term on the r.h.s. of Eq. (S47), which is a sum of \(N\) independent random numbers with zero mean \(\mu_{\alpha} = 0\) and variance \(\sigma_{\alpha}^2 = (F_O(\epsilon_{\alpha}) / V)^2\). It satisfies Lindeberg’s condition
\[ \lim_{N \to \infty} \sum_{\beta=1}^N \mathbb{E} \left[ \frac{F_O(\epsilon_{\beta})}{V} R_{\beta \beta}^O \right] \leq \epsilon \sigma_{\alpha}^2 \]  

(S48)

where \(\epsilon\) is an arbitrary positive number, \(\mathbb{E}(\ldots)\) stands for the expectation value, while \(\beta\) runs over the single-particle energy eigenstates with \(\langle \Omega | f^{\dagger}_{\beta} f_{\beta} | \Omega \rangle = 1\). Additionally, the total mean is \(\mu_N = \sum_{\beta=1}^N \mu_{\beta} = 0\) and the total variance is
\[ \sigma_N^2 = \sum_{\beta=1}^N \sigma_{\beta}^2 = \sum_{\beta=1}^N \left( \frac{F_O(\epsilon_{\beta})}{V} \right)^2 N / V^2 = \bar{n} / V. \]  

(S49)
Note that Lindeberg’s condition is a sufficient condition for the central limit theorem to hold for a sequence of independent random variables, and it is equivalent to the requirement that none of these random variables has a variance $\sigma^2_\beta$ that is a non-vanishing fraction of the total variance $\sigma^2_N$. Therefore, the second term in the sum in Eq. (\ref{S47}) is a random number from a normal distribution with $\mu_N = 0$ and $\sigma^2_N \propto \tilde{n}/V$. Consequently, the diagonal matrix elements of one-body observables $\hat{O}$ in the many-body energy eigenstates $|\Omega\rangle$ exhibit fluctuations that vanish at most polynomially with increasing the system size. This statement is consistent with the analysis in the SYK2 model \cite{67}.

More importantly, there is an exponentially large number of outliers, i.e., $\langle \Omega | \hat{O} | \Omega \rangle$ that exhibit a nonvanishing difference with the microcanonical average in the thermodynamic limit. Again, we focus on the second term on the r.h.s. of Eq. (\ref{S47}). We assume that for $\alpha$’s for which $\langle \Omega | \hat{f}_a \hat{f}_a^\dagger | \Omega \rangle = 1$, there are $\frac{a}{\tilde{n}} \left( \frac{V}{\tilde{n}} \right)$ positive (negative) values of $\hat{F}(\epsilon_a) R_{ij,\gamma}^O$, where $a$ and $b$ are $\mathcal{O}(1)$ and $\frac{1}{a} + \frac{1}{b} = \tilde{n}$. We can now divide the second term in Eq. (\ref{S47}) in two parts,

$$
\langle \Omega | \hat{O} | \Omega \rangle \propto \sum_{\beta = 1}^{V/\alpha} \left| \frac{\hat{F}(\epsilon_a)}{V} R_{\beta \gamma}^O \right| \sum_{\gamma = 1}^{V/b} \left| \frac{\hat{F}(\epsilon_b)}{V} R_{\gamma \delta}^O \right|.
$$

The first (second) term in the previous equation is a sum of $\frac{V}{\alpha} \left( \frac{V}{b} \right)$ independent random numbers with mean $\mu_{\beta} \propto \frac{1}{\tilde{n}}$ ($\mu_{\gamma} \propto \frac{1}{\tilde{n}}$) and variance $\sigma^2_{\beta} \propto \frac{1}{\tilde{n}^2}$ ($\sigma^2_{\gamma} \propto \frac{1}{\tilde{n}^2}$). Therefore, it is a random number from a normal distribution with mean $\mu_{V/\alpha} \propto \frac{1}{a}$ ($\mu_{V/b} \propto \frac{1}{b}$) and variance $\sigma^2_{V/\alpha} \propto \frac{1}{aV}$ ($\sigma^2_{V/b} \propto \frac{1}{bV}$). Consequently, the considered $\langle \Omega | \hat{O} | \Omega \rangle$ have the following expectation value:

$$
\mathbb{E} \left( \langle \Omega | \hat{O} | \Omega \rangle \right) \propto \frac{1}{a} - \frac{1}{b},
$$

while the variance is independent of $a$ and $b$ and, so the same as in the previous paragraph. We arrive at the conclusion that the majority of $\langle \Omega | \hat{O} | \Omega \rangle$ for an arbitrary finite difference $\frac{1}{a} - \frac{1}{b} \neq 0$ are outliers.

We can use a simple combinatorial argument to estimate the lower bound for the number of outliers $\mathcal{N}$. Let us assume that half of $\frac{\hat{F}(\epsilon_a) R_{\alpha \alpha}^O}{V}$ are positive and half are negative. For fixed $a$ and $b$,

$$
\mathcal{N} = \left( \frac{V}{a} \right) \left( \frac{V}{b} \right) \geq \left[ \frac{V/2}{V/a} \right]^{\frac{1}{2}} \left[ \frac{V/2}{V/b} \right]^{\frac{1}{2}} = \left[ \left( \frac{a}{2} \right)^{\frac{1}{2}} \left( \frac{b}{2} \right)^{\frac{1}{2}} \right]^{V} = 2^{\kappa V},
$$

where we have introduced $\kappa = \frac{1}{2} \log_2 \left( \frac{a}{2} \right) + \frac{1}{2} \log_2 \left( \frac{b}{2} \right)$. Hence, the number $\mathcal{N}$ is exponentially large for the physically relevant parameters $a, b \geq 2$ (because $\frac{1}{a} + \frac{1}{b} = \tilde{n}$), recalling that we need $a \neq b$ so that $\frac{1}{a} - \frac{1}{b} \neq 0$.

### S4. SYK2 MODEL

The SYK2 model is usually written in the form

$$
\hat{H} = \sum_{i,j=1}^{V} a_{ij} e_i^\dagger e_j,
$$

where the diagonal (off-diagonal) elements of the matrix $\mathbf{a}$ are real normally distributed random numbers with zero mean and $2/V$ (1/V) variance. A quench to the SYK2 model from Eq. (\ref{S53}) is a strong quench to the “infinite-temperature” regime, independently of the initial state chosen.

In order to control the strength of the quench in the context of this model, we have modified it’s Hamiltonian

$$
\hat{H} = \sum_{i,j=1}^{V} [(1-\gamma) a_{ij} + \gamma b_{ij}] e_i^\dagger e_j,
$$

where the diagonal (off-diagonal) matrix elements of both $\mathbf{a}$ and $\mathbf{b}$ are real normally distributed random numbers with zero mean and $2/V$ (1/V) variance, while $\gamma \in [0, 1]$. We then only quench the matrix $\mathbf{b}$ to a different realization, so that if $\gamma \ll 1$ the quench is weak and if $\gamma \to 1$ the quench is strong.

In Figs. S1(a) and S1(b), we show the time evolution of $\tilde{n}_1$ and of $\tilde{m}_0$ in a quench within the SYK2 model. We consider $\gamma = 0.25$ and $\tilde{n} = 0.5$. Note that the temporal fluctuations $\sigma_t$ decrease with increasing the number of lattice sites $V$. As confirmed in Fig. S1(a), $\sigma_t \propto V^{-\zeta}$ with $\zeta \approx 0.5$. The exponent $\zeta = 0.5$ is expected, since the SYK2 model is a paradigmatic example of a quadratic quantum-chaotic model.

As discussed in the main text, the infinite-time averages of one-body observables in quadratic models are described by the GGE. When the Lagrange multipliers $\lambda_\alpha$ are linear in the single-particle energies $\epsilon_\alpha$, the GGE and the GE are identical. For our quenches within the SYK2 model from Eq. (\ref{S54}), we find that the differences between the GGE and the GE decrease as $\gamma \to 1$, but the two ensembles remain different unless $\gamma = 1$. A similar behavior (GGEs that approach GE) has been observed in the context of other families of quenches in integrable models mappable to noninteracting ones \cite{68–70}.

In Fig. S2(a), the dark red squares show the Lagrange multipliers $\lambda_\alpha$ previously reported in the inset of Fig. 3(a) for $\gamma = 0.5$ ($V = 28^3$), the light red circles show the moving average $\lambda_\alpha = \sum_{\beta=\alpha-99}^{\alpha+100} \lambda_\beta/200$, while the continuous black line shows the result of a least-squares fit to $f(\epsilon_\alpha) = \text{const} \times \epsilon_\alpha$. The deviations of the data from the fit are apparent. We plot them in Fig. S2(b). With increasing system size, the eigenstate-to-eigenstate fluctuations of $\lambda_\alpha$ decrease and the Lagrange multipliers $\lambda_\alpha$ approach the moving average $\lambda_\alpha$, i.e., the deviations from the fit $f(\epsilon_\alpha)$ do not vanish. Qualitatively similar results were obtained for other values of $\gamma < 1$. 
finite size scaling of the eigenstate-to-eigenstate fluctuations for quenches in which the final Hamiltonian exhibits single-particle quantum chaos is presented in Fig. S3(a): the 3D Anderson model with \( W = 5 \) (main panel) and the SYK2 model (inset). As expected from Fig. 3, \( \langle \langle \delta \lambda^{\text{av}} \rangle \rangle \) and \( \langle \langle \delta \lambda^{\text{max}} \rangle \rangle \) decay as \( \propto 1/V^\zeta \) with \( \zeta \in [0.4, 0.5] \). The finite-size scaling of the eigenstate-to-eigenstate fluctuations for quenches in which the final Hamiltonian does not exhibit single-particle quantum chaos is presented in Fig. S3(b): the 3D Anderson model in the localized regime with \( W = 25 \) (main panel) and 1D noninteracting fermions in a homogeneous potential (inset). In this case, \( \langle \langle \delta \lambda^{\text{max}} \rangle \rangle \) does not (may or may not) decay with \( V \).

The smoothness of the Lagrange multipliers can be traced back to single-particle eigenstate thermalization. Recall that the Lagrange multipliers have values \( \lambda_n = \ln[(1 - \langle I_n \rangle)/\langle I_n \rangle] \) [6]. Hence, for \( \delta \lambda_n \) to vanish with increasing system size one needs \( \delta \langle I_n \rangle = \langle \tilde{I}_n \rangle - \langle \tilde{I}_{n-1} \rangle \) to vanish as well. This can be seen from the Taylor expansion of the logarithm in \( \delta \langle I_n \rangle \) near \( \delta \langle I_n \rangle = 0 \).

Let us consider \( |\Psi_0\rangle = \prod_{\{n\}} |\bar{a}_n\rangle |\emptyset\rangle \). For the quantum quenches studied in the previous sections, \(|\Psi_0\rangle\) is the ground state of the initial Hamiltonian, while \(|\bar{n}\rangle\) runs over its Fermi sea. Therefore, \( \langle \tilde{I}_n \rangle = \sum_{\{n\}} \langle n|\alpha\rangle \langle \alpha|n \rangle \) can be expressed as \( \langle \tilde{I}_n \rangle = \sum_{\{n\}} \langle \alpha|\tilde{\alpha}n\rangle \langle \bar{\alpha}\bar{a}_n |\alpha|n \rangle \), where \( \tilde{\alpha}_n = \beta^{-1}\bar{a}_n |n\rangle \langle n| \rangle \) are occupation operators of \( |n\rangle \). Moreover, \( \delta \langle I_n \rangle \) is governed by the eigenstate-to-eigenstate fluctuations, \( \delta \langle I_n \rangle = \sum_{\{n\}} \delta \langle o_n \rangle \rangle, \text{ where } \langle o_n \rangle \rangle = \langle n|\alpha\rangle \langle \alpha|o_n \rangle \) are the diagonal single-particle matrix elements of \( o_n \), and \( \delta \langle o_n \rangle \rangle = \langle o_n \rangle \rangle - \langle o_{n-1} \rangle \rangle - 1 \).

We note that the operators \( \tilde{\alpha}_n \), being occupation operators, are expected to exhibit eigenstate thermalization in QCQ models as \( \tilde{\alpha}_n \) does. Specifically, one expects the eigenstate-to-eigenstate fluctuations to decay

In this section, we study the eigenstate-to-eigenstate fluctuations of the Lagrange multipliers, \( \delta \lambda_\alpha = \lambda_\alpha - \lambda_\alpha^{-1} \). We consider both the average and the maximal value of \( |\delta \lambda_\alpha| \).

\[
\delta \lambda^{\text{av}} = \frac{1}{V-1} \sum_{\alpha=2}^{V} \langle \delta \lambda_\alpha \rangle, \quad \delta \lambda^{\text{max}} = \max \{|\delta \lambda_\alpha|\} \quad \text{(S55)}
\]

In all calculations, we first determine \( \delta \lambda^{\text{av}} \) and \( \delta \lambda^{\text{max}} \) for a single quench and then average over 50 quench realizations yielding \( \langle \langle \delta \lambda^{\text{av}} \rangle \rangle \) and \( \langle \langle \delta \lambda^{\text{max}} \rangle \rangle \), respectively. The

![FIG. S2.](image-url) (a) Lagrange multipliers \( \lambda_\alpha \) as functions of single-particle energies \( \epsilon_\omega \) for a quench within the SYK2 model with \( \gamma = 0.5 \) and \( \bar{n} = 1/2 \). Dark red squares mark results for a single quench realization, which were previously reported in the inset of Fig. 3(a). We also show (light red circles) the moving average \( \bar{\lambda}_\omega \) and (straight black line) the result of a least-squares fit \( f(\epsilon_\omega) = 1.37\epsilon_\omega \). (b) Differences between the Lagrange multipliers \( \lambda_\omega \) and the fit \( f(\epsilon_\omega) \).

![FIG. S3.](image-url) Eigenstate-to-eigenstate fluctuations of \( \lambda_\alpha \). The considered quenches are: (a) the 3D superlattice model with \( W = 1 \) and 7.5 to the 3D Anderson model with \( W = 5 \) (main panel), and the change of \( \bar{b} \) to a new random realization in the SYK2 model with \( \gamma = 0.25 \) and 0.5 (inset); (b) the 3D Anderson model at \( W_0 = 30 \) to the same model (with a different disorder realization) at \( W = 25 \) (main panel), and the Aubry-André model with \( \Lambda = 1.5 \) to free fermions (inset). Open and closed symbols correspond to \( \langle \langle \delta \lambda^{\text{max}} \rangle \rangle \) and \( \langle \langle \delta \lambda^{\text{av}} \rangle \rangle \), respectively. Solid lines show the results of two parameter fits \( k/V^\zeta \). Whenever \( \langle \langle \delta \lambda^{\text{max}} \rangle \rangle \) and \( \langle \langle \delta \lambda^{\text{av}} \rangle \rangle \) decrease with \( V \), we get \( \zeta \in [0.4, 0.5] \).
FIG. S4. Eigenstate-to-eigenstate fluctuations of $\hat{o}_n$ at $n = 2$, $V/4$ and $V/2$ marked by squares, circles and triangles, respectively. We consider the same quenches as in Fig. 3 (see legends). Open and closed symbols correspond to $\langle \langle \delta \hat{o}_{\text{av}}^n \rangle \rangle$ and $\langle \langle \delta \hat{o}_{\text{max}}^n \rangle \rangle$, respectively. The latter are defined by replacing $\delta \lambda_n$ with $\delta \left(\hat{o}_n\right)_\alpha$ in Eq. (S55). Consequently, as a result of the central limit theorem, the standard deviation of the extensive sum $\delta \langle \hat{I}_\omega \rangle$ is expected to scale $\propto 1/\sqrt{V}$, as observed in Fig. S3(a).

We confirm these predictions by numerical calculations reported in Fig. S4. We consider the quantum quenches from Fig. 3, and compute the eigenstate-to-eigenstate fluctuations $\langle \langle \delta \hat{o}_{\text{av}}^n \rangle \rangle$ and $\langle \langle \delta \hat{o}_{\text{max}}^n \rangle \rangle$ in analogy to Eq. (S55). The eigenstate-to-eigenstate fluctuations in the presence of single-particle quantum chaos are plotted in Fig. S4(a) and S4(b). Both $\langle \langle \delta \hat{o}_{\text{av}}^n \rangle \rangle$ and $\langle \langle \delta \hat{o}_{\text{max}}^n \rangle \rangle$ decay $\propto 1/V^\zeta$ with $\zeta \approx 1$ for the average, and $0.6 \lesssim \zeta < 1.0$ for the maximal difference. In contrast, the eigenstate-to-eigenstate fluctuations in the absence of single-particle quantum chaos are plotted in Fig. S4(c) and S4(d). It is apparent that even though the averages scale as in the regime with single-particle quantum chaos, the maximal outliers do not decrease with $V$. The latter is a violation of the single-particle eigenstate thermalization.