Abstract

In this paper, we present a susceptible-infected-recovered (SIR) model with individuals wearing facial masks and individuals who do not. The disease transmission rates, the recovering rates and the fraction of individuals who wear masks are all time dependent in the model. We develop a progressive estimation of the disease transmission rates and the recovering rates based on the COVID-19 data published by John Hopkins University. We determine the fraction of individual who wear masks by a maximum likelihood estimation, which maximizes the transition probability of a stochastic susceptible-infected-recovered model. The transition probability is numerically difficult to compute if the number of infected individuals is large. We develop an approximation for the transition probability based on central limit theorem and mean field approximation. We show through numerical study that our approximation works well. We develop a bond percolation analysis to predict the eventual fraction of population who are infected, assuming that parameters of the SIR model do not change anymore.

We predict the outcome of COVID-19 pandemic using our theory.
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I. INTRODUCTION

In December of 2019 a few patients of a new infectious respiratory disease were detected in Wuhan, China. This disease has been called coronavirus disease 2019 (COVID-19) and the virus that causes COVID-19 has been named SARS-CoV-2 by the World Health Organization (WHO). WHO declared the outbreak a public health emergency of international concern at the end of January 2020, and a pandemic on March 11, 2020. Since the outbreak, most countries have adopted various measures in an attempt to contain the pandemic. These measures include restriction of travelling, shutting down schools, restaurants and businesses, cancelling large gatherings such as concerts, sports and religious activities, and even city lockdowns where residents are not allowed to leave home unless emergencies. Clearly these measures seriously affect daily lives and are devastating to the economics. The purpose of this paper is to show that wearing facial masks is a simple and inexpensive measure to contain the spread of COVID-19. In fact, we shall show that if a relatively small fraction of population wears facial masks, the disease can be contained.

Facial masks have been shown in labs to be effective to limit the spread of droplets or aerosols if a wearer coughs [1]–[4]. This ability is measured by a quantity called the outward mask filter efficiency of masks. Facial masks also protect their wearers from inhaling droplets or aerosols from a nearby cougher, if the cougher does not wear a mask. This ability is measured by a quantity called the inward mask filter efficiency of masks. Thus, facial masks can be particularly useful to confine the spreading of diseases that transmit through droplets or aerosols. However, the effect of wearing facial masks to the epidemic spreading has never been studied in a network level.

In this paper we present an epidemic network study to justify this argument. Specifically, we propose a time dependent susceptible-infected-recovered (SIR) model with two types of individuals. Type 1 individuals wear a facial mask and type 2 individuals do not. A randomly selected individual from a population is a type 1 individual with probability p, and is of type 2 with probability 1 − p. There are four types of contacts between two individuals depending on whether the two individuals wear a facial mask or not. These four types of contacts have four different disease transmission rates. From the data published by John Hopkins University [5] we progressively estimate the time dependent disease transmission rates and the recovery rates of the SIR model.

For parameter p, we propose a stochastic version of the SIR model. Specifically, we assume that the COVID-19 epidemic propagates in a social contact network according to an independent cascade model [6], [7]. The social contact network in our study consists of tree connection of cliques of random sizes. We derive the transition probability of the number of infected individuals from one time slot to the next. We propose a maximum likelihood estimation of p that maximizes the transition probability. The transition probability is expressed in terms of binomial distributions. Parameters of the binomial distributions corresponding to real data published in [5] are typically very large. That makes the transition probability numerically difficult to compute. We propose an approximation of the transition probability based on central limit theorem and mean field approximation. Through numerical studies, we show that the approximation works well. We derive a percolation analysis of the maximum number of individuals that can eventually be infected. We incorporate the maximum likelihood estimation and the percolation analysis into the progressive estimation. That is, based on the data published by John Hopkins University, we progressively estimate the disease transmission rates and the recovery rates. We then find p from the maximum likelihood estimation. Finally, using
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percolation analysis, we predict the maximum number of individuals that can eventually be infected.

COVID-19 has attracted a lot of research work on epidemic networks. We now review some research work that is related to the use of facial masks. Li et al. [8] proposed a decision making process in a susceptible-exposed-symptomatic-quarantined model. At each time, every susceptible individual chooses whether to wear a mask or not in the next time step, which depends on an evaluation of the potential costs and perceived risk of infection. Damette [9] conducted a panel econometric exercise to assess the dynamic impact of face mask use on both infected cases and fatalities at a global scale. A negative impact of mask wearing on fatality rates and on the COVID-19 number of infected cases was observed. Damette found that population density and pollution levels are significant determinants of heterogeneity regarding mask adoption across countries, while altruism, trust in government and demographics are not. In addition, the most effective way to increase mask use is through strict laws by governments. Betsch [10] examined nearly 7000 German participants and observed that implementing a mandatory policy increased actual compliance of wearing masks. Mask wearing correlated positively with other protective behaviours. They also observed that voluntary policy is far less effective, and mandatory policy is far more effective to curb transmission of airborne virus.

The outline of this paper is as follows. In Section II we present a time dependent SIR model. We present a progressive estimation of the disease transmission rates and the recovery rates of the model. In Section III we present a social contact network consisting of tree connection of cliques. We present a maximum likelihood method to estimate $p$. In Section III-A we derive the clustering coefficient of this social contact network. In Section IV we present a percolation analysis. In Section V we present results of numerical study and simulation. We present the conclusions in Section VI.

II. Time Dependent SIR Model

In this section we present a discrete-time susceptible-infected-recovered (SIR) model. SIR models have long been used to model and study epidemics [11]. We now survey a few recent research studies that are related to SIR models. Opuszko et al. [12] studied the impact of the network structure on the SIR model spreading phenomena. This study is based on simulation of SIR models on real life online social networks as well as mathematical network models. Bernardes et al. [13] studied SIR models on P2P systems. The study was also simulation based. Wang et al. [14] and Zheng et al. [15] used two-layer multiplex networks to investigate the multiple influence between awareness diffusion and epidemic propagation, where the upper layer represents the awareness diffusion regarding epidemics and the lower layer expresses the epidemic propagation. Wang et al. [14] analytically showed that the epidemic threshold is correlated with the awareness diffusion as well as the topology of epidemic networks.

In our model time is divided into periods of equal lengths. There are two types of individuals. Type 1 individuals wear a facial mask and type 2 individuals do not. A randomly selected individual from a population is a type 1 individual with probability $p(t)$ in period $t$. A randomly selected individual is of type 2 with probability $1 - p(t)$. Let $s(t)$ and $r(t)$ be the number of susceptible and recovered individuals, respectively, at time $t$. Similarly, let $x_i(t)$ be the number of infected type $i$ individuals in period $t$ for $i = 1, 2$. In this model, the disease transmission rates are time dependent. Let $\beta_{ij}(t)$ be the expected number of type $j$ susceptible individuals who receive the disease from one type $i$ infected individual per unit time in period $t$. Let $\gamma(t)$ be the recovering rate of the disease in period $t$. We assume that both types of infected individuals have the same recovering rate.

In this paper we assume that the length of a time unit in the discrete-time SIR model is $\tau$ days. The dynamics of this discrete-time SIR model is as follows. The existing infected individuals at time $t-$ transmit the disease to newly infected individuals. Those infected individuals existed at time $t-$ become recovered at time $(t + 1)-$. It is easy to derive the following set of difference equations for the SIR model.

$$s(t + 1) - s(t) = - \left( \sum_{i=1}^{2} x_i(t)[\beta_{i1}(t)p(t) + \beta_{i2}(t)(1 - p(t))] \right) \frac{s(t)p(t)}{n}$$

$$x_1(t + 1) - x_1(t) = x_1(t)\beta_{11}(t)\frac{s(t)p(t)}{n}$$

$$+ x_2(t)\beta_{21}(t)\frac{s(t)p(t)}{n} - \gamma(t)x_1(t)$$

$$x_2(t + 1) - x_2(t) = x_1(t)\beta_{12}(t)\frac{s(t)(1 - p(t))}{n}$$

$$+ x_2(t)\beta_{22}(t)\frac{s(t)(1 - p(t))}{n} - \gamma(t)x_2(t)$$

$$r(t + 1) - r(t) = \gamma(t)(x_1(t) + x_2(t)),$$

where

$$n = s(t) + x_1(t) + x_2(t) + r(t)$$

is the size of the population. We assume that the epidemics is in the early stage. That is, we assume that $s(t) \approx n$. Under this assumption, the difference equations for $x_1(t)$ and $x_2(t)$ reduce to

$$x_1(t + 1) - x_1(t) = (x_1(t)\beta_{11}(t) + x_2(t)\beta_{21}(t))p(t) - \gamma(t)x_1(t)$$

$$x_2(t + 1) - x_2(t) = (x_1(t)\beta_{12}(t) + x_2(t)\beta_{22}(t))(1 - p(t)) - \gamma(t)x_2(t).$$

We now determine parameters $\beta_{ij}(t)$ and $p(t)$. We reduce the number of parameters. Previous study [2] suggested that

$$\beta_{12}(t) = (1 - n_1)\beta_{22}(t)$$

$$\beta_{21}(t) = (1 - n_2)\beta_{22}(t),$$

where $n_1$ and $n_2$ are outward and inward efficiencies of masks, respectively. Study [4] suggested that $n_1 > n_2$. In addition, we assume that

$$\beta_{11}(t) = (1 - n_1)(1 - n_2)\beta_{22}(t).$$
Thus, we only need to determine $\beta_{22}(t)$. The other three parameters are determined according to Eqs. (4), (5) and (6). Substituting (4), (5) and (6) into (2) and (3), we obtain

$$x_1(t + 1) = \beta_{22}(t)[x_1(t)(1 - \eta_1)(1 - \eta_2) + x_2(t)(1 - \eta_2)]p(t) + (1 - \gamma(t))x_1(t)$$

$$x_2(t + 1) = \beta_{22}(t)[x_1(t)(1 - \eta_1) + x_2(t)](1 - p(t)) + (1 - \gamma(t))x_2(t).$$

Now we determine the values of parameters $\gamma(t)$, $\beta_{22}(t)$ and $p(t)$ based on the data published by John Hopkins University [5]. Note that John Hopkins University publishes total number of daily newly infected individuals and the number of recovered individuals. From the published data, one can easily compute $r(t)$ for each $t$. The website does not distinguish between infected individuals who wear masks or who do not. Thus, we must determine $\beta_{22}(t)$ and $p(t)$ based on the total number of infected individuals

$$x(t) = x_1(t) + x_2(t)$$

at time $t$. From the data published by John Hopkins University, we estimate $\gamma(t)$, $\beta_{22}(t)$ and $p(t)$. We develop in Section IV a percolation analysis to determine the ultimate size of infected population, if these parameters do not change.

 Recovering rate is simple to determine. From (1) we have

$$\gamma(t) = \frac{r(t + 1) - r(t)}{x(t)}.$$  

Next, we determine $\beta_{22}(t)$. To determine the value of $\beta_{22}(t)$ in period $t$, we let $x(t)$ be the total number of infected individuals in period $t$, i.e.

Adding Eqs. (7) and (8) and solving for $\beta_{22}(t)$, we obtain (10) displayed in Fig. 1.

To determine the value of $\beta_{22}(t)$ at time $t$, we use $x(t + 1)$ published in [5]. We assume that $x_1(t)$ and $x_2(t)$ and $p(t)$ are available for $t$. We use (10) to determine $\beta_{22}(t)$. The value of $p(t)$ is determined by a maximum likelihood estimation method. We shall present this method in Section III. After $\beta_{22}(t)$ at time $t$ is determined, we use (7) and (8) to determine $x_1(t + 1)$ and $x_2(t + 1)$. Note that the sum of $x_1(t + 1)$ and $x_2(t + 1)$ determined in this way agrees with $x(t + 1)$.

We summarize the algorithm that determines parameters of the time-dependent SIR model in Algorithm 1

### Algorithm 1 Estimation and prediction

**Inputs:** Sequences $\{x(t) : t = 1, 2, \ldots\}$, $\{r(t) : t = 1, 2, \ldots\}$ and parameters $\eta_1, \eta_2$

**Outputs:** $p(t), \beta_{22}(t), x_1(t), x_2(t), S(t)$

1. Initially at $t = 1$, set $p(1) = 0$, $x_1(1) = 0$, $x_2(1) = y(1)$;
2. Compute $\gamma(1)$ using Eq. (9);
3. Compute $\beta_{22}(1)$ using Eq. (10);
4. for $t = 2, 3, \ldots$ do
5. Find $p(t) = \hat{p}(t)$ by solving the optimization problem in Eq. (22) using parameter $\beta_{22}(t - 1)$;
6. Compute $\gamma(t)$ using Eq. (9);
7. Find $\beta_{22}(t)$ using Eq. (10) and $p(t)$, $x_1(t)$, $x_2(t)$ and $y(t + 1)$;
8. Compute $x_1(t + 1)$ and $x_2(t + 1)$ by Eqs. (7) and (8);
9. Find predicted giant component size $S(t)$ using Eq. (61);
10. end for

From this pmf, we compute recursively the $n$-th convolution with itself, i.e.

$$F^{(n)}(i) = \sum_{j=0}^{i} F^{(n-1)}(i-j)F(j).$$

Let $k_c$ and $\sigma_c^2$ be the mean and variance of $K$, i.e.

$$E[K] = k_c$$

$$\text{Var}(K) = \sigma_c^2.$$  

This model clearly has a non-vanishing clustering coefficient. We derive the clustering coefficient of this model at the end of this section.
\[
\beta_{22}(t) = \frac{x(t + 1) - (1 - \gamma(t))x(t)}{x_1(t)[(1 - \eta_1)(1 - \eta_2)p(t) + (1 - \eta_1)(1 - p(t))] + x_2(t)[(1 - \eta_2)p(t) + (1 - p(t))]}.
\]

Fig. 1. An expression of \(\beta_{22}(t)\).

To determine the likelihood function, we propose a probabilistic version of the SIR model that spreads the disease in the social network model described in the last paragraph. This probabilistic SIR model is based on independent cascade models. Independent cascade models are popular not only in the study of epidemic spreading but also in the influence maximization problems of viral marketing \cite{6, 7}. In an independent cascade model, each infected node has exactly one opportunity to transmit the disease to its neighbors. Whether the transmissions are successful or not depend on independent events. In our model, we distinguish between nodes that have used their opportunity to transmit the disease from those who have not. A node is said to be infectious, if this node has not used its opportunity to transmit the disease to its neighbors. A node is said to be infected but not infectious, if it has used its opportunity to transmit the disease. Our model is a discrete time model. Let \(X_t\) be the total number of currently infected individuals in period \(t\). Let \(Y_t\) be the number of individual who contract the disease in period \(t\). In our model, we assume that a layer \(i\) vertex who contracts the disease in period \(t\) have ability to transmit the disease to their neighbors in layer \(i+1\) in period \(t+1\), and lose the ability in periods \(t+2, t+3, \ldots\) and so on. Recall that we use cliques to model dense clustering such as households in a social network. Since household-based transmission is typically much stronger than that outside households \cite{18, 19}, we assume that once a vertex in a clique becomes infected, all vertices in that clique are infected at once. In period \(t\), there are \(Y_t\) infectious individuals and \(X_t - Y_t\) infected individuals who can not transmit the disease to others. Those who are infected but cannot transmit the disease to others in period \(t\) can remain infected in subsequent periods or become recovered with probability \(\gamma\). A graphical illustration of the model is shown in Figure \(3\). It is clear that this model is a discrete time Markov chain. We shall derive the transition probability

\[
P(X_{t+1} = x(t + 1), Y_{t+1} = y(t + 1)|X_t = x(t), Y_t = y(t))
\]

and find \(\hat{p}(t)\) such that

\[
\hat{p}(t) = \arg\max_{0 \leq p \leq 1} \log(P(X_{t+1} = x(t + 1), Y_{t+1} = y(t + 1)|X_t = x(t), Y_t = y(t))).
\]

We remark that our assumption that infected individuals can transmit the disease in the beginning of their infection periods, and lose the ability to transmit in the later part of the infection periods has nothing to do the real dynamics of the disease. In independent cascade models each infected vertex has exactly one opportunity to transmit the disease to its neighbors. An infected vertex can execute its opportunity in any one time slot during its infection period. In this paper, we assume that infected vertices execute their opportunities in the beginning of infection periods. We make this assumption so that the mathematical analysis of \cite{13} is possible. In this paper we have not attempted to model the microscopic transmission dynamics of COVID-19. In fact, \cite{20, 21} showed that COVID-19 patients typically show symptoms before they can transmit the disease.

We now specify more details of the probabilistic SIR model. Each individual can be of type 1, or of type 2. Each infectious individual has \(k\) contacts, to whom he or she can transmit the disease. A type \(i\) infectious individual can transmit the disease to a type \(j\) susceptible individual with probability \(\phi_{ij}\), where \(i, j = 1, 2\). Parameter \(\phi_{ij}\) is related to \(\beta_{22}(t)\) and \(\gamma\) through

\[
\phi_{ij} = \frac{\beta_{ij}(t)/\gamma}{k}.
\]

Let \(C\) be the number of type 1 individuals among the \(Y_t\) infectious individuals in period \(t\). Conditioning on event \(\{C = i\}\), one can express \(Y_{t+1}\) in terms of \(Y_t\) in the following manner. Let

\[
I_1 = \sum_{j=1}^{ik} 1\{|U_j|=1\}
\]

\[
I_2 = \sum_{j=1}^{(Y_t-i)k} 1\{|V_j|=1\}.
\]

\(\{U_j, j = 1, 2, \ldots\}\) and \(\{V_j, j = 1, 2, \ldots\}\) are two independent and identically distributed (i.i.d.) sequences of Bernoulli
random variables with success probabilities \( p_1 \) and \( p_2 \), respectively. The two sequences are independent to anything else. Event \( \{U_j = 1\} \) (resp. event \( \{V_j = 1\} \)) indicates a type 1 (resp. type 2) infectious individual successfully transmits the disease to a neighboring node in the next layer. Thus, \( I_3 \) (resp. \( I_2 \)) is the number of cliques that are infected by type 1 (resp. type 2) infectious individuals. Recall that we assume that all members in a clique are infected, if one member in the clique is infected. Individuals in these cliques are all infected and are infectious at time \( t + 1 \). Thus, we can express \( Y_{t+1} \) in terms of \( I_1 \) and \( I_2 \), i.e.

\[
Y_{t+1} = \sum_{j=1}^{I_1+I_2} K_j,
\]

where we recall that \( \{K_j\} \) is an i.i.d. sequence of random variables that denote random clique sizes. An infected individual becomes recovered with probability \( \gamma \), and remains infected otherwise. Hence,

\[
X_{t+1} = Y_{t+1} + \sum_{j=1}^{I_3} 1_{\{W_j=1\}},
\]

where \( \{W_j, j = 1, 2, \ldots\} \) is an i.i.d. sequence of Bernoulli random variable independent of anything else. The success probability of \( W_j \) is \( 1 - \gamma \). Let

\[
I_3 = \sum_{j=1}^{I_3} 1_{\{W_j=1\}},
\]

and we rewrite (19) as

\[
X_{t+1} = Y_{t+1} + I_3.
\]

We now analyze \( p_1 \) and \( p_2 \), which are the success probabilities of the Bernoulli random variables \( U_j \) and \( V_j \), respectively. Event \( \{U_j = 1\} \) indicates a type 1 infectious individual successfully transmits the disease to a neighboring node. This occurs with probability \( p_1 \), where

\[
p_1 = \phi_{11} p + \phi_{12} (1 - p)
\]

Similarly, event \( \{V_j = 1\} \) indicates a type 2 infectious individual successfully transmits the disease to a neighboring node with probability \( p_2 \), where

\[
p_2 = \phi_{21} p + \phi_{22} (1 - p).
\]

Conditioning on event \( \{C = i\} \) and using (18) and (19), we have

\[
P(X_{t+1} = x(t + 1), Y_{t+1} = y(t + 1)|X_t = x(t), Y_t = y(t), C = i) =
\]

\[
P(I_3 = x(t + 1) - y(t), \sum_{j=1}^{I_1+I_2} K_j = y(t + 1)|X_t = x(t), Y_t = y(t), C = i)
\]

Conditioning on event \( \{C = i\} \) and using (18) and (19), we have

\[
P(X_{t+1} = x(t + 1), Y_{t+1} = y(t + 1)|X_t = x(t), Y_t = y(t), C = i) =
\]

\[
P(I_3 = x(t + 1) - y(t), \sum_{j=1}^{I_1+I_2} K_j = y(t + 1)|X_t = x(t), Y_t = y(t), C = i)
\]

Conditioning on event \( \{C = i\} \) and using (18) and (19), we have

\[
P(X_{t+1} = x(t + 1), Y_{t+1} = y(t + 1)|X_t = x(t), Y_t = y(t), C = i) =
\]

\[
P(I_3 = x(t + 1) - y(t), \sum_{j=1}^{I_1+I_2} K_j = y(t + 1)|X_t = x(t), Y_t = y(t), C = i)
\]

Conditioning on event \( \{C = i\} \) and using (18) and (19), we have

\[
P(X_{t+1} = x(t + 1), Y_{t+1} = y(t + 1)|X_t = x(t), Y_t = y(t), C = i) =
\]

\[
P(I_3 = x(t + 1) - y(t), \sum_{j=1}^{I_1+I_2} K_j = y(t + 1)|X_t = x(t), Y_t = y(t), C = i)
\]
\begin{equation}
P(X_{t+1} = x(t+1), Y_{t+1} = y(t+1)|X_t = x(t), Y_t = y(t), C = i) = 
\sum_{i_1=0}^{ik} \sum_{i_2=0}^{(y(t)-i)k} F^{(i_1+i_2)}(y(t+1))b(i_1, ik, p_1)b(i_2, (y(t) - i)k, p_2)b(x(t+1) - y(t), x(t), 1 - \gamma)
\end{equation}

Fig. 4. Conditional transition probability. Variable \(i\) denotes the number of type 1 infectious individuals. Variable \(i_1\) (resp. \(i_2\)) denotes the number of newly infected individuals by type 1 (resp. type 2) infectious individuals.

\begin{equation}
P(X_{t+1} = x(t+1), Y_{t+1} = y(t+1)|X_t = x(t), Y_t = y(t)) = 
\sum_{i=0}^{y(t) - i} \sum_{i_1=0}^{ik} \sum_{i_2=0}^{(y(t) - i)k} F^{(i_1+i_2)}(y(t+1))b(i_1, ik, p_1)b(i_2, (y(t) - i)k, p_2)b(x(t+1) - y(t), x(t), 1 - \gamma)\delta(i, y(t), p)
\end{equation}

Fig. 5. Transition probability. Variable \(i\) denotes the number of type 1 infectious individuals. Variable \(i_1\) (resp. \(i_2\)) denotes the number of newly infected individuals by type 1 (resp. type 2) infectious individuals.

\begin{equation}
P(X_{t+1} = x(t+1), Y_{t+1} = y(t+1)|X_t = x(t), Y_t = y(t)) = 
\sum_{i=0}^{y(t) - i} \sum_{i_1=0}^{ik} \sum_{i_2=0}^{(y(t) - i)k} \delta(i_1, i_2, y(t) - 1)\delta(i_1, p_1)b(i_2, (y(t) - i)k, p_2)b(x(t+1) - y(t), x(t), 1 - \gamma)\delta(i, y(t), p)
\end{equation}

Fig. 6. Logarithmic value of the transition probability.

We further simplify (36) by applying mean-field approximation \([11], [23]\). We replace \(C\) by its mean value, which is \(y(t)p\). Replacing \(i\) by \(y(t)p\) in (34) and (35) and then assuming that \(p_1\) and \(p_2\) are small, we reach

\begin{equation}
\mu = E[R] = y(t)(pp_1 + (1 - p)p_2)kk_c
= y(t)R_0
\end{equation}

and

\begin{equation}
\sigma^2 = \text{Var}(R) = y(t)k(pp_1 + (1 - p)p_2) + (k_c)^2 y(t)k \cdot (pp_1 - 1) + (1 - p)p_2(1 - p_2)) \approx \left(\frac{\sigma^2}{k_c} + k_c\right) y(t)R_0,
\end{equation}

where

\begin{equation}
R_0 = (pp_1 + (1 - p)p_2)kk_c
\end{equation}

is the basic reproduction number of this epidemic network. Let

\begin{equation}
\xi = \frac{\sigma^2}{k_c} + k_c
\end{equation}

and rewrite

\begin{equation}
\sigma^2 = \xi y(t)R_0.
\end{equation}

Taking logarithm on (31) and noting (36), we obtain (40). Eq. (40) is displayed in Fig. 7. Since the second term on the right side of (40) is independent of \(p\), maximizing the logarithmic
transition probability is equivalent to maximizing the first term on the right side. Define

\[ f(R_0) \overset{\text{def}}{=} -\frac{(y(t + 1) - y(t)R_0)^2}{2\xi y(t)R_0} - \frac{1}{2}\log(2\pi y(t)) - \frac{1}{2}\log(R_0). \]  

We approximate the optimization problem in (14) by the following optimization problem

\[ \hat{p}(t) = \arg\max_{0 \leq p \leq 1} f(R_0) \]  

with constraint \( R_0 \geq 0 \). To study the extrema of \( f \) we differentiate \( f \) once and twice to get

\[ f'(R_0) = \frac{y(t+1)^2 - y(t)^2R_0 - \xi y(t)R_0}{2\xi y(t)R_0^2} \]  
\[ f''(R_0) = \frac{\xi y(t)R_0 - 2y(t + 1)^2}{2\xi y(t)R_0^3}. \]

Note that

\[ f'(R_0) = 0 \]  

has a unique positive root, which is

\[ R_0 = \frac{-\xi + \sqrt{\xi^2 + 4y(t + 1)^2}}{2y(t)}. \]  

At this root, the second derivative of \( f \) is negative. To see this, note that the positive root in (46) satisfies

\[ \xi y(t)R_0 = y(t + 1)^2 - y(t)^2R_0^2. \]

Substituting the preceding into (44), we obtain

\[ f''(R_0) = \frac{\xi y(t)R_0 - 2y(t + 1)^2}{2\xi y(t)R_0^3} = -\frac{y(t)^2R_0^2 - y(t + 1)^2}{2\xi y(t)R_0^3} < 0. \]

Thus,

\[ \log P(X_{t+1} = x(t+1), Y_{t+1} = y(t+1)|X_t = x(t), Y_t = y(t)) \]

achieves maximum when (46) holds. In view of (38), \( R_0 \) is a quadratic function of \( p \). We solve \( p \) from (46). Recall that we assume (2), (3) and (6). Under these assumptions, (46) can have a unique root of \( p \) in \([0, 1]\), in which case, the unique root is the solution of the optimization problem (42). Eq. (46) can have no root of \( p \) in \([0, 1]\), in which case the solution of (42) is \( \hat{p}(t) = 0 \) or \( \hat{p}(t) = 1 \). We summarize the solution of the optimization problem (42) in the following proposition. The proof of the proposition is presented in the appendix at the end of this paper.

**Proposition 1.** Eq. (46) has two real roots in \( p \). Either it has exactly one root in interval \([0, 1]\), or it has no root in this interval. If (46) has exactly one root in \([0, 1]\), it is the smaller root (denoted by \( p^* \)) of the two roots. In this case, the optimal solution of (42) is \( p^* \). If Eq. (46) has no roots in \([0, 1]\), either \( p^* < 0 \) or \( p^* > 1 \). In the former case, the optimal solution is \( \hat{p}(t) = 0 \). In the latter case, the optimal solution is \( \hat{p}(t) = 1 \).

### A. Clustering Coefficient

In this section we analyze the clustering coefficient of the social network model described in section D. According to Newman (24, Eq. (7.41)), the clustering coefficient of a network is defined as

\[ M = \frac{3E[T]}{E[D]}, \]  

where \( E[T] \) is the expected number of triangles, and \( E[D] \) is the expected number of connected triples in the network. To derive these two quantities, let \( \{K_{ij}\} \) be an i.i.d. double sequence of random variables that has the same distribution of \( K \). Random variable \( \{K_{ij}\} \) denotes the size of the \( j \)-th clique in layer \( i \). Let \( N_i \) (resp. \( C_i \)) be the number of vertices (resp. cliques) in layer \( i \). It is easy to see that \( N_i \) and \( C_i \) satisfy the following recursion

\[ N_i = \sum_{j=1}^{C_{i-1}} K_{ij} \]  
\[ C_{i+1} = kN_i \]

starting from \( C_0 = 1 \) and \( N_0 = K_{01} \). \( N_i \) defined in (48) is a compound random variable, whose mean can be evaluated using Wald’s equations (22). That is,

\[ E[N_i] = E[C_i]E[K] = kE[C_i] \]  
\[ E[C_{i+1}] = kE[N_i]. \]
It can be shown by easy induction that the preceding two equations lead to the following
\[ E[N_i] = k_c(k_c e)^i \]  \hspace{1cm} (49)
\[ E[C_i] = (k_c e)^i. \]  \hspace{1cm} (50)

We now derive the expected number of triangles and the expected number of connected triples in the social network described in section III. Suppose that the network has \( L \) layers from indexed from zero to \( L - 1 \). The number of triangles in layer \( i \) is
\[ T_i = \sum_{j=1}^{N_i} \binom{K_{ij}}{3} 1_{\{K_{ij} \geq 3\}}, \]  \hspace{1cm} (51)
i = 0, 1, \ldots, L - 1. 
Since
\[ E[K^j|K \geq 3] = \sum_{x=3}^{\infty} x^j \Pr(K = x) \frac{1}{\Pr(K \geq 3)} \]
for any \( j \geq 1 \), one can express \( E[T_i] \) more compactly in terms of the conditional expectation \( E[K^j|K \geq 3] \). Specifically,
\[ E[T_i] = E[N_i] \Pr(K \geq 3) \cdot \frac{E[K^3|K \geq 3] - 3E[K^2|K \geq 3] + 2E[K|K \geq 3]}{6}. \]  \hspace{1cm} (52)

There are four types of connected triples. An example to illustrate the triangles and connected triples is shown in Figure 9. In the first type of connected triples, both edges connect vertices in a clique. The expected number of type 1 connected triples in layer \( i \) is
\[ D_{1,i} = \sum_{j=1}^{N_i} (K_{ij} - 1) 1_{\{K_{ij} \geq 3\}}, \]  \hspace{1cm} (53)
i = 0, 1, \ldots, L - 1.
It follows from the same argument leading to (52) that
\[ E[D_{1,i}] = E[N_i] \Pr(K \geq 3) \cdot \frac{3E[T_i] - E[K^3] + 2E[K|K \geq 3]}{2}. \]  \hspace{1cm} (53)

In the second type of connected triples, one edge connects two vertices in a layer \( i \) clique, and the second edge connects the two vertices with a vertex in layer \( i + 1 \). The number of type 2 connected triples is
\[ D_{2,i} = \sum_{j=1}^{N_i} K_{ij}(K_{ij} - 1)k, \]  \hspace{1cm} (54)
i = 0, 1, \ldots, L - 2.
It follows that
\[ E[D_{2,i}] = E[N_i](E[K^2] - E[K])k. \]  \hspace{1cm} (54)

A third type of connected triple connects a vertex in layer \( i \) with two vertices in layer \( i - 1 \) and \( i + 1 \). The number of type 3 connected triples is
\[ D_{3,i} = kN_i, \]  \hspace{1cm} (55)
i = 1, 2, \ldots, L - 2.
It follows that
\[ E[D_{3,i}] = kE[N_i]. \]  \hspace{1cm} (55)

In the fourth type of connected triples, one edge connects two vertices in a layer \( i \) clique, and the second edge connects the two vertices with a vertex in layer \( i - 1 \). The number of type 4 connected triples is
\[ D_{4,i} = \sum_{j=1}^{N_i} (K_{ij} - 1), \]  \hspace{1cm} (56)
i = 1, 2, \ldots, L - 1.
It follows that
\[ E[D_{4,i}] = E[N_i](E[K] - 1). \]  \hspace{1cm} (56)

We now derive the expected number of triangles and the expected number of connected triples in the social network described in section III. Suppose that the network has \( L \) layers from indexed from zero to \( L - 1 \). The number of triangles in layer \( i \) is
\[ T_i = \sum_{j=1}^{N_i} \binom{K_{ij}}{3} 1_{\{K_{ij} \geq 3\}}, \]  \hspace{1cm} (51)
i = 0, 1, \ldots, L - 1. 
Since
\[ E[K^j|K \geq 3] = \sum_{x=3}^{\infty} x^j \Pr(K = x) \frac{1}{\Pr(K \geq 3)} \]
for any \( j \geq 1 \), one can express \( E[T_i] \) more compactly in terms of the conditional expectation \( E[K^j|K \geq 3] \). Specifically,
\[ E[T_i] = E[N_i] \Pr(K \geq 3) \cdot \frac{E[K^3|K \geq 3] - 3E[K^2|K \geq 3] + 2E[K|K \geq 3]}{6}. \]  \hspace{1cm} (52)

There are four types of connected triples. An example to illustrate the triangles and connected triples is shown in Figure 9. In the first type of connected triples, both edges connect vertices in a clique. The expected number of type 1 connected triples in layer \( i \) is
\[ D_{1,i} = \sum_{j=1}^{N_i} (K_{ij} - 1) 1_{\{K_{ij} \geq 3\}}, \]  \hspace{1cm} (53)
i = 0, 1, \ldots, L - 1.
It follows from the same argument leading to (52) that
\[ E[D_{1,i}] = E[N_i] \Pr(K \geq 3) \cdot \frac{3E[T_i] - E[K^3] + 2E[K|K \geq 3]}{2}. \]  \hspace{1cm} (53)

In the second type of connected triples, one edge connects two vertices in a layer \( i \) clique, and the second edge connects the two vertices with a vertex in layer \( i + 1 \). The number of type 2 connected triples is
\[ D_{2,i} = \sum_{j=1}^{N_i} K_{ij}(K_{ij} - 1)k, \]  \hspace{1cm} (54)
i = 0, 1, \ldots, L - 2.
It follows that
\[ E[D_{2,i}] = E[N_i](E[K^2] - E[K])k. \]  \hspace{1cm} (54)

A third type of connected triple connects a vertex in layer \( i \) with two vertices in layer \( i - 1 \) and \( i + 1 \). The number of type 3 connected triples is
\[ D_{3,i} = kN_i, \]  \hspace{1cm} (55)
i = 1, 2, \ldots, L - 2.
It follows that
\[ E[D_{3,i}] = kE[N_i]. \]  \hspace{1cm} (55)

In the fourth type of connected triples, one edge connects two vertices in a layer \( i \) clique, and the second edge connects the two vertices with a vertex in layer \( i - 1 \). The number of type 4 connected triples is
\[ D_{4,i} = \sum_{j=1}^{N_i} (K_{ij} - 1), \]  \hspace{1cm} (56)
i = 1, 2, \ldots, L - 1.
It follows that
\[ E[D_{4,i}] = E[N_i](E[K] - 1). \]  \hspace{1cm} (56)

Substituting (52), (53), (54), (55) and (56) into (47), we have (57) displayed in Fig. 8.

In a special case, in which \( K \) is degenerate and is equal to \( k_c \), one can further simplify (57). Particularly, letting \( L \to \infty \), one obtains
\[ M \to \begin{cases} \frac{k_c^2(k_c - 1)(k_c - 2)}{k_c^2(k_c - 1)(k_c - 2) + 4k_c(k_c - 1) + 2} & k_c \geq 3 \\ 0 & k_c = 1, 2. \end{cases} \]  \hspace{1cm} (58)

IV. Percolation Analysis

In this section we consider a random contact network, in which a disease transmitted by droplets or aerosols spreads according to an independent cascade model. That is, the disease transmits from a node at one end of an edge to the node at the other end with a probability. In addition, the transmissions along all edges are independent. We shall present a percolation analysis of this model and obtain percolation thresholds and sizes of giant components.

We now describe our model. Consider a random graph \( (G, V, E) \). Randomly select a node from the graph. Let \( Z \) be the degree of this node. Let \( g_0(z) \) denote the probability generating function of \( Z \), i.e.,
\[ g_0(z) = \sum_{k=0}^{\infty} P(Z = k)z^k. \]  \hspace{1cm} (58)

Now randomly select an edge. Let \( Y \) be the excess degree of a node reached along the randomly selected edge. Let \( g_1(z) \) be the probability generating function of \( Y \), i.e.
\[ g_1(z) = \sum_{k=0}^{\infty} P(Y = k)z^k. \]  \hspace{1cm} (58)

Every node in this graph can be one of two types. A type 1 node denotes an individual who wears a facial mask and a type 2 node denotes an individual who does not. A randomly selected node is of type 1 with probability \( p \) and is of type 2 with probability \( 1 - p \). Assume that this event is independent of anything else. As mentioned before, an infectious disease spreads in this network according to an independent cascade model. Consider a randomly selected edge connecting two nodes, say node \( V_1 \) and node \( V_2 \). Let \( \phi_{ij} \) be the conditional probability that the disease transmits from node \( V_1 \) to node
\[ M = \frac{3 \sum_{\ell=0}^{L-1} E[T_{i}] + \sum_{i=0}^{L-2} E[D_{2,i}] + \sum_{i=1}^{L-1} E[D_{3,i}] + \sum_{i=1}^{L-1} E[D_{4,i}]}{3 \sum_{\ell=0}^{L-1} E[T_{i}].} \]  
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\[ u_i = p \left( 1 - \phi_{i1} + \phi_{i1} \sum_{k=0}^{\infty} \sum_{\ell=0}^{k} (u_1^i \cdot u_2^{k-\ell}) \right) \times \binom{k}{\ell} p^{\ell}(1-p)^{k-\ell} P(Y = k) \]

\[ + (1-p) \left( 1 - \phi_{i2} + \phi_{i2} \sum_{k=0}^{\infty} \sum_{\ell=0}^{k} (u_1^i \cdot u_2^{k-\ell}) \right) \times \binom{k}{\ell} p^{\ell}(1-p)^{k-\ell} P(Y = k) \]

\[ = p(1 - \phi_{i1} + \phi_{i1} g_1(p u_1 + (1-p) u_2)) + (1-p)(1 - \phi_{i2} + \phi_{i2} g_1(p u_1 + (1-p) u_2)) \]

\[ = 1 - (p \phi_{i1} + (1-p) \phi_{i2})(1 - g_1(p u_1 + (1-p) u_2)) \]

(60)

where \( C \) is the number of type 1 nodes connected to node \( V_2 \) not including \( V_1 \). The distribution of \( C \) conditioning on \( Y = k \) is binomial. Thus, Eq. (59) becomes

\[ u_i = p \left( 1 - \phi_{i1} + \phi_{i1} \sum_{k=0}^{\infty} \sum_{\ell=0}^{k} (u_1^i \cdot u_2^{k-\ell}) \right) \]

\[ \times \binom{k}{\ell} p^{\ell}(1-p)^{k-\ell} P(Y = k) \]

\[ + (1-p) \left( 1 - \phi_{i2} + \phi_{i2} \sum_{k=0}^{\infty} \sum_{\ell=0}^{k} (u_1^i \cdot u_2^{k-\ell}) \right) \]

\[ \times \binom{k}{\ell} p^{\ell}(1-p)^{k-\ell} P(Y = k) \]

\[ = p(1 - \phi_{i1} + \phi_{i1} g_1(p u_1 + (1-p) u_2)) \]

\[ + (1-p)(1 - \phi_{i2} + \phi_{i2} g_1(p u_1 + (1-p) u_2)) \]

\[ = 1 - (p \phi_{i1} + (1-p) \phi_{i2})(1 - g_1(p u_1 + (1-p) u_2)) \]

for \( i = 1, 2 \). Eq. (60) is a system of nonlinear equations, from which we can solve for \( u_1 \) and \( u_2 \).

Randomly select an edge. Let \( V_1 \) and \( V_2 \) be the two nodes at the two ends of the edge. Suppose that the type of node \( V_1 \) is \( i \). Let \( E_i \) be the event that along the selected edge from \( V_1 \), one can not reach a giant component. Let \( u_i = P(E_i) \).

Now we condition on the event that the type of node \( V_2 \) is \( j \). Event \( E_i \) will occur, if the randomly selected edge is removed. This occurs with probability \( 1 - \phi_{ij} \). With probability \( \phi_{ij} \) the randomly selected edge is present. Let \( Y \) be the number of neighbors of node \( V_2 \), not including \( V_1 \). Event \( E_i \) will occur, if one can not reach a giant component along any one of these \( Y \) edges. Combining these arguments, we have

\[ u_i = p \left( 1 - \phi_{i1} + \phi_{i1} \sum_{k=0}^{\infty} \sum_{\ell=0}^{k} (u_1^i \cdot u_2^{k-\ell}) \right) \times \binom{k}{\ell} p^{\ell}(1-p)^{k-\ell} P(Y = k) \]

\[ + (1-p) \left( 1 - \phi_{i2} + \phi_{i2} \sum_{k=0}^{\infty} \sum_{\ell=0}^{k} (u_1^i \cdot u_2^{k-\ell}) \right) \times \binom{k}{\ell} p^{\ell}(1-p)^{k-\ell} P(Y = k) \]

\[ = p(1 - \phi_{i1} + \phi_{i1} g_1(p u_1 + (1-p) u_2)) \]

\[ + (1-p)(1 - \phi_{i2} + \phi_{i2} g_1(p u_1 + (1-p) u_2)) \]

\[ = 1 - (p \phi_{i1} + (1-p) \phi_{i2})(1 - g_1(p u_1 + (1-p) u_2)) \]

for \( i = 1, 2 \). Eq. (60) is a system of nonlinear equations, from which we can solve for \( u_1 \) and \( u_2 \).

Once we have \( u_1 \) and \( u_2 \) we can compute the giant component size of the percolated network. Randomly select a node from the network. Let \( S_i \), where \( i = 1, 2 \), be the conditional probability that the randomly selected node is connected with a giant component, given that the selected node is of type \( i \). Let \( X \) be the degree of the randomly selected node. The node is connected with a giant component if along at least one of its edges one can reach a giant component. Conditioning on \( X = k \), let \( I \) be the number of type 1 nodes among the \( k \) neighbors. Combining all these arguments, we have

\[ S_i = 1 - \sum_{k=0}^{\infty} \sum_{j=0}^{k} u_1^j u_2^{k-j} P(X = k) \binom{k}{j} p^j(1-p)^{k-j} \]

\[ = 1 - g_0(p u_1 + (1-p) u_2) \]
for $i = 1, 2$. By taking average on the conditional probabilities, a randomly selected node is connected to a giant component with probability

$$S = pS_1 + (1 - p)S_2.$$  \hspace{1cm} (61)

This is also the expected size of the giant component.

A. Percolation Threshold

Let $u$ be a $2 \times 1$ vector over the set of real numbers $\mathcal{R}$. Specifically, let

$$u = (u_1, u_2)^T,$$

where symbol $T$ denotes transposition of vectors. Let $f$ be a vector-valued function mapping from $\mathcal{R}^2$ to $\mathcal{R}^2$, i.e.,

$$f(x) = (f_1(x), f_2(x))^T = \left( 1 - (p\phi_{11} + (1 - p)\phi_{21})((1 - g_2)(px_1 + (1 - p)x_2)) \right) \left( 1 - (p\phi_{21} + (1 - p)\phi_{22})(1 - g_1)(px_1 + (1 - p)x_2) \right),$$

where $x = (x_1, x_2)$. Eq. (60) implies that $u$ is a root of

$$x = f(x).$$

The roots of equations of the form (63) are also called the fixed points of function $f$. It is clear that function $f$ always has fixed point $1 = (1, 1)^T$. Lee et al. [3] established that $f$ has an additional fixed point if the dominant eigenvalue of the Jacobian matrix evaluated at $1$ is greater than one. In addition, this fixed point is attractive. The Jacobian matrix for function $f$ evaluated at $x = a$ is defined as

$$J = E[Y \begin{pmatrix} \phi_{11}p & \phi_{12}(1 - p) \\ \phi_{21}p & \phi_{22}(1 - p) \end{pmatrix},$$

where $E[Y] = g'(1)$ is the expected excess degree of a node reached by a randomly selected edge. It is easy to derive the eigenvalues of $J$. Denote the two eigenvalues of $J$ by $\lambda_1$ and $\lambda_2$. Then,

$$\lambda_1 = \frac{E[Y]}{2} \left( p\phi_{11} + (1 - p)\phi_{22} + \sqrt{\Delta} \right)$$

$$\lambda_2 = \frac{E[Y]}{2} \left( p\phi_{11} + (1 - p)\phi_{22} - \sqrt{\Delta} \right),$$

where

$$\Delta = (p\phi_{11} - (1 - p)\phi_{22})^2 + 4(1 - p)p\phi_{21}\phi_{12}.$$

Note that both eigenvalues are real, and $\lambda_1 > \lambda_2$. Thus, spectral radius or the dominant eigenvalue of $J$ is $\lambda_1$. It is also this eigenvalue that controls the percolation threshold of the epidemic network.

V. Numerical and Simulation Results

In this section we present numerical and simulation results. We first verify the accuracy of (40) to approximate the transition probability in (29). We select an arbitrary set of parameters:

$$k = 3, x_0 = 5, \phi_{22} = 0.8.$$  \hspace{1cm} (66)

In this section, we assume that $K$ is deterministic and $K = k_c$. According to [2], the efficiency of a typical mask is in the range from 0.58% to 85%. Since masks are typically more efficient to stop viral transmission if sources wear masks [4], we set $\eta_1 = 0.8$ and $\eta_2 = 0.65$. We select a value for $p$ between 0 and 1. We randomly generate ten thousand values for $y(t)$. We perform simulation to generate ten thousand values for $y(t-1)$ based on $y(t)$ and $p$. We solve (14) based on (32) and (42) for ten thousand values of $y(t)$ and $y(t-1)$. We calculate the average distance between the two solutions for $k_c = 1$ and $k_c = 3$. The result is shown in Figure 10. This shows that the approximation method works very well for $k_c = 1$. The approximation error for $k_c = 3$ is also acceptable.

Next, we use the data published by John Hopkins University [5] to predict the spread of the COVID-19 pandemic using our model. In this study, we assume that $K$ is deterministic and $K = k_c = 3$. Due to large infection rates of some countries, we assume that $k = E[Y] = 150$ in order to have $\phi_{22} \leq 1$. We choose $\tau = 5$ days as the width of a time slot in the time dependent SIR model. We first execute Algorithm 1 on the number of infected and recovered individuals in mainland China. The time functions of $\beta_{22}(t)$ and $p(t)$ are shown in Figure 11. The maximum fraction of population who will be infected predicted at time $t$ is also shown in the figure. The epidemic started from the People’s Republic of China from January, 2020. The authority managed to contain the epidemic very well by the end of February. However, there are several
significant events between January and August of 2020. In mid April, the Chinese authority revised the way that death toll is calculated [32]. In mid June, Beijing faced a second wave of infections [33] In mid July, there was a surge of infected number of individuals in Xinjiang [34]. At the end of July, there was a surge in Dalian [35]. From Figure 11, we see that number of individuals in Xinjiang [34]. At the end of July, there was a surge of infected infections [33] In mid July, there was a surge of infected individuals. People typically manifest themselves. On the other hand, decreases of $\beta(t)$ reflects a joint effect of many measures to contain the epidemic. Wearing facial masks is a measure in the personal level. Shutting down schools, businesses, and keeping people at home is a measure in the government level. In this paper, we consider only the measure of wearing masks and ignore other measures. Thus, $p(t)$ in Figure 11 may be higher than the actual fraction of population who wear masks, as it reflects a joint effect of many measures to contain the epidemic. Note that the value of $k_c$ can influence the value of $p(t)$, $\beta(t)$ and the predicted size of giant components $S(t)$. In Figure 12 we show the time function $p(t)$ for $k_c = 3$ and $k_c = 1$. The more densely clustered people are, the larger $k_c$ is and the more infectious the disease is. From Figure 12 we see that population react and more people wear masks if $k_c$ is large.

Next we study the epidemics of six countries. They are the United States of America, India, France, Italy, South Korea and Japan. We execute Algorithm 1 to compute $\beta(t)$, $p(t)$ and $S(t)$. The time functions of $\beta(t)$, $p(t)$ and $S(t)$ for the six countries are shown in Figure 13 Figure 14 and Figure 15 respectively. We present $p(t)$ and $S(t)$ of the six countries in Figure 14 and Figure 15. Since these functions fluctuate a lot, we use a built-in Matlab function to compute the polynomial regression of these functions in order to show a general trend. Note that India has a smaller infection rate $\beta(t)$ than that of the U.S.A. However, India has a much smaller predicted size of giant component than that of the U.S.A. This is because India has a very large recovery rate [36]. We also note that around July France has a $\beta(t)$ comparable with that of the U.S. However, France has a high predicted $S(t)$ after August. It is worth noting that $p(t)$ of France in mid August is not close to 1. By raising $p(t)$, France may have a better control of the epidemics. Finally, we show the average value of $p(t)$ for three western countries versus that of three Asian countries. The average value of $p(t)$ of western countries and Asian countries rises nearly equally quickly in the beginning of March 2020. Asian countries had a better control of the epidemic. As a result, Asian people relaxed and $p(t)$ was significantly lower in April and May 2020. The rise and drop of $p(t)$ for Japan and South Korea in Figure 14 and Figure 16 during April and May 2020 seem to agree with the timing of some major outbreaks recorded in [38], [39].

Finally, we compare the size of giant components obtained in [61] with that obtained by simulation of a few well-known data sets [40]. The result is shown in Table IV. In this study, we set $p = 0.4$ and $\phi = 0.6$. In each simulation, we randomly select a vertex and then randomly select two vertices that are distance $i$ from the vertex for $i = 1, 2, \ldots, 5$. These eleven individuals are infected at time zero. We simulate the independent cascade model until no new infection is observed. We repeat the simulation fifty times before we take an average. From Table IV we note that simulation results of real-life networks are consistently smaller than those obtained from [61]. Note also that real-life social networks nearly always possess clustering and community structures, while the random network model that leads to [61] does not. Dense connections within a community are helpful to the spreading of the disease within the community [18], [19]. However, community boundaries can hinder the spreading of the disease.
VI. CONCLUSIONS

In this paper, we presented a time dependent SIR model, in which some individuals wear facial masks and some do not. Based on the number of infected individuals and the number of recovered individuals published by J. H. University, we estimate the disease infection rates and recovery rates. We proposed a probabilistic version of the SIR model. We derived the transition probability of this random SIR model. By maximizing the transition probability, we estimate the most probable value of the fraction of population who wear masks. This transition probability numerically difficult to compute, if the states of model are large. Based on central limit theorem, we proposed an approximation. Through numerical and simulation study, we show that the approximation works well. Finally we carried out a percolation analysis to predict the eventual fraction of population who will be infected with the disease. We proposed a progressive analysis of the epidemics. Using results from the progressive analysis, we analyzed the epidemics of six countries.

Appendix

In this appendix, we prove Proposition 1.

Proof of Proposition 1. We rewrite $R_0$ defined in (38) to show dependency with $p$ explicitly, i.e.

$$R_0(p) = k c \phi_{22}(\eta_1 \eta_2 p^2 - (\eta_1 + \eta_2)p + 1). \quad (67)$$

In (67) we have assumed (4), (5) and (6). Note that if $\eta_1 < 1$ and $\eta_2 < 1$. Since the right side of (67) is a quadratic polynomial in $p$, it is easy to establish the following results.

1. $R_0(0) > R_0(1) > 0$.
2. $R_0'(0) = k c \phi_{22}(-\eta_1 - \eta_2) < 0$.
3. $R_0'(1) = k c \phi_{22}(\eta_1(\eta_2 - 1) + \eta_2(\eta_1 - 1)) < 0$.
4. The minimum of $R_0(p)$ occurs at

$$p = \frac{1}{2\eta_1} + \frac{1}{2\eta_2}.$$ 

This point is greater than one, since $\eta_1 < 1$ and $\eta_2 < 1$.

5. The minimum of $R_0(p)$ is

$$-k c \phi_{22} \frac{\eta_1 \eta_2(\eta_1 - \eta_2)^2}{4\eta_1^2 \eta_2^2}.$$
which is negative. From the results above and the fact that the right side of (46) is positive, it follows that (46) must have two real roots. It also follows from the results above that \( R_0(p) \) is monotonically decreasing and (46) can not have two roots in \([0, 1]\). Since \( R_0(p) \) is decreasing for \( p \in [0, 1] \), it follows that if (46) has exactly one root in \([0, 1]\), the root is \( p^* \). It is also quite clear that if (46) has a unique root in \([0, 1]\), the root is the optimal solution of (42).

Now we analyze cases, in which (46) does not have roots in \([0, 1]\). Since \( R_0(p) \) is decreasing for \( p \in [0, 1] \), it follows that either both roots of (46) are greater than 1, or \( p^* < 0 \) and the other root is greater than 1. We now analyze these two cases separately. We first note that we have treated \( p \in [0, 1] \). Thus, the derivative \( f'(R_0) \) is with respect to \( R_0 \). In the two cases in which Eq. (46) has no roots in \([0, 1]\), we have to treat the objective function in (42) as a function of \( p \). Specifically, the derivative of the objective function with respect to \( p \) is

\[
\frac{df(R_0(p))}{dp} = f'(R_0)(R_0'(p)),
\]

(68)

where \( f'(R_0) \) is given in (43). We claim that in the first case the objective function of (42) is increasing for all \( p \in [0, 1] \). Thus, the optimal solution of (42) is \( \hat{p}(t) = 1 \). We also claim that in the second case, the objective function of (42) is decreasing for all \( p \in [0, 1] \). Thus, the optimal solution of (42) is \( \hat{p}(t) = 0 \).

We now prove the two claims. From (43) and (68),

\[
\frac{d}{dp} f(R_0(p)) = \frac{h(R_0)R_0'(p)}{2f(t)R_0^2},
\]

(69)

where

\[
h(R_0) = (t+1)^2 - (t)^2 R_0^2 - \xi y(t) R_0.
\]

Note that \( h \) is a quadratic and concave function of \( R_0 \) with \( h(0) = (t+1)^2 > 0 \). It is clear that equation \( h(R_0) = 0 \) has two real roots. Function \( h \) has a zero at \( R_0 = c \), where \( c \) is the right side of (46), i.e.

\[
c = \frac{-\xi + \sqrt{\xi^2 + 4 y(t+1)^2}}{2y(t)}.
\]

If \( R_0(1) < c < R_0(0) \), equation \( h(R_0) = 0 \) has exactly one root in the closed interval \([0, 1]\). This root is \( R_0 = c \). If \( c < R_0(1) \), both roots of (46) are greater than 1. This corresponds to the first case. If \( c > R_0(0) \), then \( p^* < 0 \) and the other root is greater than 1. This corresponds to the second case. In the first case,

\[
R_0(p) > c
\]

for all \( p \in [0, 1] \). Thus,

\[
h(R_0(p)) < h(c) = 0
\]

for all \( p \in [0, 1] \). From (69), it follows that \( df(R_0(p))/dp > 0 \), since \( R_0'(p) < 0 \) for all \( p \in [0, 1] \). This proves the first claim. In the second case,

\[
R_0(p) < c
\]

for all \( p \in [0, 1] \). Thus,

\[
h(R_0(p)) > h(c) = 0
\]

for all \( p \in [0, 1] \). From (69), it follows that \( df(R_0(p))/dp < 0 \). This proves the second claim.
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