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Abstract
Genre identification is a kind of non-topic text classification. The main difference between this task and topic classification is that genres, unlike topics, usually cannot be expressed just by simple keywords, and thus they need to be defined in terms of their functions in communication. Neural models based on pre-trained transformers, such as BERT or XLM-RoBERTa, demonstrate SOTA results in many NLP tasks, including non-topical classification. However, in many cases, their downstream application to very large corpora, such as those extracted from social media, can lead to unreliable results because of dataset shifts, when some raw texts do not match the profile of the training set. To mitigate this problem, we experiment with individual models as well as with their ensembles. To evaluate the robustness of all models we use a prediction confidence metric, which estimates the reliability of a prediction in the absence of a gold standard label. We can evaluate robustness via the confidence gap between the correctly classified texts and the misclassified ones on a labeled test corpus, higher gaps make it easier to improve our confidence that our classifier made the right decision. Our results show that for all of the classifiers tested in this study, there is a confidence gap, but for the ensembles, the gap is wider, meaning that ensembles are more robust than their individual models.
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1. Introduction
Non-topical text classification includes a wide range of tasks aimed at predicting a text property that is not connected directly to a text topic. For example, predicting a text style, politeness, difficulty level, the age or the first language of its author, etc. Automatic genre identification (Santini et al., 2010) is one of the standard problems of non-topical text classification. It is applied in many areas such as information retrieval, language teaching or linguistic research.

Compared to topical text classification, genre classification has additional difficulties. First of all, the concept of genre is more complex than that of a topic. Every topic has a set of keywords and, therefore, one can define whether a text belongs to a topic or not based on the occurrence of the keywords in the text. Genre is a functional dimension of texts and in most cases, it cannot be defined just by a set of its keywords. Besides, genre typologies are often very large, while the training datasets offer few examples per more specific genres, which makes the genre harder to be classified by neural models.

Text genre identification has a long history of research. (Sharoff et al., 2010) is one of the first works on text genre classification containing a comparison of various datasets, models, and data features. It shows how traditional ML models such as SVM with various hyperparameters and features performs for the genre classification of texts. Since then, traditional ML models have been superseded by neural models. (Devlin et al., 2019) introduced BERT – (Bidirectional Encoder Representations from Transformers), an efficient language representation model based on the Transformer architecture (Vaswani et al., 2017). It achieves state-of-theart results for various NLP tasks, including text classification. XLM-RoBERTa (Conneau et al., 2019) is an improved variant of BERT. It has a similar architecture but uses a bigger and more genre-diverse corpus based on Common Crawl (instead of Wikipedia for the multilingual BERT). Therefore, we choose XLM-RoBERTa as the classifier for the experiments in our research.

One of the most significant problems in genre classification concerns topical shifts, according to (Petrenz and Webber, 2010). If a topic is more frequent in the training corpus for a given specific genre, then a classifier tends to predict the genre by the keywords of the topic, for example, hurricane can be associated with the genre of FAQs (Sharoff et al., 2010). This causes numerous unreasonable mistakes in genre classification. Conversely, a topical shift within the same genre can effect the predictions. For this reason, Petrenz and Webber (2010) check the accuracy of the genre classifiers via testing on the datasets from different domains, and so do we in our work. However, we introduce neural methods for confidence estimation of the genre classifiers.

Ensembles has not been experimented with in the Genre identification domain. Our paper is the first one that contains such sort of research.

We take the baseline classifiers from our work (Lepekhin and Sharoff, 2021). Then the following steps are conducted in this paper to investigate the properties of ensembles for the problem of genre classification and to get a genre classifier with a higher accuracy score:

1. finding the optimal hyperparameters for training the genre classifiers (subsection 4.2),
2. analysing the distribution of genres in Social Media corpora (subsection 4.3).
3. measuring of the confidence of prediction for each classifier on each pair (train dataset, test dataset) in section 5

The tools to replicate the experiment are available[1]

2. Confidence of prediction

To estimate robustness of our predictions at the inference stage, we use a confidence metric, which equals 1 — uncertainty, as introduced in (Tsymbalov et al., 2020). The key idea is that a classifier can only be confident on a text example if it predicts the correct labels for texts with similar embeddings. If the genre predicted by a classifier is not the same for many texts in the neighbourhood of an original text, we cannot consider the classifier confident. To simulate variation in embeddings, we apply dropout with probability 0.1 to all of the model layers, including the embedding layer and the final dense classification layer (Sun et al., 2019). A softmax classifier returns a probability distribution of the possible text labels. Normally, the label with the maximal probability is considered the answer for texts with similar embeddings. If the genre predicted by a classifier is not the same for many texts in the neighbourhood of an original text, we cannot consider the classifier confident. Application of dropout to the classifier disturbs the probability distribution. We perform dropout $n$ times, and thereby we generate the corresponding probability distributions $p_1, ..., p_n$. Then we pool them into single distribution $\bar{p}$. The maximum value of probability in $\bar{p}$ is called the confidence of prediction. The intuition of this metric is that if a classifier is confident in the predicted text label, it is unlikely to distribute the likelihood on other class labels significantly often. In our study, we use $n = 10$ - the same as used by the authors of (Tsymbalov et al., 2020), since this provides a good balance between assessing the confidence value and the speed of computation.

While the method is applicable to unlabeled datasets, it is beneficial to estimate the reliability of how it deals with the predicted labels. Therefore, we apply this procedure to the test dataset to compare the difference in the confidence of correct and incorrect predictions made by different classifiers. We denote this difference as confidence delta and in our study we test the hypothesis that the value of delta helps to understand whether the text is classified correctly or not. For a given classifier model, the higher the delta, the more reliable threshold we can choose to cut off misclassified texts. It means that even in the absence of a gold-standard label, we can use the prediction confidence to say whether a classifier is likely to predict the text genre correctly or not.

3. Training data

In our experiments, we use two Russian datasets annotated with the same set of genre labels – FTD genre dataset (Sharoff, 2018) and texts from LiveJournal which are labeled manually for this paper. The first one has nearly 2000 labeled texts. The LiveJournal corpus is much bigger, it consists of more than 10500 texts see Table 1

LiveJournal is a Russian blogging platform. It consists mostly of posts and comments, sharing news, describing personal experiences or opinions. FTD is a collection of documents from multiple sources, such as Wikipedia, Reddit, and online newspapers. These two corpora are quite different in terms of genre distribution. FTD is more or less balanced when the LJ corpus is not. The legal and academic texts are especially underrepresented in LJ. It means that we have to treat the results of the classification of the Legal texts in the LJ corpus as unreliable. The largest category in both LJ and FTD concern news reporting. We collect the text from LiveJournal by random sampling of the authors and their posts. Each text in the LiveJournal dataset is labeled by two assessors. Those texts for which the labels did not coincide were additionally discussed.

Our intention is to test our genre classifiers on a domain that is different from that of the training data similarly to (Petrenz and Webber, 2010). We conduct experiments, training models on LiveJournal and FTD separately, to show how the selection of the training corpus affects metrics on the testing data, as well as on their concatenation. We split the corpora in the same ratio. For each corpus, 75% is used for training, 25% - for testing.

4. Baseline Classifiers

4.1. Train XLM-RoBERTa, RuBERT and Logistic Regression

We fine-tune base RuBERT pretrained by DeepPavlov (Kuratov and Arkhipov, 2019), base XLM-RoBERTa (Conneau et al., 2019) and a Logistic Regression classifier with character- and word-based features. In some experiments, we also trained SVM and Random Forest classifiers on the same features to compare their performance with Logistic Regression.

We use XLM-RoBERTa because it achieves the best accuracy on the Russian section of the XNLI corpus. We also used the RuBERT model because it attained the highest accuracy on the RuSentiment classification dataset among all the monolingual models for the Russian language. In each experiment, we use the Adam optimiser and learning rate $= 5 \cdot 10^{-5}$ as advised in (Sun et al., 2019). But our computational resources are too limited to use a batch size value proposed in (Sun et al., 2019), we set batch size $= 16$. Another important thing in any task of text classification is tackling the long texts. We have to take into account the fact that both RuBERT and XLM-RoBERTa cannot process texts that are longer than 512 tokens. In our study, we just take the first 512 tokens, also known as head-only truncation method from (Sun et al., 2019).
As a traditional classifier we focus Logistic Regression because it is a traditional ML algorithm which differs drastically from that of both XLM-RoBERTa and RuBERT. Moreover, it is quite a lightweight classifier that has a decent speed of training and inference. We use 5000 word-based features and 10000 char-based features, all of which are selected by the highest tf-idf value. The char-based and the word-based features are represented by 2-, 3- and 4-gramms of chars and words correspondingly.

We train two types of ensembles – one of them consists of the XLM-RoBERTa and the RuBERT genre classifiers, the second one additionally includes a traditional ML classifier, mostly Logistic Regression, while in some experiments we also ran SVM and RF for comparison with LR. We name them correspondingly ensemble2 and ensemble3. The ensemble weights are selected independently for each pair (train dataset, test dataset) on the basis of the performance on a validation set. A relatively high value of the LR weights
for Ensemble 3 (even though this is not the strongest classifier) comes from the difference in the probability levels, as the median probability for the predicted class is around 0.98 for the transformer classifiers, while it is 0.68 for LR. Among the transformer classifiers, the XLM-RoBERTa weight is typically higher. This matches our findings in Table 3 where XLM-RoBERTa obtains the highest f1-score among the separate classifiers.

As we can see in Table 3, the f1 metric of each model strongly depends on the genre. Each classifier is worse in predicting informational texts than most other genres. Such a suboptimal result on the informational texts is likely to be caused by their heterogeneity as they include texts of very different classes, such as encyclopedias, dictionaries, CVs, biographies, product specifications, etc.

Figure 1 shows how much the models’ accuracy depends on the training data size. The models continue to improve with the increase in training data. We can also see that each ensemble almost always works better than every individual model, regardless of the size of the training data.

The domain mismatch between the FTD and the LiveJournal corpora is shown in the drop of accuracy when training on FTD and testing on LiveJournal or vice versa. Each classifier trained on FTD performs much worse on LiveJournal than on FTD. The same situation appears for any classifier trained on LiveJournal. This can be seen clearly for the genre Promotion. The classifiers show relatively high accuracy on the FTD testing promotion texts and a suboptimal one on the promotion texts from LiveJournal. One reason is the topical shift as FTD does not include promotion texts that advertise websites or internet services. Since most of such Promotion texts have numerous keywords on the topic internet, a classifier that was not trained on the Promotion texts on this topic is unlikely to identify the genre correctly. We can see, that even the classifiers trained on the LJ training subset do not perform well on the LJ testing data, though the result is not that bad as it is for the FTD-trained models. It is an example of domain shifts that distort the prediction of genres by models.

In order to balance the mismatch between LiveJournal and FTD, we train the classification architectures on the concatenation of LiveJournal and FTD. As we can see in Table 5 these classifiers perform much better on LiveJournal than those trained only on FTD. Similarly, the classifiers are more accurate on FTD than those trained solely on LiveJournal. It shows that including texts from multiple domains into the training set helps to cope with topical shifts in the test.

To train each neural model in the experiments, we use single NVIDIA TITAN RTX. Table 4 shows that the training and inference time for XLM-RoBERTa and RuBERT are at the same level, whilst the Logistic Regression is much faster to train and test per text.

Table 3 also show how much the transformer classifiers depend on the random seed during model training, so we report the confidence intervals over ten random seeds and we highlight in bold the best F-scores if there is no other confidence interval that lies entirely to the right of it without intersection. Often the intersection of the confidence intervals for the best F-scores are quite frequent.

In most cases, the ensemble attains the highest f1-measure. Among the individual classifiers, XLM-RoBERTa seems to be the most reliable one. Table 3 shows that the number of genres for which XLM-RoBERTa is the best is lower than that for the ensemble but higher than the values for the RuBERT and the Logistic Regression genre classifiers.

We also tried to replace Logistic Regression with other weak classifiers, including SVM (with standard hyperparameters from sklearn) with linear and RBF kernels and Random Forest (with 100 and 1000 trees). The ensemble with linear SVM attains total accuracy 0.828 ± 0.004 on FTD and 0.771 ± 0.009 on LJ. The ensemble with Random Forest attains total accuracy 0.828 ± 0.004 on FTD and 0.770 ± 0.011 on LJ. The Random Forest classifier of 1000 trees does not increase accuracy compared to Random Forest of 100 trees but it requires 10 times more time for training and testing. Ensembles with them show higher accuracy than that of individual XLM-RoBERTa and RuBERT but lower than the ensemble with Logistic Regression. Moreover, the training and inference time of SVM and Random Forest turn out to be much higher than that for Logistic Regression. These results support choosing Logistic Regression as a classifier for further experiments.

The most frequent kinds of mistakes are shown in Table 6. We show the percentage of the texts in the test data that are misclassified in a certain way. In the table, we use the shortcuts for the genres as per Table 1. Surprisingly, confusion pairs do not vary too much with changing of genre classifier. Besides, the nature of the mistakes is quite predictable and it is related to the similarities between the genres, often leading to genre hybrids. Functions of some Argumentation and Informational texts might be similar. The same can be told about genre pairs (Review, Personal), (Research, Argumentation), (Info, Research), etc. The most important difference between the confusion matrices of different genre classifiers is the relative number of mistakes. For example, the Ensemble3 and the XLM-RoBERTa show lower confusion numbers in Table 6.

4.2. Optimal hyperparameters

XLM-RoBERTa and RuBERT start to over-fit after 3 epochs, see Figure 2 for the LJ corpus, the behaviour for FTD is similar. Since the third epoch, RuBERT continues improving on the training subset, while its accuracy on the test does not change. It looks like RuBERT is slightly more vulnerable to over-fitting beyond 3-4 epochs on the genre classification task. The
The authors of Sun et al., 2019 claim that for their data and BERT-like models, the optimal number of epochs equals 4 on their text classification tasks. Since Sun et al., 2019 do not use RuBERT or XLM-RoBERTa, the novelty of our study is also in the fact that we show optimality of this number of epochs for other BERT-like models.
both cases is Personal reporting with the second most common genre is Argumentation, while there are far fewer Legal and Academic texts. This result correlates well with the expected distribution of texts in social media and gives some validation for the accuracy of our predictions in the absence of a very large test set. We use chi-squared test to find the most significant differences in the shares of genres in these two samples. The LiveJournal sample has a bigger share of personal reporting as well as Promotional texts in comparison to LJ.

5. Experiment on the confidence of predictions

The evaluation of confidence depends significantly on text genre and hence requires a lot of texts for each genre for getting a stable estimation. For this reason, we apply only those classifiers which are trained in the concatenation of the LiveJournal and FTD training corpora, while also testing their concatenation.

Table 9 shows the confidence delta in the cases when the classifiers make a correct prediction, and when they
Table 6: The most common items in the confusion matrices

| Genre label | XLM-R | RuBERT | LogReg | Ensemble3 | Percentage |
|-------------|-------|--------|--------|-----------|------------|
| Argument    | 11192 | 21568  | 11773  | 15454     | 20.8       |
| Fiction     | 5182  | 6801   | 5471   | 5836      | 7.86       |
| Instruction | 5583  | 3635   | 3465   | 3531      | 4.76       |
| News        | 6925  | 7548   | 11079  | 8674      | 11.68      |
| Legal       | 33    | 133    | 23     | 83        | 0.11       |
| Personal    | 34127 | 24427  | 37315  | 32099     | 43.22      |
| Promotion   | 2722  | 2548   | 1489   | 2059      | 2.77       |
| Academic    | 67    | 126    | 30     | 74        | 0.1        |
| Information | 1118  | 1337   | 1214   | 1156      | 1.56       |
| Review      | 5666  | 6009   | 2408   | 4021      | 5.41       |
| Non-text    | 384   | 134    | 0.04   | 10        | 0.01       |
| **Total**   | 74267 | 74267  | 74267  | 74267     | 100        |

Table 7: Prediction distribution on the LJ sample, divided by 10^3

| Genre label | XLM-R | RuBERT | LogReg | Ensemble3 | Percentage |
|-------------|-------|--------|--------|-----------|------------|
| Argument    | 19941 | 46514  | 20344  | 30325     | 13.63      |
| Fiction     | 5182  | 33320  | 22780  | 26917     | 12.01      |
| Instruction | 5583  | 12706  | 7960   | 9579      | 4.31       |
| News        | 6925  | 8841   | 28150  | 12487     | 5.61       |
| Legal       | 33    | 168    | 45     | 86        | 0.04       |
| Personal    | 123338| 89444  | 124520 | 116983    | 52.59      |
| Promotion   | 25816 | 17604  | 13073  | 17260     | 7.76       |
| Academic    | 284   | 249    | 131    | 186       | 0.08       |
| Information | 2341  | 2106   | 931    | 1397      | 0.62       |
| Review      | 9859  | 11351  | 4526   | 7214      | 3.24       |
| Non-text    | 481   | 156    | 0.015  | 24        | 0.01       |
| **Total**   | 222459| 222459 | 222459 | 222459    | 100        |

Table 8: Prediction distribution on the VKontakte sample, divided by 10^3

make a mistake. The delta value is positive, which indicates that the higher confidence does correspond to a correct prediction.

We also conducted an unpaired two-sample Mann-
We do not bring any change to the definition and the algorithm of calculation of confidence of prediction. Our major contribution is the application of this metric to the task of genre segmentation. Moreover, our study reconfirms the result of (Tsymbalov et al., 2020) that ensembles are more confident in their predictions, since the confidence delta for the ensembles is higher than that for each individual classifier.

In the original paper on BERT (Devlin et al., 2019), there are some tips for training and fine-tuning the BERT architecture for text classification given by the authors. The paper recommends using 2-4 epochs for training or fine-tuning and claims that using more epochs leads to over-fitting. It coincides completely with our experiment on the optimal number of epochs. But, since our training and testing data are in Russian, we use RuBERT and XLM-RoBERTa instead of the base English BERT. Thus, we manage to approve the pieces of advice from (Devlin et al., 2019) and show that they are valid for Russian and multilingual BERT-based models.

(Sun et al., 2019) is also an important work on how to apply the BERT architecture to the task of text classification. It researches how multiple hyperparameters for training BERT affect its performance on various Natural Language Understanding tasks. The authors propose 3 different text truncation strategies - head-only, tail-only, head-only, and head+tail. Their experiment shows that the head+tail method attains the best result. But we decide to use head-only instead of it since it is not that obvious how the head+tail method affects the topical shifts in data. Another hyperparameter we change is batch_size due to our limited computational resources. All the other recommendations from the paper are followed.

### Table 9: Mann-Whitney test for the confidence of the genre classifiers

| Genre     | XLM-RoBERTa stat | XLM-RoBERTa delta | RuBERT stat | RuBERT delta | LogReg stat | LogReg delta | Ensemble 2 stat | Ensemble 2 delta | Ensemble 3 stat | Ensemble 3 delta |
|-----------|------------------|-------------------|-------------|--------------|-------------|--------------|------------------|------------------|------------------|------------------|
| Argument  | 0.697            | 0.123             | 0.624       | 0.08         | 0.596       | 0.052        | 0.67             | 0.101            | 0.638            | 0.075            |
| Fiction   | 0.705            | 0.130             | 0.749       | 0.148        | 0.635       | 0.071        | 0.732            | 0.158            | 0.716            | 0.126            |
| Instruction | 0.838          | 0.224             | 0.800       | 0.179        | 0.878       | 0.254        | 0.834            | 0.229            | 0.845            | 0.236            |
| News      | 0.914            | 0.282             | 0.919       | 0.225        | 0.909       | 0.325        | 0.898            | 0.254            | 0.929            | 0.335            |
| Legal     | 0.740            | 0.145             | 0.728       | 0.119        | 0.513       | 0.016        | 0.743            | 0.149            | 0.763            | 0.153            |
| Personal  | 0.830            | 0.193             | 0.897       | 0.233        | 0.848       | 0.213        | 0.858            | 0.234            | 0.863            | 0.228            |
| Promotion | 0.878            | 0.309             | 0.878       | 0.282        | 0.870       | 0.254        | 0.899            | 0.336            | 0.915            | 0.349            |
| Academic  | 0.854            | 0.278             | 0.786       | 0.125        | 0.885       | 0.249        | 0.778            | 0.17             | 0.828            | 0.243            |
| Information | 0.683          | 0.109             | 0.685       | 0.124        | 0.586       | 0.044        | 0.721            | 0.141            | 0.648            | 0.079            |
| Review    | 0.690            | 0.118             | 0.557       | 0.038        | 0.576       | 0.047        | 0.641            | 0.094            | 0.640            | 0.080            |
| Total     | 0.816            | 0.211             | 0.808       | 0.183        | 0.792       | 0.199        | 0.815            | 0.214            | 0.815            | 0.217            |

6. Related Work

Genre classification is not a new task. Up to date, a lot of attempts have appeared to build a precise classifier of genres based on various architectures from linear discrimination (Karlgren and Cutting, 1994) to SVM (Sharoff et al., 2010) and recurrent neural networks (Kunilovskaya and Sharoff, 2019). Our study differs in the way that instead of using classical ML techniques, we apply advanced transformer-based neural architectures – XLM-RoBERTa and RuBERT. (Ronqvist et al., 2021) produced a closely-related experiment which involved fine-tuning an XLM-RoBERTa model to predict genres for a range of languages. Among other things they showed the multilingual potential of XLM-RoBERTa, a genre classifier can be trained on one language and tested on another one. However, they have not tested robustness of predictions.

(Sharoff et al., 2010) contains a study on the performance of SVM for the problem of genre classification. (Sharoff et al., 2010) and (Kunilovskaya and Sharoff, 2019) use the Russian FTD corpus for training genre classifiers. In our study, we use the same FTD corpus. The validation accuracy in both (Sharoff et al., 2010) and (Kunilovskaya and Sharoff, 2019) is significantly lower than in our paper. Our work is different in that we use the LiveJournal corpus to validate our models by taking into account the topical shifts.

(Tsymbalov et al., 2020) describes the method to measure prediction confidence that we use in our study. The key idea of this metric presumes that a classifier can only be confident on some text examples if it predicts the correct labels to the texts with similar embeddings. We do not bring any change to the definition and the algorithm of calculation of confidence of prediction. Our major contribution is the application of this metric to the task of genre segmentation. Moreover, our study reconfirms the result of (Tsymbalov et al., 2020) that ensembles are more confident in their predictions, since the confidence delta for the ensembles is higher than that for each individual classifier.

In the original paper on BERT (Devlin et al., 2019), there are some tips for training and fine-tuning the BERT architecture for text classification given by the authors. The paper recommends using 2-4 epochs for training or fine-tuning and claims that using more epochs leads to over-fitting. It coincides completely with our experiment on the optimal number of epochs. But, since our training and testing data are in Russian, we use RuBERT and XLM-RoBERTa instead of the base English BERT. Thus, we manage to approve the pieces of advice from (Devlin et al., 2019) and show that they are valid for Russian and multilingual BERT-based models.

(Sun et al., 2019) is also an important work on how to apply the BERT architecture to the task of text classification. It researches how multiple hyperparameters for training BERT affect its performance on various Natural Language Understanding tasks. The authors propose 3 different text truncation strategies - head-only, tail-only, head-only, and head+tail. Their experiment shows that the head+tail method attains the best result. But we decide to use head-only instead of it since it is not that obvious how the head+tail method affects the topical shifts in data. Another hyperparameter we change is batch_size due to our limited computational resources. All the other recommendations from the paper are followed.

7. Conclusions and future research

We show that:

1. The transformer-based classifiers (XLM-RoBERTa or ruBert) are generally accurate in non-topical classification tasks provided that enough training data is available for each label.
2. For most genres, the ensembles of several classifiers obtain a higher f1-score than any of the separated classifiers.
3. Adding even a weaker classifier, in our case, Logistic Regression, to the ensemble does benefit the classification accuracy. Moreover, the training and inference time for logistic regression is insignificant compared to the corresponding costs for XLM-RoBERTa and RuBERT. It means that adding a weak classifier is worth it.
4. The ensembles have more reliable predictions in terms of their confidence, as they provide the biggest confidence gap between the correctly and incorrectly classified texts.
5. Mann-Whitney statistics shows that the ensemble with Logistic Regression is more reliable for most genres than the ensemble of the two models and each individual classifier.
6. Applying of the classifiers to large social media sample reveals their distribution of genres. Using chi-squared test, we reveal how the genre distributions vary in texts from different social media sources, such as the greater rate of Argumentative texts in LJ in comparison to the greater rate of Personal reporting in VK.

Thus, using ensembles is helpful to boost the accuracy and robustness of predictions while their only disadvantage concerns an increase in the computing costs. Though ensembles are more reliable for text genre classification, it is still unclear how efficient they are on related tasks. In future, we consider training models for seq2seq genre segmentation when we need to detect genre boundaries within a single text, for example, when a personal story includes a quote from fiction or when an expression of opinions cites informative news reports. We hypothesise that the ensembles will confirm their advantage over individual models. The confidence measure can be used to make predictions for open-set genre classification tasks (Pritos and Stamatatos, 2018), when the classifier should refrain from making any prediction for a text, if its confidence on this text is lower than a threshold.
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