Semi-Supervised Adversarial Recognition of Refined Window Structures for Inverse Procedural Façade Modeling

Han Hu, Xinrong Liang, Yulin Ding, Xuekun Yuan, Qisen Shang, Bo Xu, Xuming Ge, Min Chen, Ruofei Zhong, Qing Zhu

Faculty of Geosciences and Environmental Engineering, Southwest Jiaotong University, Chengdu, China
Beijing Advanced Innovation Center for Imaging Technology, Capital Normal University, Beijing, China

Abstract

Deep learning methods are notoriously data-hungry and requires many labeled samples. Unfortunately, the interactive sample labeling efforts have dramatically hindered the application of deep learning methods, especially for the 3D modeling tasks, which require heterogeneous samples. This paper proposes a semi-supervised adversarial recognition strategy embedded in the inverse procedural modeling to alleviate the work of data annotation for the learned 3D modeling of façades. Beginning with textured LOD-3 (Level-of-Details) models, we use the convolutional neural networks to recognize the types and estimate the parameters of windows from image patches. The window types and parameters are then assembled into the procedural grammar. A simple procedural engine is built inside an off-the-shelf 3D modeling software, producing fine-grained window geometries. To obtain a useful model from few labeled samples, we leverage the generative adversarial network to train the feature extractor in a semi-supervised manner. The adversarial training strategy exploits the unlabeled data to make the training phase more stable. Experiments using publicly available façade image datasets reveal that the proposed methods can obtain about a 10% improvement in classification accuracy and a 50% improvement in parameter estimation under the same network structure. In addition, performance gains are more pronounced when testing against unseen data featuring different façade styles.
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1. Introduction

Buildings form the basic structures of the urban environment, and façades are the most prominent features of the street view. With the advent of aerial oblique images and ground mobile mapping systems, city-scale photo-realistic 3D models with façade visibility are readily available (Verdie et al., 2015; Han et al., 2021). Detailed analysis and parsing of the façades (Fan et al., 2021; Hu et al., 2020), which enrich the 3D models with semantic information conformal to the LOD-3 (Level-of-Details) protocol in CityGML (Gröger and Plümer, 2012), have recently raised extensive attentions in the community. Although the LOD-3 models already contain computational information for various applications, the window taxonomy and refined structures are often ignored (Zhu et al., 2020a). The detailed geometrical information associated with texture materials is crucial for realistic representations of the 3D window models. In addition,
Figure 1: Problems with recognizing fine-grained window types using a small number of labeled data and pre-trained ResNet. (a) Image classification accuracy is significantly higher for nine ImageNet classes than nine window types during fine-tuning using only 100 labeled samples per category. (b) With decreasing number of labeled data per category (from 900 to 50), the accuracies for recognizing window types decreased steeply with only supervision from the labeled samples, which is alleviated by semi-supervised training with additional $1.6 \times 10^5$ unlabeled window patches.

the semantic information of refined window taxonomy also enables advanced applications in urban management. This paper focuses on the refined window modeling based on the LOD-3 models to improve the realistic visualization and to support advanced applications, such as virtual reality and detection of illegal façade construction.

Point clouds (Zolanvari et al., 2018; Nan et al., 2010), photogrammetric mesh models (Verdie et al., 2015) and images (Becker and Haala, 2007) are probably the most widely used data sources for reconstructing the refined structures of windows. For the inner parts of windows, point clouds are represented as void regions (Fan et al., 2021; Dehbi et al., 2017) and photogrammetric mesh models are defects-laden (Verdie et al., 2015); therefore, images are probably the best option.

Two common strategies are available (Wang, 2013) for geometrical modeling of windows, e.g., the data-driven and model-driven approaches. Because the types of windows in a particular region are generally limited, we adopt the model-driven approaches, similar to recognizing building roof types and estimating roof parameters (Huang et al., 2013; Xu et al., 2021).

In this regard, we pose the problem of detailed window reconstruction as image classification (Simonyan and Zisserman, 2015) for the window types and regression (Ren et al., 2015) for the parameters. Despite the recent progress on the learned 3D modeling (Kelly et al., 2018; Nishida et al., 2018; Zhang et al., 2020), the notorious data-hungry issue for deep learning still impedes the adoption of such approaches in practice.

1) **Limited transferring capability between different domains with sparse labeled samples.** For image classification, i.e., recognizing the input image to different categories, transfer learning (Deng et al., 2009) is a well-known strategy to achieve faster convergences and more stable training results. However, when the amount of labeled training data is small, fine-tuning to ImageNet-like classes shows significantly better results than fine-grained window types (Figure 1a), i.e., recognition between windows with different styles. The above issue is probably because of the domain gap phenomenon (Xie et al., 2020): the detailed structures of different window types are embedded into the same distribution by the pre-trained models.

2) **Infeasible results from only sparse training samples.** In practice, we cannot predetermine all possible configurations of window types, and collecting project-specific samples is inevitable.
Because labeling training samples is time-consuming and sometimes even impossible, a smaller number of samples is preferred. Unfortunately, by decreasing the labeled data, the training procedural is unstable (Chen et al., 2020) and prone to over-fitting, with a steep performance loss (Figure 1b).

This paper proposes a semi-supervised recognition strategy with only few labeled samples to solve the two issues above by additionally utilizing the abundant unlabeled samples. We add a Generative Adversarial Network (GAN) (Goodfellow et al., 2014) branch parallel to the backbone network to improve training stability from few labeled samples. Firstly, the GAN with an autoencoder structure is used to generate realistic window images, which enforces the feature extractor fitting the data inside the window domain; in this way, we can better transfer the learned weights from ImageNet to window domain. Secondly, the generated window images also serve as pseudo training samples to improve the stability of the training procedure with few labeled data in a semi-supervised manner (Odena, 2016). Specifically, we first design several parametric window structures procedurally created in a 3D modeling software (Trimble, 2021). Then, the proposed adversarial training strategy learns a convolutional neural network (CNN) to recognize different window types in the training stage. We also estimate the corresponding parameters for each class through the same network structure. Finally, the network models serve as a recommendation system to suggest different window types and parameters for each window or a set of grouped windows.

In summary, this paper contains two contributions concerning the data-hungry issue for learned 3D modeling of refined window structures: 1) an additional semi-supervised pre-training stage to improve the performance of transfer learning and 2) an adversarial learning strategy to improve the accuracy and stability with few labeled samples. The rest of this paper is organized as below. Section 2 provides a brief review of related works. Section 3 elaborates the details of the proposed method. Experimental evaluations and analyses are presented in Section 4. Finally, the last section concludes the paper.

2. Related works

In the following, we briefly review the most relevant topics in the literature, including façade modeling and generative adversarial networks.

Façade modeling. Earlier works on façade modeling generally used low-level features to estimate the façade structures. For instance, contours of void regions (Becker and Haala, 2007; Pu and Vosselman, 2009) and line segments from the images (Pu and Vosselman, 2009; Tian et al., 2010) are common cues for the window details. The planar point clouds segments enriched with geometric and radiometric features were also helpful for generating semantic information of façade (Dehbi et al., 2017; Wang et al., 2018; Li et al., 2017). Because of the semantic gap between low-level features and high-level representations, the above works relied heavily on the a priori knowledge of the façade and suffered severely from the noise in the data.

Due to the impressive feature learning capability (Bengio et al., 2013), deep learning approaches are also widely adopted for façade modeling. Two typical strategies in image processing are adopted, e.g., object detection (Ren et al., 2015) and semantic segmentation (Long et al., 2015). For the former, the rectangular regions of the windows are detected using a typical detector (Ren et al., 2015) and used for façade reconstruction (Hu et al., 2020; Hensel et al., 2019; Kong and Fan, 2020); however, there is still ample space to improve the localization accuracy, e.g., the intersection of union (IoU). For the latter, pixel-wise segmentation results can be learned end-to-end (Mathias et al., 2016; Gadde et al., 2018); fusing with point clouds (Gadde et al., 2018) and multi-view voting (Ma et al., 2020) can also improve the segmentation results. In addition, the combination of the two strategies (termed as instance segmentation) (He et al.,
The detection and segmentation approaches above generally cannot enforce the geometry regularities of the façade objects, such as the alignment and equal-size constraints. A straightforward approach for regularization explicitly offsets adjacent points or boundaries in a least-squares optimization (Arikan et al., 2013; Zhu et al., 2020b; Xie et al., 2018). Because least-squares optimization cannot model the logic operators, such as sameColumn and sameWidth (Dehbi et al., 2017), clustering (Fan et al., 2021), learned Markov Logic Networks (Dehbi et al., 2017), or binary integer programming (Hu et al., 2020; Hensel et al., 2019; Monszpart et al., 2015) are exploited to snap the feature points on the façade.

Most of the existing work on façade modeling does not recover the refined structures. The following works on detailed modeling of buildings using a learned approach are the most relevant to our work. Nishida et al. (2018) annotated 10^5 images and recovered different window grammars; however, the parameters in the procedural grammars were still kept fixed due to the infeasible amount of labeling work. Zeng et al. (2018) categorized the building foundation, roof, and garage using the deep CNNs from normal and height maps rendered using LiDAR (Light Detection and Ranging) point clouds. Procedurally generated models using CityEngine (ESRI, 2021) were also used to synthesize the normal and height maps as the training samples. Unfortunately, the generation of photo-realistic window patches with fine-grained control over the types and parameters is not as straight-forward as the height and normal maps in the work by Zeng et al. (2018).

Generative Adversarial Networks. GAN structures consist of two components: a generator and a discriminator (Goodfellow et al., 2014). The generator creates fake samples from random signals, which try to follow the same distribution as the training data. The discriminator examines the generated samples and predicts whether it comes from actual data or random signals. The parameters in the two components are learned through a minimax game. The game looks for the Nash equilibrium rather than a (global) minima for an optimization problem (Salimans et al., 2016). After the seminar work (Goodfellow et al., 2014), DCGAN (Deep Convolutional GAN) (Radford et al., 2016) proposed a generator to create high-quality images, using the deconvolution operator (Springenberg et al., 2015; Long et al., 2015). Concerning the discriminator part, there are also many improvements, notably the CutMix augmentation (Yun et al., 2019), patch-wise (Isola et al., 2017) and even pixel-wise (Schonfeld et al., 2020) penalization.

GANs are capable of capturing the data distribution and emulating the training dataset. They are naturally helpful for many tasks that intrinsically require the realistic generation of samples or images (Radford et al., 2016) in a specific domain. In single image super-resolution, generative processing can inject more information into the synthesized high-resolution image (Ledig et al., 2017). GANs can also assist the image completion problem (Zhao et al., 2021) for similar reasons, such as artwork creation (Iizuka et al., 2017) and thin cloud removal (Li et al., 2020). Another exciting direction is the image-to-image translation (Isola et al., 2017), which maps an observed image to a different domain through conditional GANs (Mirza and Osindero, 2014); the generator and discriminator are additionally conditioned on an observed image.

It is universally acknowledged that deep learning algorithms are data-hungry. Weakly supervised (Salimans et al., 2016) or unsupervised (Radford et al., 2016) approaches have become popular to conquer the fundamental generalization problem with few labels. GANs are inherently a powerful tool for this task (Goodfellow et al., 2014). Intuitively, the weights in the discriminator can be learned from the task of classifying the real-vs-fake images (Radford et al., 2016; Donahue and Simonyan, 2019). Because GANs are better trained with samples in a particular form (Goodfellow, 2017; Salimans et al., 2016), semi-supervised GAN (SGAN) was proposed.
Figure 2: Overview of the proposed façade modeling system.

(Salimans et al., 2016; Odena, 2016). More specifically, the discriminator exploited a pseudo-class representing the fake samples in addition to the original classes and enabled training with unlabeled data in the target domain (Salimans et al., 2016; Odena, 2016).

This paper embraces GANs for semi-supervised learning of refined window structures. A significant amount of unlabeled window images enforces the model fitting inside the distribution of windows. This feature benefits the task of recognizing detailed window structures and estimating the procedural parameters by fine-tuning a pre-trained model.

3. Methods

3.1. Overview and problem setup

3.1.1. Overview of the approach

We provide an overview of our façade modeling pipeline in Figure 2. The texture of each wall should be continuous in the atlas space rather than discrete as for photogrammetric mesh models (Zhu et al., 2021). In contrast to FrankenGAN (Kelly et al., 2018), which generated high-resolution window texture and detailed window geometries guided by an input style, our objective is to reconstruct realistic 3D window geometries well aligned with the appearances of existing high-resolution images. Therefore, this study is not formulated as an entire generated problem. In addition, less labeled data is required. We assume the details of windows are visible
and apparent in the texture image. Different windows can be grouped into clusters sharing the same type and parameter, and the instanced modeling API (Application Programming Interface) supports batch editing for models in the same set (Section 3.4).

We define a simple shape grammar represented in a tree structure, similar to the CGA (Computer Generated Architecture) approach (Müller et al., 2006). Implementing a procedural modeling engine (Müller et al., 2006; ESRI, 2021) for a complete set of shape grammar is non-trivial. Since we only target the windows, the shapes can be conveniently generated procedurally using the modeling API provided by a 3D modeling solution (Trimble, 2021), as elaborated in Section 3.2. To facilitate the inverse generation of shape grammars from the image, we abstract a certain number of window types, learn the styles from the cropped image, infer the parameter associated with the window type (Section 3.3), and finally produce the parameterized shape grammar. The 3D window instances are generated automatically and assembled with the corresponding transformation information.

3.1.2. Problem Setup

More formally, the input is a polygonal surface mesh consisting of \( F \) faces, e.g., \( M = \{ F_i \} \). Each face is associated with an individual texture image \( I \) with the axis-aligned bounding boxes \( B \) indicating the windows. For each image patch cropped from the bounding box \( B_i \), we generate a tree grammar \( G_i \) that consists of hierarchical nodes of parameterized elements, including frame, row, column, and cell. To ease the learning process, we abstract the shape grammar into two consecutive steps for the types and geometry parameters, and a unified shape grammar suffices for different window types. We interactively assign similar windows into the same cluster of geometric instances \( C = \{ G_i \} \); the parameters of the shape grammar for the set of geometry instances \( C \) are averaged. The multiple instances in the same cluster share the underlying geometrical objects. Multiple window mesh models can be instantiated with the associated transformation matrices at different locations. In addition, the instanced modeling API (Trimble, 2021) supports batch editing for models in the same cluster. A lightweight procedural modeling engine turns the shape grammar into the geometry instance. By this mechanism, changes on any instance will immediately update all the window models. Given the correct transformation matrices, all the window models will be placed on the corresponding wall faces \( F \), forming the final output.

3.2. Procedural Modeling of Windows

Unlike the model-driven approaches that use a fixed set of parametric primitives (Henn et al., 2013), we exploit the shape grammar (Müller et al., 2006) to define the structures of windows and generate the 3D models procedurally. Although the wall layout was expressed using the complex operators in the split grammars or CGA rules, the detailed geometry of windows was still ignored in previous works (Müller et al., 2006; Nishida et al., 2016), as a simple insertion operation was adopted with an external window model. Because the parameters for the detailed windows were not adjustable, a significant number of fixed window types were required, reducing the recognition accuracy. This study provides a more flexible pipeline, allowing interactions on procedurally generated windows.

Our system implements a simple grammar represented as a JSON object inspired by previous work (Nishida et al., 2016). All the window types can be represented using the same JSON-based grammar. The grammar consists of the following elements. (1) Border and frame, the border is represented by a rectangular ring, and the frame is the inside part. (2) Row and column, the frame can be subdivided into intermediate rows and columns; row and column elements can be nested only once. (3) Cell, each border and frame must be terminated by a cell element, which finally produces a rectangular bar in the model. Two examples of the shape grammar and the
The parameters include the border size \( s \) (deducted from the two corner points as shown in Figure 4), the row height \( h \) and the column width \( w \). The two corner points \( p_u \) and \( p_b \) determine the window position relative to the image patch. The image patch of the window is scaled anisotropically to a squared patch with 64 pixels for each edge. We categorize the windows using the number of rows or columns, e.g., one, two, and multiple (\( \geq 3 \)). In this regard, nine window types are specified in this paper. Figure 4 demonstrates window primitives considered in our system, including image examples, grammar parameters, and the corresponding learnable parameters. To achieve plausible and regularized results, we assume all the columns have the same width, and all the cases for multiple rows have the same height. Only windows with two rows can have varying heights. Therefore, not all parameters in the training process are adopted for the 3D modeling. In fact, for windows with multiple rows or columns, we learn the height and width of the cell and then calculate the number of rows or columns, respectively. Because the assumption always produces regularized results, the algorithm can degrade gracefully even when the assumption is violated.
Training-only Params. Training and Modeling Params.

In summary, determining a shape grammar $G_i$ requires a hierarchy of rows and columns for the frame and the associated parameters. After generating a shape grammar $G_i$ for a cluster of windows, we can create a geometry instance $C_i$ using the modeling API. More specifically, we first infer the location and size of each cell. Then a rectangular ring is generated for each cell using the offset and extrude operations (Trimble, 2021), as shown in Figure 3. Multiple windows belonging to the same cluster are cloned to the corresponding locations. After the automatic creation of the geometry instance of a cluster $C_i$, we can edit the instance $C_i$ interactively to better align with the overlaying image, including the geometries and materials of the frames and glasses.

3.3. Semi-Supervised Recognition of Refined Window Structures using Generative Adversarial Networks

Given the window patches and different procedural grammars, the next step is recognizing the specific window type and the corresponding grammar parameters for an image patch. Unlike the low-level approaches, such as template matching (Müller et al., 2007) and line detection (Becker and Haala, 2007), we adopt the deep CNNs (He et al., 2016). To facilitate the practical use of our system, we require the number of labeled samples to be two or three magnitudes of order...
smaller than in previous work (Nishida et al., 2018). In addition, the significantly less manually labeling work enables the joint learning of both types and parameters for the refined window structure.

### 3.3.1. Network Architecture

We build our semi-supervised learning architecture for windows upon DCGAN (Radford et al., 2016) and SGAN (Salimans et al., 2016) for the image generator and semi-supervised learning strategy, respectively. However, the proposed work also exploits GANs as a global domain adaption tool to transfer the pre-trained weights to fine-grained recognition of window types and parameters, in a separate pre-training stage. The main difference against DCGAN and SGAN is an additional regression head to estimate the parameters. For completeness, we also briefly describe the essential aspects of GANs in the following.

![Figure 5: Architecture for semi-supervised fine recognition of window types and parameter estimation of procedural window models.](image)

A vanilla GAN architecture has two components: the generator \( G \) and the discriminator \( D \). The only input is unlabeled data, which generally aims to learn a good generator \( G \) for creating realistic data. The DCGAN (Radford et al., 2016) is a generative model that learns a mapping from a random noise vector \( z \) to output an image \( x_g, G : z \rightarrow x_g \). In contrast, we aim to learn a suitable feature extractor \( F \) using a few labeled samples by fine-tuning a pre-trained CNN model. We intend to solve the domain gap problem with sparse labeled samples and obtain representative features during the fine-tuning: the feature extractor \( F \) should be more suitable for downstream tasks, such as classifying the window types and estimating the grammar parameters.

**Feature Extractor** \( F(x) \). As shown in Figure 5, the inputs consist of a small number of labeled window images \( \{x_l, y_c, y_r\} \) and a massive amount of unlabeled window images \( x_u \). All the images are resized to the same size \( x \in \mathbb{R}^{64 \times 64} \). The labels are the window types \( y_c \) and the grammar parameters \( y_r \) for the window classification and the shape estimation tasks, respectively. The feature extractor takes an image \( x \) as input and outputs a vector feature \( f \in \mathbb{R}^N \) as \( f = F(x) \). The extracted feature \( f \) can be used for image classification and parameter regression: we add a linear layer to generate the respective logits for the downstream tasks. The feature extractor \( F \) is agnostic to the adopted CNN architecture, such as ResNet (He et al., 2016), VGGNet (Simonyan and Zisserman, 2015), EfficientNet (Tan and Le, 2019), etc.

**Classifier** \( C(x) \). When feeding the labeled image \( x_l \) into the pipeline, the linear layer \( L_C \) generates a vector of logits \( l_c = \{l_1, l_2, ..., l_K\} \in \mathbb{R}^K \), for \( K \) window classes. Together with the label \( y_c \), the logits \( l_c \) can then be used to train the feature \( F \) in a supervised manner. The
probability of the image belonging to the $i$-th window type is computed by applying $\text{softmax}$.

$$p(i) = \frac{\exp(l_i)}{\sum_k^K \exp(l_k)} \tag{1}$$

We term this pipeline as the classifier $l_c = C(x) \in \mathbb{R}^K$, which intends to infer the window types.

**Discriminator $D(x)$**. When feeding the unlabeled $x_u$ or generated image $x_g$ into the pipeline, it also first passes through the classifier $C$ and generates $K$-dimensional logits $l_i = C(x)$. Because we only know the real-vs-fake information for $x_u$ and $x_g$, the K-D vector $l_i$ is not directly usable. Inspired by Salimans et al. (2016), we add a fake class to the original $K$ classes. Because subtracting any constant from the logit $l_i$ does not change the probability predicted by softmax (Eq. 1), we construct $K + 1$ dimensional logits from $l_i$ by fixing $l_{K+1} = 0$, e.g., $l'_c = \{l_1, l_2, \ldots, l_K, 0\}$. In this way, the probability of sample $x_u$ belongs to the real data (class $i < K + 1$) is computed by summing up all the classes using softmax,

$$p(i < K + 1) = \frac{\sum_{k=i}^{K} \exp(l_k)}{\sum_{k=1}^{K+1} \exp(l_k)} = \frac{Z}{Z + 1} \tag{2}$$

where $Z = \sum_{k=1}^{K} \exp(l_k)$.

By the construction above, we obtain an activated scalar value $b$ for binary classification (real-vs-fake), termed as the discriminator $b = D(x) \in \mathbb{R}$ in our architecture.

**Regressor $R(x)$**. Another linear layer $L_R$ is attached after the feature extractor $F$, producing a vector of logits $l_r \in \mathbb{R}^P$, for $P$ parameters. The feature $F$ can then be trained jointly with the classifier $C$, using the corresponding parameters $y_r$ in the labeled data. A set of 6 parameters $l_r(p_u, p_b, s)$ is considered, including two for the top-left corner $p_u$, two for the bottom-right corner $p_b$, and two for the cell size $s$. We term the pipeline for parameter estimation as the regressor $l_b = R(x) \in \mathbb{R}^P$. It should be noted that the regressor $R$ follows the global flattened feature from the feature extractor $F$. Under such architecture, we only have a global sense of the cell size rather than separately estimating the size for each row or column.

**Generator $G(z)$**. The same generator as in DCGAN (Radford et al., 2016) is used in our method. The input is a random vector $z \in \mathbb{R}^{100}$. The first layer projects the random vector to a higher dimension and reshapes the feature to $4 \times 4 \times 1024$. Then, it stacks several deconvolution layers similar to the decoder architecture (Springenberg et al., 2015; Long et al., 2015) and synthesizes a color image $x_g \in \mathbb{R}^{64 \times 64 \times 3}$. Although the resolution is relatively low compared to the state-of-the-art architecture, 64 pixels in size are good enough for a window patch in practice. The images $x_g$ can then be fed into the discriminator pipeline, similar to the unlabeled image $x_u$.

### 3.3.2. Semi-Supervised Adversarial Training

The learned weights in our architecture consist of a feature extractor $F$, two linear layers ($L_C$ and $L_R$), and a generator $G$ (Figure 6). The connection between classifier $C$ and discriminator $D$ is just an ad-hoc activation function (Eq. 2) with no learned weight. Because the GAN trains the whole network in two separate steps, we set up two optimizers: the training stages for the discriminator $O_D$ and the generator $O_G$. For $O_D$, weights in $F$, $L_C$, and $L_R$ are back-propagated and adjusted; weights in $G$ are fixed. The adjusted and fixed weights are the opposite for $O_G$.

The procedural is illustrated in Algorithm 1.

**Training Discriminator $O_D$**. For sub-problem $O_D$, the loss function $\mathcal{L}_D$ consists of four parts,

$$\mathcal{L}_D = \mathcal{L}_{ce}(C(x_t), y_t) + \lambda \mathcal{L}_{MAE}(R(x_t), y_r) + \mathcal{L}_{bce}(D(x_u), 1) + \mathcal{L}_{bce}(D(G(z)), 0), \tag{3}$$
Figure 6: Two optimization stages for the adversarial training. The parts with colored shades denote modules containing learned weights, e.g., generator $G$, feature extractor $F$, linear layers for classifier $C$, and regressor $R$. The dashed boundaries denote fixed modules during training.

Algorithm 1 Semi-Supervised Adversarial Training

Initializing feature extractor $F$ with pre-trained weights. Initializing generator $G$, classifier $C$ and regressor $R$ randomly. for each training iteration do
    Collecting $m = 100$ labeled samples in $(x_l, y_l)$
    Collecting $m$ unlabeled samples in $x_u$
    Generating $m$ random noise $z$
    Adjusting weights $(F, C, R)$ through optimizer $O_D$. \( \triangleright \) Equation 3
    Adjusting weights $G$ through optimizer $O_G$. \( \triangleright \) Equation 4
end for

where $L_{ce}$ and $L_{bce}$ are the standard Cross-Entropy (CE) and Binary Cross-Entropy (BCE) functions, respectively; $L_{MAE}$ is the mean absolute error function, e.g., the $L_1$ function. The window labels supervise the first part $L_{ce}(C(x_l), y_c)$. The window parameters supervise the second part $L_{MAE}(R(x_l, y_r))$. The latter two parts consist of a standard GAN game-value, in which we identify the sampled image without a label $x_u$ as real (i.e., 1 in the BCE loss) and the generated image $x_g = G(z)$ as fake (i.e., 0 in the BCE loss). We add a weight $\lambda$ to balance the loss functions, empirically fixed to $\lambda = 2 \times 10^{-5}$ in our experiments.

Training Generator $O_G$. In the vanilla GAN, the generator is trained to deceive the discriminator that the generated image is real; accordingly, the loss function is $L_{bce}(D(G(z)), 1)$. We take the feature matching loss as described in Salimans et al. (2016), in order to better synchronize between training the discriminator and generator, as the following.

$$L_G = L_{MSE}(\mu(F(x_u)), \mu(F(G(z))),$$

where $L_{MSE}$ is the mean squared error loss function (aka. $L_2$) and $\mu(\cdot)$ is the element-wise average operator in a batch. Because in each iteration, the training step is fed with different batches of unlabeled images, the feature matching loss can give more diversity, which is essential to prevent $G$ from collapsing to the same content.

3.3.3. Fine-tuning to Two Separate Stages

After pre-training as discussed in Subsection 3.3.2, the CNN-based feature extractor should be suitable for tasks of the window domain. Thanks to the GAN-based semi-supervised learning, the pre-training is already fed with abundant unlabeled window patches, improving the generalization capability for different window styles or image sources. The learned feature extractor $F$ above
can simultaneously classify window types and estimate the procedural parameters. However, slightly modifying the architecture and fine-tuning the weights to fit only a single purpose will naturally improve performance. The regressor $R$ especially needs further fine-tuning because the discriminator $D$ is actually biased to the classifier, because the discriminator is essentially a weak classifier between real and fake windows. The only drawback is that, at testing time, two forward passes are required. With modern computing units, the overhead caused by this issue is almost negligible in our whole pipeline. Therefore, we transfer the weights into two separate models for the classification and regression problems.

We coin two fine-tuning strategies, as shown in Figure 7. The first is the classical supervised training strategy by adjusting the feature extractor and the specific classification or regression heads (Figure 7 top row). The second fine-tuning strategy is similar to Section 3.3.2 (Figure 7 bottom row). The differences only lie in the discriminator $O_D$. When fine-tuning the classifier $C$, we omit the regressor branch $R$; the cross-entropy loss $L_{CE}$ for the window types and two binary cross-entropy losses $L_{BCE}$ for the real-vs-fake GAN game are used. On the contrary, when fine-tuning the regressor $R$, we omit the classifier branch $C$ and add the classical discriminator layer $D$; the two binary cross-entropy losses $L_{BCE}$ and the mean absolute error $L_{MAE}$ for regression are used. After fine-tuning, the classification (Figure 7a) and regression heads (7b) are exploited in the inference.

### 3.4. Interactive Modeling System with Window Instances

As shown in Figure 8, we may encounter numerous undesired situations in real-world applications, impeding a fully automatic pipeline. The distortions on window textures will cause incorrect parameters (top row). Window materials that are different from the default will influence visual reality (middle row). Various geometry details not considered in the procedure grammar will cause misalignment between window models and textures (bottom row). The proposed prototype incorporates several interactive editing steps into the following three stages.

1) **Marking of windows.** As shown in Figure 2, after detecting the window bounding boxes, we allow interactive addition and cleaning of the windows to improve the detection quality, as a preprocessing step. In addition, a set of suitable window bounding boxes $\{B_i\}$ is marked as the same cluster, and a single geometry instance $C_k$ is created for a window cluster. Currently, we only consider interactive clustering of windows using the selection tool in the modeling software.
2) Averaging inference results. At testing time, we infer the window type through the classifier and parameters through the regressor for each image patch. A procedure grammar $G_i$ is assembled accordingly. Results for windows belonging to the same cluster are averaged to improve accuracy and regularity. The mode of the window types is taken for the grammar of the instance cluster $C_k$. The mesh models of the geometric instances are then created using the averaged grammar.

3) Instance editing and batch synchronization. Multiple meshes sharing the same instanced cluster $C_k$ can be efficiently generated by applying different transformation matrices using the modeling API (Trimble, 2021). Because the underlying geometries are shared through different windows, the modifications to the geometric instances will simultaneously synchronize to all the models in the same cluster, as shown in Figure 8.

4. Experimental evaluations and analyses

4.1. Dataset and implementation details

4.1.1. Dataset description

In our experiments, we adopted the publicly available façade dataset for evaluation. Specifically, the CMP façade (Tylcelík and Šará, 2013) and LSAA (Large Scale Architectural Asset) datasets (Zhu et al., 2020a) were used. The CMP façade dataset includes 378 labeled images with 12 semantic classes. We only kept the parts of windows through interactively cropping in LabelImg (Lin, 2015). In this way, about $10^4$ window patches were obtained. The LSAA dataset provides more than $10^5$ façade images containing semantics of windows, doors, and balconies. We cropped the windows with the provided bounding boxes. In summary, we obtained about $1.6 \times 10^5$ window patches from the above two datasets.

It should be noted that the above window patches were not associated with fine-grained types and parameters. In addition, we intentionally conducted a small amount of dilation to the bounding boxes of windows during the cropping. For each type in Figure 4, we made 1000 labeled samples for both training and testing, following Deng et al. (2009). The parameters in Figure 4 of the windows were also obtained in LabelImg as two bounding boxes, e.g., one for the two corners and one for the cell size. We only chosen 100 images per category for training to simulate the real-world applications, and the rests were used for testing. The same training dataset was
used for both the classification and regression problems; thus, 900 labeled and \(1.6 \times 10^5\) unlabeled image patches were used in the following experiments. In the pre-training stage, we trained a single multi-task network for the classifier \(C\) and the regressor \(R\). In the following fine-tuning stage, the multi-task network was separated into two networks, one for the classifier \(C\) and one for the regressor \(R\), as shown in Figure 7.

For the 3D modeling, the inputs to our system are textured façades and pre-processed window semantics. In this regard, publicly available crowd-sourcing datasets (SketchUp, 2021) and free samples from the 3D model vendors (AccuCities, 2021) are used. In addition, datasets collected by the authors are also adopted to increase the variety of the models. In preprocessing, the bounding boxes of the windows were detected using a pre-trained faster-RCNN as in our previous work (Hu et al., 2020) and exported as the LabelImg format. If necessary, we double-checked the detection results and interactively polished the results by adding occluded windows and removing false detection. Detailed information of the models is included in Table 1, in which we list the sources of textures, approximated resolutions, locations, and styles of the models. Because the training samples mainly cover building styles in the Europe, datasets covering London were used for detailed evaluations; nevertheless, models in other cities were also considered to evaluate the generalization ability of the proposed method. The preprocessed datasets will be made available on the authors’ project page.

| Name                        | Model Source      | Texture Source | GSD (cm) | Coverage | City            |
|-----------------------------|-------------------|----------------|----------|----------|-----------------|
| Bank                        | UAV Photogrammetry| UAV            | 2        | Individual | Huzhou, CN     |
| Central Business District (CBD) | 3D Warehouse      | Aerial         | 10       | Individual | London, UK     |
| State Capitol               | 3D Warehouse      | Ground         | 2        | Individual | Denver, US     |
| Borough High Street         | AccuCities        | Ground         | 2        | Block     | London, UK     |
| Broad Street                | 3D Warehouse      | UAV            | 5        | Block     | Rome, US       |

4.1.2. Implementation details

We implemented the recognition parts in PyTorch. The Adam optimizer was used in all the experiments, with default hyperparameters. We trained all the models for relatively large epochs (300 in this paper) because of the small number of labeled samples. In fact, the unlabeled data will be merely trained for five epochs considering the unbalanced numbers between labeled and unlabeled images. As noted by Salimans et al. (2016), batch training is essential for GAN to converge. The batch size was fixed to \(m = 100\) (as an exact division of the labeled samples) for all the labeled, unlabeled, and generated samples. The whole training procedure took about two hours on a single NVIDIA RTX 3080 graphics card.

4.2. Experimental results for window recognition

4.2.1. Comparisons on classification accuracy and parameter regression

This section evaluates three different models, including two classic networks, i.e., VGG (Simonyan and Zisserman, 2015) and ResNet (He et al., 2016), and one recent state-of-the-art, i.e., EfficientNet (Tan and Le, 2019). Because the architecture is essentially the same, we denote the proposed approach with a GAN suffix to each network. It should be noted that we use a variant of VGG model with batch normalization; otherwise, the semi-supervised training with GAN will not converge.

\[\text{https://vrlab.org.cn/~hanhu/projects/windows}\]
Three top-accuracies and the average regression loss value ($\mathcal{L}_{\text{MAE}}$ in Equation 3) are reported in Table 2. For the classification of window types, the proposed adversarial training strategy outperforms the supervised counterpart by a clear margin (3% to 7%) in top-1 accuracy, which reveals the ability for automatic recognition. This trend is consistent with top-2 and top-3 accuracies, corresponding to the performances with interactively user selection. Turning to the regression accuracy (last column in Table 2), the improvements in the localization and the size estimation are also quite clear, about 30% to 70% relative increases. Another finding is that the performances in both the classification and the regression across all the networks are more stable with the proposed strategy; this is also quite important in real-world applications.

Table 2: Comparison between semi-supervised training (denoted as GAN) and vanilla supervised training. The symbol ↑ indicates higher is better and ↓ for lower. The Rel. column denotes the improvements between GAN and vanilla model.

| Network   | Variant | Top-1 (%) ↑ | Top-2 (%) ↑ | Top-3 (%) ↑ | $\mathcal{L}_{\text{MAE}}$ (pixel) ↓ |
|-----------|---------|-------------|-------------|-------------|-----------------|
| VGG-19    | GAN     | 79.25       | 90.11       | 93.91       | 21.04           |
|           | Vanilla | 72.23       | 86.8        | 92.09       | 37.26           |
| ResNet-34 | GAN     | 75.54       | 88.72       | 93.31       | 24.90           |
|           | Vanilla | 67.74       | 82.63       | 89.48       | 36.62           |
| EfficientNet-B0 | GAN    | 74.57       | 87.59       | 93.04       | 22.66           |
|           | Vanilla | 71.35       | 86.89       | 92.58       | 29.11           |

Two façade images were chosen to evaluate the proposed method qualitatively, as shown in Figures 9 and 10. The first (CBD dataset) features reflective glassy windows, and the second in front of the curtains. The texture images are shown in the left column in each figure. The second and fourth columns demonstrate results obtained without and with the adversarial training strategy, respectively. The third column presents an enlarged subset indicated by the cyan rectangles. For VGG and ResNet, almost half the windows are classified incorrectly. And the parameters are also less accurate without the proposed method, as indicated by the red boxes in the enlarged views.
Figure 9: Qualitative comparison of different networks using texture images in the CBD dataset. The second and fourth columns show automatic recognition results overlaid on the image. The third column demonstrates an enlarged area highlighted by the cyan boxes. The red boxes indicate the ground truth window regions.
Figure 10: Qualitative comparison of different networks using a typical image in CMP façade dataset. The second and fourth columns show automatic recognition results overlaid on the image. The third column demonstrates an enlarged area highlighted by the cyan boxes. The red boxes indicate the ground truth window regions.

4.2.2. Ablation studies

The proposed method aims to alleviate the domain gap between ImageNet pre-training results and the fine-grained recognition for the windows dataset under only sparse labeled samples. We conducted two ablation studies to validate the proposed method for classification and regression, as shown in Tables 3 and 4, respectively. The classical fine-tuning strategy using pre-trained weights from ImageNet is considered as baseline, e.g., the fourth row in each table. The semi-supervised pre-training as described in Subsection 3.3.2 tries to transfer the weights from the domain of ImageNet to windows, as the first row in each table (ResNetCR+GAN). The resulted weights of ResNetCR+GAN are used as pre-trained weights for further fine-tuning (the Window column in Tables 3 and 4). Then two different strategies fine-tune the feature extractor of ResNetCR+GAN for classification and regression problem separately, as shown in the second and third rows of Tables 3 and 4.

It could be noted that even trained for two purposes, ResNetCR+GAN still outperforms the baseline by a large margin. In addition, after fine-tuning the pre-trained weights above, the performances also increase for both tasks. The training settings between ResNet+WP and baseline, i.e., the third and fourth rows, are almost the same: they use the same architecture and data. The only difference is the pre-trained weight, ResNet from the ImageNet domain and ResNet+WP in the window domain. Just using different pre-trained weights leads to about an 11% leap in the classification of window types and about 1-fold increases for the parameter estimation of the window grammars. This is because the pre-training stage (ResNetCR+GAN) already obtains a model suitable for the window domain, i.e., transferring the domain from ImageNet to the windows. Further fine-tuning using a small number of labeled samples in the same domain can also slightly improve the performances.
Table 3: Evaluation for the classification accuracy with different training strategies and ResNet as backbones. For the strategy names, suffix CR indicates training for both classifiers and regressors, GAN for semi-supervised training strategy using unlabeled data, WP for using semi-supervised windows dataset as pre-training weights, e.g., results of ResNetCR+GAN, and NP for using no pre-trained weights.

| Name               | Labeled Data | Unlabeled Data | Pre-trained Weights | Top-1 Accuracy |
|--------------------|--------------|----------------|---------------------|----------------|
|                    | Classes      | Parameters     | ImageNet Window     |                |
| ResNetCR+GAN       | ✓            | ✓              | ✓                   | 75.54          |
| ResNet+GAN+WP      | ✓            | ✓              | ✓                   | 76.14          |
| ResNet+WP          | ✓            |               | ✓                   | 78.91          |
| ResNet             | ✓            |               | ✓                   | 67.74          |
| ResNet+NP          | ✓            |               |                      | 38.75          |
| ResNet+GAN+NP      | ✓            |               | ✓                   | 61.25          |

Table 4: Evaluation for the regression accuracy with different training strategies and ResNet as backbones. The symbols are the same with Table 3.

| Name               | Labeled Data | Unlabeled Data | Pre-trained Weights | \(L_{MAE}\) |
|--------------------|--------------|----------------|---------------------|------------|
|                    | Classes      | Parameters     | ImageNet Window     |            |
| ResNetCR+GAN       | ✓            | ✓              | ✓                   | 24.90      |
| ResNet+GAN+WP      | ✓            | ✓              | ✓                   | 19.91      |
| ResNet+WP          | ✓            |               | ✓                   | 17.88      |
| ResNet             | ✓            |               | ✓                   | 36.62      |
| ResNet+NP          | ✓            |               |                      | 29.57      |
| ResNet+GAN+NP      | ✓            |               | ✓                   | 20.09      |

It is also interesting to compare the performances of fine-tuning a window pre-trained weights with and without unlabeled data (ResNet+GAN+WP and ResNet+WP). They both target a single task and demonstrate improvements to the multi-task ResNetCR+GAN. ResNet+WP demonstrates slightly better performances in both Tables 3 and 4. This is probably because that the initial weights are already in the window domain. In addition, the adversarial strategy can be considered as a regularization term pulling the model away from the perfect fitting of the data.

We also compare results with no pre-training weight, i.e., the last two rows in Tables 3 and 4. For classification, the performances with no pre-trained weight are significantly inferior to the variants with the pre-trained weights. For regression, we can still obtain satisfactory results using the semi-supervised training strategy even with no pre-trained weight; in addition, training from scratch even outperforms fine-tuning from ImageNet weights, i.e., ResNet vs. ResNet+NP in Table 4. This is probably because weights from ImageNet were initially used for classification purposes, making the fine-tuning for regression difficult. Nonetheless, the training with additional unlabeled data is always more stable than the counter-parts with only labeled images.

4.3. Experimental results for 3D façade modeling

4.3.1. Effects of grouped inference

For a practical solution in 3D modeling of the façade, interactions are somehow inevitable, considering the limitation in accuracies, various façade styles, and regularity of the buildings. As described in Section 3.4, a simple yet effective approach to improve recognition accuracy and modeling regularity is the interactively grouping of windows and batch voting of the results.

To validate the efficacy of the interactive grouping, we chose two blocks of buildings, e.g., Borough High Street and Broad Street. As comparison, we chose automatic results (e.g. Top-1)
inferred from both ResNet and ResNet+GAN as the baselines. Results are illustrated in Table 5.

Table 5: Quantitative evaluations of interactively grouped inference on the two street blocks. GAN denotes adversarial training and GI for grouped inference. The relative improvement (Rel.) is tested against the variant without GI.

| Dataset          | Variant Name      | Top-1 (%) | Top-2 (%) | Top-3 (%) | $\mathcal{L}_{\text{MAE}}$ (pixels) |
|------------------|-------------------|-----------|-----------|-----------|-----------------------------------|
| Borough High Street | ResNet+GAN+GI     | 82.89     | 12.17     | 89.35     | 9.88                              |
|                  | ResNet+GAN        | 70.72     | 79.47     | 85.17     | 25.17                             |
|                  | ResNet+GI         | 53.99     | 8.74      | 63.88     | 1.90                              |
|                  | ResNet            | 45.25     | 61.98     | 70.34     | 34.16                             |
|                  | ResNet+GAN+GI     | 81.94     | 9.72      | 91.67     | 5.56                              |
|                  | ResNet+GAN        | 72.22     | 86.11     | 90.28     | 25.04                             |
|                  | ResNet+GI         | 50.00     | 8.33      | 63.80     | 2.69                              |
|                  | ResNet            | 41.67     | 61.11     | 73.61     | 33.23                             |
| Broad Street      | ResNet+GAN+GI     | 81.94     | 9.72      | 91.67     | 5.56                              |
|                  | ResNet+GAN        | 72.22     | 86.11     | 90.28     | 25.04                             |
|                  | ResNet+GI         | 50.00     | 8.33      | 63.80     | 2.69                              |
|                  | ResNet            | 41.67     | 61.11     | 73.61     | 33.23                             |

It can be noticed that the voting strategy, although almost as simple as plain averaging, can significantly increase the performances to about 10% in Top-1 accuracy. In addition, the performance boost in the classification of window types for a better baseline (ResNet+GAN) is even more significant than the inferior one (ResNet). This seems counter-intuitive since improving an already good result is much more challenging. However, good results will get even better in voting, as long as the performance for a single vote is beyond random guess. Although the enhancements for parameter regression are less impressive, we will find later in the qualitative results that the regularities are better.

Figures 11 and 12 show the 3D models with enlarged views in the Borough High Street and Broad Street scenes. It can be noted that with just simple interactions of selecting groups, the regularities of the 3D models have been significantly improved. The improved regularities are revealed in two aspects, i.e., the types and alignments. In most cases, enforcing regularity in window types will also increase the accuracy of classification, which is consistent with Table 5. Although the quantitative improvement in parameter estimation is less significant, the visual quality is much more appealing, such as the first column of the Borough High Street scene.
Figure 11: Comparison of different inference strategies in the Borough High Street scene. The red boxes and numbers indicate the enlarged areas below and the columns, respectively.
Another interesting effect of the grouped inferencing is to improve the performances for partially occluded windows, commonly seen in street-view and aerial oblique images, as shown in Figure 13. Without grouped inference (middle column), the classification and regression accuracies are not satisfactory. But after clustering suitable windows into the corresponding groups interactively, the results are better aligned with human expectations.
4.3.2. Results of 3D models

To evaluate the proposed methods on various datasets, we also created several individual building models as shown in Figures 14 through 17. Quantitative evaluations are displayed in Table 6. The only interactions are the grouping of windows for the same category. For models with more repeated windows (BT Center and Bank), grouped inferences reach 100% accuracy in classifying window types. The models could be further improved by editing in details, assisted by the batching editing strategy, i.e., modifying only one instance and simultaneously synchronizing to all the instances.

Another noticeable characteristic is the generalization ability when trained with the adversarial strategy. The bank dataset is significantly different from the training dataset, and vanilla ResNet performs only slightly better than random guess (1/9 in this case). However, the proposed ResNet+GAN can still reach about 70% Top-1 accuracy. More interactive representations and the downloadable models of results obtained with and without grouped inferencing are publicly available on the accompanying website.
Figure 15: Reconstruction results for the Bracken House in the CBD dataset.

Figure 16: Reconstruction results for the Bank dataset.

Table 6: Accuracies of the window types and parameters for four individual buildings.

| Dataset            | Variant         | Top-1 (%) | Top-2 (%) | Top-3 (%) | $\mathcal{L}_{MAE}$ |
|--------------------|-----------------|-----------|-----------|-----------|---------------------|
| BT Center (CBD)    | ResNet+GAN+GI   | 100.00    | 100.00    | 100.00    | 17.60               |
|                    | ResNet+GAN      | 88.30     | 98.83     | 99.42     | 17.62               |
|                    | ResNet          | 54.39     | 78.37     | 92.40     | 38.11               |
| Bracken House (CBD)| ResNet+GAN+GI   | 82.39     | 93.18     | 93.18     | 27.21               |
|                    | ResNet+GAN      | 62.50     | 92.61     | 94.32     | 28.81               |
|                    | ResNet          | 57.39     | 75.00     | 83.52     | 50.95               |
| Bank               | ResNet+GAN+GI   | 100.00    | 100.00    | 100.00    | 31.32               |
|                    | ResNet+GAN      | 67.91     | 86.10     | 93.05     | 31.91               |
|                    | ResNet          | 17.65     | 27.27     | 31.02     | 40.94               |
| State Capitol      | ResNet+GAN+GI   | 82.46     | 82.46     | 91.23     | 19.64               |
|                    | ResNet+GAN      | 71.05     | 84.21     | 92.98     | 20.04               |
|                    | ResNet          | 78.95     | 85.09     | 87.72     | 40.94               |
4.4. Discussion and limitations

Based on the evaluations above, we now return to the issues raised at the beginning of this paper. In addition, we also discuss the limitations of the current strategy that could be surmounted in future works.

1) Breaking the domain gap in pre-training with few labeled data. Fine-tuning a pre-trained network for domain-specific applications is a widely adopted strategy. ImageNet or alternative large-scale vision datasets are generally utilized for pre-training. However, if the domain-specific data, e.g., window images in our case, is not abundant, data-driven fine-tuning is not strong enough to pull the pre-trained weights from the source domain to the target domain. To surmount the domain gap under a small number of labeled data, we adopt an additional pre-training step to transfer the weights from the ImageNet domain to the window domain with abundant unlabeled window patches. Then, we conduct another fine-tuning step for the downstream tasks.

2) Robust training from sparse samples. It is acknowledged that learned approaches are generally data-hungry. Previous approaches either needed to construct a relatively large training database, i.e., exceeding $10^4$ samples (Nishida et al., 2018), or sought an appropriate strategy to simulate enough train samples (Zeng et al., 2018). We have shown that the GAN-based semi-supervised training can increase the robustness of the feature extractor. We can achieve more than a 10% recognition boost by replacing the pre-trained weights obtained from ImageNet with the one learned in this paper. Because the testing time application can remain the same, the proposed adversarial training is a drop-in replacement in the standard pipeline.

3) Limitations. In order to decrease the complexity in the learning phase, we use only a single model to learn both the window types and grammar parameters. The model could be fine-tuned into two separate branches, which is still significantly easier for integration than previous works (Nishida et al., 2016). However, the flexibility for window grammar is also limited. We only model windows with grid shapes. Fortunately, the learned model can generalize gracefully to other window types. For instance, the window with a curved half top will degrade to a window with two rows (Figure 11).
5. Conclusion

Unlike the prosperity in object detection and semantic segmentation, learned approaches are less prevalent in the 3D modeling task. A suitable connection between machine learning and 3D modeling is inverse procedural modeling or similar model-driven approaches. The large number of training samples is the most important factor limiting applicability of deep learning methods. This paper explored a semi-supervised training strategy to overcome the issue above. We coined a prototype for detailed façade reconstruction by embracing adversarial training and inverse procedural modeling.

Further research directions could combine the semi-supervised strategy with object detection (Ren et al., 2015), which detects fine-grained window structures in an end-to-end manner. In addition, more advanced generative networks (Zhu et al., 2020a) and semi-supervised techniques (Fan et al., 2022; Sohn et al., 2020) are also interesting directions.
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