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Abstract

We extend the bootstrap multiscale analysis developed by Germinet and Klein to the multi-particle continuous Anderson Hamiltonian, obtaining Anderson localization with finite multiplicity of eigenvalues, decay of eigenfunction correlations, and a strong form of dynamical localization. We do not require a covering condition. The initial step for this multiscale analysis, required to hold for energies in a nontrivial interval at the bottom of the spectrum, is verified for multi-particle continuous Anderson Hamiltonians. We also extend the unique continuation principle for spectral projections of Schrödinger operators to arbitrary rectangles, and use it to prove Wegner estimates for multi-particle continuous Anderson Hamiltonians without the requirement of a covering condition.
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Introduction

The multi-particle Anderson Hamiltonian is an alloy-type random Schrödinger operator describing $n$ interacting electrons moving in a medium with random impurities. It is the continuous version of the (discrete) multi-particle Anderson model.

Localization was proved for the multi-particle discrete Anderson model by Chulaevsky and Suhov [ChS1, ChS2, ChS3], using a multiscale analysis, and Aizenman and Warzel [AW], using the fractional moment method. Chulaevsky, Boutet de Monvel and Suhov [ChBS] extended the results of Chulaevsky and Suhov to the multi-particle continuous Anderson Hamiltonian, establishing Anderson and dynamical localization at the bottom of the spectrum.

The bootstrap multiscale analysis, developed in the one-particle case by Germinet and Klein [GK1] (see also [K1]), is an enhanced multiscale analysis that yields sub-exponentially decaying probabilities for ‘bad’ events. The initial step for the bootstrap multiscale analysis only requires the verification of polynomial decay of the finite volume resolvent, at some sufficiently large scale, with probability bigger than some minimal probability $1 - p_0$, where $0 < p_0 < 1$ is independent of the scale. An important feature of the bootstrap multiscale analysis is that the final probability estimates are independent of the probability estimate in the initial step: any desired sub-exponential decay for the probabilities of ‘bad’ events
Multi-particle continuous Anderson Hamiltonians can be achieved. The bootstrap multiscale analysis yields Anderson localization with finite multiplicity of eigenvalues, decay of eigenfunction correlations, and a strong form of dynamical localization.

We previously extended the bootstrap multiscale analysis to the multi-particle (discrete) Anderson model [KIN]. The initial step for the bootstrap multiscale analysis of [KIN, Theorem 1.5] has to hold for all energies in the spectrum (and hence for all energies); it can be verified for the multi-particle Anderson model at high disorder, as discussed in [KIN, Remark 1.6].

In this article we extend the bootstrap multiscale analysis (and its consequences) to the multi-particle (continuous) Anderson Hamiltonian; we do not require a covering condition. The initial step is only required to hold for all energies in a nontrivial interval at the bottom of the spectrum (or equivalently, for all energies below some fixed energy). We also show that we always have this initial step in some nontrivial interval at the bottom of the spectrum for multi-particle Anderson Hamiltonians. The consequences to the bootstrap multiscale analysis include, in addition to Anderson and dynamical localization, new results for multi-particle (continuous) Anderson Hamiltonians: finite multiplicity of eigenvalues, decay of eigenfunction correlations, and a strong form of dynamical localization (see Theorem 1.2).

Although the results in this paper are written for the continuous multi-particle Anderson Hamiltonian, they also apply to the discrete multi-particle Anderson model, yielding localization at the bottom of the spectrum for the discrete model at any disorder.

The main definitions and results are stated in Section 1. Theorem 1.2 states that continuous multi-particle Anderson Hamiltonians exhibit Anderson localization with finite multiplicity of eigenvalues, decay of eigenfunction correlations, and a strong form of dynamical localization in an interval at the bottom of the spectrum. Theorem 1.6 is the bootstrap multiscale analysis. The consequences regarding localization (Anderson localization with finite multiplicity of eigenvalues, dynamical localization, decay of eigenfunction correlations) are given in Corollary 1.7. In Section 4 we show that the hypotheses of Theorem 1.6 (the initial step for the bootstrap multiscale analysis) are always satisfied at some nontrivial interval at the bottom of the spectrum. Section 3 contains a collection of technical results necessary for the multiscale analysis in the continuum. The proof of Theorem 1.6 is given in Section 5, and the derivation of Corollary 1.7 is discussed in Section 6.

In the multi-particle case events based on disjoint boxes are not necessarily independent, even if the boxes are far apart from each other. This difficulty is overcome by the use of the concepts of partially and fully separated boxes (Subsection 2.1) and partially and fully interactive boxes (Subsection 3.3) introduced by Chulaevsky and Suhov [ChS1, ChS2, ChS3]. The relevant distance between boxes is the Hausdorff distance (see (1.7)), introduced in this context by Aizenman and Warzel [AW]. In the multiscale analysis partially interactive boxes are handled by the induction hypothesis, i.e., by the conclusions of Theorem 1.6 for a smaller number of particles (see Lemmas 3.9 and 5.1), and fully interactive boxes are handled similarly to one particle boxes (see Lemma 3.11).
The multiscale analysis requires Wegner estimates. Wegner estimates were previously proved for the $n$-particle discrete Anderson model [ChS1, K2, KN]. In the continuum, Wegner estimates for the $n$-particle Anderson Hamiltonian with a covering condition were proved in [KZ, BCSS], and without the covering condition in [HK].

The one-particle energy interval multiscale analysis [FMSS, DK, GK1, Kl1] requires a two-volume Wegner estimate, i.e., an estimate of the probability of the spectra of independent finite volume Hamiltonians being close together. Chulaevsky and Suhov [ChS1, ChS2, ChS3] realized that for $n$-particles this estimate is required for partially separated finite volume Hamiltonians, that is, finite volume Hamiltonians on partially separated rectangles (here we need rectangles, not just boxes), and proved such an estimate in the discrete case (see also [KN]). In the continuum, such an estimate was proved for the $n$-particle Anderson Hamiltonian with a covering condition [BCSS]. This two-volume Wegner estimate is now proven without the covering condition in [HK] and in Corollary 2.3 below by somewhat different arguments.

Our definition of the finite volume random potential (see (1.15)), as well as our definition of fully and partially separated rectangles (Definition 2.1), are slightly different than the ones used in [BCSS, HK]. While [BCSS, HK] take the finite volume random potential to be the restriction of the infinite volume random potential to the $n$-particle rectangle, our finite volume random potential contains only random variables indexed by sites located in the faces of the rectangle (see (1.16)). We prove a Wegner estimate in Theorem 2.2 in which the expectation is taken only with respect to the random variables indexed by one face of the rectangle (a one-particle box). In Corollary 2.3 we derive from Theorem 2.2 a two-volume Wegner estimate for partially separated rectangles as in Definition 2.1. To do this, in Appendix B we extend the results of [Kl2], proving a unique continuation principle for spectral projections of Schrödinger operators on arbitrary rectangles.

1 Main definitions and results

We start by defining the multi-particle Anderson Hamiltonian. We write $a = (a_1, \ldots, a_n) \in \mathbb{R}^{nd} \cong (\mathbb{R}^d)^n$, and set $\|a\| := \max\{\|a_1\|, \ldots, \|a_n\|\}$, where $\|x\| = \|x\|_{\infty} := \max\{|x_1|, \ldots, |x_d|\}$ for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$.

**Definition 1.1.** Given $n \in \mathbb{N}$, the $n$-particle Anderson Hamiltonian is the random Schrödinger operator on $L^2(\mathbb{R}^{nd})$ given by

$$H^{(n)}_\omega := H^{(n)}_{0,\omega} + U, \quad H^{(n)}_{0,\omega} := -\Delta^{(n)} + V^{(n)}_\omega,$$

where:

(i) $\Delta^{(n)}$ is the $nd$-dimensional Laplacian operator.

(ii) $V^{(n)}_\omega$ is the random potential given by $(x = (x_1, \ldots, x_n) \in \mathbb{R}^{nd})$

$$V^{(n)}_\omega(x) = \sum_{i=1}^n V^{(1)}_\omega(x_i), \quad \text{with} \quad V^{(1)}_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k u(x - k),$$

(1.2)
where

(a) \( \omega = \{ \omega_k \}_{k \in \mathbb{Z}^d} \) is a family of independent identically distributed random variables whose common probability distribution \( \mu \) has a bounded density \( \rho \) and satisfies \( \{0, M_+\} \subset \text{supp } \mu \subseteq [0, M_+] \) for some \( M_+ > 0 \);

(b) the single site potential \( u \) is a measurable function on \( \mathbb{R}^d \) with

\[
u_+ := \{|0, M_+\} \subseteq \text{supp } \mu \subseteq [0, M_+] \text{ for some } M_+ > 0;
\]

We take \( \nu_+ \leq 1 \) without loss of generality.)

(iii) \( U \) is a potential governing the finite range interaction between the \( n \) particles. We take

\[
U(x) = \sum_{1 \leq i < j \leq n} \tilde{U}(x_i - x_j),
\]

where \( \tilde{U} : \mathbb{R}^d \rightarrow [0, \infty) \) is a bounded measurable function, \( \tilde{U}(y) = \tilde{U}(-y) \), with \( \tilde{U}(y) = 0 \) for \( \|y\| > r_0 \) for some \( 0 < r_0 < \infty \).

Remarks. (i) The results of this paper are valid if we only assume that the probability measure \( \mu \) is uniformly Hölder continuous, i.e., there exist constants \( C < \infty \) and \( \alpha \in (0, 1] \) such \( \mu([a, a + t]) \leq Ct^\alpha \) for all \( a \in \mathbb{R} \) and \( t \geq 0 \). We assumed that \( \mu \) has a bounded density (i.e., \( \mu \) is uniformly Hölder continuous with \( \alpha = 1 \)) for simplicity.

(ii) We took \( U \) to be a two-particle interaction potential as in \( 1.4 \) for simplicity. Our results hold for nonnegative bounded finite range \( n \)-particle interaction potentials.

The \( n \)-particle Anderson Hamiltonian \( H^{(n)}_\omega \) is a \( \mathbb{Z}^d \)-ergodic random Schrödinger operator on \( L^2(\mathbb{R}^{nd}) \). Here \( \mathbb{Z}^d \) acts on \( \mathbb{R}^{nd} \) by

\[
(x_1, x_2, \ldots, x_n) \in \mathbb{R}^{nd} \rightarrow (x_1 + a, x_2 + a, \ldots, x_n + a) \in \mathbb{R}^{nd} \text{ for } a \in \mathbb{Z}^d.
\]

It follows (see [CL, Proposition V.2.4]) that there exists fixed subsets \( \Sigma^{(n)} \), \( \Sigma^{(n)}_{\text{pp}} \), \( \Sigma^{(n)}_{\text{ac}} \) and \( \Sigma^{(n)}_{\text{sc}} \) of \( \mathbb{R} \) so that the spectrum \( \sigma(H^{(n)}_\omega) \) of \( H^{(n)}_\omega \), as well as its pure point, absolutely continuous, and singular continuous components, are equal to these fixed sets with probability one.

Note that \( H^{(1)}_\omega = H^{(1)}_{0, \omega} \), and it is well known that \( \Sigma^{(1)} = [0, \infty) \) (e.g., [KM]). It follows, letting \( \Sigma^{(n)}_0 \) denote the almost sure spectrum of \( H^{(n)}_{0, \omega} \), that

\[
\Sigma^{(n)}_0 = \Sigma^{(1)} + \ldots + \Sigma^{(1)} = [0, \infty).
\]

In Appendix A we show that we also have

\[
\Sigma^{(n)} = [0, \infty).
\]

We now fix a multi-particle Anderson Hamiltonian \( H^{(n)}_\omega \), \( n \in \mathbb{N} \).

We use the following definitions and notation:
Given \( a = (a_1, \ldots, a_n) \in \mathbb{R}^n \), we let \( \langle a \rangle := (1 + \|a\|^2)^{\frac{1}{2}}, \) diam \( a := \max_{i, j=1, \ldots, n} |a_i - a_j| \), and \( \mathcal{S}_a = \{a_1, \ldots, a_n\} \).

(ii) Given \( a, b \in \mathbb{R}^n \), we set \( d_H(a, b) := d_H(S_a, S_b) \), where \( d_H(S_1, S_2) \) denotes the Hausdorff distance between finite subsets \( S_1, S_2 \subseteq \mathbb{R}^d \), given by

\[
d_H(S_1, S_2) := \max \left\{ \max_{x \in S_1} \min_{y \in S_2} \|x - y\|, \max_{y \in S_2} \min_{x \in S_1} \|x - y\| \right\}
\]

It follows from the definition that (see [AW])

\[
d_H(a, b) \leq \|a - b\| \leq d_H(a, b) + \text{diam} a \quad \text{for} \quad a, b \in \mathbb{R}^n.
\]

(iii) We fix \( \nu_n > \frac{nd}{2} \) and let \( T_n \) be the operator on \( L^2(\mathbb{R}^n) \) given by multiplication of the function \( \langle x \rangle^{\nu_n} \), where \( \langle x \rangle = (1 + \|x\|^2)^{\frac{1}{2}} \).

(iv) We set \( \chi_x = \chi\{y \in \mathbb{R}^d : \|y - x\| < \frac{1}{n}\} \) for \( x \in \mathbb{R}^d \).

We prove localization for the multi-particle Anderson Hamiltonian \( H^{(N)}_\omega \), \( n \in \mathbb{N} \), as follows. (Note that \( \chi_{[0, E_N)}(H^{(N)}_\omega) = \chi_{(-\infty, E_N)}(H^{(N)}_\omega) \) since \( H^{(N)}_\omega \geq 0 \).

**Theorem 1.2.** Given \( N \in \mathbb{N} \), there exists an energy \( E_N > 0 \) such that:

(i) The following holds with probability one:

(a) (Anderson Localization) \( H^{(N)}_\omega \) has pure point spectrum in the interval \([0, E_N)\). Moreover, there exists \( M = M_N > 0 \) such that for all \( E \in [0, E_N) \) and \( \psi \in \chi_{[0, E)}(H^{(N)}_\omega) \) we have

\[
\|\chi_x \psi\| \leq C_{\omega, E} \left\| T_N^{-1} \psi \right\| \ e^{-M\|x\|} \quad \text{for all} \quad x \in \mathbb{R}^d.
\]

In particular, each eigenfunction \( \psi \) of \( H^{(N)}_\omega \) with eigenvalue \( E \in [0, E_N) \) is exponentially localized with the non-random rate of decay \( M > 0 \).

(b) (Finite multiplicity of eigenvalues) The eigenvalues of \( H^{(N)}_\omega \) in \([0, E_N)\) have finite multiplicity:

\[
\text{tr}_{\chi_{[0, E_N)}(H^{(N)}_\omega)} < \infty \quad \text{for all} \quad E \in [0, E_N).
\]

(c) (Summable Uniform Decay of Eigenfunction Correlations (SUDEC)) For every \( \zeta \in (0, 1) \) there exists a constant \( C_{\omega, \zeta} \) such that for every \( E \in [0, E_N) \) and \( \phi, \psi \in \text{Ran} \chi_{[0, E)}(H^{(N)}_\omega) \) we have

\[
\|\chi_x \phi\| \|\chi_y \psi\| \leq C_{\omega, \zeta} \left\| T_N^{-1} \phi \right\| \left\| T_N^{-1} \psi \right\| \langle x \rangle^{2\nu} e^{-(d_H(x, y))^{\zeta}}
\]

for all \( x, y \in \mathbb{R}^d \).
(ii) (Dynamical Localization) For every $\zeta \in (0,1)$ and $y \in \mathbb{R}^{Nd}$ there exists a constant $C_\zeta(y)$ such that

$$\mathbb{E} \left\{ \sup_{\|g\| \leq 1} \left\| \chi_x \chi_{[0,E_N)}(H_{\omega}^{(N)}) g(H_{\omega}^{(N)}) \chi_y \right\| \right\} \leq C_\zeta(y) e^{-\left( d_H(x,y) \right)^\zeta}$$

(1.12)

for all $x, y \in \mathbb{R}^{Nd}$, the supremum being taken over Borel functions $g$ on $\mathbb{R}$ with $\sup_{t \in \mathbb{R}} |g(t)| \leq 1$. In particular, we have

$$\mathbb{E} \left\{ \sup_{t \in \mathbb{R}} \left\| \chi_x \chi_{[0,E_N)}(e^{itH_{\omega}^{(N)}}) \chi_y \right\| \right\} \leq C_\zeta(y) e^{-\left( d_H(x,y) \right)^\zeta}$$

(1.13)

for all $x \in \mathbb{R}^{Nd}$.

**Remark.** SUDEC (Summable Uniform Decay of Eigenfunction Correlations) is equivalent to SULE (Semi Uniformly Localized Eigenfunctions); see [GK5, Remark 3].

The theorem is proved by a bootstrap multiscale analysis, a statement about finite volume multi-particle Anderson Hamiltonians. Our finite volumes will be boxes and rectangles, defined as follows:

(i) The one-particle box centered at $x \in \mathbb{R}^d$ with side of length $L > 0$ is $\Lambda_L(x) = \{ y \in \mathbb{R}^d; \| y - x \| < \frac{L}{2} \}$. We set $\hat{\Lambda} = \Lambda \cap \mathbb{Z}^d$.

(ii) The $n$-particle box centered at $x \in \mathbb{R}^{nd}$ with side length $L > 0$ is

$$\Lambda_L^{(n)}(x) = \{ y \in \mathbb{R}^{nd}; \| y - x \| < \frac{L}{n} \} = \prod_{i=1}^{n} \Lambda_L(x_i);$$

note that $\Lambda_L^{(1)}(x) = \Lambda_L(x)$. By a box $\Lambda_L$ in $\mathbb{R}^{nd}$ we mean an $n$-particle box $\Lambda_L^{(n)}(x)$ for some $x \in \mathbb{R}^{nd}$. Note that $\chi_x = \chi_{\Lambda_1(x)}$ for $x \in \mathbb{R}^{nd}$.

(iii) We also define $n$-particle rectangles in $\mathbb{R}^{nd}$ centered at points $x \in \mathbb{R}^{nd}$:

$$\Lambda^{(n)}(x) = \prod_{i=1}^{n} \Lambda_L(x_i), \quad \text{where} \quad L_1, L_2, \ldots, L_n > 0.$$

(We mostly use $n$-particle boxes, but in a few places we will need $n$-particle rectangles.)

**Definition 1.3.** Given an $n$-particle rectangle $\Lambda = \Lambda^{(n)}(a) = \prod_{i=1}^{n} \Lambda_L(a_i)$, we define the corresponding finite volume Anderson Hamiltonian $H_{\omega, \Lambda}^{(n)}$ on $L^2(\Lambda)$ by

$$H_{\omega, \Lambda}^{(n)} := H_{0, \omega, \Lambda}^{(n)} + U_{\Lambda}, \quad \text{with} \quad H_{0, \omega, \Lambda}^{(n)} := -\Delta^{(n)}_{\Lambda} + V_{\omega, \Lambda}^{(n)}.$$  

(1.14)
Multi-particle continuous Anderson Hamiltonians

where $\Delta^{(n)}_{Λ}$ is the Laplacian on $Λ$ with Dirichlet boundary condition, $U_{Λ}$ is the restriction of $U$ to $Λ$, and

$$V^{(n)}_{ω,Λ}(x) = \sum_{i=1}^{n} V^{(1)}_{ω,Λ,\{a_i\}}(x_i) \quad \text{for} \quad x \in Λ,$$  
(1.15)

where $V^{(1)}_{ω,Λ}$ is defined for a one-particle box $Λ \subseteq \mathbb{R}^d$ by

$$V^{(1)}_{ω,Λ}(x) = \sum_{k \in ˆΛ} ω_k u(x-k) \quad \text{for} \quad x \in Λ.$$
(1.16)

We set

$$R^{(n)}_{ω,Λ}(z) = (H^{(n)}_{ω,Λ} - z)^{-1} \quad \text{for} \quad z \notin σ \left( H^{(n)}_{ω,Λ} \right).$$
(1.17)

We will often omit the dependency on $n$ from the notation, where it is clear, and just write $H_{ω,Λ}$ for $H^{(n)}_{ω,Λ}$ and $R_{ω,Λ}(z)$ for $R^{(n)}_{ω,Λ}(z)$.

The bootstrap multiscale analysis uses three types of good boxes, defined for a fixed $ω$ (omitted from the notation).

**Definition 1.4.** Let $Λ = Λ^{(n)}_{L}(x)$ be an $n$-particle box and let $E \in \mathbb{R}$. Let $θ > 0$, $ζ \in (0, 1)$, and $m > 0$. Then:

(i) The $n$-particle box $Λ$ is $(θ, E)$-suitable if, and only if, $E \notin σ \left( H_{ω,Λ} \right)$ and

$$∥χ_a R_{Λ}(E)χ_b∥ \leq L^{-θ} \quad \text{for all} \quad a, b \in Λ \quad \text{with} \quad ∥a - b∥ \geq \frac{1}{100}. \quad \text{(1.19)}$$

Otherwise, $Λ$ is called $(θ, E)$-nonsuitable.

(ii) The $n$-particle box $Λ$ is $(ζ, E)$-subexponentially suitable (SES) if, and only if, $E \notin σ \left( H_{ω,Λ} \right)$ and

$$∥χ_a R_{Λ}(E)χ_b∥ \leq e^{-L^{ζ}} \quad \text{for all} \quad a, b \in Λ \quad \text{with} \quad ∥a - b∥ \geq \frac{1}{100}. \quad \text{(1.20)}$$

Otherwise, $Λ$ is called $(ζ, E)$-nonsubexponentially suitable (nonSES).

(iii) The $n$-particle box $Λ$ is $(m, E)$-regular if, and only if, $E \notin σ \left( H_{ω,Λ} \right)$ and

$$∥χ_a R_{Λ}(E)χ_b∥ \leq e^{-m∥a - b∥} \quad \text{for all} \quad a, b \in Λ \quad \text{with} \quad ∥a - b∥ \geq \frac{1}{100}. \quad \text{(1.21)}$$

Otherwise, $Λ$ is called $(m, E)$-nonregular.

**Remark 1.5.** The different types of good boxes are related:
Multi-particle continuous Anderson Hamiltonians

(i) \( \Lambda_{L}^{(n)}(x) (m,E)\)-regular \( \implies \Lambda_{L}^{(n)}(x) \left( \frac{\rho L}{100 \log E} , E \right)\)-suitable.

(ii) \( \Lambda_{L}^{(n)}(x) (\theta,E)\)-suitable \( \implies \Lambda_{L}^{(n)}(x) \left( \frac{\theta L}{100 \log E} , E \right)\)-regular.

(iii) \( \Lambda_{L}^{(n)}(x) \left( L^{\zeta^{-1}}, E \right)\)-regular \( \implies \Lambda_{L}^{(n)}(x) \left( \zeta - \frac{\log 100}{\log E} , E \right)\)-SES.

(iv) \( \Lambda_{L}^{(n)}(x) \left( \zeta,E \right)\)-SES \( \implies \Lambda_{L}^{(n)}(x) \left( L^{\zeta^{-1}}, E \right)\)-regular.

Our main technical result extends the bootstrap multiscale analysis of Germinet and Klein [GK1] (see also [K11]) to the multi-particle Anderson Hamiltonian.

**Theorem 1.6** (Bootstrap multiscale analysis). There exist \( p_0(n) = p_0(d,n) > 0 \), \( n = 1,2,\ldots, \) such that, for every \( N \in \mathbb{N}, \) given \( \theta > 8Nd \) and an energy \( E^{(N)} > 0, \) there exists \( \mathcal{L} = \mathcal{L}(d, \|\rho\|_{\infty}, N, \theta, E^{(N)}), \) such that if for some \( L_0 \geq \mathcal{L} \) and all \( n = 1,2,\ldots, N \) we have

\[
\sup_{x \in \mathbb{R}^{nd}} \mathbb{P} \left\{ \Lambda_{L_0}^{(n)}(x) \text{ is } (\theta, E)\text{-nsuitable} \right\} \leq p_0(n) \text{ for all } E \leq E^{(n)} := 2^{N-n} E^{(N)},
\]

then, given \( 0 < \zeta < 1, \) we can find a length scale \( L_\zeta = L_\zeta(d, \|\rho\|_{\infty}, N, \theta, E^{(N)}, L_0) > 0, \) \( \delta_\zeta = \delta_\zeta(d, \|\rho\|_{\infty}, N, \theta, E^{(N)}, L_0) > 0, \) and \( m_\zeta = m_\zeta(\delta_\zeta, L_\zeta) > 0, \) so that the following holds for \( n = 1,2,\ldots, N: \)

(i) For every \( E \leq E^{(n)}, L \geq L_\zeta, \) and \( a \in \mathbb{R}^{nd}, \) we have

\[
\mathbb{P} \left\{ \Lambda_{L_0}^{(n)}(a) \text{ is } (m_\zeta, E)\text{-nonregular} \right\} \leq e^{-L_\zeta}.
\]

(ii) Given \( E_1 < E^{(n)}, \) set \( I(E_1) = [E_1 - \delta_\zeta, E_1 + \delta_\zeta] \cap (-\infty, E^{(n)}]. \) Then, for every \( E_1 < E^{(n)}, L \geq L_\zeta, \) and \( a,b \in \mathbb{R}^{nd} \) with \( d_H(a, b) \geq L, \) we have

\[
\mathbb{P} \left\{ \exists E \in I(E_1) \text{ so } \Lambda_{L_0}^{(n)}(a) \text{ and } \Lambda_{L_0}^{(n)}(b) \text{ are } (m_\zeta, E)\text{-nonregular} \right\} \leq e^{-L_\zeta}.
\]

Theorem 4.1 shows that the hypotheses of Theorem 1.6 are always satisfied at some nontrivial interval at the the bottom of the spectrum.

**Corollary 1.7** (Localization). Given \( N \in \mathbb{N}, \) an energy \( E^{(N)} > 0, \) and an open interval \( I \subseteq (-\infty, E^{(N)}), \) suppose that the conclusions of Theorem 1.6 hold for all energies \( E \in I. \) Then the conclusions of Theorem 1.2 hold on the interval \( I (i.e., \) with \( I \) substituted for the interval \( [0, E_N] \) in Theorem 1.2).

Theorem 1.2 follows immediately from Theorem 1.6, Theorem 4.1, and Corollary 1.7.
2 Wegner estimates

2.1 Fully and partially separated rectangles

Let \( \Lambda = \Lambda^{(n)}(a) = \prod_{i=1}^{n} \Lambda_{a_i} \) be an \( n \)-particle rectangle. Given \( \mathcal{J} \subseteq \{1, \ldots, n\} \), we set

\[
\Lambda(a_{\mathcal{J}}) = \prod_{i \in \mathcal{J}} \Lambda_{a_i}, \quad \text{where} \quad a_{\mathcal{J}} = (a_i, \ i \in \mathcal{J}), \ a = (a_{\mathcal{J}}, a_{\mathcal{J}^c});
\]

\[
\Pi_{\mathcal{J}} \Lambda^{(n)}(a) = \bigcup_{i \in \mathcal{J}} \Lambda_{a_i}, \quad \Pi_i \Lambda^{(n)}(a) = \Pi_{\{i\}} \Lambda^{(n)}(a) = \Lambda_{a_i};
\]

\[
\Pi \Lambda^{(n)}(a) = \Pi_{\{1, \ldots, n\}} \Lambda^{(n)}(a).
\]

Definition 2.1. Let \( \Lambda^{(n)}(x) = \prod_{i=1}^{n} \Lambda_{L_i}(x_i) \) and \( \Lambda^{(n)}(y) = \prod_{i=1}^{n} \Lambda_{I_i}(y_i) \) be a pair of \( n \)-particle rectangles.

(i) \( \Lambda^{(n)}(x) \) and \( \Lambda^{(n)}(y) \) are partially separated if, and only if,

\[
\text{either} \quad \Lambda_{L_i}(x_i) \cap \Pi \Lambda^{(n)}(y) = \emptyset \quad \text{for some} \quad i \in \{1, \ldots, n\}, \tag{2.1}
\]

\[
\text{or} \quad \Lambda_{I_j}(y_j) \cap \Pi \Lambda^{(n)}(x) = \emptyset \quad \text{for some} \quad j \in \{1, \ldots, n\}.
\]

(ii) \( \Lambda^{(n)}(x) \) and \( \Lambda^{(n)}(y) \) are fully separated if, and only if,

\[
\Pi \Lambda^{(n)}(x) \cap \Pi \Lambda^{(n)}(y) = \emptyset. \tag{2.2}
\]

Note that, in view of our definition of the finite volume random potentials (see (1.15) and (1.16)), events based on fully separated rectangles are independent. Moreover, if the \( n \)-particle rectangles \( \Lambda^{(n)}(x) \) and \( \Lambda^{(n)}(y) \) are partially separated, with, say, \( \Lambda_{L_i}(x_i) \cap \Pi \Lambda^{(n)}(y) = \emptyset \), then events based on \( \Lambda^{(n)}(y) \) are independent of the random variables \( \{\omega_k; \ k \in \Lambda_{L_i}(x_i)\} \).

2.2 The Wegner estimates

Given a one-particle box \( \Lambda_{L}(x) \), we will use \( \mathbb{E}_{\Lambda_{L}(x)} \) and \( \mathbb{P}_{\Lambda_{L}(x)} \) to denote the expectation and probability with respect to the probability distribution of the random variables \( \{\omega_k; \ k \in \Lambda_{L}(x)\} \).

Theorem 2.2. Let \( n \in \mathbb{N} \) and \( E_+ > 0 \). There exist constants

\[
\gamma_{n,E_+} = \gamma_{n,E_+}(d, M_+, \delta, \|\tilde{U}\|_{\infty}) > 0 \quad \text{and} \quad C_{n,E_+} = C(d, M_+, \delta, \|\tilde{U}\|_{\infty}, n, E_+),
\]

such that, for all \( n \)-particle rectangles \( \Lambda = \Lambda^{(n)}(a) = \prod_{i=1}^{n} \Lambda_{a_i} \) with \( a = (a_1, \ldots, a_n) \in \mathbb{R}^{nd} \) and \( 114\sqrt{nd} \leq L_i \leq L \) for \( i = 1, \ldots, n \), and all intervals \( I \subseteq [0, E_+] \) with \( |I| \leq 2\gamma_{n,E_+} \), we have

\[
\mathbb{E}_{\Lambda_{L_i}(a_i)} \left\{ \text{tr} \chi_I \left( H_{n,\lambda}^{(n)} \right) \right\} \leq C_{n,E_+} \|\rho\|_{\infty} |I| L^{nd} \quad \text{for} \quad i = 1, 2, \ldots, n. \tag{2.3}
\]
In particular, for any \( E \leq E_+ \), \( 0 < \varepsilon \leq \gamma_{n,E_+} \), and \( i = 1, 2, \ldots, n \), we have

\[
P_{\Lambda_i(a_i)} \left\{ \left\| P_{\omega,A}^{(n)}(E) \right\| \geq \frac{1}{\varepsilon} \right\} = P_{\Lambda_i(a_i)} \left\{ d \left( \sigma(H^{(n)}_{\omega,A}), E \right) \leq \varepsilon \right\} \leq 2C_{n,E_+} \| \rho \|_{\infty} \varepsilon L^n. \tag{2.4}
\]

We prove Theorem 2.2 by modifying the proof of [HK, Theorem 1]. The main difference between Theorem 2.2 and [HK, Theorem 1] is that the expectation in (2.3) is taken only with respect to the random variables indexed by the one-particle box \( \Lambda_\eta \). This is needed for proving Corollary 2.3 for a pair of partially separated \( n \)-particle rectangles. Note also that Theorem 2.2 is proved for arbitrary \( n \)-particle rectangles, not just \( n \)-particle boxes \( \Lambda^{(n)}_\eta(a) \) with \( a \in \mathbb{Z}^n \) and \( L_i \leq L \) as in [HK, Theorem 1]—a consequence of their use of the results of [K12]. We extend the results of [K12] to arbitrary \( n \)-particle rectangles in Appendix B.

**Proof.** Let \( \Lambda = \prod_{i=1}^n \Lambda_i \), where \( \Lambda_i = \Lambda_{L_i}(a_i) \), be an \( n \)-particle rectangle with \( a \in \mathbb{R}^n \) and \( 114 \sqrt{n}d \leq L_i \leq L \) for \( i = 1, \ldots, n \). Then for \( x \in \Lambda \) we have

\[
V_{\omega,A}^{(n)}(x) = \sum_{i=1}^n V_{\omega,\Lambda_i}^{(1)}(x_i) = \sum_{i=1}^n \sum_{k \in \Lambda_i} \omega_k u(x_i - k) \tag{2.5}
\]

\[
= \sum_{k \in \mathbb{Z}^d} \omega_k \left( \sum_{i; k \in \Lambda_i} u(x_i - k) \right) = \sum_{k \in \mathbb{Z}^d} \omega_k \theta_k^{(A)}(x),
\]

where

\[
\theta_k^{(A)}(x) = \sum_{\{i; k \in \Lambda_i\}} u(x_i - k) \geq u_\pi \sum_{\{i; k \in \Lambda_i\}} \chi_{A^{(1)}_{\eta}(k)}(x_i), \tag{2.6}
\]

where we used (1.3). It follows that for \( q = 1, 2, \ldots, n \) we have

\[
H_{\omega,A}^{(n)} = -\Delta_A^{(n)} + U_A + \sum_{k \in \mathbb{Z}^d} \omega_k \theta_k^{(A)} = -\Delta_A^{(n)} + U_A + \sum_{k \in \mathbb{Z}^d \setminus \Lambda_\eta} \omega_k \theta_k^{(A)} + \sum_{k \in \Lambda_\eta} \omega_k \theta_k^{(A)}. \tag{2.7}
\]

We now define (with \( \eta = \min \left\{ \frac{\delta}{2}, \frac{1}{2} \right\} \)).

\[
B_{\eta}^{(n)}(k) = \{ x \in \mathbb{R}^n; \| x - k \|_2 < \eta \}
\]

\[
W^{(A)}(x) = \sum_{k \in \Lambda \cap \mathbb{Z}^n} \chi_{B_{\eta}^{(n)}(k)}(x) \quad \text{for} \quad x \in \Lambda. \tag{2.8}
\]

Fix \( q \in \{1, \ldots, n\} \), and given \( x \in \mathbb{R}^n \), write \( x = (x_q, x^-_q) \), where \( x^-_q \in \mathbb{R}^{(n-1)d} \). Then

\[
\chi_{B_{\eta}^{(n)}(k)}(x) \leq \chi_{B_{\eta}^{(1)}(k_q)}(x_q) \chi_{B_{\eta}^{(n-1)}(k^-_q)}(x^-_q) \quad \text{for} \quad k \in \mathbb{Z}^n, \ x \in \mathbb{R}^d. \tag{2.9}
\]
Multi-particle continuous Anderson Hamiltonians

We write \( \Lambda = \Lambda_q \times \Lambda^\perp_q \), where \( \Lambda^\perp_q = \prod_{i \in \{1, \ldots, n\} \setminus \{q\}} \Lambda_i \). It follows that for all \( x \in \Lambda \) we have

\[
W^{(\Lambda)}(x) = \sum_{k \in \Lambda \cap \mathbb{Z}^d} \chi_{B^1_q(k_q)}(x_q) \chi_{B^1_{q-1}(k^\perp_q)}(x^\perp_q) \leq \sum_{k_q \in \Lambda_q} \chi_{B^1_q(k_q)}(x_q) \left\{ \sum_{k^\perp_q \in \Lambda^\perp_q \cap \mathbb{Z}^d} \chi_{B^1_{q-1}(k^\perp_q)}(x^\perp_q) \right\} \]

\[
\leq \sum_{k_q \in \Lambda_q} \chi_{B^1_q(k_q)}(x_q) \left( \sum_{i \in \Lambda_q} \chi_i(1)(k_i) \right) \leq u^{-1} \sum_{k_q \in \Lambda_q} \theta_k^{(\Lambda)}(x),
\]

Fix \( E_+ > 0 \). It follows from Theorem B.1 that for any interval \( I \subseteq [0, E_+] \) with \( |I| \leq 2\gamma_{n,E_+} \), we have

\[
\chi_I(H_{\omega}^{(n)}) \leq \gamma_{n,E_+}^{-2} \chi_I(H_{\omega}^{(n)}) W^{(\Lambda)}(\Lambda) \chi_I(H_{\omega}^{(n)}) \leq u^{-1} \gamma_{n,E_+}^{-2} \chi_I(H_{\omega}^{(n)}) \left( \sum_{k \in \Lambda_q} \theta_k^{(\Lambda)} \right) \chi_I(H_{\omega}^{(n)}),
\]

for all \( \omega \in [0, M_+]^{\mathbb{Z}^d} \), where \( \gamma_{n,E_+} \) is obtained from (B.7):

\[
\gamma_{n,E_+} = \frac{1}{2} \eta^M_{n,d} (1 + K^2) \quad \text{with} \quad K = n(n - 1) \| \tilde{U} \|_\infty + 2M_+ \delta_{\infty} + E_+. \quad (2.12)
\]

The Wegner estimate (2.3) can now be proved following the strategy of [KI2, Lemma 3.1], using (2.7) and (2.11). This is what is done in [HK, Proof of Theorem 1], the difference being that the proof in [HK] uses a version of (2.11) where in the right hand side \( \left( \sum_{k_q \in \Lambda_q} \theta_k^{(\Lambda)} \right) \) is replaced by \( \left( \sum_{q=1}^d \sum_{k_q \in \Lambda_q} \theta_k^{(\Lambda)} \right) \), and averages over all random variables instead of only over the random variables \( \{ \omega_i \}_{i \in \Lambda_q} \). The same argument as in [HK] applies, using (2.11) and averaging only over the random variables \( \{ \omega_i \}_{i \in \Lambda_q} \), yielding (2.3).

**Corollary 2.3.** Let \( n \in \mathbb{N} \) and \( E_+ > 0 \), and let \( \gamma_{n,E_+} \) be as in Theorem 2.2. Let \( \Lambda_1 = \prod_{i=1, \ldots, n} \Lambda_L(a_i) \) and \( \Lambda_2 = \prod_{i=1, \ldots, n} \Lambda_{L'}(b_i) \), with \( a, b \in \mathbb{R}^{nd} \) and \( 114\sqrt{nd} \leq L_i, L_i' \leq L \) for \( i = 1, \ldots, n \), be a pair of partially separated n-particle rectangles. Set

\[
\tilde{\sigma}(H_{\Lambda_1}) = \sigma(H_{\Lambda_1}) \cap (-\infty, E_+], \quad \tilde{\sigma}(H_{\Lambda_2}) = \sigma(H_{\Lambda_2}) \cap (-\infty, E_+].
\]

Then there exists a constant \( \tilde{C}_{n,E_+} = \tilde{C}(d, M_+, u_-, \delta_\perp, \| \tilde{U} \|_\infty, n, E_+) \), such that for all \( 0 < \varepsilon \leq \gamma_{n,E_+} \) we have

\[
P \left\{ \text{dist} \left( \tilde{\sigma}(H_{\Lambda_1}), \tilde{\sigma}(H_{\Lambda_2}) \right) \leq \varepsilon \right\} \leq \tilde{C}_{n,E_+} \| \rho \|_\infty \varepsilon L^2 n d. \quad (2.14)
\]
Corollary 2.3 follows from Theorem 2.2 in the same way [KIN, Corollary 2.4] is derived from [KIN, Theorem 2.3]. Note that Corollary 2.3 is (up to minor details) the same as [HK, Theorem 9], although the proofs use somewhat different versions of the Wegner estimate.

3 Toolkit for the multiscale analysis

3.1 Deterministic estimates

The following lemmas are deterministic, i.e., they hold for a fixed \( \omega \) (omitted from the notation).

Given \( n \)-particle boxes \( \Lambda \subseteq \tilde{\Lambda} \) we set

\[
\partial \tilde{\Lambda} := \partial \Lambda \setminus \partial \tilde{\Lambda},
\]

\[
\Lambda^{\delta} := \left\{ x \in \Lambda : \text{dist}(x, \partial \tilde{\Lambda}) \geq \delta \right\} \quad \text{for } \delta > 0,
\]

\[
\Upsilon = \Upsilon^{\Lambda} := \left\{ x \in \Lambda : \text{dist}(x, \partial \tilde{\Lambda}) = \frac{1 + \delta}{2} =: \delta_+ \right\},
\]

\[
\tilde{\Upsilon} = \tilde{\Upsilon}^{\Lambda} := \bigcup_{x \in \Upsilon} \left( A_\frac{1}{2}(x) \cap \Lambda \right).
\]

Lemma 3.1. Let \( \Lambda \subseteq \tilde{\Lambda} \) be two \( n \)-particles boxes of length \( \ell \) and \( L \), respectively, with \( \ell < L \), and \( z \notin \sigma(H_\Lambda) \cup \sigma(H_{\tilde{\Lambda}}) \). Then there exists a constant \( C = C_{n,d} \), such that for \( x \in \Lambda \) with \( \Lambda^{3 + \delta_+}(x) \cap \tilde{\Lambda} \subseteq \Lambda \), and \( y \in \tilde{\Lambda} \setminus \Lambda \), we can find \( a \in \Upsilon^{\Lambda} \) such that

\[
\| \chi_y R_{\Lambda}(z) \chi_x \| \leq C_{n,d} \ell^{nd-1} \sqrt{5 + \max\{0, \Re(z)\}} \| \chi_y R_{\Lambda}(z) \chi_a \| \| \chi_a R_{\Lambda}(z) \chi_x \|. \tag{3.2}
\]

In particular, if \( \Re(z) \leq E^{(n)} \), for some fixed energy \( E^{(n)} \), we get

\[
\| \chi_y R_{\Lambda}(z) \chi_x \| \leq C_{n,d} \ell^{nd} \| \chi_y R_{\Lambda}(z) \chi_a \| \| \chi_a R_{\Lambda}(z) \chi_x \| , \tag{3.3}
\]

provided \( \ell \) is sufficiently large (depending on \( E^{(n)} \)).

Lemma 3.1 is just [GK6, Lemma 2.4(i)] with minor modifications.

Lemma 3.2. Given an \( n \)-particle box, \( \Lambda \) of side \( \ell \), for every \( E \geq 0 \) we have

\[
\# \left\{ \lambda \in \sigma \left( H_\Lambda^{(n)} \right) \cap (-\infty, E] \right\} = \text{tr} \left\{ \chi_{(-\infty, E]} \left( H_\Lambda^{(n)} \right) \right\} \leq C_{n,d} \ell^{nd} E^\frac{nd}{2}. \tag{3.4}
\]

Lemma 3.2 follows from [KIK, Lemma 3.3] (see also [GK4, Eq. (A.7)]).

We also use the following Combes-Thomas estimate from [GK2, Eq. (19) in Theorem 1].

Lemma 3.3. Let \( \Lambda \) be an \( n \)-particle box. Then for all \( E < \inf \sigma(H_\Lambda) \) we have

\[
\| \chi_x R_\Lambda(E) \chi_y \| \leq C_{n,d} \left( \inf \sigma(H_\Lambda) - E \right)^{-1} e^{-\frac{1}{4} \sqrt{\inf \sigma(H_\Lambda) - E} \| x - y \| - nd}. \tag{3.5}
\]
for all $x, y \in \mathbb{R}^{nd}$. In particular, if we take $\|x - y\| \geq \frac{1}{100}$ with $L$ sufficiently large, we have

$$
\| \chi_x R_A(E) \chi_y \| \leq \frac{4}{3} (\inf \sigma (H_A) - E)^{-1} e^{-\frac{\| \chi_x \|}{3 \sqrt{\inf \sigma (H_A) - E} \| x - y \|}} \leq \frac{4}{3} (\inf \sigma (H_A) - E)^{-1} e^{-\frac{\| x - y \|}{3 \sqrt{\inf \sigma (H_A) - E} L}}.
$$

### 3.2 Suitable cover

Following [GK6, Definition 3.12] we introduce suitable covers of $n$-particle boxes.

**Definition 3.4.** Given scales $\ell < L$, a suitable $\ell$-covering of a box $\Lambda_N^{(N)}(x)$ is a collection of boxes $\Lambda_\ell$ of the form

$$
\mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)} = \{ \Lambda_\ell(r) \}_{r \in \mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)}},
$$

where

$$
\mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)} := \{ x + \alpha \ell \mathbb{Z}^{nd} \} \cap \Lambda_N^{(N)}(x) \text{ with } \alpha \in \left[ \frac{3}{5}, \frac{4}{5} \right] \cap \left\{ \frac{L - \ell}{2\ell^n}; n \in \mathbb{N} \right\}.
$$

Suitable covers are useful because of [GK6, Lemma 3.13], stated below.

**Lemma 3.5.** Let $\ell \leq \frac{L}{9}$. Then every box $\Lambda_N^{(N)}(x)$ has a suitable $\ell$-covering, and for any suitable $\ell$-covering $\mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)}$ of $\Lambda_N^{(N)}(x)$ we have

$$
\Lambda_N^{(N)}(x) = \bigcup_{r \in \mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)}} \Lambda_\ell(r),
$$

for each $y \in \Lambda_N^{(N)}(x)$ there is $r \in \mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)}$ with $\Lambda_\ell(y) \cap \Lambda_N^{(N)}(x) \subset \Lambda_\ell(r),

\begin{align*}
\Lambda_\ell(r) \cap \Lambda_\ell(r') &= \emptyset \quad \text{for all } r, r' \in x + \alpha \ell \mathbb{Z}^d, \ r \neq r',
\end{align*}

\begin{align*}
\left( \frac{L}{\ell} \right)^{Nd} \leq \# \mathcal{G}_{\Lambda_N^{(N)}(x)}^{(\ell)} &= \left( \frac{L - \ell}{\alpha \ell} + 1 \right)^{Nd} \leq \left( \frac{L}{\ell} \right)^{Nd}.
\end{align*}

Moreover, given $y \in x + \alpha \ell \mathbb{Z}^{nd}$ and $k \in \mathbb{N}$, it follows that

$$
\Lambda_{(2k\alpha+1)\ell}(y) = \bigcup_{r \in \{ x + \alpha \ell \mathbb{Z}^{nd} \} \cap \Lambda_{(2k\alpha+1)\ell}(y)} \Lambda_\ell(r),
$$

and $\{ \Lambda_\ell(r) \}_{r \in \{ x + \alpha \ell \mathbb{Z}^{nd} \} \cap \Lambda_{(2k\alpha+1)\ell}(y)}$ is a suitable $\ell$-covering of the box $\Lambda_{(2k\alpha+1)\ell}(y)$. In particular,

$$
\text{for each } y \in \mathbb{Z}^{nd} \text{ there is } r \in x + \alpha \ell \mathbb{Z}^{nd} \text{ with } \Lambda_\ell(y) \subset \Lambda_\ell(r). \tag{3.14}
$$
Remark 3.6. In performing the N-particle multiscale analysis, we will utilize Lemma 3.5 in the following way: we first choose some appropriate $k_1$ such that $2k_1\alpha + 1 > 3N$. Given $J \in \mathbb{N}$, let $a_1, \ldots, a_t \in \Lambda^N_L(x)$ where $t \leq JN^N$, there exists $y_1, \ldots, y_t \in x + \alpha\mathbb{Z}^N$ such that $\Lambda_{3N\ell}(a_1) \cap \Lambda^N_L(x) \subseteq \Lambda_{(2k_1+1)\ell}(y_1) \subseteq \Lambda^N_L(x), \ldots, \Lambda_{3N\ell}(a_t) \cap \Lambda^N_L(x) \subseteq \Lambda_{(2k_1+1)\ell}(y_t) \subseteq \Lambda^N_L(x)$.

If the set $\Lambda_{(2k_1+1)\ell}(y^{(1)}) \cup \ldots \cup \Lambda_{(2k_1+1)\ell}(y^{(m)}) \subseteq \Lambda^N_L(x)$ is connected, where $y^{(1)}, \ldots, y^{(m)} \in x + \alpha\mathbb{Z}^N$, then we will take $k_m$ to be the smallest integer such that $\Lambda_{(2k_m+1)\ell}(y^{(1)}) \cup \ldots \cup \Lambda_{(2k_m+1)\ell}(y^{(m)}) \subseteq \Lambda_{(2k_m+1)\ell}(y^{\ell}) \subseteq \Lambda^N_L(x)$, for some $r \in x + \alpha\mathbb{Z}^N$. Moreover, for each $y \in \mathbb{Z}^N$, we set $\Lambda^y_L = \Lambda_L(r)$ where $\Lambda_L(r)$ comes from (3.14).

3.3 Partially and fully interactive boxes

Following Chulaevsky and Suhov [ChS2, ChS3], we divide n-particle boxes into two types: partially interactive and fully interactive.

Definition 3.7. An n-particle box $\Lambda^{(n)}_L(a)$ is said to be partially interactive (PI) if and only if there exists $\emptyset \neq J \subseteq \{1, \ldots, n\}$ such that $\Lambda^{(n)}_L(a) \subseteq E_J$, where $E_J = \{x \in \mathbb{R}^n \mid \min_{i \in J, j \notin J} \|x_i - x_j\| > r_0\}$.

If $\Lambda^{(n)}_L(a)$ is not partially interactive, it is said to be fully interactive (FI).

If the n-particle box $\Lambda^{(n)}_L(a)$ is partially interactive, by writing $\Lambda^{(n)}_L(a) = \Lambda^{(n)}_L(a_J) \times \Lambda^{(n)}_L(a_{\bar{J}})$ we are implicitly stating that $\Lambda^{(n)}_L(a) \subseteq E_J$ for $\emptyset \neq J \subseteq \{1, \ldots, n\}$. We set $\sigma_J = \sigma(H_{\Lambda^{(n)}_L(a_J)})$ and $\sigma_{\bar{J}} = \sigma(H_{\Lambda^{(n)}_L(a_{\bar{J}})})$. Given $\lambda \in \sigma_J$, we write $P^\lambda_J = \chi(\lambda) \left(H_{\Lambda^{(n)}_L(a_J)}\right)$.

Lemma 3.8. Let $\Phi^{(n)}_L(u) = \Phi^{(n)}_L(u_{\bar{J}}) \times \Phi^{(n)}_L(u_{J})$ be a PI n-particle box. Then:

(i) $\Pi_J \Phi^{(n)}_L(u) \cap \Pi_{\bar{J}} \Phi^{(n)}_L(u) = \emptyset$, so events based on $\Phi^{(n)}_L(u_{\bar{J}})$ and $\Phi^{(n)}_L(u_{J})$ are independent.

(ii) $H_{\Phi^{(n)}_L(u)} = H_{\Phi^{(n)}_L(u_{\bar{J}})} \otimes I_{\Phi^{(n)}_L(u_{J})} + I_{\Phi^{(n)}_L(u_{\bar{J}})} \otimes H_{\Phi^{(n)}_L(u_{J})}$.

(iii) $\sigma(H_{\Phi^{(n)}_L(u)}) = \sigma(H_{\Phi^{(n)}_L(u_{\bar{J}})}) + \sigma(H_{\Phi^{(n)}_L(u_{J})})$.

(iv) If $z \notin \sigma(H_{\Phi^{(n)}_L(u)})$, we have

$$R_{\Phi^{(n)}_L(u)}(z) = \sum_{\lambda \in \sigma_J} \sum_{\mu \in \sigma_{\bar{J}}} \frac{1}{\lambda + \mu - z} P^\lambda_J \otimes P^\mu_{\bar{J}} \quad (3.15)$$

$$= \sum_{\lambda \in \sigma_J} P^\lambda_J \otimes R_{\Phi^{(n)}_L(u_{J})}(z - \lambda) = \sum_{\mu \in \sigma_{\bar{J}}} R_{\Phi^{(n)}_L(u_{\bar{J}})}(z - \mu) \otimes P^\mu_{\bar{J}},$$
Lemma 3.9. Let $\Lambda^{(n)}(u) = \Lambda^{(s)}(u, \mathcal{J}) \times \Lambda^{(e)}(u, \mathcal{J})$ be a PI $n$-particle box and $E \leq E^{(n)}$. If $\ell$ is sufficiently large, the following holds:

(i) Given $\theta > 2n + 2$, suppose $\Lambda^{(s)}(u, \mathcal{J})$ is $(\theta, E - \mu)$-suitable for every $\mu \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$ and $\Lambda^{(e)}(u, \mathcal{J})$ is $(\theta, E - \lambda)$-suitable for every $\lambda \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$. Then $\Lambda^{(n)}(u)$ is $(\frac{\mu}{2}, E)$-suitable.

(ii) Given $0 < m \leq \frac{1}{6}\sqrt{E^{(n)}}$, suppose $\Lambda^{(s)}(u, \mathcal{J})$ is $(m, E - \mu)$-regular for every $\mu \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$ and $\Lambda^{(e)}(u, \mathcal{J})$ is $(m, E - \lambda)$-regular for every $\lambda \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$. Then $\Lambda^{(n)}(u)$ is $(m - \frac{100(n+1)\log(2)}{\ell}, E)$-regular.

(iii) Given $0 < \zeta' < \zeta < 1$, suppose $\Lambda^{(s)}(u, \mathcal{J})$ is $(\zeta, E - \mu)$-SES for every $\mu \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$ and $\Lambda^{(e)}(u, \mathcal{J})$ is $(\zeta, E - \lambda)$-SES for every $\lambda \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$. Then $\Lambda^{(n)}(u)$ is $(\zeta', E)$-SES.

Proof. We prove (ii), the proofs of (i) and (iii) are similar. Given $x, y \in \Lambda^{(n)}(u)$ with $\|x - y\| \geq \frac{\ell}{100}$, then either we have $\|x_{\mathcal{J}} - y_{\mathcal{J}}\| \geq \frac{\ell}{100}$ or $\|x_{\mathcal{J}} - y_{\mathcal{J}}\| \geq \frac{\ell}{100}$. Without loss of generality, we suppose that $\|x_{\mathcal{J}} - y_{\mathcal{J}}\| \geq \frac{\ell}{100}$. Then, using (3.16), Lemma 3.2, and that $\Lambda_{\mathcal{J}} = \Lambda^{(s)}(u, \mathcal{J})$ is $(m, E - \mu)$-regular for every $\mu \in \sigma_{\mathcal{J}} \cap (-\infty, 2E^{(n)})$, setting $\sigma_{\mathcal{J}}(E) = \sigma_{\mathcal{J}} \cap (-\infty, E)$, we get

$$\|\chi_{x}R_{\mathcal{A}}(E)\chi_{y}\| \leq \sum_{\mu \in \sigma_{\mathcal{J}}} \|\chi_{x_{\mathcal{J}}}R_{\mathcal{A}_{\mathcal{J}}}(E - \mu)\chi_{y_{\mathcal{J}}}\|$$

$$= \sum_{\mu \in \sigma_{\mathcal{J}} \cap (2E^{(n)})} \|\chi_{x_{\mathcal{J}}}R_{\mathcal{A}_{\mathcal{J}}(E - \mu)\chi_{y_{\mathcal{J}}}\| + \sum_{\mu \in \sigma_{\mathcal{J}} \cap (2E^{(n)})} \|\chi_{x_{\mathcal{J}}}R_{\mathcal{A}_{\mathcal{J}}(E - \mu)\chi_{y_{\mathcal{J}}}\|$$

$$\leq C_{nd}(2E^{(n)})^{\frac{m}{\ell}} \ell^{\frac{m}{\ell}} e^{-m}\|x_{\mathcal{J}} - y_{\mathcal{J}}\| + \sum_{\mu \in \sigma_{\mathcal{J}} \cap (2E^{(n)})} \|\chi_{x_{\mathcal{J}}}R_{\mathcal{A}_{\mathcal{J}}(E - \mu)\chi_{y_{\mathcal{J}}}\|$$

$$\leq \ell^{\frac{m+1}{\ell}} e^{-m}\|x_{\mathcal{J}} - y_{\mathcal{J}}\| + \sum_{k=2}^{\infty} \sum_{\mu \in \sigma_{\mathcal{J}} \cap (kE^{(n)})} \|\chi_{x_{\mathcal{J}}}R_{\mathcal{A}_{\mathcal{J}}(E - \mu)\chi_{y_{\mathcal{J}}}\|.$$
Applying (3.6) for \( \mu \in \sigma J^n \) with \( k \, E(n) < \mu \leq (k + 1) \, E(n) \) we get
\[
\left\| x_{x_J} R_{\Lambda_J} (E - \mu) \chi_{y_J} \right\| 
\leq \frac{4}{\sqrt{\pi}} \left( \inf \sigma_J - (E - \mu) \right)^{-1} e^{-\frac{4}{\sqrt{\pi}} \sqrt{(k \, E(n) - E)\| \| x_J - y_J \|} \right)
\leq 4 \left( k \, E(n) - E \right)^{-1} e^{-\frac{4}{\sqrt{\pi}} \sqrt{(k \, E(n) - E)\| \| x_J - y_J \|} \right)
\leq 4 \left( (k - 1) \, E(n) \right)^{-1} e^{-\frac{4}{\sqrt{\pi}} \sqrt{(k - 1) \, E(n)\| \| x_J - y_J \|} \right) \quad (3.18)
\]
Using Lemma 3.2 and (3.18), we have \( (k \geq 2, \| x_J - y_J \| \geq \frac{4}{100} ) \)
\[
\sum_{\mu \in \sigma J^n \, k \, E(n) < \mu \leq (k + 1) \, E(n)} \left\| x_{x_J} R_{\Lambda_J} (E - \mu) \chi_{y_J} \right\|
\leq C_n d^{\, \text{nd}} \left( (k + 1) \, E(n) \right)^{\frac{n d - 1}{2}} e^{-\frac{4}{\sqrt{\pi}} \sqrt{(k - 1) \, E(n)\| \| x_J - y_J \|} \right)
\leq e^{-\frac{4}{\sqrt{\pi}} \sqrt{(k - 1) \, E(n)\| \| x_J - y_J \|} \right),
\]
for sufficiently large \( \ell \), so
\[
\sum_{k=2}^{\infty} \sum_{\mu \in \sigma J^n \, k \, E(n) < \mu \leq (k + 1) \, E(n)} \left\| x_{x_J} R_{\Lambda_J} (E - \mu) \chi_{y_J} \right\|
\leq \sum_{k=2}^{\infty} e^{-\frac{4}{\sqrt{\pi}} \sqrt{(k - 1) \, E(n)\| \| x_J - y_J \|} \right} \leq 2 e^{-\frac{4}{\sqrt{\pi}} \sqrt{E(n)\| \| x_J - y_J \|} \right},
\]
for \( \ell \) large. Using (3.17) and \( m \leq \frac{4}{\sqrt{\pi}} \sqrt{E(n) \right), we get
\[
\| x R_{\Lambda} (E) \chi_y \| \leq \ell^{\, \text{nd} + 1} e^{-m \| \| x_J - y_J \|} + 2 e^{-\frac{4}{\sqrt{\pi}} \sqrt{E(n)\| \| x_J - y_J \|} \right}
\leq 2 \ell^{\, \text{nd} + 1} e^{-m \| \| x_J - y_J \|} \leq e^{- \left( \frac{100 \, \text{nd} + 1 \log (2\ell)}{\ell} \right) \| \| x - y \|} \right).
\]

**Definition 3.10.** Let \( \Lambda_{L}^{(n)}(a) \) and \( \Lambda_{L}^{(n)}(b) \) be a pair of \( n \)-particle boxes. We say \( \Lambda_{L}^{(n)}(a) \) and \( \Lambda_{L}^{(n)}(b) \) are \( L \)-distant if and only if
\[
\max \{ \text{dist} \,( a, \mathcal{S}_a^n ), \text{dist} \,( a, \mathcal{S}_b^n ) \} \geq 3nL. \quad (3.22)
\]

The following lemma gives a sufficient condition for a pair of FI \( n \)-particle boxes to be fully separated, and hence for events based on these boxes to be independent. We omit the proof.

**Lemma 3.11.** Let \( \Lambda_{L}^{(n)}(a) \) and \( \Lambda_{L}^{(n)}(b) \) be a pair of FI \( n \)-particle boxes, where \( L \) is sufficiently large. Then \( \Lambda_{L}^{(n)}(a) \) and \( \Lambda_{L}^{(n)}(b) \) are fully separated if
\[
\max_{x \in \mathcal{S}_a, y \in \mathcal{S}_b} \| \| x - y \| \geq 3nL. \quad (3.23)
\]
In particular, a pair of \( L \)-distant FI \( n \)-particle boxes are fully separated.
3.4 Resonant rectangles

**Definition 3.12.** Let $\Lambda = \prod_{i=1,\ldots,n} \Lambda_{L_i}(a_i)$ with $L = \min_{i=1,\ldots,n} \{L_i\} > 0$ be an $n$-particle rectangle, $E \in \mathbb{R}$, $s > 0$, and $\beta \in (0, 1)$.

(i) $\Lambda$ is called $(E, s)$-suitably resonant provided $\text{dist} \left( \sigma \left( H^{(n)}_\Lambda \right), E \right) < L^{-s}$. Otherwise, $\Lambda$ is said to be $(E, s)$-suitably nonresonant.

(ii) $\Lambda$ is called $(E, \beta)$-resonant provided $\text{dist} \left( \sigma \left( H^{(n)}_\Lambda \right), E \right) < \frac{1}{2} e^{-L^\beta}$. Otherwise, $\Lambda$ is said to be $(E, \beta)$-nonresonant.

4 The initial step for the bootstrap multiscale analysis

We now show that the hypotheses of Theorem 1.6 are verified for energies at the bottom of the spectrum. Recall $\Sigma^{(n)} = [0, \infty)$.

**Theorem 4.1.** Let $\theta > 0$ and $0 < p_0 < 1$, and fix $\varepsilon > 0$. Then for all $n \in \mathbb{N}$ there exists $L_n = L_n(d, u, \delta, \mu, \theta, p_0, \varepsilon)$, such that for all $L \geq L_n$ and $x \in \mathbb{R}^d$ we have

$$\mathbb{P} \left\{ \Lambda^{(n)}_L(x) \text{ is } (\theta, E)\text{-suitable} \right\} \geq 1 - p_0 \quad \text{for all } E \leq E^{(n)}_L,$$

where

$$E^{(n)}_L = \frac{n}{2} (d \log (L + \delta + 2) - \log p_0 + \log n) - \frac{\varepsilon}{4}.$$  \hspace{1cm} (4.1)

**Proof.** We start with a well known result for the one-particle case. Fix $\theta > 0$, $p_0 > 0$, and $n \in \mathbb{N}$, $\varepsilon > 0$, and set $p_n = \frac{p_0}{n}$. As shown in [GK6, Proof of Proposition 4.3], there exists an energy $E_1 = E_1(d, u, \delta, \mu, \varepsilon) > 0$ such that for energies $E \leq E_1$, $x \in \mathbb{R}^d$, and scales $L \in 2\mathbb{N}$, we have

$$\mathbb{P} \left\{ \sigma \left( H^{(1)}_{\omega, \Lambda_L(x)} \right) \cap (-\infty, E] \neq \emptyset \right\} \leq e^{-E + \frac{\varepsilon}{4} L^d},$$

and hence

$$\mathbb{P} \left\{ H^{(1)}_{\omega, \Lambda_L(x)} \geq \min \left\{ (d \log L - \log p_n)^{-\frac{\varepsilon}{4}}, E_1 \right\} \right\} \geq 1 - p_n. \hspace{1cm} (4.3)$$

Proceeding as in [GK6, Proof of Proposition 4.3], for each $x \in \mathbb{R}^d$ and scales $L \geq 1$, we consider the event

$$\Omega_{L,x} = \left\{ H^{(1)}_{\omega, \Lambda_L(x)} \geq 2E'_L \right\}, \quad \text{where} \quad E'_L = \frac{1}{2} (d \log (L + \delta + 2) - \log p_n)^{-\frac{\varepsilon}{4}},$$

and conclude that for scales $L \geq L'_n = L'_n(d, u, \delta, \mu, p_0, \varepsilon)$ we have

$$\mathbb{P} \left\{ \Omega_{L,x} \right\} \geq 1 - p_n \quad \text{for all } x \in \mathbb{R}^d. \hspace{1cm} (4.5)$$
Now let \( x \in \mathbb{R}^{nd} \), and consider the \( n \)-particle box \( \Lambda^{(n)}_L(x) \). Given \( L \geq 1 \), we set

\[
\Omega_{L,x} = \bigcap_{i=1}^{n} \Omega_{L,i}, \quad \text{so} \quad \mathbb{P} \{ \Omega_{L,x} \} \geq 1 - np_n = 1 - p_0 \quad \text{for} \quad L \geq L'_n. \tag{4.7}
\]

In view of (1.18) we have

\[
\inf \sigma \left( H_{0,\Lambda^{(n)}_L(x)} \right) \geq 2nE'_L = 2E^{(n)}_L \quad \text{for all} \quad \omega \in \Omega_{L,x}, \tag{4.8}
\]

which implies, using \( U \geq 0 \), that

\[
\inf \sigma \left( H_{\Lambda^{(n)}_L(x)} \right) \geq 2E^{(n)}_L \quad \text{for all} \quad \omega \in \Omega_{L,x}. \tag{4.9}
\]

We now fix \( \omega \in \Omega_{L,x} \) and let \( E \leq E^{(n)}_L \) and \( a, b \in \Lambda = \Lambda^{(n)}_L(x) \) with \( \|a - b\| \geq \frac{1}{100} \). It follows from (4.9) and Lemma 3.3 that \( E \notin \sigma \left( H_{\Lambda^{(n)}_L(x)} \right) \) and (provided \( L \) is sufficiently large)

\[
\|\chi_a R_{\Lambda}(E)\chi_b\| \leq \frac{4}{3} \left( E^{(n)}_L \right)^{-1} e^{-\frac{2}{\lambda_0} \sqrt{E^{(n)}_L}}. \tag{4.10}
\]

Thus, given \( \theta > 0 \), there exists \( \mathcal{L}_n = \mathcal{L}_n(d, u_-, \delta_\pm, \mu, \theta, p_0, \varepsilon) \), such that for all \( L \geq \mathcal{L}_n \) and \( x \in \mathbb{R}^{nd} \) we have (4.1).

**Remark 4.2.** The hypotheses of Theorem 1.6 can be verified in a fixed interval at the bottom of the spectrum at high disorder. To see that, consider \( H_{\omega,\lambda}^{(n)} = -\Delta^{(n)} + \lambda V^{(n)}_\omega + U \), where \( V^{(n)}_\omega \) and \( U \) are as in Definition 1.1 and \( \lambda > 0 \) is the disorder parameter. \( H_{\omega,\lambda}^{(n)} \) can be rewritten as \( n \)-particle Anderson Hamiltonian in the form of Definition 1.1 by replacing the probability distribution \( \mu \) by the probability distribution \( \mu_\lambda \), where \( \mu_\lambda \) is the probability distribution of the random variable \( \lambda \omega_0 \), that is, \( \mu_\lambda(B) = \mu(\lambda^{-1}B) \) for all Borels sets \( B \subset \mathbb{R} \). In particular, \( \mu_\lambda \) has density \( \rho_\lambda(\omega_0) = \lambda^{-1} \rho(\lambda^{-1} \omega_0) \).

For simplicity we assume the covering condition

\[
U^- \chi_{\Lambda} \leq \sum_{k \in \mathbb{Z}^d \cap \Lambda} u(x - k) \tag{4.11}
\]

for all one-particle boxes \( \Lambda \), where \( U^- > 0 \). (The condition (4.11) can be guaranteed by requiring \( \delta_- \geq 2 \). If we restrict ourselves to boxes \( \Lambda(x) \) with \( x \in \mathbb{Z}^d \) and \( L \) an odd natural number it suffices to require \( \delta_- \geq 1 \).) In this case it is well known how to proceed in the one-particle case (see [CoH, GK3]): Given \( E_1 > 0 \), it follows from (4.11) that

\[
\mathbb{P} \left\{ H_{\omega,\lambda}(x) \geq 2E_1 \right\} \geq 1 - L^d \mu_\lambda \left\{ [0,2E_1 U^-_\lambda] \right\} \geq 1 - 2E_1 U^-_\lambda \lambda^{-1} \|\rho\|_{\infty} L^d. \tag{4.12}
\]
Proceeding as in the proof of Theorem 4.1, we obtain
\[
\mathbb{P}\left\{ H^{(n)}_{\omega;\lambda, A_L^{(n)}(x)} \geq 2nE_1 \right\} \geq 1 - 2nE_1U_1^{-1}\lambda^{-1}\|\rho\|_\infty L^d. \quad (4.13)
\]
Given \(0 < p(n) < 1\) and \(E > 0\), we set
\[
\lambda(E, L, p(n)) = \frac{2E\|\rho\|_\infty L^d}{p(n)U^-}, \quad (4.14)
\]
obtaining for all \(E > 0\)
\[
\mathbb{P}\left\{ H^{(n)}_{\omega;\lambda, A_L^{(n)}(x)} \geq 2E \right\} \geq 1 - p(n) \quad \text{for all} \quad \lambda \geq \lambda(E, L, p(n)). \quad (4.15)
\]

To use Lemma 3.3 as in (4.10), we require
\[
\frac{1}{4}E^{-1}e^{-\frac{1}{\sqrt{E}}} \leq L^{-\theta}, \quad \text{i.e.,} \quad L \geq L(E, \theta). \quad (4.16)
\]
We conclude that, given \(0 < p(n)\), \(E_0 > 0\), and \(\theta > 0\), for all \(L \geq L(E_0, \theta)\) and 
\(\lambda \geq \lambda(E_0, L, p(n))\), we have
\[
\mathbb{P}\left\{ A_L^{(n)}(x) \text{ is } (\theta, E)\text{-suitable for } H^{(n)}_{\omega;\lambda} \right\} \geq 1 - p(n) \quad \text{for all} \quad E \leq E_0. \quad (4.17)
\]

If we do not assume the covering condition (4.11), we can still prove a large disorder result using \([GK6, \text{Proposition 4.5}]\) for the one-particle case.

5 The multi-particle bootstrap multiscale analysis

Theorem 1.6 is proven by induction on \(N\), the number of particles. For \(N = 1\) the theorem was proved by Germinet and Klein \([GK1]\). Given \(N \geq 2\), we assume the induction hypothesis: Theorem 1.6 holds for \(n = 1, 2, \ldots, N - 1\) particles, and prove the theorem for \(N\) particles. As in \([GK1]\), the proof will be done by a bootstrapping argument, making successive use of four multiscale analyses.

**Induction hypothesis.** Let \(N \in \mathbb{N}\), \(N \geq 2\), and \(E^{(N)} > 0\). For every \(\tau \in (0, 1)\) there is a length scale \(L_\tau\), \(\delta_\tau > 0\), and \(0 < m_*^{(n)} \leq \frac{1}{\theta}\sqrt{E^{(N)}}\), such that for \(n = 1, 2, \ldots, N - 1\) the following holds for all \(E \leq E^{(n)} := 2^{N-n}E^{(N)}\):

(i) For all \(L \geq L_\tau\) and \(a \in \mathbb{R}^{nd}\) we have
\[
\mathbb{P}\left\{ A_L^{(n)}(a) \text{ is } (m_*^{(n)}, E)\text{-nonregular} \right\} \leq e^{-L^\tau}. \quad (5.1)
\]

(ii) Fix \(E < E^{(n)}\) and let \(I(E) = [E - \delta_\tau, E + \delta_\tau] \cap (-\infty, E^{(n)}]\). For all \(L \geq L_\tau\) and all pairs of \(n\)-particle boxes \(A_L^{(n)}(a)\) and \(A_L^{(n)}(b)\) with \(d_H (a, b) \geq L\), we get
\[
\mathbb{P}\left\{ \exists E' \in I(E) \text{ so both } A_L^{(n)}(a) \text{ and } A_L^{(n)}(b) \text{ are } (m_*^{(n)}, E')\text{-nonregular} \right\} \leq e^{-L^\tau}. \quad (5.2)
\]
Lemma 3.9 (ii) will play an important role in the proof of Theorem 1.6. To satisfy its hypotheses, the induction hypothesis specifies \( m_\tau^* \leq \frac{1}{N} \sqrt{E(N)} \) for every \( \tau \in (0, 1) \), without loss of generality, and sets \( E(n) := 2^{N-n}E(N) \).

In this section we fix \( N \in \mathbb{N} \), \( N \geq 2 \), and an energy \( E(N) > 0 \), and assume that the induction hypothesis holds for this \( N \) and \( E(N) \).

For partially interactive \( N \)-particle boxes we immediately get probability estimates from the induction hypothesis.

**Lemma 5.1.** Let \( \Lambda^N_\tau (u) = \Lambda_\tau (u_\tau) \times \Lambda_\tau (u_{\tau^c}) \) be a PI \( N \)-particle box and \( \tau \in (0, 1) \). Then for \( \ell \) large and all \( E \leq E(N) \) we have

\[
\mathbb{P}\left\{ \Lambda^N_\tau (u) \text{ is } (m_\tau^* (\ell), E) \text{-nonregular} \right\} \leq \ell^{Nd+1}e^{-\ell^r} \quad \text{with}
\]

\[
m_\tau^* (\ell) = m_\tau^* - \frac{100(nd+1)\log(2\ell)}{\ell},
\]

\[
(5.3)
\]

\[
\mathbb{P}\left\{ \Lambda^N_\tau (u) \text{ is } (\theta, E) \text{-nonsuitable} \right\} \leq \ell^{Nd+1}e^{-\ell^r} \quad \text{for } \theta < \frac{\ell}{\log \ell} m_\tau^*,
\]

\[
\mathbb{P}\left\{ \Lambda^N_\tau (u) \text{ is } (\tau, E) \text{-nonSES} \right\} \leq \ell^{Nd+1}e^{-\ell^r}.
\]

**Proof.** Let \( E \leq E(N) \). It follows from Lemma 3.9 (ii) and the induction hypothesis, using also Lemma 3.2, that for large \( \ell \),

\[
\mathbb{P}\left\{ \Lambda^N_\tau (u) \text{ is } (m_\tau^* (\ell), E) \text{-nonregular} \right\} \leq \sum_{\mu \in \sigma_{\tau, \ell} \cap (-\infty, 2E(N)]} \mathbb{P}\left\{ \Lambda_\tau (u_\tau) \text{ is } (m_\tau^*, E - \mu) \text{-nonregular} \right\}
\]

\[
+ \sum_{\lambda \in \sigma_{\tau, \ell} \cap (-\infty, 2E(N)]} \mathbb{P}\left\{ \Lambda_\tau (u_{\tau^c}) \text{ is } (m_\tau^*, E - \lambda) \text{-nonregular} \right\}
\]

\[
\leq C_{N,d} \left( E(N) \right)^{\frac{Nd}{2}} \ell^{Nd}e^{-\ell^r} \leq \ell^{Nd+1}e^{-\ell^r}.
\]

The other estimates now follow from Remark 1.5. \( \square \)

In what follows, we fix \( \zeta, \tau, \beta, \zeta_0, \zeta_1, \zeta_2, \gamma \) such that

\[
0 < \zeta < \tau < 1, \quad \zeta \gamma^2 < \zeta_2,
\]

\[
(5.5)
\]

We set \( m^* = m_\tau^* \), where \( m_\tau^* \leq \frac{1}{N} \sqrt{E(N)} \) is given in the induction hypothesis.

We will use the Wegner estimates of Theorem 2.2 and Corollary 2.3 for \( n = 1, 2, \ldots, N \) particles, which apply to an interval \( I \subseteq [0, E_+] \) with \( |I| \leq 2\gamma_{n,E_+} \). In the multiscale analysis we will need \( E_+ = E^{(n)} := 2^{N-n}E(N) \) for the \( n \)-particles Wegner estimates. For convenience, we take \( E_+ = E^{(1)} = 2^{N-1}E(N) \geq E(n) \) for \( n = 1, 2, \ldots, N \). Note that the constants in these Wegner estimates (including \( \gamma_{n,E_+} \)) are increasing in \( n \) and on \( E_+ \), so we will always take the constants for \( n = N \) and \( E_+ = E^{(1)} \) (e.g., \( \gamma_{N,E_+} \)). To ensure that the condition \( |I| \leq 2\gamma_{N,E_+} \) is
always satisfied, we will always take sufficiently large scales \( L \), i.e., \( L \geq L(\gamma_{N,E}) \), such that \( L^{-s} \leq \gamma_{N,E} \), and \( e^{-L^\gamma} \leq \gamma_{N,E} \). Moreover, in the following lemmas the conclusions are always assumed to hold for \( L \) sufficiently large.

The proof of the induction step proceeds as in \([GK1, K1]\), with four multi-scale analyses, as in \([KIN]\), using the toolkit for the multiscale analysis in the continuum given in Section 3. We state all the steps, but refer to \([KIN]\) for the proofs when they are similar.

### 5.1 The first multiscale analysis

**Proposition 5.2.** Let \( \theta > 8Nd \) and \( E \leq E(N) \). Take \( 0 < p < p + Nd < s < s + 2Nd - 2 < \theta \), \( Y \geq 4000N^{N+1} \), and \( p_0 = p_0(N) < \frac{1}{5}(2Y)^{-Nd} \). Then there exists a length scale \( Z^*_0 \) such that if for some \( L_0 \geq Z^*_0 \) we have

\[
\sup_{x \in \mathbb{R}^Nd} \mathbb{P}\left\{ \Lambda_{L_0}^{(N)}(x) \text{ is } (\theta, E)\text{-nonsuitable} \right\} \leq p_0, \tag{5.6}
\]

then, setting \( L_{k+1} = YL_k \), for \( k = 0, 1, 2, \ldots \), there exists \( K_0 \in \mathbb{N} \) such that for every \( k \geq K_0 \) we have

\[
\sup_{x \in \mathbb{R}^Nd} \mathbb{P}\left\{ \Lambda_{L_k}^{(N)}(x) \text{ is } (\theta, E)\text{-nonsuitable} \right\} \leq L_k^{-p}. \tag{5.7}
\]

The proof of the proposition uses the following deterministic lemma.

**Lemma 5.3.** Let \( \theta > 8Nd \) and \( E \leq E(N) \). Take \( Nd < s < s + 2Nd < \theta \). Let \( J \in \mathbb{N} \), \( Y \geq 4000JN^{N+1} \), \( L = Y\ell \), and \( x \in \mathbb{R}^Nd \). Suppose we have the following:

(i) \( \Lambda_{L}^{(N)}(x) \) is \( \mathcal{E}\)-suitably nonresonant.

(ii) There are at most \( J \) pairwise \( \ell\)-distant, \( (E, \theta)\)-nonsuitable boxes in the \( \ell\)-suitable cover.

(iii) Every box \( \Lambda_{L}^{(N)}(u) \subseteq \Lambda_{L}^{(N)}(x) \) with \( t \in \{(2k_j+1)\ell; j = 1, \ldots, JN^N\} \) and \( u \in x + \alpha t 
\mathbb{Z}^Nd \), where \( k_j \) is given in Remark 3.6, is \( \mathcal{E}\)-suitably nonresonant.

Then the \( N\)-particle box \( \Lambda_{L}^{(N)}(x) \) is \( (E, \theta)\)-suitable for \( L \) sufficiently large.

Lemma 5.3 has the same proof as \([KIN, Lemma 3.3]\). Prop 5.2 is proved using Lemma 5.3 as \([KIN, Proposition 3.2]\) is proved using \([KIN, Lemma 3.3]\).

### 5.2 The second multiscale analysis

**Proposition 5.4.** Let \( E \leq E(N) \), \( p > 0 \), \( \theta > 0 \), \( 1 < \gamma < 1 + \frac{p}{p + 2Nd} \). Then there exists a length scale \( Z^*_1 \) such that if for some \( L_0 \geq Z^*_1 \) we can verify

\[
\sup_{x \in \mathbb{R}^Nd} \mathbb{P}\left\{ \Lambda_{L_0}^{(N)}(x) \text{ is } (m_0, E)\text{-nonregular} \right\} \leq L_0^{-p}, \tag{5.8}
\]

where \( \theta \log \frac{L_0}{m_0} \leq m_0 < m^* \), then, setting \( L_{k+1} = L_k^\gamma \), for \( k = 1, 2, \ldots \), we get

\[
\sup_{x \in \mathbb{R}^Nd} \mathbb{P}\left\{ \Lambda_{L_k}^{(N)}(x) \text{ is } \left(\frac{m_0}{m^*}, E\right)\text{-nonregular} \right\} \leq L_k^{-p} \text{ for all } k = 0, 1, 2, \ldots \tag{5.9}
\]
To prove the proposition we use the following deterministic lemma.

**Lemma 5.5.** Let $E \leq E^{(N)}$, $L = \ell \gamma$, $J \in \mathbb{N}$, $m_0 > 0$, and

$$m_\ell \in \left[ \frac{1}{\ell}, m_0 \right], \quad \text{where} \quad 0 < \kappa < \min \{ \gamma - 1, \gamma(1 - \beta), 1 \}. \quad (5.10)$$

Suppose that we have the following:

(i) $\Lambda^{(N)}_L(x)$ is $E$-nonresonant.

(ii) There are at most $J$ pairwise $\ell$-distant, $(E, m_\ell)$-nonregular boxes in the suitable cover.

(iii) Every box $\Lambda^{(N)}_t(u) \subseteq \Lambda^{(N)}_L(x)$ with $t \in \{ (2k_j \alpha + 1) \ell; j = 1, \cdots, jN \}$ and $u \in x + \alpha \ell \mathbb{Z}^N$, where $k_j$ is given in Remark 3.6, is $E$-nonresonant.

Then $\Lambda^{(N)}_L(x)$ is $(E, m_L)$-regular for $L$ large, where

$$m_\ell \geq m_L \geq m_\ell - \frac{1}{2\tau} \geq \frac{1}{2\tau}. \quad (5.11)$$

Lemma 5.5 and Proposition 5.4 are proved in the same way as [KlN, Lemma 3.5 and Proposition 3.4].

### 5.3 The third multiscale analysis

**Proposition 5.6.** Let $E \leq E^{(N)}$, $0 < \zeta_1 < \zeta_0 < 1$ as in (5.5), and assume $Y \geq (3800N^{N+1})^{-1} \zeta_0$. Then there exists $Z_2^* > L_\gamma$ such that, if for some scale $L_0 > Z_2^*$ we have

$$\sup_{x \in \mathbb{R}^N} \mathbb{P}\left\{ \Lambda^{(N)}_{L_0}(x) \text{ is } (\zeta_0, E)\text{-nonSES} \right\} \leq \left( 2Y \right)^{N_d} \frac{1}{Y^{\zeta_0-1}}, \quad (5.12)$$

then, setting $L_{k+1} = Y L_k$, $k = 0, 1, 2, \ldots$, there exists $K_1 \in \mathbb{N}$ such that for every $k \geq K_1$ we have

$$\sup_{x \in \mathbb{R}^N} \mathbb{P}\left\{ \Lambda_{L_k}(x) \text{ is } (\zeta_0, E)\text{-nonSES} \right\} \leq e^{-L_k^{\zeta_1}}. \quad (5.13)$$

As a consequence, for every $k \geq K_1$, we have

$$\sup_{x \in \mathbb{R}^N} \mathbb{P}\left\{ \Lambda_{L_k}(x) \text{ is } (L_k^{\zeta_0-1}, E)\text{-nonregular} \right\} \leq e^{-L_k^{\zeta_1}}. \quad (5.14)$$

The proof of proposition uses the following deterministic lemma.

**Lemma 5.7.** Let $E \leq E^{(N)}$, $L = Y \ell$, where $Y \geq (3800N^{N+1})^{-1} \zeta_0$, and set $J = [Y^{\zeta_0}]$, the largest integer $\leq Y^{\zeta_0}$. Suppose the following are true:

(i) $\Lambda^{(N)}_L(x)$ is $E$-nonresonant.
(ii) There are at most $J$ pairwise $\ell$-distant, $(E, \zeta_0)$-nonSES boxes in the suitable cover.

(iii) Every box $\Lambda^{(N)}_t(u) \subseteq \Lambda^{(N)}_{L}(x)$ with $t \in \{(2k_j^\alpha + 1) \ell; j = 1, \cdots, JN^N\}$ and $u \in x + \alpha \ell \mathbb{Z}^{Nd}$, where $k_j$ is given in Remark 3.6, is $E$-nonresonant.

Then $\Lambda^{(N)}_L(x)$ is $(E, \zeta_0)$-SES, provided $\ell$ is sufficiently large.

Lemma 5.7 and Proposition 5.6 are proved in the same way as [KIN, Lemma 3.7 and Proposition 3.6].

5.4 The fourth multiscale analysis

We fix $\zeta, \tau, \beta, \zeta_1, \zeta_2, \gamma$ as in (5.5).

5.4.1 The single energy multiscale analysis

Proposition 5.8. There exists a length scale $Z^*_3$ such that, given an energy $E \leq E^{(N)}$, if for some $L_0 \geq Z^*_3$ we can verify

$$\sup_{a \in \mathbb{R}^{Nd}} P\{\Lambda^{(N)}_{L_0}(a) \text{ is not } (m_0, E) \text{-nonregular} \} \leq e^{-L_0^{\zeta_1}},$$

(5.15)

where $L_0^{\zeta_0-1} \leq m_0 < m^*$, then for sufficiently large $L$ we have

$$\sup_{a \in \mathbb{R}^{Nd}} P\{\Lambda^{(N)}_L(a) \text{ is not } (m_0, E) \text{-nonregular} \} \leq e^{-L^{\zeta_2}}.$$  

(5.16)

Proposition 5.8 is proved first for a sequence of length scale $L_k$ similarly to Proposition 5.4; to obtain the sub-exponential decay of probabilities we choose $J$, the number of bad boxes, dependent on the scale $L$ as in the proof of Proposition 5.19 below. To obtain Proposition 5.8 as stated, that is, for all sufficiently large scales, we prove a slightly more general result.

Definition 5.9. Let $E \in \mathbb{R}$. An $N$-particle box, $\Lambda^{(N)}_L(x)$, is said to be $(E, m_L)$-good if and only if it is $(E, m)$-regular and $E$-nonresonant.

Lemma 5.10. Let $\Lambda^{(N)}_L(x)$ be an $N$-particle box, $\gamma > 1$, $\ell = L^\gamma$ with $\gamma \leq \gamma' \leq \gamma^2$, and $m > 0$. Let $E \leq E^{(N)}$, and suppose every box in the suitable cover is $(E, m)$-good. Then $\Lambda^{(N)}_L(x)$ is $(E, \frac{m}{\gamma^2})$-good for large $L$.

This lemma is just [GK6, Lemma 3.16].

Lemma 5.11. Let $E_1 \leq E^{(N)}$, $\zeta_2 \in (\zeta, \tau)$, and $\gamma \in (1, \frac{1}{\zeta_2})$ with $\zeta \gamma^2 < \zeta_2$. Assume there exists a mass $m_{\zeta_2} > 0$ and a length scale $L_0 = L_0(\zeta_2)$, such that, taking $L_{k+1} = L_k^\gamma$ for $k = 0, 1, \ldots$, we have

$$\sup_{a \in \mathbb{R}^{Nd}} P\{\Lambda^{(N)}_{L_k}(a) \text{ is not } (m_{\zeta_2}, E_1) \text{-good} \} \leq e^{-L_k^{\zeta_2}} \text{ for } k = 0, 1, \ldots.$$  

(5.17)
Then there exists $L \zeta$ such that for every $L \geq L \zeta$ we have

$$\sup_{a \in \mathbb{R}^N_d} P\left\{ \Lambda_L^{(N)}(a) \text{ is not } (m_\zeta, E_1)\text{-good} \right\} \leq e^{-L \zeta}. \quad (5.18)$$

The proof of Lemma 5.11 is straightforward (see [KIN, Lemma 3.11]).

### 5.4.2 The energy interval multiscale analysis

**Lemma 5.12.** Let $\Lambda_L^{(N)}(x)$ be an $N$-particle box and $m > 0$. Let $E_0 \leq E^{(N)}$, and suppose that

(i) $\Lambda_L^{(N)}(x)$ is $(m, E_0)$-regular,

(ii) $\text{dist}\left(\sigma\left(H_{\Lambda_L^{(N)}(x)}\right), E_0\right) \geq e^{-L \beta}$, i.e., $\left\| R_{\Lambda_L^{(N)}(x)}(E_0) \right\| \leq e^{L \beta}$.

Then $\Lambda_L^{(N)}(x)$ is $\left(m - \frac{100 \log 2}{L}, E\right)$-good for every $E \in I = (E_0 - \eta, E_0 + \eta)$, where $\eta = \frac{1}{2} e^{-m L - 2 L \beta}$.

Lemma 5.12 is proved as [KIN, Lemma 3.12].

Proposition 5.6, combined with Theorem 2.2 and Lemma 5.12, yields the following proposition.

**Proposition 5.13.** Let $0 < \zeta_2 < \zeta_1 < \zeta_0 < 1$, and assume the conclusions of Proposition 5.6. There exists scales $L_k, k = 1, 2, \ldots$, such that $\lim_{k \to \infty} L_k = \infty$, with the following property: Let $m_k = \left(L_k^\zeta_0 - 1 - \frac{100 \log 2}{L_k}\right)$ and $\eta_k = \frac{1}{2} e^{-m L_k - 2 L_k \beta}$.

Then for all $E_0 \leq E^{(N)}$ we have

$$\sup_{x \in \mathbb{R}^N_d} P\{ \exists E \in (E_0 - \eta_k, E_0 + \eta_k) \text{ such that } \Lambda_{L_k}(x) \text{ is } (m_k, E)\text{-nonregular} \} \leq e^{-L_k^{\zeta_1}}, \quad (5.20)$$

and

$$\sup_{x \in \mathbb{R}^N_d} P\{ \exists E \in (E_0 - \eta_k, E_0 + \eta_k) \text{ such that } \Lambda_{L_k}(x) \text{ is not } (m_k, E)\text{-good} \} \leq e^{-L_k^{\zeta_2}}. \quad (5.21)$$

We now take $L = L'$.

**Definition 5.14.** Let $\Lambda_L^{(N)}(x) = \Lambda_L(x_{\mathbb{J}}) \times \Lambda_L(x_{\mathbb{J}^c})$ be a PI $N$-particle box with the usual $\ell$ suitable cover, and consider an energy $E \in \mathbb{R}$. Then:

(i) $\Lambda_L^{(N)}(x)$ is not $E$-regular (for left regular) if and only if there are two boxes in the suitable cover of $\Lambda_L(x_{\mathbb{J}})$ that are $\ell$-distant and $(m^*, E - \mu)$-nonregular for some $\mu \in \sigma\left(H_{\Lambda_L(x_{\mathbb{J}^c})}\right) \cap (-\infty, 2 E^{(N)}].$
(ii) $\mathbf{A}_L^{(N)}(x)$ is not $E$-regular (for right regular) if and only if there are two boxes in the suitable cover of $\mathbf{A}_L(x_{\gamma'})$ that are $\ell$-distant and $(m^*, E-\lambda)$-nonregular for some $\lambda \in \sigma \left( H_{\mathbf{A}_L(x_{\gamma'})} \right) \cap (-\infty, 2E^{(N)})$.

(iii) $\mathbf{A}_L^{(N)}(x)$ is $E$-preregular if and only if $\mathbf{A}_L^{(N)}(x)$ is $E$-regular and $E$-Rregular.

**Lemma 5.15.** Let $0 \leq E^{(N)}$ such that $I = [E_0 - \delta, E_0 + \delta] \subseteq (-\infty, 2E^{(N)})$, and consider a PI $N$-particle box $\mathbf{A}_L^{(N)}(x) = \mathbf{A}_L(x_{\gamma'}) \times \mathbf{A}_L(x_{\gamma'})$. Then

(i) $\mathbb{P}\left\{ \mathbf{A}_L^{(N)}(x) \text{ is not } E\text{-Lregular for some } E \in I \right\} \leq L^{3N_{d-\ell}} e^{-\ell}$,

(ii) $\{ \mathbf{A}_L^{(N)}(x) \text{ is not } E\text{-Lregular for some } E \in I \} \leq L^{3N_{d-\ell}} e^{-\ell}$.

We conclude that for $L$ sufficiently large we have

$$\mathbb{P}\left\{ \mathbf{A}_L^{(N)}(x) \text{ is not } E\text{-preregular for some } E \in I \right\} \leq 2L^{3N_{d-\ell}} e^{-\ell}. \quad (5.22)$$

Lemma 5.15 has the same proof as [KIN, Lemma 3.15].

**Definition 5.16.** Let $\mathbf{A}_L^{(N)}(x) = \mathbf{A}_L(x_{\gamma'}) \times \mathbf{A}_L(x_{\gamma'})$ be a PI $N$-particle box, and consider an energy $E \leq E^{(N)}$. Then:

(i) $\mathbf{A}_L^{(N)}(x)$ is $E$-left nonresonant (or LNR) if and only if for every box $\mathbf{A}_{(2k+1)d}(a)$ with $\mathbf{A}_{(2k+1)d}(a) \subseteq \mathbf{A}_L(x_{\gamma'})$, $a \in x_{\gamma'}+\alpha \ell_{\gamma'}$ and $\ell \in \left\{ 1, 2, \ldots, |\gamma'| \right\}$, is $(E-\mu)$-nonresonant for every $\mu \in \sigma \left( H_{\mathbf{A}_{(2k+1)d}(a)} \right) \cap (-\infty, 2E^{(N)})$. Otherwise we say $\mathbf{A}_L^{(N)}(x)$ is $E$-left resonant (or LR).

(ii) $\mathbf{A}_L^{(N)}(x)$ is $E$-right nonresonant (or RNR) if and only if for every box $\mathbf{A}_{(2k+1)d}(a) \subseteq \mathbf{A}_L(x_{\gamma'})$ with $a \in x_{\gamma'}+\alpha \ell_{\gamma'}$ and $\ell \in \left\{ 1, 2, \ldots, |\gamma'| \right\}$, is $(E-\lambda)$-nonresonant for every $\lambda \in \sigma \left( H_{\mathbf{A}_{(2k+1)d}(a)} \right) \cap (-\infty, 2E^{(N)})$. Otherwise we say $\mathbf{A}_L^{(N)}(x)$ is $E$-right resonant (or RR).

(iii) We say $\mathbf{A}_L^{(N)}(x)$ is $E$-highly nonresonant (or HNR) if and only if $\mathbf{A}_L^{(N)}(x)$ is $E$-nonresonant, $E$-LNR, and $E$-RNR.

**Lemma 5.17.** Let $E \leq E^{(N)}$ and $\mathbf{A}_L^{(N)}(x) = \mathbf{A}_L(x_{\gamma'}) \times \mathbf{A}_L(x_{\gamma'})$ be a PI $N$-particle box. Assume that the following are true:

(i) $\mathbf{A}_L^{(N)}(x)$ is $E$-HNR.

(ii) $\mathbf{A}_L^{(N)}(x)$ is $E$-preregular.

Then $\mathbf{A}_L^{(N)}(x)$ is $(m(L), E)$-regular for sufficiently large $L$, where

$$m(L) = m^* - \frac{1}{2L^2} - \frac{100(ad+1)\log(2L)}{L} \quad (5.23)$$
Proof. Applying Lemma 3.9(ii), it is sufficient to prove that there exists \( m < \frac{1}{\beta} \sqrt{E(E)} \) such that \( \mathbf{A}_L(x, J) \) is \( m, E - \mu \)-regular for every \( \mu \in \sigma_\ell \cap (-\infty, 2E(N)] \) and \( \mathbf{A}_L(x, J_\ell) \) is \( (m, E - \lambda) \)-regular for every \( \lambda \in \sigma_\ell \cap (-\infty, 2E(N)] \). Then we can conclude that \( \mathbf{A}_L(N)(x) \) is \( m - \frac{100(nd+1)\log(2L)}{L}, E \)-regular.

Let \( \mu \in \sigma_\ell \cap (-\infty, 2E(N)] \). Since \( \mathbf{A}_L(N)(x) \) is \( E \)-preregular; thus it is \( E \)-Lregular, which implies there cannot be two boxes in the suitable cover of \( \mathbf{A}_L(x, J) \) that are \( \ell \)-distant and \( (m^*, E - \mu) \)-nonregular. Moreover, \( \mathbf{A}_L(N)(x) \) is \( E \)-HNR; thus it is \( E \)-LNR, which implies every box \( \mathbf{A}_{(2k+1)_1}(x) \) with \( \mathbf{A}_{(2k+1)_1}(a) \subseteq \mathbf{A}_L(x, J), a \in x, \alpha \ell |J|d \) and \( j \in \{1, 2, \ldots, |J| \} \), is \( (E - \mu) \)-nonresonant. By Lemma 5.5, we have \( \mathbf{A}_L(x, J) \) is \( (m - \frac{1}{2\beta}, E - \mu) \)-regular. A similar argument will apply for \( \lambda \in \sigma_\ell \cap (-\infty, 2E(N)] \). We conclude that \( \mathbf{A}_L(N)(x) \) is \( (m + \frac{1}{2\beta} - \frac{100(nd+1)\log(2L)}{L}, E \)-regular. \( \square \)

Lemma 5.18. Let \( E \leq E(N) \), and \( \mathbf{A}_L(N)(x) = \mathbf{A}_L(x, J) \times \mathbf{A}_L(x, J_\ell) \) be a PI N-particle box.

(i) If \( \mathbf{A}_L(N)(x) \) is \( E \)-right resonant, then there exists an N-particle rectangle

\[
\Lambda = \mathbf{A}_L(x, J) \times \mathbf{A}_{(2k+1)_1}(a),
\]

where \( j \in \{1, 2, \ldots, |J| \} \), \( a \in x, \alpha \ell |J|d \), and \( \mathbf{A}_{(2k+1)_1}(a) \subseteq \mathbf{A}_L(x, J_\ell) \), such that

\[
\text{dist} (\sigma (\Lambda), E) < \frac{1}{2} e^{-(2k+1)_1})^d \leq \frac{1}{2} e^{-\ell^d}.
\]

(ii) If \( \mathbf{A}_L(N)(x) \) is \( E \)-left resonant, then there exists an N-particle rectangle

\[
\Lambda = \mathbf{A}_{(2k+1)_1}(a) \times \mathbf{A}_L(x, J_\ell),
\]

where \( j \in \{1, 2, \ldots, |J| \} \), \( a \in x, \alpha \ell |J|d \), and \( \mathbf{A}_{(2k+1)_1}(a) \subseteq \mathbf{A}_L(x, J_\ell) \), such that

\[
\text{dist} (\sigma (\Lambda), E) < \frac{1}{2} e^{-(2k+1)_1})^d \leq \frac{1}{2} e^{-\ell^d}.
\]

Proof. Let \( E \leq E(N) \) and \( \mathbf{A}_L(N)(x) = \mathbf{A}_L(x, J) \times \mathbf{A}_L(x, J_\ell) \) be a PI N-particle box. Suppose \( \mathbf{A}_L(N)(x) \) is \( E \)-right resonant. (The same argument applies if \( \mathbf{A}_L(N)(x) \) is \( E \)-left resonant.) Then we can find \( \lambda \in \sigma (H_{\mathbf{A}_L(x, J)}) \cap (-\infty, 2E(N)] \) and an \( (N - |J|) \)-particle box, \( \mathbf{A}_{(2k+1)_1}(a) \subseteq \mathbf{A}_L(x, J_\ell) \), with \( a \in x, \alpha \ell |J|d \) and \( j \in \{1, 2, \ldots, |J| \} \), such that \( \mathbf{A}_{(2k+1)_1}(a) \) is \( (E - \lambda) \)-resonant, so there exists \( \eta \in \sigma (H_{\mathbf{A}_{(2k+1)_1}(a)}) \) such that \( |E - \lambda - \eta| < \frac{1}{2} e^{-((2k+1)_1)^d} \). Moreover, \( \mathbf{A}_L(x, J) \times \mathbf{A}_L(x, J_\ell) \)
\( \Lambda_L(x, \gamma) \) is PI and \( \Lambda_{(2k_0 \alpha+1)}(u) \subseteq \Lambda_L(x, \gamma) \), so if we take \( \Lambda = \Lambda_L(x, \gamma) \times \Lambda_{(2k_0 \alpha+1)}(u) \) we get

\[
\sigma(\Lambda_A) = \sigma(H_{\Lambda_L(x, \gamma)}) + \sigma(H_{\Lambda_{(2k_0 \alpha+1)}(u)}).
\] (5.28)

Hence, if a PI N-particle box \( \Lambda^{(N)}_L(x) = \Lambda_L(x, \gamma) \times \Lambda_L(x, \gamma) \) is \( E \)-right resonant, then there exists an N-particle box \( \Lambda = \Lambda_L(x, \gamma) \times \Lambda_{(2k_0 \alpha+1)}(u) \), where \( \Lambda_{(2k_0 \alpha+1)}(u) \subseteq \Lambda_L(x, \gamma) \), such that

\[
\text{dist}(\sigma(\Lambda_A), E) < \frac{1}{2} e^{-((2k_0 \alpha+1)\ell)^\beta}.
\]

\( \square \)

We now state the energy interval multiscale analysis. Given \( m > 0, L \in \mathbb{N}, x, y \in \mathbb{Z}^{N^d} \), and an interval \( I \), we define the event

\[
R(m, I, x, y, L, N) = \big\{ \exists E \in I \text{ such that } \Lambda^{(N)}_L(x) \text{ and } \Lambda^{(N)}_L(y) \text{ are not } (m, E)\text{-regular} \big\}.
\] (5.29)

**Proposition 5.19.** Let \( \zeta, \tau, \zeta_1, \zeta_2, \gamma \) as in (5.5) and \( 0 < m_0 < m^* \). There exists a length scale \( Z_3^* \) such that, given a closed interval \( I \subseteq (-\infty, E^{(N)}) \), if for some \( L_0 \geq Z_3^* \) we can verify

\[
\mathbb{P}\left\{ R\left(m_0, I, x, y, L_0, N\right) \right\} \leq e^{-L_0^2},
\] (5.30)

for every pair of partially separated N-particle boxes \( \Lambda^{(N)}_{L_0}(x) \) and \( \Lambda^{(N)}_{L_0}(y) \), then, setting \( L_{k+1} = L_k^\gamma = L_0^{k+1} \) for \( k = 0, 1, 2, \ldots \), for every pair of partially separated N-particle boxes \( \Lambda^{(N)}_{L_k}(x) \) and \( \Lambda^{(N)}_{L_k}(y) \) we have

\[
\mathbb{P}\left\{ R\left(\frac{m_0}{2}, I, x, y, L_k, N\right) \right\} \leq \mathbb{P}\left\{ \exists E \in I \text{ so } \Lambda^{(N)}_{L_k}(x) \text{ and } \Lambda^{(N)}_{L_k}(y) \text{ are not } \left(\frac{m_0}{2}, E\right)\text{-good} \right\} \leq e^{-L_k^2}.
\] (5.31)

Proposition 5.19 is proved in the same way as [KIN, Propositions 3.19 and 3.21]. The dependence of the length scale \( Z_3^* \) on \( E^{(N)} \) (not present in [KIN]) comes from the use of Theorem 2.2 and Corollary 2.3.

### 5.5 Completing the proof of the bootstrap multiscale analysis

Proceeding as in [GK1, Section 6], Theorem 1.6 follows from Propositions 5.2, 5.4, 5.6, plus Proposition 5.8 for Part (i) (the single energy bootstrap multiscale analysis), and Propositions 5.13 and 5.19 (the energy interval bootstrap multiscale analysis).
6 From the bootstrap multiscale analysis to localization

Corollary 1.7 is proved from Theorem 1.6 along the lines of the proofs of the corresponding statements in [DK, GK1, GK5, GK6]), similarly to the proof of [KIN, Corollary 1.7] from [KIN, Theorem 1.5].

A The almost-sure spectrum of the \( n \)-particle Anderson Hamiltonian

Proposition A.1. Let \( \Sigma^{(n)} \) be the almost-sure spectrum of the \( n \)-particle Anderson Hamiltonian \( H^{(n)}_\omega \) as in Definition 1.1. Then \( \Sigma^{(n)} = [0, \infty) \).

Proof. Clearly \( \Sigma^{(n)} \subset [0, \infty) \). We need to prove \( [0, \infty) \subset \Sigma^{(n)} \). So let \( \lambda \in [0, \infty) \) and \( \varepsilon > 0 \). Since \( \sigma(-\Delta^{(n)}) = [0, \infty) \), there exists \( \psi \in C^2(\mathbb{R}^d) \) with \( \| \psi \| = 1 \) and a box \( A^{(n)}_L(x) \) such that \( \text{supp} \psi \subseteq A^{(n)}_L(x) \) and \( \|(-\Delta^{(n)} - \lambda)\psi\| \leq \frac{\varepsilon}{2} \). Without loss of generality we can assume that \( U = 0 \) on \( A^{(n)}_L(x) \), so \( H^{(n)}_\omega \psi = H^{(n)}_0 \psi \).

If we have \( V^{(n)}_\omega \chi_{A^{(n)}_L(x)} \leq \frac{\varepsilon}{2} \), we conclude that \( \left\| (H^{(n)}_\omega - \lambda)\psi \right\| \leq \varepsilon \), and hence
\[
\text{dist} \left( \lambda, \sigma \left( H^{(n)}_\omega \right) \right) \leq \varepsilon.
\]
Thus,
\[
\mathbb{P} \left\{ \text{dist} \left( \lambda, \sigma \left( H^{(n)}_\omega \right) \right) \leq \varepsilon \right\} \geq \mathbb{P} \left\{ V^{(n)}_\omega \chi_{A^{(n)}_L(x)} \leq \frac{\varepsilon}{2} \right\} > 0,
\]
where the strict positivity comes from Definition 1.1.

Since \( \Sigma^{(n)} = \sigma \left( H^{(n)}_\omega \right) \) for \( \mathbb{P} \)-a.e. \( \omega \), we conclude from (A.1) that we have \( \text{dist} \left( \lambda, \Sigma^{(n)} \right) \leq \varepsilon \) for all \( \varepsilon > 0 \), and hence \( \lambda \in \Sigma^{(n)} \).

B Unique continuation principle for spectral projections of Schrödinger operators on arbitrary rectangles

In this appendix we extend [Kl2, Theorems 1.1 and 2.2] to arbitrary rectangles. Let \( H = -\Delta + V \) be a Schrödinger operator on \( L^2(\mathbb{R}^d) \). Given a rectangle \( \Lambda \subset \mathbb{R}^d \), let \( H_\Lambda = -\Delta_\Lambda + V_\Lambda \) denote the restriction of \( H \) to the rectangle \( \Lambda \) with either Dirichlet or periodic boundary condition: \( \Delta_\Lambda \) is the Laplacian with either Dirichlet or periodic boundary condition and \( V_\Lambda \) is the restriction of \( V \) to \( \Lambda \). (We will abuse the notation and simply write \( V \) for \( V_\Lambda \), i.e., \( H_\Lambda = -\Delta_\Lambda + V \) on \( L^2(\Lambda) \).) By a unique continuation principle for spectral projections (UCPSP) we mean an estimate of the form
\[
\chi_I(H_\Lambda)W\chi_I(H_\Lambda) \geq \kappa \chi_I(H_\Lambda), \tag{B.1}
\]
where \( \chi_I \) is the characteristic function of an interval \( I \subset \mathbb{R} \), \( W \geq 0 \) is a potential, and \( \kappa > 0 \) is a constant.
In this appendix we use the Euclidean norm on \( \mathbb{R}^d \):

\[
|x| = |x|_2 := \left( \sum_{j=1}^{d} |x_j|^2 \right)^{\frac{1}{2}} \quad \text{for} \quad x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d.
\]  

(D.2)

Distances between sets in \( \mathbb{R}^d \) will be measured with respect to norm \( |x| \). The ball centered at \( x \in \mathbb{R}^d \) with radius \( \delta > 0 \) is given by

\[
B(x, \delta) := \{ y \in \mathbb{R}^d; |y - x| < \delta \}. \quad \text{(B.3)}
\]

We consider rectangles

\[
\Lambda = \Lambda_L(a) = a + \prod_{j=1}^{d} \left( -\frac{L_j}{2}, \frac{L_j}{2} \right) = \prod_{j=1}^{d} \left( a_j - \frac{L_j}{2}, a_j + \frac{L_j}{2} \right),
\]

where \( a \in \mathbb{R}^d \) and \( L = (L_1, \ldots, L_d) \in (0, \infty)^d \). The box \( \Lambda_L(x) = x + \left( -\frac{L}{2}, \frac{L}{2} \right)^d \) centered at \( x \in \mathbb{R}^d \) with side of length \( L \) is the special case \( L_1 = \ldots = L_d = L \).

Given a rectangle \( \Lambda \) we set

\[
\hat{\Lambda} = \Lambda \cap \mathbb{Z}^d \quad \text{and} \quad \hat{\Lambda} = \left\{ k \in \hat{\Lambda}; \Lambda_1(k) \subset \Lambda \right\}.
\]

(B.5)

\( H_\Lambda \) will denote the restriction of \( H \) to the rectangle \( \Lambda \) with either Dirichlet or periodic boundary condition.

The following is an extension of [K12, Theorem 1.1] to rectangles with arbitrary centers and side lengths.

**Theorem B.1.** Let \( H = -\Delta + V \) be a Schrödinger operator on \( L^2(\mathbb{R}^d) \), where \( V \) is a bounded potential. Fix \( \delta \in (0, \frac{1}{2}) \), let \( \{ y_k \}_{k \in \mathbb{Z}^d} \) be sites in \( \mathbb{R}^d \) with \( B(y_k, \delta) \subset \Lambda_1(k) \) for all \( k \in \mathbb{Z}^d \). Given \( E_0 > 0 \), set \( K = K(V, E_0) = 2 \| V \|_\infty + E_0 \). Consider a rectangle \( \Lambda \) as in (B.4), where \( a \in \mathbb{R}^d \) and \( L_j \geq 114 \sqrt{d} \) for \( j = 1, \ldots, d \), and set

\[
W^{(\Lambda)} = \sum_{k \in \hat{\Lambda}} \chi_{B(y_k, \delta)}.
\]

(B.6)

There exists a constant \( M_d > 0 \), such that, defining \( \gamma = \gamma(d, K, \delta) > 0 \) by

\[
\gamma^2 = \frac{\delta^2}{2} M_d \left( 1 + K^2 \right),
\]

then for any closed interval \( I \subset (-\infty, E_0] \) with \( |I| \leq 2 \gamma \) we have

\[
\chi_I(H_\Lambda)W^{(\Lambda)}\chi_I(H_\Lambda) \geq \gamma^2 \chi_I(H_\Lambda).
\]

(B.8)
Remark B.2. It follows, using Theorem B.1 in the proofs, that the optimal Wegner estimates for (one-particle) crooked Anderson Hamiltonians given in [Kl2, Theorems 1.4 and 1.5] hold for a rectangle Λ as in (B.4), where \( a \in \mathbb{R}^d \) and \( L_j \geq 114 \sqrt{d} + \delta_+ \) for \( j = 1, \ldots, d \). (In particular, they hold on arbitrary boxes \( \Lambda = \Lambda_L(x_0), \) where \( x_0 \in \mathbb{R}^d \) and \( L \geq 114 \sqrt{d} + \delta_+ \).

For convenience we recall the quantitative unique continuation principle [BoKl, Theorem 3.2] as stated in [Kl2, Theorem 2.1].

**Theorem B.3.** Let \( \Omega \) be an open subset of \( \mathbb{R}^d \) and consider a real measurable function \( V \) on \( \Omega \) with \( \|V\|_\infty \leq K < \infty \). Let \( \psi \in H^2(\Omega) \) be real valued and let \( \zeta \in L^2(\Omega) \) be defined by

\[
-\Delta \psi + V \psi = \zeta \quad \text{a.e. on } \Omega. \tag{B.9}
\]

Let \( \Theta \subset \Omega \) be a bounded measurable set where \( \|\psi_\Theta\|_2 > 0 \). Set

\[
Q(x, \Theta) := \sup_{y \in \Theta} |y - x| \quad \text{for } x \in \Omega. \tag{B.10}
\]

Consider \( x_0 \in \Omega \setminus \Theta \) such that

\[
Q = Q(x_0, \Theta) \geq 1 \quad \text{and } \quad B(x_0, 6Q + 2) \subset \Omega. \tag{B.11}
\]

Then, given

\[
0 < \delta \leq \min \{ \text{dist } (x_0, \Theta), \frac{1}{4} \}, \tag{B.12}
\]

we have

\[
\left( \frac{\delta}{Q} \right)^{m_d(1 + K^2)} \left( Q^2 + \log \frac{\|\psi_\Theta\|_2}{\|\psi_\Omega\|_2} \right) \|\psi_\Theta\|_2^2 \leq \|\psi_{x_0, \delta}\|_2^2 + \delta^2 \|\zeta_\Omega\|_2^2, \tag{B.13}
\]

where \( m_d > 0 \) is a constant depending only on \( d \).

The following theorem is a version of [Kl2, Theorem 2.2] for rectangles with arbitrary centers and side lengths.

**Theorem B.4.** Let \( H = -\Delta + V \) be a Schrödinger operator on \( L^2(\mathbb{R}^d) \), where \( V \) is a bounded potential with \( \|V\|_\infty \leq K \). Fix \( \delta \in (0, \frac{1}{2}] \), let \( \{y_k\}_{k \in \mathbb{Z}^d} \) be sites in \( \mathbb{R}^d \) with \( B(y_k, \delta) \subset \Lambda_1(k) \) for all \( k \in \mathbb{Z}^d \). Consider a rectangle \( \Lambda \) as in (B.4), where \( a \in \mathbb{R}^d \) and \( L_j \geq 114 \sqrt{d} + \delta_+ \) for \( j = 1, \ldots, d \). Then for all real-valued \( \psi \in \mathcal{D}(\Delta_\Lambda) \) we have

\[
\delta^{M_d(1 + K^2)} \|\psi_\Lambda\|_2^2 \leq \sum_{k \in \hat{\Lambda}} \|\psi_{y_k, \delta}\|_2^2 + \delta^2 \|(-\Delta + V)\psi_\Lambda\|_2^2, \tag{B.14}
\]

where \( M_d > 0 \) is a constant depending only on \( d \).
Proof. As in [GK6, Proof of Corollary A.2], we extend \( V \) and functions \( \varphi \in L^2(\Lambda) \) to \( \mathbb{R}^d \).

For Dirichlet boundary condition, given \( \varphi \in L^2(\Lambda) \), we extend it to a function \( \tilde{\varphi} \in L^2_{\text{loc}}(\mathbb{R}^d) \) by setting \( \tilde{\varphi} = \varphi \) on \( \Lambda \) and \( \tilde{\varphi} = 0 \) on \( \partial \Lambda \), and requiring

\[
\tilde{\varphi}(x) = -\varphi(x + (L_j - 2\theta_j(x_j - a_j))e_j) \quad \text{for all } x \in \mathbb{R}^d \text{ and } j \in \{1, 2, \ldots, d\},
\]

where \( \{e_j\}_{j=1,2,\ldots,d} \) is the canonical orthonormal basis in \( \mathbb{R}^d \), and for each \( t \in \mathbb{R} \) we define \( \theta_j(t) \in (-\frac{L_j}{2}, \frac{L_j}{2}] \) by \( t = kL_j + \theta_j(t) \) with \( k \in \mathbb{Z} \). We also extend the potential \( V \) to a potential \( \tilde{V} \) on \( \mathbb{R}^d \) by setting \( \tilde{V} = V \) on \( \Lambda \) and \( V = 0 \) on \( \partial \Lambda \), and requiring that for all \( x \in \mathbb{R}^d \) and \( j \in \{1, 2, \ldots, d\} \) we have

\[
\tilde{V}(x) = \tilde{V}(x + (L_j - 2\theta_j(x_j - a_j))e_j).
\]  

Note that \( \|\tilde{V}\|_{\infty} = \|V\|_{\infty} \leq K \). Moreover, \( \psi \in \mathcal{D}(\Delta_{\Lambda}) \) implies \( \tilde{\psi} \in H^2_{\text{loc}}(\mathbb{R}^d) \) and

\[
(-\Delta + \tilde{V})\psi = (-\Delta + \tilde{V})\tilde{\psi}.
\]

For periodic boundary condition, we extend \( \varphi \in L^2(\Lambda) \) and \( V \) to periodic functions \( \tilde{\varphi} \) and \( \tilde{V} \) on \( \mathbb{R}^d \) of period \( (L_1, \ldots, L_d) \); note \( \|\tilde{V}\|_{\infty} = \|V\|_{\infty} \leq K \). Moreover, \( \psi \in \mathcal{D}(\Delta_{\Lambda}) \) implies \( \tilde{\psi} \in H^2_{\text{loc}}(\mathbb{R}^d) \) and we have (B.17).

Let \( \tau = (\tau_1, \ldots, \tau_d) \) be given by

\[
\tau_j = \min \{t \geq 2; L_j \in t\mathbb{N}_{\text{odd}}\} = \frac{L_j}{2\left(\frac{L_j-2}{4}\right) + 1}, \quad j = 1, 2, \ldots, d.
\]

It follows that \( (L_j > 12\sqrt{d} \geq 12) \)

\[
2 \leq \tau_j \leq \frac{L_j}{2(\frac{L_j-2}{4}) + 1} = \frac{2}{1 - \frac{4}{L_j}} < \frac{2}{1 - \frac{4}{12}} = 3,
\]

so

\[
\tau_{\infty} = \max_{j=1, \ldots, d} \tau_j < 3.
\]

We let \( \tau \mathbb{Z}^d = \prod_{j=1}^d \tau_j \mathbb{Z} \) and \( \Lambda(\tau) = (a + \tau \mathbb{Z}^d) \cap \Lambda \). Then

\[
\Lambda_{\tau} = \bigcup_{\kappa \in \Lambda(\tau)} \Lambda_{\tau}(\kappa).
\]

We define \( \mathcal{J} : \Lambda(\tau) \rightarrow \widehat{\Lambda} \) in such a way that \( \Lambda_{1}(\mathcal{J}(\kappa)) \subset \Lambda_{\tau}(\kappa) \) for all \( \kappa \in \Lambda(\tau) \). This can always be done since \( \tau_j \geq 2 \) for \( j = 1, \ldots, d \); note that \( \mathcal{J} \) is one to one.

Let \( Y \in \mathbb{N}_{\text{odd}}, Y \leq \frac{L_j}{6} < \frac{L_j}{2\tau_j} \) for \( j = 1, 2, \ldots, d \). It follows that for all \( \varphi \in L^2(\Lambda) \) we have (see [RV, Subsection 5.2])

\[
\sum_{\kappa \in \Lambda(\tau)} \|\tilde{\varphi}_{\Lambda_{\tau}(\kappa)}\|_2^2 \leq (2\tau_{\infty}Y)^d \|\varphi_{\Lambda}\|_2^2 \leq (6Y)^d \|\varphi_{\Lambda}\|_2^2.
\]
We now fix $\psi \in \mathcal{D}(\Delta_\Lambda)$. Following Rojas-Molina and Veselić, we call a site $\kappa \in \Lambda^{(\tau)}$ dominating (for $\psi$) if
\[
\|\psi_{\Lambda^{(\tau)}}(\kappa)\|_2^2 \geq \frac{1}{2(6\gamma)^2} \|\tilde{\psi}_{\Lambda^{(\tau)}}(\kappa)\|_2^2,
\]
(B.23)
Letting $\tilde{D} \subset \Lambda^{(\tau)}$ denote the collection of dominating sites, Rojas-Molina and Veselić [RV, Subsection 5.2] observed that it follows from (B.22), (B.23), and (B.21), that
\[
\sum_{\kappa \in \tilde{D}} \|\psi_{\Lambda^{(\tau)}}(\kappa)\|_2^2 \geq \frac{1}{2} \|\psi_{\Lambda^{(\tau)}}\|_2^2.
\]
(B.24)
We define a map $J: \Lambda^{(\tau)} \rightarrow \Lambda^{(\tau)}$ by
\[
J(\kappa) = \begin{cases} 
\kappa + 2\tau_1e_1 & \text{if } \kappa + 2\tau_1e_1 \in \Lambda^{(\tau)} \\
\kappa - 2\tau_1e_1 & \text{if } \kappa + 2\tau_1e_1 \notin \Lambda^{(\tau)}
\end{cases}
\]
(B.25)
Note that $J$ is well defined, and
\[
\#J^{-1}(\{\kappa\}) \leq 2 \quad \text{for all } \kappa \in \Lambda^{(\tau)}.
\]
(B.26)
We have (see (B.10))
\[
Q(y_{J(\kappa)}), \Lambda^{(\tau)}(\kappa)) = \sup_{x \in \Lambda^{(\tau)}(\kappa)} |x - y_{J(\kappa)}| 
\leq \sup_{x \in \Lambda^{(\tau)}(\kappa)} |x - \kappa| + |\kappa - J(\kappa)| + |J(\kappa) - y_{J(\kappa)}|
\leq \frac{\tau}{2} \sqrt{d} + 2\tau_1 + \frac{\tau}{2} \sqrt{d} \leq 3\tau \sqrt{d} \leq 9\sqrt{d}.
\]
for all $k \in \Lambda^{(\tau)}$.
For each $\kappa \in \Lambda^{(\tau)}$ we will apply Theorem B.3 with $\Omega = \Lambda_{\tau}(\kappa)$, $\Theta = \Lambda_{\tau}(\kappa)$, and $x_0 = y_{J(\kappa)}$. We need to guarantee (B.11), that is,
\[
B(y_{J(\kappa)}), 6Q(y_{J(\kappa)}), \Lambda_{\tau}(\kappa)) + 2) \subset \Lambda_{\tau}(\kappa) \quad \text{for all } \kappa \in \tilde{D}.
\]
(B.28)
It suffices, using (B.27) and $\tau_j \geq 2$, to have
\[
|y_{J(\kappa)} - \kappa| + 9\sqrt{d} \leq \frac{\tau}{2} \sqrt{d} + 2\tau_1 + 9\sqrt{d} \leq \frac{33}{2} \sqrt{d} \leq \frac{3Y}{2} = Y.
\]
(B.29)
We thus choose
\[
Y = \min \left\{ n \in \mathbb{N}_{\text{odd}}: n \geq \frac{33}{2} \sqrt{d} \right\} \leq \frac{33}{2} \sqrt{d} + 2 \leq 19\sqrt{d}.
\]
(B.30)
Since we want $Y \leq \frac{L_j}{\delta} < \frac{L}{\tau_j}$ for $j = 1, 2, \ldots, d$, we require $L_j \geq 114\sqrt{d}$ for $j = 1, 2, \ldots, d$.
Applying Theorem B.3, for each $\kappa \in \Lambda^{(\tau)}$ we get
\[
\delta^{n_0}(1 + \kappa^{\frac{3}{2}}) \|\psi_{\Lambda^{(\tau)}}\|_2^2 \leq \|\psi_{y_{J(\kappa)}}, \delta\|_2^2 + \delta^2 \|\tilde{\psi}_{\Lambda^{(\tau)}}\|_2^2.
\]
(B.31)
where $\zeta = (-\Delta + V)\psi$ and $m'_d > 0$ is a constant depending only on $d$. Summing over $\kappa \in \mathcal{D}$ and using (B.24), (B.26), (B.22), and (B.30), and we get
\begin{equation}
\frac{1}{2} \delta^{m'_d(1+K^2)} ||\psi_\Lambda||^2_2 \leq 2 \sum_{k \in \Lambda} ||\psi_{y_k,\delta}||^2_2 + (6Y)^d \delta^2 ||\zeta||^2_2 \\
\leq 2 \sum_{k \in \Lambda} ||\psi_{y_k,\delta}||^2_2 + (114\sqrt{d})^d \delta^2 ||\zeta||^2_2,
\end{equation}
so (B.14) follows.

**Proof of Theorem B.1.** Given $E_0 > 0$, set $K = K(V, E_0) = 2 ||V||_\infty + E_0$, and let $\gamma$ be given by (B.7), where $M_d > 0$ is the constant in Theorem B.4. Let $I \subset (-\infty, E_0)$ be a closed interval with $|I| \leq 2\gamma$. Since $\sigma(H_\Lambda) \subset [-||V||_\infty, \infty)$ for any rectangle $\Lambda$, without loss of generality we assume $I = [E - \gamma, E + \gamma]$ with $E \in [-||V||_\infty, E_0]$, so
\begin{equation}
||V - E||_\infty \leq ||V||_\infty + \max \{E_0, ||V||_\infty\} \leq K.
\end{equation}
Moreover, for any rectangle $\Lambda$ we have
\begin{equation}
||(H_\Lambda - E)\psi||_2 \leq \gamma ||\psi||_2 \quad \text{for all} \quad \psi \in \text{Ran} \chi_I(H_\Lambda).
\end{equation}

Let $\Lambda$ be a rectangle as in Theorem B.4 and $\psi \in \text{Ran} \chi_I(H_\Lambda)$. If $\psi$ is real-valued, it follows from Theorem B.4, (B.7), and (B.34) that
\begin{equation}
2\gamma^2 ||\psi||^2_2 \leq \sum_{k \in \Lambda} ||\psi_{y_k,\delta}||^2_2 + \gamma^2 ||\psi||^2_2,
\end{equation}
yielding
\begin{equation}
\gamma^2 ||\psi||^2_2 \leq \sum_{k \in \Lambda} ||\psi_{y_k,\delta}||^2_2 = \left||W(\Lambda)\psi\right||^2_2,
\end{equation}
where the equality follows from (B.6). For arbitrary $\psi \in \text{Ran} \chi_I(H_\Lambda)$, we write $\psi = R\psi + i\Im \psi$, and note that $R\psi, \Im \psi \in \text{Ran} \chi_I(H_\Lambda)$, $||\psi||^2_2 = ||R\psi||^2_2 + ||\Im \psi||^2_2$, and, since $W(\Lambda)$ is real-valued, $||W(\Lambda)\psi||^2_2 = ||W(\Lambda)R\psi||^2_2 + ||W(\Lambda)\Im \psi||^2_2$. Recalling $(W(\Lambda))^2 = W(\Lambda)$, we conclude that
\begin{equation}
\gamma^2 \langle \psi, \psi \rangle = \gamma^2 ||\psi||^2_2 \leq \left||W(\Lambda)\psi\right||^2_2 = \langle \psi, W(\Lambda)\psi \rangle
\end{equation}
for all $\psi \in \text{Ran} \chi_I(H_\Lambda)$, proving (B.8).
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