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Abstract

For a suitable ring spectrum, such as $E = HF_p$, the $E_2$-term of the $E$-based Adams spectral sequence for a spectrum $Y$ may be described in terms of its cohomology $E^*Y$, together with the action of the primary operations $E^*E$ on it. We show how the higher terms of the spectral sequence can be similarly described in terms of the higher order truncated $E$-mapping algebra for $Y$ – that is, truncations of the function spectra $\text{Fun}(Y, M)$ for various $E$-modules $M$, equipped with the action of $\text{Fun}(M, M')$ on them.

1. Introduction

The Adams spectral sequence is an important tool in stable homotopy theory, originally introduced in [A] in order to compute the stable homotopy groups of the sphere (at a prime $p$), using the Eilenberg-MacLane spectrum $E = HF_p$. It was later generalized by Novikov in [N] to more general ring spectra $E$.

The information needed to determine the $E_2$-term of the $E$-based Adams spectral sequence for a spectrum $Y$ are the $E$-cohomology groups of $Y$, together with the action of the primary $E$-cohomology operations on $Y$. More generally, we must consider the homotopy classes $[Y, M]$ for all $E$-module spectra $M$, together with the action of $[M, M']$ on them (see [B3, 3.1] to understand why this may be necessary for general $E$).

However, it is not a priori clear what higher order information is needed in order to determine the $E_r$-terms for $r > 2$. As we shall see, it turns out that it is sufficient to know the $(r - 2)$-truncation $P^{r-2}M_E Y(0)$ (see §3.1) of the $E$-mapping algebra $M_E$ for $Y$ – that is the function spectra $\text{Fun}(Y, M)$ for various $E$-modules $M$, equipped with the action of $\text{Fun}(M, M')$ on them.

Work of the late Hans Baues and his collaborators shows that the $E_3$-term of the usual Adams spectral sequence, for $Y = S^0$ and for $E = HF_p$, might be accessible to computation using the “secondary Steenrod algebra”, equivalent to the first Postnikov section $P^1M_E E$ of the $F_p$-mapping algebra (see [BJ]). The structure of the analogous unstable Adams spectral sequence was studied in [BBC] (which identifies...
the $E_r$-terms as certain truncated derived functors) and in [BBS] (which describes the differentials as higher cohomology operations).

Following [BS], we use a specific version of $\mathcal{M}_E Y$ to construct a cosimplicial Adams resolution $Y \to W^\bullet$, so that the homotopy spectral sequence for $\text{Fun}(Z, W^\bullet)$ is the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$. Analysis of the differential $d_{r-1}$ shows that it only depends on the $(r-2)$-truncation of $\mathcal{M}_E W^\bullet$, and thus that the $E_r$-terms are determined by $P^{r-2} \mathcal{M}_E Y(0)$.

1.1. Outline

Section 2 recalls some facts about the category $\text{Sp}$ of symmetric spectra and Section 3 defines our main technical tool: spectral functors defined on small categories $\Theta^\lambda_E$ of $E$-modules, for a fixed ring spectrum $E$, and their truncations. In Section 4 we define mapping algebras – a generalization of the representable spectral functor $\mathcal{M}_E^\lambda Y$ (defined by $M \mapsto \text{Fun}(Y, M)$). We use this to construct a monad on spectra, which we analyze in Section 5 in order to overcome certain set-theoretical difficulties. This allows to obtain our first result, in Section 6:

**Theorem A.** If $E$ is a ring spectrum and $Y$ an $E$-good symmetric spectrum, we can associate to the representable mapping algebra $\mathcal{M}_E^\lambda Y$ a cosimplicial spectrum $W^\bullet$ such that $\text{Tot} W^\bullet$ is $E$-equivalent to $Y$.

See Theorem 6.7 below.

In Section 7 we analyze the differentials in the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$ (in its cosimplicial version), and show:

**Theorem B.** Given $E$, $Z$, and $Y$ as above, for each $r \geq 1$, the $d_r$-differential in the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$, and thus its $E_{r+1}$-term, can be calculated from the cosimplicial $(r-1)$-truncated space $P^{r-1}_0 \mathcal{M}_E^\lambda Z(W^\bullet)$.

See Theorem 7.1 below.

We then use the resolution model category of truncated spectral functors to deduce:

**Theorem C.** If $E = HR$ for a commutative ring $R$, $Z$ is a fixed finite spectrum, and $Y$ is an $E$-good spectrum, then for any $r \geq 0$ the $E_{r+2}$-term of the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$ is determined by the $r$-truncation $P^r_0 \mathcal{M}_E^\lambda Y$ of the $E$-mapping algebra of $Y$.

See Theorem 7.3 below.

**Notation 1.1.** We denote the category of sets by $\text{Set}$, that of pointed sets by $\text{Set}_*$, that of simplicial sets (called spaces) by $\text{Spaces}$, and that of pointed simplicial sets by $\text{Spaces}_*$. For $X, Y \in \text{Spaces}_*$, $X \wedge Y := (X \times Y)/(X \vee Y)$ is the usual smash product. For any category $C$ and $A, B \in C$, we write $C(A, B)$ for $\text{Hom}_C(A, B) \in \text{Set}$.
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2. Symmetric spectra

In this section we recall from [HSS] some basic facts about symmetric spectra. We prefer this model for the stable homotopy category because it has useful set-theoretic properties.

**Definition 2.1.** A **symmetric spectrum** is a sequence of pointed spaces (simplicial sets) \( X = (X_n)_{n \geq 0} \) equipped with:

1. A pointed map \( \sigma : S^1 \wedge X_n \to X_{n+1} \) for each \( n \geq 0 \);
2. A basepoint-preserving left action of the symmetric group \( \Sigma_n \) on \( X_n \), such that the composite
   \[
   \sigma^p = \sigma \circ (S^1 \wedge \sigma) \circ \cdots \circ (S^{p-1} \wedge \sigma) : S^p \wedge X_n \to X_{n+p}
   \]
   is \( \Sigma_p \times \Sigma_n \)-equivariant for \( p \geq 1 \) and \( n \geq 0 \).

A map \( f : X \to Y \) of symmetric spectra is a sequence of \( \Sigma_n \)-equivariant maps \( f_n : X_n \to Y_n \) such that the diagram

\[
\begin{array}{ccc}
S^1 \wedge X_n & \xrightarrow{\sigma} & X_{n+1} \\
\text{Id}_{S^1} \wedge f_n \downarrow & & \downarrow f_{n+1} \\
S^1 \wedge Y_n & \xrightarrow{\sigma} & Y_{n+1}
\end{array}
\]

commutes for all \( n \geq 0 \). We denote the category of symmetric spectra by \( \text{Sp} \).

The **smash product** of \( X, Y \in \text{Sp} \) is defined to be the symmetric spectrum \( X \otimes Y \) given by

\[
(X \otimes Y)_n := \bigvee_{p+q=n} \Sigma_{n+} \wedge \Sigma_p \times \Sigma_q \wedge X_p \wedge Y_q.
\]

Given \( X \in \text{Sp} \) and a pointed space \( K \), the symmetric spectrum \( K \otimes X \) is defined by \( (K \otimes X)_n := K \wedge X_n \) (see [HSS, §1.3]).

2.1. The model category of symmetric spectra

The (stable) model structure on \( \text{Sp} \) is defined in [HSS] as follows:

A map \( f : X \to Y \) of symmetric spectra is

(i) a **stable equivalence** if it induces an isomorphism in stable homotopy groups (forgetting the \( \Sigma_n \)-actions).

(ii) a **level trivial fibration** if at each level it is a trivial Kan fibration of simplicial sets.

(iii) a **stable cofibration** if it has the left lifting property with respect to level trivial fibrations.

(iv) a **stable fibration** if it has the right lifting property with respect to every stable cofibration which is a stable equivalence.

By [HSS, Theorem 3.4.4], the classes of stable equivalences, cofibrations, and fibrations define a proper, simplicial, symmetric model category structure on \( \text{Sp} \), monoidal with respect to \( \otimes \). The simplicial enrichment is given by

\[
\text{map}_{\text{Sp}}(X, Y)_n = \text{Sp}([n]_+ \otimes X, Y).
\]
Definition 2.2. Given $X, Y \in \text{Sp}$, the function spectrum $\text{Fun}(X, Y)$ is defined to be the symmetric spectrum given by
\[
\text{Fun}(X, Y)_n := \text{map}_\text{Sp}(X, \text{sh}^n Y),
\]
where $\text{sh}^n Y$ is the $n$-shifted symmetric spectrum given by $(\text{sh}^n Y)_k = Y_{n+k}$. The action of the symmetric group $\Sigma_n$ is induced from the action on $\text{sh}^n Y$. One may see [HSS, Remark 2.2.12] for the symmetric spectra structures on $\text{sh}^n Y$ and $\text{Fun}(X, Y)$.

Remark 2.3. We have adjoint functors $\text{Spaces}^\Sigma_{\infty} \overset{\Omega_{\infty}}{\rightarrow} \text{Sp}$ with
\[
\Omega_{\infty} \text{Fun}(X, Y) \cong \text{map}_\text{Sp}(X, Y).
\]
Moreover, given $X, Y, Z \in \text{Sp}$, by [HSS, Theorem 2.2.10] there is a natural adjunction isomorphism
\[
\text{Sp}(X \otimes Y, Z) \cong \text{Sp}(X, \text{Fun}(Y, Z)).
\]

For any $X \in \text{Sp}$, the function spectra $\Omega X := \text{Fun}(S^1, X)$ and $PX := \text{Fun}(\Sigma^\infty \Delta[1]_+, X)$ are called the loop and path spectra of $X$, respectively. Note that $\text{Fun}(X, -)$ commutes with the loop and path constructions.

Definition 2.4. A symmetric ring spectrum $R$ is a symmetric spectrum with spectrum maps $m: R \otimes R \to R$ (multiplication) and $\iota: S^0 \to R$ (the unit map) with $m \circ (m \otimes \text{Id}) = m \circ (\text{Id} \otimes m)$, such that $m \circ (\iota \otimes \text{Id}) : S^0 \otimes R \to R$ and $m \circ (\text{Id} \otimes \iota) : R \otimes S^0 \to R$ are the standard equivalences.

An $R$-module for a symmetric ring spectrum $R$ is a symmetric spectrum $M$ equipped with a spectrum map $\mu: R \otimes M \to M$ with $m \circ (m \otimes \text{Id}) = m \circ (\text{Id} \otimes m)$ and the map $\mu \circ (\iota \otimes \text{Id}): S^0 \otimes M \to M$ is the standard equivalence.

For any symmetric spectrum $Y$ and symmetric ring spectrum $R$, the function spectrum $\text{Fun}(Y, R)$ admits a module structure over $R$.

Notation 2.5. For any symmetric spectrum $X$, we write $\|X\| := \sup_{n \in \mathbb{N}} \|X_n\|$ (the cardinality of the simplicial set). Note that if $\lambda$ is a limit cardinal and $\|X\| < \lambda$, then $X$ is $\lambda$-small in the usual sense (see [Hi, Definition 10.4.1]).

3. Spectral functors

Our main technical tool in this paper is the following:

Definition 3.1. Given a symmetric ring spectrum $E$, let $\text{E-Mod}$ denote (a skeleton of) the full subcategory of $E$-module spectra in $\text{Sp}$. We consider spectral functors $\mathcal{X}: \text{E-Mod} \to \text{Sp}$ (that is, functors respecting the spectral enrichment), and write $\mathcal{X}(M) \in \text{Sp}$ for the value of $\mathcal{X}$ at $M \in \text{E-Mod}$. The spectral enrichment – or rather, its truncations – will play a central role in the paper; our main point is that these provide the data needed to compute the higher differentials in the Adams spectral sequence. A functor of the form $M \mapsto \text{Fun}(Y, M)$ for some fixed $Y \in \text{Sp}$ will be called representable.

If $\lambda$ is some limit cardinal, the corresponding $E$-spectral theory is the full subcategory $\Theta^\lambda_E$ of $\text{E-Mod}$ consisting of all $E$-module spectra which are $\lambda$-small. We denote by $\text{Sp}^{\Theta^\lambda_E}$ the category of all spectral functors from $\Theta^\lambda_E$. Note that the $\Theta^\lambda_E$-spectral
functor represented by \( Y \in \text{Sp} \), denoted by \( \mathcal{M}^\Lambda_0 Y \), is a homotopy functor (that is, it preserves weak equivalences). When \( Y \in \Theta^\Lambda_E \), we say that \( \mathcal{M}^\Lambda_0 Y \) is free. Observe that \( \mathcal{M}^\Lambda_0 Y \) is contravariant in the variable \( Y \).

**Remark 3.3.** If \( \mathcal{X} \) is any \( \Theta^\Lambda_E \)-spectral functor and \( \mathcal{M}^\Lambda_0 M \) is free (for \( M \in \Theta^\Lambda_E \)), there is a natural isomorphism \( \text{Sp}^{\Theta^\Lambda_E}(\mathcal{M}^\Lambda_0 M, \mathcal{X}) \cong \text{Sp}(S^0, \mathcal{X}(M)) \). In particular, if \( \mathcal{X} = \mathcal{M}^\Lambda_0 Y \) is representable, a map \( S^0 \to \mathcal{X}(M) \) corresponds to a map of spectra \( Y \to M \) by (2) – that is,

\[
\text{Sp}^{\Theta^\Lambda_E}(\mathcal{M}^\Lambda_0 M, \mathcal{M}^\Lambda_0 Y) \cong \text{Sp}(S^0, \mathcal{M}^\Lambda_0 Y(M)) \cong \text{Sp}(Y, M).
\]

**Proof.** This follows from the enriched Yoneda Lemma (see [K, Proposition 2.4]). \( \square \)

**Remark 3.3.** Any \( \Theta^\Lambda_E \)-spectral functor \( \mathcal{X} \) which is a homotopy functor preserves homotopy pullbacks and pushouts (which are equivalent in \( \text{Sp} \)), by [C, Proposition 4.1]. In particular, it preserves the path, loop, and suspension operations on spectra, up to weak equivalence. Thus

\[
\pi_k \mathcal{X}(M) \cong \pi_0 \Omega^k \mathcal{X}(M) \cong \pi_0 \mathcal{X}(\Omega^k M) \quad (3)
\]

for any \( M \in \Theta^\Lambda_E \).

### 3.1. Truncation of spectral functors

For each \( n \in \mathbb{Z} \), consider the Postnikov section functor \( P^n : \text{Sp} \to \text{Sp} \) (localization with respect to \( S^{n+1} \to * \)), killing all homotopy groups in dimensions \( > n \), and the \((k - 1)\)-connected cover \( \langle k \rangle : \text{Sp} \to \text{Sp} \) (colocalization with respect to \( * \to S^{k+1} \) – see [Hi, 1.2 & 5.1]). When \( n \geq k \), write \( P^n \) for the composite \( P^n \circ \langle k \rangle \).

Note that for any \( X, Y \in \text{Sp} \) we have \( \text{Fun}(X, Y)_0 = \text{map}(X, Y) \) (the simplicial enrichment), by (1). For any \( n \geq 0 \), we may define \( P^n_0 \) in \( \text{Spaces} \) or \( \text{Spaces}_s \) by composing the \((n + 1)\)-coskeleton functor with a functorial fibrant replacement commuting with products, so it is monoidal in \( \text{Spaces}_s \) with respect to cartesian products (see [Hi, 9.1.14]), with \( [P^n_0 \text{Fun}(X, Y)]_0 \simeq P^n_0 \text{map}(X, Y) \).

We can therefore define a new enrichment on \( \text{Sp} \) in \( \text{Spaces}_s \) by

\[
\text{map}_s(X, Y) := P^n_0 \text{Fun}(X, Y)_0,
\]

and call any \( \mathcal{X} : \Theta^\Lambda_E \to \text{Sp} \) respecting this enrichment a **truncated** \( \Theta^\Lambda_E \)-spectral functor, and their category will be denoted by \( (\text{Sp}^{\Theta^\Lambda_E})_0^n \). In particular, applying \( P^n_0 \) to any spectral functor \( \mathcal{X} \) yields such a functor, defined by \( (P^n_0 \mathcal{X})(M) := P^n_0((\mathcal{X}(M))_0) \), which we call simply the \( n \)-truncation of \( \mathcal{X} \): explicitly, the action of \( \Theta^\Lambda_E \) on \( \mathcal{X} \) in the form of maps of spectra

\[
\mathcal{X}(M) \wedge \text{Fun}(M, N) \to \mathcal{X}(N),
\]

yields a map of simplicial sets \( (\mathcal{X}(M))_0 \wedge \text{Fun}(M, N)_0 \to (\mathcal{X}(N))_0 \), and by precomposing with the quotient map \( (\mathcal{X}(M))_0 \times \text{Fun}(M, N)_0 \to (\mathcal{X}(M))_0 \wedge \text{Fun}(M, N)_0 \) and applying our monoidal \( P^n_0 \) we obtain an action of \( \Theta^\Lambda_E \) with its new enrichment:

\[
(P^n_0 \mathcal{X})(M) \times \text{map}_s(M, N) \to (P^n_0 \mathcal{X})(N). \quad (4)
\]

Note that \( P^n_0 \mathcal{X} \) is not itself a spectral functor in the sense of §3.1. However, we still have the same notion of weak equivalences in \( (\text{Sp}^{\Theta^\Lambda_E})_0^n \) – namely, natural transformations inducing weak equivalences for each \( M \in \Theta^\Lambda_E \).
For $M \in \Theta^\lambda_E$, we say that $P^n_0M^\lambda_E$ is a free truncated $\Theta^\lambda_E$-spectral functor, since we have the following analogue of Lemma 3.2:

**Lemma 3.4.** If $X \in (\text{Sp}^{\Theta^\lambda_E})_0$ and $M \in \Theta^\lambda_E$, there is a natural isomorphism

$$(\text{Sp}^{\Theta^\lambda_E})_0(P^n_0M^\lambda_E, X) \cong \text{Sp}(S^0, X(M)).$$

**Remark 3.5.** Since any $\Theta^\lambda_E$-spectral homotopy functor $X$ commutes up to weak equivalence with $\Omega$, we have

$$P^n_0\Omega^kM \cong P^n_0\Omega^kX(M) \cong \Omega^k(P^{n+k}_kX)M.$$ (5)

Therefore, $P^n_0X$ determines $P^{n+k}X$ up to homotopy for all $k \in \mathbb{Z}$.

### 3.2. Model category structures

By [HSS], $\text{Sp}$ has a proper simplicial model category structure, and by [MMSS], it is cofibrantly generated. Since $\Theta^\lambda_E$ is small, by [Hi, Theorems 11.1.6 & 13.1.14] there is a projective proper simplicial model category structure on $\text{Sp}^{\Theta^\lambda_E}$, in which the weak equivalences and fibrations are level-wise—in particular, a map $f: \mathcal{A} \to \mathcal{B}$ in $\text{Sp}^{\Theta^\lambda_E}$ is a weak equivalence if and only if $f_\cdot: \mathcal{A}(M) \to \mathcal{B}(M)$ is a weak equivalence in $\text{Sp}$ for each $M \in \Theta^\lambda_E$.

We may similarly define a $P^n_0$-weak equivalence of spectral functors to be a map $f: \mathcal{A} \to \mathcal{B}$ inducing a weak equivalence after applying $P^n_0$. Of course, for homotopy spectral functors these are the same those just defined, by (5), but in general they are different. By applying Bousfield (co)localization to the above we obtain the $P^n_0$-model structure on $\text{Sp}^{\Theta^\lambda_E}$ (see [Hi, Ch. 3]).

**Proposition 3.6.** The $P^n_0$-model category structure on $\text{Sp}^{\Theta^\lambda_E}$ is right proper.

**Proof.** The Postnikov section functor $P^n$ is a nullification, so a left Bousfield localization. Hence, by [Hi, Proposition 3.4.4] we have a left proper model structure on the image of $P^n$ in $\text{Sp}^{\Theta^\lambda_E}$. The argument of [B3, Theorem 9.9] (which also works in $\text{Sp}$) shows that it is also right proper. Since taking connected covers is a right Bousfield localization, by [Hi, loc. cit.] we see that $(\text{Sp}^{\Theta^\lambda_E})_0$ is right proper. 

### 3.3. Homotopy groups

The homotopy groups $\pi_iX(M)$ are used to define weak equivalences for a spectral functor $X$, and we will need to identify the minimal information needed to determine them. In fact, by (3) we need only the 0-th (stable) homotopy group, if $X$ is a homotopy functor.

Since any spectrum $B$ is a homotopy group object, with group operation $\mu: B \times B \to B$ and inverse $\nu: B \to B$, for any $A \in \text{Sp}$ we have $\mu_*: \text{Sp}(A, B) \times \text{Sp}(A, B) \to \text{Sp}(A, B)$ and $\nu_*: \text{Sp}(A, B) \to \text{Sp}(A, B)$. As by (2), $\text{Sp}(A, B) = \text{Sp}(S^0, \text{Fun}(A, B))$, we may define a relation $\sim$ on $\text{Sp}(A, B)$ by $f \sim g$ if and only if there exists $F \in \text{Sp}(S^0, \text{Fun}(A, B))$ such that $\mu_*(\nu_*(g), f) = p_*F$, where $p: PX \to X$ is the path fibration. We then see:

**Lemma 3.7.** If $A \in \text{Sp}$ is cofibrant and $B \in \text{Sp}$ is fibrant, the relation $\sim$ is an equivalence relation on $\text{Sp}(A, B)$ which coincides with the (left or right) homotopy relation on $\text{Sp}(A, B)$, which we denote by $\simeq$. 

As usual, we write \([A, B]\) for \(\text{Sp}(A, B)/\sim\).

**Proof.** The fact that \(\sim\) is an equivalence relation is readily verified. Given two homotopic maps \(f \simeq g: A \to B\), \(\mu_*(\nu_*(g), f)\) is nullhomotopic, so there is \(F: S^0 \to P\text{Fun}(A, B)\) with \(\mu_*(\nu_*(g), f) = p_* F\). Conversely, given \(F: S^0 \to P\text{Fun}(A, B)\) with \(\mu_*(\nu_*(g), f) = p_* F\), we see that \(\mu_*(\nu_*(g), f)\) is nullhomotopic, so \(g \simeq \mu_*(g, *) \simeq \mu_*(g, \nu_*(g)), f) \simeq \mu_*(\mu_*(g, \nu_*(g)), f) \simeq f\).

**Remark 3.8.** If we let \(X\) denote the category of such arrow sets by \(\Xi\), up to weak equivalence.

**Corollary 3.9.** For fibrant \(B \in \text{Sp}\) the functor \(\pi_0 \text{Fun}(\cdot, B): \text{Sp}_{\text{fibrant}} \to \text{Grp}\) factors through \(\rho \circ \text{Fun}(\cdot, B)\).

### 4. Mapping algebras

We now show that \(\Theta_{E}^\lambda\)-spectral functors \(X\) having a certain property (called *mapping algebras*) are representable, up to weak equivalence. To do so, in Section 6 we will construct a cosimplicial spectrum \(W^\bullet\) using this structure, and show that \(\text{Tot} W^\bullet\) realizes \(X\), up to weak equivalence.

The discussion in §3.3 suggests the following:

#### 4.1. The arrow set category

For a fixed limit cardinal \(\lambda\), with \(\Theta_{E}^\lambda\) as above, let \(\Gamma \Theta_{E}^\lambda\) denote the directed graph associated to the underlying category of \(\Theta_{E}^\lambda\) (see [Ha]). We then define an *arrow set* \(A\) to be a function \(A: \Gamma \Theta_{E}^\lambda \to \text{Set}^1\) (see §3.8) which assigns to each \(M\) in \(\Theta_{E}^\lambda\) a map of pointed sets \(A(\chi_M): A(e_M) \to A(b_M)\), fitting into a commutative square

\[
\begin{array}{ccc}
A(e_M) & \xrightarrow{A(e_j)} & A(e_{M'}) \\
A(\chi_M) \downarrow & & \downarrow A(\chi_{M'}) \\
A(b_M) & \xrightarrow{A(b_j)} & A(b_{M'})
\end{array}
\]  

(6)

for each map \(j: M \to M'\) in \(\Theta_{E}^\lambda\).

This is equivalent to having a functor from the free category on \(\Gamma \Theta_{E}^\lambda\) to \(\text{Set}^1\). We denote the category of such arrow sets by \(\Xi_{\lambda}\).

For each fixed limit cardinal \(\lambda\) we have a functor \(\rho: \text{Sp} \Theta_{E}^\lambda \to \Xi_{\lambda}\), where the arrow set \(\rho(X)\) assigns to each map \(j: M \to M'\) in \(\Theta_{E}^\lambda\) the commutative square:

\[
\begin{array}{ccc}
\text{Sp}(S^0, P\chi\{M\}) & \xrightarrow{p_*} & \text{Sp}(S^0, \chi\{M\}) \\
\downarrow p_{\chi\{j\}} & & \downarrow \chi_{\{j\}} \\
\text{Sp}(S^0, P\chi\{M'\}) & \xrightarrow{p_*} & \text{Sp}(S^0, \chi\{M'\})
\end{array}
\]

The map \(p_*\) is induced by the path fibration \(p_Y: PY \to Y\) for \(Y = \chi\{M\}\) (compare §3.8).
4.2. Maps of arrow sets

Using (6), any \(A, B \in \Xi_\lambda\) induce the following diagram:

\[
\begin{array}{c}
\text{Set}_*(A(e_M), B(e_M)) \xrightarrow{B(e_j)_*} \text{Set}_*(A(e_M), B(e_{M'})) \xleftarrow{A(e_j)^*} \text{Set}_*(A(e_{M'}), B(e_{M'})) \\
\downarrow B(x_M)_* \quad \quad \downarrow B(x_{M'})_* \quad \quad \downarrow B(x_M')_* \\
\text{Set}_*(A(e_M), B(b_M)) \xrightarrow{B(b_j)_*} \text{Set}_*(A(e_M), B(b_{M'})) \xleftarrow{A(b_j)^*} \text{Set}_*(A(b_{M'}), B(b_{M'})) \\
\uparrow A(x_M)^* \quad \quad \uparrow A(x_{M'})^* \quad \quad \uparrow A(x_M')^* \\
\text{Set}_*(A(b_M), B(b_M)) \xrightarrow{B(b_j)_*} \text{Set}_*(A(b_M), B(b_{M'})) \xleftarrow{A(b_j)^*} \text{Set}_*(A(b_{M'}), B(b_{M'})) \\
\end{array}
\]

(7)

Thus \(\Xi_\lambda(A, B)\) is a product over all maps \(j : M \to M'\) in \(\Theta_\lambda^E\) of the limit of the diagrams (7).

Remark 4.1. Our goal is to describe the minimal data needed to determine when a map of spectral functors \(f : \mathcal{X} \to \mathcal{Y}\) is a weak equivalence (§3.2) – i.e., assuming these are homotopy spectral functors, when \(f_* : \pi_0\mathcal{X}\{M\} \to \pi_0\mathcal{Y}\{M\}\) is an isomorphism for all \(M \in \Theta_\lambda^E\).

By Corollary 3.9, the map of arrow sets \(\rho f : \rho \mathcal{X} \to \rho \mathcal{Y}\) suffices for this purpose: in fact, it is enough to consider its values only on the objects of \(\Theta_\lambda^E\) (i.e., the vertical arrows in (6)).

The more complicated definition of arrow sets given above is necessary only for the smallness argument in Section 5 below. However, we do not require that an arrow set be functorial with respect to the compositions in \(\Theta_\lambda^E\), since this is not needed for our purpose.

Notation 4.2. Let \(\Xi := \bigcup \Xi_\lambda\) (the union taken over all limit cardinals). This is a large category, which we need only in order to be able to discuss all arrow sets at once.

In particular, for each arrow set \(A \in \Xi\), let \(\lambda\) be maximal such that \(A \in \Xi_\lambda\), and write \(\|A\| := \sup_{M \in \Theta_\lambda^E} \{\|A(e_M)\|, |A(b_M)|\}\) (where \(|B|\) denotes the cardinality of a set \(B\)). We write \(\mathcal{L}_\lambda^E : \text{Sp} \to \Xi_{\lambda}^{op}\) for \(\rho \circ \mathcal{M}_\lambda^E\).

4.3. The Stover construction

To describe the right adjoint \(\mathcal{R}_E^\lambda : \Xi_{\lambda}^{op} \to \text{Sp}\), we recall a construction due to Stover (see [S] and compare [BS]):

We want to have \(\text{Sp}(\mathcal{Y}, \mathcal{R}_E^\lambda A) \cong \Xi_\lambda(A, \mathcal{L}_E^\lambda \mathcal{Y})\). By the description of morphisms in \(\Xi_\lambda\) (see §4.1), it follows that the right hand side – that is, \(\Xi_\lambda(A, \mathcal{L}_E^\lambda \mathcal{Y})\) is the product over all \(M \in \Theta_\lambda^E\) and \(j : M \to M'\) of the limit of the following diagram:

\[
\begin{array}{c}
\prod_{A(e_M)} \text{Sp}(\mathcal{Y}, PM) \xrightarrow{(p_M)_*} \prod_{A(e_M)} \text{Sp}(\mathcal{Y}, PM') \xleftarrow{\tau A(e_j)^*} \prod_{A(e_{M'})} \text{Sp}(\mathcal{Y}, PM') \\
\downarrow (p_{M'})_* \quad \downarrow (p_{M'}')_* \quad \downarrow (p_{M'})_* \\
\prod_{A(e_M)} \text{Sp}(\mathcal{Y}, M) \xrightarrow{(j)_*} \prod_{A(e_M)} \text{Sp}(\mathcal{Y}, M') \xleftarrow{\tau A(e_j)^*} \prod_{A(e_{M'})} \text{Sp}(\mathcal{Y}, M') \\
\uparrow A(x_M)^* \quad \uparrow A(x_{M'})^* \quad \uparrow A(x_{M'})^* \\
\prod_{A(b_M)} \text{Sp}(\mathcal{Y}, M) \xrightarrow{(j)_*} \prod_{A(b_M)} \text{Sp}(\mathcal{Y}, M') \xleftarrow{A(b_j)^*} \prod_{A(b_{M'})} \text{Sp}(\mathcal{Y}, M').
\end{array}
\]

(8)
Note that (8) splits up as a product of smaller diagrams, indexed by a single map \( \phi : Y \to M \) in the left two slots of the bottom row. Moreover, this diagram is really only relevant for nullhomotopic \( \phi \).

Therefore, given \(* \neq \phi \in A(b_M)\) and \( j : M \to M'\), we define \( Q^{(M, \phi, j)} \) to be the limit of the following diagram:

\[
\begin{array}{ccccccc}
\prod_{A(\chi_M)^{-1}(\phi)} PM & \xrightarrow{\prod p_j} & \prod_{A(\chi_M)^{-1}(\phi)} PM' & \xleftarrow{T \lambda(e_j)_*} & \prod_{A(\chi_M')^{-1}(\lambda(b_j)(\phi))} PM' \\
\prod_{A(\chi_M)^{-1}(\phi)} M & \xrightarrow{\prod p_M} & \prod_{A(\chi_M)^{-1}(\phi)} M' & \xleftarrow{T \lambda(e_j)_*} & \prod_{A(\chi_M')^{-1}(\lambda(b_j)(\phi))} M' \\
M & \xrightarrow{\text{diag}} & M' & \xleftarrow{\text{diag}} & M'.
\end{array}
\]

(9)

Note that if \( \phi \in \text{Im}(A(\chi_M)) \), then \( \lambda(b_j)(\phi) \in \text{Im}(A(\chi_M')) \). Thus if \( \lambda(b_j)(\phi) \) is not in the image of \( A(\chi_M') \), then all six products the in two top rows of (9) have empty indexing sets, so \( Q^{(M, \phi, j)} = M \).

Finally, in the special case where \( \phi \) is actually the zero map *, we set \( Q^{(M, \phi, j)} := \prod_{A(\chi_M)^{-1}(\phi)} \Omega M \).

**Definition 4.3.** For a fixed limit cardinal \( \lambda \), a mapping algebra is a spectral functor \( \Lambda_X : \Theta \to \text{Sp} \) preserving all limits of the form (9) in \( \Theta \). In particular, by an appropriate choice of arrow set, we see that such an \( \Lambda_X \) preserves loops up to homotopy. The category of all mapping algebras for \( \lambda \) is denoted by \( \text{Map}\Theta^{\lambda} \).

Note that any representable spectral functor \( M^\Lambda_X Y \) (see §3.1) is necessarily a mapping algebra, since it preserves all limits in \( E\text{-Mod} \), and the diagram (9) is in fact in \( \Theta \subset E\text{-Mod} \) (including the path fibrations \( p \)).

From the discussion in §4.3 we conclude (as in [BS, 3.1.1 & 4.1.1]):

**Lemma 4.4.** For a fixed limit cardinal \( \lambda \), the right adjoint \( \Lambda_X^\lambda : \Xi^{\lambda \text{op}} \to \text{Sp} \) of \( \Lambda_X^\lambda \) is given on \( A \in \Xi_\lambda \) by

\[
\Lambda_X^\lambda(A) := \prod_{M \in \Theta^{\lambda}_E} \prod_{\phi \in A(b_M)} \prod_{j : M \to M'} Q^{(M, \phi, j)}. 
\]

(10)

**Remark 4.5.** The limits \( Q^{(M, \phi, j)} \) of (9) and the products of (10) always exist in \( E\text{-Mod} \), but they may or may not be in \( \Theta^{\lambda}_E \). However, if we let \( \text{Arr}\Theta^{\lambda}_E \) denote the set of all morphisms (between any two objects) in \( \Theta^{\lambda}_E \), with cardinality \( |\text{Arr}\Theta^{\lambda}_E| \), and set \( \kappa := \max\{|\text{Arr}\Theta^{\lambda}_E|, |A|^{\lambda}\} \) (see §4.2), we see that \( \Lambda_X^\lambda(A) \) is in \( \Theta^{\nu(A)} \) for \( \nu(A) := \kappa^\kappa \), say.

**Remark 4.6.** Since \( \Lambda_X^\lambda \) is right adjoint to \( \Lambda_X^\lambda \), we obtain a monad \( T_X^\lambda := \Lambda_X^\lambda \circ \Lambda_X^\lambda : \text{Sp} \to \text{Sp} \) with unit \( \eta = \text{Id}_{\Lambda_X^\lambda} : \text{Id} \to T_X^\lambda \) and multiplication \( \mu = \Lambda_X^\lambda \circ \text{Id}_{T_X^\lambda} : T_X^\lambda \circ T_X^\lambda \to T_X^\lambda \), as well as a comonad \( S_X^\lambda := \Lambda_X^\lambda \circ \Lambda_X^\lambda : \Xi^{\lambda \text{op}} \to \Xi^{\lambda \text{op}} \), with counit \( \epsilon = \text{Id}_{\Lambda_X^\lambda} : S_X^\lambda \to \text{Id} \) and comultiplication \( \delta := \Lambda_X^\lambda \circ \text{Id}_{S_X^\lambda} : S_X^\lambda \to S_X^\lambda \circ S_X^\lambda \) (see [W, §8.6.1] for an explanation of the notation).
Definition 4.7. A coalgebra over the comonad $S^\lambda_E$ is an object $A \in \Xi^{op}$ equipped with a section $\zeta_A : A \to S^\lambda_E A$ of the counit $\epsilon : S^\lambda_E A \to A$, with $S^\lambda_E \zeta \circ \zeta = \delta_A \circ \zeta$.

Proposition 4.8. Assume given a limit cardinal $\lambda$ and a $\Theta^\lambda_E$-mapping algebra $X$ which extends to a $\Theta^\kappa_{E'}$-mapping algebra for $\kappa = \nu(\rho M^\lambda_{E'} \rho X)$, in the notation of §4.5. Then the corresponding arrow set $r_X$ has a natural coalgebra structure over $S^\lambda_E$.

Remark 4.9. The assumption clearly holds whenever $X$ is representable – but in this case we already know that the arrow set $L^\lambda_E Y = \rho M^\lambda_E Y$ has a coalgebra structure, given by $\zeta_{L^\lambda_E Y} = L^\lambda_E (\eta) = L^\lambda_E (\text{Id}_{L^\lambda_E Y})$.

Proof. We want to construct a map $\zeta r_X$ fitting into a commutative diagram

$$
\begin{array}{c}
\rho X \\
\downarrow \zeta \rho X \\
S^\lambda_E (\rho X)
\end{array}
\begin{array}{c}
\zeta_{S^\lambda_E (\rho X)} \\
\downarrow \zeta_{S^\lambda_E (\rho X)} \\
S^\lambda_E (\zeta \rho X)
\end{array}
\begin{array}{c}
\xrightarrow{S^\lambda_E (\rho X)} \\
\mathbf{11}
\end{array}
\begin{array}{c}
S^\lambda_E (\rho X) \\
\downarrow \zeta S^\lambda_E (\rho X) \\
S^\lambda_E (\zeta \rho X)
\end{array}
$$

in $\Xi^{op}$ (so all maps in $\Xi$ are in the opposite direction!)

Since $S^\lambda_E (\rho X) = \rho M^\lambda_{E'} (\rho X)$, all objects in (11) are in the image of $\rho$, so it suffices to produce a map $\xi X : \mathcal{V}_{\rho X}^\lambda X = M^\lambda_{E'} (\rho X) \to X$ fitting into a commutative diagram:

$$
\begin{array}{c}
\mathcal{V}_{\rho X}^\lambda X \\
\downarrow \xi_{\mathcal{V}_{\rho X}^\lambda X} \\
\mathcal{V}_X^\lambda X
\end{array}
\begin{array}{c}
\xrightarrow{\mathcal{V}_X^\lambda X (\xi X)} \\
\xi_X \\
\mathcal{V}_X^\lambda X
\end{array}
\begin{array}{c}
\mathcal{V}_X^\lambda X \\
\downarrow \xi_X \\
X
\end{array}
$$

in $\mathbf{Sp} \Theta^\lambda_{E'}$, and then set $\zeta r_X = (\rho \xi X)^{op}$.

Step 1. If we let $K := R^\lambda_{E'} (\rho X)$, by (10) we have

$$
K = \prod_{M \in \Theta^\lambda_{E'}} \prod_{\phi \in \mathbf{Sp}(\mathbf{S}, \mathbf{X}(M))} \prod_{j : M \to M'} Q^{(M, \phi, j)}
$$

(12)

which is in $\Theta^\kappa_{E'}$. Thus we have an indexing category

$$
\mathcal{I} = \prod_{M \in \Theta^\lambda_{E'}} \prod_{\phi \in \mathbf{Sp}(\mathbf{S}, \mathbf{X}(M))} \prod_{j : M \to M'} \mathcal{I}^{(M, \phi, j)}
$$

(depending on $X$), and functors $\hat{P}^{(M, \phi, j)} : \mathcal{I}^{(M, \phi, j)} \to \Theta^\lambda_{E'}$ such that $\lim \hat{P}^{(M, \phi, j)} = Q^{(M, \phi, j)}$ as in (9).

We can describe the indexing category $\mathcal{I}^{(M, \phi, j)}$ by:

$$
\begin{array}{c}
\prod_{\Phi \in \chi^{-1}(\phi)} (\Phi) \\
\downarrow \Pi \pi a \\
\prod_{\Phi \in \chi^{-1}(\phi)} (\Phi)
\end{array}
\begin{array}{c}
\prod_{\Psi \in \chi'^{-1}(\phi)} (\Psi) \\
\downarrow \Pi \pi b \\
\prod_{\Psi \in \chi'^{-1}(\phi)} (\Psi)
\end{array}
\begin{array}{c}
\prod_{\Phi b} (\Phi b) \\
\downarrow \text{diag} \\
\prod_{\Phi b}
\end{array}
\begin{array}{c}
\prod_{\Psi \in \chi'^{-1}(\phi)} (\Psi b) \\
\downarrow \text{diag} \\
\prod_{\Psi \in \chi'^{-1}(\phi)} (\Psi b)
\end{array}
$$

(13)
where \( \prod_{s \in S}(s) \) is a discrete subcategory with object set \( S \), and \( \text{diag}: (b) \to \prod_{s \in S}(s) \) means that there is a single arrow from \( b \) to each \( s \).

The notation \((\Phi)’, \Phi)\), and so on, is intended to distinguish objects in different discrete categories with the same set of indices \( \chi^{-1}(\phi) \). The notation \( \prod_{\pi_{\phi}} \) for a map between such categories means that each object \((\Phi)\) in the upper left corner maps to the corresponding \((\Phi)’\) beneath it. The reader should keep in mind the motivating functor from (13) to \( \text{Sp} \), described in (8).

The somewhat nonstandard notation

\[
\downarrow(e^*_j): \prod_{\Psi \in (\chi’)^{-1}(b_j(\phi))} (\Psi) \to \prod_{\Phi \in \chi^{-1}(\phi)} (\Phi)’
\]

means that if \( \Psi = e_j(\Phi) \) then \((\Psi)\) is sent to \((\Phi)\) in the second discrete subcategory.

The functor \( \hat{\text{P}} = \hat{\text{P}}^{(M,\phi,j)}: \mathcal{T}^{(M,\phi,j)} \to \Theta_{E}^{\lambda} \) is described implicitly by (9): thus \( \hat{\text{P}}((\Phi)) = PM \) for each \( \Phi \in \chi^{-1}(\phi) \), and so on. The top right left-facing arrow in (9) maps the copy of \( PM’ \) indexed by \( \Phi \) (in the top central product) by projecting the product in the top right onto the factor \( PM’ \) indexed by \( e_j(\Psi) \).

The functors \( \hat{\text{P}}^{(M,\phi,j)} \) fit together to define \( \hat{\text{P}}: \mathcal{I} \to \Theta_{E}^{\lambda} \), with \( K = \lim_{f \in \mathcal{I}} \hat{\text{P}}(f) \).

**Step 2.** To define the map \( \xi_{\varphi}: \nu_{E}^{\lambda}_{\varphi} \varphi \to \varphi \), note that since \( \nu_{E}^{\lambda}_{\varphi} \varphi = \varphi_{E}^{\lambda}_{\varphi}K \), by Lemma 3.2 \( \xi_{\varphi} \) should correspond to the value of \( \xi_{\varphi}(\text{Id}_K) \) in \( \text{Sp}(\text{Sp}^{0}, \varphi(K)) \). But \( \varphi(K) = \varphi(\lim_{f \in \mathcal{I}} \hat{\text{P}}(f)) = \lim_{f \in \mathcal{I}} \varphi(\hat{\text{P}}(f)) \), because the mapping algebra \( \varphi \) commutes by definition with the limits in (12). Thus we may define \( \xi_{\varphi}(\text{Id}_K) \) to be the tautological map whose values at \( \varphi(\hat{\text{P}}(f)) \) is \( f \) itself.

**Step 3.** A similar calculation shows that \( L := \mathcal{R}_{E}^{\lambda} \rho \nu_{E}^{\lambda}_{\varphi} \varphi \) is a limit of a functor \( \hat{\mathcal{N}} = \mathcal{N}_{\nu_{E}^{\lambda}_{\varphi} \varphi}: \mathcal{J} \to \Theta_{E}^{\lambda} \), but in this case the indexing category \( \mathcal{J} \) can be described somewhat more explicitly because \( \nu_{E}^{\lambda}_{\varphi} \varphi = \rho \nu_{E}^{\lambda}_{\varphi}K \) is also representable. Thus

\[
L = \prod_{M \in \Theta_{E}^{\lambda} \rho \nu_{E}^{\lambda}_{\varphi} \varphi} \prod_{\Phi: \phi \to \varphi} \prod_{K: M \to M'} \hat{\mathcal{N}}^{(M,\phi,j)}
\]

(14)

which again is in \( \Theta_{E}^{\lambda} \). Therefore, \( \mathcal{J} = \prod_{M \in \Theta_{E}^{\lambda} \rho \nu_{E}^{\lambda}_{\varphi} \varphi} \prod_{\Phi: \phi \to \varphi} \prod_{K: M \to M'} \mathcal{J}^{(M,\phi,j)} \), where \( \mathcal{J}^{(M,\phi,j)} \) defined analogously to (13), and thus the factor \( \hat{\mathcal{N}}^{(M,\phi,j)} \) in (14) (for null-homotopic \( \phi: K \to M \)) is the limit of the diagram:

\[
\begin{array}{cccccc}
\Pi_{\Phi: \phi \to \varphi} \text{PM} & \overset{\Pi_{\Phi: \phi \to \varphi}}{\longrightarrow} & \Pi_{\Phi: \phi \to \varphi} \text{PM} & \overset{\Pi_{\Phi: \phi \to \varphi}}{\longrightarrow} & \Pi_{\Phi: \phi \to \varphi} \text{PM} \\
\Pi_{\Phi: \phi \to \varphi} & \downarrow & \Pi_{\Phi: \phi \to \varphi} & \downarrow & \Pi_{\Phi: \phi \to \varphi} \\
\prod_{\Phi: \phi \to \varphi} \text{M} & \overset{\Pi_{\Phi: \phi \to \varphi}}{\longrightarrow} & \prod_{\Phi: \phi \to \varphi} \text{M} & \overset{\Pi_{\Phi: \phi \to \varphi}}{\longrightarrow} & \prod_{\Phi: \phi \to \varphi} \text{M} \\
\downarrow \text{diag} & \quad & \downarrow \text{diag} & \quad & \downarrow \text{diag} \\
\text{M} & \overset{j}{\longrightarrow} & \text{M'}
\end{array}
\]

(15)

where we have already taken the limits over the discrete subcategories of \( \mathcal{J}^{(M,\phi,j)} \).

Note that the objects of \( \mathcal{J}^{(M,\phi,j)} \) are actual spectrum maps \( g \) from \( K \) into the value of \( \mathcal{N} \) at this object, namely \( \mathcal{N}(g) \), which is always one of \( \{M, M', PM, PM'\} \). The map of mapping algebras \( \xi_{\nu_{E}^{\lambda}_{\varphi} \varphi} = \nu_{E}^{\lambda}_{\varphi} \psi: M_{E}^{\lambda}_{\varphi} \mathcal{L} \to M_{E}^{\lambda}_{\varphi}K \) (see Remark 4.9)
corresponds under Lemma 3.2 to the tautological map \( \eta_K : K \to \lim_{\mathcal{J}} \tilde{\mathcal{N}}(g) \) which sends \( K \) into \( \tilde{\mathcal{N}}(g) \) by \( g \) itself.

**Step 4.** Similarly, the composite \( \xi_X \circ \xi_{\mathcal{V}_E^X} : \mathcal{V}_E^3 \mathcal{X} \to \mathcal{X} \) corresponds under Lemma 3.2 to the value of \( \xi_X \circ \xi_{\mathcal{V}_E^X}(\text{Id}_L) \) as a spectrum map \( S^0 \to \mathcal{X}(L) \), where again \( \mathcal{X}(L) = \mathcal{X}\{\lim_{g \in \mathcal{J}} \tilde{\mathcal{N}}(g)\} = \lim_{g \in \mathcal{J}} \mathcal{X}\{\tilde{\mathcal{N}}(g)\} \). Since we are mapping into a limit, this is uniquely determined by the map \( S^0 \to \mathcal{X}(\tilde{\mathcal{N}}(g)) \) for various \( g \in \text{Obj}(\mathcal{J}) \), given by \( g_* \xi_X(\text{Id}_K) \).

**Step 5.** By definition, the map \( \mathcal{V}_E^3(\xi_X) = M_E^3 \mathcal{R}_E^3 \rho \xi_X : \mathcal{V}_E^3 \mathcal{X} \to \mathcal{V}_E^3 \mathcal{X} \) is induced by

\[
\mathcal{R}_E^3 \rho \xi_X = K \xrightarrow{\xi} \mathcal{T}_E^3 K = L = \lim_{g \in \mathcal{J}} \tilde{\mathcal{N}}(g). \tag{16}
\]

Again, we are mapping into a limit, so this is uniquely determined by maps \( \varphi_g : K \to \tilde{\mathcal{N}}(g) \) for various \( g \in \text{Obj}(\mathcal{J}) \). However \( K = \lim_{f \in \mathcal{I}} \tilde{\mathcal{P}}(f) \), so it has structure maps to its constituents we see that \( \varphi_g \) is precisely the structure map \( \pi_f : K \to \tilde{\mathcal{P}}(f) = \tilde{\mathcal{N}}(g) \) where \( f = g_* \xi_X(\text{Id}_K) \in \mathcal{X}\{\tilde{\mathcal{N}}(g)\} \).

**Step 6.** Finally, the map \( \xi_X \circ \mathcal{V}_E^3(\xi_X) : \mathcal{V}_E^3 \mathcal{X} \to \mathcal{V}_E^3 \mathcal{X} \) is the composite of the two maps given in Steps 2 and 5, respectively. It corresponds under Lemma 3.2 to the map \( \psi : S^0 \to \mathcal{X}(L) \) which is the image of \( \xi_X(\text{Id}_K) : S^0 \to \mathcal{X}(K) \) under the map \( \varphi \) of (16).

However, \( \text{Id}_K : K \to K = \lim_{f \in \mathcal{I}} \tilde{\mathcal{P}}(f) \), as a map into a limit, is determined by the structure maps \( \pi_f : K \to \tilde{\mathcal{P}}(f) \), where \( \xi_X(\pi_f) : S^0 \to \mathcal{X}(\tilde{\mathcal{P}}(f)) \) is given by \( f \) itself.

Since \( \mathcal{X}(L) = \lim_{g \in \mathcal{J}} \mathcal{X}(\tilde{\mathcal{N}}(g)) \) is a limit, it is enough to describe the component of \( \psi \) into each constituent \( \mathcal{X}(\tilde{\mathcal{N}}(g)) \), where it is given by the structure map \( \pi_f : K \to \tilde{\mathcal{P}}(f) \) for \( f = g_* \xi_X(\text{Id}_K) \in \mathcal{X}(\tilde{\mathcal{N}}(g)) \). Thus \( \psi \) is determined in this component by \( g_* \xi_X(\text{Id}_K) \) – the same value we got in Step 4.

This shows that \( \xi_X \circ \mathcal{V}_E^3(\xi_X) \) indeed equals \( \xi_X \circ \mathcal{V}_E^3(\xi_X) \). \( \square \)

For the representable mapping algebra \( \mathcal{X} = M_E^3 Y \), Proposition 4.8 and Remark 4.9 yield:

**Corollary 4.10.** The coalgebra map \( \zeta \) for the arrow set \( L_E^3 Y \) is induced by a map of mapping algebras \( \zeta' : M_E^3(\mathcal{R}_E^3(\rho M_E^3 Y)) \to M_E^3 Y \), so that \( \zeta = (\rho \circ \zeta')^\text{op} \).

5. Small mapping algebras

As noted in Section 4, our goal is to associate to any mapping algebra \( \mathcal{X} \) a cosimplicial resolution \( W^* \), with \( Y = \text{Tot } W^* \) realizing \( \mathcal{X} \); that is, having \( \mathcal{X} \) weakly equivalent (§3.2) to \( M_E Y \).

In order to show this, using [B4], \( Y \to W^* \) must be acyclic with respect to any \( E \)-module \( M \). However, even if \( \mathcal{X} = M_E Y \) to begin with, the modules appearing in \( \Theta_E^\lambda \) are of bounded cardinality, so for general \( E \), merely iterating the monad \( \mathcal{T}_E^\lambda \) on \( Y \) to produce a coaugmented cosimplicial space \( Y \to W^* \) will not yield the required resolution (although for \( E = HF_p \), this can be done, as in [BS, §3]).

To bypass this difficulty, in this section we will show that given \( \mathcal{X} \), there is a cardinal \( \lambda \) such that any map from each spectrum \( W^n \) to \( M \) factors through a module in \( \Theta_E^\lambda \).

**Definition 5.1.** Given \( \mathcal{X} \in \text{Sp} \) and \( M \in E\text{-Mod} \), any map \( \phi : \mathcal{X} \to M \) in \( \text{Sp} \) is adjoint
to an $E$-module map $\tilde{\phi}: E \otimes X \to M$ with $\mu_M \circ (Id_E \otimes \phi) = \tilde{\phi}$, where $\mu_M$ is the module structure map. In symmetric spectra the map $\tilde{\phi}$ has an image $\text{Im}(\tilde{\phi})$ inside $M$, of cardinality $\leq \|M\|$. Since $\tilde{\phi}$ is an $E$-module map, it fits into a commutative diagram

$$
\begin{array}{ccc}
E \otimes (E \otimes X) & \xrightarrow{(Id_E \otimes \tilde{\phi})} & E \otimes \text{Im}(\tilde{\phi}) \\
\mu_{E \otimes X} \downarrow & & \downarrow \mu_M \\
E \otimes X & \xrightarrow{\tilde{\phi}} & M.
\end{array}
$$

(17)

It follows that the image of $\mu_M: E \otimes \text{Im}(\tilde{\phi}) \to M$ sits inside $\text{Im}(\tilde{\phi})$, so the latter has an $E$-module structure.

We say that $\phi$ is \textit{effectively surjective} if $M = \text{Im}(\tilde{\phi})$, and denote the set of such maps by $\text{Hom}(X,M)$.

If $\Phi: X \to PM$ is a nullhomotopy of $\phi: X \to M$, with $p_M \circ \Phi = \phi$ (where $p_M$ is the path fibration, an $E$-module map), then (2) yields a map $\Phi': X \otimes [1]_+ \to M$. Define an $E$-module map $\hat{\Phi}: E \otimes X \otimes [1]_+ \to M$ by setting $\hat{\Phi} := \mu_M \circ (Id_E \otimes \Phi')$.

We say that $\hat{\Phi}$ is an \textit{effectively surjective nullhomotopy} of $\phi$ if $M = \text{Im}(\hat{\Phi})$. The $E$-module structure on $\text{Im}(\hat{\Phi})$ is given by (17).

Note that if $\phi$ is effectively surjective, so is $\Phi$. We denote the set of effectively surjective nullhomotopies of $\phi: X \to M$ by $\text{Hom}(X,PM)_{\phi}$. If we define $\overline{\Phi}: E \otimes X \to PM$ by $\overline{\Phi}(e \otimes x) := \mu_M(e \otimes \Phi(x)(-))$, we see that $\overline{\Phi}$ is a nullhomotopy of $\tilde{\phi}$.

Our goal is now to modify the construction (9) used in defining $R^E_\lambda$ in terms of effectively surjective maps and nullhomotopies alone, thus obtaining a modified version of $T^E_\lambda$:

\textbf{Definition 5.2.} For any $E$-module $M$ and effectively surjective $\phi: X \to M$, define $Q_{\phi}$ to be the pullback in $\text{Sp}$:

$$
\begin{array}{ccc}
Q_{\phi} & \xrightarrow{(j: M \to M')} & \prod'_{(j: M \to M') \in E-\text{Mod}} \prod_{\text{Hom}(X,PM')} \phi \\
\downarrow & & \downarrow \prod_{\text{Hom}(X,PM')} \phi \\
M & \xrightarrow{(j)} & \prod'_{(j: M \to M') \in E-\text{Mod}} \prod_{\text{Hom}(X,PM')} \phi \\
\end{array}
$$

where $\prod'$ indicates that empty factors are to be omitted from the product, so that the limit is in fact taken over a small diagram.

Finally, set $T_E X := \prod'_{M \in E-\text{Mod}} \prod_{\phi \in \text{Hom}(X,M)} Q_{\phi}$.

\textbf{Definition 5.3.} For any symmetric spectrum $X$ we define a cardinal

$$
\lambda_X := \sup_{M \in E-\text{Mod}} \{\|\text{Im}(\tilde{\phi})\|: \phi: X \to M\} \cup \{\|\text{Im}(\hat{\Phi})\|: \Phi: X \to PM\}.
$$

This makes sense since $\|\text{Im}(\tilde{\phi})\|$ and $\|\text{Im}(\hat{\Phi})\|$ are bounded by $\|E \otimes X\|$ and $\|E \otimes X \otimes [1]_+\|$, respectively. Thus for all practical purposes we may simply set $\lambda_X := \|E \otimes X \otimes [1]_+\|$.
Proposition 5.4. For any symmetric spectrum $X$ and $\kappa \geq \lambda_X$ we have a canonical isomorphism $T^\kappa_E X \cong R^\kappa_E L^\kappa_E X$.

Proof. Recall from §4.6 that we write $T^\kappa_E$ for $R^\kappa_E L^\kappa_E$. By the description in Lemma 4.4, we know that $T^\kappa_E X = R^\kappa_E(\rho \circ \text{Fun}(X, -))$ is given by $T^\kappa_E X := \prod_{M \in \Theta^\kappa_E} \phi : X \to M \cong \prod_{\phi : X \to M} Q^{(M, \phi, j)}$, where for nullhomotopic $\phi : X \to M$ the $E$-module $Q^{(M, \phi, j)}$ is the limit of:

\begin{align*}
\prod_{\Phi : \phi \sim \ast} PM & \xrightarrow{\prod P_j} \prod_{\phi : \phi \sim \ast} PM' \xleftarrow{\prod j_{PM}} \prod_{\phi : \phi \sim \ast} M' \xrightarrow{\prod \proj_{j \circ \phi}} \prod_{\phi : \phi \sim \ast} M' \xleftarrow{\prod \proj_{j \circ \phi}} \prod_{\phi : \phi \sim \ast} M \xrightarrow{\prod \Phi : \phi \sim \ast} PM' \xrightarrow{\prod P_{M'}} \prod_{\Phi : \phi \sim \ast} PM \cong \prod_{\Phi : \phi \sim \ast} PM \\
\end{align*}

(compare (15)).

Our goal is to replace this limit by one involving only $E$-modules in $\Theta^\kappa_E$, by using only effective surjective maps and nullhomotopies.

Note that $\{ \Psi : j \circ \phi \sim \ast \} = j_*\{ \Phi : \phi \sim \ast \} \cup \text{New}_1^0$, where $\text{New}_1^0$ is the set of nullhomotopies of $j \circ \phi$ not induced via $j$ from nullhomotopies of $\phi$.

If $\phi : X \to M$ is effectively surjective, then so is any nullhomotopy $\Phi : X \to PM$ of $\phi$. So we may replace the index set $\{ \Phi : \phi \sim \ast \}$ by $\tilde{\text{Hom}}(X, PM)_\phi$.

If $\Phi : X \to PM'$ is a nullhomotopy of $j \circ \phi : X \to M'$ which is not effectively surjective, we have a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\eta_X} & E \otimes X \\
\downarrow\Phi' & & \downarrow\Phi \\
PM'' & \xrightarrow{j'} & PM'
\end{array}
\]

where $M'' = \text{Im}(\tilde{\Phi} : E \otimes X \otimes \Delta[1]_+ \to M')$ (see §5.1) and $j' : M'' \to M'$ is the inclusion. Thus $\Phi'$ is an effectively surjective nullhomotopy.

Thus, whenever $\kappa > \lambda_X$, we have a cofinal diagram defining $T^\kappa_E X$ in which only those $M \in \Theta^\kappa_E$ appear for which there is either an effective surjection or an effectively surjective nullhomotopy for some map $X \to M$. Therefore, we may restrict ourselves to $M$ in $\Theta^\lambda_X$. This shows that the natural map $T_E X \to T^\kappa_E X$ is an isomorphism. \( \square \)

Remark 5.5. Proposition 5.4 shows that $T_E$ is in fact locally small, in that for every $X \in \text{Sp}$, $T_E X$ is naturally equivalent to the value of a small functor.

In particular, this implies that $T_E$, a posteriori, is a functor, since for any map $f : X \to Y$, we have $f_* := T_E(f) = T^\kappa_E(f)$ for $\kappa = \max\{\lambda_X, \lambda_Y\}$ (and similarly for composites). However, the reader may find the following explicit description of $f_*$ helpful:
Let \( \psi: Y \to M \) an effective surjection and \( j: M \to M' \) a map of \( E \)-module spectra, with \( \Psi: Y \to PM' \) an effectively surjective nullhomotopy of \( j \circ \psi \). Set \( M'' = \text{Im}(\psi \circ f) \) and \( M''' = \text{Im}(\Psi \circ \tilde{f}) \). By (17) it follows that \( M'' \) and \( M''' \) are \( E \)-modules.

Note that we have the following commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\eta_X & & \psi \\
E \otimes X & \xrightarrow{\text{Id} \otimes f} & E \otimes Y \\
\phi & \xmapsto{\tilde{f}} & \psi
\end{array}
\]

in \( Sp \). Set \( \phi = \psi \circ f \). By the definitions of \( M'' \) and \( M''' \) we get \( E \)-module maps \( j'': M'' \to M \) and \( j': M''' \to M' \) fitting into the diagram

\[
\begin{array}{ccc}
E \otimes Y & \xrightarrow{\tilde{f}} & E \otimes X \\
\phi & \xmapsto{\psi} & \tilde{\psi}
\end{array}
\]

The component \( \vartheta \) of the map \( f_*: T_E X \to T_E Y \) into the factor \( Q_\phi \) of \( T_E Y \) is defined by projecting from \( T_E X \) onto \( Q_\phi \) and onto the copy of \( PM''' \) indexed by \( \Phi \). This then maps by \( Pj' \) to the copy of \( PM' \) in \( Q_\psi \) indexed by \( \Psi \).

The map \( f_* \), restricted to \( Q_\phi \), is then given by the universal property of the pullback square as follows:

\[
\begin{array}{ccc}
Q_\phi & \xrightarrow{f_*} & \prod' \\
M'' & \xrightarrow{j''} & \prod_\text{E-Mod} \xrightarrow{\text{Hom}(X,PM')} \prod' PM' \\
M & \xrightarrow{(j: M \to M')} & \prod_\text{E-Mod} \xrightarrow{\text{Hom}(X,PM')} M'.
\end{array}
\]

6. Cosimplicial resolutions and the \( E \)-based Adams spectral sequence

For any limit cardinal \( \lambda \), the adjoint functors \( L^\lambda_E \) and \( R^\lambda_E \) constructed in Section 4 define a comonad \( S^\lambda_E = L^\lambda_E \circ R^\lambda_E \) on the category \( (\Xi^\lambda)^\text{op} \) (see §4.5). Using [B4, 5.7,
8.5, 9.7], we now show how this comonad, applied to a mapping algebra \( \mathfrak{X} \), yields a cosimplicial spectrum \( W^\bullet \) such that \( \text{Tot } W^\bullet \) realizes \( \mathfrak{X} \) under favorable circumstances (in particular, when \( \mathfrak{X} = \mathfrak{M} E Y \) for an \( E \)-good spectrum \( Y \)).

We note that the proper setting for our constructions is the resolution model category of cosimplicial spectra of \([B4, \S3]\), and the associated model category of simplicial mapping algebras (see \( \S7.1 \) below).

### 6.1. The cosimplicial spectrum \( W^\bullet \) associated to \( \mathfrak{X} \)

Given a mapping algebra \( \mathfrak{X} \in \text{Map}_{\Theta_E} \), by iterating the comonad \( S^\lambda_E \) on the arrow set \( A = \rho \mathfrak{X} \) we obtain as usual an augmented simplicial object \( \tilde{V}_\bullet \to A \) in \( \Xi^\text{op} \), with \( \tilde{V}_k := (S^\lambda_E)^k A = \tilde{V}_0 \) over the comonad \( S^\lambda_E \), which provides an extra degeneracy for \( \tilde{V}_\bullet \to A \). Thus \( R^\lambda_E \) applied to this augmented simplicial object yields a cosimplicial spectrum \( W^\bullet \), with \( W^0 = R^\lambda_E(A) \), \( W^1 = R^\lambda_E(\tilde{V}_0) \), \( d^0 = R^\lambda_E(\zeta_A) \), and \( d^1 = R^\lambda_E(\epsilon) \) (see \([B4, \text{Prop. 3.27}]\) for a detailed description). By applying the functor \( L^\lambda_E \) to this cosimplicial spectrum we obtain a simplicial object in mapping algebras \( M^\lambda_E W^\bullet \) (by contravariance of \( R^\lambda_E \)), which is augmented to \( \mathfrak{X} \), yielding a map of simplicial mapping algebras \( M^\lambda_E W^\bullet \to c(\mathfrak{X})_\bullet \).

**Definition 6.1.** We say that a map \( f : W_\bullet \to \Lambda_\bullet \) of simplicial spectral functors (e.g., mapping algebras) is an \( E^2 \)-equivalence (cf. \([J]\)) if for every \( M \in \Theta_E \), the induced map of simplicial abelian groups \( W_\bullet \{ M \} \to \Lambda_\bullet \{ M \} \) is a weak equivalence (of simplicial sets).

**Proposition 6.2.** If for \( \mathfrak{X} \in \text{Map}_{\Theta_E} \) and \( W^\bullet \) as above \( \mathfrak{X} \) is known to be a homotopy functor, then \( M^\lambda_E W^\bullet \to c(\mathfrak{X})_\bullet \) is an \( E^2 \)-equivalence.

Equivalently, for every \( M \in \Theta_E \), the augmented simplicial abelian group \( [W^\bullet, M] \to \pi_0(\mathfrak{X}\{M\}) \) is acyclic, where \( [W^\bullet, M] \) is the simplicial abelian group obtained by applying the homotopy functor \([- , M] \) (see Lemma 3.7) in each cosimplicial dimension.

**Proof.** By standard facts about comonads (see \([W, \text{Proposition 8.6.10}]\)), the augmented simplicial arrow set \( L^\lambda_E W^\bullet \to \rho \mathfrak{X} \) is contractible, so by Corollary 3.9 and (3) the augmented simplicial mapping algebra \( M^\lambda_E W^\bullet \to \mathfrak{X} \) is contractible, too. \( \square \)

**Remark 6.3.** Note that each \( W^n \) is an \( E \)-module, and for each \( 0 \leq i \leq n \), the codegeneracy map \( s^i_n : W^n \to W^{n+1} \) is \( R^\lambda_E(S^\lambda_E)^{n-i} \varepsilon_{(S^\lambda_E)^i A} \), where \( \varepsilon_{(S^\lambda_E)^i A} \) is the comonad counit map for \((S^\lambda_E)^i A \). Thus the codegeneracies are in the image of \( R^\lambda_E \) and in particular are \( E \)-module maps.

**Definition 6.4.** For any ring spectrum \( E \), \( \mathcal{G}(E) := E-\text{Mod} \) is a class of injective models in \( Sp \) in the sense of \([B4, \S3.1]\), and we have a \( \mathcal{G}(E) \)-localization functor \( \mathcal{L}_{\mathcal{G}(E)} : Sp \to Sp \), with a map \( \eta_Y : Y \to \mathcal{L}_{\mathcal{G}(E)} Y \) (see \([B4, \S8]\)).

A symmetric spectrum \( Y \) is called \( E \)-good if \( \eta_Y \) is an \( E \)-equivalence – that is, for each \( M \in \mathcal{G}(E) \), the induced map \( \mathcal{L}_{\mathcal{G}(E)} Y, M \to [Y, M] \) is an isomorphism (this is called a \( \mathcal{G}(E) \)-equivalence in \([B4]\)).
Remark 6.5. By [B1, Theorems 6.5 & 6.6], when $E$ and $Y$ are connective and the core $R$ of $\pi_0E$ is either $\mathbb{Z}/n$ or a subring of $\mathbb{Q}$, $\hat{L}_{G(E)}Y$ is simply the usual $R$-completion of $Y$, given by smashing with the Moore spectrum for $R$ (see [B1, §2]).

Notation 6.6. For any $Y \in \text{Sp}$, let $\lambda_Y := \sup\{\lambda_{\tau_EY} : n \in \mathbb{N}\}$, in the notation of §5.3.

6.2. The cosimplicial spectrum $W^*$ associated to $Y$

When the mapping algebra $X$ of §6.1 is realizable by a spectrum $Y$, and $\lambda \geq \hat{\lambda}_Y$, we can think of the cosimplicial spectrum $W^*$ constructed there from $X = \mathbb{M}_E^\lambda Y$ as having the form $W^k := \tau_{E}^{k+1}Y$, with coaugmentation $\eta_Y : Y \to \tau_{E}Y$.

For a cosimplicial spectrum $W^*$ the totalization $\text{Tot}W^*$ as in [B4, Section 2.8] then satisfies

Theorem 6.7. If $E$ is a ring spectrum, $Y$ an $E$-good symmetric spectrum, $\lambda = \hat{\lambda}_Y$, and $W^*$ is as above, the canonical map $Y \to \text{Tot}W^*$ is an $E$-equivalence.

Proof. By Proposition 5.4, the augmented simplicial group $[W^*,M] \to [Y,M]$ is acyclic for all $M \in \mathcal{G}(E)$, using Proposition 6.2. Since $Y$ is $E$-good, $\hat{L}_{G(E)}Y \simeq \text{Tot}W^*$ so $Y \to \text{Tot}W^*$ is an $E$-equivalence by [B4, §9].

6.3. Cosimplicial Adams resolutions

Recall that an $E$-Adams resolution for an ($E$-good) spectrum $Y$ is a sequence of spectra $X = X_0 \leftarrow X_1 \leftarrow X_2 \leftarrow \cdots$ such that for each $s \geq 0$:

(i) $\text{holim}X_s$ is $E$-equivalent to $Y$.

(ii) If $K_s$ is the cofiber of $g_s$ and $f_s : X_s \to K_s$ is the structure map, then $E \otimes f_s$ has a retraction.

(iii) $K_s$ is a retract of $E \otimes K_s$.

(see [R, §2.2.1]).

Given an $E$-good spectrum $Y$ with $E$-mapping algebra $\mathbb{M}_E^\lambda Y$, we saw in the previous section how to construct a cosimplicial spectrum $W^*$ such that $\text{Tot}W^*$ is an $E$-completion of $Y$, in the sense of [R, §2.2.2].

Note that we have a model category of $E$-modules given by [SS, Theorem 4.1], and thus an induced Reedy model category $E\text{-Mod}^\Delta$ of cosimplicial $E$-modules (see [Hi, Theorem 15.3.4]). We may thus replace the $W^*$ of §6.1 by a Reedy fibrant object in $E\text{-Mod}^\Delta$ (which we also denote by $W^*$, to avoid unnecessary notation).

We then have a tower of fibrations

$$W^0 = \text{Tot}_0(W^*) \leftarrow h_1 \text{Tot}_1(W^*) \cdots \text{Tot}_{k-1}(W^*) \leftarrow h_k \text{Tot}_k(W^*) \leftarrow \cdots$$

(see [B4, §2.8]), with the fibre of $h_k$ given by $\Omega^kF_k$, where $F_k$ is the fiber of the map $W^k \to M^{k-1}W^*$ to the matching spectrum of [BK1, X, §4.5].
Setting $X_s = \text{Tot}_s \ W^\bullet$ and $K_s := \Omega^s F_{s+1}$, we see that

\[
W^0 \xleftarrow{k_1} \text{Tot}_1(W^\bullet) \xleftarrow{} \cdots \xleftarrow{} \text{Tot}_{k-1}(W^\bullet) \xleftarrow{k_k} \text{Tot}_k(W^\bullet) \xleftarrow{} \cdots
\]

(19)

\[
F_1 \quad \Omega F_2 \quad \Omega^{k-1} F_k \quad \Omega^k F_{k+1}
\]

is an $E$-Adams resolution for $Y$.

Moreover,

\[
F_k = \bigcap_{j=0}^{k-1} \text{Ker}(s^j : W^k \to W^{k-1}).
\]

As noted in §6.3, all the codegeneracies of $W^\bullet$ are $E$-module maps, so $F_k$ is an $E$-module.

Moreover, the connecting homomorphism $\delta^k : \pi_* F_k \to \pi_* F_{k+1}$ for this tower of fibrations is just the differential for the normalized cochains on $\pi_* W^\bullet$ – that is, the alternating sum of the coface maps (see [BK1, X, §6]).

Given a (finite) spectrum $Z$, applying the functor $\text{Fun}(Z, -)$ to $W^\bullet$ yields a cosimplicial spectrum, whose total spectrum is the $E$-completion of $\text{Fun}(Z, Y)$, under favorable assumptions. We define the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$ to be the homotopy spectral sequence for $\text{Fun}(Z, -)$ applied to (18), with

\[
E^{k,t}_1 = \pi_{t-k}(\Omega^k \text{Fun}(Z, F_k)) \cong \pi_0(\text{Fun}(\Sigma^{t-k} Z, \Omega^k F_k)) \cong \pi_0(\text{Fun}(\Sigma^t Z, F_k))
\]

(21)

(see [BK1, X, §6]). This agrees with the usual $E$-based Adams spectral sequence from the $E_2$-term on (see [R, §2.2.4], and compare [BK2]).

Remark 6.8. Note that by Theorem 6.7 $W^\bullet$ (and thus our choice for the $E$-completion of $Y$), as well as the $E$-based Adams spectral sequence for $Y$, are determined functorially by $M^E_\lambda Y$ (in fact, by $\rho M^E_\lambda Y$ with its coalgebra structure) and by $Z$, since the construction of $W^\bullet$ in §6.1 is functorial in $X$.

The Reedy model category of cosimplicial $E$-modules of [SS, Theorem 4.1] also has functorial factorizations, so the same remains true after fibrant replacement of $W^\bullet$.

7. Differentials in the Adams spectral sequence

In this section we assume $E$ is a ring spectrum, $Y \in \text{Sp}$ is $E$-good, and $Z \in \text{Sp}$ is finite and $\lambda \geq \hat{\lambda}_Y, \hat{\lambda}_Z$ (in the notation of §6.6). We then let $X = M^E_\lambda Y$, with $Y \to W^\bullet$ constructed from $X$ as in §6.1, and identify the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$ with the homotopy spectral sequence of the cosimplicial spectrum $\text{Fun}(Z, W^\bullet)$. (We do not in fact need $Y$ to be $E$-good in order for most of our results to hold, but without some such assumption the spectral sequence need not converge, so information about it will not be of much use.)

We can now state our first main result:

Theorem 7.1. Given $E$, $Z$, and $Y$ as above, for each $r \geq 1$, the $d_r$-differential in the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$, and thus its $E_{r+1}$-term, can be calculated from the cosimplicial $(r - 1)$-truncated space $\mathcal{P}_0^{r-1} M^E_\lambda Z(W^\bullet)$. 


Proof. We recall the standard construction of the differentials in the homotopy spectral sequence for the $\text{Tot}$ tower of fibrations for $X^\bullet := \text{Fun}(Z, W^\bullet)$, in terms of the interlocking long exact sequences of Figure 1.

\[
\begin{array}{cccccccc}
\pi_{k+1} \text{Tot}_n X^\bullet & \xrightarrow{\delta^n} & \pi_k \Omega^{n+1}N^{n+1}X^\bullet & \xrightarrow{j^{n+1}} & \pi_k \text{Tot}_{n+1} X^\bullet & \xrightarrow{\delta^{n+1}} & \pi_{k-1} \Omega^{n+2}N^{n+2}X^\bullet \\
\downarrow q^n & & \downarrow \pi_k \Omega^n N^nX^\bullet & \xrightarrow{j^n} & \pi_k \text{Tot}_n X^\bullet & \xrightarrow{\delta^n} & \pi_{k-1} \Omega^{n+1}N^{n+1}X^\bullet \\
\end{array}
\]

Figure 1: Exact couple for Tot tower

Here the normalized chains for $X^\bullet$ are given by $N^nX^\bullet = \text{Fun}(Z, F_n)$ (see (20)).

As we shall see below, the information needed to calculate the differentials at each stage, consisting of various maps $Z \to W^i$, nullhomotopies thereof, and so on:

(a) can be expressed in terms of the mapping algebra $\mathcal{M}^\bullet_E Z$ and the simplicial mapping algebra $\mathcal{M}^\bullet_E W^\bullet$;

(b) in fact depends only on suitable truncations of these mapping algebras, if we are only calculating differentials up to the $r$-th stage.

For this purpose, we think of the differential $d_r: E^{s,t}_r \to E^{s+r,t+r-1}_r$ as a “relation” (i.e., partially defined map $E^{s,t}_1 \to E^{s+r,t+r-1}_1$ with a certain indeterminacy), in the spirit of [B2]. Thus a class $[\gamma] \in E^{n,n+k}_1$ will be represented by an element $\gamma \in E^{n,n+k}_1$ such that $d_1(\gamma), \ldots, d_{r-1}(\gamma)$ all have 0 as a value.

In our interpretation, the value $[\beta]$ we compute for the differential $d_j$ lies in $E^{n+j,n+k+j-1}_1 = \pi_0(\text{Fun}(\Sigma^{n+k+j-1}Z, F_{n+j}))$ (see (21)), so its vanishing is witnessed by a choice of nullhomotopy. This nullhomotopy takes value in a higher truncation of the mapping algebra than the map $\beta$, which explains why each successive differential requires a higher truncation.

**Step 1.** Any class $\gamma \in E^{n,n+k}_1$ is represented in turn by a map $\hat{g}: \Sigma^k Z \to \Omega^n F_n$, that is, a map $g: \Sigma^k Z \to \text{Tot}_n W^\bullet$ with $h_n \circ g = 0$ (see (19)). By adjunction this defines a map of cosimplicial spectra $G^\bullet_n: sk_n(\Delta^\bullet)_+ \otimes \Sigma^k Z \to W^\bullet$. The value of the successive differentials $d_1(\gamma), \ldots, d_{r-1}(\gamma)$ serve as the successive obstructions to lifting $G^\bullet_n$ to $G^\bullet_{n+1}: sk_{n+1}(\Delta^\bullet)_+ \otimes \Sigma^k Z \to W^\bullet$, up to $G^\bullet_{n+r}: sk_{n+r}(\Delta^\bullet)_+ \otimes \Sigma^k Z \to W^\bullet$.

The cosimplicial map $G^\bullet_n: sk_n(\Delta^\bullet)_+ \otimes \Sigma^k Z \to W^\bullet$ consists of a sequence of maps of spectra $G^j_n: sk_n(\Delta[j])_+ \otimes \Sigma^k Z \to W^j (j = 0, 1, \ldots)$. Since $W^\bullet$ is Reedy fibrant,

\[
\Omega^n F_n \to \text{Tot}_n W^\bullet \xrightarrow{h_n} \text{Tot}_{n-1} W^\bullet
\]

is a fibration sequence on the nose, so the fact that $\hat{g}$ lands in $\Omega^n F_n$ (and thus $G^\bullet_n$ lands in $F_n$) implies that $G^0_n = \cdots = G^{n-1}_n = 0$. Moreover, $sk_n \Delta[j]$ is determined by $\Delta[j]$ and the coface maps in $\Delta^\bullet$, for $j > n$, so the maps $G^j_n$ ($j > n$) are determined by $G^\bullet_n$ and the coface maps of $W^\bullet$.

Note that $G^\bullet_n$ is adjoint to a map $\Sigma^k Z \to (W^n)^{sk_n(\Delta[n])_+}$, in other words, it is equivalent to a map $\tilde{G}^\bullet_n: S^0 \to \mathcal{M}^\bullet_E \Sigma^k Z[M]$ for $M := (W^n)^{sk_n(\Delta[n])_+} \in \Theta_E$, in terms of the simplicial structure on $E$-modules (see [SS]).
Step 2. As noted above, \( \gamma \) represents an element in \( E_2 \) if \( d_1(\gamma) = 0 \) in \( E^{n+1,n+k}_1 \) — that is, if
\[
\phi := \sum_{i=0}^{n} (-1)^i d^i \circ G^n_i
\]  
(23)
is nullhomotopic in \( F_{n+1} \subseteq W^{n+1} \) (see Figure 1). The differential \( d_1(\gamma) \) thus takes value in \( \pi_0 M^E_{\Lambda} F_{n+1} \).

Step 3. By (20), \( F_{n+1} \) is the (homotopy) limit of the 3 \( \times \) 3 diagram:
\[
\begin{array}{ccc}
W^{n+1} & \xrightarrow{\tau s^j} & \prod_{j=0}^{n} W^n \\
\downarrow & & \downarrow \\
* & \xrightarrow{\tau \cdot \Phi_t} & * \\
\uparrow & & \uparrow \\
* & \xrightarrow{\tau (s^j) \Delta[1]} & * \\
\end{array}
\]
(24)

and similarly \( PF_{n+1} \) is the (homotopy) limit of the 3 \( \times \) 3 diagram:
\[
\begin{array}{ccc}
(W^{n+1})_{\Delta[1]} & \xrightarrow{\tau (s^j) \Delta[1]} & \prod_{j=0}^{n} (W^n)_{\Delta[1]} \\
\downarrow^{ev_0} & & \downarrow^{\pi ev_0} \\
W^{n+1} & \xrightarrow{\tau s^j} & \prod_{j=0}^{n} W^n \\
\uparrow & & \uparrow \\
* & \xrightarrow{\tau \cdot \Phi_t} & * \\
\end{array}
\]
(25)

We have a map from (25) to (24) induced by \( ev_1 \), and by taking limits we obtain the path fibration \( p: PF_{n+1} \rightarrow F_{n+1} \).

Thus the path-loop fibration sequence for \( F_{n+1} \) is obtained by taking iterated pullbacks of diagrams built from \( W^n \) and \( W^{n+1} \), first vertically, and then horizontally (see [BK1, XI, 4.3]). We therefore see that both the class \( \phi \) of (23) representing \( d_1(\gamma) \) in \( \pi_0 M^E_{\Lambda} \Sigma^k Z \{ F_{n+1} \} \), and our choice of a nullhomotopy \( \Phi \) for it, are determined, according to [M, Theorem 10], by various compatible maps and nullhomotopies into the diagrams (25) and (24).

These maps and nullhomotopies, respectively, correspond to maps and nullhomotopies, respectively, from \( S^0 \) to \( P^0_0 M^E_{\Lambda} Z \{ W^{n+1} \} \) and \( P^0_0 M^E_{\Lambda} Z \{ W^n \} \), (composed with \( (s^j)_\ast \) : \( M^E_{\Lambda} \Sigma^k Z \{ W^{n+1} \} \rightarrow M^E_{\Lambda} \Sigma^k Z \{ W^n \} \) — which can be expressed in terms of the truncated mapping algebra \( P^0_0 M^E_{\Lambda} \Sigma^k Z \) and the action on it of the free simplicial truncated mapping algebra \( P^1_0 M^E_{\Lambda} W^* \) (in the sense of (4)) — in other words, in terms of the 1-truncated cosimplicial space \( P^1_0 M^E_{\Lambda} \Sigma^k Z \{ W^* \} \).

By a standard argument in the long exact sequence of the fibration (22), we can use \( \Phi \) to extend \( G^n_+ \) to a map \( G^*_n \) : \( sk_{n+1}(\Delta^+) \otimes \Sigma^k Z \rightarrow W^* \). Note that this is determined by \( G^*_n : \Sigma^k Z \rightarrow (W^n)_{\Delta[1]} \), \( G^*_n : \Sigma^k Z \rightarrow (W^{n+1})_{\Delta[1]} \), and the maps between them coming from the coface maps of \( W^* \).

Because \( G^j_{n+1} = 0 \) for \( j < n \), the maps actually land in \( \Omega^n W^n \) and \( \Omega^n W^{n+1} \), respectively, so they take value in \( P^1_0 M^E_{\Lambda} \Sigma^k Z \{ \Omega^n W^* \} \).

Step 4. Assume by induction that, for \( r \geq 1 \), \( \gamma \) represents an element in \( E_r \), so
the differentials on \( \gamma \) up to \( d_{r-1} \) vanish, and we have an extension of \( G^* \) to

\[
G^*_{n+r-1}: sk_{n+r-1}(\Delta^+) \otimes \Sigma^k \mathbb{Z} \to \mathcal{W}^*
\]

with \( G^j_{n+r-1} = 0 \) for \( 0 \leq j \leq n - 1 \) (and again for \( j > n + r - 1 \), \( G^j_{n+r-1} \) is determined by \( G_{n+r-1} \) and the coface maps of \( \mathcal{W}^* \)). As usual, we can extend this further to \( G^*_{n+r} \) (for some choice of \( G^*_{n+r-1} \)) if and only if \( d_r(\gamma) \) vanishes.

The map \( G^*_{n+r-1} \) represents a class \( \alpha_{r-1} \in \pi_k \Theta_{n+r} \mathbb{X}^* \) (as in Figure 1). Applying the connecting homomorphism

\[
\delta^{n+r-1}: \pi_k \Theta_{n+r} \mathbb{X}^* \to \pi_{k-1} \Omega^{n+r} \mathcal{N}^{n+r} \mathbb{X}^*
\]

to \( \alpha_{r-1} \) yields a class \( [\beta_{r-1}] \in [\Sigma^{k-1} \mathbb{Z}, \Omega^{n+r} \mathcal{F}_{n+r}] \), which represents the value of \( d_r(\gamma) \).

Note that \( \beta_{r-1} \) (as a map into \( \mathcal{F}_{n+r} \)) is represented as in (24) above by a map of spectra \( \hat{\beta}_{r-1}: \Sigma^k \mathbb{Z} \to \Omega^{n+r} \mathcal{W}^{n+r} \), and thus by \( b_{r-1} \in (\mathcal{P}_0^{\delta-1} \Sigma^k \mathbb{Z}(\Omega^n \mathcal{W}^{n+r}))_{r-1} \) (an \( (r-1) \)-simplex in the simplicial set \( \mathcal{P}_0^{\delta-1}(-) \), as in §3.1).

Our earlier choices of \( G^*_{n+r-2}, \ldots, G^*_n \) also come into the picture in the form of (iterated) coface maps of \( \mathcal{W}^* \) applied to earlier simplices \( \beta_{r-2}, \ldots, \beta_1 \). This is why we need all of \( \mathcal{P}_0^{\delta-1} \Sigma^k \mathbb{Z}(\Omega^n \mathcal{W}^*) \), and not just its \( (r-1) \)-simplices. See [BBS, §5] for an explicit description of the combinatorics in a slightly different formulation (which is not needed here).

We thus see by induction that the choice of \( G^*_{n+r-1} \), as well as the value of \( d_r(\gamma) \), may be expressed in terms of \( \mathcal{P}_0^{\delta-1} \Sigma^k \mathbb{Z}(\Omega^n \mathcal{W}^*) \).

If \( d_r(\gamma) \) vanishes, for some sequence of choices as above, the map \( \beta_{r-1} \) is nullhomotopic; as in Step 3, the choice of a nullhomotopy – and thus the lift of \( G^*_{n+r-1} \) to \( G^*_{n+r} \) and the resulting value of \( d_{r+1}(\gamma) \) – is encoded by a one simplicial dimension higher – that is, in the cosimplicial space \( \mathcal{P}_0^{\delta-1} \Sigma^k \mathbb{Z}(\Omega^n \mathcal{W}^*) \).

Finally, note that up to homotopy the mapping algebra \( \mathcal{M}_E^\lambda \Sigma^k \mathbb{Z} \) is just \( \Omega^n \mathcal{M}_E^\lambda \mathbb{Z} \), since it is a homotopy spectral functor, and for the same reason \( \mathcal{M}_E^\lambda \Sigma^k \mathbb{Z}(\Omega^n \mathcal{W}^*) \simeq \Omega^n \mathcal{M}_E^\lambda \Sigma^k \mathbb{Z}(\mathcal{W}^*) \).

\[
\square
\]

7.1. Resolution model categories

Since any spectrum is a homotopy group object in \( \mathcal{S}p \), from Lemma 3.2 we see that for all \( \mathcal{M} \in \Theta^E \), the free spectral functor \( \mathcal{M}_E^\lambda \mathcal{M} \) is a homotopy cogroup object in \( \mathcal{S}p^\Theta^E \).

Thus by [J, Theorem 2.2]:

(a) There is a resolution model category structure on \( (\mathcal{S}p^\Theta^E)^{\Delta_{up}} = \mathcal{S}p^\Theta^E \times \Delta_{up} \), in which the weak equivalences are the \( E^2 \)-equivalences (cf. §6.1): that is, maps \( f: \mathcal{L}_\bullet \to \mathcal{W}_\bullet \) of simplicial spectral functors such that for each \( \mathcal{M} \in \Theta^E \), the induced map \( \pi_0 \mathcal{L}_\bullet \{ \mathcal{M} \} \to \pi_0 \mathcal{W}_\bullet \{ \mathcal{M} \} \) of simplicial groups is a weak equivalence.

(b) Similarly, for each \( \mathcal{M} \in \Theta^E \), any fibrant and cofibrant replacement for \( \mathcal{M}_E^\lambda \mathcal{M} \) in the \( \mathcal{P}_0^\delta \)-model structure on \( \mathcal{S}p^\Theta^E \) is a homotopy cogroup object there, so by Proposition 3.6, \( (\mathcal{S}p^\Theta^E)^{\Delta_{up}} \) also has a \( \mathcal{P}_0^\delta \) resolution model category structure, with the same \( E^2 \)-equivalences.
(c) Finally, given a cosimplicial $E$-module $W^*$, let $\Theta_W$ denote the simplicially enriched category whose objects are $W^i$ ($i = 0, 1, 2 \ldots$) with truncated simplicial mapping spaces $\underline{\text{map}}_E(W^i, W^j) := P_0^E \text{Fun}(W^i, W^j)$ as in §3.1. The category $\text{Spaces}_{\Theta_W}^E$ of simplicial spectral functors (with respect to $\underline{\text{map}}_E$) also has a proper model category structure (see [BBC, §1.23]), and from Proposition 6.2 we see that $P_0^E \text{Res}_{E} W^i$ is a cogroup object in $\text{Spaces}_{\Theta_W}^E$, so we get a corresponding resolution model category structure on the simplicial objects $(\text{Spaces}_{\Theta_W}^E)^{\Delta^m}$ (see [BBC, §2.12]).

(The cosimplicial spectrum we actually have in mind in (c), in the context of the proof of Theorem 7.1, is $\Omega^n W^*$.)

We now have:

**Proposition 7.2.** Let $W^*$ be constructed from $Y$ as in §6.2 and assume $\mathfrak{U}_*$ is any resolution of $X = \mathfrak{M}_E^Y$ (that is, a cofibrant replacement, in the model category structure of §7.1(b), for the simplicial spectral functor $c_*(X)$ which is $X$ in each simplicial dimension); then $P_0^E \mathfrak{M}_E^Y W^*$ is $E^2$-equivalent to $P_0^E \mathfrak{U}_*$.

**Proof.** Since

$$\pi_j P_0^E X_\{M\} \cong \begin{cases} \pi_j X_\{M\} & \text{for } 0 \leq j \leq r, \\ 0 & \text{otherwise,} \end{cases}$$

this follows from Proposition 6.2, and the fact that $P_0^E \mathfrak{M}_E^Y W^*$ is a resolution of $P_0^E X$ in the model category structure of §7.1(c). \square

From Theorem 7.1 and Proposition 7.2 we deduce:

**Theorem 7.3.** If $E = HR$ for a commutative ring $R$, $Z$ is a fixed finite spectrum, and $Y$ is an $E$-good spectrum, then for any $r \geq 0$ the $E_{r+2}$-term of the $E$-based Adams spectral sequence for $\text{Fun}(Z, Y)$ is determined by the truncated mapping algebra $P_0^E \mathfrak{M}_E^Y Z$.

**Proof.** Let $\mathfrak{U}_*$ be any resolution of $\mathfrak{M}_E^Y$ in the model category structure of §7.1(b) (which depends only on $P_0^E \mathfrak{M}_E^Y$, up to $E^2$-equivalence). By [BBC, Theorem 3.21ff.], we can construct a cosimplicial resolution $U^*$ of $Y$ in the resolution model category structure on $\text{Sp}^\Delta$ of $[B4, §3]$, such that $\mathfrak{M}_E^Y U^*$ is Reedy equivalent to $\mathfrak{U}_*$ (that is, there is a map of simplicial spectral functors $\bar{f}: \mathfrak{M}_E^Y U^* \to \mathfrak{U}_*$ with each $f_n: \mathfrak{M}_E^Y U^n \to \mathfrak{U}_n$ a weak equivalence of spectral functors).

Thus the truncated cosimplicial space $P_0^E \mathfrak{M}_E^Y Z\{U^*\}$ is well defined up to Reedy weak equivalence. Moreover, there is an $E^2$-equivalence $g: U^* \to W^*$ (where $W^*$ is the cosimplicial spectrum of §6.1), which induces an $E^2$-equivalence of truncated cosimplicial spaces $P_0^E \mathfrak{M}_E^Y Z\{U^*\} \to P_0^E \mathfrak{M}_E^Y Z\{W^*\}$, and thus a map of spectral sequences which is an isomorphism form the $E_2$-term on. The result then follows from Theorem 7.1. \square

This presumably holds for any ring spectrum $E$, though the results of [BBC, §3] are only known for $HR$.

**Remark 7.4.** Our main goal here was to show what sort of general information about $E$-modules, combined with what specific data on $Y$ and $Z$, suffice to determine the
$E_r$-term of the $E$-based Adams spectral sequence for $\text{Fun}(\mathbb{Z}, Y)$ – modelled on the way the $E_2$-term is a functor of $E^*Y$ (under favorable assumptions on $E$).

As Theorems 7.1 and 7.3 show, the necessary data can be described in the language of truncated mapping algebras, our main object of study here. For $E = HF_p, Z = S^0$, and $r = 2$, this data reduces to the knowledge of $H^*(Y; \mathbb{F}_p)$ as a module over the Steenrod algebra, as in [A].
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