A New Urban Objects Detection Framework Using Weakly Annotated Sets
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Abstract—Urban informatics explore data science methods to address different urban issues intensively based on data. The large variety and quantity of data available should be explored but this brings important challenges. For instance, although there are powerful computer vision methods that may be explored, they may require large annotated datasets. In this work we propose a novel approach to automatically creating an object recognition system with minimal manual annotation. The basic idea behind the method is to use large input datasets using available online cameras on large cities. A off-the-shelf weak classifier is used to detect an initial set of urban elements of interest (e.g. cars, pedestrians, bikes, etc.). Such initial dataset undergoes a quality control procedure and it is subsequently used to fine tune a strong classifier. Quality control and comparative performance assessment are used as part of the pipeline. We evaluate the method for detecting cars based on monitoring cameras. Experimental results using real data show that despite losing generality, the final detector provides better detection rates tailored to the selected cameras. The programmed robot gathered 770 video hours from 24 online city cameras (300GB), which has been fed to the proposed system. Our approach has shown that the method nearly doubled the recall (93%) with respect to state-of-the-art methods using off-the-shelf algorithms.

I. INTRODUCTION

Modern cities collect a vast amount of data daily [1], which includes information about mobility, energy, violence, pollution and cultural life, to name but a few. There is a huge amount of data available and processing it is not an easy task. Particularly, much information can be deduced when multiple sources of information are considered. Image and video sources are particularly very rich ones. Useful information is not always promptly available from the data. In some cases, great manual effort is necessary to process and combine different data sources to obtain the desired information.

In this paper, we describe an ongoing project based on a framework to automatically combine different sources of information and to create a city model to address urban issues (Figure 1). One broad categorization of the data is in visual and non-visual data. Visual data, in turn, accommodates at least three categories that are relevant to our work that are: city maps, remote sensing images and street-level images. Particularly, city images contain relevant information regarding urban elements including cars, people and buildings, and it is useful to have all of them identified in the data. With the combination of them, one would be able to obtain geographic coordinates based on the recognition of a building which position is known (Figure 2). In this stage of our framework, we focus on the recognition of cars in city images, but an extension to other urban elements is direct. Extracting semantic information of visual data is challenging and may require great manual effort. An option is to use crowd-sourcing services like Amazon Mechanical Turk [42]. It works reasonably well but the quality may fall short depending on the kind of task [39]. Our contribution is the proposal of a new method of automatic generation of objects detectors, with no manual annotation. We evaluate the approach in the task of creating a car detector for monitoring cameras images.

We propose an approach to automatically generate object detectors for urban informatics. In our method, data is harvested, pre-annotated with a weak classifier and then used to fine-tune a model. We validated it through the creation of a car detector for video sequences captured in the wild from monitoring cameras.

This paper is organized as follows. The remaining of this section presents relevant works to this approach. Section II explains in details the method proposed while Section III presents the experimental results and validation of the method. The paper is concluded in Section IV with final remarks on ongoing work.
A. Related Work

Object recognition may involve the detection of objects in a scene [41]. Due to the emergence of rich datasets and the development of higher computing capabilities, object recognition has been one prominent task in computer vision. Meaningful advances have been achieved since the theme started to be explored [46], [29], [14] and methods such as [34] allow fast and high accuracy recognition rates. When we restrict the recognition to one known class, then we have a problem of object detection [41].

The Deformable Parts Model (DPM) is a notable object detection method proposed by [14]. It identifies an object through its constituent parts and the corresponding spatial dispositions. The model characterizes each part of the object through a Histogram of Oriented Gradients (HOG) [10] in pyramid levels and through the possibly deformed positions relative to the root object. The overlapping candidates are computed and ranked according to a score.

Among other approaches, Artificial Neural Networks (ANNs) [36] have been widely used for object recognition. An ANN can be thought as a parallel processor composed of simple processing units, the neurons. Each neuron processes the inputs through an activation function and sends the results to the following neurons [36]. Neurons are organized in layers and architectures with more than one hidden layer are referred as deep [36] networks. In a conventional multiple layers ANN, each layer is fully connected to the preceding layer. A variant, known as Convolutional Neural Networks (CNN), comprises one or more partially connected layers. This type of ANN has many applications in image classification [25], [37], [36]. In object recognition, one direct approach is to scan every possible window of the target image and classify it independently. This solution is compute-intensive and instead of performing exhaustive search of the objects, many mechanisms of a previous step, proposals of regions of interest have been created [19]. They are commonly categorized in superpixels grouping [43], [7] and variants of sliding-windows [8], [50]. Region-proposal methods are analogous to interest point detectors [19] because they allow focusing attention on specific regions for subsequent tasks.

The work of Regions with Convolutional Neural Networks (RCNN) [34] introduces a unified network that performs region proposal and classification, which means that during the training step it accepts annotations of multiple sized objects and, during the testing stage, it performs classification of those objects in images of arbitrary sizes.

The conventional creation of an image recognition method involves training and evaluation of the method proposed in a particular set. There are several datasets...
available, some covering multiple classes [17], [13], [35], [28] while others focus in one particular class [2], [12], [38]. In particular there are several car datasets available [6], [48], [27], [32], [24] which include great number and diversity of samples. However, they lack diverse situations such as high occlusion, varying quality, naturally moving objects and diversified image acquisition conditions such as weather, common situations in monitoring cameras. Monitoring cameras datasets, such as Virat [31], Kitti [15], Visor [45], i-Lids [20], CamVid [4] and MIT Traffic Dataset [47] provide just limited amounts of this type of videos. Another possibility is to acquire data from public streaming. There are multiple platforms that aggregate monitoring cameras from many places around the world, like EarthCam [21], InseCam [33] and Camerite [5]. Due to their nature, such image sources present scenes with varying conditions, including scenes with scarce illumination, low resolution and bad weather conditions.

In the context of automatic learning of concepts, the work of [30] introduces a framework addressing the semi-supervised learning problem for discovering multiple objects in sparsely labeled videos. Focus is given to the automatic quality assurance, due to the quick worsening of the classifier when false positives are included in the database. The method starts with few sparsely labeled videos and exemplar detectors [18] are trained on these starting data. The video is consistently sampled and annotated by the classifier. Since the annotations are sparse, the authors argue that negative examples cannot be obtained from the neighborhood of a detection, so the use random image from external sources. An initial filtering is performed using temporally consistency, assuming a smoothness in the motion of the objects. Then an outliers removal approach was applied in a different feature space from the classifier using the unconstrained Least Squares Importance Fitting. The filtered detection serve as starting point for a short-term tracking, using sparse optical flow using HOG features. To filter the potentially redundancy in the resulting set, each object is associated with the exemplar detector [18] and high correspondences, corresponding to redundant detections, are removed. Finally, the final data is used to update the detectors. The current work here presented has many similarities to this work. Next we explain in detail the steps of our approach.

II. PROPOSED FRAMEWORK

Figure 3 describes the introduced method. We propose to create a detector with minimal user intervention, provided a dataset and two different classifiers. They are referred as Weak Classifier (WC) and Original Strong Classifier Model (OSCM). The resulting fine-tuned classifier is referred as Strong Classifier (SC). The method steps shown in Figure 3 are described below.

A. Data acquisition

The first stage consists in the acquisition of a large set of images and video of interest. Besides using available datasets, the proposed implementation retrieves data from monitoring cameras available. This solution allows an excellent variability and amount of data that may be retrieved. We used [5] to filter and select the monitoring cameras. See Figure 5 for some sample frames obtained.

B. Data sampling

An optional step in the method is sampling the input video. The motivation is the redundancy of the objects that might be detected in consecutive frames, if no temporal coherency such as is taken into account. This step is also important to cope with the large datasets possibly obtained in the previous step.

C. Training and test sets division

To properly evaluate the method proposed, the data should be split into training and test set. A 10% to 20% are rules-of-thumb commonly accepted in the field [11]. This allows performance assessment using cross-validation like strategies.

D. Weak classifier application and fine tuning training set generation

The DPM method [14] was adopted as our WC. DPM is a remarkable work in object recognition with the use of low level features. The model assumes that an object is composed of components, each of which composed by a root and a set of parts. Each object hypothesis is computed as Equation 1, the difference of a filter and deformation term plus a bias. The score of the filter part is given by the convolution of the model \( F_i \) convolved with the HOG features extracted at their own location. The deformation term consists in the convolution of the model deformation parameters and the displacement of the part. An object hypothesis is considered a detection if it results in the best placement of parts, as expressed by Equation 2. The training set is processed by the WC and a set of objects detections is obtained (Figure 3).

\[
\text{score}(p_0, \ldots, p_n) = \sum_{i=0}^{n} F_i \cdot \phi(H, p_i) - \sum_{i=1}^{n} d_i \cdot \phi_d(dx_i, dy_i) + b, \quad (1)
\]
Figure 3: Proposed methodology. Frames are sampled and split in training and test sets. A weak detection is performed on the training set and used to retrain the strong classifier. Quality control is performed both on the detections of the new dataset on test set and also on the detections of the weak classifier on the same set.

\[
score(p_0) = \max_{p_0, \ldots, p_n} score(p_0, \ldots, p_n), \quad (2)
\]

E. Strong classifier generation

The detected objects are used to fine-tune a RCNN pre-trained on ImageNet. RCNN in its original form \cite{16} performs a ordinary classification in each region of the image. The feature extraction is performed using a CNN and the classification is performed using Support Vector Machines \cite{9}. An additional step of region proposals can be added to cut out the search space of objects detection in the image. A relevant drawback of this original version is that it is very compute intensive. A faster version of the RCNN has been proposed \cite{34}. It starts by applying the convolutional layers followed by region proposals extraction. Classification is then performed as the last step. The resulting method is faster and it presents similar results \cite{34}. The fine-tuned RCNN represents a final detector Strong Classifier tailored for the input online city cameras.

F. Quality control

A critical aspect of the proposed approach is to assure the quality of the intermediate representations obtained by semi-automated ways. In the approach described in last section, the weak classifier is used to generate samples that are fed to train and fine-tune the strong classifier. A quality control step is performed to evaluate the performance of WC in this task.

In the quality control stage (Figure 4), we want to estimate the real performance of an object detector given the detected objects in a sample.

In order to evaluate the accuracy of each detector over the dataset, it is desirable to have the proportion \( p \) of the true-positives each detector has produced. However, to avoid excessive manual work on annotating the images, we estimate the proportion \( \hat{p} = TP/(TP + FP) \) over a randomly selected sample from the dataset. The confidence interval for a population proportion \( \hat{p} \) based on a sample of size \( n \) is given by \cite{3}:

\[
\hat{p} \pm z_{\alpha/2} \cdot \sqrt{\frac{\hat{p}(1-\hat{p})}{n}},
\]

where \( z \) is the normal distribution.

We have to use a reasonable \( \hat{p}(1-\hat{p}) \) value, based on our experience and on which outcome we expect from this experiment. The worst case (when we need the largest \( n \)) happens if \( \hat{p} = 0.5 \), since \( \hat{p}(1-\hat{p}) \) reaches its maximum value. A good practice is to collect a small random pilot sample and to calculate the proportion over this sample. Based on our experiences and on a pilot sample of 50 images, we chose to use \( \hat{p}(1-\hat{p}) = (0.8 \times 0.2) \). Thus, with 95% confidence \( (z_{0.025} = 1.96) \),
and a margin of error $\epsilon \approx 2.7\%$, we need $n \approx 850$.

$$\text{precision} = \frac{TP}{TP + FP} \quad (3)$$

$$\text{recall} = \frac{TP}{TP + FN} \quad (4)$$

The precision on the sample is computed according to Equation (3). The recall of the population is in principle unknown. To be calculated, it requires the number of false negatives (see Equation (4)). Once again, instead of annotating all the dataset for recall, the same approach for estimating the precision can be done, by annotating a randomly selected sample.

The performance evaluation of the SC is carried out based on the results of the two quality control stages. Despite we want to avoid computing the recall of each classifier (since it requires manual annotation of a very large video set), the number of images tested for both WC and SC are the same, i.e., $TP_{WC} + FN_{WC} = TP_{SC} + FN_{SC}$, so we can compute the relative change in the recall of WC, $rc(\text{recall}_{WC})$ as Equation (5). This is particularly interesting in the big data scenario, where we want to minimize the effort to label the data.

$$rc(\text{recall}_{WC}) =$$
$$= \frac{recall_{SC} - recall_{WC}}{recall_{WC}}$$
$$= \frac{TP_{SC} - TP_{WC}}{TP_{WC}} = \frac{TP_{SC} + FN_{SC} - TP_{WC} - FN_{WC}}{TP_{WC} + FN_{WC}}$$

$$= \frac{TP_{SC} - TP_{WC}}{TP_{WC}} \quad (5)$$

The quality control stage can be summarized in the following sequence of steps:

1) Compute a sample size, according to the equation of minimum sample size.
2) Label a small sample.
3) Compute TP, TN and FP.
4) Apply Equation [5].
5) Compute FN and Equation [4].

The last step is optional in case one just needs the relative improvement of the method, which can be obtained through Equation [5]. In case this step is performed, the false negative samples can be used in the retraining of the SC, as proposed by [14].

G. Comparative performance assessment

The SC detector is evaluated on the test set and a quality control step was also performed. The test set is also processed by the WC and quality control is performed in this stage as well. This allows assessing the gain obtained by the strong classifier w.r.t. the weak classifier. The results of the two quality control stages are combined to infer the accuracy of the SC.

III. Experimental Results and Validation

The proposed methodology has been implemented in order to be validated. We used a relational database management system to store all the metadata of the acquisition and detections. We used a PostgreSQL database [44]. Different programming languages were used in the framework, including python, Matlab, and Linux bash scripting language. In the acquisition stage, we continuously decoded HTTP live streaming [40] to MPEG [26] files. This stage included a failure-proof mechanism to take into account issues on the client-side, server-side and on the network. In the object detection stages, DPM [14] and the Python implementation [2] of the Faster-RCNN [34] method were used.

We validated the proposed method in two experiments. In the first case, we created a car detector for images from the monitoring cameras. In the second case, we were motivated by the task of efficiently finding cars in rainy weather, a more difficult computer vision task. There are multiple works dealing with the problem of rain removal [49], but none tackling the problem of finding cars in the rain. We restricted our dataset to images of rainy weather and developed our pipeline according to this data source.

A. Validation 1: Uncontrolled weather

In the first experiment, we created a detector of cars based on images from monitoring cameras. 24 cameras were continuously monitored during 6 days resulting in 768 hour of videos and 265.2 GB. The videos were systematically sampled at a 1/20 rate from the streaming to reduce the redundancy on the detections since time-varying information has not been explored in the current implementation (e.g. tracking, which can be easily incorporated in the proposed methodology). The 358,036 frames obtained were split into two groups. The training set of 300,000 frames ($\sim 84\%$) and the test set of 58,036 ($\sim 16\%$). We applied the DPM [14] on the training set and a quality control step was performed on this stage. 557,036 cars were detected and used to fine-tune a RCNN VGG 16 layers [57] pre-trained with ImageNet, RCNN_{imagenet}. Thus a final detector, RCNN_{all} was

1https://github.com/rbgirshick/voc-dpm
2https://github.com/rbgirshick/py-faster-rcnn
Table 1: Comparison of the two datasets, Camerite-all and Camerite-rainy.

| Dataset        | Number of cameras | Total hours | Number of sampled Frames | Size (GB) |
|----------------|-------------------|-------------|--------------------------|-----------|
| Camerite-all   | 24                | 768.0       | 358,036                  | 262.5     |
| Camerite-rainy | 14                | 63.7        | 7,011                    | 5.8       |

obtained. The second quality control stage was then performed. The quality control results are expressed in Table III.

In the performance assessment of the $RCNN_{all}$, a relative change of precision of $rc(precision_{WC}) = -3.2\%$ and a relative change $rc(recall_{WC}) = 93.2\%$ on WC performance was obtained. The generated detector thus presents a significant increase in recall with the trade-off of losing a little precision.

B. Validation 2: Rainy days

In the second set of experiments, we created a detector of cars based on images of frames of rainy days from monitoring cameras.

We used 14 cameras during 2 days. Here as well, the raw videos were sampled at a 1/20 rate. The 7,011 frames obtained were split into 6,000 (training set ~85%) and 1,011 (test set ~15%). We applied the DPM [14] on the training set and a quality control step was performed on this stage. The 17,325 cars detected were used to fine-tune $RCNN_{all}$, the detector previously obtained with images from Camerite-all. A final detector $RCNN_{rainy}$ was then obtained. The second quality control stage was then performed. Manual inspection was performed over a sample of 500 images from the test set, according to the quality control step proposed in Section III. The results of the quality control stages are expressed in Table III. In the performance assessment of the $RCNN_{rainy}$, relative changes $rc(precision_{WC}) = -12.5\%$ and $rc(recall_{WC}) = 65.8\%$ were obtained.

IV. DISCUSSION AND CONCLUDING REMARKS

This work presents the current state of a urban informatics framework that involves three data levels: Source data, City model and Knowledge. Our ongoing work
Table II: Sample of the detections performed by the SC $RCNN_{alt}$. 

focus on developing this framework with an implementation using real cases. The framework is based on:

- **Source data**: city information should be collected as automatically as possible. We consider two types of data: visual and non-visual:
  - Visual data: city maps, remote sensing, urban images/videos;
  - Non-visual urban data: All types of socio-economic statistics available like education levels and information, violence, news information, traffic, etc.

- **City model**: representation of different layers of city features. Different data structures have to be defined (e.g. images, networks, textual and numerical records, etc).

- **Knowledge**: The framework should help to address questions like *How do cities evolve?*, *How can they be compared?*. Such questions should be answered with the support of analytical methods suitable for each case provided by the framework.

Annotating large amounts of data is challenging. An option is to perform it manually, which is labor-intensive for big data. Alternative options include hiring services like Amazon Mechanical Turk or Citizen Science [42]. However, new approaches to minimize human operation are desirable. In this scenario, the contribution of this paper is the proposal of a methodology for generating object detectors with minimal manual annotation and
quality control. The source data is initially processed by a weak classifier and the resulting detections generated are used to fine-tune a new detector. In both steps, the user inspects a small sample of detections looking just on the true and false positives ratio. We validated it in the creation of a car detector for monitoring cameras that was able to produce a relative change on the precision and on the recall of the weak classifier of -3.2 and 93.2, respectively. Motivated by the urban problem, we performed the same pipeline using rainy images and we got -12.5 and 65.8, respectively. These results show that the strong classifier presents a substantial improvement in recall with a small loss of precision.

For this paper we implemented one step of the collection and annotation of visual data in an urban environment. Next steps include the extension of our method to other urban elements such as pedestrians, buildings and roads. Then, other visual data sources besides city images will be explored including city maps and radar images. Following, non-visual data like from demography, traffic and violence information will be incorporated and, finally, we are going to create a city model to address the aforementioned urban issues.
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