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Abstract: In this article, a deadbeat predictive control (DB-PC) strategy for permanent-magnet synchronous generators (PMSGs)-based modern wind turbines is proposed. The main advantages of the DB-PC technique are its excellent dynamics and its constant switching frequency. However, the main idea of DB-PC is obtaining the actuation voltage for the next sample from the mathematical model of the generator. Therefore, the DB-PC is highly sensitive to mismatches in the parameters of the PMSG. In order to obviate this problem, a disturbance estimator (extended Kalman filter (EKF)) is employed in this work to enhance the robustness of the proposed DB-PC scheme by estimating the total disturbance due to parameter mismatches and adding it to the calculation of the actuation voltage. Furthermore, the same EKF observe the rotor speed and position of the PMSG, i.e., mechanical sensors are not required. Moreover, the EKF is able to reduce the harmonic distortion in the stator currents of the PMSG. The proposed DB-PC strategy is implemented in the laboratory. The experimental results proved the superiority of the proposed DB-PC strategy over the traditional DB-PC technique.
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1. Introduction

Currently, the whole world is facing the problem of global warming. The high emission of carbon-dioxide CO₂ is one of the reasons for this phenomena. Therefore, the generation of electricity by burning fossil fuels must be stopped. The alternative solution is the use of clean and renewable energy systems, such as wind energy, photovoltaic arrays, wave energy, etc. In fact, the installation of wind turbines has remarkably increased in most of the countries around the world [1–4]. The first version of wind turbines was of a fixed-speed with an induction generator. However, due to its disadvantages, such as lower efficiency, need for reactive power, and higher sensitivity to voltage dips or faults in the grid, modern wind turbines are variable-speed ones [5–7].

In the current wind market, two generators are the most used: the doubly-fed induction generator (DFIG) and the permanent-magnet synchronous generator (PMSG) [1–3]. In the DFIG topology, a reduced-scale of the back-to-back (BtB) power electronics converter is utilized, which reduces the cost of the wind generation system. However, the variation of the shaft speed is limited to ±30% around the synchronous speed [8]. Furthermore, the stator of this DFIG is tied directly to the point of common coupling (i.e., the grid). Accordingly, the wind generation system with DFIG is sensitive to abnormal conditions in the grid. In the PMSG topology, the stator terminals are interfaced with the grid, using a full-scale BtB power electronics converter [9], i.e., the cost of the BtB converter is higher than in the case of DFIGs. However, due to this decoupling between the generator terminals and grid,
the wind generation system with PMSG offers better fault ride through (FRT) capability than the DFIGs. Furthermore, the range of shaft speed variations is bigger than in the case of DFIGs. Finally, the PMSG is directly coupled to the wind turbine, i.e., no gear-box is required, like in case of the DFIG.

Usually, the field-oriented control (FOC) with proportional-integrators (PIs) is used to control the PMSG-based modern wind turbines [10]. The PI controllers produce good steady-state and transient response. However, the selection of the PI parameters is not an easy task. Furthermore, in the case of achieving quick dynamic performance with the PI controllers, very high overshoot is produced. Therefore, the researchers proposed several other control techniques for electrical machines, such as sliding-mode, fuzzy logic, predictive control, etc.

In the last few years, predictive control techniques have been widely applied for power electronics circuits, electrical machines, micro-grids, and others. The well-known strategies of the predictive control are as follows: continuous-set predictive control (CS-PC) [11,12], finite-set predictive control (FS-PC) [13,14], and deadbeat predictive control (DB-PC) [15,16]. The CS-PC is characterized by its constant switching frequency, non-linearity, ability to include constraints, etc. However, due to the very high calculation burden, part of the CS-PC algorithm is implemented offline, which is not preferred for power electronics circuits and electrical machines. The algorithm of the FS-PC can be completely online implemented due to the use of only the discrete states of the power converter. Furthermore, constraints and non-linearities can be considered in the design of the FS-PC. However, the steady-state response of the FS-PC is not good, due to the application of only one voltage vector per sample. Furthermore, the switching frequency of the FS-PC is variable.

The DB-PC is featured by its fixed switching frequency, due to the use of a modulator to generate the switching signals of the power converter. Moreover, its steady-state and dynamic performance are excellent. The basic idea of the DB-PC is calculation of the reference voltage vector from the machine model and the reference variables [15,16]. Therefore, it is sensitive to any mismatches in the model parameters of the machine under control. To cope with this problem, online observation of the machine’s parameters improves the robustness of the DB-PC. In [17], an extended Kalman filter (EKF) is employed to estimate the stator inductance of the PMSG. However, the stator resistance and permanent-magnet flux linkage are assumed to be constants, which is not true in practice. In [18], the model reference adaptive system (MRAS) observer is utilized to estimate the model inductance of an active front end (AFE) rectifier. However, the model resistance is defined as a constant. Online and offline estimation methods for the stator inductance, stator inductance and rotor flux linkage of an IPM motor are proposed in [19]. However, offline methods are not preferred for electrical drive systems. In [20], a new method is proposed to estimate the stator resistance and inductance of a PMSM. However, the permanent-magnet flux linkage is considered to be a constant. In [21], a novel online inductance estimation method is proposed for grid-connected photovoltaic (PV) inverters. However, the model resistance is not estimated.

In the above online estimation methods, the effects of any un-modeled dynamics or non-linearities are always neglected. Therefore, the other solution to improve the robustness of the DB-PC technique is observing the total disturbance caused by parameter variations and including this total disturbance in the controller design. In [22], the time-delay control approach is employed to estimate the total disturbance for PMSGs. The robustness of the used DB-PC in this work (i.e., [22]) is significantly improved in comparison with the classical DB-PC. However, low-pass filters (LPFs) to filter the signals of the total disturbances before sending them to the controller are required. LPFs change the amplitude and phase of the original signals. In [23], a sliding mode observer is presented for observing those total disturbances. However, the chattering phenomena of the sliding mode observer is the main problem. An interval-varying multi-innovation least squares algorithm is presented in [24]. However, the complexity of the whole control scheme is increased. In [25,26], a new compensation method to avoid the effect of parameter varia-
tions on the DB-PC is presented. This method is based on adding integral part to the main controller. However, selection of the integrator gain is not an easy task.

Normally, the control system of the PMSG is implemented in the rotating-reference frame $dq$. Therefore, measurement of the rotor position and speed is essential [27]. Mechanical sensors, such as incremental encoders or speed transducers, can do this job. However, the failure rate of these mechanical sensors is significantly higher than the electrical ones [28]. Therefore, in the case of failure, the whole control of the PMSG does not work, i.e., no active and reactive power can be injected by this unit, which might affect the grid. Accordingly, estimation of the rotor speed and position of the PMSG is highly required to enhance the reliability of the whole system [27,28].

In this paper, a robust deadbeat predictive control (DB-PC) for permanent-magnet synchronous generators (PMSGs) without mechanical sensors is proposed. The DB-PC algorithm computes the actuation voltage based on the mathematical model of the PMSG and reference variables. Therefore, any variations in the parameters of the PMSG will highly deteriorate the performance of the controller. Hence, an extended Kalman filter (EKF) is designed in this work to compensate for the effect of parameters mismatches and any other disturbances by estimating the total disturbance and including it in the calculation of the actuation voltage. Moreover, the same EKF is employed to estimate the rotor position and speed of the PMSG, which enhances the reliability of the proposed DB-PC technique. Furthermore, EKF is able to reduce the harmonic distortion in the stator currents of the PMSG, which reduces the ripples in the torque. Finally, experimental results are given to prove the feasibility of the proposed controller.

This paper is organized as follows: the mathematical models of the variable-speed wind turbine and PMSG are derived in Section 2. The traditional DB-PC technique is explained in Section 3, while the proposed DB-PC is detailed in Section 4. The experimental results and discussion are given in Section 5, and finally, the conclusion is given in Section 6.

2. Modeling of the Wind Turbine and PMSG

The structure of the variable-speed modern wind energy conversion system with PMSG is illustrated in Figure 1. It can be observed that the wind turbine and the PMSG are directly coupled without the use of a gearbox. Therefore, the output voltage and frequency from the PMSG are not constant. Hence, a full-scale back-to-back power converter (B2B-PC) is essential to tie the system with the grid. The B2B-PC consists of a machine-side converter (MSC), DC-Link, and grid-side converter (GSC). The focus of this work is the control of the MSC. Therefore, only the model of the wind turbine and the PMSG are explained in this work.

![Figure 1. Structure of modern wind turbines with permanent-magnet synchronous generator.](image)

2.1. Modeling of the Wind Turbine

The main job of the wind turbine is to convert wind energy to mechanical energy, which can be calculated by the following [29]:

$$p_t = \frac{1}{2} c_p \rho \pi r_t^2 v_{w}^3$$  \hspace{1cm} (1)

where $\rho$ is the density of the air, $r_t$ is wind turbine radius, $c_p$ is the power coefficient, and $v_{w}$ is the wind speed.
The power coefficient $c_p$ can be expressed as follows [30]:

$$c_p = 0.5176 \left( \frac{116}{\lambda_i} - 0.4\beta - 5 \right)^{-\frac{21}{e}} + 0.0068\lambda$$

$$\frac{1}{\lambda_i} := \frac{1}{\lambda + 0.08\beta - 0.035\beta^3 + 1}.$$  \hspace{1cm} (2)

In (2), $\beta$ is the pitch angle and $\lambda$ is the tip speed ratio and can be expressed as follows:

$$\lambda = \frac{\omega_mr_t}{v_w}.$$  \hspace{1cm} (3)

Normally, the wind turbine operates in four regions based on the speed of the wind [29]; see Figure 2. Those four regions are as follows:

- **Region I:** In this region, the speed of the wind is lower than the cut-in value $v_w < v_{w,cut-in}$ of the wind turbine. Accordingly, the wind turbine does not work in this region and the generated power is zero (i.e., $p_t = 0$).

- **Region II:** In this zone, the velocity of the wind is higher than the cut-in value $v_{w,cut-in}$ and lower than the rated wind speed $v_{w,rated}$, i.e., $v_{w,cut-in} < v_w < v_{w,rated}$. Subsequently, the wind turbine works in this region. Furthermore, an algorithm is utilized to produce the maximum power from the wind turbine by operating at the optimal tip speed ratio $\lambda^\ast$. Accordingly, the power coefficient has its maximum value $c_p^\ast$ and $\beta = 0$, see Figure 3. In this conditions, the generated power can be written as follows:

$$p_t^\ast := \frac{1}{2}c_p^\ast\rho\pi r_t^2 v_w^3.$$  \hspace{1cm} (4)

Based on Equation (3), $p_t^\ast$ can be expressed as follows:

$$p_t^\ast := \frac{1}{2}c_p^\ast\rho\pi r_t^2 \left( \frac{\omega_m r_t}{\lambda^\ast} \right)^3.$$  \hspace{1cm} (5)

Subsequently, the optimum mechanical torque is written as follows:

$$T_m^\ast = \frac{p_t^\ast}{\omega_m^\ast} = k_p^\ast(\omega_m^\ast)^2, \quad k_p^\ast := \frac{1}{2}\rho\pi r_t^5 \frac{c_p^\ast}{(\lambda^\ast)^3}.$$  \hspace{1cm} (6)

The maximum power point tracking (MPPT) is realized by the nonlinear speed controller as follows:

$$T_r^\ast = -k_p^\ast\omega_m^2,$$  \hspace{1cm} (7)

which force the mechanical angular speed $\omega_m$ of the rotor to achieve the following condition $\frac{\omega_m r_t}{v_w} = \lambda^\ast$. This method is called optimal torque control (OTC).

- **Region III:** In this zone, the wind speed is higher than the rated value $v_{w,rated}$ and lower than the cut-out wind speed $v_{w,cut-out}$ of the wind turbine. Therefore, in this region, the wind turbine generates the rated power $p_{t,rated}$ and torque $T_{r,rated}$. This is achieved by increasing the pitch angle $\beta$.

- **Region IV:** In this zone, the velocity of the wind is higher than the cut-out value $v_w > v_{w,cut-out}$. Increasing the pitch angle is not effective in limiting the output power. Accordingly, the turbine is shut down and no power is generated (i.e., $p_t = 0$).
2.2. Permanent-Magnet Synchronous Generator (PMSG)

Usually, a surface-mounted PMSG is employed in wind generation systems, where the permanent magnets are placed on the rotor surface separated by non-ferrite materials between two adjacent magnets [31]. The permeability of the magnets is almost the same as that of the non-ferrite materials. Accordingly, the effective air gap between the rotor and stator is uniform. Based on this fact, the $d$- and $q$-axis inductance are approximately equal (i.e., $L^d_s = L^q_s = L_s$ no anisotropy). Therefore, the stator voltage of the PMSG in the $abc$ reference frame can be written as follows [7]:

$$u^a_s = R_s i^a_s + \frac{d}{dt} \psi^a_s$$

$$u^b_s = R_s i^b_s + \frac{d}{dt} \psi^b_s$$

$$u^c_s = R_s i^c_s + \frac{d}{dt} \psi^c_s$$

(8)

where

$$\frac{d}{dt} \psi^a_s = L_s \frac{d}{dt} i^a_s + e^a_s$$

$$\frac{d}{dt} \psi^b_s = L_s \frac{d}{dt} i^b_s + e^b_s$$

$$\frac{d}{dt} \psi^c_s = L_s \frac{d}{dt} i^c_s + e^c_s$$

(9)
In the above equations, \( u_a^s, u_b^s, \) and \( u_c^s \) are the stator voltages of the PMSG. The stator currents are \( i_a^s, i_b^s, \) and \( i_c^s. \) \( \psi_a^s, \psi_b^s, \) and \( \psi_c^s \) are the stator fluxes of the PMSG. The back electro-motive forces are \( e_a^s, e_b^s, \) and \( e_c^s. \) \( R_s \) and \( L_s \) are the stator resistance and inductance, respectively.

By the help of Clarke transformation \([7]\), the stator voltages of the PMSG are written in the stationary reference frame as follows:

\[
\begin{align*}
    u_a^s &= R_s i_a^s + \frac{d}{dt} \psi_a^s, \\
    u_b^s &= R_s i_b^s + \frac{d}{dt} \psi_b^s.
\end{align*}
\]

Subsequently, using Park transformation, the stator voltages of the PMSG are written in the rotating reference frame as follows:

\[
\begin{align*}
    u_d^s &= R_s i_d^s + \frac{d}{dt} \psi_d^s - \omega_r \psi_q^s, \\
    u_q^s &= R_s i_q^s + \frac{d}{dt} \psi_q^s + \omega_r \psi_d^s.
\end{align*}
\]

The PMSG flux in the \( dq \) frame can be expressed as follows:

\[
\begin{align*}
    \psi_d^s &= L_s i_d^s + \psi_p, \\
    \psi_q^s &= L_s i_q^s.
\end{align*}
\]

The dynamics of the mechanics of the wind turbine system are given by the following:

\[
\frac{d\omega_m}{dt} = \frac{1}{\Theta} \left( T_m - T_e \right),
\]

where

\[
T_e(t) = \frac{3}{2} n_p \psi_p i_d^s
\]

is the electro-magnetic machine torque and \( T_m \) is the mechanical torque. \( \Theta \) is the rotor inertia and \( n_p \) is the pole pair number.

Inserting Equation (12) into Equation (11) gives the following:

\[
\begin{align*}
    u_d^s &= R_s i_d^s + L_s \frac{d}{dt} i_d^s - \omega_r L_s i_q^s, \\
    u_q^s &= R_s i_q^s + L_s \frac{d}{dt} i_q^s + \omega_r i_d^s + \omega_r \psi_p.
\end{align*}
\]

In order to design the DB-PC, the discrete-time model is essential. Hence, by using the forward Euler method, the discrete-time model is written as follows:

\[
\begin{align*}
    u_d^s[k] &= R_s i_d^s[k] + L_s \frac{i_d^s[k+1] - i_d^s[k]}{T_s} - \omega_r [k] L_s i_q^s[k], \\
    u_q^s[k] &= R_s i_q^s[k] + L_s \frac{i_q^s[k+1] - i_q^s[k]}{T_s} + \omega_r [k] L_s i_d^s[k] + \omega_r [k] \psi_p.
\end{align*}
\]

In (16), \( T_s \) is the sampling time and the current sample is \( k. \)

3. Traditional Deadbeat Predictive Control

In the above model of the PMSG, the values of \( R_s, L_s, \) and \( \psi_p \) are taken from the data-sheet of the machine, or measured in the laboratory. However, due to the change in operation conditions, frequency, temperature, etc., the values of those parameters vary. In the traditional deadbeat predictive control (DB-PC), the effect of variations of the PMSG
parameters is neglected. Based on the principles of DB-PC and taking the one sample delay into consideration, the actuation voltage of the next sample is computed as follows [7]:

$$u_{s,ref}^{s}[k + 1] = R_s i_s^{s}[k + 1] + L_s \frac{i_s^{s,ref}[k + 2] - i_s^{s}[k + 1]}{T_s} - \omega_r[k + 1] l_{s}^{s}[k + 1], \quad (17)$$

$$u_{s,ref}^{q}[k + 1] = R_s i_s^{q}[k + 1] + L_s \frac{i_s^{q,ref}[k + 2] - i_s^{q}[k + 1]}{T_s} + \omega_r[k + 1] l_{s}^{q}[k + 1] + \omega_r \psi_p. \quad (18)$$

In (17), the currents $i_s^{s}[k + 1]$ and $i_s^{q}[k + 1]$ are obtained from (16) as follows:

$$i_s^{s}[k + 1] = (1 - \frac{T_s R_s}{L_s}) i_s^{s}[k] + T_s \omega_r[k] i_s^{q}[k] + \frac{T_s}{L_s} u_s^{q}[k],$$

$$i_s^{q}[k + 1] = (1 - \frac{T_s R_s}{L_s}) i_s^{q}[k] - T_s \omega_r[k] i_s^{s}[k] - T_s \omega_r[k] \psi_p + \frac{T_s}{L_s} u_s^{q}[k].$$

It can be observed from Equations (17) and (18) that the calculation of the reference voltage is highly dependent on the parameters of the PMSG. Subsequently, the traditional DB-PC is not a robust controller. The block-diagram of the traditional DB-PC is illustrated in Figure 4.

![Figure 4. Traditional deadbeat predictive control technique for PMSGs.](image)

The reference $q$-axis current is obtained from the optimum torque $T_{o}^r$ (see (7)) by using Equation (14), i.e., $i_{s,ref}^{q}[k] = \frac{2}{3 \pi \psi_p} T_{o}^r[k]$. The reference value of the $d$-axis current is set to zero to achieve the maximum torque per ampere, i.e., $i_{s,ref}^{d}[k] = 0$. Subsequently, by the help of Lagrange extrapolation, the reference currents in the sample $k + 2$ can be computed as follows:

$$i_{s,ref}^{d}[k + 2] = 3 i_{s,ref}^{d}[k] - 3 i_{s,ref}^{d}[k - 1] + i_{s,ref}^{d}[k - 2],$$

$$i_{s,ref}^{q}[k + 2] = 3 i_{s,ref}^{q}[k] - 3 i_{s,ref}^{q}[k - 1] + i_{s,ref}^{q}[k - 2]. \quad (19)$$

### 4. Proposed Deadbeat Predictive Control

Based on the fact that the parameters of the PMSG are varying, Equation (16) can be rewritten as follows:

$$u_s^{q}[k] = (R_s + \Delta R_s) i_s^{q}[k] + (L_s + \Delta L_s) \frac{i_s^{q,ref}[k + 1] - i_s^{q}[k]}{T_s} - \omega_r[k] (L_s + \Delta L_s) i_s^{q}[k] + \psi_p,$$

$$u_s^{d}[k] = (R_s + \Delta R_s) i_s^{d}[k] + (L_s + \Delta L_s) \frac{i_s^{d,ref}[k + 1] - i_s^{d}[k]}{T_s} + \omega_r[k] (L_s + \Delta L_s) i_s^{d}[k] + \omega_r[k] (\psi_p + \Delta \psi_p) + \psi_p. \quad (20)$$
where $\Delta R_s$, $\Delta L_s$, and $\Delta \psi_p$ represent the variation in the parameters of the PMSG. $\epsilon^d_s$ and $\epsilon^q_s$ represent any un-modeled dynamics or uncertainties. Equation (20) can be written as follows:

$$u^d_s[k] = R_s i^d_s[k] + L_s \frac{i^d_s[k+1] - i^d_s[k]}{T_s} - \omega_r[k] L_s i^q_s[k] + \epsilon^d_s,$$

$$u^q_s[k] = R_s i^q_s[k] + L_s \frac{i^q_s[k+1] - i^q_s[k]}{T_s} + \omega_r[k] L_s i^d_s[k] + \omega_r[k] \psi_p + \epsilon^q_s,$$

where

$$\epsilon^d_s = \Delta R_s i^d_s[k] + \Delta L_s i^d_s[k+1] - \frac{i^d_s[k+1] - i^d_s[k]}{T_s} - \omega_r[k] \Delta L_s i^q_s[k] + \epsilon^d_s,$$

$$\epsilon^q_s = \Delta R_s i^q_s[k] + \Delta L_s i^q_s[k+1] - \frac{i^q_s[k+1] - i^q_s[k]}{T_s} + \omega_r[k] \Delta L_s i^d_s[k] + \omega_r[k] \Delta \psi_p + \epsilon^q_s,$$

The values of $\epsilon^d_s$ and $\epsilon^q_s$ are unknown and must be estimated.

In the proposed DB-PC scheme, the effect of variations of the PMSG parameters is considered in the calculation of the reference voltage for the next sample. Accordingly, the reference voltage is computed as follows:

$$u^d_{s,ref}[k+1] = R_s i^d_{s,ref}[k+1] + L_s \frac{i^d_{s,ref}[k+2] - i^d_{s,ref}[k+1]}{T_s} - \omega_r[k+1] L_s i^q_{s,ref}[k+1] + \phi^d_s,$$

$$u^q_{s,ref}[k+1] = R_s i^q_{s,ref}[k+1] + L_s \frac{i^q_{s,ref}[k+2] - i^q_{s,ref}[k+1]}{T_s} + \omega_r[k+1] L_s i^d_{s,ref}[k+1] + \omega_r[k+1] \psi_p + \phi^q_s.$$

In Equation (23), $\phi^d_s$ and $\phi^q_s$ are added to the reference voltage calculation to compensate for parameter mismatches of the PMSG. Those values are estimated by the help of an extended Kalman filter (EKF). Furthermore, $\dot{\epsilon}^d_s[k+1]$, $\dot{\epsilon}^q_s[k+1]$, $\dot{\omega}_r[k+1]$, and $\dot{\psi}_p[k+1]$ are also estimated by the same EKF. Accordingly, the proposed DB-PC is robust to mismatches in the parameters of the PMSG. Furthermore, due to the filtering capability of the EKF, the total harmonic distortion (THD) of the stator currents using the proposed DB-PC technique is lower than the THD of the stator currents in the case of using the traditional DB-PC method.

The EKF is implemented with the help of the following state-space model.

$$\frac{d}{dt} x = g(x, u), \quad y = h(x).$$

In Equation (24), $x$ is the state vector, $y$ is the output vector, and $u$ is the input vector. These vectors are defined as follows:

$$x = \begin{pmatrix} i^d_s, i^q_s, \omega_r, \phi_r, \epsilon^d_s, \epsilon^q_s \end{pmatrix}^\top,$$

$$y = \begin{pmatrix} i^d_s, i^q_s \end{pmatrix}^\top,$$

$$u = \begin{pmatrix} u^d_s, u^q_s \end{pmatrix}^\top.$$
In Equation (24), $g(x, u)$ and $h(x)$ can be defined as follows:

$$
g(x, u) = \begin{bmatrix}
-R_s L_s \alpha_s + \omega_r \psi_{pm} \sin(\phi_r) + \frac{1}{L_s} u_s^a - \dot{\psi}_s^a \\
-R_s L_s \beta_s - \omega_r \psi_{pm} \cos(\phi_r) + \frac{1}{L_s} u_s^b - \dot{\psi}_s^b \\
0 \\
\omega_r \\
0 \\
0
\end{bmatrix}
$$

(26)

and

$$h(x) = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix} x. \quad (27)$$

It is essential to express this model in the discrete-time model as follows:

$$x[k+1] = f(x[k], u[k]) + T_s g(x[k], u[k]) + w[k],$$

$$y[k] = h(x[k]) + v[k]. \quad (28)$$

In Equation (28), the variables $w[k]$ and $v[k]$ are included to consider the uncertainties in the model of the PMSG and the noise in the measured vector. To simplify the design of the EKF, the covariance matrices are considered to be constants, i.e.,

$$Q = E\{w[k]w[k]^\top\}, \quad R = E\{v[k]v[k]^\top\}. \quad (29)$$

The estimation of the state vector by the EKF is realized by the following:

$$\hat{x}[k+1] = f(\hat{x}[k], u[k]) + K[k] (y[k] - \hat{y}[k]),$$

$$\hat{y}[k] = h(\hat{x}[k]) = C\hat{x}[k]. \quad (30)$$

In Equation (30), $K$ is the Kalman gain. The flowchart of the EKF is illustrated in Figure 5 and the block diagram of the proposed DB-PC technique is depicted in Figure 6.

Note: In Equation (26), the variations of the machine parameters and un-modeled dynamics are assume very slow. Therefore, $\frac{d}{dt}\psi_s^a$ and $\frac{d}{dt}\psi_s^b$ are zero, which is the accepted assumption [32–34]. Furthermore, due to the fact that the mechanical time constant is very long in comparison to the sampling time, it is accepted to assume $\frac{d}{dt}\omega_r = 0$ [35].
5. Results and Discussion

In order to validate the proposed DB-PC technique, the test bench depicted in Figure 7 is constructed in the laboratory. The list of parameters for the PMSG under test is given in Table 1. In reality, the stator of the PMSG is connected to the grid via a two-level back-to-back power converter as illustrated in Figure 1. However, due to limitations in the hardware components, the schematic diagram of the constructed test bench for PMSG is illustrated in Figure 8. The setup consists of a 14.5 kW PMSG, driven by a two-level power converter (machine-side converter (MSC)), which is connected to the grid via a three-phase...
The DC-link contains a chopper circuit to dissipate the generated power from the PMSG. The maximum power that can be dissipated in this chopper circuit is 10 kW. Therefore, the generated power in the following operation conditions is lower than 10 kW.

Table 1. Parameters of the PMSG under test.

| Name                                | Symbol | Value       |
|-------------------------------------|--------|-------------|
| Nominal power                       | \( p_n \) | 14.5 kW     |
| Nominal stator line–line voltage    | \( u_{s,n} \) | 400 V      |
| DC-link voltage                     | \( u_{dc} \) | 560 V      |
| Nominal mechanical angular speed    | \( \omega_{m,n} \) | 209 rad/s |
| Stator resistance                   | \( R_s \) | 0.15 Ω     |
| Stator inductance                   | \( L_s \) | 3.4 mH     |
| Permanent-magnet flux linkage       | \( \psi_p \) | 0.3753 Wb  |
| Pole pairs                          | \( n_p \) | 3           |

Due to the fact that there is no wind turbine emulator available in the laboratory, a reluctance synchronous machine (RSM) is used for this purpose. The RSM is driven by another two-level power converter called a wind-turbine emulator side converter (WTE-SC). A dSPACE DS1007 real-time platform with Control Desk and MATLAB/Simulink is utilized for implementing the proposed DB-PC with EKF for the PMSG. For comparison purpose, an incremental encoder with 2048 pulses per revolution (ppr) is used to measure the rotor position of the PMSG, which is fed to dSPACE using a DS3002 incremental encoder board. Three current sensors and one voltage sensor are used to measure the stator currents of the PMSG and the DC-link voltage, respectively. The measured currents and voltage are available in dSPACE via a DS2004 analog-to-digital converter (A/D) board. The power converters are controlled by dSPACE through a DS5101 pulse-width-modulation board.

In real wind turbines, the torque and speed change at the same time. Therefore, the RSM is employed to control the rotor speed, and the PMSG controls the torque, where the reference torque is computed as a function in the speed, i.e., \( T^* \{ k \} = -0.0061 \omega_{m,n}^2 \{ k \} \) (i.e., \( k^*_p = 0.0061 \)). \( k^*_p \) is selected based on the rated torque of the RSM.
As illustrated in Figure 2, the wind turbine does not work when the wind speed is lower than the cut-in value. Therefore, zero speed and extremely low speeds do not belong to the operation speeds of the PMSG. In this work, the operation speed range of the mechanical speed $\omega_m = \omega_r / n_p$ is selected from 8 rad/s to 100 rad/s. Furthermore, in the large modern wind turbines in the range of MW, the switching frequency is low to limit the switching losses in the power electronics devices. Therefore, in order to be close to the reality, the switching frequency is selected 4 kHz in this work.

The estimation performance of the suggested EKF at step change in the rotor speed is depicted in Figure 9. The reference mechanical speed for the RSM is stepped from 8 rad/s to 58 rad/s, i.e., the electrical angular speed $\omega_r = n_p \omega_m$ of the PMSG is changed from 24 rad/s to 174 rad/s. Accordingly, the reference torque of the PMSG $T^*_e = -0.0061 \omega_m^2$ is changed from $T^*_e = -0.0061 \times 8^2 = -0.3904 \text{N m}$ to $T^*_e = -0.0061 \times 58^2 = -20.52 \text{N m}$ at the same time. It can be seen from Figure 9 that the estimation performance of the proposed EKF is very good. The steady-state estimation errors of the stator currents ($i_{\alpha s}, i_{\beta s}$) and the rotor speed and position ($\omega_r, \phi_r$) are almost zero at low and high speeds (i.e., 8 rad/s and 58 rad/s). Furthermore, the dynamic estimation error is very small and converge quickly to zero. Therefore, by the help of the designed EKF, control of the PMSG is possible without using incremental encoders or speed transducers.

Another advantage of the proposed EKF is its ability to filter the harmonics in the measured stator currents. The mechanical speed $\omega_m$ of the rotor is set to 15 rad/s by the RSM. Accordingly, the reference torque of the PMSG $T^*_e = -0.0061 \omega_m^2$ is set to $T^*_e = -0.0061 \times 15^2 = -1.3725 \text{N m}$. The values of the speed and torque are selected to be low to give the worst case of harmonic distortion. In Figure 10, the measured and estimated $\alpha$-axis stator current of the PMSG is illustrated. According to Figure 10, the EKF shows good ability in filtering the harmonics in the stator currents of the PMSG. The total harmonic distortion (THD) of the measured current is 10.18%, while the THD of the estimated current by the EKF is 6.32%. Accordingly, the torque ripples using the proposed DB-PC technique are lower than the ripples in the case of using the traditional DB-PC.

The responses of the suggested DB-PC technique and the traditional one under mismatches in the stator inductance of the PMSG are illustrated in Figure 11. Firstly, for both the proposed DB-PC and classical one, the parameters used in the software models are the measured ones; see the time-range from 3.6 s to 4 s in Figure 11. Although the measured parameters are used in this time-range (i.e., from 3.6 s to 4 s), one can observe that the actual currents $i_{d s}$ and $i_{q s}$ deviate from their reference values, using the traditional DB-PC. The absolute values of the steady-state errors (AV-SSEs) in the $d$- and $q$-axis currents, using the traditional DB-PC, are 1.06 A and 0.12 A, respectively. This experimental results confirm that the measured parameters vary all the time, due to variations of temperature, frequency, etc. In contrast to the traditional DB-PC, the currents $i_{d s}$ and $i_{q s}$ perfectly follow the reference
values using the proposed DB-PC, due to the inclusion of $\hat{\varphi}_d^s$ and $\hat{\varphi}_q^s$ in the calculation of the reference voltage as explained in Section 4. The AV-SSEs in the $d$- and $q$-axis currents using the proposed DB-PC are zero. Secondly, at the time instant $t = 4$ s, the value of the stator inductance of the PMSG is reduced to 60% of its measured value in the software models of the proposed DB-PC and classical one. Based on Figure 11, the deviations of the currents $i_d^s$ and $i_q^s$ from their reference values are increased using the traditional DB-PC method, and the AV-SSEs in the $d$- and $q$-axis currents are increased to 1.75 A and 0.16 A, respectively. Furthermore, the ripples in the current waveforms are also increased, particularly in the $q$-axis current. This is not the case when using the proposed DB-PC technique for which the currents $i_d^s$ and $i_q^s$ still track the reference values with very good accuracy, and the AV-SSEs in the $d$- and $q$-axis currents are still zero. Additionally, the increase in the ripples is very small in comparison with the traditional DB-PC. In Figure 11, the estimated $\hat{\varphi}_d^s$ and $\hat{\varphi}_q^s$ by the EKF are also given.

Figure 9. Estimation performance of the proposed EKF at change of the rotor speed: (a) Measured and estimated $\alpha$-axis current, (b) measured and estimated $\beta$-axis current, (c) measured and estimated electrical angular speed of the rotor, and (d) measured and estimated electrical position of the rotor.
Figure 10. $\alpha$-axis stator current of the PMSG: (a) measured, and (b) estimated.

Figure 11. Experimental results of the proposed DB-PC and traditional one at mismatches in the stator inductance $L_s$ of the PMSG: (a) actual and reference $d$-axis currents, (b) actual and reference $q$-axis currents, (c) observed and reference $d$-axis currents, (d) observed and reference $q$-axis currents, and (e) observed total disturbance for $d$ and $q$ axes.
The robustness of the proposed DB-PC and traditional one is also investigated under variation of the permanent-magnet flux linkage $\psi_p$, see Figure 12. The value of the permanent-magnet flux linkage $\psi_p$ is increased by 20% compared to the measured value (i.e., $1.2\psi_p$) in the software model. It is clear that the traditional DB-PC is highly sensitive to variations of the permanent-magnet flux linkage for which a large deviation between the currents $i_d^t$ and $i_q^t$ and their reference values is seen. The AV-SSEs in the $d$- and $q$-axis currents using the traditional DB-PC are 1.72 A and 2.15 A, respectively. This deviation is zero in the case of using the proposed DB-PC technique, where the currents $i_d^t$ and $i_q^t$ follow the reference values with excellent accuracy, i.e., the AV-SSEs in the $d$- and $q$-axis currents are still zero.

![Figure 12](image-url)

**Figure 12.** Experimental results of the proposed DB-PC and traditional one at mismatches in the permanent-magnet flux linkage $\psi_p$: (a) actual and reference $d$-axis currents, (b) actual and reference $q$-axis currents, (c) observed and reference $d$-axis currents, (d) observed and reference $q$-axis currents, and (e) observed total disturbance for $d$ and $q$ axes.

Finally, the performance of the proposed/traditional DB-PC is tested under change of the rotor speed and torque at the same time, which represents change of the wind speed in reality. In Figure 13, the mechanical rotational speed of the rotor is changed from 16 rad/s to 81 rad/s at the time instant $t = 4$ s. Accordingly, the reference torque of the PMSG $T_e^* = -0.0061\omega_m^2$ is changed from $T_e^* = -0.0061 \times 16^2 \approx -1.6$ Nm to $T_e^* = -0.0061 \times 81^2 \approx -40$ Nm. It can be seen that the proposed DB-PC demonstrates better performance than the traditional DB-PC. After changing the speed/torque, the AV-
SSEs for the \(d\)- and \(q\)-axis currents using the proposed DB-PC are zero, while the AV-SSEs for the \(d\)- and \(q\)-axis currents using the traditional DB-PC are 1.8 A and 0.28 A, respectively.

![Figure 13. Experimental results of the proposed DB-PC and traditional one with change of the torque and speed at the same time: (a) actual and reference \(d\)-axis currents, (b) actual and reference \(q\)-axis currents, (c) observed and reference \(d\)-axis currents, (d) observed and reference \(q\)-axis currents, and (e) observed total disturbance for \(d\) and \(q\) axes.](image)

### 6. Conclusions

In this paper, a deadbeat predictive control (DB-PC) technique for permanent-magnet synchronous generators (PMSGs) in variable-speed wind turbines is proposed. To enhance the robustness of the suggested DB-PC scheme, an extended Kalman filter (EKF) was designed to estimate the total disturbance caused by variations of the PMSG parameters. Then, this total disturbance was included in design of the DB-PC strategy. Furthermore, the designed EKF estimates the rotor speed and position of the PMSG, i.e., no incremental encoders are required and the reliability of the drive system is improved. The suggested DB-PC technique and the traditional one were implemented in the laboratory. The experimental results proved that the proposed DB-PC technique with EKF is robust to mismatches in the PMSG parameters, while the traditional DB-PC is highly sensitive. Furthermore, the estimation of the rotor speed and position by the EKF is accurate. Finally, the EKF is able to filter the stator current waveforms of the PMSG and reduce the total harmonic distortion in comparison with the traditional DB-PC.
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