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Abstract—Recent research has witnessed advances in facial image editing tasks including face swapping and face reenactment. However, these methods are confined to dealing with one specific task at a time. In addition, for video facial editing, previous methods either simply apply transformations frame by frame or utilize multiple frames in a concatenated or iterative fashion, which leads to noticeable visual flickers. In this paper, we propose a unified temporally consistent facial video editing framework termed UniFaceGAN. Based on a 3D reconstruction model and a simple yet efficient dynamic training sample selection mechanism, our framework is designed to handle face swapping and face reenactment simultaneously. To enforce the temporal consistency, a novel 3D temporal loss constraint is introduced based on the barycentric coordinate interpolation. Besides, we propose a region-aware conditional normalization layer to replace the traditional AdaIN or SPADE to synthesize more context-harmonious results. Compared with the state-of-the-art facial image editing methods, our framework generates video portraits that are more photo-realistic and temporally smooth. Our project is available at here.

Index Terms—Facial video editing, dynamic training sample selection, 3D temporal loss, region-aware conditional normalization.

I. INTRODUCTION

Facial video editing is an extensively studied task in the industry due to its widespread applications in movie composition, computer games, and privacy protection. It includes face swapping [1–6], face reenactment [7–15], etc. Face swapping aims at replacing one person’s identity with another while keeping the original attributes unchanged, e.g., head pose, facial expression, background, etc. Face reenactment is another task that focuses on transferring the facial poses and expressions from the others.

Most of the previous works have regarded face swapping and face reenactment as separate tasks and could only handle either of them. In this work, we devote ourselves to developing a more unified framework termed UniFaceGAN which settles face swapping and face reenactment jointly. Besides accomplishing the existing tasks, more surprisingly, our method also supports swapping and face reenactment jointly. Moreover, the temporal consistency is achieved in a straightforward manner by using a 3D spatial-temporal loss, which provides explicit supervision to guarantee the temporally consistent outputs.

UniFaceGAN has three cascaded procedures, namely Dynamic Training Sample Selection, 3D Disentangled Editing, and Deep Blending Network. The Dynamic Training Sample Selection mechanism is designed to sample training data in both intra-video and inter-video manners, which facilitates our multi-task training. In the 3D Disentangled Editing stage, we incorporate a 3D Morphable Model (3DMM) [16, 17] reconstruction module to decompose a video portrait into pose, expression, and identity coefficients. Then we recombine these factors according to the specific task to get a transformed face sequence through a rasterization renderer. As for the Deep Blending Network, we feed the rendered transformed face and the auxiliary appearance hint to a Generative Adversarial Network, which translates the input to the photo-realistic result.

We’re not the first to introduce the 3D reconstruction technology into facial editing and the pioneering works [1, 18] also adopt a 3D-to-2D generation idea for accomplishing face reenactment for a single pre-determined person. However, our UniFaceGAN differs in the following two respects. Firstly, UniFaceGAN takes an additional appearance image as input and unifies the solutions of multiple video portrait manipulation tasks for arbitrary persons in a multi-task manner. Besides, the appearance image also serves as a background hint in the 3D Disentangled Editing stage, which settles the problem of blur background and generates more photo-realistic outputs. Introducing the 3D Disentangled Editing
stage brings several advantages. First, compared to 2D-based methods [6, 14, 19, 20], explicitly reconstructing a 3D face can naturally collect that information in the 3D space. Besides, 3DMM has already decomposed pose, expression and identity information, which can be recombined to generate a novel desired 3D face. On the contrary, the pose and expression information in 2D facial landmarks cannot be decoupled, leading to the limited manipulation freedom. In addition, it is worth mentioning that sparse 2D landmarks lack facial texture details, thus suffering from blurry generation results. In contrast, rendering the 3DMM model with texture details provides more informative and realistic hints.

Since the facial information comes from the rendered face and the appearance image provides the background hint, Deep Blending Network uses two separate networks to tackle these two kinds of clues. Specifically, it consists of an encoder-decoder backbone and an appearance embedder, serving as the facial and non-facial feature extractors respectively. The encoder-decoder backbone takes a rendered 3D face as input, while the appearance embedder maps the concatenation of the appearance image and the non-facial area binary mask into a low-resolution feature map. Then, the facial and non-facial clues are fused through our proposed region-aware conditional normalization layer (RCN) which precisely controls the feature-level mixture of the face and background.

The contributions of this work are summarized as follows:

- We present a unified framework that offers solutions for multiple tasks, including face swapping, face reenactment, and “fully disentangled manipulation”. A simple yet efficient Dynamic Training Sample Selection Mechanism is adopted to aid this multi-task learning procedure.
- To achieve better video coherence, a novel 3D optical flow loss is introduced based on the barycentric coordinate interpolation.
- A region-aware conditional normalization (RCN) layer tailored for our task is proposed which modulates the features in the decoding process in a spatial-aware way and results in more authentic outputs.

II. RELATED WORK

A. Facial Image Editing

Face Swapping. Methods for face swapping were proposed as far back as 2004 by [21], which considers 3D transformations between two faces but requires manual involvement. [2] and [4] firstly reconstruct 3D faces for inputs and then conduct image blending. For 2D-based methods, Korshunova et al. [3] formulate the face swapping as a 2D style transfer problem. Jin et al. [5] utilize CycleGAN to transfer facial expressions and head poses more consistently. IPGAN [22] uses two separate encoder networks to achieve the identity and attribute embedder vectors and a generator based on the concatenation of them.

Face Reenactment. Face2Face [8] fits 3DMM to both source and target faces and then transfers the expressions from one to another by exchanging corresponding coefficients. PAGAN [18] uses the subject’s expression blendshapes and linearly blends these key textures to achieve fine-scale manipulation. However, the output of PAGAN is limited in the pure black background, which hinders its practicality. [1] adopts a 3D head representation and a novel space-time neural network to achieve photo-realistic face reenactment for a pre-defined person. As for the 2D-based method, [7] retrieves the image based on the temporal clustering of target frames and a novel matching metric. X2Face [11] is exploited to learn an embedded face representation and to map from this embedded face representation to the generated frame. Monkey-Net [12] aims to encode motion information via moving keypoints learned in a self-supervised fashion. ReenactGAN [13] maps the source face onto a boundary latent space and transforms the source face’s boundary to the target’s one.

B. Temporal Consistency in Facial Editing

Several publications investigate the temporal consistency problem. FSGAN [6] used an iterative generation way in face reenactment and segmentation stages, namely previous generation results are used for the prediction of the next frames. [14] and [19] propose a few-shot neural talking head model based on the concatenation of several frames.

However, iterative refinement tends to propagate the previous frame artifacts to the next one whereas the simple concatenation manner lacks explicit supervision. In contrast, our proposed UniFaceGAN explicitly uses a temporal loss to regularize consecutive frames. Besides, a hybrid training strategy with our proposed Dynamic Training Sample Selection mechanism is also adopted to implicitly enforce the temporal consistency.

III. PROPOSED APPROACH

The overall pipeline is shown in Fig. 2. $X_i^t$, $X_p^t$ and $X_e^t$ denote the identity image, appearance image, and expression image at time step $t$, respectively.
A. Dynamic Training Sample Selection

The whole dataset $V$ is expressed as $V = \{v_n\}^{N}_{n=1}$, where $N$ denotes the number of training videos. Each video contains a few frames, $v_n = \{f_{n,t}\}^{L_n}_{t=1}$, where $L_n$ denotes the number of frames in the $n$-th video $v_n$. Typically, we have two ways to sample training samples, namely intra-video sampling and inter-video sampling. The intra-video sampling selects training data $X^t_p$, $X^t_e$, and $X^t_i$ from the same video while inter-video sampling selects $X^t_p$, $X^t_e$, and $X^t_i$ from different videos. Intra-video sampling is a self-supervised learning scenario and provides ground-truth for training. Besides, optical flow warping based temporal loss can also be applied in this scenario. However, this sampling method is limited in self-driving swapping or reenactment and tends to fail in the more general cross-identity setting. For inter-video sampling, it provides more diverse samples for cross-identity training, making the framework more robust. However, it lacks ground-truth constraint and the temporal loss can not be applied either.

In this paper, we demonstrate a joint training of face swapping and face reenactment with a novel dynamic training sample selection mechanism. For the intra-video sampling, we take three pairs of consecutive frames from one selected video, specifically, the intra-video sampling ratio is set to be $\sigma \in [0,1]$ and conducted as:

$$
\begin{align*}
X^t_p &= f_{n,t}, \quad X^t_e = f_{n,t}, \\
X^t_i &= f_{n,t}, \\
X^{t-1}_p &= f_{n,t-1}, \quad X^{t-1}_e = f_{n,t-1}, \\
X^{t-1}_i &= f_{n,t-1},
\end{align*}
$$

where $l_1$, $l_2$, $l_3$ are the index of random frames, $l_1, l_2, l_3 \in [2, L_n]$. For the opposite case, we take the inter-video sampling strategy where three pairs of consecutive frames are taken from three different videos.

$$
\begin{align*}
X^t_p &= f_{n_1,t_1}, \quad X^t_e = f_{n_2,t_2}, \\
X^t_i &= f_{n_3,t_3}, \\
X^{t-1}_p &= f_{n_1,t_1-1}, \quad X^{t-1}_e = f_{n_2,t_2-1}, \\
X^{t-1}_i &= f_{n_3,t_3-1},
\end{align*}
$$

where $n_1$, $n_2$, $n_3$ are the index of random videos, $n_1, n_2, n_3 \in [1, N]$.

In this way, we use the intra-video sampling to provide ground truth supervision and the inter-video sampling with multiple identities to make the model more robust. Experiment results show that this multi-task training mechanism is efficient and benefits both tasks.

B. 3D Disentangled Editing

Since frames at time $t$ and $t-1$ share the same 3D reconstruction procedures, we ignore the superscript $t$ and $t-1$ here. Given the identity image $X_i$, appearance image $X_p$ and expression image $X_e$, we estimate the 3DMM face shapes and the camera projection matrices using 3DFDA [23]. For convenience, we set $x = i, p, e$ to denote that we are dealing with $X_i$, $X_p$ and $X_e$ respectively and the reconstructed 3D face can be expressed as follows:

$$S^x = \mathcal{S} + A_{id}^x \alpha^x_{id} + A_{exp}^x \alpha^x_{exp},$$

where $S^x$ is a 3D face while $\mathcal{S}$ is the mean shape. $A_{id}$ and $A_{exp}$ are the principle axes derived from BFM [24] and FaceWarehouse [25], respectively. $\alpha^x_{id}$ and $\alpha^x_{exp}$ are corresponding identity and expression coefficients. At the same time, the 3D reconstruction process also outputs the camera pose $C^x$ (i.e., the position, rotation and scale information). Next, we recombine the identity and expression coefficients to acquire the desired 3D face:

$$S = \mathcal{S} + A_{id}^t \alpha^t_{id} + A_{exp}^t \alpha^t_{exp},$$

where $S$ is the transformed 3D representation for the desired face. Meanwhile, we adopt $C^p$ as the selected pose. Finally, we project the 3D face $S$ with the texture map from $X_i$ onto the 2D image plane to obtain the rendering result:

$$R = render(S, T^i, C^p),$$

where $render$ is a rasterizer renderer with the Weak Perspective Projection according to the camera pose $C^p$, and $T^i$ denotes the texture map from $X_i$. The rendered face image $R$ contains the identity of $X_i$, the expression of $X_e$, and the pose of $X_p$. For more details, please refer to [23]. Afterwards, the rendered face image $R$ is used to compute a binary facial region mask $M$ with facial areas set to 1 and non-facial areas set to 0. Then we generate the appearance hint $H$. Specifically, for the face swapping case, we set $M = X_p(1 - M)$ since swapping results require the same pose with $X_p$ for the face reenactment case, we set $M = X_l(1 - M)$ for similar reasons.

C. Deep Blending Network

In this section, we describe the GAN-based Deep Blending Network which consists of an appearance embedder $E$, an
we propose a novel region-aware conditional normalization (cross-regional transfer terms) to the corresponding areas. For the cross-regional term, we apply batch normalization and then copy the region features in both the same-regional retention or cross-regional transfer non-facial areas respectively and conducts the denormalization to synthesize the video frame $Y^t$. For the better fusion result, Why should the denormalization process be limited in the specific region? Adain [26] treats elements in the same channel equally and aligns the channel-wise mean and variance. SPADE [27] predicts pixel-level affine parameters and applies spatial-aware denormalization. However, in our case, since Generator $G$ and Appearance Embedder $E$ encode the facial and non-facial areas respectively, restricting the computation in specific areas gives more accurate statistics and avoids the interference of meaningless feature regions. Why should we need a cross-regional transfer term? This cross-regional transfer term applies the facial statistic to the non-facial areas with a relatively small weight and vice versa. This mechanism makes the two regions adjust to each other and when training end-to-end, it leads to more context-harmonious results.

**Discriminator $D(Y, X_i)$.** Following pix2pixHD [28], we adopt the same multi-scale discriminator and loss functions, except that we replace the least squared loss term [29] by the hinge loss term [30].

**D. Loss Function**

**Appearance Preserving Loss.** The generated facial image $Y^t$ should have the same appearance information as $X_i$, and the
where $X_i$ and $Y_i$ are the downsampling versions of $X_i$ and $Y_i$, respectively, and $K$ is the total number of scale versions.

**3D Temporal Loss.** Inspired by [31], we introduce a flow-based 3D temporal loss to alleviate the inter-frame flicker artifacts. The main difficulty lies in how to generate the dense optical flow map between two consecutive frames. Here, we propose a 3D-based optical flow extraction method, which avoids the use of flow estimation networks [32].

Thanks to 3DMM, the optical flow values for reconstructed vertices can be easily obtained by directly subtracting 3D coordinates between adjacent frames. To obtain the dense flow map, we propose to conduct barycentric coordinate interpolation for each pixel in the 2D pixel domain. As shown in Fig. 5(a), for a query point $q$ with location $(i, j)$, we find the triangle $T \in \tau$ with its $x$-$y$ plane projection version contained $q$. Let $V_1^t, V_2^t, V_3^t \in \mathbb{R}^3$ be the vertices of $T$. We compute the barycentric coordinates $\lambda_1^t, \lambda_2^t, \lambda_3^t$ of $q$, with respect to $T$. Therefore, the flow value at position $(i, j)$ is calculated as follows:

$$W_{i,j}^{t \rightarrow t-1} = \sum_{k=1}^{3} \lambda_k^t \left(V_k^t - V_{k-1}^t\right).$$

Then we need to obtain visibility maps $S^{t-1}, S^t$. Let $Z^{t-1}$ and $Z^t$ be the depth buffer generated by 3DDFA. For frame $t$, we interpolate the depth of $q$ to get the coordinate of $Q$:

$$Q_i^t = (i, j, Q_z^t) = (i, j, \sum_{k=1}^{3} \lambda_{k}^{t}z_{k}),$$

where $Q_z^t$ denotes the $z$ component of $Q^t$. Since the depth buffer denotes the minimum visible $z$ value of each coordinate of the 2D pane to project on, the visibility map $S^t$ value at $(i, j)$ is given as:

$$S_{i,j}^t = \begin{cases} 1 & \text{if } Q_z^t \geq Z_{i,j}^t \\ 0 & \text{otherwise} \end{cases}$$

where $Z_{i,j}^t$ means the depth buffer value of $Z^t$ at point $(i, j)$. For frame $t-1$, we compute the coordinate of $Q^{t-1}$ as follows:

$$Q_i^{t-1} = (Q_{x_i}^{t-1}, Q_{y_i}^{t-1}, Q_{z_i}^{t-1}) = Q_i^t - W_{i,j}^{t \rightarrow t-1},$$

Since $Q_i^t$ and $W_{i,j}^{t \rightarrow t-1}$ are known, we can obtain $Q_{x_i}^{t-1}, Q_{y_i}^{t-1}, Q_{z_i}^{t-1}$ (i.e., $x$, $y$, $z$ components of $Q^{t-1}$). Then the calculation of visibility map $S^{t-1}$ for frame $t-1$ at position $(Q_{x_i}^{t-1}, Q_{y_i}^{t-1})$ is similar to $S^t$.

Finally, the optical flow map between two consecutive frames is given as follows:

$$F_{i,j}^{t \rightarrow t-1} = W_{i,j}^{t \rightarrow t-1} \cdot S_{i,j}^{t-1} \cdot S_{i,j}^{t-1} \cdot Q_{z_i}^{t-1}, Q_{y_i}^{t-1}.$$
where $warp(Y^t, F^{t_1})$ is the warping function that warps the output at time $t$ back to time $t-1$. The overall loss function is thus reached as:

$$L = \arg\min_{G, E, D} \max_{\alpha, \beta, \gamma, \lambda} \alpha L_{adv} + \beta L_{app} + \gamma L_{rec} + \lambda L_{tmp},$$  \quad (18)$$

where $\alpha$, $\beta$, $\gamma$, and $\lambda$ are the weights to balance different terms, which are set to $10$, $1$, $10$, and $5$ in our experiments, respectively.

IV. EXPERIMENTS

A. Experiment Details

In this paper, the Voxceleb2 [33] dataset is adopted to conduct the multi-task training. Voxceleb2 is among the largest available video datasets, which covers over a million uterances from over 6,000 speakers. The intra-video sampling rate $\sigma$ is set to $0.5$. Quantitative comparisons are conducted with respect to five metrics: Frechet-inception distance (FID) [34], structured similarity (SSIM) [35], identity error $E_{id}$, pose error $E_{pose}$, and expression error $E_{exp}$. More about the training details, evaluation metrics and the network architecture are available in the supplementary material.

B. Comparison Results

Face swapping. When setting $X_i^t = X_p^t$ and crop $M^t$ out of $X_p^t$, it falls into the face swapping problem. Fig. 5 presents qualitative results against FaceShifter [20] and FSGAN [6]. UniFaceGAN generates high-fidelity results, even under challenging cases with varying ages, poses, gender and occlusions. The results of FSGAN are obviously blurred and over-smooth while FaceShifter suffers from striped flaws. Besides, quantitative results in Table I also show that UniFaceGAN achieves better performance, which means our proposed UniFaceGAN is more photo-realistic and accurately captures the pose and expression information. To make fair comparisons, we compare our UniFaceGAN with FSGAN and FaceShifter using the cases presented in their paper and the results are shown in Figure. 8. Note that we just infer on the images and do not fine tune our model on the corresponding datasets (e.g. Caltech Ocluded Faces in the Wild (COFW) [36], IJB-C [37], VGGFace [38] datasets, etc).

Face reenactment. To deal with the face reenactment task, we set $X_i^t = X_p^t$ and crop $M^t$ out of $X_p^t$ or sample $X_i^t$ and $X_p^t$ in the same videos. Table I and Fig 6 show the comparison results with state-of-the-art video face reenactment methods. FSGAN, FOMM [39] and Fast Bi-layer [40] suffer from the blur background and UniFaceGAN settles this obstacle by explicitly providing an appearance hint. X2face shows a distorted face which is a common problem for warping-based methods. FTH can not animate the target person accurately, which demonstrates that our 3D-to-2D method is superior to the 2D landmark-based methods.

Fully disentangled manipulation. When $X_i$, $X_p$ and $X_e$ are of different identities, we perform a novel fully disentangled manipulation task. The results in Fig. 7 show that the generated portrait image $Y$ successfully mixes information of identity, appearance and expression from different source images.

### Table III: Ablation studies for the 3D temporal loss.

| Task          | Model     | FID↓ | SSIM↑ | $E_{id}$↓ | $E_{pose}$↓ | $E_{exp}$↓ | $E_{tmp}$↓ |
|---------------|-----------|------|-------|-----------|-------------|------------|------------|
| W/O          | FlowNet2  | 50.2 | 1.34  | 1.42      | 1.73        | 1.66       | 2.36       |
| Swap         | FlowNet2  | 38.3 | 0.65  | 0.67      | 0.72        | 0.73       | 3.11       |
| Reenactment  | FlowNet2  | 44.1 | 0.76  | 0.83      | 0.84        | 1.01       | 4.23       |
|              | Sparse    | 30.0 | 0.75  | 0.77      | 0.97        | 1.23       | 5.65       |
|              | Dense(Ours) | 24.4 | 0.82  | 0.98      | 0.98        | 2.31       | 3.54       |

C. Ablation Studies

Ablation studies on DTSS:

W and W/O dynamic training sample selection (DTSS). DTSS selects the identity image $X_i$, the appearance image $X_p$ and the expression image $X_e$ in two ways. We shift the intra-video sampling ratio $\sigma$ manually and the results are listed in Table II. Intuitively, $E_{tmp}$ decreases with the increase of $\sigma$, since our 3D temporal loss is only applied in the intra-video case where $X_i$, $X_p$ and $X_e$ are sampled from the same video. SSIM is evaluated in the self-driving scenario and when $\sigma$ increases, SSIM increases naturally. The other evaluation criteria generally achieve the best scores when setting $\sigma$ to 0.5 for both the face swapping and the face reenactment task. Specifically, when the ratio $\sigma$ is set to 0, the whole framework falls into a face swapping pipeline. Similarly, setting $\sigma$ to 1, UniFaceGAN can only handle the face reenactment task. The comparison results between $\sigma = 0.5$ and $\sigma = 0$ or $\sigma = 1$ indicate that this multi-task training is more effective than training the single task alone.

Ablation studies on the loss functions:

1) W and W/O temporal consistency loss. The ablation study of our 3D temporal loss $L_{tmp}$ is available in Table III. Here we evaluate $L_{tmp}$ in the scenario of self-driving reenactment since only in this case we have the ground truth. Several cases are shown in Fig 9 and photometric error [1] is also computed between output and ground truth. Fig 9 shows that $L_{tmp}$ plays a significantly role especially when $X_i$ and $X_p$ have large pose variations.

2) Dense flow vs. Sparse flow. vs. FlowNet2. To demonstrate the necessity of obtaining the dense optical flow maps using the barycentric coordinate interpolation, we compare UniFaceGAN with the models which only use sparse optical flow as temporal constraints. $L_{tmp}$ is still calculated by Equation 17, but using the sparse optical flow map instead. Specifically, for each vertex of 3DMM reconstruction output, we project its optical flow value to the 2D plane orthogonally and predict the visibility according to the Z-Buffer value. Table III gives the results of using sparse flow maps and the results show training with dense flow maps outperforms the sparse ones. In Table III, we also compute the temporal loss using the optical flow estimation network FlowNet2 [32]. It shows that the optical flow computed by FlowNet2 leads to even worse results and this may be caused by the inaccurate facial optical flow estimation by FlowNet2.

3) W and W/O Appearance Preserving Loss or Reconstruction Loss. The experimental results in Table IV show that either dropping $L_{app}$ or $L_{rec}$ leads to consistent performance
Fig. 6: Comparison results of face reenactment. (a) Input identity images. (b) Input appearance images. On the right corner is the first frame of the appearance video. It shares the similar pose with the identity image and we choose it as $D_1$ for FirstOrder inference. (c) UniFaceGAN (Ours). (d) FSGAN. (e) X2face. (f) FTH (Few-shot T. Heads). (g) FOMM (First Order Motion Model). (h) Fast Bi-layer.

Fig. 7: The fully disentangled manipulation task.

Table IV: Ablation studies for $L_{app}$ and $L_{rec}$.

| Task     | $L_{app}$ | $L_{rec}$ | FID↑ | SSIM↑ | $E_{id}$↑ | $E_{pose}$↑ | $E_{exp}$↑ |
|----------|-----------|-----------|------|-------|-----------|-------------|------------|
| swapping | ✓         | ✓         | 41.4 | - 0.39 (1.17,1.45,0.67) | 2.71       |             |            |
| ✓        | ✓         | 38.7      | - 0.34 (1.17,1.35,0.66) | 2.54       |             |            |
| ✓        | ✓         | 34.1      | - 0.26 (1.12,1.31,0.65) | 2.31       |             |            |
| Reenactment | ✓         | ✓         | 30.2 | 0.71 0.19 (0.22,0.26,0.12) | 4.98       |             |            |
| ✓        | ✓         | 28.6      | 0.74 0.15 (0.23,0.26,0.12) | 4.03       |             |            |
| ✓        | ✓         | 24.4      | 0.82 0.12 (0.21,0.25,0.12) | 3.12       |             |            |

degradation. The qualitative comparison results are also shown in Fig. 12. When dropping $L_{app}$, the output images suffer from the blurry background (especially the hair regions); When dropping $L_{rec}$, the quality of the output image is greatly affected (e.g., the unnatural transitions between face and background).

4) Removing the self-attention module in G. In the experiment, we add the self-attention module at the $64 \times 64$ resolution in the up-sampling part of the generator. To prove its necessity, we conduct the ablation studies without the self-attention module. The quantitative comparison results are shown Table V. The results show that the inserted self-attention module improves the quality of the outputs greatly. For better illustrations, the qualitative comparison results are shown between Fig. 12(c) and Fig. 12(f).

5) Long Term Temporal Loss Constraint. We investigate the influence of long term temporal loss. Specifically, we set the input frames to be $X^t_{id}, X^t_{p}, X^t_{e}$ and $X^{t-k}_{id}, X^{t-k}_{p}, X^{t-k}_{e}, X^{t-k}_{e}$, $k \geq 1$, and remain the datasets and the pipeline unchanged. The quantitative results are available in the supplementary material.

Ablation studies for RCN:
We conduct comparison experiments with only facial region AdaIN or SPADE, the fidelity restoration of UniFaceGAN AdaIN. (e) SPADE. (f) W/O cross-regional transfer term. (g) W/O same-regional retention term.

The output without the cross-regional transfer term (Fig. 10(f)) qualitative results are shown Table VI (c) and Fig. 11. The term or no-facial region transfer term. The quantitative and qualitative results have demonstrated the consistent superiority of the proposed UniFaceGAN for handling multiple video portrait manipulation tasks and generating temporally consistent outputs. To be specific, we carefully design a Dynamic Training Sample Selection mechanism to facilitate this multi-task training. A novel 3D temporal loss is proposed to enforce the visual consistency in synthesized videos. Besides, we further introduce a region-aware conditional normalization (RCN) layer to achieve the better face blending. The extensive experiments have demonstrated the consistent superiority of the proposed framework across multiple tasks over the state-of-the-art methods.

### TABLE V: Ablation studies for the self-attention terms.

| Task     | self-attention FID↓ | SSIM↑ | E_{id} ↓ | E_{pose} ↓ | E_{exp} ↓ |
|----------|---------------------|-------|----------|------------|----------|
| swapping | ✓                   | 39.2  | 0.41     | (1.18,1.51,0.67) | 2.67     |
|          |                     | 34.1  | -        | 0.26       | (1.12,1.31,0.65) | 2.31     |
| Reenactment | ✓             | 29.7  | 0.64     | 0.23       | (0.24,0.28,0.13) | 3.65     |
|          |                     | 24.4  | 0.82     | 0.12       | (0.21,0.25,0.12) | 3.12     |

### TABLE VI: Ablation studies for RCN. (a) RCN v.s. AdaIN v.s. SPADE. (b) Are the cross-regional term and same-regional term necessary? (c) Are just facial or non-facial related terms necessary?

| (a) | Mode   | FID↓ | SSIM↑ | E_{id} ↓ | E_{pose} ↓ | E_{exp} ↓ |
|-----|--------|------|-------|----------|------------|----------|
| Swapping | RCN(Ours) | 34.1 | -     | 0.26     | (1.12,1.31,0.65) | 2.31     |
|       | AdaIN  | 47.2 | -     | 0.59     | (1.12,1.43,0.66) | 2.72     |
|       | SPADE  | 39.5 | -     | 0.50     | (1.11,1.33,0.65) | 2.55     |
| Reenactment | RCN(Ours) | 24.4 | 0.82   | 0.12     | (0.21,0.25,0.12) | 3.12     |
|       | AdaIN  | 36.9 | 0.72   | 0.18     | (0.21,0.32,0.12) | 3.52     |
|       | SPADE  | 32.1 | 0.76   | 0.18     | (0.21,0.27,0.12) | 3.38     |

1) RCN vs. AdaIN vs. SPADE. When replacing RCN with AdaIN or SPADE, the fidelity restoration of UniFaceGAN degrades substantially. The quantitative and qualitative comparison results in Table VI (a) and Fig 10 show that RCN leads to a more smooth transition between the facial and non-facial areas and looks more context-harmonious.

2) Are the cross-regional term and same-regional term necessary? We have added more ablation studies for RCN, i.e., experiments with only same-regional retention term or cross-regional transfer term. The quantitative and qualitative results are shown Table VI (b) and Fig. 10. The experimental results demonstrate that both the same-regional retention term or cross-regional transfer terms are crucial to the photo-realistic outputs. The output without the cross-regional transfer term (Fig. 10(f)) has unsmooth boundary transitions between facial and non-facial parts. Besides, removing the same-regional retention term leads to the color contaminate, e.g., Fig. 10(g) facial part has the black shadow which may be transferred from the background of appearance image in Fig. 10(b).

3) Are just facial or non-facial related terms necessary? In Eqn. 6, the second \((T(J1H1, U1H1))\) and the third \((U1H1)\) terms contribute to the generated facial part and they are called facial related terms here. Similarly, the first \((T(J1H1, J1H1))\) and the fourth \((T(J1H1))\) term are called non-facial related terms. We conduct comparison experiments with only facial region term or no-facial region transfer term. The quantitative and qualitative results are shown Table VI (c) and Fig. 11. The experimental results show that with only facial related terms, the generated results suffer from the blurry background and color inconsistency and with only non-facial related items, the output can not generate the clear facial parts. All the loss term ablation studies are trained from scratch and remain the experimental settings unchanged.

### V. Conclusions

In this work, we have proposed a unified framework called UniFaceGAN for handling multiple video portrait manipulation tasks and generating temporally consistent outputs. To be specific, we carefully design a Dynamic Training Sample Selection mechanism to facilitate this multi-task training. A novel 3D temporal loss is proposed to enforce the visual consistency in synthesized videos. Besides, we further introduce a region-aware conditional normalization (RCN) layer to achieve the better face blending. The extensive experiments have demonstrated the consistent superiority of the proposed framework across multiple tasks over the state-of-the-art methods.
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