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Abstract. In this paper the research on optimisation of visual object tracking using a Siamese neural network for embedded vision systems is presented. It was assumed that the solution shall operate in real-time, preferably for a high resolution video stream, with the lowest possible energy consumption. To meet these requirements, techniques such as the reduction of computational precision and pruning were considered. Brevitas, a tool dedicated for optimisation and quantisation of neural networks for FPGA implementation, was used. A number of training scenarios were tested with varying levels of optimisations – from integer uniform quantisation with 16 bits to ternary and binary networks. Next, the influence of these optimisations on the tracking performance was evaluated. It was possible to reduce the size of the convolutional filters up to 10 times in relation to the original network. The obtained results indicate that using quantisation can significantly reduce the memory and computational complexity of the proposed network while still enabling precise tracking, thus allow to use it in embedded vision systems. Moreover, quantisation of weights positively affects the network training by decreasing overfitting.
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1 Introduction

Visual object tracking is one of the most complex tasks in computer vision applications and despite the great number of algorithms developed over the last decades, there is still plenty of room for improvement. Well known challenges, typical for this task, involve object appearance changes (size, rotations), variable dynamics and potential similarity to the background, illumination changes, as well as object disappearing. To handle the enlisted situations, advanced algorithms have to be used. On the other hand, such systems are often used in edge devices like smart cameras used for video surveillance and vision systems
for autonomous vehicles (cars, drones). This rises another challenges: real-time processing and energy efficiency requirements, as well as support for high resolution video stream – Full High Definition (FHD - 1920 × 1080) and Ultra High Definition (UHD – 3840 × 2160).

Following the subsequent editions of the well known in the community VOT (Visual Object Tracking) challenge, one can observe a noticeable progress in accuracy of the proposed trackers over the last few years. In the VOT challenge the trackers are evaluated using accuracy, robustness and the expected average overlap (EAO) which combines the two previous factors to reasonably compare different algorithms. Figure 1 shows results of the top 3 trackers from the last three editions of the challenge in the baseline category. From 2017 to 2019 the EAO value of the best tracker improved by 18.23%, which has to be considered as a significant progress.

Many recently proposed solutions either do not operate in real-time or are accelerated on rather energy inefficient GPUs. Their accuracies places them high in VOT (Visual Object Tracking) challenges, thus makes them appropriate for applications with a great need for precise tracking, such as autonomous vehicles (AV), advanced driver assistance systems (ADAS) or advanced video surveillance systems (AVSS). There is therefore a necessity for using them on edge or embedded devices with limited power budget.

However, the computational complexity of the state-of-the-art trackers is so demanding, that in order to achieve real-time processing, high-end GPUs are needed. For many applications this is often unacceptable, since GPUs consume a significant amount of energy: for example autonomous vehicles powered by accumulators need low-power solutions working in real-time. There is therefore
a need for lightweight algorithms, in terms of memory and computational complexity, that are possible to accelerate on embedded devices. B It is obvious that such trackers still need to provide the best possible accuracy, so research in this area has to focus on optimisation of the state-of-the-art solutions. One of the possible choices for the target computing platform are FPGAs (Field Programmable Gate Arrays) or heterogeneous devices (combining programmable logic and CPUs), as they enable high level of parallelisation, while consuming relatively low energy (a few watts).

Lately, many of the best trackers use Siamese Neural Networks. A Siamese network is a Y-shaped network with two branches joined to produce a single output. The idea itself is not new, as it originated in 1993 in works about fingerprint recognition [15] and signature verification [16]. A Siamese network measures the similarity of two processed inputs, thus it can be considered as a similarity function. In fact, many of the Siamese-based trackers rely solely on that assumption. The exemplar image of an object (from the first frame) is treated as the first input to the network, while the region of interest (ROI), where the object might be present in the consecutive frame, forms the second one. The network searches for similar to the object’s appearance areas in the search ROI. Depending on specific tracker, the output is a new bounding box or just the location of the object (the centre of mass) that has to be further processed to obtain the bounding box.

The presented research focuses on adapting a state-of-the-art tracker based on Siamese Neural Networks to embedded devices. We aim to optimise the network for memory and computational complexity which shall directly translate into meeting real-time requirements via an FPGA implementation. The main contribution of this paper is the research on optimising Siamese Neural Networks for object tracking, by reducing the computational and memory complexity. To the authors’ best knowledge no prior work described the results of such various quantisations – from uniform integer quantisation of 16, 4 bits, ternary and binary filters.

The rest of the paper is organised as follows: Section 2 briefly describes previous work in related domains – deep learning, tracking and acceleration of computations. Section 3 describes tracking using Siamese Neural Networks. In Sections 4 and 5 tools and optimisation techniques for reducing the computational and memory complexity of neural networks are presented. Ultimately, Section 6 describes the conducted experiments and Section 7 the obtained results. Finally, in Section 8 the presented research is summarised and possible future work is discussed.

2 Previous work

Recently several trackers based on Siamese Neural Networks were proposed by the scientific community. In [1] the authors proposed a tracker based on a Siamese Neural Network named GOTURN. The two branches are based on the Alexnet [21] DCNN and the network is trained for bounding box regression. Given two
Table 1. Comparison of trackers based on Siamese Neural Networks. The choice of the benchmark OTB 2013 was dictated by reports in articles provided by the authors.

| Tracker      | AUC in OTB 2013 | Speed (fps) | Acceleration         |
|--------------|-----------------|-------------|----------------------|
| GOTURN [1]   | 0.447           | 165         | Nvidia Titan X GPU   |
| SiamFC-3s [2]| 0.607           | 86          | Nvidia Titan X GPU   |
| DSiam [3]    | 0.642           | 45          | Nvidia Titan X GPU   |
| CFNet-conv2 [5]| 0.611         | 75          | Nvidia Titan X GPU   |

input images, one as an exemplar of object to track and the second with the ROI, the network predicts the location of the object in the new frame. This algorithm was implemented using Nvidia GeForce GTX Titan X GPU with cuDNN acceleration and achieved the speed of 6.05 ms per frame (165 fps) and GTX 680 GPU with the speed of 9.98 ms (100 fps). The tracker is able to process 2.7 frames per second on a CPU.

In [2] the authors proposed a slightly different solution. Based on the two inputs (exemplar and instance – ROI), the Siamese Network estimates the location of object in the ROI. The possible variance of the object’s size is handled by analysing multiple scales, thus calculating the network’s output multiple times for a single frame. Tracking implemented on computer with Nvidia GeForce GTX Titan X and an Intel Core i7-4790K at 4.0GHz runs at 86 and 58 fps with respectively 3 and 5 scales.

The direct continuation of the work [2] resulted in [5]. The authors presented a tracker which combines a Siamese Neural Network and correlation filters. The results showed that it allowed to achieve state-of-the-art performance with lightweight architectures. Using the same hardware, the tracker achieves a speed of 75-83 fps (depending on network’s depth).

In [3] the authors presented a Dynamic Siamese Network that allows for online learning of the target appearance from previous frames. The network’s output is a score map (similar as in [2]) that indicates the centre of the object’s location. The tracker achieves 45 fps on a Nvidia Titan X GPU.

Another interesting idea was presented in [6], where the network is trained for bounding box regression but without any prior knowledge about the bounding box (there are no pre-defined anchor boxes nor multi-scale searching). This solution achieved a speed of 40 fps on Nvidia GTX 1080Ti and Intel Xeon(R) 4108 1.8GHz CPU with AUC equals to 0.594 on OTB100 benchmark.

A comparison of the above-mentioned Siamese-based trackers evaluated on OTB 2013 benchmark is presented in Table 1. Moreover, based on the results from the VOT 2019 challenge [4] 21 (37%) of participating trackers were based on Siamese Networks, from which 3 made it to the top ten best trackers according to the EAO measure.

All the above mentioned algorithms have high tracking accuracy and operate in real-time with the use of high-end GPUs. Hence, if one wishes to use them in low energy systems, implementation on embedded devices is necessary. One of the possible solutions is to use FPGA devices, as they provide the possibility
of computation parallelisation and are energy efficient. The currently proposed solutions have high memory and computational complexity and usually it is impossible to fit such networks entirely on the considered device. Regardless of tracking, several simplifications for convolutional neural networks were proposed: binary or XNOR networks with zero-one weights and activations [7], ternary \(\{-1, 0, 1\}\) networks [8], networks with other quantisations (uniform integer quantisation) adopted a priori [9], as well as trained [10], or pruning, i.e. reducing networks’ parameters by removing neurons or connections between them [11]. Moreover, recently there is a strong trend for research on efficient network design [12].

There are few papers covering acceleration of Siamese Neural Networks for tracking. In [13] the authors presented a tiny Siamese Network for visual object tracking, that due to the low computational complexity can be implemented in embedded devices. The presented algorithm operates with the speed of 16 fps on a CPU and 129 fps on a GPU and is fairly comparable to other state-of-the-art solutions based on Siamese Neural Networks (like SiamFC or GOTURN [14]) by achieving the score of AO (average overlap) equal to 0.287 (for example, SiamFC achieves 0.349 AO with 39 fps on a GPU).

Finally in [14] the authors presented an FPGA implementation of lightweight system for visual object tracking using a Siamese Neural Network. Basing on the [2] solution, the authors developed a network with a more regular architecture (with filters of the same kernel sizes) and then performed pruning and quantisations. This allowed to achieve results comparable, in context of precision or AUC, to the original solution. The tracker operates with the speed of 18.6 fps on a ZedBoard and is highly energy efficient with only 1.284W.

Despite the great interest in the area of tracking based on Siamese Neural Networks, not much research is concentrated on accelerating this excellent trackers in order to use them in systems with low power requirements. Therefore, we believe that the results of our experiments fill a gap in this domain.

3 Tracking with Siamese Neural Networks

3.1 Siamese Neural Networks

A Siamese network is a Y-shaped network with two branches joined to produce a single output. Irrespective of the branches’ structure, a Siamese network can be considered as a similarity function that measures the resemblance between two inputs. We can define the basic Siamese architecture using Equation (1), where \(\phi\) stands for extracting deep features (e.g. via network’s branches), \(z\) represents the template (e.g. exemplar, object to track), \(x\) represents the patch that is compared to the exemplar (e.g. search region, ROI) and \(\gamma\) is a cross-correlation.

\[
y = \gamma(\phi(\mathbf{z}), \phi(\mathbf{x}))
\] (1)
3.2 Tracking

As discussed in Section 2, several trackers based on Siamese Networks exist. In this research we focus on the solution presented firstly in [2] and then modified in [4], mainly due to its good performance and simplicity (which is important in context of FPGA implementation). Its scheme is presented in Fig. 2. The input \( z \) represents the tracked object selected in the first frame and scaled to 127x127 pixels. In the next frames, the ROI around the previous object’s location is selected and presented to the network as the input \( x \), scaled to 255x255 pixels. Both patches (exemplar and ROI) result in two blocks of feature maps, of sizes 17x17x32 (for \( z \)) and 49x49x32 (for \( x \)) respectively. Finally they are cross-correlated and a heat map of size 33x33 is obtained. Its highest peak indicates the object’s location. The ROI is selected approximately 4 times greater than object’s size, over five scales to handle object’s size variations.

4 The used tools: Brevitas and FINN

In order to implement deep learning algorithms in FPGA devices it is highly advisable to somehow optimise the network’s architecture. This increases the performance and, in some cases, even allows to only use internal memory resources. Apart from designing lightweight networks, there are several other options to compress it’s parameters, like quantisation and pruning. However, these methods are not independent of the training process. For a long time most popular tools for deep learning, such as Tensorflow or Pytorch standalone, did not contain such extensions and no open source tool was able to perform such optimisations. However, as the acceleration of deep networks on embedded devices gained on popularity in last few years, this situation changed. This resulted in several interesting tools for deploying them on FPGA/SoC platforms (Field Programmable Gate Array/System on Chip), e.g. Caffe to Zynq from Xilinx reVISION stack, Vitis AI or open source Brevitas/FINN. In this work we will focus on the last solution.
Brevitas and FINN are complementary tools, but as they are still under development and not all features are yet ready. Brevitas is a Pytorch library that enables the training of quantised networks, so it allows optimising the considered algorithm. The trained model can be then compiled into a hardware design using the FINN tool. However the Brevitas-to-FINN part of the flow is currently available for a very constrained set of network layers. The current version of the framework is sufficient for designing algorithms ready for hardware implementation in the future releases of FINN or “manually”.

5 Optimisation Methods

5.1 Quantisation

Quantisation allows to reduce the number of bits needed to store values, which can be (and often is) critical for deploying networks on embedded devices. Both weights and activations can be quantised. Despite several approaches involving quantising weights after training, the best results are obtained when training the network with reduced precision parameters. Using Brevitas, one can set both type of quantisation (uniform integer quantisation, binary or ternary), as well as particular bit width for weights and activations.

5.2 Pruning

The idea of pruning is as old as 1990, when Yan LeCun [19] showed that removing unimportant weights from a neural network can result in better generalisation, fewer training examples needed and acceleration of training, as well as inference. A neural network is a rather redundant structure and by finding the neurons that do not contribute much to the output, its architecture can be optimised. One possible way to do that is to rank the neurons and search for those which are less relevant – according to L1/L2 norm of weights in a neuron, mean activations and other measures. In practice, the process of pruning is iterative with multiple fine-tuning steps: after suppressing low ranked neurons, the network’s accuracy drops and a retraining step is necessary. Usually the network is pruned several times, deleting only a relatively small number of neurons at once.

6 Experiments

The proposed network is similar to the one presented in [2]. In order to optimise it, several quantisation experiments were performed. It was decided to focus more on the hidden layers than on the input and output ones, as while conducting preliminary tests it turned out that radical quantisations of all layers causes difficulties in training. Using weights with higher precision for the last layers results in better accuracy of tracking, which is showed in experiments. Moreover, based on similar observations, the activation layers also operate with higher precision (with uniform integer quantisation).
Table 2. Quantisations of the proposed Siamese Neural Network for tracking. FP stands for floating point precision, INT for uniform integer quantisation, TERNARY and BINARY respectively for two and one bits precision.

| No | First Layer | Hidden Layers | Last Layer | Activation | Convolutional Parameters |
|----|-------------|---------------|------------|------------|-------------------------|
| 1  | FP 32       | FP 32         | FP 32      | FP 32      | 85.5 MB                 |
| 2  | INT 16      | INT 16        | INT 16     | INT 32     | 38.3 MB                 |
| 3  | INT 16      | INT 4         | INT 8      | INT 32     | 13.4 MB                 |
| 4  | INT 16      | TERNARY       | INT 8      | INT 32     | 9.3 MB                  |
| 5  | INT 16      | BINARY        | INT 8      | INT 32     | 7.2 MB                  |

6.1 Training

In order to obtain representative and comparable to each other results, we have defined the same training parameters for all test cases. The networks were trained using the ILSVRC15 dataset. For the presented experiments, approximately 8% (that is 10000 image pairs of object and ROI) of the dataset was used for training. The authors of original Siamese Network compared the accuracy – measured as average IOU – of their tracker while training on different portions of the ImageNet dataset. In that case the 8% evaluation resulted in an 48.4% accuracy (for the whole dataset: 52.4%). Thus, to reduce the training time, we have followed the same approach – in our case one training experiment took about 12 hours on a PC with Nvidia GeForce GTX 1070 GPU. The number of epochs was set to 30. Naturally, when training the network one should adjust its architecture to the task and available data to prevent the network from learning "by heart". Nevertheless, in this case, when deliberately training on a small subset of the dataset, this could happen, thus number of epochs was minimised to the value that allowed for a decent evaluation while preventing from overfitting. After these preliminary experiments, the whole process can be repeated for a one chosen network (with the best relation of computational and memory complexity to accuracy) on the whole dataset to obtain better results.

The conducted experiments are summarised in Table 2. They were selected to evaluate how the reduced precision affects the training progress and its results. The first case represents the network with floating point precision and is treated as the baseline. The last column shows the memory needed for convolutional filters (other parameters are constant for all test cases). It is worth noting that on FPGA devices the use floating point computations is generally more complex, resource consuming and thus less energy efficient than fixed-point ones.

7 Results

The considered system was evaluated twofold – during training of the network and object tracking. In the first case two metrics are considered – the value of the loss function and the average centre error (the difference in pixels between the object’s location returned by the network and the ground truth).
In Figure 3, an exemplar training progress for the baseline floating point network is shown. Due to the small differences between the tested networks, the training results are presented jointly in the Fig. 4 instead of presenting each training curve separately. As expected, the networks with lower precision have greater centre error and loss value (thus lay in upper right corner), on contrary to those with higher precision. The INT16 network slightly outperforms other ones, having a lower centre error. This situation is caused by a different quantisation in the last layer.

The tracking results are presented in Table 3. The tracker was evaluated on a dataset constructed from TempleColor, VOT14, VOT16 set (without OTB sequences – same as in the original paper). The tracking precision is calculated as the ratio of the number of frames with centre error below the predetermined threshold (in our case equal to 20) in relation to the length of the given sequence. The analysis of the average precision values allows to draw interesting conclusions, while comparing the quantised versions to baseline floating point one. First of all, there is a precision growth with increasing quantisation (excluding the INT16 network) with binary network achieving the precision of 44.22 on the top. A similar tendency can be observed using the IOU (Intersection Over Union) metric. The obtained results are not as good as in the original paper, nevertheless this situation should be solved while training network for a longer time (as planned in the future work). It is essential to notice that the binary
Fig. 4. Comparison of training results for the best evaluation epoch for different quantisations. The differences are small because of the low number of epochs, however the trend is maintained.

Table 3. Average tracking precision and average IOU for trackers using quantised Siamese Networks.

| Network  | Precision [\%] | IOU [\%] |
|----------|----------------|----------|
| FP       | 38.58          | 28.42    |
| INT16    | 42.87          | 31.24    |
| INT4     | 36.73          | 27.83    |
| TERNARY  | 44.35          | 33.40    |
| BINARY   | 44.22          | 32.59    |

tracker is relatively better than the one using floating point computations. However, if we acknowledge that neural networks are generally redundant structures, this behaviour is not so astounding, as by quantising weights, the overfitting is prevented. A similar phenomenon was observed in [14] or [20].

One experiment was performed with lower output layer quantisation – the network INT16 is using uniform integer quantisation with 16 bits for all convolutional layers. The results show that the precision reduction in the last layer has greater influence on network.

Inference profits Regardless the lower memory requirements, such quantisations could have impact on the inference time. Given ternary or binary networks, the computational complexity is reduced via replacing standard MAC (Multiply and Accumulate) operations with their binary equivalents. Such operations, if properly implemented, lead to lower execution time. In the case of FPGA implementation it also results in lower resources usage.

1 Quantisation of the last layer for network INT16 is lower than in other scenarios (INT16 vs INT8).
8 Summary

The presented research explores the possibilities of reducing the computational and memory complexity of a Siamese Neural Network tracker. Two experiments were performed – one during network training and evaluation and the second during tracking. In the first case the quantisation had a negative, as expected, impact on the loss function and centre error. It also turned out that it allowed to reduce the network’s tendency to overfit. In the second case, reducing the precision solely in the hidden and slightly in other layers, that is minimising the size of the network in MB, resulted in the increase of the tracker performance. This trend should be further investigated and confirmed on a bigger dataset. The later property is extremely important when aiming for FPGA implementation and enabling highly accurate real-time tracking for a UHD video stream, as a binary network requires more than 10 times less memory than a floating point one.

For future work we plan to perform additional tests using greater number of training data for networks with ternary and binary weights, as the obtained results reveal their tracking potential. For these networks the pruning experiments shall also be executed, as they could allow for even better optimisation. Moreover, more careful analysis on quantisation of input and output, as well as activation layers is needed since such reduction would enable even less memory complexity. Eventually, the final version of the tracker has to be tested on the sequences from the newest VOT challenges for better comparison with state-of-the-art approaches. Finally, the solution should be implemented on a FPGA device.

Acknowledgements The work presented in this paper was supported by the Faculty of Electrical Engineering, Automatics, Computer Science and Biomedical Engineering Dean grant – projet number XXXX (first author) and the National Science Centre project no. 2016/23/D/ST6/01389 entitled "The development of computing resources organization in latest generation of heterogeneous reconfigurable devices enabling real-time processing of UHD/4K video stream".

References

1. Held, D., Thrun, S., Savarese, S.: Learning to Track at 100 FPS with Deep Regression Networks. In: European Conference Computer Vision (ECCV) (2016)
2. Bertinetto, L., Valmadre, J., Henriques, J. F., Vedaldi, A., Torr, P. H. S.: Fully-Convolutional Siamese Networks for Object Tracking. In: Computer Vision ECCV 2016 Workshops (2016)
3. Guo, Q., Feng, W., Zhou, C., Huang, R., Wan, L., Wang, S.: Learning Dynamic Siamese Network for Visual Object Tracking. In: 2017 IEEE International Conference on Computer Vision (ICCV), pp. 1781-1789, Venice, 2017
4. Kristan, M., Matas, J., Leonardis, A., Felsberg, M., Pfugfelder, R., Kamarainen, JK., and Cehovin Zajc, L.: The Seventh Visual Object Tracking VOT2019 Challenge Results. In: The IEEE International Conference on Computer Vision (ICCV) Workshops, 2019
5. Valmadre, J., Bertinetto, L., Henriques, J., Vedaldi, A., Torr, P. H. S.: End-To-End Representation Learning for Correlation Filter Based Tracking. In: The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017

6. Chen, Z., Zhong, B., Li, G., Zhang, S., Ji, R.: Siamese Box Adaptive Network for Visual Tracking. Accepted to CVPR 2020

7. Courbariaux, M., Hubara, I., Soudry, D., El-Yaniv, R., Bengio, Y.: Binarized Neural Networks: Training Deep Neural Networks with Weights and Activations Constrained to +1 or -1. In: arXiv (2016)

8. Deng, L., Jiao, P., Pei, J., Wu, Z., Li, G.: GXNOR-Net: Training deep neural networks with ternary weights and activations without full-precision memory under a unified discretization framework. In: Neural Networks, vol. 100, pp. 48-58, (2018)

9. Wu, J., Leng, C., Wang, Y., Hu, Q., Cheng, J.: Quantized Convolutional Neural Networks for Mobile Devices. In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR), (2016)

10. Han, S., Mao, H., Dally, W. J.: GXNOR-Net: Deep Compression: Compressing Deep Neural Networks with Pruning, Trained Quantization and Huffman Coding. In: ICLR (2016)

11. Blalock, D., Ortiz, J. J. G., Frankle, J., Guttag, J.: What is the State of Neural Network Pruning? In: Proceedings of Machine Learning and Systems 2020 (MLSys), (2020)

12. Ma, N., Zhang, X., Zheng, H., Sun, J.: ShuffleNet V2: Practical Guidelines for Efficient CNN Architecture Design. In: European Conference on Computer Vision (ECCV), pp. 116–131, (2018)

13. Cao, Y., Ji, H., Zhang, W., Shirani, S.: Extremely Tiny Siamese Networks with Multi-level Fusions for Visual Object Tracking. In: 22th International Conference on Information Fusion (FUSION), (2019)

14. Zhang, B., Li, X., Han, J., Zeng, Z.: MiniTracker: A Lightweight CNN-based System for Visual Object Tracking on Embedded Device. In: 2018 IEEE 23rd International Conference on Digital Signal Processing (DSP), (2018)

15. Baldi, P., Chauvin, Y.: Neural networks for fingerprint recognition, Neural Computation, vol. 5, no. 3, pp. 402-418, May 1993.

16. Bromley, J., Guyon, I., LeCun, Y., Sckinger, E., Shah, R.: Signature verification using a siamese time delay neural network. In: Advances in Neural Information Processing Systems 6, [7th NIPS Conference, Denver, Colorado, USA, 1993], pp. 737-744, (1993)

17. Pflugfelder, R., P.: Siamese Learning Visual Tracking: A Survey. In: CoRR, vol. abs/1707.00569, (2017)

18. FINN homepage. https://xilinx.github.io/finn/ Last accessed 27 May 2020

19. Yann, L., Denker, J. S., Solla, S. A.: Optimal Brain Damage. In: Advances in Neural Information Processing Systems, pp. 598-605, (1990)

20. Han, S., Pool, J., Tran, J., Dally, W. J.: Learning both weights and connections for efficient neural networks. In: NIPS’15: Proceedings of the 28th International Conference on Neural Information Processing Systems, pp. 11351143, (2015)

21. Krizhevsky, A., Sutskever, I., Hinton, G. E.: ImageNet Classification with Deep Convolutional Neural Networks. In: the ACM, vol. 60, pp. 84-90, (2017)