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ABSTRACT

Direct speech translation describes a scenario where only speech inputs and corresponding translations are available. Such data are notoriously limited. We present a technique that allows cascades of automatic speech recognition (ASR) and machine translation (MT) to exploit in-domain direct speech translation data in addition to out-of-domain MT and ASR data. After pre-training MT and ASR, we use a feedback cycle where the downstream performance of the MT system is used as a signal to improve the ASR system by self-training, and the MT component is fine-tuned on multiple ASR outputs, making it more tolerant towards spelling variations. A comparison to end-to-end speech translation using components of identical architecture and the same data shows gains of up to 3.8 BLEU points on LibriVoxDeEn and up to 5.1 BLEU points on CoVoST for German-to-English speech translation.

Index Terms—speech translation, cascaded models, self-supervised learning, multi-input training, low-resource

1. INTRODUCTION

Direct end-to-end automatic speech translation (AST) models\textsuperscript{1} have been shown to overcome the error propagation issues of traditional cascades of automatic speech recognition (ASR) and machine translation (MT) if enough in-domain parallel data of source audio and text translation are available\textsuperscript{2}. Considerable research effort has thus been invested in improving the data efficiency of direct sequence-to-sequence AST, either by better exploitation of out-of-domain speech and translation resources in sophisticated information passing in multi-task approaches\textsuperscript{1,2,3,4}, or by synthesizing parallel data by back-translation approaches\textsuperscript{5,6}. However, as recently shown by\textsuperscript{7}, problems like domain mismatch and error propagation might be re-introduced by exploiting out-of-domain data and by information-passing in end-to-end AST. On the other hand, cascaded models seem still to benefit more from out-of-domain data to directly improve their MT and ASR components, than end-to-end systems can exploit such data by multi-task learning\textsuperscript{2,3,5}. One question in the ongoing competition between end-to-end and cascaded models is which paradigm is preferable in low-resource scenarios where only a few thousand parallel data of recorded speech and text translation, but no further in-domain data to train MT and ASR separately, are available. Such a scenario is real for endangered languages\textsuperscript{8}, and it corresponds to the status quo in speech translation where copious amounts of training data are mostly available only in form of out-of-domain MT or ASR data. In this paper, we focus on low-resource direct speech translation. We present an experiment that starts with small amounts of in-domain direct speech translation data (7k to 59k sentences), and varies out-of-domain data (from 15k to 150k for ASR, and from 50k to 2M for MT). We confirm common knowledge that end-to-end systems can better exploit in-domain direct speech translation data, while cascades outperform end-to-end systems if enough out-of-domain MT and ASR data are available.

The main contribution of our paper is a novel adaptation cycle that allows ASR-MT cascades to also exploit direct speech translation data (that are useless for traditional cascades), and to eventually improve over end-to-end AST models by a wide margin. The crucial ingredients of our cyclic feedback approach are firstly to train the MT system on \(k\)-best ASR outputs. This will teach the MT system to translate imperfect ASR outputs into correct foreign sentences. Furthermore, the evaluation performance of the produced MT output is used as signal to improve the ASR system by selecting and weighting transcriptions leading to top-scoring translations as targets in self-training. This learning cycle will tune the ASR system towards producing transcriptions that perform well as translation inputs, thus improving the whole pipeline, without explicit parameter sharing or back-propagation. Our experiments on German-to-English speech translation on audio books\textsuperscript{9} and diverse domain\textsuperscript{10} corpora show that 3.8 or 5.1 BLEU points\textsuperscript{11} can be gained over end-to-end systems on the respective datasets.

2. RELATED WORK

The problem of closing the domain gap between ASR output and text input to MT and has been addressed already in the framework of Statistical Machine Translation (SMT), by training SMT systems on automatically transcribed speech\textsuperscript{12}, or by augmenting SMT translation models with simulated acoustic confusions\textsuperscript{13}. In the area of neural sequence-
to-sequence learning, similar approaches have been applied to ASR error correction, either directly by monolingual sequence-to-sequence transformation [14], or by adapting the framework of generative adversarial networks to provide a language-model critic to improve ASR [15]. Our work extends these ideas by using the performance improvement of downstream MT as learning signal in self-training of ASR.

The idea of tuning ASR parameters for optimal downstream translation performance is even older, and has been applied successfully via minimum error rate training [16] of models that integrate ASR and MT features [17, 18]. In recent years, deep reinforcement learning has been the machine learning approach of choice in order to tune a neural sequence-to-sequence model to task-specific evaluation metrics [19]. The crucial difference to our approach is that we reward the ASR system by an evaluation score that is grounded in a downstream application, and not by an evaluation metric that is task-specific to ASR. Furthermore, we do not rely on the machinery of reinforcement learning, but we follow a much simpler and more efficient training scheme where the downstream reward signal is used to select and weight ASR outputs for self-training.

Recently, out-of-domain pre-training has been combined with in-domain triplets for end-to-end fine-tuning [20]. We use only speech-translation pairs to fine-tune our cascade. Speech-translation pairs for fine-tuning have also shown to be effective in a meta-learning scenario [21]. Their method was applied to larger datasets of 229k-275k pairs while our method works for very small datasets of 6.7k and 59k pairs.

3. CYCLIC FEEDBACK IN DIRECT SPEECH TRANSLATION

Our cyclic feedback idea is based on self-training with a twist. The algorithm has two parts, where in one part the MT system is tuned to produce better translations for potentially noisy ASR outputs, and in the other part the ASR system is guided by the MT-output to generate transcriptions that led to higher scoring translations. Figure 1 shows a cascaded model for a single German (de) audio input. The model first produces k-best ASR transcriptions, which are fed as multiple inputs into an MT system. The translations are reranked according to their ChrF-score [22], and a list of indices of translations exceeding a ChrF threshold (indicated by red dashed line) is kept. These indices are used as learning signal in a feedback cycle to select data to improve the ASR and MT components (indicated by blue dotted arrow). The MT system takes the selected data as input to learn how to translate imperfect ASR outputs into foreign reference sentences. The ASR system is trained in a self-supervised fashion using the selected data as reference transcriptions.

In our concrete implementation, at the beginning of the MT-adaptation loop, the ASR-system generates k-best (k = 8) transcriptions via beam search. These outputs are then passed to the MT-system for translation. Based on the ChrF-score threshold of 0.4, we create a fine-tuning dataset by selecting corresponding ASR transcriptions as inputs for multi-input training. We additionally apply a weighting scheme that gives more weight to transcriptions that lead to better translations. The MT-system is then fine-tuned on this dataset via cross-entropy loss. This process is repeated until no further improvement on the dev set is obtained. At the beginning of the ASR-adaptation loop, we again generate k-best ASR transcriptions and their translations (in the first loop, we can reuse the already generated transcriptions and translations from the last loop of MT-tuning). The ChrF-score of corresponding MT-outputs against the reference translations is used to indicate a dataset of audio data and the generated ASR transcriptions. A similar weighting scheme as for MT-adaptation is also applied, but as the ASR system is more sensible to errors, we increased the ChrF threshold to 0.6. The ASR-model is then fine-tuned with the generated data. This process can be repeated until the ASR training converges on the dev set. Finally, we start another cycle and enter the MT-adaptation loop until we observe no further improvement.

4. EXPERIMENTAL SETUP

4.1. Datasets

The first AST dataset that we use for fine-tuning on a new domain is LibriVoxDeEn [9]. This dataset consists of 86 classical German audio books with 547h of speech data. Of these 86 books, 19 books were published with German to English text alignments and can thus be used in AST training. As we need very clean data in our experiments, we applied strong filtering on the LibriVoxEnDe data and selected only four out
Table 2. Best results for end-to-end and cascade approaches.

| Target domain | Fine-tuning data | End-to-end AST | Untuned cascade | w/o ASR-tuning |
|---------------|------------------|----------------|-----------------|---------------|
| LibriVoxDeEn  | 6.1k             | 6.7k           | 8.1             | 12.9          | 11.0          |
| CoVoST De-En | 59.0k            | 59.0k          | 7.8             | 11.3          | 12.9          |

of the 19 audio books for fine tuning. For each book, we analyzed 30 randomly sampled parallel sentences and annotated the pairs as “perfectly aligned”, “partly aligned”, or “not aligned”. We then selected the books which had perfectly aligned sentences in 80% or more of the cases. These are The Picture of Dorian Gray by Oscar Wilde, Casanova’s Heimfahrt by Arthur Schnitzler, Die Verwandlung by Franz Kafka, and Undine by Friedrich de la Motte Fouqué. These audio books are from the early 20th century except for the last one.

The other dataset we use is the German-English portion of the CoVoST dataset [10]. This dataset is built upon Common Voice [23]. For each transcription-translation pair, there are multiple recordings for each transcription spoken by different speakers. Throughout our experiments on CoVoST we use the original data splits so our results are comparable to the baselines reported by [10]. For efficiency, we reduced the dataset size to 15,351 examples by downsampling by 1/5.

For pre-training of ASR and MT components in an additional experiment, we employed large scale datasets from both areas. For ASR pre-training, we use the German Spoken Wikipedia (2.0) [24] corpus, a dataset containing more than 2500h of aligned German sentences. For MT pre-training, we concatenated data from the official WMT14 English-German parallel data, namely Europarl v9, News Commentary v14, and IWSLT 2014. Table 1 summarizes the statistics of each dataset and its splits.

4.2. Systems

Speech Recognition and End-To-End Speech Translation

We use a variant of a joint CTC-attention end-to-end framework [15]. The encoder consists of a VGG network followed by 3 blocks of BiLSTM layers. The VGG network reduces the temporal resolutions by a factor of 4. In each block, there is a BiLSTM layer with 256 hidden units per direction followed by a feed forward neural network with ELU activation [25]. The decoder has one LSTM layer of size 256 which is connected to the encoder via location-based attention [26]. We applied Locked Dropout [27] to each BiLSTM block with a value of 0.2 and Embedding Dropout of 0.1 [28]. The encoder takes 40-dimensional log Mel filter bank features with z-score normalization as input. Data instances containing audio longer than 2,000 frames were excluded.

For the speech recognition system, the German textual data was lowercased, all punctuation removed, and numbers were normalized to their spoken form using pre-processing tools from the marytts toolkit.

1https://github.com/marytts/marytts/
end AST system if both the ASR and MT components have access to all available data. The end-to-end system is much less sensitive to the amounts of pre-training data: while the untuned cascade quickly drops in performance if both ASR and MT data are reduced, the end-to-end system suffers a reduction of at most 2 BLEU points. As soon as we add cyclic feedback, the results of the cascaded system improve significantly and we see gains of up to 4.8 and 3.8 BLEU points over the untuned cascaded and the end-to-end AST system, respectively. The cyclic feedback approach is always better than the end-to-end system if the amount of pre-training data exceeds 100k for both ASR and MT.

**CoVoST De-En** Table 4 shows that the untuned cascaded system matches or surpasses the end-to-end AST system if both the MT components have access to all available data. When using all pre-training data, the untuned cascaded system lies 3.5 BLEU points above the end-to-end system. We observe the following trend when the pre-training data is reduced: the end-to-end system has the largest drop when ASR data is reduced, while the cascaded system is more sensitive to the quality of the MT-system, which is where the feedback signal for fine-tuning comes from. With cyclic feedback, we again observe considerable improvements of up to 1.6 BLEU points for fine-tuning, but all in all lower than in the previous experiment. We assume that the simple textual structure of the CoVoST dataset is one main reason for the good performance of the untuned systems, and that the low number of unique examples in CoVoST’s multi-speaker data provides too little variation for larger gains by cyclic feedback.

**Ablation Study** We also evaluated the contribution of ASR tuning based on feedback from the MT model to the cyclic feedback method. The results are listed in the last column of Table 4 titled “without ASR-tuning”, where we applied fine-tuning only on the MT-part until no further improvement was observed. We get considerable improvements of 1.9 and 0.5 BLEU points on LibriVoxDeEn and Covost De-En, respectively. We also see improvements between 0.5 and 0.8 BLEU points in other cases with reduced data. This underlines the contribution of ASR tuning and shows the effectiveness of combining ASR and MT tuning in a cyclic feedback manner.

**Table 4.** Results on the German-English part of the CoVoST dataset under different data sizes for pre-training.

| Experiment | Pre-training data | End-to-end | Untuned | +cyclic feedback |
|------------|-------------------|------------|---------|-------------------|
| covost-100-10 | 159.5k | 2.1M | 7.8 | 11.3 | 12.9 |
| covost-100-15 | 159.5k | 213.4k | 7.5 | 9.4 | 10.6 |
| covost-25-100 | 39.9k | 2.1M | 7.0 | 7.8 | 9.1 |
| covost-25-10 | 39.9k | 213.4k | 6.8 | 6.6 | 7.6 |
| covost-25-2.5 | 39.9k | 5.3k | 6.5 | 4.9 | 5.7 |
| covost-10-100 | 15.9k | 2.1M | 6.5 | 5.2 | 6.1 |
| covost-10-10 | 15.9k | 213.4k | 6.5 | 4.5 | 5.2 |
| covost-10-2.5 | 15.9k | 5.3k | 5.9 | 3.5 | 4.2 |

**Table 5.** Four examples taken from our experiments on LibriVoxDeEn that illustrate the different steps in fine-tuning.

| # | Translation |
|---|-------------|
| 1 | Untuned: i wanted to say that i did not talk about cloabel. Tuning: i wanted to say i don’t talk to you. Final: i wish i had not spoke of sibyl vane. Reference: i wish now i had not told you about sibyl vane. |
| 2 | Untuned: i’m going to stay in the domain. he sadly said. Tuning: i shall remain in the real dorian, he said. Final: i shall stay with the real dorian, he said. Reference: i shall stay with the real dorian, he said, sadly. |
| 3 | Untuned: he had the life of his life, his life and his own resilience news of life. Tuning: he had life in his life, his life, and his own vicious news of life. Final: he life was determined to him, life and his own countless curiosity about life. Reference: yes, life had decided that for him life, and his own infinite curiosity about life. |
| 4 | Untuned: it is not only up to the bed in the bed-growth. Tuning: i don’t end up in the bed’s misused, said gregor. Final: it is only not to restraint in the bed, said gregor. Reference: but i must not stay in bed uselessly, said gregor to himself. |

**Table 5** lists four examples from the LibriVoxDeEn experiments to illustrate the process of fine-tuning via cyclic feedback. The *untuned* translation comes from the untuned system and often contains misspelled words such as “cloabel” in Example 1 or “bed-growth” in Example 4. The *tuning* translation is generated by the system after few steps of fine-tuning and already shows significant changes, e.g. “domain” is correctly transcribed as “dorian” in Example 2. In the same example we see that the almost correct sentence “he sadly said” is transformed to the subclause “he said”, dropping the correct “sadly” adverb. The *final* translation is the translation we receive from the final fine-tuned system. In Example 1, the nonsense word “cloabel” is correctly transformed to “sibyl vane”. Example 2 gives an almost perfect translation after the system is fine-tuned. The final examples in Examples 3 and 4 show typical examples in the test set, where the final translation is significantly better than the untuned version to the extend that the translation becomes understandable, but it is still far from perfect when compared to the reference. Together with the modest BLEU scores we achieve overall, this again underlines the difficulty of the speech translation task on different domains.

**6. CONCLUSION**

We presented a novel domain adaptation technique for fine-tuning of cascaded AST models without the use of transcriptions. The key idea is to exploit translation quality as a signal to guide the ASR system to generate transcriptions that lead to better translations, and at the same time make the MT model more robust against transcription errors. In two low-resource domain adaptation scenarios on largely different domains we observe considerable gains over a comparable end-to-end system and the untuned out-of-domain cascaded system.
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