Scaling of the chiral magnetic effect in quantum diffusive Weyl semimetals
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We investigate the effect of short-range spin-independent disorder on the chiral magnetic effect (CME) in Weyl semimetals. Based on a minimum two-band model, the disorder effect is examined in the quantum diffusion limit by including the Drude correction and the correction due to the Cooperon channel. It is shown that the Drude correction renormalizes the CME coefficient by a factor to a finite value that is independent of the system size. Furthermore, due to an additional momentum expansion involved in deriving the CME coefficient, the contribution of Cooperon to the CME coefficient is governed by the quartic momentum term. As a result, in contrast to the weak localization and weak anti-localization effects observed in the measurement of conductivity of Dirac fermions, we find that in the limit of zero magnetic field, the CME coefficients of finite systems manifest the same scaling of localization even in three dimension. Our results indicate that while the chiral magnetic current due to slowly oscillating magnetic fields can exist in clean systems, its observability will be limited by suppression due to short-range disorder in condensed matters.

I. INTRODUCTION

The discoveries of graphene1,2 and topological insulators3,4 have revived the interest of simulating relativistic particles in condensed matter systems. After intensive studies in the past few years, it is now realized that in 3D, materials in proximity to topological insulating phases may exhibit relativistic semimetallic phases5–9. Particularly, in the presence of the time-reversal and inversion symmetries, 3D Dirac semimetals with four-fold degeneracy are realized as long as certain crystalline symmetries are supplemented10–13. The underlying quasi-particles in these materials simulate Dirac fermions without definite handness (or chirality). It is further demonstrated recently in TaAs14–16 that by breaking either the inversion symmetry or the time-reversal symmetry, the long-sought analogy of Weyl fermions with definite chirality can be realized in condensed matters.

The Weyl semimetal is a new phase of materials in which the energy dispersion of quasi-particles support nodal points that result from splitting of Dirac nodes either through the breaking of time-reversal symmetry or inversion symmetry17–19. Due to the Nielsen-Nimomiya theorem20, chiral fermions on lattice can not exist alone. The net chirality due to all Weyl nodes must vanish. Hence Weyl nodes must occur in pairs with opposite chiralities. The non-vanishing chirality for each Weyl node is the main source of the novel properties proposed in the past for Weyl semimetals, such as anomalous Hall effect and chiral magnetic effect (CME)21–23. In particular, it is known that while the total chirality due to all Weyl nodes must vanish, the chiral current in a Weyl semimetal is not conserved. This is well-known as the chiral anomaly24. One of the peculiar consequences due to the chiral anomaly is the prediction of a non-dissipative persistent current, $J$, in parallel to the magnetic field when the Weyl semimetal is placed in a static magnetic field, $B$, i.e., $J = \alpha B$. Here $\alpha$ is known as the CME coefficient or chiral magnetic conductivity and is proportional to the energy separation between Weyl nodes. While in the continuum model of Weyl Fermions, the CME effect is generally found when an ultraviolet energy cutoff for the linear energy dispersion is introduced. In condensed matters on lattice, the cutoff is in the momentum space25. As a result, the CME effect is generally absent in equilibrium condensed matter system26–28. Indeed, according to a general argument29, the existence of a nonzero equilibrium chiral magnetic current induced by a static magnetic field at zero temperature would imply that one can extract energy from ground state30. A no-go theorem is also established showing that the equilibrium ground state of a given system in the thermodynamic limit would not be able to carry any current31. Hence in static magnetic fields, the ground state of condensed matter systems would not support the CME effect.

On the other hand, according a derivation based on the Kubo formula in the uniform limit, i.e., $q = 0$ before the frequency $\omega \to 0$32, one obtains a non-vanishing electric current in parallel the oscillating magnetic field. Hence the CME effect exists in a slowly oscillating magnetic field that prevents equilibration of the system33–35. More precisely, the CME current is in proportional to the AC magnetic field, $B(t)$ with $J(t) = \alpha B(t)$. Here the CME coefficient $\alpha$ may depend the DC magnetic field if in addition to the AC field, a static magnetic field is applied. Note that for non-topological contribution, the magnetic induced current has been termed as the gyrotropic magnetic effect36 and the CME coefficient is related to intrinsic magnetic moment. For Weyl semimetals on lattice, the chiral magnetic current can be accounted by non-vanishing Berry curvature when the energy dispersion deviates from the linear dispersion37.
ters in slowly oscillating magnetic fields, so far, all of the considerations focus on clean systems. Real systems inevitably include disorder or impurities. It is thus necessary to examine the effect of disorder on the CME effect. Conventionally, because the chiral magnetic current is due to the imbalance of chirality and the chirality of a Weyl point is topologically stable against perturbations, it is usually stated without proof that the chiral magnetic current is topologically protected. However, from the study of effects of disorder on conductivity, it is known that in addition to the suppression of electric current due to momentum scatterings by short-range disorder, interference due to quantum diffusion is also in presence and can lead to the phenomena of weak localization (WL) or weak anti-localization (WAL) that coexist with the phenomenon of negative resistance. Hence it is crucial to examine the interference effect on the CME effect due to quantum diffusion induced by short-range disorder.

In this work, based on a minimum two-band model of the Weyl semimetal, we examine the disorder effect in the quantum diffusion limit by extending the analysis on conductivity due to short-range disorder. In particular, we include the Drude correction and correction to the CME effect due to the Cooperon channel. We find that while the Drude correction renormalizes the CME coefficient to a finite value, the dominant scaling contribution (in terms of system size $L$) to the correction of the CME coefficient is due to the Cooperon channel. Furthermore, we find that instead of making contribution through diffusive propagation, the contribution of Cooperon to the CME coefficient is governed by the quartic momentum term. As a result, the finite size scaling of CME coefficient differs from that of the conventional conductivity. We find that for intra-Weyl-node channel, localization dominates so that the CME coefficients of finite systems manifest the same scalings as that in three dimension. Our results indicate that disorder tends to suppress the chiral magnetic current that results from applied slowly oscillating magnetic fields on Weyl semimetals. The observability of the CME effect is thus limited by suppression due to disorders in condensed matters.

This paper is organized as follows: In Sec.II, we describe the minimal two band model with short-range disorder for Weyl semimetals. The computation of the CME coefficient due to short-range disorder is formulated. In Sec.III, the contribution to the CME coefficient in quantum diffusion limit is formulated. In Sec.IV, detailed calculations of the quantum diffusive correction to the CME coefficient are presented. Finally, in Sec.V, we conclude and discuss the relevancy of our results to experiments.

### II. THEORETICAL FORMULATION OF CHIRAL MAGNETIC EFFECT

We start by considering a generic minimum model for the Weyl semimetals with the Hamiltonian being given by

$$H = \sum_{k\sigma \sigma'} \hbar^{\sigma\sigma'}(k)c_{k\sigma}^\dagger c_{k\sigma'} + H.C..$$  \hspace{1cm} (1)

Here $h(k)$ is a $2 \times 2$ matrix which can be generically expressed in the form $h(k) = \epsilon(k) + d(k) \cdot \sigma$ characterized by $\epsilon(k)$ and $d(k)$, where $\sigma^1$ ($i = x, y, z$) are three Pauli matrices and $k$ is the Bloch wave-vector for the electron creation and annihilation operators $c_{k\sigma}^\dagger$ and $c_{k\sigma}$. The band energies for the generic model Eq.(1) are given by

$$E_s(k) = \epsilon(k) + sd(k),$$  \hspace{1cm} (2)

where $s = \pm$ and $d(k)$ is the magnitude of the vector $d(k)$. In the simplest realization of the Weyl semimetal, one extends the Qi-Wu-Zhang (QWZ) two-band model on a cubic lattice to include two Weyl nodes. The Hamiltonian $h(k)$ can be written as\cite{17,18,19}

$$h(k) = t_z \cos k_z + h_{so} + h_m$$  \hspace{1cm} (3)

with $h_{so}$ and $h_m$ being given by

$$h_{so}(k) = \lambda_{so} (\sin k_x \sigma^x + \sin k_y \sigma^y + \sin k_z \sigma^z)$$  \hspace{1cm} (4)

$$h_m(k) = (m + 2 - \cos k_x - \cos k_y) \sigma^z.$$  \hspace{1cm} (5)

It is important to note that the hopping along the $z$-direction, $t_z \cos k_z$, is the key term that controls the chiral magnetic effect. In the model, the inversion symmetry is broken by the spin-orbit interaction $h_{so}$, while the time-reversal symmetry is broken by $h_m$. Breaking one of these symmetries leads the separation of the Dirac node into two Weyl nodes. We shall focus on the case of $m = 0$, in which the Weyl nodes emerge at $C^+ = (0, 0, 0)$ and $C^- = (0, 0, \pi)$. Since the hopping term $t_z$ leads to an energy change of $t_z \cos k_z$, it is clear that $t_z$ controls the relative shifts of Weyl nodes at $(0, 0, 0)$ and $(0, 0, \pi)$ in energy and thus controls the chirality imbalance that leads to the chiral magnetic effect. Specifically, the linearized Hamiltonian around nodal points, $C^+ = (0, 0, 0)$ and $C^- = (0, 0, \pi)$, is given by

$$h(k) = \pm t_z + v_F k \cdot \sigma,$$  \hspace{1cm} (6)

where $k_+ = (k_x, k_y, k_z)$ and $k_- = (k_x, k_y, -k_z)$ and $v_F = \lambda_{so}$ is the Fermi velocity. Hence when the Fermi energy $\epsilon_F$ is zero, the energies of two Weyl points relative to $\epsilon_F$ are $\pm t_z$.

In the presence of electromagnetic fields, the linear response of the induced current can be generally expressed as

$$J^i(q, \omega) = \Pi_{ij}(q, \omega) A^j(q, \omega),$$  \hspace{1cm} (7)

where $\Pi_{ij}$ is the retarded current-current correlation function. On the other hand, the chiral magnetic effect is the induced electric current in parallel to the applied magnetic field and can be expressed as

$$J_{\text{CME}}^i(q, \omega) = \alpha(q, \omega) B^i(q, \omega)$$

$$= -i \alpha(q, \omega) e^{ijk} q_k A^j(q, \omega),$$  \hspace{1cm} (8)
where $\alpha$ is the CME coefficient. By comparing Eqs. (7) and (8), it is clear that because the Levi-Civita tensor $\epsilon^{ijk}$ is antisymmetric in $i$ and $j$, the CME coefficient is determined by the anti-symmetric part of $\Pi_{ij}^{\text{anti}}$. Hence by choosing $z$ as the direction of the current, the CME coefficient is given by the anti-symmetric part of $\Pi_{xy}^{\text{anti}}$. After averaging over three directions of current, the CME coefficient can be expressed as

$$\alpha(q, \omega) = \frac{i}{3q} \langle \Pi_{xy}^{\text{anti}}(q^z, \omega) + \Pi_{yz}^{\text{anti}}(q^x, \omega) + \Pi_{zx}^{\text{anti}}(q^y, \omega) \rangle. \quad (9)$$

In the clean limit and in a slowly oscillating magnetic field, the CME coefficient is given by

$$\lim_{\omega \to 0} \lim_{q \to 0} \alpha(q, \omega) = \frac{e^2}{\hbar} \Omega \sum_{k} \sum_{t=\pm} \left[ \frac{v_{k,+} + v_{k,-}}{2} \cdot \Omega_{k,t} n_F^{0(t)}(\k) - \frac{1}{3} t d(\k) v_{k,t} \cdot \Omega_{k,t} \frac{\partial n_F^{0(t)}(\k)}{\partial E_{t}} \right] \quad (10)$$

where $\Omega_k$ are Berry curvatures and $n_F^{0(t)}$ is the Fermi-Dirac distribution function for energy bands $E_t$. In particular, one finds that $\alpha > 0$ for $t_z > 0$ and $\epsilon_F = 0$.

To include effects due to disorder, it is necessary to perform the average over disorder. We shall assume that the randomly distributed impurities are characterized by a Gaussian ensemble with a potential described by $\langle V(\r) \rangle = 0$ and short-range correlation

$$\langle V(\r)_{\alpha\gamma} V(\r')_{\beta\delta} \rangle = \gamma_\epsilon b_{\beta\alpha}^{\gamma\delta} \delta(\r - \r'). \quad (11)$$

Here $\gamma_\epsilon$ characterizes the strength of disorder. For spin-independent potential impurities, $b_{\beta\alpha}^{\gamma\delta}$ is a unit $4 \times 4$ matrix. The perturbation theory can be developed to compute the disorder-averaged physical quantities. After averaging over disorder, the translational invariance is restored and the CME coefficient is thus given by

$$\alpha(q, \omega) = \frac{i}{3q} \langle \Pi_{xy}^{\text{anti}}(q^z, \omega) + \Pi_{yz}^{\text{anti}}(q^x, \omega) + \Pi_{zx}^{\text{anti}}(q^y, \omega) \rangle. \quad (12)$$

III. QUANTUM DIFFUSIVE CORRECTION

To include the effect of disorder, we first note that one of the important effects due to disorder observed in the experiments on conductivity is the suppression or enhancement of the electric current via quantum interference known as the phenomena of weak localization or weak anti-localization in magneto-resistance. Since the Cooperon channel and related leading order channels are the dominant contribution in the scaling behavior of conductivity in the phenomena of weak localization or weak anti-localization, we shall therefore focus on the corrections due to the Cooperon channel in the quantum diffusive regime. Other contributions (such as vertex renormalization and Drude contribution) are also included along with the derivation of the contribution due to Cooperon.

To find the correction due to the Cooperon channel, we shall start by considering the correction of the Green’s function due to disorder. After averaging over disorder, the unperturbed retarded Green’s function is corrected by self-energy. The corrected Green’s function is represented diagrammatically by a solid line shown in Fig. 1(a) and is given by

$$G_R(k, \omega) = \frac{1}{\omega + \epsilon_F - h(k) + i\eta}, \quad (13)$$

where $\epsilon_F$ is the Fermi energy and $\eta$ is due to the self-energy correction. We shall assume that $\eta$ takes the form given by the first-order Born approximation and is given by

$$\eta \equiv \frac{1}{2\tau_e} = -\Im \Sigma^R(k) = \pi N(\epsilon_F) \gamma_\epsilon, \quad (14)$$

where $\tau_e$ is the lifetime of the quasi-particle, $\Sigma^R(k)$ is

![FIG. 1: Feynmann diagrams for the disorder correction of the CME coefficient. (a) Each solid line represents the Green’s function with first order Born approximation. (b) The vertex correction of the CME coefficient. (c) The correction due to the ladder diagram for particle-particle channel with the maximally crossed diagrams. The leading corrections of the current-current correlation due to (d) the bare and (e) & (f) two dressed Hikami boxes from the maximally crossed diagrams. It turns out that two dressed Hikami boxes cancel each other out due to the anti-symmetric combination of current-current correlation in the CME coefficient (see text for details).](image)
the self-energy, and \(N(\epsilon_F)\) is the density of states at the Fermi level relative to the Weyl node. When \(\epsilon_F = 0\), \(\epsilon_F = \pm t_z\). One finds that
\[
\eta = \frac{\gamma e^2 t_z^2}{2\pi \lambda_{so}^3}.
\] (15)

To calculate \(\Pi_{x'y}^{\text{anti}}(q, \omega)\) perturbatively, three corrections beyond the clean limits are included in the current-current correlation as shown in Figs. 1(d), (e), and (f). These corrections are the leading corrections due to the CME correction, two dressed Hikami boxes (e) on the Kubo-Streda formula\(^2\) for the CME correction, and (f) cancel each other out due to the anti-symmetric combination of current-current correlation in the CME channel can be expressed in terms of the Cooperon propagator, \(\Gamma\), weighted by a weighting factor, \(W\), as follows\(^2\):

\[
\langle \Pi_{x'y}^{\text{anti}}(q, \omega) \rangle = \frac{1}{2\beta V^2} \sum_{n,k,k'} \left[ (\tilde{G}_{x}\tilde{G})_{\nu'\mu}(k, q; \omega_n, i\nu_m) \Gamma_{\nu'\mu}(k, k', q; \omega_n, i\nu_m) (\tilde{G}_{y}\tilde{G})_{\mu'\nu}(k', q; \omega_n, i\nu_m) \right] - (x \leftrightarrow y)
\]
\[
\approx \frac{1}{2\beta V^2} \sum_{n,k,Q} \left[ (\tilde{G}_{x}\tilde{G})_{\nu'\mu}(k, q; \omega_n, i\nu_m) \Gamma_{\nu'\mu}(Q, q; \omega_n, i\nu_m) (\tilde{G}_{y}\tilde{G})_{\mu'\nu}(-k, q; \omega_n, i\nu_m) \right] - (x \leftrightarrow y)
\]
\[
= \sum_m \text{Tr} \left[ W_{xy}(q; \omega_m) \frac{1}{V} \sum_Q \Gamma_{xy}(Q, q) \right].
\] (17)

Here \(\nu_m\) is the Matsubara frequency. \(\mu, \mu', \nu, \nu'\) are spin indices. In going from the first equation to the second equation, we have rewritten \(k\) and \(k'\) as \(k + Q/2\) and \(-k + Q/2\) and assumed that the contributions of \(Q \approx 0\) and \(\omega_n = 0\) dominate so that \(\Gamma\) depends only on \(Q\) and \(q\). \(W\) is a weighting factor composed by four Green functions and current operators
\[
W_{\nu'\mu'}(q, i\nu_m) = \frac{1}{2\beta V^2} \sum_{n,k} \left[ (\tilde{G}_{x}\tilde{G})_{\nu'\mu}(\tilde{G}_{y}\tilde{G})_{\mu'\nu}(k, q; \omega_n, i\nu_m) \right]
\]
\[
- (\tilde{G}_{y}\tilde{G})_{\nu'\mu}(\tilde{G}_{x}\tilde{G})_{\mu'\nu}(k, q; \omega_n, i\nu_m) \right],
\] (18)

while \(\Gamma\) is the Cooperon propagator determined by the

\[
\Gamma_{\nu'\mu'}(Q, q; \omega_n, i\nu_m) = \gamma e^2 b_{\nu'\mu'} + \gamma e^2 b_{\nu'\sigma} \frac{1}{V} \sum_k \left[ G_{\lambda'\lambda}(k + Q, q; \omega_n + i\nu_m) \right]
\]
\[
\times G_{\sigma'\sigma}(k, q; \omega_n) \Gamma_{\sigma'\nu'}(Q, q; \omega_n, i\nu_m). \] (19)

Since it is expected that \(Q \approx 0\) gives the largest contribution, we shall use the linearized two-band model and neglect the frequency dependent in Green functions to capture quantum diffusive behavior of \(\Gamma\) in the low energy limit. Note that both \(W\) and \(\Gamma\) in Eq. (17) are arranged into \(4 \times 4\) matrices by using the tensor product basis \(\{|\uparrow\uparrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle, |\downarrow\downarrow\rangle\}\).
On the other hand, the contribution due to the dressed Hikami box, Fig. [1(e)], can be expressed as

\[
\langle \Pi_{xy}^{(e)}(q^z, i\nu_m) \rangle \\
= \frac{\gamma_c}{2\beta V^2} \sum_{m,k,k',Q} \left\{ \left[ (G\hat{J}_xG)_{\nu'\delta}(k, q^z; i\omega_n, i\nu_m)G_{\delta\mu}(k + q^z, i\omega_n + i\nu_m) \right. \right. \\
\left. \times \Gamma_{\nu'\delta'}^{\mu\nu}(Q, q^z; i\omega_n, i\nu_m)G_{\delta'\nu'}(-k + q^z, i\omega_n + i\nu_m) \right] - (x \leftrightarrow y) \left\} \right. \\
= \sum_m \text{Tr} \left[ \hat{W}_{xy}^{(e)}(q^z, i\nu_m) \frac{1}{V} \sum_Q \Gamma_{xy}(Q, q^z) \right]. 
\]

(20)

Here \(\mu, \mu', \nu, \nu', \delta,\) and \(\delta'\) are spin indices and summations over repeated indices are taken. \(\hat{W}^{(e)}\) is the corresponding weighting factor composed by six Green functions and current operators

\[
\hat{W}_{\nu'\nu}(q, i\nu_m) = \frac{\gamma_c}{2\beta V^2} \sum_{\delta,\delta',m,k,k'} \left[ (G\hat{J}_xG)_{\nu'\delta}(k', q^z; i\omega_n, i\nu_m)G_{\delta\mu}(k + q^z, i\omega_n + i\nu_m) \right. \\
- \left. \Gamma_{\nu'\delta'}^{\mu\nu}(q, q^z; i\omega_n, i\nu_m)G_{\delta'\nu'}(-k + q^z, i\omega_n + i\nu_m) \right]. 
\]

(21)

Similarly, because the dressed Hikami box, Fig. [1(f)] is the same as the dressed Hikami box, Fig. [1(e)], after \(\hat{J}_x\) and \(\hat{J}_y\) are exchanged and the wavevector \(q\) is reversed, the dressed Hikami box, Fig. [1(f)], contributes

\[
\langle \Pi_{xf}^{(f)}(q^z, i\nu_m) \rangle \\
= \sum_m \text{Tr} \left[ \hat{W}_{xf}^{(f)}(q^z, i\nu_m) \frac{1}{V} \sum_Q \Gamma_{xf}(Q, q^z) \right]. 
\]

(22)

with the weighting factor \(\hat{W}_{xf}^{(f)}(q, i\nu_m)\) being given by \(\hat{W}_{yx}^{(e)}(-q, i\nu_m)\). Clearly, for \(q = 0\), it implies

\[
\hat{W}_{xf}^{(f)} = \hat{W}_{xy}^{(e)} = -\hat{W}_{yx}^{(e)}. 
\]

(23)

Therefore, if the dominant contribution for the CME coefficient is from \(q = 0\) (to be checked in below), two dressed Hikami boxes, Figs. [1(e)] and (f) cancel each other out. In this case, the CME coefficient is determined by \(W\) and \(\Gamma\).

Given \(W\) and \(\Gamma\) with the analytic continuation in frequency \(i\nu_m \rightarrow \omega + i0^+\), the CME coefficient can be found by the expanding \(\Pi_{ij}^{\text{anti}}(q^k, \omega)\) \((ijk)\) is the cyclic permutation of \(xyz\) in \(q\)

\[
\Pi_{ij}^{\text{anti}}(q^k, \omega) \approx \left| W_{ij}^{(0)}(\omega) + qW_{ij}^{(1)}(\omega) \right| \left| \Gamma_{ij}^{(0)}(\omega) + q\Gamma_{ij}^{(1)}(\omega) \right| \\
\approx q\left| W_{ij}^{(0)}(\omega)\Gamma_{ij}^{(0)}(\omega) + W_{ij}^{(1)}(\omega)\Gamma_{ij}^{(1)}(\omega) \right|. 
\]

(24)

From Eq. (25), it is clear that in addition to the usual term, \(\Gamma^{(0)}\), that determines the weak localization/anti-localization behavior of conductivity, the higher order term, \(\Gamma^{(1)}\), which is induced self-interacting Cooperon diffusive mode, also contributes the correction of the CME coefficient. As we shall show in below, \(\Gamma^{(0)}\) and \(\Gamma^{(1)}\) propagates in different ways as

\[
\Gamma_{ij}^{(0)} \sim \frac{1}{-i\omega + Q^2 + 1/2\tau_{so}} \quad \cdots \quad (26) \\
\Gamma_{ij}^{(1)} \sim \frac{1}{(-i\omega + Q^2 + 1/2\tau_{so})^2} \quad \cdots \quad (27)
\]

where \(\tau_{so}\) is the relaxation time due to the spin-orbit coupling. When the system is clean, one expects \(\tau_{so} \rightarrow \infty\) and hence \(\Gamma^{(1)}(\omega = 0) \sim 1/Q^4\) dominates in Eq. (25). As
a result, the dominant contribution for the CME coefficient comes from $W_{ij}(q=0, i\nu_m)$ and $W_{ij}(q=0, i\nu_m)$. This justifies the conclusion that two dressed Hikami boxes, Figs. (1c) and (f) cancel each other out. In addition, it implies that the scaling of $\delta\alpha$ on the system size $L$ is different from that of the conductivity. As we shall see in below, the CME coefficient exhibits scaling similar to the scaling of localization even in three dimension.

IV. CORRECTION OF THE CME COEFFICIENT

In this section, we shall find how the CME coefficient scales with the system size $L$ by computing the correction of the CME coefficient due to short-range disorder through calculating $W$ and $\Gamma$. We first note that the summation over the Matsubara frequency $i\omega_n$ in Eq.(17) can be converted into a contour integral over $\varepsilon$ ($i\omega_n \rightarrow \varepsilon$) in the complex plane. After taking the analytic continuation of the external Matsubara frequency $i\nu_m$ to real frequency, $\omega + i0^+$, the main contributions come from poles above or below the real axis: $\varepsilon + i0^+$ or $\varepsilon - i0^-$, $\varepsilon - \omega + i0^+$, or $\varepsilon - \omega - i0^-$. Therefore, near $\omega \sim 0$, the ladder diagram in Eq.(19) contains combinations of retarded ($G_R$) and advanced ($G_A$) Green’s function in the same frequency: $G_R G_A, G_A G_R, G_R G_A, G_A G_A$. In the weak scattering limit, after the integration of momentum is done, only $G_R G_A$ and $G_A G_R$ makes significant contribution. Therefore, we take the analytic continuation by setting $i\nu_m + i\omega_n \rightarrow \omega + \varepsilon + i\eta$ and $i\omega_n \rightarrow \omega - i\eta$ and replacing $G(i\omega_n + i\nu_m, k)$ and $G(i\omega_n, k)$ by $G_R(\omega + \varepsilon, k) = \frac{1}{\omega + \varepsilon + \varepsilon \omega - h(k) + i\eta}$ and $G_A(\omega, k) = \frac{1}{\omega + \varepsilon + \varepsilon \omega - h(k) - i\eta}$ respectively. In addition, it is more convenient to express the Green’s function in terms of band energies, $E_s$, as

$$G_R(\omega, k) = \frac{\hat{P}_+(k)}{\omega + \varepsilon_F - E_+(k) + i\eta} + \frac{\hat{P}_-(k)}{\omega + \varepsilon_F - E_-(k) + i\eta},$$

where $\hat{P}_s(k) = \frac{1}{2}(1 + \frac{d(k)}{d(k)\sigma})$ is the projection operator that projects states to two eigen-energies with $s = \pm 1$.

A. Vertex renormalization and the Drude contribution

To cope with the contribution from the Cooperon channel, which concerns the $Q \rightarrow 0$ limit, the most important correction due to the vertex is obtained by taking $q \rightarrow 0$ in Eq.(18). This is similar to the semi-classical diffusive correction that yields the Drude conductivity, in which the vertex correction, when combined with the non-crossing diagram, leads to the relaxation time correction. Hence, one expects that the vertex simply renormalizes the Fermi velocity in the leading order term.

Specifically, in the low energy limit, we set $i\omega_n + i\nu_m = 0$. Eq.(16) becomes

$$\langle \hat{J}_j(k+q) \rangle_{\nu\mu} = \langle \hat{J}_j(k) \rangle_{\nu\mu} + \frac{1}{V} \sum_{\mathbf{k}'} \sum_{\mathbf{c}=\pm} \left[ \bar{G}_c^{\mathbf{k}'}(\mathbf{k}') [\hat{J}_j(\mathbf{k}+q)]_{\alpha\beta} G_{\beta\beta'}^{\mathbf{k}'}(\mathbf{k}'+q) \gamma_c b_{\beta\nu}^\dagger \right]$$

$$+ \frac{1}{V} \sum_{\mathbf{k}'} \sum_{\mathbf{c}=\pm} \left[ G_c^{\mathbf{k}'}(\mathbf{k}') [\hat{J}_j(\mathbf{k}+q)]_{\alpha\beta} \bar{G}_{\beta\beta'}^{\mathbf{k}'}(\mathbf{k}'+q) \gamma_c b_{\beta\nu}^\dagger \right].$$

Here $\bar{C}$ and $C$ are the indices that denote Weyl nodes $C^\pm$. We have separated the product $\bar{G}C$ as contributions by inter-nodes ($G^C C^C$) and intra-nodes ($G^C C^\bar{C}$). By taking $q = 0$ in Eq.(29), we obtain

$$\hat{J}_j(1 - \gamma_c \hat{A} b) = \hat{J}_j$$

where $b$ is the corresponding matrix to $b_{\beta\nu}^\dagger$ that describes the correlation of disorder and is a $4 \times 4$ unit matrix for spin-independent disorders. $\hat{A}$ is the particle-hole propagator. Since the total momentum of inter-node Fermions does not vanish, the inter-node contribution drops and hence $\hat{A}$ is given by

$$\hat{A}_{\alpha\beta}^{\alpha'} = \frac{1}{V} \sum_{\mathbf{k}} \sum_{\mathbf{c}=\pm} (g_{\alpha\alpha'}^{\mathbf{k}} \otimes g_{\beta\beta'}^{\mathbf{k}})$$

Replacing $\bar{G}$ by $G_A$ or $G_R$, $\hat{A}$ for intra-Weyl node ($C_+)$ can be written as

$$\hat{A} = \frac{1}{V} \sum_{\mathbf{k}} G_R^T \otimes G_A$$

$$= \frac{1}{4\pi} \int d\Omega \int_0^\infty \left[ |\mathbf{k}|^2 dk \sum_{s,t=\pm} \frac{1}{\omega + \nu + \mu - E_s + i\eta}\right.$$

$$\times \frac{1}{\omega + \mu - E_s - i\eta} \hat{P}_s^{\dagger}(k) \otimes \hat{P}_s(k),$$

where $\hat{P}_s(k) = \frac{1}{2}(1 + \frac{d(k)}{d(k)\sigma})$ is the projection operator for the Weyl node and $s$ is the band index with eigen-energies $E_{\pm}$. Following Refs. [29,31], the integration over the magnitude $k$ is replaced by integrations over the energy $\epsilon$, $\int_{-\Delta}^{\Delta} d\epsilon N(\epsilon)\epsilon$, which can be then evaluated by complex contour integrals. For $k$ being close to $(0, 0, 0)$, one takes $s = -$; while for $k$ being close to $(0, 0, \pi)$, one takes one takes $s = +$. By setting $\omega = 0$ and taking the analytic continuation of the integration of $k$ in the complex plane and performing the angular integration, we find

$$\hat{A} = -\frac{2\pi N(\epsilon_F)\tau_\epsilon}{6} \begin{pmatrix} 2 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 2 \end{pmatrix}. $$

(33)
matrices, Eq. (34) implies $\hat{\alpha}$ Eq. (19), which can be rewritten in a matrix form as

$$\text{Cooperon channel.}$$

Following, we will show that for systems with larger sizes efficient remains finite at the renormalized value. In the correction is size-independent and and the total CME coefficient.

FIG. 2: Rernormalized total CME coefficient due to the Drude correction. Here dash lines reproduce the CME coefficient with the Drude correction. Similar analysis for the other Weyl node yields the same result. By using the identity, $2\pi N(\epsilon_F)\tau_c = 1/\gamma_e$, the vertex correction is given by

$$\hat{J}_j \begin{bmatrix} 4/7 & 0 & 0 & 1/6 \\ 0 & 7/6 & 0 & 0 \\ 0 & 0 & 7/6 & 0 \\ 0 & 0 & 0 & 1/3 \end{bmatrix} = \hat{J}_j^0,$$

(34)

where $\hat{J}_j$ and $\hat{J}_j^0$ are arranged into vectors with 4 components. Note that if we rearrange $\hat{J}_j$ and $\hat{J}_j^0$ back to $2 \times 2$ matrices, Eq. (34) implies $\hat{J}_j(k) = \frac{9}{7} \hat{J}_j^0(k)$.

The above vertex renormalization, when combined with the non-crossing diagram, gives rise to the total CME coefficient due to the Drude correction. Since $\hat{J}_j(k) = \frac{9}{7} \hat{J}_j^0(k)$, the CME coefficient is simply renormalized by a factor 7/6 after including the Drude correction. In Fig. 1, we show the total CME coefficient due to the Drude correction. In comparison to the clean limit given by Ref. [17], $\alpha$ gets renormalized by a factor 7/6 due to disorders in the Drude correction. However, the Drude correction is size-independent and and the total CME coefficient remains finite at the renormalized value. In the following, we will show that for systems with larger sizes $L$, the CME coefficient will get further suppressed by the Cooperon channel.

B. Cooperon Propagator

The Cooperon propagator, $\Gamma$, can be found by solving Eq. (19), which can be rewritten in a matrix form as

$$\Gamma \left[ \gamma_e^{-1} b^{-1} - \frac{1}{V} \sum_{k^c} \mathcal{G} \otimes \mathcal{G} \right] = 1.$$  

Hence $\Gamma^{-1} = \gamma_e^{-1} b^{-1} - \frac{1}{V} \sum_{k^c} \mathcal{G} \otimes \mathcal{G}$. To find the leading orders of $\Gamma$, $\Gamma^{(0)}$ and $\Gamma^{(1)}$, we shall expand $\Gamma^{-1}$ with respect to $q$ in different directions and keep the order of $q$. The component of $\Gamma^{-1}_{ij}$ corresponding to the direction $k$ ($q = q_k$) with $i, j$ and $k$ being cyclic permutations of $x, y, z$ is given by

$$\Gamma^{-1}_{ij}(k) = A_{ij}(Q) + q_k B_{ij}(Q).$$

(36)

Following Ref. [29], by symmetrizing $Q + q$ between two Green’s function in Eq. (19), expanding the wave-vector $k \pm (Q + q)$ with respect to $k$ to leading orders ($O(Q^2)$), and replacing $\mathcal{G}$ by $G_R$ or $G_A$, we obtain

$$P \equiv \frac{1}{V} \sum_k G_R(k + \frac{Q}{2}, i\omega_n + i\nu_m) \otimes G_A(-k + \frac{Q}{2}, i\omega_n)$$

$$= \frac{1}{V} \sum_k \frac{1}{G_R^{-1}(k) - \Lambda} \otimes \frac{1}{G_A^{-1}(-k) - \Lambda}$$

$$\approx \frac{1}{V} \sum_k \left( G_R + G_R \Lambda G_R + G_R \Lambda G_R \Lambda G_R \right)$$

$$\otimes (G_A + G_A \Lambda G_A + G_A \Lambda G_A \Lambda G_A),$$

(37)

where $G_R/A = G(\omega, \pm k)$, $Q = Q + q$ and $\Lambda = \frac{\nu - \nu}{2} |Q \cdot \sigma|$. Hence $P$ is a summation of three contributions $P = P^{(0)} + P^{(1)} + P^{(2)}$ with

$$P^{(0)} = \frac{1}{V} \sum_k (G_R \otimes G_A),$$

$$P^{(1)} = \frac{1}{V} \sum_k [(G_R \Lambda G_R) \otimes G_A + G_R \otimes (G_A \Lambda G_A)],$$

$$P^{(2)} = \frac{1}{V} \sum_k [(G_R \Lambda G_R \Lambda G_R) \otimes G_A + G_R \otimes (G_A \Lambda G_A \Lambda G_A)] + G_R \otimes (G_A \Lambda G_A \Lambda G_A) + G_R \Lambda G_R \otimes G_A \Lambda G_A \Lambda G_A).$$

(38)

To find $P^{(n)}$, we note that $P$ is invariant under rotations. Hence $P^{(n)}$ must be a combination of $Q^2$, $Q \cdot S$, and $Q \cdot S$ with $S_d = \sigma \otimes 1 - 1 \otimes \sigma$ and $S = \sigma \otimes 1 + 1 \otimes \sigma$ being the difference of spin and the total spin operators of the Cooperon respectively. Consider the Weyl node $C_+$, by performing similar integrations as what were done in Eqs. (32) and (33), we find

$$P^{(0)} = -\frac{1}{6 \gamma_e} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 2 & -1 \\ 0 & -1 & 2 \end{pmatrix},$$

(39)

while we find that

$$P^{(1)} = -\frac{i \nu \tau_e}{12 \gamma_e} Q \cdot S_d,$$

(40)
and
\[ P^{(2)} = \frac{v_F^2 \tau_e^2}{60 \gamma_e} \left[ -20 \hat{Q}^2 1 + Q^2 S^2 + 2(Q \cdot S)^2 \right]. \tag{41} \]

\( A_{ij}(Q) \) in Eq. (36) is then obtained by setting \( \hat{Q} = Q \) and summing over \( P^{(0)}, P^{(1)}, \) and \( P^{(2)} \). To obtain \( B_{ij}(Q) \), we set \( Q = Q + q \) in \( P^{(n)} \) and keep \( O(q) \) terms. For \( i = xy \) and \( q = q^z \), we find
\[ B_{xy}(Q) = \frac{v_F^2 \tau_e^2}{30 \gamma_e} \left[ -20Q_z 1 + Q^2 S^2 + (Q \cdot S)S_z + S_z(Q \cdot S) \right]. \tag{42} \]

To obtain \( \Gamma_{yz} \), it is more convenient to use the singlet-triplet basis of the total spin, \{ \( |S = 1, S_z = 1\rangle, |S = 1, S_z = 0\rangle, |S = 0\rangle \} \) by performing a similar transformation on \( A_{ij}(Q) \) and \( B_{ij}(Q) \) with
\[ \begin{pmatrix} 1, 1 \\ 1, 0 \\ 1, -1 \\ 0, 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{\sqrt{2}}{2} & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & -\frac{\sqrt{2}}{2} & 0 & 0 \end{pmatrix} \equiv S \begin{pmatrix} \uparrow \uparrow \\ \uparrow \downarrow \\ \downarrow \uparrow \\ \downarrow \downarrow \end{pmatrix}. \tag{43} \]

Under this basis, \( A_{xy}(Q) \) and \( B_{xy}(Q) \) (replaced by \( S^{-1} A_{xy}(Q) S \) and \( S^{-1} B_{xy}(Q) S \)) are given by
\[ A_{xy}(Q) = \frac{2}{\gamma_e} - \frac{2}{3 \gamma_e} 1 + i \frac{\lambda_2}{12} Q \cdot S_d + \frac{\lambda_3}{20} \left[ 20Q^2 1 - 8Q^2 1 - 2(Q \cdot S)^2 \right], \tag{44} \]

and
\[ B_{xy}(Q) = i \frac{\lambda_2}{12} S_d^2 + \frac{\lambda_3}{10} \left[ 20Q_z 1 - 8Q_z 1 - (Q \cdot S) S_z - S_z(Q \cdot S) \right], \tag{45} \]

where \( \lambda_2 = v_F \tau_e / \gamma_e, \lambda_3 = \tau_D / \gamma_e \) with \( D = v_F \tau_e / 3 \) being the diffusion constant and relevant matrices are given by
\[ 1_3 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]
\[ Q \cdot S_d = \begin{pmatrix} \sqrt{2}Q_{+} \\ 0 \\ 2Q_{+} \\ \sqrt{2}Q_{+} \\ 0 \\ \sqrt{2}Q_{-} \\ -2Q_{z} \\ 0 \end{pmatrix}, \tag{46} \]

and
\[ Q \cdot S = \begin{pmatrix} 2Q_{z} & \sqrt{2}Q_{-} & 0 & 0 \\ \sqrt{2}Q_{+} & 0 & \sqrt{2}Q_{-} & 0 \\ 0 & \sqrt{2}Q_{+} & -2Q_{z} & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \tag{47} \]

with \( Q_{\pm} = Q_x \pm iQ_y \). Similarly, we find \( A_{yz}(Q) = A_{yx}(Q) \), while for \( B_{yz} \) and \( B_{zy} \), we find that \( (Q_z, S_z) \) in \( B_{xy} \) is replaced by \( (Q_x, S_x) \) and \( (Q_y, S_y) \) respectively.

The total intra-node Cooperon propagator for the node \( C^+ \) can be obtained from Eq. (36) as \( \Gamma(Q) \approx A(Q)^{-1} - qA(Q)^{-1}B(Q)A(Q)^{-1} \). After performing integration over angles and keeping terms up to \( O(Q^2) \), we find
\[ \Gamma_{xy}^{(0)}(Q) = \begin{pmatrix} \Gamma_{xy}^{(0)\alpha} & 0 & 0 & 0 \\ 0 & \Gamma_{xy}^{(0)\beta} & 0 & 0 \\ 0 & 0 & \Gamma_{xy}^{(0)\alpha} & 0 \\ 0 & 0 & 0 & \Gamma_{xy}^{(0)\beta} \end{pmatrix}, \tag{48} \]

where the coefficients are given by
\[ \Gamma_{xy}^{(0)\alpha} = \frac{\pi \gamma_e}{\lambda^2} \left[ \frac{\alpha}{Q^2 + \tau^2} + \frac{\beta}{Q^2 + \tau^2} \right], \]
\[ \Gamma_{xy}^{(0)\beta} = \frac{3\pi \gamma_e}{4 \lambda^2} \frac{1}{Q^2 + \tau^2}, \]
\[ \Gamma_{xy}^{(0)\gamma} = \frac{\pi \gamma_e}{2 \lambda^2} \frac{1}{Q^2 + \tau^2}. \]

Here \( \alpha \approx 9.29 \) and \( \beta \approx 4.21 \). \( \lambda^{-2} = 7680/\pi (v_F \tau_e)^2 \) and \( \lambda^{-2} = (v_F \tau_e)^2 \) are the induced gaps due to the spin-orbit interaction. \( \lambda \) is the characteristic spin-relaxation length scale for the propagation of the Cooperon.

Similarly, for other components, the equality, \( A_{yz}(Q) = A_{zx}(Q) = A_{xy}(Q) \), implies that \( \Gamma_{yz}^{(0)}(Q) = \Gamma_{xy}^{(0)}(Q) \). On the other hand, after performing integration over angles and keeping terms up to \( O(Q^2) \), we find
\[ \Gamma_{xy}^{(1)}(Q) = \Gamma_{xy,T}^{(1)} \begin{pmatrix} 0 & 0 & 0 & i \\ 0 & 0 & i & 0 \\ 0 & i & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix}, \tag{50} \]

where the coefficient is given by
\[ \Gamma_{xy,T}^{(1)} = -\sqrt{\frac{15 \pi \gamma_e}{14384 3 \lambda^2 (Q^2 + \tau^2)^2}}. \tag{51} \]

Similar calculations show that
\[ \Gamma_{yz}^{(1)}(Q) = \Gamma_{yz,T}^{(1)} \begin{pmatrix} 0 & 0 & 0 & i \\ 0 & 0 & 0 & -i \\ i & 0 & -i & 0 \\ -i & 0 & 0 & 0 \end{pmatrix}, \tag{52} \]

where the coefficients are given by
\[ \Gamma_{yz,T}^{(1)} = \sqrt{\frac{15 \pi \gamma_e}{7198 3 \lambda^2 (Q^2 + \tau^2)^2}}. \tag{53} \]
Similar calculation can be carried out for the Weyl node $C^-$. Due to its different helicity, we find that $\Gamma^{(0)}(Q)$ is the same, while $\Gamma^{(1)}(Q)$ is opposite in sign. As a result, $\Gamma^{(1)}_{xy}(Q)$ gets cancelled.

Finally, because the total momentum of two electrons near the same Weyl node $C^\pm$ is close to $Q \sim 0$ (or $2\pi$), the intra-node Cooperon is dominated by $Q \sim 0$ as described in the above. However, for the Cooperon channel composed by inter-node Fermions, the total momentum is around $Q \sim (0, 0, \pi)$. Hence there is no contribution for $Q \sim 0$. The contribution due to Cooperon channel is thus determined by Eq. (25) with $\Gamma^{(0)}$ being given by Eqs. (48) and (49) and $\Gamma^{(1)}$ being given by Eqs. (52) and (53).

V. NUMERICAL RESULTS

From Eq. (25), the correction to the CME coefficient due to the Cooperon channel is determined by $\Gamma^{(0)}$ and $\Gamma^{(1)}$. It is clear from Eqs. (48), (49), (52) and (53) that in the limit $Q \to 0$, $\Gamma^{(0)}(Q) \sim 1/Q^2$ while $\Gamma^{(1)}(Q) \sim 1/Q^4$. Since the correction of the Cooperon channel is proportional to the integral over $Q$, the dominant contribution is given by

$$\Delta \alpha = \frac{2i}{3} \int \frac{Q^2 dQ}{(2\pi)^3} \text{Tr} \left[ W_{yz}^{(0)} \Gamma^{(1)}_{yz} + W_{zx}^{(0)} \Gamma^{(1)}_{zx} \right],$$

(54)

where the weighting factors $W_{ij}^{(0)}$ are derived in Appendix A and need to be computed numerically by using Eqs. (A7) and (A8).

The contribution of the propagator $\frac{1}{Q^2} \frac{1}{\lambda^2 - i\gamma_L}$ to the CME coefficient results in different scaling behaviors from those for conductivity. Similar to the scaling analysis done on the conductivity, it is useful to analyze the change of the CME coefficient versus the system size by defining the $\beta$ function as

$$\beta_{\text{CME}} = \frac{d \ln |\Delta \alpha(L)|}{d \ln L}. \quad (55)$$

The $\beta$ function is the characteristic function that determines how the CME coefficient scales with the system size. When $\alpha \Delta \alpha < 0$ (i.e. for positive $\alpha$, $\Delta \alpha < 0$), if the $\beta$ function is positive (i.e., $d\Delta \alpha/dL < 0$), the quantum correction exhibits localization behavior and the CME is suppressed in bulk Weyl semimetals. On the other hand, when $\alpha \Delta \alpha > 0$ (i.e. for positive $\alpha$, $\Delta \alpha > 0$), if the $\beta$ function is positive (i.e., $d\Delta \alpha/dL > 0$), the quantum correction exhibits anti-localization behavior and the CME is enhanced in bulk Weyl semimetals.

To find the scaling behavior of the CME coefficient, it is important to know that there are three characteristic length scales that determine the quantum correction of the CME coefficient: mean free path $l$, the system size $L$ or phase coherent length, and the spin-relaxation length $\lambda$ as

$$\Delta \alpha \propto \int_{L^{-1}}^{l^{-1}} dQ Q^2 \frac{1}{(Q^2 + \lambda^2)^2} \left( \frac{L}{2[1 + (L/\lambda)^2]} - \frac{L}{2[1 + (l/\lambda)^2]} + \frac{\lambda}{2} \left[ \tan^{-1}(\frac{\lambda}{l}) - \tan^{-1}(\frac{\lambda}{L}) \right] \right). \quad (56)$$

In the clean limit with $l < L \ll \lambda$, i.e., the spin-relaxation length is larger than system size, the contribution of Cooperon diverges due to the infrared divergence in the integration of $1/Q^4$ terms. The dominating quantum interference is proportional to $L$, which shows that the quantum correction is linearly proportional to the effective system size. Hence the quantum correction due to the Cooperon channel eventually wins over the Drude contribution. On the other hand, when $l < \lambda < L$, the spin-relaxation due to impurities can no longer be neglected. In this intermediate region, the integration over $Q$ is finite, leading to a finite correction to

FIG. 3: Correction of the CME coefficient due to the Cooperon channel, $\Delta \alpha$ (in unit of $2e^2/\lambda^2$), due to short-range disorder. (a) $\text{sgn}(\alpha) \Delta \alpha$ versus $t_z$ for different $\gamma_e$ in the intermediate region $l < \lambda < L$. (b) $\log_{10} |\Delta \alpha|$ versus disorder strength $\gamma_e$ for different $t_z$. Here $\lambda_{so} = 1$, $T = 0.001$, $\epsilon_F = 0$, $l = 100$, and the system size $L/a = 10^7$ with $a$ being the lattice constant.
When $t_z = 0$, there is no chirality imbalance and hence $\alpha = \Delta \alpha = 0$.

To explore the $\beta_{\text{CME}}$ function, $\log_{10} |\Delta \alpha|$ versus $\log_{10} L/a$ for different parameters are computed in Fig. 4 (a) and (b). It is seen that $\beta_{\text{CME}}$ (the slope) is always positive and approaches zero for larger systems. Since $\alpha > 0$ and $\Delta \alpha < 0$, it exhibits the scaling behavior of localization for the CME coefficient. Furthermore, Fig. 4 (a) and (b) show that the transition from the intermediate region to the clean limit can be achieved by changing either $\gamma_c$ or $t_z$. In Fig. 4(b), $\gamma_c$ is fixed to 0.001 and the transition occurs by changing $t_z$. Clearly, we see that strong suppression of the CME coefficient occurs at $t_z = 0.01$, in which $\beta_{\text{CME}} \sim 1$ and hence the correction, $\Delta \alpha \propto -(L/a)$, grows. Therefore, in the region with small $t_z$, the Weyl semimetal is in the clean limit with $l < L \ll \lambda$ (cf. Eq. (15)). In this region, the CME coefficient is strongly suppressed by the quantum interference effect induced by short-range disorder.

VI. DISCUSSION AND CONCLUSION

In conclusion, we have investigated the effect of short-range spin-independent disorder on the chiral magnetic effects in Weyl semimetals. While the disorder effects on the usual conductivity in Weyl semimetals is determined by the longitudinal part $\Pi_{ii}$ of the linear response, the disorder effect on the CME coefficient is determined by the anti-symmetric combination of transverse (off-diagonal) components. The effects of disorder on conductivity include Drude-like contribution and weak localization effect and are analyzed based on the Kubo-Streda formula, in which the expansion in frequency is essentially involved due to that the electric field is related to the vector potential via $\vec{E} = -\partial \vec{A} / \partial t$. In this approach, the main contribution to the conductivity comes mainly from electrons near the Fermi surface. It is demonstrated that by including the first weak-localization correction and two dressed Hikami boxes shown in Fig. 1 the conductivity exhibits weak-localization or weak-anti-localization effects as observed in experiments.

On the other hand, as indicated in Eq. (12), the determination of the CME coefficient involves an additional momentum expansion due to that the magnetic field is related to the vector potential via $\vec{B} = \nabla \times \vec{A}$. In addition, the contribution of the disorder effect on the CME coefficient does not just come from electronic states near the Fermi surface. Hence the Kubo-Streda formula is not applicable. Furthermore, due to the anti-symmetry of the contribution to the CME coefficient, two dressed Hikami boxes cancel each other out and only the first weak-localization correction contributes the correction.

By including the Drude correction and computing the contribution due to the Cooperon channel from all elec-
tronic states via the weighting factor $W$, we find that while it was shown that the CME effect can exist for Weyl semimetals in slowly oscillating magnetic fields, the CME coefficient will be suppressed by short-range spin-independent disorder. Specifically, our result shows that the quantum interference induced by short-range disorder does not contribute the diffusive propagation, $1/(Q^2 + 1/\tau)$ through the Cooperon channel in the CME coefficient. Instead, due to the additional contribution of the wave-vector to the Cooperon propagator in the momentum expansion in computing the CME coefficient, the Cooperon channel contributes the CME coefficient through the quartic-momentum term, $1/(Q^2 + 1/\tau)^2$. As a result, we find that the CME coefficients of finite systems manifest scaling behavior similar to scaling of localization even in three dimension. In particular, we find that when the separation of Weyl nodes is small, scaling of localization dominates and the CME coefficient is suppressed. While the conventional view believes that the transport properties originated from topology are protected and robust against disorder, our analyses indicate that the chiral magnetic current can be suppressed by quantum interference due to quantum diffusion. Hence both the chiral anomaly and the quantum interference induced by short-range disorder play crucial roles in the chiral magnetic effect. Our work clarifies the role of disorder in the chiral magnetic effects and should be of help for future investigation of elated effects in Weyl semimetals and other nodal materials.
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Appendix A: Evaluation of Cooperon Weighting Factors $W$

The Cooperon channel is the Cooperon propagator weighted by $W$ respectively. In this Appendix, we derive the formulation of the weighting factors $W$ for computing the CME correction. According to Eq. (25), we need to expand $W$ as

$$ W^{\mu',\mu}_{\nu',\nu}(\mathbf{q}) \approx W^{(0)}^{\mu',\mu}_{\nu',\nu} + q W^{(1)}^{\mu',\mu}_{\nu',\nu}, $$  \hspace{1cm} (A1)

The formal expression of $W$ is given by Eq. (18) with the explicit expressions for $\mathbf{G} \mathbf{J} \mathbf{G}$ being given by

$$ (\mathbf{G} \mathbf{J} \mathbf{G})_{\nu',\nu} = \mathbf{G}_{\nu',\sigma}(\mathbf{k}; i \omega_n) \mathbf{J}^{\sigma \sigma'}(\mathbf{k}) \mathbf{G}_{\sigma',\mu}(\mathbf{k}+\mathbf{q}; i \omega_n+i \nu_m), $$

$$ (\mathbf{G} \mathbf{J} \mathbf{G})_{\mu',\nu} = \mathbf{G}_{\mu',\lambda}(\mathbf{-k}; i \omega_n) \mathbf{J}^{\lambda \lambda'}(\mathbf{-k}) \mathbf{G}_{\lambda',\nu}(\mathbf{-k}+\mathbf{q}; i \omega_n+i \nu_m), $$  \hspace{1cm} (A2)

To get the expansion of $W$, we expand the Green’s functions as

$$ \mathbf{G}(\mathbf{k}+\mathbf{q}, i \omega_n+i \nu_m) = \mathbf{G} + \mathbf{G} \mathbf{q} \cdot \nabla \mathbf{h}(\mathbf{k}) \mathbf{G} + \cdots, $$

$$ \mathbf{G}(\mathbf{k}+\mathbf{q}, i \omega_n) = \mathbf{G} + \mathbf{G} \mathbf{q} \cdot \nabla \mathbf{h}(\mathbf{k}) \mathbf{G} + \cdots, $$  \hspace{1cm} (A3)

where $\nabla \mathbf{h}(\mathbf{k})$ is the gradient of Hamiltonian in Eq. (1). The summation over spin indices can be extracted out by using Eq. (26) to express the Green’s function so that the spin part of $W$ can be expanded as

$$ (\hat{\mathbf{P}}_w \mathbf{J} \hat{\mathbf{P}}_v)_{\nu',\nu}(\mathbf{-k}+\mathbf{q}) = [\hat{\mathbf{J}}^{w(0)}(\mathbf{k}) + q \hat{\mathbf{J}}^{w(1)}(\mathbf{k}, \mathbf{q})]_{\nu',\nu}(\mathbf{-k}), $$

$$ (\hat{\mathbf{P}}_w \mathbf{J} \hat{\mathbf{P}}_v)_{\nu',\nu}(\mathbf{k}+\mathbf{q}) = [\hat{\mathbf{M}}^{s(0)}(\mathbf{k}, \mathbf{q}) + q \hat{\mathbf{M}}^{s(1)}(\mathbf{k}, \mathbf{q})]_{\nu',\nu}(\mathbf{k}, \mathbf{q}). $$  \hspace{1cm} (A4)

Here $\hat{\mathbf{P}}_n$ are projection operators with $n = s, t, v$ or $w$ being band indices. $\nu, \nu', \mu$ and $\mu'$ are spin indices. By substituting the above expressions into Eq. (18), the weighting factor $W$ consists of a product of four Green’s functions. To evaluate the frequency sum of the product of four Green’s function, we first replace the frequency summation by a contour integral and take the analytic continuation to the real frequency, $i \nu_m \rightarrow \omega + i \delta$ with $\lim_{\omega \rightarrow 0}$. We obtain

$$ I \equiv \frac{1}{\beta} \sum_{\mathbf{n}} \mathbf{G}^{w}(-\mathbf{k}, i \omega_n) \mathbf{G}^{w}(-\mathbf{k}, i \omega_n+i \nu_m) \mathbf{G}^{s}(\mathbf{k}, i \omega_n) \mathbf{G}^{t}(\mathbf{k}, i \omega_n+i \nu_m) $$

$$ = -2 \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} n_F(\varepsilon) \left\{ \text{Im}[G_R^{v}(\mathbf{k}, \varepsilon) G_R^{s}(\mathbf{k}, \varepsilon)] G_R^{w}(\mathbf{k}, \varepsilon+i \delta) G_R^{t}(\mathbf{k}, \varepsilon+i \delta) + \text{Im}[G_R^{w}(\mathbf{k}, \varepsilon) G_R^{s}(\mathbf{k}, \varepsilon)] G_R^{v}(\mathbf{k}, \varepsilon-i \delta) G_R^{t}(\mathbf{k}, \varepsilon-i \delta) \right\}, $$  \hspace{1cm} (A5)
where $G^n$ is the exact Green’s function and $G^n_R$ is the retarded Green’s function of the energy band with $n = \pm$. We shall approximate $G^n_R$ by

$$G^n_R = \frac{1}{\varepsilon - E_n + \epsilon_F + i\eta} \approx \text{Re} G^n_R - i\pi \delta(\varepsilon - E_n + \epsilon_F).$$  
(A6)

Substituting Eq. (A6) into Eq. (A5), we obtain

$$I = \frac{1}{2} \left\{ n_F(E_s - \epsilon_F) \left( \frac{1}{E_s - E_v + i\eta} + \frac{1}{E_s - E_v - i\eta} \right) \frac{1}{E_s - E_w + i\eta} \frac{1}{E_s - E_t + i\eta} 
+ n_F(E_v - \epsilon_F) \left( \frac{1}{E_v - E_s + i\eta} + \frac{1}{E_v - E_s - i\eta} \right) \frac{1}{E_v - E_w + i\eta} \frac{1}{E_v - E_t + i\eta} 
+ n_F(E_t - \epsilon_F) \left( \frac{1}{E_t - E_s + i\eta} + \frac{1}{E_t - E_s - i\eta} \right) \frac{1}{E_t - E_w + i\eta} \frac{1}{E_t - E_v + i\eta} \right\}.$$

(A7)

where $n_F$ is the Fermi-Dirac distribution function. By combining Eqs. (A4) and (A7) with Eq. (18), the weight factor $W^{(0)}_{\mu'\nu'}$ can be expressed in the following forms

$${[W_{xy}^{(0)}]_{\mu'\nu'\mu\nu'}} = \frac{e^2}{\hbar^2} \begin{pmatrix} R_1 & 0 & 0 & 0 \\ 0 & R_2 & R_3 & 0 \\ 0 & R_4 & R_5 & 0 \\ 0 & 0 & 0 & R_6 \end{pmatrix},$$

$${[W_{zz}^{(0)}]_{\mu'\nu'\mu\nu'}} = \frac{e^2}{\hbar^2} \begin{pmatrix} 0 & R_7 & R_8 & 0 \\ R_9 & 0 & 0 & R_{10} \\ R_{11} & 0 & 0 & R_{12} \\ 0 & R_{13} & R_{14} & 0 \end{pmatrix},$$

$${[W_{xx}^{(0)}]_{\mu'\nu'\mu\nu'}} = \frac{e^2}{\hbar^2} \begin{pmatrix} 0 & R_{15} & R_{16} & 0 \\ R_{17} & 0 & 0 & R_{18} \\ R_{19} & 0 & 0 & R_{20} \\ 0 & R_{21} & R_{22} & 0 \end{pmatrix},$$

(A8)

where $R_n$ with $n = 1, 2, 3, \cdots, 22$ are non-vanishing elements determined by $\lambda_i^{(0)}$ and $\tilde{\lambda}_i^{(0)}$.

Similarly, the linear $q$ term of the weighting factor is given by

$$W^{(1)}_{\mu'\nu'} = \frac{1}{3\Omega} \sum_{n,k} \left( [\mathcal{G}_y \mathcal{G}^\dagger]_{\mu'\nu'} (\mathcal{G}^\dagger \mathcal{G}_x \mathcal{G}^\dagger)_{\mu\nu}(k; i\omega_n, i\nu_m) 
+ (\mathcal{G}_y \mathcal{G}^\dagger \mathcal{G}^\dagger \mathcal{G}_x \mathcal{G}^\dagger)_{\nu'\mu'}(k; i\omega_n, i\nu_m) \right) 
- (x \leftrightarrow y)$$

$$= \frac{1}{3\Omega} \sum_{\mathbf{k}} \sum_{\nu'\mu'} \left( [\pi^{(0)}_{x\nu'\mu'}] \otimes [\tilde{\lambda}_y^{(1)}]_{\mu'\nu'} - (x \leftrightarrow y) \right)$$

$$\times \frac{1}{\beta} \sum_n \left( G^n w^{(0)} G^n G^n G^n(k; i\omega_n, i\nu_m) 
+ \frac{1}{\beta} \sum_{\mathbf{k}} \sum_{\nu'\mu'} \left( [\pi^{(0)}_{x\nu'\mu'}] \otimes [\tilde{\lambda}_y^{(0)}]_{\mu'\nu'} - (x \leftrightarrow y) \right)$$

$$\times \frac{1}{\beta} \sum_n \left( G^n w^{(1)} G^n G^n(k; i\omega_n, i\nu_m) \right).$$
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