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Abstract

In this paper, we consider estimators for an additive functional of \( \phi \), which is defined as
\[
\theta(P; \phi) = \sum_{i=1}^{k} \phi(p_i),
\]
from \( n \) i.i.d. random samples drawn from a discrete distribution \( P = (p_1, ..., p_k) \) with alphabet size \( k \). We propose a minimax optimal estimator for the estimation problem of the additive functional. We reveal that the minimax optimal rate is substantially characterized by the divergence speed of the fourth derivative of \( \phi \). As a result, we show that there is no consistent estimator if the divergence speed of the fourth derivative of \( \phi \) is larger than \( p^{-4} \). Furthermore, if the divergence speed of the fourth derivative of \( \phi \) is \( p^{4-\alpha} \) for \( \alpha \in (0, 1) \), the minimax optimal rate is obtained within a universal multiplicative constant as
\[
\kappa^2 \cdot \frac{k^2}{(n \ln n)^{2\alpha}} + \frac{2^{-2\alpha}}{n}.
\]

1 Introduction

Let \( P \) be a probability measure with alphabet size \( k \), and \( X \) be a discrete random variable drawn from \( P \). Without loss of generality, we can assume that the domain of \( P \) is \( [k] \), where we denote \( [m] = \{1, ..., m\} \) for a positive integer \( m \). We use a vector representation of \( P \); \( P = (p_1, ..., p_k) \) where \( p_i = P\{X = i\} \). Let \( \phi \) be a mapping from \( [0, 1] \) to \( \mathbb{R}^+ \). Given a set of i.i.d. samples \( S_n = \{X_1, ..., X_n\} \) from \( P \), we deal with the problem of estimating an additive functional of \( \phi \). The additive functional \( \theta \) of \( \phi \) is defined as
\[
\theta(P; \phi) = \sum_{i=1}^{k} \phi(p_i).
\]

We simplify this notation to \( \theta(P; \phi) = \theta(P) \). Most entropy-like criteria can be formed in terms of \( \theta \). For instance, when \( \phi(p) = -p \ln p \), \( \theta \) is Shannon entropy. For a positive real \( \alpha \), letting \( \phi(p) = p^\alpha \), \( \ln(\theta(P))/(1 - \alpha) \) becomes Rényi entropy. More generally, letting \( \phi = f \) where \( f \) is a concave function, \( \theta \) becomes \( f \)-entropies (Akaike, 1998).

Techniques for the estimation of the entropy-like criteria have been considered in various fields, including physics (Lake and Moorman, 2011), neuroscience (Nemenman et al., 2004), and security (Gu et al., 2005). In machine learning, methods that involve entropy estimation were introduced for decision-trees (Quinlan, 1986), feature selection (Peng et al., 2005), and clustering (Dhillon et al., 2003). For example, the decision-tree learning algorithms, i.e., ID3, C4.5, and C5.0 construct a decision tree in which the criteria for the tree splitting are
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defined based on Shannon entropy (Quinlan, 1986). Similarly, information theoretic feature selection algorithms evaluate the relevance between the features and the target using the entropy (Peng et al., 2005).

The goal of this study is to derive the minimax optimal estimator of \( \theta \) given a function \( \phi \). For the precise definition of the minimax optimality, we introduce the minimax risk. A sufficient statistic of \( P \) is a histogram \( N = (N_1, ..., N_k) \), where \( N_j = \sum_{i=1}^n I(X_i = j) \) and \( N \sim \text{Multinomial}(n, P) \). The estimator of \( \theta \) is defined as a function \( \hat{\theta} : [n]^k \to \mathbb{R} \). Then, the quadratic minimax risk is defined as

\[
R^*(n, k; \phi) = \inf_{\hat{\theta}} \sup_{P \in \mathcal{M}_k} E \left[ (\hat{\theta}(N) - \theta(P))^2 \right],
\]

where \( \mathcal{M}_k \) is the set of all probability measures on \([k]\), and the infimum is taken over all estimators \( \hat{\theta} \). With this definition of the minimax risk, an estimator \( \hat{\theta} \) is minimax (rate-)optimal if there exists a positive constant \( C \) such that

\[
\sup_{P \in \mathcal{M}_k} E \left[ (\hat{\theta}(N) - \theta(P))^2 \right] \leq C R^*(n, k; \phi).
\]

A natural estimator of \( \theta \) is the plugin or the maximum likelihood estimator, in which the estimated value is obtained by substituting the empirical mean of the probabilities \( \hat{\theta} \) into \( \hat{\theta} = \frac{n_i}{n} \). However, this estimator has a large bias for large \( k \). Indeed, the plugin estimators for Shannon and Rényi entropy have been shown to be suboptimal in the large-\( k \) regime in recent studies (Wu and Yang, 2016; Jiao et al., 2015; Acharya et al., 2015).

Recent studies investigated the minimax optimal estimators for Shannon entropy and Rényi entropy in the large-\( k \) regime (Wu and Yang, 2016; Jiao et al., 2015; Acharya et al., 2015). However, the results of these studies were only derived for Shannon or Rényi entropy. Jiao et al. (2015) suggested that the estimator is easily extendable to the general additive functional, although they did not prove the minimax optimality.

In this paper, we propose a minimax optimal estimator for the estimation problem of the additive functional \( \theta \) for general \( \phi \). Our estimator achieves the minimax optimal rate even in the large-\( k \) regime for \( \phi \in C^4[0,1] \) such that \( \phi^{(4)}(p) \) is finite for \( p \in (0,1] \), where \( C^4[0,1] \) denotes a class of four times differentiable functions from \([0,1]\) to \( \mathbb{R} \). For such \( \phi \), we reveal a property of \( \phi \) which can substantially influence the minimax optimal rate.

**Related work.** The simplest way to estimate \( \theta \) is to use the so-called plugin estimator or the maximum likelihood estimator, in which the empirical probabilities are substituted into \( \theta \) as \( P \). Letting \( \hat{P} = (\hat{p}_1, ..., \hat{p}_k) \) and \( \hat{p}_i = N_i/n \), the plugin estimator is defined as

\[
\theta_{\text{plugin}}(N) = \theta(\hat{P}).
\]

The plugin estimator is asymptotically consistent under weak assumptions for fixed \( k \) (Antos and Kontoyiannis, 2001). However, this is not true for the large-\( k \) regime. Indeed, Jiao et al. (2015); Wu and Yang (2016) derived a lower bound for the quadratic risk for the plugin estimator of Shannon entropy (\( \phi(p) = p \ln(1/p) \)) and Rényi entropy (\( \phi(p) = p^\alpha \)). In the case of Shannon entropy, the lower bound is given as

\[
\sup_{P \in \mathcal{M}_k} E \left[ (\theta_{\text{plugin}}(N) - \theta(P))^2 \right] \geq C \left( \frac{k^2}{n^2} + \frac{\ln \frac{k^2}{n}}{n} \right),
\]

where \( C \) denotes a universal constant. The first term \( k^2/n^2 \) comes from the bias and it indicates that if \( k \) grows linearly with respect to \( n \), the plugin estimator becomes inconsistent. This means the plugin estimator is suboptimal in the large-\( k \) regime. Bias-correction methods, such as (Miller, 1955; Grassberger, 1988; Zahl, 1977), can be applied to the plugin
estimator of Shannon entropy to reduce the bias whereas these bias-corrected estimators are still suboptimal. The estimators based on Bayesian approaches in (Schürmann and Grassberger, 1996; Schober, 2013; Holste et al., 1998) are also suboptimal (Han et al., 2015).

Many researchers have studied estimators that can consistently estimate the additive functional with sublinear samples with respect to the alphabet size k to derive the optimal estimator in the large-k regime. The existence of consistent estimators even with sublinear samples were first revealed in Paninski (2004), but an explicit estimator was not provided. Valiant and Valiant (2011a) introduced an estimator based on linear programming that consistently estimates Shannon entropy with sublinear samples. However, the estimator of (Valiant and Valiant, 2011a) has not been shown to achieve the minimax rate even in a more detailed analysis in (Valiant and Valiant, 2011b). Recently, Acharya et al. (2015) showed that the bias-corrected estimator of Rényi entropy \( \phi(p) = p^\alpha \) achieves the minimax optimal rate in regard to the sample complexity if \( \alpha > 1 \) and \( \alpha \in \mathbb{N} \), but they did not show the minimax optimality for other \( \alpha \). Jiao et al. (2015) introduced a minimax optimal estimator for Rényi entropy for any \( \alpha \in (0, 3/2) \) in the large-k regime. For Shannon entropy, Jiao et al. (2015); Wu and Yang (2016) independently introduced the minimax optimal estimators in the large-k regime. In the case of Shannon entropy, the optimal rate was obtained as

\[
\frac{k^2}{(n \ln n)^2} + \frac{\ln^2 k}{n}.
\]

The first term indicates that the introduced estimator can consistently estimate Shannon entropy if \( n \geq Ck/\ln k \).

The estimators introduced by Wu and Yang (2016); Jiao et al. (2015); Acharya et al. (2015) are composed of two estimators: the bias-corrected plugin estimator and the best polynomial estimator. The bias-corrected plugin estimator is composed of the sum of the plugin estimator and a bias-correction term which offsets the second-order approximation of the bias as in (Miller, 1955). The best polynomial estimator is an unbiased estimator of the polynomial that best approximates \( \phi \) in terms of the uniform error. Specifically, the best approximation for the polynomial of \( \phi \) in an interval \( I \subseteq [0, 1] \) is the polynomial \( g \) that minimizes \( \sup_{x \in I} |\phi(x) - g(x)| \). Jiao et al. (2015) suggested that this estimator can be extended for the general additive functional \( \theta \). However, the minimax optimality of the estimator was only proved for specific cases of \( \phi \), including \( \phi(p) = -p \ln p \) and \( \phi(p) = p^\alpha \). Thus, to prove the minimax optimality for other \( \phi \), we need to individually analyze the minimax optimality for specific \( \phi \). Here, we aim to clarify which property of \( \phi \) substantially influences the minimax optimal rate when estimating the additive functional.

Our contributions. In this paper, we propose the minimax optimal estimator for \( \theta(P; \phi) \). We reveal that the divergence speed of the fourth derivative of \( \phi \) plays an important role in characterizing the minimax optimal rate. Informally, for \( \beta > 0 \), the meaning of “the divergence speed of a function \( f(p) \) is \( p^{-\beta} \) is that \( |f(p)| \) goes to infinity at the same speed as \( p^{-\beta} \) when \( p \) approaches 0. When the divergence speed of the fourth derivative of \( \phi(p) \) is \( p^{-\beta} \), the fourth derivative of \( \phi \) diverges faster as \( \beta \) increases.

Our results are summarized in Figure 1. Figure 1 illustrates the relationship between the divergence speed of the fourth derivative of \( \phi \) and the minimax optimality of the estimation problem of \( \theta(P; \phi) \). In Figure 1, the outermost rectangle denotes the space of the four times continuous differentiable functions \( C^4[0, 1] \). The innermost rectangle denotes the subclass of \( C^4[0, 1] \) such that the absolute value of its fourth derivative \( |\phi^{(4)}(p)| \) is finite for any \( p \in (0, 1) \). In this subclass of \( \phi \), the horizontal direction represents the divergence speed of the fourth derivative of \( \phi \), in which a faster \( \phi \) is on the left-hand side and a slower \( \phi \) is on the right-hand side. The \( \phi \) with an explicit form and divergence speed is denoted by a point in the rectangle. For example, the black circle denotes \( \phi(p) = -p \ln p \) where the divergence speed of the fourth derivative of this \( \phi \) is \( p^{-3} \). Class B denotes a
Figure 1: Relationship between the divergence speed of the fourth derivative of $\phi$ and the minimax optimality of the estimation problem of $\theta(P; \phi)$.

set of any function $\phi$ such that the divergence speed of the fourth derivative is $p^{\alpha-4}$ where $\alpha \in (0,1)$. As already discussed, existing methods have achieved minimax optimality in the large-$k$ regime for specific $\phi$, including $\phi(p) = -p \ln p$ (black circle in Figure 1) and $\phi(p) = p^\alpha$ (middle line in Figure 1 where the white circle denotes that there is no $\alpha > 0$ such that the divergence speed is $p^{-3}$).

We show two results regarding the minimax optimality of the estimation problem of $\theta$ for $\phi$ in Class A and Class B. Class A is a class of $\phi$ such that the divergence speed of the fourth derivative is faster than $p^{-4}$. Class B is a class of $\phi$ such that the divergence speed of the fourth derivative is $p^{\alpha-4}$ where $\alpha \in (0,1)$. First, we reveal that we cannot construct a consistent estimator of $\theta$ for any $\phi$ in Class A (the leftmost hatched area in Figure 1, Proposition 1). In other words, we show that the minimax optimal rate is larger than constant order if the divergence speed of the fourth derivative is faster than $p^{-4}$. Thus, there is no need to derive the minimax optimal estimator in Class A.

Second, we derive the minimax optimal estimator for any $\phi$ in Class B (the middle hatched area in Figure 1, Theorem 1). For example, $\phi(p) = p^\alpha$ (Rényi entropy case), $\phi(p) = \cos(cp)p^\alpha$, $\phi(p) = e^{cp}p^\alpha$ and $\phi(p) = (ap + b)^\alpha$ for $\alpha \in (0,1)$ include the coverage of our estimator, where $a$ and $b$ are universal constants such that $ap + b \geq 0$ for any $p \in [0,1]$, and $c$ is a universal constant. Intuitively, since the large derivative makes the estimation problem $\theta$ more difficult, the minimax rate decreases if the derivative of $\phi$ diverges faster. Our minimax optimal rate reflects this behavior. For $\phi$ in Class B, the minimax optimal rate is obtained as

$$
\frac{k^2}{(n \ln n)^{2\alpha}} + \frac{k^{2-2\alpha}}{n}.
$$

We can clearly see that this rate decreases for larger $\alpha$, i.e., a higher divergence speed.

Currently, the minimax optimality of $\phi$ in Class C is an open problem. However, we provide a notable discussion in Section 3.
2 Preliminaries

Notations. We now introduce some additional notations. For any positive real sequences \(\{a_n\}\) and \(\{b_n\}\), \(a_n \gtrsim b_n\) denotes that there exists a positive constant \(c\) such that \(a_n \geq cb_n\). Similarly, \(a_n \lesssim b_n\) denotes that there exists a positive constant \(c\) such that \(a_n \leq cb_n\). Furthermore, \(a_n \asymp b_n\) implies \(a_n \gtrsim b_n\) and \(a_n \lesssim b_n\). For an event \(\mathcal{E}\), we denote its complement by \(\mathcal{E}^c\). For two real numbers \(a\) and \(b\), \(a \vee b = \max\{a, b\}\) and \(a \wedge b = \min\{a, b\}\).

Poisson sampling. We employ the Poisson sampling technique to derive upper and lower bounds for the minimax risk. The Poisson sampling technique models the samples as independent Poisson distributions, while the original samples follow a multinomial distribution. Specifically, the sufficient statistic for \(P\) is \(\tilde{N} = (\tilde{N}_1, \ldots, \tilde{N}_k)\), where \(\tilde{N}_1, \ldots, \tilde{N}_k\) are independent random variables such that \(\tilde{N}_i \sim \text{Poi}(np_i)\). The minimax risk for Poisson sampling is defined as follows:

\[
\tilde{R}^\ast(n, k; \phi) = \inf_{\theta} \sup_{P \in \mathcal{M}_k} E \left[ \left( \hat{\theta}(\tilde{N}) - \theta(P) \right)^2 \right].
\]

The minimax risk of Poisson sampling well approximates that of the multinomial distribution. Indeed, Jiao et al. (2015) presented the following lemma.

**Lemma 1** (Jiao et al. (2015)). The minimax risk under the Poisson model and the multinomial model are related via the following inequalities:

\[
\tilde{R}^\ast(2n, k; \phi) - \sup_{P \in \mathcal{M}_k} |\theta(P)|e^{-n/4} \leq R^\ast(n, k; \phi) \leq 2\tilde{R}^\ast(n/2, k; \phi).
\]

Lemma 1 states \(R^\ast(n, k; \phi) \asymp \tilde{R}^\ast(n, k; \phi)\), and thus we can derive the minimax rate of the multinomial distribution from that of the Poisson sampling.

Best polynomial approximation. Acharya et al. (2015); Wu and Yang (2016); Jiao et al. (2015) presented a technique of the best polynomial approximation for deriving the minimax optimal estimators and their lower bounds for the risk. Let \(\mathcal{P}_L\) be the set of polynomials of degree \(L\). Given a function \(\phi\), a polynomial \(p\), and an interval \(I \subseteq [0, 1]\), the uniform error between \(\phi\) and \(p\) on \(I\) is defined as

\[
\sup_{x \in I} |\phi(x) - p(x)|. \tag{1}
\]

The best polynomial approximation of \(\phi\) by a degree-\(L\) polynomial with a uniform error is achieved by the polynomial \(p \in \mathcal{P}_L\) that minimizes Eq (1). The error of the best polynomial approximation is defined as

\[
E_L(\phi, I) = \inf_{p \in \mathcal{P}_L} \sup_{x \in I} |\phi(x) - p(x)|.
\]

The error rate with respect to the degree \(L\) has been studied since the 1960s (Timan et al., 1965; Petrushev and Popov, 2011; Ditzian and Totik, 2012; Achiesser, 2013). The polynomial that achieves the best polynomial approximation can be obtained, for instance, by the Remes algorithm (Remez, 1934) if \(I\) is bounded.

3 Main results

Suppose \(\phi\) is four times continuously differentiable on \((0, 1]\)\(^1\). We reveal that the divergence speed of the fourth derivative of \(\phi\) plays an important role for the minimax optimality of the

\(^1\)We say that a function \(\phi : [0, 1] \rightarrow \mathbb{R}^\ast\) is differentiable at 1 if \(\lim_{h \rightarrow -0} \frac{\phi(1+h)-\phi(1)}{h}\) exists.
estimation problem of the additive functional. Formally, the divergence speed is defined as follows.

**Definition 1** (divergence speed). For an integer $m \geq 1$, let $\phi$ be an $m$ times continuously differentiable function on $(0,1]$. For $\beta > 0$, the divergence speed of the $n$th derivative of $\phi$ is $p^{-\beta}$ if there exist finite constants $W > 0$, $c_m$, and $c'_m$ such that for all $p \in (0,1]$

$$|\phi^{(n)}(p)| \leq \alpha_{m-1} W p^{-\beta} + c_m,$$

$$|\phi^{(n)}(p)| \geq \alpha_{m-1} W p^{-\beta} + c'_m,$$

where $\alpha_m = \prod_{i=1}^{m} (i - \alpha)$.

A larger $\beta$ implies faster divergence. We analyze the minimax optimality for two cases: the divergence speed of the fourth derivative of $\phi$ is i) larger than $p^{-4}$ (Class A), and ii) $p^{\alpha-4}$ (Class B), for $\alpha \in (0,1)$.

**Minimax optimality for Class A.** We now demonstrate that we cannot construct a consistent estimator for any $n$ and $k \geq 3$ if the divergence speed of $\phi$ is larger than $p^{-4}$.

**Proposition 1.** Let $\phi$ be a continuously differentiable function on $(0,1]$. If there exists finite constants $W > 0$ and $c'_1$ such that for $p \in (0,1]$

$$|\phi^{(1)}(p)| \geq W p^{-1} + c'_1,$$

then there is no consistent estimator, i.e., $R^*(n,k;\phi) \gtrsim 1$.

The proof of Proposition 1 is given in Appendix D. From Lemma 15, the divergence speed of the first derivative is $p^{-4}$ if that of the fourth derivative is $p^{-4}$. Thus, if the divergence speed of $\phi$ is greater than $p^{-4}$, we cannot construct an estimator that consistently estimates $\theta$ for any probability measure $P \in \mathcal{M}_k$. Consequently, there is no need to derive the minimax optimal estimator in this case.

**Minimax optimality for Class B.** We derive the minimax optimal rate for $\phi$ in which the divergence speed of its fourth derivative is $p^{\alpha-4}$ for $\alpha \in (0,1)$. Thus, we make the following assumption.

**Assumption 1.** Suppose $\phi$ is four times continuously differentiable on $(0,1]$. For $\alpha \in (0,1)$, the divergence speed of the fourth derivative of $\phi$ is $p^{\alpha-4}$.

Note that a set of $\phi$ satisfying Assumption 1 is Class B depicted in Figure 1. The divergence speed increases as $\alpha$ decreases. Under Assumption 1, we derive the minimax optimal estimator of which the minimax rate is given by the following theorem.

**Theorem 1.** Under Assumption 1, if $n \gtrsim \frac{k^{2}}{\ln k}$

$$R^*(n,k;\phi) \leq \frac{k^{2}}{(n \ln n)^{2\alpha}} + \frac{k^{2-2\alpha}}{n},$$

if $n \lesssim \frac{k^{2}}{\ln k}$, there is no consistent estimator, i.e., $R^*(n,k;\phi) \gtrsim 1$.

Theorem 1 is proved by combining the results in Sections 6 and 7. The minimax optimal rate in Theorem 1 is characterized by the parameter for the divergence speed $\alpha$ from Assumption 1. From Theorem 1, we can conclude that the minimax optimal rate decreases as the divergence speed increases. The explicit estimator that achieves the optimal minimax rate in Theorem 1 is described in the next section.

**Remark 1.** Assumption 1 covers Rényi entropy $\phi(p) = p^\alpha$ for $\alpha \in (0,1)$, but does not for all existing works. For Shannon entropy ($\phi(p) = p \ln(1/p)$) and Rényi entropy with $\alpha \geq 1$, the divergence speed of these $\phi$ is lower than $p^{\alpha-4}$ for $\alpha \in (0,1)$. Indeed, the divergence speed of $\phi(p) = -p \ln(p)$ and $\phi(p) = p^\alpha$ for $\alpha \geq 1$ are $p^{-3}$ and $p^{\alpha-4}$, respectively. We can expect that the corresponding minimax rate is characterized by the divergence speed even if the divergence speed is lower than $p^{\alpha-4}$ for $\alpha \in (0,1)$. The analysis of the minimax rate for lower divergence speeds remains an open problem.
4 Estimator for $\theta$

In this section, we describe our estimator for $\theta$ in detail. Our estimator is composed of the bias-corrected plugin estimator and the best polynomial estimator. We first describe the overall estimation procedure on the supposition that the bias-corrected plugin estimator and the best polynomial estimator are black boxes. Then, we describe the bias-corrected plugin estimator and the best polynomial estimator in detail.

For simplicity, we assume the samples are drawn from the Poisson sampling model, where we first draw $n' \sim \text{Poi}(2n)$, and then draw $n'$ i.i.d. samples $S_\nu' = \{X_1, \ldots, X_{n'}\}$. Given the samples $S_\nu'$, we first partition the samples into two sets. We use one set of the samples to determine whether the bias-corrected plugin estimator or the best polynomial estimator should be employed, and the other set to estimate $\theta$. Let $\{B_i\}_{i=1}^{n'}$ be i.i.d. random variables drawn from the Bernoulli distribution with parameter $1/2$, i.e., $\mathbb{P}\{B_i = 0\} = \mathbb{P}\{B_i = 1\} = 1/2$ for $i = 1, \ldots, n'$. We partition $(X_1, \ldots, X_{n'})$ according to $(B_1, \ldots, B_{n'})$, and construct the histograms $\hat{N}$ and $\hat{N}'$, which are defined as

$$\hat{N} = \sum_{j=1}^{n'} 1_{X_j = i} 1_{B_j = 0}, \quad \hat{N}' = \sum_{j=1}^{n'} 1_{X_j = i} 1_{B_j = 1}, \text{ for } i \in [n'].$$

Then, $\hat{N}$ and $\hat{N}'$ are independent histograms, and $\hat{N}_i, \hat{N}'_i \sim \text{Poi}(np_i)$.

Given $\hat{N}'$, we determine whether the bias-corrected plugin estimator or the best polynomial estimator should be employed for each alphabet. Let $\Delta_{n,k}$ be a threshold depending on $n$ and $k$ to determine which estimator is employed, which will be specified as in Theorem 4 on page 10. We apply the best polynomial estimator if $\hat{N}'_i < 2\Delta_{n,k}$, and otherwise, $\hat{N}'_i \geq 2\Delta_{n,k}$, we apply the bias-corrected plugin estimator. Let $\phi_{\text{poly}}$ and $\phi_{\text{plugin}}$ be the best polynomial estimator and the bias-corrected plugin estimator for $\phi$, respectively. Then, the estimator of $\theta$ is written as

$$\hat{\theta}(\hat{N}) = \sum_{i=1}^{k} \left[ 1_{\hat{N}'_i \geq 2\Delta_{n,k}} \phi_{\text{plugin}}(\hat{N}_i) + 1_{\hat{N}'_i < 2\Delta_{n,k}} \phi_{\text{poly}}(\hat{N}_i) \right].$$

Finally, we truncate $\hat{\theta}$ so that the final estimate is not outside of the domain of $\theta$.

$$\hat{\theta}(\hat{N}) = (\hat{\theta}(\hat{N}) \land \theta_{\text{sup}}) \lor \theta_{\text{inf}},$$

where $\theta_{\text{inf}} = \inf_{P \in \mathcal{M}_k} \theta(P)$ and $\theta_{\text{sup}} = \sup_{P \in \mathcal{M}_k} \theta(P)$. Next, we describe the details of the best polynomial estimator $\phi_{\text{poly}}$ and the bias-corrected plugin estimator $\phi_{\text{plugin}}$.

**Best polynomial estimator.** The best polynomial estimator is an unbiased estimator of the polynomial that provides the best approximation of $\phi$. Let $\{a_m\}_{m=0}^L$ be coefficients of the polynomial that achieves the best approximation of $\phi$ by a degree-$L$ polynomial with range $I = [0, \frac{4\Delta_{n,k}}{n}]$, where $L$ is as specified in Theorem 4 on page 10. Then, the approximation of $\phi$ by the polynomial at point $p_i$ is written as

$$\phi_L(p_i) = \sum_{m=0}^{L} a_mp_i^m. \quad (2)$$

From Eq (2), an unbiased estimator of $\phi_L$ can be derived from an unbiased estimator of $p_i^m$. For the random variable $\hat{N}_i$ drawn from the Poisson distribution with mean parameter $np_i$, the expectation of the $m$th factorial moment $(\hat{N}_i)_m = \frac{\hat{N}_i!}{(\hat{N}_i-m)!}$ becomes $(np_i)^m$. Thus, $\frac{(\hat{N}_i)_m}{n^m}$ is an unbiased estimator of $p_i^m$. Substituting this into Eq (2) gives the unbiased estimator
of $\phi_L(p_i)$ as
\[
\bar{\phi}_{\text{poly}}(\bar{N}_i) = \sum_{m=0}^{L} \frac{\alpha_m}{n^m}(\bar{N}_i)_m.
\]
Next, we truncate $\bar{\phi}_{\text{poly}}$ so that it is not outside of the domain of $\phi(p)$. Let $\phi_{\inf, \Delta_n/k} = \inf_{p \in [0, \Delta_n/k]} \phi(p)$ and $\phi_{\sup, \Delta_n/k} = \sup_{p \in [0, \Delta_n/k]} \phi(p)$. Then, the best polynomial estimator is defined as
\[
\phi_{\text{poly}}(\bar{N}_i) = (\bar{\phi}_{\text{poly}}(\bar{N}_i) \wedge \phi_{\sup, \Delta_n/k}) \lor \phi_{\inf, \Delta_n/k}.
\]

**Bias-corrected plugin estimator.** In the bias-corrected plugin estimator, we apply the bias correction of (Miller, 1955). Applying the second-order Taylor expansion to the bias of the plugin estimator gives
\[
E\left[\phi\left(\bar{N}_i/n\right) - \phi(p_i)\right] \approx E\left[\phi^{(1)}(p_i)\left(\bar{N}_i/n - p_i\right) + \frac{\phi^{(2)}(p_i)}{2}\left(\frac{\bar{N}_i/n - p_i}{2}\right)^2\right] = \frac{p_i\phi^{(2)}(p_i)}{2n}.
\]
Thus, we include $-\bar{N}_i\phi^{(2)}(\bar{N}_i/n)$ as a bias-correction term in the plugin estimator $\phi(\bar{N}_i/n)$, which offsets the second-order approximation of the bias. However, we do not directly apply the bias-corrected plugin estimator to estimate $\phi(p_i)$ for two reasons. First, the derivative of $\phi$ is large near 0, which results in a large bias, and second, $\phi(p)$ for $p > 1$ is undefined even though $\bar{N}_i/n$ can exceed 1. Thus, we apply the bias-corrected plugin estimator to the function $\phi_{\Delta_n/k}$ defined below instead of $\phi$. Define
\[
H_L(p; \phi, a, b) = \phi(a) + \sum_{m=1}^{L} \binom{m}{a} \phi^{(m)}(a) \frac{m!}{m!} (p-a)^m (p-b)^{-1} (L+\ell)! (a-b) L^{-1-\ell} (p-a)^\ell
\]
\[
= \phi(a) + \sum_{m=1}^{L} \binom{m}{a} \phi^{(m)}(a) (p-a)^m \sum_{\ell=0}^{L-m} \binom{L}{L+\ell+1} B_{L+\ell+1}(p-a) / (b-a),
\]
where $B_{\nu,v}(x) = \binom{\nu}{v} x^\nu (1-x)^v$ denotes the Bernstein basis polynomial. Then, $H_L(p; \phi, a, b)$ denotes a function that interpolates between $\phi(a)$ and $\phi(b)$ using Hermite interpolation. From generalized Hermite interpolation (Spitzbart, 1960), $H_L^{(i)}(a; \phi, a, b) = \phi^{(i)}(a)$ for $i = 0, ..., L$ and $H_L^{(i)}(b; \phi, a, b) = 0$ for $i = 1, ..., L$. The function $\phi_{\Delta_n/k}$ is defined as
\[
\phi_{\Delta_n/k}(p) = \begin{cases} H_4\left(\Delta_n/k, \phi, \Delta_n/k, \Delta_n/k, \Delta_n/k, 2n\right) & \text{if } p \leq \Delta_n/k, \\
H_4\left(p, \phi, \Delta_n/k, \Delta_n/k, 2n\right) & \text{if } \Delta_n/k < p < \Delta_n/k, \\
H_4\left(p, \phi, 1, 2\right) & \text{if } 1 < p < 2, \\
H_4\left(2, \phi, 1, 2\right) & \text{if } p \geq 2, \\
\phi(p) & \text{otherwise}.
\end{cases}
\]
From this definition, $\phi_{\Delta_n/k} = \phi$ if $p \in [\Delta_n/k, 1]$. From Hermite interpolation, the function $\phi_{\Delta_n/k}$ is four times differentiable on $\mathbb{R}_+$ and $\phi_{\Delta_n/k}^{(1)}(p) = ... = \phi_{\Delta_n/k}^{(4)}(p) = 0$ for $p \leq \Delta_n/k$ and
By introducing $\bar{\phi}_{n,k}$, we can bound the fourth derivative of $\bar{\phi}_{n,k}$ using $\Delta_{n,k}$, and this enables us to control the bias with the threshold parameter $\Delta_{n,k}$. Using $\bar{\phi}_{n,k}$ instead of $\phi$ yields the bias-corrected plugin estimator

$$\phi_{\text{plugin}}(\tilde{N}_i) = \bar{\phi}_{n,k} \left( \frac{\tilde{N}_i}{n} \right) - \frac{\tilde{N}_i}{2n^2} \bar{\phi}_{n,k}^{(2)} \left( \frac{\tilde{N}_i}{n} \right).$$

### 5 Remark about Differentiability for Analysis

Why is the minimax rate characterized by the divergence speed of the fourth derivative? Indeed, most of the results can be obtained on a weaker assumption compared to Assumption 1 regarding differentiability, which is formally defined as follows.

**Assumption 2.** Suppose $\phi$ is two times continuously differentiable on $(0, 1]$. For $\alpha \in (0, 1)$, the divergence speed of the second derivative of $\phi$ is $p^{\alpha - 2}$.

Assumption 2 only requires two times continuous differentiability, whereas Assumption 1 requires four times. Only the analysis of the bias-corrected plugin estimator requires Assumption 1 to achieve the minimax rate due to the bias-correction term in Eq (3). The bias-correction term is formed as the plugin estimator of the second derivative of $\phi$, and its convergence rate is highly dependent on the smoothness of the second derivative. The smoothness of the second derivative of $\phi$ is characterized by the fourth derivative of $\phi$, and thus Assumption 1 is required to derive the error bound of the bias-corrected plugin estimator. Another bias-correction method might weaken the assumption as in Assumption 2.

### 6 Analysis of Lower Bound

In this section, we derive a lower bound for the minimax rate of $\theta$. The lower bound can be obtained under Assumption 2. Under Assumption 2, we can derive the lower bound of the minimax risk as in the following theorem.

**Theorem 2.** Under Assumption 2, for $k \geq 3$, we have

$$R^*(n, k; \phi) \gtrsim \frac{k^{2-2\alpha}}{n}.$$

The lower bound is obtained by applying Le Cam’s two-point method (see (Tsybakov, 2009)). The details of the proof of Theorem 2 can be found in Appendix B. Next, we derive another lower bound for the minimax rate.

**Theorem 3.** Under Assumption 2, if $n \gtrsim \frac{k^{1/\alpha}}{n}$, we have

$$R^*(n, k; \phi) \gtrsim \frac{k^2}{(n \ln n)^{2\alpha}}.$$

The proof is accomplished in the same manner as (Wu and Yang, 2016, Proposition 3). The details of the proof of Theorem 3 are also found in Appendix B. Combining Theorems 2 and 3, we get the lower bound in Theorem 1 as $R^*(n, k; \phi) \gtrsim \frac{k^2}{(n \ln n)^{2\alpha}} \vee \frac{k^{2-2\alpha}}{n} \gtrsim \frac{k^2}{(n \ln n)^{2\alpha}} + \frac{k^{2-2\alpha}}{n}$. 

9
7 Analysis of Upper Bound

Here, we derive the upper bound for the worst-case risk of the estimator.

**Theorem 4.** Suppose \( \Delta_{n,k} = C_2 \ln n \) and \( L = [C_1 \ln n] \) where \( C_1 \) and \( C_2 \) are universal constants such that \( 6C_1 \ln 2 + 2\sqrt{C_1C_2(1+\ln 2)} < 1 \) and \( C_2 \geq 16 \). Under Assumption 1, the worst-case risk of \( \hat{\theta} \) is bounded above by

\[
\sup_{P \in \mathcal{M}_k} \mathbb{E} \left[ \left( \hat{\theta}(\tilde{N}) - \theta(P) \right)^2 \right] \lesssim \frac{k^2}{(n \ln n)^{2\alpha}} + \frac{k^{2-2\alpha}}{n}.
\]

To prove Theorem 4, we derive the bias and the variance of \( \hat{\theta} \).

**Lemma 2.** Given \( P \in \mathcal{M}_k \), for \( 1 \leq \Delta_{n,k} \leq n \), the bias of \( \hat{\theta} \) is bounded above by

\[
\text{Bias} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right] \lesssim \sum_{i=1}^{k} \left( \frac{e}{4} \Delta_{n,k} + \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] 1_{np_i > \Delta_{n,k}} + \text{Bias} \left[ \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right] 1_{np_i \leq 4\Delta_{n,k} + e^{-\Delta_{n,k}/8}} \right).
\]

**Lemma 3.** Given \( P \in \mathcal{M}_k \), for \( 1 \leq \Delta_{n,k} \leq n \), the variance of \( \hat{\theta} \) is bounded above by

\[
\text{Var} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right] \lesssim \sum_{i=1}^{k} \left( \frac{e}{4} \Delta_{n,k} + \text{Var} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] 1_{np_i > \Delta_{n,k}} + \text{Var} \left[ \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right] 1_{np_i \leq 4\Delta_{n,k} + e^{-\Delta_{n,k}/8}} \right) + \left( \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] + \text{Bias} \left[ \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right] \right)^2 1_{\Delta_{n,k} \leq p_i \leq 4\Delta_{n,k}}.
\]

The proofs of Lemmas 2 and 3 are left to Appendix C. As proved in Lemmas 2 and 3, the bounds on the bias and the variance of our estimator are obtained with the bias and the variance of the plugin and the best polynomial estimators for each individual alphabet. Thus, we next analyze the bias and the variance of the plugin and the best polynomial estimators.

**Analysis of the best polynomial estimator.** The following lemmas provide the upper bounds on the bias and the variance of the best polynomial estimator.

**Lemma 4.** Let \( \tilde{N} \sim \text{Poi}(np) \). Given an integer \( L \) and a positive real \( \Delta \), let \( \phi_L(p) = \sum_{m=0}^{L} a_m p^m \) be the optimal uniform approximation of \( \phi \) by degree-\( L \) polynomials on \([0, \Delta]\), and \( g_L(\tilde{N}) = \sum_{m=0}^{L} a_m (\tilde{N})_m / n^m \) be an unbiased estimator of \( \phi_L(p) \). Under Assumption 1, we have

\[
\text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi_{\text{sup,}\Delta}) \wedge \phi_{\text{inf,}\Delta} - \phi(p) \right] \lesssim \sqrt{\text{Var} \left[ g_L(\tilde{N}) - \phi_L(p) \right] + \left( \frac{\Delta}{L^2} \right)^{\alpha}}.
\]

**Lemma 5.** Let \( \tilde{N} \sim \text{Poi}(np) \). Given an integer \( L \) and a positive real \( \Delta \geq \frac{1}{n} \), let \( \phi_L(p) = \sum_{m=0}^{L} a_m p^m \) be the optimal uniform approximation of \( \phi \) by degree-\( L \) polynomials on \([0, \Delta]\), and \( g_L(\tilde{N}) = \sum_{m=0}^{L} a_m (\tilde{N})_m / n^m \) be an unbiased estimator of \( \phi_L(p) \). Assume Assumption 1. If \( p \leq \Delta \) and \( 2\Delta / L \leq n \), we have

\[
\text{Var} \left[ (g_L(\tilde{N}) \wedge \phi_{\text{sup,}\Delta}) \wedge \phi_{\text{inf,}\Delta} - \phi(p) \right] \lesssim \frac{\Delta^3 L 64^L (2\alpha)^{2\sqrt{\Delta} n L}}{n}.
\]
The proofs of Lemmas 4 and 5 can be found in Appendix C.

**Analysis of the plugin estimator.** The following lemmas provide the upper bounds for the bias and the variance of the plugin estimator.

**Lemma 6.** Assume Assumption 1 and \( \frac{1}{n} \Delta < p \leq 1 \). Let \( \tilde{N} \sim \text{Poi}(np) \). Then, we have

\[
\text{Bias} \left[ \hat{\phi}(\tilde{N}) - \phi(p) \right] \leq \frac{1}{n^2 \Delta^{2-\alpha}} + \frac{p}{n^2}.
\]

**Lemma 7.** Assume Assumption 1 and \( \frac{1}{n} \Delta < p \leq 1 \). Let \( \tilde{N} \sim \text{Poi}(np) \). Then, we have

\[
\text{Var} \left[ \hat{\phi}(\tilde{N}) - \phi(p) \right] \leq \frac{1}{n^2 \Delta^{2-\alpha}} + \frac{p}{n^2}.
\]

The proofs of Lemmas 6 and 7 are left to Appendix C.

**Proof for the Upper Bound.** Combining Lemmas 2 to 7, we prove Theorem 4.

**Proof of Theorem 4.** Set \( L = [C_1 \ln n] \) and \( \Delta_{n,k} = C_2 \ln n \) where \( C_1 \) and \( C_2 \) are some positive constants. Substituting Lemmas 4 to 7 into Lemmas 2 and 3 yields

\[
\text{Bias} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right] \leq \sum_{i=1}^{k} \left( \frac{1}{nC_2(\ln 4-1)} + \frac{1}{n^2(\ln n)^{2-\alpha}} + \frac{p_i}{n^2} + \frac{(\ln n)^2 n^3 C_1 \ln 2 + \sqrt{C_1 C_2}(\ln 2 + 1)}{n^2} \right)
\]

\[
\leq \frac{k}{nC_2(\ln 4-1)} + \frac{k}{n^2(\ln n)^{2-\alpha}} + \frac{1}{n^2} + \frac{k(\ln n)^2 n^3 C_1 \ln 2 + \sqrt{C_1 C_2}(\ln 2 + 1)}{n^2}
\]

and

\[
\text{Var} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right] \leq \sum_{i=1}^{k} \left( \frac{1}{nC_2(\ln 4-1)} + \frac{1}{n^{2\alpha}(\ln n)^{4-2\alpha}} + \frac{p_i}{n^2} + \frac{(\ln n)^4 n^6 C_1 \ln 2 + 2\sqrt{C_1 C_2}(\ln 2 + 1)}{n^4} \right)
\]

\[
\leq \frac{k}{nC_2(\ln 4-1)} + \frac{k^2}{n^2(\ln n)^{4-2\alpha}} + \frac{1}{n^2} + \frac{k(\ln n)^4 n^6 C_1 \ln 2 + 2\sqrt{C_1 C_2}(\ln 2 + 1)}{n^4}
\]

where we use Lemma 17. For \( \delta > 0 \), as long as \( C_2(\ln 4-1) \geq 2\alpha + \delta, 6C_1 \ln 2 + 2\sqrt{C_1 C_2}(\ln 2 + 1) < 3 - 2\alpha - \delta, \) and \( C_2/8 > 2\alpha + \delta \), we have

\[
\text{Bias} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right]^2 \lesssim \frac{1}{n^4} + \frac{k^2}{(n \ln n)^{2\alpha}} + \frac{k^2}{(n \ln n)^{2\alpha}} \lesssim \frac{1}{n^4} + \frac{k^2}{(n \ln n)^{2\alpha}}
\]

\[
\text{Var} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right] \lesssim \frac{k^2}{n^{2\alpha}} + \frac{k}{n^2(\ln n)^{2\alpha}} + \frac{k}{n^2(\ln n)^{2\alpha}} \lesssim \frac{k^2}{n^{2\alpha}} + \frac{k}{n^2(\ln n)^{2\alpha}}
\]
The constants $C_1$ and $C_2$ satisfy these conditions, for example, $C_1 < 1/196(1 + \ln 2)^2$ and $C_2 = 16$. Since $\hat{\theta}(\tilde{N}), \theta(P) \in [\theta_{\text{inf}}, \theta_{\text{sup}}]$, the bias-variance decomposition gives
\[
\sup_{P \in M_k} \mathbb{E} \left[ \left( \hat{\theta}(\tilde{N}) - \theta(P) \right)^2 \right] \leq \sup_{P \in M_k} \mathbb{E} \left[ \left( \tilde{\theta}(\tilde{N}) - \theta(P) \right)^2 \right] \\
\leq \left( \text{Bias} \left[ \tilde{\theta}(\tilde{N}) - \theta(P) \right] \right)^2 + \text{Var} \left[ \tilde{\theta}(\tilde{N}) - \theta(P) \right]. \tag{6}
\]
Substituting Eqs (4) and (5) into Eq (6) yields
\[
\sup_{P \in M_k} \mathbb{E} \left[ \left( \hat{\theta}(\tilde{N}) - \theta(P) \right)^2 \right] \lesssim k^2 \left( \frac{n \ln n}{n} \right)^{2\alpha} + \frac{k^2 - 2\alpha}{n}.
\]
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A Error Rate of Best Polynomial Approximation

Here, we analyze the upper bound and the lower bound of the best polynomial approximation error \( E_L(\phi, [0, \Delta]) \). The upper bound and the lower bound are derived as follows.

Lemma 8. Under Assumption 2, for \( \Delta \in (0, 1] \), we have

\[
E_L(\phi, [0, \Delta]) \lesssim \left( \frac{\Delta}{L^2} \right)^{\alpha}.
\]

Lemma 9. Under Assumption 2, for \( \Delta \in (0, 1] \) there is a positive constant \( c \) such that

\[
\liminf_{L \to \infty} \left( \frac{L^2}{\Delta} \right)^{\alpha} E_L(\phi, [0, \Delta]) > c.
\]

Combining Lemmas 8 and 9, we can conclude \( E(\phi, [0, \Delta]) \approx \left( \frac{\Delta}{L^2} \right)^{\alpha} \). The proofs of these lemmas are given as follows.

Proof of Lemma 8. Letting \( \phi_\Delta(p) = \phi(\Delta x^2) \), we have \( E_L(\phi, [0, \Delta]) = E_L(\phi_\Delta, [-1, 1]) \). We utilize the Jackson’s inequality to upper bound the best polynomial approximation error \( E_L \) by using the modulus of continuity defined as

\[
\omega(f, \delta) = \sup_{x,y \in [-1, 1]} \{|f(x) - f(y)| : |x - y| \leq \delta\}.
\]

To derive the upper bound of \( E_L \), we divide into two cases: \( \alpha \in (0, 1/2] \) and \( \alpha \in (1/2, 1) \).

Case \( \alpha \in (0, 1/2] \). From the Jackson’s inequality (Achieser, 2013), there is a trigonometric polynomial \( T_L \) with degree-\( L \) such that

\[
\sup_{x \in [0, 2\pi]} |f(x) - T_L(x)| \lesssim \sup_{x,y \in [0,2\pi]} \left\{ |f(x) - f(y)| : |x - y| \leq \frac{1}{L} \right\}.
\]

By the definition of \( E_L \), we have

\[
E_L([f, [-1, 1]]) = \inf_{g \in P_L} \sup_{x \in [-1, 1]} |f(x) - g(x)|
\]

\[
= \inf_{g \in P_L} \sup_{x \in [-1, 1]} |f(\cos(x)) - g(\cos(x))|
\]

\[
\lesssim \sup_{x,y \in [0,2\pi]} \left\{ |f(\cos(x)) - f(\cos(y))| : |x - y| \leq \frac{1}{L} \right\}
\]

\[
= \sup_{x,y \in [-1,1]} \left\{ |f(x) - f(y)| : |\cos^{-1}(x) - \cos^{-1}(y)| \leq \frac{1}{L} \right\}
\]

\[
\leq \sup_{x,y \in [-1,1]} \left\{ |f(x) - f(y)| : |x - y| \leq \frac{1}{L} \right\} = \omega \left( f, \frac{1}{L} \right),
\]

where we use the fact that \( |\cos^{-1}(x) - \cos^{-1}(y)| \geq |x - y| \) for \( x, y \in [-1, 1] \) to derive the last line. From Lemma 15 and the fact that \( p^{\alpha-1} \geq 1 \) for \( p \in (0, 1] \), we have \( |\phi^{(1)}(p)| \leq (W+ \ldots}
where \(|c_1|p^{\alpha - 1}\) for \(p \in (0, 1]\). From the absolute continuousness of \(\phi\) on \((0, 1]\), for \(x, y \in (-1, 1]\) where \(x \leq y\) we have

\[
|\phi_{\Delta}(x) - \phi_{\Delta}(y)| \leq \int_x^y \left| 2\Delta t \phi^{(1)}(\Delta t^2) \right| dt \\
\leq 2\Delta^\alpha (W + |c_1|) \int_x^y t^{2\alpha - 1} dt \\
= \frac{\Delta^\alpha (W + |c_1|)}{\alpha} (y^{2\alpha} - x^{2\alpha}) \\
\leq \frac{\Delta^\alpha (W + |c_1|)}{\alpha} (y - x)^{2\alpha},
\]

where the last line is obtained since \(x^\beta\) for \(\beta \in (0, 1]\) is \(\beta\)-Holder continuous. This is valid for the case \(x = 0\) since \(|\phi_{\Delta}(0) - \phi_{\Delta}(y)| = \lim_{x \to 0} |\phi_{\Delta}(x) - \phi_{\Delta}(y)|\). Thus, we have

\[
\omega(\phi_{\Delta}, \delta) \leq \frac{\Delta^\alpha (W + |c_1|)}{\alpha} \delta^{2\alpha}.
\]

Substituting this into Eq \((7)\), we have

\[
E_L(\phi_{\Delta}, [-1, 1]) \lesssim \frac{\Delta^\alpha (W + |c_1|)}{\alpha} \frac{1}{L^{2\alpha}} \lesssim \left( \frac{\Delta}{L^2} \right)^\alpha.
\]

**Case** \(\alpha \in (1/2, 1)\). From the Jackson’s inequality \((\text{Achieser, 2013})\), there is a trigonometric polynomial \(T_L\) with degree-\(L\) such that

\[
\sup_{x \in [0, 2\pi]} |f(x) - T_L(x)| \lesssim \frac{1}{L} \sup_{x, y \in [0, 2\pi]} \left\{ |f^{(1)}(x) - f^{(1)}(y)| : |x - y| \leq \frac{1}{L} \right\}.
\]

In the similar manner of the case \(\alpha \in (0, 1/2]\), we have

\[
E_L(\phi_{\Delta}, [-1, 1]) = \inf_{g \in P_L} \sup_{x \in [0, 2\pi]} |\phi_{\Delta}(\cos(x)) - g(\cos(x))| \\
\lesssim \frac{1}{L} \omega(\phi^{(1)}(\Delta), \frac{1}{L}). \tag{8}
\]

Since \(p^{\alpha - 2} \geq 1\) for \(p \in (0, 1]\) and Assumption 2, we have \(|\phi^{(2)}(p)| \leq (\alpha_1 W + |c_2|)p^{\alpha - 2}\) for \(p \in (0, 1]\). From the absolute continuousness of \(\phi^{(1)}\) on \((0, 1]\), for \(x, y \in (-1, 1]\) where \(x \leq y\) we have

\[
|\phi^{(1)}_{\Delta}(x) - \phi^{(1)}_{\Delta}(y)| \leq \int_x^y \left| 2\Delta \phi^{(1)}(\Delta t^2) + 4\Delta^2 t^2 \phi^{(2)}(\Delta t^2) \right| dt \\
\leq \int_x^y \left( 2\Delta^\alpha (W + |c_1|) t^{2\alpha - 2} + 4\Delta^\alpha (\alpha_1 W + |c_2|) t^{2\alpha - 2} \right) dt \\
= \Delta^\alpha \frac{2(W + |c_1|) + 4(\alpha_1 W + |c_2|)}{2\alpha - 1} (y^{2\alpha - 1} - x^{2\alpha - 1}) \\
\leq \Delta^\alpha \frac{2(W + |c_1|) + 4(\alpha_1 W + |c_2|)}{2\alpha - 1} (y - x)^{2\alpha - 1}.
\]

Also, we use the fact that \(x^\beta\) for \(\beta \in (0, 1]\) is \(\beta\)-Holder continuous. Thus, we have

\[
\omega(\phi^{(1)}_{\Delta}, \delta) \leq \Delta^\alpha \frac{2(W + |c_1|) + 4(\alpha_1 W + |c_2|)}{2\alpha - 1} \delta^{2\alpha - 1}.
\]

Substituting this into Eq \((8)\), we have

\[
E_L(\phi_{\Delta}, [-1, 1]) \lesssim \frac{1}{L} \Delta^\alpha \frac{2(W + |c_1|) + 4(\alpha_1 W + |c_2|)}{2\alpha - 1} \frac{1}{L^{1-2\alpha}} \lesssim \left( \frac{\Delta}{L^2} \right)^\alpha.
\]
Proof of Lemma 9. Let $\phi_\Delta(x) = \phi(\Delta \frac{x+1}{2})$. Then, we have $E_L(\phi, [0, \Delta]) = E_L(\phi_\Delta, [-1, 1])$. To derive the lower bound of $E_L(\phi_\Delta, [-1, 1])$, we introduce the second-order Ditzian-Totik modulus of smoothness (Ditzian and Totik, 2012) defined as

$$\omega_2^p(f, t) = \sup_{x, y \in [-1, 1]} \left\{ \left| f(x) + f(y) - 2f\left( \frac{x+y}{2} \right) \right| : |x-y| \leq 2t\varphi\left( \frac{x+y}{2} \right) \right\},$$

where $\varphi(x) = \sqrt{1-x^2}$. Fix $y = -1$, for $t > 0$ we have

$$|x-y| \leq 2t\varphi\left( \frac{x+y}{2} \right) \iff x+1 \leq 2t\sqrt{1-\frac{(x-1)^2}{4}} \iff \frac{(x+1)^2}{4t^2} \leq 1-\frac{(x-1)^2}{4} \iff t^{-2}(x+1)^2 + (x-1)^2 - 4 \leq 0 \iff (t^{-2} + 1)x^2 + 2(t^{-2} - 1)x + (t^{-2} + 1) - 4 \leq 0 \iff \left(x + \frac{t^{-2} - 1}{t^{-2} + 1}\right)^2 + 1 - \frac{4}{t^{-2} + 1} - \frac{(t^{-2} - 1)^2}{(t^{-2} + 1)^2} \leq 0 \iff \left(x + 1 - \frac{2}{t^{-2} + 1}\right)^2 \leq \frac{4}{(t^{-2} + 1)^2} \iff -1 \leq x \leq -1 + \frac{4}{t^{-2} + 1}.$$

Thus, we have

$$\omega_2^p(\phi_\Delta, t) \geq \sup_x \left\{ \phi_\Delta(x) + \phi_\Delta(-1) - 2\phi_\Delta\left( \frac{x-1}{2} \right) : -1 \leq x \leq -1 + \frac{4}{t^{-2} + 1} \right\} = \sup_x \left\{ \phi(\Delta x) + \phi(0) - 2\phi\left( \frac{\Delta x}{2} \right) : 0 \leq x \leq \frac{2}{t^{-2} + 1} \right\}$$

Application of the Taylor theorem gives

$$\phi(\Delta x) + \phi(0) - 2\phi\left( \frac{\Delta x}{2} \right) = \lambda\phi^{(1)}\left( \frac{\Delta x}{2} \right) \left( 0 - \frac{x}{2} \right) + \lambda\phi^{(1)}\left( \frac{\Delta x}{2} \right) \left( x - \frac{x}{2} \right) - \int_0^{\frac{x}{2}} \Delta^2\phi^{(2)}(\Delta t)(0-t)dt + \int_{\frac{x}{2}}^{x} \Delta^2\phi^{(2)}(\Delta t)(x-t)dt = \int_0^{\frac{x}{2}} \Delta^2\phi^{(2)}(\Delta t)dt + \int_{\frac{x}{2}}^{x} \Delta^2\phi^{(2)}(\Delta t)(x-t)dt.$$

Letting $p_0 = (\alpha_1 W/(\alpha_1 W + c_2))^{1/(2-\alpha)}$, $|\phi^{(2)}(p)| \geq \alpha_1 W p^{\alpha_2} + c_2 \geq 0$ for $(0, p_0]$. From continuousness of $\phi^{(2)}$, $\phi^{(2)}(p)$ has same sign in $x \in (0, p_0]$. Since $t \geq 0$ for $t \in [0, \frac{x}{2}]$ and $x - t \geq 0$ for $t \in [\frac{x}{2}, x]$, we have for $x \in (0, p_0]$

$$\left| \phi(\Delta x) + \phi(0) - 2\phi\left( \frac{\Delta x}{2} \right) \right| \geq \Delta^{\alpha}\alpha_1 W \left( \int_0^{\frac{x}{2}} t^{\alpha-2}dt + \int_{\frac{x}{2}}^{x} t^{\alpha-2}(x-t)dt \right) + c_2\Delta^2\left( \int_0^{\frac{x}{2}} tdt + \int_{\frac{x}{2}}^{x} (x-t)dt \right) = \Delta^{\alpha}\alpha_1 W \left( \frac{x^{\alpha}}{\alpha-2} + \frac{x^{\alpha-1}}{1-\alpha} \left( x^{\alpha-1} - x^{\alpha-1} \right) + \frac{1}{\alpha} \left( x^{\alpha-1} - x^{\alpha} \right) \right) + \frac{c_2\Delta^2}{4}x^2 \geq \Delta^{\alpha}x^{\alpha}. \quad \square
Thus, we have for sufficiently small $t$

$$
\omega_\phi^2(\phi_\Delta, t) \gtrsim \Delta^\alpha \left( \frac{2}{t^2 + 1} \right) \gtrsim \Delta^\alpha t^{2\alpha}.
$$  \hfill (9)

With the definition of $\omega_\phi^2(f, t)$, we have the converse result $\frac{1}{L'} \sum_{m=1}^{L'} (m+1) E_m(f, [-1, 1]) \gtrsim \omega_\phi^2(f, L^{-1})$ (Ditzian and Totik, 2012). Let $L'$ be an integer such that $L' = c_L L$ where $c_L > 1$. Then, we have

$$
E_L(\phi, [0, \Delta]) \geq \frac{1}{L'} - L \sum_{m=L+1}^{L'} E_m(\phi, [0, \Delta]) \\
\geq \frac{1}{L^2} \sum_{m=L+1}^{L'} (m+1) E_m(\phi, [0, \Delta]) \\
\geq \frac{1}{L^2} \sum_{m=0}^{L'} (m+1) E_m(\phi, [0, \Delta]) - \frac{1}{L^2} E_0(\phi, [0, \Delta]) - \frac{1}{L^2} \sum_{m=1}^{L} (m+1) E_m(\phi, [0, \Delta]).
$$  \hfill (10)

From Lemma 16, we have $|\phi(x) - \phi(y)| \leq \frac{W}{\alpha} \Delta^\alpha + |c_1| \Delta$ for $x, y \in [0, \Delta]$. Substituting it and Eq (9) into Eq (10) and applying the converse result and Lemma 8 yields that there are constants $C > 0$ and $C' > 0$ such that

$$
E_L(\phi, [0, \Delta]) \geq C \omega^2 \phi(\phi_\Delta, L'^{-1}) - \frac{W}{L^2} \Delta^\alpha - \frac{|c_1|}{L^2} \Delta - \frac{C'}{L^2} \sum_{m=1}^{L} (m+1) \left( \frac{\Delta}{m^2} \right)^\alpha
\geq C \frac{\Delta^\alpha}{L'^{2\alpha}} - \frac{W}{\alpha c^2_L L^{2\alpha}} \Delta^\alpha - \frac{|c_1|}{c^2_L L^{2\alpha}} \Delta - \frac{2C' \Delta^\alpha}{L^2} \sum_{m=1}^{L} m^{1-2\alpha}
\geq C \frac{\Delta^\alpha}{L'^{2\alpha}} - \frac{W}{\alpha c^2_L L^{2\alpha}} \Delta^\alpha - \frac{|c_1|}{c^2_L L^{2\alpha}} \Delta - \frac{2C' \Delta^\alpha}{L^2} \left( L^{2-2\alpha} \vee \int_0^L x^{1-2\alpha} dx \right)
\geq C \frac{\Delta^\alpha}{c^2_L L^{2\alpha}} - \frac{W}{\alpha c^2_L L^{2\alpha}} \Delta^\alpha - \frac{|c_1|}{c^2_L L^{2\alpha}} \Delta - \frac{2C' \Delta^\alpha}{(2-2\alpha) \vee (1)c^2_L L^{2\alpha}}
= \frac{1}{c^2_L} \left( \frac{\Delta}{L^2} \right)^\alpha \left( C - \frac{W}{\alpha c^2_L L^{2\alpha}} - \frac{|c_1|}{c^2_L L^{2\alpha}} - \frac{2C'}{(2-2\alpha) \vee (1)c^2_L L^{2\alpha}} \right).
$$

Thus, by taking sufficiently large $c_L$, there is $c > 0$ such that

$$
\limsup_{L \to \infty} \left( \frac{L^2}{\Delta} \right)^\alpha E_L(\phi, [0, \Delta]) > c.
$$

□

B Proofs for Lower Bounds

To prove Theorem 2, the Le Cam’s two-point method (See, e.g., (Tsybakov, 2009)). The consequent corollary of the Le Cam’s two-point method is as follows.
Corollary 1. For any two probability measures $P, Q \in \mathcal{M}_k$, we have
\[
\tilde{R}^*(n, k; \phi) \geq \frac{1}{4} \left( \theta(P) - \theta(Q) \right)^2 \exp(-nD_{KL}(P, Q)),
\]
where $D_{KL}(P, Q)$ denotes the KL-divergence between $P$ and $Q$.

We provide the proof of Theorem 2.

Proof of Theorem 2. For $\epsilon \in (0, 1/2)$. Define two probability measures on $[k]$ as
\[
P = \left( \frac{1}{2}, \frac{1}{2(k-1)}, \ldots, \frac{1}{2(k-1)} \right),
\]
\[
Q = \left( \frac{1}{2}(1+\epsilon), \frac{1}{2(k-1)}(1-\epsilon), \ldots, \frac{1}{2(k-1)}(1-\epsilon) \right).
\]

Then, the KL-divergence between $P$ and $Q$ is obtained as
\[
D_{KL}(P, Q) = -\frac{1}{2} \ln(1+\epsilon) - \frac{1}{2} \ln(1-\epsilon) = -\frac{1}{2} \ln(1-\epsilon^2) \leq \epsilon^2.
\]

Applying the Taylor theorem gives that there exist $\xi_1 \in [1/2,(1+\epsilon)/2]$ and $\xi_2 \in [(1-\epsilon)/2(k-1),1/(2(k-1))]$ such that
\[
\theta(Q) - \theta(P) = \frac{1}{2} \phi^{(1)} \left( \frac{1}{2} \right) \epsilon - \frac{1}{2} \phi^{(1)} \left( \frac{1}{2(k-1)} \right) \epsilon + \frac{\phi^{(2)}(\xi_1)}{8} \epsilon^2 + \frac{\phi^{(2)}(\xi_2)}{8(k-1)} \epsilon^2.
\]

From the reverse triangle inequality, we have
\[
|\theta(Q) - \theta(P)| \geq \frac{1}{2} \left| \phi^{(1)} \left( \frac{1}{2} \right) \right| |\epsilon - \frac{1}{2} \phi^{(1)} \left( \frac{1}{2(k-1)} \right) \epsilon| + \frac{\phi^{(2)}(\xi_1)}{8} \epsilon^2 + \frac{\phi^{(2)}(\xi_2)}{8(k-1)} \epsilon^2.
\]

Combining Assumption 2, Lemma 15, and the fact that $\xi_1 \geq 1/2$ and $\xi_2 \leq 1/(4(k-1))$, yields
\[
|\phi^{(1)} \left( \frac{1}{2(k-1)} \right) | \geq W2^{1-\alpha}(k-1)^{1-\alpha} + c_1',
\]
\[
|\phi^{(1)} \left( \frac{1}{2} \right) | \leq W2^{1-\alpha} + c_1,
\]
\[
|\phi^{(2)}(\xi_1)| \leq \alpha_1 W2^{-\alpha} + c_2,
\]
\[
|\phi^{(2)}(\xi_2)| \leq \alpha_1 W4^{2-\alpha}(k-1)^{2-\alpha} + c_2.
\]

Consequently, we have
\[
|\theta(Q) - \theta(P)| \geq W2^{-\alpha} \epsilon ((k-1)^{1-\alpha} - 1 - \alpha_1(2^{-1} + 2^{1-\alpha}(k-1)^{1-\alpha})\epsilon)
\]
\[
- 2^{-1}(c_1 - c_1') \epsilon - c_2(2^{-3} + 2^{-3}(k-1)^{-1}) \epsilon^2.
\]
Set $\epsilon = 1/\sqrt{n}$. Applying Corollary 1, we have
\[
\tilde{R}^*(n, k; \phi) \geq \frac{W^2(k-1)^{2-2\alpha}}{2^{-2\alpha}n} \left( 1 - \frac{1}{(k-1)^{1-\alpha}} - \frac{\alpha_1}{2(k-1)^{\alpha} \sqrt{n}} - \frac{\alpha_1 2^{1-\alpha}}{\sqrt{n}} \right) \frac{c_1 - c'_1}{2^{1-\alpha} W(k-1)^{1-\alpha} \sqrt{n}} - \frac{2^{2-\alpha} c_2}{W(k-1)^{2-\alpha} \sqrt{n}} \right)^2 \geq \frac{k^{2-2\alpha}}{n}.
\]
From Lemma 1, this lower bound is valid for $R^*(n, k; \phi)$.

The proof of Theorem 3 is following the proof of (Wu and Yang, 2016). For $\epsilon \in (0, 1)$, define the approximate probabilities by
\[
\mathcal{M}_k(\epsilon) = \left\{ \{p_i\}_{i=1}^k \in \mathbb{R}_+^k : \sum_{i=1}^k p_i \leq 1 - \epsilon \right\}.
\]
With this definition, we define the minimax risk for $\mathcal{M}_k(\epsilon)$ as
\[
\tilde{R}^*(n, k; \epsilon; \phi) = \inf_\hat{\theta} \sup_{P \in \mathcal{M}_k(\epsilon)} \mathbb{E} \left[ (\hat{\theta}(\tilde{N}) - \theta(P))^2 \right].
\] (11)
The minimax risk of Poisson sampling can be bounded below by Eq (11) as

**Lemma 10.** Under Assumption 2, for any $k, n \in \mathbb{N}$, $\epsilon < 1/3$ and $K \geq 2$
\[
\tilde{R}^*(n/K, k; \phi) \geq \frac{1}{3} \tilde{R}^*(n, k; \epsilon; \phi) - 4 \left( \frac{W}{\alpha} k^{1-\alpha} + |c_1| \right)^2 e^{-\left( \frac{3}{2} - \frac{1}{2} - e^{\alpha} \right) n} - \frac{W^2}{\alpha^2} k^{2-2\alpha} e^{2\alpha} - c_1^2 e^2.
\]

**Proof of Lemma 10.** This proof is following the same manner of the proof of (Wu and Yang, 2016, Lemma 1). Fix $\delta > 0$. Let $\hat{\theta}(\cdot, n)$ be a near-minimax optimal estimator for fixed sample size $n$, i.e.,
\[
\sup_{P \in \mathcal{M}_k} \mathbb{E} \left[ (\hat{\theta}(N, n) - \theta(P))^2 \right] \leq \delta + R^*(k, n; \phi).
\]
For an arbitrary approximate distribution $P \in \mathcal{M}_k(\epsilon)$, we construct an estimator
\[
\tilde{\theta}(\tilde{N}) = \hat{\theta}(\tilde{N}, n'),
\]
where $\tilde{N}_i \sim \text{Poi}(np_i)$ and $n' = \sum_i N_i$. From the triangle inequality, Lemma 16 and
Lemma 17, we have
\[\frac{1}{3} ( \tilde{\theta}(\tilde{N}) - \theta(P) )^2 \]
\[\leq \frac{1}{3} \left( \tilde{\theta}(\tilde{N}) - \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 + \left| \theta \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) - \theta(P) \right|^2 \]
\[\leq \frac{1}{3} \left( \tilde{\theta}(\tilde{N}) - \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 + \left| \frac{W}{\alpha} \sum_{i=1}^{k} \left( \frac{p_i}{\sum_{j=1}^{p_j} p_j} - p_i \right)^\alpha \right|^2 + \left| c_1 \sum_{i=1}^{k} \frac{p_i}{\sum_{j=1}^{p_j} p_j} \right| \]
\[\leq \frac{1}{3} \left( \tilde{\theta}(\tilde{N}) - \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 + \left| \frac{W}{\alpha} \sum_{i=1}^{k} \left( \frac{p_i}{\sum_{j=1}^{p_j} p_j} - p_i \right)^\alpha \right|^2 + \left| c_1 \sum_{i=1}^{k} \frac{p_i}{\sum_{j=1}^{p_j} p_j} \right| \]
\[\leq \frac{1}{3} \left( \tilde{\theta}(\tilde{N}) - \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 + \left| \frac{W}{\alpha} \sum_{i=1}^{k} \left( \frac{p_i}{\sum_{j=1}^{p_j} p_j} - p_i \right)^\alpha \right|^2 + \left| c_1 \sum_{i=1}^{k} \frac{p_i}{\sum_{j=1}^{p_j} p_j} \right| \]
\[\leq \left( \tilde{\theta}(\tilde{N}) - \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 + \frac{W^2}{\alpha^2} \sum_{i=1}^{k} \left( \frac{p_i}{\sum_{j=1}^{p_j} p_j} - p_i \right)^2 + c_1^2 \epsilon^2 . \]

For the first term, we observe that \( \tilde{N} \sim \text{Multinomial}(m, \frac{p_i}{\sum_{i=1}^{k} p_i}) \) conditioned on \( n' = m \). Therefore, we have
\[\mathbb{E} \left( \tilde{\theta}(\tilde{N}) - \theta \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 = \sum_{m=0}^{\infty} \mathbb{E} \left[ \left( \tilde{\theta}(\tilde{N}, m) - \theta \left( \frac{P}{\sum_{i=1}^{k} p_i} \right) \right)^2 \mid n' = m \right] \mathbb{P} \{ n' = m \} \]
\[\leq \sum_{m=0}^{\infty} \hat{R}^* (m, k; \phi) \mathbb{P} \{ n' = m \} + \delta. \]

From Lemma 16 and Lemma 17, we have
\[\hat{R}^* (m, k; \phi) \leq \sup_{P, P' \in M_k} \left( \theta(P) - \theta(P') \right)^2 \]
\[\leq \sup_{P, P' \in M_k} \left( \frac{W}{\alpha} \sum_{i=1}^{k} |p_i - p_i'|^\alpha + |c_1| \sum_{i=1}^{k} |p_i - p_i'| \right)^2 \]
\[\leq 4 \sup_{P \in M_k} \left( \frac{W}{\alpha} \sum_{i=1}^{k} p_i^\alpha + |c_1| \sum_{i=1}^{k} p_i \right)^2 \]
\[\leq 4 \left( \frac{W}{\alpha} k^{1-\alpha} + |c_1| \right)^2 . \]

Note that \( \hat{R}^* (m, k; \phi) \) is a decreasing function with respect to \( m \). Since \( n' \sim \text{Poi}(n \sum_i p_i) \) and \( |\sum_i p_i - 1| \leq \epsilon \leq 1/3 \), applying Chernoff bound yields
\[\mathbb{P} \{ n' \leq n/K \} \leq e^{-\frac{(1-\epsilon - \frac{1}{2})n + (\frac{10}{9 \alpha - 1} + \frac{1}{3n}) n}{2}} \]
\[\leq e^{-\frac{\epsilon}{2} n + \frac{1}{4} n + (1 + 10^{-1/3}) \frac{\ln(n)}{n}} \]
\[\leq e^{-\frac{(\frac{1}{2} - \epsilon - \frac{1}{3}) n}{4}} . \]
Thus, we have
\[
\begin{align*}
\mathbb{E}\left(\hat{\theta}(N) - \theta \left( \frac{P}{\sum_{i=1}^{k} \rho_i} \right) \right)^2 \\
\leq \sum_{m \geq n/K} \tilde{R}^*(m, k; \phi) \mathbb{P}\{n' = m\} + 4 \left( \frac{W}{\alpha} k^{1-\alpha} + |c_1| \right)^2 \mathbb{P}\{n' \leq n/K\} + \delta \\
\leq \tilde{R}^*(n/K, k; \phi) + 4 \left( \frac{W}{\alpha} k^{1-\alpha} + |c_1| \right)^2 e^{-\left(\frac{d - \frac{d}{2}}{3}\right)n} + \delta.
\end{align*}
\]

The arbitrariness of \(\delta\) gives the desired result.

The lower bound of \(\tilde{R}^*(n, k, \epsilon; \phi)\) is given by the following lemma.

**Lemma 11.** Let \(U\) and \(U'\) be random variables such that \(U, U' \in [0, \lambda]\) and \(\mathbb{E}[U] = \mathbb{E}[U'] \leq 1\) and \(|\mathbb{E}[\theta(U) - \theta(U')]| \geq d\), where \(\lambda \leq k\). Let \(\epsilon = 4\lambda/\sqrt{k}\). Then
\[
\tilde{R}^*(n, k, \epsilon; \phi) \geq \frac{d^2}{16} \left( \frac{7}{8} - k \text{TV}(\mathbb{E}[\text{Poi}(nU/k)],\mathbb{E}[\text{Poi}(nU'/k)]) \right) - \frac{64W^2\lambda^{2\alpha}}{\alpha^2 k^{2\alpha-1}d^2} - \frac{64c_1^2\lambda^2}{kd^2}.
\]

**Proof of Lemma 11.** The proof follows the same manner of the proof of (Wu and Yang, 2016, Lemma 2) expect Eq (12) below. Let \(\beta = \mathbb{E}[U] = \mathbb{E}[U'] \leq 1\). Define two random vectors
\[
P = \left( \frac{U_1}{k}, \ldots, \frac{U_k}{k}, 1 - \beta \right), \quad P' = \left( \frac{U'_1}{k}, \ldots, \frac{U'_k}{k}, 1 - \beta \right),
\]
where \(U_i\) and \(U'_i\) are independent copies of \(U\) and \(U'\), respectively. Put \(\epsilon = 4\lambda/\sqrt{k}\). Define the two events:
\[
\mathcal{E} = \left[ \left| \sum_i \frac{U_i}{k} - \beta \right| \leq \epsilon, |\theta(P) - \mathbb{E}[\theta(P)]| \leq d/4 \right],
\]
\[
\mathcal{E}' = \left[ \left| \sum_i \frac{U'_i}{k} - \beta \right| \leq \epsilon, |\theta(P') - \mathbb{E}[\theta(P')]| \leq d/4 \right].
\]

Applying Chebyshev’s inequality, the union bound, the triangle inequality and Lemma 16 gives
\[
\mathbb{P}\mathcal{E}^c \leq \mathbb{P}\left\{ \left| \sum_i \frac{U_i}{k} - \beta \right| > \epsilon \right\} + \mathbb{P}\{|\theta(P) - \mathbb{E}[\theta(P)]| > d/4\} \\
\leq \frac{\text{Var}[U]}{k\epsilon^2} + 16 \sum_i \text{Var}[\phi(U_i/k)] \\
\leq \frac{1}{16} + 16 \sum_i \mathbb{E}[(\phi(U_i/k) - \phi(\beta/k))^2] \\
\leq \frac{1}{16} + \frac{32 \sum_i \mathbb{E}[W^2(U_i - \beta)^{2\alpha}]}{\alpha^2 k^{2\alpha}d^2} + \frac{32 \sum_i \mathbb{E}[c_1^2(U_i - \beta)^2]}{k^2d^2} \\
\leq \frac{1}{16} + \frac{32W^2\lambda^{2\alpha}}{\alpha^2 k^{2\alpha-1}d^2} + \frac{32c_1^2\lambda^2}{kd^2},
\]

(12)

By the same manner, we have
\[
\mathbb{P}\mathcal{E}'^c \leq \frac{1}{16} + \frac{32W^2\lambda^{2\alpha}}{\alpha^2 k^{2\alpha-1}d^2} + \frac{32c_1^2\lambda^2}{kd^2}.
\]
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We define two priors on the set $\mathcal{M}_k(\epsilon)$, the conditional distributions $\pi = P_{U|E}$ and $\pi' = P_{U'|E'}$. By the definition of events $E, E'$ and triangle inequality, we obtain that under $\pi, \pi'$,

$$|\theta(P) - \theta(P')| \geq \frac{d}{2}.$$  

By triangle inequality, we have the total variation of observations under $\pi, \pi'$ as

$$TV(P_{\pi|E}, P_{\pi'|E'}) \leq TV(P_{\pi|E}, P_{\pi'}) + TV(P_{\pi'}, P_{\pi'|E'})$$

$$= P_{E^c} + TV(P_{\pi}, P_{\pi'}) + P_{E^c}$$

$$\leq TV(P_{\pi}, P_{\pi'}) + \frac{1}{8} + \frac{64W^2\lambda^{2\alpha}}{\alpha^2k^{2\alpha-1}d^2} + \frac{64\epsilon^2\lambda^2}{kd^2}.$$  

From the fact that total variation of product distribution can be upper bounded by the summation of individual ones, we obtain

$$TV(P_{\pi}, P_{\pi'}) \leq \sum_{i=1}^k TV(P_{\pi_i}, P_{\pi'_i}) + TV(n(1 - \beta), n(1 - \beta))$$

$$= kTV(E[Poi(nU/k)], E[Poi(nU'/k)]).$$

Then, applying Le Cam’s lemma (Le Cam, 1986) yields that

$$\bar{R}^*(n, k, \epsilon; \phi) \geq \frac{d^2}{16} \left( \frac{7}{8} - kTV(E[Poi(nU/k)], E[Poi(nU'/k)]) - \frac{64W^2\lambda^{2\alpha}}{\alpha^2k^{2\alpha-1}d^2} - \frac{64\epsilon^2\lambda^2}{kd^2} \right).$$

To derive the upper bound of $TV(E[Poi(nU/k)], E[Poi(nU'/k)])$, we apply the following lemma proved by Wu and Yang (2016).

**Lemma 12** (Wu and Yang (2016, Lemma 3)). Let $V$ and $V'$ be random variables on $[0, M]$. If $E[V^j] = E[V'^j], j = 1, ..., L$ and $L > 2\epsilon M$, then

$$TV(E[Poi(V)], E[Poi(V')]) \leq \left( \frac{2\epsilon M}{L} \right)^L.$$  

Under the condition of Lemma 12, the following lemmas provides the lower bound of $d$.

**Lemma 13.** For any given integer $L > 0$, there exists two probability measures $\nu_0$ and $\nu_1$ on $[0, M]$ such that

$$E_{X \sim \nu_0}[X^m] = E_{X \sim \nu_1}[X^m], \text{ for } m = 0, ..., L,$$

$$E_{X \sim \nu_0}[\phi(X)] - E_{X \sim \nu_1}[\phi(X)] = 2E_L(\phi, [0, M]).$$

**Lemma 13.** The proof is almost same as the proof of Jiao et al. (2015, Lemma 10). It follows directly from a standard functional analysis argument proposed by Lepski et al. (1999). It suffices to replace $x^\alpha$ with $\phi(x)$ and $[0, 1]$ with $[0, M]$ in the proof of (Cai et al., 2011, Lemma 1).

As proved Lemma 13, we can choose the probability measures of $U$ and $U'$ in Lemma 10 so that $d$ in Lemma 10 becomes the uniform approximation error of the best polynomial $E_L(\phi, [0, M])$. The analysis of the lower bound on $E_L(\phi, [0, M])$ can be found in Appendix A. By using the lower bound (in Lemma 9), we prove Theorem 3 as follows.
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\textbf{Proof of Theorem 3.} Set $L = [C_1 \ln n]$ and $M = C_2 \frac{\ln n}{n}$ where $C_1$ and $C_2$ are universal constants. Assembling Lemmas 9 and 11 to 13, we have $\lambda = C_2 \frac{k \ln n}{n}$, $|E[\phi(U) - \phi(U')]| = d \gtrsim k^{\frac{M}{16}} \gtrsim \frac{k}{(n \ln n)^\alpha}$. Also, we have

\[ \tilde{R}^*(n, k, \epsilon; \phi) \geq \frac{d^2}{16} \left( \frac{7}{8} - k \left( \frac{2cC_2 \ln n}{n \lfloor C_1 \ln n \rfloor} \right) \right)^{C_1 \ln n} \left[ \frac{C_1 \ln n}{C_1 \ln n} \right] - \frac{64W^2k(C_2 \ln n)^{2\alpha}}{\alpha^2 n^{4\alpha} d^2} - \frac{64c_1^2 (C_2 k (\ln n)^2)}{n^4 d^2} \]

\[ \geq \frac{d^2}{16} \left( \frac{7}{8} - k \left( \frac{cC_2}{nC_1} \right) \right) \frac{C_1 \ln n}{C_1 \ln n} - \frac{4^{2\alpha} 64W^2 C_2^4 (\ln n)^{4\alpha}}{\alpha^2 k n^{2\alpha}} - \frac{4^{2\alpha} 64c_1^2 C_2^4 (\ln n)^{2-2\alpha}}{k n^{4-2\alpha}} , \]

as long as $eC_2 \leq nC_1$. Let $n \geq C' k^{1/\alpha} / \ln k$ where $C'$ is a universal constant.

\[ \left( \frac{cC_2}{nC_1} \right) \frac{C_1 \ln n}{C_1 \ln n} \leq \left( C' k^{1/\alpha} \ln k \right) \frac{C_1 \ln \frac{cC_2}{C_1}}{C_1 \ln \frac{C_1}{2}} \leq C' - C_1 \ln \frac{C_1}{2} - (1/\alpha - 1) C_1 \ln \frac{C_1}{2} \leq C' - C_1 \ln \frac{C_1}{2} - 2 , \]

as long as $(1/\alpha - 1) C_1 \ln \frac{C_1}{2} \geq 2$. For sufficiently small $C_1$ and $C_2$, we have

\[ C' - C_1 \ln \frac{C_1}{2} - 1 \leq \frac{4^{2\alpha} 64W^2 C_2^4 (\ln n)^{4\alpha}}{\alpha^2 k n^{2\alpha}} + \frac{4^{2\alpha} 64c_1^2 C_2^4 (\ln n)^{2-2\alpha}}{k n^{4-2\alpha}} < \frac{7}{8} , \]

for any $n$ and $k$ such that $n \gtrsim \frac{k^{1/\alpha}}{\ln k}$. Thus, we have

\[ \tilde{R}^*(n, k, \epsilon; \phi) \gtrsim d^2 \gtrsim \frac{k^2}{(n \ln n)^{2\alpha}} . \]

From Lemma 10, we have

\[ \tilde{R}^*(n, k; \phi) \gtrsim \frac{1}{3} \tilde{R}^*(n/K, k, \epsilon; \phi) - 4 \left( \frac{W}{\alpha} \right)^{k^{1-\alpha} + |c_1|} 2^{-\frac{k}{2}} e^{-(\frac{k}{2} - \frac{1}{2} - \frac{\epsilon}{\alpha}) n} - \frac{W^2}{\alpha^2} k^{2-2\alpha} \left( \frac{4k^{1/2} C_2 \ln n}{n^2} \right)^{2\alpha} \]

\[ \gtrsim \frac{1}{3} \tilde{R}^*(n/K, k, \epsilon; \phi) - \frac{k^2}{(n \ln n)^{2\alpha}} \left( \frac{W}{\alpha k^\alpha} + \frac{|c_1|}{k} \right)^2 (n \ln n)^{2\alpha} e^{-(\frac{k}{2} - \frac{1}{2} - \frac{\epsilon}{\alpha}) n} \]

\[ \gtrsim \frac{1}{3} \tilde{R}^*(n/K, k, \epsilon; \phi) - \frac{k^2}{(n \ln n)^{2\alpha}} \left( \frac{W}{\alpha k^\alpha} + \frac{|c_1|}{k} \right)^2 (n \ln n)^{2\alpha} e^{-(\frac{k}{2} - \frac{1}{2} - \frac{\epsilon}{\alpha}) n} \]

\[ + \frac{4^{2\alpha} W^2 C_2^2 (\ln n)^{4\alpha}}{\alpha^2 k^{2n^{2\alpha}}} + c_1^2 \frac{16C_2^2 (\ln n)^{2-2\alpha}}{k n^{4-2\alpha}} . \]

For sufficiently large $K$, we have

\[ \tilde{R}^*(n, k; \phi) \gtrsim \frac{k^2}{(n \ln n)^{2\alpha}} . \]
Lemma 14 (Cai et al. (2011), Lemma 4). Suppose $1_\mathcal{E}$ is an indicator random variable independent of $X$ and $Y$, then
\[
\text{Var}[X1_\mathcal{E} + Y1_{\mathcal{E}^c}] = \text{Var}[X]\mathbb{P}\mathcal{E} + \text{Var}[Y]\mathbb{P}\mathcal{E}^c + (\mathbb{E}[X] - \mathbb{E}[Y])^2\mathbb{P}\mathcal{E}\mathbb{P}\mathcal{E}^c.
\]

Proof of Lemma 2. From the property of the absolute value, the bias is bounded above as
\[
\text{Bias} \left[ \hat{\theta}(\tilde{N}) - \theta(P) \right] \leq \sum_{i=1}^{k} \text{Bias} \left[ 1_{\tilde{N}_i \geq 2\Delta_{n,k}} (\phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i)) \right] + \text{Bias} \left[ 1_{\tilde{N}_i < 2\Delta_{n,k}} (\phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i)) \right].
\]
Because of the independence between $\tilde{N}$ and $\tilde{N}'$, we have
\[
\text{Bias} \left[ 1_{\tilde{N}_i \geq 2\Delta_{n,k}} (\phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i)) \right] = \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] \mathbb{P}\left\{ \tilde{N}_i \geq 2\Delta_{n,k} \right\}
\]
\[
\text{Bias} \left[ 1_{\tilde{N}_i < 2\Delta_{n,k}} (\phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i)) \right] = \text{Bias} \left[ \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right] \mathbb{P}\left\{ \tilde{N}_i < 2\Delta_{n,k} \right\}
\]
For $p \in [\Delta_{n,k}/2n, \Delta_{n,k}/2n]$, from Lemmas 15 and 16, we have
\[
\left| H_4 (p; \phi, \Delta_{n,k}/n, \Delta_{n,k}/2n) - \phi(p) \right| \leq \sum_{m=1}^{4} \frac{\phi(m)}{m!} \left( p - \frac{\Delta_{n,k}}{n} \right)^m \sum_{\ell=0}^{4} \frac{4 + \ell + 1}{4 + \ell + 1} \mathbb{B}_{\ell,4+\ell+1} \left( \frac{p - \Delta_{n,k}}{2n} - \frac{\Delta_{n,k}}{n} \right) + \phi \left( \frac{\Delta_{n,k}}{n} \right) - \phi(p)
\]
\[
\leq \sum_{m=1}^{4} \frac{\phi(m)}{m!} \left( \frac{\Delta_{n,k}}{2n} \right)^m \sum_{\ell=0}^{4} \frac{4 + \ell}{4 + \ell + 1} \left( \frac{4 + \ell + 1}{4 + \ell + 1} \right)^{4+1}
\]
\[
\leq \sum_{m=1}^{4} \frac{\phi(m)}{m!} \left( \frac{\Delta_{n,k}}{2n} \right)^m (5 - m) + \frac{W}{\alpha} + |c_1|
\]
\[
\leq \sum_{m=1}^{4} \frac{\alpha_{m-1} W}{m!} \left( \frac{\Delta_{n,k}}{n} \right)^{2-m} \left( \frac{\Delta_{n,k}}{2n} \right)^m \left( \frac{\Delta_{n,k}}{2n} \right)^m \left( \frac{\Delta_{n,k}}{2n} \right)^m + \frac{W}{\alpha} + |c_1|,
\]
where we use $0 \leq B_{\nu,n}(x) \leq B_{\nu,n}(\nu/n)$ to get the third line. From the assumption $\Delta_{n,k} \leq n$, we have
\[
\left| H_4 (p; \phi, \Delta_{n,k}/n, \Delta_{n,k}/2n) - \phi(p) \right| \leq \sum_{m=1}^{4} \frac{\alpha_{m-1} W}{m!} \left( \frac{\Delta_{n,k}}{n} \right)^{2-m} + \frac{W}{\alpha} + |c_1|.
\]
Also, for $p \in [1, 2]$, we have
\[
\left| H_4 (p; \phi, 1, 2) - \phi(p_i) \right| \leq \sum_{m=1}^{4} \frac{\phi(m)(1)}{m!} (p - 1)^m \sum_{\ell=0}^{4} \frac{4 + \ell + 1}{4 + \ell + 1} \mathbb{B}_{\ell,4+\ell+1} \left( \frac{p - 1}{2 - 1} \right) + \phi(1) - \phi(p_i)
\]
\[
\leq \sum_{m=1}^{4} \frac{\phi(m)(1)}{m!} + \frac{W}{\alpha} + |c_1|
\]
\[
\leq \sum_{m=1}^{4} \left( \alpha_{m-1} W + c_m \right) + \frac{W}{\alpha} + |c_1|.
\]
For $p \in \left( \frac{\Delta_{n,k}}{n}, 1 \right)$, we have by Lemma 16 that

$$|\phi(p) - \phi(p_i)| \leq \frac{W}{\alpha} + |c_1|.$$  

Consequently, we have for $p \geq 0$

$$\left| \tilde{\phi}_{\Delta_{n,k}}(p) - \phi(p_i) \right| \leq 5 \sum_{m=1}^{4} (\alpha_{m-1}W + c_m) + \frac{W}{\alpha} + |c_1| \lesssim 1. \quad (13)$$

For $p \in \left( \frac{\Delta_{n,k}}{2n}, \frac{\Delta_{n,k}}{n} \right)$,

$$\frac{p}{2n} \left| H_1^{(2)} \left( p; \phi, \frac{\Delta_{n,k}}{n}, \frac{\Delta_{n,k}}{2n} \right) \right|$$

$$= \frac{p}{2n} \sum_{m=1}^{4} \phi^{(m)} \left( \frac{\Delta_{n,k}}{n} \right) \sum_{i=0}^{2} \binom{2}{i} \frac{1}{((m - i) \lor 0)!} \left( p - \frac{\Delta_{n,k}}{n} \right)^{(m-i)\lor 0} \sum_{\ell=0}^{4-m} \frac{4 + 1}{4 + \ell + 1} \left( p - \frac{\Delta_{n,k}}{2n} \right)^{(m-i)\lor 0}$$

$$= \frac{p}{2n} \sum_{m=1}^{4} \phi^{(m)} \left( \frac{\Delta_{n,k}}{n} \right) \sum_{i=0}^{2} \binom{2}{i} \frac{1}{((m - i) \lor 0)!} \left( p - \frac{\Delta_{n,k}}{n} \right)^{(m-i)\lor 0} \sum_{\ell=0}^{4-m} \frac{(4 + 1)(4 + \ell + 1)!}{(4 + \ell + 1)(4 + \ell - 1 + i)!} \left( \begin{array}{c} 2 - i \\ j \end{array} \right) B_{\ell-j,4+\ell-1+i} \left( p - \frac{\Delta_{n,k}}{2n} \right)^{(m-i)\lor 0},$$

where the last line is obtained by using the fact $B_{\nu,n}^{(1)}(x) = n(B_{\nu-1,n-1}(x) - B_{\nu-1,n-1}(x))$. Again, the fact $0 \leq B_{\nu,n}(x) \leq B_{\nu,n}(\nu/n)$ gives

$$\frac{p}{2n} \left| H_1^{(2)} \left( p; \phi, \frac{\Delta_{n,k}}{n}, \frac{\Delta_{n,k}}{2n} \right) \right|$$

$$\leq \frac{p}{2n} \sum_{m=1}^{4} \phi^{(m)} \left( \frac{\Delta_{n,k}}{n} \right) \sum_{i=0}^{2} \binom{2}{i} \frac{1}{((m - i) \lor 0)!} \left( \frac{\Delta_{n,k}}{2n} \right)^{(m-i)\lor 0} \sum_{\ell=0}^{4-m} \sum_{j=0}^{(2-i)\wedge \ell} \binom{2 - i}{j} \frac{(4 + 1)(4 + \ell + 1)!}{(j - \ell)!((4 - 1 + i + j)!^{(4 + \ell - 1 + i))^{(4 + \ell - 1 + i)}}$$

$$\leq \frac{p}{2n} \sum_{m=1}^{4} \phi^{(m)} \left( \frac{\Delta_{n,k}}{n} \right) \binom{5 - m}{((m - 2) \lor 0)!} \left( \frac{\Delta_{n,k}}{2n} \right)^{(m-2)\lor 0}$$

$$+ \frac{20(5 - m)!}{(m - 1)!} \left( \frac{\Delta_{n,k}}{2n} \right)^{m-1} + \frac{20(4 + (4 - m)(5 - m))}{2m!} \left( \frac{\Delta_{n,k}}{2n} \right)^{m}.$$

$$\leq \frac{1}{n} \sum_{m=1}^{4} \left( \alpha_{m-1}W \left( \frac{\Delta_{n,k}}{n} \right)^{a-m} + c_m \right) \binom{5 - m}{((m - 2) \lor 0)!} \left( \frac{\Delta_{n,k}}{2n} \right)^{(m-1)\lor 1}$$

$$+ \frac{20(5 - m)!}{(m - 1)!} \left( \frac{\Delta_{n,k}}{2n} \right)^{m} + \frac{20(4 + (4 - m)(5 - m))}{2m!} \left( \frac{\Delta_{n,k}}{2n} \right)^{m+1}.$$
From the assumption $\Delta_{n,k} \leq n$, we have
\[
\frac{p}{2n} \left| H_1^{(2)} \left( \frac{\Delta_{n,k}}{n}, \frac{\Delta_{n,k}}{2n} \right) \right|
\leq \frac{1}{n} \sum_{m=1}^{4} \left( \alpha_{m-1} W \left( \frac{\Delta_{n,k}}{n} \right) \right) + c_m \left( \frac{(5 - m)}{2^{m-1}((m - 2) \lor 0)!} + \frac{20(5 - m)}{2^m(m - 1)!} + \frac{20(4 + (4 - m)(5 - m))}{2^{m+2}2!} \right).
\]

From the assumption, there is a universal constant $c > 0$ such that $\Delta_{n,k} \geq c$. Thus, we have
\[
\frac{p}{2n} \left| H_1^{(2)} \left( \frac{\Delta_{n,k}}{n}, \frac{\Delta_{n,k}}{2n} \right) \right|
\leq \frac{1}{n} \sum_{m=1}^{4} \left( \alpha_{m-1} W \left( \frac{\Delta_{n,k}}{n} \right) \right) + c_m \left( \frac{(5 - m)}{2^{m-1}((m - 2) \lor 0)!} + \frac{20(5 - m)}{2^m(m - 1)!} + \frac{20(4 + (4 - m)(5 - m))}{2^{m+2}2!} \right).
\]

Also, for $p \in (1, 2)$, we have
\[
\frac{p}{2n} \left| H_1^{(2)} \left( \frac{\Delta_{n,k}}{n}, \frac{\Delta_{n,k}}{2n} \right) \right|
\leq \frac{1}{n} \sum_{m=1}^{4} \left( \alpha_{m-1} W \left( \frac{\Delta_{n,k}}{n} \right) \right) + c_m \left( \frac{(5 - m)}{((m - 2) \lor 0)!} + \frac{20(5 - m)}{(m - 1)!} + \frac{20(4 + (4 - m)(5 - m))}{2m!} \right).
\]

Thus, we have for $p \geq 0$
\[
\left| \frac{p}{2n} \phi_{\mu_{n,k}}^{(2)} (p) \right|
\leq \sum_{m=1}^{4} \left( \alpha_{m-1} W \left( \frac{\Delta_{n,k}}{n} \right) \right) + c_m \left( 1 \lor \left( \frac{(5 - m)}{((m - 2) \lor 0)!} + \frac{20(5 - m)}{(m - 1)!} + \frac{20(4 + (4 - m)(5 - m))}{2m!} \right) \right).
\]
\[
\leq \frac{1}{n^{\alpha}}.
\]

Combining Eqs (13) and (14) yields for any $p_i \in [0, 1]$
\[
\text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] \lesssim 1.
\]

Then, we have
\[
\text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] \mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\}
\]
\[
= \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] \mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\} 1_{np_i \leq \Delta_{n,k}}
\]
\[
+ \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] \mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\} 1_{np_i > \Delta_{n,k}}
\]
\[
\lesssim \mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\} 1_{np_i \leq \Delta_{n,k}} + \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] 1_{np_i > \Delta_{n,k}}.
\]

The Chernoff bound for the Poisson distribution gives $\mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\} 1_{np_i \leq \Delta_{n,k}} \leq (e/4)^{\Delta_{n,k}}$. Thus, we have
\[
\text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] \mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\}
\]
\[
\lesssim (e/4)^{\Delta_{n,k}} + \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] 1_{np_i > \Delta_{n,k}}.
\]
Similarly, we have by the final truncation of \( \phi_{\text{poly}} \) and Lemma 16 that

\[
\text{Bias} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] \leq \sup_{p \in [0, 1]} |\phi(p) - \phi(p_i)| \leq \frac{W}{\alpha} + |c_1|.
\]

The Chernoff bound yields \( \Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\} \leq e^{-\Delta_{n,k}/8} \) for \( p_i > 4\Delta_{n,k} \). Thus, we have

\[
\text{Bias} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] \Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\} \leq \text{Bias} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] \Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\} 1_{n_p \leq 4\Delta_{n,k}}
\]

\[
\leq \text{Bias} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] \Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\} 1_{n_p > 4\Delta_{n,k}}
\]

\[
\leq \text{Bias} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] 1_{n_p \leq 4\Delta_{n,k}} + \left( \frac{W}{\alpha} + |c_1| \right) e^{-\Delta_{n,k}/8}. \tag{16}
\]

Combining Eqs (15) and (16) gives the desired result.

Proof of Lemma 3. Because of the independence of \( \hat{N}_1, \ldots, \hat{N}_k, \hat{N}_1', \ldots, \hat{N}_k' \), applying Lemma 14 gives

\[
\text{Var} \left[ \hat{\theta}(\hat{N}) - \theta(P) \right] \leq \sum_{i=1}^{k} \text{Var} \left[ \hat{N}_i' \right] \left\{ \begin{array}{ll}
1_{n_p \geq 2\Delta_{n,k}} \left( \phi_{\text{plugin}}(\hat{N}_i) - \phi(p_i) \right) + 1_{n_p \leq 2\Delta_{n,k}} \left( \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right)
\end{array} \right.
\]

\[
\leq \sum_{i=1}^{k} \text{Var} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] \Pr \left\{ \hat{N}_i' \geq 2\Delta_{n,k} \right\}
\]

\[
+ \left( e^{-\Delta_{n,k}/8} \right)
\]

\[
\leq (e/4)^{\Delta_{n,k}} + \text{Var} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] 1_{n_p > 2\Delta_{n,k}}.
\]

We can derive upper bounds on the first two terms of Eq (17) in the same manner of Eqs (15) and (16) as

\[
\text{Var} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] \Pr \left\{ \hat{N}_i' \geq 2\Delta_{n,k} \right\}
\]

\[
\leq (e/4)^{\Delta_{n,k}} \text{Var} \left[ \phi_{\text{poly}}(\hat{N}_i) - \phi(p_i) \right] 1_{n_p \leq 4\Delta_{n,k}} + e^{-\Delta_{n,k}/8}.
\]

By the Chernoff bound, we have

\[
\Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\} \Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\} = \left( 1_{p_i < 2\Delta_{n,k}} + 1_{p_i > 4\Delta_{n,k}} + 1_{\Delta_{n,k} \leq p_i \leq 4\Delta_{n,k}} \right) \Pr \left\{ \hat{N}_i' \geq 2\Delta_{n,k} \right\} \Pr \left\{ \hat{N}_i' < 2\Delta_{n,k} \right\}
\]

\[
\leq (e/4)^{\Delta_{n,k}} + e^{-\Delta_{n,k}/8} + 1_{\Delta_{n,k} \leq p_i \leq 4\Delta_{n,k}}.
\]
Thus, we have the upper bound of the last term of Eq (17) as

\[
\left( \mathbb{E} \left( \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right) - \mathbb{E} \left( \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right) \right)^2 \mathbb{P} \left\{ \tilde{N}_i' \geq 2\Delta_{n,k} \right\} \mathbb{P} \left\{ \tilde{N}_i' < 2\Delta_{n,k} \right\} \\
\leq \left( \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] + \text{Bias} \left[ \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right] \right)^2 \\
\left( (e/4)^{\Delta_{n,k}} + e^{-\Delta_{n,k}/8} + 1_{\Delta_{n,k} \leq \Delta_{n,k} / 4} \right) \\
\leq (e/4)^{\Delta_{n,k}} + e^{-\Delta_{n,k}/8} \\
+ \left( \text{Bias} \left[ \phi_{\text{plugin}}(\tilde{N}_i) - \phi(p_i) \right] + \text{Bias} \left[ \phi_{\text{poly}}(\tilde{N}_i) - \phi(p_i) \right] \right)^2 1_{\Delta_{n,k} \leq \Delta_{n,k} / 4}.
\]

Next, we prove the upper bounds on the bias and the variance of the best polynomial estimator as follows:

**Proof of Lemma 4.** Let \( \phi'_{\text{sup},\Delta} = \phi_{\text{sup},\Delta} \vee \sup_{p \in [0,\Delta]} \phi_L(p) \) and \( \phi'_{\text{inf},\Delta} = \phi_{\text{inf},\Delta} \wedge \inf_{p \in [0,\Delta]} \phi_L(p) \). By the triangle inequality and the fact that \( g_L \) is an unbiased estimator of \( \phi_L \), we have

\[
\text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi_{\text{sup},\Delta}) \vee \phi_{\text{inf},\Delta} - \phi(p) \right] \\
\leq \text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi_{\text{sup},\Delta}) \vee \phi_{\text{inf},\Delta} - (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi'_{\text{inf},\Delta} \right] \\
+ \text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi'_{\text{inf},\Delta} - \phi_L(p) \right] + \text{Bias} \left[ g_L(\tilde{N}) - \phi(p) \right].
\]

By Chebyshev alternating theorem (Petrushev and Popov, 2011), the first term is bounded above as

\[
\text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi_{\text{sup},\Delta}) \vee \phi_{\text{inf},\Delta} - (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi'_{\text{inf},\Delta} \right] \\
\leq (\phi'_{\text{sup},\Delta} - \phi_{\text{sup},\Delta}) \vee (\phi_{\text{inf},\Delta} - \phi'_{\text{inf},\Delta}) \leq E_L(\phi, [0,\Delta]).
\]

Also, the third term is bounded above as

\[
\text{Bias} \left[ g_L(\tilde{N}) - \phi(p) \right] = |\phi_L(p) - \phi(p)| \leq E_L(\phi, [0,\Delta]).
\]

The error bound of \( E_L(\phi, [0,\Delta]) \) is derived in Appendix A. From Lemma 8, we have \( E_L(\phi, [0,\Delta]) \leq \left( \frac{1}{\Delta^8} \right)^2 \). The second term has upper bound as

\[
\text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi'_{\text{inf},\Delta} - \phi_L(p) \right] = \sqrt{\mathbb{E} \left[ (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi'_{\text{inf},\Delta} - \phi_L(p) \right]^2} \\
\leq \sqrt{\mathbb{E} \left[ (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi'_{\text{inf},\Delta} - \phi_L(p) \right]^2}. \\
\]

Since \( \phi_L(p) \in [\phi'_{\text{inf},\Delta}, \phi'_{\text{sup},\Delta}] \) for \( p \in [0,\Delta] \), we have \( \left( g_L(\tilde{N}) \wedge \phi_{\text{sup},\Delta} \right) \vee \phi_{\text{inf},\Delta} - \phi_L(p) \leq (g_L(\tilde{N}) - \phi_L(p))^2 \). Thus, we have

\[
\text{Bias} \left[ (g_L(\tilde{N}) \wedge \phi'_{\text{sup},\Delta}) \vee \phi_{\text{inf},\Delta} - \phi_L(p) \right] \leq \sqrt{\text{Var} \left[ g_L(\tilde{N}) - \phi_L(p) \right]}.
\]

\[\square\]
Proof of Lemma 5. It is obviously that truncation does not increase the variance, i.e.,
\[
\text{Var}\left[ (g_L(N) \land \phi_{\text{sup}, \Delta}) \lor \phi_{\text{inf}, \Delta} - \phi(p) \right] \leq \text{Var}\left[ g_L(N) - \phi(p) \right].
\]

Letting \( \phi_{\Delta}(p) = \phi(\Delta x) \) and \( a_0, \ldots, a_L \) be coefficients of the optimal uniform approximation of \( \phi_{\Delta} \) by degree-\( L \) polynomials on \([0, 1]\), we have \( \sum_{m=0}^{L} \Delta^m a_m (N)_m = g_L(N) \). Then, since the standard deviation of sum of random variables is at most the sum of individual standard deviation, we have
\[
\text{Var}\left[ g_L(N) - \phi(p) \right] \leq \sum_{m=1}^{L} \frac{\Delta^m |a_m|}{n^m} \sqrt{\text{Var}(N)_m^2}.\]

From (Petrushev and Popov, 2011) and the fact from Lemma 16 that \( \phi \) is bounded, there is a positive constant \( C \) such that \( |a_m| \leq C 2^L \). From (Wu and Yang, 2016), \( \text{Var}(N)_m \) is decreasing monotonously as \( m \) increases, and for \( X \sim \text{Poi}(\lambda) \)
\[
\text{Var}(X)_m \leq (\lambda m)^m \frac{(2e)^{\sqrt{\lambda m}}}{\pi \sqrt{\lambda m}} \lor 1.
\]

By the assumption of \( p \leq \Delta \) and monotonous, \( \text{Var}(N)_m \leq \text{Var}(X)_m \) where \( X \sim \text{Poi}(\Delta n) \). Thus, we have
\[
\text{Var}\left[ g_L(N) \right] \lesssim \left( \sum_{m=1}^{L} \frac{\Delta^m 2^L}{n^m} (\Delta n L)^m (2e)^{\sqrt{\Delta n L}} \right)^2 \leq \left( \sum_{m=1}^{L} \frac{\Delta^m L^m}{n^m} 2^L (2e)^{\sqrt{\Delta n L}} \right)^2.
\]

From the assumption \( \frac{\Delta^3}{n} \leq \frac{1}{2} \), we have
\[
\sum_{m=1}^{L} e^m \left( \frac{\Delta^3 L^m}{n^m} \right)^2 \leq \left( 2^L (2e)^{\sqrt{\Delta n L}} \sum_{m=1}^{L} \left( \frac{\Delta^3 L}{n} \right)^m \right)^2 \leq \left( 2^L (2e)^{\sqrt{\Delta n L}} \sum_{m=1}^{L} \left( \frac{\Delta^3 L}{n} \right)^m \right)^2 \leq \left( 2^L (2e)^{\sqrt{\Delta n L}} \left( \frac{\Delta^3 L}{n} + \int_1^{\Delta^3 L/n} \left( \frac{\Delta^3 L}{n} \right)^x dx \right) \right)^2 \leq \left( 2^L (2e)^{\sqrt{\Delta n L}} \left( \frac{\Delta^3 L}{n} + \frac{1}{2 \ln (\Delta^3 L/n)} \left( \frac{\Delta^3 L}{n} \right)^L - \frac{\Delta^3 L}{n} \right) \right)^2 \leq \frac{16 \Delta^3 L 64^L (2e)^{2\sqrt{\Delta n L}}}{n} \lesssim \frac{\Delta^3 L 64^L (2e)^{2\sqrt{\Delta n L}}}{n}.
\]
The proofs of the upper bounds on the bias and the variance of the bias-corrected plugin estimator are obtained as follows.

**Proof of Lemma 6.** Applying Taylor theorem yields

\[
\text{Bias} \left[ \frac{\tilde{N}}{n} \right] \phi(p) = \frac{1}{2n} \left| \mathbb{E} \left[ p \phi^{(2)}(p) \right] - \frac{\tilde{N}}{n} \phi^{(2)} \left( \frac{\tilde{N}}{n} \right) \right| + \frac{p \phi^{(3)}(p)}{6n^2}
\]

where we use the fact that for \( X \sim \text{Poi}(\lambda) \), \( \mathbb{E}[X(X - \lambda)^2] = \lambda \), \( \mathbb{E}[X(X - \lambda)^3] = \lambda \), and \( R_3(x; \phi, p) \) denotes the reminder term of the Taylor theorem. The first term of Eq. (18) is bounded above as

\[
\leq \frac{1}{2n} \left| \mathbb{E} \left[ p \phi^{(2)}(p) \right] - \frac{\tilde{N}}{n} \phi^{(2)} \left( \frac{\tilde{N}}{n} \right) \right| + \frac{p \phi^{(3)}(p)}{6n^2} + \mathbb{E} \left[ R_3 \left( \frac{\tilde{N}}{n}; \phi, p \right) \right],
\]

where the last line is obtained by using the fact that for \( X \sim \text{Poi}(\lambda) \), \( \mathbb{E}[X(X - \lambda)] = \lambda \), and \( R_1(x; \phi, p) \) denotes the reminder term of the Taylor theorem. From Lemma 15, the second term of Eq (18) and the first term of Eq (19) are bounded above as

\[
\frac{p \phi^{(3)}(p)}{6n^2} \leq \frac{\alpha_2 p^{\rho^{-2}} + p^{\rho^{-2}}}{6n^2} \leq \frac{1}{n^2 \Delta^{2-\alpha}} + \frac{p^2}{n^2}
\]

The rest is to derive the upper bound on \( \left| \mathbb{E} \left[ R_3 \left( \frac{\tilde{N}}{n}; \phi, p \right) \right] \right| \) where \( \tilde{p} = \frac{\tilde{N}}{n} \). From the mean value theorem, letting a function \( G(x) \) be continuous on the closed interval and differentiable with non-vanishing derivative on the open interval between \( p \) and \( \tilde{p} \), there exists \( \xi \) between \( p \) and \( \tilde{p} \) such that

\[
R_3(\tilde{p}; \phi, p) = \frac{\phi^{(4)}(\xi)}{6} (\tilde{p} - \xi)^3 \frac{G(\tilde{p}) - G(p)}{G^{(1)}(\xi)}.
\]

Define \( G(x) = \frac{1}{x^2} (\tilde{p} - x)^4 \). Then, there exists \( \xi \) such that

\[
R_3(\tilde{p}; \phi, p) = -\frac{\phi^{(4)}(\xi)}{12} (\tilde{p} - \xi)^3 \frac{\xi^3 \tilde{p} - \xi^3}{p^4 (\xi + \tilde{p})(\tilde{p} - \xi)^3} = -\frac{\xi^3 \phi^{(4)}(\xi)}{12p^4 (\xi + \tilde{p})(\tilde{p} - \xi)^4} (\tilde{p} - p)^4
\]
Thus, we have

$$
|E[R_3(\hat{\nu}; \bar{\phi}_\Delta, p)]| \leq E \left[ \frac{\xi^2 |\bar{\phi}_\Delta^{(4)}(\xi)|}{12p^2(\xi + \hat{\nu})}(\hat{\nu} - p)^4 \right]
$$

where we use the fact that for any $c > 0$, there is a universal constant $\nu_n = \nu_n(c)$ such that for any $\lambda, \Delta$, we have

$$
H^{(4)}(\xi; \phi, \Delta, \Delta) \leq \sum_{m=1}^{4} \phi^{(m)}(\Delta) \sum_{i=0}^{4} \left( \frac{4}{i} \right) (m-i)! (\xi - \Delta)^{(m-i)\nu} \sum_{\ell=0}^{4-m} \frac{5(5+\ell)!}{(5+\ell)(1+\ell+i)} \sum_{j=0}^{(4-i)\nu} (-1)^j \binom{4-i}{j} B_{\ell-j,1+\ell+i}(\frac{\xi - \Delta}{\Delta/2})
$$

where we use $B^{(1)}_{\nu,n}(x) = n(B_{\nu-1,n-1}(x) - B_{\nu,n-1}(x))$. Since $0 \leq B_{\nu,n}(x) \leq B_{\nu,n}(\nu/n) \leq 1$, there is a universal constant $c > 0$ such that for any $i = 0, ..., 4$

$$
\sum_{\ell=0}^{4-m} \frac{5(5+\ell)!}{(5+\ell)(1+\ell+i)} \sum_{j=0}^{(4-i)\nu} (-1)^j \binom{4-i}{j} B_{\ell-j,1+\ell+i}(\frac{\xi - \Delta}{\Delta/2}) \leq c.
$$

Thus, we have from Lemma 15 that

$$
\xi^2 |H^{(4)}(\xi; \phi, \Delta, \Delta)| \leq \sum_{m=1}^{4} \phi^{(m)}(\Delta) \sum_{i=0}^{4} \left( \frac{4}{i} \right) (m-i)! (\xi - \Delta)^{(m-i)\nu} \sum_{\ell=0}^{4-m} \frac{5(5+\ell)!}{(5+\ell)(1+\ell+i)} \sum_{j=0}^{(4-i)\nu} (-1)^j \binom{4-i}{j} B_{\ell-j,1+\ell+i}(\frac{\xi - \Delta}{\Delta/2}) \leq c.
$$

$$
\xi^2 |H^{(4)}(\xi; \phi, \Delta, \Delta)| \leq \sum_{m=1}^{4} \phi^{(m)}(\Delta) \sum_{i=0}^{4} \left( \frac{4}{i} \right) (m-i)! (\xi - \Delta)^{(m-i)\nu} \sum_{\ell=0}^{4-m} \frac{5(5+\ell)!}{(5+\ell)(1+\ell+i)} \sum_{j=0}^{(4-i)\nu} (-1)^j \binom{4-i}{j} B_{\ell-j,1+\ell+i}(\frac{\xi - \Delta}{\Delta/2}) \leq c.
$$

$$
\xi^2 |H^{(4)}(\xi; \phi, \Delta, \Delta)| \leq \sum_{m=1}^{4} \phi^{(m)}(\Delta) \sum_{i=0}^{4} \left( \frac{4}{i} \right) (m-i)! (\xi - \Delta)^{(m-i)\nu} \sum_{\ell=0}^{4-m} \frac{5(5+\ell)!}{(5+\ell)(1+\ell+i)} \sum_{j=0}^{(4-i)\nu} (-1)^j \binom{4-i}{j} B_{\ell-j,1+\ell+i}(\frac{\xi - \Delta}{\Delta/2}) \leq c.
$$

$$
\xi^2 |H^{(4)}(\xi; \phi, \Delta, \Delta)| \leq \sum_{m=1}^{4} \phi^{(m)}(\Delta) \sum_{i=0}^{4} \left( \frac{4}{i} \right) (m-i)! (\xi - \Delta)^{(m-i)\nu} \sum_{\ell=0}^{4-m} \frac{5(5+\ell)!}{(5+\ell)(1+\ell+i)} \sum_{j=0}^{(4-i)\nu} (-1)^j \binom{4-i}{j} B_{\ell-j,1+\ell+i}(\frac{\xi - \Delta}{\Delta/2}) \leq c.
$$
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Similarly, for $\xi \in (1, 2)$

$$
\xi^2 \left| H^{(4)}(\xi; \phi, 2, 1) \right| \leq \sum_{m=1}^{4} \phi^{(m)}(1) \sum_{i=0}^{c} \left( \frac{4}{(m-i)!(m-i)!) \right) \xi^2 (\xi-1)^{(m-i)!(m-i)!} \\
\xi^2 \leq \sum_{m=1}^{4} (\alpha_{m-1}W + c_n) \sum_{i=0}^{4} \left( \frac{4}{(m-i)!(m-i)!) \right) \xi^2 (\xi-1)^{(m-i)!(m-i)!} \\
\xi^2 \leq 1.
$$

For $\xi \in [\Delta, 1]$, we have from Lemma 15 that

$$
\left| \xi^2 \phi^{(4)}(\xi) \right| \leq \alpha_1 W \xi^{\alpha-2} + c_4 \xi^2 \lesssim \Delta^{\alpha-2}.
$$

Since $\tilde{\phi}_{\Delta}(\xi) = 0$ for $\xi \in [0, \Delta/2]$ and $\xi \geq 2$ by the construction, we have

$$
\sup_{\xi \in \mathbb{R}_+} \xi^2 \tilde{\phi}_{\Delta}^{(4)}(\xi) \lesssim \Delta^{\alpha-2}. \quad (23)
$$

Thus, we have

$$
\left| E[R(\tilde{\phi}_{\Delta}, p)] \right| \lesssim \frac{1}{n^2 \Delta^{2-\alpha}} + \frac{1}{n^3 \Delta^{3-\alpha}}. \quad (24)
$$

Define $G(x) = \frac{1}{2}(\frac{p}{x} - 1)^2$. Then, the mean value theorem states that there exists $\xi$ such that

$$
R_1(\tilde{\phi}_{\Delta}, p) = \frac{\phi^{(4)}(\xi)}{2} (\tilde{\phi}_{\Delta}(\hat{p} - \xi)) \lesssim \frac{\xi^2 (\hat{p} - 1)^2}{\hat{p}^2 (\xi - 1)} \\
= \frac{\phi^{(4)}(\xi)}{2} \frac{\xi^2 (\hat{p} - p)^2}{p^2 \hat{p}}.
$$

Thus, we have

$$
\left| E\left[ \frac{\hat{p}}{2n} R_1(\tilde{\phi}_{\Delta}, p) \right] \right| \leq E\left[ \frac{\phi^{(4)}(\xi)}{4n} \frac{\xi^2 (\hat{p} - p)^2}{p^2} \right] \\
\leq \frac{\sup_{\xi \in \mathbb{R}_+} \xi^3 \tilde{\phi}_{\Delta}^{(4)}(\xi)}{4np^2} E[(\hat{p} - p)^2] \\
= \frac{1}{4np^2} \sup_{\xi \in \mathbb{R}_+} \xi^3 \tilde{\phi}_{\Delta}^{(4)}(\xi).
$$

In the similar manner of Eq (23), we have

$$
\sup_{\xi \in \mathbb{R}_+} \xi^3 \tilde{\phi}_{\Delta}^{(4)}(\xi) \lesssim \Delta^{\alpha-2}.
$$

Thus, we have

$$
\left| E\left[ \frac{\hat{p}}{2n} R(\tilde{\phi}_{\Delta}, p) \right] \right| \lesssim \frac{1}{n^2 \Delta^{2-\alpha}} \leq \frac{1}{n^2 \Delta^{2-\alpha}}. \quad (25)
$$

By the assumption $\Delta \gtrsim \frac{1}{n}$, we have $\frac{1}{n^2 \Delta^{2-\alpha}} \lesssim \frac{1}{n^3 \Delta^{3-\alpha}}$. Assembling Eqs (20), (21), (24) and (25) gives the desired result. \qed
Proof of Lemma 7. From the property of the variance and the triangle inequality, we have
\[
\text{Var} \left[ \frac{\bar{Y}}{n} \right] = \frac{\bar{N}}{2n^2} \frac{\varphi(2)}{2} \left( \frac{\bar{N}}{n} \right)^{1/2} - \phi(p) + \frac{p\phi(2)(p)}{2n} \leq E \left[ \phi(p) \right] \leq \bar{N} \frac{\varphi(2)}{2} \left( \frac{\bar{N}}{n} \right)^{1/2} - \phi(p) + \frac{p\phi(2)(p)}{2n} \leq 2E \left[ \phi(p) \right] \leq 2 \left( \frac{\bar{N}}{2n^2} \frac{\varphi(2)}{2} \left( \frac{\bar{N}}{n} \right)^{1/2} - \phi(p) + \frac{p\phi(2)(p)}{2n} \right)^2. \tag{26}
\]

Applying Taylor theorem to the first term of Eq (26) gives
\[
\left| \frac{\bar{Y}}{n} \right| - \phi(p) \leq \left( \frac{\bar{N}}{n} - p \right)^2 + \frac{p\phi(2)(p)}{2n} \left( \frac{\bar{N}}{n} - p \right)^3 + \frac{p\phi(3)(p)}{6n} \left( \frac{\bar{N}}{n} - p \right)^4 + \frac{p\phi(4)(p)}{24n} \left( \frac{\bar{N}}{n} - p \right)^5 \right) + R_3 \left( \frac{\bar{N}}{n}; \bar{Y}, \phi \right),
\]
where \( R_3 \left( \frac{\bar{N}}{n}; \bar{Y}, \phi \right) \) denotes the reminder term of the Taylor theorem. From the triangle inequality, we have
\[
\left( \frac{\bar{N}}{n} - p \right)^4 = 4 \left( \frac{\bar{N}}{n} - p \right)^2 + \frac{p\phi(2)(p)}{2n} \left( \frac{\bar{N}}{n} - p \right)^3 + \frac{p\phi(3)(p)}{6n} \left( \frac{\bar{N}}{n} - p \right)^4 + \frac{p\phi(4)(p)}{24n} \left( \frac{\bar{N}}{n} - p \right)^5 \right) + R_3 \left( \frac{\bar{N}}{n}; \bar{Y}, \phi \right). \tag{27}
\]

The central moments for \( X \sim \text{Poi}(\lambda) \) are given as \( E[(X - \lambda)^2] = \lambda, E[(X - \lambda)^4] = 3\lambda^2 + \lambda, \) and \( E[(X - \lambda)^6] = 15\lambda^3 + 25\lambda^2 + \lambda. \) Lemma 15, the triangle inequality and the assumption \( \frac{1}{n} \geq \Delta, \) the expectation of the first three terms in Eq (27) have upper bounds as
\[
E \left[ 4 \left( \frac{\bar{N}}{n} - p \right)^2 \right] \leq 8W^2p^{2a-1} + 8c_1p \leq \frac{p^{2a-1}}{n} + \frac{p}{n},
\]
\[
E \left[ \left( \frac{\bar{N}}{n} - p \right)^4 \right] \leq (2\alpha^2)W^2p^{2a-4} + c_2 \left( \frac{3p^2}{n^2} + \frac{p}{n^3} \right)
\]
\[
\leq \frac{p^{2a-1}}{n^2\Delta^2} + \frac{p^{2a-1}}{n^3\Delta^2} + \frac{p}{n^2} \leq \frac{p^{2a-1}}{n} + \frac{p}{n^2},
\]
and
\[
E \left[ \left( \frac{\bar{N}}{n} - p \right)^6 \right] \leq (2\alpha^2)W^2p^{2a-6} + c_3 \left( \frac{15p^3}{n^3} + \frac{25p^2}{n^4} + \frac{p}{n^5} \right)
\]
\[
\leq \frac{p^{2a-1}}{n^3\Delta^2} + \frac{p^{2a-1}}{n^4\Delta^2} + \frac{p^{2a-1}}{n^5\Delta^2} + \frac{p}{n^3} \leq \frac{p^{2a-1}}{n} + \frac{p}{n^3}.
\]
From Eq (22), there exists \( \xi \) between \( p \) and \( \hat{p} \) such that

\[
4E \left[ R_3 \left( \frac{\bar{N}}{n}; \tilde{\phi}_\Delta, \hat{p} \right) \right]^2 = 4E \left[ \left( \frac{\xi^2 \tilde{\phi}^{(4)}_\Delta (\xi)}{12p^2 (\xi + \hat{p}) (\hat{p} - p)^2} \right)^2 \right]
\]

\[
\leq \sup_{\xi \in \mathbb{R}_+} \left| \xi^2 \tilde{\phi}^{(4)}_\Delta (\xi) \right|^2 E[(\hat{p} - p)^8]
\]

\[
\leq \left( \frac{105}{36n^3} + \frac{490}{36n^3 p} + \frac{119}{36n^3 p^2} + \frac{1}{36n^3 p^3} \right) \sup_{\xi \in \mathbb{R}_+} \left| \xi^2 \tilde{\phi}^{(4)}_\Delta (\xi) \right|^2,
\]

where we use \( E[(X - \lambda)^8] = 105\lambda^4 + 490\lambda^3 + 119\lambda^2 + \lambda \) for \( X \sim \text{Poi}(\lambda) \). Since \( \sup_{\xi \in \mathbb{R}_+} \left| \xi^2 \tilde{\phi}^{(4)}_\Delta (\xi) \right|^2 \lesssim \Delta^{2\alpha - 4} \) from Eq (23) and \( \Delta \gtrsim \frac{1}{n} \) by the assumption, we have

\[
4E \left[ R_3 \left( \frac{\bar{N}}{n}; \tilde{\phi}_\Delta, \hat{p} \right) \right]^2 \lesssim \frac{1}{n^4 \Delta^{4 - 2\alpha}} + \frac{1}{n^5 \Delta^{5 - 2\alpha}} + \frac{1}{n^6 \Delta^{6 - 2\alpha}} + \frac{1}{n^7 \Delta^{7 - 2\alpha}}
\]

\[
\lesssim \frac{1}{n^4 \Delta^{4 - 2\alpha}}.
\]

Letting \( g(p) = p\tilde{\phi}^{(2)}_\Delta (p) \), application of the Taylor theorem to the second term of Eq (26) yields

\[
\left| \frac{\bar{N}}{2n^2} \tilde{\phi}^{(2)}_\Delta \left( \frac{\bar{N}}{n} \right) - \frac{p\tilde{\phi}^{(2)}_\Delta (p)}{2n} \right| \leq \frac{1}{2n} \left| (\phi(2)(p) + p\phi(3)(p)) \left( \frac{\bar{N}}{n} - p \right) + R_1 \left( \frac{\bar{N}}{n}; g, p \right) \right|.
\]

The triangle inequality and \( E[(X - \lambda)^2] = \lambda \) for \( X \sim \text{Poi}(\lambda) \) give

\[
E \left[ \left( \frac{\bar{N}}{2n^2} \tilde{\phi}^{(2)}_\Delta \left( \frac{\bar{N}}{n} \right) - \frac{p\tilde{\phi}^{(2)}_\Delta (p)}{2n} \right)^2 \right] \leq \frac{(\phi(2)(p))^2 + (p\phi(3)(p))^2}{n^2} E \left[ \left( \frac{\bar{N}}{n} - p \right)^2 \right] + \frac{1}{2n^2} E \left[ R_1 \left( \frac{\bar{N}}{n}; g, p \right) \right]^2 \] \[= \frac{(\phi(2)(p))^2 + (p\phi(3)(p))^2}{n^3} + \frac{1}{2n^2} E \left[ R_1 \left( \frac{\bar{N}}{n}; g, p \right) \right]^2.\]

Applying Lemma 15 gives

\[
\frac{p(\phi(2)(p))^2 + p(p\phi(3)(p))^2}{n^3} \lesssim \frac{1}{n^3} \left( 2a_1^2 W^2 p^{2\alpha - 3} + 2p c_2^2 + 2a_1^2 W^2 p^{2\alpha - 3} + 2p^3 c_3^2 \right)
\]

\[
\lesssim \frac{p^{2\alpha - 1} + p}{n^3} \lesssim \frac{p^{2\alpha - 1} + p}{n^3},
\]

\[
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Let \( \hat{p} = \frac{\tilde{N}}{n} \) and \( G(x) = \frac{1}{2}(\hat{p} - x)^2 \). Then, the mean value theorem gives that there exists \( \xi \) between \( p \) and \( \hat{p} \) such that

\[
E\left[ (R_1(\hat{p}; g, p))^2 \right] = E\left[ \left( g^{(1)}(\xi)(\hat{p} - \xi) \frac{G(\hat{p}) - G(p)}{G^{(1)}(\xi)} \right)^2 \right] \\
= E\left[ \left( g^{(1)}(\xi)\frac{\xi^2(\hat{p} - p)^2}{p(\hat{p} + \xi)} \right)^2 \right] \\
\leq \left( \frac{3}{n^2} + \frac{1}{n^4p} \right) \sup_{\xi \in \mathbb{R}_+} \left| g^{(1)}(\xi) \right|^2 \\
\leq \left( \frac{3}{n^2} + \frac{1}{n^4p} \right) \sup_{\xi \in \mathbb{R}_+} \left| 2\xi\phi^{(3)}_\Delta(\xi) + \xi\phi^{(4)}_\Delta(\xi) \right|^2 \\
\leq \left( \frac{3}{n^2} + \frac{1}{n^4p} \right) \left( 2 \sup_{\xi \in \mathbb{R}_+} \left| \phi^{(3)}_\Delta(\xi) \right|^2 + 2 \sup_{\xi \in \mathbb{R}_+} \left| \phi^{(4)}_\Delta(\xi) \right|^2 \right).
\]

In the similar manner of Eq (23), we have

\[
\sup_{\xi \in \mathbb{R}_+} \left| \phi^{(3)}_\Delta(\xi) \right|^2 \lesssim \Delta^{2\alpha - 4}, \text{ and } \sup_{\xi \in \mathbb{R}_+} \left| \phi^{(4)}_\Delta(\xi) \right|^2 \lesssim \Delta^{2\alpha - 4}.
\]

Thus, we have

\[
\frac{1}{2n^2} E\left[ (R_1(\hat{N}; g, p))^2 \right] \lesssim \frac{1}{n^4\Delta^{4-2\alpha}} + \frac{1}{n^5\Delta^{5-2\alpha}} \lesssim \frac{1}{n^4\Delta^{4-2\alpha}}.
\]

Consequently, we get the bound of the variance as

\[
\frac{p^{2\alpha - 1}}{n} + \frac{1}{n^4\Delta^{4-2\alpha}} + \frac{p}{n}.
\]

\( \square \)

### D Proof of Proposition 1

**Proof of Proposition 1.** It is obviously that if the output domain of \( \phi \) is unbounded, i.e., there is a point \( p_0 \in [0, 1] \) such that \( |\phi(p)| \to \infty \) as \( p \to p_0 \), there is no consistent estimator. Letting \( p_0 = \left( \frac{W}{W + c_1'} \right) \), \( \phi^{(1)}(p) \) has same sign in \( (0, p_0] \). Thus, for any \( p \in (0, p_0] \), we have

\[
|\phi(p) - \phi(p_0)| = \left| \int_{p_0}^p \phi^{(1)}(x)dx \right| \\
= \int_{p}^{p_0} \left| \phi^{(1)}(x) \right|dx \\
\geq W \int_{p}^{p_0} x^{-1}dx + c_1'(p_0 - p) \\
\geq W \ln(p_0/p) + c_1'(p_0 - p).
\]

Since \( |\phi(p) - \phi(p_0)| \to \infty \) as \( p \to 0 \), \( \phi \) is unbounded and we gets the claim. \( \square \)
E Additional Lemmas

Here, we introduce some additional lemmas and their proofs.

**Lemma 15.** For a non-integer \( \alpha \), let \( \phi \) be a \( m \) times continuously differentiable function on \((0,1]\) where \( m \geq 1 + \alpha \). Suppose that there exist finite constants \( W > 0 \), \( c_m \) and \( c'_m \) such that

\[
|\phi^{(m)}(p)| \leq \alpha_{m-1} W p^{\alpha - m} + c_m, \quad \text{and} \quad |\phi^{(m)}(p)| \geq \alpha_{m-1} W p^{\alpha - m} + c'_m. 
\]

Then, there exists finite constants \( c_{m-1} \) and \( c'_{m-1} \) such that

\[
|\phi^{(m-1)}(p)| \leq \alpha_{m-2} W p^{\alpha - m + 1} + c_{m-1}, \quad \text{and} \quad |\phi^{(m-1)}(p)| \geq \alpha_{m-2} W p^{\alpha - m + 1} + c'_{m-1},
\]

where \( \alpha_0 = 1 \) and \( \alpha_i = \prod_{j=1}^{i} (j - \alpha) \) for \( i = 1, \ldots, m \).

**Proof of Lemma 15.** Let \( p_m = \left( \frac{\alpha_{m-1} W}{\alpha_{m-1} W - c_m} \right)^{1/(m-\alpha)} \). Then, \( |\phi^{(m)}(p)| > 0 \) for \( p \in (0, p_m) \).

From continuousness of \( \phi^{(m)} \), \( \phi^{(m)}(p) \) has same sign in \( p \in (0, p_m) \), and thus we have either \( \phi^{(m)}(p) \geq \alpha_{m-1} W p^{\alpha - m} + c_m \) or \( \phi^{(m)}(p) \leq -\alpha_{m-1} W p^{\alpha - m} - c_m \) in \( p \in (0, p_m) \). Since \( \phi^{(m-1)} \) is absolutely continuous on \((0,1]\), we have for any \( p \in (0,1] \)

\[
|\phi^{(m-1)}(p)| = |\phi^{(m)}(p_m)| + \int_{p_m}^{p} \phi^{(m)}(x) dx.
\]

The absolute value of the second term has an upper bound as

\[
\left| \int_{p_m}^{p} \phi^{(m)}(x) dx \right| \leq \left| \int_{p_m}^{p} \alpha_{m-1} W x^{\alpha - m} + c_m dx \right| \\
\leq \left| \alpha_{m-2} W (p_m^{\alpha - m + 1} - p_m^{\alpha - m - 1}) + c_m (p - p_m) \right| \\
\leq \alpha_{m-2} W p_m^{\alpha - m + 1} + \alpha_{m-2} W p_m^{\alpha - m - 1} + c_m (p - p_m) \\
\leq \alpha_{m-2} W p_m^{\alpha - m + 1} + |c_m| (1 - p_m).
\]

Also, we have a lower bound of the second term as

\[
\left| \int_{p_m}^{p} \phi^{(m)}(x) dx \right| = \left| \int_{p_m}^{p \wedge p_m} \phi^{(m)}(x) dx + \int_{p \wedge p_m}^{p} \phi^{(m)}(x) dx \right| \\
\geq \left| \int_{p_m}^{p \wedge p_m} \alpha_{m-1} W x^{\alpha - m} + c_m dx \right| - \left| \int_{p \wedge p_m}^{p} \alpha_{m-1} W x^{\alpha - m} + c_m dx \right| \\
\geq \alpha_{m-2} W \left( p_m^{\alpha - m + 1} - (p \wedge p_m)^{\alpha - m - 1} \right) + c_m (p_m - (p \wedge p_m)) \\
\geq \alpha_{m-2} W p_m^{\alpha - m + 1} - \alpha_{m-2} W p_m^{\alpha - m - 1} - |c_m| (p_m - (p \wedge p_m)) \\
\geq \alpha_{m-2} W p_m^{\alpha - m + 1} - \alpha_{m-2} W p_m^{\alpha - m - 1} - |c_m| p_m \\
- \left( \alpha_{m-1} W p_m^{\alpha - m} + c_m \right) (1 - p_m).
\]

Applying the triangle inequality and the reverse triangle inequality gives

\[
\left| \int_{p_m}^{p} \phi^{(m)}(x) dx \right| - |\phi^{(m-1)}(p_m)| \leq |\phi^{(m-1)}(p)| \leq \left| \int_{p_m}^{p} \phi^{(m)}(x) dx \right| + |\phi^{(m-1)}(p_m)|.
\]

Thus, setting \( c_{m-1} = \alpha_{m-2} W p_m^{\alpha - m + 1} + |c_m| + |\phi^{(m-1)}(p_m)| \) and \( c'_{m-1} = -\alpha_{m-2} W p_m^{\alpha - m + 1} - |c'_m| p_m - (\alpha_{m-1} W p_m^{\alpha - m} + c_m) (1 - p_m) - |\phi^{(m-1)}(p_m)| \) yields the claim. \( \Box \)
Lemma 16. Under Assumption 1 or Assumption 2, for any $p, p' \in [0, 1]$

$$|\phi(p) - \phi(p')| \leq \frac{W}{\alpha} |p - p'|^{\alpha} + |c_1(p - p'|. $$

Proof of Lemma 16. We can assume $p' \leq p$ without loss of generality. The absolute continuously of $\phi$ gives

$$|\phi(p) - \phi(p')| = \left| \int_{p'}^{p} \phi'(x) dx \right| \leq \left| \int_{p'}^{p} \phi'(x) dx \right|. $$

From Lemma 15, we have

$$|\phi(p) - \phi(p')| \leq \left| \int_{p'}^{p} (Wx^{\alpha-1} + c_1) dx \right|$$

$$= \left| \frac{W}{\alpha}(p^{\alpha} - p'^{\alpha}) + c_1(p - p') \right|$$

$$\leq \frac{W}{\alpha} |p - p'|^{\alpha} + |c_1(p - p'|, $$

where the last line is obtained since a function $x^{\alpha}$ for $\alpha \in (0, 1)$ is $\alpha$-Holder continuous. This is valid for the case $p' = 0$. Indeed,

$$|\phi(p) - \phi(0)| = \lim_{p' \to 0} |\phi(p) - \phi(p')|$$

$$\leq \lim_{p' \to 0} \left( \frac{W}{\alpha} |p - p'|^{\alpha} + |c_1(p - p')| \right)$$

$$= \frac{W}{\alpha} |p - 0|^{\alpha} + |c_1(p - 0)|. $$

Lemma 17. Given $\alpha > 0$, $\sup_{p \in M_k} \sum_{i=1}^{k} p_i^\alpha = k^{1-\alpha}.$

Proof of Lemma 17. If $\alpha = 1$, the claim is obviously true. Thus, we assume $\alpha \neq 1$. Introducing the Lagrange multiplier $\lambda$ for a constraint $\sum_{i=1}^{k} p_i = 1$, and letting the partial derivative of $\sum_{i=1}^{k} p_i^\alpha + \lambda(1 - \sum_{i=1}^{k} p_i)$ with respect to $p_i$ be zero, we have

$$\alpha p_i^{\alpha - 1} - \lambda = 0. \hspace{1cm} (28)$$

Since $p^{\alpha-1}$ is a monotone function, the solution of Eq (28) is given as $p_i = (\lambda/\alpha)^{1/(\alpha - 1)}$, i.e., the values of $p_1, ..., p_k$ are same. Thus, the function $\sum_{i=1}^{k} p_i^\alpha$ is maximized at $p_i = 1/k$ for $i = 1, ..., k$. Substituting $p_i = 1/k$ into $\sum_{i=1}^{k} p_i^\alpha$ gives the claim. □