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ABSTRACT
Transformer networks are effective at modeling long-range contextual information and have recently demonstrated exemplary performance in the natural language processing domain. Conventionally, the temporal action proposal generation (TAPG) task is divided into two main sub-tasks: boundary prediction and proposal confidence prediction, which rely on the frame-level dependencies and proposal-level relationships separately. To capture the dependencies at different levels of granularity, this paper intuitively presents an unified temporal action proposal generation framework with original Transformers, called TAPG Transformer, which consists of a Boundary Transformer and a Proposal Transformer. Specifically, the Boundary Transformer captures long-term temporal dependencies to predict precise boundary information and the Proposal Transformer learns the rich inter-proposal relationships for reliable confidence evaluation. Extensive experiments are conducted on two popular benchmarks: ActivityNet-1.3 and THUMOS14, and the results demonstrate that TAPG Transformer outperforms state-of-the-art methods. Equipped with the existing action classifier, our method achieves remarkable performance on the temporal action localization task. Codes and models will be available.
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1 INTRODUCTION
With the rapid development of the mobile devices and Internet, hours of video were uploaded to the Internet every second. Huge video information has far exceeded the processing capacity of the conventional manual system, thus video content analysis methods have attracted increased interest from both academia and industry.

Video temporal action detection, is one of the most active research topics in video understanding, which focuses both on classifying the action instances present in an untrimmed video and on localizing them with temporal boundaries. Similar to object detection, temporal action detection task is composed of two sub-tasks: temporal action proposal generation (TAPG) and action recognition.
Recently, significant progress has been achieved in action recognition ([12, 24, 36, 45]) following the deep convolutional network paradigm. However, the performance of such two-stage temporal action detectors still have much room for improvement in mainstream benchmarks [4, 19], which is largely determined by the proposal quality from TAPG. Hence, many recent works focus on generating high-quality temporal action proposals which have flexible durations, precise boundaries and reliable confidence scores.

In general, there are two main categories in the existing TAPG methods: anchor-based regression methods and the boundary-based regression methods. These two kinds of regression methods usually adopt context information in video from different aspects. anchor-based methods [7, 10, 13–15, 27, 35] generate action proposals based on multi-scale and dense pre-defined anchors, in this way, we can evaluate confidence scores of proposals with rich proposal-level context information. Therefore, these methods can obtain reliable confidence scores, but are inflexible and usually have imprecise boundaries. Recently, boundary-based methods [23, 25, 26] utilize the frame-level context information around the boundaries to predict boundaries. Thus, compared with anchor-based methods, they can generate proposals with more flexible durations and more precise boundaries. Meanwhile, they are more sensitive to noises and fail to consider the rich proposal-level context for confidence evaluation. Based on these above analyses, we attempt to take fuller advantage of both frame-level context and proposal-level context for temporal proposal generation.

In this paper, we focus on inter-frame relation modeling and inter-proposal relation modeling for temporal proposal generation. Inspired by the successful application of Transformers [43] in sequence prediction task, we intuitively take advantage of Transformers in modeling long-range contextual information. Therefore, we propose an unified temporal action proposal generation framework with Transformers, called TAPG Transformer. As shown in Figure 1, our TAPG Transformer mainly contains two following modules: Boundary Transformer and Proposal Transformer. Boundary Transformer aims to locate precise action boundaries by capturing the rich long-term temporal relationships between local details and global dependencies. To do so, the sequence of video features is provided as an input to the Transformer and output of the module is boundary probabilities. Then, Proposal Transformer is proposed to capture the potential inter-proposal relationships for confidence evaluation. Before performing inter-proposal relations, we propose a Sparse Sampling Mechanism to generate the sparse proposal sequence instead of the densely distributed proposals which will bring imbalanced data distribution between positive/negative proposals and more computational burdens. Then we feed them into the Proposal Transformer which discovers the complex relationships between proposals with different scales, and the Transformer outputs proposal confidences. Finally, we take the boundary probabilities and proposal confidences as input to Fuzzy Matching mechanism then get the matching proposals. Followed by the post processing, we obtain the final proposal set.

In summary, our work has three main contributions as follows:

- We propose a Boundary Transformer to capture the long-term frame-level dependencies for accurate temporal boundary prediction.
- We propose a Proposal Transformer with a sparse proposal sampling mechanism, which can learn the proposal-level context for proposal confidence evaluation. Besides, sparse sampling can significantly reduce the impact brought by the densely distributed proposals.
- Extensive experiments demonstrate that our method outperforms the existing state-of-the-art methods on THUMOS14 and achieves comparable performance on ActivityNet-1.3, in both temporal action proposal generation task and temporal action detection task.

2 RELATED WORK

2.1 Video Action Recognition

Action recognition is a fundamental and important task of the video understanding area. Currently, the end-to-end action recognition methods can be mainly divided into two types: 3D CNN-based methods and 2D CNN-based methods. 3D CNNs are intuitive spatio-temporal networks and natural extension from their 2D counterparts, which directly tackle 3D volumetric video data [6, 40] but have a heavy computational cost. Recent studies have shown that factorizing 3D convolutional kernel into spatial (e.g., 1×3×3) and temporal components (e.g., 3×1×1) is preferable to reduce complexity as well as boost accuracy, e.g., P3D [33], R2+1D [42], S3D-G [50], etc. Thus, 3D channel-wise convolution are also applied to video recognition in CSN [41] and X3D [11]. To capture temporal information with reasonable training resources, the other alternative 2D CNN based architectures are developed i.e., TSM [24], TEI [28], TEA [22], MVFNet [46], etc. These methods aim to design efficient temporal module based on existing 2D CNNs to perform efficient temporal modeling. There is also active research on dynamic inference [48], adaptive frame sampling techniques [20, 47, 49], which we think can be complementary to the end-to-end video recognition approaches.

2.2 Temporal Action Proposal Generation

Current temporal action proposal generation methods can be mainly divided into anchor-based and boundary-based methods. The anchor-based methods refer to the temporal boundary refinements of sliding windows or pre-defined anchors. [19, 31] use temporal sliding window and [35, 57] use snippet-wise probability to generate candidate proposals. TURN [15], CTAP [13] and Rap [14] adopt pre-defined anchors to generate proposals. These methods can evaluate confidence scores of proposals with rich proposal-level context information and obtain reliable confidence scores. Boundary-based methods refer to the temporal boundary sequence, then apply the Boundary Matching mechanism to generate candidate proposals. BSN [26], BMN [25] and BSN++ [38] directly predict the probability of boundaries and cover flexible temporal duration of action instances. Also, the ideas of GCN have been adopted in some works, G-TAD [53] extract temporal context and semantic context by GCN, but applies conventional temporal convolutional layers for actual implementation in temporal context extraction. They can generate proposals with more flexible durations and more precise boundaries. MGG [27] and TCANet [32] combines a boundary-based and anchor-based advantages to generate proposal. However, they have limited capability of modeling dependencies from the local context,
leading to performance penalty in the complex cases. In our work, we aim to make fuller use of inter-frame relation and inter-proposal relation for boundary prediction and the proposal-level confidence evaluation, respectively.

2.3 Transformers in computer vision
Transformer architectures are based on a self-attention mechanism that learns the relationships between elements of a sequence. The breakthroughs from Transformer networks [43] in language domain has sparked great interest in the computer vision community to adapt these models for vision. ViT [9] proposes to use NLP Transformer encoder directly on image patches. In order to apply Transformer model, DETR [5] treats object detection as a set prediction problem. Transformers are also adopted for Super resolution in [55], Image Colorization in [21], Tracking in [8, 54, 58], Pose estimation in [29], etc. Besides, for video understanding, there are also recent approaches seek to resolve this challenge using the Transformer networks. Video Transformer Network (VTN) that first obtain frame-wise features using 2D CNN and apply a Transformer encoder (Longformer [30]) on top to learn temporal relationships. TimeSformer [1] presents a convolution-free approach to video classification built exclusively on Transformers over space and time. Our work is most closely related to the works which apply Transformers for temporal action proposal generation. RTD-Net [39] adapts the Transformer-like architecture for action proposal generation in videos. However, there are substantial differences between RTD-Net and our method. RTD-Net uses decoder-only Transformer to exploit the global temporal context and devises a three-branch detection head for training and inference. On the contrary, in our paper we propose to adopt two original Transformers (Boundary Transformer, Proposal Transformer) to capture both inter-frame and inter-proposal relationships for precise boundary prediction and proposal confidence evaluation, respectively. On both two challenge benchmarks (i.e., THUMOS14 and ActivityNet13), our method outperforms RTD-Net with a clear margin.

3 APPROACH
In this section, first, we present the problem definition for the temporal action proposal generation task, and then we describe the basic Transformer architecture [43] that applied attention mechanisms to make global dependencies in a sequence data. In Sec. 3.3, we present an overview of our TAPG Transformer. The architecture of TAPG Transformer is composed of two main parts: a Boundary Transformer (Sec. 3.4) and a Proposal Transformer (Sec. 3.5). Finally, the training and inference details of our TAPG Transformer are introduced in Sec 3.6 and Sec 3.7, respectively.

3.1 Problem Definition
An untrimmed video \( U \) can be denoted as a frame sequence \( U = \{u_t\}_{t=1}^{t_n} \) with \( t_n \) frames, where \( u_t \) indicates the \( t \)-th RGB frame of video \( U \). The temporal annotation set of \( U \) is composed by a set of temporal action instances as \( \Psi_g = \{\psi_g^i\}_{i=1}^{N_g} \) and \( \psi_g^i = (t_{s_n}, t_{e_n}) \), where \( N_g \) is the number of ground-truth action instances, \( t_{s_n} \) and \( t_{e_n} \) are the starting and ending time of the action instance \( \psi_g^i \) respectively. During training phase, the \( \Psi_g \) is provided. While in the testing phase, the predicted proposal set \( \Psi_p \) should cover the \( \Psi_g \) with high recall and high temporal overlapping.

3.2 Preliminary: General Transformer
The original Transformer [43] has an encoder-decoder structure. The encoder is composed of six identical blocks, with each block
having two sub-layers: a multi-head self-attention layer and a simple position-wise fully connected feed-forward layer. Similar to the encoder, the decoder in the Transformer model consists of six identical blocks. In addition to the two sub-layers in each encoder block, the decoder inserts a third sub-layer, which performs multi-head attention on the output of the corresponding encoder block.

A key feature of the Transformer architecture is the so-called self-attention mechanism, which explicitly models the interactions between all entities of a sequence for structured prediction tasks. Formally, let’s denote a sequence of n entities by $F \in \mathbb{R}^{n \times d}$, where $d$ is the embedding dimension to represent each entity. The input sequence $F$ is projected onto three learnable linear transformations to get queries $Q$, keys $K$, and values $V$. Then, we compute the output of the self-attention mechanism as:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) \cdot V. \quad (1)$$

### 3.3 TAPG Transformer

Temporal action proposal generation task is generally divided into two sub-tasks: boundary prediction and proposal confidence evaluation. The long-range frame-level dependencies are desirable in precise boundary prediction. Moreover, modeling the rich inter-proposals relationships play a crucial role in confidence regression. Motivated by the success of Transformer models in the language domain, similar to how a Transformer operates on a sentence, it could naturally be applied to a sequence of frames or proposals. Therefore, we propose to solve each task sequentially by a different Transformer network which enables capturing the long-term information and dependencies between sequence elements. Figure 2 illustrates the architecture of our proposed framework, which called TAPG Transformer.

Given an untrimmed video $U$ which contains $l_o$ frames, we process the input video in a regular interval $\sigma$ for reducing the computational cost. Then we utilize the feature extractor to encode the visual feature from video frames. We concatenate the output of the last fully connected layer in the two-stream network [36] to form the feature sequence $F = \{f_i\}_{i=1}^T$, where $T = l_o/\sigma$. Finally, the feature sequence $F$ is used as the input of our framework.

Our model mainly contains two main modules: **Boundary Transformer** and **Proposal Transformer**. Boundary Transformer aims to capture the long-range dependencies between the frame-level features then output the boundary probabilities sequence. Similar to the Boundary Transformer which learns the relationships between frames, we propose a Proposal Transformer to model the relation between proposals with different scales and evaluate the confidence of proposals. Before performing inter-proposal relations, we need to generate the proposal features as the input to the Proposal Transformer. To do so, the previous works [25, 38] usually utilize dense sampling, which will generate a lot of redundant proposals and cause an imbalance data distribution between positive/negative proposals and temporal durations. Therefore, we propose a sparse sampling mechanism to generate the candidate proposals, then feed them into the Proposal Transformer which encodes the potential relationship between proposals, then output the corresponding confidence score from proposal confidence sequence. We take the boundary probabilities and proposal confidences as input to Fuzzy matching mechanism then get the matching proposals. Followed by the post processing, we obtain the final proposal set. We will describe the details of each module in the following sections.

### 3.4 Boundary Transformer

Long-term temporal dependency modeling is essential for boundary regression. Previous methods usually conduct stacked temporal convolutions [23, 25, 26] or global temporal pooling [14] to capture temporal relationship. However, 1D temporal convolution can effectively capture local temporal relation between frames but lacks the capacity of modeling long-term temporal structure limited by the kernel size. On the contrary, the global temporal pooling performs average pooling to capture the global features over frames but fails to capture finer temporal structure and may introduce unnecessary noise. To this end, we propose the Boundary Transformer to model both local temporal relation and long-range temporal dependency structure with a Transformer structure. The architecture of the Transformer is the same as the original Transformer model [43], which has been described in Sec. 3.2. We adopt a $M$-layer Transformer and each layer has an encoder-decoder structure as follows:

The **Encoder** is applied to estimate the relevance of one frame to other frames. First, we obtain the frame-wise feature sequence $F \in \mathbb{R}^{T \times C}$ using two-stream model [36], where $T$ is the length of the feature sequence and $C$ is the feature dimension. Then we feed them to the Transformer encoder and generate an augmented feature sequence $F_q \in \mathbb{R}^{T \times C}$ with the global context. The encoder has a standard architecture, which consists of a multi-head self-attention module and a feed forward network (FFN). The outputs $F_q$ of the encoder along with the embeddings are given as input to the Transformer decoder.

The **Decoder** contains three sub-layers, first two (multi-head self-attention and feed forward network) are similar to the encoder, while the third sub-layer performs multi-head attention over the output of the encoder stack. The input to the first self-attention module is the feature sequence $F \in \mathbb{R}^{T \times C}$, which is the same as that of the encoder. Then the module output the feature sequence $F_q$. In particular, for the second self-attention module, the $K, V$ are transformed from $F_q$ and $Q$ is transformed from $F_q$. In this way, the decoder further enhances relevant features while reducing the over-smoothing effect from the decoder.

The output representation of decoder is then used as the global representation for the boundary prediction task. Specifically, we append a **Boundary Head** which encode the output representation of decoder with multi-layer perceptron (MLP) network and followed by a Sigmoid layer to generate the predicted boundary probability sequence.

### 3.5 Proposal Transformer

For proposal confidence prediction, previous works [25] first generate densely distributed proposals then predict the confidence scores of them. Obviously, dense proposals will result in imbalanced data distribution between positive/negative proposals and more computational burdens. Meanwhile, the inter-proposal relationships modeling is a previously overlooked point, which plays a crucial role in proposal confidence evaluation. To relieve these issues, we
propose a sparse sampling mechanism and a Proposal Transformer as follows.

The **Sparse sampling mechanism** aims to maintain the sparse proposal sequence. Specifically, we use the Fibonacci sequence as a sliding window group \( W = \{w_i\}^D_{i=1} \) to generate the proposals with different scales, where \( D \) is the group size. The step size of each sliding window is computed as:

\[
\text{step} = \lceil \sqrt{w_i} \rceil + \lceil \frac{w_i}{y} \rceil, 
\]

where \( y \) is used to constraint the step size increases with the increase of the window size. For each proposal, we follow the BMN [25] and construct weight term \( w_{i,j} \in \mathbb{R}^{N \times T} \) via uniformly sampling \( N \) points between the temporal region. Then we conduct dot product in temporal dimension between \( w_{i,j} \in \mathbb{R}^{N \times T} \) and \( F \in \mathbb{R}^{T \times C} \) to generate the proposal feature with the shape \( C \times N \). Finally, we get the sparse proposal feature sequence \( P \in \mathbb{R}^{L \times S} \) and these proposal features are subsequently flattened, where \( L \) is number of proposal and \( S = C \times N \).

Moreover, we propose the Proposal Transformer to enhance the proposal feature representations for proposal confidence prediction. We adopt a \( M \)-layer Transformer, which is based upon the encoder and the decoder in original Transformer model [43]. The **Encoder** aims to capture the relationships between proposals in various scales. The sparse proposal feature sequence \( P \in \mathbb{R}^{L \times S} \) is given as input to the encoder. Then the encoder outputs the feature sequence \( P_y \) with the global view. Similar to the Boundary Transformer, the decoder takes inputs from the encoder as well as the previous outputs to generate enhanced proposal feature sequence. Taking the proposal sequence from the decoder output, our **Proposal Confidence Generator** will generate two types of confidence \( C_c, C_r \in \mathbb{R}^{L \times 1} \) with Sigmoid activation, where \( C_c, C_r \) are used for binary classification and regression loss function separately.

### 3.6 Training

The overall objective of our framework is defined as:

\[
\mathcal{L} = \mathcal{L}_b + \mathcal{L}_p, 
\]

where \( \mathcal{L}_b \) and \( \mathcal{L}_p \) are the objective functions of the Boundary Transformer and the Proposal Transformer respectively.

**Objective of Boundary Transformer.** The Boundary Transformer generates the starting and ending probability sequence \( P_s, P_e \). We can define training objective of the Boundary Transformer as a two-task loss function. The loss function consists of starting loss and ending loss:

\[
\mathcal{L}_b = \mathcal{L}_{b1}(P_s, G_s) + \mathcal{L}_{b2}(P_e, G_e),
\]

where \( G_s \) and \( G_e \) are the ground truth labels of boundary sequence, and \( \mathcal{L}_{b1} \) is the binary logistic regression loss function.

**Objective of Proposal Transformer.** The Proposal Transformer generates sparse proposal confidence sequence \( C_c \) and \( C_r \). The loss function \( \mathcal{L}_p \) consists of binary classification loss and regression loss:

\[
\mathcal{L}_p = \mathcal{L}_c(C_c, G_c) + \mathcal{L}_r(C_r, G_c),
\]

where \( \mathcal{L}_c \) is a binary logistic regression loss function, \( \mathcal{L}_r \) is a smooth \( L_1 \) loss, and \( G_c \) is the ground truth label of sparse proposal sequence.

The details of label assignment will be described in the supplementary material.

### 3.7 Inference

As mentioned above, the Boundary Transformer generates boundary probability sequence and the Proposal Transformer generates the sparse proposal confidence sequence. Then we construct a coarse proposals set \( \psi_p \) based on boundary probabilities. Take the proposal \( \varphi = [t_s', t_e'] \in \psi_p \) as an example, **Fuzzy matching** is devised to compute tIoU (Temporal Intersection over Union) between proposal \( \varphi \) and sparse proposal sequence, then select matching proposal \( p_m = [t_{s_m}, t_{e_m}] \). Next, we refine the proposal as:

\[
[t_s, t_e] = \begin{cases} (\frac{t_{s_m} + t_{s_m}}{2}, \frac{t_{e_m} + t_{e_m}}{2}), & \text{if } p_{c_m} > a_1 \text{ and } p_{c_r} > a_2, \\ [t_s', t_e'], & \text{otherwise}, \end{cases}
\]

where \( p_{c_m} \) is the proposal classification score, \( p_{c_r} \) is the regression confidence, \( a_1 \) and \( a_2 \) are the adjustment thresholds. Finally, we get a proposal set \( \psi_p = \{\varphi_n = (t_s, t_e, p_{c_s}^n, p_{c_r}^n, p_{c_m}^n, p_{c_r}^n)^N \}_{n=1}^N \), where \( p_{c_s}^n, p_{c_r}^n, p_{c_m}^n \) are the starting and ending probabilities.

Following the previous practices [25, 26], we also perform score fusion and redundant proposal suppression to further obtain final results. Specifically, in order to make full use of various predicted scores for each proposal \( \varphi_n \), we fuse its boundary probabilities and confidence scores of matching proposal by multiplication. The confidence score \( p_f \) can be defined as:

\[
p_f = p_{c_f}^n \cdot p_{c_r}^n \cdot p_{c_m}^n \cdot p_{c_r}^n.
\]

Hence, the final proposal set as

\[
\psi = \{\varphi_n = (t_s, t_e, p_f^n)^N \}_{n=1}^N.
\]

Moreover, we use the Soft-NMS [2] algorithm for **Post-processing** to remove the proposals which highly overlap with each other.

### 4 EXPERIMENTS

#### 4.1 Datasets and Evaluation Metrics

We evaluate our method on two challenge benchmarks: **ActivityNet-v1.3** [4] and **THUMOS14** [19]. ActivityNet-v1.3 is a large-scale video dataset for action recognition and temporal action detection tasks. It contains 10K training, 5K validation, and 5K testing videos with 200 action categories, and the ratio of training, validation and testing sets is 2:1:1. Our models trained on the training set and evaluated with the validation set. For THUMOS14, we use the subset of THUMOS14 that provides frame-wise action annotations. The model is trained with 200 untrimmed videos from its validation set and evaluated using 213 untrimmed videos from the test set. This dataset is challenging due to the large variations of the frequency and duration of action instances across videos.

**Evaluation Metrics.** Temporal action proposal generation aims to provide high quality proposals that have high IoU with ground truth action instances and high recall. To evaluate quality of proposals, **Average Recall (AR)** is the average recall rate under specified tIoU thresholds for measuring the quality of proposals. ActivityNetv1.3, these thresholds are set to \([0.5:0.05:0.95]\). On THUMOS14, they are set to \([0.5:0.05:1.0]\). By limiting the average number (AN) of proposals for each video, we can calculate the area under the
AR vs. AN curve to obtain AUC. We use AR@AN and AUC as our metrics to evaluate TAPG models. For the temporal action detection task, mean Average Precision (mAP) under multiple tIoU is the widely used evaluation metric. On ActivityNet-v1.3, the tIoU thresholds are set to \{0.5, 0.75, 0.95\}, and we also test the average mAP of tIoU thresholds between 0.5 and 0.95 with step of 0.05. On THUMOS14, these tIoU thresholds are set to \{0.3, 0.4, 0.5, 0.6, 0.7\}.

### 4.2 Implementation Details

For feature extractor, following previous works [25, 53], we adopt the two-stream network [36], where ResNet [16] and BN-Inception network [18] are used as the spatial and temporal networks respectively. During feature extraction, the interval \(\sigma\) is set to 16 and 5 on ActivityNet-1.3 and THUMOS14 respectively. For ActivityNet-v1.3, each video feature sequence is rescaled to \(T = 100\) snippets using linear interpolation. For THUMOS14, we crop each video feature sequence with overlapped windows of size \(T = 256\) and stride 128. Besides, for the sparse sampling mechanism, the length of sparse proposal sequence \(L\) is 451 and 1225 on ActivityNet-1.3 and THUMOS14, the max sliding window size \(D\) is 100 and 64 for ActivityNet-v1.3 and THUMOS14, respectively, and the constraint hyper-parameter \(\gamma\) is 21. For each proposal, we sampling points \(N = 32\). For Fuzzy matching, we set adjustment thresholds \(\alpha_1 = 0.9\) and \(\alpha_2 = 0.8\). Due to the limit of computation resource, we apply 1D Conv for dimension reduction, then take the features as the input to the Boundary Transformer and Proposal Transformer. For temporal action detection task, following [53], we take the video classification scores from [51] and [44] and multiply them to yield the fused confidence score \(p_f\) for evaluation. We train our TAPG Transformer from scratch using the Adam optimizer and the learning rate is set to \(10^{-4}\) and decayed by a factor of 0.1 after every 10 epoch. To preserve the positional information in the transformer, we adopt sine positional encoding for queries and keys. The number of Transformer layers \(M = 3\).

### 4.3 Comparison with State-of-the-art Results

In this subsection, we compare our method with the existing state-of-the-art methods on ActivityNet-v1.3 and THUMOS14. For a fair comparison, we adopt the same two-stream features used by previous methods in our experiments.

**Table 1: Performance comparison with state-of-the-art proposal generation methods on test set of THUMOS14 in terms of AR@AN.**

| Method      | @50 | @100 | @200 | @500 | @1000 |
|-------------|-----|------|------|------|-------|
| TAG [37]    | 18.6| 29.0 | 39.6 | -    | -     |
| CTAP [13]   | 32.5| 42.6 | 52.0 | -    | -     |
| BSN [26]    | 37.5| 46.1 | 53.2 | 61.4 | 65.1  |
| MGG [27]    | 39.9| 47.8 | 54.7 | 61.4 | 64.6  |
| BMN [25]    | 39.4| 47.7 | 54.8 | 62.2 | 65.5  |
| BSN++ [38]  | 42.4| 49.8 | 57.6 | 65.2 | 66.8  |
| TCANet [32] | 42.1| 50.5 | 57.1 | 63.6 | 66.9  |
| RTD-Net [39]| 41.1| 49.0 | 56.1 | 62.9 | -     |
| **Ours**    | 43.9| 53.5 | 60.2 | 66.7 | 68.8  |

**Table 2: Performance comparison with state-of-the-art action detection methods on test set of THUMOS14, in terms of mAP (%) at different tIoU thresholds.**

| Method      | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
|-------------|-----|-----|-----|-----|-----|
| SST [3]     | -   | -   | 23.0| -   | -   |
| CDC [34]    | 40.1| 23.0| -   | -   | -   |
| TURN-TAP [15]| 44.1| 34.9| 25.6| -   | -   |
| SSN [56]    | 51.9| 41.0| 29.8| -   | -   |
| BSN [26]    | 53.5| 45.0| 36.9| 28.4| 20.0|
| TAL-Net [7] | 53.2| 48.5| 42.8| 33.8| 20.8|
| MGG [27]    | 53.9| 46.8| 37.4| 29.5| 21.3|
| DBG [23]    | 57.8| 49.4| 39.8| 30.2| 21.7|
| BMN [25]    | 65.0| 47.4| 38.8| 29.7| 20.5|
| G-TAD [53]  | 54.5| 47.6| 40.2| 30.8| 23.4|
| BSN++ [38]  | 59.9| 49.5| 41.3| 31.9| 22.8|
| TCANet [32] | 60.6| 53.2| 44.6| 36.8| 26.7|
| RTD-Net [39]| 53.9| 48.9| 42.0| 33.9| 23.4|

**Results on THUMOS14.** We present performance comparison of the proposed TAPG Transformer with the state-of-the-art methods on THUMOS14 in Table 1 and Table 2, where our method improves the performance significantly for both temporal action proposal generation and action detection. For the temporal action proposal generation task, results are shown in Table 1, which demonstrate that TAPG Transformer outperforms state-of-the-art methods in terms of AR@AN with AN varying from 50 to 1000. For the temporal action detection task, the proposed TAPG Transformer also achieves superior results, as shown in Table 2. The performance of our method exceeds state-of-the-art proposal generation methods by a big margin at different tIoU thresholds. The high mAP reflects that our model is able to predict the proposals with high scores, and reduce the number of false positives.

**Results on ActivityNet-v1.3.** Table 3 and Table 5 shows comparison results of the proposed TAPG Transformer with other methods on ActivityNet-v1.3. For the temporal action proposal generation task, as shown in Table 3, the performance of TAPG Transformer again outperforms state-of-the-art proposal generation methods in terms of AR@AN with AN varying from 1 to 100 and AUC. Especially when AN equals 1, we achieve 34.9% regarding the AR metric, which indicates that top-1 proposal has high
### 4.4 Ablation Study

In this section, we conduct ablation studies on THUMOS14 to verify the effectiveness of each module in TAPG Transformer.

**Effectiveness of Transformers.** We perform ablation studies under different architecture settings and verify the effectiveness of the Boundary Transformer (BTR) and Proposal Transformer (PTR), separately. Table 4a demonstrates that both modules improve the performance individually. Temporal Evaluation Module (TEM) and Proposal Evaluation Module (PEM) are two modules of BMN [25]. As can be seen, “BTR + PTR” outperforming “TEM + PEM” demonstrates that PTR improves the proposal confidence, as shown in the second and fifth rows of Table 4a. To summarize, the evaluation results shown in Table 4a demonstrate that: 1) Compared with the previous works which only explore the local details, Boundary Transformer effectively captures the long-term information for accurate boundary prediction. 2) Instead of treating the proposals separately, Proposal Transformer effectively learns the relation of the proposals on different scales to generate high quality proposal confidence.

**Effectiveness of Sparse Sampling mechanism.** We perform ablation studies to verify the effectiveness of sparse proposal sequence and different sampling methods. Generating dense BM map to predict proposal confidence as done in [25] causes unbalanced positive/negative proposals and resource waste. As shown in the first two rows of Table 4b, generating less proposals (about only 7.5% of the BM maps) still achieves performance improvement. Meanwhile we design two ways to generate window group. The first is using different window sizes with equal stride in each group. The third to fifth rows in Table 4b shows that generating sliding windows with the stride set to 5, 3, and 2 all obtain good results. The second is using different window sizes with different distances in each group, specifically, we apply the Fibonacci sequence to generate candidate proposals. Satisfying performance is achieved as shown in the last row of Table 4b. In summary, the proposed TAPG Transformer achieves better performance with fewer proposals.

**Effectiveness of Query Form of Transformer Decoder.** We perform ablation studies to explore the performance of Transformer Decoder with different query forms. Long-term modeling easily leads to the smooth boundary of action and introduces global noise. To solve this problem, we design novel query forms of transformer decoder that are different from original Transformer. Specifically, we study on three query forms including learnable parameters, encoder output and original feature. The experimental results shown in Table 4c demonstrate that the query form of original feature achieves the best performance. We believe the reason is that introducing original feature helps eliminate the effects of smooth boundary of action and the global noise.

---

**Table 4: Ablation study on THUMOS14.** We show mAP (%) at different tIoU thresholds.

| Model       | Module       | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  |
|-------------|--------------|------|------|------|------|------|
| BMN         | TEM          | 41.9 | 36.4 | 27.8 | 21.6 | 12.7 |
| BMN         | TEM+PEM      | 56.0 | 47.4 | 38.8 | 29.7 | 20.5 |
| Ours        | BTR          | 43.8 | 37.7 | 29.9 | 20.8 | 12.9 |
| Ours        | BTR + PTR    | 62.9 | 57.6 | 47.6 | 37.5 | 25.3 |
| Ours        | BTR + PTR    | 65.3 | 59.3 | 50.8 | 40.1 | 28.5 |

**Table 5: Performance comparison with state-of-the-art action detection methods on validation set of ActivityNet-1.3, in terms of mAP (%) at different tIoU thresholds and the average.**

| Method       | 0.5  | 0.75 | 0.95 | Average |
|--------------|------|------|------|---------|
| Singh et al. [37] | 34.5 | -    | -    | -       |
| SCC [17]     | 40.0 | 17.9 | 4.7  | 21.7    |
| CDC [34]     | 45.3 | 26.0 | 0.20 | 23.8    |
| R-C3D [52]   | 26.8 | -    | -    | -       |
| BSN [26]     | 46.5 | 30.0 | 8.0  | 30.0    |
| BMN [25]     | 50.1 | 34.8 | 8.3  | 33.9    |
| GTAD [53]    | 50.4 | 34.6 | 9.0  | 35.1    |
| BSN++ [38]   | 51.3 | 35.7 | 8.3  | 34.9    |
| TCANet w/ BSN [32] | 51.9 | 34.9 | 7.5  | 34.4    |
| RTD-Net [39] | 46.4 | 30.5 | 8.6  | 30.5    |
| Ours         | 53.2 | 35.5 | 10.1 | 35.4    |

---

Outperforming “TEM + PEM” demonstrates that PTR improves the proposal confidence, as shown in the second and fifth rows of Table 4a. To summarize, the evaluation results shown in Table 4a demonstrate that: 1) Compared with the previous works which only explore the local details, Boundary Transformer effectively captures the long-term information for accurate boundary prediction. 2) Instead of treating the proposals separately, Proposal Transformer effectively learns the relation of the proposals on different scales to generate high quality proposal confidence.
Table 4d shows the effectiveness of stacking multi-layer transformers, which has been proved in multiple tasks, e.g., NLP [43] and object detection [5]. We study on the different number of the stack of multiple layers in Boundary Transformer and Proposal Transformer. As shown in Table 4d, we achieve the best performance when stacking three Transformer modules. However, stacking an increasing number of layers does not necessarily lead to performance improvement, and the stack of excessive layers may lead to over-fitting as well, as shown in the last row of Table 4d.

4.5 Visualization
Figure 3 presents visualization examples of some representative and challenging cases on ActivityNet1.3. The proposals with the highest $k$ scores are visualized in each video, where $k$ is the number of ground truth. In the top video, although there exist scenes of falling and the first-person perspective, our method predicts the video correctly as a continuous action. The correct prediction shows that our method understands the inter-frame relation and inter-proposal relation properly and does not overfit the noisy frames. The middle video includes multiple ground truth action instances, while our top-3 proposals match them accurately, indicating the high quality of our generated proposals. In the bottom video, where the background frames and action frames are of a similar scene, our top-2 proposals are successfully aligned with the positions of ground truth action instances. Our method considers the high-level semantic information and can identify the noisy snippets even when they have a very similar appearance to the action. More examples and comparison results with the previous methods are shown in the supplementary material.

5 CONCLUSION
In this paper, we propose a novel temporal action proposal generation framework with transformers, which consists a Boundary Transformer and a Proposal Transformer. Boundary Transformer captures long-term temporal context and Proposal Transformer...
models inter-proposal relation. Our TAPG Transformer can effectively enhance video understanding and noisy action instance localization. Extensive experiments show that our model achieves new state-of-the-art performance in temporal action proposal generation and action detection on THUMOS14 and ActivityNet1.3 datasets.
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Supplementary Material for Temporal Action Proposal Generation with Transformers

1 LABEL ASSIGNMENT
The method of label assignment in each loss functions are described in detail below. For Boundary Transformer, we need to generate temporal boundary label sequence, \( G_w, G_c \in \mathbb{R}^k \). Following [?], for a ground-truth action instance \( \psi_g = (t_s, t_e) \) with duration \( d_g = t_e - t_s \) in annotation set \( \Psi_w \), we denote its starting and ending regions as \( r_S = [t_s - d_g/10, t_s + d_g/10] \) and \( r_E = [t_e - d_g/10, t_e + d_g/10] \) separately. Then, for a temporal location \( t_n \) within \( F_w \), we denote its local region as \( r_n = [t_n - d_f/2, t_n + d_f/2] \), where \( d_f = t_n - t_{n-1} \) is the temporal interval between two locations. Then we calculate overlap ratio \( IoR \) of \( r_n \) with \( r_S \) and \( r_E \) separately, and denote maximum \( IoR \) as \( g_{i,n}^S \) and \( g_{i,n}^E \) separately, where \( IoR \) is defined as the overlap ratio with ground truth proportional to the duration of this region. Thus we can generate \( G_{S,W} = \{g_{i,n}^S\}_{n=1}^{L} \) and \( G_{E,W} = \{g_{i,n}^E\}_{n=1}^{L} \) as label of Boundary Transformer. For Proposal Transformer, we need to generate Sparse Proposal sequence label \( G_c \in \mathbb{R}^k \), where \( L \) is number of sparse proposals. For a proposal \( \phi_i \in P \), we calculate its Intersection-over-Union (IoU) with all \( \psi_g \) in \( \Psi_w \), and denote the maximum IoU as \( g_i^L \). Thus we can generate \( G_c = \{g_i^L\}_{i=1}^{L} \) as label of Proposal Transformer.

2 MORE VISUALIZATION EXAMPLES
Figure 1 illustrates two visualization examples and comparison with classical method BMN [? ]. The example on the left shows that the BTR module can significantly reduce the adverse effects of boundary noise. The other example indicates that BTR can enhance the boundary awareness. These two remarkable advantages benefit from the ability of BTR to capture the long-term frame-level dependencies.

Figure 2 illustrates more visualization examples on ActivityNet1.3. The generated proposals of our method with the highest \( k \) scores are visualized in each video, where \( k \) is the number of ground truth. The scenarios of all examples are relatively complicated. In the first and second videos which contain complex action scenes, our method predicts the various scenes correctly as a complete action. For instance, the action of wrapping presents contains various scenes including putting the present in the wrapping paper, packing the present and so on. The correct predictions show that our method understands the inter-frame relation and inter-proposal relation properly. In the third and fourth videos, where the background frames and action frames are of the similar scene, our top-2 proposals are successfully aligned with the positions of ground truth action instances. Our method is able to identify the noisy snippets even when they have very similar appearance to the action. In the bottom video, which contains complex background scenes, our model correctly understands the semantic information and identify the true action. For instance, the background of the platform diving action contains various scenes including audience cheering, the diving platform scene without competition going on and so on.
| Groundtruth | Prediction | Groundtruth | Prediction |
|-------------|------------|-------------|------------|
| **Background** | **Washing face** | **Background** | **Washing face** |
| 18.0s | 21.5s | 31.1s | 37.1s |
| score: 0.766 | | score: 0.753 | |
| **Background** | **Wrapping presents** | **Background** | **Wrapping presents** |
| 35.9s | 41.5s | 43.7s | 54.4s |
| score: 0.687 | score: 0.639 | | |
| **Background** | **Waterskiing** | **Background** |
| 13.1s | | 112.1s |
| score: 0.953 | | |
| **Background** | **Hitting a pinata** | **Background** | **Hitting a pinata** |
| 5.6s | 13.2s | 17.4s | 22.9s |
| score: 0.645 | score: 0.681 | | |
| **Background** | **Platform diving** | **Background** | **Platform diving** |
| 9.3s | 22.3s | 61.5s | 68.1s |
| score: 0.706 | | score: 0.683 | |

Figure 2: Visualization examples of generated proposals on ActivityNet1.3.