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Abstract

This paper is devoted to the advance in the project of systematic description of colored knot polynomials started in [1] – explicit calculation of the inclusive Racah matrices for representation $R = [3, 3]$. This is made possible by a powerful technique which we suggest in this paper – the use of highest weight method in the basis of Gelfand-Tseitlin tables. Our result allows one to evaluate and investigate $[3, 3]$-colored polynomials for arbitrary 3-strand knots, and this confirms many previous conjectures on various factorizations, universality, and differential expansions. Furthermore, with the help of a method developed in [31] we manage to calculate exclusive Racah matrices in $R = [3, 3]$. Our results confirm a calculation of these matrices in [2], which was based on the conjecture of explicit form of differential expansion for twist knots. Explicit answers for Racah matrices and $[3, 3]$-colored polynomials for 3-strand knots up to 10 crossings are available at [35]. With the help of our results for inclusive and exclusive Racah matrices, it is possible to compute $[3, 3]$-colored HOMFLY-PT polynomial of any link for the so-called one-looped family links, which are obtained from arborescent links by adding one loop.
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1 Introduction

One of the central approaches in modern knot theory is the study of quantum invariants of knots and links. This approach originated in late 1980’s from two complementary perspectives: first, Wilson loop observables in Chern-Simons quantum field theory [6]; second, intertwiners in representation theory of quantum groups [11]. Both approaches turned out to provide the same answer, associating to a knot $K$ a polynomial

$$ K \mapsto H_R^{(K)}(q, a) $$

in two variables $(q, a)$, called colored HOMFLY-PT knot polynomial. Among other things, this polynomial depends on a choice of color, i.e. a finite-dimensional representation $R$ of $SU(N)$ (it is possible to consider other Lie groups, but we focus our attention on the unitary case) where $a = q^N$. If $K$ is a link, then the HOMFLY-PT polynomial depends on several colors, associated to each connected component of the link.

The color dependence of knot or link polynomials turned out to be quite intricate. For simplest knots and links this dependence can be entirely tamed – a celebrated example is the case of the double Hopf link, which consists of 3 linked unknots and gives rise to the topological vertex $C_{R_1, R_2, R_3}$ [3], one of the main technical tools of topological string theory on toric Calabi-Yau 3-folds. However, as soon as the knot or link becomes topologically non-trivial, complexity of the answer increases significantly. One may argue that such colored knot polynomials provide a topologically non-trivial generalization of WZW and Liouville conformal blocks [4] and their color dependence should therefore be carefully studied. While only at its beginning, this study already revealed several interesting structures, such as traces of hidden integrability [37] and the eigenvalue conjecture [32]. As the available data continues to grow, one may expect many more structures to come to light.

While both the Chern-Simons path integral and quantum group representation theory allow in principle to compute any desired colored knot polynomial, in practice representations as small as $[2, 1]$ or $[3, 1]$ have been out of reach until
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very recently. Inevitably, regardless of the approach one takes, one ends up with the necessity to deal with the so-called q-6j symbols, also known as quantum Racah-Wigner matrices

\[
U_{R_1,R_2,R_3}^{R_4} : \left\{ (R_1 \otimes R_2) \otimes R_3 \rightarrow R_4 \right\} \rightarrow \left\{ R_1 \otimes (R_2 \otimes R_3) \rightarrow R_4 \right\}
\]  

(1)

or, graphically,

The l.h.s. and r.h.s. represent two different bases in the space of intertwiners (invariant tensors of the quantum group) \( R_1 \otimes R_2 \otimes R_3 \rightarrow R_4 \). Each basis is a collection of finitely many vectors, labeled by the choice of color in the internal channel (X and Y in the picture above) and the choice of intertwiner in each of the four trivalent vertices (white circles in the picture above). Racah matrix represents the change of basis from l.h.s. to r.h.s.

Depending on which problem in knot theory one addresses, one may need different types of Racah matrices. While in the original Reshetikhin-Turaev formalism one required all of them, some simplifications can be achieved by using its modern modifications [7, 10, 9]. In the course of this project we are particularly interested in the following two classes of Racah matrices,

inclusive : \( U_Q \) with \( R_1 = R_2 = R_3 = R, \ R_4 = Q \in R^{\otimes 3} \)  

(2)

and

exclusive : \( S \) with \( R_1 = R_2 = R_4 = R, \ R_3 = \bar{R} \)  

\( \bar{S} \) with \( R_1 = R_3 = R_4 = R, \ R_2 = \bar{R} \)  

(3)

These two classes of Racah matrices allow to compute the HOMFLY-PT polynomials for two large classes of knots. The inclusive (the term refers to arbitrariness of the final representation \( Q \in R^{\otimes 3} \)) matrices \( U_Q \) allow to compute the \( R \)-colored HOMFLY polynomials for arbitrary 3-strand braids \( L = (m_1, n_1|m_2, n_2|...) \) via [8],

\[
H_R^{(m_1,n_1|m_2,n_2|...)}(A, q) = \sum_{Q \in R^{\otimes 3}} \frac{d_Q}{d_R} \cdot \mathrm{Tr}_Q \left( R_Q^{m_1} U_Q R_Q^{m_2} U_Q^\dagger R_Q^{n_2} U_Q R_Q^{n_2} U_Q^\dagger \ldots \right)
\]  

(4)

where \( d_R \) is the quantum dimension of representation \( R \) for the Lie algebra \( sl_N \), expressed through the variable \( A = q^N \), and \( R_Q \) is a diagonal matrix with the entries

\[
\lambda_Y = \epsilon_Y q^{\kappa_Y}, \quad Y \in R^{\otimes 2}
\]  

(5)

where \( \kappa_Y = \sum_{(i,j) \in Y} (i - j) \) is the value of Casimir operator in the representation \( Y \), while \( \epsilon_Y = \pm 1 \) depending on whether \( Y \) belongs to the symmetric or antisymmetric square of \( R \). For other simple Lie algebras similar formulas exist, see [13] for a short survey.

The exclusive matrices \( S \) and \( \bar{S} \), where only \( R \) is picked up in the "final state" of the product \( R \otimes R \otimes \bar{R} \), define [14, 15] the building blocks ("fingers") which allow to compute the \( R \)-colored HOMFLY for arbitrary arborescent (double-fat) knots \( K = \{F^{I,kl}\} \).
where the propagators $P_{X \cdot X''}$ connecting the vertices $I$ are just the matrices $S_{X \cdot X''}$ or $\bar{S}_{X \cdot X''}$ (bars refer to the antiparallel rather than parallel double lines, the two parallel vertices never being connected), while the fingers attached to the vertices are arbitrary matrix elements of the type

$$F_X = \left( \ldots SR^{l_3}SR^{l_2}S^\dagger R^{l_4}S \right)_{0X}$$

Despite limited, these two classes of knots are quite rich and already quite informative: in particular, the second class contains non-trivial pairs of mutants. Computation of inclusive and exclusive Racah matrices can shed much light on the properties of these two classes of knots.

The distinguishing of mutant knots is a very complicated topological problem. It is known [3] that HOMFLY polynomials colored by multiplicity-free representations cannot distinguish mutants, while representations with multiplicities, at least in all cases known to us, can (see recent papers [17, 18, 19] on this topic). Representations without multiplicities are enumerated by all rectangular Young diagrams, so the representation $[3, 3]$ is also of this type. However, quantum 6j-symbols are still of great interest for such representations. First of all, we are interested in their analytical properties. For example, it is known that any 6j-symbol in $SU(2)$ (and there are no multiplicities for $SU(2)$ at all) can be described with the help of Racah orthogonal polynomial, which is expressed in terms of the hypergeometric function $F_3$. From this expression, for example, it is easy to find all their $S_4 \times S_3$ symmetries: the tetrahedron and Regge symmetries. Also, from the explicit expression, it is easy to obtain the famous asymptotic Ponzano-Regge formula [20] in terms of the volume of the corresponding tetrahedron. In papers [21, 22] it was found that inclusive and exclusive 6j-symbols with incoming symmetric representations of $SU(N)$ can be expressed in terms of $SU(2)$ ones, what allowed to find the counterpart of symmetries and asymptotic formula.

In addition, according to [25, 26], combining a 3-strand braid and arborescent braids [23], one can build up a large class of knots and links, which we call 1-looped links. This class definitely includes all arborescent links and the links that have 3-strand braid realizations. Note that these 3-strand and arborescent classes do not cover whole Rolfsen table, while the 1-looped class contains the entire Rolfsen table, all 3-strand links, all arborescent links, and, for example, all mutant knots with 11 intersections.

This paper represents yet another small step in this direction: we compute the inclusive and exclusive Racah matrices for $R = [3, 3]$ using the highest weight method of [8]. Starting from 6 boxes, the method of [8] becomes increasingly complex: we cure this problem by passing from the earlier used tensor product bases to the Gelfand-Tsetlin basis [12] for representations of quantum groups. This basis is distinguished from many perspectives – practically, all computations become significantly faster – and in our opinion deserves a separate publication to discuss. In this paper we do not expand on this topic, instead concentrating on results and applications in the particular case of $R = [3, 3]$, which is an important special case and closes a number of open questions.

## 2 Results for Racah matrices

The best way to calculate inclusive quantum 6-j symbols is the highest weight method of [8]. With the help of this method inclusive Racah matrices were calculated for symmetric (and antisymmetric) representations $R = [r]$ (and $R = [1']$) up to level 5 in [32], for $R = [2, 1]$ in [28], for $R = [3, 1]$ in [29] and for $R = [2, 2]$ in [30]. The method is straightforward but very tedious, especially for such representations $R$ which have multiplicities $R = [2, 1]$ and $R = [3, 1]$.

Exclusive quantum Racah matrices $S$ and $\bar{S}$ are known for symmetric (and antisymmetric) representations $R = [r]$ (and $R = [1']$) [24, 27]. Their general form was guessed after considering explicit formulas for several low levels. Actually, they look like a straightforward quantization and extension of the classical formulas cited in [33]. The only available at the moment non-rectangular diagram $R = [2, 1]$ was calculated in [34] by solving pentagon relations and additional specific symmetries of the representation $R = [2, 1]$. The last available case $R = [2, 2]$ (non-symmetric but rectangular i.e. without multiplicities) was calculated in [31] with the help of a trick described in Section 3.
2.1 Specification to the case of $R = [3, 3]$

This case is relatively simple, because it does not contain multiplicities, the number of matrices not so big and their sizes are rather small, still this is a new piece of knowledge.

Decomposition of the square

$$[3, 3] \odot [3, 3] = [6, 6] \oplus [6, 5, 1] \oplus [6, 4, 2] \oplus [6, 3, 3] \oplus [5, 5, 1, 1] \oplus [5, 4, 2, 1] \oplus [5, 3, 3, 1] \oplus [4, 4, 2, 2] \oplus [4, 3, 3, 2] \oplus [3, 3, 3, 3]$$ (8)

contains ten irreducible representations.

The maximal size of the Racah mixing matrices will be $12 \times 12$. All representations come with no multiplicities, but not all $R$-matrices are different in contrast to [2, 2] case. For example, $R$-matrices of $[8, 5, 2, 2, 1]$ and $[8, 4, 4, 1, 1]$ are difined by same intermediate diagrams $[6, 4, 2]$ and $[5, 4, 2, 1]$. Another fact is that all eigenvalues of $R$-matrices are different (there are no accidental coincidences, which are often encountered for non-rectangular representations $R$). These facts give a chance that the mixing matrices can be defined from eigenvalue hypothesis [32], which provides explicit expressions for the entries of Racah matrices through eigenvalues of the $R$-matrices (they are given in [32] for sizes up to 5 and size 6 was later described in [13]).

Representation content of the cube is

$$[3, 3] \odot ([3, 3] \odot [3, 3]) = [9, 9] + [6, 6, 6] + 2[7, 6, 5] + [7, 7, 4] + [8, 5, 5] + 3[8, 6, 4] + 2[8, 7, 3] + [8, 8, 2] + 2[9, 5, 4] + 4[9, 6, 3] +$$
$$+ 3[9, 7, 2] + 2[9, 8, 1] + 3[5, 5, 4, 4] + 5[5, 5, 5, 3] + 6[6, 4, 4, 4] + 8[6, 5, 4, 3] + 3[6, 5, 5, 2] + 10[6, 6, 3, 3] +$$
$$+ 6[6, 6, 4, 2] + 3[6, 6, 5, 1] + 3[7, 4, 4, 3] + 6[7, 5, 3, 3] + 9[7, 5, 5, 2] + 3[7, 5, 5, 1] + 12[7, 6, 3, 2] +$$
$$+ 6[7, 6, 4, 1] + 6[7, 7, 2, 2] + 3[7, 7, 3, 1] + 3[8, 4, 4, 3] + 3[8, 4, 4, 2] + 6[8, 5, 3, 2] + 6[8, 5, 4, 1] +$$
$$+ 3[8, 6, 2, 2] + 9[8, 6, 3, 1] + 6[8, 7, 2, 1] + 3[8, 8, 1, 1] + 3[9, 3, 3, 3] + 2[9, 4, 4, 1] +$$
$$+ 3[9, 5, 2, 2] + 3[9, 5, 3, 1] + 2[9, 6, 2, 1] + [9, 7, 1, 1] + 2[5, 4, 3, 3, 3] + 4[5, 4, 4, 3, 2] + 2[5, 4, 4, 4, 1] +$$
$$+ 3[5, 5, 3, 3, 2] + 3[5, 5, 4, 2, 2] + 6[5, 5, 4, 3, 1] + 2[5, 5, 5, 2, 1] + 4[6, 3, 3, 3, 3] + 9[6, 4, 3, 3, 2] +$$
$$+ 5[6, 4, 4, 2, 2] + 6[6, 4, 4, 3, 1] + 6[6, 5, 3, 2, 2] + 12[5, 5, 3, 3, 1] + 10[6, 5, 4, 2, 1] + 3[6, 5, 5, 1, 1] +$$
$$+ 6[6, 6, 2, 2, 2] + 8[6, 6, 3, 2, 1] + 3[6, 6, 4, 1, 1] + 3[7, 3, 3, 3, 2] + 6[7, 4, 3, 2, 2] + 6[7, 4, 4, 3, 1] +$$
$$+ 6[7, 4, 4, 2, 1] + 3[7, 5, 2, 2, 2] + 12[7, 5, 3, 2, 1] + 6[7, 5, 4, 1, 1] + 6[7, 6, 2, 2, 1] + 6[7, 6, 3, 1, 1] +$$
$$+ 3[7, 7, 2, 1, 1] + 2[8, 3, 3, 3, 1] + 4[8, 4, 3, 2, 2] + 2[8, 4, 4, 1, 1] + 2[8, 5, 2, 2, 1] + 6[8, 5, 3, 1, 1] +$$
$$+ 4[8, 6, 2, 1, 1] + [8, 7, 1, 1, 1] + 3[3, 3, 3, 3, 3] + 2[4, 3, 3, 3, 2] + 3[4, 3, 3, 3, 2] + [4, 4, 3, 3, 3, 1] +$$
$$+ [4, 4, 4, 2, 2, 2] + 2[4, 4, 4, 3, 2, 1] + [4, 4, 4, 4, 1, 1] + [5, 3, 3, 3, 3, 2] + 3[5, 3, 3, 3, 3, 1] + 2[5, 4, 3, 3, 2, 2] +$$
$$+ 6[5, 4, 3, 3, 2, 1] + 3[5, 5, 4, 2, 2, 1] + 3[5, 4, 4, 3, 1, 1] + [5, 5, 5, 2, 2, 2] + 3[5, 5, 5, 2, 2, 1] + 6[5, 5, 3, 3, 1, 1] +$$
$$+ 3[5, 5, 4, 2, 1, 1] + [5, 5, 5, 1, 1, 1] + 2[6, 3, 3, 3, 2, 1] + 4[6, 4, 3, 2, 2, 1] + 3[6, 4, 3, 3, 1, 1] + 3[6, 4, 4, 2, 1, 1] +$$
$$+ 2[6, 5, 2, 2, 1, 1] + 6[6, 5, 3, 2, 1, 1] + 2[6, 5, 4, 1, 1, 1] + 3[6, 6, 2, 2, 1, 1] + 6[6, 6, 3, 1, 1, 1] + [7, 3, 3, 3, 1, 1] +$$
$$+ 2[7, 4, 3, 2, 1, 1] + [7, 4, 4, 1, 1, 1] + [7, 5, 2, 2, 1, 1] + 3[7, 5, 3, 1, 1, 1] + 2[7, 6, 2, 1, 1, 1] + [7, 7, 1, 1, 1, 1]

and the inclusive Racah matrices form the collection
All matrices were calculated with the help of the highest weight method using Gelfand-Tseitlin basis. Results are available online at [35]. All matrices of size up to four are nicely handled by the eigenvalue hypothesis, but we checked them by the direct calculations. Here we list one Racah matrix for $Q = [7, 6, 3, 2]$ as an illustration (factors $u^j_i$ are listed explicitly in Appendix A below).
3 Exclusive matrices from inclusive ones

In the paper [31] it was described a method for multiplicity free cases only how to calculate exclusive quantum Racah matrices $S$ and $\bar{S}$ if inclusive matrices are known. Since $R = [3,3]$ is exactly the case, then we can directly apply that method to our matrices.

The idea is based on the fact that there is a two-parametric family, which is simultaneously 3-strand braid $(m, -1|\pm n, -1)$ and pretzel $Pr(m, n, \pm 2)$. From one hand, for this 3-strand braid family formula (4) reduces to

$$H_R^{(m, -1|\pm n, -1)} = \sum_{Y, Z \in R^{\otimes 2}} h_{YZ} \cdot \lambda_Y^m \lambda_Z^n$$

(9)

which is the usual evolution formula and where $\lambda_Y$ is the eigenvalue [3]. From another hand, for this pretzel family formula (6) simplifies to:

$$H_{Pr(m, n, \pm 2)}^R = d_R \sum_{\bar{X} \in R^{\otimes R}} \frac{(ST^m S^\dagger)_{\bar{X}\bar{X}} (ST^n S^\dagger)_{\bar{X}\bar{X}} (\tilde{S}^{\pm 2})_{\bar{X}\bar{X}}}{S_{\bar{X}\bar{X}}} = d_R^{-1} \sum_{Y, Z \in R^{\otimes 2}} \sqrt{d_Y d_Z} K_{\bar{X}, Y} S_{\bar{X}, Y} S_{\bar{X}, Z} \cdot \lambda_Y^m \lambda_Z^n$$

(10)

where the square $S_{\bar{X}, Y}^2 = dy/d_{\bar{R}}$ and $K_{\bar{X}} = d_{\bar{R}} d_{\bar{X}}^{1/2} (\tilde{S}^{\pm 2})_{\bar{X}\bar{X}}$. The pretzel formula (10) should be compared with the answer [9]. It gives:

$$\sum_{\bar{X}} K_{\bar{X}, Y} S_{\bar{X}, Y} S_{\bar{X}, Z} = \frac{d_R}{\sqrt{d_Y d_Z}} : h_{YZ} = :b_{YZ}$$

(11)

i.e. $F_{\bar{X}}$ are the eigenvalues of the matrix $h$ at the r.h.s., while our needed $S_{\bar{X}, Y}$ is the orthogonal diagonalizing matrix (made from the normalized eigenvectors). It provides the explicit way to calculate $S$. Then we can extract $\bar{S}$ just from the known $S$ using relation (63) from [14]:

$$\bar{S} = \bar{T}^{-1} S T^{-1}$$

(12)

Our calculations of matrices $S$ and $\bar{S}$ confirms formulas obtained by A.Morozov in the paper [2].

4 Examples of $[3, 3]$-colored HOMFLY for knots, which are 3-strand but not arborescent

Using the manifest expressions for the inclusive Racah matrices, one can evaluate the HOMFLY polynomials of all 3-strand knots in representation $[3,3]$. The results for arborescent knots are in [35] due to results of [2], for different 3-strand knots can be found in [35]. Here, as an illustration, we write down the answers for two knots $10_{100}$ (in a table style) and $10_{161}$ (in a polynomial style) that are 3-strand and can not be presented by arborescent diagrams:

![Figure 1: Knots 10_{100} and 10_{161} from the Katlas 36](image)
We managed to calculate inclusive Racah matrices for $H_{10161} = (q^8 - q^7 - 2q^7 + 3q^6 + 2q^5 + 3q^2 - 3q^2 - 2q^2 - 4q + 4 + 5q^2 + 3q + 5q^2 + 5q^2)$. The use of this basis allows to simplify computations significantly and access colored HOMFLY polynomials with 6 and more boxes. We expect to get several new interesting results soon, in particular, the long-anticipated non-trivial color [4,2]. All details of the method will be published separately. Let us emphasize that our results helped
to discover many interesting properties of quantum 6-j symbols and colored knot invariants such as new symmetries [32], a block structure of $R$-matrix [38], relation between colored Alexander polynomial and KP hierarchy [39] and new symmetries of colored HOMFLY polynomials [40, 41].

Finally, we list a few issues in which 6-j symbols must necessarily play an important role, but their impact is still very poorly understood.

First, there are Khovanov-type knot polynomial invariants [42, 43] or refined invariants called superpolynomials [44]. On the one hand, there is no R-matrix description for them, and on the other hand, its various structures show themselves perfectly [45, 46]. In addition, in [47, 48], analogs of the squares of 6j-symbols for superpolynomials of the DAHA algebra for knots of genus 2 were obtained. This indicates that refined analogs of quantum 6j symbols are also present in the description of colored superpolynomials.

Second, it is a matrix-model approach or a topological recursion method. These two methods are closely related to each other. It is well known that matrix models can describe various combinatorial quantities often associated with graphs (see, for example, recent paper [49]). Therefore, it is natural to expect their appearance in knot theory. Topological recursion is, in a sense, an algebraic-geometric interpretation of the loop equations of the matrix model, which, however, may turn out to be a more general construction [50]. In any case, in the context of colored HOMFLY polynomials, both approaches are developed only for torus knots [51, 52], where the role of 6j-symbols is negligible. Nevertheless, it is believed that for HOMFLY polynomials of non-torus knots, if there is a matrix model, then it necessarily takes into account the influence of 6j-symbols. It is also possible that instead of matrix models one should consider more complex tensor models, which, incidentally, have all the properties necessary for this task: character expansion [53], diagram technique [54], etc.

Third, 6j-symbols appear in quantum computing. Moreover, both classical 6j-symbols can appear when calculating the wave function of a quantum system [55], and quantum when calculating R-matrices [56] in the topological approach [57].
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6 Appendix A: Example of computation

To give a more detailed illustration of our method, let us present here the computation of the Racah matrix for $Q = [9, 5, 4]$. This is a simple case, since the size of Racah matrix is 2.

The essence of computation is comparison of two different bases in one and the same vector space of intertwiners $[3, 3] \otimes [3, 3] \otimes [3, 3] \rightarrow [9, 5, 4]$. The Racah matrix arises as the matrix of reexpansion coefficients between one basis and another. It is clear from general representation theory perspective that full information about these bases is contained in their highest weight components – the preimages under the intertwining map of the highest weight in representation $[9, 5, 4]$. These preimages represent two sets of vectors in the tensor cube $[3, 3] \otimes [3, 3] \otimes [3, 3]$, labeled by intermediate choices of internal representation in the double tensor product $[3, 3] \otimes [3, 3]$. For computation of these vectors we employ a standard representation theory technique, using the action of $U_q(sl_N)$ for suitable $N$ (here we choose $N = 3$ as the target Young diagram has 3 rows) on tensor products of irreducible finite-dimensional representations.

The crucial new feature that we use in this paper is the use of a distinguished basis for these finite-dimensional representations: the basis of Gelfand-Tseitlin tables, which in this case for $N = 3$, represent 6 integers arranged in a form

$$[M] = \begin{pmatrix} \lambda_1 & \lambda_2 & \lambda_3 \\ m_{1,1} & m_{2,1} \\ m_{2,2} \end{pmatrix}$$

that satisfy the betweenness conditions

$$\lambda_1 \geq m_{1,1} \geq \lambda_2, \quad \lambda_2 \geq m_{2,1} \geq \lambda_3, \quad m_{1,1} \geq m_{2,2} \geq m_{2,1}$$

and label basis vectors in a highest weight representation of $U_q(sl_3)$ corresponding to a Young diagram $\lambda = (\lambda_1 \geq \lambda_2 \geq \lambda_3)$. This basis is distinguished by several properties, importantly it enjoys nice and simple formulas for the action of the algebra. This is what leads to drastic simplification of the whole computation as compared to the previous realizations of the method in [28, 29, 30] and allows to consider more complicated colors of knots and links.

Direct computation using the action of $U_q(sl_3)$ on $[3, 3] \otimes [3, 3] \otimes [3, 3]$ leads to the following expressions for the sets of vectors in question. For the left basis we have

$$v^{(5,1)}_{\text{left}} = \frac{q^2}{1 + q^4} e_1 \otimes e_0 \otimes e_3 - \frac{q^2(1 + q^2)}{1 + q^4} e_2 \otimes e_0 \otimes e_2 + e_3 \otimes e_0 \otimes e_1 + \ldots$$

$$v^{(6,2)}_{\text{left}} = - \frac{1 + q^2 + q^4}{q^2(1 + q^2)} e_1 \otimes e_0 \otimes e_3 + e_2 \otimes e_0 \otimes e_2 + 0 e_3 \otimes e_0 \otimes e_1 + \ldots$$

and for the right basis we have

$$v^{(6,1)}_{\text{right}} = e_1 \otimes e_0 \otimes e_3 - \frac{q^2(1 + q^2)}{1 + q^4} e_2 \otimes e_0 \otimes e_2 + \frac{q^2}{1 + q^4} e_3 \otimes e_0 \otimes e_1 + \ldots$$

$$v^{(6,2)}_{\text{right}} = 0 e_1 \otimes e_0 \otimes e_3 + e_2 \otimes e_0 \otimes e_2 - \frac{1 + q^2 + q^4}{q^2(1 + q^2)} e_3 \otimes e_0 \otimes e_1 + \ldots$$

where

$$e_k = \begin{pmatrix} 3 & 3 & 0 \\ 3 & 0 & \cdot \\ k \end{pmatrix}, \quad k = 0, 1, 2, 3$$

are certain vectors in the Gelfand-Tseitlin basis for representation $[3, 3]$. Note that the vectors are labeled by intermediate representations in the double tensor product $[3, 3] \otimes [3, 3]$, which can be only $[6, 5, 1]$ or $[6, 4, 2]$ for the case of target $Q = [9, 5, 4]$ that we currently consider. Note also that we do not write out the full list of components of the
vectors, since this is not necessary: for the purpose of determining the \( 2 \times 2 \) matrix that we look for, it is sufficient to only consider the components where the second tensor factor is fixed to be the highest weight vector \( e_0 \). This is another advantage of the Gelfand-Tsetlin realization of the method of \( 28, 29, 30 \): we save time and resource by calculating only a small part of the vectors in question.

Expanding the left set of vectors in the basis of the right set of vectors, we find a \( 2 \times 2 \) reexpansion matrix

\[
\begin{pmatrix}
\begin{pmatrix}
\phi^{[6,5,1]}_{1,\left[6,4,2\right]} \\
\phi^{[6,5,1]}_{1,\left[6,4,2\right]}
\end{pmatrix}
& \begin{pmatrix}
\frac{q^2}{1 + q^4} & -\frac{q^2(1 + q^6)}{(1 + q^4)^2} \\
-\frac{(1 + q^2 + q^4)}{q^2(1 + q^4)} & -\frac{q^2}{1 + q^4}
\end{pmatrix}

\end{pmatrix}
\]

The matrix that we obtained is not orthogonal, which is not surprising since we used arbitrary normalization of both left and right sets of vectors. In order to obtain the correct Racah matrix this \( 2 \times 2 \) matrix needs to be orthogonalized. For most efficient implementation of this step we do not need to renormalize the left and right vectors, but rather work with the matrix itself. Denoting the \( 2 \times 2 \) matrix we obtained as \( U \), we look for diagonal \( 2 \times 2 \) matrices \( V_1 \) and \( V_2 \) such that \( V_1UV_2 \) would be orthogonal. This is easy to do and solution is unique modulo some trivial remainder freedom. The resulting Racah matrix is

\[
U = V_1UV_2 = \begin{pmatrix}
\frac{q^2}{1 + q^4} & -\frac{\sqrt{1 + q^2} + q^6}{1 + q^4} \\
-\frac{\sqrt{1 + q^2} + q^6}{1 + q^4} & -\frac{q^2}{1 + q^4}
\end{pmatrix}
\]

and this is the right answer, as easily checked by the eigenvalue conjecture. This concludes our illustration of the very promising Gelfand-Tsetlin version of the highest weight method, which hopefully showcases the main advantages of working in Gelfand-Tsetlin basis.

**Appendix B: Matrix elements of the Racah matrix \([3,3]^{\otimes 3} \rightarrow [7,6,3,2] \)**

Here we present an illustration purposes the irreducible factors of the \( 12 \times 12 \) Racah matrix \([3,3]^{\otimes 3} \rightarrow [7,6,3,2] \).

\[
u_1^2 - u_1^3 = -q^{-10} (8q + 2q^{36} + 5q^{36} + 6q^{36} + 4q^{32} + 11q^{30} + 14q^{28} + 17q^{26} + 19q^{24} + 20q^{22} + 21q^{20} + 20q^{18} + 19q^{16} + 17q^{14} + 14q^{12} + 11q^{10} + 8q^8 + 6q^6 + 3q^4 + 2q^2 + 1)^{-1/2}
\]

\[
u_2^2 - u_1^3 = -u_1^2 = u_1^2 = q^{-9} (4q^{44} + 3q^{42} + 7q^{40} + 13q^{38} + 21q^{36} + 32q^{34} + 43q^{32} + 54q^{30} + 66q^{28} + 73q^{26} + 78q^{24} + 81q^{22} + 78q^{20} + 73q^{18} + 66q^{16} + 54q^{14} + 43q^{12} + 32q^{10} + 21q^8 + 13q^6 + 7q^4 + 3q^2 + 1)^{-1/2}
\]

\[
u_2^2 = u_1^3 = u_1^3 = -u_1^3 = q^{-9} (6q^{64} + 4q^{62} + 5q^{60} + 6q^{58} + 5q^{56} + 6q^{54} + 5q^{52} + 6q^{50} + 5q^{48} + 6q^{46} + 5q^{44} + 6q^{42} + 5q^{40} + 6q^{38} + 5q^{36} + 6q^{34} + 5q^{32} + 6q^{30} + 5q^{28} + 6q^{26} + 5q^{24} + 6q^{22} + 5q^{20} + 6q^{18} + 5q^{16} + 6q^{14} + 5q^{12} + 6q^{10} + 5q^8 + 6q^6 + 5q^4 + 6q^2 + 5q^0 + 6q^{-2} + 5q^{-4} + 6q^{-6} + 5q^{-8} + 6q^{-10} + 5q^{-12} + 6q^{-14} + 5q^{-16} + 6q^{-18} + 5q^{-20} + 6q^{-22} + 5q^{-24} + 6q^{-26} + 5q^{-28} + 6q^{-30} + 5q^{-32} + 6q^{-34} + 5q^{-36} + 6q^{-38} + 5q^{-40} + 6q^{-42} + 5q^{-44} + 6q^{-46} + 5q^{-48} + 6q^{-50} + 5q^{-52} + 6q^{-54} + 5q^{-56} + 6q^{-58} + 5q^{-60} + 6q^{-62} + 5q^{-64})^{-1/2}
\]

\[
u_2^2 = 251 + 5q^{22} + 13q^{20} + 49q^{18} + 161q^{16} + 93q^{14} + 51q^{12} + 23q^{10} + 11q^{8} + 4q^{6} + 2q^{4} + q^{2} + q^{-2} + 2q^{-4} + q^{-6} + q^{-8} + q^{-10}
\]

\[
u_2^2 = 463 + q^{26} + 15q^{22} + 35q^{20} + 106q^{18} + 323q^{16} + 35q^{14} + q^{12} + 5q^{10} + 25q^{8} + 32q^{6} + 45q^{4} + 35q^{2} + 3q^{0} + 3q^{-2} + 3q^{-4} + 3q^{-6} + 3q^{-8} + 3q^{-10} + 3q^{-12}
\]

\[
u_2^2 = -q^{12} + 2q^{10} + 3q^{8} + 3q^{6} + 3q^{4} + 3q^{2} + 2 + 3q^{-2} + 2q^{-4} + 3q^{-6} + 3q^{-8} + 3q^{-10} + q^{-12}
\]

\[
u_2^2 = q^{10} + q^{8} + q^{6} + 2q^{4} + 2q^{2} + 2q^{-2} + 2q^{-4} + q^{-6} + q^{-8} + q^{-10}
\]

\[
u_2^2 = q^{10} + 2q^{8} + q^{6} + 2q^{4} + 2q^{2} + 2q^{-2} + 2q^{-4} + q^{-6} + q^{-8} + q^{-10} + q^{-12}.
\]
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