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Question
Can we mathematically understand this effect in concrete settings?
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**Matrix completion**: recover low rank matrix given subset of entries

### Netflix Prize

Denote observations by \( \{b_{ij}\}_{(i,j) \in \Omega} \)

**Convex Programming Approach**

Minimize \( \ell_2 \) loss + nuclear norm regularization:

\[
\min_W \sum_{(i,j) \in \Omega} (W_{ij} - b_{ij})^2 + \lambda \cdot \| W \|_{nuclear}
\]

Provably “optimal”\(^1\) \(\leftarrow\) if observations are sufficiently many

\(^1\) Cf. Candes & Recht 2008
**Deep Learning Approach** ("deep matrix factorization")

Parameterize by depth $N$ linear neural network and minimize $\ell_2$ loss with gradient descent (GD):

$$\min W_1 \ldots W_N \sum_{(i,j) \in \Omega} \left( (W_N \ldots W_1)_{ij} - b_{ij} \right)^2$$

No explicit regularization!

Past Work (Gunasekar et al. 2017)
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