**ABSTRACT**

Personalized recommendation brings about novel challenges in ensuring fairness, especially in scenarios in which users are not the only stakeholders involved in the recommender system. For example, the system may want to ensure that items from different providers have a fair chance of being recommended. To solve this problem, we propose a Fairness-Aware Re-ranking algorithm (FAR) to balance the ranking quality and provider-side fairness. We iteratively generate the ranking list by trading off between accuracy and the coverage of the providers. Although fair treatment of providers is desirable, users may differ in their receptivity to the addition of this type of diversity. Therefore, personalized user tolerance towards provider diversification is incorporated. Experiments are conducted on both synthetic and real-world data. The results show that our proposed re-ranking algorithm can significantly promote fairness with a slight sacrifice in accuracy and can do so while being attentive to individual user differences.

**1 INTRODUCTION**

Recommender Systems (RSs) have been widely implemented in various fields, e.g., news, music, e-commerce, movies, etc [14]. RSs model user preferences and provide personalized recommendations to meet the user’s interests or needs. In some recommendation scenarios, however, RSs involve more than one stakeholder; systems designed for such scenarios are referred to as Multi-stakeholder Recommender Systems (MRSs). Compared to the previous user-centered systems, an MRS has a multilateral structure and decisions are made to meet the needs of all the stakeholders [3]. For example, Esty [13] is an e-commerce platform for shoppers and small-scale artisans, and products are recommended from artisans to shoppers. A recommender system for such a site needs to consider the demands of both buyers and sellers. A typical MRS considers three roles, namely consumers, providers and platform or system [5]. Consumers expect personalized recommendations to meet their interests and needs. Providers offer items to the system and benefit from consumer choices. The system receives items from providers and recommends them to the consumers. The objectives of different stakeholders can be dependent or conflicting, and simply optimizing the objective of a single stakeholder may affect the utility of the others [1].

Most previous recommendation algorithms aim at predicting the user preferences accurately, and ignore the existence of multiple stakeholders and the fairness issues that come along with them [5]. In particular, a system may fail to achieve fairness across multiple providers (P-fairness) by solely maximizing the objective of the consumer. For example, items from established sellers may dominate recommendation lists while newly-arrived sellers receive less attention.

In this paper, we aim at designing a fairness-aware re-ranking algorithm on top of existing recommendation algorithms, which tries to achieve a balance between P-fairness and recommendation accuracy, while also considering user preferences for list diversity (i.e., diversity tolerance). This post-processing step does not depend on any specific recommendation algorithm, and therefore can be widely applied.

### 1.1 Provider-side Fairness

Fairness for providers (P-fairness) lies in balancing across different providers rather than concentrating on certain dominant ones. Compared to the consumers, the providers are more passive. Providers are not able to seek out recommendation opportunities but have to wait for exposure. Therefore, P-fairness is one of the key issues in MRSs. Take Kiva.org [16], a non-profit site for crowd-sourced microlending, for example. Kiva allows people to make loans via the Internet to low-income entrepreneurs in over 80 countries divided into 8 regions. Kiva has a stated mission of equalizing access to capital across different regions so that loans from each region have the fair probability to be funded. Considering P-fairness gives more chances to the regions that typically receive less attention from lenders. In addition, it also diversifies the recommendation results and allows consumers to explore more new loans that they may be interested in supporting.

### 1.2 Diversity Tolerance

When promoting P-fairness, a slight decline in recommendation accuracy may be inevitable [4]. Instead of being recommended the items that best fit the consumer’s need, consumers are also presented with some less optimal items in order to achieve P-fairness. The tolerance towards exploration or diversification varies for different consumers [8]. Some users may have a strong interest in certain providers while others are more open to seeing items from a variety of providers. Hence, individual users could benefit from personalized ranking strategies, as not all users have equal diversity tolerance. It is preferable that users with high diversity tolerance receive recommended lists that are diversified.

### 1.3 Contributions

The major contributions of this paper are summarized as follows:

- We formulate a recommendation scenario in a multi-stakeholder recommender system and define the fairness requirement for providers.
- We design a re-ranking algorithm to balance between personalization and fairness, and propose the incorporation of diversity tolerance of individuals.
We show the results of experiments conducted on synthetic and real-world data to validate the effectiveness of our proposed algorithm.

2 FAIRNESS-AWARE RE-RANKING

The fairness-aware problem in MRSs can be naturally formulated as a tradeoff between ranking accuracy and fairness. Given a set of users $U = \{1, \ldots, m\}$, a set of items $V = \{1, \ldots, n\}$ and an initial ranking list $R = \{1, \ldots, z\}$, $z \leq n$. Each item $i \in V$ corresponds to one or more providers $O_i = \{1, \ldots, l\} \subseteq D$, where $D = \{1, \ldots, c\}$ is the set of providers. In other words, each provider $d \in D$ owns a set of items to be recommended. Our task is to generate a re-ranked list $S$ of $K$ ($K \leq z$) distinct items that is both accurate and fair.

In some contexts, we may identify specific providers as a protected group, whose outcomes are the particular concern. This can be viewed as a special case of our problem where the number of providers is two. In this research, we are looking at more general fairness across all providers and trying to ensure that each re-ranked list $S(u)$ for a specific user $u$ cover as many providers as possible while considering the personalized constraints on diversity tolerance. However, we are not allowed to sacrifice too much accuracy in user preference to achieve an absolute fairness recommendation result. A tradeoff must be made since accuracy and fairness cannot be fully satisfied at the same time [5].

2.1 xQuAD

Result diversification has been studied in the context of information retrieval, especially for web search engines, which have a similar goal to find a ranking of documents that together provide a complete coverage of the aspects underlying a query [21]. Explicit Query Aspect Diversification (xQuAD) [20] explicitly accounts for the various aspects associated with an under-specified query. Items are selected iteratively by estimating how well a given document satisfies an uncovered aspect. However, in the P-fairness problem, simply increasing diversity uniformly in the ranked list for all users may affect user satisfaction. In this work, we proposed a fairness-aware re-ranking on the basis of xQuAD by dynamically adding a personalized bonus to the items of the uncovered providers.

3 ALGORITHM

We build on the xQuAD model to produce a fairness-aware re-ranking algorithm that can be personalized to use tolerance for items from diverse providers. We assume that, for a given user $u$, a ranked recommendation list $R$ has already been generated by a base recommender algorithm. The task of the algorithm is to produce a new re-ranked list $S$ that incorporates provider fairness as well as accuracy. The new list is built iteratively according to the following criterion:

\[
P(v|u) + \lambda \tau_u P(v, \bar{S}|u),
\]

where $P(v|u)$ is the likelihood of user $u \in U$ being interested in item $v \in V$, predicted by the base recommender. The second term $P(v, \bar{S}|u)$ denotes the likelihood of user $u$ being interested in an item $v$ not in the currently generated list $S$. Intuitively, the first term incorporates ranking accuracy while the second term promotes provider fairness. The parameter $\lambda$ controls how strongly provider fairness is weighted in general, while $\tau_u$ is a personalized weight learned from each user’s historical behavior. When $\tau_u = 1$ for all users, we will refer to this as the Fairness-Aware Re-ranking (FAR) algorithm; when $\tau_u$ is a personalized learned value, we will use the term Personalized Fairness-Aware Re-ranking (PFAR). Both of these variants are compared in the experiments below. The item that scores most highly under the FAR/PFAR metric is added to the output list $S$ and the process is repeated until $S$ has achieved the desired length.

**Algorithm 1** (Personalized) Fairness-Aware Re-ranking (FAR/PFAR)

**Input:** $u, R, K, \lambda, \tau_u$  
**Output:** $S$  
1: $S \leftarrow \emptyset$  
2: while $|S| < K$ do  
3: \quad $v^* \leftarrow \arg\max_{v \in R \setminus S} P(v|u) + \lambda \tau_u P(v, \bar{S}|u)$  
4: \quad $R \leftarrow R \setminus \{v^*\}$  
5: \quad $S \leftarrow S \cup \{v^*\}$  
6: end while  
7: return $S$

To achieve P-fairness, the marginal likelihood $P(v, \bar{S}|u)$ over all providers $d \in D$ is computed by

\[
P(v, \bar{S}|u) = \sum_{d \in D} P(v, \bar{S}|d) P(d|u). \tag{2}
\]

Following the approach of [20], we assume that the remaining items are independent of the current contents of $S$ and that the items are independent of each other given the provider $d$. The second assumption may seem rather strong: it amounts to assuming the providers are not “niche” providers with specialized inventories. However, our presentation of $P(v|d)$ described below is strictly binary and so having a more nuanced representation of the joint probability of $P(\bar{S}|d)$ would not change the values computed for the Eq.1 criterion. Under these assumptions, we can compute $P(v, \bar{S}|d)$ in Eq.2 as

\[
P(v, \bar{S}|d) = P(v|d) \prod_{i \in S} (1 - P(i|d)). \tag{3}
\]

By substituting Eq.4 into Eq.2, we can obtain

\[
P(v, \bar{S}|u) = \sum_{d \in D} P(d|u) P(v|d) \prod_{i \in S} (1 - P(i|d)). \tag{5}
\]

We define the likelihood of item $v$ belongs to provider $d$ by

\[
P(v|d) = \begin{cases} 1 & \text{if } v \in d \\ 0 & \text{if } v \notin d. \end{cases}
\]

This definition is natural since the relationship between items and providers are deterministic and binary. Built on the previous discussion, we can derive the final form of the re-ranking criterion as

\[
P(v|u) + \lambda \tau_u \sum_{d \in D} P(d|u) \prod_{i \in S} \prod_{i \notin d} (1 - P(i|d)). \tag{6}
\]
where $\mathbb{I}_A$ is the indicator function, having the value 1 if $A$ is true, and 0 otherwise.

The likelihood $P(d|u)$ is the measure of user preference over different providers. This parameter can be tuned according to the importance of a given provider. For example, if the RS would like to promote a specific set of providers, then the weight of these providers could be set higher. By default, we assume a uniform preference over providers.

The product term $\prod_{d \in S} \mathbb{I}_{\{d \in d\}}$ equals to 1 if the current items in $S$ have not covered the provider $d$ yet, and 0 otherwise. In order to select the next item $v^*$ to add to $S$, we compute a re-ranking score for each item in $R \setminus S$ according to Eq.(6). For an item $v' \in d$, if $S$ does not cover $d$, then an additional positive term will be added to the estimated user preference $P(v'|u)$. Therefore, the chance that $v'$ will be selected is larger, which balances between accuracy and fairness. Note that, as formulated, PFAR favors the items that belong to multiple providers.

To calculate the user tolerance towards different providers $\tau_u$, we first compute a level of interest $I(d|u)$ of user $u$ for each provider $d \in D$ defined by

$$I(d|u) = \frac{\sum_v r(u,v) \mathbb{I}_{\{v \in d\}}}{\sum_v \sum_{d' \in D} r(u,v') \mathbb{I}_{\{v' \in d'\}}},$$

where $r(u,v)$ is the rating from user $u$ to item $v$.

The preference $I(d|u) \in [0,1]$ indicates the user’s taste over providers where $\sum_{d \in D} I(d|u) = 1$. Some users may be highly interested in only certain providers, while some users may have equal preferences over all the providers. To capture this characteristic, we use the information entropy [22] to identify the user tolerance, namely

$$\tau_u = -\sum_{d \in D} I(d|u) \log I(d|u),$$

where a larger $\tau_u$ means the user is more open to a diverse set of providers.

4 EXPERIMENTS

In this section, we test our proposed algorithm on both synthetic data and real-world data. The performance of different re-ranking algorithms are discussed in terms of fairness and accuracy.

4.1 Evaluation Metrics

We aim at providing the ranked list with highest provider coverage. To measure this fairness property, we define our first evaluation metric, average provider coverage rate (APCR), as follows,

$$\text{APCR} = \frac{\sum_{u \in U_t} N_S(u)}{|U_t|},$$

where $U_t$ is the test user set, and we denote by $|U_t|$ the number of users in the test set. The total number of providers is $c$ and $S(u)$ is the re-ranked list for user $u$. Denote by $N_S(u)$ the number of providers covered in the list $S(u)$. A larger APCR indicates a fairer system regarding P-fairness.

Normalized Discounted Cumulative Gain (nDCG) is a measure of ranking quality [15]. We follow the convention in recommender systems that there is a gain in DCG (i.e., the item is relevant) if the rating of the item in the list is positive. Since fairness-aware re-ranking aims to achieve a better tradeoff between fairness and accuracy, we expect that there will be a price to pay for obtaining a fairer system. To study the APCR gain under a certain accuracy budget, we calculate APCR@nDCG5%, the increased APCR value obtained when we allow a 5% decrease in nDCG. We believe that 5% nDCG loss may be a reasonable accuracy tradeoff if provider fairness can be enhanced. Indeed, it has been shown that user inconsistency in recommender systems generates a lower bound (the "magic barrier") within which accuracy measurements are meaningless, so small relaxations of nDCG may not actually represent a loss in performance [19].

4.2 Experiments: Synthetic Data

For our initial experiments, we chose to evaluate the re-ranking method using public data sets that do not have associated provider information, the FilmTrust data set [10] and the Movielens 1M data set [11]. We created 10 providers and randomly assigned items to each of them, following a geometric distribution, to represent differences among provider inventories.

The FilmTrust data set has 1,508 users and 2,071 items with 35,494 ratings. The Movielens 1M data set contains 6,040 users and 3,706 items with 1,000,209 ratings. For each user, we used a base recommendation algorithm to generate an initial ranked list of 100 items and applied our proposed re-ranking algorithms to select 10 items. We selected four representative base recommenders: 1) itemKNN; 2) userKNN; 3) Alternating Least Squares for Personalized Ranking (rankALS) [23]; 4) Weighted Regularized Matrix Factorization (WRMF) [12]. ItemKNN and userKNN are memory-based collaborative algorithms that compute item similarity and user similarity respectively. RankALS directly optimizes the ranking objective function, while WRMF creates a reduced-dimensionality factorization of the rating matrix.

We use the LibRec 2.0 package [9] to generate the initial ranking list for all the base recommenders, and all the parameters are tuned on the basis of the default value given in LibRec. We did not spend much effort in parameter tuning since we are interested in the tradeoff between accuracy and fairness of the re-ranking algorithm in this paper, rather than obtaining an optimal nDCG value. The base nDCG and APCR of each recommender are presented in Table 1. On both the FilmTrust and the Movielens data sets, WRMF has the highest nDCG. The APCRs of all the recommenders are around 45%. All results are averages from five-fold cross validation.

In Table 2, we report the APCR@nDCG5% for FAR and PFAR, compared to the base recommender. With a sacrifice of only 5% in nDCG, we can gain at least 40% in provider coverage rate, which validates the effectiveness of our re-ranking method. Our proposed

| Table 1: NDCG and APCR of the base recommenders. |
|-----------------------------------------------|
| FilmTrust | nDCG | APCR (%) | MovieLens | nDCG | APCR (%) |
| itemKNN   | 0.3252 | 48.26    | 0.0382 | 45.51 |
| userKNN   | 0.4856 | 43.30    | 0.1967 | 42.98 |
| rankALS   | 0.4052 | 43.39    | 0.1842 | 45.79 |
| WRMF      | **0.5645** | 44.64    | **0.3317** | 44.37 |
FAR/PFAR methods dynamically balance between accuracy and fairness by adding a fairness score for items belong to the uncovered providers.

Comparing PFAR to FAR, the APCR@NDCG5% value of FAR is generally larger, with an average increase of 12.84%. This is to be expected since PFAR limits the amount of provider diversification that the re-ranking imposes, based on the individual tolerance, whereas the FAR algorithm treats all users the same, increasing the APCR across the board. Among the four base recommenders, itemKNN has the largest APCR@NDCG5% for both PFAR and FAR. However, the nDCG for itemKNN is also the lowest: within the context of lower accuracy, it is reasonable to expect higher diversity.

In Figure 1, we focus on the FilmTrust data set and the best-performing WRMF algorithm; the results from the other algorithms and data sets are similar. Change in nDCG and APCR are plotted with increasing values of $\lambda$ from 0 to 2.0 in increments of 0.05. (Base values, as shown in Table 1, are nDCG=0.5645, APCR=44.64%.) The increase in APCR and the decline in nDCG show the tradeoff between fairness and accuracy. Throughout the range, FAR dominates PFAR, showing greater APCR improvement at a given degree of nDCG loss.

To further verify the effectiveness of our proposed algorithm, we compute the number of items being recommended for each provider at a decrease of 5% in nDCG. These results are shown in Figure 2. The recommendations generated by the original WRMF focus on a few major providers while paying less attention to the others. FAR/PFAR re-ranking algorithms provide fairer results by promoting the items that belong to less-popular providers. The difference between the algorithms is small, but shows that PFAR is somewhat less balanced than FAR since it considers the different receptivity of the users towards diversified providers.

### 4.3 Experiments: Kiva.org

We also evaluated the proposed algorithms on a proprietary data set obtained from Kiva.org, including all lending transactions over an 8 month period. As discussed above, Kiva matches lenders with entrepreneurs needing micro-finance. We model the regions that the loans belong to as providers, because part of Kiva.org’s mission is to achieve equitable access to capital across regions. As of this writing, Kiva.org does not offer recommendation functionality: in our experiments, we assume a context in which the site provides short lists of recommended loans to users for their support.

The original Kiva.org data set has 853,269 transaction records, involving 113,738 different loans and 178,788 users (lenders). Each loan is specified by features including borrower name, gender, borrower country, loan purpose, funded date, posted date, loan amount, loan sector, and detailed location. One important characteristic of this data set, and the micro-finance domain in general, is there is rapid turn-over in recommendable items. Loans are only available to lenders for a short period until they are fully funded or dropped from the system. Subsequent visitors will not see or be able to support these loans, limiting the maximum item profile size significantly. For example, at a minimum loan amount of $25, a $200 loan can have a maximum of only 8 lenders. Contrast this with a consumer taste domain such as MovieLens, where a popular movie might be rated by hundreds or thousands of users. The Kiva.org data set is therefore extremely sparse (with a sparsity of $4.19 \times 10^{-5}$) and exhibits a significant item cold-start problem.

To create a denser data set with greater potential for user profile overlap, we apply a content-based technique, creating *pseudo-items* that represent large categories of items. In particular, we combine into a single pseudo-item all loans that share the same borrower gender, borrower country, loan purpose, loan amount (binned to 5 equal-sized buckets) and loan sector. Then we apply a 10-core transformation, selecting pseudo-items with at least 10 funders and users who had funded at least 10 pseudo-items. The retained data set has 6,410 pseudo-items, 9,999 users and 270,807 ratings, with the sparsity of 0.42%.

On this data set, we see a slightly different comparative performance result for PFAR and FAR. Figure 3 shows the change in nDCG versus the change in APCR for different values of $\lambda$. As in the previous experiment, WRMF was the base recommender and achieved an APCR of 34.06% and a nDCG of 0.1026 before re-ranking. With the increase of $\lambda$, APCR increases while nDCG slightly drops. The APCR@NDCG5% is 69.16% (+103.06%) for PFAR and 69.80% (+104.97%) for FAR.

Interestingly, in this data set, PFAR does not dominate and actually shows slightly lower APCR for equivalent nDCG loss over...
Table 2: APCR@NDCG\textsubscript{5\%} on the data sets (%), providers assigned at random.

|                | FilmTrust |                | Movielens |                |
|----------------|-----------|----------------|-----------|----------------|
|                | PFAR      | FAR            | PFAR      | FAR            |
| \(\lambda\)   | APCR@NDCG\textsubscript{5\%} | APCR@NDCG\textsubscript{5\%} | \(\lambda\) | APCR@NDCG\textsubscript{5\%} | APCR@NDCG\textsubscript{5\%} |
| itemKNN        | 8.79      | 74.92 (+55.25) | 6.94      | 78.90 (+63.49) | 2.45      | 77.47 (+70.24) | 1.62      | 78.33 (+72.14) |
| userKNN        | 2.52      | 62.63 (+44.63) | 1.66      | 67.86 (+56.72) | 0.15      | 67.89 (+57.94) | 0.10      | 68.98 (+60.48) |
| rankALS        | 0.08      | 60.99 (+40.54) | 0.06      | 64.01 (+47.52) | 0.29      | 72.81 (+59.01) | 0.22      | 74.43 (+62.57) |
| WRMF           | 0.81      | 64.57 (+44.66) | 0.49      | 69.17 (+54.96) | 0.24      | 70.45 (+58.79) | 0.16      | 72.10 (+62.50) |

Figure 3: Change in nDCG and APCR with increasing \(\lambda\) as in Figure 1. Kiva.org data set.

most of the \(\lambda\) range in our experiment. Here attention to individual differences in diversity tolerance actually enables the system to emphasize a wider range of providers (higher \(\lambda\)) with a smaller ranking loss.

As with FilmTrust, we compute the number of recommendations for each provider when the percentage decrease of nDCG is 5\%, as shown in Figure 4. For WRMF, most recommendations occurred in Asia and Africa, accounting for 37.66\% and 31.43\% of total recommendations respectively, and Oceania with the smallest percentage at 0.2\%. Table 3 shows the prevalence of each region in the pseudo-item loan inventory, and demonstrates there is certainly over- and under-representation in the WRMF results. Oceania has 10x fewer loans recommended than would be expected if the recommendation lists were proportional to the inventory. For PFAR and PFAR, with a sacrifice of 5\% nDCG, regions like Eastern Europe and Oceania are promoted and the distribution is more balanced.

5 RELATED WORK

Reciprocal recommendation [18] is a special case of Multistakeholder Recommender Systems (MRSs), which relies on two-sided interests between two different types of users. For example, RECON [18] proposes a content-based reciprocal algorithm to learn preferences from both sides of users.

MRSs extend the reciprocal concept to multiple parties instead of two [1]. Compared to user-centered recommender systems, the fairness problem in MRSs is more challenging since we need to consider the fairness constraints for more than one group of participants [5]. The desired exposure distribution is pre-calculated for each provider for the Behance website in [17]. Fairness is defined by the inverse of the JS-Divergence between the actual exposure distribution and the desired exposure distribution. The balanced neighborhoods method [4] formulates the fairness problem into balancing between protected and unprotected groups by imposing a regularizer on the Sparse Linear Method (SLIM).

In this work, we consider a global fairness for providers (P-fairness) rather than particular protected and unprotected groups. The objective is to let items from different providers have a fair chance of being recommended. This type of P-fairness can be viewed as diversifying recommendation results over providers. In the context of search result diversification, explicit intent-aware diversity frameworks aim at promoting a hybrid of coverage over explicit aspects of a query and novelty. An early example of this kind of algorithm in information retrieval was the maximum marginal
relevance (MMR) re-ranking algorithm [6]. IA-Select [2] maximizes the probability that the average user finds at least one useful result within the top-K results. PM-2 [7] provides search results that best maintains the overall proportionality of the number of documents belonging to different aspects. Intra-list similarity is calculated in [24] to diversify the topics in the list. xQuAD [20], which we build on here, is a probabilistic framework to balance between relevance and novelty. However, result diversification in these information retrieval applications focuses on diversifying the recommendations over topic aspects and does not consider users’ varied degrees of diversity tolerance.

The user tolerance towards diversity has been discussed in [8], where a pre-processing step is designed to cluster users on the basis of their tolerance. The concept of the representative diversity for each category of items is presented in [17], which is a weighted average of the consumer’s preference for a given category and global preference of that category. The objective function in [17] to be maximized is defined by the multiplication of relevance, fair exposure, and representative diversity. In this paper, we incorporate the user tolerance to control the weight of fairness.

6 CONCLUSION AND FUTURE WORK

In this work, we designed a personalized fairness-aware re-ranking algorithm for multistakeholder recommender systems (MSRs) that can balance between accuracy and fairness, based on the xQuAD intent-aware diversity enhancement algorithm. We increase the coverage rate of the providers to achieve the fairness for the provider side, and we show that our algorithm can do so with minimal loss in ranking accuracy. In addition, our algorithm includes user-specific weights that can be used to personalize the incorporation of provider diversity based on users’ demonstrated tolerance.

We plan to study a number of variants of the method presented here. We plan to explore different methods for computing personalized diversity tolerance factors, especially to solve the cold-start problem in the current algorithm. We also plan to examine variants of the re-ranking algorithm to take into account the size of each providers’ inventory. The xQuAD framework is extremely strict in its requirement that each possible provider appears at least once at the top of the list. Another variant to consider is one that can adjust the accuracy/coverage tradeoff in a dynamic way as items are ranked, valuing accuracy more at the top of the list and provider coverage more at the bottom of the list. Another possibility is to apply a graduated metric of diversity such as MMR.

Finally, we note that, in real recommendation applications, managing the tradeoff between accuracy and provider coverage is not a single-shot process. Rather it is an online process, where a lack of coverage at one point in time can be compensated for at a later time, and where results are evaluated temporarily. This would require making the algorithm sensitive to historical patterns of coverage, rather than just the results obtained in the current list. We intend to explore this type of algorithm design and evaluation in our future work.
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