Nonequilibrium vibrational population and donor-acceptor vibrations affecting rates of radiationless transitions
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An analytical theory is developed for radiationless transitions in molecules characterized by nonequilibrium populations of their vibrational modes. Several changes to the standard transition-state framework follow from nonequilibrium conditions: (i) non-Arrhenius kinetics, (ii) the violation of the fluctuation-dissipation theorem (FDT), and (iii) the breakdown of the detailed balance. The violation of the FDT is reflected in the breakdown of relations between the first (Stokes shift) and second (inhomogeneous band-width) spectral moments, and of similar relations between reorganization parameters for radiationless transitions. The detailed balance between the forward and backward rates is not maintained, requiring a lower effective free energy of the reaction relative to the thermodynamic limit. The model suggests that strong control of radiationless transitions can be achieved if a nonequilibrium population of vibrations modulating the donor-acceptor distance is produced.

I. INTRODUCTION

The theory of optical transitions in molecules and crystalline impurities was established in early 1950s based on the idea that electronic energies of the light absorbing couple to deformations (phonons) of the medium affecting the observed band-shape. Absorption of light by a localized impurity in the crystal creates or annihilates lattice vibrations. An optical transition in a molecule couples to molecular normal-mode vibrations and deformation/polarization of the surrounding medium. Thermal nuclear motions then drive the molecular energy levels into resonance with the radiation photon $\omega$. The coupling of the light absorbing center to the medium can be, in the leading approximation, considered as a linear function of the medium displacements. This approximation has resulted in a number of closed-form solutions for optical band-shapes.

The theory for optical transitions was later extended to radiationless transitions, which mostly follow from the original formulation in the limit of $\omega = 0$. Here, one anticipates that tunneling between distinct electronic states occurs at the point of crossing of the corresponding Born-Oppenheimer (BO) surfaces. The crossing point both satisfies the energy conservation condition $\omega = 0$ and the Franck-Condon principle for the tunneling of a light particle (electron or proton). This general framework covers a broad range of phenomena, including electron, proton, and atom transfer reactions. The idea of crossing BO surfaces leads to an analytical theory when supplemented with linear coupling of the quantum states with thermally fluctuating nuclear modes. This formalism has enjoyed broad support by experiment and is routinely used to both calculate rates of electron/atom transfer and to fit band-shapes of charge-transfer optical transitions.

The importance of dynamical effects of molecular vibrations in radiationless transitions has been long recognized within the classical description of Kramers-type diffusional kinetics and its extensions to quantized vibrational states. A recent revival of interest to the problem of vibronic transitions and vibrational dynamics has been driven by experiments modulating rates of electron transfer by populating vibrational modes through infrared (IR) laser pumping. Experimentally, this approach opens the door to site-selective chemistry with IR pulses. From the theoretical perspective, a number of molecular-scale mechanisms to affect the reaction rate can be anticipated in terms of coupling of vibrational dynamics with the electronic structure. More fundamentally, nonequilibrium population of molecular vibrations is a special case of a general problem addressing activated kinetics at nonequilibrium conditions, when a net energy flux through the reacting system is allowed. We show below that these conditions produce phenomenology relevant to driven systems, including the violation of the fluctuation-dissipation theorem (FDT) and the breakdown of the detailed balance. The temperature dependence of the reaction rate, following the Arrhenius law at equilibrium, becomes generally non-Arrhenius.

The goal of this paper is to provide mathematically exact solutions for the rates of radiationless transitions expressed through nuclear reorganization energies and effective frequencies of vibrations, which can be parametrized through more detailed calculations and interpretation of experiment. The approach adopted in this study is less geared toward specific microscopic mechanism and, instead, follows the philosophy of early studies of radiationless transitions in molecules. The focus here is on deriving closed-form solutions for Franck-Condon factors in two-state systems affected by nonequilibrium population of molecular vibrations. The present study is therefore limited to transitions described by the Fermi's golden rule (often designated as non-adiabatic reactions) and does not include solvent dynamics which
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can modify the rate for each vibronic channel.\textsuperscript{15,16}

A closed-form expression for the rate of radiationless transitions is obtained. It generalizes the widely used Bixon-Jortner equation\textsuperscript{8} through the use of nonequilibrium stationary population of vibrational states and, more significantly, by incorporating the non-Condon variation of the donor-acceptor coupling\textsuperscript{34} induced by quantum donor-acceptor vibrations. The main result of the analytical model is to recognize that establishing a nonequilibrium population of the vibrational mode altering the donor-acceptor distance (such as bridge vibrations in donor-bridge-acceptor complexes) is the most efficient route to affect the rate of radiationless transitions through IR pumping.

II. THEORY

We start with considering the generic case of a vibronic transition between two parabolas shifted along a vibrational coordinate \( q \). This problem was extensively studied in the past.\textsuperscript{1–5,8–10} The standard derivation of the transition probability assumes equilibrium population of vibrational modes in each electronic state. The goal of re-tracing the standard steps presented in this section is to generalize the known results to situations when populations of vibrational states are stationary, but nonequilibrium. Such a situation might occur when the molecule is exposed to sufficiently intense continuous IR radiation or to IR pulses with duration exceeding the rate of vibrational relaxation. Another window for applying this theory is for reactions faster than the rate of intermolecular vibrational relaxation to the surrounding solvent.\textsuperscript{18}

We additionally establish in this section the framework for extending the theory to the case of a vibrational normal mode modulating the donor-acceptor distance and the coupling between the initial and final states of the tunneling particle (e.g., an electron or a proton). In that latter case, the non-Condon effects significantly modify the standard results, which can be expressed in terms of closed-form mathematics.

Consider an electronic transition between two BO surfaces with minima at \( q_{01} = 0 \) and \( q_{02} = \Delta q \) along an arbitrary chosen nuclear (normal mode) coordinate \( q \) (Fig. 1). For radiationless transitions, states 1 and 2 will be identified below with, respectively, the donor and acceptor states for transfer of either the electron or the proton. Expanding the BO surfaces around the minima, one obtains in the harmonic approximation

\[
H_1(q) = H_{01} + \frac{k}{2}q^2, \\
H_2(q) = H_{02} + \frac{k}{2}(q - \Delta q)^2. 
\]

This is the standard picture of two shifted parabolas with equal force constants \( k = m\omega_v^2 \), \( m \) is the mass. By quantizing \( q \), one can write the energy gap between two surfaces as

\[
\Delta H = \Delta H_0 + \lambda_v - \sqrt{\hbar \omega_v}(a_1 + a),
\]

where \( a_1 \) and \( a \) are the raising and lowering harmonic operators and

\[
\lambda_v = \frac{1}{2}k\Delta q^2
\]

is the vibrational reorganization energy for the coordinate \( q \). Further, \( S = \lambda_v/\hbar \omega_v \) is the Huang-Rhys factor\textsuperscript{1} and \( \Delta H_0 = H_{02} - H_{01} \).

The Golden-Rule probability \( w(\omega) \) for the radiative transition at the photon energy \( \hbar \omega \) is calculated as the first-order perturbation in the electronic/proton coupling \( V \) as\textsuperscript{2,9,35,36}

\[
w(\omega) = \frac{2V^2}{\hbar^2} \text{Re} \int_0^\infty dt e^{i\omega t - \frac{\lambda_v}{2}(\Delta H_0 + \lambda_v) + F(t)}
\]

with

\[
e^F(t) = \left\langle \exp \left[ i\omega_v \sqrt{S} \int_0^t (a_1(\tau) + a(\tau))d\tau \right] \right\rangle.
\]

The angular brackets in this equation specify an ensemble average. Equilibrium Gibbs ensemble enters standard formulations,\textsuperscript{2,9,35} but a stationary nonequilibrium ensemble can be assumed as well. The latter choice is the meaning of the ensemble average (\( \langle \cdots \rangle \)) adopted here. For radiative transitions, \( V \propto m_{12} \) is proportional to the transition dipole \( m_{12} \), while \( V \) is the off-diagonal matrix element of the Hamiltonian matrix for radiationless transitions.

One can further apply Bloch’s identity\textsuperscript{6} postulating that for any linear combination \( c \) of raising a lowering operators \( \langle e^c \rangle = (e^c)^2/2 \). Applying this relation to the term in angular brackets in Eq. (5) leads to the following result\textsuperscript{2,6}

\[
F(t) = -\omega_v^2S \int_0^t d\tau' \int_0^{\tau'} d\tau'' \phi(\tau' - \tau'')
\]

with

\[
\phi(\tau' - \tau'') = \bar{n}e^{i\omega_v(\tau' - \tau'')} + (\bar{n} + 1)e^{-i\omega_v(\tau' - \tau'')}.
\]

Integration in Eq. (6) yields

\[
F(t) = i\omega_vS\beta - S(2\bar{n} + 1) + S \left[ \bar{n}e^{i\omega_v t} + (\bar{n} + 1)e^{-i\omega_v t} \right].
\]

In Eqs. (7) and (8) \( \bar{n} \) is the stationary population of the excited states of quantum vibrations of the mode \( q \). When nonequilibrium conditions are maintained, \( \bar{n} \) is a stationary population produced by the balance between the incoming energy flux (such as IR radiation) and the rate of energy dissipation into the surroundings. If instead an equilibrium ensemble is assumed, as is usually done in the theories of radiationless transitions,\textsuperscript{2,9} one arrives at the textbook result\textsuperscript{37}

\[
\bar{n}_{eq} = Q_v^{-1} \sum_{n=0}^{\infty} ne^{-\beta\hbar \omega_v(n+1)/2} = \left[ e^{\beta\hbar \omega_v} - 1 \right]^{-1}.
\]
In this equation, \( Q_v = [2\sinh \chi_v]^{-1} \), \( \chi_v = \beta \hbar \omega_v / 2 \) is the partition function and \( \beta = (k_B T)^{-1} \) is the inverse temperature.

Since \( n = 0 \) does not contribute to the sum in Eq. (9), nonequilibrium population created by an IR pulse will predominantly alter the \( n = 1 \) term such that \( \bar{n} = \bar{n}_{eq} + \delta n_1 \). We therefore assume that \( \bar{n} > \bar{n}_{eq} \) is created by an external source of IR radiation and will leave the population of the first excited vibrational state \( n_1 \) as a non-specified parameter depending on experimental conditions.

We can next transform \( \exp[F(t)] \) by using the mathematical identity\(^{38}\)

\[
e^{\frac{2}{\hbar}(t+t^{-1})} = \sum_{k=-\infty}^{\infty} I_k(x) t^k, \tag{10}\]

where \( I_k(x) \) is the modified Bessel function. This leads to the expression\(^{1,2}\)

\[
e^F(t) = e^{i\omega_v St - S(2\bar{n}+1)} \sum_{k=-\infty}^{\infty} I_k[2S \sqrt{\bar{n}(\bar{n} + 1)}] \left( \frac{\bar{n}}{\bar{n} + 1} \right)^{k/2}. \tag{11}\]

When substituted to Eq. (4), one obtains for the transition rate

\[
w(\omega) = \frac{2\pi V^2}{\hbar} e^{-S(2\bar{n}+1)} \sum_{k=-\infty}^{\infty} I_k[2S \sqrt{\bar{n}(\bar{n} + 1)}] \left( \frac{\bar{n}}{\bar{n} + 1} \right)^{k/2} \delta(\hbar \omega + k \hbar \omega_v - \Delta H_0). \tag{12}\]

If \( \bar{n} = \bar{n}_{eq} \), one gets \( [\bar{n}_{eq}/(\bar{n}_{eq}+1)]^{(k/2)} = \exp[-k\chi_v] \) and \( 2S \sqrt{\bar{n}(\bar{n} + 1)} = S / (\sinh \chi_v) \). At \( \chi_v = \beta \hbar \omega_v / 2 \gg 1 \), which applies to nuclear vibrations in the quantum domain, one can use the series expansion of the Bessel function\(^{38}\)

\[
I_k[2S \sqrt{\bar{n}(\bar{n} + 1)}] \approx \frac{S^{k/2}}{|k|!} e^{-k\chi_v}. \tag{13}\]

Substituting this expansion to Eq. (12), one realizes that only terms with \( k = -m, \ m > 0 \) substantially contribute to the sum. This observation leads to the well-established result for the probability of a radiative vibronic transition\(^{8,12}\)

\[
w(\omega) = \frac{2\pi V^2}{\hbar} e^{-S} \sum_{m=0}^{\infty} \frac{S^m}{m!} \delta(\hbar \omega - m \hbar \omega_v - \Delta H_0). \tag{14}\]

This equation specifies a sequence of vibronic resonances \( \hbar \omega = m \hbar \omega_v + \Delta H_0 \), with corresponding Franck-Condon weights, which starts with the 0-0 transition \( \hbar \omega = \Delta H_0 \).

One can adopt a less restrictive expansion while keeping an unspecified \( \bar{n} \ll 1 \), with the result

\[
w(\omega) = \frac{2\pi V^2}{\hbar} e^{-S(2\bar{n}+1)} \sum_{m=0}^{\infty} \frac{[S(1 + \bar{n})]^m}{m!} \delta(\hbar \omega - m \hbar \omega_v - \Delta H_0). \tag{15}\]

Equation (15) does not require the equilibrium population \( \bar{n} = \bar{n}_{eq} \) and is valid if \( 2S \sqrt{\bar{n}(\bar{n} + 1)} \ll 1 \). This condition can, however, be violated for \( S > 1 \) and a sufficiently large \( \bar{n} \). We will therefore keep a more general and exact result in Eq. (12) as the basis for our calculations.

Equations (14) and (15) apply to quantum vibrations with \( \beta \hbar \omega_v \gg 2 \). The limit of classical vibrations follows from the Taylor expansion of \( F(t) \) in Eq. (8) about \( t = 0 \), with the result \( F(t) \approx -\frac{1}{2} \sigma_v^2 (t/\hbar)^2 \), where the variance of the energy gap due to classical vibrations is given by the relation

\[
\sigma_v^2 = \frac{2\bar{n}}{\lambda v} \hbar \omega_v. \tag{16}\]

Equation (4) is then converted to a Gaussian function

\[
w(\omega) = \frac{V^2}{\hbar} \left( \frac{2\pi}{\sigma_v^2} \right)^{1/2} \exp \left[ -\frac{(\hbar \omega - \Delta H_0 - \lambda_v)^2}{2\sigma_v^2} \right]. \tag{17}\]

When the classical equilibrium vibrational population is adopted, one gets \( \bar{n} = \bar{n}_{eq} = (\beta \hbar \omega_v)^{-1} \) and from Eq. (16) one arrives at the standard result of the Marcus theory describing radiative and nonradiative transitions affected by classical intramolecular vibrations.\(^{39}\)

The variance \( \sigma_v^2 \propto T \) then follows the classical limit of the fluctuation-dissipation theorem.\(^{32}\)

Equations derived so far apply to electronic transitions in a molecule in vacuum. Polar solvents add thermal noise, which is usually viewed as arising from polarization fluctuations of the thermal bath. The effect of these fluctuations on electronic states is typically described\(^{39}\) by taking the corresponding energies as linear functions of a classical Gaussian stochastic variable \( X \) representing polarization fluctuations of the thermal bath.\(^{40,41}\)

The transition probabilities are then obtained by adding \( X \) to \( \Delta H_0: \Delta H_0 \rightarrow \Delta H_0 + X \).

When \( X \) describes thermal noise produced by collective fluctuations involving many particles of the medium, the distribution of \( X \) is Gaussian (central limit theorem), with the mean \( \langle X \rangle \) and the variance \( \sigma_v^2 = 2\lambda_s k_B T \), \( \lambda_s \)
is the solvent reorganization energy.\textsuperscript{12,42} By taking the average over $X$ in Eq. (12) and adopting $\omega = 0$ for the radiationless transition, one obtains the nonadiabatic reaction rate (such as for electron transfer)\textsuperscript{12}

$$k_{tr} = \frac{V^2}{\hbar} \left( \frac{\pi \beta}{\lambda_s} \right)^{1/2} \text{FC},$$  \hspace{1cm} (18)

where

$$\text{FC} = e^{-S(2\bar{n}+1)} \sum_{k=-\infty}^{\infty} I_k [2S \sqrt{\bar{n}(n+1)}] \left( \frac{\bar{n}}{n+1} \right)^{k/2} \exp \left[ -\beta (\Delta G_0 + \lambda_s + k\hbar \omega_v)^2 \right] / 4\lambda_s.$$

(19)

Here, $\Delta G_0$ is the standard free energy of the reaction.

When the low-temperature expansion [Eq. (13)] is applied to Eq. (19), one arrives at the well-established Bixon-Jortner equation\textsuperscript{8}

$$\text{FC} = e^{-S} \sum_{m=0}^{\infty} \frac{S^m}{m!} \exp \left[ -\beta (\Delta G_0 + \lambda_s + m\hbar \omega_v)^2 \right] / 4\lambda_s.$$

(20)

As in Eq. (15), this result can be corrected for an arbitrary $\bar{n} < 1$.

In the opposite limit of classical vibrations, one starts with Eq. (17) and applies the shift $\Delta H_0 \rightarrow \Delta H_0 + X$. Integration with the Gaussian variable $X$ then leads to the classical Marcus equation for the rate of radiationless transition

$$k_{tr} = \frac{V^2}{\hbar} \left( \frac{\pi \beta}{\lambda_s} \right)^{1/2} \left[ -\beta (\Delta G_0 + \lambda_v)^2 \right].$$

(21)

Two reorganization energies, $\lambda$ and $\lambda_{tr}$, characterizing the combined effect of classical intramolecular vibrations and classical solvent fluctuations appear in Eq. (21). The first one enters the nominator of the activation free energy

$$\lambda = \lambda_s + \lambda_v.$$  \hspace{1cm} (22)

This is the classical reorganization energy of the Marcus theory\textsuperscript{12,39} combining the breadth of classical intramolecular vibrations with that of solvent polarization fluctuations into one reorganization parameter. The second reorganization energy

$$\lambda_{eff} = \lambda_s + \beta \hbar \omega_v \bar{n} \lambda_v.$$  \hspace{1cm} (23)

includes a generally nonequilibrium population $\bar{n}$.

At equilibrium classical population $n_{eq} = (\beta \hbar \omega_v)^{-1}$, Eq. (23) yields the standard result, $\lambda = \lambda_{eff}$. On the contrary, a nonequilibrium population $\bar{n} > \bar{n}_{eq}$ leads to $\lambda_{eff} > \lambda$. This result constitutes the violation of the FDT\textsuperscript{32} and is a special case of the general rule that FDT is violated for electron-transfer reactions occurring at stationary, but nonequilibrium conditions.\textsuperscript{53} Gibbs ensemble does not apply in such circumstances, either because the system under study is fundamentally out of equilibrium (redox proteins\textsuperscript{44}) or because of the experimental design. It is also clear that the combination of Eqs. (21) and (23) leads to a non-Arrhenius dependence of the reaction rate on temperature if the dependence of $\bar{n}$ on temperature is distinct from $\bar{n} \propto T^{-1}$. Finally, the rate constants for the forward transition, $k_{tr}^f$, and for the backward transition, $k_{tr}^b$, do not satisfy the detailed balance when $\bar{n} \neq \bar{n}_{eq}$. The system is out of equilibrium, and there is a net flux of energy dissipating the IR pulse into the surroundings.

By repeating the derivation leading to Eq. (21) for the backward reaction, one obtains the rate with $\Delta G_0 + \lambda \rightarrow \Delta G_0 - \lambda$ in the numerator of Eq. (21), in accordance with the standard prescriptions of the Marcus theory of electron transfer.\textsuperscript{8} The values $|\Delta G_0 \pm \lambda|$ define the average vertical transition energies. Their difference is the Stokes shift, which can be written as twice the Stokes-shift reorganization energy,\textsuperscript{44} $2\Delta S^{St}$. The ratio of the forward and backward rates is then given in terms of the ratio of two reorganization energies $\lambda_{St}/\lambda_{eff} < 1$

$$k_{tr}^f / k_{tr}^b = \exp \left[ -\beta \Delta G_0 (\lambda_{St}/\lambda_{eff}) \right].$$

(24)

The ratio of the rates converts to the detailed balance condition at $\lambda_{St} = \lambda_{eff} = \lambda$, when equilibrium is restored. While Eq. (24) is derived from the classical limit for the Franck-Condon factor (Eq. (21)), the same qualitative result is obtained when intramolecular vibrations are in the quantum domain and the more general Eq. (19) is used instead (Fig. 2). Equation (24), and its quantum version following from Eq. (19), provide an experimental route for parametrizing the stationary nonequilibrium conditions achieved in the experimental design. The nonequilibrium population $\bar{n}$ is hard to measure directly and Eq. (24) gives access to $\bar{n}$ when the violation of detailed balance can be quantified in terms of the ratio of the forward and backward reaction rates. A simple, experimentally-testable prediction of the theory is that the ratio of the forward and backward rates is below its equilibrium value for negative $\Delta G_0$ and is above it for positive $\Delta G_0$ (Fig. 2).

The effective reaction free energy, determined through the ratio of forward and backward rates, is reduced relative to the thermodynamic reaction free energy $\Delta G_0$ by the ratio of the Stokes and effective reorganization energies (Eq. (24)). This outcome appears to be a general result, also encountered for protein electron transfer operating at conditions of nonequilibrium sampling of configurational space by the protein.\textsuperscript{44} For system with glassy dynamics,

$$\lambda_{St}/\lambda_{eff} = T/T_{eff} < 1,$$

(25)

specifies the effective temperature $T_{eff}$ of configurational space insufficiently sampled at the conditions of broken ergodicity.\textsuperscript{44,45} Below, we extend this general phenomenology to the case of radiationless transitions driven by intramolecular vibrations modulating the
III. DONOR-ACCEPTOR VIBRATIONS AND NON-CONDON EFFECTS

We now take the next step in our analysis and extend it to the donor-acceptor vibrational mode as the principal (promoting) nuclear coordinate coupled to the dimensionless transition (also known as Franck-Condon active mode). In this section, we assume that \( q = \delta R \) describes the displacement from equilibrium of the donor-acceptor distance \( R \). The new physics that this choice brings to the problem is the effect of vibrations on the donor-acceptor coupling,\(^{27}\) which decays exponentially with the distance

\[
V(q) = V_0 e^{-\gamma q}.
\]

This change of the problem requires accounting for the non-Condon effects in the calculation of the reaction rate.\(^{34,46}\) The rate of the radiative transition \( w(\omega) \) is now written in the form

\[
w(\omega) = \frac{2V^2}{\hbar^2} \text{Re} \int_0^\infty dt e^{i\omega t - \frac{1}{2}(\Delta H_0 + \lambda_\omega)} + F(t),
\]

where \( F(t) \) changes from Eq. (6) to the following relation\(^{47}\)

\[
F(t) = \int_0^t dt' \int_0^{t'} dt'' f(\tau') f(\tau'') \phi(\tau' - \tau'').
\]

Here, \( \phi(\tau' - \tau'') \) is from Eq. (7) and the new function \( f(\tau) \) accounts for the modulation of the donor-acceptor distance

\[
f(\tau) = i\sqrt{S(\omega_v - \tilde{\gamma} - \delta(t - \tau) - \tilde{\gamma}\delta(\tau)}.
\]

In this equation, the modulation of the electronic coupling by donor-acceptor vibrations enters only the ends points of the corresponding correlation function of the donor-acceptor energy gap (through two delta-functions). The effect of donor-acceptor vibrations is quantified in terms of the dimensionless parameter of the distance decay for the donor-acceptor coupling

\[
\tilde{\gamma} = \frac{\gamma}{\sqrt{4S}}.
\]

This parameter, in the form of an energy variable \( \tilde{\gamma}^2 \hbar \omega_v \), first appeared in an analytical theory for proton and hydrogen transfer by Borgis et al.\(^{45}\) However, steepest descent ansatz was applied to arrive at a closed-form solution in that work. Such approximations are avoided here, and the solution presented below is formally exact.

Substitution of Eq. (29) to Eq. (28) leads to the following expression

\[
F(t) = i\omega_v S t - S(2\bar{n} + 1) - 2\sqrt{S}\tilde{\gamma} + \bar{n} \left(\sqrt{S} - \tilde{\gamma}\right)^2 e^{i\omega_v t} + (\bar{n} + 1) \left(\sqrt{S} + \tilde{\gamma}\right)^2 e^{-i\omega_v t}.
\]

(31)

Repeating the same steps as above for converting \( F(t) \) into the series of modified Bessel functions, one can arrive at Eq. (18) for \( k_\epsilon \), with the following expression for the Franck-Condon factor

\[
\text{FC} = e^{-S(2\bar{n}+1)-2\sqrt{S}\tilde{\gamma}} \sum_{k=-\infty}^{\infty} \frac{I_k[2\sqrt{\bar{n}(\bar{n}+1)}|S - \tilde{\gamma}|]}{\left(\sqrt{\bar{n}}/\sqrt{\bar{n}+1}\right)^k \left(\sqrt{S} - \tilde{\gamma}\right)^k \left(\sqrt{S} + \tilde{\gamma}\right)^k} \exp\left[-\beta(\Delta G_0 + \lambda_\omega + m\hbar \omega_v)^2/4\lambda_\omega\right].
\]

(32)

In this limit \( 2\sqrt{\bar{n}(\bar{n}+1)}|S - \tilde{\gamma}^2| \ll 1 \), one can again apply the series expansion for the Bessel function from Eq. (13). If one additionally assumes \( \bar{n} \ll 1 \), the result is a non-Condon modification of the standard Bixon-Jortner formula

\[
\text{FC} = e^{-S-2\sqrt{S}\tilde{\gamma}} \sum_{m=0}^{\infty} \frac{(\sqrt{S} + \tilde{\gamma})^{2m}}{m!} \exp\left[-\beta(\Delta G_0 + \lambda_\omega + m\hbar \omega_v)^2/4\lambda_\omega\right].
\]

(33)

The non-Condon effects, caused by modulation of the donor-acceptor distance by vibrations, disappear in the limit \( S \gg \tilde{\gamma}^2 \), when one returns to the Bixon-Jortner result in Eq. (20).

The limit of classical vibrations modulating the donor-acceptor distance is again obtained by the series expa-
character, the frequency $\omega_v$ is an average frequency over the normal mode vibrations $\omega_i$ characterized by their corresponding reorganization energies $\lambda_i$. The equation for $\omega_v$ becomes

$$\omega_v = (\lambda_v)^{-1} \sum_i \omega_i \lambda_i. \quad (37)$$

Similarly, $\bar{n}$ is an effective average population of all vibrations populated by IR radiation and redistributed among the normal modes. The model considered here therefore assumes two time-scale separations: (i) intramolecular vibrational energy relaxation among the normal modes (with a time-scale $\tau_0$ from a few tens to hundreds of femtoseconds) is much faster than the rate of the radiationless transition $k_{tr}$ and (ii) the decay of $\bar{n}$ to $\bar{n}_{eq}$, that is intermolecular vibrational relaxation to the surrounding solvent ($\tau_0 \approx 10 - 100$ ps), is slower than $k_{tr}$. Reported instances of reactions affected by IR pumping generally fall in this time window: $k_{tr}^{-1} \approx 0.2 - 14$ ps and $\bar{k}_{tr}^{-1} \approx 30$ ps. Lifting the second approximation requires a dynamical model for $\bar{n}(t)$.

Figure 3 illustrates the effect of $\bar{n} > \bar{n}_{eq}$ on the energy gap law for radiationless transitions, which is the dependence of $k_{tr}$ on the driving force $-\Delta G_0$. The calculation is performed at the effective frequency of vibrations $\omega_v = 1500$ cm$^{-1}$ typical for organic molecules and the vibrational reorganization energy $\lambda_v = 0.3$ eV. In addition, the solvent reorganization energy $\lambda_s = 1$ eV is adopted. With these parameters, $\bar{n}_{eq} = 7 \times 10^{-4}$. We show in Fig. 3 how the rate is altered when $\bar{n}$ exceeds $\bar{n}_{eq}$. Speeding of the reaction is seen away from the top rate of activationless transition, while the reaction becomes slower at nonequilibrium conditions near the top of the inverted parabola. Therefore, both the acceleration and slowing down of the reaction are possible depending on the driving force. This result is consistent with published experimental evidence and its theoretical interpretation. Creating a nonequilibrium population depletes the ground-state vibrational state. This, in turn, reduces the rate in the activationless region where the crossing of vibronic BO states involving the vibrationally ground state provides the lowest barrier. On the contrary, barrier crossing away from the activationless transition involves excited vibrational states. Increasing their population accelerates the reaction.

Turning now to vibrational modes modulating the donor-acceptor separation, the dimensionless parameter $\bar{\gamma}$ given by Eq. (30) is likely to be small for electron transfer. Assuming $\Delta q = 0.1$ Å, $\gamma = 1.5$ Å$^{-1}$, and $\lambda_v = 0.1$ eV, one gets $\bar{\gamma} = 0.1$ at $\omega_v = 1500$ cm$^{-1}$. This parameter is much higher in magnitude for proton and hydrogen atom transfer because of the faster distance decay of the vibrational wave functions of more massive protons yielding $\gamma = 25 - 35$ Å$^{-1}$. With $\gamma = 30$, our estimate yields $\bar{\gamma} \approx 2$ such that $\bar{\gamma}^2$ can exceed the Huang-Rhys factor $S$ in the power series over the vibronic transitions in Eq. (33). Our analysis obviously applies to the quantum nonadiabatic limit for proton and

**IV. RESULTS**

Equation (19) is the starting point of our analysis. It provides the rate of radiationless transition at a stationary and non-equilibrium population $\bar{n}$ of the effective vibrational coordinate $q$ representing the manifold of vibrational normal modes of the molecule. Given its effective normal modes of the molecule. Given its effective normal modes of the molecule. Given its effective normal modes of the molecule. Given its effective
A significant alteration of the energy-gap law is observed with increasing $\bar{\gamma}$: the maximum of the distorted inverted parabola shifts to much higher driving force values and a substantial acceleration of the rate follows (Fig. 4). These calculations suggest that $\bar{\gamma} > 1$ makes reaching the inverted region impractical for systems typically studied experimentally. The value of $\bar{\gamma}$ is expected to be small for electron transfer, but, in this case, increasing $\bar{n}$ above the equilibrium value $\bar{n}_{eq}$ significantly accelerates the rate in the normal region $-\Delta G_0 < \lambda$ (Fig. 5).

V. CONCLUSIONS

This paper presents closed-form expressions for the rates of radiationless transitions in molecules characterized by stationary, nonequilibrium populations of Franck-Condon active vibrational modes. The extension of the standard Bixon-Jortner framework to nonequilibrium conditions shows a moderate change in the reaction rate. The theory’s outcomes change significantly when the effective nuclear mode starts to modulate the donor-acceptor coupling. For reactions of proton/hydrogen transfer characterized by fast distance falloff of the coupling, the non-Condon effect, even at equilibrium conditions, leads to a substantial increase in the rate in the inverted region and to a shift of the maximum of the inverted distorted parabola to higher driving force values (Fig. 4). The non-Condon effect is much weaker for electron transfer, but here non-equilibrium conditions lead to a strong speed-up of the reaction in the normal region (Fig. 5). The model suggests that strong control of radiationless transitions can be achieved if a nonequilibrium population of vibrations modulating the donor-acceptor distance is produced by IR pumping.

Nonequilibrium population of molecular vibrations leads to a number of deviations from the standard transition-state theory: (i) non-Arrhenius kinetics, (ii) the violation of the FDT, and (iii) the breakdown of the detailed balance. The effective free energy of the reaction, obtained from the ratio of the forward and backward reaction rates, is reduced at nonequilibrium conditions compared to the thermodynamic limit (Eq. (24)). For photoinduced electron transfer, part of the input energy from the radiation photon needs to be sacrificed in the form of a negative reaction free energy to achieve sufficient speedup of the forward rate and thus mostly unidirectional electron transport in nature and artificial photosynthesis. The model presented here suggests that “hot” vibrations should both accelerate photoinduced charge separation in the normal region (Fig. 5) and reduce the effective reaction free energy dissipated by the reaction. It still remains to be seen whether this result, established from an exactly solvable model considered here, can be extended to other activated transitions at nonequilibrium conditions.
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