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Abstract

Magnetic Particle Imaging (MPI) is a preclinical imaging technique capable of visualizing the spatio-temporal distribution of magnetic nanoparticles. The image reconstruction of this fast and dynamic process relies on efficiently solving an ill-posed inverse problem. Current approaches to reconstruct the tracer concentration from its measurements are either adapted to image characteristics of MPI but suffer from higher computational complexity and slower convergence or are fast but lack in the image quality of the reconstructed images. In this work we propose a novel MPI reconstruction method to combine the advantages of both approaches into a single algorithm. The underlying sparsity prior is based on an undecimated wavelet transform and is integrated into a fast row-action framework to solve the corresponding MPI minimization problem. Its performance is numerically evaluated against a classical FISTA approach on simulated and real MPI data. We also compare the results to the state-of-the-art MPI reconstruction methods. In all cases, our approach shows better reconstruction results and at the same time accelerates the convergence rate of the underlying row-action algorithm.

1 Introduction

When Magnetic Particle Imaging (MPI) was invented in 2005 by Weizenecker and Gleich, a novel research area in medical imaging has emerged alongside computed tomography (CT) and magnetic resonance imaging (MRI) [1]. MPI images the spatial and temporal distribution of superparamagnetic iron oxide nanoparticles (SPIONs) by exploiting the characteristic non-linear magnetization of the particles when external magnetic fields are applied. These fields elicit a spatially localized field-free point (FFP) where the dynamic change of the particles magnetic moment results in an induced voltage. This voltage, in turn, can be captured by dedicated receive coils [2]. This not only takes the imaging process into the sub-millimeter resolution range, but also allows a fast acquisition process enabling real time or interventional imaging [3]. MPI has a diverse range of applications such as vascular imaging [4], tumor imaging [5], stem cell tracking [3], hyperthermia therapy [6] or drug targeting [7].

The correlation between the particle position and the induced voltage is encoded in the system matrix, a collection of calibration scans containing the particle behaviour at all discretized positions in the scanner, the so-called field of view (FOV). This correlation depends strongly on the chosen trajectory of the FFP where the Lissajous trajectory is one of the most common ones used for real-time imaging [8]. The system matrix is usually acquired by measuring the system response of a delta sample shifted to each voxel in the FOV. A more sophisticated approach avoids mechanical movement of the delta sample and rather shifts the spatial position by utilizing magnetic offset fields. Such hybrid system matrix approaches can cut acquisition
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times down by a factor of 1000 [9]. We note that also the \( x \)-space reconstruction approaches [10] can be formulated in terms of a linear system of equations and thus, the reconstruction framework we propose in this work is completely scanner and imaging sequence agnostic.

With the system matrix \( A \), the particle concentration \( x \) and the measured voltage \( b \) the reconstruction problem amounts to solving the linear system

\[ Ax = b. \]  

(1)

The system matrix \( A \in \mathbb{C}^{m \times n} \) is usually considered in frequency domain allowing a frequency dependent preprocessing [11]. This preprocessing removes noisy rows of the system matrix with a signal-to-noise-ratio (SNR) lower than some predefined threshold. In addition to the SNR-based thresholding, a band-pass filtering is applied to suppress lower frequencies, which are distorted from the excitation frequency [12].

The reconstruction of the tracer concentration is an ill-posed inverse problem. There are currently two different optimization models to solve (1) in the context of MPI. The first one is based on regularizing the total energy of the tracer concentration \( x \), resulting in the Tikhonov regularized least-squares problem

\[
\min_{x \geq 0} \frac{1}{2} \| Ax - b \|_2^2 + \rho \| x \|_2^2 \quad \rho > 0.
\]  

(2)

This problem can be efficiently solved using the regularized Kaczmarz approach proposed in [11]. As the rows of the system matrix are nearly orthogonal, it shows an initially fast convergence and is therefore frequently used as the state-of-the-art solver in most published papers with only a few numbers of iterations, see for example [3, 13, 14]. On the downside, however, Tikhonov regularization results in smoothed edges, limited noise suppression as well as reduced contrast [15]. In order to overcome these issues, Storath et al. proposed the second optimization model, i.e., the non-negative Fused Lasso. Instead of the \( \ell_2 \)-prior in (2), a combination of \( \ell_1 \)- and total variation (TV) regularization priors were evaluated in [15, 16], resulting in the following optimization problem

\[
\min_{x \geq 0} \frac{1}{2} \| Ax - b \|_2^2 + \lambda_1 \| x \|_1 + \lambda_2 \| x \|_{TV} \quad \lambda_1, \lambda_2 > 0.
\]  

(3)

This is motivated by typical statistics of MPI images: a sparse spatial tracer concentration and a sparse image gradient preserving edges. Solving [3] in the context of MPI has been shown to significantly improve the reconstructed tracer distribution, see [15] and [16]. In both works different algorithmic approaches for tackling [3] are considered, both leading to similar image quality as well as computation time. The improved image quality that results from the total variation approaches in [15, 16] have one major disadvantage, which has hampered a more widespread use of these reconstruction methods up to now: a higher computational complexity paired with a slower convergence rate compared to the classical Kaczmarz approach. In the numerical results section of [15] this is quantified to be a factor of seven for a typical 3D real data set, i.e., the regularized Kaczmarz is seven times faster than the Fused Lasso approach. Apart from computational aspects, another disadvantage of the Fused Lasso approach is the fact that there are now two regularization parameters, \( \lambda_1 \) and \( \lambda_2 \) which impact the outcome of the reconstruction quality. Fine tuning of both parameters simultaneously is then quite challenging.

In many applications of MPI an offline reconstruction of the tracer distribution is sufficient, and hence longer reconstruction times might be tolerated. Yet, some applications, for example in interventional radiology where an immediate visual response for catheter navigation is crucial, require a framework with a feasible real-time reconstruction algorithm [13]. In such cases the regularized Kaczmarz algorithm is still the
preferred choice [14]. Unsurprisingly, the larger the data sets get, in particular in three dimensions, a fast and at the same time accurate reconstruction is fundamental.

**Contributions:** In this work we introduce a simple and fast row-action framework in order to reconstruct the tracer concentration in Magnetic Particle Imaging. The novelty lies in combining the basic Kaczmarz based approach from [2] with sparsity inducing priors based on sparse representations of the particle concentration in a discrete wavelet basis. This links the speed of convergence of the underlying row-action method when solving [2] with a single sparsity prior, which is similar to the Fused Lasso approach in [3]. Our numerical experiments confirm that the proposed framework leads to a fast and accurate algorithm that performs well and is significantly faster than current state-of-the-art MPI optimization algorithms. The numerical evaluations are based on simulated MPI data with a measured system matrix as well as real three dimensional data provided by the OpenMPIData initiative [17]. A Matlab implementation and documentation of the proposed method for reconstructing MPI images is available online [https://github.com/flieb/SparseKaczmarzMPI](https://github.com/flieb/SparseKaczmarzMPI).

**Outline of the Paper:** In the following section, we first introduce the basic mathematical concepts and notations. In Section 3 we draw the connection between the proposed optimization problem and the MPI problem and introduce our new algorithm. The numerical evaluations are presented in Section 4, demonstrating the effectiveness of the proposed method on simulated and real MPI data.

## 2 Mathematical Background and Notations

### 2.1 Proximal operators

Proximal operators are introduced as a generalization of convex projections operators and are a popular tool in modern inverse problems allowing the incorporation of sophisticated regularization priors into the optimization problem.

Let \( f : \mathbb{C}^N \to \mathbb{R} \cup \{+\infty\} \) be a lower semi-continuous, convex function. For all \( x \in \mathbb{C}^N \), the proximal operator \( \text{prox}_f : \mathbb{C}^N \to \mathbb{C}^N \) is uniquely defined by

\[
\text{prox}_f(x) = \arg \min_{z \in \mathbb{C}^N} f(z) + \frac{1}{2} \|x - z\|_2^2.
\](4)

An important result on the composition of \( f \) with a bounded affine operator \( \Phi \) is introduced in [18, Lemma 2] and briefly summarized in the following.

**Lemma 2.1.** Let \( \Phi : \mathbb{C}^M \to \mathbb{C}^N \) be a linear mapping, such that \( \Phi^* \Phi = \alpha I \) for some constant \( \alpha > 0 \). Define \( g(x) = f(\Phi x) \), with \( f \) being a lower semi-continuous, convex function. For any \( x \in \mathbb{C}^M \),

\[
\text{prox}_g(x) = x + \frac{1}{\gamma} \Phi^* \left( \text{prox}_{\gamma f} (\Phi x) - \Phi x \right).
\](5)

The following proximal operators are important in the remainder of this manuscript. First, with

\[
f_{\ell_1}(x) = \lambda \|x\|_1 = \sum_{i=1}^{N} |x_i|,
\](6)

for some constant \( \lambda > 0 \), the resulting proximity operator is the soft-thresholding operator

\[
\text{prox}_{f_{\ell_1}}(x) = x \cdot \max \left( 1 - \frac{\lambda}{|x|}, 0 \right).
\](7)
Second, with $\lambda > 0$ setting

$$f_{NNG}(x) = \sum_{i=1}^{N} \lambda^2 + \text{asinh} \left( \frac{|x_i|}{2\lambda} \right) + \lambda^2 \frac{|x_i|}{\sqrt{|x_i|^2 + 4\lambda^2 + |x_i|}},$$  \hspace{1cm} (8)

leads to the so called non-negative Garrote (NNG) \cite{19} defined by

$$\text{prox}_{f_{NNG}}(x) = x \cdot \max \left( 1 - \frac{\lambda^2}{|x|^2}, 0 \right).$$  \hspace{1cm} (9)

Note that this proximal mapping is very similar to the soft-thresholding. It enforces sparsity and can be seen as a compromise between hard- and soft-thresholding, whereas the hard-thresholding for a given threshold $\lambda > 0$ is defined by

$$S_h(x) = \begin{cases} x & \text{for } |x| > \lambda \\ 0 & \text{for } |x| \leq \lambda \end{cases}.$$  \hspace{1cm} (10)

This is visualized in Fig. 1 for the identity function. Function values after the non-negative Garrote are closer to the original values, but do not exhibit discontinuities as in the case of hard-thresholding.

### 2.2 Undecimated wavelet transform

The wavelet transform is an orthogonal multi-scale transform that allows, in contrast to the ordinary Fourier transform, to resolve the spatial (or time) dependency of frequencies encoded in a signal. It allows to compress a large class of signals and is therefore a popular choice as a sparsity transformation in compressed-sensing applications \cite{20}.

A single level of the discrete wavelet transform (DWT) for a one-dimensional signal $x$ consists of detail and approximation coefficients, $d$ and $a$ respectively. The detail and approximation coefficients result by filtering $x$ with low- and high-pass filter $L_0$ and $H_0$ followed by a dyadic downsampling \cite{21}. A multilevel decomposition at level $j$ can then be realized by splitting the approximation coefficients $a^j$ again into corresponding detail and approximation coefficients $d^{j+1}$ and $a^{j+1}$. In a similar fashion the original signal can be reconstructed from its multilevel decomposition by a dyadic upsampling with zeros and convolving the results with the low- and high-pass reconstruction filters.

The DWT can be extended to higher dimensional signals by tensor products. For a two-dimensional signal, for example, a single level DWT decomposition results in four components: the approximation coefficients $a^j$ and three detail coefficients $d_{v}^j$, $d_{h}^j$ and $d_{d}^j$ corresponding to vertical, horizontal and diagonal details. The schematic principle is visualized in Fig. 2.
In order to reconstruct the original signal from its wavelet coefficients, the steps in Fig. 2 are simply reversed. That means each of the four components are upsampled, filtered with the appropriate reconstruction filter and summed up [21]. In the following we denote the reconstruction at level $j$ by

$$a^j = R^j (a^{j+1}, dh^{j+1}, dv^{j+1}, dv^{j+1}).$$

(11)

Although the DWT is applied in numerous image processing applications, e.g., compressed sensing in magnetic resonance imaging, it suffers from a lack of shift-invariance and aliasing that results from the inherent downsampling. Omitting the downsampling step results in the undecimated discrete wavelet transform (UDWT), which is also named trous or stationary wavelet transform. Instead of downsampling, filter coefficients are upsampled by inserting zeros at even- or odd-indexed positions. This introduces a redundancy of the wavelet coefficients making reconstruction a bit more complex. It basically involves reconstructing the even and odd parts of the components separately followed by an averaging step, which combines both reconstructed parts. For simplifying notation we define $c_j := \{a^{j+1}, dh^{j+1}, dv^{j+1}, dv^{j+1}\}$. Furthermore, let the operators that select every even and odd member of a doubly indexed sequence $x_{m,n}$ be $(D_0 x)_{m,n} = x_{2m,2n}$ and $(D_1 x)_{m,n} = x_{2m+1,2n+1}$. The original data then can be reconstructed by recursively computing

$$c^j = \frac{1}{2} \left( R^j (D_0 c^{j+1}) + R^j (D_1 c^{j+1}) \right).$$

(12)

For more details we refer to the concept of the $\epsilon$-decimated DWT in [22].

The extension of the 2D UDWT to three dimensions results in eight components, by low- and highpass filtering each of the four 2D components along the third dimension. The scheme in (12) can be extended in a similar fashion to reconstruct the original 3D signal.

### 2.3 Kaczmarz Algorithm

In the following let $A \in \mathbb{C}^{m \times n}$ be a matrix with rows $a_i^T \in \mathbb{C}^n$, $i = 1, 2, \ldots, m$ and $b \in \mathbb{C}^m$. The standard Kaczmarz algorithm, initially proposed in [23], solves the consistent linear system of equations $Ax = b$, such that the solution $x^*$ satisfies

$$x^* = \arg \min_x \|x\|_2 \quad \text{s.t.} \quad Ax = b.$$

Given an initial $x_0$, the Kaczmarz algorithm reads

$$x_{k+1} = x_k + \frac{b_i - \langle a_i, x_k \rangle}{\|a_i\|^2} a_i^*, \quad i = \mod(k, m).$$

(13)
Algorithm 1: FISTA

Input : \( A \in \mathbb{C}^{m \times n} \) - measured system matrix
\( b \in \mathbb{C}^m \) - measured phantom signal
\( \lambda > 0 \) - regularization parameter
\( \gamma > 0 \) - Lipschitz constant of \( A \)
\( \Phi \) - tight wavelet frame
\( N \) - maximum iteration number

Output: \( x \in \mathbb{R}^n \) - reconstructed tracer concentration

1. Fix \( x_0 \in \mathbb{C}^n \), \( z_0 \leftarrow x_0 \) and \( t_0 = 1 \)
2. for \( k = 1, 2, \ldots, N \) do
   3. \( y_k \leftarrow z_{k-1} - \frac{1}{\gamma} A^* (Az_{k-1} - b) \)
   4. \( y_k \leftarrow P(y_k) \) // Projection onto \( \mathbb{R}^+ \)
   5. \( x_k \leftarrow \text{prox}_{\gamma\lambda f}(\Phi y_k) \) // see Lemma 2.1
   6. \( t_k \leftarrow \frac{1 + \sqrt{t_k^2 + 1}}{2} \)
   7. \( z_k \leftarrow x_k + (1 + \frac{t_k-1}{t_k}) (x_k - x_{k-1}) \)
3. end

If \( x_0 = 0 \), the Kaczmarz algorithm converges to a minimum norm solution [24]. The rate of convergence depends on the ordering of the rows and is shown to be exponential in a randomized Kaczmarz variant, where the rows are chosen randomly [25]. As it only uses a single row in each iteration, it is called a row-action method. Instead of considering the constraint \( Ax = b \) as an intersection of several smaller linear constraints, the iteration in (13) can be directly related to the Landweber method

\[
x_{k+1} = x_k + \gamma A^* (Ax_k - b),
\]

with \( \gamma = \|A\|^{-2} \), see for example [26, Sec. 2.5.1] or [27].

3 Proposed Algorithm

As already mentioned in [15], an \( \ell_2 \)-prior which penalizes the total energy of the tracer distribution does not take the structure of the latent image into account. Furthermore, this reconstruction model assumes a purely Gaussian noise pattern independently of each pixel intensity. In the case of MPI this is simply not a very accurate assumption. First, there are always image parts with no tracer concentration present and hence all these background pixels are correlated. On the other hand, an equally distributed tracer concentration in the sample, i.e., a state of equilibrium, leads to images with piecewise constant regions. Both assumptions apparently motivate the usage of an \( \ell_1 \)-norm and total variation norm regularization approach [15,16].

Similarly, piecewise regular signals are also sparsely represented in a discrete wavelet basis. As these wavelets are well localized, only few coefficients are needed to represent transient structures such as edges. Hence, tracer concentrations in Magnetic Particle Imaging exhibit large wavelet coefficients in the vicinity of large transients and small wavelet coefficients for regular textures over the support of the corresponding wavelet [21]. This motivates the following optimization problem.

With \( \Phi : \mathbb{R}^n \rightarrow \mathbb{R}^{J \times n} \), denoting the undecimated wavelet transform described above, with \( J \) being the
number of decomposition levels, we propose the following minimization problem for reconstructing the tracer concentration in MPI:

$$
\min_{x \in \mathbb{R}^+} \frac{1}{2} \| Ax - b \|_2^2 + \lambda f(\Phi x).
$$

(15)

Here, $f$ promotes the sparsity of the wavelet coefficients $\Phi x$, either via the simple $\ell_1$-norm from (6) or the NNG representation from (9).

There exist several algorithms for solving problem (15), such as FISTA [28], ADMM [29] or Douglas-Rachford-splitting approaches [30]. The FISTA approach is based on a general forward-backward splitting approach by iterating

$$
x_{k+1} = \text{prox}_{\gamma f}(x_k - \gamma \nabla h(x_k)), \quad \gamma \in [0, \infty[,
$$

(16)

with $h(x) = \frac{1}{2} \| Ax - b \|_2^2$. This scheme is characterized by its gradient (forward) step and its backward step based on the proximity operator of $f$. The resulting FISTA based algorithm is summarized in Algorithm 1.

Note that in practice $\gamma = \| A^* A \|_{op}^{-1} = \frac{1}{\sqrt{\rho}}$, where $\rho$ is the largest eigenvalue of $A^* A$.

Our proposed approach for solving (15) is described in the following. Based on the forward-backward splitting in (16), we propose to use the Kaczmarz algorithm for the gradient step. To be more specific, we propose a single sweep over all rows of the system matrix $A$ to compute a gradient descent step. This is justified by the direct relation of the Landweber method in (14) and the Kaczmarz iteration (13). After that we simply apply the proximal operator corresponding to $f$ resulting in the following iteration

$$
x_k = x_k + \frac{b_i - \langle a_i, x_k \rangle}{\| a_i \|_2^2} a_i^*, \quad i = \text{mod}(k, m)
$$

$$
x_{k+1} = \begin{cases} 
\text{prox}_f(\Phi x_k) & \text{if } i = 0 \\
x_k & \text{if } i \neq 0
\end{cases}
$$

(17)

which leads to the following pseudocode of our proposed Sparse Kaczmarz Algorithm (SKA) summarized in Algorithm 2. Note that the tracer concentration in MPI is nonnegative implying to iteratively project onto the positive (real) numbers [12].

There are several issues that need clarification at this point. First of all, the Kaczmarz algorithm in general only works for consistent linear system, i.e., it must hold that $b \in \mathcal{R}(A)$ where $\mathcal{R}$ denotes the range of $A$. Obviously, in the case of MPI it holds that $b \notin \mathcal{R}(A)$ due to measurement errors as well as noise. In such cases, convergence of the Kaczmarz iteration for inconsistent linear systems is proven in [31, Thm. 3.2], with the rate of convergence depending on the amount of noise. In MPI, the amount of noise present can be, at least to some extent, controlled by preconditioning the system matrix via SNR thresholding [11] as described above. This is similar to the so called bang-bang relaxation parameter proposed in [32] and justifies the usage of a basic Kaczmarz iteration.

Another issue is the convergence of $f_{\text{NNG}}$ in the context of general forward-backward splitting approaches as it is not strictly convex. However, the convergence of general semi-convex (weakly-convex) penalty functions inside an iterative shrinkage/thresholding algorithm (ISTA) has been shown in [19,33], inside a Douglas-Rachford splitting in [34] and inside the alternating direction method of multipliers (ADMM) recently in [35].

In order to directly compare the first order proximal method in Algorithm 1 with the Kaczmarz based Algorithm 2 the Kaczmarz based gradient descend has to adopt a single step size for all the rows of the system matrix. This requires a row normalization of $A$ such that $\| a_i \|_2 = 1$ for all $i \in \{1, 2, \ldots, m\}$.
Algorithm 2: Sparse Kaczmarz Algorithm (SKA)

**Input**:  
- $A \in \mathbb{C}^{m \times n}$ - measured system matrix  
- $b \in \mathbb{C}^{m}$ - measured phantom signal  
- $\lambda > 0$ - regularization parameter  
- $\Phi$ - tight wavelet frame  
- $N$ - maximum iteration number

**Output**: $x \in \mathbb{R}^{n}$ - reconstructed tracer concentration

1. $x_0 \leftarrow 0 \in \mathbb{C}^{n}$
2. for $k = 1, 2, \ldots, N$ do
   3. for $i = 1, 2, \ldots, m$ do
      4. $x_k \leftarrow x_k + \frac{b_i - \langle a_i, x_k \rangle}{\|a_i\|^2} a_i^*$
   5. end
   6. $x_k \leftarrow P(y_x)$ \hspace{1cm} // Projection onto $\mathbb{R}^{+}$
   7. $x_k \leftarrow \text{prox}_{\lambda f}(\Phi x_k)$ \hspace{1cm} // see Lemma 2.1
8. end

4 Numerical Results

4.1 Experimental Setup

MPI data is simulated using a measured hybrid system matrix \cite{9, 36}. The excitation field amplitude is set to $12$ mT in both $x$- and $y$-directions with a frequency of $24.5098$ kHz in $x$- and $26.0417$ kHz in $y$-direction at a discretization of $0.5$ mT. The FOV is discretized at $57 \times 57$ sampling points. The bandwidth of the receiver unit is $4.375$ MHz. The induced signals in the $x$- and $y$-receive coils are averaged over $50$ repetitions, Fourier transformed and stacked as the columns of the system matrix $A$. Furthermore, $A$ is row-normalized such that all rows have unit norm. The resulting system matrix has a size of $5714 \times 3249$. Forward simulations are based on

$$b = A(\sigma^{-1}x) + \eta,$$

(18)

with a predefined phantom $x$ with weight $\sigma$ and a noise vector $\eta$ consisting of the mean over several empty scanner measurements. In contrast to the simulations in \cite{15, 37}, where only white Gaussian noise was added, this approach is much closer to real data, since the noise in an MPI experiment is typically colored due to a non-constant transfer function of the receiver electronics. In our case, the actual noise level is defined by $\sigma$, which implies that the larger $\sigma$, the larger the influence of the constant background signal. Furthermore, from the resulting simulated signal $b$ only frequencies within the range of $70-3,000$ kHz are considered in the reconstruction process \cite{11, 12}. This reduces the number of frequency components from $5712$ to $3065$ and results in a total system matrix size of $3065 \times 3249$.

In the following forward simulations we consider the phantoms visualized in Fig. 4. The generic shape phantom (Fig. 4a) is taken from \cite{38} and has been used in the context of MPI in \cite{37}. The vascular tree phantom shown in Fig. 4b has a more medically motivated structure, driven by angiographical applications. The quality of the reconstructed tracer concentration $x_{\text{rec}}$ is evaluated using the peak signal-to-noise ratio.
The PSNR, SSIM and computation times (averaged over 50 independent runs) for the two phantoms are summarized in the first four rows in Table 1 for a low noise level $\sigma = 10$ and a high noise level $\sigma = 50$. Computation times are based on a workstation with 32GB RAM and a 2.9GHz i7 QuadCore CPU.

4.2 Simulated Data

The PSNR, SSIM and computation times (averaged over 50 independent runs) for the two phantoms are summarized in the first four rows in Table 1 for a low noise level $\sigma = 10$ and a large noise level $\sigma = 50$ for

$$
\text{PSNR}(x_{\text{rec}}) = 10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} (\sigma x_{\text{rec}}^i - x_i)^2 \right)^{-1},
$$

and the structural similarity index SSIM [39], where SSIM values closer to 1.0 represents a better perceived image quality between original and reconstructed image.

The maximum iteration number of all four algorithms is set to 3,000 with the following stopping criterion: whenever the relative change between two consecutive iterates $\epsilon_r$ is below $10^{-5}$, i.e.,

$$
\epsilon_r = \frac{\|x_k - x_{k+1}\|_2}{\|x_k\|_2} < 10^{-5},
$$

the iteration is stopped [15][16]. The regularization parameter $\lambda$ is chosen based on a greedy approach maximizing the corresponding PSNR. The underlying undecimated wavelet transform is based on the Haar wavelet and a decomposition level of two. In the following we will consider the phantom with a low noise level $\sigma = 10$ and a high noise level $\sigma = 50$. Computation times are based on a workstation with 32GB RAM and a 2.9GHz i7 QuadCore CPU.
Table 1: Quality measures (psnr, ssim and computation time in seconds) of the reconstructed particle concentrations based on the proposed sparse Kaczmarz variants (SKA), the FISTA approaches and current state-of-the-art MPI reconstruction algorithms for the shape and vascular tree phantom at different noise levels \( \sigma \).

|                | Shape (\( \sigma = 10 \)) | Vascular tree (\( \sigma = 10 \)) | Shape (\( \sigma = 50 \)) | Vascular tree (\( \sigma = 50 \)) |
|----------------|-----------------------------|-----------------------------------|-----------------------------|-----------------------------------|
|                | PSNR SSIM time              | PSNR SSIM time                    | PSNR SSIM time              | PSNR SSIM time                    |
| SKA (NNG)      | 49.11 0.9887 4.0            | 48.31 0.9955 5.2                  | 32.56 0.8256 4.4            | 31.69 0.8873 5.6                  |
| FISTA (NNG)    | 46.28 0.9115 8.9            | 45.41 0.9471 13.3                 | 30.65 0.6991 8.9            | 31.80 0.7840 11.1                 |
| SKA (ST)       | 43.93 0.9537 3.5            | 42.33 0.9525 4.7                  | 30.42 0.7315 3.6            | 28.35 0.7268 4.9                  |
| FISTA (ST)     | 43.75 0.8871 9.5            | 42.52 0.9220 10.9                 | 30.04 0.6806 8.6            | 28.76 0.7791 10.6                 |
| reg. KA [11]   | 38.49 0.8475 122            | 39.55 0.8899 135                  | 25.22 0.4767 195            | 25.27 0.6526 189                  |
| Fused Lasso [15]| 46.02 0.9421 304           | 44.46 0.9463 310                  | 29.81 0.8614 324            | 30.91 0.8955 321                  |

The reconstructed tracer concentration in the case of large noise (\( \sigma = 50 \)) is visualized in Fig. 4. It shows that the algorithms based on NNG thresholding leads to a smoother particle concentration at less background noise compared to soft-thresholding, where the Kaczmarz based approach yields the superior reconstruction performance. This can be quantified by comparing the actual reconstructed values for certain areas in the shape phantom. The triangle part has an original value of 0.75, reconstruction using FISTA (NNG) gives 0.7761 \( \pm 0.0083 \) and with soft-thresholding 0.7665 \( \pm 0.0281 \), while our SKA (NNG) approach yields 0.7592 \( \pm 0.0292 \) and with soft-thresholding 0.733 \( \pm 0.0382 \). The background of the shape phantom (original value of 0) is reconstructed to the following values: FISTA (NNG) 0.0186 \( \pm 0.0228 \), FISTA (ST) 0.0211 \( \pm 0.0224 \), SKA (NNG) 0.0094 \( \pm 0.0175 \) and SKA (ST) 0.0134 \( \pm 0.0193 \).

In summary, the proposed SKA with NNG thresholding shows the best performance in terms of image quality. In addition, it also shows faster convergence, leading to consistently faster computation times. In the following section, we are going to put these results into perspective with state-of-the-art regularization algorithms currently used in the context of MPI.

4.3 Comparison with state-of-the-art Algorithms

There are currently two state-of-the-art algorithms for image reconstruction in MPI. The first one is the Tikhonov regularized Kaczmarz (reg. KA) algorithm proposed in [11], which solves the regularization problem in (2). The second one solves the optimization problem (3). Corresponding Fused Lasso algorithms are introduced in [15] and [16] which both solve the same minimization problem, and, have quite similar performance in terms of PSNR as well as computation times [16, Fig. 3-6].

For each of the two algorithms, the corresponding regularization parameters are chosen such that the PSNR is maximized (with the same stopping criterion as given in [20]). The results are summarized in the
Figure 4: Reconstructed tracer concentration for both phantoms at a large noise level. Shown are the original phantom (left) and the reconstructed images for the four algorithmic approaches. For each phantom the corresponding colormap is normalized and valid for all five images.

bottom two rows of Table 1. As expected, the regularized Kaczmarz approach gives the worst PSNR. Storath et al.’s Fused Lasso leads to much better reconstruction results, improving PSNR as well as SSIM at the cost of increasing computation time. It is outperformed, however, by the proposed SKA (NNG) approach, in terms of PSNR and SSIM and most significantly in terms of computation times. This implies that our proposed optimization problem in [15] is better suited to reconstruct the particle concentration in MPI than the problems [2] or [3].

4.4 Experimental Data

The openly available 3D data set used in this work is acquired using a Bruker preclinical MPI scanner [17]. The 3D system matrix is calibrated with the tracer perimag (100 mmol/l) and a delta sample of size 2 mm × 2 mm × 1 mm. The drive-field amplitude is 12 mT × 12 mT × 12 mT at a frequency of 2.5 MHz/102 × 2.5 MHz/96 × 2.5 MHz/99 and a selection-field gradient of -1.0 T/m × -1.0 T/m × 2.0 T/m. The FOV is discretized on a grid of size 37 × 37 × 37 amounting to 50,653 voxel. The signal for each voxel is averaged over 1,000 measurements and Fourier transformed resulting in a complex-valued system matrix \( A \) of size 80,787 × 50,653. During the system matrix acquisition, background measurements are taken after every 37th voxel scan. The system matrix is then background corrected by interpolating the resulting background measurements and subtracting them from the system matrix [40]. The phantoms used are the "cone" and the "resolution" phantom which are shown in Fig. 5b and 5a taken from [17]. Both phantoms are filled with perimag at a concentration of 50 mmol/l. The measurement vector \( b \) then results by taking the mean over 1,000 phantom measurements and subtracting the mean over the same amount of empty scanner measurements.

The parameter settings are as follows. For reconstruction we consider only frequencies which are larger than 70 kHz and have an SNR larger than 3. This reduces the number of matrix rows from 80,787 down to 3,271. Hence, the resulting system matrix \( A \) has size 3,271 × 50,653. For FISTA the largest eigenvalue of \( A^*A \) is needed, which implies an eigenvalue decomposition of a matrix of size 50,653 × 50,653. In our case we used the iterative Arnoldi’s method to approximate the largest eigenvalue. With ten iterations of
Table 2: Regularization parameters and computation times for the reconstruction results of the cone and resolution phantom shown in Fig. 6. Computation times are averaged over 20 runs.

|               | cone ph. | resolution ph. |
|---------------|----------|----------------|
|               | $\lambda$ | time           | $\lambda$ | time           |
| SKA (NNG)     | 2.5e-2   | 14.9           | 7e-4      | 33.5           |
| SKA (ST)      | 1e-2     | 11.4           | 3e-4      | 26.3           |
| FISTA (NNG)   | 3e-4     | 158.7          | 5e-5      | 305.6          |
| FISTA (ST)    | 2e-4     | 142.6          | 1e-5      | 240.8          |
| Reg. KA       | 1e-2     | 11.6           | 1e-4      | 22.8           |

Arnoldi’s method the computation of the largest eigenvalue takes about 6 minutes and is not included in the subsequent evaluation of computation times. Note, that whenever the parameter setting is changed, i.e., SNR or frequency threshold, this also affects the eigenvalue of $A^*A$.

The reconstruction of the tracer concentration is based on a three dimensional undecimated wavelet transform as described in Section 2.2. For the Kaczmarz-based approaches, the stopping criterion is set to $\epsilon_r = 10^{-2}$, while both FISTA approaches need $\epsilon_r = 10^{-3}$ in order to reach a reconstruction quality which is comparable with the Kaczmarz-based approaches. The chosen regularization parameters $\lambda$ are summarized in Table 2 for each of the two phantoms. For comparison, we include the results for the regularized Kaczmarz as the state-of-the-art reconstruction method. Storath et al.’s Fused Lasso approach was not able to handle the large size of the system matrix and is therefore omitted in the following. Note that computation times of Storath et al.’s Fused Lasso would be significant larger, mainly due to the discretization scheme of the total variation norm.

The resulting tracer reconstructions are visualized in Figure 6. The three dimensional cone in Fig. 6a is shown in layer view, i.e., three 2D images, showing a triangle in the $xy$- and $xz$-plane and a circle in the $yz$-plane. Whereas the regularized Kaczmarz still has artefacts in the background, there are none in...
Figure 6: Reconstructed 3D tracer concentration in layer view for the cone and resolution phantom.

all wavelet based approaches. The computation times for the cone reconstruction are summarized in Table 2 and clearly favor the proposed Kaczmarz based approaches, accelerating reconstruction by a factor of 14 compared to FISTA. The reconstruction results of the resolution phantom are visualized in Fig. 6b. Again, the wavelet based approaches show no background artefacts compared to the regularized Kaczmarz. Compared to FISTA, the sparse Kaczmarz approaches lead to better reconstructions in terms of edge reconstruction, e.g. compare the layer-view in the $xy$-plane of the SKA (NNG) and FISTA (NNG) reconstructions. This is mainly due to insufficient iteration steps for the FISTA based approaches. The reconstruction results would improve further by increasing the number of iterations, i.e., decreasing the stopping criterion. In contrast, the sparse Kaczmarz approaches only need about 26 and 34 seconds with soft-thresholding and NNG-thresholding respectively. Interestingly, the fastest reconstruction results from the reg. KA approach. This can be explained by quite similar iteration numbers compared to SKA (ST) to reach the stopping criterion. Note that this is quite sensitive to the chosen SNR threshold used in the preprocessing of the system matrix.
5 Discussion and Conclusion

In this work we introduced a novel row-action algorithm based on sparsity in the wavelet domain for image reconstruction in magnetic particle imaging. Our proposed sparse Kaczmarz method is compared to a classical FISTA approach, where both algorithms solve the same minimization problem. The performance evaluation on simulated MPI data shows a significant improvement compared to FISTA and current state-of-the-art algorithms in terms of PSNR, SSIM but also in terms of computation time. All algorithms were also evaluated on a large openly available MPI data set. The proposed sparse Kaczmarz approaches yield a reasonable reconstruction quality at a fraction of the computation time of the FISTA approaches. It thus combines the advantages of the row-action methods with the more sophisticated image priors of Storath et al.’s Fused Lasso approach: a superior reconstructed image quality with less noise, better edge preservation and a considerably faster convergence rate. In addition, the sparse Kaczmarz only requires a single row of the system matrix at each inner iteration. This reduces the computational overhead of computing $A^*A$ and its largest eigenvalue and makes it possible to handle system matrices that do not fit into computer memory. For potential usages in real-time MPI applications such as angioplasty and real-time catheter tracking but also for offline MPI reconstruction, the proposed approach would be a notable benefit.

In contrast to the state-of-the-art Fused Lasso algorithm, the proposed method only has a single regularization parameter $\lambda$ instead of two in the Fused Lasso case, which simplifies fine-tuning. The tuning of $\lambda$, however, directly affects the reconstructed image quality and is therefore a crucial task. An in-depth analysis of different parameter choices such as the discrepancy principle, quasi-optimality criterion [12], the Akaike Information Criteria (AIC) [11, Ch. 7] or a simple wavelet based noise estimator [12] is outside the scope of this manuscript and leaves room for further improvement. For large system matrices it might be useful to apply a block Kaczmarz approach [43] or a weighted block approach [44], which can further accelerate convergence. A different approach to further speed up the computation time is an asynchronous implementation of the Kaczmarz iteration [45]. But also different thresholding operators, such as the Persistent Empirical Wiener (PEW) in [19] performing the thresholding not based on a single pixel but on a neighborhood of surrounding pixels, as well as the whitening approaches described in [12] can further improve the reconstructed tracer concentration.
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