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ABSTRACT
While interest in the application of machine learning to improve healthcare has grown tremendously in recent years, a number of barriers prevent deployment in medical practice. A notable concern is the potential to exacerbate entrenched biases and existing health disparities in society. The area of fairness in machine learning seeks to address these issues of equity; however, appropriate approaches are context-dependent, necessitating domain-specific consideration. We focus on clinical trials, i.e., research studies conducted on humans to evaluate medical treatments. Clinical trials are a relatively under-explored application in machine learning for healthcare, in part due to complex ethical, legal, and regulatory requirements and high costs. Our aim is to provide a multi-disciplinary assessment of how fairness for machine learning fits into the context of clinical trials research and practice. We start by reviewing the current ethical considerations and guidelines for clinical trials and examine their relationship with common definitions of fairness in machine learning. We examine potential sources of unfairness in clinical trials, providing concrete examples, and discuss the role machine learning might play in either mitigating potential biases or exacerbating them when applied without care. Particular focus is given to adaptive clinical trials, which may employ machine learning. Finally, we highlight concepts that require further investigation and development, and emphasize new approaches to fairness that may be relevant to the design of clinical trials.
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• Computing methodologies → Machine learning; • Applied computing → Health informatics.
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1 INTRODUCTION
Recent advancements in the field of machine learning (ML) have fueled considerable excitement regarding its potential to change the landscape of healthcare and biomedical research globally [184, 200]. While much of current research has focused on the application of ML to benefit clinical practice, ML may also offer improvements to clinical research [267, 275]. Clinical research refers to the study of the safety and efficacy of medical, surgical, or behavioral interventions that are intended for human use [30]. A common tool of clinical research is the clinical trial (CT): experiments conducted to evaluate the impact of treatments or interventions on human subjects, ranging from early-phase dose-finding trials to confirmatory studies. Randomized controlled trials (RCTs) are considered the “gold standard” for evaluating the effectiveness of experimental interventions [6, 234], due to their strong statistical guarantees [30, 209]. However, the traditional fixed design allows no flexibility for beneficial alterations. As a result, interest is growing in adaptive designs (ADs), wherein results from an ongoing clinical trial may be incorporated into trial procedure changes [51, 187]. Researchers and commercial entities have proposed ML-driven improvements to the design of clinical trials, but extensive research
and adoption in practice have been limited [267]. A likely explanation is that clinical trials are subject to a complex mixture of ethical, legal, and regulatory considerations, and, as yet, there exists limited guidance for the inclusion of ML [92, 267]. The design of clinical trials remains the subject of ongoing ethical discussions, with some criticizing the morality of RCTs [179, 212], and others detailing possible issues surrounding adaptive designs [30, 189, 248]. To complicate matters further, ethical principles currently considered when assessing clinical research studies may be insufficient to address additional concerns stemming from the inclusion of ML.

Nevertheless, ML has been proposed to assist with clinical trials planning, participant management, data collection, and analysis [267]. Deep learning models have been developed for patient-trial matching, using electronic health records (EHR) data and trial eligibility criteria to recommend suitable patients for certain trials [105, 287]. Such systems have performed well in practice; a study found that the IBM Watson for Clinical Trial matching system, used to match breast cancer patients with systemic therapy trials, increased average monthly enrollment by 80% over the 18 months following implementation [108]. From a more theoretical perspective, reinforcement learning (RL) and multi-armed bandit (MAB) methods have been considered for modelling safe, effective doses in adaptive dose-finding trials [15, 148, 224].

While ML has potential to improve the welfare and fairness across participants in clinical trials, there is a risk that ML exacerbates existing inequalities or introduces new disparities and biases [81, 191, 270]. ML model outputs are dependent on their training datasets, which may reflect historical biases [201], thus perpetuating existing disparities in society. Women and racial/ethnic minorities are systematically underrepresented in clinical research, contributing to disproportionately higher incidence of and mortality from cancer [66] and cardiovascular diseases [48], and public health misconceptions [32]. Healthcare algorithms used in practice as well as those considered state-of-the-art for certain clinical prediction tasks have been discovered to exhibit racial [185], gender, and socioeconomic biases [44].

Fairness in machine learning addresses disparities between sub-populations in data-driven decision-making systems to mitigate inequalities. However, the intersection of machine learning, fairness, and healthcare is still relatively under-explored, with many unresolved ethical questions [40]. Existing fairness criteria have been found to be mutually incompatible [191] and conceptions of fairness addressing exploration-exploitation trade-offs require more attention [50]. Approaches to and definitions of fairness are context-dependent, requiring domain-specific consideration. An interdisciplinary approach including ethicists, medical practitioners, social and other quantitative scientists is required to assess appropriate formal fairness measures, interventions, and necessary trade-offs [201, 270]. Bias can arise at every step of the process, including study design, data collection, data analysis, model building, model evaluation, and even deployment [40, 43, 201]. Researchers increasingly emphasize the need for formal rules and regulations that explicitly address issues of fairness in ML for healthcare [92].

In this paper, we aim to contextualize fairness considerations within ML for clinical trials, to provide structure and clarity for those hoping to leverage ML to improve the practice of clinical trials. We consider ML from several angles: its potential to improve patient welfare and equity, the risks of propagating unfairness and adverse effects, and its potential to facilitate the use of adaptive designs, which could be considered fairer than RCTs. We highlight the following contributions:

1. After a primer on the design and implementation of clinical trials, we discuss the surrounding ethical considerations and guidelines from an ML perspective and establish relationships with notions of fairness in ML.
2. We examine potential sources of unfairness in clinical trials alongside concrete examples to illustrate where adaptive designs or ML can be used to facilitate improvements.
3. We curate a list of opportunities for innovation in ML to address sources of unfairness, providing an overview of current literature and highlighting critical directions for future work.

2 BACKGROUND: CLINICAL TRIALS, ETHICS, AND FAIRNESS

In this section, we provide background for the multi-disciplinary discussion of ethical usage of ML in clinical trials. We characterize the modern practice of clinical trials, from design to implementation. Following that, we review influential documents and regulations that govern clinical research alongside renewed contemporary ethical discussions. Finally, we briefly describe ongoing approaches to and open questions within fairness in ML.

2.1 Structure of Clinical Trials

2.1.1 Clinical Trial Designs. CTs are research studies in which participants are allocated to different treatments in order to evaluate the effectiveness and safety of treatments of interest. They are commonly classified into four phases: dose-finding phase-I trials, testing for safety in a few human subjects; phase-II efficacy evaluation trials; confirmatory phase-III trials, testing for effectiveness; and phase-IV surveillance studies, for long-term effects monitoring [56].

Patient allocation may be randomized, where each participant has a known positive probability of being assigned to a treatment arm, or non-randomized [127] with rule-based approaches [269]. Well-designed RCTs are recognized as the “gold standard” for conducting confirmatory evidence-based evaluation of experimental interventions [6, 234]. In a RCT, participants are randomly allocated to either control arms (standard of care or placebo), or experimental arms [130]. Randomization removes the influence of potential confounders on study outcomes [215, 233], mitigating bias and enabling valid cause-effect estimation [209]. Traditional RCTs are static; key elements (e.g., sample size, randomization probabilities) remain fixed during the course of the trial, with the exception that a trial may be stopped due to significant safety concerns. This may be limiting, as interim analysis may provide enough evidence for stopping the trial earlier for success, lack of efficacy, or skewing allocation towards the most beneficial treatment.

In adaptive designs, key trial characteristics (e.g., treatment doses or allocation probabilities) may be altered during the course of the study based on accumulating data (e.g., treatment responses), according to predefined rules [51, 187]. Examples include: (i) response-adaptive randomization (RAR), where allocation ratios may be shifted towards more promising or informative treatments [187]; (ii) drop the loser, where inferior treatment arms may be removed [36, 187]; or (iii) adaptive dose-finding, where safe (maximum tolerated)
dosages are determined according to rule- or model-based strategies [36, 269]. Multiple adaptations may also be incorporated into a single trial. While adaptive designs can be more efficient, informative, and ethical than traditional RCTs, as they are able to adjust to new information and make better use of limited resources [51, 187], they may create new ethical issues, increase costs, and complicate statistical analysis. For a detailed overview on adaptive designs, we refer the interested reader to [20, 25, 187].

While public interest in adaptive designs seems to rise during healthcare crises, uptake in practice has been minimal, particularly in relation to the methodological/theoretical literature [206, 237]. Common concerns about adaptive designs stem from lack of clarity on the methodology involved in running such trials and applicability of traditional statistical inference methods to interpret trial outcomes [187]. In recent years, proponents of adaptive designs have sought to guide understanding of how they can be successfully implemented and what they can achieve [9, 36, 51, 187, 206], and to pursue developments in machine learning that may support adaptive methods [15, 19, 150, 256, 260, 272, 273].

2.1.2 Clinical Trials in Practice. Proposed CTs are typically outlined in a clinical trial protocol, which must then be submitted to regulatory bodies and ethics committees for review and approval before trial implementation [39]. It is a document written by study investigators that delineates the motivations of a trial and the planned methodologies by which a trial will be conducted [39, 205]. To help standardize trial protocols, an international committee published the SPIRIT (Standard Protocol Items: Recommendations for Interventional Trials) guidelines (2013) [39], as well as a SPIRIT-AI Extension (2020), which addresses interventions that involve AI [205]. The SPIRIT guidelines recommend that a trial protocol include comprehensive details such as (but not limited to) justification for undertaking the trial, eligibility criteria, interventions being studied, safety considerations, trial design, and the statistical analysis plan.

The regulatory bodies and ethics committees responsible for trial approval vary by country. In the United States (US), the Food and Drug Administration (FDA) is responsible for regulatory approval [56] and Institutional Review Boards independently determine ethical approval [83]. In the United Kingdom, trial protocols are submitted to multiple agencies for various ethics and regulatory approvals [1]. Trials are assessed based on the aim of the trial, whether likely benefits outweigh risks, the planned design and analysis of the trial, among other aspects [3, 56]. Treatments are typically approved by regulatory bodies following successful confirmatory phase-III trials [56].

2.2 Ethics of Clinical Trials

2.2.1 Current Ethical Guidelines. Ethical guidelines regarding the conduct of clinical research have been developed for guidance against harming or exploiting patient volunteers, while preserving the integrity of the scientific research. Emanuel et al. [76] have developed a widely-cited framework consisting of seven requirements for assessing the ethics of clinical research studies. We take guidance from these seven requirements [2, 76], with further discussion in Appendix A: (1) value for society, (2) scientific validity, (3) fair subject selection, (4) favorable risk-benefit ratio, (5) independent review, (6) informed consent, and (7) respect for enrolled subjects. However, these guidelines do not sufficiently address issues arising from the growing uptake of novel trial designs or the use of ML in clinical trials settings, which will inevitably bring about risks and burdens that should be explicitly acknowledged in any trial planning process.

2.2.2 Guidelines for AI/ML in Clinical Trials. Currently, there exists limited guidance on the ethical inclusion of ML in clinical research. Fairness is a key consideration in ethical ML, alongside explainability, privacy, accountability, and transparency. Neither the US nor the European Union (EU) provide any guidance specific to ML in clinical research, although the FDA provides guidelines for regulatory assessment of ML for clinical care [56], and the EU provides guidance on the general development of AI [242]. With respect to clinical trials, international committees have recently published the SPIRIT-AI guidelines for trial protocols [205] and the CONSORT-AI guidelines for trial reporting [161]. While these address the practical inclusion of AI/ML techniques in clinical research, they mention fairness only in passing. Accordingly, researchers have emphasized the need for explicit guidance and recommendations of minimum fairness standards from regulatory bodies [92]. We argue for greater consideration of issues of fairness in the development of ML for healthcare from ideation to implementation.

2.3 Fairness in Machine Learning

The study of fairness in machine learning aims to ensure that ML models do not “systematically and unfairly discriminate against certain individuals or groups of individuals in favor of others” [88]. Individuals or groups are typically characterized via certain (demographic) attributes associated with sub-populations who are vulnerable to harm due to structural biases [171], such as age or race. These characteristics are legally termed sensitive or protected attributes [17]. Here, we briefly review existing notions of fairness in situations where machine learning models inform or make decisions that affect the livelihood or well-being of humans and summarize challenges with these notions. We defer an introductory overview of existing fairness definitions and approaches to achieve them in practice to Appendix B.

There are several popular perspectives seeking to understand how discrimination of data-driven decision-making can be formalized. Just like ethicists, political philosophers, legal scholars, and social scientists still grapple with what is fair, just, or equitable, there is an ongoing debate about the most reasonable formal definitions of fairness in ML and which ethical principles to consider [18, 26, 87, 95, 112]. In practice, often only statistical group fairness notions can be operationalized well enough in a task-agnostic manner to suit real-world application. However, beyond incompatibility results between these definitions [49, 142]—and consequently the difficulty of choosing one out of many group fairness definitions—a comprehensive empirical examination of the impact of penalizing group fairness violations on a variety of measures of model performance and group fairness metrics on various clinical datasets and prediction tasks found that such procedures lead to near-universal performance degradation along multiple dimensions. This indicates that group fairness measures are often not an effective solution for handling unfairness in healthcare settings [194]. On the other hand, individual fairness suffers from the required normative choice of a “similarity metric” on individuals, which is difficult to
formalize even in well-studied contexts. While causal definitions are conceptually closest to legal notions of fairness [164], there still remains fundamental disagreement about the most applicable concepts of fairness in particular settings [117, 191]. Causal definitions require strong assumptions on the underlying data generating mechanism [137, 144, 164] and are thus difficult to operationalize. Since there is no universal technical solution to fairness in ML, the path forward is to involve domain experts, affected stakeholders, and to recognize social context, including the potential for institutionalized discrimination, and examine each situation holistically [24, 194, 220].

3 POSSIBLE SOURCES OF UNFAIRNESS IN CLINICAL TRIALS

While ethical guidelines attempt to advise in a principled and humane approach towards clinical research, there still continues considerable debate regarding the construction of clinical trials. With respect to the seven principles of ethical clinical studies (Section 2.2.1), we delineate possible sources of unfairness to expose where further advancement of trial designs and implementation of fair ML can contribute towards more ethical clinical research.

3.1 Subject Participation

Women, racial/ethnic minorities, and other under-served groups have been historically under-represented in CTs [168]. Disparities have been identified in the study of cardiovascular disease [48, 109, 202], oncology [46, 73], and acquired immunodeficiency syndrome (AIDS) [98, 225]; these particularly affect women of racial/ethnic minorities [98, 159]. While most CTs have been implemented in relatively wealthy regions such as North America and Western Europe [239], the pharmaceutical industry has driven globalization of clinical research, particularly to developing countries [60, 223]. Although this may improve diversity, it also requires renewed consideration of ethics and fairness [60, 223, 239].

The value of inclusion has been widely demonstrated, with significant survival benefits [278]. Disparities in medical knowledge have long been criticized, with many questioning how the “white male [came] to be the prototype of the human research subject” [38, 59, 72]. This may result in under-studied groups receiving ineffective or harmful treatments (or none at all) limited access to hospital care [227]. For example, women experience a notably higher incidence of adverse drug reaction and toxicity than men, but few trials explore sex differences [246, 289, 290]. Under-representation can also affect statistical trial outcomes, diminishing knowledge generalizability [120, 133, 210, 266]. Unfair under-representation may occur during the process of subject selection, recruitment, and enrollment in a clinical trial. It may arise from explicit exclusion of certain subgroups (Section 3.1.1), or under-representation caused by socio-economic disparities, discriminatory practices, or communication barriers (Section 3.1.2).

3.1.1 Categorical Subject Exclusion. International ethical guidelines for conducting human medical research have asserted that subjects of research should be selected such that burdens and benefits are equitably distributed and exclusion of groups should be justified [11, 76, 84, 154]. However, studies have found that inclusion/exclusion criteria are often restrictive and unjustified in their exclusion of under-served groups [29, 131, 202, 229]. Although some exclusion may be sensible (e.g., people without prostate from prostate cancer studies), researchers have identified explicitly codified exclusion of certain racial/ethnic groups [202], women, the elderly, and those with co-morbidities without good reason [109, 131, 229]. Eligibility criteria may also indirectly exclude sub-populations; some studies excluded participants on the basis of language and birthplace [202] and others on the basis of co-morbidities that are more prevalent amongst certain racial/ethnic groups [114]. The inclusion of vulnerable individuals (e.g., pregnant women [21], children, or people from low-income countries) has required particular justification [33], often leading to their exclusion.

Case 1: Participation of pregnant women in clinical research. Pregnant and lactating women remain under-represented in clinical research, despite advocacy from international organizations [84]. Clinical testing of experimental vaccines has historically excluded pregnant women, due to potential harm to the fetus, physiological complexity of pregnancy, and legal or regulatory complications [219]. Consequently, they and their infants are often unfairly deprived of protections against potentially catastrophic infections. For example, although generally asymptomatic, the Zika virus can produce congenital malformation syndrome and pedi-atric neuro-developmental abnormalities [218]; an effective Zika vaccine would be most beneficial to unborn infants. Vaccine-preventable infections are also a leading cause of morbidity in pregnant women [78, 79]. Pregnant women have also been excluded from clinical trials during a recent Ebola outbreak in 2018 [34, 219] and the current COVID-19 pandemic [169, 213, 238], despite mounting evidence that pregnant woman may have a higher risk of COVID-19 complications [255].

3.1.2 Under-representation. Even in the absence of explicit categorical exclusion, under-representation may result from i) unequal access to care due to socio-economic and geographical differences, ii) implicit physician biases, and iii) communication issues between patients and investigators, among other causes [53, 82, 180, 183]. Subgroups with historically lower financial resources are consistently under-represented in cancer clinical trials, likely owing to high costs of frequent travel to trial sites, inability to take time away from work, or caution against the financial impacts of adverse effects, compounding with already high routine care costs [53, 183]. People of color have also historically had inadequate access to medical care; minorities are more likely to receive care at under-resourced hospitals [104] and are less likely to have health insurance, which is often a pre-requisite for medical facilities and clinical trials [82].

Physicians are often responsible for determining who to approach for enrollment. Those who harbor biases may believe that minorities are less likely to remain adherent to treatment recommendations [214, 251], or likely to reject trial offers [102]. However, research has shown that minorities are comparatively willing to participate in clinical trials, but are approached far less [268]. Many clinical trials recruit on a first-come, first served basis; those with wealth, power, and connections are thus more likely to receive scarce resources, a particular challenge in unforeseen catastrophes such as the COVID-19 pandemic [123]. Communication issues affecting economically and educationally disadvantaged individuals, such as language-related factors, lack of access to technology, or low levels of health literacy [65, 235], may also undermine fair subject selection, particularly in the absence of facilitating instruments (e.g., interpreters).
physicians’ therapeutic obligation to treat patients with the most unsafe or inferior treatments (or placebos) [25, 187].

3.2 Treatment Allocation

A critical component of a trial design is the mechanism by which participants are allocated to treatment arms. In the absence of scientific and ethical justification, randomized schemes are preferable in most circumstances, as they protect against allocation bias and facilitate equal baseline distribution of prognostic factors between the compared groups [188]. As reported in the CIOMS International Ethical Guidelines, RCTs in particular equalize the foreseeable benefits and risks of participation [84] and also provide recognized scientific and statistical superiority [209, 234]. However, even in RCTs, issues of unfairness may still arise, either due to their inherent characteristics or to violations of ethical principles.

3.2.1 Randomized Controlled Trials. The moral justification of clinical trials relies on the principle of clinical equipoise, wherein researchers must possess “genuine uncertainty” regarding the benefits of new therapies over existing standard practices [85, 158]. However, RCTs typically investigate treatments that show promise in pilot trials, but are usually conducted with a fixed equal allocation ratio, uniformly distributing benefits and burden. While successful small-scale trials are not considered sufficient evidence of treatment effectiveness by regulatory agencies, as they often lack statistical power, they may influence an investigator’s uncertainty. Preliminary evidence from pilot trials (and from uncontrolled trials [69]) may provide investigators with reason to believe in the success of an intervention, especially if the treatment effect is large, violating clinical equipoise. Adaptive designs with unequal [172] or adaptive allocation ratios [14, 193] (based on treatment success or patient characteristics) may be more ethical alternatives, given the responsibility of practitioners to minimize the number of people given unsafe or inferior treatments (or placebos) [25, 187].

Case 3: Ethics of RCTs. The ACTG076 trial was conducted to examine whether zidovudine (AZT) could reduce vertical maternal-to-infant HIV transmission, compared against a placebo [57]. A conventional randomization design was used to ensure equal allocation of pregnant women, with 239 receiving AZT and 238 receiving placebo. However, 16 newborns in the AZT group and 52 in the placebo group had at least one HIV-positive culture, with a higher (>3x) HIV transmission in infants on placebo treatment. Subsequent researchers found that a suitable AD could have saved 11 newborns without significant loss of efficiency [27, 279].

Clinical equipoise is used to justify the contradiction between physicians’ therapeutic obligation to treat patients with the most beneficial possible methods and the true goal of clinical research: collecting evidence [173]. This mindset has been criticized as contributing to therapeutic misconception, where individuals believe that the primary goal of a clinical trial is to improve their outcomes, while the true goal of a trial is to produce experimentally-validated knowledge, where scientific validity is prioritized over patient outcomes [110, 172]. Adaptive designs may provide a way to improve patient outcomes within clinical trials, while maintaining scientific validity, thereby reducing the impacts of therapeutic misconception [172].

3.2.2 Adaptive designs: benefits and ethical controversies. In some cases, the flexible and efficient nature of adaptive designs may offer a corrective to certain ethical difficulties of traditional RCTs [36, 258], resulting in more patient benefits [25, 152, 187]. However, adaptive designs generate their own ethical concerns [165] and may propagate inequalities. For example, clinical equipoise may be violated when data from the first group of study participants is evaluated [145, 216]. In RAR designs where allocation probabilities are skewed in favor of more promising treatment(s), it may be difficult to fully blind investigators to treatment arms. As enrollment progresses, investigators may recognize that more patients are being assigned to a certain arm and infer the superiority of the associated treatment [145, 216]. Sequential adaptation may also lead to different treatment of patients depending on time of enrollment [153]. The later a patient joins the study in relation to the target sample size, the higher their chance of receiving a superior treatment under the changing randomization scheme, leading to an unfair distribution of risk and benefit across participants.

Case 4: Benefits of Adaptive Designs. Lee et al. [151] argue that equipoise may be violated during COVID-19 RCTs that study treatments that are expected to work. Following an interim analysis in the adaptive ACTT-1 trial for evaluating the experimental remdesivir treatment for COVID-19 [23], which found that patients treated with remdesivir had a 31% faster time to recovery than those who received placebo, the National Institute of Allergy and Infectious Diseases (NIAID) chose to offer patients in the placebo group the opportunity to receive remdesivir. Although this decision was sharply criticized, it was ethically justifiable, as at the time the NIAID chose to stop the trial, it was clear the treatment was more effective than placebo [176]. Adaptive designs can expose fewer patients to ineffective and/or toxic interventions, ensuring a fairer distribution of superior treatments [189].

Trial adaptations based on interim results are not guaranteed to be beneficial, as both partial and final results may be inaccurate and biased in both magnitude and direction [207, 256]. The sequential dependence induced by adaptive designs can lead to problems in confirmatory trials with frequentist errors controls [64, 256], exposing participants to inferior treatments and invalidating study results. Additionally, while adaptations should be pre-defined in a trial protocol, Park et al. [189] caution that investigators may make changes post-hoc, based on results, introducing investigator-driven bias, although such issues could be mitigated with an independent monitoring committee. Legocki et al. [153] discuss concerns of informed consent due to the difficulties of clearly explaining the structure of adaptive designs to potential participants [153]. Adoption of adaptive designs is also hindered by perceived technical and logistical
complexity [51]; current works have sought to clarify methodology to improve accessibility to a wider audience [51, 187, 206].

### 3.3 Throughout a Trial

Sources of unfairness may arise at trial planning or subject selection, but extend throughout trial implementation and generate post-trial consequences.

#### 3.3.1 Differing Patient Risk Preferences

CT participants may operate with distinct risk preferences, defined in the economics and psychology literature as the “extent to which people are willing to take on risk” [41]. In clinical research, these are described as benefit-risk preferences, where patients may find varying severity of side effects or consequences to be acceptable given potential benefits [106, 124, 163, 204]. For example, a survey of older Americans found that they were willing to accept considerable risk—a 1-year risk of over 30% of death or permanent severe disability from stroke—in exchange for an Alzheimer’s disease treatment that would prevent disease progression beyond a mild stage [107].

Researchers, regulators, and private companies increasingly agree upon the importance of incorporating patient preferences into clinical research [228, 231, 250]. Patient risk preferences provide insight into the types of treatments patients prefer, the consequences they may tolerate, and what they consider to be meaningful clinical benefit [174, 231]. Elicitation of risk preferences may aid in patient recruitment, as uncertainties regarding risk prevent some patients who may have had a significant impact on the overall success of counselling, confounding treatment effects. This would lead to invalid results; those who preferred to enter counselling may have felt improvements as a result, but those effects would be obfuscated by those who did want to engage in counselling and inevitably did not experience improvements. In response, Brewin and Bradley [35] propose a preference-based trial design, where patients are allocated to their treatment preferences (unless they have none, in which case they are randomized) to mitigate these confounders.

#### 3.3.2 Patient Population Heterogeneity and Trial Generalization

Participants of a clinical trial are often heterogeneous, differing from each other as well as from the outside population. Patients suffering from the same general conditions may have diverse health characteristics and levels of health risk [120, 133]. The prognoses of many diseases are highly variable. For example, COVID-19 ranges from non-symptomatic response to severe clinical courses requiring intensive care, sometimes leading to death [288]. Heterogeneity may also be the result of several other factors, including biased subject selection practices (Section 3.1) or differing patient risk preferences (Section 3.3.1). Patients who agree to enter clinical trials may be systematically distinct from those who refuse [163, 183, 243]. Additionally, patient population drift, where the characteristics of the trial participant population change over time, may arise with continuous patient recruitment [222], or trial expansion to different participant populations [259].

Heterogeneity may impact the internal validity of a trial; if the treatment effect varies across subgroups, its estimate is only meaningful for a well-defined population, and can be misleading for differing individuals [232]. Consequently, a minority of high-risk patients may have the majority of impact on trial outcomes [120, 121]. Heterogeneity of health risk may cause some patients to be unknowingly and unfairly susceptible to greater adverse effects of treatment [132, 133]. In an adaptive design, patients who enroll at different times may experience changed trial characteristics; participants may also be subject to trial modifications based upon preceding patients with different health characteristics [153].

Heterogeneity may also lead to problems with the external validity of a trial, such that the trial results may not apply to the general population, due to the specific characteristics of the trial participants [120, 133, 210, 266]. This negatively impacts not only the scientific validity of a trial by providing misleading results, but can also propagate health disparities as the impact of treatments on certain subgroups remain unexplored [46, 59, 68, 159].

#### 3.3.3 Patient Population Drift

Patient population drift, where the characteristics of the trial participant population change over time, may arise with continuous patient recruitment [222], or trial expansion to different participant populations [259].

**Case 5: A study examining counseling for post-mastectomy breast cancer patients.** An RCT sought to evaluate the effectiveness of counselling versus no counselling for patients undergoing mastectomy for breast cancer [35]. However, willingness to engage in counselling would have had a significant impact on the overall success of counselling, confounding treatment effects. This would lead to invalid results; those who preferred to enter counselling may have felt improvements as a result, but those effects would be obfuscated by those who did want to engage in counselling and inevitably did not experience improvements. In response, Brewin and Bradley [35] propose a preference-based trial design, where patients are allocated to their treatment preferences (unless they have none, in which case they are randomized) to mitigate these confounders.

Many patients also express a dislike of randomization, distrust of researchers, or strong treatment preferences [243, 245], causing them to refuse participation, negatively impacting the generalizability of a study to the outside population. Patients who agree to randomization but receive a non-preferred treatment may suffer resentful demoralization [35], resulting in poor treatment compliance or dropout, or a negative placebo affect that compromises study outcomes [35, 141, 243]. In such a case, a preference-based study design may lead to better study outcomes due to improved adherence, and could be considered more individually ethical and equitable. However, abiding by patient preferences can also act as a confounder between the received treatment and the outcome, complicating statistical analysis.

**Case 6: Cardiovascular disease trials and Medicare patients.** In the US, Medicare is a federal program that provides health insurance coverage for the elderly. Cardiovascular disease is the leading cause of death in Medicare beneficiaries. The federal agency responsible for Medicare purports to make coverage decisions (funding of procedures and treatments) based upon evidence of improvement in health outcomes [68], typically derived from CTs. Researchers found that the participants of cardiovascular/heart failure CTs that inform Medicare coverage decisions differ significantly from the population of Medicare beneficiaries [68, 167]. Women and the elderly were significantly under-represented, with CT participants likely to be younger and male (avg. age 60.1, 75.4% male) than Medicare beneficiaries (avg. age 74.7, 48.1% male) [68]. Thus, decisions regarding the provision of treatments to patients (particularly elderly women) have been unfairly made on the basis of evidence that does not reflect the patient population [68].

Trial design and analysis methods may mitigate the impact of patient heterogeneity, although further research and adoption is crucial [132]. Subgroup analyses explore whether treatment effects differ based upon certain patient characteristics [91, 195]. In conventional subgroup analyses, participants are stratified using single patient characteristics, such as age; however, this type of analysis
has been criticized as inadequately informative [133, 210]. Risk-stratified subgroup analysis, where risk levels are determined by patient attributes, may be more representative [108, 121, 133, 211]. Unfortunately, a recent study has found a significant decrease in the usage of appropriate methods for subgroup analyses in RCTs over time [91]. Prognostic or risk factors may also be used in alternative randomization schemes, such as stratified randomization, where patients are divided into subgroups and randomized to subgroup-specific treatment arms [135], or novel adaptive enrichment designs, where recruitment is focused on subgroups most likely to benefit [86, 186, 187].

Temporal heterogeneity particularly impacts trials that span a long duration, such as studies of rare diseases, which have embraced the use of RAR [4]. In RAR designs, unobserved time trends can inflate type-I error [226], even if restricted randomization is used [208]; temporal changes in trial data must therefore be carefully evaluated [257]. Even robust procedures [226] may be a computational burden and suffer form reductions in statistical power, indicating the need for computationally feasible testing procedures [257], or adaptive strategies that may incorporate non-stationarity [206].

4 OPPORTUNITIES FOR MACHINE LEARNING

In this section, we explore opportunities for ML to mitigate sources of unfairness (Section 3), emphasizing the consideration of fairness and ethics during development of ML. For each topic, we describe the problem setting, the current literature, highlight gaps in knowledge, and provide recommendations for future directions.

4.1 Subject Selection

Unfairness may arise throughout the process of subject selection, recruitment, and enrollment for clinical trials (Section 3.1). A large portion of ML research for clinical trials has focused on two problem settings: i) evaluation of eligibility criteria, and ii) patient identification for clinical research or trial matching. We consider these alongside the issues that may arise if fairness and bias are not carefully considered during ML development.

4.1.1 Evaluation of Eligibility Criteria. Categorical subject exclusion, typically codified in trial eligibility criteria, often induces unfairness in subject selection. Recent work has sought to use ML for data-driven evaluation and development of trial eligibility criteria to improve trial outcomes [138, 160]. Kim et al. [138] use EHR data to evaluate frequently used COVID-19 trial eligibility criteria, identifying alternative thresholds for eligibility criteria that would increase the number of desired observed outcomes with fewer patients. Liu et al. [160] use EHR data to evaluate the impact of eligibility criteria on cancer trial populations, finding they could broaden criteria without sacrificing trial efficacy. Such methods can broaden unnecessarily restrictive eligibility criteria and, in future work, potentially improve fairness by exposing whether certain sub-populations were made unjustifiably ineligible.

4.1.2 Patient Identification and Phenotyping. Data-driven ML methods may provide a path forward to mitigating under-representation in clinical trials through automation of subject selection. Researchers have used ML to identify patients eligible for clinical trials from EHR data, through matching of patient characteristics with trial criteria [105, 182, 286, 287] or existing trial participants [175]. Others have sought to identify patients who are most likely to agree to participate in a trial, for more efficient use of recruitment resources [181, 254]. Recently, researchers have expressed enthusiasm at the possibility of ML patient-matching algorithms to improve the diversity of trial cohorts [275].

Some research focuses on phenotyping algorithms, which aim to categorize patients based on health outcomes or disease states, as an intermediary to patient-trial matching. Practitioners have developed both supervised [157] and unsupervised [94] ML methods to learn disease phenotypes from EHR data, to identify representative cohorts that could benefit from proposed interventions. Phenotyping algorithms may also help in trials development by exposing subtypes of a disease to target for study. Li et al. [155] identify subtypes of Type 2 diabetes, a notably heterogeneous condition; this may inform treatment and research. Future work should focus upon developments to patient identification, phenotyping, and trial-matching algorithms to improve not only performance, but also fairness, explainability, and privacy.

4.1.3 Fair Practices. Exclusionary practices in clinical trials may bias resultant data that is used for downstream ML tasks; for example, researchers have sought to mitigate gender biases in word representations derived from trials data, which would be used for clinical prediction tasks [5]. EHR data also suffers from multiple sources of bias, including: i) sampling bias, where certain subgroups are over- or under-represented in the data, ii) label bias, where outcome variables have different meanings across subgroups, and iii) feature bias, where predictor variables have different meanings across subgroups [191]. Beyond its structural complexity, EHR data is also often plagued by missing data, where the absence of certain variables can lead to biases [253, 265]. Sampling bias may occur due to inequalities in access to care leading to less data collected from under-served populations [43, 111], or from research resulting from non-representative data cohorts [61]. Inequalities in the treatment of patients across subgroups may lead to label or feature bias, as outcomes and diagnostics may vary due to biases that impact quality of care [191, 271]. As racial/ethnic categories are social concepts that do not reliably inform genetic or clinical distinctions, they can be a source of feature bias; their use in clinical prediction algorithms may lead to negative impacts on marginalized populations [261].

ML practitioners must be careful when manually selecting target outcomes for healthcare research. Obermeyer et al. [185] found that a widely used algorithm to predict clinical risk for referral to care management programs displayed significant bias against Black patients. This occurred because the developers of the model used healthcare costs as a proxy for health outcome. However, in part due to entrenched societal disparities, less money is spent on Black patients with comparable health to white patients. Here, the choice of inappropriate labels led to biased predictions. This is relevant to the previously discussed works that use patient agreement of participation in a trial as an outcome label [181, 254]; predictions based upon this label may have unintended biases as, for example, a patient can only agree to participate if they are invited. Unfortunately, in comparison to White patients, a disproportionately small
proportion of racial/ethnic minorities are invited to participate in clinical trials, despite expressing a similar willingness to participate [268]. These concerns also apply to phenotyping algorithms that rely on disease labels, given biases present during diagnosis. As interest and adoption of ML for efficient subject selection grows, researchers must assess their methods for sources of potential bias on all fronts, including problem selection, data collection, and model development.

### 4.2 Eliciting and Incorporating Patient Risk Preferences

Below, we provide a review of the study of preference elicitation and describe how patient risk-benefit preferences (Section 3.3.1) may be incorporated into the design and development of clinical trials.

#### 4.2.1 Risk Preference Elicitation

The study of preference elicitation—methods of collecting, determining, and modelling user preferences—varies across research fields. In the economics and psychology literature, preference elicitation is used to measure and evaluate the attitude of individuals regarding risk [41]. These methods can be categorized as revealed preference methods, which determine preferences based on behavioral data and stated preference methods, which rely on individuals to express their preferences using survey-based methods [8]. Revealed preferences may be considered the true preferences of individuals [8, 147], whereas stated preferences are commonly critiqued for their hypothetical nature. However, correspondence between the two can be high. In a study of vaccination preferences, Lambooij et al. [147] found that the stated preferences of 80% of individuals matched their revealed preferences.

In healthcare scenarios, individuals are usually asked to assess their risk attitudes towards treatments that have not yet occurred and that they have no prior experience with, precluding reliable revealed preference methods. Studies on patient health typically use stated preference methods to quantify patient benefit-risk preferences towards medical interventions [8, 106, 204, 228]. These methods can generally be categorized into two types: direct-elicitation methods, where participants are explicitly asked to identify acceptable levels of risk/benefit, and conjoint-analysis methods, where risk/benefit is assessed based on survey responses [106]. A direct-elicitation method is the standard gamble technique, wherein participants choose between a certain health state and a gamble that could result in either a better or worse outcome. The probabilities of the gamble are modified systematically until the participants are indifferent, allowing for estimation of the utility of the certain health state [106, 228]. A conjoint-analysis method is a discrete-choice experiment, wherein participants select their preferred scenario from a set of hypothetical choice situations [106, 228].

Researchers found that patients’ reported preferences (versus true preferences) of treatment options can be affected by elicitation methodology [31], such as different framing of the same information [75]. Patients may also disagree on the associations between numerical values and verbal descriptions of risk, with one study reporting that different patients associated the phrase “frequent” within a range of 30–90% [75, 274]. Reliable quantification of patient risk preference is challenging; more research must be conducted to address the incongruence between reported and true preferences, and to determine the underlying mechanisms behind individuals’ responses to elicitation methods [113].

In the ML literature, preference elicitation focuses on models that represent user preferences [28, 45, 71, 101], often in the context of recommender systems, which learn preferences interactively. Attempts to automate the preference elicitation process across large populations include artificial neural networks with domain-dependent priors [101], Bayesian preference elicitation by means of pairwise comparison queries [97], or supervised ML to improve direct elicitation results by recovering latent preferences [54]. These methods seek to correct stated preferences to more closely mimic unobserved revealed preferences. ML may also assist in combining stated preferences with clinical data (which may expose revealed preferences) to achieve better estimates of true preferences [106]; work has been pursued along these lines for non-health applications [8]. Ultimately, such software-based solutions must also consider aspects of human-computer interaction. Stated preferences can be affected by interface design [196], suggesting that active user involvement in the interface design may yield more consistent and representative findings [37, 249]. In summary, computationally assisted preference elicitation is a delicate task that requires a multi-disciplinary perspective.

#### 4.2.2 Incorporating Risk-Benefit Preferences

Elicited risk-benefit preferences may be used in different ways to support ethical treatment. Patient risk preferences are valuable in pre-trial clinical research; they provide information regarding treatment outcomes and clinical benefits that patients find most important, what side effects patients may be willing to cope with, and the types of treatments patients most prefer [170, 174, 231]. For example, a study of ovarian cancer patients found that patients preferred cure and extension of life over lessened symptoms from chemotherapy, exhibiting that patients prefer decreased mortality over decreased morbidity [174]. Stafinski et al. [231] compare patient and clinician views on the relative importance of treatment outcomes for cardiovascular conditions, finding differing risk-benefit thresholds. Sparano et al. [230] find that clinicians’ reporting of symptomatic adverse events is incongruous with patient reported outcomes. Understanding patient risk profiles and how they relate to perceived clinical benefit is essential for more efficient and ethical choice of what treatments to pursue and compare within a clinical trial.

Trial designs that incorporate patient risk preferences into the treatment allocation mechanism have been proposed [35, 141, 243, 263]. In one design, patients that have strong preferences receive their treatment of choice, while others are randomized as usual [35, 141, 243]. In another method, patient risk preferences are elicited prior to treatment, and all participants are still randomized. This allows researchers to incorporate preference information into post-trial analysis [243], improving external validity without affecting internal validity [141, 263]. Novel preference-informed trials continue to be explored [7] and future work should also examine the ethics and statistical validity of preference-informed designs (given confounders) and how preferences may be incorporated into ML-driven adaptive designs.
Recent work in fairness in ML has sought to incorporate notions of preference into definitions of algorithmic fairness, resulting in classifier outcomes that meet certain preference guarantees [115, 140, 247, 283]. These works take inspiration from the economics notion of envy-freeness, asking that any group/individual prefers their treatment over that of others. Zafar et al. [283] and Ustun et al. [247] present fairness as a notion of envy-freeness among groups in the setting of decoupled classifiers, whereas Hussain et al. [115] impose fairness constraints using model outcomes. These works primarily deal with supervised ML models, where preference is defined as classifier performance metrics, such as accuracy. Kim et al. [140] incorporate individual outcome preferences, introducing a notion of preference-informed individual fairness that allows for deviations from similarity-based individual fairness, given alignment with individuals’ preferences. Future work may address how preference-based fairness occurs in multi-armed bandit models, RL models, or in online learning, and incorporate specified risk preferences in online treatment allocation.

4.3 Modelling Adaptive Designs
The slow uptake of ADs, despite their benefits (Section 3.2.2), has been attributed to lack of familiarity, concerns of how funding bodies or regulators may view them, and lack of clarity regarding how ADs may be planned, implemented, interpreted, and reported. Teams, and reluctance from regulators to consider the relatively new and theoretically involved underlying statistical concepts. Opportunities for ML in the development of ADs include improved sequential MAB or other treatment allocation methods that i) maintain required statistical guarantees under adaptive changes to the trial, ii) incorporate fairness considerations (addressing patient heterogeneity), and iii) handle or mitigate the impact of patient time trends (addressing patient drift).

4.4 Fair Exploration
In Section 4.3, we discussed the potential for explore-exploit methods (such as MABs or RL) to learn optimal policies by maximizing some notion of overall reward. Recent work has sought to characterize fairness in MABs [47, 93, 125, 162, 190] and RL [122]. These works evaluate fairness with respect to treatment arms/potential actions (rather than agents or users) from three general perspectives: i) meritocratic fairness, where a worse arm should never have a higher chance of being selected over a better one [125], ii) individual fairness, where similar individuals (in this case, arms) should be treated similarly [93, 162], and iii) constraints on the proportions in which arms should be pulled [47, 190]. However, the nature of the explore-exploit trade-off leads to unaddressed fairness implications for CTs, namely that certain subgroups may be subject to a greater burden of exploration, where they bear the negative consequences of exploration disproportionately [50]. The question of “how to explore and randomize ethically” is understood from an ML perspective [50, 136]. Exploration often requires algorithms to take actions that may ultimately be sub-optimal in order to gather information. In CTs this may correspond to the sacrifice of one individual’s well-being for the collective benefit of others. If we view it as a moral obligation to take only optimal actions for studied individuals, at the expense of exploration, this may slow learning
and lead to other types of unfairness due to a lack of information. Particularly in the clinical setting, exploration is at odds with the therapeutic obligation to treat patients as optimally as possible.

There has been comparatively sparse research on this conception of unfairness, which seeks to examine the burdens placed on certain subgroups, evaluating fairness from the perspective of the agents or users that are affected by the model outcomes, rather than the arms/actions. Jung et al. [126] demonstrate the problem of “free riding” in a multi-agent setting, where “free-riders” can incur minimal regret by accessing the information garnered by other agents. Raghavan et al. [199] introduce the concept of group externalities to quantify the negative impacts the presence of one group may impose on another, under the linear contextual bandits model. Baek and Farias [16] approach the problem in a similar fashion, introducing the concept of grouped bandits, where groupings are defined by user characteristics and access to different subsets of arms. The authors develop a solution to learn fair policies through use of the Nash Social Welfare (NSW) function, a notion of fairness in economics. In a slightly different approach, Hossain et al. [115] use the NSW to achieve fairness in the multi-agent MAB setting, where individuals/groups are considered separate agents with separate reward distributions. Future work should investigate the compatibility of these methods with real-world adaptive trial settings and the performance of these methods with respect to optimal treatment and statistical power.

### 4.5 Patient Heterogeneity and Study Generalization

Patient heterogeneity in CTs may lead to reduced internal and external validity, as well as fairness (Section 3.3.2). ML can provide methods of identifying heterogeneity pre- and post-trial, assessing generalizability, and aiding with generalization once heterogeneity is exposed. Patient heterogeneity, owing to a multitude of characteristics, results in heterogeneity of treatment effects (HTE), where treatment effects vary across individuals. In a clinical setting, the ultimate goal of HTE analysis is to estimate the causal effect for certain treatments on an individual level [134].

Kent et al. [134] identify two general approaches to predictive HTE analysis: i) risk modelling, where a multivariate model that predicts outcome risk is used to stratify the patient population [108, 119, 133], and ii) effect modelling, where treatment effects are predicted directly, sometimes incidentally identifying subgroups and predictive covariates [13, 236, 262]. While multivariate risk-stratified analysis is effective for identifying HTE [108, 133], it may suffer in the presence of other dimensions of risk, such as treatment-related harms, particularly if they are correlated with outcome risk [134]. Effect modelling can be better suited to account for heterogeneous risks or more individualized impacts on treatment effects [134]. Future work may focus on how ML can be practically incorporated into trial analyses; for example, Watson and Holmes [264] provide guidance on how ML can be used to determine HTE with strict type-I error control.

Other methods evaluate the generalizability of a clinical trial by assessing the representativeness of the trial population, comparing eligibility criteria with patients identified from large EHR datasets [156, 221]. Qi et al. [198] assess representativeness using ML fairness metrics to identify under-represented subgroups. Such methods would benefit from further research on the interplay between representativeness, fairness, and generalizability.

Generalization of ML models to new populations/settings and dataset drift over time have been highlighted as broad challenges facing practical adoption of ML for healthcare [129]. Acquiring useful data for ML is complicated by noisy data collection processes and differences in formats of EHR and other clinical data [67], which could be standardized. Generalization may be improved through existing methods, including use of external validation datasets [63] or multiple data sites [178], and through identification and manipulation of covariates that impact generalizability [89]. ML may also assist in identification of dataset drift, and provide recommendations of appropriate model-updating procedures [62], which can then be resolved through other methods, such as periodic model validation and manual model re-training. Future research may focus on further automation of dataset drift correction or advancements in continual learning, i.e., study of ML systems that continually learn and evolve based on new data [90]. However, Futoma et al. [90] argue that overly generalized ML models may not be clinically useful. They assert that practitioners should focus on ensuring that the methodological process of model development is generalizable and that a ML model is well-understood—this would allow for practitioners to modify a model accordingly given a new setting or population. This holistic viewpoint may provide better clinical utility, helping practitioners use ML technology both correctly and carefully.

### 5 CONCLUSION

ML may improve the efficacy and fairness of CTs, given careful implementation and focused advancements in the field. Prior to more widespread adoption of ML for CTs, it is vital that researchers and practitioners consider both the possible benefits and possible harms the introduction of new technology can bring. The wider scientific community relies upon critical information derived from CTs to serve as ground truths for medical research. While we recognize the benefits of rapid discovery, CTs should be as representative and valid as possible, such that these ground truths are either applicable to all, not just a privileged minority, or at least come with explicit caveats. In the development of ML for clinical trials, ethics and fairness are critical considerations alongside any others such as performance, efficiency, or statistical validity, and should be recognized as key from problem selection to implementation in practice. For these reasons, we have provided a comprehensive overview of the sources of unfairness, as well as the accompanying opportunities for ML research that can be pursued, with fairness firmly in mind, to mitigate these issues. We caution that any such pursuits should be overseen by a multi-disciplinary team that can thoroughly evaluate the goals and consequences of such work.
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A SEVEN PRINCIPLES FOR ETHICAL CLINICAL TRIALS

In discussions of ethical guidelines for clinical trials, three documents have been cited as universally influential [2, 76, 179]: the Nuremberg Code (1947) [55], the Declaration of Helsinki (1964) [11], and the Belmont Report (1979) [33], which were all developed following egregious instances of patient abuse. The Nuremberg Code is a response to the atrocities committed by Nazi doctors during World War II. It establishes the need for informed patient consent and a favorable risk-benefit ratio [55]. The Declaration of Helsinki was developed to supplement the Nuremberg Code and focuses upon the conduct between physicians and patients during research, particularly with respect to favorable risk-benefit ratio and independent review [76, 179].

Other notable documents [2] include the CIOMS (Council for International Organizations of Medical Sciences) International Ethical Guidelines for Biomedical Research Involving Human Subjects (2002) [84] and the U.S. Common Rule (1981) [143]. As these guidelines were created in reaction to particular circumstances, they have been criticized as lacking generality and even being in conflict with one another [52, 76]. Emanuel et al. [76] have sought to integrate the principles discussed by these guidelines into a unified framework and argue that these principles apply universally and are consistent with philosophies of “how reasonable people would want to be treated”. Below, we detail the seven requirements developed by Emanuel et al. [76].

1) **Value**: A research study must provide value by contributing useful knowledge to society and improving health and well-being. This requires that the research also be reliable, generalizable, and widely shared.

2) **Scientific validity**: Research must be conducted in a “methodologically rigorous manner” [76], using widely accepted methods, principles, and practices, and be practically feasible. Trials that compare different treatments must abide by the principle of *clinical equipoise*, wherein researchers must possess “genuine uncertainty” regarding the benefits of new therapies over existing standard practices [85, 158].

3) **Fair subject selection**: Participants should be selected for trials on the basis of the scientific goals of the study, rather than unrelated traits, such as vulnerability or privilege. Equally, certain groups or individuals may not be excluded without valid scientific reason or excessive risk. Those who may incur risk or burden of the research should be able to benefit, and those who may benefit should take on some of the risks or burdens.

4) **Favorable risk-benefit ratio**: In clinical research, possible risks should be minimized, potential benefits should be maximized, and the potential benefits to study participants and to society should either be proportional to or outweigh the possible risks.

5) **Independent review**: To minimize biases or competing interests, proposals for clinical research should be evaluated by independent bodies who are not affiliated with or influenced by those conducting the study.

6) **Informed consent**: Individuals should be able to make an independent and well-informed decision, consistent with their own...
values and preferences, regarding whether they want to participate in clinical research. To achieve this, individuals should i) be “accurately informed of the purpose, methods, risks, benefits, and alternatives to the research”, ii) understand the provided information and its relevance to their own circumstances, and iii) be able to make a “voluntary and uncoerced” decision regarding whether or not to participate [76].

(7) Respect for enrolled subjects: Individuals should be treated with respect throughout the entirety of the clinical research process, beginning from recruitment and extending until after participation. This includes, but is not limited to the following: i) respecting their privacy, ii) respecting the right for them to change their minds and withdraw from participation, iii) informing participants of any new information regarding the interventions or their own clinical conditions, iv) monitoring their well-being and ensuring proper treatment throughout the trial process, and v) informing them of the results and impacts of the clinical research.

We note that the discussion of ethics surrounding clinical trials extends beyond the debate over how to conduct an ethical trial. Scholars continue to contemplate the intrinsic morality of the practice of clinical trials as a form of experimentation that is simultaneously viewed by participants as an opportunity for treatment. This is often without the full understanding of the research subjects, who may view clinical trials as their best or only opportunity for care [77, 241].

B BACKGROUND ON FAIRNESS IN MACHINE LEARNING

Anti-discrimination laws in the United States have provided two well-known interpretations for unfairness: disparate treatment and disparate impact [18]. Disparate treatment refers to the different treatment, with intent, of similar people (with respect to non-sensitive attributes, but different sensitive attributes), while disparate impact occurs with policies or practices that appear neutral but have a disproportionately adverse impact on those with certain sensitive attributes [18]. These notions lead to fairly straightforward translations into statistical definitions of group fairness.

B.1 Definitions of fairness

Group Fairness mostly measures the parity of a statistical measure (usually depending on the model outcomes and true outcomes) across all subgroups with different protected attributes [50]. For example, in the case of binary decisions, one can ask for equal rates of positive outcomes unconditionally of the true outcome (demographic/statistical parity or equal allocation). Conditioning on the true outcome yields a variety of definitions for so-called classification parity, for example equal rates of errors such as false positive and negative rates (equal opportunity, equalized odds, disparate mistreatment) [103, 280]. Conditioning on the predicted score instead, one can analogously define calibration parity by asking individuals from different groups with the same predicted score to have the same probability of actually achieving a positive outcome [58, 142, 280]. Generally, all combinations of false positive, negative, discovery, omission rates as well as positive or negative predictive values can be considered as meaningful fairness definitions [282]. Such statistical group fairness notions are popular because they are straightforward to interpret and often to achieve during model training without making additional assumptions about the data generating process. However, a drawback is that they do not give meaningful guarantees to individuals, structured subgroups, or intersections of protected groups, but only to “average” members [50]. In addition, most subsets of this collection of definitions cannot be satisfied simultaneously [49, 142], leaving open the question of which criterion to choose. Instead, interventional notions of fairness take into consideration the causal structure, i.e., how the protected attribute may have influenced other features, and asks for equal decisions “had the protected attribute been fixed externally keeping everything else equal” [137]. Due to the assumption that the causal model [192] is known and ontological difficulties with attributing causal powers to variables such as “race” or “gender”, these definitions are near impossible to operationalize [117].

Rajkomar et al. [201] propose three principles inspired by distributive justice [205] specifically considering health equity that resemble statistical group fairness notions: i) equal patient outcomes (when all subgroups receive equal benefit from the model), ii) equal performance (when a model is equally accurate for all subgroups), and iii) equal allocation (when resources are proportionately allocated to patients in all subgroups). Equal patient outcomes is difficult to analyze as downstream effects of decisions may be unpredictable. While equal performance and equal allocation can be formalized as statistical group fairness criteria, they do not necessarily translate to equal outcomes. While equal allocation (statistical parity) is considered a crude criterion that is entirely blind to true outcomes, it can be relevant in healthcare settings. For example, historically, African American women with chest pain were sent for cardiac catheterization treatment at a lower rate in comparison with white men [217], such that equal accuracy would still propagate inequality, as these patients would be under-identified.

Individual fairness attempts to capture injustice experienced by a single individual compared to other (similar) individuals with different protected attributes. Dwork et al. [74] accordingly suggest that an algorithm is fair if similar individuals, according to a task-specific metric on the inputs, receive similar (distributions over) outcomes, again according to a fixed metric on outcomes. The main drawback is that the choice of similarity metrics is non-trivial in that they ultimately have to capture in which regards people should be considered similar/equal [50]. Despite attempts to learn such a metric from various types of online feedback [22, 93, 118, 177], individual fairness remains difficult to implement in practice. Counterfactual fairness may be viewed as a form of individual fairness that defines similarity with respect to a causal model of all measured features and protected attributes [144]. The underlying idea is that an individual should receive the same outcome in a counterfactual world in which they had a different protected attribute all else being equal. Again, due to the strong assumption of knowing the causal model, counterfactual fairness suffers from the same drawbacks as interventional fairness.

Another common definition, that fits to neither of the two categories is fairness through unawareness (or anti-classification),
wherein an algorithm is fair if it does not consider sensitive attributes during its decision making process [58, 171]. However, this practice has shown to be ineffective and potentially harmful [17, 58].

B.2 Approaches to achieve fairness

Techniques to achieve fairness in ML models are commonly categorized by when the intervention occurs in the model building pipeline: pre-processing, at training time, and post-processing [17, 171].

Pre-processing. In the pre-processing approach, practitioners seek to transform the feature space into a representation that is independent of the sensitive attribute. This approach is agnostic to the downstream tasks that accept the representation as input. Correcting data biases is a difficult task, as it requires an understanding of how the measurement process is biased or intuition about how the data would appear in an “unbiased” setting [50]. Recent work has proposed that model prediction error can be decomposed in terms of bias, variance, and noise, and that these values can be used to inform additional data collection [42]. Practically, learning fair representations is predominantly based on two potentially competing objectives: maintain information in the inputs that is relevant for accurate decision-making while removing all information about the protected attribute of a given input [80, 166, 284, 285].

At Training Time. At training time, fairness can be included as a constraint on the loss minimization. Achieving independence from the sensitive attributes at training time is beneficial as the classifier can be optimized with the specific fairness criterion in mind; a drawback is that we require access to the model training pipeline, and the final approach is usually model- or problem-specific [17]. Typically, this approach involves either changes of the objective function or imposing a constraint based on the previously discussed fairness definitions [17, 171, 281].

Post-Processing. In post-processing, practitioners adjust the outputs of a trained model so that it achieves a desired fairness criterion [17, 171]. Post-processing is most useful when one does not have access to the training data or learning algorithm. Hardt et al. [103] introduce a method to achieve equalized odds or equality of opportunity by (stochastically) changing certain model outputs. Similarly, Kim et al. [139] propose a framework to audit and post-process trained models to ensure accurate predictions across specified population subgroups.