Related Word-pairs Extraction without Dictionaries
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Abstract

Although related pairs of words are useful lexical semantic resources, it is sometimes expensive to create and maintain the pairs. We propose a method that extracts pairs of related Japanese words from a text corpus, without the use of language knowledge, such as a dictionary, in any of the steps. This is difficult with a Japanese text because there are no spaces between words. The pairs are related words with similar usages and can be useful for understanding texts including unknown words. These related word pairs are extracted from a text corpus, our method outputs related word pairs using only the definitions of the words. In contrast, given a text and the pairs are used in a similar way. Knowing these kinds of words related to unknown words will help clarify the meanings of the unknown words. Using this concept, we extract special pairs of words for the text corpus including unknown words, and the pairs are used in a similar way. We assume that if two words appear with the same forward and backward strings, they are basically synonyms, and we judge them to be related words. In this paper, we define a set of related word-pairs Relevant as follows.

Related Word-Pair Set

\[ x \text{ and } y \text{ are strings. } a \text{ and } b \text{ are words. } (a,b) \text{ is a score function for } a \text{ and } b \text{ based on frequency information.} \]

\[ X \text{ is the number of documents in a text corpus.} \]

\[ \text{Relevants} = \{(a,b) | \text{score}(a,b) > \alpha \} \]

We define score function \( \text{score}(a,b) \) using \( cIDF \), which represents the characteristic of a word and is quantity-evaluated in terms of how often the word appears (Aizawa, 2000). Many of the measures used in existing search systems are based on this measure. We define the score function as follows.

Score Function

\[ cf(z) \text{ is the total frequency of string } z \text{ in a text corpus.} \]

\[ df^x(z) \text{ is the document frequency predicted by the Poisson distribution for string } z. \]

\[ N \text{ is the number of documents in a text corpus.} \]

\[ \text{score}(a,b) = \sum \text{score}(xay) \cdot \text{score}(xby) \]

where for each string, \( z \).

\[ \text{score}(z) = cf(z) \cdot IDF(z) \cdot \log(N), \]

\[ df^x(z) = N(1 - p(0; cf(z)/N)), IDP^x(z) = -\log(df^x(z)/N). \]
This score function sums up the products of $c_{IDF}$ for word $xay$ and $c_{IDF}$ for word $xby$, where $c_{f(xay)}>1$ and $c_{f(xby)}>1$. We use this estimation because document frequency is harder to calculate than corpus frequency.

**Evaluation**

**Corpora**

We tested our method experimentally by using a collection of summaries of conference papers (NTCIR, 2000) written in Japanese and articles published in the Mainichi Newspaper also written in Japanese. All the documents in each corpus have an ID number, title or heading, and summary or content.

A) NTCIR

We used three NTCIR corpora: NTCIR1, NTCIR2g, and NTCIR2k. NTCIR1 is NACSIS Test Collection 1, which contains documents selected from the Academic Conference Papers Database. The other two, NTCIR2g and NTCIR2k, are included in NII Test Collection 2. NTCIR2g comprises documents selected from the NACSIS Academic Conference Papers Database. NTCIR2k comprises documents selected from the NACSIS Grant-in-Aid Scientific Research Database; they are about three times as long as those in NTCIR2g. We thus divided NTCIR2k into the three corpora: NTCIR2k1, NTCIR2k2, and NTCIR2k3. Table 1 shows the number of documents in each corpus and its size.

| Corpus      | Number (Mbytes) |
|-------------|-----------------|
| NTCIR1      | 333,921 (125)   |
| NTCIR2g     | 116,177 (98)    |
| NTCIR2k1    | 100,000 (138)   |
| NTCIR2k2    | 100,000 (135)   |
| NTCIR2k3    | 87,071 (117)    |

Table 1: Japanese NTCIR Corpora

B) Mainichi Newspaper

The articles from the Mainichi Newspaper were published between 1991 and 1994 and are comprised of four corpora: MAI1991, MAI1992, MAI1993, and MAI1994. Table 2 shows the number of documents in each corpus and its size.

| Corpus | Number (Mbytes) |
|--------|-----------------|
| MAI1991| 91,200 (85)     |
| MAI1992| 101,468 (85)    |
| MAI1993| 91,774 (85)     |
| MAI1994| 101,057 (115)   |

Table 2: Mainichi Newspaper Corpora

**Evaluation Method**

Because we deal with unknown words, it is not possible to make judgments automatically. Accordingly, we made our evaluations using the following method. First, we randomly chose 500 pairs from each related word list, under the condition that the minimum string length to be investigated is 2, and had five people judge these pairs using four criteria, deciding whether they felt each pair was valid. Next, we totaled the results of the five judges to obtain the precision for each text corpus as a tool for evaluation. The four decision criteria were as follows.

1. The pair is a word pair having a relationship such that the two words can be used in the same way.
2. The pair is a word pair in which there is some relationship between the two words.
3. The pair is a word pair in which there is no relationship between the two words.
4. The pair is not a word pair because one or both of the elements constituting the pair is not a word.

These criteria were given score values of 2, 1, -1, and -2, respectively. In addition, we defined two rules.

A) If the total score of the five judges is more than 4 points, then the pair is a related word pair.

B) If the total score of the five judges is less than -6 points, then the elements constituting the pair are not words.

The first rule means that if three of the five judges judged the pair to be a related word pair and the other two did not, then the overall judgment was that the pair was a related word pair. The second rule means that if one judge judged the pair to be a related word pair and the others did not, then the total judgment was that it is not a word pair. We defined the overall judgments so as to set a very high threshold for the decision “The pair is not a word pair.”

**Experimental Results**

Table 3 shows the number of related word pairs extracted from each text corpus for investigated string lengths of 2, 3, 4, 5, and 6.

| Corpus   | 2   | 3   | 4   | 5   | 6   |
|----------|-----|-----|-----|-----|-----|
| NTCIR1   | 1448| 547 | 230 | 75  | 38  |
| NTCIR2g  | 8442| 3564| 2061| 766 | 173 |
| NTCIR2k1 | 11399|3589|1458 | 590 | 270 |
| NTCIR2k2 | 10469|3183|1297 | 463 | 201 |
| NTCIR2k3 | 13204|3902|1396 | 473 | 214 |
| MAI1991  | 4112|1924|1154 |669 | 423 |
| MAI1992  | 1339| 604 |318 | 207 | 96  |
| MAI1993  | 1822|1053|510  |292 | 140 |
| MAI1994  | 12164|5429|2612|1271|681  |

Table 3: Number of Extracted Word Pairs

For lengths of 3 or less, many pairs were extracted from most of the corpora. For lengths of 5 or more, high precision was obtained, but not many pairs. Therefore, we determined that a length of 4 is suitable if both the number of extracted pairs and the precision are taken into consideration. If we give priority to a precision, a length of 5 is suitable because the precision may be much higher at this length than at the other lengths.

Table 4 shows for each case the rate of pairs judged to be valid and the rate of pairs judged to be a word pair. We represented these rates as a percentage. The former is precision, and the latter is the word pair rate. For example, for the NTCIR1 corpus with a string length of 3, the precision was 74.7% (127/170*100). This is because in this case the number of pairs obtained was 170 out of 500 judged pairs, and the number of pairs judged to be valid was 127 out of 170. In this case, the word pair rate was 92.9% (158/170*100) because the number of pairs judged to be word pairs was 158 out of 170.
We have described a method for generating a list of related word pairs that facilitates understanding of the words from a text corpus through a statistical word-extraction method, even if the words are new to the method. It efficiently creates word pairs and judges whether the two words are used in the same way. Furthermore, it extracts related word pairs without using any dictionaries. Using our proposed word definition method makes it possible to generate a list of related words that users have judged to be useful. Experimental results showed that a string length of 4 is suitable for a Japanese text corpus. Even though many of the parameters in the system depend on the corpus, and there remains a trade-off problem between the number of related word pairs and the obtainable precision, the system actually works. It is thus an important step in the development of a useful thesaurus.

**Discussion**

Since our method, including the steps for word segmentation and extraction, does not use dictionaries of any type, it can be used for any language whose word boundaries are not explicit, good examples of which are Chinese and Korean. Our method also makes it possible to extract pairs of words with similar usages in the English language.

**Conclusion**

We analyzed the pairs judged to be related word pairs to determine the relationship between them. Table 5 shows some of the related word pairs obtained from NTCIR1. First, even though Nos. 1-11 are clearly not pairs of words that represent the same thing, they are word pairs that are used in the same way. In particular, Nos. 5 and 11 are related word pairs typical of a specialized field. In our method, pairs of such related words are extracted more than pairs of related words that are simply synonyms. Nos. 12-17 are pairs of related words that are synonym pairs or pairs of a word and the word's abbreviation. Nos. 18-24 are pairs of words that have the same meaning but whose notations differ slightly, i.e., whether the Japanese hiragana syllabary or the katakana one is used to write the word and whether there are notations to which some characters are added. We call such differences “variation of notation.” Such related word pairs are known empirically. Nos. 25-28 are related word pairs whose character codes differ. These also fall in the “variation of notation” category. Nos. 29-33 are related word pairs that are antonym pairs or have the same upper word. Most of the related word pairs obtained from the NTCIR1 and NTCIR corpora can be classified under one of these five relationships. This is because the NTCIR corpus is comprised of documents of academic conference papers, and such documents tend to contain key words. And because the key words appear frequently, they can be extracted with relative ease. From this viewpoint, we consider our system to be a useful means of generating a special list of related words for a text corpus like NTCIR.
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