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Abstract

In the framework of the algebraic approach to form factors in two-dimensional integrable models of quantum field theory we consider the reduction of the sine-Gordon model to the $\Phi_{13}$-perturbation of minimal conformal models of the $M(2, 2s + 1)$ series. We find in an algebraic form the condition of compatibility of local operators with the reduction. We propose a construction that make it possible to obtain reduction compatible local operators in terms of screening currents. As an application we obtain exact multiparticle form factors for the compatible with the reduction conserved currents $T_{\pm 2k}, \Theta_{\pm (2k-2)}$, which correspond to the spin $\pm (2k-1)$ integrals of motion, for any positive integer $k$. Furthermore, we obtain all form factors of the operators $T_{2k}T_{-2l}$, which generalize the famous $T\bar{T}$ operator. The construction is analytic in the $s$ parameter and, therefore, makes sense in the sine-Gordon theory.

1. Introduction

We continue studying the algebraic approach to form factors of descendant operators in two-dimensional massive integrable models of quantum field theory proposed in [1] and developed in [2–5].

Most of massive integrable field theories in two dimensions can be considered as relevant perturbations of conformal models [6, 7]. The analysis of correlation functions of conformal field theories is simplified by the fact that they possess an infinite-dimensional non-commutative symmetry algebra, the product of two chiral Virasoro algebras in the simplest case [8]. The space of local operators splits into a sum of subspaces, each of which is a product of two infinite-dimensional irreducible representations of the right and left chiral algebras. Within each term the two chiralities decouple, which results in splitting the correlation function into a sum of products of purely algebraic objects: conformal blocks. Methods of representation theory fail in perturbed models, and analysis of local operators is more involved in this case. However, there are methods to study the long-range and short-range asymptotics of correlation functions. The short-range (ultraviolet) expansion of correlation functions can be effectively developed for any conformal model perturbed by a relevant operator by using the method of conformal perturbation theory [9]. In a perturbed model local operators can be considered as perturbations of those at the conformal point, but need admixing some operators other for renormalization. As soon as vacuum expectation values of local operators and structure constants of the operator algebra at the conformal point are known, the conformal perturbation theory can be effectively applied to analysis of primary [9] as well as descendant operators [10–12]. Of course, special attention should be paid to the resonance phenomenon [9], which takes place at thresholds of ultraviolet divergences and is responsible for logarithmic contributions to the short-range asymptotics of correlation functions.

The long-range (infrared) expansion can be constructed in terms of form factors, which are matrix elements of local operators with respect to the eigenvectors of the Hamiltonian. In the case of massive integrable models, form factors are solutions to a system of linear difference equations called form factor
axioms \cite{13}. These equations are bootstrap equations, i.e. they follow from the general requirements of consistency and integrability. They involve the exact spectrum of the model and the exact $S$ matrix, which are supposed to be known. Every solution to the equations provides a set of form factors, which define a local (or quasi-local) operator. Once the solution, which corresponds to a given operator in the sense of conformal perturbation theory, has been found, it is possible to obtain a reasonable numeric approximation to correlation functions by interpolating between the infrared and ultraviolet expansions \cite{9,13,10}.

General solutions of the form factor equations for a number of models were found by F. Smirnov (see \cite{13} and references therein). An important step in developing a systematic approach to finding form factors was done by S. Lukyanov \cite{15,10}, who modified the free field technique known from conformal field theory \cite{17} to obtaining form factors. Nevertheless, the problem of identifying these solutions with some particular operators known from the conformal perturbation theory has not yet been solved. For most of studied integrable models form factors are known for a set of the simplest local operators, usually for primary operators of the underlying conformal models. However, great efforts were made to find form factors of other operators, which are descendant operators from the point of view of conformal field theory \cite{18–24,11,12}. In particular, counting procedures were invented, which reproduce the characters of representations of the Virasoro algebra even outside the conformal points \cite{25–27}. Recently, a novel approach was proposed \cite{28,29}, which allows identifying some descendant operators (modulo commutators with integrals of motion) by means of some fermion algebra.

An approach to solving form factor equations in theories with diagonal $S$-matrix was proposed in \cite{1}. It was initially inspired by Lukyanov’s free field representation, but incorporated naturally form factors for descendant operators, resulting in formulas similar to those of \cite{20}. In our previous publications we have shown this approach to be applicable to studying descendant operators that contain both right and left chiralities simultaneously \cite{3–5}, but the method was being developed for studying boson theories, like the sinh-Gordon model or the breather sector of the sine-Gordon model, for generic values of coupling constants. Here we consider the $\Phi_{13}$ perturbation of minimal conformal models of the so called $M(2,2s+1)$ series. One of the ways to obtain form factors of local operators in this theory is the reduction of the sine-Gordon theory \cite{31–34}. In the framework of the reduction procedure local operators in a perturbed minimal model coincide with particular quasi-local operators in the sine-Gordon model. These particular operators must satisfy some compatibility conditions, which look as invariance of all their form factors with respect to some symmetries. These conditions look very complicated. We will see that for the perturbed $M(2,2s+1)$ minimal models, the compatibility condition radically simplifies in the framework of the algebraic approach of \cite{1}. Moreover, we develop a constructive way to find operators compatible with the reduction. As a particular example it is explained how to define compatible with the reduction conserved currents and their products. An important feature of the resulting form factors is that they, being analytic in the model parameter, make sense in the sine-Gordon model independently of the reduction procedure.

The sine-Gordon model is a theory of a real scalar field $\varphi(x)$ with the action

$$S[\varphi] = \int d^2x \left( \frac{\left(\partial_\nu \varphi\right)^2}{16\pi} + 2\mu \cos \beta \varphi \right). \tag{1.1}$$

It will be convenient to use the parameter

$$r = \frac{1}{1 - \beta^2}. \tag{1.2}$$

The spectrum of the theory consists of a pair of topological solitons of mass $M \sim \mu^{1/(2-2\beta^2)}$ and a set of bound states called breathers with masses

$$m_\nu = 2M \cos \frac{\pi(r-1)\nu}{2}, \quad \nu = 1, 2, \ldots, \nu_{\text{max}} \leq \frac{1}{r-1}. \tag{1.3}$$

At rational values of $r$, $r = \frac{p'}{p}$, where $p, p'$ is a pair of coprime integers such that $p' > p \geq 2$, the sine-Gordon model admits a reduction of the space of states. The resulted theory coincides with a perturbation of the $M(p,p')$ minimal conformal model \cite{32}. The $M(p,p')$ minimal model \cite{8} is the rational model of the conformal field theory, whose chiral algebra is the pure Virasoro algebra with the
central charge
\[ c = 1 - \frac{6(p' - p)^2}{pp'} . \]

The model is known to possess a set of primary fields \( \Phi_{mn}(x) \), \( m = 1, 2, \ldots, p - 1, \; n = 1, 2, \ldots, p' - 1 \) with conformal dimensions given by the Kac formula
\[ \Delta_{mn} = \frac{(p'm - pn)^2 - (p' - p)^2}{4pp'} . \]

The operators \( \Phi_{mn} \) and \( \Phi_{p-m,p'-n} \) have the same dimension and coincide. These fields are obtained by means of the reduction procedure from the exponential fields \( e^{i\alpha_{mn}\psi(x)} \), where
\[ \alpha_{mn} = \frac{1 - m}{2} \beta^{-1} - \frac{1 - n}{2} \beta . \quad (1.4) \]

Note that the same operators \( \Phi_{mn} \) is obtained from two different exponential fields \( e^{i\alpha_{mn}\psi(x)} \) and \( e^{i\alpha_{p-m,p'-n}\psi(x)} \).

Let \( S_{M(p,p')} \) be the formal action of the \( M(p,p') \) model. The formal action of the theory we are interested in is
\[ S = S_{M(p,p')} - \lambda \int d^2x \Phi_{13}(x) , \quad (1.5) \]
where \( \lambda \sim \mu^2 \) is a coupling constant. The word ‘formal’ means that the explicit form of the action is unknown, but the expression (1.5) defines the perturbation theory for correlation functions as soon as exact correlation functions of the conformal model are known.

We shall consider the particular series \( p = 2, \; p' = 2s+1 \) with \( s = 2, 3, \ldots \) This is the so-called ‘ribbon’ series, where the set of primary operators is given by \( \Phi_{1n}(x), \; n = 1, \ldots, 2s \). Since \( \Phi_{1n}(x) = \Phi_{1,2s+1-n}(x) \), we can consider a half of these operators, say those with \( n = 1, \ldots, s \) or, better, those with odd values of \( n: \; n = 1, 3, \ldots, 2s - 1 \).

The ‘ribbon’ series of perturbed minimal models is related to the sine-Gordon model with
\[ r = \frac{2s + 1}{2s - 1} , \quad s = 2, 3, \ldots \quad (1.6) \]
For this series the reduction rule is made in two steps:

First, soliton states should be removed: we consider the subspace \( \mathcal{H}_{br} \) generated by breathers in the whole space of states \( \mathcal{H} \) of the sine-Gordon model. It means that the matrix elements of local operators that only contain breather states are the only matrix elements of essence. From the point of view of the space of operators, it amounts to factorization of this space: operators with the same breather form factors are equivalent. It radically simplifies matters, and the algebraic approach of [1] can be applied in the breather sector. In this sector the operators \( e^{i\alpha_{1n} \phi} \) and \( e^{i\alpha_{1,2s+1-n} \phi} \) coincide up to a \( c \)-number factor.

Second, the first breather (\( \nu = 1 \)) is required to coincide with the \( (2s - 2) \)th breather in the reduced model. Moreover, it follows from this requirement that each breather number \( \nu \) coincides with the breather number \( 2s - 1 - \nu \). This means that the space of states of the minimal model is the factor-space \( \mathcal{H}_{br}/\sim \), where \( \sim \) is the equivalence relation realizing this identification. In other words, a local operator is compatible with the reduction, if every matrix element that contains an instance of the first breather is equal to the matrix element, where this instance is substituted by the \( (2s - 2) \)th breather of the same rapidity. This requirement looks very complicated, since it amounts to an infinite set of nontrivial equations for analytic functions. A treatable formulation of this requirement is just the problem addressed in the present paper.

The last requirement needs to be explained in more detail. According to (1.3) the highest breather is that with \( \nu = \nu_{\text{max}} = s - 1 \). In the sine-Gordon model this restriction is explained as follows. The \( \nu \)th breather can be considered as a bound state of \( \nu \) first breathers. It is more convenient to consider every (\( \nu + 1 \))th breather as a bound state of a \( \nu \)th and a first ones. The \( S \) matrix of one \( \nu \)th and one first breathers has the form
\[ S_{\nu 1}(\theta) = \frac{\text{th} \frac{1}{2} \left( \theta + \frac{i\pi(\nu-1)}{2}(\nu - 1) \right) \text{th} \frac{1}{2} \left( \theta + \frac{i\pi(\nu-1)}{2}(\nu + 1) \right)}{\text{th} \frac{1}{2} \left( \theta - \frac{i\pi(\nu-1)}{2}(\nu - 1) \right) \text{th} \frac{1}{2} \left( \theta - \frac{i\pi(\nu-1)}{2}(\nu + 1) \right)} , \quad (1.7) \]
Here \( \theta = \theta_1 - \theta_2 \) is a difference of the rapidities of two particles. The rapidities of particles are defined in terms of their on-shell momenta: \( p_1 = (m_v \cosh \theta_1, m_v \sinh \theta_1) \) and \( p_2 = (m_1 \cosh \theta_2, m_1 \sinh \theta_2) \).

The function \( S_{i\ell_1}(\theta) \) possesses poles at the points \( \theta = \frac{\pi}{2} (r - 1)(\nu - 1) \) and \( \theta = \frac{\pi}{2} (r - 1)(\nu + 1) \). Each of them can produce a bound state. The first one produces the \((\nu - 1)\)th breather as a bound state, and we will not be interested in it. The last one produces the \((\nu + 1)\)th breather, if

\[
(\Gamma^{(\nu)})^2 \equiv -i \text{ Res}_{\theta = \pi/(r-1)(\nu+1)} S_{i\ell_1}(\theta) > 0. \tag{1.8}
\]

In fact,

\[
(\Gamma^{(\nu)})^2 = 2 \tan \frac{\pi(r - 1)\nu}{2} \tan \frac{\pi(r - 1)(\nu + 1)}{2} \cot \frac{\pi(r - 1)}{2} \tag{1.9}
\]

is finite and positive for \( \nu + 1 < 1/(r - 1) \), which provides the rule \([1.3]\). For \( 1/(r - 1) < \nu + 1 < 1 + 1/(r - 1) \) the values of \((\Gamma^{(\nu)})^2\) are negative, and for \( \nu + 1 > 2 + 1/(r - 1) \) they become positive again. In a unitary theory an excitation must be excluded from the spectrum, if the corresponding \( \Gamma^2 < 0 \), but the \( M(2,2s+1) \) theory is known to be nonunitary. We may say that the sine-Gordon model stripped off solitons admits a nonunitary extension. For the special values \([1,0]\), due to the evident identity \( m_{\nu} = m_{2s+1-\nu} \) the particles ‘after the unitarity horizon’ \((\nu > s+1)\) have the same masses as those ‘before the horizon’ \((\nu \leq s)\). Identification of particles of the same mass defines a perturbed minimal model in the conformal bootstrap approach as well as identification of local operators of the same dimension defines a minimal model in the conformal bootstrap approach. In the present paper we explain how to find operators, defined in terms of their exact form factors, compatible with this identification.

The paper is organized as follows. In Sect. [2] we recall the free field realization of \([1]\) and formulate the main problem in terms of the algebraic approach. In Sect. [3] the algebra generated by Laurent components of the screening currents is described and the definition of screening operators is recalled. Partially, this algebra was described in \([3,4]\), but here we complete it with the ‘antiscreening’ currents. In Sect. [4] a new object is introduced, the \( \tau^{(\nu)}(z) \) currents, which make it possible to rewrite the usual particle creating currents as a kind of commutators of \( \tau^{(\nu)}(z) \) with a screening operator. A simple structure of this current allows us to essentially simplify the problem of compatibility with the reduction in Sect. [5]. In Sect. [6] a method of constructing operators compatible with the reduction is proposed. The formula \((2.1)\) for form factors of such operators is the main result of the paper. Creation of local operators compatible with the reduction by means of ‘antiscreening’ currents is described in Sect. [7]. In Sect. [8] the general formula \((2.1)\) is applied to obtain form factors of conserved currents and their products compatible with the reduction.

## 2. Free field realization of form factors

Let \( \mathcal{O}(x) \) be a local operator, \( |\nu_1 \theta_1, \ldots, \nu_N \theta_N \rangle \) be an eigenstate (defined as an in-state) with \( N \) particles with the internal states labeled by \( \nu_1, \ldots, \nu_N \) and the rapidities \( \theta_1 < \cdots < \theta_N \). Then the matrix elements

\[
\langle \nu_{k+1} \theta_{k+1}, \ldots, \nu_N \theta_N | \mathcal{O}(0) | \nu_1 \theta_1, \ldots, \nu_k \theta_k \rangle
\]

\[
= F_{\mathcal{O}}(\theta_1, \ldots, \theta_k, \theta_{k+1}, \ldots, \theta_N + i\pi, \ldots, \theta_N + i\pi) v_{\nu_1 \nu_2 \cdots \nu_k} \prod_{i = k+1}^{N} C^{\nu_i},
\]

where \( C^{\nu} \) is the charge conjugation matrix, define analytic functions \( F_{\mathcal{O}}(\theta_1, \ldots, \theta_N)_{\nu_1 \cdots \nu_N} \). These functions are called form factors of the local operator \( \mathcal{O}(x) \), and the full set of form factors uniquely defines an operator.

Since we are considering the breather sector of the sine-Gordon model, we assume that \( \nu_i \) is the number of the breather, while the charge conjugation matrix is the unit matrix. Moreover, we may restrict ourselves by the first breather only, since form factors with higher breathers are obtained by the fusion procedure (see below). If all \( \nu_i = 1 \), we will omit the subscripts. The first breather form factors of local operators has the form

\[
F_{\mathcal{O}}(\theta_1, \ldots, \theta_N) = \rho^N J_{\mathcal{O}}(e^{\theta_1}, \ldots, e^{\theta_N}) \prod_{i < j}^{N} R(\theta_i - \theta_j), \tag{2.1}
\]
where \( \rho \) is a constant and \( R(\theta) \) is an \( O \)-independent function. Explicitly they are produced in Appendix A. The functions \( J_\mathcal{O}(x_1, \ldots, x_N) \) are rational symmetric functions. We will often use the shorthand notation \( X = (x_1, \ldots, x_N) \) for the variables and \( J_\mathcal{O}(X) \) for this function. Evaluation of form factors reduces to evaluation of \( J \)-functions.

Let us recall the construction of the \( J \)-functions by means of the free field approach of \([1]\). Consider the Heisenberg algebra generated by the elements \( \partial_a, \tilde{a}, d^+_k \) \((k \in \mathbb{Z} \setminus \{0\})\) with the commutation relations

\[
[\partial_a, \tilde{a}] = 1, \quad [d^+_k, d^+_t] = kA^\pm_k \delta_{k+t,0}, \tag{2.2}
\]

where

\[
A^\pm_k = \left(\mp 1\right)^k (q^{k/2} - q^{-k/2})(q^{k/2} - (-1)^k q^{-k/2}). \tag{2.3}
\]

All other commutators vanish. Define the vacuum vectors

\[
a(1|\tilde{a} = a(1|_a, \quad \tilde{a}|1)_a = a|1)_a, \quad \delta_k |0⟩ = 0 \quad (k > 0). \tag{2.4}
\]

The action of the Heisenberg algebra on the vacuum vectors \( a(1| \) and \( |1)_a \) generates the Fock spaces, which will be denoted as \( \mathcal{F}_a = \bigoplus_{k=0}^\infty (\mathcal{F}_k)_a \) and \( \mathcal{F}_a = \bigoplus_{k=0}^\infty (\mathcal{F}_k)_a \) respectively. The gradation of the Fock spaces is defined naturally: \( \text{deg} d^+_k = k \) for \( \mathcal{F}_a \) and \( \text{deg} d^+_k = -k \) for \( \mathcal{F}_a \).

The vacuum vectors define the normal ordering symbol: \( \cdots \). We assume the it will put all elements \( d^+_k \) with \( k > 0 \) to the right of those with \( k < 0 \). On the other hand, it will be convenient to assume that it does not affect the order of the zero mode operators \( \tilde{a} \) and \( \partial_a \), so that \( :AB: \) may not coincide with \( BA \): if the operators contain the zero modes.

Define the vertex operators

\[
\lambda^\pm(x) = \exp \sum_{k \neq 0} \frac{d^\pm_k z^{-k}}{k}. \tag{2.5}
\]

Their operator products read

\[
\lambda^\pm(z_1)\lambda^\pm(z_2) = \lambda^\pm(z_1)\lambda^\pm(z_2), \tag{2.6}
\]

\[
\lambda_+(z_1)\lambda_-(z_2) = \lambda_-(z_2)\lambda_+(z_1) = f(\frac{z_2}{z_1}) :\lambda_+(z_1)\lambda_-(z_2): \quad (z_2 \neq \pm z_1).
\]

Here

\[
f(z) = \frac{(z + q)(z - q^{-1})}{(z^2 - 1)}, \quad q = e^{-i\pi r}. \tag{2.7}
\]

The currents

\[
t(z) = e^{i\pi \tilde{a}}\lambda_-(z) + e^{-i\pi \partial_a} \lambda_+(z), \quad s(z) = :\lambda_-(z)\lambda_+(z):. \tag{2.8}
\]

generate the algebra \( SVir_{q,-q} \) described in detail in \([4]\).

The matrix elements

\[
J_\mathcal{O}(X) = a(1|t(X)|1)_a, \quad t(X) = t(x_1)t(x_2) \cdots t(x_N), \tag{2.9}
\]

define a local operator \( V_a(x) \), which is nothing but an exponential operator divided by its vacuum expectation value:

\[
e^{i\alpha \varphi(x)} = G_\alpha V_a(x), \quad \alpha = \frac{1}{2} - \frac{\alpha}{\beta - i - \beta}. \tag{2.10}
\]

where \( G_\alpha = \langle e^{i\alpha \varphi(x)} \rangle \) is the vacuum expectation value of the exponential operator \([35]\).

Equation (2.9) admits a simple generalization. Consider a commutative algebra \( \mathcal{A} \) generated by the elements \( c_{-1}, c_{-2}, \ldots \). This algebra admits a natural grading \( \mathcal{A} = \bigoplus_{l=0}^\infty \mathcal{A}_L \) by assuming \( \text{deg} c_{-k} = k \).

We will need two representations of the algebra \( \mathcal{A} \) in terms of the free bosons \( d^\pm_k \):

\[
\pi(c_{-k}) = \frac{d^-_k - d^+_t}{A^+_k}, \quad \bar{\pi}(c_{-k}) = \frac{d^-_k - d^+_k}{A^+_k}. \tag{2.11}
\]

The vectors

\[
a(h) = a(1|\pi(h), \quad |h)_a = \bar{\pi}(h)|1)_a, \quad h \in \mathcal{A}, \tag{2.12}
\]
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span subspaces $\mathcal{F}_a^A$ and $\bar{\mathcal{F}}_a^A$ in the spaces $\mathcal{F}_a$ and $\bar{\mathcal{F}}_a$ respectively, which we call $A$-subspaces. The grading of $\mathcal{A}$ and the gradings of the Fock spaces are consistent.

For any pair of elements $h, h' \in \mathcal{A}$ we define a set of functions

$$ J_a^{h h'}(X) = a(h \ell(X)|h')_a. \quad (2.13) $$

By substituting these functions into (2.1) we define a set of functions $F_a^{h h'}(\theta_1, \ldots, \theta_N)$, which turn out to be form factors of an operator. We will denote this operator $V_a^{h h'}(x)$. In [1] it was argued that for generic values of $a$, if $h \in \mathcal{A}_L$, $h' \in \mathcal{A}_L$, the operator $V_a^{h h'}(x)$ is a linear combination of the level $(L - k, L - k)$ descendants of the operator $V_a(x)$ with $0 \leq k \leq \min(L, L)$ with a nonzero highest level component.

The matrix elements on the r.h.s. of (2.13) are calculated by means of the following commutation relation:

$$ \pi(c_{-k}, \lambda_{1\pm}(z)) = \mp (\pm)^{k+1} z^k \lambda_{1\pm}(z), \quad \pi(c_{-k})|1\rangle_a = 0, \quad (2.14a) $$

$$ \hat{\pi}(c_{-k}, \lambda_{1\pm}(z)) = - (\pm)^{k+1} z^k \lambda_{1\pm}(z), \quad a\langle 1|\hat{\pi}(c_{-k}) = 0, \quad (2.14b) $$

$$ \pi(c_{-k}, \hat{\pi}(c_{-1})) = -(1 + (-1)^k) k(A_k^+)^{-1} \delta_{kl}, \quad (2.14c) $$

and the evident identities

$$ \pi(c_{-k})|h\rangle_a = 0, \quad a\langle h|\pi(c_{-k}) = 0. \quad (2.15) $$

Eqs. (2.14), (2.15) result in simple rules to obtain $J$-functions explicitly. These rules are listed in Appendix B.

Note that, as it was explained in [1], every element $c_{1-2k}$ with $k$ positive integer corresponds to the spin $\sigma = \pm (2k - 1)$ integrals of motion $I_{\pm(2k-1)}$. That is,

$$ J_a^{c_{1-2k} h h'}(X) = J_a^{h h'}(X) \sum_{i=1}^{N} x_i^{2k-1}, \quad J_a^{c_{1-2k} h h'}(X) = J_a^{h h'}(X) \sum_{i=1}^{N} x_1^{1-2k}, $$

and, since $\sum e^{i\theta_i}$ is an eigenvalue of $I_\sigma$, we have

$$ V_a^{c_{1-2k} h h'}(x) = \text{const} \cdot [V_a^{h h'}(x), I_{2k-1}], \quad V_a^{h c_{1-2k} h'}(x) = \text{const} \cdot [V_a^{h h'}(x), I_{1-2k}]. $$

On the contrary, the elements $c_{-2k}$ act nontrivially and produce essentially new physical operators. The property (2.14c), which mixes the two physical chiralities, seems to be especially important, since it is responsible for most of the properties of the screening operators described in the next section.

Dealing with $J$-functions we have to constantly keep in mind two main properties. First, they are quasiperiodic in $a$:

$$ J_a^{h h'}(X) = (-1)^N J_a^{h h'}(X). \quad (2.16) $$

Second, they satisfy a kind of reflection relation. In [1] it was proved that there exists such a continuous family of linear maps $r_a : \mathcal{A} \rightarrow \mathcal{A}$ consistent with the grading that

$$ J_a^{h h'}(X) = J_a^{r_a(h) r_a(h')}(X). \quad (2.17) $$

For the unit element of $\mathcal{A}$ this map is trivial, $r_a(1) = 1$, so that the operator $V_a(x)$ satisfies the relations

$$ V_a(x) = V_{-a}(x) = V_{a+2}(x), \quad (2.18) $$

Now consider the case of higher breathers. Let $F_{0}^{(\nu)}(\vartheta, \theta_1, \ldots, \theta_N) = F_{0}(\vartheta, \theta_1, \ldots, \theta_N)_{\nu=1}$ be the form factor of the operator $O(x)$ with one $\nu$th breather with the rapidity $\vartheta$ and $N$ first breathers with the rapidities $\theta_1, \ldots, \theta_N$. We have the fusion relation [3]

$$ F_{0}^{(\nu+1)}(\vartheta, \theta_1, \ldots, \theta_N) = (i\Gamma^{(\nu)})^{-1} \text{Res}_{\vartheta' = \vartheta} F_{0}^{(\nu)}(\vartheta + i\frac{\pi^2}{2}, \vartheta' - i\frac{\pi^2(\nu-1)}{2}, \theta_1, \ldots, \theta_N), \quad (2.19) $$

where the coefficient $\Gamma^{(\nu)}$ was defined in [1,3].
In the simplest case \( \rho \) and \( R(\theta) \) can be rewritten in terms of the \( J \)-functions as follows:

\[
J_{\nu}^{(\nu+1)}(z; X) = J_{\nu}^{(\nu)}(z\bar{q}^{1/2}; z\bar{q}^{-\nu/2}, X).
\]  

Here

\[
\bar{q} = e^{-i\pi}q^{-1} = e^{-i\pi(1-r)}.
\]  

Now formulate the fusion relation in terms of the free field realization. Define the currents \( t^{(\nu)}(z) \) according to

\[
t^{(1)}(z) = t(z), \quad t^{(\nu+1)}(z) = t^{(\nu)}(z\bar{q}^{1/2})t(z\bar{q}^{-\nu/2}).
\]

Then, evidently,

\[
J_{\nu}^{(\nu)h\tilde{h}'}(z; X) = \langle h| t^{(\nu)}(z)t(X)|h'\rangle_a.
\]

Explicitly, the currents \( t^{(\nu)}(z) \) read

\[
t^{(\nu)}(z) = \prod_{i=0}^{\nu-1} t\left(\bar{q}^{2i-1}-z\right) = \sum_{j=0}^{\nu} e^{z(\nu-2j)i} f_j^{(\nu)} \lambda_j^{(\nu)}(z),
\]

where

\[
\lambda_j^{(\nu)}(z) = : \prod_{i=j}^{\nu-1} \lambda_-(\bar{q}^{-(\nu-1)/2+i}z) \prod_{i=0}^{j-1} \lambda_+(\bar{q}^{-(\nu-1)/2+i}z) :,
\]

\[
f_j^{(\nu)} = \prod_{i=0}^{j-1} \prod_{i'=j}^{\nu-1} f(\bar{q}^{-i}) = \prod_{i=0}^{j-1} (1 + \bar{q}^i) \prod_{i=\nu-j+1}^{\nu} (1 + \bar{q}^i) \prod_{i=1}^{j} (1 - \bar{q}^i).
\]

Note that

\[
f_j^{(1)} = f_{\nu-j}^{(\nu)}.
\]

In the simplest case \( \nu = 1 \) we have \( \lambda_0^{(1)}(z) = \lambda_-(z), \lambda_1^{(1)}(z) = \lambda_+(z) \).

Now let us formulate the condition of compatibility with the reduction. Let \( r \) be one of the values \( 1,0 \).

An operator \( \mathcal{O}(x) \) is compatible with the reduction if and only if

\[
F_{\mathcal{O}}^{(2\nu-2)}(\vartheta, \theta_1, \ldots, \theta_N) = F_{\mathcal{O}}^{(1)}(\vartheta, \theta_1, \ldots, \theta_N) \quad \forall N, \vartheta, \theta_i.
\]

In the \( J \)-function language the condition reads

\[
C_N \prod_{i=1}^{N} \frac{z}{x_i} J_{\mathcal{O}}^{(2\nu-2)}(z, x_1, \ldots, x_N) = J_{\mathcal{O}}(z, x_1, \ldots, x_N) \quad \forall N, z, x_i.
\]

Here

\[
C_N = \frac{(-1)^s}{2s-1} \tan \frac{\pi}{2s-1}, \quad h(z) = \frac{(z - \bar{q})(z - \bar{q}^{-1})}{(z + 1)^2}.
\]
3. The screening algebra

In this section we define an algebra which we call the screening algebra. It extends the algebra introduced in [5], which is generated by the screening currents. Here we introduce what can be called ‘antiscreening’ currents. In this section we produce the relations of the screening algebra and the relations between modes of screening currents and the $t^{(i)}(z)$ currents. An explanation, how the relations produced in this section are proved, is placed in Appendix [6]. Later we will use the antiscreening currents to generate $\mathcal{A}$-vectors with some particular property necessary for reduction.

Below we will consider currents, which depend on a complex parameter $z$, say $A(z)$. These currents are all constructed of the combinations $d_k^+ z^{-k}$ and two shift operators

$$
\delta = e^{(1-r)\partial_r} : \mathcal{F}_a \rightarrow \mathcal{F}_{a-(1-r)}, \quad \tilde{\delta} = e^{r\partial_r} : \mathcal{F}_a \rightarrow \mathcal{F}_{a-r}.
$$

(3.1)

Besides, we will need the modes or Laurent components $A_k$ of the currents:

$$
A(z) = \sum_{k \in \mathbb{Z}} A_k z^{-k}, \quad A_k = \oint \frac{dz}{2\pi i} z^{-k-1} A(z).
$$

(3.2)

As usual, we always assume that in the product $A_k B_0$ the contour of the first operator envelops all the poles of the operator product $A(z) B(z')$, while the contour of the second one leaves them outside.

The screening currents are defined as

$$
S(z) = \delta : \exp \sum_{k \neq 0} \frac{d_k^+ - d_k^-}{k(q^{k/2} - q^{-k/2})} z^{-k} :,
$$

(3.3)

$$
\bar{S}(z) = \tilde{\delta} : \exp \sum_{k \neq 0} \frac{d_k^+ - d_k^-}{k(q^{k/2} - q^{-k/2})} z^{-k} :.
$$

(3.4)

The corresponding antiscreening currents are

$$
S^+(z) = : S^{-1}(z) : = \delta^{-1} : \exp \sum_{k \neq 0} \frac{d_k^+ - d_k^-}{k(q^{k/2} - q^{-k/2})} z^{-k} :,
$$

(3.5)

$$
\bar{S}^+(z) = : \bar{S}^{-1}(z) : = \tilde{\delta}^{-1} : \exp \sum_{k \neq 0} \frac{d_k^+ - d_k^-}{k(q^{k/2} - q^{-k/2})} z^{-k} :.
$$

(3.6)

At last, we need some extra currents, which will appear in the commutation relations of the screening currents:

$$
\eta(z) = \exp \sum_{k \in 2\mathbb{Z}+1} \frac{2(d_k^+ - d_k^-) z^{-k}}{k(q^{k/2} - q^{-k/2})},
$$

(3.7)

$$
\bar{\eta}(z) = \exp \sum_{k \in 2\mathbb{Z}+1} \frac{2(d_k^+ - d_k^-) z^{-k}}{k(q^{k/2} - q^{-k/2})},
$$

(3.8)

$$
\epsilon(z) = \delta \exp \sum_{k \in 2\mathbb{Z}+1} \frac{2(d_k^- - d_k^+) z^{-k}}{k(q^k - q^{-k})},
$$

(3.9)

$$
\epsilon^+(z) = \epsilon^{-1}(z) = \delta^{-2} \bar{\delta}^{-2} \epsilon(-z).
$$

(3.10)

Note that these extra currents are expressed in terms of the differences $d_k^- - d_k^+$ with $k$ odd. This results in the fact that their modes $\eta_k, \bar{\eta}_k, \epsilon_k$ are central in the algebra, i.e. commute with all elements of the screening algebra.

The modes of the defined currents act on Fock spaces as follows:

$$
S_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a-(1-r)})_{L-k}, \quad S_k^+ : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a+(1-r)})_{L-k},
$$

$$
\bar{S}_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a-r})_{L-k}, \quad \bar{S}_k^+ : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a+r})_{L-k},
$$

$$
\epsilon_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a-1})_{L-k}, \quad \epsilon_k^+ : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a+1})_{L-k},
$$

$$
\eta_k, \bar{\eta}_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_a)_{L-k}.
$$

(3.11)
The relations of the screening algebra look like:

\( S_k S_l + S_{l+2} S_{k-2} = 0, \quad S_k^+ S_l^+ + S_{l+2}^+ S_{k-2}^+ = 0, \) \hspace{1cm} (3.12a)

\( S_k \tilde{S}_l + \tilde{S}_{l+2} S_{k-2} = 0, \quad \tilde{S}_k^+ \tilde{S}_l^+ + \tilde{S}_{l+2}^+ \tilde{S}_{k-2}^+ = 0, \) \hspace{1cm} (3.12b)

\( S_k^+ S_l + S_{l-2} S_{k+2}^+ = \frac{1}{2} (\delta_{k+l,0} + (-)^j \eta_{k+l}), \) \hspace{1cm} (3.12c)

\( \tilde{S}_k^+ \tilde{S}_l + \tilde{S}_{l-2} \tilde{S}_{k+2}^+ = \frac{1}{2} (\delta_{k+l,0} + (-)^j \eta_{k+l}), \) \hspace{1cm} (3.12d)

\( S_k S_l^+ - S_{l+2} S_{k-2} = 0, \) \hspace{1cm} (3.12e)

\( S_k \tilde{S}_l - \tilde{S}_{l-2} S_{k+2}^+ = \frac{i}{2} (q^{(k+l)/2} + (-)^j q^{-(k+l)/2}) \epsilon_{k+l}. \) \hspace{1cm} (3.12f)

\( S_k^+ \tilde{S}_l^+ - \tilde{S}_{l-2}^+ S_{k+2} = \frac{i}{2} (q^{(k+l)/2} + (-)^j q^{-(k+l)/2}) \epsilon_{k+l}^+. \) \hspace{1cm} (3.12g)

An important feature of the screening operators modes \( S_k, \tilde{S}_k \) is the fact that they have nice commutation relations with the particle-creating currents \( t^{(r)}(z) \). In fact, we will restrict ourselves to the commutation relation of \( S_k \). That of the modes \( \tilde{S}_k \) can be obtained straightforwardly by the substitution \( r \to 1 - r \), but will not be used below. The algebraic part of our construction is symmetric with respect to this substitution. The explicit asymmetry of the results of this paper with respect to this substitution is related to the addressed problem: the reduction to the perturbed minimal \( M(2, 2s + 1) \) models, corresponding to special values of \( r \).

The following currents will be necessary:

\[ \sigma_j^{(r)}(z) = : \lambda_j^{(r)}(z) S(-i \eta j^{−v/2} z) : = : \lambda_j^{(r)}(z) S(i \eta j^{1+v/2} z) :, \quad j = 0, 1, \ldots, v - 1. \] \hspace{1cm} (3.13)

These currents generalize the current \( \sigma(z) = \sigma_0^{(1)}(z) \) introduced in [4]. We have

\[ [S_k, t^{(r)}(z)] = z^k \sum_{j=0}^{v-1} \beta_j^{(r)}(z) e^{i \pi (v-2j-1) \left( \frac{j-1}{v} \right) \left( \frac{r}{v} \right) \left( \frac{k-1}{v} \right) \left( \frac{r+1}{v} \right)} \cos \left( \frac{\pi a - \pi r}{2} (k - 1) \right). \] \hspace{1cm} (3.14)

Here

\[ \beta_j^{(r)} = i \eta j^{(r)} \left( q^{\mu_j} - q^{-\mu_j} \right) \left( q^{\frac{r}{2}} + q^{-\frac{r}{2}} \right), \quad \beta^{(r)}_{v-1-j} = \beta^{(r)}_j. \] \hspace{1cm} (3.15)

We will be interested in the particular values of \( a \), for which there exist special operators, which commute with the currents \( t^{(r)}(z) \), the so called screening operators. Let

\[ a_{mn} = \frac{rn}{2} + \frac{(1-r)n}{2}. \] \hspace{1cm} (3.16)

We will use the notation \( \mathcal{F}_{mn} = \mathcal{F}_{a_{mn}}, \quad \mathcal{F}_m = \mathcal{F}_{a_m}, \quad V_h^{K_0}(x) = V_h^{K_0}(x) \) etc. by omitting the letter \( a \) if \( a = a_m \). In [4] an infinite set of screening operators \( Q^{(s)}(z), \tilde{Q}^{(s)}(z) \) \((s = 1, 2, \ldots)\) was defined. Here we need only two simplest ones, \( Q^{(1)} = \Sigma \) and \( \tilde{Q}^{(1)} = \bar{\Sigma} \):

\[ \Sigma | \mathcal{F}_{mn} = | S_{m-n+1}, \quad \bar{\Sigma} | \mathcal{F}_{mn} = | S_{n-m+1}. \] \hspace{1cm} (3.17)

The screening operators act on the Fock spaces as

\[ \Sigma : (\mathcal{F}_{mn})_{l} \to (\mathcal{F}_{m,n-2})_{l-m+n-1}, \quad \bar{\Sigma} : (\mathcal{F}_{mn})_{l} \to (\mathcal{F}_{m-2,n})_{l+m-n-1}. \] \hspace{1cm} (3.18)

They satisfy the relations

\[ \Sigma^2 = 0, \quad \bar{\Sigma}^2 = 0, \quad [\Sigma, \Sigma] = \frac{j m-n+1}{2} (1 - (-1)^{m-n}) \xi_0. \] \hspace{1cm} (3.19)

The main property of the screening operators is that they commute with the currents \( t^{(r)}(z) \):

\[ [\Sigma, t^{(r)}(z)] | \mathcal{F}_{mn} = 0, \quad \text{if } n \in 2 \mathbb{Z} + 1, \]

\[ [\bar{\Sigma}, t^{(r)}(z)] | \mathcal{F}_{mn} = 0, \quad \text{if } m \in 2 \mathbb{Z} + 1. \] \hspace{1cm} (3.20)
Since all the operators discussed in this section are expressed in terms of the differences $d_k^- - d_k^+$, they map $\mathcal{A}$-vectors into $\mathcal{A}$-vectors and, in particular, make it possible to create $\mathcal{A}$-states from the vacuum. We may define the vectors

$$a(\{ k_{-1}, \ldots, k_M \}) = a(\{ \bar{k}_{-1}, \ldots, \bar{k}_M \}) = a(\{ k_{-1}, \ldots, k_M \}) = a(\{ \bar{k}_{-1}, \ldots, \bar{k}_M \}) = a(\{ k_{-1}, \ldots, k_M \}) = a(\{ \bar{k}_{-1}, \ldots, \bar{k}_M \}),$$

$$a(\{ t_{-1}, \ldots, t_M \}) = a(\{ \bar{t}_{-1}, \ldots, \bar{t}_M \}) = a(\{ t_{-1}, \ldots, t_M \}) = a(\{ \bar{t}_{-1}, \ldots, \bar{t}_M \}) = a(\{ t_{-1}, \ldots, t_M \}) = a(\{ \bar{t}_{-1}, \ldots, \bar{t}_M \}).$$

(3.21)

Here everywhere $k \geq 0$, $k_1 \geq 0$, $k_{i+1} \geq k_i - 1$, $\sum_{i=1}^M k_i \geq 0$. These vectors define elements $t_{-1}, \ldots, t_M$ into $\mathcal{A}$. More explicitly, these elements are defined by means of series (A.5). Here we give the formulas in the case $M = 1$, since we need them later:

$$\sum_{k=0}^\infty t_{-k} z^k = \exp \sum_{k=1}^\infty B_k c_{-k} z^k, \quad \sum_{k=0}^\infty t^+_{-k} z^k = \exp \sum_{k=1}^\infty (-B_k) c_{-k} z^k,$$

(3.22)

where

$$B_k = \frac{q^{k/2} - (-1)^k q^{-k/2}}{k}.$$  

(3.23)

The elements $1_k$ and $1_k^+$ are defined by the same equalities, where the coefficients $B_k$ are substituted by $\tilde{B}_k = k^{-1}(\tilde{q}^{k/2} - (-1)^k \tilde{q}^{-k/2})$.

4. The $\tau^{(\nu)}(z)$ currents

Consider the currents

$$\tau^{(\nu)}(z) = \frac{\partial}{\partial z} \exp \sum_{k \neq 0} \frac{q^{k/2} d_k^+ - q^{-k/2} d_k^-}{k (q^{k/2} - q^{-k/2})} z^{-k} ; \quad \nu = 1, 2, 3, \ldots$$

(4.1)

These currents are related with the fusion $t$-currents by the identity:

$$\tau^{(\nu)}(z) \tilde{S}_n + (-1)^{\nu} z^2 \tilde{S}_{n-2} \tau^{(\nu)}(z) = K^{(\nu)} z^{n \nu}(\nu) \langle \nu \rangle_{\mathcal{F}_n},$$

(4.2)

where

$$K^{(\nu)} = \frac{\nu q^{\nu/2}}{1 - q^\nu} \prod_{j=1}^{\nu-1} \frac{1 + q^j}{1 - q^j} = \frac{1}{2 \sin \frac{\pi (1 - \nu)}{2}} \prod_{j=1}^{\nu-1} \csc \frac{\pi (1 - \nu)}{2}.$$  

(4.3)

In particular $K^{(1)} = B_1^{-1}$. Note that $\tilde{S}_n = \tilde{S}_n|_{\mathcal{F}_n}$ and $\tilde{S}_{n-2} = \tilde{S}_n|_{\mathcal{F}_{n-2}}$, so that the identity (4.2) can be rewritten as

$$\tau^{(\nu)}(z) \tilde{S}_n + (-1)^{\nu} z^2 \tilde{S}_{n-2} \tau^{(\nu)}(z)|_{\mathcal{F}_n} = K^{(\nu)} z^{n \nu}(\nu) \langle \nu \rangle_{\mathcal{F}_n},$$

(4.2')

or, more generally, as

$$\tau^{(\nu)}(z) \tilde{S}_n + (-1)^{\nu} z^2 \tilde{S}_{n-2} \tau^{(\nu)}(z)|_{\mathcal{F}_n} = (-1)^{m-1} K^{(\nu)} z^{n-m+1 \nu}(\nu) \langle \nu \rangle_{\mathcal{F}_n}, \quad \text{if } m \in 2\mathbb{Z} + 1.$$  

(4.2'')

Proof of identity (4.2'). It is easy to check that

$$\tau^{(\nu)}(z) \tilde{S}(z') = (-1)^{\nu+1} \frac{2}{z^2} \tilde{S}(z') \tau^{(\nu)}(z) = g^{(\nu)} \left( \frac{z'}{z} \right) : \tau^{(\nu)}(z) \tilde{S}(z') :,$$

(4.4)

where

$$g^{(\nu)}(z) = \frac{\prod_{j=1}^{\nu-1} (1 + q^{\nu-2-j} z)}{\prod_{j=0}^{\nu-1} (1 - q^{\nu-2-j} z)}.$$  

(4.5)

The l.h.s. of (4.2') is nothing but an integral of the l.h.s. of (4.4):

$$\tau^{(\nu)}(z) \tilde{S}_n + (-1)^{\nu} z^2 \tilde{S}_{n-2} \tau^{(\nu)}(z) = - \int_{\mathcal{C}^{(\nu)}} \frac{dz'}{2\pi i} \gamma^{n-1} \tau^{(\nu)}(z) \tilde{S}(z').$$
The contour $C^0_\nu$ encircles the poles $z q^{-\nu/2}$ ($j = 0, 1, \ldots, \nu$) of the integrand. By substituting (4.4) into the r.h.s. we obtain

$$-\sum_{j=0}^{\nu} z(z q^{\nu/2})z^{-n-1}r_j(z) \tau(z) S(z q^{\nu/2}) :$$

(4.6)

Here

$$r_j(z) = \text{Res}_{z=q^{-\nu/2}} g^\nu(z) = i^\nu (-1)^{j+1} K^\nu f_j(z).$$

(4.7)

The last equality is proved by a straightforward calculation. Besides, it is easy to check that

$$\tau(z) S(z q^{\nu/2}) = \lambda(z).$$

(4.6)

At last, $i^\nu (-1)^{j} q^{-\nu/2} = e^{i \pi (\nu-2j) a \bar{a}}$. This reduces (4.6) to the r.h.s. of (4.2).

Note the following properties of the currents $\tau(z)$:

$$\tau(z) S(z q^{\nu/2}) = \lambda(z).$$

(4.8)

The base of induction is given by eq. (4.10) can be rewritten as

$$t(z) \tau(z) = \lambda(z) t(z).$$

(4.9)

They immediately follow from the relations

$$\lambda_\pm(z') \tau(z') = -z' q^{\nu/2} \lambda_\pm(z') \lambda(z') = \frac{z'}{z'+q^{\nu/2}} : \lambda_\pm(z') \tau(z');$$

$$: \tau(z) S(z q^{\nu/2}) : = \lambda(z).$$

(4.8)

Notice that equation (4.8) provides an alternative (inductive) proof of (4.2). The base of induction is given by eq. (4.2) at $\nu = 1$ proved directly.

There is a simple example of an application of eq. (4.2). It makes it possible to easily prove that

$$11 \langle 1 \vert t(z) t(X) 1 \rangle_{11} = K^{(1)} \langle 1 \vert 11 \tau(z) S t(t(X) 1)_{11} - 11 \langle 1 \vert 11 \tau(z) t(t(X) 1)_{11} = 0,$$

(4.10)

since $a \langle 1 \vert S_{-1} = 0$ and $\bar{S}_1 a = 0$.

The currents $\tau(z)$ successfully substitute the currents $\sigma_j(z)$ introduced in the previous section. It is easy to check that

$$\sigma_j(z) = (1) \tau(z) e \left( z q^{\nu/2} \right).$$

(4.11)

By using the operator products

$$\epsilon(z') \tau(z) = (-1) \nu \tau(z) \epsilon(z) : = \epsilon(z') \tau(z),$$

(4.12)

$\nu=1 - \nu \tau(z) \epsilon_{0} = 1 - \nu K^{(1)} \langle 1 \vert 11 \beta_j \sigma_j^{(1)}(z)$.

(4.13)

The r.h.s. resembles the r.h.s. of eq. (4.13). Let us take the $\bar{a}$-derivative of the latter and then specialize to $a = a_{mn}$ with arbitrary odd values of $m, n$. We obtain

$$\pi \tau(z) |_{m,n} = z^{\nu-1} m+n \pi z^{-n-1} \sum_{j=0}^{\nu-1} (-1)^j \beta_j \sigma_j^{(1)}(z)$$

(4.13)

Here the prime at $t^{(1)}(z)$ means the $\bar{a}$-derivative. Comparison of (4.12) and (4.13) gives the identity

$$[\Sigma, t^{(1)}(z)] |_{m,n} = (-1)^{n-1}(m+n+1) \pi \frac{1}{K^{(1)}} z^{m+n+1} (\epsilon_{0} \tau(z) - (-1)^{\nu} \tau(z) \epsilon_{0})$$

(4.14)

This equation will be used later to derive eq. (6.3).
5. Reduction compatibility condition

Now let us specialize to the case (1.6), which corresponds to the $\Phi_{\text{13}}$-perturbations of the $M(2, 2s + 1)$ minimal conformal models. In this case

$$\tilde{q} = \omega \equiv e^{2\pi i/(2s-1)}. \quad (5.1)$$

The limit $\tilde{q} \to \omega$ is singular in the free field representation. Modes at particular values of $k$ are undefined. It is convenient to have special notation for two sets of these ‘dangerous’ values of the mode label $k$:

$$D_s = (2s - 1)\mathbb{Z}, \quad D_s^{\text{odd}} = (2s - 1)(2\mathbb{Z} - 1), \quad D_s^{\text{even}} = (2s - 1) \cdot 2\mathbb{Z}. \quad (5.2)$$

We will also add subscripts ‘$\neq 0$’, ‘$> 0$’ to narrow the sets to nonzero or positive numbers.

For $k \not\in D_s$, the elements $d_k^\pm$ are regular in the limit $\tilde{q} \to \omega$, while for $k \in D_s$ they are becoming commuting. It is worse that the elements $\pi(c_{-k})$ and $\tilde{\pi}(c_{-k})$ get infinite factors $(A_k^\pm)^{-1}$ for $k \in D_s$. To define the algebra correctly, it is convenient to use the elements

$$d_k^\pm = \frac{d_k^\pm}{\tilde{q}^{k/2} - \tilde{q}^{-k/2}}. \quad (5.3)$$

In the limit $\tilde{q} \to \omega$ the operators $d_k^\pm$ are undefined for $k \in D_s^{\text{odd}}$, but we may consider the operators $D_k = d_k^- - d_k^+$, which are well-defined. Moreover, they allow one to define the representatives of $c_{-k}$:

$$\pi(c_{-k}) = -\frac{D_k}{2}, \quad \tilde{\pi}(c_{-k}) = -\frac{D_k}{2}, \quad k \in D_s^{\text{odd}}. \quad (5.4)$$

For $k \in D_s^{\text{even}}$, though $d_k^\pm$ are well-defined, the operators $\pi(c_{-k})$ and $\tilde{\pi}(c_{-k})$ are completely undefined and the corresponding elements $c_{-k}$ must be excluded from the spectrum. Formally, we may consider the elements $\check{c}_{-k} = (\tilde{q}^{k/2} - (-1)^k\tilde{q}^{-k/2})c_{-k}$ Then $\pi(\check{c}_{-k}) = d_k^+ - d_k^-$, $\tilde{\pi}(\check{c}_{-k}) = d_k^+ - d_k^-$ for all values of $k$.

These elements are well-defined in the limit $\tilde{q} \to \omega$. Thus, the algebra $\hat{A}$ generated by the elements $\check{c}_{-k}$ coincides with $\hat{A}$ for generic values of $\tilde{q}$ and remains sensible in the limit $\tilde{q} \to \omega$. The elements $\check{c}_{-k}$ for $k \in D_s^{\text{even}}$ produce no new physical operators since

$$[\pi(\check{c}_{-k}), t(z)] = [\pi(\check{c}_{-k}), \bar{t}(z)] = 0 \quad \text{for} \quad k \in D_s^{\text{even}}. \quad (5.5)$$

More formally, the Heisenberg algebra in the limit $\tilde{q} \to \omega$ consists of the elements $\hat{a}$, $\hat{a}$, $d_k^\pm$ ($k \in \mathbb{Z}\setminus D_s$), $d_k^\pm$, $D_k$ ($k \in D_s^{\text{odd}}$), $d_k^\pm$ ($k \in D_s^{\text{even}} \setminus 0$), with the commutation relations (2.2) for $d_k^\pm$ and the following nonvanishing commutation relations:

$$[D_k, D_l] = -2k\delta_{k+l,0}, \quad [D_k, d_k^\pm] = 2, \quad k, l \in D_s^{\text{odd}}, \quad (5.5)$$

The usual elements $d_k^\pm$ for special values of $k$ are degenerate:

$$d_k^- = (-)^{k-1}d_k^+, \quad d_k^+|1\rangle_a = 0, \quad a|1\rangle d_k^+ = 0 \quad \text{for} \quad k \in D_s. \quad (5.6)$$

We omit explicit definitions of the currents in terms of these elements. They are cumbersome, though easily derived, and they will not be used directly. Operator products and commutation relations of currents are continued to the special values of $r$ analytically. For later use we need the following commutation relations:

$$[d_k^+, S_l] = 0, \quad [d_k^+, S^+_l] = 0, \quad [d_k^+, \eta_l] = 0, \quad (5.7)$$

$$[\check{d}_k^+, \check{S}_l] = -2\check{S}_{k+l}, \quad \text{if} \quad k \in D_s^{\text{odd}}. \quad (5.8)$$

The first line of commutation relations holds due to the fact that $q^{k/2} - q^{-k/2}$ remains nonzero for $k \in D_s^{\text{odd}}$ as $\tilde{q} \to \omega$, while $d_k^- - d_k^+$ in the numerator vanishes.

Another peculiarity of the special case (1.6) is the identity

$$a_{mn} = a_{m+n+2s+1} \quad \text{for} \quad r = \frac{2s+1}{2s-1}. \quad (5.9)$$
This leads to the identification of the corresponding spaces: \( \mathcal{F}_{mn} = \mathcal{F}_{m+2,n+2s+1} \), \( \mathcal{F}_{mn} = \mathcal{F}_{m+2,n+2s+1} \). Nevertheless, the screening operators \( \Sigma, \bar{\Sigma} \) are defined differently for different values of \( m, n \). We will distinguish them by the subscripts \( mn \) at the vectors or by writing like \( \dots |\mathcal{F}_{mn}\rangle \). The operators

\[
\Sigma|\mathcal{F}_{m+2k,n+(2s+1)k}\rangle = S_{m-n+1-(2s-1)k}, \quad \bar{\Sigma}|\mathcal{F}_{m+2k,n+(2s+1)k}\rangle = \bar{S}_{m-n+1-(2s-1)k}
\]  

are different operators for different values of \( k \), though, in fact, they act on the same space \( \bar{\mathcal{F}}_{mn} \).

Now let us turn to the reduction compatibility condition (2.30). For the operators \( V_{1n}^{h'h} \) it reads

\[
C_{\mu} \prod_{i=1}^{N} h \left( \frac{z}{x_i} \right) 1_n \langle h | t(2s-2)(z) t(x_1) \cdots t(x_N) | h' \rangle_{1n} = 1_n \langle h | t(z) t(x_1) \cdots t(x_N) | h' \rangle_{1n},
\]

where the constant \( C_{\mu} \) and the function \( h(z) \) were defined in (2.31). Note that

\[
C_{\mu} = -K^{(2s-2)}/K^{(1)}.
\]

As we already mentioned, this condition seems to be very complicated for any treatment. In its explicit form the l.h.s. and r.h.s. expressions contain different numbers of terms, and it can be proved by means of the recursion relations in \( N \) for exponential operators \( (h = h' = 1) \) only. Here we propose a radically simpler and more general treatment by means of the currents \( \tau^{(0)}(z) \) defined in (4.11).

Let us compare the currents \( \tau^{(2s-2)}(z) \) and \( \tau^{(1)}(z) \). First, let \( \hat{q} = \omega^e \) with some small \( e \). Calculate the ratio \( \tau^{(1)}(z)(\tau^{(2s-2)}(z))^{-1} \) : and perform the limit \( e \to 0 \). As a result we obtain

\[
\tau^{(1)}(z) = : \zeta(z) \mu(z) \tau^{(2s-2)}(z) :.
\]

The factors \( \zeta(z) \) and \( \mu(z) \) are advisedly separated. The second one comes from the ‘regular’ modes and is given by

\[
\mu(z) = : \exp \sum_{k \neq 0}^{N} \frac{(-1)^k \omega^{k/2} - \omega^{-k/2}}{k} D_k z^{-k} : , \quad D_k = \mathbf{d}_k^+ + (-1)^k \mathbf{d}_k^-. \]

Here we extended the notation \( D_k \) to all values of \( k \). It explicitly commutes with \( \bar{S}_k \), since \( \mu(z') \bar{S}(z) = \mu(z') \bar{S}(z) \). Its operator products

\[
\mu(z') t(z) = t(z) \mu(z') = h \left( \frac{z}{z'} \right) : \mu(z') t(z) : \quad (z' \neq -z).
\]

It means that it only produces a product of the \( h(z/z) \) functions being inserted into a matrix element of \( t(X) \) between \( \mathcal{A} \)-states.

The factor \( \zeta(z) \) in (5.13) is of different nature. It consists of just ‘dangerous’ modes:

\[
\zeta(z) = : \exp \sum_{k \in \mathbb{D}_z^{1d}, k > 0} \frac{(2s-1) \mathbf{d}_k^+}{k} z^{-k} :.
\]

It is convenient to explicitly split it into the positive and negative modes contributions:

\[
\zeta(z) = \zeta^{(-)}(z) \zeta^{(+)}(z), \quad \zeta^{(\pm)}(z) = \exp \sum_{k \in \mathbb{D}_z^{1d}, k > 0} \frac{(2s-1) \mathbf{d}_k^\pm}{k} z^{-k}.
\]

The currents \( \zeta^{(\pm)}(z) \) commute with \( t(z'), s(z') \), but do not commute with the operators \( \bar{S}_k \). With these currents eq. (5.13) looks like

\[
\tau^{(1)}(z) = \zeta^{(-)}(z) : \mu(z) \tau^{(2s-2)}(z) : \zeta^{(+)}(z).
\]

We want to get rid of \( \zeta^{(\pm)}(z) \) in this equation. It is possible if we consider matrix elements between \( \mathcal{A} \)-vectors that do not contain \( c(k) \) with \( k \in \mathbb{D}_z^{1d} \).

---

\[1\] This formula is derived by using the identity \((-1)^{-\sum_{j=1}^{2s-2} \frac{\omega_j}{2s-1}} \prod_{j=1}^{2s-2} \frac{\omega_j + \omega_j'}{1 + \omega_j} = \prod_{j=1}^{2s-2} 2s - 1.\]
Let us define the \( \mathcal{R} \)-subspaces \( \mathcal{F}^R_{mn} \), \( \tilde{\mathcal{F}}^R_{mn} \) as follows:

\[
\begin{align*}
\mathcal{F}^R_{mn} &= \{ mn \langle h | h \in \tilde{A}, \quad mn \langle h | d_{-k}^+ = 0, \quad mn \langle h | \tilde{d}_{-k}^+ = 0 \text{ for } k \in D_{s,0}^{\text{odd}} \}, \\
\tilde{\mathcal{F}}^R_{mn} &= \{ \langle h | mn \quad h \in \tilde{A}, \quad d_k^+ \langle h | mn = 0, \quad d_k^+ \tilde{\Sigma} \langle h | mn = 0 \text{ for } k \in D_{s,0}^{\text{odd}} \}.
\end{align*}
\]

(5.18)

In other words, these spaces consist of vectors such that neither the vector not the action of the \( \tilde{\Sigma} \) operator of the vector contain any ‘dangerous’ modes. Here such vectors will be called \( \mathcal{R} \)-vectors. The operators \( \zeta^{(\pm)}(z) \) act as unity on the vectors \( mn \langle h \), \( mn \langle h \tilde{\Sigma} \), \( h')_{mn} \), \( \tilde{\Sigma} h'\)\( mn \), if \( mn \langle h \) and \( mh'\)\( mn \) are \( \mathcal{R} \)-vectors. Hence, we have

\[
\begin{align*}
mn \langle h | \tilde{\Sigma} \tau^{(1)}(z) t(X) | h' \rangle_{mn} &= mn \langle h | \tilde{\Sigma} ; \mu(z) \tau^{(2s-2)}(z) : t(X) | h' \rangle_{mn}, \\
mn \langle h | \tau^{(1)}(z) \tilde{\Sigma} t(X) | h' \rangle_{mn} &= mn \langle h | \mu(z) \tau^{(2s-2)}(z) : \tilde{\Sigma} t(X) | h' \rangle_{mn}.
\end{align*}
\]

Let \( m = 1 \). Write down two of the identities (4.2):

\[
\begin{align*}
\tau^{(1)}(z) \tilde{\Sigma} + z^2 \tilde{\Sigma} \tau^{(1)}(z) &| \mathcal{F}_{1n} = K^{(1)} z^n t^{(1)}(z) | \mathcal{F}_{1n}, \\
: \mu(z) \tau^{(2s-2)}(z) : \tilde{\Sigma} + z^2 \tilde{\Sigma} ; \mu(z) \tau^{(2s-2)}(z) &| \mathcal{F}_{1n} = K^{(2s-2)} z^n : \mu(z) t^{(2s-2)}(z) : | \mathcal{F}_{1n}.
\end{align*}
\]

(5.19)

By taking the sum of these two identities we obtain

\[
1_n \langle h | \Delta(z) t(X) | h' \rangle_{1n} = 2B_1 z^{-n} 1_n \langle h | \tau^{(1)}(z) t(X) \tilde{\Sigma} | h' \rangle_{1n}, \quad \text{if } 1_n \langle h | \in \mathcal{F}^R_{1n}, \quad h' \rangle_{1n} \in \tilde{\mathcal{F}}^R_{1n},
\]

(5.20)

where

\[
\Delta(z) = t^{(1)}(z) - C_\Sigma : \mu(z) t^{(2s-2)}(z) :.
\]

(5.21)

The r. h. s. of (5.20) vanishes, if the right vector is killed by the screening operator and, hence,

\[
C_s \prod_{i=1}^s \left( \frac{z}{x_i} \right) 1_n \langle h | t^{(2s-2)}(z) t(X) | h' \rangle_{1n} = 1_n \langle h | t^{(1)}(z) t(X) | h' \rangle_{1n},
\]

\[
\quad \text{if } 1_n \langle h | \in \mathcal{F}^R_{1n}, \quad h' \rangle_{1n} \in \tilde{\mathcal{F}}^R_{1n} \text{ and } \tilde{\Sigma} h'_{1n} = 0.
\]

(5.22)

It is easy to apply this condition to the exponential operators \( V_{1n}(x) \). The vector \( \tilde{\Sigma} | 1 \rangle_{1n} = \tilde{S}_n | 1 \rangle_{1n} \) vanishes if \( n > 0 \). On the other hand, the vector \( 1_n \{ 1 \} \tilde{\Sigma} = 1_n \{ 1 \} \tilde{S}_{n-2} \) does not contain dangerous modes if \( n - 2 < 2s - 1 \). Hence, \( 1 \leq n \leq 2s \) in consistency with the conjecture that they coincide with primary conformal fields \( \Phi_{1n}(x) \).

Similarly, we can derive the reduction compatibility conditions for the operators at the reflected point \( a = -a_{1n} = a_{-1,-n} \). It is easy to check that

\[
\tau^{(1)}(z) \tilde{\Sigma} - z^2 \tilde{\Sigma} \tau^{(1)}(z) | \mathcal{F}_{-1,-n} = -K^{(1)} z^{-n} t^{(1)}(z) | \mathcal{F}_{-1,-n},
\]

\[
: \mu(z) \tau^{(2s-2)}(z) : \tilde{\Sigma} + z^2 \tilde{\Sigma} ; \mu(z) \tau^{(2s-2)}(z) : | \mathcal{F}_{-1,-n} = K^{(2s-2)} z^{-n} : \mu(z) t^{(2s-2)}(z) : | \mathcal{F}_{-1,-n}.
\]

(5.23)

Due to the minus sign in the r.h.s. of the first line we have to take the difference of these two equations:

\[
-1_n \langle h | \Delta(z) t(X) | h' \rangle_{-1,-n} = -2B_1 z^n -1_n \langle h | \tilde{\Sigma} \tau^{(1)}(z) t(X) | h' \rangle_{-1,-n}, \quad \text{if } -1_n \langle h | \in \mathcal{F}^R_{-1,-n}, \quad h' \rangle_{-1,-n} \in \tilde{\mathcal{F}}^R_{-1,-n}.
\]

(5.24)

This results in the compatibility condition

\[
C_s \prod_{i=1}^s \left( \frac{z}{x_i} \right) -1_n \langle h | t^{(2s-2)}(z) t(X) | h' \rangle_{-1,-n} = -1_n \langle h | t^{(1)}(z) t(X) | h' \rangle_{-1,-n},
\]

\[
\quad \text{if } -1_n \langle h | \in \mathcal{F}^R_{-1,-n}, \quad h' \rangle_{-1,-n} \in \tilde{\mathcal{F}}^R_{-1,-n} \text{ and } -1_n \langle h | \tilde{\Sigma} = 0.
\]

(5.25)

In fact, we could use the condition (5.22), since \( a_{-1,-n} = a_{1,2s+1,-n} \) due to (5.9). But in the next section we will need this alternative form of the reduction compatibility condition.
6. Local operators compatible with the reduction

The condition (5.22) that the operator $V^{h'}_{1,n}(x)$ be consistent with the reduction is chirally asymmetric and too restrictive with respect to $h'$: it demands the extra condition that $\tilde{\Sigma}(h')_{1n} = 0$. The same can be said about the condition (5.25) for $V^{h'}_{1,-1,n}(x)$. Our aim is to modify the operators $V^{h'}_{\pm 1,\pm n}(x)$ in such a way that such extra conditions become unnecessary. To do it we add the a-derivatives $V^a_{\pm 1,\pm n}(x)$ at particular values of $a$. The resulting operators $V^R_{\pm 1,\pm n}(x)$ would be compatible with the reduction subject to the only conditions that the vectors corresponding to $h$ and $h'$ belong to the $R$-subspaces defined in (6.15).

In this section it will be proved that the operator $V^R_{1,n}h'(x)$ defined by the J-functions

$$J^R_{1,n}(X) = \frac{1}{\pi} \left[ 1_n(h^t(X)|h')_{1n} + \frac{(-1)^{n+1}}{\pi} 1_n(h^t(X)|\tilde{\Sigma}|h')_{3,n+2} \right] \quad \text{for } n \in 2\mathbb{Z} + 1$$

and the operators $V^R_{-1,-n}(x)$ defined by the J-functions

$$J^R_{-1,-n}(X) = -1_{-1,-n}(h^t(X)|h')_{-1,-n} + \frac{(-1)^{n-1}}{\pi} 1_n(h^t(X)|\tilde{\Sigma}|h')_{-1,-n} \quad \text{for } n \in 2\mathbb{Z} + 1$$

are compatible with the reduction if $1_n(h^t(X)|h')_{1n} \in \mathcal{F}^R_{1,n}$ or $1_{-1,-n}(h^t(X)|h')_{-1,-n} \in \mathcal{F}^R_{-1,-n}$ respectively.

Eqs. (6.1) and (6.2) define the operators $V^R_{\pm 1,\pm n}(x)$ for odd values of $n$ only. Nevertheless, it is not too restrictive. Due to the identity (5.9) we have $a_{1n} = a_{-1,n-2s-1}$. The parities of $n$ and $n^* = 2s + 1 - n$ are opposite. Hence, we may identify

$$V^R_{1,n}h'(x) = V^R_{-1,-n^*}(x).$$

This makes it possible to define $V^R_{\pm 1,\pm n}(x)$ for $n$ even, as soon as we have a definition for $n$ odd.

To prove the main statement for the operator $V^R_{1,n}h'(x)$ it is necessary to show that

$$1_n(h^t(X)|h')_{1n} + \frac{(-1)^{n+1}}{\pi} 1_n(h^t(X)|\tilde{\Sigma}|h')_{3,n+2} = 0. \quad (6.4)$$

The first term here is given by (5.20) and is generally nonzero. Let us transform the second term

$$1_n(h^t(X)|\tilde{\Sigma}|h')_{3,n+2} = 1_n(h^t(X)|\tilde{\Sigma}|h')_{3,n+2} + \sum_{i=1}^N 1_n(h^t(X)|\tilde{\Sigma}|t(X_{<i})|h')_{3,n+2}$$

Here $X_{<i} = (x_1, \ldots, x_{i-1})$, $X_{>i} = (x_{i+1}, \ldots, x_N)$. Substituting (4.13) we obtain that in any matrix element between $R$-states

$$[\Delta'(z), \Sigma]_{x_{1,n+2}} = (1)^{\frac{n+1}{2}} \pi B_1 z^{-n} (\epsilon_0 \tau^{(1)}(z) + \tau^{(1)}(z) \epsilon_0 - \epsilon_0 \cdot \mu(z) (2s-2) \cdot \mu(z) (2s-2) \cdot \epsilon_0)$$

Then we get

$$1_n(h^t(X)|\tilde{\Sigma}|t(X_{<i})|h')_{3,n+2} = (1)^{\frac{n+1}{2}} 2\pi B_1 z^{-n} \epsilon_0 \mu(t(X)|\tilde{\Sigma}|h')_{3,n+2}$$

$$+ (1)^{\frac{n+1}{2}} \pi B_1 \sum_{i=1}^N x_i^{-n} 1_n(h^t(X_{<i})|\epsilon_0 \tau^{(1)}(x_i) + \tau^{(1)}(x_i) \epsilon_0) t(X_{>i})|\tilde{\Sigma}|h')_{3,n+2}$$

$$= (1)^{\frac{n+1}{2}} 2\pi B_1 z^{-n} \epsilon_0 \mu(t(X)|\tilde{\Sigma}|h')_{3,n+2}$$

$$+ (1)^{\frac{n+1}{2}} 2\pi B_1^2 z^{-n} \sum_{i=1}^N x_i^{-n} 1_n(h^t(X_{<i})|\tau^{(1)}(z) t(X_{>i})|\tilde{\Sigma}|h')_{3,n+2}.$$
Among the vectors (3.21) the vector that we remain with the vacuum vector (modulo the action of integrals of motion) only. The space of these vectors is derived by using (5.24), which proves the compatibility with the reduction of $V_{1n}^R h'/(x)$.  

Because of this, the vector $1n \langle h|[(\Delta z)(t(X))]', \Sigma]|h\rangle_{3,n+2} = (-1)^{n+1}2\pi N_1 n \langle h|t^{(1)}(z)|X_{<i}\rangle \epsilon_0 t(x_i) - t(x_i) \epsilon_0 t(X_{>i})\Sigma]|h\rangle_{3,n+2}$ 

$$\begin{align*}
&= (-1)^{n+1}2\pi N_1 n \langle h|t^{(1)}(z)|X\rangle\Sigma'h\rangle_{3,n+2} + 1n \langle h|t^{(1)}(z)|t(X), \epsilon_0 \Sigma'h\rangle_{3,n+2} 
&= (1)n \langle h|[(\Delta z)(t(X))]', \Sigma]|h\rangle_{3,n+2}.
\end{align*}$$

After summing up two last terms, the operator $\epsilon_0$ only remains to the right of $t(X)$ and only shifts the zero mode:

$$1n \langle h|[(\Delta z)(t(X))]', \Sigma]|h\rangle_{3,n+2} = (1)n \langle h|[(\Delta z)(t(X))]', \Sigma]|h\rangle_{1n}. (6.5)$$

We see that the r.h.s. of this equation coincides (up to a constant factor) with the r.h.s. of (5.20). Thus we obtain (6.3), which proves the compatibility with the reduction of $V_{1n}^R h'/(x)$. 

Analogously, for $a = a_{-1,-n}$ the identity

$$-1,-n \langle h|[(\Delta z)(t(X))]', \Sigma]|h\rangle_{-1,-n} + (1)n \langle h|[(\Delta z)(t(X))]', \Sigma]|h\rangle_{-1,-n} = 0$$

is derived by using (5.24), which proves the compatibility with the reduction of the operator $V_{1n}^R h'/(x)$. 

7. Creating $R$-vectors by means of the $S^+_k$ and $\tilde{S}_k$ modes

Among the vectors (3.21) the $R$-vectors could be obtained by means of the elements $t^+_k_{-k}, \eta_{-k}$ due to the commutation relations (5.7) and (3.12e). The elements $\eta_{-k}$ being combinations of odd-level generating elements of $A$ (which generate, as we have said, integrals of motion) provide a trivial contribution to form factors and we will ignore them, keeping in mind that if any vector $1n \langle h|$ is an $R$-vector, the vector $1n \langle h|\eta_{-k}$ is an $R$-vector as well.

Now turn our attention to the vectors $1n \langle \top_{-k_1,\ldots,-k_M}|d^\top_{-k} = 0, if k \in B_{s,>0}$. But it is not so obvious concerning the second $R$-vector condition. By using (5.2), we obtain

$$1n \langle \top_{-k_1,\ldots,-k_M}| \frac{1}{2} \Sigma d^\top_{-k} = 1_{n+2M} \langle 1|S^+_k \cdots S^+_M \tilde{S}_{n-2-k} = 1_{n+2M} \langle 1|\tilde{S}_{n+2M-2-k} S^+_k \cdots S^+_M 2.$$ 

The r.h.s. vanishes, if $n + 2M - 2 - k < 0$. The minimal value of $k$ that enters the $R$-vector condition is $2s-1$. Hence, if 

$$n + 2M \leq 2s,$$

the vector $1n \langle \top_{-k_1,\ldots,-k_M}|$ is an $R$-vector. If, for example, $n = 2s - 1$ the only solution is $M = 0$, so that we remain with the vacuum vector (modulo the action of integrals of motion) only. The space of $R$-vectors generated by the elements $t^+_k_{-k_1,\ldots,-k_M}$ is definitely too small to describe the whole space of states of the perturbed minimal model.

To solve the problem, let us try to insert the operators $\tilde{S}_k$ into the expression for $1n \langle \top_{-k_1,\ldots,-k_M}|$, but accurately, so that the ‘dangerous’ modes would not appear. Consider the vectors

$$1n \langle \top_{-k_1,\ldots,-k_M}| = 1_{n+2M+2p} \langle 1 \prod_{i=1}^{M} S^+_k \prod_{j=1}^{p} \tilde{S}_{n-2-j(2s-3)}.$$ 

It can be checked (see Appendix D) that these vectors are $R$-vectors subject to the condition

$$n + 2M \leq n_1 \text{ for } p = 0,$$

$$n_p \leq n + 2M \leq n_p + 1 \text{ for } p > 0,$$

where

$$n_p = p(2s - 3) + 3.$$ 
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The lower condition $n + 2M \geq n_p$ is in fact not an $\mathcal{R}$-vector condition, but a kind of ‘nontriviality’ condition. For $n + 2M < n_p - 1$ the vector vanishes. In the case $n + 2M = n_p - 1$ it reduces to the $(p-1)$-case.

Note that the operators $\tilde{S}_{n-2-j(2s-3)}$ commute with the current $I(z)$. Indeed,

$$\tilde{S}_{n-2-j(2s-3)} = \tilde{S}|_{\mathcal{F}_{3-4j,n-j[2s+1]}},$$

but $a_{3-4j,n-j[2s+1]} = a_{1-2j(1-n)}$ is the correct value of $a$ to the right of this operator in eq. (7.1). Since the first identity of (3.12d) can be rewritten as $\tilde{S}\Sigma = \Sigma \tilde{S}_{k-2}$, each of the operators $\tilde{S}_{n-2-j(2s-3)}$ being pulled to the right of all the $\tilde{S}_k$ modes in (7.1) remains to be the $\Sigma$ operator. Explicitly, it becomes $\tilde{S}_{n-j(2s-1)}$. The subscript of this operator must be nonpositive for any $j = 1, \ldots, p$ so that it would not make the vector (7.4) the null vector. Hence, this vector is sensible for $n \leq 2s - 1$.

The analogous ket-vectors are

$$|{^+(p,2-n)}_{-k_1,\ldots,-k_{3M}}\rangle_{1n} = \prod_{j=1}^p \tilde{S}_{n+j(2s-3)} \prod_{i=1}^M S_{-k_i}^+ |1\rangle_{1+2p,n-2M}. \quad (7.4)$$

The corresponding $\mathcal{R}$-vector condition is

$$2M - n + 2 \leq n_1 \quad \text{for } p = 0,$$

$$n_p \leq 2M - n + 2 \leq n_{p+1} \quad \text{for } p > 0.$$ \quad (7.5)

Both vectors (7.4) and (7.3) are not null vectors if

$$|n| \leq 2s - 1.$$ \quad (7.6)

Hence, these conditions (7.2) and (7.3) are applicable for building the operators $V_{1n}^{\mathcal{R}hh'}(x)$ for $n$ odd, $n = 1, 3, \ldots, 2s - 1$. For $n$ even ($n = 2, 4, \ldots, 2s$) we have to substitute $n$ by $n^*$ and exchange the conditions for bra- and ket-vectors.

8. Conserved currents compatible with the reduction

Here we discuss an important example of local operators: the conserved currents $T_{2k}, \Theta_{2k-2}, T_{-2k}, \Theta_{2-2k}$ ($k = 1, 2, \ldots$) compatible with the reduction. The conserved currents are densities of the commutative integrals of motion:

$$I_{2k-1} = \int_{2\pi} dz T_{2k}(x) + \int_{2\pi} dz \Theta_{2k-2}(x),$$

$$I_{1-2k} = \int_{2\pi} dz \Theta_{2-2k}(x) + \int_{2\pi} dz T_{-2k}(x).$$ \quad (8.1)

Here the integration contour is any space-like line. When it is the line $x^0 = \text{const}$ both differentials are equal: $dz = d\bar{z} = dx^1$. The subscripts at conserved charges and currents denote the (Lorentz) spin of the operators.

In terms of currents the conservation laws are expressed as continuity equations:

$$\partial T_{2k} = \partial \Theta_{2k-2},$$

$$\partial T_{-2k} = \partial \Theta_{2-2k}. \quad (8.2a)$$

The currents $T \equiv T_2 = -2\pi T_{2z}, \bar{T} \equiv T_{-2} = -2\pi T_{-2z}$ and $\Theta \equiv \Theta_0 = 2\pi T_{zz}$ are proportional to the components of the energy-momentum tensor $T_{\mu\nu}$.

The conserved currents are defined by these equations not uniquely, since we may admix to every current a multiple commutator of integrals of motion with another current. This operation may change the set of integrals of motion, but not the spectrum of their eigenvalues. In [4] we proposed the currents $T_{2k+2}, \Theta_{2k}$ in the form

$$T_{2k}^I(x) = \frac{im_{2k}}{8B_2} V_{11}^{2k-2}(x), \quad \Theta_{2k}^{I}(x) = -\frac{2\pi m_{2k-2}}{r} G_{13} V_{13}^{2-2k}(x),$$
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and $T_{-2k}, \Theta_{2-2k}$ in a similar form. The normalization is chosen in such a way that for $k = 1$ it provides the correct normalization of the energy-momentum tensor, while for general $k$ it only provides the correct dimensionality. These operators were shown to satisfy the continuity equations. Nevertheless, a more detailed study shows that such conserved currents are not compatible with the reduction. Indeed, the vectors $\langle 1^{+2k}_1 |, 13^{+2k}_2 |$ are not $R$-vectors. Here we use the above-mentioned non-uniqueness to define another set of conserved currents. To do it, take into account that the vectors $\langle 1^{+2k}_1 |, 13^{+2k}_2 |$, being vectors of the form $[\overline{1}, \overline{1}]$ and $[\overline{2}, \overline{2}]$, are $R$-vectors. Then by using eqs. (6.1), (6.2) we construct conserved currents compatible with the reduction. For the positive spin currents we have

$$T_{\pm 2k}(x) = -\frac{i \pi m^{2k}}{8 B_2} V_{11}^{R} (x),$$

$$\Theta_{\pm 2k}(x) = -\frac{2 \pi m^{2k-2}}{r} G_{13} V_{13, -3}^{R} (x).$$

The negative spin currents are defined similarly, but the explicit expression is more complicated, since it really contains an $a$-derivative:

$$T_{-2k}(x) = -\frac{i \pi m^{2k}}{8 B_2} V_{11}^{R} (x) = -\frac{i \pi m^{2k}}{8 B_2} \left( V_{11}^{R} (x) - \frac{\bar{B}_{11}}{2 \pi} \right),$$

$$\Theta_{-2k}(x) = -\frac{2 \pi m^{2k-2}}{r} G_{13} V_{13, -3}^{R} (x) = -\frac{2 \pi m^{2k-2}}{r} G_{13} V_{13, -3}^{R} (x).$$

In the case $k = 1$ it coincides with the known expression obtained in [1] (see (A.17) there). The operators defined here satisfy the continuity equations (8.2). The proof of this fact can be found in Appendix E.

Note that though the reduction procedure only makes sense for special values of $r$, the conserved currents (8.3) and (8.4), as well as the general operators $V_{11}^{R k' h'} | (n \text{ odd}),$ are well-defined for arbitrary $r > 0$. We expect that there is another, more deep, reason for these expressions, like the ‘charge at infinity’ picture in conformal field theory [17].

There is another question regarding conserved currents at $r = \frac{2s+1}{-1}$. Integrals of motion $I_{\sigma}$ ($\sigma$ being odd integer $±(2k - 1)$) of these model are known [2][3] to skip the values of the spin $\sigma$ divisible by $2s - 1$. But the construction described here provides currents with every even value of spin. How is it possible? We may expect that the operators $I_{\sigma}$ for $\sigma \in D_{s}^{\text{odd}}$ can be expressed in terms of other integrals of motion. That is, the currents $T_{\sigma+1}, \Theta_{\sigma-1}$ (if $\sigma > 0$) and $T_{\sigma-1}, \Theta_{\sigma+1}$ (if $\sigma < 0$) for these values of spin should be expressed in terms of commutators of integrals of motion with lower currents (i.e. currents with smaller values of $|\sigma|$). Let us make sure that this is the case. It will be easier to derive this property in terms of the $\Theta$-components. The corresponding property for the $T$-components then follows from the continuity equations (8.2). We produce the derivation for the current $\Theta_{\sigma-1} \sim V_{11}^{I-\sigma}$ with $\sigma > 0$. The derivation for $\Theta_{\sigma+1} \sim V_{11}^{I+\sigma}$ with $\sigma < 0$ is quite analogous.

Introduce the elements $\tilde{t}_k$ according to the rule (compare it with (3.22)):

$$\sum_{k \geq 0} \tilde{t}_k z^k = \text{exp} \sum_{k \geq 0} \tilde{B}_k c_{-k} z^k = \sum_{k \geq 0} \tilde{t}_k z^k \times \exp \sum_{k \in D_{s}^{\text{odd}}, k > 0} (-\tilde{B}_k) c_{-k} z^k.$$

Any element $\tilde{t}_k$ is a linear combination of the elements of the form $\tilde{t}_{k+\sum_{l} l_i} \prod c_{-l_i}, l_i \in D_{s}^{\text{odd}},$ and does not contain dangerous elements $c_{-l}, l \in D_{s}^{\text{odd}},$ in its expansion into products of the generators $c_{-l}$. We shall be interested in the particular elements $\tilde{t}_{k}^{l-\sigma}$ with $\sigma \in D_{s}^{\text{odd}}$. These elements possess the property that the corresponding vectors $\mathbf{c}_{1-3} (\tilde{t}_{k-1-\sigma} |)$ are linear combinations of the vectors $1+2k, -3+2k (2s-1) | \mathbf{c}_{1-3} (|) | 1+2k, -3+2k (2s-1)$. Hence,

$$\mathbf{c}_{1-3} (\tilde{t}_{k-1-\sigma} | 1+2k, -3+2k (2s-1)) = 0 \quad \text{for } \sigma \in D_{s}^{\text{odd}}.$$
It results in the fact that the difference $t^+_{l=\sigma} - \bar{t}^+_{l=\sigma}$ ($\sigma \in \mathbb{D}^{\text{odd}}_{s>0}$) vanishes on the factor of $\mathcal{A}$ over the ideal generated by the elements $c_{l=2k}$. In the whole algebra $\mathcal{A}$ it is a linear combination of terms, which contain at least one element $c_{l=} j$ with $j \in (2\mathbb{Z} + 1) \setminus \mathbb{D}^{\text{odd}}_{s>0}$ each. By using (8.6) it can be shown that, in fact, the terms are necessarily grouped into elements $t_{l=1}^\pm \prod_{j} c_{l=\bar{j}}$, with $j$ even and all $\bar{j}$ odd. Hence, the operator $\Theta_{l=1}$ is a linear combination of commutators of integrals of motion with lower conserved currents, as we expected.

Following the reduction construction we can now propose a representation for local products of a right $T_{2k}$ and a left $T_{2l}$ chiral currents:

$$
(T_{2k} T_{2l})(x) = \frac{-\pi^2 m^{2k+2l}}{64 B^2} V_{11} \mathcal{R} t_{2k}^+ t_{2l}^+(x)
$$

$$
= -\frac{\pi^2 m^{2k+2l}}{64 B^2} \left( V_{11}^+ t_{2k}^+ t_{2l}^+(x) - \frac{\bar{B}_1}{2\pi} \left( V_{11}^+ t_{2k}^+ l_{2k-2l} \epsilon_{l-1} (x) - V_{13} t_{2k}^+ l_{13} \epsilon_{l-1} (x) \right) \right). \quad (8.7)
$$

The resulting operator is a level $(2k, 2l)$ descendant operator in the family of the unit operator. Recall that this equation uniquely defines the whole set of exact form factors of the operator as follows. Eqs. (A.5) and (B.23) make it possible to express the algebraic elements $l_{13}^{\pm}$ etc. in terms of the generators $c_{l=0}$ of the algebra $\mathcal{A}$. Then eqs. (B.1)–(B.3) together with (2.1) define the first-breather form factors. Form factors containing other breathers are obtained by using the fusion procedure (2.10).

The simplest case $TT(z)$ ($k = l = 1$) has been discussed in the literature, and so we write it down more explicitly:

$$
TT(x) = -\frac{\pi^2 m^{4}}{64} \left( V_{11}^+ c_{z} \epsilon_{-1} (x) - \frac{2i}{\pi} V_{11}^+ c_{z+1} \epsilon_{1} (x) \right)
$$

$$
= -\frac{\bar{B}_1}{2B} \left( V_{11}^+ l_{11} \epsilon_{-1}^{+} l_{11} \epsilon_{-1} (x) - \frac{2i}{\pi} V_{11}^+ l_{11} \epsilon_{-1}^{+} l_{11} \epsilon_{1} (x) \right). \quad (8.8)
$$

The operator $TT(x)$ was introduced by A. Zamolodchikov [36] as a limit of the difference $\mathcal{T}(x')T(x) - \Theta(x')\Theta(x)$ as $x' \to x$. This limit is well-defined in terms of the operator product expansions modulo partial derivatives in $x$. A. Zamolodchikov proved that its vacuum expectation value in any reasonable theory is given by $\langle TT \rangle = -\langle \Theta \rangle^2$. By using (1.4) we obtain

$$
\langle TT \rangle = -\frac{\pi^2 m^{4}}{64 \sin^2 \pi r}.
$$

By comparing with the vacuum expectation value of $\langle \Theta \rangle$ from [37] we make sure that Zamolodchikov’s equation is satisfied.

For perturbed $M(2, 2s + 1)$ models the form factors of the operator $TT$ up to 9-particle case were proposed in the series of papers by G. Delfino and G. Niccoli [22, 24]. Their expressions for form factors from zero up to three particles in the case of the perturbed $M(2, 5)$ (Lee–Yang) model were used by V. Belavin and O. Miroshnichenko [10] to find long-range expansions of two-point correlation functions $\langle TT(x)\Theta(0) \rangle$ and $\langle TT(x)TT(0) \rangle$. These expansions were found to be smoothly matching the short-range expansions based on conformal perturbation theory, pointing to correctness of the expressions for form factors of [22]. Delfino and Niccoli were searching the $TT$ operator as a linear combination of five operators: $1, \Theta, \partial \partial \Theta, \partial^2 \partial \Theta$ and the extra operator associated with so-called kernel solution. Starting from Zamolodchikov’s definition and implying an additional asymptotic condition, the cluster factorization property, they solved the form factor equations and found that the solution is unique, except for the coefficient at the resonance term $\partial \partial \Theta$, which is arbitrary.

Our expressions for form factors of the operator $TT$ differ from those of [23, 24], except for the Lee–Yang case. We compared form factors up to four particles and found them differ by terms proportional to form factors of the operator $\partial \partial \Phi_{15}$. We believe that the operators $\Phi_{1n}, n = 5, 7, \ldots$, which are absent in the Lee–Yang case, should be added to the Ansatz used in [24]. It especially concerns the operator $\partial \partial \Phi_{15}$, since it appears in the operator product expansion of $\Theta(x')\Theta(x)$. However, we need a more precise definition than that of [36] to distinguish between our proposal and that of Delfino and Niccoli.
9. Conclusion

In this paper we considered the reduction of the sine-Gordon model to perturbed minimal models of the ‘ribbon’ series $M(2, 2s + 1)$. We challenged the compatibility condition (2.20) and found that it can be reduced to finding elements of the spaces $F^R_{mn}$, $F^R_{m'n'}$ defined in (5.13). We have shown that there is a way to construct a local operator compatible with the reduction for every pair of vectors in these spaces. A set of vectors in these spaces has been proposed, though we do not know, if it provides a complete basis. Form factors of conserved currents $T_{\pm 2k}$, $\Theta_{\pm(2k-2)}$ and the products $T_{2k}T_{-2l}$ have been found. Our result for $TT = T_2T_{-2}$ was compared with those of [30][22][24]. Our formula (5.7) has the advantage that it provides an answer for any number of particles and for arbitrary spins of currents. Recently, we have learned from F. Smirnov that form factors of the operators $T_{2k}T_{-2k}$, including those that contain kinks, can also be obtained from the results of [30]. It would be interesting to compare the results.

An important problem, which remains unsolved above, is the problem of completeness of the proposed space of physical operators compatible with the reduction. We hope that, with the explicit algebraic prescription we have got, this problem can be treated algebraically. Another interesting direction of study, which can be considered in connection with the proposed screening algebra construction, is a generalization of the analysis of form factors of descendant operators in the $Z_N$ Ising models [11][12] and in the $\Phi_{12}$ perturbations of the minimal models, including the Ising model in magnetic field [38][39].
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Appendix A. Some reference data

The constant $\rho$ and the function $R(\theta)$, which enter the form factors according to (A.1), are [10]

$$
\rho = i(R(-i\pi) \sin \pi(r - 1))^{-1/2} = i \left(2 \sin \frac{\pi(r - 1)}{2}\right)^{-1/2} \exp \int_0^{\pi(1-r)} \frac{dt}{2\pi \sin t},
$$

$$
R(\theta) = \exp \left(-4 \int_0^\infty \frac{dt}{t} \frac{\text{sh} \frac{\pi t}{2}}{\text{sh}^2 \pi t} \frac{\text{sh} \frac{\pi(t-r)}{2}}{\text{ch} \pi(t - i\theta)t}\right).
$$

(A.1)

Since we are interested in the case $r > 1$, the constant $\rho$ is purely imaginary. We choose the value of the root by the condition Im $\rho > 0$.

The constant $\rho^{(\nu)}$ is given by

$$
\rho^{(\nu)} = \rho \nu R_s^{-1} \prod_{j=2}^{\nu-1} \frac{R^{\nu-j}((1-r)j)}{\prod_{j=1}^{\nu-1} \Gamma(j)}, \quad R_s = -i \text{Res}_{\theta=i\pi(1-r)} R(\theta) = \frac{\text{tg} \pi r}{R(-i\pi r)}.
$$

(A.2)

The function $R^{(\nu)}(\theta)$ is given by

$$
R^{(\nu)}(\theta) = \prod_{j=1}^{\nu} R\left(\theta + \frac{i\pi(1-r)}{2} (\nu + 1 - 2j)\right).
$$

(A.3)

It can be shown that for $r = \frac{2s+1}{2s-1}$ we have

$$
\frac{\rho^{(2s-2)}}{\rho} = C_s, \quad \frac{R^{(2s-2)}(\theta)}{R(\theta)} = h(e^\theta)
$$

with $C_s$ and $h(z)$ defined in (2.31).
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The elements $t_{-k_1,\ldots,-k_M}$, $t^+_{-k_1,\ldots,-k_M}$, $\eta_{-k}$, $\epsilon_{-k}$ are given by the series

$$
\sum_{k_1=0}^{\infty} \sum_{k_2=-2}^{\infty} \cdots \sum_{k_M=2-2M}^{\infty} t_{-k_1,\ldots,-k_M} \prod_{i=1}^{M} \frac{z_i^{k_i}}{i} = \prod_{i<j}^{M} \left(1 - \frac{z_i}{z_j}\right) \exp \sum_{k=1}^{\infty} B_k \epsilon_{-k} \sum_{i=1}^{M} \frac{z_i^k}{i},
$$

$$
\sum_{k_1=0}^{\infty} \sum_{k_2=-2}^{\infty} \cdots \sum_{k_M=2-2M}^{\infty} t^+_{-k_1,\ldots,-k_M} \prod_{i=1}^{M} \frac{k_i^{z_i}}{i} = \prod_{i<j}^{M} \left(1 - \frac{z_i}{z_j}\right) \exp \sum_{k=1}^{\infty} (-B_k) \epsilon_{-k} \sum_{i=1}^{M} \frac{z_i^k}{i}, \quad (A.5)
$$

$$
\sum_{k=0}^{\infty} \eta_{-k} z^k = \exp \sum_{k=1}^{\infty} (-2B_k) \epsilon_{-k} z^k, \quad \sum_{k=0}^{\infty} \epsilon_{-k} z^k = \exp \sum_{k=1}^{\infty} 2c_{-k} z^k.
$$

Among the elements $t_{-k_1,\ldots,-k_M}$, $t^+_{-k_1,\ldots,-k_M}$ only the elements with $k_{i+1} \geq k_i - 1$, $\sum_{i=1}^{M} k_i > 0$ are independent. The elements $i_{-k_1,\ldots,-k_M}$, $i^+_{-k_1,\ldots,-k_M}$ and $\tilde{\eta}_{-k}$ are defined analogously with the substitution of $B_k$ to $\tilde{B}_k$.

**Appendix B. Explicit rules for J-functions**

Let $A$ and $\tilde{A}$ be two copies of the algebra $A$, but the generators of $\tilde{A}$ will be denoted as $\tilde{c}_{-k}$. Let us construct the algebra $A^2$ generated by elements $c_{-k}$, $\tilde{c}_{-k}$ so that

$$
[c_{-k}, \tilde{c}_{-l}] = -(1 + (-1)^k) k (A^+_k)^{-1} \delta_{kl}.
$$

(B.1)

To any element $g \in A^2$ we associate a polynomial $P^g(X|Y)$ of two sets of variables $X = (x_1,\ldots,x_N)$ and $Y = (y_1,\ldots,y_M)$ according to the rules

$$
P^1(X|Y) = 1;
$$

$$
P^{c_{-k}}(X|Y) = p_k(X) + (-1)^{k-1} p_k(Y); \quad P^{c_{-k}}(X|Y) = p_{-k}(Y) + (-1)^{k-1} p_{-k}(X);
$$

$$
P^{k_1 g_1 + k_2 g_2}(X|Y) = k_1 P^{g_1}(X|Y) + k_2 P^{g_2}(X|Y), \quad k_1, k_2 \in \mathbb{C}, g_1, g_2 \in A^2;
$$

$$
P^{bh'}(X|Y) = P^b(X|Y)P^{h'}(X|Y), \quad h, h' \in A;
$$

$$
P^{\tilde{h}'h}(X|Y) = P^\tilde{h}(X|Y)P^{h'}(X|Y), \quad h, \tilde{h}' \in \tilde{A}.
$$

(B.2)

Here $p_k(X) = \sum_i x_i^k$ are the Newton symmetric polynomials. Let us stress the order $\tilde{h}'h$ in the last line.

To render it to the ‘normal’ order $hh'$ we have to apply the rule \[B.1\].

Then J-functions are given by

$$
J_{b,c}(X) = \sum_{X = X_- \cup X_+} \epsilon^{\pi \nu(\#X_- - \#X_+)} P^{bh'}(X_-|X_+) \prod_{x \in X_- \atop s \in X_+} f \left(\frac{x}{y}\right).
$$

(B.3)

The sum is taken over all partitions of the (multi)set $X$ into two nonintersecting subsets $X_-$ and $X_+$. The sign $\#X$ denotes the cardinal number of $X$.

Notice that noncommutativity of $c_{-2k}$ and $\tilde{c}_{-2k}$ due to \[B.1\] leads to a subtlety in calculation of J-functions: the functions $P^{bh'}(X|Y)$ do not factorize into the ‘right-mover’ and ‘left-mover’ parts. For example,

$$
P^{c_{-2} \tilde{c}_{-2}}(X|Y) = P^{c_{-2}}(X|Y)P^{\tilde{c}_{-2}}(X|Y) - \frac{4}{(q - q^{-1})^2}.
$$

(B.4)

This ‘nonfactorization’ property, though looking absolutely artificial in these explicit formulas, is strongly dictated by the free field representation. It leads to a number of properties essentially used in the present article. In particular, it provides the correct vacuum expectation value of the operator $T \tilde{T}$.
Appendix C. Proof of the commutation relations for screening operators

The commutation relations (3.12) follow from the following operator products:

\[ S(z')S(z) = \frac{z^2}{z'^2} S(z) S(z') = \left(1 - \frac{z^2}{z'^2}\right) : S(z') S(z) :, \quad (C.1a) \]
\[ S^+(z')S^+(z) = \frac{z^2}{z'^2} S(z) S^+(z') = \left(1 - \frac{z^2}{z'^2}\right) : S^+(z') S^+(z) :, \quad (C.1b) \]
\[ S^+(z')S(z) = \frac{z^2}{z'^2} S(z) S^+(z') = \frac{1}{1 - z^2/z'^2} : S^+(z') S(z) :, \quad (C.1c) \]
\[ S(z')\tilde{S}^+(z) = \frac{z^2}{z'^2} \tilde{S}(z) S(z') = \left(1 + \frac{z^2}{z'^2}\right) : S(z') \tilde{S}^+(z) :, \quad (C.1d) \]
\[ S(z')\tilde{S}(z) = \frac{z^2}{z'^2} \tilde{S}(z) S(z') = \frac{1}{1 + z^2/z'^2} : S(z') \tilde{S}(z) :, \quad (C.1e) \]
\[ S^+(z')\tilde{S}^+(z) = \frac{z^2}{z'^2} \tilde{S}^+(z) S^+(z') = \frac{1}{1 + z^2/z'^2} : S^+(z') \tilde{S}^+(z) :. \quad (C.1f) \]

Besides, four more equations are immediately obtained by simultaneous adding/removing tildes in (C.1a)–(C.1d). The right-hand sides in eqs. (3.12) come from the residues of the poles, which are proportional to the following operators:

\[ : S^+(z) S(z) : = 1, \quad : S^+(z) S(-z) : = \eta(z), \quad (C.2a) \]
\[ : S(\pm iz) \tilde{S}(z) : = \epsilon(\mp i z^2), \quad (C.2b) \]
\[ : S^+(\pm iz) \tilde{S}^+(z) : = \epsilon^+(\mp i z^2). \quad (C.2c) \]

Again, adding tildes to (C.2a) one more equation can be found.

Now eqs. (3.12) can be proved by moving contours. For example, the relation (3.12a) is obtained as follows. The product \( S^+(z) S_k \) is equal to

\[ S^+(z) S_k = \oint_{C_1} \frac{dz'}{2\pi i} z^{k-1} S^+(z) S(z') = \oint_{C_2} \frac{dz'}{2\pi i} z^{k-1} S^+(z) S(z') :, \]

where the contour \( C_1 \) encircles zero leaving the poles \( z' = \pm z \) outside. The other product \( -z^2 S_{k-2} S^+(z) \) is given by the same integral, but over the contour \( C_2 \), which encircles zero and the points \( z' = \pm z \). Their difference

\[ S^+(z) S_k + z^2 S_{k-2} S^+(z) = \oint_{C_1-C_2} \frac{dz'}{2\pi i} z^{k-1} S^+(z) S(z') :, \]

The integral reduces to taking the sum of residues at the poles \( z' = \pm z \) and provides (3.12a).

All other commutation relations are obtained in the same manner.

Appendix D. Proof of the main statement of Sect. 7

Here we prove that the vector defined in (7.1) is an \( \mathcal{R} \)-vector subject to the condition (7.2).

First of all, rewrite (7.1) as

\[ 1^n \langle t^{(p,n)}_{-k_1,\ldots,-k_M} \rangle = 1 - 2p,n+2M \langle 1 \rangle \prod_{j=1}^p \tilde{S}_{n+2M-2-j(2s-3)} \prod_{i=1}^M S^+_{n-2p+2i}. \]

We have

\[ 1^n \langle t^{(p,n)}_{-k_1,\ldots,-k_M} \rangle \frac{1}{2} d^+(l(2s-1)) = \sum_{k=1}^p 1 - 2p,n+2M \langle 1 \rangle \prod_{j=k+1}^p \tilde{S}_{n+2M-2-j(2s-3)} \]

We have

\[ 1^n \langle t^{(p,n)}_{-k_1,\ldots,-k_M} \rangle \frac{1}{2} d^+(l(2s-1)) = \sum_{k=1}^p 1 - 2p,n+2M \langle 1 \rangle \prod_{j=k+1}^p \tilde{S}_{n+2M-2-j(2s-3)} \]
that the currents $T_j$ Appendix E. Proof of the continuity equations for the currents (8.3), (8.4) and does not map it to another vacuum. The proof for the ket-vector is quite analogous.

if on the r.h.s. reads

Here and below we assume $l > p$ so that the condition (D.2) is always satisfied. This proves that the vector with $l > p$ since the subscript is negative. If $l \leq p$ let us pull the factor $\tilde{S}_{n+2M-4-j(2s-3)}$ with $j = k+l$ to the left. We get the product

$$
\tilde{S}_{n+2M+2p-2-(k+l)(2s-1)} \tilde{S}_{n+2M+2p-4-(k+l)(2s-1)} = 0.
$$

The corresponding term in (D.1) vanishes as well. Hence, the whole r.h.s. of (D.1) is zero. We proved the first condition of the $R$-vector.

Now let us prove the second condition. Due to (5.8) we rewrite the condition in the form

$$
1^n \langle t^{+(p,n)} \rangle \langle \tilde{S}_{n-2-l(2s-1)} \rangle = 0.
$$

If $l > p$, by pulling the mode $\tilde{S}_{n-2-l(2s-1)}$ to the very left we get $\langle 1 | \tilde{S}_{n+2M-n_{p+1}+(p+1-l)(2s-1)-1} = 0$, since the subscript is negative. If $l \leq p$, we pull $\tilde{S}_{n-2-l(2s-1)}$ till the factor with $j = l$ we get the product

$$
\tilde{S}_{n+2M-2-l(2s-3)} \tilde{S}_{n+2M-4-l(2s-3)} = 0,
$$

so that the condition (D.2) is always satisfied. This proves that the vector $1^n \langle t^{+(p,n)} \rangle$ is an $R$-vector if $n+2M \leq n_{p+1}$. The ‘nontriviality’ condition $n+2M \geq n_P$ follows from the condition $n+2M + 2p - 2 - j(2s-1) > 0$ ($1 \leq j \leq p$), that assumes that the corresponding $\tilde{S}$ mode does not kill the bra-vacuum and does not map it to another vacuum. The proof for the ket-vector is quite analogous.

Appendix E. Proof of the continuity equations for the currents (8.3), (8.4)

Let us consider the $J$-function for the operator $V_{11}^{t_{-2k}e^{-1}} \sim \partial T_{2k}$:

$$
11 \langle (t_{-2k}^l | t(X) | c_{-1})_{11} = 13 \langle 1 | S_{2k}^+ t(X) | c_{-1} \rangle_{11} = B_1^{-1} 13 \langle 1 | S_{2k}^+ t(X) \tilde{S}_{-1} | 1 \rangle_{31} = B_1^{-1} 13 \langle 1 | S_{2k}^+ t(X) \tilde{S}_{-1} | 1 \rangle_{31} = 33 \langle (c_{-1} S_{2k}^+ t(X))_{31} = 33 \langle (c_{-1} S_{2k}^+ t(X))_{31} = -1, -3 | -1, -3 \rangle.
$$

The last equation is proportional to $\partial \Theta_{-2k}(x)$ with the right coefficient (see [4] for details), which proves that the currents $T_{2k}$, $\Theta_{-2k}$ defined in (5.3) satisfy the continuity equations (5.2a).

The $J$-functions of the operator $V_{13}^{t_{-2k}e^{-1}} \sim \partial T_{-2k}$ are given by

$$
11 \langle (c_{-1} | t(X) | t_{-2k}^+ )_{11} + 11 \langle (c_{-1} \frac{1}{\pi} | t(X), \Sigma | t_{-2k}^+ )_{33} = B_1^{-1} \left( (1-\frac{1}{\pi} | \tilde{S} t(X) S_{2k}^+ | 1)_{11} + (1-\frac{1}{\pi} | \tilde{S} t(X) S_{2k}^+ | 1)_{31} \right).
$$
\[
\beta_1^{-1} \left( -1,1 | t(X) S_{2-2k}^+ \tilde{\Sigma} | 1 \right) \left| 1, -1 \right| + -1,1 \left| -1,1 \frac{1}{\pi} \tilde{\Sigma} [t'(X), \Sigma] S_{2-2k}^+ \tilde{\Sigma} | 1 \right| \right) 13 \)

= -1,1 \left| 1, t(X) c_{-1} t_{2-2k}^+ \right| 13 + -1,1 \left| -1,1 \frac{1}{\pi} \tilde{\Sigma} [t'(X), \Sigma] c_{-1} t_{2-2k}^+ \right| 13.

By means of the same transformation as we used while deriving (6.5) we obtain that the last term is equal to

\[-1,1 \left| 1, t(X), c_0 \right| c_{-1} t_{2-2k}^+ \right| 13 = -1,1 \left| 1, t(X) \right| c_{-1} t_{2-2k}^+ \right| 13 - -1,1 \left| 1, t(X) \right| c_{-1} t_{2-2k}^+ \right| 13.

Hence,

\[11 \left| c_{-1} t(X) t_{12k}^+ \right| 11 + 11 \left| c_{-1} \frac{1}{\pi} t'(X), \Sigma \tilde{\Sigma} t_{2-2k}^+ \right| 33 = 1,3 \left| 1, t(X) \right| c_{-1} t_{2-2k}^+ \right| 13.

The r.h.s. is proportional to \( \partial \Theta_{2-2k} \), which (after checking the coefficients) proves that the currents defined in [5,7] satisfy the continuity equations (8.21).

Note that the same argument can be applied to the operators \( V_{11}^R t_{-2k}^+ c_{-1} \) and \( V_{11}^R c_{-1} t_{-2k}^+ \), which means that the operators produced by the elements \( t_{-2k}^+ \) are conserved currents on odd spin. Nevertheless, it is not difficult to see that these elements can be expanded as

\[t_{12k}^+ = \sum_{j=1}^{k} t_{12j-2k}^+ h_{1-2j},\]

where \( h_{1-2j} \in \tilde{\mathcal{A}}_{1-2j} \) are constructed of odd level generating elements \( c_{1-2l} \) only, which, as we know, correspond to commutators with integrals of motion. Hence, the odd spin integrals of motion are not independent.
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