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Abstract

Chance constraints yield non-convex feasible regions in general. In particular, when the uncertain parameters are modeled by a Wasserstein ball, [Xie19] and [CKW18] showed that the distributionally robust (pessimistic) chance constraint admits a mixed-integer conic representation. This paper identifies sufficient conditions that lead to convex feasible regions of chance constraints with Wasserstein ambiguity. First, when uncertainty arises from the left-hand side of a pessimistic individual chance constraint, we derive a convex and conic representation if the Wasserstein ball is centered around a Gaussian distribution. Second, when uncertainty arises from the right-hand side of a pessimistic joint chance constraint, we show that the ensuing feasible region is convex if the Wasserstein ball is centered around a log-concave distribution (or, more generally, an $\alpha$-concave distribution with $\alpha \geq -1$). In addition, we propose a block coordinate ascent algorithm for this class of chance constraints and prove its convergence to global optimum. Furthermore, we extend the convexity results and conic representation to optimistic chance constraints.
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1 Introduction

Many optimization models include safety principles taking the form

$$A(x)\xi \leq b(x),$$

where $x \in \mathbb{R}^n$ represents decision variables, $\xi \in \mathbb{R}^m$ represents model parameters, and $A(x) \in \mathbb{R}^{m \times n}$ and $b(x) \in \mathbb{R}^m$ are affine functions of $x$. When $\xi$ is subject to uncertainty and follows a probability distribution $P_{\text{true}}$, a convenient way of protecting these safety principles is to use chance constraint

$$P_{\text{true}}\left[A(x)\xi \leq b(x)\right] \geq 1 - \epsilon,$$

where $1 - \epsilon \in (0, 1)$ represents a pre-specified risk threshold. (CC) requires to satisfy all safety principles with high probability (i.e., $1 - \epsilon$ is usually close to one, e.g., 0.95). (CC) was first studied in the 1950s [CC59, CCS58, MW65, Pré70] and finds a wide range of applications in, e.g., power system [WGW11], vehicle routing [SG83], scheduling [DS16], portfolio management [Li95], and facility location [MG06]. We mention two examples.
Example 1. (Portfolio Management) Suppose that we manage a portfolio among \( n \) stocks and, for each \( i \in [n] := \{1, \ldots, n\} \), \( x_i \) represents the amount of investment in stock \( i \), which yields a random return \( \xi_i \). Then, chance constraint

\[
P_{\text{true}} \left[ x^T \xi \geq \eta \right] \geq 1 - \epsilon \quad \text{(PTO)}
\]

assures that we receive at least \( \eta \) dollar in return with high probability. Here, \( m = 1 \), and accordingly \( A(x) \) in (CC) reduces to the row vector \(-x^T\) and \( b(x) \) reduces to the scalar \(-\eta\).

Example 2. (Production Planning) Suppose that we produce certain commodity at \( n \) facilities to serve \( m \) demand locations. If \( x_j \) denotes the production capacity of facility \( j \) and \( T_{ij} \) denotes the service coverage of facility \( j \) for location \( i \) (i.e., \( T_{ij} = 1 \) if facility \( j \) can serve location \( i \) and \( T_{ij} = 0 \) otherwise) for all \( i \in [m] \) and \( j \in [n] \), then chance constraint

\[
P_{\text{true}} [Tx \geq \xi] \geq 1 - \epsilon \quad \text{(PP)}
\]

assures that the production capacities are able to satisfy the demands \( \xi \) at all locations. Here, \( A(x) \) in (CC) equals the \( m \times m \) identity matrix and \( b(x) \) equals \( Tx \).

In (PP), the random vector \( \xi \) is decoupled from the decision variables \( x \) because, in this example, \( A(x) \) is independent of \( x \). For such chance constraints with \( A(x) \equiv A \), we follow the convention in the literature and refer to them as chance constraints with right-hand side (RHS) uncertainty. In contrast, \( \xi \) and \( x \) are multiplied in (PTO). To distinguish chance constraints in this form from those with RHS uncertainty, we call them chance constraints with left-hand side (LHS) uncertainty. In addition, we say a chance constraint is individual if \( m = 1 \) (such as in (PTO)) and joint if \( m \geq 2 \) (such as in (PP)).

Although (CC) provides an intuitive way to model uncertainty in safety principles, it produces a non-convex feasible region in general, giving rise to concerns of challenging computation. To this end, a stream of prior work proposed effective mixed-integer programming (MIP) approaches based on the notions of, e.g., sample average approximation [LA08, LAN08] and \( p \)-efficient points [Pre90, BR02], and derived valid inequalities to strengthen the ensuing MIP formulations (see, e.g., [Kuc12, Lue14] and a recent survey [KJ21]). Another stream of prior work identified sufficient conditions for (CC) to produce a convex feasible region. For individual (CC), [PP63] derived a second-order conic (SOC) representation when \( \xi \) follows a Gaussian distribution, and [LLS01] and [CE06] further extended this result when \( \xi \) follows an elliptical log-concave distribution (see Definition 2). For joint (CC) with RHS uncertainty, [Pre13] (see his Theorem 10.2) proved the convexity of the ensuing feasible region when \( \xi \) follows a log-concave distribution, examples of which include Gaussian, exponential, beta (if both shape parameters are at least 1), uniform on convex support, etc. Furthermore, [SDR09] generalized this result to \( \alpha \)-concave distributions (see Definition 2).

In most practical problems, the (true) distribution \( P_{\text{true}} \) of the random parameters \( \xi \) is unknown or ambiguous to the modeler, who often replaces \( P_{\text{true}} \) in (CC) with a crude estimate, denoted by \( P \). Candidates of \( P \) includes the empirical distribution based on past observations of \( \xi \) and Gaussian distribution, whose mean and covariance matrix can be estimated based on these past observations. Since \( P \) may not perfectly model the uncertainty of \( \xi \), it is reasonable to take into account its neighborhood, or more formally, an ambiguity set \( \mathcal{P} \) around \( P \). In this paper, we adopt a Wasserstein ambiguity set defined as

\[
\mathcal{P} := \{ Q \in \mathcal{P}_0 : d_W(Q, P) \leq \delta \},
\]
where $\mathcal{P}_0$ is the set of all probability distributions. $\delta > 0$ is a pre-specified radius of $\mathcal{P}$, and $d_W(\cdot, \cdot)$ represents the Wasserstein distance (see, e.g., [MK18]). Specifically, the Wasserstein distance between two distributions $\mathbb{P}_1$ and $\mathbb{P}_2$ is defined through

$$d_W(\mathbb{P}_1, \mathbb{P}_2) := \inf_{\mathbb{P}_0 \sim (\mathbb{P}_1, \mathbb{P}_2)} \mathbb{E}_{\mathbb{P}_0} \left[ \|X_1 - X_2\| \right],$$

(1) where $X_1$, $X_2$ are two random variables following distributions $\mathbb{P}_1$, $\mathbb{P}_2$ respectively, $\mathbb{P}_0$ is the coupling of $\mathbb{P}_1$ and $\mathbb{P}_2$, and $\|\cdot\|$ represents a norm. $d_W(\mathbb{P}_1, \mathbb{P}_2)$ can be interpreted as the minimum cost, with respect to $\|\cdot\|$, of transporting the probability masses of $\mathbb{P}_1$ to recover $\mathbb{P}_2$. Hence, the Wasserstein ambiguity set $\mathcal{P}$ is a ball (in the space of probability distributions) centered around $\mathbb{P}$, which for this reason is referred to as the reference distribution. Additionally, $\mathcal{P}$ may include the true distribution $\mathbb{P}_{\text{true}}$, i.e., $\mathbb{P}_{\text{true}} \in \mathcal{P}$, when the radius $\delta$ is large enough. As a result, the pessimistic counterpart

$$\inf_{\mathbb{Q} \in \mathcal{P}} \mathbb{Q} \left[ A(x)\xi \leq b(x) \right] \geq 1 - \epsilon$$

(P-CC) implies (CC) because it requires that (CC) holds with respect to all distributions in $\mathcal{P}$. In contrast, an optimistic modeler may be satisfied as long as there exists some distribution in $\mathcal{P}$, with respect to which (CC) holds. This gives rise to the following optimistic counterpart of (CC):

$$\sup_{\mathbb{Q} \in \mathcal{P}} \mathbb{Q} \left[ A(x)\xi \leq b(x) \right] \geq 1 - \epsilon.$$  

(O-CC)

In the existing literature, (P-CC) is also known as distributionally robust chance constraint and, depending on the value of $m$ and the ambiguity set $\mathcal{P}$, the feasible region of (P-CC) may be convex or non-convex. For individual (P-CC) (i.e., $m=1$), convex representations have been derived when $\mathcal{P}$ is Chebyshev, i.e., when $\mathcal{P}$ consists of all distributions sharing the same mean and covariance matrix of $\xi$. Specifically, [EOO03; CE06] derived semidefinite and SOC representations of (P-CC) with a Chebyshev $\mathcal{P}$. With the same ambiguity set, [ZKR11] showed that (P-CC) is equivalent to its approximation based on conditional Value-at-Risk (CVaR) even when the safety principle becomes nonlinear in $\xi$. Additionally, [Han+15] and [LJM19] incorporated structural information (e.g., unimodality) into the Chebyshev $\mathcal{P}$ and derived semidefinite and SOC representations of (P-CC), respectively. For joint (P-CC) (i.e., $m \geq 2$), however, convexity results become scarce. [Han+17] characterized $\mathcal{P}$ by a conic support, the mean, and a positively homogeneous dispersion measure of $\xi$, and showed that (P-CC) with RHS uncertainty is conic representable. In addition, they showed that this result falls apart if one relaxes these conditions even in a mildest possible manner. More recently, [XA16] extended the convexity result when the safety principles depend on $\xi$ nonlinearly and $\mathcal{P}$ is characterized by a single moment constraint of $\xi$. In this paper, we study (P-CC) and (O-CC) with $\mathcal{P}$ being a Wasserstein ambiguity set.

To the best of our knowledge, the convexity results for either (P-CC) or (O-CC) with Wasserstein ambiguity do not exist in the existing literature to date. This is not surprising because [XA20] showed that it is strongly NP-hard to optimize over the feasible region of (P-CC), if $\mathcal{P}$ is centered around an empirical distribution of $\xi$. In addition, for the same setting [Xie19; CKW18; JL20] derived mixed-integer conic representations for (P-CC), implying a non-convex feasible region. This paper seeks to revise the choice of the reference distribution $\mathbb{P}$, with regard to which (P-CC) and (O-CC) with Wasserstein ambiguity produce convex feasible regions. Our main results include:

1. For individual (P-CC) with LHS uncertainty, we derive a convex and SOC representation if (i) the reference distribution $\mathbb{P}$ of $\mathcal{P}$ is Gaussian with a positive definite covariance matrix $\Sigma > 0$ and (ii) the Wasserstein distance $d_W$ in (1) is defined through the norm $\|\cdot\| := \|\Sigma^{-1/2}(\cdot)\|_2$. This result can be extended to a case where $\mathbb{P}$ is radial [CE06].
2. For joint (P-CC) with RHS uncertainty, we prove that the ensuing feasible region is convex if the reference distribution $\mathbb{P}$ is log-concave and $d_W$ is defined through a general norm. More generally, this result holds when $\mathbb{P}$ is $\alpha$-concave with $\alpha \geq -1$. In addition, we derive a block coordinate ascent algorithm for optimization models involving (P-CC) and prove its convergence to global optimum.

3. We extend the aforementioned convexity results for individual (P-CC) with LHS uncertainty and joint (P-CC) with RHS uncertainty to their optimistic counterparts (O-CC). In addition, we summarize the main convexity results in the following table.

|                | (P-CC) | (O-CC) |
|----------------|--------|--------|
| LHS Uncertainty| Theorem 6 | Theorem 11 |
| RHS Uncertainty| Theorem 8 | Theorem 12 |

The remainder of this paper is organized as follows. Section 2 reviews key definitions and results for $\alpha$-concavity and log-concavity. Sections 3 and 4 study convexity and solution approach for (P-CC), respectively. Section 5 extends the convexity results to (O-CC). Section 6 demonstrates (P-CC) and (O-CC) through two numerical experiments.

Notation: We use $\mathcal{X}^p$ and $\mathcal{X}^o$ to denote the feasible region of (P-CC) and (O-CC), respectively. We denote the $n$-dimensional extended real system by $\mathbb{R}^n$. For a given decision $x$, we denote by $S(x)$ the event $\{\xi: A(x)\xi \leq b(x)\}$ and by $S_c(x)$ its complement. For $a \in \mathbb{R}$, $(a)^+ := \max\{a, 0\}$ and $(a)^- := \min\{a, 0\}$. For a norm $\|\cdot\|$, $\|\cdot\|_*$ denotes its dual norm. $\|\cdot\|_2$ represents the 2-norm, i.e., for $a \in \mathbb{R}^n$, $\|a\|_2 = \sqrt{\sum_{i=1}^n a_i^2}$. $I_n$ denotes the $n \times n$ identity matrix, $\text{Leb}(\cdot)$ denotes the Lebesgue measure, and the indicator $\mathbb{1}\{x \in \Omega\}$ equals one if $x \in \Omega$ and zero if $x \notin \Omega$.

2 Preliminary results

We review definitions and properties frequently used in subsequent discussions.

**Definition 1** (Definition 4.7 in [SDR09]). A nonnegative function $f$ defined on a convex subset of $\mathbb{R}^n$ is said to be $\alpha$-concave with $\alpha \in \mathbb{R}$ if for all $x, y \in \text{dom} f$ and $\theta \in [0, 1]$

$$f(\theta x + (1 - \theta)y) \geq m_\alpha(f(x), f(y); \theta),$$

where $m_\alpha : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}$ is defined as

$$m_\alpha(a, b; \theta) := \begin{cases} a^\theta b^{1-\theta} & \text{if } \alpha = 0, \\ \max\{a, b\} & \text{if } \alpha = +\infty, \\ \min\{a, b\} & \text{if } \alpha = -\infty, \\ (\theta a^\alpha + (1 - \theta)b^\alpha)^{1/\alpha} & \text{otherwise.} \end{cases}$$

When $\alpha = 0$ or $\alpha = -\infty$, we say $f$ is log-concave or quasi-concave, respectively.
Lemma 1 (Lemma 4.8 in [SDR09]). The mapping \( \alpha \mapsto m_\alpha(a, b; \theta) \) is nondecreasing and continuous. The monotonicity of \( m_\alpha \) implies that if \( f \) is \( \alpha \)-concave, then it is \( \beta \)-concave for all \( \beta \leq \alpha \). Under certain conditions, summation preserves \( \alpha \)-concavity.

**Theorem 1** (Theorem 4.19 in [SDR09]). If the function \( f : \mathbb{R}^n \to \mathbb{R}_+ \) is \( \alpha \)-concave and the function \( g : \mathbb{R}^n \to \mathbb{R}_+ \) is \( \beta \)-concave, where \( \alpha, \beta \geq 1 \), then \( f(x) + g(x) \) is \( \min\{\alpha, \beta\}\)-concave.

The Minkowski sum of two Borel measurable subsets \( A, B \subset \mathbb{R}^n \) is Borel measurable. Let \( \theta \in [0, 1] \), then the convex combination of \( A, B \) is defined through
\[
\theta A + (1 - \theta)B := \{ \theta x + (1 - \theta) y : x \in A, y \in B \}.
\]

**Definition 2.** A probability measure \( P \) defined on the Lebesgue subsets of a convex subset \( \Omega \subset \mathbb{R}^n \) is said to be \( \alpha \)-concave if for any Borel measurable sets \( A, B \subset \Omega \) and for all \( \theta \in [0, 1] \),
\[
P(\theta A + (1 - \theta)B) \geq m_\alpha(P(A), P(B); \theta).
\]

For a random variable \( \xi \) supported on \( \mathbb{R}^n \), we say it is \( \alpha \)-concave if the probability measure induced by \( \xi \) is \( \alpha \)-concave. In particular, \( \xi \) is log-concave if it induces a 0-concave distribution.

Next, we review the relationship between \( \alpha \)-concave probability measures and their densities.

**Theorem 2** (Theorem 4.15 in [SDR09]). Let \( \Omega \) be a convex subset of \( \mathbb{R}^n \) and \( s \) be the dimension of the smallest affine subspace \( \mathcal{H}(\Omega) \) containing \( \Omega \). The probability measure \( P \) is \( \alpha \)-concave with \( \alpha \leq 1/s \) if and only if its probability density function (PDF) with respect to the Lebesgue measure on \( \mathcal{H} \) is \( \alpha' \)-concave with
\[
\alpha' := \begin{cases} 
\alpha/(1 - s) & \text{if } \alpha \in (-\infty, 1/s), \\
-1/s & \text{if } \alpha = -\infty, \\
+\infty & \text{if } \alpha = 1/s.
\end{cases}
\]

**Example 3.** (Example 4.9 in [SDR09]) The PDF of an \( n \)-dimensional nondegenerate Gaussian is
\[
f(x) = \frac{1}{\sqrt{(2\pi)^n \det(\Sigma)}} \exp \left[ -\frac{1}{2} \| \Sigma^{1/2} (x - \mu) \|^2 \right],
\]
where \( \mu \) and \( \Sigma \) represent its mean and covariance, respectively. Since \( \ln f \) is concave, \( f \) is a log-concave function and Gaussian random variables are log-concave.

**Example 4** (Example 4.10 in [SDR09]). The PDF of a uniform distribution defined on a bounded convex subset \( \Omega \subset \mathbb{R}^n \) is
\[
f(x) = \frac{1}{\text{vol}(\Omega)} \mathbb{1} \{ x \in \Omega \},
\]
where \( \text{vol}(\Omega) \) represents the volume of \( \Omega \). \( f \) is \( +\infty \)-concave on \( \Omega \). Therefore, \( n \)-dimensional uniform distributions over a bounded convex subset are \( (1/n) \)-concave.

**Theorem 3** (Theorem 2 in [Gup80]). Let \( f_0, f_1 \) be two non-negative Borel-measurable functions on \( \mathbb{R}^n \) with non-empty supports \( S_0 \) and \( S_1 \), respectively. Assume that \( f_0 \) and \( f_1 \) are integrable with respect to the Lebesgue measure on \( \mathbb{R}^n \). Let \( \theta \in (0, 1) \) be a fixed number and \( f \) be a non-negative, measurable function on \( \mathbb{R}^n \) such that
\[
f(x) \geq m_\alpha[f_0(x_0), f_1(x_1); \theta],
\]
whenever \( x = (1 - \theta)x_0 + \theta x_1 \) with \( x_0 \in S_0, x_1 \in S_1; -1/n \leq \alpha \leq +\infty \). Then
\[
\int_{(1-\theta)S_0+\theta S_1} f(x) \, dx \geq m_{\alpha_n^*} \left[ \int_{S_0} f_0(x) \, dx, \int_{S_1} f_1(x) \, dx; \theta \right],
\]
where
\[
\alpha_n^* := \begin{cases} 
\alpha/(1 + n\alpha) & \text{if } \alpha > -1/n, \\
1/n & \text{if } \alpha = +\infty, \\
-\infty & \text{if } \alpha = -1/n.
\end{cases}
\]

Before presenting the next lemma, we review the (reverse) Minkowski's inequality.

**Theorem 4** (Minkowski’s Inequality; see Theorem 9 in Chapter 3 of [Bul13]). For \( p > 1 \) and \( a_i, b_i \in \mathbb{R}^+ \) for all \( i \in [n] \), the following holds:
\[
\left( \sum_{i=1}^{n} (a_i + b_i)^p \right)^{1/p} \leq \left( \sum_{i=1}^{n} a_i^p \right)^{1/p} + \left( \sum_{i=1}^{n} b_i^p \right)^{1/p}.
\]
If \( p < 1 \) and \( p \neq 0 \), then the inequality holds with the inequality sign reversed.

**Lemma 2.** If the function \( f: \mathbb{R}^n \to \mathbb{R}^+ \) is an \( \alpha \)-concave function with \( \alpha \in \mathbb{R} \) and \( c \in \mathbb{R}^+ \) is a constant, then \( g(x) := f(x) - c \) is \( \alpha \)-concave on \( D := \{ x \in \mathbb{R}^n : f(x) > c \} \).

**Proof.** See Appendix A.

\[ \Box \]

### 3 Pessimistic Chance Constraint

We first review the definitions of value-at-risk (VaR) and CVaR [RU99], as well as the CVaR reformulation of \( \mathcal{X}^p \) derived by [Xie19]. Then, we derive a new reformulation of \( \mathcal{X}^p \) for \( \alpha \)-concave reference distribution \( \mathbb{P} \). The new reformulation leads to convexity proofs for individual (\( \mathbb{P}-\text{CC} \)) with LHS uncertainty and joint (\( \mathbb{P}-\text{CC} \)) with RHS uncertainty in Sections 3.1 and 3.2, respectively.

**Definition 3.** Let \( X \) be a random variable, inducing probability distribution \( \mathbb{P}_X \). The \((1 - \epsilon)\)-VaR of \( X \) is defined through
\[
\text{VaR}_{1-\epsilon}(X) := \inf \{ x : \mathbb{P}_X[X \leq x] \geq 1 - \epsilon \},
\]
and its \((1 - \epsilon)\)-CVaR is defined through
\[
\text{CVaR}_{1-\epsilon}(X) := \min_{\gamma} \left\{ \gamma + \frac{1}{\epsilon} \mathbb{E} \left[ (X - \gamma)^+ \right] \right\}.
\]

**Theorem 5** (Adapted from Theorem 1 in [Xie19]). For \( \delta > 0 \), it holds that
\[
\mathcal{X}^p = \left\{ x \in \mathbb{R}^n : \frac{\delta}{\epsilon} + \text{CVaR}_{1-\epsilon}\left( -\mathbf{d}(\zeta, \mathcal{S}^c(x)) \right) \leq 0 \right\}.
\]

Here, random variable \( \zeta \) follows the reference distribution \( \mathbb{P} \) and \( \mathbf{d}(\zeta, \mathcal{S}^c(x)) \) represents the distance from \( \zeta \) to the “unsafe” set \( \mathcal{S}^c(x) \) [CKW18],
\[
\mathbf{d}(\zeta, \mathcal{S}^c(x)) := \inf_{\xi \in \Xi} \{ \| \zeta - \xi \| : A(x)\xi \not\in b(x) \},
\]
and \( \Xi \) is the support of \( \xi \).
For all \( x \in \mathcal{X}^p \), it holds that
\[
  a_i(x) = 0 \Rightarrow b_i(x) \geq 0 \quad \forall i \in [m],
\]
where \( a_i(x)^T \) represents row \( i \) of matrix \( A(x) \) and \( b_i(x) \) represents entry \( i \) of vector \( b(x) \), because otherwise \( \mathbb{P}[A(x)\zeta \leq b(x)] = 0 \) and \( x \notin \mathcal{X}^p \). Assuming the above implication without loss of generality, we define function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \)
\[
f(x, \zeta) := \min_{i \in [m] \setminus I(x)} \left\{ \frac{b_i(x) - a_i(x)^T \zeta}{\|a_i(x)\|_\star} \right\},
\]
where \( I(x) := \{ i \in [m] : a_i(x) = 0 \} \). Then, it follows from [Xie19; CKW18] that
\[
d(\zeta, \mathcal{S}^c(x)) = \left( f(x, \zeta) \right)^+.
\]
In what follows, we derive new reformulations of \( \mathcal{X}^p \) based on \( f(x, \zeta) \). To this end, we need the following lemma to relate the the CVaR of \( f(x, \zeta) \) to that of \(-d(\zeta, \mathcal{S}^c(x))\) in (2).

**Lemma 3.** Let \( X \) be a random variable, then
\[
\text{CVaR}_{1-\epsilon}(X^-) = 1 \{ 0 \geq \text{VaR}_{1-\epsilon}(X) \} \cdot \left[ \text{CVaR}_{1-\epsilon}(X) - \frac{1}{\epsilon} \mathbb{E}[X^+] \right].
\]

**Proof.** See Appendix [B] \( \square \)

Combining Theorem [B] and Lemma [B] leads to the following reformulation of \( \mathcal{X}^p \).

**Corollary 1.** For \( \delta > 0 \), it holds that
\[
\mathcal{X}^p = \left\{ x \in \mathbb{R}^n : \frac{\delta}{\epsilon} + \text{CVaR}_{1-\epsilon}(-f(x, \zeta)) \leq \frac{1}{\epsilon} \mathbb{E} [(-f(x, \zeta))^+] \right\} \quad (3)
\]
\[
0 \geq \text{VaR}_{1-\epsilon}(-f(x, \zeta)) \quad (4)
\]

In this paper, we focus on cases in which \( \mathbb{P} \) is \( \alpha \)-concave. The next lemma shows that an \( \alpha \)-concave \( \mathbb{P} \) yields atomless \( d(\zeta, \mathcal{S}^c(x)) \) and \( f(x, \zeta) \), which lead to a further reformulation of \( \mathcal{X}^p \).

**Lemma 4.** If the reference distribution \( \mathbb{P} \) is \( \alpha \)-concave, then for all \( x \), \( \mathbb{P}[d(\zeta, \mathcal{S}^c(x)) = y] = 0 \) for all \( y > 0 \) and \( \mathbb{P}[f(x, \zeta) = y] = 0 \) for all \( y \in \mathbb{R} \).

**Proof.** See Appendix [C] \( \square \)

**Proposition 1.** Suppose that \( \mathbb{P} \) is \( \alpha \)-concave. Then, for \( \delta > 0 \), it holds that
\[
\mathcal{X}^p = \left\{ x \in \mathbb{R}^n : \delta \leq \int_0^{\text{VaR}_{\epsilon}(f(x, \zeta))} \left( \mathbb{P}[f(x, \zeta) \geq t] - (1 - \epsilon) \right) dt \right\} \quad (5)
\]
\[
\mathbb{P}[A(x)\zeta \leq b(x)] \geq 1 - \epsilon \quad (6)
\]

**Proof.** First, moving the CVaR term to the RHS of (3) yields
\[
\delta \leq \mathbb{E} \left[ f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq \text{VaR}_{1-\epsilon}(-f(x, \zeta)) \} \right] - \mathbb{E} \left[ f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq 0 \} \right]
\]
\[
= \mathbb{E} \left[ f(x, \zeta) \cdot 1 \{ \text{VaR}_{1-\epsilon}(-f(x, \zeta)) \leq -f(x, \zeta) \leq 0 \} \right]
\]
\[
= \mathbb{E} \left[ f(x, \zeta) \cdot 1 \{ 0 \leq f(x, \zeta) \leq \text{VaR}_{\epsilon}(f(x, \zeta)) \} \right],
\]
where the first equality is because \( f(x, \zeta) \) is atomless and the second equality is because \( \text{VaR}_{1-\epsilon}(-X) = -\text{VaR}_\epsilon(X) \). Now, we use the wedding lake representation of nonnegative integrable functions to further recast the RHS of (7) as
\[
\mathbb{E} \left[ f(x, \zeta) \cdot 1 \{ 0 \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \} \right]
\]
\[
= \int_\Xi f(x, \zeta) \cdot 1 \{ 0 \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \} \, d\mathbb{P}(\zeta)
\]
\[
= \int \int \mathbb{E} \left[ 1 \{ t \leq f(x, \zeta) \} \cdot 1 \{ 0 \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \} \right] \, dt \, d\mathbb{P}(\zeta)
\]
\[
= \int \int \mathbb{P} \left[ t \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \right] \, dt \, d\mathbb{P}(\zeta)
\]
\[
= \int_0^{\text{VaR}_\epsilon(f(x, \zeta))} \left( \mathbb{P} \left[ f(x, \zeta) \geq t \right] - (1-\epsilon) \right) \, dt,
\]
where the first two equalities are by definitions of expectation and wedding lake representation, respectively. We justify the third equality by arguing that, for any \( x \in \mathcal{X}^p \) and \( \zeta \in \Xi \),
\[
1 \{ t \leq f(x, \zeta) \} \cdot 1 \{ 0 \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \} = 1 \{ t \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \}
\]
holds Lebesgue-almost everywhere for \( t \in \mathbb{R}_+ \). We discuss the following three cases:

(i) If \( \zeta \) makes \( f(x, \zeta) < 0 \), then the LHS of (8) simplifies to \( 1 \{ t \leq 0 \} \), which coincides with the RHS.

(ii) If \( \zeta \) makes \( f(x, \zeta) \in [0, \text{VaR}_\epsilon(f(x, \zeta))] \), then the LHS of (8) simplifies to \( 1 \{ t \leq f(x, \zeta) \} \), coinciding with the RHS.

(iii) If \( \zeta \) makes \( f(x, \zeta) > \text{VaR}_\epsilon(f(x, \zeta)) \), then the LHS and RHS of (8) simplify to \( 1 \{ t \leq 0 \} \) and 0, respectively, which differ only at \( t = 0 \) for \( t \in \mathbb{R}_+ \).

The last equality is because
\[
\mathbb{P} \left[ t \leq f(x, \zeta) \leq \text{VaR}_\epsilon(f(x, \zeta)) \right] = \mathbb{P} \left[ t \leq f(x, \zeta) \right] - \mathbb{P} \left[ t \geq \text{VaR}_\epsilon(f(x, \zeta)) \right]
\]
when \( t \in [0, \text{VaR}_\epsilon(f(x, \zeta))] \). This recasts (8) into (5).

Second, constraint (4) is equivalent to \( \mathbb{P}[f(x, \zeta) \geq 0] \geq 1 - \epsilon \) by definition of \( \text{VaR} \), which can be further recast as
\[
\mathbb{P} \left[ a_i(x)^T \zeta \leq b_i(x), \; \forall i \in [m] \setminus I(x) \right] \geq 1 - \epsilon
\]
by definition of \( f(x, \zeta) \). For all \( x \in \mathcal{X}^p \) and \( i \in [m] \), we assume without loss of generality that \( b_i(x) \geq 0 \) whenever \( a_i(x) = 0 \) (because otherwise \( \mathbb{P}[A(x) \zeta \leq b(x)] = 0 \)), and it holds that \( a_i(x)^T \zeta \leq b_i(x) \) for all \( i \in I(x) \). It follows that (4) is equivalent to (6), which completes the proof. \( \square \)

Remark 1. We notice that constraint (6) is simply \( \text{(CC)} \) with respect to the reference distribution \( \mathbb{P} \) of the Wasserstein ball \( \mathcal{P} \). In addition, constraint (5) encodes a robust guarantee. Intuitively, the RHS of (5) evaluates the budget needed to shift the probability masses of \( \mathbb{P} \) so that the corresponding \( \text{(CC)} \) can be violated. Constraint (5) makes sure that this budget is beyond the radius of \( \mathcal{P} \), i.e., \( \text{(CC)} \) will not be violated as long as the shifted distribution lies within \( \mathcal{P} \).
3.1 Individual (P-CC) with LHS Uncertainty

When $m = 1$, the feasible region of (P-CC) simplifies to

$$
\mathcal{A}_L^P := \left\{ x \in \mathbb{R}^n : \inf_{Q \in \mathcal{P}} Q \left[ a(x)^T \xi \leq b(x) \right] \geq 1 - \epsilon \right\}.
$$

We provide sufficient conditions, under which $\mathcal{A}_L^P$ admits a convex and SOC representation.

**Theorem 6.** Suppose that the reference distribution $\mathbb{P}$ is Gaussian with mean $\mu$ and covariance matrix $\Sigma > 0$. In addition, suppose that the norm $\| \cdot \|$ defining $\mathcal{P}$ satisfies $\| \cdot \| = \| \Sigma^{-1/2}(\cdot) \|_2$. Then, for $\delta > 0$ and $\epsilon \in (0, \frac{\delta}{2}]$ it holds that

$$
\mathcal{A}_L^P = \left\{ x \in \mathbb{R}^n : a(x)^T \mu + c_p \| \Sigma^{1/2} a(x) \|_2 \leq b(x) \right\},
$$

where

$$
c_p := \inf_{\epsilon' \in (0, \epsilon]} \frac{\delta + \epsilon \text{CVaR}_1(\epsilon) - \epsilon' \text{CVaR}_1(\epsilon' \cdot \epsilon)}{\epsilon - \epsilon'} \geq 0
$$

and $Y$ is a standard, 1-dimensional Gaussian random variable.

**Proof.** Pick any $x \in \mathcal{A}_L^P$. If $a(x) = 0$, then $\mathbb{Q}[a(x)^T \xi \leq b(x)] = 1$ when $b(x) \geq 0$ and $\mathbb{Q}[a(x)^T \xi \leq b(x)] = 0$ otherwise. It follows that $\mathcal{A}_L^P = \{ x \in \mathbb{R}^n : b(x) \geq 0 \}$, as desired. For the rest of the proof, we assume that $a(x) \neq 0$. By Corollary 1, $x$ satisfies constraints (3)–(4). We recast (3) as

$$
\text{(3)} \iff \frac{\delta}{\epsilon} + \text{CVaR}_{1-\epsilon}(-f(x, \zeta)) \leq \frac{1}{\epsilon} \mathbb{E} \left[ -f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq 0 \} \right]
$$

$$
\iff \frac{\delta}{\epsilon} + \text{CVaR}_{1-\epsilon}(-f(x, \zeta)) \leq \frac{1}{\epsilon} \sup_{t \in \mathbb{R}} \mathbb{E} \left[ -f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq t \} \right]
$$

$$
\iff \exists t \in \mathbb{R} : \delta + \epsilon \cdot \text{CVaR}_{1-\epsilon}(-f(x, \zeta)) \leq \mathbb{E} \left[ -f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq t \} \right]
$$

$$
\iff \exists \epsilon_t > 0 : \delta + \epsilon \cdot \text{CVaR}_{1-\epsilon}(-f(x, \zeta)) \leq \epsilon_t \cdot \text{CVaR}_{1-\epsilon_t}(-f(x, \zeta))
$$

where the second equivalence is because $t = 0$ is a maximizer of $\sup_{t \in \mathbb{R}} \mathbb{E} \left[ -f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq t \} \right]$, and the final equivalence is because $f(x, \zeta)$ is atomless and hence

$$
\mathbb{E} \left[ -f(x, \zeta) \cdot 1 \{ -f(x, \zeta) \geq t \} \right] = \epsilon_t \cdot \text{CVaR}_{1-\epsilon_t}(-f(x, \zeta))
$$

with $\epsilon_t := \mathbb{P}[-f(x, \zeta) \geq t]$. Also, since $\delta > 0$, it holds that $\epsilon_t < \epsilon$ because otherwise $\epsilon \cdot \text{CVaR}_{1-\epsilon}(-f(x, \zeta)) \geq \epsilon_t \cdot \text{CVaR}_{1-\epsilon_t}(-f(x, \zeta))$ due to (4). Now, by definition

$$
f(x, \zeta) = \frac{b(x) - a(x)^T \zeta}{\| a(x) \|_s} = m(x) - \frac{a(x)^T (\zeta - \mu)}{\| a(x) \|_s},
$$

where we define $m(x) := (b(x) - a(x)^T \mu)/\| a(x) \|_s$. Then, the normalized random variable $a(x)^T (\zeta - \mu)/\| a(x) \|_s$ is standard Gaussian because $\mathbb{E}[\zeta] = \mu$ and

$$
\mathbb{E} \left[ \frac{a(x)^T (\zeta - \mu)(\zeta - \mu)^T a(x)}{\| a(x) \|_s^2} \right] = \frac{a(x)^T \Sigma a(x)}{a(x)^T \Sigma a(x)} = 1.
$$
It follows from translation invariance and the symmetry of \( Y \) that \( \text{CVaR}_{1-\epsilon}(-f(x, \xi)) = \text{CVaR}_{1-\epsilon}(Y) - m(x) \) and

\[
\exists \epsilon_t \in (0, \epsilon) : \delta + \epsilon \cdot \text{CVaR}_{1-\epsilon}(Y) - \epsilon_t \cdot \text{CVaR}_{1-\epsilon}(Y) \leq m(x)(\epsilon - \epsilon_t)
\]

\[
\iff a(x)^T \mu + c_p \|\Sigma^{1/2} a(x)\|_2 \leq b(x),
\]

which proves that (3)–(4) imply (9). On the contrary, suppose that \( x \) satisfies (9). Then, by definition of \( \text{CVaR} \) we have

\[
\epsilon \text{CVaR}_{1-\epsilon}(Y) - \epsilon' \text{CVaR}_{1-\epsilon'}(Y) = \mathbb{E}\left[ y \cdot 1\{ y \in [\text{Var}_{1-\epsilon}(Y), \text{Var}_{1-\epsilon'}(Y)] \} \right]
\]

\[
= \int_{\text{Var}_{1-\epsilon}(Y)} y \cdot dF_Y(y)
\]

\[
= \int_{1-\epsilon}^{1-\epsilon'} \text{VaR}_q(Y) \, dq \geq (\epsilon - \epsilon') \text{Var}_{1-\epsilon}(Y),
\]

where \( F_Y \) represents the CDF of \( Y \) and the final equality is by a change-of-variable \( q = F_Y(y) \) (or equivalently, \( y = \text{VaR}_q(Y) \)). It follows that \( c_p \geq \text{Var}_{1-\epsilon}(Y) \). Hence, constraint (9) implies

\[
\frac{b(x) - a(x)^T \mu}{\|\Sigma^{1/2} a(x)\|_2} \geq \text{Var}_{1-\epsilon}(Y)
\]

\[
\iff \frac{b(x) - a(x)^T \mu}{\|\Sigma^{1/2} a(x)\|_2} \geq \text{VaR}_{1-\epsilon} \left( \frac{a(x)^T (\xi - \mu)}{\|\Sigma^{1/2} a(x)\|_2} \right) \implies (4),
\]

where the last implication is by translation invariance of \( \text{VaR} \). Since \( x \) satisfies (4), the reformulation of (3) presented above show that \( x \) also satisfies (3), which completes the proof.

Remark 2. We underscore that the value of \( c_p \) is independent of \( x \) and can be obtained offline through, e.g., a line search. In addition, in the proof of Theorem 6 we used the fact that the \( \text{CVaR} \) of the normalized random variable \( a(x)^T (\xi - \mu)/\|a(x)\|_2 \) is independent of \( x \). As a result, with a similar proof, the representation in Theorem 6 can be extended to a case where \( \mathbb{P} \) is radial \[CE06\], examples of which include Gaussian and uniform on an ellipsoidal support.

We close this subsection by mentioning the asymptotics of \( A_L^p \) as the Wasserstein ball shrinks.

Remark 3. Since the Wasserstein ball shrinks to the reference distribution \( \mathbb{P} \) as \( \delta \) tends to zero, one would expect that \( A_L^p \) asymptotically recovers the feasible region of (CC) with respect to \( \mathbb{P} \sim \text{Gaussian}(\mu, \Sigma) \), which reads \( \{ x \in \mathbb{R}^n : a(x)^T \mu + \text{VaR}_{1-\epsilon}(Y)\|\Sigma^{1/2} a(x)\|_2 \leq b(x) \} \). This is indeed the case, since it can be shown that \( c_p \) decreases to \( \text{VaR}_{1-\epsilon}(Y) \) as \( \delta \) tends to zero. See a proof in Appendix D.

### 3.2 Joint (P-CC) with RHS Uncertainty

For (CC) with RHS uncertainty, it is well celebrated that the ensuing feasible region is convex when \( \xi \) has an \( \alpha \)-concave distribution (particularly, \( \xi \) is log-concave when \( \alpha = 0 \) \[Pre13, SDR09\]).

**Theorem 7** (Theorem 4.39 and Corollary 4.41 in \[SDR09\]). Let the function \( h: \mathbb{R}^n \times \mathbb{R}^m \) be quasi-concave. If \( \xi \in \mathbb{R}^m \) is a random vector that has an \( \alpha \)-concave probability distribution, then \( H(x) := \mathbb{P}[h(x, \xi) \geq 0] \) is \( \alpha \)-concave on the set \( \mathcal{D} := \{ x \in \mathbb{R}^n : \exists \xi \text{ such that } h(x, \xi) \geq 0 \} \) and the following set is convex and closed:

\[
\mathcal{K} := \{ x \in \mathbb{R}^n : \mathbb{P}[h(x, \xi) \geq 0] \geq 1 - \epsilon \}. 
\]
In this subsection, we seek to extend this result to \((\text{P-CC})\).

**Theorem 8.** Suppose that the reference distribution \(P\) of \(P\) is \(\alpha\)-concave with \(\alpha \geq -1\). Then, for \(\delta > 0\) the set

\[
\mathcal{X}_R^P := \left\{ x \in \mathbb{R}^n : \inf_{Q \in \mathcal{P}} Q [A\xi \leq b(x)] \geq 1 - \epsilon \right\}
\]

is convex and closed.

Before presenting a proof of Theorem 8, we present some useful lemmas. Without loss of generality, we assume that each row of matrix \(A\), denoted by \(a_i^T\) for all \(i \in [m]\), satisfies

1. \(a_i \neq 0\), because otherwise we can add a deterministic constraint \(b_i(x) \geq 0\) to \(\mathcal{X}_R^P\) and eliminate inequality \(i\) from \((\text{P-CC})\);
2. \(\|a_i\|_* = 1\), because otherwise we can divide both sides of inequality \(i\) by \(\|a_i\|_*\) and set \(a_i \leftarrow a_i/\|a_i\|_*\), \(b_i(x) \leftarrow b_i(x)/\|a_i\|_*\).

Recall that for \(\zeta \in \mathbb{R}^m\) the distance \(d(\zeta, \mathcal{S}^c(x))\) to the unsafe set satisfies

\[
d(\zeta, \mathcal{S}^c(x)) = f(x, \zeta) + \psi(x, t) := \mathbb{P}[f(x, \zeta) \geq t] - (1 - \epsilon)
\]

with

\[
f(x, \zeta) = \min_{i \in [m]} \left\{ b_i(x) - a_i^T \zeta \right\}
\]

and \(f(x, \zeta)\) is jointly concave in \((x, \zeta)\).

**Lemma 5.** For all \(\epsilon \in (0, 1)\), if \(\zeta\) has an \(\alpha\)-concave distribution with \(\alpha \geq -1\), then \(\text{VaR}_{1-\epsilon}(f(x, \zeta))\) is concave in \(x\) on \(\mathbb{R}^n\).

**Proof.** See Appendix E.

**Lemma 6.** Suppose that \(f(\cdot, \cdot) : \mathbb{R}^n \times \Xi \rightarrow \mathbb{R}\) is a continuous function, \(\zeta\) follows an \(\alpha\)-concave distribution \(P\), and \(f(x, \zeta)\) is atomless for any \(x \in \mathbb{R}^n\). Then,

\[
\psi(x, t) := \mathbb{P}[f(x, \zeta) \geq t] - (1 - \epsilon) \quad \text{and} \quad \phi(x, y) := \int_0^y \psi(x, t) \, dt
\]

are both continuous on \(\mathbb{R}^n \times \mathbb{R}_+\).

**Proof.** See Appendix F.

Now we are ready to prove Theorem 8.

**Proof of Theorem 8.** First, recall that by Proposition 1 we recast \(\mathcal{X}_R^P\) as constraints (5)–(6). For ease of exposition, we denote by \(G(x)\) the RHS of (5).

Second, to show that \(\mathcal{X}_R^P\) is closed, it suffices to prove the closedness of the feasible region of (5) because that of (6) follows from Theorem 7. To this end, we notice that \(\text{VaR}_\epsilon(f(x, \zeta))\) is continuous in \(x\) due to its concavity. Then, by Lemma 6 the mapping

\[
x \mapsto \int_0^{\text{VaR}_\epsilon(f(x, \zeta))} \mathbb{P}[f(x, \zeta) \geq t] \, dt
\]

is continuous. It follows that \(G(x)\) is continuous and the feasible region of (5) is closed.
Third, to show that \( X^p \) is convex, it suffices to prove the convexity of the feasible region of (5). Because that of \( \mu \) follows from Theorem 7. To that end, by Theorem 7 and Lemma 2, \( \psi \) is \( \alpha \)-concave in \((x,t)\) on \( \text{dom}\psi:=\{(x,t)\colon \psi(x,t)\ge0\} = \{(x,t)\colon t \le \text{VaR}_\epsilon(f(x,\zeta))\} \), which is convex by Lemma 5. Then, for any \( x_0, x_1 \in X^p \) and any \( t_0 \in S_0 := [0, \text{VaR}_\epsilon(f(x_0,\zeta))] \), \( t_1 \in S_1 := [0, \text{VaR}_\epsilon(f(x_1,\zeta))] \) it holds that

\[
\psi(x_{1/2}, t_{1/2}) \ge m_\alpha \left[ \psi(x_0, t_0), \psi(x_1, t_1); \frac{1}{2} \right],
\]

where \( x_{1/2} = (x_0 + x_1)/2 \) and \( t_{1/2} = (t_0 + t_1)/2 \). It follows that

\[
m_\alpha^* \left[ \int_{S_0} \psi(x_0, t) \, dt, \int_{S_1} \psi(x_1, t) \, dt; \frac{1}{2} \right] \le \int_{\frac{1}{2}S_0 + \frac{1}{2}S_1} \psi(x_{1/2}, t) \, dt \le \int_{S_{1/2}} \psi(x_{1/2}, t) \, dt
\]

where the first inequality is due to Theorem 3 and \( \alpha^*_1 \ge -\infty \) is a function of \( \alpha \) (see Theorem 3), and the second inequality is because \( \frac{1}{2}S_0 + \frac{1}{2}S_1 \subseteq S_{1/2} := [0, \text{VaR}_\epsilon(f(x_{1/2},\zeta))] \). In other words, we obtain that

\[
m_\alpha^* \left[ G(x_0), G(x_1); \frac{1}{2} \right] \le G(x_{1/2})
\]

and \( G(x) \) is midpoint \( \alpha^*_1 \)-concave, and particularly, midpoint quasi-concave. Then, its continuity implies that \( G(x) \) is quasi-concave and constraint (5) yields a convex feasible region. This finishes the proof.

\textbf{Remark 4.} Although Theorem 7 is concerned with (P-CC) with linear inequalities, its proof extends to (P-CC) with nonlinear inequalities, as long as \( f(x,\zeta) \) is jointly concave in \((x,\zeta)\) and \( f(x,\zeta) \) is atomless for all \( x \).

\section{Solution Approach for Pessimistic Chance Constraint}

We study an algorithm for solving optimization models involving (P-CC). In view that individual (P-CC) with LHS uncertainty admits a convex and SOC representation, which can be computed effectively by commercial solvers, we focus on a model with joint (P-CC) and RHS uncertainty: \( \min_{x \in X} \left\{ c^T x : (P-CC) \right\} \), where \( c \in \mathbb{R}^n \) represents cost coefficients and \( X \subseteq \mathbb{R}^n \) represents a set that is deterministic, compact, and convex. By Proposition 1, this model is equivalent to

\[
\min_{x \in X} c^T x 
\]

\( \text{s.t. } \delta \le \int_0^{\text{VaR}_\epsilon(f(x,\zeta))} \left( \mathbb{P} \left[ f(x,\zeta) \ge t \right] - (1-\epsilon) \right) \, dt, \tag{10b}
\]

\[
\text{VaR}_\epsilon \left( f(x,\zeta) \right) \ge 0, \tag{10c}
\]

where \( f(x,\zeta) = \min_{i \in [m]} \{ b_i(x) - a_i^T \zeta \} \). Here, constraint (10b) appears challenging because its RHS involves an integral with upper limit \( \text{VaR}_\epsilon(f(x,\zeta)) \). To make the model computable, we define a new variable \( y \ge 0 \) to represent \( \text{VaR}_\epsilon(f(x,\zeta)) \).

\textbf{Proposition 2.} For \( y \ge 0 \), define

\[
\phi(x,y) := \int_0^y \left( \mathbb{P} \left[ f(x,\zeta) \ge t \right] - (1-\epsilon) \right) \, dt.
\]
If $P$ is $\alpha$-concave with $\alpha \geq -1$, then $\phi(x, y)$ is $\alpha^*_1$-concave on

$$\text{dom } \phi := \{ (x, y) \in X \times \mathbb{R}_+ : \mathbb{P}[f(x, \zeta) \geq y] \geq (1 - \epsilon) \},$$

where $\alpha^*_1$ is defined in Theorem 3. In addition, $\text{dom } \phi$ is closed and constraints (10a)–(10c) is equivalent to

$$\delta \leq \max_{y \geq 0} \phi(x, y). \tag{10d}$$

Proof. See Appendix G.

By Proposition 2, formulation (10a)–(10c) is equivalent to $\min_{x \in X} \{ c^T x : (10d) \}$. To address the integral arising from the RHS of constraint (10d), we switch the objective function with the constraint to obtain

$$\rho(u) := \sup_{x \in X, y \geq 0} \{ \phi(x, y) : c^T x \leq u \}, \tag{11}$$

where $u$ represents a budget limit on the (original) objective function. We notice that if we can evaluate $\rho(u)$ efficiently, then an optimal solution to (10a)–(10c) can be readily obtained through a bisection search on $u$. That is, solving (10a)–(10c) reduces to evaluating $\rho(u)$. In addition, $\rho(u)$ may be interesting in its own right because it represents the largest Wasserstein radius $\delta$ that allows us to find a solution $x$ that satisfies (P-CC) and incurs a cost no more than $u$. Hence, the graph of $\rho(u)$ depicts a risk envelope that interprets the trade-off between the robustness and the cost effectiveness of (P-CC). We demonstrate the risk envelope numerically in Section 5.2.

Evaluating $\rho(u)$ is equivalent to maximizing $\phi(x, y)$ over the intersection of $\{ (x, y) \in X \times \mathbb{R}_+ : c^T x \leq u \}$ and $\text{dom } \phi$. Unfortunately, projecting onto $\text{dom } \phi$ may be inefficient since it is the feasible region of (CC). To avoid projection, we propose a block coordinate ascent algorithm (Algorithm 1; see, e.g., [Aus76; LT93; Ber97; GS99; BT13; Bec15]). This algorithm iteratively maximizes over $y$ with $x$ fixed and then maximizes over $x$ with $y$ fixed. Here, for fixed $x$ with $P[A \zeta \leq b(x)] \geq 1 - \epsilon$, i.e., when $x$ satisfies (CC), the maximization over $y$ admits a closed-form solution $y = \text{VaR}_\epsilon(f(x, \zeta))$, that is,

$$\max_{y \geq 0} \phi(x, y) = \phi\left(x, \text{VaR}_\epsilon\left(f(x, \zeta)\right)\right)$$

because $\phi(x, y)$ is increasing in $y$ on the interval $[0, \text{VaR}_\epsilon(f(x, \zeta))]$ and it becomes decreasing in $y$ when $y > \text{VaR}_\epsilon(f(x, \zeta))$. On the other hand, for fixed $y$, we seek to maximize $\phi(x, y)$, which appears challenging as it is an integral. Fortunately, we can recast $\phi(x, y)$ as

$$\phi(x, y) = \int_0^y \mathbb{P}[f(x, \zeta) \geq t] dt - y \cdot (1 - \epsilon)$$

$$= y \int_0^1 \mathbb{P}[f(x, \zeta) \geq sy] ds - y \cdot (1 - \epsilon)$$

$$= y \int \int 1 \{ (\zeta, s) : f(x, \zeta) \geq sy \} \cdot 1_{[0, 1]}(s) ds d\mathbb{P}(\zeta) - y \cdot (1 - \epsilon),$$

$$= y \int \int 1 \{ (\zeta, s) : f(x, \zeta) \geq sy \} d\hat{\mathbb{P}}(\zeta, s) - y \cdot (1 - \epsilon),$$

$$= y \cdot \hat{\mathbb{P}}[f(x, \zeta) \geq sy] - y \cdot (1 - \epsilon),$$
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where the third equality is by Tonelli’s theorem and \( \hat{P} \) represents the product measure of \( P \) and the uniform distribution on \([0,1]\). Since these two distributions are log-concave on \( \Xi \) and \([0,1]\), respectively, \( \hat{P} \) is log-concave on \( \Xi \times [0,1] \). As a result, the problem simplifies to the P-model of (CC) with respect to a log-concave distribution, which has been well studied in [Prè13; Nor93]. As a result, Algorithm 1 uses the existing solution approach as a building block and assumes that there exists an oracle, denoted by \( O_u(y, \varepsilon) \), which for given \( y \) and \( \varepsilon > 0 \) returns an \( \varepsilon \)-optimal solution \( \hat{x} \in \{ x \in X : c^T x \leq u \} \) such that

\[
\hat{P} \left[ f(\hat{x}, \zeta) \geq sy \right] \geq \max_{x \in X : c^T x \leq u} \left\{ \hat{P} \left[ f(x, \zeta) \geq sy \right] \right\} - \varepsilon.
\]

We are now ready to present Algorithm 1.

**Algorithm 1: Evaluation of \( \rho(u) \)**

**Inputs:** budget \( u \), risk level \( \varepsilon \), oracle \( O_u \), a diminishing sequence \( \{ \varepsilon_k \}_k \), and an \( x_1 \) such that \( y_1 := \text{VaR}_\varepsilon(f(x_1, \zeta)) > 0 \).

1. for \( k = 1, 2, \ldots \) do
2. \( x_{k+1} \leftarrow O_u(y_k, \varepsilon_k) \);
3. \( y_{k+1} \leftarrow \text{VaR}_\varepsilon(f(x_{k+1}, \zeta)) \);
4. if stopping criterion is satisfied then
5. return \( \phi(x_{k+1}, y_{k+1}) \).

Algorithm 1 needs an starting point \((x_1, y_1)\) such that \( \text{VaR}_\varepsilon(f(x_1, \zeta)) > 0 \). This can be obtained by solving a (CC) feasibility problem,

\[
\min_{x \in X} \left\{ 0 : P \left[ f(x, \zeta) \geq \varepsilon_0 \right] \geq 1 - \varepsilon, c^T x \leq u \right\}, \tag{12}
\]

where \( \varepsilon_0 \) is a small positive constant. If formulation (12) is infeasible for all \( \varepsilon > 0 \), then \( \rho(u) = 0 \) because \( \text{VaR}_\varepsilon(f(x, \zeta)) \) always remains non-positive. Numerically, one can solve (12) for a sequence of diminishing \( \varepsilon_0 \)'s to find a valid starting point. We close this section by showing that Algorithm 1 achieves global optimum.

**Theorem 9.** Let \( \{(x_k, y_k)\}_k \) be an infinite sequence of iterates produced by Algorithm 1 Suppose that \( P \) is log-concave and, for all \( k \geq 2 \), \( x_k \) and \( y_k \) are \( \varepsilon_k \)-optimal, i.e.,

\[
\max_x \phi(x, y_{k-1}) - \varepsilon_k \leq \phi(x_k, y_{k-1}) \leq \max_x \phi(x, y_{k-1}) \quad \text{and} \quad |y_k - \text{VaR}_\varepsilon(f(x_k, \zeta))| \leq \varepsilon_k
\]

with \( \lim_{k \to \infty} \varepsilon_k = 0 \). Then, any limit point of \( \{(x_k, y_k)\}_k \) is a global optimal solution to (11).

**Proof.** The proof relies on preparatory Lemmas 8, 9, and 10 whose proofs are provided in Appendix II.

First, we define set \( S := \text{dom} \phi \cap \{(x, y) \in X \times \mathbb{R}_+: c^T x \leq u\} \). Then, by compactness of \( X \) and closedness of \( \text{dom} \phi \) (see Proposition 2), \( S \) is compact. Since all iterates \((x_k, y_k)\) lives in \( S \) (see Lemma 8), \( \{(x_k, y_k)\}_k \) has a limit point \((x^*, y^*) \) \( \in S \).

Second, we show that \((x^*, y^*)\) is a first-order local optimal solution to (11), which implies its global optimality due to the log-concavity of \( \phi(x, y) \). To this end, let \( \Delta := (d_x, d_y) \) be an arbitrary tangent
direction of $S$ at $(x^*, y^*)$. Then, by definition there exists a sequence $\{(x_\ell, y_\ell)\}_\ell$ in $S$ converging to $(x^*, y^*)$ and $t_\ell \to 0$ such that
\[
\Delta = \lim_{\ell \to \infty} \frac{(x_\ell, y_\ell) - (x^*, y^*)}{t_\ell}.
\]
Then, we examine the directional derivative of $\phi(x, y)$ along direction $\Delta$ to obtain
\[
\phi'(x^*, y^*; \Delta) = \phi'(x^*, y^*; \lim_{\ell \to \infty} \frac{1}{t_\ell} [(x_\ell, y_\ell) - (x^*, y^*)])
\]
\[
= \lim_{\ell \to \infty} \phi'(x^*, y^*; \frac{1}{t_\ell} [(x_\ell, y_\ell) - (x^*, y^*)])
\]
\[
= \lim_{\ell \to \infty} \frac{1}{t_\ell} \phi'((x^*, y^*; (x_\ell, y_\ell) - (x^*, y^*)) \leq 0,
\]
where the second and third equalities follow from the continuity and positive homogeneity of $\phi'(x^*, y^*; \Delta)$ in $\Delta$, respectively (see Lemma 9), and the inequality follows from Lemma 9 because $(x^*, y^*) + (x_\ell, y_\ell) - (x^*, y^*) = (x_\ell, y_\ell) \in S$. This completes the proof. \hfill \Box

Remark 5. If $\ln \phi(x, y)$ has a Lipschitz continuous gradient with respect to $x$, then it follows from Theorem 3.7 in [Bec15] that Algorithm 1 admits an $O(1/k)$ rate of convergence because all iterates $\{(x_k, y_k)\}_k$ live in $\text{dom} \phi$, on which $\ln \phi(x, y)$ is jointly concave in $(x, y)$.

5 Optimistic Chance Constraint

This section extends the convexity results for (P-CC) in Section 3 to (O-CC). We first present a CVaR reformulation for $\mathcal{X}^\circ$ by adapting Theorem 1 in [Xie19]. Then, we study individual (O-CC) with LHS uncertainty and joint (O-CC) with RHS uncertainty in Sections 5.1 and 5.2, respectively.

Theorem 10. For $\delta > 0$ it holds that
\[
\mathcal{X}^\circ = \left\{ x \in \mathbb{R}^n : \text{CVaR}_\epsilon \left(- d(\zeta, S(x)) \right) + \frac{\delta}{1 - \epsilon} \geq 0 \right\},
\]
where the CVaR is with respect to the reference distribution $\mathbb{P}$ and $d(\zeta, S(x))$ is the distance from $\zeta \in \mathbb{R}^m$ to the safe set $S(x)$,
\[
d(\zeta, S(x)) := \inf_{\xi \in \Xi} \{ \|\zeta - \xi\| : A(x)\xi \leq b(x) \}.
\]

Proof. See Appendix I. \hfill \Box

5.1 Individual (O-CC) with LHS Uncertainty

When $m = 1$, the feasible region of (O-CC) simplifies to
\[
\mathcal{X}^\circ_L := \left\{ x \in \mathbb{R}^n : \sup_{Q \in \mathbb{P}} \mathbb{Q} \left[ a(x)^T \xi \leq b(x) \right] \geq 1 - \epsilon \right\}.
\]
We show that, under the same sufficient conditions as for individual (P-CC), $\mathcal{X}^\circ_L$ admits a SOC representation.
Theorem 11. Suppose that the reference distribution $\mathbb{P}$ is Gaussian with mean $\mu$ and covariance matrix $\Sigma > 0$. In addition, suppose that the norm $\| \cdot \|$ defining $\mathcal{P}$ satisfies $\| \cdot \| = \| \Sigma^{-1/2} \cdot \|_2$. Then, for $\delta > 0$ it holds that

$$
\mathcal{X}_L^\delta = \left\{ x \in \mathbb{R}^n : a(x)^T \mu + c_o \| \Sigma^{1/2} a(x) \|_2 \leq b(x) \right\},
$$

where $c_o := \sup_{\epsilon \in (\epsilon, 1]} \frac{-\delta + (1 - \epsilon') \text{CVaR}_{\epsilon'}(Y) - (1 - \epsilon) \text{CVaR}_{\epsilon}(Y)}{\epsilon' - \epsilon}$

and $Y$ is a standard, 1-dimensional Gaussian random variable.

Proof. Pick any $x \in \mathcal{X}_L^\delta$. If $a(x) = 0$, then $\mathbb{Q}[a(x)^T \xi \leq b(x)] = 1$ if $b(x) \geq 0$ and $\mathbb{Q}[a(x)^T \xi \leq b(x)] = 0$ otherwise. Hence, in this case $\mathcal{X}_L^\delta = \{ x \in \mathbb{R}^n : b(x) \geq 0 \}$, as desired. For the rest of the proof, we assume that $a(x) \neq 0$. Then, for any $\zeta \in \mathbb{R}^m$ the distance to the safe set is $d(\zeta, S(x)) = (f(x, \zeta))^+$ \cite{CKW18} with

$$
f(x, \zeta) = \frac{a(x)^T \zeta - b(x)}{\|a(x)\|_*}.
$$

By Theorem \cite{O-CC} (O-CC) is equivalent to

$$
\frac{\delta}{1 - \epsilon} + \text{CVaR}_{\epsilon}\left( - f(x, \zeta) \right) \geq 0,
$$

which by Lemma \cite{L1} is further equivalent to

$$
\frac{\delta}{1 - \epsilon} + 1 \left\{ 0 \geq \text{VaR}_{\epsilon}\left( - f(x, \zeta) \right) \right\} \cdot \left( \text{CVaR}_{\epsilon}\left( - f(x, \zeta) \right) - \frac{1}{1 - \epsilon} \mathbb{E}\left[ \left( - f(x, \zeta) \right)^+ \right] \right) \geq 0.
$$

It follows that $\mathcal{X}_L^\delta = \mathcal{X}_{L,1}^\delta \cup \mathcal{X}_{L,2}^\delta$ with

$$
\mathcal{X}_{L,1}^\delta := \left\{ x \in \mathbb{R}^n : 0 < \text{VaR}_{\epsilon}\left( - f(x, \zeta) \right) \right\},
$$

$$
\mathcal{X}_{L,2}^\delta := \left\{ x \in \mathbb{R}^n : \frac{\delta}{1 - \epsilon} + \text{CVaR}_{\epsilon}\left( - f(x, \zeta) \right) \geq \frac{1}{1 - \epsilon} \mathbb{E}\left[ \left( - f(x, \zeta) \right)^+ \right] \right\}.
$$

First, since $f(x, \zeta)$ is Gaussian, $\mathcal{X}_{L,1}^\delta = \{ x \in \mathbb{R}^n : m(x) < \text{VaR}_{\epsilon}(Y) \}$, where $m(x)$ is defined through

$$
m(x) := \frac{a(x)^T \mu - b(x)}{\|a(x)\|_*}.
$$

Second, we address $\mathcal{X}_{L,2}^\delta$. Since $f(x, \zeta)$ is Gaussian, the first constraint in $\mathcal{X}_{L,2}^\delta$ simplifies to $m(x) \geq \text{VaR}_{\epsilon}(Y)$. For the second constraint, we recast the expectation of $\left( - f(x, \zeta) \right)^+$ in the form of CVaR:

$$
\mathbb{E}\left[ \left( - f(x, \zeta) \right)^+ \right] = \mathbb{E}\left[ - f(x, \zeta) \cdot 1 \{ - f(x, \zeta) \geq 0 \} \right] = \max_{t \geq \text{VaR}_{\epsilon}(-f(x, \zeta))} \mathbb{E}\left[ - f(x, \zeta) \cdot 1 \{ - f(x, \zeta) \geq t \} \right] = \max_{\epsilon_t \in [\epsilon, 1]} (1 - \epsilon_t) \cdot \text{CVaR}_{\epsilon_t}\left( - f(x, \zeta) \right),
$$
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where the second equality is because (i) the expectation in this equality attains its maximum at \( t = 0 \) and (ii) \( \text{VaR}_t(-f(x, \zeta)) \leq 0 \) by definition of \( \lambda^o_{L,2} \), and the final equality uses a change-of-variable \( \epsilon_t := \mathbb{P}[ -f(x, \zeta) < t ] \) (or equivalently, \( t = \text{VaR}_{\epsilon_t}(-f(x, \zeta)) \)). In addition, we notice that \( (1 - \epsilon_t) \cdot \text{CVaR}_{\epsilon_t}(-f(x, \zeta)) \) decreases as \( \epsilon_t \) converges to 1. As a result, we can drop the candidate solution \( \epsilon_t = 1 \) in the final equality. It follows that

\[
\lambda^o_{L,2} = \left\{ x \in \mathbb{R}^n : m(x) \geq \text{VaR}_t(Y) \right\},
\]

Above, we further drop the case \( \epsilon_t = \epsilon \) in the second constraint because, in that case, this constraint always holds. To finish the reformulation, we rewrite

\[
-f(x, \zeta) = -m(x) - \frac{a(x)^T(\zeta - \mu)}{\|a(x)\|_*}
\]

and notice that \( (a(x)^T(\zeta - \mu))/\|a(x)\|_* \) is standard Gaussian. It follows from the translation invariance of CVaR and the symmetry of \( Y \) that

\[
\text{CVaR}_\epsilon(-f(x, \zeta)) = -m(x) + \text{CVaR}_\epsilon(Y),
\]

which implies

\[
\delta + (1 - \epsilon) \cdot \text{CVaR}_\epsilon(-f(x, \zeta)) \geq (1 - \epsilon_t) \cdot \text{CVaR}_{\epsilon_t}(-f(x, \zeta)) \quad \forall \epsilon_t \in (\epsilon, 1)
\]

\[
\iff \delta + (1 - \epsilon) \cdot \left( -m(x) + \text{CVaR}_\epsilon(Y) \right) \geq (1 - \epsilon_t) \cdot \left( -m(x) + \text{CVaR}_{\epsilon_t}(Y) \right) \quad \forall \epsilon_t \in (\epsilon, 1)
\]

\[
\iff -m(x) \geq c_o.
\]

Finally, we notice that \( \lambda^o_{L,2} = \{ x \in \mathbb{R}^n : c_o \leq -m(x) \leq -\text{VaR}_t(Y) \} \) is non-empty because for all \( \epsilon' \in (\epsilon, 1) \)

\[
\frac{(1 - \epsilon')\text{CVaR}_{\epsilon'}(Y) - (1 - \epsilon)\text{CVaR}_\epsilon(Y)}{\epsilon' - \epsilon}
\]

\[
= \frac{\mathbb{E} \left[ Y \cdot 1 \{ Y \geq \text{VaR}_{\epsilon'}(Y) \} \right] - \mathbb{E} \left[ Y \cdot 1 \{ Y \geq \text{VaR}_\epsilon(Y) \} \right]}{\epsilon' - \epsilon}
\]

\[
= - \frac{\mathbb{E} \left[ Y \cdot 1 \{ Y \in \left[ \text{VaR}_\epsilon(Y), \text{VaR}_{\epsilon'}(Y) \right) \} \right]}{\epsilon' - \epsilon}
\]

\[
= - \mathbb{E} \left[ Y \mid Y \in \left[ \text{VaR}_\epsilon(Y), \text{VaR}_{\epsilon'}(Y) \right) \right] \leq -\text{VaR}_t(Y),
\]

which implies that \( c_o \leq -\text{VaR}_t(Y) \). Concatenating \( \lambda^o_{L,1} \) and \( \lambda^o_{L,2} \) yields \( \lambda^o_L = \{ x \in \mathbb{R}^n : -m(x) \geq c_o \} \) and completes the proof.

\[ \square \]

Remark 6. Like in \( \text{(P-CC)} \), the representation in Theorem 11 can be generalized to the case that \( \mathbb{P} \) is radial. In addition, we underscore that the value of \( c_o \) is independent of \( x \) and can be obtained offline through, e.g., a line search. However, depending on the risk threshold \( \epsilon \) and Wasserstein radius \( \delta \), \( c_o \) may take a negative value, rendering \( \lambda^o_L \) non-convex. In Figure 1, we depict the “watershed” of \((\epsilon, \delta)\) combinations that produce a \( c_o = 0 \) (see the solid curve), while any combination lying below the watershed leads to a convex and SOC \( \lambda^o_L \). From this figure, we observe that, for any \( \epsilon \), \( \lambda^o_L \) is convex and SOC as long as \( \delta \) is small enough.
Figure 1: Combinations of the risk threshold $\epsilon$ and the Wasserstein radius $\delta$ that produce a $c_0 = 0$; any $(\epsilon, \delta)$ combination under the curve leads to a convex and SOC $X^o_L$.

Remark 7. Once again, like in (P-CC), it can be shown that $c_0$ increases to $\text{VaR}_{1-\epsilon}(Y)$ as $\delta$ tends to zero. Therefore, $X^o_L$ asymptotically recovers the feasible region of (CC) with respect to $P \sim \text{Gaussian}(\mu, \Sigma)$.

5.2 Joint (O-CC) with RHS uncertainty

When $m \geq 2$ and $\xi$ arises from the RHS, we recall the formulation of (O-CC):

$$X^o_R := \left\{ x \in \mathbb{R}^n : \sup_{Q \in P} \mathbb{Q}[A\xi \leq b(x)] \geq 1 - \epsilon \right\}.$$

As a preparation, we show that the distance $d(\zeta, S(x))$ from $\zeta \in \mathbb{R}^m$ to the safe set $S(x)$ is convex.

Lemma 7. $d(\zeta, S(x)) \equiv \min_{\xi \in \Xi} \left\{ \|\xi - \zeta\| : A\xi \leq b(x) \right\}$ is jointly convex in $(\zeta, x)$ on $\Xi \times \mathbb{R}^n$.

Proof. See Appendix J. 

Now we are ready to present the main result of this subsection.

Theorem 12. Suppose that the reference distribution $P$ of $P$ is $\alpha$-concave with $0 \leq \alpha \leq 1/m$. Then, $X^o_R$ is convex and closed for $\delta > 0$.

Proof. By Theorem 11 (O-CC) admits the following reformulations:

$$\text{CVaR}_\epsilon \left\{ -d(\zeta, S(x)) \right\} \geq -\frac{\delta}{1-\epsilon}$$

$$\iff \inf_{\gamma \in \mathbb{R}} \left\{ \gamma + \frac{1}{1-\epsilon} \mathbb{E}_P \left\{ -d(\zeta, S(x)) - \gamma \right\}^{+} \right\} \geq -\frac{\delta}{1-\epsilon}$$

$$\iff \gamma + \frac{1}{1-\epsilon} \mathbb{E}_P \left\{ -d(\zeta, S(x)) - \gamma \right\}^{+} \geq -\frac{\delta}{1-\epsilon} \quad \forall \gamma \in \mathbb{R}.$$

In what follows, we prove that the LHS of the last reformulation is log-concave in $x$ for any fixed $\gamma$. Since log-concave functions are quasi-concave and continuous (see Lemma 2.4 in [Nor93]), the
convexity and closedness of $X^\mathbb{P}_R$ follows from their preservation under intersection. To this end, we notice that

$$\mathbb{E}_\mathbb{P} \left[ \phi(\zeta, x) \right] = \int_\Xi \phi(x, \zeta) \cdot f_\zeta(\zeta) \, d\zeta,$$

where $\phi(x, \zeta) := \left[ -d(\zeta, S(x)) - \gamma \right]^+$ and $f_\zeta$ represents the probability density function of $\zeta$. It suffices to show that $\phi(x, \zeta) \cdot f_\zeta(\zeta)$ is jointly log-concave in $(x, \zeta)$ because log-concavity preserves under marginalization (see Theorem 3.3 in [SW14]). In view that log-concavity also preserves under multiplication, we complete the proof by showing that $f_\zeta(\zeta)$ is log-concave in $\zeta$ and $\phi(x, \zeta)$ is jointly log-concave in $(x, \zeta)$.

1. Since $\mathbb{P}$ is $\alpha$-concave, its density function $f_\zeta$ is $\alpha'$-concave by Theorem 2, where

$$\alpha' = \begin{cases} \frac{\alpha}{1-m\alpha} & \text{if } \alpha \in [0, 1/m) \\ \infty & \text{if } \alpha = 1/m \end{cases}$$

and $\alpha' \geq 0$. Hence, $f_\zeta$ is log-concave by Lemma 1.

2. For any pair of $(x_1, \zeta_1), (x_2, \zeta_2) \in \mathbb{R}^n \times \Xi$ and any $\theta \in [0, 1]$, define $(x_\theta, \zeta_\theta) := \theta(x_1, \zeta_1) + (1 - \theta)(x_2, \zeta_2)$. Then, it holds that

$$\phi(x_\theta, \zeta_\theta) = \left( -d(\zeta_\theta, S(x_\theta)) - \gamma \right)^+ \geq \left( m_1(-d(\zeta_1, S(x_1)) - \gamma, -d(\zeta_2, S(x_2)) - \gamma; \theta) \right)^+$$

$$\geq m_0(\phi(x_1, \zeta_1), \phi(x_2, \zeta_2); \theta),$$

where the first inequality is because $d(\zeta, S(x))$ is jointly convex in $(x, \zeta)$. To see the second inequality, we discuss the following two cases.

(i) If either $\phi(x_1, \zeta_1)$ or $\phi(x_2, \zeta_2)$ equals zero, then $m_0(\phi(x_1, \zeta_1), \phi(x_2, \zeta_2); \theta)$ equals zero by definition.

(ii) If both $\phi(x_1, \zeta_1)$ and $\phi(x_2, \zeta_2)$ are strictly positive, then

$$\left( m_1(-d(\zeta_1, S(x_1)) - \gamma, -d(\zeta_2, S(x_2)) - \gamma; \theta) \right)^+ = m_1(\phi(x_1, \zeta_1), \phi(x_2, \zeta_2); \theta)$$

$$\geq m_0(\phi(x_1, \zeta_1), \phi(x_2, \zeta_2); \theta),$$

where the inequality follows from Lemma 1.

Remark 8. Although Theorem 12 is concerned with (O-CC) with linear inequalities, its proof extends to (O-CC) with nonlinear inequalities, as long as $d(\zeta, S(x))$ remains jointly convex in $(x, \zeta)$.

6 Numerical Experiments

We demonstrate the theoretical results through two numerical experiments: a (PTO) model using individual (P-CC) or (O-CC) in Section 6.1 and a (PP) model using joint (P-CC) in Section 6.2.
(a) **(CC) Optimal Portfolio**: $F = \text{Fixed Return}$, $S1 = \text{Least Profitable/Risky}$, $S10 = \text{Most Prof- itable/Risky}$

(b) **(P-CC) with } \delta = 0.005$

(c) **(P-CC) with } \delta = 0.01$

(d) **(O-CC) with } \delta = 0.005$

(e) **(O-CC) with } \delta = 0.01$

Figure 2: Optimal Portfolios of **(CC)**, **(P-CC)**, and **(O-CC)** Models
6.1 Portfolio Management

We consider a (PTO) model that seeks to maximize the expected return of a portfolio, while achieving a certain target return with high probability (see Example 1 and Section 7 in [XCM12]). Specifically, we consider 11 investments consisting of a fixed deposit, denoted by \( F \), with a deterministic rate of return \( 1 \) and 10 stocks, denoted by \( S_1\text{--}S_{10} \), with random rate of returns \( R_i \) and 
\[
R_i := R_{0,i} + r \quad \forall i \in [10],
\]
where \( R_{0,i} \sim \mathcal{N}(1 + 0.01i, (0.03i)^2) \) represents the randomness of stock \( i \) and \( r \sim \mathcal{N}(0, (0.01)^2) \) denotes the market effect on all stocks. Hence, \( S_1 \) is the least profitable/risky and \( S_{10} \) is the most profitable/risky. We consider the following models based on (P-CC) and (O-CC), respectively:
\[
\begin{align*}
\max_{x \in \mathbb{R}^n_+} & \quad \mathbb{E}\left[ \sum_{i=1}^{n} R_i x_i \right] \\
\text{s.t.} & \quad \inf_{Q \in \mathcal{P}} \mathbb{Q}\left( \sum_{i=1}^{n} R_i x_i \geq \eta \right) \geq 1 - \epsilon,
\end{align*}
\]
where \( \eta = 1.0 \) represents the target return and \( \epsilon \) is set to be 0.15. We characterize the Wasserstein ball \( \mathcal{P} \) so that the assumptions of Theorems 6 and 11 are satisfied and the two models above admit SOC representations. As a benchmark, we also consider a (CC) model by setting \( \delta = 0 \) in either model above.

The optimal portfolios produced by the (CC), (P-CC), and (O-CC) models are displayed in Figure 2. Comparing the optimal portfolio of (CC) in Figure 2a with those of (P-CC) in Figures 2b--2c, we observe that a pessimistic investor decreases her investment in the more profitable/risky stocks. In contrast, an optimistic investor focuses on the more profitable/risky stocks (see Figures 2d--2e).

6.2 Production Planning

We consider a (PP) model that seeks to procure production capacity so that all demands can be satisfied with high probability and a minimal procurement cost (see Example 2). Specifically, we consider the following formulation with (P-CC):
\[
\begin{align*}
\min_{x} & \quad c^T x, \\
\text{s.t.} & \quad \inf_{Q \in \mathcal{P}} \mathbb{Q}\left[ T x \geq \xi \right] \geq 1 - \epsilon, \\
& \quad 0 \leq x_i \leq U, \forall i \in [n],
\end{align*}
\]
where \( c \) represents the procurement costs, \( U \) represents a homogeneous upper bound of production capacity for all facilities, and the reference distribution \( \mathbb{P} \) of the Wasserstein ball \( \mathcal{P} \) is assumed to be pairwise independent and Gaussian. To apply Algorithm 1, we switch the objective function with (P-CC) to obtain
\[
\rho(u) = \max_{x \in \mathbb{R}^n_+, y \in \mathbb{R}_+} \phi(x, y) \equiv \int_0^y \left( \mathbb{P}\left[ \min_{t \in [m]} (T_i x - \zeta_i) \geq t \right] - (1 - \epsilon) \right) dt
\]
\[
\text{s.t.} \quad c^T x \leq u, \\
& \quad 0 \leq x_i \leq U, \forall i \in [n],
\]
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where we adjust the procurement budget $u$ and apply the algorithm with various $u$ to obtain a risk envelope. In addition, when applying Algorithm 1, we employ the stochastic approach described in [Nor93] to be the oracle $O_u(y_k, \varepsilon_k)$ in Step 5 and terminate the algorithm whenever the change in $y_k$ becomes sufficiently small, specifically, when $|y_k - y_{k+1}| \leq 10^{-6}$.

We demonstrate the convergence of Algorithm 1 in Figure 3 which is obtained by running the algorithm for five times on an instance with $n = 10, m = 5, U = 200, c$ randomly drawn from the set $\{1, \ldots, 10\}$, and $\mathbb{E}_P[\zeta_i]$ randomly drawn from the interval $[10, 51]$. In this figure, the solid line represents the difference between each iterate $\phi(x_k, y_k)$ and the final iterate $\phi^*$, averaged across the five runs, and the error bar represents the standard deviation of the difference. From this figure, we observe that Algorithm 1 converges at a linear rate in only a few iterations.

Figure 4: Risk envelopes under different risk thresholds

(a) $n = 10$ and $m = 5$

(b) $n = 30$ and $m = 20$
We demonstrate the trade-off between the robustness and the budget in Figure 1, which is obtained by solving instances with $\epsilon \in \{0.1, 0.15, 0.2\}$, $n \in \{10, 30\}$, and $m \in \{5, 20\}$. The vertical axis of this figure represents $\rho(u)$, i.e., the largest Wasserstein radius $\delta$ that allows (P-CC) to be satisfied. From this figure, we observe that, for fixed $\epsilon$, the largest allowable $\delta$ is an S-shaped function of the budget $u$. That is, $\delta$ remains at zero for small $u$, and then $\delta$ increases with a diminishing momentum as $u$ becomes larger. In addition, for fixed $\delta$, it needs a larger budget $u$ to keep (P-CC) satisfied as $\epsilon$ decreases.

**Appendix A  Proof of Lemma 2**

*Proof.* When $\alpha \geq 1$, the result follows from Theorem 1. When $\alpha = 0$, the result was proved in [BBV04] (see Exercise 3.48). When $\alpha = -\infty$, shifting the function along the vertical direction does not affect the convexity of its super level sets. Hence, it suffices to prove the result when $\alpha < 1$ and $\alpha \neq 0$.

We notice that $D$ is convex as it is the super-level set of the quasi-concave function $f$. Now, for any $x_1, x_2 \in D$ and $\theta \in (0, 1)$, the following holds for $x_\theta := \theta x_1 + (1 - \theta) x_2$:

$$f(x_\theta) \geq \left( \theta \cdot (f(x_1))^\alpha + (1 - \theta) \cdot (f(x_2))^\alpha \right)^{1/\alpha}.$$  \hfill (13)

By Minkowski’s Inequality with $p$ set to be $\alpha$, we have

$$\left( \left[ \theta^{1/\alpha} \cdot f(x_1) \right]^\alpha + \left[ (1 - \theta)^{1/\alpha} \cdot f(x_2) \right]^\alpha \right)^{1/\alpha} \geq \left( \left[ \theta^{1/\alpha} \cdot (f(x_1) - c) \right]^\alpha + \left[ (1 - \theta)^{1/\alpha} \cdot (f(x_2) - c) \right]^\alpha \right)^{1/\alpha}$$

$$+ \left( \left[ \theta^{1/\alpha} \cdot c \right]^\alpha + \left[ (1 - \theta)^{1/\alpha} \cdot c \right]^\alpha \right)^{1/\alpha},$$

from which we obtain

$$\left( \theta \cdot (f(x_1) - c)^\alpha + (1 - \theta) \cdot (f(x_2) - c)^\alpha \right)^{1/\alpha} + c \leq \left( \theta \cdot (f(x_1))^\alpha + (1 - \theta) \cdot (f(x_2))^\alpha \right)^{1/\alpha}.$$  \hfill (14)

Combining (13) and (14) concludes the proof:

$$f(x_\theta) - c \geq \left( \theta \cdot (f(x_1))^\alpha + (1 - \theta) \cdot (f(x_2))^\alpha \right)^{1/\alpha} - c$$

$$\geq \left( \theta \cdot (f(x_1) - c)^\alpha + (1 - \theta) \cdot (f(x_2) - c)^\alpha \right)^{1/\alpha}.$$

\hfill $\Box$

**Appendix B  Proof of Lemma 3**

*Proof.* By definition of CVaR, we have

$$\text{CVaR}_{1-\epsilon} (X^-) = \text{VaR}_{1-\epsilon} (X^-) + \frac{1}{\epsilon} \cdot \mathbb{E} [X^- - \text{VaR}_{1-\epsilon} (X^-)]^+.$$  \hfill (23)

We discuss two cases:

(i) If $0 < \text{VaR}_{1-\epsilon} (X)$, then $\text{VaR}_{1-\epsilon} (X^-) = 0$, from which

$$\text{CVaR}_{1-\epsilon} (X^-) = 0 + \frac{1}{\epsilon} \cdot \mathbb{E} [X^- - 0]^+ = 0.$$
(ii) If $0 \geq \text{VaR}_{1-\epsilon}(X)$, then $\text{VaR}_{1-\epsilon}(X^-) = \text{VaR}_{1-\epsilon}(X)$. It follows that
\[
\mathbb{E} [X^- - \text{VaR}_{1-\epsilon}(X)]^+ = \mathbb{E} \left( (X^- - \text{VaR}_{1-\epsilon}(X)) \cdot 1 \{ X^- \geq \text{VaR}_{1-\epsilon}(X) \} \right)
= \mathbb{E} \left( (X - \text{VaR}_{1-\epsilon}(X) - X^+) \cdot 1 \{ X \geq \text{VaR}_{1-\epsilon}(X) \} \right)
= \mathbb{E} \left( (X - \text{VaR}_{1-\epsilon}(X)) \cdot 1 \{ X \geq \text{VaR}_{1-\epsilon}(X) \} \right) - \mathbb{E} [X^+]
\]
where the first equality is by definitions of positive part $[.]^+$ and $1 \{ \cdot \}$, the second is due to
$\text{VaR}_{1-\epsilon}(X) \leq 0$ and the definitions of positive and negative parts, and the fourth is because
$X < \text{VaR}_{1-\epsilon}(X)$ implies $X^+ = 0$. We conclude the proof by noticing that
\[
\text{VaR}_{1-\epsilon}(X^-) + \frac{1}{\epsilon} \cdot \mathbb{E} [X^- - \text{VaR}_{1-\epsilon}(X^-)]^+ = \text{VaR}_{1-\epsilon}(X) + \frac{1}{\epsilon} \cdot \mathbb{E} [X - \text{VaR}_{1-\epsilon}(X)]^+ - \frac{1}{\epsilon} \cdot \mathbb{E} [X^+]
\]
\[
= \text{CVaR}_{1-\epsilon}(X) - \frac{1}{\epsilon} \cdot \mathbb{E} [X^+].
\]

Appendix C  Proof of Lemma \[\text{Lemma 4}\]

Proof. We denote the set of points whose distance to $S^c(x)$ is exactly $y$ by
\[
E := \{ \zeta \in \Xi : d(\zeta, S^c(x)) = y \}.
\]
We notice that $d(\zeta, S^c(x)) = d(\zeta, \text{cl} S^c(x))$, where $\text{cl} S^c(x)$ denotes the closure of $S^c(x)$. Then, by
the item (1) of \[\text{Erd45}\], we have $\text{Leb}(E) = 0$, which further implies that $\mathbb{P}(E) = 0$ because $\mathbb{P}$ is
absolutely continuous with respect to $\text{Leb}(\cdot)$ (see Theorem 2.2 in \[\text{Nor93}\]).

In addition, the Lebesgue measure of the event $\{ \zeta \in \Xi : f(x, \zeta) = y \}$ equals zero because $a_i(x) \neq 0$
for all $i \in [m] \setminus I(x)$. It follows that $f(x, \zeta)$ is atomless because $\mathbb{P}$ is absolutely continuous with respect to $\text{Leb}(\cdot)$.

Appendix D  Proof of Remark \[\text{Remark 3}\]

Proof. First, we define
\[
C_p(\epsilon') = \epsilon \text{CVaR}_{1-\epsilon}(Y) - \epsilon' \text{CVaR}_{1-\epsilon'}(Y)
\]
and recall from the statement of Theorem \[\text{3}\] that
\[
c_p = \inf_{\epsilon' \in (0, \epsilon)} \frac{\delta + C_p(\epsilon')}{\epsilon - \epsilon'}.
\]
Since $C_p'(\epsilon') = -\text{VaR}_{1-\epsilon}(Y)$ and $C''_p(\epsilon') = 1/f_Y(\text{VaR}_{1-\epsilon}(Y)) > 0$, where $f_Y$ denotes the probability
density function of $Y$, $C_p(\epsilon')$ is convex. Then, the objective function in \[\text{15}\] is quasiconvex because
it is a quotient of a convex function over an affine function (see Example 3.38 in \[\text{BBV04}\]). In
addition, the first derivative of this objective function reads
\[
G(\epsilon') := \frac{C_p'(\epsilon')(\epsilon - \epsilon') + (\delta + C_p(\epsilon'))}{(\epsilon - \epsilon')^2}.
\]
It follows that $G(\epsilon')$ tends to $-\infty$ as $\epsilon'$ tends to zero and to $+\infty$ as $\epsilon'$ tends to $\epsilon$. As a result, to obtain $c_p$ it suffices to solve the equation $G(\epsilon') = 0$, i.e., to search for an $\epsilon'_*$ such that

$$\delta + \int_{1-\epsilon}^{1-\epsilon'} \text{VaR}_q(Y) \, dq = \text{VaR}_{1-\epsilon'_*}(Y) \cdot (\epsilon - \epsilon'_*),$$

(16)

where $C_p(\epsilon'_*) = \int_{1-\epsilon}^{1-\epsilon'} \text{VaR}_q(Y) \, dq$ was established in the proof of Theorem 6. We make two observations.

(i) The first derivatives of the LHS and the RHS of (16) are $-\text{VaR}_{1-\epsilon'_*}(Y)$ and $-\text{VaR}_{1-\epsilon'_*}(Y) - (\epsilon - \epsilon'_*)/f_Y(-\text{VaR}_{1-\epsilon'_*}(Y))$, respectively. It follows that $\epsilon'_*$ increases as $\delta$ decreases.

(ii) $\epsilon'_*$ converges to $\epsilon$ as $\delta$ decreases to zero. For contradiction, suppose that $\epsilon'_*$ converges to $\overline{\epsilon} < \epsilon$. Then, driving $\delta$ down to zero in (16) leads to

$$0 = \int_{1-\epsilon}^{1-\epsilon'} \text{VaR}_q(Y) \, dq - \text{VaR}_{1-\epsilon'}(Y) \cdot (\epsilon - \overline{\epsilon}) > 0$$

as desired, where the inequality is because $\overline{\epsilon} < \epsilon$.

It follows that

$$\lim_{\delta \searrow 0} c_p = \lim_{\epsilon'_* \nearrow \epsilon} \frac{\delta + C_p(\epsilon'_*)}{\epsilon - \epsilon'_*} = \lim_{\epsilon'_* \nearrow \epsilon} \frac{-C_p(\epsilon'_*)(\epsilon - \epsilon'_*)}{\epsilon - \epsilon'_*} = \text{VaR}_{1-\epsilon}(Y),$$

where the second equality follows from the equation $G(\epsilon'_*) = 0$. This completes the proof. □

**Appendix E  Proof of Lemma 5**

*Proof.* We show that the hypograph of $\text{VaR}_{1-\epsilon}(f(x, \zeta))$, i.e.,

$$\mathcal{H} := \{(x, \theta): \text{VaR}_{1-\epsilon}(f(x, \zeta)) \geq \theta\}$$

is convex. To this end, we note that

$$\text{VaR}_{1-\epsilon}(f(x, \zeta)) \geq \theta \iff \mathbb{P}\{f(x, \zeta) \leq \theta\} \leq 1 - \epsilon \iff \mathbb{P}\{f(x, \zeta) - \theta \geq 0\} \geq \epsilon$$

where both equivalences are because $f(x, \zeta)$ is atomless. Since $f(x, \zeta) - \theta$ is jointly concave in $(x, \zeta, \theta)$ and $\mathbb{P}$ is $\alpha$-concave, $\mathbb{P}\{f(x, \zeta) - \theta \geq 0\}$ is $\alpha$-concave in $(x, \theta)$ on the set

$$\mathcal{H'} := \{(x, \theta): \exists \zeta \text{ such that } f(x, \zeta) - \theta \geq 0\}$$

by Theorem 7. Now, since $\mathcal{H} \subseteq \mathcal{H'}$, $\mathbb{P}\{f(x, \zeta) - \theta \geq 0\}$ is also $\alpha$-concave on $\mathcal{H}$ and $\mathcal{H}$ is convex because it is a super level set of $\mathbb{P}\{f(x, \zeta) - \theta \geq 0\}$. □

**Appendix F  Proof of Lemma 6**

*Proof.* For any $(\hat{x}, \hat{t}) \in \mathbb{R}^n \times \mathbb{R}_+$, consider a sequence $\{(x_k, t_k)\}$ that converges to $(\hat{x}, \hat{t})$ as $k$ goes to infinity. Then, for any $\zeta \in \Xi$ such that $f(\hat{x}, \zeta) - \hat{t} \neq 0$, we have

$$\lim_{k \to \infty} \mathbbm{1}\{f(x_k, \zeta) \geq t_k\} = \mathbbm{1}\{f(\hat{x}, \zeta) \geq \hat{t}\}$$
because the function $f(x, \zeta) - t$ is continuous in $(x, t)$. Hence, as a function of $\zeta$, $\mathbb{1}\{f(x_k, \zeta) \geq t_k\}$ converges pointwise to $\mathbb{1}\{f(\hat{x}, \zeta) \geq \hat{t}\}$ on the complement of
\[
\mathcal{U}_0 := \{ \zeta \in \Xi : f(\hat{x}, \zeta) = \hat{t} \}.
\]
It follows that
\[
\lim_{k \to \infty} \psi(x_k, t_k) + (1 - \epsilon) = \lim_{k \to \infty} \mathbb{P}[f(x_k, \zeta) \geq t_k]
= \lim_{k \to \infty} \int_{\Xi \setminus \mathcal{U}_0} \mathbb{1}\{\zeta : f(x_k, \zeta) \geq t_k\} \, d\mathbb{P}(\zeta)
= \int_{\Xi \setminus \mathcal{U}_0} \lim_{k \to \infty} \mathbb{1}\{\zeta : f(x_k, \zeta) \geq t_k\} \, d\mathbb{P}(\zeta)
= \int \mathbb{1}\{\zeta : f(\hat{x}, \zeta) \geq \hat{t}\} \, d\mathbb{P}(\zeta) = \psi(\hat{x}, \hat{t}) + (1 - \epsilon),
\]
where the second and fourth equality are because $\text{Leb}(\mathcal{U}_0(x, t)) = 0$, and the third equality is by the dominated convergence theorem. The continuity of $\phi$ can be established in a similar way: let $\{(x_k, y_k)\}_k$ be a sequence such that converges to $(\hat{x}, \hat{y})$. Then,
\[
\lim_{k \to \infty} \phi(x_k, y_k) = \int_{\mathbb{R}^+} \lim_{k \to \infty} \psi(x_k, t) \cdot \mathbb{1}\{t \leq y_k\} \, dt = \int_{\mathbb{R}^+ \setminus \{\hat{y}\}} \psi(\hat{x}, t) \cdot \lim_{k \to \infty} \mathbb{1}\{t \leq y_k\} \, dt
= \int_{\mathbb{R}^+ \setminus \{\hat{y}\}} \psi(\hat{x}, t) \cdot \mathbb{1}\{t \leq \hat{y}\} \, dt = \phi(\hat{x}, \hat{y}),
\]
where the first equality is by the dominated convergence theorem, and the second equality is because $\psi$ is continuous and $\mathbb{1}\{t \leq y_k\}$ has a limit as $k \to \infty$ when $t \neq \hat{y}$. This completes the proof.

**Appendix G  Proof of Proposition 2**

**Proof.** We first show the $\alpha^*_x$-concavity of $\phi(x, y)$ using a similar argument as in the proof of Theorem 8. Recall that $\psi(x, t) = \mathbb{P}[f(x, \zeta) \geq t] - (1 - \epsilon)$ and $\phi(x, y) = \int_{\mathbb{R}} \psi(x, t) \, dt$. Pick any $(x_0, y_0), (x_1, y_1) \in \text{dom} \phi$, then their midpoint $(x_{1/2}, y_{1/2}) := \frac{1}{2} (x_0, y_0) + \frac{1}{2} (x_1, y_1)$ lies in $\text{dom} \phi$ because $\text{dom} \phi$ is convex by Lemma 5. Define $S_i = [0, y_i]$ and pick any $t_i \in S_i$ for $i = 0, 1$. Since $\psi(x, t)$ is $\alpha$-concave by Lemma 2, it holds that
\[
\psi(x_{1/2}, t_{1/2}) \geq m_\alpha\left[\psi(x_0, t_0), \psi(x_0, t_0); \frac{1}{2}\right].
\]
It follows from Theorem 8 that
\[
\int_{S_0 + \frac{1}{2} S_1} \psi(x_{1/2}, t) \, dt \geq m_\alpha^* \left[\int_{S_0} \psi(x_0, t) \, dt, \int_{S_1} \psi(x_1, t) \, dt; \frac{1}{2}\right],
\]
or equivalently, $\phi(x_{1/2}, y_{1/2}) \geq m_\alpha^* [\phi(x_0, y_0), \phi(x_1, y_1); 1/2]$. This shows the midpoint $\alpha^*_x$-concavity of $\phi(x, y)$, which together with its continuity (see Lemma 6) shows the $\alpha^*_x$-concavity.

Second, the closedness of $\text{dom} \phi$ follows from the continuity of $\psi$ by Lemma 6.

Third, we show that constraints (10b)–(10c) are equivalent to (10d). To this end, we pick any $x$ that satisfies (10b)–(10c). Then, by letting $y := \text{VaR}_e(f(x, \zeta)) \geq 0$, we obtain $\delta \leq \phi(x, y)$, which
implies constraint (10d). On the contrary, pick any $x$ that satisfies (10d). Then, by definition there exists a $y \geq 0$ such that $\delta \leq \phi(x,y)$. Since $\delta > 0$ and $\phi(x,y) = \int_0^y (P[f(x,\zeta) \geq t] - (1-\epsilon)) dt$, there exists a $t \in [0,y]$ such that $P[f(x,\zeta) \geq t] \geq (1-\epsilon)$, which implies that $P[f(x,\zeta) \geq 0] \geq (1-\epsilon)$, i.e., constraint (10c). Finally, we notice that $\phi(x,y) \leq \phi(x,\text{VaR}_\epsilon(f(x,\zeta)))$ and hence $\delta \leq \phi(x,\text{VaR}_\epsilon(f(x,\zeta)))$, i.e., constraint (10d). This completes the proof.

Appendix H  Proofs of Preparatory Lemmas 8, 9, and 10

Lemma 8. Let $\{(x_k, y_k)\}_k$ represent a sequence of iterates produced by Algorithm 1. Then, all iterates are feasible, i.e., $(x_k, y_k) \in S$ for all $k$. In addition, it holds that

$$\lim_{k \to \infty} \phi(x_k, y_k) = \lim_{k \to \infty} \phi(x_{k+1}, y_k).$$

Proof. First, recall that $S \equiv \text{dom} \phi \cap \{(x,y) \in X \times \mathbb{R}_+ : c^\top x \leq u\}$ is compact. Since $\phi(x,y)$ is continuous by Lemma 6, it is bounded on $S$. In addition, we notice that by construction the $\phi$-values of the iterates produced by Algorithm 1 are non-decreasing, i.e.,

$$0 < \phi(x_1, y_1) \leq \phi(x_2, y_1) \leq \phi(x_2, y_2) \leq \cdots \leq \phi(x_k, y_k) \leq \phi(x_{k+1}, y_k) \leq \cdots (17)$$

Hence, this non-decreasing, bounded sequence converges to a finite value. It follows that the two subsequences $\{(x_k, y_k)\}_k$ and $(\phi(x_{k+1}, y_k))_k$ converge to the same limit.

Second, we recall that $(x_1, y_1) \in S$ by construction. For all $k \geq 2$, $\phi(x_{k+1}, y_k) > 0$ by (17), which implies that there exists a $t \in [0,y_k]$ such that $P[f(x_{k+1}, \zeta) \geq t] > 1-\epsilon$. Then, $P[f(x_{k+1}, \zeta) \geq 0] > 1-\epsilon$, or equivalently, $\text{VaR}_\epsilon(f(x_{k+1}, \zeta)) > 0$. It follows that $y_{k+1} \equiv \text{VaR}_\epsilon(f(x_{k+1}, \zeta)) \geq 0$ and so $(x_{k+1}, y_{k+1}) \in S$. This completes the proof.

Lemma 9. Let $(x^*, y^*)$ represent a limit point of the sequence $\{(x_k, y_k)\}_k$. Then, it holds that

$$\phi(x^* + d_x, y^*) \leq \phi(x^*, y^*) \quad \text{and} \quad \phi(x^*, y^* + d_y) \leq \phi(x^*, y^*)$$

for all $d_x \in \mathbb{R}^n, d_y \in \mathbb{R}$ such that $(x^* + d_x, y^*) \in S$ and $(x^*, y^* + d_y) \in S$. In addition, if $(x^* + d_x, y^* + d_y) \in S$, then the directional derivative of $\phi(x,y)$ along $(d_x, d_y)$ satisfies

$$\phi'(x^*, y^*; (d_x, d_y)) := \lim_{s \to 0^+} \frac{1}{s} \left[ \phi(x^* + sd_x, y^* + sd_y) - \phi(x^*, y^*) \right] \leq 0.$$

Proof. We split the proof into three parts: the perturbation along $(0, d_y)$, the perturbation along $(d_x, 0)$, and the directional derivative $\phi'(x^*, y^*; (d_x, d_y))$. For notation brevity, we assume, by passing to a subsequence if needed, that $\{(x_k, y_k)\}_k$ converges to $(x^*, y^*)$.

(Perturbation along $(0, d_y)$) By definition of $(x^*, y^*)$, it holds that

$$\left| y^* - \text{VaR}_\epsilon(f(x^*, \zeta)) \right| = \lim_{k \to \infty} |y_k - \text{VaR}_\epsilon(f(x_k, \zeta))|$$

$$= \lim_{k \to \infty} |(y_k - \text{VaR}_\epsilon(f(x_k, \zeta)))| = \lim_{k \to \infty} |\epsilon_k| = 0,$$

where the second and third equalities are due to the continuity of $\text{VaR}_\epsilon(f(x, \zeta))$ (see Lemma 5) and $|\cdot|$, respectively. Therefore, $\phi(x^*, y^* + d_y) \leq \phi(x^*, y^*)$ because $y^* = \text{VaR}_\epsilon(f(x^*, \zeta))$ is a maximizer of $\phi(x^*, y)$ for fixed $x^*$. 
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(Perturbation along \( (d_x,0) \)) First, suppose that \((x^* + d_x, y^*)\) lies in the interior of \(S\), denoted by \(\text{int}(S)\). Then, since \(\{(x_k, y_k)\}_k\) converges to \((x^*, y^*)\), there exist neighborhoods \(N \subseteq S\) and \(N^d \subseteq S\) of \((x^*, y^*)\) and \((x^* + d_x, y^*)\), respectively, such that \((x_k, y_k) \in N\) and \((x_k + d_x, y_k) \in N^d\) for sufficiently large \(k\). Then, by construction it holds that

\[
\phi(x_k + d_x, y_k) \leq \max_x \phi(x, y_k) \leq \phi(x_{k+1}, y_k) + \epsilon_k.
\]

Driving \(k\) to infinity yields

\[
\phi(x^* + d_x, y^*) \leq \phi(x^*, y^*)
\]

by continuity of \(\phi\) and Lemma \[8\].

Second, suppose that \((x^* + d_x, y^*)\) lies on the boundary of \(S\). Then, for all positive integers \(M\), \((x^*+(1-1/M)d_x, y^*) \in \text{int}(S)\) by convexity of \(S\). It follows that \(\phi(x^*+(1-1/M)d_x, y^*) \leq \phi(x^*, y^*)\). Driving \(M\) to infinity yields \(\phi(x^* + d_x, y^*) \leq \phi(x^*, y^*)\) by continuity of \(\phi\).

(Directional derivative) Since \(\phi(x, y)\) is log-concave and \(\phi(x^*, y^*) > 0\), \(\phi\) is directionally differentiable at \((x^*, y^*)\) by Lemma 2.4 in \[Nor93\]. Hence, \(\phi'(x^*, y^*; (d_x, d_y))\) is well-defined. To compute \(\phi'(x^*, y^*; (d_x, d_y))\), we define \(\varphi(x, t) := \mathbb{P} \{ f(x, \zeta) \geq t \}\) and recast the finite difference

\[
\phi(x^* + s d_x, y^* + s d_y) - \phi(x^*, y^*) = \phi(x^* + s d_x, y^*) + \phi(x^* + s d_x, y^*) - \phi(x^*, y^*)
\]

\[
= \int_{y^*}^{y^* + s d_y} \left( \varphi(x^* + s d_x, t) - (1 - \epsilon) \right) dt + \left( \phi(x^* + s d_x, y^*) - \phi(x^*, y^*) \right).
\]

(18)

For the second term in \(\text{LHS}\), we have

\[
\lim_{s \to 0^+} \frac{1}{s} \left[ \phi(x^* + s d_x, y^*) - \phi(x^*, y^*) \right] = \phi'(x^*, y^*; (d_x, 0)) \leq 0
\]

because \(\phi(x^* + s d_x, y^*) \leq \phi(x^*, y^*)\) for all sufficiently small \(s > 0\). In what follows, we address the first term in \(\text{LHS}\). To that end, we notice that \(\varphi(x, t)\) is log-concave on

\[
\text{dom} \varphi := \{ (x, t) \in \mathbb{R} \times \mathbb{R}_+: \exists \zeta \text{ such that } f(x, \zeta) - t \geq 0 \}
\]

and \((x^*, y^*) \in \text{int}(\text{dom} \varphi)\) because

\[
\mathbb{P} \{ f(x^*, \zeta) - y^* > 0 \} = \mathbb{P} \{ f(x^*, \zeta) - y^* \geq 0 \} \geq 1 - \epsilon,
\]

which implies that there exists a \(\hat{\zeta} \in \Xi\) such that \(f(x^*, \hat{\zeta}) - y^* > 0\). By continuity of \(f\), we also have \(f(x', \hat{\zeta}) - y' \geq 0\) for all \((x', y')\) sufficiently close to \((x^*, y^*)\). Since \(\varphi(x^*, y^*)\) is strictly positive and \(\ln \varphi(x, t)\) is concave on \(\text{dom} \varphi\), \(\ln \varphi(x, t)\) is locally Lipschitz at \((x^*, y^*)\), i.e., there exist \(M > 0\) and \(r > 0\) such that

\[
\left| \ln \varphi(x, t) - \ln \varphi(x^*, y^*) \right| \leq M \|(x - x^*, t - y^*)\|_2 \quad \forall (x, t) \in \mathcal{B}((x^*, y^*), r),
\]

where \(\mathcal{B}((x^*, y^*), r)\) denotes a Euclidean ball centered around \((x^*, y^*)\) with radius \(r\). For all \(s > 0\) sufficiently small such that \(s \cdot \|(d_x, d_y)\|_2 \leq r/2\) and all scalar \(t\) such that \(|t - y^*| < s|d_y|\), we have

\[
\left| \ln \varphi(x^* + s d_x, t) - \ln \varphi(x^*, t) \right| \leq \left| \ln \varphi(x^* + s d_x, t) - \ln \varphi(x^*, y^*) \right| + \left| \ln \varphi(x^*, y^*) - \ln \varphi(x^*, t) \right|
\]

\[
\leq M \|(s d_x, t - y^*)\|_2 + M \|(0, t - y^*)\|_2
\]

\[
\leq M \|(s d_x, s d_y)\|_2 + M \|(0, s d_y)\|_2
\]

\[
\leq 2sM \|(d_x, d_y)\|_2,
\]
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where the first inequality is because of the triangle inequality, the second inequality is because \( \ln \varphi_0 \) is locally Lipschitz around \((x^*, y^*)\), and the third inequality is because

\[
\| (sd_x, t - y^*) \|_2^2 = \| sd_x \|_2^2 + |t - y^* |^2 \leq \| sd_y \|_2^2 = \| (sd_x, sd_y) \|_2^2.
\]

We bound the first term in \([18]\) by discussing the following two cases. First, if \( d_y > 0 \), then it holds that

\[
\int_{y^*}^{y^* + sd_y} (\varphi(x^* + sd_x, t) - (1 - \epsilon)) \, dt = \int_{y^*}^{y^* + sd_y} \left( \exp \left[ \ln \varphi(x^* + sd_x, t) \right] - (1 - \epsilon) \right) \, dt \\
\leq \int_{y^*}^{y^* + sd_y} \left( \exp \left[ \ln \varphi(x^*, t) + 2sM\|(d_x, d_y)\|_2 \right] - (1 - \epsilon) \right) \, dt \\
= \exp \left[ 2sM\|(d_x, d_y)\|_2 \right] \left( \int_{y^*}^{y^* + sd_y} \left[ \varphi(x^*, t) - (1 - \epsilon) \right] \, dt + (1 - \epsilon)(1 - \exp [-2sM\|(d_x, d_y)\|_2]) \, sd_y \right).
\]

It follows that

\[
\lim_{s \to 0^+} \frac{1}{s} \int_{y^*}^{y^* + sd_y} (\varphi(x^* + sd_x, t) - (1 - \epsilon)) \, dt \\
\leq \left( \lim_{s \to 0^+} \exp \left[ 2sM\|(d_x, d_y)\|_2 \right] \right) \cdot \left( \phi'(x^*, y^*; (0, d_y)) + \lim_{s \to 0^+} \frac{1}{s}(1 - \epsilon)(1 - \exp [-2sM\|(d_x, d_y)\|_2]) \, sd_y \right) \\
= \phi'(x^*, y^*; (0, d_y)),
\]

where the inequality is because

\[
\lim_{s \to 0^+} \frac{1}{s} \int_{y^*}^{y^* + sd_y} \left[ \varphi(x^*, t) - (1 - \epsilon) \right] \, dt = \lim_{s \to 0^+} \frac{1}{s} \left[ \phi(x^*, y^* + sd_y) - \phi(x^*, y^*) \right] = \phi'(x^*, y^*; (0, d_y)).
\]

Second, if \( d_y < 0 \), then it holds that

\[
\int_{y^*}^{y^* + sd_y} (\varphi(x^* + sd_x, t) - (1 - \epsilon)) \, dt = \int_{y^*}^{y^*} (\exp \left[ \ln \varphi(x^* + sd_x, t) \right] - (1 - \epsilon)) \, dt \\
\leq \int_{y^*}^{y^*} \left( - \exp \left[ \ln \varphi(x^*, t) + 2sM\|(d_x, d_y)\|_2 \right] + (1 - \epsilon) \right) \, dt \\
= \exp \left[ - 2sM\|(d_x, d_y)\|_2 \right] \left( \int_{y^*}^{y^* + sd_y} \left[ - \varphi(x^*, t) + (1 - \epsilon) \exp [2sM\|(d_x, d_y)\|_2] \right] \, dt \right) \\
= \exp \left[ - 2sM\|(d_x, d_y)\|_2 \right] \left( \int_{y^*}^{y^* + sd_y} \left[ \varphi(x^*, t) - (1 - \epsilon) \exp [2sM\|(d_x, d_y)\|_2] \right] \, dt \right) \\
= \exp \left[ - 2sM\|(d_x, d_y)\|_2 \right] \left( \int_{y^*}^{y^* + sd_y} \left[ \varphi(x^*, t) - (1 - \epsilon) \right] \, dt + (1 - \epsilon)(1 - \exp [2sM\|(d_x, d_y)\|_2]) \, sd_y \right),
\]

where the inequality is because \( \ln \varphi(x^* + sd_x, t) \geq \ln \varphi(x^*, t) - 2sM\|(d_x, d_y)\|_2 \) and that the function
− \exp(\cdot) is monotonically decreasing. It follows that
\[
\lim_{s \to 0^+} \frac{1}{s} \int_{y^*}^{y^* + s d y} (\varphi(x^* + s d x, t) - (1 - \epsilon)) \, dt
\]
\[
\leq \left( \lim_{s \to 0^+} \exp \left[ -2 s M \|d_x, d_y\|_2 \right] \right) \cdot \left( \phi'(x^*, y^*; (0, d_y)) + \lim_{s \to 0^+} \frac{1}{s} (1 - \epsilon) \right) \exp \left[ 2 s M \|d_x, d_y\|_2 \right] s d y
\]
= \phi'(x^*, y^*; (0, d_y)).

Finally, applying the above analysis on both terms in (18) yields
\[
\phi'(x^*, y^*; (d_x, d_y)) = \lim_{s \to 0^+} \frac{1}{s} \left[ \phi(x^* + s d x, y^* + s d y) - \phi(x^*, y^*) \right]
\]
\[
\leq \phi'(x^*, y^*; (0, d_y)) + \phi'(x^*, y^*; (d_x, 0)) \leq 0,
\]
which completes the proof.

Lemma 10. For all \((x, y) \in \text{dom} \phi\) with \(\phi(x, y) > 0\), the directional derivative \(\phi'(x, y; \Delta)\) at \((x, y)\) along direction \(\Delta\) is continuous and positively homogeneous in \(\Delta\).

Proof. For notation brevity, we denote \(z = (x, y)\). Then, it holds that
\[
\phi'(z; \Delta) = \lim_{s \to 0^+} \frac{1}{s} \left[ \phi(z + s \Delta) - \phi(z) \right]
\]
= \lim_{s \to 0^+} \left\{ \frac{\exp(\ln \phi(z + s \Delta)) - \exp(\ln \phi(z))}{\ln \phi(z + s \Delta) - \ln \phi(z)} \cdot \frac{\ln \phi(z + s \Delta) - \ln \phi(z)}{s} \right\}
\[
= \phi(z) \lim_{s \to 0^+} \frac{\ln \phi(z + s \Delta) - \ln \phi(z)}{s} = \phi(z) \cdot (\ln \phi)'(z; \Delta),
\]
where the third equality follows from the L’Hôpital’s rule. Since \((\ln \phi)'(z; \Delta)\) is convex and positively homogeneous in \(\Delta\) by Proposition 17.2 in [BC+11], so is \(\phi'(z; \Delta)\). The continuity of \(\phi'(z; \Delta)\) follows from its convexity, which completes the proof.

Appendix I    Proof of Theorem 10

Proof. By Theorem 1 in [GK16], \((O-\text{CC})\) is equivalent to inequality
\[
\sup_{Q \in \mathcal{P}} \mathbb{Q}[A(x) \xi \leq b(x)] \equiv \min_{\lambda \geq 0} \left\{ \lambda \delta - \mathbb{E}_\mathcal{P} \left[ \inf_{\xi \in \Xi} \left\{ \lambda \|\zeta - \xi\| - 1 \{ \xi \in \mathcal{S}(x) \} \right\} \right] \right\} \geq 1 - \epsilon.
\]
Noting that for any fixed \(x \in \mathbb{R}^n\) and \(\zeta \in \Xi\)
\[
\inf_{\xi \in \Xi} \left\{ \lambda \|\zeta - \xi\| - 1 \{ \xi \in \mathcal{S}(x) \} \right\} = \begin{cases} -1 & \text{if } \zeta \in \mathcal{S}(x) \\ \min \{ \lambda \cdot d(\zeta, \mathcal{S}(x)) - 1, 0 \} & \text{if } \zeta \notin \mathcal{S}(x) \end{cases}
\]
= \min \{ \lambda \cdot d(\zeta, \mathcal{S}(x)) - 1, 0 \},
we recast \(X^*\) as
\[
\lambda \delta + \mathbb{E}_\mathcal{P} \left[ \max \{ 1 - \lambda \cdot d(\zeta, \mathcal{S}(x)), 0 \} \right] \geq 1 - \epsilon \quad \forall \lambda \geq 0.
\]
We notice that the above inequality automatically holds when \( \lambda = 0 \) because, in this case, the LHS equals one. Hence, we can drop this case and assume that \( \lambda > 0 \). Then, we divide both sides by \( \lambda \) and denote \( \gamma = 1/\lambda \) to obtain
\[
\delta + \mathbb{E}_P \left[ (\gamma - d(\zeta, S(x)), 0)^+ \right] \geq (1 - \epsilon)\gamma \quad \forall \gamma \geq 0.
\]

We notice that the above inequality holds for all \( \gamma < 0 \) because, in that case, the LHS is positive and the RHS is negative. Hence, we expand the domain of \( \gamma \) to be the whole real line and finish the proof as follows:
\[
(-\gamma) + \frac{1}{1 - \epsilon} \mathbb{E}_P \left[ (-d(\zeta, S(x)) - (-\gamma), 0)^+ \right] \geq -\frac{\delta}{1 - \epsilon} \quad \forall \gamma \in \mathbb{R}
\]
\[
\iff \inf_{-\gamma \in \mathbb{R}} \left\{ (-\gamma) + \frac{1}{1 - \epsilon} \mathbb{E}_P \left[ (-d(\zeta, S(x)) - (-\gamma), 0)^+ \right] \right\} \geq -\frac{\delta}{1 - \epsilon}
\]
\[
\iff \text{CVaR}_\epsilon \left( -d(\zeta, S(x)) \right) + \frac{\delta}{1 - \epsilon} \geq 0.
\]

\[\square\]

**Appendix J  Proof of Lemma 7**

**Proof.** Since \( d(\zeta, S(x)) \) is defined through a convex program, in which the Slater’s condition holds, we take the dual to obtain
\[
d(\zeta, S(x)) = \max_{\lambda \leq 0} \left\{ \Lambda^T [b(x) - A\zeta] : \|A^T \lambda\|_* \leq 1 \right\}.
\]

This completes the proof. \[\square\]
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