Abstract

We study the spectrum of inner-product kernel matrices, i.e., $n \times n$ matrices with entries $h(\langle x_i, x_j \rangle/d)$ where the $(x_i)_{i \leq n}$ are i.i.d. random covariates in $\mathbb{R}^d$. In the linear high-dimensional regime $n \asymp d$, it was shown that these matrices are well approximated by their linearization, which simplifies into the sum of a rescaled Wishart matrix and identity matrix. In this paper, we generalize this decomposition to the polynomial high-dimensional regime $n \asymp d^\ell$, $\ell \in \mathbb{N}$, for data uniformly distributed on the sphere and hypercube. In this regime, the kernel matrix is well approximated by its degree-$\ell$ polynomial approximation and can be decomposed into a low-rank spike matrix, identity and a ‘Gegenbauer matrix’ with entries $Q_\ell(\langle x_i, x_j \rangle)$, where $Q_\ell$ is the degree-$\ell$ Gegenbauer polynomial. We show that the spectrum of the Gegenbauer matrix converges in distribution to a Marchenko-Pastur law.

This problem is motivated by the study of the prediction error of kernel ridge regression (KRR) in the polynomial regime $n \asymp d^\kappa$, $\kappa > 0$. Previous work showed that for $\kappa \not\in \mathbb{N}$, KRR fits exactly a degree-$\lfloor \kappa \rfloor$ polynomial approximation to the target function. In this paper, we use our characterization of the kernel matrix to complete this picture and compute the precise asymptotics of the test error in the limit $n/d^\kappa \to \psi$ with $\kappa \in \mathbb{N}$. In this case, the test error can present a double descent behavior, depending on the effective regularization and signal-to-noise ratio at level $\kappa$. Because this double descent can occur each time $\kappa$ crosses an integer, this explains the multiple descent phenomenon in the KRR risk curve observed in several previous works.
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1 Introduction

Kernel methods are among the most popular tools in statistics and machine learning and have been extensively studied in the classical bias-variance trade-off setting [BTA11, Wai19]. Over the past few years, they have attracted a renewed interest because of their connection to neural networks in the ‘neural tangent kernel’ regime [JGH18, LL18, DZPS18, LXS+19, AZLS19, COB19]. Moreover, it was argued in [BMM18] that kernel methods share a number of surprising phenomena with deep learning, which are not explained by classical theory. This prompted a number of works to study kernel methods in the ‘overfitted regime’, which brought to light several interesting behavior: near optimality of interpolators and benign overfitting [LR20, GMMM21, BLLT20], self-induced regularization [GMMM21, LRZ20] and double descent of the prediction risk [MM22, HMRT22]. These phenomena appear in the high-dimensional regime, when both the number of samples $n$ and the dimensionality $d$ of the data are large [RZ19], and are not captured by previous approaches such as capacity/source conditions [CDV07]. This motivates the development of theory specific to kernel methods in high-dimension.

The seminal work [EK10] studies the spectrum of inner-product kernel matrices in the linear high-dimensional regime $n \asymp d$ as $d, n \to \infty$. Consider an inner-product kernel function $H_d$:
$\mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ induced by some function $h : \mathbb{R} \rightarrow \mathbb{R}$, i.e., $H_d(x_1, x_2) = h(\langle x_1, x_2 \rangle / d)$. Given $n$ i.i.d. covariates $\{x_i\}_{i \in [n]}$ with $x_i \in \mathbb{R}^d$, the empirical kernel matrix is given by

$$H = \left( h(\langle x_i, x_j \rangle / d) \right)_{i,j \in [n]} \in \mathbb{R}^{n \times n}. \quad (1)$$

[EK10] showed that when $n, d \rightarrow \infty$ with $n/d = \Theta(1)$, the random matrix $H$ can be approximated consistently in operator norm by its linearization $\overline{H}_{\text{lin}}$ (i.e., $\|H - \overline{H}_{\text{lin}}\|_{op} \rightarrow 0$ in probability):

$$\overline{H}_{\text{lin}} = \alpha 11^T + \beta \frac{XX^T}{d} + \mu I_n, \quad (2)$$

where $X = [x_1, \ldots, x_n]^T \in \mathbb{R}^{n \times d}$ and, when covariates are isotropic,

$$\alpha = h(0) + h''(0)/(2d), \quad \beta = f'(0), \quad \mu = h(1) - h(0) - h'(0).$$

The linearization of the kernel matrix in the linear high-dimensional asymptotics was later used to bound the prediction error of kernel ridge regression (KRR) [LR20, LLS21, BMR21]. In particular, it was shown that KRR can learn at most a linear approximation to the target function in that regime. In order to study a more realistic scenario where $n \gg d$ with $n, d$ large, several works have proposed to consider a more general polynomial high-dimensional regime, with $n \asymp d^\kappa$ for fixed $\kappa \in \mathbb{R}_{>0}$ as $d, n \rightarrow \infty$ [GMMM21, LRZ20, GMMM20, CBP21, MMM21a]. The papers most relevant to our setting [GMMM21, MMM21a] require the eigenvalues of the kernel operator to have a ‘spectral gap’ in their analysis, and only apply to $\kappa \notin \mathbb{N}$ for isotropic data (see Section 3). In that case, they show that the kernel matrix (1) can be well approximated by its degree-$\lfloor \kappa \rfloor$ polynomial approximation $\overline{H}_{\text{poly},\lfloor \kappa \rfloor} := H_{\leq \lfloor \kappa \rfloor} + \mu_{>\lfloor \kappa \rfloor} I_n$, where $H_{\leq \lfloor \kappa \rfloor}$ is a degree-$\lfloor \kappa \rfloor$ polynomial in the Gram matrix $(\langle x_i, x_j \rangle)_{i,j \in [n]}$. In particular, the matrix $H_{\leq \lfloor \kappa \rfloor}$ is low-rank (rank $= \Theta(d^{\lfloor \kappa \rfloor}) \ll d^\kappa \asymp n$) with diverging non-zero eigenvalues (a ‘spike matrix’). [GMMM21, MMM21a] use this approximation to show that KRR essentially works as a shrinkage operator in this regime, and fits a degree-$\lfloor \kappa \rfloor$ polynomial approximation to the target function. However, for $\kappa \in \mathbb{N}$, the matrix $H_{\leq \kappa}$ is not low rank anymore and its analysis and the analysis of KRR remains open. Similarly, [LRZ20] provides an upper bound on the variance of KRR with isotropic data, which vanishes when $\kappa \notin \mathbb{N}$ and is vacuous for $\kappa \in \mathbb{N}$. They argue from simulation that such a behavior is to be expected as the test error of KRR can display peaks at $\kappa \in \mathbb{N}$.

The goal of this paper is to complete this picture and analyze the kernel matrix $H$ and the test error of KRR for $n \asymp d^\ell$, for any fixed $1 \leq \ell \in \mathbb{N}$. We consider data uniformly distributed on either the sphere $S^{d-1}(\sqrt{d}) = \{x \in \mathbb{R}^d : \|x\|_2 = \sqrt{d}\}$ of radius $\sqrt{d}$, or the hypercube $2^d = \{+1, -1\}^d$. We will write $A_d \in \{S^{d-1}(\sqrt{d}), 2^d\}$ and $x \sim \text{Unif}(A_d)$. While we present our results for these two simple data distributions, we note that all the results and proofs in this paper can be restated in the abstract setting of [MMM21a], which only requires the eigenvalues and eigenfunctions of the kernel operator to follow some decay and concentration properties.\footnote{The ‘spectral gap’ condition mentioned above would be relaxed to a convergence condition on the eigenvalues of order $\lambda_i = O(n^{-1})$, with the associated eigenfunctions verifying a condition similar to Proposition 1.} \footnote{We will denote $\kappa \in \mathbb{R}_{>0}$ the general exponent for $n \asymp d^\kappa$, and prefer the notation $\kappa = \ell$ when $\kappa \in \mathbb{N}$.} The drawback of this abstract setting is the difficulty of checking whether these conditions are verified in specific examples, which requires an exact eigendecomposition of the kernel and often a substantial amount of work (see examples in [MMM21b, MM21]).

The rest of the paper is organized as follows. We summarize our main results in Section 1.1 and discuss related work in Section 2. In Section 3, we present the polynomial approximation of the kernel matrix in the polynomial regime and show that its spectrum converges to a shifted and rescaled Marchenko-Pastur law. Finally, we compute in Section 4 the precise asymptotics of the test error of KRR with inner-product kernel when $n/d^\ell \rightarrow \psi$.\footnote{We will denote $\kappa \in \mathbb{R}_{>0}$ the general exponent for $n \asymp d^\kappa$, and prefer the notation $\kappa = \ell$ when $\kappa \in \mathbb{N}$.}
1.1 Summary of main results

1.1.1 Spectrum of inner-product kernel matrices in the polynomial regime

The spectral analysis of the kernel matrix is based on the explicit eigendecomposition of inner-product kernels on $A_d$, in terms of the orthogonal Gegenbauer polynomials $\{Q^d_k\}_{k \geq 0}$; [GMMM21, MMM21a] showed that the high-degree part of the kernel matrix behaves as an isometry. Hence for $n = \Theta(d^\ell)$, the kernel matrix can be approximated consistently in operator norm by its degree-$\ell$ polynomial approximation

$$\mathcal{H}_{\text{poly-}\ell} = \mathcal{H}_{\leq \ell-1} + \mu_{d,\ell} Q_\ell + \mu_{d,>\ell} I_n,$$

where $\mathcal{H}_{\leq \ell-1} = (h_{\leq \ell-1}(\langle x_i, x_j \rangle))_{i,j \in [n]}$ with $h_{\leq \ell-1}$ the degree-$(\ell - 1)$ polynomial approximation of $h$ in $L^2(A_d)$, and $Q_\ell = (Q^d_\ell(\langle x_i, x_j \rangle))_{i,j \in [n]}$ with $Q^d_\ell$ the degree-$\ell$ Gegenbauer polynomial. The matrix $\mathcal{H}_{\leq \ell-1}$ has rank $\Theta(d^{\ell-1}) \ll n$ (the dimension of the space of degree-$(\ell - 1)$ polynomials), with smallest non-zero eigenvalue $\lambda_{\min}(\mathcal{H}_{\leq \ell-1}) = \Omega_{d,P}(d)$ for generic (universal) kernel $h$ [GMMM21]. Hence, $\mathcal{H}_{\leq \ell-1}$ corresponds to a low-rank spike matrix with diverging eigenvalues and whose eigenspace will align (in some sense) with the subspace $V_{\leq \ell-1}$ in $L^2(A_d)$ of all polynomials of degree $\leq \ell - 1$.

On the other hand, $Q_\ell$ has rank $\min(n, B(A_d, \ell))$, where $B(A_d, \ell) = \Theta(d^\ell)$ denote the dimension of the subspace $V_\ell$ of degree-$\ell$ polynomials orthogonal to $V_{\leq \ell-1}$. We show that its spectrum converges to a Marchenko-Pastur distribution:

**Theorem** (Spectrum of $Q_\ell$). Let $\nu_{\text{MP, } \psi}$ be the Marchenko-Pastur distribution with aspect ratio $\psi > 0$, and $\hat{\nu}_n$ the empirical spectral distribution of $Q_\ell$. Then $\hat{\nu}_n$ converges in distribution to $\nu_{\text{MP, } \psi}$, almost surely as $\lim_{d \to \infty} \frac{n}{\mathcal{H}^{(d)}_{A_d,\ell}} = \psi$.

This theorem with the decomposition (3) shows that the spectrum of the kernel matrix converges to a shifted and rescaled Marchenko-Pastur distribution when $n = \Theta(d^\ell), \ell \in \mathbb{N}$. Recall that such a result was only known to hold for $\ell = 1$ [EK10]. The proof of the theorem relies on rewriting the Gegenbauer matrix as a covariance matrix of a certain polynomial mapping of the $x_i$’s, and a sufficient condition from [Yas16] for matrices with dependent entries to satisfy a Marchenko-Pastur theorem (see Section 3).

As mentioned in the introduction, the results described in this paper hold in the abstract setting of [MMM21a], with the added assumption that the eigenfunctions associated to eigenvalues of order $\Theta(n^{-1})$ obey the condition in [Yas16]. For example, this can be proved with little added work for the cyclic invariant kernel considered in [MMM21b] and the convolutional kernels with patch-size $q$ in [MM21] (with the degree-$\ell$ polynomial approximation to the kernel matrix holding for $n = \Theta(d^{\ell-1})$ and $n = \Theta(d^{dq^{\ell-1}})$ respectively). A more challenging setting would be to show directly such a result in the setting of anisotropic sub-Gaussian data [EK10, LR20], without an explicit access to the eigendecomposition.

1.1.2 Precise asymptotics of KRR prediction error in the polynomial regime

As an application, we consider kernel ridge regression (KRR) in the polynomial regime. We observe $n$ i.i.d. pairs $(y_i, x_i)_{i \in [n]}$ with covariates $x_i \sim \text{Unif}(A_d)$ and responses $y_i = f_{\ast}(x_i) + \varepsilon_i$, where the target function is chosen $f_{\ast} \in L^2(A_d)$ and $\varepsilon_i$ are independent noise with mean 0 and variance $\mathbb{E}[\varepsilon_i^2] = \sigma^2_{\varepsilon}$. The KRR solution with inner-product kernel $H_d(x_1, x_2) := h(\langle x_1, x_2 \rangle/d)$ and regularization
Figure 1: A cartoon illustration of the test error of KRR in the polynomial regime \( n/\kappa \to \psi \), as \( n,d \to \infty \), for any \( \kappa,\psi \in \mathbb{R}_{>0} \). The test error follows a staircase, with peaks that can occur at each \( \kappa = \ell \in \mathbb{N} \), depending on the effective regularization \( \zeta_\ell \) and effective signal-to-noise ratio SNR\(_\ell \) at level \( \ell \) (a peak occurs if \( \zeta_\ell \) and/or SNR\(_\ell \) are small enough).

parameter \( \lambda > 0 \) is given by

\[
\hat{f}_\lambda := \arg \min_f \left\{ \sum_{i=1}^{n} (y_i - f(\mathbf{x}_i))^2 + \lambda \|f\|^2_{\mathcal{H}} \right\},
\]

where \( \| \cdot \|_{\mathcal{H}} \) is the RKHS norm associated to kernel \( H_d \) in \( L^2(A_d) \). The test error (or prediction error) of KRR is given by

\[
R_{\text{test}}(f_*; \mathbf{X}, \epsilon, \lambda) := \mathbb{E}_x \left[ \left( f_*(\mathbf{x}) - \hat{f}_\lambda(\mathbf{x}) \right)^2 \right].
\]

Our goal is to characterize the asymptotic test error in the polynomial regime \( n/\kappa \to \psi \) for any fixed \( \kappa \in \mathbb{N} \). In [GMMM21, MMM21a], it was proved that when \( \kappa \notin \mathbb{N} \),

\[
R_{\text{test}}(f_*; \mathbf{X}, \epsilon, \lambda) = \|P_{>\kappa} f_*\|^2_{L^2} + o_{d,p}(1), \tag{4}
\]

where \( P_{>\kappa} \) is the projection on the subspace orthogonal to polynomials of degree \( \leq \lfloor \kappa \rfloor \), and we recall that \( o_{d,p}(\cdot) \) is the little-o in probability notation (i.e., a sequence of random variables \( X_d = o_{d,p}(1) \) if and only if \( X_d \to 0 \) in probability). In words, KRR fits the best degree-\( \lfloor \kappa \rfloor \) polynomial approximation to the target function, and none of the high-degree part \( P_{>\kappa} f_* \). For \( \kappa = \ell \in \mathbb{N} \) and \( n = \Theta_d(d^\ell) \), KRR only partially fits \( P_\ell f_* \) (the projection on \( \mathcal{V}_\ell \) the subspace of
degree-$\ell$ polynomials orthogonal to degree $\leq \ell - 1$ polynomials), while completely fitting $P_{\leq \ell-1}f_*$
(the degree-$(\ell - 1)$ approximation) and none of $P_{>\ell}f_*$. 

In the next theorem, we use the limiting spectral distribution of the kernel matrix to compute the
precise asymptotics of the prediction error when $n/B(A_d,\ell) \to \psi$, where we recall that $B(A_d,\ell) = \Theta(d(\ell))$ is the dimension of $V_\ell$. We assume that $h$ is a universal kernel with $\mu_{d,\ell} \to \mu_\ell > 0$ and
$
\mu_{d,\ell} \to \mu > 0 \quad \text{(where $\mu_{d,\ell},\mu_{d,\ell}$ are the coefficients in the decomposition (3))}.
$

**Theorem** (KRR test error in polynomial regime). Denote $\zeta_\ell = (\mu_{\geq \ell} + \lambda)/\mu_\ell$ the effective regularization
at level $\ell \in \mathbb{N}$. With the assumptions and $B(\psi,\zeta)$ and $V(\psi,\zeta)$ defined in Theorem 3, we have

$$R_{\text{test}}(f_*; X, \varepsilon, \lambda) = \|P_\ell f_*\|_{L^2}^2 \cdot B(\psi, \zeta_\ell) + (\|P_{>\ell} f_*\|_{L^2}^2 + \sigma_\ell^2) \cdot V(\psi, \zeta_\ell) + \|P_{>\ell} f_*\|_{L^2}^2 + o_d(1),$$

as $n/B(A_d,\ell) \to \psi$, where the convergence in probability is over the randomness in $X, \varepsilon, f_*$.

Let us make some comments about this asymptotic formula for the test error. First, it only
depends on the kernel through an effective regularization $\zeta_\ell = (\mu_{\geq \ell} + \lambda)/\mu_\ell$. We see that the
high-degree part of the kernel plays the role of an effective self-induced regularization $\mu_{>\ell}$ which is added
to the ridge parameter $\lambda$. In particular, $\zeta_\ell > 0$ even when $\lambda \to 0^+$ (KRR solution interpolates
the data) which explains the ‘benign overfitting’ phenomenon in this model, i.e., the interpolating
solution can still generalize well as noticed previously [LR20, GMMM21, LRZ20].

Secondly, the bias term $B(\psi, \zeta_\ell)$ is decreasing with $\psi$, while the variance term $V(\psi, \zeta_\ell)$ presents a peak at $\psi = 1$,
with the value at the peak increasing as $\zeta_\ell$ decreases (see Figure 3). Hence, a double descent in the test error can occur if $\zeta_\ell$ or the effective signal-to-noise ratio $\text{SNR}_\ell := \|P_\ell f_*\|_{L^2}^2/(\|P_{>\ell} f_*\|_{L^2}^2 + \sigma_\ell^2)$ is sufficiently small. Note that this bias-variance decomposition is different than in the classical
sense (only taking the label noise $\varepsilon$): the high-degree part $\|P_{>\ell} f_*\|_{L^2}^2$ plays the role of an effective
additive noise to the target function $P_{\leq \ell} f_*$, and we take here the bias variance decomposition over
the ‘effective noise’ $\|P_{>\ell} f_*(x_i) + \varepsilon_i\|_{L^2}$.

Finally, the convergence to the asymptotic formula (5) is proven in probability over a class of
‘typical functions’ in $L^2(A_d)$. The pointwise convergence result (for a fixed function $f_*$) holds if we
assume that the random matrix $Q_\ell$ satisfies an isotropic local law [AEK+14]. Proving such a result
for $\ell \geq 2$ (without independence of the entries of the feature matrix) is a significant challenge and
is left for future work. See Section 4.2 for a discussion.

With this theorem, we finish the task started in [GMMM21] and get a complete characterization
of the prediction error of KRR in the polynomial regime, i.e., for $n/d^\kappa \to \psi$ for any $\kappa, \psi > 0$, in
the case of data uniformly distributed on the sphere and hypercube. Figure 1 illustrates these
theoretical results. In particular, each time $\kappa$ crosses an integer, a peak can occur depending on
$\zeta_\ell$ and $\text{SNR}_\ell$ at $\kappa = \ell \in \mathbb{N}$, which explains the multiple descent behavior with different sized
peaks observed numerically in previous works [LRZ20, CBP21]. KRR with an inner-product kernel
and isotropic data offers a first natural example that rigorously shows a complex non-monotonic
generalization curve, which has been observed in many machine learning studies [CMBK21].

1.1.3 Equivalent with a Gaussian covariates model

A recent string of work started showing equivalence between non-linear regression models and
simpler Gaussian covariates models in high-dimension [MM22, GLR+20, HL20]. These results hint
at some general universality phenomena in high-dimensional models, where the test error only
depends on the covariance of the features [MS22] and a few properties of the non-linearity.
Here, we will simply make the following observation: the kernel ridge regression model has the same asymptotic prediction error in the polynomial regime as a simpler linear regression model with Gaussian covariates. Consider a target function:

\[ f_*(x) = \sum_{k=0}^{\infty} \sum_{s \in [B(A_d,k)]} \beta_{ks} Y_{ks}(x) = \langle \Phi(x), \theta_* \rangle, \]

\[ \theta_* = \left( \sqrt{\frac{B(A_d,k)}{\mu_d,k}} \beta_{ks} \right)_{k \geq 0, s \in [B(A_d,k)]}, \quad \Phi(x) = \left( \sqrt{\frac{\mu_d,k}{B(A_d,k)}} Y_{ks}(x) \right)_{k \geq 0, s \in [B(A_d,k)]}, \]

where \( \{Y_{ks}\} \) is the polynomial basis that diagonalizes inner-product kernels on \( L^2(A_d) \), i.e., \( Y_{ks} \) is an eigenfunction of the kernel operator with eigenvalue \( \mu_{d,k}/B(A_d,k) \). Let us now state the equivalent linear regression model: we are given \( n \) i.i.d. pairs \((z_i, y_i)_{i \in [n]}\) with

1. Covariates \( z = (z_{ks})_{k \geq 0, s \in [B(A_d,k)]} \in \mathbb{R}^\infty \) with \( z_0 = \mu_{d,0} \) and \( z_{ks} \sim N(0, \mu_{d,k}/B(A_d,k)) \) independently.

2. The linear response \( y = \langle \theta_*, z \rangle + \tilde{\epsilon} \) with \( \theta_* \) given in Eq. (6) and independent noise \( \tilde{\epsilon} \sim N(0, \sigma^2_{\epsilon}) \).

We fit this model using ridge regression with ridge parameter \( \lambda > 0 \):

\[ \hat{\theta}_\lambda = \arg \min_{\theta} \left\{ \|y - Z\theta\|_2^2 + \lambda \|\theta\|_2^2 \right\} = Z^T ZZ^T + \lambda I_n \right)^{-1} y, \]

where \( Z = [z_1, \ldots, z_n]^T \in \mathbb{R}^{n \times \infty} \) and \( y = (y_1, \ldots, y_n) \). We denote the test error:

\[ R_{\text{Gauss}}(\theta_*; Z, \tilde{\epsilon}, \lambda) = \mathbb{E}_Z \left[ \left( \langle z, \theta_* \rangle - \langle z, \hat{\theta}_\lambda \rangle \right)^2 \right]. \]

Such models were studied in the overfitted regime in [BLLT20, TB20, RMR21]. Here, we show that kernel ridge regression has the same asymptotic test error as the Gaussian covariates model (7):

**Theorem 1** (Gaussian equivalent model). Under the same assumptions as Theorem 3, for any \( \kappa, \psi > 0 \) and \( n/d^\kappa \to \psi \) as \( d, n \to \infty \), we have

\[ R_{\text{test}}(f_*; X, \epsilon, \lambda) = R_{\text{Gauss}}(\theta_*; Z, \tilde{\epsilon}, \lambda) + o_{d,p}(1). \]

We remark that we can rewrite our inner-product kernel \( h((x_1, x_2)/d) = \langle \Phi(x_1), \Phi(x_2) \rangle \) in terms of the feature map \( \Phi : A_d \to \mathbb{R}^\infty \) defined in Eq. (6). The entries of \( \Phi(x) \) are uncorrelated (by orthogonality of the \( Y_{ks} \)'s), 0 mean and variance \( \mu_{d,k}/B(A_d,k) \) (except the first coordinate \( Y_{00} = 1 \)).

Theorem 1 shows that in the polynomial high-dimensional regime, we can replace the entries of \( \Phi(x) \) by independent Gaussian variables with same covariance structure. This Gaussian covariates model (sometimes called ‘Gaussian design model’) was used as a proxy to study kernel ridge regression with an implicit or explicit equivalence conjecture, or statistical physics heuristics [JSS+20, CBP21, CLKZ21, CLKZ22]. Of course rigorously showing such an equivalence is difficult, and the point of this and previous papers: the entries of \( \Phi(x) \) are neither independent nor subgaussian, and require specific tools to analyze, such as hypercontractivity and heavy-tailed matrix concentration [MMM21a].
1.2 Notations

We denote $\kappa$ the general exponent in the polynomial regime $n = \Theta_d(d^n)$, $\kappa \in \mathbb{R}_{>0}$ and use $\kappa = \ell \in \mathbb{N}$ when $\kappa \in \mathbb{N}$. For any $k \in \mathbb{N}$, $\mathcal{V}_{\leq k}$ refers to the subspace of polynomials of degree $\leq k$ in $L^2(\mathcal{A})$. We will further denote $\mathcal{V}_{> k}$ the orthogonal complement of $\mathcal{V}_{\leq k}$ and $\mathcal{V}_k = \mathcal{V}_{> k-1} \cap \mathcal{V}_{\leq k}$. We denote $\mathcal{P}_{\leq k}$, $\mathcal{P}_{> k}$ and $\mathcal{P}_k$ the orthogonal projections onto $\mathcal{V}_{\leq k}$, $\mathcal{V}_{> k}$ and $\mathcal{V}_k$ respectively. We introduce $B(\mathcal{A}_d, k) = \dim(\mathcal{V}_k)$ the dimension of $\mathcal{V}_k$ and $\{Y_k\}_{k \in [B]}$ an orthonormal basis of $\mathcal{V}_k$.

For a positive integer, we denote by $[n]$ the set $\{1, 2, \ldots, n\}$. For vectors $u, v \in \mathbb{R}^d$, we denote $\langle u, v \rangle = u_1v_1 + \ldots + u_nv_n$ their scalar product, and $\|u\|_2 = \langle u, u \rangle^{1/2}$ the $\ell_2$ norm. Given a matrix $A \in \mathbb{R}^{n \times m}$, we denote $\|A\|_\text{op} = \max_{\|u\|_2 = 1} \|Au\|_2$ its operator norm and by $\|A\|_F = (\sum_{i,j} A_{ij}^2)^{1/2}$ its Frobenius norm. If $A \in \mathbb{R}^{n \times n}$ is a square matrix, the trace of $A$ is denoted by $\text{Tr}(A) = \sum_{i \in [n]} A_{ii}$.

We use $O_d(\cdot)$ (resp. $o_d(\cdot)$) for the standard big-O (resp. little-o) relations, where the subscript $d$ emphasizes the asymptotic variable. Furthermore, we write $f = \Omega_d(g)$ if $g(d) = O_d(f(d))$, and $f = \omega_d(g)$ if $g(d) = o_d(f(d))$. Finally, $f = \Theta_d(g)$ if we have both $f = O_d(g)$ and $f = \Omega_d(g)$. We will sometimes write $f \asymp g$, instead, which will just mean that $f = \Theta_d(g)$.

We use $O_{d,\mathbb{P}}(\cdot)$ (resp. $o_{d,\mathbb{P}}(\cdot)$) the big-O (resp. little-o) in probability relations. Namely, for $h_1(d)$ and $h_2(d)$ two sequences of random variables, $h_1(d) = O_{d,\mathbb{P}}(h_2(d))$ if for any $\varepsilon > 0$, there exists $C_\varepsilon > 0$ and $d_\varepsilon \in \mathbb{Z}_{>0}$, such that

$$\mathbb{P}(\|h_1(d)/h_2(d)\| > C_\varepsilon) \leq \varepsilon, \quad \forall d \geq d_\varepsilon,$$

and respectively: $h_1(d) = o_{d,\mathbb{P}}(h_2(d))$, if $h_1(d)/h_2(d)$ converges to 0 in probability. Similarly, we will denote $h_1(d) = \Omega_{d,\mathbb{P}}(h_2(d))$ if $h_2(d) = O_{d,\mathbb{P}}(h_1(d))$, and $h_1(d) = \omega_{d,\mathbb{P}}(h_2(d))$ if $h_2(d) = o_{d,\mathbb{P}}(h_1(d))$. Finally, $h_1(d) = \Theta_{d,\mathbb{P}}(h_2(d))$ if we have both $h_1(d) = O_{d,\mathbb{P}}(h_2(d))$ and $h_1(d) = \Omega_{d,\mathbb{P}}(h_2(d))$.

2 Related work

The spectrum of kernel random matrices in high-dimension $n \asymp d$ was first studied in [EK10], which extends the analysis of covariance matrices $(\langle x_i, x_j \rangle/d)_{i,j \in [n]}$ started in [MP67] to matrices with entries $f(\langle x_i, x_j \rangle/d)$ with $f$ twice differentiable on a neighborhood of 0. This result was later generalized to non-smooth functions and other scalings of the kernel entries [CS13, DV13]. In this paper, we consider instead general inner-product kernels in the polynomial high-dimensional regime with $n \asymp d^k$, which was not considered before. Note that [EK10] allows for general anisotropic covariates with i.i.d. entries and bounded moments, while we restrict ourselves here to covariates uniformly distributed on the sphere and the hypercube (recall again that our analysis applies to a more abstract setting which requires having access to the kernel operator eigendecomposition). We consider that extending our results to the distributional assumptions of [EK10] is an interesting and important problem. From a technical point, our proof reduces to showing a Marchenko-Pastur law for a matrix without independent entries. This problem has been studied in [BZ08, Ada11, PS11, OR12, Yas16] under different assumptions. In particular, [Yas16] considers a feature matrix with i.i.d. isotropic rows and use a leave-one-out argument to show a necessary and sufficient condition for the Marchenko-Pastur theorem to hold. This condition states that a certain quadratic vanishes with high-probability, and is verified in our setting by Proposition 1.

The prediction error of kernel ridge regression in the linear high-dimensional regime was studied in [LR20, LLS21, BMR21] using the linearization of the kernel in this regime [EK10]. In particular, [LR20] points out that the minimum RKHS norm interpolating solution (KRR with ridge penalty $\lambda \to 0^+$) can still generalize well. Another line of work considers linear regression models with Gaussian or sub-Gaussian covariates as in Eq. (7), which are technically easier to study and allows
to focus on the interaction between eigenvalue decay and target function in the prediction error [BLLT20, TB20, RMR21, CLKZ21].

The polynomial high-dimensional regime was first considered in [GMMM21]. They take data uniformly distributed on the $d$-dimensional sphere and show a staircase decay phenomena on the prediction error of inner-product kernels: for $n \gg d$, $\kappa \notin \mathbb{N}$, KRR fits the best degree-$|\kappa|$ polynomial approximation to the target function. This computation was later extended to a general abstract framework in [MMM21a] which apply to kernel operators with top eigenfunctions verifying a hypercontractivity inequality and eigenvalues a certain spectral decay property (the number of eigenvalues such that $d^3/n \geq \lambda_i \geq d^{-\delta}/n$ is smaller than $n^{1-\delta}$, for some $\delta > 0$). In this regime, [MMM21a] shows that KRR effectively acts as a shrinkage operator with some effective regularization $\lambda_{\text{eff}} > \lambda$: denoting $(\psi_{d,j})_{j\geq 1}$ and $\{\lambda_{d,j}\}_{j\geq 1}$ the eigenfunctions and eigenvalues of the kernel operator, then

$$f_{\ast}(x) = \sum_{j=1}^{\infty} c_j \psi_{d,j}(x) \mapsto \hat{f}_{\lambda}(x) \approx \sum_{j=1}^{\infty} \frac{\lambda_{d,j}}{\lambda_{d,j} + \lambda_{\text{eff}}} c_j \psi_{d,j}(x). \quad (9)$$

Applied to inner-product kernels on the sphere or hypercube, the spectral decay property only hold for $\kappa \notin \mathbb{N}$. In that case, $\lambda_{\text{eff}} = \Theta(1)$ and $\lambda_i \gg n^{-1}$ (polynomials of degree $\leq |\kappa|$, exactly learned) or $\lambda_i \ll n^{-1}$ (polynomials of degree $> |\kappa|$, not learned at all). This framework was applied to data distributed on anisotropic spheres in [GMMM20], invariant kernels in [MMM21b] and convolutional kernels in [MM21]. Our present paper relaxes the spectral decay assumption to the case when the number of eigenvalues $\lambda_i = \Theta(n^{-1})$ is of order $n$, with additional conditions on the concentration of eigenfunctions and eigenvalues for a Marchenko-Pastur type theorem to hold. In that case, KRR still acts as a shrinkage operator for eigenspaces with $\lambda_i \ll n^{-1}$ or $\lambda_i \gg n^{-1}$. However, it presents a more complex behavior on the eigenspace associated to the $\lambda_i = \Theta(n^{-1})$.

[LRZ20] also considers the polynomial asymptotic regime. The authors upper bound the prediction error of KRR for inner-product kernels and isotropic data with i.i.d. entries and a tail condition. However, they require a strong condition on the target function to bound the bias term which converges to 0 as soon as $\kappa \notin \mathbb{N}$, and they do not recover the staircase decay from [GMMM21]. Finally, [JSS+20, CBP21] provides precise asymptotic predictions for the test error of general KRR which applies to the polynomial regime, using a Gaussian equivalence conjecture (Section 1.1.3) or statistical physics heuristics.

The double descent phenomenon [BHMM19] has now been well studied in regression settings: random feature models [MM22, LCM20, GLK+20], linear models [HMRT22, KLS20, WX20, RMR21] and KRR in the linear high-dimensional asymptotics [BMR21, LLS21]. The multiple-descent phenomenon in the KRR prediction error was observed empirically in [LRZ20, CBP21]. In particular, [LRZ20] shows an upper bound on the variance term of the prediction error that vanishes when $\kappa \notin \mathbb{N}$ and is vacuous when $\kappa \in \mathbb{N}$. To the best of our knowledge, our work is the first to prove and precisely describe the multiple-descent phenomenon in KRR. Note that [CMBK21] showed that linear regression models can be explicitly constructed to present several peaks in their prediction error. However, they do not prove this phenomenon for a natural learning model.

3 Inner-product kernel matrices in the polynomial regime

Recall that the covariates are taken $\{x_i\}_{i \in [n]} \sim_{\text{iid}} \text{Unif}(A_d)$, where $A_d$ is either the hypercube $2^d = \{+1, -1\}^d$ or the hypersphere $S^{d-1}(\sqrt{d}) = \{x \in \mathbb{R}^d : \|x\|_2 = \sqrt{d}\}$ in dimension $d$. We consider the inner-product kernel $H_d$ associated to the kernel function $h : [-1, 1] \to \mathbb{R}$, defined by
The goal of this section is to study the limiting spectral distribution of $H$, i.e., when $n,d\to\infty$, we denoted $H = (H_d(x_i, x_j))_{i,j\in[n]} \in \mathbb{R}^{n\times n}$.

The goal of this section is to study the limiting spectral distribution of $H$ in the polynomial regime, i.e., when $n,d\to\infty$, with $\lim_{n,d\to\infty} \frac{n}{d} = \psi$ for some $\kappa, \psi \in \mathbb{R}_{>0}$.

### 3.1 Definitions and spectral decomposition of inner-product kernels

We start by recalling some basic properties of functional spaces over $\mathcal{A}_d$ (see Appendix C for a complete exposition). Let $L^2(\mathcal{A}_d) := L^2(\mathcal{A}_d, \text{Unif})$ be the space of square-integrable functions on $\mathcal{A}_d$ with scalar product and norm denoted by $\langle \cdot, \cdot \rangle_{L^2}$ and $\| \cdot \|_{L^2}$ given by

$$
\langle f, g \rangle_{L^2} = \mathbb{E}_{x \sim \text{Unif}(\mathcal{A}_d)} \left[ f(x) g(x) \right].
$$

For $\mathcal{A}_d \in \{\mathbb{R}^d, S^{d-1}\}$, $L^2(\mathcal{A}_d)$ admits the following orthogonal decomposition\(^3\)

$$
L^2(\mathcal{A}_d) = \bigoplus_{k=0}^{\infty} V_{d,k},
$$

where $V_{d,k}$ is the subspace of polynomials of degree $k$ orthogonal to polynomials of degree $k - 1$. Denote $V_{\leq \ell} = \bigoplus_{k=0}^{\ell} V_{d,k}$ the subspace of polynomials of degree $\leq \ell$, its orthogonal complement $V_{> \ell} = \bigoplus_{k=\ell+1}^{\infty} V_{d,k}$ and $B(\mathcal{A}_d, k) = \dim(V_{d,k})$ (note that $B(\mathcal{A}_d, k) = \Theta_d(d^k)$ for fixed $k$). We will define $P_\ell$, $P_{\leq \ell}$ and $P_{> \ell} = I - P_{\leq \ell}$ the orthogonal projections onto $V_{\leq \ell}$, $V_{\leq \ell}$ and $V_{> \ell}$ respectively.

Consider $\{Y_{ks}\}_{s\in[B(\mathcal{A}_d,k)]}$ an orthonormal basis of $V_{d,k}$. The $Y_{ks}$’s are degree-$k$ polynomials: they correspond to degree-$k$ spherical harmonics for $\mathcal{A}_d = S^{d-1}$ and Fourier (parity) functions for $\mathcal{A}_d = \mathbb{R}^d$. We will call $\{Y_{ks}\}_{k \geq 0, s \in [B(\mathcal{A}_d,k)]}$ the polynomial basis of $\mathcal{A}_d$. We further introduce the orthogonal basis $\{Q_{k}^{(d)}\}_{k \geq 0}$ of Gegenbauer polynomials on $\mathcal{A}_d$ (orthogonal with respect to the marginal measure $\langle 1, x \rangle$, with $x \sim \text{Unif}(\mathcal{A}_d)$), where $Q_{k}^{(d)} : [-d, d] \to \mathbb{R}$ is a degree-$k$ polynomial defined by

$$
Q_{k}^{(d)}(\langle x_1, x_2 \rangle) = \frac{1}{B(\mathcal{A}_d, k)} \sum_{k \in [B(\mathcal{A}_d,k)]} Y_{ks}(x_1)Y_{ks}(x_2).
$$

(Note in particular, $\mathbb{E}[Q_{k}^{(d)}(\langle 1, x \rangle)Q_{s}^{(d)}(\langle 1, x \rangle)] = \delta_{k,s} B(\mathcal{A}_d, k)^{-1}$.)

For any inner-product kernel $H_d$ on $L^2(\mathcal{A}_d)$, there exists $h_d : [-1, +1] \to \mathbb{R}$ such that $H_d(x_1, x_2) = h_d(\langle x_1, x_2 \rangle)/d$ (we allow $h_d$ here to depend on $d$). These kernels have the following simple eigen-decomposition in the polynomial basis (see Appendix C):

$$
\begin{align*}
H_d(\langle x_1, x_2 \rangle)/d &= \sum_{k=0}^{\infty} \xi_{d,k}(h) \sum_{s \in [B(\mathcal{A}_d,k)]} Y_{ks}(x_1)Y_{ks}(x_2) = \sum_{k=0}^{\infty} \mu_{d,k}(h) \cdot Q_{k}^{(d)}(\langle x_1, x_2 \rangle), \\
\xi_{d,k}(h) &= \mathbb{E}_{x \sim \text{Unif}(\mathcal{A}_d)} \left[ h_d(x_1/\sqrt{d})Q_{k}^{(d)}(\sqrt{d}x_1) \right],
\end{align*}
$$

(10)

where we denoted $\mu_{d,k}(h) = \xi_{d,k}(h) B(\mathcal{A}_d, k)$. For ease of notation, we will write $\xi_{d,k} := \xi_{d,k}(h)$ and $\mu_{d,k} := \mu_{d,k}(h)$. Note that $\xi_{d,k} \geq 0$ for any $k$, by assumption of $H_d$ being positive semi-definite.

---

\(^3\)For example, on the hypercube $\mathcal{A}_d = \mathbb{R}^d$, the sum is over $0 \leq k \leq d$ where $V_{d,k}$ is the span of degree-$k$ Fourier basis, i.e., $V_{d,k} = \text{span}\{x \mapsto \prod_{i\in S} x_i | S \subseteq [d], |S| = k\}$ and $\dim(V_{d,k}) = \binom{d}{k}$. 

---
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Let us introduce some further notation. For any $\ell \in \mathbb{N}$, denote $B_{\leq \ell} = \sum_{k=0}^{\ell} B(A_d, k)$ and
\[
Y_k = (Y_{ks}(x_i))_{i \in [n], s \in [B(A_d, k)]} \in \mathbb{R}^{n \times B(A_d, k)},
\]
\[
Y_{\leq \ell} = [Y_0^T, \ldots, Y_{\ell}^T]^T \in \mathbb{R}^{n \times B_{\leq \ell}},
\]
\[
D_{\leq \ell} = \text{diag}(\xi_{d,0}I_{B(A_d,0)}, \ldots, \xi_{d,\ell}I_{B(A_d,\ell)}) \in \mathbb{R}^{B_{\leq \ell} \times B_{\leq \ell}}.
\]
We define the empirical Gegenbauer matrices $Q_k = (Q_k^{(d)}((x_i, x_j)))_{i,j \in [n]}$. Note that with the above notations $Q_k = B(A_d, k)^{-1}Y_kY_k^T$. We can therefore decompose the empirical kernel matrix in terms of the Gegenbauer matrices:
\[
H = \sum_{k \geq 0} \mu_{d,k} Q_k.
\]
For any $\ell \in \mathbb{N}$, it will be useful to introduce $\mu_{d,>\ell} = \sum_{k>\ell} \mu_{d,k}$ and
\[
H_{\leq \ell} = \sum_{k=0}^{\ell} \mu_{d,k} Q_k = Y_{\leq \ell} D_{\leq \ell} Y_{\leq \ell}^T, \quad H_{>\ell} = \sum_{k>\ell} \mu_{d,k} Q_k.
\]

### 3.2 Limiting spectral distribution of the empirical kernel matrix

We will make the following genericity assumption on the kernel functions $\{h_d\}_{d \geq 1}$:

**Assumption 1** (Genericity condition on $\{h_d\}_{d \geq 1}$ at level $\ell \in \mathbb{N}$). We assume that the sequence of kernel functions $h_d : [-1, +1] \to \mathbb{R}$ obeys the following:

(a) Low-degree $\xi_{d,k}$: there exists $\delta > 0$ such that $\min_{k=0, \ldots, \ell-1} \xi_{d,k} = \Omega_d(d^{-\ell+\delta})$.

(b) High-degree $\xi_{d,k}$: there exists $\mu_\ell, \mu_{>\ell} > 0$ such that
\[
\lim_{d \to \infty} \mu_{d,\ell} = \mu_\ell, \quad \lim_{d \to \infty} \mu_{d,>\ell} = \mu_{>\ell}.
\]

(c) For $A_d = \mathcal{V}^d$, there exists $\delta > 0$ such that $\min_{k=0, \ldots, \ell} \mu_{d,k} = O_d(d^{-\ell-\delta})$.

Note that these assumptions are mild. Assumption 1.(a) is a quantitative version of a universality condition and is verified by generic kernels (e.g., if $h_d = h$ is smooth and universal, then $\lim_{d \to \infty} \mu_{d,k} = h^{(k)}(0) > 0$ where $h^{(k)}$ is the $k$-th derivative of $h$). Assumption 1.(b) requires $h_d$ to have a non-vanishing high-degree part ($h_d$ is not a degree-$\ell$ polynomial). Assumption 1.(c) is simply added for ease of presentation and can be removed (see Remark 3.1). Note that Assumption 1.(c) is verified if $h_d = h$ is $(\ell+1)$-times differentiable (see Appendix D.2 in [MMM21a]).

[GMMM21, MMM21a] analyzed the kernel matrix $H$ under a ‘spectral gap’ condition and characterized its behavior for $n = \Theta_d(d^\kappa), \kappa \notin \mathbb{N}$. More precisely, assume $\{h_d\}_{d \geq 1}$ verifies Assumption 1 at level $\lfloor \kappa \rfloor$. They showed the following:

1. If $n = \omega_d(d^\ell \log(d))$, then
\[
\mathbb{E}_X \left[ \|Y_{\leq \ell} Y_{\leq \ell}^T / n - I_{B_{\leq \ell}} \|_{\text{op}}^2 \right] = o_d(1).
\] (11)

2. If $n = O_d(d^{\ell+1} e^{-a_d \sqrt{\log d}})$ for a sequence $a_d \to \infty$, then
\[
\mathbb{E}_X \left[ \|H_{>\ell} - \mu_{>\ell} I_n \|_{\text{op}}^2 \right] = o_d(1).
\] (12)
From Assumption 1.(a), the matrix \( H_{\leq \kappa} = Y_{\leq \kappa} D_{\leq \kappa} Y_{\leq \kappa}^T \) is a low dimensional matrix of rank \( B_{\kappa} = \Theta_d(d^{\kappa}) \ll n \times d^\kappa \) with minimum non-zero eigenvalue \( \lambda_{\min}(H_{\leq \kappa}) = O_{d^2}(1) \cdot \min_{k \leq \kappa} n \xi_{d,k} = \omega_{d,\mathbb{F}}(1) \). Hence we can decompose the kernel matrix (with \( \mathbb{E}[\|\Delta\|_{\text{op}}^2] = o_d(1) \))

\[
H = H_{\leq \kappa} + H_{> \kappa} = Y_{\leq \kappa} D_{\leq \kappa} Y_{\leq \kappa}^T + \mu_{> \kappa} I_n + \Delta,
\]

as the sum of a low-rank spiked matrix with diverging eigenvalues plus a multiple of the identity matrix (the high-degree part of the kernel plays the role of a ‘self-induced ridge regularization’).

In particular, [GMMM21, MMM21a] used this decomposition to show that kernel ridge regression with any target function \( f_s \in L^2(A_d) \) learns exactly the projection \( P_{\leq \kappa} f_s \) on degree-\( \kappa \) polynomials and none of the high-degree part \( P_{> \kappa} f_s \).

For \( \kappa = \ell \in \mathbb{N} \), the degree-\( \ell \) Gegenbauer matrix is neither low-dimensional nor concentrates on identity. In this case, the kernel matrix has the following decomposition (with \( \mathbb{E}[\|\Delta\|_{\text{op}}^2] = o_d(1) \))

\[
H = H_{\leq \ell - 1} + \mu_{d,\ell} Q_{\ell} + H_{> \ell} = Y_{\leq \ell - 1} D_{\leq \ell - 1} Y_{\leq \ell - 1}^T + \mu_{d,\ell} Q_{\ell} + \mu_{> \ell} I_n + \Delta,
\]

where \( H_{\leq \ell - 1} \) is a low-dimensional spiked matrix with diverging eigenvalues and \( H_{> \ell} \) plays the role of a self-induced regularization. Hence, it only remains to study the spectrum of \( Q_{\ell} \).

Assume that \( \lim_{d \to \infty} \frac{n}{B(A_d, \ell)} = \psi \) and recall that we can write \( Q_{\ell} = Y_{\ell} Y_{\ell}^T / B(A_d, \ell) \) where the random matrix \( Y_{\ell} = [Y_{\ell}(x_1), \ldots, Y_{\ell}(x_n)]^T \in \mathbb{R}^{n \times B(A_d, \ell)} \) has rows \( Y_{\ell}(x_i) = (Y_{\ell s}(x_i))_{s \in B(A_d, \ell)} \) which are independent and isotropic \( \mathbb{E}[Y_{\ell}(x_i)Y_{\ell}(x_i)^T] = I_{B(A_d, \ell)} \). The case where \( Z \in \mathbb{R}^{n \times p} \) has iid entries is well understood and \( ZZ^T \) is a Wishart-type matrix with limiting Marchenko-Pastur (MP) distribution. However, in our setting, each row \( Y_{\ell}(x_i) \) does not have independent entries. In fact, \( Y_{\ell}(x) \in \mathbb{R}^{B(A_d, \ell)} \) is a mapping from a \( d \)-dimensional space to a \( \Theta_d(d^\ell) \)-dimensional space. In general, even if a mapping is isotropic, it might present long-range dependencies and the empirical spectral distribution of the associated covariance matrix might not converge to a MP distribution.

In our case, however, we will use that the entries of \( Y_{\ell}(x) \) are low-degree polynomials: each entry approximately only depends on a low-number of other coordinates, so that no such long-range dependencies occur and the spectrum of \( Q_{\ell} \) indeed converges to a MP law. The proof of the next theorem formalizes this intuition.

Recall the definition of the Marchenko-Pastur distribution: given a parameter \( \psi > 0 \),

\[
\nu_{\text{MP}, \psi}(dx) = (1 - 1/\psi)_+ \delta_0 + \frac{1}{2\pi} \sqrt{(\lambda_+ - x)(x - \lambda_-)} \frac{1}{\psi x} 1_{[\lambda_-, \lambda_+]^c} dx,
\]

where \( \lambda_\pm = (1 \pm \sqrt{\psi})^2 \).

**Theorem 2.** Fix \( \ell \in \mathbb{N} \) and \( \psi > 0 \). Let \( (x_i)_{i \in [n]} \sim \text{iid Unif}(A_d) \) and consider

\[
Q_{\ell} = (Q_{\ell}^{(d)}(\langle x_i, x_j \rangle))_{ij \in [n]} \in \mathbb{R}^{n \times n},
\]

the \( \ell \)-th Gegenbauer kernel matrix. Denote \( \hat{\nu}_n \) the empirical spectral distribution of \( Q_{\ell} \). Then \( \hat{\nu}_n \) converges in distribution to \( \nu_{\text{MP}, \psi} \), almost surely as \( \lim_{d \to \infty} \frac{n}{B(A_d, \ell)} = \psi \).

See Figure 2 for a numerical illustration of this theorem. In Section 2, we will use Theorem 2 and the decomposition (13) of the kernel matrix to show that kernel ridge regression with \( n = \Theta_d(d^\ell) \) samples and target function \( f_s \in L^2(A_d) \) learns exactly the projection \( P_{\leq \ell - 1} f_s \) on degree-\( \ell \) (1) polynomials, partially the degree-\( \ell \) component \( P_{\ell} f_s \) and none of the high-degree part \( P_{> \ell} f_s \).

---

4 Consider for example \( A_d = Q_d \) and \( \phi(x) = (Y_s(x))_{s \in [d - 1], |s| = \ell} \) (all Fourier basis of degree \( \ell \) not containing the last coordinate) and take \( Y(x) = \frac{1}{\sqrt{d}} (x_{d-1} - 1) \phi(x) \). In that case, \( Y(x) \) is indeed an isotropic random vector but \( (d_{\ell} - 1)\frac{1}{\sqrt{d}} \|Y(x)\|_2^2 \) does not converge in probability to 1, which contradicts a necessary condition for convergence to the MP law [Yas16, Theorem 2.1].
Remark 3.1 (High-frequency kernels on the hypercube). As mentioned above, in the case of the hypercube, Assumption 1.(c) is verified for sufficiently smooth kernels. However, some natural non-smooth kernels can be constructed\(^5\) that do not satisfy Assumption 1.(c). In fact, we could have \(\mu_{d,d-k} = \Omega_d(1)\) for all \(k = 0, \ldots, \ell\). In that case, the decomposition (13) remains valid with the additional terms \(H_{2d-\ell+1} + \mu_{d,d-\ell}Q_{d-\ell}\). The result (11) still applies for \(Y_k\) replaced by \(Y_{d-k}\) and ridge regression would additionally learn exactly \(P_{d-\ell+1}\). Furthermore, \(Q_{d-\ell} = SQ_\ell S\) with \(S = \text{diag}((Y_{[d]}(x_i))_{i \in [n]})\) and \(Y_{[d]}(x) = \prod_{i \in [d]} x_i\) is the full parity function. Hence \(Q_{d-\ell}\) also verifies Theorem 2 (however, the sum \(Q_\ell + Q_{d-\ell}\) might be harder to analyze).

3.3 Proof of Theorem 2

Several sufficient conditions for the Marchenko-Pastur law have been proved in the literature for matrices without independent entries [BZ08, Ada11, PS11, O’R12, Yas16]. Here, we use a simple condition presented for example in [Yas16, Remark 2.2] (see also [BZ08, PS11]), which applies to random matrices with iid isotropic rows, and which will directly imply Theorem 2.

Proposition 1. Recall \(x \sim \text{Unif}(A_d)\) and \(Y_\ell(x) = (Y_{ks}(x))_{s \in [B(A_d, \ell)]}\). Then, for all sequences \(\{A_d\}_{d \geq 1}\) of real symmetric positive semi-definite matrices \(A_d \in \mathbb{R}^{B(A_d, \ell) \times B(A_d, \ell)}\) with \(\|A_d\|_{\text{op}} \leq 1\), we have

\[
Q_d(x) = \frac{1}{B(A_d, \ell)} Y_\ell(x)^\top A_d Y_\ell(x) - \frac{1}{B(A_d, \ell)} \text{Tr}[A_d] \overset{P}{\rightarrow} 0, \quad \text{as } d \rightarrow \infty.
\]

Note that if the rows had independent entries, the variance of the quadratic form (15) would be simply bounded by \(B(A_d, \ell)^{-2} \text{Tr}(A_d^2) \leq B(A_d, \ell)^{-1} \|A_d\|_{\text{op}}^2 = o_d(1)\). In our setting, we will use that each entry of \(Y_\ell(x)\) is a low-degree polynomial of \(x\) (hence only depends on a small number of coordinates of \(x\)): the vector \(Y_\ell(x)\) only presents a local dependency structure and the variance still vanishes. Bellow, we present the proof on the hypercube, which is particularly simple: we have access to a simple basis (parity functions) and the entries exactly depend on a low-number of coordinates. On the sphere, we will use an explicit representation of the spherical harmonics in terms of generalized spherical coordinates and we defer the proof to Appendix A. In this case, each entry only approximately depends on a low-number of coordinates, and the analysis is much more involved.

\(^5\)For example, \(h_d((x_1, x_2)/d) = \mathbb{E}_{w \sim \text{Unif}(\mathbb{R}^d)}[\ell((w, x_1))_+, (w, x_2))_+]\), the infinitely-wide linearized neural network associated to the ReLu activation function.
Proof of Proposition 1. We consider the case \( x \sim \text{Unif}(\mathcal{D}) \) and \( Y_i(x) = (Y_S(x))_{S \subseteq [d], |S| = \ell} \), where \( Y_S(x) = \prod_{i \in S} x_i \) corresponds to the orthogonal Fourier basis. We will denote \( B = B(\mathcal{D}, \ell) \) and \( A = A_d \) for convenience.

Consider the variance of the quadratic form (15) (the sum is over \( S_i \subseteq [d], |S_i| = \ell \)):

\[
\text{Var}_x(Q_d(x)) = \frac{1}{B^2} \text{Var}_x \left( Y_i(x)^T A Y_i(x) - \text{Tr}[A] \right) = \frac{1}{B^2} \sum_{S_1 \neq S_2} \sum_{S_3 \neq S_4} \mathbb{E}_x[Y_{S_1}(x)Y_{S_2}(x)Y_{S_3}(x)Y_{S_4}(x)] A_{S_1} A_{S_2} A_{S_3} A_{S_4} = \frac{1}{B^2} a^T B a,
\]

where we denoted \( a \in \mathbb{R}^{B(B-1)} \) the vector containing all off-diagonal elements of \( A \), and \( B \in \mathbb{R}^{B(B-1) \times B(B-1)} \) is the matrix with entries

\[
B_{S_1 S_2, S_3 S_4} = \mathbb{E}_x[Y_{S_1}(x)Y_{S_2}(x)Y_{S_3}(x)Y_{S_4}(x)] = \begin{cases} 1 & \text{if } S_1 \Delta S_2 = S_3 \Delta S_4, \\ 0 & \text{o.w.} \end{cases}
\]

Note that \( B \) is a symmetric matrix and we have

\[
\|B\|_{\text{op}} \leq \|B\|_{1,1} = \max_{S_1 \neq S_2} \sum_{S_3 \neq S_4} 1_{S_1 \Delta S_2 = S_3 \Delta S_4} = O_d(d^{\ell-1}),
\]

where we used that if \( |S_1 \Delta S_2| = 2k \) with \( 1 \leq k \leq \ell \), then there are at most \( \binom{d}{k} \binom{d}{\ell-k} \) ways of choosing \( S_3, S_4 \subseteq [d], |S_3| = |S_4| = \ell \) such that \( |S_3 \cap S_4| = \ell - k \) and \( S_3 \Delta S_4 = S_1 \Delta S_2 \). We deduce that

\[
\text{Var}_x(Q_d(x)) \leq \frac{1}{B^2} \|B\|_{\text{op}} \|a\|^2 = O_d(1) \cdot \frac{d^{\ell-1}}{B^2} \text{Tr} (A^2) \leq O_d(1) \cdot \frac{d^{\ell-1}}{B} \|A\|^2_{\text{op}} = o_d(1),
\]

where we used that \( B = \Theta_d(d^\ell) \).

\[\square\]

4 Application: kernel ridge regression in the polynomial regime

As an application of the results in Section 3.2, we consider kernel ridge regression in the polynomial regime. We observe \( n \) i.i.d. pairs \((y_i, x_i)\) with \( x_i \sim \text{Unif}(A_d) \) and responses \( y_i = f_*(x_i) + \epsilon_i \), where the target function \( f_* \in L^2(A_d) \) and \( \epsilon_i \) are i.i.d. noise with mean 0 and variance \( \mathbb{E}[\epsilon_i^2] = \sigma_\epsilon^2 \). We consider doing kernel ridge regression (KRR) with inner-product kernel \( H_d(x_1, x_2) := h_d(\langle x_1, x_2 \rangle / d) \) and regularization parameter \( \lambda > 0 \). KRR outputs a model \( \hat{f}(x; \lambda) = \sum_{i \in [n]} \hat{a}_i h_d(\langle x, x_i \rangle / d) \) with

\[
\hat{a}_i := \arg \min_{a \in \mathbb{R}^n} \left\{ \sum_{i = 1}^n (y_i - \hat{f}(x_i; a))^2 + \lambda \|\hat{f}(\cdot; a)\|_H^2 \right\} = (H + \lambda I_n)^{-1} y,
\]

where \( \| \cdot \|_H \) is the RKHS norm associated to kernel \( H_d \) and we denoted \( y = (y_1, \ldots, y_n) \). The test error (or prediction error) of KRR is given by

\[
R_{\text{test}}(f_*; X, \epsilon, \lambda) := \mathbb{E}_x \left[ \left( f_*(x) - Y^T (H + \lambda I_n)^{-1} h(x) \right)^2 \right],
\]

where \( Y = \begin{pmatrix} y_1^T & \cdots & y_n^T \end{pmatrix}^T \).
where \( h(x) = (h_d(x, x_i)/d)_{i \in [n]} \). We will also consider the training error and the RKHS norm of the KRR solution, which are given by

\[
R_{\text{train}}(f_*; X, \varepsilon, \lambda) := \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{f}(x_i; \hat{a}_\lambda))^2 = \frac{1}{n} \| y - H(H + \lambda I_n)^{-1} y \|^2, \tag{17}
\]

\[
\| \hat{f}(\cdot; \hat{a}_\lambda) \|_H = \hat{a}_\lambda^T H \hat{a}_\lambda. \tag{18}
\]

In [GMMM21, MMM21a], the asymptotic test error was characterized for \( n = \Theta_d(d^n), \kappa \notin \mathbb{N} \), and it was shown that \( R_{\text{test}}(f_*; X, \varepsilon, \lambda) = \| P_{>\kappa} f_* \|_{L^2}^2 + o_d(1) \). In this section, the goal is to compute the asymptotic test error for any fixed integer \( \ell \in \mathbb{N} \), when \( d, n \to \infty \) with \( n/B(A_d; \ell) \to \psi \).

### 4.1 Asymptotic test error for typical target functions

In this section, we characterize the asymptotic test error with high probability over a class of random target functions. We will discuss in Section 4.2 how to extend these results to fixed target functions.

We assume the following distribution over the sequence of target functions \( \{ f_{s,d} \in L^2(A_d) \}_{d \geq 1} \):

**Assumption 2** (Function distribution at level \( \ell \in \mathbb{N} \)). Let \( \{ f_{s,d} \in L^2(A_d) \}_{d \geq 1} \) be a sequence of target functions with decomposition in the polynomial basis

\[
f_{s,d}(x) = \sum_{k=0}^{\ell-1} \sum_{s \in [B(A_d, k)]} \beta_{d,ks}^* Y_{ks}(x) + \sum_{k \geq \ell} \sum_{s \in [B(A_d, k)]} \tilde{\beta}_{d,ks} Y_{ks}(x),
\]

such that \( \beta_{d}^* = (\beta_{d,ks}^*)_{k \in [\ell-1], s \in [B(A_d, k)]} \) is a sequence of deterministic vectors with \( \| \beta_{d}^* \|^2 = O_d(1) \), and \( \tilde{\beta}_{d} = (\tilde{\beta}_{d,ks})_{k \geq \ell, s \in [B(A_d, k)]} \) are sequences of zero-mean independent random variables with

\[
\mathbb{E}[\tilde{\beta}_{d,ks}^2] = \frac{F_{d,k}^2}{B(A_d, k)}, \quad \mathbb{E}[\tilde{\beta}_{d,ks}^4] \leq C \frac{F_{d,k}^4}{B(A_d, k)^2},
\]

where the sequences \( (F_{d,k})_{k \geq \ell} \) verify

\[
\lim_{d \to \infty} F_{d,\ell}^2 = F_{\ell}^2, \quad \lim_{d \to \infty} \sum_{k \geq \ell+1} F_{d,k}^2 = F_{\geq \ell}^2.
\]

for some positive constants \( F_{\ell}, F_{\geq \ell} > 0 \).

We will denote \( \mathbb{E}_{f_*} \) the expectation over the random sequence \( \tilde{\beta}_{d} = (\tilde{\beta}_{d,ks})_{k \geq \ell, s \in [B(A_d, k)]} \). We will further make the following technical assumption about the tail of the coefficients \( (F_{d,k})_{k \geq \ell} \) which will simplify the proofs.

**Assumption 3** (Decay of \( (F_{d,k})_{k \geq \ell} \) at level \( \ell \in \mathbb{N} \)). Let \( (F_{d,k})_{k \geq \ell} \) be the sequences of coefficients from Assumption 2. We will assume that there exists an integer \( m \geq \ell \) and \( \delta < 1 \) such that

\[
\sum_{k > m} \frac{F_{d,k}^2}{\mu_{d,k}} = O_d(d^\delta),
\]

where we recall that \( \mu_{d,k} = \xi_{d,k} B(A_d, k) \) with \( \xi_{d,k} \) the \( k \)-th Gegenbauer coefficient of \( h_d \) (see Eq. (10)).
Figure 3: Asymptotic curves for the test error $R_{test} = B(\psi, \zeta) + V(\psi, \zeta)$, the bias part $B(\psi, \zeta)$ and the variance part $V(\psi, \zeta)$ for different values of the effective regularization $\zeta$.

Assumption 3 implies that the RKHS norm of the high-degree part of the target functions does not diverge too quickly, i.e., $\mathbb{E}_{f_\epsilon}[[P_{>m}f_{s,d}]_H^2] = \sum_{k>m} F_{d,k}^2/\mu_{d,k} = O_d(d^\delta)$. This assumption is used to simplify the proof of the concentration of $R_{test}(f_{s,d}; X, \epsilon, \lambda)$ on $\mathbb{E}_{f_\epsilon}[R_{test}(f_{s,d}; X, \epsilon, \lambda)]$.

We are now in position to state our main theorem:

**Theorem 3** (Asymptotic characterization of KRR in the polynomial regime). Fix an integer $\ell \geq 1$ and $\psi > 0$ and assume $\lim_{d \to \infty} n/B(A_d, \ell) = \psi$. Let $\{h_d\}_{d \geq 1}$ be a sequence of inner-product kernel functions satisfying Assumption 1 at level $\ell$. Let $\{f_{s,d} \in L^2(A_d)\}_{d \geq 1}$ be a sequence of target functions satisfying Assumptions 2 and 3 at level $\ell$. Denote

$$B(\psi, \zeta) = 1 - \psi + \psi \zeta^2 r'(\zeta),$$

$$V(\psi, \zeta) = \psi [r_\psi(-\zeta) - \zeta r'_\psi(-\zeta)],$$

where $r_\psi(-\zeta) = \int (x+\zeta)^{-1} \nu_{MP,\psi}(dx)$ is the Stieltjes transform of the Marchenko-Pastur distribution (see Eq. (14)).

Let $X = (x_i)_{i \in [n]} \sim_{iid} \text{Unif}(A_d)$ and $y_i = f_{s,d}(x_i) + \epsilon_i$ where $\epsilon_i$ independent zero-mean noise with $\mathbb{E}[\epsilon_i^2] = \sigma_\epsilon^2$ and $\mathbb{E}[\epsilon_i^4] < \infty$. Fix $\lambda > 0$ and denote $\zeta_* = (\lambda + \mu_{> \ell})/\mu_{\ell}$. Then we have

$$R_{test}(f_{s,d}; X, \epsilon, \lambda) \xrightarrow{P} F_{\ell}^2 \cdot B(\psi, \zeta_*) + (F_{>\ell}^2 + \sigma_\epsilon^2) \cdot V(\psi, \zeta_*) + F_{>\ell}^2,$$  \hspace{1cm} (19)

as $d \to \infty$, where the convergence in probability is over the randomness in $X, \epsilon, f_*$. Furthermore,

$$R_{train}(f_{s,d}; X, \epsilon, \lambda) \xrightarrow{P} \frac{\lambda^2}{\mu_{\ell}^2} \left\{ F_{\ell}^2 [r_\psi(-\zeta_*) - \zeta_* r'_\psi(-\zeta_*)] + (F_{>\ell}^2 + \sigma_\epsilon^2) \cdot r'_\psi(-\zeta_*) \right\},$$  \hspace{1cm} (20)

$$\frac{1}{n} \| \hat{f}(:; \hat{\alpha}_\lambda) \|_H^2 \xrightarrow{P} \frac{F_{\ell}^2}{\mu_{\ell}} \left\{ 1 - \zeta_* r_\psi(-\zeta_*) - \frac{\lambda}{\mu_{\ell}} [r_\psi(-\zeta_*) - \zeta_* r'_\psi(-\zeta_*)] \right\} + \frac{F_{>\ell}^2 + \sigma_\epsilon^2}{\mu_{\ell}} \left\{ r_\psi(-\zeta_*) - \zeta_* r'_\psi(-\zeta_*) \right\}. \hspace{1cm} (21)$$

A detailed proof of Theorem 3 can be found in Appendix B. Let us give some intuition on the asymptotic formula for the test error (19). It will be instructive to consider the contribution to the test error of the three subspaces

$$L^2(A_d) = V_{\leq \ell-1} \oplus V_{\ell} \oplus V_{>\ell}.$$
We compute the classical bias-variance decomposition of the test error on each of these subspaces $V \in \{V_{\leq \ell-1}, V_{\ell}, V_{>\ell}\}$:

$$
\mathbb{E}_x[\|P_V(f_* - \hat{f}(\cdot, \hat{\alpha}_\lambda))\|_{L^2}^2] = ||P_V(f_* - \mathbb{E}_x \hat{f}(\cdot, \hat{\alpha}_\lambda))\|_{L^2}^2 + \mathbb{E}_x[\text{Var}_x(P_V \hat{f}(x, \hat{\alpha}_\lambda)|x)] .
$$

We gathered the results in Table 1:

**Bias**

| Subspace | Bias $o_d(1)$ | Variance $o_d(1)$ |
|----------|--------------|-----------------|
| $V_{\leq \ell-1}$ | $o_d(1)$ | $o_d(1)$ |
| $V_{\ell}$ | $F_\ell^2 \cdot B(\psi, \zeta_* + o_d(1)) + o_d(1)$ | $\sigma_\varepsilon^2 \cdot \mathbb{V}(\psi, \zeta_*) + o_d(1)$ |
| $V_{>\ell}$ | $F_{>\ell}^2 + o_d(1)$ | $o_d(1)$ |

Table 1: Bias-variance decomposition of KRR over each subspace.

We briefly describe what would be needed to strengthen Theorem 3 to hold pointwise.

**Subspace** $V_{\leq \ell-1}$: asymptotically, KRR learns exactly $P_{\leq \ell-1}f_*$. Intuitively, we can effectively replace $H$ by $H_{\leq \ell-1}$ on this subspace. Hence, KRR reduces to the easy low-dimensional problem of fitting a degree-$(\ell - 1)$ polynomial $(\Theta_d(d^{\ell-1})$ parameters) with a degree-$(\ell - 1)$ polynomial kernel with $n = \Theta(d^\ell)$ samples.

**Subspace** $V_{>\ell}$: KRR does not learn $P_{>\ell}f_*$ at all. This subspace contributes to the phenomenon of ‘benign overfitting’ [BLLT20, BMR21]. Indeed consider $\lambda = 0^+$, i.e., the KRR solution interpolates the training data $\hat{f}(x_i; \hat{\alpha}_\lambda) = y_i$, $i \leq n$. The KRR solution can be decomposed as the sum of a regular solution $P_{\leq \ell}f(\cdot; \hat{\alpha}_\lambda)$ (degree-$\ell$ polynomial) useful for prediction and a spiky component $P_{>\ell}f(\cdot; \hat{\alpha}_\lambda)$. This second component helps to interpolate with spikes $P_{>\ell}f(x_i; \hat{\alpha}_\lambda) = y_i - P_{\leq \ell}f(x_i; \hat{\alpha}_\lambda)$ but do not contribute overall to the test error $\|P_{>\ell}f(\cdot; \hat{\alpha}_\lambda)\|_{L^2}^2 = o_d(1)$.

**Subspace** $V_{\ell}$: from the decomposition (13) and rescaling the kernel, we can effectively replace $H + \lambda I_n$ by $Q_\ell + [(\mu_{>\ell} + \lambda)/\mu_\ell]I_n$ on $V_{\ell}$. We therefore obtain a high-dimensional regression problem with $B(A_d, n)$ parameters, effective regularization $\zeta_\ell = (\mu_{>\ell} + \lambda)/\mu_\ell$ and effective noise $P_{>\ell}f_*(x_i) + \varepsilon_i$.

We plotted in Figure 3 the asymptotic test error (19) with $F_\ell^2 = F_{>\ell}^2 + \sigma_\varepsilon^2 = 1$ for different value of the effective regularization parameter $\zeta_\ell$. For sufficiently small effective regularization $\zeta_\ell$ or effective signal-to-noise ratio $\text{SNR}_\ell = F_\ell^2/(F_{>\ell}^2 + \sigma_\varepsilon^2)$, a double descent behavior can appear.

### 4.2 Pointwise asymptotic test error

The convergence in Theorem 3 holds in probability over the class of target functions described in Assumption 2, while the results in [GMM21, MMM21a] for $n \propto d^\kappa, \kappa \notin \mathbb{N}$ hold pointwise, i.e., for any deterministic sequence $\{f_{s,d} \in L^2(A_d)\}_{d \geq 1}$. In this section, we briefly describe what would be needed to strengthen Theorem 3 to hold pointwise.

Recall $Y_\ell(x) = (Y_{\ell}(x))_{x \in [B(A_d, \ell)]} \in \mathbb{R}^{B(A_d, \ell)}$ and $Y_\ell = [Y_\ell(x_1), \ldots, Y_\ell(x_n)]^T \in \mathbb{R}^{n \times B(A_d, \ell)}$. For simplicity, consider a target function $f_\ell(x) = \langle \beta_*, Y_\ell(x) \rangle$, no noise $\varepsilon_i = 0$, and $H = \mu_\ell Q_\ell + \mu_{>\ell} I_n$ (i.e., $\mu_{d,k} = 0$ for $k \leq \ell - 1$). We focus on the contribution of $V_{\ell}$ to the test error (noting $B = B(A_d, \ell)$ for convenience)

$$
\|P_{V_{\ell}}(f_* - \hat{f}(\cdot, \hat{\alpha}_\lambda))\|_{L^2}^2 = \|\beta_* - \xi_* Y_\ell^T(H + \lambda I_n)^{-1}Y_\ell \beta_*\|_2^2 = \zeta_\ell^2 \cdot \beta_*^T(Y_\ell^TY_\ell/B + \xi \lambda I_n)^{-2} \beta_* .
$$

(23)
In order to prove the asymptotic test error formula, we would need to show that
\[
\beta^* \left( Y^T \ell Y / B + \zeta I_n \right)^{-2} \beta^* - \frac{1}{B} \text{Tr}\left[ \left( Y^T \ell Y / B + \zeta I_n \right)^{-2} \right] \cdot \| \beta^* \|_2^2 \xrightarrow{p} 0.
\]

As shown in [HMRT22], this can be reduced to showing that
\[
\beta^* \left( Y^T \ell Y / B + \zeta I_n \right)^{-1} \beta^* - \frac{1}{B} \text{Tr}\left[ \left( Y^T \ell Y / B + \zeta I_n \right)^{-1} \right] \cdot \| \beta^* \|_2^2 \xrightarrow{p} 0,
\]
which is known as an ‘isotropic local law’ [AEK+14] (in fact we would need to show that Eq. (24) is \(O_d(B^{-1/2+\delta})\) to bound the cross terms in the test error, as in [BMR21]). [AEK+14] shows Eq. (24) for matrices \(Y_\ell\) with i.i.d. entries, which implies the pointwise version of Theorem 3 for \(\ell = 1\) (this was already proved in [BMR21] for more general covariates distributions). It is a significant challenge to extend [AEK+14] to our setting, with non-independent entries in the rows of \(Y_\ell\), and we leave it for future work.
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A Proof of Proposition 1: the case of spherical harmonics

In this section, it will be convenient to consider $S^{d-1} := S^{d-1}(1)$ the unit sphere instead of $S^{d-1}(\sqrt{d})$ the sphere of radius $\sqrt{d}$ as in the main text. In particular, $\| \cdot \|_{L^2}$ and $\langle \cdot, \cdot \rangle_{L^2}$ will correspond here to the standard scalar product and norm associated to the $L^2$ space with $x \sim \text{Unif}(S^{d-1})$.

### A.1 Explicit representation of spherical harmonics

The proof of Proposition 1 will rely on an explicit representation of spherical harmonics in terms of the generalized spherical coordinate system in dimension $d$. See for example [Ave12, DX13].

Recall the definition of the spherical coordinate system: for $x \in S^{d-1}$,

$$
\begin{align*}
&x_1 = \sin(\theta_{d-1}) \cdots \sin(\theta_2) \sin(\theta_1), \\
&x_2 = \sin(\theta_{d-1}) \cdots \sin(\theta_2) \cos(\theta_1), \\
&\vdots \\
&x_{d-1} = \sin(\theta_{d-1}) \cos(\theta_{d-2}), \\
&x_d = \cos(\theta_{d-1}),
\end{align*}
$$

(25)

where $0 \leq \theta_1 \leq 2\pi$ and $0 \leq \theta_i \leq \pi$ for $i = 2, \ldots, d - 1$. The uniform probability measure on the unit sphere is given by

$$
\mu(\mathrm{d}\sigma) = \frac{\Gamma(d/2)}{2\pi^{d/2}} \prod_{j=1}^{d-2} \sin(\theta_{d-j})^{d-j-1} \mathrm{d}\theta_{d-1} \cdots \mathrm{d}\theta_2 \mathrm{d}\theta_1.
$$

For convenience, we introduce the normalized Gegenbauer polynomials $\tilde{Q}_k^{(d)} : [-1, 1] \to \mathbb{R}$ on the sphere of radius 1, such that for $x \sim \text{Unif}(S^{d-1})$,

$$
\mathbb{E}_x[\tilde{Q}_k^{(d)}(x_1)\tilde{Q}_k^{(d)}(x_1)] = \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} \int_{-1}^{1} \tilde{Q}_k^{(d)}(x_1)^2 (1 - x_1^2)^{(d-3)/2} \mathrm{d}x_1
\begin{align*}
= & \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} \int_{0}^{\pi} \tilde{Q}_k^{(d)}(\cos(\theta))\tilde{Q}_k^{(d)}(\cos(\theta)) \sin(\theta)^{d-2} \mathrm{d}\theta \\
= & \delta_{k,k'}.
\end{align*}
$$

Introduce the set of $d$ indices

$$
\mathcal{A}_{d,\ell} = \{ \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d | \alpha_1 + \ldots + \alpha_{d-1} = \ell, \text{ if } \alpha_{d-1} > 0, \text{ then } \alpha_d \in \{0, 1\}, \text{ o.w. } \alpha_d = 0 \}.
$$

Notice that

$$
|\mathcal{A}_{d,\ell}| = 2 \begin{pmatrix} d + \ell - 2 \\ d - 2 \end{pmatrix} - \begin{pmatrix} d + \ell - 3 \\ d - 3 \end{pmatrix} = \frac{2\ell + d - 2}{d - 2} \begin{pmatrix} d + \ell - 3 \\ \ell \end{pmatrix} = B(d, \ell). 
$$

Proposition 2. For integers $d > 2$ and $\ell \geq 0$, and $\alpha \in \mathcal{A}_{d,\ell}$, define

$$
Y_\alpha(x) = C_{\alpha}^{1/2} g_\alpha(\theta_1) \prod_{j=1}^{d-2} \left\{ \tilde{Q}_{\alpha_j}^{(d)}(\cos(\theta_{d-j})) \sin(\theta_{d-j})^{|\alpha_{j+1}|} \right\},
$$

(27)

where $|\alpha_{j+1}| = \alpha_{j+1} + \ldots + \alpha_{d-1}$, $d_j = 2|\alpha_{j+1}| + d - j + 1$,

$$
g_\alpha(\theta_1) = \begin{cases} 
\cos(\alpha_{d-1}\theta_1) & \text{if } \alpha_d = 0 \text{ and } \alpha_{d-1} > 0, \\
1/\sqrt{2} & \text{if } \alpha_d = 0 \text{ and } \alpha_{d-1} = 0, \\
\sin(\alpha_{d-1}\theta_1) & \text{if } \alpha_d = 1 \text{ and } \alpha_{d-1} > 0,
\end{cases}
$$
Proof of Proposition 2. We have for \( \mathbf{x} \sim \text{Unif}(S^{d-1}) \),

\[
E_x[Y_{\alpha}(\mathbf{x})^2] = \frac{\Gamma(d/2)}{2\pi^{d/2}} \int Y_{\alpha}(\mathbf{x})^2 \prod_{j=1}^{d-2} \sin(\theta_{d-j})^{d-j-1} d\theta_{d-1} \cdots d\theta_2 d\theta_1
\]

\[
= \left( \int_0^{2\pi} g_\alpha(\theta_1)^2 d\theta_1 \right) \prod_{j=1}^{d-2} \left\{ \frac{\Gamma(d_j/2)}{\sqrt{\pi} \Gamma((d_j - 1)/2)} \int_0^{\pi} \tilde{Q}_{\alpha_j}^{(d_j)}(\cos(\theta_{d-j}))^2 \sin(\theta_{d-j})^{d_j - 2} d\theta_{d-j} \right\}
\]

\[
= 1.
\]

Furthermore, for \( \beta \neq \alpha \), we have \( \langle Y_\alpha, Y_\beta \rangle_{L^2} = E_x[Y_\alpha(\mathbf{x})Y_\beta(\mathbf{x})] = 0 \). Indeed, take the largest \( j \in [d] \) such that \( \beta_j \neq \alpha_j \), then either \( j = d, (d - 1) \) and in that case \( \langle Y_\alpha, Y_\beta \rangle_{L^2} = 0 \) because of the orthogonality of \( g_\alpha \) and \( g_\beta \), or \( j < d - 1 \), and \( |\alpha_j + 1| = |\beta_j + 1| \) and we have \( \langle Y_\alpha, Y_\beta \rangle_{L^2} = 0 \) by orthogonality of the Gegenbauer polynomials \( \tilde{Q}_{\alpha_j}^{(d_j)} \) and \( \tilde{Q}_{\beta_j}^{(d_j)} \).

In order to check that Eq. (27) is a homogeneous polynomial, recall that in the spherical coordinates (25), we have

\[
\cos \theta_k = \frac{x_{k+1}}{\sqrt{x_1^2 + \cdots + x_{k+1}^2}}, \quad \sin \theta_k = \sqrt{\frac{x_1^2 + \cdots + x_k^2}{x_1^2 + \cdots + x_{k+1}^2}},
\]

and therefore

\[
\prod_{j=1}^{d-2} \sin(\theta_{d-j})^{\alpha_j + 1} = (x_1^2 + x_2^2)^{\alpha_{d-1}/2} \prod_{j=1}^{d-2} (x_1^2 + \cdots + x_{d-j+1}^2)^{\alpha_j/2}.
\]

Furthermore, notice that the degree-\( \alpha_j \) polynomial \( \tilde{Q}_{\alpha_j}^{(d_j)} \) is even when \( \alpha_j \) is even and odd when \( \alpha_j \) is odd. Therefore

\[
(x_1^2 + \cdots + x_{d-j+1}^2)^{\alpha_j/2} \tilde{Q}_{\alpha_j}^{(d_j)} \left( \frac{x_{d-j+1}}{\sqrt{x_1^2 + \cdots + x_{d-j+1}^2}} \right),
\]

is a polynomial of degree \( \alpha_j \). We can further write \( h_\alpha(x_1, x_2) := (x_1^2 + x_2^2)^{\alpha_{d-1}/2} g_\alpha(\theta_1) \) as the real part or the imaginary part of the polynomial \((x_2 + ix_1)^{\alpha_{d-1}}\) (or a constant if \( \alpha_{d-1} = \alpha_d = 0 \)), depending on \( \alpha_{d-1}, \alpha_d \). We deduce that

\[
Y_\alpha(\mathbf{x}) = C_\alpha^{1/2} h_\alpha(x_1, x_2) \prod_{j=1}^{d-2} \left( x_1^2 + \cdots + x_{d-j+1}^2 \right)^{\alpha_j/2} \tilde{Q}_{\alpha_j}^{(d_j)} \left( \frac{x_{d-j+1}}{\sqrt{x_1^2 + \cdots + x_{d-j+1}^2}} \right),
\]

(28)
is a polynomial of degree $\alpha_1 + \ldots + \alpha_{d-1} = \ell$. Furthermore, from the expression (28), we can directly check that $Y_\alpha(x)$ is a homogeneous polynomial.

A.2 Proof of Proposition 1

Similarly to the case on the hypercube, we see from the expression (27) that the spherical harmonics $Y_\alpha(x)$ are approximately represented as a product of at most $\ell$ independent zero-mean variables $Q^{d_j}_{\alpha_j} (\cos(\theta_{d-j}))$, corresponding to the $\alpha_j > 0$ (at most $\ell$ of them). We expect product of spherical harmonics that do not have overlap of their support $\{ j : \alpha_j > 0 \}$ to be approximately uncorrelated, and a proof similar to the hypercube case outlined in the main text to extend to the sphere. The main difficulty comes from the fact that $Y_\alpha(x)$ depends on every spherical coordinates through $\sin(\theta_{d-j})^{\alpha_{j+1}}$. However carefully bounding the contribution of each coordinates allows to show that the variance still vanishes (see Section A.3 for technical bounds).

Consider $x \sim \text{Unif}(\mathbb{S}^{d-1})$ and let $Y_\ell(x) = (Y_\alpha(x))_{\alpha \in A_d, \ell}$ be the spherical harmonics basis given in Proposition 2. Denote $B = B(\mathbb{S}^{d-1}, \ell)$ and $A = A_d$ for convenience. Again we consider bounding the variance of the quadratic form, which we decompose in two terms

$$\text{Var}_x(Q(x)) = \mathbb{E}_x \left[ \left( \frac{1}{B} Y_\ell(x)^T A Y_\ell(x) - \frac{1}{B} \text{tr}(A) \right)^2 \right] \leq (I) + (II),$$

where

$$\begin{align*}
(I) &= \frac{1}{B^2} \left| \sum_{\alpha \neq \beta, \gamma \neq \delta} \mathbb{E}_x \left[ Y_\alpha(x)Y_\beta(x)Y_\gamma(x)Y_\delta(x) \right] A_{\alpha, \beta} A_{\gamma, \delta} \right| , \\
(II) &= \frac{1}{B^2} \left| \sum_{\alpha, \beta} \left( \mathbb{E}_x \left[ Y_\alpha(x)^2 \right] Y_\beta(x)^2 - 1 \right) A_{\alpha, \alpha} A_{\beta, \beta} \right| .
\end{align*}$$

We will show that both these terms are $o_d(1)$, which implies the concentration in probability of the quadratic form.

**Step 1. Bounding term (I).**

We proceed similarly than in the main text. Consider $C$ the square matrix of size $B(B-1)$ such that for any $\alpha \neq \beta$ and $\gamma \neq \delta$,

$$C_{(\alpha, \beta), (\gamma, \delta)} = \mathbb{E}_x \left[ Y_\alpha(x)Y_\beta(x)Y_\gamma(x)Y_\delta(x) \right] .$$

Denote $a \in \mathbb{R}^{B(B-1)}$ the vector that contains all off-diagonal entries of $A$. Then the first term can be bounded by

$$(I) = \frac{1}{B^2} \left| a^T C a \right| \leq \frac{1}{B^2} \|C\|_{op} \|a\|_2^2 \leq \frac{\|C\|_{op} \|A\|_{op}^2}{B} .$$

By assumption $\|A\|_{op} \leq 1$. Hence, it is sufficient to show

$$\|C\|_{op} \leq \|C\|_{1, \infty} = \max_{\alpha \neq \beta} \sum_{\gamma \neq \delta} \left| \mathbb{E}_x \left[ Y_\alpha(x)Y_\beta(x)Y_\gamma(x)Y_\delta(x) \right] \right| = o_d(B) . \quad (29)$$

Denote $S_\alpha = \{ j \in [d] : \alpha_j > 0 \}$ (similarly $S_\beta, S_\gamma, S_\delta$) and $r(\alpha, \beta, \gamma, \delta) \subseteq [d-1]$ the subset of indices $j \in [d-1]$ such that $j$ belongs to exactly one of the sets $S_\alpha, S_\beta, S_\gamma, S_\delta$ (e.g., $\alpha_j > 0$ and $\beta_j = \gamma_j = \delta_j = 0$). In the rest of this step, we fix $\alpha \neq \beta$ arbitrary and consider $v(\gamma, \delta) =$
bounded by a constant), and Lemma 2 (to bound the terms $\beta(j)$, $\gamma d$ and either both $\delta$ or $\gamma d$ are non-zero. For convenience denote $T(\gamma, \delta) := \mathbb{E}_x [Y_\alpha(x) Y_\beta(x) Y_\gamma(x) Y_\delta(x)]$. By Lemma 2,

$$\sum_{\gamma \neq \delta} T(\gamma, \delta) = \sum_{u=0}^{2\ell} \sum_{S \subseteq [d-1], |S| = u} \sum_{\gamma \neq \delta, v, (\gamma, \delta) = S} T(\gamma, \delta) \leq C_\ell \sum_{u=0}^{2\ell} \sum_{S \subseteq [d-1], |S| = u} \|\delta\|_{\infty} \leq \frac{1}{d - j}.$$  

For fixed $S$, let us bound the number of $\gamma \neq \delta$ such that $v(\gamma, \delta) = S$. If $u > 0$, it means that there are at most $\ell - u$ other coordinates $j \in [d - 1]$ where $\gamma_j > 0$, and $\ell - u$ coordinates where $\delta_j > 0$, and either both $\delta_j, \gamma_j > 0$ or $j \in S_\alpha \cup S_\beta$: we deduce that there is at most $d^{\ell - u}$ ways of choosing coordinates for $S_\gamma \Delta S_\delta \setminus (S_\alpha \cup S_\beta)$, and then at most $(4\ell)^{2\ell}$ ways of choosing $\gamma, \delta$ compatible with this support. For $u = 0$, because $\gamma \neq \delta$, we can’t have $S_\gamma \cup S_\delta \setminus (S_\alpha \cup S_\beta) = \ell$, hence again there is at most $O(d^{\ell - 1})$ such $\gamma, \delta$. We deduce that there exists a constant $C'_\ell$ such that

$$\sum_{\gamma \neq \delta} T(\gamma, \delta) \leq C'_\ell d^{\ell - 1} \sum_{u=0}^{2\ell} \sum_{S \subseteq [d-1], |S| = u} \|\delta\|_{\infty} \leq \frac{1}{d - j} \leq C'_\ell d^{\ell - 1} \log(d)^{2\ell}. $$

Using that $B = \Theta(d^\ell)$ and that the inequality (30) is uniform over $\alpha, \beta$, the bound $\|C\|_{\text{op}} = o_d(B)$ result from Eq. (29).

**Step 2. Bounding term (II).**

We introduce a new symmetric matrix $\tilde{C} \in \mathbb{R}^{B \times B}$ such that for any $\alpha, \gamma \in A_{d, \ell},$ 

$$\tilde{C}_{\alpha, \gamma} = \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] - 1.$$  

Denote $\tilde{a} \in \mathbb{R}^B$ the vector that contains all the diagonal elements of $A$, i.e., $\tilde{a} = (A_{\alpha, \alpha})_{\alpha \in A_{d, \ell}}$. Similarly to the previous step, we bound the second term by

$$\|\tilde{C}\|_{\text{op}} \leq \frac{1}{B^2} \|\tilde{a}^T \tilde{C} \tilde{a}\| \leq \frac{1}{B^2} \|\tilde{C}\|_{\text{op}} \|\tilde{a}\|_2^2 \leq \|\tilde{C}\|_{\text{op}} \|A\|_{\text{op}}^2,$$

where we used that $\|\tilde{a}\|_2^2 \leq \text{tr}(A^T A) \leq B \|A\|_{\text{op}}^2$. Again, it is sufficient to show

$$\|\tilde{C}\|_{\text{op}} \leq \|\tilde{C}\|_{1, \infty} = \max \sum_{\beta} \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] = o_d(B).$$

Let us fix $\alpha$ arbitrary, and denote $U_\alpha \subseteq A_{d, \ell}$ the set

$$U_\alpha = \left\{ \beta \in A_{d, \ell} : \text{ either } S_\beta \cup S_\alpha \neq \emptyset \text{ or } \max\{j : j \in S_\beta\} \geq d - \sqrt{d} \right\}.$$  

One can easily check that $|U_\alpha| = O_d(d^{\ell - 1/2})$. Using Lemma 2 (which shows that terms in $U_\alpha$ are bounded by a constant), and Lemma 2 (to bound the terms $\beta \notin U_\alpha$), we get

$$\sum_{\beta} \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] = \sum_{\beta \in U_\alpha} \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] + \sum_{\beta \in U_\alpha} \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] = O_d(d^{\ell - 1/2}).$$

Noting that this bound is uniform over $\alpha$ and that $B = \Theta(d^\ell)$ concludes the proof.
A.3 Technical lemmas

We first prove the following useful bound on the expectation of Gegenbauer polynomials $Q^{(k)}_{\alpha}$ over input $x \sim \text{Unif}(\mathbb{S}^{d-1})$ with mismatched dimension $k \neq d$.

**Lemma 1.** Fix $\ell \in \mathbb{N}$. Consider integers $d, k_1, k_2, \alpha$ such that $k_1, k_2 \leq 4\ell$ and $\alpha > 0$, and $x \sim \text{Unif}(\mathbb{S}^{d-1})$. There exists a universal constant $C_\ell > 0$ such that

\[
\left| E_x \left[ \tilde{Q}^{(d+k_1)}_{\alpha}(x_1) \{1 - x_1^2\}^{k_2/2} \right] \right| \leq \frac{C_\ell}{d},
\]

(33)

\[
\left| E_x \left[ \tilde{Q}^{(d)}_{\alpha}(x_1) \{1 - x_1^2\}^{k_2/2} \right] - 1 \right| \leq C_\ell \frac{k_2}{d}.
\]

(34)

**Proof of Lemma 1.** Let us write explicitly the expectation:

\[
E_x \left[ \tilde{Q}^{(d+k_1)}_{\alpha}(x_1) \{1 - x_1^2\}^{k_2/2} \right] = \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} \int_{-1}^{+1} \tilde{Q}^{(d+k_1)}_{\alpha}(x_1) \{1 - x_1^2\}^{(k_2+d-3)/2} \, dx_1
\]

\[
= \frac{\Gamma(d/2) \Gamma((k_1 + d - 1)/2)}{\Gamma((k_1 + d)/2) \Gamma((d-1)/2)} E_x \sim \text{Unif}(\mathbb{S}^{k_1+d-1}) \left[ \tilde{Q}^{(d+k_1)}_{\alpha}(x_1) \{1 - x_1^2\}^{(k_2-k_1)/2} - 1 \right],
\]

where we used in the last line that $Q^{(d+k_1)}_{\alpha}$ is orthogonal to the constant polynomial. By assumption, $k_1 \leq 4\ell$ and the multiplicative factor can be bounded by a constant independent of $d$.

Let us bound the expectation. First, note that we can assume $d$ sufficiently large (at the price of taking a larger but still constant $C_\ell$). By Cauchy-Schwarz inequality, (here $x \sim \text{Unif}(\mathbb{S}^{k_1+d-1})$)

\[
\left| E_x \left[ \tilde{Q}^{(d+k_1)}_{\alpha}(x_1) \{1 - x_1^2\}^{(k_2-k_1)/2} - 1 \right] \right|^2 \leq E_x \left[ \tilde{Q}^{(d+k_1)}_{\alpha}(x_1)^2 \right] E_x \left[ \{1 - x_1^2\}^{(k_2-k_1)/2} - 1 \right]^2
\]

\[
= E_x \left[ \left(1 - x_1^2\right)^{(k_2-k_1)/2} - 1 \right]^2 1_{|x_1| \leq 1/2} + E_x \left[ \left(1 - x_1^2\right)^{(k_2-k_1)/2} - 1 \right]^2 1_{|x_1| > 1/2}
\]

\[
\leq C E_x [x_1^4] + C(3/4)^{d/2} \leq C/d^2.
\]

The second inequality can be obtained following similar argument. First notice that for $k_2 = 0$, we have equality by normalization of Gegenbauer polynomials. For $k_2 > 0$, we can absorb the dependency on $k_2$ of the right-hand-side by multiplying $C_\ell$ by $4\ell$. Therefore we have

\[
\left| E_x \left[ \tilde{Q}^{(d)}_{\alpha}(x_1)^2 \{1 - x_1^2\}^{k_2/2} - 1 \right] \right|^2 \leq \left\| \tilde{Q}^{(d)}_{\alpha} \right\|_{L^4}^2 E_x \left[ \left(1 - x_1^2\right)^{k_2/2} - 1 \right]^2 \leq C E_x [x_1^4] \leq \frac{C}{d^2},
\]

where we used hypercontractivity on the sphere to bound $\left\| \tilde{Q}^{(d)}_{\alpha} \right\|_{L^4}^2$ and that $\left\{ (1 - x_1^2)^{k_2/2} - 1 \right\}^2 \leq C x_1^4$ for some constant $C$. \hfill \Box

**Lemma 2.** For $\alpha, \beta, \gamma, \delta \in A_{d,\ell}$, denote $r(\alpha, \beta, \gamma, \delta) \subseteq [d-1]$ the subset of indices $j \in [d-1]$ such that only one of the $\alpha_j, \beta_j, \gamma_j, \delta_j$ is non-zero. There exists a universal constant $C_\ell > 0$ such that for any $\alpha, \beta, \gamma, \delta \in A_{d,\ell}$,

\[
\left| E_x \left[ Y_\alpha(x) Y_\beta(x) Y_\gamma(x) Y_\delta(x) \right] \right| \leq C_\ell \prod_{j \in r(\alpha, \beta, \gamma, \delta)} \frac{1}{d-j}.
\]

(36)
Proof of Lemma 2. First note that by Hölder inequality followed by hypercontractivity on the sphere (Lemma 14),

\[
\left| \mathbb{E}_x [Y_{\alpha}(x)Y_{\beta}(x)Y_{\gamma}(x)Y_{\delta}(x)] \right| \leq \|Y_{\alpha}\|_{L^4}\|Y_{\beta}\|_{L^4}\|Y_{\gamma}\|_{L^4}\|Y_{\delta}\|_{L^4} \leq 3^{2\ell}\|Y_{\alpha}\|_{L^2}\|Y_{\beta}\|_{L^2}\|Y_{\gamma}\|_{L^2}\|Y_{\delta}\|_{L^2} = 3^{2\ell} c_{\ell},
\]

(37)

Consider the representation (27). If \(d-1 \in r(\alpha, \beta, \gamma, \delta)\), then the expectation (36) is simply 0. Assume that \(d-1 \notin r(\alpha, \beta, \gamma, \delta)\), then from the bound (37), we can decompose

\[
\left| \mathbb{E}_x [Y_{\alpha}(x)Y_{\beta}(x)Y_{\gamma}(x)Y_{\delta}(x)] \right| \leq c_{\ell} \cdot \prod_{j \in r(\alpha, \beta, \gamma, \delta)} R_j(\alpha, \beta, \gamma, \delta),
\]

(38)

where

\[
R_j(\alpha, \beta, \gamma, \delta) = \frac{\mathbb{E}_{\bar{z}(\theta)} \left[ \prod_{\theta \in \{\alpha, \beta, \gamma, \delta\}} \mathbb{E}_{z(j)} Q_{\theta_j}^{(d_j^\alpha)}(z(j)) \{1 - (z(j))^2\}^{\alpha_j+1/2} \right]}{\prod_{\theta \in \{\alpha, \beta, \gamma, \delta\}} \mathbb{E}_{\bar{z}(\theta)} \left[ \tilde{Q}_{\theta_j}^{(d_j)}(z(j)) \{1 - (z(j))^2\}^{\beta_j+1/2} \right]^{\frac{1}{4}},
\]

(39)

with \(z(j) \sim \text{Unif}(S^{d-j})\). Without loss of generality, assume that \(\alpha_j > 0\) (hence, \(\beta_j = \gamma_j = \delta_j = 0\)). For \(\theta \neq \alpha\), we have

\[
\mathbb{E}_{\bar{z}(\theta)} \left[ \{1 - (z(j))^2\}^{\alpha_j+1/2} \right] = \frac{\Gamma((d-j+1)/2)}{\sqrt{\pi} \Gamma((d-j)/2)} \int_{-1}^{1} (1-x_1^2)^{(4\alpha_j+1)d-j-2)/2} dx_1
\]

\[
= \frac{\Gamma((d-j+1)/2)}{\Gamma((d-j)/2)} \cdot \frac{\Gamma((4\alpha_j+1)+d-j)/2)}{\Gamma((4\alpha_j+1)+d-j+1/2)}
\]

\[
= \prod_{0 \leq k \leq 2\alpha_j+1-1} \frac{d-j+k}{d-j+k+1/2} \geq (2/3)^{2\ell},
\]

(40)

where we used that \(\alpha_j \leq \ell\). Consider now when \(\theta = \alpha\). First, the denominator is lower bounded by

\[
\mathbb{E}_{\bar{z}(\theta)} \left[ \tilde{Q}_{\theta_j}^{(d_j)}(z(j)) \{1 - (z(j))^2\}^{\beta_j+1/2} \right]^{\frac{1}{4}}
\]

\[
\geq \mathbb{E}_{\bar{z}(\theta)} \left[ \tilde{Q}_{\theta_j}^{(d_j)}(z(j)) \{1 - (z(j))^2\}^{\gamma_j+1} \right]
\]

\[
= \frac{\Gamma((d-j+1)/2)}{\Gamma((d-j)/2)} \int_{-1}^{1} Q_{\alpha_j}^{(d_j)}(x_1)^2(1-x_1^2)^{d_j-3)/2} dx_1
\]

\[
= \frac{\Gamma((d-j+1)/2)}{\Gamma((d-j)/2)} \cdot \frac{\Gamma((d_j-1)/2)}{\Gamma(d_j/2)} \cdot \mathbb{E}_{x \sim \text{Unif}(S^{d_j-1})} [Q_{\alpha_j}^{(d_j)}(x_1)^2]
\]

\[
= \prod_{0 \leq k \leq 2\alpha_j+1-1} \frac{d-j+k}{d-j+k+1/2} \geq (2/3)^{2\ell},
\]

(41)

while the numerator is upper bounded using Lemma 1 and that \(|\alpha_j, \ldots, |\delta_j| \leq \ell|

\[
\mathbb{E}_{\bar{z}(\theta)} \left[ \tilde{Q}_{\theta_j}^{(d_j)}(z(j)) \{1 - (z(j))^2\}^{(\ell+|\alpha_j+1|+m)/2} \right] \leq \frac{C_{\ell}}{d-j+1}.
\]

(42)

Combining bounds (40), (41) and (42) in the definition (39) of \(R_j(\alpha, \beta, \gamma, \delta) \leq C_{\ell}/(d-j+1)\). Noting that \(|r(\alpha, \beta, \gamma, \delta)| \leq 4\ell\), we conclude by using this inequality in (38).

\(\square\)
For constant $C$

The different terms contribute as follows in the above product. First, we can't have

Proof of Lemma 3. Let us decompose the expectation using the representation (27):

Lemma 3. Recall that for $\alpha \in A_{d,\ell}$, we denote $S_\alpha = \{ j \in [d-1] : \alpha_j > 0 \}$. There exists a universal constant $C_\ell > 0$ such that for any $\alpha, \beta \in A_{d,\ell}$ with $S_\alpha \cap S_\beta = \emptyset$ and $\max \{ j : j \in S_\beta \} \leq d - \sqrt{d}$,

\[
\left| \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] - 1 \right| \leq \frac{C_\ell}{\sqrt{d}}.
\]

(43)

Proof of Lemma 3. Let us decompose the expectation using the representation (27):

\[
\mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] = \frac{\Gamma(d/2)}{2\pi^{d/2}} C_\alpha C_\beta \int_0^{2\pi} g_\alpha(\theta_1)^2 g_\beta(\theta_1)^2 d\theta_1 \times \prod_{j=1}^{d-2} \left\{ \int_0^{\pi} Q_{\alpha_j}^{(d_j)}(\cos(\theta_{d-j}))^2 Q_{\beta_j}^{(d_j)}(\cos(\theta_{d-j}))^2 \sin(\theta_{d-j})^2 |\alpha_j+1|+2|\beta_j+1|+d-j-1 d\theta_{d-j} \right\}.
\]

(44)

The different terms contribute as follows in the above product. First, we can't have $\alpha_{d-1} > 0$ and $\beta_{d-1} > 0$ at the same time, hence

\[
\int_0^{2\pi} g_\alpha(\theta_1)^2 g_\beta(\theta_1)^2 d\theta_1 = \frac{\pi}{2}.
\]

For $j \in [d-2]$, we have

- If $j \notin S_\alpha \cup S_\beta$,
  \[
  \int_0^{\pi} \sin(\theta_{d-j})^2 |\alpha_{j+1}|+2|\beta_{j+1}|+d-j-1 d\theta_{d-j} = \sqrt{\pi} \frac{\Gamma(|\alpha_{j+1}|+(d-j)/2)}{\Gamma(|\alpha_{j+1}|+(d-j+1)/2)} \left( 1 + \frac{|\beta_{j+1}|}{d-j+1} \cdot K_j \right),
  \]

with $|K_j| \leq C_\ell$.

- If $j \in S_\alpha$, from Lemma 1, there exists a universal constant $C_\ell$ such that
  \[
  \int_0^{\pi} Q_{\alpha_j}^{(d_j)}(\cos(\theta_{d-j}))^2 \sin(\theta_{d-j})^2 |\alpha_{j+1}|+2|\beta_{j+1}|+d-j-1 d\theta_{d-j} = \sqrt{\pi} \frac{\Gamma(|\alpha_{j+1}|+(d-j)/2)}{\Gamma(|\alpha_{j+1}|+(d-j+1)/2)} \left( 1 + \frac{|\beta_{j+1}|}{d-j+1} \cdot K_j \right),
  \]

with $|K_j| \leq C_\ell$.

- If $j \in S_\beta$, similarly
  \[
  \int_0^{\pi} Q_{\beta_j}^{(d_j)}(\cos(\theta_{d-j}))^2 \sin(\theta_{d-j})^2 |\alpha_{j+1}|+2|\beta_{j+1}|+d-j-1 d\theta_{d-j} = \sqrt{\pi} \frac{\Gamma(|\beta_{j+1}|+(d-j)/2)}{\Gamma(|\beta_{j+1}|+(d-j+1)/2)} \left( 1 + \frac{|\alpha_{j+1}|}{d-j+1} \cdot K_j \right),
  \]

with $|K_j| \leq C_\ell$.

Combining these contributions in Eq. (44) yields

\[
\mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] = M_{\alpha,\beta} \cdot \prod_{j \in S_\alpha} \left( 1 + \frac{|\beta_{j+1}|}{d-j+1} \cdot K_j \right) \cdot \prod_{j \in S_\beta} \left( 1 + \frac{|\alpha_{j+1}|}{d-j+1} \cdot K_j \right),
\]
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where $M_{\alpha,\beta}$ is an explicit multiplicative factor. By assumption, $d - j \geq \sqrt{d}$ for any $j \in S_\beta$ and $|\beta^{j+1}| = 0$ for $j \geq d - \sqrt{d}$. We deduce that there exists a constant $C'_\ell$ such that

$$\left| \mathbb{E}_x [Y_\alpha(x)^2 Y_\beta(x)^2] - M_{\alpha,\beta} \right| \leq C'_\ell M_{\alpha,\beta} \frac{1}{\sqrt{d}}.$$ 

Hence to prove the lemma, it is sufficient to show that $|M_{\alpha,\beta} - 1| = O(d^{-1/2})$.

Expanding $M_{\alpha,\beta}$ yields

$$M_{\alpha,\beta} = \frac{1}{\Gamma(d/2)} \cdot \prod_{j \in [d-2]} \frac{\Gamma(d_j^3/2) \Gamma(d_j^3/2) \Gamma(|\alpha^{j+1}| + |\beta^{j+1}| + (d - j)/2)}{\Gamma((d_j^3 - 1)/2) \Gamma((d_j^3 - 1)/2) \Gamma(|\alpha^{j+1}| + |\beta^{j+1}| + (d - j + 1)/2)} \quad (45)$$

$$\times \prod_{j \in S_\alpha \cup S_\beta} \left( \frac{\Gamma(d_j^3/2)}{\Gamma((d_j^3 - 1)/2)} \right)^{c_j^3} \left( \frac{\Gamma(d_j^3/2)}{\Gamma((d_j^3 - 1)/2)} \right)^{c_j^3} \frac{\Gamma(|\alpha^{j+1}| + |\beta^{j+1}| + (d - j + 1)/2)}{\Gamma(|\alpha^{j+1}| + |\beta^{j+1}| + (d - j)/2)},$$

where $c_j^3 = 1$ if $\alpha_j > 0$ and $c_j = 0$ is $\alpha_j = 0$ (similarly for $c_j^3$). Note that on the first line, the product can be simplified by telescoping the terms and we obtain

$$\frac{\Gamma(d_j^3/2) \Gamma(d_j^3/2) \Gamma(|\alpha^{d-1}| + |\beta^{d-1}| + 1)}{\Gamma(d/2) \Gamma((d_j^3 - 1)/2) \Gamma((d_j^3 - 1)/2) \Gamma(|\alpha|^2 + |\beta|^2 + d/2)} \times \prod_{j \in [d-2]; \alpha_j > 0 \ or \ \beta_j > 0} \frac{\Gamma((d_j^3 - 1)/2) \Gamma((d_j^3 - 1)/2) \Gamma(|\alpha| + |\beta| + (d - j - 1)/2)}{\Gamma((d_j^3 - 1)/2) \Gamma((d_j^3 - 1)/2) \Gamma(|\alpha| + |\beta| + (d - j + 1)/2)}$$

$$= \frac{\Gamma(|\alpha|^2 + d/2) \Gamma(|\beta|^2 + d/2) \Gamma(\alpha_{d-1} + \beta_{d-1} + 1)}{\Gamma(d/2) \Gamma(\alpha_{d-1} + 1) \Gamma(\beta_{d-1} + 1) \Gamma(|\alpha|^2 + |\beta|^2 + d/2)} \times \prod_{j \in [d-2]; \alpha_j > 0 \ or \ \beta_j > 0} \frac{\Gamma(|\alpha| + |\beta| + (d - j + 1)/2) \Gamma(|\beta + (d - j + 1)/2)}{\Gamma(|\alpha| + (d - j + 1)/2) \Gamma(|\beta| + (d - j + 1)/2)} \cdot \frac{\Gamma(|\alpha| + |\beta| + (d - j - 1)/2)}{\Gamma(|\alpha| + |\beta| + (d - j - 1)/2)}.$$

We see that because at most one of the $\alpha_{d-1}, \beta_{d-1}$ is non-zero, and $|\alpha|^2, |\beta|^2 \leq \ell$, the first term is $1 + O_d(d^{-1})$. There are at most $2\ell$ terms in the rest of the product and each is of order $1 + O_d((d - j)^{-1})$. Noting that by assumption $|\beta|^2 \leq 0$ for $j > d - \sqrt{d}$, and the corresponding term cancel out. We deduce that this product is of order $1 + O_d(d^{-1/2})$.

Similarly, on the second line of Eq. (45), there are at most $2\ell$ terms that are of order $1 + O_d((d - j)^{-1})$, with terms cancelling each other as soon as $j > d - \sqrt{d}$. We deduce that this second term is also of order $1 + O_d(d^{-1/2})$. We conclude that $M_{\alpha,\beta} = 1 + O_d(d^{-1/2})$, which finishes the proof. \(\square\)
Appendix: asymptotic characterization of kernel ridge regression in the polynomial regime.

Proof of Theorem 3: asymptotic characterization of KRR

In this Appendix, we prove the asymptotic characterization of kernel ridge regression in the polynomial regime, described in Theorem 3. Throughout the proof, we will denote $\Delta$ any matrix with $\|\Delta\|_{\text{op}} = o_d(d^1)$. In particular, $\Delta$ can change from line to line.

In Section B.1, we outline the proof for the asymptotic prediction risk which is split into two parts: convergence in probability over $X$ of $\mathbb{E}_{x,f_*}[R_{\text{test}}(\mathbf{f}_{*,d}; X, \varepsilon, \lambda)]$ to the asymptotic risk (proved in Section B.2) and convergence in $L^1$ over $X, \varepsilon, f_*$ of $R_{\text{test}}(\mathbf{f}_{*,d}; X, \varepsilon, \lambda)$ to $\mathbb{E}_{x,f_*}[R_{\text{test}}(\mathbf{f}_{*,d}; X, \varepsilon, \lambda)]$ (proved in Section B.3). The proofs for the training error and RKHS norm are very similar and we outline the main steps in Section B.4. Finally, the proof of some of the more technical claims are deferred to Section B.2.1.

B.1 Outline of the proof

In this section, we focus on the test error (we will write $f_* = f_{*,d}$ for simplicity):

$$R_{\text{test}}(f_*; X, \varepsilon, \lambda) = \mathbb{E}_x \left[ (f_*(x) - \hat{f}(x; \hat{\alpha}_\lambda))^2 \right],$$

where we recall that the kernel ridge regression solution is given by

$$\hat{f}(x; \hat{\alpha}_\lambda) = y^T (H + \lambda I_n)^{-1} h(x),$$

with $H = (h((x_i, x_j)/d))_{i,j \in [n]}$, $y = (y_1, \ldots, y_n)$ and $h(x) = (h((x, x_i)/d))_{i \in [n]}$.

We will decompose $\mathcal{A}_d$ into three orthogonal subspaces and bound the risk along each of them:

$$L^2(\mathcal{A}_d) = \mathcal{V}_{\leq \ell-1} \oplus \mathcal{V}_\ell \oplus \mathcal{V}_{> \ell},$$

(46)

where $\mathcal{V}_{\leq \ell-1}$ is the subspace spanned by polynomials of degree $\leq \ell - 1$, $\mathcal{V}_\ell$ is the subspace spanned by polynomials of degree $\ell$ orthogonal to $\mathcal{V}_{\leq \ell-1}$, and $\mathcal{V}_{> \ell}$ is the subspace of all functions in $L^2(\mathcal{A}_d)$ orthogonal to polynomials of degree $\leq \ell$. Recall that we denote $P_{\leq \ell} : L^2(\mathcal{A}_d) \to L^2(\mathcal{A}_d)$ the orthogonal projection onto $\mathcal{V}_{\leq \ell-1}$. Define $P_{> \ell} = I - P_{\leq \ell}$, and $P_\ell = P_{> \ell} P_{\leq \ell}$ the orthogonal projections onto $\mathcal{V}_{> \ell}$ and $\mathcal{V}_\ell$ respectively. By the orthogonal decomposition (46) of $\mathcal{A}_d$ (in $L^2(\mathcal{A}_d)$ sense), we have directly:

$$R_{\text{test}}(f_*; X, \varepsilon, \lambda) = \|P_{\leq \ell-1}(f_* - \hat{f}(\cdot; \hat{\alpha}_\lambda))\|_{L^2}^2 + \|P_\ell(f_* - \hat{f}(\cdot; \hat{\alpha}_\lambda))\|_{L^2}^2 + \|P_{> \ell}(f_* - \hat{f}(\cdot; \hat{\alpha}_\lambda))\|_{L^2}^2.$$

Let us recall and introduce some new notations. Define $B_{\ell-1} = \sum_{k=0}^{\ell-1} B(\mathcal{A}_d, k)$ (note that $B_{\leq \ell-1} = \Theta_d(d^{\ell-1})$) and

$$D_k = \xi_d,k(h)I_{B(\mathcal{A}_d,k)},$$

$$Y_k(x) = (Y_{ks}(x))_{s \in [B(\mathcal{A}_d,k)]} \in \mathbb{R}^{B(\mathcal{A}_d,k)},$$

$$Y_{\leq \ell-1}(x) = (Y_k(x))_{k \leq \ell-1} \in \mathbb{R}^{B_{\ell-1}},$$

$$Y_{\leq \ell-1} = [Y_0^T, \ldots, Y_{\ell-1}^T]^T \in \mathbb{R}^{n \times B_{\ell-1}},$$

$$D_{\leq \ell-1} = \text{diag}(D_0, \ldots, D_{\ell-1}) \in \mathbb{R}^{B_{\ell-1} \times B_{\ell-1}}.$$

Furthermore, introduce $\beta_* = (\beta_{ks})_{k \leq \ell-1, s \in [B(\mathcal{A}_d,k)]} \in \mathbb{R}^{B_{\ell-1}}$ and $\tilde{\beta}_k = (\tilde{\beta}_{ks})_{s \in [B(\mathcal{A}_d,k)]} \in \mathbb{R}^{B(\mathcal{A}_d,k)}$ for $k \geq \ell$. Denote $\mathbf{f}_* = (f_*(x_1), \ldots, f_*(x_n))$ and $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)$ so that $y = f_* + \varepsilon$. We can rewrite $f_* = Y_{\leq \ell-1} \beta_* + Y_\ell \Delta \varepsilon + f_{> \ell}$ where

$$f_{> \ell} = \sum_{k=\ell+1}^{\infty} Y_k \tilde{\beta}_k.$$
Recall that we can decompose the inner-product kernel in terms of Gegenbauer polynomials associated to $A_d$:

$$h(\langle x_1, x_2 \rangle/d) = \sum_{k=0}^{\infty} \xi_{d,k}(h) B(A_d, k) Q_k^{(d)}(\langle x, y \rangle) = \sum_{k=0}^{\infty} \mu_{d,k}(h) Q_k^{(d)}(\langle x, y \rangle),$$

where we recall we denoted $\mu_{d,k} = \xi_{d,k}(h) B(A_d, k)$. We introduce the matrix $M := E_x[h(x)h(x)^T]$, and we denote below $\xi_k := \xi_{d,k}(h)$ and $\mu_{d,k} = \mu_{d,k}(h)$ for simplicity. The vector and matrices can be decomposed in the polynomial basis as

$$h(x) = Y_{\leq \ell-1} D_{\leq \ell-1} Y_{\leq \ell-1}(x) + \xi Y_{\ell}(x) + h_{>\ell}(x),$$

$$H = Y_{\leq \ell-1} D_{\leq \ell-1} Y_{\leq \ell-1}^T + \xi Y_{\ell} Y_{\ell}^T + H_{>\ell},$$

$$M = Y_{\leq \ell-1} D_{\leq \ell-1}^2 Y_{\leq \ell-1}^T + \xi_{\ell}^2 Y_{\ell} Y_{\ell}^T + M_{>\ell},$$

where

$$h_{>\ell}(x) = \sum_{k=\ell+1}^{\infty} \xi_k Y_k Y_k(x), \quad H_{>\ell} = \sum_{k=\ell+1}^{\infty} \xi_k Y_k Y_k^T, \quad M_{>\ell} = \sum_{k=\ell+1}^{\infty} \xi_k^2 Y_k Y_k^T.$$

Recall that we denote $Q_k = B(A_d, k)^{-1} Y_k Y_k^T$ the matrix of the $k$-th Gegenbauer polynomial evaluated on the inner-product of the inputs. We will further denote:

$$\Xi = (H + \lambda I_n)^{-1}.$$

By Theorem 6 in [MMM21a] (see also Proposition 6 and Corollary 1 in Section B.3.2), the high-degree component of the kernel matrices satisfy

$$H_{>\ell} = \kappa_H(I + \Delta_H),$$
$$M_{>\ell} = \kappa_M(I + \Delta_M),$$

where $\max(\|\Delta_H\|_{op}, \|\Delta_M\|_{op}) = o_{d,\mathbb{P}}(1)$, and

$$\kappa_H = \sum_{k=\ell+1}^{\infty} \xi_k B(A_d, k) = \sum_{k=\ell+1}^{\infty} \mu_{d,k}, \quad \kappa_M = \sum_{k=\ell+1}^{\infty} \xi_k^2 B(A_d, k).$$

We first compute $E_{x,f_x}[R_{test}(f_x; X, \varepsilon, \lambda)]$, the expected test error with the expectation taken over $f_x$ and $\varepsilon$. The following proposition characterizes the convergence of the test error on each of the three subspaces (46) as $d \to \infty$, where the convergence is in probability with respect to $X$:

**Proposition 3.** Follow the assumptions and notations of Theorem 3. We get the following expressions for the test error on the different subspaces: (where $o_{d,\mathbb{P}}(\cdot)$ is with respect to the randomness on $X$)

1. On $V_{<\ell}$:

$$E_{f_x,\varepsilon}[\|P_{\leq \ell-1}(f_x - \hat{f}(:; \hat{\alpha}_\lambda))\|_{L^2}^2] = o_{d,\mathbb{P}}(1).$$

2. On $V_{>\ell}$:

$$E_{f_x,\varepsilon}[\|P_{>\ell}(f_x - \hat{f}(:; \hat{\alpha}_\lambda))\|_{L^2}^2] = F_{>\ell}^2 + o_{d,\mathbb{P}}(1).$$

3. On $V_{\ell}$: denoting $\zeta_x = \frac{a_{\ell+1} + \lambda}{\mu_{\ell}}$, we have

$$E_{f_x,\varepsilon}[\|P_{\ell}(f_x - \hat{f}(:; \hat{\alpha}_\lambda))\|_{L^2}^2] = F_{\ell}^2 \cdot \mathcal{B}(\psi, \zeta_x) + (F_{>\ell}^2 + \sigma_{\varepsilon}^2) \cdot \mathcal{V}(\psi, \zeta_x) + o_{d,\mathbb{P}}(1).$$
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In order to get the convergence in probability with respect to \( f_*, \varepsilon \), we show that the test error \( R_{\text{test}}(f_*; X, \varepsilon, \lambda) \) converges to \( \mathbb{E}_{\varepsilon, f_*}[R_{\text{test}}(f_*; X, \varepsilon, \lambda)] \) in \( L^1 \) over \( f_*, \varepsilon, X \):

**Proposition 4** (Convergence to expectation). Under the assumptions of Theorem 3, we have:

\[
\mathbb{E}_{X, f_*, \varepsilon} \left[ \left| R_{\text{test}}(f_*; X, \varepsilon, \lambda) - \mathbb{E}_{\varepsilon, f_*}[R_{\text{test}}(f_*; X, \varepsilon, \lambda)] \right| \right] = o_d(1).
\]

The proofs of Propositions 3 and 4 can be found in Sections B.2 and B.3 respectively. The characterization of the test error in Theorem 3 follows directly from these two propositions.

**B.2 Proof of Proposition 3**

**Step 1. Bounding the contribution of \( P_{\leq t-1}(f_* - \hat{f}(\cdot; \hat{a}_\lambda)) \).**

We decompose the contribution along \( P_{\leq t-1} \) as follows:

\[
\mathbb{E}_{f_*, \varepsilon} \left[ \left| P_{\leq t-1}(f_* - \hat{f}(\cdot; \hat{a}_\lambda)) \right|^2 \right] = \mathbb{E}_{f_*, \varepsilon} \left[ \left| \beta_* - y^T Y_{\leq t-1} D_{\leq t-1} \right|^2 \right] = B_{11} + B_{12} + V_1,
\]

where

\[
B_{11} = \left\| (I - Y_{\leq t-1} \Xi Y_{\leq t-1} D_{\leq t-1}) \beta_* \right\|^2_2,
\]

\[
B_{12} = \sum_{k=\ell}^\infty F_{d,k}^2 \text{Tr}[Q_k \Xi Y_{\leq t-1} D_{\leq t-1}^2 Y_{\leq t-1} \Xi],
\]

\[
V_1 = \sigma_\varepsilon^2 \text{Tr}[\Xi^2 Y_{\leq t-1} D_{\leq t-1}^2 Y_{\leq t-1}].
\]

The terms \( B_{11} + B_{12} \) and \( V_1 \) correspond respectively to the bias and variance of the kernel estimator along the subspace \( P_{\leq t-1} \).

First from Lemma 4, we get

\[
B_{11} = \left\| \beta_* \right\|^2_2 \cdot o_d, P(1) = o_d, P(1).
\]

For the second term, notice that by Theorem 6 in [MMM21a] (see also Proposition 6 and Corollary 1 in Section B.3.2), we have

\[
F_{\geq \ell} := \sum_{k=\ell}^\infty F_{d,k}^2 Q_k = F_{d,\ell}^2 Q_{\ell} + F_{\geq \ell} \cdot (I_n + \Delta).
\]

Using \( \|Q_{\ell}\|_{\text{op}} = O_d, P(d^3) \) for any \( \delta > 0 \) by Lemma 9, we can apply Eq. (58) of Lemma 5 and obtain

\[
B_{12} = \text{Tr}[A \Xi Y_{\leq t-1} D_{\leq t-1}^2 Y_{\leq t-1} \Xi] = o_d, P(1).
\]

Similarly, by Eq. (58) of Lemma 5 with \( A = I_n \), we get

\[
V_1 = \sigma_\varepsilon^2 \text{Tr}[\Xi^2 Y_{\leq t-1} D_{\leq t-1}^2 Y_{\leq t-1} \Xi] = o_d, P(1).
\]

Combining Eqs. (49), (50) and (51) in Eq. (48) yields the first of the three contributions:

\[
\mathbb{E}_{f_*, \varepsilon} \left[ \left| P_{\leq t-1}(f_* - \hat{f}(\cdot; \hat{a}_\lambda)) \right|^2 \right] = o_d, P(1).
\]

**Step 3. Bounding the contribution of \( P_{>\ell}(f_* - \hat{f}(\cdot; \hat{a}_\lambda)) \).**
We will in fact show that $\mathbb{E}_{f, \varepsilon} [\|P_{>\ell} \hat{f}(\cdot; \hat{a}_\lambda)\|_{L^2}^2] = o_{d,\mathbb{P}}(1)$. This implies that
\begin{equation}
\mathbb{E}_{f, \varepsilon} [\|P_{>\ell} (f_* - \hat{f}(\cdot; \hat{a}_\lambda))\|_{L^2}^2] = \mathbb{E}_{f, \varepsilon} [\|P_{>\ell} f_*\|_{L^2}^2] + \mathbb{E}_{f, \varepsilon} [\|P_{>\ell} \hat{f}(\cdot; \hat{a}_\lambda)\|_{L^2}^2] 
+ 2 \cdot \mathbb{E}_{f, \varepsilon} [\|P_{>\ell} f_*\|_{L^2}] \mathbb{E}_{f, \varepsilon} [\|P_{>\ell} \hat{f}(\cdot; \hat{a}_\lambda)\|_{L^2}]^{1/2}
= \mathbb{E}_{f, \varepsilon} [\|P_{>\ell} f_*\|_{L^2}^2] + o_{d,\mathbb{P}}(1) = F_{d,\ell}^2 + o_{d,\mathbb{P}}(1).
\end{equation}

We have simply
\begin{equation}
\mathbb{E}_{f, \varepsilon} [\|P_{>\ell} \hat{f}(\cdot; \hat{a}_\lambda)\|_{L^2}^2] = \sum_{k=\ell+1}^{\infty} \mathbb{E}_{f, \varepsilon} [\|\xi_k y^T \Xi Y_k\|_{L^2}^2] = \mathbb{E}_{f, \varepsilon} [y^T \Xi M_{>\ell} \Xi y] \leq \|\Xi M_{>\ell}\|_{\text{op}} \mathbb{E}_{f, \varepsilon} \cdot \|y\|_{L^2}^2.
\end{equation}

Note that
\begin{equation}
\mathbb{E}_{f, \varepsilon, \lambda} [\|y\|_{L^2}^2] = n \left( \sigma_y^2 + \mathbb{E}_{f_*} [\|f_*\|_{L^2}^2] \right) = O_d(n),
\end{equation}
and therefore $\mathbb{E}_{f, \varepsilon} [\|y\|_{L^2}^2] = n \cdot O_{d,\mathbb{P}}(1)$ by Markov’s inequality. We deduce using bound (57) from Lemma 5,
\begin{equation}
\mathbb{E}_{f, \varepsilon} [\|P_{>\ell} \hat{f}(\cdot; \hat{a}_\lambda)\|_{L^2}^2] = n \|\Xi M_{>\ell}\|_{\text{op}} \cdot O_{d,\mathbb{P}}(1) = o_{d,\mathbb{P}}(1).
\end{equation}

**Step 4. Bounding the contribution of $P_\ell(f_* - \hat{f}(\cdot; \hat{a}_\lambda))$.**

We decompose the contribution along $P_\ell$ as follows:
\begin{equation}
\mathbb{E}_{f, \varepsilon} [\|P_\ell (f_* - \hat{f}(\cdot; \hat{a}_\lambda))\|_{L^2}^2] = \mathbb{E}_{f, \varepsilon} [\|\tilde{\beta}_{\ell} - \xi_\ell y^T \Xi Y_{\ell}\|_{L^2}^2] = B_{21} + B_{22} + B_{23} + V_2,
\end{equation}
where
\begin{align*}
B_{21} &= F_{d,\ell}^2 \left\{ 1 - 2 \xi_\ell \cdot \text{Tr}(\Xi Q_{\ell}) + \xi_\ell^2 B(A_d, \ell) \cdot \text{Tr}(\Xi Q_{\ell} \Xi Q_{\ell}) \right\},
B_{22} &= \sum_{k=\ell+1}^{\infty} F_{d,\ell}^2 k^2 \xi_\ell^2 B(A_d, \ell) \cdot \text{Tr}(\Xi Q_{\ell} \Xi Q_{k}),
B_{23} &= \xi_\ell^2 \|Y_{\ell}^T \Xi Y_{\leq \ell-1} \beta_{\ell}\|_{L^2}^2,
V_2 &= \sigma_y^2 \xi_\ell^2 B(A_d, \ell) \cdot \text{Tr}(\Xi^2 Q_{\ell}).
\end{align*}

Let us first show that $B_{23}$ goes to zero in probability. Using $\|Q_{\ell}\|_{\text{op}} = O_{d,\mathbb{P}}(d^\delta)$ for any $\delta > 0$,
\begin{align*}
B_{23} &= \xi_\ell^2 \|y_{\leq \ell-1} \Xi Y_{\leq \ell-1} \Xi Y_{\leq \ell-1} \beta_{\ell} \|_{L^2}^2 \\
&\leq \frac{\mu_{d,\ell}^2}{B(A_d, \ell)} \|Q_{\ell}\|_{\text{op}} \|\beta_{\ell}\|_{L^2}^2 \|Y_{\leq \ell-1} \Xi^2 Y_{\leq \ell-1}\|_{\text{op}} \\
&= O_{d,\mathbb{P}}(n^{-1} d^\delta) \cdot \|Y_{\leq \ell-1} \Xi^2 Y_{\leq \ell-1}\|_{\text{op}}.
\end{align*}

From Eq. (79), we have
\begin{align*}
Y_{\leq \ell-1}^T \Xi^2 Y_{\leq \ell-1} &= D_{\leq \ell-1}^{-1} L Y_{\leq \ell-1}^T A^{-2} Y_{\leq \ell-1} L D_{\leq \ell-1}^{-1}/n^2,
\end{align*}
where we denoted $L := [(nD_{\leq \ell-1})^{-1} + Y_{\leq \ell-1} A^{-1} Y_{\leq \ell-1}/n]^{-1}$ and $A := \sum_{k \geq \ell} \mu_{d,k} Q_k + \lambda I_n$. From Eq. (81) in Proposition 7, we obtain
\begin{align}
B_{23} &= O_{d,\mathbb{P}}(d^\delta n^{-1}) \cdot \|D_{\leq \ell-1}^{-1}\|_{\text{op}} \cdot \|L Y_{\leq \ell-1} A^{-2} Y_{\leq \ell-1} L\|_{\text{op}}/n^2 \\
&= O_{d,\mathbb{P}}(d^\delta n^{-2}) \cdot O_d(d^2(\ell-1)) = o_{d,\mathbb{P}}(1),
\end{align}
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where we used that \(\|D_{\leq \ell-1}\|_{\text{op}} = \max_{k<\ell} \xi_k^{-1} = O_d(d^{\ell-1})\).

Let us now simplify \(B_{22}\): applying Theorem 6 in [MMM21a], we have
\[
\sum_{k=\ell+1}^{\infty} F_{d,\ell}^2 Q_k = \left(\sum_{k>\ell} F_{d,\ell}^2\right) \cdot [I_n + \Delta] = F_{\ell+1}^2 [I_n + \Delta],
\]
and therefore
\[
B_{22} = \xi_{\ell}^2 B(A_d, \ell) \cdot (1 + o_{d,p}(1)) \cdot \text{Tr}(\Xi_{\ell} \Xi).
\]
Denote \(R(\zeta) = (Q_\ell + \zeta I_n)^{-1}\) and \(\zeta_* = (\lambda + \mu_{>\ell})/\mu_{\ell}\). Notice that because
\[
\|\Xi\|_{\text{op}}, \|Q_\ell \Xi\|_{\text{op}}, \|Q_\ell R(\zeta)\|_{\text{op}}, \|R(\zeta)\|_{\text{op}} = O_{d,p}(1),
\]
we can use Lemma 6 and simplify the expression of the different terms:
\[
B_{21} = F_{d,\ell}^2 \left\{ 1 - \frac{\xi_{\ell}}{\mu_{d,\ell}} \cdot \text{Tr}[R(\zeta_{\ast})Q_\ell] + \frac{\xi_{\ell}^2 B(A_d, \ell)}{\mu_{d,\ell}^2} \cdot \text{Tr}[R(\zeta_{\ast})Q_\ell R(\zeta_{\ast})Q_\ell] + o_{d,p}(1) \right\}
\]
\[
= F_{d,\ell}^2 \left\{ 1 - \frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell] + \frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell R(\zeta_{\ast})Q_\ell] \right\} + o_{d,p}(1),
\]
\[
B_{22} = F_{d,\ell}^2 \psi \frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell R(\zeta_{\ast})] + o_{d,p}(1),
\]
\[
V_2 = \sigma_{\ell}^2 \frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell R(\zeta_{\ast})] + o_{d,p}(1).
\]
Finally, Lemma 7 shows that
\[
\left\{ 1 - \frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell] + \frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell R(\zeta_{\ast})Q_\ell] \right\} = \mathcal{B}(\psi, \zeta_{\ast}) + o_{d,p}(1),
\]
\[
\frac{\psi}{n} \text{Tr}[R(\zeta_{\ast})Q_\ell R(\zeta_{\ast})] = \mathcal{V}(\psi, \zeta_{\ast}) + o_{d,p}(1),
\]
which concludes the proof.

### B.2.1 Technical results: bounds in probability

**Lemma 4.** Follow the assumptions and notations in the proof of Theorem 3. We have
\[
\|Y_{\leq \ell-1} \Xi Y_{\leq \ell-1} D_{\leq \ell-1} - I_{B_{\ell-1}}\|_{\text{op}} = o_{d,p}(1). \tag{55}
\]

**Proof of Lemma 4.** Recall that we can decompose
\[
H + \lambda I_n = Y_{\leq \ell-1} D_{\leq \ell-1} Y_{\leq \ell-1}^T + \xi \Theta Y_{\ell}^T + (\kappa_H + \lambda)(I_n + \Delta),
\]
where \(\|\Delta\|_{\text{op}} = o_{d,p}(1)\). By the Sherman-Morrison-Woodbury formula, we have
\[
Y_{\leq \ell-1}^T \Xi Y_{\leq \ell-1} D_{\leq \ell-1} = Y_{\leq \ell-1}^T E^{-1} Y_{\leq \ell-1} R/n,
\]
where \(E = \xi/(\kappa_H + \lambda) \cdot Y_{\ell} Y_{\ell}^T + I_n + \Delta\) and
\[
R = \left[ (\kappa_H + \lambda)(n D_{\leq \ell-1})^{-1} + Y_{\leq \ell-1}^T E^{-1} Y_{\leq \ell-1}/n \right]^{-1}.
\]
From the above formula, we deduce that
\[
Y_{\leq \ell-1}^T \Xi Y_{\leq \ell-1} D_{\leq \ell-1} - I = -(\kappa_H + \lambda)(n D_{\leq \ell-1})^{-1} R.
\]
Notice that $\sigma_{\min}(E^{-1}) \geq \Omega_{d, \mathbb{F}}(1/\|Q_{\ell}\|_{\text{op}}) = \Omega_{d, \mathbb{F}}(1)$ and recall $\|(\kappa_H + \lambda)(nD_{\ell-1})^{-1}\|_{\text{op}} = o_{d, \mathbb{F}}(1)$. We have $\|Y_{\ell-1}^T Y_{\ell-1}/n - I_{B_{\ell-1}}\|_{\text{op}} = o_{d, \mathbb{F}}(1)$ (see Lemma 8). We deduce that $\|R\|_{\text{op}} = O_{d, \mathbb{F}}(1)$ and
\[
\|Y_{\ell-1}^T \Xi Y_{\ell-1} D_{\ell-1} - I\|_{\text{op}} = o_{d, \mathbb{F}}(1),
\] as desired. \hfill \blacksquare

**Lemma 5.** Follow the assumptions and notations in the proof of Theorem 3. We have
\[
\|Y_{\ell-1}^T \Xi Y_{\ell-1} D_{\ell-1}^2 Y_{\ell-1}^T \Xi Y_{\ell-1} - I_{B_{\ell-1}}\|_{\text{op}} = o_{d, \mathbb{F}}(1),
\] (56)
\[
n\|\Xi M_{> \ell}\|_{\text{op}} = O_{d, \mathbb{F}}(d^{-1}).
\] (57)
and for any symmetric matrix $A \in \mathbb{R}^{n \times n}$ such that $\|A\|_{\text{op}} = O_{d, \mathbb{F}}(d^\delta)$ for some $\delta < 1$,
\[
\text{Tr} \left[ A \Xi Y_{\ell-1} D_{\ell-1}^2 Y_{\ell-1}^T \Xi \right] = o_{d, \mathbb{F}}(1).
\] (58)

**Proof of Lemma 5.** The first bound (56) follows simply from Lemma 4. For the second bound (57), we have
\[
n\|\Xi M_{> \ell}\|_{\text{op}} = O_{d, \mathbb{F}}(1) \cdot \frac{n \kappa_M}{(\kappa_H + \lambda)^2} = O_{d, \mathbb{F}}(1) \cdot \sup_{k \geq \ell+1} n \xi_k^2 = O_{d, \mathbb{F}}(d^{-1}),
\]
where we used that $M_{> \ell} = \kappa_M (I + \Delta)$ and $\|\Xi\|_{\text{op}} = (\kappa_H + \lambda)^{-1} \cdot O_{d, \mathbb{F}}(1)$.

For the third bound (58), we follow the notations introduced in the proof of Lemma 4. In particular, by Sherman-Morrison-Woodbury formula, we have
\[
\text{Tr} \left[ A \Xi Y_{\ell-1} D_{\ell-1}^2 Y_{\ell-1}^T \Xi \right] = \text{Tr} \left[ A E Y_{\ell-1} R^2 Y_{\ell-1}^T E \right] / n^2
\]
\[
= O_{d, \mathbb{F}}(d^\delta) \cdot \text{Tr} \left[ Y_{\ell-1} Y_{\ell-1}^T \right] / n^2
\]
\[
= O_{d, \mathbb{F}}(d^\delta) \cdot \frac{n B_{\ell-1}}{n^2} = o_{d, \mathbb{F}}(1),
\]
where we used $\|A\|_{\text{op}}, \|E\|_{\text{op}}, \|R\|_{\text{op}} = O_{d, \mathbb{F}}(1)$ in the second line, and Markov’s inequality on the last line with $\mathbb{E} \left[ \text{Tr} \left[ Y_{\ell-1} Y_{\ell-1}^T \right] \right] = n B_{\ell-1}$. \hfill \blacksquare

**Lemma 6.** Follow the assumptions and notations in the proof of Theorem 3. Let $B \in \mathbb{R}^{n \times n}$ a matrix such that $\|B\|_{\text{op}} = O_{d, \mathbb{F}}(1)$. Then
\[
\frac{1}{n} \text{Tr} \left[ (H + \lambda I_n)^{-1} Q_{\ell} B \right] = \frac{1}{\mu_{\ell n}} \text{Tr} \left[ (Q_{\ell} + \zeta_n I_n)^{-1} Q_{\ell} B \right] + o_{d, \mathbb{F}}(1),
\] (59)
where we recall that $\zeta_n = (\lambda + \mu_{> \ell})/\mu_{\ell}$.

**Proof of Lemma 6.** Recall that, one can decompose $H + \lambda I_n = Y_{\ell-1} D_{\ell-1} Y_{\ell-1} + A$, where $A = \mu_{d, \mathbb{F}} Q_{\ell} + (\kappa_H + \lambda)(I_n + \Delta)$. By Sherman-Morrison-Woodbury formula, we have
\[
\frac{1}{n} \text{Tr} \left[ \Xi Q_{\ell} B \right]
\]
\[
= \frac{1}{n} \text{Tr} \left[ A^{-1} Q_{\ell} B \right] - \frac{1}{n^2} \text{Tr} \left[ A^{-1} Y_{\ell-1} \left( (nD_{\ell-1})^{-1} + Y_{\ell-1}^T A^{-1} Y_{\ell-1} / n \right)^{-1} Y_{\ell-1}^T A^{-1} Q_{\ell} B \right]
\]
Using that $\|A^{-1} Y_{\ell-1} \left( (nD_{\ell-1})^{-1} + Y_{\ell-1}^T A^{-1} Y_{\ell-1} / n \right)^{-1} Y_{\ell-1}^T A^{-1} Q_{\ell} B \|_{\text{op}} / n \leq 1$ is of rank $B_{\ell-1}$ and $\|A^{-1} Q_{\ell}\|_{\text{op}}, \|B\|_{\text{op}} = O_{d, \mathbb{F}}(1)$, we deduce that
\[
\frac{1}{n} \text{Tr} \left[ \Xi Q_{\ell} B \right] = \frac{1}{n} \text{Tr} \left[ A^{-1} Q_{\ell} B \right] + O_{d, \mathbb{F}}(B_{\ell-1} / n) = \frac{1}{n} \text{Tr} \left[ A^{-1} Q_{\ell} B \right] + o_{d, \mathbb{F}}(1).
\]
Note that $A = \mu_{d,\ell}[\tilde{A} + \Delta]$ with $\tilde{A} := Q_\ell + \xi I_n$ and $\|\Delta\|_\text{op} = o_{d,P}(1)$. We have
\[
\frac{1}{n} \text{Tr}[A^{-1}Q_\ell B] - \frac{1}{n\mu_{d,\ell}} \text{Tr}[\tilde{A}^{-1}Q_\ell B] = \frac{1}{n\mu_{d,\ell}} \text{Tr}[(\tilde{A} + \Delta)^{-1}\Delta\tilde{A}^{-1}Q_\ell B] = O_d(1)||\Delta||_\text{op}((\tilde{A} + \Delta)^{-1}\|\tilde{A}^{-1}Q_\ell\|_\text{op})_\text{op} = o_{d,P}(1).
\]
Finally $\text{Tr}[\tilde{A}^{-1}Q_\ell B]/n = O_{d,P}(1)$, hence
\[
\frac{1}{n\mu_{d,\ell}} \text{Tr}[\tilde{A}^{-1}Q_\ell B] = \frac{1}{n\mu_{d,\ell}} \text{Tr}[\tilde{A}^{-1}Q_\ell B] + o_{d,P}(1),
\]
which concludes the proof.

Introduce $R(\zeta) = (Q_\ell + \zeta I_n)^{-1}$ the resolvent of the Gegenbauer matrix. Denote $r_\psi(\zeta)$ the Stieljes transform of the Marchenko-Pastur distribution (Eq. (14)). From Theorem 2, we have $\frac{1}{n} \text{Tr}[R(\zeta)] = r_\psi(-\zeta) + o_{d,P}(1)$. Furthermore, $\frac{1}{n} \text{Tr}[R(\zeta)^2] = r_\psi'(-\zeta) + o_{d,P}(1)$. We recall that $r_\psi(\zeta)$ is the only positive solution (for $\zeta < 0$) of
\[
\zeta \psi r_\psi(\zeta)^2 + (\zeta + \psi - 1)r_\psi(\zeta) + 1 = 0.
\]
We get the formula:
\[
\begin{align*}
r_\psi(\zeta) &= -\left[\frac{(\zeta - \psi - 1)^2 - 4\psi^{1/2}}{2\zeta\psi} + 1 - \zeta - \psi\right], \\
r_\psi'(\zeta) &= -\frac{r_\psi(\zeta)^2 + \psi r_\psi(\zeta)^3}{\zeta^2 r_\psi(\zeta)^2 - 1}.
\end{align*}
\]

Lemma 7. Follow the assumptions of Theorem 3. We have
\[
\begin{align*}
\frac{1}{n} \text{Tr}[R(\zeta)Q_\ell] &= 1 - \zeta r_\psi(-\zeta) + o_{d,P}(1), \\
\frac{1}{n} \text{Tr}[R(\zeta)Q_\ell R(\zeta)] &= r_\psi(-\zeta) - \zeta r_\psi'(-\zeta) + o_{d,P}(1), \\
\frac{1}{n} \text{Tr}[R(\zeta)Q_\ell R(\zeta)Q_\ell] &= 1 - 2\zeta r_\psi(-\zeta) + \zeta^2 r_\psi'(-\zeta) + o_{d,P}(1).
\end{align*}
\]

Proof of Lemma 7. This follows from $R(\zeta)Q_\ell = I_n - \zeta R(\zeta)$ and simple algebra.

From this lemma, we get
\[
1 - 2\frac{\psi}{n} \text{Tr}[R(\zeta)Q_\ell] + \frac{\psi}{n} \text{Tr}[R(\zeta)Q_\ell R(\zeta)Q_\ell] = 1 - \psi + \psi\zeta^2 r_\psi'(-\zeta) = \mathcal{B}(\psi, \zeta).
\]

B.3 Convergence to expectation: proof of Proposition 4

Proposition 4 is a direct implication of the following proposition:

Proposition 5. Under the assumptions of Theorem 3, we have
\[
\mathbb{E}_X\left[\text{Var}_{f_\alpha}\left(R(\zeta)Q_\ell; X, \varepsilon, \lambda\right)|X\right] = o_d(1).
\]

This proposition is proved in Section B.3.1, while some more technical bounds in expectation (instead of in probability, as in Section A.3) are deferred to Section B.3.2.
B.3.1 Proof of Proposition 5

We decompose the risk into

\[ R_{\text{test}}(f_\ast; X, \varepsilon, \lambda) = \mathbb{E}_x \left[ (f_\ast(x) - y^T \Xi h(x))^2 \right] \]

where

\[ T_1 = \mathbb{E}_x[f_\ast(x)^2], \quad T_2 = f^T \Xi V, \quad T_3 = \varepsilon^T \Xi V, \]

\[ T_4 = f^T \Xi M \Xi f, \quad T_5 = \varepsilon^T \Xi M \Xi f, \quad T_6 = \varepsilon^T \Xi M \Xi \varepsilon, \]

where we denoted \( V = \mathbb{E}_x[h(x)f_\ast(x)] \) and \( M = \mathbb{E}_x[h(x)h(x)^T] \).

Recall that we assumed that \( \varepsilon \) is iid with \( \mathbb{E}[\varepsilon_i] = 0, \mathbb{E}[\varepsilon_i^2] = \sigma_\varepsilon^2 \) and \( \mathbb{E}[\varepsilon_i] = \tau_1 < \infty \), and \( f_\ast \) is a random function in the sense of Assumption 2, with random independent coefficients \( \tilde{\beta} := (\tilde{\beta}_{ks})_{k \geq \ell, s \in [B(A_d,k)]} \) with \( \tilde{\beta}_{ks} \sim \mathcal{N}(0, F_{d,k}^2/B(A_d,k)) \). Each of the terms \( T_1, \ldots, T_6 \) are quadratic forms in the vectors \( (\varepsilon, \tilde{\beta}) \) and we will bound their variance individually:

\[ \mathbb{E}_X[\text{Var}_{\tilde{\beta}, \varepsilon}(T_i|X)] = o_d(1), \quad i = 1, \ldots, 6. \]

This directly imply the claim in Proposition 4.

**Step 1. Bounding \( T_1 \).**

We have \( T_1 = \| \beta_\ast \|_2^2 + \sum_{k \geq \ell} \sum_{s \in [B(A_d,k)]} \tilde{\beta}_{ks}^2 \) and therefore

\[
\mathbb{E}_X[\text{Var}_{\tilde{\beta}}(T_1|X)] = \sum_{k \geq \ell} \sum_{s \in [B(A_d,k)]} \text{Var}(\tilde{\beta}_{ks}^2) \leq C \sum_{k \geq \ell} \sum_{s \in [B(A_d,k)]} \frac{F_{d,k}^4}{B(A_d,k)^2} \]

\[
= C \sum_{k \geq \ell} F_{d,k}^2 \max_{k \geq \ell} \frac{F_{d,k}^2}{B(A_d,k)} = o_d(1),
\]

where we used that \( \sum_{k \geq \ell} F_{d,k}^2 = o_d(1) \) and \( \sup_{k \geq 1} F_{d,k}^2 / B(A_d,k) = o_d(1) \) by assumption (see for example Lemma 10).

**Step 2. Bounding \( T_2 \).**

Recall the decomposition \( f = f_{<\ell} + f_{\geq \ell} \) with \( f_{<\ell} = Y_{\leq \ell-1} \beta_\ast \) and \( f_{\geq \ell} = \sum_{k \geq \ell} Y_k \tilde{\beta}_k \). Denote furthermore \( V = V_{<\ell} + V_{\geq \ell} \) with \( V_{<\ell} = \mathbb{E}[h(x)P_{<\ell}f_\ast(x)] = Y_{\leq \ell-1} D_{\leq \ell-1} \beta_\ast \) and \( V_{\geq \ell} = \sum_{k \geq \ell} \xi_k Y_k \tilde{\beta}_k \).

We can decompose the variance of \( T_2 \) as:

\[ \text{Var}_{\tilde{\beta}}(T_2|X) \leq 3 \text{Var}_{\tilde{\beta}}(f_{<\ell} \Xi V_{<\ell}|X) + 3 \text{Var}_{\tilde{\beta}}(f_{<\ell} \Xi V_{\geq \ell}|X) + 3 \text{Var}_{\tilde{\beta}}(f_{\geq \ell} \Xi V_{\geq \ell}|X). \]

Let us bound each term separately. First, \( \mathbb{E}_X[\text{Var}_{\tilde{\beta}}(f_{<\ell} \Xi V_{<\ell}|X)] \)

\[
= \mathbb{E}_X \left[ \sum_{k \geq \ell} \frac{F_{d,k}^2}{B(A_d,k)} \beta_\ast^T D_{\leq \ell-1} Y_{\leq \ell-1} \Xi Y_k Y_k^T Y_{\leq \ell-1} D_{\leq \ell-1} \beta_\ast \right]
\]

\[
= \mathbb{E}_X \left[ \beta_\ast^T D_{\leq \ell-1} Y_{\leq \ell-1} \Xi F_{d,k} \Xi Y_{\leq \ell-1} D_{\leq \ell-1} \beta_\ast \right]
\]

\[
= \| \beta_\ast \|_2^2 \cdot \mathbb{E}_X \left[ \| F_{d,k} \|_{op}^2 \right]^{1/2} \mathbb{E}_X \left[ \| D_{\leq \ell-1} Y_{\leq \ell-1} \Xi^2 Y_{\leq \ell-1} D_{\leq \ell-1} \|_{op}^2 \right]^{1/2},
\]

where we denoted \( F_{d,k} = \sum_{k \geq \ell} F_{d,k}^2 Q_k \) in the second line, and we used Cauchy-Schwarz on the second line. Using the identity (79), we have for any \( \delta > 0 \),

\[
\mathbb{E}_X \left[ \| D_{\leq \ell-1} Y_{\leq \ell-1} \Xi^2 Y_{\leq \ell-1} D_{\leq \ell-1} \|_{op}^2 \right]^{1/2} = \frac{1}{n} \mathbb{E}_X \left[ \| L Y_{\leq \ell-1} A^{-2} Y_{\leq \ell-1} L/n \|_{op}^2 \right]^{1/2}
\]

\[
= O_d(n^{-1}),
\]

\[
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\]
where we denoted $L := (nD_{\ell-1})^{-1} + Y_{\ell-1}^T A^{-1} Y_{\ell-1}/n$ and $A := \sum_{k,\ell} \mu_{d,k}Q_k + \lambda I_n$, and we used the bound (81) in Proposition 7. From Corollary 1 and Lemma 9, we have $E_X[\|F_{\geq \ell}\|_\op] = O_d(d^{\delta})$ for any $\delta > 0$. Taking $\delta$ sufficiently small combined with Eq. (67) in Eq. (66) yields

$$E_X[\Var_{\hat{\beta}}(f_{\geq \ell} \Xi V_{\geq \ell}|X)] = o_d(1).$$  

Similarly,

$$E_X[\Var_{\hat{\beta}}(f_{\geq \ell} \Xi V_{\geq \ell}|X)] = \sum_{k,\ell} \frac{F_{\geq \ell}^2 \xi_k^2}{B(A_d,k)} \beta_k^T Y_{\leq \ell-1}^T \Xi Y_{\leq \ell-1} \beta_k = \left[ \sup_{k,\ell} \xi_k^2 \right] \cdot \beta_k^2 \cdot E_X[\|Y_{\leq \ell-1}^T \Xi F_{\geq \ell} \Xi Y_{\leq \ell-1}\|_\op]$$

$$= O_d(n^{-2}) \cdot E_X[\|F_{\geq \ell}\|_\op]^{1/2} \cdot \frac{1}{n} E_X[\|D_{\leq \ell-1}^T L Y_{\leq \ell-1}^T A^{-2} Y_{\leq \ell-1} L D_{\leq \ell-1}/n\|_\op]^{1/2}$$

$$= O_d(n^{-2}) \cdot O_d(d^{\delta}) \cdot n^{-1} \cdot o_d(n^2) = o_d(1),$$

where we used $\sup_{k,\ell} \xi_k^2 = O(d^{-2}) = O_d(n^{-2})$ (Lemma 10) and $\|D_{\leq \ell-1}\|_\op = \max_{k,\ell} \xi_k^{-1} = O_d(d^{\delta-1}) = o_d(n)$.

Finally,

$$E_X[\Var_{\hat{\beta}}(f_{\geq \ell} \Xi V_{\geq \ell}|X)] \leq \sum_{k,\ell} F_{\geq \ell}^2 F_{\leq \ell}^2 \xi_k^2 \Tr(Q_k \Xi Q_k \Xi) + C \sum_{k,\ell} \xi_k^2 F_{\geq \ell}^2 \Tr(Q_k \Xi Q_k \Xi)$$

$$\leq Cn \cdot \left[ \sup_{k,\ell} \xi_k^2 \right] \cdot \|\Xi\|_\op^2 \sum_{k,\ell} F_{\geq \ell}^2 F_{\leq \ell}^2 E_X[\|Q_k\|_\op^2]^{1/2} E_X[\|Q_k\|_\op^2]^{1/2}$$

$$= n \cdot O_d(n^{-2}) \cdot O_d(d^\delta) = o_d(1),$$

where we used that $\Tr(Q_k \Xi Q_k \Xi) \leq n \|Q_k\|_\op \|Q_k\|_\op \|\Xi\|_\op^2 \|\Xi\|_\op \leq \lambda^{-1}$, and Corollary 1 and Lemma 9.

Combining the bounds Eqs. (68), (69) and (70) yields

$$E_X[\Var_{\hat{\beta}}(T_2|X)] = o_d(1).$$  

**Step 3. Bounding $T_3$.**

Again we decompose $T_3 = \varepsilon^T \Xi V_{\leq \ell} + \varepsilon^T \Xi V_{\geq \ell}$ into two parts. We have first

$$E_X[\Var(\varepsilon^T \Xi V_{\leq \ell}|X)] = \sigma_{\varepsilon}^2 E_X[\beta_k^T D_{\leq \ell-1} Y_{\leq \ell-1}^T \Xi Y_{\leq \ell-1} \beta_k]$$

$$= O_d(1) \cdot n^{-1} E_X[\|L Y_{\leq \ell-1}^T A^{-2} Y_{\leq \ell-1} L\|_\op] = o_d(1).$$

Similarly,

$$E_X[\Var(\varepsilon^T \Xi V_{\geq \ell}|X)] = \sigma_{\varepsilon}^2 \sum_{k,\ell} \xi_k^2 F_{\geq \ell}^2 \varepsilon_k^2 E_X[\Tr(Q_k \Xi)]$$

$$= n \cdot \left[ \sup_{k,\ell} \xi_k^2 \right] \cdot \|\Xi\|_\op^2 \cdot E_X[\|F_{\geq \ell}\|_\op] = o_d(1).$$

Combining the two above bounds yields

$$E_X[\Var_{\hat{\beta}}(T_3|X)] = o_d(1).$$  

(72)
Step 4. Bounding $T_4$.

We decompose $T_4 = 2T_{41} + T_{42} + T_{43}$ with $T_{41} = f_{<t}^T \Xi M \Xi f_{\geq t}$ and $T_{42} = f_{\geq t}^T \Xi M \Xi f_{\geq t}$, and $T_{43}$ is independent of $\varepsilon, \bar{\theta}$. We further decompose each of this term into two parts using $M = M_{\leq \ell-1} + M_{\geq \ell}$, where $M_{\leq \ell-1} = \mathbb{E}_x[h_{<\ell}(x)h_{<\ell}(x)^T] = Y_{\leq \ell-1}D_{\leq \ell-1}^2Y_{\leq \ell-1}$, and $M_{\geq \ell} = \sum_{k>\ell} \xi_k^2 B(A_d,k)Q_k$. We bound the variance of each of these terms separately.

Using the identity (79), we have

$$\mathbb{E}_X[\text{Var}(T_{41}|X)] \leq C \sum_{k,l \geq \ell} \mathbb{F}_{d,k}^2 \mathbb{F}_{d,l}^2 \mathbb{E}_X[\text{Tr}(Q_k \Xi M_{\leq \ell} \Xi Q_l \Xi M_{\leq \ell} \Xi)]$$

$$= 2\mathbb{E}_X[\text{Tr}(L^2Y_{\leq \ell-1}^T A^{-1} F_{\geq t} A^{-1} Y_{\leq \ell-1} L^2 Y_{\leq \ell-1}^T A^{-1} F_{\geq t} A^{-1} Y_{\leq \ell-1})]/n^4.$$

We will bound differently whether $k,l < m$ and $k,l \geq m$ (where $m$ is given in Assumption 3). We decompose $F_{\geq t} = F_{\ell m} + F_{\geq m}$ with $F_{\ell m} = \sum_{\ell \leq k < m} F_{d,k}^2 Q_k$ and $F_{\geq m} = \sum_{k \geq m} F_{d,k}^2 Q_k$. First, by Cauchy-Schwarz inequality and using Proposition 6 and Lemma 9,

$$\mathbb{E}_X[\text{Tr}(L^2Y_{\leq \ell-1}^T A^{-1} F_{\ell m} A^{-1} Y_{\leq \ell-1} L^2 Y_{\leq \ell-1}^T A^{-1} F_{\ell m} A^{-1} Y_{\leq \ell-1})]/n^4 \leq \mathbb{E}_X[\|F_{\ell m}\|_o^4]^{1/2} \cdot \mathbb{E}_X[\text{Tr}(L^2Y_{\leq \ell-1}^T A^{-2} Y_{\leq \ell-1} L^2 Y_{\leq \ell-1}^T A^{-2} Y_{\leq \ell-1})]^{1/2}/n^4$$

$$= O(d^\delta) \cdot \mathbb{E}[\|LY_{\leq \ell-1}^T A^{-2} Y_{\leq \ell-1} L/n\|_o^4]^{1/2}/n = O_d(1),$$

where we used the bound (81) in Proposition 7. For the high degree part, notice that $A^{-1} \preceq (\mu_{d,k} Q_k + \lambda I)^{-1}$, and therefore, by Assumption 3, there exists $\delta > 0$ such that

$$\|A^{-1/2} F_{\geq m} A^{-1/2}\|_o = \sum_{k \geq m} \frac{F_{d,k}^2}{\mu_{d,k}} = O_d(n^{1-\delta}).$$

Applying this bound, we get

$$\mathbb{E}_X[\text{Tr}(L^2 Y_{\leq \ell-1}^T A^{-1} F_{\geq m} A^{-1} Y_{\leq \ell-1} L^2 Y_{\leq \ell-1}^T A^{-1} F_{\geq m} A^{-1} Y_{\leq \ell-1})]/n^4$$

$$= O_d(1) \cdot \mathbb{E}_X[\text{Tr}(L^2 Y_{\leq \ell-1}^T A^{-1} Y_{\leq \ell-1} L^2 Y_{\leq \ell-1}^T A^{-1} Y_{\leq \ell-1})]/n^4$$

$$= O_d(1) \cdot \mathbb{E}[\|L\|_o^2]/n = O_d(d^\delta/n^4) = o_d(1),$$

where we used the bound (80) in Proposition 7. The cross-terms can be bounded in a similar manner. We conclude that

$$\mathbb{E}_X[\text{Var}(T_{41}|X)] = o_d(1). \quad (73)$$

The second term $T_{42}$ can be bounded more easily using that $M_{\geq \ell} = \left[\sup_{k \geq \ell} \xi_k\right] \cdot \sum_{k \geq \ell} \mu_{d,k} Q_k$ and therefore $\|\Xi^{1/2} M_{\geq \ell} \Xi^{1/2}\|_o \leq 1$:

$$\mathbb{E}_X[\text{Var}(T_{42}|X)] \leq C\mathbb{E}_X[\text{Tr}(F_{\geq t} \Xi M_{\geq \ell} \Xi F_{\geq t} \Xi M_{\geq \ell} \Xi)]$$

$$= O_d(1) \cdot \left[\sup_{k \geq \ell} \xi_k\right]^2 \cdot \|\Xi\|_o^2 n \mathbb{E}_X[\|F_{\geq t}\|_o^2] = O_d(n^{-2}) \cdot O_d(d^\delta) = o_d(1). \quad (74)$$

Combining bounds (73) and (74) yields

$$\mathbb{E}_X[\text{Var}_\bar{\theta}(T_4|X)] = o_d(1). \quad (75)$$

Step 5. Bounding $T_6$. 
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We decompose again $M = M_{<\ell} + M_{\geq \ell}$ and proceed similarly to $T_4$:

$$
\mathbb{E}_X[\text{Var}(e^T \Xi M_{<\ell} \Xi |X)] \leq C \mathbb{E}_X[\text{Tr}(\Xi^2 Y_{\leq \ell-1} D_{\leq \ell-1}^2 Y_{\leq \ell-1}^T \Xi^2 Y_{\leq \ell-1} D_{\leq \ell-1}^2 Y_{\leq \ell-1}^T)]
= C \mathbb{E}_X[\text{Tr}(L^2 Y_{\leq \ell-1} A^{-2} Y_{\leq \ell-1} L^2 A^{-2} Y_{\leq \ell-1})]/n^4
= O_d(1) \cdot \mathbb{E}_X[\|LY_{\leq \ell-1} A^{-2} Y_{\leq \ell-1} L/n\|_\text{op}]/n = o_d(1),
$$

and

$$
\mathbb{E}_X[\text{Var}(e^T \Xi M_{\geq \ell} \Xi |X)] \leq C (\sup_{\ell \geq \ell_0} \|\Xi\|^2 \cdot \mathbb{E}_X[\text{Tr}(\Xi^2 A^2 A)]
= O_d(n^{-2}) \cdot \mathbb{E}_X[\|\Xi\|_\text{op}^2 \cdot \mathbb{E}_X[\|A\|_\text{op}]] = o_d(1).
$$

Combining the two above bounds yields

$$
\mathbb{E}_X[\text{Var}_\beta(T_6 |X)] = o_d(1). \quad (76)
$$

**Step 6. Concluding.**

The term $T_5$ can be bounded similarly as $T_4$ and $T_6$. The proposition follows by combining bounds (65), (71), (72), (75) and (76).

### B.3.2 Technical results: bounds in expectation

In this section, we gather some $L^q$-bounds necessary for the proof of Proposition 5 (instead of bounds in probability, as in Section A.3). We first recall some concentration results on matrices of spherical harmonics (or Fourier basis) proved in [GMMM21] and [MMM21a].

**Lemma 8.** Follow the assumptions of Theorem 3. Recall $n = \Theta(d^\ell)$ and $(\mathbf{x}_i)_{i \in [n]} \sim \text{iid Unif}(A_d)$. We denote $B_{\ell-1} = \sum_{k=0}^{\ell-1} B(A_d, k)$ and $Y_{\leq \ell-1} = (Y_0, \ldots, Y_{\leq \ell-1}) \in \mathbb{R}^{n \times B_{\ell-1}}$, where

$$
Y_k = (Y_{ks}(\mathbf{x}_i))_{i \in [n], s \in [B(A_d,k)]} \in \mathbb{R}^{n \times B(A_d,k)}.
$$

Then, there exists a constant $C > 0$ such that for any $t > 0$, 

$$
\mathbb{P}(\|Y_{\leq \ell-1} - I_{B_{\leq \ell-1}}\|_\text{op} \geq t) \leq d \exp \{ - C dt^2/(1 + t) \}.
$$

In the case of the hypercube $A_d = \mathbb{Z}^d$, the same result holds with $Y_{\leq \ell-1}$ replaced by $Y_{\geq d-\ell+1} := [Y_d, Y_{d-1}, \ldots, Y_{d-\ell+1}] \in \mathbb{R}^{n \times B_{\ell-1}}$.

**Proof of Lemma 8.** This follows from the proof of [GMMM21, Lemma 11] by noting that $n/B_{\leq \ell-1} = \Omega_d(d)$ (see also [MMM21a, Proposition 3] for the general argument). In the case of the hypercube, note that for any $S \subseteq [d]$ with $|S| = d - k$, we have $Y_S(\mathbf{x}) = \prod_{i \in S} x_i = \left( \prod_{i \in [d]} x_i \right) Y^S(\mathbf{x})$, hence we can rewrite $Y_{\geq d-\ell+1} = [Y_d, Y_{d-1}, \ldots, Y_{d-\ell+1}]$ as

$$
Y_{\geq d-\ell+1} = SY_{\leq \ell-1}, \quad S = \text{diag}((Y_{[d]}(\mathbf{x}_i))_{i \in [n]}), \tag{77}
$$

where $Y_{[d]}(\mathbf{x}) = \prod_{i \in [d]} x_i \in \{\pm 1\}$ (hence $S^2 = I_n$). Therefore $Y_{\geq d-\ell+1}^T Y_{\geq d-\ell+1} = Y_{\leq \ell-1}^T Y_{\leq \ell-1}$. 

The following is a reformulation of Proposition 3 proved in [GMMM21] (see also Proposition 4 in [MMM21a] for a more general proof).
Proposition 6 ([GMMM21, Proposition 3]). Follow the assumptions of Theorem 3. Recall $n = \Theta_d(d^r)$ and $(x_i)_{i \in [n]} \sim_{iid} \text{Unif}(A_d)$. Denote $Q_k = (Q_k^{(d)}((x_i, x_j)))_{ij \in [n]} \in \mathbb{R}^{n \times n}$ the $k$-th Gegenbauer empirical matrix. Fix $k > \ell$ and an integer $q \geq 1$, then

$$\mathbb{E}_{X} \left[ \|Q_k - I_n\|_{op}^q \right] = o_d(1).$$

In the case of the hypercube $A_d = \mathcal{Q}^d$, the same result holds for $Q_{d-k}$.

Furthermore, we have

for $A_d = S_{d-1}(\sqrt{d})$:

$$\mathbb{E}_{X} \left[ \sup_{k \geq \ell+1} \|Q_k - I_n\|_{op}^2 \right] = o_d(1),$$

for $A_d = \mathcal{Q}^d$:

$$\mathbb{E}_{X} \left[ \sup_{d-\ell-1 \leq k \leq \ell+1} \|Q_k - I_n\|_{op}^2 \right] = o_d(1).$$

Note that for $A_d = \mathcal{Q}^d$, using Eq. (77), we have $Q_{d-k} = SQ_k S$ and therefore the equality $\|Q_{d-k} - I_n\|_{op} = \|Q_k - I_n\|_{op}$.

The above proposition consider the Gegenbauer matrices $Q_k$ for $k \geq \ell + 1$. For $Q_\ell$, recall that in Theorem 2, we proved that its empirical spectral law converges in distribution to a Marchenko-Pastur law. However we do not bound the tail of its largest eigenvalue. The following lemma provides an easy (but loose) upper bound on the expected moment of the operator norm of $Q_\ell$. This will be enough for the purpose of our proof.

Lemma 9. Follow the same setting as Proposition 6. We have for any fixed $q \in [d]$ and any constant $\delta > 0$,

$$\mathbb{E}_{X} \left[ \|Q_\ell\|_{op}^q \right] = O_d(d^\delta).$$

The same result holds for $Q_{d-\ell}$ in the case of the hypercube $A_d = \mathcal{Q}^d$.

Proof of Lemma 9. Recall that we can write $Q_\ell = Y_\ell Y_\ell^T / B(A_d, \ell)$. We can therefore apply Proposition 8 with $Y = Y_\ell$ and $B = B(A_d, \ell)$. We get

$$\mathbb{E}_{X} \left[ \|Q_\ell\|_{op}^q \right]^{1/2} \leq \frac{1}{\sqrt{B} \mathbb{E}_{Y} \left[ \|Y\|_{op}^q \right]^{1/(2q)}} \leq C \left[ \sqrt{\frac{n}{B}} + \sqrt{\frac{\Gamma \log(\min(n, B))}{B}} \right].$$

Let us bound $\Gamma = \mathbb{E}_{Y} \left[ \max_{i \leq n} \|y_i\|_2^2 \right]^{2/q_*}$, where $y_i = Y_\ell(x_i)$. For any $p \geq 1$, we have

$$\mathbb{E}_{Y} \left[ \max_{i \leq n} \|y_i\|_2^{2/q_*} \right] \leq \mathbb{E}_{Y} \left[ \max_{i \leq n} \|y_i\|_{2^{4/p_{q_*}}}^{4/(2p_{q_*})} \right] \leq \mathbb{E}_{Y} \left[ \sum_{i \leq n} \|y_i\|_{2^{p_{q_*}}}^{2/(p_{q_*})} \right]^{2/(p_{q_*})} \leq n^{2/(p_{q_*})} \mathbb{E}_{y_i} \left[ \|y_i\|_{2^{p_{q_*}}}^{2/(p_{q_*})} \right].$$

Denote $r = p_{q_*}/2 \geq 1$. By Jensen’s inequality,

$$\mathbb{E}_{y_i} \left[ \|y_i\|_{2}^{2r} \right] = \mathbb{E}_{x} \left[ \left( \sum_{s \in [B]} Y_{ts}(x)^2 \right)^r \right] \leq B^{r-1} \mathbb{E}_{x} \left[ \sum_{s \in [B]} Y_{ts}(x)^{2r} \right] \leq CB^{r-1} \left( \sum_{s \in [B]} \mathbb{E}_{x} \left[ Y_{ts}(x)^2 \right] \right)^r = CB^r,$$
where we used in the last line that $Y_{ls}$ are degree-$\ell$ polynomials, and the hypercontractivity property (see Section C.3). We deduce that $\Gamma \leq Cn^{1/r}B$. We deduce that

$$ \mathbb{E}_X \left[ \left\| Q_{\ell} \right\|_{\text{op}}^q \right]^{1/2} \leq C + Cn^{1/(2r)} \log(n)^{1/2}, $$

and conclude by taking $r$ sufficiently large (i.e., $p$ sufficiently large).

It will be useful to state the following bound, which is a direct consequence of the above results.

**Corollary 1.** Follow the same setting as Proposition 6. Suppose there exists a sequence $(\mu_{d,k})_{d \geq 1, k \geq \ell + 1}$ such that $\sum_{k \geq \ell + 1} \mu_{d,k} = O_d(1)$. If $\mathcal{A}_d = \mathcal{Q}^d$, further assume that there exists $\delta > 0$ such that $sup_{0 \leq k \leq \ell} \mu_{d,d-k}/B(\mathcal{Q}^d, d-k) = O_d(d^{-\ell-\delta})$. Then, if we denote $H_{\mu} = \sum_{k \geq \ell + 1} \mu_{d,k} Q_k$, we have for any fixed integer $q \in [d],$

$$ \mathbb{E}_X \left[ \left\| H_{\mu} \right\|_{\text{op}}^q \right] = O_d(1). $$

**Proof of Corollary 1.** From Proposition 6 and its proof, we know that (replacing $\sum_{k \geq \ell + 1}$ by $\sum_{d-\ell-1 \geq k \geq \ell + 1}$ in the case of the hypercube)

$$ \mathbb{E}_X \left[ \left\| \sum_{k \geq \ell + 1} \mu_{d,k} Q_k \right\|_{\text{op}}^2 \right]^{1/2} \leq \mathbb{E}_X \left[ \left\| \sum_{k \geq \ell + 1} \mu_{d,k}(Q_k - I_n) \right\|_{\text{op}}^2 \right]^{1/2} + \sum_{k \geq \ell + 1} \mu_{d,k} = O_d(1). $$

The only terms that remain to be bounded are the $Q_{d-k}$ with $k \in \{0, \ldots, \ell\}$ for the hypercube $\mathcal{A}_d = \mathcal{Q}^d$. From Lemma 9 and assumption on $\mu_{d,d-\ell}$, we have for $\delta' > 0$ chosen sufficiently small,

$$ \mu_{d,d-\ell} \mathbb{E}_X \left[ \left\| Q_{\ell} \right\|_{\text{op}}^2 \right]^{1/2} = O_d(d^{-\delta}) \cdot O_d(d^{\delta'}) = o_d(1). $$

For $k < \ell$,

$$ \mathbb{E}_X \left[ \left\| \sum_{k \leq \ell - 1} \mu_{d,d-k} Q_{d-k} \right\|_{\text{op}}^2 \right]^{1/2} = \left[ \sup_{k \leq \ell} \mu_{d,k}/B(\mathcal{Q}^d, d-k) \right] \cdot \ell \cdot \mathbb{E}_X \left[ \left\| Y_{d-\ell+1} \right\|_{\text{op}}^4 \right]^{1/2} = O_d(d^{-\ell-\delta}) \cdot n \cdot \left[ 1 + \mathbb{E}_X \left[ \left\| Y_{d-\ell+1} \right\|_{\text{op}}^4 \right] \right]^{1/2}. $$

Denote the event $\mathcal{E} = \{ \left\| Y_{d-\ell+1} \right\|_{\text{op}} \geq 1/2 \}$. Note that

$$ \left\| Y_{d-\ell+1} \right\|_{\text{op}} \leq \text{Tr}(Y_{d-\ell+1} Y_{d-\ell+1}^T)/n = \sqrt{B_{\ell-1} n}. $$

Hence $\mathbb{E}_X \left[ \left\| Y_{d-\ell+1} \right\|_{\text{op}}^4 \right] \leq \text{Tr}(Y_{d-\ell+1} Y_{d-\ell+1}^T)^{1/2} = 1 + B_{\ell-1} \leq 1 + B_{\ell-1}$. From Lemma 8, we get

$$ \mathbb{E}_X \left[ \left\| Y_{d-\ell+1} \right\|_{\text{op}}^4 \right] \leq \left( 1 + B_{\ell-1} \right)^2 \mathbb{P}(\mathcal{E}) \leq C + CB^2 d \exp(-cd) = O_d(1), $$

which combined with Eq. (78) concludes the proof.

In the proof of Proposition 5, we will use repeatedly the following identity. Recall that $\Xi = (Y_{\leq \ell-1} D_{\leq \ell-1} Y_{\leq \ell-1}^T + A)^{-1}$ where $A = \sum_{k \geq \ell} \mu_{d,k} Q_k + \lambda I_n$. By Sherman-Morrison-Woodbury formula, we have

$$ D_{\leq \ell-1} Y_{\leq \ell-1}^T \Xi = \left( (n D_{\leq \ell-1}^{-1} + Y_{\leq \ell-1}^T A^{-1} Y_{\leq \ell-1}^T/n) \right)^{-1} Y_{\leq \ell-1}^T A^{-1}/n. $$

We will denote

$$ L = \left((n D_{\leq \ell-1}^{-1} + Y_{\leq \ell-1}^T A^{-1} Y_{\leq \ell-1}^T/n) \right)^{-1}. $$

In the proof of Proposition 5, we will use the following bounds on matrix $L$:
**Proposition 7.** Assume the same setting as Proposition 5. For any fixed $\delta > 0$, we have

$$\mathbb{E}_X [\|L\|_{op}^2] = O_d(d^\delta).$$  \hfill (80)

Furthermore, for any fixed integer $q \geq 1$, we have

$$\mathbb{E}_X [\|LY\leq \ell_1 A^{-2}Y\leq \ell_1 L/n\|_{op}^q] = O_d(1).$$  \hfill (81)

**Proof of Proposition 7.** Denote the event $\mathcal{E} = \{\|Y\leq d+1 Y\leq d+1/n - I_{B_{\ell_1}}\|_{op} \geq 1/2\}$. On $\mathcal{E}^c$, we can use the matrix identity in Lemma 11 and obtain:

$$\|L\|_{op} \leq \|(Y\leq \ell_1 A^{-1}Y\leq \ell_1/n)^{-1}\|_{op}$$

$$= n\|Y\leq \ell_1 A^{1/2}\Pi A^{1/2}(Y\leq \ell_1)^{\top}\|_{op}$$

$$\leq 2\|A\|_{op}.$$

On the event $\mathcal{E}$, we use that $\|L\|_{op} \leq n\|D\leq \ell_1\|_{op} = O_d(d^\delta)$. Hence, using Lemma 8, we obtain

$$\mathbb{E}[\|L\|_{op}^2] \leq C\mathbb{E}[\|A\|_{op}^2] + C_d^2 \mathbb{P}(\mathcal{E}) \leq O_d(d^\delta) + C_d^2 \exp(-cd) = O_d(d^\delta),$$

where we used Corollary 1 and Lemma 9.

For the second bound, we use again the matrix identity of Lemma 11 on $\mathcal{E}^c$:

$$\|LY\leq \ell_1 A^{-2}Y\leq \ell_1 L/n\|_{op}$$

$$= n\|Y\leq \ell_1 A^{1/2}\Pi A^{1/2}(Y\leq \ell_1)^{\top}Y\leq \ell_1 A^{-2}Y\leq \ell_1 Y\leq \ell_1 A^{1/2}\Pi A^{1/2}(Y\leq \ell_1)^{\top}\|_{op}$$

$$\leq 2\|A^{1/2}\Pi A^{1/2}A^{-2}A^{1/2}\Pi A^{1/2}\|_{op} \leq 2.$$

On the event $\mathcal{E}$, we use that

$$\|LY\leq \ell_1 A^{-2}Y\leq \ell_1 L/n\|_{op} = \|A^{-1}\|_{op}\|LY\leq \ell_1 A^{-1}Y\leq \ell_1 L/n\|_{op}$$

$$\leq \lambda^{-1}\|L\|_{op} \leq \lambda^{-1}n\|D\leq \ell_1\|_{op} = O_d(d^\delta),$$

where we used $\|A^{-1}\|_{op} \leq \lambda$ and $\|L^{1/2}Y\leq \ell_1 A^{-1}Y\leq \ell_1 L^{1/2}/n\|_{op} \leq 1$. Hence, using Lemma 8, we obtain

$$\mathbb{E}[\|LY\leq \ell_1 A^{-2}Y\leq \ell_1 L/n\|_{op}^q] \leq C + C_d^q d^\delta \exp(-cd) = O_d(1),$$

which concludes the proof of this proposition. \hfill $\square$

**B.4 Proof of the asymptotic formula of the training error and RKHS norm**

The proof is very similar to the proof for the prediction error and we will simply outline the main steps. First recall that the training error is given by

$$R_{\text{train}}(f_\ast; X, \varepsilon, \lambda) = \frac{1}{n} \|y - \hat{y}(\hat{a}_\lambda)\|^2 = \frac{1}{n} \|y - H(H + \lambda I_n)^{-1}y\|^2 = \frac{\lambda^2}{n} \|(H + \lambda I_n)^{-1}y\|^2.$$

The RKHS norm of the KRR solution $\hat{f}(\cdot; \hat{a}_\lambda)$ is given by

$$\|\hat{f}(\cdot; \hat{a}_\lambda)\|_H^2 = \hat{a}_\lambda^T H \hat{a}_\lambda = y^T(H + \lambda I_n)^{-1}H(H + \lambda I_n)^{-1}y.$$

**Step 1.** Computing the asymptotics formula of $\mathbb{E}_{\varepsilon, f_\ast} [R_{\text{train}}]$ and $\mathbb{E}_{\varepsilon, f_\ast} [\|\hat{f}(\cdot; \hat{a}_\lambda)\|_H^2]$. 
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We decompose
\[ \mathbb{E}_{\varepsilon, f_*} [\mathcal{R}_{\text{train}}(f_*; X, \varepsilon, \lambda)] = B_{11} + B_{12} + V_1, \]
where
\[ B_{11} = \frac{\lambda^2}{n} \beta_*^T \mathbf{Y}_{\leq \ell-1}^T \mathbf{Y}_{\leq \ell-1} \beta_* , \]
\[ B_{12} = \frac{\lambda^2}{n} \sum_{k \geq \ell} F_{d,k}^2 \text{Tr}(\mathbf{Y}_{\leq \ell-1}^T \mathbf{Y}_{\leq \ell-1} \mathbf{Q}_k) , \]
\[ V_1 = \frac{\lambda^2}{n} \sigma_{\varepsilon}^2 \text{Tr}(\mathbf{Y}^2) . \]

From Eq. (79), we have
\[ B_{11} \leq \frac{\lambda^2}{n} \| \beta_* \|_F^2 \| \mathbf{Y}_{\leq \ell-1}^T \mathbf{Y}_{\leq \ell-1} \|_{o_p} \]
\[ = O_{d,\mathbb{P}}(n^{-\frac{2}{3}}) \cdot \| D_{\leq \ell-1}^{-1} \mathbf{L} \mathbf{Y}_{\leq \ell-1}^T \mathbf{A}^{-2} \mathbf{Y}_{\leq \ell-1} LD_{\leq \ell-1}^{-1} \|_{o_p} = o_{d,\mathbb{P}}(1) . \]

For the two last terms:
\[ B_{12} = \lambda^2 F_{\ell}^2 \cdot \frac{1}{n} \text{Tr}(\mathbf{Y}_{\leq \ell-1}^T \mathbf{H}_{\leq \ell-1}) + \lambda^2 F_{\ell}^2 \cdot \frac{1}{n} \text{Tr}(\mathbf{Y}_{\leq \ell-1}^T \mathbf{Q}_k) + o_{d,\mathbb{P}}(1) \]
\[ = \lambda^2 F_{\ell}^2 \cdot \frac{1}{\mu_{\ell}} [r_{\psi}(-\zeta_*) - \zeta_0 r_{\psi}'(-\zeta_*)] + \lambda^2 F_{\ell}^2 \cdot \frac{1}{\mu_{\ell}} [r_{\psi}'(-\zeta_*) + o_{d,\mathbb{P}}(1) , \]
\[ V_1 = \lambda^2 \frac{\sigma_{\varepsilon}^2}{n} \text{Tr}(\mathbf{H}_{\leq \ell-1}) . \]

Similarly, for the RKHS norm, we have the decomposition:
\[ \frac{1}{n} \mathbb{E}_{\varepsilon, f_*} [\| \hat{f}(\cdot; \hat{a}_\lambda) \|_H^2] = B_{21} + B_{22} + V_2 , \]
where
\[ B_{21} = \frac{1}{n} \beta_*^T \mathbf{Y}_{\leq \ell-1}^T \mathbf{H}_{\leq \ell-1} \mathbf{Y}_{\leq \ell-1} \beta_* , \]
\[ B_{22} = \frac{1}{n} \sum_{k \geq \ell} F_{d,k}^2 \text{Tr}(\mathbf{H}_{\leq \ell-1} \mathbf{Q}_k) , \]
\[ V_2 = \frac{\sigma_{\varepsilon}^2}{n} \text{Tr}(\mathbf{H}) . \]

For the first term, we have by Sherman-Morrison-Woodbury formula,
\[ B_{21} = \frac{1}{n} \beta_*^T \mathbf{Y}_{\leq \ell-1}^T \mathbf{H}_{\leq \ell-1} \mathbf{Y}_{\leq \ell-1} \beta_* - B_{11}/\lambda \]
\[ = \beta_*^T (nD_{\leq \ell-1})^{-1} \left[ (nD_{\leq \ell-1})^{-1} + \mathbf{Y}_{\leq \ell-1}^T \mathbf{A}^{-1} \mathbf{Y}_{\leq \ell-1} / n \right]^{-1} \left( \mathbf{Y}_{\leq \ell-1}^T \mathbf{A}^{-1} \mathbf{Y}_{\leq \ell-1} / n \right) \beta_* + o_{d,\mathbb{P}}(1) \]
\[ = \beta_*^T (nD_{\leq \ell-1})^{-1} \beta_* + o_{d,\mathbb{P}}(1) = o_{d,\mathbb{P}}(1) , \]
where we used that \( \| (nD_{\leq \ell-1})^{-1} \|_{o_p} = o(1) \) and \( \lambda_{\min}(\mathbf{Y}_{\leq \ell-1}^T \mathbf{A}^{-1} \mathbf{Y}_{\leq \ell-1} / n) = \Omega_{d,\mathbb{P}}(1) \). Similarly to the training error,
\[ B_{22} = F_{\ell}^2 \cdot \frac{1}{n} \text{Tr}(\mathbf{H}_{\leq \ell-1} \mathbf{Q}_k) + F_{\ell}^2 \cdot \frac{1}{n} \text{Tr}(\mathbf{H}_{\leq \ell-1} \mathbf{Q}_k) + o_{d,\mathbb{P}}(1) \]
\[ = F_{\ell}^2 \cdot \frac{1}{n} \left[ \text{Tr}(\mathbf{Q}_k) - \lambda \text{Tr}(\mathbf{Y}^2) \right] + F_{\ell}^2 \cdot \frac{1}{n} \left[ \text{Tr}(\mathbf{H}) - \lambda \text{Tr}(\mathbf{Y}^2) \right] + o_{d,\mathbb{P}}(1) \]
\[ = F_{\ell}^2 \cdot \frac{1}{\mu_{\ell}} \left[ 1 - (\zeta_0 + \lambda/\mu_{\ell}) r_{\psi}(-\zeta_*) + \frac{\lambda}{\mu_{\ell}} \zeta_0 r_{\psi}'(-\zeta_*) \right] + F_{\ell}^2 \cdot \frac{1}{\mu_{\ell}} \left[ r_{\psi}(-\zeta_*) - \frac{\lambda}{\mu_{\ell}} r_{\psi}'(-\zeta_*) \right] + o_{d,\mathbb{P}}(1) , \]
Similarly, we decompose $\text{Lemma 10}$. B.5 Auxiliary lemmas

in step 1, and the bound on the variance in step 2 yields the results for the training error and RKHS

**Step 2. Bounding** $E_X[\text{Var}_{\varepsilon,f_{\ell}}(R_{\text{train}}|X)]$ and $E_X[\text{Var}_{\varepsilon,f_{\ell}}(\|f(\cdot;\hat{\alpha}_\lambda)\|^2_2|X)]$.

We see that it is sufficient to show that

$$\frac{1}{n^2}E_X[\text{Var}_{\varepsilon,f_{\ell}}(y^T\Xi y|X)] = o_d(1).$$

Similarly, we decompose $y^T\Xi y$ as in the proof of Proposition 5 and bound each term separately:

$$\frac{1}{n^2}E_X[\text{Var}_{\varepsilon,f_{\ell}}(f_{\leq\ell-1}^T\Xi|X)] = O_d(1) \cdot \frac{1}{n^2}\|\beta_\ast\|^2_2 E_X[\|Y_{\leq\ell-1}^T\Xi^2Y_{\leq\ell-1}\|_\text{op}] = o_d(1),$$

$$\frac{1}{n^2}E_X[\text{Var}_{\varepsilon,f_{\ell}}(f_{\leq\ell-1}^T\Xi f_{>\ell}|X)] = O_d(1) \cdot \frac{1}{n^2}\|\beta_\ast\|^2_2 E_X[\|F_{>\ell}\|_\text{op}]^{1/2} E_X[\|Y_{\leq\ell-1}^T\Xi^2Y_{\leq\ell-1}\|_\text{op}]^{1/2}$$

$$= O(d^\delta) \cdot \|nD_{\leq\ell-1}\|_\text{op}^{-1} = o_d(1),$$

$$\frac{1}{n^2}E_X[\text{Var}_{\varepsilon,f_{\ell}}(\varepsilon^T\Xi|X)] = O_d(1) \cdot \frac{1}{n^2} \text{Tr}(\Xi^2) = o_d(1),$$

$$\frac{1}{n^2}E_X[\text{Var}_{\varepsilon,f_{\ell}}(f_{>\ell}^T\Xi f_{>\ell}|X)] = O_d(1) \cdot \frac{1}{n^2} E_X[\|F_{>\ell}\|_\text{op}]^2 = o_d(1).$$

Similarly to the proof in Section B.1, combining the convergence in probability of the expectation in step 1, and the bound on the variance in step 2 yields the results for the training error and RKHS norm of Theorem 3.

**B.5 Auxiliary lemmas**

**Lemma 10.** Let $h_d: \mathbb{R} \to \mathbb{R}$ be a sequence of inner-product kernel such that $h_d(1) = O_d(1)$. Let $(\xi_{d,k}(h_d))_{k \geq 0}$ be its Gegenbauer coefficients in $A_d$. Recall that $\xi_{d,k}(h) \geq 0$ are given by

$$\xi_{d,k}(h_d) = \mathbb{E}_{\mathbf{z} \sim \text{Unif}(A_d)}[h_d((1, \mathbf{x})/d) Q_k^{(d)}((1, \mathbf{x}))].$$

If $A_d = \mathcal{D}^d$, assume that $\max_{0 \leq k \leq \ell} \xi_{d,d-k}(h_d) = O_d(d^{-\ell-1})$. Then we have

$$\sup_{k \geq \ell+1} \xi_{d,k}(h_d) = O_d(d^{-\ell-1})$$

and

$$\xi_{d,d}(h_d) \leq C/B(A_d, k).$$

and therefore $\xi_{d,k}(h_d) \leq C/B(A_d, k)$. The lemma follows from $\sup_{\ell+1 \leq k \leq d-\ell-1} B(\mathcal{D}^d, k)^{-1} = (d_{\ell+1})^{-1} = O_d(d^{-\ell-1})$ and $\sup_{k \geq \ell+1} B(\mathbb{S}^d, k)^{-1} = B(\mathbb{S}^d, \ell + 1)^{-1} = O_d(d^{-\ell-1})$, where we used that $B(\mathbb{S}^d, k)$ is non-decreasing (see for example Lemma 1 in [GMMM21]).

The following proposition is a simple modification of the proof of Theorem 5.48 in [Ver10]:
**Proposition 8.** Let $Y \in \mathbb{R}^{n \times B}$ be a matrix whose rows $y_i$ are independent random vectors in $\mathbb{R}^B$ with common second moment matrix $\Sigma = \mathbb{E}[y_i y_i^\top]$. Fix an integer $q \geq 1$ and let $q_* = 2q/(2q - 1)$ and $\Gamma := \mathbb{E}[\max_{i \leq n} \|y_i\|_2^q]^{2q}$. Then, there exists a constant $C_q > 0$ such that

\[
\mathbb{E}\left[\left\| \frac{1}{n}Y^\top Y - \Sigma \right\|_{\text{op}}^{q} \right]^{1/q} \leq \max(\|\Sigma\|_{\text{op}}^{1/2}\delta, \delta^2) \quad \text{where} \quad \delta = C_q \sqrt{\frac{\Gamma \log(\min(n, B))}{n}}, \quad (84)
\]

and

\[
\mathbb{E}\left[\left\| Y \right\|_{\text{op}}^{2q} \right]^{1/(2q)} \leq C_q \left[\left\| \Sigma \right\|_{\text{op}}^{1/2} \sqrt{n} + \sqrt{\Gamma \log(\min(n, B))}\right]. \quad (85)
\]

**Proof of Proposition 8.** The proof follows from the same argument as in the proof of Theorem 5.45 in [Ver10]. We will denote $C > 0$ a generic constant that only depends on $q$. By symmetrization, we have

\[
\mathbb{E}_Y \left[\left\| \frac{1}{n}Y^\top Y - \Sigma \right\|_{\text{op}}^{q} \right]^{1/q} \leq C\mathbb{E}_Y \left[\left\| \frac{1}{n} \sum_{i=1}^n \varepsilon_i y_i y_i^\top \right\|_{\text{op}}^{q} \right]^{1/q},
\]

where the $\varepsilon_i$ are $n$ independent Rademacher random variables.

By noncommutative Khinchine’s inequality, we have

\[
\mathbb{E}_Y \left[\left\| \frac{1}{n} \sum_{i=1}^n \varepsilon_i y_i y_i^\top \right\|_{\text{op}}^{q} \right]^{1/q} \leq C \sqrt{\log(\min(n, B))}\mathbb{E}_Y \left[\left\| \sum_{i=1}^n y_i y_i y_i^\top \right\|_{\text{op}}^{1/2}\right].
\]

Denoting $V = \mathbb{E}_Y \left[\left\| \frac{1}{n}Y^\top Y - \Sigma \right\|_{\text{op}}^{q} \right]^{1/q}$ and using $\mathbb{E}_Y \left[\left\| \frac{1}{n} \sum_{i=1}^n y_i y_i \right\|_{\text{op}}^{q} \right]^{1/q} \leq C(V + \|\Sigma\|_{\text{op}})$, we get

\[
V \leq C \sqrt{\frac{\Gamma \log(\min(n, B))}{n}} (V + \|\Sigma\|_{\text{op}})^{1/2}.
\]

Denoting $\delta = 4C \sqrt{\frac{\Gamma \log(\min(n, B))}{n}}$, this implies Eq. (84). Equation (85) is a simple consequence of bound (84).

Finally, the following lemma provides a useful matrix algebra identity:

**Lemma 11.** Let $U \in \mathbb{R}^{n \times B}$ and $V \in \mathbb{R}^{n \times n}$ be two matrices such that $B < n$, $U$ is full rank and $V$ is symmetric positive definite. We have the following identity:

\[
(U^\top V U)^{-1} = U^\dagger V^{-1/2} \Pi V^{-1/2} U^\top,
\]

where $\Pi = I_n - \sqrt{V^{-1/2} P} \sqrt{V^{-1/2} P}^\top$, $P = I_n - (U^\dagger)^\top U^\top$ and $U^\dagger$ is the Moore-Penrose inverse of $U$ (here by assumption, $U^\dagger = (U^\top U)^{-1} U^\top$).
Proof of Lemma 11. Denote for convenience $S = V^{-1/2}$. This identity comes from the observation that
\[(U^T V U)^{-1} = \lim_{\lambda \to 0^+} [U^T (SS + \lambda I_n)^{-1} U]^{-1},\]
and by repeatedly applying Sherman-Morrison-Woodbury identity. First,
\[U^T (SS + \lambda I_n)^{-1} U = \lambda^{-1} U^T U - \lambda^{-2} U^T S (I_n + \lambda^{-1} SS)^{-1} SU.\]

We can then use the identity again on its inverse:
\[[U^T (SS + \lambda I_n)^{-1} U]^{-1} = \lambda (U^T U)^{-1} - (U^T U)^{-1} U^T S [I_n + \lambda^{-1} SS] \lambda^{-1} S (U^T U)^{-1} U^T S [I_n + \lambda^{-1} SS]^{-1} S U (U^T U)^{-1} \]
\[= \lambda (U^T U)^{-1} + (U^T U)^{-1} U^T S [I_n + \lambda^{-1} S (I_n - U (U^T U)^{-1} U^T) S]^{-1} S U (U^T U)^{-1}.\]

By the definition of the pseudo-inverse, $P = I - U (U^T U)^{-1} U^T = P^2$. We apply a third time the SMW formula:
\[[U^T (SS + \lambda I_n)^{-1} U]^{-1} \]
\[= \lambda (U^T U)^{-1} + U^T S [I_n + \lambda^{-1} SPPS]^{-1} S (U^T)^T \]
\[= \lambda (U^T U)^{-1} + U^T S [I_n - SP (\lambda I_n + PSSP)^{-1} PS] S (U^T)^T \]
\[\xrightarrow[\lambda \to 0^+]{} U^T S (U^T)^T,\]
which concludes the proof. \qed
C Technical background

C.1 Functions on the sphere

In this section we introduce some notation and technical background on functional spaces on the sphere. In particular, we review the decompositions in (hyper-)spherical harmonics on the $S^{d-1}(\sqrt{d})$ and in orthogonal polynomials on the real line. We refer the reader to [EF14, Sze39, Chi11, GMMM21] for further information on these topics.

C.1.1 Functional spaces over the sphere

For $d \geq 3$, we let $S^{d-1}(r) = \{x \in \mathbb{R}^d : \|x\|_2 = r\}$ denote the sphere with radius $r$ in $\mathbb{R}^d$. We will mostly work with the sphere of radius $\sqrt{d}$, $S^{d-1}(\sqrt{d})$ and will denote by $\tau_d$ the uniform probability measure on $S^{d-1}(\sqrt{d})$. All functions in this section are assumed to be elements of $L^2(S^{d-1}(\sqrt{d}), \tau_d)$, with scalar product and norm denoted as $\langle \cdot, \cdot \rangle_{L^2}$ and $\| \cdot \|_{L^2}$:

$$\langle f, g \rangle_{L^2} \equiv \int_{S^{d-1}(\sqrt{d})} f(x) g(x) \tau_d(dx).$$ (86)

For $\ell \in \mathbb{Z}_{\geq 0}$, let $V_{d,\ell}$ be the space of homogeneous harmonic polynomials of degree $\ell$ on $\mathbb{R}^d$ (i.e. homogeneous polynomials $q(x)$ satisfying $\Delta q(x) = 0$), and denote by $\tilde{V}_{d,\ell}$ the linear space of functions obtained by restricting the polynomials in $V_{d,\ell}$ to $S^{d-1}(\sqrt{d})$. With these definitions, we have the following orthogonal decomposition

$$L^2(S^{d-1}(\sqrt{d}), \tau_d) = \bigoplus_{\ell=0}^{\infty} V_{d,\ell}.$$ (87)

The dimension of each subspace is given by

$$\dim(V_{d,\ell}) = B(S^{d-1}; \ell) = \frac{2\ell + d - 2}{d - 2} \binom{\ell + d - 3}{\ell}.$$ (88)

For each $\ell \in \mathbb{Z}_{\geq 0}$, the spherical harmonics $\{Y^{(d)}_{\ell,j}\}_{1 \leq j \leq B(S^{d-1}; \ell)}$ form an orthonormal basis of $V_{d,\ell}$:

$$\langle Y^{(d)}_{k_1}, Y^{(d)}_{s_j} \rangle_{L^2} = \delta_{ij} \delta_{ks}.$$  

Note that our convention is different from the more standard one, that defines the spherical harmonics as functions on $S^{d-1}(1)$. It is immediate to pass from one convention to the other by a simple scaling. We will drop the superscript $d$ and write $Y_{\ell,j} = Y^{(d)}_{\ell,j}$ whenever clear from the context.

We denote by $\mathcal{P}_k$ the orthogonal projections to $V_{d,k}$ in $L^2(S^{d-1}(\sqrt{d}), \tau_d)$. This can be written in terms of spherical harmonics as

$$\mathcal{P}_k f(x) \equiv \sum_{l=1}^{B(S^{d-1};k)} \langle f, Y_{kl} \rangle_{L^2} Y_{kl}(x).$$ (89)

We also define $\mathcal{P}_{\leq \ell} \equiv \sum_{k=0}^{\ell} \mathcal{P}_k$, $\mathcal{P}_{> \ell} \equiv \mathbb{I} - \mathcal{P}_{\leq \ell} = \sum_{k=\ell+1}^{\infty} \mathcal{P}_k$, and $\mathcal{P}_{< \ell} \equiv \mathcal{P}_{\leq \ell-1}$, $\mathcal{P}_{\geq \ell} \equiv \mathcal{P}_{> \ell-1}$.
C.1.2 Gegenbauer polynomials

The $\ell$-th Gegenbauer polynomial $Q^{(d)}_{\ell}(x)$ is a polynomial of degree $\ell$. Consistently with our convention for spherical harmonics, we view $Q^{(d)}_{\ell}$ as a function $Q^{(d)}_{\ell} : [-d, d] \to \mathbb{R}$. The set $\{Q^{(d)}_{\ell}\}_{\ell \geq 0}$ forms an orthogonal basis on $L^2([-d, d], \tau^1_d)$, where $\tau^1_d$ is the distribution of $\sqrt{d}\langle x, e_1 \rangle$ when $x \sim \tau_d$, satisfying the normalization condition:

$$
\langle Q^{(d)}_{\ell}(\sqrt{d}(e_1, \cdot)), Q^{(d)}_{\ell}(\sqrt{d}(e_1, \cdot)) \rangle_{L^2(\mathbb{S}^{d-1}(\sqrt{d}))} = \frac{1}{B(\mathbb{S}^{d-1}; k)} \delta_{jk}.
$$

In particular, these polynomials are normalized so that $Q^{(d)}_{\ell}(d) = 1$. As above, we will omit the superscript $(d)$ in $Q^{(d)}_{\ell}$ when clear from the context.

Gegenbauer polynomials are directly related to spherical harmonics as follows. Fix $v \in \mathbb{S}^{d-1}(\sqrt{d})$ and consider the subspace of $V_{\ell}$ formed by all functions that are invariant under rotations in $\mathbb{R}^d$ that keep $v$ unchanged. It is not hard to see that this subspace has dimension one, and coincides with the span of the function $Q^{(d)}_{\ell}(\langle v, \cdot \rangle)$.

We will use the following properties of Gegenbauer polynomials

1. For $\mathbf{x}, \mathbf{y} \in \mathbb{S}^{d-1}(\sqrt{d})$

   $$
   \langle Q^{(d)}_{j}(\langle \mathbf{x}, \cdot \rangle), Q^{(d)}_{k}(\langle \mathbf{y}, \cdot \rangle) \rangle_{L^2} = \frac{1}{B(\mathbb{S}^{d-1}; k)} \delta_{jk} Q^{(d)}_{\ell}(\langle \mathbf{x}, \mathbf{y} \rangle). 
   $$

2. For $\mathbf{x}, \mathbf{y} \in \mathbb{S}^{d-1}(\sqrt{d})$

   $$
   Q^{(d)}_{k}(\langle \mathbf{x}, \mathbf{y} \rangle) = \frac{1}{B(\mathbb{S}^{d-1}; k)} \sum_{i=1}^{B(\mathbb{S}^{d-1}; k)} Y^{(d)}_{ki}(\mathbf{x}) Y^{(d)}_{ki}(\mathbf{y}).
   $$

These properties imply that —up to a constant— $Q^{(d)}_{k}(\langle \mathbf{x}, \mathbf{y} \rangle)$ is a representation of the projector onto the subspace of degree $-k$ spherical harmonics

$$(\mathcal{P}_k f)(\mathbf{x}) = B(\mathbb{S}^{d-1}; k) \int_{\mathbb{S}^{d-1}(\sqrt{d})} Q^{(d)}_{k}(\langle \mathbf{x}, \mathbf{y} \rangle) f(\mathbf{y}) \tau_d(d\mathbf{y}).$$

For a function $\tilde{\sigma} \in L^2([-\sqrt{d}, \sqrt{d}], \tau^1_d)$ (where $\tau^1_d$ is the distribution of $\langle e_1, \mathbf{x} \rangle$ when $\mathbf{x} \sim \text{iid Unif}(\mathbb{S}^{d-1}(\sqrt{d}))$), denoting its spherical harmonics coefficients $\xi_{d,k}(\tilde{\sigma})$ to be

$$
\xi_{d,k}(\tilde{\sigma}) = \int_{[-\sqrt{d}, \sqrt{d}]} \tilde{\sigma}(x) Q^{(d)}_{k}(\sqrt{d}x) \tau^1_d(dx),
$$

then we have the following equation holds in $L^2([-\sqrt{d}, \sqrt{d}], \tau^1_{d-1})$ sense

$$
\tilde{\sigma}(x) = \sum_{k=0}^{\infty} \xi_{d,k}(\tilde{\sigma}) B(\mathbb{S}^{d-1}; k) Q^{(d)}_{k}(\sqrt{d}x).
$$

To any rotationally invariant kernel $H_d(\mathbf{x}, \mathbf{x}_1, \mathbf{x}_2) = h_d(\langle \mathbf{x}, \mathbf{x}_2 \rangle/d)$, with $h_d(\sqrt{d} \cdot) \in L^2([-\sqrt{d}, \sqrt{d}], \tau^1_d)$, we can associate a self-adjoint operator $\mathcal{H}_d : L^2(\mathbb{S}^{d-1}(\sqrt{d})) \to L^2(\mathbb{S}^{d-1}(\sqrt{d}))$ via

$$
\mathcal{H}_d f(\mathbf{x}) \equiv \int_{\mathbb{S}^{d-1}(\sqrt{d})} h_d(\langle \mathbf{x}, \mathbf{x}_1 \rangle/d) f(\mathbf{x}_1) \tau_d(d\mathbf{x}_1).
$$
By rotational invariance, the space $V_k$ of homogeneous polynomials of degree $k$ is an eigenspace of $\mathcal{H}_d$, and we will denote the corresponding eigenvalue by $\xi_{d,k}(h_d)$. In other words $\mathcal{H}_d f(x) \equiv \sum_{k=0}^{\infty} \xi_{d,k}(h_d) P_k f$. The eigenvalues can be computed via

$$\xi_{d,k}(h_d) = \int_{[-\sqrt{d}, \sqrt{d}]} h_d(x/\sqrt{d}) Q_k^{(d)}(\sqrt{d}x) \tau^{-1}_{d-1}(dx) .$$  \hspace{1cm} (96)

### C.1.3 Hermite polynomials

The Hermite polynomials $\{\text{He}_k\}_{k \geq 0}$ form an orthogonal basis of $L^2(\mathbb{R}, \gamma)$, where $\gamma(dx) = e^{-x^2/2} dx / \sqrt{2\pi}$ is the standard Gaussian measure, and $\text{He}_k$ has degree $k$. We will follow the classical normalization (here and below, expectation is with respect to $G \sim \mathcal{N}(0,1)$):

$$\mathbb{E}\{\text{He}_j(G) \text{He}_k(G)\} = k! \delta_{jk} .$$  \hspace{1cm} (97)

As a consequence, for any function $g \in L^2(\mathbb{R}, \gamma)$, we have the decomposition

$$g(x) = \sum_{k=0}^{\infty} \frac{\mu_k(g)}{k!} \text{He}_k(x) , \quad \mu_k(g) \equiv \mathbb{E}\{g(G) \text{He}_k(G)\} . \hspace{1cm} (98)$$

The Hermite polynomials can be obtained as high-dimensional limits of the Gegenbauer polynomials introduced in the previous section. Indeed, the Gegenbauer polynomials (up to a $\sqrt{d}$ scaling in domain) are constructed by Gram-Schmidt orthogonalization of the monomials $\{x^k\}_{k \geq 0}$ with respect to the measure $\frac{1}{\sqrt{d}}$, while Hermite polynomial are obtained by Gram-Schmidt orthogonalization with respect to $\gamma$. Since $\frac{1}{\sqrt{d}} \Rightarrow \gamma$ (here $\Rightarrow$ denotes weak convergence), it is immediate to show that, for any fixed integer $k$,

$$\lim_{d \to \infty} \text{Coeff}\{Q_k^{(d)}(\sqrt{d}x) B(\mathbb{S}^{d-1}; k)^{1/2}\} = \text{Coeff}\left\{ \frac{1}{(k!)^{1/2}} \text{He}_k(x) \right\} . \hspace{1cm} (99)$$

Here and below, for $P$ a polynomial, $\text{Coeff}\{P(x)\}$ is the vector of the coefficients of $P$. As a consequence, for any fixed integer $k$, we have

$$\mu_k(\sigma) = \lim_{d \to \infty} \xi_{d,k}(\sigma)(B(\mathbb{S}^{d-1}; k) k!)^{1/2} , \hspace{1cm} (100)$$

where $\mu_k(\sigma)$ and $\xi_{d,k}(\sigma)$ are given in Eq. (98) and (94).

### C.2 Functions on the hypercube

Fourier analysis on the hypercube is a well studied subject [O’D14]. The purpose of this section is to introduce some notations that make the correspondence with proofs on the sphere straightforward. For convenience, we will adopt the same notations as for their spherical case.

#### C.2.1 Fourier basis

Denote $\mathcal{D} = \{-1, +1\}^d$ the hypercube in $d$ dimension. Let us denote $\tau_d$ to be the uniform probability measure on $\mathcal{D}$. All the functions will be assumed to be elements of $L^2(\mathcal{D}, \tau_d)$ (which contains all the bounded functions $f : \mathcal{D} \to \mathbb{R}$), with scalar product and norm denoted as $\langle \cdot, \cdot \rangle_{L^2}$ and $\|\cdot\|_{L^2}$:

$$\langle f, g \rangle_{L^2} \equiv \int_{\mathcal{D}} f(x) g(x) \tau_d(dx) = \frac{1}{2^n} \sum_{x \in \mathcal{D}} f(x) g(x).$$
Notice that \( L^2(\mathcal{D}, \tau_d) \) is a 2\(^n\) dimensional linear space. By analogy with the spherical case we decompose \( L^2(\mathcal{D}, \tau_d) \) as a direct sum of \( d + 1 \) linear spaces obtained from polynomials of degree \( \ell = 0, \ldots, d \)

\[
L^2(\mathcal{D}, \tau_d) = \bigoplus_{\ell=0}^{d} V_{d,\ell}.
\]

For each \( \ell \in \{0, \ldots, d\} \), consider the Fourier basis \( \{Y_{\ell,S}(x)\}_{S \subseteq [d], |S| = \ell} \) of degree \( \ell \), where for a set \( S \subseteq [d] \), the basis is given by

\[
Y_{\ell,S}(x) \equiv x^S = \prod_{i \in S} x_i.
\]

It is easy to verify that (notice that \( x^k_i = x_i \) if \( k \) is odd and \( x^k_i = 1 \) if \( k \) is even)

\[
\langle Y_{\ell,S}^{(d)}, Y_{\ell,S'}^{(d)} \rangle_{L^2} = \mathbb{E}[x^S \times x^{S'}] = \delta_{\ell,k} \delta_{S,S'}.
\]

Hence \( \{Y_{\ell,S}^{(d)}\}_{S \subseteq [d], |S| = \ell} \) form an orthonormal basis of \( V_{d,\ell} \) and

\[
\dim(V_{d,\ell}) = B(\mathcal{D}; \ell) = \binom{d}{\ell}.
\]

As above, we will omit the superscript \( (d) \) in \( Y_{\ell,S}^{(d)} \) when clear from the context.

C.2.2 Hypercubic Gegenbauer

We consider the following family of polynomials \( \{Q_{\ell}^{(d)}\}_{\ell=0,\ldots,d} \) that we will call hypercubic Gegenbauer, defined as

\[
Q_{\ell}^{(d)}((x, y)) = \frac{1}{B(\mathcal{D}; \ell)} \sum_{S \subseteq [d], |S| = \ell} Y_{\ell,S}^{(d)}(x)Y_{\ell,S}^{(d)}(y).
\]

Notice that the right hand side only depends on \( (x, y) \) and therefore these polynomials are uniquely defined. In particular,

\[
\langle Q_{\ell}^{(d)}((1, \cdot)), Q_{k}^{(d)}((1, \cdot)) \rangle_{L^2} = \frac{1}{B(\mathcal{D}; k)} \delta_{\ell,k}.
\]

Hence \( \{Q_{\ell}^{(d)}\}_{\ell=0,\ldots,d} \) form an orthogonal basis of \( L^2(\{-d, -d + 2, \ldots, d - 2, d\}, \tau_d^1) \) where \( \tau_d^1 \) is the distribution of \( (1, x) \) when \( x \sim \tau_d \), i.e., \( \tau_d^1 \sim 2\text{Bin}(d, 1/2) - d/2 \).

We have

\[
\langle Q_{\ell}^{(d)}((x, \cdot)), Q_{k}^{(d)}((y, \cdot)) \rangle_{L^2} = \frac{1}{B(\mathcal{D}; k)} Q_k((x, y)) \delta_{\ell,k}.
\]

For a function \( \bar{\sigma}(\cdot/\sqrt{d}) \in L^2(\{-d, -d + 2, \ldots, d - 2, d\}, \tau_d^1) \), denote its hypercubic Gegenbauer coefficients \( \xi_{d,k}(\bar{\sigma}) \) to be

\[
\xi_{d,k}(\bar{\sigma}) = \int_{\{-d, -d + 2, \ldots, d - 2, d\}} \bar{\sigma}(x/\sqrt{d}) Q_k^{(d)}(x) \tau_d^1(dx).
\]

Notice that by weak convergence of \( \langle 1, x \rangle/\sqrt{d} \) to the normal distribution, we have also convergence of the (rescaled) hypercubic Gegenbauer polynomials to the Hermite polynomials, i.e., for any fixed \( k \), we have

\[
\lim_{d \to \infty} \text{Coeff}\{Q_k^{(d)}(\sqrt{dx}) B(\mathcal{D}; k)^{1/2}\} = \text{Coeff}\left\{\frac{1}{(k!)^{1/2}} \text{He}_k(x)\right\}.
\]
C.3 Hypercontractivity of the uniform distribution on the sphere and the hypercube

By Holder’s inequality, we have \( \|f\|_{L^p} \leq \|f\|_{L^q} \) for any \( f \) and any \( p \leq q \). The reverse inequality does not hold in general, even up to a constant. However, for some measures, the reverse inequality will hold for some sufficiently nice functions. These measures satisfy the celebrated hypercontractivity properties \([\text{Gro}75, \text{Bon}70, \text{Bec}75, \text{Bec}92]\).

Lemma 12 (Hypercube hypercontractivity \([\text{Bec}75]\)). For any \( \ell = \{0, \ldots, d\} \) and \( f_\ast \in L^2(\mathcal{Q}) \) to be a degree \( \ell \) polynomial, then for any integer \( q \geq 2 \), we have

\[
\|f_\ast\|_{L^q(\mathcal{Q})}^2 \leq (q - 1)^\ell \cdot \|f_\ast\|_{L^2(\mathcal{Q})}^2.
\]

Besides this classical result, we will also use the following simple observation:

Lemma 13 (Hypercube hypercontractivity for high-degree polynomials). For any \( \ell = \{0, \ldots, d\} \) and \( f_\ast \in \text{span}\{Y_S : |S| \geq d - \ell\} \) (function orthogonal to degree-(d - \ell - 1) polynomials), then for any integer \( q \geq 2 \), we have

\[
\|f_\ast\|_{L^q(\mathcal{Q})}^2 \leq (q - 1)^\ell \cdot \|f_\ast\|_{L^2(\mathcal{Q})}^2.
\]

Proof of Lemma 13. Note that for any \( S \subseteq [d] \), we have \( Y_S(x) = (\prod_{i \in [d]} x_i) \cdot Y_{S^c}(x) \). Hence, we have

\[
f_\ast(x) = \sum_{S \subseteq [d], |S| \geq d - \ell} c_S Y_S(x) = (\prod_{i \in [d]} x_i) \sum_{S \subseteq [d], |S| \leq \ell} c_{[d] \setminus S} Y_S(x) =: (\prod_{i \in [d]} x_i) \cdot \tilde{f}_\ast(x).
\]

We deduce that \( \|f_\ast\|_{L^q(\mathcal{Q})} = \|\tilde{f}_\ast\|_{L^q(\mathcal{Q})} \), with \( \tilde{f}_\ast \) a degree-\( \ell \) polynomial. We can therefore directly apply Lemma 12.

Finally, we have the following similar hypercontractivity property on the sphere:

Lemma 14 (Spherical hypercontractivity \([\text{Bec}92]\)). For any \( \ell \in \mathbb{N} \) and \( f_\ast \in L^2(S^{d-1}) \) to be a degree \( \ell \) polynomial, for any \( q \geq 2 \), we have

\[
\|f_\ast\|_{L^q(S^{d-1})}^2 \leq (q - 1)^\ell \cdot \|f_\ast\|_{L^2(S^{d-1})}^2.
\]