Abstract—As the advancement of information security, human recognition as its core technology, has absorbed an increasing amount of attention in the past few years. A myriad of biometric features including fingerprint, face, iris, have been applied to security systems, which are occasionally considered vulnerable to forgery and spoofing attacks. Due to the difficulty of being fabricated, electrocardiogram (ECG) has attracted much attention. Though many works have shown the excellent human identification provided by ECG, most current ECG human identification (ECGID) researches only focus on rest situation. In this manuscript, we overcome the oversimplification of previous researches and evaluate the performance under both exercise and rest situations, especially the influence of exercise on ECGID. By applying various existing learning methods to our ECG dataset, we find that current methods which can well support the identification of individuals under rests, do not suffice to present satisfying ECGID performance under exercise situations, therefore exposing the deficiency of existing ECG identification methods.

I. INTRODUCTION

With the increasing demand for information security and reliability of protective measures, human identification has become an important research topic in corresponding field. However, traditional identification technologies such as certificates and passwords are likely to be forgotten, copied and even stolen, which may cause harm to people’s personal information, therefore no longer meet their needs for security. Due to the rising awareness of people and the rapid development of science and technology, biometric identification technology has emerged, which is based on the unique anatomical, physiological or behavioural characteristics hardly possible to be forged. So far, common biometric recognition methods [1]–[6] include face, fingerprint, voice, which are mature and have high recognition rates, but not perfect enough. For example, a FaceID can be corrupted by photographs or make-up; a fingerprint can be copied and recreated with latex; a voice can be recorded or imitated as well. In order to strengthen the reliability and security of biometric identification technology, on the one hand, some scholars mix up multiple biometric technologies to make it harder for the system to be cracked. On the other hand, new reliable biometric identification techniques are being increasingly developed such as ECGID which, as one of the hottest research direction, has been developing for almost 20 years. The location, size and structure of the heart are so various from person to person that each person’s ECG signal is regarded unique [7], and the difference of which provides a theoretical basis for the identification of ECG signals. Compared with the traditional biometric signal, ECG signals are bioelectrical signals generated by living bodies, making it more difficult to fake [8]–[10].

Containing abundant information about individual identity, ECG waveform has four fundamental characteristics required for biometric identification [11]: (1) Universality: the heart of every living human generates ECG signals at all times; (2) Uniqueness: the ECG differences between individuals are mainly affected by body shape, age, weight, emotion, gender, heart location, heart size, geometric shape, physiological characteristics, chest structure and sports status, etc., so the eeg signals generated by different people are also unique [7]; (3) Stability: the structure and size of the adult heart are basically fixed. ECG waveform remains stable unless the heart has lesions; (4) Measurability: ECG acquisition equipment with miniaturization, portability and high precision reduces the cost and time of ECG acquisition and thus makes the measurement more convenient. In recent years, ECG signal has become the focus of major research in the field of human identification technology due to its good non-replicability and uniqueness. The methods of ECGID can be divided into two categories: (1) Fiducial approach: as shown in Fig. 1, ECG signal is composed by three main waves the P, the QRS and T waves [12], [13], between which the peaks, slopes, boundaries and intervals are depicted by Fiducial features. The fiducial method utilizes these features for human identification; (2) Non-fiducial approach: these methods often treats ECG signals as a whole without considering the details of waveform, and process signals in the frequency domain in most cases.

Biel et al. extract 30 time and amplitude features and use correlation matrix analysis to select 21 features to form the eigenvector [14]. It was demonstrated that soft independent modelling of class analogy method is implemented for classification. Israel et al. locates the key points by finding the local extremum of the waveform in each heart beat and extract 15 features to classify subjects by linear discriminant analysis [15]. This experiment included 29 subjects, with the rate of identification reaching 100% and the rate of heart beat recognition reaching 81%. Saechia et al. uses Fourier coefficients to examine the effectiveness of segmenting ECG heartbeat [16]. Shen et al. proposed an identification method based on one-lead ECG [17]. They obtained 7 time domain features from QRS complex and used template matching and decision-based neural network to complete the verification, with 100% correct verification rate. Plataniotis et al. first introduced an
ECG biometric recognition method requiring no waveform detection and analyzed the auto-correlation of ECGs while applying DCT to achieve dimensionality reduction [18]. Wang et al. followed the AC-DCT method and achieved satisfying results [19]. Agrafioti et al. combined the auto-correlation and LDA to make the classification [20]. Although these literatures have obtained good results, there remains some important problems that cannot be overlooked, such as robustness of ECGID, including, (1) heart disease: one was enrolled in good heart health, but tested in heart disease; (2) emotion: one was enrolled in calm, but tested in emotional state; (3) exercise: one was enrolled in rest, but tested after exercise (we call it rest-ex ECGID). Some researchers [21], [22] have explored the first question with the MIT-BIH database [23] or the PTB database [24], but the latter two issues have rarely been studied. Therefore, we would like to discuss the third issue i.e. the robustness of rest-ex ECGID in this manuscript.

From the 1970s to the 1990s, some researchers [25]-[28] attempted to dig out the changes of ECG waveform between rest and exercise, showed that during exercise the amplitude of P wave increases and the amplitude of T wave decreases, while the QRS duration remains nearly constant. After exercise, during the first minute, the amplitude of P and T wave increase and the other features start to return to normal. Then, P and T wave start to return to normal. But they only got qualitative results, not quantitative ones. Afterwards, the literature on the effects of exercise on ECGID also appears, but few good results on rest-ex ECGID have been achieved since post-exercise is a period of recovery where various features change abruptly. Kim et al. [29] discussed the the effects of exercise on QRS interval, RT interval and QT interval. Furthermore, they used inverse Fourier transform to normalize features and improved rest-ex ECGID performance. Poree et al. [30] used correlation coefficient for template matching to find out the effects of exercise, waveform length and the number of leads on ECGID. Piao et al. [31] collected ECG records of only 5 normal people in rest and movement states. They used discrete wavelet transform for feature extraction, Euclidean distance and nearest neighbour for classification, with an accuracy of 100%. Sung et al. [32] collected ECG data of 55 subjects before and after exercise for 5 minutes respectively. The first and second order differential of waveform were used to help feature point detection. LDA is for feature extraction and classification, with the accuracy of identification being 59.64% within 1 minute after exercise, and more than 90% beyond 1 minute. Nobunaga et al. [33] showed that after bandpass filtering between 10 Hz and 80 Hz, the ECG waveforms in rest and post-exercise would be highly similar, and the rest-ex ECGID rate achieved 99.7% on 10 subjects. Komeili et al. [34] extracted different types of features and used feature selection algorithms to select the most stable ones in exercise.

This manuscript is aimed at applying existing methods to analyse the performance of rest-ex ECGID with our ECG database [35]. Through multiple sets of experiments, we find that for current methods, the rest-rest ECGID accuracy can reach more than 95% while the ex-ex ECGID performance become a little worse; As for the rest-ex ECGID performance, most methods collapse to 10% or even worse, except for the KL feature selection method, which can reach almost 65%. Although compared with other methods the KL feature selection method performs much better, its result still remains unsatisfactory. The rest of the paper is organized as follows. Section II introduces the main methods of the existing ECGID algorithms. In Sec. III, the process and results of the experiment with our ECG database are described in detail. Finally, Sec. IV is the conclusion of the whole manuscript.

II. Method

A. Time domain features

A classical QRS detection algorithm based upon digital analyses of slopes, amplitude, and width, has been proposed by Pan and Tompkins [36], where the ideal pass band intended to maximize the QRS energy is approximately 5-15 Hz. After filtering, the signal is differentiated to provide the QRS complex slope information with the following transfer function

\[
H(Z) = \frac{1}{8}[2 + Z^{-1} - Z^{-3} - 2Z^{-4}].
\]

Then the signal is squared point by point in order to make positive all of the points and emphasize higher frequencies, given by the relation below

\[
X = Y^2.
\]

In order to obtain waveform feature information, a moving-windows integrator is passed through by squared signals, which is calculated from

\[
H(Z) = \frac{1}{N}[Z^{N-1} + Z^{N-2} + \cdots + Z^{N-(N-1)} + 1],
\]

where \(N\) is the number of samples in a given width of the integration window.

In the last step, two thresholds are designed to make sure no peak is omitted: the first identifies peaks of the signal and when no peak has been detected by the first one in a
certain time interval, the algorithm will search back promptly for the lost peak using the second threshold below the first one. Once a new peak is identified, it will be classified as a noise peak or as a signal peak if exceeding the first thresholds (or the second threshold if we search back in time for a lost peak). A peak to be identified as a QRS complex must be first identified as a QRS in both the integration and filtered waveforms by investigating the signals and trying different values of the above thresholds.

B. Short-time Fourier transform

Short-time Fourier transform (STFT) \[37], \[38] is one of the most commonly used time-frequency analysis method, which represents the signal characteristics at a certain moment through a segment of the signal in the time window. In the short-time Fourier transform process, the length of the window determines the time resolution and frequency resolution of the spectrum. The longer the window is, the higher the frequency resolution is and the lower the time resolution is after the Fourier transform. On the contrary, the shorter the window is, the lower the frequency resolution will be, and the higher the time resolution is. That is to say, in the STFT, the time resolution and frequency resolution cannot be achieved at the same time, and the choice should be made according to specific requirements. Due to the nonstationarity of ECG signal, STFT can only transform ECG signal into frequency domain to avoid complex and difficult fiducial feature detection, but also overcome the disadvantage that the original Fourier transform cannot process non-stationary signal. Short-time Fourier transform of the continuous time signal \(s(t)\) is

\[
STFT(t, \omega) = \int_{-\infty}^{\infty} s(\tau) \gamma^*(\tau - t) e^{-j\omega \tau} d\tau
\]

\[
= \langle s(\tau), \gamma(\tau - t) \rangle e^{j\omega \tau}
\]

\[
= \langle s(\tau), \gamma_{t,\omega}(\tau) \rangle
\]

where \(\gamma(t)\) is the window function and generally \(\gamma(t)\) is real even function.

C. Wavelet transform

Wavelet transform (WT) \[39]-[41] is a transform analysis method, which inherits and develops the idea of localization of STFT. It overcomes the disadvantages of unchangeable window size with frequency, and can provide a "time-frequency" window changing with frequency. It is an ideal tool for signal time-frequency analysis and processing. The main characteristic is that WT can fully highlight some aspects of the problem characteristics, and can analyse the localization in time (space) frequency. In addition, signal is multi-scale tessellated through the telescopic translation operations, and ultimately adapts to the requirement of time-frequency signal analysis automatically. In other words, WT can focus on the arbitrary signal details, solved the difficulties of Fourier transform. The mathematical expression of the wavelet transform is

\[
WT(a, \tau) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} f(t) * \Psi(\frac{t - \tau}{a})dt,
\]

where \(a\) is the scale, corresponding to the frequency and controlling the scaling of the wavelet function and \(\tau\) is the amount of translation, corresponding to the time and controlling the translation of the wavelet function.

D. Autocorrelation

The ECG is a nonperiodic but highly repetitive signal. The motivation behind the employment of auto correlation based features is to detect the nonrandom patterns. Autocorrelation provides an automatic, shift invariant accumulation of similarity characteristics over multiple heartbeat cycles, which represents the unique characteristics of a given ECG \[19\]. It provides the most robust representation of the heartbeat characteristics of an subject. In addition, AC is used to blend into a sequence of sums of products samples that would otherwise need to be subjected to fiducial detection. The AC method involves four stages: (1) windowing, where the preprocessed ECG trace is segmented into nonoverlapping windows, with the only restriction that the window has to be longer than the average heartbeat length so that multiple heartbeats are included; (2) estimation of the normalized autocorrelation of each window; (3) feature dimension reduction, like DCT, LDA PCA etc; and (4) classification.

The autocorrelation coefficients \(\hat{R}_{xx}[m]\) can be computed as follows

\[
\hat{R}_{xx}[m] = \sum_{i=0}^{N-m-1} x[i] x[i + m] \]

\[
\hat{R}_{xx}[0] \]

where \(x[i]\) is the windowed ECG and \(x[i + m]\) is the time-shift version of the windowed ECG with a time lag of \(m = 0, 1, ..., M - 1, M \ll N\). The division with the maximum value, \(\hat{R}_{xx}[0]\), eliminates the bias factor so that either biased or unbiased autocorrelation estimation can be performed. The main contributors to the autocorrelated signal are the P wave, the QRS complex, and the T wave. However, even among the pulses of the same subject, large variations in amplitude present and this makes normalization a necessity. It should be noted that a window is allowed to blindly cut out the ECG record, even in the middle of a pulse. This alone releases the need for exact heartbeat localization.

Autocorrelation provides important information in distinguish subjects. However, the dimension of the autocorrelation coefficient is determined by the size of \(M\), which is generally large(e.g., \(M=100, 200, 300\)). So, a dimension reduction technique should be used before classification.

E. Deep learning

One of the biggest difficulties in ECGID is feature extraction. What features represent a person’s ecg characteristics best is a question that we have been looking for a solution to for a long time. But so far, there are no perfect features that fit all situations. The greatest advantage of deep learning is the ability to learn features automatically, without human intervention.

Deep learning neural networks \[42\] is one of the most recent advancements in the machine learning field \[43\]. The term refers to multilayer neural networks similar to the ones
used in the past. The main difference though is that now it is possible to use more hidden layers than we previously did. In deep learning, because of advancements in hardware and algorithms, there are efficient ways to train these deep neural nets. GPU computing has enabled researchers to utilize more processing power in order to train deep neural nets, while they have also implemented new algorithms that have made the whole procedure more efficient.

Additionally, deep neural nets have been proven successful in image recognition through the use of a new kind of hidden layers, convolutional layers [44]. These practically enable an hierarchical approach to data input that can detect recurring patterns in different parts of the data inputs. They have been very efficient in image recognition tasks, as they can practically detect objects present in images, irrespectively of the position of the object on the image, or the portion of the image size it corresponds to. Although ECG signal is a one-dimensional signal, it can be transformed into a two-dimensional image by processing in the case of multilead, and then be classified by using the convolutional neural network. Furthermore, Recurrent Neural Network(RNN), invented specifically to classify the time series signals, is another powerful tool that you can use for ECGID [45].

F. Feature selection

Feature selection approaches can be divided into two categories: supervised approaches and unsupervised approaches [46]. Supervised approaches use known label information to help select features nevertheless unsupervised approaches focus on mining the internal structure of the data in the absence of label information. In ECGID field, we usually adopt supervised approaches because in the biometric recognition application class labels are provided.

Supervised feature selection methods roughly include filters, wrappers and embedded methods. Wrapper methods, like genetic algorithm [47] and particle swarm optimization, select a feature subset (among all possible feature subsets) that gives the best performance with a specific model. In other words, such algorithms bind to specific models so that the results may be overfitting. In addition, wrappers are computationally very intensive specially if the feature space is too large or the chosen model is complex. Filter methods are relatively fast and do not suffer from aforementioned limitations. Filter method considers each feature individually and designs a criterion to determine whether a feature is useful for classification. Embedded methods embed feature selection in classification.

III. Experiment

A. Database

Our database is collected in Prof. Cui’s laboratory at South China University of Technology [35]. The database includes pre and post exercise recordings for 45 subjects. There are 33 males and 12 females whose age is between 18 to 22. Each subject in this set performed a few basic structural workouts such as steady running and climbing the stairs. The length of recordings in rest condition and post-exercise condition are around 5 minutes and 150 seconds respectively. The heart rate in post-exercise condition is range from 90 to 150 compared with around 70 in rest condition. The ECG signal was captured in lead II and the sampling frequency is 300 Hz.

B. Preprocessing

The raw ECG signals were filtered using a fourth-order bandpass Butterworth filter with cut-off frequencies 0.5 Hz and 40 Hz [19]. Under 0.5 Hz the signal is corrupted by baseline wander, and over 40 Hz there is distortion due to muscle movement, power-line noise etc.

C. Experiment on QRS complex

As mentioned before, QRS complex is the most stable part between rest and post-exercise. We use Pan & Tompkins algorithm to locate QRS complex. The length of QRS complex varies between 15 and 35 samples, so we normalize the duration of QRS complex to the same periodic length according to the procedure reported in [48]. That is, one of the ECG segments $y_i=[y_i(1), y_i(2), \cdots, y_i(n^*)]$ can be converted into a segment $x_i=[x_i(1), x_i(2), \cdots, x_i(n)]$ that holds the same signal morphology, but in different data length (i.e., $n^* \neq n$) using the following equation:

$$x_i(j) = y_i(j^*) + (y_i(j^* + 1) - y_i(j^*)) (r_j - j^*),$$

where $r_j = (j - 1)(n^* - 1)/(n - 1) + 1$, and $j^*$ is the integral part of $r_j$. Here , we set $n = 30$. Therefore, the various lengths of the QRS complex will be compressed or extended into a set of ECG segments with the same periodic length. These 30 samples are considered to be the main description of a heart beat, and thus are regarded as the features of the heart beat.

Regarding the classification method, we choose RBF kernel with $c = 100$ and $\gamma = 1$ for SVM after reducing the feature dimension with PCA. In this manuscript, we mainly perform four types of ECGID test: (1) the training set and test set are both from rest condition (rest ECGID); (2) the training set and test set are both from post-exercise condition (ex-ex ECGID).

According to the mode of distribution, this type is divided into two subtypes, which are the first 70% as the training set and the last 70% as the training set; (3) the training set is from rest condition and the test set is from post-exercise condition (rest-ex ECGID).

| Table 1 | ECGID performance on QRS complex |
|---|---|
| Training set | Test set | Training accuracy | Test accuracy |
| rest record | rest record | 98% | 95% |
| post-exercise(first 70%) | post-exercise(last 30%) | 94.1% | 82.9% |
| post-exercise(last 70%) | post-exercise(first 30%) | 94.8% | 70.2% |
| rest | post-exercise | 97.9% | 17.5% |

D. Experiment on ECG beat

Pan & Tompkins algorithm is also utilized to locate R peak. Then we search the midpoint of two R-peak samples, and the signal between two consecutive midpoints is defined as a ECG segment. Like the way we used in the experiment on QRS complex, we also use the procedure reported in Ref. [48] to
normalize the length of ECG segments. We set \( n = 300 \) here. These 300 samples are regarded as the features of the heart beat. We adopted SVM and deep learning for classification respectively. For deep learning, the network structure we adopt is as shown in Fig. 2. And the results of experiment on ECG beat are shown in Tables 2-3:

Table 2

| Training set  | Test set     | Training accuracy | Test accuracy |
|---------------|--------------|-------------------|---------------|
| rest record   | rest record  | 100%              | 96.2%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 100%              | 85.4%         |
| post-exercise(last 70%) | post-exercise(first 30%) | 100%              | 72.6%         |
| rest          | post-exercise| 99.6%             | 2.7%          |

Table 3

| Training set  | Test set     | Training accuracy | Test accuracy |
|---------------|--------------|-------------------|---------------|
| rest record   | rest record  | 97.4%             | 95.6%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 96%              | 82.3%         |
| post-exercise(last 70%) | post-exercise(first 30%) | 97.2%             | 77.6%         |
| rest          | post-exercise| 98.2%             | 12%           |

Table 4

| Training set  | Test set     | Training accuracy | Test accuracy |
|---------------|--------------|-------------------|---------------|
| rest record   | rest record  | 100%              | 98.2%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 100%              | 88%           |
| post-exercise(last 70%) | post-exercise(first 30%) | 100%              | 63.3%         |
| rest          | post-exercise| 99.9%             | 4.9%          |

E. Experiment on PQRST piecewise correction

In this experiment, we divide a complete heart beat into four parts: PQ segment, QRS segment, ST segment and T segment. Changes in heart rate are not evenly distributed across the P, R, and T complexes, so we adopt piecewise correction on these segments as follows. The PQ segment can be obtained using the following Equation

\[
PQ(i) = S[R(i) - 230ms + dt : R(i) - 90ms], \quad (8)
\]

where \( dt \) is a variable threshold with changes in heart rate, and it can be described as follows

\[
dt = \begin{cases} 
-10ms, & HR < 65 \\
0ms, & 65 \leq HR < 80 \\
10ms, & 80 \leq HR < 95 \\
20ms, & 95 \leq HR < 110 \\
30ms, & 110 \leq HR < 125 \\
40ms, & 125 \leq HR < 140 \\
50ms, & 140 \leq HR < 155
\end{cases} \quad (9)
\]

The QRS-segment can be obtained using Equation (10)

\[
QRS(i) = S[R(i) - 90ms : R(i) + 100ms]. \quad (10)
\]

The ST-segment can be obtained using Equation (11)

\[
ST(i) = S[R(i) + 100ms : R(i) + 100ms + 0.08*RR], \quad (11)
\]

where the \( RR \) is current RR interval. As for the T-segment, it is described by Equation (12)

\[
T(i) = S[R(i) + 100ms + 0.08*RR : R(i) + 0.42*RR]. \quad (12)
\]

After wave correction, we use the method mentioned above to resample the PQ segment to 450 milliseconds length, the ST segment to 110 milliseconds length, and the T segment to 50 milliseconds length. The QRS segment keeps unchanged for it remains fairly constant. These segments are combined to recreate the entire heartbeat. The normal length of a heartbeat is 800 milliseconds. Finally, the amplitude of each new heart beat is also normalized to a mean zero. Next, we perform two kinds of processing. One is to classify the new heart beat as a feature vector through PCA and SVM, directly; the other is to extract the wavelet coefficient with the new heart beat and then conduct identity classification. The experiment result is shown in Table 4:

F. Experiment on band pass filtering

Ref. [33] showed that the ECG exercise waveform is similar to the rest waveform above 10 Hz, so in this experiment, after R peak detecting and ECG heartbeat segmentation, we filter...
the original ECG signal, including rest and post-exercise, from 10 Hz to 40 Hz. Then the heart beats are resampled to 300 points length and a rbf-SVM is used for classification. The experiment result is as follows (see Table 5):

| Training set       | Test set       | Training accuracy | Test accuracy |
|--------------------|----------------|------------------|---------------|
| rest               | rest           | 100%             | 92.7%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 100% | 85.4% |
| post-exercise(last 70%) | post-exercise(first 30%) | 98.6% | 3%     |

G. Experiment on Short-time Fourier transform

In this experiment, we use short-time Fourier transform with Hamming window of the length 16 with step size of 13 computed over a 1 second window centered at R peak. The sampling frequency is 300 Hz, so this gives a total of 572 features. A PCA is for dimension reduction and a rbf-SVM is for classification. The experiment result is as follows (see Table 6):

| Training set       | Test set       | Training accuracy | Test accuracy |
|--------------------|----------------|------------------|---------------|
| rest               | rest           | 99.6%            | 98.3%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 97.1% | 75.3% |
| post-exercise(last 70%) | post-exercise(first 30%) | 98.3% | 66.1% |
| rest               | post-exercise  | 99.6%            | 12.9%         |

H. Experiment on Wavelet transform

After preprocessing, Continuous wavelet transform with 32 scales and Daubechies 5 as mother wavelet is computed over a 1 second window centered at R peak. The sampling frequency is 300 Hz, so this gives a total of 9600 features. A PCA is for dimension reduction and a rbf-SVM is for classification. The experiment result is as follows (see Table 7):

| Training set       | Test set       | Training accuracy | Test accuracy |
|--------------------|----------------|------------------|---------------|
| rest               | rest           | 99.9%            | 99.7%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 99.8% | 83%     |
| post-exercise(last 70%) | post-exercise(first 30%) | 99.9% | 77.9% |
| rest               | post-exercise  | 99.9%            | 7.1%          |

I. Experiment on Autocorrelation

Autocorrelation up to \(n\) lags is computed on windows of the length \(L\) seconds, where \(n\) and \(L\) are adjustable parameters. The experiment results are shown in Tables 8 & 9:

| Training set       | Test set       | Training accuracy | Test accuracy |
|--------------------|----------------|------------------|---------------|
| rest               | rest           | 100%             | 93.8%         |
| post-exercise(first 70%) | post-exercise(last 30%) | 100% | 74.3% |
| post-exercise(last 70%) | post-exercise(first 30%) | 99.9% | 60.1% |
| rest               | post-exercise  | 90%              | 11.3%         |

J. Experiment on feature selection

We randomly select half of the subjects (22 subjects) as an auxiliary data set and utilize the other half (23 subjects) for registration and testing. In other word, the first half is picked for feature selection while the second one for calculating accuracy of identification where registration is performed in the resting state and testing in the post-exercise condition. We perform a short-time Fourier transform using a Hamming window of length 16 seconds with a step size of 13 to, and compute continuous wavelet transform with 32 scales and Daubechies 5 as mother wavelet over a window of length 1 second centered at R peak. Autocorrelation up to 80 lags is calculated over 1 second windows. In order to have zero mean and unit variance, every feature has to be normalized by z-score in the feature set which is collected by 10252 features.

The feature selection is based on Kullback-Leibler (KL) divergence. Following Ref. [34], feature weights, \(w(l)\), which measure the importance of a feature to rest-ex ECGID, are defined as linear combination of two terms

\[
 w(l) = \lambda w_1(l) - (1 - \lambda) w_2(l). \tag{13}
\]

The first term \(w_1(l)\) related to the class separability is defined as follows

\[
 w_1(l) = \frac{1}{N} \sum_{i=1}^{N} d(f(X_i(l)), f(\chi(l))), \tag{14}
\]

where \(f(X_i(l))\) is probability density function(pdf) of \(l\)-th feature computed over all samples of \(i\)-th subject including both rest and post-exercise samples. \(f(\chi(l))\) is pdf of \(l\)-th feature computed over all samples of the auxiliary data set while \(N\) is total number of its subjects. \(d(\cdot)\) is the symmetric KL divergence which can be estimated under a normal distribution as follows

\[
 d(f_1, f_2) = \frac{\sigma_1^2 + (\mu_1 - \mu_2)^2}{2\sigma_1^2} + \frac{\sigma_2^2 + (\mu_1 - \mu_2)^2}{2\sigma_2^2} - 1. \tag{15}
\]

The second term in equation (13) related to the sensitivity of a feature to exercise is defined below

\[
 w_2(l) = \frac{1}{N} \sum_{i=1}^{N} d(f(X_i^{rest}(l)), f(X_i(l))) + d(f(X_i^{post-ex}(l)), f(X_i(l))), \tag{16}
\]

where \(f(X_i^{rest}(l))(f(X_i^{post-ex}(l)))\) is part of \(l\)-th feature of subject \(i\) in rest(post-exercise) condition. \(w_2(l)\) is small when the distribution corresponding to rest and post-exercise condition overlap with each other, suggesting the feature is more robust against exercise. Features can be selected by
It is shown that compared with other methods, though the KL feature selection method can significantly improve the rest-ex ECGID accuracy, it is only 61.4%, far from satisfying the expectation.

![Fig. 3: Rest-ex ECGID accuracy of KL feature selection](image)

**IV. Conclusion**

In this manuscript, we focus on the effect of exercise on ECGID and apply existing methods to analyse the performance of rest-ex ECGID with our ECG database. Through multiple sets of experiments, we find that for current methods, the rest-rest ECGID accuracy can reach more than 95% while the ex-ex ECGID performs a little worse; As for the rest-ex ECGID performance, most methods collapse to 10% or even worse, except for the KL feature selection method which can reach almost 65%. Although compared with other methods the KL feature selection method performs much better, its result still remains unsatisfactorily. The current rest-ex ECGID solutions are too simple, but more stable features may be obtained and sent to feature selection algorithm in the future by filtering out the part with violent changes due to exercise. Furthermore, other more advanced methods in the field of identity recognition can be introduced to improve the accuracy of rest-ex ECGID.

**Table 10**

| Training set         | Test set         | Training accuracy | Test accuracy |
|----------------------|------------------|-------------------|---------------|
| rest (first 70%)     | rest             | 98.2%             | 93.8%         |
| post-exercise (last 30%) | post-exercise (last 30%) | 95.7%             | 85.1%         |
| post-exercise (first 30%) | post-exercise (first 30%) | 96.4%             | 73.9%         |
| rest                 | post-exercise    | 98.7%             | 61.4%         |

It is shown that compared with other methods, though the KL feature selection method can significantly improve the rest-ex ECGID accuracy, it is only 61.4%, far from satisfying the expectation.
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