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Abstract

The computational complexity of solving nonlinear support vector machine (SVM) is prohibitive on large-scale data. In particular, this issue becomes very sensitive when the data represents additional difficulties such as highly imbalanced class sizes. Typically, nonlinear kernels produce significantly higher classification quality to linear kernels but introduce extra kernel and model parameters. Thus, the parameter fitting is required to increase the quality but it reduces the performance dramatically. We introduce a generalized fast multilevel framework for SVM and discuss several versions of its algorithmic components that lead to a good trade-off between quality and time. Our framework is implemented using PETSc which allows integration with scientific computing tasks. The experimental results demonstrate significant speed up compared to the state-of-the-art SVM libraries.

1 Introduction

Support vector machine (SVM) is one of the most well-known supervised classification methods [64] that has been extensively used in such fields as disease diagnosis, text categorization, and fraud detection. Training nonlinear SVM classifier (such as Gaussian kernel based) requires solving convex quadratic programming (QP) model whose running time can be prohibitive for large-scale instances without using specialized acceleration techniques such as sampling, boosting, and hierarchical training. Another typical reason of increased running time is complex data sets (e.g., when the data is noisy, imbalanced, or incomplete) that require using model selection techniques for finding the best model parameters.
The motivation behind this work was extensive applied experience with hard, large-scale, industrial (not necessarily highly heterogeneous) data sets for which fast linear SVMs produced extremely low quality results (as well as many other fast methods), and various nonlinear SVMs exhibited a strong trade off between running time and quality. It has been noticed in multiple works that many different real-world data sets have a strong underlying hierarchical structure [30, 26, 32, 59] that can be discovered through careful definitions of coarse-grained resolutions. Not surprisingly, we found that among fast methods the hierarchical nonlinear SVM was the best candidate for producing most satisfying results in a reasonable time. Although, several successful hierarchical SVM techniques have been developed since massive popularization of SVM, we found that most existing algorithms do not sustainably produce high-quality results in a short running time, and the behavior of hierarchical training is still not well studied. This is in contrast to a variety of well studied unsupervised clustering approaches.

In this paper, we discuss several multilevel techniques for engineering hierarchical SVMs demonstrating their (dis)advantages and generalizing them in a framework inspired by algebraic multigrid. We deliberately ignore the issues related to parallelization of multilevel frameworks as it has been discussed in a variety of works related to multilevel clustering, partitioning, and SVM QP solvers. Our goal is to demonstrate fast and scalable sequential techniques focusing on different aspects of building and using hierarchical learning with SVM. Also, we focus on nonlinear SVMs because (a) not much improvement can be introduced or required in practice to accelerate linear SVMs, and (b) in many hard practical cases, the quality of linear SVMs is incomparable to that of nonlinear SVMs. The most promising and stable version of our multilevel SVMs are implemented in PETSc [2] to make it applicable in scientific computing applications and ensure possible parallelization.

1.1 Computational challenges

There is a number of basic challenges one has to address when applying SVM which we successfully tackle with multilevel framework, namely, QP solver complexity for large-scale data, imbalanced data, and SVM model parameter fitting.

Large-scale data The baseline SVM classifier is typically formulated as convex QP problem whose solvers scale between $O(n^2)$ to $O(n^3)$ [20]. For example, the solver we compare our algorithm with, namely, LibSVM [8],
which is one of the most popular fast QP solvers, scales between \( \mathcal{O}(nf^2) \) to \( \mathcal{O}(nf^3) \) subject to how effectively the cache is exploited in practice, where \( nf \) and \( ns \) are the number of features and samples, respectively. Clearly, this complexity is prohibitive for nonlinear SVM models applied on practical big data without using parallelization, high-performance computing systems or another special treatment.

**Imbalanced data**  The imbalanced data is one of the issues in which SVM often outperforms many fast machine learning methods. This problem occurs when the number of instances of one class (negative or majority class) is substantially larger than the number of instances that belong to the other class (positive or minority class). In multi-class classification, the problem of imbalanced data is even bolder and use of the standard classification methods become problematic in the presence of big and imbalanced data [39]. This might dramatically deteriorate the performance of the algorithm. It is worth noticing that there are cases in which correct classification of the smaller class is more important than misclassification of the larger class [60]. Fault diagnosis [67] [75], anomaly detection [29] [61], medical diagnosis [42] are some of applications which are known to suffer of this problem. Imbalanced data was one of our motivating factors because we have noticed that most standard SVM solvers do not behave well on it. In order to reduce the effect of minority class misclassification in highly imbalanced data, an extension of SVM, namely, the cost-sensitive SVM (whose extensions are also known as weighted or fuzzy SVM) [37], was developed for imbalanced classification problems. In cost-sensitive SVM, a special control of misclassification penalization is introduced as a part of SVM model.

**Parameter tuning**  The quality of SVM models is very sensitive to the parameters (such as penalty factors of misclassified data) especially in case of using kernels which that have extra parameters. There is many different approaches to tune these parameters such as [3] [72] [38] [9] [7] [1] [41] [33]. However, in any case, tuning parameters require multiple execution of the training process for different parameters due to k-fold cross-validation which significantly increases the running time of the entire framework. In our experiments with industrial and healthcare data, not surprisingly, we were unable to find an acceptable quality SVM models without parameter fitting (also known as model selection [14] [71] [58]) which also motivated our work.
1.2 Related work

Multiple approaches have been proposed to improve the performance of SVM solvers. Examples include efficient serial algorithms that use a cohort of decomposition techniques [47], shrinking and caching [25], and fast second order working set selection [17]. A popular LibSVM solver [8] implements the sequential minimal optimization (SMO) algorithm. In the cases of simple data for which nonlinear SVM is not required such approaches as LibLINEAR [16] demonstrate excellent performance for linear SVM using a coordinate descent algorithm which is very fast but, typically, not suitable for complex or imbalanced data. Another approach to accelerate the QP solvers is a chunking [25], in which the models is solved iteratively on the subsets of training data until the global optimum is achieved.

A typical acceleration of support vector machines is done through parallelization and training on high-performance computing systems using interior-point methods (IPM) [43] applied on the dual problem which is a convex QP. The key idea of the primal-dual IPM is to remove inequality constraints using a barrier function and then resort to the iterative Newton’s method to solve the KKT system of the dual problem. For example, in PSVM [73], the algorithm reduces memory use, and parallelizes data loading and computation in IPM. It improves the decomposition-based LibSVM from $O(n^2)$ to $O(np^2/m)$, where $m$ is a number of processors (or heterogeneous machines used), and $p$ is a column dimension of a factorized matrix that is required for effective distribution of the data. The HPSVM solver [35] is also based on solving the primal-dual IPM and use effective parallelizm of factorization. The approach is specifically designed to take maximal advantage of the CPU-GPU collaborative computation with the dual buffers 3-stage pipeline mechanism, and efficiently handles large-scale training datasets. In HPSVM, the heterogeneous hierarchical memory is explored to optimize the bottleneck of data transfer. The P-packSVM [74] parallelizes the stochastic gradient descent solver of SVM that directly optimizes the primal objective with the help of a distributed hash table and sophisticated data packing strategy. Other works utilize many-core GPUs to accelerate SMO [48], and other architectures [69].

One of the most well known works in which hierarchical SVM technique was introduced to improve the performance and quality of a classifier is [70]. The coarsening consists of creating a hierarchical clustering representation of the data points that are merged pairwise using Euclidean distance criterion. Only linear classifiers are discussed and no inheritance and refinement of model parameters was introduced. A similar hierarchical clustering frame-
work was proposed for non-linear SVM kernels in combination with feature selection techniques to develop an advanced intrusion detection system [22]. Another coarsening approach that uses k-means clustering was introduced in [23]. In all these works, the quality of classifiers strictly depends on how well the data is clustered using a particular clustering method applied on it. Our coarsening scheme is more gradual than the clustering methods in these papers. Most of them, however, can be generalized as algebraic multigrid restriction operators (will be discussed further) in special forms. Also, in our frameworks, we emphasize several important aspects of training such as coarse level models, imbalanced coarsening, and parameter learning that are typically not considered in hierarchical SVM frameworks.

Multilevel Divide-and-Conquer SVM (DC-SVM) was developed using adaptive clustering and early prediction strategy [23]. We compare the computational performance and quality of classification for both DC-SVM and the proposed framework. The training time of DC-SVM for a fixed set of parameters is fast. However, in order to achieve high quality classifiers a parameter fitting is typically required. While DC-SVM with parameter fitting is faster than state-of-the-art exact SVMs, it is significantly slower than our proposed framework. Our experimental results (that include the parameter fitting component) show significant performance improvement on benchmark data sets in comparison to DC-SVM.

In several works, a scalable parallelization of hierarchical SVM frameworks is developed to minimize the communication [68, 20, 15]. Successful results obtained using hierarchical structures have been shown specifically for multi-class classification [11, 21, 28, 49]. Another relevant line of research is related to multilevel clustering and segmentation methods [31, 18, 59]. They produce solutions at different levels of granularity which makes them suitable for visualization, aggregation of data, and building a hierarchical solution.

### 1.3 Multilevel algorithmic frameworks

In this paper, we discuss a practical construction of multilevel algorithmic frameworks (MAF) for SVM. These frameworks are inspired by the multiscale optimization strategies [4]. (We note that there exist several frameworks termed multilevel SVMs. These, however, correspond to completely different ideas. We preserve the terminology of multilevel, and multiscale optimization algorithms.) The main objective of multilevel algorithms is to construct a hierarchy of problems (coarsening), each approximating the original problem but with fewer degrees of freedom. This is achieved by
introducing a chain of successive restriction of the problem domain into low-dimensional or smaller-size domains and solving the coarse problems in them using local processing (uncoarsening). The MAF combines solutions achieved by the local processing at different levels of coarseness into one global solution. Such frameworks have several key advantages that make them attractive for applying on large-scale data: they typically exhibit linear complexity, and are relatively easily parallelized. Another advantage of the MAF is its heterogeneity, expressed in the ability to incorporate external appropriate optimization algorithms (as a refinement) in the framework at different levels. These frameworks were extremely successful in various practical machine learning tasks such as clustering [46], segmentation [59], and dimensionality reduction [40].

The major difference between typical computational optimization MAF, and that we introduce for SVM is the output of the model. In SVM, the main output is the set of the support vectors which is usually much smaller at all levels of the multilevel hierarchy than the total number of data points at the corresponding level. We use this observation in our methods by redefining the training set during the uncoarsening and making MAF scalable. In particular, we inherit the support vectors from the coarse scales, add their neighborhoods, and refine the support vectors at each fine scale. In other words, we improve the separating hyperplane throughout the hierarchy by gradual refinement of the support vectors until a global solution at the finest level is reached. In addition, we inherit the parameters of model selection and kernel from the coarse levels, and refine them throughout the uncoarsening.

1.4 Our contribution

We summarize and generalize existing [51, 50] and introduce novel ideas for engineering multilevel frameworks for efficient and effective computation of SVM classifiers. We discuss various coarsening strategies, and introduce a weighted aggregation framework inspired by the algebraic multigrid which generalizes all of them. Without any loss in the quality of classifiers, multilevel SVM frameworks exhibit substantially faster running times and are able to generate several classifier models for one complete training pass which also helps to interpret these classifiers qualitatively. The multilevel frameworks are particularly effective on imbalanced data sets where fitting model parameters is the most computationally expensive component. The proposed multilevel frameworks can be parallelized as any algebraic multigrid algorithm and their superiority is demonstrated on several publicly available and
industrial data sets. The performance improvement over the best sequential state-of-the-art nonlinear SVM libraries with high classification quality is significant. For example, on the average, for large data sets we boost the performance 491 times over LibSVM and 45 times over the DC-SVM.

2 Preliminaries

We define the optimization problems underlying SVM models for binary classification. Given a set \( \mathcal{J} \) that contains \( n \) data points \( x_i \in \mathbb{R}^d, 1 \leq i \leq n \), we define the corresponding labeled pairs \( (x_i, y_i) \), where each \( x_i \) belongs to the class determined by a given label \( y_i \in \{-1, 1\} \). Data points with positive labels are called the minority class which is denoted by \( \mathcal{C}^+ \) with \( |\mathcal{C}^+| = n^+ \). The rest of the points belongs to the majority class which is denoted by \( \mathcal{C}^- \), where \( |\mathcal{C}^-| = n^- \). Solving the following convex optimization problem by finding \( w \), and \( b \) produces a hyperplane with maximum margin between \( \mathcal{C}^+ \), and \( \mathcal{C}^- \):

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i\\
\text{subject to} & \quad y_i(w^T \phi(x_i) + b) \geq 1 - \xi_i, \quad i = 1, \ldots, n \\
& \quad \xi_i \geq 0, \quad i = 1, \ldots, n.
\end{align*}
\]

The mapping of data points to higher dimensional space is done by \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}^p \) to make two classes separable by a hyperplane. The term slack variables \( \{\xi_i\}_{i=1}^n \) are used to penalize the misclassified points. The parameter \( C > 0 \) controls the magnitude of the penalization. The primal formulation is shown at (1) which is known as the soft margin SVM [66].

The weighted SVM (WSVM) addresses imbalanced problems with assigning different weights to classes with parameters \( C^+ \) and \( C^- \). The set of slack variables is split into two disjoint sets \( \{\xi_i^+\}_{i=1}^{n^+} \), and \( \{\xi_i^-\}_{i=1}^{n^-} \), respectively. In WSVM, the objective of (1) is changed into

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 + C^+ \sum_{i=1}^{n^+} \xi_i^+ + C^- \sum_{j=1}^{n^-} \xi_j^-.
\end{align*}
\]

Solving the Lagrangian dual problem using kernel functions \( k(x_i, x_j) = \phi(x_i)^T \phi(x_j) \) produces a reliable convergence which is faster than methods for primal formulations (1) and (2). In our framework, we use the sequential minimal optimization solver implemented in LibSVM library [8]. The role
of kernel functions is to measure the similarity for pairs of points \( x_i \) and \( x_j \). We present computational results with the Gaussian kernel (RBF), \( \exp(-\gamma ||x_i - x_j||^2) \), which is known to be generally reliable \([62]\) when no additional assumptions about the data are known \([57]\). Experiments with other kernels exhibit improvements that are similar to those with RBF.

In order to achieve an acceptable quality of the classifier, many difficult data sets require reinforcement of (W)SVM with tuning methods for such model parameters as \( C \), \( C^+ \), \( C^- \), and kernel function parameters (e.g., the bandwidth parameter \( \gamma \) for RBF kernel function). This is one of the major sources of running time complexity of (W)SVM models which we are aiming to improve.

In our framework we use the adapted nested uniform design (NUD) model selection algorithm to fit the parameters \([24]\) which is a popular model selection technique for (W)SVM. The main intuition behind the NUD is that it finds the close-to-optimal parameter set in an iterative nested manner. The optimal solution is calculated in terms of maximizing the required performance measure (such as accuracy and G-mean). Although, we study binary-class classification problems in this paper, it can be extended easily to the multi-class classification using either directed multi-class classification or transforming the problem into multiple independent binary (W)SVMs that can be processed independently in parallel.

**Two-level problem**  In order to describe the (un)coarsening algorithms, we introduce the two-level problem notation that can be extended into full multilevel hierarchy (see Figure [1]). We will use subscript \((\cdot)_f\) and \((\cdot)_c\) to represent fine and coarse variables, respectively. For example, the data points of two consecutive levels, namely, fine and coarse, will be denoted by \( J_f \), and \( J_c \), respectively. The sets of fine and coarse support vectors are denoted by \( sv_f \), and \( sv_c \), respectively. We will also use a subscript in the parentheses to denote the number of level in the hierarchy where appropriate. For example, \( J(i) \) will denote the set of data points at level \( i \).

**Proximity graphs**  All multilevel (W)SVM frameworks discussed in subsequent sections are based on different coarsening schemes for creating a hierarchy of data proximity graphs. Initially, at the finest level, \( J \) is represented as two \( k \)-nearest neighbor (kNN) graphs \( G^+_0 = (C^+, E^+) \), and \( G^-_0 = (C^-, E^-) \) for minority and majority classes, respectively, where each \( x_i \in C^{+(-)} \) corresponds to a node in \( G^{+(-)}_0 \). A pair of nodes is connected with an edge if one of them belongs to a set of \( k \)-nearest neighbors of an-
other. In practice, we are using approximate \(k\)-nearest neighbors graphs (\(AkNN\)) as our experiments with the exact nearest neighbor graphs do not demonstrate any improvement in the quality of classifiers whereas computing them is computationally expensive. In the computational experiments, we used FLANN library \([44, 45]\). Results obtained with other approximate nearest neighbor search algorithms are found to be not significantly different. Throughout the multilevel hierarchies, in two-level representation, the fine and coarse level graphs will be denoted by \(G_f^{+(-)} = (J_f^{+(-)}, E_f^{+(-)})\), and \(G_c^{+(-)} = (J_c^{+(-)}, E_c^{+(-)})\), respectively. All coarse graphs, except \(G_0^{+(-)}\) are obtained using respective coarsening algorithm.

3 Multilevel support vector machines

The multilevel frameworks discussed in this paper include three phases (see Figure 1), namely, gradual training set coarsening, coarsest support vector learning, and gradual support vector refinement (uncoarsening). In the training set coarsening phase we create a hierarchy of coarse training set representations, in which each next-coarser level contains a fewer number of points than in the previous level such that the coarse level learning problem approximates the fine level problem. The coarse level training points are not necessarily the same fine level points (such as in \([51]\)) or their strict small clusters (such as in \([74]\)). When the size of training set is sufficiently small to apply a high quality training algorithm for given computational resources, the set of coarsest support vectors and model parameters are trained. In the uncoarsening, both the support vectors and model parameters are inherited from the coarse level and improved using local refinement at the fine level. The uncoarsening is continued from the coarsest to the finest levels as is shown in Figure 1. Separate coarsening hierarchies are created for classes \(C^+\) and \(C^-\), independently. The main driving routine, \texttt{mlsvm}, of a multilevel WSVM framework is presented in Algorithm 1. The SVM cost-sensitive framework is designed similarly with a parameter \(C\), see Eq. (1).

3.1 Iterative Independent Set Coarsening

The iterative independent set (\texttt{mlsvm-IIS}) coarsening consists of several iterative passes in each of which a set of fine points is selected and added to the set of coarse points \(C^+_c\) or \(C^-_c\). In order to cover the space of points uniformly, this is done by selecting independent sets of nodes in \(G_f^+\), and
Algorithm 1 \texttt{mlsvm}: multilevel (W)SVM main driving routine

\begin{algorithmic}
\STATE \textbf{input:} $\mathcal{J}_f = \mathcal{C}_f^+ \cup \mathcal{C}_f^-, \mathcal{G}_f^+, \mathcal{G}_f^-, M^+, M^-$
\STATE \textbf{if} $|\mathcal{J}_f| \leq M^+ + M^-$ \textbf{then}
\STATE \hspace{1em} $(\text{sv}_f, \mathcal{C}_f^+, \mathcal{C}_f^-, \gamma) \leftarrow \text{train (W)SVM model on } \mathcal{J}_f \text{ (including NUD)}$
\STATE \textbf{else}
\STATE \hspace{1em} \textbf{if} $|\mathcal{C}_f^+| \leq M^+$ \textbf{then} \hspace{1em} $\mathcal{C}_c^+ \leftarrow \mathcal{C}_f^+; \mathcal{G}_c^+ \leftarrow \mathcal{G}_f^+$
\STATE \hspace{2em} \textbf{else} $(\mathcal{C}_c^+, \mathcal{G}_c^+) \leftarrow \text{coarsen}(\mathcal{C}_f^+, \mathcal{G}_f^+)$
\STATE \hspace{1em} \textbf{if} $|\mathcal{C}_f^-| \leq M^-$ \textbf{then} \hspace{1em} $\mathcal{C}_c^- \leftarrow \mathcal{C}_f^-; \mathcal{G}_c^- \leftarrow \mathcal{G}_f^-$
\STATE \hspace{2em} \textbf{else} $(\mathcal{C}_c^-, \mathcal{G}_c^-) \leftarrow \text{coarsen}(\mathcal{C}_f^-, \mathcal{G}_f^-)$
\STATE \hspace{1em} $(\text{sv}_c, \mathcal{C}_c^+, \mathcal{C}_c^-, \gamma) \leftarrow \texttt{mlsvm}(\mathcal{C}_c^+ \cup \mathcal{C}_c^-, \mathcal{G}_c^+, \mathcal{G}_c^-, M^+, M^-)$
\STATE \hspace{1em} $\text{sv}_f \leftarrow \text{uncoarsen}(\text{sv}_c)$
\STATE \hspace{1em} $(\text{sv}_f, \mathcal{C}_f^+, \mathcal{C}_f^-, \gamma) \leftarrow \text{refine}(\text{sv}_f, \mathcal{C}_f^+, \mathcal{C}_f^-, \gamma)$
\STATE \textbf{return} $\text{sv}_f, \mathcal{C}_f^+, \mathcal{C}_f^-, \gamma$
\end{algorithmic}
We describe this coarsening in details in [51].

**Coarsening** We start with selecting a random independent set of nodes (or points), $I_0$, using one pass over all nodes (i.e., choose a random node to $I_0$, eliminate it with its neighbors from the graph, and choose the next node). The obtained independent set $I_0$ is added to the set of coarse points. Then, we remove $I_0$ from the graph and repeat the same process of finding another independent set $I_1$ and adding it to the coarse set on the rest of the graph. The iterations are repeated until $\sum_k |I_k| \leq Q|J_0^+|^{-}$, where $Q$ is a parameter controlling the size of coarse level space.

**Coarsest level** At the coarsest level $r$, when $|J_r| \leq M^+ + M^- \ll |J_0|$, we can apply an exact (or computationally expensive) algorithm for training the coarsest classifier. Typically, $|J_r|$ depends on the available computational resources. However, one can also consider some criteria of separability between $C^{+}_r$ and $C^+_r$ [65], i.e., if a fast test exists or some helpful data properties are known. In all our experiments, we used a simple criterion limiting $|J_r|$ to 500. Processing the coarsest level includes an application of the NUD [24] model selection to get high-quality classifiers on the difficult data sets. To this end, we obtained a solution of the coarsest level, namely, $v^{(r)}$, $C^{+}_r$, $C^-_r$, and $\gamma_r$.

**Uncoarsening** Given the solution of coarse level $c$, the primary goal of the uncoarsening is to interpolate and refine this solution for the current fine level $f$. Unlike many other multilevel algorithms, in which the inherited coarse solution contains projected variables only, in our case, we inherit not only $v_c$ but also parameters for model selection. This is important because the model selection is an extremely time-consuming component of (W)SVM, and can be prohibitive at fine levels of the hierarchy. However, at the coarse levels, when the problem is much smaller than the original, we can apply much heavier methods for the model selection almost without any loss in the total complexity of the framework.

The uncoarsening and refinement are presented in Alg. 2. After the coarsest level is solved exactly and reinforced by the model selection (line 2 in Alg. 1), the coarse support vectors $v_c$ and their nearest neighbors (in our experiments no more than 5) in both classes (i.e., $N^+_f$ and $N^-_f$) initialize the fine level training set $T$ (lines 12 in Alg. 2). If $|T|$ is still small (relatively to the existing computational resources, and the initial size of the data) for applying model selection, i.e., it less than a parameter $Q_f$, then we use coarse parameters $C^{+}_c$, $C^-_c$, and $\gamma_c$ as initializers for the current level NUD grid search, and retrain (lines 14 in Alg. 2). Otherwise, the coarse $C^{+}_c$, $C^-_c$, and $\gamma_c$ are inherited in $C^{+}_f$, $C^-_f$, and $\gamma_f$ (line 7 in Alg. 2). Then, being
Algorithm 2 mlsvm-IIS: uncoarsening and refinement at level $f$

1: Find nearest neighbors $N^+_f$ and $N^-_f$ of support vectors $sv_c$ in $G^+_f$ and $G^-_f$
2: $T \leftarrow sv_c \cup N^+_f \cup N^-_f$  \hspace{1cm} \triangleright T$ is a training set for refinement
3: if $|T| < Q_t$ then
4: \hspace{1cm} $C^O \leftarrow (C^+_c, C^-_c)$; $\gamma^O \leftarrow \gamma_c$
5: \hspace{1cm} Run NUD using the initial center $(C^O, \gamma^O)$ and train (W)SVM on $T$
6: else
7: \hspace{1cm} $C^+_f \leftarrow C^+_c$; $C^-_f \leftarrow C^-_c$; $\gamma_f \leftarrow \gamma_c$  \hspace{1cm} \triangleright Inherit the coarse parameters
8: end if
9: if $|T| \geq Q_c$ then
10: \hspace{1cm} Partition $T$ into $K$ (almost) equal size clusters
11: \hspace{1cm} $\forall k \in K$ find $P$ nearest opposite-class clusters
12: \hspace{1cm} Train (W)SVMs on pairs of nearest clusters only
13: \hspace{1cm} $sv_f \leftarrow$ support vectors from all trained models
14: else
15: \hspace{1cm} $sv_f \leftarrow$ train (W)SVM on $T$
16: end if
17: Return $sv_f, C^+_f, C^-_f, \gamma_f$
large for a direct application of the (W)SVM, $T$ is partitioned into several equal size clusters, and pairs of nearest opposite clusters are retrained. The obtained solutions are contributed to $s v_f$ (lines 10-13 in Alg. 2). We note that partition-based retraining can be done in parallel, as different pairs of clusters are independent. Moreover, the total complexity of the algorithm does not suffer from reinforcing the partition-based retraining with model selection.

This coarsening scheme is one of the fastest and easily implementable. While the entire framework (including uncoarsening) is definitely much faster than a regular (W)SVM solver such as libSVM (which is used in our implementation as a refinement), it is not the fastest among the multilevel SVM frameworks. This is a typical trade-off in discrete multilevel frameworks [12, 54], namely, when the quality of coarsening suffers, the most work is done at the refinement. A similar independent set coarsening approach was used in multilevel dimensionality reduction [18]. However, in contrast to that coarsening scheme, we found that using only one independent set (including possible maximization of it) does not lead to the best quality of classifiers. Instead, a more gradual coarsening makes the framework much more robust to the changes in the parameters and the shape of data manifold.

3.2 Algebraic multigrid coarsening

The algebraic multigrid (AMG) (W)SVM coarsening scheme (mlsvm-AMG) is inspired by the AMG aggregation solvers for computational optimization problems such as [55, 34, 30, 56]. Its first version was presented in [53]. The AMG coarsening generalizes the independent set and clustering [23] based approaches leveraging a high quality coarsening and flexibility of AMG which belongs to the same family of multiscale hierarchical learning strategies with the same main phases, namely, coarsening, coarsest scale learning, and uncoarsening. Instead of eliminating a subset of the data points, in AMG coarsening, the original problem is gradually restricted to smaller spaces by creating aggregates of fine data points and their fractions (which is an important feature of AMG), and turning them into the data points at coarse levels. The main mechanism underlying the coarsening phase is the AMG [63] which successfully helps to identify the interpolation operator for obtaining a fine level solution from the coarse aggregates. In the uncoarsening phase, the solution obtained at the coarsest level (i.e., the support vectors and parameters) is gradually projected back to the finest level by interpolation and further local refinement of support vectors and parameters. A critical difference between AMG approach and [51] is that
in AMG approach the coarse level support vectors are not the original data points prolongated from the finest level. Instead, they are centroids of aggregates that contain both full fine-level data points and their fractions.

**Framework initialization** The AMG framework is also initialized with $G_0^{+(-)}$ with the edge weights that represent the strength of connectivity between nodes in order to “simulate” the following interpolation scheme applied at the uncoarsening, in which strongly coupled nodes can interpolate solution to each other. In the classifier learning problems, this is expressed as a similarity measure between points. We define a distance function between nodes (or corresponding data points) as an inverse of the Euclidean distance. More advanced distance measure approaches such as [5, 10] are often essential in similar multilevel frameworks.

**Coarsening Phase** We describe a two-level process of obtaining the coarse level training set $J_f^+$ with corresponding $G_c^+$ from the current fine level $G_f^+$ and its training set (e.g., the transition from level $f$ to $c$). The majority class is coarsened similarly.

The process is started with selecting seed nodes that will serve as centers of coarse level nodes, i.e., the aggregates at level $f$. Coarse nodes will correspond to the coarse data points at level $c$. Structurally, each aggregate can include one full seed $f$-level point, and possibly several other $f$-level points and their fractions. Intuitively, it is equivalent to grouping points in $J_f^+$ into many small subsets allowing intersections, where each subset of nodes will correspond to a coarse point at level $c$. During the aggregation process, most coarse points will correspond to subsets of size greater than 1, so we introduce the notion of a volume $v_i \in \mathbb{R}_+$ for all $i \in J_f^+$ to reflect the importance of a point or its capacity that includes finest-level aggregated points and their fractions. We also introduce the edge weighting function $w : E_f^+ \rightarrow \mathbb{R}$ to reflect the strength of connectivity and similarity between nodes.

In Algorithm 3 we show the details of AMG coarsening. In the first step, we compute the future-volumes $\vartheta_i$ for all $i \in J_f^+$ to determine the order in which $f$-level points will be tested for declaring them as seeds (line 2), namely,

$$\vartheta_i = v_i + \sum_{j \in J_f^+} v_j \cdot \frac{w_{ji}}{\sum_{k \in J_f^+} w_{jk}}.$$  \hspace{1cm} (3)

The future-volume $\vartheta_i$ is defined as a measure (that is often used in multilevel frameworks [54]) of how much an aggregate seeded by a point $i$ may potentially grow at the next level $c$. 
We assume that in the finest level, all volumes are ones. We start with selecting a dominating set of seed nodes $C \subset J^+_f$ to initialize aggregates. Nodes that are not selected to $C$ will belong to $F$ such that $J^+_f = F \cup C$. Initially, the set $F$ is set to be $J^+_f$, and $C = \emptyset$ since no seeds have been selected (line 1). After that, points with $\vartheta_i$ that is exceptionally larger than the average $\bar{\vartheta}$ are transferred to $C$ as the most “representative” points (line 3). Then, all points in $F$ are accessed in the decreasing order of $\vartheta$ updating $C$ iteratively (lines 6-11), namely, if with the current $C$, and $F$, for point $i \in F$, $\sum_{j \in C} w_{ij} / \sum_{j \in J^+_f} w_{ij}$ is less than or equal to some threshold $Q$, i.e., the point is not strongly coupled to already selected points in $C$, then $i$ is moved from $F$ to $C$. The points with larger future-volumes usually have a better chance to be selected to $C$ to serve as centers of future coarse points. Adding more seeds prevents too aggressive coarsening that can lead to “overcompressed” information at the coarse level and low quality classification model. However, it has been observed that in most AMG algorithms, $Q \geq 0.6$ is not required (however, this depends on the type and goals of aggregation). In our experiments $Q = 0.5$, and $\eta = 2$. Other similar values do not significantly change the results.

**Algorithm 3** mlsvm-AMG: selecting seeds for coarse nodes

1: $C \leftarrow \emptyset$, $F \leftarrow J^+_f$
2: **Calculate** $\forall i \in F$ $\vartheta_i$, and the average $\bar{\vartheta}$
3: $C \leftarrow$ nodes with $\vartheta_i > \eta \cdot \bar{\vartheta}$
4: $F \leftarrow V_f \setminus C$
5: **Recompute** $\vartheta_i \forall i \in F$
6: Sort $F$ in descending order of $\vartheta$
7: **for** $i \in F$ **do**
8: \[ \left( \sum_{j \in C} w_{ij} / \sum_{j \in J^+_f} w_{ij} \right) \leq Q \text{ then} \]
9: \[ \text{move } i \text{ from } F \text{ to } C \]
10: \[ \text{end if} \]
11: **end for**
12: **return** $C$

When the set $C$ is selected, we compute the AMG interpolation matrix
that is defined as

\[
P_{ij} = \begin{cases} 
  \frac{w_{ij}}{\sum_{k \in \Gamma_i} w_{ik}} & \text{if } i \in F, j \in \Gamma_i \\
  1 & \text{if } i \in C, j = I(i) \\
  0 & \text{otherwise}
\end{cases},
\]

(4)

where $\Gamma_i = \{ j \in C \mid ij \in E^+_f \}$ is the set of $i$th seed neighbors, and $I(i)$ denotes the index of a coarse point at level $c$ that corresponds to the fine level aggregate around seed $i \in C$. Typically, in AMG methods, the number of non-zeros in each row is limited by the parameter called the interpolation order or caliber [4] (see discussion about $R$ and Table 7). This parameter controls the complexity of a coarse-scale system (the number of non-zero elements in the matrix of coarse $k$-NN graph). It limits the number of fractions a fine point can be divided into (and thus attached to the coarse points). If a row in $P$ contains too many non-zero elements then it is likely to increase the number of non-zeros in the coarse graph matrix. In multigrid methods, this number is usually controlled by different approaches that measure the strength of connectivity (or importance) between fine and coarse variables (see discussion and implementation in [52]).

Using the matrix $P$, the aggregated data points and volumes for the coarse level are calculated. The edge between points $p = I(i)$ and $q = I(j)$ is assigned with weight $w_{pq} = \sum_{k \neq l} P_{ki} \cdot w_{kl} \cdot P_{lj}$. The volume for the aggregate $I(i)$ in the coarse graph is computed by $\sum_j v_j P_{ji}$, i.e., the total volume of all points is preserved at all levels during the coarsening. The coarse point $q \in J^+_c$ seeded by $i = I^{-1}(q) \in J^+_f$ is represented by

\[
\sum_{j \in A_i} P_{j,q} \cdot j,
\]

(5)

where $A_i$ is a set of fine points in aggregate $i$.

The stopping criteria for the coarsening depends on the available computational resources that can be used in order to train the classifier at the coarsest level. In our experiments, the coarsening stops when the size is less than a threshold (typically, 500 points) that ensures a fast performance of the LibSVM dual solver.

**Uncoarsening** The uncoarsening of AMG multilevel framework is similar to that of the extended independent set. The main difference is in lines [12] in Alg. 2. Instead of defining the training set for the refinement at level $f$ as

\[
T \leftarrow sv_c \cup N^+_f \cup N^-_f,
\]
all coarse support vectors are uncoarsened by adding to \( T \) all elements of the corresponding aggregates, namely,

\[
T \leftarrow \emptyset; \quad \forall p \in sv_c \quad \forall j \in A_p \quad T \leftarrow T \cup j.
\]

(6)

3.3 Engineering multilevel framework

The AMG framework generalizes many multilevel approaches by allowing a “soft” weighted aggregation of points (and their fractions) in contrast to the “strict” clustering [23] and subset based aggregations [51]. In this section we describe a variety of improvements to further boost the quality of the multilevel classification framework, and improve the performance of both the training and validation processes. All of them are applicable in either “strict” or “soft” coarsening schemes.

3.3.1 Imbalanced classification

One of the major advantages of the proposed coarsening scheme is its natural ability to cope with the imbalanced data in addition to the cost-sensitive models solved in the refinement. When the coarsening is performed on both classes simultaneously, and in a small class the number of points reaches an allowed minimum, this level is simply copied throughout the rest of levels required to coarsen the big class. Since the number of points at the coarsest level is small, this does not affect the overall complexity of the framework. Therefore, the numbers of points in both classes are within the same range at the coarsest level regardless of how imbalanced they were at the fine levels. Such training on the balanced data mitigates the imbalance effects and improves the performance quality of trained models.

3.3.2 Coarse level density problem

Both mlsvm-IIS and mlsvm-AMG do not change the dimensionality during the coarsening which potentially may turn into a significant computational bottleneck for very large-scale data. In many applications, a high-dimensional data is very sparse, and, thus, even if the number of points is large, the space requirements are still not prohibitive. Examples include text tf-idf data and categorical features that are converted into a binary representation. While the mlsvm-IIS coarsening selects original (i.e., sparse) points for the coarse levels, the mlsvm-AMG aggregates points using a linear combination such as in Eq. 5. Even when the original \( j \in A_i \) are sparse, the
points at coarse levels may eventually become much denser than the original points.

The second type of coarse level density is related to the aggregation itself. When \( f \)-level data points are divided into several parts to join several aggregates, the number of edges in coarse graphs is increasing when it is generated by \( L_c \leftarrow P^T L_f P \) (subject to \( L_c \) diagonal entry correction). Finest level graphs that contain high-degree nodes have a good chance to generate very dense graphs at the coarse levels if their density is not controlled. This can potentially affect the performance of the framework.

The coarse level density problem is typical to most AMG and AMG-inspired approaches. We control it by filtering weak edges and using the order of interpolation in aggregation. The weak edges not only increase the density of coarse levels but also may affect the quality of the training process during the refinement. In \texttt{mlsvm}-AMG framework, we eliminate weak edges between \( i \) and \( j \) if \( w_{ij} < \theta \cdot \text{avg}_{ki}\{w_{ki}\} \) and \( w_{ij} < \theta \cdot \text{avg}_{kj}\{w_{kj}\} \) where \( \text{avg}\{\cdot\} \) is the average of corresponding adjacent edge weights. We experimented with different values of \( \theta \) between 0.001 and 0.005 which was typically a robust parameter that does not require much attention.

The order of interpolation, \( r \), is the number of nonzeros allowed per row in \( P \). One nonzero entry in row \( i \), \( P_{ij} \), means that a fine point \( i \) fully belongs to aggregate \( j \) which leads to creation of small clusters of fine points without splitting them. Typically, in AMG methods, increasing \( r \) improves the quality of solvers making them, however, slower. We experiment with different values of \( r \) and conclude that high interpolation orders such as 2 and 4 perform better than 1. In the same time, we observed that there is no practical need to increase it more.

### 3.3.3 Validation for model selection

The problem of finding an optimal set of parameters (i.e., the model selection) for a better quality is important for complex data sets. Typically, this component is computationally expensive because repetitive training is required for different choices of parameters. A validation data is then required to choose the best trained model. A performance of model selection techniques is affected by the quality and size of the validation data. (We note that the test data for which the computational results are presented remains completely isolated from any training and validation.)

The problem of a validation set choice requires a special attention in multilevel frameworks because the models at the coarse levels should not necessarily be validated on the corresponding coarse data. As such, we pro-
pose different approaches to find the most suitable types of validation data. We experimented with coarse sampling (CS), coarse cross k-fold (CCkF), finest full (FF), and fine sampling (FS) methods to choose validation set for multilevel frameworks.

**CS:** The data in $J_t^+$ and $J_t^-$ is sampled and one part of it (in our experiments 10% or 20%) is selected for a validation set for model selection. In other words, the validation is performed on the data at the same level. This approach is extremely fast on the data in which the coarsening is anticipated to be uniform without generating a variability in the density of aggregation in different parts of the data. Typically, its quality is acceptable on homogeneous data. However, qualitatively, this approach may suffer from a small size of the validation data in comparison to the size of test data.

**CCkF:** In this method we apply a complete k-fold cross validation at all levels using the coarse data from the same level. The disadvantage of this method is that it is more time consuming but the quality is typically improved. During the k-fold cross validation, all data is covered. With this method, the performance measures are improved in comparison to the CS but the quality of the finest level can degrade because of potential overfitting at the coarse levels.

**FF:** This method exploits a multilevel framework by combining a coarse training set $J_c^{+(-)}$ with a validation set that is a whole finest level training set $J_0^{+(-)}$. The idea behind it is to choose the best model which increases a sensitivity of coarse aggregates with respect to the original data rather than the aggregates. This significantly increases the quality of final models. However, this method is time consuming on very large data sets as all original points participate in validation.

**FS:** This method resolves the complexity of FF by sampling $J_0^{+(-)}$ to serve as a validation set at the coarse levels. The size of sampling should depend on computational resources. However, we note that we have not observed any drop in quality if it is more than 10% of the $J_0^{+(-)}$. Both FF and FS exhibit the best performance measures.

### 3.3.4 Underlying solver

At all iterations of the refinement and at the coarsest level we used LibSVM [8] as an underlying solver by applying it on the small subsets of data (see lines 5 and 12 in Alg. 2). Depending on the objective Eq. (1) or (2), SVM or WSVM solvers are applied. In this paper we report the results of WSVM
in which the objective Eq. (2) is given by

$$\text{minimize} \quad \frac{1}{2}\|w\|^2 + C(W^+ \sum_{i=1}^{n^+} \xi^+_i + W^- \sum_{j=1}^{n^-} \xi^-_j),$$

(7)

where the optimal $C$ and $\gamma$ are fitted using model selection, and the class importance coefficients are $W^+$ and $W^-$. While for the single-level WSVM, the typical class importance weighting scheme is

$$W^+ = \frac{1}{|J^+|}, \quad W^- = \frac{1}{|J^-|},$$

in MAF, the aggregated points in each class have different importance due to the different accumulated volume of finer points. The aggregated points which represent more fine points are more important than aggregated points which represent small number of fine points. Therefore, the MAF approach for calculating the class weights is based on sum of the volumes in each class, i.e.,

$$W^+ = \frac{1}{\sum_{i \in J^+} v_i}, \quad W^- = \frac{1}{\sum_{i \in J^-} v_i}.$$  

(8)

This method, however, ignores the importance of each point in its class. We find that the most successful penalty scheme is the one that is personalized per point, and adapt (8) to be

$$\forall i \in J^{+(-)} \quad W_i = \frac{v_i}{\left(\sum_{j \in J^{+(-)}} v_j\right)^2}.$$  

In other words, we consider the relative volume of the point in its class but also multiply it by an inverse of the total volume of the class which gives more weight to a small class. This helps to improve the correctness of a small class classification.

### 3.3.5 Expanding training set in refinement

Typically, in many applications, the number of support vectors is much smaller than $|J|$. This observation allows some freedom in exploring the space around support vectors inherited from coarse levels. This can be done by adding more points to the refinement training set in attempt to improve the quality of a hyperplane. We describe several possible strategies that one can follow in designing a multilevel (W)SVM framework.
**Full disaggregation:** This is a basic method presented in (6) in which all aggregates of coarse support vectors contribute all their elements to the training set. It is a default method in mlsvm-AMG.

**k-distanced disaggregation:** In some cases, the quality can be improved by adding to $T$ the $k$-distant neighbors of aggregate elements. In other words, after (6), we apply

$$\forall p \in T \quad T \leftarrow T \cup N_f^\pm(p),$$

where $N_f^\pm(p)$ is a set of neighbors of $p$ in $G_f^\pm$ depending on the class of $p$. Similarly, one can add points within distance $k$ from the aggregates of inherited support vectors. Clearly, this can only improve the quality. However, the refinement training is expected to be increasingly slower especially when the $G_f^\pm$ contains high-degree nodes. Even if the finest level graph nodes are of a small degree, this could happen at the coarse levels if a proper edge filtering and limiting interpolation order are not applied. In very rare cases, we observed a need for adding distance 2 neighbors.

**Sampling aggregates:** In some cases, the coarse level aggregates may become very dense which does not improve the quality of refinement training. Instead, it may affect the running time. One way to avoid of unnecessary complexity is to sample the elements of aggregates. A better way to sample them than a random sampling (after adding the seed) is to order them by the interpolation weights $P_{ij}$. The ascending order which gives a preference to the fine points that are split across more than one aggregate was the most successful option in our experiments. Fine non-seed points whose $P_{ij} = 1$ are likely to have high similarity with the seeds which does not improve the quality of the support vectors.

### 3.3.6 Partitioning in the refinement

When the number of uncoarsened support vectors at level $f$ is too big for the available computational resources, multiple small-size models are trained and either validated or used as a final output. Small-size models are required for applying model selection in a reasonable computational time. For this purpose we propose to partition the training set (see lines 10-13 in Alg. 2) in equal $k$ parts of approximately equal size using fast graph partitioning solvers [6]. Note that applying similar clustering strategies may lead to highly imbalanced parts which will make the whole process of refinement acceleration useless.

In both mlsvm-AMG and mlsvm-IIS, we leverage the graphs of both classes $G_f^+$ and $G_f^-$ with the inverses of Euclidean distance between nodes.
playing the role of edge weights. After both graphs are partitioning, two
sets of approximately equal size partitions, $\Pi_f^+$ and $\Pi_f^-$ are created. For
each $\pi_i \in \Pi_f^{\pm}$ we compute its centroid $c_i$ in order to estimate the nearest
parts of opposite classes and train multiple models by pairs of parts.

The training by pairs of parts works as follows. For each $c_i$ we find the
nearest $c_j$ such that $i$ and $j$ are in different classes and evaluate at most
$|\Pi_f^+ + \Pi_f^-|$ models for different choices of $(p_i, p_j)$ pairs (without repetitions).
The set of all models is denoted by $M_f$. We note that the training of
such pairs is independent and can be easily parallelized. There are multiple
ways one can test (or validate) a point using all models “voting”. The
simplest strategy which performs well on many data sets is a majority voting.
However, the most successful way to generate a prediction was a voting by
the relative distance from the test point $t$ to

$$x_{ij} = \frac{c_i \sum_{q \in p_i} \upsilon_q + c_j \sum_{q \in p_j} \upsilon_q}{\sum_{q \in p_i} \upsilon_q + \sum_{q \in p_j} \upsilon_q},$$

the weighted center of the segment connecting $c_i$ and $c_j$. For all pairs of
nearest parts $i$ and $j$, the label is computed as

$$\text{sign} \left( \frac{\sum_{ij \in M_f} l_{ij}(t) d^{-1}(t, x_{ij})}{\sum_{ij \in M_f} d^{-1}(t, x_{ij})} \right),$$

where $l_{ij}(t)$ is a label of $ij$ model for point $t$, and $d(\cdot, \cdot)$ is a distance function
between two points. We experimented with several distance functions that
emphasize the importance of parts’ proximity, namely, Euclidean, exponen-
tial, and Manhattan. The quality of final models obtained using Euclidean
distance was the highest.

### 3.3.7 Model Selection

The MAF allows a flexible design for model selection techniques such as var-
dious types of parameter grid search [9], other search approaches [38, 3, 71]
or NUD [24] that we use in our computational experiments. A mechanism
that typically works behind most of such search techniques evaluates differ-
ent combinations of parameters (such as $C^+$, $C^-$, and $\gamma$) and chooses the
one that exhibits the best performance measure. Besides the general appli-
cability of model selection because the size of inherited and disaggregated
$T$ (in the uncoarsening of mlsvm-IIS and mlsvm-AMG) is typically smaller
than that of the corresponding training set, the MAF has two following
advantages.
Fast parameter search: In many cases, there is no need to test all combinations of the parameters. The inherited $c$-level parameters can serve as a center point for their refinement only. For example, NUD suggests two-stage search strategy. In the first stage a wide range of parameters is considered. In the second stage, the best combination from the first stage is locally refined using a smaller search range. In MAF, we do not need to apply the first stage as we only refine the inherited $c$-level parameters. Other grid search methods can be adjusted in a similar way.

Selecting the best model: In MAF, a criterion for choosing the best model throughout the hierarchy is more influential than that at the finest level in non-MAF frameworks. Moreover, these criteria can be different at different levels. For example, when one focuses on highly imbalanced sets, a criteria such as the best G-mean could be more beneficial than the accuracy. We found that introducing 2-level criteria for imbalanced sets such as (a) choose the best G-mean, and (b) among the combinations with the best G-mean choose the best sensitivity, performs particularly good if applied at the coarse levels when the tie breaker may be often required.

4 Computational Results

We evaluate our algorithms using such performance measures as sensitivity (SN), specificity (SP), G-mean, and accuracy (ACC), namely,

$$SN = \frac{TP}{TP + FN}, \quad SP = \frac{TN}{TN + FP}, \quad G\text{-mean} = \sqrt{SP \cdot SN},$$

$$ACC = \frac{TP + TN}{FP + TN + TP + FN}, \quad \text{Precision } (PPV) = \frac{TP}{TP + FP},$$

and

$$F1\text{-measure } (F_1) = \frac{2 \times TP}{2TP + FP + FN},$$

where $TN$, $TP$, $FP$, and $FN$ correspond to the numbers of true negative, true positive, false positive, and false negative points.

In all experiments, the data is normalized using z-score. In each class, a part of the data is assigned to be the test data using $k$-fold cross validation. We experimented with $k=5$ and $10$ (no significant difference was observed). The experiments are repeated $k$ times to cover all the data as test data. The data randomly shuffled for each $k$-fold cross validation. The presented results are the averages of performance measures for all $k$ folds. Data points
which are not in the test data are used as the training data in $J^+(-)$. The test data is never used for any training or validation purposes. The Metis library [27] is used for graph partitioning during the refinement phase. We present the details about data sets in Table 1.

Table 1: Benchmark data sets.

| Dataset          | $r_{imb}$ | $n_f$ | $|J|$ | $|C^+|$ | $|C^-|$ |
|------------------|-----------|-------|------|--------|--------|
| Advertisement    | 0.86      | 1558  | 3279 | 459    | 2820   |
| Buzz             | 0.80      | 77    | 140707 | 27775  | 112932 |
| Clean (Musk)     | 0.85      | 166   | 6598 | 1017   | 5581   |
| Cod-rna          | 0.67      | 8     | 59535 | 19845  | 39690  |
| EEG Eye State    | 0.55      | 14    | 14980 | 6723   | 8257   |
| Forest (Class 5) | 0.98      | 54    | 581012 | 9493   | 571519 |
| Hypothyroid      | 0.94      | 21    | 3919  | 240    | 3679   |
| ISOLET           | 0.96      | 617   | 6238  | 240    | 5998   |
| Letter           | 0.96      | 16    | 20000 | 734    | 19266  |
| Nursery          | 0.67      | 8     | 12960 | 4320   | 8640   |
| Protein homology | 0.99      | 74    | 145751 | 1296   | 144455 |
| Ringnorm         | 0.50      | 20    | 7400  | 3664   | 3736   |
| Twonorm          | 0.50      | 20    | 7400  | 3703   | 3697   |

The Forest data set [19] has 7 classes and different classes are reported in the literature (typically, not the difficult ones). Class 5 is used in most of our benchmarks since it is highly imbalanced and complex. We report our results on other classes which are listed in Table 2 for convenient comparison with other methods.

Table 2: The Forest data set classes with $n_f = 54$ and $|J| = 581012$

| Class No | $r_{imb}$ | $|C^+|$ | $|C^-|$ |
|----------|-----------|--------|--------|
| Class 1  | 0.64      | 211840 | 369172 |
| Class 2  | 0.51      | 283301 | 297711 |
| Class 3  | 0.94      | 35754  | 545258 |
| Class 4  | 1.00      | 2747   | 578265 |
| Class 5  | 0.98      | 9493   | 571519 |
| Class 6  | 0.97      | 17367  | 563645 |
| Class 7  | 0.96      | 20510  | 560502 |

4.1 mlsvm-IIS results

The performance measures of single- and multi-level (W)SVMs are computed and compared in Table 3. It has been shown in [51] that the multilevel (W)SVM produces similar results compared to the single-level (W)SVM, but it is much faster (see Table 4). All experiments on all data sets have been
executed on a single machine Intel Core i7-4790, 3.60GHz, and 16 GB RAM. The framework ran in sequential mode with no parallelization using Ubuntu 14.04.5 LTS, Matlab 2012a, Metis 5.0.2, and FLANN 1.8.4.

Table 3: Quality comparison using performance measures for multi- and single-level of (W)SVM. Each cell contains an average over 100 executions including model selection for each of them. Column “Depth” shows the number of levels. The best results are highlighted in bold font.

| Dataset            | ACC | SN  | SP  | G-mean | Depth | ACC  | SN  | SP  | G-mean |
|--------------------|-----|-----|-----|--------|-------|------|-----|-----|--------|
| Advertisement      | 0.94| 0.97| 0.79| 0.87   | 7     | 0.92 | 0.99| 0.45| 0.67   |
| Buzz               | 0.94| 0.96| 0.85| 0.90   | 14    | 0.97 | 0.99| 0.81| 0.89   |
| Clean (Musk)       | 1.00| 1.00| 0.99| 0.99   | 5     | 1.00 | 1.00| 0.98| 0.99   |
| Cod-rna            | 0.95| 0.93| 0.97| 0.95   | 9     | 0.96 | 0.96| 0.95| 0.96   |
| EEG Eye State      | 0.83| 0.82| 0.88| 0.85   | 6     | 0.88 | 0.90| 0.86| 0.88   |
| Forest (Class 5)   | 0.93| 0.93| 0.90| 0.91   | 33    | 1.00 | 1.00| 0.86| 0.92   |
| Hypothyroid        | 0.98| 0.98| 0.74| 0.85   | 4     | 0.99 | 1.00| 0.71| 0.83   |
| ISOLET             | 0.99| 1.00| 0.83| 0.92   | 11    | 0.99 | 1.00| 0.85| 0.92   |
| Letter             | 0.98| 0.99| 0.95| 0.97   | 8     | 1.00 | 1.00| 0.97| 0.98   |
| Nursery            | 1.00| 0.99| 0.98| 0.99   | 10    | 1.00 | 1.00| 1.00| 1.00   |
| Protein homology   | 1.00| 1.00| 0.72| 0.85   | 18    | 1.00 | 1.00| 0.80| 0.89   |
| Ringnorm           | 0.98| 0.98| 0.99| 0.98   | 6     | 0.98 | 0.99| 0.98| 0.98   |
| Twonorm            | 0.97| 0.98| 0.97| 0.97   | 6     | 0.98 | 0.98| 0.99| 0.98   |

| Dataset            | ACC | SN  | SP  | G-mean | Depth | ACC  | SN  | SP  | G-mean |
|--------------------|-----|-----|-----|--------|-------|------|-----|-----|--------|
| Advertisement      | 0.94| 0.96| 0.80| 0.88   | 7     | 0.92 | 0.99| 0.45| 0.67   |
| Buzz               | 0.94| 0.96| 0.87| 0.91   | 14    | 0.96 | 0.99| 0.81| 0.89   |
| Clean (Musk)       | 1.00| 1.00| 0.99| 0.99   | 5     | 1.00 | 1.00| 0.98| 0.99   |
| Cod-rna            | 0.94| 0.97| 0.95| 0.96   | 9     | 0.96 | 0.96| 0.96| 0.96   |
| EEG Eye State      | 0.87| 0.89| 0.86| 0.88   | 6     | 0.88 | 0.90| 0.86| 0.88   |
| Forest (Class 5)   | 0.92| 0.92| 0.90| 0.91   | 33    | 1.00 | 1.00| 0.86| 0.93   |
| Hypothyroid        | 0.98| 0.98| 0.75| 0.86   | 4     | 0.99 | 1.00| 0.75| 0.86   |
| ISOLET             | 0.99| 1.00| 0.85| 0.92   | 11    | 0.99 | 1.00| 0.85| 0.92   |
| Letter             | 0.99| 0.99| 0.96| 0.99   | 8     | 1.00 | 1.00| 0.97| 0.99   |
| Nursery            | 1.00| 1.00| 0.98| 0.99   | 10    | 1.00 | 1.00| 1.00| 1.00   |
| Protein homology   | 0.99| 1.00| 0.98| 0.99   | 10    | 1.00 | 1.00| 0.80| 0.89   |
| Ringnorm           | 0.98| 0.97| 0.99| 0.98   | 6     | 0.98 | 0.99| 0.98| 0.98   |
| Twonorm            | 0.97| 0.98| 0.97| 0.97   | 6     | 0.98 | 0.98| 0.99| 0.98   |

4.2 mlsvm-AMG sparsity preserving coarsening

We have experimented with the light version of mlsvm-AMG in which instead of computing a linear combination of $f$-level points to get $c$-level points (see Eq. 5), we prolongate the seed to be a corresponding coarse point in attempt to preserve the sparsity of data points. In terms of quality of classifiers, the performance measures of this method are similar to that of mlsvm-IIS and in most cases (see Tables 56) are faster. However, for Buzz
and Cod-rna datasets, although mlsvm-AMG performs faster, it results in a lower sensitivity and specificity (see Table 5) for SVM, and higher sensitivity and specificity for WSVM (see Table 5) compared to mlsvm-IIS. For Protein dataset, the sensitivity and specificity are improved compared to mlsvm-IIS (see Table 5).

Table 4: Computational time of mlsvm-IIS for SVM including model selection in seconds.

| Dataset         | Multilevel | Single-level |
|-----------------|------------|--------------|
| Advertisement   | 196        | 412          |
| Buzz            | 2329       | 70452        |
| Clean (Musk)    | 30         | 167          |
| Cod-rna         | 172        | 1611         |
| EEG Eye State   | 51         | 447          |
| Forest (Class 5)| 13785      | 352500       |
| Hypothyroid     | 3          | 5            |
| ISOLET          | 69         | 1367         |
| Letter          | 45         | 333          |
| Nursery         | 63         | 519          |
| Protein         | 1564       | 73311        |
| Ringnorm        | 4          | 42           |
| Twonorm         | 4          | 45           |

Table 5: Performance measures of regular and weighted mlsvm-AMG. Each cell contains an average over 100 executions. Column ‘Depth’ shows the number of levels in the multilevel hierarchy which is independent of SVM type.

| Dataset          | AMG-SVM | AMG-WSVM | Depth |
|------------------|---------|----------|-------|
|                  | ACC     | SN       | SP    | G-mean | ACC     | SN       | SP    | G-mean | Depth |
| Advertisement    | 0.95    | 0.99     | 0.64  | 0.86   | 0.95    | 0.99     | 0.64  | 0.86   | 2     |
| Buzz             | 0.87    | 0.89     | 0.79  | 0.83   | 0.93    | 0.95     | 0.85  | 0.90   | 8     |
| Clean            | 0.99    | 1.00     | 0.98  | 0.99   | 0.99    | 1.00     | 0.98  | 0.99   | 4     |
| Cod-rna          | 0.86    | 0.85     | 0.88  | 0.87   | 0.89    | 0.89     | 0.90  | 0.90   | 6     |
| EEG Eye State    | 0.87    | 0.88     | 0.85  | 0.86   | 0.87    | 0.88     | 0.85  | 0.86   | 4     |
| Forest (Class 5)| 0.97    | 0.98     | 0.79  | 0.88   | 0.96    | 0.97     | 0.82  | 0.89   | 9     |
| ISOLET           | 0.99    | 1.00     | 0.83  | 0.91   | 0.99    | 1.00     | 0.83  | 0.91   | 3     |
| Letter           | 0.99    | 0.99     | 0.95  | 0.97   | 0.99    | 0.99     | 0.93  | 0.96   | 5     |
| Nursery          | 0.99    | 0.99     | 1.00  | 0.99   | 1.00    | 1.00     | 1.00  | 1.00   | 4     |
| Protein          | 0.97    | 0.97     | 0.86  | 0.91   | 0.97    | 0.97     | 0.85  | 0.91   | 5     |
| Ringnorm         | 0.98    | 0.98     | 0.98  | 0.98   | 0.98    | 0.99     | 0.98  | 0.98   | 3     |
| Twonorm          | 0.98    | 0.97     | 0.98  | 0.98   | 0.98    | 0.97     | 0.98  | 0.98   | 3     |
Table 6: Benchmark data sets and computational time, including model selection and classification (in sec.)

| Dataset            | mlsvm-AMG | Single-level |
|--------------------|-----------|--------------|
| Advertisement      | 91        | 412          |
| Buzz               | 957       | 70452        |
| Clean              | 6         | 167          |
| Cod-rna            | 92        | 1611         |
| EEG Eye State      | 45        | 447          |
| Forest (Class 5)   | 13328     | 352500       |
| ISOLET             | 64        | 1367         |
| Letter             | 18        | 333          |
| Nursery            | 33        | 519          |
| Protein            | 1597      | 73311        |
| Ringnorm           | 5         | 42           |
| Twonorm            | 4         | 45           |

We perform the sensitivity analysis of the order of interpolation denoted by \( r \) (see Eq. 4), the maximum number of fractions a point in \( F \) can be divided into, and compare the performance measures and computational time (see Table 7). As \( r \) increases, the performance measures such as G-mean increases until it does not change for larger \( r \). For example, for Buzz dataset, the G-mean is not changing for larger \( r = 6 \). The presented results are computed without advancements FF and FS (see Section 3.3). Using these techniques, we obtain G-mean 0.95 with \( r = 1 \) for Buzz data set. Higher interpolation orders increase the time but produce the same quality on that data set.

Table 7: Sensitivity analysis of interpolation order \( r \) in mlsvm-AMG for Buzz data set.

| Metric          | mlsvm-AMG SVM | mlsvm-AMG WSVM |
|-----------------|---------------|---------------|
|                 | \( r = 1 \)   | \( r = 2 \)   | \( r = 3 \)   | \( r = 4 \)   | \( r = 5 \)   | \( r = 6 \)   | \( r = 10 \)  |
| G-mean          | 0.26          | 0.33          | 0.56          | 0.83          | 0.90          | **0.91**      | 0.89          |
| SN              | 0.14          | 0.33          | 0.68          | 0.89          | **0.98**      | 0.97          | 0.95          |
| SP              | 0.47          | 0.34          | 0.47          | 0.79          | 0.82          | **0.86**      | 0.82          |
| ACC             | 0.21          | 0.33          | 0.64          | 0.87          | **0.95**      | 0.95          | 0.94          |
| time/sec.       | 389           | 541           | 659           | 957           | 1047          | 1116          | 1375          |
4.3 Full mlsvm-AMG coarsening

The best version of full mlsvm-AMG coarsening whose results are reported, chooses the best model from different scales (see Sec. 3.3.7). For this type of mlsvm-AMG, all experiments on all data sets have been executed on a single machine with CPU Intel Xeon E5-2665 2.4 GHz and 64 GB RAM. The framework runs in sequential mode. The FLANN library is used to generate the approximated $k$-NN graph for $k = 10$. Once it is generated for the whole data set, its result is saved and reused. In all experiments all data points are randomly reordered as well as for each $k$-fold, the indices from the original test data are removed and reordered, so no order in which points are entered into QP solver affects the solution. The computational time reported in all experiments contains generating the $k$-NN graph. The computational time is reported in seconds unless it is explicitly mentioned otherwise. Each experiment includes a full $k$-fold cross validation. The average performance measures over 5 experiments each of which includes 10-fold cross validation are demonstrated in Tables 9 and 10. The best model among all the levels for each fold of cross validation is selected using validation data (see Sec. 3.3.7). Using the best model, the performance measures over the test data are calculated and reported as the final performance for this specific fold of cross validation.

For the comparison purpose, the results of previous work using validation techniques CS, CCKF without partitioning the training data during the refinement [53] are presented in Table 8.

Table 8: Performance measures and running time (in seconds) for WSVM, and mlsvm-AMG on benchmark data sets in [36] without partitioning.

| Datasets | WSVM | mlsvm-AMG |
|----------|------|-----------|
|          | ACC  | SN  | SP  | G-mean | Time | ACC  | SN  | SP  | G-mean | Time |
| Advertisement | 0.92 | 0.99 | 0.45 | 0.67 | 231  | 0.83 | 0.92 | 0.81 | 0.86 | 213  |
| Buzz     | 0.96 | 0.99 | 0.81 | 0.89 | 26026 | 0.88 | 0.97 | 0.86 | 0.91 | 233  |
| Clean (Musk) | 1.00 | 1.00 | 0.98 | 0.99 | 82   | 0.97 | 0.97 | 0.97 | 0.97 | 7    |
| Cod-RNA | 0.96 | 0.96 | 0.96 | 0.96 | 1857 | 0.94 | 0.97 | 0.92 | 0.95 | 102  |
| Forest   | 1.00 | 1.00 | 0.86 | 0.92 | 353210 | 0.88 | 0.92 | 0.88 | 0.90 | 479  |
| Hypothyroid | 0.99 | 1.00 | 0.75 | 0.86 | 3    | 0.98 | 0.83 | 0.99 | 0.91 | 3    |
| Letter   | 1.00 | 1.00 | 0.97 | 0.99 | 139  | 0.98 | 1.00 | 0.97 | 0.99 | 12   |
| Nursery | 1.00 | 1.00 | 1.00 | 1.00 | 192  | 1.00 | 1.00 | 1.00 | 1.00 | 2    |
| Ringnorm | 0.98 | 0.99 | 0.98 | 0.98 | 26   | 0.98 | 0.98 | 0.98 | 0.98 | 2    |
| Twonorm  | 0.98 | 0.98 | 0.99 | 0.98 | 28   | 0.98 | 0.98 | 0.97 | 0.98 | 1    |

The results using validation techniques FF, FS with partitioning the training data during the refinement phase are presented in Table 9 and 10.
Table 9: Performance measures for WSVM, DC-SVM and mlsvm-AMG on benchmark data sets using partitioning and FF, FS validation techniques.

| Datasets      | WSVM          | DC-SVM        | mlsvm-AMG     |
|---------------|---------------|---------------|---------------|
|               | ACC | SN | SP | G-mean | ACC | SN | SP | G-mean | ACC | SN | SP | G-mean |
| Advertisement | 0.92 | 0.99 | 0.45 | 0.67 | 0.95 | 0.83 | 0.97 | **0.90** | 0.90 | 0.51 | 0.96 | 0.70 |
| Buzz          | 0.96 | 0.99 | 0.81 | 0.89 | 0.96 | 0.88 | 0.97 | 0.92 | 0.94 | 0.95 | 0.94 | 0.95 |
| Clean (Musk)  | 1.00 | 1.00 | 0.98 | **0.99** | 0.96 | 0.91 | 0.97 | 0.94 | 0.99 | 0.99 | 0.99 | 0.99 |
| Cod-RNA       | 0.96 | 0.96 | 0.96 | **0.96** | 0.93 | 0.93 | 0.94 | 0.93 | 0.93 | 0.97 | 0.91 | 0.94 |
| Forest        | 1.00 | 1.00 | 0.86 | 0.92 | 1.00 | 0.88 | 1.00 | **0.94** | 0.78 | 0.92 | 0.78 | 0.85 |
| Letter        | 1.00 | 1.00 | 0.97 | 0.99 | 1.00 | 1.00 | 1.00 | **1.00** | 0.98 | 0.99 | 0.98 | 0.99 |
| Nursery       | 1.00 | 1.00 | 1.00 | **1.00** | 1.00 | 1.00 | 1.00 | **1.00** | 1.00 | 1.00 | 1.00 | 1.00 |
| Ringnorm      | 0.98 | 0.99 | 0.98 | **0.98** | 0.95 | 0.92 | 0.98 | 0.95 | 0.98 | 0.98 | 0.98 | 0.98 |
| Twonorm       | 0.98 | 0.98 | 0.99 | **0.98** | 0.97 | 0.98 | 0.96 | 0.97 | 0.98 | 0.97 | 0.97 | 0.98 |

Table 10: Computational time in seconds for WSVM, DC-SVM and mlsvm-AMG on benchmark data sets.

| Dataset      | WSVM | DC-SVM | mlsvm-AMG |
|--------------|------|--------|-----------|
| Advertisement| 231  | 610    | 213       |
| Buzz         | 26026| 2524   | 31        |
| Clean (Musk) | **82** | 95     | 94        |
| Cod-RNA      | 1857 | 420    | 13        |
| Forest       | 353210 | 19970  | **2495** |
| Letter       | 139  | 38     | 30        |
| Nursery      | 192  | 49     | 2         |
| Ringnorm     | 26   | 38     | 2         |
| Twonorm      | 28   | 30     | 1         |

The results for classes of Forest data set using this method are presented in Table 11.

4.3.1 Results for k-distant disaggregation

The Forest, Clean, and Letter are the three data sets which demonstrate significant improvement on classification quality by adding the distant neighbors. The results for including the distant neighbors for the Letter data set experimenting with multiple coarse neighbor size reveal the largest improvement for $r = 1$ (see Figure 2).
Table 11: Performance measures and Time (in seconds) for all classes of Forest data set using mlsvm-AMG with aggregated seeds.

| Dataset | ACC  | SN   | SP   | G-mean | PPV  | F1   | Time (sec.) |
|---------|------|------|------|--------|------|------|-------------|
| Class 1 | 0.73 | 0.79 | 0.69 | 0.74   | 0.60 | 0.68 | 926         |
| Class 2 | 0.70 | 0.78 | 0.62 | 0.70   | 0.67 | 0.72 | 215         |
| Class 3 | 0.90 | 0.99 | 0.90 | 0.94   | 0.39 | 0.56 | 1496        |
| Class 4 | 0.92 | 1.00 | 0.92 | 0.96   | 0.99 | 0.98 | 3231        |
| Class 5 | 0.78 | 0.92 | 0.78 | 0.85   | 0.07 | 0.12 | 2495        |
| Class 6 | 0.86 | 0.95 | 0.95 | 0.90   | 0.17 | 0.28 | 2972        |
| Class 7 | 0.91 | 0.87 | 0.91 | 0.89   | 0.28 | 0.42 | 2269        |

Figure 2: Effect of considering 1-distant disaggregation during the refinement phase on the G-mean for the Letter data set.

4.3.2 Using partitioning in the refinement

When the training set becomes too big during the refinement (at any level), a partitioning is used to accelerate the performance. In Table 12, we compare the classification quality (G-mean), the size of training data, and the computational time. In columns “Partitioned” (“Full”), we show these three factors when (no) partitioning is applied. When no partitioning is used, we train the model with the whole training data at each level. The partitioning starts when the size of training data is 5000 points. Typically, at the very coarse levels the size of training data is small, so in the experiment demonstrated in Table 12, we show the numbers beginning level 5, the last level at which the partitioning was not applied. The results in this and many other
similar experiments show significant improvement in computational time when the training data is partitioned with very minor loss in G-mean. The best level in the hierarchy is considered as the final level which is selected based on G-mean. Therefore, with no partitioning we obtain G-mean 0.79 and with partitioning it is 0.77 which are not significantly different results.

Table 12: The G-mean, training set size, and computational time are reported for levels 1-5 of Forest data set for Class 5. The partitioning is started with 5000 points.

| Level | G-mean | Size of training set | Computational time |
|-------|--------|----------------------|--------------------|
|       |        | Full | Partitioned | Full | Partitioned | Full | Partitioned |
| 5     | 0.69   | 0.69 | 4387   | 4387 | 373   | 373   |
| 4     | 0.68   | 0.72 | 18307  | 18673 | 1624  | 1262  |
| 3     | 0.79   | 0.77 | 47588  | 43977 | 6607  | 1528  |
| 2     | 0.79   | 0.72 | 95511  | 33763 | 17609 | 917   |
| 1     | 0.72   | 0.74 | 138018 | 24782 | 27033 | 576   |

4.4 Comparison with fast Ensemble SVM

A typical way to estimate the correctness of a multilevel solver is to compare its performance to those that use the local refinement techniques only. The EnsembleSVM [13] is a free software package containing efficient routines to perform ensemble learning with SVM models. The implementation exhibits very fast performance avoiding duplicate storage and evaluation of support vectors which are shared between constituent models. In fact, it is similar to our refinement and can potentially replace it in the multilevel framework. The comparison of our method with EnsembleSVM is presented in Table 13. While the running time is incomparable because of the obvious reasons (the complexity of EnsembleSVM is comparable to that of our last refinement only), the quality of our solver is significantly higher.
Table 13: Ensemble SVM on benchmark data sets

| Datasets        | EnsembleSVM |             | mlsvm-AMG   |             |
|-----------------|-------------|-------------|-------------|-------------|
|                 | ACC         | SN          | SP          | G-mean      | ACC         | SN          | SP          | G-mean      |
| Advertisement   | 0.52        | 0.41        | 0.95        | 0.57        | 0.90        | 0.51        | 0.96        | 0.70        |
| Buzz            | 0.65        | 0.36        | 0.99        | 0.59        | 0.94        | 0.95        | 0.94        | 0.95        |
| Clean (Musk)    | 0.85        | 0.00        | 0.85        | 0.00        | 0.99        | 0.99        | 0.99        | 0.99        |
| Cod-RNA         | 0.90        | 0.82        | 0.94        | 0.88        | 0.93        | 0.97        | 0.91        | 0.94        |
| Forest          | 0.98        | 0.32        | 0.99        | 0.57        | 0.78        | 0.92        | 0.78        | 0.85        |
| Letter          | 0.97        | 0.75        | 0.98        | 0.86        | 0.98        | 0.99        | 0.98        | 0.99        |
| Nursery         | 0.68        | 1.00        | 0.68        | 0.82        | 1.00        | 1.00        | 1.00        | 1.00        |
| Ringnorm        | 0.68        | 0.61        | 1.00        | 0.78        | 0.98        | 0.98        | 0.98        | 0.98        |
| Twonorm         | 0.75        | 0.89        | 0.76        | 0.81        | 0.98        | 0.98        | 0.97        | 0.98        |

5 Conclusion

In this paper we designed and developed two novel multilevel frameworks for nonlinear support vector machines. We discussed the details of several techniques for engineering multilevel frameworks. Two weighting schemes for cost sensitive SVM and four cross validation approaches for multilevel frameworks were explained in details. We ran a variety of experiments to compare several state-of-the-art SVM libraries and our frameworks on the classification quality and computation performance. The computation time of the proposed multilevel frameworks exhibits a significant improvement compared to the state-of-the-art SVM libraries with comparable or improved classification quality. For large data sets with more than 100,000 data points, we observed an improvement of computational time within an order of magnitude in comparison to DC-SVM and more two orders of magnitude in comparison to LibSVM. The code for mlsvm-AMG is available at https://github.com/esadr/mlsvm.
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