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Abstract

On Thermodynamics and Phase Space of Near Horizon Extremal Geometries

by Kamal Hajian

Near Horizon Extremal Geometries (NHEG), are geometries which may appear in the near horizon region of the extremal black holes. These geometries have $SL(2,\mathbb{R})\times U(1)^n$ isometry, and constitute a family of solutions to the theory under consideration. In the first part of this report, their thermodynamic properties are reviewed, and their three universal laws are derived. In addition, at the end of the first part, the role of these laws in black hole thermodynamics is presented.

In the second part of this thesis, we review building their classical phase space in the Einstein-Hilbert theory. The elements in the NHEG phase space manifold are built by appropriately chosen coordinate transformations of the original metric. These coordinate transformations are generated by some vector fields, dubbed “symplectic symmetry generators”. To fully specify the phase space, we also need to identify the symplectic structure. In order to fix the symplectic structure, we use the formulation of Covariant Phase Space method. The symplectic structure has two parts, the Lee-Wald term and a boundary contribution. The latter is fixed requiring on-shell vanishing of the symplectic current, which guarantees the conservation and integrability of the symplectic structure, and leads to the new concept of “symplectic symmetry”. Given the symplectic structure, we construct the corresponding conserved charges, the “symplectic symmetry generators”. We also specify the explicit expression of the charges as a functional over the phase space. These symmetry generators constitute the “NHEG algebra”, which is an infinite dimensional algebra (may be viewed as a generalized Virasoro), and admits a central extension which is equal to the black hole entropy.

This report is a review of the subjects presented in [1, 2, 3, 4], however some proofs and calculations are presented in new ways.
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Conventions

Some conventions which are used in the report:

- The Greek alphabets are used to indicate spacetime indices, e.g. \( x^\mu \).

- The Einstein summation convention is used; same indices which one is up and other one is down, would be summed over. e.g. there is a summation in \( A_\mu A^\mu \) but there is not in \( A^\mu = B^\mu \).

- The metric signature is chosen to be diag\((-,-,+,+\cdots\))

- The convention \( c = \hbar = 1 \) is used, but the Newton constant \( G \) is kept manifest for clarity.

- The Newton constant in any dimension has been shown by \( G \), without any index denoting dimensions.

- Citations which refer to a pedagogical reference (compared to original reference) are put in brackets, e.g. \([[23]]\).

- Putting indices in parentheses denotes symmetrization of those indices. For example \( A_{(\mu\nu)} = \frac{1}{2}(A_{\mu\nu} + A_{\nu\mu}) \). Putting them in brackets means anti-symmetrization, e.g. \( A_{[\mu\nu]} = \frac{1}{2}(A_{\mu\nu} - A_{\nu\mu}) \).

- The standard notation for the metric \( g_{\mu\nu} \), Riemann tensor \( R^{\alpha}_{\beta\mu\nu} \), Ricci tensor \( R_{\mu\nu} \), Ricci scalar \( R \), Einstein tensor \( G_{\mu\nu} \), gauge field \( A_\mu \) and field strength \( F_{\mu\nu} \) are used.

- The notation \( \delta g^{\mu\nu} \equiv g^{\mu\alpha}g^{\nu\beta}\delta g_{\alpha\beta} \) is used. On the other hand, variations of \( g^{\mu\nu} \) are denoted by \( \delta(g^{\mu\nu}) \).

- The sign “\( \approx \)” is used to show on-shell equations. The sign “\( \sim \)” is used to identify a coordinate by a period, e.g. \( \varphi \sim \varphi + 2\pi \) means that the coordinate \( \varphi \) is periodic with the period \( 2\pi \).
– The Roman “d” shows exterior derivation in spacetime, while “δ” is used to show exterior derivative in phase space. The normal integration sign “∫” shows integration on spacetime environment, while

\[ \int \]

is used to denote integrations on the phase space.

Some general issues about the report:

– Naturally, some of the expressions in this report are author’s personal opinions, and subjective.

– This report has been provided in a way that be most useful for undergraduate and graduate students. In order to follow the main subjects, a two-semester course in the general relativity would suffice. Therefore, from the point of view of an expert, this report might be seen as a long, boring and inaccurate paper.

– Considering intuition and examples vs. rigour and proofs, the former has been chosen. The rigorous reader is expected to refer the original papers on the subjects, if vague or inaccurate expressions are found. Nonetheless, some technical calculations and some crucial proofs are included.

– This report is an intuitive and pedagogical review of the series of works [1, 2, 3, 4]. More specifically, Part I is based on the papers [1, 2], and Part II is a review of [3, 4].

– In order to follow discussions in this report, a necessary language is the language of differential forms. We have provided a short but shallow introduction in Appendix A for readers who are not familiar with this language. It would be “Chapter 0” for them.

– The Persian version of this document is available on the link below:

https://drive.google.com/open?id=0B8AqjYFfBkw0RDk2QmwxOUdpeVU
Part I

On thermodynamics of Near Horizon Extremal Geometries
Motivations and Outline

Black holes (BH) are among very massive compact objects discovered to date. They first appeared theoretically, as solutions to the Einstein-Hilbert gravity, at the end of the second decade of the twentieth century. The specific feature of these solutions is the event horizon. It is a one-way surface; things can fall in to it, but can not escape to the outside. Although they are some classical exact solutions to formerly believed fundamental theories, but they also behave as thermodynamic systems. The origin of these thermodynamic properties has been a big question for black hole physicists. To be more specific, they have temperature \([5]\) and entropy \([6]\), properties of thermodynamic systems. Also, analogous to the well-known thermodynamic laws, \(i.e.\)

(0) on a system in thermal equilibrium, temperature (and other chemical potentials) are constant,

(1) \(\delta E = T\delta S - P\delta V + \mu\delta N,\)

(2) in a closed thermodynamic system, entropy never decreases,

(3) \(- T = 0 \) is not physically achievable,

\(- If \ T \rightarrow 0 \ then \ S \rightarrow 0,\)

they fulfil some laws. Specifically, if the BH has mass \(M\), some angular momenta \(J_i\) and electric charges \(Q_p\) (ignoring other types of charges for simplicity in this thesis), one can associate Hawking temperature \(T_H\) and chemical potentials \(\Omega^i_H\) and \(\Phi^p_H\) to it. \(\Omega^i_H\) are the angular velocities of the BH on its event horizon, and \(\Phi^p_H\) are its electric potentials on that horizon. Then the BH thermodynamic laws would be \([7]\)

(0) \(T_H, \Omega^i_H\) and \(\Phi^p_H\) are constant over the horizon,

(1) \(\delta M = T_H\delta S + \Omega^i_H\delta J_i + \Phi^p_H\delta Q_p,\)
(2) For a closed thermodynamic system (including the black hole), entropy never decreases.

(3) $T_H = 0$ is not physically achievable.

BHs at zero temperature are called *extremal* BHs. An interesting property of the extremal BHs is that their entropy is not usually equal to zero. This property makes their thermodynamic behaviours non-trivial. For example, keeping $T_H = 0$, the entropy would be a non-trivial function of $J_i$ and $Q_p$. This issue makes them worth studying. Considering BH laws of thermodynamics, two natural questions arises.

1. Putting $T_H = 0$ in the first law, leads to $\delta M = \Omega^i_H \delta J_i + \Phi^p H \delta Q_p$. Then, what universal relation does $\delta S$ satisfy? Variating the $J_i$ and $Q_p$, while keeping $T_H = 0$, the first law is blind to the answer of this question.

2. For the daily thermodynamic systems, by the third law, if $T \to 0$ then $S \to 0$. What is the analogue of this law for BHs? If $T_H \to 0$ then $S \to ?$ Is there a universal law which answers this question?

Answering these questions would be some motivations for studying Part I of the report.

Another motivation for Part I originates from the works of Iyer and Wald [8, 9]. They have shown that entropy of the stationary BHs is the conserved charge associated to the Killing horizon vector, calculated on the horizon. But their analysis is heavily based on some assumptions, which fail for the extremal BHs. Question would be whether one can carry out similar analysis for the extremal BHs. If it would be possible, then the entropy would be the conserved charge of which Killing vector? and calculated on which surface?

The approach which is used in this report, to study the thermodynamics of extremal BHs, is based on their near horizon geometries. They are geometries which are found by a limiting process towards the horizon of the extremal BHs, and are solutions to the same theory. The thermodynamic quantities (including conserved charges, entropy, temperature and chemical potentials) are encoded in the near horizon geometries. Therefore, by studying those geometries, one would be hopeful to answer the above questions. We hope that the reader would find the answers in Part I. In addition, Part I deals with some other interesting issues, like introducing the Near Horizon Extremal Geometries [10], their properties [11, 12, 13] and dynamical laws [1]. It extends the domain of thermodynamic behaviours to some solutions which are not BH.
Outline of Part I is as follows. Chapter 1, will provide us the general context which we will study the physical systems. Specifically, specifications of gravitational theories that we will study in Part I, are discussed. Then, two concepts are distinguished; symmetry and isometry, which are important for our discussions. Finally, some well-known BHs are provided as examples, which will be with us, till the end of Part I. Chapter 2 will enable us to calculate conserved charges, in covariant gravitational theories. It is based on a method, known as Covariant Phase Space Method. Having introduced the BH solutions, and knowing how to calculate their conserved charges, in Chapter 3, the thermodynamic variables of BHs are calculated. Then the laws of BH thermodynamics are reviewed. At the end of Chapter 3, we pose some questions to the thermodynamic laws, in the case of the extremal BHs. The questions are the ones which were quickly mentioned in Motivation.

To answer those questions, we study the extremal BHs in their near horizon region. Chapter 4 will introduce the near horizon geometry of the extremal BHs. They are some solutions, with their own isometries, without event horizon, and can be treated as a new family of solutions (in contrast with BHs). So in Chapter 5, they are treated in this way, i.e. are studied independent of the original extremal BHs. That chapter is devoted to geometrical properties of them. Finally, in Chapter 6, their conserved charges and other thermodynamic quantities are calculated. Focusing on the mentioned family of solutions, three universal (thermo) dynamic laws are then derived. At the end of Chapter 6, the role of those laws are presented in BH thermodynamics, answering the posed questions.

The last sentence, providing a big picture for the reader: Part I studies extremal BHs and their near horizon geometry, at the thermodynamic level, while Part II, tries to go deeper, into their phase space, hopefully towards their microstates.
Chapter 1

Quick review on gravitational theories and their black hole solutions

The aim of this chapter is to provide the basic materials and some examples needed for later discussions. In the first section, Lagrangian, action and equation of motion are reviewed. In the second section, symmetry and isometry are defined and distinguished. In the last section, black holes are briefly introduced and a couple of them are presented explicitly. We will follow those explicit black holes, providing examples in our analysis till the end of Part I.

1.1 Action and equation of motion

Our analysis in this report is based on the Lagrangian formulation of gravitational theories. The Lagrangian density $\mathcal{L}$ can depend on different dynamical fields, for example the metric $g_{\mu\nu}$, some Maxwellian gauge fields $A_{\mu}^{(p)}$ (distinguished by the label $p$), some scalar fields $\phi^{I}$ (distinguished by the label $I$) etc. In general, the only request on the Lagrangian density $\mathcal{L}$ would be general covariance and locality.

• General covariance: $\mathcal{L}$ would be a scalar built covariantly from the dynamical fields; for example $\mathcal{L} = \nabla_{\mu} \phi \nabla^{\mu} \phi$ is a covariant one, but $\mathcal{L} = \partial_{\mu} g_{\alpha\beta} \partial^{\mu} g^{\alpha\beta}$ is not.
• **Locality:** 1) the fields in the Lagrangian are written in one point of spacetime and 2) there would not be infinite numbers of a field and its derivatives multiplied to each other. As an example \( \mathcal{L} = \nabla_\mu \phi(x_1) \nabla^\mu \phi(x_2) \) is not a local Lagrangian, but \( \mathcal{L} = \nabla_\mu \phi(x_1) \nabla_\mu \phi(x_1) \) is.

Given a Lagrangian density \( \mathcal{L} \) in \( d \) dimensional spacetime, the *action* which is denoted by \( S \) would be

\[
S = \int d^d x \sqrt{-g} \mathcal{L} .
\]  

(1.1)

Assuming the dynamical fields to be \( g_{\mu\nu}, A_\mu, \phi \ldots \), variation of these fields are denoted as \( \delta g_{\mu\nu}, \delta A_\mu, \delta \phi \ldots \), and are referred to *dynamical field perturbations*. This nomenclature emphasises that these perturbations do not change the coordinates \( x^\mu \), derivatives \( \partial_\mu \) or any other non-dynamical entities. In order to find equations of motion (e.o.m), one might use the recipe of *principle of least action*. Variation of the action w.r.t the dynamical fields, leads to

\[
\delta S = \int d^d x \left( E^\mu_{\nu} \delta g_{\mu\nu} + E^\mu_A \delta A_\mu + E^\mu_\phi \delta \phi \right) + \int d^d x \sqrt{-g} \nabla_\mu \Theta^\mu .
\]  

(1.2)

Putting \( \delta S = 0 \) and dropping the surface term, results \( E^\mu_{\nu} = 0, E^\mu_A = 0, E^\mu_\phi = 0 \), the e.o.m’s. \( \Theta^\mu \) denotes a surface term which appears in the variation, and is usually dropped by some boundary conditions (BCs)\(^1\).

A more efficient way of writing the equations above is the language of forms; one can write the volume element \( d^d x \sqrt{-g} \) as a covariant \( d \)-form

\[
\epsilon \equiv \frac{\sqrt{-g}}{d!} \epsilon_{\mu_1 \mu_2 \cdots \mu_d} \, \, dx^\mu_1 \wedge dx^\mu_2 \wedge \cdots \wedge dx^\mu_d ,
\]  

(1.3)

where \( \epsilon_{\mu_1 \mu_2 \cdots \mu_d} \) is the Levi-Civita symbol, \( \epsilon_{012\cdots (d-1)} = +1 \) and changes sign according to the permutations of indices. In this language (language of differential forms) action is written as

\[
S = \int \epsilon \mathcal{L} = \int \mathcal{L} .
\]  

(1.4)

The \( d \)-form \( \mathcal{L} \) is Hodge dual to the \( \mathcal{L} \) by the definition of Hodge duality (A.18), as

\[
\mathcal{L} = \frac{\sqrt{-g}}{d!} \epsilon_{\mu_1 \mu_2 \cdots \mu_d} \, \, dx^\mu_1 \wedge dx^\mu_2 \wedge \cdots \wedge dx^\mu_d \equiv *\mathcal{L} .
\]  

(1.5)

\(^1\)It turns out that in gravitational theories with scalar Lagrangians constructed from Riemann curvature and its contractions with metric, one can not discard the surface term by a consistent boundary condition. There are some tricks on the remedy of this problem [[14]] and we don’t discuss here. We will use the standard e.o.m and \( \Theta^\mu \).
We can denote all dynamical fields (e.g. \( g_{\mu\nu} \), \( A_\mu \), etc) by a single symbol \( \Phi \). Then (1.2) can be written more economically as

\[
\delta S = \int \delta L = \int \left( E_\Phi \delta \Phi + d\Theta \right),
\]

(1.6)

where the \((d-1)\)-form \( \Theta \) is Hodge dual to the 1-form \( \Theta \), as

\[
\Theta = \frac{\sqrt{-g}}{(d-1)!} \epsilon_{\mu_1\cdots\mu_{d-1}} dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_{d-1}} \Theta^\mu \equiv \star \Theta.
\]

(1.7)

The \textit{on-shell} condition means \( E_\Phi = 0 \) for any one of the fields \( \Phi \). Note that in order to find solutions to the e.o.m, some boundary conditions (or some isometry conditions) are needed.

### 1.2 Symmetry vs. Isometry

\textit{Symmetry} is a transformation which leaves the Lagrangian density invariant, up to a total divergence,

\[
\mathcal{L} \rightarrow \mathcal{L} + \nabla_\mu \mathcal{K}^\mu,
\]

(1.8)

which using (A.18) and (A.29) can be written as

\[
\mathbf{L} \rightarrow \mathbf{L} + d\mathcal{K},
\]

(1.9)

where \( \mathcal{K} = \star \mathcal{K} \). In other words, symmetries are transformations which leave the e.o.m intact.

\textit{Isometry} is a transformation which does not change a given field configuration, i.e. \( \delta \Phi = \Phi'(x^\mu) - \Phi(x^\mu) = 0 \). If that transformation is generated by some vector field \( \xi \), then isometry condition is \( \delta_\xi \Phi = \mathcal{L}_\xi \Phi = 0 \), where \( \mathcal{L}_\xi \) is Lie derivative. For the specific case that \( \Phi \) is metric \( g_{\mu\nu} \), the isometry is called \textit{Killing}, and \( \xi \) is called \textit{Killing vector} satisfying the condition

\[
\mathcal{L}_\xi g_{\mu\nu} = 2\nabla_{(\mu} \xi_{\nu)} = 0.
\]

(1.10)

Comparing symmetry and isometry, the former is a property of a theory identified by a Lagrangian, but the latter is a property of a given field configuration irrespective to any theory.
Example 1.1. Symmetry vs. Isometry:
Assuming that planet Saturn is a spherically isometric planet, then the Newtonian theory of gravity around it would be spherically symmetric. But, having a gravitational theory with spherical symmetry, does not necessarily lead to solutions with similar isometry. For example, in the same sense that motion of moons of Saturn are solutions to the theory, dynamics of its rings are also solutions. These solutions have not spherical isometry, but instead have cylindrical isometry.

Figure 1.1: Saturn is a planet with spherical isometry. The Newtonian gravity around it has spherical symmetry, while the dynamics of its rings are some solutions to that theory with cylindrical isometry. (A real image of Saturn taken by Cassini in 2009, http://photojournal.jpl.nasa.gov/catalog/PIA11667)

1.3 Some black hole solutions

Solutions which have topologically sphere event horizons are called black holes. Blackness is related to the event horizon, a $d - 1$ dimensional null hypersurface which act as a one-way membrane; things can go inside, but there would not be any possibility for classical return. Hole-ness is related to the sphere topology of the event horizon. There are other topologies, e.g. planar/non-compact topology for black branes and $S^2 \times S^1$ topology for black rings in 5-dim, etc. An event horizon $H$, is generically a Killing horizon which is defined by the following conditions:

1. $H$ is a $d - 1$ dimensional null hypersurface.

2. There is a Killing vector field $\zeta_n$ which becomes null on the $H$, i.e. $\zeta_n |_{H} = 0$. 
Killing horizons can be bifurcating Killing horizons. Literally it means that there is a \((d-2)\)-dim surface, where the Killing horizon bifurcates on that surface (see Figure 3.1 for an example). Its concrete definition is provided in chapter 3. On the bifurcation surface which is also usually denoted as \(H\), the \(\zeta_H\) vanishes. We will use \(H\) for the horizon or its bifurcation surface interchangeably.

In the next sections, we provide a couple of examples of known BHs which would serve as our examples in later discussions. They have been chosen in a way to be examples for some different theories and dimensions. Also they are chosen to have the \(\mathbb{R} \times U(1)^n\) isometry for \(0 < n\) as is described below.

- We choose the black holes to be stationary, i.e. having a timelike Killing vector field outside the horizon. Stationarity is time translation isometry in curved spacetimes, so has real numbers \(\mathbb{R}\) as its parameter of transformation.
- We choose the black holes to have at least one direction of axial isometry. Axial isometry\(^2\) as the name suggests, is the isometry of rotating a cylinder around its axis. It is isomorphic to the \(1 \times 1\) unitary complex matrices, so is denoted by \(U(1)\). The range of its parameter of transformation is \(\mathbb{R}\), but the matrix would be periodic by \(2\pi\). BHs in \(d\) dimensional spacetime can have different axial isometries, denoted as \(U(1)^n\) isometry. The Killing vectors are chosen to be denoted by \(m_i\) for \(i = 1, \ldots, n\), for generically \(n \leq d - 2\). Because the \(U(1)\)'s commute, one can choose \(n\) number of coordinates in the direction of the Killings. Those coordinates are shown by \(\psi^i\) with the property \(\psi^i \sim \psi^i + 2\pi\), so \(m_i = \partial_{\psi^i}\).

In Part I of this report, we confine the analysis to theories with metric \(g_{\mu\nu}\) as a dynamical field. There can also be \(p\) number of Abelian gauge fields \(A^{(p)}_{\mu}\), and \(I\) number of scalar fields \(\phi^I\), for arbitrary number of \(p\) and \(I\). In this context, Our examples are selected to be solutions to the Einstein-Maxwell-Dilaton theories with a cosmological constant \(\Lambda\) (EMD-\(\Lambda\)). These families of theories have the Einstein-Hilbert gravity (EH) as their gravity part of Lagrangian.

1.3.1 Kerr black hole

Kerr BH is a 4-dim solution to the EH gravity, with asymptotic flat BC \([15]\). The Lagrangian density for this theory is \(\mathcal{L} = \frac{1}{16\pi G} R\), where \(R\) is the Ricci scalar. The only dynamical field is

\(^2\)We prefer using the word “axial isometry” instead of commonly used “axi-symmetry”, emphasizing the difference between symmetry as a property of theory, and isometry as a property of a field configuration.
the metric $g_{\mu\nu}$ which should satisfy the e.o.m $G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 0$. Coordinates $(t, r, \theta, \psi)$ can be chosen in a way that the metric would be explicitly as

$$ds^2 = -(1-f)dt^2 + \frac{\rho^2}{\Delta} dr^2 + \rho^2 d\theta^2 - 2fa \sin^2 \theta dtd\psi + \left(r^2 + a^2 + fa^2 \sin^2 \theta \sin^2 \theta \right) d\psi^2,$$

where

$$\rho^2 \equiv r^2 + a^2 \cos^2 \theta,$$

$$\Delta \equiv r^2 - 2Gmr + a^2,$$

$$f \equiv \frac{2Gmr}{\rho^2}.$$ (1.11)

There are two free parameters $0 \leq m$ and $a$ in it. Two horizons of this metric are at roots of $\Delta$, i.e. $r_\pm = Gm \pm \sqrt{(Gm)^2 - a^2}$. By that square root, $|a| \leq Gm$ is necessary to have horizons at real radii. Isometries of this solution are $\mathbb{R} \times U(1)$, generated by $\partial_t$ and $\partial_\psi$.

### 1.3.2 Kerr-Newman black hole

*Kerr-Newman* BH is a 4-dim solution to the EM theory, with asymptotic flat BC [16, 17]. The Lagrangian density for this theory is $\mathcal{L} = \frac{1}{16\pi G} (R - F^2)$, where $F$ is the electromagnetic field strength 2-form, i.e. $F = dA$, and $F^2 \equiv F_{\alpha\beta} F^{\alpha\beta}$. The dynamical fields are the metric $g_{\mu\nu}$ and $A_\mu$ which should satisfy the e.o.m’s $G_{\mu\nu} = 8\pi G T_{\mu\nu}$ and $\nabla_\alpha F^{\alpha\mu} = 0$. The energy-momentum tensor $T_{\mu\nu}$ is defined as

$$T_{\mu\nu} \equiv \frac{-2}{\sqrt{-g}} \frac{\delta (\sqrt{-g} \mathcal{L}_M)}{\delta g^{\mu\nu}} = \frac{1}{4\pi G} \left( F_{\mu\alpha} F^{\alpha\nu} - \frac{1}{4} F^2 g_{\mu\nu} \right)$$ (1.13)

in which $\mathcal{L}_M$ is Lagrangian density of matter, i.e. whole Lagrangian except the EH gravity sector. Coordinates $(t, r, \theta, \psi)$ can be chosen in a way that the metric would be explicitly as

$$ds^2 = -(1-f)dt^2 + \frac{\rho^2}{\Delta} dr^2 + \rho^2 d\theta^2 - 2fa \sin^2 \theta dtd\psi + \left(r^2 + a^2 + fa^2 \sin^2 \theta \sin^2 \theta \right) d\psi^2,$$

where

$$\rho^2 \equiv r^2 + a^2 \cos^2 \theta,$$

$$\Delta \equiv r^2 - 2Gmr + a^2 + q^2,$$

$$f \equiv \frac{2Gmr - q^2}{\rho^2}.$$ (1.14)

and the gauge field 1-form

$$A = \frac{q r}{\rho^2} dt - \frac{q ra \sin^2 \theta}{\rho^2} d\psi.$$ (1.15)
There are three free parameters $0 \leq m, a$ and $q$ in it. Two horizons of this metric are at $r_\pm = Gm \pm \sqrt{(Gm)^2 - a^2 - q^2}$. By that square root, $a^2 + q^2 \leq (Gm)^2$ is necessary in order to have horizons at real radii. Isometries of this solution are $\mathbb{R} \times U(1)$, generated by $\partial_t$ and $\partial_\psi$.

### 1.3.3 Kerr-AdS black hole

*Kerr-AdS* BH is a 4-dim solution to the EH theory with negative cosmological constant $\Lambda$, subject to the asymptotic $AdS_4$ BC [18]. The Lagrangian density for this theory is $\mathcal{L} = \frac{1}{16\pi G} (R - 2\Lambda)$, with the metric as its only dynamical field $g_{\mu\nu}$, which should satisfy the e.o.m $G_{\mu\nu} + \Lambda g_{\mu\nu} = 0$. Coordinates $(t, r, \theta, \psi)$ can be chosen in a way that the metric would be non-rotating w.r.t the infinity, and is explicitly as

$$
\begin{align*}
\text{d}s^2 &= -\Delta_r \left(1 + \frac{r^2}{\Xi} - \Delta_\theta f\right) \text{d}t^2 + \frac{\rho^2}{\Delta_r} \text{d}r^2 + \frac{\rho^2}{\Delta_\theta} \text{d}\theta^2 - 2\Delta_\theta f a \sin^2 \theta \text{d}t \text{d}\psi \\
&\quad + \left(\frac{r^2 + a^2}{\Xi} + f a^2 \sin^2 \theta\right) \sin^2 \theta \text{d}\psi^2,
\end{align*}
$$

(1.17)

where

$$
\begin{align*}
\rho^2 &\equiv r^2 + a^2 \cos^2 \theta, \\
\Delta_r &\equiv (r^2 + a^2)(1 + \frac{r^2}{\Xi}) - 2Gmr, \\
\Delta_\theta &\equiv 1 - \frac{a^2}{\Xi} \cos^2 \theta, \\
f &\equiv \frac{2Gmr}{\rho^2}, \\
\Xi &\equiv 1 - \frac{a^2}{\Xi}.
\end{align*}
$$

(1.18)

There are two free parameters $0 \leq m, a$ in it. Radius of the $AdS_4$ has been denoted by $l$, which is related to the $\Lambda$ by $\Lambda = -\frac{3}{l^2}$. Horizons of this metric are at roots of $\Delta_r$. In order to prevent complex numbers or divergences, $|a| < l$. Isometries of this solution are $\mathbb{R} \times U(1)$, generated by $\partial_t$ and $\partial_\psi$.

### 1.3.4 BTZ black hole

*BTZ* BH is a 3-dim solution to the EH gravity with cosmological constant $\Lambda < 0$ and asymptotic $AdS_3$ BC [19][20]. The Lagrangian density for this theory is $\mathcal{L} = \frac{1}{16\pi G} (R - 2\Lambda)$. The
dynamical field is the metric $g_{\mu\nu}$ which should satisfy the e.o.m $G_{\mu\nu} + \Lambda g_{\mu\nu} = 0$. Coordinates $(t, r, \psi)$ can be chosen in a way that the metric would be explicitly as

$$ds^2 = -\Delta dt^2 + \frac{dr^2}{\Delta} + r^2(d\psi - \omega dt)^2,$$

where

$$\Delta \equiv -Gm + \frac{r^2}{l^2} + \frac{j^2}{4r^2},$$

$$\omega = \frac{j}{2r^2},$$

and $l = \sqrt{-\frac{1}{\Lambda}}$ is the radius of $AdS_3$.

Considering $\Lambda$ as determined by the Lagrangian, there are two free parameters $0 \leq m$ and $j$ in this metric. Positive roots of $\Delta$ are the horizons of this metric. Explicitly

$$\Delta = \frac{(r^2 - r_+^2)(r^2 - r_-^2)}{l^2r^2},$$

so $2r_\pm = l(Gm \pm \sqrt{(Gm)^2 - \frac{l^2}{R^2}})$, or writing in reverse,

$$Gm = \frac{r_+^2 + r_-^2}{l^2}, \quad j = \frac{2r_+ r_-}{l}.$$

Having real horizons necessitates $|\frac{j}{l}| \leq Gm$. Isometries of this solution are $\mathbb{R} \times U(1)$, generated by $\partial_t$ and $\partial_\psi$.

### 1.3.5 5-dim Myers-Perry black hole

5-dim Myers-Perry BH (MP for short) is a 5-dim solution to the EH gravity, with asymptotic flat BC [21]. The Lagrangian density for this theory is $\mathcal{L} = \frac{1}{16\pi G} R$, where $R$ is the Ricci scalar. The only dynamical field is the metric $g_{\mu\nu}$ which should satisfy the e.o.m $G_{\mu\nu} = 0$. 

Coordinates \((t, r, \theta, \psi^1, \psi^2)\) can be chosen in a way that the metric would be explicitly as

\[
\begin{align*}
  ds^2 &= -\left(\frac{\Delta + a^2 \sin^2 \theta + b^2 \cos^2 \theta + \frac{a^2 b^2}{r^2}}{\rho^2}\right) dt^2 + \frac{\rho^2}{\Delta} dr^2 + \rho^2 d\theta^2 \\
  &+ 2 \left(\Delta - (r^2 + a^2) - \frac{b^2 (r^2 + a^2)}{r^2}\right) \frac{a \sin^2 \theta}{\rho^2} dt d\psi^1 \\
  &+ 2 \left(\Delta - (r^2 + b^2) - \frac{a^2 (r^2 + b^2)}{r^2}\right) \frac{b \cos^2 \theta}{\rho^2} dt d\psi^2 \\
  &+ \left(\Delta - a^2 \sin^2 \theta + (r^2 + a^2)^2 + \frac{b^2 (r^2 + a^2)^2 \sin^2 \theta}{r^2}\right) \frac{\sin^2 \theta}{\rho^2} d\psi^1 d\psi^1 \\
  &+ \left(\Delta - b^2 \cos^2 \theta + (r^2 + b^2)^2 + \frac{a^2 (r^2 + b^2)^2 \cos^2 \theta}{r^2}\right) \frac{\cos^2 \theta}{\rho^2} d\psi^2 d\psi^2 \\
  &+ 2 \left(\Delta + (r^2 + a^2)(r^2 + b^2)\right) \frac{a b \sin^2 \theta \cos^2 \theta}{\rho^2} d\psi^1 d\psi^2, \quad (1.23)
\end{align*}
\]

where

\[
\begin{align*}
  \rho^2 &\equiv r^2 + a^2 \cos^2 \theta + b^2 \sin^2 \theta, \\
  \Delta &\equiv \frac{(r^2 + a^2)(r^2 + b^2)}{r^2} + 2Gm. \quad (1.24)
\end{align*}
\]

Range of \(\theta\) in the chosen coordinate is \(\theta \in [0, \frac{\pi}{2}]\). There are three free parameters \(0 \leq m, a\) and \(b\) in this metric. The horizons of this metric are at positive roots of \(\Delta\),

\[
r_\pm^2 = Gm - \frac{a^2 + b^2}{2} \pm \sqrt{(Gm - \frac{(a-b)^2}{2})(Gm - \frac{(a+b)^2}{2})}. \quad (1.25)
\]

Isometries of this solution are \(\mathbb{R} \times U(1)^2\) generated by \(\partial_t\), \(\partial_{\psi^1}\) and \(\partial_{\psi^2}\).

### 1.3.6 4-dim rotating Kaluza-Klein black hole

Kaluza-Klein theory of gravity (KK for short) in 4 dimensions has the metric \(g_{\mu\nu}\), a gauge field \(A_\mu\), and a scalar field \(\phi\) called *dilaton*, as its dynamical fields. Hence the KK theory is an example of EMD theories. Its action is as

\[
S = \frac{1}{16\pi G} \int d^4 x \left( R - 2\nabla^\alpha \phi \nabla_\alpha \phi - e^{-2\sqrt{3} \phi} F^2 \right). \quad (1.26)
\]

The e.o.m derived by variation w.r.t the metric, gauge field and dilaton are

\[
\begin{align*}
  G_{\mu\nu} &= 8\pi G(T^A_{\mu\nu} + T^\phi_{\mu\nu}), \quad (1.27) \\
  \nabla_\mu (e^{-2\sqrt{3}\phi} F^{\mu\nu}) &= 0, \quad (1.28)
\end{align*}
\]
\[ \Box \phi = -\frac{\sqrt{3}}{2} e^{-2\sqrt{3}\phi} F^2 \] (1.29)

respectively. The energy-momentum tensors are explicitly as

\[ T^A_{\mu\nu} = \frac{1}{4\pi G} e^{-2\sqrt{3}\phi} (F_{\mu\alpha} F_{\nu}{}^\alpha - \frac{1}{4} F^2 g_{\mu\nu}) , \] (1.30)

\[ T^\phi_{\mu\nu} = \frac{1}{4\pi G} (\nabla_\mu \phi \nabla_\nu \phi - \frac{1}{4} R g_{\mu\nu}) . \] (1.31)

Coordinates \((t, r, \theta, \psi)\) can be chosen such that the KK BH solution to the e.o.m would be as \[22\]

\[ ds^2 = -\frac{1-Z}{B} dt^2 + \frac{B\rho^2}{\Delta} dr^2 + B\rho^2 d\theta^2 - \frac{2Za \sin^2 \theta}{B\sqrt{1-v^2}} dt d\psi \]

\[ + \left( B(r^2 + a^2) + \frac{Z}{B} a^2 \sin^2 \theta \right) \sin^2 \theta d\psi^2 , \] (1.32)

\[ A_\mu dx^\mu = \frac{Zv}{2B^2(1-v^2)} dt - \frac{Zv}{2B^2\sqrt{1-v^2}} a \sin^2 \theta d\psi , \] (1.33)

\[ \phi = -\frac{\sqrt{3}}{2} \ln B , \] (1.34)

where

\[ \rho^2 = r^2 + a^2 \cos^2 \theta , \]

\[ \Delta = r^2 + a^2 - 2Gmr , \]

\[ Z = \frac{2Gmr}{\rho^2} , \]

\[ B = \sqrt{1 + \frac{Zv^2}{1-v^2}} . \] (1.35)

There are three free parameters \(0 \leq m, a\) and \(0 \leq v < 1\) in this metric. The horizons of this BH are situated at the roots of \(\Delta\), i.e.

\[ r_\pm = Gm \pm \sqrt{G^2m^2 - a^2} . \] (1.36)

Isometries of this solution are \(\mathbb{R} \times U(1)\) generated by \(\partial_t\) and \(\partial_\psi\). In order to have horizons at real radius, \(|a| \leq m\). In the limit \(v \rightarrow 0\), one returns to the Kerr solution to the EH gravity.

For generalization of KK BH to include magnetic monopole, interested reader can see \[23\] and references in it.
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Covariant Phase Space method

This chapter plays a very important role in this report. It deals with the concept of conserved charge, which is the cornerstone of our analysis. Introduction of this concept in our analysis is based on Covariant Phase Space method, which is described in this chapter. In the first section, a specific family of symmetries of covariant theories is explored; the diffeomorphisms. In the second section, a short review on the generic phase spaces is provided. In the third section, Covariant Phase Space method is introduced, which provides us symplectic structure of the field theories discussed in the previous chapter, and enables us to associate Hamiltonian generators to diffeomorphisms. In the two last sections, Noether-Wald conserved charge method is reviewed and compared with the Covariant Phase Space method.

2.1 Diffeomorphism as symmetry

Given a covariant Lagrangian density $\mathcal{L}$, then any variation “generated” by an arbitrary vector field $\xi^\mu$ would be a symmetry, the diffeomorphism symmetry. The “generation” means that for infinitesimal coordinate transformation one has $x^\mu \to x^\mu - \xi^\mu$. The diffeomorphism symmetry is a local symmetry and the infinitesimal variation of dynamical fields would be the Lie derivative $\delta_\xi \Phi = \mathcal{L}_\xi \Phi$. Because there is not any non-dynamical field in the Lagrangian, variation of Lagrangian would be Lie derivative too,

$$
\delta_\xi \mathcal{L} = \mathcal{L}_\xi \mathcal{L} = \xi \cdot d\mathcal{L} + d(\xi \cdot L) = d(\xi \cdot L).
$$

(2.1)
It matches (1.9) via $\mathcal{K} = \xi \cdot L$, so satisfying the symmetry condition. In (2.1) two identities are used. The first identity is

$$\mathcal{L}_\xi L = \xi \cdot dL + d(\xi \cdot L),$$

which is correct for any differential form $L$ and is called Cartan magic formula (A.28). The second identity used is $dL = 0$ correct for any $d$-form, described in (A.7).

There have been so many inconclusive efforts to associate local conserved charge to the diffeomorphism symmetry in the last century [[24]]. Specifically the notion of local energy and momentum is missed in general relativity or other covariant theories of gravity. Although local conserved charges seems to be ill-defined in general relativity, but for some specific solutions it is possible to associate quasi-local conserved charges. Quasi-local conserved charges are defined w.r.t a specific region of spacetime. The Komar integral [25](which associates conserved charge to some Killings by an integral formula), the ADM formalism [[26]] (which associates mass and angular momentum to the asymptotic flat spacetimes), local cohomology methods [27],[28, 29] and Covariant Phase Space method are some successful attempts towards this goal. Our work is based on the Covariant Phase Space method developed in [30, 8, 9], and is described in this chapter. But first we would have a review on the concepts related to a phase space.

### 2.2 Reviewing the phase space

*Phase space* is a manifold $\mathcal{M}$, which is equipped with a 2-form $\Omega$, usually called *symplectic* form. If manifold is parametrized by some coordinates$^1 X^A$, inducing basis for the cotangent space of manifold as $\delta X^A$, then $\Omega = \Omega_{AB} \delta X^A \delta X^B$ should have the following properties.

1. $\Omega_{AB} = -\Omega_{BA}$,
2. $\delta \Omega = 0$,
3. $\Omega_{AB} V^B = 0 \iff V^B = 0$,

where $V^B$ is a vector in the tangent space of the manifold. $\delta$ denotes exterior derivative (see Appendix A for definition) on the phase space. The second condition is read as “$\Omega$ is

$^1X^A$ should not be confused with the spacetime coordinates $x^\mu$. We denote the exterior derivative on the phase space by $\delta$ instead of $d$, to prevent confusions.
closed”, and the third one as “Ω is non-degenerate”. As a result of the latter, Ω is invertible and one can define its inverse $\Omega^{AB} = (\Omega^{-1})_{AB}$. The matrices $\Omega_{AB}$ and $\Omega^{AB}$ are responsible for lowering and raising the indices, respectively. Figure 2.1 is a schematic illustration of a symplectic structure.

Considering a function $f = f(X^A)$ on the phase space, one can associate a vector field to it (usually called *Hamiltonian vector field*) as

$$V_f \equiv \delta f = \partial_A f \delta X^A,$$  \hspace{1cm} (2.3)

where the differentiability of $f$ is assumed. In reverse, given a vector field $V^A(X^B)$, in certain conditions, one can associate a function $H_V$ (usually called *Hamiltonian generator*) to it such that

$$\delta H_V = V = \Omega_{AB} \delta X^A V^B,$$  \hspace{1cm} (2.4)

in which $\delta H_V = \partial_A H_V \delta X^A$. The conditions necessary for the existence of $H_V$ are called *integrability*. If $V$ is not integrable, then $\delta$ is used instead of $\delta$, i.e. $V = \delta H_V$. It means that there is not any function $H_V$ which its exterior derivative would be equal to $V$ all over the phase space.

Figure 2.1: Phase space is a manifold $\mathcal{M}$ equipped with a symplectic 2-form $\Omega_{AB}$

Figure 2.2: (a) $V_f$ is the vector field associated to the function $f$ by differentiability. (b) $H_V$ is the function associated to the vector filed $V$ by integrability.
The Poisson bracket of two functions \( f \) and \( g \) is defined to be
\[
\{ f, g \} \equiv \Omega^{AB} (V_f)_A (V_g)_B
\]
\[
= (V_f)^B \partial_B g = \mathcal{L}_{V_f} g, \quad (2.5)
\]
in which \( \mathcal{L}_{V} \) denotes Lie derivative in direction of \( V \) on the phase space. The \( \Omega \) is an anti-symmetric matrix, so (2.5) is also equal to \(-\mathcal{L}_{V_f} g\).

**Example 2.1.** 1-dim motion of a particle:

The simplest example, is the one-dimensional motion of a particle, with position \( q \) and momentum \( p \). Then by the choice of \( X^1 = q \) and \( X^2 = p \),

\[
\Omega_{AB} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \{ q, p \} = 1, \quad \{ q, q \} = \{ p, p \} = 0. \quad (2.7)
\]

The basis for the tangent and cotangent spaces are \( \partial_{X^A} \) and \( \delta X^A \) respectively, which are related to each other by the matrix of the \( \Omega \) in (2.7), as \( \partial_{X^A} = \Omega_{AB} \delta X^B \), e.g. \( \partial_q = \delta p \).

As an example, one can choose the function \( f \) to be momentum \( p \) or Hamiltonian \( H \). Then

- \( f = p \) \quad \Rightarrow \quad V_p = \delta p = \partial_q. \\
- \( f = H \) \quad \Rightarrow \quad V_H = \delta H = \frac{\partial H}{\partial q} \delta q + \frac{\partial H}{\partial p} \delta p = \dot{p} \partial p + \dot{q} \partial q = \partial t,
\]
in which the Hamiltonian equations of motion are also used. These are the manifestation of “momentum is generator of translations in space” and “Hamiltonian is generator of translations in time”.

![Phase space of a particle in 1-dim.](image)

**Figure 2.3:** Phase space of a particle in 1-dim. Hamiltonian is a function on the phase space, and is the generator of translations in time.

If \( \mathcal{L}(\Phi, \partial \Phi, \ldots) \) is the Lagrangian density for some classical fields \( \Phi(x^\mu) \), the canonical phase space for this system is built by a specific choice of constant time hypersurfaces. After
foliating the spacetime with those hypersurfaces, then the fields $\Phi(\vec{x})$ and their conjugates $\Pi(\vec{x}) \equiv \frac{\partial L}{\partial \dot{\Phi}}$ would constitute the manifold for the phase space, where $\dot{\text{dot}}$ is differentiation w.r.t the time. The Poisson bracket would be

$$\{\Phi(\vec{x}_1), \Pi(\vec{x}_2)\} = \delta(\vec{x}_1 - \vec{x}_2), \quad \{\Phi(\vec{x}_1), \Phi(\vec{x}_2)\} = \{\Pi(\vec{x}_1), \Pi(\vec{x}_2)\} = 0.$$  \tag{2.8}$$

Choosing a specific time foliation breaks the covariance of the theory. In order to have a covariant phase space, instead of canonical approach, the Covariant Phase Space method can be used. It is a covariant way of defining phase space and symplectic 2-form for (gauge)field theories, and would be the basis of our analysis in this report.

### 2.3 Covariant Phase Space method

In this section, we provide a brief introduction to the Covariant Phase Space method. The interested reader can refer to [30, 8, 9] for original rigorous works on the subject. First, we introduce the Lee-Wald symplectic structure, which provides a covariantly built manifold $\mathcal{M}$, and equips it with a covariant symplectic 2-form. Then using the symplectic structure, for a given vector field $\xi$, its Hamiltonian generator variation $\delta H_\xi$ will be deduced. After that, in the next sections, the Noether-Wald conserved charge $Q_\xi$ is analysed and compared to the Lee-Wald Hamiltonian generators $H_\xi$.

#### 2.3.1 Lee-Wald symplectic structure

Consider a diffeomorphism covariant theory with a Lagrangian density $L$ and the corresponding action in $d$-dimensional spacetime

$$S[\Phi] = \int L$$  \tag{2.9}$$

in which $\Phi$ denotes all of dynamical fields of the system. In the Covariant Phase Space method, the manifold $\mathcal{M}$ is constituted of the field configurations all over the spacetime, $\Phi(x^\mu)$. On the other hand, there would not be any need to conjugate fields. In order to define an appropriate symplectic 2-form, one can use the $\Theta$ in (1.6). Explicitly, if $\delta L[\Phi] = E_\Phi \delta \Phi + d\Theta(\delta \Phi, \Phi)$, then the Lee-Wald symplectic 2-form is defined as

$$\Omega(\delta_1 \Phi, \delta_2 \Phi, \Phi) = \int_\Sigma \omega_{\text{lw}}(\delta_1 \Phi, \delta_2 \Phi, \Phi)$$  \tag{2.10}$$
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where

\[ \omega_{lw}(\delta_1 \Phi, \delta_2 \Phi, \Phi) \equiv \delta_1 \Theta(\delta_2 \Phi, \Phi) - \delta_2 \Theta(\delta_1 \Phi, \Phi), \]  \tag{2.11} \]

in which \( \delta_1 \Phi \) and \( \delta_2 \Phi \) are some field perturbations as members of the tangent space of \( \mathcal{M} \). It is assumed (here and in the whole of this report) that these perturbations satisfy the linearized equations of motion (l.e.o.m, which will be described in Section 3). These perturbations commute with each other

\[ (\delta_1 \delta_2 - \delta_2 \delta_1) \Phi = 0. \]  \tag{2.12} \]

Also \( d \) and \( \delta \) commute,

\[ d\delta \Phi = \delta d\Phi. \]  \tag{2.13} \]

The \((d-1)\) surface \( \Sigma \) is a Cauchy surface in the spacetime. Some issues are important to be mentioned about the proposed symplectic 2-form.

- **Ambiguities:** The LW 2-form (2.10), has twofold ambiguities:

  1. By \( L \to L + d \mu \) for some \((d-1)\)-form \( \mu \), e.o.m does not change, but the \( \Theta \) changes as \( \Theta \to \Theta + \delta \mu \). Nonetheless, the \( \omega_{lw} \) remains unchanged because of \((\delta_1 \delta_2 - \delta_2 \delta_1) \mu = 0 \).

  2. The \( \Theta \) is ambiguous by addition of an exact form, as

\[ \Theta(\delta \Phi, \Phi) \to \Theta(\delta \Phi, \Phi) + dY(\delta \Phi, \Phi). \]  \tag{2.14} \]

Hence, by adding such ambiguity,

\[ \omega_{lw} \to \omega \equiv \omega_{lw} + d(\delta_1 Y(\delta_2 \Phi, \Phi) - \delta_2 Y(\delta_1 \Phi, \Phi)). \]  \tag{2.15} \]

- **Conservation:** The \( \Omega \) should not depend on the choice of \( \Sigma \), otherwise, it would break the general covariance. In order to fulfil this condition, it is enough to have two conditions:

  i) \( d\omega \approx 0 \),

  ii) the flow of \( \omega \) out of the boundaries of \( \Sigma \) should vanish.

In other words, \( \Omega \) needs to be a **conserved** entity, i.e. be constant on all chosen slices \( \Sigma \). The intuition for these conditions are clear; (i) means there would not be any sink or source in the bulk \( \Sigma \), (ii) means there would not be any leakage from the boundaries.
of $\Sigma$. In Appendix C.1 it is shown that the on-shell conditions leads to $d\omega \approx 0$. On the other hand, vanishing of the flow on boundary would be a criterion for appropriate fixing of ambiguities.

- **Non-degeneracy:** The manifold $\mathcal{M}$ is supposed to be chosen such that $\Omega$ would be non-degenerate. Other two conditions, i.e. anti-symmetry and closeness of $\Omega$ are guaranteed by (2.11).

Assume that a vector field $\xi$ is given all over the spacetime. It induces a vector field over the phase space by Lie derivative as $\delta \xi \Phi = L_\xi \Phi$. Motivated by the RHS of (2.4), one can associate a Hamiltonian variation to $\xi$ as

$$\delta H_\xi \equiv \Omega(\delta \Phi, \delta \xi \Phi, \Phi)$$

$$= \int_\Sigma \omega(\delta \Phi, \delta \xi \Phi, \Phi)$$

$$= \int_\Sigma \left( \delta \Theta(L_\xi \Phi, \Phi) - L_\xi \Theta(\delta \Phi, \Phi) \right).$$

A fundamental relation for the Covariant Phase Space method, which originates from the on-shell condition $d\omega(\Phi, \delta \Phi, \delta \xi \Phi) \approx 0$, is that for the $\delta \Phi$ which satisfy l.e.o.m, one can find a $(d-2)$-form $k_\xi$ such that

$$\omega(\delta \Phi, \delta \xi \Phi, \Phi) \approx dk_\xi(\delta \Phi, \Phi).$$

The general formula for $k_\xi$ will be derived in Section 2.5, through Appendix C.2. However some examples are presented earlier, in the examples 2.2-2.4.

According to (2.19) and by the Stoke’s theorem (A.30), the definition of Hamiltonian variations for $\xi$ can be rewritten as

$$\delta H_\xi = \oint_S k_\xi(\delta \Phi, \Phi),$$

where $S$ is the $d-2$ dimensional boundary of the region $\Sigma$.

It is not guaranteed that (2.16) be conserved, because $\delta \xi \Phi$ might not be a member of tangent space of $\mathcal{M}$. But in the specific cases which $\Phi$ be a solution and $\xi$ be its isometry, i.e. $\delta \xi \Phi = 0$, then (2.16) is conserved, explained in the lemma below.
Lemma 2.1. For an isometry generator $\xi$, $\delta H_\xi$ is conserved on-shell, independent of $\Sigma$.
According to Appendix C.1, by the on-shell condition $d\omega \approx 0$. Hence the condition (i) in the conservation discussion is satisfied. On the other hand, by isometry condition $\delta_\xi \Phi = 0$, which results

$$\omega(\delta_\Phi \Phi, \delta_\xi \Phi, \Phi) \approx 0$$

(2.21)

It is true because $\omega$ in (2.11) is bilinear in its arguments. So the condition (ii) is satisfied for any choice of $\Sigma$, leading to conservation of $\delta H_\xi$ independent of $\Sigma$.

Lemma 2.2. For an isometry generator $\xi$, $\delta H_\xi$ is independent of the choice of $\mathcal{S}$ surrounding the BH:
Because of (2.21) for a Killing vector $\xi$, the Hamiltonian generator $\delta H_\xi$ would be the same for any chosen $(d-2)$-dim surfaces surrounding the BH. Explicitly, using the Stoke’s theorem (A.30) for the $(d-1)$-dim region $\Sigma$ encompassed by two boundaries $\mathcal{S}_1$ and $\mathcal{S}_2$;

$$\int_\Sigma \omega(\delta_\Phi \Phi, \delta_\xi \Phi, \Phi) = \oint_{\mathcal{S}_2} k_\xi(\delta_\Phi \Phi, \Phi) - \oint_{\mathcal{S}_1} k_\xi(\delta_\Phi \Phi, \Phi).$$

(2.22)

The LHS vanishes, so by (2.20) one has

$$\delta H_\xi|_{\mathcal{S}_1} = \delta H_\xi|_{\mathcal{S}_2}.$$  

(2.23)

In brief, the property (2.21), (which as we will see in Section 8.2.1 that it is not a property of Killings exclusively) leads to conservation and $\mathcal{S}$ independence of $\delta H_\xi$. The following examples, provide explicit examples of the constructions discussed above, in addition that they would provide us necessary tools for calculations in later discussions.
Example 2.2. EH-Λ gravity:

For the EH-Λ theory of gravity, one has

\[ \Phi(x^\alpha) \to g_{\mu\nu}(x^\alpha), \]
\[ L \to \frac{d^4x}{16\pi G} \sqrt{-g}(R - 2\Lambda), \]
\[ \mathbf{E}_\xi \delta \Phi \to \frac{d^4x}{16\pi G} \sqrt{-g} \left( (G_{\mu\nu} + \Lambda g_{\mu\nu}) \delta(g^{\mu\nu}) \right), \]
\[ \Theta^\mu(\delta \Phi, \Phi) \to \frac{1}{16\pi G} (\nabla_\alpha \delta g^{\mu\alpha} - \nabla^\mu \delta g^\alpha_\alpha), \]
\[ (k^{\text{EH}}_\xi(\delta \Phi, \Phi))^{\mu\nu} \to \frac{1}{16\pi G} \left( \{\xi^\nu \nabla^\mu h - \xi^\nu \nabla_\sigma h^{\mu\sigma} + \xi_\alpha \nabla^\nu h^{\mu\alpha} + \frac{1}{2} h \nabla^\nu \xi^\mu - h^{\mu\nu} \nabla_\nu \xi^\mu \} - [\mu \leftrightarrow \nu] \right) \]

in which \( \Theta = *\Theta, k^{\text{EH}}_\xi = *k^{\text{EH}}_\xi, h_{\alpha\beta} \equiv \delta g_{\alpha\beta} \) and \( h \equiv h^\alpha_\alpha. \)

Example 2.3. EM theory:

For the EM theory, one has

\[ \Phi(x^\alpha) \to g_{\mu\nu}(x^\alpha) \quad & \quad A_\mu(x^\alpha), \]
\[ L \to \frac{d^4x}{16\pi G} \sqrt{-g}(R - 2F^2), \]
\[ \mathbf{E}_\xi \delta \Phi \to \frac{d^4x}{16\pi G} \sqrt{-g} \left( (G_{\mu\nu} - 8\pi G T_{\mu\nu}) \delta(g^{\mu\nu}) + 4\nabla_\mu F^{\mu\nu} \delta A_\nu \right), \]
\[ \Theta^\mu(\delta \Phi, \Phi) \to \frac{1}{16\pi G} \left( \nabla_\alpha \delta g^{\mu\alpha} - \nabla^\mu \delta g^\alpha_\alpha - 4F^{\mu\nu} \delta A_\nu \right), \]
\[ (k^{\text{EM}}_\xi)_{\mu\nu} \to (k^{\text{EH}}_\xi)_{\mu\nu} + \frac{1}{8\pi G} \left( \left[ -\frac{1}{2} h F^{\mu\nu} + 2F^{\mu\alpha} h^{\alpha\nu} - \delta F^{\mu\nu} \right] (\xi^\beta A_\beta) - F^{\mu\nu} \xi^\alpha \delta A_\alpha \right) - [\mu \leftrightarrow \nu] \]

Example 2.4. KK theory:

For the KK theory, one has

\[ \Phi(x^\alpha) \to g_{\mu\nu}(x^\alpha) \quad & \quad A_\mu(x^\alpha) \quad & \quad \phi(x^\alpha), \]
\[ L \to \frac{d^4x}{16\pi G} \sqrt{-g}(R - 2\nabla^\alpha \phi \nabla_\alpha \phi - e^{-2\sqrt{3}\phi} F^2), \]
\[ \mathbf{E}_\xi \delta \Phi \to \frac{d^4x}{16\pi G} \sqrt{-g} \left( (G_{\mu\nu} - 8\pi G T_{\mu\nu}) \delta(g^{\mu\nu}) + 4\nabla_\mu F^{\mu\nu} \delta A_\nu + 4(\Box \phi + \frac{\sqrt{3}}{2} e^{-2\sqrt{3}\phi} F^2) \delta \phi \right), \]
\[ \Theta^\mu(\delta \Phi, \Phi) \to \frac{1}{16\pi G} \left( \nabla_\alpha \delta g^{\mu\alpha} - \nabla^\mu \delta g^\alpha_\alpha - 4e^{-2\sqrt{3}\phi} F^{\mu\nu} \delta A_\nu - 4\nabla^\mu \delta \phi \right), \]
\[ (k^{\text{KK}}_\xi)_{\mu\nu} \to (k^{\text{EH}}_\xi)_{\mu\nu} + \frac{e^{-2\sqrt{3}\phi}}{8\pi G} \left( \left[ -\frac{1}{2} h F^{\mu\nu} + 2F^{\mu\alpha} h^{\alpha\nu} - \delta F^{\mu\nu} + 2\sqrt{3} F^{\mu\nu} \delta \phi \right] (\xi^\beta A_\beta) \right) - F^{\mu\nu} \xi^\alpha \delta A_\alpha - 2F^{\alpha\mu} \xi^\nu \delta A_{\alpha} \right) - [\mu \leftrightarrow \nu] + \frac{1}{8\pi G} \left( \xi^\nu \nabla^\mu \delta \phi - [\mu \leftrightarrow \nu] \right). \]
2.3.2 Integrability

For any given vector field \( \xi \), the \( \delta H_\xi \) can be found by (2.16), although it might not be finite. But existence of \( H_\xi \) is not guaranteed. The existence of \( H_\xi \) is called integrability. The sufficient condition for a Hamiltonian variation to be integrable is [31]

\[
(\delta_1 \delta_2 - \delta_2 \delta_1) H_\xi = 0
\]

for any chosen members \( \delta_1 \Phi \) and \( \delta_2 \Phi \) of the tangent bundle of \( \mathcal{M} \). In Appendix C.3 it is shown that noticing \( \delta \xi = 0 \), (2.39) is equivalent to [31]

\[
\oint_S \xi \cdot \omega(\delta_1 \Phi, \delta_2 \Phi, \Phi) \approx 0,
\]

which is the criterion for integrability. If (2.40) is satisfied for any legitimate \( \delta_1 \Phi \) and \( \delta_2 \Phi \), then \( \delta H_\xi \), introduced in (2.16), would be integrable. Hence one can find a conserved Hamiltonian generator for \( \xi \) as

\[
H_\xi[\Phi] = \int_{\Phi_0}^{\Phi} \delta H_\xi + H_\xi[\Phi_0] ,
\]

in which the integration is performed over arbitrary integral curves which connect a reference field configuration \( \Phi_0 \) to the \( \Phi \) on the phase space. The \( H_\xi[\Phi_0] \) is the reference point for the \( H_\xi \) defined on the reference field configuration \( \Phi_0 \).

It is worth mentioning that following the steps in C.3, the \( Y \) ambiguity has been considered implicitly in (2.40), through the \( \Theta \) dependency of the \( \omega \). We can keep this way of deduction in mind, by casting it in the lemma below.

---

**Lemma 2.3.** \( Y \) independence of results:
If any deduction has been carried out using the abstract form of \( \Theta \), and if the results are explained in similar way, then the results would be correct, irrespective of any chosen \( Y \) ambiguity.
2.4 Noether-Wald analysis

In the previous section, a (probable) conserved Hamiltonian generator $H_\xi$ was introduced for a given vector field $\xi$. In this section, the usual Noether method for definition of a conserved charge $Q_\xi$ in gravitational theories is followed. We found suitable name for it to be Noether-Wald conserved charge. Then we compare it with $H_\xi$, and find that they are generally different. Eventually, the ambiguities of Noether-Wald charge $Q_\xi$ is discussed.

2.4.1 Noether-Wald conserved charge

Associated to any infinitesimal diffeomorphism as a symmetry of the theory, one can find a Noether-Wald current and the corresponding Noether-Wald charge. Following [9] we take generator of diffeomorphism symmetry to be a vector field $\xi$. Variation of Lagrangian under associated diffeomorphism is

$$\delta_\xi L = E_\Phi \delta_\xi \Phi + d\Theta(\delta_\xi \Phi, \Phi),$$  \hspace{1cm} (2.42)

where summation on different dynamical fields should be understood in $E_\Phi \delta_\xi \Phi$. The on-shell condition would be $E_\Phi = 0$ which is the e.o.m for $\Phi$. The $(d-1)$-form $\Theta$ is the surface term generated by the variation.

According to the identity $\delta_\xi L = \xi \cdot dL + d(\xi \cdot L)$ and noting that $dL = 0$, we can replace the LHS of (2.42) by $d(\xi \cdot L)$, so

$$d\Theta(\delta_\xi \Phi, \Phi) - d(\xi \cdot L) = -E_\Phi \delta_\xi \Phi.$$  \hspace{1cm} (2.43)

Now, it is possible to introduce a Noether $(d-1)$-form current $J_\xi$ as

$$J_\xi \equiv \Theta(\delta_\xi \Phi, \Phi) - \xi \cdot L.$$  \hspace{1cm} (2.44)

Therefore $dJ_\xi = -E_\Phi \delta_\xi \Phi$, hence $dJ_\xi \approx 0$ whenever e.o.m is satisfied. According to the Poincaré’s lemma, since $J_\xi$ is closed, it would be exact on-shell, and can be written as

$$J_\xi \approx dQ_\xi,$$  \hspace{1cm} (2.45)
where $Q_\xi$ is a $(d-2)$-form, the *Noether-Wald charge density*. Now one can define a conserved charge $Q_\xi$ as

$$Q_\xi = \int_\Sigma J_\xi = \oint_S Q_\xi.$$  \hspace{1cm} (2.46)

To have $Q_\xi$ as a conserved quantity, in addition to $dJ_\xi \approx 0$, the flow of $J_\xi$ out of $S$ should vanish.

---

**Lemma 2.4.** For $\xi$ as Killing vector of an EH gravity solution, $Q_\xi$ is conserved independent of $S$.

Assuming that $\xi$ is Killing vector of a given solution of the EH gravity, then $Q_\xi$ is conserved. It is because of (i) background has been chosen as a solution, so $dJ_\xi \approx 0$, (ii) $L \approx 0$, and in addition, $\Theta = 0$ because of Killing-ness of $\xi$. So in (2.44), $J_\xi \approx 0$, preventing any flow on $S$.

**Lemma 2.5.** For $\xi$ as Killing vector of an EH gravity solution, $Q_\xi$ is independent of $S$ surrounding the BH.

Assuming that $\xi$ is Killing vector of a given solution of the EH gravity, then $Q_\xi$ is independent of $S$ surrounding the BH. It can be proved by $J_\xi \approx 0$ discussed in Lemma 2.4, and by similar reasoning as in the Lemma 2.2. Hence

$$Q_\xi \bigg|_{S_1} = Q_\xi \bigg|_{S_2}. \hspace{1cm} (2.47)$$

---

### 2.4.2 Ambiguities of Noether-Wald charge

The $(d-2)$-form $Q_\xi$ in (2.45) has threefold ambiguities:

1. One ambiguity comes from freedom in the definition of Lagrangian by addition of an exact $d$-form, as

   $$L \rightarrow L + d\mu,$$ \hspace{1cm} (2.48)

   which according to Appendix C.4 leads to $J_\xi \rightarrow J_\xi + d(\xi \cdot \mu)$.

2. The other ambiguity comes from the freedom in specifying $J$ itself (for a given Lagrangian); The $\Theta$ is ambiguous up to an exact $(d-1)$-form $dY(\delta \xi \Phi, \Phi)$. Therefore, the Noether-Wald current $J_\xi$ is defined up to $J_\xi \rightarrow J_\xi + dY(\delta \xi \Phi, \Phi)$.

3. In (2.45), $Q_\xi$ is defined up to an exact $(d-2)$-form $dZ$. 
So accumulating all the ambiguities, we have the freedom of choosing the Noether-Wald charge density

\[ Q_\xi \rightarrow Q_\xi + \xi \cdot \mu + Y + \text{d}Z, \quad (2.49) \]

**Example 2.5.** *Explicit* \( Q_\xi \) *in EH theory:*

Ignoring the ambiguities, in the EH theory it can be shown (Appendix C.5) that \( Q_\xi \) for a generic vector field \( \xi \) is equal to the Komar integral,

\[ Q_\xi = -\frac{1}{16\pi G} \oint_S * \text{d}\xi. \quad (2.50) \]

**Example 2.6.** *What about EM theory?*

For the EM theory and a Killing \( \xi \), by on-shell condition \( \text{d}J_\xi \approx 0 \). But one has not necessarily vanishing flows on the boundaries because of \( J_\xi \not\approx 0 \), which is a result of \( L \not\approx 0 \). So \( Q_\xi \) is not necessarily conserved. Therefore, in order to find a conserved charge, one needs to choose specific boundary \( S \), usually the \( r \rightarrow \infty \) for asymptotic flat solutions.

As discussed, the Noether-Wald charge density \( Q_\xi \) is not unique. Its most general structure is described by the following decomposition theorem[9].

**Theorem 2.1.** The most generic Noether-Wald conserved charge is as

\[ Q_\xi = W_\mu(\Phi)\xi^\mu + E^{\mu\nu}(\Phi)\nabla_{[\mu}\xi_{\nu]} + Y(\delta_\xi\Phi, \Phi) + \text{d}Z(\xi, \Phi), \quad (2.51) \]

where \( W_\mu \) and \( E^{\mu\nu} \) and \( Y \) and \( \text{d}Z \) are covariant \( d - 2 \)-forms which are locally constructed from fields and their derivatives, \( Y \) is linear in \( \delta_\xi\Phi \), \( Z \) is linear in \( \xi \) and,

\[ (E^{\mu\nu})_{\alpha_1...\alpha_d} = -\sqrt{-g}E^{\alpha_3...\alpha_d} \epsilon_{\alpha_1\alpha_2}\epsilon_{\alpha_3...\alpha_d}, \quad E^{\alpha_\beta\mu\nu} = \frac{\partial L}{\partial R_{\alpha\beta\mu\nu}}. \quad (2.52) \]

It is important to note that the above decomposition is not unique (except the term containing \( E^{\mu\nu} \)). In order to fix/remove these ambiguities, some physical reasoning (like introducing reference point for defining the charges) are needed.
Lemma 2.6. For a Killing vector $\xi$ which vanishes on the integration surface, all ambiguities vanish.

Considering $\xi$ to be a Killing vector, then $\delta_\xi \Phi = 0$, so the $Y$ ambiguity in (2.51) which is linear in $\delta_\xi \Phi$ vanishes. Besides, if $\xi|_S = 0$, then the terms containing $W$ and $Z$ would also vanish, because they are linear in $\xi$.

Example 2.7. Re-deriving $Q_\xi$ for EH gravity:

For the EH gravity

$$E^{\alpha\beta\mu\nu} = \frac{1}{32\pi G} (g^{\mu\alpha} g^{\nu\beta} - g^{\mu\beta} g^{\nu\alpha}),$$

so by ignoring the $W$, $Y$ and $Z$ ambiguities in (2.51),

$$Q_\xi = E^{\mu\nu}(\Phi) \nabla_{[\mu} \xi_{\nu]}$$

$$= \left( \frac{-1}{32\pi G} (g^{\mu\alpha} g^{\nu\beta} - g^{\mu\beta} g^{\nu\alpha}) \sqrt{-g} \epsilon_{\alpha\beta\alpha_3...\alpha_d} dx^{\alpha_3} \wedge \cdots \wedge dx^{\alpha_d} \right) \nabla_{[\mu} \xi_{\nu]}$$

$$= \frac{-\sqrt{-g}}{16\pi G (d-2)!} \epsilon_{\alpha\beta\alpha_3...\alpha_d} \nabla^{[\alpha} \xi^{\beta]} dx^{\alpha_3} \wedge \cdots \wedge dx^{\alpha_d}$$

$$= \frac{-1}{16\pi G} * d\xi. \quad (2.57)$$

2.5 Hamiltonian generators vs. Noether-Wald charges

The $Q_\xi$ does not necessarily coincide with $H_\xi$ in (2.41). This section is provided to make their relation clear. Ignoring the ambiguities, in Appendix C.2 it is shown that

$$\omega(\delta \Phi, \delta_\xi \Phi, \Phi) \approx d(\delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi)). \quad (2.58)$$

Hence, confirming the claimed (2.19), the $k_\xi$ is read as

$$k_\xi = \delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi). \quad (2.59)$$

As a simple example, for the EH-$\Lambda$ theory it is calculated in Appendix C.6, resulting in (2.28).
Integrating (2.58) over \( \Sigma \), and using the Stoke’s theorem,

\[
\delta H_\xi = \delta Q_\xi - \oint_S \xi \cdot \Theta(\delta \Phi, \Phi).
\] (2.60)

So \( \delta H_\xi \) and \( \delta Q_\xi \) coincide if the last term would vanish. The \( \delta Q_\xi \) by its definition is integrable; because it is variation of \( Q_\xi \). As a result, \( \delta H_\xi \) would be integrable if and only if the last term in (2.60) would be integrable. Besides, it is worth mentioning that according to Appendix C.2 and Lemma 2.3, the (2.60) is respected by any \( Y \) ambiguity.
Chapter 3

Laws of black holes
thermodynamics

As it was briefly explained in Motivations, BHs are equipped with some laws analogous to the laws of thermodynamics. In this chapter, we explain more on this issue. In the first section, two useful concepts are introduced; linearized equation of motion and parametric variations. In the second section, the role of Hamiltonian generators as thermodynamic variables is reviewed. The third section, deals with temperature and other chemical potentials. In the fourth section, entropy is introduced as a Hamiltonian generator. Gathering all the materials, fifth section would present thermodynamic laws for BHs. Finally, in the sixth section, extremal BHs are introduced and are questioned about their thermodynamic laws.

3.1 Linearized equation of motion and parametric variations

In chapter 1, the e.o.m’s have been denoted collectively by $E_\Phi = 0$. These equations are in general non-linear partial differentials of dynamical fields $\Phi$. Assuming that an exact solution to these equations is given as $\Phi$, then it is possible to study perturbations around that solution at the linear approximations. The equations which the perturbations satisfy is called linearized equations of motion (l.e.o.m), and are found by the first order expansion of the original e.o.m’s as

$$\delta E_\Phi = 0.$$  (3.1)
Example 3.1. l.e.o.m for EH gravity:

The e.o.m for the EH gravity is $G_{\mu\nu} = 0$. The dynamical field is the metric $g_{\mu\nu}$. The l.e.o.m would be $G_{\mu\nu}^{(lin)} \equiv \frac{\delta G_{\mu\nu}}{\delta g_{\alpha\beta}} \delta g_{\alpha\beta} = 0$. The term $\frac{\delta G_{\mu\nu}}{\delta g_{\alpha\beta}} \delta g_{\alpha\beta}$ is a differential operator built of background metric $\bar{g}$ which acts linearly on $\delta g_{\alpha\beta}$. Explicitly

$$G_{\mu\nu}^{(lin)} = \nabla_\alpha \nabla_\mu h^{\alpha}_\mu + \nabla_\alpha \nabla_\mu h^{\alpha}_\nu - \Box h_{\mu\nu} - \bar{g}_{\mu\nu} \nabla_\alpha \nabla_\beta h^{\alpha\beta} - \Box h, \quad (3.2)$$

in which $h_{\alpha\beta} \equiv \delta g_{\alpha\beta}$ and $h \equiv h^{\alpha}_\alpha$. Notice that $\nabla$’s are calculated using $\bar{g}$. Having non-zero cosmological constant, would add a $\Lambda h_{\mu\nu}$ to (3.2).

There are two families of field variations which satisfy the l.e.o.m trivially:

1. Parametric variations,

2. Lie variations.

Parametric variations are the ones which we use frequently in Part I, and will be described here. The Lie variations are just the Lie derivatives of background fields $\mathcal{L}_\xi \bar{\Phi}$, and would be our main interest in Part II.

Considering a solution $\bar{\Phi}$ which depends on some parameters $\bar{\Phi}(m, a, \ldots)$, it can be variated w.r.t its parameters to the first order, as

$$\delta \bar{\Phi} \equiv \frac{\partial \bar{\Phi}}{\partial m} \delta m + \frac{\partial \bar{\Phi}}{\partial a} \delta a + \ldots. \quad (3.3)$$

We can call $\delta \bar{\Phi}$ as parametric variations [2]. They satisfy l.e.o.m, because they are linearized difference of two solutions $\bar{\Phi}_1$ and $\bar{\Phi}_2$ for which $E_{\Phi_1} = 0$ and $E_{\Phi_2} = 0$. So to linear order, $\delta E_{\Phi} = 0$. 

Example 3.2. Parametric variations for Kerr BH:
Denoting the metric (1.11) with parameters \( \{m, a\} \) as \( \bar{g} \), then the \( \delta g_{\mu\nu} \) would be

\[
\delta g_{\mu\nu} = \frac{\partial \bar{g}_{\mu\nu}}{\partial m} \delta m + \frac{\partial \bar{g}_{\mu\nu}}{\partial a} \delta a
\]

(3.4)

for some constant numbers \( \delta m \) and \( \delta a \). For other BHs in section 1.3 similar relation can be written depending on their parameters.

3.2 Hamiltonian generators as thermodynamic variables

Among many possible Hamiltonian generators associated to diffeomorphisms, there are some which are used to label the BH solutions. According to the previous section, in order to guarantee the conservation of \( \delta H_\xi \), \( \xi \) is chosen to be Killing vector. According to the isometry \( \mathbb{R} \times U(1)^n \) which we have requested for BHs, mass and angular momenta are defined as follows.

3.2.1 Mass

Mass is the Hamiltonian generator \( H_\xi \) associated to the stationarity, and is denoted by \( M \). The coordinates are adopted to have the associated Killing vector as \( \xi = \partial_t \). Concerning the conservation, although by Killing-ness the \( H_{\partial_t} \) is conserved, but it is usual that \( S \) be chosen at infinity, in order to have conservation for \( Q_{\partial_t} \) too. The \( H_{\partial_t} \) is different than \( Q_{\partial_t} \), because of the extra terms in (2.60). So if one wants to use Komar integral (2.50), care is needed. Usually a factor of 2 would make the Komar integral to produce the correct mass [9]. In calculating the charges, normalization of Killing vectors matters. Normalization for \( \xi \) is chosen in a way to coincide with the generator of time translations at asymptotics, and it is chosen to be future directed.
Angular momenta are Hamiltonian generators $H_{m_i}$ associated to the axial isometries, and are denoted by $J_i \equiv -H_{m_i}$. The coordinates are adopted to have the associated Killing vectors as $m_i = \partial_{\psi_i}$. Concerning the conservation, although by Killing-ness the $H_{m_i}$ is conserved, but it is usual that $S$ be chosen at infinity, in order to have conservation for $Q_{m_i}$ too. The $H_{m_i}$ is different than $Q_{m_i}$, because of the extra terms in $(2.60)$. But if the surface $S$ is chosen to be surface of constant time and radius, then pull-back of the extra term to $S$ vanishes. So $H_{m_i} = Q_{m_i}$. Normalization for $m_i$ is chosen in a way to coincide with the generator of axial isometry at asymptotics. Then $J_i$ would be defined by an extra minus sign w.r.t the $H_{m_i}$.

Example 3.3. Mass and angular momentum for Kerr BH:

Denoting the Kerr metric (1.11) with parameters $\{m, a\}$ as $\bar{g}$, then

- One can calculate $\delta H_{\partial_t}$ using $k_{EH}$ from (2.28), and choosing $S$ to be any surface of constant time and radius. Then he finds

$$\delta H_{\partial_t} = \delta m .$$

(3.5)

According to (3.5), the $\delta H_{\partial_t}$ is integrable over the parameters, so choosing the reference point of mass $H_{\partial_t}[\Phi_0] = 0$ on the metric with $m = a = 0$ (i.e. the Minkowski spacetime), we would have

$$M \equiv H_{\partial_t} = m .$$

(3.6)

- Similar calculation for the Killing $m = \partial_{\psi}$, on any surface of constant time and radius surrounding the BH, leads to (remembering the additional minus sign)

$$-\delta H_m = a\delta m + m\delta a ,$$

(3.7)

which is also integrable over the parameters,

$$J \equiv -H_m = ma .$$

(3.8)

Reference point for the angular momentum $H_m[\Phi_0]$ is chosen to vanish on the solutions with $a = 0$.

Example 3.4. Mass and angular momentum for Kerr-Newman BH:

Denoting the Kerr-Newman metric (1.14) with parameters $\{m, a, q\}$ as $\bar{g}$, then similar analysis to the
Kerr BH, but using $k_{EM}$ from (2.33) instead of (2.28), leads to

$$\dot{H}_\delta = \delta m \quad \Rightarrow \quad M = H_\delta = m, \quad (3.9)$$

$$-\dot{H}_m = a\delta m + m\delta a \quad \Rightarrow \quad J = -H_m = ma. \quad (3.10)$$

Reference points are chosen similarly to the analysis of the Kerr BH. Explicitly, $H_\delta[\Phi_0] = 0$ when $m = a = q = 0$. Also, the angular momentum $-H_m[\Phi_0]$ is chosen to vanish on the solutions with $a = 0$.

**Example 3.5.** Mass and angular momentum for Kerr-AdS BH:

Denoting the Kerr-AdS metric (1.17) with parameters $\{m, a\}$ as $\bar{g}$, then similar analysis to the Kerr BH, using $k_{EM}$ from (2.28), leads to [32]

$$\dot{H}_\delta = \frac{\delta m}{\bar{g}^2} \quad \Rightarrow \quad M = H_\delta = \frac{m}{\bar{g}^2}, \quad (3.11)$$

$$-\dot{H}_m = \frac{a}{\bar{g}^2}\delta m - \frac{m(1 + 3\pi^2)}{\bar{g}^3}\delta a \quad \Rightarrow \quad J = -H_m = \frac{ma}{\bar{g}^2}. \quad (3.12)$$

Reference points have been chosen naturally; For the solution with the parameters set as $m = a = 0$, i.e. the pure $AdS_4$ spacetime, the mass is chosen to vanish, $H_\delta[\Phi_0] = 0$. In addition, the angular momentum $-H_m[\Phi_0]$ is chosen to vanish on the solutions with $a = 0$.

**Example 3.6.** Mass and angular momentum for BTZ BH:

Denoting the BTZ metric (1.19) with parameters $\{m, j\}$ as $\bar{g}$, then similar analysis to the Kerr BH, using $k_{EH}$ from (2.28) leads to [19]

$$\dot{H}_\delta = \frac{\delta m}{8} \quad \Rightarrow \quad M = H_\delta = \frac{m}{8}, \quad (3.13)$$

$$-\dot{H}_m = \frac{\delta j}{8G} \quad \Rightarrow \quad J = -H_m = \frac{j}{8G}. \quad (3.14)$$

The reference point for the mass $H_\delta[\Phi_0]$ is chosen to vanish on the solution with $m = j = 0$. For the angular momentum, $H_m[\Phi_0]$ is chosen to vanish on the solutions with $j = 0$.

**Example 3.7.** Mass and angular momenta for 5-dim MP BH:

Denoting the 5-dim MP metric (1.23) with parameters $\{m, a, b\}$ as $\bar{g}$, then using $k_{EH}$ from (2.28) leads to

$$\dot{H}_\delta = \delta m \quad \Rightarrow \quad M = H_\delta = m, \quad (3.15)$$

$$-\dot{H}_{m_1} = \frac{\pi}{2}(a\delta m + m\delta a) \quad \Rightarrow \quad J_1 = -H_{m_1} = \frac{\pi}{2}ma, \quad (3.16)$$

$$-\dot{H}_{m_2} = \frac{\pi}{2}(b\delta m + m\delta b) \quad \Rightarrow \quad J_2 = -H_{m_2} = \frac{\pi}{2}mb. \quad (3.17)$$

The reference point $H_\delta[\Phi_0]$ is chosen to vanish on the solution with $m = a = b = 0$, i.e. the 5-dim Minkowski spacetime. For the angular momenta, $H_{m_1}$ and $H_{m_2}$, are chosen to vanish for the solutions with $a = 0$ and $b = 0$ respectively.
Example 3.8. Mass and angular momentum for KK BH:

Denoting the KK metric (1.32) with parameters \( \{m, a, v\} \) as \( \tilde{g} \), then using \( k^{KK} \) from (2.38) one finds \[\]

\[
\tilde{\delta} H_{\delta} = \left(1 + \frac{v^2}{2(1 - v^2)}\right) \delta m + \frac{mv}{(1 - v^2)^2} \delta v, \quad \Rightarrow \quad M = H_{\delta} = m \left(1 + \frac{v^2}{2(1 - v^2)}\right),
\]

(3.18)

\[
-\tilde{\delta} H_m = \frac{a}{\sqrt{1 - v^2}} \delta m + \frac{m}{\sqrt{1 - v^2}} \delta a + \frac{ma}{(1 - v^2)^2} \delta v, \quad \Rightarrow \quad J = -H_m = \frac{ma}{\sqrt{1 - v^2}}.
\]

(3.19)

The \( H_{\delta}[\Phi_0] \) has been chosen to vanish on the solution with \( m = a = 0 \). For the angular momentum, \( H_m[\Phi_0] \) vanishes on the solutions with \( a = 0 \).

3.2.3 Electric charge

In addition to the mass and angular momenta, for the solutions of EM theory, the electric charge is another conserved quantity used to label the solutions. It is a Noether-Wald charge, which originates from the gauge symmetry of the theories containing the fields \( A_\mu^{(p)} \). The Lagrangian of gravitational theories which include these fields are chosen to be invariant under

\[
A_\mu^{(p)} \rightarrow A_\mu^{(p)} + \partial_\mu \Lambda^\rho
\]

(3.20)

for arbitrary scalar functions \( \Lambda^\rho \). So \( L \rightarrow L \), fulfilling the symmetry condition in Section 1.2; it is called the gauge symmetry. Performing similar analysis similar to Noether-Wald analysis in section 2.4, but considering \( \delta L = 0 \) results (see Appendix C.7) to the on-shell conserved electric charge \( Q_p \) as

\[
Q_p = \oint_S \star Q^{(p)} ,
\]

(3.21)

where

\[
Q^{(p)}_{\mu \nu} = \left(\frac{\partial L}{\partial F^{(p)}_{\mu \nu}}\right).
\]

(3.22)

Example 3.9. Electric charge in EM theory:

By (2.30) and (3.22), for the EM theory one finds \( Q^{(p)}_{\mu \nu} = -\frac{1}{4\pi G} F^{(p)}_{\mu \nu} \). Therefore

\[
Q_p = -\frac{1}{4\pi G} \oint_S \star d A^{(p)}.
\]

(3.23)
As an example in example, for the Kerr-Newman BH, putting the metric (1.14) and the gauge field (1.16) into (3.23), electric charge is found to be
\[
Q = \frac{q}{G}. \tag{3.24}
\]
The surface \(S\) can be chosen any \((d-2)\)-dim surface surrounding the BH, e.g. surfaces of constant time and radius.

**Example 3.10. Electric charge in KK theory:**

By (2.35) and (3.22), for the KK theory one finds \(Q^{(p)}_{\mu \nu} = -e^{-2\sqrt{3}\phi} \pi G F^{(p)}_{\mu \nu}\). Therefore
\[
Q^p = -\frac{e^{-2\sqrt{3}\phi}}{4\pi G} \oint_S \star dA^{(p)}. \tag{3.25}
\]

As an example in example, for the KK BH, putting the metric (1.32) and the gauge field (1.33) into (3.25), electric charge is found to be
\[
Q = \frac{mv}{G(1 - v^2)}. \tag{3.26}
\]

### 3.3 Temperature and chemical potentials

The temperature which the BHs radiate particles has been derived in semi-classical approximation by Hawking, so it is called Hawking temperature \(T_H\) [5]. Although it has its origins in the quantum realm, but there is a classical entity which by calculating it, one can find the Hawking temperature. It is the *surface gravity* denoted by \(\kappa\), and calculated by the following relation
\[
\kappa^2 = \frac{1}{8} (d\zeta_H)_{\alpha \beta} (d\zeta_H)^{\alpha \beta} \bigg|_H. \tag{3.27}
\]
In the above relation, the normalization of \(\zeta_H\) matters, which is chosen to coincide with the stationarity Killing vector \(\partial_t\) when there is not any angular momentum present. Then the temperature \(T_H\) can be found as
\[
T_H = \frac{\kappa}{2\pi}. \tag{3.28}
\]

The chemical potentials conjugate to the angular momenta are *angular velocities* of the BH, calculated on the horizon. They are denoted as \(\Omega^i_H\), index \(i\) for \(J_i\) and index \(H\) for the horizon. A simple, but non-covariant way of finding them out of the metric components, is
solving the following system of \( n \) unknowns and \( n \) equations

\[
g_{ti} = -g_{ij} \Omega^j_t, \tag{3.29}
\]

where metric components are calculated on the horizon. For sure, for this quick method to work, the metric should have been written in appropriate coordinates. Having the definition of the \( \Omega^i_H \)'s, the horizon Killing vector for different BHs would be explicitly

\[
\zeta^i_H = \partial_t + \Omega^i_H \partial_{\psi^i}. \tag{3.30}
\]

Usually, if we know the Killing vectors for which the Hamiltonians are mass and angular momenta, the equation (3.30) can be used to define \( \Omega^i_H \) covariantly.

The chemical potential conjugate to the electric charges are electric potentials of BH on the horizon. They are denoted as \( \Phi^p_H \) and calculated by

\[
\Phi^p_H = A^{[p]} \zeta^\alpha_H \bigg|_{H}. \tag{3.31}
\]

The sign convention is chosen such that \( \Phi^p \) would be positive, if electric charge is positive.

### 3.4 Entropy as a Hamiltonian generator

One of the profound progresses in thermodynamics of BHs has been introduction of their entropy as a Noether-Wald charge [8, 9]. The Killing vector responsible for this conservation is the normalized horizon Killing vector

\[
\hat{\zeta}_H \equiv \frac{\zeta_H}{\kappa}. \tag{3.32}
\]

The entropy is defined as

\[
\frac{S}{2\pi} \equiv Q^{\hat{\zeta}_H}_H. \tag{3.33}
\]

There is not any ambiguity in this definition, because considering \( H \) to be the bifurcation point of the horizon, then

\[
\hat{\zeta}_H |_{H} = 0, \tag{3.34}
\]

so all kinds of ambiguities in the (2.51) vanish, by the Lemma 2.6. It results the following for the entropy

\[
\frac{S}{2\pi} = \oint_{H} E^\mu \nabla_{[\mu} \hat{\zeta}_{H\nu]}, \tag{3.35}
\]
in which $E^{\mu\nu}$ is defined in (2.52). It is called the Iyer-Wald entropy. By decomposition of Levi-Civita symbol to tangent and binormal components w.r.t to the horizon, it can also be written as

$$\frac{S}{2\pi} = - \oint_H \epsilon_H \epsilon_{\perp \alpha\beta} E^{\alpha\beta\mu\nu} \nabla_{\mu} \hat{\zeta}_{\nu}^\mu, \quad (3.36)$$

in which $\epsilon_H$ is the volume element of $(d-2)$-dim horizon

$$\epsilon_H = \text{Vol}(H) \epsilon_{\alpha_1 \ldots \alpha_{d-2}}(dx^{\alpha_1} \wedge \ldots \wedge dx^{\alpha_{d-2}}), \quad (3.37)$$

and $\epsilon_{\perp}$ is its binormal 2-form [[33]]. Another mostly used form of the Iyer-Wald entropy, using $\nabla_{\mu} \hat{\zeta}_{\nu}^\mu \big|_H = \epsilon_{\perp \mu\nu}$ [8, 9], can be written as

$$\frac{S}{2\pi} = - \oint_H \epsilon_H \epsilon_{\perp \alpha\beta} \epsilon_{\perp \mu\nu} E^{\alpha\beta\mu\nu}. \quad (3.38)$$

Although the entropy has been originally defined by Noether-Wald conserved charge, but it is equal to the Hamiltonian generator of $\hat{\zeta}_H$ calculated on the bifurcation point $H$. It is because by (3.34), the last term in (2.60) vanishes on $H$. Hence, by the Lemma 2.2, entropy is the $H \hat{\zeta}_H$ irrespective of the choice of $S$ surrounding the BH.

**Example 3.11.** *Entropy in EH gravity is proportional to the area of the horizon.*

Putting $E^{\alpha\beta\mu\nu}$ from (2.53) into (3.38), yields

$$\frac{S}{2\pi} = - \frac{1}{16\pi G} \oint_H \epsilon_H \epsilon_{\perp \alpha\beta} \epsilon_{\perp \mu\nu} . \quad (3.39)$$

The binormal tensor is normalized such that $\epsilon_{\perp \alpha\beta} \epsilon_{\perp \mu\nu} = -2$, so

$$\frac{S}{2\pi} = \frac{1}{8\pi G} \oint_H \epsilon_H . \quad (3.40)$$

which is just $\frac{A_H}{8\pi G}$, the area of the horizon divided by $8\pi G$, the Bekenstein-Hawking entropy [6]. The (2.53) is true for EMD-Λ theories, hence (3.40) is true generically for these theories.

**Example 3.12.** *Temperature, chemical potentials and entropy for different BHs:*

- Kerr BH:

  $$T_H = \frac{r_+ - r_--4\pi(r_+^2 + a^2)}{4\pi(r_+^2 + a^2)}, \quad \Omega_H = \frac{a}{r_+^2 + a^2}, \quad \frac{S}{2\pi} = \frac{r_+^2 + a^2}{2G}. \quad (3.41)$$
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– Kerr-Newman BH:
\[ T_H = \frac{r_+ - r_-}{4\pi(r_+^2 + a^2)}, \quad \Omega_H = \frac{a}{r_+^2 + a^2}, \quad \Phi_H = \frac{q r_+}{r_+^2 + a^2}, \quad S \frac{2}{2\pi} = \frac{r_+^2 + a^2}{2G}. \quad (3.42) \]

– Kerr-AdS BH:
\[ T_H = \frac{r_+(1 + \frac{a^2}{r_+^2} + \frac{3r_-^2}{r_+^2} - \frac{a^2}{r_+^2})}{4\pi(r_+^2 + a^2)}, \quad \Omega_H = \frac{a(1 + \frac{r_-^2}{r_+^2})}{r_+^2 + a^2}, \quad S \frac{2}{2\pi} = \frac{r_+^2 + a^2}{2G\Xi}. \quad (3.43) \]

– BTZ BH:
\[ T_H = \frac{r_+ - r_-}{2\pi l^2 r_+}, \quad \Omega_H = \frac{r_-}{r_+}, \quad S \frac{2}{2\pi} = \frac{r_+}{4G}. \quad (3.44) \]

– 5-dim MP BH:
\[ T_H = \frac{r_+^4 - a^2 b^2}{2\pi r_+(r_+^2 + a^2)(r_+^2 + b^2)}, \quad \Omega_H^1 = \frac{a}{r_+^2 + a^2}, \quad \Omega_H^2 = \frac{b}{r_+^2 + b^2}, \quad S \frac{2}{2\pi} = \frac{\pi(r_+^2 + a^2)(r_+^2 + b^2)}{4Gr_+}. \quad (3.45) \]

– KK BH:
\[ T_H = \frac{(r_+ - r_-)\sqrt{1 - v^2}}{4\pi(r_+^2 + a^2)}, \quad \Omega_H = \frac{a\sqrt{1 - v^2}}{r_+^2 + a^2}, \quad \Phi_H = \frac{v}{2}, \quad S \frac{2}{2\pi} = \frac{r_+^2 + a^2}{2G\sqrt{1 - v^2}}. \quad (3.46) \]

### 3.5 Laws of black hole thermodynamics

There are four well-known thermodynamic laws for thermodynamic systems, e.g. a box of hydrogen gas. Denoting the internal energy by \( E \), pressure by \( P \), volume by \( V \), number of particles by \( N \), and its chemical potential by \( \mu \), the laws are

(0) In a system in thermal equilibrium, temperature (and other chemical potentials) are constant over the system,

\[ \delta E = T\delta S - P\delta V + \mu \delta N, \]

(1) In a closed thermodynamic system, entropy never decreases,

(3) – \( T = 0 \) is not physically achievable,

– If \( T \to 0 \) then \( S \to 0 \).
Analogous to these four laws, stationary BHs fulfill four laws, known as laws of BH thermodynamics. These laws are as below [7]:

(0) \( T_H, \Omega_H^i \) and \( \Phi_H^p \) are constant over the horizon,

(1) \( \delta M = T_H \delta S + \Omega_H^i \delta J_i + \Phi_H^p \delta Q_p \),

(2) For a closed thermodynamic system (including the black hole), entropy never decreases,

(3) \( T_H = 0 \) is not physically achievable.

A simple proof of the zeroth law for temperature is provided in Appendix C.8 [[14]]. For the proof of constancy of \( \Omega_H^i \), see [[34]] and references therein.

It is easy to check the first law by parametric variations, explained in the example below. The Iyer-Wald proof of the law is presented after that.

Example 3.13. Checking the first law of BH thermodynamics by parametric variations:

One can use the parametric variations to check the first law of BH thermodynamics. For example, for the Kerr BH, the \( J \) and \( S \) are known in terms of parameters \( \{m, a\} \), through (3.8) and (3.41). Hence one has simply

\[
\frac{\delta S}{2\pi} = \frac{2r_+^2}{r_+ - r_-} \delta m - \frac{2ma}{r_+ - r_-} \delta a , \quad \delta J = a \delta m + m \delta a .
\] (3.47)

Putting (3.47) in the \( T_H \delta S + \Omega_H \delta J \), and using (3.41) to replace \( T_H \) and \( \Omega_H \), the result would confirm the first law. Similar analysis can be done for other BHs in our sample.

Example 3.14. Iyer-Wald proof of the first law (for theories without gauge fields):

Assume that a stationary BH in \( d \)-dim with the \( \mathbb{R} \times U(1)^n \) isometry is given as a solution to some gravitational theory [9]. The field of that solution can be denoted by \( \Phi \). Consider the \((d-1)\)-dim spacelike hypersurface \( \Sigma \) connecting the bifurcation point of the horizon to the asymptotic infinity (see Figure 3.1(a)). For the Killing vector \( \zeta_H \), and for the perturbations \( \delta \Phi \) which satisfy the l.e.o.m, one can integrate the pull-back of \( \omega(\delta \Phi, \delta \zeta_H \Phi, \Phi) \) to the \( \Sigma \). By (2.58) and the Stoke’s theorem,

\[
\int_{\Sigma} \omega(\delta \Phi, \delta \zeta_H \Phi, \Phi) = \oint_{\partial \Sigma} (\delta Q_{\zeta_H} - \zeta_H \cdot \Theta(\delta \Phi, \Phi)) .
\] (3.48)

The LHS vanishes for isometry generator \( \zeta_H \), because of \( \delta \zeta_H \Phi = 0 \). On the other hand, \( \Sigma \) has two boundaries, the bifurcation point of the horizon and the infinity. So

\[
0 = \oint_{\infty} (\delta Q_{\zeta_H} - \zeta_H \cdot \Theta(\delta \Phi, \Phi)) - \oint_{H} (\delta Q_{\zeta_H} - \zeta_H \cdot \Theta(\delta \Phi, \Phi)) .
\] (3.49)
According to the section 3.4, the last term would be $-\kappa \frac{\delta S}{2\pi}$ unambiguously (see Appendix C.9 for the reason). The first term, noticing (2.60) and (3.30) would be $\delta M - \Omega^t_n \delta J^t_i$. By the Hawking temperature (3.28) then
\[
\delta M = T_n \delta S + \Omega^t_n \delta J^t_i.
\] (3.50)

The second law of BH thermodynamics extends the usual second low of thermodynamics to include BHs [35],[36, 37]. It is usually called as generalized second law.

The third law of BH thermodynamics, which is also known as cosmic censorship conjecture does not have a rigorous proof [7]. The conjecture claims that naked singularity, i.e. a singularity which does not hide behind horizon is physically impossible [[38]]. The naked singularities are literally equivalent to negative temperatures $T_n < 0$, as will be discussed in the next section. However see Figure 3.1(c) for their typical Carter-Penrose (CP) diagram.

### 3.6 Extremal black holes

*Extremal* BHs, are BHs with zero temperature, $T_n = 0$, which according to (3.28) is equivalent to $\kappa = 0$. The Killing horizons with this property are called degenerate horizons. The nomenclature originates from the fact that extremal BHs have their two outermost horizons at the same radius $r_+ = r_- \equiv r_c$. It is in contrast to the Killing horizons with $\kappa > 0$, which are called bifurcating Killing horizons. Extremality constraints the parameters of the BH. Usually mass is expressed in terms of other parameters. Therefore the extremal BHs have one parameter less than the similar BHs at non-zero temperature. Emphasizing again, in contrast to the BHs at non-zero temperature which have bifurcation horizon, extremal BHs have not bifurcation horizons. Illustrating by an example, the CP diagrams for the Kerr and extremal Kerr are depicted in Figures 3.1(a) and 3.1(b). An interesting property of the extremal BHs is that they have usually non-zero entropy. This is in contradiction to the third law of thermodynamics which states that if $T \to 0$, then $S \to 0$. A natural question would be generalization of this version of the third law to the BHs thermodynamics. In other words, the question is whether there is a law which determines that if $T_n \to 0$ then $S \to ?$. In the next chapters of Part I, the answer will be presented.
Example 3.15. Entropy of the extremal BHs is not generally zero.

The extremality condition constraints one of the parameters (usually chosen to be \( m \)) to the other parameters of the BH. It can be found simply by the constraint \( r_+ = r_- \). Calling this degenerate radius as \( r_e \), then the entropy would be read simply by inserting \( r_e \) to (3.41) etc. The extremality condition, \( r_e \) and the entropy for the BHs in our examples, as a function of BHs parameters are as follows.

- Extremal Kerr BH:

\[ Gm = a, \quad r_e = a, \quad S = \frac{a^2}{2\pi} G. \quad (3.51) \]

- Extremal Kerr-Newman BH:

\[ Gm = \sqrt{a^2 + q^2}, \quad r_e = \sqrt{a^2 + q^2}, \quad S = \frac{2a^2 + q^2}{2G}. \quad (3.52) \]

- Extremal Kerr-AdS BH:

\[ Gm = \frac{r_e(1 + \frac{r_e^2}{l^2})^2}{1 - \frac{r_e^2}{l^2}}, \quad r_e^2 = \frac{\sqrt{l^4 + 14l^2a^2 + a^4 - a^2 - l^2}}{6}, \quad S = \frac{r_e^2 + a^2}{2G \Xi}. \quad (3.53) \]

- Extremal BTZ BH:

\[ Gm = \frac{j}{l}, \quad r_e = \sqrt{\frac{jl}{2}}, \quad S = \frac{1}{4G} \sqrt{\frac{jl}{2}}. \quad (3.54) \]
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– Extremal 5-dim MP BH:

\[ Gm = \frac{(a + b)^2}{2}, \quad r_e = ab, \quad \frac{S}{2\pi} = \frac{\pi \sqrt{a b} (a + b)^2}{4G}. \quad (3.55) \]

– Extremal KK BH:

\[ Gm = a, \quad r_e = a, \quad \frac{S}{2\pi} = \frac{a^2}{G \sqrt{1 - v^2}}. \quad (3.56) \]

Example 3.16. Extremal Vanishing Horizons (EVH):

Although Example 3.15 shows that the entropy is not usually zero at \( T_H = 0 \), but there are some specific BHs which do have zero entropy, at zero temperature. They are called Extremal Vanishing Horizons (EVHs for short) [39]. In a sense, they behave as the usual thermodynamic systems. One example which can be found by the above equations, is the extremal 5-dim MP BH, when only one of the parameters \( a \) or \( b \) is zero. Following the (3.55), the entropy vanishes if \( a = 0 \) or \( b = 0 \). It is important that in this situation, the mass would be finite and non-zero.

Another interesting thermodynamic property which extremal BHs posses, is that they can have non-trivial dynamics at zero temperature. The entropy at extremality is a non-trivial function of other thermodynamic variables. So although the first law of BH thermodynamics at \( T_H = 0 \) would become \( \delta M = \Omega_{\text{ext}}^i \delta J^i + \Phi_{\text{ext}}^p \delta Q_p \), but it is blind to the variations of the entropy \( \delta S \). In other words, there is another natural question that if \( T_H \) is kept to be zero, then \( \delta S =? \). This question will also be addressed in the next chapters.

A careful reader might have noticed that at exactly zero temperature, \( i.e. \kappa = 0 \), the Iyer-Wald analysis for the entropy breaks down. It is because \( \hat{\zeta}_H \) in (3.32) is ill-defined. In other word, having a bifurcation horizon is a key condition for the Iyer-Wald analysis [9]. Therefore, a question arises is whether at zero temperature, entropy is Hamiltonian generator for a Killing vector.

The key step towards studying the extremal BHs and answering the questions above, is to study them at their near horizon region, which will be described in the next chapter.
Chapter 4

Near horizon geometry of the extremal black holes

In this chapter we will study the extremal BHs in the regions near their horizons. There are several reasons for conducting this study; BHs are compact objects localized in some portion of the space. In addition, thermodynamic variables of the BHs are encoded in their near horizon region; Temperature and chemical potentials are calculated on the horizon, while entropy and other Hamiltonian generators can be calculated on the horizon. Another reason comes from the zeroth law of BH thermodynamics, which requests the temperature and chemical potentials to be constant over the horizon. Hence, it is natural to study BH thermodynamic behaviours in the regions around them. As it was described in the end of the last chapter, we will focus on the extremal BHs. Interestingly, studying their near horizon region also makes the study simpler and more fruitful. There are some specific features for the extremal ones, making them more manageable in the “near horizon” approach of studying; one is the “isometry enhancement” described in this chapter. The other one is “uniqueness of their dynamical perturbations”, described in Part II.

In the first section, the closer look at the horizon of the extremal BHs is put into mathematical language. In the second section, isometries of the resulted geometries are studied, and “isometry enhancement” is introduced.
4.1 Near horizon limit

Approaching to the near horizon region of BHs is a well-known procedure in the literature of BHs. The physical meaning of this procedure is taking a closer look at the horizon. More precisely, it is studying the field configurations around $r \to r_+$. In order to perform this procedure, it is customary to introduce a dimensionless radius $r$ by the coordinate transformation

$$r = r_+(1 + \lambda r). \quad (4.1)$$

Then, assuming the constant $\lambda$ to be infinitesimal, the approximation can be performed to the desired order.

**Example 4.1. Near horizon approximation of Schwarzschild BH:**

Schwarzschild BH is the Kerr BH without rotation, i.e. with $a = 0$. The metric is explicitly as

$$ds^2 = -f dt^2 + \frac{dr^2}{f} + r^2 d\theta^2 + r^2 \sin^2 \theta d\psi^2, \quad f = 1 - \frac{2Gm}{r}. \quad (4.2)$$

The horizon of this BH is at $r_+ = 2Gm$. The near horizon approximation of this metric can be found by the transformation $r = r_+(1 + \lambda r)$ and keeping relevant terms up to the order $O(\lambda)$. The result would be

$$ds^2 = -\lambda r dt^2 + \frac{4\lambda G^2 m^2}{r} dr^2 + r_+^2 d\theta^2 + r_+^2 \sin^2 \theta d\psi^2. \quad (4.3)$$

The $(t, r)$ sector of this near horizon metric is a Rindler space with acceleration equal to $\frac{1}{4Gm}$. It can be made explicit by the change of coordinate $\rho^2 \equiv \lambda(4Gm)^2 r$, which makes the metric of that sector to be $-\frac{\rho^2}{(4Gm)^2} dt^2 + d\rho^2$. The $(\theta, \psi)$ sector is just a 2-sphere with radius $r_+$.

The geometry which is derived by the mentioned approximation is called near horizon geometry. The near horizon geometries are not necessarily a solution to the theory. For example, although Schwarzschild BH is a solution to the EH gravity, but its near horizon geometry, the (4.3), is not a solution. It is because the procedure of performing the near horizon approximation is composed of two steps; 1) a coordinate transformation (4.1) 2) an approximation procedure. The former can not ruin the metric (and other probable dynamical fields) to be a solution, but the latter can.
Studying the near horizon geometry of the extremal BHs is conceptually similar, but with an important mathematical difference, and some subtleties. The mathematical difference is that in order to derive the near horizon geometry of the extremal BHs, a \textit{limiting} process can be used instead of approximation.

The first subtle issue is that in addition to the transformation (4.1), one needs to choose coordinates in which the time is in the direction of the Killing horizon $\zeta_H$. It is done by the transformation $\psi^i \rightarrow \psi^i - \Omega^i_H t$. This transformation is necessary because the horizon is behind the ergosphere, so the usual time generator $\partial_t$ would not be timelike. On the other hand, $\zeta_H$ defines a natural time outside but close to the horizon. The second subtle issue is that taking the near horizon limit of the extremal BHs leads to divergences in time components of the metric. Preventing it, one needs to rescale the time by a factor $\lambda$. Taking the mentioned two issues into account, the coordinate transformations from original extremal BH coordinates $(t, r, \theta^\alpha, \psi^i)$ to the near horizon geometry coordinates $(t, r, \theta^\alpha, \phi^i)$ would be

$$t = \frac{c_0 r e^t}{\lambda}, \quad r = r_e (1 + \lambda r), \quad \psi^i = \phi^i + \Omega^i_H c_0 r e^t.$$  

(4.4)

in which the constant $c_0$ is an unimportant factor\(^\dagger\). The last subtlety is that in the presence of some gauge fields $A^{(p)}$, in addition to the (4.4), a gauge transformation would also be necessary to prevent divergences in their components as

$$A^{(p)} \rightarrow A^{(p)} + d\Lambda^p, \quad \Lambda^p = -\Phi^p_H c_0 r e^t.$$  

(4.5)

After the above transformations, taking the limit $\lambda \rightarrow 0$ would result the near horizon geometry of the extremal BHs. There are some interesting remarks on this limit which is described below.

- The transformations are chosen in a way that all of the coordinates $(t, r, \theta^\alpha, \phi^i)$ are dimensionless.

- The process of taking near horizon limit for the extremal BHs, is composed of two steps; 1) the transformations (4.4) 2) the exact limit $\lambda \rightarrow 0$. Both of these steps keep a solution to remain a solution. So the near horizon geometry would be a new solution to the theory itself.

- It is proved [11, 12],[[13]] that for a generic family of theories which we will focus on implicitly in Part I, the fields of the resulted near horizon geometries have the following

\(^\dagger\)however see section 5 of [1] to find out how to determine it appropriately.
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generic shapes.
\[ ds^2 = \Gamma \left[ -r^2 dt^2 + \frac{dr^2}{r^2} + \gamma_{ij} (d\varphi^i + k^i r dt)(d\varphi^j + k^j r dt) \right], \quad (4.6) \]

\[ A^{(p)} = \sum_{i=1}^{n} f_i^{(p)} (d\varphi^i + k^i r dt) - e^p r dt, \quad (4.7) \]

\[ \phi^i = \phi_i^{(\theta^a)}. \quad (4.8) \]

where summation of \(i, j\) is from 1 to \(n\), and \(\alpha, \beta\) go from 1 to \(d-2-n\). The \(\Gamma, \tilde{\gamma}_{ij}, \gamma_{ij}, f_i^{(p)}\) are some functions of the coordinate \(\theta^a\) whose explicit functionality are fixed by the limiting process. The \(k^i\) and \(e^p\) are some constants determined similarly.

**Example 4.2. Near horizon geometry of the extremal Kerr BH:**
Beginning from (1.11) in its extremal form, and by the coordinate transformations (4.4) choosing \(c_0 = 2\), and taking the limit \(\lambda \to 0\) one finds

\[ \Gamma = a^2 (1 + \cos^2 \theta), \quad \tilde{\gamma} = 1, \quad \gamma = \left( \frac{2 \sin \theta}{1 + \cos^2 \theta} \right)^2, \quad k = 1. \quad (4.9) \]

**Example 4.3. Near horizon geometry of the extremal Kerr-Newman BH:**
Beginning from (1.14) in its extremal form, and by the transformations (4.4) and (4.5) choosing \(c_0 = \frac{q^2 + 2a^2}{q^2 + a^2}\), and taking the limit \(\lambda \to 0\), one finds

\[ \Gamma = q^2 + a^2 (1 + \cos^2 \theta), \quad \tilde{\gamma} = 1, \quad \gamma = \left( \frac{q^2 + 2a^2 \sin \theta}{q^2 + a^2 (1 + \cos^2 \theta)} \right)^2, \quad k = \frac{2a \sqrt{q^2 + a^2}}{q^2 + 2a^2}, \quad (4.10) \]

\[ f = -\frac{\sqrt{q^2 + a^2} q a \sin^2 \theta}{q^2 + a^2 (1 + \cos^2 \theta)}, \quad e = \frac{q^3}{q^2 + 2a^2}. \]

**Example 4.4. Near horizon geometry of the extremal Kerr-AdS BH:**
Beginning from (1.17) in its extremal form, and by the transformations (4.4), by defining the \(\Delta_0 \equiv 1 + \frac{a^2}{r^2} + \frac{6r^2}{l^2} \) and choosing \(c_0 = \frac{r^2 + a^2}{r^2 + \Delta_0}\), and taking the limit \(\lambda \to 0\), one finds

\[ \Gamma = \frac{\rho^2}{\Delta_0}, \quad \tilde{\gamma} = \frac{\Delta_0}{\Delta_0}, \quad \gamma = \frac{\Delta_0}{\Delta_0} \left( \frac{r^2 + a^2}{\rho^2} \right)^2 \sin^2 \theta, \quad k = \frac{2ar_0 \Xi}{\Delta_0 (r^2 + a^2)}, \quad (4.11) \]

in which

\[ \rho^2 \equiv r^2 + a^2 \cos^2 \theta, \]

\[ \Delta_0 \equiv 1 - \frac{a^2}{l^2} \cos^2 \theta, \]

\[ \Xi \equiv 1 - \frac{a^2}{l^2}. \quad (4.12) \]
Example 4.5. Near horizon geometry of the extremal BTZ BH:
The coordinates of the BTZ BH would be \((t,r,\varphi)\), i.e. there is not any \(\theta\). So \(\Gamma\) and \(\gamma\) are expected to be some constants. By the coordinate transformations (4.4) choosing \(c_0 = \frac{l}{2j}\), and taking the limit \(\lambda \to 0\), one finds
\[
\Gamma = \frac{l^2}{4}, \quad \gamma = \frac{2j}{l}, \quad k = \sqrt{\frac{l}{2j}}. \tag{4.13}
\]

Example 4.6. Near horizon geometry of the extremal 5-dim MP BH:
By the coordinate transformations (4.4) choosing \(c_0 = \frac{(a+b)^2}{4ab}\), and taking the limit \(\lambda \to 0\), one finds
\[
\Gamma = \frac{1}{4}(a+b)(a \cos^2 \theta + b \sin^2 \theta), \quad \tilde{\gamma} = 4, \quad k^1 = \frac{1}{2} \sqrt{\frac{b}{a}}, \quad k^2 = \frac{1}{2} \sqrt{\frac{a}{b}},
\]
\[
\gamma_{ij} = \frac{4}{(a \cos^2 \theta - b \sin^2 \theta)^2} \begin{pmatrix} a(a+b \sin^2 \theta) \sin^2 \theta & ab \cos^2 \theta \sin^2 \theta \\ ab \cos^2 \theta \sin^2 \theta & b(b+a \cos^2 \theta) \cos^2 \theta \end{pmatrix}. \tag{4.14}
\]

Example 4.7. Near horizon geometry of the extremal KK BH:
By the coordinate transformations (4.4) and (4.5) choosing \(c_0 = \frac{2}{\sqrt{1-v^2}}\) and taking the limit \(\lambda \to 0\), one finds
\[
\Gamma = \sqrt{\frac{(1+\cos^2 \theta)(1+\cos^2 \theta + v^2 \sin^2 \theta)}{1-v^2}} a, \quad \tilde{\gamma} = 1, \quad k = 1,
\]
\[
\gamma = \frac{4 \sin^2 \theta}{(1+\cos^2 \theta)(1+\cos^2 \theta + v^2 \sin^2 \theta)}, \quad f = -av \sqrt{1-v^2} \sin^2 \theta, \quad e = 0, \quad \phi = -\frac{\sqrt{3}}{4} \ln \left( \frac{1+\cos^2 \theta + v^2 \sin^2 \theta}{(1-v^2)(1+\cos^2 \theta)} \right). \tag{4.15}
\]

One can explicitly check that the geometries derived in the examples above, are themselves solutions to the theory which the extremal BH has been. An important property of the near horizon geometries of the extremal BHs is the isometry enhancement described in the next section.
4.2 Isometry enhancement

In the process of near horizon limit for the extremal BHs, something unexpected but important and helpful happens; the isometry enhancement. Note that this isometry enhancement is crucial in giving us a good handle and control over the geometry (compared to usual BHs). In fact, one of the major obstacles in understanding the BH physics is the strong (nonlinear) gravitational effects. Having more isometries will ameliorate the problem. Before describing “isometry enhancement”, we emphasize that approaching to the surface of an object, can change isometries of the region under study. It is done by a simple but intuitive example. After that, the “isometry enhancement” is described.

Example 4.8. Changing of the isometries in the limit to the surface of an object:

Consider the planet earth, as a spherical lonely object in the 3-dim space. It has spherical isometry. The group which is responsible for this isometry is known as $SO(3)$. Its algebra is a three dimensional non-commutative algebra. Now, assume that one approaches to the surface of the earth. The surface
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of the earth would be seen as a flat plane. Its isometries would be translations tangent to the plane, and rotation around an axis perpendicular to the plane. The group would be $\mathbb{R}^2 \times U(1)$, which has also a 3-dimensional algebra. But the translations commute. In other words, approaching to the surface of the earth, changes the isometries of the region under consideration from $SO(3)$ to $\mathbb{R}^2 \times U(1)$.

Following the example above, assume a more realistic planet earth, which is flattened towards its equator. It would have the $U(1)$ isometry instead of $SO(3)$. Again, approaching its surface would change the isometry to the $\mathbb{R}^2 \times U(1)$. In this case an isometry enhancement has happened. The isometry algebra gets larger.

In the case of near horizon limit of the extremal BHs, a similar phenomenon happens. The isometry changes. It gets larger; the isometry enhancement. The $\mathbb{R} \times U(1)^n$ isometry of the extremal BH enhances to $SL(2, \mathbb{R}) \times U(1)^n$ isometry, described in the remaining of the section.

![Diagram](image)

**Figure 4.2:** (a) A schematic of a rotating extremal BH. It is in black, because it does not have any radiation. It has $\mathbb{R} \times U(1)^n$ isometry. (b) A schematic of near horizon region of that extremal BH. The isometry enhances to $SL(2, \mathbb{R}) \times U(1)^n$.

The extremal BHs under consideration have $\mathbb{R} \times U(1)^n$ isometry as described in chapter 1. But their near horizon geometries (4.6-4.8) have $SL(2, \mathbb{R}) \times U(1)^n$. The $SL(2, \mathbb{R})$ isometries are generated by Killing vectors $\xi_a$ with $a \in \{-, 0, +\}$ and

$$
\xi_- = \partial t, \quad \xi_0 = t \partial_t - r \partial_r, \quad \xi_+ = \frac{1}{2} \left( t^2 + \frac{1}{r^2} \right) \partial_t - tr \partial_r - \frac{1}{r} k^i \partial \varphi^i. \quad (4.16)
$$
The \( U(1)^n \) isometries are generated by Killing vectors \( m_i \) with \( i \in \{1, \ldots, n\} \) and
\[
m_i = \partial_{\varphi^i}.
\] (4.17)

The isometry algebra is then
\[
[\xi_0, \xi_-] = -\xi_-, \quad [\xi_0, \xi_+] = \xi_+, \quad [\xi_-, \xi_+] = \xi_0, \quad [\xi_a, m_i] = 0.
\] (4.18)

Notice that the above vector fields are Killings, irrespective to the specific functionality of undetermined functions in (4.6-4.8). To be more precise, the form of NHEG “ansatz” given in (4.6-4.8) is the most general field configuration with these isometries. One subtle issue worth mentioning is that \( \xi_+ \) is not an isometry generator of the gauge fields, but it leaves them invariant up to a gauge transformation,
\[
\mathcal{L}_{\xi_+} A^{(p)} = d\left(\frac{-e^p}{r}\right) \equiv dA^p.
\] (4.19)

As it is expected, the \( m_i \) vectors in (4.17) are the original \( \partial_\varphi^i \) in the near horizon limit. Also the original stationarity Killing \( \partial_t \) goes to a linear combination of (4.17). On the other hand, it can be checked that \( \zeta_{\Omega} \) would vanish in the near horizon limit as \( \lambda \partial_t \).

Although the geometries which were described in this chapter are derived by a limiting process from the extremal BHs, but they are some solutions with their own isometries, uniqueness theorems, Killing horizon structures etc, which some of them will be discussed in the next chapter. It makes studying their properties, an interesting subject on its own. Specifically we will study thermodynamic behaviours of these geometries in chapter 6. In addition to deriving those properties, it would be expected finding the answers to the questions posed in Section 3.6 on the thermodynamics of the extremal BHs.
Chapter 5

Near Horizon Extremal Geometries

In the previous chapter, by taking the near horizon limit of extremal BHs, we found new geometries as solutions to the considered theory. Isometries of the new geometries are enhanced to $SL(2, \mathbb{R}) \times U(1)^n$. The goal of this chapter is delving into the interesting mathematical properties of these geometries, which are necessary tools for later chapters. We will deal the geometries, found at near horizons of extremal BHs, as geometries having independent personality, and call them Near Horizon Extremal Geometries, NHEGs for short.

As mentioned, taste of this chapter is more mathematical rather than physical. In the first section, NHEGs are defined. In the second section, the $AdS_2$ sector of NHEGs are studied. Third section deals with causal structure of NHEGs, and identifies infinite numbers of Killing horizons in it. Fourth section studies discrete isometries of NHEGs. Finally, in the fifth section, modular covariance of these geometries are introduced.

5.1 Introducing NHEGs

The NHEGs can be viewed as an independent family of solutions by the definition below.

**Definition 5.1.** NHEGs are the most general solutions, with local $SL(2, \mathbb{R}) \times U(1)^n$ isometry group and $U(1)^p$ gauge group$^1$.

$^1$In this thesis, we ignore the topological issues for simplicity. An interested reader can refer to the original papers, for more discussions on NHEG topological issues.
The coordinates can be chosen to make the isometry manifest. In those coordinates, the fields would have the generic shape of
\[ ds^2 = \Gamma \left[ -r^2 dt^2 + \frac{dr^2}{r^2} + \tilde{\gamma}_{\alpha\beta} d\theta^\alpha d\theta^\beta + \gamma_{ij} (d\varphi^i + k^i r^2 dt) (d\varphi^j + k^j r^2 dt) \right], \]
(5.1)
\[ A^{(p)} = f_i^{(p)} (d\varphi^i + k^i r^2 dt) - e^p r^2 dt, \]
(5.2)
\[ \phi^I = \varphi^I (\theta^\alpha). \]
(5.3)
where summation of \( i, j \) is from 1 to \( n \), and \( \alpha, \beta \) go from 1 to \( d - 2 - n \). The \( \Gamma, \tilde{\gamma}_{\alpha\beta}, \gamma_{ij}, f_i^{(p)} \)
are some functions of the coordinate \( \theta^\alpha \) whose explicit functionality are fixed by the e.o.m. The \( k^i \) and \( e^p \) are some constants determined similarly. The isometry group is generated by Killing vectors
\[ \xi_-=\partial_t, \quad \xi_0 = t\partial_t - r\partial_r, \quad \xi_+ = \frac{1}{2} \left( t^2 + \frac{1}{r^2} \right) \partial_t - tr\partial_r - \frac{k^i}{r} \partial\varphi^i, \quad m_i = \partial\varphi^i, \]
(5.4)
whose algebra is
\[ [\xi_0, \xi_-] = -\xi_-, \quad [\xi_0, \xi_+] = \xi_+, \quad [\xi_-, \xi_+] = \xi_0, \quad [\xi_0, m_i] = 0. \]
(5.5)
in which \( a \in \{-, 0, +\} \) and \( i \in \{1, \ldots, n\} \).

**Example 5.1.** *Near horizon extremal Kerr (NHE-Kerr):*
Choosing the theory to be EH gravity in \( d = 4 \), and by the request of \( SL(2, \mathbb{R}) \times U(1) \) one finds an NHEG solution, as
\[ \Gamma = a^2 (1 + \cos^2 \theta), \quad \tilde{\gamma} = 1, \quad \gamma = \left( \frac{2 \sin \theta}{1 + \cos^2 \theta} \right)^2, \quad k = 1, \]
(5.6)
known as “near horizon extremal Kerr”. It is a solution with one parameter \( a \). Other examples of NHEGs can be examples 4.3-4.7 which we do not repeat.

Although the NHEGs are not asymptotic flat solutions, but they can be labelled by their angular momenta \( J_i \) and electric charges \( Q_p \). Instead of asymptotics, one can choose any \((d-2)\)-dim surface of constant \((t, r)\) for charge integrations. The next two sections will provide us mathematical tools, necessary for explaining these issues in the next chapter.
5.2 \textit{AdS}_2 \textit{sector and its} \textit{SL}(2, \mathbb{R}) \textit{isometry}

Keeping \( \theta^\alpha, \varphi^i \) constant, there is an \textit{AdS}_2 sector in the metric (5.1), which is proportional to

\[ ds^2 = -r^2 dt^2 + \frac{dr^2}{r^2}. \]  \hspace{1cm} (5.7)

\textit{SL}(2, \mathbb{R}) isometry of \textit{NHEGs} is basically related to this sector. Forgetting about the \( g_{t\varphi^i} \) terms in (5.1), which means dropping the \( \frac{k_i}{r} \partial_{\varphi^i} \) in \( \xi_+ \), the \( \xi_a \)'s are isometries of the \textit{AdS}_2 sector. Having a review on the \textit{SL}(2, \mathbb{R}) group and \textit{AdS}_2 geometry is useful for later discussion.

\textit{SL}(2, \mathbb{R}) is the group composed of 2\times2 real valued matrices with unit determinant. It is a Lie group, and has a Lie algebra denoted by \textit{sl}(2, \mathbb{R}). The algebra is a 3-dim algebra generated by \( \xi_a \) basis which satisfy the commutation relations (5.5). The commutation relations can be written efficiently using the \textit{structural coefficients}, \( f^c_{ab} \) as

\[ [\xi_a, \xi_b] = f^c_{ab} \xi_c. \]  \hspace{1cm} (5.8)

Killing form of the \textit{sl}(2, \mathbb{R}) algebra can be found from structural coefficients as

\[ K_{ab} = \frac{-1}{2} f^d_{ac} f^c_{bd}, \]  \hspace{1cm} (5.9)

which in the basis chosen for the algebra, it is

\[ K_{ab} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & -1 & 0 \\ 1 & 0 & 0 \end{pmatrix}. \]  \hspace{1cm} (5.10)

See Appendix B for the reason of conventional factor \( \frac{-1}{2} \). Its inverse \( K^{ab} = (K^{-1})_{ab} \) has the same components as itself (in the chosen basis). Using the Killing form one can raise or lower the indices, \( e.g. f_{abc} = K_{cd} f_{ab}^d. \) An algebra can have different representations, so \textit{sl}(2, \mathbb{R}) also can. The set of vectors \( \xi_a \) in (5.4) is one of the representations of it. Another one is given in the example below.
Example 5.2. Adjoint representation of $sl(2, \mathbb{R})$:

$sl(2, \mathbb{R})$ is a 3-dim algebra. Every algebra is a linear vector space. So consider $\mathbb{R}^3$ with the standard basis $\{\hat{i}, \hat{j}, \hat{k}\}$ to be used for the representation of $sl(2, \mathbb{R})$. We can simply choose the basis as $|\xi_{-}\rangle = \hat{i}$, $|\xi_{0}\rangle = \hat{j}$ and $|\xi_{+}\rangle = \hat{k}$. The adjoint representation of $sl(2, \mathbb{R})$ would be members of the endomorphisms of $\mathbb{R}^3$, i.e. the $3 \times 3$ matrices, with the property $\xi_{a}|\xi_{b}\rangle = |[\xi_{a}, \xi_{b}]\rangle$. They are explicitly

$$
\xi_{-} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad \xi_{0} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \xi_{+} = \begin{pmatrix} 0 & 0 & 0 \\ -1 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix}. \quad (5.11)
$$

The Killing form can be read by $K_{ab} = -\frac{1}{2} \text{Tr}(\xi_{a} \xi_{b})$.

$SL(2, \mathbb{R})$ is the isometry group of the $AdS_2$ geometry. $AdS_2$ is a 2-dim manifold with constant negative Ricci scalar. The $AdS_2$ can be embedded in $\mathbb{R}^{2,1}$, the 3-dim spacetime with signature $(−, −, +)$ and coordinates $(X^{1}, X^{2}, X^{3})$, as

$$
- (X^{1})^2 - (X^{2})^2 + (X^{3})^2 = -l^2. \quad (5.12)
$$

$l$ is called AdS radius, and we will choose it to be unit radius. The coordinate system which covers the manifold of $AdS_2$ is called global coordinate. The reader can have a glimpse on it in Appendix B. There are another coordinates used for parametrizing the geometry, e.g. Gaussian null coordinate, or Kruskal type coordinate described in [4]. Coordinates which are used widely in this report, are $(t, r, \theta^{i}, \varphi^{i})$ such that $AdS_2$ metric would be (5.7). It is called the Poincaré patch, because it does not cover all the manifold. In the CP diagram for $AdS_2$, which is depicted in Figure 5.2(a), the patches are illustrated. The range of $t$ is $(-\infty, \infty)$, and the range of $r$ can be $(0, \infty)$ or $(-\infty, 0)$ depending on which patches are expected to be covered. The $r = 0$ is the Poincaré horizon in $AdS_2$ manifold, which is a degenerate Killing horizon, corresponding to the Killing vector $\xi_{-}$. The $r = -\infty$ and $r = \infty$ are conformal boundaries of the manifold. The $AdS_2$ metric, in these coordinates, would be (5.7).

Embedding $AdS_2$ in $\mathbb{R}^{2,1}$, the vector which connects origin to the point of $(t, r)$ is denoted as $n^{a}$ where [1]

$$
n^{-} = -\frac{t^{2}r^{2} - 1}{2r}, \quad n^{0} = tr, \quad n^{+} = -r. \quad (5.13)
$$
Appendix B is added to provide a rigorous introduction for this vector. However an insight is given in Figure 5.1. Indices can be lowered by the Killing form (5.10) as

\[ n_- = -r, \quad n_0 = -tr, \quad n_+ = -\frac{t^2r^2 - 1}{2r}. \]  

(5.14)

The \( n^a \) has interesting properties as

\[ n_an^a = -1, \]  

(5.15)

\[ \mathcal{L}_{\xi_a}n_b = f_{ab}^c n_c, \]  

(5.16)

\[ n^a\xi_a = k^im_i. \]  

(5.17)

Paying attention to the (5.16), \( n_a \) is a vector representation of the \( sl(2, \mathbb{R}) \).

### 5.3 Causal structure

In the previous section we had a look at \((t, r)\) sector of the NHEG metric (5.1). Now we would have a look at the other sector. At each point of the \( AdS_2 \) sector identified by some constant \((t, r)\), e.g. \((t_H, r_H)\), there is a \((d-2)\)-dimensional closed smooth surface \( \mathcal{H} \). It is parametrized by the coordinates \((\theta^\alpha, \varphi^i)\). The induced metric on \( \mathcal{H} \) is

\[ ds^2_\mathcal{H} = \Gamma \left( \tilde{\gamma}^{\alpha\beta} d\theta^\alpha d\theta^\beta + \gamma_{ij} d\varphi^i d\varphi^j \right), \]  

(5.18)

which induces the volume \((d-2)\)-form

\[ \epsilon_\mathcal{H} = \sqrt{-g} \Gamma d\theta^1 \land \cdots \land d\theta^{d-2-n} \land d\varphi^1 \land \cdots \land d\varphi^n. \]  

(5.19)

Then the binormal 2-form of the \( \mathcal{H} \) would be

\[ \epsilon_{\perp} = \Gamma dt \land dr. \]  

(5.20)

Volume \(d\)-form of the NHEG geometry is related to the forms above as

\[ \epsilon = \epsilon_{\perp} \land \epsilon_\mathcal{H} \]  

(5.21)

\[ = \sqrt{-g} \frac{1}{d!} \epsilon_{\mu_1\mu_2\cdots\mu_d} dx^{\mu_1} \land dx^{\mu_2} \land \cdots \land dx^{\mu_d}. \]  

(5.22)
In addition that each point \((t_H, r_H)\) on \(AdS_2\) identifies a surface \(H\), it also identifies associated vector \(n_H^a\) as
\[
 n_H^- = -\frac{t_H^2 r_H^2 - 1}{2r_H}, \quad n_H^0 = t_H r_H, \quad n_H^+ = -r_H. \tag{5.23}
\]

Figure 5.1 summarizes the geometrical objects described in this chapter, intuitively.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.1.png}
\caption{The \(AdS_2\) sector of a NHEG is a 2-dim surface which can be immersed in \(\mathbb{R}^{2,1}\). Its Poincaré patch is parametrized by the coordinates \((t, r)\). The vector \(n^a\) is a vector connecting the origin to the point \((t, r)\). At each point of the surface, identified by \((t_H, r_H)\), there is a \(d-2\) dimensional closed and smooth manifold, denoted by \(H\). It is depicted in the figure, intuitively and schematically. The \(n^a\) which points to \((t_H, r_H)\) is labelled by \(n_H^a\). Although the figure is drawn by intuition, it might be misleading: The NHEG is not generically a direct product as \(AdS_2 \times H\).}
\end{figure}

Returning back to the full NHEG geometry, there are two null 1-form fields all over the spacetime,
\[
\ell_+ = dt - \frac{dr}{r^2}, \quad \ell_- = dt + \frac{dr}{r^2}, \tag{5.24}
\]
which are normal to the \((d-1)\)-dim hypersurfaces
\[
\mathcal{N}_+ : t + \frac{1}{r} = \text{const}, \quad \mathcal{N}_- : t - \frac{1}{r} = \text{const}. \tag{5.25}
\]
respectively. One can check that

$$\ell_+ \cdot \ell_+ = \ell_- \cdot \ell_- = 0, \quad \ell_+ \cdot \ell_- = -\frac{2}{\Gamma r^2},$$  \hspace{1cm} (5.26)$$

hence $\mathcal{N}_\pm$ are null hyper surfaces. A couple of them are depicted in Figure 5.2(b). For any $(t_\mathcal{H}, r_\mathcal{H})$, (5.25) defines associated $\mathcal{N}_{\mathcal{H}\pm}$ as

$$\mathcal{N}_{\mathcal{H}+} : \quad t + \frac{1}{r} = t_\mathcal{H} + \frac{1}{r_\mathcal{H}}, \quad \mathcal{N}_{\mathcal{H}-} : \quad t - \frac{1}{r} = t_\mathcal{H} - \frac{1}{r_\mathcal{H}}.$$  \hspace{1cm} (5.27)$$

The $\mathcal{H}$ is at the bifurcation point of $\mathcal{N}_{\mathcal{H}+}$ and $\mathcal{N}_{\mathcal{H}-}$ as is depicted in Figure 5.2(c). The binormal tensor of $\mathcal{H}$, i.e. (5.20), can be written in terms of $\ell_\pm$ as

$$\epsilon_\perp = \frac{\Gamma r^2}{2} \ell_+ \wedge \ell_-,$$  \hspace{1cm} (5.28)$$

where by inserting (5.26) in it, one can find $\epsilon_\perp \alpha \beta \epsilon^\alpha \beta = -2$.

Summarizing in a single sentence, $\mathcal{H}$ is bifurcation point of null hypersurface

$$\mathcal{N}_\mathcal{H} \equiv \mathcal{N}_{\mathcal{H}+} \cup \mathcal{N}_{\mathcal{H}-}.$$  \hspace{1cm} (5.29)$$

It would be nice that for any chosen $\mathcal{H}$, there would be a Killing vector $\zeta_\mathcal{H}$, which would become null on $\mathcal{N}_\mathcal{H}$. Then, according to the definition of Killing horizons in Section 1.3, $\mathcal{N}_\mathcal{H}$ would be a Killing horizon. Fortunately such a Killing vector exists and is \[1\]

$$\zeta_\mathcal{H} = n^a_\mathcal{H} \xi_a - k^i m_i.$$  \hspace{1cm} (5.30)$$

with the expected properties

$$\zeta_\mathcal{H}^\alpha \zeta_\mathcal{H}_\alpha \bigg|_{\mathcal{N}_\mathcal{H}} = 0, \quad \zeta_\mathcal{H} \bigg|_{\mathcal{H}} = 0.$$  \hspace{1cm} (5.31)$$

Notice that $n^a_\mathcal{H}$ are some constants, i.e. they are (5.23). Hence $\zeta_\mathcal{H}$ is a linear combination of $SL(2, \mathbb{R}) \times U(1)^n$ Killings vectors, so it is a Killing vector.

Concluding in brief, $\zeta_\mathcal{H}$ is a Killing vector which makes $\mathcal{N}_\mathcal{H}$ a Killing horizon with bifurcation point $\mathcal{H}$. There are infinite choices for $(t_\mathcal{H}, r_\mathcal{H})$, so there are infinite numbers of such Killing horizons. One is depicted in Figure 5.2(c).
Figure 5.2: (a) CP diagram for the $AdS_2$ sector of an NHEG. In the Poincaré coordinates, the region (I) is parametrized by $0 < r$ and the region (II) is parametrized by $r < 0$. The $r \to \pm \infty$ are conformal boundaries. Arrows show the positive direction of coordinate $t$, ranging in the interval $(-\infty, \infty)$, in both I and II. (b) A couple of null surfaces $N_+$ are sketched by dashed lines, and $N_-$ are sketched by dashdotted lines. (c) NHEG has infinite numbers of Killing horizons $N_H$, for infinite numbers of choices for bifurcation point $H$. One of them is depicted.

5.4 $Z_2$ isometries

In addition to the $SL(2, \mathbb{R}) \times U(1)^n$, NHEGs have some discrete isometries which will be explained in this section.

Inversion of $(t, \varphi^i)$: By the $t \to -t$ and $\varphi^i \to -\varphi^i$, the NHEG (5.1-5.3) does not change. This isometry is reminiscent of the same isometry in the extremal BHs which NHEGs are their near horizon region [40]. By this isometry,

$$\xi_0 \to \xi_0, \quad \xi_{\pm} \to -\xi_{\pm}, \quad m_i \to -m_i, \quad \ell_{\pm} \to -\ell_{\mp}, \quad \zeta_H \to -\zeta_H. \quad (5.32)$$

Inversion of $(r, \varphi^i)$: By the $r \to -r$ and $\varphi^i \to -\varphi^i$ the NHEG (5.1-5.3) does not change. This isometry exchanges the regions I and II in Figure 5.2(a). Hence, it exchanges the conformal boundaries. By this isometry,

$$\xi_a \to \xi_a, \quad m_i \to -m_i, \quad \ell_{\pm} \to \ell_{\mp}, \quad \zeta_H \to -\zeta_H. \quad (5.33)$$
5.5 \( SL(n, \mathbb{Z}) \) covariance

NHEGs have continuous \( SL(2, \mathbb{R}) \times U(1)^n \) and some discrete isometries, described above. There are another transformations which, although are not isometry, but keep the generic shape of NHEG dynamical fields (5.1-5.3) intact. In other words, the NHEG generic shape changes covariantly by those transformations. This section introduces these transformations; the \( SL(n, \mathbb{Z}) \) transformations of coordinates \( \varphi^i \).

The group \( SL(n, \mathbb{Z}) \) consists of \( n \times n \) matrices of unit determinant with integer-valued elements. Its members map a vector on a \( n \)-dimensional square lattice, to another vector on the same lattice. Explicitly, if a vector on the \( n \)-dimensional square lattice is specified by \( \vec{m} \) such that \( m^i \in \mathbb{Z} \), then

\[
m'^i = P^i_j m^j, \tag{5.34}
\]

where \( P^i_j \) is a member of the \( SL(n, \mathbb{Z}) \) group. The inverse of these transformations is simply found by inverting the matrix \( P \). It can be denoted simply as

\[
P^i_j = (P^{-1})^i_j, \quad P^i_j P^j_k = \delta^i_k. \tag{5.35}
\]

Returning back the the NHEG metric, the coordinates \( \varphi^i \) have periodicity \( \varphi^i \sim \varphi^i + 2\pi \). We can transform these coordinates by members \( P \) of \( SL(n, \mathbb{Z}) \) as

\[
\varphi'^i = P^i_j \varphi^j, \quad P^i_j \in SL(n, \mathbb{Z}), \tag{5.36}
\]

and the inverse transformation

\[
\varphi^i = P^i_j \varphi'^j. \tag{5.37}
\]

The specific feature of these transformations is that they keep the periodicity of \( \varphi'^i \) to be \( 2\pi \), i.e. \( \varphi'^i \sim \varphi^i + 2\pi \). A proof for the simple case \( n = 2 \) is provided in Appendix C.10. Also from (5.36) we immediately have

\[
d\varphi'^i = P^i_j d\varphi^j. \tag{5.38}
\]

These transformation can be viewed as diffeomorphisms on the NHEG, so for the metric we would have

\[
g'^{ij} = \frac{\partial x^\alpha}{\partial x'^\mu} \frac{\partial x^\beta}{\partial x'^\nu} g_{\alpha\beta}. \tag{5.39}
\]
Using the transformations (5.37) in (5.39), then $g'_{\mu\nu}$ turns out to be of the same generic shape of the original NHEG in (5.1), in which the following changes are realized:

$$\gamma'_{ij} = P_i^k P_j^l \gamma_{kl},$$  
$$k'^i = P^l_j k^l.$$  

The transformations (5.40) do not ruin the smoothness of the surfaces $H$, because smoothness is eventually related to the eigenvalues of the $\gamma_{ij}$, which are not affected by (5.40).

Finally, for the transformations of $m_i = \partial_{\varphi^i}$, according to $m_i = \Gamma^j i \gamma_{ij} (d\varphi^j + k^j r dt)$, and the transformations (5.40) and (5.41) we find

$$m'_i = P^j_i m_j.$$  

Some care is needed to distinguish the lattice vectors $m^i$, from the Killing vectors $m_i = \partial_{\varphi^i}$, specifically in Part II of the report, where $m_i$ also would appear.

Motivated by the $SL(n, \mathbb{Z})$ covariance, we can adopt the notation of $n$-dim vectors as

$$\varphi \equiv (\varphi^1, \ldots, \varphi^n), \quad \bar{m} = \bar{\partial}_{\varphi} \equiv (\partial_{\varphi^1}, \ldots, \partial_{\varphi^n}), \quad \bar{k} \equiv (k^1, \ldots, k^n),$$

$$\bar{J} \equiv (J_1, \ldots, J_n), \quad \bar{m} \equiv (m_1, \ldots, m_n).$$  

A dot product notation can also be adopted as contraction of indices of two $n$-vectors, one with up index and the other with down index, e.g.

$$\bar{k} \cdot \bar{J} \equiv \sum_{i=1}^{n} k^i J_i.$$  

**Example 5.3.** $\zeta_\nu$ is invariant under $SL(n, \mathbb{Z})$.

Using the new notation, we can rewrite $\zeta_\nu$ in (5.30) as

$$\zeta_\nu = n^a_\nu \xi_a - \bar{k} \cdot \bar{m}.$$  

By our new conventions, it would be easy to check that this vector is invariant under $SL(n, \mathbb{Z})$ transformations; $n^a_\nu \xi_a$ does not have any $\varphi$ dependency, except through $\xi_+$. According to the explicit components of this vector in (5.4), that dependency would be a term proportional to $\bar{k} \cdot \bar{m}$, which is invariant, because of (5.41) and (5.42). Similarly the explicit $\bar{k} \cdot \bar{m}$ in (5.45) is invariant.
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Thermodynamic laws of NHEGs

In recent decades, there have been motivations to search for thermodynamic behaviours in geometries not necessarily having event horizon. As a prototype of these attempts, one can mention the generalization to the Rindler spacetime [41], leading to the Unruh effect [42]. Hence, studying thermodynamics of the NHEGs can be an independent and interesting line of research, although it has been inspired by the near horizon limit of extremal BHs. In this chapter, we elaborate the generalization of thermodynamic behaviours to the NHEGs. Specifically for these geometries which have not event horizon, we would introduce entropy, and three universal laws (i.e. laws which are independent of theory and dimensions). Nonetheless, at the end of the chapter, we will discuss their relation to the BH thermodynamics.

This chapter has the same logical steps as chapter 3; In the first and second sections, the thermodynamic variables of NHEG are described. In the third section, NHEG entropy is defined as a Hamiltonian generator. In the forth section, which is the heart of Part I, the NHEG dynamical laws are introduced and proved. Finally, in the last section, their role in the BH thermodynamics is investigated.

6.1 NHEG Hamiltonian generators

This section is analogous to Section 3.2, but this time for NHEGs. First the surface of integration are studied, and then the angular momenta and electric charges are calculated by the Covariant Phase Space method introduced in chapter 2.
6.1.1 Similarity of surfaces $\mathcal{H}$

Similarly to the BHs, one can use Covariant Phase Space method to find $\delta H_\xi$ for a given vector field $\xi$. In order to find it, in addition to $k_\xi(\delta \Phi, \Phi)$ introduced in (2.20), one needs to introduce appropriate $(d-2)$-dim surface $S$ as the surface of integration. Notice that NHEGs have neither event horizon, nor flat asymptotics. Therefore in definition of charges, one needs to introduce appropriate surfaces. We have denoted surfaces of constant time and radius $(t = t_H, r = r_H)$ by $\mathcal{H}$. These surfaces are $(d-2)$-dim bifurcation point of the Killing horizon $N_H$ in (5.29). An important property of the surfaces $\mathcal{H}$ is that one can map them to each other using the group action associated to the subalgebra $\{\xi_-, \xi_0\}$. Appendix C.11 provides a proof for this proposition. Noticing that $\{\xi_-, \xi_0\}$ are isometry generators, it literally means that different surfaces $\mathcal{H}$ are physically similar surfaces.

An implication of this similarity, is that although $\epsilon_\mathcal{H}$ and $\epsilon_\perp$ are defined for an $\mathcal{H}$, i.e. for the constant time and radius $(t_H, r_H)$, but they are independent of that choice. Because $(t_H, r_H)$ does not appear explicitly and implicitly in (5.19) and (5.20). Another implication of the similarity of these surfaces, is that asymptotics would not play an important role, concerning thermodynamic behaviours of NHEGs. Hence the surfaces $\mathcal{H}$, which are bifurcation point of Killing horizons of NHEGs, are the best candidates to be the surfaces of integration $S$.

Two useful lemmas are mentioned below, which are useful for checking $\mathcal{H}$ independence of conserved charges of NHEGs [2].

**Lemma 6.1.** If a $p$-form is $\{\xi_-, \xi_0\}$ isometric, then its Hodge dual is also $\{\xi_-, \xi_0\}$ isometric.

For the proof, it is enough to note that in the definition of Hodge duality (A.18), in addition to the $p$-form under considerations, the volume element (5.22) and the metric (5.1) appear which both of them are also $\{\xi_-, \xi_0\}$ isometric.

**Lemma 6.2.** If $Q$ is a $(d-2)$-form which is independent of constants $(t_H, r_H)$, and with $\{\xi_-, \xi_0\}$ isometry, then $\oint_{\mathcal{H}} Q$ is independent of $\mathcal{H}$.

It would suffice to show that the pull-back of $Q$ to the $\mathcal{H}$ is $(t, r)$ independent; Remembering that $\mathcal{H}$ is parametrized by coordinates $(\theta^\alpha, \varphi^i)$, then the $Q^{ir}$ component of $Q = *Q$ should be $(t, r)$ independent. By the Lemma 6.1, $Q$ is $\{\xi_-, \xi_0\}$ isometric. In Appendix C.12, $(t, r)$ dependency of tensors of rank 2, is determined by their $\{\xi_-, \xi_0\}$ isometry. It proves that $Q^{ir}$ is $(t, r)$ independent. Hence the lemma is proved.
6.1.2 Angular momenta and electric charges

By the Covariant Phase Space method, one can associate Hamiltonian generators \( \delta J_i \equiv -\delta H_{m_i} \) to the Killing vectors of the \( U(1)^n \) isometry, i.e. to the \( m_i = \partial_{\varphi^i} \). These Hamiltonian generators are angular momenta. For a given theory and its NHEG solution,

\[
\delta J_i = -\delta H_{m_i} = - \oint_{\mathcal{H}} k_{m_i}(\delta \Phi, \Phi)
\]  

(6.1)

provides the variation of the angular momenta for a given \( \delta \Phi \) in the tangent space of the phase space of the NHEG (which will be discussed in Part II). Using similar analysis as in the examples 3.3-3.8, one can use parametric variations to find \( \hat{\delta} J_i \), and then integrate them over the parameters of the solutions, to find \( J_i \).

If there are gauge fields \( A^{(p)} \) in the theory, electric charges are simply found by (3.21) and (3.22), in which integration is done on the \( \mathcal{H} \).

For the specific NHEG examples in 4.2-4.7, the angular momenta and electric charges will be mentioned in Example 6.1. By the Lemma 6.2, \( J_i \) and \( Q_p \) are independent of the surfaces \( \mathcal{H} \). It is basically because of \( [\xi_a, m_i] = 0 \) and \( \mathcal{L}_{\xi_a} A^{(p)} = 0 \) for \( a \in \{-, 0\} \). For the independence of angular momenta, of the surfaces \( \mathcal{H} \), a similar analysis as in Lemma 2.2 could also be used.

6.1.3 \( SL(2, \mathbb{R}) \) conserved charges

Although NHEGs are stationary solutions, but they lack a Killing vector which would be timelike globally. To be more specific, \( \xi_- \cdot \xi_- \) (or norm of any other combination of NHEG Killings, as candidate for generator of stationarity) change sign when one sweeps the \( \theta^a \) in the allowed ranges. So introducing mass for these geometries seems to be ill-defined.

It is not surprising, because remembering their relation to the extremal BHs, extremality removes the mass as an independent conserved charge. But on the other hand, the isometry enhancement has endowed the NHEGs extra isometries. Hamiltonian generators associated to the \( SL(2, \mathbb{R}) \) isometry, denoted by \( H_{\xi_a} \), and Noether-Wald charges denoted by \( Q_{\xi_a} \), would play an important role in the analysis of NHEG thermodynamics.

One can use the standard Covariant Phase Space method for studying \( H_{\xi_a} \). But having bookkeeping in mind, we will deal the \( SL(2, \mathbb{R}) \) charges in such a way to be useful for the proofs of NHEG thermodynamic laws; We will not study each one of the three \( H_{\xi_a} \) individually, but we will consider a specific linear combination of them, \( \eta_{\xi_a} H_{\xi_a} \), in which
\( n_a^H \) is (5.23). There are two main reasons for this specific choice; the first reason is that in studying NHEG thermodynamic laws, the \( H_\xi_a \) appear only in this combination. The second reason is that by (5.17),

\[
\left. n_a^H \xi_a \right|_H = \vec{k} \cdot \vec{m},
\]

(6.2)

hence in the calculation of \( n_a^H H_\xi_a \), the last term of (2.60) drops simply because of vanishing of the pull-back of \( (\vec{k} \cdot \vec{m}) \cdot \Theta \) to the \( \mathcal{H} \). Therefore

\[
\left. n_a^H H_\xi_a \right|_H = n_a^H Q_\xi_a.
\]

(6.3)

Interestingly the RHS can be calculated explicitly independent of the details of theory. In the Appendix C.13 it is shown that the result is

\[
n_a^H Q_\xi_a = e^p Q_p - \oint_{\mathcal{H}} \sqrt{-g} \mathcal{L}
\]

(6.4)

in which \( \mathcal{L} \) is the 0-form Lagrangian density of the theory. According to Lemma 6.2 and following Appendix C.13, (6.3) is an \( \mathcal{H} \) independent combination of conserved charges.

### 6.2 NHEG chemical potentials

According to Section 5.3, although NHEGs have not event horizons, but they have infinite number of Killing horizons, with bifurcation points \( \mathcal{H} \). In the same way as the chemical potentials of BHs are defined in Section 3.3, we can define three types of chemical potentials for NHEGs, as conjugates to the entropy \( S \), angular momenta \( J_i \) and electric charges \( Q_p \).

Chemical potential conjugate to the entropy can be found by the surface gravity \( \kappa \) on the surface \( \mathcal{H} \) as

\[
\kappa^2 = \left. \frac{-1}{8} (d\zeta_\mathcal{H})_{\alpha\beta} (d\zeta_\mathcal{H})^{\alpha\beta} \right|_{\mathcal{H}}.
\]

(6.5)

Analogous to BHs, the positive root of the above is considered. It turns out to be \( \kappa = 1 \) for all NHEGs, i.e. by just using the generic shape (5.1). Motivated by (3.28), the conjugate to the entropy \( S \) would be

\[
\frac{\kappa}{2\pi} = \frac{1}{2\pi},
\]

(6.6)

i.e. conjugate to the \( \frac{S}{2\pi} \) is always equal to unity.

Conjugate to the angular momenta \( J_i \) and electric charges \( Q_p \) can not be found by tricks in the section 3.3, because those methods are heavily based on some appropriate coordinates
and gauges. But analyzing the NHEG dynamical laws reveals that the thermodynamic conjugates of $J_i$ and $Q_p$ are $k^i$ and $e^p$ respectively. So we will postpone their discussion to the next sections.

### 6.3 NHEG entropy as a Hamiltonian generator

Similarly to the BHs, the NHEG entropy can be defined as a Noether-Wald charge \cite{1}. The Killing vector responsible for this conservation is the horizon Killing vector $\zeta_H$. Noting the $\kappa = 1$, its normalization would be trivial. The entropy can be defined as

$$\frac{S}{2\pi} = Q_{\zeta_H} \bigg|_{\mathcal{H}}. \tag{6.7}$$

There is not any ambiguity in this definition, because by (5.31) and Lemma 2.6, all kinds of ambiguities in the (2.51) vanish. It results the following for the entropy

$$\frac{S}{2\pi} = \oint_{\mathcal{H}} E^{\mu\nu} \nabla_{[\mu} \zeta_{\nu]} \tag{6.8},$$

in which $E^{\mu\nu}$ is defined in (2.52). By decomposition (5.21), it can also be written as

$$\frac{S}{2\pi} = -\oint_{\mathcal{H}} \epsilon_{\alpha\beta} \epsilon_{\perp} E^{\alpha\beta\mu\nu}. \tag{6.9}$$

All of the terms appearing in the RHS are $\{\xi_-, \xi_0\}$ isometric. So by the Lemma 6.2, NHEG entropy is independent of the choice of $\mathcal{H}$.

The entropy defined above is equal to the Hamiltonian generator of $\zeta_H$. It is because by (5.31), the last term in (2.60) vanishes on $\mathcal{H}$.

**Example 6.1.** Thermodynamic entities for different NHEGs:

- Near horizon extremal Kerr (NHE-Kerr):

  $$J = \frac{a^2}{G}, \quad Q = 0, \quad k = 1, \quad e = 0, \quad \frac{S}{2\pi} = \frac{a^2}{G}, \quad \oint_{\mathcal{H}} \sqrt{-g} L = 0. \tag{6.10}$$
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6.4 Laws of NHEG thermodynamics

In this section, the dynamical laws for NHEGs are described. These laws are in parallel to BH thermodynamic laws, as will be described in Section 6.5.

6.4.1 NHEG Zeroth law

NHEG zeroth law can be explained as
NHEG chemical potentials, $\kappa$, $k^i$ and $e^p$ are constant over the whole geometry.

\textbf{Proof.} Proof for the constancy of $\kappa$ has two steps; the first step is showing that $\kappa$ is constant over $N_H$. This step can be elaborated similar to the one for BHs, i.e. by replacing $\zeta_H$ in Appendix C.8. The second step is to show that $\kappa$ is constant over the whole geometry. According to (6.5), $\kappa^2$ is a scalar, which inherits $\{\xi_-, \xi_0, m_i\}$ isometry from the $d\zeta_H|_{\bar{H}} = 2\epsilon_\perp$. According to Appendix C.12, any scalar having these isometries, can be at most a function of $\theta^\alpha$. But according to the first step, $\kappa^2$ is constant over $H$, so can not be a function of $\theta^\alpha$. So it would be constant over the whole geometry.

For the constancy of $k^i$ and $e^p$, as it was explained in the beginning of Section 5.1, the $SL(2, \mathbb{R}) \times U(1)^n$ isometry of NHEG leads to the constancy of $k^i$ and $e^p$. For the precise discussion, the reader can refer to [13]. Nonetheless, in Appendix C.14 a simple proof for the case of $d=4$ is provided. \qed

\subsection{NHEG Entropy law}

\textit{NHEG Entropy law} is a universal law in parallel to the third law of BH thermodynamics, relating the entropy of NHEGs to their other thermodynamic entities as

$$\frac{S}{2\pi} = \vec{k} \cdot \vec{J} + e^p Q_p - \oint_H \sqrt{-g} \mathcal{L}. \quad (6.16)$$

\textbf{Proof.} By taking covariant derivative of both sides of (5.30),

$$\nabla_\mu \xi_{\mu\nu} = n^a_H \nabla_\mu \xi_{a\nu} - k^i \nabla_\mu m_{i\nu}. \quad (6.17)$$

Multiplying both sides by (2.52) and integrating over $H$ yields

$$\oint_H E^{\mu\nu} \nabla_{[\mu} \xi_{\nu]} = n^a_H \oint_H E^{\mu\nu} \nabla_{[\mu} \xi_{a\nu]} - k^i \oint_H E^{\mu\nu} \nabla_{[\mu} m_{i\nu]} . \quad (6.18)$$

According to (6.8), the LHS is unambiguously the $\frac{S}{2\pi}$. The first and second terms of the RHS, using the (2.51), are $n^a_H Q_{a\alpha}$ and $-k^i Q_{m_i}$ respectively, up to their individual ambiguities. But their ambiguities are not independent; summation of each type of their ambiguities vanishes (via Lemma
and thanks to the vanishing of $n^a H_{xi} - k^i m_i$ on the $H$ and its Killingness). As a result fixing the ambiguities of one of them suffices. By vanishing of the last term in (2.60), $Q_{mi} = H_{mi}$, so we can fix the ambiguities in RHS of (6.18) by demanding $Q_{mi} = -J_i$. It turns out that by this fixation of ambiguities, the first term in (6.18) would have its ambiguities fixed such that it is equal to (6.4). Therefore \( \frac{S}{2\pi} = e^p Q_p - f_H \sqrt{-g} L + \vec{k} \cdot \vec{J} \), the entropy law.

Entropy law provides a universal relation between entropy of NHEGs and its other thermodynamic variables. This relation has been firstly observed in [43, 44]. Its realization as a universal thermodynamic law of NHEGs (c.f. Smarr formulas [[14]]), plus its proof based on the definition of entropy as a conserved charge and isometry relation (5.30), has been carried out in [1]. Realization of this law as a thermodynamic law which parallels the third law of BHs will be discussed in section 6.5.

**Example 6.2. Checking the entropy law:**

For the NHE-Kerr:

\[
J = \frac{a^2}{G}, \quad Q = 0, \quad k = 1, \quad e = 0, \quad \frac{S}{2\pi} = \frac{a^2}{G}, \quad \oint_H \sqrt{-g} L = 0.
\]

which simply confirms the entropy law. Checking the entropy law for other NHEGs in Example 6.1 is also very simple task to do.

### 6.4.3 NHEG Entropy perturbation law

Assuming the NHEG dynamical fields as background fields $\bar{\Phi}$, they can be perturbed by $\delta \Phi$ which satisfy l.e.o.m. Satisfying l.e.o.m is necessary if $\delta \Phi$ is supposed to be an acceptable member of the linear space, tangent to the presumed NHEG phase space. As a result of l.e.o.m, $\delta \Phi$ would respect symplectic structure properties discussed in Chapter 2.

The perturbations $\delta \Phi$ would vary the NHEG Hamiltonian generators by $\delta J_i$, $\delta Q_p$, $\delta H_{\xi_i}$ and $\delta S$. Although by Lemma 2.2, $\delta J_i$ and $\delta H_{\xi_i}$ are independent of the surface of integration
Chapter 6. Thermodynamic laws of NHEGs

\[ \mathcal{H}, \text{ but this issue is not guaranteed for } \delta S \text{ and } \delta Q_p. \] Specifically, although \( \zeta_n \) is a Killing, but because of its explicit \((t, r)\) dependency, \( \delta S \) can depend on the choice of \( \mathcal{H} \). In Appendix C.15, it is shown that requesting \( \{ \xi_-, \xi_0 \} \) isometry of \( \delta \Phi \) would necessarily lead to \( \mathcal{H} \) independence of \( \delta S \) and \( \delta Q_p \). We will postpone providing more reasons for justifying the request of \( \{ \xi_-, \xi_0 \} \) isometry of \( \delta \Phi \) to Part II.

Assuming that perturbations are \( \{ \xi_-, \xi_0 \} \) isometric, entropy perturbation law (EPL) is a universal law in parallel to the first law of BH thermodynamics, relating the perturbations of the entropy of NHEGs to perturbations of other conserved charges as

\[
\frac{\delta S}{2\pi} = \vec{k} \cdot \delta \vec{J} + e^p \delta Q_p. \tag{6.19}
\]

**Proof.** The idea of the proof is similar to the Iyer-Wald proof for the first law of BHs, explained in Example 3.14. Beginning from (C.9) for the Killing vector \( \zeta_n \),

\[
\omega(\delta \Phi, \delta \zeta_n \Phi, \bar{\Phi}) = d(\delta Q_{\zeta_n} - \zeta_n \cdot \Theta(\delta \Phi, \bar{\Phi})), \tag{6.20}
\]

by integration over \((d-1)\)-dim surface \( \Sigma \) with boundaries at \( \mathcal{H} \) and \( r \to \infty \) we have

\[
\Omega(\delta \Phi, \delta \zeta_n \Phi, \bar{\Phi}) = \oint_\infty (\delta Q_{\zeta_n} - \zeta_n \cdot \Theta(\delta \Phi, \bar{\Phi})) - \oint_{\mathcal{H}} (\delta Q_{\zeta_n} - \zeta_n \cdot \Theta(\delta \Phi, \bar{\Phi})). \tag{6.21}
\]

where \( \Omega(\delta \Phi, \delta \zeta_n \Phi, \bar{\Phi}) \equiv \int_\Sigma \omega(\delta \Phi, \delta \zeta_n \Phi, \bar{\Phi}) \). The \( \Omega \) in the LHS is not identically zero, because \( \mathcal{L}_{\zeta_n} A_{(p)}^{\mu} \neq 0 \). In Appendix C.16 the LHS is calculated to be \(-e^p \delta Q_p \). The last integration in RHS is unambiguously equal to \(-\frac{\delta S}{2\pi} \). For the reason, in Appendix C.9 make the replacement \( \zeta_n \to \zeta_n \).

Noticing Appendix C.15, by \( \{ \xi_-, \xi_0 \} \) isometry of perturbations, \( \delta Q_p \) and \( \delta S \) are independent of the chosen \( \mathcal{H} \). Gathering the results so far, (6.21) can be rewritten as

\[
\frac{\delta S}{2\pi} = e^p \delta Q_p - k^i \int_\infty (\delta Q_{m_i} - m_i \Theta(\delta \Phi, \bar{\Phi})) + n^a \int_\infty (\delta Q_{\xi_a} - \xi_a \Theta(\delta \Phi, \bar{\Phi})). \tag{6.22}
\]

According to (6.1) and (2.5), the first integral is the definition of \( \delta H_{m_i} \equiv -\delta J_i \). Notice that it is explicitly independent of \( \mathcal{H} \), because the integration is taken at \( r = \infty \). So

\[
\frac{\delta S}{2\pi} = e^p \delta Q_p + k^i \delta J_i + n^a \delta H_{\xi_a}, \tag{6.23}
\]

where the notation \( \delta H_{\xi_a} \) is adapted for individual integrals in the last term of (6.22), just for bookkeeping.
As the final step, we will show that the last term in (6.23) vanishes. The key point is that all terms in (6.23), except that last term, are shown to be $H$-independent. So by (6.23), the last term has to be $H$-independent. Paying attention that the integrals in $\delta H_{\xi_a}$ are taken at $\infty$, the $\delta H_{\xi_a}$ have not any $r_u$-dependency. So the $r_u$ dependency only comes from the factors $n_u^a$. Using (5.23), requesting that the coefficients of different powers of $r_u$ to vanish, leads to

$$\delta H_{\xi_-} = 0, \quad t_u \delta H_{\xi_0} - \delta H_{\xi_+} = 0. \quad (6.24)$$

Putting (6.24) back into the (6.23), makes the last term of (6.23) to vanish, hence the proof would finish.

Initial works on the EPL and its proof based on the near horizon limit of extremal BHs have been carried out in [45, 24, 1] and [46], while the proof above which is based on $\{\xi_-, \xi_0\}$ isometry of perturbations has been introduced and elaborated in [2].

Example 6.3. Checking the EPL by parametric variations:

EPL can be checked using the parametric variations introduced in Chapter 3, but with caring a subtle issue. The Killing vectors $\xi_+$ and $\zeta_\mu$ are parameter dependant. But in the proof of EPL it is assumed that the perturbations do not change any non-dynamical vector field, including $\xi_+$ and $\zeta_\mu$. So it is not guaranteed that EPL would be respected by the parametric variations. In [2] it is proved that this subtle issue does not ruin the EPL for parametric variations. Hence one can use parametric variations to check EPL. The NHE-Kerr example is provided here. For the NHE-Kerr using (6.10), one finds

$$\hat{\delta}J = \frac{2a}{G} \delta a, \quad \frac{\hat{\delta}S}{2\pi} = \frac{2a}{G} \delta a, \quad (6.25)$$

which by considering the $k = 1$, simply satisfies the EPL

$$\frac{\hat{\delta}S}{2\pi} = k \hat{\delta}J. \quad (6.26)$$

Other examples gathered in Example 6.1 are easy to be worked out similarly.
6.5 Revisiting laws of black hole thermodynamics

In the end of Chapter 3 we posed three main questions concerning the thermodynamics of the extremal BHs, summarized as:

1. How can one extend Iyer-Wald definition of the entropy, i.e. as a Hamiltonian generator, to the extremal BHs?

2. What is the universal law of BH thermodynamics analogous to the “as $T \to 0$ then $S \to 0$” version of the third law of thermodynamics?

3. Keeping the $T_H = 0$, i.e. for the extremal family of BH solutions, what is the universal law which determines $\delta S$? The first law of BH thermodynamics is blind to the answer\(^1\).

The answer to the first question was provided in Section 6.3. Answers to the second and third question would be the NHEG entropy law and EPL respectively, if the relation of NHEG chemical potentials $k^i$ and $e^p$ with the original extremal BHs would be determined. After a series of works [47, 45, 48, 46], this relation is analytically proved to be as [1]

$$k^i = -\frac{1}{2\pi} \frac{\partial \Omega^i}{\partial T_H} \bigg|_{T_H = 0}, \quad e^p = -\frac{1}{2\pi} \frac{\partial \Phi^p}{\partial T_H} \bigg|_{T_H = 0}. \quad (6.27)$$

As a result, the NHEG dynamical laws are suggestive for enhancing the BHs thermodynamic laws as follows.

(0) $T_H$, $\Omega^i_H$ and $\Phi^p_H$ are constant over the horizon.
   
   If $T_H = 0$, then $k^i$ and $e^p$ in (6.27) would also be constant over the horizon.

(1) $\delta M = T_H \delta S + \Omega^i_H \delta J_i + \Phi^p_H \delta Q_p$.
   
   If $T_H = 0$, then $\delta M = \Omega^i_H \delta J_i + \Phi^p_H \delta Q_p$, and $\delta S = \frac{k^i}{2\pi} \delta J_i + e^p \delta Q_p$.

(2) For a closed thermodynamic system (including the black hole), entropy never decreases.

(3) $- T_H = 0$ is not physically achievable,
   
   - If $T_H \to 0$ then $\frac{S}{2\pi} \to \bar{k} \cdot \bar{J} + e^p Q_p - \frac{f_H}{\sqrt{-g}} \mathcal{L}$. 

\(^1\)For additional information which is needed to reproduce the $\delta S$ by taking the limit $T_H \to 0$ of the first law, see [46].
Part II

On phase space of Near Horizon Extremal Geometries
Motivations and Outline

In Part I, based on the Covariant Phase Space method, thermodynamics of BHs were reviewed and enhanced. Thermodynamics of BHs at non-zero temperature could be directly analyzed, while for the analysis of the extremal ones, NHEGs were employed. A natural question arises is about the phase space on which the Hamiltonian generators were introduced. In other words, it was implicitly assumed that there is a well-defined phase space on which those Hamiltonian generators are defined. In Part II, we will try to identify that phase space explicitly. So, Part II is a natural continuation of Part I. Nonetheless, passing from Part I to Part II is in some sense similar to passing from thermodynamics to statistical mechanics. Since the recognition of thermodynamic behaviours of the BHs, underlying statistical mechanics of those behaviours has been a big question for BH physicists. Following this question, seminal explanations have been proposed for this question, as far as some specific supersymmetric BHs are concerned [49, 50]. Unfortunately those explanations are not generalizable to include non-supersymmetric BHs, e.g. the Kerr BH. Providing satisfactory explanations for the microstate counting of the Kerr-type black holes is a goal of BH physics. Interestingly, there are some evidences that microstates of BHs, are some degrees of freedom around their horizons. For example, the temperature $T_H$, chemical potentials $\Omega^i_H$ and $\Phi^p_H$ are determined by the field configurations around the horizon. Entropy and other conserved charges as Hamiltonian generators can be calculated similarly. Hence, although the phase space which will be discussed in this part, would be NHEG phase space, but it might open new gates for microstate counting of the corresponding extremal BHs. In the same way that studying classical phase space of ideal gases sheds light on their statistical mechanics, one is motivated to study NHEG phase space, in order to search for the underlying microscopic system responsible for thermodynamic behaviours of the extremal BHs.

Another motivation for studying NHEG phase space, is to provide a setup for understanding proposed holographic dualities between gravity theories, and some other (usually conformal symmetric) theories on the boundaries of spacetime (e.g. [47, 45, 51]). There has been a
hope that by these dualities, the entropy of BHs could be reproduced using the field theories on the boundary. Investigating the NHEG phase space, can enable us to have new insights on that hope.

The outline of Part II is as follows. Chapter 7 at first, reviews the role of phase space in thermodynamics. Specifically it emphasizes that information about the entropy of a thermodynamic system is usually encoded in the phase space of that system. Then it provides some generic properties which NHEG phase space is expected to own. Those properties confine the manifold of the NHEG phase space greatly. Chapter 8 will add some more specific constraints, to fix the manifold completely. Hence, the NHEG phase space manifold is completely identified. In order to determine the symplectic 2-form, one needs to fix the Y ambiguity in the Lee-Wald symplectic structure. Remaining sections of Chapter 8 are provided to do this job. As a result, at the end of that chapter, the NHEG phase space is completely built. Chapter 9 deals with symmetries of the built phase space, in order to find a way to extract information about the entropy of NHEG as a statistical system. In addition, algebra of the symplectic structure is studied, opening a gate towards a probable dual field theory description of the system. Finally, Chapter 10 will summarize the discussions in both Part I and II. In addition, some interesting lines of research are gathered at the end.
Chapter 7

Prerequisites for NHEG phase space

In Part II, we focus on the EH gravity, in 4 and higher dimensions, with the action

\[ S = \int d^d x \sqrt{-g} R. \]  

(7.1)

In addition, the isometry of NHEGs would be chosen to be \( SL(2, \mathbb{R}) \times U(1)^n \) for \( n = d - 3 \). Hence there would be just one coordinate \( \theta \), and the only dynamical field would be the metric

\[ ds^2 = \Gamma [ - r^2 dt^2 + \frac{dr^2}{r^2} + d\theta^2 + \gamma_{ij} (d\varphi^i + k^i r dt)(d\varphi^j + k^j r dt) ]. \]  

(7.2)

All of the discussions in Part II are classical, unless any quantization is mentioned explicitly. This part is mainly based on the works [3, 4].

The first section of the present chapter provides a quick review on the role of phase space in thermodynamics. The sections after that, would emphasize basic and generic properties which are expected for NHEG phase space. They provide us an overview on the analysis which will be worked out in later chapters.

7.1 Revisiting the phase space

As described in Chapter 2, phase space is a manifold \( \mathcal{M} \), equipped to a symplectic 2-form \( \Omega \). Studying phase space of thermodynamic systems, literally means studying those systems
at the level of statistical mechanics. Hence one expects to find the entropy, using some kind of microstate counting through the phase space. Below, two famous examples are reminded.

**Example 7.1.** Calculating entropy of an ideal gas using its phase space; micro-canonical ensemble:

Considering a box of ideal gas, consisted of $N$ number of non-interacting particles enclosed in 3-dim volume $V$. The manifold of the phase space for this system would be the Cartesian product of the phase spaces of each individual particle. The phase space of each particle, denoted by $\mathcal{M}$, is a 6-dim manifold of position $\vec{q}$ and momentum $\vec{p}$. Hence the phase space of the whole gas would be $\mathcal{M}^N$. The position $\vec{q}$ is confined to be inside the volume $V$. Also, by micro-canonical definition, the $\vec{p}$ is also confined to be in a region which would provide the gas an energy in the range $[E, E + \delta E]$. A schematic of the phase space of one particle is provided in Figure 7.1. Having the fundamental principle of statistical mechanics in mind, any point of the phase space is as probable as other points. Denoting the $6N$-dim volume of the phase space by $\text{Vol}(\mathcal{M}^N)$, then the entropy of the system would be

$$S = -k_B \ln \left(\text{Vol}(\mathcal{M}^N)\right) \quad (7.3)$$

where $k_B$ is Boltzmann constant.

![Figure 7.1: A schematic of the manifold $\mathcal{M}$ of the phase space describing one free particle in a micro-canonical ensemble. The position is confined in the volume $V$. By the micro-canonical definition, the momentum is also confined in some region.](image)

**Example 7.2.** Calculating entropy of an ideal gas using its phase space; canonical ensemble:

Considering a similar system of ideal gas as Example 7.1, but as a canonical ensemble. Therefore, there would be $N$ particles in volume $V$, this time in a temperature $T$. The phase space is similar to the one in Example 7.1, but there would not be any constraints on the momentums $\vec{p}$. A schematic of the phase space of one particle is provided in Figure 7.2. Different points of the phase space can describe the state of the system with the probability proportional to $e^{-\beta E}$ where $\beta = \frac{1}{k_B T}$. One can find the entropy of the system through the partition function $Z$ as

$$Z = \int_{\mathcal{M}^N} e^{-\beta E}, \quad S = k_B \left(1 - \beta \frac{\partial}{\partial \beta}\right) \ln Z. \quad (7.4)$$
Given a thermodynamic system in different thermodynamic variables, its phase space would be different. As an example, in Example 7.2 considering the volume as one of the thermodynamic variables, then the manifold of the phase space would depend on the $V$. Figure 7.3 depicts it schematically. So it is helpful to introduce figures which illustrate the phase space,

![Figure 7.3: Depending on the volume chosen for the box of gas in Example 7.2, manifold of the phase space would be different.](image)

for determined thermodynamic variables. See Figure 7.4. Notice that all points of the phase space which are depicted, correspond to the same thermodynamic variables.
7.2 Uniqueness of NHEGs

Uniqueness theorems are propositions which for a given theory, under some specific conditions and isometries, determine solutions uniquely. As the prototypes of uniqueness theorems, two examples are reminded below.

Example 7.3. Uniqueness of Schwarzschild solution (Birkhoff’s theorem):
Considering EH gravity in $d=4$, spherical isometric solutions are uniquely Schwarzschild solutions.

Example 7.4. Uniqueness of Kerr solution:
Considering EH gravity in $d=4$, stationary solutions with flat asymptotics are uniquely Kerr solutions.

Notice that although it is not usually mentioned explicitly, uniqueness theorems determine solutions uniquely \textit{upto coordinate transformations}.

NHEGs also enjoy some uniqueness theorems proved for different theories, and different conditions and topologies. An interested reader can refer to [11, 12, 52],[13] for more details. Here we mention the NHEG uniqueness theorem which is relevant to our later discussions [11].
**Theorem 7.1.** Considering EH-Λ theories in $d$ dimension, the $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometric solutions are uniquely NHEGs labelled by $d-3$ number of angular momenta $J_i$.

---

**Example 7.5.** *Uniqueness of NHE-Kerr solution:*
Considering EH gravity in $d=4$, $SL(2, \mathbb{R}) \times U(1)$ isometric solutions is NHE-Kerr solution. It is labelled by its angular momentum $J$.

**Example 7.6.** *Uniqueness of NHE-MP solution in $d=5$:
Considering EH gravity in $d=5$, $SL(2, \mathbb{R}) \times U(1)^2$ isometric solutions is NHE-MP solution. It is labelled by its angular momenta $J_1$ and $J_2$.

According to the Theorem 7.1, $J_i$ would be thermodynamic variables which identify the NHEG as a thermodynamic system. So a schematic of the NHEG phase space would be as Figure 7.5. The aim of Part II is to determine $M$ and $\Omega$ in that figure.

Fortunately Covariant Phase Space method provides us some of the steps, hence we would not reinvent the wheel. The phase space would be constructed of dynamical field configurations, all over the spacetime. Therefore, for the EH theory it would be $g_{\mu\nu}(x^\alpha)$. We will denote the NHEG solution in our hand, as the reference point of the phase space, and denote it by $\bar{g}_{\mu\nu}$. We adopt this notation for any other entities related to the $\bar{g}_{\mu\nu}$, e.g. $\bar{\xi}_a$, $\bar{m}_i$ as its Killing vectors etc.

---

**Figure 7.5:** A schematic of NHEG phase space, in terms of angular momenta $\vec{J}$. The manifold $\mathcal{M}$ is comprised of some metric configurations. $\bar{g}_{\mu\nu}$ is the known NHEG solution, i.e. (5.1). Symplectic 2-form $\Omega$, is the LW form (2.10), upto $\mathcal{Y}$ ambiguities.
In addition, the symplectic structure \( \Omega \) would be the LW 2-form (2.10), up to some \( Y \) ambiguities discussed in Section 2.3.1 (see (2.14)).

Summarizing, what which remains to be found, is the identification of \( \mathcal{M} \) and fixation of \( Y \). Although those are just two tasks, but the main body of Part II would be devoted to them. In the remaining of this chapter, we continue discussing general expectations from the NHEG phase space.

### 7.3 Isometries of NHEG phase space

According to the Lemma 2.1, if a vector field \( \xi \) is Killing, then conservation of its Hamiltonian generator \( \delta H_\xi \) is guaranteed on-shell. The isometries of NHEG solution are \( SL(2, \mathbb{R}) \times U(1)^{d-3} \), generated by the Killings \( \bar{\xi}_a \) and \( \bar{m}_i \). Their Hamiltonian generators are conserved on the \( \bar{g}_{\mu\nu} \). But their Hamiltonian generators might not be conserved on arbitrary point of phase space. In order to guarantee their conservation all over the phase space, it is sufficient to request that all points of the phase space would be \( SL(2, \mathbb{R}) \times U(1)^{d-3} \) isometric. We can denote the Killing vectors generating isometries of an arbitrary point of the phase space \( g_{\mu\nu} \), by \( \xi_a \) and \( m_i \).

### 7.4 Constancy of NHEG thermodynamic variables over phase space

Considering that NHEG phase space has \( SL(2, \mathbb{R}) \times U(1)^{d-3} \) isometry generated by \( \xi_a \) and \( m_i \), as mentioned in the previous section, \( \delta H_{\xi_a} \) and \( \delta H_{m_i} \) are conserved. They need to be finite and integrable, in order to associate \( H_{\xi_a} \) and \( H_{m_i} \) to any point of the phase space. Remembering Section 7.1 and Figure 7.5, the thermodynamic variables should be constant over the phase space focused on. The consistent choice of the reference points \( H_{m_i}[\bar{g}] \) is naturally the \( H_{m_i}[\bar{g}] = -J_i \). Hence the constancy of it over the phase space means

\[
H_{m_i}[\bar{g}] = -J_i \tag{7.5}
\]

for all points of the phase space. On the other hand, one can calculate parametric variations of the \( SL(2, \mathbb{R}) \) Hamiltonians using (2.28), and find that \( \delta H_{\xi_a} = 0 \), so the natural choice for
the $H_{\xi_a}[\bar{g}]$ would be zero. Therefore all over the phase space one expects to have

$$H_{\xi_a}[\bar{g}] = 0.$$  \hfill (7.6)

### 7.5 Uniqueness of NHEG perturbations

A guideline towards determination of the manifold $\mathcal{M}$ is to study its tangent space. Specifically it is usual to study field perturbations $\delta \Phi$ around $\bar{g}_{\mu\nu}$, which satisfy l.e.o.m. As described in Chapter 2, on-shell-ness of dynamical fields $\Phi$, and satisfying l.e.o.m by $\delta \Phi$, lead to have a closed symplectic structure. In order to define appropriate field perturbations, in addition to the l.e.o.m, some other conditions, which are usually some BCs, are needed. Assuming some conditions including fall-off conditions asymptotics to the $\bar{g}_{\mu\nu}$, it has been shown [53, 54] that there is not possibility for any dynamical perturbations $\delta \Phi$ around NHEGs, for specific theories and dimensions.

One important hint towards understanding better the dynamical perturbations, is that any chosen conditions in addition to the l.e.o.m, should not prohibit the parametric variations. However, the fall-off condition asymptotic to $\bar{g}_{\mu\nu}$ discards the parametric variations in NHEGs. Motivated by this issue, and having general covariance for any proposed BC in mind, the following theorem can be proved [2].

**Theorem 7.2.** Considering EH-$\Lambda$ theories in $d$ dimension, and a NHEG with $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometry as a solution, then dynamical perturbations $\delta \Phi$ which

1. satisfy l.e.o.m,
2. are $\{\xi_-, \xi_0\}$ isometric,
3. have the full $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometry asymptotically,

are uniquely determined to be the parametric variations $\hat{\delta} \Phi$.

We refer to this theorem as *uniqueness of NHEG perturbations*. There are some remarks considering this theorem:

- Similar to the NHEG itself which is uniquely determined by $J_i$, its perturbations are also uniquely determined by $\delta J_i$.

- Although not explained explicitly, infinitesimal coordinate transformations are excluded from the above theorem.
– About the essence of \( \{ \xi, \zeta_0 \} \) isometry, in addition that it is sufficient condition for the proof of EPL, there are other reasons described in the next chapter.

– Notice that according to the Section 7.3, perturbations in the tangent space of \( \mathcal{M} \) are supposed to have \( SL(2, \mathbb{R}) \times U(1)^{d-3} \) not only asymptotically, but over the whole spacetime.

Returning back to the determination of NHEG phase space manifold, Theorem 7.2 provides an important hint about the tangent space of \( \mathcal{M} \) at \( \bar{g}_{\mu\nu} \); that is if one wants to find perturbations \( \delta g_{\mu\nu} \) around \( \bar{g}_{\mu\nu} \) satisfying the conditions in the theorem, and with \( \delta J_i = 0 \), there is not possibility for any candidates, except the infinitesimal coordinate transformations. This is the basis on which the next chapter is relied on. Thanks to the covariance of Killing condition (1.10), the \( g_{\mu\nu} \) constructed by coordinate transformations from \( \bar{g}_{\mu\nu} \) would be automatically \( SL(2, \mathbb{R}) \times U(1)^{d-3} \) isometric. Hence they would be in agreement with the discussion in Section 7.3.
Chapter 8

The NHEG phase space

Chapter 7 provided us prerequisite conditions of the NHEG phase space. Summarizing it, NHEG phase space is comprised of metrics $g_{\mu\nu}$ which are derived from $\bar{g}_{\mu\nu}$ by some coordinate transformations. Those metrics are expected to have $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometry, with the same angular momenta as $\bar{g}_{\mu\nu}$, and vanishing $H_\xi$.

This chapter imposes more constraints on the presumed coordinate transformations, such that the manifold $M$ would be built. Then it will be equipped to a symplectic structure by fixing the $Y$ ambiguity.

8.1 Phase space manifold

8.1.1 Identifying “symplectic symmetry generators”

Each point of the NHEG phase space is a metric $g_{\mu\nu}$ constructed by some coordinate transformations from $\bar{g}_{\mu\nu}$ in (7.2). Assuming that these transformations are generated by some family of vector fields $\chi$, i.e. having the infinitesimal transformations $x^\mu \to x^\mu - \bar{\chi}^\mu$, then the field perturbations $\delta \bar{\chi} \Phi = \mathcal{L}_{\bar{\chi}} \Phi$ would be members of the tangent space of $M$ at the point $\bar{g}_{\mu\nu}$. Then, by exponentiation of $\chi$, finite transformations are found.

A very simple example of building a manifold by exponentiation of infinitesimal transformations, is building $\mathbb{R}^2$. Choosing one arbitrary point of $\mathbb{R}^2$, then by exponentiation of translations, the whole of $\mathbb{R}^2$ can be built. What follows is another example, providing more intuitions on the process of exponentiation.
Example 8.1. Building manifold $S^2$ by exponentiation of the $so(3)$ algebra:

Consider the linear space $\mathbb{R}^3$, and a point in it at a unit distance from the origin. One can build the manifold $S^2$ by exponentiation of the $so(3)$ algebra as described below. By the choice of standard basis $\{\hat{i}, \hat{j}, \hat{k}\}$, a representation for the basis of $so(3)$ algebra would be as

$$l_1 = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad l_2 = \begin{pmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad l_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}.$$  \hfill (8.1)

An arbitrary member of the algebra would be a linear combination of the matrices above.

Choosing a point in $\mathbb{R}^3$ at unit distance of the origin, marked by a vector $|v\rangle$, one can study the tangent space of $S^2$ at that point, by studying

$$|\delta v\rangle = (\lambda_1 l_1 + \lambda_2 l_2 + \lambda_3 l_3)|v\rangle$$  \hfill (8.2)

for small constants $\lambda$s. Notice that although $|\delta v\rangle$ seems to be identified by three constants $\lambda$s, but the tangent space would be 2-dim plane. It is because there is a 1-dim subalgebra of $so(3)$ for which $|\delta v\rangle = 0$.

By exponentiation the matrices (8.1), matrices of finite transformations, (i.e. induced representation of $SO(3)$ group), would be found as

$$L_1 = \begin{pmatrix} \cos \Lambda_1 & \sin \Lambda_1 & 0 \\ -\sin \Lambda_1 & \cos \Lambda_1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad L_2 = \begin{pmatrix} \cos \Lambda_2 & 0 & -\sin \Lambda_2 \\ 0 & 1 & 0 \\ \sin \Lambda_2 & 0 & \cos \Lambda_2 \end{pmatrix}, \quad L_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \Lambda_3 & \sin \Lambda_3 \\ 0 & -\sin \Lambda_3 & \cos \Lambda_3 \end{pmatrix}.$$  \hfill (8.3)
Λ’s are some constants in \( \mathbb{R} \). Then, acting on \( |v\rangle \) by different powers of L’s with arbitrary chosen constants \( \Lambda \)’s, would create (multiple covers of) the \( S^2 \) manifold. Summarizing, we could build the manifold \( S^2 \), by picking a point \( |v\rangle \), and exponentiating an algebra, the \( so(3) \), illustrated in Figure 8.1.

For building the NHEG phase space, the initial point in the phase space would be \( \bar{g}_{\mu \nu} \). The algebra, which is exponentiated, would be the algebra of generators \( \bar{\chi} \), determined by some steps below [3, 4]. We can coin the name \textit{symplectic symmetry generators} for them, posteriorly motivated by Section 8.2.1. The coordinates in which \( g_{\mu \nu} \) and \( \bar{g}_{\mu \nu} \) are represented are denoted as \( \bar{x}^\mu \) and \( x^\mu \) respectively. In order to determine NHEG symplectic symmetry generators, We start with the most general vector fields

\[
\bar{\chi} = \bar{\chi}^\mu (\bar{x}) \partial_\mu
\]

and constraint them through the six conditions listed below.

1. **Similarity of the surfaces \( \mathcal{H} \):** In Section 6.1.1 it was discussed that by the \( \{ \bar{\xi}_-, \bar{\xi}_0 \} \) isometry of \( \bar{g}_{\mu \nu} \), the surfaces of constant \((\bar{t}, \bar{r})\), denoted by \( \mathcal{H} \), would be similar to each other. We request that the same would be true for surfaces of constant \((t, r)\), which for bookkeeping are also denoted by \( \mathcal{H} \). Then, given \( g_{\mu \nu} \), any conserved charge can be defined through integrating over these \( d-2 \) dimensional surfaces. However, there are infinitely many of such surfaces at any given \( t, r \). We require that all such conserved charges be equal. According to a similar reasoning as in Appendix C.11, this goal is achieved if \( \xi_- = \partial_t \) and \( \xi_0 = t\partial_t - r\partial_r \) would be Killings of \( g_{\mu \nu} \). The (1) guarantees it.

2. **Perturbations \( \delta \chi \Phi \) be \( \{ \xi_-, \xi_0 \} \) isometric all over the phase space, specifically around \( \bar{g}_{\mu \nu} \).** There are two main reasons for this request; 1) By this request, one would have \( H_{\xi_a}[g]=0 \) over the phase space (will be discussed in Section 8.2.3). 2) It can be shown [2] that beginning from finite perturbations in extremal BHs, and demanding them to remain finite after the near horizon limit, it automatically put the derived perturbations of \( g_{\mu \nu} \) in NHEG, to be \( \{ \bar{\xi}_-, \bar{\xi}_0 \} \) isometric.

In Appendix D.1 it is shown that requesting \( \{ \bar{\xi}_-, \bar{\xi}_0 \} \) isometry for \( \delta \chi \Phi \) yields \( [\bar{\chi}, \bar{\xi}_-] = [\bar{\chi}, \bar{\xi}_0] = 0 \), after discarding vectors \( \bar{\chi} \) which are linear combinations of \( \bar{\xi}_a \) Killings.
1.3 To guarantee $\delta S = 0$: In Section 6.4.3 it was shown that the necessary and sufficient condition for the EPL (6.19), is $\bar{\xi} - \bar{\xi}_0$ invariance of the l.e.o.m-satisfying perturbations around $\bar{\Phi}$. On the other hand, for the perturbations in the tangent space of $\mathcal{M}$ at $\bar{g}_{\mu\nu}$, according to Section 7.4 it is expected to have $\delta J_i = 0$. As a result, requesting (1) through the EPL yields $\delta S = 0$.

The condition (1) fixes the $\bar{t}$ and $\bar{r}$ dependence of all components of $\bar{\chi}$ (see Appendix C.12)

$$\bar{\chi} = \frac{1}{\bar{r}} \bar{t} \partial_t + \bar{r} \bar{t} \partial_r + \bar{e} \partial_\theta + \bar{r} \partial_\phi.$$  \hspace{1cm} (8.5)

(2) $\bar{\nabla}_\mu \bar{\chi}^\mu = 0$. We require the volume element $\epsilon$ (5.22), to be the same for all elements in the phase space; i.e. $\delta \bar{\chi} \epsilon = 0$. Since $\epsilon$ is covariant, $\delta \bar{\chi} \epsilon = \mathcal{L}_{\bar{\chi}} \epsilon$. On the other hand,

$$\mathcal{L}_{\bar{\chi}} \epsilon = \bar{\chi} \cdot d\epsilon + d(\bar{\chi} \cdot \epsilon) = d(\bar{\chi} \cdot \epsilon) = \star (\bar{\nabla}_\mu \bar{\chi}^\mu).$$  \hspace{1cm} (8.6)

Therefore, $\mathcal{L}_{\bar{\chi}} \epsilon = 0$ is equivalent to $\nabla_\mu \bar{\chi}^\mu = 0$.

(3) $\delta_{\bar{\chi}} \mathbf{L} = 0$, where $\mathbf{L} = \frac{1}{16\pi G} \mathcal{R} \epsilon$ is the Einstein-Hilbert Lagrangian $d$-form evaluated on the NHEG background (7.2) before imposing the equations of motion. The functional form of $\Gamma(\bar{\theta})$ and $\gamma_{ij}(\bar{\theta})$ is therefore arbitrary except for the regularity conditions. According to $\mathbf{L} = \star \mathcal{L}$ and the request (2), $\mathcal{L}_{\bar{\chi}} \mathbf{L} = 0$. But $\mathcal{L}$ is a scalar density built from the metric, and it is invariant under the background $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometries. So by Appendix C.12 it only admits $\bar{\theta}$ dependence, yielding $\mathcal{L}_{\bar{\chi}} \mathbf{L} = \bar{\chi} \partial_{\bar{\theta}} \mathcal{L} = 0$. Therefore we find

$$\epsilon^{\bar{\theta}} = 0,$$  \hspace{1cm} (8.7)

and then, by (2)

$$\epsilon^{\bar{t}} = -\partial_{\bar{\phi}} \cdot \bar{e}.$$  \hspace{1cm} (8.8)

(4) $\epsilon^{\bar{t}} = -b \partial_{\bar{\theta}} \cdot \bar{e}$, for $b = \pm 1$. This condition can be motivated from two different perspectives:

4.1 Invariance of one of the $\mathcal{N}_\pm$: As discussed in Section 5.3, the NHEG has two null geodesic congruences generated by $\bar{\ell}_+$ and $\bar{\ell}_-$ which are respectively normal to constant $\bar{v} = \bar{t} + \frac{1}{\bar{r}}$ and $\bar{u} = \bar{t} - \frac{1}{\bar{r}}$ surfaces, the $\mathcal{N}_\pm$ [55]. We request that either $\mathcal{L}_{\bar{\chi}} \bar{v} = 0$ or $\mathcal{L}_{\bar{\chi}} \bar{u} = 0$. It implies that each element in the phase space will have one of surfaces of constant
\[ v = t + \frac{1}{r} \] and \[ u = t - \frac{1}{r} \], denoted by \( \mathcal{N}_+ \) and \( \mathcal{N}_- \), as one branch of its bifurcate Killing horizons. This request yields the condition (4).

4.2 **Regularity of \( \mathcal{H} \) surfaces:** As we will discuss in section 8.1.2, the condition (4) ensures that constant \( t, r \) surfaces \( \mathcal{H} \) are regular without singularities at poles on each element of the phase space.

(5) \( \bar{\epsilon} \) are \( \bar{\theta} \)-independent and periodic functions of \( \bar{\varphi}^i \). We impose these conditions as they guarantee (i) smoothness of the \( (t, r) \) constant surfaces \( \mathcal{H} \) of each element of the phase space, as we will show below in section 8.1.2, and (ii) constancy of the area of \( \mathcal{H} \) and the angular momenta \( \vec{J} \) over the phase space, as we will also show in sections 8.1.2 and 8.2.3.

(6) **Finiteness, conservation and regularity of the symplectic structure.** These final conditions crucially depend on the definition of the symplectic structure which will be presented in Section 8.2. Our analysis reveals that additional conditions are required in order to obtain a well-defined symplectic structure. After fixing \( Y \) ambiguities in the symplectic structure, we found the generators \( \bar{\epsilon} = \vec{k}\epsilon(\bar{\varphi}^1, \ldots, \bar{\varphi}^{d-3}) \), where \( \epsilon \) is arbitrary function periodic in all its \( d-3 \) variables. The \( SL(n, \mathbb{Z}) \) covariance is also used to discard other possibilities (e.g. see Appendix C in [4]).

As a result, we end up with the following NHEG symplectic symmetry generator

\[
\bar{\chi}[\epsilon(\bar{\varphi})] = -\vec{k} \cdot \vec{\partial}_{\bar{\varphi}} \epsilon \left( \frac{b}{r} \partial_t + \bar{r} \partial_{\bar{r}} \right) + \epsilon \vec{k} \cdot \vec{\partial}_{\bar{\varphi}} \epsilon
\]  

with \( b = \pm 1 \) which generates the infinitesimal perturbations tangent to the phase space around the background, \( \partial \Phi[\epsilon(\bar{\varphi})] = \mathcal{L}_{\chi} \Phi \).

Each one of the two families of the generators labelled by \( b = \pm 1 \), constitute a closed algebra as

\[
[\bar{\chi}[\epsilon_1], \bar{\chi}[\epsilon_2]] = \bar{\chi}[\epsilon_3] \quad \epsilon_3 = \epsilon_1 \vec{k} \cdot \vec{\partial}_{\bar{\varphi}} \epsilon_2 - \epsilon_2 \vec{k} \cdot \vec{\partial}_{\bar{\varphi}} \epsilon_1.
\]  

(8.10)

These two family of generators \( b = \pm 1 \), are related to each other by \( Z_2 \) isometries of the background. Hence the two phase spaces built with either of these choices are mapped to each other by those \( Z_2 \) isometries, proved in Appendix D.2. Without loss of generality we choose \( b = +1 \).
8.1.2 Exponentiation of the symplectic symmetry generators

Having the point $\bar{g}_{\mu\nu}$ in the phase space, and equipped with the generators (8.9), the exponentiation can be performed to build the $\mathcal{M}$ [4]. Technical calculations are provided in Appendix D.3. Here the results are summarized.

- Beginning from coordinates $\bar{x}^\mu$, the finite coordinate transformations relating it to $x^\mu$ would be as
  \[\bar{t} = t - \frac{1}{r}(e^\Psi - 1), \quad \bar{r} = re^{-\Psi}, \quad \bar{\theta} = \theta, \quad \bar{\varphi}^i = \varphi^i + k^i F,\]  
  (8.11)

  with wiggle function $F(\bar{\varphi})$ periodic in all of its arguments, and

  \[e^\Psi = 1 + \vec{k} \cdot \vec{\partial}_\varphi F.\] 
  (8.12)

- $g_{\mu\nu}$ as different points of the $\mathcal{M}$ are identified with the wiggle function $F(\bar{\varphi})$ as
  \[d\bar{s}^2 = \Gamma(\theta) \left[ -\sigma (d\varphi)^2 + \left( \frac{dr}{r} - d\Psi \right)^2 + d\theta^2 + \gamma_{ij}(d\varphi^i + k^i \sigma)(d\varphi^j + k^j \sigma) \right],\]  
  (8.13)

  in which

  \[\sigma = e^{-\Psi} r (d(\frac{1}{r} + 1) + \frac{dr}{r}), \quad \bar{\varphi}^i = \varphi^i + k^i (F - \Psi).\] 
  (8.14)

- The metric (8.13) has $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometry generated by

  \[\xi_- = \partial_t, \quad \xi_0 = t \partial_t - r \partial_r, \quad \xi_+ = \frac{1}{2}(l^2 + \frac{1}{r^2}) \partial_l - tr \partial_r - \frac{1}{r} k^i \partial_{\varphi^i} + \frac{1}{r} \vec{k} \cdot \vec{\partial}_{\varphi} (F - \Psi) \eta_+,\]  
  \[m_i = \left( \delta_i^j - e^{-\Psi} k^i \partial_r F \right) \partial_{\varphi^j} + (\partial_i \Psi - e^{-\Psi} \vec{k} \cdot \vec{\partial}_{\varphi} \partial_r F) \eta_+,\] 
  (8.15)

  where $\eta_+$ is defined as (read more about it in Appendix D.4)

  \[\eta_+ = \frac{1}{r} \partial_t + r \partial_r.\] 
  (8.16)

- Following Appendix D.3, the $\chi$ responsible for generation of $\mathcal{M}$ around any point $g_{\mu\nu}$, have the same form as (8.9). More explicitly, on any given point of the $\mathcal{M}$, generically
we have the family of symplectic symmetry generators as

$$\chi[\epsilon(\tilde{\phi})] = - \vec{k} \cdot \vec{\partial}_x \epsilon \left( \frac{b}{r} \partial_t + r \partial_r \right) + \epsilon \vec{k} \cdot \vec{\partial}_x$$

(8.17)

for $b = 1$. It is the push-forward of the vector (8.9), in which

$$\tilde{\epsilon}(\tilde{\phi}) = (1 + \vec{k} \cdot \vec{\partial}_x F) \epsilon(\phi)$$

(8.18)

where $\epsilon$ in (8.9) is denoted by $\tilde{\epsilon}$. It emphasizes that although we have used $g_{\mu\nu}[F=0]$ as a seed for the building the phase space, but equivalently any other points $g_{\mu\nu}[F]$ and the generators (8.17) could be used.

According to (8.13), the metric induced on the $\mathcal{H}s$, i.e. the surfaces of constant $(t, r)$, is

$$ds^2_\mathcal{H} = \Gamma(d\theta^2 + \gamma^{ij}d\tilde{\phi}_i d\tilde{\phi}_j).$$

(8.19)

Comparing it with the metric of the same surfaces in $g_{\mu\nu}[F=0]$, it is manifestly smooth. Following Appendix D.3, this smoothness is crucially a result of $b = \pm 1$, and $\theta$-independence of $\epsilon$. In addition, it shows that the area of the surfaces $\mathcal{H}$ are invariant over the phase space, in agreement with constancy of the entropy.

Note that by $F=0$, $\bar{x}^\mu = x^\mu$, so we can drop the bar from $\bar{g}_{\mu\nu}$ and $\bar{x}^\mu$ and any other things related to them. It would be simply $g_{\mu\nu}[F=0]$, with coordinates $x^\mu$. To the end, we will adopt this more convenient notation instead of bar notation.

Figure 8.2 summarizes the process of exponentiation of NHEG symplectic symmetry generators schematically.

![Figure 8.2: NHEG phase space manifold $\mathcal{M}$ is built by the exponentiation of the NHEG symplectic symmetry generators $\chi$.](image-url)
8.2 Symplectic structure

In the previous section, the NHEG phase space manifold $\mathcal{M}$ was built. The aim of this section is to equip that manifold to an appropriate symplectic 2-form $\Omega$. Pragmatically, it would be done by fixing the $Y$ ambiguity in the LW symplectic 2-form $(2.10)$. An important concept needed, is the concept of “symplectic symmetry” introduced in the following.

8.2.1 Symplectic symmetry

The manifold $\mathcal{M}$ is built by some coordinate transformations generated by $\chi$ (8.17). Different points of the manifold are metrics which are distinguished by the wiggle function $F$. An important question would be “how can one consider different metrics $g_{\mu\nu}[F]$, related to each other by some coordinate transformations, as physically distinct points of the phase space?”. The answer to this question is based on the Hamiltonian generator associated to the $\chi$. In order to have physically distinct points, $\delta H_\chi$ needs to be well-defined, conserved, and integrable. In addition, $H_\chi$ needs to be finite and non-trivial (i.e. not to be constant) function over the phase space.

In general, the vector fields $\xi$ for which $H_\xi$ is constant over the phase space are called pure gauges, while the ones for which $H_\xi$ is not finite, are not allowed.

Generically, $\delta H_\chi$ is not guaranteed to be conserved. In Lemma 2.1 it was shown that for the exceptional case of isometry generators of any point of $\mathcal{M}$, the conservation is guaranteed on all points of the $\mathcal{M}$. The origin of this conservation is $\omega \approx 0$ for those generators. But for sure, $\chi$ can not be an isometry generator, otherwise, $\delta_\chi \Phi = 0$, prohibiting the exponentiation process. Here, we enlarge that exceptional case, to include the vectors $\chi$.

**Definition 8.1.** Considering any arbitrary $\Phi$ and $\delta \Phi$ in $\mathcal{M}$ and its tangent space, then the vector fields $\chi$ for which

1. $\omega(\delta \Phi, \delta_\chi \Phi, \Phi) \approx 0$,
2. $\delta H_\chi$ be integrable,
3. $H_\chi$ be finite over the $\mathcal{M}$,

are called symplectic symmetry generators [3]. Then, symplectic symmetry is defined as mapping $\mathcal{M}$ to itself by the action of $H_\chi$. 
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Notice that in the general covariant theories, diffeomorphism is a symmetry. Hence, symplectic symmetry is a subset of diffeomorphism symmetry. If the manifold $\mathcal{M}$ is generated by the family of $\chi$’s, then $\delta\chi\Phi$ spans the tangent space to the manifold. So, by the same reasoning as in Lemma 2.1, one can show that $\delta H_\chi$ is conserved on-shell, independent of the choice of $\mathcal{S}$. Besides, if $\chi$ would be a field independent vector field, then by (2.40), $\delta H_\chi$ would be automatically integrable. Let’s emphasize this issue in the following lemma, for later usage.

**Lemma 8.1.** If $\mathcal{M}$ is built by exponentiation of some field independent symplectic symmetry generators $\chi$, then $\delta H_\chi$ is integrable.

By the integrability condition (2.40), we deduce that $\delta H_\chi$ is integrable if $\omega(\delta_1\Phi, \delta_2\Phi, \Phi) \approx 0$. But this condition is guaranteed by the first condition in Definition 8.1. The reason is that the tangent bundle of $\mathcal{M}$ is spanned by the generators $\chi$. Therefore $\delta_1\Phi$ and $\delta_2\Phi$ have to be of type $\delta\chi\Phi$. Hence the lemma is proved. Notice that by the “field independent”, the independency of $\chi$ from the points in $\mathcal{M}$ is understood. It should be considered, because in the derivation of (2.40), $\delta\chi = 0$ has been assumed.

In order to understand the field independency of $\chi$’s in our analysis, a regression is needed; the NHEG phase space manifold $\mathcal{M}$ is composed of the metrics $g_{\mu\nu}$ in (8.13), represented in the coordinates $x^\mu$ and identified by the wiggle function $F(\vec{\phi})$. The NHEG symplectic generators are the vector fields $\chi$ in (8.17), which also depend on $F(\vec{\varphi})$ through (8.18). At any point of the $\mathcal{M}$, the $\delta\chi g_{\mu\nu}$ span the tangent space of the manifold in that point. In spite of the $F(\vec{\varphi})$ dependence of the push-forwarded $\chi$, one can absorb the $F(\vec{\varphi})$ dependence to the $\epsilon(\vec{\varphi})$. As a result, focusing on the set of $\chi$, there is not any privileged point on $\mathcal{M}$. Therefore, without lose of generality, we can study the reference point $g_{\mu\nu}[F=0]$ and the $\chi$’s constituting the tangent space at that point

$$\chi[\epsilon(\vec{\varphi})] = -\vec{k} \cdot \vec{\partial}_\varphi \epsilon \left( \frac{b}{r} \partial_t + r \partial_r \right) + \epsilon \vec{k} \cdot \vec{\partial}_\varphi .$$  \hspace{1cm} (8.20)

Now, this vectors can be considered as $F$ independent vectors over the whole phase space. They induce vectors $\delta\chi \Phi$ on the tangent bundle of $\mathcal{M}$. Similar to any other field independent (here $F$ independent) vector field, one can study their Hamiltonian generators $\delta H_\chi$. 
Thanks to Lemma 8.1, \( \delta H_\chi \) are integrable. So we can use notation \( H_\chi \) for their integrated Hamiltonians.

### 8.2.2 Fixing ambiguities

Now we are ready to fix the ambiguities in the LW symplectic 2-form (2.10). Notice that the tangent space to the NHEG phase space manifold \( \mathcal{M} \) is spanned by the vectors \( \delta \chi \Phi \). Hence we already know the perturbations well. Reminding that the only ambiguity in the LW symplectic 2-form is of the \( Y \) type, then the NHEG symplectic structure is

\[
\Omega(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi) = \int_{\Sigma} \omega(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi) \tag{8.21}
\]

where

\[
\omega = \delta \chi_1 \Theta(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} \Theta(\delta \chi_1 \Phi, \Phi) + d(\delta \chi_1 Y(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} Y(\delta \chi_1 \Phi, \Phi)) \tag{8.22}
\]

for \( \Theta \) to be (2.27), and some \((d-2)\)-form \( Y \) linear in \( \delta \chi \Phi \). Hence the Poisson bracket can be written in terms of \( k_\chi \) as

\[
\{ H_{\chi_2}, H_{\chi_1} \} \equiv \delta \chi_1 H_{\chi_2} = \oint_{H} k_{\chi_2}(\delta \chi_1 \Phi, \Phi) = \oint_{H} \left( k_{\chi_2}^{EH}(\delta \chi_1 \Phi, \Phi) + k_{\chi_2}^{Y}(\delta \chi_1 \Phi, \Phi) \right) \tag{8.23}
\]

in which \( k_{\chi}^{EH} \) is (2.28) and \( k_{\chi}^{Y} \) waits to be determined. It can be fixed by the following considerations:

1. According to the Section 8.2.1, we request the \( \chi \) to be symplectic symmetry generator, \( i.e. \) make the (8.22) vanish on-shell.

2. We request that \( \delta \chi_1 H_{\chi_2} \) be independent of the \( b \) in \( \chi \).

The first condition makes \( \delta H_\chi \) to be conserved, in addition to regularizing the (8.22) (see Appendix D.5 to see why LW 2-form is singular).

In Appendix D.6 it is shown that the first request fixes the \( Y \) up to a complementary \( Y_c \) for which \( d(\delta \chi_1 Y_c(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} Y_c(\delta \chi_1 \Phi, \Phi)) \approx 0 \). The result is

\[
Y(\delta \Phi, \Phi) = -\eta_b \cdot \Theta(\delta \chi \Phi, \Phi) + Y_c(\delta \Phi, \Phi), \tag{8.24}
\]

where \( \eta_b \) is the invariant vector

\[
\eta_b = \frac{b}{r} \partial_t + r \partial_r. \tag{8.25}
\]
The second condition then fixes \([4]\) \(Y_c\) to be
\[
Y_c = \left( \frac{1}{\Gamma} \delta g_{\alpha \beta} \eta^\alpha \eta^\beta \right) \epsilon_\perp,
\] (8.26)
in which \(\eta_2\) and \(\epsilon_\perp\) are push-forwarded version of \(\bar{\eta}_2 \equiv \frac{1}{\Gamma} \partial_t\) and (5.20) respectively. Hence
\[
Y = -\eta_b \cdot \Theta(\delta \chi, \Phi) + \left( \frac{1}{\Gamma} \delta g_{\alpha \beta} \eta^\alpha \eta^\beta \right) \epsilon_\perp.
\] (8.27)

Summarizing, the NHEG symplectic structure is fixed to be
\[
\delta \chi_1 H_{\chi_2} = \oint_H k^{\text{EH}}_\chi (\delta \chi_1 \Phi, \Phi) = \oint_H \left( \delta \chi_1 Y(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} Y(\delta \chi_1 \Phi, \Phi) \right)
\] (8.28)
in which \(Y\) is the (8.27). Thanks to the \(\{\xi_-, \xi_0\}\) isometry of \(g_{\mu \nu}[F], \chi, \eta\) and \(\epsilon_\perp\), by the Lemma 6.2, \(\delta \chi_1 H_{\chi_2}\) is an \(\mathcal{H}\)-independent Hamiltonian.

### 8.2.3 Checking constancy of NHEG charges over the phase space

Being equipped to a symplectic structure with symplectic symmetry, the constancy of \(H_{m_i}\) and \(H_{\xi_a}\) can be assessed. Notice that \(m_i\) and \(\xi_a\) are the vectors in (8.15), which are Killing vectors of all points in the \(M\).

The vectors \(\{\xi_-, \xi_0\}\) are isometry of all points of \(M\), so
\[
\delta_{\xi_a} H_\chi = \oint_H k_\chi (\delta_{\xi_a} \Phi, \Phi) = 0, \quad \forall \Phi \in M, \quad a \in \{-,0\}.
\] (8.29)

The last equation, is a result of the Killing condition and the linearity of \(k_\chi\) in \(\delta_{\xi_a} \Phi\). On the other hand, by the Lemma 8.1, \(\delta_\chi H_{\xi_a}\) is integrable. So
\[
\{H_\chi, H_{\xi_a}\} = -\delta_\chi H_{\xi_a} = \delta_{\xi_a} H_\chi = 0, \quad \forall \Phi \in M, \quad a \in \{-,0\}.
\] (8.30)

It vanishes because of the (8.29). Hence, \(H_{\xi_a}\) for \(a = -,0\) are constant over the whole manifold. The reference point can be chosen to put them equal to zero. So, they are zero all over the phase space.

The \(\xi_+\) and \(m_i\) in (8.15), are field dependent, \(i.e.\) depend on the wiggle function. So the integrability condition 2.40, and therefore Lemma 8.1 are not necessarily true for them. But if their Hamiltonian would be integrable, similar argument as above could prove their constancy. In Appendix D.7 we prove their constancy using another method.
By the arguments above, $J_i$ and $H_{\xi_a}$ which are conserved Hamiltonian generators associated to $m_i$ and $\xi_a$ on any point of $\mathcal{M}$, are constants over the phase space, \textit{i.e.}

$$\{ H_x, J_i \} = \{ H_x, H_{\xi_a} \} = 0,$$

in agreement with Section 7.4.
Chapter 9

The NHEG algebra

In the first section of this chapter, the Hamiltonian generators for the symplectic symmetry generators \( \chi \) are calculated, and the algebra of them is introduced, which is dubbed \( \text{NHEG algebra} \). Then, in the second section, some discussions on the quantization and probable dual field theory description are provided.

9.1 NHEG symplectic symmetry algebra

In order to delve into the algebraic properties of the introduced \( \chi \)'s, one can expand the periodic function \( \epsilon(\vec{\varphi}) \) in its Fourier modes, as

\[
\epsilon(\vec{\varphi}) = -\sum_{\vec{n}} c_{\vec{n}} e^{-i(\vec{n} \cdot \vec{\varphi})}
\]

(9.1)

for some constants \( c_{\vec{n}} \) and \( \vec{n} \equiv (n_1, n_2, \ldots, n_n), n_i \in \mathbb{Z} \). Therefore the generator \( \chi \) decomposes as

\[
\chi = \sum_{\vec{n}} c_{\vec{n}} \chi_{\vec{n}},
\]

(9.2)

where

\[
\chi_{\vec{n}} = -e^{-i(\vec{n} \cdot \vec{\varphi})} \left( i(\vec{n} \cdot \vec{k}) \left( \frac{1}{r} \partial_t + r \partial_r \right) + \vec{k} \cdot \vec{\partial}_{\varphi} \right).
\]

(9.3)

The Lie bracket between two such Fourier modes is given by

\[
[\chi_{\vec{m}}, \chi_{\vec{n}}]_{L.B.} = -ik \cdot (\vec{m} - \vec{n}) \chi_{\vec{m} + \vec{n}}.
\]

(9.4)
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The algebra of the associated Hamiltonians would be similar to (9.4), except for a possible central extension

\[
\{H_{\vec{m}}, H_{\vec{n}}\} = -i \vec{k} \cdot (\vec{m} - \vec{n}) H_{\vec{m} + \vec{n}} + C_{\vec{m}, \vec{n}} \tag{9.5}
\]

\[
\{H_{\vec{p}}, C_{\vec{m}, \vec{n}}\} = 0, \quad \forall \vec{p}, \vec{n}, \vec{m}. \tag{9.6}
\]

The aim of the remaining of this section would be calculating \(H_{\vec{n}}\) and \(C_{\vec{m}, \vec{n}}\).

At first, the central extension can be found. According to (9.6), \(\delta \chi C_{\vec{m}, \vec{n}} = 0\) all over the phase space. So \(C_{\vec{m}, \vec{n}}\) is a constant function over the phase space. Therefore, it can be calculated on the reference point \(g_{\mu\nu}[F = 0]\). Details of the calculation are sent to Appendix D.8. The final result is that by the choice of references as

\[
H_{\chi [F = 0]} = 0, \quad \vec{n} \neq \vec{0},
\]

\[
H_{\chi [F = 0]} = \vec{k} \cdot \vec{J}, \tag{9.7}
\]

the central extension is

\[
C_{\vec{m}, \vec{n}} = -i(\vec{k} \cdot \vec{m})^3 \frac{S}{2\pi} \delta_{\vec{m} + \vec{n}, 0}, \tag{9.8}
\]

in which \(S\) is the entropy of the NHEG. Notice that different choices of references in (9.7), only changes the central extension by a term proportional to \((\vec{k} \cdot \vec{m})\).

For the calculation of \(H_{\vec{p}}\) over the phase space, by (9.5) one has the followings for \(\vec{n} \neq \vec{0}\)

\[
H_{\vec{p}} = \frac{i}{\vec{k} \cdot \vec{n}} \{H_{\vec{n}}, H_{\vec{0}}\}, \tag{9.9}
\]

\[
H_{\vec{0}} = \frac{i}{2k \cdot \vec{n}} \left( \{H_{\vec{n}}, H_{-\vec{n}}\} + i(\vec{k} \cdot \vec{n})^3 \frac{S}{2\pi} \right). \tag{9.10}
\]

The RHS of the equations above can be calculated on an arbitrary point of \(M\). The details are in Appendix D.9, resulting to

\[
H_{\vec{m}} = \oint_{\mathcal{H}} \epsilon_{\mathcal{H}} T[\Psi] e^{-i\vec{m} \cdot \vec{\varphi}}, \tag{9.11}
\]

where \(\epsilon_{\mathcal{H}}\) is the volume form on \(\mathcal{H}\) and

\[
T[\Psi] = \frac{1}{16\pi G} \left( (\Psi')^2 - 2\Psi'' + 2e^{2\Psi} \right) \tag{9.12}
\]
where primes are directional derivatives along the vector $\vec{k}$, i.e. $\Psi' = \vec{k} \cdot \vec{\partial}_\varphi \Psi$. The charges $H_{\vec{a}}$ are therefore the Fourier modes of $T[\Psi]$.

### 9.2 More about the NHEG algebra

#### 9.2.1 Probable Liouville field description

In order to understand the result in (9.11) more, it is interesting to first note how the wiggle function $F$ transforms under a symplectic symmetry transformation generated by $\chi[\epsilon]$. To this end, we recall that by construction

$$L_{\chi[\epsilon]}(g_{\mu\nu}[F]) = g_{\mu\nu}[F + \delta_{\epsilon}F] - g_{\mu\nu}[F]. \tag{9.13}$$

We find

$$\delta_{\epsilon}F = (1 + \vec{k} \cdot \vec{\partial}_\varphi F)\epsilon = e^{\Psi}\epsilon. \tag{9.14}$$

The field $\Psi$ then transforms as

$$\delta_{\epsilon}\Psi = \epsilon \Psi' + \epsilon'. \tag{9.15}$$

where prime denotes again the directional derivative $\vec{k} \cdot \vec{\partial}_\varphi$. Therefore, $\Psi$ transforms like a Liouville field. In particular, note that $\delta_{\epsilon}e^{\Psi} = (e^{\Psi}\epsilon)'$ and hence $e^{\Psi}$ resembles a “weight one operator” in the terminology of conformal field theory. It is then natural to define the Liouville stress-tensor

$$T[\Psi] = \frac{1}{16\pi G} \left( (\Psi')^2 - 2\Psi'' + \Lambda e^{2\Psi} \right). \tag{9.16}$$

with “cosmological constant” $\Lambda$, which according to (9.12) is found to be $\Lambda = 2$. In addition, $T[\Psi]$ transforms as

$$\delta_{\epsilon}T = \epsilon T' + 2\epsilon'T - \frac{1}{8\pi G}\epsilon''. \tag{9.17}$$

Expanding in Fourier modes as in (9.11), it is straightforward to check from the transformations (9.17) that the algebra (9.5) is recovered.

The above resembles the transformation of the energy momentum tensor, a “quasi-primary operator of weight two”. However, we would like to note that $\Psi$ and hence $T[\Psi]$ are not
function of time but are functions of all coordinates $\varphi^i$, in contrast with the standard Liouville theory.

Given (9.11) and (9.12), one can immediately make the following interesting observation: the charge associated with the zero mode $\vec{n} = 0$, $H_{\vec{n}}$, is positive definite over the whole phase space. This is due to the fact that the $\partial^2\Psi$ term does not contribute to $H_{\vec{n}}$ and the other two terms in (9.16) give positive contributions.

### 9.2.2 Quantization of the NHEG algebra

One can use the Dirac quantization rules

$$\{ \} \rightarrow \frac{1}{i}[\ ], \quad \text{and} \quad H_{\vec{n}} \rightarrow L_{\vec{n}},$$

(9.18)

to promote the symmetry algebra to an operator algebra, the *NHEG algebra* $\hat{\mathcal{V}}_{k,S}$

$$[L_{\vec{m}}, L_{\vec{n}}] = \vec{k} \cdot (\vec{m} - \vec{n})L_{\vec{m} + \vec{n}} + \frac{S}{2\pi} (\vec{k} \cdot \vec{m})^3 \delta_{\vec{m} + \vec{n},0}.$$  \hspace{1cm} (9.19)

According to Section 8.2.3, the $J_i$ and $H_{\xi_a}$ commute with $L_{\vec{n}}$, and are therefore central elements of the NHEG algebra $\hat{\mathcal{V}}_{k,S}$. Also by Definition 8.1, they are symplectic symmetry generators. Hence, the *full symplectic symmetry of the phase space is*

$$\text{NHEG Symplectic Symmetry Algebra} = \hat{\mathcal{V}}_{k,S} \oplus \text{sl}(2, \mathbb{R}) \oplus \text{u}(1) \oplus (d-3 \text{ times}).$$  \hspace{1cm} (9.20)

We reiterate that all geometries in the phase space have vanishing $SL(2, \mathbb{R})$ charges, and $U(1)$ charges equal to $J_i$.

### 9.2.3 Virasoro subalgebras

The NHEG algebra has Virasoro algebras as its subalgebras, described below.

**The case $d = 4$.** For the four dimensional Kerr case, $k = 1$ and one obtains the familiar Virasoro algebra

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12} m^3 \delta_{m+n,0}$$  \hspace{1cm} (9.21)

with central charge $c = 12 \frac{S}{2\pi} = 12J$, as in [47].
The cases $d > 4$. In higher dimensions, the NHEG algebra $\hat{V}_{\k,\S}$ (9.19) is a more general infinite-dimensional algebra in which the entropy appears as the central extension. For $d > 4$ the NHEG algebra contains infinitely many Virasoro subalgebras. To see the latter, first we note that vectors $\vec{n}$ construct a $d - 3$ dimensional lattice. $\vec{k}$ may or may not be on the lattice. Let $\vec{e}$ be any given vector on this lattice such that $\vec{e} \cdot \vec{k} \neq 0$. Consider the set of generators $L_{\vec{n}}$ such that $\vec{n} = n\vec{e}$ (see Figure 9.1). Then one may readily observe that these generators form a Virasoro algebra of the form (9.21). If we define

$$\ell_n \equiv \frac{1}{k \cdot \vec{e}} L_{\vec{n}},$$

(9.22)

then

$$[\ell_m, \ell_n] = \left[ \frac{L_{\vec{m}}}{k \cdot \vec{e}}, \frac{L_{\vec{n}}}{k \cdot \vec{e}} \right] = \frac{\vec{k} \cdot (\vec{m} - \vec{n})}{k \cdot \vec{e}} \frac{L_{\vec{m}+\vec{n}}}{k \cdot \vec{e}} + \frac{(\vec{k} \cdot \vec{m})^3}{(k \cdot \vec{e})^2} \frac{S}{2\pi} \delta_{\vec{m}+\vec{n},0}$$

(9.23)

$$= (m - n)\ell_{m+n} + \frac{c_{\vec{e}}}{12} m^3 \delta_{m+n,0}.$$ 

As a result, the central charge for the selected subalgebra would be

$$c_{\vec{e}} = 12(k \cdot \vec{e}) \frac{S}{2\pi}.$$ 

(9.24)

The entropy might then be written in the suggestive form $S = \frac{n^2}{3} c_{\vec{e}} T_{\text{F.T.}}$, where

$$T_{\text{F.T.}} = \frac{1}{2\pi(k \cdot \vec{e})}$$

(9.25)

is the extremal Frolov-Thorne chemical potential associated with $\vec{e}$, as reviewed in [24].
Figure 9.1: In the case of $U(1)^2$ isometry, the lattice which $\vec{n}$ relies on is a two dimensional lattice. The vector $\vec{k}$ is not necessarily on the lattice. For any node of the lattice, there is an associated symplectic symmetry generator $L_{\vec{n}}$. A direction which falls on the lattice, and is not perpendicular to $\vec{k}$ is depicted by the dashed line. This line is identified by a vector $\vec{e}$. The nodes on such lines, i.e. $\ell_n$, comprise a Virasoro subalgebra. There are infinite numbers of such subalgebras.
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Summary and Outlook

10.1 Summary

In Part I, the thermodynamic properties of NHEGs were studied. The entropy for these family of solutions was introduced as the Hamiltonian generator associated to the infinite numbers of Killing vectors:

$$\zeta = n^a \xi_a - k^i m_i.$$  \hspace{1cm} (10.1)

Three universal laws, describing dynamics of these solutions has been introduced as:

- **NHEG Zeroth law**: NHEG chemical potentials, $\kappa$, $k^i$ and $e^p$ are constant over the whole geometry.

- **NHEG Entropy law**: The entropy of NHEGs is related to their other thermodynamic entities as

$$\frac{S}{2\pi} = \tilde{k} \cdot \tilde{J} + e^p Q_p - \int_{\mathcal{H}} \sqrt{-g} \mathcal{L}.$$  \hspace{1cm} (10.2)

- **NHEG entropy perturbation law**: Assuming that perturbations are $\{\xi_-, \xi_0\}$ isometric, the entropy of NHEGs is related to perturbations of other conserved charges as

$$\frac{\delta S}{2\pi} = \tilde{k} \cdot \delta \tilde{J} + e^p \delta Q_p.$$  \hspace{1cm} (10.3)

After the NHEG zeroth law, entropy law and EPL were elaborated, their contributions to the BH thermodynamics at zero temperature were discussed. They enhanced the BH thermodynamic laws at zero temperature, by the following laws:
○ If $T_H = 0$, then $k^i$ and $e^p$ in (6.27) would also be constant over the horizon.

○ If $T_H = 0$, then $\frac{\delta S}{2\pi} = k^i \delta J_i + e^p \delta Q_p$.

○ If $T_H \to 0$ then $S^2 \pi = k^i \delta J_i + e^p \delta Q_p - \oint H \sqrt{-g} \mathcal{L}$.

Part II has been an attempt towards building the phase space of NHEGs, hopefully towards understanding their microstates. For EH theory of gravity, and for the NHEG solutions in $d$ dimensional spacetime, with $SL(2, \mathbb{R}) \times U(1)^{d-3}$ isometry, the NHEG phase space manifold is composed of the metrics $g[F]$, with arbitrary periodic function $F$ of $\vec{\varphi}$; the wiggle function. All of the metrics $g[F]$ are diffeomorphic to the NHEG solution $g[F = 0]$ itself. The coordinate transformation relating different points of the phase space, are explicitly as

$$\bar{t} = t - \frac{1}{r} (e^{\Psi} - 1), \quad \bar{r} = re^{-\Psi}, \quad \bar{\theta} = \theta, \quad \varphi^i = \varphi^i + k^i F, \quad (10.4)$$

with wiggle function $F(\vec{\varphi})$ periodic in all of its arguments, and

$$e^\Psi = 1 + k^i \partial_{\varphi^i} F. \quad (10.5)$$

The infinitesimal vector fields which generate these coordinate transformations, are

$$\chi[\epsilon(\vec{\varphi})] = -\bar{k} \cdot \partial_{\varphi^i} \epsilon \left( \frac{b}{r} \partial_t + r \partial_r \right) + \epsilon \partial_{\varphi^i}, \quad (10.6)$$

in which $\epsilon$ is infinitesimal version of the wiggle function. Requesting these vector fields to be generators of symplectic symmetry, mainly requesting $\omega(\delta \Phi, \delta \Phi) \approx 0$, fixes the ambiguity of the Lee-Wald symplectic structure. Then, the Hamiltonian generators of the Fourier modes of the symplectic symmetry generators would be calculated as

$$H_{\vec{n}} = \oint H \left[ e^\Psi T[\Psi] e^{-i\vec{n} \cdot \vec{\varphi}} \right], \quad (10.7)$$

where

$$T[\Psi] = \frac{1}{16\pi G} \left( (\Psi')^2 - 2\Psi'' + 2e^{2\Psi} \right) \quad (10.8)$$

and primes are directional derivatives along the vector $\vec{k}$. The Poisson bracket of the $H_{\vec{n}}$’s, have the same commutation relations as the Lie bracket of $\chi$’s themselves, but with a central extension. The central extension turns out to be the entropy of the NHEG, i.e.

$$\{H_{\vec{m}}, H_{\vec{n}}\} = -i \vec{k} \cdot (\vec{m} - \vec{n}) H_{\vec{m} + \vec{n}} - i (\vec{k} \cdot \vec{m})^3 \frac{S}{2\pi} \delta_{\vec{m} + \vec{n}, 0}, \quad (10.9)$$
All of the points of the NHEG phase space have the same isometry, i.e. the $\text{SL}(2, \mathbb{R}) \times U(1)^{d-3}$. Their conserved charges $J_i$, $H_{\xi_a}$ are constant over the phase space. In addition, the entropy $S$ is also a constant over the phase space, in agreement with constancy of a central element. According to Definition 8.1, the symplectic symmetry of the NHEG phase space is as

$$\widehat{V}_{k,S} \oplus \text{sl}(2, \mathbb{R}) \oplus \text{u}(1) \quad \text{(d–3 times).}$$

(10.10)

### 10.2 Outlook

There are some interesting lines of research, considering Part I.

- It can be possible to find similar laws, in the thermodynamics of materials. There have been progresses in studying materials with non-zero entropy at zero temperature, e.g. the strange metals [56]. They are fermions with long range interactions. Their thermodynamics are studied, and there have been observed some (may be universal) relations between the entropy of these metals in terms of other thermodynamic variables (see [57] and references therein). Interestingly, in that context, one can find some roles played by $U(1)$ and $\text{SL}(2, \mathbb{R})$ isometries. It can be an interesting topic for research, if one would be able to augment the usual thermodynamic laws at zero temperature, by some laws analogous to the NHEG laws.

- The NHEGs are of few geometries which one can define the entropy as a conserved charge. Also there are not known geometries except the BHs, which admit a complete analogy with thermodynamic systems. Inspiring by NHEG, there might be found another geometries with such behaviours.

In Part II, symplectic structure of the NHEGs has been studied. There are many interesting possible lines of research, waiting for an interested reader to think more about them.

- The analysis of Part II is limited to the EH theory. It is tempting to generalize the results to other theories, e.g. the EMD-Λ or higher derivative gravity theories.

- The NHEG phase space might be derivable by near horizon limit of the extremal BHs. So there might be possibility to find extensions of the metrics $g_{\mu\nu}[F]$ in the NHEG phase space to the extremal BH geometry.
– The NHEGs are near horizon regions of the extremal BHs. It might be possible to apply similar analysis as in Part II for the near horizons of near extremal BHs. These BHs are not at exact zero temperature, but very close to it. This line of research is also motivated by the microstate counting of BHs at non-zero temperature.

– According to Section 9.2.1, there might be possibility for a dual description of NHEG dynamics. That description seems to be a Liouville field theory. Studying the field $\Psi$ more, might shed light on this issue.

– So far, the entropy of NHEG has appeared as a central extension of the NHEG algebra. In the same way that NHEG algebra is different than Virasoro algebra, one might be tempted to change the Cardy’s analysis of 2-dim conformal field theories [58, 59], in order to make a kind of microstate counting associated to the NHEG algebra.

– Purely by mathematical motivations, the NHEG algebra is a new algebra waiting to be studies mathematically. In addition to exploring its unknown geometrical origin, studying its field representations might provide a new insight over the subject.

– Finally, the classical NHEG phase space is waiting to be quantized. It might open a new line of research, towards quantization of the gravity.
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A brief introduction to differential form language

This appendix is written to make a reader who is not familiar with the language of forms capable to follow discussions of this thesis. It is neither complete nor rigorous. For a short but more rigour lecture note, [60] is suggested. For a complete study of the subject [61] can be a good choice.

Differential forms: Consider a $d$ dimensional manifold parametrized by some coordinates $x^\mu$. A $p$-form $a$ is roughly a tensor with $p$ number of anti-symmetric indices, all down. $p$ is an integer number such that $0 \leq p \leq d$. There are four usual ways to represent a $p$-form:

- by its components explicitly as $a_{\mu_1\mu_2...\mu_p}$,
- covariant representation, but contracted with ordered basis,

$$a_{\mu_1\mu_2...\mu_p} \, dx^{\mu_1} \wedge dx^{\mu_2} \wedge \cdots \wedge dx^{\mu_p} , \quad \mu_1 < \mu_2 < \cdots < \mu_p , \quad (A.1)$$

- covariant representation, but contracted with unordered basis,

$$\frac{1}{p!}a_{\mu_1\mu_2...\mu_p} , dx^{\mu_1} \wedge dx^{\mu_2} \wedge \cdots \wedge dx^{\mu_p} , \quad (A.2)$$

- abstract representation as $a$. 
Example A.1. Some differential forms in different representations, in 4-dim spacetime:
Considering the 4-dim Minkowski spacetime as the manifold parametrized by the coordinates \((t, r, \theta, \varphi)\). The metric would be \(\eta_{\mu\nu} = \text{diag}(-1, 1, r^2, r^2 \sin^2 \theta)\). Assuming that a pointlike electric charge \(Q\) is situated at the origin, the gauge field \(A_\mu = (\frac{Q}{r}, 0, 0, 0)\) is a 1-form which has other representations as
\[ A = \frac{Q}{r} dt. \] (A.3)

The LHS is the abstract presentation, although we have not use the bold font. Also the surface element 2-form of the sphere \(S^2\), denoted abstractly as \(\Sigma\) has the following different representations
\[
\Sigma_{\mu\nu} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sin \theta \\
0 & 0 & -\sin \theta & 0
\end{pmatrix}, \quad \Sigma = \sin \theta d\theta \wedge d\varphi = \frac{1}{2!}(\sin \theta d\theta \wedge d\varphi - \sin \theta d\varphi \wedge d\theta). \] (A.4)

There are a couple of operations on differential forms which are described below.

**Exterior derivative:** Exterior derivative of a \(p\)-form which is denoted as \(da\), is a \((p+1)\)-form defined as below.
\[
(da)_{\mu_1...\mu_{p+1}} = (p+1)\partial_{[\mu_1} a_{\mu_2...\mu_{p+1}]} \] (A.5)
\[= \sum_{q=1}^{p+1} (-1)^{q-1} \partial_{\mu_q} a_{\mu_1...\mu_{q-1}\mu_{q+1}...\mu_{p+1}}. \] (A.6)

It has the following properties:
\[
da = 0, \quad \text{if } p = d, \] (A.7)
\[
d^2a \equiv d(da) = 0, \quad \forall p. \] (A.8)

**Exterior product:** Exterior product (or wedge product) of a \(p\)-form \(a\) by a \(q\)-form \(b\), which is denoted as \(a \wedge b\), is a \((p+q)\)-form defined as
\[
(a \wedge b)_{\mu_1...\mu_{p+q}} = \frac{(p+q)!}{p!q!} a_{[\mu_1...\mu_p} b_{\mu_{p+1}...\mu_{p+q}]} . \] (A.9)
It has the following properties:

\[ a \wedge b = (-1)^{pq} b \wedge a \quad \text{(anticommutativity)}, \]  
\[ (a \wedge b) \wedge c = a \wedge (b \wedge c) \quad \text{(associativity)}, \]  
\[ (a + b) \wedge c = a \wedge c + b \wedge c \quad \text{(distributivity)}, \]  
\[ a \wedge a = 0 \quad \text{if } p = \text{odd}, \]  
\[ a \wedge b = 0 \quad \text{if } d < p + q. \]  

Specifically for the basis 1-forms \( dx^\mu \) we have

\[ dx^\mu \wedge dx^\nu = -dx^\nu \wedge dx^\mu \Rightarrow dx^\mu \wedge dx^\mu = 0. \]  

**Interior product:** Interior product of a vector \( v \) by a \( p \)-form \( a \), which is denoted as \( v \cdot a \) or \( i_v a \), is a \( (p-1) \)-form defined as

\[ (v \cdot a)_{\mu_1...\mu_{p-1}} = \frac{1}{(p-1)!} v^\mu a_{\mu_1...\mu_{p-1}}. \]  

For a \( p \)-form \( a \) and a \( q \)-form \( b \) it satisfies

\[ v \cdot (a \wedge b) = (v \cdot a) \wedge b + (-1)^p a \wedge (v \cdot b). \]  

**Hodge duality:** Hodge duality (or star operator) of a \( p \)-form \( a \), which is denoted as \( \star a \), is a \( (d-p) \)-form defined as

\[ (\star a)_{\mu_{p+1}...\mu_d} = \frac{1}{p!} \epsilon_{\mu_1...\mu_p \nu_1...\nu_p} g^{\mu_1 \nu_1} \cdots g^{\mu_p \nu_p} a_{\nu_1...\nu_p}. \]  

\( \epsilon_{\mu_1\mu_2...\mu_d} \) is the Levi-Civita symbol in \( d \) dimensions, such that \( \epsilon_{12...d} = +1 \). \( g_{\mu\nu} \) is the metric defined on the manifold. Hodge duality has the property

\[ \star^2 a \equiv \star(\star a) = (-1)^{p(d-p)} a. \]  

Notice that if \( d \) is odd, then \( \star^2 a = a \) for any \( p \).
Example A.2. *Operations on some differential forms in 4-dim spacetime:*

Field strength $F$ is a 2-form which is defined by the exterior derivative of the gauge field. For the pointlike charge it is

$$F = dA = \frac{Q}{r^2}dt \wedge dr.$$ \hfill (A.20)

According to (A.8)

$$dF = d^2A = 0,$$ \hfill (A.21)

which is called Bianchi identity.

As an example of exterior product, one can find

$$A \wedge \Sigma = \frac{Q}{r} \sin \theta dr \wedge d\theta \wedge d\varphi.$$ \hfill (A.22)

Also by (A.13),

$$A \wedge A = 0.$$ \hfill (A.23)

As an example for the Hodge duality, one can find $\star F$ as

$$\star F = \frac{\sqrt{-g}}{2! 2!} \epsilon_{\alpha \beta \mu \nu} g^{\alpha \sigma} g^{\beta \rho} F_{\sigma \rho} dx^\mu \wedge dx^\nu$$ \hfill (A.24)

$$= -Q \sin \theta \sin \theta \wedge d\varphi.$$ \hfill (A.25)

In the absence of any electric current, the e.o.m is $d(\star F) = 0$. As a check, we have

$$d(\star F) = d(-Q \sin \theta \sin \theta \wedge d\varphi) = -\cos \theta \sin \theta \wedge d\theta \wedge d\varphi,$$ \hfill (A.26)

which vanishes by (A.15). Notice that in the body of the thesis, we have denoted $A$ and $F$ by $A$ and $F$, respecting the standard notations. Also, if both of a form and its Hodge dual appear, we have denoted one by bold, but the other not in bold, e.g. in (1.5) and (1.7).

There are a couple of concepts, identities and theorems, useful for the reader of this thesis. Here, they are introduced in brief.

**Exact and closed forms:** If a $p$-form $a$ can be written in terms of a $(p-1)$-form $b$ as $a = db$, then $a$ is called an *exact* form.

If a $p$-form $a$ has the property $da = 0$, then $a$ is called a *closed* form. By (A.8), any exact form is closed. But the reverse is not always true.
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**Pull-back of a p-form to a surface:** Assume that in our $d$-dim manifold, there is a $p$-dim surface $\Sigma$, parametrized by the coordinates $(x^{\sigma_1}, \ldots, x^{\sigma_p})$. Then the pull-back of a $p$-form $a$ to that surface would be simply $a_{\sigma_1 \ldots \sigma_p}$ calculated on $\Sigma$, i.e.

$$a_{\sigma_1 \ldots \sigma_p} \bigg|_\Sigma.$$  \hfill (A.27)

**Cartan’s magic formula:** Given a vector $\xi$ and a $p$-form $a$, the Cartan’s magic formula is the identity

$$\mathcal{L}_\xi a = \xi \cdot da + d(\xi \cdot a).$$  \hfill (A.28)

**Coderivative identity:** Assume that a $p$-form $a$ and a $p-1$-form $b$ satisfy $a = db$. In addition, it is always possible to consider $A$ and $B$ such that $a = \star A$ and $b = \star B$. Then

$$A_{\mu_1 \ldots \mu_{d-p}} = -\nabla_\alpha \left(g^{\alpha \beta} B_{\beta \mu_1 \ldots \mu_{d-p}} \right).$$  \hfill (A.29)

See [[60]] for the reason of the name and the original shape of the identity.

**Stoke’s theorem:** Consider a $p$-dim surface $\Sigma$ with $(p-1)$-dim boundary $\partial \Sigma$. Also consider an exact $p$-form $a$, so $a = db$ for some $b$. Then

$$\int_\Sigma a = \int_{\partial \Sigma} b.$$  \hfill (A.30)

$\int_\Sigma a$ means pull-backing $a$ to the surface $\Sigma$, and integrating over it multiplied by the infinitesimal surface element $dx^{\sigma_1} \ldots dx^{\sigma_p}$. A Similar meaning for the $\int_{\partial \Sigma} b$, but $p \to p - 1$. 

Appendix B

NHEG in global coordinates

By the coordinate transformations
\[
\begin{align*}
  r &= \sqrt{1+\rho^2} \cos \tau + \rho, \quad tr = \sqrt{1+\rho^2} \sin \tau, \\
  \varphi^i &= \phi^i + k^i \ln \left| \frac{\cos \tau + \rho \sin \tau}{1 + \sqrt{1+\rho^2} \sin \tau} \right|
\end{align*}
\]  
(B.1)
in which \( \tau, \rho \in (-\infty, \infty) \) one can find NHEG in the global coordinate for its \( \text{AdS}_2 \) sector, as

\[
\begin{align*}
  ds^2 &= \Gamma \left[ -(1 + \rho^2) d\tau^2 + \frac{d\rho^2}{1 + \rho^2} + \tilde{\gamma}_{\alpha\beta} d\theta^\alpha d\theta^\beta + \gamma_{ij} (d\phi^i + k^i \rho d\tau) (d\phi^j + k^j \rho d\tau) \right], \\
  A^{(p)} &= f^{(p)}_i (d\phi^i + k^i \rho d\tau) + e^p \rho d\tau, \\
  \phi^l &= \phi^l (\theta^\alpha).
\end{align*}
\]  
(B.2)

where \( \Gamma, \tilde{\gamma}_{\alpha\beta}, \gamma_{ij}, f^{(p)}_i \) are some functions of \( \theta^\alpha \), specified by the equations of motion, and not necessarily similar functions of the Poincaré patch (5.1). Associated with this coordinate system, the \( sl(2, \mathbb{R}) \) Killing vector fields \( \xi_\sigma, \sigma \in \{1, 2, 3\} \) are given as

\[
\begin{align*}
  \xi_1 &= -\cos \tau \frac{\rho}{\sqrt{1+\rho^2}} \partial_\tau - \sin \tau \sqrt{1+\rho^2} \partial_\rho - \cos \tau \frac{k^i}{\sqrt{1+\rho^2}} \partial_{\phi^i}, \\
  \xi_2 &= \sin \tau \frac{\rho}{\sqrt{1+\rho^2}} \partial_\tau - \cos \tau \sqrt{1+\rho^2} \partial_\rho + \sin \tau \frac{k^i}{\sqrt{1+\rho^2}} \partial_{\phi^i}, \\
  \xi_3 &= \partial_\tau.
\end{align*}
\]  
(B.3)

In this basis the \( sl(2, \mathbb{R}) \) commutation relations and Killing form are

\[
[\xi_1, \xi_2] = -\xi_3, \quad [\xi_1, \xi_3] = -\xi_2, \quad [\xi_2, \xi_3] = \xi_1.
\]  
(B.4)
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\[ K_{ab} = K^{ab} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \] (B.5)

The AdS\(_2\) sector can be immersed in \( \mathbb{R}^{2,1} \), the 3-dim spacetime with signature \((-,-,+)\) and coordinates \(X^\sigma\), as

\[-(X^1)^2 - (X^2)^2 + (X^3)^2 = -1,\]

\[X^1 = -\sqrt{1 + \rho^2} \cos \tau, \quad X^2 = \sqrt{1 + \rho^2} \sin \tau, \quad X^3 = -\rho.\] (B.6)

One can then define the vector \(n^\sigma\) in the \( \mathbb{R}^{2,1} \) which connects the origin to the point parametrized by \((\tau, \rho)\) as

\[n^1 = -\sqrt{1 + \rho^2} \cos \tau, \quad n^2 = \sqrt{1 + \rho^2} \sin \tau, \quad n^3 = -\rho.\] (B.8)

Using the Killing form (B.5), or the metric of \( \mathbb{R}^{2,1} \), the indices can be lowered as

\[n_1 = \sqrt{1 + \rho^2} \cos \tau, \quad n_2 = -\sqrt{1 + \rho^2} \sin \tau, \quad n_3 = -\rho.\] (B.9)

The conventional factor \(-\frac{1}{2}\) in the definition of the Killing form (5.9) has been chosen such that makes the Killing form (B.5) coincide with the metric of \( \mathbb{R}^{2,1} \). Accordingly we have \(n_\sigma n^\sigma = -1\) which is nothing but (B.6). Also one can check that

\[\mathcal{L}_{\xi^\rho} n_\sigma = f_{\rho \tau}^\nu n_\tau,\] (B.10)

i.e. \(n_\sigma\) is a vector representation of the \(sl(2, \mathbb{R})\). Considering the AdS\(_2\) in Poincaré patch, the Killing vectors in global coordinates (B.3) are related to ones in Poincaré patch (5.4) as

\[\xi_- = -\xi_1 + \xi_3, \quad \xi_0 = \xi_2, \quad \xi_+ = \frac{\xi_1 + \xi_3}{2}.\] (B.11)

Accordingly we have

\[n_- = -n_1 + n_3 = -r\]

\[n_0 = n_2 = -tr\]

\[n_+ = \frac{n_1 + n_3}{2} = -\frac{t^2 r^2 - 1}{2r},\] (B.14)

where (B.9) and transformations (B.1) are used. These are nothing but the (5.14) in Section 5.2.
Appendix C

Technical proofs and calculations of part I

C.1

If the dynamical fields $\Phi$ satisfy e.o.m, and $\delta \Phi$ satisfy l.e.o.m then the Lee-Wald symplectic two form (2.11) is closed [30]. Here is the proof. Using (2.12), $(\delta_1 \delta_2 - \delta_1 \delta_2) L = 0.$ Replacing $\delta L$ from (1.6) then

$$(\delta_1 \delta_2 - \delta_1 \delta_2) L = \delta_1 (E_{\Phi} \delta_2 \Phi + d\Theta(\delta_2 \Phi, \Phi)) - \delta_2 (E_{\Phi} \delta_1 \Phi + d\Theta(\delta_1 \Phi, \Phi)) \tag{C.1}$$

$$= (\delta_1 E_{\Phi}) \delta_2 \Phi + d\delta_1 \Theta(\delta_2 \Phi, \Phi) - (\delta_2 E_{\Phi}) \delta_1 \Phi - d\delta_2 \Theta(\delta_1 \Phi, \Phi) \tag{C.2}$$

where (2.12) and (2.13) are used. Now if $\Phi$ satisfies the e.o.m and $\delta \Phi$ satisfy l.e.o.m, then $\delta E_{\Phi} = 0$ (see (3.1)), so

$$(\delta_1 \delta_2 - \delta_1 \delta_2) L \approx d\delta_1 \Theta(\delta_2 \Phi, \Phi) - d\delta_2 \Theta(\delta_1 \Phi, \Phi) \tag{C.3}$$

$$= d\omega(\delta_1 \Phi, \delta_2 \Phi, \Phi). \tag{C.4}$$

As a result,

$$d\omega(\delta_1 \Phi, \delta_2 \Phi, \Phi) \approx 0. \tag{C.5}$$
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C.2

The Hamiltonian variation $\delta H_\xi$ introduced in (2.16) is related to the Noether-Wald charge variation $\delta Q_\xi$ in (2.46) by the relation (2.60). Here the steps to prove this proposition are provided [9]. By variation of (2.44), we have

$$\delta J_\xi = \delta \Theta(\delta \xi \Phi, \Phi) - \xi \cdot \delta L. \quad \text{(C.6)}$$

Note that $\xi$ is not dynamical, so $\delta$ passes from it. Substituting in the last term from (1.6) and by on-shell condition,

$$\delta J_\xi \approx \delta \Theta(\delta \xi \Phi, \Phi) - L_\xi \Theta(\delta \Phi, \Phi) \approx d(\delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi)). \quad \text{(C.7)}$$

By rearrangement, and by $\delta J_\xi = d \delta Q_\xi$ which is a result of l.e.o.m,

$$\delta \Theta(\delta \xi \Phi, \Phi) - L_\xi \Theta(\delta \Phi, \Phi) \approx d(\delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi)). \quad \text{(C.8)}$$

Notice that this result is correct, irrespective of any chosen $Y$ ambiguity. It is because in (2.44) any chosen $Y$ ambiguity for the $\Theta$ would also be the same ambiguity in $J_\xi$. Comparing (C.9) with (2.16) and (2.19), the explicit general formula for $k_\xi(\delta \Phi, \Phi)$ can be read as

$$k_\xi(\delta \Phi, \Phi) = \delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi). \quad \text{(C.10)}$$

Finally, integrating (C.9) over $\Sigma$ and using the Stokes theorem leads to (2.60).

C.3

The integrability condition is explicitly (2.39). We can use (2.60) to replace $\delta H_\xi$ by

$$\delta H_\xi = \int \omega(\delta \Phi, L_\xi \Phi, \Phi) = \oint \delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi). \quad \text{(C.11)}$$
Then noticing that \( \delta \Theta \| \xi \) is by definition integrable, \((\delta_1 \delta_2 - \delta_2 \delta_1)Q_\xi = 0\), so

\[
0 = (\delta_1 \delta_2 - \delta_2 \delta_1)H_\xi \approx -\oint \delta_1 (\xi \cdot \Theta (\delta_2 \Phi, \Phi)) - \delta_2 (\xi \cdot \Theta (\delta_1 \Phi, \Phi)) \tag{C.12}
\]

\[
= -\oint (\xi \cdot \delta_1 \Theta (\delta_2 \Phi, \Phi) - \xi \cdot \delta_2 \Theta (\delta_1 \Phi, \Phi)) \tag{C.13}
\]

\[
= -\oint (\delta_1 \Theta (\delta_2 \Phi, \Phi) - \delta_2 \Theta (\delta_1 \Phi, \Phi)) \tag{C.14}
\]

\[
= -\oint (\xi \cdot \omega (\delta_1 \Phi, \delta_2 \Phi, \Phi)) \tag{C.15}
\]

Vanishing of (C.15) is the claimed integrability condition (2.40). An important thing to note is that in derivation of (2.60) which is used in this proof, and also in deriving (C.13) from (C.12), we have had assumed \( \delta \xi = 0 \). So in order to have the (2.40) as a valid integrability condition, \( \xi \) should not depend on the points of the manifold of the phase space.

C.4

Here we find the effect of addition a total derivative to the Lagrangian, on the Noether-Wald current \( J_\xi \). By \( L \rightarrow L + d\mu \), then \( \delta_\xi L \rightarrow \delta_\xi L + d\delta_\xi \mu \). According to (2.42) then \( \Theta \rightarrow \Theta + \delta_\xi \mu \). On the other hand, \( \xi \cdot L \rightarrow \xi \cdot L + \xi \cdot d\mu \). Using the identity \( \delta_\xi \mu = \xi \cdot d\mu + d(\xi \cdot \mu) \), then we would have

\[
J_\xi = \Theta (\delta_\xi \Phi, \Phi) - \xi \cdot L \rightarrow J_\xi + d(\xi \cdot \mu). \tag{C.16}
\]

C.5

The derivation of explicit form of Noether-Wald charge \( Q_\xi \) in the EH gravity is presented. Beginning from (2.44), we can substitute the \( L \) and \( \Theta \) of the EH gravity from (2.25) and (2.27) respectively. As a result, for the dual of \( J_\xi \) we have

\[
J^\mu_\xi = \Theta^\mu (g, \delta_\xi g) - L^{\xi \mu} \tag{C.17}
\]

\[
= \frac{1}{16\pi G} (\nabla_\alpha \delta_\xi g^{\mu \alpha} - \nabla^\mu \delta_\xi g_\alpha) - \frac{1}{16\pi G} R^{\xi \mu}. \tag{C.18}
\]

Substituting \( \delta_\xi g^{\mu \alpha} = \nabla^\mu \xi^\alpha + \nabla^\alpha \xi^\mu \), then

\[
J^\mu_\xi = \frac{1}{16\pi G} \left( \nabla_\alpha (\nabla^\mu \xi^\alpha + \nabla^\alpha \xi^\mu) - 2\nabla^\mu \nabla_\alpha \xi^\alpha - R^{\xi \mu} \right) \tag{C.19}
\]

\[
= \frac{1}{16\pi G} \left( \nabla_\alpha (\nabla^\mu \xi^\alpha - \nabla^{\mu} \xi^\alpha) + 2\nabla_\alpha \nabla^\mu \xi^\alpha - 2\nabla^\mu \nabla_\alpha \xi^\alpha - R^{\xi \mu} \right). \tag{C.20}
\]
Now one can use the identity \((\nabla_\mu \nabla_\nu - \nabla_\nu \nabla_\mu)\xi^\alpha = R^\alpha_{\beta \mu \nu} \xi^\beta\) to rewrite it as

\[
J^\mu_\xi = \frac{1}{16\pi G} \left( \nabla_\alpha (\nabla^\alpha \xi^\mu - \nabla^\mu \xi^\alpha) + 2 R^\mu_\alpha \xi^\alpha - R \xi^\mu \right) \tag{C.21}
\]

\[
\approx \frac{1}{16\pi G} \left( \nabla_\alpha (\nabla^\alpha \xi^\mu - \nabla^\mu \xi^\alpha) \right). \tag{C.22}
\]

Noticing the (A.29) and \(J_\xi = dQ_\xi\), we have \(Q_\xi = \star Q_\xi\) in which

\[
(Q_\xi)_{\mu \nu} = \frac{-1}{16\pi G} (\nabla_\mu \xi_\nu - \nabla_\nu \xi_\mu) = \frac{-1}{16\pi G} (d\xi)_{\mu \nu}, \tag{C.23}
\]

It can be easily checked that adding a cosmological constant \(\Lambda\) to the EH theory, does not change the final result.

### C.6

In this section, we will derive the explicit form of the \(k^\text{EH}_\xi\), \(i.e.\) the equation (2.28). We can begin from the general formula of the \(k_\xi\), derived in Appendix (C.5), which is

\[
k_\xi(\delta \Phi, \Phi) = \delta Q_\xi - \xi \cdot \Theta(\delta \Phi, \Phi). \tag{C.24}
\]

For the EH theory, by the (2.57) and (2.27) we have

\[
Q_\xi = \star \left( \frac{-1}{16\pi G} \frac{1}{2!(d-2)!} (\nabla_\mu \xi_\nu - \nabla_\nu \xi_\mu) dx^\mu \wedge dx^\nu \right) \tag{C.25}
\]

\[
= \frac{-1}{16\pi G} \frac{\sqrt{-g}}{(2!(d-2)!)} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} (\nabla_\mu \xi_\nu - \nabla_\nu \xi_\mu) dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}} \tag{C.26}
\]

and

\[
\Theta(\delta \Phi, \Phi) = \star \left( \frac{1}{16\pi G} (\nabla_\alpha \delta g^\alpha_\mu - \nabla_\mu \delta g^\alpha_\alpha) dx^\mu \right) \tag{C.27}
\]

respectively. So the terms in (C.24) can be calculated using them. Putting (C.26) into the first term of (C.24)

\[
\delta Q_\xi = \delta \left( \frac{-1}{16\pi G} \frac{\sqrt{-g}}{(2!(d-2)!)} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} g^{\mu \beta} \nabla_\beta \xi^\nu dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}} \right) - [\mu \leftrightarrow \nu] \tag{C.28}
\]

\[
= \frac{-1}{16\pi G} \frac{1}{(2!(d-2)!)} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} \left( (\delta \sqrt{-g}) g^{\mu \beta} (\nabla_\beta \xi^\nu) - \sqrt{-g} \delta g^{\mu \beta} (\nabla_\beta \xi^\nu) \right)
\]

\[
+ \sqrt{-g} g^{\mu \beta} (\nabla_\beta \xi^\nu) dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}} - [\mu \leftrightarrow \nu], \tag{C.29}
\]
in which the notation \( \delta g^{\mu \nu} \equiv g^{\mu \alpha} g^{\nu \beta} \delta g_{\alpha \beta} = -\delta (g^{\mu \nu}) \) has been used. Now by the relations
\[
\delta \sqrt{-g} = \frac{1}{2 \sqrt{-g}} \delta g^\alpha_\alpha, \quad \delta \Gamma^\lambda_{\mu \nu} = \frac{1}{2} g^{\lambda \alpha} \left( \nabla_\mu \delta g_{\sigma \nu} + \nabla_\nu \delta g_{\sigma \mu} - \nabla_\sigma \delta g_{\mu \nu} \right)
\]
the (C.29) is calculated to be
\[
\delta Q_\xi = -\frac{1}{16 \pi G} \sqrt{-g} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} \left( \frac{1}{2} \delta g^\alpha_{\alpha} (\nabla_\mu \xi_\nu) - \delta g^{\mu \beta} (\nabla_\beta \xi_\nu) + \xi^\alpha \nabla_\mu \delta g^\nu_{\alpha} \right) dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}} - [\mu \leftrightarrow \nu].
\]
Now, let’s calculate the second term of (C.24). Inserting (C.27) into the second term in (C.24), then
\[
-\xi \cdot \Theta(\delta \Phi, \Phi) = -\xi \cdot \left( \frac{1}{16 \pi G} \sqrt{-g} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-1}} (\nabla_\alpha \delta g^{\alpha \mu} - \nabla^\mu \delta g^\alpha_{\alpha}) \right) dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-1}}
\]
\[
= -\frac{1}{16 \pi G} \sqrt{-g} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} (\nabla_\alpha \delta g^{\alpha \mu} - \nabla^\mu \delta g^\alpha_{\alpha}) \xi^\nu dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}}
\]
\[
= -\frac{1}{16 \pi G} \sqrt{-g} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} (\nabla_\alpha \delta g^{\alpha \mu} - \nabla^\mu \delta g^\alpha_{\alpha}) \xi^\nu dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}} - [\mu \leftrightarrow \nu]
\]
Hence, having found the (C.31) and (C.33), the \( k^{EH}_\xi \) can be read as
\[
k^{EH}_\xi = -\frac{1}{16 \pi G} \sqrt{-g} \epsilon_{\mu \nu \alpha_1 \cdots \alpha_{d-2}} \left( \frac{1}{2} \delta g^\alpha_{\alpha} (\nabla_\mu \xi_\nu) - \delta g^{\mu \beta} (\nabla_\beta \xi_\nu) + \xi^\alpha \nabla_\mu \delta g^\nu_{\alpha} \right) dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_{d-2}} - [\mu \leftrightarrow \nu]
\]
By the Hodge duality, we would have \( k^{EH}_\xi = \ast k^{EH}_\xi \), where
\[
k^{EH,\mu \nu}_\xi = -\frac{1}{16 \pi G} \left( \frac{1}{2} \delta g^\alpha_{\alpha} (\nabla_\mu \xi_\nu) - \delta g^{\mu \beta} (\nabla_\beta \xi_\nu) + \xi^\alpha \nabla_\mu \delta g^\nu_{\alpha} + (\nabla_\alpha \delta g^{\alpha \mu} - \nabla^\mu \delta g^\alpha_{\alpha}) \xi^\nu \right) - [\mu \leftrightarrow \nu],
\]
which is the equation (2.28).
If one adds the cosmological constant \( \Lambda \) to the EH theory, the equations (C.26) and (C.27) would remain intact, resulting to the same \( k_\xi \).

C.7

This section is provided to introduce the electric charge as a Noether-Wald charge. By the gauge transformation (3.20), the Lagrangian is invariant \( \delta L = 0 \). So noticing (1.6), \( d \Theta \approx 0 \)
in which \( \Theta = \ast \Theta \) and

\[
\Theta^{(p)\mu} = \frac{\partial L}{\partial F_{\mu\nu}^{(p)}} \delta A_{\nu}^{(p)}.
\]

(C.36)

By the \( \delta A_{\mu}^{(p)} = \partial_{\mu} \Lambda^{(p)} = \nabla_{\mu} \Lambda^{(p)} \), and by the e.o.m \( \nabla_{\alpha} \frac{\partial L}{\partial F^{(p)\mu\alpha}} \approx 0 \) we have

\[
\Theta^{(p)\mu} = \nabla_{\alpha} \left( \frac{\partial L}{\partial F_{\mu\alpha}^{(p)}} \Lambda^{(p)} \right).
\]

(C.37)

Considering the Noether-Wald current \((d - 1)\)-form as \( J = \Theta \) and \( J = dQ \), then from the (C.37) one can read

\[
Q^{(p)\mu\nu} = \frac{\partial L}{\partial F_{\mu\nu}^{(p)}} \Lambda^{(p)},
\]

where the notation \( Q^{(p)} = \ast Q^{(p)} \) is used. The global part of the gauge transformations is responsible for electric charge conservation, so taking the \( \Lambda^{(p)} = \text{const.} = 1 \), would result the \((d - 2)\)-form electric charge density as Hodge dual to

\[
Q^{(p)\mu\nu} = \left( \frac{\partial L}{\partial F_{\mu\nu}^{(p)}} \right).
\]

(C.38)

C.8

In order to show the constancy of Hawking temperature on the horizon, it is enough to show the constancy of \( \kappa^2 \) in (3.27), i.e.

\[
t^{\mu} \partial_{\mu} \kappa^2 = 0
\]

(C.40)

for any arbitrary vector field \( t^{\mu} \) tangent to the horizon. The proof has two steps.

The first step is showing that it is correct for \( t^{\mu} = \zeta_{\mu}^{(H)} \). So \( \kappa^2 \) is constant on the orbits of \( \zeta_{\mu}^{(H)} \).

To show it,

\[
\zeta_{\mu}^{(H)} \partial_{\mu} \kappa^2 = \zeta_{\mu}^{(H)} \nabla_{\mu} \kappa^2 = -(\nabla^{\alpha} \zeta_{\mu}^{(H)})(\zeta_{\mu}^{(H)} \nabla_{\mu} \kappa_{\alpha}^{(H)}) = -(\nabla^{\alpha} \zeta_{\mu}^{(H)})(\zeta_{\mu}^{(H)} R_{\mu\alpha\beta}^{\nu} \zeta_{\nu}^{(H)})
\]

(C.41)

where in the last equation, the identity \( \nabla_{\mu} \nabla_{\alpha} \xi_{\beta} = R_{\mu\alpha\beta}^{\nu} \xi_{\nu} \) true for any Killing is used. But the last term vanished by the anti-symmetric properties of indices \( \{\mu, \nu\} \) in the Riemann tensor.

The second step is to show (C.40) on the bifurcation point of the horizon for any chosen tangent \( t^{\mu} \). Then, because the bifurcation point is the origin of orbits of \( \zeta_{(H)} \), and the horizon is spanned by those orbits, \( \kappa^2 \) would be constant all over the horizon. So in order to show
the claim,

\[ t^\mu \partial_\mu \kappa^2 = t^\mu \nabla_\mu \kappa^2 = -(\nabla^\alpha \zeta^\beta_H)(t^\mu \nabla_\mu \zeta_{H\beta}) = -(\nabla^\alpha \zeta^\beta_H)t^\mu R^{\nu\alpha\beta}_{\mu\nu} \zeta_{H\nu} \]  

(C.42)

The last term vanishes because \( \zeta_H \) vanishes on the bifurcation point of the horizon, proving the claim.

C.9

Here we show that \( \oint_H \delta Q \zeta_H \) is unambiguously equal to \( \frac{\kappa \delta S}{2\pi} \) [9]. Using the (2.51) in Section 3.4 it was shown that \( \oint_H Q \zeta_H \) is unambiguously equal to \( \frac{\kappa S}{2\pi} \) because none of the \( W, Y \) and \( Z \) ambiguities could contribute. But taking variations, this issue might not remain valid. We show that it is not the case. The variations of \( W \) and \( Z \) ambiguities would remain linear in \( \zeta_H \), because \( \delta \) does not act on \( \zeta_H \). So according to (3.34) they would vanish. For the \( Y \) term we have

\[
\delta Y(\delta \zeta_H \Phi, \bar{\Phi}) = Y(\delta \delta \zeta_H \Phi, \bar{\Phi}) \\
= Y(\delta \zeta_H \delta \Phi, \bar{\Phi}) \\
= \delta \zeta_H Y(\delta \Phi, \bar{\Phi}) \\
= \zeta_H \cdot dY + d(Y \cdot \zeta_H) .
\]  

(C.43)

In the above we have used the fact that since \( \delta \zeta_H = 0 \), we can interchange \( \delta \zeta_H \) and \( \delta \). The last term is linear in \( \zeta_H \), so it would not have any contribution too.

C.10

This section is provided to show that in the case of \( U(1)^2 \) isometry, the action of \( SL(2, \mathbb{Z}) \) does not change the periodicity of the coordinates \( \varphi^1, \varphi^2 \). Considering the following 3 points on the plane \( \mathbb{R}^2 \)

\[
A = (\varphi^1, \varphi^2) , \quad B = (\varphi^1, \varphi^2) + (2\pi, 0) , \quad C = (\varphi^1, \varphi^2) + (0, 2\pi) ,
\]  

(C.44)

we identify these three points to obtain a torus

\[
A \sim B \sim C , \quad \forall (\varphi^1, \varphi^2) .
\]  

(C.45)
Therefore the periodicity of \( \varphi^1, \varphi^2 \) are equal to \( 2\pi \). Now suppose that we make a \( SL(2, \mathbb{Z}) \) coordinate transformation on the torus by

\[
\begin{pmatrix}
\varphi'^1 \\
\varphi'^2 \\
\end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix}
\varphi^1 \\
\varphi^2 \\
\end{pmatrix} \tag{C.46}
\]

where \( a, \cdots, d \in \mathbb{Z} \) and \( ad - bc = 1 \). In the new coordinates, the (C.45) would be as

\[
(\varphi'^1, \varphi'^2) \sim (\varphi'^1, \varphi'^2) + 2\pi(a, c) \sim (\varphi'^1, \varphi'^2) + 2\pi(b, d), \quad \forall (\varphi'^1, \varphi'^2). \tag{C.47}
\]

From the above relation, it is not clear what is the periodicity of the new coordinates \( \varphi'^1, \varphi'^2 \). But Suppose that we move \( n \) periods along \( \varphi^1 \), and \( m \) periods along \( \varphi^2 \). Since \( n, m \) are integers, then the endpoint is identified with the starting point, as

\[
(\varphi'^1, \varphi'^2) \sim (\varphi'^1, \varphi'^2) + 2\pi n (a, c) + 2\pi m (b, d). \tag{C.48}
\]

Now we want to find the period of \( \varphi'^1 \). In other words, the question is “find the smallest values for \( n, m \) such that the resulting movement is only along \( \varphi'^1 \)?”

In order that the movement be along \( \varphi'^1 \) only, we should have

\[
nc + md = 0 \implies m = -\frac{c}{d}n. \tag{C.49}
\]

Since the determinant of the transformation is 1, and the entries of \( SL(n, \mathbb{Z}) \) are integers, one can show that the greatest common factor of \( c, d \) is 1 (otherwise the common factor could be factored out and the determinant would be proportional to the square of that integer factor).

Therefore the smallest (positive) solution to the above equation is \( n = d \), and accordingly \( m = -c \). Going back to (C.47), it turns out that

\[
(\varphi'^1, \varphi'^2) \sim (\varphi'^1, \varphi'^2) + 2\pi n (a - \frac{c}{d}b, 0). \tag{C.50}
\]

Using the fact that \( ad - bc = 1 \), we find that

\[
(\varphi'^1, \varphi'^2) \sim (\varphi'^1, \varphi'^2) + 2\pi (1, 0). \tag{C.51}
\]

This means that the period of the new coordinate \( \varphi'^1 \) is again \( 2\pi \). By the same way, we can show that the period of \( \varphi'^2 \) is also \( 2\pi \). Therefore the periodicity is not changed by \( SL(2, \mathbb{Z}) \) transformations.
C.11

Surfaces $\mathcal{H}$ are $(d-2)$-dim surfaces which are identified by some constant time and radius $(t_H, r_H)$. They are mapped to each other under the action of group generated by the subalgebra $\{\xi_-, \xi_0\}$. To prove this proposition, we notice that the action of the generators $\xi_- = \partial_t$ and $\xi_0 = t\partial_t - r\partial_r$ are as

$$
t \rightarrow t + a, \\
t \rightarrow bt, \\
r \rightarrow \frac{r}{b},
$$

respectively, for some constants $a$ and $b$. Now assume surfaces $\mathcal{H}_1$ and $\mathcal{H}_2$ are identified by $(t_1, r_1)$ and $(t_2, r_2)$ respectively. Defining $b \equiv \frac{r_1}{r_2}$, then by the action of group generated by $\xi_0$ one can map $t_1 \rightarrow bt_1$ and $r_1 \rightarrow r_2$. Then, by definition of $a \equiv t_2 - bt_1$, by the action of group generated by $\xi_-$ one can map $bt_1 \rightarrow t_2$. Accumulating the above actions would lead to $t_1 \rightarrow t_2$ and $r_1 \rightarrow r_2$. Other coordinates $(\theta^\alpha, \varphi^i)$ are left unchanged, so $\mathcal{H}_1$ is mapped to $\mathcal{H}_2$ by isometry actions.

C.12

Assuming that a tensor has $\{\xi_-, \xi_0\}$ isometry, its $(t, r)$ dependence is determined completely, component by component. Here we will mention it for tensors of rank $(0, 1, 2)$, but it can be generalized to any rank.

For a tensor of rank 0, denoted by $T$, $\mathcal{L}_{\xi_-}T = \partial_t T = 0$, so $T$ has not any $t$ dependence. Then by $\mathcal{L}_{\xi_0} T = -r \partial_r T = 0$, it would not have any $r$ dependence. Hence

$$T = T(\theta^\alpha, \varphi^i).$$

For a tensor of rank 1 with down index, denoted by $T_\mu$, $\mathcal{L}_{\xi_-}T_\mu = \partial_t T_\mu = 0$ so $T_\mu$ have not any $t$ dependence. Then by $\mathcal{L}_{\xi_0} T_\mu = 0$ a system of differential equations follows

$$
\begin{align*}
-r \partial_r T_t + T_t &= 0 \\
-r \partial_r T_r - T_r &= 0 \\
-r \partial_r T_\theta^\alpha &= 0 \\
-r \partial_r T_\varphi^i &= 0
\end{align*}
$$

(C.54)
It is a homogeneous system of differential equations, with the answer

\[ T_\mu = (r \tilde{T}_t, \frac{\tilde{T}_r}{r}, \tilde{T}_{\theta^\alpha}, \tilde{T}_{\phi^i}) \]  

(C.55)

for some functions \( \tilde{T}_\mu = \tilde{T}_\mu(\theta^\alpha, \phi^i) \).

For a second rank tensor \( T_{\mu\nu} \), by a similar analysis, one finds that by \( \mathcal{L}_\xi - \tilde{T}_{\mu\nu} = \partial_t \tilde{T}_{\mu\nu} = 0 \), components are \( t \) independent, and by \( \mathcal{L}_\xi \tilde{T}_{\mu\nu} = 0 \), the \( r \) dependences are fixed as

\[
\tilde{T}_{\mu\nu} = \begin{pmatrix}
r^2 \tilde{T}_{tt} & r \tilde{T}_{t\theta^\alpha} & r \tilde{T}_{t\phi^i} \\
\tilde{T}_{tr} & \tilde{T}_{r\theta^\alpha} & \tilde{T}_{r\phi^i} \\
\tilde{T}_{t\theta^\beta} & \tilde{T}_{r\theta^\beta} & \tilde{T}_{\theta^\alpha\phi^j} \\
\tilde{T}_{t\phi^i} & \tilde{T}_{r\phi^i} & \tilde{T}_{\phi^i\phi^j}
\end{pmatrix}
\]  

(C.56)

for some functions \( \tilde{T}_{\mu\nu} = \tilde{T}_{\mu\nu}(\theta^\alpha, \phi^i) \).

For the tensors \( T^\mu \) and \( T^{\mu\nu} \), by similar analysis (or by raising indices using \( g^{\mu\nu} \)) one finds that components are \( t \) independent. The \( r \) dependence would be found to be \( r \rightarrow \frac{1}{r} \) in (C.55) and (C.56).

C.13

In this appendix, we will show that \( n_a H Q_a \xi_a \) is equal to \( e^p Q_p - \oint H \sqrt{-g} \mathcal{L} \), independent of the theory under considerations. Beginning from (5.8), rewritten as

\[
[\xi_b, \xi_c] = f_{bc}^\, d \xi_d ,
\]

(C.57)

and by multiplication of both sides by \( f_a^{\, bc} \), we have

\[
\xi_a = \frac{1}{2} f_a^{\, bc} [\xi_b, \xi_c] ,
\]

(C.58)

where (5.9) is used. On the other hand by the definition of Lie bracket,

\[
[\xi_b, \xi_c]^\mu = \xi_b^\nu \nabla_\nu \xi_c^\mu - \xi_c^\nu \nabla_\nu \xi_b^\mu \\
= 2 \nabla_\nu \left( \xi_b^\nu \xi_c^\mu \right) .
\]

(C.59)

Therefore we find

\[
\xi^\mu_a = f_a^{\, bc} \nabla_\nu \left( \xi_b^\nu \xi_c^\mu \right) = f_a^{\, bc} \nabla_\nu \left( \xi_b^\mu \xi_c^\nu \right) ,
\]

(C.60)
which will be used in a moment. Returning back to the calculations of Noether-Wald charges by (2.44), in the Hodge dual language,

\[ J^\mu_{\xi a} = \Theta^\mu(\delta_{\xi a} \Phi, \Phi) - L_{\xi a}^\mu. \]  

(C.61)

Calculating the first term in RHS: For the \( \{\xi_-, \xi_0\} \), the \( \Theta^\mu(\delta_{\xi a} \Phi, \Phi) \) vanishes identically by the isometry condition \( \delta_{\xi a} \Phi = 0 \). For the \( \xi_+ \) and in the presence of gauge fields, according to (4.19) and (C.37), we have

\[ \Theta^\mu(\xi_+ A^{(p)}(\xi_+) \Phi, A^{(p)}) = \nabla_\nu \left( -\frac{e^p}{r} \frac{dL}{dF^{(p)}} \right). \]

(C.62)

Calculating the second term in RHS: Replacing \( \xi^\mu_a \) from (C.60),

\[ -L_{\xi a}^\mu = L f^{bc}_a \nabla_\nu \left( \xi^\mu_b \xi^\nu_c \right) \approx f^{bc}_a \nabla_\nu \left( L \xi^\mu_b \xi^\nu_c \right), \]

(C.64)

where in the last equation, the on-shell isometry condition \( \xi_\nu^a \nabla_\nu L \approx 0 \) is used.

Accumulating the results above, for the Hodge dual of the \( Q_{\xi a} \) we read

\[ Q_{\xi a}^{\mu\nu} = -\frac{e^p}{r} \frac{dL}{dF^{(p)}} \delta_{a+} + f^{bc}_a L \xi^\mu_b \xi^\nu_c. \]

(C.65)

Noticing that integration over \( \mathcal{H} \) does not include integration over coordinate \( r \), then by (3.22), integration of the first term in the RHS of (C.65) simply leads to \( -\frac{e^p}{r} Q_p \delta_{a+} \). The second term in the RHS of (C.65) is a 2-form with its indices are raised. One needs to use (A.18) to find its Hodge dual, and then pull-back it to \( \mathcal{H} \) and integrate it. So we are dealing with

\[ \oint_{\mathcal{H}} \frac{1}{2!} e_{a \mu \nu a_1 \cdots a_{d-2}} \sqrt{-g} \left( f^{bc}_a L \xi^\mu_b \xi^\nu_c \right) dx^{a_1} \wedge \cdots \wedge dx^{a_{d-2}} = \oint_{\mathcal{H}} \epsilon_{\perp \mu \nu} \left( \frac{1}{2} f^{bc}_a L \xi^\mu_b \xi^\nu_c \right) \]

(C.66)

where (5.22) is used. It can be made simpler by the identity

\[ \epsilon_{\perp \mu \nu}(\xi^\mu_b \xi^\nu_c) = \Gamma \delta_{c_b} n_c, \]

(C.67)

contracted by \( f^{bc}_a \), which is

\[ f^{bc}_a \epsilon_{\perp \mu \nu}(\xi^\mu_b \xi^\nu_c) = f^{bc}_a \Gamma \delta_{c_b} n_c = \Gamma f^{bc}_a f^{d}_b n_d = 2 \Gamma n_a, \]

(C.68)
in which (5.16) and (5.9) are also used. Putting it into (C.66) and noticing that \( n_a \) are just functions of \((t, r)\) which are not integrated over, we end with

\[
Q_{\xi_a} = -\frac{e^p}{r_H} Q_p \delta_{a+} + n_{H a} \oint_{H} e_H \Gamma \mathcal{L}.
\]

As a result, by (5.15) and (5.23),

\[
n_H^a Q_{\xi_a} = e^p Q_p - \oint_{H} e_H \Gamma \mathcal{L} = e^p Q_p - \oint_{H} \sqrt{-g} \mathcal{L}.
\]

**C.14**

It is intended to show that constancy of \( k = \frac{g_{\varphi \varphi}}{rg_{r \varphi}} \) in the 4-dim spacetime is a result of \( SL(2, \mathbb{R}) \times U(1) \) isometry. To begin, we note that by the \( U(1) \) isometry, the coordinates \( \varphi \) can be chosen in a way that metric components would be independent of this coordinate. In this coordinate, the \( U(1) \) Killing vector would be \( m = \partial \varphi \). Similarly, the coordinate \( t \) can be chosen in a way that \( \xi_- \) would be \( \partial_t \), hence the metric components would also be independent of \( t \). The \( r \) coordinate can be chosen in a way that makes \( g_{r \varphi} = 0 \). Now, the \( \xi_0 \) would be chosen to be \( t \partial_t - r \partial_r \), fulfilling the \([\xi_0, \xi_-] = -\xi_-\). Requesting \( \xi_0 \) to be Killing vector, fixes the metric non-zero components to have \( r \) dependencies as (C.56).

By solving some simple differential equations, the most generic vector \( \xi_+ \) with the commutation relations in (4.18) turns out to be

\[
\xi_+ = \left( \frac{t^2}{2} + \frac{a}{r^2} \right) \partial_t + (b - tr) \partial_r + \frac{c}{r} \partial_\theta + \frac{d}{r} \partial_\varphi,
\]

where \( \{a, b, c, d\} \) are some functions of \( \theta \). We could define \( r \) from the beginning such that make \( a = \text{const.} = \frac{1}{2} \). Requesting the \( \xi_+ \) to be Killing vector of the metric, one finds that \( \mathcal{L}_{\xi_+} g_{\varphi \varphi} = 0 \) and \( \mathcal{L}_{\xi_+} g_{tt} = 0 \) lead to \( c = 0 \) and \( b = 0 \) respectively. Then \( \mathcal{L}_{\xi_+} g_{\theta \varphi} = 0 \) results \( \partial_\theta d = 0 \), i.e. \( d = \text{const.} \equiv k \). Finally, \( \mathcal{L}_{\xi_+} g_{tt} = 0 \) leads to \( \frac{g_{\varphi \varphi}}{rg_{r \varphi}} = k \).

**C.15**

For the \( \{\xi_-, \xi_0\} \) isometric perturbations, \( \delta S \) is \( \mathcal{H} \)-independent. To show it, consider the entropy perturbation associated with field perturbations \( \delta \Phi \) around the NHEG background
Appendix C. Technical proofs and calculations of part I

\[ \Phi, \text{ as } \delta S = \oint H \delta (\epsilon H \epsilon_{\perp}^{\alpha \beta} \epsilon_{\perp}^{\mu \nu} E_{\alpha \beta \mu \nu}) \frac{\delta \Phi}{\delta \Phi}. \] (C.72)

According to Appendix C.11, any two arbitrary \( \mathcal{H} \) surfaces (defined at different values of \( t_H, r_H \)) are related by a diffeomorphism generated by \( \{ \xi^-, \xi_0 \} \). \( \delta S \) would be \( \mathcal{H} \)-independent if the integrand in (C.72) would be invariant under such diffeomorphisms. That is, if

\[ L_{\xi^a} \left( \frac{\delta(\epsilon_H \epsilon_{\perp}^{\alpha \beta} \epsilon_{\perp}^{\mu \nu} E^{\alpha \beta \mu \nu})}{\delta \Phi} \right) \bigg|_{\Phi} \delta \Phi = 0, \quad a = -, 0, \] (C.73)

where in the second equality we used the fact that background fields \( \Phi \) and \( \epsilon \)'s are \( \{ \xi^-, \xi_0 \} \) invariant. Hence \( \delta S \) is \( \mathcal{H} \)-independent if \( L_{\xi^-}(\delta \Phi) = L_{\xi_0}(\delta \Phi) = 0 \).

A similar reasoning leads to the same proposition for the electric charges, i.e. for the \( \{ \xi^-, \xi_0 \} \) isometric perturbations, \( \delta Q_p \) is \( \mathcal{H} \)-independent. For the proof, it would suffice to replace \( -\epsilon_{\perp}^{\mu \nu} E^{\alpha \beta \mu \nu} \) in (C.72) by \( Q^{(p)\alpha \beta} \), introduced in (3.22), which is also \( \{ \xi^-, \xi_0 \} \) invariant.

C.16

Here we present details of computation of the symplectic form appearing in the LHS of (6.21). As described in Lemma 2.2, for an isometry generator \( \xi, \omega = 0 \). All of the Killing vectors of NHEG in (5.4) are isometry generators, except for \( \xi^+ \). Because as it acts on gauge fields \( A^{(p)} \), there is a residual gauge transformation, described in i.e. (4.19). For simplicity we drop all indices \( (p) \), without losing generalization. To compute the effects of this residual gauge transformation, we start with the definition of \( \omega \)

\[ \omega(\delta \Phi, \delta \xi^+ \Phi, \tilde{\Phi}) = \delta \Theta(\delta \xi^+ \Phi, \tilde{\Phi}) - L_{\xi^+} \Theta(\delta \Phi, \tilde{\Phi}). \] (C.74)

According to (C.36)

\[ \Theta^\mu(\delta A) = \frac{\partial L}{\partial F_{\mu \nu}} \delta A_{\nu}, \]
so
\[
\delta_2 \Theta^{\mu}(\delta_1 A) = \delta_2 \left( \frac{\partial L}{\partial F_{\mu\nu}} \delta_1 A_\nu \right) = \delta_2 \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \delta_1 A_\nu + \frac{\partial L}{\partial F_{\mu\nu}} \delta_2 \delta_1 A_\nu .
\] (C.76)

By (2.12), i.e. \( \delta_1 \delta_2 = \delta_2 \delta_1 \)
\[
\omega^\mu(\Phi, \delta_1 \Phi, \delta_2 \Phi) = \delta_2 \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \delta_1 A_\nu - \delta_1 \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \delta_2 A_\nu ,
\] (C.77)

where \( \omega^\mu \) is the vector Hodge dual to the \((d-1)\)-form symplectic current \( \omega \). The nonvanishing part of \( \omega \) is hence
\[
\omega^\mu(\Phi, \delta_1 \Phi, \delta_2 \Phi) = \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \delta_2 A_\nu - \delta_2 \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \delta_1 A_\nu .
\] (C.78)

The second term on the right hand side is zero since \( \xi_+ \) is an isometry of Lagrangian and \( F_{\mu\nu} \). Next, recall from (4.19) that
\[
\delta_2 A_\nu = \nabla_\nu \Lambda , \quad \Lambda = \frac{-e}{r} ,
\]
therefore
\[
\omega^\mu(\Phi, \delta \Phi, \delta_2 \Phi) = \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \nabla_\nu \Lambda = \nabla_\nu \left( \Lambda \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \right) - \Lambda \nabla_\nu \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right)
\]
\[
= \nabla_\nu \left( \Lambda \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) \right) - \Lambda \nabla_\nu \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right)
\] (C.80)

where we have used the linearized equation of motion for the gauge field perturbations \( \delta A_\mu \).

Summarizing the calculations above, \( \omega(\delta \Phi, \delta \xi_+ \Phi, \Phi) = dQ(\delta \Phi, \delta \xi_+ \Phi, \Phi) \) in which \( Q = \star Q \) and
\[
Q^{\mu\nu} = \Lambda \delta \left( \frac{\partial L}{\partial F_{\mu\nu}} \right) .
\] (C.81)

Therefore, we obtain
\[
\Omega(\Phi, \delta \Phi, \delta \xi_+ \Phi) = \int_{\Sigma} \omega(\delta \Phi, \delta \xi_+ \Phi, \Phi)
\]
\[
= \oint_{\partial \Sigma} Q = \oint_{\infty} Q - \oint_{\mathcal{H}} Q .
\] (C.82)
Ω will hence have a term at infinity and a term on \( \mathcal{H} \). The term at infinity does not contribute, since by \( \{ \xi_-, \xi_0 \} \) isometry of \( \Phi \) and \( \delta \Phi \), and noticing Appendix C.12, pull-back of \( Q \) to \( \mathcal{H} \) has the \( r \)-dependency similar to \( \Lambda = \frac{-e}{r} \). Hence it vanishes at infinity. So, the only contribution is

\[
\Omega(\delta \Phi, \delta \xi_+, \Phi) = -\int_{\mathcal{H}} Q
\]

\[
= \frac{e}{r} \delta Q
\]

where (3.21) and (3.22) are used. Noting that \( \zeta_\mathcal{H} = n_\mathcal{H}^a \xi_a - k^i m_i \), and that \( \Omega \) is linear in \( \delta \zeta_\mathcal{H} A = n_\mathcal{H}^a \delta \xi_a A - k^i \delta m_i A \), we obtain (returning back the index \( p \))

\[
\Omega(\delta \Phi, \delta \zeta_\mathcal{H} \Phi, \Phi) = n_\mathcal{H}^+ \Omega(\delta \Phi, \delta \xi_+ \Phi) = n_\mathcal{H}^+ \frac{e^p}{r} \delta Q_p = -e^p \delta Q_p.
\]
Appendix D

Technical proofs and calculations of part II

D.1

We will show that requesting \( \{\bar{\xi}, \bar{\xi}_0\} \) isometry for \( \delta_\chi \Phi \) yields \( [\bar{\chi}, \bar{\xi}] = [\bar{\chi}, \bar{\xi}_0] = 0 \). Let \( \bar{\Phi} \) denote the NHEG background (5.1) and \( \mathcal{A} \) the algebra of background isometries \( sl(2, \mathbb{R}) \times u(1)^{d-3} \). For notational convenience, we will drop all bars on vector fields in this appendix but it is understood that we are considering generators of diffeomorphisms around the background. First, we note

\[
\mathcal{L}_{\xi-0} \delta_\chi \Phi = \mathcal{L}_{\xi-0} \bar{\mathcal{L}}_\chi \bar{\Phi} = \mathcal{L}_{[\xi-0, \chi]} \bar{\Phi},
\]

since \( \xi-0 \) are Killing vectors of the background. Requiring \( \mathcal{L}_{\xi-0} \delta_\chi \bar{\Phi} = 0 \) is therefore equivalent to requiring that \( [\chi, \xi_{-0}] \in \mathcal{A} \).

**Lemma D.1.** The only vectors \( \chi \) for which \( [\chi, \xi_{-0}] \in \mathcal{A} \) are linear combination of members of the \( sl(2, \mathbb{R}) \) algebra and the ones for which \( [\chi, \xi_{-0}] = 0, [\chi, \xi_0] = \beta^i m_i \) with \( \beta^i \) fixed constants.

**Proof.** \( [\chi, \xi_{-0}] \in \mathcal{A} \) means that

\[
[\chi, \xi_{-0}] = \alpha^1 \xi_{-0} + \alpha^2 \xi_0 + \alpha^3 \xi_+ + \alpha^i m_i,
\]

\[
[\chi, \xi_0] = \beta^1 \xi_{-0} + \beta^2 \xi_0 + \beta^3 \xi_+ + \beta^i m_i.
\]

(130)
for some constants $\alpha$ and $\beta$’s. By the Jacobi identity we have

\[
[[\chi, \xi_-], \xi_0] + [[\xi_0, \chi], \xi_-] + [[\xi_-, \xi_0], \chi] = 0. \tag{D.3}
\]

Inserting (D.2) in the above equation, and using the algebra of Killings of NHEG, we get

\[
(\alpha^1 \xi_- - \alpha^3 \xi_+) + (\beta^2 \xi_- + \beta^3 \xi_0) - (\alpha^1 \xi_- + \alpha^2 \xi_0 + \alpha^3 \xi_+ + \alpha^i m_i) = 0. \tag{D.4}
\]

Noting that the above should identically vanish, coefficients of $\xi_a$ and $m_i$ all should be set to zero.

\[
\alpha^3 = \alpha^i = \beta^2 = 0, \quad \alpha^2 = \beta^3, \tag{D.5}
\]

and hence

\[
[\chi, \xi_-] = \alpha^1 \xi_- + \alpha^2 \xi_0, \quad [\chi, \xi_0] = \beta^1 \xi_- + \alpha^2 \xi_+ + \beta^i m_i. \tag{D.6}
\]

Using the redefinition

\[
\chi' \equiv \chi + \alpha^1 \xi_0 + \alpha^2 \xi_+ - \beta^1 \xi_- , \tag{D.7}
\]

then

\[
[\chi', \xi_-] = 0, \tag{D.8}
\]

\[
[\chi', \xi_0] = \beta^i m_i. \tag{D.9}
\]

Therefore, recalling (D.7), we have proved that $\chi$ is a linear combination of $\chi'$ with properties (D.8)-(D.9), and a member of $sl(2, \mathbb{R})$, namely $-\alpha^1 \xi_0 - \alpha^2 \xi_+ + \beta^1 \xi_-$. \(\square\)

One can use Lemma D.1 to find the generic components of $\chi'$ explicitly. (D.8) is just $\partial_t \chi^\mu = 0$. It means that $\chi' = \chi^\mu \partial_\mu$ where $\chi^\mu = \chi^\mu(r, \theta, \varphi^i)$. Inserting it in (D.9), leads to the following equations.

\[
\begin{cases}
(r \partial_r + 1) \chi^\mu = 0 \\
(r \partial_r - 1) \chi^r = 0 \\
r \partial_r \chi^{\theta} = 0 \\
r \partial_r \chi^{\varphi^i} = \beta^i 
\end{cases} \tag{D.10}
\]

The above equations fix the $r$ dependence of the $\chi'^\mu$ as follows

\[
\chi' = \frac{\epsilon^i}{r} \partial_i + r \epsilon^\theta \partial_r + \epsilon^\theta \partial_\theta + (\beta^i \ln r + \epsilon^i) \partial_{\varphi^i} , \tag{D.11}
\]
where $e^\mu = e^\mu(\theta, \varphi^i)$. We then fix the constants $\beta^i = 0$ since exponentiating such generators would lead to logarithmic terms which would be very irregular at the Poincaré horizon. What which remains in (D.11) commutes with $\{\xi_-,\zeta_0\}$.

**D.2**

The NHEG background (5.1) is invariant under the two $Z_2$ transformations; $(r \to -r, \vec{\varphi} \to -\vec{\varphi})$ or $(t \to -t, \vec{\varphi} \to -\vec{\varphi})$. In Section 8.1.1, two families of vector fields were distinguished as generators for the NHEG phase space,

$$
\chi_{+}[\epsilon(\vec{\varphi})] = -\vec{k} \cdot \vec{\partial}_\varphi (\frac{b}{r} \partial_t + r \partial_r) + \epsilon \vec{k} \cdot \vec{\partial}_\varphi, \quad b = \pm 1.
$$

Let us denote the phase spaces generated by $\chi_{\pm}$ as $G_{\pm}[\{F\}]$. Here we show that

*The two $Z_2$ transformations map $G_+[\{F\}]$ and $G_-[\{-F\}]$ onto each other.*

**Proof.** The background is mapped to itself under any of the two $Z_2$ transformations. The $\chi_+[\epsilon]$ is mapped to the $\chi_-[\tilde{\epsilon}]$ in which

$$
\tilde{\epsilon}(\vec{\varphi}) = -\epsilon(-\vec{\varphi}).
$$

This map provides the bijection relation

$$
G_+[\{F(\vec{\varphi})\}] \leftrightarrow G_-[\{-F(-\vec{\varphi})\}].
$$

**D.3**

In this section, the exponentiation of the NHEG symplectic symmetry generators $\chi$ are performed. At the infinitesimal level, one applies the coordinate transformation

$$
\bar{x} \to x = \bar{x} - \bar{\chi}(\bar{x}).
$$

To find the finite coordinate transformation $\bar{x} \to x(\bar{x})$ we use a tricky way composed of two steps. The first step is to constraint the generic shape of coordinate transformations, using
Appendix D. Technical proofs and calculations of part II

some requested conditions. The finite coordinate transformation ought to take the form

\[ \bar{\varphi}^i = \varphi^i + k^i F(\tilde{\varphi}), \quad \bar{r} = r e^{-\Psi(\tilde{\varphi})}, \quad \bar{t} = t - \frac{b}{r}(e^{\Psi(\tilde{\varphi})} - 1), \]  
\[ (D.16) \]

with functions \( F(\tilde{\varphi}) \) and \( \Psi(\tilde{\varphi}) \) periodic in all of their arguments in order to ensure smoothness. Indeed, the form of the finite coordinate transformation (D.16) is constrained by the following facts; (1) \( \tilde{\epsilon} \) is proportional to \( \tilde{k} \) and hence \( \varphi^i - \bar{\varphi}^i \) is also proportional to \( k^i \); (2) \( \bar{\chi} \) commutes with \( \xi_- \) and therefore the time dependence is trivial; (3) there is no \( \theta \) dependence; (4) \( \bar{\chi} \) commutes with \( \xi_0 \) and therefore the radial dependence is uniquely fixed; (5) since \( \bar{\chi} \) commutes with the vector

\[ \eta_b \equiv \frac{b}{r} \partial_t + r \partial_r, \]  
\[ (D.17) \]

the coordinate

\[ v_b \equiv t + \frac{b}{r}, \]

is invariant.\(^1\) Note that \( v_b \) for \( b = \pm 1 \) reduces to \( v \) and \( u \) in the condition (4) in Section 8.1.1. This finally fixes the form (D.16). We can check that by (D.16), always \( v_b = \bar{t} + \frac{b}{r} \).

The second step is requesting the covariance of the generic shape of \( \chi \) over the phase space. Mathematically it is

\[ \chi = \chi^\mu [\epsilon(\tilde{\varphi})] \partial_\mu = \tilde{\chi}^\mu [\bar{\epsilon}(\bar{\varphi})] \bar{\partial}_\mu, \]
\[ (D.18) \]

for some periodic functions \( \epsilon \) and \( \tilde{\epsilon} \). This request relates the functions \( F(\tilde{\varphi}) \) and \( \Psi(\tilde{\varphi}) \) as

\[ e^\Psi = 1 + \tilde{k} \cdot \bar{\partial}_\varphi F. \]  
\[ (D.19) \]

In order to prove the claim, beginning from (8.17)

\[ \chi[\epsilon(\tilde{\varphi})] = \epsilon(\tilde{\varphi}) \tilde{k} \cdot \bar{\partial}_\varphi - \bar{\tilde{k}} \cdot \bar{\partial}_\varphi \epsilon(\tilde{\varphi}) \]  
\[ (D.20) \]

we note that

\[ \tilde{\chi}^\mu[\bar{\epsilon}(\bar{\varphi})] = \frac{\partial \bar{\epsilon}^\mu}{\partial x^\alpha} \chi^\alpha[\epsilon(\tilde{\varphi})]. \]
\[ (D.21) \]

Putting (D.20) and the coordinate transformations (D.16) into (D.21), RHS is found to be

\[ \tilde{\chi}^\mu[\bar{\epsilon}(\bar{\varphi})] = \epsilon(1 + X) \tilde{k} \cdot \bar{\partial}_\varphi - \left( \frac{b}{r} \partial_t + r \partial_r \right) \left( \epsilon \tilde{k} \cdot \bar{\partial}_\varphi \Psi + \tilde{k} \cdot \bar{\partial}_\varphi \epsilon \right), \]
\[ (D.22) \]

\(^1\)In other words, in the coordinates \((v_b, r, \theta, \varphi^i)\) the generator \( \bar{\chi} \) has \( \bar{\partial}_\varphi \) and \( \partial_r \) components. Therefore the coordinate \( v_b \) is not affected by the exponentiation of \( \bar{\chi} \).
where $X \equiv \vec{k} \cdot \vec{\partial}_x F(\vec{\varphi})$. Comparing the request (D.18) with (D.22) yields
\[
\bar{\epsilon}(\vec{\varphi}) \equiv (1 + X) \epsilon, \quad \bar{k} \cdot \vec{\partial}_x \epsilon = \epsilon \bar{k} \cdot \vec{\partial}_x \Psi + \bar{k} \cdot \vec{\partial}_x \epsilon.
\] (D.23)

To solve (D.23), we use the fact that
\[
\bar{k} \cdot \vec{\partial}_x = -\bar{k} \cdot \vec{\partial}_x \Psi(\frac{b}{\bar{r}} \partial_t + \bar{r} \partial_r) + (1 + X)\bar{k} \cdot \vec{\partial}_x,
\] (D.24)
which is a result of (D.16). Hence, when dealing with functions of $\varphi$ only,
\[
\bar{k} \cdot \vec{\partial}_x = \frac{\bar{k} \cdot \vec{\partial}_x}{1 + X}.
\] (D.25)

Therefore by the first equation in (D.23)
\[
\bar{k} \cdot \vec{\partial}_x \epsilon = \frac{\bar{k} \cdot \vec{\partial}_x}{1 + X}((1 + X) \epsilon)
= \frac{\epsilon \bar{k} \cdot \vec{\partial}_x X}{1 + X} + \bar{k} \cdot \vec{\partial}_x \epsilon.
\] (D.26)

Comparison with the second equation of (D.23) then implies $\Psi = \ln(1 + X)$, i.e. the claimed (D.19). So we have established our ansatz (D.16) which defines a one-function family of finite coordinate transformations, specified by the function $F(\vec{\varphi})$.

D.4

Two special vectors fields are singled out in our construction.
\[
\bar{\eta}_+ = \frac{1}{\bar{r}} \partial_t + \bar{r} \partial_r, \quad \bar{\eta}_- = \frac{1}{\bar{r}} \partial_t - \bar{r} \partial_r.
\] (D.27)

They obey the commutation relation
\[
[\bar{\eta}_+, \bar{\eta}_-] = -(\bar{\eta}_+ + \bar{\eta}_-),
\] (D.28)
and therefore they form a closed algebra under the Lie bracket. Here are some of their properties:

1. Although not Killing vectors, $\bar{\eta}_\pm$ commute with $\bar{\xi}_-, \bar{\xi}_0$ and the $U(1)^{d-3}$ generators $\bar{m}_i$ in (5.4).
2. They commute with the respective symmetry generator $\bar{\chi}_\pm$; i.e.

$$
\delta_{\bar{\eta}_+} \bar{\chi}_+ = [\bar{\eta}_+, \bar{\chi}_+] = 0, \quad \delta_{\bar{\eta}_-} \bar{\chi}_- = [\bar{\eta}_-, \bar{\chi}_-] = 0, \quad (D.29)
$$

where $\bar{\chi}_\pm$ correspond to the choice of $\bar{\chi}_b$ with $b = \pm 1$.

3. As $\bar{\eta}_+$ commutes with the phase space generating diffeomorphism $\bar{\chi}_+$, it is invariant in the phase space generated by $\bar{\chi}_+$ which in turn implies invariance of $\bar{\eta}_+$ over the phase space, i.e.

$$
\eta_+ = \frac{1}{r} \partial_t + r \partial_r. \quad (D.30)
$$

The above may be explicitly checked using (8.11). The same property holds with minuses in the respective phase space.

4. $\eta_\pm$, similarly to $\chi_\pm$, are mapped to each other by the $\mathbb{Z}_2$-transformations discussed in section 5.4.

One can in fact show that $\eta_+$ (or $\eta_-$) are the only vectors with properties 1. and 2. in the above list. Properties 3. and 4. then follow from the first two.

D.5

On the NHEG phase space, the Lee-Wald symplectic current has singularities at the poles of $\mathcal{H}$. One can calculate it and observe the divergences. Also there can be analytic arguments showing it [4]. Here a simple argument is provided to show it indirectly. The argument is as follows. According to the $\{\xi_-, \xi_0\}$ isometry of $g_{\mu\nu}[F]$ and the $\chi$s, Lemma 6.2 results that $\delta_{\chi_1} H_{\chi_2}$ should be $\mathcal{H}$ independent. On the other hand, $\omega_{\text{LW}}$ is also $\{\xi_-, \xi_0\}$ isometric. Hence by the Appendix C.12, the $r$ dependency of its components are determined as $\omega^r_{\text{LW}} \propto \frac{1}{r}$ and $\omega^r_{\text{LW}} \propto r$. These components are non-vanishing on-shell. One can choose a $d-1$-dim surface $\Sigma$ with boundaries $\mathcal{H}_1$ and $\mathcal{H}_2$. Then, by the Stoke’s theorem,

$$
\int_{\Sigma} \omega_{\text{LW}}(\delta_{\chi_1} \Phi, \delta_{\chi_2} \Phi, \Phi) = \delta_{\chi_1} H_{\chi_2} \big|_{\mathcal{H}_2} - \delta_{\chi_1} H_{\chi_2} \big|_{\mathcal{H}_1}. \quad (D.31)
$$

The LHS does not vanish, because the integration over $r$ would be done simply and factored out, while the integration on the $(\theta, \varphi_i)$ does not vanish. But the RHS was supposed to vanish by the discussion above. So there is seemingly a contradiction. But the point is that $\omega_{\text{LW}}$ is singular at the poles, undermining the Stoke’s theorem.
In this section, we show that requesting \( \chi \) to be symplectic symmetry generator, fixes the \( Y \) ambiguity to be the \((8.24)\). Calculating the LW symplectic current without any \( Y \) contributions, \textit{i.e.}

\[
\omega_{\text{LW}} = \delta \chi_1 \Theta(\delta \chi_2 \Phi, \Phi) - \delta \chi_2 \Theta(\delta \chi_1 \Phi, \Phi)
\] (D.32)

with the standard \( \Theta \) \((2.27)\), it can be checked that for any \( \chi_1, \chi_2 \in \{\chi_b\} \)

\[
\mathcal{L}_b \omega_{\text{LW}}(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi) = \omega_{\text{LW}}(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi).
\] (D.33)

In order to have a symplectic structure such that \( \omega \approx 0 \), one can fix the ambiguity of the symplectic structure as

\[
\omega(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi) \equiv \omega_{\text{LW}}(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi) + d \left( \delta \chi_1 Y(\delta \chi_2 \Phi, \Phi) - \delta \chi_2 Y(\delta \chi_1 \Phi, \Phi) \right)
\] (D.34)

such that

\[
d \left( \delta \chi_1 Y(\delta \chi_2 \Phi, \Phi) - \delta \chi_2 Y(\delta \chi_1 \Phi, \Phi) \right) \approx -\mathcal{L}_b \omega_{\text{LW}}.
\] (D.35)

If so, then according to the \((D.33)\), it simply follows that

\[
\omega \approx 0.
\] (D.36)

The argument below identifies the suitable \( Y \) term:

\[
\mathcal{L}_b \omega_{\text{LW}}(\delta \chi_1 \Phi, \delta \chi_2 \Phi, \Phi) = \mathcal{L}_b \left( \delta \chi_1 \Theta(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} \Theta(\delta \chi_1 \Phi, \Phi) \right)
\] (D.37)

\[
= \delta \chi_1 \mathcal{L}_b \Theta(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} \mathcal{L}_b \Theta(\delta \chi_1 \Phi, \Phi)
\] (D.38)

\[
\approx \delta \chi_1 d \left( \eta_b \cdot \Theta(\delta \chi_2 \Phi, \Phi) \right) - \mathcal{L}_{\chi_2} d \left( \eta_b \cdot \Theta(\delta \chi_1 \Phi, \Phi) \right)
\] (D.39)

\[
= d \left( \delta \chi_1 (\eta_b \cdot \Theta(\delta \chi_2 \Phi, \Phi)) - \mathcal{L}_{\chi_2} (\eta_b \cdot \Theta(\delta \chi_1 \Phi, \Phi)) \right)
\] (D.40)

\[
= -d \left( \delta \chi_1 Y(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} Y(\delta \chi_1 \Phi, \Phi) \right)
\] (D.41)

in which we have defined

\[
Y(\delta \Phi, \Phi) \equiv -\eta_b \cdot \Theta(\delta \Phi, \Phi).
\] (D.42)

In deriving \((D.38)\) from \((D.37)\), we have used \( \mathcal{L}_b \delta \chi_b = \delta \chi_b \mathcal{L}_b \), as a result of \([\eta_b, \chi_b] = 0\). In deriving \((D.39)\) from \((D.38)\) the Cartan magic formula \((A.28)\) is used, and the \( d \Theta(\delta \Phi, \Phi) \approx \)}
0, which is a result of $\delta \chi L \approx 0$. For sure, one still can add a $Y_c$ term to the (D.42) for which

$$d(\delta \chi_1 Y_c(\delta \chi_2 \Phi, \Phi) - \mathcal{L}_{\chi_2} Y_c(\delta \chi_2 \Phi, \Phi)) \approx 0,$$

without affecting the (D.36).

D.7

A direct check for the constancy of $J_i$ and $H_{\xi_a}$ over the $\mathcal{M}$ is presented. For the $m_i$

$$\delta J_i = - \int_{\mathcal{H}} k_{\bar{m}_i} [\delta \chi \Phi, \Phi] = - \int_S k_{\bar{m}_i} (\delta \chi \tilde{\Phi}, \tilde{\Phi}) = - \int_{\mathcal{H}} k_{\bar{m}_i} (\delta \bar{\chi} \tilde{\Phi}, \tilde{\Phi}) = 0.$$

(D.43)

The second equality follows from general covariance of all expressions, and noting the $\mathcal{M}$ is built by some coordinate transformations. $S$ would be the transformed $\mathcal{H}$. The third equation is a result of Lemma 2.2, which enabled us to replace $S$ with surfaces of constant $(\bar{t}, \bar{r})$. Finally the last equality is a result of the fact that $\tilde{\Phi}$ has axial isometry, and the only $\bar{\phi}^i$ dependence coming from $\bar{\chi}$ makes the integral vanishing. To be more specific, using the Fourier expansion (9.2) for $\bar{\chi}$, for the modes with $\bar{n} \neq \bar{0}$, integration over $\bar{\varphi}$ results integration to be zero. For the mode $\bar{n} = \bar{0}$, the isometry condition $\delta \bar{\varphi} \tilde{\Phi} = 0$ yields integrand to be zero.

Hence, $\delta J_i = 0$ over all of the points of the phase space. So all points have the same angular momenta as the reference point, which is $J_i$. This argument can also be repeated for $\xi_a$ charges. Therefore $H_{\xi_a}$ would be constant over the phase space, which by the choice of their reference to be zero on $\bar{g}_{\mu\nu}, H_{\xi_a} = 0$ over the phase space.

D.8

In this section, we are intended to find the central extension, appearing in the NHEG algebra

$$\{H_{\bar{m}}, H_{\bar{n}}\} = -i \bar{k} \cdot (\bar{m} - \bar{n}) H_{\bar{m} + \bar{n}} + C_{\bar{m}, \bar{n}}.$$

(D.44)

Due to the discussion in Section 9.1, central extension is a constant function over $\mathcal{M}$. So we can calculate it on the reference point $g_{\mu\nu}[F=0]$. The reason for this choice is the manifest axial isometry of this point, making the calculations easier. Besides, $g_{\mu\nu}[F=0]$ is the point which we can use to choose the reference point of $H_{\bar{n}}$ in a natural way.
The LHS of (D.44) can be calculated by

\[
\{H_{\vec{m}}, H_{\vec{n}}\} = \oint_{\mathcal{H}} k_\chi (\delta_{\chi \Phi} \Phi, \bar{\Phi}),
\]

\[= \oint_{\mathcal{H}} k^{\text{EH}} (\delta_{\chi \Phi} \Phi, \bar{\Phi}) + \oint_{\mathcal{H}} k^{\chi \bar{m}} (\delta_{\chi \Phi} \Phi, \bar{\Phi}).
\]

The result is

\[
\{H_{\vec{m}}, H_{\vec{n}}\} = 0 \quad \vec{n} \neq -\vec{m},
\]

\[
\{H_{\vec{m}}, H_{-\vec{m}}\} = -\frac{1}{16\pi G} \oint \epsilon_\nu \left( 2i(k \cdot \vec{m}) (1 + (k \cdot \vec{m})^2) k^i k^j \gamma_{ij} \right)
\]
\[+ \frac{1}{16\pi G} \oint \epsilon_\nu \left( 2i(k \cdot \vec{m})^3 (1 - k^i k^j \gamma_{ij}) \right).
\]

(D.47) vanishes because by the axial isometry of the background, the integrand would be a function of \(\vec{\varphi}\) only through \(e^{-i(\vec{m}+\vec{n}) \cdot \vec{\varphi}}\). Hence, the integration over the \(\vec{\varphi}\) makes the integral to vanish. In (D.48), the first integral is from the \(k^{\text{EH}}\), and the second is from the \(k^{\chi \bar{m}}\). Simplifying it,

\[
\{H_{\vec{m}}, H_{-\vec{m}}\} = -\frac{1}{16\pi G} \oint \epsilon_\nu \left( 2i(k \cdot \vec{m}) k^i k^j \gamma_{ij} \right) + \frac{1}{16\pi G} \oint \epsilon_\nu 2i(k \cdot \vec{m})^3 \]
\[= -2i\vec{k} \cdot \vec{J} - i(\vec{k} \cdot \vec{m})^3 \frac{S}{2\pi}.
\]

As an overall result, by calculation we have found that

\[
\{H_{\vec{m}}, H_{\vec{n}}\} = \left( -2i(\vec{k} \cdot \vec{m}) \vec{k} \cdot \vec{J} - i(\vec{k} \cdot \vec{m})^3 \frac{S}{2\pi} \right) \delta_{\vec{m}+\vec{n},0}.
\]

Comparing it with (D.44), the \(C_{\vec{m},\vec{n}}\) can be read, if the \(H_{\vec{m}+\vec{n}}\) would be determined on the reference point \(g_{\mu\nu}[F=0]\). That is a simple task to do. In the case of \(\vec{n} \neq -\vec{m},\) according to the axial isometry of the background, any integrand which would lead to \(H_{\vec{m}+\vec{n}}\) has the \(\vec{\varphi}\) functionality only through \(e^{-i(\vec{m}+\vec{n}) \cdot \vec{\varphi}}\). Hence, the integration over the \(\vec{\varphi}\) makes the integral to vanish. For the case of \(\vec{n} = -\vec{m},\) we have \(\chi_\vec{0} = -\vec{k} \cdot \vec{\partial}_{\varphi}.\) So according to the reference points of the angular momenta, we have \(H_\vec{0} = \vec{k} \cdot \vec{J}.\) As a result, we end up with

\[
\{H_{\vec{m}}, H_{\vec{n}}\} = -i\vec{k} \cdot (\vec{m} - \vec{n}) H_{\vec{m}+\vec{n}} - i(\vec{k} \cdot \vec{m})^3 \frac{S}{2\pi} \delta_{\vec{m}+\vec{n},0}.
\]
D.9

In this appendix, the calculation of (9.9), i.e.

\[ H_{\vec{n}} = \frac{i}{k \cdot \vec{n}} \{ H_{\vec{n}}, H_0 \} \quad \vec{n} \neq \vec{0} \]  

(D.53)

is presented. Substituting the RHS by (8.23) we have

\[ H_{\vec{n}} = \frac{i}{k \cdot \vec{n}} \oint \mathcal{H} \chi_{\vec{n}}(\delta_{\chi_{\vec{0}}}, \Phi) \] 

(D.54)

Using (2.28) and (8.27), calculated on the metrics (8.13), results

\[ (k_{\chi_{\vec{n}}}^{\text{EH}}(\delta_{\chi_{\vec{0}}}, \Phi))_{\varphi^1 \ldots \varphi^n} = -\frac{\sqrt{-g} e^{-i\vec{n} \cdot \vec{\varphi}}}{16\pi G T} \left[ 2k^i k^j \gamma_{ij} \left( e^{\Psi} (i \vec{k} \cdot \vec{n} \Psi' - \Psi^2 - \Psi'') \right) \right. 

+ \left( i \vec{k} \cdot \vec{n} \Psi'' - \Psi'' \right) + \left. e^{\Psi} (\Psi^2 + \Psi'' - i \vec{k} \cdot \vec{n} \Psi') \right] + 2k^i k^j \gamma_{ij} \left( \Psi'' \Psi' - i \vec{k} \cdot \vec{n} \Psi'' + e^{2\Psi} \Psi' \right) \right], \]  

(D.56)

\[ (k_{\chi_{\vec{n}}}^{\text{Y}}(\delta_{\chi_{\vec{0}}}, \Phi))_{\varphi^1 \ldots \varphi^n} = \frac{\sqrt{-g} i \vec{k} \cdot \vec{n}(k^i k^j \gamma_{ij} - 1) e^{-i\vec{n} \cdot \vec{\varphi}}}{16\pi G T} \left[ \Psi^2 - 2 \Psi'' + (\Psi'' - i \vec{k} \cdot \vec{n} \Psi') \right], \]  

(D.57)

where prime denotes the directional derivative \( \vec{k} \cdot \vec{\varphi} \). A useful thing to note is that all of the contributions in (D.57) are from the \( Y_c \). The first three parenthesis in \( k_{\chi_{\vec{n}}}^{\text{EH}} \) and the last one in \( k_{\chi_{\vec{n}}}^{\text{Y}} \) are total derivatives in \( \vec{\varphi} \). They are explicitly proportional to \( (\Psi' e^{\Psi - i\vec{n} \cdot \vec{\varphi}})', (\Psi'' e^{\Psi - i\vec{n} \cdot \vec{\varphi}})', (\Psi' e^{\Psi - i\vec{n} \cdot \vec{\varphi}})' \) and \( (\Psi' e^{\Psi - i\vec{n} \cdot \vec{\varphi}})' \). Therefore their integration vanishes. Now considering the identity \( \int d\theta \sqrt{-g} (k_{\chi_{\vec{n}}}^{\text{EH}})_{\varphi^1 \ldots \varphi^n} = 2 \int d\theta \sqrt{\frac{g}{h}} \), we have

\[ H_{\vec{n}} = \frac{i}{k \cdot \vec{n}} \oint \mathcal{H} e^{-i\vec{n} \cdot \vec{\varphi}} \left( (\Psi'' \Psi' - i \vec{k} \cdot \vec{n} \Psi'' + e^{2\Psi} \Psi') - \oint e_{\mathcal{H}} e^{-i\vec{n} \cdot \vec{\varphi}} (\Psi^2 - 2 \Psi'') \right) \] 

(D.58)

where in the last equation we used integration by parts, and dropped some total derivatives of \( \vec{\varphi} \). Finally,

\[ H_{\vec{n}} = \oint e_{\mathcal{H}} \left( \frac{1}{16\pi G} \left( \Psi^2 - 2 \Psi'' + 2e^{2\Psi} \right) e^{-i\vec{n} \cdot \vec{\varphi}} \right). \]  

(D.59)
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