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Abstract

This paper analyzes a two-timescale stochastic algorithm framework for bilevel optimization. Bilevel optimization is a class of problems which exhibits a two-level structure, and its goal is to minimize an outer objective function with variables which are constrained to be the optimal solution to an (inner) optimization problem. We consider the case when the inner problem is unconstrained and strongly convex, while the outer problem is constrained and has a smooth objective function. We propose a two-timescale stochastic approximation (TTSA) algorithm for tackling such a bilevel problem. In the algorithm, a stochastic gradient update with a larger step size is used for the inner problem, while a projected stochastic gradient update with a smaller step size is used for the outer problem. We analyze the convergence rates for the TTSA algorithm under various settings: when the outer problem is strongly convex (resp. weakly convex), the TTSA algorithm finds an $O(\frac{K}{\max})$-optimal (resp. $O(\frac{K}{\max})$-stationary) solution, where $K_{\max}$ is the total iteration number. As an application, we show that a two-timescale natural actor-critic proximal policy optimization algorithm can be viewed as a special case of our TTSA framework. Importantly, the natural actor-critic algorithm is shown to converge at a rate of $O(\frac{K}{\max})$ in terms of the gap in expected discounted reward compared to a global optimal policy.

1 Introduction

Consider bilevel optimization problems of the form:

$$\min_{x \in X \subseteq \mathbb{R}^{d_1}} \ell(x) := f(x, y^*(x)) \text{ subject to } y^*(x) \in \arg \min_{y \in \mathbb{R}^{d_2}} g(x, y),$$

(1)

where $d_1, d_2 \geq 1$ are integers; $X$ is a closed and convex subset of $\mathbb{R}^{d_1}$, $f : X \times \mathbb{R}^{d_2} \to \mathbb{R}$ and $g : X \times \mathbb{R}^{d_2} \to \mathbb{R}$ are continuously differentiable functions with respect to (w.r.t.) $x, y$. Problem (1)
Table 1: Summary of the main results. SC stands for strongly convex, WC for weakly convex, C for convex; \( k \) is the iteration counter, \( K_{\text{max}} \) is the total number of iterations.

| \( \ell(x) \) | Constraint | Step Size \((\alpha, \beta)\) | Rate (outer) | Rate (inner) |
|----------------|------------|-------------------------------|--------------|--------------|
| SC \( X \subseteq \mathbb{R}^d \) | \( \mathcal{O}(k^{-1}), \mathcal{O}(k^{-2/3}) \) | \( \mathcal{O}(K_{\text{max}}^{-2/3}) \)† | \( \mathcal{O}(K_{\text{max}}^{-2/3}) \)* | \( \mathcal{O}(K_{\text{max}}^{-1}) \)|
| C \( X \subseteq \mathbb{R}^d \) | \( \mathcal{O}(K_{\text{max}}^{-3/4}), \mathcal{O}(K_{\text{max}}^{1/2}) \) | \( \mathcal{O}(K_{\text{max}}^{-1/4}) \)† | \( \mathcal{O}(K_{\text{max}}^{-1/2}) \)† | \( \mathcal{O}(K_{\text{max}}^{-2/5}) \)# |
| WC \( X \subseteq \mathbb{R}^d \) | \( \mathcal{O}(K_{\text{max}}^{-3/5}), \mathcal{O}(K_{\text{max}}^{-2/5}) \) | \( \mathcal{O}(K_{\text{max}}^{-2/5}) \)# | \( \mathcal{O}(K_{\text{max}}^{-2/5}) \)† |

† in terms of \( \|x^{K_{\text{max}}}-x^\star\|^2 \), where \( x^\star \) is the optimal solution; * in terms of \( \|y^{K_{\text{max}}}-y^\star(x^{K_{\text{max}}})\|^2 \), where \( y^\star(x^{K_{\text{max}}}) \) is the optimal inner solution for fixed \( x^{K_{\text{max}}-1} \); † measured using \( \ell(x) - \ell(x^\star) \); # measured using distance to a fixed point with the Moreau proximal map \( \tilde{x}(\cdot) \); see (18).

Involves two optimization problems following a two-level structure. We refer to \( \min_{y \in \mathbb{R}^d} g(x,y) \) as the inner problem whose solution depends on \( x \), and \( g(x,y) \) is called the inner objective function; \( \min_{x \in X} \ell(x) \) is referred as the outer problem, which represents the outer objective function that we wish to minimize and \( \ell(x) \equiv f(x, y^\star(x)) \) is called the outer objective function. Moreover, both \( f, g \) can be stochastic functions whose gradient may be difficult to compute. Despite being a non-convex stochastic problem in general, (1) has a wide range of applications, e.g., reinforcement learning [33], hyperparameter optimization [22], game theory [51], etc.

Tackling (1) is challenging as it involves solving the inner and outer optimization problems simultaneously. Even in the simplest case when \( \ell(x) \) and \( g(x,y) \) are strongly convex in \( x, y \), respectively, solving (1) is difficult. For instance, if we aim to minimize \( \ell(x) \) via a gradient method, at any iterate \( x_{\text{cur}} \in \mathbb{R}^d \) — applying the gradient method for (1) involves a double-loop algorithm that (a) solves the inner optimization problem \( y^\star(x_{\text{cur}}) = \arg\min_{y \in \mathbb{R}^d} g(x_{\text{cur}}, y) \) and then (b) evaluates the gradient as \( \nabla \ell(x_{\text{cur}}) \) based on the solution \( y^\star(x_{\text{cur}}) \). Depending on the application, step (a) is usually accomplished by applying yet another gradient method for solving the inner problem (unless a closed form solution for \( y^\star(x_{\text{cur}}) \) exists). In this way, the resulting algorithm necessitates a double-loop structure.

To this end, [23] and the references therein proposed a stochastic algorithm for (1) involving a double-loop update. During the iterations, the inner problem \( \min_{y \in \mathbb{R}^d} g(x_{\text{cur}}, y) \) is solved using a stochastic gradient (SGD) method, with the solution denoted by \( \hat{y}^\star(x_{\text{cur}}) \). Then, the outer problem is optimized with an SGD update using estimates of \( \nabla f(x_{\text{cur}}, \hat{y}^\star(x_{\text{cur}})) \). Such a double-loop algorithm is proven to converge to a stationary solution, yet a practical issues lingers: What if the (stochastic) gradients of the inner and outer problems are only revealed sequentially? For example, when these problems are required to be updated at the same time such as in a sequential game?

To address the above issues, this paper investigates a single-loop stochastic algorithm for (1). Focusing on a class of the bilevel optimization problem (1) where the inner problem is unconstrained and strongly convex, and the outer objective function is smooth, our contributions are three-fold:

- We study a two-timescale stochastic approximation (TTSA) algorithm [7] for the concerned class of bilevel optimization. The TTSA algorithm updates both outer and inner solutions simultaneously, by using some cheap estimates of stochastic gradients of both inner and outer objectives. The algorithm guarantees convergence by improving the inner (resp., outer) solution with a larger (resp., smaller) step size, also known as using a faster (resp., slower) timescale.
We analyze the expected convergence rates of the TTSA algorithm. Our results are summarized in Table 1. Our analysis is accomplished by building a set of coupled inequalities for the one-step update in TTSA. For strongly convex outer function, we show inequalities that couple between the outer and inner optimality gaps. For convex or weakly convex outer functions, we establish inequalities coupling between the difference of outer iterates, the optimality of function values, and the inner optimality gap. We also provide new and generic results for solving coupled inequalities. The distinction of timescales between step sizes of the inner and outer updates plays a crucial role in our convergence analysis.

Finally, we illustrate the application of our analysis results on a two-timescale natural actor-critic policy optimization algorithm with linear function approximation [30, 45]. The natural actor-critic algorithm converges at the rate $O(K^{-1/4})$ to an optimal policy, which is comparable to the state-of-the-art results.

The rest of this paper is organized as follows. §2 formally describes the problem setting of bilevel optimization and specify the problem class of interest. In addition, the TTSA algorithm is introduced and some application examples are discussed. §3 presents the main convergence results for the generic bilevel optimization problem (1). The convergence analysis is also presented where we highlight the main proof techniques used. Lastly, §4 discusses the application to reinforcement learning. Notice that some technical details of the proof have been relegated to the online appendix [24].

1.1 Related Works

The study of bilevel optimization problem (1) can be traced to that of Stackelberg games [51], where the outer (resp. inner) problem optimizes the action taken by a leader (resp. the follower). In the optimization literature, bilevel optimization was introduced in [10] for resource allocation problems, and later studied in [9]. Furthermore, bilevel optimization is a special case of the broader class problem of Mathematical Programming with Equilibrium Constraints [39].

Many related algorithms have been proposed for bilevel optimization. This includes approximate descent methods [19, 56], and penalty-based method [26, 58]. The approximate descent methods deal with a subclass of problem where the outer problem possesses certain (local) differentiability property, while the penalty-based methods approximate the inner problems and/or the outer problems with an appropriate penalty functions. It is noted in [12] that descent based methods have relatively strong assumptions about the inner problem (such as non-degeneracy), while the penalty based methods are typically slow. Moreover, these works typically focus on asymptotic convergence analysis, without characterizing the convergence rates; see [12] for a comprehensive survey.

In [13, 23, 27], the authors considered bilevel problems in the (stochastic) unconstrained setting, when the outer problem is non-convex and the inner problem is strongly (or strictly) convex. These works are more related to the algorithms and results to be developed in the current paper. In this case, the (stochastic) gradient of the outer problem may be computed using the chain rule. However, to obtain an accurate estimate, one has to either use double loop structure where the inner loop solves the inner sub-problem to a high accuracy [13, 23], or use a large batch-size (e.g., $O(1/\epsilon)$) [27]. Both of these methods could be difficult to implement in practice as the batch-size selection or number of required inner loop iterations are difficult to adjust. In reference [48], the
authors analyzed a special bilevel problem where there is a single optimization variable in both outer and inner levels. The authors proposed a Sequential Averaging Method (SAM) algorithm which can provably solve a problem with strongly convex outer problem, and convex inner problems. Building upon the SAM, [35,38] developed first-order algorithms for bilevel problem, without requiring that for each fixed outer-level variable, the inner-level solution must be a singleton.

In a different line of recent works, references [36,50] proposed and analyzed different versions of the so-called truncated back-propagation approach for approximating the (stochastic) gradient of the outer-problem, and established convergence for the respective algorithms. The idea is to use a dynamical system to model an optimization algorithm that solves the inner problem, and then replace the optimal solution of the inner problem by unrolling a few iterations of the updates. However, computing the (hyper-)gradient of the objective function \( \ell(x) \) requires using back-propagation through the optimization algorithm, and can be computationally very expensive. It is important to note that none of the methods discussed above have considered single-loop stochastic algorithms, in which a small batch of samples are used to approximate the inner and outer gradients at each iteration. Later we will see that the ability of being able to update using a small number of samples for both outer and inner problems is critical in a number of applications, and it is also beneficial numerically.

In contrast to the above mentioned works, this paper considers a TTSA algorithm for stochastic bilevel optimization, which is a single-loop algorithm employing cheap stochastic estimates of the gradient. Notice that TTSA [7] is a class of algorithms designed to solve coupled system of (nonlinear) equations. While its asymptotic convergence property has been well understood, e.g., [7,8,32], the convergence rate analysis have been focused on linear cases, e.g., [14,31,34]. In general, the bilevel optimization problem (1) requires a nonlinear TTSA algorithm. For this case, an asymptotic convergence rate is analyzed in [42] under a restricted form of nonlinearity. For convergence rate analysis, [48] considered a single-loop algorithm for deterministic bilevel optimization with only one variable, and [17] studied the convergence rate when the expected updates are strongly monotone.

Finally, it is worthwhile mentioning that various forms of TTSA have been applied to tackle compositional stochastic optimization [57], policy evaluation methods [6,54], and actor-critic methods [5,33,40]. Notice that some of these optimization problems can be cast as a bilevel optimization, as we will demonstrate next.

**Notations**  Unless otherwise noted, \( \| \cdot \| \) is the Euclidean norm on finite dimensional Euclidean space. For a twice differentiable function \( f : X \times Y \rightarrow \mathbb{R} \), \( \nabla_x f(x,y) \) (resp. \( \nabla_y f(x,y) \)) denotes its partial gradient taken w.r.t. \( x \) (resp. \( y \)), and \( \nabla_{yx}^2 f(x,y) \) (resp. \( \nabla_{xy}^2 f(x,y) \)) denotes the Jacobian of \( \nabla_y f(x,y) \) at \( y \) (resp. \( \nabla_x f(x) \) at \( x \)). A function \( \ell(\cdot) \) is said to be weakly convex with modulus \( \mu_\ell \in \mathbb{R} \) if

\[
\ell(w) \geq \ell(v) + \langle \nabla \ell(v), w - v \rangle + \mu_\ell \| w - v \|^2, \quad \forall \ w, v \in X.
\]  (2)

Notice that if \( \mu_\ell \geq 0 \) (resp. \( \mu_\ell > 0 \)), then \( \ell(\cdot) \) is convex (resp. strongly convex).

## 2 Two-Timescale Stochastic Approximation Algorithm for (1)

To formally define the problem class of interest, we state the following conditions on the bilevel optimization problem (1).
Assumption 1. The outer functions \( f(x, y) \) and \( \ell(x) := f(x, y^*(x)) \) satisfy:

1. For any \( x \in \mathbb{R}^d \), \( \nabla_x f(x, \cdot) \) and \( \nabla_y f(x, \cdot) \) are Lipschitz continuous with respect to (w.r.t.) \( y \in \mathbb{R}^d \), and with constants \( L_{fx} \) and \( L_{fy} \), respectively.
2. For any \( y \in \mathbb{R}^d \), \( \nabla_y f(\cdot, y) \) is Lipschitz continuous w.r.t. \( x \in X \), and with constant \( L_{fy} \).
3. For any \( x \in X, y \in \mathbb{R}^d \), we have \( \| \nabla_y f(x, y) \| \leq C_f, \) for some \( C_f > 0 \).

Assumption 2. The inner function \( g(x, y) \) satisfies:

1. For any \( x \in X \) and \( y \in \mathbb{R}^d \), \( g(x, y) \) is twice continuously differentiable in \((x, y)\);
2. For any \( x \in X \), \( \nabla_y g(x, \cdot) \) is Lipschitz continuous w.r.t. \( y \in \mathbb{R}^d \), and with constant \( L_g \).
3. For any \( x \in X \), \( g(x, \cdot) \) is strongly convex in \( y \), and with modulus \( \mu_g > 0 \).
4. For any \( x \in X \), \( \nabla^2_{x,y} g(x, \cdot) \) and \( \nabla^2_{yy} g(x, \cdot) \) are Lipschitz continuous w.r.t. \( y \in \mathbb{R}^d \), and with constants \( L_{gxy} > 0 \) and \( L_{gyy} > 0 \), respectively.
5. For any \( y \in \mathbb{R}^m \), \( \nabla^2_{xy} g(\cdot, y) \) and \( \nabla^2_{yy} g(\cdot, y) \) are Lipschitz continuous w.r.t. \( x \in X \), and with constants \( L_{gxy} > 0 \) and \( L_{gyy} > 0 \), respectively.
6. For any \( x \in X \) and \( y \in \mathbb{R}^d \), we have \( \| \nabla^2_{xy} g(x, y) \| \leq C_{gxy} \) for some \( C_{gxy} > 0 \).

Basically, Assumption 1, 2 require that the inner and outer functions \( f, g \) are well-behaved. In particular, \( \nabla_x f, \nabla_y f, \nabla^2_{x,y} g, \) and \( \nabla^2_{yy} g \) are Lipschitz continuous w.r.t. \( x \) when \( y \) is fixed, and Lipschitz continuous w.r.t. \( y \) when \( x \) is fixed. These assumptions are satisfied by common problems in machine learning and optimization, e.g., the application examples discussed in Sec. 2.1.

Our first endeavor is to develop a single-loop stochastic algorithm for tackling (1). Focusing on solutions which satisfy the first-order stationary condition of (1), we aim at finding a pair of solution \((x^*, y^*)\) such that

\[
\nabla_y g(x^*, y^*) = 0, \quad \langle \nabla \ell(x^*), x - x^* \rangle \geq 0, \quad \forall x \in X. \tag{3}
\]

Given \( x^* \), a solution \( y^* \) satisfying the first condition in (3) may be found by a cheap stochastic gradient recursion such as \( y \leftarrow y - \beta h_q \) with \( \mathbb{E}[h_q] = \nabla_y g(x^*, y) \). On the other hand, given \( y^*(x) \) and suppose that we can obtain a cheap stochastic gradient estimate \( h_f \) with \( \mathbb{E}[h_f] = \nabla \ell(x) = \nabla_x f(x, y^*(x)) \), where \( \nabla_x f(x, y) \) is a surrogate for \( \nabla \ell(x) \) (to be described later), then the second condition can be satisfied by a simple projected stochastic gradient recursion as \( x \leftarrow P_X(x - \alpha h_f) \), where \( P_X(\cdot) \) denotes the Euclidean projection onto \( X \).

A challenge in designing a single-loop algorithm for satisfying (3) is to ensure that the outer function’s gradient \( \nabla_x f(x, y) \) is evaluated at an inner solution \( y \) that is close to \( y^*(x) \). This led us to develop a two-timescale stochastic approximation (TTSA) [7] framework, as summarized in Algorithm 1. An important feature is that the algorithm utilizes two step sizes \( \alpha_k, \beta_k \) for the outer \((x^k)\), inner \((y^k)\) solution, respectively, designed with different timescales as \( \alpha_k/\beta_k \rightarrow 0 \). As a larger step size is taken to optimize \( y^k \), the latter shall stay close to \( y^*(x^k) \). Using this strategy, it is expected that \( y^k \) will converge to \( y^*(x^k) \) asymptotically.
Algorithm 1. Two-Timescale Stochastic Approximation (TTSA)

S0) Initialize the variable \((x^0, y^0) \in X \times \mathbb{R}^{d_2}\) and the step size sequence \(\{\alpha_k, \beta_k\}_{k \geq 0}\);
S1) For iteration \(k = 0, \ldots, K\),

\[
y^{k+1} = y^k - \beta_k \cdot h^k_g, \tag{4a}
\]
\[
x^{k+1} = P_X(x^k - \alpha_k \cdot h^k_f), \tag{4b}
\]

where \(h^k_g, h^k_f\) are stochastic estimates of \(\nabla_y g(x^k, y^k), \nabla_x f(x^k, y^{k+1})\) [cf. (6)], respectively, satisfying Assumption 3 given below. Moreover, \(P_X(\cdot)\) is the Euclidean projection operator onto the convex set \(X\).

Inspired by [23], we provide a method for computing a surrogate of \(\nabla \ell(x)\) given \(y\) with general objective functions satisfying Assumption 1, 2. Given \(y^*(x)\), we observe that using chain rule, the gradient of \(\ell(x)\) can be derived as

\[
\nabla \ell(x) = \nabla_x f(x, y^*(x)) - \nabla^2_{xy} g(x, y^*(x)) [\nabla^2_{xy} g(x, y^*(x))]^{-1} \nabla_y f(x, y^*(x)). \tag{5}
\]

We note that the computation of the above gradient critically depends on the fact that the inner problem is strongly convex and unconstrained, so that the inverse function theorem can be applied when computing \(\nabla_y y^*(x)\).

We may now define \(\nabla_x f(x, y)\) as a surrogate of \(\nabla \ell(x)\) by replacing \(y^*(x)\) with \(y \in \mathbb{R}^{d_2}\):

\[
\nabla_x f(x, y) := \nabla_x f(x, y) - \nabla^2_{xy} g(x, y^*(x)) [\nabla^2_{xy} g(x, y^*(x))]^{-1} \nabla_y f(x, y). \tag{6}
\]

Notice that \(\nabla \ell(x) = \nabla_x f(x, y^*(x))\). Eq. (6) is a surrogate for \(\nabla \ell(x)\) that may be used in TTSA. We emphasize that (6) is not the only construction and the TTSA can accommodate other forms of gradient surrogate. For example, see (41) in the application of our results to actor-critic.

Let \(\mathcal{F}_k := \sigma\{y^0, x^0, \ldots, y^k, x^k\}, \mathcal{F}'_k := \sigma\{y^0, x^0, \ldots, y^k, x^k, y^{k+1}\}\) be the filtration of the random variables up to iteration \(k\), where \(\sigma(\cdot)\) denotes the \(\sigma\)-algebra generated by the random variables. We consider the following assumption regarding \(h^k_g, h^k_f\):

**Assumption 3.** For any \(k \geq 0\), there exist constants \(\sigma_g, \sigma_f\), and a nonincreasing sequence \(\{b_k\}_{k \geq 0}\) such that:

\[
\mathbb{E}[h^k_g|\mathcal{F}_k] = \nabla_y g(x^k, y^k), \quad \mathbb{E}[h^k_f|\mathcal{F}'_k] = \nabla_x f(x^k, y^{k+1}) + B_k, \quad \|B_k\| \leq b_k, \tag{7a}
\]
\[
\mathbb{E}[\|h^k_g - \nabla_y g(x^k, y^k)\|^2|\mathcal{F}_k] \leq \sigma^2_g \cdot \{1 + \|\nabla_y g(x^k, y^k)\|^2\}, \tag{7b}
\]
\[
\mathbb{E}[\|h^k_f - B_k - \nabla_x f(x^k, y^{k+1})\|^2|\mathcal{F}'_k] \leq \sigma^2_f. \tag{7c}
\]

Notice that the conditions on \(h^k_g\) are standard when the latter is taken as a stochastic gradient of \(g(x^k, y^k)\), while \(h^k_f\) is a potentially biased estimate of \(\nabla_x f(x^k, y^{k+1})\). As we will see in our convergence analysis, the bias shall decay polynomially to zero.

In light of (6) and as inspired by [23], we suggest to construct a stochastic estimate of \(\nabla_x f(x^k, y^{k+1})\) as follows. Let \(\tau_{\text{max}}(k) \geq 1\) be an integer, \(c_h \in (0, 1]\) be a scalar parameter, and denote \(x \equiv x^k, y \equiv y^{k+1}\) for brevity. Consider:

1. Select \(p \in \{0, \ldots, \tau_{\text{max}}(k) - 1\}\) uniformly at random and draw \(2 + p\) independent samples as
\[\xi^{(1)} \sim \mu^{(1)}, \xi_0^{(2)}, \ldots, \xi_{g}^{(2)} \sim \mu^{(2)}.
\]

2. Construct the gradient estimator \(h_f^k\) as
\[
h_f^k = \nabla_x f(x, y; \xi^{(1)}) - \nabla^2_{xy} g(x, y; \xi_0^{(2)}) \frac{t_{\text{max}}(k) c_h}{L_g} \prod_{i=1}^{p} \left(I - \frac{c_h}{L_g} \nabla_{yy}^2 g(x, y; \xi_i^{(2)})\right) \nabla_y f(x, y; \xi^{(1)}),
\]
where as a convention, we set \(\prod_{i=1}^{0} \left(I - \frac{c_h}{L_g} \nabla_{yy}^2 g(x, y; \xi_i^{(2)})\right) = I\).

In the above, the distributions \(\mu^{(1)}, \mu^{(2)}\) are defined such that they yield unbiased estimate of the gradients/Jacobians/Hessians as:
\[
\nabla_x f(x, y) = \mathbb{E}_{\mu^{(1)}}[\nabla_x f(x, y; \xi^{(1)})], \quad \nabla_y f(x, y) = \mathbb{E}_{\mu^{(1)}}[\nabla_y f(x, y; \xi^{(1)})],
\]
\[
\nabla^2_{xy} g(x, y) = \mathbb{E}_{\mu^{(2)}}[\nabla^2_{xy} g(x, y; \xi^{(2)})], \quad \nabla_{yy}^2 g(x, y) = \mathbb{E}_{\mu^{(2)}}[\nabla_{yy}^2 g(x, y; \xi^{(2)})],
\]
and satisfying \(\mathbb{E}[\|\nabla_y f(x, y; \xi^{(1)})\|^2] \leq C_y, \mathbb{E}[\|\nabla^2_{xy} g(x, y; \xi^{(2)})\|^2] \leq C_g, \)
\[
\mathbb{E}[\|\nabla_x f(x, y) - \nabla_x f(x, y; \xi^{(1)})\|^2] \leq \sigma^2_f, \quad \mathbb{E}[\|\nabla_y f(x, y) - \nabla_y f(x, y; \xi^{(1)})\|^2] \leq \sigma^2_y.
\]

- Lemma 1. Under Assumption 1, 2, (8), (9), and \(c_h = \mu_g/\mu^2_g + \sigma^2_{gxy}\), then for any \(x \in X, y \in \mathbb{R}^d, t_{\text{max}}(k) \geq 1, \) it holds that
\[
\left\|\nabla_x f(x^k, y^{k+1}) - \mathbb{E}[h_f^k]\right\| \leq C_{gxy} C_{fy} \frac{1}{\mu_g} \cdot \left(1 - \frac{\mu^2_g}{L_g (\mu^2_g + \sigma^2_{gxy})}\right)^{t_{\text{max}}(k)}.
\]

- Furthermore, the variance is bounded as
\[
\mathbb{E}[\|h_f^k - \mathbb{E}[h_f^k]\|^2] \leq \sigma^2_f + \left[(\sigma^2_f + C^2_y)\sigma^2_{gxy} + 2C^2_{gxy} + \sigma^2_f C^2_{gxy}\right] \max\left\{\frac{3}{\mu^2_g}, \frac{3d_1/L_g}{\mu^2_g + \sigma^2_{gxy}}\right\}.
\]

The proof of the above lemma is relegated to our online appendix, see §E in [24]. Note that the variance bound (11) relies on analyzing the expected norm of product of random matrices using the techniques inspired by [18,25]. Finally, observe that the upper bounds in (10), (11) correspond to \(b_k, \sigma^2_f\) in Assumption 3, respectively, and the requirements on \(h_f^k\) are satisfied.

To further understand the property of the TTSA algorithm with (6), we borrow the following results from [23] on the Lipschitz continuity of the maps \(\nabla \ell(x), y^*(x)\):

- Lemma 2. [23, Lemma 2.2] Under Assumption 1, 2, it holds
\[
\|\nabla_x f(x, y) - \nabla \ell(x)\| \leq L \|y^*(x) - y\|, \quad \|y^*(x_1) - y^*(x_2)\| \leq L_y \|x_1 - x_2\|, \quad (12a)
\]
\[
\|\nabla \ell(x_1) - \nabla \ell(x_2)\| = \|\nabla f(x_1, y^*(x_1)) - \nabla f(x_2, y^*(x_2))\| \leq L_f \|x_1 - x_2\|. \quad (12b)
\]
for any $x, x_1, x_2 \in X$ and $y \in \mathbb{R}^{d_2}$, where we have defined

$$L := L_{f_x} + \frac{L_{g_y} C_{g_{xy}}}{\mu_g} + C_f \left( \frac{L_{g_{yy}} C_{g_{xy}}}{\mu_g} + \frac{L_{g_{yy} C_{g_{xy}}}}{\mu_g^2} \right),$$

$$L_f := L_{f_x} + \frac{(\bar{L}_{f_y} + L) C_{g_{xy}}}{\mu_g} + C_f \left( \frac{\bar{L}_{g_{yy} C_{g_{xy}}}}{\mu_g} + \frac{L_{g_{yy} C_{g_{xy}}}}{\mu_g^2} \right), \quad L_y = \frac{C_{g_{xy}}}{\mu_g}. \tag{13}$$

The above properties will be pivotal in establishing the convergence of TTSA. First, we note that (12b) implies that the composite function $\ell(x)$ is weakly convex with a modulus that is at least $(-L_f)$. Furthermore, (7c) in Assumption 3 combined with Lemma 2 leads to the following estimate:

$$\mathbb{E}[\|h_k\|^2 | F'_k] \leq \tilde{\sigma}_f^2 + 3b_k^2 + 3L^2\|y_k^{k+1} - y^*(x_k)\|^2, \quad \tilde{\sigma}_f^2 := \sigma_f^2 + 3 \sup_{x \in X} \|\nabla \ell(x)\|^2. \tag{14}$$

Throughout, we assume $\tilde{\sigma}_f^2$ is bounded, e.g., it can be satisfied if $X$ is bounded, or if $\ell(x)$ has bounded gradient.

### 2.1 Applications

Practical problems such as hyperparameter optimization [22, 41, 50], Stackelberg games [51] can be cast into special cases of bilevel optimization problem (1). To be specific, we discuss three applications of the bilevel optimization problem (1) below.

#### Model-Agnostic Meta-Learning

An important paradigm of machine learning is to find model that adapts to multiple training sets in order to achieve the best performance for individual tasks. Among others, a popular formulation is model-agnostic meta learning (MAML) [20] which minimizes an outer objective of empirical risk on all training sets, and the inner objective is the one-step projected gradient. Let $D^{(j)} = \{z_i^{(j)}\}_{i=1}^n$ be the $j$-th ($j \in [J]$) training set with sample size $n$, MAML can be formulated as a bilevel optimization problem [47]:

$$\min_{\theta \in \Theta} \sum_{j=1}^J \sum_{i=1}^n \ell(\theta^{*^{(j)}}(\theta), z_i^{(j)})$$

subject to $\theta^{*^{(j)}}(\theta) \in \arg \min_{\theta^{(j)}} \left\{ \sum_{i=1}^n (\theta^{(j)}, \nabla \theta \ell(\theta, z_i^{(j)})) + \lambda \|\theta^{(j)} - \theta\|^2 \right\}. \tag{15}$

Here $\theta$ is the shared model parameter, $\theta^{(j)}$ is the adaptation of $\theta$ to the $j$th training set, and $\ell$ is the loss function. It can be checked that the inner problem is strongly convex. We have Assumption 1, 2, 3 for stochastic gradient updates, assuming $\ell$ is sufficiently regular, and the losses are the logistic loss. Moreover, [21] proved that, assuming $\lambda$ is sufficiently large and $\ell$ is strongly convex, the outer problem is also strongly convex. In fact, [46] demonstrated that an algorithm with no inner loop achieves a comparable performance to [21].

#### Policy Optimization

Another application of the bilevel optimization problem is the policy optimization problem, particularly when combined with an actor-critic scheme. The optimization involved is to find an optimal policy to maximize the expected (discounted) reward. Here, the ‘actor’ serves as the outer problem and the ‘critic’ serves as the inner problem which evaluates the
performance of the ‘actor’ (current policy). To avoid redundancy, we refer our readers to §4 where we present a detailed case study. The latter will also shed lights on the generality of our proof techniques for TTSA algorithms.

Data hyper-cleaning The data hyper-cleaning problem trains a classifier with a dataset of randomly corrupted labels [50]. The problem formulation is given below:

\[
\begin{align*}
\min_{x \in \mathbb{R}^{d_1}} & \quad \ell(x) := \sum_{i \in \mathcal{D}_{val}} L(a_i^\top y^*(x), b_i) \\
\text{s.t.} & \quad y^*(x) = \arg\min_{y \in \mathbb{R}^{d_2}} \{ \lambda \|y\|^2 + \sum_{i \in \mathcal{D}_{tr}} \sigma(x_i)L(a_i^\top y, b_i) \}.
\end{align*}
\]

In this problem, we have \(d_1 = |\mathcal{D}_{tr}|\), and \(d_2\) is the dimension of the classifier \(y\); \((a_i, b_i)\) is the \(i\)th data point; \(L(\cdot)\) is the loss function; \(x_i\) is the parameter that determines the weight for the \(i\)th data sample; \(\sigma : \mathbb{R} \to \mathbb{R}_+\) is the weight function; \(\lambda > 0\) is a regularization parameter; \(\mathcal{D}_{val}\) and \(\mathcal{D}_{tr}\) are validation and training sets, respectively. Here, the inner problem finds the classifier \(y^*(x)\) with the training set \(\mathcal{D}_{tr}\), while the outer problem finds the best weights \(x\) with respect to the validation set \(\mathcal{D}_{val}\).

Before ending this subsection, let us mention that, we do not aware any general sufficient conditions that can be used to verify whether the outer function \(\ell(x)\) is (strongly) convex or not. To our knowledge, the convexity of \(\ell(x)\) has to be verified in a case-by-case manner; please see [21, Appendix B3] for how this can be done.

3 Main Results

This section presents the convergence results for TTSA algorithm for (1). We first summarize a list of important constants in Table 2 to be used in the forthcoming analysis. Next, we discuss a few concepts pivotal to our analysis.

Tracking Error TTSA tackles the inner and outer problems simultaneously using single-loop updates. Due to the coupled nature of the inner and outer problems, in order to obtain an upper bound on the optimality gap \(\Delta^k_x := \mathbb{E}[\|x^k - x^*\|^2]\), where \(x^*\) is an optimal solution to (1), we need to estimate the tracking error defined as

\[
\Delta^k_y := \mathbb{E}[\|y^k - y^*(x^{k-1})\|^2] \quad \text{where} \quad y^*(x) = \arg\min_{y \in \mathbb{R}^{d_2}} g(x, y). \tag{17}
\]

For any \(x \in X\), \(y^*(x)\) is well defined since the inner problem is strongly convex due to Assumption 2. By definition, \(\Delta^k_y\) quantifies how close \(y^k\) is from the optimal solution to inner problem given \(x^{k-1}\).

Moreau Envelop Fix \(\rho > 0\), define the Moreau envelop and proximal map as

\[
\Phi_{1/\rho}(z) := \min_{x \in X} \{ \ell(x) + (\rho/2)\|x - z\|^2 \}, \quad \hat{x}(z) := \arg\min_{x \in X} \{ \ell(x) + (\rho/2)\|x - z\|^2 \}. \tag{18}
\]

For any \(\epsilon > 0\), \(x^k \in X\) is said to be an \(\epsilon\)-nearly stationary solution [16] if \(x^k\) is an approximate fixed point of \(\{\hat{x} - I\}(\cdot)\), where

\[
\hat{\Delta}^k_x := \mathbb{E}[\|\hat{x}(x^k) - x^k\|^2] \leq \rho^{-2} \cdot \epsilon. \tag{19}
\]
where the constants (i.e., it is strongly convex), and the step sizes satisfy

\[ \Delta^k_x \lesssim \prod_{i=0}^{k-1} (1 - \alpha_i\mu_\ell) \left[ \Delta^0_x + \frac{L^2}{\mu_\ell^2} \Delta^0_y + \frac{c_1 L^2}{\mu_\ell^2} \left[ \frac{\sigma_y^2}{\mu_\ell^2} + \frac{c_2^2 L_y^2}{\mu_\ell^2 \sigma_f^2} \right] \right]^{2/3}, \]

\[ \Delta^k_y \lesssim \prod_{i=0}^{k-1} (1 - \beta_i\mu_g/4) \Delta^0_y + \left[ \frac{\sigma_y^2}{\mu_\ell} + \frac{c_2^2 L_y^2}{\mu_\ell^2 \sigma_f^2} \right] \beta_{k-1}, \]

where the symbol \( \lesssim \) denotes that the numerical constants are omitted (see Section 3.3).

Notice that the bounds in (21) show that the expected optimality gap and tracking error at the kth iteration shall compose of a transient and fluctuation terms. For instance, for the bound on \( \Delta^k_x \), the first (transient) term decays sub-geometrically as \( \prod_{i=0}^{k-1} (1 - \alpha_i\mu_\ell) \), while the second (fluctuation)
term scales as $\alpha_{k-1}^{2/3}$. Note that if $\alpha_k, \beta_k \to 0$, then the r.h.s. in (21) converges to zero as $k \to \infty$. While for non-vanishing step sizes, the r.h.s. in (21) may not converge to zero.

The conditions in (20) are satisfied by both diminishing and constant step sizes. For example, we define the constants:

$$k_\alpha = \max \left\{ 35 \left( \frac{L_y}{\mu_g} \right)^3 \left( 1 + \sigma_g^2 \right), \frac{(512)^2 L_y^2 K_\max^2}{\mu_g^2} \right\}, \quad \alpha = \frac{8}{3 \mu_\ell}, \quad k_\beta = \frac{4}{k_\alpha}, \quad c_\beta = \frac{32}{3 \mu_g}.$$ (22)

Then, for diminishing step sizes, we set $\alpha_k = c_\alpha / (k + k_\alpha), \beta_k = c_\beta / (k + k_\beta)^{2/3}$, and for constant step sizes, we set $\alpha_k = c_\alpha / k_\alpha, \beta_k = c_\beta / k_\beta^{2/3}$. Both pairs of the step sizes satisfy (20) with $c_0 = \mu_g^{3/2} / \mu_\ell$, $c_1 = 10 \mu_\ell^{2/3} / \mu_g$. For diminishing step sizes, Theorem 1 shows the last iterate convergence rate for the optimality gap and the tracking error to be $\mathcal{O}(k^{-2/3})$. To compute an $\epsilon$-optimal solution with $\Delta_k \leq \epsilon$, the TTSA algorithm with diminishing step size requires a total of $\mathcal{O}(\log(1/\epsilon)/\epsilon^{3/2})$ calls of stochastic (gradient/Hessian/Jacobian) oracles of both outer ($f(\cdot, \cdot)$) and inner ($g(\cdot, \cdot)$) functions\(^1\).

While this is arguably the easiest case of (1), we notice that the double-loop algorithm in [23] requires $\mathcal{O}(1/\epsilon), \mathcal{O}(1/\epsilon^2)$ stochastic oracles for the outer (i.e., $f(\cdot, \cdot)$), inner (i.e., $g(\cdot, \cdot)$) functions, respectively. As such, the TTSA algorithm requires less number of stochastic oracles for the inner function.

### 3.2 Smooth (Possibly Non-convex) Outer Objective Function

We focus on the case where $\ell(x)$ is weakly convex. We obtain

**Theorem 2.** Under Assumption 1, 2, 3, assume that $\ell(\cdot)$ is weakly convex with modulus $\mu_\ell \in \mathbb{R}$. Let $K_{\max} \geq 1$ be the maximum iteration number and set

$$\alpha = \min \left\{ \frac{\mu_g^2}{8 L_y L g^2 (1 + \sigma_g^2)} \frac{1}{4 L_y L K_{\max}^{-3/5}}, \frac{\mu_g}{L_y^2 (1 + \sigma_g^2)} \frac{2}{\mu_g} K_{\max}^{-2/5} \right\}, \quad \beta = \min \left\{ \frac{\mu_g^2}{8 L_y L g^2 (1 + \sigma_g^2)} \frac{1}{4 L_y L K_{\max}^{-3/5}}, \frac{\mu_g}{L_y^2 (1 + \sigma_g^2)} \frac{2}{\mu_g} K_{\max}^{-2/5} \right\}. \quad (23)$$

If $b_\ell^2 \leq \alpha$, then for any $K_{\max} \geq 1$, the iterates from the TTSA algorithm satisfy

$$\mathbb{E}[\Delta_k^y] = \mathcal{O}(K_{\max}^{-2/5}), \quad \mathbb{E}[\Delta_k^{y+1}] = \mathcal{O}(K_{\max}^{-2/5}), \quad (24)$$

where $K_{\max}$ is an independent uniformly distributed random variable on $\{0, ..., K_{\max} - 1\}$; and we recall $\Delta_k^y := \|\tilde{x}(x^k) - x^k\|^2$. When $K_{\max}$ is large and $\mu_\ell < 0$, setting $\rho = 2 |\mu_\ell|$ yields

$$\mathbb{E}[\Delta_k^{y+1}] \lesssim \left[ L_2^2 \left( \Delta_0^0 + \frac{\sigma_g^2}{\mu_g^2} \right) + \mu_g \sigma_g^2 \right] K_{\max}^{-2}, \quad \mathbb{E}[\Delta_k^{y+1}] \lesssim \left[ \Delta_0^0 + \frac{\sigma_g^2}{\mu_g^2} + \mu_g \sigma_g^2 \right] L_2^2 K_{\max}^{-2}, \quad (25)$$

where we defined $\Delta_0^0 := \max \{ \Phi_{1/\rho}(x^0), L_y \OPT, \Delta_y^0 \}$, and used the conditions $\alpha < 1, \mu_g \ll 1$; the symbol $\lesssim$ denotes that the numerical constants are omitted (see Section 3.3).

The above result uses constant step sizes determined by the maximum number of iterations, $K_{\max}$. Here we set the step sizes as $\alpha_k \propto K_{\max}^{-3/5}$ and $\beta_k \propto K_{\max}^{-2/5}$. Similar to the previous case of strongly convex outer objective function, $\alpha_k / \beta_k$ converges to zero as $K_{\max}$ goes to infinity.

\(^1\)Notice that as we need $b_\ell = \mathcal{O}(\sqrt{\alpha_{k+1}})$, from Lemma 1, the polynomial bias decay requires using $t_{\max}(k) = \mathcal{O}(1 + \log(k))$ samples per iteration, justifying the log factor in the bound.
Nevertheless, Theorem 2 shows that TTSA requires $O(\epsilon^{-5/2} \log(1/\epsilon))$ calls of stochastic oracle for sampled gradient/Hessian to find an $\epsilon$-nearly stationary solution. In addition, it is worth noting that when $X = \mathbb{R}^d$, Theorem 2 implies that TTSA achieves $\mathbb{E}[\|\nabla \ell(x^K)\|^2] = O(K_{\text{max}}^{-2/5})$ \cite{23, Sec. 2.2}, i.e., $x^K$ is an $O(K_{\text{max}}^{-2/5})$-approximate (near) stationary point of $\ell(x)$ in expectation.

Let us compare our sampling complexity bounds to the double loop algorithm in \cite{23}, which requires $O(\epsilon^{-3})$ (resp. $O(\epsilon^{-2})$) stochastic oracle calls for the inner problem (resp. outer problem), to reach an $\epsilon$-stationary solution. The sample complexity of TTSA yields a tradeoff for the inner and outer stochastic oracles. We also observe that a trivial extension to a single-loop algorithm results in a constant error bound\(^2\). Finally, we can extend Theorem 2 to the case where $\ell(\cdot)$ is a convex function.

**Corollary 1.** Under Assumption 1, 2, 3 and assume that $\ell(x)$ is weakly convex with modulus $\mu_\ell \geq 0$. Consider (1) with $X \subseteq \mathbb{R}^d$, $D_x = \sup_{x,x' \in X} \|x-x'\| < \infty$. Let $K_{\text{max}} \geq 1$ be the maximum iteration number and set

$$
\alpha = \min \left\{ \frac{\mu_\ell^2}{8L_yL_L^2(1+\sigma_\ell^2)}, \frac{1}{4L_y}K_{\text{max}}^{-3/4} \right\}, \quad \beta = \min \left\{ \frac{\mu_g}{L_y^2(1+\sigma_\ell^2)}, \frac{2}{\mu_g}K_{\text{max}}^{-1/2} \right\}. \quad (26)
$$

If $b_k \leq c_bK_{\text{max}}^{-1/4}$, then for large $K$, the TTSA algorithm satisfies

$$
\mathbb{E}[\ell(x^K) - \ell(x^*)] = O(K_{\text{max}}^{-1/4}), \quad \mathbb{E}[\Delta_{y}^{K+1}] = O(K_{\text{max}}^{-1/2}), \quad (27)
$$

where $K$ is an independent uniform random variable on $\{0, \ldots, K_{\text{max}} - 1\}$. By convexity, the above implies $\mathbb{E}[\ell(\frac{1}{K_{\text{max}}} \sum_{k=1}^{K_{\text{max}}} x^K) - \ell(x^*)] = O(K_{\text{max}}^{-1/4})$.

From Corollary 1, the TTSA algorithm requires $O(\epsilon^{-4} \log(1/\epsilon))$ stochastic oracle calls to find an $\epsilon$-optimal solution (in terms of the optimality gap defined with objective values). This is comparable to the complexity bounds in \cite{23}, which requires $O(\epsilon^{-4} \log(1/\epsilon))$ (resp. $O(\epsilon^{-2})$) stochastic oracle calls for the inner problem (resp. outer problem). Additionally, we mention that the constant $D_x$, which represents the diameter of the constraint set, appears in the constant of the convergence bounds, therefore it is omitted in the big-O notation in (26). For details, please see the proof in Appendix B.4.

### 3.3 Convergence Analysis

We now present the proofs for Theorem 1, 2. The proof for Corollary 1 is similar to that of Theorem 2. Due to the space limitation, we refer the readers to \cite{24}. We highlight that the proofs of both theorems rely on the similar ideas of tackling coupled inequalities.

**Proof of Theorem 1** Our proof relies on bounding the optimality gap and tracking error coupled with each other. First we derive the convergence of the inner problem.

**Lemma 3.** Under Assumption 1, 2, 3. Suppose that the step size satisfies (20a), (20b). For any

\(^2\)To see this, the readers are referred to \cite[Theorem 3.1]{23}. If a single inner iteration is performed, $t_k = 1$, so $A_k \geq \|y^0 - y^*(x^k)\|$ which is a constant. Then the r.h.s. of (3.70), (3.73), (3.74) in \cite[Theorem 3.1]{23} will all have a constant term.
\[ k \geq 1, \text{ it holds that} \]
\[ \Delta_y^{k+1} \leq \prod_{\ell=0}^{k} (1 - \beta_{\ell} \mu_{\ell}/2) \Delta_y^0 + \frac{8}{\mu_{\ell}} \left\{ \sigma_y^2 + \frac{4c_0^2L_y^2}{\mu_{\ell}} \left[ \bar{\sigma}_y^2 + 3\theta_0^2 \right] \right\} \beta_k. \quad (28) \]

Notice that the bound in (28) relies on the strong convexity of the inner problem and the Lipschitz properties established in Lemma 2 for \( y^*(x) \); see §A.1. We emphasize that the step size condition \( \alpha_k \leq c_0 \beta_k^{3/2} \) is crucial in establishing the above bound. As the second step, we bound the convergence of the outer problem.

**Lemma 4.** Under Assumption 1, 2, 3. Assume that the bias satisfies \( b_k^2 \leq \bar{c}_b \alpha_{k+1} \). With (20a), (20b), for any \( k \geq 1 \), it holds that
\[ \Delta_x^{k+1} \leq \prod_{\ell=0}^{k} (1 - \alpha_{\ell} \mu_{\ell}) \Delta_x^0 + \left[ \frac{4c_0^2L_y^2}{\mu_{\ell}} + \frac{2\bar{\sigma}_y^2 + 6\theta_0^2}{\mu_{\ell}} \right] \alpha_k + \frac{2L_y^2}{\mu_{\ell}} + 3\alpha_0L_y^2 \sum_{j=0}^{k} \alpha_j \prod_{\ell=0}^{k} (1 - \alpha_{\ell} \mu_{\ell}) \Delta_y^{j+1}. \quad (29) \]

see §A.2. We observe that (28), (29) lead to a pair of coupled inequalities. To compute the final bound in the theorem, we substitute (28) into (29). As \( \Delta_y^{j+1} = O(\beta_j) = O(\alpha_j^{5/3}) \), the dominating term in (29) can be estimated as
\[ \sum_{j=0}^{k} \alpha_j \prod_{\ell=0}^{k} (1 - \alpha_{\ell} \mu_{\ell}) \Delta_y^{j+1} = \sum_{j=0}^{k} O(\alpha_j^{5/3}) \prod_{\ell=0}^{k} (1 - \alpha_{\ell} \mu_{\ell}) = O(\alpha_k^{2/3}), \quad (30) \]
yielding the desirable rates in the theorem. See §A.3 for details.

**Proof of Theorem 2** Without strong convexity in the outer problem, the analysis becomes more challenging. To this end, we first develop the following lemma on coupled inequalities with numerical sequences, which will be pivotal to our analysis:

**Lemma 5.** Let \( K \geq 1 \) be an integer. Consider sequences of non-negative scalars \( \{\Omega^k\}_{k=0}, \{\Theta^k\}_{k=0}, \{\Psi^k\}_{k=0} \). Let \( c_0, c_1, c_2, d_0, d_1, d_2 \) be some positive constants. If the recursion holds
\[ \Omega^{k+1} \leq \Omega^k - c_0 \Theta^{k+1} + c_1 \Psi^{k+1} + c_2, \quad \Psi^{k+1} \leq (1 - d_0) \Psi^k + d_1 \Theta^k + d_2, \quad (31) \]
for any \( k \geq 0 \). Then provided that \( c_0 - c_1 d_1 (d_0)^{-1} > 0, d_0 - d_1 c_1 (c_0)^{-1} > 0 \), it holds
\[ \frac{1}{K} \sum_{k=1}^{K} \Theta^k \leq \frac{\Omega^0 + c_1 (c_0 (d_0)^{-1}) \Psi^0 + d_1 \Theta^0 + d_2}{c_0 - c_1 d_1 (d_0)^{-1}} \quad (32) \]

The proof of the above lemma is simple and is relegated to §B.1.

We demonstrate that stationarity measures of the TTSa iterates satisfy (31). The conditions \( c_0 - c_1 d_1 (d_0)^{-1} > 0, d_0 - d_1 c_1 (c_0)^{-1} > 0 \) impose constraints on the step sizes and (32) leads to a
finite-time bound on the convergence of TTSA. To begin our derivation of Theorem 2, we observe the following coupled descent lemma:

**Lemma 6.** Under Assumption 1, 2, 3. If \( \mu_g \beta / 2 < 1, \beta L_y^2(1 + \sigma_y^2) \leq \mu_g \), then the following inequalities hold for any \( k \geq 0 \):

\[
\text{OPT}^{k+1} \leq \text{OPT}^k - \frac{1 - \alpha L_f}{2\alpha} \mathbb{E}[\|x^{k+1} - x^k\|^2] + \alpha [2L^2 \Delta_y^{k+1} + 2b_0^2 + \sigma_f^2] \tag{33a}
\]

\[
\Delta_y^{k+1} \leq (1 - \mu_g \beta / 2) \Delta_y^k + \left( \frac{2}{\mu_g \beta} - 1 \right) L_y^2 \cdot \mathbb{E}[\|x^k - x^{k-1}\|^2] + \beta^2 \sigma_y^2. \tag{33b}
\]

The proof of (33a) is due to the smoothness of outer function \( \ell(\cdot) \) established in Lemma 2, while (33b) follows from the strong convexity of the inner problem. See the details in §B.2. Note that (33a), (33b) together is a special case of (31) with:

\[
\Omega^k = \text{OPT}^k, \quad \Theta^k = \mathbb{E}[\|x^k - x^{k-1}\|^2], \quad c_0 = \frac{1}{2\alpha} - \frac{L_f}{2}, \quad c_1 = 2\alpha L^2, \quad c_2 = \alpha (2b_0^2 + \sigma_f^2),
\]

\[
\Upsilon^k = \Delta_y^k, \quad d_0 = \mu_g \beta / 2, \quad d_1 = \left( \frac{2}{\mu_g \beta} - 1 \right) L_y^2, \quad d_2 = \beta^2 \sigma_y^2.
\]

Notice that \( \Theta^0 = 0 \). Assuming that \( \alpha \leq 1 / 2L_f \), we notice the following implications:

\[
\frac{\alpha}{\beta} \leq \frac{\mu_g}{8L_y L} \implies c_0 - c_1 \frac{d_1}{d_0} \geq \frac{1}{8\alpha} > 0, \quad d_0 - d_1 \frac{c_1}{c_0} \geq \frac{\mu_g \beta}{4} > 0,
\]

i.e., if (35) holds, then the conclusion (32) can be applied. It can be shown that the step sizes in (23) satisfy (35). Applying Lemma 5 shows that

\[
\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}[\|x^k - x^{k-1}\|^2] \leq \frac{2 \text{OPT}^0 + \frac{L_f}{L_y} (\Delta_0^0 + 4\sigma_y^2/\mu_g^2)}{L_y L \cdot K^{8/5}} + \frac{\Delta_y^0 + 8\sigma_y^2}{2L^2 L_y^2 \cdot K^{6/5}},
\]

\[
\frac{1}{K} \sum_{k=1}^{K} \Delta_y^k \leq \frac{2 \Delta_0^0 + \frac{8\sigma_y^2}{\mu_g^2} + \frac{4L_f}{L_y} \cdot \text{OPT}^0}{K^{5/5}} + \frac{8 \sigma_y^2 + \frac{\mu_g (2b_0^2 + \sigma_f^2)}{2L^2}}{K^{2/5}}.
\]

Again, we emphasize that the two timescales step size design is crucial to establishing the above upper bounds. Now, recalling the properties of the Moreau envelop in (18), we obtain the following descent estimate:

**Lemma 7.** Under Assumption 1, 2, 3. Set \( \rho > -\mu_\ell, \rho \geq 0 \), then for any \( k \geq 0 \), it holds that

\[
\mathbb{E}[\Phi_{1/\rho}(x^{k+1}) - \Phi_{1/\rho}(x^k)] \leq \frac{5\rho}{2} \mathbb{E}[\|x^{k+1} - x^k\|^2] + \left[ \frac{2\alpha L^2}{\rho + \mu_\ell} + 3\alpha^2 \rho L^2 \right] \Delta_y^{k+1}
\]

\[
- \frac{(\rho + \mu_\ell)\rho \alpha}{4} \mathbb{E}[\|\tilde{x}^k - x^k\|^2] + \left[ \frac{2\rho}{\rho + \mu_\ell} + \rho(\sigma_f^2 + 3\alpha) \right] \alpha^2. \tag{36}
\]

See details in §B.3. Summing up the inequality (36) from \( k = 0 \) to \( k = K_{\text{max}} - 1 \) gives the following
simplify our notations, for any distribution the induced Markov transition kernel as $S$ action $\pi$. Furthermore, the initial state $s$ and next state $s'$, given the current state $s$ and action $a$, are measurable functions on $S \times A$, respectively, $\gamma \in [0, 1)$ is the discount factor, $P(s'|s, a)$ is the transition kernel to the next state $s'$ given the current state $s$ and action $a$, and $r(s, a) \in [0, 1]$ is the reward at $(s, a)$. Furthermore, the initial state $s_0$ is drawn from a fixed distribution $\rho_0$. We follow a stationary policy $\pi : S \times A \rightarrow \mathbb{R}$. For any $(s, a) \in S \times A$, $\pi(a|s)$ is the probability of the agent choosing action $a \in A$ at state $s \in S$. Note that a policy $\pi \in X$ induces a Markov chain on $S$. Denote the induced Markov transition kernel as $P^\pi$ such that $s_{t+1} \sim P^\pi(\cdot|s_t)$. For any $s, s' \in S$, we have $P^\pi(s'|s) = \sum_{a \in A} \pi(a|s)P(s'|s, a)$. For any $\pi \in X$, $P^\pi$ is assumed to induce a stationary distribution over $S$, denoted by $\mu^\pi$. We assume that $|A| < \infty$ while $|S|$ is possibly infinite (but countable). To simplify our notations, for any distribution $\rho$ on $S$, we let $\langle \cdot, \cdot \rangle_\rho$ be the inner product with respect to $\rho$, and $\| \cdot \|_{\mu^\pi \otimes \rho}$ be the weighted $\ell_2$-norm with respect to the probability measure $\mu^\pi \otimes \rho$ over $S \times A$ (where $f, g$ are measurable functions on $S \times A$)

$$
\langle f, g \rangle_\rho = \sum_{s \in S} \langle f(s, \cdot), g(s, \cdot) \rangle_\rho(s), \quad \| f \|_{\mu^\pi \otimes \rho} = \sqrt{\sum_{s \in S} \left\{ \sum_{a \in A} \pi(a|s) : [f(s, a)]^2 \right\} \mu^\pi(s)}.
$$

In policy optimization, our objective is to maximize the expected total discounted reward re-
ceived by the agent with respect to the policy \( \pi \), i.e.,

\[
\max_{\pi \in \mathcal{X}} - \ell(\pi) = \mathbb{E}_\pi \left[ \sum_{t \geq 0} \gamma^t r(s_t, a_t) | s_0 \sim \rho_0 \right],
\]

where \( \mathbb{E}_\pi \) is the expectation with the actions taken according to policy \( \pi \). Here we let \( \rho_0 \) to denote the distribution of the initial state. To see that (37) is approximated as a bilevel problem, set \( P^\pi \) as the Markov operator under the policy \( \pi \). We let \( Q^\pi \) be the unique solution to the following Bellman equation [53]:

\[
Q(s, a) = r(s, a) + \gamma (P^\pi Q)(s, a), \quad \forall \ s, a \in S \times A.
\]

Notice that the following holds:

\[
Q^\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t \geq 0} \gamma^t r(s_t, a_t) | s_0 = s, a_0 = a \right], \quad \mathbb{E}_{a \sim \pi(\cdot | s)}[Q^\pi(s, a)] = (Q^\pi(s, \cdot), \pi(\cdot | s)).
\]

Further, we parameterize \( Q \) using a linear approximation \( Q(s, a) \approx Q_\theta(s, a) := \phi^\top(s, a) \theta \), where \( \phi : S \times A \to \mathbb{R}^d \) is a known feature mapping and \( \theta \in \mathbb{R}^d \) is a finite-dimensional parameter. Using the fact that \( \ell(\pi) = -\mathbb{E}_\pi [Q^\pi(s, a)] \), problem (37) can be approximated as a bilevel optimization problem such that:

\[
\min_{\pi \in \mathcal{X}} \mathbb{E}_\pi \left[ \sum_{t \geq 0} \gamma^t r(s_t, a_t) | s_0 = s, a_0 = a \right], \quad \mathbb{E}_{a \sim \pi(\cdot | s)}[Q^\pi(s, a)] = (Q^\pi(s, \cdot), \pi(\cdot | s)).
\]

Subject to \( \theta^* \in \arg \min_{\theta \in \mathbb{R}^d} \frac{1}{2} \| Q_\theta - r - \gamma P^\pi Q_\theta \|_{\mu^\pi \otimes \pi}^2. \)  

**Solving Policy Optimization Problem** We illustrate how to adopt the TTSA algorithm to solve (39). First, the inner problem is the policy evaluation (a.k.a. ‘critic’) which minimizes the mean squared Bellman error (MSBE). A standard approach is TD learning [52]. We draw two consecutive state-action pairs \( (s, a, s', a') \) satisfying \( s \sim \mu^\pi, \ a \sim \pi^k(\cdot | s), \ s' \sim P(\cdot | s, a), \) and \( a' \sim \pi^k(\cdot | s') \), and update the critic via

\[
\theta_{k+1} = \theta_k - \beta h^k_g \quad \text{with} \quad h^k_g = [\phi^\top(s, a) \theta_k - r(s, a) - \gamma \phi^\top(s', a') \theta_k](s, a),
\]

where \( \beta \) is the step size. This step resembles (4a) of TTSA except that the mean field \( \mathbb{E}[h^k_g|F_k] \) is a semigradient of the MSBE function.

Secondly, the outer problem searches for the policy (a.k.a. ‘actor’) that maximizes the expected discounted reward. To develop this step, let us define the visitation measure and the Bregman divergence as:

\[
\rho^\pi_k(s) := (1 - \gamma)^{t-1} \sum_{t \geq 0} \gamma^t \mathbb{P}(s_t = s), \quad D_{\psi, \rho^\pi_k}(\pi, \pi^k) := \sum_{s \in S} D_{\psi}(\pi(\cdot | s), \pi^k(\cdot | s)) \rho^\pi_k(s),
\]

such that \( \{s_t\}_{t \geq 0} \) is a trajectory of states obtained by drawing \( s_0 \sim \rho_0 \) and following the policy \( \pi^k \), and \( D_\psi \) is the Kullback-Leibler (KL) divergence between probability distributions over \( A \). We also define the following gradient surrogate:

\[
[\nabla_\pi f(\pi^k, \theta^k)](s, a) = - (1 - \gamma)^{-1} Q_{\theta^k}(s, a) \rho^\pi_k(s), \quad \forall \ (s, a).
\]

Similar to (6) and under the additional assumption that the linear approximation is exact, i.e., \( Q_{\theta^*}(\pi^k) = Q^\pi \), we can show \( \nabla_\pi f(\pi^k, \theta^*(\pi^k)) = \nabla \ell(\pi^k) \) using the policy gradient theorem [53]. In a similar vein as (4b) in TTSA, we consider the mirror descent step for improving the policy
Consider the following assumptions on the MDP model of interest.

**Assumption 4.** The reward function is uniformly bounded by a constant $\bar{r}$. That is, $|r(s, a)| \leq \bar{r}$ for all $(s, a) \in S \times A$.

**Assumption 5.** The feature map $\phi: S \times A \to \mathbb{R}^d$ satisfies $\|\phi(s, a)\|_2 \leq 1$ for all $(s, a) \in S \times A$. The action-value function associated with each policy is a linear function of $\phi$. That is, for any policy $\pi \in X$, there exists $\theta^*(\pi) \in \mathbb{R}^d$ such that $Q^\pi(\cdot, \cdot) = \phi(\cdot, \cdot) \top \theta^*(\pi) = Q_{\theta^*(\pi)}(\cdot, \cdot)$.

**Assumption 6.** For each policy $\pi \in X$, the induced Markov chain $P^\pi$ admits a unique stationary distribution $\mu^\pi$ for all $\pi \in X$. Let there exist $\mu_{\phi} > 0$ such that $\mathbb{E}_{s \sim \rho^\pi, a \sim \rho^\pi(\cdot|s)}[\phi(s, a)\phi(s, a)\top] \succeq \mu_{\phi}^2 I_d$ for all $\pi \in X$.

**Assumption 7.** For any $(s, a) \in S \times A$ and any $\pi \in X$, let $\rho(s, a, \pi)$ be a probability measure over $S$, defined by
\[
[\rho(s, a, \pi)](s') = (1 - \gamma)^{-1} \sum_{t \geq 0} \gamma^t \mathbb{P}(s_t = s'), \quad \forall s' \in S.
\] That is, $\rho(s, a, \pi)$ is the visitation measure induced by the Markov chain starting from $(s_0, a_0) = (s, a)$ and follows $\pi$ afterwards. For any $\pi^*$, there exists $C_{\rho} > 0$ such that
\[
\mathbb{E}_{s' \sim \rho^*} \left[ \frac{\rho(s, a, \pi^*)}{\rho^*}(s') \right]^2 \leq C_{\rho}^2, \quad \forall (s, a) \in S \times A, \pi \in X.
\] Here we let $\rho^*$ denote $\rho^{\pi^*}$ to simplify the notation, which is the visitation measure induced by $\pi^*$ with $s_0 \sim \rho_0$.

We remark that Assumption 4 is standard in the reinforcement learning literature [53,55]. In Assumption 5, we assume that each $Q^\pi$ is linear which implies that the linear function approximation is exact. A sufficient condition for Assumption 5 is that the underlying MDP is a linear MDP [28,62], where both the reward function and Markov transition kernel are linear in $\phi$. Linear MDP contains the tabular MDP as a special case, where the feature mapping $\phi(s, a)$ becomes the canonical vector in $\mathbb{R}^{S \times A}$. Assumption 6 assumes that the stationary distribution $\mu^\pi$ exists for any policy $\pi$, which is a common property for the MDP analyzed in TD learning, e.g., [4,15]. Assumption 6 further requires the smallest eigenvalue of $\Sigma_\pi$ to be bounded uniformly away from zero. Such an assumption is
commonly made in the literature on policy evaluation with linear function approximation, e.g., \([4,37]\).

Finally, Assumption 7 postulates that \(\rho^*\) is regular such that the density ratio between \(\rho(s,a,\pi)\) and \(\rho^*\) has uniformly bounded second-order moments under \(\rho^*\). Such an assumption is closely related to the concentratability coefficient \([1,2,43]\), which characterizes the distribution shift incurred by policy updates and is conjectured essential for the sample complexity analysis of reinforcement learning methods \([11]\). Assumption 7 is satisfied if the initial distribution \(\rho_0\) has lower bounded density over \(S \times A\) \([1]\). For details, please refer to Appendix C.

To state our main convergence results, let us define the quantities of interest:

\[
\Delta_{Q}^{k+1} := \mathbb{E}[\|\theta^{k+1} - \theta^*(\pi^k)\|_2^2], \quad \text{OPT}^k := \mathbb{E}[\ell(\pi^k) - \ell(\pi^*)], \quad (44)
\]

where the expectations above are taken with respect to the i.i.d. draws of state-action pairs in (40) for TT-NAC. We remark that \(\Delta_{Q}^{k}\), analogous to \(\Delta_{\phi}^{k}\) used in TTSA, is the tracking error that characterizes the performance of TD learning when the target value function, \(Q^{\pi^k}\), is time-varying due to policy updates. We obtain:

**Theorem 3.** Consider the TT-NAC algorithm (40)-(42) for the policy optimization problem (39). Let \(K_{\text{max}} \geq 32^2\) be the maximum number of iterations. Under Assumption 4 – 7, and we set the step sizes as

\[
\alpha = \frac{(1 - \gamma)^3\mu_{\phi}}{\sqrt{\tau \cdot C^2_\rho}} \min \left\{ \frac{(1 - \gamma)^2}{128\mu_{\phi}^2}, K_{\text{max}}^{3/4} \right\}, \quad \beta = \min \left\{ \frac{(1 - \gamma)\mu_{\phi}^2}{8}, \frac{16}{(1 - \gamma)\mu_{\phi}^2} K_{\text{max}}^{-1/2} \right\} \quad (45)
\]

Then the following holds

\[
\mathbb{E}[\text{OPT}^K] = \mathcal{O}(K_{\text{max}}^{-1/4}), \quad \mathbb{E}[\Delta_{Q}^{k+1}] = \mathcal{O}(K_{\text{max}}^{-1/2}), \quad (46)
\]

where \(K\) is an independent random variable uniformly distributed over \(\{0, ..., K_{\text{max}} - 1\}\).

To shed light on our analysis, we first observe the following performance difference lemma proven in \([29, \text{Lemma 6.1}]\):

\[
\ell(\pi) - \ell(\pi^*) = (1 - \gamma)^{-1} \langle Q^\pi, \pi^* - \pi \rangle_{\rho^*}, \quad \forall \pi \in \mathcal{X}, \quad (47)
\]

where \(\pi^*\) is an optimal policy solving (39). The above implies a restricted form of convexity, and our analysis uses the insight that (47) plays a similar role as (2) [with \(\mu_\ell \geq 0\)] and characterizes the loss geometry of the outer problem.

Our result shows that the TT-NAC algorithm finds an optimal policy at the rate of \(\mathcal{O}(K_{\text{max}}^{-1/4})\) in terms of the objective value. This rate is comparable to another variant of the TT-NAC algorithm in \([61]\), which provided a customized analysis for TT-NAC. In contrast, the analysis for our TT-NAC algorithm is rooted in the general TTSA framework developed in §3.3 for tackling bilevel optimization problems. Notice that analysis for the two-timescale actor-critic algorithm can also be found in \([59]\), which provides an \(\mathcal{O}(K^{-2/5})\) convergence rate to a stationary solution.

### 5 Numerical Experiments

We consider the data hyper-cleaning task (16), and compare TTSA with several algorithms such as the BSA algorithm \([23]\), the stocBiO \([27]\) for different batch size choices, and the HOAG algorithm.
Figure 1: Data hyper-cleaning task on the FashionMNIST dataset. We plot the training loss and testing accuracy against the number of gradients evaluated with corruption rate $p = 0.4$. Note that HOAG is a deterministic algorithm and it requires full gradient computation at each iteration. In contrast, stocBiO is a stochastic algorithm but it relies on large batch gradient computations.

We consider problem (16) with $L(\cdot)$ being the cross-entropy loss (i.e., a data cleaning problem for logistic regression); $\sigma(x) := \frac{1}{1+\exp(-x)}$; $c = 0.001$; see [50]. The problem is trained on the FashionMNIST dataset [60] with 50k, 10k, and 10k image samples allocated for training, validation and testing purposes, respectively. We consider the setting where each sample in the training dataset is corrupted with probability $0.4$. Note that the outer problem $\ell(x)$ is non-convex while the lower level problem is strongly-convex. The simulation results are an average of 3 independent runs. The step sizes for different algorithms are chosen according to their theoretically suggested values. Let the outer iteration be indexed by $t$, for TTSA we choose $\alpha_t = c_\alpha/(1 + t)^{3/5}$, $\beta_t = c_\beta/(1 + t)^{2/5}$, and tune for $c_\alpha$ and $c_\beta$ in the set $\{10^{-3}, 10^{-2}, 10^{-1}, 10\}$. For BSA [23], we index the outer iteration by $t$ and the inner iteration by $\bar{k} \in \{1, \ldots, k_t\}$. We set $k_t = \lceil \sqrt{t} + 1 \rceil$ as suggested in [23] and choose the outer and inner step-sizes $\alpha_t$ and $\beta_{\bar{k}}$, respectively, as $\alpha_t = d_\alpha/(1 + t)^{1/2}$ and $\beta_{\bar{k}} = d_\beta/((\bar{k} + 2)$. We tune for $d_\alpha$ and $d_\beta$ in the set $\{10^{-3}, 10^{-2}, 10^{-1}, 10\}$. Finally, for stocBiO we tune for parameters $\alpha_t$ and $\beta_t$ in the range $[0, 1]$.

In Figure 1, we compare the performance of different algorithms against the total number of outer samples accessed. As observed, TTSA outperforms BSA, stocBiO and HOAG. We remark that HOAG is a deterministic algorithm and hence requires full batch gradient computations at each iteration. Similarly, stocBiO relies on large batch gradients which results in relatively slow convergence.

6 Conclusion

This paper develops efficient two-timescale stochastic approximation algorithms for a class of bi-level optimization problems where the inner problem is unconstrained and strongly convex. We
show the convergence rates of the proposed TTSA algorithm under the settings where the outer objective function is either strongly convex, convex, or non-convex. Additionally, we show how our theory and analysis can be customized to a two-timescale actor-critic proximal policy optimization algorithm in reinforcement learning, and obtain a comparable convergence rate to existing literature.

A Omitted Proofs of Theorem 1

To simplify notations, for any \( n, m \in \mathbb{N} \), we define the following quantities for brevity of notations.

\[
G_{m:n}^{(1)} = \prod_{i=m}^{n} (1 - \beta_i \mu_g/4), \quad G_{m:n}^{(2)} = \prod_{i=m}^{n} (1 - \alpha_i \mu). \tag{48}
\]

A.1 Proof of Lemma 3

Following a direct expansion of the updating rule for \( y_{k+1} \) and taking the conditional expectation given filtration \( \mathcal{F}_k \) yield that

\[
\mathbb{E}[\|y_{k+1} - y(x_k)\|^2 | \mathcal{F}_k] \leq (1 - 2\beta_k \mu_g) \|y_k - y(x_k)\|^2 + \beta_k^2 \mathbb{E}[\|h_f^k\|^2 | \mathcal{F}_k],
\]

where we used the unbiasedness of \( h_f^k \) [cf. Assumption 3] and the strong convexity of \( g \). By direct computation and (7b) in Assumption 3, we have

\[
\mathbb{E}[\|h_f^k\|^2 | \mathcal{F}_k] = \mathbb{E}[\|h_f^k - \nabla g(x_k, y_k)\|^2 | \mathcal{F}_k] + \|\nabla g(x_k, y_k)\|^2 \\
\leq \sigma_g^2 + (1 + \sigma_g^2) \|\nabla g(x_k, y_k)\|^2 \leq \sigma_g^2 + (1 + \sigma_g^2) \cdot L_g^2 \|y_k - y(x_k)\|^2,
\]

where the last inequality uses Assumption 2 and the optimality of the inner problem \( \nabla_y g(x_k, y(x_k)) = 0 \). As \( \beta_k L_g^2 (1 + \sigma_g^2) \leq \mu_g \), we have

\[
\mathbb{E}[\|y_{k+1} - y(x_k)\|^2 | \mathcal{F}_k] \leq (1 - \beta_k \mu_g) \cdot \|y_k - y(x_k)\|^2 + \beta_k^2 \sigma_g^2. \tag{50}
\]

Using the basic inequality \( 2ab \leq 1/c \cdot a^2 + c \cdot b^2 \) for all \( c \geq 0 \) and \( a, b \in \mathbb{R} \), we have

\[
\|y_k - y(x_k)\|^2 \leq (1 + 1/c) \cdot \|y_k - y(x_k-1)\|^2 + (1 + c) \|y(x_k-1) - y(x_k)\|^2. \tag{51}
\]

Note we have taken the convention that \( x^{-1} = x^0 \). Furthermore, we observe that

\[
\|y(x_k-1) - y(x_k)\|^2 \leq L_g^2 \|x_k - x_k-1\|^2 \leq \alpha_{k-1} L_g^2 \|h_f^{-1}\|^2,
\]

where the first inequality follows from Lemma 2, and the second inequality follows from the non-expansive property of projection. We have set \( h_f^{-1} = 0 \) as convention.

Through setting \( c = \frac{2(1 - \beta_k \mu_g)}{\beta_k \mu_g} \), we have \( (1 + 1/c) (1 - \beta_k \mu_g) = 1 - \frac{\mu_g}{2} \beta_k \). Substituting the above quantity \( c \) into (51) and combining with (50) show that

\[
\mathbb{E}[\|y_{k+1} - y(x_k)\|^2 | \mathcal{F}_k] \\
\leq (1 - \frac{\beta_k \mu_g}{2}) \cdot \|y_k - y(x_k-1)\|^2 + \beta_k^2 \cdot \sigma_g^2 + \frac{2 - \mu_g \beta_k}{\mu_g \beta_k} \cdot \alpha_{k-1} L_g^2 \cdot \|h_f^{-1}\|^2. \tag{53}
\]
Taking the total expectation and using (14), we have
\[ \Delta_y^{k+1} \leq (1 - \beta_k \mu_g / 2) \cdot \Delta_y^k + \beta_k^2 \sigma_g^2 + \frac{2 - \mu_g \beta_k}{\mu_g \beta_k} \cdot \alpha_k^2 L_y^2 [\sigma_f^2 + 3b_{k-1}^2 + 3L^2 \Delta_y^k], \]
with the convention \( \alpha_{-1} = 0 \). Using \( \alpha_{k-1} \leq 2\alpha_k \), \( \alpha_k \leq c_0 \beta_k^{3/2} \), we have
\[
\Delta_y^{k+1} \leq \left[ 1 - \beta_k \mu_g / 4 \right] \cdot \Delta_y^k + \beta_k^2 \sigma_g^2 + \frac{4c_0^2 L_y^2}{\mu_g} \cdot \beta_k \cdot [\sigma_f^2 + 3b_0^2],
\]
where the last inequality is due to (20a). Solving the recursion leads to
\[
\Delta_y^{k+1} \leq G_{0:k}^{(1)} \Delta_y^0 + \sum_{j=0}^{k} \beta_j^2 G_{j+1:k}^{(1)} \left\{ \sigma_g^2 + \frac{4c_0^2 L_y^2}{\mu_g} [\sigma_f^2 + 3b_0^2] \right\}. \tag{54}
\]
Since \( \beta_{k-1} / \beta_k \leq 1 + \beta_k \cdot (\mu_g / 8) \), applying Lemma 10 to \( \{\beta_k\}_{k \geq 0} \) with \( a = \mu_g / 4 \) and \( q = 2 \), we have
\[
\sum_{j=0}^{k} \beta_j^2 G_{j+1:k}^{(1)} \leq \frac{8 \tilde{\sigma}}{\mu_g}. \tag{55}
\]
Finally, we can simplify (54) as
\[
\Delta_y^{k+1} \leq C_{0:k}^{(1)} \Delta_y^0 + C_{y}^{(1)} \beta_k, \quad \text{where} \quad C_{y}^{(1)} := \frac{8}{\mu_g} \left\{ \sigma_g^2 + \frac{4c_0^2 L_y^2}{\mu_g} [\sigma_f^2 + 3b_0^2] \right\}.
\]

A.2 Proof of Lemma 4

Due to the projection property, we get
\[
\|x^{k+1} - x^*\|^2 \leq \|x^k - \alpha_k h_f^k - x^*\|^2 \leq \|x^k - x^*\|^2 - 2\alpha_k \langle h_f^k, x^k - x^* \rangle + \alpha_k^2 \|h_f^k\|^2.
\]
Taking the conditional expectation given \( F_k^\ell \) gives
\[
\mathbb{E}[\|x^{k+1} - x^*\|^2 \mid F_k^\ell] \leq \|x^k - x^*\|^2 - 2\alpha_k \langle \nabla \ell(x^k), x^k - x^* \rangle + \alpha_k^2 \mathbb{E}[\|h_f^k\|^2 \mid F_k^\ell]
- 2\alpha_k \langle \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) + B_k, x^k - x^* \rangle, \tag{56}
\]
where the inequality follows from (7a). The strong convexity implies \( \langle \nabla \ell(x^k), x^k - x^* \rangle \geq \mu_\ell \|x^k - x^*\|^2 \), we further bound the r.h.s. of (56) via
\[
\begin{align*}
\mathbb{E}[\|x^{k+1} - x^*\|^2 \mid F_k^\ell] & \leq (1 - 2\alpha_k \mu_\ell) \|x^k - x^*\|^2 - 2\alpha_k \langle \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) + B_k, x^k - x^* \rangle + \alpha_k^2 \mathbb{E}[\|h_f^k\|^2 \mid F_k^\ell] \\
& \leq (1 - \alpha_k \mu_\ell) \|x^k - x^*\|^2 + \frac{\alpha_k}{\mu_\ell} \|\nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) + B_k\|^2 + \alpha_k^2 \mathbb{E}[\|h_f^k\|^2 \mid F_k^\ell] \\
& \leq (1 - \alpha_k \mu_\ell) \cdot \|x^k - x^*\|^2 + (2\alpha_k / \mu_\ell) \cdot \{L^2 \|y^{k+1} - y^*(x^k)\|^2 + b_2^2 \} + \alpha_k^2 \cdot \mathbb{E}[\|h_f^k\|^2 \mid F_k^\ell],
\end{align*}
\]
where the last inequality is from Lemma 2. Using (14) and taking total expectation:
\[
\Delta_x^{k+1} \leq \left[ 1 - \alpha_k \mu_\ell \right] \Delta_x^k + \left[ 2\alpha_k / \mu_\ell \right] L^2 \Delta_y^{k+1} + 2\alpha_k b_2^2 / \mu_\ell + \alpha_k^2 [\sigma_f^2 + 3b_0^2 + 3L^2 \Delta_y^{k+1}] \\
\leq \left[ 1 - \alpha_k \mu_\ell \right] \cdot \Delta_x^k + \left[ 2\alpha_k / \mu_\ell + 3\alpha_k^2 \right] \cdot L^2 \cdot \Delta_y^{k+1} + \alpha_k^2 \left[ 2\tilde{c}_{\ell} / \mu_\ell + \sigma_f^2 + 3b_0^2 \right],
\]
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where we have used $b_k^2 \leq c_6 \alpha_k$. Solving the recursion above leads to

$$
\Delta_{x}^{k+1} \leq G_{0,k}^{(2)} \Delta_{x}^{0} + \sum_{j=0}^{k} \left\{ \left[ \frac{2c_b}{\mu_{\ell}} + \sigma_f^2 + 3b_0^2 \right] \alpha_j G_{j+1:k}^{(2)} + \left[ \frac{2L^2}{\mu_{\ell}} + 3\alpha_0 L^2 \right] \alpha_j G_{j+1:k}^{(2)} \right\} \\
\leq G_{0,k}^{(2)} \Delta_{x}^{0} + \frac{2}{\mu_{\ell}} \left[ \frac{2c_b}{\mu_{\ell}} + \sigma_f^2 + 3b_0^2 \right] \cdot \alpha_k + \left( \frac{2L^2}{\mu_{\ell}} + 3\alpha_0 L^2 \right) \sum_{j=0}^{k} \alpha_j G_{j+1:k}^{(2)} \Delta_{y}^{j+1}.
$$

The last inequality follows from applying Lemma 10 with $q = 2$ and $a = \mu_{\ell}$.

### A.3 Bounding $\Delta_{x}^{k}$ by coupling with $\Delta_{y}^{k}$

Using (55), we observe that

$$
\sum_{j=0}^{k} \alpha_j G_{j+1:k}^{(2)} \Delta_{y}^{j+1} \leq \sum_{j=0}^{k} \alpha_j G_{j+1:k}^{(2)} \left\{ G_{0,j}^{(1)} \Delta_{y}^{0} + C_{y}^{(1)} \beta_j \right\}. \quad (57)
$$

We bound each term on the right-hand side of (57). For the first term, as $\mu_{\ell} \alpha_i \leq \mu_y \beta_i / 8$ [cf. (20b)], applying Lemma 11 with $a = \mu_{\ell}$, $b = \mu_y / 4$, $\gamma_i = \alpha_i$, $\rho_i = \beta_i$ gives

$$
\sum_{j=0}^{k} \alpha_j G_{j+1:k}^{(2)} G_{0,j}^{(1)} \Delta_{y}^{0} \leq \frac{1}{\mu_{\ell}} G_{0,k}^{(2)} \Delta_{y}^{0}. \quad (58)
$$

Recall that $\beta_j \leq c_1 \cdot \alpha_j^{2/3}$. Applying Lemma 10 with $q = 5/3$, $a = \mu_{\ell}$ yields

$$
\sum_{j=0}^{k} \alpha_j \beta_j G_{j+1:k}^{(2)} \leq c_1 \sum_{j=0}^{k} \alpha_j^{5/3} G_{j+1:k}^{(2)} \leq c_1 \frac{2}{\mu_{\ell}} \alpha_k^{2/3}, \quad (59)
$$

We obtain a bound on the optimality gap as

$$
\Delta_{x}^{k+1} \leq G_{0,k}^{(2)} \left\{ \Delta_{x}^{0} + \frac{2L^2}{\mu_{\ell}^2} \right\} \Delta_{y}^{0} + \frac{2}{\mu_{\ell}} \left[ \frac{2c_b}{\mu_{\ell}} + \sigma_f^2 + 3b_0^2 \right] \alpha_k + \frac{2c_1}{\mu_{\ell}} \left[ \frac{2L^2}{\mu_{\ell}} + 3\alpha_0 L^2 \right] C_{y}^{(1)} \alpha_k^{2/3}.
$$

To simplify the notation, we define the constants

$$
C_{x}^{(0)} = \Delta_{x}^{0} + \frac{2L^2}{\mu_{\ell}^2} \Delta_{y}^{0}, \quad C_{x}^{(1)} = \frac{2}{\mu_{\ell}} \left[ \frac{2c_b}{\mu_{\ell}} + \sigma_f^2 + 3b_0^2 \right] + \frac{2c_1}{\mu_{\ell}} \left[ \frac{2L^2}{\mu_{\ell}} + 3\alpha_0 L^2 \right] C_{y}^{(1)}.
$$

Then, as long as $\alpha_k < 1/\mu_{\ell}$ and we use the step size parameters in (22), we have

$$
\Delta_{x}^{k+1} \leq G_{0,k}^{(2)} C_{x}^{(0)} + C_{x}^{(1)} \alpha_k^{2/3} = O\left( \left[ \frac{L^2}{\mu_{\ell}^2 \mu_y^2} + \frac{L^2 \Delta_{y}^{0}}{\mu_{\ell}^4} \right] \sigma_f^2 + \frac{L^2}{\mu_{\ell}^2 \mu_y} \sigma_g^2 + \frac{L^2}{\mu_{\ell}^2 \mu_y} \sigma_g^2 \right)
$$

and we recall that $\sigma_f^2 = \sigma_f^2 + 3 \sup_{x \in X} \| \nabla \ell(x) \|_2^2$.
B Omitted Proofs of Theorem 2 and Corollary 1

B.1 Proof of Lemma 5

We observe that summing the first and the second inequalities in (31) from \( k = 0 \) to \( k = K - 1 \) gives:

\[
\begin{align*}
    c_0 \sum_{k=1}^{K} \Theta^k &\leq \Omega^0 + c_1 \sum_{k=1}^{K} \Upsilon^k + c_2 \cdot K. \\
    d_0 \sum_{k=1}^{K} \Upsilon^k &\leq \Upsilon^1 + d_1 \sum_{k=1}^{K} \Theta^k + d_2 \cdot K.
\end{align*}
\]

Substituting (60) into (61) gives

\[
d_0 \sum_{k=1}^{K} \Upsilon^k \leq \Upsilon^1 + d_2 \cdot K + \frac{d_1}{c_0} \left[ \Omega^0 + c_1 \sum_{k=1}^{K} \Upsilon^k + c_2 \cdot K \right].
\]

Therefore, if \( d_0 - d_1 \frac{c_1}{c_0} > 0 \), a simple computation yields the second inequality in (32). Similarly, we substitute (61) into (60) to yield

\[
c_0 \sum_{k=1}^{K} \Theta^k \leq \Omega^0 + c_2 \cdot K + \frac{c_1}{d_0} \left[ \Upsilon^1 + d_1 \sum_{k=1}^{K} \Theta^k + d_2 \cdot K \right].
\]

Under \( c_0 - c_1 \frac{d_1}{d_0} > 0 \), simple computation yields the first inequality in (32).

B.2 Proof of Lemma 6

Recall that we defined \( \text{OPT}^k := \mathbb{E}[\ell(x^k) - \ell(x^*)] \) for each \( k \geq 0 \). To begin with, we have the following descent estimate

\[
\ell(x^{k+1}) \leq \ell(x^k) + \langle \nabla \ell(x^k), x^{k+1} - x^k \rangle + \left( L_f / 2 \right) \| x^{k+1} - x^k \|^2. \tag{64}
\]

The optimality condition of step (4b) leads to the following bound

\[
\langle \nabla \ell(x^k), x^{k+1} - x^k \rangle \leq \langle \nabla \ell(x^k) - \nabla x f(x^k, y^{k+1}) - B_k, x^{k+1} - x^k \rangle + \langle B_k + \nabla x f(x^k, y^{k+1}) - h_x, x^{k+1} - x^k \rangle - \frac{1}{\alpha} \| x^{k+1} - x^k \|^2,
\]

where we obtained the inequality by adding and subtracting \( B_k + \nabla x f(x^k, y^{k+1}) - h_x \). Then, taking the conditional expectation on \( F_k \), for any \( c, d > 0 \), we obtain

\[
\begin{align*}
    \mathbb{E}[\langle \nabla \ell(x^k), x^{k+1} - x^k \rangle | F_k] &\leq \mathbb{E}[\| \nabla \ell(x^k) - \nabla x f(x^k, y^{k+1}) - B_k \| \cdot \| x^{k+1} - x^k \| | F_k] \\
    &+ \mathbb{E}[\| B_k + \nabla x f(x^k, y^{k+1}) - h_x \| \cdot \| x^{k+1} - x^k \| | F_k] - \frac{1}{\alpha} \mathbb{E}[\| x^{k+1} - x^k \|^2 | F_k] \\
    \leq \frac{1}{2c} \mathbb{E}[\| \nabla \ell(x^k) - \nabla x f(x^k, y^{k+1}) - B_k \|^2 | F_k] + \frac{c}{2} \mathbb{E}[\| x^{k+1} - x^k \|^2 | F_k] \\
    &+ \frac{\sigma_f^2}{2d} + \frac{d}{2} \mathbb{E}[\| x^{k+1} - x^k \|^2 | F_k] - \frac{1}{\alpha} \mathbb{E}[\| x^{k+1} - x^k \|^2 | F_k],
\end{align*}
\]

\[
\]
where the second inequality follows from the Young’s inequality and Assumption 3. Simplifying the terms above leads to
\[
\mathbb{E}[\langle \nabla \ell(x^k), x^{k+1} - x^k \rangle | \mathcal{F}_k']
\leq \frac{1}{2c} \mathbb{E}[\|\nabla \ell(x^k) - \nabla f(x^k, y^{k+1}) - B_k\|_2^2 | \mathcal{F}_k'] + \frac{\sigma_f^2}{2d} + \left( \frac{c + d}{2} - \frac{1}{\alpha} \right) \cdot \mathbb{E}[\|x^{k+1} - x^k\|^2 | \mathcal{F}_k'],
\]
Setting \(d = c = \frac{1}{2\alpha} \), plugging the above to (64), and taking the full expectation:
\[
\text{OPT}_{k+1} \leq \text{OPT}_k - \left( \frac{1}{2\alpha} - \frac{L_f}{2} \right) \cdot \mathbb{E}[\|x^{k+1} - x^k\|^2] + \alpha \Delta^{k+1} + \alpha \sigma_f^2,
\]
where we have denoted \(\Delta^{k+1} \) as follows
\[
\Delta^{k+1} := \mathbb{E}[\|\nabla \ell(x^k; y^{k+1}) - \nabla \ell(x^k) - B_k\|_2^2] \quad \text{(12a)}
\leq 2L^2 \mathbb{E}[\|y^{k+1} - y^*(x^k)\|^2] + 2\beta_k^2,
\]
where the last inequality follows from Lemma 2 and (7a) in Assumption 3. Next, following from the standard SGD analysis [cf. (50)] and using \(\beta \leq \mu_g/(L_g^2(1 + \sigma_g^2))\), we have
\[
\mathbb{E}[\|y^{k+1} - y^*(x^k)\|^2 | \mathcal{F}_k] \leq (1 - \mu_g \beta) \mathbb{E}[\|y^k - y^*(x^k)\|^2 | \mathcal{F}_k] + \beta^2 \sigma_g^2
\leq (1 + c)(1 - \mu_g \beta) \mathbb{E}[\|y^k - y^*(x^k)\|^2 | \mathcal{F}_k] + (1 + 1/c) \mathbb{E}[\|y^* - y^*(x^{k-1})\|^2 | \mathcal{F}_k] + \beta^2 \sigma_g^2
\leq \left( 1 - \frac{\mu_g \beta}{2} \right) \mathbb{E}[\|y^k - y^*(x^{k-1})\|^2 | \mathcal{F}_k] + \left( \frac{2}{\mu_g \beta - 1} \right) \mathbb{E}[\|y^* - y^*(x^{k-1})\|^2 | \mathcal{F}_k] + \beta^2 \sigma_g^2,
\]
where the last inequality is due to the Lipschitz continuity property (12a) and \(\mu_g \beta < 1\). Furthermore, we have picked \(c = \mu_g \beta \cdot [2(1 - \mu_g \beta)]^{-1}\), so that
\[
(1 + c)(1 - \mu_g \beta) = 1 - \mu_g \beta / 2, \quad 1/c + 1 = 2/(\mu_g \beta) - 1.
\]
Taking a full expectation on both sides leads to the desired result.

### B.3 Proof of Lemma 7

For simplicity, we let \(\hat{x}^{k+1}\) and \(\hat{x}(x^{k+1})\) and \(\hat{x}(x)\), respectively. For any \(x \in X\), letting \(x_1 = \hat{x}\) and \(x_2 = x\) in (2), we get
\[
\ell(\hat{x}) \geq \ell(x) + \langle \nabla \ell(x), \hat{x} - x \rangle + \frac{\mu \ell}{2} \|\hat{x} - x\|^2.
\]
Moreover, by the definition of \(\hat{x}\), for any \(x \in X\), we have
\[
\ell(x) + \frac{\rho}{2} \|x - x\|^2 - \left[ \ell(\hat{x}) + \frac{\rho}{2} \|\hat{x} - x\|^2 \right] = \ell(x) - \left[ \ell(\hat{x}) + \frac{\rho}{2} \|\hat{x} - x\|^2 \right] \geq 0.
\]
Adding the two inequalities above, we obtain
\[
-\frac{\mu \ell + \rho}{2} \cdot \|\hat{x} - x\|^2 \geq \langle \nabla \ell(x), \hat{x} - x \rangle.
\]
Note that we choose $\rho$ such that $\rho + \mu \ell > 0$. To proceed, combining the definitions of the Moreau envelop and $\tilde{x}$ in (18), for $x^{k+1}$, we have

$$
\Phi_{1/\rho}(x^{k+1}) \overset{(18)}{=} \ell(\tilde{x}^{k+1}) + \frac{\rho}{2} \|x^{k+1} - \tilde{x}^{k+1}\|^2 \leq \ell(\tilde{x}^k) + \frac{\rho}{2} \|x^{k+1} - \tilde{x}^k\|^2 \\
\leq \ell(\tilde{x}^k) + \frac{\rho}{2} \|x^k - \tilde{x}^k\|^2 + \frac{\rho}{2} \|x^{k+1} - x^k\|^2 + \rho \alpha \cdot \langle \tilde{x}^k - x^k, h^k_f \rangle \\
+ \alpha \rho \cdot \langle h^k_f, x^k - x^{k+1} \rangle + \rho \| x^{k+1} - x^k \|^2 \\
\overset{(18)}{=} \Phi_{1/\rho}(x^k) + \frac{5\rho}{2} \|x^{k+1} - x^k\|^2 + \rho \alpha (\tilde{x}^k - x^k, h^k_f) + \alpha^2 \rho\|h^k_f\|^2,
$$

(69)

where the first equality and the second inequality follow from the optimality of $\tilde{x}^{k+1} = \tilde{x}(x^{k+1})$, and the second term is from the optimality condition in (4b). For any $x^*$ that is a global optimal solution for the original problem $\min_{x \in X} \ell(x)$, we must have

$$
\Phi_{1/\rho}(x^*) = \min_{x \in X} \left\{ \ell(x) + \frac{\rho}{2} \|x - x^*\|^2 \right\} = \ell(x^*),
$$

(70)

where the last equality holds because

$$
\Phi_{1/\rho}(x^*) = \min_{x \in X} \left\{ \ell(x) + \frac{\rho}{2} \|x - x^*\|^2 \right\} \leq \ell(x^*) + \frac{\rho}{2} \|x^* - x^*\|^2 = \ell(x^*),
$$

(71)

Taking expectation of $\langle \tilde{x}^k - x^k, h^k_f \rangle$ while conditioning on $F_k'$, we have:

$$
\mathbb{E}[\langle \tilde{x}^k - x^k, h^k_f \rangle | F_k'] \\
= \mathbb{E}[\langle \tilde{x}^k - x^k, h^k_f - \nabla_x f(x^k, y^{k+1}) + \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) + \nabla \ell(x^k) \rangle | F_k'] \\
= \langle \tilde{x}^k - x^k, B_k \rangle + \mathbb{E}[\langle \tilde{x}^k - x^k, \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) \rangle + \langle \tilde{x}^k - x^k, \nabla \ell(x^k) \rangle | F_k'],
$$

(72)

where the second equality follows from (7a) in Assumption 3. By Young’s inequality, for any $c > 0$, we have

$$
\langle \tilde{x}^k - x^k, B_k \rangle \leq \frac{c}{4} \| \tilde{x}^k - x^k \|^2 + \frac{1}{c} b_k^2,
$$

(73)

$$
\mathbb{E}[\langle \tilde{x}^k - x^k, \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) \rangle | F_k'] \leq \frac{1}{c} \| \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) \|^2 + \frac{c}{4} \| \tilde{x}^k - x^k \|^2,
$$

where we also use (7a) in deriving (73). Combining (68), (72), (73), and setting $c = (\rho + \mu \ell)/2$, we obtain that

$$
\mathbb{E}[\langle \tilde{x}^k - x^k, h^k_f \rangle | F_k'] \\
\leq \frac{c}{2} \| \tilde{x}^k - x^k \|^2 + \frac{1}{c} b_k^2 + \frac{1}{c} \mathbb{E}[\| \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) \|^2] - \frac{\rho + \mu \ell \| \tilde{x}^k - x^k \|^2}{2} \\
= \frac{2}{\rho + \mu \ell} \cdot \mathbb{E}[\| \nabla_x f(x^k, y^{k+1}) - \nabla \ell(x^k) \|^2] - \frac{\rho + \mu \ell}{4} \cdot \| \tilde{x}^k - x^k \|^2 + \frac{2}{\rho + \mu \ell} \cdot \frac{b_k^2}{4} \\
\leq \frac{2L^2}{\rho + \mu \ell} \cdot \mathbb{E}[\| y^{k+1} - y^*(x^k) \|^2] - \frac{\rho + \mu \ell}{4} \cdot \| \tilde{x}^k - x^k \|^2 + \frac{2}{\rho + \mu \ell} \cdot \frac{b_k^2}{4}.
$$

(74)
where the last step follows from the first inequality of Lemma 2. Plugging the above into (69), and taking a full expectation, we obtain
\[
\mathbb{E}[\Phi_{1/\rho}(x^{k+1})] - \mathbb{E}[\Phi_{1/\rho}(x^k)] \\
\leq \frac{5\rho}{2} \mathbb{E}[\|x^{k+1} - x^k\|^2] + \frac{2\rho L^2}{\rho + \mu} \Delta y^{k+1} - \frac{(\rho + \mu \ell)\rho \alpha}{4} \mathbb{E}[\|\hat{x}^k - x^k\|^2] + \frac{2\rho \alpha b_k^2}{\rho + \mu \ell} + \alpha^2 \rho \mathbb{E}[\|h_k^\alpha\|^2]
\]
\[
\leq \frac{5\rho}{2} \mathbb{E}[\|x^{k+1} - x^k\|^2] + \frac{2\rho L^2}{\rho + \mu} \Delta y^{k+1} - \frac{(\rho + \mu \ell)\rho \alpha}{4} \mathbb{E}[\|\hat{x}^k - x^k\|^2] + \frac{2\rho \alpha b_k^2}{\rho + \mu \ell} + \alpha^2 (\sigma_f^2 + 3b_k^2 + 3 \Delta y^{k+1})
\]
\[
\leq \frac{5\rho}{2} \mathbb{E}[\|x^{k+1} - x^k\|^2] + \left[\frac{2\rho L^2}{\rho + \mu} + 3\alpha^2 \rho^2 L^2\right] \Delta y^{k+1} - \frac{(\rho + \mu \ell)\rho \alpha}{4} \mathbb{E}[\|\hat{x}^k - x^k\|^2] + \left[\frac{2\rho}{\rho + \mu} + \rho (\sigma_f^2 + 3b_k^2)\right] \alpha^2,
\]
where the last inequality is due to the assumption \(b_k^2 \leq \alpha\).

### B.4 Proof of Corollary 1

Our proof departs from that of Theorem 2 through manipulating the descent estimate (64) in an alternative way. The key is to observe the following three-point inequality [3]:
\[
\langle h^k_f, x^{k+1} - x^* \rangle \leq \frac{1}{2\alpha} \left\{ \|x^* - x^k\|^2 - \|x^* - x^{k+1}\|^2 - \|x^k - x^{k+1}\|^2 \right\},
\]
(75)
where \(x^*\) is an optimal solution to (1). Observe that
\[
\langle \nabla \ell(x^k), x^{k+1} - x^k \rangle = \langle \nabla \ell(x^k) - h^k_f, x^{k+1} - x^* \rangle + \langle h^k_f, x^{k+1} - x^* \rangle + \langle \nabla \ell(x^k), x^* - x^k \rangle.
\]
(76)
Notice that due to the convexity of \(\ell(x)\), we have \(\langle \nabla \ell(x^k), x^* - x^k \rangle \leq -\text{OPT}^k\). Furthermore,
\[
\langle \nabla \ell(x^k) - h^k_f, x^{k+1} - x^* \rangle \\
= \langle \nabla \ell(x^k) - h^k_f + B_k + \nabla x f(x^k, y^{k+1}) - B_k - \nabla x f(x^k, y^{k+1}), x^{k+1} - x^* \rangle \\
\leq D_x \left\{ b_k + L \|y^{k+1} - y^*(x^k)\| \right\} + \langle B_k + \nabla x f(x^k, y^{k+1}) - h^k_f, x^{k+1} - x^k + x^k - x^* \rangle.
\]
We notice that \(\mathbb{E}[\langle B_k + \nabla x f(x^k, y^{k+1}) - h^k_f, x^{k+1} - x^* \rangle | F_k^\alpha] = 0\). Thus, taking the total expectation on both sides and applying Young’s inequality on the last inner product lead to
\[
\mathbb{E}[\langle \nabla \ell(x^k) - h^k_f, x^{k+1} - x^* \rangle] \leq D_x \left\{ b_k + L \mathbb{E}[\|y^{k+1} - y^*(x^k)\|] \right\} + \frac{\alpha}{2} \sigma_f^2 + \frac{1}{2\alpha} \mathbb{E}[\|x^{k+1} - x^k\|^2]
\]
Substituting the above observations into (64) and using the three-point inequality (75) give
\[
\mathbb{E}[\ell(x^{k+1}) - \ell(x^k)] \leq D_x \left\{ b_k + L \mathbb{E}[\|y^{k+1} - y^*(x^k)\|] \right\} + \frac{1}{2\alpha} \left\{ \|x^* - x^k\|^2 - \|x^* - x^{k+1}\|^2 \right\} + \frac{\alpha}{2} \sigma_f^2 - \text{OPT}^k + \frac{L}{2} \mathbb{E}[\|x^{k+1} - x^k\|^2].
\]

26
Summing up both sides from \( k = 0 \) to \( k = K_{\max} - 1 \) and dividing by \( K_{\max} \) gives

\[
\frac{1}{K_{\max}} \sum_{k=1}^{K_{\max}} \text{OPT}^k \leq D_x b_0 + \frac{\alpha \sigma^2}{2} + \frac{\|x^* - x^0\|^2}{2\alpha K_{\max}} + \frac{D_x L}{K} \sum_{k=1}^{K_{\max}} \mathbb{E}[\|y^k - y^*(x^{k-1})\|] \\
+ \frac{L_f}{2K_{\max}} \sum_{k=1}^{K_{\max}} \mathbb{E}[\|x^k - x^{k-1}\|^2].
\]

Applying Cauchy-Schwartz inequality and Lemma 5, 6 with \( \alpha = O(K_{\max}^{-3/4}), \beta = O(K_{\max}^{-1/2}) \) as in (26) show that

\[
\frac{1}{K_{\max}} \sum_{k=1}^{K_{\max}} \mathbb{E}[\|y^k - y^*(x^{k-1})\|] \leq \sqrt{\frac{1}{K_{\max}} \sum_{k=1}^{K_{\max}} \Delta^k} = O(K_{\max}^{-1/4}); \text{ cf. (34).}
\]

The proof is concluded.

### C Justifications to Assumption 4–Assumption 7

In the following, we list these assumptions and provide explanations for when the assumptions are satisfied.

- **(Assumption 4)** The reward function is uniformly bounded by a constant \( \bar{r} \). That is, \( |r(s, a)| \leq \bar{r} \) for all \((s, a) \in S \times A\).

  This assumption merely states that the reward functions are uniformly bounded. This is a standard assumption used in MDP and reinforcement learning community. See, e.g., Chapter 2.2 of [55]. In practice, the reward functions are usually hand-crafted by the problem solver. They often encode the scores earned by the agent in each step, or whether some desired goal is reached.

- **(Assumption 5)** The feature map \( \phi: S \times A \to \mathbb{R}^d \) satisfies \( \|\phi(s, a)\|_2 \leq 1 \) for all \((s, a) \in S \times A\).

  The action-value function associated with each policy is a linear function of \( \phi \). That is, for any policy \( \pi \in X \), there exists \( \theta^*(\pi) \in \mathbb{R}^d \) such that \( Q^\pi(\cdot, \cdot) = \phi(\cdot, \cdot)^\top \theta^*(\pi) = Q_{\theta^*(\pi)}(\cdot, \cdot) \).

  This assumption assumes that the action-value function \( Q^\pi \) is a linear function in a known feature mapping \( \phi \) and \( \phi \) is bounded. Such an assumption is standard in the literature on reinforcement learning with linear function approximation. See, e.g., Chapter 3.2 of [55]. In this line of research, it is oftentimes postulated that \( V^\pi(\cdot) \) or \( Q^\pi(\cdot, \cdot) \) are linear functions of a known feature mapping.

  As for the feature mapping \( \phi \), it is usually constructed based on domain knowledge. Some of the common examples include polynomial functions, on \([0, 1]\) radial basis function, and random features, which are all bounded. Here we assume that \( \sup_{(s, a) \in S \times A} \|\phi(s, a)\|_2 \) is bounded by one for simplicity, which can be replaced by any fixed parameter.

  Moreover, a concrete mathematical model that satisfies such a model is known as the linear MDP (see [28]), which assumes that both the reward function and the Markov transition kernel are linear in the given feature mapping \( \phi \). Specifically, it is assumed that there exist \( \lambda \in \mathbb{R}^d \) and \( \mu: S \to \mathbb{R}^d \) such that

\[
r(s, a) = \phi(s, a)^\top \lambda, \quad P(s' | s, a) = \phi(s, a)^\top \mu(s') \quad \forall (s, a, s') \in S \times A \times S.
\]

(77)
Such a model includes the finite tabular MDP as a special case with $\phi(s, a)$ being the canonical vector $e_{s,a}$ in $\mathbb{R}^{S \times A}$. Under the linear MDP assumption, for any policy $\pi$, the value functions $Q^\pi$ and $V^\pi$ exist and satisfy

$$V^\pi(s) = \sum_{a \in A} \pi(a | s) Q^\pi(s, a)$$

$$Q^\pi(s, a) = r(s, a) + \gamma \sum_{s' \in S} P(s' | s, a) \cdot V^\pi(s') = \phi(s, a) \top \left( \lambda + \sum_{s' \in S} \mu(s') \cdot V^\pi(s') \right).$$

Thus (77) serves as a sufficient condition for the assumption.

- (Assumption 6) For each policy $\pi \in X$, the induced Markov chain $P^\pi$ admits a unique stationary distribution $\mu^\pi$ for all $\pi \in X$. Moreover, there exists $\mu_\phi > 0$ such that

$$E_{s \sim \mu^\pi, a \sim \pi(s)} [\phi(s, a) \phi(s, a) \top] \geq \mu_\phi^2 \cdot I_d, \ \forall \pi \in X.$$ 

The assumption that the Markov chain $P^\pi$ induced by any policy $\pi$ has a unique stationary distribution $\mu^\pi$ is a common assumption made in the literature on policy gradient. A sufficient condition ensures this is that all deterministic (stationary) policies visit all states eventually with probability one, i.e., the MDP is unichain (see Section 4.2.4 of [55]).

Furthermore, for asymptotic convergence analysis, classical RL literature often assumes that $E_{s \sim \mu^\pi, a \sim \pi(s)} [\phi(s, a) \phi(s, a) \top]$ is invertible (see Section 4.4.2 of [55]; page 70). Here we additionally assume that such a matrix is well-conditioned in the sense the smallest eigenvalue is lower bounded for nonasymptotic analysis. Such an assumption is also required for establishing statistical rates in linear regression.

In the tabular setting, a sufficient condition that justifying such an assumption is that the transition model is sufficient stochastic such that every policy induces a stationary distribution $\mu^\pi$ over $S$ such that the mass of $\mu^\pi$ on each state $s$ is lower bounded by $\mu_\phi > 0$.

- (Assumption 7) For any $(s, a) \in S \times A$ and any $\pi \in X$, let $\varrho(s, a, \pi)$ be a probability measure over $S$, defined by

$$[\varrho(s, a, \pi)](s') = (1 - \gamma)^{-1} \sum_{t \geq 0} \gamma^t \cdot P(s_t = s'), \ \forall s' \in S.$$ 

That is, $\varrho(s, a, \pi)$ is the visitation measure induced by the Markov chain starting from $(s_0, a_0) = (s, a)$ and follows $\pi$ afterwards. For any $\pi^*$, there exists $C_\rho > 0$ such that

$$E_{s' \sim \rho^*} \left[ \left( \frac{\varrho(s, a, \pi)}{\rho^*}(s') \right)^2 \right] \leq C_\rho^2, \ \forall (s, a) \in S \times A, \ \pi \in X.$$ 

This assumption postulates that the distribution shift between the visitation measure induced by any policy $\pi$ and that induced by the optimal policy $\pi^*$ is bounded. Here the distribution shift is defined by the second-order moment of the density ratio.

Such an assumption is commonly made in reinforcement learning literature with various forms, which are referred to concentration coefficients in general. It is conjectured in [11] that such an assumption is necessary for theoretical analysis. Moreover, our version is slightly weaker than that in [11], which essentially assumes the $\ell_\infty$-norm of the density ratio between $\varrho(s, a, \pi)$ and $\rho^*$ is upper bounded. Moreover, a sufficient condition of Assumption 7 is that the initial
distribution $\rho_0$ is lower bounded everywhere over $S \times A$. Such a condition also appears in existing work, e.g., [1]. Note that $\rho^* \geq (1 - \gamma) \cdot \rho_0$. Thus when the probability mass function of $\rho_0$ is lower bounded by $c_0$, Assumption 7 is satisfied with $C_{\rho} = (1 - \gamma)^{-1} \cdot c_0^{-1}$.

## D Proof of Theorem 3

Hereafter, we let $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ denote the inner product and $\ell_1$-norm on $\mathbb{R}^{|A|}$, respectively. For any two policies $\pi_1$ and $\pi_2$, for any $s \in S$, $\| \pi_1(\cdot | s) - \pi_2(\cdot | s) \|_1$ is the total variation distance between $\pi_1(\cdot | s)$ and $\pi_2(\cdot | s)$. For any $f, f' : S \times A \to \mathbb{R}$, define the following norms:

$$
\| f \|_{\rho, 1} = \left[ \sum_{s \in S} \| f(s, \cdot) \|_1^2 \rho(s) \right]^{1/2}, \quad \| f \|_{\rho, \infty} = \left[ \sum_{s \in S} \| f(s, \cdot) \|_\infty^2 \rho(s) \right]^{1/2}
$$

The following result can be derived from the Hölder’s inequality:

$$
\left| \langle f, f' \rangle_\rho \right| \leq \sum_{s \in S} \| f(s, \cdot) \|_1 \| f'(s, \cdot) \|_1 \rho(s) \leq \| f \|_{\rho, 1} \| f' \|_{\rho, \infty}.
$$

(79)

Lastly, it can be shown that $\| \pi \|_{\rho, 1} = 1, \| \pi \|_{\rho, \infty} \leq 1$.

Under Assumption 5, $\theta^*(\pi)$ is the solution to the inner problem with $Q^\pi(\cdot, \cdot) = \phi(\cdot, \cdot)^\top \theta^*(\pi)$. Below we first show that $\theta^*(\pi)$ and $Q^\pi$ are Lipschitz continuous maps with respect to $\| \cdot \|_{\rho^*, 1}$, where $\rho^*$ is the visitation measure of an optimal policy $\pi^*$.

**Lemma 8.** Under Assumption 4–7, for any two policies $\pi_1, \pi_2 \in X$,

$$
\| Q^{\pi_1} - Q^{\pi_2} \|_{\rho^*, \infty} \leq (1 - \gamma)^{-2} \cdot \overline{\tau} \cdot C_{\rho} \cdot \| \pi_1 - \pi_2 \|_{\rho^*, 1},
$$

$$
\| \theta^*(\pi_1) - \theta^*(\pi_2) \|_2 \leq (1 - \gamma)^{-2} \cdot \overline{\tau} \cdot C_{\rho} / \mu_\phi \cdot \| \pi_1 - \pi_2 \|_{\rho^*, 1},
$$

(80)

where $\overline{\tau}$ is an upper bound on the reward function, $\mu_\phi$ is specified in Assumption 6, and $C_\rho$ is defined in Assumption 7.

The proof of the above lemma is relegated to §D.1.

In the sequel, we first derive coupled inequalities on the non-negative sequences $\text{OPT}^k := \mathbb{E}[\ell(\pi^k) - \ell(\pi^*), \Delta^k_{Q} := \mathbb{E}[\| \theta^k - \theta^*(\pi^k) \|_2^2], \mathbb{E}[\| \pi^k - \pi^{k+1} \|_{\rho^*, 1}]$, then we apply Lemma 5 to derive the convergence rates of TT-NAC. Using the performance difference lemma [cf. (47)], we obtain the following

$$
\ell(\pi^{k+1}) - \ell(\pi^k) = - (1 - \gamma)^{-1} \langle Q^{\pi^{k+1}}, \pi^{k+1} - \pi^* \rangle_{\rho^*} + (1 - \gamma)^{-1} \langle Q^{\pi^{k}}, \pi^k - \pi^* \rangle_{\rho^*}
$$

$$
= (1 - \gamma)^{-1} \langle -Q^{\pi^{k}}, \pi^{k+1} - \pi^k \rangle_{\rho^*} + (1 - \gamma)^{-1} \langle Q^{\pi^{k}} - Q^{\pi^{k+1}}, \pi^{k+1} - \pi^* \rangle_{\rho^*}.
$$

(81)

Applying the inequality (79), we further have

$$
\langle Q^{\pi^{k}} - Q^{\pi^{k+1}}, \pi^{k+1} - \pi^* \rangle_{\rho^*} \leq \| Q^{\pi^{k}} - Q^{\pi^{k+1}} \|_{\rho^*, \infty} \| \pi^{k+1} - \pi^* \|_{\rho^*, 1}
$$

$$
\leq 2L_Q \| \pi^k - \pi^{k+1} \|_{\rho^*, 1} \leq \frac{1 - \gamma}{4\alpha} \| \pi^{k+1} - \pi^k \|_{\rho^*, 1}^2 + \frac{4L_Q^2}{1 - \gamma},
$$

(82)

where $L_Q := (1 - \gamma)^{-2} \overline{\tau} \cdot C_{\rho}$. The above inequality follows from $\| \pi^k - \pi^{k+1} \|_{\rho^*, 1} \leq 2$ for any $\pi_1, \pi_2 \in X$ and applying Lemma 8. Then, combining (81), (83) leads to

$$
\ell(\pi^{k+1}) - \ell(\pi^k) \leq \frac{-1}{1 - \gamma} \langle Q^{\pi^{k}}, \pi^{k+1} - \pi^k \rangle_{\rho^*} + \frac{1}{4\alpha} \| \pi^{k+1} - \pi^k \|_{\rho^*, 1}^2 + 4 \frac{L_Q^2}{(1 - \gamma)^2}.
$$

(84)
Let us bound the first term in the right-hand side of (84). To proceed, note that the policy update (42) can be implemented for each state individually as below:

\[
\pi^{k+1}(\cdot|s) = \arg \min_{\pi} \left\{ -(1 - \gamma)^{-1} \cdot \langle Q_{\theta^{k+1}}(s, \cdot), \nu \rangle + 1/\alpha_k \cdot D_\psi(\nu, \pi^k(\cdot|s)) \right\},
\]  

for all \(s \in S\). Observe that we can modify \(\rho^{\pi^k}\) in (42) to \(\rho^*\) without changing the optimal solution for this subproblem. Specifically, (42) can be written as

\[
\pi^{k+1} = \arg \min_{\pi \in X} \left\{ -(1 - \gamma)^{-1} \langle Q_{\theta^{k+1}}, \pi - \pi^k \rangle_{\rho^*} + \frac{1}{\alpha} D_\psi,\rho^* (\pi, \pi^k) \right\}.
\]

We have

\[-(1 - \gamma)^{-1} \langle Q^{\pi^k}, \pi^{k+1} - \pi^k \rangle_{\rho^*} = (1 - \gamma)^{-1} \left[ \langle Q_{\theta^{k+1}} - Q^{\pi^k}, \pi^{k+1} - \pi^k \rangle_{\rho^*} - \langle Q_{\theta^{k+1}}, \pi^{k+1} - \pi^k \rangle_{\rho^*} \right].\]

Furthermore, from (86), we obtain

\[
\frac{\langle Q_{\theta^{k+1}}, \pi^{k+1} - \pi^k \rangle_{\rho^*}}{1 - \gamma} \geq \frac{1}{\alpha} \sum_{s \in S} \langle \nabla D_\psi(\pi^{k+1}(-s), \pi_k(-s)), \pi^{k+1}(-s) - \pi_k(-s) \rangle_{\rho^*} (s),
\]

where the inequality follows from the optimality condition of the mirror descent step. Meanwhile, the 1-strong convexity of \(D_\psi(\cdot, \cdot)\) implies that

\[
\langle \nabla D_\psi(\pi^{k+1}(-s), \pi_k(-s)), \pi^{k+1}(-s) - \pi_k(-s) \rangle \geq \|\pi^{k+1}(-s) - \pi_k(-s)\|^2.
\]

Thus, combining (87) and (88), and applying Young’s inequality, we further have

\[
-(1 - \gamma)^{-1} \langle Q^{\pi^k}, \pi^{k+1} - \pi^k \rangle_{\rho^*} \leq \frac{1}{4\alpha} \|\pi^{k+1} - \pi^k\|_{\rho^*,1}^2 + \alpha(1 - \gamma)^{-2} \cdot \|Q^{\pi^k} - Q_{\theta^{k+1}}\|^2_{\rho^*, \infty} - \frac{1}{\alpha} \|\pi^{k+1} - \pi^k\|^2_{\rho^*,1}.
\]

By direct computation and using \(\|\phi(s, a)\| \leq 1\) [cf. Assumption 5], we have

\[
\|Q^{\pi^k} - Q_{\theta^{k+1}}\|^2_{\rho^*, \infty} = \sum_{s \in S} \left\{ \max_{a \in A} |\phi(s, a)^\top [\theta^*(\pi^k) - \theta^{k+1}]| \right\}^2 \rho^* (s)
\]

\[
\leq \sum_{s \in S} \max_{a \in A} \|\phi(s, a)\|^2 \|\theta^*(\pi^k) - \theta^{k+1}\|^2 \rho^* (s) \leq \|\theta^*(\pi^k) - \theta^{k+1}\|^2.
\]

Combining (84), (89), and (90), we obtain

\[
\ell(\pi^{k+1}) - \ell(\pi^k) \leq \alpha(1 - \gamma)^{-2} \|\theta^*(\pi^k) - \theta^{k+1}\|^2 - \frac{1}{2\alpha} \|\pi^{k+1} - \pi^k\|^2_{\rho^*,1} + 4(1 - \gamma)^{-2} L_Q^2 \alpha.
\]

Taking full expectation leads to

\[
\text{OPT}^{k+1} - \text{OPT}^k \leq \alpha(1 - \gamma)^{-2} \Delta_Q^{k+1} - \frac{1}{2\alpha} \mathbb{E}[\|\pi^{k+1} - \pi^k\|^2_{\rho^*,1}] + 4(1 - \gamma)^{-2} L_Q^2 \alpha.
\]

Next, we consider the convergence of \(\Delta_Q^k\). Let \(\mathcal{F}_k = \sigma(\theta^0, \pi^0, \ldots, \theta^k, \pi^k)\) be the \(\sigma\)-algebra generated by the first \(k + 1\) actor and critic updates. Under Assumption 5, we can write the
conditional expectation of $h^k_g$ as
\[
\mathbb{E}[h^k_g|\mathcal{F}_k] = \mathbb{E}_{\mu^k} \left[ \{Q_{\theta^k}(s, a) - r(s, a) - \gamma Q_{\theta^k}(s', a')\} \phi(s, a)|\mathcal{F}_k \right]
\]
where we have chosen
\[
\mathbb{E}_{\mu^k}[\cdot] \text{ denotes the expectation taken with } s \sim \mu^k, \ a \sim \pi^k(\cdot|s), \ s' \sim P(\cdot|s, a), \ a' \sim \pi^k(\cdot|s').
\]
Under Assumption 5 and 6, Lemma 3 of [4] shows that $\mathbb{E}[h^k_g|\mathcal{F}_k]$ is a semigradient of the MSBE function $\|Q_{\theta^k} - Q_{\theta^*(\pi^k)}\|_{\mu^k \otimes \pi^k}^2$. Particularly, we obtain
\[
\mathbb{E}[h^k_g|\mathcal{F}_k]^\top [\theta^k - \theta^*(\pi^k)] \geq (1 - \gamma)\|Q_{\theta^k} - Q_{\theta^*(\pi^k)}\|_{\mu^k \otimes \pi^k}^2 \geq \mu_{td}\|\theta^k - \theta^*(\pi^k)\|_2^2,
\]
where we have let $\mu_{td} = (1 - \gamma)\mu_\phi^2$. Moreover, Lemma 5 of [4] demonstrates that the second order moment $\mathbb{E}[|h^k_g|_2^2|\mathcal{F}_k]$ is bounded as
\[
\mathbb{E}[|h^k_g|_2^2|\mathcal{F}_k] \leq 8\|Q_{\theta^k} - Q_{\theta^*(\pi^k)}\|_{\mu^k \otimes \pi^k}^2 + \sigma_{td}^2 \leq 8\|\theta^k - \theta^*(\pi^k)\|_2^2 + \sigma_{td}^2,
\]
where $\sigma_{td}^2 = 4\gamma^2(1 - \gamma)^{-2}$. Combining (93), (94) and recalling $\beta \leq \mu_{td}/8$, it holds
\[
\mathbb{E}[\|\theta^{k+1} - \theta^*(\pi^k)\|_2^2|\mathcal{F}_k] = \|\theta^k - \theta^*(\pi^k)\|_2^2 - 2\beta\mathbb{E}[h^k_g|\mathcal{F}_k]^\top [\theta^k - \theta^*(\pi^k)] + \beta^2\mathbb{E}[|h^k_g|_2^2|\mathcal{F}_k]
\]
\[
\leq (1 - 2\mu_{td}\gamma + 8\gamma^2) \cdot \|\theta^k - \theta^*(\pi^k)\|_2^2 + \beta^2 \cdot \sigma_{td}^2
\]
\[
\leq (1 - \mu_{td}\beta) \cdot \|\theta^k - \theta^*(\pi^k)\|_2^2 + \beta^2 \cdot \sigma_{td}^2.
\]
By Young’s inequality and Lemma 8, we further have
\[
\mathbb{E}[\|\theta^{k+1} - \theta^*(\pi^k)\|_2^2|\mathcal{F}_k]
\]
\[
\leq (1 + c)(1 - \mu_{td}\beta)\|\theta^k - \theta^*(\pi^{k-1})\|_2^2 + (1 + 1/c)\|\theta^*(\pi^k) - \theta^*(\pi^{k-1})\|_2^2 + \beta^2 \sigma_{td}^2
\]
\[
\leq (1 - \mu_{td}\beta/2)\|\theta^k - \theta^*(\pi^{k-1})\|_2^2 + \left(\frac{2}{\mu_{td}\beta} - 1\right)\mathbb{E}[\|\pi^k - \pi^{k-1}\|_{\pi^*,1}^2] + \beta^2 \sigma_{td}^2,
\]
where we have chosen $c > 0$ such that $(1 + c)(1 - \mu_{td}\beta) = 1 - \mu_{td}\beta/2$, which implies that $1/c + 1 = 2/(\mu_{td}\beta) > 1 > 0$ [cf. (45)]; The last inequality comes from Lemma 8 with the constant $\mathbb{E}[Q] = (1 - \gamma)^{-4} \cdot \tau \cdot C_p^2 \cdot \mu_\phi^{-2}$.

From (91), (96), we identify that condition (31) of Lemma 5 holds with:
\[
\Omega^k = \text{OPT}^k, \ \Theta^k = \mathbb{E}[\|\pi^k - \pi^{k-1}\|_{\rho^*}^2], \ c_0 = \frac{1}{2\alpha}, \ c_1 = \frac{\alpha}{(1 - \gamma)^2}, \ c_2 = \frac{4L_Q^2}{(1 - \gamma)^2},
\]
\[
\Upsilon^k = \mathbb{E}[\|\theta^k - \theta^*(\pi^{k-1})\|_2^2], \ d_0 = \mu_{td}\beta/2, \ d_1 = \left(\frac{2}{\mu_{td}\beta} - 1\right)\mathbb{E}[Q] > 0, \ d_2 = \beta^2 \cdot \sigma_{td}^2.
\]
Selecting the step sizes as in (45), one can verify that $\frac{d_0}{\beta} < \frac{\mu_{td}(1 - \gamma)}{16\sqrt{\mathbb{E}[Q]}}$. This ensures
\[
c_0 - c_1d_1(d_0)^{-1} > 1/(4\alpha), \ d_0 - c_1d_1(c_0)^{-1} > \mu_{td}\beta/4.
\]
Applying Lemma 5, we obtain for any $K \geq 1$
that
\[
\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}[\|\pi^k - \pi^{k+1}\|_{\rho^*,1}^2] \leq \frac{\text{OPT}^0 \cdot 4\alpha + \frac{8\sigma^2(1-\gamma)^2}{\mu d} (\Delta^0_Q + \beta^2\sigma^2_{td}) + \frac{8\alpha^2(4L_Q^2 + \beta\sigma^2_{td}/\mu d)}{(1-\gamma)^2}}{K} + \frac{\beta^2\sigma^2_{td} + \frac{16\sigma^2}{\mu d}(1-\gamma)^{-2}L_Q^2\alpha^2}{\mu d/4}.
\]

Particularly, plugging in $\alpha \propto K_{\text{max}}^{-3/4}$, $\beta \propto K_{\text{max}}^{-1/2}$ shows that the convergence rates are $K_{\text{max}}^{-1} \sum_{k=1}^{K_{\text{max}}} \mathbb{E}[\|\pi^k - \pi^{k+1}\|_{\rho^*,1}^2] = \mathcal{O}(K_{\text{max}}^{-3/2})$, $K_{\text{max}}^{-1} \sum_{k=1}^{K_{\text{max}}} \mathbb{E}[\Delta^k_Q] = \mathcal{O}(K_{\text{max}}^{-1/2})$.

Our last step is to analyze the convergence rate of the objective value $\text{OPT}^k$. To this end, we observe the following three-point inequality [3]
\[
\frac{-\langle Q_{\theta k+1}, \pi^{k+1} - \pi^* \rangle_{\rho^*}}{1-\gamma} \leq \frac{1}{\alpha} \left[ \hat{D}_{\psi, \rho^*}(\pi^*, \pi^k) - \hat{D}_{\psi, \rho^*}(\pi^*, \pi^{k+1}) - \hat{D}_{\psi, \rho^*}(\pi^{k+1}, \pi^k) \right].
\]

(98)

Meanwhile, by the inequalities (79), (81), (82), we have
\[
\ell(\pi^{k+1}) - \ell(\pi^k) = \frac{1}{1-\gamma} \left[ -\langle Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*}, \rho^* \right] \leq \frac{1}{1-\gamma} \left[ -\langle Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*}, \rho^* \right] \\
\leq \frac{1}{1-\gamma} \left[ -\langle Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*}, \rho^* \right] \\
\leq \frac{1}{1-\gamma} \left[ -\langle Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*}, \rho^* \right] + \|Q^*\pi k - Q^*\pi k+1 - \pi^*\|_{\rho^*,1} + 2L_Q\|\pi^{k+1} - \pi^k\|_{\rho^*,1},
\]
where the last inequality follows from Lemma 8. Now, with the performance difference lemma
\[
\ell(\pi^*) - \ell(\pi^k) = (1-\gamma)^{-1} \langle -Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*},
\]
the above simplifies to
\[
\ell(\pi^{k+1}) - \ell(\pi^*) \leq (1-\gamma)^{-1} \left[ -\langle Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*}, \rho^* \right] + 2L_Q\|\pi^{k+1} - \pi^k\|_{\rho^*,1}
\]
With $\langle Q^*\pi k, \pi^{k+1} - \pi^* \rangle_{\rho^*} = \langle Q^*\pi k - Q^*\theta k+1, \pi^{k+1} - \pi^* \rangle_{\rho^*} + \langle Q^*\theta k+1, \pi^{k+1} - \pi^* \rangle_{\rho^*}$ and applying the three-point inequality (98), we have
\[
\ell(\pi^{k+1}) - \ell(\pi^*) \leq \frac{2}{1-\gamma} \left[ L_Q\|\pi^{k+1} - \pi^k\|_{\rho^*,1} + \|Q^*\pi k - Q^*\theta k+1\|_{\rho^*,1} \right] + \frac{1}{\alpha} \left[ \hat{D}_{\psi, \rho^*}(\pi^*, \pi^k) - \hat{D}_{\psi, \rho^*}(\pi^*, \pi^{k+1}) - \hat{D}_{\psi, \rho^*}(\pi^{k+1}, \pi^k) \right],
\]
where the last inequality uses (90) and the fact that $\hat{D}_{\psi, \rho^*}$ is non-negative. Finally, taking the full expectation on both sides of the inequality, we obtain
\[
\text{OPT}^{k+1} \leq 2(1-\gamma)^{-1}\mathbb{E}[\|\theta^*(\pi^k) - \theta^{k+1}\|_2] + 2(1-\gamma)^{-1}L_Q\mathbb{E}[\|\pi^{k+1} - \pi^k\|_{\rho^*,1}] + \frac{1}{\alpha} \mathbb{E}[\hat{D}_{\psi, \rho^*}(\pi^*, \pi^k) - \hat{D}_{\psi, \rho^*}(\pi^*, \pi^{k+1})].
\]
(99)
Summing up both sides from \( k = 0 \) to \( k = K_{\max} - 1 \) and dividing by \( K_{\max} \) yields
\[
\frac{1}{K_{\max}} \sum_{k=1}^{K_{\max}} \text{OPT}^k \leq \frac{1}{\alpha K_{\max}} \{ \tilde{D}_{\psi, \rho^*}(\pi^*, \pi^0) - \tilde{D}_{\psi, \rho^*}(\pi^*, \pi^{K_{\max}}) \}
+ \frac{2}{(1 - \gamma)} \frac{1}{K_{\max}} \sum_{k=1}^{K_{\max}} \{ \mathbb{E}[\|\theta^*(\pi^{k-1}) - \theta^k\|_2] + L_Q \cdot \mathbb{E}[\|\pi^k - \pi^{k-1}\|_{\rho^*, 1}] \}. \tag{100}
\]

Using Cauchy-Schwarz’s inequality, it can be easily seen that the right-hand side is \( O(K_{\max}^{-1/4}) \). This concludes the proof of the theorem.

### D.1 Proof of Lemma 8

We first bound \( |Q^{\pi_1}(s, a) - Q^{\pi_2}(s, a)| \). By the Bellman equation (38) and the performance difference lemma (47), we have
\[
Q^{\pi_1}(s, a) - Q^{\pi_2}(s, a) = \sum_{s'} P(s'|s, a) \cdot \left[ V^{\pi_1}(s') - V^{\pi_2}(s') \right]
= (1 - \gamma)^{-1} \sum_{s'} P(s'|s, a) \cdot \mathbb{E}_{\tilde{\rho}(s', \pi_1)} \left[ \langle Q^{\pi_2}(\tilde{s}, \cdot), \pi_1(\cdot|\tilde{s}) - \pi_2(\cdot|\tilde{s}) \rangle \right], \tag{101}
\]
where \( \tilde{\rho}(s', \pi_1) \) is the visitation measure obtained by the Markov chain induced by \( \pi_1 \) with the initial state fixed to \( s' \). Recall the definition of the visitation measure \( \rho(s, a, \pi) \) in (78). We rewrite (101) as
\[
Q^{\pi_1}(s, a) - Q^{\pi_2}(s, a) = (1 - \gamma)^{-1} \cdot \mathbb{E}_{\tilde{\rho}(s, a, \pi_1)} \left[ \langle Q^{\pi_2}(\tilde{s}, \cdot), \pi_1(\cdot|\tilde{s}) - \pi_2(\cdot|\tilde{s}) \rangle \right]. \tag{102}
\]

Moreover, notice that \( \sup_{(s,a) \in S \times A} |Q^\pi(s, a)| \leq (1 - \gamma)^{-1} \cdot \pi \) under Assumption 4. Then, applying Hölder’s inequality to (102), we obtain
\[
\left| Q^{\pi_1}(s, a) - Q^{\pi_2}(s, a) \right| \leq (1 - \gamma)^{-1} \cdot \mathbb{E}_{\tilde{\rho}(s, a, \pi_1)} \left[ \|Q^{\pi_2}(\tilde{s}, \cdot)\|_{\infty} \cdot \|\pi_1(\cdot|\tilde{s}) - \pi_2(\cdot|\tilde{s})\|_1 \right]
\leq (1 - \gamma)^{-2} \cdot \pi \cdot \mathbb{E}_{\tilde{\rho}(s, a, \pi_1)} \left[ \left| \frac{\rho(s, a, \pi)}{\rho^*}(\tilde{s}) \right| \cdot \|\pi_1(\cdot|\tilde{s}) - \pi_2(\cdot|\tilde{s})\|_1 \right]
\leq (1 - \gamma)^{-2} \cdot \pi \cdot \mathbb{E}_{\tilde{\rho}(s, a, \pi_1)} \left[ \|\pi_1(\cdot|\tilde{s}) - \pi_2(\cdot|\tilde{s})\|_1 \right]^{1/2}
\leq (1 - \gamma)^{-2} \cdot \pi \cdot C_\rho \cdot \|\pi_1 - \pi_2\|_{\rho^*, 1}. \tag{103}
\]

where the second inequality is from the boundedness of \( Q^\pi \), the third one is the Cauchy-Schwarz inequality, and the last one is from Assumption 7. Finally, we have
\[
\|Q^{\pi_1} - Q^{\pi_2}\|_{\rho^*, \infty} \leq (1 - \gamma)^{-2} \cdot \pi \cdot C_\rho \cdot \|\pi_1 - \pi_2\|_{\rho^*, 1}.
\]

It remains to bound \( \|\theta^*(\pi_1) - \theta^*(\pi_2)\|^2 \). Under Assumption 5, we have
\[
\|Q^{\pi_1} - Q^{\pi_2}\|^2_{\mu^* \otimes \pi^*} = \mathbb{E}_{s \sim \mu^* \otimes \pi^*(\cdot|s)} \left[ \|Q^{\pi_1}(s, a) - Q^{\pi_2}(s, a)\|^2 \right]
= \mathbb{E}_{s \sim \mu^* \otimes \pi^*(\cdot|s)} \left[ \|\phi(s, a) + \theta^*(\pi_1) - \theta^*(\pi_2)\|^2 \right]
= [\theta^*(\pi_1) - \theta^*(\pi_2)]^T \Sigma_{\pi^*} [\theta^*(\pi_1) - \theta^*(\pi_2)]. \tag{104}
\]
Then, combining Assumption 6 and (103), we have
\[ \mu_2^2 \|\theta^*(\pi_1) - \theta^*(\pi_2)\|^2 \leq \|Q^{\pi_1} - Q^{\pi_2}\|^2_{\mu_2^* \otimes \pi^*} \leq (1 - \gamma)^{-4} \cdot \pi^2 \cdot C_\rho^2 \cdot \|\pi_1 - \pi_2\|^2_{\mu_2,1}, \] (105)
which yields the second inequality in Lemma 8. We conclude the proof.

E Auxiliary Lemmas

The proofs for the lemmas below can be found in the online appendix [24].

Lemma 9. [31, Lemma 12] Let \( a > 0 \), \( \{\gamma_j\}_{j \geq 0} \) be a non-increasing, non-negative sequence such that \( \gamma_0 < 1/a \), it holds for any \( k \geq 0 \) that
\[ \sum_{j=0}^{k} \gamma_j \prod_{\ell=j+1}^{k} (1 - \gamma \ell a) \leq \frac{1}{a}. \] (106)

Lemma 10. Fix a real number \( 1 < q \leq 2 \). Let \( a > 0 \), \( \{\gamma_j\}_{j \geq 0} \) be a non-increasing, non-negative sequence such that \( \gamma_0 < 1/(2a) \). Suppose that \( \frac{\gamma_{\ell-1}}{\gamma_{\ell}} \leq 1 + \frac{a}{2(q-1)} \gamma_{\ell} \). Then, it holds for any \( k \geq 0 \) that
\[ \sum_{j=0}^{k} \gamma_j^q \prod_{\ell=j+1}^{k} (1 - \gamma \ell a) \leq \frac{2}{a} \gamma_{q-1}. \] (107)

Lemma 11. Fix the real numbers \( a, b > 0 \). Let \( \{\gamma_j\}_{j \geq 0}, \{\rho_j\}_{j \geq 0} \) be nonincreasing, non-negative sequences such that \( 2a \gamma_j \leq b \rho_j \) for all \( j \), and \( \rho_0 < 1/b \). Then, it holds that
\[ \sum_{j=0}^{k} \gamma_j \prod_{\ell=j+1}^{k} (1 - \gamma \ell a) \prod_{i=0}^{j} (1 - \rho_i b) \leq \frac{a}{k} \prod_{\ell=0}^{k} (1 - \gamma \ell a), \quad \forall k \geq 0. \] (108)

F Technical Results Omitted from the Main Paper

F.1 Proof of Lemma 10

To derive this result, we observe that
\[ \sum_{j=0}^{k} \gamma_j^q \prod_{\ell=j+1}^{k} (1 - \gamma \ell a) \leq \gamma_{q-1} \sum_{j=0}^{k} \frac{\gamma_j}{\gamma_{q-1}} \prod_{\ell=j+1}^{k} (1 - \gamma \ell a) \]
\[ = \gamma_{q-1} \sum_{j=0}^{k} \gamma_j \prod_{\ell=j+1}^{k} \left( \frac{\gamma_{\ell-1}}{\gamma_{\ell}} \right)^{q-1} (1 - \gamma \ell a). \]
Furthermore, from the conditions on \( \gamma_{\ell} \),
\[ \left( \frac{\gamma_{\ell-1}}{\gamma_{\ell}} \right)^{q-1} (1 - \gamma \ell a) \leq (1 + \frac{a}{2(q-1)} \gamma_{\ell})^{q-1} (1 - \gamma \ell a) \leq 1 - \frac{a}{2} \gamma_{\ell}. \]
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Therefore,
\[
\sum_{j=0}^{k} \gamma_j \prod_{\ell=j+1}^{k} (1 - \gamma\ell a) \leq \gamma_k^{q-1} \sum_{j=0}^{k} \gamma_j \prod_{\ell=j+1}^{k} (1 - \frac{a}{2} \gamma\ell) \leq \frac{2}{a} \gamma_k^{q-1}.
\]
This concludes the proof.

F.2 Proof of Lemma 11

First of all, the condition $2a\gamma_j \leq b\rho_j$ implies
\[
\frac{1 - \rho^i b}{1 - \gamma_j a} \leq 1 - \rho_i b/2, \forall i \geq 0.
\]
As such, we observe $\prod_{i=0}^{j-1} \frac{1 - \rho^i b}{1 - \gamma_j a} \leq \prod_{i=0}^{j-1} (1 - \rho_i b/2)$ and subsequently,
\[
\sum_{j=0}^{k} \gamma_j \prod_{\ell=j+1}^{k} (1 - \gamma\ell a) \leq \left[ \prod_{\ell=0}^{k} (1 - \gamma\ell a) \right] \sum_{j=0}^{k} \gamma_j \prod_{i=0}^{j-1} (1 - \rho_i b/2).
\]
Furthermore, for any $j = 0, ..., k$, it holds
\[
\rho_j \prod_{i=0}^{j-1} (1 - \rho_i b/2) = \frac{b}{2a} \sum_{i=0}^{j-1} \rho_i \prod_{i=0}^{j-1} (1 - \rho_i b/2),
\]
where we have taken the convention $\prod_{i=0}^{-1} (1 - \rho_i b/2) = 1$. We obtain that
\[
\sum_{j=0}^{k} \gamma_j \prod_{i=0}^{j} (1 - \rho_i b/2) \leq \frac{b}{2a} \sum_{j=0}^{k} \rho_j \prod_{i=0}^{j-1} (1 - \rho_i b/2)
\]
\[
= \frac{1}{a} \sum_{j=0}^{k} \prod_{i=0}^{j-1} (1 - \rho_i b/2) - \prod_{i=0}^{j} (1 - \rho_i b/2) \leq \frac{1}{a},
\]
where the last inequality follows from the bound $1 - \prod_{i=0}^{k} (1 - \rho_i \mu g \rho / 2) \leq 1$. Combining with the above inequality yields the desired results.

F.3 Proof of Lemma 1

Proof. Since the samples are drawn independently, the expected value of $h^k_j$ is
\[
\mathbb{E}[h^k_j] = \nabla_x f(x, y) - \nabla^2_{xy} g(x, y) \mathbb{E} \left[ \frac{\tau_{\max} \mu g}{L_g(\mu g + \sigma^2_{gxy})} \prod_{i=1}^{p} \left( I - \frac{\mu g}{L_g(\mu g + \sigma^2_{gxy})} \nabla^2_{y} g(x, y; \xi_i^{(2)}) \right) \right] \nabla_y f(x, y).
\]
We have
\[
||\nabla_x f(x, y) - \mathbb{E}[h^k_j]||
\]
\[
= \left| \left| \nabla^2_{xy} g(x, y) \left\{ \mathbb{E} \left[ \frac{\tau_{\max} \mu g}{L_g(\mu g + \sigma^2_{gxy})} \prod_{i=1}^{p} \left( I - \frac{\mu g}{L_g(\mu g + \sigma^2_{gxy})} \nabla^2_{y} g(x, y; \xi_i^{(2)}) \right) \right] - \left[ \nabla_{y} g(x, y) \right]^{-1} \right\} \nabla_y f(x, y) \right| \right|
\]
\[
\leq C_{gxy} C_f \left| \left| \mathbb{E} \left[ \frac{\tau_{\max} \mu g}{L_g(\mu g + \sigma^2_{gxy})} \prod_{i=1}^{p} \left( I - \frac{\mu g}{L_g(\mu g + \sigma^2_{gxy})} \nabla^2_{y} g(x, y; \xi_i^{(2)}) \right) \right] - \left[ \nabla_{y} g(x, y) \right]^{-1} \right| \right|,
\]
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where the last inequality follows from Assumption 1-3 and Assumption 2-5.

Applying [23, Lemma 3.2], the latter norm can be bounded by $\frac{1}{\mu_g} \left( 1 - \frac{\mu_g^2}{L_g(\mu_g^2 + \sigma_{gxy}^2)} \right)^{t_{\text{max}}}$. This concludes the proof for the first part of the lemma.

It remains to bound the variance of $h_f^k$. We first let

$$H_{yy} = \frac{t_{\text{max}} \mu_g L_g(\mu_g^2 + \sigma_{gxy}^2)}{L_g(\mu_g^2 + \sigma_{gxy}^2)} \prod_{i=1}^p \left( I - \frac{\mu_g}{L_g(\mu_g^2 + \sigma_{gxy}^2)} \right)^2 \nabla_{yy}^2 g(x, y; \xi_i(2)).$$

To estimate the variance of $h_f^k$, using (110), we observe that

$$\mathbb{E}[\| h_f^k - \mathbb{E}[h_f^k]\|^2] = \mathbb{E}[\| \nabla_x f(x, y; \xi(1)) - \nabla_x f(x, y)\|^2] + \mathbb{E}[\| \nabla_{xy}^2 g(x, y; \xi_0(2)) H_{yy} \nabla_y f(x, y; \xi(1)) - \nabla_{xy}^2 g(x, y) \mathbb{E}[H_{yy}] \nabla_y f(x, y)\|^2].$$

The first term on the right hand side can be bounded by $\sigma_{f,xx}^2$. Furthermore

$$\nabla_{xy}^2 g(x, y; \xi_0(2)) H_{yy} \nabla_y f(x, y; \xi(1)) - \nabla_{xy}^2 g(x, y) \mathbb{E}[H_{yy}] \nabla_y f(x, y)$$

$$= \left\{ \nabla_{xy}^2 g(x, y; \xi_0(2)) - \nabla_{xy}^2 g(x, y) \right\} H_{yy} \nabla_y f(x, y; \xi(1)) + \nabla_{xy}^2 g(x, y) \left\{ H_{yy} - \mathbb{E}[H_{yy}] \right\} \nabla_y f(x, y; \xi(1)) + \nabla_{xy}^2 g(x, y) \mathbb{E}[H_{yy}] \left\{ \nabla_y f(x, y; \xi(1)) - \nabla_y f(x, y) \right\}.$$
Furthermore, it is easy to derive that $\|E[H_y y]\| \leq 1/\mu_g$. Together, the above gives the following estimate on the variance:
\[
\mathbb{E}[\|h_j^k - \mathbb{E}[h_j^k]\|^2] \leq \sigma^2_c + \left\{ (\sigma^2_y + C_y^2)\{\sigma^2_{gxy} + 2C_{gxy}^2\} \right\} \max \left\{ \frac{3}{\mu_g^2}, \frac{3d_1}{L_g(\mu_g^2 + \sigma_{gxy}^2)} \right\}. \tag{112}
\]
This concludes the proof for the second part of the lemma. 

We observe the following lemma on the product of (possibly non-PSD) matrices, which is inspired by [18, 25]:

**Lemma 12.** Let $Z_i, i = 0, 1, \ldots$ be a sequence of random matrices defined recursively as $Z_i = Y_i Z_{i-1}$, $i \geq 1$, with $Z_0 = I \in \mathbb{R}^{d \times d}$, and $Y_i, i = 0, 1, \ldots$ are independent, symmetric, random matrices satisfying $\|E[Y_i]\| \leq 1 - \mu$ and $\mathbb{E}[\|Y_i - E[Y_i]\|^2] \leq \sigma^2$. If $(1 - \mu)^2 + \sigma^2 < 1$, then for any $t \geq 0$, it holds
\[
\mathbb{E}[\|Z_t\|^2] \leq \mathbb{E}[\|Z_i\|^2] \leq d ((1 - \mu)^2 + \sigma^2)^t,
\]
where $\|X\|_2$ denotes the Schatten-2 norm of the matrix $X$.

**Proof.** We note from the norm equivalence between spectral norm and Schatten-2 norm which yields $\|Z_i\| \leq \|Z_i\|_2$ and thus $\mathbb{E}[\|Z_i\|^2] \leq \mathbb{E}[\|Z_i\|^2]_2$. For any $i \geq 1$, we observe that
\[
Z_i = \left( \frac{Y_i - E[Y_i]}{A_i} \right) Z_{i-1} + \frac{E[Y_i]}{B_i} Z_{i-1}.
\]
Notice that as $\mathbb{E}[A_i|B_i] = 0$, applying [25, Proposition 4.3] yields
\[
\mathbb{E}[\|Z_i\|^2]_2 \leq \mathbb{E}[\|A_i\|^2] + \mathbb{E}[\|B_i\|^2]. \tag{114}
\]
Furthermore, using the fact that $Y_i$’s are independent random matrices and Hölder’s inequality for matrices, we observe that
\[
\mathbb{E}[\|A_i\|^2] \leq \mathbb{E}[\|Y_i - E[Y_i]\|^2] \leq \mathbb{E}[\|Y_i - E[Y_i]\|^2] \mathbb{E}[\|Z_{i-1}\|^2] \leq \sigma^2 \mathbb{E}[\|Z_{i-1}\|^2]
\]
and using [25, (4.1)],
\[
\mathbb{E}[\|B_i\|^2] \leq \|E[Y_i]\|^2 \mathbb{E}[\|Z_{i-1}\|^2] \leq (1 - \mu)^2 \mathbb{E}[\|Z_{i-1}\|^2]
\]
Substituting the above into (114) yields $\mathbb{E}[\|Z_i\|^2] \leq ((1 - \mu)^2 + \sigma^2) \mathbb{E}[\|Z_{i-1}\|^2]$. Repeating the same arguments for $t$ times and using $\|I\|^2 = d$ yields the upper bound. 
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