Abstract

Normative modelling is an emerging method for understanding the underlying heterogeneity within brain disorders like Alzheimer Disease (AD) by quantifying how each patient deviates from the expected normative pattern that has been learned from a healthy control distribution. Existing deep learning based normative models on magnetic resonance imaging (MRI) neuroimaging data use unimodal autoencoders with a single encoder and decoder that may fail to capture the relationship between brain measurements extracted from different MRI modalities. In this work, we propose multi-modal variational autoencoder (mmVAE) based normative modelling framework that can capture the joint distribution between different modalities and apply it for normative modeling. The deviation maps generated by our proposed multimodal model (mmVAE) are more sensitive to disease staging within AD, have a better correlation with patient cognition and higher number of brain regions with statistically significant deviations compared to a unimodal baseline model with all modalities concatenated as a single input.

1 Introduction

Traditional case-control analyses on neurodegenerative disorders like Alzheimer Disease (AD) assume that there is a single pattern that distinguishes the two contrasted groups and focus on 1st order statistics (group means) to estimate it, effectively ignoring the underlying disease heterogeneity [3, 8]. Normative modeling is a technique for parsing heterogeneity in clinical cohorts, while allowing predictions at an individual subject level [3, 8]. Assuming that neurodegenerative disorders like AD manifest as deviations from a normal pattern of functioning, the parameters of a normative model are learned such that they characterise healthy brains from a control population and provide a statistical measure of normality. Thus, applying the normative model to a disease cohort allows for quantification of the deviation of disease patients from the norm. [9, 5, 18, 6, 2, 16]. Regression models such as hierarchical linear models, support vector regression, and gaussian process regression (GPR) have traditionally been used as normative models (for an extensive list, see [8]). However, it is necessary to train a regression model for each individual brain region which does not incorporate the interactions between brain regions.
Given advances in deep learning technology and the growing availability of large scale datasets, there have been a number of deep learning-based normative models proposed in recent years that uses autoencoders to learn complex structures in the data to best capture patterns in healthy brains [7, 13, 14]. Since AD is a multifactorial disease with more than one biological pathways, using multimodal neuroimaging data can provide complementary information about AD. However, the existing autoencoder approaches have a unimodal structure with a single encoder and decoder for multimodal magnetic resonance imaging (MRI) neuroimaging data, and hence might fail to capture correlations between different MRI modalities (e.g., T1-weighted and T2-weighted) [13, 14].

Contributions: In this work, we aim at implementing a multi-modal variational autoencoder (mm-VAE) based normative modeling framework that can capture the joint distribution between different MRI modalities. Further, we use mmVAE as a normative model to learn the brain regional patterns of healthy subjects and subsequently quantify the deviation of AD patients. We hypothesize that deviations generated by our proposed multimodal framework were more sensitive to disease staging within AD, had a better correlation with patient cognition and estimated more regions with statistically significant deviations compared to a unimodal baseline model. To the best of our knowledge, ours is the first work on developing a multimodal normative modeling framework that can capture the joint distribution between T1 and T2 MRI modalities.

Figure 1: Our proposed multimodal normative modeling framework (mmVAE). Cortical and subcortical brain volumes extracted from T1-weighted MRI scans and hippocampal volumes extracted from T2-weighted MRI scans are used as input to two modality specific encoders. The latent space parameters of the individual modalities can be combined by the Product of Experts (POE) approach as followed in [17] to form the shared latent space, which feeds the modality-specific decoders for reconstructions. The deviations in brain volumes of disease patients are calculated, normalized with respect to the healthy controls to form Z-scores. The regions with statistically significant deviations are identified ($p_{FDR} < 0.05$) after correcting false positives by FDR approach.

2 Proposed Methodology

In our proposed multimodal normative modeling framework (mmVAE) shown in Figure 1, cortical and subcortical brain volumes extracted from T1-weighted Magnetic Resonance Imaging (MRI) scans and hippocampal volumes extracted from T2-weighted MRI scans are used as input to two modality specific encoders. The latent space parameters of the individual modalities can be combined by the Product of Experts (POE) approach as followed in [17]. The main idea is to assume that the joint distribution over the 2 modalities factorizes into a product of single-modality data-generating distributions when conditioned on the latent space and use this to derive the structure and factorization of the variational posterior. The shared latent space formed by the POE approach models the joint distribution between the two modalities (for details, see Appendix A). mmVAE is first trained to reconstruct the brain volumes of cognitively normal participants and subsequently applied on patients with different stages of AD. The main idea of the normative approach is that since mmVAE only learns how to reconstruct the brain region volumes of HC subjects, it will be less precise (more reconstruction error) in reconstructing the brain volumes of AD patients.
Calculating the deviations: For each disease patient, the deviations $d_{ij}$ with respect to the healthy controls are calculated as the absolute signed difference between the original and reconstructed brain region volumes. Assuming that the proposed model is not able to perfectly reconstruct the brain region volumes of the healthy subjects, the deviations are normalized with respect to the mean $\mu_{\text{norm}}$ and variance $\sigma_{\text{norm}}$ of deviations $d_{ij}^{\text{norm}}$ of the healthy participants calculated from a separate held-out validation cohort. The final normalized deviation $\text{deviation}_{ij}$ (Z-scores) are calculated by normalizing the deviations of disease patients with respect to the mean $\mu_j$ and variance $\sigma_j$ of the deviations of healthy participants for each brain region $j$ (see equation below)

$$\text{deviation}_{ij} = \frac{d_{ij} - \mu_{\text{norm}}(d_{ij}^{\text{norm}})}{\sigma_{\text{norm}}(d_{ij}^{\text{norm}})}$$

We identified the brain regions of each patient whose deviations (Z-scores) are significantly different from those of the HC subjects ($p < 0.05$). Since the normalized deviations $\text{deviation}_{ij}$ are estimated independently for each brain region for every patient, FDR (False Discovery Rate) correction was applied to control the Type 1 error rate (false positive correction) [1]. Our proposed framework has been summarized in Figure 1.

3 Experiments and Results

Data: For training the mmVAE framework, we selected 9633 healthy controls (HC) from the UKBiobank dataset [15] after excluding all subjects with recent history of anxiety, depression and nerve disorders. 862 disease patients (106 Significant Memory Concerns (SMC), 312 Early Mild Cognitive Impairment (EMCI), 263 Late Mild Cognitive Impairment (LMCI) and 181 AD) were selected from the Alzheimer’s Disease Neuroimaging (ADNI) dataset [12]. For data harmonization between UKB and ADNI participants, the normative model estimated on UKB was re-trained on ADNI by a transfer learning approach. As patients progress from SMC to the AD stage, the severity of impairment increases. For both the datasets, we used the FreeSurfer software (version 5.1) [4] to estimate the volumes of 64 cortical and 35 subcortical brain regions from T1-weighted MRI images as well as the volumes of 16 hippocampal regions from T2-weighted MRI images, respectively. For information about baselines and other implementation details, see Appendix B.

Results

Sensitivity towards disease staging: For both our proposed multimodal and baseline unimodal framework, the patients exhibited higher magnitude of mean deviations (more brain abnormality) across all brain regions with increasing severity of their condition from SMC to AD (Figure 2A). Higher slope across disease categories suggests that our proposed model is more sensitive to the different stages of AD compared to the baseline. The pairwise differences in deviations between the disease categories were statistically significant ($p_{\text{FDR}} < 0.05$) except for SMC and EMCI pair (Figure 2B). Correlation with patient cognition: We analyzed the Pearson correlation between the patient-level deviation maps and cognitive assessment scores, AD Assessment Scale (ADAS13) [11] and Rey Auditory Verbal Learning Test (RAVLT) [10]. ADAS13 and RAVLT are 2 tests to assess the level of cognitive dysfunction due to AD. High scores of ADAS13 and low scores of RAVLT indicate greater loss in memory and cognition. Our proposed framework exhibited higher correlation (high $r$ value) with patient cognition, compared to the unimodal baseline (Figure 2D). Statistically significant brain regions: We also identified the brain regions whose deviations (neuroanatomical alterations in the brain) were statistically significant compared to the healthy controls. Our proposed model had more brain regions for each patient (out of total 115 regions) with statistically significant deviations (Figure 2C) and a higher fraction of significance for each hippocampal region (Figure 2E) respectively compared to the unimodal baseline.

4 Conclusion and Future Work

We propose a multimodal VAE-based normative modelling framework (mmVAE), which models the joint distribution between brain region volumes derived from multiple MRI modalities (T1 and T2 MRI). Our framework quantifies at a subject-level how patients with different stages of AD deviate from the expected pattern learned from the healthy controls. The deviations generated by
our proposed multimodal framework were more sensitive to disease staging within AD, had a better
correlation with patient cognition and more regions with statistically significant deviations compared
to a unimodal baseline model. As part of future work, we plan to perform further validations of
our proposed model to estimate its generalizability on more neuroimaging datasets and utilize the
patient-level deviation maps to further investigate heterogeneity of other neurodegenerative and
neuropsychiatric disorders.

5 Negative Societal Impact

Our work mmVAE takes a step towards addressing heterogeneity in a neurodegenerative disorder like
Alzheimer’s Disease. However, one of the potential limitations of our work is the fact that the ADNI
dataset used only consists of subjects from the United States. With the goal of deploying mmVAE
as part of a computer aided diagnostic system, our model may not generalize successfully when
applied to different populations from other countries. The lack of generalizability to different types
of neuroimaging datasets might lead to false positives, which result in misdiagnosis and inappropriate
treatment.
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A Joint distribution between multiple modalities

Our proposed mmVAE has separate modality-specific encoders and decoders for individual modalities. The main idea is to assume the joint distribution over the multiple modalities factorizes into a product of single-modality data-generating distributions when conditioned on the latent space. This assumption is used to derive the structure and factorization of the variational posterior. Without loss of generality, we assume that the N modalities $x_1, \ldots x_N$ are conditionally independent given the common latent variable $z$. So, we assume a generative model of the form $p_\theta(x_1, \ldots x_N, z) = p(z) \prod_{i=1}^{N} p_\theta(x_i | z)$. The conditional independence assumptions in the generative model imply a relation among joint and single-modality posteriors as shown below.

$$p(z | x_1, \ldots, x_N) = \frac{p(x_1, \ldots, x_N | z) * p(z)}{p(x_1, \ldots, x_N)} = \frac{p(z)}{p(x_1, \ldots, x_N)} * \prod_{i=1}^{N} p(x_i | z)$$

$$= \frac{p(z) * \prod_{i=1}^{N} p(z | x_i) p(x_i)}{p(x_1, \ldots, x_N)}$$

$$= \frac{\prod_{i=1}^{N} p(z | x_i) \prod_{i=1}^{N} p(x_i)}{\prod_{i=1}^{N-1} p(x_i)}$$

$$\propto \prod_{i=1}^{N} p(z | x_i)$$

Here we see that the joint posterior is a product of individual posteriors, with an additional quotient by the prior. Alternatively, if we approximate $p(z | x_i) = q(z | x_i) \equiv \tilde{q}(z | x_i)p(z)$ where $\tilde{q}(z | x_i)$ the underlying inference network, we can avoid the quotient term $p(z)$. Now, we can approximate the joint posterior as shown below. In other words, we can use a product of experts (PoE), including a “prior expert” $p(z)$, as the approximating distribution for the joint-posterior

$$p(z | x_1, \ldots, x_N) \propto \prod_{i=1}^{N} p(z | x_i)$$

Data from the individual modalities are fed into the corresponding encoders to form their respective latent space parameters (mean and variance). The product distribution required above are not in general solvable in closed form. However, if we approximate both $p(z)$ and $\tilde{q}(z | x_i)$ as Gaussian, then we utilize the solution shown in [?] that a product of Gaussian experts is itself Gaussian with mean $\mu = \left( \sum_i \mu_i * T_i \right) / \left( \sum_i T_i \right)^{-1}$ and variance $\sigma = \left( \sum_i T_i \right)^{-1}$ where $\mu_i$ and $\sigma_i$ are parameters of the $i$-th Gaussian expert and $T_i = \sigma_i^{-1}$.

B Feature Engineering

As part of the feature pre-processing step, the brain region volumes of each subject were normalized by their Intracranial Volume (ICV). The healthy controls from UK Biobank data was split into 80% for training and 20% for validation, which was used for early stopping to prevent overfitting. The 269 CN participants in ADNI were split into 70% for model training and validation, a 15% held-out validation set for estimating the parameters of the normative population and 15% in the test for estimating the deviations (see next subsection). The volumes of each region were scaled between 0 and 1 using MinMax scaling. The mean and variance calculated in the training set were also used to scale the data in validation and test sets.

C Baselines and Training details

We compared our proposed framework with a baseline VAE having a unimodal VAE (single encoder and decoder) which takes the cortical, subcortical and hippocampal region volumes into a single...
concatenated input. We conditioned both the proposed and baseline VAE networks on the age and sex of patients, represented as one-hot encoding vectors, to ensure that the deviations in regional brain volumes reflect only the disease pathology and not deviations due to effects of covariates. Both the VAE models were trained using the Adam optimizer with model hyperparameters as follows: epochs = 500, learning rate = $10^{-5}$, batch size = 256 and latent dimension = 64. The encoder and decoder networks have 4 dense layers of sizes 512, 256, 128, 64 and 64, 128, 256, 512 respectively.

D Statistically significant brain regions - cortical and subcortical

Figure 3: Fraction of significance: Number of times (%) each cortical (top) and subcortical (bottom) region exhibited statistically significant deviations.