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Abstract. A graph $G = (V, E)$ is a geometric intersection graph if every node $v \in V$ is identified with a geometric object of some particular type, and two nodes are adjacent if the corresponding objects intersect. Geometric intersection graph classes have been studied from both the theoretical and practical point of view. On the one hand, many hard problems can be efficiently solved or approximated when the input graph is restricted to a geometric intersection class of graphs. On the other hand, these graphs appear naturally in many applications such as sensor networks, scheduling problems, and others. Recently, in the context of distributed certification and distributed interactive proofs, the recognition of graph classes has started to be intensively studied. Different results related to the recognition of trees, bipartite graphs, bounded diameter graphs, triangle-free graphs, planar graphs, bounded genus graphs, $H$-minor free graphs, etc., have been obtained.

The goal of the present work is to design efficient distributed protocols for the recognition of relevant geometric intersection graph classes, namely permutation graphs, trapezoid graphs, circle graphs and polygon-circle graphs. More precisely, for the two first classes we give proof labeling schemes recognizing them with logarithmic-sized certificates. For the other two classes, we give three-round distributed interactive protocols that use messages and certificates of size $O(\log n)$. Finally, we provide logarithmic lower-bounds on the size of the certificates on the proof labeling schemes for the recognition of any of the aforementioned geometric intersection graph classes.

1 Introduction

This paper deals with the problem of designing compact distributed certificates and compact distributed interactive proofs for deciding graph properties. In these protocols, the nodes of a connected graph $G$ have to decide, collectively, whether $G$ itself belongs to a particular graph class. As in the centralized case, also in the distributed setting there exists a number of algorithms specially designed to decide whether $G$ belongs to a particular graph class. The specific goal of this work is to decide, through proof-labeling schemes and the more general model of distributed interactive proofs, whether $G$ belongs to relevant intersection graph classes. These classes have applications in topics like biology, ecology, computing, matrix analysis, circuit design, statistics, archaeology, etc. For a nice survey we refer to [38].

1.1 Proof-Labeling Schemes and Distributed Interactive Proofs

In locally decidable algorithms every node is just allowed to send messages to its neighbors, in one round (a less restrictive, but similar scenario, is where the number of rounds is constant, independent of the size of $G$, see [41]). Some very basic properties can be decided locally (with a local algorithm). For instance, deciding whether the graph $G$ has bounded degree. More generally, if we do not impose bandwidth restrictions, then detecting the existence of any local structure (such as a triangle) can be solved through local algorithms.

In the aforementioned examples, acceptance and rejection are (implicitly) defined as follows. If $G$ satisfies the property, then all nodes must accept; otherwise, at least one node must reject. These very fast local algorithms could be used in distributed fault-tolerant computing, where the nodes, with some regularity, must check whether the current network configuration is in a
legal state [31]. Then, if the configuration becomes at some point illegal, the rejecting node(s) raise the alarm or launch a recovery procedure. When there are distributed algorithms designed for particular graph classes, the use of an initial recognizing protocol could avoid the risk of running a distributed protocol for graphs that do not belong to the class for which the protocol was designed.

Of course, many simple properties cannot be decided with one round (or with a constant number of rounds) through local algorithms. In order to overcome this issue, the notion of proof-labeling scheme (PLS) was introduced [31]. PLSs can be seen as a distributed counterpart of the nondeterministic class NP. In fact, in a PLS, a powerful prover gives to every node $v$ a certificate $c(v)$. This provides $G$ with a global distributed proof. Then, every node $v$ performs a local verification using its local information together with $c(v)$.

Incorporating a powerful prover to the model is not just motivated by a purely theoretical interest. In fact, with the rise of the Internet, prover-assisted computing models are ubiquitous. Asymmetric applications –social networks, cloud computing, etc.– where a very powerful central entity stores and process large amounts of data, are already part of our everyday lives. A key issue, which is a central part of the PLS model, is that the devices of the network cannot trust the central entity and are forced to verify the correctness of the distributed proof.

The generalization of the class NP to interactive proof systems, a model where the prover and the verifier are allowed to interact was a breakthrough in computational complexity [3,20,21,34,43]. In the distributed framework, the notion of distributed interactive protocols was introduced in [29] and further studied in [9,16,39,40]. In such protocols, a centralized, untrustable prover with unlimited computation power, named Merlin, exchanges messages with a randomized distributed algorithm, named Arthur.

Let us illustrate the general idea of this model, and also some notation. If we consider, for instance, four interactions, then there are two possible protocols: a $dAMAM$ protocol and $dMAMA$ protocol. In a $dAMAM$ protocol, also denoted $dAM[4]$, the last interaction is performed by Merlin. In a $dMAMA$ protocol, also denoted $dMA[4]$, the last interaction is performed by Arthur. Note that $dAM[1]=dM$, and we recover exactly the PLS model.

Now, we are going to explain with more detail what happens in a particular case. Let us consider a three interaction, $dMAM=dAM[3]$ protocol. In this case Merlin starts, and he provides a certificate to Arthur (that is, certificates $c(v)$ for every node $v \in V$). Then, a random string (fresh randomness) is generated and made public to both Arthur (the nodes) and Merlin. This is the interaction performed by Arthur, and it should be interpreted as if Arthur was challenging Merlin. Note also that we are considering here the shared randomness setting.

Finally, Merlin replies to the query by sending another distributed certificate. After all these interactions, comes the deterministic distributed verification phase, performed between every node and its neighbors, after which every node decides whether to accept or reject.

We say that an algorithm uses $O(f(n))$ bits if the messages exchanged between the nodes (in the verification round), and also the certificates sent by the prover Merlin to the nodes, are upper bounded by $O(f(n))$. We include this bandwidth bound in the notation, which becomes $dMA[k,f(n)]$ and $dAM[k,f(n)]$ for the corresponding protocols.

Interaction may decrease drastically the size of the messages needed to solve some problems. Consider, for instance, the problem symmetry, where the nodes are asked to decide whether the graph $G$ has a non-trivial automorphism (i.e., a non-trivial one-to-one mapping from the set of nodes to itself preserving edges). Any PLS solving the symmetry problem requires certificates of size $\Omega(n^2)$ [23]. Nevertheless, this problem admits distributed interactive protocols with small certificates, and very few interactions. In fact, it can be solved with both a $dMAM[\log n]$ protocol and a $dAM[n \log n]$ protocol [20].
1.2 Geometric Intersection Graph Classes

A graph $G = (V, E)$ is a geometric intersection graph if every node $v \in V$ is identified with a geometric object of some particular type, and two vertices are adjacent if the corresponding objects intersect. The two simplest non-trivial, and arguably two of the most studied geometric intersection graphs are interval graphs and permutation graphs. In fact, most of the best-known geometric intersection graph classes are either generalizations of interval graphs or generalizations of permutation graphs. It comes as no surprise that many papers address different algorithmic and structural aspects, simultaneously, in both interval and permutation graph \cite{15,25,36,32,46}.

In both interval and permutation graphs, the intersecting objects are (line) segments, with different restrictions imposed on their positions. In interval graphs, the segments must all lie on the real line. In permutation graphs, the endpoints of the segments must lie on two separate, parallel real lines. In Figure 1 we show an example of a permutation graph.

Although the class of interval graphs is quite restrictive, there are a number of practical applications and specialized algorithms for interval graphs \cite{22,24,30}. Moreover, for several applications, the subclass of unit interval graphs (the situation where all the intervals have the same length) turns out to be extremely useful as well \cite{4,27}.

A natural generalization of interval graphs are circular arc graphs, where the segments, instead of lying on a line, lie on a circle. More precisely, a circular arc graph is the intersection graph of arcs of a circle. Although circular arc graphs look similar to interval graphs, several combinatorial problems behave very differently on these two classes of graphs. For example, the coloring problem is NP-complete for circular arc graphs while it can be solved in linear time on interval graphs \cite{18}. Recognizing circular-arc graphs can be done in linear-time \cite{26,37}.

The class of permutation graphs behaves as the class of interval graphs in the sense that, on one hand, permutation graphs can be recognized in linear time \cite{32} and, on the other hand, many NP-complete problems can be solved efficiently when the input is restricted to permutation graphs \cite{8,33}. A graph $G$ is a circle graph if $G$ is the intersection model of a collection of chords in a circle (see Figure 2). Clearly, circle graphs are a generalization of permutation graphs. In fact, permutation graphs can be characterized as circle graphs that admit an equator, i.e., an additional chord that intersects every other chord. Circle graphs can be recognized in time $O(n^2)$ \cite{14}. Many NP-complete problems can be solved in polynomial time when restricted to circle graphs \cite{28,45}.

The well-known class of trapezoid graphs is a generalization of both interval graphs and permutation graphs. A trapezoid graph is defined as the intersection graph of trapezoids between two horizontal lines (see Figure 3). Ma and Spinrad \cite{35} showed that trapezoid graphs can be recognized in $O(n^2)$ time. Trapezoid graphs were applied in various contexts such as VLSI design \cite{10} and bioinformatics \cite{1}. Note that trapezoid and circle graphs are incomparable: the trapezoid graph of Figure 3 is not a circle graph, while the circle graph of Figure 2 is not a trapezoid graph.

Recall that the way permutation graphs were generalized to circular graphs is by placing the ends of the segments in a circle (as chords) instead of placing the ends of the segments in two parallel lines. The same approach is used to generalize trapezoidal graphs and thus introducing polygon circle graphs.

Fig. 1. An example of a permutation graph with its corresponding intersection model.
More precisely, a **polygon circle graph** is the intersection graph of convex polygons of $k$ sides, all of whose vertices lie on a circle. In this case we refer to a $k$-polygon circle graphs. In Figure 4 we show an example of a 3-polygon circle graph. Both trapezoid graphs and circle graphs are proper subclasses of polygon circle graphs. Note that the polygon circle graph of Figure 4 is neither a trapezoid graph nor a circle graph.

The problem of recognizing whether a graph is a $k$-polygon circle graphs, for any $k \geq 3$, is NP-complete [42]. Nevertheless, many NP-complete problems have polynomial time algorithms when restricted to polygon circle graphs [18,19]. In an unpublished result, M. Fellows proved that the class of polygon circle graphs is closed under taking induced minors.

### 1.3 Our Results

In Section 3 we recall, explain and develop some tools, building blocks for the rest of the paper. In Sections 4 and 5 we prove that permutation and trapezoid graphs can be recognized by PLSs with certificates of size $O(\log n)$, and then we obtain the result for permutation graphs as a corollary. Then, in Sections 6 and 7 we prove that circle and $k$-polygon circle graphs can be recognized with a three round, dMAM protocol, and we obtain the result for circle graphs as a particular case when $k = 2$. Finally, in Section 8 we prove that any PLS for recognizing permutation graphs, trapezoid graphs, circle graphs or polygon circle graphs requires certificates of size $\Omega(\log n)$.
1.4 Related Work

We already know the existence of PLSs (with logarithmic size certificates) for the recognition of many graph classes such as acyclic graphs [31], planar graphs [13], graphs with bounded genus [12], graph classes defined by a finite set of forbidden minors [5], etc.

The distributed interactive proof model is clearly more powerful than the PLS model. Some problems, for which any PLS requires huge certificates, can be solved with a distributed interactive protocol with small certificates and, in fact, with very few interactions. This is the case of problem symmetry, where the system must decide whether a graphs has a non-trivial automorphism. Problem symmetry is in dMAM[$\log n$] and also in dAM[$n \log n$], while the size of any certificate in a PLS must be of size at least $\Omega(n^2)$ [29].

It is always important to keep in mind the compiler defined in [40] which turns, automatically, any problem solved in NP in time $\tau(n)$ into a dMAM protocol that uses bandwidth $\tau(n) \log n/n$. Therefore, any class of sparse graphs that can be recognized in linear time, can also be recognized by a dMAM protocol with logarithmic-sized certificates.

Any geometric intersection graph class is hereditary (a graph class is hereditary if the class is closed under taking induced subgraphs). Examples of hereditary graph classes include planar graphs, forests, bipartite graphs, perfect graphs, etc. Interestingly, the only graph properties that are known to require PLSs with large certificates (e.g. small diameter [7], non-3-colorability [23], having a non-trivial automorphism [23]), are non-hereditary. This raises the question of whether we can improve the result of this paper and design a PLS for the recognition of any geometric intersection graph.

2 Preliminaries

Let $G$ be a simple connected $n$-node graph, let $I : V(G) \rightarrow \{0,1\}^*$ be an input function assigning labels to the nodes of $G$, where the size of all inputs is polynomially bounded on $n$. Let $\text{id} : V(G) \rightarrow \{1, \ldots, \text{poly}(n)\}$ be a one-to-one function assigning identifiers to the nodes. A distributed language $\mathcal{L}$ is a (Turing-decidable) collection of triples $(G, \text{id}, I)$, called network configurations.

A distributed interactive protocol consists of a constant series of interactions between a prover called Merlin, and a verifier called Arthur. The prover Merlin is centralized, has unlimited computing power and knows the complete configuration $(G, \text{id}, I)$. However, he cannot be trusted. On the other hand, the verifier Arthur is distributed, represented by the nodes in $G$, and has limited knowledge. In fact, at each node $v$, Arthur is initially aware only of his identity $\text{id}(v)$, and his label $I(v)$. He does not know the exact value of $n$, but he knows that there exists a constant $c$ such that $\text{id}(v) \leq n^c$. Therefore, for instance, if one node $v$ wants to communicate $\text{id}(v)$ to its neighbors, then the message is of size $O(\log n)$.

Given any network configuration $(G, \text{id}, I)$, the nodes of $G$ must collectively decide whether $(G, \text{id}, I)$ belongs to some distributed language $\mathcal{L}$. If this is indeed the case, then all nodes must accept; otherwise, at least one node must reject (with certain probabilities, depending on the precise specifications we are considering).

Interactive protocols have two phases: an interactive phase and a verification phase. If Arthur is the party that starts the interactive phase, he picks a random string $r_1$ (known to all nodes of $G$ because we are considering the shared randomness setting) and send it to Merlin. Merlin receives $r_1$ and provides every node $v$ with a certificate $c_1(v)$ that is a function of $v$, $r_1$ and $(G, \text{id}, I)$. Then again Arthur picks a random string $r_2$ and sends $r_2$ to Merlin, who, in his turn, provides every node $v$ with a certificate $c_2(v)$ that is a function of $v$, $r_1$, $r_2$ and $(G, \text{id}, I)$. This process continues for a fixed number of rounds. If Merlin is the party that starts the interactive phase, then he provides at the beginning every node $v$ with a certificate $c_0(v)$ that is a function of $v$ and $(G, \text{id}, I)$, and the interactive process continues as explained before. In the last interaction round, the verification phase begins. This phase is a one-round deterministic algorithm executed at each node. More precisely, every node $v$ broadcasts a message $M_v$ to its neighbors. This message may
depend on id(v), I(v), all random strings generated by Arthur, and all certificates received by v from Merlin. Finally, based on all the knowledge accumulated by v (i.e., its identity, its input label, the generated random strings, the certificates received from Merlin, and all the messages received from its neighbors), the protocol either accepts or rejects at node v. Note that Merlin knows the messages each node broadcasts to its neighbors because there is no randomness in this last verification round.

**Definition 1.** Let V be a verifier and M a prover of a distributed interactive proof protocol for languages over graphs of n nodes. If (V, M) corresponds to an Arthur-Merlin k-round, O(f(n)) bandwidth protocol, we write (V, M) ∈ dAM_{prot}[k, f(n)].

**Definition 2.** Let ε ≤ 1/3. The class dAM_{ε}[k, f(n)] is the class of languages L over graphs of n nodes for which there exists a verifier V such that, for every configuration (G, id, I) of size n, the two following conditions are satisfied.

**Completeness.** If (G, id, I) ∈ L then, there exists a prover M such that (V, M) ∈ dAM_{prot}[k, f(n)] and

\[ \Pr \left[ V \text{ accepts } (G, id, I) \text{ in every node given } M \right] \geq 1 - \varepsilon. \]

**Soundness.** If (G, id, I) ∉ L then, for every prover M such that (V, M) ∈ dAM_{prot}[k, f(n)], and

\[ \Pr \left[ V \text{ rejects } (G, id, I) \text{ in at least one nodes given } M \right] \geq 1 - \varepsilon. \]

We also denote dAM[k, f(n)] = dAM_{1/3}[k, f(n)], and omit the subindex ε when its value is obvious from the context.

For small values of k, instead of writing dAM[k, f(n)], we alternate M’s and A’s. For instance: dMAM[f(n)] = dAM[3, f(n)]. In particular dAM[f(n)] = dAM[2, f(n)]. Moreover, we denote dM[f(n)] the model where only Merlin provides a certificate, and no randomness is allowed (in other words, the model dM is the PLS model).

In this paper, we are interested mainly in the languages of graphs that are permutation, trapezoid, circle, polygon-circle and unit square. Formally,

**PERMUTATION-RECOGNITION** = \{ (G, id) s.t. G is a permutation graph \}.

**TRAPEZOID-RECOGNITION** = \{ (G, id) s.t. G is a trapezoid graph \}.

**CIRCLE-RECOGNITION** = \{ (G, id) s.t. G is a circle graph \}.

**k-POLYGON-CIRCLE-RECOGNITION** = \{ (G, id) s.t. G is a k-polygon-circle graph \}.

We denote by [n] the set \{0, . . . , n − 1\} and S_n the set of permutations of [n]. In the following, all graphs G = (V, E) are simple and undirected. When the nodes of an n-node graph are enumerated with unique values in [n], we denote G = ([n], E). In a distributed problem, we always assume that the input graph is connected. We use the standard definitions and notations for (induced) subgraph, neighborhood, path, cycle, tree, clique, etc. For more details we refer to the textbook of Diestel [11].

### 3 Toolbox

In our results, we use some previously defined protocols as subroutines. In some cases, we consider protocols that solve problems which are more general than just decision problems (as, for instance, the construction of a spanning tree).
3.1 Spanning Tree and Related Problems

The construction of a spanning tree is an important building block for several protocols in the PLS model. Given a network configuration \( \langle G, \text{id} \rangle \), the Spanning-Tree problem asks to construct a spanning tree \( T \) of \( G \), where each node has to end up knowing which of its incident edges belong to \( T \).

**Proposition 1.** There is a 1-round protocol for Spanning-Tree with certificates of size \( O(\log n) \).

From the protocol of Proposition 1 it is easy to construct another one for problem Size, where the nodes, given the input graph \( G = (V, E) \), have to verify the precise value of \( |V| \) (recall that we are assuming that the nodes are only aware of a polynomial upper bound on \( n = |V| \)).

**Proposition 2.** There is a 1-round protocol for Size with certificates of size \( O(\log n) \).

Finally, for two fixed nodes \( s, t \in V \), problem \( s, t - \text{Path} \) is defined in the usual way: given a network configuration \( \langle G, \text{id} \rangle \), the output is a path \( P \) that goes from \( s \) to \( t \). In other words, each node must end up knowing whether it belongs to \( P \), and, in the positive cases, which of its neighbors are its predecessor and successor in \( P \).

**Proposition 3.** There is a 1-round protocol for \( s, t - \text{Path} \) with certificates of size \( O(\log n) \).

3.2 Problems Equality and Permutation

A second important building block, this time for interactive protocols, is a protocol for solving problem Equality, which is defined as follows. Given \( G \) a connected \( n \)-node graph, each node \( v \) receives two natural numbers \( a(v) \) and \( b(v) \), both of them encoded with \( O(\log(n)) \) bits. The problem Equality consists of verifying whether the multi-sets \( A = \{a(v)\}_{v \in V} \) and \( B = \{b(v)\}_{v \in V} \) are equal.

**Proposition 4.** Problem Equality belongs to \( dAM_{1/3}[\log n] \).

A closely related problem is Permutation, where some function \( \pi \) is given as input, and the nodes must verify whether \( \pi \) is indeed a permutation (a bijective function from \( V \) to \( [n] \)). Note that the input is given in a distributed way, by given \( \pi(v) \) to each node \( v \in V \). Using the protocol for Equality as subroutine, it is possible to solve Permutation with certificates of size \( O(\log n) \).

**Proposition 5.** Problem Permutation belongs to \( dMAM_{1/3}[\log n] \).

We now introduce a new problem called Corresponding Order, which is defined for inputs of the form \( \langle G = (V, E), \text{id}, (x, \pi) \rangle \), where the nodes must verify that: (i) \( \pi \) is a bijection from \( V \) to \( [n] \); (ii) \( x \) is an injective function from \( V \) to \( [N] \), where \( N \geq n \); and (iii) for every \( u, v \in V \), \( \pi(u) \geq \pi(v) \iff x(u) \geq x(v) \).

**Proposition 6.** Problem Corresponding Order belongs to \( dMAM[\log N] \).

**Proof.** The following is a protocol for Corresponding Order. In the first round, each node \( v \) receives from the prover:

- The certification for the size of \( V \) and that \( \pi \) is an injective function.
- \( a(v) = (x(v), \pi(v)) \) and \( b(v) = (y(v), \pi(v) + 1 \mod n) \).
Suppose that $\pi$ is an injective function and that $n$ is known by all the nodes. Observe that, if $\{a(v)\}_{v \in V}$ and $\{b(v)\}_{v \in V}$ are equal, then $y(v) = x(u)$, where $u$ is the successor of $v$, i.e. $\pi(u) = \pi(v) + 1$. Then, $G = (V,E,\text{id},(x,\pi))$ is a yes-instance of CORRESPONDING ORDER if and only if $\pi$ is an injective function, $\{a(v)\}_{v \in V} = \{b(v)\}_{v \in V}$, and $x(v) \leq y(v)$ for each node $v$ such that $\pi(v) < n - 1$.

Then, in the two remaining rounds, the nodes interact with the prover in order to prove that $\pi$ is an injective function and that $\{a(v)\}_{v \in V}, \{b(v)\}_{v \in V}$ are equal multi-sets, using the protocols for PERMUTATION and EQUALITY, respectively. The nodes also check that $x(v) \leq y(v)$ (except for the node $v$ such that $\pi(v) = n - 1$). The communication bounds, as well as the correctness and soundness of the protocol follows from the ones of protocols for SPANNING-TREE, SIZE, EQUALITY and PERMUTATION.

Note that our protocol for CORRESPONDING ORDER can be easily extended to the case when the range of function $x$ is a set $S$ of size $N$ that admits a total order.

4 Permutation Graphs

We begin this section with a characterization of permutation graphs. Then, we use this characterization to prove the existence of a PLS solving PERMUTATION-RECOGNITION. Let us call $S_n$ the set of permutations of $[n]$. Given $\pi \in S_n$, we say that a pair $i, j \in [n]$ is an inversion under $\pi$, or analogously, a $\pi$-inversion, if

$$(i - j)(\pi(i) - \pi(j)) < 0.$$ 

The definition of a permutation graph can be restated as follows (see [3]). A graph $G = ([n], E)$ is a permutation graph if there exists a permutation $\pi \in S_n$ such that for every $i, j \in [n]$, the pair $\{i, j\}$ is an edge of $G$, if and only if $i, j$ is an inversion under $\pi$. In such a case we say that $\pi$ is a proper permutation model of $G$.

Let us fix a graph $G = ([n], E)$. We say that a permutation $\pi$ is a semi-proper permutation model of $G$ if $\pi$ satisfies that for every pair $i, j \in [n]$, if $\{i, j\}$ is an edge of $G$ then $i, j$ is an inversion under $\pi$. The following remark and lemma characterize permutation graphs.

Remark 1. Let $G = ([n], E)$ be a permutation graph, $\pi$ permutation model and let $\{i, j\} \in E$ an edge such that $i < j$. Observe that, since the $G$ is connected, then all integer values $s \in [\pi(i) + 1, \pi(j) - 1]$ satisfy that $s = \pi(k)$, for some node $k$ that is neighbor of $i$ or $j$. Similarly, all integer values $h \in [i + 1, j - 1]$ are neighbors of $i$ or $j$.

We denote $N_G^+(i)$ and $N_G^-(i)$ the sets of neighbors of node $i$ with, respectively, higher and fewer identifiers than $i$. Formally, $N_G^+(i) = \{j \in N_G(i) : j > i\}$, and $N_G^-(i) = \{j \in N_G(i) : j < i\}$. We also denote by $d^+(i)$ and $d^-(i)$ the number of neighbors of $i$ with, respectively, higher and lower identifiers than $i$. Formally, $d^+(i) = |N_G^+(i)|$ and $d^-(i) = |N_G^-(i)|$. From previous definition is direct that $|N_G(i)| = d^+(i) + d^-(i)$.

Remember that we are only considering undirected graphs, so the notation $N^+(i)$, $N^-(i)$, $d^+(i)$ and $d^-(i)$ must not be confused with the in/out neighborhood or degrees used for directed graphs.

Lemma 1. Let $G = ([n], E)$ be a graph and let $\pi$ be a semi-proper permutation model of $G$. Then $\pi$ is a proper permutation model of $G$ if and only if, for every $i \in [n]$,

$$i + d^+(i) = \pi(i) + d^-(i).$$ 

Proof. Suppose first that $G$ is a permutation graph and $\pi$ is a proper permutation model for $G$. Given a node $i \in [n]$, observe that all neighbors $j \in N^+(i)$ satisfy $0 \leq \pi(j) < \pi(i)$. Otherwise, $(i, j)$ would not be an inversion under $\pi$. Analogously, if $j \in N^+(i)$ then $\pi(i) < \pi(j) \leq n$. Hence,
the pre-images of \([\pi(i)]\) under \(\pi\) are the nodes in \(N^+(i)\) and nodes in \([i] \setminus N^-(i)\). Therefore, \(\pi(i) = d^+(i) + i - d^-(i)\), from which the equality \(i + d^+(i) = \pi(i) + d^-(i)\) is deduced.

Let us suppose that \(G\) is not a permutation graph. We show the existence of a node \(i^* \in [n]\) such that \(i^* + d^+(i^*) \neq \pi(i^*) + d^-(i^*)\). Remember that we are assuming that \(\pi\) is a semi-proper permutation model for \(G\). Then, we have that necessarily there exists a pair \(\{i, j\} \notin E\) such that \(i, j\) is an inversion under \(\pi\). For a node \(i \in [n]\), let us denote by \(a^-(i)\) and \(a^+(i)\) the number of nodes with, respectively, fewer and larger identifier than \(i\), forming an inversion with \(i\), but that are not adjacent to \(i\). Formally:

\[
a^+(i) = \{|j \in \{i + 1, \ldots, n\}: \{i, j\} \notin E \text{ and } \{i, j\} \text{ is a } \pi\text{-inversion}\|
\]

\[
a^-(i) = \{|j \in \{1, \ldots, i - 1\}: \{i, j\} \notin E \text{ and } \{i, j\} \text{ is a } \pi\text{-inversion}\|
\]

The pre-images of the set \([\pi(i)]\) under \(\pi\) are: The \(d^+(i)\) neighbors higher than \(i\) (because the nodes in \(N^+(i)\) form an inversion with \(i\), as \(\pi\) is semi-proper); the \(a^+(i)\) nodes that are not neighbors of \(i\) but form an inversion with \(i\); and the nodes in set \([i]\) that do not form a inversion with \(i\), which are exactly \(i - (d^-(i) + n^-(i))\), then we have that \(\pi(i) = d^+(i) + a^+(i) + i - (a^-(i) + d^-(i))\), from which it is concluded that

\[i + d^+(i) \neq \pi(i) + d^-(i) \iff a^-(i) \neq a^+(i).\]

Therefore, we have to show that there exists a node \(i\) such that \(a^-(i) \neq a^+(i)\). Let \(U \subseteq V\) be the set of nodes forming an inversion with another node that is not its neighbor. Formally

\[U = \{j \in [n]: \exists k \in \{j, k\} \notin E \text{ and } \{j, k\} \text{ is a } \pi\text{-inversion}\}\]

Let \(i^* = \min U\). Then, by definition of \(U\) there exists a \(k \in [n]\) such that \(\{i^*, k\}\) is an inversion under \(\pi\) and \(\{i^*, k\} \notin E\). Also, since \(i^*\) is the minimum node in \(U\), necessarily \(k > i^*\). Hence \(a^-(i^*) = 0\) and \(a^+(i^*) \geq 1\). Therefore \(i^*\) satisfies the condition \(n^-(i) \neq n^+(i)\) and therefore \(i^* + d^+(i^*) \neq \pi(i^*) + d^-(i^*)\).

We are now ready to define our protocol and main result regarding Permutation-Recognition.

**Theorem 1.** There is a 1-round proof labelling scheme for Permutation-Recognition with certificates of size \(O(\log n)\).

**Proof.** The next is a one round protocol for Permutation-Recognition: The certificate provided by the prover to node \(v\) is interpreted as follows:

1. The certification of the number of nodes \(n\), according to a protocol for Size.
2. Values \(\ell_1(v), \ell_2(v) \in [n]\), where \(\ell_1\) and \(\ell_2\) are injective functions from \(V\) to \([n]\). The pair \((\ell_1(v), \ell_2(v))\) is interpreted as a value of a permutation \(\pi\) such that \(\pi(\ell_1(v)) = \ell_2(v)\).
3. Value \(p_v\) corresponding to the minimum value grater than \(\ell_1(v)\) that not an image under \(\ell_1\) of a neighbor of \(v\). Formally, \(p_v = \min\{k \in \{\ell_1(v) + 1, \ldots, n - 1\}: \forall u \in N(v), k \neq \ell_1(u)\}\).
4. Value \(q_v\) corresponding to the minimum value greater that \(\ell_2(v)\) that is not an image under \(\ell_2\) of a neighbor of \(v\). Formally, \(q_v = \min\{k \in \{\ell_2(v) + 1, \ldots, n - 1\}: \forall u \in N(v), k \neq \ell_2(u)\}\).
5. The certification of a path \(P_1\) between the nodes \(u\) and \(w\) such that \(\ell_1(u) = 0\) and \(\ell_1(w) = n - 1\), according to the protocol for \(s, t - \text{Path}\).
6. The certification of a path \(P_2\) between the nodes \(u\) and \(w\) such that \(\ell_2(u) = 0\) and \(\ell_2(w) = n - 1\), according to the protocol for \(s, t - \text{Path}\).

Then, in the verification round, each node shares with its neighbors their certificates. Using that information each node \(v\) can compute \(d^+(v)\) and \(d^-(v)\), and check the following conditions:

a. The correctness of the number of nodes \(n\) according to the protocol of Size.
b. The correctness of the paths $P_1$ and $P_2$ according to the protocol of $s, t - \text{PATH}$. 

c. The values $\ell_1(v), \ell_2(v)$ belong to the set $[n]$. 

d. The inversion with its neighbors, i.e., $\forall \omega \in N(v), (\ell(v) - \ell(\omega))(\pi(v) - \pi(\omega)) < 0$.  

e. The equality $\ell_1(v) + d_+^+(v) = \ell_2(v) + d_+^-(v)$ holds. 

f. For each $\omega \in N(v)$ such that $\ell_1(\omega) < p_1 \omega < \ell_1(v)$, $p_\omega = \ell_1(u)$ for some $u \in N(v)$. 

g. For each $\omega \in N(v)$ such that $\ell_2(\omega) < q_\omega < \ell_2(v)$, $q_\omega = \ell_2(u)$ for some $u \in N(v)$. 

We now analyze the soundness and completeness of our protocol. 

**Completeness:** Suppose that $G$ is a permutation graph. Then a honest prover will choose $\ell_1$ and $\ell_2$ such that $\pi : [n] \rightarrow [n]$ defined by $\pi(\ell_1(v)) = \ell_2(v)$ is a proper permutation model of $G$. If the prover sends the real value of $n$, the nodes will verify condition $\ell$ according to the completeness of the protocol for SIZE. Similarly, if the paths $P_1$ and $P_2$ are valid, condition $b$ is verified according to the completeness of the protocol for $s, t - \text{PATH}$. Once that condition $a$ is verified, then $c, d$ and $e$ can be verified looking to the certificates in the neighborhood. Finally, the correctness of $p_v$ and $q_v$ are verified by conditions $f$ and $g$, which are satisfied by remark [1].

**Soundness:** Suppose $G$ is not a permutation graph. If a dishonest prover provides a false value of $n$, or false paths $P_1$ or $P_2$, then at least one node will reject it by correctness of the protocols for SIZE and $s, t - \text{PATH}$, respectively. Then, we can assume that the prover has not cheated on those values.

Suppose that the prover gives a function $\ell_1$ such that $\{\ell_1(v)\}_{v \in V} \neq [n]$. If some $\ell_1(v)$ is not in the set $[n]$ then $v$ will reject in the verification of condition $b$. Then, we assume the existence of $j \in [n]$ such that $j \neq \ell_1(v)$ for all $v \in V$. As Merlin cannot send an invalid path $P_1$, necessarily $0 < j < n - 1$. Also, by correctness of the path, there exists nodes $u_1, u_2$ in the path such that $\{u, v\} \in E$ and $\ell_1(u) < j < \ell_1(v)$. From all possible choices of $u$ and $v$, let us choose the pair such that $\ell_1(u)$ is maximum. Now we prove that $v$ fails to check condition $f$ and rejects. Indeed, as no node has $j$ as image through $\ell_1$, then $p_u \leq j$. If $p_u = j$, then $v$ fails to check condition $f$ and rejects. Suppose that $p_u < j$ and $v$ verifies condition $f$. Then there must exist $\omega \in N(v)$ such that $p_\omega = \ell_1(\omega) < j$, contradicting the choice of $u$. We deduce that if condition $f$ is verified by every node, necessarily $\ell_1$ is an injective function from $V$ into $[n]$.

By an analogous argument, we deduce that if condition $g$ is verified by every node, then necessarily $\ell_2$ is an injective function from $V$ into $[n]$.

Suppose then that the dishonest prover provides the right value of $n$, as well as injective functions $\ell_1$ and $\ell_2$. If condition $d$ is verified, then $\pi$ is a semi-proper permutation model of $G$. Then, since $G$ is not a permutation graph, at least has to fail to verify condition $e$ by lemma [1].

We now analyze the communication complexity of the protocol: the certification for SIZE and $s, t - \text{PATH}$ is $O(\log n)$, given by proposition [2] and proposition [3]. On the other hand, for each $v \in V$, the values $\ell_1(v), \ell_2(v), q_v, p_v$ are $O(\log n)$ as they are numbers in $[n]$. Therefore, overall the total communication is $O(\log n)$.

5 *Trapezoid Graphs*

The protocol for Trapezoid is a sort of generalization of the protocol for permutation graphs. Indeed, for this class we can give an analogous characterizations, that later are used to build a compact one-round proof labeling scheme for **TRAPEZOID-RECOGNITION**.

Remember that in a model of a trapezoid graph, there are two parallel lines $L_t$ and $L_b$. We denote this lines the *top and bottom lines*, respectively. End each trapezoid has sides contained in each line, and then defined by four vertices, two in the top line, and two in the bottom line. Formally, each trapezoid $T$ is defined by the set $T = \{t_1, t_2, b_1, b_2\}$, where $t_1 < t_2$ and $b_1 < b_2$, with $t_1, t_2 \in L_t$ and $b_1, b_2 \in L_b$ (see Figure 5).
Lemma 3. Let semi-proper trapezoid model 
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Proof. F semi-proper trapezoid model (that is not necessarily a trapezoid graph), a 

Lemma 2. Given a graph \( G = (V, E) \) and a proper trapezoid model \( \{ T_v \}_{v \in V} \), we define the following sets for each \( v \in V \):

\[
F_l(v) = \{ i \in [2n] | i < t_1(v) \text{ and } i \in \{ t_1(w), t_2(w) \} \text{ for some } w \notin N(v) \}
\]

\[
F_h(v) = \{ i \in [2n] | i < b_1(v) \text{ and } i \in \{ b_1(w), b_2(w) \} \text{ for some } w \notin N(v) \}
\]

We also call \( f_l(v) = |F_l(v)| \) and \( f_h(v) = |F_h(v)| \). The following lemmas characterize trapezoid graphs.

Lemma 2. Let \( G = (V, E) \) be a connected trapezoid a graph with \( n \) nodes. Then each proper trapezoid model \( \{ T_v \}_{v \in V} \) of \( G \) satisfies for every \( v \in V \):

\[
b_1(v) - f_h(v) = t_1(v) - f_l(v)
\]

Proof. Let \( \{ T_v \}_{v \in V} \) be a proper trapezoid model of \( G \). Then, given a node \( v \in V \), all the coordinates in \( F_l(v) \) are vertices of some \( w \neq N(v) \). Such trapezoids \( T_w \) have their two upper vertices in the set \( [t_1(v)] \) and their two lower vertices in \( [b_1(v)] \), as otherwise \( T_w \) and \( T_v \) would intersect. Then, the cardinality of the set \( [t_1(v)] \setminus F_l(v) \) is even, and the same holds for \( [b_1(v)] \setminus F_h(v) \). Moreover, the cardinality of the set \( [t_1(v)] \setminus F_l(v) \) equals the cardinality of \( [b_1(v)] \setminus F_h(v) \), as every position in \( [2n] \) corresponds to a vertex of some trapezoid’s node. We deduce that

\[
t_1(v) - f_l(v) = |\{1, \ldots, t_1(v)\}| \setminus F_l(v) = |\{1, \ldots, b_1(v)\}| \setminus F_h(v) = b_1(v) - f_h(v).
\]

Lemma 3. Let \( G = (V, E) \) be a \( n \)-node graph that is not a trapezoid graph. Then, for every semi-proper trapezoid model \( \{ T_v \}_{v \in V} \) of \( G \), at least one of the following conditions is true:

1. \( \exists v \in V \) such that some value in \( \{ b_1(v), \ldots, b_2(v) \} \) or \( \{ t_1(v), \ldots, t_2(v) \} \) is a vertex of \( \omega \notin N(v) \).
2. \( \exists v \in V \) such that \( b_1(v) - f_h(v) \neq t_1(v) - f_l(v) \).
Proof. Let $G$ be a graph that is not a trapezoid graph and $\{T_v\}_{v \in V}$ a semi-proper trapezoid model. As $G$ is not a permutation graph, by definition necessarily there exist a pair $\{v, \omega\} \notin E$ such that $T_u \cap T_\omega \neq \emptyset$. We distinguish two possible cases (see Figure 6):

1. $[b_1(v), b_2(v)]_N \cap [b_1(\omega), b_2(\omega)]_N \neq \emptyset$ or $[t_1(v), t_2(v)]_N \cap [t_1(\omega), t_2(\omega)]_N \neq \emptyset$.
2. $[b_1(v), b_2(v)]_N \cap [b_1(\omega), b_2(\omega)]_N = \emptyset$ and $[t_1(v), t_2(v)]_N \cap [t_1(\omega), t_2(\omega)]_N = \emptyset$.

Fig. 6. A representation of the two possible cases. In the first case, depicted in left, at least one vertex of a trapezoid is contained in the other. In the second case, in the right hand, the trapezoids intersect, but not in the vertices.

Clearly if the first case holds, then condition 1 is satisfied. Suppose then that there is no pair $\{v, \omega\} \notin E$ such that $T_u \cap T_\omega \neq \emptyset$ satisfying the first case. Then necessarily the second case holds.

Let $u$ be a node for which exists $\omega \in V \setminus N(u)$ such that $T_u \cap T_\omega \neq \emptyset$. For all possible choices of $u$, let us pick the one such that $b_1(u)$ is minimum. Then $u$ satisfies the following conditions:

(a) Exists a node $\omega \in V$ such that $\omega \notin N(v)$ and $T_u \cap T_\omega \neq \emptyset$
(b) All nodes $\omega \in V$ such that $\omega \notin N(v)$ and $T_u \cap T_\omega \neq \emptyset$ satisfy that $t_2(\omega) < t_1(u)$ and $b_2(u) < b_1(\omega)$
(c) None of the positions in $\{1, \ldots, b_1(u)\}$ is occupied by a vertex of a node $\omega$ such that $\{u, \omega\} \notin E$ and $T_u \cap T_\omega \neq \emptyset$.

Observe that conditions (a) and (b) imply that $t_1(u) - f_1(u) > 0$, while condition (c) implies that $b_1(u) - f_1(u) = 0$. We deduce that condition 2 holds by $u$.

We are now ready to define our protocol and main result regarding TRAPEZOID-RECOGNITION.

**Theorem 2.** There is a 1-round proof labelling scheme for TRAPEZOID-RECOGNITION with certificates of size $O(\log n)$.

**Proof.** The following is a one-round proof labeling scheme for TRAPEZOID-RECOGNITION.

Given an instance $(G = (V, E), id)$, the certificate provided by the prover to node $v \in V$ is interpreted as follows.

1. The certification of the total number of nodes $n$, according to some protocol for SIZE.
2. Values $b_1(v), b_2(v), t_1(v), t_2(v) \in [2n]$, such that $b_1(v) < b_2(v)$ and $t_1(v) < t_2(v)$, representing the vertices of a trapezoid $T_v$.
3. Value $p_v$ corresponding to the minimum position in the upper line greater that $t_1(v)$ that is not a vertex of a neighbor of $v$.
4. Value $q_v$ corresponding minimum position in the lower line grater than $b_1(v)$ that is not a vertex of a neighbor of $v$.
5. The certification of a path $P_t$ between the node with vertice 0 and the node with vertice $2n - 1$ in the upper line (respect assignment in 2.) and a path $P_b$ between the node node with vertice 0 and the node with vertice $2n - 1$ in the lower line. Both paths according to a protocol for $s, t - \text{PATH}$.

Then, in the verification round, each node shares with its neighbors their certificates. Using that information each node $v$ can compute $f_t(v)$ and $f_b(v)$, and check the following conditions:
The correctness of the value of \( n \), according to some protocol for \( \text{SIZE} \).

b. The correctness of the paths \( P_b \) and \( P_l \), according to a protocol for \( s, t - \text{PATH} \).

c. The vertices of the trapezoid graph of \( v \) are in \([2n]\).

d. \( T_v \cap T_o \neq \emptyset \) for all \( \omega \in N(v) \).

e. All values in \( \{t_1(v) + 1, \ldots, t_2(v) - 1\} \) and \( \{b_1(v) + 1, \ldots, b_2(v) - 1\} \) are vertex of some neighbor of \( v \).

f. \( t_2(v) < p_\omega \) and \( b_2(v) < q_\omega \).

g. If \( \omega \in N(v) \) and \( p_\omega < t_2(v) \), then \( v \) verifies that \( p_\omega \) is a vertex of some other neighbor.

h. If \( \omega \in N(v) \) and \( q_\omega < b_2(v) \), then \( v \) verifies that \( q_\omega \) is a vertex of some other neighbor.

i. \( b_1(v) - f_\omega(v) = t_1(v) - f_\omega(v) \).

We now analyze the soundness and completeness of our protocol.

**Completeness:** Suppose that \( G \) is a trapezoid graph. An honest prover just has to send the real number of nodes \( n \), a trapezoid model \( \{T_v\}_{v \in V} \) of \( G \) and valid paths \( P_b \) and \( P_l \) according the trapezoid model. Then, the nodes will verify a, b by the completeness of the protocols for \( \text{SIZE} \) and \( s, t - \text{PATH} \). Conditions c, d, e, f, g and h are verified by the correctness of the model \( \{T_v\}_{v \in V} \). Condition i is also verified, by Lemma 2.

**Soundness:** Suppose \( G \) is not a trapezoid graph. If a dishonest prover provides a wrong value of \( n \), or wrong paths \( P_l \) or \( P_b \), then at least one node will reject verifying a or b. Then, we assume that the prover cannot cheat on these values.

Suppose that the prover gives values \( \{T_v\}_{v \in V} \) such that is fulfilled \( \bigcup_{v \in V} \{t_1(v), t_2(v)\} \neq [2n] \). If some vertex of a node is not in the set \([2n]\), then that node fails to verify condition c and rejects. Without loss of generality, we can assume that there exists a \( j \in [2n] \) such that \( t_1(v), t_2(v) \neq j \), for every \( v \in V \). If a node \( \omega \) satisfies that \( t_1(\omega) < j < t_2(\omega) \), then node \( \omega \) fails to verify condition e and rejects. Then \( j \) is not contained in any trapezoid. As \( P_l \) is correct, \( j \) must be different than 1 and \( 2n \). Also by the correctness of \( P_l \), there exist a pair of adjacent nodes \( u, v \in V \) such that \( t_2(u) < j < t_1(v) \). From all possible choices for \( u \) and \( v \), we pick the one such that \( t_2(u) \) is maximum. We claim that \( v \) fails to check condition g. Since \( j \) is not a vertex of any node, then \( p_\omega \leq j \). If \( v \) verifies condition g, then necessarily \( p_\omega < j \). Then, there must exist a node \( \omega \in N(v) \) such that \( p_\omega = t_1(\omega) \). But since we are assuming that \( j \) is not contained in any trapezoid, we have that \( t_2(\omega) < j \), contradicting the choice of \( u \).

Therefore, if conditions a - h are verified, we can assume that the nodes are given a semi-proper trapezoid model of \( G \). Since we are assuming that \( G \) is not a trapezoid graph, by Lemma 3 we deduce that condition i cannot be satisfied and some node rejects.

We now analyze the communication complexity of the protocol: the certification for \( \text{SIZE} \) and \( s, t - \text{PATH} \) is \( \mathcal{O}(\log n) \), given by refpropsizeofG and refprop:stpath. On the other hand, for each \( v \in V \), the values \( b_1(v), b_2(v), t_1(v), t_2(v), p_\omega, q_\omega \) are computable in \( \mathcal{O}(\log n) \) space as they are numbers in \([2n]\). Overall the total communication is \( \mathcal{O}(\log n) \).

## 6 Circle Graphs

We now tackle the problem \( \text{Circle-Recognition} \). Unlike the cases of permutation and trapezoid graphs, for this class we are unable to provide a one-round protocol. Instead, we give a compact three round interactive protocol, which is based in the following characterization of circle graphs (see [6]):

A graph \( G = (V, E) \) is a circle graph if and only each node \( v \in V \) can be associated to an interval \( I_v = [m_v, M_v] \subseteq \mathbb{R} \) such that:

\begin{align*}
\text{C1} & \quad \text{For each } u, v \in V, \{u, v\} \in E \text{ then } I_u \cap I_v \neq \emptyset, I_u \nsubseteq I_v \text{ and } I_v \nsubseteq I_u. \\
\text{C2} & \quad \text{For each } u, v \in V, I_u \cap I_v \neq \emptyset, I_u \nsubseteq I_v \text{ and } I_v \nsubseteq I_u \text{ then } \{u, v\} \in E.
\end{align*}
For each $v \in V$, $m_v, M_v \in [2n]$, and $\{m_v\}_{v \in V} \cup \{M_v\}_{v \in V} = [2n]$, i.e., for every pair of different nodes $u, v \in V$, $m_u \neq m_v$ and $M_u \neq M_v$.

In words, for every circle graph of size $n$ there is a collection of $n$ intervals with extremes in $[2n]$ whose extremes do not coincide, and where two nodes are adjacent if and only if their corresponding intervals have nonempty intersection, and one interval is not included in the other. We remark that the later characterization is not an intersection model of a circle graphs, as we ask more than simply the intersection of the objects. Given a graph $G = (V, E)$, a set of intervals $\{I_v\}_{v \in V}$ satisfying conditions C1, C2 and C3 is called a proper model for $G$. A set of intervals satisfying conditions C1 and C3 is called a semi-proper model for $G$.

Let $G = (V, E)$ be a graph, $\{[m_v, M_v]\}_{v \in V}$ be a semi-proper model for $G$, and let $v \in V$. We denote by $n_m(v)$ the number of nodes $u \in N(v)$ whose lower limit $m_u$ is such that $m_u \leq m_v \leq M_v$. Similarly, we denote by $n_M(v)$ the number of nodes $u \in N(v)$ such that $m_v \leq m_u \leq M_v$. We also denote by $\pi_m(v)$ (respectively $\pi_M(v)$) the total number of nodes $u \in V$ such that $m_u < m_v$ (respectively $M_u < M_v$).

Lemma 4. Let $G = (V, E)$ be a graph and let $\{[m_v, M_v]\}_{v \in V}$ be a semi-proper model for $G$. Then $\{[m_v, M_v]\}_{v \in V}$ is proper if and only if, for every $v \in V$,

$$2(\pi_M(v) + \pi_m(v)) = M_u + m_v + n_M(v) - n_m(v)$$

Proof. Let $v \in V$ be an arbitrary node. Observe that there are $n - \pi_M(v)$ nodes $u$ such that $M_u > M_v$. Then, there are $n - M_v + \pi_M(v)$ nodes $w$ such that $m_w > m_v$. Similarly, there are $n - \pi_m(v)$ nodes $w$ satisfying $m_w \geq m_v$, and then $n - m_v + \pi_m(v)$ nodes $u$ such that $M_u > m_v$.

Then, in $[m_v, M_v]$ there are $\pi_m(v) + \pi_M(v) - m_v$ nodes $u$ such that $M_u \in [m_v, M_v]$ and $M_u - \pi_m(v) - \pi_M(v)$ nodes $w$ such that $m_w \in [m_v, M_v]$. For each $v \in V$, let us call $S_v$ be the set of nodes $z$ such that $[m_z, M_z] \subset [m_v, M_v]$.

Suppose that $\{[m_v, M_v]\}_{v \in V}$ is a proper model for $G$, and for each $v \in V$. Then, we have that $n_M(v) + |S_v| = \pi_m(v) + \pi_M(v) - m_v$ and $n_m(v) + |S_v| = M_v - \pi_m(v) - \pi_M(v)$. We deduce that $\pi_m(v) + \pi_M(v) - m_v - n_M(v) = M_v - \pi_m(v) - \pi_M(v) - n_m(v)$, from which we deduce $2(\pi_M(v) + \pi_m(v)) = M_u + m_v + n_M(v) - n_m(v)$.

Suppose now that $\{[m_v, M_v]\}_{v \in V}$ is not a proper model for $G$. Then, there exist a pair of nodes $\{u, v\} \in E$ such that $[m_u, M_u] \cap [m_v, M_v] \neq \emptyset$ with the intervals not containing each other. From all such pairs, let us pick one such that $m_u$ is minimum. Then necessarily there exists $m_w \in [m_u, M_u]$, $M_w > M_u$ and $\{v, \omega\} \notin E$. This implies that $n_m(v) + |S_v| < M_v - \pi_m(v) - \pi_M(v)$. On the other hand, the choice of $v$ implies that all nodes such $u$ that $M_u \in [m_v, M_v]$ either belong to $N(v)$ or belong to $S_v$. Then $n_M(v) + |S_v| = \pi_m(v) + \pi_M(v) - m_v$. We deduce that $2(\pi_M(v) + \pi_m(v)) \neq M_u + m_v + n_M(v) - n_m(v)$.

Now we are ready to give the main result of this section.

Theorem 3. Circle-Recognition belongs to dMAM[O(log n)].

Proof. Consider the protocols for Size, Permutation and Corresponding Order of Propositions 2, 5 and 8. Given an instance $\langle G, id \rangle$, consider the following three-round protocol. In the first round, the prover provides each node $v$ with the following information:

1. The certification of the total number of nodes $n$, according to the protocol for Size.
2. The limits of the interval $I_v = [m_v, M_v]$, and the values $\pi_m(v)$ and $\pi_M(v)$.
3. The certification of $\{m_v\}_{v \in V} \cup \{M_v\}_{v \in V} = [2n]$ according to the protocol for Permutation.
4. The certification of the correctness of $\{(m_v, \pi_m(v))\}_{v \in V}$ according to the protocol for Corresponding Order.
5. The certification of the correctness of $\{(M_v, \pi_M(v))\}_{v \in V}$ according to the protocol for Corresponding Order.
Then, in the second and third round the nodes perform the remaining interactions of the protocols for **Permutation** and **Corresponding Order**. In the verification round, the nodes first check the correctness of 1-5 according to the verification rounds for **Size**, **Permutation** and **Corresponding Order**. Then, each node \(v\) computes \(n(v)\) and \(n_M(v)\), and checks the following conditions:

a. For every \(u \in N(v)\), \(I_v \cap I_u \subseteq I_u\) and \(I_u \not\subset I_v\).

b. \(2(\pi_M(v) + \pi_m(v)) = M_v + m_v + n_M(v) - n_m(v)\).

We now analyze completeness and soundness.

**Completeness:** Suppose that input graph \(G\) is a circle graph. Then Merlin gives a proper model \(\{[m_v, M_v]\}_{v \in V}\) for \(G\). Merlin also provides the correct orders \(\{\pi_m(v)\}_{v \in V}\) and \(\{\pi_M(v)\}_{v \in V}\), the correct number of nodes \(n\), and the certificates required in the sub-routines. Then, the nodes verify correctness of 1-5 with probability greater than \(2/3\), by the correctness of the protocols for **Size**, **Permutation** and **Corresponding Order**. Finally, condition a is verified by definition of a proper model, and condition b is verified by Lemma 4. We deduce that every node accepts with probability greater than \(2/3\).

**Soundness:** Suppose now that \(G\) is not a circle graph. By the soundness of the protocols for **Size**, **Permutation** and **Corresponding Order**, we know that at least one node rejects the certificates not satisfying 1-5, with probability greater than \(2/3\). Suppose then that conditions 1-5 are verified. Observe that each set of intervals satisfying condition a form a semi-proper model for \(G\). Since \(G\) is not a circle graph, by Lemma 4 we deduce that at least one node fails to verify a or b. All together, we deduce that at least one node rejects with probability greater than \(2/3\).

We now analyze the communication complexity of the protocol: the certification for **Size**, **Permutation** and **Corresponding Order** is \(O(\log n)\), given by Proposition 2, and for each \(v \in V\), the values \(m_v, M_v, \pi_m(v), \pi_M(v)\) can be encoded in \(O(\log n)\) as they are numbers in \([2n]\) or \([n]\). Overall the total communication is \(O(\log n)\).

### 7 Polygon Circle Graphs

In this section, we give a three-round protocol for the recognition of polygon-circle graph. This extension is based in a non-trivial extension of the properties of circle graphs.

Remember that a \(n\)-node graph \(G = (V, E)\) is a \(k\)-polygon-circle graph if and only if \(G\) is the intersection model of a set of \(n\) polygons of \(k\) vertices inscribed in a circle, namely \(\{P_v\}_{v \in V}\). Further, every \(k\)-polygon-circle graph admits a model satisfying the following conditions [6]: (1) for each \(v \in V\), the polygon \(P_v\) is represented as a set of \(k\) vertices \(\{p_0(v), \ldots, p_{k-1}(v)\}\) such that, for each \(i \in [k-1]\), \(1 \leq p_i(v) < p_{i+1}(v) \leq n \cdot k\), and (2) \(\bigcup_{v \in V} \bigcup_{i \in [k]} \{p_i(v)\} = [n \cdot k]\). In other words, each value in \([k \cdot n]\) corresponds to a unique vertex of some polygon. A set of polygons satisfying conditions (1) and (2) are called a **proper polygon model** for \(G\). Similar to previous cases, when we just ask that adjacent nodes have intersecting polygons (but not necessarily the reciprocal) we say that the model is a **semi-proper polygon model** for \(G\).

Let \(G\) be a graph and \(\{P_v\}\) be a semi-proper model for \(G\). For each \(v \in V\), let us call \(\alpha(v)\) the set of points in \([1, \ldots, p_1(v)] \cup [p_k(v), \ldots, kn]\) that do not correspond to a neighbor of \(v\). For each \(i \in [k]\), we also call \(\beta_i(v)\) the set of nodes \(w \notin N(v)\) such that \(p_i(w) \in \alpha(v)\). Formally,

\[
\alpha(v) = \{i \in [0, p_1(v)] \cup [p_k(v), kn - 1] : \forall u \in N(v), i \notin P_u\}
\]

\[
\beta_i(v) = \{w \in V : p_i(w) \in \alpha(v)\}
\]
Lemma 5. Let \( G = (V, E) \) be a graph, and let \( \{ P_v \}_{v \in V} \) a semi-proper model for \( G \). Then \( \{ P_v \}_{v \in V} \) is a proper model for \( G \) if and only if \( |\alpha(v)| = k|\beta_1(v)| \) for every \( v \in V \).

Proof. Let us suppose first that \( \{ P_v \}_{v \in V} \) is a proper model for \( G \) and \( v \) be an arbitrary node. If \( \alpha(v) = \emptyset \) the result is direct. Then, let us suppose that \( \alpha(v) \neq \emptyset \), and let us pick \( q \in \alpha(v) \). Then necessarily there exists \( i \in [k] \) such that \( q \) belongs to \( \beta_i(v) \). Observe that for each node \( w \) in \( \beta_i(v) \), all the vertices of the polygon \( P_w \) are contained \( \alpha_w \). Otherwise, the polygons \( P_w \) would have non-empty intersection, which contradicts the fact that \( \{ P_v \}_{v \in V} \) is a proper model. This implies that \( |\alpha(v)| = k|\beta_i(v)| \), for every \( i \in [k] \). In particular \( |\alpha(v)| = k|\beta_1(v)| \).

Let us suppose now that \( \{ P_v \}_{v \in V} \) is not a proper model for \( G \). Let us define the set of \( C \) of vertices having non-neighbor with intersecting polygons, formally

\[
C = \{ v \in V : \exists w \in V, \{ v, w \} \notin E \text{ and } P_v \cap P_w \neq \emptyset \}. \]

Now pick \( v \in C \) such that \( p_1(v) \) is maximum, and call \( C_v \) the set of non-neighbors of \( v \) whose polygons intersect with \( P_v \). Let \( w \) be an arbitrary node in \( C_v \). By the maximality of \( p_1(v) \), we know that \( p_1(v) \in \beta_1(v) \). But since \( P_w \cap P_v \neq \emptyset \), there must exist \( i \in [k] \) such that \( p_i(w) \notin \beta_i(v) \). This implies that \( |\beta_1(v)| \geq |\beta_i(v)| \) for every \( i \in [k] \), and at least one of these inequalities is strict. Since \( |\alpha(v)| = \sum_{i \in [k]} |\beta_i(v)| \), we deduce that \( k|\beta_1(v)| > |\alpha(v)| \).

Let \( G = (V, E) \) be a graph, and \( \{ P_v \}_{v \in V} \) be a semi-proper polygon model for \( G \). For each \( i \in [k] \) and \( v \in V \), denote by \( \pi_i(v) \) the cardinality of the set \( \{ u \in V : p_i(u) < p_i(v) \} \), and denote by \( \sigma_i(v) \) the cardinality of the set \( \{ q < p_i(v) : \exists u \in V : p_1(u) = q \land p_k(u) = q \} \). For a node \( v \), we denote \( N_{1,k}(v) \) the number vertices of polygons corresponding to neighbors of \( v \), that are contained \( [0, p(v_1)] \cup [p(v_k), kn] \). Formally,

\[
N_{1,k}(v) = \left| \{ q \in [0, p(v_1)] \cup [p(v_k), kn] : \exists w \in N(v), q \in P_w \} \right| \]

Lemma 6. Let \( G = (V, E) \) be a graph, and \( \{ P_v \}_{v \in V} \) be a semi-proper polygon model for \( G \). Then,

\[
|\alpha(v)| = kn - p_k(v) + p_1(v) - 1 - N_{1,k}(v) \\
|\beta_1(v)| = n - \sigma_k(v) + \pi_k(v) + \pi_1(v) 
\]

Proof. Let \( \{ P_v \}_{v \in V} \) be a semi-proper polygon model for \( G \) and \( v \) be an arbitrary node. First, observe that there are \( p_1(v) \) integer positions for vertices in \([p_1(v)] \) and \((kn - 1) - p_k(v) \) positions for vertices in \([p_k(v), kn] \). Then, there are \( kn - p_k(v) + p_1(v) - 1 \) available integer positions in \([p_1(v)] \cup [p_k(v), kn] \). Since \( N_{1,k}(v) \) of these positions are occupied by a polygon corresponding some neighbor of \( v \), we deduce that \( |\alpha(v)| = kn - p_k(v) + p_1(v) - 1 - N_{1,k}(v) \).

Second, observe that the set \( \{ p_1(u), p_k(u) \}_{u \in V} \) uses \( 2n \) of the \( kn \) possible positions. Then, there are \( 2n - \sigma_k(v) \) positions used the elements of \( \bigcup_{u \in V} \{ p_1(u), p_k(u) \} \cup [p_k(v) + 1, kn - 1] \). On the other hand, there are \( n - \pi_k \) positions used by vertices in \( \bigcup_{u \in V} [p_k(v), kn] \). Therefore, there are \( n - \sigma_k(v) + \pi_k \) positions used by \( \bigcup_{u \in V} \{ p_1(u) \} \cap [p_k(v) + 1, kn - 1] \). Finally, noticing that there are \( \pi_1(v) \) positions used by \( \bigcup_{u \in V} \{ p_1(u) \} \cap [0, p_1(v) - 1] \), we deduce that \( |\beta_1(v)| = n - \sigma_k(v) + \pi_k(v) + \pi_1(v) \).

We are now ready to give the main result of this section.

**Theorem 4.** \( k \)-Polygon-Circle-Recognition belongs to dMAM[\( \log n \)].

**Proof.** Consider the protocols for SIZE, PERMUTATION and CORRESPONDING ORDER of Propositions \( 2, 3, \) and \( 4 \). Given an instance \( \langle G, id \rangle \), consider the following three round protocol. In the first round, the prover provides each node \( v \) with the following information:

1. The certification of the total number of nodes \( n \), according to the protocol for SIZE.
2. The vertices of the polygon \( P_v \), denoted \( V(P_v) = \{p_1(v), \ldots, p_k(v)\} \).
3. The values of \( \pi_1(v), \pi_k(v) \) and \( \sigma(v) \).
4. The certification of \( \bigcup_v V(P_v) = [k \cdot n] \) according to the protocol for PERMUTATION.
5. The certification of the correctness of \( \{(p_1(v), \pi_1(v))\}_{v \in V} \) according to the protocol for CORRESPONDING ORDER.
6. The certification of the correctness of \( \{(p_k(v), \pi_k(v))\}_{v \in V} \) according to the protocol for CORRESPONDING ORDER.
7. The certification of the correctness of \( \{(p_1(v), \sigma_1(v))\}_{v \in V} \) and the collection \( \{p_k(v), \sigma_k(v)\}_{v \in V} \) according to the protocol for CORRESPONDING ORDER.

Then, in the second and third round the nodes perform the remaining interactions of the protocols for PERMUTATION and CORRESPONDING ORDER. In the verification round, the nodes first check the correctness of 1-7 according to the verification rounds for SIZE, PERMUTATION and CORRESPONDING ORDER.

**Remark:** in order to check 7, each node has to play the role of two different nodes \( v', v'' \), one to verify \( \{(p_1(v), \sigma'(v))\}_{v \in V} \), and the other one to verify \( \{(p_k(v), \sigma''(v))\}_{v \in V} \), where \( \sigma'(v) = \sigma_1(v) \) and \( \sigma''(v) = \sigma_k(v) \). To do so, Merlin gives \( v \) the certificates of \( v' \) and \( v'' \), and \( v \) answers with the random bits as if they would be generated by \( v' \) and \( v'' \). Obviously, this increases the communication cost by a factor of 2.

Then, each node \( v \) computes \( |\beta(v)| \) and \( |\alpha(v)| \) according to the expressions of lemma \( \text{[5]} \) and checks the following conditions:

a. \( \forall u \in N(v), P_u \cap P_v \neq \emptyset \).

b. \( |\alpha(v)| = k|\beta_1(v)| \).

We now analyze completeness and soundness.

**Completeness:** Suppose that input graph \( G \) is a \( k \)-polygon-circle graph. Then Merlin gives a proper polygon model \( \{P_v\}_{v \in V} \) for \( G \). Merlin also provides the correct number of nodes \( n \), correct orders \( \{\pi_1(v)\}_{v \in V} \) and \( \{\pi_k(v)\}_{v \in V} \), \( \{\sigma_1(v)\}_{v \in V} \) and \( \{\sigma_k(v)\}_{v \in V} \), and the certificates required in the corresponding sub-routines. Then, the nodes verify correctness of 1-7 with probability greater than 2/3, by the correctness of the protocols for SIZE, PERMUTATION and CORRESPONDING ORDER. Finally, condition a is verified by definition of a proper model, and condition b is verified by lemma \( \text{[5]} \) We deduce that every node accepts with probability greater than 2/3.

**Soundness:** Suppose now that \( G \) is not a \( k \)-polygon-circle graph. By the soundness of the protocols for SIZE, PERMUTATION and CORRESPONDING ORDER, we now that at least one node rejects the certificates not satisfying 1-7, with probability greater than 2/3. Suppose then that conditions 1-7 are verified. Observe that every set of polygons satisfying condition a form a semi-proper polygon model for \( G \). Since \( G \) is not a \( k \)-polygon-circle graph, by lemma \( \text{[5]} \) we deduce that at least one node fails to verify a or b. All together, we deduce that at least one node rejects with probability greater than 2/3.

We now analyze the communication complexity of the protocol: the certification for SIZE, PERMUTATION and CORRESPONDING ORDER is \( O(\log n) \), given by proposition \( \text{[4]} \) and \( \text{[6]} \). On the other hand, for each \( v \in V \), the values \( \pi_1(v), \pi_k(v), \sigma_1(v), \sigma_2(v) \), \( V(P_v) \) can be encoded in \( O(\log n) \) as they are numbers in \([n], [2n] \) or \([kn]\). Overall the total communication is \( O(\log n) \).
8 Lower Bounds

In this section we give logarithmic lower-bounds in the certificate sizes of any proof labeling scheme that recognizes the class of permutation, trapezoid, circle or polygon-circle graphs. In order to do so, we use a technique given by Fraigniaud et al [17], called crossing edge, and which we detail as follows. Let $G = (V, E)$ be a graph and let $H_1 = (V_1, E_1)$ and $H_2 = (V_2, E_2)$ be two subgraphs of $G$. We say that $H_1$ and $H_2$ are independent if and only if $V_1 \cap V_2 = \emptyset$ and $E \cap (V_1 \times V_2) = \emptyset$.

**Definition 3 ([17]).** Let $G = (V, E)$ be a graph and let $H_1 = (V_1, E_1)$ and $H_2 = (V_2, E_2)$ be two independent isomorphic subgraphs of $G$ with isomorphism $\sigma: V_1 \rightarrow V_2$. The crossing of $G$ induced by $\sigma$, denoted by $\sigma_{\Delta}(G)$, is the graph obtained from $G$ by replacing every pair of edges $\{u, v\} \in E_1$ and $\{\sigma(u), \sigma(v)\} \in E_2$, by the pair $\{\sigma(u), \sigma(v)\}$ and $\{\sigma(u), v\}$.

Then, the tool that we use to build our lower-bounds is the following.

**Theorem 5 ([17]).** Let $F$ be a family of network configurations, and let $P$ be a boolean predicate over $F$. Suppose that there is a configuration $G_s \in F$ satisfying that (1) $G$ contains as subgraphs $r$ pairwise independent isomorphic copies $H_1, \ldots, H_r$ with $s$ edges each, and (2) there exists $r$ port-preserving isomorphisms $\sigma_i: V(H_i) \rightarrow V(H_i)$ such that for every $i \neq j$, the isomorphism $\sigma^{ij} = \sigma_i \circ \sigma_j^{-1}$ satisfies $P(G_s) \neq P(\sigma_{\Delta}^{ij}(G)_s)$. Then, the verification complexity of any proof-labeling scheme for $P$ and $F$ is $\Omega\left(\frac{\log(r)}{s}\right)$.

Let us consider first permutation and trapezoid graphs. Let $P$ the family of instances of PERMUTATION-RECOGNITION, induced by the family of graphs $\{Q_n\}_{n \geq 0}$. Each graph $Q_n$ consists of $5n$ nodes forming a path $\{v_1, \ldots, v_{5n}\}$ where we add the edge $\{v_{5i-3}, v_{5i-1}\}$, for each $i \in [n]$. It is easy to see that for each $n > 0$, $Q_n$ is a permutation graph (and then also a trapezoid graph). In fig. 7 is depicted the graph $Q_3$ and its corresponding model.

![Fig. 7. Graph $Q_3$ and a permutation model for $Q_3$.](image)

Given $Q_n$ defined above, consider the subgraphs $H_i = \{v_{5i-2}, v_{5i-1}\}$, for each $i \in [n]$, and the isomorphism $\sigma_i: V(H_1) \rightarrow V(H_i)$ such that $\sigma_i(v_3) = v_{5i-2}$ and $\sigma_i(v_4) = v_{5i-1}$.

**Lemma 7.** For each $i \neq j$, the graph $\sigma_{\Delta}^{ij}(Q_n)$ it is not a trapezoid graph.

**Proof.** Given $i < j$, observe that in $\sigma^{ij}: V(H_j) \rightarrow V(H_i)$, the nodes $v_{5j-3}, v_{5j-2}, v_{5i-1}, v_{5i-3}, v_{5i-2}, v_{5j-1}$ form an induced cycle of length 6 (see fig. 8 for an example).

As a trapezoid graph have induced cycles of length at most 6, we deduce that $\sigma_{\Delta}^{ij}(Q_n)$ is not a trapezoid graph.

By theorem 5 and the abode result, the lower bound result is direct.

**Theorem 6.** Any proof labeling scheme for PERMUTATION-RECOGNITION or TRAPEZOID-RECOGNITION has proof-size of $\Omega\left(\log n\right)$ bits.
We now tackle the lower-bound for circle and polygon-circle graphs. Let $\mathcal{G}$ the family of instances of Circle-Recognition, defined by the family of graphs $\{M_n\}_{n \geq 2}$. Each graph $M_n$ consists of $6n$ nodes, where $4n$ nodes form a path $\{v_1, \ldots, v_{4n}\}$ where we add, for each $i \in [n]$, the edges $\{v_{4i-3}, v_{4n+i}\}$, $\{v_{4i-2}, v_{5n+i}\}$ and $\{v_{4n+i}, v_{5n+i}\}$. It is easy to see that for each $n > 0$, $M_n$ is a circle graph (and then also a polygon-circle graph). In Figure 9 is depicted the graph $M_4$ and its corresponding model.

![Graph $M_4$ and a permutation model for $M_4$.](image)

Given $M_n$ defined above, consider the subgraphs $H_i = \{v_{4n+i}, v_{5n+i}\}$, for each $i \in [n]$, and the isomorphism $\sigma_i : V(H_1) \to V(H_i)$ such that $\sigma_i(4n+1) = v_{5n+i}$ and $\sigma_i(5n+1) = v_{4n+i}$.

**Lemma 8.** For every $k > 0$ and each $i \neq j$, the graph $\sigma^{ij}_n(M_n)$ it is not a $k$-polygon-circle graph.

**Proof.** First, observe that in $\sigma^{ij}_n(M_n)$ we have two induced cycles defined by $C_1 = v_1, \ldots, v_{4n}$, and $C_2 = v_{4j-3}, v_{4n+j}, v_{5n+i}, v_{4i-2}, v_{4i-3}, v_{4n+i}, v_{5n+j}$. Moreover $|V(C_1) \cap V(C_2)| = 4$, $|V(C_1) - V(C_2)| = 4n - 4$ and $|V(C_2) - V(C_1)| = 4$. See fig. [10] for a representation of $\sigma^{i,i+1}_n(M_4)$.

![Graph $\sigma^{i,i+1}_n(M_4)$, where in red are represented the crossing edges.](image)
Claim. Every graph $G$ consisting in two graphs $C_1$ and $C_2$ such that $|V(C_1) \cap V(C_2)| \geq 4$, $|V(C_1) - V(C_2)| \geq 2$ and $|V(C_2) - V(C_1)| \geq 2$ is not a $k$-polygon-circle graph, for every $k > 0$.

Proof. Let us denote by $v_i$ and $v_f$ two special nodes with degree 3, connecting the two cycles. Suppose there exists a $k$-polygon-circle model for $G$. Observe that, if we delete all polygons corresponding to nodes of $V(C_2) - V(C_1)$, we obtain a polygon model for $C_1$. However, the cycle $C_1$ has at least 4 nodes, because $|V(C_1) - V(C_2)| \geq 2$ and $|V(C_1) \cap V(C_2)| \geq 4$. Then, there is no way to add the removed polygons corresponding to $V(C_2) - V(C_1)$, without intersecting a polygon of $V(C_1) - V(C_2)$.

Then, by section 8 we deduce that the graph induced by $C_1 \cup C_2$ is not a $k$-polygon-cycle graph. Since the class of polygon-circle graphs is hereditary, we deduce that $\sigma_2^G(M_n)$ it is not a $k$-polygon-circle graph.

Direct by Theorem 5 and Lemma 8 we deduce the following result.

Theorem 7. Any proof labeling scheme for Circle-Recognition or $k$-Polygon-Circle-Recognition has proof-size $\Omega(\log(n))$ bits.
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