A time-dependent embedding calculation of surface electron emission
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Abstract

The Dirac–Frenkel variational principle is used to derive the embedding method for solving the time-dependent Schrödinger equation. Embedding allows the time evolution of the wavefunction to be calculated explicitly in a limited region of space, the region of physical interest, the embedding potential ensuring that the wavefunction satisfies the correct boundary conditions for matching on to the rest of the system. This is applied to a study of the excitation of electrons at a metal surface, represented by a one-dimensional model potential for Cu(111). Time-dependent embedding potentials are derived for replacing the bulk substrate, and the image potential and vacuum region outside the surface, so that the calculation of electron excitation by a surface perturbation can be restricted to the surface itself. The excitation of the Shockley surface state and a continuum bulk state is studied, and the time structure of the resulting currents analysed. There is a distinction between emission from the localized surface state, where the charge is steadily depleted, and the extended continuum state, where the current emitted into the vacuum is compensated by current approaching the surface from the bulk. The time taken for the current to arrive outside the surface is studied.

1. Introduction

The question ‘How long does it take?’ arises in many areas of condensed matter physics, in photoemission from surfaces [1], electron tunnelling through barriers [2, 3], relaxation after the creation of a core hole [4] and so on. In this paper we shall study the time-dependence of electron emission from a metal surface, using an embedding formalism which we have recently developed [5] and now further improved.

The development of attosecond streaking spectroscopy, using ultra-short laser pulses, has raised interesting questions about the time it takes for electrons to be emitted in photoemission [1], and recent computational studies have tackled this problem [6, 7]. In these time-dependent calculations, the surface and substrate are represented by a slab with a finite region of vacuum outside, and sooner or later an electron excited by the time-dependent perturbation reaches the boundary of the calculation. How to deal with this is a familiar problem in time-dependent calculations in atomic physics, and it is often handled (as in the calculations just mentioned) by introducing an absorbing potential at the boundary [8]. It is important to eliminate spurious back reflections, and exact boundary potentials have been developed which ensure that the wavefunction has the correct boundary conditions to match on to the rest of space [9, 10]. This is also the idea of embedding [5, 11]: we solve the Schrödinger equation in the region of space of interest, which we call region I, with an embedding potential at the boundary of the region to ensure that the wavefunction matches correctly on to the external region, region II.

The original time-independent embedding method [11] has proved useful for calculations of surface electronic structure [12]—only the surface region, the top few atomic layers plus the near-surface vacuum region are treated explicitly, the bulk crystal and the semi-infinite vacuum being replaced by embedding potentials derived from the substrate Green functions. The embedding method treats the bulk continuum states at the surface, as well as localized surface states correctly, and gives a very accurate description of surface electronic structure [13]. Our time-dependent embedding method builds on time-independent embedding and in the previous paper [5] we transformed the embedding potential as a function of energy into a function of time, and developed an embedded time-dependent Schrödinger equation for region I.

This time-dependent embedding used the results of earlier papers in which the problem of the exact termination of the spatially discretized Schrödinger equation was studied [10, 14]. However, in our method, we use a basis...
The idea of embedding is that we solve the Schrödinger equation explicitly in the region of interest, region I, the rest of the system, region II, being replaced by an embedding potential over the interface S between the regions. As in earlier surface embedding work [23], in the applications in this paper we take region I to be the surface region, that is, the top few atomic layers plus the adjacent image potential + vacuum region, and region II to be the rest of the system, the semi-infinite crystal substrate on one side, and the semi-infinite vacuum on the other.

The central quantity in embedding theory is the embedding potential, which relates the normal derivative and amplitude of \( \psi \), the solution of the Schrödinger equation in region II, over interface S. In the time-independent case [11] we have

\[
\frac{\partial \psi(r_S)}{\partial n_S} = -2 \int_S d\vec{r}_S' G_0^{-1}(r_S, r'_S; \epsilon) \psi(r'_S),
\]

where \( G_0^{-1}(r_S, r'_S; \epsilon) \) is the embedding potential evaluated at energy \( \epsilon \), the energy at which \( \psi \) is evaluated. The notation reflects the fact that \( G_0^{-1}(r_S, r'_S; \epsilon) \) is an inverse over S of the Green function in region II with zero normal derivative on S. The normal derivative on the left-hand side of (1) is evaluated outwards from region I into II. In time-dependent embedding, the analogous relationship for the solution of the time-dependent Schrödinger equation is given by [10, 14]

\[
\frac{\partial \psi(r_S, t)}{\partial n_S} = -2 \int_S d\vec{r}_S' \int_{-\infty}^{t} dt' \tilde{G}_0^{-1}(r_S, r'_S; t-t') \frac{\partial \tilde{\psi}(r'_S, t')}{\partial t'},
\]

with the embedding potential

\[
\tilde{G}_0^{-1}(r_S, r'_S; t) = \frac{1}{2\pi} \int_{-\infty}^{t} \epsilon d\epsilon \exp(-i\epsilon(t-t')) G_0^{-1}(r_S, r'_S; \epsilon).
\]

Equation (2) is almost the Fourier transform of (1), but it contains the time-derivative \( \partial \tilde{\psi}/\partial t' \); this compensates for the convergence factor of \(-1/\epsilon\) in the transform (3) of the embedding potential. When we evaluate this transform, we take \( \epsilon \) to lie just above the real axis, above the singularities in the Green function, so that \( \tilde{G}_0^{-1}(t) = 0 \) for \( t < 0 \).

We wish to study the time evolution of bulk continuum states at the surface, as well as the discrete surface states, under the influence of a time-dependent perturbation confined to region I. However, the initial wavefunction extends beyond region I—obviously so for continuum states, but even the exponentially decaying surface states extend some distance into the bulk and vacuum into region II. The time evolution of such states was treated in the previous paper [5], but here we use the Dirac–Frenkel variational principle [17, 18] to develop the formalism more consistently. This states that the solution \( \Psi(r, t) \) of the time-dependent Schrödinger equation over the whole of space satisfies

\[
\delta I = \int_{I+II} d\vec{r} \delta \Psi^* \left[ H - i \frac{\partial}{\partial t} \right] \Psi(r, t) = 0,
\]

for small variations \( \delta \Psi^* \).

The unperturbed wavefunction \( \Sigma(r, t) \) is a stationary state of the Hamiltonian \( H_0 \),

\[
H_0 = -\frac{1}{2} \nabla^2 + V(r),
\]
where \( V(\mathbf{r}) \) is the time-independent potential in \( I + II \), and
\[
\Xi(\mathbf{r}, t) = \xi(\mathbf{r}) \exp(-iEt), \quad \text{with } H_0\xi = E\xi. \tag{6}
\]
We now switch on the perturbing potential \( \delta V(\mathbf{r}, t) \) in region \( I \) at time \( t = 0 \), and see how this wavefunction develops. Writing the full time-dependent Hamiltonian as \( H \) and the evolving wavefunction as \( \Psi \) we have
\[
H = H_0, \quad \Psi(\mathbf{r}, t) = \Xi(\mathbf{r}, t), \quad t \leq 0, \tag{7}
\]
and for \( t > 0 \),
\[
H = H_0 + \delta V(\mathbf{r}, t), \quad \Psi(\mathbf{r}, t) = \Xi(\mathbf{r}, t) + \phi(\mathbf{r}, t), \tag{8}
\]
\( \mathbf{r} \) in region \( I \)
\[
H = H_0, \quad \Psi(\mathbf{r}, t) = \Xi(\mathbf{r}, t) + \psi(\mathbf{r}, t), \tag{9}
\]
\( \mathbf{r} \) in region \( II \).

Here, \( \phi(\mathbf{r}, t) \) is a trial function in region \( I \), and \( \psi(\mathbf{r}, t) \) is the exact solution of the time-dependent Schrödinger equation in region \( II \), which matches in amplitude on to \( \phi(\mathbf{r}_s, t) \) over \( S \) as \( \phi \) may not be the exact solution of the Schrödinger equation, they do not necessarily match in derivative. \( \Xi \) + \( \psi \) satisfies the time-dependent Schrödinger equation in region \( II \), and the functional variation (4) reduces to a volume integral in region \( I \) and a surface contribution over \( S \) coming from the kinetic energy operator \(-\frac{1}{2}\nabla^2 \) acting on the discontinuity in derivative,
\[
\delta I = \int_I d\mathbf{r} \phi(\mathbf{r}, t) \left[ H\phi(\mathbf{r}, t) + \delta V \Xi(\mathbf{r}, t) - i\frac{\partial \phi(\mathbf{r}, t)}{\partial t} \right] + \frac{1}{2} \int_S d\mathbf{s} \delta \phi(\mathbf{r}_s, t) \left[ \frac{\partial \phi(\mathbf{r}_s, t)}{\partial n_s} - \frac{\partial \psi(\mathbf{r}_s, t)}{\partial n_s} \right], \tag{10}
\]
now with a lower limit of the time integral of \( t = 0 \), and the variation of the functional simplifies to
\[
\delta I = \int_I d\mathbf{r} \phi(\mathbf{r}, t) \left[ H\phi(\mathbf{r}, t) + \delta V \Xi(\mathbf{r}, t) - i\frac{\partial \phi(\mathbf{r}, t)}{\partial t} \right] + \frac{1}{2} \int_S d\mathbf{s} \delta \phi(\mathbf{r}_s, t) \frac{\partial \phi(\mathbf{r}_s, t)}{\partial n_s} \left[ \frac{\partial \phi(\mathbf{r}_s, t)}{\partial n_s} - \frac{\partial \psi(\mathbf{r}_s, t)}{\partial n_s} \right] \times \tilde{G}_0^{-1}(\mathbf{r}_s, \mathbf{r}_s'; t - t'), \tag{11}
\]
This expression only involves region \( I \) and its boundary surface \( S \), the final embedding term accounting for the rest of the system.

To find \( \phi(\mathbf{r}, t) \) such that \( \delta I = 0 \) for all variations, we use a basis set expansion,
\[
\phi(\mathbf{r}, t) = \sum_m a_m(t) \chi_m(\mathbf{r}) \tag{12}
\]
— it is convenient both in the formalism and in coding if the basis functions \( \chi_m \) are orthonormal when integrated over region \( I \)—and substituting into (11) gives
\[
\delta I = \sum_{mn} \delta a_m(t) \tilde{H}_{mn}(t) a_n(t) + \sum_{mn} \delta a_m(t) e_n(t) \frac{\partial a_n(t)}{\partial t} \tag{13}
\]
\( \tilde{H}_{mn}(t) \) is the embedding matrix which includes the surface derivative term in (11) as well as the perturbing potential,
\[
\tilde{H}_{mn}(t) = \frac{1}{2} \int_I d\mathbf{r} \nabla \chi_m(\mathbf{r}) \cdot \nabla \chi_n(\mathbf{r}), \tag{14}
\]
the embedding matrix \( \tilde{\Sigma}_{mn} \) is given by
\[
\tilde{\Sigma}_{mn}(t) = \int_S d\mathbf{s} \int_S d\mathbf{s}' \chi_m(\mathbf{r}_s) \tilde{G}_0^{-1}(\mathbf{r}_s, \mathbf{r}_s'; t) \chi_n(\mathbf{r}_s), \tag{15}
\]
and vector \( e_n(t) \) comes from the unperturbed state,
\[
e_n(t) = \int_I d\mathbf{r} \chi_m(\mathbf{r}) \delta V(\mathbf{r}, t) \Xi(\mathbf{r}, t). \tag{16}
\]

The variational principle \( \delta I = 0 \) for all variations \( \delta a_m(t) \) then implies
\[
\sum_n \left[ \tilde{H}_{mn}(t)a_n(t) + \int_0^t dt' \tilde{\Sigma}_{mn}(t - t') \frac{\partial a_n(t)}{\partial t} \right] + e_n(t) = \frac{\partial a_m(t)}{\partial t}, \quad t > 0, \tag{17}
\]
an inhomogeneous time-dependent matrix equation which we can solve for \( a_m(t) \) with the initial condition that \( a_m(t = 0) = 0 \). Knowing the expansion coefficients \( a_m(t) \) gives us \( \phi \), hence \( \Psi \)—the time-evolving wavefunction in region \( I \), embedded on to the rest of the system.

3. Surface embedding potentials

In the previous paper [5] we applied time-dependent embedding to study excitations at a jellium surface, but here we shall consider a more realistic model of the surface, one which can support surface states as well as the bulk continuum. This is the one-dimensional model potential \( V(z) \) developed by Chulkov et al [19, 20], which has the form
\[
V(z) = \begin{cases} 
A_1 \cos(2\pi z/\lambda), & z < 0 \\
-A_{10} - A_{20} + A_2 \cos(\beta z), & 0 < z < z_1 \\
-A_{10} + A_3 \exp[-\alpha(z - z_1)], & z_1 < z < z_{im} \\
-A_{10} + \exp[-\lambda(z - z_{im})] & -1/4(z - z_{im}), \quad z > z_{im}.
\end{cases} \tag{18}
\]
Here \( \alpha \) is the interlayer spacing, parameter \( A_1 \) reproduces the width of the bulk energy gap, \( A_{10} \) is the inner potential, and \( A_2 \) and \( \beta \) are fitted to surface state energies. The remaining
parameters, including \( z_{\text{im}} \), the position of the image plane, are found by the requirement that the potential and its derivative are continuous across all the boundaries. Figure 1 shows the resulting surface potential for Cu(111) calculated with the parameters given in table 1; the zero of energy is taken as the average bulk potential.

To calculate the time-dependent embedding potentials from (3), we need the energy-dependent embedding potentials, \( G_v^{-1}(\epsilon) \) for embedding the surface region on to the semi-infinite crystal substrate at \( z_c \), and \( G_v^{-1}(\epsilon) \) for embedding on to the vacuum Coulomb tail. The Schrödinger equation is integrated between \( z_o \) and \( z_c \) to find \( G_v^{-1}(\epsilon) \).

As we have shown elsewhere [24], the first step in finding \( G_v^{-1}(\epsilon) \) is to integrate the Schrödinger equation at energy \( \epsilon \) through a bulk unit cell in each direction to give two independent solutions, \( \phi_1 \) and \( \phi_2 \). Taking the unit cell to lie between \( z_o \) and \( z_c \) (figure 1), the boundary conditions for determining \( \phi_1 \) and \( \phi_2 \) are as follows,

\[
\begin{align*}
\phi_1(z_o) &= 1, & \phi_1'(z_d) &= 0, & \text{integrate from } z_o \text{ to } z_c \\
\phi_2(z_o) &= 1, & \phi_2'(z_d) &= 0, & \text{integrate from } z_c \text{ to } z_o.
\end{align*}
\]

The corresponding wavevector \( k \) of the bulk band structure is then given by the remarkably simple expression

\[
\cos(ka) = \frac{\phi_1(z_c) + \phi_2(z_o)}{2}.
\]

—a related result has been given by Butti [25], and earlier by Kohn [26]. Using the property that it is a logarithmic derivative, it can be shown [24] that the embedding potential for embedding on to the semi-infinite crystal to the left of \( z_c \) is given by

\[
G_v^{-1}(\epsilon) = \frac{W(\phi_1, \phi_2)}{2[\exp(-ik\lambda) - \phi_1(z_c)]},
\]

where \( W \) is the Wronskian. For causality, the Schrödinger equation is solved at \( \epsilon \) with a positive imaginary part (which may be infinitesimal), and \( k \) is chosen to have negative imaginary part, corresponding to a wave travelling or decaying into the crystal to the left.

In the vacuum region outside the crystal, the electron asymptotically feels the Coulomb tail of the image potential,

\[
V(z) = -A_1 - \frac{1}{4(z - z_{\text{im}})},
\]

in terms of the Chulkov potential parameters (18). We find the energy-dependent embedding potential from the logarithmic derivative expression (1), which in one dimension simplifies to

\[
G_v^{-1}(\epsilon) = -\frac{1}{2} \frac{\psi'(z_c)}{\psi(z_c)},
\]

where \( \psi(z) \) is the outgoing or decaying solution of the Schrödinger equation. This is a combination of the regular and irregular Coulomb functions \( F_0 \) and \( G_0 \) with angular momentum \( L = 0 \), in the notation of the NIST Handbook [27],

\[
\psi(z) = H_0^{-}(\eta, \rho) = G_0(\eta, \rho) - iF_0(\eta, \rho)
\]

with arguments given by

\[
\rho = \sqrt{2(\epsilon + A_1)}(z_{\text{im}} - z), \quad \eta = \frac{1}{4\sqrt{2(\epsilon + A_1)}}.
\]

Thompson and Barnett [28] give a rapidly converging continued fraction expression for \( H_0^{-}/H_0^{+} \), from which we immediately obtain \( G_v^{-1}(\epsilon) \) using (23).

We can use these embedding potentials to find the surface density of states for Cu(111), by evaluating the Green function of the embedded Schrödinger equation \( G(z, z'; \epsilon) \). The local density of states at energy \( E \) is then given by [11]

\[
\sigma(z, E) = \frac{1}{\pi} \text{Im} G(z, z; \epsilon),
\]

where \( \epsilon = E + i\eta \), and the small imaginary term \( \eta \) gives energy broadening. Integrating \( \sigma(z, E) \) over the surface region gives the surface density of states, the number density of electrons with energy \( E \). This is shown in figure 2, with region I taken between \( z_c = -10 \text{ au} \) and \( z_c = +10 \text{ au} \), and \( \eta = 1 \times 10^{-5} \text{ au} \)—full details of the calculation are given in an earlier preprint [24]. The results show the Shockley surface

### Table 1. Parameters used in the Chulkov potential for Cu(111) for different regions near the surface. \( a, A_1, A_{10}, A_2 \text{ and } \beta \) are tabulated by Chulkov et al [20], and the other parameters are derived; all parameters are given in atomic units.

| Region with \( z < 0 \) | \( a = 3.94 \) | \( A_1 = 0.1889 \) |
|--------------------------|-----------------|-----------------|
| \( 0 < z < z_1 \) | \( \beta = 2.9416 \) | \( A_{10} = -0.43713 \) |
| \( z_1 < z < z_{\text{im}} \) | \( \alpha = 0.63650, z_1 = 1.33499 \) | \( A_2 = 0.15905 \) |
| \( z > z_{\text{im}} \) | \( \lambda = 1.27330 \) | \( A_{20} = 0.40729 \) |

**Figure 1.** One-dimensional potential for modelling the Cu(111) surface [20]. At \( z_c \) the surface region is embedded on to the semi-infinite crystal potential, and at \( z_c \) it is embedded on to the vacuum Coulomb tail. The Schrödinger equation is integrated between \( z_o \) and \( z_c \) to find \( G_v^{-1}(\epsilon) \).
state at $E = 0.2415$ au, close to the bottom of the band gap at $0.2201$ au, with the first image state at $E = 0.4072$ au, immediately below the top of the gap at $0.4087$ au [29]; the higher members of the image series overlap the continuum and become resonances. For comparison, the Fermi energy is at 0.2556 au [20] and the vacuum zero at 0.4371 au (table 1). A caveat is that the Chulkov potential is designed to describe the band gap (figure 2).

Figure 2. Surface density of states of Cu(111), the local density of states integrated through region I, taken between $z_c = -10$ au and $z_c = +10$ au. Energy broadening is $1 \times 10^{-5}$ au.

In this section we show how to calculate the time evolution of wavefunctions at the metal surface using the embedding formalism and the embedding potentials developed in section 6, and test the accuracy of the method. We assume

$$G_{\text{c}}^{-1}(\epsilon) = \begin{cases} \frac{-\sqrt{\epsilon/2}}{1-i\sqrt{\epsilon/2}} & \epsilon < 0 \\ 0 & \epsilon > 0 \end{cases}$$

$$G_{\text{t}}^{-1}(t) = \begin{cases} 0 & t < 0 \\ \frac{1-i}{2\sqrt{\pi t}} & t > 0 \end{cases},$$

where the free-electron embedding potentials are given by [5, 10, 14]

$$G_{\text{c}}^{-1}(\epsilon) = \int_{-\infty}^{+\infty} \frac{\exp(-i\epsilon t)}{\epsilon} \times [G_{\text{c}}^{\text{f}}(\epsilon) - G_{\text{t}}^{-1}(\epsilon)] + G_{\text{t}}^{-1}(t),$$

and we can ensure rapid convergence of the integral by taking the Fourier transforms of $G_{\text{c}}^{\text{f}}(\epsilon)$ and $G_{\text{t}}^{-1}(\epsilon)$, respectively, with the extra factor of $\frac{1}{\epsilon}$ (3). At large $|\epsilon|$, the energy-dependent embedding potentials have free-electron behaviour, proportional to $|\epsilon|^{1/2}$, and we can use rapid convergence of the integral by subtracting this off and adding on the corresponding time-dependent potential,$$
\bar{G}_{\text{c}}^{-1}(t) = \frac{i}{2\pi} \int_{-\infty}^{+\infty} \frac{\exp(-i\epsilon t)}{\epsilon}$$

Figure 3 shows the time-dependent embedding potential for Cu(111) evaluated at $z_c = -10$ au. Curves a and b, real and imaginary parts of $[\bar{G}_{\text{c}}^{-1}(t) - \bar{G}_{\text{t}}^{-1}(t)]$; curves c and d, real and imaginary parts of $\bar{G}_{\text{t}}^{-1}(t)$.

Figure 3. Time-dependent embedding potential for Cu(111) evaluated at $z_c = -10$ au. Curves a and b, real and imaginary parts of $[\bar{G}_{\text{c}}^{-1}(t) - \bar{G}_{\text{t}}^{-1}(t)]$; curves c and d, real and imaginary parts of $\bar{G}_{\text{t}}^{-1}(t)$.
that the electrons are excited from their stationary states by a surface perturbation given by

$$
\delta V(z, t) = A \exp \left(-\left(z^2 / \Delta \right) \sin(\omega t) \right),
$$

-switched on at \( t = 0 \). To expand \( \phi(z, t) \) (12) in this one-dimensional calculation we use trigonometric basis functions,

$$
\chi_m(z) = \begin{cases} 
\cos \left(\frac{m \pi \xi}{2} \right), & m \text{ even}, \\
\sin \left(\frac{m \pi \xi}{2} \right), & m \text{ odd},
\end{cases}
$$

where \( \xi \) is measured from the mid-point of region I,

$$
\xi = z - \frac{z_c + z_v}{2}. \tag{31}
$$

Choosing a value of \( D \gg (z_c - z_v)/2 \) gives a range of logarithmic derivatives at \( z_c \) and \( z_v \) for matching on to the embedding potentials, and we subsequently orthogonalize the basis functions over region I. The unperturbed wavefunction \( \xi(z) \) (6) and (7), which enters the time-evolution equation through vector \( e \) (16), can be efficiently calculated using the Numerov method [30], integrating inwards from the vacuum. Energy normalization is used when \( \xi \) is a continuum state [22], so that the electron density equals the local density of states; when \( \xi \) is a discrete surface state, it is normalized to unity over all space.

To solve the time-dependent Schrödinger equation, we write equation (17) in abstract notation,

$$
\frac{da}{dt} = -i[H \psi + \Gamma]. \quad \text{where } \Gamma = e + \int_0^f dt' \bar{\Sigma}(t-t') \frac{da}{dt'}. \tag{32}
$$

To first order in the time interval \( \delta t \), and using central differences, we have

$$
a(t + \delta t) = a(t) - i\delta t \bar{H}(t + \delta t/2)a(t) - i\delta t \Gamma(t + \delta t/2). \tag{33}
$$

or alternatively,

$$
a(t + \delta t) = a(t) - i\delta t \bar{H}(t + \delta t/2)a(t) - i\delta t \Gamma(t + \delta t/2). \tag{34}
$$

Adding (33) and (34) gives

$$
a(t + \delta t) = \left[ 1 + \frac{i\delta t}{2} H(t + \delta t) \right]^{-1}
$$

$$
\times \left[ 1 - \frac{i\delta t}{2} H(t + \delta t) \right] a(t) - i\delta t \Gamma(t + \delta t/2) \right. \tag{35}
$$

the formula we use to advance the wavefunction expansion coefficients forward in time.

Although (35) turns out to be very accurate—much more so than the time-evolution method we described in [5]—it is only stable for small \( \delta t \). Because the trigonometric functions in (30) are defined with respect to \( 2D \), but used within the smaller embedding range, there is the risk of overcompleteness, and the closer we are to linear dependency in the basis set, the smaller the time interval \( \delta t \) needed for stability. Taking an embedding range \( (z_c - z_v) \) of 20 au, and \( 2D = 24 \) au, \( \delta t = 0.002 \) au gives stability up to 40 basis functions. With an embedding range of 40 au and \( 2D = 44 \) au this time interval gives stability up to 75 basis functions. Bringing \( 2D \) closer to the embedding range helps matters, and we find that with \((z_c - z_v) = 20 \) au, \( 2D = 22 \) au, and 30 basis functions we can go up to \( \delta t = 0.016 \) au without significant loss of accuracy. It is tempting to take \( 2D \gg (z_c - z_v) \) to eliminate the possibility of overcompleteness. However, for a given size of basis set this is less accurate, and it is much better to use a basis set with \( 2D > (z_c - z_v) \), giving a range of derivatives at the embedding surfaces.

To test the embedding method and the embedding potentials, we calculate the time evolution of the Shockley surface state at \( E = 0.2415 \) au (figure 2) with different embedding surfaces. In the time-dependent perturbation (29) we use a width parameter \( \Delta = 2 \) au and amplitude \( A = 0.2 \) au, with a frequency \( \omega = 0.5 \) au. First we consider a narrow surface region with \( z_c = -10 \) au, \( z_v = +10 \) au, using the basis set with \( 2D = 24 \) au and 40 basis functions, and a time interval of \( \delta t = 0.002 \) au. In the second case region I is wider, with \( z_c = -20 \) au, \( z_v = +20 \) au; we use a basis set with \( 2D = 44 \) au, 70 basis functions, and the same time interval of \( \delta t = 0.002 \) au. The results for the two calculations of the electron density evolved to \( t = 200 \) au are shown in figure 5. The difference between the two curves is barely visible, even in the magnified inset showing the results around \( z_c = -10 \) au.

Another interesting test is to look at the number of electrons in the embedded region, \( Q(t) \), as a function of time,

$$
Q(t) = \int_{z_c}^{z_v} dz |\psi(z, t)|^2. \tag{36}
$$

Continuity of charge requires

$$
Q(t) + J_c(t) + J_r(t) = \text{constant}, \tag{37}
$$

where \( J_c \) and \( J_r \) are the time-integrated currents leaving region I across the left- and right-hand embedding surfaces,

$$
J_{c/r}(t) = \int_0^t dt' j_{c/r}(t'), \quad j_{c/r}(t) = \mp \text{Im } \Psi^* \frac{\partial \Psi}{\partial z} \bigg|_{z_c/z_v}. \tag{38}
$$
We use the embedding formula (2) to calculate the normal derivative in this expression for the current. Taking region I between ±20 au, 70 basis functions with $2D = 44$ au, and using $\delta t = 0.002$ au, we calculate the time evolution of the surface state at 0.2415 au under the influence of the same surface perturbation as in the previous test. The results are shown in figure 6, and we see the steady decrease in the surface state charge in the surface region as time progresses. However, the continuity equation (37) is satisfied remarkably accurately, with $[Q(t) + J_0(t) + J_1(t)]$ staying almost perfectly constant—the maximum variation is less than $10^{-4}$ across the whole time interval.

5. Electron emission

With these developments of the embedding method, we turn to electron emission from the metal surface represented by the Cu(111) effective potential. As in section 4, we apply the time-dependent perturbation given by (29), keeping the width parameter $\Delta$ fixed at 2 au, but with varying amplitude and frequency. This models the perturbation due to $p$-polarized light when the $E$-field of the incident light has a large component normal to the surface, giving rise to surface photoemission [31]. We begin with emission from the continuum state at $E = 0.1$ au. Figure 7 shows the current $J_\delta$ emitted into the vacuum at $z_v = 20$ au at two frequencies of perturbation, $\omega = 0.4$ and 0.8 au; we use amplitudes of $A = 0.01$, 0.1 au at $\omega = 0.4$ au, and $A = 0.01$ au at $\omega = 0.8$ au. These results are calculated using an embedded region between ±20 au, with 70 basis functions defined with $2D = 44$ au. First the results for amplitude $A = 0.01$ au shown by solid lines in the figure: there is a time-delay before the current reaches $z_v$—we shall discuss this later—but after a large initial peak, the current shows oscillatory transients about a constant current. By curve-fitting (we fit a straight line to the time-integrated current $J_\delta$), we estimate that the average current after the initial peak is $1.0 \times 10^{-4}$ au for $\omega = 0.4$ au and $2.65 \times 10^{-5}$ au for $\omega = 0.8$ au. We can also calculate the long-term average current for small perturbations from Fermi’s golden rule [32, 33],

$$\bar{J}_\delta = \frac{1}{k_f} |\langle i | \delta V | f \rangle|^2,$$

(39)

where $|i\rangle$ is the initial state and $|f\rangle$ the final state, the time-reversed low-energy electron diffraction (LEED) state. $k_f$ is the wavevector of the final state (the incident free-electron wave in the LEED state is $\exp(-ikzc)$), coming from the density of final states in one dimension, $1/(2\pi k_f)$—the $2\pi$ cancels with the prefactor of $2\pi$ in the golden rule [22]. With $A = 0.01$ au the golden rule expression gives $\bar{J}_\delta = 9.62 \times 10^{-5}$ au for $\omega = 0.4$ au, and $\bar{J}_\delta = 2.65 \times 10^{-5}$ au for $\omega = 0.8$ au, in
agreement with the time-dependent calculations. The decrease in current with increasing frequency is due to a combination of density of states and matrix element effects, as we see from (39).

The lower the excitation frequency, the longer the period of the transients. The corresponding frequency is, in fact, close to the final state electron energy measured from the vacuum zero—thus, the transient frequency for $\omega = 0.8$ au is about 0.47 au, compared with the final state energy measured from the vacuum zero of 0.46 au. Suddenly switching on the perturbation gives rise initially to a range of energies of emitted electrons, starting at the vacuum zero, and it is the interference of these states with the long-term final state which gives rise to the transients.

Increasing the perturbation amplitude by a factor of 10 at $\omega = 0.4$ au, the current shows very pronounced oscillations of much shorter period on top of the transient oscillations (figure 7, dashed line). In fact even with $A = 0.01$ au, these short-period oscillations are visible. Comparing the current for $A = 0.01$ au multiplied by a factor of 100 with that for $A = 0.1$ au (figure 7, curves a), we see that the amplitude of the short-period oscillations is nonlinear in the intensity of the perturbation, varying as the cube of the perturbation amplitude $A$. This shows that these oscillations are the result of interference between first-order and second-order excitations from the bulk state; the frequency of the short-period oscillations is exactly 0.4 au, as we would expect with an interference term. From the amplitude of the interference term, confirmed by a Fourier analysis of the wavefunction at $z_v = 50$ au over an extended time interval ($0 < t < 800$ au), we estimate that the relative intensity of the second-order excitation is about 1% with $\omega = 0.4$ au and $A = 0.1$ au. The interference term in the current is much less pronounced in emission with the higher excitation frequency of $\omega = 0.8$ au—the excited electron moves rapidly away from the perturbation, before it can be further excited.

It is interesting to study the electron number $Q(t)$ in the embedded region, and its relation to the time-integrated currents across the bulk and vacuum embedding surfaces—we met $[Q(t) + J_e(t) + J_h(t)]$ in section 4. Figure 8 shows $Q(t)$, $J_e(t)$, and $J_h(t)$ for excitation from the continuum state with energy $E = 0.1$ au by the surface perturbation with $\omega = 0.8$ au and amplitude $A = 0.1$ au, and an embedded region between $z_e = -20$ au and $z_h = +20$ au. Both $Q(t)$ and $J_e(t)$ show persistent short-period oscillations due to crystal potential interference effects, but averaging these by eye we see that after an initial transient, $Q$ settles down to an almost constant value. This is the result of the current leaving the surface region into the vacuum across $z_e$ being balanced by the current approaching the surface from the bulk across $z_h$—the slopes of $J_e(t)$ and $J_h(t)$ are almost equal and opposite (remember, positive current means charge leaving the surface region). So in emission from a continuum state, the wavefunction is replenished from the bulk, and the electron number at the surface reaches a steady state.

The behaviour is quite different in emission from the Shockley surface state at $E = 0.2415$ au. Figure 9 shows the number of electrons in the surface region and time-integrated currents with $\omega = 0.6585$ au, giving the same final state energy as in figure 8, and $A = 0.1$ au. The electron number $Q$ drops steadily, as the surface state is depopulated by currents leaving the surface into the bulk as well as into the vacuum (in reality, many-body lifetime effects neglected here repopulate the surface state hole). The near-equality of $J_e(t)$ and $J_h(t)$ apparent in figure 9 approximately conserves momentum in the emission process, though the surface step also provides a source of momentum [31]. This contrasts with emission from
the continuum state, where momentum is directed from the bulk into the vacuum.

Finally we turn to the question of the time it takes for the emitted electrons to leave the surface. From the curves for \( j_z(t) \) shown in figure 7 it is clear that there is no unique time at which the electrons start to arrive at \( z_e \), where we measure the current—do we mean the time at which the current differs from zero, or perhaps when the first peak arrives? The first is ill-defined, as the increase from zero is gradual, and numerical limitations mean that we cannot fix it accurately. The second is too late, especially for the emission curves at short time.

However, we can define a convenient measure from the straight line fit to \( J_z(t) \), which we used to find the average current. Figure 10 shows the time-integrated current \( J_z(t) \) evaluated at \( z_e = 20 \) au in emission from the continuum state with \( E = 0.1 \) au, excited by the surface perturbation with frequency \( \omega = 0.8 \) au and amplitude \( A = 0.01 \) au, fitted by a straight line beyond \( t = 80 \) au. We define the effective arrival time \( t_e \) for the current as the intercept of the linear fit with the time axis—in this case, \( t_e = 18.3 \) au after switching on the perturbation at \( t = 0 \) au. This compares with the classical arrival time of 20.8 au, evaluated with electrons starting at \( z = 0 \) au and travelling with the final state velocity. Figure 11 shows \( j_z(t) \) measured at different values of \( z_e \), together with the arrival times \( t_e \) determined from the linear fits: we see that our effective arrival times lie close to the start of the steep initial rise in current. The classical arrival times are about 2 au later, still not long after the start of the current rise, and well before the first peak.

We can extend these arrival time results by shifting the excitation potential into the solid, displacing the time-dependent perturbation (29). Table 2 shows the extra time for electrons to arrive at \( z_e = 50 \) au, evaluated from the linear fit to the current, and also classically from the electron velocity inside the solid. There is excellent agreement, confirming the picture that even at relatively low final state energies, electron emission proceeds via excitation into a wavepacket at the point of perturbation.

6. Conclusions

We have shown that our time-dependent embedding method is very accurate, but ultimately there is the problem that the time for evolving the wavefunction through \( \delta t \) is very accurate, but ultimately there is the problem that the time for evolving the wavefunction through \( \delta t \) is proportional to \( t \)—the embedding integral in the Hamiltonian has an upper limit of \( t \) (17). On the desktop computer on which the present calculations are performed, our longest calculations so far go up to a time of 800 au (about 20 fs), and to reach much longer times further developments of the method are necessary. Moreover, the calculations described here only involve a single electron, and we must include electron–electron interaction effects, initially at the self-consistent level. In the meantime there is much to do with the existing surface programmes, considering excitation by ultra-short light pulses, multi-photon processes and the like. Our time-dependent embedding method should have other applications, for example to adsorbates [34] and metallic contacts [35], where time-independent embedding has proved useful.
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