Strong Lensing Parameter Estimation on Ground-Based Imaging Data Using Simulation-Based Inference

Abstract

Current ground-based cosmological surveys, such as the Dark Energy Survey (DES), are predicted to discover thousands of galaxy-scale strong lenses, while future surveys, such as the Vera Rubin Observatory Legacy Survey of Space and Time (LSST) will increase that number by 1-2 orders of magnitude. The large number of strong lenses discoverable in future surveys will make strong lensing a highly competitive and complementary cosmic probe. To leverage the increased statistical power of the lenses that will be discovered through upcoming surveys, automated lens analysis techniques are necessary.

We present two Simulation-Based Inference (SBI) approaches for lens parameter estimation of galaxy-galaxy lenses. We demonstrate the successful application of Neural Posterior Estimation (NPE) to automate the inference of a 12-parameter lens mass model for DES-like ground-based imaging data. We compare our NPE constraints to a Bayesian Neural Network (BNN) and find that it outperforms the BNN, producing posterior distributions that are for the most part both more accurate and more precise; in particular, several source-light model parameters are systematically biased in the BNN implementation.
1 Introduction

Strong gravitational lensing systems are well-established observational probes of dark matter and dark energy. On the astrophysical side, the morphology of lensed images provides information about the distribution of dark and baryonic matter in lens systems [e.g., Auger et al. 2010; Barnabe et al. 2011; Newman et al. 2015; 2012a,b]. On the cosmological front, strong lensing systems with multiple images of a time-varying source (e.g., quasars and supernovae) can be used to constrain the Hubble constant as well as models of dark energy [e.g., Suyu et al. 2010; 2013; Shajib et al. 2020].

Approximately a thousand strong lensing systems have been discovered to date. Wide-field surveys provide prime opportunities to discover more strong lensing systems for future follow-up observations. The number of observed lensed systems will increase with the current state-of-the-art and with future large-scale astronomical surveys, some of which are ground-based, such as the Dark Energy Survey [DES; Dark Energy Survey Collaboration et al. 2016], the Hyper Suprime-Cam Subaru Strategic Program [HSC-SSP; Aihara et al. 2018], the Vera Rubin Observatory Legacy Survey of Space and Time [LSST; Ivezic et al. 2019], and some which are space-based, such as Euclid[1] and the Nancy Grace Roman Space Telescope[2]. The number of lenses that will be discovered through upcoming surveys will make lens modeling through conventional techniques extremely and perhaps prohibitively time-intensive. This necessitates the development of more efficient techniques to model strong lensing systems. There have been some efforts to develop automated lens modeling techniques [e.g. Nightingale 2016], though this is a nascent field with many approaches that have not yet been explored.

In this paper, we leverage Simulation-Based Inference (see Cranmer et al. 2019 for an overview) to model challenging lensing systems that we expect to discover in current and future ground-based surveys. At the time of this work, related studies have also begun exploring the efficacy of SBI for strong lens modeling [Legin et al. 2021; Levasseur et al. 2017; Pearson et al. 2021; Wagner-Carena et al. 2021; Park et al. 2021]. These efforts have thus far been focused on space-based imaging data. Since we expect new lens discoveries to come from both ground- and space-based survey data, we present a novel and complementary application of both NPE and BNN methods on simulated ground-based imaging data, which typically have a larger noise profile than space-based imaging due to the effects of sky background noise and atmospheric blurring. For example, space-based HST F814W i-band images have sky-brightness magnitudes of order $\sim 22$ mag/arcsec$^2$ and point spread function (PSF) full-width half maximum (FWHM) of order $\sim 0.1$ and pixel scales of order $\sim 0.05$, whereas ground-based imaging from the equivalent i-band filter on DES has typical sky-brightness of $\sim 20$ mag/arcsec$^2$, PSF FWHMs of order $\sim 1$" and pixel-scale of 0.263". The effects of these differing noise characteristics on the performance of deep learning models is not yet well-understood and is grounds for further exploration.

2 Simulations of Strong Lenses

The population of strong lenses predicted from future surveys is dominated by galaxy-galaxy lenses, where a single source is lensed by a single gravitational object. Of these lenses, the vast majority are predicted to be early-type (elliptical) galaxies, as they comprise approximately 80% of the total lensing probability. Elliptical galaxy lenses are well-approximated by Singular Isothermal Ellipsoid (SIE) mass profiles, and accurate modeling of these lenses is essential for further science. We use deeplenstronomy[Morgan et al. 2021], which is built on lenstronomy[4] to simulate strong lensing systems for training and testing [Birrer and Amara 2018; Birrer et al. 2021]. These packages together provide state-of-the-art simulations of lensing systems, including high-fidelity ray-tracing of light from source objects around lenses, emulation of cosmic survey observations, and the generation of sample distributions. We use deeplenstronomy’s built-in emulation of DES-like survey conditions, which uses the DES’s image pixel scale, wideband filters, observational noise, and PSF-blurring. We simulate DES-like observing conditions by drawing on empirical distributions of sky brightness and seeing from Figures 4 and 5 of [Abbott et al. 2018].

We generate 800,000 galaxy-galaxy strong lensing systems to train both the NPE and BNN algorithms. Our model includes 12 parameters that describe both the Sersic source light, SIE lens mass and
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We characterize the performance of our trained NPE and BNN models on the same ensemble of 1000 samples from a single-band lens image. We use the Adadelta optimizer (Zeiler [2012]) with an initial learning rate of 0.1. Appendix, Table 2 for the full BNN architecture.

We use MAF with 400 hidden units and 20 transformations each. The embedding network has 16 convolutional layers, one dense (fully connected) layer and the output layer (see Table 1 for embedding network architecture details). The density estimator and directly infer the lens parameter posteriors from simulated single-band lens images. NPE uses three inputs – a mechanistic model (simulator), priors on parameters of the model, and data (or corresponding summary statistics). The priors are utilized to sample the parameters and simulate synthetic data that is passed to a neural network (density estimator). The network is trained to learn the relation between simulated data and the underlying parameters and later deployed on the empirical data to obtain the posterior distribution. NPE avoids likelihood calculations and uses simulations to train the network and get the relevant parameters. We use Masked Autoregressive Flow (MAF; Papamakarios et al. [2017]) as the density estimator and a custom Convolutional Neural Network as the embedding network that learns the summaries of the high-dimensional output of the simulations. MAF uses normalizing flows (Rezende and Mohamed [2015]) to convert a base distribution into a complex target distribution via a set of invertible transforms and a tractable Jacobian, followed by autoregressive density estimation. In autoregressive density estimation (Uria et al. [2016]), the joint density $p(\theta|x)$ is decomposed into a sequential product of conditional densities, where the decomposition is given as $p(\theta|x) = \prod_k p(\theta_k|x_{1:k-1}, \hat{x})$. The MAF is constructed using stacked autoregressive transformations with a different ordering of $\theta$ in each transformation. Here, we use MAF with 400 hidden units and 20 transformations each. The embedding network has six convolutional layers, one dense (fully connected) layer and the output layer (see Table 1 for embedding network architecture details). The density estimator and embedding network are trained together for the inference step.

Bayesian Neural Network (BNN): With BNNs (Neal [1996]), the deterministic weights of the model are replaced by probability distributions, which can be used subsequently to provide a measure of how (un)certain a model is in its predictions. The objective of training a BNN is to find the posterior distribution $p(\theta|w, X, Y)$ of the weights $w$, given the training datasets $D = (X, Y)$, where $X$ are the inputs and $Y$ are the corresponding labels. Inferring the posterior with BNNs is a difficult task as it includes an integral over all model weights. Here we use a common approach called variational inference to model the posterior using a simple variational distribution $q(\theta|w)$ such as a Gaussian, and trying to fit the distribution’s parameters $\theta$ to be as close as possible to the true posterior $p(\theta|w, D)$. Graves [2011], Shridhar et al. [2019]. This is done by minimising the Kullback-Leibler (KL) divergence (Kullback and Leibler [1951]) between the true and variational posterior probability distributions. BNNs are capable of capturing both aleatoric (statistical - related to the intrinsic randomness of the data-generating or measurement process) and epistemic (systematic - related to the model; reducible with more data or better model) uncertainties (Depeweg et al. [2017], Kendall and Gal [2017]). Here, we choose to compare the NPE results with a BNN trained on the same training dataset of 800,000 images. We train our BNN (8 convolutional layers and 4 dense layers, see Appendix, Table 2 for the full BNN architecture) for 550 epochs, using the Evidence Lower Bound (ELBO) loss that is comprised of the negative log-likelihood loss and the KL divergence. We use the Adadelta optimizer (Zeiler [2012]) with an initial learning rate of 0.1.

4 Results

We characterize the performance of our trained NPE and BNN models on the same ensemble of 1000 simulated lens images in our test set. Both NPE and BNN models were trained using one Nvidia RTX
Figure 1: Posterior coverage plots of each of the 12 lens parameters inferred using the NPE (left) and BNN (right) methods for the same test set. The 1:1 line indicates perfect uncertainty calibration and is indicated by a dashed black line. The solid black line represents the distance metric described in Eq. 18 of [Wagner-Carena et al., 2021], which combines all lens parameters into a single distance metric while accounting for the empirical covariance between parameters. The NPE outperforms the BNN in every individual parameter and in the combined metric shown here.

A5000 GPU and training took approximately 6 hours in each case. We evaluate the performance of each model by quantifying (1) how well-calibrated each method is at inferring the correct posterior of the inferred parameter values, (2) how accurate the inferred best-fit posterior values of both methods are compared to the true values, and (3) how the models perform on an out-of-distribution test set. The code and dataset used in this paper can be found in our github repository [6].

Uncertainty Calibration: For a posterior distribution to be well-calibrated, it must contain the true value x% of the time in x% of the posterior probability volume. For example, a posterior distribution with 68% (1σ equivalent) confidence intervals should contain the true value within those confidence intervals 68% of the time. To evaluate how well-calibrated the inferred posteriors of both methods are, we calculate the posterior coverage of both BNN and NPE methods. For the test set of 1000 images, we calculate for a given confidence interval of the posterior volume, what fraction of the true values fall within the interval. The results are shown in Figure 1.

Ensemble Statistics of the Best-fit Values: To characterize the statistical performance of the NPE and BNN methods over the full test set, we use the scatter in the difference between the best-fit posterior values from the true values of each lens parameter as a summary statistic. For each of the 1000 lenses in the test set, we use NPE and BNN methods to infer the lens parameter posteriors. We then subtract the best-fit values from the true value of the lens parameters for each lens. Figure 2 shows the resulting scatter plot matrix for both NPE and BNN methods. The scatter characterizes the average performance of the method across the entire test set. If the method is completely accurate (i.e. it exactly predicts the true value for every single lens), we expect a single point at (0,0). If the method is systematically biased, we expect the scatter to shift away from the origin and if the method is not precise, we expect a large scatter in the distribution. Both methods produce a similar contour area, which suggests that both methods are roughly similarly precise. However, the BNN method appears off-center from the (0,0) point in a number of parameters, most notably the R and n parameters. This indicates a systematic bias in the BNN’s inference of those lens parameter values. The values of the contours for each lens parameter are shown in Table 3 in the Appendix.

Out of Distribution Performance: To test the robustness of our SBI models, we apply it to an out-of-distribution (OOD) test set of images that were generated using different parameter distributions than that used for the training set. This is to emulate real world usage, as the distribution of hyperparameters in populations of real lens images are likely to differ from that used in training. To

[6] https://github.com/deepskies/DeepSLEEP
evaluate the performances of our models on test sets with parameter distributions that differ from that of the training set, we generate a test set of 1000 images, but with narrower and shifted Gaussian priors, described in Table 3. The results are shown in Figures 4 and 5 in the appendix. We find that having a test set generated with different distributions of priors does not significantly affect our conclusions for the NPE model. However, for the BNN, the best-fit values are more biased.

5 Discussion

We successfully demonstrate the application of two SBI methods (NPE and BNN) to the problem of automated gravitational lens inference from simulated ground-based imaging data. We note that given the same training and test sets and similar computational costs, the NPE model significantly outperforms the BNN, both in the calibration of the uncertainties as well as the accuracy of the best-fit parameter values of the lens model. The BNN model’s performance may be improved further by increasing the size of the training set or increasing the architecture complexity. However, both options will significantly increase computational costs. Nevertheless, the amortization of computational costs makes both options more economical than conventional MCMC techniques. Assuming an optimistic estimate of 10 minutes of MCMC computation time per lens, an analysis of the same test set of 1000 lenses would require around 166 hours of computation time, compared to the 6 hours it took to train both SBI models. This disparity in computational costs will only increase with larger test set sizes as SBI inferences are fast once the models have been trained.
6  Broader Impact

In the fields of astrophysics and cosmology, as well as other domains where uncertainty quantification is important, our work will enable automated parameter inference in cases where obtaining appropriate and credible uncertainty estimates of such parameter values is paramount. While the scope of the work presented here is fairly narrow and applied specifically to images of strong lensing systems, it is broadly related to the much more general topic of generative modeling, uncertainty quantification and bayesian inference, all of which has already had a significant impact on society - both good and bad. We recognize that the broad use of these techniques without consideration of how complex real world data is and how it’s potential impact can lead to unintended consequences and considerable harm. We encourage caution when trying to apply these techniques in such situations.
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A Appendix

Figure 3: 20 randomly selected lens-subtracted lens images from the test set.
Table 1: The architecture of the embedding network used in our SBI method. In the parameters column, ‘k’ denotes the kernel size and ‘s’ denotes the stride, in_ft denotes the input features for the Linear (Dense) layer. We found in our experiments that having \(4N\) summaries, where \(N\) is the number of output parameters, results in good performance for our problem. Hence, for our 12-parameter output, we summarise the imaging data into 48 summary parameters.

| Layer     | Output shape | Parameters |
|-----------|--------------|------------|
| Conv2d    | [-1, 8, 32, 32] | k=3, s=1 |
| BatchNorm2d | [-1, 8, 32, 32] | k=3, s=1 |
| Conv2d    | [-1, 16, 32, 32] | k=3, s=1 |
| BatchNorm2d | [-1, 16, 32, 32] | k=3, s=1 |
| MaxPool2d  | [-1, 16, 16, 16] | k=2, s=2 |
| Conv2d    | [-1, 32, 16, 16] | k=3, s=1 |
| BatchNorm2d | [-1, 32, 16, 16] | k=3, s=1 |
| Conv2d    | [-1, 32, 16, 16] | k=3, s=1 |
| BatchNorm2d | [-1, 32, 16, 16] | k=3, s=1 |
| MaxPool2d  | [-1, 32, 8, 8] | k=2, s=2 |
| Conv2d    | [-1, 64, 8, 8] | k=3, s=1 |
| BatchNorm2d | [-1, 64, 8, 8] | k=3, s=1 |
| Conv2d    | [-1, 128, 8, 8] | k=3, s=1 |
| BatchNorm2d | [-1, 128, 8, 8] | k=3, s=1 |
| MaxPool2d  | [-1, 128, 4, 4] | k=2, s=2 |
| Linear    | [-1, 48] | in_ft=128*4*4 |

Figure 4: Posterior coverage plots of each of the 12 lens parameters inferred using the NPE (left) and BNN (right) methods on an out-of-distribution test set with priors given in table 3. The 1:1 line indicates perfect uncertainty calibration and is indicated by a dashed black line. The solid black line represents the distance metric described in Eq. 18 of [Wagner-Carena et al., 2021], which combines all lens parameters into a single distance metric while accounting for the empirical covariance between parameters.
Table 2: The Bayesian Neural Network architecture. In the parameters column, ‘k’ denotes the kernel size and ‘s’ denotes the stride. Conv2dFlipout denotes the 2D convolution layer with Flipout estimator [Wen et al., 2018] and DenseFlipout denotes the Dense layer with Flipout estimator. MultivariateNormalTriL denotes the multivariate normal distribution.

| Layer          | Output shape | Parameters |
|----------------|--------------|------------|
| Conv2dFlipout  | [-1, 16, 32, 32] | k=3, s=1   |
| MaxPool2d      | [-1, 16, 16, 16] | k=2, s=2   |
| Conv2dFlipout  | [-1, 32, 16, 16] | k=3, s=1   |
| Conv2dFlipout  | [-1, 32, 16, 16] | k=3, s=1   |
| MaxPool2d      | [-1, 32, 8, 8] | k=2, s=2   |
| Conv2dFlipout  | [-1, 48, 8, 8] | k=3, s=1   |
| Conv2dFlipout  | [-1, 48, 8, 8] | k=3, s=1   |
| MaxPool2d      | [-1, 48, 4, 4] | k=2, s=2   |
| Conv2dFlipout  | [-1, 64, 4, 4] | k=3, s=1   |
| Conv2dFlipout  | [-1, 64, 4, 4] | k=3, s=1   |
| MaxPool2d      | [-1, 64, 2, 2] | k=2, s=2   |
| Flatten        | [-1, 256]     | -          |
| DenseFlipout   | [-1, 2048]    | -          |
| DenseFlipout   | [-1, 512]     | -          |
| DenseFlipout   | [-1, 64]      | -          |
| Dense          | [-1, 90]      | -          |
| MultivariateNormalTriL | [-1, 12] | -          |
Table 3: Average 68% scatter in the difference between the best-fit lens parameters from the true values for the test set of 1000 lenses. The full list of model parameters are as follows: for the lens SIE mass profile, Einstein radius ($\theta_{\text{ein}}$), ellipticity components ($l e_1, l e_2$), and lens-source offset ($x, y$). For the lens environment, components of the external shear ($\gamma_1, \gamma_2$). For the source Sersic light profile, apparent magnitude ($m_s$), half-light radius ($R$), Sersic index ($n$) and ellipticity ($se_1, se_2$). The test set and training set prior ranges for each parameter are provided in the rightmost two columns. All priors are uniform, except for those in the out-of-distribution (OOD) test set, which may also have normal ($N$) or log-normal ($N_{\text{log}}$) distributions.

| Parameter | NPE | BNN | Test Set Priors | Training Set Priors | OOD test |
|-----------|-----|-----|-----------------|---------------------|----------|
| Lens Mass Parameters |
| $\theta_{\text{ein}}$ | 0.05 ± 0.1 | 0.13 ± 0.2 | [0.5,3.0] | [0.3,4.0] | $N(1,0.2)$ |
| $l e_2$ | 0.06 ± 0.2 | 0.02 ± 0.2 | [-0.2,0.2] | [-0.8,0.8] | $N(0.2,0.1)$ |
| $l e_2$ | 0.04 ± 0.2 | −0.01 ± 0.2 | [-0.2,0.2] | [-0.8,0.8] | $N(-0.2,0.1)$ |
| $x$ | 0.04 ± 0.2 | 0.09 ± 0.4 | [-1.1] | [-2.2] | $N(0.2,0.2)$ |
| $y$ | −0.02 ± 0.2 | 0.03 ± 0.4 | [-1.1] | [-2.2] | $N(-0.2,0.2)$ |
| Lens Environment Parameters |
| $\gamma_1$ | 0.03 ± 0.1 | 0.003 ± 0.08 | [-0.05,0.05] | [-0.8,0.8] | $N_{\text{log}}(-3,1)$ |
| $\gamma_2$ | 0.01 ± 0.1 | −0.01 ± 0.1 | [-0.05,0.05] | [-0.8,0.8] | $N_{\text{log}}(-3,1)$ |
| Source Light Parameters |
| $m_s$ | −0.02 ± 0.2 | −0.2 ± 0.3 | [19,24] | [18,25] | $N(22,1)$ |
| $R$ | 0.02 ± 0.1 | 0.6 ± 0.2 | [0.5,1.0] | [0.1,3.0] | $N(0.7,0.1)$ |
| $n$ | −0.7 ± 1.0 | 2.0 ± 0.6 | [2.4] | [0.5,8.0] | $N(4,1)$ |
| $se_1$ | −0.04 ± 0.2 | 0.03 ± 0.2 | [-0.2,0.2] | [-0.8,0.8] | $N(-0.2,0.2)$ |
| $se_2$ | −0.01 ± 0.2 | −0.01 ± 0.2 | [-0.2,0.2] | [-0.8,0.8] | $N(0.2,0.2)$ |
Figure 5: Scatter plot matrix of the differences between the best-fit posterior values and true value for 1000 test images for NPE (green) and BNN (blue) on an out-of-distribution test set with priors given in table 3. The contours show approximate 68th and 95th percentile uncertainties in the scatter. The dotted lines indicate the (0,0) point. Both methods produce a similar contour area suggesting roughly similar model precision, but BNN exhibits systematic bias for the source Sersic $R$ and $n$ parameters.
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