Research on optimization algorithm of distribution network reconstruction based on cuckoo search-particle swarm optimization
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Abstract. As the distribution network environment becomes more complex, improving the optimization effect and running time is the key to distribution network reconfiguration. In this paper, firstly, the minimum branch power loss is used as the evaluation index of the result, and the hybrid algorithm of PSO algorithm and CS algorithm is selected as the optimization method of the reconstruction problem. Secondly, the mathematical model of the distribution network introduced by DG is simplified, and the static distribution network weight is used. It is a simplified way of power flow solving by introducing DG into the distribution network model. Based on the CS-PSO algorithm, the optimization calculation of the distribution network reconfiguration with DG is carried out. Finally, a calculation example proves the rationality and effectiveness of the method.

1 Introduction

Power system is an important infrastructure of modern society, and its safe and reliable operation is an important guarantee for people's normal social and economic life [1,2]. Distribution network reconstruction is to change the distribution network topology by opening or closing a large number of circuit breakers installed on the distribution network to achieve the effects of reducing branch loss, uniform three-phase load, and ensuring power quality. Reconfiguration can effectively improve the safe operation of the distribution network.

Literature [3] calculates stochastic trend of the model by using Cornish - Fisher series expansion to the primary mathematical formula of the solution to satisfy the load voltage and line current flows through the constraint of probability. With one day as the calculation period, considering the random output of DG and the timing change of EV charging and discharging, the minimum network loss is taken as the objective function, and the improved genetic algorithm is adopted as the optimization method. Literature [4] analyses the dynamic probability model with time as the variable including wind energy, solar power and EV, uses Monte Carlo statistical random power flow method to solve the dynamic model, and uses the improved PSO algorithm to optimize the reconstruction model. Literature [5] fully considers the driving characteristics of household EVs, uses the statistics of the U.S. department transportation to predict the size and timing of EV charging, and builds an EV charging model. Draw the charging load curve through the charging model, divide the time segment according to the characteristics of the curve, make reconstruction optimization in each time period with its own characteristics, consider the three factors of network loss, voltage quality, and balanced load, and use particle swarm optimization algorithm to simplify the calculation of the mathematical model of EV introduction into the distribution network. Literature [6] takes the combination of distribution network switch and photovoltaic cell sequence arrangement as the optimization variable, and the change of photovoltaic cell sequence affects the reconstruction effect, so as to achieve the optimal network loss from both the distribution network reconstruction and the adjustment of photovoltaic cells. Literature [7] uses the power flow characteristics after the reconfiguration of the distribution network to optimize the large DG access location and its output, uses random power flow and Monte Carlo to simulate uncontrollable DG, and combines DG to achieve power flow optimization and reduce lines power consumption and improve reliability.

2 CS-PSO algorithms for distribution network reconstruction

2.1 Distribution network reconstruction model

Distribution network reconstruction is to use the change of the branch switch in the feeder to obtain a new network structure, and then optimize the power flow path to achieve functions such as load balancing, improvement of power quality, and reduction of active power loss. In essence, it is a set of seeking optimal switch combinations. Depending on the preference, the objective function can include reducing network loss and balancing load. This
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paper chooses the lowest active power loss on the distribution network line as the objective function, and it can be expressed as:

$$\min P_{\text{loss}} = \sum_{i=1}^{N_b} \beta_i R_i I_i^2$$  \hfill (1)$$

In the formula, $N_b$ is the total number of branches in the system, $i$ is the branch number; $R_i$ is the resistance of branch $i$, $I_i$ is the effective value of the current flowing through branch $i$; $\beta_i$ is the breaking variable of branch $i$, $\beta_i=0$ means the line is disconnected, and $\beta_i=1$ means the branch switch is closed.

In the traditional distribution network, the validity of the solution can be judged as long as the power flow constraints and topology constraints are met. The specific constraints are as follows:

1. **Topological radioactivity constraint:** the system structure satisfies the radial structure;

2. **Power flow constraint:** $P_{gi}$ is the active power component in the generator output at node $i$, $Q_{gi}$ is the reactive power component in the generator output at node $i$, $P_{io}$ represents the active power out of the network at node $i$, and $Q_{io}$ is the amount of reactive power flowing out of the network from node $i$, $b_i$ is the conductance of branch $j$, $g_{ij}$ is the susceptance of branch visits, $\epsilon(i)$ represents all nodes adjacent to node $i$; $\alpha_i$ is the line break between nodes $j$, $\alpha_i=1$ represents line connection, $\alpha_i=0$ represents line disconnection.

$$\begin{align*}
    P_{gi} - P_{io} &= \sum_{j=1}^{N_b} \alpha_j [g_{ij} V_i^2 - V_j^2 (g_{ij} \cos \theta_j + b_{ij} \sin \theta_j)] \\
    Q_{gi} - Q_{io} &= \sum_{j=1}^{N_b} \alpha_j [-(b_{ij} + b_{ji})/2] V_i^2 - V_j^2 (b_{ij} \cos \theta_j - g_{ij} \sin \theta_j)]
\end{align*}$$  \hfill (2)$$

3. **Constraints on branch transmission power:** $S_i$, $S_{i,max}$ are the apparent power and allowable maximum value of branch $i$, respectively. $N_b$ represents the total number of branches.

$$S_i \leq S_{i,max}, i = 1, \cdots, N_b$$  \hfill (3)$$

4. **Node voltage constraints:** $U_i$, $U_{i,min}$ and $U_{i,max}$ are respectively the node voltage value of node $i$ and its upper and lower limits; $N$ represents the total number of nodes in the network.

$$U_{i,min} \leq U_i \leq U_{i,max}, i = 1, \cdots, N$$  \hfill (4)$$

According to the branch relationship between the nodes in the branch data, the nodes are connected into a network structure in the program. Through the operation of the switch, the network structure is transformed into a tree structure, and the power flow is calculated by Newton Raphson iteration method to obtain the node voltage and phase angle of each node, and the current of each branch is obtained. In this way, the network loss of the distribution network is obtained, and it is judged whether the obtained topology structure meets the requirements of the objective function.

### 2.2 Cuckoo algorithm

The CS algorithm is proposed by observing the reproduction phenomenon of cuckoos in the ecosystem. When the cuckoo reproduces, it puts its own eggs in the nests of other birds for incubation. When other birds do not find them, the eggs will be kept for hatching, but when other birds find foreign eggs in the nest, and then this egg often faces the risk of being destroyed by other birds, which means that the optimized solution of the egg has a probability of being discarded. This is also a feature of the CS algorithm. Randomly generated particles have the probability of being discarded, so the randomness and uncertainty of the algorithm are improved. At the same time, the Levy flight mechanism [8] followed by birds was also introduced as the basis for particle jumping.

The following conditions are set for the behaviour of each egg, that is, the particle search behaviour:

1. Each cuckoo generates an egg, which is then randomly placed in a nest at a certain location;
2. High-quality eggs in other nests are retained, thereby evolving the next generation
3. The total number of other nests $n$ that can be used by cuckoos is fixed, that is, the total number of eggs produced is fixed. The probability that the eggs produced by cuckoos in the nest will be recognized and discarded by other birds is $pa \in [0,1]$.

Under the above set conditions, plus Levy's flight motion law, the cuckoo's nest search trajectory and nest coordinates iteration formula is:

$$x_i(t+1) = x_i(t) + \alpha \odot \text{Levy}(\lambda)$$  \hfill (5)$$

In the formula, $x_i(t)$ represents the position of the $i$-th nest in the $t$-th generation, $\odot$ corresponds to the multiplication of the dimensions, $\text{Levy}(\lambda)$ represents the step distance, is a random number of the flight trajectory, and the length and direction of the trajectory change are given arbitrarily. $\alpha$ is a given value greater than zero, and can be selected according to actual usage, generally $\alpha=0.01$.

The Levy route trajectory function is as follows:

$$S = \frac{\mu}{\sqrt[\lambda]{2}}$$  \hfill (6)$$

In the formula, $\lambda=\beta+1,0<\beta<2$ the parameters $\mu$ and $\nu$ are the random quantities provided by the normal distribution function and obey the function law of the following formula:

$$\begin{align*}
\mu - \text{N}(0, \sigma_\mu^2), \sigma_\mu &= \frac{\Gamma(1+\beta)\sin(\pi\beta/2)}{\Gamma((1+\beta)/2)2^{\beta-1}/\beta} \\
\mu - \text{N}(0, \sigma_\nu^2), \sigma_\nu &= 1
\end{align*}$$  \hfill (7)$$

### 2.3 Particle Swarm Algorithm

The PSO algorithm [9] was published by Kennedy and Eberhart in 1995. It originated from the study of bird flock
activity foraging. Individuals and groups in avian society influence each other, share information through social behaviour communication, learn from each other's existing experience, make the search process more concentrated, and quickly locate targets.

This characteristic of PSO algorithm makes it possess the characteristic of fast convergence. The PSO algorithm focuses on the processing of particles, using the collaborative information between particle swarms and the guiding effect of historically optimal particles, using the fitness of the objective function to mark the optimization degree of particles, and changing the state of particles by updating the speed and position information. It is convenient to program to realize the particle update process. It is widely used in power system reactive power compensation optimization, parameter identification, distribution network planning and other issues.

In the classic PSO model, the calculation formula for the velocity and position of the particle i in the \( t+1 \) generation is as follows:

\[
\begin{align*}
\mathbf{v}_{i}^{t+1} &= \mathbf{v}_{i}^{t} + c_{1}\mathbf{e}_{1} (\mathbf{p}_{i}^{t} - \mathbf{x}_{i}^{t}) + c_{2}\mathbf{e}_{2} (\mathbf{p}_{g}^{t} - \mathbf{x}_{i}^{t}) \\
\mathbf{x}_{i}^{t+1} &= \mathbf{x}_{i}^{t} + \mathbf{v}_{i}^{t+1}
\end{align*}
\]

In the formula: the particle: \( \mathbf{x}_{i} = (x_{i1}, x_{i2}, \ldots, x_{id}) \) represents the coordinates of a point in the n-dimensional space; \( \mathbf{P}_{i} = (P_{i1}, P_{i2}, \ldots, P_{id}) \) represents the best position that the particle has passed by memorizing so far; \( \mathbf{v}_{i} = (v_{i1}, v_{i2}, \ldots, v_{id}) \) represents the speed of the particle; \( \mathbf{P}_{g} = (P_{g1}, P_{g2}, \ldots, P_{gd}) \) represents the optimal position in the entire population. \( r_{1} \) and \( r_{2} \) are random numbers on the interval \([0,1]\); the constants \( c_{1} \) and \( c_{2} \) indicate the degree of influence of the particle by its own experience and group experience, and are the calculation coefficients that determine the magnitude of its effect \( v \in [-v_{\text{max}}, v_{\text{max}}] \).

\( v_{\text{max}} \) is a positive value defined in advance, used to limit the jump length to prevent the next generation of particles from exceeding the agreed range of the solution set, resulting in the waste of invalid particles.

The above-mentioned speed update formula consists of three parts: The first part is the motion trajectory, which is the inheritance and maintenance of the previous speed of the particle according to a certain weight, which is equivalent to giving the particle the characteristic of retaining the previous generation of information. The second part is the individual cognition of the particle, which is the affirmation of the best position that one has passed, and the affirmation of one's own search ability, which is equivalent to giving particles the characteristics of self-thinking, self-affirmation and self-belief. The third part is the overall social communication part, through the mutual communication with all particles in the group, learning the current optimal solution of the PSO and moving to the optimal solution, which is equivalent to giving the particles the ability to learn and communicate. By adjusting the learning coefficients \( c_{1} \) and \( c_{2} \), these three parts are balanced and influenced each other to ensure the optimization ability of the algorithm. In different application scenarios, the learning coefficients \( c_{1} \) and \( c_{2} \) need to be assigned based on experience and actual conditions.

### 2.4 CS-PSO algorithm

Due to the high stability of the PSO algorithm, the PSO algorithm is the main body of the CS-PSO algorithm, and the CS algorithm is supplemented. On the basis of ensuring the iterative speed and optimization effect, the PSO algorithm is improved to make up for the defect that the particles are easy to fall into the local optimum in the PSO algorithm.

The basic idea of the PSO and CS hybrid optimization algorithm: In one iteration, first use the PSO algorithm to update the speed and position of the particle \( i \) to obtain the optimal position \( p_{i} \) of a group of particles. If the fitness value of \( p_{i} \) is greater than the global optimal, then \( p_{i} \) enters the PSO algorithm to continue iterative updates. In the CS algorithm, \( p_{i} \) performs the long-step jump of Levy flight and retains the experience information after the jump for the next generation of evolution. If the performance of \( p_{i} \) is not good, there is a certain probability that it will be discarded. The optimal particle before the iteration is still retained, and the particle evolution is not affected as much as possible to make it jump out of the local optimal. The hybrid algorithm mixes the use of the PSO algorithm and the CS algorithm, and uses the characteristics of the long jump of the CS algorithm and a certain probability of discarding unfavourable particles to make up for the defects of the PSO algorithm. At the same time, the PSO algorithm search is performed first and then the CS algorithm search is performed, which increases the evolution. The number of steps makes it take longer for the same iterative algebra.

Due to the strong stability of the PSO algorithm, it maintains good experimental repeatability for the search effect. The CS algorithm is added to compensate for the defects of the PSO algorithm. On the basis of maintaining the stability and effectiveness of the original PSO algorithm, the search efficiency is improved, reduce the number of iterations and promote the particles to jump out of the local optimum in order to achieve better search results, and reduce the instability of the CS algorithm caused by abandoned particles.

The steps of PSO and CS hybrid optimization algorithm to solve the reconstruction problem are shown in Figure 1.

In order to prove the feasibility of the reconstruction algorithm, the hybrid algorithm is compared with the deterministic algorithm and the random algorithm in the traditional IEEE standard data. Select the optimal flow algorithm in the deterministic algorithm, and select the single CS algorithm and the single PSO algorithm in the random algorithm, and compare and verify with the CS-PSO algorithm.

Compare the intelligent algorithms, use the PSO method and the CS algorithm, and select the IEEE84 node standard system. Since the PSO, CS, and CS-PSO hybrid algorithms are all random algorithms, the program is run 50 times each, and the statistical reconstruction results are taken respectively. The average value, the result of 84-
node system optimization, forms the data curve in Figure 2.

![Flow chart of PSO and CS hybrid optimization algorithm](image)

**Fig1.** The flow chart of PSO and CS hybrid optimization algorithm to obtain reconstruction problem

![Comparison of iterations and network loss](image)

**Fig2.** Comparison of the number of iterations and network loss of the three intelligent algorithms under 84-node network

It can be seen from the calculation example that the convergence of the PSO algorithm is extremely high within the 10th generation, and the speed is much higher than the other two algorithms. However, it stops in the process of continuing the search. The optimal solution is gradually searched out around the 20th generation. The CS algorithm is relatively stable, it gradually converges slowly, and the gradient shown in the figure 2 is larger. The evolution curve of the CS-PSO algorithm complements the other two and compensates for the defects of the PSO algorithm, but the final optimized solution is the same as the CS algorithm. The CS-PSO algorithm is better than the PSO and CS algorithm in terms of the number of evolution and the results obtained. The CS-PSO algorithm combines the CS algorithm's jumping out of the local optimum and the rapid convergence of the PSO algorithm, which improves the PSO algorithm's large-scale optimization ability in the solution set space.

3 Distribution network reconstruction with distributed power generation

Because wind power and photovoltaic power generation fluctuate too much with the change of the natural environment, they are uncontrollable to a certain extent and are generally described by normal distribution. DG, including fuel cells and micro gas turbines, relies on the combustion of fossil fuels, and the output power is stable and can be adjusted according to actual needs.

Since uncontrollable DG has a great negative impact on the power grid, real-time dispatch of virtual power plant information data network is used to integrate DG, and adjustable power supply is used to compensate for the adjustable power supply, so as to achieve the stability of power grid output. Incorporating the uncontrollable DG into the virtual power plant management produces a large-capacity adjustable power source, thereby converting the uncontrollable DG into a power point with schedulable output. Joining the DG distribution network constraints increases the constraints on the DG. The constraints on the topology are the same as equations (9), (10) and (11), the constraints on the power flow are as follows:

1. Power flow constraint: $P_{DG_i}$ is the active energy input to the distribution network by the DG installed at node $i$, $Q_{DG_i}$ is the reactive energy input to the distribution network by the DG installed at node $i$, $P_{DG_i}$ represents the active energy absorbed by the DG installed at node $i$ from the grid, $Q_{DG_i}$ is the reactive energy absorbed by the DG installed at node $i$ from the grid, and the rest is the same as equation (9).

\[
\begin{align*}
P_{DG_i} + P_{DG} &= P_n + \sum_{j=1}^{N} \alpha_j \left[ g_{ij} V_j^2 + \frac{1}{2} \sum_{k=1}^{N} (b_{ij} \cos \theta_k + b_{ij} \sin \theta_k) \right] \\
Q_{DG_i} + Q_{DG} &= Q_n + \sum_{j=1}^{N} \alpha_j \left[ h_{ij} V_j^2 + \frac{1}{2} \sum_{k=1}^{N} (b_{ij} \cos \theta_k - g_{ij} \sin \theta_k) \right] \\
&i = 1, \ldots, N
\end{align*}
\]  

2. Constraints on DG output power: $n$ is the number of connected DGs, $P_{DG_{i,min}}$ and $Q_{DG_{i,min}}$ are the minimum active power and reactive power output by the i-th DG, $P_{DG_{i,max}}$ and $Q_{DG_{i,max}}$ are the maximum active power and reactive power output by the i-th DG.
active power and reactive power output by the i-th DG, respectively.

\[ P_{DG, \text{min}} \leq P_{DG} \leq P_{DG, \text{max}}, i = 1, \ldots, N \]  \hspace{1cm} (10)

\[ Q_{DG, \text{min}} \leq Q_{DG} \leq Q_{DG, \text{max}}, i = 1, \ldots, N \]  \hspace{1cm} (11)

The main feature of the distribution network reconstruction with DG is that the output of the DG is included in the optimization range. The position and output of the DG have varying degrees of influence on the distribution network line loss.

4 The reconfiguration of distribution network including electric vehicles

According to the load characteristics, a day is divided into two time periods, which are the low period 23:00-7:59, and the rising and peak periods 8:00-22:59. The network losses of these two periods are \( P_{\text{loss}, \text{a}} \) and \( P_{\text{loss}, \text{b}} \).

Since the electric load of an EV changes with time, in order to still ensure the optimal operation of the distribution system during the dynamic load change process, a single optimization result of the reconstruction objective function cannot guarantee the optimal operation of the power grid. Therefore, in order to balance the two time periods, the two time periods are comprehensively planned to reduce the active power loss of the composite network and the objective function for the optimization of the distribution network reconstruction problem is:

\[ \min P_{\text{loss}} = \min \left( \mu_a P_{\text{loss}, \text{a}} + \mu_b P_{\text{loss}, \text{b}} \right) \]  \hspace{1cm} (12)

In the formula: \( N \) is the total number of branches in the system; \( a_i \) and \( b_i \) are the branch numbers of the two time periods; \( R_{bi}, R_{ai} \) are the resistance of branch \( i \) in two time periods; \( I_{ai}, I_{bi} \) are the effective value of the current flowing through branch \( i \) in two time periods; \( \beta_{ai}, \beta_{bi} \) are the switch state variables of branch \( i \) in two time periods, \( \beta = 0 \) indicates that the branch \( i \) switch is open, \( \beta = 1 \) indicates that the branch \( i \) switch is closed. \( \mu_a, \mu_b \) are the weight coefficients. Since the load in period \( b \) is the largest and the network loss is the largest, the weights are \( \mu_a = 0.33, \mu_b = 0.67 \).

5 Example analysis

5.1 Simplified distribution network

This paper assumes that all branches in the network are equipped with switches, so that all branches can be switched to control the opening and closing of branches. When solving actual problems, it can be judged according to the installation situation of network branch switches, which will affect the number of branch sets in the simplified branch group, but does not affect the process of simplifying the network itself. Take 69 nodes as an example, the following figure 3 is a diagram to simplify the steps of the network process.

The steps to simplify the network are as follows:

1) Close all switches to form a closed loop network
2) Delete the branch that cannot form a closed loop
3) Combine equivalent branches into one branch
4) Simplified network \( G \) is obtained, and the operation of the switch in the simplified network needs to meet the restrictions on the use of radioactive open loop in the distribution network, the specific operating regulations are:

1) For branches that do not form a ring network, their switches must be closed
2) In a simplified branch, at most one switch is open.

If the above two conditions are not met, \( G \) will produce islands that are not connected to the power supply.

5.2 Coding

Due to the overlap of the ring network, the improved decimal method and other methods will often get invalid solutions, while the Mayeda method does not need to confirm the connectivity of the graph, only the operation of matrix addition is required, which is convenient and quick to obtain the network changes after the previous exchange of branches. Thus, the next branch selection is carried out on the basis of the original change.

5.3 Simulation analysis

The calculation example combines EV and DG to optimize the charging and discharging power of the V2G charging station, and use it and DG to contribute to the uniform power flow. The calculation example uses the
CS-PSO algorithm to optimize the output of EV and DG to carry out random search and simultaneously carry out distribution network reconstruction. The calculation example uses a 69-node system and is optimized under the characteristics of a 200,000 EVs comprehensive daily load charging curve. The comprehensive system is shown in Figure 4.

The maximum discharge power of V2G is 200kW, and the maximum charging power is 400kW. The two time period node load expectations of 200,000 EV are evenly distributed to the load nodes, and the above calculation example is optimized to obtain V2G and DG optimized output Table 1 and Table 2. And the network loss comparison between non-optimized output and optimized output is shown in Table 3. The node voltages in the table are all expressed in standard unit values.

![Figure 4: 69-node system diagram with DG and PEV](image)

Table 1. DG optimized output

| Node number | Power supply | Active power /kW | Optimize active output /kW | Reactive power capacity /kVar | Reactive power output /kVar | Node voltage |
|-------------|--------------|------------------|----------------------------|-------------------------------|----------------------------|--------------|
| 35          | DG1          | 50               | 47.135                     | 20                            | 16.549                     | 1.0          |
| 27          | DG2          | 150              | 88.358                     | 100                           | 24.323                     | 1.0          |
| 42          | DG3          | 1500             | 1032.142                   | 300                           | 153.379                    | 1.0          |
| 51          | DG4          | 300              | 145.697                    | 0                             | 0                          | 1.0          |
| 69          | DG5          | 50               | 46.916                     | 0                             | 0                          | 0.996        |

Table 2. V2G optimized output

| Node number | Power supply | Active power /kW | Optimize active output /kW | Node voltage |
|-------------|--------------|------------------|----------------------------|--------------|
| 21          | V2G1         | 200              | 91.016                     | 1.0          |
| 29          | V2G2         | 200              | 121.114                    | 1.0          |
| 43          | V2G3         | 200              | 146.602                    | 1.0          |
| 50          | V2G4         | 200              | 128.028                    | 1.0          |
| 63          | V2G5         | 200              | 118.6384                   | 1.009        |

Table 3. Comparison of network loss under different output conditions

| Maximum output of power supply | Optimal power output |
|-------------------------------|----------------------|
| Network loss value/MW         | 0.00399969           |
| Optimal power output          | 0.00298954           |

It can be seen from Table 3 that under the premise of adjustable power supply, it is necessary to optimize output to reduce network loss. However, if considering energy utilization such as abandoning wind and water, the highest utilization rate cannot be achieved. The objective function needs to be adjusted, discussing from the two aspects of reducing power abandonment and reducing network loss.

6 Conclusion

With the increasingly serious energy problem, more and more measures are applied to the power grid in order to save resources and reduce losses. Distribution network loss is an important part of energy loss, distribution network reconfiguration, as an important measure to reduce distribution network loss, has been widely studied in recent years. From heuristic algorithms, mathematical programming methods, intelligent algorithms to various hybrid algorithms, the optimization algorithms applied to distribution network reconfiguration have their own advantages and disadvantages. It is still necessary to continue to explore optimization algorithms. With the use of renewable resources of distributed power and the use of electric vehicles using electric energy or hybrid energy is increasing. The injected power of DG into the distribution network has redistributed the original load distribution.
The massive use of electric vehicles has increased the burden on the grid. Both of them are power flow calculations for reconstruction problems. The model puts forward new requirements. The mathematical models of DG and EV are complex. When they are put into the distribution network model, it increases the difficulty of calculation and the use of model description. Simplifying the mathematical models of DG and EV can effectively simplify the reconstruction problem. DG output is one of the problem conditions, and the reconstruction problem is added for optimization, which can effectively even load and reduce network loss.
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