CIDER: Resources to Analyze Sequence-Ensemble Relationships of Intrinsically Disordered Proteins
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ABSTRACT Intrinsically disordered proteins and regions (IDPs) represent a large class of proteins that are defined by conformational heterogeneity and lack of persistent tertiary/secondary structure. IDPs play important roles in a range of biological functions, and their dysregulation is central to numerous diseases, including neurodegeneration and cancer. The conformational ensembles of IDPs are encoded by their amino acid sequences. Here, we present two computational tools that are designed to enable rapid and high-throughput analyses of a wide range of physicochemical properties encoded by IDP sequences. The first, CIDER, is a user-friendly webserver that enables rapid analysis of IDP sequences. The second, localCIDER, is a high-performance software package that enables a wide range of analyses relevant to IDP sequences. In addition to introducing the two packages, we demonstrate the utility of these resources using examples where sequence analysis offers biophysical insights.

Intrinsically disordered proteins and regions (collectively referred to as IDPs hereafter) make up ~30% of eukaryotic proteomes (1). They are associated with a variety of functions, including transcriptional regulation, cell signaling (2), chaperone activity (3), regulation of bacterial homeostasis and lifecycles, viral infectivity, and subcellular organization in eukaryotic cells (4). IDPs are also associated with a wide range of diseases, including neurodegeneration and cancer (5). Sequence-encoded conformational heterogeneity is a defining feature of IDPs. Properties of conformational ensembles are quantified in terms of average size, shape, local secondary structural preference, pattern of inter-residue distances, and amplitude of conformational fluctuations. Heuristics extracted from biophysical studies can be used to classify sequence-ensemble relationships of IDPs. These relationships are governed by the amino acid compositions and sequence patterns within IDPs. Recent studies have shown that sequence-ensemble relationships of IDPs contribute directly to their biological functions (6,7).

IDP sequences show poor conservation across orthologs (8). However, there is growing evidence that coarse-grained sequence features are well conserved in IDPs. These coarse-grained sequence properties, which can be readily deduced through analysis of primary sequences, determine the conformational properties of IDPs. The precise sequence-ensemble relationship is governed by their amino acid compositions and sequence patterns (7). Sequences encode the patterns of long-range interactions (9), secondary structural preferences (10), and fluctuations about well-defined conformational elements that characterize IDP ensembles. Accordingly, the ensembles of many IDPs can be partitioned into distinct conformational classes, and the relationships between sequence and conformational classes can be identified using a set of quantitative heuristics that are derived from amino acid sequences (7). The volume of sequence information is growing exponentially, and hence, it should be possible to uncover the evolution of sequence-ensemble-function relationships across disordered proteomes.

Low overall hydrophobicity is a defining feature of many IDP sequences. In a two-parameter space defined by the mean hydrophobicity, $H$, and mean net charge, $q$, Uversky et al. argued that a single empirical line delineates putative IDPs and autonomously foldable proteins (11). Studies focused on sequences that lie on the IDP side of this empirical line showed that there are distinct sub-classes among IDPs themselves. For example, the net charge per residue (NCPR) of an IDP contributes directly as a determinant of overall global dimensions (12–14). Polyelectrolytic IDPs with NCPR below a threshold value of 0.25 adopt compact globular ensembles, whereas sequences that lie above this threshold adopt well-solvated expanded coils and even stiff rod-like conformations. The degree of conformational heterogeneity within IDP ensembles can be decoupled from the overall size, shape, and local conformational preferences.
For example, sequences that predominantly favor collapsed globules can sample vastly different globular conformations and have higher conformational heterogeneity than highly charged polyelectrolytes that sample predominantly rod-like conformations (15). The importance of charged residues as one of the main determinants of conformational properties of IDPs was further underscored in work that showed that the fraction of charged residues (FCR) and the linear patterning of positively charged and negatively charged residues contribute directly to the size, shape, and amplitude of conformational fluctuations of polyampholytic IDPs (16).

Using the fractions of positively charged and negatively charged residues, viz., \( f_+ \) and \( f_- \), respectively, IDP sequences can be partitioned into one of five different conformational classes. This predictive, albeit heuristic diagram of states, shown in Fig. 1a, provides a simple way to classify IDPs and generate expectations regarding conformational properties (7,16). Assuming fixed charge states, IDP sequences of low overall hydrophobicity and low overall proline content (<15%) can be partitioned into one of five classes, viz., R1–R5. Additionally, the sequence patterning of oppositely charged residues contributes directly to the global compaction or expansion of IDPs, and this patterning is quantified by a parameter \( \kappa \) (16). Here, \( 0 \leq \kappa \leq 1 \); low values of \( \kappa \) correspond to sequences—for a fixed amino acid composition—wherein the oppositely charged residues are well-mixed within the linear sequence. In contrast, large values of \( \kappa \) correspond to sequences where the oppositely charged residues are segregated into blocks of like charge (see Fig. 1b). In addition to charged residues, the fraction of proline residues and the intrinsic propensities of individual residues to adopt polyproline II (PPII) conformations are thought to play an important role in driving local conformational transitions and global compaction/expansion (12,17). Finally, recent studies have focused on the sequence complexity of IDPs due to growing interest in drivers of the formation of membraneless organelles (4).

Our goal is to enable efficient annotation of various sequence features of IDPs and to facilitate the rapid design of sequences that enable direct investigation of sequence-ensemble-function relationships. Accordingly, we have introduced a pair of tools to annotate IDP sequences by their expected sequence-ensemble-function relationships. Classification of Intrinsically Disordered Ensemble Relationships (CIDER) is a web server that provides instantaneous access to a range of properties that are derivable from the primary sequence of IDPs. This includes NCPR, FCR, \( \kappa \) values, hydrophobicity, compositional bias, and diagram-of-states classification. localCIDER is a locally installable software package for the high-throughput analysis of disordered sequences, and it includes a wider range of IDP-specific sequence-analysis routines.

The remainder of this report is organized as follows. First, we introduce CIDER and localCIDER and describe the relevant use-cases for each of the tools. We then describe the various analyses that can be performed using localCIDER. Finally, we outline several examples where sequence analysis via CIDER/localCIDER has been used to generate predictive insights regarding sequence-ensemble relationships of IDPs.

**Overview of CIDER and localCIDER**

CIDER is a user-friendly, modern web server that enables rapid analysis of IDP sequences to generate expectations based on prior observations regarding sequence-ensemble relationships. It is freely accessible via http://pappulab.wustl.edu/CIDER. Full documentation and a user guide are available at http://pappulab.wustl.edu/CIDER/help. The web server takes unformatted or FASTA-formatted sequences as inputs. It uses an intelligent formatting algorithm to strip out non-alphabetic characters. The analysis performed by CIDER is synthesized in terms of a series of sequence-specific parameters and plots that quantify the information accessed from the sequence information that is input by the user. A sampling of the analysis that is provided by CIDER is shown in Fig. 2. CIDER makes all the calculated sequence parameters available in downloadable text format. Multiple sequences can be analyzed and visualized simultaneously.

Unlike CIDER, localCIDER is a standalone software package that was developed to be a high-performance toolkit for the programmatic analysis of IDP sequences. It combines a wide array of sequence-analysis routines with built-in plotting functions to create a single, all-encompassing framework for the analysis of IDP sequences. Installation information and documentation are available via http://pappulab.github.io/localCIDER/. The decision to create a standalone web server and a locally deployable
The localCIDER package was motivated by the fact that these two tools serve very different needs. A web server is ideal for quick, user-friendly access to summary statistics, since this does not require any time or resource investments from the user. Web servers, however, introduce the complication of network latency, as well as providing a single point of failure when one seeks high-throughput sequence analysis. localCIDER is an easily installable package that mitigates these issues and allows the deployment of powerful sequence-analysis pipelines.

**Analyses available within localCIDER**

The localCIDER package implements a wide array of customizable analysis routines for the study of IDP sequences. There are two main classes of analysis in localCIDER. Sliding windows can be used to analyze local sequence features, thereby generating position-specific descriptions of various physicochemical properties encoded by the IDP sequence. The sizes of sliding windows can be set to any value, which allows the analysis to be performed on any length scale (see Fig. 3a). In addition, the user can quantify global descriptors that are computed as averages over the entire sequence. These include a range of parameters such as hydrophobicity, NCPR, FCR, $\kappa$, diagram-of-states classification, and average PPII propensities (17–20). The local and global enrichment of particular classes of amino acids is readily visualized and quantified (see Fig. 3b). The linear sequence complexity can be calculated using one of three possible complexity measures, viz., Wootton-Federhen complexity (21), linguistic complexity (22), and Lempel-Ziv-Welch complexity (23). Many of these analysis routines allow the specification of user-defined adjustable parameters.

The parameter $\kappa$, which quantifies the patterning of oppositely charged residues, is calculated using a newly developed deterministic algorithm with $O(1)$ complexity. If phosphosites are known a priori, these can be passed in as inputs and the distribution of $\kappa$ values associated with various possible phosphorylation states can be calculated automatically, providing insight into how sub-stoichiometric phosphorylation would influence $\kappa$. Recently, we introduced a binary patterning parameter, $\Omega$, that quantifies the linear mixing/segregation of prolines and charged residues vis-à-vis all other residues. This is of particular relevance for IDRswith high proline and low charge contents (24). In addition to calculating $\Omega$, one can generalize the calculation of patterning parameters to any arbitrary binary sequence-patterning parameter. In this approach, one collects one set of residues into one group and all others into the second group. This allows one to investigate the mixing/segregation of any pair of residue types that are grouped into two categories. Examples include hydrophobic patterning, whereby all residues are grouped into hydrophobic or non-hydrophobic sets, disorder- or order-promoting residues, or neutral polar residues or all other residues. Similarly, analysis of ternary patterning, where residues are assigned to one of three groups, is also possible. Finally, input sequences can be converted into a reduced alphabet using either a set of pre-defined reduced alphabets (25) or by passing in a user-defined reduced alphabet mapping. A reduced alphabet representation may

**FIGURE 2** Overview of a subset of the output generated by CIDER. (a) Overview of the parameters that are calculated. When multiple sequences are analyzed, each column is sortable. (b–d) A sliding-window approach is used to show the linear hydrophobicity, NCPR, and FCR, respectively. (e) The physicochemically colored sequence. Here, black denotes hydrophobic residues, green denotes polar residues, and blue and red denote positive and negatively charged residues, respectively. (f) A sequence-annotated diagram of states.
be convenient for creating more coarse-grained sequence representations for further analysis, sequence clustering, and sequence comparison. In addition to the various numerical analysis routines described above, all the linear analysis routines can directly generate pre-formatted PDF or PNG figures. In addition, diagram-of-state annotations and charge-hydropathy plots can be generated with an arbitrary number of different sequences on the same plot. The utility of an analysis package such as localCIDER comes from the ability to combine local and global sequence analysis with additional classification tools and statistical methods to enable rapid, customized high-throughput analysis pipelines.

**Discussion**

In this section, we discuss examples of how sequence analysis can be used to uncover inferences regarding the biophysical properties of IDPs. These inferences serve as ideal starting points for the development of testable hypotheses. Pak et al. used localCIDER to identify local clusters of high negative charge in the disordered region of the Nephrin intracellular domain that drives phase separation via complex coacervation (26). The tools within localCIDER were coupled to a statistical analysis framework to identify the amino acid types that most strongly influenced phase separation. Similarly, work by Nott et al. (which pre-dates the release of localCIDER) identified clusters of charged residues in the N-terminal IDR of DDX4. These clusters are required to drive phase separation (27) (see Fig. 3a). Given that many IDPs contain local clusters of charged residues, and that the patterning of charged residues has been shown to play a role in determining both conformation and function (16,28–30), we expect there to be many more examples where the distribution of charged residues has a major impact on the sequence-ensemble-function relationships of IDPs.

Amino acid compositions of IDPs play central roles in determining their conformational properties (7,11–16,28,31). localCIDER enables rapid, proteome-wide investigations of compositional biases and the evolutionary preferences within IDPs. We analyzed the complete set of IDPs from 16 model organisms to ask how general compositional biases in IDPs vary across diverse proteomes. For the higher eukaryotes (chordates), we found highly similar sequence properties, whereas lower eukaryotes displayed greater variety. The disordered proteome of Dictyostelium discoideum showed a substantial deficiency of charged residues and enrichment in polar residues (notably Asn and Gln) when compared to other species. This result is in accord with the findings of Malinovska et al. (32). Conversely, the disordered proteome of Plasmodium falciparum is enriched in strong polyampholytic IDPs, with almost 50% of IDPs falling into R3 on the diagram of states. These results and additional analyses are explored in greater detail in the Supporting Material. The complete analysis of 203,944 disordered fragments took just over 2 h on a desktop computer, showcasing the high-throughput nature of localCIDER. In a similar vein, proteome-scale analysis has also been performed using localCIDER (33) or ideas captured in localCIDER (34).

Fig. 3 shows three examples of the types of linear sequence analysis performed by localCIDER. (a) Charge patterning in the protein DDX4, identifying the local region with a high net positive or negative charge and showing the full-sequence and C-terminal $\kappa$ values. (b) Illustration of the local sequence composition and complexity of the protein FUS. RNA recognition motifs (RRM) and Zinc-finger domains (Zn-Fin) are annotated based on published structural information. (c) Charge distribution in the 4R-441 isoform, with various domains and regions annotated.
a high density of acidic residues, whereas the remainder of the sequence is highly basic. The delineation of positively charged and negatively charged residues does not overlap with other known sequence annotations. This charge distribution is expected to have an impact on how tau associates with other charged biopolymers, such as heparin (36), due to an effective macro-dipole across the sequence.

Conclusions
The importance of sequence features in determining the conformational behavior of IDPs has been demonstrated in different sequences via different approaches. Here, we introduce a pair of computational tools to analyze, describe, and interpret IDP sequences directly. The combination of CIDER and localCIDER offer simple approaches to generate biophysically meaningful insights from analysis of physicochemical properties encoded in IDP sequences.
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