MaNGIA: 10 000 mock galaxies for stellar population analysis
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ABSTRACT

Context. Modern astronomical observations give unprecedented access to the physical properties of nearby galaxies, including spatially resolved stellar populations. However, observations can only give a present-day view of the Universe, whereas cosmological simulations give access to the past record of the processes that galaxies have experienced in their evolution. To connect the events that happened in the past with galactic properties as seen today, simulations must be taken to a common ground before being compared to observations. Therefore, a dedicated effort is needed to forward-model simulations into the observational plane.

Aims. We emulate data from the Mapping Nearby Galaxies at Apache Point Observatory (MaNGA) survey, which is the largest integral field spectroscopic galaxy survey to date with its 10 000 nearby galaxies of all types. For this, we use the latest hydro-cosmological simulations IllustrisTNG to generate MaNGIA (Mapping Nearby Galaxies with IllustrisTNG Astrophysics), a mock MaNGA sample of similar size that emulates observations of galaxies for stellar population analysis.

Methods. We chose TNG galaxies to match the MaNGA sample selection in terms of mass, size, and redshift in order to limit the impact of selection effects. We produced MaNGA-like datacubes from all simulated galaxies, and processed them with the stellar population analysis code pyPipe3D. This allowed us to extract spatially resolved maps of star formation history, age, metallicity, mass, and kinematics, following the same procedures used as part of the official MaNGA data release.

Results. This first paper presents the approach used to generate the mock sample and provides an initial exploration of its properties. We show that the stellar populations and kinematics of the simulated MaNGA galaxies are overall in good agreement with observations. Some examples include studies on galaxy morphology, structural properties or not. Mock imaging has been extensively used to statistically compare simulated galaxies with observations delivered by large surveys, such as the Sloan Digital Sky Survey (SDSS, York et al. 2000) and Pan-STARRS (Chambers et al. 2016), identifying compatibilities between simulations and observations and leading to a new generation of improved simulations. Some examples include studies on galaxy morphology, colour distribution, or mass-to-light ratios (Torrey et al. 2015; Bottrell et al. 2017a,b; Schulz et al. 2020; Nelson et al. 2018; Rodriguez-Gomez et al. 2019). In addition to comparing observations and simulations, realistic mock observations can also be used for simulation-based inference of physical processes, which are accessible in the simulation, but not in observations at fixed redshift.

Conclusions. Our final dataset is released with this publication, consisting of ≥10 000 post-processed datacubes analysed with pyPipe3D, along with the codes developed to create it. Future work will employ modern machine learning and other analysis techniques to connect observations of nearby galaxies to their cosmological evolutionary past.
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1. Introduction

Over the past years we have witnessed an emergence of modern hydro-cosmological simulations (e.g. Schaye et al. 2015; Crain et al. 2015; Springel et al. 2018; Pillepich et al. 2018; Naiman et al. 2018; Nelson et al. 2018; Marinacci et al. 2018), which provide galaxies in a cosmological context and with unprecedented resolution, recovering structures in galaxies, such as spiral arms and bars (Pillepich et al. 2019). Characterizing how close the properties of simulated and observed galaxies are has become crucial to achieving progress in our understanding of the physics of galaxy formation.

However, observations are affected by a number of instrumental and selection effects. A dedicated effort is necessary to emulate the observational effects in simulation outputs and produce statistical samples to be compared with observations. This apple-to-apple comparison is needed to validate whether the simulations reproduce the observed galaxies and their properties or not. Mock imaging has been extensively used to statistically compare simulated galaxies with observations delivered by large surveys, such as the Sloan Digital Sky Survey (SDSS, York et al. 2000) and Pan-STARRS (Chambers et al. 2016), identifying compatibilities between simulations and observations and leading to a new generation of improved simulations. Some examples include studies on galaxy morphology, colour distribution, or mass-to-light ratios (Torrey et al. 2015; Bottrell et al. 2017a,b; Schulz et al. 2020; Nelson et al. 2018; Rodriguez-Gomez et al. 2019). In addition to comparing observations and simulations, realistic mock observations can also be used for simulation-based inference of physical processes, which are accessible in the simulation, but not in observations at fixed redshift.

In this work, we present MaNGIA (Mapping Nearby Galaxies with IllustrisTNG Astrophysics), a new forward-modelled...
sample from the TNG50 (Pillepich et al. 2019, Nelson et al. 2019) simulation to mimic the properties of the MaNGA survey (Bundy et al. 2015). MaNGA is currently the largest integral field spectroscopic survey with data for 10 000 galaxies and enables a statistical analysis of spatially resolved physical properties of nearby galaxies. The survey’s science goals include the study of galaxy assembly histories, galaxy quenching and its link to environment, and how galaxy morphology and components form (Bundy et al. 2015).

Previous works have addressed mock MaNGA datacubes for a reduced number of simulated galaxies, following different recipes. Bottrell & Hani (2022) emulated the instrumental effects of the survey with the RealSimIFS code and applied it to TNG50 simulations (Pillepich et al. 2019; Nelson et al. 2019), producing mocks for 893 simulated galaxies using input datacubes that comprise the stellar particles’ line-of-sight (LOS) velocity distributions. Other approaches produced full spectral datacubes prior to mimicking MaNGA’s instrumental pipeline (Ibarra-Medel et al. 2019; Nevin et al. 2021; Nanni et al. 2022a). In these the spectra were generated considering three components: stellar continuum, emission lines due to young stars and/or active galactic nucleus (AGN) feedback, and dust attenuation. Nevin et al. (2021) shows the impact of using the full mock datacubes to recover the kinematic maps.

We present a set of 10 000 post-processed datacubes that resemble the MaNGA survey, constituting the first complete sample and the largest one to date. We used TNG50 (Pillepich et al. 2019, Nelson et al. 2019), the highest-resolution hydro-dynamical simulation of the IllustrisTNG family. This TNG simulation offers the best compromise to date between resolution and number of unique galaxies in a cosmological context. We mimicked MaNGA’s target selection and followed the procedures of Ibarra-Medel et al. (2019) to generate mock datacubes from simulated galaxies. These include producing the spectra associated with the particles in the simulation, recreating the fibre bundle observing scheme to mimic MaNGA’s spectral and spatial resolution, and incorporating typical observational effects as atmospheric seeing and noise. The data products are aimed to be comparable with the MaNGA MPL-11 release1 analysed with the pyPipe3D code2 (Lacerda et al. 2022, Sánchez et al. 2022), which extracts the stellar populations and emission line properties from the integral field spectroscopy data.

The paper is organized as follows. Section 2 details the sample selection strategy. The method used to generate mock MaNGA datacubes is described in Sect. 3. In Sect. 4 we show an overview of the mock dataset. Data can be accessed by following the instructions in Sect. 7. The discussion is presented in Sect. 5 and our conclusions in Sect. 6.

2. Sample selection

2.1. MaNGA

MaNGA (Bundy et al. 2015) is the integral field spectroscopic (IFS) survey of the Sloan Digital Sky Survey IV (SDSS IV; Blanton et al. 2017). MaNGA targets were observed with the Sloan 2.5m aperture telescope at APO (Gunn et al. 2006). To obtain the spatial-spectral cubes, MaNGA used integral field units (IFUs) formed by arrays of fibres distributed in a hexagonal pattern (Drory et al. 2015). The fibres are connected to two twin multi-object fibre spectrographs covering the 340–1030 nm wavelength range with a spectral resolution $R \sim 2000$ (Smeet et al. 2013). MaNGA data was released in ten public releases, completed in DR17 (Abdulof et al. 2022).

The MaNGA survey consists of over $10^4$ galaxies to have a statistical sample of galaxies that covers a variety of environments and star formation activity. To achieve this, the galaxies were selected to have a flat distribution in mass, as this parameter is an important driver of the galaxy population. However, to avoid uncertainties in the mass calculation, the selection was based on the i-band magnitude ($M_i$) instead, commonly used as a proxy for stellar mass. A uniform distribution in $M_i$ was achieved by selecting galaxies at different redshifts.

The complete sample is divided into three subsamples: Primary, Secondary, and Colour-Enhanced. The Primary sample represents ~50% of the survey and optimizes a galaxy spatial coverage out to 1.5 effective radii $R_e$, while the spatial coverage in the Secondary sample (designed to have half as many targets as the Primary sample) is out to 2.5 $R_e$. The Colour-Enhanced sample was defined to balance the NUV-i colour distribution in the Primary sample by increasing the number of galaxies in the red--low-mass and in the blue--high-mass regimes and in the green valley. As the targets should have a similar spatial coverage (1.5 or 2.5 $R_e$ of the galaxy), five bundle sizes were used to optimize the coverage. This introduces a constraint on the redshift and the size of the galaxies such that their apparent sizes match that of the bundles’ field of view (FOV; Bundy et al. 2015).

To mimic the MaNGA sample we selected simulated galaxies with similar redshifts, sizes, and masses (see Sect. 2.3 for more details). In particular, we used the following parameters for the observed galaxies. The redshifts assumed are listed in the NASA-Sloan Atlas (NSA) catalogue. As the MaNGA IFU allocation is based on the elliptical Petrosian 50% light radius in the SDSS r-band, we used this parameter as a proxy for size. Although the original sample selection replaces stellar mass by the $i$-band magnitude, deriving magnitudes from simulated galaxies involves a mocking process itself which is computationally very expensive and not justified at the target selection stage of this work. While TNG50 provides stellar magnitudes, these are based on Bruzual & Charlot (2003) simple stellar populations (different to the one used in this work, see Sect. 3.2) and without accounting for dust effects. Therefore, we relied on the stellar mass values inferred from observations rather than forward-modelling all the simulated galaxies into the observer space for the purposes of deriving stellar masses. Therefore, we used the stellar mass $M_{*0}$ within an aperture of two Petrosian radii. Like the redshifts, the effective radii and stellar masses are extracted from the NSA catalogue.

2.2. TNG50

TNG50 uses a finite periodic co-moving volume of $50 \text{ Mpc}^3$ and assumes a flat ACDM cosmology with $H_0 = 67.74 \text{ km s}^{-1} \text{ Mpc}^{-1}$ (Planck Collaboration XIII 2016), which is the one used throughout this work. As the cosmological box evolves through time, 100 snapshots are saved with a typical separation of $\Delta z = 0.01$ across MaNGA’s redshift range, which is equivalent to a mean time span of 0.16 Gyr between snapshots. We consider simulated galaxies from snapshots 87 to 98 ($0.012 \leq z \leq 0.15$).

While MaNGA targets were selected based on properties derived from the SDSS survey, photometric measurements are not directly derivable from the simulations. Therefore, the challenge of matching observed galaxies with simulated ones
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1 http://ifs.astroscu.unam.mx/MaNGA/Pipe3D_v3_1_1/index.html
2 http://ifs.astroscu.unam.mx/pyPipe3D/
relies on their properties being comparable. While redshifts are defined by the TNG snapshots, radius and mass require a more detailed estimation. We use the preexisting catalogues from Rodriguez-Gomez et al. (2019) which collect photometric parameters of TNG50 galaxy mocks produced using the SKIRT radiative transfer code (Baes et al. 2011, Baes & Camps 2015). As these catalogues are only available for a limited number of TNG snapshots, we aim to relate the radii directly calculated from the simulations (i.e. the stellar half-mass radii) with the photometric radii derived from the mocks to later extend this relation to all the snapshots with \( z \leq 0.15 \). In particular, we used the catalogue corresponding to snapshot 95 (\( z = 0.048 \)) as it is the one with the available redshift that is nearest to MaNGA's average redshift. Galaxies in this snapshot are divided in five stellar mass bins to later perform a linear fit per bin between the simulation and observation-like sizes. An analogous procedure is followed to estimate the circularized Petrosian radius, which is then used to calculate the stellar mass of the galaxy enclosed within two Petrosian radii. In Appendix A we describe in detail the fit performed to estimate the elliptical Petrosian half-radii and the stellar masses for the simulated galaxies.

As other parameters such as colour, star formation rate (SFR), and environment are not matched, the TNG-MaNGA counterparts will not necessarily share the same properties. However, the MaNGA sample and our TNG sample should both have a similar variety of these properties, as the target selection is essentially the same. We avoid matching the samples by colour as the magnitudes derived from the simulation are not necessarily comparable to the observed ones. Although the Colour-Enhanced sample is colour-defined, this sample represents only \( \leq 15\% \) of the total. Nevertheless, we identify TNG50 analogues for these galaxies, but only considering the parameters described above. This means that this subsample of MaNGA may not be represented as well as the others in our sample. However, the simulated galaxies are observed with the largest bundle size to enable a posterior rearrangement of the samples.

### 2.3. Matching algorithm

Our simulated sample was built by finding a TNG50 analogue to every MaNGA galaxy, matching redshift, stellar mass, and \( R_e \) with a similar approach to Duckworth et al. (2020). We used the DRPall catalogue v3.1.1 corresponding to SDSS Data Release 17. In this catalogue 10233 observed galaxies have a well-defined mass, \( R_e \), and redshift, of which 10094 are unique. We considered all the galaxies with \( M_* > 10^{8.5} M_\odot \) in this subsample for the matching of the sample (10070 in total).

As the number of simulated galaxies is limited, we made two assumptions that allowed us to complete the sample. First, galaxies have modified their properties enough across redshift such that they can be considered as different galaxies if they are in different snapshots. In the local Universe, merger and accretion events, bursts of stellar feedback, or SMBH feedback due to gas infall or gas brought in by merging galaxies can induce changes on timescales of 150–200 Myr (Sotillo-Ramos et al. 2022). Additionally, at fixed projection, a given galaxy rotates and can change its orientation between snapshots, indeed appearing as a different galaxy. Second, mocks produced by observing a simulated galaxy from different angles are sufficiently different to be considered independent galaxies. However, the latter assumption fails for galaxies with a near to spherical symmetry or a large number of viewing angles. To reduce the impact of this assumption, the selection strategy should not only seek to minimize the difference in mass, size, and redshift between the observed and simulated counterparts, but it should also maximize the assignment of different TNG50 galaxies. Therefore, we first performed a match considering only unique galaxies and later allowed repetition until the sample was complete. The repeated galaxies were then observed from different angles.

For the match, each MaNGA galaxy is assigned to the TNG50 snapshot that has the redshift nearest to that of the observed galaxy. The TNG50 galaxy counterpart for the observed one must be in this snapshot. This limits the TNG50 snapshots used to 87–98, with redshifts from 0.012 to 0.15. We then define a distance \( d \) in the mass-\( R_e \) space as

\[
d^2 = \left[ \log(M_{\text{obs}}[M_*]) - \log(M_{\text{TNG}}[M_*]) \right]^2 + \left[ \log(R_e, \text{obs}["a"]) - \log(R_e, \text{TNG}["a"]) \right]^2,
\]

where masses and radii from observed and simulated galaxies are defined as in Sects. 2.1, 2.2, and Appendix A. Masses \( M \) and radii \( R_e \) are in log-scale, such that the difference between observed and simulated parameters is relative (i.e. setting an upper limit to \( d < 0.1 \) implies that mass and radius are constrained to have relative differences smaller than 25\%).

Each MaNGA galaxy gets paired with the nearest TNG50 galaxy in the \( M - R_e \) plane. As one TNG50 galaxy might be the nearest neighbour of multiple MaNGA galaxies in the mass-size plane, we defined the following iterative algorithm to choose preference pairs. If a TNG50 galaxy gets selected more than once (e.g. \( n \) times), then the nearest MaNGA galaxy is assigned to this TNG50 galaxy, which will no longer be available to be selected in later iterations. The \( n = 1 \) remaining galaxies are sent back to the pool of unassigned MaNGA galaxies. This step is repeated until there are no more TNG50 galaxies available within the imposed range. We found that 7522 MaNGA galaxies were assigned a unique TNG50 match if \( d \) was limited to \( d < 0.25 \), which is of the order of the expected errors in the mass and radius estimations from observations.

After this step a significant fraction of the MaNGA sample remained unassigned, and so we allowed TNG50 galaxies to be repeated. This was done by repeating the previous step until all MaNGA galaxies were allocated, with the consideration that the simulated galaxies selected in each new iteration of this step are repetitions of previously selected galaxies. This resulted in 99.2\% of MaNGA galaxies assigned with up to three repetitions per TNG50 galaxy, where 5452 were unique galaxies, 1664 were repeated twice, and 361 required a third repetition. Only 45 TNG50 galaxies needed to be repeated more than three times. Of these, 39 were repeated exactly three times, four appeared five times, and two required six repetitions (Table 1). After allowing six repetitions, only ten MaNGA galaxies remained unassigned and four were assigned to TNG50 galaxies that had already been chosen six times. These 14 galaxies are outliers in the \( M_* - R_e \) plane, and therefore were left unassigned in our sample.

| \( N \) repetitions | \( N \) galaxies | Spheroids (% over total) |
|---------------------|-----------------|-------------------------|
| Unique              | 5452            | 5.31%                   |
| 2 repetitions       | 1664            | 1.63%                   |
| 3 repetitions       | 361             | 0.44%                   |
| 4 repetitions       | 39              | 0.04%                   |
| 5 repetitions       | 4               | 0                       |
| 6 repetitions       | 2               | 0                       |

Table 1. Simulated galaxies repeated in MaNGA.
The repeated TNG50 galaxies are observed from different angles. The galaxies that appear in the sample less than four times are observed in the direction of the x, y, and z positive axes, while those that appear four to six times are observed from up to six isotropically distributed directions. Table 1 lists the number of galaxies that were observed in each direction.

Because spheroid galaxies are similar when observed from different angles, we analysed how frequent they are in our sample using the Zana et al. (2022) morpho-kinematic catalogue. We considered a galaxy to be spheroidal if its bulge and halo components combined represent over 70% of their mass. With this classification, 534 spheroid galaxies are unique in our sample, 164 were observed twice, 44 were observed from three angles (x, y, and z), and only four needed to be observed four times (see last column in Table 1). Therefore, over 70% of the spheroidal galaxies in our sample are unique.

The resulting distribution of distances $d$ in the $M - R$ plane is shown in the first and second panels of Fig. 1. We note that the mass and radius terms have similar distributions, indicating that neither term systematically dominates the final value of $d$ (Fig. 1, right). Furthermore, both distributions are roughly symmetric and centred around zero, suggesting that the simulated and observed parameters populate the same regions of the M–R plane and do not introduce a further bias (which could have happened since one sample is mass-limited, while the others are a series of volume-limited samples, one per snapshot).

In addition to analysing the distance distribution of the pairs, we compared the distribution in mass, size, and redshift of MaNGA galaxies to that of the matched sample. Because every TNG50 snapshot is associated with a redshift, the TNG50 galaxies in our sample have a discrete distribution of redshifts that reflects the 12 snapshots used for the match (see Fig. 2, right). Although the densest regions in the $M - R$ plane are comparable, some outliers cannot be matched in the TNG50 sample, for instance the large galaxies in the massive end, as seen in Fig. 2, left panel. In these regions of the plane repetitions are more frequent because TNG50 is a volume-limited sample. As the number of galaxies per mass decreases towards high masses, fewer massive galaxies are available. Another region where our sample appears to be less dense is at small $R_e$; however, all MaNGA galaxies in this region are paired. The effect can then either be due to repetitions or to galaxies that are selected in multiple snapshots, but do not vary their properties across time. The mass distribution is properly reproduced.

3. Construction of a mock dataset

Once the subset of TNG50 galaxies is selected (Sect. 2), a mock MaNGA-like datacube is constructed for each of the simulated galaxies in this sample. We describe the steps for generating mock datacubes below. We first define the FOV of the observations. This limits the particles and cells from the simulation that will contribute to form the spectra in the final datacube. Later, instrumental effects are included to emulate MaNGA observations. The procedure is based on Ibarra-Medel et al. (2019) and further details can be found there. A scheme of the steps followed is shown in Fig. 3.

3.1. Field of view definition

The MaNGA survey uses IFUs formed by arrays of fibres distributed in a hexagonal pattern (Fig. 4). The bundles have five different sizes with diameters 12.5′′, 17.5′′, 22.5′′, 27.5′′, and 32.5′′. These correspond to IFUs of 19, 37, 61, 91, and 127 fibres, respectively. To form a MaNGA datacube, the target is observed with one of these IFUs in three dithering positions resulting in a series of spectra associated with the fibre position in the FOV (Drory et al. 2015). Later, the fibre spectra are recombined and sampled onto a grid of 0.5 × 0.5 arcsec$^2$.

The survey is designed such that every galaxy has a similar spatial coverage. Each galaxy is allocated to the bundle size that optimizes either 1.5 or 2.5 $R_e$ coverage if they have been chosen for the Primary or the Secondary sample, respectively (Wake et al. 2017). Because the galaxies in our sample are matched in size and redshift, the proportion of galaxies assigned to each bundle is kept. However, to enable different sample selections, all mocks are produced with the largest bundle as smaller bundles can be obtained by removing the outer fibres.

The line of sight to the galaxy is defined by an unitary vector and the centre of the galaxy as listed in the TNG catalogue (SubhaloPos). For the galaxies that require up to three repetitions, we use the unitary vectors parallel to x, y, and z axes: $\hat{i}$, $\hat{j}$, and $\hat{k}$ for views 1, 2, and 3, respectively. When the TNG galaxy requires more than three repetitions, we define six isotropically
Fig. 2. Matched properties of the MaNGIA sample. Left panel: Distribution of mass and effective radius ($M_\ast - R_e$ plane) of the TNG galaxies in the matched sample, colour-coded by redshift. The black contours indicate the density of galaxies in the MaNGA $M_\ast - R_e$ plane. Right panel: Mass vs. redshift of the TNG galaxies in the matched sample. The colour-coding indicates the MaNGA subsamples: galaxies in the Primary sample in red, Secondary sample in blue, and Color-Enhanced sample in yellow. The contours show the distribution of the MaNGA galaxies in the plane.

distributed views. The orientation of the galaxy with respect to the observer is random as it is given by the position of the particles in the simulation cube (for more details, see Appendix B). The galaxy is observed from the distance defined by the redshift of the snapshot the galaxy was taken from.

We consider all the stellar particles and gas cells from the simulation collected by the Friends-Of-Friends (FOF, Turner & Gott 1976, Zeldovich et al. 1982, Huchra & Geller 1982) algorithm. The FOF algorithm groups particles together if they are within a given linking length of each other, or of another particle already linked to the group. In the TNG simulation, these groups trace the dark matter haloes. They may include more than one galaxy and, in this case, they are understood as a central galaxy and its satellites (Bose et al. 2019). This means that not only are the particles and cells to the target galaxy considered, but also those of the neighbouring galaxies, which reproduces a more realistic environment.

As the spatial axes of the cube are formed by the combination of multiple fibre observations, each fibre will have its own FOV. Atmospheric seeing is emulated by applying a random shift to the simulation’s particle positions. The shift follows a multivariate Gaussian distribution with $FWHM = 1.43''$. This shift is updated for each fibre and determines which particles fall in the FOV of the fibre.

### 3.2. From particles to light

The mock spectra are generated by including the stellar emission associated with the simulated stellar particles and the absorption produced by the presence of dust in the line of sight. Gas emission lines produced in HII regions are simulated by associating star-forming gas cells to CLOUDY templates (Ferland et al. 1998, 2017; see Appendix A3 in Ibarra-Medel et al. 2019 for implementation details3). However, because the interstellar medium model behind IllustrisTNG (Springel & Hernquist 2003) does not allow us to rely on the temperature and other thermodynamical properties of the star-forming gas, we remove the emission line contribution from the spectra for our analysis. As PYPipe3D performs two spectral fits to extract emission lines before fitting the simple stellar population (SSP) template, the analysis of our spectra should be comparable to that performed on observations. Nonetheless, a non-perfect subtraction of the emission lines or the superposition of emission with absorption lines introduces an additional source of noise to the spectrum that could affect the template fitting. We evaluate this effect in Appendix C.

The SSP template was chosen with the following considerations. On the one hand, the SSP template used to create the mock cubes should be the same as the one used in the stellar population analysis (see Sect. 3.4) to avoid introducing uncertainties due to the assumptions behind the stellar populations template. On the other hand, to be consistent with the observations the stellar population analysis should be carried out with the same template used to process MaNGA observations. Therefore we adopt the SSP template used in Sánchez et al. (2022), MaStar_sLOG.

The MaStar_sLOG template consists of a set of synthetic spectra generated with the GALAXEV code (Bruzual & Charlot 2003, Yan & Wang 2010) based on MaNGA’s stellar library, MaStar (Yan et al. 2019). This library has spectra of a variety
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3 The full text and appendices are available at the arXiv version online https://arxiv.org/pdf/1811.04856.pdf
From spectra to stellar population maps (Sect. 3.4)

The cubes are analyzed with the pyPIPE3D (Sánchez+ 2016a, Sánchez+ 2016b, Lacerda+ 2022), using the MaStar_sLOG template.

Output: maps of age, metallicity and kinematics comparable to those derived from the MaNGA observed galaxies (Sánchez+ 2022).

\[ F_j^{\text{stellar}}(\lambda, Z_j, t_j, m_j, r_j) = m_j \times \frac{L_{\text{SSP}}(\lambda, Z_j, t_j) \times L_0}{4\pi r_j^2} \]  

where \( r_j, Z_j, t_j \), and \( m_j \) are the distance, metallicity, age, and mass of the \( j \)-th stellar particle.

The presence of dust between the emitting source and the observer produces absorption in the optical range. As the simulation does not include dust particles, the dust content of the galaxies is estimated as a gas fraction following the recipe of Rémy-Ruyer et al. (2014), which is metallicity-dependent. The effect of dust is introduced in the mocks considering a simple screen model that attenuates the spectrum associated with every single stellar particle using the relation

\[ F_j^\text{stellar} \rightarrow F_j^\text{stellar} \times \exp(-A_{V,j}/A_{V,0}) \]

where \( A_{V,0} \) is the extinction at Johnson’s V photometric band, \( A_{V,j} \) is calculated for the \( j \)-th stellar particle as the contribution of all the gas cells that are within the fibre’s FOV and placed between the observer and the stellar particle.

From particles to light (Sect. 3.2)

The stellar particles and gas cells are projected on the sky and randomly shifted to mimic the atmospheric seeing (FWHM=1.43\(^\circ\)).

For control, the intrinsic values of the stellar particles in the FOV of the fibers are saved as an extension of the RSS file.

Building MaNGA-like datacubes (Sect. 3.3)

Each stellar particle is associated to a synthetic spectrum from the MaStar_sLOG template (see Sánchez+ 2022) and linearly combined to form the fiber spectrum. A simple screen model accounts for dust attenuation (Ibarra-Medel+ 2019).

Output: RSS file.

Control

The values per fiber are recombined to form the maps with the intrinsic stellar particles’ information.

Output: intrinsic and assigned 2D maps.

Field of view definition (Sect. 3.1)

The stellar particles’ and gas cells’ information is saved for a given galaxy.

Output: particle file.

From spectra to stellar population maps (Sect. 3.4)

The stars are assigned SSPs corresponding to the nearest age and metallicity of the template. The spectrum is then mass-weighted and normalized by the mass-luminosity factor \( M_{\text{SSP}} \) associated with the corresponding SSP to obtain the flux. The spectrum corresponding to the \( j \)-th stellar particle as a function of wavelength is given by

\[ F_j^{\text{stellar}}(\lambda, Z_j, t_j, m_j, r_j) = \frac{m_j \times L_{\text{SSP}}(\lambda, Z_j, t_j) \times L_0}{4\pi r_j^2} \]

where \( r_j, Z_j, t_j \), and \( m_j \) are the distance, metallicity, age, and mass of the \( j \)-th stellar particle.

A solar metallicity of \( Z_\odot = 0.01698 \) was adopted throughout the paper to covert Z to \( Z/Z_\odot \) units, and square brackets are used to indicate log-scale, \( \log(Z/Z_\odot) = \log(Z/Z_\odot) \).

Fig. 3. Scheme followed to build a MaNGA-like datacube from a TNG50 simulated galaxy. Each step is described in Sect. 3.
that the dust extinction in different regions of a galaxy can be different.

To retrieve a rough value of the line of sight velocity, it is only necessary to have at least four particles in the FOV of the fibre to ensure a mean error of 50% (1 / \sqrt{N}, Wall & Jenkins 2012). However, more particles are needed to properly estimate the velocity dispersion. To study the kinematics of simulated galaxies, Walo-Martín et al. (2020) set a minimum number of nine particles per pixel to obtain a S/N=3, assuming a Poisson distribution of the particles in the 2D projection of the galaxy. We calculate the percentage of fibres per galaxy that are under this value and find that only 30 galaxies in our sample have over 50% of their fibres under this threshold, indicating that this is not a dominant feature in our sample. Therefore, for the intrinsic maps we can ensure that almost all the galaxies have the minimum number of particles per fibre to recover the kinematics of the simulated galaxies. The fibres with fewer than nine particles in their FOV are mostly located at the outskirts of the galaxies, while all the fibres that cover the central regions of the galaxies have a good representation of the velocity dispersion. Additionally, the outskirt effects are minimized in the recovered maps due to the segmentation scheme of PYPipe3D as the spectral fitting code recombines the spaxels to achieve a target S/N. Therefore, the kinematics at the galaxies’ outskirts are calculated from a combination of spaxels (which are also a combination of individual fibre spectra), providing a better statistic for the kinematic extraction.

Even though the dust model used in this work is rather simple, it is not less complex than the reverse analysis that PYPipe3D performs. While the dust modelling in the two cases is similar, recovering the extinction during the spectral analysis is not as trivial a task as simply inverting the problem. This is because the attenuation effect is implemented per stellar particle spectrum before shifting and integrating the contribution of all the stellar particles in the fibre during the mocking process, while PYPipe3D recovers one extinction value per observed spectrum. Another layer of complexity in the inversion problem is that the spectral fitting code is limited to derive properties from the observable light, and therefore cannot retrieve the information of the obscured light beyond the optical depth (see Sect. 4.2). Other more complex approaches to model dust extinction include radiative transfer (SKIRT, Baes et al. 2011, Baes & Camps 2015, or SUNRISE, Jonsson 2006, Jonsson et al. 2010), where the gas cells are treated as a Voronoi grid, which is compatible with how the simulation is computed. These approaches are considerably more expensive computationally than ours.

At this point the fibre spectra are saved in the row-stacked spectra (RSS) format. For control, the intrinsic properties of the stellar particles in the FOV of the fibres are saved as an extension of the RSS file. The luminosity-weighted (LW) values of age and metallicity, are computed using the FaSsTare_sLOG and weighting by the flux at 5000 Å. To be consistent with the stellar analysis applied to the datacubes, these are added in log-scale for the i-th fibre as

$$\log (Age)_i = \frac{\sum w_j \log (t_j)}{\sum w_j}$$

$$\log (Z)_i = \frac{\sum w_j \log (Z_j)}{\sum w_j}$$

where $w_j = \frac{m_j}{\mathrm{ML}_{SSP}(Z_j, t_j)}$.

While the age $t$, the metallicity $Z$, and the mass $m$ of the particles cover continuous ranges, the luminosity weights $w$ depend on the template’s ML$_{SSP}$ which has a discrete sampling in age and metallicity.

Because the particles get assigned a spectrum from the template, the fibre spectrum is formed by a combination of discrete ages and metallicities. To analyse how the intrinsic ages and metallicities are affected by this discretizing step, an additional set of control properties is generated. These are calculated as in Eq. (5), but replacing the ages and metallicities by the assigned values of the SSP template.
3.3. Building MaNGA-like datacubes

To realistically emulate MaNGA observations, we include a series of instrumental effects that are detailed in this section. We first reproduce the fibre bundle dithering scheme (Sect. 3.1) to obtain the spatial sampling and resolution of MaNGA. The spectrum corresponding to each fibre is constructed as in the previous section (Sect. 3.2). Noise is added to the spectra. Finally, the fibre spectra are re-sampled to MaNGA’s spatial grid format.

The spectra observed in MaNGA are affected by noise introduced by the detector, of a Poisson distribution nature. Because the spectra are sky-subtracted to the Poisson-limit level, the noise is ideally distributed following a Gaussian distribution (Law et al. 2016). We follow the recipe of Ibarra-Medel et al. (2019) to emulate BOSS spectrograph noise which mimics the detector’s behaviour by increasing the noise towards the edges of the wavelength range, with a plateau value $F_0$. As MaNGA observations target a signal-to-noise ratio $(S/N)$ of 5–10 at the outskirts of the galaxies (at $1-2R_e$; Bundy et al. 2015), we fix $F_0$ to obtain a $S/N \sim 5$ in the r-band at $2R_e$. Because the noise is added to the fibre spectra before computing the spatial grid, the value of $F_0$ is estimated from the hexagonal ring of fibres with radius closest to $2R_e$ (see Fig. 4). This produces a wider variety of $S/N$ values in the mocks, which is more similar to observations.

The stacked spectra corresponding to each galaxy are then used to reconstruct the spectral cube. MaNGA’s spatial grid is formed by $0.5 \times 0.5$ arcsec$^2$ pixels. The contribution of a fibre to the pixels in the grid is weighted by the distance $r_{pj}$ of the pixel $p$ to the centre of the fibre $i$. If $r_{pj} > 1.6''$, the contribution of the fibre to the pixel is zero. Otherwise, the weights are defined as

$$\omega_{pj} = \exp\left(\frac{-r_{pj}^2}{2\sigma_{\text{rec}}^2}\right)/\omega_T,$$

where $\sigma_{\text{rec}} = 0.7''$ (Law et al. 2016) and $\omega_T$ is a normalizing factor to keep the total flux constant.

The mock datacubes have the format detailed in Sánchez et al. (2022) to be analysed by PYPipe3D (Lacerda et al. 2022), namely a FITS file comprising three extensions: the flux datacube in units of $10^{-16}$ erg s$^{-1}$ Å cm$^{-2}$ per spaxel, a second datacube with the flux error, and a final extension comprising a datacube with a mask for bad pixels, all with a linear fixed step in wavelength.

The intrinsic and assigned values of the galaxies that were saved per fibre for control (Sect. 3.2) are now spatially recombined in the same way as the mock datacubes. This results in a set of 2D maps with the intrinsic and assigned stellar properties of the simulated galaxies with the same spatial resolution as the datacubes. We refer to the maps generated from the continuous properties of the galaxies as the intrinsic maps, while those formed with the discrete ages and metallicities from the template are the assigned maps.

3.4. From spectra to stellar population maps

The post-processing of the mock datacubes is performed with PYPipe3D (Lacerda et al. 2022), the PYTHON implementation of the PIPE3D code (Sánchez et al. 2016a,b). The goal of this program is to disentangle the contributions to the emission produced by the different stellar populations and extract the emission line information from galaxy spectra.

For this purpose, it is necessary to separate the kinematic and dust extinction effects in the observed spectra and remove emission lines before finding the best-fitting SSPs. Therefore, the first step this software performs on given galaxy spectra is a non-linear fit to determine the extinction ($A_V$) and the stellar kinematic ($\sigma_\text{v}$ and $z$) parameters. A parametric fit is then used to approximate strong emission lines. Once the emission line contribution is calculated, it is subtracted from the original spectra to perform the stellar population linear fit.

The SSP fit consists in finding the best-fitting linear combination of SSP spectra (positive contributions only). As the spectra generally have lower $S/N$ towards the edges, a binning scheme is necessary to extract the SSP information from these regions. In particular, PIEP3D uses a Continuous plus $S/N$ binning algorithm to define how adjacent bins are going to be co-added. As this scheme sets a goal $S/N$ at the same time as it requires continuity in the surface brightness, the shape of the resulting spatial bins follows the isophotes, which typically have an are shape rather than the square or round bins formed with the Voronoi binning scheme. The $S/N$ is set to 50, although the final $S/N$ value per bin is generally lower because of the brightness restriction of the algorithm (see Sánchez et al. 2016b).

Once the stellar spectra have been decomposed into a set of SSPs, the code saves the spatially resolved star formation histories of the galaxy, as well as its maps of stellar age, metallicities, and kinematics (see Fig. 5, recovered maps on the right-hand side). Other outputs of the PYPipe3D analysis include the emission line properties and stellar absorption indices.

4. Results

We evaluate the performance of the complete pipeline by comparing the stellar population and kinematic maps produced during the mock process (TNG50 intrinsic, assigned, and recovered maps; see Table 2), and then compare the simulated sample with the observed one (TNG50-recovered and MaNGA-recovered, see Table 2). While the maps of the simulated galaxies were obtained as described in Sect. 3, those of the observed galaxies correspond to the latest PYPipe3D analysis release for 10 000 MaNGA galaxies5 (Sánchez et al. 2022). In both cases the fitting code and the SSP template used for the analysis are the same. The maps considered in this work are the V-band reconstructed image, the luminosity-weighted age and metallicity, LOS velocity, and dispersion. First, we study the effect of discretizing in age and metallicity when associating stellar particles to a spectrum in the MaStar_sLoG template. Second, we analyse how well the parameters of the simulated galaxies are recovered from the spectral fitting by comparing them with a set of analogous stellar population maps calculated directly from the particle information of each simulated galaxy (assigned maps). Third, we compare the SSP maps derived from our mock datacubes with those derived from MaNGA observations.

For this section, all the stellar population maps have been masked when the median intensity had $S/N < 3$. Because the mock datacubes were produced with the largest IFU bundle of 127 fibres, an additional mask was applied when their corresponding IFU bundle size is smaller (see Sect. 3.1). In this case, the allocated IFU size was the same as its observed counterpart.

4.1. Discretization effect in age and metallicity

The simulations produce stellar particles with ages and metallicities that span continuous ranges (constrained only by numerical limits). When the mock datacubes are produced, the particles are

5 http://ifs.astroscu.unam.mx/MaNGA/Pipe3D_v3_1_1/index.html
assigned to a limited number of SSPs (273) with discrete distributions in age and metallicity. The way the SSP grid is defined will determine how well the continuous values are represented by the template.

We compare the intrinsic LW age and metallicity of the simulated galaxies before and after being assigned an SSP from the template. For this we calculate the mean LW age and metallicity within 1Re from the intrinsic and the assigned LW age–metallicity maps per simulated galaxy. The difference between these values is shown in Fig. 6 (assigned minus intrinsic in log-scale). The age differences spread around zero, with a larger scatter towards young ages (ages < 5 Gyr). The mean of all differences is Δlog(Age) < 0.003 dex, which is smaller than the standard deviation of 0.004 dex.

After assignation, the LW metallicity is systematically lower than the intrinsic value. Furthermore, the assigned values tend to deviate more from the intrinsic values at low ([Z/Z⊙] < −0.3) and high ([Z/Z⊙] > 0) metallicities, reaching maximum differences of −0.1 dex. The greater deviation towards high metallicities could be related to TNG50 galaxies generally having particles with metallicities greater than the template’s highest value ([Z/Z⊙] > 0.372), being more frequent at higher masses (see Appendix D). These particles’ metallicities are underestimated when discretized, resulting on an average lower metallicity of the galaxy. Within the range where the particles’ metallicity overlaps with the template’s range of metallicity, the discretization could still produce, on average, differences with the intrinsic values. This could occur because the intrinsic value distributions of the simulated galaxies may not be well represented by the sampling of the template or because the interpolation method should be revised.

4.2. Recovering physical properties with PyPipe3D

Determining age, metallicity, and extinction from a spectrum is a highly degenerate problem. Even in the most favourable case where the input spectrum is a linear combination of spectra from the SSP template, recovering ages and metallicities through template fitting is a challenging task. Therefore, to see how well these properties are disentangled by PyPipe3D, we compare the stellar population maps recovered with PyPipe3D (recovered) with a set of maps that were produced directly from the stellar
particle properties after being assigned the nearest ages and metallicities from the template’s discrete grid (assigned maps, see Sect. 3.2). The latter maps are produced with the same spatial properties as the mock datacubes so that the resolution is comparable. Additionally, the age and metallicity maps are luminosity-weighted and averaged in log-scale, like those recovered by PYPipe3D.

Qualitatively, except for differences due to the binning in the recovered maps, we find that the spatially resolved properties are properly recovered, as seen in the examples in Fig. 5 (right panels). As the degeneracy in the determination of ages and metallicities is case-sensitive, it is worth analysing how the age and metallicity estimations depend on the galaxy properties. We calculate the difference between the average values within 1 $R_e$ of the recovered and assigned maps for each galaxy (age and metallicity in log-scale). In Fig. 7 we see that the estimated values of extinction tend to be lower than the real ones as their values grow (bottom right panel). This is a well-known problem of any inversion fitting code: the code can only measure the stellar properties of the observed light within the optical depth, and cannot recover the information of the obscured light beyond it. Therefore, the derivation of the recovered extinction is limited to the observable light, while the intrinsic extinction is estimated from all the particles along the line of sight assuming an ideal and completely transparent galaxy. This produces a systematic underestimation of the recovered extinction as the intrinsic extinction grows (see Fig. 12 in Ibarra-Medel et al. 2019, and Fig. 7 bottom right panel in this work). Although this means that the recovered spectra are redder than the original ones, this is not evidently compensated by an older or metal-rich estimation. There is, however, a degeneracy between age and metallicity. The ages estimated from the recovered data tend to be systematically lower than those of the assigned maps ($\pm 0.05$ dex on average) and the metallicities tend to be estimated with higher values ($\pm 0.05$ dex on average). This effect is more notorious towards low metallicities, where the differences in ages and metallicity are around 0.1 dex. Although we find systematics in the recovered ages and metallicities, we note that the deviation from the assigned values is within the expected range of 0.1 dex (Cid Fernandes et al. 2013, 2014, Sánchez et al. 2016b, Lacerda et al. 2022) and within $2\sigma$ on average (within $1\sigma$ for extinction).

After the full mocking process, the velocity dispersion of the galaxies is, on average, lower compared to the intrinsic values (Fig. 8, left panel). However, this effect is small given that the mean decrease is $\lesssim 0.1$ dex, which is still within $1\sigma$. To analyse...
if the reddening effects of redshift and extinction are properly disentangled, the right-hand side of Fig. 8 shows the difference between the intrinsic and recovered extinction as a function of redshift. The recovered extinction values are lower than the intrinsic values mostly at the lower redshifts ($z < 0.06$). This is likely related to the sample of galaxies considered, as it has a greater proportion of massive galaxies at higher redshift, which are likely to have a low gas mass fraction, and therefore less dust than those selected at low redshifts. Furthermore, a degeneracy between redshift and extinction should produce the inverse effect.

4.3. Comparing simulations to observations

We now compare the recovered SSP maps of simulated galaxies with their observed counterparts. Given the size of the sample, a detailed analysis cannot be done for all the galaxies. Therefore, we compare the integrated properties of the whole sample in the following subsections.

4.3.1. Individual stellar maps

To assess how well the mocks reproduce the observational features in the data, we show the stellar population and kinematic maps obtained for ten example galaxies compared with their MaNGA-observed counterparts (Fig 9). These galaxies were chosen to represent ten regions of the $M_e - R_e$ plane. For this purpose, we defined five mass bins (separated by the following mass limits: $10^{9.5}, 10^{10}, 10^{10.5},$ and $10^{11} M_\odot$) and subdivided each bin into two sizes (first and last 50th percentile in $R_e$ [kpc] within the bin). We then choose the galaxies with the most similar mass and size to the median values in each of the ten bins. Because there are two galaxy sizes for the same mass, we refer to the galaxies with larger $R_e$ as extended and the smaller $R_e$ as compact.

Mocks realistically reproduce the observational and pipeline effects seen in the observations including spatial resolution and binning. The noise level is adequate to recover a segmentation that is comparable to observations, as determined by the $S/N < 3$ clipping in both cases (Fig. 9).

While only ten example galaxies per mock–observed sample are shown in Fig. 9, these were chosen to have representative masses and sizes of different regions of the $M_e - R_e$ plane. We see that the galaxies are older, more metal-rich, and exhibit less rotation as they are more compact and massive. The extended simulated low- and intermediate-mass examples have a distinctive central component and show negative gradients in age and metallicity, while the observed counterparts show flatter distributions and a more prominent disc component. At high mass, the compact simulated examples are fast-rotating, while the observed galaxies have higher velocity dispersion and disrupted LOS-velocity maps, corresponding to a typical slow-rotating galaxy (bottom) and an interaction with a nearby galaxy (top).

4.3.2. Integrated properties

To compare the global properties of the observed sample with those of the mocked sample, we analyse how the mean values of age, metallicity, LOS maximum velocity, projected $V/\sigma$, and dispersion distribute across the $M_e - R_e$ plane. All values are calculated within 1 $R_e$. While the projected $V/\sigma$ is calculated as in Cappellari et al. (2007), the values obtained can differ from other works since this parameter is sensitive to the definition of the reference systemic velocity of the galaxy and the spaxel binning, which in our case is CS-binning instead of Voronoi. However, the values shown in Fig. 10 are directly comparable as they were calculated in a consistent manner for the observed and simulated galaxies.

For the observed sample, older and more metal-rich galaxies lie on the lower and more massive side of the plane, as seen in Fig. 10 (top panels). These main trends are replicated in the matched TNG50 sample (bottom panels). However, the age, metallicity, and $V/\sigma$ of the simulated sample have a stronger dependency on the size of the galaxy than those of the observed sample, which show a clearer correlation with stellar mass. In contrast, the LOS maximum velocity is strongly correlated with stellar mass in the simulations, with the highest values at the most massive end. This is consistent with the lack of simulated galaxies with low $V/\sigma$ in this region, while the lack of galaxies with high $V/\sigma$ at low masses could be due to slightly higher values of dispersion than in observations.

As expected, higher velocity dispersion values are found at the most massive end. However, the highest velocity dispersion of the simulated galaxies is limited to $\leq 150$ km s$^{-1}$, while observed galaxies reach values of $250$ km s$^{-1}$. Similarly, the youngest galaxies of both samples lie in the low- to intermediate-mass and most extended regions of the $M_e - R_e$ plane, but here the most frequent age for the simulated galaxies is around 2 Gyr, while for the MaNGA galaxies this value is 1 Gyr younger.

4.3.3. Gradients

To analyse how the age and metallicity of the observed sample and the mock counterpart vary across the galaxies, we consider the mean values of the LW-maps in three annuli: within 0.5 $R_e$, between 0.5 $R_e$ and 1 $R_e$, and from 1$R_e$ to 1.5 $R_e$. Then we calculate the median values per mass bin for both samples.

The best match in age between observations and mocks is found within 0.5 $R_e$ for high-mass galaxies ($10^{10.5} M_\odot <$), even though for lower-mass galaxies the discrepancy is 1 Gyr (top row in Fig. 11). Towards the outer regions of the galaxies, the discrepancy between observed and mocked increases. The mocks have a flatter distribution of ages across mass outside 0.5 $R_e$, while the observed galaxies have a steep increase in ages with mass.

The best match in metallicity between mocks and observations is found in the outer regions, in contrast to what is seen for age. Compared to the observations, the simulations form more metal-rich bulges in low- to intermediate-mass galaxies.

As seen before, there is some degeneracy when recovering age and metallicity with PyPipe3D; however, the discrepancy between observations and simulations is still evident when we compare these values with those obtained from the particle maps (dashed lines in Fig. 11). As pointed out in the previous section, PyPipe3D tends to predict lower ages than the real ones. This effect is greater in the outer regions of the galaxies, suggesting that the code’s performance might be affected by low S/N.

5. Reliability of the sample and caveats

The trends of the observed physical properties are recovered in our sample, although there is still a mismatch between the samples. We discuss here how the assumptions made when creating the mock datacubes could be the source of this discrepancy.
Fig. 9. Simulated and observed recovered maps. The left panels show ten TNG50 recovered stellar population and kinematic maps. From top to bottom in each subpanel: the V-band reconstructed image, LW-age, LW-metallicity, LOS velocity, and velocity dispersion maps. The right panels show the MaNGA counterparts of each of the galaxies in the left panels. These examples were chosen to represent ten regions of the $M_\ast - R_e$ plane: five mass bins (delimited by $10^9.25$, $10^9.75$, $10^{10.25}$, and $10^{10.75} M_\odot$), which correspond to the columns, with increasing mass from left to right, and two $R_e$[kpc] regions per mass bin (rows, increasing size from bottom to top).

5.1. Simulations

The mock galaxies are older than those observed for MaNGA in the low- to intermediate-mass regime. This behaviour has been observed by Nelson et al. (2018) for TNG100 galaxies. The results between that work and ours might originate in the different samples of galaxies used in each case and/or a resolution difference since the cosmological volumes of the TNG50 and TNG100 simulations differ.

In the simulated sample the compact galaxies have old ages (>5 Gyr) and high metallicities ($[Z/Z_\odot] > 0$) at low masses, which is not seen in the MaNGA sample. In contrast to more extended galaxies in the same mass regime, the simulated compact galaxies are old, and therefore their age estimates should not be affected by strong emission lines. The difference between observed and simulated galaxies in this particular region of the $M_\ast - R_e$ plane could be related to the larger fraction of satellite galaxies in MaNGIA (55%) compared to MaNGA (25%), based
Fig. 10. TNG50 galaxies in the $M_\ast - R_e$ plane (top) and their MaNGA counterparts (bottom). The galaxies are colour-coded from left to right by their mean LW-age, LW-metallicity, LOS maximum velocity, dispersion, and projected $V/\sigma$ calculated within $1 R_e$ from the recovered maps. The trends seen in the observed sample are replicated in the simulated sample with a greater dependence with galaxy size rather than mass. Although there is a discrepancy between the maximum values in dispersion and minimum values in age, the galaxies with these values lie in analogous regions of the plane.

Fig. 11. Median luminosity-weighted age (top panels) and metallicity (bottom panels) per mass bin at increasing radii for MaNGA galaxies (green) and TNG50 fully mocked with PYPipe3D (solid magenta line). The median values for the TNG50 intrinsic and assigned maps are shown with dashed and dot-dashed lines to compare the median shift produced by the mocking process. The shaded areas span from the 20th to the 80th percentile.
In the high-mass regime the simulated galaxies show considerable rotation ($V/\sigma > 1$, top right panel in Fig. 10), which contrasts with the typically slow rotation in the observed galaxies. The behaviour of the massive simulated galaxies is compatible with the overpopulation of red spirals and late-type galaxies at high masses reported in Rodríguez-Gomez et al. (2019) and Huertas-Company et al. (2019), respectively. As these results were found for the TNG100 simulation, a different behaviour could be expected for TNG50. However, Donnari et al. (2021) show that TNG50 has a lower quenched fraction of galaxies at high masses than other TNG simulations (TNG100, TNG300), suggesting that the behaviour is still present in the highest resolution volume.

5.2. Stellar population templates

The determination of ages and metallicities from spectra relies heavily on the SSP template, which depends on the IMF, isochrones, and stellar library assumed to build the template, and on the sampling in age and metallicity of the template. The impact of the template choice in this work can be separated into two aspects. On the one hand, the generated spectra and the recovered maps of the mocks depend on these choices. On the other hand, observed galaxies do not necessarily behave as the models do.

By selecting the same template to produce the mocks as to analyse the observed datacubes, the uncertainty introduced by the assumptions is minimized when recovering the stellar population properties of the simulated galaxies. In terms of age and metallicity estimations from the mock data, the most relevant effect of the template choice is in the luminosity-weighted maps as age and metallicity, since the $M/L$ ratio is given by the template. It is worth noting that the IMF assumed in the template used in our mocks is different to that used in the TNG simulation. However, as in Nanni et al. (2022a), this should not introduce large inconsistencies as a universal IMF is assumed in the simulations and in the templates.

For comparison, we produce a reduced sample of 100 mock assigned LW-maps using the Maraston et al. (2020) template ($\text{MaStar}_{\text{MA19}}$ from now on) and compare these maps with the assigned maps produced with the $\text{MaStar}_{\text{sLOG}}$ template, for the same 100 galaxies. The $\text{MaStar}_{\text{MA19}}$ template is based on $\text{MASTAR}$, the same stellar library as used in this work. It combines Cassisi et al. (1997) and Schaller et al. (1992) isochrones, and it assumes a $\text{Kroupa}$ (2002) IMF. This IMF’s positive slope for low masses ($<M_\odot$) and higher fraction of massive stars than the Salpeter IMF is more similar to the $\text{Chabrier}$ (2003) IMF, the one used in the TNG50 simulations. The difference between the two templates in LW-metallicity is negligible ($\Delta(Z/Z_\odot) < 0.03$), and the difference in LW-age is only evident for young galaxies. These differences are smaller than the uncertainties of the parameter estimation during the post-processing of the datacubes, as shown in Fig. 13. Although the $\text{MaStar}_{\text{MA19}}$ template is based in the same stellar library as used in our work (Sect. 3.2), the differences observed can also be affected by the different sampling in age and metallicity in each template. Although this highlights the complexity in the age determination through SSP template fit, it also shows that the assumptions behind the different templates have a limited impact in the LW-ages and metallicities when generating the mocks.

The age and metallicity sampling of the SSP template plays a role both when producing the mocks and in the retrieval of the stellar parameters with the spectral fit. Here we focus on the first effect. As seen in Sect. 4.1, the sampling of the SSP produces
a systematic shift in the average metallicity of galaxies, where intrinsic values are more metal-rich than those assigned (Fig. 11, bottom row). On the one hand, this behaviour could be related to the metallicity range covered by the SSP template, as some stellar particles in TNG have metallicities that exceed the highest value in the template \((Z = 0.4, \text{see Appendix D})\). On the other hand, the spacing of the metallicity template and/or the interpolation method used to assign an SSP spectrum to a stellar particle (nearest interpolation) may not properly represent the intrinsic properties of the particles, resulting in lower metallicities than expected.

Finally, the stellar population maps retrieved from the mock spectra are also affected by the internal degeneracy of the SSP template since different combinations of spectra from the template could result in a similar added spectrum. This leads to age and metallicity estimates that deviate from the real ones. While age and metallicity estimates from real spectra are also affected by this, the effect can be quantified with the mocks because they were built as a linear combination of the spectra in the template. If there is no degeneracy, the combination of spectra should be perfectly retrieved.

Recovering ages and metallicities from mocks produced with the same SSP template as used in post-processing is an idealized scenario where the nature of the galaxies is fully known. While the uncertainty is minimized by choosing the same SSP to generate the mocks, the assumptions may not be identically valid for real galaxies. As the degeneracy when recovering ages and metallicities through template fitting is non-negligible, this can lead to discrepancies between the samples. This could occur in particular for young stellar populations where the variations in the spectra are more significant.

We note that these properties in the mock sample recover the overall trends seen in the observed sample. This is in spite of the complexity of age and metallicity determination with SSP fits for real spectra, and the fact that the simulated sample was not built to match MaNGA’s age and metallicity distribution.

5.3. Emission lines

While interesting information is contained in emission lines, they are difficult to simulate reliably. Because studying galaxy line emission is not the final scope of this work, we produce spectra without it. Nonetheless, this choice motivates a further study of the effect of emission lines on the stellar population analysis. In Appendix C we show that strong emission lines can lead to lower estimates of metallicity and age. Although a detailed quantification of this effect is beyond the scope of this work, we find that it can be more important than the uncertainty in the retrieval of ages and metallicities when only considering the stellar component.

In our sample this means that the match with observations in metallicity and age could be slightly improved by adding emission lines as the discrepancy is stronger where the youngest galaxies lie (extended low- to intermediate-mass region in the \(M_* - R_e\)). These galaxies tend to be star forming as they exhibit such young ages. Therefore, they should still have massive stars capable of ionizing the surrounding gas and producing emission lines.

5.4. Comparison with other works

Our work is the first to construct MaNGA-like mock datacubes of simulated galaxies from TNG50 that match the number and mass-size-redshift distribution of the observed MaNGA galaxy sample. This allows us to make extensive comparisons between simulated and observed galaxies connecting the observed properties of current-epoch galaxies to their formation and evolutionary history. Previous studies have only matched smaller subsamples of simulated galaxies to MaNGA observations. We discuss here the similarities and differences between the various approaches. We consider the works by Ibarra-Medel et al. (2019, hereafter I–M), Nevin et al. (2021, N21), Bottrell & Hani (2022, B&H), and the series Nanni et al. (2022a, N22a) and Nanni et al. (2022b, N22b). For a fast comparison, the characteristics of each of these works are condensed in Table 3.

The N21 and I–M approaches are based on numerical hydrodynamical simulations of single galaxies or pairs of merging galaxies. Because our goal is to generate a sample of galaxies that is statistically comparable to the MaNGA survey, a large enough sample is needed to cover a variety of galaxy types. In this sense, hydro-cosmological simulations are ideal as they produce a range of different galaxies in a realistic environment. Additionally, high resolution is required to capture the structures that can be resolved by MaNGA. We therefore use TNG50 simulations. The common choice with other works (B&H, N22a, and N22b) stems from TNG50’s good compromise between resolution, number of available galaxies and the fact that they are immersed in a cosmological context.

To construct the spectra, we employ a simpler approach than N21 and N22a, who run the radiative transfer (RT) codes SUNRISE (Jonsson 2006, Jonsson et al. 2010) and SKIRT (Baes et al. 2011, Baes & Camps 2015), respectively. Our
spectra are the result of linearly combining the individual mass-weighted and doppler-shifted SSP spectra associated with each stellar particle, considering a simple dust screen model. RT codes use Monte Carlo methods to emulate the physical processes associated with dust (scattering, absorption, and emission) in the LOS of light-emitting sources. These codes perform a more complex treatment of dust as they consider a localized dust contribution and have been used to produce mock galaxy imaging (Rodriguez-Gomez et al. 2019, Torrey et al. 2015). However, as computation time scales with wavelength sampling, they are computationally very expensive when the aim is to produce high-resolution spectra ($R > 2000$). To speed up this process, N22a compute the dust extinction at low spectral resolution. Furthermore, Zanisi et al. (2021) argue that dust modellled by SKIRT does not necessarily produce more realistic mocks as extinction modelling is not a trivial task that depends on several choices that could modify the outcome (i.e. estimation of dust from gas in the simulations, geometry assumed). They use a convolutional neural network framework to compare how TNG simulated galaxies reproduce observed photographs with mock images produced with SKIRT (Rodriguez-Gomez et al. 2019). Their framework recovers a higher agreement between the mock and observed ones when the dust extinction is not included (see Sect. 8.3 in Zanisi et al. 2021). For these reasons, we stick to a simpler approach to dust emission that is less computationally demanding. However, because the modelling of the dust in our mocks is similar to the inverse analysis carried out by PyPIPE3D, the performance of the code might be biased to more accurate results than in real observations where the nature of the extinction is not fully known.

To build IFU datacubes, a complex pipeline is needed. While this work, B&H, and I–M reproduce MaNGA fibre observations to form the spatial grid of the datacubes, N21 and N22a mimic this effect by convolving a high-resolution datacube with a comparable PSF in the spatial axes. By generating the fibre spectra, the spatially correlated noise of the datacubes is reproduced, as the noise is introduced by the spectrograph’s detector and propagated to the datacubes during the recombination of the fibres. While it is possible to combine the output of an RT code with the REALSIM code used by B&H to fully imitate MaNGA’s pipeline, our approach (and I–M’s) is considerably less time-consuming because the spectra are built per fibre, which translates to building up to 381 spectra per datacube (the largest IFU has 127 and three dithering positions) instead of producing a factor of ten more spectra to form the spatial grid that covers the IFU’s FOV with MaNGA’s spatial sampling (70 × 70 pixels of 0.5 × 0.5 arcsec²).

The stellar population templates used in each case are different as they either use different stellar libraries or assume different stellar formation models (e.g. IMF, isochrones; see references in Table 3). As in our work, the approaches of I–M and N22a are intended to perform a stellar population analysis on the mock datacubes. Therefore, the SSP templates of choice are the same as those used to process the MaNGA observations with the different stellar population analysis pipelines. This work and N22a, N22b use SPSs based on the MaStar library.

The spectral fitting code used in N21, N22a, and N22b is ppxf (Cappellari & Emsellem 2004, Cappellari 2016), which groups the spaxels in Voronoi bins (Voronoi 1908a,b) to achieve a minimal S/N per bin defined by the user. In contrast, the binning scheme used in the fitting codes PIPe3D and PyPIPe3D (used in I–M and this work, respectively) is CS-binning, which produces bins that not only target a minimal S/N, but also minimize the flux variation within the bin (Sánchez et al. 2016b). Therefore, the shapes of the CS-bins align with the galaxy’s isophotes.

In N22a and I–M only emission lines due to star-burst regions are simulated. While N22a associate stellar particles younger than 4 Myr with the MAPPINGSIII template (Groves 2004), I–M model emission lines assume that the star-forming gas forms young stars with ages 2–4 Myr. Their emission spectral template was produced with the CLOUDY code (Ferland et al. 1998). Although we do not include emission lines for the spectral fitting step, the emission lines are calculated as in I–M and are saved in an extension of the datacube file. In addition to the uncertainties of the modelling of these features, the emission lines have not been flux-calibrated. While other approaches use Mappings III, a specific young stellar populations template that includes emission lines associated with young stars, we adopt the same stellar template used for the SSP post-processing for

### Table 3. Comparison with similar works.

| Simulation | ART | GADGET-3 | TNG50 | TNG50 | TNG50 |
|------------|-----|----------|-------|-------|-------|
|            | B&H | I–M      | Nanni (2022a) | Nanni (2022b) | Bottrell & Hani (2022) |
| Number of mocks | 8 | 1500 | 1000 | 893x4 | 10000 |
| SSP template | GSD156 | STARBURST99 | MaStar(Mar) | – | R-star-slog |
| Emission lines | CLOUDY | MAPPINGSIII | MAPPINGSIII | Groves (2004) | Groves (2008) |
| AGN emission | – | luminosity-dependent SED | – | – | – |
| Radiative transfer | No | SUNRISE | SKIRT | Baes et al. (2011) | Baes & Camps (2015) |
| IFU fibre | Yes | No | No | Yes | Yes |
| Data analysis | PIPe3D | Cappellari & Emsellem (2004) | Cappellari (2016) | Cappellari (2016) | Lacerda et al. (2022) |
|            | Sánchez et al. (2016a) | Sánchez et al. (2016b) | Cappellari & Emsellem (2004) | Goddard et al. (2017) | Neumann et al. (2022) |
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the complete age range to avoid introducing further uncertainties in the SSP fit.

N21 includes emission not only from starburst regions and stars, but also from AGN activity. To do this, AGN spectral energy distributions (SEDs) are included by associating the black hole accretion rates derived from the simulations to the SED template from Hopkins et al. (2006).

N21 find that kinematic maps can change significantly after emulating the whole mocking procedure by increasing the velocity dispersion measurement. This effect is boosted when including dust scattering and absorption in the SUNRISE prescription. They find that the presence and treatment of AGN could also have an effect on the kinematic estimates. We do not report an increase in velocity dispersion after mocking.

6. Conclusions

We present a catalogue of $10^4$ TNG50 galaxies, called MaNGIA, that matches MaNGA’s target selection, while maximizing the selection of unique simulated galaxies. MaNGA-like datacubes were generated for each of the galaxies in the catalogue and these were post-processed to obtain stellar population and kinematic maps that are comparable to those in Sánchez et al. (2022). MaNGIA is the first sample of 10,000 fully mocked and post-processed maps that are comparable to those in Sánchez et al. (2022).

MaNGIA is the first sample of 10,000 fully mocked and post-processed maps that mimic MaNGA’s target selection. This sample not only reproduces the global physical properties of the observed galaxies, but it also emulates observational effects to produce realistic stellar population and kinematic maps. Because these maps were generated with the same pipeline, they are directly comparable with observations.

This sample is ideal to connect the galaxies’ observable properties with the physical processes occurring within them, as many of the latter cannot be directly observed (i.e. accretion history, black hole growth), but can be easily extracted from the simulations. Therefore, this dataset can be used to constrain the cause of observables and infer the history of the observed galaxies.

The sample is also well suited for machine learning applications given its large volume and realistic observational features. The sample, mock datacubes, and derived maps are made publicly available with the publication of this paper.

While only stellar mass, size, and redshift were matched, the overall trends in age, metallicity, and velocity dispersion are in good agreement with observations. The sample was obtained with a one-to-one match to MaNGA galaxies, but the dataset presented in this work is intended to be used in a statistical manner as other key parameters have not been matched (e.g. star formation, morphology, colour).

A discrepancy between the observed and simulated samples found in age and metallicity for the low- to intermediate-mass galaxies is likely related to a combination of sample selection biases and pipeline effects. We report a greater proportion of satellite galaxies in MaNGIA than in the observations, which leads to an average increase in ages and metallicities in the lower-mass regime. However, the differences seen for the younger galaxies are more probably related to uncertainties in the SSP template dependence and the spectral analysis. On the one hand, the determination of ages in the young regime through template fitting has high uncertainties. On the other hand, the presence of emission lines in galaxy spectra can lead to underestimated ages and metallicities. Because we do not include emission lines in our mocks, it is reasonable to find a stronger discrepancy in galaxies with young stellar populations as these galaxies have young stars and the gas to form them, and therefore produce emission lines.

At the high-mass end, the discrepancy in kinematics is probably caused by a greater proportion of massive discs in the simulations than in observations. This is compatible with previous works (Rodríguez-Gomez et al. 2019, Huertas-Company et al. 2019, Donnari et al. 2021), although it requires further study.

Future work should include analysing how the structures in the resolved stellar population and kinematic maps of the simulated galaxies reproduce the observed galaxies. Additionally, a more realistic emulation of emission lines is planned. This will be done by constraining the physical properties and geometries of the star-forming gas cells.

7. Data access and additional products

The data products are available with the publication of this work. This includes the catalogue of TNG50 simulated galaxies; the RSS files from which the MaNGA-like datacubes are easily derivable; and the intrinsic, assigned, and recovered stellar maps.

The code is made available here and designed in a block chain style, as described in Sect. 3 and shown in Fig. 3. The intermediate files and final data products are as follows:

- Particle file: Files with particle information from the simulation: position, velocity, mass, age, and metallicity of stellar particles and gas cells in the FOV.
- RSS: FITS file comprising the stacked fibre spectra and their corresponding coordinates in the FOV. The running time for producing a RSS file scales with the number of fibres and IFU used, the number of stellar particles and gas cells, SSP age, and metallicity sampling. This can take from a few minutes (<10 min) up to 12 hours for massive galaxies. This process can be distributed over several CPUs to reduce computing times.
- MaNGA-like datacube: FITS file with the spectral datacube. It takes less than 15 min on one CPU to produce the datacube from the RSS file.
- pyPipe3D SSP output: FITS file comprising the 2D maps with recovered stellar properties.
- Control maps: 2D maps with the intrinsic and assigned stellar properties of the simulated galaxies.

Together with the data, we release a set of masks to obtain the different bundles. Alternatively, the row-stacked spectra data is also available and it is possible to recombine the fibres for the different bundles with the code available.
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Appendix A: Mass and radius estimations

For every TNG50 galaxy we can obtain the radius of a sphere containing half of its stellar mass $R_{5/2}^{3D}$. This is a good estimate for the galaxy size; however, it may not be directly comparable with the half-light radius used in MaNGA. We therefore perform a fit that allows us to obtain a better approximation to the observed radius. We use the Rodriguez-Gomez et al. (2019) catalogue, which lists photometric measurements of TNG50 and TNG100 galaxies with stellar masses greater than $10^9 M_\odot$ calculated with the STATMORPH code on mock images of such galaxies. We use the catalogue corresponding to snapshot 95 since it has the redshift that is nearest to MaNGA’s mean $z = 0.03$. As MaNGA galaxies span a small redshift range ($0.01 < z < 0.15$), the approximation holds for the whole range. From this catalogue we extract the semi-major axis of the ellipse containing half of the stellar light $R_{0.5}^{Petro}$ and the circularized Petrosian radius $R_p$ in the $r$-band. As these values are given in units of co-moving kiloparsec per pixel, we convert them to physical units, for SDSS resolution.

We seek to find a relation between $R_{3D}^{3D}$ and $R_{0.5}^{Petro}$. For this purpose, we define five mass bins in which we perform a linear fit between the previously defined radii in log-scale physical units. We find that values for $R_{0.5}^{Petro}$ are generally larger than those for $R_{3D}^{3D}$. The scatter of these fits are within 0.1 – 0.17 dex. As the galaxies considered in this work extend to a lower mass boundary than $10^9 M_\odot$, the fit found for the lowest-mass bin is $R_{3D}^{3D} < 0.25 R_{0.5}^{Petro}$. To obtain a mass estimate similar to that used in MaNGA, we first find an estimation for $R_p$ following the previous procedure and later calculate the stellar mass within $2R_p$.

Appendix B: Isotropic views for repeated galaxies

The high resolution of TNG50 comes at the cost of reducing the size of the cosmological box, resulting in a reduced number of eligible galaxies. Additionally, each snapshot is volume-limited. Therefore, to match MaNGA’s mass distribution and to reproduce the MaNGA survey properties, galaxy repetition is needed (especially for the high-mass end).

To define the number of repetitions needed we consider the following. While defining fewer repetitions leads to a larger variety of galaxies, more repetitions lead to a better match in terms of mass and size. An additional constraint comes into play when we consider how the views are defined. In general, we aim to sample galaxies with random orientations, and, if repeated, they should be observed from as many different angles as possible. As the simulated galaxies are randomly oriented in the cosmological box, we only need to define the orientation of the $n$-viewers to achieve this. Since galaxies generally have axial symmetries, we avoid selecting views placed in opposite directions as they would show the galaxy with the same inclination. Furthermore, we can measure how different views are by taking the absolute value of the cosine distance between the unit vectors that define the views, which is maximized if observers are oriented at $90^\circ$ to each other and minimized if they are parallel.

To maximize the distance, the observers must be isotropically distributed. To obtain a set of six isotropic views (the maximum used in this work), we use the directions defined by the vertices of a regular polyhedron. In particular, we consider an icosahedron, a 3D shape with 20 faces and 12 vertices. We choose an icosahedron centred in the origin, oriented such that one of its vertices is in $(1, 0, 0)$ and another in $(a, b, 0)$, where $a > 0, b > 0$. These vertices define the first and second views, respectively. The other four views are defined by the remaining vertices that have a positive first component. The minimum angular separation between two observers is $\alpha = 63.4^\circ$. An example of how a galaxy would look with these six views is shown in Fig. B.1, while the three standard views $(x, y, z)$ for the same galaxy are shown in Fig. B.2.

![Fig. B.1. Six views of galaxy 377018 in snapshot 87 (from left to right). The top row shows the stellar mass per $0.25'' \times 0.25''$ in the field of view. The bottom row shows the mean line-of-sight velocity of the stellar particles.](image-url)
Fig. B.2. Same as Fig. B.1, three views of galaxy 377018 snapshot 87. The first three views in Fig. B.1 are chosen to be the most similar to the views in the $x$, $y$, $z$ directions.
Appendix C: SSP analysis with emission lines

We study the impact of excluding emission lines (ELs) when retrieving stellar population contributions in the spectra. In this test we run PYPipe3D on a subsample of 100 simulated galaxies twice, first adding the EL spectra and then without them. The subsample is selected to have a representative distribution in the $M_\ast - R_e$ plane of the MaNGA sample. The difference between the recovered ages and metallicities in each case is then used as an indicator of the bias introduced in SSP fits by the ELs. We calculate the EL contribution as in Ibarra-Medel et al. (2019) and downgrade its spectral resolution to MaNGA's typical values before adding it to the stellar continuum spectra. While the resulting spectra look realistic, the EL spectra may not be reliably modelled, and therefore we do not pursue a further analysis of the ELs. An example of the spectra with the added contribution of the ELs is shown in Fig. C.1.

Similar to the analysis in Sect. 4.2, we plot the difference between the mean ages and metallicities derived from the spectra within $1 R_e$ including ELs and those that do not include ELs for the same galaxies. As we are interested in the effect of ELs in the spectra and some of our 100 galaxies may have only weak ELs or no ELs, we identify the peak flux ratio between the spectra with and without the ELs within $R_e$ for each galaxy. While galaxies with weak ELs seem unaffected (scatter limited to $\pm0.5$ dex), galaxies with strong ELs tend to lead to younger and more metal-poor estimations than when ELs are not included (Fig. C.2). While this effect is systematic in metallicity, the age estimations are more robust but with a larger scatter. The most extreme cases have a deviation of $|\Delta \log(Age)| \sim 0.4$. At 2 Gyr, where the deviations are greater and more frequent, the ages can be estimated to be $\sim 1.2$ Gyr younger. The correlation of this effect with age is evident since galaxies with young stellar populations will have young massive stars capable of ionizing the surrounding gas, thus producing emission lines. While this test shows how emission lines can impact in the SSP fitting, a more detailed study on the performance of PYPipe3D is beyond the scope of this work.

Fig. C.1. As in Fig. 5, but for the mock spectra with emission lines of a simulated galaxy at its centre, $0.5 R_e$, and $1 R_e$.

Fig. C.2. Difference retrieving ages and metallicities (left and right panels, respectively) with PYPipe3D introduced by including emission lines in the spectra. The colour-coding is determined by the peak flux ratio between the spectra with and without the emission lines. The median of the differences is shown with a solid blue line, while the 20th and 80th percentiles are shown with dashed blue lines.
Appendix D: Metallicity excess in stellar particles

The metallicities of the TNG50 stellar particles may have values above the upper limit of the $\text{MaStar\_sLOG}$ template. These values are not properly represented by the template, resulting in an underestimation of the average metallicity of the galaxy. We analyse how frequently the simulated galaxies have particles with metallicities above the threshold given by $Z_{\text{thres}} = \max(Z_{\text{SSP}}) + \Delta Z$, where $\max(Z_{\text{SSP}}) = 0.4$ is the maximum metallicity ($Z$) in the template and $\Delta Z = 0.05$ is half the difference between the highest metallicity in the template and the one immediately before it. We consider that particles with metallicities above $Z_{\text{thres}}$ are underestimated when constructing the mock datacube.

Figure D.1 shows the fraction of stellar particles per galaxy in the MaNGIA sample where the metallicity exceeds $Z_{\text{thres}}$ and its dependence on stellar mass. Figure D.1 shows the fraction of stellar particles per galaxy in the MaNGIA sample where the metallicity exceeds $Z_{\text{thres}}$ and its dependence on stellar mass. For each galaxy, we considered all the particles identified with the subfind algorithm, which may not coincide with those in the field of view of the mock datacube. There is a clear dependence between stellar mass and high metallicity.

![Figure D.1. Fraction of stellar particles per galaxy in the MaNGIA sample where the metallicity exceeds $Z_{\text{thres}}$ (see text) and its dependence on stellar mass. $N$ is the number density of galaxies per bin.](image-url)