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ABSTRACT

Graph association rule mining is a data mining technique used for discovering regularities in graph data. In this study, we propose a novel concept, path association rule mining, to discover the correlations of path patterns that frequently appear in a given graph. Reachability path patterns (i.e., existence of paths from a vertex to another vertex) are applied in our concept to discover diverse regularities. We show that the problem is NP-hard, and we develop an efficient algorithm in which the anti-monotonic property is used on path patterns. Subsequently, we develop approximation and parallelization techniques to efficiently and scalably discover rules. We use real-life graphs to experimentally verify the effectiveness of path association rules and the efficiency of our algorithm.

1 INTRODUCTION

Association rule mining is a data mining technique used for discovering regularities between itemsets in large databases [1, 49]. Association rules are represented as \( X \Rightarrow Y \), where \( X \) and \( Y \) are the disjoint and called antecedent and consequent, respectively. Association rules have attracted research attention because of their usefulness in many applications such as market analysis [27], web mining [29], and bioinformatics [32].

Regularities between entities in large-scale graphs are a critical topic of research. Graph association rule mining on a single large graph, which is an extended form of general association rule mining, exhibits considerable potential for studying regularities [14, 18, 19, 45]. Graph association rules are represented as \( G_X \Rightarrow G_Y \), where \( G_X \) and \( G_Y \) are graph patterns. Since graphs are widely used in many applications, association rules on graphs have a large opportunity to discovery valuable insights and knowledge.

Applications on graph association rule mining. Graph association rule mining exhibits numerous application scenarios. Social analysis: Social analysis is critical for understanding and improving our life. Social relationships can be modeled using graphs, and graph association rule mining can be used to discover regularities between the status of people and their relationship patterns. For example, social relationships affect to our health [25] and happiness [23]. We can find interesting rules, for example, “if people are happy, they are healthy and have friends.”

Recommendation: In current recommendation systems, user behavior, such as viewing and clicking [11, 31], toward particular products are tracked. Bipartite graphs are used to model user behavior to products. Graph association rule mining can be used find potential customers by finding regularities among user behavior, products, and profiles.

Social discrimination checking: Social discrimination in graphs should be solved for building fair machine learning models [10]. Machine learning models for graph data can be suffered from such discriminatory bias as same as transactional data. Since graph association rules can discover regularities that include discriminatory bias, they can be used to remove discriminatory bias in the graph data.

Motivation and challenge. Graph association rule mining is fundamental for graph analysis, but only a few techniques have been developed [14, 18, 19, 45]. Existing methods cannot be applied to the aforementioned applications due to their own semantics (see Sec. 7 in detail).

Existing works have four obstacles to apply the aforementioned applications. First, in all existing works, a set of vertices in consequent (i.e., \( G_Y \)) must be a subset of those in the antecedent (i.e., \( G_X \)). Thus, they cannot discover association rules such that \( G_X \) and \( G_Y \) involve distinct vertices. Second, since \( G_X \) and \( G_Y \) are restrictive (e.g., a single edge or no common edges in \( G_X \) and \( G_Y \)), they cannot find the difference of vertex attributes. Third, each rule and discovery algorithm assumes a single graph type, for example, graphs with labeled vertices and unlabeled edges, and thus does not handle more generalized graphs than that it assumes (e.g., if discovery algorithms assume graphs with unlabeled edges, it cannot handle ones with labeled edges). Fourth, their antecedent and consequent are basic graph pattern, so it does not capture the connectivity between vertices.

Therefore, we need a novel graph association rule mining technique. We introduce three challenges that have not been addressed in existing studies. First, simple association rules are required to flexibly capture regularities that can represent (1) no restriction of vertices in antecedent and consequent and (2) connectivity between vertices. Second, an efficient and scalable mining algorithm is required to accurately find all frequent patterns in general property graphs that include vertex attributes and edge labels. Finally, such rules should be effective and provide insight and knowledge, and offer conventional metrics such as support, confidence, and lift.

Contribution. We propose a novel and simple concept, path association rule mining, and develop an efficient and scalable algorithm for discovering path association rules. Path association rule mining aims to discover regularities between path patterns; path patterns are sequences of vertex attribute sets and edge labels. Reachability patterns can be applied as path patterns that represent label-constrained reachability between two vertices in directed edges. This mining finds rules \( p_X \Rightarrow p_Y \), where \( p \) is a given minimum support. This rule can naturally offer standard metrics, such as absolute/relative support, confidence, and lift.

Example 1.1. Figure 1 illustrates an example of path association rule mining. A given graph includes 12 vertices, 15 edges, 4 types of edge labels, and 8 types of vertex attributes. From this graph, we mine path association rules with \( \theta \) is one. Path pattern \( \langle \text{Male}, \text{Follows}, \text{Art} \rangle \) is frequent because vertices \( v_8 \) and \( v_9 \) become the sources of the path patterns (we say that \( v_8 \) and \( v_9 \) match with the path pattern). Similarly, path pattern \( \langle \text{CS}, \text{BelongTo}, \text{Uni} \rangle \)}
matches $v_8$ and $v_9$. \((\text{CS}, \text{Follows, Art}) \Rightarrow (\text{Male, BelongTo, Uni})\) is discovered as a path association rule.

The path association rule problem is NP-hard. Therefore, we develop an algorithm to efficiently find the set of frequent path patterns and rules. Our algorithm employs an Apriori approach using anti-monotonic property that path association rules hold to prune the candidate of frequent path patterns and rules. We can prune path patterns in two ways, namely vertically, which stops extending the length of path patterns, and horizontally, which stops extending the number of attributes in path patterns. Our algorithm can exactly compute support, confidence, and other measures of association rules. Furthermore, we develop parallelization and approximation techniques to scalably accelerate finding association rules. In our parallelization technique, we estimate costs of vertices to compute efficiently and scalably accelerate finding association rules. In our approximation techniques for more efficiency.

We propose a novel concept, path association rule mining to effectively determine the regulations between attributes of vertices connected by edge labels. Its remarkable feature compared with existing graph association rules is that it captures correlations of distinct path patterns from the same vertices, which are often useful in many applications. In addition, the path association rule mining discovers rules on general property graphs, which widely cover many graph types (e.g., labeled graphs).

### 2.1 Notations

We consider graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{L}, \mathcal{A})$ where $\mathcal{V}$ is a finite set of vertices, $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{L} \times \mathcal{V}$ is the set of edges with label $\ell \in \mathcal{L}$, $\mathcal{L}$ is a finite set of edge labels, and $\mathcal{A}$ is a finite set of attributes. Edge $e \in \mathcal{E}$ is represented by a triple $(v_0, \ell, v')$ where an edge from vertex $v$ to vertex $v'$ with edge label $\ell$. Attribute $a \in \mathcal{A}$ is a categorical value that represents a feature of vertex. We define $A \subseteq \mathcal{A}$ as a set of attributes and each $v \in \mathcal{V}$ has a set of attributes $A(v)$.

Path is a sequence of vertices and edges $(v_0, e_0, v_1, \ldots, e_{n-1}, v_n)$ where $n$ is a length of the path. We define $v_0$ and $v_n$ as the source and target of the path, respectively.

Example 2.1. In Figure 1, $\mathcal{L} = \{\text{Follows, BelongTo, LocatedIn, Likes}\}$ and $\mathcal{A} = \{\text{Museum, Uni, City, Male, Female, CS, Chem, Art}\}$. $(v_0, e_0, v_1, v_2)\) is a two length path where $v_0$ and $v_2$ are the source and target of the path, respectively.

### 2.2 Path Association Rule

We define path association rules that we propose in this paper, after defining path patterns.

**Path pattern:** We define two path patterns, namely simple and reachability path patterns.

- **Simple path pattern** is a sequence of attribute sets and edge labels $(A_0, e_0, A_1, \ldots, e_{n-1}, A_n)$ where $A_i \subseteq \mathcal{A}$ and $\ell_i \in \mathcal{L}$. Given vertex $v$ and simple path pattern $p$, $v$ matches $p$ if $v$ is a source of a path that satisfies $A_i \subseteq A(v_i)$ and $\ell_i = \ell_i$ for all $i$.

- **Reachability path pattern** is a pair of attribute sets and edge label $(A_0, \ell^*, A_1)$, where $A_0, A_1 \subseteq \mathcal{A}$ and $\ell^* \in \mathcal{L}$. Given
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vertex $v$ and reachability path pattern $p$, $v$ matches $p$ if $v$ is a source of a path that satisfies $A_0 \subseteq A(v_0)$, $A_1 \subseteq A(v_1)$, and $\ell' = \ell$, for all $i$. We denote by $\mathcal{V}(p)$ the set of all matched vertices of path pattern $p$ and by $|\mathcal{V}(p)|$ the number of matched vertices of $p$. We call a path pattern whose all attributes sets include a single attribute unit path pattern.

**Definition 2.2 (Dominance).** Given two path patterns $p = (A_0, \ell, A_1, \ldots, \ell_{m-1}, A_m)$ and $p' = (A'_0, \ell', A'_1, \ldots, \ell'_{m-1}, A'_m)$, $p$ dominates $p'$ if $m \leq n$, and $\ell'_i = \ell_i$ and $A'_i \subseteq A_i$ for all $i = 0$ to $m$. We denote $p' < p$ when $p'$ is dominated by $p$.

Intuitively, dominating path patterns are more complex than their dominated path patterns.

**Example 2.3.** In Figure 1, $v_H$ matches simple path patterns $\{(\text{CS, Male}), \text{Follows}, (\text{CS, Female})\}$ and reachability path patterns $\{(\text{CS, Male}), \text{Follows}^*, (\text{CS, Male})\}$. $\mathcal{V}(\{(\text{Male}), \text{Follows}, (\text{Male})\})$ is $\{v_8, v_9, v_{12}\}$.

**Path association rule:** We define path association rules as follows.

**Definition 2.4.** A path association rule $r$ is defined by $\mathcal{X} \Rightarrow \mathcal{Y}$, where $p_X$ and $p_Y$ are path patterns. We refer to $p_X$ and $p_Y$ as the antecedent and consequent of rule, respectively.

The path association rule evaluates frequencies and conditional probabilities of vertices that match both $p_X$ and $p_Y$. We apply homophily semantics on path association rules. Thus, we allow that a single path is shared by both $p_X$ and $p_Y$.

**Example 2.5.** Given a rule $\langle \text{CS, Follows, (Art)} \Rightarrow \langle \text{CS, BelongTo, (Uni)} \rangle \rangle$ in Figure 1, $v_8$ and $v_9$ are matched with this rule.

### 2.3 Metrics of association rules

The path association rule offers general metrics of association rules. We can naturally define support, confidence, and lift for path association rules.

**Support:** The support of path association rules indicates how many vertices are applied into sources of paths. We define two support metrics of absolute and relative supports. Most of graph association rule mining does not offer relative support (see Sec 7) because it is hard to compute the possible maximum number of matched graph patterns. The absolute support is defined as follows:

$$\text{ASupp}(p_X \Rightarrow p_Y) = |\mathcal{V}(p_X) \cap \mathcal{V}(p_Y)|$$

Since the maximum value of $|\mathcal{V}(p)|$ is the number of vertices, the relative support is defined as follows:

$$\text{RSupp}(p_X \Rightarrow p_Y) = \frac{|\mathcal{V}(p_X) \cap \mathcal{V}(p_Y)|}{|\mathcal{V}|}$$

**Confidence:** The confidence of path association rules indicates the probability that vertices satisfies $p_X$ if they satisfy $p_Y$. The confidence is defined as follows:

$$\text{Conf}(p_X \Rightarrow p_Y) = \frac{|\mathcal{V}(p_X) \cap \mathcal{V}(p_Y)|}{|\mathcal{V}(p_X)|}$$

**Lift:** Lift is not offered by most of graph association rule mining as well as the relative support. We can define lift as follows:

$$\text{Lift}(p_X \Rightarrow p_Y) = \frac{|\mathcal{V}(p_X) \cap \mathcal{V}(p_Y)| \cdot |\mathcal{V}|}{|\mathcal{V}(p_X)| \cdot |\mathcal{V}(p_Y)|}$$

Others: Similarly, we can define other measures.

**Example 2.6.** We explain the metrics by using Figure 1. $\text{ASupp}(r_1)$, $\text{RSupp}(r_1)$, $\text{Conf}(r_1)$, and $\text{Lift}(r_1)$ are 2, 0.16, 1.0, and 6, respectively.

### 2.4 Problem Definition

We define a problem that we solve in this paper.

**Definition 2.7 (Path association rule mining problem).** Given graph $G$, minimum (absolute or relative) support $\theta$, maximum path length $k$, the path association rule mining problem aims to find all rules with their metrics, where $r$ satisfies (1) $\text{supp}(r)$ is larger than $\theta$, (2) lengths of paths are at most $k$, and (3) $p_X$ is not dominated by $p_Y$ and vice versa. We say that $p$ is frequent if $|\mathcal{V}(p)| > \theta$.

**Theorem 2.8.** Path association rule mining problem is NP-hard.

**Proof sketch:** We show that the problem is NP-hard through reduction from as frequent subsequence enumeration problem, which is NP-hard [47]. Sequences and subsequences are sub classes of graphs and path patterns, respectively. Thus, the path association rule mining problem is NP-hard.

**Remarks:** The path association rule is general compared with conventional association rule mining for items. Each vertex and its attributes can be considered as a transaction and items of the transaction, respectively. If no edges exist in graphs, path association rule mining is equivalent to conventional association rule mining for items.

**Remarks:** In recent real-life query logs for Wikidata [44], more than 90% of queries are path patterns [4, 5]. From this fact, graph analysis often utilizes path patterns instead of graph patterns to understand real-world relationships. Therefore, path association rule mining can be useful in real-world analysis on many applications.

### 3 OUR ALGORITHM

We present an efficient algorithm for path association rule mining.

#### 3.1 Overview

For solving the path association rule mining problem, we need to enumerate frequent path patterns and vertices that match the path patterns. To reduce the candidates of path patterns, our algorithm employs an Apriori strategy which initially finds non-complex frequent path patterns and generates candidates of frequent complex path patterns form the found path patterns, based on anti-monotonic properties.

**Anti-monotonic properties:** Anti-monotonic properties are leveraged to reduce candidates of path patterns effectively. Path patterns naturally satisfy anti-monotonic properties as follows:

**Theorem 3.1.** If $p' \subseteq p$, $\mathcal{V}(p') \supseteq \mathcal{V}(p)$.

**Proof:** When $p$ is dominated by $p'$, $p$ is not longer than $p'$, all edge labels on $p$ and $p'$ are the same order, and attribute sets on $p$ are subset or equal to those on $p'$. All vertices that match $p'$ are matched with path patterns whose attributes are subset of $p'$. Therefore, if path pattern $p \subseteq p'$, $\mathcal{V}(p) \supseteq \mathcal{V}(p')$. □
We can derive two lemmas from Theorem 3.1.

**Lemma 3.2.** If prefix of path patterns is not frequent, the whole path patterns are not frequent.

*Proof:* If $\ell$ matches $p = (A_0, \ell_1, \cdots, \ell_n, A_m)$, $v$ matches $(A_0, \ell_1, \cdots, \ell_m, A_{m'})$ where $m < n$. Similarly, if $v$ does not match $(A_0, \ell_1, \cdots, \ell_m, A_{m'})$, $v$ does not matches $(A_0, \ell_1, \cdots, \ell_n, A_m)$. Therefore, if prefix of path patterns is not frequent, the whole path patterns are not frequent. \hfill $\square$

**Lemma 3.3.** If $p$ is not frequent, $p'$ such that $\exists A_i' \supset A_i$ and $\ell_i' = \ell_i$ for all $i$ is not frequent.

*Proof:* If $v$ matches $p'$, $v$ matches $p$ because $p'$ is more complex than $p$. Similarly, if $v$ does note match $p$, $v$ does not matches $p'$. Therefore, if $p$ is not frequent, $p'$ is not frequent. \hfill $\square$

These theorem and lemmas can be used for pruning path patterns that are not frequent.

**Baseline algorithm.** Our algorithm has the following steps: (1) Frequent attribute set discovery, (2) Frequent simple path pattern discovery, (3) Frequent reachability path pattern discovery, and (4) Rule discovery, based on Lemma 3.2. We describe these steps.

1. **Frequent attribute set discovery.** We obtain a set $P_0$ of frequent attribute sets (i.e., frequent path patterns with path length zero). This step can employ any type of algorithms for conventional association rule mining, such as Apriori method.

2. **Frequent simple path pattern discovery.** Our algorithm finds simple path patterns by extending the found frequent path patterns. It generates candidates of simple path patterns with length $i$ by combining $p \in P_{i-1}$, an edge label, and $A \subseteq \mathcal{A}$, and then checks their frequency. If the path patterns are frequent, our algorithm stores them as frequent simple path patterns into $P_i$.

3. **Frequent reachability path pattern discovery** This step finds vertices that match reachability path patterns. Different from frequent simple path pattern discovery, this step needs a set of vertices that are reached through $\ell'$ from each vertex.

Given an edge label, we enumerate reachable vertices from each vertex that has frequent attributes by breadth-first search. Similarly to simple path discovery, we generate candidates of reachability path patterns by combining $p \in P_0$, an edge label, and $A \subseteq \mathcal{A}$, and then we store frequent ones to $P^*$.

4. **Rule discovery.** In the rule discovery step, we search for vertices that match two path patterns. If $p$ and $p'$ are frequent path patterns found in steps (2) and (3), it generates candidates of rules $p \Rightarrow p'$ and $p' \Rightarrow p$ and counts vertices that match both $p$ and $p'$. Finally, it computes the metrics of rules if they are frequent.

**Optimization Strategy**

We enhance the efficiency of our algorithm by reducing the candidates of frequent path patterns and rules. We introduce suffix pruning, and then we explain how to enhance the candidate generations in our algorithm.

**Suffix pruning.** Anti-monotonic properties reduce a prefix of path patterns. However, they do not reduce a suffix. Therefore, we introduce a suffix pruning.

Given given edge label $\ell$ and attribute $a$, we compute the maximum number of matched vertices for any path patterns of length $n - 1$ concatenated with $\ell$ and $A$. In addition, given $A$ and $\ell$, we compute the maximum number of matched vertices for $(A, \ell, \ldots)$. We can prune the suffix if the maximum number of vertices is not larger than $\theta$.

We define two values. First, the number of vertices that have $A$ and out-going edges with edge label $\ell$ is $|\mathcal{V}(A, \ell)| = |\{v \mid \langle v, \ell, v' \rangle \in \mathcal{E} \land A(v) \supseteq A \land \ell_e = \ell\}|$. Second, the number of edges with $\ell$ that connect to attribute set $A$ is $|\mathcal{E}(A, \ell)| = |\{\langle v, \ell, v' \rangle \mid A(v) \supseteq A \land \ell_e = \ell\}|$. The maximum numbers of matched vertices are computed by the following lemmas:

**Lemma 3.5.** Given length $n$, edge label $\ell$, and attribute set $A$, the maximum number of matched vertices for path patterns of $n - 1$ length concatenated with $\ell$ and $A$ is $|\mathcal{E}(A, \ell)| \cdot (d_m)^{n-1}$ where $n > 0$ and $d_m$ indicates the maximum in-degrees among vertices.

*Proof:* $|\mathcal{E}(A_n, \ell_n)|$ indicates the number of edges with $\ell_n$ connecting to vertices whose attribute set includes $A_n$. Given $\langle A, \ell_n, A_n \rangle$ as path pattern, the maximum number of vertices that match the path pattern is $|\mathcal{E}(A_n, \ell_n)|$. When the length of path patterns, the number of paths whose targets' attributes include $A_n$ exponentially increase by $d_m$. Therefore, the maximum number of matched vertices for path patterns of $n - 1$ length concatenated with $(\ell_n, A_n)$ is $|\mathcal{E}(A_n, \ell_n)| \cdot (d_m)^{n-1}$. \hfill $\square$

**Lemma 3.6.** Given attribute set $A$ and edge label $\ell$, the maximum number of matched vertices for $p = (A, \ell, \ldots)$ is $|\mathcal{V}(A, \ell)|$.

*Proof:* This is obvious because the maximum number of vertices that can be sources of paths that match $(A, \ell, \ldots)$ is the number of vertices that have edges with $\ell$. \hfill $\square$

From these lemma, we prune the candidates of edge labels and attribute sets of targets. First, if $|\mathcal{E}(A, \ell)| \cdot d_m^{n-1} > \theta$, $(A, \ell)$ is a candidate of $(n, A_n)$ for path patterns with length $n$. Second, unless $\ell$ satisfies $\min \{ |\mathcal{V}(A, \ell)|, |\mathcal{E}(A, \ell)| \cdot d_m^{k-1} \} \leq \theta$ for any $A$, $\ell$ is a candidate of $\ell_0$ and $\ell'$ for path patterns. We denote sets of edge labels and attributes of targets that could be involved in frequent path patterns by $\mathcal{L}_{\ell_0}$ and $\mathcal{A}_{\ell'}$, respectively. The suffix pruning can reduce the candidates of edge labels and attribute sets that are added to frequent path patterns.

**Enhanced candidate generation.** From the two anti-monotonic properties and suffix pruning, we can remove the candidates of path patterns if (1) the prefix of path pattern is not frequent, (2) the dominating path pattern is not frequent, and (3) suffix is not involved in frequent path patterns. In the enhanced candidate generation, we extend path patterns in two ways. **Vertical:** it first starts path patterns with zero length (i.e., frequent attributes), and then extends patterns to $k$ length by adding frequent the suffix. **Horizontal:** it finds unit path patterns (i.e., whose all attribute sets include a single attribute) and then combines attribute sets in frequent path patterns. The pruned patterns can be excluded from candidates of path patterns without sacrificing the accuracy.
Our algorithm is modified based on the enhanced candidate generation. The frequent attribute set discovery step contributes to finding $L_F$ and $\mathcal{A}_T$. We compute $L_F$ and $\mathcal{A}_T$ by finding $\mathcal{A}_T$ for all edge labels and then $L_F$, finally refining $\mathcal{A}_T$ by using $L_F$.

In the frequent simple path pattern discovery step, we enumerate unit path patterns with one length. We vertically extend $P_0$ with one length by adding $L_F$ and $\mathcal{A}_T$. The candidates of path patterns can be reduced by using the suffix pruning. After checking the frequency of all unit path patterns with one length, we horizontally combine two frequent paths to obtain path patterns whose attributes are more than one. This horizontal extension drastically reduces the number of candidates because if either two paths are not frequent, the combined paths are not frequent based on the pruning strategy in Lemma 3.3. We repeat vertical and horizontal extensions until obtaining frequent path patterns with $k$ length.

In the frequent reachability path patterns, we also use Lemma 3.3; finding frequent reachability path patterns whose attribute set include a single attribute and then combined the two paths to obtain complex path patterns.

In the rule discovery, we use Lemmas 3.2 and 3.3. We first search for frequent rules that are combined one length unit path patterns. Then, we vertically and horizontally extend the path patterns in frequent rules. In more concretely, if $p \Rightarrow p'$ is frequent, $p_0 \Rightarrow p'$, $p_h \Rightarrow p'$, $p \Rightarrow p'$, and $p \Rightarrow p_h'$ are candidates, where $p_0$ and $p_h$ are path patterns extended from $p$ vertically and horizontally, respectively.

### 3.3 Auxiliary data structure

Data structures have important roles for efficient rule discovery. Our algorithm maintains data structure to store pairs of a matched path pattern and targets of corresponding paths for each vertex. We can grow paths by using the data structure without searching for paths from scratch. In addition, our algorithm maintains pairs of dominating and dominated path patterns. This is effective to generate candidates of rules; if $p \Rightarrow p'$ is frequent, we can obtain $p_0$, $p_h$, $p'$, and $p_h'$ by accessing the data structure.

### 3.4 Pseudo-code and Complexity analysis

Algorithm 1 shows a pseudo code of our algorithm. DiscoverX functions search for vertices matched with candidates and find frequent patterns. Frequent attribute sets discovery step (lines 2–7) is generally the same as the basic Apriori algorithm and additionally computes frequent edges and attributes of targets. Frequent simple path pattern discovery step (lines 8–12) vertically and horizontally extends the candidate of path patterns from already found frequent path patterns. Frequent reachability path pattern discovery step (lines 13–17) conducts breadth-first search for each frequent edge label from each vertex and obtains the set of reached vertices $V_T$. Then, it discovers frequent reachability path patterns. It iteratively generates candidates of paths by horizontally extending the frequent reachability path patterns. Rule discovery step (lines 18–22) generates the first candidates of rules which are any pairs of unit path patterns of one length simple and reachability path patterns. Then, it extends path patterns in the found rules horizontally and vertically. Finally, it computes the metrics of frequent rules.

#### Algorithm 1: Algorithm for path association rule mining

```plaintext
input : Graph $G$, minimum support $\theta$, maximum length $k$
output: set of rules $\mathcal{R}$
1 If minimum support is relative Then $\theta \leftarrow \theta\lceil|V|$ $2 P_0, \ldots , P_k, P', R \leftarrow \emptyset$ $3 C^A \leftarrow \forall u \in \mathcal{A}$ $4$ while $C^A \neq \emptyset$ do $5 P_0 \leftarrow P_0 \cup \text{DiscoverAtt}(C^A, G, \emptyset)$ $6 C^A \leftarrow \text{GenerateCandidate}(P_0)$ $7 (L_F, \mathcal{A}_T) \leftarrow \text{MatchedEdges}(P_0, G)$ $8$ for $i = 1$ to $k$ do $9 C^S \leftarrow \text{VerticalExtend}(P_{i-1}, L_F, \mathcal{A}_T)$ $10$ while $C^S \neq \emptyset$ do $11 P_i \leftarrow P_i \cup \text{DiscoverSimple}(C^S, G, \emptyset)$ $12 C^S \leftarrow \text{HorizontalExtend}(P_i)$ $13 V_T \leftarrow \text{BFS}(L_F, G, k)$ $14 C^R \leftarrow \forall p \text{ computed by } L_F, \mathcal{A}_T, P_0$ $15$ while $C^R \neq \emptyset$ do $16 P' \leftarrow P' \cup \text{DiscoverReachable}(C^R, G, \emptyset, V_T)$ $17 C^R \leftarrow \text{HorizontalExtend}(P')$ $18 R \leftarrow R \cup \text{DiscoverRule}(C^R, G, \emptyset)$ $19$ while $R \neq \emptyset$ do $20 C^R \leftarrow \forall (p \Rightarrow p') \text{ such that either } p, p' \text{ are unit path patterns}$ $21 \text{ in } P_i \cup P'$ $22$ ComputeMetrics($R$) $23$ return the set of rules;
```

We describe the time complexity in our algorithm. We denote the number of candidates of attribute sets, simple path patterns, reachability path patterns, and rules by $C^A$, $C^S$, $C^R$, and $C^R$ respectively, where $i$ is the $i$-th loop in while process. $|\mathcal{A}_F|$ is the number of frequent attributes.

Frequent attribute discovery step takes the same time complexity of Apriori algorithm with finding frequent edges and targets. This step takes $O(|\mathcal{A}| + |E|\lceil|V| + \sum_{i=2}^{|V|} |V_i|^2)$ 

The time complexity of Apriori algorithm with finding frequent edges and targets. This step takes $O(|\mathcal{A}| + |E|\lceil|V| + \sum_{i=2}^{|V|} |V_i|^2)$

Then, it discovers frequent reachability path patterns. It iteratively generates candidates of paths by horizontally extending the frequent reachability path patterns. Rule discovery step (lines 18–22) generates the first candidates of rules which are any pairs of unit path patterns of one length simple and reachability path patterns. Then, it extends path patterns in the found rules horizontally and vertically. Finally, it computes the metrics of frequent rules. 

We describe the time complexity in our algorithm. We denote the number of candidates of attribute sets, simple path patterns, reachability path patterns, and rules by $C^A$, $C^S$, $C^R$, and $C^R$ respectively, where $i$ is the $i$-th loop in while process. $|\mathcal{A}_F|$ is the number of frequent attributes.

Frequent attribute discovery step takes the same time complexity of Apriori algorithm with finding frequent edges and targets. This step takes $O(|\mathcal{A}| + |E|\lceil|V| + \sum_{i=2}^{|V|} |V_i|^2)$ 

The frequent simple path pattern discovery depends on the number of frequent attributes and edge labels. The time complexity is $O(|\mathcal{A}_F||L_F||E_F| + \sum_{i=2}^{|V|} |V_i|^2)$ 

The frequent reachability path discovery step takes similar complexity of previous step while it needs breadth-first search. It takes $O(|\mathcal{A}_F||L_F||E_F| + \sum_{i=2}^{|V|} |V_i|^2)$ 

The rule discovery step is combined two path patterns and extends patterns in found rules. It takes $O(|\mathcal{A}_F||L_F||E_F| + \sum_{i=2}^{|V|} |V_i|^2)$ 

In total, the time complexity of our algorithm takes $O(|\mathcal{A}_F||L_F||E_F| + \sum_{i=2}^{|V|} |V_i|^2)$ 

This analysis indicates that the complexity of our algorithm highly depends on the sizes of candidates.

The space complexity of our algorithm is $O(|\mathcal{A}_F| + |E_F| + |\mathcal{A}_T| + |\mathcal{A}_F||L_F| + \sum_{i=2}^{|V|} |V_i|^2)$. Where $|\mathcal{A}_F|$, $|E_F|$, $|\mathcal{A}_T|$, and $|\mathcal{A}_F||L_F|$ are the maximum sizes of $|\mathcal{A}_T|$, $|E_F|$, $|\mathcal{A}_F||L_F|$, and $|\mathcal{A}_F||L_F|$.
for all $i$, respectively. Generally, the memory space does not become an issue empirically compared with the running time.

4 APPROXIMATION

We present two approximation methods; candidate reduction and sampling.

Candidate reduction. Our optimization strategy can reduce the candidates by the suffix pruning in Lemma 3.5. This suffix pruning safely removes the suffix without sacrificing the accuracy, but the suffix are not often involved in frequent path patterns. For scalable mining, we further reduce the candidates of the suffix that are not likely necessary to find frequent patterns.

Methodology. We approximate the candidates of suffix based on Lemma 3.5. Given candidate reduction factor $\psi$ (0.0 \leq \psi \leq 1.0), the suffix $(t, A)$ is removed from the candidates if $|L(A, t)| \cdot (d_m)^{\psi(n-1)}$ is not larger than $\theta$.

Lemma 3.5 uses the maximum degree to safely prune candidates of suffixes that are not involved frequent paths. It often works well with small accuracy loss because most of vertices have much smaller degrees than the maximum degree.

Theoretical analysis. The candidate reduction enables to reduce the candidate of suffix, but it causes missing results. We discuss the probabilities that frequent path patterns are missing.

Theorem 4.1. Given frequent path pattern $p$, the missing probability of $p$ is $\Pr(\theta \geq \frac{|V(p)|}{|E(p)| \times (d_p)^{\psi(n-1)}})$, where $p_m$ is a probability that vertex matches with $p$ among paths that match path patterns with suffix and $d_p$ is the average degree of actual paths.

Proof: We remove the suffix if $|E(A, t)| \cdot (d_m)^{\psi(n-1)}$ is not larger than $\theta$. We define $|P|$ as the number of paths from any sources to the target of suffix, and $|P| = |V(p) \cdot p_m$. Furthermore, $|P| = |E(A, t)| \cdot (d_p)^{\psi(n-1)}$. We can derive the following probability:

\[
\Pr(\theta \geq \frac{|E(A, t)| \cdot (d_m)^{\psi(n-1)}}{p_m \cdot (d_p)^{\psi(n-1)}}) = \Pr(\theta \geq \frac{|P|}{(d_p)^{\psi(n-1)}}) = \Pr(\theta \geq \frac{|V(p)|}{p_m \cdot (d_p)^{\psi(n-1)}})
\]

This theorem indicates that the missing probability decreases if (1) $|V(p)|$ is large and (2) the difference between the maximum indegree and actual average in-degree is large. In this approximation, we can reduce the number of candidates without false positives (i.e., guarantee precision is 1.0).

Sampling. Sampling is effective to reduce the computation cost in many data mining studies [14, 15, 30, 42]. In our sampling method, we pick a set of vertices to reduce the computation cost for finding matched vertices.

Methodology. We need a sampling strategy that keeps the accuracy as much as possible. In our sampling strategy, we use a stratified sampling according to attributes of vertices [41]. We group the set of vertices into strata according to their attribute sets. We remove vertices that have no frequent attributes, because they do not contribute to frequent path patterns. From each strata, we pick vertices with $\rho$ sampling ratio. We estimate the frequency of $p$ by the following:

\[
|V(p)| = \frac{|V_s(p)|}{\rho}
\]

where $V_s$ denotes the set of sampled vertices in strata that is related to $A_0$ of $p$.

Theoretical analysis. The accuracy of sampling is represented by variance. The variance of our sampling is as follows:

\[
s^2 = \sum_{i} e_{i} \cdot |V_s(x_i - \bar{x})^2|.
\]

where $x_i$ is one if $x_i$ matches $p$, otherwise zero. $\bar{x}$ is $\frac{|V_s(p)|}{|V_s|}$.

The confidence interval is the following:

\[
|V_s(x - z \cdot \frac{s}{\sqrt{|V_s|}})| < |V(p)| < |V_s(x + z \cdot \frac{s}{\sqrt{|V_s|}})}
\]

where $z$ indicates $z$-values for confidence intervals.

Compared with candidate reduction, the sampling possibly causes false positives, that is, infrequent path patterns could be included as frequent path patterns. While, it can reduce the computation costs in a case that the candidate reduction does not work well.

5 PARALLELIZATION

We accelerate our algorithm by parallelization. In our parallelization strategy, vertices are partitioned to balance the computing costs of threads. Each vertex is associated with attributes and connects edges, each of them are either frequent or non-frequent. Therefore, if some threads are assigned many frequent vertices, the threads could have large burdens. We partition the set of vertices to balance their burdens.

Our approach is a cost-based partitioning. Given the number of threads $N$, it estimates computing costs on vertices and then the set of vertices are divided into $N$ subsets so that the sum of costs in subsets are almost the same. We describe how to estimate the cost and then partition the set of vertices.

Cost estimation. The cost to find matched vertices increases the number of matched paths. Thus, the cost is equal to the number of matched paths from each vertex. First, we eliminate the unnecessary vertices that do not have frequent attributes and/or outgoing-edges with frequent edge labels. These vertices obviously have no matched frequent path patterns. In other vertices, the number of matched paths depends on their attributes and out-going edges. If their attributes and out-going edges are very frequent, vertices could have a large number of matched path patterns. We simply estimate the cost of vertex $C(v)$ as follows:

\[
C(v) = d_f(v) \cdot |A_f(v)|
\]

where $d_f(v)$ and $|A_f(v)|$ indicate the out-degree of edges with frequent edge labels and the number of frequent attributes on vertex $v$, respectively. This estimation can be computed in $O(1)$ because $v$ does not have a large numbers of edges and attributes.

Assignment. We divide the set of vertices into $N$ subsets according to the estimated costs. To assign vertices, we use a greedy algorithm; estimates costs of vertices, sorts the vertices in ascending order of their costs, and repeatedly assigns the vertex with the largest cost among not-assigned ones to threads with the smallest sum of costs of assigned vertices, while we do not assign vertices to threads if
The time complexity of the assignment is \( O(n|V| \log |V|) \).

### 6 EXPERIMENTAL STUDY

We designed our experimental studies to show (1) efficiency of our algorithm and (2) effectiveness of path association rule mining.

We implemented all algorithms by C++. All experiments were performed on a Linux server with 512GB of memory and an Intel(R) Xeon(R) CPU E5-2699v3 processor.

Experimental Setting. We provide an overview of our experimental setup, including datasets, compared methods, and parameters.

**Dataset.** We use three datasets: Nell\(^1\), DBpedia\(^1\), and Pokec\(^2\).
- Nell \(^8\) is a knowledge graph crawled from the web. Its attributes are, for example, ceo, musician, company, and university, and edge labels are, for example, companyceo, competeswith, and workers.
- DBpedia \(^3\) is a knowledge graph extracted from wikipedia data. Its attributes are, for example, actor, award, person, and place, and edge labels are, for example, child, spouse, and deathPlace.
- Pokec is a social network service in which most users are Slovenian. Its attributes are, for example, age, gender, city, and music, edge labels are, for example, follows, likes, and friend.

In minimum supports, we set \( \delta \) to the number of datasets. Generally, as length increases, the run time increases because the numbers of rules and path patterns increase. In Nell, the number of rules drastically increase when \( k = 4 \), our algorithm did not finish within 24 hours. In DBpedia, the number path patterns does not increase when \( k \) is larger than 2, so the run time does not increase. From these results, we can confirm our approximation methods work well when \( k \) is large.

### EXP-1 EFFICIENCY

We show the efficiency of our algorithm.

**Varying the minimum support \( \theta \).** Figure 2 shows run time of our algorithms by varying the minimum support in each dataset. Our algorithms accelerate to find association rules compared with the baseline. For example, in Pokec, Baseline did not finish within 24 hours because Pokec has a large number of attributes. This indicates that our optimization strategy works well to reduce the candidates of path patterns. In addition, approximation methods reduce computation costs largely.

**Varying the number of threads.** Table 3 shows the run time by varying the number of threads in DBpedia and Pokec. Our algorithm almost linearly decreases the run time as increasing threads.

**Varying the length \( k \) of paths and approximation factors.**

Figure 3 shows the run time of each method varying the length \( k \). We set 1,800, 140,000, and 50,000 as \( \theta \). We do not show the performance of the baseline because it does not finish within 24 hours when \( k = 3 \) in all datasets. Generally, as length increases, the run time increases because the numbers of rules and path patterns increase. In Nell, the number of rules drastically increase when \( k = 4 \), our algorithm did not finish within 24 hours. In DBpedia, the number path patterns does not increase when \( k \) is larger than 2, so the run time does not increase. From these results, we can confirm our approximation methods work well when \( k \) is large.

**Varying the approximation factors.** Figure 4 shows the run time varying approximation factors. The approximation factor indicates candidate reduction \( \psi \) factor and sampling rate \( \rho \) for CR and SA, respectively. From this result, we can see that when the approximation factors are small, the run time is small. However, in Nell, the run time of Our SA is large when \( \rho = 0.2 \). This is because the number of false negatives is large, so the frequent rule discovery step takes a large time.

### EXP-2 Run time analysis

Table 5 shows the ratio of run time on each step. The ratio differs across datasets. Nell and DBpedia take their run time largely for finding rules and two length simple path patterns, respectively. In Pokec, it takes time for finding path patterns instead of rules. Their run time ratios are according to

---

1. https://github.com/GemsLab/KGist
2. https://snap.stanford.edu/data/soc-pokec.html

| Dataset | \( |V| \) | \( |E| \) | \( |L| \) | \( |A| \) | Avg. Attr. |
|---------|-------|-------|-------|-------|---------|
| Nell    | 46,682| 231,634| 821   | 266   | 1.5     |
| DBpedia | 1,477,796| 2,920,168| 504   | 239   | 2.7     |
| Pokec   | 1,666,426| 34,817,514| 9     | 36302 | 1.1     |

| Dataset | \( |V| \) | \( |E| \) | \( |L| \) | \( |A| \) | Avg. Attr. |
|---------|-------|-------|-------|-------|---------|
| Nell    | 59,603| 29,971| 15,028| 10,039| 6,197   | 4,038   |
| DBpedia | 8,037 | 3,042 | 1,529 | 1,981 | 1,103   | 634     |

| Dataset | \( |V| \) | \( |E| \) | \( |L| \) | \( |A| \) | Avg. Attr. |
|---------|-------|-------|-------|-------|---------|
| Nell    | 46,682| 231,634| 821   | 266   | 1.5     |
| DBpedia | 1,477,796| 2,920,168| 504   | 239   | 2.7     |
| Pokec   | 1,666,426| 34,817,514| 9     | 36302 | 1.1     |

**Parameters.** We set 2 as maximum path length and use 32 threads. In minimum supports, we set absolute supports to each dataset; 1,000, 120,000, and 45,000 for Nell, DBpedia, and Pokec, respectively.

## Table 1: Data statistics.

| Dataset | \( |V| \) | \( |E| \) | \( |L| \) | \( |A| \) | Avg. Attr. |
|---------|-------|-------|-------|-------|---------|
| Nell    | 46,682| 231,634| 821   | 266   | 1.5     |
| DBpedia | 1,477,796| 2,920,168| 504   | 239   | 2.7     |
| Pokec   | 1,666,426| 34,817,514| 9     | 36302 | 1.1     |

## Table 2: Numbers of path patterns and rules.

| Dataset | Nell | DBpedia | Pokec |
|---------|------|---------|-------|
| Attribute set | 21 | 14 | 8 |
| Simple path | 2283 | 6 | 10 |
| Reachability path | 35 | 6 | 31 |
| Rule | 1,373,514 | 35 | 61 |

## Table 3: Impact of # of threads to run time [sec]

| Dataset | Nell | DBpedia | Pokec |
|---------|------|---------|-------|
| Ours | 59,603 | 29,971 | 15,028 |
| Ours w/ CR-SA | 6,037 | 3,042 | 1,529 |
| Ours w/ CR-SA | 1,003 | 1,103 | 634 |

## Table 4: Accuracy.

| Dataset | Nell | DBpedia | Pokec |
|---------|------|---------|-------|
| CR | 0.233 | 1.0 | 1.0 |
| SA | 0.9999 | 0.999 | 0.967 | 0.983 |
| CR+SA | 0.198 | 1.0 | 0.967 | 0.983 |

## Table 5: Impact of approximation factors to accuracy in Nell

| Approximation | Nell | DBpedia | Pokec |
|---------------|------|---------|-------|
| CR | Recall | Precision | Recall | Precision | Recall | Precision |
| 0.2 | 0.0461 | 1 | 0.9999 | 0.495 | 0.964 | 0.509 |
| 0.4 | 0.233 | 1 | 0.9999 | 0.999 | 0.233 | 0.998 |
| 0.6 | 0.323 | 1 | 0.9999 | 0.999 | 0.323 | 0.999 |
| 0.8 | 0.797 | 1 | 0.9999 | 0.999 | 0.797 | 0.999 |
the numbers of patterns and rules (see Table 2). These results are consistent with our complexity analysis, which the numbers of candidates highly affect to time complexity.

**EXP-3 Accuracy.** Table 4 shows the recall and precision of our approximation methods compared to our exact algorithm (i.e., recall and precision are 1.0 if approximation methods returns the same results of exact algorithm). In DBpedia and Pokec our approximation methods achieve very high accuracy, while in Nell the candidate reduction decreases the recall. In Nell, the difference between the
maximum and average in-degrees is small, so the missing probabilities become large. On the other hand, the differences in DBpedia and Pokec are large, so it effectively reduces the candidates.

Tables 5–7 show the recall and precision varying with approximation factors in each dataset. We can see that the accuracy are quite high in DBpedia and pokec, while in Nell, CR and SA do not work well when approximation factors are small. This is because the size of Nell is small compared with DBpedia and pokec, so the candidate reduction and sampling do not work well in some cases.

EXP-4 Effectiveness. We applied our method for knowledge extraction in three datasets and bias checking on Pokec. Existing works cannot find these rules and compute metrics of them due to their semantics (e.g., we tried AnyBurl [34]). We note that our method does not have specific purposes such as knowledge graph completion, so we evaluate effectiveness qualitatively.

First, Figure 6 (a) illustrates a rule found in Nell; This rule indicates “television station” is sub part of “company” that organized by “CEO” and “professor”. Interestingly, there are no vertices associated with both CEO and professor on Nell, and “company” that organized by “CEO” and “professor” is not frequent. This indicates “company” that have many “television station” is organized by at least different two people who are either CEO or professor. This rule provides insights that such large companies hires professors.

Figure 6 (b) illustrates a rule found in DBpedia. The confidence of this rule is quit high (i.e., 0.997). On the other hand, the confidence of \{Place\} \Rightarrow \{PopulatedPlace\} is 0.75. This leads two possibilities of insights; (1) locations in which people recorded in DBpedia born become famous places and (2) knowledge extraction techniques in DBpedia register the locations as populated places because the name of locations often appear with the name of people in DBpedia.

In Pokec, we can find an interesting rule about reachability path patterns. Figure 6 (c) illustrates the rule. This rule shows the low probability that "female who unset their ages connecting other female who unset their ages within two hops" follow "male who unset their ages". The confidences of other rules are more than 0.8, so this is the outlier case. This rule helps to understand the friendship in social network service.

Second, we checked social bias in Pokec by our method. We compare biases between females and males to educations of their friends. We compare \{\{gender\}\} \Rightarrow \{\{}\), follows, \{education:A\}\}, where gender and A indicate male/female and the attributes related to educations, respectively. We found 767 rules with \(\theta = 500\). We compare the support and confidence between these rules. The numbers of vertices with male and female are 804,327 and 828,275, respectively, so the number of females is larger than that of males. The sums of absolute supports on male and female are 464,725 and 466,725, and the sums of confidences are 2.445 and 2.064. These results indicate that males more likely have friends who registered their educations than females, so there are gender biases in Pokec. Our path association rules can be used to evaluate biases in property graphs.

EXP-5 Ablation study. Table 8 shows the run time of our methods that we do not use some techniques. "Ours w/o suffix pruning" indicates our method that does not use suffix pruning. "Ours w/o cost-based parallel" indicates our method that randomly assigns the same numbers of vertices to threads without considering estimated costs. From these results, Ours is drastically fast compared with Baseline. The effectiveness of each technique depends on dataset. For example, suffix pruning works well in Pokec, while does not in Nell. When the number of attributes is large, the suffix pruning works well. In parallelization, in Nell and DBpedia, cost-based sampling slightly increase the efficiency, while in Pokec, slightly decreases. In Pokec, the costs of vertices are very similar, so the costs of threads become similar even if we do not estimate their costs.

7 RELATED WORK
We explain additional studies in the supplementary file, such as graph pattern mining and matching and path query.

Support measure on graphs. Support measures in items do not hold anti-monotonic property on a single graph. Intuitively, the number of paths is often larger than the number of vertices though paths are more complex than vertices. To hold anti-monotonic properties, several support measures have been proposed; maximum independent set based support (MIS) [34], minimum clique partition (MCP) [37], minimum vertex cover (MVC) [35], and maximum independent edge set support (MIES) [35]. Their common semantic is to avoid duplicate counts of graph patterns if vertices are involved in multiple matches. These support measures have three drawbacks. First, they cannot be applied to relative support because it is hard to count the maximum numbers of graph patterns that possibly appear in a given graph. Second, the time complexity is very large. For example, the problems of computing MIS and MNI are NP-hard. Third, they are not intuitive because it is difficult to understand why vertices match graph patterns and the others do not.

As far as we know, support measure proposed in [18] can be applied to relative support for a single large graph. They proposed vertex-centric support measure that counts the number of vertices
that match a pivot in a subgraph. The possible maximum absolute support is the number of vertices. It is also intuitive, but it is inefficient because it needs isomorphic subgraph matching.

**Graph pattern mining and matching.** A number of algorithms have been developed for graph pattern matching [12, 40]. Graph pattern mining algorithms possibly accelerate discovering graph association rules. Similarly, algorithms for isomorphic subgraph matching, e.g., [13, 24], are developed for efficiently discovering matched patterns in a single large graph. These methods are not suitable for discovering frequent path patterns because they require to find subgraphs from scratch repeatedly. Our algorithm maintains the targets of paths to efficiently extend the path patterns and uses anti-monotonic properties to reduce the number of candidates. In addition, graph pattern mining and matching techniques do not handle reachability path patterns.

**Graph association rule mining.** Graph association rule mining is divided into two categories; transactional graph data (i.e., a set of graphs) and a single large graph. Algorithms for transactional graph data aim to find rules that are included in more than \( \theta \) transactional graph data (e.g., [26, 28, 46]). On the other hand, algorithms for a single large graph aim to find rules that appear in a single graph more than \( \theta \) [14, 16, 18, 19, 45]. We note that methods for transactional graph data and single large graph are not interchangeable.

There are a few association rule mining for a large single graph [14, 16, 18, 19, 45]. To the best of our knowledge, no methods focus on paths and handle reachability patterns. Association rules for graph patterns on a large single graph, called GPARs, were introduced in [18]. Their graph patterns use vertex-centric subgraphs. Their association rules focus on specific graph patterns (1) consequent is a single edge and (2) the set of vertices in consequent is a subset of vertices in antecedent. It evaluates whether an edge type specified by consequent is included in antecedent or not. In addition, their algorithm aims to find diversified association rules with a fixed consequent, instead of finding all frequent rules.

The following works extended or generalized the original GPAR. Wang et al. [45] used different semantics from the original GPAR [18]; (1) support measure is MSI, (2) both antecedent and consequent are subgraphs that include at least one edge, and (3) antecedent and consequent have no common edges. Their algorithm finds all frequent association rules. The drawbacks of their rules are that (1) it cannot use relative support due to MSI and (2) it cannot find regularities between graph patterns and properties of vertices (e.g., occupation and gender) because both antecedent and consequent must have at least one edge and no common edges (i.e., we cannot specify a single property as consequent). Fan et al. [19] extended the original GPAR to find quantified graph association rules, called QGAR, which handles potential edges and quantities of edges in graphs. QGAR can be considered as a general version of GPAR in terms of graph patterns. This work mainly focuses on how to find quantified subgraphs efficiently, though they did not propose a sophisticated algorithm for QGAR. They find association rules in a naive way after finding quantified subgraphs. Fan et al. [14] proposed graph association rules, called GARs, which are generalized cases of GPARs with vertex attributes. Their algorithm aims to find the top-\( m \) GARs with the largest frequency. In addition, to accelerate run time, it reduces a given graph by sampling and machine learning based on specific targets of applications. The difference between our and its sampling is that our sampling reduces the candidate of source vertices instead that they reduce the graph itself. GAR allows a single edge or attribute in the consequent, so the flexibility of rules is small compared with rules of [19, 45]. In [36], GPAR was applied to temporal graphs for discovering temporal regularities on dynamic graphs. We here note that only GAR [14] handle general property graphs.

**Related rule mining.** Numerous studies extract rules from graphs, such as graph functional dependency [17] and Horn rules [9, 22, 33, 34, 38, 39]. In particular, Horn rules are similar to path association rules. Horn rules can be considered as rules that a consequent is a single edge and its vertices in the antecedent (i.e., the specialized GPAR). They are not applied to graph association rule mining in general property graphs.

Subsequence mining aims to find regularities between sub-sequence patterns from sequences (e.g., [2, 20, 21, 37, 48]). They can be considered as a special type of graph association rule mining because a sequence can be considered as a path graph. Subsequence mining directly cannot apply graph association rule mining because they cannot handle complex graphs.

**Summary.** Our problem differs from the prior works as follows: (1) The path association rule is flexible in terms of consequent. (2) We first apply the reachability path patterns to graph association rule mining. (3) We study the discovery of association rules on general property graphs, so it differs from existing works for non-property graphs (e.g., [18, 19, 45]) and RDF (e.g., [9, 22, 34, 38]).
We proposed a new concept, path association rule mining, which aims to find regularities in paths in a single large graph. We developed an efficient and scalable algorithm for path association rule mining. In our experimental study, we validated that path association rule mining discovers interesting insights and our algorithm efficiently finds the rules compared with baselines.

We have several research directions. The path association rule mining aims to find all frequent path patterns. We will extend it to find top-k interesting rules with new metrics that can capture the characteristics of path patterns. We also plan to apply path association rule mining in real-world applications.
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