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Abstract

Many common methods for learning a world model for pixel-based environments use generative architectures trained with pixel-level reconstruction objectives. Recently proposed Joint Embedding Predictive Architectures (JEPA) [20] offer a reconstruction-free alternative. In this work, we analyze performance of JEPA trained with VICReg and SimCLR objectives in the fully offline setting without access to rewards, and compare the results to the performance of RSSM, the widely used generative architecture. We test the methods in a simple environment with a moving dot with various background distractors, and probe learned representations for the dot’s location. We find that JEPA methods perform on par or better than RSSM when distractor noise changes every time step, but fail when the noise is fixed. Furthermore, we provide a theoretical explanation for the poor performance of JEPA-based methods with fixed noise, highlighting an important limitation.

1 Introduction

Currently, the most common approach to learning world models is to use reconstruction objectives [11][13][12][23]. However, reconstruction objectives suffer from object-vanishing, as the objectives by design do not distinguish important objects in the scene [24]. The framework of Joint Embedding Predictive Architectures presented in [20] may offer a possible alternative to reconstruction-based objectives, as has been shown in [30][29][24]. In this paper, we implement JEPA for learning from image and action sequences with VICReg [3] and SimCLR [5] objectives (section 2 and code). We then test JEPA, reconstruction-based, and inverse dynamics modeling methods by training on image sequences of one moving dot and probing the learned representations for dot location in the presence of various noise distractors (section 3). We observe that JEPA methods can learn to ignore distractor noise that changes every time step, but fail when distractor noise is static.

2 Method

We focus on learning a world model from a fixed set of state-action sequences. We consider a Markov Decision Process (MDP) $M = (O, A, P, R)$. $O$ is a set of possible observations (in our case these are images), $A$ represents the set of possible actions, $P = Pr(o_t|o_{t-1}, a_{t-1})$ represents transition probabilities, and $R : O \times A \to \mathbb{R}$ is the reward function. In the offline setting we focus on, we do not have access to the MDP directly, we only have a pre-recorded set of sequences of observations $o_t \in O$ and actions $a_t \in A$. Our goal is to use these offline sequences to learn an encoder that converts observations $o_t$ to $D$-dimensional representations $s_t, g_{\theta}(o_t) = s_t, g_{\phi} : O \to \mathbb{R}^D$, and the

1Code is available at https://github.com/vladisai/JEPA_SSL_NeurIPS_2022

36th Conference on Neural Information Processing Systems (NeurIPS 2022).
When the slowest features in the input belong to fixed background noise, the representation will only contain the noise. To demonstrate that, we show a trivial but plausible solution. In the presence of normally distributed distractor noise that does not change with time, the model can extract features by directly copying the values of the noise from the input: \( g(\mathbf{o}_t) = s \sim \mathcal{N}(0, \sigma^2 I), s \in \mathbb{R}^D \). Since

\[
\text{encoder}(\mathbf{o}_t), \mathbf{a}_t \rightarrow \mathbf{s}_t \rightarrow \text{predictor}(\mathbf{s}_t) \rightarrow \hat{s}_{t+1}
\]

During pre-training we do not have access to the evaluation task, therefore we aim to learn representations that capture in \( D \)-dimensional vectors as much information about the environment and its dynamics as possible.

During both training and evaluation, given the initial observation \( \mathbf{o}_1 \) and a sequence of actions of length \( T \), \( \mathbf{a}_1, \ldots, \mathbf{a}_T \), we encode the first observation \( \hat{s}_1 = g(\mathbf{o}_1) \), then auto-regressively apply the forward model \( \hat{s}_t = f(\hat{s}_{t-1}, \mathbf{a}_{t-1}) \), obtaining representations for a sequence of length \( T + 1: \hat{s}_1 \ldots \hat{s}_{T+1} \). During testing, we probe the representations using a single linear layer that is trained, with frozen encoder and predictor, to recover some known properties of states \( q(\hat{s}_t) : \mathbb{R}^D \rightarrow \mathbb{R}^Q \), where \( Q \) is the dimension of the target value. This protocol is related to the one used in [1], but we probe not only the encoder output, but also the predictor output. For more details on probing, see appendix \( \text{A.4} \). We compare multiple ways of training the encoder and predictor. In all the approaches, the gradients are propagated through time, and no image augmentations are used. Encoder and predictor architectures are fixed (see appendix \( \text{A.7} \)).

**VICReg** (figure 1a) We take inspiration from [20], and adopt VICReg objective for training a Joint Embedding Predictive Architecture (JEPA). We apply variance and covariance losses described in [3] to representations separately at each step, and apply the prediction loss to make the forward model output \( \hat{s}_t \) close to encoder output \( s_t \). For a more detailed description, see appendix \( \text{A.3.1} \).

**SimCLR** (figure 1b) In this case, we train JEPA, but instead of VICReg we utilize SimCLR objective [5]. We apply InfoNCE loss [25], with the forward model output and the encoder output for the same time step as positive pairs. For a more detailed description, see appendix \( \text{A.3.2} \).

**Recurrent state-space model (RSSM)** This approach is directly taken from [12]. RSSM introduces a decoder \( d(\hat{s}_t) = \hat{a}_t \), and utilizes a reconstruction objective \( \mathcal{L} = \frac{1}{T} \sum_{t=1}^T \| a_t - \hat{a}_t \|_2^2 \) to train the encoder and predictor. See appendix \( \text{A.3.4} \) for more details.

**Inverse Dynamics Modeling (IDM)** We add a linear layer that, given the encoder’s outputs at two consecutive steps \( g(\mathbf{o}_t), g(\mathbf{o}_{t+1}) \), predicts \( \mathbf{a}_t \). The forward model is trained by predicting the encoder’s output at the next time step. For more details, see appendix \( \text{A.3.3} \).

**Supervised** All components are trained end-to-end by propagating the error from the probing function to both the encoder and decoder. This should give us the lower bound on probing error.

**Random** In this case, the probing is run with fixed random weights of the encoder and predictor.

2.1 Spurious correlation

VICReg and SimCLR JEPA methods may fall prey to a spurious correlation issue: the loss can be easily minimized by paying attention to noise that does not change with time, making the system ignore all other information. Intuitively, the objectives make the model focus on ‘slow features’ [37]. When the slowest features in the input belong to fixed background noise, the representation will only contain the noise. To demonstrate that, we show a trivial but plausible solution. In the presence of normally distributed distractor noise that does not change with time, the model can extract features by directly copying the values of the noise from the input: \( g(\mathbf{o}_t) = s \sim \mathcal{N}(0, \sigma^2 I), s \in \mathbb{R}^D \). Since
Figure 2: **Dataset examples.** (a) We introduce distractors to our moving dot dataset by adding either uniform or structured noise with different brightness coefficient $\alpha$. (b) Temporally, the noise either changes every frame (top row), or remains fixed throughout the video (bottom row). In the fixed case, the noise is still re-sampled for each new sequence.

the noise is persistent through time, $g_\phi(o_t) = g_\phi(o_{t+1}) = s$. We assume that the forward model has converged to identity: $f_\theta(s, a) = s$. We denote a batch of encoded representations at step $t$ with a matrix $S_t \in \mathbb{R}^{N \times D}$ where $N$ is batch size; and batches of actions and observations with $A_t$ and $O_t$ respectively. Then the VICReg losses are:

$$L_{\text{prediction}} = \frac{1}{TN} \sum_{t=1}^{T} \sum_{i=1}^{N} \left\| f_\theta(S_{t,i}, A_{t,i}) - g_\phi(O_{t+1,i}) \right\|_2^2$$

$$= \frac{1}{TN} \sum_{t=1}^{T} \sum_{i=1}^{N} \left\| S_{t,i} - S_{t+1,i} \right\|_2^2 = \frac{1}{TN} \sum_{t=2}^{T+1} \sum_{i=1}^{N} \left\| S_{t,i} - S_{t,i} \right\|_2^2 = 0 \quad (1)$$

$$\text{Var}(s_t) = \frac{1}{N-1} \sum_{i=1}^{N} (s_i - \bar{s})^2 = \sigma^2 \quad \text{As } s \sim \mathcal{N}(0, \sigma^2 I) \quad (2)$$

$$L_{\text{variance}} = \frac{1}{(T+1)D} \sum_{t=1}^{T+1} \sum_{j=1}^{D} \max \left( 0, \gamma - \sqrt{\text{Var}(S_{t,:j})} + \epsilon \right) = 0 \quad (3)$$

$$L_{\text{covariance}} = \frac{1}{(T+1)(N-1)} \sum_{t=1}^{T+1} \sum_{i=1}^{N} \sum_{j=i+1}^{D} (S_{t,i}S_{t,j}^\top)_{i,j} = 0 \quad (4)$$

Equation $3$ holds for large enough $\sigma$. $4$ holds because the noise variables are independent across episodes. The total sum of the loss components is then $0$ for the described trivial solution.

In SimCLR case, as shown by Wang and Isola [36] in their theorem 1, the InfoNCE loss is minimized in the infinite limit of negative samples if the positive pairs are perfectly aligned and the encoder output is perfectly uniform on the unit sphere. Both conditions are satisfied for the trivial solution described above, therefore SimCLR objective is also susceptible to fixed distractor noise problem.

3 Experiments

In order to verify whether the proposed JEPA-based methods indeed focus on fixed background noise, we introduce a simple moving dot dataset. The sequences of images contain a single dot on a square with sides of length $1$, and the action denotes the delta in the dot’s coordinates from the previous time step. We fix the length of the episode to 17 time steps (16 actions). After pre-training, we probe the representation by training a linear layer to recover the dot’s position for all time steps. For pre-training, we use 1 million sequences; for training the prober we use 300,000 sequences; for evaluation, we use 10,000 sequences. We introduce two types of distractor noise to the background: structured and uniform. We generate structured noise by overlaying CIFAR-10 [19] images. Temporally, the noise can be changing, i.e., each time step the background is resampled; or fixed, i.e., the background does not change with time, but still changes between sequences. For examples, see figure [2]. The coefficient $\alpha$ controls noise brightness relative to the dot. We tune hyperparameters of all methods separately for each noise level and type. For more details about the dataset, see appendix [A.2].
3.1 Results

We compare the approaches described in section 2 with different types of noise described above. We also add a baseline called ‘Center’, which corresponds to always predicting the dot’s location to be in the center. ‘Center’ and ‘Supervised’ baselines should be upper and lower bounds on the error. The results are shown in figure 3. All methods perform well when there are no distractors. RSSM performs well in all settings with $\alpha \leq 1.5$, while JEPA-based methods fail in the presence of fixed noise, both structured and uniform. We hypothesize that, as described in section 2, these methods focus on background noise and ignore the dot. We observe a similar drop in performance when an extra static dot is introduced instead of distractor noise (see appendix A.6.2 for more details). All methods work well when the noise is changing every frame. Additionally, we find that JEPA-based methods do not require hyperparameter tuning to adapt to higher levels of changing noise, while RSSM performs much worse with untuned hyperparameters (see appendix A.5). Inverse dynamics modeling has great performance in all cases, but this method may be unsuitable for pre-training as it only learns representations that capture the agent, and fail if there is additional useful information to be captured, as we demonstrate with additional experiments with 3 dots in appendix A.6.

4 Conclusion

We demonstrate that JEPA-based methods offer a possible way forward for reconstruction-free forward model learning and are capable of ignoring unpredictable noise well even without additional hyperparameter tuning. However, these methods fail when slow features are present, even with a large pre-training dataset and hyperparameter tuning. We only demonstrate this with a toy dataset, but we hypothesize that this may happen in more complex problems. For example, when pre-training a forward-model for self-driving with JEPA on dash-cam videos, the model may focus on cloud patterns that are easily predictable, rather than trying to learn the traffic participants’ behavior. This drawback of JEPA may be addressed by using image differences or optical flow as input to the model, although these input modalities will ignore potentially useful background and may still contain fixed noise. We believe that the way to learn representations that capture both fast and slow features is by adding hierarchy to the architecture (see HJEPA in [20]) or by changing the objective to impose an additional constraint that prevents the representations from being constant across time.
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A Appendix

A.1 Related work

Joint Embedding methods In recent years, multiple new joint-embedding methods for pre-training image classification systems were introduced [10, 38, 5, 4, 15, 17, 7]. These methods heavily rely
Figure 4: **Diagram of data generation process.** Initial position \( c_1 \) and action sequence \( a_1 \ldots a_T \) are first generated. Then, the actions are sequentially added to the initial location. The resulting coordinates \( c_1 \ldots c_{T+1} \) are then rendered.

on well-designed image augmentations to prevent collapse \cite{35, 18}. Very closely related works of \cite{6, 28} also investigate the tendency of contrastive losses to focus on easy features, although they do not study the application to videos.

**Representation learning from video** Many of the ideas from self-supervised pre-training for classification have also been applied to learning from video: \cite{27} applies InfoNCE loss \cite{25} to learn encodings of video segments, while \cite{21} modify CPC architecture \cite{25} and include samples from the same video clip as negative examples. \cite{14} also propose a modification of CPC \cite{25} for training from video and use predicted representations and encoder outputs as positive pair, and construct negative examples using both different videos and different fragments of the same video. \cite{9} also use videos as an alternative to image augmentations. \cite{31} use a triplet loss with single negative example instead of InfoNCE. \cite{32} use MoCo \cite{15}.

**Forward model learning** Many methods using reconstruction objectives as main training signal have been proposed \cite{23, 11, 13, 12}. \cite{24} proposes a reconstruction-free version of Dreamer \cite{11, 13} using contrastive learning. \cite{39} proposes a method to learn representations using bisimulation objective, pushing states that lead to same rewards with same trajectories to have the same representations. In contrast, we focus on the setting where the reward is unknown during pretraining. Notably, \cite{39} also explores the performance of reconstruction and CPC \cite{25} objectives in the presence of distractor noise, but the noise is not fixed in time. \cite{22} explore various aspects of model-based and model-free offline RL, and test RSSM with various perturbations, concluding that it performs quite well even with noisy data, which we confirm in our experiments as well.

**Self-supervised learning for reinforcement learning** Objectives used in self-supervised learning for images have been actively used in reinforcement learning from pixels to improve sample complexity of training \cite{29, 33}, or for pre-training the encoder \cite{30, 34, 1, 40}. These methods focus on pre-training the encoder, and do not evaluate the trained forward model, even if it is present in the system \cite{30}.

### A.2 Dataset

We consider the problem of capturing the location of an object in a video sequence. To this end, we introduce a simple environment with just one dot inside a square. The dot cannot leave the square, and is always visible on the screen. We denote dot’s coordinates at time \( t \) as \( c_t = (c^x_t, c^y_t) \). We assume the square size is 1 by 1, therefore \( c^x_t, c^y_t \in [0, 1] \). At each step, the dot takes an action
\(a_t = (a^x_t, a^y_t), a_t \in \mathbb{R}^2\). The norm of \(a_t\) is restricted to be less than or equal to a maximum step size \(D: \|a_t\|_2 \leq D\). In our experiments \(D = 0.14\).

The dot moves continuously around the square by moving by a vector specified by the action \(a_t\) with clipping to prevent the dot from going outside the square, i.e. \(c_{t+1} = \max(0, \min(c_t + a_t, 1))\).

In order to generate one dataset example, we randomly generate a starting location \(c_1\), and a sequence of actions \(a_{1..T}\), where \(T\) is the sequence length. In our experiments \(T = 16\). The actions in a sequence \(a_t\) are generated by first sampling vector directions using a Von Mises distribution with a randomly chosen direction \(\omega \sim \text{Uniform}(0, 2\pi)\). \((u^x_t, u^y_t) = u_t \sim \text{VonMises}(\omega, 1.3)\). This prevents the dot from staying in one place in expectation, as would be the case with uniform random sampling. Then we multiply direction vectors with uniformly sampled step size \(d_t \sim \text{Uniform}(0, D)\): \(a_t = d_t u_t\). We then generate locations by adding the action vectors to the initial location. The length of the action sequence \(a_{0..T-1}\) is then \(T\), while the generated locations sequence is of length \(T + 1\) (in our case it is 17). A diagram of the process is shown in figure 4.

Once the actions and locations are generated, we obtain images \(o_t\) by rendering the dots at the generated locations \(c_t\) applying a Gaussian blur with \(\sigma = 0.05\) to the image with the value set to 1 at the location \(c_t\). In our experiments, the resolution of \(o_t\) is \(28 \times 28\).

We introduce distractors to the dataset by overlaying noise onto the dot images. We consider two noise types: random and structured; and two temporal settings: fixed and changing. Random noise images \(Z\) are images of the same dimension as \(o_t\) where each pixel sampled from a uniform distribution, while structured noise images are loaded from CIFAR-10 dataset.

In all cases, we add noise \(Z\) with a coefficient \(\beta\): \(\hat{o}_t = o_t + \alpha Z_t\). Both noise image and dot image have values between 0 and 1, so the coefficient represents how many times stronger the brightest pixel in the noise is compared to the brightest pixel in the dot image.

### A.3 Training methods details

We denote the batch of training video sequences as a tuple of observation and action sequences \((O, A), O = (O_1 \ldots O_{T+1}), O_t \in \mathbb{R}^{N \times H \times W}; A = (A_1 \ldots A_T), A_t \in \mathbb{R}^{N \times M}\). Here, \(T\) is the episode length, \(H \times W\) is the resolution of observation image, \(N\) is batch size, \(M\) is the dimension of the action. For all algorithms we test, the observations are processed using an encoder to obtain representations for each time step \(S_t = g_\theta(O_t), S_t \in \mathbb{R}^{N \times d}\), and the forward model is unfolded from the first observation with the given actions: \(\hat{S}_t = f_\theta(\hat{S}_{t-1}, A_{t-1}); \hat{S}_1 = S_1\). We use \(S, \hat{S}\) to denote encodings and predictions for all time steps: \(S = (S_1, \ldots, S_{T+1}), \hat{S} = (\hat{S}_1, \ldots, \hat{S}_{T+1})\).

#### A.3.1 VICReg

VICReg objective was originally used for image classification [3]. We follow ideas described in [20] and adopt the objective to learning from video. We consider representations at each time step separately for calculating variance and covariance losses, while the representation loss becomes the prediction error between forward model and encoder outputs. Total loss and its components are:

\[
\mathcal{L}_{\text{VICReg}} = \alpha L_{\text{prediction}} + \beta L_{\text{variance}} + L_{\text{covariance}}
\]

\[
L_{\text{prediction}} = \frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N} \|f_\theta(S_{t,i}, A_{t,i}) - g_\theta(O_{t+1,i})\|^2_2 = \frac{1}{NT} \sum_{t=2}^{T+1} \sum_{i=1}^{N} \|\hat{S}_{t,i} - S_{t,i}\|^2_2
\]

\[
\text{Var}(v) = \frac{1}{N - 1} \sum_{i=1}^{N} (v_i - \bar{v})^2
\]

\[
L_{\text{variance}} = \frac{1}{T + 1} \sum_{t=1}^{T+1} \frac{1}{D} \sum_{j=1}^{D} \max\left(0, \gamma - \sqrt{\text{Var}(S_{t:,j})} + \epsilon\right)
\]

\[
L_{\text{covariance}} = \frac{1}{T + 1} \sum_{t=1}^{T+1} \frac{1}{N - 1} \sum_{i=1}^{N} \sum_{j=i+1}^{D} (S_{t,i}^T S_{t,j}^T)_{i,j}
\]
A.3.2 SimCLR

In case of SimCLR adaptation to JEPA, again, we use the same strategy as with VICReg, and treat each time step prediction separately. We apply SimCLR’s InfoNCE loss [5] as follows:

\[
\text{expsim}(u, v) = \exp \left( \frac{u^\top v}{\tau \|u\| \|v\|} \right)
\]

\[
\text{InfoNCE}(S_t, \tilde{S}_t) = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\text{expsim}(S_{t,i}, \tilde{S}_{t,i})}{\sum_{k=1}^{N} \text{expsim}(S_{t,i}, \tilde{S}_{t,i}) + \mathbb{1}_{k \neq i} \text{expsim}(S_{t,i}, S_{t,k})}
\]

\[
\mathcal{L}_{\text{SimCLR}} = \frac{1}{2T} \sum_{i=1}^{T} \text{InfoNCE}(S_t, \tilde{S}_t) + \text{InfoNCE}(\hat{S}_t, S_t)
\]

A.3.3 Inverse Dynamics Modeling (IDM)

We add a linear layer that, given the encoder’s outputs at two consecutive steps \(g_{t+1}(o_t), g_{t+1}(o_{t+1})\), predicts \(a_t\). This should make the encoder pay attention to the parts of the observation that are affected by the action. The predictor is trained by predicting encoder output. We denote inverse dynamics model with \(h_\xi(s_t, s_{t+1}) = \tilde{a}_t\). The loss components are then:

\[
\mathcal{L} = \mathcal{L}_{\text{prediction}} + \mathcal{L}_{\text{IDM}}
\]

\[
\mathcal{L}_{\text{prediction}} = \frac{1}{TN} \sum_{i=1}^{T} \sum_{t=1}^{N} \|f_\theta(S_{t,i}, A_{t,i}) - g_\phi(O_{t+1,i})\|^2_2
\]

\[
\mathcal{L}_{\text{IDM}} = \frac{1}{TN} \sum_{i=1}^{T} \sum_{t=1}^{N} \|h_\xi(S_{t,i}, S_{t+1,i}) - A_{t,i}\|
\]

A.3.4 Recurrent State-Space Model (RSSM)

RSSM is a pixel reconstruction based method. It separates the state \(s_t\) into deterministic and stochastic parts: \(s_t = (s_t^{\text{det}}, s_t^{\text{stoch}})\), the predictor then only predicts the deterministic part, while the prior and posterior models sample the stochastic part. Deterministic state model predicts the deterministic part of the state: \(\tilde{s}_t^{\text{det}} = f_\theta(s_t^{\text{det}}, s_t^{\text{stoch}}, a_{t-1})\). Stochastic state model learns a distribution of stochastic states given the deterministic state: \(s_t^{\text{stoch}} \sim p(s_t^{\text{stoch}} | s_t^{\text{det}})\). We also train a posterior model that has access to the last observation: \(q(s_t^{\text{stoch}} | s_t^{\text{det}}, s_t)\). We train a decoder with the architecture that mimics the encoder to represent \(p(o_t | s_t)\). Then, the total loss is:

\[
\mathcal{L}_{\text{RSSM}} = \mathcal{L}_{\text{reconstruction}} + \mathcal{L}_{\text{KL--divergence}}
\]

\[
= \sum_{t=1}^{T} \left( \mathbb{E}_{q(s_t | o_{t-1})} \ln p(o_t | s_t) \right) - \mathbb{E}[KL[q(s_t^{\text{stoch}} | s_t^{\text{det}}, s_t) || p(s_t^{\text{stoch}} | s_t^{\text{det}})]]
\]

A.4 Probing details

In order to test whether representations contain the desired information, we train a probing function \(q(s) : \mathbb{R}^D \rightarrow \mathbb{R}^Q\) which we represent with one linear layer. \(D\) is the representation size, \(Q\) is the target value dimension. In our case, the target value is the dot’s location, so \(Q = 2\). When training the prober, we follow a similar protocol to the pre-training. Given the initial observation \(o_1\) and a sequence of actions of length \(T\), \(a_1 \ldots a_T\), we encode the first observation \(\tilde{s}_1 = g_\phi(o_1)\), then auto-regressively apply the forward model \(\tilde{s}_t = f_\theta(\tilde{s}_{t-1}, a_{t-1})\), obtaining representations for a sequence of length \(T + 1: \tilde{s}_1 \ldots \tilde{s}_{T+1}\). We denote the location of the dot in the \(i\)-th batch element at time step \(t\) as \(C_{t,i}\). Then, the loss function we apply to train \(q\) is:

\[
\mathcal{L}_{\text{probing}} = \frac{1}{TN} \sum_{t=1}^{T} \sum_{i=1}^{N} \|q(\tilde{S}_{t,i}) - C_{t,i}\|^2_2
\]
Figure 5: **Performance of compared methods with different types and levels of noise.** Hyperparameters for each model are chosen for no-noise setting and, in contrast to figure 3 are not re-tuned for each type or level of noise. The dots represent the mean RMSE across 17 time steps. The shaded area shows standard deviation calculated by running 3 random seeds for each experiment.

Figure 6: **Example sequence of 3 dots dataset.** Red, the first channel, corresponds to the action-controlled dot. Green corresponds to the randomly moving dot with unknown actions. Blue corresponds to the stationary dot.

### A.5 Additional results

In figure 5 we show results for the same experiments as in figure 3 with one difference that we do not tune hyperparameters for each model and noise setting. We pick the best hyperparameters for noise-free setting, and fix them for all levels of noise. We see that SimCLR and VICReg JEPA methods, compared to tuned performance, fail with lower levels of noise, while RSSM fails with changing uniform noise without tuning.

### A.6 3 dots dataset

#### A.6.1 Environment

In this dataset, there are three dots on the three channels of the image: action-controlled dot, uncontrollable dot, and stationary dot. The first dot is action controlled similar to the single dot environment without any noise. The second dot is similar to the first dot, but the actions are unknown, making it impossible to predict its movements. The third dot is stationary across all the frames of the episode, but is at different positions in different episodes. To generate a sample of the three dot dataset, we concatenate these dots along different channels of image. These fixed channels ensure that our model can distinguish between the dots. We show an example sequence in figure 6. The goal
Table 1: **Results for 3-dots dataset.** All numbers denote RMSE across 17 steps. We run 3 seeds for each experiment to obtain standard deviations. Cells are colored according to the values, with higher values shown in red, and lower values shown in blue.

| Method    | Average   | Action    | Random    | Stationary |
|-----------|-----------|-----------|-----------|------------|
| VICReg    | 0.229±0.031 | 0.277±0.041 | 0.273±0.044 | 0.066±0.026 |
| SimCLR    | 0.158±0.001 | 0.193±0.001 | 0.193±0.002 | 0.025±0.001 |
| IDM       | 0.234±0.001 | 0.035±0.000 | 0.298±0.002 | 0.272±0.000 |
| Supervised| 0.104±0.000 | 0.010±0.001 | 0.180±0.001 | 0.005±0.000 |
| RSSM      | 0.107±0.000 | 0.021±0.001 | 0.182±0.000 | 0.026±0.002 |
| Random    | 0.260±0.001 | 0.235±0.002 | 0.278±0.002 | 0.265±0.004 |
| Center    | 0.299±0.000 | 0.304±0.000 | 0.304±0.000 | 0.289±0.000 |

is to learn a representation that captures the locations of the action-controlled and stationary dots, while ignoring the random dot.

**A.6.2 Results**

We show performance of the compared methods on 3-dots dataset in table A.6.2. Hypoparameters were tuned for each model to obtain the best average RMSE. VICReg and SimCLR based methods focus only on the stationary dot, and fail to capture the other two dots. Again, we hypothesize that JEPA methods capture ‘slow features’ [37], and with the stationary dot containing the slowest features, the other dots are ignored. IDM manages to capture the action-controlled dot, but ignores the stationary dot, as it is irrelevant to inverse dynamics. Reconstruction-based RSSM captures both the stationary and action-controlled dots.

**A.7 Model architectures**

The **encoder** consists of 3 convolutional layers with ReLU and BatchNorm after each layer, and average pooling with kernel size of 2 by 2 and stride of 2 at the end. The first convolution layer has kernel size 5, stride 2, padding 2, and output dimension of 32. The second layer is the same as the first, except the output dimension is 64. The final layer has kernel size 3, stride 1, padding 1, and output dimension of 64. After average pooling, a linear layer is applied, with output dimension of 512.

The **predictor** is represented by a single-layer GRU [8] with hidden representation size of 512, and input size of 2. Hidden representation is initialized at the first step of predictions with encoder output \( g_\theta(o_1) \). The inputs at each time step are actions.

**RSSM** model, apart from encoder and predictor, also has prior and posterior networks, which we represent with 2-layer neural network. The decoder is represented by a model symmetric to the encoder, with convolutions in reverse order and upsampling.

**A.8 Limitations**

The limitation of the current experiments is the use of the simple toy dataset. It is unclear that the same will hold for more complicated video datasets and bigger models. Another limitation is that we only check VICReg and SimCLR losses for JEPA methods, while there are many more objectives, e.g., [10][38].

**A.9 Computational resources**

All experiments were run using AMD MI50 or Nvidia RTX 8000 GPUs. For each noise type and level, 100 random hyperparameters were run, and the best one was run for 3 seeds. Each individual experiment takes less than one hour of GPU time.
A.10 Code license

To implement RSSM, we used parts of the implementation of [2] distributed under MIT license. Implementing InfoNCE loss, we used the code from [32], which is also distributed under MIT license.
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