This paper presents the discrete time sliding mode controller for the robust tracking of time-delay systems. In this, an optimal sliding surface is chosen as a linear function of the system-state error and the coefficients of sliding surface are computed by minimizing the quadratic performance index. A delay ahead predictor and corrector is used to handle system’s time-delay and plant–model uncertainties. The control law is derived from the discrete time-state model and sliding surface with predicted states for general class of delay-time systems. The methodology integrates optimal sliding surface and delay ahead prediction; and therefore results in optimal performance of the systems. The stability condition is derived using the Lyapunov approach. Simulation examples are included to show the usefulness of the proposed controller.
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1. **Introduction**

The performance of low-order control system design, such as with proportional-integral-derivative (PID) controllers, is less effective for higher-order processes. The parametric uncertainty introduced due to plant–model mismatch degrades the overall system performance since these uncertainties are hardly considered in the design of linear controllers like PID. During the past few decades, the robust control system design for plant–model mismatch processes have received considerable attention in control community. Among the established design approaches for robust process control, sliding mode control (SMC) plays an important role because it not only can stabilize certain and uncertain systems but also can provide the capability of disturbance rejection and insensitivity to parameter variations (Camacho & Smith, 2000; Utkin, 1992). The continuous time sliding mode control (CSMC) has already received notable attention within the control community. Because of the flexibility of implementation, a large class of continuous systems are controlled by digital signal processors and high-end micro-controllers. The continuous-time controller has a good performance only for very small sampling period since it does not take into account the sampling period in the design procedure (Garcia, Silva, & Martins, 2005). To analyze the effect of sampling time on discrete-time sliding mode control (DSMC) the researchers had given their contributions through the publications (Gao, Wang, & Homaifa, 1995; Golo & Milosavljevi, 2000; Milosavljevic, 1985), which leads to the conclusion that the DSMC considers sampling period in the design phase and therefore can give better performance, even if the sampling period is considerably large.

In the literature, the linear matrix inequality technique was adopted for SMC method to handle a class of uncertain time-delay systems (Hu, Chu, & Su, 2000). The approach has the potential to deal with uncertainties and state delay, but the issue of input delay was not considered as a whole. The feasibility of the sliding surface combined with a predictor to compensate for the input delay of the system was investigated in the work reported in Roh and Oh (1999, 2000). In this work, the input delay was compensated but the chattering reduction was not considered. Camacho and Smith developed sliding mode controllers for chemical processes with time-delay described by first order plus delay time dynamics (Camacho, Rojas, & Gabin, 2007; Camacho & Smith, 2000; Camacho, Smith, & Moreno, 2003). The chattering was removed by using smoother saturation function instead of signum function; however, the resulting responses contain larger overshoots. Also due to non-availability of intermediate states, the stability conditions were not derived. Chen, Donghua Zhou, and Shang (2004) proposed a time-delayed controller based on the adaptive iterative learning strategy. The presented controller was a linear feedback part plus an adaptive iterative learning estimation part. Zhang and Ge (2007) proposed adaptive neural variable structure controller for multiple input multiple output (MIMO) systems with variable time delay and Boulkroune, M’Saad, and Chekireb (2010) and Boulkroune, M’Saad, and Farza (2011) proposed adaptive fuzzy variable structure controllers for MIMO systems.
with variable time delay. In these papers, the delay was considered to be time varying and was compensated by using appropriate Lyapunov–Krasovskii functionals in the design. In Boulkroune and M’Saad (2012) adaptive fuzzy observer-based variable structure controller was proposed for nonlinear systems with and without time delay considering input nonlinearity. For systems without the time-delay Lyapunov approach was used to obtain stability conditions. The same strategy was extended to systems with time delay where the Lyapunov–Krasovskii approach was used to derive the stability conditions. The work reported in Chen et al. (2004), Zhang and Ge (2007), Boulkroune et al. (2010, 2011) and Boulkroune and M’Saad (2012) used adaptive controllers which led to the complexity in the design procedure. Khandekar, Malwatkar, and Patre (2013) proposed DSMC for the tracking of a general class of higher-order time-delay systems. In this work, the delay was considered in the system output. The method is applicable to the general class of delay systems but the delay cannot be considered in the input.

In this paper, an optimal sliding surface combined with a delay ahead predictor is used to design DSMC for the tracking of higher-order time delay systems with parametric uncertainty. A quadratic performance index is minimized to design the optimal sliding surface. Stability condition of the closed-loop system is derived using the Lyapunov approach. The organization of the paper is as follows: The system description is given in Section 2 while Section 3 describes optimal sliding surface, delay ahead predictor, DSMC design and implementation. Simulation examples are included in Section 4 and conclusions are summarized in Section 5.

2. System description

Consider the nth order system with continuous time state model as

\[ x(t) = Ax(t) + Bu(t - t_d), \]
\[ y(t) = Cx(t) = x_1(t), \] (1)

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{1 \times n} = [1 \ 0 \ 0 \ \cdots \ 0] \) are the continuous time-state space matrices, \( x(t) \) is \( n \times 1 \) state vector and \( u(t) \) and \( y(t) \) represent the control input and system output errors, respectively, while \( t_d \) is the system delay time. The system in Equation (1) is assumed to be controllable.

The continuous time-state model in Equation (1) is discretized to get discrete time-state model as

\[ x(k + 1) = Gx(k) + Hu(k - d), \]
\[ y(k) = Cx(k) = x_1(k), \] (2)

where \( G \in \mathbb{R}^{n \times n}, H \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{1 \times n} = [1 \ 0 \ 0 \ \cdots \ 0] \) represent discrete time-state space matrices, \( x(k) \) is state vector. The term \( d \) is the number of delay samples.

The matrices \( G \) and \( H \) in Equation (2) are computed as

\[ G = e^{AT}, \]
\[ H = \left[ \int_0^T e^{At} \, dt \right] B, \] (3)

where \( T \) is the sampling period.

3. DSMC design and implementation

A continuous time sliding mode is a first-order sliding mode if and only if the function \( s(t) \) obeys the two conditions:

\[ s(t) = 0 \quad \text{and} \quad s(t) \dot{s}(t) < 0 \quad \text{when} \quad s(t) \neq 0, \]

where \( s(t) = 0 \) is the sliding surface. In CSMC, the controller output is updated continuously and therefore the sliding function and its first time derivative have opposite signs, which is the fundamental condition for the existence of sliding mode. The aim of the SMC is to force the control system to move onto the sliding surface \( s(t) = 0 \) with the help of equivalent control and to maintain it on the sliding surface by discontinuous switching control, till error converges to zero.

A first-order discrete time approximation of the above-mentioned fundamental condition of CSMC is

\[ s(k)[s(k + 1) - s(k)] < 0. \] (4)

The condition in Equation (4) results in chattering due to the enlargement of sampling step and hence this condition is necessary but not sufficient. The following condition guarantees a convergent quasi-sliding mode (Mihoub, Nouri, & Abdennour, 2009; Sira-Ramirez, 1991),

\[ |s(k + 1)| < |s(k)|. \] (5)

3.1. Delay ahead predictor and corrector

In this manuscript, a delay ahead predictor–corrector is similar to the internal model plus Smith predictor in the transfer function approach is presented. To handle with the input delay, a delay ahead predictor–corrector is constructed by removing delay from the state model in Equation (2) as (Chen & Peng, 2005; Khandekar, Malwatkar, Kumbhar, & Patre, 2012)

\[ x^*(k + 1) = Gx^*(k) + Hu(k), \]
\[ y^*(k) = x_1^*(k). \] (6)

To improve the accuracy of state prediction, especially in face with modeling errors and unmeasured disturbances, the following corrections are made for actual implementation:

\[ \hat{x}_i(k + d|k) = x_i^*(k) + y_p(k) - x_1(k), \]
\[ \hat{x}_j(k + d|k) = x_j^*(k), \quad j = 2, 3, \ldots, n, \] (7)

where \( y_p(k) \) is the output of actual plant.
3.2. Equivalent and switching control law of DSMC

The sliding surface is chosen as
\[ s(k) = K[x^*(k) - x_d], \] (8)
where \( K = [k_1 \ k_2 \ \cdots \ k_n] \) is the tuning parameter matrix and \( x_d \) is the desired state vector. The sliding surface at the \((k + 1)\)th sample is
\[ s(k + 1) = K[x^*(k + 1) - x_d], \] (9)
\[ s(k + 1) = K\hat{G}x^*(k) + KHu(k) - Kx_d. \] (10)
The equivalent control law that forces the system to reach the sliding surface is obtained by equating \( s(k + 1) \) to zero and is given by,
\[ u_{eq}(k) = -(KH)^{-1}[K\hat{G}x^*(k) - Kx_d], \] (11)
where \( (KH)^{-1} \neq 0 \).

The robustness is ensured by the addition of a discontinuous term (sign of \( s(k) \)) in the control law as
\[ u_{sw}(k) = -k_{sw}s(k) \operatorname{sign}(s(k)) \] (12)
to get total control law as
\[ u(k) = u_{eq}(k) + u_{sw}(k). \] (13)

3.3. Stability condition

To evaluate the stability condition of DSMC, direct Lyapunov stability analysis is used. The positive-definite Lyapunov function can be chosen as
\[ V(k) = |s(k)|. \] (14)
The Lyapunov function at instant \( k + 1 \) is
\[ V(k + 1) = |s(k + 1)|, \] (15)
which gives
\[ \Delta V(k) = |s(k + 1)| - |s(k)|. \] (16)
For the system to be stable, the right-hand term in Equation (16) must be a negative-definite function. This results in \( |s(k + 1)| < |s(k)| \) which is the reaching condition of DSMC. From Equations (8)–(12), (15) we get,
\[ \Delta V(k) = |KHu_{sw}(k)| - |s(k)|, \] (17)
which gives the stability condition as
\[ |KHu_{sw}(k)| \leq |s(k)|, \]
\[ |KHk_{sw}| < 1. \] (18)

However, the discontinuous signum function produces chattering which can be reduced by replacing the term sign of \( s(k) \) by \( \tanh \) function with boundary layer \( \beta \). The hyperbolic tangent function is the same as signum function except in the specified boundary layer \( \beta \) around zero where it is a smooth function. Hence once the surface is brought into the specified boundary layer of \( \tanh \) function, the system remains in this boundary layer and approaches the origin of the phase plane to get system output equal to reference input. Thus with the use of \( \tanh \) function, the ideal sliding mode is lost and it becomes a quasi-sliding mode. Also for actual implementation of the control law the delay ahead predicted state \( x^*(k) \) is replaced by the corrected states \( \hat{x}(k) \) to get final control law as,
\[ u(k) = -(KH)^{-1}[K\hat{G}\dot{x}(k) - k_{sw}s(k) \tanh \left( \frac{s(k)}{\beta} \right)]. \] (19)

3.4. Optimization of sliding surface

To optimize the sliding surface, the tuning parameter matrix \( K \) in the sliding surface is computed by minimizing the steady-state quadratic performance index given by
\[ J = \sum_{k=0}^{\infty} x^T(k)Qx(k) + u^T(k)Ru(k), \] (20)
where \( Q \) is any \( n \times n \) positive-definite real symmetric matrix and \( R \) is any positive constant of designer’s choice. Minimization of Equation (19) results into \( \text{Ogata (2003)} \)
\[ K = 2R^{-1}H^T(G^T)^{-1}[P - Q], \] (21)
where \( P \) is another positive-definite real symmetric matrix obtained by solving the equation
\[ P = Q + G^T[I + HR^{-1}H^T]^{-1}G \] (22)
where \( I \) is an identity matrix of dimension \( n \times n \). The sliding surface obtained thus is optimal with respect to performance index in Equation (19).

3.5. Guidelines for selection of controller parameters

The design procedure involves computation of three controller parameters \( K, k_{sw} \text{ and } \beta \).

- Choose the positive-definite matrix \( Q \), compute \( K \) and \( P \) using Equations (20) and (21), respectively.
- Check for the positive definiteness of matrix \( P \) to ensure stable sliding surface.
- Select the value of \( k_{sw} \) such that it ensures the condition in Equation (17).

In this paper, the discontinuous signum function is replaced by the continuous hyperbolic tangent function. The hyperbolic tangent is the same as the signum function except in
the specified boundary layer beta around the sliding surface \( s(t) = 0 \), where it is a smooth function. This function avoids excessive switching of controller (chattering) when the sliding surface is within the boundary layer. However, the enlargement of boundary layer reduces the chattering, but at the cost of robustness. Hence it should be kept small and is taken equal to 0.1 in all simulation examples.

4. Simulation examples

Three simulation examples are included to show the effectiveness of the proposed controller and compare its performance with the controller presented by Camacho et al. (2007). Mathworks™ MATLAB 7.0.1 is used for simulation. The systems considered are of higher order with time delay.

4.1. Example 1

Consider a third-order system with continuous time open-loop transfer function (OLTF) (Wang et al., 1999)

\[
G(s) = \frac{1}{(s + 1)(s + 5)^2} e^{-0.5s}.
\]

The continuous time-state model matrices are

\[
A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -25 & -35 & -11 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}.
\]

The discrete time-state model matrices obtained using Equation (3) for the sampling period of 0.1 s are

\[
G = \begin{bmatrix} 0.9968 & 0.0955 & 0.0035 \\ -0.0870 & 0.8750 & 0.0572 \\ -1.4293 & -2.0880 & 0.2461 \end{bmatrix} \quad \text{and} \quad H = \begin{bmatrix} 0.0001 \\ 0.0035 \\ 0.0572 \end{bmatrix}.
\]

The matrices \( Q \) and \( R \) in Equation (19) are chosen as

\[
Q = \begin{bmatrix} 20 & 0 & 0 \\ 0 & 10 & 0 \\ 0 & 0 & 2 \end{bmatrix} \quad \text{and} \quad R = 1.
\]

The sliding surface parameter matrix \( K \) determined using Equation (20), the switching gain \( k_{sw} \) in Equation (11) and the boundary layer constant \( \beta \) in \( \tanh \) function are

\[
K = [0.2565 \ 0.1732 \ 0.0710], \quad k_{sw} = 0.5, \quad \beta = 0.1,
\]

respectively.

To validate the performance proposed controller, unit step change is applied to the system at time \( t = 0 \). The system output, control input and sliding surface are shown in Figures 1(a), (b) and 1(c), respectively. Form Figure 1, it can be seen that the proposed controller produces smooth response with less and smooth control efforts while the response produced by Camacho et al.’s controller results

![Figure 1. System output, control signal and sliding surface for Example 1. (a) System output. (b) Control signal. (c) Sliding surface.](image-url)
in heavy overshoot. It can also be seen that with proposed controller the system reaches the sliding surface quite earlier as compared to that of Camacho’s controller. This reduces the time of reaching phase and improves robustness. To verify the robustness of the proposed controller against parametric uncertainty, 20% uncertainty is added to all time constants. Figure 2 shows the comparison of the responses produced by the proposed and Camacho et al.’s controllers. From Figure 2, it can be seen that the proposed controller produces satisfactory results under the effect of parametric uncertainty while the response produced by Camacho et al.’s controller is sluggish.

4.2. Example 2

Consider a fifth-order system with OLTF (Chen & Peng, 2005)

\[ G(s) = \frac{1}{(s+1)^2} e^{-2s}. \]

The continuous time-state model matrices are

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-1 & -5 & -10 & -10 & -5 \\
\end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1 \\
\end{bmatrix}.
\]

The discrete time-state model matrices for a sampling period of 1 s are

\[
G = \begin{bmatrix}
0.996 & 0.981 & 0.460 & 0.123 & 0.015 \\
-0.015 & 0.920 & 0.828 & 0.307 & 0.046 \\
-0.046 & -0.245 & 0.460 & 0.368 & 0.077 \\
-0.077 & -0.429 & -1.012 & -0.307 & -0.015 \\
0.015 & 0 & -0.276 & -0.858 & -0.230 \\
\end{bmatrix}
\]

and \( H = \begin{bmatrix}
0.0037 \\
0.0153 \\
0.0460 \\
0.0766 \\
-0.0153 \\
\end{bmatrix} \).

The matrices \( Q \) and \( R \) are chosen as

\[
Q = \begin{bmatrix}
0.2 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix} \quad \text{and} \quad R = 1.
\]

The sliding surface parameter matrix \( K \), the switching gain \( k_{sw} \) in Equation (11) and the boundary layer constant \( \beta \) in tanh function are

\[
K = [0.0525 \quad 0.2319 \quad 0.3525 \quad 0.2556 \quad 0.0617], \quad k_{sw} = 0.5, \quad \beta = 0.1,
\]

respectively.

To validate the performance proposed controller, unit step change is applied to the system at time \( t = 0 \). The system output, control input and sliding surface are shown in Figures 3(a), (b) and 3(c), respectively. Form Figure 3, it can be seen that the performance of the proposed controller is better than the performance produced by Camacho et al.’s controller. Also the control efforts required are less and smooth as compared to Camacho et al.’s controller. It can also be seen that with the proposed controller the system reaches sliding surface quite earlier as compared to that of with Camacho’s controller. This reduces the time of reaching phase and improves robustness. To verify the robustness of the proposed controller against parametric uncertainty, 20% uncertainty is added to all time constants. Figure 4 shows the comparison of the responses produced by the proposed and Camacho et al.’s controllers. From Figure 4, it can be seen that the proposed controller produces satisfactory results under the effect of parametric uncertainty while the response produced by Camacho et al.’s controller has heavy overshoot.

4.3. Example 3

Consider a fourth-order system with OLTF (Camacho et al., 2007)

\[ G(s) = \frac{64}{s^4 + 15s^3 + 70s^2 + 120s + 64} e^{-5s}. \]

The continuous time-state model matrices are

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-64 & -120 & -70 & -15 \\
\end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix}
0 \\
0 \\
0 \\
1 \\
\end{bmatrix}.
\]
The discrete time-state model matrices for the sampling period of 1 s are

\[
G = \begin{bmatrix}
0.7725 & 0.5046 & 0.1070 & 0.0070 \\
-0.4481 & -0.0677 & 0.0145 & 0.0020 \\
-0.1281 & -0.6882 & -0.2078 & -0.0155 \\
0.9927 & 1.7333 & 0.3976 & 0.0249
\end{bmatrix}
\]

and

\[
H = \begin{bmatrix}
0.2275 \\
0.4481 \\
0.1281 \\
-0.9927
\end{bmatrix}
\]

The matrices \(Q\) and \(R\) are chosen as

\[
Q = \begin{bmatrix}
1.4 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad R = 1.
\]

The sliding surface parameter matrix \(K\), the switching gain \(k_{sw}\) in Equation (11) and the boundary layer constant \(\beta\) in tanh function are

\[
K = \begin{bmatrix}
-0.1935 & -0.3519 & -0.0724 & -0.0040
\end{bmatrix}, \quad k_{sw} = 0.1, \quad \beta = 0.1,
\]

respectively.

To validate the performance proposed controller, unit step change is applied to the system at time \(t = 0\). The system output, control input and sliding surface are shown in Figures 5(a), (b) and 5(c), respectively. From Figure 5, it can be seen that the performance of the proposed controller is better than the performance produced by Camacho et al.’s controller. Also the control efforts required are less and smooth as compared to Camacho et al.’s controller and further it can be seen that with the proposed controller the system reaches the sliding surface quite earlier as compared to that of Camacho’s controller. This reduces the time of reaching phase and improves robustness. To verify the robustness of the proposed controller against parametric
Figure 5. System output, control signal and sliding surface for Example 3. (a) System output. (b) Control signal. (c) Sliding surface.

Figure 6. System output for Example 3 under 20% uncertainty.

uncertainty, 20% uncertainty is added to all time constants. Figure 6 shows the comparison of the responses produced by the proposed and Camacho et al.’s controllers. From Figure 6, it can be seen that the proposed controller produces satisfactory results under the effect of parametric uncertainty while the response produced by Camacho et al.’s controller has heavy overshoot.

5. Conclusions
This paper presents an optimal sliding surface combined with a delay ahead predictor to design DSMC for systems with parametric uncertainty. The optimal sliding surface is designed by minimizing the quadratic performance index.

The stability condition is derived using the Lyapunov approach. The performance of the proposed controller is validated for nominal and parametric uncertain systems. Simulation results show that the proposed SMC strategy produces satisfactory results with less and smooth control efforts and is effective and promising in the control of uncertain time-delay systems. The presented controller will practically be useful in process control systems where there is considerable delay in the system model. If the delay is approximated by the delay approximation methods available in the literature, the parametric uncertainty (plant–model mismatch) increases and the control system performance is degraded due to lack of robustness. The proposed algorithm coupled with a decoupler can be extended for the control of multi-variable systems with time delay using multi-loop single input single output controller approach.
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