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ABSTRACT. Finite element de Rham complexes and finite element Stokes complexes with various smoothness in three dimensions are systematically constructed. First smooth scalar finite elements in three dimensions are derived through a non-overlapping decomposition of the simplicial lattice. Based on the smooth scalar finite elements, both $H(\text{div})$-conforming finite elements and $H(\text{curl})$-conforming finite elements with various smoothness are devised, which induce the finite element de Rham complexes with various smoothness and the associated commutative diagrams. The div stability is established for the $H(\text{div})$-conforming finite elements, and the exactness of these finite element complexes.

1. INTRODUCTION

Hilbert complexes play a fundamental role in the theoretical analysis and the design of stable numerical methods for partial differential equations [4, 2, 3, 9]. In [11], we have constructed two-dimensional finite element complexes with various smoothness, including finite element de Rham complexes, finite element elasticity complexes, and finite element divdiv complexes etc. In this work we shall deal with a more challenging problem, that is to construct finite element de Rham complexes and finite element Stokes complexes with various smoothness in three dimensions.

Introduce the following Sobolev spaces on a domain $\Omega \subseteq \mathbb{R}^3$

- $H^1(\Omega) = \{ \phi \in L^2(\Omega) : \text{grad } \phi \in L^2(\Omega; \mathbb{R}^3) \}$,
- $H(\text{curl}, \Omega) = \{ u \in L^2(\Omega; \mathbb{R}^3) : \text{curl } u \in L^2(\Omega; \mathbb{R}^3) \}$,
- $H(\text{grad curl}, \Omega) = \{ u \in L^2(\Omega; \mathbb{R}^3) : \text{curl } u \in H^1(\Omega; \mathbb{R}^3) \}$,
- $H(\text{div}; \Omega) = \{ u \in H^1(\Omega; \mathbb{R}^3) : \text{div } u \in H^1(\Omega; \mathbb{R}^3) \}$,
- $H(\text{div}, \Omega) = \{ u \in L^2(\Omega; \mathbb{R}^3) : \text{div } u \in L^2(\Omega) \}$.

The de Rham complex reads as

$$\mathbb{R} \hookrightarrow H^1(\Omega) \xrightarrow{\text{grad}} H(\text{curl}, \Omega) \xrightarrow{\text{curl}} H(\text{div}; \Omega) \xrightarrow{\text{div}} L^2(\Omega) \rightarrow 0.$$ 

The Stokes complexes read as

$$\mathbb{R} \hookrightarrow H^1(\Omega) \xrightarrow{\text{grad}} H(\text{grad curl}, \Omega) \xrightarrow{\text{curl}} H^1(\Omega; \mathbb{R}^3) \xrightarrow{\text{div}} L^2(\Omega) \rightarrow 0,$$

$$\mathbb{R} \hookrightarrow H^2(\Omega) \xrightarrow{\text{grad}} H^1(\text{curl}, \Omega) \xrightarrow{\text{curl}} H^1(\Omega; \mathbb{R}^3) \xrightarrow{\text{div}} L^2(\Omega) \rightarrow 0.$$
For simplicity, we assume Ω is homeomorphic to a ball and thus the de Rham complex (1) and Stokes complexes (2)-(3) are exact. That is
\[ \mathbb{R} = \ker(\text{grad}), \ker(\text{curl}) = \text{img}(\text{grad}), \ker(\text{div}) = \text{img}(\text{curl}), \]
and div is surjective.

We first construct smooth finite elements \( \mathbf{V}_{k}^{\text{grad}} \) and \( \mathbf{V}_{k}^{L^2} \) for the scalar function space \( H^1(\Omega) \) and \( L^2(\Omega) \), respectively. Following our recent work [11] introduce the simplicial lattice \( T_k^3 = \{ \alpha = (\alpha_0, \ldots, \alpha_3) \in \mathbb{N}^{0,3} \mid \alpha_0 + \ldots + \alpha_3 = k \} \). The Bernstein basis for polynomial is \( \{ \lambda^\alpha, \alpha \in T_k^3 \} \). Given integer vector \( r = (r^v, r^e, r^f)^T \) with \( r^f \geq -1, r^e \geq \max\{2r^f, -1\} \) and \( r^v \geq \max\{2r^e, -1\} \), and integer \( k = \max\{2r^v + 1, 0\} \), we derive a geometric decomposition of the polynomial space \( \mathbb{P}_k(T) \) based on a partition of the simplicial lattice \( T_k^3 \). With such geometric decomposition, we construct \( C^{r^f} \)-continuous finite element spaces \( \mathbf{V}_k(r) \) with \( C^{r^e} \)-smoothness at vertices, \( C^{r^f} \)-smoothness on edges, and \( C^{r^f} \)-smoothness on faces. Here \( C^{-1} \)-smoothness means discontinuity. Therefore if \( r^f = -1, \mathbf{V}_k(r) \subset L^2(\Omega) \) and for \( r^f \geq 0, \mathbf{V}_k(r) \subset H^1(\Omega) \).

We then construct \( H(\text{div}) \)-conforming finite element space \( \mathbf{V}_k^{\text{div}}(r_2) = \mathbf{V}_k^3(r_2) \cap H(\text{div}, \Omega) \) and establish the div stability between finite elements spaces
\[ \text{div} \mathbf{V}_k^{\text{div}}(r_2) = \mathbf{V}_k^{L^2}(r_2 \oplus 1), \]
where \( r \oplus n := \max\{r - n, -1\} \). The key is to prove the div stability of bubble spaces
\[ \text{div} \mathbf{B}_k^{\text{div}}(T; r_2) = \mathbb{B}_{k-1}(T; r_2 \oplus 1)/\mathbb{R}, \]
see (14) and (21) for the precise definition of these bubble spaces and (34) for the condition on the parameter \( r_2 \). We further construct \( H(\text{div}) \)-conforming finite element spaces \( \mathbf{V}_k^{\text{div}}(r_2, r_3) \) with an inequality constraint on the smoothness parameters \( r_3 \geq r_2 \oplus 1 \), and prove the div stability
\[ \text{div} \mathbf{V}_k^{\text{div}}(r_2, r_3) = \mathbf{V}_k^{L^2}(r_3). \]
When \( r^f_2 \geq 0, \mathbf{V}_k^{\text{div}}(r_2, r_3) \subset H^1(\Omega) \) and \( (\mathbf{V}_k^{\text{div}}(r_2, r_3), \mathbf{V}_k^{L^2}(r_3)) \) is a stable finite element velocity-pressure pair for the Stokes equation.

By the aid of the degrees of freedom (DoFs) of spaces \( \mathbf{V}_{k+1}^{\text{grad}}(r_0) \) and \( \mathbf{V}_k^{\text{div}}(r_2, r_3) \), we construct \( H(\text{curl}) \)-conforming finite element spaces \( \mathbf{V}_{k+1} \subset \mathbf{V}^{\text{curl}}(r_1, r_2) = \{ v \in \mathbf{V}^{\text{curl}}(r_1) \mid \text{curl} v \in \mathbf{V}_k^{\text{div}}(r_2) \cap \ker(\text{div}) \} \). When identifying DoFs, we keep DoFs for \( \text{curl} v \in \mathbf{V}^{\text{curl}}(r_2) \), combine DoFs for \( \mathbf{V}^{\text{curl}}(r_2) \), and eliminate linear dependent ones.

Given \( r_0 \geq 0, r_1 = r_0 - 1, r_2 \geq r_1 \oplus 1, r_3 \geq r_2 \oplus 1 \), under the assumptions \( k = \max\{2r^e_1 + 1, 2r^e_2 + 1, 2r^e_3 + 2, 1\} \), \( (r_2, r_3) \) being a div stable pair, and
\[ r^e_1 \geq 2r^e_1 + 1, r^e_2 \geq 2r^e_2 + 1, r^e_3 \geq 2r^e_3 + 1, \]
we acquire the finite element de Rham complexes with various smoothness in three dimensions
\[ \mathbf{C}^{\infty}(\Omega) \xrightarrow{\text{grad}} \mathbf{C}^{\infty}(\Omega; \mathbb{R}^3) \xrightarrow{\text{curl}} \mathbf{C}^{\infty}(\Omega; \mathbb{R}^3) \xrightarrow{\text{div}} \mathbf{C}^{\infty}(\Omega) \rightarrow 0, \]
and the following commutative diagram
\[
\begin{array}{cccccc}
\mathbb{R} & \xrightarrow{\text{grad}} & \mathbf{C}^{\infty}(\Omega) & \xrightarrow{\text{curl}} & \mathbf{C}^{\infty}(\Omega; \mathbb{R}^3) & \xrightarrow{\text{div}} & \mathbf{C}^{\infty}(\Omega) \\
\downarrow & & \downarrow & & \downarrow & & \\
\mathbb{I}^{\text{grad}} & \xrightarrow{\text{grad}} & \mathbf{I}^{\text{curl}} & \xrightarrow{\text{div}} & \mathbf{I}^{\text{div}} & \xrightarrow{\text{div}} & \mathbf{I}^{L^2} \\
\mathbb{R} & \xrightarrow{\text{grad}} & \mathbf{V}_{k+2}^{\text{grad}}(r_0) & \xrightarrow{\text{curl}} & \mathbf{V}_{k+1}^{\text{curl}}(r_1, r_2) & \xrightarrow{\text{div}} & \mathbf{V}_k^{\text{div}}(r_2, r_3) \xrightarrow{\text{div}} \mathbf{V}_{k-1}^{L^2}(r_3) \rightarrow 0, \\
\end{array}
\]
where $I_h^{\text{grad}}$, $I_h^{\text{curl}}$, $I_h^{\text{div}}$, and $I_h^{k^2}$ are the canonical interpolation operators using the DoFs.

When $r_2^2 \geq 0$, space $V_{k+1}^{\text{div}}(r_2, r_3) \subset H^1(\Omega)$ and $V_{k+1}^{\text{curl}}(r_1, r_2) \subset H(\text{grad curl}, \Omega)$. Therefore (4) becomes a finite element Stokes complex. Existing works on finite element Stokes complexes [21] and finite element de Rham complexes [12] are examples of (4). We refer to [13, 16, 18] for some discrete Stokes complexes based on split meshes, whose shape functions are piece-wise polynomials.

The developed tools (simplicial lattice and barycentric calculus) and the approach to construct $V_{k+1}^{\text{curl}}(r_1, r_2)$ and $V_{k+1}^{\text{div}}(r_2, r_3)$ will also shed light on the unified construction of finite element differential complexes other than de Rham and Stokes complexes.

The rest of this paper is organized as follows. The simplicial lattice and barycentric calculus are introduced in Section 2. In Section 3, the geometric decomposition of $C^m$-conforming finite elements in three dimensions and $H(\text{div})$-conforming finite elements are studied. In Section 4, the div stability is proved, and smooth $H(\text{div})$-conforming finite elements are constructed. Finite element de Rham complexes with various smoothness are devised in Section 5. Smooth scalar finite elements in arbitrary dimension are constructed in Appendix A.

2. SIMPLICIAL LATTICE AND BARYCENTRIC CALCULUS

Let $T \in \mathbb{R}^n$ be an $n$-dimensional simplex with vertices $v_0, v_1, \ldots, v_n$ in general position. That is

$$T = \left\{ \sum_{i=0}^{n} \lambda_i v_i \mid 0 \leq \lambda_i \leq 1, \sum_{i=0}^{n} \lambda_i = 1 \right\},$$

where $\lambda = (\lambda_0, \lambda_1, \ldots, \lambda_n)$ is called the barycentric coordinate, and volume of $T$ is non-zero. We will write $T = \operatorname{Convex}(v_0, \ldots, v_n)$, where Convex stands for the convex combination. Some content of this section can be found in the book [19] but with different notation. Here notation on sub-simplexes are adapted from [5].

2.1. The simplicial lattice. For two non-negative integers $l \leq m$, we will use the multi-index notation $\alpha \in \mathbb{N}^{l:m}$, meaning $\alpha = (\alpha_l, \ldots, \alpha_m)$ with integer $\alpha_i \geq 0$. The length of a multi-index is $|\alpha| := \sum_{i=l}^{m} \alpha_i$ for $\alpha \in \mathbb{N}^{l:m}$. We can also treat $\alpha$ as a row vector with integer valued coordinates. We use the convention that: a vector $\alpha \geq c$ means $\alpha_i \geq c$ for all components $i = 0, 1, \ldots, n$. We define $\lambda^\alpha := \lambda_0^{\alpha_0} \cdots \lambda_n^{\alpha_n}$ for $\alpha \in \mathbb{N}^{0:n}$.

A simplicial lattice of degree $k$ and dimension $n$ is a multi-index set of $n+1$ components and with fixed length $k$, i.e.,

$$\mathbb{T}_k^n = \left\{ \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_n) \in \mathbb{N}^{0:n} \mid \alpha_0 + \alpha_1 + \ldots + \alpha_n = k \right\}.$$  

An element $\alpha \in \mathbb{T}_k^n$ is called a node of the lattice. It holds that

$$|\mathbb{T}_k^n| = \binom{n+k}{k} = \dim \mathbb{P}_k(T),$$

where $\mathbb{P}_k(T)$ denotes the set of real valued polynomials defined on $T$ of degree less than or equal to $k$. Indeed the Bernstein basis of $\mathbb{P}_k(T)$ is

$$\{ \lambda^\alpha := \lambda_0^{\alpha_0} \lambda_1^{\alpha_1} \cdots \lambda_n^{\alpha_n} \mid \alpha \in \mathbb{T}_k^n \}.$$  

For a subset $S \subseteq \mathbb{T}_k^n$, we define

$$\mathbb{P}_k(S) = \operatorname{span} \{ \lambda^\alpha, \alpha \in S \subseteq \mathbb{T}_k^n \}.$$  

With such one-to-one mapping between the lattice node $\alpha$ and the Bernstein polynomial $\lambda^\alpha$, we can study properties of polynomials through the simplicial lattice.
2.2. Geometric embedding of a simplicial lattice. We can embed the simplicial lattice into a geometric simplex by using $\alpha/k$ as the barycentric coordinate of node $\alpha$. Given $\alpha \in T^k_n$, the barycentric coordinate of $\alpha$ is given by

$$\lambda(\alpha) = (\alpha_0, \alpha_1, \ldots, \alpha_n)/k.$$  

Let $T$ be a simplex with vertices $\{v_0, v_1, \ldots, v_n\}$. The geometric embedding is

$$x : T^n_k \rightarrow T, \quad x(\alpha) = \sum_{i=0}^{n} \lambda_i(\alpha)v_i.$$  

We will always assume such a geometric embedding of the simplicial lattice exists and write as $T^n_k(T)$.

A simplicial lattice $T^n_k$ is, by definition, an algebraic set. Through the geometric embedding $T^n_k(T)$, we can use operators for the geometric simplex $T$ to study this algebraic set. For example, for a subset $S \subseteq T$, we use $T^n_k(S) = \{\alpha \in T^n_k, x(\alpha) \in S\}$ to denote the portion of lattice nodes whose geometric embedding is inside $S$. The superscript $n$ will be replaced by the dimension of $S$ when $S$ is a lower dimensional sub-simplex.

2.3. Sub-simplicial lattices. Following [5], we let $\Delta(T)$ denote all the subsimplices of $T$, while $\Delta_\ell(T)$ denotes the set of subsimplices of dimension $\ell$, for $0 \leq \ell \leq n$. The cardinality of $\Delta_\ell(T)$ is $\binom{n+1}{\ell+1}$. Elements of $\Delta_0(T) = \{v_0, \ldots, v_n\}$ are $n+1$ vertices of $T$ and $\Delta_n(T) = T$.

For a sub-simplex $f \in \Delta_\ell(T)$, we will overload the notation $f$ for both the geometric simplex and the algebraic set of indices. Namely $f = \{f(0), \ldots, f(\ell)\} \subseteq \{0, 1, \ldots, n\}$ and

$$f = \text{Convex}(v_{f(0)}, \ldots, v_{f(\ell)}) \in \Delta_\ell(T)$$

is the $\ell$-dimensional simplex spanned by the vertices $v_{f(0)}, \ldots, v_{f(\ell)}$.

If $f \in \Delta_\ell(T)$, then $f^* = \Delta_{n-\ell-1}(T)$ denotes the sub-simplex of $T$ opposite to $f$. When treating $f$ as a subset of $\{0, 1, \ldots, n\}$, $f^* \subseteq \{0, 1, \ldots, n\}$ so that $f \cup f^* = \{0, 1, \ldots, n\}$, i.e., $f^*$ is the complement of set $f$. Geometrically,

$$f^* = \text{Convex}(v_{f^*(1)}, \ldots, v_{f^*(n-\ell)}) \in \Delta_{n-\ell-1}(T)$$

is the $(n-\ell-1)$-dimensional simplex spanned by vertices not contained in $f$.

Given a sub-simplex $f \in \Delta_\ell(T)$, through the geometric embedding $f \hookrightarrow T$, we define the prolongation/extension operator $E : T^n_k \rightarrow T^n_k$ as follows:

$$E(\alpha)_j = \alpha_i, i = 0, \ldots, \ell, \quad \text{and} \quad E(\alpha)_j = 0, j \not\in f.$$  

For example, assume $f = \{1, 3, 4\}$, then for $\alpha = (\alpha_0, \alpha_1, \alpha_2) \in T^n_k$, the extension $E(\alpha) = (0, \alpha_0, 0, \alpha_1, \alpha_2, \ldots, 0)$. The geometric embedding $x(E(\alpha)) \in f$ which justifies the notation $T^n_k(f)$. With a slight abuse of notation, for a node $\alpha_f \in T^n_k(f)$, we still use the same notation $\alpha_f$ to denote such extension. Then we have the following direct decomposition

$$\alpha = E(\alpha_f) + E(\alpha_{f^*}) = \alpha_f + \alpha_{f^*}, \quad \text{and} \quad |\alpha| = |\alpha_f| + |\alpha_{f^*}|.$$  

Based on (5), we can write a Bernstein polynomial as

$$\lambda^\alpha = \lambda^{\alpha_f}_f \lambda^{\alpha_{f^*}}_{f^*},$$

where $\lambda_f = \lambda_{f(0)} \ldots \lambda_{f(\ell)} \in P_{\ell+1}(f)$ is the bubble function on $f$.

In summary, by treating $f$ as a set of indices, we can apply the operators $\cup, \cap, \ast, \backslash$ on sets. While treating $f$ as a geometric simplex, $\partial f, f$ etc can be applied.
2.4. **Distance to a sub-simplex.** Given \( f \in \Delta_i(T) \), we define the distance of a node \( \alpha \in T^n_k \) to \( f \) as

\[
\text{dist}(\alpha, f) := |\alpha f^*| = \sum_{i \in f^*} \alpha_i.
\]

Next we present a geometric interpretation of \( \text{dist}(\alpha, f) \). We set the vertex \( v_{f(0)} \) as the origin and embed the lattice to the scaled reference simplex \( kT = \text{span}\{0, ke_1, \ldots, ke_n\} \). Then \( |\alpha f^*| = s \) corresponds to the linear equation

\[
x_{f^*(1)} + x_{f^*(2)} + \ldots + x_{f^*(n-1)} = s,
\]

which defines a hyper-plane in \( \mathbb{R}^n \), denoted by \( L(f, s) \), with a normal vector \( 1_{f^*} \). The simplex \( f \) can be thought of as convex combination of vectors \( \{e_{f(0)f(i)}\}_{i=1}^{n} \). Obviously \( 1_{f^*} \cdot e_{f(0)f(i)} = 0 \) as the zero pattern is complementary to each other. So \( f \) is parallel to the hyper-plane \( L(f, s) \). The distance \( \text{dist}(\alpha, f) \) for \( \alpha \in L(f, s) \) is the intercept of the hyper-plane \( L(f, s) \); see Fig. 1 for an illustration. In particular \( f \in L(f, 0) \) and \( \lambda_i | f = 0 \) for \( i \in f^* \). Indeed \( f = \{x \in T \mid \lambda_i(x) = 0, i \in f^*\} \).

We can extend the definition to the distance between sub-simplexes. For \( e \in \Delta_i(T) \), \( f \in \Delta(T) \), define

\[
\text{dist}(e, f) = \min_{\alpha \in \Delta_i(e)} \text{dist}(\alpha, f).
\]

Then it is easy to verify that: for \( e \in \Delta(f^*) \), \( \text{dist}(e, f) = k \) and for \( e \in \Delta(f) \), i.e., \( e \cap f \neq \emptyset \), then \( \text{dist}(e, f) = 0 \).

![Distance to an edge.](image1)
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**FIGURE 1.** Distance to a sub-simplex.

We define the lattice tube of \( f \) with distance \( r \) as

\[
D(f, r) = \{ \alpha \in T^n_k, \text{dist}(\alpha, f) \leq r \},
\]

which contains lattice nodes at most \( r \) distance away from \( f \). We overload the notation

\[
L(f, s) = \{ \alpha \in T^n_k, \text{dist}(\alpha, f) = s \},
\]

which is defined as a plane early but here is a subset of lattice nodes on this plane. Then by definition,

\[
D(f, r) = \bigcup_{s=0}^r L(f, s), \quad L(f, s) = L(f^*, k - s).
\]

By definition \( D(f, -1) = \emptyset \), \( D(f, 0) = L(f, 0) = f \), and \( L(f, k) = f^* \). We have the following characterization of lattice nodes in \( D(f, r) \).
Lemma 2.1. For lattice node \( \alpha \in \mathbb{T}_k^n \),
\[
\alpha \in D(f, r) \iff |\alpha_f| \leq r \iff |\alpha_f| \geq k - r,
\]
\[
\alpha \notin D(f, r) \iff |\alpha_f| > r \iff |\alpha_f| \leq k - r - 1.
\]

Proof. By definition of \( \text{dist}(\alpha, f) \) and the fact \(|\alpha_f| + |\alpha_{f^*}| = k\).
\(\Box\)

For each vertex \( v_i \in \Delta_0(T) \),
\[
D(v_i, r) = \{ \alpha \in \mathbb{T}_k^n, |\alpha_i| \leq r \},
\]
which is isomorphic to a simplicial lattice \( \mathbb{T}_k^n \) of degree \( r \). For a face \( f \in \Delta_{n-1}(T) \), \( D(f, r) \) is a trapezoid of height \( r \) with base \( f \). In general for \( f \in \Delta(T) \), the hyper plane \( L(f, r) \) will cut the simplex \( T \) into two parts, and \( D(f, r) \) is the part containing \( f \).

2.5. Derivative and distance. Recall that in [5] a smooth function \( u \) is said to vanish to order \( r \) on \( f \) if \( D^\beta u|_f = 0 \) for all \( \beta \in \mathbb{N}^{1:n}, |\beta| < r \). The following result shows that the vanishing order \( r \) of a Bernstein polynomial \( \lambda^\alpha \) on \( f \) is the distance \( \text{dist}(\alpha, f) \).

Lemma 2.2. Let \( f \in \Delta(T) \) be a sub-simplex of \( T \). For \( \alpha \in \mathbb{T}_k^n, \beta \in \mathbb{N}^{1:n} \), then
\[
D^\beta \lambda^\alpha|_f = 0, \quad \text{if} \ \text{dist}(\alpha, f) > |\beta|.
\]

Proof. For \( \alpha \in \mathbb{T}_k^n \), we write \( \lambda^\alpha = \lambda^\alpha_f \lambda^\alpha_{f^*} \). When \( |\alpha_f| > |\beta| \), the derivative \( D^\beta \lambda^\alpha \) will contain a factor \( \lambda^\gamma_f \), with \( \gamma \in \mathbb{N}^{1:n-f} \), and \(|\gamma| = |\alpha_f| - |\beta| > 0\). Therefore \( D^\beta \lambda^\alpha|_f = 0 \) as \( \lambda_i|_f = 0 \) for \( i \in f^* \).
\(\Box\)

2.6. Barycentric calculus. The normalized basis \( \lambda^\alpha/\alpha! \) has the constant integral
\[
\int_T \frac{1}{\alpha!} \lambda^\alpha \, d\alpha = \frac{n!}{(k + n)!} |T|, \quad \forall \alpha \in \mathbb{T}_k^n.
\]

Denote by \( t_{i,j} \) the edge vector from \( v_i \) to \( v_j \). By computing the constant directional derivative \( t_{i,j} \cdot \nabla \lambda_\ell \) by values on the two vertices, we have
\[
t_{i,j} \cdot \nabla \lambda_\ell = \delta_{j\ell} - \delta_{i\ell} = \begin{cases} 
1, & \text{if } \ell = j, \\
-1, & \text{if } \ell = i, \\
0, & \text{if } \ell \neq i, j.
\end{cases}
\]

Define \( \epsilon_i \in \mathbb{N}^{1:n} \) as \( \epsilon_i = (0, 1, \ldots, 1, 0, \ldots, 0) \) and \( \epsilon_{ij} = \epsilon_i - \epsilon_j = (0, 1, \ldots, 1, 0, \ldots, 1) \).

Lemma 2.3. For \( \alpha \in \mathbb{T}_k^n \) and \( 0 \leq i \neq j \leq n \),
\[
\nabla(\lambda^{\alpha+\epsilon_i}) \cdot t_{j,i} = (\alpha_i + 1)\lambda^\alpha - \alpha_j \lambda^{\alpha+\epsilon_j}.
\]

Proof. By direct calculation and formula (7).
\(\Box\)

For two nodes \( \alpha, \beta \in \mathbb{T}_k^n \), define the distance
\[
\text{dist}(\alpha, \beta) = \frac{1}{2} \| \alpha - \beta \|_{\ell_1}.
\]

Two nodes \( \alpha, \beta \in \mathbb{T}_k^n \) are adjacent if \( \text{dist}(\alpha, \beta) = 1 \). By assigning edges to all adjacent nodes, the simplicial lattice \( \mathbb{T}_k^n \) becomes an undirected graph and denoted by \( G(\mathbb{T}_k^n) \). The distance of two nodes in the graph is the length of a minimal path connecting them, where the length of a path is defined as the number of edges in the path. Obviously the graph \( G(\mathbb{T}_k^n) \) is connected.

Lemma 2.4. For \( \alpha, \beta \in \mathbb{T}_k^n \), it holds
\[
\text{dist}(\alpha, \beta) = 1 \iff \beta = \alpha + \epsilon_{ij}, \quad \text{for some } i, j \in [0, n], i \neq j.
\]
Proof. Notice for two non-negative integer, if $\alpha_i \neq \beta_i$, then $|\alpha_i - \beta_i| \geq 1$. As $\alpha, \beta \in \mathbb{T}_n^k$, we have $\sum_{i=0}^n (\alpha_i - \beta_i) = 0$. The condition $\text{dist}(\alpha, \beta) = 1$ means $\sum_{i=0}^n |\alpha_i - \beta_i| = 2$. So the only possibility is: $\alpha_i - \beta_i = -1$ and $\alpha_j - \beta_j = 1$ for some $0 \leq i, j \leq n$ and $i \neq j$. \hfill \Box

We give an explicit form for functions in $\mathbb{P}_k(T) \cap L_0^2(T) = \{ p \in \mathbb{P}_k(T) : \int_T p \, dx = 0 \}$.

**Lemma 2.5.** For $k \geq 0$, it holds

$$\mathbb{P}_k(T) \cap L_0^2(T) = \text{span}\{ \lambda^\alpha/\alpha! - \lambda^\beta/\beta! : \alpha, \beta \in \mathbb{T}_n^k \text{ and } \text{dist}(\alpha, \beta) = 1 \}.$$ 

**Proof.** By the integral formula (6), $\lambda^\alpha/\alpha! - \lambda^\beta/\beta! \in \mathbb{P}_k(T) \cap L_0^2(T)$ for $\alpha, \beta \in \mathbb{T}_n^k$.

As the graph $\mathcal{G}(\mathbb{T}_n^k)$ is connected, we can find a spanning tree $\mathcal{T}$ with number of edge is equal to $|\mathbb{T}_n^k| - 1 = \dim(\mathbb{P}_k(T) \cap L_0^2(T))$. So $\{ \lambda^\alpha/\alpha! - \lambda^\beta/\beta! : [\alpha, \beta] \text{ is an edge in } \mathcal{T} \}$ is a basis of $\mathbb{P}_k(T) \cap L_0^2(T)$. Then the result follows as the edge of $\mathcal{T}$ is a subset of $\mathcal{G}(\mathbb{T}_n^k)$ and $[\alpha, \beta]$ is an edge iff $\text{dist}(\alpha, \beta) = 1$. \hfill \Box

![Figure 2. Velocity fields satisfying $\text{div} \, u = \frac{1}{\alpha!} \lambda^\alpha - \frac{1}{\beta!} \lambda^\beta$ with $\beta = \alpha + \epsilon_{ij}$. One direction is $t_{ji}$ and another is a detour through $\gamma$.](image)

Given a basis function $p = \frac{1}{\alpha!} \lambda^\alpha - \frac{1}{\beta!} \lambda^\beta$, we can find two $u$ satisfying $\text{div} \, u = p$.

**Lemma 2.6.** Let $\alpha, \beta \in \mathbb{T}_n^k$ and $\beta = \alpha + \epsilon_{ij}$. Then

$$(9) \quad \frac{1}{\beta!\alpha_j} \text{div}(\lambda^{\alpha+\epsilon_{ij}} t_{j,i}) = \frac{1}{\alpha!} \lambda^\alpha - \frac{1}{\beta!} \lambda^\beta.$$ 

**Proof.** Direct calculation using formula (8). \hfill \Box

**Lemma 2.7.** Let $\alpha, \beta \in \mathbb{T}_n^k$ and $\beta = \alpha + \epsilon_{ij}$. Choose an $\ell \in [0 : n], \ell \neq i, j$, s.t. $\gamma = \alpha + \epsilon_{\ell i} = \beta + \epsilon_{\ell i} \in \mathbb{T}_n^k$. Then

$$(10) \quad \frac{1}{\gamma!\alpha_j} \text{div}(\lambda^{\alpha+\epsilon_{ij}} t_{j,\ell}) + \frac{1}{\gamma!\beta_i} \text{div}(\lambda^{\beta+\epsilon_{ij}} t_{\ell,i}) = \frac{1}{\alpha!} \lambda^\alpha - \frac{1}{\beta!} \lambda^\beta.$$ 

**Proof.** By (9), we have

$$\frac{1}{\gamma!\alpha_j} \text{div}(\lambda^{\alpha+\epsilon_{ij}} t_{j,\ell}) = \frac{1}{\alpha!} \lambda^\alpha - \frac{1}{\gamma!} \lambda^\gamma, \quad \frac{1}{\gamma!\beta_i} \text{div}(\lambda^{\beta+\epsilon_{ij}} t_{\ell,i}) = \frac{1}{\gamma!} \lambda^\gamma - \frac{1}{\beta!} \lambda^\beta.$$ 

Then (10) follows. \hfill \Box
3. Smooth Finite Elements in Three Dimensions

In this section, an integer vector \( r = (r^v, r^e, r^f)^T \) is called a valid smoothness vector if \( r^f \geq -1, r^e \geq \max\{2r^f, -1\} \) and \( r^v \geq \max\{2r^e, -1\} \). It is also denoted as \( r = (r^0, r^1, r^2)^T \), where the super-script \( \ell = 0, 1, 2 \) represents the dimension of the sub-simplex.

3.1. A decomposition of the simplicial lattice.

**Lemma 3.1.** For \( \ell = 1, 2 \), if \( r^{\ell-1} \geq 2r^\ell \geq 0 \), the sub-sets
\[
\{ D(f, r^\ell) \setminus \bigcup_{e \in \Delta_{\ell-1}(f)} D(e, r^{\ell-1}) \, | \, f \in \Delta_\ell(T) \}
\]
are disjoint.

**Proof.** Consider two different sub-simplices \( f, \tilde{f} \in \Delta_\ell(T) \). The dimension of their intersection is at most \( \ell - 1 \). Therefore \( f \cap \tilde{f} \subseteq e \) for some \( e \in \Delta_{\ell-1}(f) \). Then \( e^\ast \subseteq (f \cap \tilde{f})^\ast = f^\ast \cup \tilde{f}^\ast \). For \( \alpha \in D(f, r^\ell) \cap D(\tilde{f}, r^\ell) \), we have \( |\alpha_{e^\ast}| \leq |\alpha_f| + |\alpha_{\tilde{f}}| \leq 2r^\ell \leq r^{\ell-1} \). Therefore we have shown the intersection region \( D(f, r^\ell) \cap D(\tilde{f}, r^\ell) \subseteq \bigcup_{e \in \Delta_{\ell-1}(f)} D(e, r^{\ell-1}) \) and the result follows. \( \square \)

Next we remove \( D(e, r^i) \) from \( D(f, r^i) \) for all \( e \in \Delta_i(T) \) and \( i = 0, 1, \ldots, \ell - 1 \).

**Lemma 3.2.** Given integer \( m \geq 0 \), let non-negative integer array \( r = (r^0, r^1, r^2) \) satisfy
\[
r^2 = m, \quad r^\ell \geq 2r^{\ell+1} \quad \text{for} \quad \ell = 0, 1.
\]

Let \( k \geq 2r^0 + 1 \geq 8m + 1 \). For \( \ell = 1, 2 \),
\[
\bigg( \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(f)} D(e, r^i) \bigg) \bigg( \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(T)} D(e, r^i) \bigg) = D(f, r^\ell) \setminus \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(T)} D(e, r^i).
\]

**Proof.** In (11), the relation \( \supseteq \) is obvious as \( \Delta_i(f) \subseteq \Delta_i(T) \). To prove \( \subseteq \), it suffices to show for \( \alpha \in D(f, r^\ell) \setminus \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(f)} D(e, r^i) \), it is also not in \( D(e, r^i) \) for \( e \in \Delta_i(T) \) and \( e \notin \Delta_i(f) \).

By definition,
\[
|\alpha_{e^\ast}| \leq r^i, \quad |\alpha_e| \leq k - r_i - 1, \quad \text{for all} \quad e \in \Delta_i(f), \quad i = 0, \ldots, \ell - 1.
\]

For each \( e \in \Delta_i(T) \) but \( e \notin \Delta_i(f) \), the dimension of the intersection \( e \cap f \) is at most \( i-1 \). It follows from \( r^i \geq 2r^{i+1} \) and \( k \geq 2r^0 + 1 \) that: when \( i > 0 \),
\[
|\alpha_e| = |\alpha_{e \cap f^\ast}| + |\alpha_{e \cap f^\ast}| \leq k - r^{i-1} - 1 + r^i \leq k - r^i - 1,
\]
and when \( i = 0 \),
\[
|\alpha_e| = |\alpha_{e \cap f^\ast}| \leq n \leq k - r^i - 1.
\]

So \( |\alpha_e| > r^i \). We conclude that \( \alpha \notin D(e, r^i) \) for all \( e \in \Delta_i(T) \) and (11) follows. \( \square \)

We are in the position to present an important partition of the simplicial lattice.

**Theorem 3.3.** Given integer \( m \geq 0 \), let non-negative integer array \( r = (r^0, r^1, r^2)^T \) satisfy
\[
r^2 = m, \quad r^\ell \geq 2r^{\ell+1} \quad \text{for} \quad \ell = 0, 1.
\]

Let \( k \geq 2r^0 + 1 \geq 8m + 1 \). Then we have the following direct decomposition of the simplicial lattice on a tetrahedron \( T \):
\[
T^3_\ell(T) = \bigoplus_{e=0}^{3} \bigoplus_{f \in \Delta_\ell(T)} S_\ell(f, r).
\]
where
\[
S_0(v, r) = D(v, r^0),
\]
\[
S_\ell(f, r) = D(f, r^\ell) \setminus \left[ \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(f)} D(e, r^i) \right], \; \ell = 1, 2,
\]
\[
S_3(T, r) = T^3_k(T) \setminus \left[ \bigcup_{i=0}^{2} \bigcup_{f \in \Delta_i(T)} D(f, r^i) \right].
\]

Proof. First we show that the sets \( \{S_\ell(f, r), f \in \Delta_\ell(T), \ell = 0, \ldots, 3\} \) are disjoint. Take two vertices \( v_1, v_2 \in \Delta_0(T) \). For \( \alpha \in D(v_1, r^0) \), we have \( \alpha_{v_1} \geq k - r^0 \). As \( v_1 \in v_2 \) and \( k \geq 2r^0 + 1 \), \( \alpha_{v_2} \geq \alpha_{v_1} \geq k - r^0 \geq r^0 + 1 \), i.e., \( \alpha \notin D(v_2, r^0) \). Hence \( \{S_0(v), v \in \Delta_0(T)\} \) are disjoint and \( \bigoplus_{v \in \Delta_0(T)} S_0(v) \) is a disjoint union. By Lemma 3.1 and (11), we know \( \{S_\ell(f, r), f \in \Delta_\ell(T), \ell = 0, \ldots, 3\} \) are disjoint.

Next we inductively prove
\[
\bigoplus_{i=0}^\ell \bigoplus_{f \in \Delta_i(T)} S_i(f, r) = \bigcup_{i=0}^\ell \bigcup_{f \in \Delta_i(T)} D(f, r^i) \quad \text{for } \ell = 0, 1, 2.
\]

Obviously (13) holds for \( \ell = 0 \). Assume (13) holds for \( \ell < j \). Then
\[
\bigoplus_{i=0}^\ell \bigoplus_{f \in \Delta_i(T)} S_i(f, r) = \bigoplus_{f \in \Delta_j(T)} S_j(f, r) \bigoplus \bigcup_{i=0}^{j-1} \bigcup_{e \in \Delta_i(T)} D(e, r^i)
\]
\[
= \bigoplus_{f \in \Delta_j(T)} \left( D(f, r^j) \setminus \left[ \bigcup_{i=0}^{j-1} \bigcup_{e \in \Delta_i(T)} D(e, r^i) \right] \right) \bigoplus \bigcup_{i=0}^{j-1} \bigcup_{e \in \Delta_i(T)} D(e, r^i)
\]
\[
= \bigcup_{i=0}^j \bigcup_{f \in \Delta_i(T)} D(f, r^i).
\]

By induction, (13) holds for \( \ell = 0, 1, 2 \). Then (12) is true from the definition of \( S_3(T, r) \) and (13).

\[\square\]

Remark 3.4. When integer vector \( r = (r^0, r^1, r^2)^T \) satisfies
\[
r^2 = -1, \quad r^1 \geq -1, \quad r^0 \geq \max\{2r^1, -1\},
\]
and nonnegative integer \( k \geq 2r^0 + 1 \), the direct decomposition (12) still holds with
\[
S_0(v, r) = D(v, r^0), \quad S_1(e, r) = D(e, r^1) \setminus \bigcup_{v \in \Delta_0(e)} D(v, r^0),
\]
\[
S_2(f, r) = \emptyset, \quad S_3(T, r) = T^3_k(T) \setminus \left[ \bigcup_{i=0}^1 \bigcup_{f \in \Delta_i(T)} D(f, r^i) \right].
\]

From the implementation point of view, the index set \( S_\ell(f, r) \) can be found by a logic array and set the entries as true when the distance constraint holds.

Introduce the polynomial bubble space on \( T \)
\[
\mathbb{B}_k(T; r) = P_k(S_3(T, r)) = \text{span}\{\lambda^\alpha, \; \alpha \in S_3(T, r)\},
\]
\[
(14)
\]
A decomposition of the simplicial lattice.

Plane \( L(f, r_f) \)

Plane \( L(f, j) \) for \( r_e - r_f \leq j \leq r_v - r_e \).

Plane \( L(f, j) \) for \( r_v - r_e \leq j \leq k - r_v - 1 \).

**Figure 3.** Different planes \( L(f, j) \) and \( S_2(f, \left( \begin{array}{c} r_v \\ r_e \end{array} \right) - j \) (in gray). The distance to a vertex is decreasing from \( r_v \) to \( r_e \) and the distance to an edge is from \( r_e \) to \( r_f \).

In general, on the lattice plane \( L(f, j) \), the face bubble space becomes \( \mathbb{B}_{k-j}(f; \left( \begin{array}{c} r_v \\ r_e \end{array} \right) - j) \) and

\[
S_3(T, r) = \bigcup_{j=r_f+1}^{k-r_v-1} \left( S_2(f, \left( \begin{array}{c} r_v \\ r_e \end{array} \right) - j) \cap L(f, j) \right).
\]

We provide several slides of \( L(f, j) \) and corresponding \( S_\ell \) in Figures 3.1 (b)(c)(d).

**Corollary 3.5.** We have the following geometric decomposition of \( \mathbb{P}_k(T) \)

\[
\mathbb{P}_k(T) = \bigoplus_{\ell=0}^{3} \bigoplus_{f \in \Delta_\ell(T)} \mathbb{P}_k(S_\ell(f, r)).
\]
3.2. **Smooth finite elements in three dimensions.** In this subsection, we shall construct finite element spaces with smoothness parameter $r = (r^v, r^e, r^f)^T$.

For each edge $e$, we choose two normal vectors $n^e_1, n^e_2$ and abbreviate as $n_1, n_2$. For each face $f$, we choose a normal vector $n_f$ and abbreviate as $n$ when $f$ is clear in the context. When in a conforming mesh $T_h$, $n^e_1, n^e_2$ or $n_f$ depends on $e$ or $f$ not the element containing it.

**Theorem 3.6.** Let $r = (r^v, r^e, r^f)^T$ with $r^f \geq m \geq -1$, $r^e \geq \max\{2r^f, -1\}$, $r^v \geq \max\{2r^e, -1\}$, and nonnegative integer $k \geq 2r^v + 1$. The shape function space $\mathbb{P}_k(T)$ is determined by the DoFs

\begin{align}
(16) \quad & \nabla^j u(v), \quad v \in \Delta_0(T), j = 0, \ldots, r^v, \\
(17) \quad & \int_e \frac{\partial^j u}{\partial n_1^e \partial n_2^e} q \, ds, \quad e \in \Delta_1(T), q \in \mathbb{P}_{k-2(r^e+1)+j}(e), 0 \leq i \leq j \leq r^e, \\
(18) \quad & \int_f \frac{\partial^j u}{\partial n_j^f} q \, dS, \quad f \in \Delta_2(T), q \in \mathbb{B}_{k-j}(f; \left(\frac{r^v}{r^e}\right) - j), 0 \leq i \leq j \leq r^f, \\
(19) \quad & \int_T u q \, dx, \quad q \in \mathbb{B}_k(T; r).
\end{align}

With mesh $T_h$, define the global $C^m$-continuous finite element space

$$\mathbb{V}_k(T_h; r) = \{ u \in C^m(\Omega) : u|_T \in \mathbb{P}_k(T) \text{ for all } T \in T_h, \text{ and all the DoFs (16)-(19) are single-valued} \}.$$  

**Proof.** Thanks to the geometric decomposition (15), the number of DoFs (16)-(19) is same as $\dim \mathbb{P}_k(T)$. Take $u \in \mathbb{P}_k(T)$ and assume all the DoFs (16)-(19) vanish. We will prove $u = 0$.

The vanishing DoF (16) implies $(\nabla^j u)(v) = 0$ for $v \in \Delta_0(T)$ and $0 \leq j \leq r^v$, which combined with the vanishing DoF (17) yields $(\nabla^j u)|_e = 0$ for $e \in \Delta_1(T)$ and $0 \leq j \leq r^e$. Then $\left. \frac{\partial^j u}{\partial n_j^f} \right|_f \in \mathbb{B}_{k-j}(f; \left(\frac{r^v}{r^e}\right) - j)$ for $f \in \Delta_2(T)$ and $0 \leq i \leq j \leq r^f$. Now the vanishing DoF (18) indicates $(\nabla^j u)|_f = 0$ for $f \in \Delta_2(T)$ and $0 \leq j \leq r^f$. As a result $u \in \mathbb{B}_k(T; r)$. Therefore $u = 0$ follows from the vanishing DoF (19).

Finally $\mathbb{V}_k(T_h; r) \subset C^m(\Omega)$ since we derive $(\nabla^j u)|_f = 0$ for $f \in \Delta_2(T)$ and $0 \leq j \leq m$ by using only DoFs (16)-(18) on $f$. \hfill \square

**Remark 3.7.** When $\dim \mathbb{B}_k(T; r) \geq 1$, DoF (19) can be changed to

$$\int_T u q \, dx, \quad q \in \mathbb{P}_0(T) \oplus \mathbb{B}_k(T; r)/\mathbb{R},$$

where $\mathbb{B}_k(T; r)/\mathbb{R} := \mathbb{B}_k(T; r) \cap L^2_{0}(T)$. Similarly, when $\dim \mathbb{B}_k(f; \left(\frac{r^v}{r^e}\right)) \geq 1$, the face DoF $\int_f u q \, dS, q \in \mathbb{B}_k(f; \left(\frac{r^v}{r^e}\right))$ can be changed to $\int_f u q \, dS, q \in \mathbb{P}_0(f) \oplus \mathbb{B}_k(f; \left(\frac{r^v}{r^e}\right))/\mathbb{R}$.

Next we count the dimension of the finite element space. For integers $0 \leq i \leq j \leq n$, recall the combinatorial formula

\begin{align}
(20) \quad & \binom{j}{i} + \binom{j+1}{i} + \cdots + \binom{n}{i} = \binom{n+1}{i+1} - \binom{j}{i+1},
\end{align}
which holds from $\binom{n}{i} + \binom{n}{i+1} = \binom{n+1}{i+1}$. Here we understand $\binom{n}{i+1}$ as 0. For an $n$-dimensional tetrahedron, the number $\binom{n+1}{i+1}$ of $i$-dimensional faces equals to the sum of the number $\binom{n}{i}$ of $i$-dimensional faces including $v_0$ as a vertex and the number $\binom{n}{i}$ of $i$-dimensional faces excluding $v_0$.

**Proposition 3.8.** The dimension of $\mathcal{V}_k(T_h; r)$ is

$$\dim \mathcal{V}_k(T_h; r) = \sum_{i=0}^{3} C_i(k, r)|\Delta_i(T_h)|.$$

where

$$C_0(k, r) = \binom{r^\nu + 3}{3},$$

$$C_1(k, r) = (k + r^\nu - 2r^\nu - 1)\binom{r^\nu + 2}{2} - \binom{r^\nu + 2}{3},$$

$$C_2(k, r) = \binom{k + 3}{3} - 3\binom{r^\nu + 3}{3} - 3\binom{k - 2r^\nu - 1}{3} - \binom{k + 2 - r^f}{3}$$

$$+ 3\binom{r^\nu + 2 - r^f}{3} - 3(r^f + 1)\binom{k - 2r^\nu + r^e}{2} + 3\binom{k - 2r^\nu + r^f}{3},$$

$$C_3(k, r) = \binom{k + 3}{3} - 4C_0(k, r) - 6C_1(k, r) - 4C_2(k, r).$$

**Proof.** By (20) with $i = 2$, the number of DoFs on edge $e \in \Delta_1(T_h)$ is

$$\sum_{j=0}^{r^e} (j + 1)(k - 2r^\nu - 1 + j) = (k - 2r^\nu - 1)\binom{r^e + 2}{2} + 2\sum_{j=0}^{r^e} \binom{j + 1}{2}$$

$$= (k + r^e - 2r^\nu - 1)\binom{r^e + 2}{2} - \binom{r^e + 2}{3}.$$ 

Applying (20) with $i = 2$ again, the number of DoFs on face $f \in \Delta_2(T_h)$ is

$$\sum_{j=0}^{r^f} \dim \mathcal{B}_{k-j}(f; \binom{r^\nu}{r^\nu} - j)$$

$$= \sum_{j=0}^{r^f} \left[ \binom{k + 2 - j}{2} - 3\binom{r^\nu + 2 - j}{2} - 3\binom{k - 2r^\nu + r^e}{2} + 3\binom{k - 2r^\nu - 1 + j}{2} \right]$$

$$= \binom{k + 3}{3} - \binom{k + 2 - r^f}{3} - 3\binom{r^\nu + 3}{3} + 3\binom{r^\nu + 2 - r^f}{3}$$

$$- 3(r^f + 1)\binom{k - 2r^\nu + r^e}{2} + 3\binom{k - 2r^\nu + r^f}{3} - 3\binom{k - 2r^\nu - 1}{3},$$

which ends the proof. \(\square\)

### 3.3. $H(\text{div})$-conforming finite elements

For a linear space $V$, denote by $V^3 := V \otimes \mathbb{R}^3$.

Let $\mathcal{V}^k(T_h; r) := \mathcal{V}^k(T_h; r) \cap H(\text{div}, \Omega)$, where $\mathcal{V}^k(T_h; r)$ is defined in Theorem 3.6. Define the polynomial bubble space

$$\mathcal{B}^k(\text{div}; T; r) := \ker(\text{tr}^{\text{div}}) \cap \mathcal{B}^k(T; r),$$
where \( \text{tr} \, \text{div} \, v = \mathbf{n} \cdot \mathbf{v} \big|_{\partial T} \). When \( r^f \geq 0 \), \( \nabla_k \text{div} (\mathcal{T}_h; r) = \nabla_k \text{div} (\mathcal{T}_h; r) \subset H^1(\Omega; \mathbb{R}^3) \) and \( \mathbb{B}_k^\text{div}(T; r) = \mathbb{B}_k^3(T; r) \). When \( r^f = -1 \), \( \nabla_k \text{div} (\mathcal{T}_h; r) \) is discontinuous and to be in \( H(\text{div}, \Omega) \), the normal direction should be continuous.

A precise characterization of \( \mathbb{B}_k^\text{div}(T; r) \) with \( r^f = -1 \) is given below, where for an integer \( m \geq -1 \), \( m_+ := \max\{m, 0\} \), and the Iverson bracket \([m = -1] = \begin{cases} 1 & \text{if } m = -1, \\ 0 & \text{if } m \neq -1. \end{cases}\)

For each face \( f \), choose two linearly independent tangent vectors \( \{t^1_f, t^2_f\} \) and for each edge \( e \), choose a tangent vector \( t_e \). Define

\[
\mathbb{B}_k^\text{div}(f; r_+) := \mathbb{B}_k(f; \begin{pmatrix} r^f \\ r^e \end{pmatrix}) \oplus \text{span}\{t^1_f, t^2_f\}, \\
\mathbb{B}_k^\text{div}(e; r_+) := \mathbb{B}_k(e; r^e_+) \oplus \text{span}\{t_e\}.
\]

**Lemma 3.9.** Consider \( r = (r^v, r^e, -1)^T \) with \( r^v \geq \max\{2r^e, -1\} \) and \( r^e \geq -1 \). We have

\[
\mathbb{B}_k^\text{div}(T; r^f) = \mathbb{B}_k^3(T; r^f_+) \oplus \bigoplus_{f \in \Delta_2(T)} \mathbb{B}_k^\text{div}(f; r^f_+) \\
\bigoplus_{e \in \Delta_1(T)} [r^e = -1] \mathbb{B}_k^\text{div}(e; r^e_+).
\]

**Proof.** For \( r = (-1, -1, -1)^T \), we have proved the desired decomposition in \([10]\)

\[
\mathbb{B}_k^\text{div}(T; -1) = \mathbb{B}_k^3(T; 0) \oplus \bigoplus_{f \in \Delta_2(T)} \mathbb{B}_k^\text{div}(f; 0) \oplus \bigoplus_{e \in \Delta_1(T)} \mathbb{B}_k^\text{div}(e; 0).
\]

We then consider the case \( r^v \geq 0 \). By definition,

\[
\mathbb{B}_k^3(T; \begin{pmatrix} r^v \\ r^e \end{pmatrix}) = \mathbb{B}_k^3(T; \begin{pmatrix} r^v \\ r^e \\ 0 \end{pmatrix}) \oplus \bigoplus_{f \in \Delta_2(T)} \mathbb{B}_k^3(f; \begin{pmatrix} r^v \\ r^e \\ 0 \end{pmatrix}) \oplus \bigoplus_{e \in \Delta_1(T)} [r^e = -1] \mathbb{B}_k^3(e; r^v).
\]

We write

\[
\mathbb{B}_k^3(f; \begin{pmatrix} r^v \\ r^e \\ 0 \end{pmatrix}) = \mathbb{B}_k(f; \begin{pmatrix} r^v \\ r^e \\ 0 \end{pmatrix}) \otimes (\text{span}\{t^1_f, t^2_f\} \oplus \text{span}\{n_f\})
\]

The intersection with \( \ker(\text{div}) \) will keep the tangential components only. Similarly only \( \mathbb{B}_k(e; r^v) \otimes \text{span}\{t_e\} \) is left in the \( t - n \) decomposition of \( \mathbb{B}_k^3(e; r^v) \).

Notice that we have the relation

\[
\mathbb{B}_k^3(T; \begin{pmatrix} r^v \\ r^e \\ 0 \end{pmatrix}) \subset \mathbb{B}_k^\text{div}(T; \begin{pmatrix} r^v \\ r^e \\ -1 \end{pmatrix}) \subset \mathbb{B}_k^3(T; \begin{pmatrix} r^v \\ r^e \\ -1 \end{pmatrix})
\]

and

\[
\mathbb{B}_k^\text{div}(T; \begin{pmatrix} r^v \\ r^e \\ -1 \end{pmatrix}) \subset \mathbb{B}_k^\text{div}(T; \begin{pmatrix} -1 \\ -1 \\ -1 \end{pmatrix}) = (\ker(\text{tr} \, \text{div}) \cap \mathbb{P}_k(T; \mathbb{R}^3)).
\]

**Theorem 3.10.** Let \( r = (r^v, r^e, r^f)^T \) with \( r^f = -1 \), \( r^e \geq -1 \), \( r^v \geq \max\{2r^e, -1\} \), and nonnegative integer \( k \geq 2r^e_+ + 1 \). The shape function space \( \mathbb{P}_k(T; \mathbb{R}^3) \) is determined by
the DoFs

\[ \nabla^j v(r), \quad \forall v \in \Delta_0(T), \quad j = 0, 1, \ldots, r^v, \]

\[ \int_{\partial e} \frac{\partial v}{\partial n} \cdot d\mathbf{s}, \quad e \in \Delta_1(T), \quad q \in \mathbb{P}^{3}_{k-2(r^v+1)+j}(e), \quad 0 \leq i \leq j \leq r^e, \]

\[ \int_{f} v \cdot n \ q \ d\mathbf{s}, \quad q \in \mathbb{B}_k(f; \left( \begin{array}{c} r^v \\ r^e \end{array} \right)), \quad f \in \Delta_2(T), \]

\[ \int_{K} v \cdot q \ dx, \quad q \in \mathbb{B}^{\text{div}}_k(T; r). \]

With mesh \( T_h \), define the global \( H(\text{div}) \)-conforming finite element space

\[ \mathbb{V}^{\text{div}}_k(T_h; r) = \{ v \in H(\text{div}, \Omega) : v|_T \in \mathbb{P}_k(T; \mathbb{R}^3) \text{ for all } T \in T_h \}, \]

and all the DoFs (22)-(25) are single-valued.}

**Proof.** The unisolvency of DoFs (22)-(25) for \( \mathbb{P}_k(T; \mathbb{R}^3) \) follows from Theorem 3.6 and decomposition (21). More precisely, let us first consider the case \( r^v \geq 1, r^e \geq 0, r^f = -1 \).

Then using the DoFs for \( r^e = (r^v, r^e, 0)^T \), we know \( \mathbb{P}_k(T; \mathbb{R}^3) \) is determined by (22)-(23) and

\[ \int_{f} v \cdot q \ d\mathbf{s}, \quad q \in \mathbb{B}^{3}_k(f; \left( \begin{array}{c} r^v \\ r^e \end{array} \right)), \quad f \in \Delta_2(T), \]

\[ \int_{K} v \cdot q \ dx, \quad q \in \mathbb{B}^{3}_k(T; r^+) + \mathbb{B}^{3}_k(T; r^-). \]

On each face, we use the decomposition \( \mathbb{R}^3 = \text{span}\{ t_1^f, t_2^f \} \oplus \text{span}\{ n_f \} \) and move the tangential components into the bubble space \( \mathbb{B}^{3}_k(T; r) \). Therefore only the normal component (24) is left.

When \( r^v \geq 1, r^e = -1, r^f = -1 \), we consider the DoFs for \( r^e = (r^v, 0, 0)^T \). That is (22), volume DoF (27), and the edge and face DoFs

\[ \int_{e} v \cdot q \ d\mathbf{s}, \quad q \in \mathbb{B}^{3}_k(e; r^v), \quad e \in \Delta_1(T), \]

\[ \int_{f} v \cdot q \ d\mathbf{s}, \quad q \in \mathbb{B}^{3}_k(f; \left( \begin{array}{c} r^v \\ r^e \end{array} \right)), \quad f \in \Delta_2(T). \]

As before on each face, we move the tangential components into the bubble space \( \mathbb{B}^{3}_k(T; r) \) and keep only normal component with the test function \( q \in \mathbb{B}_k(f; \left( \begin{array}{c} r^v \\ r^e \end{array} \right)) \). On each edge \( e \), we use the decomposition \( \mathbb{R}^3 = \text{span}\{ n_{f_1}, n_{f_2} \} \oplus \text{span}\{ t_e \} \) where \( f_1, f_2 \) are two faces containing \( e \). Again the tangential component \( \mathbb{B}_k(e; r^v) \oplus \text{span}\{ t_e \} \) is moved into the bubble space \( \mathbb{B}^{3}_k(T; r) \). The normal components will be redistributed to the two faces containing \( e \) so that \( \mathbb{B}_k(f_1; \left( \begin{array}{c} r^v \\ r^e \end{array} \right)) + \text{span}\{ n_{f_1} \} = \mathbb{B}_k(f_2; \left( \begin{array}{c} r^v \\ r^e \end{array} \right)) \) for \( r^e = -1 \), which leads to (24). When \( r^v = -1 \), we can redistribute 3 components of a vector into 3 faces containing that vertex so that (24) still holds. We refer to [10, Fig. 3] for an illustration.

**Example 3.11** (\( H(\text{div}) \)-conforming element). We recover the following known \( H(\text{div}) \)-conforming finite elements:
(i) When \( k \geq 1, r = -1 \), it is Brezzi-Douglas-Marini (BDM) element \([8, 7]\) and denoted by BDM\(_k\).

(ii) When \( k \geq 2, r = (0, -1, -1)^T \), it is Stenberg’s element \([22]\).

**Corollary 3.12.** Let \( r = (r^v, r^e, r^f)^T \) with \( r^f = -1, r^e \geq -1, r^v \geq \max\{2r^e, -1\} \), and nonnegative integer \( k \geq 2r^v + 1 \). We have the dimension formula

\[
\begin{align*}
\dim \mathbb{V}_k^{div}(\mathcal{T}_h; r) &= \dim \mathbb{V}_k^2(\mathcal{T}_h; r_+) - 3|r^v = -1|\Delta_0(\mathcal{T}_h)| \\
&\quad - 3|r^e = -1|(k - 2r^e - 1)|\Delta_1(\mathcal{T}_h)| \\
&\quad + (-2C_2(k, r_+) + 3|r^e = -1|(k - 2r^e - 1) + 3|r^v = -1|)|\Delta_2(\mathcal{T}_h)| \\
&\quad + (8C_2(k, r_+) + 6|r^e = -1|(k - 2r^e - 1))|\Delta_3(\mathcal{T}_h)|.
\end{align*}
\]

**Proof.** When counting the dimension, we compare \( \mathbb{V}_k^{div}(\mathcal{T}_h; r) \) with the continuous element \( \mathbb{V}_k^2(\mathcal{T}_h; r_+) \). As \( r^f = -1 \), the two tangential components of the face DoFs are considered as interior DoFs and thus subtracted from coefficients of \( \Delta_2(\mathcal{T}_h) \). The summation of 4 faces tangential bubbles contributes to the increase \( 8C_2(k, r_+) \) in the coefficient of \( \Delta_3(\mathcal{T}_h) \). Similarly when \( r^e = -1 \), we add total 6 tangential edge bubbles to the interior and redistribute the two normal components of edge bubbles to each face. When \( r^v = -1 \), the three components of the vector function at vertices are redistributed to three faces containing that vertex. Therefore facewisely we add \( 3(k - 2r^e - 1) \) edge DoFs and 3 vertices DoFs. When \( r^e = -1 \), all 3 components of edge DoFs of a vector are removed and when \( r^v = -1 \), all 3 components of a vector are removed. \( \square \)

### 4. Div Stability Between Finite Elements Spaces

#### 4.1. Overview

To simplify the notation, introduce \( r \ominus n := \max\{r - n, -1\} \) so that the result will stagnate at \(-1\) when \( r - n \leq -1 \). In this section, for two smoothness parameters \((r_2, r_3)\) with relation \( r_3 \geq r_2 \ominus 1 \), we aim to prove the so-called *div stability*, i.e. the div operator is surjective

\[
\text{div} \mathbb{V}_k^{div}(r_2) = \mathbb{V}_k^{L^2}(r_3).
\]

Additional conditions on \( r_2, r_3 \) are needed to prove the div stability (30). For example, \( r_2 = 0, r_3 = -1 \) is the notorious Stokes finite element pair for which the div stability is hard to verify and may require additional conditions on the triangulation. While \( r_2 = -1, r_3 = -1 \) corresponds to the div stability for the BDM element which is relatively easy.

We shall call \((r_2, r_3)\) a div stable pair if (30) holds.

| \((r_2^v, r_2^e, r_2^f)\) | \((r_3^v, r_3^e, r_3^f)\) | Results | Stronger Constraint |
|-----------------|-----------------|--------|-------------------|
| \((r_2^v, -1, -1)\) | \((r_3^v, -1, -1)\) | Lemma 4.1 |                 |
| \((1, 0, -1)\) | \((0, -1, -1)\) | Lemma 4.2 | \(r_2^v \geq 1\) |
| \((2, 1, 0)\) | \((1, 0, -1)\) | Lemma 4.3 | \(r_2^v \geq 2r_2^f + 1\) |
| \((2, 1, -1)\) | \((1, 0, -1)\) | Corollary 4.4 | \(r_2^v \geq 1, r_2^f = -1\) |
| \((0, 0, -1)\) | \((-1, -1, -1)\) | Not valid |                   |
The essential difficulty is the div stability of bubble spaces

\[ \text{div } B_k(T; r_2) = B_{k-1}(T; r_3) / \mathbb{R}, \]

where \( B_{k-1}(T; r_3) / \mathbb{R} = B_{k-1}(T; r_3) \cap L_0^2(T) \). Let us refine the notation \( S_i(f, r, k) \) to \( S_i(f, r, k) \) to include the degree of polynomial. When \( \dim B_{k-1}(T; r_3) = 1 \), we have \( \text{div } B_k(T; r_2) = B_{k-1}(T; r_3) \cap L_0^2(T) \) as \( B_{k-1}(T; r_3) \cap L_0^2(T) = \{0\} \). So we only consider the case \( \dim B_{k-1}(T; r_3) > 1 \), i.e., \(|S_3(T; r_3, k-1)| \geq 2\).

Similar to Lemma 2.5, we have

\[ B_{k-1}(T; r_3) \cap L_0^2(T) = \text{span}\{\lambda^\alpha / \alpha! - \lambda^\beta / \beta! : \alpha, \beta \in S_3(T, r_3, k-1), \text{dist}(\alpha, \beta) = 1\}, \]

as the sub-graph \( G(S_3(T, r_3, k-1)) \) is connected. It suffices to prove that: given

\[ p(\alpha, \beta) = \lambda^\alpha / \alpha! - \lambda^\beta / \beta!, \quad \alpha, \beta \in S_3(T, r_3, k-1), \text{dist}(\alpha, \beta) = 1, \]

we can find a function

\[ u \in B_k(T; r_2) \quad \text{s.t. } \text{div } u = p. \]

Without loss of generality, we assume

\[ \beta = \alpha + \epsilon_{01} = (\alpha_0 + 1, \alpha_1 - 1, \alpha_2, \alpha_3). \]

4.2. Div stability of bubble spaces. We start from a simple case \( r_2^e = -1, r_2^f = -1 \) as tangential components on edges and faces are included in the div bubble space; see (21).

**Lemma 4.1.** Assume

\[ k \geq \max\{2r_2^e + 1, 1\}, \quad r_2^e \geq -1, \quad r_2^f = -1, \quad r_2 = -1, \]

and \( r_3 = r_2 \ominus 1 \). Assume \( \dim B_{k-1}(T; r_3) \geq 1 \). It holds that

\[ \text{div } B_k(T; r_2) = B_{k-1}(T; r_3) / \mathbb{R}. \]

**Proof.** Taking \( u = \lambda^{\alpha + \epsilon_0} t_{1,0} / (\beta t_{1,0}) \), we have \( \text{div } u = p \). The edge div bubble function \( \lambda_0 \lambda_1 t_{1,0} \in H_0(\text{div}, T) \). Writing \( \lambda^{\alpha + \epsilon_0} t_{1,0} = (\lambda_0^{\alpha_0} \lambda_1^{\beta_1} \lambda_2^{\alpha_2} \lambda_3^{\alpha_3}) \lambda_0 \lambda_1 t_{1,0} \), we conclude \( \lambda^{\alpha + \epsilon_0} t_{1,0} \in H_0(\text{div}, T) \). Next we verify \( \alpha + \epsilon_0 \in S_3(T, r_2, k) \) by considering the distance to vertices as follows

\[ \text{dist}(\alpha + \epsilon_0, v_i) = \text{dist}(\alpha, v_i) + 1 > r_2^e \quad \text{for } i = 1, 2, 3, \]

\[ \text{dist}(\alpha + \epsilon_0, v_0) = \text{dist}(\alpha, v_0) = \text{dist}(\beta, v_0) + 1 > r_2^e. \]

Next we set \( r_2^e = 0 \). The tangential component of edge bubbles will be excluded from \( B_k(T; r_2) \). The nodes should be away from edges which in turn requires condition \( r_2^e \geq 1 \) stronger than the standard one \( r_2^e \geq 2r_2^e \geq 0 \).

**Lemma 4.2.** Assume

\[ k \geq 2r_2^f + 1, \quad r_2^f \geq 1, \quad r_2^e = 0, \quad r_2^f = -1, \]

and \( r_3 = r_2 \ominus 1 \). Assume \( \dim B_{k-1}(T; r_3) \geq 1 \). It holds that

\[ \text{div } B_k(T; r_2) = B_{k-1}(T; r_3) / \mathbb{R}. \]
Consider case $\alpha_2 = \alpha_3 = 0$ and consequently $\alpha_0 + \alpha_1 = k - 1$. In this case, $\alpha, \beta \in f_{01}$, and $\text{dist}(\alpha, v_i) > r_0^\gamma$; See Fig. 4.

By Lemma 2.7, we can choose
\begin{equation}
\mathbf{u} = \frac{1}{\gamma_0} \lambda^{\alpha+\epsilon_3} t_{1,3} + \frac{1}{\gamma_0} \lambda^{\beta+\epsilon_3} t_{3,0}, \quad \gamma = \alpha + \epsilon_3,
\end{equation}
and verify $\lambda^{\alpha+\epsilon_3} t_{1,3}, \lambda^{\beta+\epsilon_3} t_{3,0} \in B_0^{\text{div}}(T; r_2)$. We focus on $\lambda^{\alpha+\epsilon_3} t_{1,3}$ as $\lambda^{\beta+\epsilon_3} t_{3,0}$ is symbolically identical. Write $\lambda^{\alpha+\epsilon_3} t_{1,3} = \lambda_0^\alpha \lambda_1^\beta \lambda_2^\beta \lambda_3^\alpha \lambda_1 \lambda_3 t_{1,3}$. As $\lambda_1 \lambda_3 t_{1,3} \in H_0(\text{div}, T)$, we conclude $\lambda^{\alpha+\epsilon_3} t_{1,3} \in H_0(\text{div}, T)$. Next we verify $\alpha + \epsilon_3 \in S_3(T, r_2, k)$.

Distance to vertices. For vertices on the plane $f_{012}$, the distance is increased by 1 as $\alpha_3 \to \alpha_3 + 1$. Then
\[
\text{dist}(\alpha + \epsilon_3, v_i) = \text{dist}(\alpha, v_i) + 1 > r_0^\gamma + 1 = r_2^\gamma \quad \text{for } i = 0, 1, 2.
\]
The distance to $v_3$ is $k - 1$ which is far larger than $r_2^\gamma$:
\[
\text{dist}(\alpha + \epsilon_3, v_3) = \alpha_0 + \alpha_1 + \alpha_2 = k - 1 > r_2^\gamma.
\]

Distance to edges. Similarly when computing the distance to edges not containing $v_3$, $\alpha_3 \to \alpha_3 + 1$ will increase the distance by 1:
\[
\text{dist}(\alpha + \epsilon_3, f_{ij}) = \text{dist}(\alpha, f_{ij}) + 1 > r_2^e + 1 = r_2^e \quad \text{for } i, j \neq 3.
\]
When computing the distance to $f_{03}$, we use the distance to vertices on face $f_{012}$:
\[
\text{dist}(\alpha, v_0) = \alpha_1 + \alpha_2 + \alpha_3 = \alpha_1 > r_3^\gamma \geq 0.
\]
Then
\[
\text{dist}(\alpha + \epsilon_3, f_{03}) = \alpha_1 + \alpha_2 = \alpha_1 > 0 = r_2^e.
\]
The bound $\text{dist}(\alpha + \epsilon_3, f_{13}) > 0$ is similar. The distance to edge $f_{23}$ is far away as
\[
\text{dist}(\alpha + \epsilon_3, f_{23}) = \alpha_0 + \alpha_1 = k - 1 \geq 2r_2^\gamma > 0.
\]

Consider case $\alpha_2 + \alpha_3 \geq 1$. Namely $\text{dist}(\alpha, f_{01}) \geq 1$. Setting $\mathbf{u} = \lambda^{\alpha+\epsilon_0} t_{1,0}/(\beta_0 \alpha_3)$ and by Lemma 2.6, we have $\text{div } u = p$. Again we have $\lambda^{\alpha+\epsilon_0} t_{1,0} \in H_0(\text{div}, T)$. Only
need to show \( \alpha + \epsilon_0 \in S_2(T, r_2, k) \). The simplical lattice containing \( \alpha + \epsilon_0 \) is extended in \( \alpha_0 \) direction; see Fig. 4.

Distance to vertices. We have
\[
\text{dist}(\alpha + \epsilon_0, v_i) = \text{dist}(\alpha, v_i) + 1 > r_3^F + 1 = r_2^F \quad \text{for } i = 1, 2, 3,
\]
\[
\text{dist}(\alpha + \epsilon_0, v_0) = \text{dist}(\alpha, v_0) = \text{dist}(\beta, v_0) + 1 > r_3^F + 1 = r_2^F.
\]

Distance to edges. We have
\[
\text{dist}(\alpha + \epsilon_0, f_{ij}) = \text{dist}(\alpha, f_{ij}) + 1 > r_3^E + 1 \geq 1 > r_2^E = 0 \quad \text{for } 1 \leq i, j \leq 3,
\]
\[
\text{dist}(\alpha + \epsilon_0, f_{01}) = \alpha_2 + \alpha_3 \geq 1 > r_2^E,
\]
\[
\text{dist}(\alpha + \epsilon_0, f_{03}) = \text{dist}(\beta, f_{03}) + 1 \geq 1 > r_2^E \quad \text{for } i = 2, 3.
\]

\[\Box\]

We then move to the most difficult case: the velocity is continuous and the pressure is discontinuous. Super-smoothness on vertices and edges is added to ensure the div stability. In the following, \( r_2 \geq (2, 1, 0) \) and \( k \geq 5 \).

**Lemma 4.3.** Assume
\[
k \geq 2r_2^Y + 1, \quad r_2^Y \geq 2r_2^E, \quad r_2^E \geq 2r_2^F + 1, \quad r_2^F \geq 0,
\]
and \( r_3 = r_2 - 1 \). Assume \( \dim \mathbb{B}_{k-1}(T; r_3) \geq 1 \). It holds that
\[
\text{div} \mathbb{B}_k^3(T; r_2) = \mathbb{B}_{k-1}(T; r_3)/\mathbb{R}.
\]

**Proof.** Without loss of generality, assume \( \beta = \alpha + \epsilon_0 = (\alpha_0 + 1, \alpha_1 - 1, \alpha_2, \alpha_3) \in S_3(T, r_3, k - 1) \) in the lattice for the pressure. We shall sort the nodes by the distance to the edge \( f_{01} \), i.e., the plane \( L(f_{01}, s) \) from \( s = r_2^3 \) to \( k - 1 - r_2^3 \); see Fig. 5.

We first consider the case: \( \alpha_3 = r_2^I \) or \( \alpha_2 = r_2^I \). Without loss of generality, we discuss \( \alpha_3 = r_2^I \) in detail. To push the node into \( S_3(T, r_2, k) \), we need to increase the distance to the face \( f_3 = f_{012} \) by one, i.e., lift the nodes one level higher in \( \alpha_3 \) direction by changing \( \alpha \) to \( \alpha + \epsilon_3 \); see Fig. 5.

It remains to verify \( u \in \mathbb{B}_k^3(T; r_2) \), i.e., \( \alpha + \epsilon_3, \beta + \epsilon_3 \in S_3(T, r_2, k) \subset T^\alpha_k \). We focus on \( \alpha + \epsilon_3 \) as \( \beta + \epsilon_3 \) is symbolically identical.

Distance to vertices. For \( \alpha \in S_3(T, r_3, k - 1) \subset T^{\alpha_3}_{k-1}, i = 0, 1, 2, \)
\[
\text{dist}(\alpha, v_i) > r_3^F \iff \alpha_1 \leq k - 1 - (r_3^F + 1) = k - 1 - r_2^F \iff \text{dist}(\alpha + \epsilon_3, v_i) > r_2^F.
\]
So only \( v_3 \) is left. As we assume \( \alpha_3 = r_2^I \),
\[
\text{dist}(\alpha + \epsilon_3, v_3) = k - \text{dist}(\alpha + \epsilon_3, f_3) = k - (\alpha_3 + 1) = k - r_2^I - 1 \geq 2r_2^E - r_2^F > r_2^Y.
\]

Distance to edges. For edges on the face \( f_{012} \), w.l.o.g. take edge \( f_{01} \), as no \( \alpha_3 \) involved, we have the equivalence of the bound
\[
\text{dist}(\alpha, f_{01}) > r_3^F \iff \alpha_0 + \alpha_1 \leq k - 1 - (r_3^F + 1) \iff \text{dist}(\alpha + \epsilon_3, f_{01}) > r_2^F.
\]
To estimate the distance to the other edges, w.l.o.g. consider the edge \( f_{03} \), we use the bound of the distance to vertices. From
\[
\text{dist}(\alpha, v_0) > r_3^F \iff \alpha_1 + \alpha_2 + \alpha_3 > r_2^F,
\]
the fact \( \alpha_3 = r_2^I \), and the bound (32) on \( r_2 \), we conclude
\[
\text{dist}(\alpha + \epsilon_3, f_{03}) = \alpha_1 + \alpha_2 > r_3^F - r_2^F \geq r_2^E.
\]
Distance to faces. Obviously the distance to $f_3 = f_{012}$ is increased by 1, i.e.

$$\text{dist}(\alpha + \epsilon_3, f_3) = \alpha_3 + 1 = r_2^f + 1 > r_2^f.$$ 

But other $\alpha_i, i \neq 3$, remains unchanged. We will use the bound of the distance to edges. Again w.l.o.g. consider face $f_2 = f_{013}$. From

$$\text{dist}(\alpha, f_{01}) = \alpha_2 + \alpha_3 > r_3^e = r_2^e - 1,$$

the fact $\alpha_3 = r_2^f$, and the bound (32) on $r_2$, we conclude

$$\text{dist}(\alpha + \epsilon_3, f_2) = \alpha_2 > r_2^e - r_2^f - 1 \geq r_2^f.$$ 

The last inequality is the motivation to have the stronger constraint $r_2^e \geq 2r_2^f + 1$ in (32).

![Figure 5. Different location of $\alpha, \beta$.](image)

In summary, for vertices and edges on the face $f_{012}$, the upper bound on the sum of indices automatically holds as no $\alpha_3$ is involved. When estimate the distance to edges and faces containing $v_3$, we use the fact $\alpha \in L(f_3, r_2^f)$ is in the face bubble $S_2(f_3, \left(\frac{r_3^e}{r_3^f}, \frac{r_3^e}{r_3^f}\right) - r_2^f, k - 1 - r_2^f)$; see Fig. 3.1 (c).

![Figure 6. On the cut plane $\alpha_2 + \alpha_3 = r_2^e$.](image)
Consider case \( \alpha_2 + \alpha_3 = r_2^f \) and consequently \( \alpha_0 + \alpha_1 = k - 1 - r_2^f \). As we have considered the case \( \alpha_2 = r_2^f \) or \( \alpha_3 = r_2^f \) in Case 1, we can further assume \( \alpha_2, \alpha_3 \geq r_2^f + 1 > r_2^f \). Notice that now \( r_2^s = \alpha_2 + \alpha_3 \geq 2r_2^f + 2 \) which means if \( r_2^s = 2r_2^f + 1 \) only, either \( \alpha_2 \) or \( \alpha_3 = r_2^f \) which is covered by Case 1.

We still choose \( u \) by (31) and verify \( \alpha + \epsilon_3, \beta + \epsilon_3 \in S_3(T, r_2, k) \).

**Distance to vertices.** Again we only need to consider the distance to \( v_3 \) which is minimized when \( \alpha_2 = r_2^f + 1 > r_2^f \); see Fig. 6. Algebraically, we have

\[
dist(\alpha + \epsilon_3, v_3) = \alpha_0 + \alpha_1 + \alpha_2 > \alpha_0 + \alpha_1 + r_2^f = k - 1 - r_2^s + r_2^f \geq r_2^s.
\]

**Distance to edges.** The distance to edge \( f_{01} \) and \( f_{23} \) is easy to bound as \( \alpha_2 + \alpha_3 = r_2^f \):

\[
dist(\alpha + \epsilon_3, f_{01}) = \alpha_2 + \alpha_3 + 1 = r_2^f + 1 > r_2^f,
\]

\[
dist(\alpha + \epsilon_3, f_{23}) = \alpha_0 + \alpha_1 = k - 1 - r_2^s > r_2^f.
\]

Without loss of generality consider \( \text{dist}(\alpha + \epsilon_3, f_{13}) = \alpha_0 + \alpha_2 \). From the distance to the vertex and the fact \( \alpha_2 + \alpha_3 = r_2^f \), we have the lower bound

\[
(33) \quad \text{dist}(\alpha, v_1) = \alpha_0 + \alpha_2 + \alpha_3 > r_2^f \quad \implies \quad \alpha_0 > r_2^f - r_2^s.
\]

Together with \( \alpha_2 \geq r_2^f + 1 \), we have

\[
\text{dist}(\alpha + \epsilon_3, f_{13}) = \alpha_0 + \alpha_2 > r_2^f + r_2^f + 1 \geq r_2^s.
\]

**Distance to faces.** As we assume \( \alpha_2, \alpha_3 > r_2^f \), we have

\[
\text{dist}(\alpha + \epsilon_3, f_i) > r_2^f, \quad i = 2, 3.
\]

The lower bound (33) implies

\[
\text{dist}(\alpha + \epsilon_3, f_0) = \alpha_0 > r_2^f - r_2^s \geq r_2^f.
\]

Similar to (33), \( \text{dist}(\alpha, v_0) > r_2^f \) will imply the same lower bound on \( \alpha_1 \) and \( \text{dist}(\alpha + \epsilon_3, f_1) > r_2^f \).

In summary, when considering the set \( L(f_{01}, r_2^s) \cap S_3(T, r_3, k - 1) \), the index is well separated from the boundary. See the dash-line in Fig. 6.

\[
\text{Figure 7. On the cut plane } \alpha_2 + \alpha_3 = s \geq r_2^f + 1.
\]

Now only the case \( \{ L(f_{01}, s), r_2^s + 1 \leq s \leq k - 1 - r_2^s \cap S_3(T, r_3, k - 1) \} \) is left which implies \( \alpha_2 + \alpha_3 \geq r_2^f + 1 \). See the middle cut plane in Fig. 5 (a).

After Case 1, we can assume \( \alpha_2, \alpha_3 \geq r_2^f + 1 > r_2^f \). The node \( \alpha \) can be on the plane \( L(f_{123}, r_2^f) \) and thus lift in \( \alpha_3 \) direction will not push it into the interior. We choose to extend in \( \alpha_0 \) direction and set \( u = \lambda^{a_0 + \alpha}t_{1,0}/(\beta \alpha_1) \). By Lemma 2.6, \( \text{div } u = p \). We verify \( \alpha + \epsilon_0 \in S_3(T, r_2, k) \).
Distance to vertices. The trouble case is dist($\alpha + \epsilon_0$, $\nu_0$) as $\alpha_0 + 1$ is closer to $\nu_0$. We will use the fact that $\beta$ is closer to $\nu_0$, i.e., $\beta_0 = \alpha_0 + 1$, and

$$\text{dist}(\beta, \nu_0) > r_3^\nu \implies k - 1 - \beta_0 > r_3^\nu,$$

to conclude the desired bound

$$\text{dist}(\alpha + \epsilon_0, \nu_0) = \alpha_1 + \alpha_2 + \alpha_3 = k - \beta_0 > r_3^\nu.$$

Distance to edges. For edges $f_{ij}$ not containing $\nu_0$, no change on $\alpha_1, \alpha_j$, and thus

$$\text{dist}(\alpha, f_{ij}) > r_3^\nu \implies \alpha_1 + \alpha_3 \leq k - 1 - r_3^\nu - 1 = k - r_3^\nu - 1 \implies \text{dist}(\alpha + \epsilon_0, f_{ij}) > r_2^\nu.$$

Consider edge $f_{01}$. By dist$(\alpha, f_{01}) = \alpha_2 + \alpha_3 \geq r_2^\nu + 1$, we have

$$\text{dist}(\alpha + \epsilon_0, f_{01}) = \alpha_2 + \alpha_3 \geq r_2^\nu + 1 > r_2^\nu.$$

Consider edge $f_{03}$. We use bound for $\beta$

$$\text{dist}(\beta, f_{03}) > r_3^\nu \implies \beta_0 + \beta_3 = \alpha_0 + 1 + \alpha_3 \leq k - 1 - r_3^\nu - 1 = k - 1 - r_2^\nu,$$

to conclude $\text{dist}(\alpha + \epsilon_0, f_{03}) > r_2^\nu$. The dist$(\alpha + \epsilon_0, f_{02})$ is similar.

Distance to faces. Again the distance to $f_0$ is easy as

$$\text{dist}(\alpha + \epsilon_0, f_0) = \alpha_0 + 1 > r_3^f + 1 = r_2^f.$$

The distance to faces $f_2$ and $f_3$ is from the assumption $\alpha_2, \alpha_3 \geq r_2^f + 1 > r_2^f$. So only need to check dist$(\alpha + \epsilon_0, f_1) = \alpha_1$. Again we compare with $\beta$. By dist$(\beta, f_1) = \beta_1 > r_3^f$, we have

$$\text{dist}(\alpha + \epsilon_0, f_1) = \alpha_1 = \beta_1 + 1 > r_3^f + 1 = r_2^f.$$

In summary, when $\alpha_2 + \alpha_3 \geq r_2^\nu + 1$, we can choose a simple velocity field from $\alpha$ to $\beta$ and use the distance bound of $\beta$ to derive the desired distance bound of $\alpha$; see Fig. 7. \qed

When changing $r_2^f = 0$ to $r_2^f = -1$, we add more tangential div bubble functions into the bubble space $B_k^\text{div}(T; r_2)$ and thus the following div stability result is trivial.

**Corollary 4.4.** Assume

$$k \geq 2r_2^\nu + 1, \quad r_2^\nu \geq 2r_2^\nu, \quad r_2^\nu \geq 1, \quad r_2^f = -1,$$

and $r_3 = r_2 \odot 1$. Assume $\dim B_{k-1}(T; r_3) \geq 1$. It holds that

$$\text{div } B_k^\text{div}(T; r_2) = B_{k-1}(T; r_3)/\mathbb{R}.$$

**Proof.** Noting that $B_k^\text{div}(T; (r_2) \cap 1) \subset B_k^\text{div}(T; r_2)$, we have

$$\text{div } B_k^\text{div}(T; (r_2) \cap 1) \subset \text{div } B_k^\text{div}(T; r_2) \subset B_{k-1}(T; r_3)/\mathbb{R}.$$

By Lemma 4.3, $\text{div } B_k^\text{div}(T; (r_2) \cap 1) = B_{k-1}(T; r_3)/\mathbb{R}$, which ends the proof. \qed

Integrate results in Lemmas 4.1-4.2, Lemma 4.3 and Corollary 4.4 into the following theorem.

**Theorem 4.5.** Assume $k \geq \max\{2r_2^\nu + 1, 1\}$,

$$\begin{cases}
  r_2^f \geq 0, & r_2^\nu \geq 2r_2^f + 1, & r_2^\nu \geq 2r_2^\nu, \\
  r_2^f = -1, & r_2^\nu \geq 1, & r_2^\nu \geq 2r_2^\nu, \\
  r_2^f \in \{0, -1\}, & r_2^\nu \geq 2r_2^\nu + 1, &
\end{cases}
$$

and $r_3 = r_2 \odot 1$. Assume $\dim B_{k-1}(T; r_3) \geq 1$. It holds that

$$\text{div } B_k^\text{div}(T; r_2) = B_{k-1}(T; r_3)/\mathbb{R}.$$
4.3. **Div stability with equality constraint.** For simplicity, hereafter we will omit the triangulation \( T_h \) in the notation of global finite element spaces. For example, \( V^\text{div}_k(T_h; r_2) \) will be abbreviated as \( V^\text{div}_k(r_2) \).

**Lemma 4.6.** Let \( (r_2, r_3), r_3 = r_2 \odot 1, \) and \( r_2 \) satisfy (34). Assume \( k \) is a large enough integer satisfying \( k \geq \max\{2r_2^2 + 1, 1\} \), \( \dim B_{k-1}(T; r_3) \geq 1 \) for all \( T \in T_h \), and \( \dim B_k(f; (r_2^3, r_2^5)) \geq 1 \) for all \( f \in \Delta_2(T_h) \). It holds that

\[
\text{div} V^\text{div}_k(r_2) = V^\text{div}_{k-1}(r_3).
\]

**Proof.** It is obvious that \( \text{div} V^\text{div}_k(r_2) \subseteq V^\text{div}_{k-1}(r_3) \). For \( p_h \in V^\text{div}_{k-1}(r_3) \subseteq H^k(\Omega) \), if we are going to construct \( v = (v_1, v_2, v_3)^T \in V^\text{div}_k(r_2) \) s.t. \( \text{div} v = p_h \). To motivate the construction, consider 1-D case. Given values \( p_h^{(j)}(x) \), \( j = 0, \ldots, m \), to construct \( u \) satisfying \( u' = p_h \), we simply set \( u^{(j+1)}(x) = p_h^{(j)}(x) \), \( j = 0, \ldots, m \) and \( u(x) = 0 \).

For vector function \( v \), on each lower sub-simplex, we will choose a different frame and pick up one direction to assign the derivative relation.

- For \( v \in \Delta_0(T_h) \), we use the default Cartesian coordinate and write \( v = (v_1, v_2, v_3)^T \). Set
  \[
  \nabla^j(\partial_1 v_1)(v) = \nabla^j p_h(v), \quad j = 0, \ldots, r_3^v,
  \]
  and all other DoFs are zero. Then
  \[
  \nabla^j(\text{div} v)(v) = \nabla^j(\partial_1 v_1)(v) = \nabla^j p_h(v), \quad j = 0, \ldots, r_3^v.
  \]

- For \( e \in \Delta_1(T_h) \), we use the frame \( (t, n_1, n_2) \), where \( t \) is a tangential vector of \( e \) and \( n_1, n_2 \) are two linearly independent normal vectors of \( e \). Set edge DoFs of \( v \cdot t \) and \( v \cdot n_2 \) to zero. Together with DoFs (36) on vertices, \( v \cdot t|_e \) is determined. Then set the DoF for \( v \cdot n_1 \) by

\[
\int_e v \cdot n_1 q \, ds = 0, \quad q \in P_{k-2(r_2^2+1)}(e), \quad \text{if } r_2^2 \geq 0,
\]

\[
\int_e \partial_1^j(v \cdot n_1) q \, ds = \int_e \frac{\partial_1^j p_h}{\partial n_1^j \partial n_2^{l-j}} q \, ds - \int_e \partial_1^j(v \cdot t) q \, ds, \quad q \in P_{k-2(r_2^2+1)+j+1}(e), 0 \leq i \leq j \leq r_3^v.
\]

Then by \( \text{div} v = \partial_t(v \cdot t) + \partial_{n_1}(v \cdot n_1) + \partial_{n_2}(v \cdot n_2) \) and the vanishing edge DoFs for \( v \cdot n_2 \), we have

\[
\int_e \frac{\partial_1^j(\text{div} v - p_h)}{\partial n_1^i \partial n_2^{l-j}} q \, ds = 0, \quad q \in P_{k-1-2(r_2^2+1)+j}(e), 0 \leq i \leq j \leq r_3^v.
\]

- For \( f \in \Delta_2(T_h) \), we choose two tangential vectors \( t_1, t_2 \) and a normal vector \( n_f \) as the local frame. Set the face DoFs for \( v \cdot t_i, i = 1, 2 \) as zero. Together with edge and vertex DoFs, the tangential component \( \Pi_f(\partial_n^j v) \), for \( j = 0, \ldots, r_2^f \), is determined and thus \( \partial_n^j(\text{div}_f v)|_f \) is well-defined. Then set

\[
\int_f \partial_n^j(v \cdot n) q \, dS = \int_f \partial_n^j(p_h - \text{div}_f v) q \, dS,
\]

\[
q \in B_{k-1-j}(f; (r_3^v, r_3^v)), j = 0, \ldots, r_3^f.
\]
Then by $\text{div} \, \mathbf{v} = \partial_n (\mathbf{v} \cdot \mathbf{n}) + \text{div}_f \mathbf{v}$, we have

$$\int_T \partial_n (\mathbf{v} - p_h) \, q \, d\mathbf{x} = 0, \quad q \in \mathbb{B}_{k-1}(r_3, j) \cap \mathbb{B}_k(r^3) - j, j = 0, \ldots, r^3_f.$$  \hfill (39)

Notice that DoFs $\int_T \mathbf{v} \cdot \mathbf{n} \, dS$ remains open as we assume $\dim \mathbb{B}_k(f; \binom{r^2_2}{r^2_2}) \geq 1$. Recall that there exists a $\mathbf{\tilde{v}} \in \mathbf{H}^{\frac{3}{2}}(\Omega; \mathbb{R}^3)$ such that $\text{div} \, \mathbf{\tilde{v}} = p_h$. Then set

$$\int_T (\mathbf{v} \cdot \mathbf{n}) \, q \, dS = \int_T (\mathbf{\tilde{v}} \cdot \mathbf{n}) \, q \, dS, \quad q \in \mathbb{P}_0(f) \oplus \mathbb{B}_k(f; \binom{r^2_2}{r^2_2}) / \mathbb{R}.$$  \hfill (40)

By $\text{div} \, \mathbf{\tilde{v}} = p_h$ and (40),

$$\int_T (\text{div} \, \mathbf{v} - p_h) \, d\mathbf{x} = \int_T \text{div}(\mathbf{v} - \mathbf{\tilde{v}}) \, d\mathbf{x} = 0. \quad \hfill (41)$$

- For $T \in T_h$, we split the

$$\int_T \text{div} \, \mathbf{v} \, d\mathbf{x} = \int_T p_h \, q \, d\mathbf{x}, \quad q \in \mathbb{B}_{k-1}(r_3) / \mathbb{R},$$

$$\int_T \mathbf{v} \cdot \mathbf{q} \, d\mathbf{x} = 0, \quad \mathbf{q} \in \mathbb{B}^{\text{div}}_k(r_2) \cap \ker(\text{div}).$$

By Theorem 4.5, the mapping div is surjective between bubble spaces. Together with (41),

$$\int_T (\text{div} \, \mathbf{v} - p_h) \, q \, d\mathbf{x} = 0, \quad q \in \mathbb{B}_{k-1}(r_3). \hfill (42)$$

Finally combining (37)-(39) and (42) and the uni-solvence for $\mathbb{V}^{L^2}_{k-1}(r_3)$, we conclude $\text{div} \, \mathbf{v} = p_h$. $\square$

**Example 4.7.** We choose $r_2 = (2, 1, 0)^\top$, $r_3 = (1, 0, -1)^\top$ and polynomial degree $k \geq 6$, to get a stable Stokes-pair,

$$\mathbb{V}^{\text{div}}_k \left( \binom{2}{1} \right), \mathbb{V}^{L^2}_{k-1} \left( \binom{1}{0} \right).$$

The pressure element is discontinuous on faces but continuous on edges and differentiable at vertices. Notice that the lower bound on $k$ is increased from $2r_2^2 + 1 = 5$ to 6 to include a face bubble DoF so that div $\mathbf{u}$ will contain piecewise constant. This is the Stokes element constructed by Neilan in [21].

**Example 4.8.** We choose $r_2 = (0, -1, -1)^\top$, $r_3 = (-1, -1, -1)^\top$ and polynomial degree $k \geq 2$, to get a stable pair for mixed Poisson problem,

$$\mathbb{V}^{\text{div}}_k \left( \binom{0}{-1} \right), \mathbb{V}^{L^2}_{k-1} \left( \begin{pmatrix} -1 \\ -1 \\ -1 \end{pmatrix} \right).$$

The $H(\text{div})$-conforming element $\mathbb{V}^{\text{div}}_k \left( \begin{pmatrix} 0 \\ -1 \end{pmatrix} \right)$ is the so-called Stenberg’s element [22].

The lower bound $k \geq 2$ is to include a face bubble DoF so that div $\mathbf{u}$ will contain piecewise constant. For BDM element, i.e. $r_2 = r_3 = -1$, $k \geq 1$ is enough to ensure the div stability.
4.4. **Div stability with inequality constraint.** We consider more general cases with an inequality constraint on the smoothness parameters $r_2$ and $r_3$: 

$$r_2 \geq -1, \quad r_3 \geq r_2 \oplus 1.$$ 

To define the finite element spaces, we further require

$$k \geq \max\{2r_2^2 + 1, 1\}, \quad r_2 \text{ satisfies } (34),$$

$$k - 1 \geq 2r_3^2 + 1, \quad r_3^2 \geq 2r_3^2, \quad r_3^3 \geq 2r_3^3.$$ 

As $r_3 \geq r_2 \oplus 1$, we have the relation $V^{k-2}_{k-1}(r_3) \subseteq V^{k-2}_{k-1}(r_2 \oplus 1)$. By the div stability (35) established for the larger space $V^{k-2}_{k-1}(r_2 \oplus 1)$, we can define a subspace

$$V^k_{k-1}(r_2, r_3) \subseteq V^k_{k-1}(r_2), \quad \text{s.t. div } V^k_{k-1}(r_2, r_3) = V^{k-2}_{k-1}(r_3).$$

Such subspace $V^k_{k-1}(r_2, r_3)$ always exists. The difficulty is to give a finite element definition in terms of local DoFs.

We use BDM element $r_2 = -1$ as an example to explain the change of DoFs. Due to the div stability of the bubble space, we can write DoFs for BDM element as

$$\int_f v \cdot n q \, dS, \quad q \in P_k(f) = B_k(f; \frac{r_2^2}{r_2^2}), f \in \Delta_2(T),$$

$$\int_T \text{div } v \, q \, dx, \quad q \in P_{k-1}(T)/\mathbb{R} = B_{k-1}(T; r_2)/\mathbb{R},$$

$$\int_T v \cdot q \, dx, \quad q \in B^\text{div}_k(T; r_2) \cap \ker(\text{div}).$$

The range of div operator is the discontinuous $P_{k-1}$ element. Now choose $r_3 \geq -1$, we increase smoothness of $\text{div } v$ on vertices, edges, and faces, and in turn shrink the interior moments:

$$\nabla^j \text{div } v(v), \quad j = 0, \ldots, r_3^3,$$

$$\int_e \frac{\partial^i (\text{div } v)}{\partial n_1^i \partial n_2^j} q \, ds, \quad q \in P_{k-1-2(r_3^3+1)+j}(e), 0 \leq i \leq j \leq r_3^3,$$

$$\int_f v \cdot n q \, dS, \quad q \in P_k(f) = B_k(f; \frac{r_3^2}{r_2^2}), f \in \Delta_2(T),$$

$$\int_f \frac{\partial^i (\text{div } v)}{\partial n_1^i} q \, dS, \quad q \in B_{k-1-j}(f; \frac{r_3^3}{r_3^3} - j), 0 \leq j \leq r_3^3,$$

$$\int_T \text{div } v \, q \, dx, \quad q \in B_{k-1}(T; r_3)/\mathbb{R},$$

$$\int_T v \cdot q \, dx, \quad q \in B^\text{div}_k(T; r_2) \cap \ker(\text{div}).$$

The added DoFs (43), (44), and (46)-(47) on $\text{div } v$ will determine $\text{div } v$ up to a constant and the sum of number of these DoFs is always $\dim P_{k-1}(T) - 1$. The rest DoFs (45) and (48) are independent of $r_3$. Hence the total number of DoFs remains unchanged. The uni-solvence is also easy as the modified DoFs is to determine $\text{div } v$.

We then explain the general case. For an edge $e$, we use the frame $(t, n_1, n_2)$, where $t$ is a tangential vector of $e$ and $n_1, n_2$ are two linearly independent normal vectors of $e$. For a face $f$, we choose two tangential vectors $t_1, t_2$ and a normal vector $n$ as the local frame.
We first add DoFs on \( \text{div} \mathbf{v} \in \mathbb{V}_{k-1}^{L^2}(r_3) \) to the original DoFs (22)-(25) and then remove redundant DoFs. For example, on a face \( f \)

\[
\text{div} \mathbf{v} = \partial_t(v \cdot t_1) + \partial_\ell(v \cdot t_2) + \partial_n(v \cdot n) = \text{div}_f \Pi_f \mathbf{v} + \partial_n(v \cdot n),
\]

where \( \Pi_f \) is the projection to the plane containing face \( f \). If \( \Pi_f \mathbf{v} \) is known, then \( \partial_n(v \cdot n) = \text{div} \mathbf{v} - \text{div}_f \Pi_f \mathbf{v} \) can be determined. For normal derivatives, exchange the ordering of derivative, i.e. write \( \partial_n^j(\text{div} \mathbf{v}) = \text{div} \partial_n^j \mathbf{v} \) and apply the above argument to remove \( \partial_n^j(v \cdot n) \) for \( j = 1, \ldots, r_2^e \). Notice that DoF on \( v \cdot n \) is still needed as \( \text{div} \mathbf{v} \) only gives constraint on derivatives.

The situation on edges is more complicated. We write the normal derivative as \( D^\alpha_n \) with \( \alpha = (\alpha_1, \alpha_2) \in \mathbb{T}_j^\ell(e) \) for \( j = 0, 1, \ldots, r_2^e \). As \( \text{div} \mathbf{v} = \partial_t(v \cdot t) + \partial_n(v \cdot n_1) + \partial_n(v \cdot n_2) \), for each \( \beta \in \mathbb{T}_j^\ell(e), j = 0, \ldots, r_2^e \), we can write

\[
D^\alpha_n(\text{div} \mathbf{v}) = \partial_t D^\alpha_n(v \cdot t) + \partial_n D^\alpha_n(v \cdot n_1) + \partial_n D^\alpha_n(v \cdot n_2).
\]

On edge \( e \), DoFs of \( D^\alpha_n(v \cdot t) \) and \( \nabla^j v(e) \) will determine the tangential component \( D^\alpha_n(v \cdot t)|_e \in \mathbb{P}_{k-j}(e) \) and consequently \( \partial_t D^\alpha_n(v \cdot t)|_e \). The normal derivative of \( v \cdot n_1 \) can be written as

\[
\partial_n D^\alpha_n(v \cdot n_1) = D^\alpha_n(v \cdot n_1), \quad \alpha = \beta + e_1, 1 \leq |\alpha| \leq r_2^e + 1 \geq r_2^e.
\]

Providing DoFs on \( \partial_n D^\alpha_n(v \cdot n_1) \) for all \( 0 \leq |\alpha| \leq r_2^e \), we can then determine the third component in (49)

\[
\partial_n D^\alpha_n(v \cdot n_2) = D^\alpha_n(v \cdot n_2), \quad \alpha = \beta + e_2, \alpha = (\alpha_1, \alpha_2), \alpha_2 \geq 1, 1 \leq |\alpha| = j \leq r_2^e.
\]

But the lattice node \( (\alpha_1, 0) \) is missing, i.e., DoFs on \( \partial_n D^\alpha_n(v \cdot n_2) \) for \( j = 0, 1, \ldots, r_2^e \) should be still included.

We are in the position to present finite element description of \( \mathbb{V}_k^{\text{div}}(r_2, r_3) \). Take \( \mathbb{P}_k(T; \mathbb{R}^3) \) as the space of shape functions. The degrees of freedom are

\[
\nabla^i \text{div} \mathbf{v}, \quad i = 0, \ldots, r_2^e,
\]

\[
\nabla^j \text{div} \mathbf{v}, \quad j = \max(r_2^e, 0), \ldots, r_2^e,
\]

\[
\int_e \partial_n^i(v \cdot n_2) q \, ds, \quad q \in \mathbb{P}_{k-2(r_2^e+1)+j}(e), 0 \leq j \leq r_2^e,
\]

\[
\int_e \partial_n^i(v \cdot t) q \, ds, \quad q \in \mathbb{P}_{k-2(r_2^e+1)+j}(e), 0 \leq j \leq r_2^e,
\]

\[
\int_e \partial_n^i(v \cdot n_1) q \, ds, \quad q \in \mathbb{P}_{k-2(r_2^e+1)+j}(e), 0 \leq j \leq r_2^e,
\]

\[
\int_e \partial_n^i(\text{div} \mathbf{v}) q \, ds, \quad q \in \mathbb{P}_{k-2(r_2^e+1)+j}(e), 0 \leq j \leq r_2^e,
\]

\[
\int_f \mathbf{v} \cdot n q \, ds, \quad q \in \mathbb{P}_0(f) \oplus \mathbb{B}_k(f; \left(\frac{r_2^e}{r_2^e}\right))/\mathbb{R},
\]

\[
\int_f \partial_n^i(v \cdot t_\ell) q \, ds, \quad q \in \mathbb{B}_{k-j}(f; \left(\frac{r_2^e}{r_2^e}\right) - j), 0 \leq j \leq r_2^e, \ell = 1, 2,
\]

\[
\int_f \partial_n^i(\text{div} \mathbf{v}) q \, ds, \quad q \in \mathbb{B}_{k-1-j}(f; \left(\frac{r_3^e}{r_3^e}\right) - j), 0 \leq j \leq r_3^e,
\]

\[
\int_T \text{div} \mathbf{v} q \, dx, \quad q \in \mathbb{B}_{k-1}(r_3)/\mathbb{R},
\]
Lemma 4.9. The DoFs (50)-(60) are uni-solvent for $P_k(T; \mathbb{R}^3)$.

Proof. The number of DoFs (51), (55) and (58)-(59) to determine $\text{div} \ v \in \mathbb{V}^L_{k-1}(r_3)$ is $\dim P_{k-1}(T) - 1 - 4(r_3 + 2)$, which is constant with respect to $r_3$. Hence the number of DoFs (50)-(60) is also constant with respect to $r_3$. To count the dimension, we only need to consider case $r_3 = r_2 \oplus 1$. Now the number of DoFs (52)-(55) equals to that of

$$\int_T \frac{\partial^i v}{\partial n_1^j} \cdot q \, ds, \quad e \in \Delta_1(T), q \in P^3_{k-2(r_3+1)+j}(e), 0 \leq i \leq j \leq r_2^3.$$ 

As a result the number of DoFs (50)-(60) equals to $\dim P_k(T; \mathbb{R}^3)$.

Take $v \in P_k(T; \mathbb{R}^3)$ and assume all the DoFs (50)-(60) vanish. The vanishing DoF (56) implies $\text{div} \ v \in L^2_{k}(T)$. By the vanishing DoFs (50)-(51), (54) and (58)-(59), we get $\text{div} \ v = 0$. Since $\text{div} \ v = \partial_t (v \cdot t) + \partial_n(v \cdot n_1) + \partial_n(v \cdot n_2)$ for each edge $e$ and $\text{div} \ v = n_i (v \cdot n) + \text{div}_f(\Pi_f v)$ for each face $f$, it follows from the vanishing DoFs (50), (52)-(54), and (56)-(57) that $v \in \mathbb{V}^L_{k}(r_2) \cap \ker(\text{div})$. Therefore $v = 0$ holds from the vanishing DoF (60). \qed

Define global $H(\text{div})$-conforming finite element space

$$\mathbb{V}^L_{k}(r_2, r_3) = \{ v \in L^2(\Omega; \mathbb{R}^3) : v|_T \in P_k(T; \mathbb{R}^3) \forall T \in \mathcal{T}_h, \text{ all the DoFs (50)-(58) are single-valued} \}.$$ 

When $r_3 = r_2 \oplus 1$, we have $\mathbb{V}^L_{k}(r_2, r_2 \oplus 1) = \mathbb{V}^L_{k}(r_2)$. Although the DoFs defining these two finite element spaces are in different forms, from the proof of Lemma 4.9, they can express each other by linear combinations.

When $r_3 \geq r_2 \oplus 1$, we have

$$\mathbb{V}^L_{k}(r_2, r_3) \subseteq \mathbb{V}^L_{k}(r_2, r_2 \oplus 1) = \mathbb{V}^L_{k}(r_2).$$

Namely additional smoothness on $\text{div} \ v$ is imposed in space $\mathbb{V}^L_{k}(r_2, r_3)$.

Theorem 4.10. Let $r_2 \geq -1$ satisfy (34) and $r_3 \geq r_2 \oplus 1$ be a valid smoothness parameter, i.e. $r_3^2 \geq 2r_3^r, r_3^r \geq 2r_3^f$. Let $k$ be a sufficiently large integer so that $k \geq \max \{2r_2^r + 1, 2r_3^r + 2, 1\}$, $\dim \mathbb{B}_{k-1}(T; r_3) \geq 1$, and $\dim \mathbb{B}_k(f; \left(\begin{array}{c}r_2^r \\ r_3^r \end{array}\right)) \geq 1$. It holds that

$$\text{div} \mathbb{V}^L_{k}(r_2, r_3) = \mathbb{V}^L_{k-1}(r_3).$$

Proof. It is apparent that $\text{div} \mathbb{V}^L_{k}(r_2, r_3) \subseteq \mathbb{V}^L_{k-1}(r_3)$. We are going to prove the $\text{div}$ operator is surjective.
For \( p_h \in \mathbb{V}^{1,2}_k(r_3) \subset H^{1/2+1}(\Omega) \), there exists a \( v \in \mathbb{H}^{1/2+2}(\Omega; \mathbb{R}^3) \) such that \( \text{div} \, v = p_h \). Take \( v_h \in \mathbb{V}^{1,2}_k(r_2, r_3) \) such that all DoFs (50)-(60) vanish except

\[
\nabla^j (\partial_1 v_h, 1)(v) = \nabla^j p_h(v), \quad j = 0, \ldots, r_2^v - 1,
\]

and

\[
\nabla^j \text{div} \, v_h(v) = \nabla^j p_h(v), \quad j = \max\{r_2^v, 0\}, \ldots, r_3^v,
\]

\[
\int_e \frac{\partial^j (\text{div} \, v_h)}{\partial n_i} q \, ds = \int_e \frac{\partial^j p_h}{\partial n_i} q \, ds, \quad q \in \mathbb{P}_{k-1-2(r_3^v)+j}(e), 0 \leq i \leq j \leq r_3^v,
\]

\[
\int_f v_h \cdot n \, dS = \int_f v \cdot n \, dS,
\]

\[
\int_f \partial_i^j (\text{div} \, v_h) q \, dS = \int_f \partial_i^j p_h q \, dS, \quad q \in \mathbb{B}_{k-1-j}(f; (r_3^v) - j), 0 \leq j \leq r_3^v,
\]

\[
\int_T \text{div} \, v_h q \, dx = \int_T p_h q \, dx, \quad q \in \mathbb{B}_{k-1}(r_3)/\mathbb{R},
\]

for all \( v \in \Delta_0(T_h), e \in \Delta_1(T_h), f \in \Delta_2(T_h) \) and \( T \subset T_h \). Then it holds \( \text{div} \, v_h = p_h \).

We shall call such \((r_2, r_3)\) a \( \text{div} \) stable pair. Namely \( r_2 \geq -1 \) satisfies (34) and \( r_3 \geq r_2 + 1 \) is a valid smoothness parameter.

**Example 4.11.** Taking \( k \geq 4, r_2 = -1, \) and \( r_3 = 0 \), we get a stable pair for mixed Poisson problem but with continuous displacement. That is we can construct a subspace of BDM space with the range of \( \text{div} \) is continuous. The degree \( k \geq 4 \) is to ensure \( \text{dim} \, \mathbb{B}_{k-1}(T, r_3) \geq 1 \).

**Example 4.12.** Taking \( k \geq 6, r_2 = (2, 1, 0)^T, \) and \( r_3 = (1, 0, 0)^T, \) we get a stable Stokes-pair with continuous pressure element

\[
(\mathbb{V}^{1,2}_k \left( \begin{array}{c} 2 \\ 1 \\ 0 \end{array} \right), \mathbb{V}^{1,2}_k \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right)),
\]

which is a generalization of the two-dimensional Falk-Neilan Stokes element constructed in [15] to three dimensions.

### 5. Finite Element de Rham and Stokes Complexes

In this section we shall construct several finite element de Rham and Stokes complexes.

#### 5.1. Exactness of a complex of finite dimensional spaces.

**Lemma 5.1.** Let \( \mathcal{P} \) and \( \mathcal{V}_i \) be finite-dimensional linear spaces for \( i = 0, \ldots, 3 \) and

\[
\mathcal{P} \subseteq_{\subset} \mathcal{V}_0 \xrightarrow{d_0} \mathcal{V}_1 \xrightarrow{d_1} \mathcal{V}_2 \xrightarrow{d_2} \mathcal{V}_3 \xrightarrow{} 0,
\]

be a complex. Assume three out of the four conditions for the exactness of the complex hold

\[
\mathcal{P} = \mathcal{V}_0 \cap \ker(d_0)
\]

\[
d_0 \mathcal{V}_0 = \mathcal{V}_1 \cap \ker(d_1)
\]

\[
d_1 \mathcal{V}_1 = \mathcal{V}_2 \cap \ker(d_2)
\]

\[
d_2 \mathcal{V}_2 = \mathcal{V}_3,
\]

and the dimensions satisfy

\[
\text{dim} \, \mathcal{P} - \text{dim} \, \mathcal{V}_0 + \text{dim} \, \mathcal{V}_1 - \text{dim} \, \mathcal{V}_2 + \text{dim} \, \mathcal{V}_3 = 0,
\]
then complex (62) is exact.

Proof. By (63), we have

\[-(\dim \mathcal{V}_0 \cap \ker(d_0) - \dim \mathcal{P}) + (\dim \mathcal{V}_1 \cap \ker(d_1) - \dim d_0 \mathcal{V}_0)\]
\[-(\dim \mathcal{V}_2 \cap \ker(d_2) - \dim d_1 \mathcal{V}_1) + (\dim \mathcal{V}_3 - \dim d_2 \mathcal{V}_2)\]
\[= \dim \mathcal{P} - \dim \mathcal{V}_0 + \dim \mathcal{V}_1 - \dim \mathcal{V}_2 + \dim \mathcal{V}_3 = 0,\]

as required. \qed

A polynomial de Rham complex on tetrahedron \( T \) is, for \( k \geq 1, \)

\[
\mathbb{R} \xrightarrow{\subset} \mathbb{P}_{k+2}(T) \xrightarrow{\text{grad}} \mathbb{P}_{k+1}(T; \mathbb{R}^3) \xrightarrow{\text{curl}} \mathbb{P}_k(T; \mathbb{R}^3) \xrightarrow{\text{div}} \mathbb{P}_{k-1}(T) \rightarrow 0,
\]

where \( \mathbb{P}_k(T; \mathbb{X}) := \mathbb{P}_k(T) \otimes \mathbb{X} \) for \( \mathbb{X} \) being vector space \( \mathbb{R}^3 \), tensor space \( \mathbb{M}_r \), or symmetric tensor space \( \mathbb{S} \).

By Lemma 5.1, the exactness of polynomial complex (64) can be verified by the identity

\[
1 - \binom{k+5}{3} + 3 \binom{k+4}{3} - 3 \binom{k+3}{3} + \binom{k+2}{3} = 0,
\]

and the fact

\[
\mathbb{R} = \ker(\text{grad}),
\]

\[
\mathbb{P}_{k+1}(T; \mathbb{R}^3) \cap \ker(\text{curl}) = \ker(\text{grad} \mathbb{P}_{k+2}(T)),
\]

\[
\text{div} \mathbb{P}_k(T; \mathbb{R}^3) = \mathbb{P}_{k-1}(T).
\]

The first two are trivial. On the last one, use the fact \( \text{div} (\mathbb{x}\mathbb{P}_{k-1}(T)) = \mathbb{P}_{k-1}(T) \).

5.2. Graft de Rham complexes. We first present an abstract definition of space

\[
\mathbb{V}^\text{curl}_k(r_1) = \mathbb{V}^3_k(r_1) \cap H(\text{curl}, \Omega).
\]

We call \((r_0, r_1, r_2, r_3)\) a valid de Rham smoothness sequence if the following sequence, with a sufficiently large degree \( k \),

\[
\mathbb{R} \xrightarrow{\subset} \mathbb{V}^\text{grad}_{k+2}(r_0) \xrightarrow{\text{grad}} \mathbb{V}^\text{curl}_{k+1}(r_1) \xrightarrow{\text{curl}} \mathbb{V}^\text{div}_k(r_2) \xrightarrow{\text{div}} \mathbb{V}^{L^2}_{k-1}(r_3) \rightarrow 0
\]

is an exact Hilbert complex. For \( \hat{r}_2 \geq r_2 \) and \( \hat{r}_2 \) is a valid smoothness vector, we can define the subspace

\[
\mathbb{V}^\text{curl}_{k+1}(r_1, \hat{r}_2) = \{ \mathbf{v} \in \mathbb{V}^\text{curl}_{k+1}(r_1) \mid \text{curl} \mathbf{v} \in \mathbb{V}^\text{div}_k(\hat{r}_2) \cap \ker(\text{div}) \}.
\]

Such space is well defined as \( \mathbb{V}^\text{div}_k(\hat{r}_2) \cap \ker(\text{div}) \subseteq \mathbb{V}^\text{div}_k(r_2) \cap \ker(\text{div}) \) and \((r_0, r_1, r_2, r_3)\) is a valid de Rham smoothness sequence implies \( \mathbb{V}^\text{curl}_{k+1}(r_1) = \mathbb{V}^\text{div}_k(r_2) \cap \ker(\text{div}) \).

Recall that \((r_2, r_3)\) is called a div stable pair if \( \text{div} \mathbb{V}^\text{div}_k(r_2, r_3) = \mathbb{V}^{L^2}_{k-1}(r_3) \) for a sufficiently large degree \( k \).

Theorem 5.2. Assume \((r_0, r_1, r_2, r_3)\) is a valid de Rham smoothness sequence and \((\hat{r}_2, \hat{r}_3)\) is a div stable smoothness pair with \( \hat{r}_2 \geq r_2, \hat{r}_3 \geq r_3 \). Then \((r_0, r_1, \hat{r}_2, \hat{r}_3)\) is also a valid de Rham smoothness sequence in the sense that the following complex

\[
\mathbb{R} \xrightarrow{\subset} \mathbb{V}^\text{grad}_{k+2}(r_0) \xrightarrow{\text{grad}} \mathbb{V}^\text{curl}_{k+1}(r_1, \hat{r}_2) \xrightarrow{\text{curl}} \mathbb{V}^\text{div}_k(\hat{r}_2, \hat{r}_3) \xrightarrow{\text{div}} \mathbb{V}^{L^2}_{k-1}(\hat{r}_3) \rightarrow 0
\]

is exact.
Proof. Exactness of (66) implies ker(div) ∩ \( V^{k}_{\text{div}}(r_2) \) = \( \text{curl} V^{\text{curl}}_{k+1}(r_1) \). Then ker(div) ∩ \( V^{\text{div}}_{k}(\hat{r}_2) \) ⊆ ker(div) ∩ \( V^{\text{div}}_{k}(r_2) = \text{curl} V^{\text{curl}}_{k+1}(r_1) \), by which we get \( \text{ker(div)} \cap V^{\text{div}}_{k}(\hat{r}_2) = \text{curl} V^{\text{curl}}_{k+1}(r_1, \hat{r}_2) \).

As in \( V^{\text{curl}}_{k+1}(r_1, \hat{r}_2) \), only the range of curl operator is changed, the relation \( V^{\text{curl}}_{k+1}(r_1, \hat{r}_2) \cap \text{ker(curl)} \) = grad \( V^{\text{grad}}_{k+2}(r_0) \) still holds. The relation div \( V^{\text{div}}_{k}(\hat{r}_2, \hat{r}_3) = V^{\text{curl}}_{k+1}(\hat{r}_3) \) is from the assumption \( (\hat{r}_2, \hat{r}_3) \) is div stable.

In the following examples, we shall further simplify the notation by presenting the smoothness parameters only and skip the space notation which should be clear from the context.

Example 5.3. The standard de Rham complex is \( (0, -1, -1, -1) \). Take the stable div pair \( \hat{r}_2 = (2, 1, 0)^T \), \( \hat{r}_3 = (1, 0, -1)^T \), we obtain the finite element Stokes complex

\[
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix} \xrightarrow{\text{grad}}
\begin{pmatrix}
-1 \\
-1 \\
-1
\end{pmatrix} \xrightarrow{\text{curl}}
\begin{pmatrix}
2 \\
1 \\
0
\end{pmatrix} \xrightarrow{\text{div}}
\begin{pmatrix}
1 \\
0 \\
-1
\end{pmatrix}.
\]

Space \( V^{\text{curl}}_{k+1}(\Omega) = \{ v \in H^{1}(\Omega; \mathbb{R}^3) : (\hat{r}_2, v) \} \), for \( k + 1 \geq 7 \), is similar but slightly different from the one constructed in [25], whose shape function space coincides with the first kind Nédélec element.

Use \( \hat{r}_2 = (2, 1, 0)^T \), \( \hat{r}_3 = (1, 0, 0)^T \), we get another finite element Stokes complex ending with a continuous element

\[
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix} \xrightarrow{\text{grad}}
\begin{pmatrix}
-1 \\
-1 \\
-1
\end{pmatrix} \xrightarrow{\text{curl}}
\begin{pmatrix}
2 \\
1 \\
0
\end{pmatrix} \xrightarrow{\text{div}}
\begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}.
\]

As \( V^{\text{curl}}_{k}(\hat{r}_2) \subset H^{1}(\Omega; \mathbb{R}^3) \), the space \( V^{\text{curl}}_{k+1}(r_1, \hat{r}_2) \subset H^{1}(\text{curl}_1, \hat{r}_2) \subset H^{1}(\text{curl}_1, \Omega) \) := \{ v \in H^{1}(\text{curl}_1, \Omega), \text{curl } v \in H^{1}(\text{curl}_1, \Omega) \} \) can be used to discretize the quad-curl problem [25, 28].

5.3. \( H(\text{curl}) \)-conforming finite elements. Next we give a finite element description for \( V^{\text{curl}}_{k+1}(r_1, r_2) \) with \( r_2 \geq r_1 \cap 1 \). We should keep DoFs for curl \( \nu \in V^{\text{curl}}_{k}(r_2) \), combine DoFs for \( V^{\text{curl}}_{k+1}(r_1) \), and eliminate linearly dependent ones.

On edge \( e \), we choose frame \( \{ t, n_1, n_2 \} \) and to facilitate the calculation simplify as \( (x_0, x_1, x_2) \). Then \( u = (u_0, u_1, u_2)^T \) with \( u_0 = u \cdot t, u_1 = u \cdot n_1, u_2 = u \cdot n_2 \), and curl \( u = (\partial_1 u_2 - \partial_2 u_1, \partial_2 u_0 - \partial_0 u_2, \partial_0 u_1 - \partial_1 u_0)^T \). Apply the normal derivative \( D^\alpha_n u \) to curl \( u \), we obtain, for \( \alpha \in T^e_j(e), j = 0, \ldots, r^e_1 \),

\[
D^\alpha_n \text{curl } u = (D^{(\alpha_1 + 1, \alpha_2)}_n u_2 - D^{(\alpha_1, \alpha_2 + 1)}_n u_1),
\]

\[
D^{(\alpha_1, \alpha_2 + 1)}_n u_0 - \partial_0 D^{(\alpha_1, \alpha_2)}_n u_2,
\]

\[
\partial_0 D^{(\alpha_1, \alpha_2)}_n u_1 - D^{(\alpha_1 + 1, \alpha_2)}_n u_0)^T.
\]

DoFs on \( D^\alpha_n u \) are given and thus \( D^\alpha_n \text{curl } u \) is considered as known on edge \( e \). Include DoFs on \( D^\alpha_n u_1, 0 \leq |\alpha| \leq r^e_1 \), then \( \partial_0 D^\alpha_n u_1 \) is known on edge \( e \). Linear combination with (67), we can determine \( D^\alpha_n u_2, 1 \leq |\alpha| \leq r^e_1, \alpha_3 \geq 1 \) but \( \partial_0 D^\alpha_n u_2, j = 0, \ldots, r^e_1 \) are left and thus should be included in the DoF. Linear combination with (68), we can determine \( D^\alpha_n u_0 \) for \( 1 \leq |\alpha| \leq r^e_1 \) with \( \alpha_1 \geq 1 \). Linear combination with (68), we also know \( D^\alpha_n u_0 \).
for $1 \leq |\alpha| \leq r_2^+$ with $\alpha_2 \geq 1$. So only $\alpha = (0,0)$ is left. Namely DoF on $u_0 = \mathbf{u} \cdot \mathbf{t}$ should be included explicitly.

We then move to faces and present formulae on the normal and tangential component of $\text{curl}\, \mathbf{u}$. For smooth scalar function $v$ and face $f$ with unit normal vector $\mathbf{n}$, define surface gradient
\[
\nabla_f v := \Pi_f (\nabla v) = \nabla v - (\partial_n v)\mathbf{n}.
\]
For smooth vector function $\mathbf{u}$, define surface rotation
\[
\text{rot}_f \mathbf{u} := (\mathbf{n} \times \nabla) \cdot \mathbf{u} = (\text{curl}\, \mathbf{u}) \cdot \mathbf{n}.
\]
Clearly it holds $\text{rot}_f \mathbf{u} = \text{rot}_f (\Pi_f \mathbf{u})$.

**Lemma 5.4.** On face $f$, for smooth enough function $\mathbf{u}$, it holds that
\begin{align}
(70) \quad & \mathbf{n} \cdot (\nabla \times \mathbf{u}) = \text{rot}_f (\Pi_f \mathbf{u}), \\
(71) \quad & \mathbf{n} \times (\nabla \times \mathbf{u}) = \nabla_f (\mathbf{u} \cdot \mathbf{n}) - \partial_n (\Pi_f \mathbf{u}), \\
(72) \quad & \partial_n^j (\mathbf{n} \times (\nabla \times \mathbf{u})) = \nabla_f (\partial_n^j \mathbf{u} \cdot \mathbf{n}) - \Pi_f \partial_n^{j+1} \mathbf{u}, \quad j \geq 0.
\end{align}

**Proof.** Identity $(70)$ is indeed the definition of $\text{rot}_f$. By a direct computation, $(71)$ follows from
\[
\mathbf{n} \times (\nabla \times \mathbf{u}) = \nabla (\mathbf{u} \cdot \mathbf{n}) - \partial_n \mathbf{u}
= \nabla_f (\mathbf{u} \cdot \mathbf{n}) + \partial_n (\mathbf{u} \cdot \mathbf{n})\mathbf{n} - (\partial_n (\Pi_f \mathbf{u}) + \partial_n (\mathbf{u} \cdot \mathbf{n})\mathbf{n})
= \nabla_f (\mathbf{u} \cdot \mathbf{n}) - \partial_n (\Pi_f \mathbf{u}).
\]
Exchange partial derivatives $\partial_n^j$ with $n \times (\nabla \times \cdot)$ to get $(72)$. $\quad \square$

We always include DoFs for $\text{curl}\, \mathbf{u}$. So by $(70)$ $\text{rot}_f \Pi_f \mathbf{u}$ can be determined. By the Helmholtz decomposition of a vector function on the face, the tangential component $\Pi_f \mathbf{u}$ can be determined by $\text{rot}_f \Pi_f \mathbf{u}$ and the moment with $\text{grad}_f \mathcal{B}_{k+2}(f; \left\{ r_1^+ \right\}) + 1)$. The normal derivative of the normal component $\partial_n^j (\mathbf{u} \cdot \mathbf{n})$, for $j = 0, 1, \ldots, r_1^+$, will be included as DoFs. Then $\nabla_f (\partial_n^j \mathbf{u} \cdot \mathbf{n})$ can be computed on face. Thanks to $(72)$, the normal derivative of the tangential component $\partial_n^j \Pi_f \mathbf{u}$ can be determined.

We are in the position to present a finite element description for the space $\mathcal{V}_{\text{curl}}^{k+1} (r_1^+, r_2^+)$. Take $\mathbb{P}_{k+1}(T; \mathbb{R}^3)$ as the space of shape functions. The degrees of freedom are
\begin{align}
(73) \quad & \nabla^i v(v), \quad i = 0, \ldots, r_1^+, \\
(74) \quad & \nabla^j (\text{curl} \, v)(v), \quad j = \max\{r_1^+, 0\}, \ldots, r_2^+, \\
(75) \quad & \int_e \mathbf{v} \cdot \mathbf{t} \, q \, ds, \quad q \in \mathbb{P}_{k-1-2r_1^+}(e), \\
(76) \quad & \int_e \frac{\partial^i (\mathbf{v} \cdot \mathbf{n}_1)}{\partial n_1^i \partial n_2^j} \, q \, ds, \quad q \in \mathbb{P}_{k-1-2r_2^++j}(e), 0 \leq i \leq j \leq r_1^+, \\
(77) \quad & \int_e \frac{\partial^i (\mathbf{v} \cdot \mathbf{n}_2)}{\partial n_1^i \partial n_2^j} \, q \, ds, \quad q \in \mathbb{P}_{k-1-2r_1^++j}(e), 0 \leq i \leq j \leq r_1^+, \\
(78) \quad & \int_e \frac{\partial^j ((\text{curl} \, v) \cdot \mathbf{n}_2)}{\partial n_1^i \partial n_2^j} \, q \, ds, \quad q \in \mathbb{P}_{k-2(r_2^++1)+j}(e), 0 \leq j \leq r_2^+, \\
(79) \quad & \int_e \frac{\partial^j ((\text{curl} \, v) \cdot \mathbf{t})}{\partial n_1^i \partial n_2^j} \, q \, ds, \quad q \in \mathbb{P}_{k-2(r_2^++1)+j}(e), 0 \leq i \leq j \leq r_2^+.
\]
As a result the number of DoFs (73)-(86) equals to 

(87)

Then thanks to the proof of Lemma 4.9, the sum of the number of DoFs (74), (78)-(80)

dimension. Now the number of DoFs (77)-(80) equals to that of

which is constant with respect to \( r_2 \). Hence the sum of the number of DoFs (73)-(86) is also constant with respect to \( r_2 \). It suffices to consider case \( r_2 = r_1 + 1 \) to count the dimension. Now the number of DoFs (77)-(80) equals to that of

(87)

As a result the number of DoFs (73)-(86) equals to dim \( \mathbb{P}_{k+1}(T; \mathbb{R}^3) \).

Take \( v \in \mathbb{P}_{k+1}(T; \mathbb{R}^3) \) and assume all the DoFs (73)-(86) vanish. The vanishing DoF (75) implies \( (\text{curl } v) \cdot n \in L^2_0(f) \) for \( f \in \Delta_2(T) \). By the vanishing DoFs (73)-(74), (78)-(80) and (83)-(85), we get \( \text{curl } v = 0 \).

For edge \( e \in \Delta_1(T) \) with frame \( \{ t, n_1, n_2 \} \), we have

\[
\text{curl } v = \text{curl } ((v \cdot t)t + (v \cdot n_1)n_1 + (v \cdot n_2)n_2) = -(t \times \nabla)(v \cdot t) - (n_1 \times \nabla)(v \cdot n_1) - (n_2 \times \nabla)(v \cdot n_2),
\]
which combined with \(32\) LONG CHEN AND XUEHAI HUANG

By the proof of Lemma 5.5, we have

\[
(\text{curl } v) \cdot \mathbf{t} = \partial_{n_1}(v \cdot n_2) - \partial_{n_2}(v \cdot n_1) = 0, \\
(\text{curl } v) \cdot n_1 = \partial_{n_2}(v \cdot t) - \partial_t(v \cdot n_2) = 0, \\
(\text{curl } v) \cdot n_2 = \partial_t(v \cdot n_1) - \partial_{n_1}(v \cdot t) = 0.
\]

Then it follows from the vanishing DoFs (76)-(77) that (87)-(88) vanish.

Similarly for face \(f \in \Delta_2(T)\) with frame \(\{n, t_1, t_2\}\), we have

\[
\text{curl } v = \text{curl} \left( (v \cdot \mathbf{n}) \mathbf{n} + (v \cdot t_1) t_1 + (v \cdot t_2) t_2 \right) \\
= -(n \times \nabla)(v \cdot n) - (t_1 \times \nabla)(v \cdot t_1) - (t_2 \times \nabla)(v \cdot t_2),
\]

which combined with \(\text{curl } v = 0\) implies

\[
(\text{curl } v) \cdot \mathbf{n} = \partial_{t_1}(v \cdot t_2) - \partial_{t_2}(v \cdot t_1) = 0, \\
(\text{curl } v) \cdot t_1 = \partial_{t_2}(v \cdot n) - \partial_n(v \cdot t_2) = 0, \\
(\text{curl } v) \cdot t_2 = \partial_n(v \cdot t_1) - \partial_{t_1}(v \cdot n) = 0.
\]

Then it follows from the vanishing DoFs (81)-(82) that

\[
(\partial_{t_j}^2 v)_{|f} = 0 \quad \text{for } 0 \leq j \leq r_f^2.
\]

Finally \(v = 0\) holds from the vanishing DoF (86).

Define the global \(H(\text{curl})\)-conforming finite element space

\[
\mathcal{V}_{k+1}^{\text{curl}}(r_1, r_2) = \{ v \in L^2(\Omega; \mathbb{R}^3) : v|_T \in \mathcal{P}_{k+1}^1(T; \mathbb{R}^3) \text{ for each } T \in \mathcal{T}_h \}
\]

all the DoFs (73)-(84) are single-valued}.

By the proof of Lemma 5.5, we have

\[
\mathcal{V}_{k+1}^{\text{curl}}(r_1, r_2) \subseteq \mathcal{V}_{k+1}^{\text{curl}}(r_1), \quad \text{curl } \mathcal{V}_{k+1}^{\text{curl}}(r_1, r_2) \subseteq \mathcal{V}_k^{\text{div}}(r_2, r_3).
\]

We illustrate \(\mathcal{V}_{k+1}^{\text{curl}}(r_1, r_2) \subset H(\text{curl}, \Omega)\). First consider \(r_2^c \geq 0\). For \(v \in \mathcal{V}_{k+1}^{\text{curl}}(r_1, r_2)\), DoFs (73)-(74) and (78)-(80) determine \((\nabla^j(\text{curl } v))_{|e}\) for edge \(e\) and \(j = 0, \ldots, r_2^c\). Due to identities (89)-(91), DoFs (73) and (75)-(77) then determine \((v \cdot t)_{|e}\) and \((\nabla^j v)_{|e}\) for \(j = 0, \ldots, r_2^c\). Finally, \(v \in H(\text{curl}, \Omega)\) follows from DoFs (81) and (83).

When \(r_2^c = -1\), we have \(r_2^c \in \{-1, 0\}\). For \(v \in \mathcal{V}_{k+1}^{\text{curl}}(r_1, r_2)\), DoFs (73) and (75)-(77) determine \((v \cdot t)_{|e}\) for \(r_2^c = -1\) and \(v_{|e}\) for \(r_2^c = 0\). Then \(v \in H(\text{curl}, \Omega)\) follows from DoFs (81) and (83).

5.4. Finite element de Rham and Stokes complexes with decay smoothness. We consider the decay smoothness sequence with lower bound \(-1\)

\[
r_0, \quad r_1 = r_0 \ominus 1, \quad r_2 = r_1 \ominus 1, \quad r_3 = r_2 \ominus 1.
\]

We first consider the case \(r_2^f \geq m \geq 2\). Then \(r_i = r_{i-1} - 1 \geq 0\) for \(i = 1, 2\). The polynomial degree starts from \(k \geq 8m + 1 \geq 17\).

**Lemma 5.6.** Let \(r_2^f \geq 0, r_2^c \geq 2 r_2^f + 2, r_2^c \geq 2 r_2^c + 2, k \geq 2 r_2^c + 3, \text{ and let } r_0 = r_1 + 1, r_1 = r_2 + 1, r_3 = r_2 - 1\). Write

\[
\text{dim } \mathcal{V}_{k+2}^{\text{grad}}(T_h; r_0) = C_{00} \text{size of } \Delta_0(T_h) + C_{01} \text{size of } \Delta_1(T_h) + C_{02} \text{size of } \Delta_2(T_h) + C_{03} \text{size of } \Delta_3(T_h), \\
\text{dim } \mathcal{V}_{k+1}^{\text{curl}}(T_h; r_1) = C_{10} \text{size of } \Delta_0(T_h) + C_{11} \text{size of } \Delta_1(T_h) + C_{12} \text{size of } \Delta_2(T_h) + C_{13} \text{size of } \Delta_3(T_h), \\
\text{dim } \mathcal{V}_{k}^{\text{div}}(T_h; r_2) = C_{20} \text{size of } \Delta_0(T_h) + C_{21} \text{size of } \Delta_1(T_h) + C_{22} \text{size of } \Delta_2(T_h) + C_{23} \text{size of } \Delta_3(T_h), \\
\text{dim } \mathcal{V}_{k-1}^{\text{L}^2}(T_h; r_3) = C_{30} \text{size of } \Delta_0(T_h) + C_{31} \text{size of } \Delta_1(T_h) + C_{32} \text{size of } \Delta_2(T_h) + C_{33} \text{size of } \Delta_3(T_h).
\]
Then

\[ C_{ij} = \binom{3}{i} C_j(k + 2 - i, r_i), \quad i, j = 0, 1, 2, 3, \]

satisfy the alternating sum identity

\[ C_{0i} - C_{1i} + C_{2i} - C_{3i} = (-1)^i, \quad i = 0, 1, 2, 3. \]

**Proof.** For the column of \(|\Delta_0(T_h)|\), by Lemma 3.8 and (65) with \(k = r_2^e\),

\[
C_{00} - C_{10} + C_{20} - C_{30} = \left( \frac{r_2^e + 5}{3} \right) - 3 \left( \frac{r_2^e + 3}{2} \right) + 3 \left( \frac{r_2^e + 2}{3} \right) - \left( \frac{r_2^e + 2}{3} \right) = 1.
\]

For the column of \(|\Delta_1(T_h)|\), by Lemma 3.8 and (65) with \(k = r_2^e - 1\),

\[
C_{01} - C_{11} + C_{21} - C_{31} = \left( k + r_2^e - 2r_2^e - 1 \right) \left[ \left( \frac{r_2^e + 4}{2} \right) - 3 \left( \frac{r_2^e + 3}{3} \right) + 3 \left( \frac{r_2^e + 2}{3} \right) - \left( \frac{r_2^e + 1}{2} \right) \right] - \left( \frac{r_2^e + 4}{3} \right) + 3 \left( \frac{r_2^e + 2}{3} \right) - 3 \left( \frac{r_2^e + 1}{3} \right) = -1.
\]

For the column of \(|\Delta_2(T_h)|\), by Lemma 3.8 and (65),

\[
C_{02} - C_{12} + C_{22} - C_{32} = \left( k + 5 \right) - 3 \left( \frac{k + 4}{3} \right) + 3 \left( \frac{k + 3}{3} \right) - \left( \frac{k + 2}{3} \right) - 3 \left[ \left( \frac{r_2^+ + 5}{3} \right) - 3 \left( \frac{r_2^+ + 4}{3} \right) + 3 \left( \frac{r_2^+ + 3}{3} \right) - \left( \frac{r_2^+ + 2}{3} \right) \right] - 3 \left[ \left( \frac{k - 2r_2^- - 3}{3} \right) - 3 \left( \frac{k - 2r_2^- - 2}{3} \right) + 3 \left( \frac{k - 2r_2^- - 1}{3} \right) - \left( \frac{k - 2r_2^-}{3} \right) \right] = 1 - 3 + 3 = 1.
\]

For the column of \(|\Delta_3(T_h)|\), applying (65) again,

\[
C_{03} - C_{13} + C_{23} - C_{33} = \left( k + 5 \right) - 3 \left( \frac{k + 4}{3} \right) + 3 \left( \frac{k + 3}{3} \right) - \left( \frac{k + 2}{3} \right) - 4(C_{00} - C_{10} + C_{20} - C_{30}) - 6(C_{01} - C_{11} + C_{21} - C_{31}) - 4(C_{02} - C_{12} + C_{22} - C_{32}) = 1 - 4 + 6 - 4 = -1.
\]

This ends the proof. \(\square\)

We summarize the coefficients \(C_{ij}\) in Table 2.

We first consider the case \(r_2^f \geq 0\) so that \(V_{k+2}^{\text{div}}(r_2^f) \subset H^1(\Omega; \mathbb{R}^3)\) and present the following finite element Stokes complex.

**Theorem 5.7.** Let \(r_2^f \geq 0, r_2^g \geq 2r_2^f + 2, r_2^v \geq 2r_2^g + 2, k \geq 2r_2^g + 3\), and let \(r_0 = r_1 + 1, r_1 = r_2 + 1, r_3 = r_2 - 1\). The finite element Stokes complex

\[
\mathbb{R} \xrightarrow{\subset} V_{k+2}^{\text{grad}}(r_0) \xrightarrow{\text{grad}} V_{k+1}^{\text{curl}}(r_1) \xrightarrow{\text{curl}} V_{k}^{\text{div}}(r_2) \xrightarrow{\text{div}} V_{k-1}^{L^2}(r_3) \to 0
\]

is exact.
By construction (92) is a complex, and

Proof. By construction (92) is a complex, and

\[
\text{grad } \mathcal{V}_{k+2}^{\text{grad}}(r_0) = \mathcal{V}_{k+1}^{\text{curl}}(r_1) \cap \ker(\text{curl}).
\]

Thanks to (35), \( \text{div } \mathcal{V}_{k}^{\text{div}}(r_2) = \mathcal{V}_{k-1}^{L^2}(r_3) \). By Lemma 5.6 and the Euler’s formula,

\[
1 - \dim \mathcal{V}_{k+2}^{\text{grad}}(r_0) + \dim \mathcal{V}_{k+1}^{\text{curl}}(r_1) - \dim \mathcal{V}_{k}^{\text{div}}(r_2) + \dim \mathcal{V}_{k-1}^{L^2}(r_3)
= 1 - |\Delta_0(\mathcal{T}_h)| + |\Delta_1(\mathcal{T}_h)| - |\Delta_2(\mathcal{T}_h)| + |\Delta_3(\mathcal{T}_h)| = 0.
\]

Therefore the exactness of complex (92) follows from Lemma 5.1. \( \square \)

We then consider the case \( r_2^f = -1 \) and thus \( \mathcal{V}_{k}^{\text{div}}(r_2) \subset H(\text{div}, \Omega) \).

**Theorem 5.8.** Let \( r_2 \) satisfy (34) and \( r_2^f = -1 \). Let \( k \geq \max\{2r_1^i + 1, 1\} \), and let \( r_0 = r_1 + 1 \geq 0 \), \( r_2 = r_1 \ominus 1 \), \( r_3 = r_2 \ominus 1 \). Assume all \( r_i \) are valid smoothness vectors. The finite element de Rham complex

\[
\mathbb{R} \ni \mathcal{V}_{k+2}^{\text{grad}}(r_0) \xrightarrow{\text{grad}} \mathcal{V}_{k+1}^{\text{curl}}(r_1) \xrightarrow{\text{curl}} \mathcal{V}_{k}^{\text{div}}(r_2) \xrightarrow{\text{div}} \mathcal{V}_{k-1}^{L^2}(r_3) \rightarrow 0
\]

is exact.

Proof. By construction (93) is a complex, and

\[
\text{grad } \mathcal{V}_{k+2}^{\text{grad}}(r_0) = \mathcal{V}_{k+1}^{\text{curl}}(r_1) \cap \ker(\text{curl}).
\]

Thanks to (35), \( \text{div } \mathcal{V}_{k}^{\text{div}}(r_2) = \mathcal{V}_{k-1}^{L^2}(r_3) \). Then we count the dimensions. By comparing DoFs of \( \mathcal{V}_{k}^{\text{div}}(r_2) \) and \( \mathcal{V}_{k-1}^{L^2}(r_3) \),

\[
\dim \mathcal{V}_{k}^{\text{div}}(r_2) - \dim \mathcal{V}_{k-1}^{L^2}(r_3)
= |\Delta_0(\mathcal{T}_h)| \left( 3 \left( \frac{r_2^2}{3} + \frac{3}{3} \right) - \left( \frac{r_2^2 + 2}{3} \right) \right) + |\Delta_1(\mathcal{T}_h)| \sum_{j=0}^{r_2^2} (2j + 3)(k - 2r_2^2 - 1 + j)
+ |\Delta_2(\mathcal{T}_h)| \dim \mathbb{B}_k(f; \begin{pmatrix} r_2^2 \\ r_2^2 \end{pmatrix}) + |\Delta_3(\mathcal{T}_h)| (\dim \mathbb{B}_k^{\text{div}}(r_2) \cap \ker(\text{div}) - 1).
\]
Then it follows from DoFs (73)-(86) of space $\mathbb{V}^{\text{curl}}_{k+1}(r_1)$ that
\[
\dim \mathbb{V}^{\text{curl}}_{k+1}(r_1) - \dim \mathbb{V}^{\text{div}}_{k}(r_2) + \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_3) = |\Delta_0(\mathcal{T}_h)| \left( \frac{r_1^2}{3} + \frac{r_2^2}{3} + \frac{r_3^2}{3} \right)
+ |\Delta_1(\mathcal{T}_h)|(k - 2r_1^2) + |\Delta_1(\mathcal{T}_h)|\sum_{j=0}^{r_1^2} (j + 2)(k - 2r_1^2 + j)
+ |\Delta_2(\mathcal{T}_h)| \dim \mathbb{B}_{k+2}(f; \begin{pmatrix} r_0^2 \\ r_0 \end{pmatrix}) + \chi(r_1^2 = 0)|\Delta_2(\mathcal{T}_h)| \dim \mathbb{B}_{k+1}(f; \begin{pmatrix} r_1^2 \\ r_1 \end{pmatrix})
- |\Delta_2(\mathcal{T}_h)| + |\Delta_3(\mathcal{T}_h)|(|\dim \mathbb{B}_{k+2}(r_0) + 1|).
\]
As a result, by the Euler's formula,
\[
1 - \dim \mathbb{V}^{\text{grad}}_{k+2}(r_0) + \dim \mathbb{V}^{\text{curl}}_{k+1}(r_1) - \dim \mathbb{V}^{\text{div}}_{k}(r_2) + \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_3)
= 1 - |\Delta_0(\mathcal{T}_h)| + |\Delta_1(\mathcal{T}_h)| - |\Delta_2(\mathcal{T}_h)| + |\Delta_3(\mathcal{T}_h)| = 0.
\]
Therefore the exactness of complex (93) follows from Lemma 5.1.

5.5. Finite element de Rham and Stokes complex with inequality constraint. We consider the most general case.

**Theorem 5.9.** Let $r_0 \geq 0$, $r_1 = r_0 - 1$, $r_2 \geq r_1 \oplus 1$, $r_3 \geq r_2 \oplus 1$. Assume all $r_i$ are valid smoothness vectors, i.e.,
\[
r_1^2 \geq 2r_1^e + 1, \quad r_1^e \geq 2r_1^f + 1, \quad r_2^2 \geq 2r_2^e, \quad r_2^e \geq 2r_2^f, \quad r_3^2 \geq 2r_3^e, \quad r_3^e \geq 2r_3^f.
\]
Assume $(r_2, r_3)$ is a div stable pair: Assume $k \geq \max\{2r_1^2 + 1, 2r_2^2 + 1, 2r_3^2 + 2, 1\}$, $\dim \mathbb{B}_{k-1}(T; r_3) \geq 1$, and $\dim \mathbb{B}_k(f; \begin{pmatrix} r_1^2 \\ r_1 \end{pmatrix}) \geq 1$. The finite element complex
\[
\mathbb{R} \subset \mathbb{V}^{\text{grad}}_{k+2}(r_0) \xrightarrow{\text{grad}} \mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) \xrightarrow{\text{curl}} \mathbb{V}^{\text{div}}_{k}(r_2, r_3) \xrightarrow{\text{div}} \mathbb{V}^{\text{L}^2}_{k-1}(r_3) \to 0
\]
is exact.

**Proof.** By construction (94) is a complex, and
\[
\mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) \cap \ker(\text{curl}) = \mathbb{V}^{\text{curl}}_{k+1}(r_1) \cap \ker(\text{curl}) = \text{grad} \mathbb{V}^{\text{grad}}_{k+2}(r_0).
\]
Thanks to (61), $\dim \mathbb{V}^{\text{div}}_{k}(r_2, r_3) = \mathbb{V}^{\text{L}^2}_{k-1}(r_3)$. By Lemma 5.1, it suffices to prove
\[
\dim \mathbb{V}^{\text{grad}}_{k+2}(r_0) - \dim \mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) + \dim \mathbb{V}^{\text{div}}_{k}(r_2, r_3) - \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_3) = 1.
\]
Through comparing DoFs, we find that $\dim \mathbb{V}^{\text{div}}_{k}(r_2, r_3) - \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_3)$ is constant with respect to $r_3$, which
\[
\dim \mathbb{V}^{\text{div}}_{k}(r_2, r_3) - \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_3) = \dim \mathbb{V}^{\text{div}}_{k}(r_2) - \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_2 \oplus 1).
\]
Similarly, since $\dim \mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) - \dim \mathbb{V}^{\text{div}}_{k}(r_2) + \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_2 \oplus 1) - \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_2 \oplus 1) = 1$, we have
\[
\dim \mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) - \dim \mathbb{V}^{\text{div}}_{k}(r_2) + \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_2 \oplus 1) = \dim \mathbb{V}^{\text{curl}}_{k+1}(r_1) - \dim \mathbb{V}^{\text{div}}_{k}(r_1 \oplus 1) + \dim \mathbb{V}^{\text{L}^2}_{k-1}(r_1 \oplus 2).
Combining the last two identities yields
\[
- \dim \mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) + \dim \mathbb{V}^{\text{div}}_{k}(r_2, r_3) - \dim \mathbb{V}^{\text{curl}}_{k-1}(r_3) \\
= - \dim \mathbb{V}^{\text{curl}}_{k+1}(r_1) + \dim \mathbb{V}^{\text{div}}_{k}(r_1 \ominus 1) - \dim \mathbb{V}^{\text{curl}}_{k-1}(r_1 \ominus 2).
\]
Therefore (95) follows from Theorem 5.7. \qed

**Example 5.10.** Taking \( r_0 = (1, 0, 0)^T, r_1 = r_0 - 1, r_2 = r_1 \ominus 1, r_3 = r_2 \ominus 1 \) and \( k \geq 1 \), we obtain the Hermite family finite element de Rham complex in [12]
\[
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \xrightarrow{\text{grad}} \begin{pmatrix} 0 \\ -1 \\ -1 \end{pmatrix} \xrightarrow{\text{curl}} \begin{pmatrix} -1 \\ -1 \\ -1 \end{pmatrix} \xrightarrow{\text{div}} \begin{pmatrix} -1 \\ -1 \\ -1 \end{pmatrix}.
\]
Taking \( r_0 = (2, 1, 0)^T, r_1 = r_0 - 1, r_2 = r_1 \ominus 1, r_3 = r_2 \ominus 1 \) and \( k \geq 3 \), we obtain the Argyris family finite element de Rham complex in [12]
\[
\begin{pmatrix} 2 \\ 1 \\ 0 \end{pmatrix} \xrightarrow{\text{grad}} \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix} \xrightarrow{\text{curl}} \begin{pmatrix} 0 \\ -1 \\ -1 \end{pmatrix} \xrightarrow{\text{div}} \begin{pmatrix} -1 \\ -1 \\ -1 \end{pmatrix}.
\]

**Example 5.11.** Taking \( r_0 = (4, 2, 1)^T, r_1 = r_0 - 1, r_2 = r_1 - 1, r_3 = r_2 \ominus 1 \) and \( k \geq 7 \), the finite element de Rham complex
\[
\begin{pmatrix} 4 \\ 2 \\ 1 \end{pmatrix} \xrightarrow{\text{grad}} \begin{pmatrix} 3 \\ 1 \\ 0 \end{pmatrix} \xrightarrow{\text{curl}} \begin{pmatrix} 2 \\ 0 \\ -1 \end{pmatrix} \xrightarrow{\text{div}} \begin{pmatrix} 1 \\ 1 \\ -1 \end{pmatrix}
\]
can be used to discretize the decoupled formulation of the biharmonic equation in three dimensions in [9, Section 3.2].

**Example 5.12.** Taking \( r_0 = (4, 2, 1)^T, r_2 = (2, 1, 0)^T, r_1 = r_0 - 1, r_3 = r_2 - 1 \) and \( k \geq 7 \), we obtain the Stokes complex in [21]
\[
\begin{pmatrix} 4 \\ 2 \\ 1 \end{pmatrix} \xrightarrow{\text{grad}} \begin{pmatrix} 3 \\ 1 \\ 0 \end{pmatrix} \xrightarrow{\text{curl}} \begin{pmatrix} 2 \\ 1 \\ 0 \end{pmatrix} \xrightarrow{\text{div}} \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}.
\]

### 5.6. Commutative diagram
To construct a commutative diagram for finite element complex (94), we adjust DoFs (16)-(19) of \( \mathbb{V}^{\text{grad}}_{k+2}(r_0) \) in consideration of DoFs (73)-(86) of \( \mathbb{V}^{\text{curl}}_{k+1}(r_1, r_2) \). We present new DoFs for \( \mathbb{V}^{\text{grad}}_{k+2}(r_0) \) as follows:

(96) \( \nabla^j u(v), \ j = 0, \ldots, r_0^\nu \),

(97) \[
\int_c \partial_h u \, q \, ds, \ q \in \mathbb{P}_{k-2r_0^\nu+1}(c)/\mathbb{R},
\]

(98) \[
\int_c \frac{\partial^h u}{\partial n_i^j} \, q \, ds, \ q \in \mathbb{P}_{k-2r_0^\nu+j}(c), 0 \leq i \leq j, 1 \leq j \leq r_0^\nu,
\]

(99) \[
\int_f (\text{grad} \, u) \cdot q \, dS, \ q \in \text{grad}^j \mathbb{B}_{k+2}(f; \begin{pmatrix} r_0^\nu \\ r_0^\nu \end{pmatrix}),
\]

(100) \[
\int_f \partial_h^2 u \, q \, dS, \ q \in \text{grad}^j \mathbb{B}_{k+2-j}(f; \begin{pmatrix} r_0^\nu \\ r_0^\nu \end{pmatrix} - j), 1 \leq j \leq r_0^\nu,
\]

(101) \[
\int_T (\text{grad} \, u) \cdot q \, dx, \ q \in \text{grad} \mathbb{B}_{k+2}(r_0)
\]
for each \( v \in \Delta_0(T), c \in \Delta_1(T) \) and \( f \in \Delta_2(T) \).
Lemma 5.13. The DoFs (96)-(101) are uni-solvent for $\mathbb{P}_{k+2}(T)$.

Proof. By comparing DoFs (16)-(19) and DoFs (96)-(101), the number of DoFs (96)-(101) equals to $\dim \mathbb{P}_{k+2}(T)$.

Assume $u \in \mathbb{P}_{k+2}(T)$ and all the DoFs (96)-(101) vanish. The vanishing DoFs (96)-(97) imply $\int_T u \cdot q \, dx = 0$ for $q \in \mathbb{P}_{k-2}(e)$. Thanks to Theorem 3.6, we get from the vanishing DoFs (96) and (98) that $\nabla^j u|_e = 0$ for $0 \leq j \leq r_0^e$ and $e \in \Delta_1(T)$. Thus $u|_f \in B_{k+2}(f; \begin{pmatrix} r_0^u \\ r_0^v \end{pmatrix})$ for $f \in \Delta_2(T)$, which combined with (99) yields $u|_f = 0$. Applying Theorem 3.6 again, it follows from the vanishing DoF (100) that $\partial_3 u|_f = 0$ for $0 \leq j \leq r^f_0$, i.e. $u \in B_{k+2}(r_0)$. Thus $u = 0$ holds from the vanishing DoF (101).

Define $I_h^{\text{grad}}$, $I_h^{\text{curl}}$, $I_h^{\text{div}}$, and $I_h^{L^2}$ as the canonical interpolation operators using the DoFs.

Corollary 5.14. With the same setting in Theorem 5.9, the following diagram is commutative.

\[
\begin{array}{ccccccccc}
\mathbb{R} & \rightarrow & C^\infty(\Omega) & \underset{\text{grad}}{\rightarrow} & C^\infty(\Omega; \mathbb{R}^3) & \underset{\text{curl}}{\rightarrow} & C^\infty(\Omega; \mathbb{R}^3) & \underset{\text{div}}{\rightarrow} & C^\infty(\Omega) & \rightarrow & 0 \\
\mathbb{R} & \rightarrow & \mathbb{V}_{k+2}^{\text{grad}}(r_0) & \underset{I_h^{\text{grad}}}{\rightarrow} & \mathbb{V}_{k+1}^{\text{curl}}(r_1, r_2) & \underset{I_h^{\text{curl}}}{\rightarrow} & \mathbb{V}_{k}^{\text{div}}(r_2, r_3) & \underset{I_h^{\text{div}}}{\rightarrow} & \mathbb{V}_{k-1}^{L^2}(r_3) & \rightarrow & 0.
\end{array}
\]

Proof. We first prove

\[
\text{(102)} \quad \text{div}(I_h^{\text{div}} v) = I_h^{L^2}(\text{div} v) \quad \forall v \in C^\infty(\Omega; \mathbb{R}^3).
\]

By comparing DoFs (16)-(19) for $\mathbb{V}_{k+1}^{L^2}(r_3)$, and DoFs (50)-(51), (55) and (58)-(59) for $\mathbb{V}_{k}^{\text{div}}(r_2, r_3)$, it suffices to prove

\[
\int_T \text{div}(I_h^{\text{div}} v) \, dx = \int_T \text{div} v \, dx \quad \forall T \in \mathcal{T}_h,
\]

which is an immediate result of DoF (56).

Next we prove

\[
\text{(103)} \quad \text{curl}(I_h^{\text{curl}} v) = I_h^{\text{div}}(\text{curl} v) \quad \forall v \in C^\infty(\Omega; \mathbb{R}^3).
\]

By (102), we have $\text{div}(\text{curl}(I_h^{\text{curl}} v)) = \text{div}(I_h^{\text{div}}(\text{curl} v)) = 0$. By comparing DoFs (50), (52)-(54), (56)-(57) and (60) for $\mathbb{V}_{k}^{\text{div}}(r_2, r_3)$, and DoFs (73)-(74), (78)-(80) and (83)-(85) for $\mathbb{V}_{k+1}^{\text{curl}}(r_1, r_2)$, it suffices to prove

\[
\int_f \text{curl}(I_h^{\text{curl}} v) \cdot n \, dS = \int_f (\text{curl} v) \cdot n \, dS \quad \forall f \in \Delta_2(\mathcal{T}_h),
\]

which is an immediate result of DoF (75).

Finally we prove

\[
\text{(104)} \quad \text{grad}(I_h^{\text{grad}} u) = I_h^{\text{curl}}(\text{grad} u) \quad \forall u \in C^\infty(\Omega).
\]

By (103), we have $\text{curl}(\text{grad}(I_h^{\text{grad}} u)) = \text{curl}(I_h^{\text{curl}}(\text{grad} u)) = 0$. By comparing DoFs (73), (75)-(77), (81)-(82) and (86) for $\mathbb{V}_{k+1}^{\text{grad}}(r_1, r_2)$, and DoFs (96)-(101) for $\mathbb{V}_{k+2}^{\text{grad}}(r_0)$, it suffices to prove

\[
\int_e \partial_e(I_h^{\text{grad}} u) \, ds = \int_e \partial_e u \, ds \quad \forall e \in \Delta_1(\mathcal{T}_h),
\]
which is an immediate result of DoF (96).

Combining (102)-(104) will end the proof. □

APPENDIX A. SMOOTH FINITE ELEMENTS IN ARBITRARY DIMENSION

In a recent work [17], Hu, Lin and Wu have constructed a $C^m$-conforming finite elements on simplexes in arbitrary dimension. It unifies the scattered results [6, 23, 1] in two dimensions, [24, 26, 20] in three dimensions, and [27] in four dimensions. In this appendix, we use the simplicial lattice to give a geometric decomposition of the finite element spaces constructed in [17] and consequently give a simplified construction different from [17]. The smoothness at sub-simplexes is exponentially increasing as the dimension decreases

$$r_n = 0, \quad r_{n-1} = m, \quad r_\ell \geq 2r_{\ell+1} \quad \text{for } \ell = n-2, \ldots, 0.$$ 

And the degree of polynomial $k \geq 2r_0 + 1 \geq 2^n m + 1$. The key in the construction is a non-overlapping decomposition of the simplicial lattice in which each component will be used to determine the normal derivatives on lower sub-simplexes.

Our approach is closely related to the multivariate splines on triangulations [14, 19]. For example, a systematical construction of $C^m$ element in $n = 2, 3$ can be also found in the book [19, Section 8.1 for 2D and Section 18.11 for 3D]. The major difference, which is also the art of designing finite elements, is the choice of DoFs. In the multivariate splines, DoFs are chosen as function values or derivatives at some points, as the major question studied there is the interpolation of data, while the integral form on sub-simplexes enables us to prove the unisolvence easily and has the advantage for constructing finite element de Rham complexes as we have done in three dimensions.

A.1. Important relation. The first important relation is: for $\alpha \in T^n_\ell, \beta \in \mathbb{N}^{1:n}$, we have

$$D^\beta \lambda^\alpha |_f = 0, \quad \text{if dist}(\alpha, f) > |\beta|.$$ 

Namely the polynomial $\lambda^\alpha$ vanishes on $f$ to order dist($\alpha, f$).

The second one is the one-to-one mapping of the space span$\{\lambda^\alpha = \lambda^\alpha_{f^*}, \alpha \in L(f, s), i.e., \alpha \in T^n_\ell, |\alpha_f| = s\}$ to the following DoFs, by changing $\alpha_f$ to $\beta$,

$$\int f \frac{\partial^{\beta} u}{\partial n_f^\beta} \lambda^\alpha_{f^*} \, ds \quad \forall \alpha \in T^n_{\ell-s}(f), \beta \in \mathbb{N}^{1:n-\ell}, |\beta| = s.$$ 

A.2. A decomposition of the simplicial lattice. We explain the requirement $r_{\ell-1} \geq 2r_\ell$.

**Lemma A.1.** Let $T$ be an $n$-dimensional simplex. For $\ell = 1, \ldots, n-1$, if $r_{\ell-1} \geq 2r_\ell$, the sub-sets $\{D(f, r_\ell) \setminus \bigcup_{e \in \Delta_{\ell-1}(f)} D(e, r_{\ell-1})\}, f \in \Delta_\ell(T)$ are disjoint.

**Proof.** Consider two different sub-simplices $f, \tilde{f} \in \Delta_\ell(T)$. The dimension of their intersection is at most $\ell-1$. Therefore $f \cap \tilde{f} \subseteq e$ for some $e \in \Delta_{\ell-1}(f)$. Then $e^* \subseteq (f \cap \tilde{f})^* = f^* \cup \tilde{f}^*$. For $\alpha \in D(f, r_\ell) \cap D(\tilde{f}, r_\ell)$, we have $|\alpha| = |\alpha_f^*| + |\alpha_{\tilde{f}}^*| \leq 2r_\ell \leq r_{\ell-1}$.

Therefore we have shown the intersection region $D(f, r_\ell) \cap D(\tilde{f}, r_\ell) \subseteq \bigcup_{e \in \Delta_{\ell-1}(f)} D(e, r_{\ell-1})$ and the result follows. □

Next we remove $D(e, r_i)$ from $D(f, r_\ell)$ for all $e \in \Delta_i(T)$ and $i = 0, 1, \ldots, \ell-1$.

**Lemma A.2.** Given integer $m \geq 0$, let non-negative integer array $r = (r_0, r_1, \cdots, r_n)$ satisfy

$$r_n = 0, \quad r_{n-1} = m, \quad r_\ell \geq 2r_{\ell+1} \quad \text{for } \ell = n-2, \ldots, 0.$$
Let $k \geq 2r_0 + 1 \geq 2^m m + 1$. For $\ell = 1, \ldots, n - 1$,
\begin{equation}
D(f, r_{\ell}) \setminus \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(f)} D(e, r_i) = D(f, r_{\ell}) \setminus \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(T)} D(e, r_i). \tag{105}
\end{equation}

Proof. In (11), the relation $\supseteq$ is obvious as $\Delta_i(f) \subseteq \Delta_i(T)$.

To prove $\subseteq$, it suffices to show for $\alpha \in D(f, r_{\ell}) \setminus \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(f)} D(e, r_i)$, it is not in $D(e, r_i)$ for $e \in \Delta_i(T)$ and $e \notin \Delta_i(f)$.

By definition,
\[ |\alpha_f| \leq r_{\ell}, \quad |\alpha_e| \leq k - r_i - 1 \quad \text{for all } e \in \Delta_i(f), i = 0, \ldots, \ell - 1. \]

For each $e \in \Delta_i(T)$ but $e \notin \Delta_i(f)$, the dimension of the intersection $e \cap f$ is at most $i - 1$. It follows from $r_j \geq 2r_{j+1}$ and $k \geq 2r_0 + 1$ that: when $i > 0$,
\[ |\alpha_e| = |\alpha_e \cap f| + |\alpha_e \cap f^r| \leq k - r_{i-1} - 1 + r_{\ell} \leq k - r_i - 1, \]
and when $i = 0$,
\[ |\alpha_e| = |\alpha_e \cap f| \leq r_{\ell} \leq k - r_i - 1. \]

So $|\alpha_e| > r_i$. We conclude that $\alpha \notin D(e, r_i)$ for all $e \in \Delta_i(T)$ and (11) follows. \qed

We are in the position to present our main decomposition.

**Theorem A.3.** Given integer $m \geq 0$, let non-negative integer array $r = (r_0, r_1, \cdots, r_n)$ satisfy
\[ r_n = 0, \quad r_{n-1} = m, \quad r_{\ell} \geq 2r_{\ell+1} \quad \text{for } \ell = n - 2, \ldots, 0. \]

Let $k \geq 2r_0 + 1 \geq 2^m m + 1$. Then we have the following direct decomposition of the simplicial lattice on an $n$-dimensional simplex $T$:
\[ T_k^n(T) = \bigoplus_{\ell=0}^n \bigoplus_{f \in \Delta_i(T)} S_{\ell}(f), \]
where
\[ S_0(v) = D(v, r_0), \]
\[ S_{\ell}(f) = D(f, r_{\ell}) \setminus \bigcup_{i=0}^{\ell-1} \bigcup_{e \in \Delta_i(f)} D(e, r_i), \quad \ell = 1, \ldots, n - 1, \]
\[ S_n(T) = T_k^n(T) \setminus \bigcup_{i=0}^{n-1} \bigcup_{f \in \Delta_i(T)} D(f, r_i). \]

Consequently we have the following geometric decomposition of $P_k(T)$
\begin{equation}
P_k(T) = \bigoplus_{\ell=0}^n \bigoplus_{f \in \Delta_i(T)} P_k(S_{\ell}(f)). \tag{106}
\end{equation}

Proof. First we show that the sets $\{ S_{\ell}(f), f \in \Delta_i(T), \ell = 0, \ldots, n \}$ are disjoint. Take two vertices $v_1, v_2 \in \Delta_0(T)$. For $\alpha \in D(v_1, r_0)$, we have $\alpha_{v_1} \geq k - r_0$. As $v_1 \subseteq v_2$ and $k \geq 2r_0 + 1$, $|\alpha_{v_2}| \geq k - r_0 \geq r_0 + 1$, i.e., $\alpha \notin D(v_2, r_0)$. Hence $\{ S_0(v), v \in \Delta_0(T) \}$ are disjoint and $\bigoplus_{v \in \Delta_0(T)} S_0(v)$ is a disjoint union. By Lemma A.1 and (105), we know $\{ S_{\ell}(f), f \in \Delta_i(T), \ell = 0, \ldots, n \}$ are disjoint.

Next we inductively prove
\[ \bigoplus_{i=0}^\ell \bigoplus_{f \in \Delta_i(T)} S_{\ell}(f) = \bigcup_{i=0}^\ell \bigcup_{f \in \Delta_i(T)} D(f, r_i) \quad \text{for } \ell = 0, \ldots, n - 1. \]
Obviously (13) holds for \( \ell = 0 \). Assume (13) holds for \( \ell < j \). Then
\[
\bigoplus_{i=0}^{j} f \in \Delta_i(T) S_i(f) = \bigoplus_{f \in \Delta_i(T)} S_j(f) \bigoplus \bigcup_{i=0}^{j-1} \bigcup_{e \in \Delta_i(T)} D(e, r_i)
\]
\[
= \bigoplus_{f \in \Delta_j(T)} \left( \bigcup_{i=0}^{j-1} \bigcup_{e \in \Delta_i(T)} D(e, r_i) \right) \bigoplus \bigcup_{i=0}^{j-1} \bigcup_{e \in \Delta_i(T)} D(e, r_i)
\]
\[
= \bigcup_{i=0}^{j} \bigcup_{f \in \Delta_i(T)} D(f, r_i).
\]

By induction, (13) holds for \( \ell = 0, \ldots, n - 1 \). Then (12) is true from the definition of \( S_n(T) \) and (13).

We can write out the inequality constraints in \( S_\ell(f) \). For \( \ell = 1, \ldots, n \),
\[
(107) \quad S_\ell(f) = \{ \alpha \in \mathbb{T}_k^\ell \mid \alpha \cdot r_\ell, |\alpha_e| \leq k - r_\ell - 1, \forall e \in \Delta_i(f), i = 0, \ldots, \ell - 1 \}.
\]
For \( \alpha \in S_\ell(f) \), by Lemma 3.1 we also have \( \alpha \notin D(\bar{f}, r_\ell) \) for \( \bar{f} \in \Delta_\ell(T) \setminus \{f\} \), i.e.
\[
(108) \quad |\alpha_\ell| \leq k - r_\ell - 1 \quad \forall \bar{f} \in \Delta_\ell(T) \setminus \{f\}.
\]

From the implementation point of view, the index set \( S_\ell(f) \) can be found by a logic array and set the entry as true when the distance constraint holds.

**A.3. Decomposition of degree of freedoms.** Recall that \( L(f, s) = \{ \alpha \in \mathbb{T}_k^\ell \mid \text{dist}(\alpha, f) = s \} \) consists of lattice nodes \( s \) away from \( f \).

**Lemma A.4.** Let \( \ell = 0, \ldots, n - 1 \) and \( s \leq r_\ell \) be a non-negative integer. Given \( f \in \Delta_i(T) \), let \( n_\ell = \{ n_1^\ell, n_2^\ell, \ldots, n_\ell^\ell \} \) be \( n - \ell \) vectors spanning the normal plane of \( f \). The polynomial space \( \mathbb{P}_k(S_\ell(f) \cap L(f, s)) \) is uniquely determined by DoFs
\[
(109) \quad \int \frac{\partial^\beta u}{\partial n_\ell^\beta} \Delta^\alpha f \, ds \quad \forall \alpha \in S_\ell(f), |\alpha_\ell| = k - s, \beta \in \mathbb{N}^{1:n-\ell}, |\beta| = s.
\]

**Proof.** A basis of \( \mathbb{P}_k(S_\ell(f) \cap L(f, s)) \) is \( \{ \lambda^\alpha = \lambda^\alpha_\ell f, \alpha \in S_\ell(f), |\alpha_\ell| = s \} \) and thus the dimensions match (by mapping \( \alpha_\ell \) to \( \beta \)).

We choose a basis of the normal plane \( \{ n_1^\ell, n_2^\ell, \ldots, n_\ell^\ell \} \) s.t. it is dual to the vectors \( \{ \nabla \lambda^\alpha_{\ell+1}, \nabla \lambda^\alpha_{\ell+2}, \ldots \} \), i.e., \( \nabla \lambda^\alpha_{\ell+1} \cdot n_j^\ell = \delta_{i,j} \) for \( i, j = 1, \ldots, n - \ell \). Then we have the duality
\[
(110) \quad \frac{\partial^\beta}{\partial n_\ell^\beta} (\lambda^\alpha_{\ell+1}) = \beta! \delta(\alpha_{\ell+1}, \beta), \quad \alpha_{\ell+1}, \beta \in \mathbb{N}^{1:n-\ell}, |\alpha_{\ell+1}| = |\beta| = s,
\]
which can be proved easily by induction on \( s \). When \( T \) is the reference simplex \( \hat{T} \), \( \lambda_i = x_i \) and \( \nabla \lambda_i = -e_i \), (110) is the calculus result \( D^\beta \nabla^\alpha_{\ell+1} = \beta! \delta(\alpha_{\ell+1}, \beta) \).

Assume \( u = \sum c_{\alpha_\ell f} \lambda^\alpha_\ell f \lambda^\alpha_{\ell+1} \in \mathbb{P}_k(S_\ell(f) \cap L(f, s)) \). If the derivative is not fully applied to the component \( \lambda^\alpha_{\ell+1} \), then there is a term \( \lambda^\alpha_j \) with \( |\gamma| > 0 \) left and \( \lambda^\alpha_j |f = 0 \) for \( i \in f^* \). So for any \( \beta \in \mathbb{N}^{1:n-\ell} \) and \( |\beta| = s \),
\[
\frac{\partial^\beta u}{\partial n_\ell^\beta} |f = \beta! \sum_{\alpha \in S_\ell(f), |\alpha_\ell| = k - s} c_{\alpha_\ell f} \lambda^\alpha_\ell f.
\]
The vanishing DoF (109) implies $\sum_{\alpha \in S_\ell(f),|\alpha_f| = k-s} c_{\alpha_f,\beta} \lambda^\alpha_f |_{f} = 0$. Hence $c_{\alpha_f,\beta} = 0$ for all $|\alpha_f| = k-s, \alpha \in S_\ell(f)$. As $\beta$ is arbitrary, we conclude all coefficients $c_{\alpha_f,\alpha_f^*} = 0$ and thus $u = 0$. □

For $u \in P_k(S_\ell(f) \cap L(f, s))$ and $\beta \in \mathbb{N}^{1:n-\ell}$ with $|\beta| < s$, by Lemma 2.2, $\frac{\partial^\beta}{\partial n_f} u |_{f} = 0$. Applying the operator $\frac{\partial^\beta}{\partial n_f} |_{f}$ to the direct decomposition $P_k(S_\ell(f)) = \bigoplus_{s=0}^{n} P_k(S_\ell(f) \cap L(f, s))$ will possess a block lower triangular structure and leads to the following unisolvence result.

**Lemma A.5.** Let $\ell = 0, \ldots, n - 1$. The polynomial space $P_k(S_\ell(f))$ is uniquely determined by DoFs

$$\int_{f} \frac{\partial^\beta}{\partial n_f} \lambda^\alpha_f |_{f} \, ds \quad \forall \alpha \in S_\ell(f), |\alpha_f| = k-s, \beta \in \mathbb{N}^{1:n-\ell}, |\beta| = s, s = 0, \ldots, r_\ell.$$

Together with decomposition (106) of the polynomial space, we obtain the following result.

**Theorem A.6.** Given integer $m \geq 0$, let non-negative integer array $r = (r_0, r_1, \cdots, r_n)$ satisfy

$$r_n = 0, \quad r_{n-1} = m, \quad r_\ell \geq 2r_{\ell+1} \text{ for } \ell = n - 2, \ldots, 0.$$ 

Let $k \geq 2r_0 + 1 \geq 2^n m + 1$. Then the shape function $P_k(T)$ is uniquely determined by the following DoFs

| Equation | Description |
|-----------------|-----------------|
| (111) | $D^\alpha u(v) \implies \alpha \in \mathbb{N}^{1:n}, \alpha \leq r_0, v \in \Delta_0(T),$ |
| (112) | $\int_{f} \frac{\partial^\beta}{\partial n_f} \lambda^\alpha_f |_{f} \, ds \implies \alpha \in S_\ell(f), |\alpha_f| = k-s, \beta \in \mathbb{N}^{1:n-\ell}, |\beta| = s,$ |
| | $f \in \Delta_\ell(T), \ell = 1, \ldots, n-1, s = 0, \ldots, r_\ell,$ |
| (113) | $\int_{T} u \lambda^\alpha |_{T} \, dx \implies \alpha \in S_n(T).$ |

**Proof.** Thanks to the decomposition (106), the dimensions match. Take $u \in P_k(T)$ satisfy all the DoFs (111)-(113) vanish. We are going to show $u = 0$.

For $\alpha \in S_\ell(f)$ and $e \in \Delta_i(T)$ with $i \leq \ell$ and $e \neq f$, by (107) and (108) we have $|\alpha_e| \geq r_{i+1}$, hence $\frac{\partial^\beta}{\partial n_e} |_{e} = 0$ for $|\beta| \leq r_i$. Again this tells us that applying the operator $\frac{\partial^\beta}{\partial n_f} |_{f}$ to the direct decomposition $P_k(T) = \bigoplus_{\ell=0}^{n} \bigoplus_{f \in \Delta_\ell(T)} P_k(S_\ell(f))$ will produce a block lower triangular structure. Then apply Lemma A.5, we conclude $u \in P_k(S_n(T))$, which together with the vanishing DoF (113) gives $u = 0$. □

**Remark A.7.** For $\alpha \in S_\ell(f)$, by (107) we have $|\alpha_e| \leq k - r_{\ell-1} - 1$ for all $e \in \Delta_{\ell-1}(f)$, then $\alpha_f \geq r_{\ell-1} + 1 - |\alpha_{f^*}|$, and

$$\lambda^\alpha = \lambda_f^\alpha, \quad \lambda_f^\alpha = \lambda_{f^*}^\alpha, \quad \lambda_{f^*}^\alpha = \lambda_{f}^{\alpha_{f^*}} r_{\ell-1} + 1 - |\alpha_{f^*}| - |\alpha_f|.$$
Using $\alpha_f - (r_{\ell-1} + 1) + |\alpha_f|$ as the new index, DoFs (112)-(113) can be replaced by

$$
\int_{\mathcal{T}} \frac{\partial^3 u}{\partial n^2_f} \lambda_f^\alpha dx \quad \beta \in \mathbb{N}^{1:n-\ell}, \ |\beta| = s, s = 0, \ldots, r_{\ell}, \ \alpha \in \mathbb{T}_{k-(\ell+1)(r_{\ell-1}+1)+s},
$$

$$
|\alpha_e| \leq k - r_{\ell} - 1 - (i + 1)(r_{\ell-1} + 1 - s), \ \forall e \in \Delta_i(f), i = 0, \ldots, \ell - 2,
$$

$$
f \in \Delta_e(T), \ell = 1, \ldots, n - 1,
$$

$$
\int_{\mathcal{T}} u\lambda^\alpha dx \quad \alpha \in \mathbb{T}_{n-1}, \ |\alpha| \leq k - r_{\ell} - 1 - (i + 1)(m + 1), \ \forall e \in \Delta_i(T), i = 0, \ldots, n - 2.
$$

Namely we can remove bubble functions in the test function space.

A.4. Smooth finite elements in arbitrary dimension. Given a triangulation $\mathcal{T}_h$, the finite element space is obtained by asking the DoFs depending on the sub-simplex only.

Theorem A.8. Given integer $m \geq 0$, let non-negative integer array $r = (r_0, r_1, \cdots, r_n)$ satisfy

$$
r_n = 0, \ r_{n-1} = m, \ r_\ell \geq 2r_{\ell+1} \ for \ \ell = n - 2, \ldots, 0.
$$

Let $k \geq 2r_0 + 1 \geq 2^m m + 1$. The following DoFs

$$
D^\alpha u(v) \quad \alpha \in \mathbb{N}^{1:n}, \ |\alpha| \leq r_0, \ v \in \Delta_0(\mathcal{T}_h),
$$

$$
\int_{\mathcal{T}} \frac{\partial^3 u}{\partial n^2_f} \lambda_f^\alpha dx \quad \alpha \in S_\ell(f), \ |\alpha_f| = k - s, \ \beta \in \mathbb{N}^{1:n-\ell}, \ |\beta| = s, s = 0, \ldots, r_\ell,
$$

$$
f \in \Delta_e(T), \ell = 1, \ldots, n - 1,
$$

$$
\int_{\mathcal{T}} u\lambda^\alpha dx \quad \alpha \in S_n(T), \ T \in \mathcal{T}_h,
$$

will define a finite element space

$$
V_h = \{ u \in C^m(\Omega) \mid \ DoFs \ (114) - (115) \ are \ single \ valued, u|_T \in \mathbb{P}_k(T), \ \forall T \in \mathcal{T}_h \}.
$$

Proof. Restricted to one simplex $T$, by Theorem A.6, DoFs (114)-(116) will define a function $u$ s.t. $u|_T \in \mathbb{P}_k(T)$. We only need to verify $u \in C^m(\Omega)$. It suffices to prove

$$
\frac{\partial^n u}{\partial n^n F} \in \mathbb{P}_{k-1}(F), \ for \ all \ i = 0, \ldots, m \ and \ all \ F \in \Delta_{n-1}(T), \ are \ uniquely \ determined \ by \ (114)-(115) \ on \ \mathcal{T}_h.
$$

Let $w = \frac{\partial^n u}{\partial n^n F} \in \mathbb{P}_{k-1}(F)$. Consider the modified index sequence $r^i_f = (r_0 - i, r_1 - i, \ldots, r_{n-2} - i, 0)$ and degree $k^i = k - i$. Then $k^i, r^i_f$ satisfies the condition in Theorem 3.3 and we obtain a direct decomposition of $\mathbb{T}_{n-1}^{n-1}(F) = \bigoplus_{\ell=0}^{n-1} \bigoplus_{e \in \Delta_e(F)} S^F_\ell(f)$, where

$$
S^F_0(v) = D(v, r_0 - i) \cap \mathbb{T}_{k-1}^{n-1}(F),
$$

$$
S^F_\ell(f) = (D(f, r_\ell - i) \cap \mathbb{T}_{k-1}^{n-1}(F)) \setminus \bigoplus_{\ell'=0}^{\ell-1} \bigoplus_{e \in \Delta_e(F)} S^F_{\ell'}(e), \ \ell = 1, \ldots, n - 2,
$$

$$
S^F_{n-1}(F) = \mathbb{T}_{k-1}^{n-1}(F) \setminus \bigoplus_{\ell=0}^{n-2} \bigoplus_{e \in \Delta_e(F)} S^F_\ell(f).
$$
The DoFs (114)-(115) related to \( w \) are

\[
D_{F}^{\alpha} w(v) \quad \alpha \in \mathbb{N}^{1,n-1}, |\alpha| \leq r_{0} - i, v \in \Delta_{0}(F),
\]

\[
\int_{f} \frac{\partial^{\beta} w}{\partial n_{F,f}} \lambda_{f}^{\beta} \, ds \quad \alpha \in S_{F}^{r_{f}}(f), |\alpha_{f}| = k - i - s, \beta \in \mathbb{N}^{1,n-1-\ell}, |\beta| = s, \]

\[
f \in \Delta_{\ell}(F), \ell = 1, \ldots, n - 2, s = 0, \ldots, r_{\ell} - i,
\]

where \( D_{F}^{\alpha} w \) is the tangential derivatives of \( w \), \( n_{F,f} \) is the normal vector of \( f \) but tangential to \( F \). Clearly the modified sequence \( r_{F}^{\ell} \) still satisfies constraints required in Theorem A.6. We can apply Theorem A.6 with the shape function space \( P_{k-r_{f}-i}(F) \) to conclude \( w \) is uniquely determined on \( F \). Thus the result \( u \subset C^{m}(\Omega) \) follows.

Counting the dimension of \( V_{h} \) is hard and not necessary. The cardinality of \( S_{\ell}(f) \) is difficult to determine due to the inequality constraints. In the implementation, compute the distance of lattice nodes to sub-simplexes and use a logic array to find out \( S_{\ell}(f) \).
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