Abstract—Brain–computer interface (BCI) can permit individuals to use their thoughts as the sole means to control objects such as smart homes and robots. While BCI is a promising interdisciplinary tool, researchers are confronting network lifetime as an obstacle to further development. Furthermore, the medium access control (MAC) protocol is the bottleneck of the network reliability. There are many standards for MAC protocols that can be utilized for productive and dependable transmission by altering the control parameters. Modifying these parameters is another source of concern due to the scarcity in knowledge about its effect. In addition, there is no instrument accessible to receive and actualize these parameters on transmitters embedded inside the cerebrum. In this article, we give the transmission instrument to both ultrahigh-frequency (UHF) radio frequency identification (RFID) and ultra-wideband (UWB) signals for multiple transmitters and ultrasonics mimicking the neural dusts by modifying the superframe structure.

In this article, a hybrid MAC protocol is proposed, and the results show that the traffic received can be increased by 700% for UHF–RFID and more than 100% for UWB and ultrasonic technology. Comparative results for wireless channel MAC protocols using these different transmission techniques are discussed in terms of network delay, data dropped, traffic sent, and traffic received.

Index Terms—Brain–computer interfaces (BCIs), data dropped, delay, frequency-division multiple access (FDMA), medium access control (MAC), time-division multiple access (TDMA), ultrahigh-frequency radio frequency identification (UHF–RFID), ultrasonic, ultra-wideband (UWB).

I. INTRODUCTION

Brain–Computer interface (BCI) is a system that enables transmitting the human brain signals to an external device, which enables connecting the central nervous system of human beings with the external world [1]. One the objectives of BCI is to sidestep the damaged nervous system in the spinal cord and develop an immediate connection between the brain and an embedded device that can receive neural signals to imitate muscle function and, in so doing, overcome paralysis [2]–[5]. For example, individuals who are tetraplegic have normal neural signaling, however, suffer paralysis due to downstream damage at the spinal cord. BCI technology enables a functional cerebrum to communicate directly to computer-assisted devices that serve in place of muscles to re-establish functional movement. Using BCI, people can be prepared to rehearse contemplation to induce neural signals that can be deciphered by a computer [5]. As medical technology is exponentially developing, BCI stands at the forefront of personalized and predictive medicine [6], [7]. Specialists are attempting to use BCI to create prosthetic arms for patients to have optimal control of motion and use the functional electrical stimulation device to reanimate paralyzed arms [7], [8].

A BCI is a system comprising a number of sensors, a neural decoder or translator, and some form of actuator to carry out an action. The sensors’ main task is to detect changes in neural activity related to the intent to influence or move an external device. Generally speaking, sensors can be placed inside or outside the skull, and each approach has some advantages and disadvantages. For the case where sensors are placed outside the skull, noninvasive, the sensors’ are simply attached to the scalp and connected using the decoder using a simple set of wires. However, the signals detected by the sensors’ in this case suffer from severe attenuation caused by the skull, scalp, and other layers that cover the brain. Embedding the sensors inside the skull, invasive, is more complicated because the sensors have to be surgically implanted on the surface or within the depth of the brain; nevertheless, it provides high-quality signals and allows fast data transfer. The sensors in this case should be equipped with a transmitter to allow sending the signal out of the skull and then acquired by a number of receivers attached to the scalp [9]. In such scenarios, enabling several embedded sensors to communicate with external receivers wirelessly requires establishing a wireless network to manage the communications process between the transmitters and receivers.

There are many factors that must be considered while designing BCI wireless networks, because of the stringent constraints on the power consumption and size of the communicating tags. Therefore, a large portion of the research work on invasive BCI focuses on the physical layer, as reported in [10] and the references listed therein. However, the medium access control (MAC) protocol may have significant impact on the power consumption of such networks, and hence, it is essential to design an efficient MAC that has high power efficiency while being capable of providing fast and reliable data transfer. In particular, when the number of sensors is large, optimizing the...
MAC design becomes crucial, and thus, the MAC design for BCI applications is becoming a fertile research field [11]–[13].

A. Basic MAC Protocols

MAC protocols are generally needed to manage the communications of multiple users by allocating each user a certain transmission resource such as time or frequency. Broadly speaking, MAC protocols can be classified into following three categories.

1) Channelization protocols:
   a) frequency-division multiple access (FDMA);
   b) time-division multiple access (TDMA);
   c) code-division multiple access.

2) Random access protocols:
   a) aloha:
      i) pure aloha;
      ii) slotted aloha.
   b) carrier sense multiple access (CSMA):
      i) CSMA with collision detection;
      ii) CSMA with collision avoidance (CSMA-CA).

3) Controlled access protocols:
   a) reservation;
   b) polling;
   c) token passing.

Each protocol has certain advantages and disadvantages in terms of spectral efficiency, delay, reliability, overhead, and complexity. For example, FDMA has low complexity and overhead because it does not require synchronization among the users. However, it has low spectral efficiency due to the frequency guard bands. Unlike TDMA, FDMA is immune to system timing issues since the frequency band is reserved for the user for the entire duration of the transmission session. Therefore, timing adjustment is not critical, and fewer number of bits is required for synchronization and framing [14]. In FDMA, it is rare for the receiver to get information from more than one transmission source. One of the key limitations for FDMA is the maximum data rate, which is minimal. FDMA can be attractive for BCI systems due to its simplicity; however, power consumption should be reduced.

B. Related Work

BCI systems can be generally classified as wireless sensor networks (WSNs), wireless body area networks (WBANs), or wireless personal area networks (WPANs). Therefore, the MAC for such networks can be adopted for BCI. Examples for these MACs are the IEEE 802.15.1 and IEEE 802.15.4. However, the characteristics of the brain environment are different from such networks [15], [16], which leads to a modest performance when WSN, WBAN, or WPAN protocols are adopted for BCI [11], [17]. Such local area networks (LANs) are typically based on the IEEE 802.15.1 and IEEE 802.15.4 standards. Such protocols relatively offer low cost and low power consumption and do not require underlying infrastructure. Nevertheless, these protocols are designed to support low data rates. More specifically, the IEEE 802.15.4 can support very long battery life and has very low complexity.

In spite of the 802.15.4 advantages, it may have poor performance in terms of power consumption, reliability, and delay, if the MAC parameters such as the back-off window size and maximum number of retransmissions are properly selected. In [18], the authors investigated this problem and proposed an adaptive MAC algorithm for minimizing the power consumption while guaranteeing reliability and delay constraints. The data traffic is considered unsaturated, which allowed using sleep/wake-up modes to minimize the power consumption.

Periodic listening, idle listening, additional control overhead, and collision are the main drivers of power consumption. To manage these issues, the authors in [19] consider the out-of-band wake up radio. Nodes switch into sleep mode when there is no information for transmission. When a tag has data, the wake-up radio transmits the control signal to the fundamental circuit for the wake-up and information transmission. Furthermore, the tag remains in sleep mode to save power. The authors do not provide any system for crisis occasions. A review of various MAC protocols and the IEEE 802.15.4 for WBANs can be found in [10], where a diagnostic model is presented using delay and throughput, which effects low power tuning and vitality minimization. Moreover, path loss analysis is given for in-body, on-body, and off-body correspondence. MAC parameters for different networks are summarized in Table I.

C. Motivation and Main Contributions

As can be noted from the literature survey, very little work has been devoted to design an efficient MAC for BCI applications. In such applications where the sensors are embedded inside the skull, some constraints such as limited power and end-to-end delay are critical. The limited power constraint is mostly due the small size of the embedded sensors, and time constraint is imposed by the maximum tolerated delay between the brain activity and neuroprosthetic device response [17]. The throughput, received data rate, and delay are essential to extract sufficient

| Attribute        | WBAN | BCI | WSN |
|------------------|------|-----|-----|
| power Source     | Low  | Ultra Low | Low |
| Architecture     | Star | Star | Mesh |
| Traffic          | Burst | Regular | Burst |
| Applications     | Healthcare | Prosthetic | Various |
| Form Factor      | Wearable | Implantable | Medium |
| Transceiver      | m-range | cm range | m-range |
| Power            | Ultra Low | Ultra Low | Low |
| MAC              | CSMA/TDMA | TDMA | CSMA |
| Protocol         | BT/Custom | Custom | BT/ZB |
| Link Establish   | One-by-one | All-at-once | One-by-one |
| Sync             | Periodic | Periodic | Algorithmic |
| Spatial Resolution | Several mm | A few mm | Several mm |
| Covered Area     | Head | Cortex | On Body |
| Invasion         | Medium | Medium | No |
| Freely Motion    | No | Yes | No |
| Electrode type   | Surface Scalp | MEA | - |
| Electrode Position | Over Scalp | Intracortical | - |

BT: Bluetooth; ZB: Zigbee.
information in order to translate the neural signals into a desired movement. Therefore, this article proposes a new protocol for BCI applications that mitigates such problems and enhances the network performance. The new protocol combines the benefits of FDMA that allows using multiple channels without interference and with high throughput, TDMA can avoid collisions using a scheduling algorithm based on the breath first search (BFS) approach and CSMA-CA to improve the throughput and reduce the power consumption by reducing the idle listening state introduced by the TDMA [20], [21]. Therefore, the proposed MAC is hybrid.

Although the data rates for certain BCI applications such as the P300-based BCI can be very low [22], there are other applications that are currently being investigated, where much higher data rates might be required. For example, Kaplan et al. [23] considered adapting the P300-BCI for gaming applications. Furthermore, it is shown in [24] that an electroencephalogram (EEG) signal might require about 85 kb/s in particular scenarios. Therefore, the need for high data rate support for BCI systems is a key enabler for future BCI applications.

Moreover, to the best of the authors’ knowledge, there is no research in the open literature that investigates different transmission technologies and mechanisms for BCI-MAC protocols. Therefore, the goal of this article is to determine the suitable technology for developing BCI systems among UHF-RFID, UWB, and ultrasonic, as well as to develop an MAC protocol that addresses previous concerns of network delay, data dropped, and traffic send/receive.

The performance of the proposed system is evaluated in terms of throughput, data rate, and time delay. The hybrid system is evaluated using three different combinations FDMA+TDMA, FDMA+CSMA, and FDMA+TDMA+CSMA, for three technologies, which are UHF-RFID, UWB, and ultrasonic. The obtained results show that the proposed hybrid MAC outperforms all the individual MACs and can satisfy the requirements of BCI applications. The results are presented for several cases of using 12 and 100 tags. The results are obtained using Opent [25], which is a highly reliable simulation tool that is used by several industrial giants such as Cisco and AT&T. Nevertheless, developing a test bed will be targeted in our future work to capture all practical aspects. The main obstacle for developing a test bed in the time being is the lack of reliable development kits that can support such a system.

D. Article Organization

This article is organized into five sections. Section I introduces the current scope of BCI and the purpose of this article. Section II presents the BCI system model. Section III presents the proposed hybrid protocol. Section IV presents the numerical and simulation results. Finally, Section V concludes this article.

II. BCI System Model

This article considers a BCI system, where \( N_T \) transceivers on the brain surface to collect and transmit the EEG brain signals, and \( N_T \) transceivers are placed on the scalp to acquire the transmitted signals. The sensors used are semiaactive, and they remain idle until they receive brain signals to transmit. The wireless network parameters for BCI are investigated using the MAC protocols of three different technologies, which are ultrahigh-frequency (UHF) radio frequency identification (RFID) [26], [27], ultra-wideband RFID (UWB-RFID) [28], [29], and ultrasonic technology mimicking the neural dusts by modifying the superframe structure [15], [30], [31].

To select the appropriate frequency bands, the FDMA is tested using four distinctive frequency channels with RFID parameters, which mimics the realistic circumstance of multiple transmitters placed on the human brain to transmit the neural signals captured from the implanted electrodes to a receiver placed on the scalp. Since the frequency scope of passive RFID is from 860 to 960 MHz and the center frequency is 915 MHz, the four frequency channels utilized are 915, 920, and 930 MHz. The receiver analog-to-digital converter sampling rate is 200 kHz, and the channels are inspected at rate of 50 kHz per channel. Initially, 103 samples are used to generate the modulating signal, which is considered as a sinusoidal signal to represent the brain reaction and behavior of each signal at various frequency slots. The information signal is modulated using amplitude shift keying and passed through the channel. At the receiver, the received signal is passed through limited band filters to reduce the interference. The lag of the signal from the transmitter to the receiver is computed, as shown in Table II, for four different frequencies. Because the lag of the 940-MHz band is much larger than 2 ms, it will not be considered suitable for BCI applications.

III. Proposed Hybrid Protocol

The hybrid protocol is designed by dividing the \( N_T \) sensors into a number of clusters, three in this article, where FDMA is used to assign a frequency band for each cluster. Within each cluster, TDMA is used to multiplex the users to avoid interference between the sensors of that cluster. Finally, CSMA-CA is used to reduce the waiting time for the sensors in each cluster and, hence, reduce the delay and increase the throughput. This design allows the use of multichannels to transmit and receive in full duplex mode [32]. Each tag wakes up upon receiving a brain signal, communicates with its neighbors in the cluster, and goes to sleep until the next signal arrives. The communication between tags is through request-to-send (RTS) and clear-to-send (CTS) ACK. Fig. 1 shows the general design for the hybrid MAC protocol, in which the brain signals collected by biosensors are divided into three clusters and delivered to one receiver. The frequency and band slot assignment is performed using the BFS algorithm described in Section III-A.

A. Scheduling Algorithm

In this article, it is assumed that one of the tags has sufficient computationally capability, and it is called the main tag, which is...
Fig. 1. Example of the hybrid MAC protocol using three FDMA channels and one receiver.

Fig. 2. Outcome of the first and second iterations of the scheduling algorithm using 12 tags, $T_{\text{Max}} = 6$.

used to construct the schedule for all the tags and implement the network connectivity graph that maximizes the network data rate and reduces the delay. Fig. 2 shows an example of the scheduling algorithm outcome using 12 sensing tags. In the figure, the circles represent the sensing tags; the first and second numbers represent the time slot and frequency band, respectively. The starting point is represented by a circle labeled with an $R$.

The BFS algorithm is used to assign a specific time slot and frequency band for each tag. Using BFS to implement the tree, the main tag serves as the root as we traverse through the tags. Therefore, the default time slot and frequency are assigned for each tag in the first level, and then, interference probability between one and two hops is checked. If there is a conflict between the $N_j$ neighbor tags for $N_i$, we check the siblings. If they are in fact siblings, the algorithm assigns different time slots for $N_i$. The multichannel is used to send data to the same root tag (parent) at the same time slot using different assigned frequencies [33]–[35]. In the beginning, the default time slot is increased by one for the initial levels. Then, the time slots are updated to ensure that the time slot for the children tags is less than their parents. Therefore

$$T_{\text{New}} = T_{\text{Max}} - T_{\text{Current}} + 1$$

where $T_{\text{New}}$ represents the updated time slot, $T_{\text{Max}}$ represents the total number of slots, and $T_{\text{Current}}$ represents the currently assigned time slot. The scheduling algorithm is described in Algorithm 1.

The complexity of the scheduling algorithm, as described in [36]. Let $G(V, E)$ be a graph with $|V|$ number of vertices and $|E|$ number of edges. The BFS algorithm visits every vertex in the graph and every edge, where

$$O(|V| + |E|).$$

\textbf{Algorithm 1: Scheduling Algorithm.}

\textbf{Requirements: Biosensor Network Topology Graph}
\textbf{Graph: $G = (N, E)$}

\begin{algorithmic}
  \State $N = \text{set of 12 sensors}$
  \State $N' = u$
  \ForAll{tags $N_i$}
    \State $\text{Time Slot}[u] \leftarrow \text{current Time Slot}$
    \State $\text{Cluster Channel}[u] \leftarrow 1$
    \ForAll{the same level visited 1-2-hop $n$ of $u$}
      \If{$((\text{Sub Tree parent}[n] = \text{Sub Tree parent}[u]) \OR (\text{Number of Channels} > = \text{current_channels}))$}
        \If{$(\text{Time Slot}[u] = \text{Time Slot}[n])$}
          \State $\text{Time Slot}[u] \leftarrow \text{Time Slot}[n] + 1$
        \EndIf
      \Else
        \If{$((\text{Time Slot}[u] = \text{Time Slot}[n]) \AND (\text{channel}[u] = \text{channel}[n])}$}
          \State $\text{channel}[u] \leftarrow \text{channel}[n] + 1$
        \EndIf
      \EndIf
    \EndFor
    \ForAll{not visited edge $e$ of $u$}
      \State let $L$ be the other not visited endpoint of edge $e$
      \State $\text{Parent}[L] \leftarrow u$
      \State $\text{Height}[u] \leftarrow \text{Height}[L] + 1$
    \EndFor
  \EndFor
\end{algorithmic}
the sender, i.e., a collision occurred and transmission is inhibited to start the backoff algorithm to wait for a random number of frames, backoff delay, before next attempt to retransmit an RTS in the same slot. Figs. 3 and 4, respectively, show the sender and the receiver behavior for tag in a specific cluster to transmit data on an individually scheduled time slot.

C. Delay and Throughput of Various MAC Protocols

1) FDMA: The transmission delay for FDMA data can be computed as [37]

\[ D_{FDMA} = T_{Oh} + T_{ACK} + T_{GT} + T_{Ta} + T_{Fr} \] (3)

where \( T_{Oh} = \frac{N_{Oh}}{R_B} \), \( T_{ACK} = \frac{N_{ACK}}{R_B} \), and \( T_{Fr} = \frac{N_{Fr}}{R_B} \). The throughput can be computed as

\[ \eta = \frac{N_{P} N_{C}}{C_L} \left[ 1 + \frac{Q}{2(1-Q)} \right] \] (4)

where the notations are given in Table III.

2) TDMA: TDMA has three types of delays, which are transmission delay, queuing delay, and propagation delay. The transmission delay and for TDMA can be expressed as

\[ D_{TDMA} = T_{Oh} + T_{ACK} + T_{GT} + T_{Sync} + T_{Ta} \] (5)

where \( T_{Sync} = \frac{N_{Sync}}{R_B} \). Therefore

\[ \eta = \frac{N_{P}}{C_L} \left[ 1 + \frac{N_{T}}{2 \left( \frac{Q}{1-Q} + 1 \right)} \right] \] (6)

3) CSMA-CA: CSMA-CA works with the standard tag detecting medium by sending packets to the receiver when it finds the medium is free. In the unlikely chance that the medium is occupied, the tag goes to random back-off time slots waiting for the channel to be free for transmitting. With the improved CSMA-CA RTS/CTS trade system tag that senses the free channel, it sends RTS to the receiver and waits for the CTS message from the receiver to start transmitting. The delay from
the sender to the receiver is calculated as
\[
D_{\text{CSMA}} = T_{\text{Bo}} + T_{\text{Fe}} + T_{\text{Bp}} + T_{\text{ACK}} + T_{\text{RTS}} + T_{\text{RTS}} + T_{\text{CTS}}
\]  
where \( T_{\text{BP}} = N_{\text{BP}}T_{\text{Bo}} \). The relation between the transmission delay and throughput is given as
\[
D_{\text{CSMA}} = \frac{(\kappa - 1) (e^{2\eta} - 1)}{2 + 2D_{\text{BE}}} + 1 + D_{\text{BE}}.
\]  
where \( \kappa \) is a metric used to capture the packet loss correlation on different links [37].

4) Hybrid MAC Protocol: For the hybrid model, the tags are divided into three clusters, and FDMA is used to assign a particular frequency band for each cluster. Within each cluster, the tags’ data are multiplexed using TDMA and CSMA-CA. The delay for each of the cluster tag is given by
\[
D_{\text{Hybrid}} = \frac{1}{N_{\text{TC}}} (D_{\text{FDMA}} + D_{\text{TDMA}} + D_{\text{CSMA}}).
\]  
The throughput of the different considered types of MAC protocols is calculated while assuming that the information is moved from the sender to the receiver utilizing only one of the MAC protocol types. Because of the similarity between the sender and the receiver, there is no collision or packet loss due to buffer overflow. Moreover, the channel is assumed error free. In such scenarios, the throughput can be expressed as [37]
\[
\eta = 8 \frac{T_{\text{Pr}}}{D}
\]  
where \( D \) is the total delay. Throughput calculated using (10) confirms that the proposed MAC protocol is preferable over other MAC protocols for BCI applications, as demonstrated by the presented numerical results.

D. Model Efficiency

Model efficiency can be calculated by considering transmission and propagation time for CSMA-CA by assuming that \( M(t) \) is the number of full frames up to time \( t \), as
\[
\sum_{i=0}^{M(t)} T^i_j \leq t \leq \sum_{i=1}^{M(t)+1} T^i_j
\]  
\[
\frac{1}{M(t)} \sum_{i=0}^{M(t)} T^i_j \leq \frac{t}{M(t)} \leq \frac{1}{M(t)+1} \sum_{i=1}^{M(t)+1} T^i_j
\]  
\[
\frac{M(t)}{M(t)} \sum_{i=0}^{M(t)} T^i_j \leq \frac{t}{M(t)} \leq \frac{1}{M(t)+1} \sum_{i=1}^{M(t)+1} T^i_j
\]  
where \( T_j^i \) is the frame time and \( T_j^i \) is the \( i \)th frame time, where the expected value of \( X_i \), is given by
\[
\frac{1}{n} \sum_{i=1}^{n} X_i \rightarrow E(X_i)
\]  
where \( E(\cdot) \) denotes the expectation process. Given that \( t \rightarrow \infty \), then
\[
E(T_j) \leq \frac{t}{M(t)} \leq E(T_j) \frac{1 + M(t)}{M(t)}.
\]  

On the other hand, the transmission efficiency can be expressed as
\[
\zeta = \frac{M(t)}{t} \frac{T_{\text{Pr}}}{E(T_j)} = \frac{T_{\text{Pr}}}{E(T_j) + 2E(N_{\text{fa}})T_{\text{Pr}}}
\]  
where \( \zeta \) is the transmission efficiency, \( T_{\text{Pr}} \) is the transmission time, and \( E(N_{\text{fa}}) \) is the expected value for number of failed attempts, and \( T_{\text{Pr}} \) is the propagation time.

To calculate the expected value for the number of failed attempts, we consider that the first success happens at the \( n \)th transmission with probability
\[
P_{S_1} = \frac{1}{e} \left(1 - \frac{1}{e}\right)^{n-1}.
\]  

Therefore, the expected value for the number of failed attempts is given by
\[
E(N_{\text{fa}}) = \frac{1}{e} \sum_{n=1}^{\infty} (n-1) \left(1 - \frac{1}{e}\right)^{n-1}
\]  
\[
= e - 1.
\]  

By plugging (17) into (15), we obtain
\[
\zeta = \frac{T_{\text{Pr}}}{T_{\text{Pr}} + 2(e - 1)T_{\text{Pr}}}
\]  
where \( T_{\text{Pr}} \) is the transmission time. For \( T_{\text{Pr}} \gg T_{\text{Pr}} \), it can be noted from (18) that \( \zeta \rightarrow 1 \).

IV. NUMERICAL AND SIMULATION RESULTS

The network model used in this article follows the model given in [38]–[41], using three different RFID technologies, which are UHF, UWB, and Ultrasonic. For each technology, multiple tags are placed with parameters that mimic the implantable electrode array (MEA). For each technology, we evaluate the data dropped, network delay, and traffic sent/received for each case. The considered protocols are based on network time protocol [39], [40] concept, which provides synchronization and is used with both LANs and wide area networks (WANs).

The sensor properties are selected to match the network parameters such as the channel capacity, channel recurrence, transmit control, transmit power, receiver sensitivity, buffer size, and data rate. The results for the delay and throughput are calculated after feeding OpNet [25] simulation the interarrival time as constant 1 ms, traffic generation parameters, start time and data rate. The considered network model, which is more suitable for BCI applications. Table IV shows the required parameters for each technology to simulate the network.

The considered and proposed protocols are evaluated using 12 and 100 tags, and using three receivers for both cases. For the 12-tag scenario, the total number of tags is divided into three clusters, each of which has three tags, and assigned a unique frequency band, which can be 915, 920, and 925 MHz [42].
The same argument is applied to the 100 tags, except that the three clusters contain 33, 33, and 34 tags. Then, three different protocols are applied as follows.

1) **FDMA+TDMA**: The tags send data over the three frequencies at different time slots to three receivers. Therefore, all the tags in a given cluster are assigned one out of available time slots, and thus, this protocol is denoted as FDMA+TDMA.

2) **FDMA+CSMA**: The tags in each cluster use CSMA-CA, and thus, two different tags in different clusters may transmit at the same time, but at different frequency, and hence, this protocol is called FDMA+CSMA. The starting time for the tags to transmit data is $10^{-2}$ seconds.

3) **Hybrid**: In this scenario, the tags in each cluster imply TDMA for multiaccess; however, CSMA is applied as well to allow tags that have data to transmit to utilize the time slots of the idle tags. Therefore, this protocol effectively composed of three protocols: FDMA+TDMA+CSMA.

Figs. 5–8 show traffic sent, traffic received, dropped data, and network delay for the proposed and other considered protocols using UHF. The $x$-axis represents the runtime of the simulation. For the 12-tag scenario, it can be noted that the three considered protocols can send roughly the same amount of data, but the received data for the hybrid are significantly larger, because it suffered less dropped data. For the network delay, the hybrid protocol offers the minimum, while the other two protocols perform generally the same in all aspects. For the 100-tag scenario, it can be noted that the hybrid protocol can transmit slightly higher data, but the traffic received is significantly larger because the dropped data are much less. The traffic delay of the hybrid protocol is substantially less than the other two protocols. For the 100-tag scenario, it can be noted that the data sent increase over time as the buffer fills over time. Table V shows the numerical results for all the considered metrics. From these summarized results, it can be concluded that the hybrid protocol is the most compatible with brain function as observed by the previous.
reported research. From previous studies [11], the end-to-end time for the neural signal to travel from the action potential to the arm is nearly 60–90 ms. The hybrid protocol aligns with this previous knowledge as the delay is less than the BCI capturing time range and, therefore, suitable for BCI.

UWB radio technology supports microelectromagnetic systems. Circuit fabrication [18], [43] shows that for BCI applications, in order to capture the EEG signals by electrodes from inside the brain and transmit them wirelessly by a transmitter placed on the scalp to a receiver or processor located outside the skull, a transmission frequency of 3.5 GHz is used. Based on our last study, using 3.5 GHz gives better results in terms of the received signal strength, signal-to-noise ratio, path loss, and channel capacity [10], [44]. In Opnet, we used UWB parameters to transmit the data. We have implemented the different technologies in order to place the tags. The values for each tag were changed using edit attributes so that we can send the data packets according to the desired application. Generally speaking, for the brain space, the transmission of the data performs differently with UWB and RFID. The synchronization is performed by sending out beacon signals every $2 \times 10^{-2}$ s. The first scenario analyzes transmitting the data with different frequencies at the same time. This method is similar to the frequency-division multiplexing in the CSMA-CA protocol. The frequencies used in this case are 3.5, 4, and 4.5 GHz. In this scenario, the tags begin to transmit data at $1 \times 10^{-2}$ s.

It is worth noting that the dropped data are zero for all protocols, and thus, the figure is not included. By considering

---

**TABLE V**

**UHF-RFID RESULTS USING 12 TAGS AT THE LAST SIMULATION POINT**

| Protocol     | Tx Traffic (kbps) | Rx Traffic (kbps) | Dropped (kbps) | Delay (sec.) |
|--------------|-------------------|-------------------|----------------|--------------|
| FDMA+CSMA    | 1.8               | 0.24–0.38        | 0              | 0.15         |
| FDMA+TDMA    | 1.3–1.78          | 0.24–0.38        | 0              | 0.15         |
| Hybrid       | 1.2–1.8           | 1.2–1.8          | 0              | 0            |

---

Figs. 9–11 present the network parameters for each of the three scenarios: FDMA+CSMA, FDMA+TDMA, and hybrid. As can be noted from Fig. 9, it can be noted that the buffering time is less significant as compared to the UHF as the traffic sent increase over time is very small. For traffic received, it can be noted that the hybrid and FDMA+TDMA significantly outperform the FDMA+CSMA. For the network delay depicted in Fig. 11, the delay for the 12 tags is very small and comparable for the three protocols. However, for the 100-tag case, it can be noted that the hybrid noticeably outperforms the other two protocols.
this aspect, it can be concluded that the hybrid protocol works better for UWB technology. Table VI provides a comparison of the three scenarios. It can be noted that the hybrid protocol is the most compatible with natural brain function as the delay is within this limit for several cases of interest.

While ultrasonic has been used in medicine for many decades, it has only recently taken specialized form in bioelectronics, where promising new technology is developing. Ultrasonic has a potential for widespread use due to its ability to potently deliver power [45]. The smaller size of an ultrasonic transducer is an added advantage for applications such as BCI. In Opnet, the ultrasonic technology parameters [29] were used to transmit data. The simulation is performed using the same procedure as described for the UHF and UWB. In the first scenario, the FDMA+CSMA protocol combines both FDMA and CSMA protocols. The tags transmit at different frequencies and detect the medium before transmitting data to avoid collisions. Each of the three clusters transmits at 1.85, 1.95, and 2.05 MHz, respectively [30]. The tags start transmitting data at 0 s. In this scenario, collisions are introduced early in the network; however, CSMA-CA is used to effectively avoid collisions [46].

In the second scenario, the FDMA+TDMA protocol calls for the network to include three clusters that use the same frequencies of the FDMA+CSMA and different times for transmission. For each cluster, one tag is designed to transmit any given time. In the third scenario, the hybrid protocol includes each cluster with different frequencies and times for each given cluster, similar to other two cases. However, each tag sends data only in a particular time slot. Three tags, one from each cluster, may send data in the same time slot. In order to prevent collision, the tag is forced to hold transmission for a random number of slots. Synchronization of all tags in each protocol is achieved by configuring the access point to broadcast beacon signals.

In Figs. 12 and 13, the network parameters are presented for each protocol. As can be noted from Fig. 12 for the 12-tag scenario, the hybrid protocol traffic sent/received is between 6.35 and 6.85 kb, the data dropped are approximately zero, and the network delay is about $4 \times 10^{-4}$ s. For the FDMA+TDMA protocol, traffic sent and received was between 1.4 and 1.6 kb/s, and there were no data dropped. The network delay is between $4 \times 10^{-4}$ s.
6 × 10⁻⁴ and 6.5 × 10⁻⁴ s. For the FDMA-CSMA protocol, the traffic sent was approximately 1.50 kb/s, the traffic received is about 1.45 kb/s, and the network delay is about 1.5 × 10⁻⁴ s. Consequently, the hybrid protocol performs very well for this technology as well. For the 100-tag case, it can be noted that the delay becomes more critical for the FDMA-CSMA scenario, while it remains below 10⁻³ for the hybrid MAC. Table VII summarizes the results for each protocol in terms of traffic sent, traffic received, data dropped, and delay for the ultrasonic transmission using 12 tags. From the results, it is clear that the hybrid protocol performs better in terms of delay and data transmitted/received.

V. CONCLUSION

This article presented a new MAC protocol for BCI applications. The proposed MAC is based on combining three conventional MAC protocols to improve the transmission efficiency and reduce the delay. The proposed hybrid protocol divides the sensors into clusters, where the tags in a particular cluster are assigned a specific frequency band. The tags within each cluster use TDMA; however, the time slots can be accessed by other tags to reduce the average waiting time and, thus, reduce the delay and increase the throughput. The proposed hybrid protocol was compared with two other hybrid protocols, but only using a combination of two protocols. The obtained results demonstrated that the proposed hybrid MAC has several advantages in terms of delay, throughput, and dropped data. Moreover, specifically, the delay was significantly less than the other considered protocols, which makes it attractive for time-sensitive applications such as BCI.
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