An Agent-Based Approach to Integrated Assessment Modelling of Climate Change
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Abstract: There is an ongoing discussion concerning the relationship between social welfare and climate change, and thus the required level and type of measures needed to protect the climate. Integrated assessment models (IAMs) have been extended to incorporate technological progress, heterogeneity and uncertainty, making use of a (stochastic) dynamic equilibrium approach in order to derive a solution. According to the literature, the IAM class of models does not take all the relationships among economic, social and environmental factors into account. Moreover, it does not consider these interdependencies at the micro-level, meaning that all possible consequences are not duly examined. Here, we propose an agent-based approach to analyse the relationship between economic welfare and climate protection. In particular, our aim is to examine how the decisions of individual agents, allowing for the trade-off between economic welfare and climate protection, influence the aggregated emergent economic behaviour. Using this model, we estimate a damage function, with values in the order 3% – 4% for 2 °C temperature increase and having a linear (or slightly concave) shape. We show that the heterogeneity of the agents, technological progress and the damage function may lead to lower GDP growth rates and greater temperature-related damage than what is forecast by models with solely homogeneous (representative) agents.
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Introduction and Literature Overview

1.1 The seminal paper by Nordhaus [1992] applied a general equilibrium model to analyse the trade-off between economic growth and climate change; this approach has been extended to incorporate technological progress, heterogeneity and uncertainty. However, to assess the trade-off between these two potentially conflicting objectives (economic growth and climate change prevention), a family of Integrated Assessment models (IAMs) has been proposed, such as AIM (Kainuma et al. 1999), DEMETER (Gerlagh & Van Der Zwaan 2004), DICE (Nordhaus 1992), ENTICE (Popp 2004), FUND (Toi 1997), IMAGE (Solomon 1995), MIND (Edenhofer et al. 2005), PAGE (Hope 2006), REMIND (Leimbach et al. 2010), RICE (Nordhaus & Yang 1996), and WITCH (Bosetti et al. 2006). For surveys, see Dowlatbadi [1995] on policy motivated integrated assessments of climate change, Kelly & Kolstad [1999] on methodologies applied, Stanton et al. [2009] on climate-economy models and Weyant [2017] on key challenges and areas for improvement. Moreover, Weyant [2017] defines an IAM of global climate change to be any model that encompasses the whole world and, at a minimum, includes some key elements of climate change mitigation and climate impacts systems at some level of aggregation. (p. 116)
1.2 For example, MIND\(^1\), the Model of INvestment and endogenous technological Development, makes use of a macroeconomic approach and operates on aggregated economic values; technological progress and investments are considered by funding the sectors (i) labour, (ii) fossil energy, (iii) fossil resource extraction, (iv) renewable energy, (v) research and development, and (vi) carbon capturing and sequestration technologies. MIND admits dynamic optimisation of investments after a calibration of the productivity and sensitivity parameters, supported by empirical and theoretical parameter (interval) values. Extensions of MIND are, for instance, addressing uncertainty over selected parameters by chance constraint programming [Held et al. 2009], heterogeneous regions [Leimbach et al. 2010], value of learning [Lorenz et al. 2012], and cost-risk analysis [Neuberger et al. 2014]. In the latter approach, the goal function includes a weighted sum of the welfare measure and the risk of exceeding the climate (temperature) target over the optimisation horizon. Furthermore, the trade-off parameter between social welfare and risk is calibrated within the cost-risk analysis. The IAM by Scheffran & van den Bergh (2008) considers energy production technologies causing low or high carbon emissions within an adaptive optimisation process. Such a modelling approach can provide decision support to negotiate admissible emission trajectories and to better understand the choices of climate politics, including multiple agents and their interdependencies. Within the regional DICE model [RICE, (Nordhaus & Boyer 2000)], heterogeneity of regional impacts and income inequalities are investigated by Dennig et al. (2015), presenting estimates on the per capita consumption of the poorest agents (the lowest quantile) and showing the poorest in all regions can participate in economic growth when carbon pricing is optimal in a world with inversely proportional damage. Stern (2016), however, points out that the IAM class of models does not take all the relations among economics, social and environmental factors into account and fails to consider all of the consequences (e.g. potential conflicts, migrations as a result of sea level rise) in the decision evaluation, thus underestimating the uncertainty. Agent-Based Models (ABMs), by contrast, “seek to provide more realistic representations of socio-economics by simulating the economy through the interactions of a large number of different agents, on the basis of specific rules” [Stern 2016].

1.3 Balint et al. (2017) provide a survey of agent-based literature on the economics of climate change. In particular, they identify four areas in the relevant literature: (i) coalition formation and climate negotiations, (ii) macroeconomic impacts of climate-related events, (iii) energy markets, and (iv) diffusion of climate-friendly technologies. In all of these areas, the impact of heterogeneity is one of the major research problems. For example, McGinty (2007) investigates the stability of coalitions of nations under heterogeneity. Lessmann et al. (2015) find that the heterogeneity of regions improves incentives to participate in climate agreements. Dosi et al. (2010) investigate the impact of public policies on heterogeneous companies. In the family of LAGOM models (Haas & Jaeger 2005), heterogeneous households and producers facing climate-related risk are considered. Weber et al. (2005) develops a Multi-Actor Dynamic Integrated Assessment Model (MADIAM) which couples a climate change model (nonlinear impulse response model of a climate sub-system — NCCS) to an economic growth model (multi-actor dynamic economic model — MADEM). The adoption paths of climate-friendly technologies and the impact of heterogeneity in individual behaviours and preferences are studied in Windrum et al. (2009). In this context, Vona & Patriarca (2011) show that agent heterogeneity can hinder the diffusion of energy efficient technologies. The problem of the impact of heterogeneity on the diffusion of new technologies is also considered by Janssen & Jager (2002), Schwoon (2006), and Tran et al. (2013).

1.4 An agent-based approach provides the framework to consider the interplay of economic and climate-related problems. In this spirit, Lamperti et al. (2018) extend an agent-based macroeconomic model to include the climate-related aspects of economic growth at the global level and so provides the first agent-based integrated assessment model. The authors find that “climate damages from uncontrolled emissions are substantial and much more severe than predicted by many cost-benefit driven integrated assessment models” [Lamperti et al. 2018], page 329. The modelling approach presented in this paper differs from theirs with respect to the specific agent types’ characteristic and behaviour. In general, the model presented in Lamperti et al. (2018) focuses on technological growth and the financial sector, whereas our model is focused on the power generation and fuel extraction sectors. Our model is also limited to the real economy. Moreover, our model is calibrated based on real-world data and takes into account regional differences by considering ten different regions. Safarzyńska & van den Bergh (2017) analyse the interactions between technological, financial and energy systems. They consider heterogeneous agents: consumers, producers, power plants and banks. Ponta et al. (2018) investigate energy system transitions in the context of sustainable growth paths by using an extended version of the Eurace model. Geisendorf & Klippert (2017) investigates the effects of green investments within an agent-based climate-economy model and finds that IAMs cannot deal with the changing preferences or decision heuristics of the relevant agents.

1.5 The economic impact of climate change is estimated using damage functions. These damage functions relate climatological quantities, such as temperature, sea level height and \(CO_2\) concentration, to economic damages in monetary terms [Diaz & Moore 2017]. These damage functions are therefore a crucial component of IAMs.
Covington & Thamotheram (2015) compares three widely used damage functions from Nordhaus (2013), Weitzman (2012), and Dietz & Stern (2015). As Figure 1 of Covington & Thamotheram (2015) demonstrates, the damage function produces a similar level of damage up to a 2 degree warming above pre-industrial levels but differs widely for greater warming. An extensive discussion of damage functions is provided by National Academies of Sciences, Engineering and Medicine (2017). In our model we consider three types of damage. Damage to the agricultural sector, a decrease in labour productivity (Burke et al. 2015), and damage related to natural hazards related (see Coronese et al. (2019); Franzke (2017); Franzke & Czupryna (2019), for a more detailed discussion of this type of economic damage). The main contribution of this paper is to provide a bottom-up estimation of the shape of the relevant damage functions. The intermediate results are the GDP growth forecasts, with particular focus on energy sector development, for different scenarios with respect to the quantity of remaining fuel reserves and the dynamics of growth rates in renewable energy resources (primarily solar and wind). We also show that heterogeneity may play a significant role in such scenarios.

In the section entitled Model Overview, we introduce and provide the general description of the model. Implementation details are provided in the Model Details section. The simulation results, with an accompanying econometric analysis, are provided in the Results section. The findings and implications of our paper are summarised in the Conclusions section. The calibration methodology and the macroeconomic data used for the calibration are discussed in the dedicated Appendix.

Model Overview

2.1 With our model, we would like to address the following two research questions. Firstly: what is the relation between climate change, as measured by CO₂ concentrations, and different economic growth scenarios? Secondly, what is the difference in the observed economic growth when we consider heterogeneous agents instead of homogeneous agents. Similarly, what is the difference when we consider the heterogeneous impact of damage upon agents, instead of the homogeneous impact? To answer these research questions, we construct an agent-based model (ABM) that focuses on the energy sectors and relevant climate facts in a detailed way, while combining it with consumer and capital goods, labour and capital markets modelled in a basic way. Fagiolo et al. (2007) lists four main characteristics of ABM models: a bottom-up perspective, heterogeneity, bounded rationality, and networked direct interactions. In our model, we first focus on autonomous decisions made by agents in the form of private households and companies, expressed in terms of planned activities relating to consumption and production respectively. Secondly, we consider different regions with a fixed number of agents in each region, but whose quantity may differ between regions. The agents cannot change their assigned region. In the first analysis which we present, all of the agents in a given region are homogeneous at the simulation start, but agents across two different regions may differ from each other. Additionally, agents in the same region may become different from each other (i.e. heterogeneous) in subsequent rounds of the simulation. In the additional sensitivity analysis we also consider simulations with heterogeneous agents in the same region, right from the beginning of the simulation. Thirdly, all of the agents use simple heuristics for complex decisions having high levels of uncertainty, such as households planning the budget or companies deciding upon production levels. Finally, for consumer goods and capital goods, we consider local markets with customers directly linked to a subgroup of producers.

General framework

2.2 We consider the following agent types in our model, see Figure[1]

- Citizens (private households)
- Energy sector companies
- Consumer goods companies
- Capital goods companies.

2.3 Consumer goods companies are further divided with respect to the goods produced within the following sectors: agriculture, textiles, chemicals, other manufacturing, transport and other services. We model the capital goods sector in a simplified manner as only one homogeneous capital good is considered in the model. The energy sector is subdivided into fuel extraction companies (with coal, gas and crude oil considered separately)
and the electricity sector (power plants). As climate change influences different industry sectors in different ways (e.g. agriculture is the most sensitive sector to climate change) such subdivision enables us to consider the climate change effect for each sector individually.

![Figure 1: Model overview - markets](image)

**Agents**

2.4 Generally, we assume that agents optimise their behaviour when faced with relatively straightforward problems (the result depends mostly on the agent). However, when faced with more complex problems they use simple heuristics for the decision rules. A complex problem is taken to be a problem wherein the result depends on interactions with other agents or where a high degree of uncertainty prevails. Moreover, we assume that agents’ behaviour is subdivided into three phases. In the first phase, the agents update their state variables with the results of the market interactions with other agents. In the second phase, agents make forecasts of relevant market parameters, such as prices of goods, and plan their market behaviour accordingly. In the third and final phase, agents visit the relevant markets in the following order: capital, labour, fuel, electricity, capital goods and consumer goods, in order to buy or sell goods traded in these markets.

2.5 Agents use their next period (year) forecast of the gross domestic product (further abbreviated as GDP) growth rate to update their plans. Such forecasts are constructed under the assumption that real GDP growth rates can be described by the mean reverting process (Equation 1). This equation represents a discrete version of the Vasicek model, (Vasicek 1977) additionally limited from below by the minimum GDP growth rate.

\[ f_{gdp} = \max(\mu_{gdp} + \alpha_{gdp} (c_{gdp} - \mu_{gdp}) + \sigma_{gdp} \times \epsilon, \min_{gdp}) \]  

where \( f_{gdp} \) denote the forecast, \( c_{gdp} \) current, \( \mu_{gdp} \) mean, and \( \min_{gdp} \) minimum GDP growth rates. \( \alpha_{gdp} \) and \( \sigma_{gdp} \) are parameters and \( \epsilon \) a random variable with standard normal distribution. A forecast for the second consecutive year is obtained by applying Equation 1 to \( f_{gdp} \) in an iterative way. The meaning of the expectations in the decision making process is discussed in the economic literature, see e.g. [Lucas & Sargent 1981]. The current prices are used as forecasts for future prices for all of the goods traded, apart from electricity. The exponential weighted moving average is used to make future electricity price forecasts, with weight \( w_{ep} \) as a parameter. The reason for this special treatment is due to electricity prices being the most volatile component in our model (which results from, among other things, a different way of electricity market modelling). Using the weighted average instead of the current price for the electricity price forecast over the next period reduces the excessive impact of temporary price fluctuations on the forecasted value, while still admitting the possibility of a demand
response to price changes. The agents we consider in our model are described in the following paragraphs in a more detailed way. Furthermore, we use a capital goods price index to calculate real GDP growth rates from the nominal values. We implicitly assume that no inflation — increase of capital goods prices — occurs.

2.6 We now briefly describe the agents used in the simulation, more details of which are provided in the next section.

Citizens

2.7 We first assume that private household preferences are represented by a Stone-Geary utility function with consumer goods. The goal of citizens is to maximise their preferences, taking into account budgetary constraints. The budget available for consumption results firstly from a citizen’s income — labour wages and capital dividends — and secondly from his or her propensity to consume. The latter specifies how the total budget is divided between consumption and the purchase of new investments. The consumption budget is further divided according to the planned consumption of goods of different types, depending on agents’ preferences and the forecasted prices.

Energy sector companies – fuel extraction companies

2.8 We first assume that there is only one extraction company per geographical region and fuel type. We also assume that the marginal fuel extraction costs (and consequently the fuel prices also) depend on the cumulative extraction. This relation may be expressed as a Rogner curve. The fuel extraction depends on the marginal cost of extraction and the physical capital available for a company. Due to the long investment period in this particular sector, we assumed that the fuel extraction company plans the necessary capital investments one period ahead. The company wants to increase the amount of physical capital available if the actual demand is higher than what was initially planned and decrease otherwise. Each company also has a production reserve.

Energy sector companies – power plants

2.9 We consider the following power plant (electricity producer) types: coal, gas, oil, nuclear, hydro, wind, and solar. Each power plant is characterised by total capacity, a lifetime that depends on power plant type, a capacity factor which gives the average percent of time a given power plant is available, operations and management cost factor (refers to the total electricity produced before transmission losses and depends on the power plant type), electricity transmission loss factor and a conversion efficiency — the percentage of primary energy in fuel converted to electricity. Solar and wind power plants are additionally characterised by the storage capacity. A lifetime parameter is used for explicit modelling of the ageing of the installed capacities. The power plants adjust their capacities based on electricity demand and forecast GDP growth rates. We take the stochastic character of electricity production (especially prominent in the case of renewable energy power plants) by using the parameterised Beta distribution.

Consumer goods companies

2.10 The technology of a consumer goods company is represented by a constant elasticity of substitution (CES) production function. The company uses capital, labour and energy as production factors. The goal of the company is to maximise its profit, calculated as the difference between revenue and the variable production costs (labour and energy costs). In the next simulation period, the planned production quantity and prices are set using simple heuristics. The company adapts to changing demand and production costs. The necessary quantities of production factors are optimised so as to minimise the production cost yet still produce the planned production quantity. Profits are paid out in the form of a dividend to the owners (analogously, loss is covered by the owners) in return for the invested capital, which is primarily used for the purchase of the physical capital necessary for sustaining production.

Markets

2.11 We also consider the following markets:

• Capital markets
Labour markets

Fuel markets

Electricity markets

Capital goods markets

Consumer goods markets

Capital markets

2.12 The capital market is demand driven. There is a separate market for each region. Private households invest in companies providing them with new capital. If the value of the new capital is higher than the capital goods demand (planned new investment and replacement investment), the surplus is redistributed among the owners. Otherwise, the planned capital goods demand is proportionally lowered. Although there is no debt market in our model, we allow for a negative cash reserve in the case of companies (similar to the case of private households).

Labour markets

2.13 The labour market is also modelled in a simplified way. Private households looking for employment are randomly matched with companies looking for employees. Companies fire employees if the planned labour requirements exceed the current labour force by more than one. We consider separate labour markets for different regions.

Fuel markets

2.14 Fuel markets are modelled as centrally cleared markets, individually for each type of fuel considered in the model: coal, crude oil and gas. The fuel extraction companies offer the fuel at their marginal extraction cost with regular and maximal quantities (the difference is the production reserve)\(^2\). The fuel consuming agents (citizens, consumption and capital goods companies, power plants) bid the quantities and accept the market price (we assume that the demand for fuel is inelastic in the short term). The price results from the intersection of the supply curve and the vertical demand curve. The vertical shape of a demand curve represents the fact that the demand is inelastic in the short term.

Electricity markets

2.15 Electricity markets function in a similar way to the fuel markets but only on a regional level, rather than the global level that applies to fuel markets. Moreover, we consider a certain number of different electricity market clearing periods in a single simulation step. In this manner, we take into account the randomness in power generation, as power output from wind and solar plants may be different in each clearing period. To model the periodicity of electricity demand. We have introduced alternately changing periods of high and low electricity demand (we model the day and night demand regimes with peaks during daytime and lows at nighttime). We do not model seasonality of demand for reasons of simplicity.

Capital goods markets

2.16 The capital goods market is a global market but with local interactions. The demand side of the market consists of fuel extraction, electricity generation, capital goods companies and consumer goods companies. The demand for capital goods for a company equals the planned capital increase. The supply side consists of capital goods companies. The market is modelled in a simplified way, namely, we allow for capital goods companies to first produce the necessary capital increase for their own use. Furthermore, this portion of capital is available from the beginning of the simulation step. To model the local market – market fragmentation – we implement an adaptive approach with local interactions [Assenza et al., 2015]. Each customer is connected to a certain number of producers (companies). A customer first buys from the connected producer that offers the lowest price. When the total demand exceeds the total supply of a company, the demand is only partly satisfied (in the same
proportion for each customer). A customer with unsatisfied demand turns to the next connected company with the second lowest price, and so on.

**Consumer goods markets**

2.17 The consumer goods markets are modelled in an analogous way to capital goods markets. We have global markets for all sectors other than transportation and ‘other services’, which we consider as regional markets. The demand side of the market consists of citizens.

**Damages**

2.18 We consider the following types of damage related to global temperature increases: diminished productivity in an agricultural sector, diminished labour supply and efficiency, and natural disasters.

**Time and space**

2.19 We consider 100 discrete simulation steps, with each step representing one year. Moreover, we consider 10 geographical regions: Africa, Japan, China, India, Rest of Asia (including Australia and New Zealand), Europe, North America, Central and South America, Commonwealth of Independent States (CIS) and the Middle East. We have used the division of the World Trade Organisation, though China, India and Japan are treated separately to enable comparability with the following models: RICE [Nordhaus & Boyer 2000] and REMIND [Leimbach et al. 2010]. Each agent is assigned to only one of the regions considered in the model, so geographical factors are only implicitly, and in a simplified way, considered in our model.

**Model Details**

3.1 Model implementation details are provided in this section. We assume that the simulation step $t$ is completed (agents planned their actions and visited all relevant markets where they interacted) and we discuss the next simulation step $t+1$.

**Citizens (private households)**

3.2 In each step, a citizen first updates their state with the consequences of their market interactions with other agents (in the simulation step $t$). Then they plan their actions in the next period (in simulation step $t+1$). In particular, the agent collects a dividend, which is calculated as the sum of companies’ financial results in the simulation period $t$ multiplied by the share of capital the agent holds in these companies, see Equation (2) where $h^t_j$ is the capital share in a company $j$ and $\pi^t_j$ its profit in period $t$.

$$\pi^t = \sum_{j=1}^{J} h^t_j \pi^t_j$$

3.3 Moreover, an agent similarly calculates the total expenditure for consumer goods as a sum of quantities of goods purchased and eventually consumed in the period $t$ multiplied by their purchase prices, see Equation (3) where $x^t_i$ is a quantity of good $i$ consumed in period $t$, and $p^t_i$ its price.

$$c^t = \sum_{i=1}^{n} x^t_i p^t_i$$

3.4 Then the savings from the previous period $s^t_{t-1}$ are updated with the dividends and wages received, and the money spent on consumption in the simulation period $t$, see Equation (4) where $w^t$ is the wage earned over a period $t$:

$$s^t = s^t_{t-1} + w^t + \pi^t - c^t$$
3.5 In the planning phase, the agent first plans the prices. This is done in a simplified way by setting the planned price for the period \( t + 1 \) equal to the actual price observed in a period \( t \), namely setting \( \tilde{p}_{el}^{t+1} = p_{el}^{t} \) for all goods other than electricity. In the case of electricity, the planned price is calculated as an exponentially weighted moving average, with a parameterized weight \( w_{el} \).

\[
\tilde{p}_{el}^{t+1} = w_{el} p_{el}^{t} + (1 - w_{el}) \tilde{p}_{el}^{t}
\] (5)

3.6 The agent then plans a total income during the period \( t + 1 \). Forecasts of both wage income and dividend payments are based on the current period values, increased in line with the forecasted GDP growth rate. Planned dividend income is calculated according to Equation 6.

\[
\tilde{\pi}^{t+1} = \pi^{t} \times (1 + f_{gdp})
\] (6)

3.7 Additionally, the next period wage forecast also takes the regional unemployment rate into consideration. Namely, we assume that an unemployment rate value higher than \( s_{unemp} \), which is a simulation parameter, reduces the next period wage forecast to the value of the current period. For an unemployment rate equal to 0%, the next period wage forecast is calculated similarly to that of dividend income (planned wage growth rate is equal to planned GDP growth rate). For intermediate values of the unemployment rate between 0% and \( s_{unemp} \), the planned wage growth rate is proportionally (linearly) decreased. Here we capture the stylized fact that the oversupply of the labour force reduces the increase in the price of labour (wage). We also assume that citizens always plan for a non-negative GDP growth rate in the subsequent period.

\[
\tilde{w}^{t+1} = w^{t} \times (1 + f_{unemp} \times f_{gdp})
\] (7)

3.8 Eventually, the wage value will be increased using the nominal GDP growth rate \( r_{gdp} \) in the simulation period \( t + 1 \). As this variable can take on negative values (actual growth can be negative), some modifications are necessary. In particular, the factor \( f_{unemp} \) is modified for actual negative GDP growth rates in such a way that an unemployment rate higher than \( s_{unemp} \), which is a simulation parameter, leads to no changes in the current wage and for intermediate (between 0% and \( s_{unemp} \)) values of the unemployment rate, the current wage reduction is determined by linear interpolation.

3.9 The agent also calculates planned total minimum consumption expenditure, see Equation 8.

\[
\tilde{c}_{min}^{t+1} = \sum_{i=1}^{n} x_{i}^{t+1} \tilde{p}_{i}^{t+1}
\] (8)

3.10 Accordingly, the total minimum income available (such an income that enables just a minimum consumption for a given propensity to consume value, modelled using a propensity to consume parameter \( \alpha \)) is planned, see Equation 9.

\[
\tilde{\gamma}_{min}^{t+1} = (\tilde{c}_{min}^{t+1})^{1/\alpha}
\] (9)

3.11 A household \( l \) plans total available income \( \tilde{\gamma}^{t+1} \) as the sum of planned wage income and planned dividend payments, see Equation 10.

\[
\tilde{\gamma}^{t+1} = max(\tilde{w}^{t+1} + \tilde{\pi}^{t+1}, \tilde{\gamma}_{min}^{t+1})
\] (10)

3.12 Then a citizen \( l \) decides on the next period’s planned total consumption level, depending on the propensity to consume \( \alpha \in [0, 1] \), in two steps, see Equation 11 and 12. In the first step, planned consumption for period \( t + 1 \) is calculated as a certain proportion of the planned income for period \( t + 1 \).

\[
\tilde{c}_{0}^{t+1} = (\tilde{\gamma}^{t+1})^{\alpha}
\] (11)

3.13 In the second step, the overall consumption level is corrected by the savings component (cash at hand) by adding:

\[
\tilde{c}^{t+1} = max(\tilde{c}_{0}^{t+1} + \alpha_{savings} \times (s^{t} - s^{0}), \tilde{c}_{min}^{t+1})
\] (12)

3.14 Equation 12 represents the behaviour of households that plan to spend part of their accumulated cash by gradually increasing their planned consumption level or, conversely, plan to increase cash holdings (in the case where it is decreased) by gradually reducing planned consumption. We use a parameter \( \alpha_{savings} \) to model this.
behaviour. Note that usage of the terms 'savings' and 'investments' deviate from the standard economic approach: private households use savings to transfer money to the next time period, without any kind of interest accruing. The investments by private households to companies generate a dividend payment in the future. The difference between planned income and planned consumption gives the values of planned total investments, see Equation \[13\]

\[\sigma^{t+1} = \gamma^{t+1} - \varepsilon^{t+1}\]  

3.15 In the next step, total planned consumption is decomposed into different types of goods. As noted in the introduction, we model seven consumer goods sectors, such that \(n = 7\). For this purpose we assume that private household preferences are represented by a Stone-Geary utility function \(U_i(x_1, \ldots, x_n) = \prod_{i=1}^{n} (x_i - x_i^{min})^{\alpha_i}\) with \(n\) consumer goods:

\[U_i(x_1, \ldots, x_n) = \prod_{i=1}^{n} (x_i - x_i^{min})^{\alpha_i}\]  

with a preference weighting: \(\sum \alpha_i = 1\), \(\alpha_i \geq 0\) and budget constraint \(\varepsilon^{t+1} = \sum x_i p_i^{t+1}\), with \(x_i\) representing consumption of an unknown good \(i\), \(p_i^{t+1}\) its anticipated price in the following period (which is equal to the actual price observed in the last period) and \(x_i^{min}\) representing the minimum required consumption level. It is assumed that \(x_i \geq x_i^{min}\). The consumption optimisation problem \([14]\), which leads to the planned consumption for the next period, has the following solution, \(\text{Stone}[1954]\):

\[x_k^{t+1} = x_k^{min} + \alpha_k / p_k^{t+1} \times (\varepsilon^{t+1} - \sum x_i^{min} p_i^{t+1}), \forall k \in \{1, \ldots, n\}\]  

3.16 Hence, given that all basic needs \(x_k^{min}\) are fulfilled, the remaining amount for consumption, \(\varepsilon^{t+1} - \sum x_i^{min} p_i^{t+1}\), is spent according to the ratio of the preference weighting \(\alpha_k\) and the planned price \(p_k^{t+1}\).

3.17 The planned total energy consumption \(\varepsilon^{t+1} = x_e\) is first decomposed into electricity and energy from fuels, and then the energy obtained directly from fuels is further decomposed into energy from coal (solid fuel), gas (gaseous fuel) and crude oil (liquid fuel), using the nested Constant Elasticity of Substitution (CES) functions (we further skip indexation by period \(t + 1\) for the sake of clarity):

\[x_e = ((\eta_{el} x_{el})^{\rho_e} + (\eta_{el} x_{el})^{\rho_f})^{1/\rho_e}\]  

and respectively

\[x_f = ((\eta_{coal} x_{coal})^{\rho_f} + (\eta_{gas} x_{gas})^{\rho_f} + (\eta_{oil} x_{oil})^{\rho_f})^{1/\rho_f}\]  

where parameters \(\eta_{el}\) (\(\eta_f\)) represent the relative energy efficiency of electric (or fuel driven) motors, \(x_{el}\) (\(x_f\)) electric (fuel) energy consumption and \(\rho\) the substitution coefficient between electricity and fuel in Equation \([15]\). The variable \(x_e\) represents overall energy consumption. Similarly, \(x_{coal}\), \(x_{gas}\) and \(x_{oil}\) stand for consumption of coal, natural gas and crude oil (and its byproducts) and \(\rho_f\) is the substitution coefficient between the different fuels in Equation \([17]\). We implemented the energy choices of private households in a hierarchical way. First, a household decides on its overall energy consumption. Then it finds the optimal mix between electricity energy and total energy from fuels. In the final step, the household determines the optimal mix of different fuels (coal, gas, and oil). The rationale behind this nested function is that different types of energy (electric, coal, gas, and oil) are partial substitutes (although they cannot be easily substituted over the short term, long term substitution is indeed possible, e.g. electric cars). However, it may be easier to substitute the energy obtained from the combustion of one type of fuel by that obtained from combustion of another type, in comparison with substituting it with electric power. It is worth mentioning that renewable energy is primarily delivered as electricity (it could be converted to fuels but this would require additional energy usage) and technological progress will increase the substitution potential of different energy types (e.g. hybrid, electric, hydrogen cars). Hence, we applied the CES function for modelling the energy mix. A similar nested function is used in the REMIND model \(\text{Leimbach et al.}[2010]\). Equations \([16]\) and \([17]\) can be solved analytically as the solution of constrained cost minimisation problems. Households minimise energy expenditures, provided that the total delivered energy (in different forms) is constant. This leads to a solution for the desired electricity energy:

\[x_{el} = x_e \times \left( \frac{p_{el}}{\eta_{el}} \right)^{\frac{1}{\rho_e}} \times \left( \frac{x_e}{\eta_{el}} + \left( \frac{p_f}{\eta_f} \right)^{\frac{1}{\rho_f}} \right)^{\frac{1}{\rho_e}}\]  

\[\text{JASSS, 23(3) 7, 2020} \quad \text{http://jasss.soc.surrey.ac.uk/23/3/7.html} \quad \text{Doi: 10.18564/jasss.4325} \]
where \( p_{el} \) and \( p_f \) stands for the electricity price and the average fuel price. The demand for total and fuel-specific (coal, gas, and oil) energy can be derived in a similar way. The planned electricity consumption \( x_{el} \) is proportionally divided further into \( N_c \) periods, half of which are base load periods and the remaining half peak load periods.

3.18 Capital decisions are modelled in the following simplified way. The planned capital investments \( \tilde{\vartheta}^{t+1} \) are divided by a citizen into separate companies \( j \) based on the current portfolio of shares in different companies and the values of the companies’ planned capital increase, according to Equation

\[
\tilde{\vartheta}_j^{t+1} = \frac{h_j^t \tilde{\Delta}k_j^{t+1}}{\sum_{i=1}^{\tilde{\vartheta}^{t+1}}} \times \tilde{\vartheta}^{t+1}
\]

(19)

3.19 \( \tilde{\vartheta}_j^{t+1} \) stands for the total value of new capital that is planned for investment in company \( j \) in the next period \( t + 1 \) by a private household. \( h_j^t \) is the current share of the total capital invested in company \( j \) that is owned by a particular citizen. In general, a company may be owned by many citizens, \( \tilde{\Delta}k_j^{t+1} \) is the total (physical) capital increase planned by company \( j \) in the period \( t = 1 \). Its value is calculated by multiplying with \( \tilde{p}_{pg}^t \), which is the average price of the capital goods in period \( t \) in the simulation. The symbol \( \tilde{\vartheta}^{t+1} \) denotes total planned investments in the period \( t + 1 \). This mechanism represents a simplification and captures the fact that the planned investments in company \( j \) is proportional to the company’s capital requirements and the value of current capital already invested in the company (ownership ‘bias’).

### Consumer goods company

3.20 In each step, a consumer goods company first updates its state with the consequences of the market interactions with other agents (in the already completed simulation step \( t \)). Then it plans its actions for the next period (in simulation step \( t+1 \) which just began, all agents first plan their actions). Firstly, the financial result based on cash flow is calculated by deducting variable production costs from revenues, as shown in Equation 20 where \( d^t \) is the total demand in period \( t \), \( y^t \) is the total production in the same period, \( st^{t-1} \) represents stocks at the end of the given period \( t - 1 \), \( p^t \) is the unit price, \( \bar{w} \) the average wage offered, \( l^t \) the number of employees, \( e^t \) the total energy used in period \( t \) and \( p_c^t \) the mean price of this energy.

\[
\pi_0^t = p^t \text{min} (d^t, y^t - (st^t - st^{t-1})) - \bar{w}t^t - p_c^t e^t
\]

(20)

3.21 Moreover, the cash surplus is calculated as the difference between money for investments collected from citizens in period \( t \) and the value of the actual investments – the difference between capital value after depreciation at the end of period \( t - 1 \) and the capital value before depreciation at the end of period \( t - 1 \) in this period \( \Delta k^t = kv^t - kv^{t-1}^t \), as shown in Equation 21 where \( \tilde{\vartheta}_j^{t} \) is the money planned for investment in company \( j \) by citizen \( i \) in period \( t \).

\[
\pi_1^t = \sum_{i=1}^{\tilde{\vartheta}_j^{t}} \tilde{\vartheta}_j^{t} - \Delta k^t
\]

(21)

3.22 The total dividend to be distributed among owners in period \( t \) is calculated as the sum of \( \pi^t = \pi_0^t + \pi_1^t \).

3.23 A company also calculates the average production cost as Equation 22

\[
\bar{c}_p^t = \frac{\bar{w}t^t + p_c^t e^t}{y^t}
\]

(22)

3.24 Depending on the relation of the current price \( p^t \) to the average market price \( \bar{p}^t \) and of demand \( d^t \) to production \( y^t \) and the average production cost \( \bar{c}_p^t \), the planned price and production in the next period \( t + 1 \) are adjusted in the following way, see Assenza et al., 2019:

- if \( p^t \leq \bar{p}^t \) and \( d^t < y^t \) then production is decreased
- if \( p^t \leq \bar{p}^t \) and \( d^t \geq y^t \) then price is increased
- if \( p^t > \bar{p}^t \) and \( d^t < y^t \) then price is decreased
- if \( p^t > \bar{p}^t \) and \( d^t \geq y^t \) then production is increased
As an example, the necessary adjustments are shown in Equation \(23\) for the first case and Equation \(24\) for the second case, where \(\nu\) is a uniformly distributed random variable. \(f_{\text{price}}\) and \(f_{\text{prod}}\) are the simulation parameters. Additionally, \(f_{\text{price}}\) limits the maximum price increase. This additional restriction limits excessive price fluctuations resulting from changes in the prices of production prices (it expresses a certain level of conservatism in the price-setting mechanism by companies).

\[
\begin{align*}
\hat{p}^{t+1} &= \min(\max(p^t, \tilde{c}^t), p^t (1 + f_{\text{price}})) \\
\tilde{y}^{t+1} &= y^t (1 + f_{\text{gdp}}) (1 + f_{\text{prod}}) \\
\hat{y}^{t+1} &= \frac{\tilde{y}^{t+1}}{f_{\text{prod}}} \\
\end{align*}
\tag{23}
\]

\[
\begin{align*}
\hat{p}^{t+1} &= \min(\max(p^t (1 + f_{\text{price}}), \tilde{c}^t), p^t (1 + f_{\text{price}})) \\
\tilde{y}^{t+1} &= y^t (1 + f_{\text{gdp}}) \\
\end{align*}
\tag{24}
\]

Other prices are planned similarly to the case of households, see Equations \(7\) and \(5\). The cost of capital is set to the value of the depreciation rate \(f_{\text{depr}}\). At the end of each period, capital is depreciated according to the formula in Equation \(25\).

\[
k_d^t = k_i^t \times (1 - f_{\text{depr}}) 
\tag{25}
\]

The production function is a CES function with the following production factors: capital \(k\), labour \(l\) and energy, denoted by symbol \(e\):

\[
y_j = ((\eta_k k)^{\rho_y} + (\eta_l l)^{\rho_y} + (\eta_e e)^{\rho_y})^{1/\rho_y} 
\tag{26}
\]

The company minimises its production cost given the planned production in the next period \(\hat{p}^{t+1}\) and the assumed values of the CES production function. The quantities of the necessary production factors – capital, labour and energy – are shown in Equation \(27\).

\[
d = \left( \frac{f_{\text{depr}}}{\eta_k} \right)^{\rho_y} + \left( \frac{\tilde{c}^{t+1}}{\eta_l} \right)^{\rho_y} + \left( \frac{\tilde{y}^{t+1}}{\eta_e} \right)^{\rho_y}
\]

\[
\begin{align*}
k_d^{t+1} &= \frac{\tilde{y}^{t+1}}{\eta_k} \times \frac{f_{\text{depr}}}{\eta_k} \left( \frac{d}{\rho_y} \right)^{\rho_y} \\
l^{t+1} &= \frac{\tilde{y}^{t+1}}{\eta_l} \times \frac{\tilde{c}^{t+1}}{\eta_l} \left( \frac{d}{\rho_y} \right)^{\rho_y} \\
\tilde{c}^{t+1} &= \frac{\tilde{y}^{t+1}}{\eta_e} \times \frac{\tilde{c}^{t+1}}{\eta_e} \left( \frac{d}{\rho_y} \right)^{\rho_y}
\end{align*}
\tag{27}
\]

Energy demand for electricity and energy from fossil fuels (coal, gas and oil) is modelled by the nested CES function in a similar way to that of private households. The company minimises its production and energy cost, providing the required level of planned production.

A consumer goods company goes bankrupt if it is not able to continue production. This may result from lack of demand or lack of necessary production factors. In this case, the owners cover possible losses.

**Capital goods company**

Capital goods companies are subject to similar mechanisms as consumer goods companies. The major difference is that the company may produce the physical capital (production factor) for its own use.

**Fuel extraction company**

The fuel extraction company in our model is fundamentally subject to similar mechanisms as the consumer goods company. Therefore, we will limit the description here to the specific differences relative to consumer goods companies. Since the fuel extraction sector is generally considered to be strategic by governments, and it is typically either heavily regulated or state-owned, we model the fuel extraction company in a simplified way. First, we assume that there is only one extraction company per geographical region and fuel type. Second, we
assume that the marginal fuel extraction costs (and thus the fuel price also) depend on the cumulative extraction. This relation may be expressed as a Rogner curve (Nordhaus & Boyer 2000). We model extraction company production using the calibrated Rogner curve, as done in the MIND model (Edenhofer et al. 2005). To be more precise, the marginal fuel extraction costs are given by Equation (28) where $\chi_1$, $\chi_2$, $\chi_3$ and $\chi_4$ are the parameters of the calibrated Rogner curve. The parameters $\chi_1$ and $\chi_3$ both have a straightforward economic interpretation. Namely, $\chi_1$ is the initial (at the beginning of the simulation) price of the fuel and $\chi_3$ equals the total regional fuel reserves remaining. $Y$ is the accumulated fuel resource extraction since the simulation began.

$$c_m = \chi_1 + \chi_2 \left( \frac{Y}{\chi_3} \right)^{\chi_4}$$  (28)

### 3.33
Third, we assume that the fuel extraction company holds more capital than required to extract the planned amount of fuel, and maintains production reserves. For example, similar behaviour can be observed for OPEC countries, where production potential is higher than current production.

### 3.34
The financial result – based on cash flow – is calculated as shown in Equation (29) where $d^t_t$ represents total demand in period $t$, $y^t$ is total production in the same period, $st^{t-1}$ represents the stocks available at the end of the given period $t-1$, $p^t$ is the unit price, $\bar{w}^t$ the average wage offered, $l^t$ denotes number of employees, and $\text{sub}^t$ is the sum of the subsidy granted to the local power plant fired with this particular type of fuel.

$$\pi^t_{0} = p^t \min \left( d^t_t, y^t - (st^t_t - st^{t-1}_t) \right) - \bar{w}^t l^t - \text{sub}^t$$  (29)

### 3.35
In the Middle East and Asia regions the observed electricity prices are at such a low level that they do not even cover the costs of fossil fuels used for their production. Local power plants can buy the fuels (gas and crude oil) below the world market price. We model this observation by moving part of the earnings from fuel extraction companies to the regional electricity companies in the form of subsidies.

### 3.36
Due to the long investment period applicable to this particular sector, we assumed that the fuel extraction company plans the necessary capital allocation one period ahead depending on actual demand in period $t$, denoted $\bar{d}^t_t$, initially planned demand for period $t$, denoted $\hat{d}^t_t$, and a forecast GDP growth rate for the second consecutive period, denoted $f^t_{\text{gdp}}$. Additionally, $\nu$ is a uniformly distributed random variable and $f_{\text{prod}}$ is the simulation parameter. The company wants to increase the amount of physical capital available if the actual demand is higher than what was initially planned or decrease it otherwise. The prolonged investment period enables the fuel markets to clear before capital goods markets during the simulation.

$$d^t_t < \hat{d}^t_t : \tilde{k}^{t+1} = k^t + f^t_{\text{gdp}}(1 - \nu f_{\text{prod}})$$

$$d^t_t = \hat{d}^t_t : \tilde{k}^{t+1} = k^t + f^t_{\text{gdp}}$$

$$d^t_t > \hat{d}^t_t : \tilde{k}^{t+1} = k^t + f^t_{\text{gdp}}(1 + \nu f_{\text{prod}})$$  (30)

### 3.37
Then the production supply and demand prices for period $t + 1$ are planned in five steps.

1. The current value of the marginal extraction cost $c^*_m$ is calculated according to Equation (28). Second, the planned production for period $t+1$ is calculated as given in Equation (31).

$$\tilde{p}^{t+1}_j = \frac{\chi_1}{c^*_m} \times k^t \times kp \times (1 - rr)$$  (31)

   where $k^t$ is the amount of production capital available in the period $t + 1$ (planned and subsequently acquired in the previous period $t$), $kp$ is the capital productivity (scaling factor) and $rr$ the reserve rate. The reserve rate $rr$ expresses the production potential, which is a buffer and enables additional fuel extraction to occur. The value of the parameter $kp$ is constant during the simulation and is calculated using the initial production and capital values.

2. We initially considered the individual and independent fuel extraction for each region. However different regional values for the ratio: total accumulated fuel extraction to initial (at simulation start) total fuel reserves remaining (fuel reserve depletion rates) observed in the different regions led to different planned prices between regions. Generally, we can expect that more easily accessible fuel deposits will be extracted first. As the fuel markets are global, we can also expect that fuel extraction will have an additional tendency to move from regions with higher depletion rates to those with lower depletion rates. We model this observation by additionally multiplying planned production by the factor defined by Equation (32) where $j$ denotes a region, $J$ is the number of fuel extraction companies, $y_j$ denotes for planned fuel
extraction, $Y_{i,j}^t/\chi_{i,j}$ is the regional exhaustion rate and $\text{con}_{\text{fuel}}$ the extraction convergence factor, which is used as a simulation parameter. At the end of the process, the planned production values are proportionally adjusted so that global planned production, before and after scaling with the factor defined in Formula\textsuperscript{32} remains the same.

$$1 + \left( \sum_{j=1}^{J} \tilde{y}_{j}^{t+1} \times \frac{Y_{j}^{t}}{\chi_{i,j}} - \frac{Y_{j}^{t}}{\chi_{i,j}} \right) \times \text{con}_{\text{fuel}}$$ \hspace{1cm} (32)

3. The maximum production in period $t+1$ is calculated as in Equation\textsuperscript{33}

$$\tilde{y}_{\text{max}}^{t+1} = \frac{\tilde{y}_{i}^{t+1}}{1 - \text{rr}}$$ \hspace{1cm} (33)

4. The planned price is set to the current value of the marginal extraction cost $\tilde{p}_{t}^{t+1} = c_{i,m}^t$.

5. Planned demand is set to the value of planned production $\tilde{d}_{t}^{t+1} = \tilde{y}_{i}^{t+1}$.

\textbf{Electricity company}

3.39 We consider the following power plant (electricity producer) types: coal, gas, oil, nuclear, hydro, wind, and solar. Each power plant is characterised by a total capacity $c_{t}$, an additional term for storage capacity $s_{t}$ in the case of solar and wind power plants, a lifetime that is dependent on power plant type $T$, a capacity factor $f_{\text{capacity}}$ giving the average percentage of time a given power plant is available, an operations and management cost factor $f_{\text{om}}$ (refers to the total electricity produced before transmission losses and depends on the power plant type), electricity transmission loss factor $f_{\text{loss}}$ and the conversion efficiency $f_{\text{conveff}}$ – the percentage of primary energy in fuel converted to electricity. A lifetime $T$ is used for explicit modelling of the ageing of the installed capacities – each part of the installed power plant capacity is characterised by age and is removed (depreciated) at the age of $T$.

3.40 For each simulation step, we consider $N_{e}$ electricity market sub-steps with separate clearing. We use finer time gradations for electricity markets in order to model the stochastic power generation profiles for different power plant types. First, at the beginning of the simulation step, a power plant updates the total electricity produced (corrected for electricity transmission losses) in step $t$, denoted $y_{t}^{t}$, see Equation\textsuperscript{34} and the average price, denoted $\tilde{p}_{t}$.

$$y_{t}^{t} = \sum_{i=1}^{N_{e}} y_{i}^{t}$$ \hspace{1cm} (34)

$$y_{\text{max}}^{t} = \max(y_{1}^{t}, y_{2}^{t}, \ldots, y_{N_{e}}^{t})$$

$$y_{t}^{t} > 0 : \tilde{p}_{t} = \frac{\sum_{i=1}^{N_{e}} y_{i}^{t} p_{i}^{t}}{\sum_{i=1}^{N_{e}} y_{i}^{t}}$$ \hspace{1cm} (35)

$$y_{t}^{t} = 0 : \tilde{p}_{t} = \frac{\sum_{i=1}^{N_{e}} p_{i}^{t}}{N_{e}}$$

3.41 The financial result — based on cash flow — is calculated as the difference between income and production cost, details are presented in Equation\textsuperscript{36} where $f_{\text{om}}$ is operations and management cost factor, $x_{t}^{t}$ the fuel used for electricity production, and $p_{t}$ its price. $x_{t}^{t}$ denotes settlement cost, which is discussed later in greater detail. We assumed that in such regions as the Middle East and Asia, gas and crude oil prices used for electricity production are subsidised, with $f_{\text{sub}}$ being the subsidy rate.

$$\pi_{t}^{t} = y_{t}^{t} \tilde{p}_{t}^{t} - \frac{y_{t}^{t} f_{\text{om}} - y_{t}^{t} f_{\text{sub}}}{(1 - f_{\text{sub}})} + x_{t}^{t}$$ \hspace{1cm} (36)
3.42 There are more power plants (the number of power plants in the simulation was decided according to typical power plant capacity) than citizens working in the electricity sector in the simulation model. In order to avoid the partial allocation of employees to specific power plants, citizens are only allocated to the electricity sector as a whole but not to a particular power plant. Such a partial allocation of employees would represent the possibility of a citizen working in many power plants simultaneously, which we avoided for reasons of simplicity. As a consequence, the operations and management (O&M) cost at the power plant level are calculated in a different way than for the sector as a whole — as the product of O&M factors and energy produced in the former case, and as a sum of the wages of all citizens employed in the sector in the latter. Therefore, these two values may be different. The consideration of settlement cost eliminates this difference (details are given below). For a given company \( k \), \( x^t_{s,k} \) denotes a cost settlement in period \( t \), which gives the difference between the total O&M cost and the total labour cost for the entire power sector, in a given region, allocated based on the O&M cost of company \( k \), see Equation [37]

\[
x^t_{s,k} = \left( \sum_{j=1}^{J} \text{om}_j - \bar{w}^t l^t \right) \frac{\text{om}_k}{\sum_{j=1}^{J} \text{om}_j}
\]

3.43 Additionally, we define for each region the ratio of total labour cost in the electricity sector to total O&M cost, denoted \( r^t_{\text{om}} \), see Equation [38]

\[
r^t_{\text{om}} = \frac{\bar{w}^t l^t}{\sum_{j=1}^{J} \text{om}_j}
\]

3.44 If the ratio \( r^t_{\text{om}} > 1 \), the total labour cost in the electricity sector is higher than the total O&M cost, and values of the factors \( \text{om}_j \) are adjusted for the next simulation step, in the manner defined in Equation [39] where the adjustment factor \( \text{om}_\text{adj} \) is a simulation parameter. The factor \( \text{om}_{adj} \) enables a smoother adjustment process.

\[
f^{t+1}_{\text{om},j} = f^t_{\text{om},j} \left( 1 + f_{\text{om}}(r^t_{\text{om}} - 1) \right)
\]

3.45 Each power plant type is characterised by an overnight investment cost (USD/kW). Additionally, for solar and wind energy we allow for a learning process that is modelled by a learning rate and the floor overnight investment cost. Thus for these plant types, the current overnight investment cost, \( \text{OIC}_t \), is defined in Equation [40] (as in the MIND model [Edenhofer et al., 2005]).

\[
\text{OIC}_t = \text{OIC}_{\text{floor}} + (\text{OIC}_{\text{initial}} - \text{OIC}_{\text{floor}}) \times \left( \frac{TIC_t}{TIC_{\text{initial}}} \right)^{lr}
\]

3.46 \( \text{OIC}_{\text{floor}} \) represents the floor overnight investment cost, \( TIC \) stands for the total installed capacity of solar or wind. Variable \( lr \) represents the learning rate, as it is assumed that for new technologies (solar and wind) that the more units produced the more efficient the production becomes, \( lr < 0 \). For the storage capacity, we use a simplified version, see Equation [41]. Furthermore, electricity storage technology (e.g. batteries) develops independently from the storage capacity actually installed and operating in electricity grids. This is due to, for example, the rapid development of electric cars. The value of the parameter \( lr \) is set to 0.99.

\[
\text{OIC}_t = \text{OIC}_{\text{floor}} + (\text{OIC}_{t-1} - \text{OIC}_{\text{floor}}) \times lr
\]

3.47 To be able to take into account both changing capital goods prices and changing overnight investment cost, we model physical capital as the product of capacity and the overnight investment cost, whereas capital value remains a product of physical capital and the capital goods price (actual capital expenditures). The total capital value \( kv^t \) and total capacity \( c^t_p \) are allocated to individual years over the power plant lifetime \( T \), see Equation [42] with \( i = 1 \) the oldest and \( i = T \) the newest part.

\[
kv^t = \sum_{i=1}^{T} kv^t_i
\]

\[
c^t_p = \sum_{i=1}^{T} c^t_p_i
\]
At the end of the simulation period \( t \), capital is depreciated by liquidating the oldest part of capacity, according to the formula in Equation 43:

\[
kv'_j = kv^t - kv^{t-1}
\]

\[
c'_{pd} = c'_p - c'_{pd,1}
\] (43)

Additionally, for solar and wind power plants a storage capacity \( c'_s \) is depreciated in a simplified standard way, Equation 44:

\[
c'_{sd} = c'_s \times (1 - f_{depr})
\] (44)

The planned electricity price for period \( t + 1 \) is set to the marginal production cost, which consists of the O&M cost in period \( t \) and the fuel price in period \( t \) (a power plant does not forecast changes in fuel prices), if relevant for the power plant type, and is given by Equation 45:

\[
\tilde{\gamma}^t_{j+1} = \frac{\gamma^i_{j+1} + \gamma^j_{f,sub}1(1 - f_{sub})}{1 - f_{eloss,j}}
\] (45)

The planned electricity available over a given time period \( \tilde{\gamma}^t_{j+1} \) is calculated in different ways for different power plant types. For nuclear power plants, which are characterised by a stable operation mode, we use the deterministic approach and calculate the planned electricity produced as the product of installed capacity and the capacity availability factor, see Equation 46. The parameters are set in such a way that the mean availability equals the capacity factor \( f_{capacity} \).

\[
\alpha = 2
\]

\[
\beta = \alpha \times \frac{1 - f_{capacity}}{f_{capacity}}
\] (47)

Then for all other types of power plants, the energy available in the current period is modelled with a beta distribution [Gupta & Nadarajah 2004] with parameters \( \alpha \) and \( \beta \). This expresses the fact that for solar and wind energy power plants the actual energy produced is stochastic and depends on the weather conditions, whereas for other power plant types the stochasticity is related to necessary downtime related to maintenance. The parameter values are given in Equation 47. The parameters are set in such a way that the mean availability equals the capacity factor \( f_{capacity} \).

\[
\tilde{\gamma}^t_{j+1} = c'_{p,j} f_{capacity} (1 - f_{eloss,j}) \Delta t
\] (46)

For solar power plants, electricity available in a given time period \( \tilde{\gamma}^t_{j+1} \) is calculated according to Equation 48 in order to take into account the fact that solar energy is only available during daylight.

\[
\text{day: } \tilde{\gamma}^t_{j+1} = 2c'_{p,j} F^{-1}_{\alpha,\beta}(\nu)(1 - f_{eloss,j}) \Delta t
\]

\[
\text{night: } \tilde{\gamma}^t_{j+1} = 0
\] (49)

Additionally, for solar and wind energy power plants the amount of available energy is increased by the amount of stored energy multiplied by \( (1 - f_{eloss,j}) \). The maximum electricity available in a given time period is calculated according to Equation 50 for coal, gas, oil, and nuclear power plants, thus allowing for an additional capacity reserve, calculated using the reserve rate \( r_{spin} \).

\[
\tilde{\gamma}^t_{max,j} = \tilde{\gamma}^t_{j+1} (1 + r_{spin})
\] (50)

In each period a certain share of capacity, which is as old as the power plant lifetime, is replaced with planned investments. The decision depends on whether the power plant capacity after depreciation would be able (on
average to cover the maximum demand in the next simulation step. For the condition to be verified (Equation [5]), the following parameters need to be taken into account for this decision: the required capacity reserve \( r_{\text{cap}} \), the spinning reserve for fuels power plants \( r_{\text{spin}} \), and a time slice \( (\Delta t) \).

\[
c_t^p (1 - f_{\text{loss}}) \times \Delta t \times f_{\text{capacity}} > y_{\text{max}}^t (1 + f_{\text{gdp}}^t) (1 + r_{\text{cap}}) (1 + r_{\text{spin}})
\]

### 3.57 Let us assume that the condition, given in Equation [5], is satisfied. In this case, the total installed capacity will be gradually decreased. The planned partial replacement \( \Delta c_{\text{up}}^p \) is given by Equation [52] where \( c_{\text{down}} \) and \( c_{\text{freeze}} \) are simulation parameters, and \( \nu \) is a uniformly distributed random variable.

\[
(c_t^p - c_{\text{down}}^p) (1 - \max(1, c_{\text{down}}^p c_{\text{freeze}}) \nu f_{\text{prod}})
\]

### 3.58 The parameter \( c_{\text{freeze}} \) is calculated according to Equation [53] based on the simulation parameter values red and period.

\[
c_{\text{freeze}} = c_{\text{red}}^{e_{\text{prod}}}
\]

### 3.59 This limits the magnitude of the changes in the electricity market structure occurring over a fixed number of periods (denoted by period) by using the reduction rate value \( c_{\text{red}} \) (without this factor, one would obtain geometric growth rates of capacities and potential overinvestment in later simulation steps). Let us now assume that the condition given in Equation [5] is not satisfied. In this case, the total installed capacity will be gradually increased, and the planned replacement \( \Delta c_{\text{up}}^p \) is calculated according to Equation [54].

\[
(c_t^p - c_{\text{down}}^p) (1 + \max(1, c_{\text{up}} c_{\text{freeze}}) f_{\text{prod}})
\]

### 3.60 \( c_{\text{up}} \) is actually a parameter family with separate values for solar \( c_{\text{up}}^{\text{sol}} \), wind \( c_{\text{up}}^{\text{w}} \), nuclear and hydro \( c_{\text{up}}^{\text{nh}} \). This allows us to capture differences in constraints for different power plants (e.g. natural, as in the case of hydro, or political, as in the case of nuclear). In the case of the following regions: Africa, Commonwealth of Independent States, and Middle East, the initial wind and solar power plant capacities are negligibly low, so for these regions the replacement rate for wind and solar power plants is defined by a constant \( c_{\text{up}}^{\text{af}} \). Finally, total planned capacity is adjusted by the planned GDP growth rate for the second consecutive period, see Equation [55].

\[
c_{\text{cap}}^{t+1} = (c_t^p + \Delta c_{\text{up}}^p) (1 + f_{\text{gdp}}^{t+1})
\]

### 3.61 Additionally, solar and wind energy companies may also invest in storage capacity (apart from investments in power capacity). We assume that a company will invest in storage capacity if storing the energy is more profitable than additional potential energy production. This means that instead of selling the energy to the market when electricity prices are relatively low, the solar (wind) power plant could store the energy and sell it when electricity prices are relatively high. We capture this idea by assuming that the company invests in storage capacity based on the distribution of historical market electricity prices. This applies when the ratio of the interquartile range of electricity prices to the current overnight investment cost of storage capacity is higher than twice the ratio of the average electricity price to the current overnight investment cost of power capacity, see Equation [56]. We assumed that energy can be stored in one period and used in the subsequent period.

\[
\frac{2y_t}{\text{OIC}_s} < \frac{p_{Q3} - p_{Q1}}{\text{OIC}_s}
\]

### 3.62 The total planned storage capacity is then calculated according to Equation [57].

\[
c_{\text{cap}}^{t+1} = \max\left( e_s^t (1 + f_{\text{prod}}), \frac{c_t^p}{T} \right) (1 + f_{\text{gdp}}^t)
\]

### 3.63 Otherwise, it is calculated according to Equation [58].

\[
c_{\text{cap}}^{t+1} = (e_s^t (1 - f_{\text{prod}})) (1 + f_{\text{gdp}}^t)
\]

### 3.64 The power plant plans the required fuel stocks for the next period \( t + 1 \) in a simplified way. The planned amount is, based on the previous period production, forecasted GDP growth rate and necessary stock rate \( r_{\text{cap}} \), see Equation [59] for details. \( s_{\text{up}}^t \) are the stocks left from the previous period.

\[
s_{\text{up}}^{t+1} = \max\left( \frac{y_t}{f_{\text{conv}}}, (1 + r_{\text{cap}}) (1 + f_{\text{gdp}}), s_{\text{up}}^t \right)
\]
For fuel-fired (coal, gas, oil) power plants, we also take into consideration limitations due to the fuel stocks currently available for electricity production in a given simulation step.

**Market Clearing Mechanisms**

4.1 This section provides a detailed discussion of market clearing mechanisms, which are examined in the following order:

- Capital markets
- Labour markets
- Fuel markets
- Electricity markets
- Capital goods markets
- Consumer goods markets

**Capital markets**

4.2 As mentioned earlier, a capital market is demand driven and is modelled in a simplified way. Let us consider a simulation period $t+1$ and a given region. We consider all $I$ citizens living in this region, indexed by $i$, and all $J$ companies from this region, indexed by $j$. First, the capital raised by company $j$ is calculated as the sum of new capital that is planned for investment in company $j$ in the next period $t+1$ by citizens (denoted $\tilde{o}_{t+1}^{i,j}$ for citizen $i$, see also Equation 60), see Equation 60.

$$\tilde{\Delta}kv_{t+1}^j = \sum_{i=1}^{I} \tilde{o}_{t+1}^{i,j}$$

4.3 Second, citizens’ shares in companies are updated. According to Equation 61, the new capital ratio $r_{t+1}^{n,i,j}$ is calculated, where $kv_j^t$ is the current capital value and $s_j^t$ the current cash at hand value.

$$r_{t+1}^{n,i,j} = \min \left( \frac{\tilde{\Delta}kv_{t+1}^j}{kv_j^t + s_j^t}, 1 \right)$$

4.4 Then, citizens’ shares in a company ($h_{t+1}^{i,j}$ denotes a capital share of a citizen $i$ in a company $j$ in a simulation period $t$) are updated as a weighted mean of new capital and existing capital owned by company $j$, as presented in Equation 62.

$$h_{t+1}^{i,j} = r_{t+1}^{n,i,j} \frac{o_{t+1}^{i,j}}{kv_j^t} + (1 - r_{t+1}^{n,i,j})h_{t}^{i,j}$$

4.5 The planned capital value increase in period $t+1$, denoted as $\tilde{\Delta}kv_j^{t+1}$, is limited from above by the value of the capital raised $\tilde{\Delta}kv_j^{t+1}$. $\tilde{\Delta}kv_j^{t+1}$ is calculated for a company as the difference between planned physical capital, necessary for production in the period $t+1$, and the available physical capital at the beginning of simulation period $t+1$, multiplied by the expected price of the production goods. The difference between collected capital $\tilde{\Delta}kv_j^{t+1}$ and the increase in actual total capital in period $t+1$ is subsequently distributed among owners in proportion to the number of shares held in a given company.

**Labour markets**

4.6 The labour market is also modelled in a simplified way. Private households looking for a job are randomly matched with companies looking for employees. In a more detailed way. First, a company for which the current
labour in step $t$ exceeds the planned labour for step $t+1$ by at least one employee $k^t - \tilde{k}^{t+1} \geq 1$ and having at least one employee $\tilde{k}^{t+1} > 1$ lays off unnecessary employees. Second, only the companies for which the planned labour $k^t$ for step $t+1$ exceeds the current labour $\tilde{k}^t$ in step $t$ by at least half $\tilde{k}^{t+1} - k^t \geq 0.5$ are considered as looking for employees. Third, unemployed citizens are randomly matched with companies looking for employees in a stepwise manner. At each single step one unemployed citizen and one company looking for employees are selected and matched. A citizen will receive the average wage at the company. If $\tilde{k}^{t+1} - k^t < 0.5$, a company is no longer interested in looking for employees. The process stops if there are either no more companies looking for employees or no more unemployed citizens. In the final step, regional unemployment rates $r_{unemp}^{t+1}$ are calculated and then unemployment factors, as given in Equation (63) are used. $s_{unemp}$ is a simulation parameter.

$$f_{unemp}^{t+1} = 1 - \min\left(1, \frac{r_{unemp}^{t+1}}{s_{unemp}}\right)$$

4.7 Moreover, as discussed earlier, since the number of power plants reflects technical considerations and not the number of citizens employed in this sector, the number of power plants is much higher than the number of employed citizens. Therefore, citizens are not directly assigned to a power plant but the labour cost is proportionally (to production) distributed among power plants. The number of electricity sector employees is kept constant during the simulation for simplicity.

Fuel markets

4.8 Fuel markets are modelled as centrally cleared markets, separately for each type of fuel $f$: coal, crude oil and gas. The $J$ fuel extraction companies offer the fuel at their marginal extraction cost with regular and maximum quantities. The $I$ fuel consuming agents (citizens, consumer goods and capital goods companies, power plants) bid the quantities and accept the market price (we assume that the demand for fuels is inelastic in the short term). Total fuel demand is calculated as the sum of individual planned consumption for the fuel consuming agents (citizens as a result of utility, and consumer/capital goods companies as a result of profit maximisation) according to Equation (64). Additionally, planned fuel demand for power plants is calculated as the difference between planned fuel stocks and current fuel stocks, see Equation (65).

$$d_f^{t+1} = \sum_{i=1}^{I} \tilde{x}_{f,i}^{t+1}$$

$$\tilde{x}_{f,i}^{t+1} = \tilde{s}_{f,i}^{t+1} - s_{f,i}^{t+1}$$

4.9 Total fuel supply is calculated as the sum of planned production (fuel extraction) of all fuel extraction companies, according to Equation (66).

$$s_f^{t+1} = \sum_{j=1}^{J} \tilde{y}_{f,j}^{t+1}$$

4.10 Total maximum fuel supply is calculated analogously by summing the planned maximum production, according to Equation (67).

$$s_{f,max}^{t+1} = \sum_{j=1}^{J} \tilde{y}_{f,max,j}^{t+1}$$

4.11 In the next step, total demand is compared with both total supply and total maximum fuel supply. We consider three separate cases. In the first case, total demand is lower or equal to the total supply; in the second case, total demand is higher than total supply but lower or equal to the maximum supply; and in the third case, total demand is higher than maximum supply.

1. $d_f^{t+1} \leq s_f^{t+1}$
2. $s_f^{t+1} < d_f^{t+1} \leq s_{f,max}^{t+1}$
3. $d_f^{t+1} > s_{f,max}^{t+1}$
4.12 We also order the suppliers according to the offer price (marginal extraction cost), from lowest to highest, then calculate the market price $p_f^{t+1}$ and clear transactions.

4.13 In the first of the three cases considered, the market price is calculated as the intersection point of the demand and supply curves, see Equation (68) for calculation details.

\[ k : \sum_{j=1}^{k-1} y_{f,j}^{t+1} < d_f^{t+1} \land \sum_{j=1}^{k} y_{f,j}^{t+1} \geq d_f^{t+1} \]

\[ p_f^{t+1} = \tilde{p}_{f,k}^{t+1} \] (68)

4.14 Then for each fuel consuming agent, current demand in step $t + 1$ is set to the value of planned demand $x_{f,i}^{t+1} = \tilde{x}_{f,i}^{t+1}$. For all producers whose planned price is lower than the market price, current production equals planned production $y_{f,j}^{t+1} = \tilde{y}_{f,j}^{t+1}$. For all producers with planned price equal to the market price, current production equals planned production multiplied by the factor (assures proportional reduction) defined in Equation (69), where $k_{\text{min}} = \min(j : p_{f,j}^{t-1} = p_f^{t-1})$ and $k_{\text{max}} = \max(j : p_{f,j}^{t-1} = p_f^{t-1})$.

\[ f_{\text{supply1}} = \frac{d_f^{t+1} - \sum_{j=1}^{k_{\text{min}}-1} \tilde{y}_{f,j}^{t+1}}{\sum_{j=k_{\text{min}}}^{k_{\text{max}}} \tilde{y}_{f,j}^{t+1}} \] (69)

4.15 For producers having a planned price higher than the market price, the current production equals zero.

4.16 In the second case, the market price equals the planned price of the producer having the highest planned price. Additionally, it might have been increased by multiplication with the first stress factor $f_{\text{fuel stress1}}$, see Equation (70). However, we set the values of both fuel stress factors: $f_{\text{fuel stress1}}$ and $f_{\text{fuel stress2}}$ (introduced later) to 1, in order to have exactly the same fuel price dynamics as given by the Rogner curve.

\[ p_f^{t+1} = p_{f,j}^{t+1} \times f_{\text{fuel stress1}} \] (70)

4.17 Then for each fuel consuming agent, current demand in step $t + 1$ equals planned demand $x_{f,i}^{t+1} = \tilde{x}_{f,i}^{t+1}$. The excess demand is distributed among producers proportionally, see Equation (71).

\[ f_{\text{supply2}} = \frac{d_f^{t+1} - s_f^{t+1}}{s_f^{t+1} - s_f^{t+1}} \]

\[ y_{f,j}^{t+1} = \tilde{y}_{f,j}^{t+1} + f_{\text{supply2}} (\tilde{y}_{f,max,j}^{t+1} - \tilde{y}_{f,j}^{t+1}) \] (71)

4.18 Finally, in the third case, the market price equals the planned price of the producer having the highest planned price. It might have been additionally increased by multiplication with the second stress factor $f_{\text{fuel stress2}}$, see Equation (72).

\[ p_f^{t+1} = p_{f,j}^{t+1} \times f_{\text{fuel stress2}} \] (72)

4.19 Then for each fuel consuming agent, current demand in step $t + 1$ equals planned demand reduced proportionally, see Equation (73).

\[ f_{\text{demand3}} = \frac{s_f^{t+1}}{d_f^{t+1}} \]

\[ x_{f,i}^{t+1} = \tilde{x}_{f,i}^{t+1} \times f_{\text{demand3}} \] (73)

4.20 For each fuel producer, current production in step $t + 1$ equals maximum production $y_{f,j}^{t+1} = \tilde{y}_{f,max,j}^{t+1}$. For all the three cases considered above, and for each fuel extraction company, the current demand is set to the value of current production $y_{f,j}^{t+1} = y_{f,j}^{t+1}$. As a result, a fuel extraction company will try to increase fuel extraction (in line with forecast GDP growth) by increasing the amount of physical capital if the actual production was higher than planned production, and will decrease production otherwise, as described in Equation (30).
Electricity markets

4.21 Electricity markets function in a similar way to the fuel markets, but only on the regional level and not on a global level as is the case for fuel markets. Moreover, we consider \( N \), different electricity market clearing periods in a single simulation step. In this way, we can take into account randomness in power generation, since power output from wind and solar installations may be different in each of the clearing periods. To model the periodicity of the electricity demand, we have introduced alternately changing periods of high and low electricity demand (we model the day and night demand regimes with peaks in daytime and lows at nighttime). We do not model the seasonality for reasons of simplicity. However, it must be mentioned that demand partially levels off at the regional level (compared to the national level or the even finer levels observed in practice) and the increased winter electricity demand (for heating purposes) may be balanced to some extent by the increased summer demand for cooling purposes. Total electricity demand is calculated as the sum of individual demand, according to Equation 74.

\[
d_e^{t+1} = \sum_{i=1}^{I} x_{e,i}^{t+1}
\]  

(74)

4.22 Total electricity supply is calculated as the sum of individual electricity that can be supplied by the power plants, according to Equation 75.

\[
s_e^{t+1} = \sum_{j=1}^{J} y_{e,j}^{t+1}
\]  

(75)

4.23 Total maximum electricity supply is calculated analogously by summing the maximum amount of electricity that can be supplied by power plants, according to Equation 76.

\[
s_{e,\text{max}}^{t+1} = \sum_{j=1}^{J} y_{e,\text{max},j}^{t+1}
\]  

(76)

4.24 Next, total demand is compared with total supply and total maximum electricity supply. We consider three cases. In the first case, total demand is lower or equal to total supply; in the second case, total demand is higher than total supply but lower or equal to the maximum supply; in the third case, total demand is higher than maximum supply:

1. \( d_e^{t+1} \leq s_e^{t+1} \)
2. \( s_e^{t+1} < d_e^{t+1} \leq s_{e,\text{max}}^{t+1} \)
3. \( d_e^{t+1} > s_{e,\text{max}}^{t+1} \)

4.25 The subsequent steps and calculations are almost identical to the case of fuel markets. We consider different values of stress factors in the case of electricity markets (price increases are observed in case of the market stress), however.

4.26 Initially, we observed a relatively low share of electricity produced by peak load power plants (gas and oil fired) in the simulation results, when compared to the empirical data. This might be caused by the aggregation of the many national electricity markets into one market for each region (diversification of electricity production may reduce the need for expensive peak load sources). Such aggregation is limited in reality, not only due to administrative reasons (borders or separate grids for countries) but also due to network constraints (limited capacity of the power grid). In order to also take this mechanism into account, a certain percentage of coal power plant electricity production is replaced with gas and crude oil power plant electricity production (the coal power percentage being calibrated so that the simulated and empirical energy mix agree for each region in the first initial simulation step). The introduced constraint is relaxed with each simulation step (by multiplying the electricity production to be shifted to the peak power plant by a constant equal to 99%, to allow for gradual relaxation of the introduced network constraint; this may represent a gradual extension of the electricity network). In particular, the amount of additionally produced electricity by oil power plants \( \Delta e_{\text{oil}}^{t+1} \) is shown in Equation 77. \( f_{\text{min, oil}} \) is a simulation factor (giving the percentage of electricity supply to be satisfied by oil power plants during peak load), \( s_{e,\text{min}}^{t+1} \) is the unconstrained electricity supply by oil power plants.

\[
\Delta e_{\text{oil}}^{t+1} = \max \left( f_{\text{min, oil}} \times s_e^{t+1} - s_{e,\text{oil}}^{t+1}, 0 \right)
\]  

(77)
The amount of additionally produced electricity by oil power plants \( \Delta^{t+1}_{\text{gas}} \) is calculated in an analogous way. Both values can be scaled down by the factor defined in Equation (78) which takes into consideration the actual supply by coal power plants (the electricity generation increase of oil and gas power plants is limited by the potential decrease of such generation by coal power plants).

\[
\min \left( \frac{s_{c,\text{coal}} t+1}{\Delta^{t+1}_{c,\text{oil}} + \Delta^{t+1}_{c,\text{gas}}}, 1 \right) \tag{78}
\]

The market clearing price is also finally recalculated as a weighted mean and adjusted in the manner defined in Equation (79). It is assumed that all electricity consumers cover the cost of the network constraints.

\[
\bar{p}^t_{c} = \frac{d^t_{c} - \Delta^{t+1}_{c,\text{oil}} - \Delta^{t+1}_{c,\text{gas}}}{d^t_{c} + \Delta^{t+1}_{c,\text{gas}}} \times \bar{p}^t_{c} + \frac{\Delta^{t+1}_{c,\text{gas}}}{d^t_{c} + \Delta^{t+1}_{c,\text{gas}}} \times \max(\bar{p}^t_{c}, \bar{p}^t_{\text{gas}}) + \frac{\Delta^{t+1}_{c,\text{oil}}}{d^t_{c} + \Delta^{t+1}_{c,\text{oil}}} \times \max(\bar{p}^t_{c}, \bar{p}^t_{\text{oil}}) \tag{79}
\]

For the Middle East, electricity produced by gas power plants may be shifted to electricity produced by oil power plants in an analogous way. If the electricity storage capacity is available, produced but unconsumed electricity is stored.

### Capital goods market

The capital goods market is a global market but with local interactions. The demand side of the market consists of fuel extraction, electricity, capital goods companies and consumer goods companies. The demand for capital goods for company \( i \) equals the minimum of the planned physical capital increase, \( \Delta k^{t+1}_i \), and the planned monetary value of the capital increase \( \bar{c}^{t+1}_j \), divided by the capital goods price. In this way, a capital goods price increase may lower the demand for these goods. The supply side consists of capital goods companies, with the supply for company \( j \) being \( y^{t+1}_j \). The market is modelled in a simplified way. Namely, we allow for capital goods companies to produce the necessary capital increase for their own use beforehand. Furthermore, this part of capital is also available from the beginning of the simulation step.

We know that, in the general case, the increase in planned physical capital – and consequently its value – is bounded by the equation \( \Delta k^{t+1}_j = \Delta k^{t+1}_j \times \bar{p}^t_{p_j} \). In the case of the power plants, the planned physical capital increase is calculated as the product of the planned capacity increase \( \bar{c}^{t+1}_j \) and the current value of the overnight investment cost \( \text{OIC}_{t+1} \), according to the formula specified in Equation (80). As a result, we can model decreasing OIC due to increased efficiency for different types of power plants.

\[
\Delta k^{t+1}_j = \bar{c}^{t+1}_j \times \text{OIC}_{t+1} \tag{80}
\]

For solar and wind power plants, acquired capital goods are divided between electricity production and storage capacities, based on the proportion of existing capacities.

To model the market – market fragmentation – we implement an adaptive approach with local interactions [Assenza et al., 2015]. Each customer is connected to a certain number of producers (companies). A customer first buys from the connected producer that offers the lowest price. When the total demand exceeds the total supply of a company, the demand is only partly satisfied (in the same proportion for each customer). A customer not satisfied turns to the next connected producer again.

The production function of a capital goods company \( j \) is a CES function with the following production factors: capital \( k^t_j + \bar{c}^{t+1}_j \), labour \( l^{t+1}_j \) and energy \( e^{t+1}_j \), see Equation (81).

\[
y^{t+1}_j = \left( \left( \eta_k (k^t_j + \bar{c}^{t+1}_j) \right)^{\rho_k} + (\eta_l l^{t+1}_j)^{\rho_l} + (\eta_e e^{t+1}_j)^{\rho_e} \right)^{1/\rho_k} \tag{81}
\]

We assume that capital goods companies can produce capital goods for their own use. Therefore, the capital goods available for companies in other sectors is specified in Formula (82). \( s^t_j \) denotes the previous state of stocks. We use the minimum function in this formula to consider the hypothetical case when stocks and current production are lower than the planned increase of capital goods for own use. However, for the value of parameters \( \eta_k \) used in the simulation, such a situation does not generally occur.

\[
y^{t+1}_j = s^t_j + \min \left( \frac{\Delta k^{t+1}_j}{\bar{p}^t_{p_j}} + \bar{c}^{t+1}_j, y^{t+1}_j \right) \tag{82}
\]
4.36 The offer price equals the planned price for a producer, \( p_j^{t+1} = \bar{p}_j^t \).

4.37 Let us first assume that each capital goods company is connected to \( J \) customers. Let us also assume that each customer is connected to \( J \) capital goods companies. In the first step, each customer orders the capital goods companies it is connected to by price, with a preference for the producer that has a lower offer price (ties are dealt with using randomised selection). We also implemented an additional mechanism, depending on the export or import surplus in a given region. Through this mechanism, the ordering of capital goods producers is additionally changed, depending on their region of origin. This mechanism is implemented as a (partial) bubble sort algorithm, where in each iteration the original ordering based on production price is changed by swapping the order of the two categories of producers. The first category consists of producers from the same region as the consumer, whereas the second category consists of producers from a different region. To illustrate this, let us consider the situation of an export surplus in a given region. In this case, the companies in this region try to increase imports by giving preference to capital goods companies from other regions. For example, let us consider an ordered pair of producers. The first producer with the lower price has the same region as the customer and the second producer with a higher price has a different region than the customer. In this case, the ordering of these two producers is swapped. Such mechanisms enable balancing of the trade deficit. In the second step, customers with unsatisfied demand visit a producer that is placed first on the list of connected producers. If there are no more connected producers (the connected producers list is empty), a customer randomly selects one of the producers with remaining supply. In the third step, the total demand \( d_j^{t+1} \) (see Equation 83) is compared with the remaining supply \( s_j^{t+1} \).

\[
d_j^{t+1} = \sum_{i=1}^{I} \min \left( \frac{\Delta k_{ij}^{t+1}}{p_j^{t+1}}, \frac{\Delta k_{ij}^{t+1}}{\bar{p}_j^{t+1}} \right)
\]

(83)

4.38 We consider three cases, see Equation 84.

\[
d_j^{t+1} > y_j^{t+1} \\
d_j^{t+1} = y_j^{t+1} \\
d_j^{t+1} < y_j^{t+1}
\]

(84)

4.39 In the first case, demand is higher than supply. In this event, demand is satisfied only proportionally, according to the factor \( y_j^{t+1}/d_j^{t+1} \), and the remaining demand is reduced by multiplication by the factor \( 1 - y_j^{t+1}/d_j^{t+1} \) for each customer. The remaining supply will be equal to zero, so the producer leaves the market. In the second case, when demand equals the remaining supply, the customer demand is fully satisfied (all customers leave the market) and the producer’s remaining supply equals zero. The producers also leave the market in this case. In the third case, when demand is lower than remaining supply, then customer demand is fully satisfied (all customers leave the market) and the remaining supply is decreased by the demand \( y_j^{t+1} - d_j^{t+1} \). In the fourth and final step, the list of customers that had just visited a producer is cleared for each producer remaining in the market. Steps two to four are repeated until there are either no more producers or no more customers in the market. The unsold products increase the value of stocks. Finally, the average price of the capital goods \( \bar{p}_j^{t+1} \) is calculated for each region considered in the simulation, based on the individual transaction data: price and quantity.

**Consumer goods market**

4.40 The consumer goods markets are modelled in an analogous way to capital goods markets. We have global markets for all sectors apart from transportation and other services, which we consider as regional markets. The demand side of the market consists of citizens. The current demand for consumer goods by citizen \( i \) is defined in Equation 85.

\[
x_{i,k}^{t+1} = x_{i,k}^{t+1} \left( 1 + \frac{p_{j,k}^{t+1} - p_{j,k}^{t+1}}{p_{j,k}^{t+1}} \eta_p \right)
\]

(85)

4.41 \( x_{i,k}^{t+1} \) is the current unsatisfied portion of demand for the good \( k \) (initially equal to planned consumption, as defined in Equation 15) and is gradually updated during market clearing by the amount of already acquired consumer goods, \( p_{j,k}^{t+1} \) is the offer price of producer \( j \), \( \bar{p}_{j,k}^{t+1} \) is the currently planned price (initially equal to the planned price, as defined in Equation 15) and is always substituted during market clearing by the last transaction price, and \( \eta_p \) is price elasticity, a simulation parameter. In this manner, we allow a citizen to adjust his/her...
demand to current price changes. Furthermore, we also assume that a citizen is always willing to buy at least the required minimum consumption of goods, $x_{i,k}^{min}$, regardless of the offer price in a given simulation round $t + 1$.

4.42 The supply side consists of consumer goods companies, with the supply for companies $j$ being $y_j^{t+1}$. The following additional details are given in order to highlight the differences between this market and the capital goods market. The production function of consumption goods company $j$ is a CES function with the following production factors: capital $k_j^{t+1}$, labour $l_j^{t+1}$ and energy $e_j^{t+1}$, see Equation (86)

$$y_j^{t+1} = \left((\beta_j k_j^{t+1})^{\rho_k} + (\beta_j l_j^{t+1})^{\rho_l} + (\beta_j e_j^{t+1})^{\rho_e}\right)^{1/\rho}$$

4.43 Consumer goods available for citizens are specified in Formula (87). $s_j^t$ denotes the previous state of stocks.

$$y_j^{t+1} + s_j^t$$

4.44 The offer price equals the planned price for a producer, $p_j^{t+1} = p_j^{t+1}$.

Climate modules

4.45 We use the discrete form of the climate system [Petschel-Held et al., 1999]:

$$F(t_{n+1}) - F(t_n) = E(\Delta t)$$

$$C(t_{n+1}) - C(t_n) = B \times F(t_n) + \beta \times E(\Delta t) - \sigma \times (C(t_n) - C_1)$$

$$T(t_{n+1}) - T(t_n) = \mu \times \log\left(\frac{C(t_{n+1})}{C_1}\right) + \alpha \times (T(t_n) - T_1)$$

where the first two equations describe the carbon cycle. In Equation (88), the annual increase in cumulative anthropogenic CO$_2$ emissions (measured in GtC/year) $F(t_{n+1}) - F(t_n)$ is equal to the annual anthropogenic CO$_2$ emissions (measured in GtC/year), denoted as $E(\Delta t)$. In Equation (89), the increase in carbon concentration $C(t_{n+1}) - C(t_n)$ depends on the current value of cumulative anthropogenic CO$_2$ emissions $F(t_n)$, annual anthropogenic CO$_2$ emissions $E(\Delta t)$ and the difference between current $C(t_n)$ and prehistoric $C_1$ values for carbon concentration. Equation (90) describes the impact of carbon emissions on global mean temperature change $T(t_{n+1}) - T(t_n)$, which depends on carbon concentration values $C(t_n)$ and $C_1$, as well as on current $T(t_n)$ and prehistoric $T_1$ global mean temperature values. $B$, $\beta$, $\sigma$, $\mu$ and $\alpha$ are the Petschel-Held model parameters. The values are presented in the Appendix. The economic variables directly influence the value of the annual anthropogenic CO$_2$ emissions and thus indirectly the mean global temperature increase. For the simulation start values, we used 2015 values: 14.8 °C, which is the global temperature at simulation start, carbon concentration 400 ppm, and cumulative carbon emissions 545 GtC.

Types of damage

4.46 We consider the following mechanisms associated with damage related to global temperature increases: diminished productivity in an agricultural sector, diminished labour supply and efficiency, and natural disasters.

Agricultural damages

4.47 We implemented an agricultural sector related damage function $d^a(T_i - T_{i0})$, where $T_i$ denotes the global temperature in simulation step $t$, and $T_{i0}$ is the initial global temperature, following the estimations by Cisneros et al. (2011) for Europe, IPCC’s Fifth Assessment Report for Africa, see e.g. Barros (2014), and the magnitude applied to other continents is half of that in Africa. Namely, we have assumed that, depending on the global temperature increase $T_i - T_{i0}$, the following changes in production will occur (assuming constant production factors), see Table 3. Intermediate values are obtained by linear interpolation. These values are further adjusted by adding the simulation parameter, factor $d^{'s}agriculture$, in the parameter sensitivity analysis.

4.48 The agricultural damages are implemented as temporary shocks, such that labour, capital, and energy production factors efficiency $(\eta_l, \eta_k, \eta_p)$ are gradually modified, as defined in Equation (91), for all companies in the agricultural sector. This modification takes place before a company produces its goods but after it decides on
the necessary (optimal) quantities of the production factors in simulation period \( t \). New values for the production factors efficiency are however used for deciding on the necessary (optimal) quantities of the production factors in the next simulation period \( t + 1 \). This allows for gradual adaptation to temperature changes by relatively increasing the demand for production factors in consecutive periods.

\[
\eta_{d,l,t} = \eta_{l,t} \times \frac{1 + d^a(t_t - t_0)}{1 + d^a(t_{t-1} - t_0)} \\
\eta_{d,k,t} = \eta_{k,t} \times \frac{1 + d^a(t_t - t_0)}{1 + d^a(t_{t-1} - t_0)} \\
\eta_{d,e,t} = \eta_{e,t} \times \frac{1 + d^a(t_t - t_0)}{1 + d^a(t_{t-1} - t_0)}
\]

(91)

**Labour damages**

4.49 The labour damage function \( d^l(t_r^t) \) represents the diminished labour supply and efficiency due to global temperature increase and is inspired by Burke et al. (2015). The symbol \( t_r^t \) denotes the temperature in the region \( r \) in simulation step \( t \). The function is presented in Equation (92). The slope of the quadratic part is set in such a way that regional temperature increases from \( 13 \, ^\circ C \) to \( 33 \, ^\circ C \) lead to 45%. This base value is further adjusted by the simulation parameter, \( f_{\text{labour}}^{\text{damage}} \) in the parameter sensitivity analysis.

\[
t_r^t \leq 13 : d^l_r = 0 \\
t_r^t > 13 : d^l_r = -0.001125 \times (t_r^t - 13)^2
\]

(92)

4.50 The regional temperature increase is set to the same value as the global temperature increase, see Equation (93).

\[
t_r^t = t_{r, -1}^t + (t_t - t_{t-1})
\]

(93)

4.51 The initial values are calculated as a weighted mean (by population size), according to 2015 World Bank data on country-specific annual mean temperature, see Table 2.

| region | \( t_0^r \) |
|--------|------------|
| AF     | 24.871     |
| AS     | 24.163     |
| CHN    | 7.483      |
| CIS    | 2.882      |
| EU     | 10.912     |
| IND    | 24.620     |
| JPY    | 11.805     |
| ME     | 22.373     |
| NAM    | 10.816     |
| SCA    | 23.749     |

Table 2: Initial regional temperatures
4.52 Just as we did for agricultural damage, labour damage is implemented in terms of temporary shocks, i.e. the labour efficiency factor is modified as defined in Equation (94). This is done for all the production and consumer goods companies before a company produces its goods but after it has decided on the necessary (optimal) quantities of the production factors in simulation period $t$.

$$\eta^l_{t, t} = \eta_{t, t} \times \frac{1 + d^l(t_t)}{1 + d^l(t_{t-1})}$$  \hspace{1cm} (94)

**Natural disasters damages**

4.53 EM-DAT (the international disaster database) data on damage due to natural disasters, the global mean surface temperature HadCRUT 4.6.0.0 annual means, and GDP estimates from the World Bank (adjusted to 2017 USD) were used in order to initially estimate the damage function parameters for natural disasters. In particular, we regressed disaster damage values on mean temperature and controlled for differences in GDP. The time period 1960-2017 was considered in the regression analysis. Regression analysis was done separately for geographical continents, listed in Table 3. Estimated values of the regression coefficients, together with corresponding standard errors, are also presented in the same table. The value of the coefficient represents the estimated values of additional disaster-related damage due to a temperature increase of 1°C, expressed in billions USD.

| region         | value  | est. error |
|----------------|--------|------------|
| Africa         | 0.04062| 0.65187    |
| Asia           | 20.706 | 11.527     |
| Europe         | 7.483  | 8.471      |
| North America  | 50.069 | 35.631     |
| Central America| 2.7683 | 2.2186     |

Table 3: Estimated disaster values

4.54 To calculate the damage coefficients that were finally used in the simulation, the initially estimated values were broken down into the geographical regions used in the simulation (in proportion to the 2016 GDP values). Conservatively, we added one standard deviation of the estimation error to the initially estimated values, to take into account the fact that not all damage may be included in the database (especially true for older data but partially missing data problems may also concern most recent data). This value of this conservative correction factor (one standard deviation) is further adjusted by the simulation parameter, $f^\text{damages}_{\text{disaster}}$ in the parameter sensitivity analysis. Moreover, the values were adjusted to the present values by multiplication by the factor defined in Equation (95) which uses global GDP values from 1960 and 2017 respectively (the beginning and end of the estimation period). GDP data was used as a proxy for scaling, to take into account the different values of total capital that could potentially be affected by the same disaster in different years.

$$f^\text{damages}_{\text{disaster}} = (2 \times 80076)/(11359 + 80076)$$  \hspace{1cm} (95)

4.55 In the final step, the damage values were divided by the initial total capital value for each region, to obtain the following regional coefficients $d^p_{t, t}$. The values are presented in Table 4. In each simulation step, the physical capital value for each company is decreased, according to the formula in Equation (96).

$$k^\text{dis}_{\text{disaster}} = k_t \left(1 - d^p_{t, t} \times (t_t - t_0)\right)$$  \hspace{1cm} (96)

4.56 The database contains information on the amount of direct physical damage to property, crops, and livestock but not indirect ones, namely on lost revenues due to production outages caused by natural disasters. We have assumed that such indirect damage is equal to the direct kind. Thus, as in the last step, the damage values were divided by the initial GDP value for each region to get the following regional coefficients $d^p_{t, t}$. The values are presented in Table 5.

4.57 In each simulation step, the production output for each consumer goods and capital goods company is decreased according to the formula in Equation (97). The decrease of physical capital value in the case of power plants and fuel extraction companies directly leads to a proportional production decrease, as this is considered as the only production factor in these sectors (both sectors are capital intensive and may produce energy for production purposes by themselves).

$$y^\text{dis}_{t, t} = y_t \left(1 - d^p_{t, t} \times (t_t - t_0)\right)$$  \hspace{1cm} (97)
| region | \( t_0 \) |
|--------|--------|
| AF     | 0.028% |
| AS     | 0.048% |
| CHN    | 0.035% |
| CIS    | 0.054% |
| EU     | 0.065% |
| IND    | 0.064% |
| JPY    | 0.117% |
| ME     | 0.061% |
| NAM    | 0.726% |
| SCA    | 0.062% |

Table 4: Natural disasters – capital damage factors

| region | \( t_0 \) |
|--------|--------|
| AF     | 0.023% |
| AS     | 0.115% |
| CHN    | 0.115% |
| CIS    | 0.100% |
| EU     | 0.100% |
| IND    | 0.115% |
| JPY    | 0.115% |
| ME     | 0.115% |
| NAM    | 0.686% |
| SCA    | 0.0120% |

Table 5: Natural disasters – product damage factors

**Technology growth**

4.58 We additionally model the effects of technology growth. Firstly, the increase of production factors: labour, capital and energy efficiency for consumption and capital goods companies. Secondly, for power plants the technology growth is modelled implicitly by the assumed learning process that leads to gradually decreasing prices for the new installed capacities for renewable power plants. Thirdly, for the fuel extraction companies, capital efficiency increase is overweighted with a more capital intensive accessibility of remaining fuel resources. Therefore, technology growth in this sector is not modelled additionally. Conservatively, we also do not consider technology growth for private households. It is to be expected that energy demand reduction due to improved energy efficiency of existing appliances will somehow be balanced by energy demand increase due to introduction of new appliances (for instance, though we now have more efficient washing machines, laundry dryers are also gaining in popularity).

4.59 The increase of production factors efficiency is implemented in a similar fashion to agricultural damage, i.e. as temporary shocks, with labour, capital, and energy efficiency factors being modified as defined in Equation 98. For all the consumer goods and capital goods companies, this takes place before starting production but after having decided on the necessary (optimal) quantities of the production factors in simulation period \( t \). New values are however used for deciding on the necessary (optimal) quantities of the production factors in the next simulation period \( t + 1 \). We use as the simulation parameters, the factor \( f_\eta \), which gives the expected growth rate, the factor \( f_\sigma^\eta \), which gives the range of random deviations from the expected values, i.e. \((-f_\sigma^\eta, f_\sigma^\eta)\), and \( \nu \) is a uniformly distributed random variable.

\[
\begin{align*}
\eta_{l,t}^n &= \eta_{l,t} \times (1 + f_\eta + f_\sigma^\eta \times (2\nu - 1)) \\
\eta_{k,t}^n &= \eta_{k,t} \times (1 + f_\eta + f_\sigma^\eta \times (2\nu - 1)) \\
\eta_{e,t}^n &= \eta_{e,t} \times (1 + f_\eta + f_\sigma^\eta \times (2\nu - 1))
\end{align*}
\]

4.60 The technological possibility of substitution of fuel energy by electricity may also be increased due to technological progress. To model this effect, we first define the parameter \( \Delta_\rho \), which expresses the increased ease of
substitution and is defined in Equation [99]. Symbol $N$ is the number of simulation steps. $\rho_c$ is used as a simulation parameter in the manner previously defined in Equation [16] and specifies how easy it is to substitute electricity with fuel energy, $\rho_f$ is used as a parameter in Equation [17] and indicates how easy it is to substitute energy production of different types of fuel. Finally, the factor $f_\rho$ is a simulation parameter. The general idea is that the value of the substitution coefficient of energy from fuel by electricity gradually increases towards that of this value at the end of the simulation.

$$\Delta_\rho = \frac{\rho_f - \rho_c}{N} \times f_\rho$$

(99)

4.61 Analogously we define $\Delta_\rho^\sigma$ using the factor $f_\rho^\sigma$.

$$\Delta_\rho^\sigma = \frac{\rho_f - \rho_c}{N} \times f_\rho^\sigma$$

(100)

4.62 Finally, the actual change of the $\rho_c$ parameter in each simulation round is calculated as follows in Equation [101].

$$\rho_c^n = \rho_c + \Delta_\rho + \Delta_\rho^\sigma \times (2\nu - 1)$$

(101)

**Heterogeneity**

4.63 In our simulation we consider three different variants of heterogeneity ($h_0$ is a homogeneous scenario, $h_1$ is a moderately heterogeneous scenario and $h_2$ is a strongly heterogeneous scenario) with respect to the following aspects:

- minimum consumption parameter together with minimum consumption dispersion
- initial wealth distribution among citizens
- heterogeneity of consumer/capital goods companies
- heterogeneity of technology growth
- heterogeneity of temperature-related damage

4.64 Scenario $h_0$: In this scenario, the minimum required consumption parameters are set to fixed values and equal 40% of initial consumption for the agriculture and energy sectors and 30% for other sectors. Each individual minimum required consumption parameter is not further transformed. The individual shares in a company’s capital were initially equally distributed among citizens. In this variant, companies are homogeneous. Technology growth and damage are also homogeneous.

4.65 Scenario $h_1$: In this scenario, the minimum required consumption parameters are also initially set to fixed values. Each individual minimum required consumption parameter is further transformed by adding a random variable, having a normal distribution with mean 0 and standard deviation 0.05. The individual shares in the company’s capital were distributed in such a way that the wealth distribution in the population of the given region reflects the real wealth distribution in the selected range between the 0.4 and 0.6 percentiles. Empirical wealth distribution was first approximated by the log normal distribution, with parameters estimated based on real data. The initial number of employees is randomly redistributed between pairs of the same industry sector companies, in such a way that the minimum number of employees in the smaller (of the pair) company was 5. In a more detailed way, companies are first grouped into pairs and then for each company a randomly selected number of employees (from zero to the number defined as the excess over the minimum required employees) is taken and allocated from the first company in a pair to the second company in a pair. All other initial company parameters are proportionally adjusted, including the number of customers, capital value and energy usage. Technology growth is heterogeneous on the regional level. The values of the changes in both parameters: $\eta$, the production factors efficiency parameters, and $\rho_c$, the electricity and fuel substitutability, are further randomised on a regional level by adding a uniformly distributed noise factor with mean value 0 and a parameterised range, using the parameter $f_{\eta, \text{region}}$ as described in Equation [98] and $\Delta_{\rho, \text{region}}$ as described in Equation [101] (values may be different for different regions but remain the same for all agents in the same region). Similarly, the damage due to temperature increase is randomised on a regional level by adding normally...
distributed random variables with mean value 0 and parameterised (using a simulation parameter) standard deviation.

4.66 Scenario $h_2$: In this scenario, the minimum required consumption parameters are also initially set to fixed values. Each individual minimum required consumption parameter is further transformed by adding a random variable, having a normal distribution with mean 0 and standard deviation 0.1. The individual shares are distributed in such a way that wealth distribution in the population of the given region reflects the real wealth distribution in the selected range between the 20th and 80th percentiles. Empirical wealth distribution was also approximated by the log normal distribution, with parameters estimated based on real data. The initial number of employees is randomly redistributed between pairs of the same industry sector companies, in such a way that the minimum number of employees in the smaller (of the pair) company was 3. All other initial parameters are proportionally adjusted, including the number of customers, capital value and energy usage. Technology growth is heterogeneous on both the regional and individual levels. In the first step, the values of the change in $\eta_i$, the production factors efficiency parameters, and $\rho_e$, the electricity and fuel substitutability, are further randomised on the regional level by adding a uniformly distributed noise factor with mean value 0 and parameterised range, using the parameter $f_{\eta_i,\text{individual}}$, as described in Equation (98) and $\Delta \eta_i,\text{individual}$, as described in Equation (101). In the second step, the regional values of the parameters are further randomised on the individual level by adding a uniformly distributed noise factor with mean value 0 and a parameterised range (values may be different for different regions and also may be different for all agents in the same region). Similarly, the damage due to temperature increase is randomised on a regional level by adding normally distributed random variables with mean value 0 and parameterised standard deviation, and then on the individual level also by adding normally distributed random variables with mean value 0 and parameterised standard deviation.

### Stylised Facts

5.1 The role of stylised facts in macroeconomic agent-based models is widely discussed, see Fagiolo et al. (2019), Fagiolo & Roventini (2017), for instance. Although we do not use stylised facts for indirect calibration, the model satisfies the following stylised facts, listed in Table 5. One should also take into account that present empirical macroeconomic data may be different from the macroeconomic data generated by an economy in distress due to running out of energy resources.

|   | Stylised facts                                                                                                                                                                                                 | Reference     |
|---|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------|
| 1 | (Endogenous) self-sustained growth with persistent fluctuations                                                                                                                                           | Kuznets & Murphy (1966) |
| 2 | Left skewed GDP growth-rate distribution                                                                                                                                                                     | empirical analysis |
| 3 | Fat-tailed GDP growth-rate distribution                                                                                                                                                                    | Fagiolo et al. (2008) and empirical analysis |
| 4 | Recession duration exponentially distributed                                                                                                                                                               | Ausloos et al. (2004) |
| 5 | Cross-correlations of macro-variables                                                                                                                                                                       | Stock & Watson (1998) |
| 6 | Pro-cyclical energy demand                                                                                                                                                                                | Moosa (2000)   |
| 7 | Negative relation between wages and unemployment rate                                                                                                                                                        | Snowden et al. (1994) |
| 8 | Trade deficits tends to correct themselves over time                                                                                                                                                         | Snowden et al. (1994) |
| 9 | The scarcity effects for fossil fuels                                                                                                                                                                       | Nordhaus & Boyer (2000) |
| 10 | The learning by doing effects for renewable resources power plants                                                                                                                                       | Edenhofer et al. (2005) |
| 11 | Production factor can be substituted                                                                                                                                                                       | Edenhofer et al. (2005) |

Table 6: Stylised facts

5.2 We have analysed the World Development Indicators historical time series on the annual percentage growth rate of GDP per capita (based on local currency). Aggregated values are based on constant 2010 U.S. dollars, World Bank (2019) for the time period 1960-2017. We obtained the statistical results, which are shown in the second column of Table 7. In the third column of the same table we present the same statistical measures, calculated as an average over all 1056 ($4 \times 256$) simulation runs of the later presented scenarios (without considering damage for reasons of comparability).

5.3 The growth is partially endogenous, caused by an increase in energy used and capital, and partially exogenous, in a strict sense, by means of technology shocks in the case of consumer/capital goods companies and learning by doing in the case of solar power, wind power and energy storage facilities. In our simulation, we have obtained lower mean annual GDP growth rates than those observed historically. This may be explained by considering only moderate technology growth being applied in all four simulation scenarios, but also due to situations of distress arising from the depletion of fuel reserves, as considered in the simulation. Moreover,
although the partial auto-correlation coefficients (abbreviated as pacf) are of a similar magnitude (in an absolute sense), i.e. lower than 0.4, their signs and value differ. This may be a result of the time that the simulated economy needs to adapt to the technology shocks, and the one-period prolonged investments of power plant and fuel extraction companies (in reality, we also observe long investment periods for these two sectors but not as synchronised as it is in the simulation model). We obtained a negative skewness and positive excess kurtosis in the simulation. Recession periods (measured on a regional level) are exponentially distributed. The stylised facts 6 –11 results from the direct implementation of the relevant mechanisms in the model.

**Parametrisation**

6.1 The model is implemented in Java, using the MASON 19 framework. For the initial parameterisation, we use data from the World Bank (GDP, population data), World Trade Organisation (trade statistics), ILOSTAT (for labour data) and the United Nations for gross fixed assets classification. The parameters in citizen utility functions and company production functions are calibrated so that the simulated initial results equal the observed empirical data. For the energy sector, we use the BP Statistical Review of World Energy and the Enerdata Global Statistical YearBook. Some parameters (overnight investment cost, learning rate, capacity factors) are taken from the initial MIND and REMIND model parameterisation. The parameterisation process and initial parameter values are described in Appendix in more detailed way.

**Results**

7.1 We present the results of three different analyses in this section:

1. selected scenario analysis without damages
2. selected scenarios analysis with damages
3. parameter sensitivity analysis

7.2 In the first analysis, we consider four selected scenarios that are a combination of optimistic and pessimistic with respect to two criteria, remaining fuel resources and the growth rate of renewable energy sources. In the second analysis, we additionally consider damage related temperature increases. In the third analysis, we perform a systematic parameter space search. We consider the heterogeneity of the agents: citizens with respect to their ownership share in companies and minimum required consumption parameters, and companies with respect to their size and the rate of technology growth. We also allow the agents to be affected by damage in different ways.

**Scenario analysis**

7.3 We ran four different scenarios that differ with respect to the remaining fuel reserves and growth dynamics of renewable energy sources, as these are the key factors in the transition from traditional to renewable resources based energy sector. In particular we considered the following scenarios:

1. renewable energy production growth pessimistic, remaining fuel reserves pessimistic
2. renewable energy production growth pessimistic, remaining fuel reserves optimistic  
3. renewable energy production growth optimistic, remaining fuel reserves pessimistic  
4. renewable energy production growth optimistic, remaining fuel reserves optimistic

7.4 The parameter sets used for these scenarios are presented in Table [8]

| Parameter                      | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 |
|--------------------------------|------------|------------|------------|------------|
| \( f_{\text{elStress1}} \)    | 1.2        | 1.2        | 1.2        | 1.2        |
| \( f_{\text{elStress2}} \)    | 1.4        | 1.4        | 1.4        | 1.4        |
| \( w_{\text{ep}} \)           | 0.15       | 0.15       | 0.15       | 0.15       |
| \( r_{\text{cap}} \)          | 1.2        | 1.2        | 1.2        | 1.2        |
| \( r_{\text{down}} \)         | 25         | 25         | 25         | 25         |
| \( r_{\text{up}} \)           | 7.5        | 7.5        | 7.5        | 7.5        |
| \( s_{\text{up}} \)           | 10         | 10         | 200        | 200        |
| \( e_{\text{up}} \)           | 30         | 30         | 600        | 600        |
| \( f_{\text{red}} \)          | 5          | 5          | 25         | 25         |
| period                         | 37         | 37         | 37         | 37         |
| \( e_{\text{inj}} \)          | 25         | 25         | 75         | 75         |
| \( f_{\text{fuelReserves}} \)  | 0.75       | 1.25       | 0.75       | 1.25       |
| \( \mu_{\text{gdp}} \)        | 0.02       | 0.02       | 0.02       | 0.02       |
| \( \alpha_{\text{gdp}} \)     | 0.625      | 0.625      | 0.625      | 0.625      |
| \( \sigma_{\text{gdp}} \)     | 0.01       | 0.01       | 0.01       | 0.01       |
| \( \min_{\text{gdp}} \)       | 0.003      | 0.003      | 0.003      | 0.003      |
| \( f_{\eta} \)                | 0.0075     | 0.0075     | 0.0075     | 0.0075     |

Table 8: Scenarios: main parameter values

7.5 The meaning of specified parameter groups is reminded below.

- \( f_{\text{elStress1}} \) and \( f_{\text{elStress2}} \) – electricity market stress factors  
- \( w_{\text{ep}} \) – current electricity price weight in the planned electricity price  
- \( r_{\text{cap}} \) – power plant capacity reserve factors  
- \( r_{\text{down}} \), \( r_{\text{up}} \), \( s_{\text{up}} \), \( e_{\text{up}} \), \( f_{\text{red}} \), and period – determine the electricity market energy mix dynamics, see Equation [51][52] and [54] for more details.  
- \( f_{\text{fuelReserves}} \) – fuel reserves factor  
- \( \mu_{\text{gdp}} \), \( \alpha_{\text{gdp}} \), \( \sigma_{\text{gdp}} \), and \( \min_{\text{gdp}} \) – determine planning of next period GDP growth rates, see Equation [9] for more details.

7.6 We also set parameter \( f_{\eta} \), which represents the annual rate of increase of production factors efficiency, to 0.75%. This corresponds to moderate technological growth. Conservatively, we do not consider the possibility of easier substitution of fuel energy by electricity due to technological advances. This will, however, be considered in the parameter sensitivity analysis. The base value of the remaining fuel reserves is additionally multiplied by the factor \( f_{\text{fuelReserves}} \) in each scenario. This led to the pessimistic (only 75% of base value of remaining fuel reserves are available) and optimistic (125% of base value remaining fuel reserves are available) scenarios.

7.7 Each scenario was run 216 times using different random (seed) values. The aggregated results (mean \( \mu \) and standard deviation \( \sigma \)) are presented in Table [9] for GDP growth rates \( g_{\text{gdp}} \) over the next 100 years. We use constant prices and we directly compare GDP values in the initial and final (100th) simulation step. The analogous results for global temperature growth \( \lambda_{\eta} \) are presented in Table [11] which has the same structure as Table [9]. Additionally, in both tables in columns four and five we show aggregated results that are calculated for the first half of the simulation steps only. Respectively, in columns six and seven we show the results for the second half.
This suggests that fuel reserves may have the most significance for the GDP growth rate. The GDP growth rate observed in scenario 1 is significantly higher than in scenario 3. This implies that the intensive long-term growth of renewable energy resources could, at least partially, compensate for lower fuel reserves.

7.9 The aggregated results (mean $\mu(i)$ and standard deviation $\sigma(i)$, where $i$ is the number of the scenario considered) for GDP growth rates $\text{gdp}_i$ over the next 100 years in the regions considered in the simulation are presented in Table 10. Similarly, we use constant prices. One can see that growth rates are relatively higher for regions rich in fossil fuels.

| Scenario | $\mu$ | $\sigma$ | $\mu(1-50)$ | $\sigma(1-50)$ | $\mu(51-100)$ | $\sigma(51-100)$ |
|----------|-------|---------|-------------|---------------|----------------|-----------------|
| 1        | 1.213 | 0.075   | 0.564       | 0.021         | 0.415          | 0.049           |
| 2        | 1.391 | 0.049   | 0.594       | 0.021         | 0.500          | 0.022           |
| 3        | 1.283 | 0.056   | 0.562       | 0.020         | 0.462          | 0.031           |
| 4        | 1.377 | 0.069   | 0.594       | 0.022         | 0.491          | 0.031           |

Table 9: Total production growth rates

7.8 We can observe significant differences among the scenarios, resulting from the different growth rates observed in both the first fifty and the second fifty simulation steps. Moreover, the aggregated GDP growth rates observed in scenarios 2 and 4 are similar, and higher than the GDP growth rates observed in the remaining scenarios.

7.10 The observed values for temperature growth depend on both the remaining fuel reserves (the higher it is, the higher the temperature growth) and the renewable energy resources growth rate (the higher it is, the lower the temperature growth).

7.11 The observed growth dynamics of production in different industry sectors are also highly dependent on which scenario applies. Mean values are presented in Figure 2.

7.12 Only in the case of pessimistic scenario 1 (limited remaining fuel reserves, combined with moderate increase in renewable energy resources) can we observe a significant production decline in the final simulation steps. Moreover, we can see that economic growth problems (due to restricted energy production) will appear in the second half of this century.

7.13 The observed growth dynamics of the electricity produced by the different types of power plants is highly dependent on which scenario applies. Mean values are presented in Figure 3.

7.14 The observed dynamics of electricity prices produced by different regions depends on the scenario. Mean values are presented in Figures 4 and 5. We can observe increased price volatility but also regional differences in price.

Table 10: Total production: regional growth rates

| region   | $\mu(1)$ | $\sigma(1)$ | $\mu(2)$ | $\sigma(2)$ | $\mu(3)$ | $\sigma(3)$ | $\mu(4)$ | $\sigma(4)$ |
|----------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|
| 1        | 1.291    | 0.051       | 1.362    | 0.043       | 1.472    | 0.046       | 1.498    | 0.053       |
| 2        | 1.344    | 0.063       | 1.472    | 0.043       | 1.475    | 0.049       | 1.492    | 0.055       |
| 3        | 1.138    | 0.224       | 1.594    | 0.088       | 1.506    | 0.145       | 1.612    | 0.099       |
| 4        | 1.131    | 0.238       | 1.455    | 0.081       | 1.349    | 0.165       | 1.451    | 0.097       |
| 5        | 1.251    | 0.043       | 1.318    | 0.046       | 0.925    | 0.116       | 1.141    | 0.159       |
| 6        | 1.348    | 0.136       | 1.559    | 0.049       | 1.548    | 0.140       | 1.611    | 0.050       |
| 7        | 1.150    | 0.084       | 1.250    | 0.041       | 1.273    | 0.068       | 1.290    | 0.058       |
| 8        | 1.370    | 0.139       | 1.657    | 0.072       | 1.483    | 0.060       | 1.657    | 0.072       |
| 9        | 1.071    | 0.102       | 1.173    | 0.058       | 1.106    | 0.102       | 1.176    | 0.078       |
| 10       | 1.319    | 0.097       | 1.336    | 0.102       | 1.435    | 0.102       | 1.399    | 0.133       |

Table 11: Global temperature increases
increases. The price increase is dramatic for scenarios 1 and 3 with limited fuel reserves. This is also magnified due to the assumed limited growth rate of the solar and wind power plants, see Equation 5, and is especially evident for Europe. Europe has the highest share of electricity produced from renewable resources: wind and solar have a share of (17.005%) at the beginning of the simulation. Therefore, in this region one can observe the highest dependence on these power plant types.

The observed growth rate of fuel extraction also depends on the scenario, see Figure 6. For an optimistic scenario with respect to available fuel reserves, the annual extraction increases in the first fifty years and only then starts to decline. For the pessimistic scenario, the annual extraction starts to decline almost from the very beginning.

The observed growth rate of fuel prices also depends on the scenario, see Figure 7. For an optimistic scenario with respect to available fuel reserves, prices rise only moderately in the first fifty years and only start to increase significantly from that point on. For the pessimistic scenario, prices rise in a similar fashion to the optimistic scenario, although the rates of increase are relatively higher.

**Damage**

8.1 We have also considered temperature-related damage in the scenario analysis described in the previous paragraph. We use basic parameterisation to quantify the damage, as described in Section 4.45 by setting the value of the factors $f_{\text{damages, agriculture}}, f_{\text{damages, labour}}$ and $f_{\text{damages, disaster}}$ to 0. The aggregated results (mean $\mu$ and standard deviation $\sigma$) are presented in Table 12 for GDP growth rates $gdp_{gr}$ over the next 100 years. We use constant prices and we directly compare GDP values in the initial and final (100th) simulation step. Additionally, in columns four and five we show aggregated results that are calculated for the first half of the simulation steps only. Respectively, in columns six and seven we show the results for the second half.

8.2 The aggregated results (mean $\mu$ and standard deviation $\sigma$) for GDP growth rates $gdp_{gr}$ over the next 100 years in the regions considered in the simulation are presented in Table 13. We use constant prices, as in the previ-
Table 12: Total production: growth rates with damage

| region | μ(1) | σ(1) | μ(2) | σ(2) | μ(3) | σ(3) | μ(4) | σ(4) |
|--------|------|------|------|------|------|------|------|------|
| 1      | 1.013 | 0.045 | 1.041 | 0.034 | 1.193 | 0.038 | 1.158 | 0.051 |
| 2      | 1.169 | 0.046 | 1.212 | 0.055 | 1.285 | 0.042 | 1.282 | 0.061 |
| 3      | 1.201 | 0.165 | 1.562 | 0.086 | 1.479 | 0.124 | 1.583 | 0.092 |
| 4      | 1.257 | 0.099 | 1.406 | 0.060 | 1.365 | 0.090 | 1.432 | 0.090 |
| 5      | 1.283 | 0.041 | 1.332 | 0.042 | 0.944 | 0.139 | 1.291 | 0.192 |
| 6      | 1.170 | 0.084 | 1.284 | 0.047 | 1.379 | 0.083 | 1.330 | 0.055 |
| 7      | 1.182 | 0.051 | 1.242 | 0.045 | 1.283 | 0.083 | 1.306 | 0.057 |
| 8      | 1.242 | 0.076 | 1.383 | 0.060 | 1.336 | 0.055 | 1.464 | 0.059 |
| 9      | 0.992 | 0.127 | 1.092 | 0.097 | 1.088 | 0.099 | 1.104 | 0.107 |
| 10     | 1.159 | 0.073 | 1.236 | 0.056 | 1.217 | 0.106 | 1.279 | 0.121 |

Table 13: Total production: regional growth rates with damage

ous analyses. The differences between cumulative growth rates for simulations with damages and without are shown in the Table 14. We can observe a relatively high regional variability of damage, with regions such as Africa having high damage rates, whereas in Europe the damage is minimal or may even lead to GDP increase
Figure 4: Dynamics of total daytime electricity prices for different scenarios: 1—4 and different regions: AF – black, AS – yellow, CHN – brown, CIS – red, EU – blue, IND – pink, JPY – grey, ME – red, NAM – violet, and SCA – green

The damage functions are presented in Figure 8. On the $x$-axis we display the temperature increase due to greenhouse gas emissions in the damage scenario and on the $y$-axis the relative difference between the mean GDPs of the simulations, with and without damages. For representation, we smoothed the results using Generalized Linear Models (GLM) by assuming a polynomial up to the third order. A model selection exercise [Burnham & Anderson 2003] using the Bayesian Information Criterion shows that for scenarios 1, 3 and 4 a quadratic fit is best, whereas for scenario 2 a cubic polynomial is best. We find an almost linear relationship between temperature increase and the percentage of GDP lost due to damage, across a range of temperature increases up to roughly 1.5 °C. In scenarios 1 and 3 (with restricted fuel reserves) the damage functions’ growth rates decrease for temperatures above 2 °C. The observed shape of the damage functions is the result of two opposing tendencies. On the one hand, the damage increase is both linear (agricultural damage and damage related to natural disasters) and also non-linear (due to diminishing labour efficiency with gradually increasing diminution rates at higher temperatures) in relation to the global temperature increase. On the other hand, there is at least some partial adaptation to temperature increase: i.e. a tendency to substitute labour with capital and energy, a higher amount of production factors involved in the agricultural sector, tendency to at least partially rebuild the capital goods destroyed by temperature-related damage, and transferring global production to regions that are less affected by the damage. The adverse consequences prevail but the overall effect is roughly linear. However, we do not consider all potential consequences of a temperature increase, such as migration, civil
Figure 5: Dynamics of total nighttime electricity prices for different scenarios: 1–4 and different regions: AF – black, AS – yellow, CHN – brown, CIS – red, EU – blue, IND – pink, JPY – grey, ME – red, NAM – violet, and SCA – green

conflicts, greater incidence of new diseases, and stranded assets. The main reason is that the consequences of these are currently unknown. Moreover, we have also assumed a linear relationship between the severity of natural disasters (as measured by the percentage of capital or production affected) as it was the simplest function to model. Such simplification allowed for the most robust parameter estimation, in the case where the damage data is available only for a moderate range of temperature increase. Developing a more complete damage function remains an objective for our future research.

Parameter sensitivity

8.4 In order to estimate the sensitivity of the results, both to changes in parameter values and heterogeneity of the agents, simulations were run for a total 1200 combinations of heterogeneity scenarios and parameter values. In particular, we considered 400 separate parameter sets applied to each heterogeneity scenario considered. Each single parameter set is selected, using the Sobol numbers sequence \cite{Christophe & Petr 2018}, from the entire parameter space, which is defined as the Cartesian product of permissible parameter values for each of the parameters, as defined in Table \ref{tab:parameters}. The meaning of the symbols used is reiterated below for ease of reference.

- $f_{elStress1}$ and $f_{elStress2}$ – electricity market stress factors
- $w_{ep}$ – current electricity price weight in the planned electricity price
Figure 6: Dynamics of total fuel extraction for different scenarios: 1—4 and different fuels: coal – black, gas – blue, and crude oil – yellow

- $r_{\text{cap}}$ – power plants capacity reserve
- $e_{\text{down}}$, $e_{\text{up}}$, $e_{\text{red}}$, $e_{\text{inj}}$ – determine the change rates of the energy mix, see Equation 51, 52 and 54 for more details.
- $\text{fuelReserves}$ – fuel reserves factor
- $\mu_{\text{gdp}}$, $\alpha_{\text{gdp}}$, $\sigma_{\text{gdp}}$, and $\min_{\text{gdp}}$ – determine planning of the next period GDP growth rates, see Equation 1 for more details.
- $\text{damages}_{\text{agriculture}}$ – agricultural damage related factor, see Section 4.46
- $\text{damages}_{\text{labour}}$ – labour damage related factor, see Section 4.48
- and $\text{damages}_{\text{disaster}}$ – natural disaster damage related factor, see Section 4.52
- $f_0$, $f_1$, $\Delta_0_{\rho}$, $\Delta_1_{\rho}$ – technology growth related parameters, introduced in Section 4.57
- $f_0_{\text{region}}$, $f_0_{\text{individual}}$, $\Delta_0_{\rho,\text{region}}$, and $\Delta_0_{\rho,\text{individual}}$ – technology growth related parameters, introduced in Section 4.62
- $h_i$ – different variants of heterogeneity considered in the simulation. Described in Section 4.62
8.5 Linear regression results of the world’s total GDP (constant prices) growth rate (expressed as a number for readability) in the entire simulation on the selected parameters are presented in Table 15. We additionally took the heterogeneity scenarios into account with factors $h_1$ and $h_2$, and also included the interaction terms between damage-related parameters and heterogeneity scenarios. As the electricity market stress factors $SF_{E1}$ and $SF_{E2}$ are linearly dependent, we replaced both by their mean value $SF_{E}$.

8.6 We can observe that higher expectations, particularly the long-term mean expected GDP growth rate ($\mu_{gdp}$), the minimum expected GDP growth rate ($\min_{gdp}$) parameters, and available fuel reserves ($f_{fuelReserves}$) contribute to more rapid economic growth. In addition, GDP growth is supported by technology growth, leading to easier substitution of different types of energy ($\Delta_{\rho}$), and by higher production factors efficiency ($f_{\eta}$). Similarly, but to a lesser extent, sustained intensive growth in the installed capacity for solar and wind power plants ($e_{\text{red} \text{, period}}$), and greater consideration of current electricity price changes in planning ($w_{ep}$), contribute to the faster economy growth. Higher rates of labour damage ($f_{\text{damages}_{\text{labour}}}$), as well as higher rates of damage from natural disasters ($f_{\text{damages}_{\text{disaster}}}$), lead to a fall in GDP growth rates. Counterintuitively, greater amounts of agricultural damage ($f_{\text{damages}_{\text{agriculture}}}$) lead to higher GDP growth rates. This results from the fact that decreased agricultural productivity can be substituted with more capital and energy use (the agricultural sector constitutes a relatively small part of total GDP). However, this effect disappears when taking into account heterogeneity on both the regional and individual levels. Heterogeneity generally decreases the GDP growth rate, although this effect is only statistically significant where there is heterogeneity on both the regional and individual levels, ($h_2$).
Table 14: Total production: differences in growth rates

| region | 1     | 2     | 3     | 4     |
|--------|-------|-------|-------|-------|
| 1      | AF    | -0.278| -0.322| -0.279| -0.340|
| 2      | AS    | -0.175| -0.260| -0.190| -0.209|
| 3      | CHN   | 0.063 | -0.032| -0.028| -0.029|
| 4      | CIS   | 0.126 | -0.049| 0.016 | -0.019|
| 5      | EU    | 0.032 | 0.015 | 0.018 | 0.149 |
| 6      | IND   | -0.178| -0.274| -0.169| -0.281|
| 7      | JPY   | 0.032 | -0.008| 0.010 | 0.016 |
| 8      | ME    | -0.129| -0.274| -0.147| -0.192|
| 9      | NAM   | -0.079| -0.081| -0.018| -0.071|
| 10     | SCA   | -0.159| -0.101| -0.219| -0.120|
| 11     | WORLD | -0.050| -0.101| -0.069| -0.062|

Figure 8: damage function for different scenarios: 1—4

8.7 Linear regression results of absolute temperature growth in the entire simulation for the selected parameters (as used in the previous regression) are presented in Table 17. The adjusted $R^2$ equals 0.903. We can observe that those parameters which lead to higher GDP growth rates will also lead to increased global temperature. One might expect that more intensive growth of renewable resources ($e^{w}_{up}$, $e^{z}_{up}$, $e^{nh}_{up}$) lead to lower temperature increases.

8.8 As a final result, we show the distribution of temperature increases for all 4800 simulations in Figure 9. The chart on the left represents an empirical histogram and the chart on the right a smoothed density function. The mean increase was 2.476 °C and the standard deviation 0.125 °C.

Conclusions and Further Research

9.1 The baseline scenario results (for homogeneous agents and a linear, sector-independent damage function) enable a benchmarking with current existing CGE and IAM models. The results we obtained show that future GDP...
Table 15: Values of the main scenario parameters

| Parameter                  | Lower value | Upper value |
|----------------------------|-------------|-------------|
| $f_{elStress1}$            | 1.1         | 1.3         |
| $f_{elStress2}$            | 1.2         | 1.6         |
| $w_{\text{dp}}$           | 0.1         | 0.2         |
| $r_{\text{cap}}$          | 1.1         | 1.3         |
| $r_{\text{down}}$         | 20          | 30          |
| $r_{\text{up}}$           | 5           | 10          |
| $r_{\text{w}}$            | 10          | 200         |
| $r_{\text{h}}$            | 30          | 600         |
| $r_{\text{up}}$           | 5           | 25          |
| $r_{\text{red}}$          | 0.4         | 0.6         |
| period                    | 25          | 50          |
| $r_{\text{inj}}$          | 25          | 75          |
| $f_{\text{fuelReserves}}$ | 0.75        | 1.25        |
| $f_{\text{gdp}}$          | 0.01        | 0.03        |
| $\sigma_{\text{gdp}}$    | 0.5         | 0.75        |
| $\sigma_{\text{gdp}}$    | 0.005       | 0.015       |
| $\min_{\text{gdp}}$      | 0.001       | 0.005       |
| $\nu_{\text{damages}}$   | -0.05       | 0.05        |
| $\nu_{\text{agriculture}}$ | -0.15   | 0.15        |
| $\nu_{\text{labour}}$    | -1          | 1           |
| $\nu_{\text{disaster}}$  | 0.005       | 0.01        |
| $\nu_{\text{a}}$         | 0           | 0.0025      |
| $\nu_{\text{region}}$    | 0           | 0.0025      |
| $\nu_{\text{individual}}$ | 0        | 0.0025      |
| $\Delta_{\rho}$          | 0           | 0.04359     |
| $\Delta_{\rho,\text{region}}$ | 0 | 0.0087      |
| $\Delta_{\rho,\text{individual}}$ | 0 | 0.0087      |

Figure 9: Temperature growth distribution

trends are very sensitive to factors that influence the transition from fuel-based energy production to energy production from renewable resources. The advantage of using the agent-based approach is that the optimisation process is distributed among the agents (individual agents act in their own interest) and the observed variables result from market interactions. This is less abstract and more realistic than global macroeconomic aggregated optimisation. Moreover, it enabled us to investigate the effect of heterogeneity (which is also closer to reality): heterogeneous private households with respect to wealth, heterogeneous companies with respect to size, and heterogeneous technology growth and damage.

9.2 Using our model, the estimated damage function has the following properties. It assumes values in the range
The Work was supported through the Cluster of Excellence, Integrated Climate System Analysis and Prediction, ‘CliSAP’ (DFG EXC/one.pnum/seven.pnum/seven.pnum), Universität Hamburg, funded through the Deutsche Forschungsgemeinschaft. Marcin

Table 16: Total production growth rates: regression results

| Parameter                  | Estimate | Std. Error | t value | Pr(>|t|) |
|----------------------------|----------|------------|---------|----------|
| (Intercept)                | -0.832   | 0.028      | -30.012 | 0.000    |
| $h_1$                      | -0.004   | 0.002      | -1.900  | 0.058    |
| $h_2$                      | -0.123   | 0.002      | -64.309 | 0.000    |
| $\delta_{\text{elStressl}}$ | -0.026   | 0.009      | -2.821  | 0.005    |
| $w_{\text{ep}}$            | 0.167    | 0.027      | 6.099   | 0.000    |
| $r_{\text{cap}}$           | -0.009   | 0.014      | -0.691  | 0.489    |
| $c_{\text{down}}$          | 0.000    | 0.000      | 0.866   | 0.386    |
| $c_{\text{up}}$            | -0.000   | 0.001      | -0.483  | 0.629    |
| $e_{\text{w}}$             | 0.000    | 0.000      | 0.131   | 0.896    |
| $e_{\text{s}}$             | 0.000    | 0.000      | 2.909   | 0.004    |
| $e_{\text{h}}$             | 0.000    | 0.000      | -0.029  | 0.977    |
| $c_{\text{red}}$           | 0.065    | 0.014      | 4.742   | 0.000    |
| period                     | 0.001    | 0.000      | 5.821   | 0.000    |
| $e_{\text{sw}}$            | 0.000    | 0.000      | 0.468   | 0.640    |
| $f_{\text{fuelReserves}}$  | 0.164    | 0.005      | 30.029  | 0.000    |
| $\mu_{\text{gdp}}$         | 3.716    | 0.136      | 27.267  | 0.000    |
| $\alpha_{\text{gdp}}$      | -0.077   | 0.011      | -7.034  | 0.000    |
| $\sigma_{\text{gdp}}$      | 2.661    | 0.273      | 9.752   | 0.000    |
| $\min_{\text{gdp}}$        | 2.495    | 0.462      | 5.402   | 0.000    |
| $f_{\text{damages}}$       | 0.527    | 0.047      | 11.183  | 0.000    |
| $f_{\text{agriculture}}$   | -0.190   | 0.016      | -12.083 | 0.000    |
| $f_{\text{labour}}$        | -0.022   | 0.002      | -9.343  | 0.000    |
| $f_{\text{disaster}}$      | 0.881    | 0.063      | 14.063  | 0.000    |
| $\Delta_p$                 | -0.237   | 0.313      | -0.757  | 0.449    |
| $\Delta_p^{\text{region}}$ | 0.460    | 0.313      | 1.472   | 0.141    |
| $\Delta_p^{\text{individual}}$ | -0.699  | 0.318      | -2.199  | 0.028    |
| $f_{\eta}$                 | 249.321  | 0.548      | 455.349 | 0.000    |
| $f_{\eta}^{\text{region}}$ | -6.713   | 1.089      | -6.165  | 0.000    |
| $f_{\eta}^{\text{individual}}$ | -2.170  | 1.091      | -1.989  | 0.047    |
| $h_1 \times f_{\text{damages}}$ | -0.163  | 0.067      | -2.440  | 0.015    |
| $h_2 \times f_{\text{agriculture}}$ | -0.721  | 0.067      | -10.813 | 0.000    |
| $h_1 \times f_{\text{labour}}$ | 0.003   | 0.022      | 0.141   | 0.888    |
| $h_2 \times f_{\text{labour}}$ | -0.061  | 0.022      | -2.734  | 0.006    |
| $h_1 \times f_{\text{disaster}}$ | 0.003   | 0.003      | 0.868   | 0.386    |
| $h_2 \times f_{\text{disaster}}$ | 0.003   | 0.003      | 0.876   | 0.381    |

3% - 4% for a 2 °C temperature increase and has a linear (or slightly concave) shape. Nevertheless, we only used damage related to labour efficiency, the agricultural sector and natural hazards, as there are enough data to reliably estimate the impact of other damage types in a quantitative and not just qualitative way. In future research, our objective is to develop probabilistic damage functions which are similar to [Franzke & Czupryna 2019] for the regions considered in our study. Some policies could be carried out, based on the results obtained from our model. Especially the ones that influence the growth rates of the installed capacities of different types of power plants. However, with further research, standard policies may be proposed that include taxes, subsidies, different mechanisms e.g. additional mechanisms for electricity markets or supporting mechanisms to incentivise the development of energy storage capacity.
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### Model Documentation

The code and the parameter files are available for review purposes on the OPEN ABM platform, see [https://www.comses.net/codebases/ff93e3f3-6181-46b6-9b39-738600ba27f9/releases/1.0.0/](https://www.comses.net/codebases/ff93e3f3-6181-46b6-9b39-738600ba27f9/releases/1.0.0/)
Notes

1. The MIND model is a single criterion model with social welfare optimisation as an objective function. However, a climate-related objective is also indirectly included in the model as a restriction on the global mean temperature change.

2. A company can produce a maximal quantity but this requires an additional extraordinary effort as for example overtime in case of labour force.

3. We will further use the tilde symbol to distinguish next $t + 1$ period values estimated and planned by an agent at the beginning of this period, from the actual values that are observed at the end of the period. These results from the market interaction among agents.

4. More precisely, the physical capital amount, which is first planned at the beginning of simulation period $t + 1$ and denoted $\tilde{k}^{t+1}$, then updated after the capital goods market has cleared – $k^{t+1}$ will be subsequently used for production in the simulation period $t + 2$.

5. Having more than one citizen for a power plant is not in general realistic. It results from the fact that the electricity sector is modelled in a more detailed way than we model other components and has no impact on the validity of the results.

6. Depreciation at the end of the period is due to the fact that, as in the case of fuel extraction companies, power plants are characterised by a prolonged investment period. Therefore, we assumed that the entire physical capacity purchased up to simulation step $t$, and not depreciated thus far, will be available for electricity generation in the period $t + 1$.

7. Initially at the simulation start the capacities are uniformly distributed over the whole power plant lifetime.

8. The planned labour is a continuous variable in the model.

9. The current labour is a discrete variable in a model.

10. pacf[$k$] represents $k$ lagged coefficient of the partial autocorrelation function (PACF).

11. Such a phenomenon may be seen in Japan. Natural disasters do not necessarily lead to a decrease in GDP; they may even have demand stimulating effects [Hallegatte & Ghil 2008].

Appendix A: Parametrisation

In the following appendix we discuss the parameterisation process in a more detailed way.

GDP and production

The basis for GDP parameterisation was the World Bank data, see World Bank [2016] on GDP expressed in international USD, taking into account purchasing power parity. Then the total GDP was hierarchically disaggregated into industry sectors, using the same data source and time series on industry sectors: Agriculture, Chemicals, Food and beverages, Industry, Machinery, Manufacturing, Other manufacturing, Services, and Textiles, complemented by information on Mining and quarrying, Electricity, Gas and Water supply, Construction, and Transport, Storage and Communication from [United Nations 2017], see Table[18]. The data for the category Mining, electricity, and construction was calculated as the difference between the original categories: Industry and Manufacturing.

For China, we have directly used information from the Chinese Statistical Office [Chinese Statistical Office 2015]. In the second step, Agriculture and Food and Beverages were aggregated into one category. Similarly, Machinery, Mining and Construction were aggregated into one Production Goods sector.

In the final step, energy sector usage was added to GDP. This allowed us to obtain the data on total production per industry sector, see Table[19].

To get the consumption data, international trade statistics data on exports and imports (cross-tabulated for each region in the simulation) was used [World Trade Organisation 2014] complemented by [Royal Bank of India 2014].
| Region | Agriculture | Textiles | Chemicals | Other manufacturing | Transport | Other Services | Production Goods |
|--------|-------------|----------|-----------|---------------------|-----------|---------------|-----------------|
| AF | 1215603.4 | 50908.0 | 85472.4 | 323257.7 | 463242.4 | 2577313.7 | 300526.3 |
| AS | 1850817.7 | 177132.9 | 283900.2 | 784657.8 | 1145809.5 | 5856196.2 | 1860446.0 |
| CHN | 2521281.0 | 470318.6 | 1295076.1 | 1825100.0 | 990107.4 | 8633349.9 | 4020099.7 |
| CIS | 457091.6 | 1713.4 | 101727.2 | 461553.8 | 575304.4 | 2623878.4 | 515506.3 |
| EU | 1039843.9 | 170877.6 | 558179.5 | 1517193.2 | 1825938.2 | 14753915.1 | 2709000.0 |
| IND | 1588671.7 | 123950.7 | 245043.8 | 639793.2 | 665352.7 | 3492902.2 | 1027855.9 |
| JPY | 184052.7 | 16638.5 | 133701.8 | 343539.1 | 361013.9 | 3589645.5 | 666847.7 |
| ME | 302718.9 | 20346.7 | 225826.2 | 325581.3 | 456635.3 | 2216310.7 | 420795.7 |
| NAM | 950634.5 | 96561.8 | 380334.1 | 1288947.7 | 1641604.3 | 15367281.1 | 1970657.4 |
| SCA | 768049.8 | 55831.6 | 135839.7 | 431720.7 | 643008.9 | 4258900.4 | 881206.8 |

Table 19: Production per sector and region

**Labour markets**

The basis for the labour force data was the World Bank data on the total population and percentage share of employed and unemployed, see World Bank (2016). This information allowed us to calculate the total labour force per region (as a product of the total population and the percentage sum of employees and unemployed). Using the information on the proportion of employees in the following broad industry sectors – agriculture, industry, and services (International Labour Office (ILO) 2015), together with GDP per sector, we allocated employees to the industry sectors considered in the simulation.

Information regarding remuneration share in GDP (International Labour Office [ILO] 2015) can be used to calculate the average remuneration per region.

The results are presented in Tables 20 and 21.

Subsequently, we made two further adjustments, one for Japan’s textiles industry sector (divided by two) and the other for the Asian energy sector (subtracted 1000 USD), since the initial parameterisation led to a financial loss (due to rounding in the case of Japan). The remuneration figures in other sectors were adjusted accordingly.

**Capital**

Despite initially planning to use real data on capital per sector and region, it transpired that such data for this degree of detail is only available for Europe and North America. Therefore, we have applied a simplified approach. In the first step, we calculated the capital based on the production to capital ratio, derived from the values in Europe and North America (see Table 22), and production per sector. We have also taken into account regional differences by scaling the capital values down for less developed regions, see Table 23.

In the second step, we scaled the capital values in such a way that savings equal the capital demand for each region (we have assumed a depreciation of 7%). The reason for the second step is data consistency.
| Region | Agriculture | Textiles | Chemicals | Other manuf. | Transport | Services | Prod. goods | Energy | Fuel extraction |
|--------|-------------|----------|-----------|--------------|-----------|----------|-------------|--------|-----------------|
| AF     | 393         | 3        | 5         | 20           | 48        | 277      | 18          | 6     | 45              |
| AS     | 300         | 7        | 10        | 31           | 54        | 297      | 71          | 16    | 12              |
| CHN    | 303         | 15       | 39        | 59           | 39        | 381      | 125         | 16    | 14              |
| CIS    | 27          | 1        | 2         | 11           | 19        | 97       | 12          | 5     | 14              |
| EU     | 31          | 3        | 6         | 23           | 27        | 236      | 40          | 8     | 3               |
| IND    | 380         | 8        | 14        | 40           | 29        | 163      | 64          | 13    | 15              |
| JPY    | 4           | 1        | 2         | 5            | 5         | 49       | 9           | 2     | 0               |
| ME     | 19          | 1        | 2         | 4            | 12        | 64       | 5           | 1     | 22              |
| NAM    | 21          | 1        | 4         | 16           | 20        | 214      | 24          | 6     | 6               |
| SCA    | 81          | 2        | 3         | 12           | 25        | 182      | 24          | 7     | 9               |

Table 20: Labour per sector and region

| region | renum |
|--------|-------|
| AF     | 1833.9|
| AS     | 6726.3|
| CHN    | 7805.1|
| CIS    | 10187.5|
| EU     | 31816.0|
| IND    | 3565.6|
| JPY    | 38856.4|
| ME     | 9900.9|
| NAM    | 38573.6|
| SCA    | 8513.7|

Table 21: Annual labour remuneration per region

| Sector                  | Ratio |
|-------------------------|-------|
| Agriculture             | 0.7   |
| Textiles                | 0.8   |
| Chemicals               | 0.8   |
| Other manufacturing     | 0.8   |
| Transport               | 1.2   |
| Services                | 0.4   |
| Production Goods        | 0.8   |
| Mining                  | 0.35  |
| Electricity             | 0.25  |

Table 22: Production to capital ratio for industry sectors

| Regions      | Ratio |
|--------------|-------|
| EU, JPY, NAM | 1     |
| CHN, CIS, AS | 0.9   |
| SCA, IND     | 0.8   |
| AF           | 0.7   |

Table 23: Production to capital ratio for industry sectors

Capital values per sector and region are presented in Table 24.

**Energy markets**

For electricity markets, we have used the parameters presented in Table 25.
We also used data on fuel consumption (coal, crude oil, and gas), fuel extraction, and fuel prices (BP London).

We also assumed the following electricity prices for the regions (see Table 25), based on Birol et al. (2016).

Based on the total installed capacities, and the average assumed capacity of the power plant (or group of power plants as in the case of wind farms), see Table 24, the numbers of power plants of each type and for each region were calculated. Additionally, these numbers were divided by 10 and rounded to reduce the simulation running time.

We also assumed the following electricity prices for the regions (see Table 25), based on Birol et al. (2016). We also used 2015 data on fuel consumption (coal, crude oil and gas), fuel extraction, and prices BP London.
The energy sources (electricity and fuel not used for electricity production) were broken down into the industry sectors considered in the simulation. As the data is very limited, we have used a hierarchical approach (consecutively using data from Government Publications Office [2016] and World Bank [2016]) in a coherent way, we have used the following approach. Based on the electricity production data and efficiency factors, we calculated the quantity of fuel used for electricity production. We then subtracted these values from the total consumption data and obtained the fuel quantities used directly for energy generation. Then the global total consumption values were distributed among regions, based on their respective share of total world production (the assumption that total world fuel consumption equals total world production is a simplification, which we make on the basis that the differences are small and due to missing data on regional fuel stocks). BP Statistical Review publishes world reserve values using a conservative approach, e.g. reserves reported in 2015 are 50.73% higher for crude oil, 55.88% higher for gas and 13.58% lower for coal than the same values reported in 1995, despite continuous extraction. Therefore, we assumed that for both crude oil and gas, new reserves amounting to 10% of current reserves will be discovered each decade, whereas for coal the same proportion of new reserves would take 100 years. The values used in the simulation are presented in Tables 29, 30 and 31.

The energy sources (electricity and fuel not used for electricity production) were broken down into the industry sectors considered in the simulation. As the data is very limited, we have used a hierarchical approach (consecutively using data from Government Publications Office [2016] and some approximations whenever necessary.

In the first step, we used the data on crude oil and related products, natural gas, coal, and electricity use in residential, commercial, industrial, and transportation sectors, to first calculate the shares of these sectors in total energy usage per region and then break down the total energy usage. In the second step, industrial energy usage was broken down according to the simulation-relevant industry sectors using their energy intensity factors and the value of the gross domestic product. The energy intensity factors (representing energy usage per product) were approximated using the 2012 data (see Government Publications Office [2016]) on energy-intensive sectors for the following categories: Basic chemicals, Food, Iron and steel, Non-ferrous metals, Non-metallic
We have used the original values of the Petschel-Held model (with the exception of the $T$ parameter), see Table 33.

### Table 30: Fuels production in MtoE

| Region | Coal    | Gas      | Oil      |
|--------|---------|----------|----------|
| AF     | 64.1553 | 82.4030  | 20.2616  |
| AS     | 178.9946| 185.7604 | 36.3947  |
| CHN    | 993.1812| 32.9971  | 2.9711   |
| CIS    | 72.9348 | 198.9908 | 3.9289   |
| EU     | 224.4746| 183.8010 | 20.1638  |
| IND    | 235.9599| 18.3440  | 7.1673   |
| JPY    | 84.7652 | 116.7073 | 29.0531  |
| ME     | 6.2829  | 187.4435 | 117.4866 |
| NAM    | 386.0364| 473.0257 | 24.0158  |
| SCA    | 17.2483 | 73.0311  | 43.9235  |

Table 31: Fuels used for electricity production in MtoE

minerals, Paper, Refining, and a ‘Remaining’ category, with figures presented separately for OECD and non-OECD countries. The category Remaining was additionally distributed according to the industry sector. The factors are presented in Table 32.

### Table 32: Industry sector energy intensity factors

| Sector             | Value | Sector             | Value |
|--------------------|-------|--------------------|-------|
| Agriculture        | 7.9510| Agriculture        | 5.9603|
| Textiles           | 4.4684| Textiles           | 4.7795|
| Other manufacturings| 6.4259| Other manufacturings| 5.0713|
| Chemicals          | 39.0114| Chemicals      | 14.5624|
| Machinery mining   | 11.7900| Machinery mining | 11.6536|
| Construction       | 4.4684| Construction       | 4.7795|

### Petschel-Held model parameters

We have used the original values of the Petschel-Held model (with the exception of the $T$ parameter), see Table 33.
| Parameter | Value          | Unit           |
|-----------|----------------|----------------|
| \( B \)   | 0.002          | ppm/GtC•yr     |
| \( \beta \) | 0.470          | ppm/GtC        |
| \( \sigma \) | 0.021         | /yr            |
| \( \mu \)  | 0.087          | C/yr           |
| \( C_1 \)  | 290,000        | ppm            |
| \( \alpha \) | 0.017       | /yr            |
| \( T_1 \)  | 14.600         | °C             |
| \( F \)    | 545,000        | GtC            |
| \( C \)    | 400,000        | ppm            |
| \( E \)    | 7,900          | GtC/yr         |
| \( T \)    | 14.800         | °C             |

Table 33: Petschel Held model parameter values
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