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Abstract Within analytic philosophy, induction has been seen as a problem concerning inferences that have been analysed as relations between sentences. In this article, we argue that induction does not primarily concern relations between sentences, but between properties and categories. We outline a new approach to induction that is based on two theses. The first thesis is epistemological. We submit that there is not only knowledge-how and knowledge-that, but also knowledge-what. Knowledge-what concerns relations between properties and categories and we argue that it cannot be reduced to knowledge-that. We support the partition of knowledge by mapping it onto the long-term memory systems: procedural, semantic and episodic memory. The second thesis is that the role of inductive reasoning is to generate knowledge-what. We use conceptual spaces to model knowledge-what and the relations between properties and categories involved in induction.
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1 Introduction

One of the most impressive features of human cognitive processing is our ability to perform inductive inferences. We generalise from a very limited number of observations, sometimes with overwhelming confidence. A central problem in philosophy of science concerns how the mechanism of inductive reasoning can be described and motivated.
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We do not perform inductive inferences in an arbitrary manner. Peirce notes that there are certain forms of constraints that delimit the vast class of possible inferences. As he puts it:

Nature is a far vaster and less clearly arranged repertory of facts than a census report; and if men had not come to it with special aptitudes for guessing right, it may well be doubted whether in the ten or twenty thousand years that they may have existed their greatest mind would have attained the amount of knowledge which is actually possessed by the lowest idiot. But, in point of fact, not man merely, but all animals derive by inheritance (presumably by natural selection) two classes of ideas which adapt them to their environment. In the first place, they all have from birth some notions, however crude and concrete, of force, matter, space, and time; and, in the next place, they have some notion of what sort of objects their fellow-beings are, and how they will act on given occasions. (Peirce 1955, pp. 214–5)

Here, Peirce hints at an evolutionary explanation of why “the human intellect is peculiarly adapted to the comprehension of the laws and facts of nature” (Peirce 1955, p. 213).

Within analytic philosophy, induction has been seen as a problem concerning inferences that have been analysed as relations between sentences. Inductive inferences were important for the logical positivists, being a cardinal component in their verificationist program (see, e.g., Carnap 1950; Hempel 1965; Rosenberg 2000; Ladyman 2002; Creath 2014; Vickers 2014). However, it soon became apparent that their logical approach resulted in paradoxes. The most well-known are Hempel’s (1965) ‘paradox of confirmation’ and Goodman’s (1983) ‘new riddle of induction’. If we use logical relations alone to determine which inductions are valid, the fact that all predicates are treated on a par induces symmetries which are not preserved by our intuitions concerning which inductive inferences are permissible: ‘Raven’ in Hempel’s paradox is treated on a par with ‘non-raven’, ‘green’ in Goodman’s with ‘grue’, etc. What is needed is a non-logical way of distinguishing the predicates that may be used in inductive inferences from those that may not.

In this article, our diagnosis of why the paradoxes have emerged in the traditional treatment is that induction does not primarily concern relations between sentences, but between properties and categories. We outline a new approach to induction that is based on two theses. The first one is epistemological. We argue that there is not only knowledge-how and knowledge-that, but also knowledge-what. Knowledge-what concerns relations between properties and categories and we argue that it cannot be reduced to knowledge-that. We motivate our approach by giving it a naturalistic grounding in cognitive neuroscience.

The second thesis is that the role of induction is to generate knowledge-what. This entails that we find much of the earlier discussion of induction misguided since it has focused on induction as generalisations generating knowledge-that. In this context, it should be noted that there are two meanings of ‘generalisation’ in the literature. One is logical, relating to the connection between sentences describing individual instances and universal sentences covering the individual sentences. The other, also called ‘stimulus generalisation’, is psychological and concerns the relations between reactions...
to a particular stimulus and a class of similar stimuli. We argue that human inductive inference is more related to the psychological notion of generalisation.

A central question then is how knowledge-what can be modelled. Here we build on the theory of conceptual spaces proposed by Gärdenfors (1990, 2000, 2014). In this theory, knowledge is organised into domains modelled as spatial structures. Properties are analysed as (convex) regions within such domains and categories as complexes of regions from different domains. There are several dimensional theories of categorisation, but the unique property of the theory of conceptual spaces is its strong reliance on geometric structures.

Before we present our analysis of knowledge-what and its relation to induction, we give, in section 2, a brief account of why induction has been seen as generating knowledge-that, and then outline our own cognitivist and naturalistic stance. We present arguments for dividing knowledge into knowledge-how, knowledge-what and knowledge-that in section 3. In section 4, we map this tripartition of knowledge onto three kinds of long-term memory – procedural, semantic and episodic – thereby connecting our account of knowledge to cognitive neuroscience. Then in section 5 we introduce conceptual spaces as a tool for modelling knowledge-what in the form of relations between categories and properties. Finally, in section 6 we argue that induction concerns methods for generating knowledge-what.

2 Two approaches to induction

In this section, we sketch an account of why inductive inferences have been seen as relations between sentences, and then present our alternative naturalistic approach. We derive the approaches from the underlying views of what constitute knowledge.

2.1 Induction from the perspective of language

Historically, the empiricist turn of the seventeenth century raised an interest in inductive inferences, although it remained uncertain how induction should be justified since it lacked the logical rigor of deduction. Hume (1988) argued that it is impossible to justify inductive inferences, although he acknowledged habit as an inevitable part of human reasoning. Other issues included pinpointing which evidence, and what amount, was enough for valid inductive inferences as well as finding methods that could separate good inferences from bad ones (see, e.g., Mill 1843; Vickers 2014).

In the mainstream debate within analytic philosophy, a major distinction has been that between knowledge-how and knowledge-that (Ryle 1949). It has been a tacit assumption that induction does not concern knowledge-how. As part of the linguistic turn of analytic philosophy, there was a preference for analysing inferences, including induction, as relations between sentences. Hence, it was concluded that if induction is an epistemic process, it must deal with knowledge-that, since knowledge-that is propositional and can be expressed in sentences.

For the logical positivists, the basic objects of study were sentences in some more or less regimented language. Ideally, the language was a version of first-order logic where the atomic predicates represent observational properties. These observational predicates were taken as primitive, unanalysable notions. The main tool used when studying the
linguistic expressions was logical analysis. In its purest form, logical positivism allowed only this tool. A consequence of this methodology was that all observational predicates were treated in the same way since there were no logical reasons to differentiate between them. For example, Carnap (1950, sec. 18B) required that the primitive predicates of a language be logically independent of each other.

In this tradition, particular observations are used as evidence for inductive generalisations or predictions (Carnap 1950, 1971; Hempel 1965). When connections are found within the registered observations, inductive generalisations can be made, which then can be confirmed by additional observations. So if observations of objects $O_1, O_2, O_3 \ldots$ all are $C$, the generalisation that all $O$ are $C$ can be made. The inference thus concerns a relation between individual and universal sentences. The evidence from the premises gives stronger or weaker support for the conclusion. Since this inductive process does not have the same logical rigor as a deductive process, the methodology of induction requires that supporting evidence preferably should come in large numbers, come from several different contexts and have no negative cases (Hempel 1965).

One point that has been downplayed in the debate, however, is that not all universal sentences can function as conclusions in inductive inferences. Ever since Aristotle’s classic “All men are mortal”, inductive inferences only involve universal sentences that are generics, that is, express relations between categories and properties. A non-generic universal sentence such as “All persons in this room are Swedish” would not be acceptable as an inductive inference, even when perfectly supported by the given evidence. This is so since such ‘accidental generalisations’ do not support counterfactuals of the form “if a person came into the room he or she would be a Swede”. So, even though the logical form of a law-like sentence is the same as that of an accidental universal sentence, we point to the connection between law-like sentences and generics. In the literature there has been attempts to distinguish ‘law-like’ (nomologic, nomothetic) generalisations from ‘accidental’ generalisations (see, e.g., Goodman 1983; Hempel 1965), and early steps to break the logical emphasis were taken by for example Dretske (1977), Tooley (1977) and Armstrong (1978, 1983) who focused on laws as relations of non-logical necessitation between universals (see also Carroll 2016).

2.2 Induction from a naturalistic perspective

Our alternative to the traditional propositional or sentential approach is cognitivist and naturalistic. We thus highlight that inductive inferences are possible since the world has moulded our cognitive faculties through evolution (Quine 1969b; Lorenz 1977; Gärdenfors 1990, 2000; Humphrey 1992; Kornblith 1993). We are cognitively imprinted to discover, recognise and categorise certain patterns in the world – otherwise our generalisations and predictions would be miraculous (Dennett 1991; see also Johansson 1998). So, in contrast to the discussion mentioned above on what constitute laws, our focus concerning inductive inferences is on the kind of knowledge that is involved.

We show in section 6 that psychological research on sensory and perceptual generalisations involved in learning concern properties and categories, rather than propositions. From this perspective, inductive inferences can be seen as natural processes in cognitive systems, rather than in language, that occur when an agent categorises its sensory input and then makes generalisations or predictions using its understanding of these categories.
Our approach to induction is naturalistic in the sense that we look to science for relevant input instead of relying on intuitions and language. Methodologically, we endorse a form of ‘cooperative naturalism’, according to which relevant scientific findings always should be taken into consideration since they provide our best explanations (Rysiew 2016).

In fact, there are a number of interconnected scientific practices inquiring into induction and knowledge, on many different levels of explanation and from different perspectives. Three research areas come fairly close to the traditional epistemological outlook to induction, namely, cognitive neuroscience, cognitive ethology, and cognitive psychology. In section 4 we single out and use cognitive neuroscience as a foundation for our partitioning of knowledge types and in section 6 we turn to cognitive psychology for experimental evidential input concerning inductive reasoning.

3 Knowledge-how, knowledge-what and knowledge-that

3.1 The contemporary debate

Ryle (1949) provides some influential arguments for upholding the distinction between ‘knowing-how’ and ‘knowing-that’. He argues that knowing-that is to possess knowledge whereas knowing-how is to be intelligent. Knowledge-that thus concerns relations between agents and true propositions, whereas knowledge-how instead concerns abilities, dispositions and actions of the agent.

However, not everyone agrees that there is a relevant distinction to be made (see, e.g., Stanley and Williamson 2001; Schaffer 2007; Stanley 2011). In particular, Stanley and Williamson (2001) and Stanley (2011) question the distinction and instead argue that knowledge-how is a form of knowledge-that. In the literature, this position is called intellectualism, in contrast to anti-intellectualism as exemplified by Ryle (1949), and for example Stanley (2011) claims that knowledge-how can be analysed as a state with propositional content.

In support of intellectualism, various examples like the following situation have been presented and discussed: “Suppose there is a certain complex ski manoeuver, which only the most physically gifted of athletes can perform. A ski instructor might know how to do that manoeuver, without being able to perform it herself.” (Stanley 2011, p. 128). The ski instructor is thought to know the relevant facts and propositions (knowledge-that) concerning the manoeuver, which then can be used to ‘direct’ her or someone else’s actions. According to Stanley: “[… T]he acquisition of a skill is due to the learning of a fact [which] explains why certain acts constitute exercises of skill, rather than reflex. A particular action […] is a skilled action, rather than a reflex, because it is guided by knowledge […]” (Stanley 2011, p. 130).

---

1 It should be pointed out that we consider philosophical questions important in their own right. Our point is that induction is not just a philosophical problem.

2 Alternatives to our position can be found in for example ‘replacement naturalistic’ theories, where Quine (1969a) offers the most well-known account. Following a traditional understanding of Quine’s position, epistemology should “simply fall […] into place as a chapter of psychology and hence of natural science.” (Quine 1969a, p. 82). Yet another alternative position is found in ‘substantial naturalism’, according to which epistemological questions ought to be re-formulated in more exact scientific terminology (Rysiew 2016).

3 Stanley attributes this example to p.c. with Jeff King.
The intellectualist position is, in our view, questionable since it fits only some aspects of highly technical skills and especially since it underestimates the importance and amount of non-conscious processes involved in intentional actions – even though there has been intellectualist attempts to better account for such aspects (see, e.g., Stanley and Krakauer 2013; Pavese 2015a, b). We agree that having propositional or theoretical knowledge (of true propositions), or receiving instructions (“knowledge of the way”) that we should position and move our body in a particular manner might help us try to consciously improve our technique. Nevertheless, it is ultimately practical knowledge through repetitive training that eventually lets us know how to actually perform the action – it is only by going out on the slopes that we can learn how to ski. A myriad of non-declarative and non-conscious processes make up our motor-, perceptual- and cognitive abilities, which are required for us to know how to perform an action.4

3.2 Knowledge-what as knowledge of categories

Fantl proposes a more promising extension of the traditional dichotomy between knowledge-how and knowledge-that: “There’s the kind of knowledge you have when it is truly said of you that you know a person—say, your best friend.” (Fantl 2016). In our opinion, Fantl’s knowledge of ‘acquaintance’ is a special case of a third type of knowledge. We want to single out the ability to categorise, in particular to know the relation between categories and properties as a special form of knowledge, which we call knowledge-what.5

Not all relations between categories and properties are, however, relevant for induction. To make our use of the term knowledge-what more precise, three types of information about categories need to be separated: Defining properties, characteristic properties and accidental facts (Keil and Batterman 1984).6 Here we use these terms in the following way: Defining properties of a category refer to information that pertains to the meaning of the word for the category. Characteristic properties refer to general knowledge about the category, that is, properties that generally hold of the category (exceptions may be possible).7 In the case when characteristic properties are formulated in sentences, the distinction between defining and characteristic corresponds to the distinction between definitional and law-like sentences that has been made within

---

4 Another discussion of knowledge, which has received much less attention than knowledge-that and knowledge-how, is captured by the general formula knowledge-wh. This formula refers to the kind of knowledge involved when answering questions about who, when, where, why, whether, and what. If we consider knowledge-what, the examples that have been presented in the literature all concern singular facts rather than something general or categorical. Consequently, trying to identify the type of knowledge generated by induction by analysing answers to non-generic wh-questions does not seem to be a fruitful strategy. The intellectualist tradition claims that all forms of knowledge-wh, just as knowledge-how, reduces to declarative knowledge-that (Hintikka 1975; Lewis 1982; Boër and Lycan 1986; Higginbotham 1996; Stanley and Williamson 2001). We instead want to argue that knowledge-what is not directly connected to language but instead to properties and categories.

5 It should be noted that our use of ‘knowledge-what’ is not intended to cover all everyday uses of the term such as in “I know what time it is”.

6 This is sometimes referred to as the dictionary-encyclopaedia distinction, but this is a misnomer since dictionaries frequently use characteristic features in their definitions.

7 Among semanticists, it has been discussed how the borderline between defining and characteristic knowledge should be drawn, but this problem is not crucial for our arguments.
philosophy of science (Hempel 1965; Carroll 2016). Accidental facts contain information about particular instances of a category. We illustrate these three types of information with an example concerning the category ‘spiders’ web’:

- **Defining**: Spiders’ webs are made from a protein fibre extruded from the spider’s body.
- **Characteristic**: Spiders’ webs are used for catching insects that provide food for the spiders.
- **Accidental**: Spiders’ webs are abundant in my cellar.

Our take on knowledge-what is that it concerns defining and characteristic knowledge, while knowledge-that concerns facts – accidental facts as well as facts of the type $2 + 2 = 4$. Our central thesis (to be discussed in section 6) is that, as a special case of knowledge-what, inductive inferences result in knowledge about characteristic properties. We thus heed the anti-intellectualist distinction between knowledge-how and knowledge-that while adding knowledge-what as a third type of knowledge, which is central for processes of induction.

### 3.3 Knowledge-what is separate from knowledge-that

Even though knowledge-what is primarily non-linguistic, it can be expressed in language. We next present two arguments for why knowledge-what, even if formulated linguistically, should be separated from knowledge-that. The first one builds on the observation that it seems perfectly natural that the following two sentences can be accepted simultaneously:

- (1) Spiders have eight legs.
- (2) My neighbour’s spider has only seven legs.

However, if (1) is expressed – as is standard in writings on induction – in the form of a universal sentence:

- (1′) All spiders have eight legs.

Then (1′) contradicts (2). There are two reasonable ways out of the contradiction:

- (a) Deny that my neighbour’s creature is a spider.
- (b) Deny that (1) expresses the same knowledge as (1′).

A reason against option (a) can be found in that what characterises spiders can be thought of as a ‘pattern’ of properties. Despite having only seven legs it is still a spider, since it has other ‘essential’ properties of spiders (definitional properties). In favour of option (b), it is worth highlighting that (1) expresses definitional properties, while (2)

---

8 We need not subscribe to full-blown essentialism. It is sufficient that certain properties of spiders are considered cognitively more important than others. See Gärdenfors (2000, sec. 4.2.2) for a defence of such a ‘cognitive’ form of essentialism.
expresses an accidental fact. Interpreting (1) as (1’) and putting it together with (2) conflates the two different types of knowledge. As an alternative way out of the contradiction one may propose the following formulation of (1):

- (1″) Spiders *characteristically* have eight legs.

Barring the problem of explaining the meaning of ‘characteristically’ in a non-circular way, we consider that this formulation supports our position that the knowledge expressed in (1) is of the definitional or characteristic form, that is, knowledge-what.

### 3.4 Generic sentences express knowledge-what

A second argument for maintaining the distinction between knowledge-what and knowledge-that shows up in natural language, albeit in an indirect way, as the distinction between the meaning of *generic* universals versus the meaning of factual universals. For example, generic universals such as “Blue whales eat plankton” and “A wrench is a tool for fastening nuts” are used to express some of the characteristic properties of ‘whale’ and ‘wrench’. In contrast, factual universals, such as “Blue whales can be seen around the Cape of Good Hope” and “Wrenches are expensive in this shop” express facts about the world that are not part of the characteristic properties about the concepts. And sentence (1) above is indeed a generic.

It is interesting to note that the two types of universals behave in different ways linguistically, as pointed out by Lawler (1973):

- (3a) Blue whales eat plankton.
- (3b) A blue whale eats plankton.
- (4a) Blue whales can be seen around the Cape of Good Hope.
- (4b) *A blue whale can be seen around the Cape of Good Hope.*

(3a) describes a characteristic property of blue whales. It can be exchanged for the indefinite singular version in (3b). It expresses a relation between the concept blue whale and the property of feeding on plankton. In contrast, (4a) is a factual universal that says something factual about blue whales. A test for this is that it cannot be exchanged for the indefinite singular version in (4b) (Carlson 2009; Krifka 2012). Lawler notes that generic universals (which he calls non-descriptive generics) “[…] seem most natural in definitional sentences, or ones used somehow to identify the nature of the thing specified by the generic by means of properties peculiar to it; they are less acceptable when an accidental quality is predicated on them.” (Lawler 1973, p. 112).

The upshot is that although a generic universal is a sentence, it expresses a different kind of knowledge than factual universals. Philosophers who have analysed generics have noted that there is no linguistic operator associated with these sentences and that negations of generics cannot be handled in the traditional logical way (Leslie 2008). The fact that sentences (3a) and (3b) express the same content in spite of their very different logical form is a further indication that generics form a special class of sentences. This conclusion is also supported by the fact that generics are acquired

---

9 As is standard in linguistics, the asterix marks that the sentence is not acceptable.
earlier by children than explicit universal sentences (Gelman 2003), which indicates that the information contained in generics is of a more fundamental type (see also Hollander et al. 2002). Leslie (2008, p. 21) writes: “Thus the inclination to generalize, though aided by language, does not depend on language but is, rather, an early developing, presumably innate, cognitive disposition.”

Our position is that induction does not concern relations between sentences and hence it is not a logical problem involving relations between sentences. We submit that the focus should be on how relations between categories and properties are supported.

In this section we have argued that knowledge-how, knowledge-what and knowledge-that all fill important separate epistemic roles. We thus propose a tripartite division of knowledge. In the next section we present results from cognitive neuroscience that further support such a tripartition.

4 Memory and knowledge

Without memory there is no knowledge. In this section, we take a cognitive neuroscientific perspective and present a different kind of support for our thesis that knowledge-what is a separate form of knowledge by mapping our partitioning of the three types of knowledge onto different kinds of long-term memory. We build on Tulving’s (1985) categorisation of long-term memory into three kinds: procedural, semantic and episodic memories. Tulving’s position has been very influential and is still pertinent in recent analyses although it has been partially reinterpreted (see, e.g., Fletcher et al. 1999; Binder and Desai 2011; Yee et al. 2014; Kim 2016; see also Gazzaniga et al. 2002; Aizawa and Gillett 2009). In this paper, we follow the presentation in Yee et al. (2014).

4.1 Mapping forms of knowledge onto forms of memory

The non-declarative procedural memory, which is beyond our conscious reach, handles an agent’s skill in performing a task. This kind of memory can be described as generated by an automatic process, where an agent learns and remembers how to do something. Learning is achieved through repetition or practice, and procedural memory can easily be associated with operant conditioning since it is possible to describe in terms of stimulus and response. Procedural memory is something humans share with many other animals (Tulving 2002).

Semantic memory allows for agents to actively cognise about categories, concepts and objects. It is thus with the aid of semantic memory that agents think about categories and their relations (see, e.g., Herrnstein 1990; Martin et al. 1996; Martin and Chao 2001; Binder and Desai 2011; Yee et al. 2014). Semantic memory is general and does not depend on specific references to experiences. This kind of memory is needed for handling the environment as efficiently as possible. In particular, semantic memory is crucial for mapping categories to actions. Like procedural memory, some aspects of semantic memory are most likely hardwired through evolution, for example fear reactions to snakes.

[Categorization is no saltation. It has turned up at every level of the animal kingdom where it has been competently sought. One reason for looking more
carefully at lower levels of categorization is that the continuity of cognitive processes linking humans and other animals is clear and undeniable here. And, as the evidence to be summarized suggests, it is probably at the upper end of this span that animal and human cognitive capacities diverge. (Herrnstein 1990, p. 138)

Humans share semantic memory with mammals and birds (Tulving 2002). Numerous findings support conceptual and categorical abilities in animals such as for example common squirrel monkeys (Thomas and Kerr 1976), rhesus monkeys (Spaet and Harlow 1943; Sands et al. 1982; Schrier and Brady 1987), chimpanzees (Nissen 1953), and pigeons (Vetter and Hearst 1968; Zeiler 1969; Cerella 1979).10

Episodic memory governs experienced knowledge that can be used in narratives. This kind of memory generates self-aware remembrance concerning single events such as they are experienced from a first person perspective (Tulving 1985, 2002).

Episodic memory makes it possible for humans to ‘time-travel’ in their minds. It allows us to remember individual events or episodes and the order in which they have occurred. Tulving (2002) claims that this form of memory is only found in humans. This position has, however, recently been challenged by researchers in animal cognition (Clayton and Dickinson 1998; Gärdenfors and Osvath 2010; Osvath 2015) who argue that episodic memory, albeit to a limited extent, can be found in animals such as great apes and corvids.

The three systems are viewed as separate systems, although they most likely work in parallel, something Tulving acknowledges (see, e.g., Tulving 2002, p. 6; see also Yee et al. 2014). We now propose a straightforward mapping between the three kinds of knowledge and the three long-term memory systems: Procedural memory handles knowledge-how, semantic memory handles knowledge-what, and episodic memory handles knowledge-that.11 Since the characterisation of the knowledge handled by the three memory systems clearly maps onto our description of the three kinds of knowledge, this mapping supports that the three types we distinguish indeed have different functions in human cognition.

From the perspective of this article, it is interesting to note that Tulving claims that the order in which memory types are presented here corresponds to the order in which they have emerged in the evolution of the animal world. In Tulving’s words: “[..] Procedural memory entails semantic memory as a specialized subcategory, and […] semantic memory, in turn, entails episodic memory as a specialized subcategory.” (Tulving 1985, pp. 2–3, italics removed). Both episodic and semantic memories therefore involve non-conscious aspects from procedural memory, which is prior. Since episodic memory is the memory-form most tightly connected with conscious experiences, thereby being connected to introspection and internalistic justification, it is no wonder that knowing-that is thought to be central for humans. However, for everyday problem solving and survival, the two other types are more essential. The fact that many animals have procedural and semantic memory while episodic memory is only well developed in humans indicates that, from an evolutionary point of view, knowing-how and knowing-what are more fundamental forms of knowledge than

---

10 For a more exhaustive overview see Thompson (1995).
11 In different articles, Tulving vacillates in his characterisation of memories of facts. Here we link factual knowledge to episodic, rather than to semantic, memory (see also Yee et al. 2014).
knowing-that. Our argument therefore supports an anti-intellectualist position. Rather than investigating how the concept ‘knowledge’ figures in language, our mapping between knowledge and long-term memory focuses on how humans, and other animals, actually use their knowledge as shown by different cognitive tasks.

4.2 Semantic memory and neuroscience

Neuroscientific results provide ample support for Tulving’s distinction between the three memory systems, holding the procedural, semantic and episodic memory systems separate. In particular, the left and right prefrontal cortices are considered to play a key role for separating semantic and episodic memory. There is however an on-going debate concerning the details of this separation (Fletcher et al. 1999, p. 176; Goel and Dolan 2000; Kim 2016). Semantic memory is connected to conceptual knowledge, and fMRI studies show that in addition to the prefrontal cortex, the anterior cingulate, the inferior parietal cortex, the thalamus, and the hippocampus are also to various degrees involved in categorisation (Goel and Dolan 2000; Grossman et al. 2002b). Furthermore, the prefrontal cortex and hippocampus are directly linked to inductive inferences (Goel and Dolan 2000; Grossman et al. 2002a; Hayes et al. 2010; Yee et al. 2014; Fisher et al. 2015). Such findings offer a non-linguistic backing of our tripartitioning of knowledge as well as our linking of conceptual knowledge and induction to semantic memory. Specific brain-regions are correlated to categorical, conceptual and inductive inferential functions, all being ascribed to semantic memory.

The credibility of our tripartite account of knowledge, given the evidence from neuroscience, offers a counterargument against a reduction of knowledge-what (or knowledge-how) into knowledge-that. Conceptual knowledge-what should not be seen as reducible to propositional knowledge-that, since the memory system underlying knowledge-what is different from that underlying knowledge-that.

The upshot is that the mapping between types of knowledge and long-term memory systems thus provides us with a naturalistic argument for separating knowledge-what from knowledge-that. Indeed, memory science endorses the view that long-term memory can be partitioned into three types, which supports our corresponding distinction between three types of knowledge. In brief, knowledge-what is a special form of knowledge, just as semantic memory is a special form of memory.

5 Using conceptual spaces to model knowledge-what

We claim that knowledge-what is a different type than knowledge-that. What except for language can be used to model knowledge-what? In this section we propose that conceptual spaces (Gärdenfors 1990, 2000, 2014) is an appropriate tool for this task. This notion can be seen as a development of the ‘quality spaces’ in Quine (1960), the ‘attribute spaces’ in Carnap (1971) and the ‘logical spaces’ in Stalnaker (1981). In section 6 we then argue that conceptual spaces help us understand induction as a way of achieving knowledge-what.

\textsuperscript{12} We cannot use the word ‘describe’ instead of ‘model’ since that would presuppose a linguistic approach to knowledge.
There exist several other models of categories and their relations apart from conceptual spaces, for example models based on prototypes in the tradition of Rosch (1975) or exemplar-based models (Nosofsky 1988). However, the focus on geometrical structure, in particular the use of convexity in representing categories, make conceptual spaces particularly well suited for handling inductive processes (Gärdenfors 1990, 2000).

5.1 Dimensions and domains

A conceptual space consists of a number of quality dimensions. Examples of quality dimensions are temperature, weight, brightness, pitch, and force, as well as the three ordinary spatial dimensions of height, width, and depth. Some quality dimensions are of an abstract non-sensory character.

The quality dimensions are grouped into domains. For example, the space domain consists of the dimensions width, depth and height, and the colour domain of the dimensions hue, saturation and brightness. The domains are described with the aid of different topological or metric structures. For example the ordinary space domain forms a 3-dimensional Euclidean space, the colour domain forms a double spindle (Gärdenfors 2000), and the domain of tonal harmony forms a torus (Shepard 1982).

The primary function of the domains is to represent various qualities of objects. Distances in the domains are inversely correlated to the similarities between properties. For example the distance between orange and red in the colour domain is smaller than the distance between red and green. The domains of a conceptual space are related in various ways, since the properties of those objects modelled in the space co-vary. For example, in the fruit domain, the ripeness and colour dimensions co-vary and, of course, size and weight covariate strongly. Such covariations are central to inductive inferences.

The conceptual space framework presented here could be the answer to what for example Yee et al. (2014) are looking for in a domain-specific framework for semantic memory:

Many of the studies described in this chapter explored the organization of semantic memory by comparing the neural responses to traditionally defined categories (e.g., animals vs. tools). However, a more fruitful method of understanding conceptual representations may be to compare individual concepts to one another, and extract dimensions that describe the emergent similarity space. (Yee et al. 2014, p. 363)

5.2 Conceptual spaces as a tool for expressing properties, categories, and their relations

In first-order logic and other logical formalisms, properties are described with the aid of predicates. However, predicates are treated as atoms and not further analysed. In contrast, if conceptual spaces are used to define properties, more structure can be represented. The central role of similarity and the geometry of the spaces make it possible to represent features of concepts and their relations that are more or less impossible to express within a logical approach (that is, as part of knowledge-that).
The following criterion was proposed in Gärdenfors (1990, 2000), where the geometrical characteristics of the quality dimensions are used to introduce a spatial structure to properties:

- **Criterion P**: A *natural property* is a convex region in some domain.

That a region is convex means that, if some objects located at \( x \) and \( y \) in relation to some domain are both examples of a property, then any object that is located *between* \( x \) and \( y \) with respect to the same domain will also be an example of the property. As an application of criterion \( P \), Jäger (2010) has provided strong support for the convexity of colour terms in 109 languages. Properties as defined in this criterion are natural in the sense that they emerge as results of learning in children, adults and many animal species. We will discuss the relations to learning further in section 6.

The notion of a natural property can also be extended to some discrete dimensions. For example, in a graph structure with nodes and arcs, we have a notion of betweenness, and thus we can identify the convex sub-sets of the graph (compare Johnson’s (1921, pp. 181–3) notion of ‘adjectival betweenness’). This means that in a biological classification, which can be represented by a tree structure, a property is ‘natural’ if it applies to all and only those parts of the classificatory tree that lie below one particular node in the tree. For example, the properties ‘marsupial’ and ‘vertebrate’ will be natural properties in the phylogenetic classification, while ‘featherless’ and ‘biped’ will not.

Properties, as defined by criterion \( P \), should be distinguished from *categories*. Gärdenfors (2000, 2014) defines this distinction by saying that a property is based on a single domain, while a category is based on one or more domains. This distinction has been obliterated in the philosophical literature since both properties and categories are represented by predicates in first-order logic. A rule of thumb is that adjectives in a language typically express properties, while nouns express categories. This point is developed in Gärdenfors (2014).

When representing a category, one of the first problems one encounters is to decide which the relevant domains are. A typical example of a category that is represented in several domains is ‘apple’ (compare Smith et al. 1988). When we encounter apples as children, the first domains we learn about are those of colour, shape, texture, and taste (see, e.g., Son et al. 2008; Gärdenfors 2017). Later, we learn about apples as fruits (biology), and as things with nutritional value, etc.

Categories are not just bundles of properties. They also involve relations and *covariations* between regions from different domains that are associated with the category. The ‘apple’ category has a strong positive covariation between sweetness in the taste domain and sugar content in the nutrition domain, and a weaker positive covariation between redness and sweetness. Such considerations motivate the following definition for category\(^{13}\):

- **Criterion C**: A *natural category* is represented as a set of convex regions in a number of domains, together with information about how the regions in different domains are related.

\(^{13}\) For a more precise definition, see Gärdenfors (2000, ch. 4).
Within the philosophical tradition, a forerunner is Johnson’s (1921, ch. XI) distinction between ‘complex determinables’ (corresponding to our domains) and ‘determinates’ (corresponding to points or regions of domains).

The theory of conceptual spaces has clear connections to prototype theory, according to which members in each category in a domain are more or less typical. The member that is most typical can be dubbed a prototype, although it can be pointed out that properties often do not have clear-cut lines but instead graded boundaries (Rosch 1975; Smith et al. 1988; Decock et al. 2013). This is easily translated into the terminology of conceptual spaces where a prototype can be described as lying at the centre of the region(s) representing a property or category.

One aspect that deserves to be highlighted is that conceptual spaces offer the ability to add domains to the representation of a concept (Gärdenfors 2000, 2104). To use our previous example, when we learn the meaning of ‘apple’ as children, the shape, colour and taste domains are the central ones. Later we learn that apples also have nutritional values, which can be represented by adding a new domain to the ‘apple’ category. Adding new domains is a form of learning about categories.

The connections to prototype theory and the possibility to learn about a category by adding new domains entails that our model of properties and categories is in conflict with the classical approach where concepts are defined in terms of necessary and sufficient conditions. The classical approach presumes a language-based description of concepts, something that is not presupposed when concepts are represented in terms of conceptual spaces.

Our interpretation of conceptual spaces is instrumentalistic. Nevertheless, our evolutionarily moulded cognitive faculties provide some natural quality dimensions for humans. Our quality dimensions are what they are because they have been selected to fit the surrounding world (Gärdenfors 2000, p. 82). In Quine’s words: “To trust induction as a way of access to the truths of nature [...] is to suppose, more nearly, that our quality space matches that of the cosmos.” (Quine 1969b, p. 125). His notion of ‘quality space’ is close to that of a conceptual space.

5.3 Knowledge-what as relations between categories and properties

We might not have unbiased contact with the world, but it is still the real world that provides the sensory input we get, and “[i]t is precisely because the world has the causal structure required for the existence of natural kinds that inductive knowledge is even possible.” (Kornblith 1993, p. 35). There are only certain clusters of properties that are organised in a stable enough way as to stick together in natural categories enabling us to make inductive inferences.

As a way of capturing clusters of properties, criterion C introduces relations between domains as a factor of an object category. Our proposal is that knowledge-what consists of such relations. For example knowing what aspartame is, involves knowledge about the relation between the chemical domains that characterise aspartame and the sweetness region of the taste domain.14

There are, however, different kinds of relations. The strongest one is when all examples of a category fall within one region of a domain, as in for example “all

---

14 See Gärdenfors (2000) for a discussion of this domain.
ravens are black”. Another form of relation is covariation, for example, “metals expand when heated” which describes a covariation between the temperature and size domain, or the covariation between the colour and sweetness of fruits.

Even though there are many possible relations between categories and properties, we most often are able to discern which relations are relevant. We have a built-in understanding of the world’s structure, where some properties and patterns are intuitively grasped (Kornblith 1993, pp. 100–1; Johansson 1998). As Kornblith points out “[…] we are accomplished detectors of multiple, clustered patterns of covariation.” (Kornblith 1993, p. 104). It is primarily in contrived situations that our inductive inferences tend to go wrong; in natural settings we are quite apt at recognising essential ‘deep similarities’:

It is thus safe to say that we have a sensitivity to the features of objects which reside in homeostatic clusters. Indeed, the way in which we detect covariation is precisely tailored to the structure of natural kinds. […] We conceptualize kinds in such a way in order to separate the properties of the members of a kind which are projectable from those which are not. We are aided in this task by our ability to detect clustered covariation. (Kornblith 1993, pp. 105–6)

An argument for focusing on covariations between domains comes from work by Billman (1983) and Billman and Knutson (1996) that indicates that humans are quite good at detecting covariations that cluster several domains (Hayes et al. 2010). A plausible explanation of this phenomenon is that our perceptions of natural objects show covariations along multiple domains, and, as a result of natural selection, we have developed a competence to detect such clustered relations. In line with this, the basic level categories of prototype theory (Rosch 1975) can be characterised by distinctive clusters of covariating properties (Holland et al. 1986, pp. 183–4).

6 Induction as generating knowledge-what

As we mentioned earlier, the propositional approach to induction led to unintuitive conclusions visible in numerous paradoxes. Quine’s (1969b) negative conclusions concerning the possibilities of defining ‘natural kind’ or the corresponding notion ‘similarity’ can be interpreted as indicating that we have to go beyond language to find a solution. What is needed is a way of tapping our sources of knowledge so that we become able to distinguish the properties that may be used in inductive inferences from those that may not.

For Goodman (1983), the question of what makes certain generalisations law-like becomes the problem of which predicates are ‘projectable’, that is, which predicates can be used in inductive inferences. 15 The solution we propose here is that only natural properties and categories, as defined in criteria P and C, are ‘projectable’, that is, allowed in inductive inferences (Gärdenfors 1990, 2000). Consequently, the feature of a conceptual space that is the most essential for a theory of induction is its topological

15 Goodman spells the term ‘projectible’ in his well-known discussion of induction and entrenched predicates (Goodman 1983).
and metric properties, while the logical structure of the language that ‘lives on’ in the conceptual space is secondary.

As an example, let us take a brief look at the categories that occur in Hempel’s (1965) paradox of confirmation. The paradox describes how all observations of black ravens confirm the generalisation that all ravens are black. However, all observed non-black non-ravens logically confirm the same generalisation, which might be considered counterintuitive or paradoxical. Observing a white shoe, for example, would confirm that all ravens are black. It seems odd that any such observation should support an inductive inference that all ravens are black. According to the theory of Gärdenfors (2000, 2014), object categories are represented in product spaces, where each subspace represents a property of the category. If the properties of the category all correspond to convex regions, then the product of the regions will be convex too. In contrast, the category ‘non-raven’ would be difficult to count as a natural category. The class of all objects that are non-ravens belong to many unrelated domains. The associated regions, let alone their product, cannot be specified as a convex region of some domain. Consequently, ‘non-raven’ does not qualify as a natural category. A similar analysis can be provided for Goodman’s (1983) example of ‘grue’ (Gärdenfors 1990). The properties used in these problems do not correspond to convex regions in domains and are hence not projectable. A more detailed discussion of this topic is presented in Gärdenfors (2000).

Conceptual spaces help us understand induction as a way of achieving knowledge-what. Given the characterisation of projectable predicates as natural properties and categories, our analysis of what is achieved in induction is knowledge about relations between such properties and categories. Induction thus lets us achieve new knowledge-what about categories. And to know what properties a specific category is related to is to have knowledge about characteristic properties of that category. Most scientific empirical discoveries are of this type. For example, when it was discovered that penicillin is an antibiotic, such a relation was established (Aldridge et al. 1999; Lax 2004). Or when it was discovered that a certain alloy of niobium and titanium was a superconductor (Berlincourt and Hake 1963) new knowledge about characteristic properties of the type knowledge-what was acquired.

Induction consists in generalising from a limited number of observations. In logical approaches to induction, ‘generalisation’ means forming some form of universal sentence. When conceptual spaces are used as a basis, however, the situation is different. The similarity structure of the domains allow generalisation in the form of extending the given observations to similar instances, in particular by applying the convexity criteria $P$ and $C$. This form of generalisation therefore comes closer to what is called ‘stimulus generalisation’ in psychology. Unfortunately, this form of generalisation has not been discussed in the philosophical literature on induction.

In contrast to the sentential approach to induction in philosophy, there exist in psychology an active research programme dealing with ‘category-based induction’ (Osherson et al. 1990; Hayes et al. 2010; Fisher et al. 2015). Within this programme, the stimuli almost exclusively consist of generic sentences that, according to our classification, express knowledge-what. The inferences that are studied are typically

---

16 The model presented in Gärdenfors (2000, 2014) is slightly more complicated, involving also correlations between properties.
of two kinds: general, where the conclusion concerns a class that is superordinate to those of the premises, and specific, where the class of the conclusion is on the same categorical level as the premises. An example of a general argument is the following:

- Grizzly bears love onions
- Polar bears love onions

Hence: All bears love onions.

And an example of a specific argument is:

- Robins use serotonin as a neurotransmitter
- Bluejays use serotonin as a neurotransmitter

Hence: Geese use serotonin as a neurotransmitter.

Experimental subjects are asked to judge the validity of different inductive relations. A central question that is investigated is how the perceived similarities between the categories affect the judgments. Thus category-based induction is closely related to stimulus generalisation. In accordance with our analysis, the focus of this research programme is knowledge-what. As far as we are aware the distinction between knowledge-what and knowledge-that has not been discussed within this psychological tradition.

Further support for the thesis that inductive generalisations build on relations between categories comes from studies of how children reason (Sutherland and Cimpian 2017). It has been argued that the drive to learn about categories is an innate feature of human cognition (Csibra and Gergely 2009). Information about categories is privileged in memory since children are better able to recall new information about categories than to recall information about non-category sets (Cimpian and Erickson 2012). Furthermore, children find it easier to reason with categories (dogs) than with set-expressions (all dogs) (Hollander et al. 2002). Findings of this type indicate that knowledge-what is primary to knowledge-that, just as semantic memory is primary to episodic.

It should be noted that the change in how induction is perceived – from relations between sentences to relations between properties and categories – does not lead to any radical changes in the methodology used to establish inductive knowledge. Well-known requirements of repeated experiments, precision, variation and generalisability in experiments are still valid (Hempel 1965; Seltman 2015). Furthermore, these requirements turn out to be even more natural from the perspective of establishing knowledge-what. As noted above, generalisability achieves a different meaning and different methods for determining relations that take distances in domains into consideration should therefore be put in focus.

**7 Concluding remarks**

We have argued that the traditional problems for the logical positivists’ analyses of induction have arisen because they confined themselves to narrowly to sentential

---

17 When we write about validity, we intend not just logical validity, but use the term in a broader sense including other forms of inference.
representations of information and to logical tools in their analyses. Instead we have shown the fruitfulness of using conceptual spaces as a way to represent knowledge-what and to investigate inductive inferences.

We have defended two theses. Firstly, there is not only knowledge-how and knowledge-that, but also knowledge-what. Secondly, induction concerns knowledge-what, that is, knowledge concerning the relation between categories and properties. We have presented support for these theses by connecting our tripartition of knowledge to the procedural, semantic and episodic long-term memory systems. We have specifically stressed the correlations in brain activity found between semantic memory, conceptual knowledge and induction. Knowledge-what should thus be included as a fundamental component of an account of human knowledge.

It is time to give up the focus on propositional knowledge in analytical philosophy. In our opinion, the many riddles of induction are a consequence of this focus and they will not appear if knowledge-what is accepted as a type of knowledge and induction is recognised as involving knowledge-what. By introducing the tripartition of knowledge, we hope to reboot epistemology in a naturalistic direction. Since philosophical (but not psychological) research on inductive processes during the last century has focused on symbolic representations of knowledge-that, we propound that the representations of categories and properties – as a way of modelling knowledge-what – should be given much more attention in the future.
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