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We present general quantum mechanical expressions for higher order moments, cumulants, and spectra of continuously measured quantum systems with applications in spin noise spectroscopy, quantum transport, and measurement theory in general. Starting from the so-called stochastic master equation of continuous measurement theory, we find that the leading orders of the fluctuating detector output \(z(t)\) with respect to the measurement strength \(\beta\) are a white shot noise background, a constant measurement offset, and the leading order quantum noise of the measured operator \(A\). Starting from quantum expressions for the multi-time moments \(\langle z(t_n) \cdots z(t_1) \rangle\) we derive three- and four-time cumulants that are valid in all orders of \(\beta\) covering the full regime between the weak and strong measurement limit (Zeno-limit). Intriguingly, quantum expressions for the cumulants were found that exhibit the same simple structure as those for the moments after introduction of only a slightly modified system propagator. Very compact expressions for the cumulant-based third and fourth order spectra (bispectrum and trispectrum) follow naturally. We illustrate the usefulness of higher order spectra by treating a real world two-spin system with strong hyperfine interaction. Moreover, spin noise spectroscopy is shown to have the potential for investigating the transition from weak measurements to the famous quantum Zeno regime for realistic probe laser intensities.

I. INTRODUCTION

The measurement of static or time-dependent quantities is a fundamental task in physics when studying the properties of a system. Thermal drift, imperfect detectors, or external noise sources often limit the accuracy of gathered data. Even if all these sources are absent, quantum mechanics has taught us that quantum measurements are inherently noisy. Outcomes of a measurement are in general stochastic and induce a back-action on the measured system that depends on the outcome of the measurement. The very active field of quantum electronics provides many examples where the quantum properties of nanoscopic objects immediately lead to time-dependent fluctuating streams of measured data that need to be analyzed by statistical methods\textsuperscript{[12]}. John von Neumann started to develop a quantum theory of measurement based on projection operators\textsuperscript{[3]}. Later, Misra and Sudarshan found that repetitive projective measurements of the same quantity lead to the suppression of system dynamics, the celebrated quantum Zeno effect\textsuperscript{[3]}. This holds, however, only true in the case of strong measurements where any single measurement forces the system to immediately reveal its state with respect to the measurement operator. Aharonov and others then introduced a mathematical concept for describing so-called weak measurements that perturb the system only weakly on the expense of gaining only partial information\textsuperscript{[2]}. Korotkov studied theoretically a quantum dot system that is continuously monitored via a probe current that couples to the system with a tunable coupling constant\textsuperscript{[6]}. The time-dependent measured current signal \(z(t)\) was shown to contain a contribution from quantum Rabi-Oscillations that disappeared in the limit of strong measurements due to the quantum Zeno effect. The appearance of Rabi-oscillations in \(z(t)\) demonstrates the usefulness of continuous weak measurements to probe the dynamics of quantum systems. Since \(z(t)\) is directly obtained from experiment, we consider it the fundamental quantity in measurement theory. Starting in the 1980's a consistent theory of measurements in continuous time (quantum continuous measurements) was established that was able to describe both the quantum system and the stochastic detector output\textsuperscript{[7-9]}. In quantum trajectory theory, continuous measurements are treated with the help of stochastic differential equations\textsuperscript{[9,10]}. The so-called stochastic master equation (SME) of a general quantum system and an arbitrary observable in the notation of Jacobs and Steck\textsuperscript{[11]} will here be used to formulate a general theory of statistical properties of \(z(t)\). Equivalent SMEs have been derived by several authors in the context of special quantum systems\textsuperscript{[9,10,12-15]}. The most general derivation of the SME and an account of many of its properties has been given by Barchielli and Gregoratti in Ref.\textsuperscript{[9]} with an emphasis on rigorous derivations starting from a solid understanding of Ito stochastic calculus. They also present formulas for the usual second order noise power spectrum but do not evaluate their formulas with respect to moments or cumulants beyond second order. The SME is universal in the sense that it covers in principle also strong measurements as any strong measurement can be decomposed into a series of weak measurements\textsuperscript{[10]}. The stochastic detector output obtained from the SME was shown to be dominated by Gaussian shot noise for weak measurements and to exhibit stochastic switching behavior (telegraph noise) for strong continuous measurement\textsuperscript{[9]}. Starting from the multi-time moments of \(z(t)\), we derive as the fundamental result of this work analytic expressions for cumulants that are correct in all orders of the measurement strength (Sections\textsuperscript{[XII and XIII]}). Despite an initially very unwieldy representation of the cumulants in...
terms of moments we can extremely simplify the cumulant expressions by introducing a slightly modified quantum propagator. Cumulants are of great importance for actual measurements as they allow for a straightforward subtraction of instrumental background noise which is not possible in the case of moments (see Section X). The new cumulant expressions are the basis for deriving quantum mechanical expressions with unambiguous operator ordering for higher order spectra (Section XIV). While a general theory of such spectra was elusive before, such spectra were found to give important additional information on quantum systems like internal interactions or correlation effects. We will treat the non-trivial case of a strongly coupled spin pair and discuss its second, third and fourth order spectra.

Path integrals have alternatively been investigated to describe continuous quantum measurement. Bednorz et al. used such an approach to arrive at expressions for higher order correlation functions of $z(t)$ without deriving an explicit stochastic expression for $z(t)$. Our derivation of higher order correlation functions in Section XII is more general as we include the case of damping by the environment and - very importantly - can relax Bednorz' assumption of a weak measurements. For absent damping we find complete agreement with Bednorz' result.

Langevin approaches have been used in the past to formulate a theory of spin noise spectroscopy based on the fluctuating electron spin $s_z(t)$. These approaches, however, do not regard the effects of measurement backaction on the spin system and can not be used to derive expressions for higher order noise spectra (Section X).

In 1959, Landau was probably the first to popularize in his book on Statistical Physics a simple quantum theory for the noise spectrum of an observable given by a Hermitian operator $A$ by considering the noise spectrum of a classical quantity. Earlier versions have e.g. appeared in context with the fluctuation dissipation theorem. The classical noise power spectrum of a fluctuating quantity $z(t)$ is defined via the autocorrelation of $z(t)$ as

$$S_z(\omega) = \int_{-\infty}^{\infty} e^{i\omega \tau} \langle z(t + \tau)z(t) \rangle_t d\tau,$$

where the brackets $\langle \cdots \rangle_t$ represent an average over time $t$. Equivalently, the noise spectrum can be expressed in terms of the Fourier transform $z(\omega)$ of $z(t)$ as

$$\langle z(\omega)z^*(\omega') \rangle = 2\pi \delta(\omega - \omega')S_z(\omega)$$

where $z^*(\omega')$ denotes the complex conjugate of $z(\omega')$.

Landau defines without derivation

$$S^{(L)}(\omega) = \int_{-\infty}^{\infty} e^{i\omega \tau} G^{(L)}(\tau) d\tau$$

with [the superscript $(L)$ refers to Landau]

$$G^{(L)}(t' - t) = \frac{1}{2} \text{Tr}([A(t)A(t') + A(t')A(t)]\rho_0)$$

as the quantum mechanical analog of Eq. (1) where the product of the classically measured quantity $z(t)$ has been replaced by a symmetrized product of the measured operator $A$. The Heisenberg picture is invoked to describe the time dependent operator $A(t)$. The density matrix of the system $\rho_0$ is constant in time and assumed to be in steady state from which follows that the RHS of Eq. (4) depends only on the temporal difference $t' - t$. Landau's formula can in principle be used to describe damping if coupling of the quantum system to a bath is included. This can be done by replacing $\rho_0$ by a density matrix $\chi_0$ which represents system and bath. A useful expressions for the reduced density matrix $\rho_0$ is then obtained via the quantum regression theorem where damping is treated in Markov approximation (see Section VII).

We show that the same formula appears also naturally from the SME (see Section V).

In the following sections, we will choose spin noise spectroscopy as an illustrative example along which we will identify important quantities of our theory in the experimental setup. Spin noise spectroscopy has after pioneering work by Aleksandrov and Crooker quickly evolved into a mighty tool for studying spin systems in semiconductors and gases. The spin noise setup shown in Fig. 1 realizes a continuous quantum measurement of the $z$-spin orientation of an electron via the Faraday-effect in a semiconductor sample. Oestreich et al. give an estimate for the fluctuating Faraday angle based on the Elliott-formula which is based on band-structure parameters. The electron may in general be part of a larger coupled quantum system like e.g. an interacting pair of an electron spin and a nuclear spin. A finite Faraday-angle of the probe light polarization after the sample leads after a polarizing beam splitter to a slight imbalance of light intensities on the photodiodes. The Faraday signal is superimposed by strong optical
shot noise. The $z$-spin orientation in the quantum system is consequently not instantly revealed by the Faraday effect as expected for a weak quantum measurement. Spin precession frequencies and spin lifetimes of electron spins can be deduced from the peak position and peak width of the noise power spectrum\textsuperscript{[22].}

Several recent quantum theories for calculating spin noise spectra used Landau’s Eq. (3) without including a bath and are therefore missing a possible treatment of spin relaxation via the quantum regression theorem\textsuperscript{[23,24,25].} Alternatively, semiclassical Langevin equations of motion for single spin systems or electron-hole spin systems were used that included damping\textsuperscript{[21,26,27].} While Korotkov already elaborates on the effect of measurement back-action for the case of a nano-electronic device,\textsuperscript{[9]} most of the spin noise theories do not include the effect of measurement induced damping into the calculation of spin noise spectra. An exception is Ref.\textsuperscript{[37]} where measurement back action is treated numerically for a special quantum dot system. We show in Section \textbf{VII} that this damping leads to an additional anisotropic spin dephasing whose strength can easily be estimated from experiment and eventually induces Zeno-physics for high probe laser intensities.

Recently, higher order noise spectra of $z(t)$ came in the focus of interest for obtaining additional information on quantum systems. Liu showed theoretically that third order moments of the noise signal can be used to distinguish homogenous from inhomogeneous broadening of the spin noise resonance\textsuperscript{[23]} providing an alternative to a recently introduced method which relies on a wavelength scan of the probe laser.\textsuperscript{[28]} The (third order) bispectrum of the current through a single electron device was measured by Ubbelohde and shown to reveal correlation effects.\textsuperscript{[1]}

First steps into developing a theoretical understanding of a fourth order spin noise correlation spectrum

$$S^{(4)}(\omega_1, \omega_2) = \langle |z(\omega_1)|^2 |z(\omega_2)|^2 \rangle - \langle |z(\omega_1)|^2 \rangle \langle |z(\omega_2)|^2 \rangle$$  

(5)

were undertaken by Li and Sinitsyn.\textsuperscript{[17,19,21]} Practical broadband real-time measurements of $S^{(4)}(\omega_1, \omega_2)$ were presented by Starosielec et al. who were able to measure two-dimensional spectra up to 90 MHz with a resolution of better than 1 MHz in real time.\textsuperscript{[22]} We will show in Section \textbf{XV} that higher order spectra $S^{(n)}$ not only yield information on inhomogeneous broadening but also reveal correlations of coherently coupled quantum systems like an electron-nuclear spin pair.\textsuperscript{[55]}

The paper is organized as follows: Sections \textbf{II} and \textbf{III} are used to shortly review some important properties of cumulants, higher order spectra, and the so-called (non-linear) stochastic master equation. An iterative solution of the SME in terms of Ito-Integrals yields then explicit expressions for $z(t)$ in ascending orders of the measurement strength (Section \textbf{IV}). A quantum mechanical expression of the usual power spectrum of $z(t)$ is obtained in terms of the quantum propagator (Section \textbf{V}) and compared with Landau’s approach in context with the quantum regression theorem and the fluctuation dissipation theorem (Sections \textbf{VI}, \textbf{VII} and Appendix \textbf{E}). In Section \textbf{VIII} we show that the ratio of shot noise background and the surface area under noise peaks in a measured spectrum contains important information on the measurement strength. Based on this result we argue that the Zeno effect might have been observed already in a recent spin noise experiment. In Section \textbf{IX} we present analytical as well as numerical examples for the calculation of spin noise spectra including the non-trivial case of a strongly coupled pair of spins. In Section \textbf{X} we shortly compare an earlier theory of spin noise spectroscopy that is based on a Langevin-equation with our approach based on the SME. Section \textbf{XI} presents quantum mechanical expression for multi-time moments of the detector output $z(t)$ that are directly derived from the SME without any approximations. The derivation does not rely on explicit expressions for $z(t)$ as derived in Section \textbf{IV} and is also more general than a previously found derivation by Bednorz based on path-integrals.\textsuperscript{[20]} A reader who is especially interested in beyond second order results may skip Sections \textbf{IV} to \textbf{X}. These sections, however, are necessary for understanding the connection of the higher order spectra $S^{(n)}$ with the different orders $z_j(t)$ of the detector output. The expressions for the multi-time moments are the starting point in Section \textbf{XII} for finding compact expressions for the third and fourth order multi-time cumulants whose structure, intriguingly, very much resembles those of the moments. After Fourier transformation of the cumulants we eventually obtain the bispectrum and trispectrum (Section \textbf{XIV}). In the last Section \textbf{XV} we present the numerics of higher order noise spectra of a coupled electron-nuclear spin pair. Table \textbf{I} displays the most important symbols with references to the relevant equations.

\section{II. Cumulants and Higher Order Spectra}

Fluctuating quantities like $z(t)$ need to be characterized by quantities such as the average mean $\langle z(t) \rangle$ or the covariance $\langle z(t + \tau) z(t) \rangle - \langle z(t + \tau) \rangle \langle z(t) \rangle$. A generalization of such quantities to higher orders is given by the so-called cumulants. The cumulants $C_n$ are defined via the cumulant generating function

$$K_\tau(\vec{k}) = \ln \left< \exp(\vec{k} \cdot \vec{x}) \right>$$  

(6)

and its derivatives at $\vec{k} = 0$ by

$$C_n(x_1, \cdots, x_n) = \frac{\partial^n}{\partial k_1 \cdots \partial k_n} K_\tau(\vec{k})|_{\vec{k}=0},$$  

(7)
The expressions

\[ C_1(x_1) = \langle x_1 \rangle \]
\[ C_2(x_1, x_2) = \langle x_1 x_2 \rangle - \langle x_1 \rangle \langle x_2 \rangle \]
\[ C_3(x_1, x_2, x_3) = \langle x_1 x_2 x_3 \rangle - \langle x_1 x_2 \rangle \langle x_3 \rangle - \langle x_1 x_3 \rangle \langle x_2 \rangle + 2 \langle x_1 \rangle \langle x_2 \rangle \langle x_3 \rangle \]

(8)

follow, where we identify \( C_1 \) as the average mean and \( C_2 \) as the covariance. The variance of \( x_1 \) is obtained from \( C_2 \) for \( x_2 = x_1 \). The expression for \( C_3 \) can be found in Appendix F, Eq. (F2). For the sum of two independent stochastic vectors \( \bar{x} \) and \( \bar{y} \) we find \( K_{\bar{x}+\bar{y}}(\bar{k}) = K_{\bar{x}}(\bar{k}) + K_{\bar{y}}(\bar{k}) \) because of \( \ln((ab)) = \ln((a)) + \ln((b)) \) for independent positive stochastic quantities \( a \) and \( b \). Consequently, any cumulant shares the important property of linearity.

\[ C(x_1 + y_1, x_2 + y_2, \ldots) = C(x_1, x_2, \ldots) + C(y_1, y_2, \ldots) \]

(9)

if \( \bar{x} \) and \( \bar{y} \) are independent stochastic quantities. Any definition of a noise spectrum is therefore required to be a cumulant in order to guarantee that e.g. the spectrum of background noise \( z_b(t) \) can be subtracted from the spectrum of the desired quantity. Any ordinary moment of \( z(t) + z_b(t) \) would suffer from spurious cross-contributions of \( z(t) \) and \( z_b(t) \).

The traditional definition of the noise spectrum \( S_z(\omega) \) of \( z(t) \) according to Eq. (1) is a cumulant only for the case of \( \langle z(t) \rangle = 0 \) which holds if \( z(t) \) was defined accordingly.

Instead, we use here a second order spectrum \( S_z^{(2)}(\omega) \) that is directly based on the cumulant \( C_2 \)

\[ C_2(z(\omega_1), z(\omega_2)) = S_z^{(2)}(\omega_1) 2 \pi \delta(\omega_1 + \omega_2) \]  

(10)

where \( \delta \) is the Dirac delta function. It can be easily verified that \( S_z^{(2)}(\omega) \) of \( z \) is related to \( S_z(\omega) \) via

\[ S_z^{(2)}(\omega) = S_z(\omega) - \langle z(\omega) \rangle \]  

(11)

i.e. the two definitions agree for fluctuating quantities that are average-free. In the following we will always use \( S_z^{(2)}(\omega) \), because the quantum expressions for \( z(t) \) that we are going to derive are in general not average-free.

The generalization to the higher order spectra \( S_z^{(n)}(\omega) \) (so-called polyspectra) had been given by Brillinger in 1965 as:

\[ C_n(z(\omega_1), \ldots, z(\omega_n)) = S_z^{(n)}(\omega_1, \ldots, \omega_n-1) \times 2 \pi \delta(\omega_1 + \cdots + \omega_n) \]  

(12)

The third and fourth order polyspectra \( S_z^{(3)}(\omega) \) and \( S_z^{(4)}(\omega) \) are often referred to as the bispectrum and trispectrum, respectively. The bispectrum has been used in different fields of physics to e.g. reveal time-asymmetries in geologic behavior, to investigate magnetization fluctuations or to investigate current fluctuations in nanoscale structures. Ubboظهد et al. measured the bispectrum of a tunneling current through a single electron transistor. The appearance of a clear non-zero bispectrum gave evidence for the non-Gaussian temporal fluctuations of the current. Temporal traces of the current

| Symbol | Meaning |
|--------|---------|
| \( \rho(t) \) | system density matrix |
| \( \rho_0 \) | steady state density matrix |
| \( H \) | Hamilton operator |
| \( A \) | measurement operator |
| \( \beta \) | measurement strength |
| \( D \) | superoperator of damping by environment (in Markov approximation) |
| \( \mathcal{L} \) | Liouville superoperator \( \mathcal{L}_\rho = i[\rho, H]/\hbar + D\rho - \beta^2 [A, [A, \rho]]/2 \) |

including damping by environment and measurement

\[ G(t), G'(t) \]

propagator \( G(t) = e^{	ext{i} H t} \) for \( t > 0 \) and modified propagator \( G'(t) = G(t) - G(\infty) \Theta(t) \)

\[ \Theta(t) \]

Step function with \( \Theta(t) = 1 \) for \( t > 0 \) and zero otherwise.

\[ A, A' \]

measurement superoperator \( A x = (Ax + xA)/2 \) and modified operator \( A' = A - Tr(A \rho_0) \)

\( dW \)

infinitesimal increment of a Wiener process (Ito calculus)

\( \Gamma(t) \)

white noise, formal derivate of \( dW/dt \)

\( z(t) \)

detector output \( z(t) = \beta^2 \text{Tr}(A \rho(t)) + \beta \Gamma(t)/2 \)

\( G_q(\tau) \)

cumulant based quantum noise autocorrelation \( G_q(\tau) = \frac{1}{2} \langle A(\tau) A(0) + A(0) A(\tau) \rangle - \langle A(0) \rangle^2 \) in Heisenberg picture with possible damping of \( A \)

\( S_q(\omega) \)

quantum noise power spectrum without shot noise background \( S_q(\omega) = \int_0^\infty G_q(\tau) e^{-i \omega \tau} d\tau \)

\( C_n(x_1, \ldots, x_n) \)

\( n \)th order cumulant of stochastic vector components \( x_j \), see Eq. 7

\( M_n \)

multi-time moments \( \langle z(t_n) \cdots z(t_1) \rangle \), quantum expressions see Eq. 86

\( C_n(z(t_n), \ldots, z(t_1)) \)

multi-time cumulants, quantum expressions for \( n = 3 \) and \( n = 4 \) see Eqs. (99) and (100)

\( S_z^{(n)}(\omega) \)

cumulant based \( n \)th order polyspectrum of fluctuating quantity \( z(t) \) defined in Eq. 12

\( S_z^{(2)}(\omega) \)

powerspectrum of \( z(t) \) where \( S_z^{(2)}(\omega) = \beta^2 S_q(\omega) + \beta^2/4 \), see Eqs. 35 and 110

\( S_z^{(3)}(\omega_1, \omega_2) \)

bispectrum of \( z(t) \), see Eq. 110

\( S_z^{(4)}(\omega_1, \omega_2, \omega_3) \)

trispectrum of \( z(t) \), see Eq. 110

**TABLE I.** List of the most important symbols used in the text.
showed telegraph noise indicating the limit of a strong measurement. Since cumulants $C_n$ with $n \geq 3$ are strictly zero for Gaussian behavior, the bi- and trispectum are an indicator for non-Gaussian fluctuations.

Last we show that $S_z^{(n)}$ is free from $\delta$-function contributions under very general conditions. In contrast $S_z$ [Eq. (1)] contains for $\langle z(t) \rangle \neq 0$ always a contribution $2\pi \delta(\omega)(z(t))^2$. Consider the multi-time cumulant for $n = 3$

$$C_3(z(t_1 = \tau_0), z(t_2 = \tau_0 + \tau_1), z(t_3 = \tau_0 + \tau_1 + \tau_2)) = \frac{\partial^3}{\partial k_1 \partial k_2 \partial k_3} \ln \left( \exp(k_1 z(t_1) + k_2 z(t_2) + k_3 z(t_3)) \right). \quad (13)$$

This expression is for stationary processes $z(t)$ independent of $\tau_0$. Consequently, the Fourier transformation with respect to $\tau_0$ results in the $\delta$-function of Eq. (12). For large $\tau_2$ we note that $z(t_1)$ and $z(t_2)$ become increasingly independent of $z(t_3)$. The cumulant $C_3$ assumes zero for $\tau_2 \to \pm \infty$ since

$$C_3 = \frac{\partial^3}{\partial k_1 \partial k_2 \partial k_3} \ln \left( \exp(k_1 z(t_1) + k_2 z(t_2) + k_3 z(t_3)) \right)$$

$$= \frac{\partial^3}{\partial k_1 \partial k_2 \partial k_3} \ln \left( \exp(k_1 z(t_1) + k_2 z(t_2)) \exp(k_3 z(t_3)) \right)$$

$$= \frac{\partial^3}{\partial k_1 \partial k_2 \partial k_3} \left( \ln \left( \exp(k_1 z(t_1) + k_2 z(t_2)) \right) + \ln \left( \exp(k_3 z(t_3)) \right) \right)$$

$$= 0. \quad (14)$$

The second line regards that averages of products of independent processes can be written as products of their averages. The last but one line disappears after the partial derivates since the first term does not depend on $k_3$ and the last term does not dependent on $k_1$ and $k_2$. Similarly we find $C_3 = 0$ for $\tau_1 \to \pm \infty$. A Fourier transformation of $C_3$ with respect to $\tau_1$ except $\tau_0$ therefore never exhibits a $\delta$-function contribution which shows that $S_z^{(3)}$ is free from $\delta$-function contributions. Using corresponding arguments it can be shown that all polyspectra $S_z^{(n)}$ are free from $\delta$-function contributions. We will make use of this finding in Section XIV.

III. STOCHASTIC MASTER EQUATION

In this section, we shortly review the stochastic master equation (SME) that governs the time dependent density matrix $\rho(t)$ of a quantum system that is continuously monitored for an observable $A$ (hermitian operator) yielding a detector output $z(t)$. In 1987, Belavkin was probably the first to publish a version of the SME. Corresponding equations were derived several times independently by Diosi, Gagen, Korotkov, and Goan for special cases in transport theory and quantum optics. Especially, Diosi gives a thorough step by step derivation of the SME for continuous position measurement on a particle. A very general derivation and treatment of the SME with an emphasis on mathematical rigor is given by two pioneers of the field, Barchielli and Gregoratti. A recent review by Jacobs and Steck gives an easy to follow derivation of the SME in terms of so-called ‘positive operator-valued measures’ (POVMs). After a measurement, the density matrix assumes the form

$$\rho_t = \frac{\Omega_m \rho \Omega_m^\dagger}{\text{Tr}[\Omega_m \rho \Omega_m^\dagger]}, \quad (15)$$

with the probability $P(m) = \text{Tr}[\Omega_m \rho \Omega_m^\dagger]$ of finding the detector value $m$. The operators $\Omega_m$ need to fulfill the relation $\sum_m \Omega_m \Omega_m^\dagger = \mathbb{1}$. Strong measurements, $\Omega_m = |m\rangle\langle m|$, cause $\rho$ to collapse into an eigenstate $|m\rangle$ of the observable $A$. Weak measurements can be modelled by operators $\Omega_m$ that are mixtures of $|m\rangle\langle m|$ and tend towards $\Omega_m \propto \mathbb{1}$ for very weak and eventually absent measurements. Annabestani et al. analyzed in some detail the distribution and joint distribution of measurement results after one and two subsequent weak measurements, respectively, for the special case of an ensemble of electron spins in an ESR experiment. They, however, did not proceed to derive the case of a continuous measurement which should result in the SME for their quantum system. The SME for a general $\rho(t)$ appears by Jacobs after considering the statistical properties of $P(m)$ from which he finds that the detector output $z(t)$ is basically Gaussian noise with the center of the Gaussian shifted proportional to the expectation value $\text{Tr}(A \rho(t))$. Consequently, the detector output is the expectation value $\text{Tr}(A \rho(t))$ hidden behind a strong background noise, which, however, is expected for a weak measurement that is unable to fully reveal the result for a measurement of $A$. The stochastic master equation in the Schrödinger picture (Ito-calculus)

$$\frac{d\rho}{dt} = \frac{i}{\hbar}[\rho, H] + \mathcal{D}\rho$$

$$- \frac{\beta^2}{2} [A, [A, \rho]] - \frac{\lambda \beta}{2} [A \rho + \rho A - 2\rho \text{Tr}(\rho A)] \frac{dW}{dt} \quad (16)$$
propagates the density matrix $\rho(t)$ of a quantum system which is continuously monitored for the expectation value of an operator $A$. The measurement strength is quantified by $\beta$. The quantity $dW$ is a zero-mean Gaussian random variable with variance $dt$, i.e., formally scales as $\sqrt{dt}$. It is this quantity through which a correct description of the randomness in quantum measurements appears in the theory. Ito-calculus uses the non-anticipating differential $d\rho = \rho(t + dt) - \rho(t)$ whereas Stratonovich calculus uses $d\rho = \rho(t+dt/2) - \rho(t-dt/2)$. The parameter $\lambda$ will below be used for a successive approximation of the solution for $\rho(t)$. The usual SME is given for $\lambda = 1$. A second stochastic equation
\begin{equation}
\frac{dZ}{\rho} = \beta^2 \frac{\Delta t}{2} W + \frac{1}{2} \frac{\Delta t}{2} W^2 \tag{17}
\end{equation}
describes the evolution of the time-integrated detector output $Z(t)$. The formal derivative $z'(t) = Z(t)$ yields the time dependent detector output
\begin{equation} z(t) = \beta^2 \frac{\Delta t}{2} \frac{\Delta t}{4} W \tag{18}
\end{equation}
where $\Gamma(t)$ with $(\Gamma(t)\Gamma(t')) = \delta(t-t')$ represents white Gaussian noise. The first line of Eq. (16) is equivalent to the usual master equation of an unobserved quantum system. The Hamilton operator $H$ describes the coherent evolution of the system. A linear superoperator $D$ models damping of the quantum system due to coupling with its environment in Markov approximation. The effect of a continuous measurement of operator $A$ on $\rho(t)$ is modelled by the second and third line. Continuous measurement leads to a gradual decay of the system towards an eigenstate of $A$ that is described by a damping term proportional to $\beta^2$ in the second line (see also Ref. 20). Within continuous measurement theory this term appears to be independent from the actual realization of the continuous measurements. In an actual spin noise experiment $\beta^2$ scales with the probe laser intensity [compare Eq. 35]. The laser induces an additional anisotropic spin dephasing with dephasing rates $\gamma^M_x = \gamma^M_y = 2\beta^2$ and $\gamma^M_z = 0$ (see Section VIII). The quantum Zeno effect and telegraph noise behavior of $z(t)$ follow from Eq. (16) in the case of strong coupling ($\beta^2 \gg 1$), as shown previously for the special cases of a continuous position measurement and a two level system. The last line of the SME establishes a stochastic back-action of the measurement result on $\rho$. Please note that the last line is non-linear in $\rho$. The appearance of such a non-linearity is no surprise since any quantum measurement destroys quantum linearity [see Eq. 15]. The detector output [Eq. 18] consists of the expectation value of $A$ and Gaussian noise $\Gamma(t)$. Gaussian noise correctly represents shot noise as long as in the case of spin noise spectroscopy - enough photons contribute to the signal within a temporal interval given by the detector’s temporal resolution.

Concluding the section, we want to emphasize that (i) the SME has the same form independent of the actual experimental realization of a continuous measurement as long as a measurement of the observable $A$ is realized; Similarly, no specifics of the detector need to enter the SME. (ii) The SME includes the case of strong measurements for large $\beta$ and is able to reproduce switching behavior (telegraph noise) of the detector output that corresponds to collapses of the system into eigenstates of $A$. We therefore consider the SME as the approach of choice for treating quantum noise of general quantum systems and arbitrary measurement strength.

IV. Expressions for Detector Output $z(t)$: The Continuous Quantum Noise Formulas

The above SME is our starting point for calculating the fluctuating detector output $z(t) = Z(t)$ in orders of $\beta$ from an iteration scheme. The first three orders turn out to have clear physical interpretations and are sufficient to calculate the second order spectrum $S_z^2(\omega)$. The derivation of third and fourth order spectra starts in Section XII with the calculation of multi-time moments.

The first two lines of Eq. (16) will be abbreviated with $L\rho$ where $L$ is a linear superoperator, the so-called Liouvilian, which describes the coherent and incoherent evolution of $\rho$ without the stochastic back-action. The rewritten SME
\begin{equation}
\frac{d\rho}{\rho} = L\rho dt + \lambda\beta\frac{\Delta t}{2} \frac{\Delta t}{2} W \tag{19}
\end{equation}
can be solved by the method of successive approximation using the ansatz
\begin{equation}
\rho = \rho_0 + \lambda \rho_1 + \lambda^2 \rho_2 + \ldots \tag{20}
\end{equation}
which gives by comparing orders of $\lambda$
\begin{equation}
\frac{d\rho_0}{\rho_0} = L\rho_0 dt \tag{21}
\end{equation}
and
\begin{equation}
\frac{d\rho_1}{\rho_1} = L\rho_1 dt + \lambda\beta [A\rho_0 + \rho_0 A - 2\rho_0 \frac{\Delta t}{2} \frac{\Delta t}{2} W] \tag{22}
\end{equation}
for the zeroth and first order contributions. The $n + 1$-order contribution is
\begin{equation}
\rho_{n+1} = L\rho_{n+1} dt + \lambda\beta B_n(\rho_n, \rho_{n-1}, \ldots , \rho_0) dW \tag{23}
\end{equation}
where we define
\begin{equation}
B_n(\rho_n, \rho_{n-1}, \ldots , \rho_0) = 2A\rho_n - 2 \sum_{\nu=0}^{n} \rho_\nu \frac{\Delta t}{2} \frac{\Delta t}{2} W \tag{24}
\end{equation}
with the superoperator $Ax = (Ax + xA)/2$.

The zeroth order contribution $\rho_0(t)$ reaches a constant equilibrium (steady state) $\rho_0$ for $t \to \infty$ due to damping. We therefore identify $\rho_0$ as the equilibrium state of the continuously monitored quantum system. Please note that an increasing measurement strength $\beta$ drives $\rho_0$
away from the true thermal equilibrium due to the measurement induced damping. Eqs. (23) can be interpreted as first order linear differential equations for \( \rho_{n+1} \) with driving terms that depend on \( \rho_n \). They are conveniently solved after introducing a Greens function-like superoperator \( \mathcal{G}(t) = \exp(\mathcal{L}t) \) for \( t > 0 \) and with \( \mathcal{G}(t) = 0 \) for \( t \leq 0 \). Using the star \( * \) for a convolution obeying Itô-calculus

\[
\mathcal{G}(t) \ast a(t) = \int_{-\infty}^{\infty} \mathcal{G}(t - \tau) a(\tau) \, dW(\tau)
\]

(25)

(see also Appendix [D]) we obtain

\[
\rho_{n+1} = \beta \mathcal{G}(t) \ast B_n(\rho_n, \cdots, \rho_0)
\]

or explicitly

\[
\rho_1(t) = \beta \mathcal{G}(t) \ast B_0(\rho_0),
\]

\[
\rho_2(t) = \beta^2 \mathcal{G}(t) \ast B_1(\mathcal{G}(t) \ast B_0(\rho_0), \rho_0).
\]

The detector output \( z(t) = z_1(t) + z_2(t) + z_3(t) + \cdots \) in orders of \( \beta \) follows as

\[
z_1(t) = \frac{\beta}{2} \Gamma(t)
\]

\[
z_2(t) = \beta^2 \text{Tr}(A \rho_0)
\]

\[
z_3(t) = \beta^3 \text{Tr}[A \mathcal{G}(t) \ast B_0(\rho_0)]
\]

\[
= \beta^3 \text{Tr}[A \mathcal{G}(t) \ast (A \rho_0 + \rho_0 A - 2 \rho_0 \text{Tr}(A \rho_0))]
\]

\[
z_4(t) = \beta^4 \text{Tr}[A \mathcal{G}(t) \ast B_1(\mathcal{G}(t) \ast B_0(\rho_0), \rho_0)]
\]

(29)

and iteratively for \( n + 1 \) as

\[
z_{n+1}(t) = \beta \text{Tr}[A \mathcal{G}(t) \ast B_{n-2}(\rho_{n-2}(t), \cdots, \rho_0)].
\]

(30)

The expressions for \( \rho(t) \) and \( z(t) \) are correct in all orders of the measurement strength \( \beta \). We will refer to the above equations as the continuous quantum noise formulas (CQNFs). Please note that the equations for \( \rho(t) \) depend non-linearly on \( \rho_0 \) as expected for a quantum system subject to measurements [compare Eq. (15)]. The CQNFs for \( z(t) \) have well defined meanings in the case of a spin noise experiment. The pure white noise contribution \( z_1(t) \) is due to optical laser shot noise. A non-vanishing average \( z \)-spin orientation in thermal equilibrium leads to a constant Faraday rotation and therefore to a constant offset \( z_2(t) \). The leading order contribution to noise from the actual quantum system is given by \( z_3(t) \). We emphasize that the appearance of \( z_1, z_2, \) and \( z_3 \) is generic and independent of the actual quantum system, or the way the weak continuous measurement is realized. In case of a transport experiment where a probe current is weakly coupled to the quantum system, \( z_1 \) would correspond to electronic shot noise, \( z_2 \) to the average probe current, and \( z_3 \) to the leading order influence of the system on the probe current dynamics. Starting from the next section, we will use the expressions for \( z_1(t), z_2(t), \) and \( z_3(t) \) to calculate the second order noise spectrum (the usual power spectrum) and compare it with expressions used in literature. Spectra beyond second order can in principle be calculated from the CQN\( \mathcal{F} \) where, however, the number of intermediate terms in the calculation quickly rises. Alternatively, we will derive such expressions from multi-time moments of \( z(t) \) that we calculate without any approximation in Section [XII] directly from considering the SME. No explicit expression for \( z(t) \) will be required.

V. THE POWER SPECTRUM

The power spectrum \( S_z^{(2)} \) up to fourth order in \( \beta \) follows from the Fourier transformation of the second order cumulant

\[
C_2(z(t_1), z(t_2)) = \langle z_1(t_1)z_1(t_2) \rangle + \langle z_3(t_1)z_1(t_2) \rangle + O(\beta^6)
\]

(31)

where the constant offset \( z_2 \) disappears due to the properties of the cumulants. We find

\[
\langle z_1(t_1)z_1(t_2) \rangle = \frac{\beta^2}{4} \delta(t_1 - t_2)
\]

\[
\langle z_3(t_1)z_1(t_2) \rangle = \frac{\beta^4}{2} \int \text{Tr}(A \mathcal{G}(t_1 - \tau)B_0(\rho_0)(\Gamma(\tau)\Gamma(t_2))d\tau
\]

\[
= \frac{\beta^4}{2} \text{Tr}(A \mathcal{G}(t_1 - t_2)B_0(\rho_0)).
\]

(32)

The cumulant \( C_2 \) depends only on the time difference \( \tau = t_1 - t_2 \). Consequently we can define a function

\[
G(\tau) = C_2(z(t_1), z(t_2))
\]

\[
= \frac{\beta^2}{4} \delta(\tau) + \beta^4 G_q(\tau) + O(\beta^6)
\]

(33)

where

\[
2G_q(\tau) = \text{Tr}(A \mathcal{G}(\tau)B_0(\rho_0)) + \text{Tr}(A \mathcal{G}(\tau)B_0(\rho_0))
\]

\[
= \text{Tr}(A \mathcal{G}(\tau)|\mathcal{G}(\tau)|B_0(\rho_0))
\]

\[
= 2\text{Tr}(A \mathcal{G}(\tau)|\mathcal{G}(\tau)|B_0(\rho_0) - 2\text{Tr}(A \rho_0)\text{Tr}(A \mathcal{G}(\tau)|\mathcal{G}(\tau)|B_0(\rho_0))
\]

\[
= 2\text{Tr}(A \mathcal{G}(\tau)|\mathcal{G}(\tau)|B_0(\rho_0) - 2\text{Tr}(|\mathcal{G}(\tau)|A \rho_0)\text{Tr}(A \rho_0)
\]

\[
= 2\text{Tr}(|A \rho_0)\mathcal{G}(\tau)|\mathcal{G}(\tau)|A \rho_0].
\]

(34)

The identity \( \text{Tr}(A \mathcal{G}(\tau)|\mathcal{G}(\tau)|B_0(\rho_0)) = \text{Tr}(A \rho_0) \) used after line 3 holds since \( \mathcal{G}(\tau) \) strictly conserves the trace. Moreover, \( \mathcal{G}(\tau)|\mathcal{G}(\tau)|B_0(\rho_0) \) holds since \( \rho_0 \) is the steady state. After Fourier-transformation of \( G(\tau) \) we find

\[
S_z^{(2)}(\omega) = \beta^2 S_{sn} + \beta^4 S_q + O(\beta^6)
\]

(35)

with

\[
S_{sn} = \frac{1}{4}
\]

(36)

and

\[
S_q(\omega) = \text{Tr}([A - \text{Tr}(A \rho_0)](K(\omega) + K(-\omega)))
\]

being the desired noise power spectrum of the quantum system where we defined the superoperator \( K(\omega) = \)
\[ G(\omega)(A\rho + \rho A)/2. \]

Since in the time domain \( x(t) := \text{Tr}[(A - \text{Tr}[A\rho_0])K(t)\rho_0] \) is always real valued implying \( x^*(\omega) = x(-\omega) \), \( S_q(\omega) \) can more compactly be written as

\[ S_q(\omega) = (\text{Tr}[(A - \text{Tr}[A\rho_0])\mathcal{K}(\omega)\rho_0] + \text{c.c.}) \quad (37) \]

The leading order contribution \( S_{n0} \) to \( S^{(2)}_l(\omega) \) arises from \( z_1 \) only and can be interpreted as shot noise with a flat spectrum, so-called white noise. This noise contribution is always present even in the absence of the quantum system (\( A = 0 \)). The fourth order contribution \( S_q(\omega) \) arises from the correlation of \( z_1(\omega) \) and \( z_3(\omega) \) and can be interpreted as the leading order noise contribution of the quantum system to \( S^{(2)}(\omega) \). The contribution of \( S_{n0} \) to \( S_q(\omega) \) scales with the laser intensity \( \beta^2 \), while \( S_q \) grows quadratically with the laser intensity in agreement with observation. Eq. (37) is the desired noise spectrum of a general quantum system whose dynamics is given by the very general Lindblad master equation \( \dot{\rho} = L\rho \). The expression allows for the treatment of damping via the Liouvillian \( L \) and therefore for a fully quantum mechanical treatment of e.g. spin relaxation. A corresponding derivation of \( S^{(2)}(\omega) \) for the special case of a two level system was previously given by Korotko.

An earlier alternative derivation of \( S^{(2)}_l(\omega) \) for general systems was given by Barchielli et al. via a generating function approach and the SME. However, no higher moments or cumulants were explicitly calculated. Their expression for \( S^{(2)}_l(\omega) \) implied an absence of the \( O(\beta^6) \) contribution. They state on page 118 of their book that the characteristic operator [their Eq. (5.16)] depends only linearly on \( \rho_0 \) which implies that all moments of \( z(t) \) which follow from that operator are also linear in \( \rho_0 \). This remarkable result was obtained from a fundamental mathematical treatment of the non-linear SME and an equivalent formulation of a linear SME that describes the evolution of an unnormalized density matrix. The correct treatment of probability measures eventually led them to their important result. Considering that our expressions for \( z_j(t) \) depend non-linearly on \( \rho_0 \), a simple linear dependence for moments of \( z(t) \) is not trivially expected. In Section XII we, however, derive expressions for multi-time moments of \( z(t) \) and find that the moments for \( n \) different times depend linearly on \( \rho_0 \) and \( \beta^0 \) without any higher order corrections. Consequently, the higher order contributions \( O(\beta^6) \) in Eqs. (35) and (35) are identical to zero in agreement with Barchielli. The expression for \( S_q \), Eq. (37), is therefore correct for arbitrary measurement strength. Note that \( \mathcal{K} \) does change with increasing \( \beta \) since \( L \) includes a damping term \(-\beta^2[A, [A, \rho]]/2 \). The relation of \( S_q \) to traditional expressions for the quantum noise based on the Landau approach is established in the next section.

**VI. COMPARISON OF \( S_q(\omega) \) WITH LANDAU’S APPROACH**

In this section we compare the formula for \( S_q(\omega) \) derived above with Landau’s formula Eq. (3). In a recent review, Clerk et al. restate Landau’s formula as

\[ S^{(1)}(\omega) = \int_{-\infty}^{\infty} G^{(1)}(\tau) e^{i\omega \tau} d\tau \quad (38) \]

with

\[ G^{(1)}(\tau) = \frac{1}{2} \text{Tr}((A(\tau) A + AA(\tau))|\rho_0). \quad (39) \]

calling it a symmetrized quantum noise spectral density. We note that Eq. (38) does allow for the treatment of damping only after \( \rho_0 \) has been replaced by a density matrix \( \chi_0 \) that represents both system and a bath that is coupled to the system. Simply keeping \( \rho_0 \) in the formula and working with a damped operator \( A(t) \) is not correct: While \( A(\tau) \) may relax to some equilibrium value for \( \tau \to \infty \), it can diverge for \( \tau \to -\infty \). Even if \( A(\tau) \) does not diverge, temporal symmetry is broken by damping and \( G^{(1)}(\tau) \neq G^{(1)}(-\tau) \) follows. Temporal asymmetry leads to a complex-valued \( S^{(1)}(\omega) \) while any second order noise spectrum is required to be real-valued. Interestingly, the authors of Refs. 32 and 35 used Eq. (38) and neglected damping of \( A \) for calculating \( S^{(1)}(\omega) \). They later introduced damping by hand replacing delta-functions in the spectrum by Lorentz-profiles.

Next, we show that an expression similar to \( G^{(1)}(\tau) \) that allows for treatment of damping for the reduced density matrix \( \rho_0 \) follows from z-theory and alternatively from the quantum regression theorem (see next Section).

Starting from the third line of Eq. (34) we find

\[ G_q(\tau) = \text{Tr}(A G(|\tau|)(A\rho_0 + \rho_0 A))/2 \]

\[ - \text{Tr}(A\rho_0) \text{Tr}(A G(|\tau|)\rho_0) \]

\[ = 1/2 \langle A(|\tau|) A(0) + A(0) A(|\tau|) \rangle - \langle A(|\tau|) \rangle \langle A(0) \rangle \]

\[ = 1/2 \langle A(|\tau|) A(0) + A(0) A(|\tau|) \rangle - \langle A(0) \rangle^2 \quad (40) \]

where we switched from the Schrödinger into the Heisenberg picture. The new expression obviously fulfills temporal symmetry \( G_q(\tau) = G_q(-\tau) \) even in the presence of a damped operator \( A(\tau) \). The last line follows since \( \langle A(|\tau|) \rangle = \text{Tr}(A(\tau)|\rho_0) \) does not depend on time for \( \rho_0 \) in equilibrium. The equation of motion for \( A(t) \) in the Heisenberg picture can according to Lindblad be deduced from the original master equation for \( \rho \) [Eq. (21)] as long as it is of the very general Lindblad type. Consequently, the treatment of damping is possible in both the Schrödinger and the Heisenberg picture. The Landau form \( G^{(1)}(\tau) \) (used in [22] for proving the fluctuation dissipation theorem) is easily recovered from the first term of Eq. (34) if damping is neglected and \( A = 0 \) (see Appendix C).
\( \omega = 0 \) even if the usually assumed relation \( \langle A \rangle = 0 \) does not hold.

To conclude the section, we want to emphasize that the fluctuation dissipation theorem (FDT) formulated with the traditional definition of the noise spectrum [Eq. (38)]

\[
\text{Im} \alpha(\omega) = \frac{1}{\hbar} S^{(1)}(\omega) \frac{1 - e^{-\hbar \omega / k_B T}}{1 + e^{-\hbar \omega / k_B T}},
\]  

(41)

with the complex susceptibility \( \alpha(\omega) \) holds in the same form

\[
\text{Im} \alpha(\omega) = \frac{1}{\hbar} S_0(\omega) \frac{1 - e^{-\hbar \omega / k_B T}}{1 + e^{-\hbar \omega / k_B T}},
\]  

(42)

also for our cumulant based \( S_0(\omega) \) [Eq. (37)]. The difference \( S^{(1)}(\omega) - S_0(\omega) = 2\pi \delta(\omega)(\langle A(0) \rangle^2 \) has only spectral weight at \( \omega = 0 \). The spectral weight at \( \omega = 0 \) is not important in the fluctuation dissipation theorem as the factor \( (1 - \exp(-\hbar \omega / k_B T)) = \frac{\hbar \omega}{k_B T} + O(\omega^2) \) completely suppresses any effect on the above equation since \( \int_{-\infty}^{\infty} \delta(\omega) \omega d\omega = 0 \). A quantum mechanical derivation of the FDT using our notation is given for completeness in Appendix E.

VII. QUANTUM REGRESSION THEOREM

We found above as a first result of our theory that the quantum mechanical noise spectrum can be expressed as the Fourier transformation of \( G(\tau) \) which includes damping for the reduced density matrix \( \rho_0 \). We will validate our result in this section by deriving basically the same expression with the help of the quantum regression theorem (QRT) starting from \( G^{(1)}(\tau) \) \[1\]. The effects of damping on \( A \) can be treated within Landau’s approach if instead of the system density matrix \( \rho_0 \) the density matrix \( \chi_0 \) of the system (S) plus a reservoir (R) is regarded which causes relaxation of the system via coupling. The new \( G^{(1)} \) consequently reads

\[
G^{(1)}(t' - t) = \frac{1}{2} \text{Tr}_{S+R} [\chi_0 (A(t) A(t') + A(t') A(t))] \]  

(43)

where \( \chi_0 \) and \( A \) refer now to the full system S + R. The quantum regression theorem \[1\] provides a way to simplify the calculation of any two-time correlator

\[
\langle O_1(t) O_2(t') \rangle_{S+R} := \text{Tr}_{S+R} [\chi_0 O_1(t) O_2(t')] \]  

(44)

where \( O_j \) are operators that belong to the system part S. The quantum regression theorem states that the expectation value can be evaluated in Markov approximation by considering the master equation for the reduced density matrix \( \dot{\rho} = L \rho \) where damping and coherent evolution is described by the superoperator \( L \). Carmichael gives the following approximate expressions \[2\]

\[
\langle O_1(t) O_2(t') \rangle_{S+R} = \text{Tr}_S [O_1 e^{L(t'-t)} (O_2 \rho(t))] \text{ for } t' > t \]  

(45)

where the RHSs are formulated in the Schrödinger picture. Assuming thermal equilibrium, \( \rho(t) = \rho_0 = \text{const} \), we rewrite the RHSs in the Heisenberg picture for the system S including damping and obtain

\[
\langle O_1(t) O_2(t') \rangle_{S+R} = \langle O_1(t') O_2(t) \rangle_{S+R} \text{ for } t' > t \]  

(46)

Applying the equations above to Landau’s formula [Eq. (43)], yields the remarkably simple result

\[
\langle O_1(t') A(t') + A(t') A(t) \rangle_{S+R} = \frac{1}{2} \langle A(0) A(t') + A(t') A(0) \rangle_{S} \]  

(47)

where \( \langle A(\tau) \rangle = 0 \) is identical to our expression for \(G_q(\tau) \) obtained from z-theory [Eq. (40)]. While the application of the quantum regression theorem to Landau’s formula for arriving at Eq. (47) seems very natural, we are not aware of a any comparable derivation in the literature. Even the recent review on quantum noise by Clerk et al. states only the original version of the Landau formula Eq. (35) and does not mention the QRT. Usually the application of the QRT is done in the Schrödinger picture as given by Eq. (47) (compare e.g. the use of the QRT by Carmichael \[2\]) and consequently does not directly yield equations like Eq. (47) formulated in the Heisenberg picture.

VIII. MEASUREMENT INDUCED DAMPING IN A SPIN NOISE EXPERIMENT AND THE QUANTUM ZENO-EFFECT

In the following we investigate the appearance of the quantum Zeno-effect in a spin noise experiment. The measurement induced damping term \( -\beta^2 / 2 \langle [A, [A, \rho]] \rangle \) will turn out to completely dominate the system dynamics for an increasing measurement strength \( \beta \). We consider a single electron spin in an external magnetic field. The stochastic master equation

\[
d\rho = \frac{i}{\hbar} [\rho, H] dt + D \rho dt - \frac{\beta^2}{2} [A, [A, \rho]] dt + \beta [A \rho + \rho A - 2\rho \text{Tr}(\rho A)] dW \]  

(48)

will be rewritten into an equivalent quasi-classical equation that allows for a simple interpretation. The coherent contribution to the electron spin dynamics in a magnetic field is given by the Hamiltonian

\[
H = \frac{1}{2} \sum_{j=x,y,z} \hbar \omega_j \sigma_j, \]  

(49)

where \( \sigma_j \) are the Pauli spin matrices and \( \hbar \omega_j \) are the orientation dependent spin splitting energies. The spin relaxation due to coupling with the environment

\[
D \rho = -\gamma (\rho - \text{Tr}(\rho) I / 2) \]  

(50)
is assumed to be isotropic. The term that describes measurement induced damping simplifies for $A = \sigma_z$ to
\[
-\frac{\beta^2}{2} [A, [A, \rho]] = -\beta^2 (\rho - \sigma_z \rho \sigma_z).
\]

The time dependent density matrix $\rho(t)$ can for the case of a single electron spin be decomposed into four contributions via
\[
\rho(t) = I/2 + \frac{1}{2} \sum_{j=x,y,z} s_j(t) \sigma_j,
\]
where the scalar quantities $s_j(t)$ have the meaning of spin expectation values, $s_j(t) = \text{Tr}(\rho(t) \sigma_j)$. Using Eq. (52), the stochastic master equation assumes without any approximations the form
\[
d\vec{s} = \left[ \vec{\omega} \times \vec{s} - \gamma \vec{s} - 2\beta^2 \left( \begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array} \right) \right] dt + 2\beta \left( \begin{array}{c}
0 \\
0 \\
-\vec{s} \cdot \vec{s}
\end{array} \right) dW,
\]
while the detector output becomes
\[
z(t) = \beta^2 s_z(t) + \frac{1}{2} \beta \Gamma(t).
\]

The measurement induced damping of the system [third term of RHS of Eq. (53)] can now easily be interpreted as an anisotropic spin dephasing of the $x$ and $y$ spin component towards zero with a dephasing rate $\gamma_x^M = \gamma_y^M = 2\beta^2$. It is also obvious that for an increasing measurement strength $\beta$ and $\gamma_x^M > |\vec{\omega}|$ the dynamics corresponds to an overdamped oscillation where spin precession is completely suppressed. This behavior is known as the quantum Zeno-effect where the coherent evolution of a quantum system is suppressed by strong measurement.

Next, we establish a useful connection between the measurement strength $\beta$, the area $I_L$ under the quantum noise spectrum $S(q)$, and the shot noise background $S_m$ (see Figure 2). This will allow us to deduce the measurement induced spin dephasing rates $\gamma_x^M = \gamma_y^M = 2\beta^2$ from the measured spin noise spectrum $S(\omega) = \beta^2/4 + \beta^4 S(q)(\omega)$. We use the following property of the integrated quantum mechanical noise [see e.g. Eq. (9.17) in Ref.]
\[
I_q = \beta^4 \int_{-\infty}^{\infty} S_q(\omega) d\omega
= 2\pi \beta^2 \sigma^2, \\
= 2\pi \beta^4 \text{Tr}(\rho_0 A^2) - \text{Tr}(\rho_0 A^2)^2)
= 2\pi \beta^4
\]

where the second line follows from Eq. (34) and the last line follows for a spin noise experiment ($A = \sigma_z$) at high temperature where $\rho_0 = 1/2$. Similar relations can be found also for other measurement operators $A$. The area $I_L$ under a single Lorentz-shaped peak of a spin resonance damped with damping constant $\gamma$ and peak height $a\beta^2$ is
\[
I_L = a\beta^2 \int_{-\infty}^{\infty} \frac{\gamma^2}{(\omega - \omega_0)^2 + \gamma^2} d\omega = a\beta^2 \pi \gamma,
\]
where $a$ is dimensionless.

If a single peak is observed in a noise experiment the relation
\[
I_L = \frac{1}{2} I_q
\]
must hold. The factor $1/2$ appears because $I_q$ represents the area under two noise peaks - one at $\omega_0$ and another at $-\omega_0$. Eventually we find a relation that yields $\beta^2$ for known $\gamma$ and $a$
\[
a\beta^2 \pi \gamma = \pi \beta^4
\]
that holds for the second order noise spectrum of an arbitrary quantum system. In the special case of a spin noise experiment, the measurement induced spin dephasing rate
\[
\gamma_x^M = 2\beta^2 = 2a\gamma.
\]
spectrum will show an $N$-fold increase for both the shot-noise background level and the area under the spin noise peak which leaves the parameter $a$ unchanged compared to the single spin measurement. In practice, a fraction $p$ of the laser beam may miss a spin and cause an increase in the shot noise background that is uncorrelated with the spin measurement. In that case the relation Eq. (59) no longer holds exactly and should be replaced by $\beta^2 = p \gamma a$. A distribution of spins in a two-dimensional plane with a spacing of roughly a wavelength would correspond to about $p = 1$.

The Zeno-effect may have already been observed in a semiconductor spin noise experiment\cite{54} however, left unnoticed by the authors. Their Figure 3 shows a clear transition from a spin precession peak at a finite frequency to a broad peak at zero frequency for increasing probe laser intensities as expected for the Zeno effect. Their semiconductor single quantum well was placed into an optical microcavity which led to a strong field enhancement of the probe laser beam resulting in a relatively low probe power of 3 mW where the effect appeared. Values between about 1.25 and 3 for our parameter $a$, $\gamma \approx \omega_0 / 3$, and $p \approx 1$ can be estimated from their data which supports our interpretation of their experiment as a manifestation of the quantum Zeno effect.

IX. STOCHASTIC MASTER EQUATION VERSUS LANGEVIN-APPROACHES

In 1908, Paul Langevin initiated a new theoretical treatment of Brownian motion in terms of a differential equation with a stochastic driving term\cite{55,56}. So-called Langevin-approaches have since then become very popular for the stochastic treatment of diffusion and damping in many branches of physics. Glazov and Ivchenko calculate spin noise spectra of a single spin from the following Langevin-equation\cite{21}

$$\frac{\partial \delta \vec{s}(t)}{\partial t} + \frac{\delta \vec{s}(t)}{\tau_s} + \delta \vec{s}(t) \times \omega_B = \vec{\xi}(t), \quad (60)$$

where $\vec{\xi}(t)$ is a stochastic Gaussian driving term. The detector output in their theory

$$\dot{z}(t) = (\delta \vec{s}(t))_z \quad (61)$$

was assumed to be identical with the $z$-component of the fluctuating spin vector. A comparison with our single spin theory [Eqs. (52) and (53)] exhibits similarities and a few striking differences. Glazov’s equations are linear in $\delta \vec{s}$ while our equations are non-linear in $\vec{s}$. The stochastic Gaussian driving term $\vec{\xi}$ can therefore cause only a Gaussian response of $\delta \vec{s}$. Consequently, all higher order spectra of $(\delta \vec{s}(t))_z$ vanish. In contrast, our theory exhibits a non-linear coupling of the stochastic quantity $\Gamma(t)$ to $\vec{s}$ which in general will lead to non-vanishing higher order spectra. The stochastic driving term of the Langevin theory $\xi(t)$ scales according to $\langle \xi_1(t) \xi_2(t) \rangle = \tau_0 \delta(t - t_2)$ where the prefactor must be chosen in a way to drive spin fluctuations whose value of $\delta \vec{s}(t)$ is consistent with the $3/4$ value in thermal equilibrium. In contrast, the driving term of the stochastic master equation is proportional to the measurement strength $\beta$. Particularly in the limit $\beta \to 0$ the desired noise spectrum $S_\eta'(\omega)$ for a vanishing perturbation by the probe beam is obtained. The correct value for $\sigma^2$ (which corresponds to $\delta \vec{s}^2$) is in the case of the SME is built into the steady state density matrix $\rho_0$ which results from $H$ and coupling to the environment via $D$ (case of weak measurement, where $\beta \to 0$). Clearly, the stochastic driving term of the Langevin approach and of the SME have completely different meanings and it cannot be expected that the Langevin approach might appear after some approximation from the SME.

Nevertheless, the traditional Langevin approach of Eq. (60) led Glazov to results consistent with the results of a fully quantum mechanical treatment by Braun\cite{21} and also consistent with our result Eq. (57). A linear Langevin-theory will, nevertheless, always result in vanishing higher order spectra.

X. EXAMPLES OF SPIN NOISE SPECTRA

Here we calculate the spin noise spectrum $S_\gamma(\omega)$ of the $z$ component of a single electron spin that is precessing in an external magnetic field oriented in $x$-direction and subject to relaxation. We first calculate

$$x(t) = \mathcal{G}(t)(A \rho_0 + \rho_0 A) \quad (62)$$

that we will need to evaluate $\mathcal{K}(\omega) \rho_0$ of Eq. (57). For $t \geq 0$ we find for $A = \sigma_z$ and the high temperature limit $\rho_0 = 1/2$

$$x(\tau) = e^{\xi \gamma \tau} \sigma_z. \quad (63)$$

The propagation of $\sigma_z$ can be treated with the help of Eqs. (60) and (61) by noting that $\sigma_z$ corresponds to $\vec{s}(0)^T = (0, 0, 2)$ that propagates in time according to

$$\dot{\vec{s}} = \vec{\omega} \times \vec{s} - \gamma \vec{s}, \quad (64)$$

where we neglected the measurement induced spin dephasing. The time dependent solution

$$\vec{s}(\tau) = \begin{pmatrix} 0 \\ 0 \\ 2 \end{pmatrix} \cos(\omega_x \tau) e^{-\gamma \tau} - \begin{pmatrix} 0 \\ 2 \\ 0 \end{pmatrix} \sin(\omega_x \tau) e^{-\gamma \tau} \quad (65)$$

is equivalent to

$$x(\tau) = \sigma_z \cos(\omega_x \tau) e^{-\gamma \tau} - \sigma_x \sin(\omega_x \tau) e^{-\gamma \tau}. \quad (66)$$
This leads us to

\[
S_{\text{q}}(\omega) = \frac{1}{2} \left( \text{Tr}(\sigma_x x(\omega)) + \text{c.c.} \right)
\]

\[
= \frac{1}{2} \left( \int_0^{\infty} 2\cos(\omega x) e^{-\gamma \tau} e^{i\omega \tau} d\tau + \text{c.c.} \right)
\]

\[
= \frac{1}{2} \left( \frac{-1}{i(\omega + \omega_x) - \gamma} + \frac{-1}{i(\omega - \omega_x) - \gamma} \right) + \text{c.c.}
\]

\[
= \frac{\gamma}{(\omega + \omega_x)^2 + \gamma^2} + \frac{\gamma}{(\omega - \omega_x)^2 + \gamma^2}
\]

which is equivalent to Braun's equation (A4). The area under the two peaks is $2\pi$ as expected from Eq. (55).

Next, we numerically calculate spin noise spectra of a coupled spin spin system. Higher order spectra of the same system will given in Section XV. The indium donor in the semiconductor ZnO exhibits a strongly coupled spin pair consisting of the $I = 9/2$ indium nuclear spin and the $s = 1/2$ electron spin of the localized electron donor. The dynamics of the interacting electron spin $\vec{s}$ and nuclear spin $\vec{I}$ in a magnetic field $B$ is given by the Hamiltonian:

\[
H = g^{(e)} \vec{B} \cdot \vec{s} + A\vec{I} \cdot \vec{s} + P_// I_z^2 - g^{(n)} \vec{B} \cdot \vec{I},
\]

where the first and last term describe the electronic and nuclear spin precession in the external magnetic field $B$. The hyperfine coupling is described by the second term. The third term is due to a weak electric quadrupole crystal field splitting that in principle can be exploited for spin squeezing. The following parameters are known from ENDOR experiments (see Ref. 59): $g^{(e)}/h = 0.172 \times 10^{12}$ rad s$^{-1}$ T$^{-1}$ ($g^{(e)} = 1.96$), $g^{(n)}/h = 9.329 \times 10^9$ rad s$^{-1}$ T$^{-1}$, $A/h = 100.2$ MHz, and $P_///h = 1.27$ MHz. The electron-nuclear system is fully described by a density matrix $\rho$ in the 20-dimensional combined Hilbert space $H_n \otimes H_e$ for nuclear spin and electron spin. The master equation

\[
\dot{\rho} = \mathcal{L}\rho
\]

\[
= \frac{i}{\hbar} [\rho, H] + \Gamma_{\text{relax}}^{(e)} + \Gamma_{\text{relax}}^{(n)}
\]

(69)

describes both the coherent propagation (first term) and dissipative coupling to the environment (last two terms). The relaxation of the electron spin towards its equilibrium orientation $\rho^{(e)}_{\text{final}} \propto \exp(-\beta g^{(e)} B_s/k_B T)$ is in the most simple form of isotropic relaxation given by $\Gamma_{\text{relax}}^{(e)}$

\[
\Gamma_{\text{relax}}^{(e)} = -\gamma_{\text{relax}} \left[ \rho - (\text{Tr}_e\rho) \otimes \rho^{(e)}_{\text{final}} \right],
\]

(70)

with the spin relaxation rate $\gamma_{\text{relax}}$. The temperature dependence of $\rho^{(e)}_{\text{final}}$ leads to a temperature dependence of $\rho_0$ which allows for the calculation of noise spectra for different system temperatures. The symbol $\text{Tr}_e$ denotes the partial trace over the density matrix with respect to the electronic subsystem. The nuclear state $\text{Tr}_n \rho$ may be interpreted as a spin state that has lost all entanglement with the electronic state. Similarly, nuclear spin relaxation is modelled via

\[
\Gamma_{\text{relax}}^{(n)} = -\gamma_{\text{relax}} \left[ \rho - (\text{Tr}_n \rho) \otimes (\text{Tr}_n \rho) \right].
\]

(71)

Fig. 3 shows spin noise spectra for $\gamma_{\text{relax}} = 1/20$ ns$^{-1}$, $\gamma_{\text{relax}}^{(n)} = 1/20$ ns$^{-1}$, and $\rho_0 \propto 1$ (high temperature limit) and negligible measurement induced dephasing obtained from Eq. (67). For $B = 100$ mT we find 10 peaks around 3 GHz with a spacing of 0.1 GHz. These peaks correspond to the 10 nuclear spin levels that split the electron spin resonance due to the hyperfine field. For $B = 0$ mT we find a peak at 0.5 GHz which corresponds to the dynamics of electron spin and nuclear spin in their mutual hyperfine fields with a precession frequency of $(I + 1/2)A$ for an $I = 9/2$ nuclear spin (a short theory of the precession frequency is given in 23). A second peak at zero frequency is explained by an approximately collinear arrangement of the spins along the $\pm z$-direction. Despite a (weak) precession in the hyperfine field the electron spin can roughly keep the orientation along $\pm z$ giving rise to a zero frequency contribution to the spectrum. At a moderate field of 10 mT the low frequency peak shifts to higher frequencies corresponding to a common precession of the strongly coupled spin-spin system around the magnetic field. The high frequency peak splits into ten smaller peaks.

**XI. SIGNAL TO NOISE OF $S_z^{(n)}$**

Up to now we considered measurements on a single quantum system. This situation is typical for noise measurements in nano-electronics. In the case of a spin noise experiment, the laser beam often probes many systems that are independent of each other but exhibit basically identical dynamical properties (e.g. electron spins in
GaAs localized at silicon donor sites[22]. We therefore shortly discuss the situation of $N$ identical systems that are measured with the same detector. A possible coupling of the systems via the laser is here neglected as typical Faraday angles are usually below $10^{-4}$ rad which means that the individual systems exchange basically no information on their actual state[27]. In the case of a single system the parameter $\beta$ scales with the laser intensity $I_L$ as $\beta \propto I_L^{1/2}$ (see Section [11]). If the laser spot size area on the sample is increased by a factor of $N$ to probe $N$ systems at the same time, the intensity for a single system is effectively reduced by a factor of $N$. It follows that $\beta$ scales as $\beta \propto N^{-1/2}$. The new signal $z$ on the detector is then the sum of all individual signals

$$z(t) = \sum_j z_j(t). \quad (72)$$

Assuming that all individual systems are independent, it follows from Eq. (6) that the $n$th-order spectrum is given by

$$S_z^{(n)} = \sum_j S_z^{(n)}(z_j). \quad (73)$$

The question now arises if a better signal to noise ratio can be obtained from measuring $N$ systems at the same time with laser power $I_L$ or a single system with laser power $I_L/N$. In a real experiment the data stream $z(t)$ is divided into $M$ time frames. Each time frame $j$ yields Fourier components $z_j(\omega)$ Usually an estimator $\tilde{S}_z^{(n)}$ can be defined from $m$ subsequent frames. A possible (but not the only) estimator for $S_z^{(2)}(\omega)$ is e.g.

$$\tilde{S}_z^{(2)} = \frac{m}{m-1} \left[ \sum_{k=0}^{m-1} z_{mk+k'}(\omega) z_{mk+k'}(\omega) \right] \quad (74)$$

An estimator for a fourth order spectrum can be found in Ref. [42]. For a general theory of estimators see Ref. [10]. The average

$$\tilde{S}_z^{(n)} = \frac{m}{M} \sum_{k=1}^{M/m} \tilde{S}_z^{(n)} \quad (75)$$

will then converge to the true $S_z^{(n)}$ for large $M$. We are now interested in the variance $\sigma_z^2$ of $S_z^{(n)}$ as it determines the noise on the measured spectrum $S_z^{(n)}$. We assume that the $z_j(\omega)$'s are dominated by white photon shot noise $x_j = \sqrt{N} x_0 g_j$ where $g_j$ is Gaussian distributed and $x_0$ regards some scaling factor of the measurement setup.

The additional scaling factor $\sqrt{N}$ regards the rules under which several equally intense Gaussian noise sources add to a new Gaussian noise source. Since $\sigma_z^2 = \langle \tilde{S}_z^{(2)} \rangle - \langle \tilde{S}_z \rangle^2 \propto x_0^n N^n$, we find

$$\sigma^2 \propto x_0^n N^n / M \quad (76)$$

while the overall signal $S_z^{(n)}$ scales as $x_0^n N$. Consequently, the signal to noise ratio of a measured spectrum $S_z^{(n)}$ (or more precisely $S_z^{(n)}$) scales for dominant photon shot noise as

$$S/N = \frac{S_z^{(n)}}{\sigma} \propto \frac{\sqrt{M}}{N^{n/2-1}} \quad (77)$$

For $n = 2$ there is no advantage in measuring a single instead of $N$ quantum system, whereas for $n = 3$ the gain in signal to noise is a factor of $\sqrt{N}$ and for $n = 4$ a factor of $N$. Our $n = 4$ result is in agreement with Li’s statement that the measurement time (proportional to the number $M$ of time frames) unfavourably increases with $N^2$ if $N$ systems instead of one are measured simultaneously[43].

XII. MULTI-TIME MOMENTS OF $z(t)$

In the previous sections we discussed the second order spectrum $S_z^{(2)}(\omega)$ that was obtained from the explicit expression for $z(t)$ with its leading terms $z_1(t)$ to $z_3(t)$ up to order $\beta^3$. Since $z_1(t)$ to $z_3(t)$ are purely Gaussian, all cumulants $C_n$ and spectra $S_z^{(n)}$ of $z_1(t) + z_2(t) + z_3(t)$ are zero. Consequently, the calculation of the bispectrum $S_z^{(3)}$ requires at least $z_4(t)$ to be taken into account. However, both the calculation of $z_4(t)$ from the CQNf Eq. (30) and the calculation of a multi-time-cumulant of $z_1(t) + z_2(t) + z_3(t) + z_4(t)$ turn out to be almost intractable. Alternatively, we present in this section a method to directly calculate multi-time moments of $z(t)$

$$M_n = \langle z(t_n) \cdots z(t_1) \rangle \quad (78)$$

without the need for an explicit representation of $z(t)$. Surprisingly compact expressions for multi-time cumulants are then obtained from $M_n$ in Section [XIII]. The quantum mechanical expressions for $M_n$ will turn out to be linear in $\rho_0$ and of order $\beta^{2n}$. The expressions are valid for any desired coupling strength without the need for higher order corrections. This settles the open question in Section [V] for possible higher order contributions to $C_2(z(t_2), z(t_1))$ of order $O(\beta^3)$ [Eq. (55)]. The calculations of $M_n$ are directly based on the (non-linear) SME Eqs. (16) and (19) and include external as well as measurement induced damping. The derivation is therefore more general than the path-integral based derivation of $M_n$ that was given by Bednorz et al. in 2012[20].
The quantum mechanical expression for the multi-time moments $M_n$ of the detector output $z(t)$ derived from the product $z(t_n) \cdots z(t_1)$ depends on the stochastic quantities $dW(t)$ for all times between $t_1$ and $t_n$. The averaging over all these (infinitely many) quantities is required to obtain $M_n$. In a first step of calculating $M_n$ we will distinguish between averages taken at times $t_j$ and averages taking in the intervals between those discrete times. We will assume the time order $t_n > t_{n-1} > \cdots > t_1$. Consider

$$M_n = \langle z(t_1) \cdots z(t_n) \rangle_{\Gamma_n T_{n-1} \cdots T_1 \Gamma_1}$$

where we indicate averages taken at time $t_j$ by $\Gamma_j$ and averages take in the interval $t_j$ to $t_j$ ($t_j > t_{j-1}$) by $T_{j-1}$. The averaging will successively be performed starting with the latest times. We find with $z(t_n) = Tr(\mathcal{A}(\rho(t_n)) + \beta \Gamma(t_n)/2)$

$$M_n = \langle (\beta^2 Tr(\mathcal{A}(\rho(t_n)) + \beta \Gamma(t_n)/2) z(t_{n-1}) \cdots z(t_1) \rangle_{\Gamma_n T_{n-1} \cdots T_1 \Gamma_1}$$

$$= \langle \beta^2 Tr(\mathcal{A}(\rho(t_n))) z(t_{n-1}) \cdots z(t_1) \rangle_{T_{n-1} \cdots T_1 \Gamma_1}$$

(79)

since $\rho(t_n)$ does not depend on $\Gamma(t_n)$ (Ito-calculus where $d\rho = \rho(t + dt) - \rho(t)$) and $\langle \Gamma(t_n) \rangle = 0$. The averaged density matrix $\langle \rho(t) \rangle$ obeys the master equation

$$\frac{\partial}{\partial t} \langle \rho(t) \rangle = \mathcal{L} \langle \rho(t) \rangle$$

(80)

in the time interval $T_{n-1}$ as can be seen after averaging the non-linear SME [Eq. [19]]. The average over the time interval $T_{n-1}$ consequently yields for the first factor in the product

$$\langle \text{Tr}(\mathcal{A}(\rho(t_n))) \rangle_{T_{n-1}} = \text{Tr}(\mathcal{A} \mathcal{L}^{(t_n-t_{n-1})} \rho(t_{n-1} + dt))$$

(81)

This leads to

$$M_n = \langle \beta^2 \text{Tr}(\mathcal{A} \mathcal{G}(t_n - t_{n-1})) \rho(t_{n-1} + dt) \rangle \langle z(t_{n-1}) \cdots z(t_1) \rangle_{\Gamma_n T_{n-2} \cdots T_1 \Gamma_1}$$

$$= \langle \beta^2 \text{Tr}(\mathcal{A} \mathcal{G}(t_n - t_{n-1})) \rho(t_{n-1} + dt) \rangle \langle z(t_{n-1}) \cdots z(t_1) \rangle_{\Gamma_n T_{n-2} \cdots T_1 \Gamma_1}$$

(82)

where in the second line we pulled $z(t_{n-1})$ into the trace. The evaluation procedure dramatically simplifies by using the formula

$$\langle \rho(t_j + dt) z(t_j) \rangle_{\Gamma_j} = \frac{\beta^2}{2} \langle \rho(t_j) + \rho(t_j)(t) \mathcal{A} \rangle$$

(83)

which is via Eq. [19] obtained from

$$\langle \rho(t_j + dt) z(t_j) \rangle_{\Gamma_j} = \langle [\rho(t_j) + \beta(\mathcal{A}(\rho(t_j)) + \rho(t_j)(t) \mathcal{A}] dW(t_j) - 2\beta \rho(t_j) \text{Tr}(\mathcal{A}(\rho(t_j))) dW(t_j) \rangle$$

$$\times [\beta^2 \text{Tr}(\rho(t_j) A) + \frac{\beta}{2} \Gamma(t_j)] \rangle_{\Gamma_j}.$$ 

(84)

Since $\rho(t_j)$ does not depend on $dW(t_j)$, the cross terms (1,2), (2,1), and (3,1) disappear. The cross terms (1,1) and (3,2) cancel each other regarding that $\langle \Gamma_j dW(t_j) \rangle_{\Gamma_j} = 1$. Only the term (2,2) contributes to the RHS of Eq. [83]. We find with Eq. [83]

$$M_n = \langle \beta^4 \text{Tr}(\mathcal{A} \mathcal{G}(t_n - t_{n-1}) \mathcal{A} \rho(t_{n-1}) \rangle \langle z(t_{n-2}) \cdots z(t_1) \rangle_{T_{n-2} \cdots T_1 \Gamma_1}$$

and eventually after averaging over the remaining pairs of $T_n$ and $\Gamma_n$ using the same procedure as above

$$M_n = \beta^{2n} \text{Tr}(\mathcal{A} \mathcal{G}(t_n - t_{n-1}) \mathcal{A} \cdots \mathcal{G}(t_2 - t_1) \mathcal{A})$$

(85)

for $t_n > \cdots > t_1$. In the rest of the paper we will use Eq. [83] in the following form

$$\langle z(t_n) \cdots z(t_1) \rangle = \beta^{2n} \text{Tr}(\mathcal{A} \mathcal{G}(t_n - t_{n-1}) \mathcal{A} \cdots \mathcal{G}(t_2 - t_1) \mathcal{A}) \rho_0)$$

(86)

where we use the fact that $\rho(t_1) = \rho_0$ at the time of the first measurement. For unknown time order the following equation is always correct

$$\langle z(t_n) \cdots z(t_1) \rangle = \beta^{2n} \sum_{\text{perm. } t_j} \text{Tr}(\mathcal{A} \mathcal{G}(t_n - t_{n-1}) \mathcal{A} \cdots \mathcal{G}(t_2 - t_1) \mathcal{A}) \rho_0),$$

(87)

where the expression ”perm. $t_j$” below the sum means that all variables $t_j$ have to be permuted. We also replaced $A$ by the superoperator $\mathcal{A}$ which is possible due to the cyclicity of the trace.

The quantum mechanical expression for the multi-time moments $M_n$ of the detector output $z(t)$ derived from the
non-linear SME are an important intermediate result towards the derivation of higher order cumulants. Eq. (86) fully characterizes all properties of $z(t)$. It is valid without any restrictions on the measurement strength $\beta$. Calculations for different measurements strength need only to regard that the contribution $-\beta^2[A, [A, \rho]]/2 \mathcal{L}$ changes with $\beta$ which leads to a $\beta$-dependent propagator $\mathcal{G}(t)$ and a different steady state density matrix $\rho_0$ [Eq. (21)]. Remarkably, the multi-time moments depend linearly on $\rho_0$ despite the fact that $z(t)$ and the SME are non-linear in $\rho_0$ and $\rho(t)$, respectively. The non-linearity disappears in the case of the $\Gamma_j$-averages because the relevant averaged master equation is strictly linear in $\rho$. In the case of the $\Gamma_j$-averages [see Eq. (83)] the factor $z(t_j)$ - which is non-linear in $\rho_0$ - is replaced by an expression that is linear in $\rho(t_j)$. Barchelli et al. had stated a linear dependence of all moments on $\rho_0$ already from fundamental arguments about the properties of a moment-generating expressions in the context of the SME (see page 118 in Ref. 9, where they discuss their theorem 4.14). They, however, derived explicit expressions only for $M_1$ and $M_2$.

Considering the $\beta$-orders of the contributions $z_j(t)$ to $z(t)$ and the $\beta$-order of $M_n$ we find that the moment $M_2$ is only sensitive to $z_1(t)$, $z_2(t)$, and $z_3(t)$ but does not depend on $z_4(t)$ or any higher order contribution to $z(t)$. Similarly, one easily finds that generally $M_n$ is only sensitive to $z_j(t)$ for $j \leq n + 1$. This immediately leads us to the following interesting results for the higher order spectra of continuous quantum measurements: While $S^{(2)}$ requires a non-Gaussian contribution to $z(t)$ for being non-zero, $S^{(2)}$ is completely blind to all non-Gaussian contributions $z_4(t)$, $z_5(t)$ etc.

Bednorz et al. had found a corresponding formula for $M_{10}$. Their derivation is less general than the above via the SME and neglects possible coupling to an external bath (i.e. $\mathcal{D} = 0$) and assumed the limit of weak continuous measurements. They derive an expression $P[a(t)]$ for the probability of finding a measurement trajectory $a(t)$. The expression for $P[a(t)]$ has the form of a path integral which is the basis for defining a generating function [Eq. (18) in Ref. 20] for calculating moments $(a(t_1)a(t_2)\cdots a(t_n))$ of the measurement trajectory. They eventually find for $t_n \geq t_{n-1} \geq \cdots \geq t_1$

$$
(a(t_1) \cdots a(t_n))_q = \text{Tr}[AU(t_n, t_{n-1}) \cdots AU(t_2, t_1)AU(t_1, 0)\rho_0].
$$

The superoperator $U$ is a propagator for the system $|2\rangle_3$. The index $q$ means that only contributions of the system but not of the background noise are considered in the moments. One easily finds that Bednorz’s expression is completely equivalent to our Eq. (86) regarding that $a(t) = z(t)/\beta$, $U(t_2, t_1)A = \mathcal{G}(t_2 - t_1)A$, and $U(t_1, 0)\rho_0 = \rho_0$ for $\rho_0$ in equilibrium. Very recently, expressions for higher order moments were also found for applications in qubit measurements and the parameter estimation of quantum system while no expressions for cumulants or higher order spectra were derived.

**XIII. MULTI-TIME CUMULANTS $C_3$ AND $C_4$**

Here we derive expressions for the multi-time cumulants of $z(t)$ that are of great importance for describing actual measurements. Unlike moments, cumulants allow for a straightforward subtraction of background noise that is statically independent from the actual quantum noise (like electronic noise in the measurement device, see Section II). Moreover, a cumulant like $C_3(z(t_1), z(t_2), z(t_3))$ is completely blind to all non-Gaussian contributions $z_4(t)$, $z_5(t)$ etc.

After some algebra we find a surprisingly simple way of expressing the cumulant that very much resembles the expressions for the multi-time moments that were given above. We first express $C_3(z(t_1), z(t_2), z(t_3))$ in terms of the multi-time moments, Eq. (86), for time order $t_3 > t_2 > t_1$

$$
\langle z(t_1) \rangle = \beta^2 \text{Tr}[A\rho_0]
$$

$$
\langle z(t_2)z(t_1) \rangle = \beta^4 \text{Tr}[A\mathcal{G}(t_2 - t_1)A\rho_0]
$$

$$
\langle z(t_3)z(t_2)z(t_1) \rangle = \beta^6 \text{Tr}[A\mathcal{G}(t_3 - t_2)A\mathcal{G}(t_2 - t_1)A\rho_0].
$$

(89)

Considering the third order cumulant

$$
C_3(x_1, x_2, x_3) = \langle x_3x_2x_1 \rangle
$$

$$
-\langle x_3 \rangle \langle x_2x_1 \rangle - \langle x_2 \rangle \langle x_3x_1 \rangle - \langle x_1 \rangle \langle x_2x_1 \rangle
$$

$$
+2 \langle x_3 \rangle \langle x_2x_1 \rangle \langle x_1 \rangle
$$

(90)

we find an expression for $C_3(z(t_1), z(t_2), z(t_3))$ in terms of the multi-time moments

$$
\beta^{-6}C_3(z(t_1), z(t_2), z(t_3)) = \sum_{\text{perms.}t_1} \left[ \text{Tr}[A\mathcal{G}(t_3 - t_2)A\mathcal{G}(t_2 - t_1)A\rho_0] - \text{Tr}[A\rho_0][\text{Tr}[A\mathcal{G}(t_2 - t_1)A\rho_0] + \frac{1}{3} \text{Tr}[A\rho_0]^3] \right]
$$

(91)
The sum over all permutations and the property $G(t) = 0$ for $t \leq 0$ guarantees that all terms in Eq. (90) are correctly represented. Moreover, the permutations also guarantee that the RHS of the above equation is not sensitive to the time order of $t_1$, $t_2$, and $t_3$. I.e. the equation for $C_3$ is correct for all time orders as long as $t_j \neq t_k$ holds for any pair $t_j$ and $t_k$ with different indices. The last term $\sum t_3 A^\rho_0$ can be found to correspond to $2\langle x_3 \rangle \langle x_2 \rangle \langle x_1 \rangle$ if all six permutations are taken into account.

Next, we show that the expression for the cumulant $C_3$ dramatically simplifies to a single term under the sum after introducing a new modified propagator

$$G'(t) = G(t) - G_0 \Theta(t)$$

where

$$G_0 := \lim_{t' \to \infty} G(t').$$

The step function $\Theta(t) = 1$ for $t > 0$ and zero otherwise guarantees that $G'(t) = 0$ for $t \leq 0$. We find the important property

$$G_0 X = \lim_{t \to \infty} G(t) X = \rho_0 \text{Tr}(X)$$

since (i) $G(t)$ for $t > 0$ always conserves the trace, (ii) the left hand side of the equation is always proportional to $\rho_0$, and (iii) $\text{Tr}\rho_0 = 1$. It follows that the superoperator $G'(t)$ annihilates the steady state contribution $\rho_0$ of any operator to its right. The cumulant $C_3$ becomes after replacing $G'(\tau)$ by $G'(\tau) + G_0(\tau) \Theta(\tau)$ and expansion

$$\beta^{-6} C_3 = \sum_{\text{perm. } t_j} \left[ \text{Tr}[A G'(t_3 - t_2) A G'(t_2 - t_1) \rho_0] + \text{Tr}[A \rho_0] \text{Tr}[A G'(t_3 - t_2) A \rho_0] \Theta(t_2 - t_1) + \text{Tr}[A \rho_0] \text{Tr}[A G'(t_2 - t_1) A \rho_0] \Theta(t_3 - t_2) + \text{Tr}[A \rho_0]^3 \Theta(t_2 - t_1) \Theta(t_3 - t_2) - \text{Tr}[A \rho_0] \text{Tr}[A G' A(t_2 - t_1) \rho_0] - \text{Tr}[A \rho_0]^3 \Theta(t_2 - t_1) + \frac{1}{3} \text{Tr}[A \rho_0]^3 \right].$$

The terms that are third order in $\rho_0$ cancel. All terms with the factor $\text{Tr}[A G'(t_j - t_k) A \rho_0]$ can be written in terms of $G'(t_2 - t_1)$ regarding that they all appear in a common sum over all permutations. We find

$$\beta^{-6} C_3 = \sum_{\text{perm. } t_j} \left[ \text{Tr}[A G'(t_3 - t_2) A G'(t_2 - t_1) \rho_0] + \text{Tr}[A \rho_0] \text{Tr}[A G'(t_2 - t_1) A \rho_0] (\Theta(t_1 - t_3) + \Theta(t_3 - t_2) - 1).$$

The second term is obviously zero for $t_2 < t_1$ because of the factor $G'(t_2 - t_1)$. Moreover, the term in the braces makes the term zero except for $t_2 > t_3 > t_1$. Since $G'(t_2 - t_1) = G'(t_2 - t_3) G'(t_3 - t_1)$ for $t_2 > t_3 > t_1$ and zero otherwise, we can write

$$\beta^{-6} C_3 = \sum_{\text{perm. } t_j} \left[ \text{Tr}[A G'(t_3 - t_2) A G'(t_2 - t_1) \rho_0] - \text{Tr}[A \rho_0] \text{Tr}[A G'(t_2 - t_3) G'(t_3 - t_1) \rho_0] \right]$$

(96)

$$= \sum_{\text{perm. } t_j} \text{Tr}[A G'(t_3 - t_2) (A - \text{Tr}[A \rho_0]) G'(t_2 - t_1) A \rho_0]$$

(97)

where we permuted the indices in the second term to obtain the same structure as in the first term. The first factor $A$ in the last line was replaced by $A$ due to the cyclicity of the trace. The term $(A - \text{Tr}[A \rho_0])$ seems somewhat to disturb the symmetry in the last line. The symmetry is made perfect by noting that the last factor $A$ can be replaced by $A - \text{Tr}[A \rho_0]$ since $G'(t) \rho_0 = G(t) \rho_0 - G_0 \rho_0 = \rho_0 - \rho_0$ is always zero [see Eq. (92)]. The first factor $A$ can also be replaced by $A - \text{Tr}[A \rho_0]$ since $\text{Tr} G'(t) X$ is always zero as follows from the trace property above [Eq. (94)]. After introducing $A' = A - \text{Tr}[A \rho_0]$ we eventually find

$$C_3(z(t_1), z(t_2), z(t_3)) = \beta^6 \sum_{\text{perm. } t_j} \text{Tr}[A G'(t_3 - t_2) A' G'(t_2 - t_1) \rho_0].$$

(99)
The structure of the cumulant is as simple as that of the corresponding moment \( M_4 \) where the operator \( G \) in Eq. \((87)\) is replaced by \( G' \) and \( A \) by \( A' \) to yield Eq. \((99)\). This is very remarkable considering that \( C_3 \) represents a cumulant whose initial structure, Eq. \((90)\), contains no less than 5 terms. Since \( G'(t) \) always decays to zero for large \( t \), we immediately find that also \( C_3 \) decays to zero for large time differences. Such a behavior was anticipated for cumulants of \( z(t) \) in Section \([\text{F}]\). The very simple structure of the \( C_3 \) result suggest that a similar structure also holds for the fourth order case. Starting from a sum of initially 15 terms we indeed were able to derive the following simple representation of the cumulant (see Appendix \([\text{F}]\))

\[
C_4(z(t_1), z(t_2), z(t_3), z(t_4)) = \beta^8 \sum_{\text{prm. } t_j} \text{Tr}[A'G'(t_4 - t_3)A'G'(t_3 - t_2)A'G'(t_2 - t_1)A'\rho_0].
\]  

We consider the cumulant expressions Eqs. \((99)\) and \((100)\) a major simplification in the field of higher order quantum noise. Previously, expressions for \( C_3 \) kept the unwieldy structure of Eq. \((90)\), see e.g. Eq. \((30)\) in Ref. \([63]\). So far we were, however, not able to find a proof for a general cumulant formula beyond \( C_4 \).

\[ \text{XIV. THE TRISPECTRUM AND BISPECTRUM} \]

The multi-time cumulant \( C_4 \) of \( z(t) \) found above can in principle be calculated numerically. A subsequent numerical three-dimensional Fourier transform would then result in the trispectrum \( S^{(4)}_{\omega_1, \omega_2, \omega_3} \) [see Eq. \((12)\)]. This procedure has the disadvantage that a three dimensional space of data points has to be evaluated before even a single point of the spectrum \( S^{(4)}_{\omega} \) can be calculated. We therefore derive in the following an explicit quantum mechanical expression in the frequency domain that allows for a point-wise evaluation of \( S^{(4)}_{\omega} \) at a given position \( \omega_1, \omega_2, \omega_3 \). This tremendously saves computing time in cases where e.g. only a two-dimensional cut through \( S^{(4)}_{\omega} \) is of interest or when high frequencies would require a very fine sampling of \( C_4 \) in the time domain.

The Fourier transformation of \( C_4(z(t_1), z(t_2), z(t_3), z(t_4)) \) faces the problem that we have no expression for \( C_4 \) for the cases of equal times (e.g. \( t_2 = t_3 \)). We will show in the next paragraph that we do not require that knowledge for getting a correct result for \( C_4(z(\omega_1), z(\omega_2), z(\omega_3), z(\omega_4)) \). First we note that \( C_n(z(\omega_n), z(\omega_{n-1}), \ldots, z(\omega_1)) \) decays for \( n \geq 3 \) to zero for any \( \omega_j \to \pm \infty \). This property can be shown by considering the detector output Eq. \((15)\) in the Fourier domain

\[
z(\omega) = \beta^2 \text{Tr}(\rho(\omega)A) + \beta \frac{1}{2} \Gamma(\omega).
\]  

The first term is related to system dynamics \( \rho(t) \) and decays quickly to zero for frequencies outside the interval of frequencies of system resonances (compare Fig. \([2]\)). After using Eq. \((101)\) and the multi-linearity of cumulants to decompose \( C_4 \) into a sum of all terms [like e.g. \( C_n(\beta^2 \Gamma(\omega_n)/2, \beta^2 \Gamma(\omega_{n-1})/2, \ldots) \) except \( C_{\text{remainder}} = C_n(\beta \Gamma(\omega_n)/2, \ldots, \beta \Gamma(\omega_1)/2) \) will decay to zero for any \( \omega_j \to \pm \infty \). Also, \( C_{\text{remainder}} = 0 \) for \( n \geq 3 \) since \( \Gamma(\omega_j) \) are purely Gaussian. Only for \( n = 2 \) we find \( C_2(z(\omega), z(\omega)) \to 2m \delta(\omega_1 + \omega_2)\beta^2/4 \) for any \( \omega_j \to \pm \infty \) which easily follows from Eq. \((33)\). The cumulant \( C_2(z(t_1), z(t_2)) \) obtained above for the time order \( t_1 > t_2 > t_3 > t_4 \) is obtained from the same expressions after exchanging the corresponding indices \( t_2 \) and \( t_3 \) in our example) on the right hand side of Eq. \((80)\) which effectively restores the required time-order. Merely values of \( C_4(z(t_1), z(t_3), z(t_2), z(t_4)) \), where one or more pairs of times \( t_j \) are equal, are not defined via Eq. \((80)\) since a strict time order \( t_4 > t_2 > t_3 > t_1 \) without equal times was required for its derivation. We will abbreviate the time quadruple with the vector symbol \( \vec{t} \) and relate to the set of vectors \( \vec{t} \) with one or more pairs of equal time as \( R_{eq} \) and the set of all vectors as \( R \). In the following we will show that the calculation of \( C_4(z(\omega_1), z(\omega_3), z(\omega_2), z(\omega_4)) \) does only require the Fourier integral about \( R \setminus R_{eq} \). The Fourier integral about \( R \) is four dimensional while the integral about \( R_{eq} \) is at most three dimensional. Consequently the \( R_{eq} \) contribution to the integral about \( R \) is of order \( dt \) and may be fully neglected as long as \( C_4(z(t_4), z(t_3), z(t_2), z(t_1)) \) is finite on \( R_{eq} \). Suppose \( C_4(z(t_4), z(t_3), z(t_2), z(t_1)) \) had a \( \delta \) singularity on \( R_{eq} \). Such a singularity would result in a non-vanishing contribution to \( C_4(z(\omega_4), z(\omega_3), z(\omega_2), z(\omega_1)) \) that would extend to infinite values of at least one \( \omega_j \). Above we however showed that \( C_4(z(\omega_4), z(\omega_3), z(\omega_2), z(\omega_1)) \) tends to zero for any \( \omega_j \to \pm \infty \). Consequently, \( \delta \)-singularities are absent in \( C_4(z(t_4), z(t_3), z(t_2), z(t_1)) \) and \( C_4(z(\omega_4), z(\omega_3), z(\omega_2), z(\omega_1)) \) can without any restrictions be calculated from the moments derived above without the need for deriving expression for \( C_4(z(t_4), z(t_3), z(t_2), z(t_1)) \) on \( R_{eq} \).

The following derivation of \( S^{(4)}_{\omega} \) \( (\omega_1, \omega_2, \omega_3) \) from \( C_4(z(t_4), z(t_3), z(t_2), z(t_1)) \) is based on that insight. The cumulant \( C_4(z(\omega_1), z(\omega_2), z(\omega_3), z(\omega_4)) \) can be expressed as a four dimensional Fourier transformation

\[
C_4(z(\omega_1), z(\omega_2), z(\omega_3), z(\omega_4)) = \int \left( \sum_{\text{prm. } t_j} f(t_1, t_2, t_3, t_4) \right) e^{i\omega^T \vec{r}} d^4 \vec{r}.
\]  

(102)
where we abbreviated the term in the sum of Eq. (100) by \( f \). Instead of permuting the variables \( t_j \), the variables \( \omega_j \) can be permuted yielding

\[
C_4(z(\omega_1), z(\omega_2), z(\omega_3), z(\omega_4)) = \sum_{\text{prim. } \omega_j} \int f(t_1, t_2, t_3, t_4) e^{i \omega T f} d^4 t.
\]

(103)

Considering that \( f \) depends only on time differences, we can define a function \( g \) with

\[
g(t_2 - t_1, t_3 - t_2, t_4 - t_3) = f(t_1, t_2, t_3, t_4)
\]

(104)

that is only three dimensional. After introducing a corresponding transformation of the time variables

\[
\begin{pmatrix}
\tau_0 \\
\tau_1 \\
\tau_2 \\
\tau_3
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1
\end{pmatrix} \begin{pmatrix}
t_1 \\
t_2 \\
t_3 \\
t_4
\end{pmatrix}
\]

(105)

where \( \det B = 1 \) and

\[
B^{-1} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1
\end{pmatrix}
\]

(106)

we find

\[
C_4(z(\omega_1), z(\omega_2), z(\omega_3), z(\omega_4)) = \sum_{\text{prim. } \omega_j} \int g(\tau_1, \tau_2, \tau_3) \exp(i \omega T f) d^4 \tau.
\]

(107)

Introducing \( \hat{g}(\nu_1, \nu_2, \nu_3) \) as the three-dimensional Fourier transformation of \( g(\tau_1, \tau_2, \tau_3) \) we find with \( \vec{\nu} = (B^{-1})^T \vec{\omega} \)

\[
C_4(z(\omega_1), z(\omega_2), z(\omega_3), z(\omega_4)) = \sum_{\text{prim. } \omega_j} \hat{g}(\omega_2 + \omega_3 + \omega_4, \omega_3 + \omega_4, \omega_4) 2\pi \delta(\omega_1 + \omega_2 + \omega_3 + \omega_4).
\]

(108)

This leads to a compact expression for the trispectrum

\[
S_z^{(4)}(\omega_1, \omega_2, \omega_3, \omega_4) = -\omega_1 - \omega_2 - \omega_3) = \sum_{\text{prim. } \omega_j} \beta^3 \text{Tr}[A'G'(\omega_4)A'G'(\omega_3 + \omega_4)A'G'(\omega_2 + \omega_3 + \omega_4)A'\rho_0].
\]

(109)

The bispectrum \( S_z^{(3)} \) is obtained from \( C_3 \) by a corresponding calculation as

\[
S_z^{(3)}(\omega_1, \omega_2, \omega_3) = -\omega_1 - \omega_2 = \sum_{\text{prim. } \omega_j} \beta^2 \text{Tr}[A'G'(\omega_3)A'G'(\omega_3 + \omega_2)A'\rho_0].
\]

(110)

The usual power spectrum \( S_z^{(2)}(\omega) \) is given by

\[
S_z^{(2)}(\omega) = \beta^4 \text{Tr}[A'G'(\omega)A'\rho_0] + \text{Tr}[A'G'(-\omega)A'\rho_0] + \beta^2/4.
\]

(111)

where the additional last term follows from the calculation of \( M_2 = \langle z(t_2)z(t_1) \rangle \) if the case \( t_2 = t_1 \) is included. We note that the fourth order in \( \beta \) contribution to \( S_z^{(3)}(\omega) \) can be transformed into \( \beta^4 S_4(\omega) \) [see Eq. (115)]. We emphasize that the expressions for the spectra \( S_z^{(2)}(\omega) \), \( S_z^{(3)}(\omega) \), and \( S_z^{(4)}(\omega) \) are free from \( \delta \)-function contributions since \( G'(\tau) \) no longer contain the constant contribution \( G_0 \). The numerical treatment of the spectra via \( G'(\omega) \) - see Eq. (115) - faces no trouble with \( \delta \)-functions.

**XV. HIGHER ORDER SPECTRA OF A COUPLED SPIN PAIR**

Figure 4 shows cuts \( S_z^{(4)}(\omega_1, -\omega_1, \omega_2, -\omega_2) \) through the trispectrum for the ZnO spin-spin system at \( T = 10 \text{ K} \) discussed in Section [X] for different magnetic fields in \( x \)-direction. The two-dimensional cuts are identical with the definition of the correlation spectrum Eq. (5) provided \( \omega_1 \neq \omega_2 \) and \( \omega_1, \omega_2 \neq 0 \). The cuts have been com-
FIG. 4. Fourth order correlation spectra $S_z^{(4)}(\omega_1, -\omega_1, \omega_2, -\omega_2)$ of the spin-spin system in ZnO:In at $B_x = 0$, 10, and 100 mT. Negative correlations appear in blue. The function asinh is used for color-scaling.

FIG. 5. Comparison of spin noise spectra of the coupled spin system in ZnO:In at $B_x = 100$ mT for isotropic and anisotropic hyperfine-interaction along the $x$-axes. (a) Second order spectra $S_q^{(2)}$. (b) Fourth order correlation spectra $S_z^{(4)}(\omega_1, -\omega_1, \omega_2, -\omega_2)$ computed numerically via MATLAB using Eq. (109) where the superoperator $\mathcal{L}$ was represented as a matrix $L$. After numerically computing the matrix of eigenvectors $\Lambda$ of $L$ we can write

$$L = \Lambda D\Lambda^{-1}$$

where $D$ is a diagonal matrix of the eigenvalues $\lambda_j$. The superoperator $\mathcal{G}(t)$ ($t > 0$) can thus be represented by

$$\mathcal{G}(t) = \Lambda D\mathcal{G}\Lambda^{-1}$$

where $D\mathcal{G}$ contains the diagonal elements $\exp(\lambda_j t)$. For a damped quantum system we find that one eigenvalue $\lambda_m$ is zero with corresponding eigenvector $r_0$ that represents the steady state $\rho_0$. All other eigenvalues $\lambda_j$ ($j \neq m$) have a negative real part as $\mathcal{G}(t)$ always forces the system into the steady state. The diagonal entry $\exp(\lambda_m t) = 1$ is related to $\mathcal{G}_0 = \mathcal{G}(\infty)$. The superoperator $\mathcal{G}'(t)$ [Eq. (112)] that we introduced for the calculation of cumulants is consequently given very simply as

$$\mathcal{G}'(t) = \Lambda D\mathcal{G}'\Lambda^{-1}$$

where $D\mathcal{G}'$ contains the diagonal elements $\exp(\lambda_j t)$ for $j \neq m$ and is zero for $j = m$. The Fourier transform $\mathcal{G}'(\nu)$ is found to be

$$\mathcal{G}'(\nu) = \Lambda D\tilde{\mathcal{G}}'\Lambda^{-1}$$

where $D\tilde{\mathcal{G}}'$ contains the diagonal elements $1/(-\lambda_j - i\nu)$ for $j \neq m$ and zero for $j = m$. The bispectrum and trispectrum are then easily computed directly from Eqs. (110) and (109). The correlation spectrum for 100 mT [Figure 4(c)] exhibits both positive and negative correlations. Positive correlation appear among spectral lines that are close in frequency while negative correlations appear for lines that are distant in frequency. The spectrum can be interpreted in the following way after noting that (i) the total angular moment $I_x + s_x$ in B-field direction is conserved by the Hamiltonian apart from the small contribution proportional to $P_\parallel$; (ii) the spectral peaks are due to the electron spin precessing in an effective field which is a sum of the hyperfine field and the external magnetic field. System states with large $I_x + s_x$ values correspond to low frequency peaks while nuclear states with negative $I_x + s_x$ values result in the high frequency peaks. If now $z(t)$ reveals some spectral weight at one of the peak frequencies, the system reveals also some information on its approximate total angular momentum (the angular momentum is not exactly revealed because the signal is due to the beating of at least two eigenstates that not necessarily have the same total angular momentum). Consequently, $z(t)$ will with an increased probability contain spectral weight at frequencies that are compatible with that total angular momentum. Since $H$ conserves the total angular momentum in $x$-direction, only damping will force the system with...
FIG. 6. Bispectrum $S^{(3)}_z(\omega_1, \omega_2, -\omega_1 - \omega_2)$ (upper row) and correlation spectrum $S^{(4)}_z(\omega_1, -\omega_1, \omega_2, -\omega_2)$ (lower row) for a 10 mT magnetic field in in-plane ($0^\circ$) and out-of-plane directions ($30^\circ$, $60^\circ$, $90^\circ$).

FIG. 7. Power spectra $S_q(\omega)$ for a 10 mT magnetic field in in-plane ($0^\circ$) and out-of-plane directions ($30^\circ$, $60^\circ$, $90^\circ$).

time into states that belong to different total angular momenta. Consequently, the simultaneous appearance of spectral weight at distant frequencies is suppressed leading to negative values in the correlation spectrum. For absent field [$B = 0$, Figure 4(a)] we find spectral weight at zero which we interpret as an electron and a nucleus that are aligned parallel or anti-parallel to the direction of observation ($z$) giving rise to a constant offset signal. The offset disappears when the electron is precessing around an axes in the $xy$-plane (given by the nuclear spin) resulting in the frequency peak around 0.5 GHz. The two situations exclude each other which gives rise to the negative off-diagonal peak. Towards $B = 10$ mT we find a transition to a strongly structured spectrum that we currently are not able to interpret.

The correlation spectrum is found to sensitively depend on the tensor of the hyperfine interaction. Figure 3(b) compares the correlation spectra for the system at 100 mT for the isotropic hyperfine interaction $H_{\text{hyp}} = A \vec{I} \cdot \vec{s}$ with anisotropic hyperfine interaction in $\vec{x}$-direction only, i.e. $H_{\text{hyp}} = AI_x s_x$. All frequency peaks become anti-correlated in the case of anisotropic interaction. The Hamiltonian conserves now $I_x + s_x$, $I_x$, and $s_x$ at the same time. A certain electron precession frequency belongs therefore to a well defined value of $I_x$. Since the appearance of one frequency reveals the system to be in a certain $I_x$-nuclear state it can not at the same time exhibit another frequency that would belong to another $I_x$-nuclear state. Consequently all frequencies must be anticorrelated as revealed by the correlation spectrum. A comparison between the usual power spectrum [Figure 5(a)] exhibits only slight changes in the absolute peak positions but no overall change of the structure.

Correlation spectra clearly reveal additional information compared to $S^{(2)}_z$ [Figure 2]. For large magnetic fields the $S^{(2)}_z$ spectrum exhibits ten separate peaks. A quantum system consisting of ten independent electron spins precessing at ten different frequencies (due to e.g. material dependent g-factors) could display exactly the same structure of ten peaks in $S^{(2)}_z$. The higher order spectrum $S^{(4)}_z$ would however exhibit no cross-correlations contributions while the higher order spectrum of the coupled spin-spin system exhibits strong positive and negative correlations.

Last, we directly compare bispectra $S^{(3)}_z(\omega_1, \omega_2, -\omega_1 - \omega_2)$ of the ZnO:In system with correlation spectra $S^{(4)}_z(\omega_1, -\omega_1, \omega_2, -\omega_2)$ for a magnetic field of $|\vec{B}| =$
10 mT pointing at different angles $\varphi$ out of the $xy$-plane (Figure 6). Figure 7 shows for comparison the corresponding power spectra $S_\nu(\omega)$. The imaginary part of $S_\nu^{(3)}$ is zero for all angles which is consistent with time-reversal symmetry of $z(t)$ for a system in thermal equilibrium. Interestingly, also the real part of $S_\nu^{(3)}$ is zero for $\varphi = 0$ while $S_\nu^{(4)}$ exhibits strong correlations for all angles. The bispectrum $S_\nu^{(3)}$ displays positive and negative values for angles of 30, 60, and 90°. Their appearance is, however, limited to regions close to the $\omega_1$- and $\omega_2$-axes. We found that $S_\nu^{(3)}$ disappears completely for higher magnetic fields: Since $S_\nu^{(3)}$ arises from $C_3(\omega_1, \omega_2, \omega_3)$ a non-zero cumulant $C_3$ requires at least simultaneously spectral weight of $z(\omega)$ at three frequencies $\omega_1, \omega_2$, and $-\omega_1 - \omega_2$. The spectral weight of the system dynamics is for large magnetic fields given by the ten peaks centered around $\omega = \pm \beta g(\varphi) B/\hbar$. For $\omega_1 \approx \omega$ and $\omega_2 \approx \omega$ we find $-\omega_1 - \omega_2 \approx -2\omega$. However, the spin-spin system exhibits no spectral weight at $\pm 2\omega$ which implies that $C_3$ and the bispectrum $S_\nu^{(3)}(\omega_1, \omega_2)$ disappear. Similarly, $\omega_1 \approx \omega$ and $\omega_2 \approx -\omega$ also yield no contribution to $S_\nu^{(3)}$. Non-zero contributions to $S_\nu^{(4)}$ correlation spectra require only spectral weight at two frequencies $\omega_1$ and $\omega_2$ (implying also weight at $-\omega_1$ and $-\omega_2$) which explains their much richer structure compared to $S_\nu^{(3)}$. The example above clearly shows that a bispectrum $S_\nu^{(3)}$ may sometimes be blind to correlations in the system dynamics whose presence, however, is revealed in the correlation spectrum $S_\nu^{(4)}$.

The question arises of what information about system parameters can be obtained from spectra $S_\nu^{(2)}$, $S_\nu^{(3)}$, $S_\nu^{(4)}$ or higher. Without going into details it can be said that in the absence of damping the energy levels $E_j$ of the quantum system, the transition matrix elements $\langle j | A | k \rangle$, and the temperature $T$ (which gives $\rho_0$) are sufficient to calculate all higher order spectra $S_\nu^{(n)}$. Quantum beats between states $j$ and $k$ with respect to a transition induced by $A$ can give rise to the appearance of spectral peaks at frequencies $\omega = (E_j - E_k)/\hbar$. A number of $m$ peaks in a spectrum $S_\nu^{(2)}$ could be explained by the beats between $m$ pairs of otherwise uncorrelated quantum states. Taking into account also the spectrum $S_\nu^{(4)}$, a positive correlation of frequencies at $S_\nu^{(4)}(\omega_1, \omega_2)$ would indicate that two of the pairs share a common quantum states. We expect that the new availability of a quantum expression for higher order spectra will trigger further research on the reconstruction of system parameters. The theory of continuous matrix product states (cMPS) was recently identified as a possible very general basis for going into that direction.

XVI. CONCLUSION

In conclusion, we presented quantum mechanical expressions for the calculation of higher order moments, cumulants, and spectra of the detector output $z(t)$ of a continuously measured quantum systems. All expressions are given in terms of the system propagator $G(\tau)$, the measurement operator $A$, and the steady state density matrix $\rho_0$. The simple structure of the expressions for the moments, Eq. (86), could (for $n = 3$ and $n = 4$) surprisingly be shown to reappear also for the cumulants, Eq. (100), after introduction of modified superoperators $G'$ and $A'$. Eventually, we presented compact expressions for the power spectrum $S_\nu^{(2)}$, the bispectrum $S_\nu^{(3)}$, and the trispectrum $S_\nu^{(4)}$, Eqs. (111), (110), and (109). While $S_\nu^{(2)}$ has appeared in many versions in the literature before, we are not aware of any previous general expressions for $S_\nu^{(3)}$ and $S_\nu^{(4)}$. The new expressions are valid for continuous measurements of arbitrary strength including the Zeno-limit and allow for a treatment of external damping in Markov-approximation. The new expressions therefore cover applications in spin noise spectroscopy where weak measurements are realized (with a large background of Gaussian noise) as well as transport measurements where usually the limit of strong measurements holds (quantum jumps and telegraph noise). We expect future application of our expressions in quantum optics, transport theory, quantum information science, and measurement theory in general. Future extensions of our theory may include cumulant expressions for the simultaneous measurement of more than one observable or the description of noise of coherently driven system.
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Appendix A: Conventions for Fourier Transforms and Convolution Integrals

We distinguish a function $f(t)$ and its Fourier transform $f(\omega)$ only by its argument. They are related by

$$f(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} f(t) \, dt$$

and

$$f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega t} f(\omega) \, d\omega.$$  \hspace{1cm} (A1)

We define the convolution in time as

$$f(t) \ast g(t) = \int_{-\infty}^{\infty} f(t - \tau) g(\tau) \, d\tau$$

and the convolution in frequency as

$$f(\omega) \ast g(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(\omega - \nu) g(\nu) \, d\nu.$$  \hspace{1cm} (A3)
with the additional prefactor \((2\pi)^{-1}\). This leads to the
following relations for the Fourier transforms of convolutions
and products of functions:

\[
\begin{align*}
    h_1(t) &= f(t) * g(t) \quad \text{(A5)}
    \\
    h_1(\omega) &= f(\omega)g(\omega) \quad \text{(A6)}
\end{align*}
\]

and

\[
\begin{align*}
    h_2(\omega) &= f(\omega) * g(\omega) \quad \text{(A7)}
    \\
    h_2(t) &= f(t)g(t). \quad \text{(A8)}
\end{align*}
\]

The above relations also hold if \(f\) and \(g\) are operators as
long as the operator ordering is kept the same during the
operations.

**Appendix B: Moments of white noise**

Real valued white Gaussian noise \(\Gamma(t)\) fulfils the rela-
tion \(\langle \Gamma(t)\Gamma(t') \rangle = \delta(t - t')\). Higher order moments of

\[
\Gamma(t_i) \quad \text{are given by Isserlis’ theorem:}
\]

\[
\langle \Gamma(t_1)\Gamma(t_2)\Gamma(t_3)\Gamma(t_4) \rangle
\]

\[
= \delta(t_1 - t_2)\delta(t_3 - t_4) + \delta(t_1 - t_3)\delta(t_2 - t_4) + \delta(t_1 - t_4)\delta(t_2 - t_3). \quad \text{(B1)}
\]

The \(n\)th order of even \(n\) can be recursively calculated via

\[
\langle \Gamma(t_1)\Gamma(t_2)\ldots\Gamma(t_n) \rangle
\]

\[
= \delta(t_1 - t_2)\langle \Gamma(t_3)\Gamma(t_4)\ldots\Gamma(t_n) \rangle + \delta(t_1 - t_3)\langle \Gamma(t_2)\Gamma(t_4)\ldots\Gamma(t_n) \rangle + \delta(t_1 - t_4)\langle \Gamma(t_2)\Gamma(t_3)\Gamma(t_5)\ldots\Gamma(t_n) \rangle + \ldots + \delta(t_1 - t_n)\langle \Gamma(t_2)\ldots\Gamma(t_{n-1}) \rangle. \quad \text{(B2)}
\]

All odd-order moments are zero.

**Appendix C: Equivalence of \(G_q(\tau)\) and \(G^{(L)}(\tau)\) for absent
damping**

Here, we show that \(G_q(\tau)\) and \(G^{(L)}(\tau)\) coincide for absent
damping and \(\langle A(0) \rangle = 0\). We use \(A(\tau) = e^{iH\tau/\hbar}A(0)e^{-iH\tau/\hbar}\) and find

\[
\langle A(\tau)A(0) \rangle = \text{Tr}(A(-\tau)A(0)\rho_0)
\]

\[
= \text{Tr}(A(-\tau)e^{-iH\tau/\hbar}e^{iH\tau/\hbar}A(0)e^{-iH\tau/\hbar}e^{iH\tau/\hbar}\rho_0e^{-iH\tau/\hbar}e^{iH\tau/\hbar})
\]

\[
= \text{Tr}(A(0)\rho_0)
\]

\[
= \langle A(0)A(\tau) \rangle \quad \text{(C1)}
\]

where we used the fact that the trace is conserved for cyclic
permutations of the operators (line three) and that \(\rho_0\)
does not change with time when in thermal equilibrium (line four).

The above equation also implies \(\langle A(0)A(-\tau) \rangle =
\langle A(\tau)A(0) \rangle\). Consequently we find for \(\langle A(\tau) \rangle = \langle A(0) \rangle = 0\) that

\[
G^{(L)}(\tau) = \frac{1}{2}\langle A(\tau)A(0) + A(0)A(\tau) \rangle
\]

\[
= \frac{1}{2}\langle A(-\tau)A(0) + A(0)A(-\tau) \rangle
\]

\[
= \frac{1}{2}\langle A(|\tau|)A(0) + A(0)A(|\tau|) \rangle
\]

\[
= G_q(\tau). \quad \text{(C2)}
\]

**Appendix D: Ito treatment of the SME and CQNF**

Here, we employ Ito-calculus to solve Eq. (D1). Consider the rewritten stochastic differential equation

\[
dx(t) = \mathcal{L}x(t)\,dt + a(t)\,dW(t) \quad \text{(D1)}
\]

with \(x(t) = \rho_{n+1}\) and \(a(t) = \lambda \beta B_a\) where \(a(t)\) is
a matrix-valued stochastic process that is uncorrelated
with \(dW(t')\) for \(t' > t\). The equation is solved via the
ansatz

\[
x(t) = e^{\mathcal{L}t}y(t). \quad \text{(D2)}
\]

We find

\[
dx(t) = \mathcal{L}e^{\mathcal{L}t}y(t)\,dt + e^{\mathcal{L}t}dy(t) \quad \text{(D3)}
\]

\[
= \mathcal{L}x(t)\,dt + e^{\mathcal{L}t}dy(t). \quad \text{(D4)}
\]

Consequently, Eq. (D1) can be rewritten as

\[
dy(t) = e^{-\mathcal{L}t}a(t)\,dW(t) \quad \text{(D5)}
\]

which after integration (Ito-Integral) leads us to

\[
x(t) = e^{\mathcal{L}(t-t_0)}y_0 + e^{\mathcal{L}t}\int_{t_0}^te^{-\mathcal{L}r}a(r)\,dW(r). \quad \text{(D6)}
\]
The first term is proportional to the stationary state \( \rho_0 \) (see Section IV) for \( t_0 \to -\infty \), which is already included in the zero order contribution \( \rho_0 \) to \( \rho(t) \). We therefore drop the first term and write

\[
x(t) = e^{\mathcal{L}t} \int_{-\infty}^{t} e^{-\mathcal{L}\tau} a(\tau) \, dW(\tau).
\]

The first and second order contributions to the density matrix \( \rho(t) \) obtain the form

\[
\rho_1(t) = \int_{-\infty}^{t} \mathcal{G}(t - \tau) B_0(\rho_0) \, dW(\tau) \tag{D9}
\]
\[
\rho_2(t) = \int_{-\infty}^{t_1} \int_{-\infty}^{\tau_1} \mathcal{G}(t - \tau_1) B_1(\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0), B_0(\rho_0)) \, dW(\tau_2) \, dW(\tau_1) \tag{D10}
\]
where \( \rho_2 \) followed from an iterative application of Eq. \( \text{[D8]} \). Since \( a(t) \) was assumed to be non-anticipating the averages \( \langle x(t) \rangle \) are always zero and therefore \( \langle \rho_1(t) \rangle = 0 \) and \( \langle \rho_2(t) \rangle = 0 \). Let us check if this is for \( \rho_1(t) \) and \( \rho_2(t) \) consistent with a Langevin-treatment of the averages:

\[
\langle \rho_1(t) \rangle = \left\langle \int_{-\infty}^{t} \mathcal{G}(t - \tau) B_0(\rho_0) \Gamma(\tau) \, d\tau \right\rangle = \int_{-\infty}^{t} \mathcal{G}(t - \tau) B_0(\rho_0) \left( \Gamma(\tau) \right) \, d\tau = 0. \tag{D11}
\]

With \( B_1(\rho_1, \rho_0) = 2A'\rho_1 - 2\rho_0 \text{Tr}(A\rho_1) \) and \( A'x = Ax - x \text{Tr}(A\rho_0) \) we find

\[
\langle \rho_2(t) \rangle = \left\langle \int_{-\infty}^{t_1} \int_{-\infty}^{\tau_1} \mathcal{G}(t - \tau_1) \left\{ 2A'\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0) - 2\rho_0 \text{Tr}(A\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0)) \right\} \, dW(\tau_2) \, dW(\tau_1) \right\rangle
\]
\[
= \int_{-\infty}^{t_1} \int_{-\infty}^{\tau_1} \mathcal{G}(t - \tau_1) \left\{ 2A'\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0) - 2\rho_0 \text{Tr}(A\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0)) \right\} \left\{ \Gamma(\tau_2)\Gamma(\tau_1) \right\} \, d\tau_2 \, d\tau_1
\]
\[
= \int_{-\infty}^{t_1} \int_{-\infty}^{\tau_1} \mathcal{G}(t - \tau_1) \left\{ 2A'\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0) - 2\rho_0 \text{Tr}(A\mathcal{G}(\tau_1 - \tau_2) B_0(\rho_0)) \right\} \delta(\tau_2 - \tau_1) \, d\tau_2 \, d\tau_1. \tag{D12}
\]

In the last line we encounter the problem that the argument of the delta function is zero exactly when \( \tau_2 \) reaches the upper limit \( \tau_1 \) of the inner integral. Gardiner shows that within the Ito-formalism the upper limit does not contribute to the integral (compare Gardiner’s Eq. 4.2.56 to 4.2.60). Consequently, the integral disappears and \( \langle \rho_2(t) \rangle = 0 \) follows as expected. We regard the Ito-way of treating the upper integral limit by defining \( \mathcal{G}(t) = 0 \) for \( t \leq 0 \).

Using the definition of \( \mathcal{G}(t) \) given in the body of the text we find

\[
x(t) = \int_{-\infty}^{t} \mathcal{G}(t - \tau) a(\tau) \, dW(\tau) \tag{D8}
\]

which is the Ito-version of a stochastic convolution integral between a usual function \( \mathcal{G}(t) \) and a stochastic quantity \( a(t) \). The evaluation of averages that contain Ito-integrals requires special care. Consider the following examples.

With this definition we can rewrite the Ito-integral: Eq. \( \text{[D8]} \)

\[
x(t) = \int_{-\infty}^{t} \mathcal{G}(t - \tau) a(\tau) \, dW(\tau). \tag{D13}
\]

After introducing the symbol \( * \) for the Ito convolution of a function and a stochastic quantity we can write Eq. \( \text{[D13]} \) as

\[
x(t) = \mathcal{G}(t) * a(t). \tag{D14}
\]

Multiple Ito integrals can appear e.g. for the evaluation of moments of \( z(t) \) if the explicit expression for \( z(t) \), eq. \( \text{[30]} \), are used. They require the evaluation of expressions like \( \langle \Gamma(t_n) \cdots \Gamma(t_1) \rangle \) which is given in Appendix II.

In this paper the multi-time moments of \( z(t) \) are evaluated in Section XII without the need of Eq. \( \text{[30]} \).

**Appendix E: Fluctuation Dissipation Theorem**

Here we give a fully quantum mechanical derivation of the fluctuation dissipation theorem (FDT) using the same notations and conventions as used in the rest of the manuscript. Since the FDT establishes a relation be-
tween the power spectrum $S_A(\omega)$ and the susceptibility $\alpha(\omega)$, we first derive an expression for $\alpha(\omega)$. The susceptibility $\alpha(\omega)$ of the system $\rho_0$ can be found by considering an excitation of the system given by the interaction Hamiltonian $H_V(t) = -\hbar h(t)$ where $h(t)$ may be any time-dependent function, e.g. $h(t) = h_0 \cos(\omega t)$. After introducing the superoperator $V(t)\rho = \frac{i}{\hbar} [\rho, H_V(t)]$ we need to solve
\begin{equation}
\dot{\rho} = \mathcal{L}\rho + \mathcal{V}(t)\rho.
\end{equation}
The linear response is obtained from the ansatz $\rho(t) = \rho_0(t) + \lambda \rho_1(t)$ which yields the equations
\begin{align}
\dot{\rho}_0 &= \mathcal{L}\rho_0 \\
\dot{\rho}_1 &= \mathcal{V}(t)\rho_0.
\end{align}
The zero order contribution $\rho_0(t) = \rho_0$ is constant in equilibrium. The explicit solution for $\rho_1$ is given as a convolution (see Appendix A)
\begin{equation}
\rho_1(t) = \frac{i}{\hbar} G(t) * ((\mathcal{A}\rho_0 - \rho_0 A)h(t)).
\end{equation}

For $t \geq 0$ this can be expressed as ($\alpha(t) = 0$ for $t < 0$)
\begin{align*}
\alpha(t) &= N \frac{i}{\hbar} \text{Tr}(\mathcal{A} e^{-iHt/\hbar} A e^{-H/\hbar} T e^{iHt/\hbar}) - N \frac{i}{\hbar} \text{Tr}(\mathcal{A} e^{-iHt/\hbar} A e^{iHt/\hbar}) \\
&= N \frac{i}{\hbar} \sum_{n,m} \langle m | e^{-iHt/\hbar} | n \rangle \langle n | e^{iHt/\hbar} | m \rangle - N \frac{i}{\hbar} \sum_{n,m} \langle m | e^{-iHt/\hbar} | n \rangle \langle n | e^{iHt/\hbar} | m \rangle \\
&= N \frac{i}{\hbar} \sum_{n,m} \langle m | e^{-i(H - \omega_m)T} - e^{-i\omega_n/k_B T} \rangle \\
&= N \frac{i}{\hbar} \sum_{n,m} \langle m | e^{-i(H - \omega_m)T} (e^{h(\omega_n - \omega_m)/kB T} - 1),
\end{align*}
where we expressed the thermal equilibrium via the canonical distribution $\rho_0 = N e^{-H/k_B T}$ with the normalization factor $N^{-1} = \text{Tr}(e^{-H/k_B T})$. The frequencies $\omega_n$ are related to the eigenvalues of $H$ via $H | n \rangle = \hbar \omega_n | n \rangle$. We eventually find
\begin{equation}
\alpha(\omega) = N \frac{i}{\hbar} \sum_{m,n} |A_{m,n}|^2 \left( \pi \delta(\omega - (\omega_n - \omega_m)) + \frac{i}{\omega - (\omega_n - \omega_m)} \right) e^{-\hbar \omega_n/k_B T} \left( e^{h(\omega_n - \omega_m)/kB T} - 1 \right)
\end{equation}
A very similar calculation for $S^{(L)}(\omega)$ gives
\begin{equation}
S^{(L)}(\omega) = N \sum_{m,n} |A_{m,n}|^2 \pi \delta(\omega - (\omega_n - \omega_m)) e^{-\hbar \omega_n/k_B T} \left( 1 + e^{h(\omega_n - \omega_m)/kB T} \right)
\end{equation}
The FDT
\begin{equation}
\text{Im} \alpha(\omega) = \frac{1}{\hbar} S^{(L)}(\omega) \frac{1 - e^{-\omega/k_B T}}{1 + e^{-\omega/k_B T}}
\end{equation}
follows from a comparison of Eq. (E10) and Eq. (E9).

\textbf{Appendix F: Fourth order cumulant in the time domain}

Here we show that the fourth order time cumulant is given by
\begin{equation}
\bar{C}_4(z(t_4), z(t_3), z(t_2), z(t_1)) = \beta^8 \sum_{\text{perm. } t_j} \text{Tr}[A' G'(t_4 - t_3) A' G'(t_3 - t_2) A' G'(t_2 - t_1) A' \rho_0].
\end{equation}
Starting from the general fourth order cumulant $C_4$ we show that $\tilde{C}_4 = C_4$
\[
C_4 = (x_4 x_3 x_2 x_1) - (x_4 x_2 x_1 x_3) - (x_2 x_1 x_4 x_3) - (x_3 x_1 x_4 x_2)
- (x_4 x_3 x_1 x_2) - (x_4 x_2 x_3 x_1) - (x_2 x_3 x_4 x_1) - (x_3 x_2 x_4 x_1)
+ 2(x_4 x_3)(x_2)(x_1) + 2(x_4 x_2)(x_1)(x_3) + 2(x_2 x_3)(x_4)(x_1)
+ 2(x_3 x_1)(x_4)(x_2) + 2(x_2 x_1)(x_4)(x_3) - 6(x_4)(x_3)(x_2)(x_1).
\]  
\[(F2)\]

We find for the time domain cumulant (here we use a short notation that should be self explanatory)
\[
\beta^{-8}C_4 = \text{Sum}(\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5)
\]  
\[(F3)\]

where
\[
\alpha_1 = T(AG_{43}AG_{32}AG_{21}A\rho_0)
\]
\[
\alpha_2 = -T(A\rho_0)T(AG_{32}AG_{21}A\rho_0)
\]
\[
\alpha_3 = -\frac{1}{2}T(AG_{32}A\rho_0)T(AG_{21}A\rho_0)
\]
\[
\alpha_4 = T(AG_{43})^2T(A\rho_0)
\]
\[
\alpha_5 = -\frac{1}{4}T(A\rho_0)^4.
\]  
\[(F4)\]

Similar to our calculation for $C_4$ (see Section[13]) the sum over all permutations of the time-indices guarantees that all terms of Eq. \[(F2)\] are correctly represented. We now express $G_{ij}$ by $G_{ij} + t_\theta_{ij}G_0$ where $t_\theta_{ij}G_0$ represents $\Theta(t_i - t_j)G_0$ and find after expansion and the use of the relation $\theta_{ij}G_0X = \rho_0T(X)\theta_{ij}$ [compare Eq. \[(94)\] ]
\[
\alpha_1 = T(AG_{43}AG_{32}AG_{21}A\rho_0)
\]
\[
+ T(AG_{43}A\rho_0)T(AG_{32}AG_{21}A\rho_0)\theta_{43}
\]
\[
+ T(AG_{43}A\rho_0)^2T(AG_{32}A\rho_0)\theta_{32}
\]
\[
+ T(AG_{43}AG_{32}A\rho_0)T(AG_{21}A\rho_0)\theta_{21}
\]
\[
+ T(A\rho_0)^2T(AG_{43})\theta_{43}\theta_{21}
\]
\[
+ T(A\rho_0)^2T(AG_{32})\theta_{32}\theta_{21}
\]
\[
+ T(A\rho_0)^2T(AG_{21})\theta_{21}\theta_{32}
\]
\[
+ T(A\rho_0)^4\theta_{43}\theta_{32}\theta_{21}.
\]  
\[(F5)\]

\[
\alpha_2 = -T(\rho_0)T(AG_{32}AG_{21}A\rho_0)
\]
\[
- T(\rho_0)^2T(AG_{32}A\rho_0)\theta_{32}
\]
\[
- T(\rho_0)^3T(AG_{21}A\rho_0)\theta_{21}
\]
\[
- T(\rho_0)^4\theta_{32}\theta_{21}.
\]  
\[(F6)\]

\[
\alpha_3 = -T(AG_{43}A\rho_0)T(AG_{21}A\rho_0)/2
\]
\[
- T(\rho_0)^2T(AG_{21}A\rho_0)\theta_{32}/2
\]
\[
- T(\rho_0)^3T(AG_{32}A\rho_0)\theta_{21}/2
\]
\[
- T(\rho_0)^4\theta_{32}\theta_{21}/2.
\]  
\[(F7)\]

\[
\alpha_4 = T(AG_{43}A\rho_0)T(\rho_0)^2
\]
\[
+ T(\rho_0)^4\theta_{43}.
\]  
\[(F8)\]

and
\[
\alpha_5 = -T(A\rho_0)^4/4.
\]  
\[(F9)\]

In the following we denote the $j$th term of $\alpha_i$ as $\alpha_{ij}$. The equation $\beta^{-8}C_4 = \text{Sum}(\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5)$ simplifies by noting that $\text{Sum}(\alpha_{13} + \alpha_{31}) = 0$ when the time orders of all possible permutations of $t_1$, $t_3$, $t_2$, and $t_4$ are regarded. We also find that the terms proportional to $T(A\rho_0)^4$ cancel as $\text{Sum}(\alpha_{18} + \alpha_{24} + \alpha_{34} + \alpha_{42} + \alpha_{51}) = 0$. After collecting terms this leaves us with
\[
\beta^{-8}C_4 = \text{Sum}[T(AG_{43}A\rho_{32}AG_{21}A\rho_0)
\]
\[
+ T(A\rho_0)T(AG_{32}AG_{21}A\rho_0)\theta_{43}
\]
\[
+ T(A\rho_0)T(AG_{43}AG_{32}A\rho_0)\theta_{21}
\]
\[
- T(A\rho_0)T(AG_{32}AG_{21}A\rho_0)
\]
\[
+ T(\rho_0)^2T(AG_{41}A\rho_0)(\theta_{12}\theta_{23} + \theta_{34}\theta_{12} + \theta_{23}\theta_{34}
\]
\[
- \theta_{12} - \theta_{34} - \theta_{23}/2 - \theta_{23}/2 + 1].
\]  
\[(F10)\]

Checking all possible time orders of the last term we find that only the time order $t_4 > t_3 > t_2 > t_1$ leads to a non-zero contribution that can conveniently be written as $\text{Sum}(T(A\rho_0)^2T(AG_{43}A\rho_{32}AG_{21}A\rho_0))$ where the product of propagators $G_i$ is only non-zero for the required time order. We find
\[
\beta^{-8}C_4 = \text{Sum}[T(AG_{43}A\rho_{32}AG_{21}A\rho_0)
\]
\[
+ T(A\rho_0)T(AG_{32}AG_{21}A\rho_0)\theta_{43}
\]
\[
+ T(A\rho_0)T(AG_{43}AG_{32}A\rho_0)\theta_{21}
\]
\[
- T(A\rho_0)T(AG_{32}AG_{21}A\rho_0)
\]
\[
+ T(\rho_0)^2T(AG_{41}A\rho_0)(\theta_{12}\theta_{23} + \theta_{34}\theta_{12} + \theta_{23}\theta_{34}
\]
\[
- \theta_{12} - \theta_{34} - \theta_{23}/2 - \theta_{23}/2 + 1].
\]  
\[(F11)\]

The expression for $\tilde{C}_4$ is now shown to obtain the form of Eq. \[(F11)\] by $A$ with the same arguments used for the third order case [see discussion before Eq. \[(99)\]]. We can replace $G'_{43}G'_{32}$ in the last line by $G'_{22}(1 - \theta_{34} - \theta_{23})$ considering the required time order $t_4 > t_3 > t_2$ for a non-zero contribution under
the sum. Similarly $G'_{43}G'_{21}$ in the last but one line can be replaced. We find

$$
\beta^{-8} C_4 = \text{Sum}[T(A'_{43}A'_{32}A'_{21}A\rho_0) - T(A\rho_0)T(A'_{42}A'_{21}A\rho_0)(1 - \theta_{34} - \theta_{23}) - T(A\rho_0)T(A'_{43}A'_{31}A\rho_0)(1 - \theta_{23} - \theta_{12}) + T(A\rho_0)^2T(A'_{43}G'_{32}G'_{21}A\rho_0)]. \quad (F13)
$$

The summation over permutations allows us to exchange the index 2 and 3 in the last but one line to arrive at

$$
\beta^{-8} C_4 = \text{Sum}[T(A'_{43}A'_{32}A'_{21}A\rho_0) - T(A\rho_0)T(A'_{42}A'_{21}A\rho_0) \times (1 - \theta_{34} - \theta_{23} + 1 - \theta_{32} - \theta_{13}) + T(A\rho_0)^2T(A'_{43}G'_{32}G'_{21}A\rho_0)]. \quad (F14)
$$

where after noting that $1 - \theta_{32} - \theta_{23} = 0$ and exchanging indices (where required) we arrive at the same expression as for $C_4$ [Eq. (F11)] which eventually leaves us with $C_4 = C_4$.
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