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Abstract—The integration of edge computing in next-generation mobile networks is bringing low-latency and high-bandwidth ubiquitous connectivity to a myriad of cyber-physical systems. This will further boost the increasing intelligence that is being embedded at the edge in various types of autonomous systems, where collaborative machine learning has the potential to play a significant role. This paper discusses some of the challenges in multi-agent distributed deep reinforcement learning that can occur in the presence of byzantine or malfunctioning agents. As the simulation-to-reality gap gets bridged, the probability of malfunctions or errors must be taken into account. We show how wrong discrete actions can significantly affect the collaborative learning effort. In particular, we analyze the effect of having a fraction of agents that might perform the wrong action with a given probability. We study the ability of the system to converge towards a common working policy through the collaborative learning process based on the number of experiences from each of the agents to be aggregated for each policy update, together with the fraction of wrong actions from agents experiencing malfunctions. Our experiments are carried out in a simulation environment using the Atari testbed for the discrete action spaces, and advantage actor-critic (A2C) for the distributed multi-agent training.
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I. INTRODUCTION

The edge computing paradigm is bringing higher degrees of intelligence to connected cyber-physical systems across multiple domains. This intelligence is being in turn enabled by lightweight deep learning (DL) models deployed at the edge for real-time computation. Among the multiple DL approaches, reinforcement learning (RL) has been increasingly adopted in various types of cyber-physical systems over the past decade, and, in particular, multi-agent RL [1]. Deep reinforcement learning (DRL) algorithms are motivated by the way natural learning happens: through trial and error, learning from experiences based on the performance outcome of different actions. Among other fields, DRL algorithms have had success in robotic manipulation [2], but also in finding more optimal approaches to complex multi-dimensional problems involved in edge computing [3].

We are particularly interested on how edge computing can enable more efficient real-time distributed and collaborative multi-agent RL. When discussing multi-agent DRL, two different views emerge from the literature: those where multiple agents are utilized to improve the learning process (e.g., faster learning through parallelization [4], higher diversity by means of exploration of different environments [5], or increased robustness with redundancy [1]), and those where multiple agents are learning a policy emerging from an interactive behavior (e.g., formation control algorithms [6], or collision avoidance [7]).

This work explores an scenario where multiple agents are collaboratively learning towards the same task, which is often individual, as illustrated in Fig. 1. Deep reinforcement learning has been identified as one of the key areas that will see wider adoption within the Internet of Things (IoT) owing to the rise of edge computing and 5G-and-beyond connectivity [8], [9]. Multiple application fields can benefit from this synergy in different domains, from robotic agents in the industrial IoT, to information fusion in wireless sensor networks, and including all types of connected autonomous systems and other types of cyber-physical systems.

Multiple challenges still exist in distributed multi-agent DRL. Among the most relevant ones within the scope of this paper are the development of novel techniques to increase robustness in the presence of adversarial agents or perturbed environments [10], [11], [12], as well as closing the simulation-to-reality gap [2], [13], [14]. In relation to the former area, recent works have focused on exploring different types of noise or perturbations in the agents or environments to better understand how these potentially adversarial conditions affect the collaborative learning process. For example, Gu et al. study in [15] the effect of network delays and propose an asynchronous method for off-policy updates, while Yu et al. have studied the effect of adversarial conditions in the network connection between the agents [16]. We have seen a lack of research, however, on the analysis of adversarial conditions in discrete action spaces. These type of scenarios occur when agents need to make a decision from a finite and discrete set of actions.

In this paper, we study the effect of byzantine agents that perform the wrong action with certain probabilities and report initial results that let us understand the limitations of the standard Atari environments typically used for benchmarking DRL methods. This is, to the best of our knowledge, the first paper analyzing the effects terms of policy convergence in collaborative multi-agent DRL caused by having different fractions of wrong actions in discrete action spaces. Our results show that in some environments with totally 16 distributed agents the training process is highly sensitive to having a single agent acting in the wrong manner over a relatively small
fraction of its actions, and unstable convergence appears with just a single agent having 2.5% of its actions wrong. In other environments the threshold is higher, with the network still converging to a working policy at over 10% of wrong actions in a single byzantine agent.

The remainder of this document is organized as follows. Section 2 presents related works in the area of adversarial RL and applications combining RL with edge computing. Section 3 describes the basic theory behind A2C and the simulation environments. Section 4 then presents our results on the convergence of the system when a fraction of the actions is wrong, and Section 5 concludes the work and outlines our future work directions.

II. RELATED WORKS

Adversarial RL has attracted many researchers’ interest in recent years. Multiple deep learning algorithms are known to be vulnerable to manipulation by perturbed inputs [10]. This problem also affects various reinforcement learning algorithms under different scenarios. In multi-agent environments, an attacker can significantly increase the adversarial observations ability [11]. Ilahi et al. review emerging adversarial attacks in DRL-based systems and the potential countermeasures to defend against these attacks [12]. The authors classify the attacks as attacks targeting (i) rewards, (ii) policies, (iii) observations, and (iv) the environment. In this paper, instead, we consider targeting the agents’ actions, which can happen in real-world applications when agents interact with their environment.

Similarly considering how to better transfer learning from simulations to the real-world, multiple researchers have been working on a simulation-to-reality transfer for specific applications in different environments [13], [2], [18]. In this paper, we will analyze the effect of the adversarial of byzantine effects in multi-agents reinforcement learning, and introduce a fraction of byzantine actions, which has not been studied before.

Other researchers have explored the influence of noisy rewards in RL. Wang et al. present a robust RL framework that enables agents to learn in noisy environments where only perturbed rewards are observed, and analyzes different algorithms performance under their proposed framework, including PPO, DQN, and DDPG [12]. In this paper, the perturbances on the DRL process will be explored, but we focus on analyzing discrete action spaces and a fraction of byzantine actions performed by a small number of byzantine agents.

Multiple works have been presented in the convergence of DRL and edge computing. However, rather than focusing on exploiting edge computing for distributed RL, most of the current literature is exploiting RL for edge service. For instance, Ning et al. apply DRL for more efficient offloading orchestration [3], while Wang et al. have applied DRL to optimize resource allocation at the edge [19]. In our work, however, we focus on analyzing some of the challenges that can appear when edge computing is exploited for distributed multi-agent DRL in real-world applications.
III. Methodology

This section describes the methods and simulation environments utilized for the analysis in Section 4: the advantage actor-critic (A2C) algorithm for distributed DRL, and the simulation environment.

Actor-critic methods combine the advantages of value based and policy based methods, and has been regarded as the base of many modern RL algorithms. In A2C, two neural networks represent the actor and critic, where the actor controls the agent’s behavior and the critic evaluates how good the action taken is. As value-based methods tend to high variability, an advantage function is employed to replace the raw value function, leading to advantage actor-critic (A2C). The main scheme of the policy gradient updates is shown in (1):

$$\theta^{\text{new}} \leftarrow \theta^{\text{old}} + \eta \nabla R_{\theta}$$

where \( \theta \) denotes the policy to be learned, \( \eta \) is the learning rate, and \( \nabla R_{\theta} \) represents the policy gradient, given by (2).

$$\nabla R_{\theta} \approx \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T_n} R(\tau^n) \nabla \log p(a^n_t|s^n_t, \theta)$$

where \( N \) is the number of trajectories sampled under the policy \( \tau \), and \( R(\tau^n) \) denotes the accumulated reward for each episode consisting of \( T_n \) steps. In the policy with weight \( \theta \), an action \( a^n_t \) under the state \( s^n_t \) is chosen with probability \( p(a^n_t|s^n_t, \theta) \).

In this policy gradient method, the accumulated reward \( R(\tau^n) \) is calculated by sampling the trajectories, which are computed when the whole episode is finished, and hence might bring high variability affecting the policy convergence. To avoid this, value estimation is introduced and merged into the policy gradient method. An advantage function is thus proposed to replace \( R(\tau^n) \) according to (3), which is also the reason for the name of A2C.

$$R(\tau^n) = r^n_t + V^\pi(s^n_{t+1}) - V^\pi(s^n_t)$$

where \( r_t \) is the reward gained in the step \( t \), and \( V^\pi \) denotes the value function to estimate the accumulated reward that will be gained. Additionally, in the implementation of this A2C algorithm, multiple agents are employed to produce the trajectories in parallel. Compared to A3C [4], in which each agent will update the network individually and asynchronously, A2C collects the whole data from each agent and then update the shared network. This is also illustrated in Fig. 1.

In order to analyze the effect of Byzantine actions, we choose two typical gym-wrapped Atari games as our simulation environments: PongNoFrameskip-v4 (Fig. 2a) and BreakoutNoFrameskip-v4 (Fig. 3a). Both of them take video as an input, based on which the policy will be trained to produce the corresponding discrete actions to obtain higher rewards. The action spaces for Pong and Breakout have cardinality of 5 and 4, respectively. We set their corresponding Byzantine agents to behave with the opposite actions (e.g., if the output action from the policy is action = 2 in Pong, then a wrong action by the Byzantine agents will be action = 3).

In this paper, we consider the effect of the presence of Byzantine agent in terms of their number and the frequency of wrong actions they perform. The patterns we observe in the experiments can be further utilized to detect Byzantine agents in distributed multi-agent DRL scenarios.

IV. Simulations and Results

In this section, we describe the settings in our experiments and present the main conclusions of our analysis. There are totally 16 agents or workers employed to produce trajectory data both in Pong and Breakout environments. The experiences, actions and rewards from the different agents are then aggregated synchronously to calculate the policy gradients and update the policy towards a more optimal one. In the experiments, we analyze how Byzantine agents that perform wrong actions unknowingly affect the collaborative learning effort. The reference training without Byzantine agents for the Pong and Breakout environments are shown in Fig. 2a and Fig. 3a, respectively.

In the Pong environment, we first set a single agent continuously behaving wrongly, out of the total of 16 agents working in parallel (Fig. 2c). Compared to the reference training, we observe that the policy is unable to improve in order to obtain better rewards. Therefore, a single Byzantine agent representing as little as 6.25% of the total is enough to completely disable the ability of the system to converge towards a working policy. Therefore, we have focused on analyzing the maximum fraction of wrong actions that Byzantine agents can perform in order to ensure convergence of the system. Moreover, in order to test whether it is the total fraction what matters or the number of agents, we have considered the same total fraction of Byzantine actions in different settings.

In the training, the policy is updated only when the agents perform a series of steps, collecting a certain amount of interaction data. In particular, agents perform 5 steps between updates of the policy. This leads to 80 steps between updates, and we set the total number of steps to \( 10^7 \) for the complete training process. The number of episodes depends on the performance of the agents (the better the performance, the longer the episodes are).

With this, we set different fractions of Byzantine actions depending on (i) the number of agents, (ii) the number of wrong actions in between updates, and (iii) the fraction of updates affected by Byzantine actions. The results for the Pong environment are shown in Figures 2d through 2h. From these, we conclude that 20% of Byzantine actions are enough to deplete the systems’ ability to converge, while the system is able to converge with slight unstabilities in the presence of a 10% of Byzantine actions (Figures 2e, 2g) and 2h. Finally, with just 5% of Byzantine actions (Fig. 2f) the convergence is similar to the reference.

In addition, we also conduct similar experiments on another classical Atari game, BreakoutNoFrameskip-v4. The results with Byzantine actions are shown in Figures 3c through Figure 3f. In this environment, 10% Byzantine actions are enough to deter convergence (Fig. 3c, Figure 3d, and Figure 3f). Only by reducing the frequency to 2.5% can the training get acceptable convergence (Figure 3e). A general conclusion is also that the total fraction of Byzantine actions is what matters the most, and not how they are introduced in the system.
V. CONCLUSION AND FUTURE WORK

Adversarial agents and closing the simulation-to-reality gap are among the key challenges preventing wider adoption of reinforcement learning in real-world applications. In this paper, we have addressed the latter one from the perspective of the former: by introducing adversarial conditions inspired by real-world perturbances to a subset of agents in a multi-robot system during a collaborative reinforcement learning process, we have been able to identify points where the robustness of distributed multi-agent DRL algorithms needs to be improved. In this paper, we have considered multiple robotic arms in a simulation environment collaborating towards learning a common policy to reach an object. In order to emulate more realistic conditions and understand how perturbances in the environment affect the learning process, we have considered variability across the agents in terms of their ability to sense and actuate accurately. We have shown how different types of disturbances in the model’s input (sensing) and output (actuation) affect the robustness and ability to converge towards an effective policy. We have seen how variable perturbances have the most effect on the ability of the network to converge, while disturbances in the ability of the robots to actuate properly have had a comparatively worse effect than those in their ability to sense the position of the object accurately.

The conclusions of this work serve as a starting point towards the design and development of more robust methods able to identify and take into account these disturbances in the environment that do not occur across all robots equally. This will be the subject of our future work, as well as the study of other types or combinations of disturbances in the environment. We will also work towards modeling more accurately real-world errors for RL simulation environments.
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