Weighted Encoding Optimization for Dynamic Single-pixel Imaging and Sensing
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Abstract

Using single-pixel detection, the end-to-end neural network that jointly optimizes both encoding and decoding enables high-precision imaging and high-level semantic sensing. However, for varied sampling rates, the large-scale network requires retraining that is laborious and computation-consuming. In this letter, we report a weighted optimization technique for dynamic rate-adaptive single-pixel imaging and sensing, which only needs to train the network for one time that is available for any sampling rates. Specifically, we introduce a novel weighting scheme in the encoding process to characterize different patterns’ modulation efficiency. While the network is training at a high sampling rate, the modulation patterns and corresponding weights are updated iteratively, which produces optimal ranked encoding series when converged. In the experimental implementation, the optimal pattern series with the highest weights are employed for light modulation, thus achieving highly-efficient imaging and sensing. The reported strategy saves the additional training of another low-rate network required by the existing dynamic single-pixel networks, which further doubles training efficiency. Experiments on the MNIST dataset validated that once the network is trained with a sampling rate of 1, the average imaging PSNR reaches 23.50 dB at 0.1 sampling rate, and the image-free classification accuracy reaches up to 95.00% at a sampling rate of 0.03 and 97.91% at a sampling rate of 0.1.

1 Introduction

Single-pixel detection is a sensing method that combines image acquisition and information compression together, which effectively saves the storage resources and reduces the cost of processing time [7, 1]. The single-pixel imaging system is easy-to-operation, which has modest requirements on environment and hardware equipment. A more notable advantage is its sensing ability on non-visible scenarios, which may be unattainable by traditional methods [2, 3]. In addition, the superiority further extends the applications of the single-pixel compressive method on encryption and low bandwidth information transmission. Using the sparse measurements, the imaging and high-level semantic sensing could be enabled by a variety of computing algorithms, in which the representative traditional solutions include gradient descent, conjugate gradient descent, alternating projection, etc [4, 5]. With the significant growth in computing power, deep learning algorithms have also been introduced into the process of single-pixel decoding [6, 7]. In particular, for sensing tasks such as classification and segmentation, semantic information can be directly extracted from the sparse measurement without image reconstruction, therefore achieving imaging-free sensing [8, 9].

In the single-pixel encoding process, scenes are
compressed to coupled one-dimensional measurements via different optical modulations, namely modulating patterns. Random patterns, Hadamard patterns, Fourier patterns are among the widely used patterns to modulate the target light \[10, 11, 12\]. To further improve modulation efficiency, recent studies tend to focus on the optimization of modulating patterns. Sun et al. [13] designed a sorting method for Hadamard patterns called “Russian Dolls” (similar to transform coding), which improves the quality of the reconstructed image at a very low sampling rate. Cao et al. [14] proposed an optimal pattern design method inspired by the structure of the biological retina, which improved the imaging quality in the region of interest (ROI). However, modulating patterns optimized by the above conventional methods are limited by the complicated and evolving environment. Therefore, it is challenging to obtain the reconstructed image or advanced semantic high-precision sensing results with the poorly targeted modulating patterns. To realize efficient imaging and sensing solutions with more realistic scenarios, an end-to-end network has been proposed to optimize the encoding and decoding process jointly [15, 16, 17]. In a general single-pixel optimization process, the encoding process simulates the modulation step where the modulating patterns are designed as the convolutional layer, while the decoding process represents the decoding network for imaging or sensing. As in [17], the proposed end-to-end network is trained collectively for the optimal patterns and the decoding network, which could greatly improve the decoding performance. It is noted that the difference between optimal gray patterns and the actual binary patterns leads to an extra training step for decoding. To further reduce the network training steps and computational cost for decoding tasks at different sampling rates, a rate-adaptive network, also called as dynamic-rate network, was introduced to single-pixel imaging and sensing [18, 19]. The neural network structure is also an end-to-end network for co-optimizing similar to the work of [15, 16, 17], in which dynamic refers to training at a high sampling rate firstly and then retrained the network at a low sampling rate with the fixed decoder network parameters. The two-step training procedure enables the network suitable for tasks with an arbitrarily given sampling rate between the trained sampling rates above.

## 2 Method

In this work, we report a weighted encoding optimization framework for dynamic single-pixel imaging and sensing (as in Fig. 1). The “encode-decode” network architecture with the weighting technique is shown in Fig. 1(a). In the encoding process, the input image is compressed by a convolutional layer, in which the convolutional kernels and channel numbers represent the physical modulation and modulating frequency, respectively. Specifically, we introduced a novel weighting architecture based on the SENet structure in the encoding process. SENet [20] is a neural network based on the attention mechanism, which learns the correlations between channels to calculate their contributions (regarded as weights of patterns’ efficiencies in this work) to the network. SENet is composed of two steps: squeezing and excitation. The squeeze operation gathers the global spatial features of each channel into one-dimensional data, while the excitation step learns the dependence on each channel from the low-dimensional data. In the single-pixel modulation experiment, the detection output is a one-dimension vector, so we regard each modulating step as a channel to accomplish the squeeze process. In the excitation operation, we use fully-connected layers and activation functions to measure the characteristic response for different patterns. Then, we obtain the weighted measurement and input it into the decoding network. Eventually, optimal patterns and their appropriate weights can be obtained over several iterations. In the decoding process, the network can be combined with other classical network structures for different purposes. The CNN, VGG and U-Net are commonly used for image reconstruction. For sensing tasks, such as classification and segmentation, an imaging-free strategy can be applied to achieve efficient outputs.

The algorithm of the dynamic single-pixel imaging and sensing with weighted encoding optimization is shown in Fig. 1. First, we need to train the neural network at a high sampling rate to jointly optimize
modulating patterns and their corresponding weights as well as the decoding network. Second, we binarize the optimal patterns using the dithering algorithm [12] and sort them in the order of weight from high to low, as shown in Fig. 1(b). Practically, for compressive tasks at different sampling rates, the end-to-end network is not required to be trained again for encoding optimization, as shown in Fig. 1(c). We can directly extract the pattern series from the above step with the highest weights as the optimal ones and correspond these to light modulation. Compared with the existing dynamic rate methods, our method achieved a cost reduction of approximately 50%, where the network only needs to be trained for one time. Moreover, the reported weighted encoding optimizing strategy merely needs to fine-tune the decoding network via several epochs at any given sampling rate, to obtain a pretrained decoding network. In contrast, existing methods require a new round of joint optimization, thus creating a high computational cost. Last but not the least, the optimal pattern series is fixed once trained, so for tasks at any sampling rates, it is practicable even when the sampling rate is unclear, which achieves efficient dynamic single-pixel detection.

To verify the effectiveness of our reported weighted modulation optimization, we carried out the following experiments for imaging and sensing tasks, respectively. We use the MNIST dataset [21] for network training. MNIST is one of the most widely used datasets in deep learning, which consists of handwritten digital images composed of 0 to 9. The dataset contains 60,000 training images and 10,000 test images, in which the sizes of images are unified to 28 × 28.

A convolutional decoding network is designed for MNIST image reconstruction. The one-dimensional measurement is expanded into two upsampling layers by deconvolution, and then the feature information is extracted by the pooling operation and activation operation in succession. In the first stage, we train the “encode-decode” network at a sampling rate of 1; that is, we set the number of trained patterns in the encoding network as 784. For imaging tasks at any sampling rate smaller than 1, we extract the corresponding binarized series with high weights to be the optimal patterns and then fine-tune the decoding network to achieve efficient imaging. In the experiment, we make comparisons with random patterns, Hadamard patterns, and two-step optimal patterns proposed by Fu et al. [17] at each sampling rate.

In imaging experiments, we use PSNR(dB) to evaluate the reconstruction results. Fig. 2(a) shows the average PSNR of 10,000 testing datasets. It is apparent that at each sampling rate, the PSNR of images reconstructed by the method reported in this work is significantly higher than that of the random patterns and Hadamard patterns, which is higher at least approximately 2 dB. Notably, the substantially reduced computational cost, in fact, does not lead to prominent performance loss. For example, when the sampling rate is higher than 0.5, the difference gap is lower than 0.7 dB. Fig. 2(b) shows the results of

![Figure 1: Framework of the reported weighted optimization technique for dynamic single-pixel imaging and sensing. (a) The structure of the weighted encoding optimization network. The network is trained for only one time at a high sampling rate to obtain optimal pattern series. (b) The illustration of experimental implementation using the optimal ranked pattern series.](image-url)
a handwritten numeral “7” modulated by different pattern series, in which columns from left to right are with the sampling rate of 0.01, 0.03 and 0.1, respectively. At very low sampling rates such as 0.01 and 0.03, the reconstructed image modulated by random patterns or Hadamard patterns is blurred, while ours is clearer. It is generally accepted that the image quality is acceptable when the average PSNR exceeds 24 dB, which sampling rate is 0.5 for traditional modulations and 0.2 for our optimal pattern modulation. It can be seen that the optimization reported in this work reduces the sampling rate of single-pixel modulation by approximately 60% compared with conventional approaches. Meanwhile, the operation steps and calculation consumption have been greatly reduced compared with the two-step method.

In single-pixel sensing experiments, we introduced the imaging-free sensing strategy for MNIST classification. The decoding network is based on EfficientNet [22], which was proposed by Google Researchers in 2019. The main target of the EfficientNet is to maximize the model accuracy for any given resource constraints, which uses a neural architecture search strategy to balance the three dimensions of the network: depth, width, and resolution. With the compound scaling method, EfficientNet achieves much better accuracy and efficiency than its former convolutional networks.

In the sensing experiment, we compared different modulation methods at each sampling rate, which are weighted optimal patterns, traditional modulation methods (random patterns and Hadamard patterns), and two-step optimal patterns proposed by Fu et al. [17]. Before explaining the results, some qualitative analysis about the reported method is discussed as followed. In the decoding process, we employ a convolutional layer to simulate the light modulation. It is no doubt that the changes of the convolutional layer’s channel number will eventually lead to different optimal patterns with distinct values, thus affecting the effectiveness of the subsequent decoding process. In theory, an object’s feature information is distributed in the optimal series. Therefore, when the sampling rate in the physical modulation process is defined, the fewer the number of optimal patterns, the better the performance will be achieved, where feature information is maximally centralized in the selected pattern sequence. However, if we only train a small series of optimal patterns, the “encode-decode” network will have a great possibility to be trained again for modulation at higher sampling rates. Essentially, we expected to find a balance between high-performance decoding and enough optimal pattern sequences. To solve this experimentally, in the first step of network training, we set the number of opti-
mal patterns at the sampling rates as 0.1, 0.2, 0.3, 0.5, and 1, and then extracted the corresponding series with the highest weight as the modulating ones at each sampling rate from 0.01 to 0.1.

The result is shown in Fig. 3(a), where \( \lambda \) represents the sampling rate in the first step for training the network. The optimal method achieves higher classification accuracy than traditional methods, especially at low sampling rates. Our method performs better than traditional ones by up to 11.18%, but not that good at sampling rate less than 0.02 compared with the two-step training. Nevertheless, for sensing tasks at a specific sampling rate of more than 0.03, we can reach almost the same performance as the two-step optimization, which classification accuracy is higher than 94.60%. Although in theory, higher accuracy may be achieved when patterns are selected from optimal series with a shorter length, sensing result from compressed measurement is not significantly improved. As a general rule, in most single-pixel compressive sensing tasks, the sampling rate is less than 1. Therefore, we recommend optimizing patterns at a sampling rate of 1 in the first step. Then, for tasks at varied sampling rates, there is no need to train the encoding network repeatedly, in which optimal patterns with the highest weights can be directly selected as the modulating patterns to accomplish high-precision sensing.

Furthermore, we performed the following experiment to verify the relevance of the evaluation of the optimal pattern’s weight. After training the neural network, we sorted the optimal patterns from high to low according to their weights, and then extract different weighted series with the same length to modulate the object. Thereafter, the modulated one-dimensional measurements are trained in the decoding network to realize efficient imaging-free sensing. In the sensing experiment, we regard the classification accuracy as a quantitative indicator to measure the patterns’ modulation efficiencies. We optimized 100 patterns in the first step of network training and then selected 20 different patterns for modulation. As shown in Fig. 3(b), where “1” indicates the 1st to the 20th highest weighted patterns, “21” indicates the 21st to the 40th highest weighted patterns, and so forth. “Random” means 20 patterns were randomly selected regardless of order. The accuracy of images modulated by patterns with low weight is significantly lower than that with higher weight, proving that the weight obtained from SEnet is meaningful and effectively measures the pattern’s modulation performance. We can also conclude that pattern’s modulating efficiency has a great impact on sensing results, where at the same sampling rate of 0.026, the gap of classification accuracy raised by different patterns is up to 2.5%.

3 Experiment

To experimentally demonstrate the reported method, we built a proof-of-concept setup system and carried out the following experiments. The scene was projected onto the screen by a projector (Panasonic x416c XGA). Afterwards, the reflected light was modulated by a DMD (ViALUX V-7001), and the modulation patterns were the optimal binary series reported in this work. Then modulated light converges through the lens and the coupling signal was collected by a single-pixel silicon photodetector (Thorlabs PDA100A2, 320-1100 nm). By adjusting the frequency of projection and DMD modulation, we could detect a series measurement in the single-pixel detector.

The sampling rate in the “encode-decode” network was set as 1 to obtain 784 optimal patterns and their weights. For imaging or sensing tasks, we trained the corresponding network separately. Then, the parameters of the encoding part were fixed as the optimal binarized patterns, and the sampling rate was set as 0.1 for both reconstruction and sensing tasks. Specifically, in the encoding process, 78 pattern sequences with the highest weight were selected as fixed parameters in the encoding module; in the physical modulation process, the above optimal patterns were used for modulation. Next, we input the obtained one-dimensional coupling measurement to the pre-trained network to realize efficient imaging and sensing. The reconstruction results are demonstrated in Fig. 4(a), which are the imaging results of numbers “0”, “1”, “5” and “7”. Results proved that the weighted modulation optimization could reconstruct MNIST images.
well at a low sampling rate of 0.1. In the sensing experiment, we tested a total of 500 different images. The digit classification result of different number categories are shown in Fig. 4(b). We have achieved 100% accuracy in the recognition of numbers “0”, “3” and “6”. Although the numbers “4”, “5”, “7”, and “9” are with more complicated structures for distinguishing, the accuracy rates all exceed 93%, and the overall accuracy reaches up to 96.2%.

| Class | Images | Corrected Images | Accuracy |
|-------|--------|------------------|----------|
| 0     | 41     | 41               | 100.00%  |
| 1     | 56     | 55               | 98.21%   |
| 2     | 54     | 51               | 94.44%   |
| 3     | 42     | 42               | 100.00%  |
| 4     | 60     | 56               | 93.33%   |
| 5     | 48     | 45               | 93.75%   |
| 6     | 44     | 44               | 100.00%  |
| 7     | 53     | 50               | 94.34%   |
| 8     | 50     | 48               | 96.00%   |
| 9     | 52     | 49               | 94.23%   |

Figure 4: Experimental results. (a) Examplar imaging results of the MNIST testing dataset. (b) Classification results for each digit class in the MNIST testing dataset.

4 Conclusion

In this letter, we reported a weighted modulation optimization for dynamic single-pixel imaging and sensing. When optimized at a sampling rate of 1, for the imaging task on the MNIST dataset, the average PSNR of the reconstructed images reaches 23.494 dB at a low sampling rate of 0.1, which is approximately 3 dB better than that of random and Hadamard patterns. On account that we have reduced the computing cost substantially, results revealed almost the same performance with the two-step optimization method (23.642 dB). That comparison further reveals the great potential of the reported method on practical applications, especially in resource-constrained scenarios. For image sensing, when the sampling rate is set as 0.03, the classification accuracy rate could reach up to 95%. In essence, the classification accuracy is significantly better than the traditional patterns at each sampling rate. In contrast with existing dynamic rate single-pixel methods, our work privileged not only on computation reduction, but also on easier to be conducted and practical on various tasks as the modulating pattern series are fixed regardless of different sampling rates. In addition, our weighted encoding optimization can be applied to achieve efficient dynamic single-pixel detection without any prior knowledge of the sampling rate.
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