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Abstract—Quality-of-Service (QoS) prediction of web service is an integral part of services computing due to its diverse applications in service composition/selection/recommendation. One of the primary objectives of designing a QoS prediction algorithm is to achieve satisfactory prediction accuracy. However, accuracy is not the only criteria to meet while developing a QoS prediction algorithm. The algorithm should be faster in terms of prediction time to be compatible with a real-time system. The other important factor to consider is scalability to tackle large-scale datasets. The existing QoS prediction algorithms often satisfy one goal while compromising the others. In this paper, we propose a semi-offline QoS prediction framework to achieve three important goals together: higher accuracy, faster prediction time, and scalability. Here, we aim to predict the QoS value of service that varies across users. Our framework (FES) consists of multi-phase prediction algorithms: preprocessing-phase prediction, online prediction, and prediction using the proposed pre-trained model. In the preprocessing phase, we first apply multi-level clustering on the dataset to obtain correlated users and services. We then preprocess the clusters using collaborative filtering to remove the sparsity. Finally, we create a two-staged, semi-offline regression model using neural networks to predict the QoS value of service to be invoked by a user in real-time. Our experimental results on WS-DREAM datasets show the efficiency (in terms of accuracy), scalability, and fast responsiveness (in terms of prediction time) of FES as compared to the state-of-the-art methods.

Index Terms—QoS (Quality-of-Service) Prediction, Multi-level Clustering, Multi-phase Prediction, Collaborative Filtering.

I. INTRODUCTION

Web services are becoming ubiquitous with the pervasiveness of smart technology [1]. With the increasing trend of online activities, a substantial number of competing web services facilitating similar functionalities are getting available and thus leading to difficulties in selecting an appropriate service for a specific purpose. Consequently, service recommendation becomes challenging [2], [3].

In general, the services are recommended depending on various factors, such as performance [4], [5], cost [6], the number of features supported by services [7]. Among these distinguishing factors, parameters like cost, the number of features are constant and available prior to the service execution. However, performance-parameters of service vary across different dimensions (e.g., users, locations, time) [8]–[11]. Therefore, predicting the performance parameters of service plays a pivotal role in service selection. The performance of service is measured by a set of parameters, called Quality-of-Service (QoS) parameters (e.g., response time, throughput, reliability, availability) [12], [13]. In this paper, we primarily focus on the variation of the QoS parameters of service across different users by leveraging their location-information.

QoS prediction is a well-studied problem in the literature [14]–[16]. The state-of-the-art (SoA) algorithms mainly focus on predicting the QoS value with high accuracy [5], [13], [17], [18]. However, considering the need of the hour, the QoS prediction algorithms are also required to be scalable and faster enough in terms of prediction time to be part of real-time systems. Therefore, while designing the QoS prediction algorithms, three important goals are required to be taken into account: (a) higher accuracy, (b) faster prediction, and (c) higher scalability.

Numerous approaches have been adopted for QoS prediction, among which the most widely accepted method is based on collaborative filtering (CF) [19]. Two primary CF methods have been followed in the literature: memory-based CF (say, memCF) and model-based CF (say, modCF). In the memCF, the similarity between users and/or services has been studied [20]–[22]. Although the memCF is simple, it has some limitations, such as low accuracy, high prediction time, low scalability [23]. The main reason for accuracy degradation by the memCF is its inability to handle a sparse QoS invocation log matrix. The sparsity problem is resolved by modCF, like matrix factorization [24]–[27], and thus, modCF achieves higher accuracy than memCF. However, the accuracy level achieved by modCF is still not up to the mark since this method barely captures the non-linear relationship between data. To improve the accuracy, hybrid methods exploiting advanced machine learning architectures [28], [29] and combining the memCF and modCF [17], [18] have been explored further. The problem with these approaches is that they have a high prediction time [23], and thereby, they are hardly acceptable in real-time systems.

In this paper, we propose a QoS prediction framework, named FES, using multi-level clustering and multi-phase prediction algorithms. Our framework has three main modules: preprocessing, offline-learning, and online-learning. While the multi-level clustering is performed in preprocessing module, the offline and online-learning modules involve training a semi-offline regression model leveraging a 2-staged neural-
network architecture. Our framework, as a whole, ensures high prediction accuracy, faster responsiveness, and high scalability.

Our earlier work on QoS prediction (CAHPHF) [17] achieved moderately high accuracy and scalability. CAHPHF consists of two main modules: hybrid filtering and hierarchical prediction. Since both the filtering and the training of the hierarchical prediction module of CAHPHF are performed at run-time, i.e., during the prediction of the target QoS value, the prediction time is highly compromised. Our current work (FES) is an extension of our previous work, in which we introduce a set of significant changes to make the system robust in terms of efficiency, prediction time, and scalability. For example, unlike CAHPHF, since in FES, the target QoS value is not known apriori during preprocessing, thus instead of filtering, in this paper, we propose a multi-level clustering. The sparsity of the cluster-output is also handled during preprocessing. The preprocessing enhances the prediction accuracy without affecting the prediction time. Additionally, the hierarchical prediction module of CAHPHF comprises two-level neural-networks (NN), where the training time of the second-level NN is considerably higher than the first-level NN. Therefore, in FES, we propose a semi-offline strategy, where the training of the second-level NN is performed in offline-mode. However, we allow the first-level NN to train in the online-mode after having the target user and service. The experimental results on the benchmark datasets show that FES achieved higher accuracy and faster responsiveness as compared to CAHPHF and other SoA methods.

**Contributions:** We now summarize our major contributions:  

**(i) Attainment of Three Goals:** We propose a novel framework (FES) for QoS value prediction that not only achieves higher accuracy but also is scalable and fast at the same time, in contrast to the SoA methods.

**(ii) Multi-level Clustering:** We propose a multi-level clustering as a part of preprocessing of FES, which helps to segregate the correlated users and services to improve the performance of the framework in terms of prediction accuracy. We first perform context-aware clustering followed by similarity-based clustering, which is later merged using context-sensitive clustering. Two different modes of clustering are employed: user followed by service clustering and service followed by user clustering. Finally, the cluster-outputs are stored and used for further processing to achieve higher prediction accuracy. Since the clustering is accomplished as part of preprocessing, it does not influence the overall prediction time. Furthermore, since the large dataset is divided into smaller clusters, and the prediction algorithm needs to handle one cluster at a time at run-time, therefore FES is scalable.

**(iii) Multi-phase Prediction:** To attain higher accuracy, FES predicts the QoS value in three different phases. In the preprocessing module, we first employ state-of-the-art CF methods to fill-up the missing values in the QoS invocation log matrix. This is the first phase of prediction, where on the one hand, the sparsity problem is eliminated that may be encountered at the latter phase of prediction, in the absence of the first phase. On the other hand, this helps to increase the final prediction accuracy. Furthermore, since this prediction is performed in the preprocessing module of FES, the final prediction time of FES during testing is not increased for this. We further propose a two-staged semi-offline regression model leveraging a fused neural-network architecture for the next level of prediction. While the Stage-1 of the model is responsible for QoS value prediction, the Stage-2 of the model is employed for correcting the already predicted QoS values by Stage-1. The fused neural-network architecture as a whole ensures high prediction accuracy. Furthermore, the Stage-2 of the model, which requires higher training time, is trained in the offline-mode. The training of Stage-1 is done in online-mode, which is comparatively less time-consuming. This makes our model semi-offline, which in turn ensures faster responsiveness as compared to the online framework (e.g., CAHPHF [17]).

**(iv) Performance Analysis:** We analyzed the performance of FES on four benchmark datasets (WS-DREAM [12], [13]) to show the efficiency, scalability, and faster responsiveness of the framework with respect to the SoA methods. On average, FES achieved 19.6% improvement on the prediction accuracy and 6.9x speed-up in prediction time as compared to the best SoA methods in the respective categories we encountered so far, while also ensuring scalability.

The rest of the paper is organized as follows. Section II presents the brief related literature review. Section III discusses the problem formulation and our objectives. Section IV then describes the proposed framework in detail, while the experimental analysis is presented in Section V. Finally, Section VI concludes our paper.

II. BRIEF LITERATURE REVIEW

QoS prediction is a well-established problem in the domain of services computing [19], [23]. Various aspects of the QoS prediction problem have been identified, and different solutions have been proposed. Here, we briefly review the literature and position our work with respect to the SoA methods.

A. QoS Prediction: Different Aspects

A reasonable amount of research focuses on QoS prediction across users [15], [26], [30]. Considering contextual information of users/services helps to improve the accuracy of QoS prediction, a location-aware QoS prediction problem has been studied further [8], [16], [31], [32]. Sometimes, the location information of users/services has been used as contextual information to cluster the users and/or services [17]. Often the location information has been exploited as part of the feature vector to predict the target QoS value [28]. Some research articles also explore time-aware QoS prediction [2], [8], [10], [11], [13], [33], [34]. The multi-dimensional QoS prediction problem has been studied as well [5]. In this paper, we focus on location-aware QoS prediction.

B. QoS Prediction: Various Solutions

In this sub-section, we discuss the strengths and weaknesses of different methods to address various issues in QoS prediction.

Memory-based CF (Similarity-based Methods): One of the most prevalent methods for QoS prediction is collaborative
filtering. The memory-based CF (memCF) \cite{20,22} is a preliminary version of CF, where the pairwise similarity between users \cite{35} and/or services \cite{36} is measured to predict the target QoS value \cite{30,33}. Pearson-correlation coefficient \cite{35}, cosine similarity \cite{18}, ratio-based similarity \cite{15} are some popular metrics to compute the similarity. Although the memCF is easy to implement, it hardly achieves plausible prediction accuracy due to the sparsity problem in the QoS invocation log matrix. Moreover, it suffers from a scalability issue since a considerable number of similarity computations are required to be performed for a dataset with a large number of users and services \cite{23}. Furthermore, cold-start problem \cite{23} is another major limitation of memCF.

**Model-based CF (Clustering-based Method):** To improve the scalability, as an improvisation of memCF, clustering-based methods have been introduced. The idea here is to perform clustering on the set of users and/or services before QoS prediction \cite{8,37}. As clustering is done in offline mode, the scalability issue is partially resolved. However, the cold-start problem, low-accuracy still persist for this category \cite{23}.

**Model-based CF (Matrix Factorization):** To increase prediction accuracy and to deal with the sparsity problem and the cold-start problem, matrix factorization (MF) has been adopted \cite{35}. MF decomposes the QoS invocation log matrix into low-rank matrices and then reconstructs the same. Empirically, the MF-based methods are better than the early-mentioned approaches in terms of prediction accuracy and scalability. As an enhancement of traditional MF, regularization has been incorporated further \cite{24}–\cite{27}. However, the prediction accuracy is yet to achieve a satisfactory level, since MF-based methods are unable to capture the higher-order, non-linear relationship between users and services in terms of QoS values \cite{9}. Due to the online training, in many cases, MF-based methods experience higher prediction time, and thereby, barely suit for a real-time system.

**Model-based CF (Factorization Machine):** Factorization Machine (FM) usually casts the QoS prediction to a regression problem. In general, FM performs better than MF in terms of prediction accuracy, since most of the time, it can capture the non-linearity between QoS values of services invoked by different users \cite{9,38,39}.

Some deep learning-based methods also have been explored for QoS prediction in the literature. For example, in \cite{28}, multi-layer perceptron (MLP) was employed. The identifier and location information of users and services were embedded as a one-hot encoding vector, which was fed to the neural network as input. To address the sparsity problem, an encoder-decoder architecture was used in \cite{40}. A stacked auto-encoder was explored in \cite{41} to enrich the feature representation, and thus, improving the prediction accuracy. Yin et al. \cite{14} proposed an ensemble method, where an auto-encoder architecture was used to alleviate the cold start problem. To capture the non-linear relationship between the features, a neural network model with radial basis function was employed in \cite{42}. Xiong et al. \cite{29} adopted long short-term memory (LSTM) to improve the efficiency of the prediction model. Although the above deep learning-based models aim to solve a specific problem, often ignore the others. For example, the correlation between the users and services is ignored mostly by these methods. Therefore, the prediction accuracy hardly meets the expectation.

**Hybrid Methods:** Hybrid methods combine both the memCF and modCF to achieve high accuracy \cite{17,18}. Evidently, these methods are highly efficient. However, the frameworks of \cite{17} and \cite{18} require online training. Thus, these methods take significant time for prediction, which in turn makes the methods inefficient for a real-time system.

**Trade-off between Efficiency, Responsiveness, Scalability:** In QoS prediction, we clearly observe the trade-off between accuracy, responsiveness, and scalability. The methods \cite{17,18}, which achieved higher accuracy, compromised significantly on responsiveness/scalability. On the other hand, the methods \cite{8,26,30}, which are faster enough to be part of a real-time system, compromised prediction accuracy. In this paper, we study this trade-off and propose a framework to balance efficiency, scalability, and responsiveness.

### C. Positioning Our Work (FES)

In contrast to the SoA methods, our framework (FES) attempts to address the above issues. We now discuss the different goals of QoS prediction and the strategies undertaken in FES to achieve these.

(i) **Efficiency:** To increase the prediction accuracy of FES, we use a multi-phase prediction strategy. Additionally, we address the following issues, which impedes the system accuracy mostly.

- **Handling Sparsity Problem:** This problem is resolved in preprocessing module, where we use off-the-shelf CF and MF methods to fill-up the missing values in the QoS invocation log matrix, which is further used in the next-level of our framework.
- **Capturing correlation:** We exploit multi-level clustering to partition the correlated users and services.
- **Capturing non-linearity among dataset:** We model a non-linear regression framework by leveraging a two-staged neural network architecture.

(ii) **Fast Responsiveness:** To ensure the faster prediction time of our framework, we propose a semi-offline training architecture and thereby, make FES suitable for a real-time recommendation system.

(iii) **Scalability:** We ensure the scalability of our framework by dividing the large dataset into multiple clusters.

(iv) **Cold-start problem:** We address the cold-start problem by considering the contextual (specifically, location) information of users and services while clustering them.

Although FES has many advantages over the SoA methods, it has a few limitations as well. For example, FES does not deal with the time-aware QoS prediction or other aspects for QoS prediction (e.g., the variation of QoS across distributed execution platforms), which we aim to address in the future.
III. Overview and Problem Formulation

In this section, we formalize our problem statement. We are given the following input parameters:

- A set of users \( U = \{ u_1, u_2, \ldots, u_n \} \)
- A set of services \( S = \{ s_1, s_2, \ldots, s_m \} \)
- A QoS parameter \( q \)
- A QoS invocation log \( Q \) in the form of a 2D matrix
- A contextual information \( \alpha_i \) for each \( u_i \in U \)
- A contextual information \( \beta_j \) for each \( s_j \in S \)
- A set of services \( S_i \subseteq S \) invoked by each \( u_i \in U \)
- A set of users \( U_j \subseteq U \) that invoked each \( s_j \in S \)
- A query \( R = (u_{t_1}, s_{t_2}) \) in the form of a target user and a target service

Before describing our objective, we first discuss the details of a few input parameters. We begin with the description of the QoS invocation log matrix. Each row and column of \( Q \) correspond to a user and a service, respectively. Each entry of \( Q \), i.e., \( Q[i, j] \) represents the value of \( q \) of \( s_j \) invoked by \( u_i \). If a user \( u_i \) accessed a service \( s_j \) in the past, the corresponding value of \( q \) is instantaneously recorded in \( Q \). However, each entry of \( Q \) is not a valid entry. An invalid entry of \( Q \) is represented by 0, which implies the corresponding user has never invoked the respective service. It may be noted that \( Q \) is mostly a sparse matrix.

Furthermore, in this paper, the contextual information of a user/service refers to the location information only. The location, here, is represented by a 2-tuple \( (\phi_i, \psi_i) \), where \( \phi_i \) and \( \psi_i \) represent the latitude and longitude of the user/service, respectively.

Objective: Given a query \( R \), the objective of the classical QoS prediction problem is to predict the value of \( q \) of \( s_{t_2} \) to be invoked by \( u_{t_1} \) (often, termed as the target QoS).

However, in this paper, our objective is to design a robust framework that not only can predict the QoS value accurately but also in a reasonable time limit to be adopted in a real-time service recommendation system. We now formally define three important objectives of our framework:

- **Goal-1 (Efficiency):** The prediction algorithm should be efficient in terms of prediction accuracy.
- **Goal-2 (Responsiveness):** The algorithm has to be faster (in terms of prediction time) enough to be incorporated into a real-time system.
- **Goal-3 (Scalability):** The algorithm needs to be scalable so that it can handle a significantly large dataset in a reasonable time-limit.

In the next section, we discuss our solution framework.

IV. Detailed Methodology

In this paper, we develop a QoS prediction framework (FES) based on a given QoS invocation log matrix \( Q \). The main idea of this work is to preprocess \( Q \) at first, followed by creating a semi-offline model to predict the target QoS value in real-time. FES comprises three modules: preprocessing, offline-learning, and online-learning, as shown in Fig. 1. We now illustrate these modules in the subsequent subsections.

A. Preprocessing Module

The objective of this module is to process \( Q \) so that it can be utilized further in the next-part of FES to improve the prediction accuracy. Fig. 2 shows the pictorial overview of the preprocessing of FES. The preprocessing module has two sub-modules: multi-level clustering and sparsity handling, which are discussed now.

1) Multi-level Clustering: The first sub-module of the preprocessing includes the formation of multi-level clusters from the set of users and services (refers to Block 1 of Fig. 2), which involves two components: (a) user-intensive multi-level clustering (say, UICL), and (b) service-intensive multi-level clustering (say, SICL). It may be noted that the multi-level clusters generated by UICL (say, \( C_{UCL} \)); having user cluster followed by the service cluster) are different from the one obtained from SICL (say, \( C_{SCL} \)); having service cluster followed by the user cluster). We begin with discussing the details of UICL.

    a) User-intensive Multi-level Clustering (UICL): Algorithms 1 and 2 present the formal algorithm for UICL. Since UICL involves user clustering (Refers to Block 111 of Fig. 2), followed by service clustering (Refers to Block 112 of Fig. 2), it is referred to as multi-level clustering. Three different strategies are combined to form user/service clustering. We now discuss each of these three strategies below.

        i) Context-aware Clustering: In each iteration of the user clustering of UICL, a new user \( u_i \in U \) is selected to form a cluster. At first, \( u_i \) is used to finding a cluster (say, \( OneUICL^c \)) containing a set of users contextually similar to \( u_i \). Here, we use the Haversine distance (HD) function \( [17] \) to find out contextually similar users. \( OneUICL^c \) is generated iteratively. In each iteration, we obtain a set of users that are contextually similar to at-least one user in the cluster formulated so far and include them in the cluster at the end of the iteration. Initially, the cluster contains only \( u_i \). The clustering algorithm terminates once no new user is found to be added. Therefore, for each user \( u_j \in OneUICL^c \), there exists at least one user \( u_k \in OneUICL^c \), such that the Haversine distance between the contextual information of \( u_j \) and \( u_k \) (i.e., \( HD(\alpha_j, \alpha_k) \)) is less than a given threshold \( T^{*} \). Lines 12 to 19 of Algorithm 1 present the formal description of context-aware clustering (refers to Block 111111 of Fig. 2).

        ii) Similarity-based Clustering: \( u_i \) is then employed to find a cluster (say, \( OneUICL^c \)) containing users behaviorally similar to \( u_i \). Cosine similarity measure (CSM) \([17]\) is used to find out
the behavioral similarity between two users in terms of their QoS invocation logs. This strategy is similar to the previous one. A given parameter $T^u$ is used here to decide the similarity threshold. Lines 21 to 28 of Algorithm 1 formally describe similarity-based clustering (refers to Block 1112 of Fig. 2).

iii) Context-sensitive Clustering: In this step, the intersection between OneUCLc and OneUCLs is computed. If the size of the intersection set is more than a given threshold $T^c$, the cluster is considered and added to $UCL$. Otherwise, $u_i$ is added to the set of residual users (say, RUCL). Lines 29 to 35 of Algorithm 1 present the description of context-sensitive clustering (refers to Block 1113 of Fig. 2).

iv) Clustering of Residual Users: Once the user cluster generation is done, the remaining users, which do not belong to any cluster, are dealt with to place in the appropriate clusters. For each such user $u_i$, we compute the maximum cosine similarity measure between $u_i$ and every other user in one cluster. Finally, we add $u_i$ to the cluster having maximum similarity value computed across all clusters. Lines 37 to 46 of Algorithm 1 formally present this step (refers to Block 1114 of Fig. 2). Likewise, if the dataset contains a new user $u_i$ without any QoS record, we compute the minimum Haversine distance between $u_i$ and every other user in one cluster. Finally, we add $u_i$ to the cluster having minimum distance across all clusters.
Algorithm 1  UIC UserClustering

1: Input: A set of users \( U \). A set of services \( S \)
2: Output: A set of clusters \( \text{UCL}_i \)
3: Initialization: \( \text{UCL}_i = \text{NULL} \), \( \text{UCS} = \text{NULL} \), \( \text{RIUC} = \text{NULL} \), \( \text{SCL} = \text{NULL} \), \( \text{T}_u = \text{NULL} \), clusterCount = 0;

4: \( \triangleright \) \( \text{RIUC} \) represents the set of users that cannot form a cluster
5: for each \( u_i \in U \) \( \setminus \{ \text{T}_u \} \) do
6: \( \text{OneUCS} \leftarrow \{ u_i \}; \) \( \triangleright \) For context-aware clustering
7: \( \text{OneRIUC} \leftarrow \{ u_i \}; \) \( \triangleright \) For similarity-based clustering
8: \( \text{T}_u = \text{NULL} \);
9: if \( \{ (|U| - |\text{T}_u|) \cup \text{RIUC} \} \subseteq \text{T}_u \) then
10: break;
11: end if
12: for each \( u_j \in \text{OneUCS} \cap \text{T}_u \) do
13: \( \text{T}_u = \text{T}_u \cup \{ u_j \}; \) \( \triangleright \) Context-aware clustering
14: for each \( u_k \in \{ U \setminus \{ \text{T}_u \} \} \cap \text{OneUCS} \) do
15: if \( \text{HD}(u_k, u_j) = \text{T}_u \) then
16: \( \text{OneUCS} \leftarrow \text{OneUCS} \cup \{ u_k \}; \)
17: end if
18: end for
19: end for
20: \( \text{T}_1 = \text{NULL} \);
21: for each \( u_j \in \text{OneUCS} \cap \text{T}_1 \) do
22: \( \text{T}_1 = \text{T}_1 \cup \{ u_j \}; \) \( \triangleright \) Similarity-based clustering
23: for each \( u_k \in \{ U \setminus \{ \text{T}_1 \} \} \cap \text{OneUCS} \) do
24: if \( \text{CSM}(u_k, u_j) \geq \text{T}_1 \) then
25: \( \text{OneUCS} \leftarrow \text{OneUCS} \cup \{ u_k \}; \)
26: end if
27: end for
28: end for
29: if \( \text{OneUCS} \cap \text{OneUCS} \geq \text{T}_1 \) then
30: \( \text{UCS} = \text{OneUCS} \cap \text{OneUCS} \); 
31: clusterCount ++ = 1;
32: \( \text{RIUC} \leftarrow \text{RIUC} \cup \text{OneUCS} \cap \text{OneUCS} \); 
33: else
34: \( \text{RIUC} \leftarrow \text{RIUC} \cup \{ u_i \}; \)
35: end if
36: end for
37: for each \( u_i \in \text{RIUC} \cup \{ U \setminus \{ T \} \} \) do
38: \( \text{maxSimilarity} = 0 \), \( \text{cluster} = 0 \);
39: for \( k = 0 \) to \( \text{clusterCount} \) do
40: \( \text{maxClusterSimilarity} \leftarrow \text{maxClusterSimilarity} \cup \text{UCS}([u_i, u_j]); \)
41: if \( \text{maxSimilarity} < \text{maxClusterSimilarity} \) then
42: \( \text{maxSimilarity} = \text{maxClusterSimilarity}; \text{cluster} = k; \)
43: end if
44: end for
45: \( \text{UCS} = \text{UCS} \cup \{ u_i \}; \)
46: end for
47: for \( k = 0 \) to \( \text{clusterCount} \) do
48: \( \text{CL}_k = \{ \text{UCS}[k], \text{UIC ServiceClustering}([\text{UCS}[k], S]); \}
49: \( \triangleright \) \( \text{UIC ServiceClustering} \) refers to user-intensive service clustering algorithm
50: end for
51: return \( \text{CL}_i \); 

This step completes the user clustering of UICL. We now discuss the service clustering of UICL.

v) Second-level Clustering: Once user clusters are generated, for each user cluster \( \text{UCL}[k] \in \text{UCL} \), a set of service clusters (say, \( \text{SCL} \)) are generated further. Algorithm 2 formally presents the user-intensive service clustering. The service clustering algorithm is similar to the user clustering algorithm. The only difference is that in the similarity-based clustering strategy of service clustering, the QoS invocation log corresponding to the users in \( \text{UCS}[k] \) is used to compute the cosine similarity measure. Finally, \( \text{UCS}[k] \) and \( \text{SCL} \) are added to \( \text{CL}_i \). Therefore, it may be noted that the clusters obtained from UICL (i.e., \( \text{CL}_U \)) have two-levels, where the first level contains the user clusters, and corresponding to each user cluster, the second level comprises the service clusters.

It may be noted that each user-intensive multi-level cluster (i.e., a user cluster followed by a service cluster) corresponds to a unique QoS invocation log matrix. In other words, the multi-level clusters are mutually exclusive in terms of user-service pair. Further, if we combine the QoS invocation logs corresponding to each user-intensive multi-level cluster, we are able to generate the given \( Q \). In other words, the multi-level clusters are collectively exhaustive.

b) Service-intensive Multi-level Clustering (SICL): SICL is algorithm-wise similar to UICL. The only difference here is that the service clustering is performed before the user clustering. Unlike UICL, the clusters obtained from SICL (i.e., \( \text{CL}_i \)) comprises the service clusters in the first level and user clusters in the second level corresponding to each service cluster. However, similar to UICL, the service-intensive multi-level clusters are also mutually exclusive and collectively exhaustive.

2) Sparsity Handling: The QoS invocation logs are, in general, sparse in nature, which means most of the entries of the QoS invocation logs are invalid. The prediction accuracy significantly degrades due to the sparsity. The objective of this module is to fill up the sparse matrices obtained from the multi-level clustering to attain higher accuracy.

Two off-the-shelf QoS prediction methods are adopted here to fill up the sparse matrices obtained from the previous sub-module of preprocessing, namely similarity-based collaborative filtering (CF) and matrix factorization (MF) [17].
Therefore, it may be noted that for each QoS invocation log matrix corresponding to a multi-level cluster in $CL_{U1}$ and $CL_{S1}$, two copies of invocation logs are stored, one is filled up by CF [17], and the other is filled by MF [17]. Once this step is done, for each user-service pair $(u_t, s_j)$, four QoS log matrices continue to exist containing the pair, as shown in Table I.

**TABLE I: QoS log matrices generated in preprocessing**

| QoS matrix | User set | Service set | Generated by | Filled-up by |
|------------|----------|-------------|--------------|--------------|
| $Q^u_{c1}$ | $U^c_1$ (3 $u_t$) | $S^c_1$ (3 $s_j$) | UCL | CF |
| $Q^u_{c2}$ | $U^c_2$ (3 $u_t$) | $S^c_2$ (3 $s_j$) | UCL | MF |
| $Q^u_{c3}$ | $U^c_3$ (3 $u_t$) | $S^c_3$ (3 $s_j$) | SCL | MF |
| $Q^u_{c4}$ | $U^c_4$ (3 $u_t$) | $S^c_4$ (3 $s_j$) | SCL | MF |

$U^c_1 (3 u_t)$ means $u_t \in U^c_1$

**B. Offline-learning Module**

We employ a fused neural-network architecture (say, fuNN) for the final QoS prediction. The fuNN has two stages: Neural-Regression Stage-1 (NRegS1) and Neural-Regression Stage-2 (NRegS2). While NRegS1 aims to predict the target QoS value, the objective of NRegS2 is to improve the prediction accuracy. NRegS1 consists of four neural-networks: $NR_{u_1}^{p_1}$, $NR_{u_2}^{p_2}$, $NR_{u_3}^{p_3}$, and $NR_{u_4}^{p_4}$. The purpose of each $NR_{u}^{p}$ is to predict the target QoS value from the preprocessed matrix $Q_{u}^{p}$, where $x \in \{u, s\}$ and $y \in \{c, m\}$. Once the four values are predicted for the target QoS, the aim of NRegS2 is to aggregate the predicted values obtained from the four neural-networks to improve the prediction accuracy. Fig. 3 shows the pictorial overview of the offline-learning module. Before discussing the details of fuNN, we first discuss the details of NRegS1 and NRegS2.

**Details of NRegS1:** NRegS1 is an online-training model. Given a user-service pair $(u_t, s_j)$, the objective of NRegS1 is to predict four different QoS values of $s_j$ to be invoked by $u_t$ from four different QoS log matrices. Each target user-service pair creates four instances of neural networks $NR_{x}^{p}$ (for $x \in \{u, s\}$ and $y \in \{c, m\}$), each of which exploits their respective $Q_{x}^{p}$ to predict the corresponding value. We now discuss the details of $NR_{x}^{p}$. Each $NR_{x}^{p}$ is a fully connected feed-forward neural-network with back-propagation [43]. Each training sample of $NR_{x}^{p}$ consists of the service invocation pattern of user $u_k (\neq u_t) \in U^c_{x}$. The service-invocation pattern of $u_k$ consists of the QoS values of the services in $S^c_{x}$ other than $s_j$. The details of the training-testing dataset of $NR_{x}^{p}$ is formally specified below:

**Training Data:** $\forall u_k \in U^c_{x} \setminus \{u_t\}, \{(Q_{x}^{p}[k, l]) | \forall x \in S_{x}^{c} \setminus \{s_j\}\}$

**Target Value:** $\forall u_k (\neq u_t) \in U^c_{x}, Q_{x}^{p}[k, j]$.

**Test Vector:** for given $u_t \{((Q_{x}^{p}[i, l]) | \forall x \in S_{x}^{c} \setminus \{s_j\}\}$

Value to be Predicted: $Q_{x}^{p}[i, j]$.

Therefore, the training dataset of $NR_{x}^{p}$ contains $|U^c_{x}| - 1$ number of training samples, while each sample consists of $|S_{x}^{c}| - 1$ number of features.

**Details of NRegS2:** NRegS2 is an offline-training model comprising a single fully-connected feed-forward neural network with back-propagation. The primary goal of NRegS2 is to increase the prediction accuracy by combining the four predicted values obtained from NRegS1. Each training sample of NRegS2, therefore, is represented by four features. The actual QoS value of the given user-service pair is the target.

**Details of fuNN:** The fuNN is a semi-offline training model combining NRegS1 and NRegS2. The NRegS1 works on online-mode after having the information of the target user-service pair. NRegS2, on the other hand, aims to combine the outputs produced by NRegS1. Therefore, to generate each training sample in the training dataset for NRegS2, all four neural-networks of NRegS1 need to be trained. Therefore, generating the training dataset for NRegS2 together with training the NRegS2 is significantly time-consuming. The idea of fuNN is to train NRegS2 in offline-mode, which makes fuNN a semi-offline model. The architectural configurations of NRegS1 and NRegS2 are given in Section V-B.

**Work-flow of Offline-learning Module:** We now explain the functioning of sub-modules of the offline-learning module.

(i) The task of the first sub-module (refers to Block31 of Fig. 3) is to collect user-service pairs uniformly distributed across all multi-level clusters in $CL_{U1}$ and $CL_{S1}$ having actual value recorded in the QoS invocation log matrix $Q$.

(ii) Once the user-service pairs are collected, the next task (refers to Block32 of Fig. 3) is to identify the four QoS invocation log matrices corresponding to each user-service pair picked-up by the previous step.

(iii) The final task of the offline-learning module is to train NRegS2 by the user-service pairs collected in the first sub-module of the offline-learning module, as discussed below:

- For each user-service pair $(u_t, s_j)$, all four matrices containing $(u_t, s_j)$ are identified first.
- These four matrices are then used to train the four neural-networks of NRegS1 to predict the QoS value of $s_j$ invoked by $u_t$ (refers to Block31 of Fig. 3).
- Finally, the outputs obtained from NRegS1 are served as a feature vector to train NRegS2 targeting to generate $Q[u_t, s_j]$ (refers to Block32 of Fig. 3).

In the next subsection, we discuss the online-learning module.

**C. Online-learning Module**

The online-learning module is executed once a query $R = (u_{t1}, s_{j2})$ is raised. Fig. 3 includes the pictorial overview of the online-learning module. Given a target user $u_{t1}$ and a target
service \( s_{t_2} \), the first task of this module is to identify the four QoS invocation log matrices corresponding to \( u_{t_2}, s_{t_2} \) (refers to Block5 of Fig. [3]). Once we have the four QoS invocation log matrices, we train the four neural-networks of NRegS1 to predict the QoS value of \( s_{t_2} \) to be invoked by \( u_{t_1} \) (refers to Block6 of Fig. [3]). Finally, the predicted values obtained from NRegS1 are fed to the pre-trained NRegS2 to produce the final output (refers to Block7 of Fig. [3]).

In the next section, we discuss the performance of FES experimentally.

V. EXPERIMENTAL RESULTS

All experiments were performed on the MATLAB Online server version R2020b having the following configurations: Intel(R) Xeon(R) Platinum 8259CL CPU 2.50GHz, x86_64 architecture, 8 Cores(s), with cache configurations: L1d: 32K, L1i: 32K, L2: 1024K, L3: 36608K.

A. Datasets and Comparative Methods

We used 4 public datasets WS-DREAM-1 [13] and WS-DREAM-2 [13] to validate the performance of FES. The brief descriptions of the datasets are shown in Table II.

| Dataset         | QoS | Dimension of invocation log matrix | Location information |
|-----------------|-----|-----------------------------------|----------------------|
| WS-DREAM-1      | RT  | 339 × 5825                        | Yes                  |
| WS-DREAM-2      | TP  | 339 × 5825                        | Yes                  |
| Dimension of invocation log matrix: # users × # services × # timestamps RT: Response time; TP: Throughput |

It may be noted that WS-DREAM-2 dataset contains the user-service invocation log matrix for 64 timestamps. We performed our experiment on 64 individual matrices and recorded the average accuracy for each QoS parameter. Also, to show the performance of FES on the WS-DREAM-2 dataset, we skipped the context-aware clustering part (refers to FESWoCC), since WS-DREAM-2 dataset does not contain the contextual information of users or services.

Training-testing Setup: In our experimental setup, we divided each dataset into three sets: training, validation, and testing. We performed our experiment for different training data sizes. If the size of the training data is considered to be \( x \% \) of the total size of an invocation log matrix (Q), the remaining \((100 - x)\%\) of Q is divided into validation and testing set into a 1 : 2 ratio. Each experiment was performed 5 times and the average results were recorded for analysis.

Comparison Metric: To analyze the performance of FES, we used mean absolute error (MAE), which is calculated as the average of the absolute difference between the predicted and actual QoS values over the testing dataset.

Comparative Methods: We compare FES with a set of state-of-the-art methods as presented in Table III.

| Type            | Methods            |
|-----------------|--------------------|
| Collaborative filtering | UPCC [44], IPCC [36], WSRec [45] |
| Similarity-based | NRCF [23], RACF [30], RECF [15] |
| Time series analysis | IA [46] |
| Matrix factorization | MF [24], HDOP [5], NMF [47], PMF [48], SLMF [52], WRAMF [4] |
| Factorization Machine | EFM [53], AEM [19] |
| Deep Architecture | DSN [19], LDCF [28], CADFM [9] |
| Hybrid          | CSR [18], CAHPHF [17], CAHPHF-WoCF [17] |

B. Configuration of FES

In this subsection, we discuss the configuration of hyperparameters used for FES. We used two different configurations of FES in our experimental analysis.

First Configuration of FES (FES-T): In the first setup (say, FES-T), we transfer the configurations of the hyper-parameters from the implementation of CAHPHF.

Second Configuration of FES: In the second setup, we choose the configurations of the hyper-parameters of FES from the validation dataset. We now explain the details of the second-configuration.

Configuration of Multi-level Clustering: The multi-level user/service clustering combines 3 different clustering strategies. Altogether 12 different threshold parameters are required to be tuned in the clustering phase. We introduce a data-driven parameter (say, \( \tau \in [0, 1] \)) to determine the values of these thresholds.

For context-aware clustering, the threshold values were chosen as follows:

\[
T^u_v = [\tau \times |L^u(\text{HD})|]^{th} \quad \text{element of } L^u(\text{HD})
\]

\[
T^s_v = [\tau \times |L^s(\text{HD})|]^{th} \quad \text{element of } L^s(\text{HD})
\]

where \( L^u(\text{HD}) \) and \( L^s(\text{HD}) \) represents the sorted list (in ascending order) of Haversine distances between all pair of users and services, respectively.

For similarity-based clustering, the threshold parameters were chosen as follows:

\[
T^u_v = [\tau \times |L^u(\text{CSM})|]^{th} \quad \text{element of } L^u(\text{CSM})
\]

\[
T^s_v = [\tau \times |L^s(\text{CSM})|]^{th} \quad \text{element of } L^s(\text{CSM})
\]

where \( L^u(\text{CSM}) \) and \( L^s(\text{CSM}) \) represent the sorted list (in descending order) of all-pair cosine similarity measures across users and services, respectively.

For context-sensitivity-based clustering, the values of the thresholds are determined as follows:

\[
T^{uc}_v = \max(N_u, \tau \times |\text{OnedUC}L_v|)
\]

\[
T^{sc}_v = \max(N_s, \tau \times |\text{OnedSC}L_v|)
\]

Empirically, \( \tau \) was set to 0.5 (referred to Fig. [5](b)), whereas both \( N_u \) and \( N_s \) were chosen as 100 for WS-DREAM-1, and 65 for WS-DREAM-2.

Configuration of NRegS1: NRegS1 consists of 4 neural-networks. Since NRegS1 is trained in online-mode, we aim to spent as less-time as possible to train the neural networks. Each neural network comprised 2 hidden layers containing 32 and 16 neurons, respectively. Here, we used the sigmoid function.
activation function for the hidden layers and the linear activation function for the output layer [50]. For optimizing the learning parameters, we used stochastic gradient descent with momentum [50]. The learning rate of each network was set to 0.01 with a momentum of 0.9. The mean squared error was used as the cost function [50]. The termination criteria of each network were set to either up to a minimum gradient of $10^{-5}$ or up to 50 epochs.

**Configuration of NRegS:** NRegS2 comprises a single neural network consisting of only 2 hidden layers with 8 neurons each. Similar to NRegS1, here also, the sigmoid activation function was used for the hidden layers and the linear activation function was used for the output layer [50]. To optimize the learning parameters, we used mini-batch gradient descent with momentum [50] with a batch size of 100. The learning rate of the network was fixed to 0.01 with a momentum of 0.9. Here also, the mean squared error was used as the cost function [50]. The training was conducted up to a minimum gradient of $10^{-7}$ or up to 5000 epochs. The size of the training dataset (say, $|\mathcal{T}|$) to train NRegS2 varied between 1800 to 2200.

In Section VI-C5, we show the impact of the hyper-parameters on the performance of FES.

### C. Experimental Analysis

In this section, we present the experimental analysis of FES to establish the three major goals of this work.

1) **Accuracy of FES:** Tables IV and V present the comparison among FES (with the first and second configurations) and the major SoA methods in terms of prediction accuracy (measured by MAE) on WS-DREAM-1 and WS-DREAM-2 datasets, respectively.

#### TABLE IV: Performance (MAE) of FES and comparison with various SoA methods over WS-DREAM-1 [12]

| Method       | QoS: RT       | QoS: TP       |
|--------------|---------------|---------------|
|              | $|\mathcal{T}|$ | $|\mathcal{T}|$ |
|              | 10%          | 20%           | 10%          | 20%           |
| UPCC         | 0.0683       | 0.3579        | MF           | 0.4987       | 0.4985        |
| IPCC         | 0.0700       | 0.3591        | NRCF         | 0.5132       | 0.4607        |
| WSRec        | 0.6394       | 0.5024        | RACF         | 0.4935       | 0.4208        |
| MF           | 0.5103       | 0.4981        | NIMFP        | 0.4854       | 0.4357        |
| AFM          | 0.4849       | 0.3847        | WRAMF        | 0.4657       | -             |
| EFM          | 0.4456       | -             | REC          | 0.4332       | 0.3946        |
| LDCF        | 0.3670       | 0.3310        | DNM          | 0.3628       | -             |
| CNR          | 0.2597       | 0.1711        | CAHPHF       | 0.0590       | 0.0419        |
| FES-T        | 0.0796       | 0.0901        | FES          | 0.0349       | 0.0247        |

From Tables IV and V, we have the following observations:

- **Performance of FES:** As evident from Tables IV and V, FES performed the best as compared to the contemporary methods for both the QoS parameters on both the datasets. On average, FES achieved a 19.6% improvement as compared to the second-best method (i.e., CAHPHF/CAHPHFWoCF) enlisted in Tables IV and V.

- **Impact of the cardinality of the training dataset:** As observed from the experimental study on the four different datasets shown in Tables IV and V, the MAE value reduced with the increase in the cardinality of the training datasets.

#### TABLE V: Comparison (MAE) of FES with various SoA methods over WS-DREAM-2 [13]

| Method       | QoS: RT       | QoS: TP       |
|--------------|---------------|---------------|
|              | $|\mathcal{T}|$ | $|\mathcal{T}|$ |
|              | 10%          | 20%           | 10%          | 20%           |
| MF           | 0.4987       | 0.4985        | 0.4985       | 0.4987        |
| TA           | 0.6013       | 0.5994        | 17.2365      | 15.0994       |
| HDOP         | 0.5076       | 0.2276        | 15.2578      | 10.1276       |
| CAHPHFWoCF   | 0.1187       | 0.0758        | 4.8970       | 4.1070        |
| FESWoCC-T    | 0.1211       | 0.0940        | 2.0700       | 4.7060        |
| FESWoCC      | 0.0988       | 0.0704        | 4.1660       | 3.7760        |

- **Comparing FES-T with CAHPHF:** As we discussed earlier, the first configuration of FES (i.e., FES-T) was adopted from the implementation of CAHPHF. It can be noted from Tables IV and V that CAHPHF performed better than FES-T in terms of prediction accuracy. One possible reason is that the training of second-level neural-network in CAHPHF focuses only on one set of users and services containing the target user and service, whereas, in FES-T, the training of NRegS2 is performed across all the clusters. Therefore, NRegS2 needs to be trained properly to avoid underfitting [50]. However, FES is better than CAHPHF in terms of prediction accuracy.

**TABLE VI: Comparison between CAHPHF with FES in terms of single prediction time (in sec)**

| Dataset       | QoS | CAHPHF | FES |
|---------------|-----|--------|-----|
| WS-DREAM-1    | RT  | 312.9  | 67.9 |
|               | TP  | 359.8  | 31.8 |
| WS-DREAM-2    | RT  | 413.7  | 84.8 |
|               | TP  | 467.3  | 85.8 |

2) **Responsiveness of FES:** Table VI presents the comparison between FES and CAHPHF in terms of the prediction time (also referred to as the responsiveness) on both datasets. Fig. 4(a) shows the performance of FES in terms of the prediction time on the WS-DREAM-1:RT dataset. From now onwards, we present our experimental study on the WS-DREAM-1:RT dataset since similar trends are observed on the other datasets. From Table VI and Fig. 4(a), we have the following observations:

- **Comparison between FES and CAHPHF:** As evident from Table VI, FES is significantly faster than CAHPHF, due to its preprocessing module and semi-offline training strategy.

- **Performance of FES:** As observed from Fig. 4(a), FES is faster than the contemporary methods in terms of prediction time. Here, we consider the SoA methods which are known for their faster responsiveness. On average FES achieved a 6.9x speed-up to predict a single value as compared to the second-best method reported in Fig. 4(a).
Fig. 4: (a) Responsiveness analysis of FES; (b) Scalability analysis of FES

TABLE VII: Brief details of augmented datasets

| Dataset          | Size (# users × # services) | Increment (times) |
|------------------|-----------------------------|-------------------|
| WS-DREAM-2:RT    | 142 × 4500                  | 1×                |
| Dataset 2        | 284 × 4500                  | 2×                |
| Dataset 3        | 284 × 9000                  | 4×                |
| Dataset 4        | 426 × 13500                 | 9×                |

3) Scalability of FES: To show the scalability of FES, we created four augmented datasets using WS-DREAM-2:RT dataset, as shown in Table VII. The detailed description can be found in [17].

Fig. 4(b) shows the relative performance of FES in terms of scalability on the augmented datasets with respect to the same on the first matrix of the WS-DREAM-2:RT dataset (say, Dataset 1). The primary y-axis of the figure shows the increase in the size of the dataset, which is measured as the ratio between the size of the augmented dataset and the size of Dataset 1. The secondary y-axis, on the other hand, shows the prediction time degradation by FES, which is measured as the ratio between the prediction time of FES on Dataset 1 and the prediction time of FES on Dataset i, for i = {2, 3, 4}. It may be noted that Dataset 2 contains two datasets with different cardinalities, for which we recorded the average prediction time degradation. As observed from Fig. 4(b), the prediction time increases at a significantly slower rate as compared to the growth of the dataset-cardinality, which implies that FES is highly scalable.

4) Tackling Cold-Start by FES: We now analyze how FES deals with the cold-start situation. The cold-start is a scenario when new users/services are added to the system. In general, for cold-start, the prediction accuracy drops considerably since the newly added users/services do not have any record. However, FES deals with cold-start by performing contextual clustering on newly-added users/services.

To show the performance of FES in the cold-start situation, we created a dataset for our experiment. In the QoS log matrix, 25% of users (services) data were replaced by 0, representing the newly added users (services). Fig. 5(a) shows the performance of FES in the cold-start scenario. In the figure, 4* represents, 25% of users (services) data were replaced by 0 in the QoS invocation log matrix, while the other users (services) have only 4% data available. As observed from Fig. 5(a), in the cold-start situation, the prediction accuracy of FES is reasonably good.

5) Impact of Hyperparameters: In this section, we discuss the impact of the hyperparameters on the performance of FES.

a) Impact of Threshold $\tau$ in Multi-level Clustering: Fig. 5(b) shows the impact of the threshold $\tau$ introduced in Section V-B.

It may be noted that $\tau$ controls the number of clusters and as well as, the number of users/services in a cluster. As evident from the figure, for $\tau = 0.5$, FES performed the best. The prediction accuracy deteriorated with the increase/decrease in the value of $\tau$ beyond 0.5. When the value of $\tau$ decreased beyond 0.5, the MAE increased (i.e., prediction accuracy decreased). This is because the number of users/services in a cluster decreased with the decrease in the value of $\tau$. This, in turn, introduced the underfitting problem due to the insufficient training data for NRegS1. On the other hand, when the value of $\tau$ increased beyond 0.5, the MAE increased because of more number of users/services in a cluster, and thereby, less correlated data in the training dataset of NRegS1.

b) Impact of Training Data Size of NRegS2: Fig. 6(a) shows the performance of FES with respect to the size of the training dataset of NRegS2. As evident from Fig. 6(a), the value of MAE decreases with the increase in the size of the training dataset of NRegS2. However, the size of the training dataset of NRegS2 does not have any impact on the prediction time.

c) Impact of Number of Epochs of NRegS2: Fig. 6(b) shows the performance of FES with respect to the number of epochs of NRegS2. As observed from Fig. 6(b), the value of MAE decreases with the increase in the number of epochs of NRegS2. However, similar to the previous hyperparameter, the number of epochs of NRegS2 does not have any impact on the prediction time.

d) Impact of Number of Epochs of NRegS1: Fig. 7(a) shows the performance of FES with respect to the number of epochs of NRegS1. As observed from Fig. 7(a), the value of MAE decreases with the increase in the number of epochs of NRegS1. However, unlike the previous hyperparameters, the number of epochs of NRegS1 has an impact on the prediction time since the NRegS1 is trained online, more specifically, at real-time prediction. Therefore, in the configuration of FES, we keep the number of epochs of NRegS1 as less as possible.

6) Impact of Semi-offline Training: As discussed earlier, FES involves two modes of training:
In this paper, we propose a semi-offline QoS prediction framework by leveraging multi-level clustering and multi-phase prediction to ensure higher accuracy, faster responsiveness, and high scalability. The experimental analysis on four large-scale benchmark WS-DREAM datasets shows that our framework outperformed the state-of-the-art methods in terms of prediction accuracy, prediction time, and scalability. Although in this paper, we exploit location information of users/services to enhance the prediction accuracy, the QoS variation overtime is out of the scope of our current research. Furthermore, the other contextual information, such as network parameters, the variation of the QoS parameters based on different execution platforms of the services, are also not considered in this framework. Our future endeavor involves working on time-aware QoS prediction along with exploring other contextual information.
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