Generative Tensor Network Classification Model for Supervised Machine Learning
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Tensor network (TN) has recently triggered extensive interests in developing machine-learning models in quantum many-body Hilbert space. Here we propose a generative TN classification (GTNC) approach for supervised learning. The strategy is to train the generative TN for each class of the samples to construct the classifiers. The classification is implemented by comparing the distance in the many-body Hilbert space. The numerical experiments by GTNC show impressive performance on the MNIST and Fashion-MNIST dataset. The testing accuracy is competitive to the state-of-the-art convolutional neural network while higher than the naive Bayes classifier (a generative classifier) and support vector machine. Moreover, GTNC is more efficient than the existing TN models that are in general discriminative. By investigating the distances in the many-body Hilbert space, we find that (a) the samples are naturally clustering in such a space; and (b) bounding the bond dimensions of the TN’s to finite values corresponds to removing redundant information in the image recognition. These two characters make GTNC an adaptive and universal model of excellent performance.

I. INTRODUCTION

Machine learning incorporating with the principles of quantum mechanics forms a novel interdisciplinary field known as quantum machine learning [1]. Among many sub-directions, machine learning in quantum space is currently under hot debate. The quantum space, also called Hilbert space or quantum-enhanced feature space, is where the quantum states and operators live. The quantum classifiers defined in such a space have been proposed, which are expected to work on quantum hardware such as superconducting processors [2, 3].

In recent years, booming progresses have been made by combining quantum physics and machine learning through tensor network (TN) [4–6]. TN is a powerful tool that originates from quantum many-body physics and quantum information sciences; it can be applied to efficiently deal with the states and operators defined in many-body Hilbert space whose dimension increases exponentially with the number of sites (or physical particles) [7–15]. As a novel extension, TN is considered as a universal model for supervised and unsupervised learning [16–22]. Its applications on, e.g., image recognition, already exhibit competitive performance to the conventional models such as neural networks.

With the underlying connections between TN and quantum circuits [3, 23–32], TN sheds new lights on quantum computation of machine learning tasks [33–35]. For instance, a training algorithm [15] inspired by the multiscale entanglement renormalization ansatz [36] allows using unitary gates or isometries to construct the TN for machine learning. Most recently, Huggins et al. proposed that the quantum circuit corresponding to a TN can be easily designed by one- and two-qubit unitary gates [37]. The appealing perspective of TN in quantum machine learning urges us to understand deeply the underlying characters of the TN machine learning, and to develop novel TN approaches of higher performance. However, some fundamental questions are still untouched. Among others, it is elusive about possible advantages of TN machine learning in quantum many-body space, compared with the models (e.g., neural network) that learn the data in the original multiple-scalar space.

In this work, we propose a generative TN classification (GTNC) model for supervised learning (Fig.1) in many-body Hilbert space (denoted as $\mathcal{H}$). The GTNC is formed by several generative TNs; each generative TN is a quantum state defined in $\mathcal{H}$ and is trained as the generative model for the corresponding class of images [17]. For a given sample, the classification is done by finding the generative TN with the smallest Euclidean distance (fidelity) to this sample in $\mathcal{H}$. In other words, the classification is given by the boundary, from which the Euclidean distances to the generative TN’s are equal.

With the MNIST [38] and fashion-MNIST [39] datasets, the GTNC shows remarkable efficiency and accuracy by comparing with several existing methods including the discriminative TN machine learning method [12], support vector machines (SVM’s) [40], and naive Bayes classifiers [41].

Two key advantageous characters of GTNC are discussed. Firstly by computing the Euclidean distances (i.e., fidelity) among the samples and the generative...
TN’s, we show that the samples mapped to the many-body Hilbert space are naturally clustering. It implies that the classification can be efficiently and accurately done in such a space. The clustering should be an advantage from the space $\mathcal{H}$. Though the idea of mapping to such a space of a much higher dimension is analogous to SVM, better accuracy is achieved with GTNC. Secondly by comparing with a lazy-learning baseline model, we show that bounding the bond dimensions of the TN’s to finite values corresponds to removing redundant information in the image recognition. The relation to the quantum entanglement can be addressed.

II. GENERATIVE TENSOR NETWORK CLASSIFICATION ALGORITHM FOR SUPERVISED LEARNING

The training of GTNC is to obtain the generative TN $\Psi(\psi)$ ($c = 1, \cdots, \text{K}$ with $\text{K}$ the total number of classes in the classification task) for each of the classes. We use the algorithm proposed by Han et al. [17]. To begin with, one builds a one-to-one map called feature map [14][12], which maps the images to a vector space known as many-body Hilbert space (denoted as $\mathcal{H}$) in quantum physics. For example, the feature map that transforms the $i$-th pixel $x_i$ (normalized so that $0 \leq x_i \leq 1$) to a two-component vector can be written as

\[ s_i = \left[ \cos \left( \frac{\pi}{2} x_i \right), \sin \left( \frac{\pi}{2} x_i \right) \right]^T. \]  

(1)

In this way, one image that consists of $L$ pixels is mapped to the direct product of $L$ vectors as $\mathbf{v} = \prod_{i=1}^L s_i$. Physically, $\mathbf{v}$ can be regarded as the product state of $L$ qubits. Each qubit has two components, equivalent to a spin-$1/2$. Note that it is possible to generalize the feature map to be $d$-component with $d > 2$. Then one image is mapped to a vector defined in the $d^L$-dimensional vector space.

TN is utilized as the generative model of each class $\mathcal{H}$ [8][12][13]. In fact, the generative models are quantum states of $\text{L}$ bodies defined in $\mathcal{H}$, which capture the joint probability distributions of the corresponding sets. In quantum many-body physics, TN has been shown as an efficient and power tool to deal with quantum many-body states, where the computational complexity can be reduced from exponentially-hard to polynomial-hard. In Ref. [17], the generative TN is trained with a gradient algorithm that minimizes the cost function of Kullback-Leibler divergence $\mathcal{H}$.

After training the generative TN’s $\{\Psi(c)\}$, a given sample can be classified by comparing the Euclidean distances in $\mathcal{H}$ between this sample and $\{\Psi(c)\}$. We choose the fidelity $f_c$ to measure the distance, which is defined as

\[ f_c = |\mathbf{v}^\dagger \Psi(c)|, \]  

(2)

with $\mathbf{v}$ the sample after the feature map. Note that in quantum information, fidelity is a measurement of distance between two quantum states. The classification is indicated by finding the largest fidelity, i.e., arg max $f_c$. One can find the pseudo code of GTNC in Sec. III A.

III. EXPERIMENTS

A. GTNC: an adaptive generative classification model

On the MNIST dataset, GTNC is compared with other well-established methods (Fig. 2), i.e., classical generative classifiers (naive Bayes classifiers), high-dimensional classifiers (SVM’s) and a baseline model which is a lazy-learning model using feature map without TN (see Eq. 1). For GTNC, different bond dimensions $\chi$ are taken, which controls the number of variational parameters (see Sec. III A for details). We also testify on the fashion-MNIST. The 10-class testing accuracy of GTNC reaches around 88.2%, while for the SVM’s it varies from 48.4% to 89.7% depending on the parameters [39]. For the naive Bayes classifiers, the testing accuracy is no higher than 70.6% for the fashion-MNIST dataset.

The experiments given by Fig. 2 reveal several advantages of GTNC. One is that the accuracy of GTNC significantly surpasses the naive Bayes classifiers. Note that it is usual to use the discriminative models to do classification, such as convolutional neural networks (CNN’s). The state-of-the-art accuracy is 99.77% [45] for MNIST and 92.54% [36] for fashion-MNIST, respectively. It is true that the accuracy of GTNC is competitive but still lower than the best discriminative models. Nevertheless, The previous knowledge is necessary for these discriminative models (such as architecture and other hyper-parameters that can largely affect the results) to reach the best accuracy. For GTNC in contrast, we use the same archi-
In comparison, GTNC is more universal and less parameter-dependent. The kernel function in GTNC is determined by the feature map and can be explicitly written, which satisfies Mercer’s condition. For different datasets, we use the same feature map [see Eq. (1)] to transform the data to the higher-dimensional space. It is possible to optimize the kernel function of GTNC to further improve the performance.

The general strategies of GTNC and SVM are also different. The GTNC is formed by several generative models, each of which learns the joint probability distribution of one class of samples. The classification is determined by taking the generative models as the references. Such a strategy works well due to the clustering of the samples in $\mathcal{H}$, giving higher accuracy than the naive Bayes classifiers. It is also avoided to input the samples of all classes at the same time to train the classifier(s), which leads to higher efficiency compared with the discriminative algorithms. For SVM, it is to find the classification boundary in the higher-dimensional space. This might also be one reason that the results of SVM largely depends on the chosen space and the hyper-parameters.

We shall note that we build a SVM model with the kernel function from the feature map, the testing accuracy is extremely poor (no more than 30.0%). This suggests that the kernel from the feature map works with the algorithms of SVM much worse than the generative TN algorithm [17].

Thirdly, the accuracy of GTNC also surpasses the baseline model I with a moderate bond dimension ($1 \ll \chi \ll d^L$ with $d^L$ the dimension of $\mathcal{H}$). The baseline model I is a lazy-learning version of GTNC; the generative model $\Psi$ of the $c$-th class can be defined as

$$\tilde{\Psi}^{(c)} = \sum_{v \in c} v / \sqrt{N_c},$$

with $N_c$ the number of samples in the $c$-th class. It means $\tilde{\Psi}^{(c)}$ is simply the summation of all vectorized samples in the $c$-th class.

For classifying a given sample $v$, we still use Eq. (2) to define the fidelity as $f_c = |v^\dagger \tilde{\Psi}^{(c)}|$. The classification of $v$ is given by arg max$_c f_c$. Different from GTNC, we do not need to train $\Psi$ to classify. The fidelity can be directly calculated as $f_c = \sum_{u \in c} v^\dagger u / \sqrt{N_c}$, which makes baseline model I a lazy-learning model.

Let us consider to write $\tilde{\Psi}$ in a TN form just like $\Psi$ in GTNC. It is expected that the bond dimension of $\tilde{\Psi}$ should be extremely large. In other words, $\tilde{\Psi}$ in GTNC can be understood as a finite-bond-dimensional approximation of $\Psi$. Surprisingly, the accuracy of GTNC is higher than the baseline model I. It implies that by taking a moderate bond dimension, some redundant information are removed and a better classification can then be made.

The value of $\chi$ actually characterizes the capacity of quantum entanglement that the TN (state) can carry. The entanglement entropy of the TN here is the Rényi entropy of the dataset, which is defined as $H_{\alpha} = \frac{1}{1-\alpha} \ln \sum_{\rho} \rho^\alpha$, where $\rho$ is a density matrix of the TN, and $\alpha$ is a real number greater than 0.
The entanglement entropy satisfies $H_2(\chi) \leq \log(\chi)$. In other words, by reducing $\chi$, the maximum of Rényi entropy becomes smaller. The regularization process in GTNC (known as canonicalization) guarantees that one always discards the less entangled basis. A former work showed that the less-entangled sites (pixels) contain less-important information, which can be discarded without harming too much the accuracy. It means the TN machine learning can be implemented more efficiently with a much smaller number of features. In accordance, our experiments demonstrate that the important information is restored in the highly-entangled basis. This shows that the over-fitting of the TN machine learning can be avoided in a controllable manner according to the quantum entanglement.

B. Natural clustering

To further understand the GTNC, we calculate the distances of the training samples in different spaces (Fig.3). The Euclidean distance between the $c_1$ and $c_2$-th classes in original multi-scalar space is defined as

$$D_{c_1c_2} = \frac{1}{N_{c_1}N_{c_2}} \sum_{x \in c_1} \sum_{y \in c_2} \sqrt{\sum_{i=1}^{L} (x_i - y_i)^2}, \quad (4)$$

where the pixels are normalized as $0 \leq x \leq 1$. In the many-body Hilbert space $H$, the fidelity is used to represent distance of two classes, which is defined as

$$F_{c_1c_2} = \frac{\sum_{u \in c_1} \sum_{v \in c_2} u^i v}{\sqrt{N_{c_1}N_{c_2}}}. \quad (5)$$

$F_{c_1c_2}$ characterizes the closeness of two classes of images. In the original space, the distances are at the same order of magnitude for the samples of the same class or of two different classes (Fig.3 (a)). It means the distribution of the samples in this space is more or less random. In many-body Hilbert space $H$, the fidelity in $H$ between different classes is over $10^3$ times lower than those with the same label (the diagonal terms $F_{c,c} \approx 1$) (Fig.3 (b)).

In other words, the distance between the samples of different classes is a much larger than that between the samples of a same class. This means the samples of the same class are clustering in $H$, which makes it much easier to classify.

The clustering is also consistent with the fair accuracy of the baseline model I. Let us rewrite $F_{c_1c_2}$ in terms of the generative TN's of the baseline model I (Eq. 3). We have $F_{c_1c_2} = \left| \tilde{\Psi}_{c_1} - \tilde{\Psi}_{c_2} \right|^2$.

We also compare GTNC with the existing discriminative TN model (dubbed as the baseline model II) [11]. The pseudo-code can be found in the Sec.V B. Our experiments show that the efficiency of GTNC is significantly higher than the baseline model II.

The efficiency differs due to the strategy. For GTNC, one will only input one class of images to train each of the generative TN, and the tensors converge with a small number of iterations. For the baseline model II, one will input the samples of all classes to train the classifier, and it needs much more iterations to converge. The complexity analysis shows that even in one iteration, the computational complexity of GTNC is much lower than baseline model II because the samples only need to be input into the corresponding tensor network in GTNC.

IV. DISCUSSION AND PERSPECTIVE

In this work, we propose the generative TN classification (GTNC) method, and based on it we investigate several fundamental issues of the TN machine learning, i.e., the roles played by the feature map and by the bond dimensions of the TN representation. The main contributions of this work are concluded in the following.

- GTNC is proposed as a generative model for supervised machine learning. The central idea is to individually train the generative TN’s in many-body Hilbert space for samples with different labels, and to classify by comparing the distances. The perfor-
mance of GTNC surpasses the existing (discriminative) TN-machine learning methods, the Naive Bayes method which are also generative classifier, and the supportive vector machine.

- The role of feature map is revealed. We show that the feature map of the TN machine learning methods is to map the samples to an exponentially large vector space (called many-body Hilbert space in physics). In such a space, the samples are naturally clustering, where the classification can be easily and accurately done with the help of the generative TN’s.

- The relation between entanglement and machine learning is discussed, which is useful to avoid overfitting in a controllable way. The experiments by comparing GTNC with baseline model I imply that the important information is restored in the highly-entangled basis of the generative TN’s. By keeping a proper number of the relatively highly-entangled basis, the accuracy surpasses the baseline model I, where all bases are taken into consideration.

Our work contributes to answering an important question: whether there exist any advantages to solve machine learning problems in the exponentially-large many-body Hilbert space by TN than in the multiple-scalar space by the classical machine learning models. While the previous simulations of the TN machine learning algorithms have given considerable promising results, our experiments show a positive answer in a more explicit way. Such investigations will strongly motivate to develop the quantum computation of machine learning in the many-body Hilbert space, such as the machine learning schemes by quantum circuits \[ \text{Refs. [14, 17]} \]. The benefits or “quantum supremacy” will be not just limited to quantum acceleration, but also to develop more universal, powerful, and well-controlled machine learning models.

V. METHODS

A. Tensor network machine

The functions (vectors or operators) defined in this exponentially large space \([\mathbb{V}^d]^o^L\) might have larger potential for generating and learning compared with the multi-scalar functions (such as neural network). One problem is how to handle such an exponentially large space, which is usually NP-hard by classical computers.

The quantum many-body physics provides us a solution called tensor network (TN), which reduces the cost from exponential to polynomial or linear manner \[ \text{Ref. [7, 8, 12, 43]} \]. TN is an efficient representation of one (large) tensor by writing it as the contraction of several tensors. Matrix product state \[ \text{(MPS)} \] is one form of the TN’s (Fig. 4), which has been utilized in the machine learning field \[ \text{Ref. [14, 17]} \]. An MPS formed by \( L \) tensors can be written as

\[
\Psi_{s_1 s_2 \cdots s_L} = \sum_{\alpha_1 \cdots \alpha_{L-1}} T^{[1]}_{\alpha_1} T^{[2]}_{s_2} \cdots T^{[L-1]}_{s_{L-1} \alpha_L} T^{[L]}_{s_L \alpha_L-1}.
\]  

(6)

\( T^{[i]} \) is a \((d \times \chi \times \chi)\)-dimensional tensor located on the \( i \)-th site, the indexes \( \{\alpha_i\} \) and \( \{s_n\} \) \((l = 1, \cdots, L - 1)\) are dubbed as virtual and physical bonds, respectively. \( \chi \) is called the bond dimension of the MPS, which determines the number of parameters and the upper bound of the entanglement that the MPS can capture (see for example Ref. \[ \text{[52]} \]). For simplicity, we assume all elements of the tensors are real numbers. It is easy to see that by contracting all the virtual bonds, \( \Psi \) is a vector in the \([\mathbb{V}^d]^o^L\) space, whose dimension increases exponentially with \( L \). Thanks to the TN structure of \( \Psi \), the number of parameters is about \( Ld\chi^2 \) in the MPS, which scales only linearly with \( L \).

The gradient descent algorithm is used to optimize the MPS. For example, the \( l \)-th tensor of the MPS is updated as

\[
T^{[l]} \leftarrow T^{[l]} - \eta \frac{\partial \Gamma}{\partial T^{[l]}},
\]  

(7)

where \( \eta \) is the step of the gradient decent algorithm and \( \Gamma \) is the cost function. All tensors are updated iteratively until the preset convergence is reached. One could refer to Refs. \[ \text{[14, 17]} \] for more details.

B. Pseudo code of GTNC and baseline model II

In the GTNC, the algorithm for training the generative MPS’s follows Ref. \[ \text{[17]} \]. The baseline model algorithm follows Ref. \[ \text{[14]} \]. And the pseudo codes are shown in Al[I] and Al[2].

Algorithm 1 - GTNC

\begin{itemize}
  \item \textbf{Require:} \(\alpha\): Step size;
  \item \textbf{Require:} \(\beta\): decay rate for Step size;
  \item \textbf{Require:} \(t \leftarrow 0\) (Initialize time step)
  \item \(\Gamma (T^{[1]}, T^{[2]}, \cdots, T^{[L]})\): Stochastic objective function with parameters \(\{T^{[l]}\}\) \[a\]
  \item \textbf{Require:} \(\{T^{[0]}\}_0\): Initial parameter vector
  \item \(\{p_t\}_0 \leftarrow 0\) (Initialize moment vector)
\end{itemize}

1: \textbf{while} \(\{T^{[l]}\}_t\) not converged \textbf{do}

\[ \text{...} \]

\[ \text{...} \]
2: \[ t \leftarrow t + 1 \]
3: \[ \text{for } l = 1 : L \text{ do} \]
4: \[ g_{t,l} \leftarrow \frac{dT}{dt} \big|_{T_i[T_i]} \]
5: \[ p_{t,l} \leftarrow \frac{g_{t,l}}{\sqrt{\sum_{l=1}^{L} g_{t,l}^2}} \]
6: \[ T_{i[t]} \leftarrow T_{i[t-1]} - \alpha \cdot \frac{g_{t,l}}{\sqrt{\sum_{l=1}^{L} g_{t,l}^2}} \]
7: \[ \text{if } l < L \text{ then} \]
8: \[ Q, R \leftarrow qr \left( T_{i[t]} \right) (Q \text{ is an unitary matrix, and they satisfy } QR = T_{i[t]} \right) \]
9: \[ T_{i[t]} \leftarrow Q, T_{i[t+1]} \leftarrow RT_{i[t]} \]
10: \[ \text{end if} \]
11: \[ \text{end for} \]
12: \[ \text{if } \Gamma \left( \left\{ T_{i[t]} \right\} \right) > \Gamma \left( \left\{ T_{i[t-1]} \right\} \right) \text{ then} \]
13: \[ \alpha \leftarrow \alpha / \beta \]
14: \[ \text{end if} \]
15: \[ \text{end while} \]
16: \[ \text{return} \left\{ T_{i[t]} \right\} \]

Algorithm 2 - baseline model II

Require: \( \alpha \): Step size;
Require: \( \beta \): decay rate for Step size;
Require: \( t \leftarrow 0 \) (Initialize time step)
\[ \Gamma \left( T_{[1]}, T_{[2]}, \ldots, T_{[L]} \right) : \text{ Stochastic objective function with parameters } \{ T_{[i]} \} \quad \text{[b]} \]
Require: \( \{ T_{0[i]} \} \): Initial parameter vector
\( \{ p_{t,0} \} \leftarrow 0 \) (Initial moment vector)
1: \[ \text{while } \{ T_{0[i]} \} \text{ not converged do} \]
2: \[ t \leftarrow t + 1 \]
3: \[ \text{for } l = 1 : L - 1 \text{ do} \]
4: \[ g_{t,l} \leftarrow \frac{dT}{dt} \big|_{T_i[T_i]} \big|_{T_i[T_i]} \]
5: \[ p_{t,l} \leftarrow \frac{g_{t,l}}{\sqrt{\sum_{l=1}^{L} g_{t,l}^2}} \]
6: \[ T_{i[t+1]} \leftarrow T_{i[t-1]} - \alpha \cdot \frac{g_{t,l}}{\sqrt{\sum_{l=1}^{L} g_{t,l}^2}} \]
7: \[ U, L, V \leftarrow \text{svd} \left( T_{i[t+1]} \right) \left( U \text{ and } V \text{ are unitary matrices. } L \text{ is diagonal matrix. And they satisfy } U L V^\dagger = T_{i[t+1]} \right) \]
8: \[ T_{i[t+1]} \leftarrow U T_{i[t]} V^\dagger \] \[ \text{[The process of moving label is shown in Fig. 5]} \]
9: \[ \text{end for} \]
10: \[ \text{end if } \Gamma \left( \left\{ T_{i[n]} \right\} \right) > \Gamma \left( \left\{ T_{i[n-1]} \right\} \right) \text{ then} \]
11: \[ \alpha \leftarrow \alpha / \beta \]
12: \[ \text{end if} \]
13: \[ \text{end while} \]
14: \[ \text{return} \left\{ T_{i[t]} \right\} \]

Note: \( \text{[a]} \) The cost function is chosen as follow
\[ \Gamma = -\frac{1}{T} \sum_{j} \ln \frac{P_j}{Z} - \ln \left( J \right). \quad (8) \]

Note: \( \text{[b]} \) The cost function is chosen as follow
\[ \Gamma = \sum_{j} \left| \tilde{L}_j - L_j \right|^2. \quad (9) \]
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