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ABSTRACT

We describe a method to measure the $M_{\text{BH}}-\sigma_z$ relation in the non-local universe using dust-obscured QSOs. We present results from a pilot sample of nine Two Micron All Sky Survey red QSOs with redshifts $0.14 < z < 0.37$. We find that there is an offset (0.8 dex, on average) between the position of our objects and the local relation for active galactic nuclei (AGNs), in the sense that the majority of red QSO hosts have lower velocity dispersions and/or more massive black holes (BHs) than local galaxies. These results are in agreement with recent studies of AGNs at similar and higher redshifts. This could indicate an unusually rapid growth in the host galaxies since $z \sim 0.2$, if these objects were to land in the local relation at present time. However, the $z > 0.1$ AGNs (including our sample and those of previous studies) have significantly higher $M_{\text{BH}}$ than those of local AGNs, so a direct comparison is not straightforward. Further, using several samples of local and higher-$z$ AGNs, we find a striking trend of an increasing offset with respect to the local $M_{\text{BH}}-\sigma_z$ relation as a function of AGN luminosity, with virtually all objects with $\log(L_{5100}/\text{erg s}^{-1}) > 43.6$ falling above the relation. Given the relatively small number of AGNs at $z > 0.1$ for which there are direct measurements of stellar velocity dispersions, it is impossible at present to determine whether there truly is evolution in $M_{\text{BH}}-\sigma_z$ with redshift. Larger, carefully selected samples of AGNs are necessary to disentangle the dependence of $M_{\text{BH}}-\sigma_z$ on mass, luminosity, accretion rates, and redshift.
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1. INTRODUCTION

During the last decade, the astronomy community has come to realize that black hole (BH) activity plays an important role in galaxy formation, e.g., by regulating star formation through winds and outflows (Scannapieco et al. 2005; Cattaneo et al. 2005). To understand how galaxies form, we therefore need to understand how supermassive BHs and galaxies co-evolve.

The most important observational tools for studying the co-evolution of BHs and galaxies are the empirical scaling relations between BH mass and global galaxy properties, such as the $M_{\text{BH}}-\sigma_z$ relation (Ferrarese & Merritt 2000; Gebhardt et al. 2000a), a particularly tight relation between BH mass, $M_{\text{BH}}$, and the central, stellar velocity dispersion, $\sigma_z$. The $M_{\text{BH}}-\sigma_z$ relation suggests a causal connection between the BH and the bulge (although, see, e.g., Jahnke & Macciò 2011 for a counter argument), and is believed to hold clues to understanding the galaxy formation process. By studying how the BH mass relates to the mass of the bulge (as measured by $\sigma_z$), the galaxy evolution process can be examined across different redshift ranges and for different galaxy types.

Active galactic nuclei (AGNs) have become instrumental in this work because they contain actively accreting BHs. Not only are they direct probes of the BH–galaxy co-evolution, but galaxies with AGNs are the only galaxies in which we can measure BH masses in the non-local universe. The method is referred to as the virial method, where the width of broad AGN emission lines such as Hα or Hβ is used to measure $M_{\text{BH}}$ (e.g., Vestergaard & Peterson 2006). Whereas measuring virial BH masses in AGNs through broad emission lines is relatively straightforward, measuring the host galaxy velocity dispersion is hampered by the presence of the very bright nuclei which can completely overpower the light from the underlying galaxy.

Attempts have been made to use the width of $\text{[O \text{III}]}$ lines as a proxy for the bulge potential (Nelson 2000; Shields et al. 2003; Salvianer et al. 2007), but these studies suffer from a large scatter due to non-gravitational influences on the $\text{[O \text{III}]}$ line width (such as outflows, radio luminosity, accretion rates, etc; see, e.g., Netzer & Trakhtenbrot 2007). Studies of low-luminosity AGNs at $z < 0.1$ have shown that they follow the $M_{\text{BH}}-\sigma_z$ relation of local, more massive spheroids (e.g., Gebhardt et al. 2000b; Nelson et al. 2004; Greene & Ho 2006b; Woo et al. 2010; Bennert et al. 2011a), and there is evidence that higher redshift AGNs show evolution with regard to the local $M_{\text{BH}}-\sigma_z$ relation.

Woo et al. (2006, 2008) and Treu et al. (2007) studied two samples of Seyfert 1 galaxies at $z = 0.36$ and $z = 0.57$ and found an offset from the local relation suggesting that, for a fixed BH mass, higher redshift spheroids have smaller velocity dispersions than local ones. This indicates that, in these objects, the galactic bulge is still forming around the BH. Hiner et al. (2012) find a similar offset with respect to the local relation in a sample of six post-starburst AGNs at $z \sim 0.3$. These results have serious implications and may provide important observational constraints for galactic evolution models which attempt to explain the co-evolution of BHs and bulges. The studies by Woo et al., Treu et al., and Hiner et al. suggest a very recent growth, within the last 5–6 billion years, of intermediate-mass bulges for a given BH mass, in contrast to predictions made by detailed hydrodynamic simulations (e.g., Robertson et al. 2006b). On the other hand, Shen et al. (2008) study a large sample of AGNs observed with the Sloan Digital Sky Survey (SDSS) at $z < 0.452$ and find no evidence of evolution in the relation.

The study of the $M_{\text{BH}}-\sigma_z$ relation has been severely limited in QSOs due to the observational challenges such a project poses. However, studying $M_{\text{BH}}-\sigma_z$ in QSOs would be desirable since these are potentially the objects where the most rapid growth (in both BH and bulge) occurs. Studies of $M_{\text{BH}}-\sigma_z$ at $z > 0$ need to include QSOs in order to probe the higher end of the
relation and, potentially, episodes when either the bulge or the BH is catching up in its growth.

Measuring velocity dispersions from absorption lines in QSO host galaxies is observationally challenging. The relatively few studies of host galaxy stellar absorption line spectroscopy in the literature (e.g., Canalizo & Stockton 2001; Nolan et al. 2001; Jahnke et al. 2007; Wold et al. 2010) are not able to recover host spectra in the central regions of the galaxy. Using these spectra to measure velocity dispersions could lead to ambiguous results since it is difficult to determine whether the dispersions are being measured in the bulge of the galaxy or in the outskirts or some extended tidal feature where $\sigma_*$ may not be representative of the mass of the bulge or that of the BH. Indeed, few attempts have been made to measure $\sigma_*$ in the host galaxies of luminous QSOs (e.g., Wolf & Sheinis 2008; Rothberg et al. 2012), but these studies have been in relation to the host structural properties rather than $M_{\text{BH}}-\sigma_*$. Therefore, it would be ideal to find a class of objects with a natural “coronagraph” that would occult the QSO nucleus when measuring $\sigma_*$, but one that we could remove in order to measure $M_{\text{BH}}$ from the width of the broad lines.

As described below, we have found that dust-reddened QSOs fit the bill.

Red QSOs have some of the same characteristics as their blue counterparts, such as (at least some of the) strong broad emission lines and high bolometric luminosities, but with much redder continua. At present, there is not a clear definition for red QSOs, so that the different objects that are cataloged as red QSOs do not form a homogeneous class. The majority of red QSOs discovered to date, however, appear to be reddened by dust, and thus they are considered the dust-obscured equivalent of the blue QSO population (e.g., Cutri et al. 2002; Marble et al. 2003; Hall et al. 2002; Glikman et al. 2004; White et al. 2003). Even then, there are cases where the dust is intervening rather than intrinsic to the QSO (e.g., Gregg et al. 2002). Here we focus on those objects where the dust is presumably near the nucleus.

The heavy extinction of the QSO nuclei at optical wavelengths makes dust-reddened QSOs excellent candidates to study velocity dispersions and stellar populations in their host galaxies. The host galaxy spectrum suffers from much lower (if any) extinction than the nucleus, and stellar absorption features such as those around the Mg $\text{ib}$ and G-band regions are clearly visible in the blue region, being almost free of contamination from QSO light. At longer wavelengths, however, the contribution from the reddened QSO continuum increases and broad $H\alpha$ is clearly visible. Thus, $\sigma_*$ can be measured from features in the underlying host galaxy and $M_{\text{BH}}$ can be estimated from the width of $H\alpha$ using the same spectrum.

In this paper, we present a pilot study to test the feasibility of using these objects to measure $M_{\text{BH}}-\sigma_*$. In Section 2, we describe the sample, imaging and spectroscopic observations, as well as the data reduction. In Section 3, we describe our method to fit stellar velocity dispersions and to measure $M_{\text{BH}}$. In Section 4, we present our results and consider potential biases in our sample, while in Section 5 we discuss our results in the context of other studies of $M_{\text{BH}}-\sigma_*$ that use AGNs. Throughout the paper, we have assumed a cosmological model with $H_0 = 71 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_m = 0.27$, and $\Omega_{\Lambda} = 0.73$ (Spergel et al. 2003), except where noted. We use the Vega magnitude system unless otherwise specified.

## 2. OBSERVATIONS AND DATA REDUCTION

### 2.1. The Sample

Our sample is drawn from the sample of 29 red Two Micron All Sky Survey (2MASS) QSOs studied by Marble et al. (2003), which in turn is drawn from the sample compiled by Cutri et al. (2002). We focused on the subsample from Marble et al. (2003) because these objects have Hubble Space Telescope (HST) imaging observations that are useful to measure the nuclear luminosities and to study the properties of the host galaxies. The objects in this sample have $M_K > -25$, $J - K_s > 2.0$ and detections in each of the three 2MASS bands, $JHK_s$. They have a median redshift of $z = 0.213$ and have been spectroscopically confirmed to contain an AGN (Smith et al. 2002).

A fraction of these objects have spectropolarimetry published by Smith et al. (2003). We avoided the objects that show a blue continuum, with broad emission features dominating the optical spectrum. Our final sample consists of nine of the remaining targets chosen at random within the observational constraints.

In Table 1 we list the final sample. The redshifts listed were confirmed to contain an AGN (Smith et al. 2003), and the latter assume $H_0 = 75 \text{ km s}^{-1} \text{ Mpc}^{-1}$ and $q_0 = 0.5$.

### 2.2. Spectroscopy

We obtained deep, medium-resolution spectroscopic observations with the Echelle Spectrograph and Imager (ESI; Sheinis et al. 2002) on the Keck II telescope during three separate nights in 2003 October, 2004 July, and 2004 September. We observed in the echelle mode, which provides a wavelength coverage from 3900 to 11000 Å in 10 orders (6 through 15). We used a 1” slit, which projected to ~7 pixels (ranging from ~8 pixels at the short-wavelength end to ~6 pixels at the long-wavelength end) on the MIT-Lincoln Labs 2048 $\times$ 4096 CCD detector. The spectral resolution is 11.4 km s$^{-1}$ pixel$^{-1}$. We placed the slit through the center of the host galaxies to ensure that the

### Table 1: The Red QSO Sample

| ID  | Object (2MASS) J | $z_{\text{host}}$ | $M_K$ | $J - K_s$ | ESI Exposure Time (s) | Extraction Aperture (arcsec) (kpc) |
|-----|-----------------|-----------------|-------|-----------|-----------------------|-----------------------------------|
| 1   | 005055.7+293328  | 0.1356          | -25.6 | 2.1       | 1800                  | 0.21 0.50                         |
| 2   | 015721.0+171248  | 0.2139          | -27.0 | 2.7       | 7200                  | 0.21 0.75                         |
| 3   | 022150.6+132741  | 0.1398          | -25.7 | 2.4       | 5400                  | 2.86 6.96                         |
| 4   | 034857.6+125547  | 0.2112          | -26.7 | 3.3       | 3600                  | 0.79 2.70                         |
| 5   | 163736.5+254302  | 0.2772          | -26.5 | 2.3       | 5400                  | 0.21 0.88                         |
| 6   | 165939.7+183436  | 0.1709          | -26.5 | 2.2       | 5400                  | 0.29 0.84                         |
| 7   | 225902.5+124646  | 0.1989          | -25.6 | 1.9       | 5400                  | 0.42 1.36                         |
| 8   | 230442.4+270616  | 0.2370          | -25.4 | 2.1       | 7200                  | 0.97 3.61                         |
| 9   | 232745.6+162434  | 0.3664          | -27.0 | 2.4       | 5400                  | 1.29 6.51                         |
velocity dispersions that we measure correspond to those of the host galaxy bulges.

All targets were observed under clear weather conditions and subarcsecond seeing (~0.6′′ in V), except for 230442.4+270616 and 022150.6+132741, which were observed through clouds, and 232745.6+132741, which was observed in high wind conditions. Exposure times for each target ranged from 1800 to 7200 s; specific times are listed in Table 1.

We also observed a suite of template stars with stellar types ranging from F0 to M6 (listed on Table 2) and several spectrophotometric standards.

The spectra were reduced using a combination of IDL and IRAF scripts written to meet the specific needs of our program. After bias subtraction and flat fielding, each order was rectified independently in both spatial and wavelength directions using a modified version of the WMKONSPEC package. A star was observed at multiple positions across the slit in order to trace and rectify the spatial direction of the spectra. A wavelength solution, obtained from observations of a Cu–Ar lamp, was used to rectify the wavelength direction. Sky lines were removed by fitting the background in the two-dimensional spectra. The spectra were calibrated using spectrophotometric standards from Massey et al. (1988) observed with the slit at the parallactic angle. Each target had two or three individual exposures; we averaged the spatially corrected spectra using the IRAF task scombine.

We extracted spectra from the central few kpc of each spectrum, adjusting the size of the aperture to match approximately the effective radius, r_{eff}, of each target (see Section 3.2), as listed in Table 1. This corresponded to a slightly different aperture size for each echellette order, since the spatial scale varies for different orders. We then combined the spectra from all orders into a single spectrum for each target. We corrected the spectra for Galactic extinction, using the values given by Schlegel et al. (1998). Finally, we transformed the spectra to rest frame using redshifts measured from stellar absorption lines. The final spectra for the nine targets are shown in Figure 1.

2.3. Imaging

The imaging data were obtained from the HST data archive (SNAP-9057; PI: D. Hines) and were originally published by Marble et al. (2003). The targets were observed with the PC chip of the WFPC2 in the F814W filter. Each target had two 400 s exposures. We combined the images with multidrizzle, using standard procedures.

3. ANALYSIS

3.1. Velocity Dispersion

The velocity dispersion in the host galaxies was measured by fitting broadened stellar templates to the galaxy spectra. A direct fitting algorithm based on that described by Barth et al. (2002) was used. The algorithm has been extensively tested and utilized for AGN host galaxies by, e.g., Greene & Ho (2006a) and Wold et al. (2007). The model spectrum \( M(x) \) which is fitted to the host galaxy is formed by convolving a stellar template \( T(x) \) with a line-of-sight velocity broadening function, assumed to be a Gaussian with dispersion \( \sigma_v \), adding a power-law continuum \( C(x) \) and multiplying by a polynomial \( P(x) \):

\[
M(x) = \left( [T(x) \otimes G(x)] + C(x) \right) \times P(x),
\]

where \( T(x) \otimes G(x) \) is the stellar template convolved with the Gaussian, \( G(x) \). The \( x \) coordinate is defined as \( x = \ln \lambda \) so that velocity shifts are linear in \( \ln \lambda \). The continuum is \( C(x) = C_0 + C_1 x \) (note that this is a power law as a function of wavelength), and \( P(x) \) was chosen to be a third-degree polynomial

\[
P(x) = C_2 P_0(x) + C_3 P_1(x) + C_4 P_2(x) + C_5 P_3(x),
\]

where \( p_i(x) \) are Legendre polynomials. In order to find the best-fitting model, we varied the velocity dispersion and the six coefficients \( C_i \) to \( C_5 \) using a downhill simplex method (Press & Spergel 1988) until a global minimum of the \( \chi^2 \) function was found.

Our object spectra are combinations of QSO and galaxy features, and the featureless continuum \( C(x) \) describes the underlying AGN continuum. The polynomial \( P(x) \) accounts for reddening between the template and the object, so the factor \( C(x) \times P(x) \) which is added to the convolved stellar template describes the underlying reddened QSO spectrum. By comparing \( C(x) \times P(x) \) with an unobscured QSO spectrum, we were able to obtain an estimate of the amount of reddening for each QSO. This is described in Section 3.3.2.

Stellar templates \( T(x) \) were formed from individual and various combinations of the 15 different stellar spectra observed with the same setup as the red QSOs (see Table 2). Average F, G, K, and M spectra were made by normalizing to the flux in the 7000–7100 Å region and taking the average of all spectra within each of the four classes. Since the main source of uncertainty in measuring velocity dispersions typically comes from template mismatches (Barth et al. 2002; Greene & Ho 2006a), we ran a series of tests to determine the best template to fit for each region and thus minimize systematic uncertainties, as described in detail below.

Based on previous experience and descriptions of similar analyses in the literature (Barth et al. 2002; Greene & Ho 2006a; Wold et al. 2007), we chose to estimate velocity dispersions from fits to two different spectral regions: (1) a blue region at 3900–4600 Å including Ca K but excluding the Ca H line (the region 3950–3985 Å around Ca H was excluded because in some cases AGN contamination from He in emission complicated the fit), and (2) a red region at 5100–5550 Å with the Mg b absorption line complex \( \lambda \lambda 5167, 5173, 5184 \) masked out (5155–5220 Å). It is well known that the correlation between [Mg/Fe] and velocity dispersion for

---

Table 2

| Star      | Luminosity Class |
|-----------|------------------|
| HD 218140 | F0               |
| SAO 90936 | F5               |
| HD 11851  | F8               |
| BD+26556  | G0               |
| HD 10995  | G2IV             |
| SAO 91026 | G5 V             |
| SAO 090989| K0               |
| SAO 91028 | K2               |
| HD 11326  | K2III            |
| HD 218113 | K5III            |
| SAO 90990 | M0               |
| C20130    | M6               |
| HD 11729  | K5 V             |
| SAO 92712 | K0               |
| SAO 92718 | G0               |

---

4 http://www2.keck.hawaii.edu/inst/nirspec-old/wmkonspec/index.html
Figure 1. Keck ESI rest-frame spectra of our sample of nine 2MASS QSOs.
elliptical galaxies (Jørgensen et al. 1999; Kuntschner et al. 2001) can cause problems with simultaneous fitting of the Mg\textsc{ii} absorption and the region redward of it (Barth et al. 2002; Wold et al. 2007). The red region may also be affected by the AGN Fe\textsc{ii} pseudocontinuum at 5050–5520 Å, affecting the fits to this region. This is seen in a couple of our objects, as well as emission from [N\textsc{i}] λλ 5198, 5200. We therefore chose to mask out the region 5155–5220 Å from our fits. Apart from this, the chosen red and blue regions are the two most reliable regions in the optical with strong enough stellar features to be used for velocity dispersion measurements.

The region redward of the Mg\textsc{ii} contains several iron absorption line features that are well fitted with our composite template. We also obtain good fits to the blue region, in particular to the Ca K line at 3933 Å, H\textsc{δ}-absorption at 4100 Å, and the G band at 4300 Å. Generally, we do not see much AGN contamination in this region, except in one case (165939+183436), which consequently has larger uncertainties in the velocity dispersion. Some narrow AGN emission lines, such as Hγ, Hδ, and [O\textsc{iii}] λλ 4363, had to be masked from some of the fits, as well as corrupt spectral regions in a couple of cases. In cases where we could not achieve a good fit to the 4000 Å break, but there were enough features longward of the break to constrain the fit, we restricted our fit to a region from 4000 to 4600 Å.

The galaxy spectra were shifted to the rest frame of the stellar templates, and the fitting algorithm initiated with a reasonable set of parameters (we fit seven free parameters including the velocity dispersion). The parameters were varied freely using the downhill simplex routine until a best fit was found. To improve on the best fit and to ensure that a global minimum was found, the fitting routine was started again, with initial model parameters equal to the first solution but perturbed by 10–20% in random directions for each parameter. The confidence interval on σv was thereafter found by varying the velocity dispersion in steps of 10 km s\textsuperscript{−1} while letting the other six parameters float freely.

In order to minimize systematic uncertainties due to template mismatches, we used single stars as well as different combinations as stellar templates. For the red region, we find that, in general, we obtain the lowest reduced χ\textsuperscript{2} when using late stellar types as templates. Five of the objects were best fit in this region with a K 5 template. This is not surprising since this region is generally dominated by features from later stellar types. This also consistent with the results found by K. D. Hiner & G. Canalizo (in preparation), who measure stellar velocity dispersions in local galaxies by using templates constructed from a large suite of stellar types, accurately mimicking stellar populations of different ages (see also Hiner et al. 2012). They find a one-to-one correlation in the velocity dispersions that they measure by using a single K star template versus more complex stellar templates in the Mg\textsc{ii} region (equivalent to our “red region”). Only three of the objects in our sample (005055.7+293328, 034857.6+125547, 225902.5+124646) are best fit by including a contribution from earlier stellar types. Although these fits produced the smallest reduced χ\textsuperscript{2}, the resulting σv is within a few tens of km s\textsuperscript{−1} of that measured with a K star template. In fact, the standard deviation in the values of σv measured from different templates is typically smaller than ∼20 km s\textsuperscript{−1}. Since we do not do a detailed analysis of the stellar populations in this work, we do not favor any particular composite template among those that yield the lowest reduced χ\textsuperscript{2} values. Therefore, for consistency, we chose to use the same composite template for these three objects as the one we used for the blue region, as described below. The remaining object, 015721.0+171248, shows significant QSO contamination in the red region and we were not able to obtain a reliable fit in this region.

The spectra of our objects in the blue region show features from both early- and late-type stars. Therefore, fits using single stellar types as templates consistently resulted in significantly larger reduced χ\textsuperscript{2} values than those obtained from fits using composite stellar templates. This is also consistent with the results by Hiner et al., who find that using single stellar types as templates for this spectral region result in systematic uncertainties of several tens of km s\textsuperscript{−1}. Thus, we tested a few templates consisting of combinations of stellar types with ratios by flux that would mimic intermediate-age populations (i.e., including features from older and younger populations) and chose the one that yield the lowest values of reduced χ\textsuperscript{2}. Although, in principle, we could do a χ\textsuperscript{2} minimization to determine the best combination of stellar types for each template, we chose use the same template for every host galaxy in order to reduce the number of free parameters (and degeneracies) in the fits. The flux contribution at 7000 Å of each stellar type for this composite template is 40% K, 40% G, 15% F, and 5% M stars (Figure 2).
The galaxy spectra in the red and the blue regions with the best-fit models overplotted are shown in Figure 3, and the velocity dispersions obtained from these fits are listed in Table 3. The reduced chi-squared, $\chi^2_{\text{red}}$, for each fit is also listed.

The confidence intervals on $\sigma_*$ give the uncertainty related to the fitting procedure, with smaller confidence intervals for higher signal-to-noise spectra and for spectra with minimal AGN contribution in the fitting regions. Typically, we obtain 68% confidence intervals with a width of 10–20 km s$^{-1}$. In reality, the uncertainty in the velocity dispersion is larger than this because not all features in the stellar templates used match the host galaxy features equally well. In order to estimate the uncertainties related to template mismatches, we fitted a range of stellar templates to the host galaxies and obtained a standard deviation of the measured values of $\sigma_*$. We list the standard
deviations for each range of fits for each region in Table 3. As mentioned above, the systematic uncertainties due to template mismatches are generally much smaller in the red region than in the blue region, in agreement with the results of K. D. Hiner & G. Canalizo (in preparation).

The velocity dispersions measured from the blue and red regions agree within the uncertainties. In order to get representative velocity dispersions for each object, we average the two values weighted by their uncertainties and the goodness of fit (as given by $\chi^2_{\text{red}}$). The weighted averages with their uncertainties (including systematic uncertainties added in quadrature) are listed in the last column of Table 3.

3.2. Galaxy Morphologies

We analyzed the HST imaging data with the two-dimensional modeling program GALFIT (Peng et al. 2002) to achieve three primary goals: (1) to obtain photometry of the nucleus to be used in the measurement of $M_{\text{BH}}$, (2) to determine the size and characteristics of the bulge component, if present, and (3) to search for signs of interaction in order to properly interpret our results.

It is imperative that the appropriate point spread function (PSF) is used when modeling galaxy morphologies. Empirical PSFs are ideal for this purpose, as they reflect the same instrumental conditions that were used for the observations. We searched the HST archive for high signal-to-noise stars (typical peak counts were $\sim 2100$) that were observed with the same instrument and filter and that fell near the same CCD position as the QSOs. The input PSF image must be large enough to encompass the wings of the function, so we chose a large region and interpolated across extraneous sources within the region. Since the PSF is undersampled in the PC image, we broadened it with a Gaussian of $\sigma = 0.8$ pixels. This increased the FWHM of the PSF to be greater than 2 pixels, while preserving the encompassed flux.

The science images need to be large enough to accurately estimate the background sky level. This is especially important, because the edges of galaxy profiles are sensitive to the background sky level, and can affect, for example, the Sérsic index, $n$, of the profile fit to the galaxy. We cut each image to 15"75 by 15"75 (350 pixels $\times$ 0.045 arcsec pixel$^{-1}$) centered on the science target, which is several times the size of the targets.
from the fit. We generally used free index S´ersic profiles to
model the bulges, but in many cases, GALFIT did not converge
on a reasonable S´ersic index. To fit these hosts, we ran several
iterations of GALFIT holding the index constant at values
around 1, 2, 3, and 4. In each case, the $n = 4$ fit the image the best.
We adopted the best-fit models based on the $\chi^2$ values and residuals
of the model-subtracted image.

We report magnitudes for the best fits of each of the targets. Visual
inspection of the residual images indicates that the point source and PSF
were slightly mismatched. In order to estimate the uncertainty in the magnitudes,
we also performed a direct PSF subtraction and determined the upper and lower
limits for which the PSF was clearly over- and undersubtracted, respectively.
The magnitudes measured by direct subtraction were, in each case, within 0.1 mag
to 1.1 mag in the most extreme case (165939.7+183436). The differences likely arise from the fact that we simultaneously fit
a PSF with the different components of the host galaxy (e.g., bulge and disk), so the nuclear fluxes that we measure are less likely to be contaminated by light from the host galaxy. Another reason for the differences in magnitudes may be the choice of
PSFs: while we selected empirical PSFs from the HST archive, Marble et al. (2003)
used one of the QSOs in their sample as the PSF to subtract from all the other QSOs. They chose
222202.2+195231 since it did not show significant extended emission after subtracting an artificial PSF created with the software package Tiny Tim (Krist & Hook 2001).

In Table 4, we list the magnitudes of the PSF and S´ersic components used to fit each object. The magnitudes are apparent
HST F814W magnitudes, not corrected for Galactic extinction
or k-corrected, to allow for direct comparison with results
published by Marble et al. (2003). Every object appears to have a clear bulge component. In Figure 4, we show the image, the
best-fit model, and the residuals after subtraction of each of the targets. One-dimensional surface brightness profiles of each object, including all the components used to model them, are
shown in Figure 5.

The object 005055.7+293328 is hosted by a spiral galaxy
and has a prominent dust lane in the central region. In order to obtain the best estimate for the nuclear flux, we fit the host galaxy
with multiple components so as to minimize the residuals after subtraction. The best fit included the spiral arms, disk, bulge,
and an additional narrow S´ersic profile (not included in Table 4)
to account for the asymmetric light distribution due to the dust lane. While fitting all these components allows us to obtain a good fit for the PSF, it is likely that we are underestimating the flux and the effective radius of the bulge, since we are splitting it into two components.

For objects 163736.5+254302 and 165939.7+183436, we use additional components to fit the apparent companions. These components are not listed in Table 4, but they are shown in Figure 5.

### 3.3. Black Hole Mass Estimates

We estimated virial masses for the BHs in the sample by using the scaling relation for Hα given by Greene et al. (2010):

$$M_{BH} = (9.7 \pm 0.5) \times 10^6 \left( \frac{L_{5100 \, \AA}}{10^{44} \text{ erg s}^{-1}} \right)^{0.519 \pm 0.07} \times \left( \frac{\text{FWHM}_{H\alpha}}{103 \text{ km s}^{-1}} \right)^{2.06 \pm 0.06},$$

(2)
Greene et al. use the virial coefficient measured by Onken et al. (2004), i.e., \( \langle f \rangle = 5.5 \), which is a factor of 1.8 higher than the value assumed for a spherically symmetric broad-line region (e.g., Kaspi et al. 2000). This value is also consistent with that found by Woo et al. (2010) from a sample of reverberation-mapped AGNs. Although Graham et al. (2011) find a lower virial factor (i.e., 2.8), we adopt \( \langle f \rangle = 5.5 \) since this allows us to compare our results directly with those of previous studies (see Section 4).

In the scaling relation for virial masses, the size of the broad-line region is a function of the FWHM of the broad component of H\( \alpha \), FWHM\(_{H\alpha} \), and the AGN continuum luminosity at rest frame 5100 Å, \( L_{5100} \). Here we describe our procedure to measure each of these two quantities.

3.3.1. Measuring FWHM\(_{H\alpha} \)

In order to measure the width of the broad H\( \alpha \) line, we first had to do a detailed decomposition of the narrow H\( \alpha \) component and the narrow N\( \Pi \) λ\( \lambda \lambda \) 6548, 6583 lines. We performed all the line fits using the specfit task (Kriss 1994) in the IRAF STSDAS package, and following the method outlined by Glikman et al. (2004) and Greene & Ho (2004), as described below. First, we created a narrow-line model by fitting the N\( \Pi \) λ\( \lambda \lambda \) 6548, 6583 doublet. The line profiles often showed blue wings. Thus, we fit each line using two Gaussians, one of which was allowed to have skew (or asymmetry), although we found that skew was not needed in all cases. The continuum was fit simultaneously with a power-law function. To ensure the same model fit for both lines, and to avoid unrealistic degeneracies, we constrained the model for each line of the doublet to be the same. This was done by matching the widths of each component and the relative positions of the doublet. Because we used a two-Gaussian model, an extra constraint on the flux ratio was necessary to ensure the same total model for each line. Garstang (1952) calculates the transition probability and intensity ratio of the doublet 4\( S^{2} D \) transition in N\( \Pi \). He finds that it can range from 0.5 to 0.8 depending on the parameters used in the calculation. However, he also cites a reasonable observed value of 0.74 based on NGC 7662. We adopted this observed value for our S\( \Pi \) fits, as it produced the most reasonable fit of the range.

In some cases, the S\( \Pi \) doublet was contaminated by the H\( \alpha \) broad emission or telluric absorption. In these cases we fit the [O\( \III \)] \( \lambda \lambda \) 4959, 5007 doublet to create a narrow-line model. Similar techniques as with the S\( \Pi \) doublet were used to fit the [O\( \III \)] doublet. In this case the doublet flux ratio was constrained to 2.87 (Osterbrock & Ferland 2006), which was a good fit for our data.

We then fit the region around H\( \alpha \) using the narrow-line model for N\( \Pi \) λ\( \lambda \lambda \) 6548 and N\( \Pi \) λ\( \lambda \lambda \) 6583. We constrained the relative position of the N\( \Pi \) lines using the laboratory wavelengths for these lines. While Glikman et al. (2007) constrained the N\( \Pi \) flux ratio to a theoretical value of 2.96, we found better fits when we let the flux of each N\( \Pi \) line be freely fit. This often resulted in a flux ratio greater than 2.96. In addition, we included a narrow-line component of H\( \alpha \) using the fitted narrow-line model and we used a power law to characterize the continuum. Finally, we included a broad Gaussian (with initial width of 5000 km s\(^{-1}\)) to model the broad-line H\( \alpha \) component. We first fixed the broad H\( \alpha \) line to be symmetric, then added skew after its centroid position had been located by the fitting routine. We show the best fits with each of their components in Figure 6.

Specfit uses a simplex method to minimize \( \chi^{2} \). We adjusted input parameters and initial step sizes iteratively to probe different local \( \chi^{2} \) minima and thus found the global \( \chi^{2} \) minimum. The errors in the FWHM\(_{H\alpha} \) resulting from the fit are typically \( \sim 15 \) km s\(^{-1}\). The true uncertainties, however, are much larger since they are dominated by the uncertainties in the modeling of the narrow component and the decomposition of the broad and narrow components.

In addition, although the AGN is much less extinguished in these wavelength regions than in the regions where we measure \( \sigma_{s} \), there is still significant contribution from the host galaxy to the continuum around H\( \alpha \). We found that subtracting different stellar H\( \alpha \) absorption lines (corresponding to different stellar templates or stellar populations) has no measurable effect on the value of FWHM\(_{H\alpha} \). However, the shape of the stellar continuum around H\( \alpha \) is different for different stellar populations, and this can potentially affect the fitting of the broad component, especially for the objects with the broadest emission lines. Thus, the choice of stellar template to subtract from the AGN spectrum introduces a systematic uncertainty. In order to estimate this uncertainty, we measured FWHM\(_{H\alpha} \) from the different template-subtracted emission lines and found the standard deviation for the different measurements. We added this uncertainty in quadrature to the fitting and systematic errors.

The final values for FWHM\(_{H\alpha} \) and their uncertainties are listed in Table 5. The FWHM\(_{H\alpha} \) we measure for 225902.5+124646 is highly uncertain because H\( \alpha \) has a very

| QSO (2MASSI J) | Component | \( m_{F814W} \) (mag) | \( \alpha \) (") | \( r_{eff} \) (kpc) | Sérsic Index |
|----------------|-----------|----------------------|---------------|------------------|--------------|
| 005055.7+293328 | PSF       | 20.50                | ...           | ...              | ...          |
|                | Bulge     | 19.27                | 0.22          | 0.52             | 4 (fixed)    |
|                | Disk?     | 19.42                | 3.46          | 8.22             | 0.15         |
|                | Arms      | 18.56                | 1.89          | 4.50             | 0.63         |
| 015721.0+171248 | PSF       | 20.45                | ...           | ...              | ...          |
|                | Bulge     | 17.93                | 2.89          | 7.04             | 4 (fixed)    |
|                | Disk      | 18.88                | 2.13          | 5.19             | 0.5          |
| 022150.6+132741 | PSF       | 21.17                | ...           | ...              | ...          |
|                | Bulge     | 19.86                | 0.72          | 2.50             | 1 (fixed)    |
| 034857.6+125547 | PSF       | 21.57                | ...           | ...              | ...          |
|                | Bulge     | 19.80                | 0.79          | 2.70             | 5.8          |
|                | Companion | 20.88                | 0.44          | 1.51             | 1 (fixed)    |
|                | Companion | 20.08                | 0.70          | 2.40             | 1 (fixed)    |
| 163736.5+254302 | PSF       | 21.37                | ...           | ...              | ...          |
|                | Bulge     | 19.88                | 0.22          | 0.92             | 4.7          |
|                | Disk      | 19.87                | 0.49          | 2.04             | 0.6          |
| 165939.7+183436 | PSF       | 19.11                | ...           | ...              | ...          |
|                | Bulge     | 18.21                | 0.26          | 0.76             | 4 (fixed)    |
| 225902.5+124646 | PSF       | 19.40                | ...           | ...              | ...          |
|                | Bulge     | 18.82                | 0.41          | 1.33             | 3.7          |
|                | Disk      | 19.51                | 1.20          | 3.89             | 1 (fixed)    |
| 230442.4+270616 | PSF       | 20.70                | ...           | ...              | ...          |
|                | Bulge     | 19.23                | 0.98          | 5.65             | 4 (fixed)    |
|                | Disk      | 21.50                | 0.32          | 1.18             | 1 (fixed)    |
| 232745.6+162434 | PSF       | 22.12                | ...           | ...              | ...          |
|                | Bulge     | 19.20                | 1.30          | 6.56             | 4 (fixed)    |
|                | Disk      | 20.07                | 1.03          | 5.22             | 1 (fixed)    |

**Note.** \(^{4}\) F814W magnitudes not corrected for Galactic reddening or for intrinsic reddening.
asymmetric profile, with very extended emission on the blue side of the line. This is likely indicative of an outflow, so that the $M_{\text{BH}}$ we derive from it may not be reliable. We attempted a variety of ways to separate the core of the line from the outflow, by fitting the latter with multiple Gaussians blueshifted with respect to the core. In order to ensure that we obtain a conservative measure of $M_{\text{BH}}$, we chose the smallest value of FWHM$_{\text{H}\alpha}$ that would fit the line. The upper limit on the errors is given by the FWHM that would be obtained if a single Gaussian were used to fit the broad profile.
Figure 4. (Continued)
We note that some studies, including those of reverberation-mapped AGNs (e.g., Woo et al. 2010), use line dispersions rather than FWHM to calculate $M_{\text{BH}}$. However, these measurements are based on H$\beta$ rather than H$\alpha$. For our study, we are unable to measure the line dispersion or FWHM of H$\beta$, since the AGN is still highly obscured at those wavelengths. Instead, we must use H$\alpha$ as a proxy for H$\beta$. The relations between these two lines in the literature are currently much better constrained for FWHM than for line dispersions. For example, the relation between FWHM$_{H\alpha}$ and FWHM$_{H\beta}$ used by Greene et al. (2010) is derived by fitting 162 objects (see Greene & Ho 2005 for details), whereas McGill et al. (2008) derive their relation for H$\alpha$ line dispersions from only 19 objects. Thus, we use the relation for FWHM$_{H\alpha}$ rather than that for line dispersions. This choice does not affect our main results: if we were to use line dispersions rather than FWHM$_{H\alpha}$, the resulting $M_{\text{BH}}$ would be, on average, 0.08 dex greater.

### 3.3.2. Measuring $L_{5100}$

The AGN continuum flux at rest frame 5100 Å cannot be measured directly from our ESI spectra for two primary reasons: (1) the continua of red QSOs suffer from significant extinction at short wavelengths, and this extinction needs to be properly measured. (2) The spectrum in this wavelength region has a large contribution from the host galaxy that also needs to be accounted for.
In order to obtain the unobscured QSO flux at 5100 Å, we first measured the extinction for each object by modeling its spectrum. As described in Section 3.1, we modeled the QSO continuum by including a polynomial (in \( x = \ln(\lambda) \) space) in the fitting procedure to obtain \( \sigma_\alpha \). The resulting polynomial, \( C(x) \times P(x) \), is then a good representation of the reddened QSO. In order to estimate \( E(B-V) \), we compared the polynomial to the SDSS composite QSO spectrum (Vanden Berk et al. 2001) reddened with a Small Magellanic Cloud reddening law (Prevot et al. 1984; Bouchet et al. 1985), with \( E(B-V) \) as a free parameter.
parameter. The values of \(E(B-V)\) that we obtained using this procedure are listed in Table 5. Two-thirds of our objects span a range of \(E(B-V)\) values comparable to those found by Urrutia et al. (2009) in a sample selected from the FIRST-2MASS Red Quasar Surveys (Glikman et al. 2007), i.e., \(E(B-V) \lesssim 1.5\). The remaining three objects, however, have \(E(B-V) \sim 2.0\). Typical errors in \(E(B-V)\) derived from the fits are \(\sim 0.1\).

Whenever possible, we also estimated \(E(B-V)\) using H\(\alpha\)/H\(\beta\) ratios. Naturally, the values for these ratios become more uncertain with increasing extinction, so we only estimated \(E(B-V)\) for the seven objects for which we could obtain reliable ratios. The resulting \(E(B-V)\) values were generally consistent with the values obtained from the fitting procedure, although the two could differ by as much as \(E(B-V) \sim 0.3\). We found no trend in the way the two values differed; the average \(E(B-V)\) of the seven objects measured from the Balmer decrement was 1.49, compared to 1.45 as inferred from modeling the AGN continuum. Since there is no a priori reason why the continuum and broad emission lines should suffer the same amount of extinction, we only used the Balmer decrement estimates as a rough comparison to make sure the reddening estimates derived from the model were reasonable.

As a further test, we subtracted the corresponding reddened SDSS composite spectrum from the spectrum of each of our targets to recover the host galaxy spectrum. There were some QSO features that were over- or undersubtracted in the resulting host galaxy spectra. This is caused by the mismatches between the SDSS composite spectrum and the intrinsic spectra of our QSOs. Indeed, the greatest source of uncertainty in the final values of \(L_{5100}\) comes from such mismatches. However, the overall spectral energy distribution (SED) of each host galaxy matched the shape of the SED that would be expected for a galaxy with the given set of stellar absorption features observed in that galaxy.

Once we had determined the intrinsic reddening for each object, we scaled each continuum model, \(C(x) \times P(x)\), to match the observed flux of the corresponding QSO nucleus, as measured from \(HST\) WFPC2 F814W images using GALFIT (see Table 4) and corrected for Galactic extinction using the values given by Schlegel et al. (1998). Thus, we constructed continua of the reddened QSOs without galaxy contamination and taking into account flux losses due to the slit. Finally, we corrected these continua for intrinsic extinction (using the values listed in Table 5) and measured the flux of each QSO at rest-frame 5100 Å. As mentioned above, the greatest source of uncertainty comes from measuring \(E(B-V)\) by making the assumption that the intrinsic continuum shape of our sources is equal to that of the SDSS composite QSO. The uncertainties for \(\lambda L_{5100}\) listed in Table 5 include the uncertainty in the intrinsic power-law index, \(\alpha_i\) (conservatively assumed to be \(\sim 0.05\); Vanden Berk et al. 2001), as well as the uncertainty in measuring \(E(B-V)\) by the process we outline above.

The BH masses derived from our measurements of \(M_{BH}\) and \(\lambda L_{5100}\) are listed in Table 5. For completion, we also repeat the values of \(\sigma_*\) from Table 3 in Table 5. As mentioned before, using line dispersions rather than FWHM to estimate BH masses results in masses that are, on average, 0.08 dex greater than those presented in this table.

4. RESULTS

Our results are summarized in Figure 7, where the 2MASS red QSOs are plotted as black circles. We also plot objects from Woo et al. (2010), which include the 24 local AGNs that have published \(\sigma_*\) and \(M_{BH}\) from reverberation mapping (green squares), as well as the \(M_{BH} - \sigma_*\) relation derived by Woo et al. from that sample (green dashed line). For reference, the \(M_{BH} - \sigma_*\) relation for inactive local galaxies measured by McConnell et al. (2011) is plotted as a blue dotted line.

The majority of the red QSOs are clearly above the local relations. We have specifically compared our sample to AGNs only to avoid any potential biases introduced by comparing active to quiescent galaxies (Lauer et al. 2007), and we have used a virial coefficient consistent with that found by Woo et al. (2010) from the reverberation-mapped AGN sample. Woo et al. (2010) estimate an intrinsic scatter of 0.43 dex for their relation including all morphological types. In contrast, our objects are, on average, 0.80 dex above the Woo et al. relation, with six out of nine of them having \(\log(M_{BH})\) above the intrinsic scatter. Comparison with the McConnell et al. relation for quiescent galaxies yields a similar, although smaller, discrepancy: our sample is, on average, 0.65 dex above the relation, and with five objects being above the intrinsic scatter.

When comparing our objects to those of Woo et al. (2010), it is pertinent to consider possible differences in the width of H\(\alpha\) when measured from single epoch (SE) spectra versus rms spectra from reverberation-mapped objects. Park et al. (2012) find that H\(\beta\) is broader in rms spectra than in SE spectra, although the difference between the two decreases as the intrinsic width of the broad lines increases. Park et al. present a prescription to correct for this effect in relatively narrow-lined (<3000 km s\(^{-1}\)) objects. To get an idea of how much this effect might impact our results, we can assume that the correction for H\(\beta\) holds for H\(\alpha\), and that it is a reasonable approximation for the objects in our sample with broader H\(\alpha\) as well. With those assumptions, if we apply Equation (8) of Park et al. to
correct the FWHM_Hα in Table 5, we find that the BH masses of the objects in our sample decrease by 0.13 dex on average. This correction, however, is not enough to bring the objects to agreement with the local $M_{\text{BH}}$–$\sigma_*$ relation, as they would still be, on average, 0.67 dex above the Woo et al. (2010) relation. Even if the correction for Hα and/or for objects with broader lines were greater, it is unlikely to be large enough to account for the offset we observe.

It is important to consider other potential biases that may be present in our sample. First, the morphology of the host galaxies could introduce a bias. It has been shown that the precise form of the $M_{\text{BH}}$–$\sigma_*$ relation has a dependence on the morphology of the galaxies in question (e.g., Graham et al. 2011), and that pseudobulges do not follow the same relation (Kormendy et al. 2011). As can be seen in Table 4, every host galaxy in our sample has a bulge component that is best fit by a Sérsic of index $n \approx 4$. Although most of the galaxies also appear to have a disk component, the majority ($7/9$) are clearly dominated by the bulge. In order to investigate how the presence of the disk may affect our measurement of $\sigma_*$ in the bulges, we tested whether they follow the Faber–Jackson relation (Faber & Jackson 1976). In the left panel of Figure 8, we plot velocity dispersions versus absolute Cousins $I$ magnitudes of the bulge components of the galaxies. The latter were obtained using the output magnitudes from GALFIT given in Table 4 corrected for Galactic reddening, applying $k$-corrections for the spectral type of each galaxy and passive evolution using the online calculator from van Dokkum & Franx (2001). The dashed line in the left panel of Figure 8 is the Faber–Jackson relation from Nigoche-Netro et al. (2010). Nigoche-Netro et al. use a sample of $\sim 90,000$ SDSS-DR7 early-type galaxies to calculate the Faber–Jackson parameters (i.e., $A$ and $B$ in $\log \sigma_*=A-BM_I$) for different magnitude ranges. Our objects span a magnitude range of $-20.6 < M_I < -23.4$, or $-19.8 < M_r < -22.6$ (AB magnitudes, using the transformation equations given by Jester et al. 2005). In this magnitude range, Nigoche-Netro et al. (2010) find $A = 0.152 \pm 0.009$ and $B = -0.976 \pm 0.193$. Note that the relation of Nigoche-Netro et al. is measured in the SDSS r filter, and we have simply transformed it to Cousins I, without accounting for potential wavelength-dependent differences in the slope.

Two host galaxies fall clearly off the relation: those of 005055.7+293328 and 015721.0+171248 (objects 1 and 2, respectively), both of which have disks with luminosities comparable to, or greater than, their corresponding bulges. As described in Section 3.2, the host galaxy of 005055.7+293328 has prominent nearly edge-on disk with spiral arms and a dust lane that goes through the bulge. To mimic the dust lane, we fit this object with two separate components, so we almost certainly underestimate the flux contained in the bulge. Marble et al. (2003) fit a single component to the host galaxy of this object and find an $M_I = -22.3$. This magnitude would bring the position of the object to agreement with the Faber–Jackson relation. The other object, 015721.0+171248, is the only one in the sample that has a disk that is more luminous than the bulge. The rotating component from a dynamically cold disk can bias $\sigma_*$ toward higher values (when the disk is edge-on) or lower values (when the disk is face-on; see, e.g., Bennett et al. 2011a). Although the disk of 015721.0+171248 has a lower inclination than that of 005055.7+293328, its velocity dispersion may still be somewhat increased by the dynamically cold component. More importantly, 015721.0+171248 is the only object for which there is significant QSO contamination in the stellar absorption line spectrum, so that we were not able to obtain a reliable fit of $\sigma_*$ for the red region. We have marked both of these objects with hexagons in Figures 7 and 11 to indicate that the $\sigma_*$ measured in these objects may not be representative of normal bulges. Interestingly, these are the two objects that fall closest to the local AGN $M_{\text{BH}}$–$\sigma_*$ relation, and removing them from the analysis only accentuates
the offset of the red QSO sample with respect to the local relation.

We also consider the position that the bulges in our sample occupied on the fundamental plane (FP; Djorgovski & Davis 1987). We obtain \( \langle \mu \rangle_{\text{eff}} \) as an output parameter from GALFIT, applying \( k \)-corrections and passive evolution to \( z = 0 \) as above, as well as correcting from cosmological dimming. We compare it to the FP relation derived by Hyde & Bernardi (2009) from a sample of \( \sim 50,000 \) SDSS-DR4 (with parameters from DR6) early-type galaxies at \( 0 < z < 0.35 \). Here we use their orthogonal fit to the plane in the SDSS \( i \) band and we have transformed it to Cousins \( I \), using the corrections prescribed by Rothberg et al. (2012). The solid line in Figure 8 (right panel) corresponds to the coefficients given in Table 2 of Hyde & Bernardi (2009), and the dashed and dotted lines correspond to the values that enclose 68% and 95% of their SDSS early-type galaxies, respectively. While, on average, our objects fall below the FP, they are consistent with the scatter in the relation. The two objects that are off the Faber–Jackson relation also appear to be the ones with the largest offset from the FP.

Besides the effects of a potentially dynamically cold component on \( \sigma_* \), we need to consider the possibility that we are measuring \( \sigma_* \) in systems that are not dynamically relaxed. At least a third of the host galaxies in our sample show clear signs of interactions (Figure 4). Many of the numerical simulations that are successful at reproducing the interactions (Figure 4) give a highly unlikely case that our entire sample is caught during an oscillation stage when \( \sigma_* \) has a lower value, the predicted quiescent value would not be high enough to bring our sample into agreement with the local \( M_{\text{BH}}-\sigma_* \) relation. Therefore, it is important to consider the effects of dust. However, Stickley & Canalizo leads to a decrease on the measured value of \( \sigma_* \) of at least 15%.

Figure 9. Red 2MASS QSOs in the \( M_{\text{BH}}-L_{\text{bulge}} \) diagram. The solid line is the local relation for inactive galaxies from Bettoni et al. (2003), as reported by Kim et al. (2008). The numbers indicate the object ID number, as listed in the various tables. The errors in \( M_B \) are, on average, 0.1 mag. The magnitude of object 1 is likely to be underestimated due to the presence of a dust lane (see the text for details). Note that objects 1 and 2 do not fall on the Faber–Jackson relation.

Another possibility is that dust in the host galaxy may be obscuring a fraction of the stars and this may result in a biased measurement of \( \sigma_* \). With the exception of 005055.7+293328, we find no clear evidence for significant amounts of dust in the host galaxies of the red QSOs. Their spectra show that, while the nucleus suffers from strong extinction, the host galaxies are not significantly reddened. As mentioned in Section 3.3.2, after subtracting a reddened QSO spectrum, the overall SED of each host galaxy matches the shape of the SED that would be expected from the observed stellar absorption features. This indicates that there is no severe reddening in the host galaxies. Moreover, if the bulges of these galaxies were significantly reddened, they would not fall on the Faber–Jackson or FP relations (see Figure 8).

However, we cannot rule out the possibility that a modest amount of dust reddening \( (E(B-V) \lesssim 0.1) \) could be present in the hosts. Therefore, it is important to consider in the near-infrared; if they were dominated by the host galaxy, particularly if located close to the central regions of the bulge, would have on the measurement of \( \sigma_* \). The simulations of Stickley & Canalizo find a toy model for dust consisting of a slab of gray attenuating material, and show that a lower value of \( \sigma_* \) can be measured if the light from stars closer to the central regions is more extinguished than that of stars at larger radii. The specific toy model used by Stickley & Canalizo leads to a decrease on the measured value of \( \sigma_* \lesssim 15% \). Correcting for this factor would not bring the red 2MASS QSOs to the local \( M_{\text{BH}}-\sigma_* \) relation. While more realistic models for dust attenuation are needed to truly quantify the effect of dust on the measurement of \( \sigma_* \), we repeat that there is no evidence indicating that our host galaxies suffer from significant dust extinction.

Finally, we consider the bias that may be introduced from the sample selection. The objects were selected based on their near-infrared colors. The selection criterion that objects must have \( J - K_s > 2.0 \) implies that their SEDs will be dominated by the AGN in the near-infrared; if they were dominated by the host galaxy, their colors would be bluer than this. Thus, the host galaxies of the most reddened AGNs could possibly be biased toward lower luminosity (and lower mass). We investigate this potential bias by looking at the offset of the objects as a function of near-infrared colors and reddening. First, we plot our objects on the BH mass–bulge luminosity relation, \( M_{\text{BH}}-L_{\text{bulge}} \), in Figure 9, where we have transformed the bulge magnitudes, \( M_B \) from Figure 8 to \( M_B \) assuming an average \( R - I = 0.6 \) for
the sample. The solid line in this figure is the local relation for inactive galaxies from Bettoni et al. (2003), as reported by Kim et al. (2008). Not surprisingly, our objects have overmassive BHs with respect to the local relation: they are, on average, 0.89 dex above the relation. Note that two of the objects that have the largest offsets with respect to the relation (objects 1 and 2) are also the two objects that do not follow the Faber–Jackson relation. If we do not include these two objects, then the sample is, on average, 0.69 dex above the relation.

If there were indeed a bias favoring less luminous galaxies for more reddened objects, we should see a trend of an increasing offset from the $M_{\text{BH}}-L_{\text{bulge}}$ relation, $\Delta M_{R,\text{bulge}}$, with increasing $J-K_s$ colors and with increasing reddening, $E(B-V)$. Figure 10 shows no such trends and, in fact, some of the most reddened objects also have the smallest offsets in magnitude. Therefore, we do not see evidence for a bias introduced by the color selection of our sample.

5. DISCUSSION

Our sample appears to have a true offset with respect to the local $M_{\text{BH}}-\sigma_*$ relation, in the sense that the BHs in red QSOs are overmassive compared to their host galaxies. Woo et al. (2006, 2008) and Treu et al. (2007) find similar offsets for samples of Seyfert 1 galaxies at $z \sim 0.36$ and $z \sim 0.57$; their results are plotted along with ours in Figure 7. Woo et al. (2008) investigate the $M_{\text{BH}}-\sigma_*$ relation at three different redshift bins ($<0.1, 0.36$, and $0.57$), and conclude that there is evolution at the 95% confidence level. This is at least in qualitative agreement with several studies of the $M_{\text{BH}}-M_{\text{bulge}}$ relation at higher redshifts. Using 51 quasar hosts (mostly lensed), Peng et al. (2006a, 2006b, 2006c) find evidence that the ratio $M_{\text{BH}}/M_{\text{bulge}}$ increases above $z = 1$. Bennert et al. (2011b) find similar results in a sample of $1 < z < 2$ X-ray-selected, broad-line AGNs by deriving stellar masses of the bulge component from multi-filter surface photometry in HST images. The implication from these and other studies (e.g., Decarli et al. 2010) is that at $z \sim 2$ host bulges were undermassive relative to their BHs (compared to today), suggesting that BHs grew first and bulges have been playing “catch-up.”

While our results appear to be in line with all these studies, they also present additional challenges to the evolutionary picture. Woo et al. (2008) find a potential trend in the evolution

---

**Figure 10.** Offset from the $M_{\text{BH}}-L_{\text{bul}}$ relation as a function of $J-K_s$ color (left) and reddening (right). The numbers indicate the object ID number, as listed in the various tables. Note that objects 1 and 2 do not fall on the Faber–Jackson relation.

**Figure 11.** Left panel: a representation of the offset in $M_{\text{BH}}$ with respect to the local AGN $M_{\text{BH}}-\sigma_*$ as a function of redshift, after Woo et al. (2008). The offsets are with respect to the Woo et al. (2010) $M_{\text{BH}}-\sigma_*$ relation for local AGNs. Open stars are the samples of Woo et al. (2006, 2008), crosses are the AGNs from Greene & Ho (2006b), open squares are reverberation-mapped AGNs (Woo et al. 2010), and open triangles are AGNs from Bennert et al. (2011a). The 2MASS QSOs (this work) are plotted as filled circles, bridging the gap between local samples and higher redshift samples. The two objects marked with hexagons do not follow the Faber–Jackson relation in Figure 8. Red symbols denote objects with $\log(M_{\text{BH}}/M_\odot) > 8$. Right panel: same as the left panel, but plotting the offset in $\sigma_*$. 
of $M_{\text{BH}}-\sigma_*$, if indeed the higher redshift samples are the direct progenitors of the local AGN. They show this clearly in their Figure 3, where they plot the offset in $M_{\text{BH}}$ with respect to the local, quiescent sample of Tremaine et al. (2002). We repeat this plot, including our objects, in Figure 11, where we have calculated the offsets with respect to the local AGN $M_{\text{BH}}-\sigma_*$ relation from reverberation-mapped objects (Woo et al. 2010), and we also include the local AGN samples of Bennett et al. (2011a) and Greene & Ho (2006b). The BH masses in the Greene & Ho (2006b) sample have been increased by $\log(1.8)$ to account for the difference in the virial coefficient used by Greene & Ho compared to that used in the other studies. Thus, all the BH masses in Figure 11 assume a virial coefficient of $f \sim 5.5$ (Onken et al. 2004; Woo et al. 2010).

Taken at face value, Figure 11 would indicate that there is a steep increase in the offset between redshifts of 0.1 and 0.2, and that most of the evolution has occurred in the last 3 Gyr. Alternatively, in the context of models that find a non-causal origin for the scaling relations (e.g., Jahnke & Macciò 2011), most of the mass existing in the disks of these objects has been transferred to the bulge through mergers in the last 3 Gyr. This would also be consistent with our result showing that the two objects with the most significant disk components are also the two objects with the largest offsets in the $M_{\text{BH}}-L_{5100}$ relation (Figure 9). However, the comparison between local and higher redshift AGN samples is not straightforward, as the latter have, on average, significantly higher $M_{\text{BH}}$ than their local counterparts. Every object at $z > 0.2$ has $M_{\text{BH}} > 10^8 M_\odot$, whereas there is a dearth of objects in this mass range at lower redshifts. In Figure 11, we plot all the objects with $M_{\text{BH}} > 10^8 M_\odot$ with red symbols. If we consider the red objects only, the trend with redshift becomes less significant. The red objects at $z < 0.1$ have an average offset of 0.40 dex, compared to 0.80 dex in our sample, and 0.66 dex and 0.61 dex, respectively, in the Seyfert 1 samples at $z = 0.36$ and $z = 0.57$ of Woo et al. (2006, 2008).

The difference in $M_{\text{BH}}$ range between the local and the higher-$z$ samples is due, at least in part, to the fact that they are drawn from flux-limited samples. In these samples, less luminous objects are not detected at higher redshifts and, since AGN luminosity depends partially on $M_{\text{BH}}$, objects with lower $M_{\text{BH}}$ are less likely to be picked. Lauer et al. (2007) describe a potential bias that may be present in samples of AGNs at the highest $M_{\text{BH}}$. They show that a bias may arise from the conspiratory nature of a steep luminosity function and intrinsic scatter in the $M_{\text{BH}}-\sigma_*$ relation, leading to a selection that favors higher mass BHs over lower mass BHs. Thus, studies targeting luminous or massive AGNs may find an offset from the local relation that is only due to this selection bias. On the other hand, Treu et al. (2007) run Monte Carlo simulations to investigate the effects on a hypothetical selection function $\log(M_{\text{BH}}/M_\odot) > 7.9$, which applies to the objects of Woo et al. (2006, 2008) as well as our own. They compare the measured offset to a simulated input offset with respect to the local $M_{\text{BH}}-\sigma_*$ and find that the bias is negligible, unless the intrinsic scatter at higher redshifts increases dramatically (of the order of 1 dex). However, the fact that we find an offset from the local relation in all of the objects with $M_{\text{BH}} > 10^8 M_\odot$, both in the local and the non-local universe, may indicate that there is still some bias at play.

In order to further assess potential biases, we examine the dependence of the $M_{\text{BH}}-\sigma_*$ offset on AGN luminosities and Eddington ratios (Figures 12 and 13). For the reverberation-mapped AGN of Woo et al. (2010), we use the values of $L_{5100}$ published by Park et al. (2012), Bentz et al. (2006), Kaspi et al. (2000), and Denney et al. (2006). For consistency, we transform $L_{1400}$ in the sample of Greene & Ho (2006b) to $L_{5100}$, using the relations given by Greene & Ho (2005). The resulting plot is shown in Figure 12. We see a striking trend: the offset increases with luminosity, with virtually all the objects with $\log(L_{5100}/\text{erg s}^{-1}) > 43.6$ being above the relation, including those with $M_{\text{BH}} < 10^8 M_\odot$. Clearly, the majority (two-thirds) of high-luminosity AGNs are in the non-local universe, and this could be driving the trend. However, we note that all of the high-luminosity objects in the local universe follow this trend as well.

One possible way to explain this trend might be if the radius–luminosity ($R_{\text{BLR}}-L$) relation somehow changed.

![Figure 12. Offset from the $M_{\text{BH}}-\sigma_*$ relation as a function of AGN luminosity at 5100 Å. The 2MASS QSOs (this work) are plotted as filled circles. Open stars are the non-local samples of Woo et al. (2006, 2008), crosses are local AGNs from Greene & Ho (2006b), open squares are local reverberation-mapped AGNs (Woo et al. 2010), and open triangles are local AGNs from Bennett et al. (2011a). Red symbols denote objects with $\log(M_{\text{BH}}/M_\odot) > 8$.](image1)

![Figure 13. Offset from the $M_{\text{BH}}-\sigma_*$ relation as a function of Eddington ratio. The 2MASS QSOs (this work) are plotted as filled circles. Open stars are the samples of Woo et al. (2006, 2008), crosses are AGNs from Greene & Ho (2006b), open squares are reverberation-mapped AGNs (Woo et al. 2010), and open triangles are AGNs from Bennett et al. (2011a). Blue symbols are objects with $\log(L_{5100}/\text{erg s}^{-1}) < 43.5$ and pink symbols are the objects with higher luminosities.](image2)
dramatically at high luminosities, if, for example, a point is reached where the broad-line region is matter-bound so that the radius–luminosity relation would flatten. A different relation might also be expected if the SEDs of high-luminosity objects are different from those of lower luminosity objects. The data points in Figure 5 of Bentz et al. (2009) suggest that, indeed, some flattening of the $R_{BLR}$–$L$ relation may occur at the highest luminosities. However, even if that were the case, the potential flattening occurs at luminosities significantly higher than $\log(L_{bol}/\text{erg s}^{-1}) = 43.6$. In fact, if we were to fit only the objects in the luminosity range of $43.6 < \log(L_{bol}/\text{erg s}^{-1}) < 45.3$ (corresponding to the luminous objects of Figure 12), we would obtain a steeper relation, closer to the relation of Kaspi et al. (2000), and resulting in somewhat higher BH masses in this range. Thus, variations in the $R_{BLR}$–$L$ relation cannot account for the trend we see in Figure 12.

Using semi-analytical models of galaxy evolution, Portinari et al. (2012) find that more luminous QSOs tend to trace overmassive BHs with respect to the intrinsic relation (similar to the bias described by Lauer et al. 2007). However, for objects at $z < 0.5$, their simulations predict that the parameters of QSO host galaxies closely follow the distribution of those of inactive galaxies, with very small offsets ($\sim 0.1$ dex) in host galaxy mass.

To measure Eddington ratios, we obtain rough bolometric luminosities by assuming $L_{bol} = 10^L_{bol}$ (Woo & Urry 2002). The plot of $\Delta M_{BH}$ versus $L_{bol}/L_{Edd}$ (Figure 13) shows large scatter and no correlations. However, since Figure 12 shows that there may be an offset in $\Delta M_{BH}$ at high AGN luminosities, it may be instructive to consider separately objects of lower luminosity (log ($L_{bol}/\text{erg s}^{-1}$) < 43.5; blue symbols in Figure 13) and those of higher luminosity (pink symbols). A trend appears to surface: objects with low $L_{bol}/L_{Edd}$ have more positive offsets with respect to $\Delta M_{BH}$ than those with higher $L_{bol}/L_{Edd}$. We caution that the trends may be largely driven by the fact that we are dividing the objects in bins according AGN luminosity, e.g., a highly luminous AGN can have low $L_{bol}$ only if it has a high accretion rate. Such trends of increasing $L_{bol}/L_{Edd}$ with decreasing $\Delta M_{BH}$ have been observed in large flux-limited samples of AGNs (e.g., Netzer & Trakhtenbrot 2007). However, we note that the trends we see in Figure 13 are in the offset with respect to $\Delta M_{BH}$–$\sigma$, and not just in $\Delta M_{BH}$.

A similar trend with respect to $M_{BH}$–$L_{bulge}$ was observed by Kim et al. (2008) in a study of 45 $z < 0.35$ type 1 AGNs. They find that, at a given bulge luminosity, objects with high $L_{bol}/L_{Edd}$ have lower $M_{BH}$. They suggest that this may be explained in terms of the growth phase of BH: if $L_{bol}/L_{Edd}$ decreases as a function of time during a BH growth episode, then BH with the highest $L_{bol}/L_{Edd}$ have more “catching up to do” than those with lower $L_{bol}/L_{Edd}$. We searched for this trend by dividing the objects of Figure 13 in bins of stellar velocity dispersion (as a proxy for bulge luminosity; not shown in Figure 13). Given the large scatter, we found no significant trends or correlations. We also searched for this trend in our sample by plotting $M_{BH}$–$L_{bulge}$ (from Figure 9) against $L_{bol}/L_{Edd}$. Once again, we found a large scatter and no significant trends.

The combination of the potential biases in these samples with the trends that we have uncovered in this study prevents us from making any definitive statements on whether we see evolution with redshift in the $M_{BH}$–$\sigma$ relation. Clearly, better statistics are needed to disentangle the dependence of $M_{BH}$–$\sigma$ on mass, luminosity, accretion rates, and redshift. Studying samples with a wider range of these properties could help us to better understand the scatter and the different biases. For local AGNs, Bennett et al. (2011a) indicate a future study of ~75 additional AGNs with $M_{BH} > 10^6 M_\odot$ that can be used to probe the local $M_{BH}$–$\sigma$ relation at the highest $M_{BH}$ and, likely, at high luminosities. In the non-local universe, we are conducting a study of additional red QSOs as well as other QSOs that are similarly suited for the study of $M_{BH}$–$\sigma$, including objects in lower $M_{BH}$ and lower luminosity ranges. We will present results from objects at $0.2 < z < 1$ in forthcoming papers (e.g., Hiner et al. 2012).
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