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Abstract

Parametric representations do not cover, in general, the whole geometric object that they parametrize. This can be a problem in practical applications. In this paper we analyze the question for surfaces of revolution generated by real rational profile curves, and we describe a simple small superset of the real zone of the surface not covered by the parametrization. This superset consists, in the worst case, of the union of a circle and the mirror curve of the profile curve.

1 Introduction

Parametric representations of structured surfaces like ruled surfaces, surfaces of revolution or swept surfaces are often used in computer graphics, CAD/CAM, and surface/geometric modelling (see e.g. [1], [8]). Nevertheless, when working with parametric instead of implicit representations, one must take into account that some information of the geometric object can be missed. More precisely, the parametrization may not cover the whole object, that is, some part of the object may not be reachable by giving values to the parameters; for instance, the curve parametrization \((\frac{2t}{t^2+1}, \frac{t^2-1}{t^2+1})\) covers the unit circle with the exception of the point \((0,1)\). A curve parametrization may miss, at most, one point, called the critical point (see [3] or [10]). However, a surface parametrization may miss finitely many curves and finitely many points; this is a consequence of the fact that the image of the parametrization is a constructible set of the surface. We will refer to the uncovered part as the missing set of the parametrization.
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We observe that the phenomenon described above can be seen as a particular case of the geometric covering problem (see e.g. [15]), in the sense that the image of the parametrization is the subset that one guard covers, and the missing set is the inspection location to be covered by other guards.

Parametrizations with nonempty missing sets can be a problem in practical applications if there is relevant information outside the covered part. Examples of this claim can be found in [12] (for the computation of intersections), in [13] (for estimating Hausdorff distances) or [11] (for the analysis of cross sections). One way to deal with this difficulty is to find parametrizations that do cover the whole object. In the curve case, there are algorithmic methods for that (see [10]). However, the situation for surfaces is much more complicated, and, at least to our knowledge, it is an open problem. Instead, one may use other alternatives. For instance, in [5], [11], [13], the authors compute finitely many parametrizations such that their images cover all the surface. Another possibility is to have a precise description of the missing set of the parametrization, or a subset of the surface containing the missing set; a subset of the surface, containing the missing set and having dimension smaller than 2, is called a critical set. In this way, for a practical application one can use the parametrization and then decide the existence of relevant points in the critical set.

The last strategy can be approached by using elimination theory techniques (see [12]). Nevertheless, although theoretically possible, the direct use of these techniques produces, in general, huge critical sets and requires solving systems of algebraic equations. As a consequence, the method turns to be inefficient in practice. However, when working with structured surfaces, a preliminary analysis of the structure can help to describe quickly and easily a critical set. For instance, in [13], we show that any rational ruled surface can be parametrized so that the critical set is a line which is easily computable from the parametrization. In this paper, we analyze the case of surfaces of revolution given by means of a real plane curve parametrization known as a profile. We prove that a critical set for the real part of a surface of revolution is, in the worst case, the union of a curve (the mirror curve of the profile curve) and a circle passing through the critical point of the profile curve; see Table 1. As a direct criterion (see Corollary 2.2), we obtain that any parametrization of a symmetric real curve with at least one polynomial component generates all the real part of the surface of revolution. As we will see in the subsequent sections this critical set is indeed very simple to compute from the profile curve parametrization. An additional advantage of our method is that it does not require that the parametrization of the surface is proper (i.e. injective), while the direct application of elimination techniques needs to compute the inverse of the parametrization, and hence requires that the surface parametrization is proper.

The rest of the paper is organized as follows. In Section 2 we present the main results of the paper. The proofs of these results appear in the appendix. In Section 3 we outline the algorithmic methods derived from the theoretical results, and we illustrate them by some examples. Future work on the topic is discussed in Section 4.
The paper ends with a brief conclusion.

Computations were performed with the mathematical software Maple 18. Plots were generated with Maple and Surfer.

\section{Results}

Let $C^P$ be a curve (profile curve) in the $(y,z)$-plane parametrized by $r^P(t) = (0,p(t),q(t))$, where $p(t), q(t)$ are rational functions with real coefficients; the results presented here are also valid if the coefficients are complex numbers but for simplicity, and because of the interest in applications, we limit the setting to the real case. In addition, we assume that $r^P$ is proper, that is, injective. We observe that every non-proper parametrization can be reparametrized into a proper one (see for example Section 6.1. in [14]). Also let $S$ be the surface of revolution generated by rotating $C^P$ around the $z$-axis. We exclude the trivial case where $C^P$ is a line parallel to the $y$ axis, in which $S$ is a plane. The classical parametrization of $S$, obtained from $r^P(t)$, is

$$P(s,t) = \left( \frac{2s}{1+s^2} p(t), \frac{1-s^2}{1+s^2} p(t), q(t) \right).$$

Observe that properness is assumed in the profile parametrization $r^P(t)$ but not in $P(s,t)$; see Example 2.3 in [4] for an example where $P(s,t)$ is non-proper and $r^P(t)$ is proper.

In addition, we consider the parametric curve $C^M$ (called mirror curve of $C^P$) parametrized as $r^M(t) = (0,-p(t),q(t))$. Observe that $C^P = C^M$ if and only if $C^P$ symmetric with respect to the $z$-axis. For instance, the parabola $y = z^2$ is equal to its mirror curve while the cubic $y = z^3$ is not. Finally, we represent by $\text{circ}(\alpha,c)$ the circle of radius $|\alpha|$ in the plane $z = c$ centered at $(0,0,c)$, that is, the curve parametrized as

$$\left( \frac{2s}{1+s^2} \alpha, \frac{1-s^2}{1+s^2} \alpha, c \right).$$

Observe that $P(s,t_0)$ is $\text{circ}(p(t_0),q(t_0))$, i.e. the cross section circle of the surface $S$ of revolution passing through $(0,p(t_0),q(t_0))$.

Before, stating our main results, we need to recall the notion of normal (i.e. surjective) curve parametrization and critical point, for further details see [10] and [3]. We say that a curve parametrization $r(t)$ is normal if all points on the curve are reachable by $r(t)$ when $t$ takes values in the field of the complex numbers. The theory establishes that a proper curve parametrization can miss at most one point. This point is called the critical point, and it can be seen, in the case of real functions, as the limit, when $t$ goes to $\infty$, of the parametrization; understanding that if this limit does not exist then there is no critical point and the parametrization is normal. For instance, $(t,t^2)$ or $(t,1/t)$ are normal, but the circle parametrization

$$\left( \frac{2t}{t^2+1}, \frac{t^2-1}{t^2+1} \right)$$

is not.
has the East pole $(0, 1)$ as critical point; indeed, it is not reachable and hence the parametrization is not normal. In this situation, we are ready to establish our main results (see the Appendix for the formal proof of the results).

2.1 The real case

We describe now a critical set of the real part of $S$ that $P(s, t)$ does not cover. For this purpose, we distinguish whether the profile curve is symmetric or not. The next theorem states that, in the symmetric case, at most one point can be missed in the real part of the surface of revolution.

**Theorem 2.1.** [Symmetric real case] Let $C^P$ be symmetric.

1. If $r^P(t)$ is normal, the empty set is a real-critical set of $P(s, t)$.
2. If $r^P(t)$ is not normal, and $(b, c)$ is its critical point, then $\{(0, b, c)\}$ is a real-critical set of $P(s, t)$.

Based on the previous theorem and on Theorem 2.8 in [6] one has the following corollary.

**Corollary 2.2.** If $r^P$ is symmetric, and at least one of its components has a numerator of degree greater than the degree of the denominator, then $P(s, t)$ covers all $S$.

The next theorem states that, in the non-symmetric case, the missing real part of the surface of revolution is included in the union of the mirror curve and either the critical point of the profile curve or a cross-section circle.

**Theorem 2.3.** [Non-Symmetric real case] Let $C^P$ be non-symmetric.

1. If $r^P(t)$ is normal, $C^M$ is a real-critical set of $P(s, t)$.
2. If $r^P(t)$ is not normal, and $(0, b, c)$ its critical point, then a real-critical set of $P(s, t)$ is $C^M$ if $(0, -b, c) \in C^P$, otherwise $C^M \cup \text{circ}(b, c)$ is.

2.2 The complex case

Next, we describe a critical set when the revolution surface is embedded in the complex space. The next theorem states that, in the (complex) case, besides the real missing part introduced in Theorems 2.1 and 2.3, one may miss pairs of complex lines settled at each (real or complex) intersection of $C^P$ with the $z$-axis.

**Theorem 2.4.** [Complex case] Let $A$ be the real critical set of $P(s, t)$ provided by Theorems 2.1 and 2.3, and let $J$ be the set of all (real and complex) $z$-coordinates of the intersection points of $C^P$ with the $z$-axis. Then, a complex-critical set of $P(s, t)$ is

$$A \cup \{ (t, \pm i t, \lambda) \mid t \in \mathbb{C} \}.$$
3 Algorithmic framework

The theorems presented in Section 2 provide algorithmic processes to cover the surface of revolution $S$. In the following we outline them.

Algorithm 1: Covering the real part of a surface of revolution

**Input:** a real proper parametrization $r^P(t) = (0, p(t), q(t))$ of the profile curve $C^P$.

**Output:** a real-critical set for $r^P$.

1.1. If $C^P = C^M$ then if $r^P(t)$ is normal return $\emptyset$
1.2. else let $A$ be the critical point of $r^P(t)$
1.3. return $\{A\}$
1.4. end if
1.5. else if $r^P(t)$ is normal return $r^M(t)$
1.6. else let $A = (0, b, c)$ be the critical point of $r^P(t)$
1.7. if $b = 0$ return $r^M(t)$
1.8. else if $(0, -b, c) \in C^P$ return $r^M(t)$
1.9. else return $r^M(t) \cup \left(\frac{2s_1}{1 + s_2^2} b, \frac{1 - s_2^2}{1 + s_2^2} b, c\right)$
1.10. end if
1.11. end if
1.12. end if
1.13. end if

Let us comment some computational aspects of Algorithm 1. In 1.1. one needs to check whether $C^P = C^M$; for this we have several possibilities. One may apply the results in [2], where the problem is analyzed without knowing the axis of symmetry. In our case, since this is known, namely $\{x = y = 0\}$, one may reason as follows. Let $m$ be the maximum of the degrees of $p(t)$ and $q(t)$. Since $r^P$ is proper, by Theorem 4.21 in [14], the degree of $C^P$ is bounded by $2m$; similarly, the degree of $C^M$ is also bounded by $2m$. Now, taking into account Bézout’s theorem (see e.g. Theorem 2.48 in [14]), $C^P = C^M$ if and only if both curves share at least $2m + 1$ common points. So, we can proceed as follows.

Sub-Algorithm 1: Checking symmetry

**Input:** a real proper parametrization $r^P(t) = (0, p_1(t)/p_2(t), q_1(t)/q_2(t))$, with $\gcd(p_1, p_2) = \gcd(q_1, q_2) = 1$, of the profile curve $C^P$.

**Output:** decision on the symmetry of $C^P$.

2.1. $i := 1$, $t_0 := 1$, $m := \max\{\deg(p_1/p_2), \deg(q_1/q_2)\}$
2.2. while $i < 2m + 1$ do if $[p_2(t_0) = 0 ~ \text{or} ~ q_2(t_0) = 0]$
2.3. $t_0 := t_0 + 1$
2.4. else
2.5. $(\alpha, \beta) := r^P(t_0)$
2.6. $h(t) := \gcd(\alpha p_2(t) + p_1(t), \beta q_2(t) - q_1(t))$
2.7. if $\deg(h) > 0$ then $i := i + 1$, $t_0 = t_0 + 1$. 
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2.8. \quad \text{else return } \mathcal{C}^p \neq \mathcal{C}^m.
2.9. \quad \text{end if}
2.10. \quad \text{end if}
2.11. \quad \text{end do}
2.12. \quad \text{return } \mathcal{C}^p = \mathcal{C}^m.

Also in Step 1.1. of Algorithm 1, one needs to check whether \( r^p \) is normal. Recalling that \( r^p \) is real and proper, one may proceed as follows (see Theorem 6.22. in [14]).

Sub-Algorithm 2: Checking normality
\textbf{Input:} a real proper parametrization \( r^p(t) = (0, p_1(t)/p_2(t), q_1(t)/q_2(t)) \), with \( \gcd(p_1, p_2) = \gcd(q_1, q_2) = 1 \), of the profile curve \( \mathcal{C}^p \).
\textbf{Output:} decision on the normality of \( \mathcal{C}^p \).

3.1. Compute \( A := \lim_{t \to \infty} r^p(t) \)
3.2. \quad \text{if } A = (\alpha, \beta) \in \mathbb{R}^2
3.3. \quad \quad h(t) := \gcd(\alpha p_2(t) - p_1(t), \beta q_2(t) - q_1(t))
3.4. \quad \quad \text{if } \deg(h) > 0 \text{ return } r^p \text{ is normal}
3.5. \quad \quad \quad \text{else return } r^p \text{ is not normal and } A \text{ is the critical point}
3.6. \quad \quad \text{end if}
3.7. \quad \quad \text{else return } r^p \text{ is normal}
3.8. \quad \text{end if}

Finally, in Step 1.8. one needs to check whether \( (0, -b, c) \notin \mathcal{C}^p \), where \( (0, b, c) \) is the critical point of \( r^p \). With the information we have we can proceed as follows.

Sub-Algorithm 3: Checking point
\textbf{Input:} a real proper parametrization \( r^p(t) = (0, p_1(t)/p_2(t), q_1(t)/q_2(t)) \), with \( \gcd(p_1, p_2) = \gcd(q_1, q_2) = 1 \), of the profile curve \( \mathcal{C}^p \); and the critical point \( (0, b, c) \).
\textbf{Output:} decision on whether \( (0, -b, c) \notin \mathcal{C}^p \).

4.1. \quad h(t) := \gcd(bp_2(t) + p_1(t), cq_2(t) - q_1(t))
4.2. \quad \text{if } \deg(h) > 0 \text{ return } (0, -b, c) \notin \mathcal{C}^p.
4.3. \quad \quad \text{else return } (0, -b, c) \notin \mathcal{C}^p.
4.4. \quad \text{end if}

Similarly, we can derive the algorithm for covering the complex part of the surface.

Algorithm 2: Covering the complex part of a surface of revolution
\textbf{Input:} a real proper parametrization \( r^p(t) = (0, p_1(t)/p_2(t), q_1(t)/q_2(t)) \), with \( \gcd(p_1, p_2) = \gcd(q_1, q_2) = 1 \), of the profile curve \( \mathcal{C}^p \).
\textbf{Output:} a set of complex parametrizations covering the complex part of the surface of revolution \( S \) generated by \( r^p \).

2.1. Apply Algorithm 1. Let \( \mathcal{A} \) be the output.
2.2. \quad \text{return } \mathcal{A} \cup \{(t, it, q_1(\alpha)/q_2(\alpha)) | p_2(\alpha) = 0\}.

We illustrate the algorithmic processes by means of some examples.
Example 3.1. Let $S$ be the surface of revolution generated by the profile curve

$$r_P(t) = \left(0, \frac{t^5}{t^4 + 1}, \frac{t^2}{t^4 + 1}\right).$$

$C_P = C^M$, and $r_P$ is normal. Thus all the real part of $S$ is covered by $P(s,t)$.

![Figure 1: Left: surface of revolution $S$. Right: profile curve $C_P$ (Example 3.1)](image)

Algorithm 1 returns the empty set.

Example 3.2. Let $S$ be the surface of revolution generated by the profile curve

$$r_P(t) = \left(0, \frac{t}{t^4 + 1}, \frac{t^2 - 1}{t^4 + 1}\right).$$

$C_P = C^M$, and $r_P$ is not normal with $(0,0,0)$ as its critical point. Thus all the real part of $S$, with the exception of the origin, is covered by $P(s,t)$. Algorithm 1 returns $\{(0,0,0)\}$.

Example 3.3. Let $S$ be the surface of revolution generated by the profile curve

$$r_P(t) = \left(0, \frac{t}{t^4 + 1}, \frac{t^3}{t^2 + 1}\right).$$

$C_P \neq C^M$, and $r_P$ is normal. Thus all the real part of $S$, with the exception of the mirror curve, is covered by $P(s,t)$. Algorithm 1 returns $r^M$.

Example 3.4. Let $S$ be the surface of revolution generated by the profile curve

$$r_P(t) = \left(0, \frac{t^3}{t^4 + 1}, \frac{t^2 - 1}{t^2 + 1}\right).$$

$C_P \neq C^M$, and $r_P$ is not normal. Its critical point is $(0,1,1)$. Since $(0,-1,1) \notin C_P$, Algorithm 1 returns $r^M \cup \text{circ}(1,1)$. 
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4 Extensions and future work

In the previous sections, we have analyzed the missing area of the surface of revolution $S$, when the parametrization $P(s, t)$ takes values in the complex plane $\mathbb{C}^2$. Additionally, one could study the same problem but considering that the values of the parameters are taken only in the real plane $\mathbb{R}^2$. In [10] this problem is analyzed for the case of plane curves, proving that, unless the curve has isolated singularities, one can always parametrize the curve surjectively just with values over $\mathbb{R}$. As future work one may extend these results on curves to the case of surfaces of revolution. Observe that, if the profile curve $C^P$ has an isolated singularity, a real circle on $S$ is generated, and it is only reachable by $P$ with complex parameter values.

In addition, one may study the missing sets of other surface constructions in CAD, for instance swung surfaces (see e.g. [7], [16]); note that ruled surfaces are approached in [13].

5 Conclusions

In this paper we prove that, for surfaces of revolution, the critical set can be taken, in the worst case, as the union of a curve and a circle; in Table [1] we describe the possible critical sets. This set is easily and directly computable from the input profile curve parametrization. Moreover, the computations needed to deduce and describe the critical set are all done over the ground field and only require polynomial gcds, hence all is handled by means of linear algebra techniques. If $n$ is the degree of the profile parametrization $r^P$, the methods require $n$ gcds of degree $n$ univariate polynomials, and
therefore the complexity of the method is dominated by $n^3$. Note that the complexity of the direct method is exponential.

| Is $r^p$ symmetric? | Is $r^p$ normal? | Real-critical set                                      | Example |
|---------------------|------------------|-------------------------------------------------------|---------|
| Yes                 | Yes              | Empty set                                             | 3.1     |
| Yes                 | No               | The critical point                                    | 3.2     |
| No                  | Yes              | The mirror curve                                      | 3.3     |
| No                  | No               | The mirror curve union the cross section circle at the critical point | 3.4     |

Table 1: Possible real-critical sets
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Appendix: proofs of the main results

Let \( f(y, z) \) be the defining polynomial of the profile curve \( C^P \). In [9] a description of the defining polynomial of \( S \) is given in terms of \( f \). Collecting terms of odd and even degree in \( y \) we can write

\[
\begin{align*}
\text{(Symmetric case)} & \quad F(x, y, z) = A(x^2 + y^2, z) \quad \text{when} \quad B = 0. \\
\text{(Non-Symmetric case)} & \quad F(x, y, z) = A^2(x^2+y^2, z) - (x^2+y^2)B^2(x^2+y^2, z) \quad \text{otherwise.}
\end{align*}
\]

In the next lemma we study the level curves of \( S \).

**Lemma 5.1.** The intersection of \( S \) with the plane \( z = c \) is either empty, or a finite union of circles \( \text{circ}(\alpha, c) \) with \( \alpha \neq 0 \), or the pair of lines \( \{x \pm iy = 0, \ z = c\} \). Moreover, if \((x_0, y_0, z_0) \in S \) where \( x_0^2 + y_0^2 = \alpha^2 \neq 0 \), then \( \text{circ}(\alpha, z_0) \subset S \).

**Proof.** Let us reason in the non-symmetric case; the symmetric case is similar. Let \( g(\lambda) = A^2(\lambda, c) - \lambda B^2(\lambda, c) \), where \( \lambda = x^2 + y^2 \). Then

1. if \( g(\lambda) \in \mathbb{C} \setminus \{0\} \) then \( S \cap \{z = c\} = \emptyset \); observe that \( g(\lambda) \) cannot be identically zero, because we have assumed that \( S \) is not a plane;
2. if \( g(\lambda) \in \mathbb{C}[\lambda] \setminus \mathbb{C} \) and \( g(0) = 0 \) then \( \{x \pm iy = 0, \ z = c\} \subset S \);
3. if \( g(\lambda) \in \mathbb{C}[\lambda] \setminus \mathbb{C} \) and \( g(\alpha^2) = 0 \) with \( \alpha \neq 0 \) then \( \text{circ}(\alpha, c) \subset S \).
Let \((x_0, y_0, z_0) \in S\) where \(x_0^2 + y_0^2 = \alpha^2 \neq 0\). \(\text{circ}(\alpha, z_0)\) can be parametrized as 
\(\rho(s) := (\rho_1(s), \rho_2(s), z_0)\) with 
\(\rho_1 = 2s\alpha/(s^2 + 1), \rho_2 = \alpha(s^2 - 1)/(s^2 + 1)\). Taking into account that 
\(\rho_1(s)^2 + \rho_2(s)^2 = \alpha^2\) one has 
\(F(\rho(s)) = A^2(\alpha^2, z_0) - \alpha^2B^2(\alpha^2, z_0) = F(x_0, y_0, z_0) = 0\), so \(\text{circ}(\alpha, z_0) \subset S\). 

When a point \(P \in C^p\) rotates around the z-axis it generates a circle in \(S\) except when \(P\) belongs to the axis. In the following lemmas we analyze these cases.

**Lemma 5.2.** Let \(P = r^p(t_0)\) with \(p(t_0) \neq 0\). Then \(\text{circ}(p(t_0), q(t_0))\) is reachable by \(P\), except possibly the symmetric point \(P_* = r^M(t_0) \in C^M\).

**Proof.** Since \(p(t_0) \neq 0\), then \(\text{circ}(p(t_0), q(t_0))\) can be parametrized as \(P(s, t_0)\), which covers the whole circle with the exception of \(P_* = r^M(t_0)\) (see Theorem 2 in [10]).

**Lemma 5.3.** \((0, 0, z_0) \in C^p\) if and only if \(\{x \pm iy = 0, z = z_0\} \subset S\). Moreover,

(i) If \((0, 0, z_0) \in C^p\), the lines \(\{x \pm iy = 0, z = z_0\}\) are not reachable by \(P\), except possibly the point \((0, 0, z_0)\).

(ii) If \((x_0, y_0, z_0) \in S\) with \(x_0^2 + y_0^2 = 0\), then \((0, 0, z_0) \in C^p\).

(iii) If \((x_0, y_0, z_0) \in S\) with \(x_0^2 + y_0^2 = 0\), then \(\{x \pm iy = 0, z = z_0\} \subset S\).

*Proof.* 1 \(\Rightarrow\) 2) The lines \(\{x \pm iy = 0, z = z_0\}\) are parametrized by \(\ell(\lambda) = (\mp \lambda i, \lambda, z_0)\). Let us see that \(\ell(\lambda) \subset S\). Since \((0, 0, z_0) \in C^p\) then \(f(0, z_0) = A(0, z_0) = 0\) (in the symmetric case) or \(f(0, z_0) = A^2(0, z_0) = 0\) (in the non-symmetric case). Moreover, since \((\mp \lambda i)^2 + \lambda^2 = 0\), then \(F(\ell(\lambda)) = A(0, z_0) = 0\) and therefore \(\ell(\lambda) \subset S\).

2 \(\Rightarrow\) 1) Since \((0, 0, z_0) \in S\) then \(F(0, 0, z_0) = 0\), and so \(A(0, z_0) = 0\). Thus, \(f(0, z_0) = A(0, z_0) = 0\) what implies that \((0, 0, z_0) \in C^p\).

(i) follows from the fact that the equality \(P(s, t) = \ell(\lambda)\) only holds for \(\lambda = 0\) and when \((0, 0, z_0)\) is reachable by \(r(t)\).

The proof of (ii) is analogous to the proof of the implication (2) \(\Rightarrow\) (1).

(iii) follows from (ii) and the above equivalence.

**Lemma 5.4.** Let \((x_0, y_0, z_0) \in S\). Then \(P^+ = (0, \sqrt{x_0^2 + y_0^2}, z_0) \in C^p\) or \(P^- = (0, -\sqrt{x_0^2 + y_0^2}, z_0) \in C^p\).

*Proof.* Let \(\alpha = \sqrt{x_0^2 + y_0^2}\). If the implicit equation of \(S\) is \(F(x, y, z) = A(x^2 + y^2, z)\), then \(F(x_0, y_0, z_0) = A(\alpha^2, z_0) = f(\pm \alpha, z_0) = 0\), and \(P^\pm \in C^p\). If the implicit equation of \(S\) is \(F(x, y, z) = A^2(x^2 + y^2, z) - (x^2 + y^2)B^2(x^2 + y^2, z)\), then \(F(x_0, y_0, z_0) = A^2(\alpha^2, z_0) - \alpha^2B^2(\alpha^2, z_0) = (A(\alpha^2, z_0) - \alpha B(\alpha^2, z_0))(A(\alpha^2, z_0) + \alpha B(\alpha^2, z_0)) = 0\). When the first factor vanishes then \(P^- \in C^p\), and if the second vanishes then \(P^+ \in C^p\).

**Lemma 5.5.** Let \(\text{circ}(\alpha, c) \subset S\), with \(\alpha \neq 0\), and let \(P_1 = (0, \alpha, c)\), \(P_2 = (0, -\alpha, c)\). The following statements are equivalent:

1. \(\text{circ}(\alpha, c)\) contains at least one point reachable by \(P\).
2. \( \text{circ}(\alpha, c) \) is reachable by \( P \) except, at most, one of the points \( P_i \).

3. One of the points \( P_i \) is reachable by \( r^P(t) \).

Proof. 1 \( \Rightarrow \) 2) Let \( P(s_0, t_0) = (x_0, y_0, c) \in \text{circ}(\alpha, c) \). Since \( x_0^2 + y_0^2 = p^2(t_0) = \alpha^2 \neq 0 \), then \( P(s, t_0) \) parametrizes \( \text{circ}(\alpha, c) \). Therefore it is reachable, except for the point \((0, -p(t_0), c)\). If \( p(t_0) = \alpha \) we miss at most \( P_2 \), and if \( p(t_0) = -\alpha \) at most the point \( P_1 \) is missed.

2 \( \Rightarrow \) 3) We assume w.l.o.g. that \( P_1 = P(s_0, t_0) = (0, \alpha, c) \). Taking into account that

\[
\left( \frac{2s_0}{1 + s_0^2p(t_0)} \right)^2 + \left( \frac{1 - s_0^2}{1 + s_0^2p(t_0)} \right)^2 = p^2(t_0) = \alpha^2 \neq 0 \quad \text{and} \quad \frac{2s_0}{1 + s_0^2p(t_0)} = 0
\]

one has that \( s_0 = 0, p(t_0) = \alpha \), and hence \( r^P(t_0) = P_1 \).

3 \( \Rightarrow \) 1) We assume w.l.o.g. that \( P_1 = r^P(t_0) \), that is, \( (0, \alpha, c) = (0, p(t_0), q(t_0)) \). Then \( P_1 = P(0, t_0) \in \text{circ}(\alpha, c) \).

In this situation, let \( \text{Crit}(P) \) denote a critical set of \( P \), and let \( N = (x_0, y_0, z_0) \in S \) be non-reachable. If \( x_0^2 + y_0^2 = 0 \), by Lemma 5.3 \( N \in \{ x \pm iy = 0, z = z_0 \} \subset \text{Crit}(P) \) and \( (0, 0, z_0) \in C^P \). Let \( x_0^2 + y_0^2 = \alpha^2 \neq 0 \). By Lemma 5.1 \( \text{circ}(\alpha, z_0) \subset S \) and, by Lemma 5.4 \( P^+ = (0, \alpha, z_0) \in C^P \) or \( P^- = (0, -\alpha, z_0) \in C^P \). We distinguish two cases:

1) Assume \( P^+ \in C^P \). Note that, by [10, Theorem 2], at least one of them is reachable by \( r^P(t) \), and hence by \( P(s, t) \). Assume w.l.o.g. that \( P^+ \) is reachable by \( r^P \). By Lemma 5.5, \( \text{circ}(\alpha, z_0) \) is reachable by \( P \) with the possible exception of \( P^- \). Since \( N \in \text{circ}(\alpha, z_0) \) and it is non-reachable, then \( P^- = N \). Moreover, \( P_* = P^- \) (see Lemma 5.2 for the definition of \( P_* \)). Thus, \( N \in C^M \subset \text{Crit}(P) \).

2) Assume either \( P^+ \) or \( P^- \) belong to \( C^P \). Say w.l.o.g. that \( P^+ \in C^P \): if \( P^+ = r^P(t_0) \), by Lemma 5.2 \( \text{circ}(\alpha, z_0) \) is reachable except at \( P^- = N \). So, \( N \in C^M \subset \text{Crit}(P) \). On the other hand, if \( P^+ \) is not reachable by \( r^P(t) \), by Lemma 5.5 \( N \in \text{circ}(\alpha, z_0) \subset \text{Crit}(P) \).

As a consequence of this analysis we have proven Theorems 2.1, 2.3, 2.4.