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ABSTRACT

BACKGROUND AND AIMS: There is an urgent need for tools allowing therapists to identify patients at risk of dropout. The OQ-Analyst, an increasingly popular computer-based system, is used to track patient progress and predict dropout. However, we have been unable to find empirical documentation regarding the ability of OQ-Analyst to predict dropout. The aim of the present study was to perform the first direct test of the ability of the OQ-Analyst to predict dropout.

DESIGN: Patients were consecutively enlisted in a naturalistic, prospective, longitudinal clinical trial. As interventions based on feedback from the OQ-Analyst could alter the outcome and potentially render the prediction wrong, feedback was withheld from patients and therapists.

SETTING: The study was carried out during 2011–2013 in an inpatient substance use disorder clinic in Oslo, Norway.

PARTICIPANTS: Patients aged 18 to 28 years who met criteria for a principal diagnosis of mental or behavioural disorder due to psychoactive substance use (ICD 10; F10.2–F19.2).

MEASUREMENTS: Red signal (predictions of high risk) from the Norwegian version of the OQ-Analyst were compared with dropouts identified using patient medical records as the standard for predictive accuracy.

FINDINGS: A total of 40 patients completed 647 OQ assessments resulting in 46 red signals. There were 27 observed dropouts, only one of which followed after a red signal. Patients indicated by the OQ-Analyst as being at high risk of dropping out were no more likely to do so than those indicated as being at low risk. Random intercept logistic regression predicting dropout from a red signal was statistically nonsignificant. Bayes factor supports no association.

CONCLUSIONS: The study does not support the predictive ability of the OQ-Analyst for the present patient population. In the absence of empirical evidence of predictive ability, it may be better not to assume such ability.

KEYWORDS: feedback technology, progress monitoring, OQ-Analyst, OQ-45, substance use disorder treatment, dropout, attrition, negative treatment outcome, prediction

Introduction

Addiction to drugs and alcohol is a pervasive problem with harmful consequences for the addicted individual and high costs to society.1–5 In order to counteract addiction, different treatments have been developed, and one of the most consistent factors related to successful outcomes is treatment completion.6 Unfortunately, it is more common for a patient to drop out of treatment than to complete.7 The potential to prevent future dropout hinges on the ability to successfully identify individuals at risk of dropping out in time to allow for intervention. To date, dropout research has predominantly focused on pretreatment predictors, emphasising demographics such as age and sex.8 With few exceptions, this line of research has been unsuccessful,8–11 and there has been a call to shift focus to treatment process factors and to systems that help therapists monitor and assess individual treatment process.12–15 Among the reported benefits of employing progress monitoring (PM) systems is reduced dropout16–21 and several organizations (e.g. American Psychiatric Association) and national guidelines (e.g. USA and Australia) recommend using PM as means of ensuring treatment quality.22

There are several PM systems to choose from;22 one of the most popular and extensively researched systems is the OQ-Analyst.23–25 The system has yielded impressive results in mental health services with effect sizes of different types of feedback ranging from .28 to .70,19 and has been accepted into the National Registry of Evidence-Based Programs and Practices26 as an evidence-based intervention for substance use disorder (SUD) treatment in inpatient and outpatient settings. The OQ-Analyst includes an algorithm allowing prediction of
dropout of treatment. This is stated explicitly in the feedback message to the therapist following a red alert:

“[. . .] Chances are your client will drop out of treatment prematurely or have a negative treatment outcome. [. . .]”

While the system has a proven track record for predicting negative treatment outcome, we have been unable to find empirical support for the claim to predict dropout. The lack of documentation was confirmed by one of the founders of the system (Lambert, 2012, personal communication); the present study was therefore designed to perform the first direct test of the ability of the OQ-Analyst to predict dropout. A frequent phenomenon such as dropout should be more easily predicted than infrequent events such as deterioration; thus the OQ-Analyst would be expected to predict dropout above the accuracy level documented for deterioration. Previous studies investigating prediction of deterioration have concluded with hit rates between 85% and 100%, and we therefore hypothesised that the OQ-Analyst would predict dropout at an accuracy of above 85%.

Method
Study design
The study was a naturalistic, prospective, single-centre, longitudinal study designed to investigate the ability of the OQ-Analyst to predict dropout from an inpatient SUD treatment. Unlike the original use of the OQ-Analyst where feedback is available to the patient and therapist shortly after submission, the feedback in the present study was stored away from patients and therapists. As we were investigating the predictive ability of the OQ-Analyst, it was pivotal that the therapists did not intervene based on the feedback from the OQ-Analyst as that could alter the outcome and thus render the prediction wrong.

The study was part of the thematic health register Youth Addiction Treatment Evaluation Project (YATEP). YATEP is approved by the Norwegian Data Service for Research, the Norwegian Regional Committees for Medical Research Ethics (REK) and the Oslo University Hospital Data Protection Officer. All procedures for the current study were approved by REK (22 September 2011) (2011/1745) and performed according to REK guidelines and the Helsinki Declaration. The protocol and supporting STARD checklist are available as supporting information; see S1 Protocol, S2 STARD Checklist.

Participants
Data were collected from 1 January 2011 to 31 December 2013 at the Department of Addiction Treatment Youth at Oslo University Hospital, a specialised public hospital in Norway. To ensure the external validity and clinical utility of our findings, study inclusion was designed to follow the intake procedures at the hospital. Eligible patients were those: (1) aged 18 to 28 years; (2) who met criteria for a principal diagnosis of mental or behavioural disorder due to psychoactive substance use (ICD 10; F10.2–F19.2) (3) in need of interdisciplinary services; (4) provided in an inpatient treatment setting. Patients were excluded from the study if they had submitted fewer than two OQ-Analyst assessments (as two assessments is the absolute minimum required to predict dropout) or if they had an insufficient understanding of the Norwegian language to answer a questionnaire without assistance.

Data were collected as part of routine care, but patients were offered the option to refuse participation. Patients providing a written informed consent were asked to fill out the OQ-Analyst questionnaire using an on-site computer once every week, on a fixed day, throughout the course of treatment.

Fifty-four patients (70.1% male, mean age 24 years, SD = 2.42) were assessed for eligibility. One patient refused participation, two were transferred to outpatient treatment, and 11 patients submitted fewer than two OQ forms. The remaining 40 patients were included in the sample and analysed. See Table 1 for sample characteristics and Figure 1 for STARD flow chart of study enrolment.

Test methods
Index test. The OQ-Analyst is a computer-based system used to track patient progress and predict treatment outcome. Data for the OQ-Analyst are typically collected before each treatment session using the Outcome Questionnaire 45 (OQ-45), a 45-item self-report scale assessing three aspects of mental health over the past week: (1) symptoms; (2) relationships; and (3) functioning. After submission, the OQ-Analyst generates a report showing the patient’s session-by-session progress and his or her predicted treatment outcome.

The psychometric properties of the OQ-Analyst have been studied extensively and results show that system is highly reliable, valid and sensitive to changes patients make during treatment. The system has been validated across a broad range of settings, populations and countries, and the Norwegian version of the OQ-Analyst used in this study has been shown to have adequate reliability, internal stability (r = .85 and .93 respectively) and validity with other international instruments.

Reference standard. Treatment personnel at the Department of Addiction Treatment Youth are required to document every dropout incident in the patient’s medical record; this was used as the standard for predictive accuracy. Two hospital nurses extracted information about dropout events independently; any disagreement between the two were solved through a discussion with the first author, a licensed clinical psychologist.

Outcome
As there is currently no universally accepted definition of dropout in substance abuse research, we chose to follow the hospital
practice of recording dropout whenever a patient discontinued treatment before the treating personnel recommended discharge. This is a common classification of dropout known as discharge against medical advice (AMA). Conceptually, we can find two kinds of patients subsumed under this definition: (1) the patient that permanently leaves treatment; and (2) the patient who returns to treatment. For the latter category, it should be noted that the continuation of treatment after a dropout was decided individually and should not be confused with an ‘open-return’ policy. A large number of sensitivity analyses using several cut-offs for how long a treatment absence had to last in order to be recorded as a dropout can be found in the ‘Results’ section.

**Predictor**

When using the OQ-Analyst as intended, the therapists are alerted to risk of dropout by a red colour signal found in the OQ report. The red signal indicates those patients who are progressing significantly less than expected rates of improvement based upon samples with patients at the same initial level of distress. Accordingly, a red signal was used as predictor of dropout in the current investigation.

**Analyses**

**Power.** To determine an appropriate sample size, we used simulation models to create virtual datasets similar in form to those that would be produced by the trial; planned analyses were run on these simulated datasets. This allowed us to estimate power as a function of number of participants, as well as to vary their expected length of stay, rate of dropout, and the expected predictive accuracy of red signal from the OQ-Analyst instrument. The simulation models were based on the following expectations: overall risk of dropout was held constant over time. Reported rates of dropout vary substantially by study population and definition of dropout. For a rough estimate, we calculated a weighted average based on 91 of the studies analysed by Brorson et al (2013) for which single dropout rates were reported, of 48.6%, or roughly half. Assuming a treatment period of approximately three months, or 13 weeks, a fixed weekly risk of 5% corresponds to an overall dropout rate of approximately 50%. The red signal was expected to occur following approximately 10% of all completed OQ questionnaires. Simulated patients’ length of stay was modelled to vary depending on modelled dropout. With dropout risk approximately half of the expected frequency of the red signal, a sensitivity of 100% would imply a positive predictive value of 50%. Note that with 10% of all OQ responses yielding a red signal, and a 5% weekly risk of dropout, 50% sensitivity would imply a relative risk of dropout from red signal of 9. We varied the sensitivity of the red signal by increments of 5% from 5% to 95%, corresponding to relative risk from red signal of .5 to 1710. We modelled the number of participants by units of 10 from 20 to 100. For each combination of relative risk and number of participants, we created 1000 simulated datasets. Each simulated trial was analysed using logistic regression with a random intercept at the level of (simulated) study participant. The regression was in the form of equation 1:

\[
\text{dropout} \sim \alpha + \beta_{\text{red}} \times \text{red} + (1 | id)
\]

Using a critical level of .05 for statistical significance, the power was estimated as the observed proportion of runs resulting in statistically significant fitted coefficients for the additional risk associated with the red signal. The estimated power as a function of sample size and expected proportion of dropouts following the red signal are found in Figure 1. As the figure illustrates, power varies greatly as a function of sensitivity/relative risk. With 50 participants, we estimated 80% power to detect a true positive rate from the red signal of approximately 30%. As mentioned previously, the reported hit rate (sensitivity) of OQ from the red signal of bad treatment outcome is around 85%, leading us to expect a high relative risk of dropout following the red signal. Based on these estimates, we aimed for a sample size of approximately 50 respondents.

**Table 1.** Characteristics of the sample (n = 40).

| CHARACTERISTICS                                    |       |
|---------------------------------------------------|-------|
| Sex (%)                                           |       |
| Male                                              | 70.1  |
| Female                                            | 29.9  |
| Mean age at first admission (years)               | 24 (SD = 2.42) |
| Mean years of school                              | 11 (SD = 1.55) |
| Main ICD 10 substance-related disorder (n (%))    |       |
| Opioid                                            | 14 (35) |
| Other stimulants                                  | 10 (25) |
| Cannabinoid                                       | 9 (22.5) |
| Tentative or missing                              | 7 (17.5) |
| Main comorbidity on axis I and II (n (%))         |       |
| Mood disorder                                     | 9 (22.5) |
| Personality disorder                              | 5 (12.5) |
| ADHD                                              | 4 (10) |
| PTSD                                              | 4 (10) |
| Tentative or missing                              | 18 (45) |
| Mean length of stay (days)                        | 112.28 (SD = 85.91) |
| Mean time until first dropout                     | 59.17 (SD = 66.24) |
| Mean number of dropout                            | .68 (SD = .94) |
| Mean baseline OQ-45 score                         | 84 (SD = 22.14) |

Abbreviations: ADHD, attention deficit hyperactivity disorder; PTSD, post-traumatic stress disorder.
Analyses of prediction. To estimate the predictive accuracy of the red signal for subsequent dropout, we used a mixed-effects logistic regression model with random intercepts at the level of individual patients. The model was specified to predict a dummy variable indicating dropout in the next seven days following an administered OQ questionnaire, with the variable of interest a separate dummy indicating the presence or absence of the red signal.

Our analysis included all dropout events, meaning that patients who returned to treatment within 90 days of leaving AMA could drop out more than once. This is in line with the intended use of the OQ- Analyst; the inclusion of a random intercept at the level of individual participants should account at least in part for individual differences in tendency to drop out of treatment. To ensure that the results were not overly influenced by many dropouts from a few individuals, we performed sensitivity analyses using the same methods, limiting the number of dropouts to the first per patient. Since using the first event only can be construed as a survival analysis, we also applied Cox regression with the red signal as a time-dependent covariate as a separate sensitivity analysis.

The OQ algorithm explicitly takes into account the longitudinal development of scores from each patient. Correspondingly, the clinical recommendations associated with the colour code outcomes from the OQ are independent of previous reports for the same patient; a red signal should be considered just as worrying for a patient previously reported to be on track as for a patient that has been off track for a long time. Conversely, if a patient previously indicated as at risk by the red signal is found to be on track, the clinical indication of risk should be the same as for a patient that has always been on track. Arguably, therefore, the most appropriate method of analysis would be to handle all observations as fully independent. The rationale may seem counterintuitive, but may be easier to grasp by use of an analogy: consider a case in which we use an instrument calibrated to indicate risk of cerebral stroke, accounting for various risk factors, including age. While we know that risk of stroke is highly age-dependent, this is already handled by the measure, such that a high indicated risk of stroke implies the same absolute risk, regardless of age. In such a case, further adjusting for age makes little sense, and considerations of predictive accuracy should be performed without including age as a separate predictor (unless the objective is to test whether age dependency is appropriately handled). In the case of OQ, previous response history is explicitly taken into account in the risk estimation algorithm. Consequently, testing the predictive accuracy of the instrument as it is intended to be used should theoretically consider each OQ risk indication in isolation. However, since the clinical populations on which the OQ algorithm has been calibrated may differ from substance abuse patients to some unknown extent, we take a more conservative approach and use; a mixed-model design with random intercepts at the level of individual patients to account for the lack of independence between responses made by the same individual.

As a measure of strength of evidence, we calculated Bayes factor between the null hypothesis (no difference in risk of dropout following red signal) and a range of assumed prior sensitivities of the red signal.

All analyses were performed in R 3.2.3 using Rstudio\textsuperscript{39,40} Mixed-effects models were run using the packages \textit{lme4} (linear mixed-effects models)\textsuperscript{41} and \textit{brms} (Bayesian Multilevel Models using Stan).\textsuperscript{42} Bayes factors were calculated using bespoke code, supported by the \textit{brms} and BayesFactor packages.\textsuperscript{43}

Since the algorithm used by the OQ- Analyst tracks changes from initial distress score, we performed sensitivity analyses in which initial distress score was included as a predictor and as a moderator for the red signal.

Results

Participants

For the 40 patients with the minimum required number of OQ responses, we had total of 647 OQ observations, see Figure 2 and Table 1.
Figure 3 displays the length of stay for the included patients, along with dropouts, red signal and indications of completed treatment.

There were a total of 46 red signals, and 32 dropouts of at least 1 week, 27 of which followed after a valid administration of OQ, that is after completing the minimum requirement of two OQs. Of the 27, only one followed a red signal. Figure 3 displays red signals and subsequent dropout. Results from the fitted mixed-effects logistic regression model can be found in Table 2, which indicates a statistically nonsignificant, lower risk of dropout following a red signal than other OQ responses.

In the sensitivity analysis using Cox regression with a red signal as a time-dependent covariate, the red signal was found to be associated with a statistically significant ($P < .001$) reduction in proportional risk of subsequent dropout.

In the sensitivity analysis using Cox regression with a red signal as a time-dependent covariate, the red signal was found to be associated with a statistically nonsignificant, lower risk of dropout following a red signal than other OQ responses.

In the sensitivity analysis using Cox regression with a red signal as a time-dependent covariate, the red signal was found to be associated with a statistically significant ($P < .001$) reduction in proportional risk of subsequent dropout.

In the sensitivity analysis using Cox regression with a red signal as a time-dependent covariate, the red signal was found to be associated with a statistically significant ($P < .001$) reduction in proportional risk of subsequent dropout.

Figure 4 displays the raw factors (BR01) for different assumed priors regarding true positives for dropouts following a red signal, and indicates that no association between red signal and subsequent dropout is substantially more likely than priors for relative risks above 2 for a red signal (true positives rates over 13.5%).

We performed a large number of sensitivity analyses using 0 day (any unplanned absence), 1 week ($\geq 7$ days), 2 weeks ($\geq 14$ days), and 1 month ($\geq 35$ days) as cut-offs. Anonymised research data are available as supplemental material (S3). Sensitivity analyses with shorter or longer required absence to be counted as a dropout altered the number of observed dropouts following valid OQ responses (54 dropouts of any duration to 16 dropouts of at least 90 days). Point estimates for the risk associated with red signal were consistently negative for all definitions.

The sensitivity analyses including baseline score as a predictor and as a moderator for red signal did not alter the findings provided by our main analyses.

**Discussion**

The general aim of the present study was to investigate the ability of the OQ-Analyst to predict dropout from an inpatient
SUD treatment. Dropout is often linked to deterioration, and the OQ-Analyst use the same prediction model to predict both outcomes. Based on studies addressing the OQ-Analyst ability to predict deterioration, we hypothesised that the system would be able to predict a more frequently occurring event such as dropout, above the level of deterioration, that is above a hit rate of 85%. The results indicated that the OQ-Analyst was unable to predict dropout on a week-by-week basis and as a final outcome.

We think there are at least four reason that might explain the lack of prediction in our study. First, our study was not powered to recognise an increased relative risk of dropout less than 2, meaning that the OQ-Analyst may be able to predict dropout below this level. However, the practical value of prediction at this level is questionable. Consider an example: an average sized inpatient unit in Norway treats about 50 patients per year, with approximately 25 dropouts. Assuming that the length of stay (approximately 16 weeks) and proportion of OQ

---

### Table 2. Random intercept logistic regression predicting dropout from red signal.

|                        | ESTIMATE | CI [2.5%, 97.5%] | SE  | P  |
|------------------------|----------|------------------|-----|----|
| A. ALL DROPOUTS INCLUDED |          |                  |     |    |
| Intercept              | −3.587   | −4.746, −2.838   | .448| .000|
| Red signal             | −.660    | −3.814, 1.420    | 1.227| .591|
| B. FIRST DROPOUT PER PARTICIPANT |          |                  |     |    |
| Intercept              | −3.537   | −4.019, −3.056   | .246| .000|
| Red signal             | −.270    | −2.310, 1.770    | 1.041| .793|

---

Figure 3. Length of stay (x-axis) for included patients, sorted by total length of stay. Red x denotes dropout, blue triangle completed treatment. Red reflects red signal, grey otherwise. No line indicates that patient was not admitted, for example, due to dropout or out on leave. Treatment cessation with no marker due to any other reason, such as the patient being moved to another ward.
responses yielding a red signal (approximately 7%) observed in this study is representative, a relative risk of 2 would mean that the OQ-Analyst, in the best case, correctly predicts two dropouts per year for the average clinic. As the instrument is intended for individual decision making, the system needs to detect differences large enough to make a practical, noticeable effect in clinical daily life. Additionally, the OQ produced 46 red signals not followed by dropout in this sample, misidentifying the patients as likely to drop out. In a clinical setting, this might result in unnecessary interventions and expenditure of additional resources at the cost of other tasks and patients. There is call for a debate on what levels of sensitivity and specificity should be required of a clinical prediction tool before it can be recommended for use in clinical practice.

A second explanation for the finding could be that our sample was biased toward the higher end of disturbance. Poorer functioning patients are more likely to show a mismatch with general outcome measures such as the OQ-Analyst. However, when we performed the analyses with initial distress score as moderator we did not detect any systematic patterns of differentiated risk. With regard to other potentially biasing factors such as gender, prevalence of co-occurring mental disorders, patterns of drug use and dropout rate, our sample seemed reflective of international SUD populations, thus making our sample representative for other SUD populations.

A third possible explanation for the lack of prediction may be due to different mechanisms underlying dropout from mental health services and dropout from SUD treatment. The OQ-Analyst was originally developed for mental health, and based on the test items included in the OQ-Analyst, dropout can be predicted from items tracking three broad areas of adult mental health: symptom distress; interpersonal problems; and functioning in everyday life. Conclusions from a recent study exploring potential mechanisms of dropout from SUD treatment correspond well with the domains covered by the OQ-Analyst. However, the study highlighted the importance of drug craving, a symptom currently not found in the OQ-Analyst.

Lastly, the lack of prediction could be the result of a mismatch between the data on which the OQ-Analyst is constructed and SUD populations. The OQ-Analyst uses intake score and deviation from expected treatment response to predict dropout. Both are reported to differ between mental health and SUD populations, with SUD patients tending to report significantly less distress at intake, and also needing longer time in treatment before progress occur.

The lack of prediction indicates that the OQ-Analyst may not be appropriate for SUD patients and underlines the need for validation studies of PM systems used in mental health for SUD populations. Where one might be concerned that the findings were caused by a few individuals dropping out repeatedly, the sensitivity analyses using the first dropout per patient only were no more favourable to a red signal as an indicator of subsequent dropout. To the contrary, the Cox regression indicated a significantly reduced proportional hazard rate for individuals following a red signal. In the absence of empirical evidence, we cannot recommend the OQ-Analyst for use with the purpose of predicting dropout from inpatient SUD treatment. It should be noted that it is possible that the instrument provides the therapist with other meaningful information leading to improved retention and research on the preventive ability of the OQ-Analyst in a SUD treatment setting is needed.

The failure to predict dropout in the present study is uninformative as to the ability of the OQ-Analyst to predict dropout in other patient groups. The concept behind the claim of having such ability is intuitively appealing: the OQ-Analyst predicts poor progress; poor progress is a core element in dropout, thus a method used to predict poor progress should predict dropout. However, dropout and poor progress may be different types of negative outcome. This has been reported in previous research, and Linden (2013) suggests that deterioration is an adverse reaction to the treatment, while dropout may or may not be treatment related. This understanding indicates that prediction failure implies model inadequacy, which could mean that the OQ-Analyst is unable to predict dropout regardless of patient population. There is call for studies testing the ability of the OQ-Analyst to predict dropout in other patient groups.

Strengths and limitations
This study has several strengths. First, it was performed in a naturalistic setting with less restrictive methodological standards in terms of patient selection, therapist competence and...
adherence, and other issues relating to design, thus making our result better generalisable to real-world settings. Moreover, this study used electronic medical records as the standard for predictive accuracy, whereas previous studies have used the OQ-Analyst as a reference standard for predictions made by the OQ-Analyst. External validation is necessary as prediction models tend to perform better on data on which the model is constructed on compared to new data.24

Several limitations of the study should also be noted. While sufficient to detect predictive ability of magnitudes such as reported for negative treatment outcomes, the sample size in this study implies insufficient power to detect relative risks less than 2 for dropouts following a red signal. However, the null finding above this level is trustworthy as demonstrated by the calculated Bayes factor.

Another potential source of error could result from the study design. In order to investigate predictive accuracy, we had to withhold the feedback from the therapists, thus withholding the potential benefits of undergoing repeated testing for our participating patients. As the therapists were unable to detect bogus responses, this could have made our data vulnerable to erroneous answers from unmotivated participants. We attempted to mend this issue by generating a reliability test for items in the OQ-Analyst that should be answered differently (e.g. I get along well with others should be answered differently from I often get in conflict with others). The test flagged assessments with inconsistent answers, which were then disregarded in the analyses.

Conclusion

There are two potential main implications in this study. First, the results suggest that the dropout predictor in the OQ-Analyst does not predict subsequent dropout for SUD patients in inpatient treatment and indicates a need for disorder-specific PM instruments rather than general instruments such as the OQ-Analyst. Second, the OQ-Analyst’s ability to predict dropout appears not to be documented in general. In the absence of empirical evidence, it may be safer not to assume such ability.

Overall, the result emphasises the importance of, and need for, studies designed to directly test the OQ-Analysts dropout predictor. Until empirical evidence is available to suggest the ability of OQ-Analyst to predict dropout, statements about the ability of OQ-Analyst for retention in drug abuse treatment. 
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