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Abstract
Over the past decade, choice architecture interventions or so-called nudges have received widespread attention from both researchers and policy makers. Built on insights from the behavioral sciences, this class of behavioral interventions focuses on the design of choice environments that facilitate personally and socially desirable decisions without restricting people in their freedom of choice. Drawing on more than 200 studies reporting over 450 effect sizes (n = 2,149,683), we present a comprehensive analysis of the effectiveness of choice architecture interventions across techniques, behavioral domains, and contextual study characteristics. Our results show that choice architecture interventions overall promote behavior change with a small to medium effect size of Cohen’s d = 0.45 (95% CI [0.39, 0.52]). In addition, we find that the effectiveness of choice architecture interventions varies significantly as a function of technique and domain. Across behavioral domains, interventions that target the organization and structure of choice alternatives (decision structure) [...]
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Over the past decade, choice architecture interventions or so-called nudges have received widespread attention from both researchers and policy makers. Built on insights from the behavioral sciences, this class of behavioral interventions focuses on the design of choice environments that facilitate personally and socially desirable decisions without restricting people in their freedom of choice. Drawing on more than 200 studies reporting over 450 effect sizes (n = 2,149,683), we present a comprehensive analysis of the effectiveness of choice architecture interventions across techniques, behavioral domains, and contextual study characteristics. Our results show that choice architecture interventions overall promote behavior change with a small to medium effect size of Cohen’s $d = 0.48$ (95% CI [0.39, 0.52]). In addition, we find that the effectiveness of choice architecture interventions varies significantly as a function of technique and domain. Across behavioral domains, interventions that target the organization and structure of choice alternatives (decision structure) consistently outperform interventions that focus on the description of alternatives (decision information) or the reinforcement of behavioral intentions (decision assistance). Food choices are particularly responsive to choice architecture interventions, with effect sizes up to 2.5 times larger than those in other behavioral domains. Overall, choice architecture interventions affect behavior relatively independently of contextual study characteristics such as the geographical location or the target population of the intervention. Our analysis further reveals a moderate publication bias toward positive results in the literature. We end with a discussion of the implications of our findings for theory and behaviorally informed policy making.

M any of today’s most pressing societal challenges such as the successful navigation of the COVID-19 pandemic or the mitigation of climate change call for substantial changes in individuals’ behavior. Whereas microeconomic and psychological approaches based on rational agent models have traditionally dominated the discussion about how to achieve behavior change, the release of Thaler and Sunstein’s book Nudge—Improving Decisions about Health, Wealth, and Happiness (1) widely introduced a complementary intervention approach known as choice architecture or nudging, which aims to change behavior by (re)designing the physical, social, or psychological environment in which people make decisions while preserving their freedom of choice (2). Since the publication of the first edition of Thaler and Sunstein (1) in 2008, choice architecture interventions have seen an immense increase in popularity (Fig. 1). However, little is known about their overall effectiveness and the conditions under which they facilitate behavior change—a gap the present meta-analysis aims to address by analyzing the effects of the most widely used choice architecture techniques across key behavioral domains and contextual study characteristics.

Traditional microeconomic intervention approaches are often built around a rational agent model of decision making, which assumes that people base their decisions on known and consistent preferences that aim to maximize the utility, or value, of their actions. In determining their preferences, people are thought to engage in an exhaustive analysis of the probabilities and potential costs and benefits of all available options to identify which option provides the highest expected utility and is thus the most favorable (3). Interventions aiming to change behavior are accordingly designed to increase the utility of the desired option, either by educating people about the existing costs and benefits of a certain behavior or by creating entirely new incentive structures by means of subsidies, tax credits, fines, or similar economic measures. Likewise, traditional psychological intervention approaches explain behavior as the result of a deliberate decision making process that weighs and integrates internal representations of people’s belief structures, values, attitudes, and norms (4, 5). Interventions accordingly focus on measures such as information campaigns that aim to shift behavior through changes in people’s beliefs or attitudes (6).

Over the past years, intervention approaches informed by research in the behavioral sciences have emerged as a complement to rational agent-based approaches. They draw on an alternative model of decision making which acknowledges that people are bounded in their ability to make rational decisions. Rooted in dual-process theories of cognition and information processing...
(7), this model recognizes that human behavior is not always driven by the elaborate and rational thought processes assumed by the rational agent model but instead often relies on automatic and computationally less intensive forms of decision making that allow people to navigate the demands of everyday life in the face of limited time, available information, and computational power (8, 9). Boundedly rational decision makers often construct their preferences ad hoc based on cognitive shortcuts and biases, which makes them susceptible to supposedly irrational contextual influences, such as the way in which information is presented or structured (10–12). This susceptibility to contextual factors, while seemingly detrimental to decision making, has been identified as a promising lever for behavior change because it offers the opportunity to influence people’s decisions through simple changes in the so-called choice architecture that defines the physical, social, and psychological context in which decisions are made (2). Rather than relying on education or significant economic incentives, choice architecture interventions aim to guide people toward personally and socially desirable behavior by designing environments that anticipate and integrate people’s limitations in decision making to facilitate access to decision-relevant information, support the evaluation and comparison of available choice alternatives, or reinforce previously formed behavioral intentions (13) (see Table 1 for an overview of intervention techniques based on choice architecture1).

**Addressing Psychological Barriers through Choice Architecture**

Unlike the assumption of the rational agent model, people rarely have access to all relevant information when making a decision. Instead, they tend to base their decisions on information that is directly available to them at the moment of the decision (14, 15) and to discount or even ignore information that is too complex or meaningless to them (16, 17). Choice architecture interventions based on the provision of decision information aim to facilitate access to decision-relevant information by increasing its availability, comprehensibility, and/or personal relevance to the decision maker. One way to achieve this is to provide social reference information that reduces the ambiguity of a situation and helps overcome uncertainty about appropriate behavioral responses. In a natural field experiment with more than 600,000 US households, for instance, Allcott (18) demonstrated the effectiveness of descriptive social norms in promoting energy conservation. Specifically, the study showed that households which regularly received a letter comparing their own energy consumption to that of similar neighbors reduced their consumption by an average of 2%. This effect was estimated to be equivalent to that of a short-term electricity price increase of 11 to 20%. Other examples of decision information interventions include measures that increase the visibility of otherwise covert information (e.g., feedback devices and nutrition labels; refs. 19, 20), or that translate existing descriptions of choice options into more comprehensible or relevant information (e.g., through simplifying or reframing information; ref. 21).

Not only do people have limited access to decision-relevant information, but they often refrain from engaging in the elaborate cost-benefit analyses assumed by the rational agent model to evaluate and compare the expected utility of all choice options. Instead, they use contextual cues about the way in which choice alternatives are organized and structured within the decision environment to inform their behavior. Choice architecture interventions built around changes in the decision structure utilize this context dependency to influence behavior through the arrangement of choice alternatives or the format of decision making. One of the most prominent examples of this intervention approach is choice default, or the preselection of an option that is imposed if no active choice is made. In a study comparing organ donation policies across European countries, Johnson and Goldstein (22) demonstrated the impact of defaults on even highly consequential decisions, showing that in countries with presumed consent laws, which by default register individuals as organ donors, the rate of donor registrations was nearly 60 percentage points higher than in countries with explicit consent laws, which require individuals to formally agree to becoming an

1While alternative classification schemes of choice architecture interventions can be found in the literature, the taxonomy used in the present meta-analysis distinguishes itself through its comprehensiveness, which makes it a highly reliable categorization tool and allows for inferences of both theoretical and practical relevance.
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The aim of the present meta-analysis was to address these questions by first quantifying the overall effect of choice architecture interventions on behavior and then providing a systematic comparison of choice architecture interventions across different techniques, behavioral domains, and contextual study characteristics to answer 1) whether some choice architecture techniques are more effective in changing behavior than others, 2) whether some behavioral domains are more receptive to the effects of choice architecture interventions than others, 3) whether choice architecture techniques differ in their effectiveness across varying behavioral domains, and finally, 4) whether the effectiveness of choice architecture interventions is impacted by contextual study characteristics such as the location or target population of the intervention. Drawing on an exhaustive literature search that yielded more than 200 published and unpublished studies, this comprehensive analysis presents important insights into the effects and potential boundary conditions of choice architecture interventions and provides an evidence-based guideline for selecting behaviorally informed intervention measures.

### Results

#### Effect Size of Choice Architecture

Our meta-analysis of 455 effect sizes from 214 publications \((N = 2,149,683)\) revealed a statistically significant effect of choice architecture interventions on behavior (Cohen’s \(d = 0.45\), 95% CI [0.39, 0.52], \(t(340) = 14.38, P < 0.001\)) (Fig. 2). Using conventional criteria, this effect can be classified to be of small to medium size (40). The effect size was reliable across several robustness checks, including the removal of influential outliers, which marginally decreased the overall size of the effect but did not change its statistical significance \((d = 0.42, 95\% \text{ CI } [0.37, 0.46], t(358) = 17.06, P < 0.001)\). Additional leave-one-out analyses at the individual effect size level and the publication level found the effect of choice architecture interventions to be robust to the exclusion of any one effect size and publication, with \(d\) ranging from 0.43 to 0.46 and all \(P < 0.001\).

The total heterogeneity was estimated to be \(\tau^2 = 0.23\), indicating considerable variability in the effect size of choice architecture interventions. More specifically, the dispersion of effect sizes suggests that while the majority of choice architecture interven-

### Table 1. Taxonomy of choice architecture categories and intervention techniques

| Psychological barrier | Intervention category | Intervention technique |
|-----------------------|-----------------------|------------------------|
| Limited access to decision-relevant information | Decision information: increase the availability, comprehensibility, and/or personal relevance of information | Translate information: adapt attributes to facilitate processing of already available information and/or shift decision maker’s perspective |
| Limited capacity to evaluate and compare choice options | Decision structure: alter the utility of choice options through their arrangement in the decision environment or the format of decision making | Change choice defaults: set no action default or prompt active choice to address behavioral inertia, loss aversion, and/or perceived endorsement |
| Limited attention and self-control | Decision assistance: facilitate self-regulation | Change option-related effort: adjust physical or financial effort to remove friction from desirable choice option |

The present study suggests that choice architecture interventions can be an effective tool for behavior change, but further research is needed to understand the underlying mechanisms and to identify the conditions under which these interventions are most effective.
Successful implementations of choice architecture interventions may favor the reporting of successful as opposed to unsuccessful implementations of choice architecture interventions in studies with small sample sizes. Sensitivity analyses imposing a priori weight functions on a simplified random effects model suggested that this one-tailed publication bias could have potentially affected the estimate of our meta-analytic model (43).

Assuming a moderate one-tailed publication bias in the literature attenuated the overall effect size of choice architecture interventions by 26.79% from Cohen’s $d = 0.42$, 95% CI [0.37, 0.46], and $\tau^2 = 0.20$ (SE = 0.02) to $d = 0.31$ and $\tau^2 = 0.23$. Assuming a severe one-tailed publication bias attenuated the overall effect size even further to $d = 0.03$ and $\tau^2 = 0.34$; however, this assumption was only partially supported by the funnel plot.

Although our general conclusion about the effects of choice architecture interventions on behavior remains the same in the light of these findings, the true effect size of interventions is likely to be smaller than estimated by our meta-analytic model due to the overrepresentation of positive effect sizes in our sample.

**Moderator Analyses.** Supported by the high heterogeneity among effect sizes, we next tested the extent to which the effectiveness of choice architecture interventions was moderated by the type of intervention, the behavioral domain in which it was implemented, and contextual study characteristics.

**Intervention category and technique.** Our first analysis focused on identifying potential differences between the effect sizes of decision information, decision structure, and decision assistance interventions. This analysis found that intervention category indeed moderated the effect of choice architecture interventions on behavior ($F(3, 337) = 9.79, P < 0.001$). With average effect sizes ranging from $d = 0.31$ to $0.55$, interventions across all three categories were effective in inducing statistically significant behavior change (all $P < 0.001$; Fig. 4). Planned contrasts between categories, however, revealed that interventions in the decision structure category had a stronger effect on behavior compared to interventions in the decision information ($b = 0.17$, 95% CI [0.03, 0.31], $t(337) = 2.32, P = 0.02$) and the decision assistance category ($b = 0.24$, 95% CI [0.11, 0.36], $t(337) = 3.79, P < 0.001$). No difference was found in the effectiveness of decision information and decision assistance interventions ($b = 0.07$, 95% CI [0.10, 0.05], $t(337) = 1.16, P = 0.25$). Including intervention category as a moderator in our meta-analytic model marginally reduced the proportion of true to total variability in effect sizes from $I^2 = 99.67\%$ to $I^2 = 99.57\%$ ($I_{(3)}^2 = 92.44\%$; $I_{(2)}^2 = 7.13\%$; SI Appendix, Table S3).

To test whether the effect sizes of the three intervention categories adequately represented differences on the underlying level of choice architecture techniques, we reran our analysis with intervention technique rather than category as the key moderator. As illustrated in Fig. 4, each of the nine intervention techniques was effective in inducing behavior change, with Cohen’s $d$ ranging from $0.30$ to $0.62$ (all $P < 0.01$). Within intervention categories, techniques were generally consistent in their effect sizes (for all contrasts, $P > 0.05$). Between categories, however, techniques showed in parts substantial differences in effect sizes. In line with the previously reported results, techniques within the decision category and technique did not significantly affect the effect size of our meta-analytic model (3).
Intervention  $d$  95% CI
---
Decision information
Translation $^a$  0.31 [0.18, 0.43]
Visibility $^b$  0.36 [0.26, 0.45]
Social reference $^c$  0.40 [0.29, 0.51]
Average effect for category $^d$  0.38 [0.29, 0.47]
Decision structure
Default $^{3,5,8}$  0.62 [0.50, 0.73]
Effort  0.43 [0.19, 0.67]
Composition  0.55 [0.22, 0.88]
Consequence  0.43 [0.29, 0.58]
Average effect for category $^e$  0.55 [0.45, 0.64]
Decision assistance
Reminder $^f$  0.30 [0.20, 0.39]
Commitment $^g$  0.30 [0.13, 0.46]
Average effect for category $^h$  0.31 [0.23, 0.39]

Fig. 4. Forest plot of effect sizes across categories of choice architecture intervention techniques (see Table 1 for more detailed description of techniques). The position of squares on the x axis indicates the effect size of each respective intervention technique. Bars indicate the 95% confidence intervals of effect sizes. The size of squares is inversely proportional to the SE of effect sizes. Diamond shapes indicate the average effect size and confidence intervals of intervention categories. The solid line represents an effect size of Cohen's $d = 0$. The dotted line represents the overall effect size of choice architecture interventions, Cohen's $d = 0.45$, 95% CI [0.39, 0.52]. Identical letter superscripts indicate statistically significant ($P < 0.05$) pairwise comparisons.

structure category were consistently stronger in their effects on behavior than intervention techniques within the decision information or the decision assistance category. The observed effect size differences between the decision information, the decision structure, and the decision assistance category were thus unlikely to be driven by a single intervention technique but rather representative of the entire set of techniques within those categories.

Behavioral domain. Following our analysis of the effectiveness of varying types of choice architecture interventions, we next focused on identifying potential differences among the behavioral domains in which interventions were implemented. As illustrated in Fig. 5, effect sizes varied quite substantially across domains, with Cohen’s $d$ ranging from 0.25 to 0.72. Our analysis confirmed that the effectiveness of interventions was moderated by domain ($F(6, 334) = 4.62$, $P < 0.001$). Specifically, it showed that choice architecture interventions, while generally effective in inducing behavior change across all six domains, had a particularly strong effect on behavior in the food domain, with $d = 0.72$ (95% CI [0.49, 0.95]). No other domain showed comparably large effect sizes (for all contrasts, $P < 0.05$). The smallest effects were observed in the financial domain. With an average intervention effect of $d = 0.25$ (95% CI [0.12, 0.37]), this domain was less receptive to choice architecture interventions than the other behavioral domains we investigated. Introducing domain as a moderator in our meta-analytic model marginally reduced the ratio of true to total heterogeneity among effect sizes from $I^2 = 99.67\%$ to $I^2 = 99.52\%$ ($I^2(5) = 91.86\%$; $I^2(2) = 7.67\%$; SI Appendix, Table S3).

Intervention category across behavioral domain. Comparing the effectiveness of decision information, decision structure, and decision assistance interventions across domains consistently showed interventions within the decision structure category to have the largest effect on behavior, with Cohen’s $d$ ranging from 0.33 to 0.86 (Fig. 5). This result suggests that the observed effect size differences between the three categories of choice architecture interventions were relatively stable and independent from the behavioral domain in which interventions were applied. Including the interaction of intervention category and behavioral domain in our meta-analytic model reduced the proportion of true to total effect size variability from $I^2 = 99.67\%$ to $I^2 = 90.52\%$ ($I^2(3) = 91.86\%$; $I^2(2) = 7.67\%$; SI Appendix, Table S3).

Study characteristics. Last, we were interested in the extent to which the effect size of choice architecture interventions was...
mixed-effect models: contextual study characteristics

Recently, more and more researchers have approached this question through the use of choice architecture interventions. The present meta-analysis integrates over a decade’s worth of research to shed light on the effectiveness of choice architecture and the conditions under which it facilitates behavior change. Our results show that choice architecture interventions promote behavior change with a small to medium effect size of Cohen’s $d = 0.45$, which is comparable to more traditional intervention approaches like education campaigns or financial incentives (46–48). Our findings are largely consistent with those of previous analyses that investigated the effectiveness of choice architecture interventions in a smaller subset of the literature (e.g., refs. 29, 30, 32, 33). In their recent meta-analysis of choice architecture interventions across academic disciplines, Beshears and Kosowksy (30), for example, found that choice defaults had a larger effect size than meta-analyses that included behavioral domain.

Table 2. Parameter estimates of three-level meta-analytic models showing the overall effect size of choice architecture interventions as well as effect sizes across categories, techniques, behavioral domains, and contextual study characteristics

| Effect                                         | $k$ | $n$      | $d$  | 95% CI     | Test statistic | $P$  |
|------------------------------------------------|-----|----------|------|------------|----------------|------|
| Random-effects model                            |     |          |      |            |  $t(340) = 14.38$ |  < 0.001 |
| Overall effect size                             | 455 | 2,149,683| 0.45 | [0.39, 0.52]|                |      |
| Mixed-effects models: substantive moderators    |     |          |      |            |  $F(3, 337) = 9.79$ |  < 0.001 |
| Choice architecture category                    |     |          |      |            |                |      |
| Decision information                           | 130 | 913,963  | 0.38 | [0.29, 0.47]|                |      |
| Decision structure                             | 227 | 357,179  | 0.55 | [0.45, 0.64]|                |      |
| Decision assistance                            | 98  | 878,541  | 0.31 | [0.23, 0.39]|                |      |
| Choice architecture technique                  |     |          |      |            |  $F(9, 331) = 4.27$ |  < 0.001 |
| Translation                                    | 50  | 52,230   | 0.31 | [0.18, 0.43]|                |      |
| Visibility                                     | 31  | 822,242  | 0.36 | [0.26, 0.45]|                |      |
| Social reference                               | 49  | 39,491   | 0.40 | [0.29, 0.51]|                |      |
| Default                                        | 132 | 139,948  | 0.62 | [0.50, 0.73]|                |      |
| Effort                                         | 23  | 8,033    | 0.43 | [0.19, 0.67]|                |      |
| Composition                                    | 53  | 7,434    | 0.55 | [0.22, 0.88]|                |      |
| Consequence                                    | 19  | 201,764  | 0.43 | [0.29, 0.58]|                |      |
| Reminder                                       | 69  | 870,381  | 0.30 | [0.20, 0.39]|                |      |
| Commitment                                     | 29  | 8,160    | 0.30 | [0.13, 0.46]|                |      |
| Behavioral domain                              |     |          |      |            |  $F(6, 334) = 4.62$ |  < 0.001 |
| Health                                         | 84  | 122,762  | 0.34 | [0.22, 0.45]|                |      |
| Food                                           | 111 | 12,515   | 0.72 | [0.49, 0.95]|                |      |
| Environment                                    | 76  | 105,848  | 0.43 | [0.32, 0.54]|                |      |
| Finance                                        | 45  | 38,730   | 0.25 | [0.12, 0.37]|                |      |
| Prosocial                                      | 66  | 1,041,629| 0.44 | [0.29, 0.59]|                |      |
| Other                                          | 73  | 828,199  | 0.29 | [0.05, 0.54]|                |      |
| Mixed-effects models: contextual study characteristics |   |          |      |            |  $F(3, 337) = 0.27$ |  0.846 |
| Location                                       |     |          |      |            |  $t(339) = -1.13$ |  0.258 |
| Outside United States                          | 186 | 1,214,499|      |            |                |      |
| Inside United States                           | 269 | 935,184  |      |            |                |      |
| Population                                     |     |          |      |            |  $t(339) = -1.13$ |  0.258 |
| Children and adolescents                       | 27  | 9,891    |      |            |                |      |
| Adults                                         | 428 | 2,139,792|      |            |                |      |
| Type of experiment                             |     |          |      |            |  $F(3, 337) = 0.27$ |  0.846 |
| Conventional laboratory                        | 124 | 12,723   | 0.44 | [0.33, 0.55]|                |      |
| Artifactual field                              | 160 | 49,118   | 0.43 | [0.24, 0.62]|                |      |
| Framed field                                   | 81  | 15,595   | 0.52 | [0.34, 0.70]|                |      |
| Natural field                                  | 90  | 2,072,247| 0.44 | [0.11, 0.77]|                |      |
| Year of publication                            |     |          |      |            |  $t(339) = -3.44$ |  < 0.001 |

$k$, number of effect sizes; $n$, sample size. Within each moderator with more than two subgroups, identical letter superscripts indicate statistically significant ($P < 0.05$) pairwise comparisons between subgroups.

*Values refer to range of publication years rather than number of effect sizes.

Discussion

Changing individuals’ behavior is key to solving some of today’s most pressing societal challenges. However, how can this behavior change be achieved? Recently, more and more researchers and policy makers have approached this question through the use of choice architecture interventions. The present meta-analysis integrates over a decade’s worth of research to shed light on the effectiveness of choice architecture and the conditions under which it facilitates behavior change. Our results show that choice architecture interventions promote behavior change with a small to medium effect size of Cohen’s $d = 0.45$, which is comparable to more traditional intervention approaches like education campaigns or financial incentives (46–48). Our findings are largely consistent with those of previous analyses that investigated the effectiveness of choice architecture interventions in a smaller subset of the literature (e.g., refs. 29, 30, 32, 33). In their recent meta-analysis of choice architecture interventions across academic disciplines, Beshears and Kosowksy (30), for example, found that choice architecture interventions had an average effect size of $d = 0.41$. Similarly, focusing on one choice architecture technique only, Jachimowicz et al. (33) found that choice defaults had an average effect size of $d = 0.68$, which is slightly higher than the effect size our analysis revealed for this intervention technique ($d = 0.62$). Our results suggest a somewhat higher overall effectiveness of choice architecture interventions than meta-analyses.
that have focused exclusively on field experimental research (31, 37), a discrepancy that holds even when accounting for differences between experimental settings (45). This inconsistency in findings may in part be explained by differences in metaanalytic samples. Only 7% of the studies analyzed by DellaVigna and Linos (31), for example, meet the strict inclusion and exclusion criteria of the present meta-analysis. Among others, these criteria excluded studies that combined multiple choice architecture techniques. While this restriction allowed us to isolate the unique effect of each individual intervention technique, it may conflict with the reality of field experimental research that often requires researchers to leverage the effects of several choice architecture techniques to address the specific behavioral challenge at hand (see Materials and Methods for details on the literature search process and inclusion criteria). Similarly, the techniques that are available to field experimental researchers may not always align with the underlying psychological barriers to the target behavior (Table 1), decreasing their effectiveness in encouraging the desired behavior change.

Not only does choice architecture facilitate behavior change, but according to our results, it does so across a wide range of behavioral domains, population segments, and geographical locations. In contrast to theoretical and empirical work challenging its effectiveness (49–51), choice architecture constitutes a versatile intervention approach that lends itself as an effective behavior change tool across many contexts and policy areas. Although the present meta-analysis focuses on studies that tested the efficacy of choice architecture interventions across a broad range of behavioral domains, it is notable that this approach is not restricted to stand-alone interventions but extends to hybrid policy measures that use choice architecture as a complement to more traditional intervention approaches (52).

Previous research, for example, has shown that the impact of economic interventions such as taxes or financial incentives can be enhanced through choice architecture (53–55).

In addition to the overall effect size of choice architecture interventions, our systematic comparison of interventions across different techniques, behavioral domains, and contextual study characteristics reveals substantial variations in the effectiveness of choice architecture as a behavior change tool. Most notably, we find that across behavioral domains, decision structure interventions that modify decision environments to address decision makers’ limited capacity to evaluate and compare choice options are consistently more effective in changing behavior than decision information interventions that address decision makers’ limited access to decision-relevant information or decision assistance interventions that address decision makers’ limited attention and self-control. This relative advantage of structural choice architecture techniques may be due to the specific psychological mechanisms that underlie the different intervention techniques or, more specifically, their demands on information processing. Decision information and decision assistance interventions rely on relatively elaborate forms of information processing in that the information and assistance they provide needs to be encoded and retrieved in terms of personal values and/or goals to determine the overall utility of a given choice option (56). Decision structure interventions, by contrast, often do not require this type of information processing but provide a general utility boost for specific choice options that offers a cognitive shortcut for determining the most desirable option (57, 58). Accordingly, decision information and decision assistance interventions have previously been described as attempts to facilitate more deliberate decision making processes, whereas decision structure interventions have been characterized as attempts to advance more automatic decision making processes (59). Decision information and decision assistance interventions may thus more frequently fail to induce behavior change and show overall smaller effect sizes than decision structure interventions because they may exceed people’s cognitive limits in decision making more often, especially in situations of high cognitive load or time pressure.

The engagement of internal value and goal representations by decision information and decision assistance interventions introduces a second factor that may impact their effectiveness to change behavior: the moderating influence of individual differences. Nutrition labels, a prominent example of decision information interventions, for instance, have been shown to be more frequently used by consumers who are concerned about their diet and overall health than consumers who do not share those concerns (60). By targeting only certain population segments, information and assistance-based choice architecture interventions may show an overall smaller effect size when assessed at the population level compared to structure-based interventions, which rely less on individual values and goals and may therefore have an overall larger impact across the whole population. From a practical perspective, this suggests that policy makers who wish to use choice architecture as a behavioral intervention measure may need to precede decision information and decision assistance interventions by an assessment and analysis of the values and goals of the target population or, alternatively, choose a decision structure approach in cases when a segmentation of the population in terms of individual differences is not possible.

In summary, the higher effectiveness of decision structure interventions may potentially be explained by a combination of two factors: 1) lower demand on information processing and 2) lower susceptibility to individual differences in values and goals. Our explanation remains somewhat speculative, however, as empirical research especially on the cognitive processes underlying choice architecture interventions is still relatively scarce (but see refs. 53, 56, 57). More research efforts are needed to clarify the psychological mechanisms that drive the impact of choice architecture interventions and determine their effectiveness in changing behavior.

Besides the effect size variations between different categories of choice architecture techniques, our results reveal considerable differences in the effectiveness of choice architecture interventions across behavioral domains. Specifically, we find that choice architecture interventions had a particularly strong effect on behavior in the food domain, with average effect sizes up to 2.5 times larger than those in the health, environmental, financial, prosocial, or other behavioral domain.1 A key characteristic of food choices and other food-related behaviors is the fact that they bear relatively low behavioral costs and few, if any, perceived long-term consequences for the decision maker. Previous research has found that the potential impact of a decision can indeed moderate the effectiveness of choice architecture interventions, with techniques such as gain and loss framing having a smaller effect on behavior when the decision at hand has a high, direct impact on the decision maker than when the decision has little to no impact (61). Consistent with this research, we observe not only the largest effect sizes of choice architecture interventions in the food domain but also the overall smallest effect sizes of interventions in the financial domain, a domain that predominantly represents decisions of high impact to the decision maker. This systematic variation of effect sizes across behavioral domains suggests that when making decisions that are perceived to have a substantial impact on their lives, people may be less prone to the influence of automatic biases and heuristics, and thus the effects of choice architecture interventions, than when making decisions of comparatively smaller impact.

†Please note that our results are robust to the exclusion of nonretracted studies by the Cornell Food and Brand Laboratory which has been criticized for repeated scientific misconduct; retracted studies by this research group were excluded from the meta-analysis.
Another characteristic of food choices that may explain the high effectiveness of choice architecture interventions in the food domain is the fact that they are often driven by habits. Commonly defined as highly automated behavioral responses to cues in the choice environment, habits distinguish themselves from other behaviors through a particularly strong association between behavior on the one hand and choice environment on the other hand (62, 63). It is possible that choice architecture interventions benefit from this association to the extent that they target the choice environment and thus potentially alter triggers of habitualized, undesirable behaviors. To illustrate, previous research has shown that people tend to adjust their food consumption relative to portion size, meaning that they consume more when presented with large portions and less when presented with small portions (39). Here portion size acts as an environmental cue that triggers and guides the behavioral response to eat. Choice architecture interventions that target this environmental cue, for example, by changing the default size of a food portion, are likely to be successful in changing the amount of food people consume because they capitalize on the highly automatized association between portion size and food consumption. The congruence between factors that trigger habitualized behaviors and factors that are targeted by choice architecture interventions may not only explain why interventions in our sample were so effective in changing food choices but more generally indicate that choice architecture interventions are an effective tool for changing instances of habitualized behaviors (64). This finding is particularly relevant from a policy making perspective as habits tend to be relatively unresponsive to traditional intervention approaches and are therefore generally considered to be difficult to change (62). Given that choice architecture interventions can only target the environmental cues that trigger habitualized responses but not the association between choice environment and behavior per se, it should be noted though that the effects of interventions are likely limited to the specific choice contexts in which they are implemented.

While the present meta-analysis provides a comprehensive overview of the effectiveness of choice architecture as a behavior change tool, more research is needed to complement and complete our findings. For example, our methodological focus on individuals as the unit of analysis excludes a large number of organizational, school class, or organizational contexts, which may reduce the generalizability of our results. Future research should target these studies specifically to add to the current analysis. Similarly, our methodological focus our primary literature search on the terms “choice architecture” and “nudge,” we recognize that the present meta-analysis may have failed to capture parts of the literature published before the popularization of this now widely used terminology, despite our efforts to expand the search beyond those terms (for details on the literature search process, see Materials and Methods). Due to the large increase in choice architecture research over the past decade (Fig. 1), however, the results presented here likely offer a good representation of the existing evidence on the effectiveness of choice architecture in changing individuals’ behavior.

Conclusion
Few behavioral intervention measures have lately received as much attention from researchers and policy makers as choice architecture interventions. Integrating the results of more than 450 behavioral interventions, the present meta-analysis finds that choice architecture is an effective and widely applicable behavior change tool that facilitates personally and socially desirable choices across behavioral domains, geographical locations, and populations. Our results provide insights into the overall effectiveness of choice architecture interventions as well as systematic effect size variations among them, revealing promising directions for future research that may facilitate the development of theories in this still new but fast-growing field of research. Our work also provides a comprehensive overview of the effectiveness of choice architecture interventions across a wide range of intervention contexts that are representative of some of the most pressing societal challenges we are currently facing. This overview can serve as a guideline for policy makers who seek reliable, evidence-based information on the potential impact of choice architecture interventions and the conditions under which they promote behavior change.

Materials and Methods
The meta-analysis was conducted in accordance with guidelines for conducting systematic reviews (71) and conforms to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (72) standards.

Literature Search and Inclusion Criteria. We searched the electronic databases PsycINFO, PubMed, PsychINFO, and ScienceDirect using a combination of keywords associated with choice architecture (nudge OR “choice architecture”) and empirical research (method* OR empiric* OR procedure OR design). Since the terms nudge and choice architecture were established only after the seminal book by Thaler and Sunstein (1), we restricted this search to studies that were published no earlier than 2008. To compensate for the potential bias this temporal restriction might introduce to the results of our meta-analysis, we identified additional studies, including studies published before 2008, through the reference lists of relevant review articles and a search for research reports by governmental and nongovernmental behavioral science units. To reduce the possibly confounding effects of publication status on the estimation of effect sizes, we further searched for unpublished studies using the ProQuest Dissertations & Theses database and requesting unpublished data through academic mailing lists. The search concluded in June 2019, yielding a total of 9,606 unique publications.

1Search terms were adapted from Sassi et al. (73).
Given the exceptionally high heterogeneity in choice architecture research, we restricted our meta-analysis to studies that 1) empirically tested one or more choice architecture techniques using a randomized controlled experimental design, 2) had a behavioral outcome measure that was assessed in a real-life or hypothetical choice situation, 3) used individuals as the unit of analysis, and 4) were published in English. Studies that examined choice architecture in combination with other intervention measures, such as significant economic incentives or education programs, were excluded from our analyses to isolate the unique effects of choice architecture interventions on behavior.

The final sample comprised 455 effect sizes from 214 publications with a pooled sample size of 2,149,683 participants (W ranging from 14 to 813,990).

SI Appendix, Fig. 5 illustrates the literature search and review process. All meta-analytic data and analyses reported in this paper are publicly available on the Open Science Framework (https://osf.io/fywae/) (74).

Effect Size Calculation and Moderator Coding. Due to the large variation in behavioral outcome measures, we calculated Cohen’s d (40) for a standardized effect size measure of the mean difference between control and treatment conditions. Positive Cohen’s d values were coded to reflect behavior change in the desired direction of the intervention, whereas negative values reflected an undesirable change in behavior.

To categorize systematic differences between choice architecture interventions, we coded studies for seven moderators describing the type of intervention, the behavioral domain in which it was implemented, and contextual study characteristics. The type of choice architecture intervention was classified using a taxonomy developed by Münscher and colleagues (13), which distinguishes three broad categories of choice architecture: decision information, decision structure, and decision assistance. Each of these categories targets a specific aspect of the choice environment, with decision information interventions targeting the way in which choice alternatives are described (e.g., framing), decision structure interventions targeting the way in which those choice alternatives are organized and structured (e.g., choice defaults), and decision assistance interventions targeting the way in which decisions can be reinforced (e.g., commitment devices). With its tripartite categorization framework the taxonomy is able to capture and categorize the vast majority of choice architecture interventions described in the literature, making it one of the most comprehensive classification schemes of choice architecture techniques in the field (see Table 1 for an overview). Many alternative attempts to organize and structure choice architecture interventions are considered problematic because they combine descriptive categorization approaches, which classify interventions based on choice architecture technique, and explanatory categorization approaches, which classify interventions based on underlying psychological mechanisms, within a single framework. The taxonomy we use here adopts a descriptive categorization approach in that it organizes interventions exclusively in terms of choice architecture techniques. We chose this approach to not only omit common shortcomings of hybrid classification schemes, such as a reduction in the interpretability of results, but also to warrant a highly reliable categorization of interventions in the absence of psychological outcome measures that would allow us to infer explanatory mechanisms. Using a descriptive categorization approach further allowed us to generate theoretically meaningful insights that can be easily translated into concrete recommendations for policy making. Each intervention was coded according to its specific technique and corresponding category. Interventions that combined multiple choice architecture techniques were excluded from our analyses to isolate the unique effect of each approach. Based on previous research and inspection of our data, we distinguished six behavioral domains: health, food, environment, finance, prosocial behavior, and other behavior. Contextual study characteristics included the type of experiment that had been conducted (conventional laboratory experiment, artificial field experiment, framed field experiment, or natural field experiment), the location of the intervention (inside vs. outside of the United States), the target population of the intervention (adults vs. children and adolescents), and the year in which the data were published. Interrater reliability across a random sample of 20% of the publications was high, with Cohen’s k ranging from 0.76 to 1 (M = 0.87).

Statistical Analysis. We estimated the overall effect of choice architecture interventions using a three-level meta-analytic model with random effects on the treatment and the publication level. This approach allowed us to account for the hierarchical structure of our data due to publications that reported multiple relevant outcome variables and/or more than one experiment (75–77). To further account for dependency in sampling errors due to overlapping samples (e.g., in cases where multiple treatment conditions were compared to the same control condition), we computed cluster-robust SEs, confidence intervals, and statistical tests for the estimated effect sizes (78, 79).

To identify systematic differences between choice architecture interventions, we ran multiple moderator analyses in which we tested for the effects of type of intervention, behavioral domain, and study characteristics using mixed-effects meta-analytic models with random effects on the treatment and the publication level. All analyses were conducted in R using the package metafor (80).

Data Availability. Data have been deposited in the Open Science Framework (https://osf.io/fywae/).
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