A REMARK ON TWO WEIGHT ESTIMATES FOR POSITIVE DYADIC OPERATORS.

SERGEI TREIL

Abstract. We give a simple proof of the Sawyer type characterization of the two weight estimate for positive dyadic operators (also known as the bilinear embedding theorem).
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1. INTRODUCTION

The paper deals with the two weight estimates for the so-called positive dyadic operators $T_\alpha$, $\alpha = \{\alpha_I\}_{I \in \mathcal{D}}$, $\alpha_I \in [0, \infty)$,

$$T_\alpha f := \sum_{I \in \mathcal{D}} \alpha_I \left( \int_I f \, d\mu \right) 1_I,$$

where $\mathcal{D}$ is a dyadic lattice in $\mathbb{R}^d$.

We are presenting a simple proof of the (well-known) fact that the so-called Sawyer type conditions are sufficient for the boundedness of the operator $T_\alpha : L^p(\mu) \to L^p(\nu)$. The Sawyer type condition essentially mean that the operator $T_\alpha$ and its formal adjoint are uniformly bounded on functions $1_I$, $I \in \mathcal{D}$ (they are in fact a bit weaker, see exact statement in Theorem 2.1 below), so they are trivially necessary.

The conditions are named after E. Sawyer, who in [3] who proved that such conditions for the maximal operator $M$ are sufficient for its boundedness. Note that here is sufficient
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to use only the conditions for $M$: no condition for the adjoint operator (which is not well defined, by the way) is needed.

Later he proved in [4] that such conditions (now for the operator and its formal adjoint) are sufficient for the two weigh estimates for a wide class of integral operators with non-negative kernels, in particular for fractional integrals and Poisson integrals.

Note, that while the conditions in [3] and [4] look differently from the conditions in Theorem 2.1 below, they can be transformed to the form presented here by the standard “change of measure” argument.

While it was expected that Theorem 2.1 should be true, formally it did not follow from the result in [4].

Theorem 2.1 was first proved for $p = 2$ in [2] by the Bellman function method.\(^1\) It was proved there under the name of “bilinear embedding theorem” and it was stated in the same form as the result in [4].

Later in [1] this theorem was proved in full generality; in fact the case of operators $L^p(\mu) \to L^q(\nu)$ was also treated there. The construction was quite complicated but was based on the standard techniques of the modern harmonic analysis like stopping moment, corona decomposition etc.

Here we present a simple proof of Theorem 2.1. To make the presentation more clear we are considering here only the hardest case $p = q$.

There are two main ideas in the proof. The first one that goes back to F. Nazarov and was already used in [2] is that the testing condition for the operator and its adjoint each are responsible for the bounds on part of the sum in the bilinear embedding: the splitting of the sum is determined by the condition (2.4) below. So the main theorem is reduced to Proposition 2.2.

In the proof of Proposition 2.2 the sum is represented as sum of the integrals over stopping cubes, and each integral is split into two parts. The first parts have disjoint supports and the estimate follows from the Carleson Embedding Theorem.

The second (hard) parts do not have disjoint supports, but the supports are small and satisfy the Carleson measure condition. And the estimate for these parts is obtained by noticing that at some places one can replace the function $g$ by its averages and then estimating the averages of $g$ by the averages of $f$ using the splitting condition (2.4) and thus again reducing the bilinear estimate to the Carleson embedding theorem for $f$. This replacement of averages of $g$ by the averages of $f$ is the second idea of the proof.

2. The bilinear embedding theorem

**Theorem 2.1.** Let $\alpha = \{\alpha_I\}_{I \in \mathscr{I}}, \alpha_I \geq 0$, and let $\mu$ and $\nu$ be Radon measures in $\mathbb{R}^N$. Let $1 < p < \infty$, and let $1/p + 1/p' = 1$.

The following statements are equivalent

---

\(^1\)The author is also familiar with a manuscript by F. Nazarov, dated back to the same time as [2], where this result was proved for all $p \in (1, \infty)$, again using the Bellman function method. However, this manuscript was never published.
(i) The following bilinear embedding theorem holds:

\[(2.1) \quad \sum_{I \in \mathcal{G}} \left| \int_I f \, d\mu \right| \cdot \left| \int_I g \, d\nu \right| \alpha_I \leq C_1 \|f\|_{L^p(\mu)} \|g\|_{L^{p'}(\nu)} \quad \forall f \in L^p(\mu), g \in L^{p'}(\nu).\]

(ii) For all \(I_0 \in \mathcal{D}\)

\[(2.2) \quad \int_{I_0} \left| \sum_{I \in \mathcal{D}, I \subset I_0} \alpha_I \mu(I) \right|^p \, d\nu \leq C_2^p \mu(I_0)\]

\[(2.3) \quad \int_{I_0} \left| \sum_{I \in \mathcal{D}, I \subset I_0} \alpha_I \nu(I) \right|^{p'} \, d\mu \leq C_2^{p'} \nu(I_0)\]

Moreover, \(C_2 \leq C_1 \leq C(p)C_2\)

The condition (i) of the theorem equivalent to the fact that the operator \(T_\alpha, T_\alpha f = \sum_{I \in \mathcal{G}} \alpha_I \left( \int_I f \, d\mu \right) 1_I\) is a bounded operator acting from \(L^2(\mu)\) to \(L^2(\nu)\).

Condition (ii) of the theorem just relaxation of the testing condition \(\|T_\alpha^* 1_{I_0}\|_{L^{p'}(\mu)} \leq C_2 \|1_{I_0}\|_{L^{p'}(\nu)}\).

The rest of the cubes, so Theorem 2.1 is proved for \(f, g\), \(\|f\|_{L^p(\mu)} = \|g\|_{L^{p'}(\nu)} = 1\). The rest follows from the homogeneity.
3. Proof of Proposition 2.2

3.1. Stopping moments. Let us apply the standard construction of stopping moments (stopping cubes) to construct the collection \( G \subset L \subset D \) of stopping cubes as follows.\(^2\) For a cube \( J \) let \( G^*(I) \) be the collection of maximal cubes \( I \in L, \ I \subset J \) such that
\[
\mu(I)^{-1} \int_I f \, d\mu \geq 2\mu(J)^{-1} \int_J f \, d\mu.
\]

Let \( \mathcal{L}(J) := \{ I \in L : I \subset J \} \), and let \( G(J) := \bigcup_{I \in G^*(J)} I \). Define also
\[
\mathcal{E}(J) := \mathcal{L}(J) \setminus \bigcup_{K \in G^*(J)} \mathcal{L}(K).
\]

Then it is easy to see that the collection of stopping cubes \( G^*(I) \) satisfies the following properties:

(i) For any \( I \in \mathcal{E}(J) := \mathcal{L}(J) \setminus \bigcup_{K \in G^*(J)} \mathcal{L}(K) \) we have
\[
\mu(I)^{-1} \int_I f \, d\mu < 2\mu(J)^{-1} \int_J f \, d\mu.
\]

(ii) \( \mu(G(J)) \leq \mu(J)/2 \).

To construct the collection \( G \) of stopping cubes, fix some large integer \( R \), and consider all maximal \( J \in L, \ell(J) \leq 2^R \); that will be the first generation \( G_1^* \) of stopping cubes. To get the second generation of stopping moments for each \( I \in G_1^* \) we construct the collection \( G^*(I) \) of stopping moments, and define the second generation \( G_2^* = \bigcup_{I \in G_1^*} G^*(I) \). The next generations are defined inductively,
\[
G_{n+1}^* := \bigcup_{I \in G_n^*} G^*(I),
\]

and we define the collection of stopping cubes \( G \) by \( G := \bigcup_{n \geq 1} G_n^* \).

Property (ii) implies that the collection \( G \) of the stopping cubes satisfies the following Carleson measure condition
\[
\sum_{I \in G, I \subset J} \mu(I) \leq 2\mu(J) \quad \forall J \in \mathcal{D}.
\]

We will use the following well-known result.

Lemma 3.1 (Martingale Carleson Embedding Theorem). Let \( \mu \) be a measure (on \( \mathbb{R}^d \)) and let \( w \geq 0, \ I \in \mathcal{D} \) satisfy the Carleson measure condition
\[
\sum_{I \in \mathcal{D}, I \subset J} w_I \leq C \mu(J).
\]

Then for any measurable \( f \geq 0 \) and for any \( p \in (1, \infty) \)
\[
\sum_{I \in \mathcal{D}} \left( \mu(I)^{-1} \int_I f \, d\mu \right)^p w_I \leq (p')^p C \|f\|_{L^p(\mu)}^p.
\]

\(^2\)Recall that \( \mathcal{L} \subset \mathcal{D} \) is the collection of cubes from Proposition 4.1. However, the construction works for arbitrary \( \mathcal{L} \subset \mathcal{D} \).
This lemma (with some constant \(C(p)\) instead of \((p')^p\)) is well-known. We will explain the constant \((p')^p\) later.

3.2. **Splitting the estimate.** Since the collection of cubes \(I \in \mathcal{L}\) such that \(\ell(I) \leq 2^K\) can be represented as the union \(\bigcup_{J \in \mathcal{G}} \mathcal{E}(J)\) we can write

\[
\sum_{I \in \mathcal{L}, \ell(I) \leq 2^K} \left( \int_I f d\mu \right) \cdot \left( \int_I g d\nu \right) \alpha_I \leq \sum_{J \in \mathcal{G}} \sum_{I \in \mathcal{E}(J)} \left( \int_I f d\mu \right) \cdot \left( \int_I g d\nu \right) \alpha_I
\]

We can represent the inner sum as an integral

\[
(3.4) \quad \sum_{I \in \mathcal{E}(J)} \left( \int_I f d\mu \right) \cdot \left( \int_I g d\nu \right) \alpha_I = \int F_{\mathcal{E}(J)} g d\nu,
\]

where

\[
F_{\mathcal{E}(J)} := \sum_{I \in \mathcal{E}(J)} \alpha_I \left( \int_I f d\mu \right) 1_I
\]

The above property (i) of \(\mathcal{E}(J)\) imply that for \(I \in \mathcal{E}(J)\)

\[
\int_I f d\mu < 2\mu(I) \left( \mu(J)^{-1} \int_J f d\mu \right).
\]

Then the condition (2.5) implies that

\[
(3.5) \quad \|F_{\mathcal{E}(J)}\|_{L^p(\nu)}^p \leq 2^p \left( \mu(J)^{-1} \int_J f d\mu \right)^p \mu(J).
\]

We now split the integral in (3.4),

\[
\int F_{\mathcal{E}(J)} g d\nu = \int_J F_{\mathcal{E}(J)} g d\nu = \int_{J \setminus \mathcal{G}(J)} F_{\mathcal{E}(J)} g d\nu + \int_{\mathcal{G}(J)} F_{\mathcal{E}(J)} g d\nu = A(J) + B(J).
\]

The main reason for this splitting is that the sets \(J \setminus \mathcal{G}(J), J \in \mathcal{G}\) are disjoint, so the sum of \(A(J)\) is easy to estimate.
3.3. The easy estimate. The sum of $A(J)$ is easy to estimate. Namely, using (3.5) we can write

$$\sum_{J \in \mathcal{G}} A(J) \leq \sum_{J \in \mathcal{G}} \| F_{\mathcal{E}(J)} \|_{L^p(\nu)} \| g \mathbf{1}_{J \setminus G(J)} \|_{L^{p'}(\nu)}$$

$$\leq \left( \sum_{J \in \mathcal{G}} \| F_{\mathcal{E}(J)} \|_{L^p(\nu)}^p \right)^{1/p} \left( \sum_{J \in \mathcal{G}} \| g \mathbf{1}_{J \setminus G(J)} \|_{L^{p'}(\nu)}^{p'} \right)^{1/p'}$$

Hölder inequality

$$\leq \left( \sum_{J \in \mathcal{G}} \| F_{\mathcal{E}(J)} \|_{L^p(\nu)}^p \right)^{1/p} \| g \|_{L^{p'}(\nu)}$$

$J \setminus G(J)$ are disjoint

$$\leq 2 \left( \sum_{J \in \mathcal{G}} \left( \frac{\mu(J)}{\mathcal{E}(J)} \int_J f d\mu \right)^p \mu(J) \right) \| g \|_{L^{p'}(\nu)}^p$$

by (3.5)

Applying Lemma 3.1 with

$$w_I = \begin{cases} \mu(I), & I \in \mathcal{G} \\ 0, & I \notin \mathcal{G}. \end{cases}$$

we get using the Carleson measure property (3.2) that

$$(3.6) \quad \sum_{J \in \mathcal{G}} \left( \frac{\mu(J)}{\mathcal{E}(J)} \int_J f d\mu \right)^p \mu(J) \leq 2^{1/p} \| f \|_{L^p(\mu)}^p;$$

so

$$\sum_{J \in \mathcal{G}} A(J) \leq 2^{1+1/p} \| f \|_{L^p(\mu)} \| g \|_{L^{p'}(\nu)}.$$

3.4. “Replacing the averages” and the “hard” estimate. Let us now estimate $\sum_{J \in \mathcal{E}} B(J)$. This is the part where we use the splitting condition (2.4).

Recall that

$$(3.7) \quad B(J) = \int_{G(J)} F_{\mathcal{E}(J)} g d\nu$$

and that $G(J) = \bigcup_{I \in \mathcal{G}^*(J)} I$. Since $F_{\mathcal{E}(J)}$ is constant on the intervals $I \in \mathcal{G}^*(J)$, one can replace $g$ in (3.7) by the function

$$\tilde{g}_{J} := \sum_{I \in \mathcal{G}^*(J)} \left( \frac{\nu(I)}{\mathcal{E}(J)} \int_I g d\nu \right) \mathbf{1}_I.$$
Then one can estimate
\[ B(J) = \int_J F_{\mathcal{E}(J)} \tilde{g}_J \leq \|F_{\mathcal{E}(J)}\|_{L^p(\nu)} \|\tilde{g}_J\|_{L^{p'}(\nu)} \]
\[ \leq 2 \left( \mu(J)^{-1} \int_J f \, d\mu \right)^{1/p} \mu(J)^{1/p'} \|\tilde{g}_J\|_{L^{p'}(\nu)} \]
\[ = 2 \left( \mu(J)^{-1} \int_J f \, d\mu \right)^{1/p} \left( \sum_{I \in G^*(J)} \left( \nu(I)^{-1} \int_I g \, d\nu \right)^{p'} \nu(I) \right)^{1/p'} \]
\[ \leq 2 \left( \mu(J)^{-1} \int_J f \, d\mu \right)^{1/p} \left( \sum_{I \in G^*(J)} \left( \mu(I)^{-1} \int_I f \, d\mu \right)^p \mu(I) \right)^{1/p'} \]
by (3.5)

Therefore, summing over all generations of stopping cubes and using Hölder inequality we get
\[ \sum_{J \in G} B(J) \leq 2 \left( \sum_{J \in G} \left( \mu(J)^{-1} \int_J f \, d\mu \right)^p \mu(J) \right)^{1/p} \left( \sum_{J \in G} \sum_{I \in G^*(J)} \left( \mu(I)^{-1} \int_I f \, d\mu \right)^p \mu(I) \right)^{1/p'} \]
\[ \leq 2 \sum_{J \in G} \left( \mu(J)^{-1} \int_J f \, d\mu \right)^p \mu(J); \]
the last inequality holds because the sum in the second term is the sum over all \( I \in G \setminus G_1 \), (where, recall, \( G_1 \) is the first generation of stopping cubes) so it is dominated by the sum in the first term.

But the final sum was already estimated in (3.6)! So
\[ \sum_{J \in G} B(J) \leq 4(p')^p \|f\|_{L^p(\mu)}^p \]

3.5. **Concluding the proof.** Gathering all the estimates together we get
\[ \sum_{I \in L: |I| \leq 2R} \left( \int_I f \, d\mu \right) \cdot \left( \int_I g \, d\nu \right) \alpha_I \leq \sum_{J \in G} A(J) + \sum_{J \in G} B(J) \]
\[ \leq 2^{1+1/p'} \|f\|_{L^p(\mu)} \|g\|_{L^{p'}(\nu)} + 4(p')^p \|f\|_{L^p(\mu)}^p, \]
and the right side does not depend on \( R \). Letting \( R \to \infty \) we get the conclusion of the proposition. \( \square \)

4. **Maximal function and dyadic Carleson Embedding theorem**

This section contains well-known facts and is presented only to save a reader a trip to a library. We give here a quick explanation of why Lemma 3.1 holds with the constant \( (p')^p \).
One of the standard ways of proving the Carleson Embedding type of result is a comparison with the maximal function. Recall that given a Radon measure $\mu$ in $\mathbb{R}^d$ the dyadic maximal function $M_\mu = M_\mu^d$ is defined by

$$M_\mu f(x) = \sup_{I \in \mathcal{D}, I \ni x} \mu(I)^{-1} \left| \int_I f(x) \, dx \right|$$

The maximal function operator $M_\mu$ is a particular case of a martingale maximal function (when one restricts everything to a finite cube), so Theorem 14.1 from [5] which states that martingale maximal function is bounded in $L^p$, $p \in (1, \infty)$ with the norm at most $p'$ implies that

$$\|M_\mu f\|_{L^p(\mu)} \leq p'\|f\|_{L^p(\mu)}.$$

The Carleson Embedding Theorem can be obtained from this result by the standard level sets comparison. Namely, for $\lambda > 0$ let $E_\lambda$ be the collection of cubes $Q$ such that

$$\mu(Q)^{-1} \left| \int_Q f(x) \, dx \right| > \lambda,$$

and let $E_\lambda := \bigcup_{Q \in E_\lambda} E_\lambda$. Then clearly $M_\mu f(x) > \lambda$ on $E_\lambda$, i.e. $E_\lambda \subset \{x \in \mathbb{R}^d : M_\mu f(x) > \lambda\}$.

On the other hand, since the set $E_\lambda$ can be represented as a disjoint union of maximal cubes in $E_\lambda$, condition (3.3) of Lemma 3.1 implies that

$$\sum_{Q \in E_\lambda} w_Q \leq C\mu(E_\lambda).$$

But since $E_\lambda$ is contained in the sublevel set of $M_\mu f$

$$\mu(E_\lambda) \leq \mu \left( \{x \in \mathbb{R}^d : M_\mu f(x) > \lambda\} \right),$$

so

$$\sum_{Q \in E_\lambda} w_Q \leq C\mu \left( \{x \in \mathbb{R}^d : M_\mu f(x) > \lambda\} \right).$$

Therefore

$$\sum_{Q \in \mathcal{D}} \left( \mu(Q)^{-1} \int_Q f \, d\mu \right)^p w_Q \leq C \int_{\mathbb{R}^d} (M_\mu f)^p \, d\mu \leq C(p')^p \|f\|_{L^p(\mu)}^p;$$

the last inequality here follows from (4.1). □

5. A CONCLUDING REMARK

As a reader could see, the above construction used none of the specific properties of the dyadic lattice $\mathcal{D}$. In fact, all the proofs work in a more general martingale situation.

Namely, one can consider a set $\mathcal{X}$ with two $\sigma$-finite measures $\mu$ and $\nu$ (both defined on the same $\sigma$-algebra $\mathcal{A}$) and a collection (lattice) $\mathcal{D} = \bigcup_{k \in \mathbb{Z}} \mathcal{D}_k$ of $\mathcal{A}$-measurable sets, such
that for each $k$ the collection $\mathcal{D}_k$ is a countable partition of $X$ and $\mathcal{D}_{k+1}$ is a refinement of $\mathcal{D}_k$.

All the proofs work in this setting, one literally does not have to change anything.
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