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Abstract

Data analytics applications combine multiple functions from different libraries and frameworks. Even when each function is optimized in isolation, the performance of the combined application can be an order of magnitude below hardware limits due to extensive data movement across these functions. To address this problem, we propose Weld, a new interface between data-intensive libraries that can optimize across disjoint libraries and functions. Weld exposes a lazily-evaluated API where diverse functions can submit their computations in a simple but general intermediate representation that captures their data-parallel structure. It then optimizes data movement across these functions and emits efficient code for diverse hardware. Weld can be integrated into existing frameworks such as Spark, TensorFlow, Pandas and NumPy without changing their user-facing APIs. We demonstrate that Weld can speed up applications using these frameworks by up to 29×.

1. Introduction

The main way users are productive writing software is by combining libraries and functions written by other developers. This is especially true in data analytics applications, which often need to compose many disparate algorithms into one workflow. For instance, a typical machine learning pipeline might select some data using Spark SQL [1], transform it using NumPy and Pandas [2, 3], and train a model with TensorFlow [4], taking advantage of Python’s rich ecosystem of data science libraries.

Traditionally, the interface for composing these libraries has been function calls. Each library function takes pointers to in-memory data, performs a computation, and writes a result back to memory. Unfortunately, this interface is increasingly inefficient for data-intensive applications. The gap between memory bandwidth and processing speeds has grown steadily over time [5], so that, on modern hardware, many applications spend most of their time on data movement between functions. For example, even though NumPy and Pandas use optimized C functions (e.g., BLAS [6]) for their operators, we find that programs that use multiple such operators can be 8× slower than handwritten code, because the function call interface requires materializing intermediate results in memory after each operation. This problem gets worse when some libraries use hardware accelerators, such as GPUs, because data movement into these accelerators is even slower [7]. In short, the core interface developers have used to compose software for the past 50 years—functions that exchange data through memory—misuses the most precious resources on modern hardware.

This paper proposes Weld, a novel interface and runtime that can optimize across data-intensive libraries and functions while preserving their user-facing APIs. Weld consists of three key components (Figure 1). First, Weld asks libraries to represent their computations using a functional intermediate representation (IR). This IR captures the data-parallel structure of each function to enable rich data movement optimizations such as loop fusion and tiling [8]. Libraries then submit their computations to Weld through a lazily-evaluated runtime API that can collect IR code from multiple functions before executing it. Finally, Weld’s optimizer combines these IR fragments into efficient machine code for diverse parallel hardware. Weld’s approach, which combines a unified IR with lazy evaluation, enables complex optimizations across independently written libraries for the first time.

Weld’s first component is its IR. We sought to design an IR that is both highly general (to capture a wide range of data analytics computations) and amenable to complex optimizations (e.g., loop fusion, loop tiling, vectorization, and execution on diverse hardware). To this end, Weld uses a small functional IR based on two concepts: nested parallel loops and an abstraction called builders for composing results in parallel. Builders are a hardware-independent abstraction that specify what result to compute (e.g., a sum or a list) without giving a low-level implementation (e.g., atomic instructions), allowing for different implementations on different hardware. While Weld’s IR imposes some limitations, such as lack of support for asynchronous computation, we show that it is general enough to express relational, graph and machine learning workloads, and to produce code with state-of-the-art performance for these tasks.

Weld’s second component is a runtime API that uses lazy evaluation to capture work across function call and library boundaries. Unlike interfaces such as OpenCL and
CUDA [9][10], which execute work eagerly, Weld registers the work from multiple functions (even in different languages) and optimizes across them only when the program forces an evaluation (e.g., before writing to disk). The API supports accessing data in the application’s memory without changing its format, allowing Weld to work against the native in-memory formats of common libraries such as Spark SQL and NumPy.

Finally, Weld’s optimizer performs a wide range of optimizations on its IR, including loop fusion, loop tiling, and vectorization, to combine the IR fragments from different libraries into efficient machine code. Although these optimizations are not novel, we show that they can be combined on IR fragments brought together by Weld’s API to yield powerful optimizations across libraries that cannot be applied to the individual functions. For example, in an application that filters data using Spark SQL and applies a NumPy function to each row, Weld can vectorize the NumPy function across rows, or even apply loop tiling [8] across the two libraries.

We show that Weld can unlock order-of-magnitude speedups in data analytics applications, even when they use well-optimized libraries. We implemented a prototype of Weld with APIs in C, Java and Python, a full backend for multicore x86 CPUs, and a partial backend for GPUs. We then integrated Weld into four common libraries: Spark SQL, NumPy, Pandas, and TensorFlow. In total, Weld can offer speedups of 3–29× in applications that use multiple libraries, and 2.5–6.5× even in applications that use multiple functions from the same library, by minimizing data movement and generating efficient machine code. Moreover, because Weld’s IR is data-parallel, it can also parallelize the computations of single-threaded libraries such as NumPy and Pandas, yielding speedups of up to 180× when allowed to use more cores than the original computation with no additional programmer effort. Weld’s compiler is also competitive with code generators for narrower domains, such as HyPer [11] for SQL and XLA [12] for linear algebra. Finally, porting each library to use Weld only required a few days of effort and could be done incrementally, with noticeable benefits even when just a few common operators were ported.

To summarize, the contributions of this paper are:

1. A novel interface to enable cross-library and cross-function optimizations in data-intensive workloads using (1) a general intermediate representation based on loops and builders and (2) a lazily evaluated runtime API.
2. An optimizer that combines Weld IR fragments from disjoint libraries into efficient code for multicores and GPUs.
3. An evaluation of Weld using integrations with Pandas, NumPy, TensorFlow and Spark that shows Weld can offer up to 29× speedups in existing applications.

2. System Overview

Figure 2 shows an overview of Weld. As described earlier, Weld has three components: a data-parallel IR for libraries to express work in, a lazy runtime API for submitting this work, and an optimizer that targets various hardware. These components can be integrated into existing user-facing libraries.

In practice, we expect libraries to integrate Weld in two main ways. First, many libraries, such as Pandas and NumPy, already implement their key functions in low-level languages such as OpenCL or C. Developers can port individual functions to emit Weld code instead, and then automatically benefit from Weld’s cross-function optimizations. Libraries like NumPy and Pandas already have a compact in-memory representation for data (e.g., NumPy arrays [4]), so Weld can work directly against their in-memory data at no extra cost. Weld’s design allows functions to be ported incrementally and offers notable speedups even if only a few common operators are ported.

Second, some libraries, such as Spark SQL and TensorFlow, already implement code generation beneath a lazily evaluated API. For these libraries, Weld offers both the ability to interface efficiently with other libraries, and a simpler way to generate code. For example, much of the complexity in code generators for databases involves operator fusion logic: transforming a tree of operators into a single, imperative loop over the data [11][13]. With Weld, each operator can emit a separate loop, independent of downstream operators; Weld will then fuse these loops into a single, efficient program.

We note that Weld focuses primarily on data movement optimizations for data-parallel operators from domains such as relational and linear algebra. These operators consume the bulk of time in many applications by causing memory traffic, and benefit from co-optimization. Domain-specific optimizations, such as reordering linear algebra expressions or ordering joins in SQL, still need to be implemented within each library (and outside of Weld). In addition, Weld supports calling existing C functions for complex non-data-parallel code that developers have already optimized. Nonetheless, we show that Weld’s data movement optimizations have a significant impact.

2.1 A Motivating Example

We illustrate the benefit of Weld in a data science workflow adapted from a tutorial for Pandas and NumPy [14]. Pandas...
and NumPy are two popular Python data science libraries: Pandas provides a “dataframe” API for manipulating data in a tabular format, while NumPy provides fast linear algebra operators. Both Pandas and NumPy offer optimized operators, such as data filtering and vector addition, written in C or Cython. However, workloads that combine these operators still experience substantial overhead from materializing intermediate results.

Our workload consists of filtering large cities out of a population-by-cities dataset, evaluating a linear model using a population-by-cities dataset, evaluating a linear model using a large dataset. Porting each operator to run on Weld yields a 3× speedup (shown in the No Fusion bar) due to Weld’s more efficient, vectorizing code generator. Enabling Weld’s loop fusion optimization then leads to a further 2.8× speedup within each library, and an additional 3.5× speedup when enabled across libraries. This gives Weld a total 29× speedup on a single thread, largely due to this data movement optimization (Weld 1T bar). Finally, Pandas and NumPy are single-threaded, but Weld can automatically parallelize its generated code without any change to the user application. Enabling multithreading gives a further 6.3× speedup on 12 cores, at which point Weld saturates the machine’s memory bandwidth, for a total of 187× speedup versus single-core NumPy and Pandas.

2.2 Limitations

Weld’s interface and implementation have several limitations. First, Weld currently only aims to accelerate single-machine code in a shared-memory environment (e.g., multicore CPU or GPU). Its IR includes shared-memory operations such as random lookups into an array, which are difficult to implement efficiently in a distributed setting. Nonetheless, Weld can also be integrated into distributed systems such as Spark to accelerate each node’s local computations. These distributed frameworks are often CPU- or memory-bound [1][15][16]. We show in §7 that by optimizing computation on each node, Weld can accelerate Spark applications by 5-10×.

Second, Weld’s IR cannot express asynchronous computations where threads race to update a result [17]; all Weld programs are race-free. It also lacks constructs to let programmers control locality (e.g., pinning data to a CPU socket).

Third, Weld executes computations lazily, which makes programs harder to debug. Fortunately, lazy APIs are becoming very common in performance-sensitive systems such as LINQ [13], Spark and TensorFlow, and we believe that programmers can use similar debugging techniques (e.g., printing an intermediate result).

Finally, Weld requires integration into libraries in order to speed up applications. As discussed at the beginning of §2, we believe that this is worthwhile for several reasons. First, many libraries already write their performance-sensitive operators in C or OpenCL; Weld offers a higher-level (functional) interface to write code that is more hardware-independent. Second, Weld enables significant speedups even within a single library, creating incentives for individual libraries to use it. Finally, Weld can be integrated incrementally and still offer substantial speedups, as we show in §7.3.

3. Weld’s Intermediate Representation

Libraries communicate the computations they perform to Weld using a data-parallel intermediate representation (IR). This component of the Weld interface determines both which workloads can run on Weld and which optimizations can easily be performed. To support a wide range of data-intensive workloads, we designed Weld’s IR to meet three goals:

1. Generality: we wanted an IR that could express diverse data analytics tasks (e.g., relational and linear algebra), as well as composition of these tasks into larger programs.
2. Ability to support optimizations, especially for data movement optimizations such as loop fusion and loop tiling.
3. Parallelism: we wanted the IR to be explicitly parallel so that Weld can automatically generate code for modern parallel hardware, e.g., multicores and GPUs.

To meet these goals, we designed a small IR inspired by monad comprehensions [19], similar to functional languages but operating at a lower level that makes it easier to express fusion optimizations.

3.1 Data Model

Weld’s basic data types are scalars (e.g., int and float), variable-length vectors (denoted vec[T] for a type T), structures (denoted {T1,T2,...}), and dictionaries (dict[K,V]). These types are nestable to support more complex data. We chose these types because they appear commonly in data-intensive applications and in low-level data processing code (e.g., dictionaries are useful to implement database joins).

3.2 Computations

Weld’s IR is a functional, expression-oriented language. It contains basic operators for arithmetic, assigning names to values, sequential while loops, and collection lookups. It also supports calling external functions in C.
In practice, some mutable state will be updated with the merged value, but Weld’s functional IR treats all values as immutable, so we represent the result in the IR as a new builder object.

| Builder Types               |
|-----------------------------|
| vecbuilder[T]               | Builds a vec[T] by appending merged values of type T |
| merger[T,func,id]           | Builds a value of type T by merging values using a commutative function func and an identity value id |
| dictmerger[K,V,func]        | Builds a dict[K,V] by merging (K,V) pairs using a commutative function |
| vecmerger[T,func]           | Builds a vec[T] by merging (index,T) elements into specific cells in the vector using a commutative function |
| groupbuilder[K,V]          | Builds a dict[K, vec[V]] from values of type {K,V} by grouping them by key |

Table 1: Builder types available in Weld.

Weld includes multiple types of builders, shown in Table 1. For example, a vecbuilder[T] takes values of type T and builds a vector of merged values. A merger[T,func,id] takes a commutative function and an identity value and combines values of type T into a single result.

Builders support three basic operations. merge(b, v) adds a new value v into the builder b and returns a new builder to represent the result. Merges into builders are associative, enabling them to run in parallel. result(builder) destroys the builder and returns its final result: no further operations are allowed on it after this. Finally, Weld’s parallel for loop is also an operator that consumes and returns builders. for(vectors, builders, func) applies a function of type (builders, index, elem) => builders to each element of one or more vectors in parallel, then returns the updated builders. Each call to func receives the index of the corresponding element and a struct with the values from each vector. The loop can also optionally take a start index, end index and stride for each input vector to express more complex strided access patterns over multidimensional arrays (e.g., matrices).

```c
v0 := [1, 2, 3];
v1 := [4, 5, 6];
result(  
    for([v0, v1],  
        vecbuilder[int],  
        (b,i,x) => if(x.0 > 1) merge(b, x.0*x.1) else b  
    )  // returns [7, 9]  
)
```

Listing 1: Examples of using builders.

Weld’s for loops can be nested arbitrarily, enabling Weld to express irregular parallelism (e.g., graph algorithms) where different iterations of the inner loop do different amounts of work.

Finally, Weld places two restrictions on the use of builders for efficiency. First, each builder must be consumed (passed to an operator) exactly once per control path to prevent having multiple values derive from the same builder, which would require copying its state. Formally, builders are a linear type [20]. Second, functions passed to for must return builders derived from their arguments. These restrictions let Weld’s compiler safely implement builders using mutable state.

3.3 Higher-Level Operators

To aid developers, Weld also contains macros that implement common functional operators such as map, filter and reduce using builders, so that library developers familiar with functional APIs can concisely express their computations. These operators are all map into loops and builders. For example, the second snippet in Listing 1 implements a map over a vector.

```c
data := [1,2,3];
r1 := map(data, x => x+1);  
r2 := reduce(data, 0, (x, y) => x+y)
```

Listing 2: A map and reduce over the same input vector.

Even though these map and reduce operations can be computed in a shared pass over the data, no operator akin to mapAndReduce exists that computes both values in one pass. Richer optimizations such as loop tiling are even harder to express in a high-level functional IR. By exposing a single loop construct that can update multiple builders, patterns like the above can easily be fused into programs such as Listing 1.

```c
data := [1,2,3];
result(  
    for(data, {  
        vecbuilder[int], merger[*,0] },  
        (bs, i, x) => {  
            merge(bs.0, x+1),  
            merge(bs.1, x)  
        }  
    )  // returns [[2,3,4], 6]  
)
```

Listing 3: for operating over multiple builders to produce both a vector and an aggregate in one pass.
3.5 Generality of the IR

Weld’s parallel loop and builders can express all of the functional operators in systems such as MapReduce, LINQ and Spark, as well as relational algebra, linear algebra and other data-parallel operations. Given the wide range of algorithms implemented over these APIs [21][22], we believe Weld can benefit many important workloads. Our evaluation shows workloads from each of these domains. As discussed in §2.2 the current IR does not capture asynchrony.

4. Runtime API

The second component of Weld is its runtime API. Unlike interfaces like OpenCL and CUDA, Weld uses a lazy API to construct a computation graph. Library functions use the API to compose fragments of IR code (perhaps across libraries) and provide access to data in the application. The API uses the IR fragments and data to build a DAG of computations. When libraries evaluate a computation, Weld fuses the graph into a single IR program, optimizes it and executes it. We show examples of the API in Python here, it also supports Java and C.

Consider the program in Listing 5 as a motivating example, which uses the `itertool` library’s `map` function to iterate over a set of vectors and apply `numpy.dot` to each one:

```
scores = itertool.map(vecs, lambda v: numpy.dot(v, x))
print scores
```

**Listing 4:** A Python program that combines library calls.

A standard call to `itertool.map` would treat `numpy.dot` as a black box and call it on each row. If both libraries use Weld, however, the result `scores` is instead an object encapsulating a Weld program capturing both functions. Weld evaluates this object only when the user calls `print`. Before evaluation, Weld will optimize the IR code for the entire workflow, enabling optimizations that would not make sense in either function on its own. For example, Weld can tile the loop to reuse blocks of the `x` vector across multiple rows of `v` for cache efficiency.

4.1 API Overview

Developers integrate Weld into their libraries using an interface called `WeldObject`, which represents either a lazily evaluated sub-computation or external data in the application. A `WeldObject` may depend on other `WeldObject`s (possibly from other libraries), forming a DAG for the whole program where leaves are external data. Table 2 summarizes Weld’s API.

Developers create `WeldObject`s using the `NewWeldObject` call. This call has two variants: one to encapsulate external data dependencies in the application and one to encapsulate sub-computations and dependencies among `WeldObject`s. To encapsulate an external data dependency, developers pass as arguments a pointer to the data dependency, the Weld type of the dependency (e.g., `vec[int]`), and an `encoder` for marshaling between native library formats and Weld-compatible objects. §4.2 discusses encoders in detail.

To encapsulate sub-computations and dependencies with other `WeldObject`s, developers pass a list of dependent `WeldObject`s (`deps`), a Weld IR expression representing the computation, and an encoder for the expected type of the `WeldObject`. If the library evaluates the `WeldObject`, this encoder is used to marshal data returned by Weld to a native-library format. The provided IR expression must depend only on the dependencies declared in `deps`. Listing 5 shows an example function for computing the square of a number using Weld’s API.

```
def square(self, arg):
    # Programatically construct an IR expression.
    expr = weld.Multiply(arg, arg)
    return NewWeldObject([arg], expr)
```

**Listing 5:** A simple function that squares an argument, `arg`, passed in as a `WeldObject`.

The `Evaluate` API call evaluates a `WeldObject` instance and returns a result. Libraries can choose when to evaluate an object in several ways. In our integrations with Python libraries, we used methods that save or print the object (e.g., the `__str__` method to convert it to a string) as evaluation points to introduce lazy evaluation behind the library’s existing API. Systems like Spark and TensorFlow already have lazy APIs with well-defined evaluation points. `Evaluate` returns a special handle called `WeldResult` that can be checked for failure or queried for a pointer to the returned data.

Library developers manage the lifecycle of a `WeldObject` manually after instantiation. The `FreeWeldObject` call deletes an instance of `WeldObject` by freeing its internal state; this call does not free data dependencies or child `WeldObject` instances in other libraries. In languages with automatic memory management, such as Python, developers can add the `FreeWeldObject` call in their class’s destructor.

4.2 Marshalling Data

Weld specifies a standard binary format for its basic data types that allows it to operate over existing in-memory data. Specifically, scalar types (`int`, `float`, etc.) and structs follow C packed structure layout, and vectors `vec[T]` are represented as
4.3 Memory Management

Values in Weld are considered either owned by library or owned by Weld. Input data is always owned by libraries. These data are neither mutated nor freed by Weld. Values that Weld allocates during execution are owned by Weld, as are results of Evaluate (WeldResults). Decoders can either point to these values directly when wrapping them into library-specific objects (as long as the library does not free the corresponding WeldResult), or they can copy data.

Weld can also allocate memory during the execution of an IR program (i.e., temporary values that are not part of the final result). The runtime frees this memory after each call to Evaluate, preserving only the objects needed for the resulting WeldResult. The Evaluate function takes a memory limit as an argument to prevent unbounded allocation, which is useful when integrating Weld into a larger engine such as Spark SQL.

4.4 User Defined Functions (UDFs)

Libraries such as Spark and itertools can take functions as arguments. To implement these, a WeldObject’s IR expression can also represent a function, with dependencies pointing to variables in its closure. In order to make it easy to pass functions into Weld, we implemented a basic UDF translator for Python that walks Python abstract syntax trees (ASTs) to convert them to Weld IR, based on techniques in existing systems [16][23][24]. Listing 6 shows an example; the @weld annotation provides a type signature for the function in Weld.

```
# Produces (x: int) => x + 1 in Weld IR
@weld("(int) => int")
def increment(x): return x + 1
```

Listing 6: Python UDF with a Weld type annotation.

4.5 Example: Combining NumPy and Pandas

Weld’s API enables optimizations even across independent libraries. We illustrate this with the function in Listing 7 which uses the Python Pandas library and NumPy to compute the total population of all cities with over 500,000 residents. NumPy represents data in C arrays wrapped in Python objects. Pandas uses data frames [3], which are tables with named columns that are also encoded as NumPy arrays.

Listing 7: A sample Python program using Pandas and NumPy.

```python
filtered = data[data["population"] > 500000]
sum = numpy.sum(filtered)
print sum
```

Listing 8: Pandas and NumPy functions using Weld.

In the native Pandas and NumPy libraries, this code causes two data scans: one to filter out values greater than 500,000 and one to sum the values. Using Weld, these scans can be fused into a single loop and the sum can be computed “on the fly.” The loop also benefits from optimizations such as vectorization.

To enable using Weld for this program, we must extend the DataFrame object in Pandas to return lazily evaluated WeldObjects. We must also provide a IR fragment for the > operator on DataFrame columns and the numpy.sum function.

Listing 9 shows the Weld expressions for implementations of each of these functions. Each implementation takes either a data dependency (e.g., a NumPy array) or WeldObject as input, and incrementally builds a Weld computation graph by returning another composable WeldObject instance.

```
# DataFrame > filter
# Input: Vector v0, constant c0
filter(v0, (x) => x > c0)

# numpy.sum
# Input: Vector v0
reduce(v0, 0, (x, y) => x + y)
```

Listing 9: The combined Weld program.
Weld’s functional IR makes standard optimizations significantly easier to apply than to C or LLVM. For example, common optimizations such as vectorization are hard to apply in C or LLVM because of pointer aliasing (determining whether two pointers could refer to overlapping addresses). In contrast, Weld’s immutable data values and “write-then-read” builders (which have a separate “write-only” phase followed by a read-only phase after computing the result) make it straightforward to transform sub-trees of the AST in isolation. As we show in §7 Weld’s optimization passes produce efficient code across a variety of domains, even when starting with disparate IR fragments combined at runtime using Weld’s API.

**Multicore x86 Backend.** Weld’s CPU backend emits explicitly multithreaded and vectorized code for each program. We use LLVM [25] to generate code, and vectorize the code explicitly in our compiler to target AVX2 [26] instructions. The backend could in principle run on non-x86 architectures supported by LLVM, but we have only evaluated it on x86.

At runtime, the generated code links with a multicore work-stealing execution engine inspired by Cilk [27], which schedules work for each parallel for loop dynamically. This allows Weld to support irregular parallelism. In code with nested loops, new tasks are created by splitting up the outermost loop that still has more than one iteration remaining. This policy ensures that expensive outer loops will be split across cores, but smaller inner loops can often stay on the same core without incurring task creation overhead.

We implemented the data structures within the backend, including builders, using standard multithreaded programming techniques such as cache line padding to reduce false sharing. Multicore builders, including the merger, are largely implemented with per-core copies that are aggregated when the result is called. Other builder implementations are possible and potentially faster in certain cases, as described in §7.7.

**Partial GPU Backend.** Our GPU backend is built on top of OpenCL and supports the merger, vecmerger and vecbuilder builders. Weld’s optimization passes fuse computations into a single OpenCL kernel that we then submit to the GPU.

In order to obtain reasonable performance on the GPU, we had to implement one more IR transformation rule specific to the GPU backend. Since GPUs cannot easily support dynamic parallelism at runtime, we use un-nesting [28] to transform a nested parallel program into a regular one. In addition, our implementations of builders on the GPU are different. For example, we use a parallel aggregation tree to combine intermediate results for merger and vecmerger efficiently across thousands of GPU cores.

Currently, programs in Weld must either execute completely on the CPU or on the GPU. We do not yet support partial offloading of computation to a coprocessor.

### 6. Library Integrations

To evaluate Weld, we integrated it into four popular libraries: Spark SQL, TensorFlow, NumPy, and Pandas. Each integra-
Table 4: Number of lines of code in our library integrations.

| Library    | Glue Code LoC | Per-Operator LoC |
|------------|---------------|------------------|
| NumPy      | Py: 84, C++: 24 | avg: 16, max: 50 |
| Pandas     | Py: 416, C++: 153 | avg: 22, max: 64 |
| Spark SQL  | Py: 5, Scala: 300 | avg: 23, max: 63 |
| TensorFlow | Py: 175, C++: 652 | avg: 22, max: 85 |

Spark SQL. Weld’s integration with Spark SQL [11] accelerates its local computations on each node. If performance is bounded by local resources [13], Weld accelerates queries even in a distributed setting. Spark SQL already has a lazy API to build an operator graph, and already performs Java code generation using a similar technique to HyPer [11], so porting this framework was straightforward: we only needed to replace the emitted Java bytecode with Weld IR via Weld’s API. Spark SQL’s existing Java code generator uses complex logic [13] to directly generate imperative loops for multiple chained operators because the Java compiler cannot perform these optimizations automatically. In contrast, our Weld port emits a separate IR fragment for each operator without considering its context, and Weld automatically fuses these loops.

TensorFlow. Like Spark SQL, TensorFlow [4] also has a lazily evaluated API that generates a data flow graph composed of modular operators. Our integration with TensorFlow required two components: (i) a user-defined `WeldOp` operator that runs an arbitrary Weld expression, and (ii) a graph transformer that replaces a subgraph of the TensorFlow data flow graph with an equivalent `WeldOp` node. Before execution, the transformer searches the original data flow graph for subgraphs containing only operators that are understood by our port, and replaces each such subgraph with a `WeldOp` node for their combined expression, relying on Weld to fuse these expressions. Our integration leverages TensorFlow’s support for user-defined operators and graph rewriting and makes no changes to the core TensorFlow engine.

NumPy and Pandas. Our integrations with NumPy and Pandas required more effort because these libraries’ APIs are eagerly evaluated. To enable lazy evaluation in NumPy, we built a wrapper for its array data type, `ndarray`, which contains a `WeldObject`. We also built a Weld encoder to wrap the pointer to the data buffer in the `ndarray` structure using the Weld vector type. We overwrote the functions that print arrays or extract elements from them to force evaluation. Finally, all of our ported operators accept either a standard `ndarray` or our wrapper for their input arguments, and return a `WeldObject` wrapper with those arguments as dependencies [6,11].

We ported Pandas in a similar way, by creating a wrapper object around dataframes. We ported Pandas’ filtering, sorting, predicate masking, aggregation, per-element string slicing and `getUniquesElements` functions to Weld. Internally, Pandas represents dataframe columns as NumPy arrays, so we could use the same encoder as in NumPy and simply pass a pointer to these raw primitive arrays to Weld.

7. Evaluation

To evaluate Weld, we sought to answer the following questions: (1) How much does Weld speed up data analytics workloads end-to-end, both within and across libraries? (2) Does Weld exhibit performance benefits when deployed incrementally? (3) Can Weld’s generated code match the performance of existing optimized systems?

Experimental Setup. Unless otherwise noted, we ran tests on a server with an Intel Xeon E5-2680v3 CPU with 12 cores (24 hyperthreads) based on the Haswell micro-architecture and 128 GB of memory. Our C++ baselines are compiled using LLVM 3.5 (with 03 and LTO). Results average over five runs.

7.1 Accelerating Existing Frameworks

Weld accelerates programs using individual libraries by applying optimizations across calls to the library, fusing operators, and generating vectorized, multithreaded machine code. We benchmark Weld integrations with the four frameworks from Spark 2.0, TensorFlow 0.12 (without the XLA compiler), TensorFlow 1.0 (with XLA), NumPy 1.8.2, and Pandas 0.19.1.

NumPy. We evaluate the NumPy Weld integration with a Black Scholes implementation on a set of 100 million records. Black Scholes is a computationally expensive data parallel workload with mathematical operators such as square roots, exponents, and logarithms. Figure 5a shows the results. Weld
emits vectorized exponent and logarithm functions using AVX2, while NumPy does not vectorize these calls. This leads to a $3 \times$ speedup over the native NumPy implementation and a $33 \times$ improvement on 12 cores. §7.6 breaks down the speedups in this workload.

**Pandas.** We evaluate our Pandas integration on a data science workload from the Pandas Cookbook [14], using a 6GB dataset of zipcodes. The workload uses Pandas to clean the dataset by first “slicing” the zipcodes to represent each one with five digits, removing all nonexistent zipcodes, and filtering duplicate zipcodes. The Pandas library we compare against implements operators in either C or Cython already.

Figure 5c shows the results. Weld fuses each operator in Pandas; in this data-intensive workload, materialization and redundant traversals over the data prove expensive. This renders loop fusion useful, leading to a $2.5 \times$ speedup over native Pandas. Weld also facilitates multithreading and transparently parallelizes this workload (Pandas is a single-threaded framework) without any application changes, enabling a $21.6 \times$ improvement over native Pandas on 12 cores.

**Spark SQL.** To illustrate Weld’s benefits in a distributed framework, we evaluate Spark SQL’s Weld integration on TPC-H queries 1 and 6 with 20 Amazon EC2 r3.xlarge worker instances (2 cores, 30 GB memory) and 800GB of TPC-H data (scale factor 800). Data was read from the Spark SQL in-memory cache. As shown in Figure 5c, Weld provides a $6.2 \times$ speedup for TPC-H Q1 and $6.5 \times$ for Q6. Weld’s performance improvement comes largely from its ability to generate low-level, vectorized machine code; Spark natively generates Java bytecode, which the Java JIT compiler cannot vectorize.

**TensorFlow.** We evaluate TensorFlow by training a binary logistic regression classifier using the MNIST dataset [29] to recognize a digit as zero or nonzero. We test the performance of the default TensorFlow implementation against a Weld-enabled TensorFlow. We use two different versions of TensorFlow: one with the XLA compiler [12] and one without. XLA is a JIT compiler which converts TensorFlow computations into machine code. The TensorFlow developers introduced XLA as an optional feature in its 1.0 release enabling the NumPy calls to be co-optimized with calls into Pandas. We observe speedups of up to $3.1 \times$ and $29 \times$ on a single core, and speedups of $23 \times$ and $187 \times$ across 12 cores. These optimizations come from cross-library loop fusion, vectorization of operators across libraries (e.g., using predication instructions from the Pandas call with arithmetic vector instructions generated from the NumPy library call), and other standard whole-program optimizations such as inlining. §7.6 breaks down the speedups seen in the second workload in more detail.

**NumPy + TensorFlow.** We applied Weld to a NumPy and TensorFlow image processing workflow. NumPy whitens images from MNIST [30] (a standard preprocessing task for
To show that Weld is incrementally deployable, we ran the Black Scholes workload from § 7.2 on a single thread and incrementally implemented one operator at a time using Weld’s interface. Operators which were not Weld-enabled used native NumPy. The Black Scholes workload uses eight unique operators; we measured which operators were the most expensive in terms of total number of CPU cycles and ported them from most to least computationally expensive.

### 7.4 CPU Backend Performance

We now evaluate Weld’s code generation on x86 CPUs by comparing the performance of a handful of data processing workloads against several state-of-the-art, domain-specific compilers and systems.

#### TPC-H queries.

Figure 8 shows the results. On a single core, implementing the first operator in Weld (the erf function, which evaluates an exponential and a closed integral) gives a 1.6× speedup, and implementing half the operators gives a 2.7× speedup over native NumPy, by providing vectorized implementations for functions which NumPy runs sequentially. Implementing more operators shows further (yet diminishing) speedups. With 12 threads, the single threaded NumPy operators prove to be a bottleneck, a consequence of Amdahl’s Law. Implementing half the operators in Weld gives a modest 4× speedup, implementing all but one operator in Weld gives a 9× speedup, and implementing all the operators in Weld gives a 33× speedup since the entire workflow can be parallelized.

#### Linear Algebra.

Figure 5d shows a comparison of Weld against TensorFlow’s specialized XLA compiler. As we previously reported, Weld’s generated code matches the performance of the XLA’s generated code, despite Weld optimizing a more general IR (XLA is specialized for TensorFlow’s linear algebra operators).

#### PageRank.

Figure 8e shows results for a PageRank implementation written in the Weld IR, compared against the GraphMat [34] graph processing framework. GraphMat had the...
fastest multicore PageRank implementation we found. Weld’s per-iteration runtime for both serial and parallel code outperforms GraphMat, and is competitive with a hand-optimized C baseline which uses Cilk [27] for multi-threading.

In all cases, Weld’s runtime memory usage also matched the memory usage of our C implementations. In summary, Weld produces machine code competitive with existing systems on a variety of workloads, demonstrating both the expressiveness of the IR and the effectiveness of our optimizer.

7.5 GPU Backend Performance

Weld’s IR is designed to support diverse hardware platforms. We ran a set of Weld programs on a prototype GPU backend to illustrate that the abstractions in the IR are sufficient to enable fast code generation across platforms. We compare our GPU results to other existing systems which also target GPU execution using an Nvidia GeForce GTX Titan X with 12 GB of internal DDR5 memory running Nvidia’s OpenCL implementation (version 367.57, CUDA 7.5).

TPC-H queries. Figure 9 shows the results of running the same four TPC-H queries from §7.4 against Ocelot [35], a database optimized for GPUs. We find that for most queries, Weld generates OpenCL code that generally outperforms the CPU backend and is on par with Ocelot, apart from Q1 where it is within a factor of 2 of Ocelot.

Nearest Neighbor Classification. Figure 9 shows the results of running the same nearest neighbor classifier as before, using TensorFlow (with its GPU backend enabled) with and without Weld integration. Weld’s generated code outperforms TensorFlow’s handwritten CUDA operator by 2.2 ×.

PageRank. The PageRank implementation is based on the un-nesting strategy described in §5 without any dynamic load balancing. Nevertheless, the GPU-based implementation achieves a roughly 5 × speedup over the CPU-based implementation on account of the high degree of data parallelism that can be exploited by the GPU. For reference, Figure 9 includes the per-iteration performance of the LightSpMV implementation of PageRank [36] which is, to the best of our knowledge, the fastest implementation on the compressed sparse row representation of the graph. LightSpMV, however, implements dynamic load balancing instead of static partitioning which comes with a 4 × runtime overhead.

7.6 Effects of Individual Optimizations

We evaluate the effect individual optimizations have on two tasks introduced earlier in the evaluation section: the Black Scholes workload that uses NumPy and the linear model workload that uses Pandas and NumPy. For each experiment, we show the effect of incrementally adding optimizations in Weld and the effect of removing single optimizations from the entire optimization suite. Figure 10 shows the results obtained by running both workloads on a single thread.

The Black Scholes and Pandas workloads differ in that the Black Scholes workload is compute intensive and does not benefit from data movement optimizations. This is evident in the results; the only transformation which has a substantial impact is vectorization, which makes more effective use of the execution units on a single core. In contrast, the Pandas workload is data intensive, with only a few cycles of computation per byte; most time goes into performing scans over memory. Loop fusion provides the greatest gain here by transforming the entire computation to take a single traversal over the data and preventing intermediate results from being written back to memory.

7.7 Builder Abstraction

As described in §5 builders in Weld are implemented differently on CPUs and GPUs. In this section we further motivate why builders are a powerful abstraction by considering several potential implementation strategies for the vecmerger builder on the CPU and GPU. The vecmerger takes an input vector and allows merges of new values into arbitrary positions in the vector. We use the vecmerger to implement a Weld program that counts the number of occurrences of each key in a list.
We tested three different implementation strategies for the vecmerger on each platform – thread-local copies combined with a final aggregation step (local), thread block- or NUMA node-local copies updated with atomic instructions and combined with a smaller final aggregation (shared), and a single global copy updated with atomic instructions (global). Each strategy ran with all available threads on the platform. All runs merged \(10^9\) 32-bit integer keys.

Figure 11 shows that the size at which each vecmerger strategy becomes optimal varies widely across the two platforms. Even if a developer wrote code in a generic hardware-independent language, such as OpenCL [9], to choose the strategy dynamically, this code would not be portable across platforms due to different transition points. In contrast, a runtime based on the builder abstraction, such as Weld, can generate completely different code for each platform to optimize the vecmerger on it. (Note that we have not yet implemented all the variants here in our prototype.)

7.8 Compilation Times

Weld’s compile times (including optimization of the IR and code generation via LLVM) ranged from 62 ms to 257 ms (mean 126 ms and median 117 ms) across all experiments. Since we expect most analytics workloads on large datasets to run for several seconds, we believe that these times are acceptable for Weld’s target applications.

8. Related Work

Weld builds on ideas in multiple fields, including compilers, parallel programming models and database engines. Unlike existing systems, however, Weld aims to design an interface that can be used to optimize across diverse existing libraries instead of creating a monolithic programming model in which all applications should be built. We show that such cross-library optimization is crucial for performance in workloads that combine multiple libraries. In addition, unlike systems that do runtime code generation for more specific workloads (e.g., databases [11] or linear algebra [12]), Weld offers a small and general IR that can achieve state-of-the-art performance across these workloads.

Multiple prior systems aim to simplify programming parallel hardware. Hardware-independent intermediate languages such as OpenCL [9], LLVM [23], and SPIR [57] are based on low-level sequential instruction sets where threads communicate via shared memory, which makes it hard to perform complex optimizations for parallel code, such as loop fusion or loop tiling across parallel functions. Moreover, the APIs to these systems are evaluated eagerly, resulting in multiple independent invocations when applications combine multiple libraries. In .NET languages, LINQ [18] offers a lazily evaluated API that has been used to target clusters [22] and heterogeneous hardware [23] using relational algebra as an IR. However, LINQ is designed for the “closed” world of .NET programs and does not provide a means of interfacing with code outside the .NET VM. Moreover, although its relational IR can support various fusion optimizations [38], it is difficult to express other optimizations such as loop tiling. Spark [21], FlumeJava [59] and other systems [40] also perform optimizations using a relational or functional IR, while Pydron [24] uses annotations to parallelize Python code.

Runtime code generation has been used in systems including databases [11][11][6] and TensorFlow’s XLA compiler [12]. However, most of these systems are limited to a narrow workload domain (e.g., linear algebra or SQL with sequential user-defined functions [16]). Our work shows that Weld’s more general IR, together with its optimizer, enables code generation on par with these systems for multiple key workloads and simultaneously allows optimizing across them.

The compiler’s literature is also rich with parallel languages, IRs and domain-specific languages (DSLs) [27][42][43]. However, most of this work focuses on static compilation of an entire program, whereas Weld allows dynamic compilation at runtime, even when programs load libraries dynamically or compose them in a dynamically typed language like Python. Weld’s IR is closest to monad comprehensions [19] and to Delite’s DMLL [40][47], both of which support nested parallel loops that can update multiple results per iteration. Builders are also similar to Cilk reducers [48] and to LVars [49], although these systems do not implement them in different ways on different hardware platforms. Finally, Weld’s optimization techniques (e.g., loop fusion) are standard, but our contribution is to demonstrate that they can be applied easily to Weld’s IR and yield high-quality code even when libraries are combined using the narrow interface Weld provides.

9. Conclusion

We presented Weld, a novel interface and runtime for accelerating data-intensive workloads using disjoint functions and libraries. Today, these workloads often perform an order of magnitude below hardware limits due to extensive data movement. Weld addresses this problem through an intermediate representation (IR) that can capture data-parallel applications and a runtime API that allows IR code from different libraries to be combined. Together, these ideas allow Weld to bring powerful optimizations to multi-library workflows without changing their user-facing APIs. We showed that Weld is easy to integrate into Spark SQL, TensorFlow, Pandas and NumPy and provides speedups of up to \(6.5\times\) in workflows using a single library and \(29\times\) across libraries.
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