Trionic phase of ultracold fermions in an optical lattice: A variational study
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To investigate ultracold fermionic atoms of three internal states (colors) in an optical lattice, subject to strong attractive interaction, we study the attractive three-color Hubbard model in infinite dimensions by using a variational approach. We find a quantum phase transition between a weak-coupling superconducting phase and a strong-coupling trionic phase where groups of three atoms are bound to a composite fermion. We show how the Gutzwiller variational theory can be reformulated in terms of an effective field theory with three-body interactions and how this effective field theory can be solved exactly in infinite dimensions by using the methods of dynamical mean field theory.
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I. INTRODUCTION

The Bose-Einstein condensation (BEC) was realized in atomic traps in 1995 by cooling down \textsuperscript{87}Rb atoms in a magnetic trap.\textsuperscript{9} Since then, experiments have been performed on a variety of ultracold alkali atoms ranging from Li to Cs.\textsuperscript{1,2,3,4,5,6} In addition to displaying new phenomena such as the BEC-BCS crossover and the bosonic Mott-transition, these systems provide also clean and flexible realizations for basic theoretical models such as the Hubbard model.\textsuperscript{7,8}

Alkali metal isotopes with odd (even) number of neutrons behave as fermions (bosons).\textsuperscript{11} Although initial experiments were mainly done on bosonic systems, the degenerate Fermi systems have also been realized and confined to optical lattices in recent years due to advanced sympathetic cooling techniques.\textsuperscript{12,13,14} Because of the Pauli exclusion principle, these fermionic atoms can display a variety of interesting phenomena and phases that do not have an analog in bosonic systems.\textsuperscript{10} In the remainder of the paper we shall focus on fermionic systems of three internal degrees of freedom and show how a quantum phase transition appears in this system, which is a simplified version of the color superconductor-baryon phase transition in quantum chromodynamics (QCD).

Typical hyperfine couplings are larger than the standard experimental temperatures used to study ultracold gases. In the absence of an external magnetic field, the hyperfine coupling aligns nuclear (I) and electronic (S) spin antiparallel to each other, and the hyperfine spin \( \mathbf{F} = \mathbf{S} + \mathbf{I} \) is conserved. In finite magnetic fields, only the hyperfine spin \( F_z \) along the external field is a good quantum number. The hyperfine spin \( F_z \) thus provides an internal quantum number that we shall refer to as “color” henceforth.

Systems with three internal quantum numbers are of special interest, since they are rarely observed in solid state physics. Such a three-component fermionic system may be created, e.g., by trapping the lowest three hyperfine levels of \( ^6\text{Li} \) atoms in all-optical setups in large magnetic fields (see Fig. 1).

Such three-component systems with weak interactions have been studied first in Ref.\textsuperscript{15}, where it has been shown that for small attractive interactions, a color superfluid state emerges. This work has been generalized to incorporate three-body correlations at large attractive interaction strengths in Ref.\textsuperscript{16}. At the same time, results for the three-fermion problem in a single parabolic well and a mean field calculation to describe a two-component BEC-BCS crossover through a Feshbach resonance in \( ^6\text{Li} \) appeared.\textsuperscript{17,18}

In this paper, we shall study three-color fermionic systems in an optical lattice. Optical lattices are realized by standing light waves, which create a periodic potential that the trapped atoms\textsuperscript{19} move by tunneling between the lowest lying states within each such minimum.

![FIG. 1: (Color online) Sketch of the lowest lying hyperfine levels of \( ^6\text{Li} \) in external static magnetic fields. The high-field seeker states have negative tangent, which cannot be trapped in magnetic traps. However, using all-optical setups, one can trap the hyperfine states denoted as \( |1\rangle \), \( |2\rangle \), and \( |3\rangle \), and thus creating a three-component quantum degenerate fermionic system.](image-url)
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The trapped atoms, however, also interact with each other. The dominant interactions between alkali atoms are short-ranged electrostatic van der Waals forces, which can be well approximated by δ potentials at low energy scales. If the scattering length of the interacting atoms is smaller than the lattice constant of the optical lattice, then these interactions are restricted to a given lattice site. Correspondingly, the interacting system of atoms in an optical lattice can be accurately described by the following Hamiltonian:

$$\hat{H} = -t \sum_{\langle i,j \rangle, \alpha} \hat{c}_{i \alpha}^+ \hat{c}_{j \alpha} + \sum_{\alpha \neq \beta} \sum_i \frac{U_{\alpha \beta}}{2} (\hat{n}_{i \alpha} \hat{n}_{i \beta})$$, \hspace{1cm} (1)

with $\hat{c}_{i \alpha}^+$ the creation operator of a fermionic atom of color $\alpha = 1, 2, 3$ at site $i$, and $\hat{n}_{i \alpha} = \hat{c}_{i \alpha}^+ \hat{c}_{i \alpha}$. In the tunneling term, $\langle i, j \rangle$ implies restriction to nearest neighbor sites, and the tunneling matrix element is approximated by $t = E_R(2/\sqrt{\pi})^3 e^{-2s^{1/2}}$, where $E_R = \frac{E_{\text{recoil}}}{2m}$ is the recoil energy, $q$ is the wavevector of the lasers, $m$ is the mass of the atoms, $s = V_0/E_R$, and $V_0$ is the depth of the periodic potential. We neglect the effects of the confining potential in Eq. (1), which would correspond to a site-dependent potential term in the Hamiltonian. The interaction strength $U_{\alpha \beta}$ between colors $\alpha$ and $\beta$ is related to the corresponding $s$-wave scattering length, $a_{\alpha \beta}$, as $U_{\alpha \beta} = E_R a_{\alpha \beta} \sqrt{s/\pi}$. Note that fermions with identical colors do not interact with each other.

For the sake of simplicity, we shall first consider the attractive case with $U_{\alpha \beta} = U < 0$. This case could be realized by loading the $^6$Li atoms into an optical trap in a large magnetic field, where the scattering lengths become large and negative $a_{\alpha \beta} \approx a_s \approx -2500 a_0$, for all three scattering channels, 12, 13, and 23.

Introducing the usual Gell-Mann matrices, $\lambda_\alpha^a$ ($a = 1, \ldots, 8$), it is easy to see that global SU(3) transformations $\exp(i \sum \sum a_{\alpha \beta} \theta_{i, i'} \lambda^a_{\alpha \beta} \hat{c}_{i \alpha}^+ \hat{c}_{i' \beta})$ commute with the Hamiltonian, which thus also conserves the total number of fermions for each color, $N_\alpha = \sum_i \hat{n}_{i \alpha}$. This conservation of particles is only approximate because in reality the number of the atoms in the trap continuously decreases due to different scattering processes. Here, however, we shall neglect this slow loss of atoms and keep the density $\rho_\alpha$ of atoms for color $\alpha$ as well as the overall filling factor $\rho = \frac{1}{3} \sum_\alpha \rho_\alpha$ fixed.

Let us first focus on the case of equal densities, $\rho_\alpha = \rho$. For small attractive $U < 0$, the ground state is a color superfluid\cite{11} atoms from two of the colors form the Cooper pairs and an $s$-wave superfluid, while the third color remains an unpaired Fermi liquid. However, as we discussed in Ref. 16, for large attractive interactions, this superfluid state becomes unstable, and instead of Cooper pairs, it is more likely to form three-atom bound states, the so-called "trions". These trions are color singlet fermions, and for large $|U|$ they have a hopping amplitude,

$$t_{\text{trion}} \sim \frac{\rho^3}{\sqrt{U}}$$.

Furthermore, one can easily see that if two trions sit on neighboring lattice sites, then they increase the energy of each other by an amount $V \sim t^2 / (2|U|)$. This is because the energy of an individual trion is decreased by quantum fluctuations where one of the atoms virtually hops to one of the neighboring sites. These quantum fluctuations are reduced if the two trions sit next to each other. Therefore, trions will tend to form a Fermi-liquid in any finite dimensions. This Fermi liquid state may be further decorated by charge density wave order at large values of $|U|$. Also, the Fermi liquid scale $T_{FL}$ of the trionic Fermi liquid should depend on the value of $U$, and at the transition point, $U = U_C$, we expect it to go zero (see Figs. 2 and 4).

In order to get analytic expressions, we shall study the ground state in $d = \infty$ dimensions. Then, to reach a meaningful limit and to get finite kinetic energy, one has to scale the hopping as $t = \frac{\rho^3}{2Vd}$, with $t^*$ fixed. In this limit, however, trions become immobile. Therefore the $d \rightarrow \infty$ trionic states are well approximated as

$$|T_A \rangle = \prod_{i \in \Lambda} c_{i1}^+ c_{i2}^+ c_{i3} |0 \rangle$$,

where $\Lambda$ denotes a subset of sites where trions sit. We can calculate the energy of this state in infinite dimensions: a single trion has an energy $3U$, thus the energy of such a state per lattice site is given by $E_T/N = 3U$. With $E_T$ the total energy of the system and $N$ the number of lattice sites.

Clearly, the two ground states obtained by the perturbative expansions have different symmetries: the superfluid state breaks SU(3) invariance, while the trionic state does not. Therefore, there must be a phase transition between them. Note that, relying on symmetries only, this argument is very robust and carries over to any dimensions. In infinite dimensions, we find that trions are immobile. However, this is only an artifact of infinite dimensions and in finite dimensions, a superfluid-Fermi liquid phase transition should occur.
One could envision that some other order parameter also emerges and masks the phase transition discussed here. Preliminary results (not discussed here) suggest that indeed a charge density state forms at large values of $|U|$, but except for half filling, which is a special case not discussed here, we do not see any other relevant order parameter that could intrude as a new phase. One could, in principle, also imagine a phase with simultaneous trionic and fermionic Fermi surfaces, similar to the one of Ref. [21]. However, in contrast to the calculations of Ref. [21] (which do not take the local constraints on the lattice into account), in our scenario, there is no Fermi surface at the quantum critical point.

From the above argument, it is unclear whether the phase transition is of first or of second order. To address this question in dimensional and give some more quantitative estimates for the relevant condensation energies and the critical value of $U/t$, we need an approach that is able to describe the superfluid state and, at the same time, also accounts for three-body correlations. In the present paper, we construct a variational Gutzwiller wave function that is able to capture both correlations simultaneously. We then show how averages can be evaluated by constructing an effective action that contains three-body correlations and how calculations can be analytically done in infinite dimensions by using the methodology of dynamical mean field theory. Our method, which uses a single suitably chosen Gutzwiller correlator and exploits the cavity method of dynamical mean field theory, is in its present form less flexible than the multiband method reviewed by Bünemann et. al., but it incorporates three-body correlations in a very transparent way. Our analysis shows that, within the Gutzwiller approach, the phase transition is of second order in infinite dimensions. We therefore expect it to remain of second order in any finite dimension above the critical dimension. Nevertheless, as we discuss later, the quantum phase transition may become of slightly first order due to a not perfectly SU(3)-symmetrical interaction.

Interestingly, our results also suggest that there is a tendency to create an imbalance of the densities $\rho_\alpha$ in the superfluid phase. The physical reason is simple: one can gain condensation energy by transferring atoms from the unpaired channel to the paired ones and thereby create ferromagnetic order as a secondary order parameter. For equal densities $\rho_\alpha = \rho$ and color conservation, his can only happen if the atoms are segregated and domains are formed, as shown in Fig. 4 where we sketched the schematic phase diagram of the attractive SU(3) model away from half-filling. This picture, which is first proposed in Ref. [17] has also been confirmed by the Ginzburg–Landau-type effective field theoretical approach of Ref. [22].

So far, we discussed the fully SU(3) symmetrical case. As we also demonstrate later, the phase transition discussed above is not sensitive to having perfect SU(3) symmetry. On the other hand, to form the superfluid phase, it is important to have approximately the same Fermi momenta for at least two colors.

The rest of the paper is organized as follows. In Sec. II we introduce the Gutzwiller ansatz for the ground state. In Sec. III we formulate the Gutzwiller expectation values as an effective path integral. In Sec. IV we derive a local action, which can be used to solve the effective action in the $d = \infty$ dimensional limit. In Sec. V we first summarize the results for the SU(3) symmetric case and then generalize the approach by analyzing the Hamiltonian with nonuniform interaction strengths in order to describe a system of $^6\text{Li}$ atoms. In Sec. VI we present a brief discussion of analogies with QCD. In Sec. VII we present our conclusions. Some of the technical details can be found in the Appendices.

### II. GUTZWILLER ANSATZ

To capture the color superfluid - trion transition, we approximate the ground state of the infinite-dimensional system by the following Gutzwiller-correlated wave function:

$$|G\rangle = \prod_i [1 + (g - 1)\hat{n}_{i1}\hat{n}_{i2}\hat{n}_{i3}]|\text{BCS}\rangle. \quad (4)$$

Here $g$ is a Gutzwiller variational parameter, which increases (or decreases) the amplitude of terms in the “uncorrelated-state” which have triple occupancies. In the $g \rightarrow \infty$ limit, $|G\rangle$ becomes a superposition of trionic states similar to Eq. (4). We choose the uncorrelated ground state as a BCS-like state with colors “1” and “2” forming Cooper pairs:

$$|\text{BCS}\rangle = \prod_{k: \epsilon_k < \mu_3} \hat{c}^+_{k1} \prod_{k'} (u_{k'c} + v_{k'c} \hat{c}^+_{k1} \hat{c}^+_{k2})|0\rangle. \quad (5)$$

The operators $\hat{c}^+_{k\alpha}$ in Eq. (5) diagonalize the first part of the Hamiltonian $\hat{H}$, and create fermions with momentum $\mathbf{k}$, color $\alpha$, and energy $\epsilon_\mathbf{k} = -t \sum_\alpha e^{i\mathbf{k}\cdot\mathbf{a}_\alpha}$, with the vector $\mathbf{a}$ running over nearest neighbor sites. The coefficients $u_{k'} = \frac{1}{2} (1 + \epsilon_{k'}/\sqrt{\epsilon_{k'}^2 + \Delta^2})$ and $v_{k'} = 1 - u_{k'}$ are

![FIG. 3: (Color online) Schematic phase diagram of the attractive SU(3) Hubbard model. The color superfluid phase is stable below a critical temperature $T_C$, where the appearance of superfluid domains is expected. At large interaction strengths $|U| > |U_C|$, color singlet trions emerge instead of the Cooper pairs and form a Fermi liquid at low temperatures T < TFL.](image-url)
the usual BCS coherence factors, with $\xi_k = \epsilon_k - \mu_{12}$. The
“chemical potentials” $\mu_3$ and $\mu_{12}$ appearing in the wave
function should be considered merely as parameters that
are adjusted to fix the densities $\rho_\alpha$ at a given value.

To perform a variational calculation, we need to evaluate the Gutzwiller expectation value of Hamiltonian $\mathcal{H}$,

$$\langle \hat{H} \rangle_G = \frac{\langle G | \hat{H} | G \rangle}{\langle G | G \rangle},$$

(6)

at a given filling factor $\rho$, and then minimize it with respect to $g$, $\Delta$, and eventually the density of the third color, $\rho_3$.

We note that our variational wave function smoothly interpolates between the color superfluid $(g = 1)$ and the trionic state $(g \to \infty)$. We can also compare the Gutzwiller energy to certain reference states, such as the Fermi sea $(g = 1, \Delta = 0)$, the Gutzwiller correlated Fermi sea $(g \neq 1, \Delta = 0)$, or the uncorrelated BCS state $(g = 1, \Delta \neq 0)$, and thereby estimate correlation or condensation energies.

III. EFFECTIVE GRASSMANN THEORY

We first derive an effective action that can be used to replace the Gutzwiller expectation value of an operator $\hat{O}$,

$$\langle \hat{O} \rangle_G = \frac{\langle G | \hat{O} | G \rangle}{\langle G | G \rangle},$$

(7)

by a combination of the Grassmann path integrals. For
this purpose, let us first rewrite the denominator of Eq. (7) as

$$\langle G | G \rangle = \langle \text{BCS} | \prod_i [1 + (g^2 - 1)\eta_{i1}\eta_{i2}\eta_{i3}] | \text{BCS} \rangle.$$

(8)

Here, the operator in the middle is in a normal ordered form (i.e., all $\hat{c}_{\alpha i}^\dagger$ appear to the left of the operators $\hat{c}_{\alpha i}$).
Since the BCS state is a non-interacting state (in terms of bogoliubons), we can use Wick’s theorem to evaluate expectation values appearing in Eq. (8). Due to the normal ordering, every $\hat{c}_{\alpha i}^\dagger$ and $\hat{c}_{\alpha i}$ appears in Eq. (8) only
once. Therefore, we can calculate the quantum mechanical expectation values as the Grassmann path integrals, where we replace normal ordered operators by the Grassman variables as $\hat{c}_{\alpha i} \to \eta_{\alpha i}$ and $\hat{c}_{\alpha i}^\dagger \to \bar{\eta}_{\alpha i}$ and evaluate expectation values with an appropriately chosen action $S_0$

$$\langle \cdots \rangle_{\text{BCS}} \to \langle \cdots \rangle_{\text{S0}} = \int \mathcal{D}\eta \mathcal{D}\bar{\eta} \cdots e^{-S_0},$$

$$S_0 = -\frac{1}{2} \sum ij \bar{\Psi}_i | D^0_{ij} |^{-1} \Psi_j.$$

(9)

Here, we introduced the “Nambu spinors”, $\Psi_i = (\bar{\eta}_{\alpha i}, \eta_{\alpha i})$, and the propagator $D^0_{ij}$ must be chosen so that it satisfies the conditions,

$$\langle \eta_{\beta i} \eta_{\alpha i} \rangle_{S_0} = \langle \hat{c}_{\beta j} \hat{c}_{\alpha i} \rangle_{\text{BCS}} \equiv G^0_{\beta j \alpha i},$$

$$\langle \bar{\eta}_{\beta i} \bar{\eta}_{\alpha i} \rangle_{S_0} = \langle \hat{c}_{\beta j} \hat{c}_{\alpha i}^\dagger \rangle_{\text{BCS}} \equiv F^0_{\beta j \alpha i}.$$

with $G^0$ and $F^0$ the normal and anomalous Green’s functions. It is easier to express $D^0$ in the Fourier space, where it is just a $6 \times 6$ dimensional matrix in the Nambu space that can be expressed as

$$D^0(k) = \begin{pmatrix} G^0(k) & F^0(k) \\ F^0(k) & -G^0(k) \end{pmatrix}.$$

(10)

We can thus rewrite $\langle G | G \rangle$ as

$$\langle G | G \rangle = \langle \prod_i [1 + (g^2 - 1)\eta_{i1}\eta_{i2}\eta_{i3}] \rangle_{S_0}.$$

(11)

Note that in the above procedure, we have not doubled the Hilbert space since the integration is over the fields, $\bar{\eta}$ and $\eta$, and therefore the $\Psi$ and $\bar{\Psi}$ do not represent independent Grassman variables.

Note also that the Green’s functions $G^0_{\beta j \alpha i} = \langle \hat{c}_{\beta j} \hat{c}_{\alpha i} \rangle_{\text{BCS}}$ and $F^0_{\beta j \alpha i} = \langle \hat{c}_{\beta j} \hat{c}_{\alpha i}^\dagger \rangle_{\text{BCS}}$ can easily be determined in terms of the BCS coherence factors. Furthermore, neither the Green’s functions nor the Grassman fields $\eta_{ij}$ have a time argument. These Grassman fields should thus not be confused with the Grassman fields that appear in the path integral expression of the density matrix or the time evolution operator.

To make further progress, let us define the “triple occupancy” as $\bar{t}_i = n_{i1}n_{i2}n_{i3} = \prod_{\alpha} \eta_{\alpha i} \eta_{\alpha i}$, Using the properties of the Grassmann variables, this quantity can be expressed as a function of the Grassmann vectors defined above

$$t_i = \frac{1}{48} (\Psi_i \tau_3 \Psi_i)^3.$$

(12)

where $\tau_3 = \sigma_3 \otimes \delta_{\alpha i}$, and the third Pauli matrix $\sigma_3$ acts in Nambu space. Clearly, $t_i^2 = 0$. Therefore, exponentiating the product in Eq. (11), we obtain the relation

$$\langle G | G \rangle = \int \mathcal{D}\eta \mathcal{D}\bar{\eta} e^{-S},$$

(13)

where the full (interacting) effective action is given by

$$S = -\frac{1}{2} \sum ij \Psi_i | D^{\beta -1} |_{ij} \Psi_j - (g^2 - 1) \sum_i t_i.$$

(14)

Interestingly, the Gutzwiller variational parameter appears in this effective action as a three-body interaction. For the uncorrelated wave function, $g = 1$, the interaction term vanishes. For trionic correlations one has $g > 1$, i.e., the effective three-body interaction is attractive, while for $g < 1$ the effective interaction is repulsive.

This procedure can be repeated with certain operator’s quantum mechanical expectation values after proper normal
ordering. For local operators $\hat{O}_i$, the Gutzwiller expectation value is

$$\langle \hat{O}_i | G \rangle / \langle G | G \rangle =$$

$$= \langle \text{BCS} | : \hat{O}_i : G \prod_{m \neq i} [1 + (g^2 - 1)\hat{t}_m] | \text{BCS} \rangle / \langle G | G \rangle,$$


where the Gutzwiller normal ordered operator $\hat{O}_i$ is defined as follows:

$$\hat{O}_i := [1 + (g - 1)\hat{t}_i] \hat{O}_i [1 + (g - 1)\hat{t}_i]$$

and $\hat{t}_i = \hat{n}_{i1}\hat{n}_{i2}\hat{n}_{i3}$. Here, the numerator can also be converted into expectation values evaluated with $S$: We first use Wick’s theorem and replace all operators by the Grassman variables and the average by $\langle \ldots \rangle_S$. Then, we can insert the missing term $[1 + (g^2 - 1)\hat{t}_i]$ and reexponentiate the product to have an average with the action $S$.

With this procedure, the particle density and double occupation on a site can be written as follows:

$$N_i = \langle \hat{n}_{i1} + \hat{n}_{i2} + \hat{n}_{i3} \rangle_G$$

$$= \langle n_{i1} \rangle_S + \langle n_{i2} \rangle_S + \langle n_{i3} \rangle_S + 3(g^2 - 1)\langle t_i \rangle_S,$n

$$D_i = \langle \hat{n}_{i1}\hat{n}_{i2} + \hat{n}_{i2}\hat{n}_{i3} + \hat{n}_{i1}\hat{n}_{i3} \rangle_G$$

$$= \langle n_{i1}n_{i2} + n_{i2}n_{i3} + n_{i1}n_{i3} \rangle_S$$

$$+ 3(g^2 - 1)\langle t_i \rangle_S.$$n

To evaluate the expectation value of the kinetic energy, we also need to evaluate expectation values of the type $\langle \hat{c}_{i\alpha}^{+}\hat{c}_{j\beta} \rangle_G$ for $i \neq j$. We therefore define the density supermatrix (formulas here are valid for $i \neq j$),

$$P_{ij} = \left( \begin{array}{cc} P_{ij} & Q_{ij}^+ \\ Q_{ij} & -P_{ij} \end{array} \right),$$

with the $3 \times 3$ matrices $P_{ij}$ and $Q_{ij}$, defined as

$$P_{i\neq j,\alpha\beta} = \langle \hat{c}_{i\alpha}^{+}\hat{c}_{j\beta} \rangle_G = \langle \bar{\eta}_{i\alpha}\eta_{j\beta} \rangle_S$$

$$- (1 - g)\langle \bar{\eta}_{i\alpha}\eta_{j\beta}(d_{i\alpha} + d_{j\beta}) \rangle_S$$

$$+ (1 - g)^2\langle \bar{\eta}_{i\alpha}\eta_{j\beta}(d_{i\alpha}d_{j\beta}) \rangle_S$$

(19)

and

$$Q_{i\neq j,\alpha\beta} = \langle \hat{c}_{i\alpha}\hat{c}_{j\beta} \rangle_G = \langle \eta_{i\alpha}\bar{\eta}_{j\beta} \rangle_S$$

$$- (1 - g)\langle \eta_{i\alpha}\bar{\eta}_{j\beta}(d_{i\alpha} + d_{j\beta}) \rangle_S$$

$$+ (1 - g)^2\langle \eta_{i\alpha}\bar{\eta}_{j\beta}(d_{i\alpha}d_{j\beta}) \rangle_S.$$n

In these expressions, we defined the Grassman factors $d_{i\alpha} = \prod_{j \neq i} n_{j\beta}$. Clearly, for $g = 1$, the matrix $P$ is simply related to the unperturbed Green’s function, $P(g = 1) = [D^0]^T$. As we shall now see, although the above expressions look rather complicated and contain formally three-body correlation functions in terms of the effective field theory, we shall still be able to express $\Gamma$ in terms of the full single particle Green’s function $D$, defined as

$$D_{ij} \equiv -\langle \Psi_i \bar{\Psi}_j \rangle_S = \left( \begin{array}{cc} G_{ij} & F_{ij} \\ F_{ij}^+ & -G_{ij} \end{array} \right),$$

and its proper self-energy $\Sigma$.

At this point, it is useful to define the generating functional,

$$\Gamma = \ln \int D\bar{\eta}D\eta \exp \left( -\mathcal{S} + \sum_i I_i \tau_3 \Psi_i \right),$$

where the “current” $I_i$ is a six-component Grassmann vector, $I_i = (I_{i1}, I_{i2}, I_{i3}, J_{i1}, J_{i2}, J_{i3})$, and make use of standard field theoretical methods. As usual, the components of the Green’s function can be obtained from $\Gamma$ by functional derivation,

$$G_{ij\alpha\beta} = \frac{\delta^2 \Gamma}{\delta J_{i\alpha} \delta J_{j\beta}} \bigg|_{I = 0} = -\frac{\delta^2 \Gamma}{\delta J_{i\alpha} \delta J_{j\beta}} \bigg|_{I = 0}.$$n

The (improper) self energy $S$ is defined by cutting off the bare lines from the dressed propagator,

$$D_{ij} = D^0_{ij} + \sum_{pq} D^0_{ip} S_{pq} D^0_{qj},$$

while the proper (one particle irreducible) self-energy obeys the Dyson’s equation,

$$S_{ij} = \Sigma_{ij} + \sum_{pq} \Sigma_{ip} D^0_{pq} S_{qj}.$$n

It is useful to visualize these self-energies in terms of the Feynman diagrams of the effective field theory, as shown in Fig. 4, although we shall sum up these diagrams later by using nondiagrammatic methods. As mentioned earlier, the Gutzwiller correlator generated a three-body interaction in the effective field theory, while anomalous Green’s functions appear due to the superfluid correlations.

To generate the necessary identities to evaluate the expectation values in Eqs. (19) and (20), we shift the Grassmann fields $\bar{\eta}_i$ and $\eta_i$ in the generating functional $\Gamma$ as

$$\Psi_i \to \Phi_i = \Psi_i + \lambda \sum_p D^0_{ip} \tau_3 I_p,$$

where $\lambda$ is a real valued parameter. Note that this equation also determines how the field $\Psi_i$ is changed, since the

![Fig. 4: Examples of first and second order self-energy diagrams. Continuous lines denote the unperturbed normal Green’s functions, the staggered lines the anomalous ones, while vertices stand for the three-body interaction, $\sim (g^2 - 1)$. In infinite dimensions, we shall sum up these diagrams by using a nondiagrammatic method.](image-url)
components of $\bar{\Psi}_i$ and $\Psi_i$ are related. Proceeding with the functional derivation after this change of integration variables leads to an expression of the dressed propagator $D$ in terms of expectation values of the Grassmann fields related to the expectation values in Eqs. (19) and (20) (for details, see Appendix A), and finally comparison of these with the definition of the self-energy gives the following identities ($i \neq j$):

$$- (g^2 - 1)^2 \tau_3 (\Psi_i d^F_i \Psi_j) \tau_3 = S_{ij},$$

$$\frac{(g^2 - 1)(\Psi_i d^F_i \Psi_j)}{S} = \sum_p D^0_{ip} S_{pj},$$

$$\frac{(g^2 - 1)\tau_3 (\Psi_i d^F_i \Psi_j)}{S} = \sum_p S_{ip} D^0_{pj},$$

where $d^F_i = d_{i1} + d_{i2} + d_{i3} = \frac{1}{3} (\bar{\Psi}_i \tau_3 \Psi_i)^2$. Using these identities, it is possible to express the density supermatrix $P$ in terms of the improper self-energy. This relation is more transparent in the Fourier space, where it reads

$$P^T(k) = D^0(k) + C + \left( D^0(k) - \frac{\tau_3}{g+1} \right) S(k) \left( D^0(k) - \frac{\tau_3}{g+1} \right)^T,$$

where the superscript $t$ refers now to the transposed matrix in color space, and $C$ is a $k$-independent $6 \times 6$ matrix related to the $i = j$ contributions. This term does not play a role in the evaluation of the kinetic energy,

$$K = \sum_k \epsilon_k \sum_\alpha P_{\alpha\alpha}(k),$$

since we assumed only nearest neighbor hopping, and therefore $\sum_{k,\alpha} C_{\alpha\alpha} \epsilon_k = 0$.

**IV. CAVITY FUNCTIONAL AND CONNECTION TO DYNAMICAL MEAN FIELD THEORY**

In the previous section, we showed that the Gutzwiller expectation values can be expressed by path integrals, which still need to be computed. These path integrals cannot be exactly evaluated in general. However, an important simplification occurs in the limit of infinite dimensions, $d \to \infty$. There the off-diagonal ($i \neq j$) Green’s functions decay as $D_{ij} \sim 1/d^{||i-j||/2}$, where $||i - j||$ denotes the minimum number of steps that are needed to reach the lattice point $i$ from the other lattice point $j$. Therefore, the off-diagonal ($i \neq j$) components of the proper self energy rapidly go to zero, $\Sigma_{ij} \sim 1/d^{||i-j||/2}$, and vanish in the infinite-dimensional limit, where the self-energy becomes local,

$$\Sigma_{ij} = \delta_{ij} \Sigma.$$

Here, we already used the discrete translational symmetry of the lattice: $\Sigma(i) = \Sigma$.

As $\Sigma$ is a central quantity of interacting systems and allows one to compute virtually any other quantity, our main goal shall be to determine $\Sigma$. This step is done similar to the cavity method also used in dynamical mean field theory to extract local properties at a mean field level. In this approach one integrates out the Grassmann variables on all sites except for the origin, $\tilde{\Sigma}$, where the prime indicates that one should not integrate over the variables $\bar{\eta}_0$ and $\bar{\eta}_0$ at the origin. Thus, by construction, the local action depends only on the variables $(\bar{\eta}_0, \eta_0)$, $S_L = S_L[\bar{\eta}_0, \eta_0]$, and all local expectation values and correlation functions are invariant,

$$\langle O_0 \rangle_s = \langle O_0 \rangle_{s_L}. \quad (34)$$

Importantly, the local Green’s function is also invariant.

Since the hopping is scaled as $\sim 1/\sqrt{d}$, it can be shown (Appendix A) that in infinite dimensions, the generated local action takes on a simple functional form,

$$-S_L = \frac{1}{2} \psi \psi^{-1} + g^2 - \frac{1}{48} (\psi \bar{\psi} \bar{\psi})^3,$$

where $D_0$ denotes the “cavity Green’s function”. The field $\psi$ in Eq. (35) denotes the Grassmann field $\Psi_i$, in the origin, $\psi \equiv \Psi_0$.

The cavity Green’s function $D_0$ can be determined self-consistently from the condition that Eq. (34) holds for any local quantity, including the local dressed propagator of the effective lattice theory,

$$D^{\text{loc}} \equiv D_{00} = \sum_k D(k), \quad (36)$$

which, by construction, must coincide with the full Green’s function of the cavity theory,

$$D^{\text{loc}} = D = \langle \psi \bar{\psi} \rangle_{s_L}. \quad (37)$$

Then, on one hand, the local propagator on the lattice can be determined by using Dyson’s equation and thus can be expressed in terms of $\Sigma$, as

$$D^{\text{loc}} = \sum_k \left[ D^0(k)^{-1} - \Sigma \right]^{-1}. \quad (38)$$

On the other hand, we can also compute the local propagator exactly by evaluating the path integral with Eq. (35) analytically. Using symmetry considerations presented in Appendix A, we can show that there is a $\mathcal{U}$ unitary transformation that diagonalizes $D_0$:

$$\mathcal{U} D_0 \mathcal{U}^+ = \left( \begin{array}{cc} d & 0 \\ 0 & -d \end{array} \right), \quad (39)$$

where $d$ is a $3 \times 3$ (real) diagonal matrix. We can then evaluate the dressed propagator in the local theory by
performing a variable transformation $\psi \rightarrow \phi = U\psi$ in the integral, the result being

$$D^\text{loc} = D = \frac{D_0}{1 + (g^2 - 1)\sqrt{-\det D_0}}.$$  

(40)

Furthermore, Dyson’s equation also holds for the local theory, and moreover in infinite dimensions, the proper self-energy $\Sigma$ of the lattice theory is the same as in the self-energy in the local theory. This follows from the comparison of the skeleton diagrams of the local and lattice theories, and the fact that the full Green’s functions are the same in both theories. We can thus write

$$\Sigma = D_0^{-1} - D^{-1} = -(g^2 - 1)\sqrt{-\det D_0 D_0^{-1}}.$$  

(41)

With some algebraic manipulations, Eqs. (38) and (41) can be recast in the following self-consistency condition,

$$-\Sigma^{-1} = \left(1 + \sqrt{\frac{g^2 - 1}{\sqrt{-\det \Sigma}}}\right) \sum_k [D_0^{-1}(k) - \Sigma^{-1}]^{-1}.$$  

(42)

This is the central equation of the theory. Having solved this equation self-consistently for the self-energy matrix $\Sigma$, we can express, e.g., the cavity Green’s function as

$$D_0 = -\sqrt{\frac{-\det \Sigma}{g^2 - 1}}\Sigma^{-1},$$  

(43)

and then determine from that the local Green’s function using Eq. (40) or the improper self-energy from the Fourier transform of Eq. (25). Remember though that the quantities here are $6 \times 6$ matrices and inversions mean matrix inversions.

Setting all these together and using the relation [Eq. (30)] between the density matrix $P_{ij}$ and the improper self-energy, the kinetic energy can be finally expressed as

$$K = \sum_k \epsilon_k \sum_{\alpha=1}^{3} \left[ [D_0^{-1}(k) - \Sigma]^{-1} - \frac{2}{1 + g} [D_0^{-1}(k) - \Sigma]^{-1} \Sigma + \frac{1}{(1 + g)^2} D_0^{-1}(k)[D_0^{-1}(k) - \Sigma]^{-1} \Sigma]_{\alpha \alpha},$$

where the summation runs only over the first three diagonal elements of the $6 \times 6$ matrices. We can also compute other local expectation values using the same variable transformation [Eq. (39)] as before. The total particle density is given by

$$N_T = 3\rho = \frac{1}{2}\langle \bar{\psi}\tau_3\psi \rangle_{S_L} + 3(g^2 - 1)(t_{S_L}) = \sum_{\alpha=1}^{3} \frac{-\Sigma^{-1}_{\alpha \alpha} + 1}{\sqrt{\frac{g^2 - 1}{\det \Sigma}}}.$$  

(44)

while the total double occupancy is

$$D_T \equiv \sum_{\alpha=1}^{3} \langle d_{\alpha} \rangle_{G} = \frac{1}{8}(\langle \bar{\psi}\tau_3\psi \rangle_{S_L}^2 + 3(g^2 - 1)(t_{S_L})$$

$$= \sum_{\alpha=1}^{3} \frac{\Sigma^{-1}_{\alpha \alpha} - \sqrt{\frac{g^2 - 1}{\det \Sigma}}}{1 - g^2 - \sqrt{\frac{g^2 - 1}{\det \Sigma}}}. $$  

(45)

This is a good point to discuss the similarities and differences with the multiband Gutzwiller method of B"unemann et al.\textsuperscript{32} That approach employs a flexible Gutzwiller correlator with multiple variational parameters. Some of these parameters are allowed to be fixed so that the proper self-energy of the effective theory vanishes in infinite dimensions. This leads to important simplifications when calculating the Gutzwiller expectation values. In our formalism, on the other hand, we used a single correlation parameter that was motivated by weak and strong-coupling theories. Nevertheless, this single correlator is able to capture the physics of both limits and it therefore accounts for the most important correlations. Including additional (e.g., two-body correlators) should quantitatively modify our results, and change the critical value of $U$; however, we do not expect qualitative changes due to them. The advantage of our effective field theory approach is that it displays the tricorrelations in a rather transparent way, in terms of three-body interactions. Preliminary results indicate that our cavity functional approach could also be modified to use more flexible correlators, but this is out of the scope of the present paper.

V. SOLUTIONS OF THE SELF-CONSISTENCY EQUATIONS

A. Derivation of integral equations

The self-consistency equations are hard to solve in general. However, we can simplify their solution by observing that the proper self-energy must have certain symmetries. We therefore need to use only three independent parameters to parametrize the self-energy,

$$\Sigma = \sigma_3 \otimes \begin{pmatrix} \Sigma_1 & 0 & 0 \\ 0 & \Sigma_1 & 0 \\ 0 & 0 & \Sigma_2 \end{pmatrix} + i\sigma_2 \otimes \begin{pmatrix} 0 & \Sigma_3 & 0 \\ -\Sigma_3 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

(46)

with $\sigma_2$ and $\sigma_3$ denoting the second and the third Pauli matrices in the Nambu space. Using this matrix, it is possible to solve self-consistency relations (12) numerically, and we can also calculate the energy,

$$E(g, \Delta, \rho_3) = K_{12} + K_3 + U N D_T,$$

(47)

where $N$ is the number of lattice sites and we explicitly indicated all implicit variables, with respect to which the
energy must be optimized. The kinetic energy of the first two colors is

\[ K_{12} = 2 \sum_k \epsilon_k \frac{(1 - \Sigma_1/(1 + g) - f_k \Sigma_3/(1 + g))^2}{(1 - \Sigma_1)(1 + f_k^2)}, \tag{48} \]

where \( f_k = \frac{\theta_k - \Sigma_3}{1 - \Sigma_1} \) is a renormalized occupation number, with \( \theta_k = \frac{1}{\Sigma_2} \left( \epsilon_k - \mu_{12} + \sqrt{(\epsilon_k - \mu_{12})^2 + \Delta^2} \right) \). The kinetic energy of the third color can be expressed as

\[ K_3 = \frac{[1 - \Sigma_2/(1 + g)]^2}{1 - \Sigma_2} K_0, \tag{49} \]

where \( K_0 = \sum_{\epsilon_k < \mu_3} \epsilon_k \) is the noninteracting kinetic energy of the atoms in channel 3. Finally, the full double occupancy is given by

\[ D_T = \frac{2\Sigma_1 + \Sigma_2 - \sqrt{(g^2 - 1)(\Sigma_1^2 + \Sigma_2^2)\Sigma_2}}{1 - g^2 - \sqrt{(g^2 - 1)(\Sigma_1^2 + \Sigma_2^2)\Sigma_2}}. \tag{50} \]

Notice that the above momentum sums as well as the summations included in the self-consistency equation contain terms that depend on the momentum only through the single particle energy \( \epsilon_k \). It is therefore possible to turn the momentum sums into energy integrals and convert all these expressions into relatively simple self-consistent integral equations, involving only the density of states \( D(\epsilon) \), which becomes the Gaussian on an infinite-dimensional cubic lattice,

\[ D(\epsilon) = \frac{1}{\sqrt{\pi t^*}} e^{-\epsilon^2/(t^*)^2}. \tag{51} \]

For high dimensional hypercubic lattices, the qualitative features of the densities of states are the same as in infinite dimensions. In this regard three dimension is probably close enough to infinite dimensions, and our results should hold away from half filling. One- and two-dimensional systems should be investigated by different methods since there spatial fluctuations and van Hove singularities will play a much more important role. Nevertheless, even in one dimension, recent Bethe ansatz \[27\] and density matrix renormalization group \[28\] calculations seem to support the results presented here and in Ref. \[16\].

### B. Numerical Results

Our numerical procedure is as follows. First, we fix the filling factor \( \rho \) and the interaction strength \( U \). For a given set of variational parameters \( g, \Delta, \) and \( \rho_3 \), we use the ansatz \[16\] and solve the self-consistency relations \[Eq. (42)\] by iteration \[28\]. Once \( \Sigma \) at hand, we can compute the expectation value of the energy \( E(g, \Delta, \rho_3) \) using Eqs. \[47\]–\[50]\). This function can then be minimized numerically to find the optimum values for \( g, \Delta, \) and \( \rho_3 \).

Typical results for a given density \( \rho_1 = \rho_2 = \rho_3 = 1/3 \) are shown in Fig. 5 where the energy landscape \( E(g, \Delta) \) is shown as a function of \( g \) and \( \Delta \) for various values of the coupling \( U \). For small values of \( |U| \), the overall energy minimum is located at some finite value of the correlation parameter \( g > 1 \) and gap \( \Delta \). This energy minimum is shifted to larger and larger values of \( g \) as we increase \( |U| \). The optimum value of \( \Delta \) initially increases with \( |U| \), but at larger values of \( |U| \), it starts to decrease again, the energy minimum is getting shallower and shallower and, eventually, it shifts to \( g = \infty \) and \( \Delta = 0 \) as \( U \) approaches a critical value \( U_C \). This behavior of the optimum values of \( g \) and \( \Delta \) is similar to the one shown in Fig. 6. Within numerical accuracy, the gap vanishes continuously at \( U = U_C \), which is characteristic of a second order phase transition, i.e., a quantum critical point. The correlation parameter \( g \) precisely diverges at the same value of \( U \), implying that for larger values of \( |U| \) the optimum ground state is a purely trionic state with no superconducting order. As we discuss below, this scenario carries over for all filling factors \( 0.0333 < \rho < 0.4833 \) that we investigated, where there is always an interaction strength \( U_C(\rho) \) at which the Gutzwiller parameter \( g \) diverges.

In the previous calculation, we fixed all three densities to be the same. We have done this in the spirit that in an optical lattice, the total number of particles is fixed for each color. However, one can decrease the energy of the system further in the superconducting phase by letting \( \rho_3 \) vary and only fixing the total filling fraction \( \rho \). As shown in Fig. 7, the optimal value of the average occupation of the third color is slightly less than the filling: \( \rho_3 < \rho \). However, as shown in the inset of Fig. 7, \( \rho_3 \) approaches \( \rho \) as \( U \) approaches \( U_C \). This is easy to understand: The reason of the formation of an imbalance is that one can gain condensation energy by transferring particles from color 3 to colors 1 and 2. However, the driving force to create this imbalance is the superconducting condensation energy. This energy does not coincide with \( \Delta \), but is
rather defined as the difference between the energy of the state with $\Delta \neq 0$ and the energy of the Gutzwiller-correlated state with $\Delta = 0$, $E_G^{FS}$

$$E_{\text{cond}} = E - E_G^{FS}. \quad (52)$$

This energy is also shown in Fig. 6 and it vanishes at the critical point $U = U_C$ as well. Therefore, the induced charge imbalance must also disappear there, in agreement with our numerical findings.

In a system with SU(3) symmetry, this finding implies that, although the total number of particles is fixed for a given color, one can decrease the energy of the system by segregation, i.e., by forming superconducting domains with unequal numbers of particles and orienting the order parameters to point in them in different directions, as we already sketched in Fig. 3. Of course, this is only possible in a large enough system, where the domain wall energy is compensated by the overall condensation energy gain. Interestingly, the tendency to generate $\rho_3 \neq \rho$ can also be viewed as the appearance of a secondary ferromagnetic order parameter,

$$m^a \equiv \langle \hat{c}^\dagger \lambda^a \hat{c} \rangle \neq 0. \quad (53)$$

Therefore we conclude that this superconducting state is also a ferromagnet in the SU(3) language.

C. Breaking the SU(3) symmetry

So far, we assumed that the scattering lengths are the same in all three scattering channels. In most systems, however, the three scattering lengths are not equal and can vary with an external magnetic field. As we proposed in Ref. 16, a possible candidate for realizing the trionic state is $^6\text{Li}$. In this system, the magnetic field dependence of the three scattering lengths has been experimentally determined. According to the experimental results of Ref. 20, the interaction strengths can be approximated in the magnetic field region of 60 – 120 mT as

$$U_{\beta \gamma} \approx U_0^{\beta \gamma} \left[ 1 + \frac{\Delta_{\beta \gamma}}{B - B_0^{\beta \gamma}} \right] \left[ 1 + \alpha^{\beta \gamma}(B - B_0^{\beta \gamma}) \right], \quad (54)$$

where the parameters $B_0$, $\Delta$, and $\alpha$ in this equation can be taken from Ref. 20 and $U_0^{12} = U_0$, $U_0^{13} = 1.23 U_0$, and $U_0^{23} = 1.06 U_0$. The interaction amplitude $U_0 = U_0^{12}$ can be changed by tuning the potential depth. For $B \gg B_r \approx B_0^{12} = 83.41\text{mT}$, all three interactions become approximately the same, and are negative, $U_{\alpha \beta} < 0$. On the other hand, if we increase the interaction strength by approaching the Feshbach resonance at $B_r$, then the interaction becomes rather anisotropic in color space.

Experimentally, there are thus several ways to drive the system close to the phase transition regime, $t^* / |U_0| \sim 1$. The first possibility is to change the intensity of the laser beams, and thereby tune mostly the hopping amplitude $t^*$. In this case, one can apply a large magnetic field in which the interaction is almost SU(3) symmetrical, although it is somewhat stronger in channel 12 than in the others. The other possibility is to tune the ratio $t^*/|U_0| \sim 1$ by changing the magnetic field and approaching a Feshbach resonance. In this second case, the interactions can strongly break SU(3) symmetry.

In both cases, the anisotropic interaction has an important effect: it locks the superconducting order parameter so that only $\Delta_{12} \neq 0$. The color superfluid phase thus becomes a more or less standard $U(1)$ superfluid with an additional decoupled Fermi liquid. However, as we show, the trionic phase transition can survive in this anisotropic limit.

Let us now investigate the superfluid - trion transition,
assumed that $B > B_c$. In this region, all interactions are attractive, $U_{a\beta} < 0$. Perturbation theory tells us that the weak-coupling ground state is the color superfluid state formed in the channel 12, and in the strong coupling limit the ground state is a trionic state. Thus, we can use the same type of ansatz as in the SU(3) case. Since the structure of the effective theory is uniquely determined by the Gutzwiller ansatz state, the effective action, the Ward identities and the self-consistency relations for the local effective action remain the same as before. The only difference is in the expression of the variational energy that we need to minimize,

$$E(g, \Delta, \rho_3) = K + \sum_i [U_{12}(\hat{n}_{i1}\hat{n}_{i2})_G + U_{13}(\hat{n}_{i1}\hat{n}_{i3})_G + U_{23}(\hat{n}_{i2}\hat{n}_{i3})_G].$$

The previously used numerical procedure can be modified for this case, and we find that the quantum phase transition persists even with the anisotropy in the interaction strengths.

The anisotropy in $U_{a\beta}$ has an important secondary effect: it induces somewhat different chemical potentials in channels 1 and 2, i.e., an SU(3) “Zeeman field”. Deep in the superfluid phase, this chemical potential difference is not sufficient to create a charge imbalance, $\rho_1 \neq \rho_2$, since breaking Cooper pairs requires a finite energy. In principle, close to $U_C$, $\Delta_{12} \to 0$, and therefore, the chemical potential difference could create a first order transition to the trionic state. This would invalidate our restriction $\rho_1 = \rho_2$ in our calculations. However, at the critical point trionic correlations also diverge, $g \to \infty$, and therefore the effects of this Zeeman field are suppressed. In fact, within the Gutzwiller approach, the phase transition seems to be continuous even for anisotropic interactions (see Fig. 8). In finite dimensions, on the other hand, we cannot exclude a first order transition.

In Fig. 8 we show different physical quantities computed for the ground state as a function of $B$ at $\rho = 1/3$ and $t^*/|U_0| = 1.43$. The observed phase transition occurs at $B \approx 94.5\text{mT}$, and all parameters behave similarly to as in the SU(3) symmetrical case.

### VI. ANALOGY WITH QUANTUM CHROMODYNAMICS

The phase transition we found is essentially the analogue of the color superconductor - baryon phase transition which is believed to occur in QCD. To make this analogy with QCD clearer, let us rewrite the partition function of the SU(3)-symmetrical Hamiltonian in a path integral form,

$$Z = \int \mathcal{D} \bar{c} \mathcal{D} c e^{-\int d\tau S[c_{i\alpha}(\tau),c_{i\alpha}(\tau)]},$$

$$S = \sum_{ij,\alpha} \bar{c}_{i\alpha}(\tau) G_{ij,\alpha}^{-1}(\tau) c_{j\alpha}(\tau) + \frac{U}{2} \sum_i \sum_{\alpha\beta} n_{i\alpha}(\tau) n_{i\beta}(\tau),$$

where $G_{ij,\alpha}^{-1} = \delta_{ij}(-\partial_\tau - \mu_\alpha) - t_{ij}$ denotes the inverse imaginary time Green’s function for the non-interacting atoms and $t_{ij}$ the hopping between sites $i$ and $j$.

We can now decouple the interaction term by using the relation

$$\sum_{i\alpha} n_{i\alpha} n_{i\beta} = -\frac{3}{8} \sum_a (\bar{c}_i \lambda^a c_i)^2,$$

directly following from the SU(3) identity,

$$\sum_a \lambda_{i\alpha}^a \lambda_{i\beta}^a = 2\delta_{\alpha\beta}\delta_{\gamma\kappa} - \frac{2}{3} \delta_{\alpha\beta}\delta_{\gamma\kappa},$$

and then performing a Hubbard–Stratonovich transformation:

$$\exp \left(-\frac{U}{2} \sum_{i\alpha\beta} n_{i\alpha} n_{i\beta} \right),$$

$$\exp \left(-\frac{3}{16} \sum_a (\bar{c}_i \lambda^a c_i)^2 \right) =$$

$$= C \int \prod_a dA^a_i \exp \left[ -\sum_a (A^a_i)^2 - i \gamma \sum_a A^a_i (\bar{c}_i \lambda^a c_i) \right],$$

at every lattice and imaginary time point. Here we have suppressed the imaginary time and color indices of the Grassmann variables $\bar{c}_i(\tau)$ and the “gluon field”, $A^a_i(\tau)$, and we introduced the coupling $\gamma = \sqrt{3|U|/2}$ between the gluons and the fermions.
Using this transformation we can thus express the partition function as

$$Z = \int \mathcal{D}A \mathcal{D}c \mathcal{D}\bar{c} \exp \left[ -\int d\tau \mathcal{S}_{gl}(\bar{c}_i(\tau), c_i(\tau), A^a_1(\tau)) \right]$$

$$\mathcal{S}_{gl} = \sum_{i,j} c_i G_{ij}^{-1} c_j + \sum_{i,a} (A^a_i)^2 + i \gamma \sum_{i,a} A^a_i (\bar{c}_i \lambda^a c_i).$$

In this language, the attractive interaction is mediated by real bosonic fields, “gluons”, which are ultimately responsible for the formation of the trionic (“baryonic”) phase. Note, however, that in our case, gluons do not have a dynamics on their own, rather they are just massive Hubbard-Stratonovich fields. As a result, the mediated interaction is short-ranged, and there is no confinement.

In fact, our phase diagram parallels the famous QCD phase diagram. In QCD, however, one changes the ratio of kinetic energy vs interaction energies through changing the parameter (i.e., the mass of the Fermions) is changed. Therefore, large chemical potentials in the QCD parameter. In a closed system of atoms, where the number of fermions form three-body bound states and the superconducting state becomes the trionic state, where the order parameter to the most strongly interacting channels, but does not influence the existence of the phase transition itself.

We have not studied, however, the case where an unequal number of atoms is loaded for the three hyperfine states. This situation has been experimentally studied for a two-component $^6$Li system. There, a segregated superconducting state has been observed in the center of the trap, where the two densities become equal in order to form Cooper pairs, while at the edge of the trap, spin densities are different. A similar scenario is expected for a slight imbalance of the three densities in our case. It is, however, also possible that for SU(3) symmetrical interactions, three different superconducting domains of unequal size can form for large enough traps. Formation of a Fulde–Ferrel–Larkin–Ovchinnikov state cannot be excluded either, although this state has not been experimentally observed.

Here, we should also remark that we solved the Gutzwiller problem only in $d = \infty$ dimensions, where it predicts a phase transition. Although the phase transition survives in finite dimensions too, there we do not know if the variational Gutzwiller wave function displays a phase transition or not. As long as $g$ remains finite, one has a step in the momentum distribution at the Fermi energy and the system can gain energy by forming a superconductor. Therefore, to have a phase transition, the parameter $g$ must diverge at a finite critical value of $U$. This certainly happens within the local approximation (Gutzwiller approximation) in finite dimensions too, and one can argue that this should also happen if one could evaluate the finite-dimensional Gutzwiller expectation values exactly. Unfortunately, restricted Monte Carlo calculations would be needed to give a definite answer to this question.

Finally, let us briefly discuss how the transition from a superfluid to a trionic state could be experimentally detected. One way to observe the condensate is by detecting vortices. In a perfectly SU(3)-symmetrical system there are no vortices, because any vortex can be twisted away due to the large internal symmetry of the order parameter. However, if one breaks the SU(3) symmetry down to U(1) then the superconducting phase will contain usual vortices that can be relatively easily observed optically. In case of $^6$Li, e.g., this can be achieved by approaching the Feshbach resonance at $B_{es} = 83.41$ mT from the high-field side, and thereby having a condensate in channel 12. Then our prediction is that the superfluid state and thus the vortices disappear for large enough $|U_{\alpha \beta}|/t^*$. This ratio can be tuned by either changing

VII. CONCLUSIONS

In this paper, we investigated a system of fermionic cold atoms with three internal quantum states and attractive interactions among them. We have shown by heuristic arguments as well as by a detailed variational calculation in the limit of $d \to \infty$-dimensions that this system shows a quantum phase transition from a correlated superconducting state to a trionic state, where fermions form three-body bound states and the superconducting order disappears.

We also showed that in the case of SU(3) symmetry, ferromagnetic ordering appears as a secondary order parameter. In a closed system of atoms, where the number of atoms is conserved for every color, this implies segregation, i.e., the formation of domains where the color of the atoms forming the superconducting state changes from domain to domain and the density of the atoms involved in the superconducting order is slightly higher than that of the unpaired ones.

We have also demonstrated that the phase transition is robust against breaking the SU(3) symmetry of the interaction. This symmetry breaking influences the structure of the superconducting state in that it pins the order parameter to the most strongly interacting channels, but does not influence the existence of the phase transition itself.

We have not studied, however, the case where an unequal number of atoms is loaded for the three hyperfine states. This situation has been experimentally studied for a two-component $^6$Li system. There, a segregated superconducting state has been observed in the center of the trap, where the two densities become equal in order to form Cooper pairs, while at the edge of the trap, spin densities are different. A similar scenario is expected for a slight imbalance of the three densities in our case. It is, however, also possible that for SU(3) symmetrical interactions, three different superconducting domains of unequal size can form for large enough traps. Formation of a Fulde–Ferrel–Larkin–Ovchinnikov state cannot be excluded either, although this state has not been experimentally observed.

Here, we should also remark that we solved the Gutzwiller problem only in $d = \infty$ dimensions, where it predicts a phase transition. Although the phase transition survives in finite dimensions too, there we do not know if the variational Gutzwiller wave function displays a phase transition or not. As long as $g$ remains finite, one has a step in the momentum distribution at the Fermi energy and the system can gain energy by forming a superconductor. Therefore, to have a phase transition, the parameter $g$ must diverge at a finite critical value of $U$. This certainly happens within the local approximation (Gutzwiller approximation) in finite dimensions too, and one can argue that this should also happen if one could evaluate the finite-dimensional Gutzwiller expectation values exactly. Unfortunately, restricted Monte Carlo calculations would be needed to give a definite answer to this question.

Finally, let us briefly discuss how the transition from a superfluid to a trionic state could be experimentally detected. One way to observe the condensate is by detecting vortices. In a perfectly SU(3)-symmetrical system there are no vortices, because any vortex can be twisted away due to the large internal symmetry of the order parameter. However, if one breaks the SU(3) symmetry down to U(1) then the superconducting phase will contain usual vortices that can be relatively easily observed optically. In case of $^6$Li, e.g., this can be achieved by approaching the Feshbach resonance at $B_{es} = 83.41$ mT from the high-field side, and thereby having a condensate in channel 12. Then our prediction is that the superfluid state and thus the vortices disappear for large enough $|U_{\alpha \beta}|/t^*$. This ratio can be tuned by either changing
the laser beam intensities and thereby the amplitude of the optical lattice or by changing the external magnetic field. A further consequence of having $U_{13} \neq U_{23}$ is that the interaction induces a chemical potential difference for channels 1 and 2. Although we do not see a sign of it within the infinite-dimensional Gutzwiller approach, this may well render the phase transition first order in finite dimensions.

Pinning the order parameter to a single channel has a further advantage. Since one knows that the order parameter is simply in channel $\Delta_{12}$, one can use the method of Ref. [50] to measure $\Delta_{12}$ by sweeping the magnetic field through the Feshbach resonance at $B_r = 83.41$ mT and detecting the momentum distribution of the molecules thus formed. This method would enable one to detect $|\Delta|$ as a function of $|U_{\alpha\beta}|/t^*$ and verify the existence of a critical value where it goes to zero.

Stability of the three-color $^6$Li system may also be an important issue. High magnetic fields will probably considerably stabilize the three-color condensate, but using mixtures of different fermionic atoms with all scattering lengths being negative may also be a possibility. In such a composite system, other interesting phenomena could also take place due to the difference in atomic masses.
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APPENDIX A: WARD IDENTITIES

Here, we connect certain expectation values with the self energy $S$ defined by Eq. (24) to express the kinetic energy in terms of the self-energy itself. First, we shift the integration variables of $\Gamma$ in Eq. (22) following Eq. (26). This transformation automatically transforms the conjugate fields by

$$\hat{\Psi}_i = \hat{\Phi}_i = \sum_p \tilde{I}_p \tau_3 D^0_{pi}.$$  \hspace{1cm} (A1)

Using these, the linear and quadratic terms become

$$\frac{1}{2}\sum_{ij} \hat{\Psi}_i D^{0\dagger}_{ij} \hat{\Phi}_j + \sum_i \tilde{I}_i \tau_3 \hat{\Psi}_i$$

$$= \frac{1}{2}\sum_{ij} \bar{\Phi}_i D^{0\dagger}_{ij} \hat{\Phi}_j + (1 - \lambda) \sum_i \tilde{I}_i \tau_3 \hat{\Phi}_i$$

$$+ \frac{\lambda^2 - 2\lambda}{2} \sum_{ij} \tilde{I}_i \tau_3 D^0_{ij} \tau_3 I_j.$$  \hspace{1cm} (A2)

Transforming the interaction term is more complicated. First, we transform the on-site density

$$\hat{\Psi}_i \tau_3 \hat{\Psi}_i = \hat{\Phi}_i \tau_3 \hat{\Phi}_i - 2\lambda \hat{\Phi}_i \sum_m D^0_{im} \tau_3 I_m$$

$$+ \lambda^2 \sum_{m} \tilde{I}_m \tau_3 D^0_{m1} \tau_3 D^0_{1m} \tau_3 I_m,$$  \hspace{1cm} (A3)

where we used that $\bar{\Phi}_i \tau_3 D^0_{i1} \tau_3 I_1 = \tilde{I}_1 \tau_3 D^0_{1i} \tau_3 \hat{\Phi}_i$. Here, we note that all terms behave like scalars with respect to both the Grassmann algebra and the color matrices; and they commute with each other. When performing the functional derivation, we will have to expand the exponential in terms of $I$ to the order $\mathcal{O}(I^3)$. Thus, when calculating the third power of Eq. (A3), we can drop certain higher order terms. The interaction term can then be expanded as follows:

$$\sum_r (\hat{\Phi}_r \tau_3 \hat{\Psi}_r)^3$$

$$\approx \sum_r (\hat{\Phi}_r \tau_3 \hat{\Phi}_r)^3 - 6\lambda \sum_{r,m} (\hat{\Phi}_r \tau_3 \hat{\Phi}_r)^2 (\hat{\Phi}_r \tau_3 \tilde{M}^{-1}_{r,m} \tau_3 I_m)$$

$$+ 12\lambda^2 \sum_{r,n,m} (\tilde{I}_n \tau_3 \tilde{M}^{-1}_{nr} \tau_3 \hat{\Phi}_r)(\hat{\Phi}_r \tau_3 \tilde{M}^{-1}_{rm} \tau_3 I_m)$$

$$+ 3\lambda^3 \sum_{r,n,m} (\hat{\Phi}_r \tau_3 \tilde{M}^{-1}_{nr} \tau_3 \tilde{M}^{-1}_{rm} \tau_3 I_m) + \cdots.$$
Using that \( \Phi \) and \( \bar{\Phi} \) are the transformed Grassmann fields, which correspond to \( \Phi \). Now one can perform the functional derivation to get the dressed propagator,

\[
D_{ij} = \left( \frac{\delta^2 \Gamma}{\delta J_i \delta J_j} \right) = \tau_3 \sum_{i,j} \frac{\delta^2 \Gamma}{\delta J_i \delta J_j} \tau_3 = (2 \lambda - \lambda^2) D^0_{ij} - \lambda^2 u \sum_r D^0_{ir} \tau_3 \langle n_i^F \bar{\Phi} \rangle S \tau_3 D^0_{rj} - \lambda^2 u \sum_{rr'} D^0_{ir} \tau_3 \langle d^F_{r'} \bar{\Phi} \rangle S \tau_3 D^0_{r'j} + (1 - \lambda) \lambda u \sum_r \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj} + (1 - \lambda) \lambda u \sum_r \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj} + \frac{\lambda}{2 - \lambda} u \sum_{r,r'} \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj},
\]

(A5)

Using that \( D = -\langle \Phi \bar{\Phi} \rangle S \), we can rewrite this in the following form:

\[
D_{ij} = D^0_{ij} - \frac{\lambda}{2 - \lambda} u \sum_r D^0_{ir} \tau_3 \langle n_i^F \bar{\Phi} \rangle S \tau_3 D^0_{rj} - \frac{\lambda}{2 - \lambda} u \sum_r D^0_{ir} \tau_3 \langle d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj} + \frac{1 - \lambda}{2 - \lambda} \frac{\lambda}{2} u \sum_r \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj} + \frac{1 - \lambda}{2 - \lambda} \lambda u \sum_r \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj}.
\]

(A6)

Substituting \( \lambda = 1 \) leads to

\[
D_{ij} = D^0_{ij} - u \sum_r D^0_{ir} \tau_3 \langle n_i^F \bar{\Phi} \rangle S \tau_3 D^0_{rj} + \frac{1 - \lambda}{2 - \lambda} \frac{\lambda}{2} u \sum_r \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj}.
\]

(A7)

while setting \( \lambda = 0 \) we obtain another interesting identity,

\[
D_{ij} = D^0_{ij} + \frac{u}{2} \sum_r \langle \Phi_i d^F_r \bar{\Phi} \rangle S \tau_3 D^0_{rj}.
\]

(A8)

Compared to the definition of the self-energy Eq. (21), one finds the identities Eqs. (27) - (29) and thus the expression of the kinetic energy in terms of the self-energy.

APPENDIX B: DERIVATION OF THE FUNCTIONAL FORM OF THE LOCAL ACTION

The local action is defined by

\[
\frac{1}{Z_L} e^{-S_L} = \frac{1}{Z} \int D' \bar{\eta} \eta e^{-S'},
\]

(B1)

where the prime means integration over all Grassmann variables except for those defined at the origin. We shall derive its functional form in \( d = \infty \) dimensions. It is useful to collect the terms in the action into three groups,

\[
S = S_0 + S' + S^{(0)},
\]

(B2)

where

\[
S_0 = \frac{1}{2} \bar{\Psi}_0 [D^{(0)-1}]_{00} \bar{\Psi}_0 - (g^2 - 1) t_0
\]

(B3)

contains only terms at the origin,

\[
S^{(0)} = \frac{1}{2} \bar{\Psi}_0 [D^{(0)-1}]_{ij} \bar{\Psi}_j - (g^2 - 1) \sum_{i \neq 0} t_i
\]

(B4)

is the effective action on a lattice without the origin, and

\[
S' = -\frac{1}{2} \sum_{i \neq 0} [\bar{\Psi}_i [D^{(0)-1}]_{00} \bar{\Psi}_0 + \bar{\Psi}_0 [D^{(0)-1}]_{0i} \bar{\Psi}_i]
\]

(B5)
are the terms which connect the lattice and the cavity. $S'$ can be viewed as a generating functional term with the currents $\bar{h}_i \equiv \bar{\Psi}_0[D^{0 \rightarrow 1}]_{ii}$ and their adjugates. Thus,

$$
\ln \int D\eta D\bar{\eta} e^{-S(\eta) - S'} = 
\sum_n \sum_{i_1, \ldots, i_n, j_1, \ldots, j_n \neq 0} \bar{h}_{i_1} \cdots \bar{h}_{i_n} h_{j_1} \cdots h_{j_n} \times \langle \Psi_{i_1} \cdots \Psi_{i_n} \bar{\Psi}_{j_1} \cdots \bar{\Psi}_{j_n} \rangle_{S(\eta)}^{\text{conn}},
$$

(B6)

since only connected graphs are generated this way. Let us first restrict ourselves to sites $i_q$ and $j_q$ being only nearest neighbors, and consider terms of order $d^n$. Thus, these terms give a contribution of the order $\sim 1/d^n$. Since each bare propagator $D^{0 \rightarrow 1}$ is proportional to $t \sim 1/\sqrt{d}$, they give a prefactor $\sim d^{-n}$. The correlation function is connected, and thus the distance between external sites is $|i - j| \geq 2$, and the scaling of the hopping ensures that the correlation function is

$$
\langle \Psi_{i_1} \cdots \Psi_{i_n} \bar{\Psi}_{j_1} \cdots \bar{\Psi}_{j_n} \rangle_{S(\eta)}^{\text{conn}} \leq \text{const}/d^{n-1}.
$$

(B7)

Thus, these terms give a contribution of the order $1/d^{n-1}$.

If two of the labels $\{i_q\}$ and $\{j_q\}$ are the same, then the summation gives a factor $d^{2n-1}$, however, connected diagrams scale at most $1/d^{2n-2}$, and the final result is again $\sim 1/d^{n-1}$. This argument can be generalized to any combination of identical labels. This means that only the quadratic terms $n = 1$ survive the $d \rightarrow \infty$ limit, which can be added to the quadratic term in $S_0$, leading to the bare propagator of the local theory $D_0$. The self-consistency relations are required to determine its value.

This line of argumentation can also be extended to the case where $i_q$ and $j_q$ run over non-nearest neighbor sites. One only has to use the property that $(D^{0 \rightarrow 1})_{ij}$ falls off faster than $1/d^{||i-j||/2}$, with $||i-j||$ the number of steps needed to reach the lattice site $j$ from site $i$.

### APPENDIX C: DIAGONALIZATION AND SYMMETRY PROPERTIES OF THE LOCAL ACTION

In this Appendix, we show that the matrix $U$ that diagonalizes the local propagator $D_0^{-1}$ has a special symplectic symmetry, which implies that one can evaluate the Green’s functions by performing a variable transformation with this matrix. We first observe that the Nambu spinor $\Psi$ satisfies the relation $\bar{\Psi} = \Psi^T \tau_1$ where $\tau_1 = \sigma_1 \otimes \delta_{\alpha\beta}$ and $\sigma_1$ is the first Pauli matrix acting in the Nambu space. Therefore, we can parametrize $D_0^{-1}$ in the following way,

$$
D_0^{-1} = \begin{pmatrix} H & A^+ \\ A & -H^T \end{pmatrix},
$$

(C1)

where $H$ is Hermitian and $A$ is antisymmetric. Thus, the following identity holds

$$
\tau_1 D_0^{-1} \tau_1 = -D_0^{-1*}.
$$

(C2)

This structure of $D_0^{-1}$ enables us to say something about its eigenvalues. Let us assume that $\bar{\Psi}$ is a right-hand side eigenvector of $D_0^{-1}$ (a column vector),

$$
D_0^{-1} \bar{\Psi} = \epsilon \bar{\Psi}.
$$

Then, $\bar{\Psi} = \tau_1 \bar{\Psi}$ is also an eigenvector,

$$
D_0^{-1} \tau_1 \bar{\Psi} = \tau_1 (D_0^{-1}) \tau_1 = \tau_1 \epsilon \tau_1 \bar{\Psi} = -\epsilon \tau_1 \bar{\Psi},
$$

(C4)

since the eigenvalues are real. As a consequence, we can construct a unitary matrix $U^+$ as

$$
U^+ = (\bar{\Psi}, \bar{\Psi}, \bar{\Psi}, \bar{\Psi})
$$

(C5)

which transforms $D_0^{-1}$ to a diagonal form,

$$
UD_0^{-1} U^+ = \begin{pmatrix} d^{-1} & 0 \\ 0 & -d^{-1} \end{pmatrix},
$$

(C6)

with $d$ is a real diagonal matrix.

Note that this identity is necessary to carry out the path integral in terms of the components of the transformed field $\Phi$ as new independent variables. This equality is satisfied if

$$
\bar{\Psi} U^+ = \bar{\Phi} = \Phi^T \tau_1 = (U \Psi)^T \tau_1 = \Psi^T U^T \tau_1,
$$

(C8)

i.e., if the matrix $U$ satisfies the condition

$$
U^+ = \tau_1 U^T \tau_1.
$$

(C9)

Equation (C9) can readily be verified by using the properties of the eigenvectors

$$
\tau_1 U^T \tau_1 = \tau_1 (\bar{\Psi}_1, \bar{\Psi}_2, \bar{\Psi}_3, \bar{\Psi}_4) = \tau_1 (\bar{\Psi}_1, \bar{\Psi}_2, \bar{\Psi}_3, \bar{\Psi}_4) = (\bar{\Psi}_1, \bar{\Psi}_2, \bar{\Psi}_3, \bar{\Psi}_4)
$$

(C10)

Relations [Eqs. (C6) and (C7)] together with these imply that the Green’s function of the local Green’s function can be computed by first transforming to the diagonal basis of $D^{-1}$ and then transforming back the Green’s function to the original basis by using the transformation $U$. Importantly, the interaction term of the local action is invariant under the transformation $\Psi \rightarrow \Phi$. This follows simply from the facts that the interaction can also be expressed as $\sim \prod_{\mu=1}^6 \Psi_{\mu}$ and that the determinant of $U$ is just 1.
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