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Abstract

We work with Algerian, an under-resourced non-standardised Arabic variety, for which we compile a new parallel corpus consisting of user-generated textual data matched with normalised and corrected human annotations following data-driven and our linguistically motivated standard. We use an end-to-end deep neural model designed to deal with context-dependent spelling correction and normalisation. Results indicate that a model with two CNN sub-network encoders and an LSTM decoder performs the best, and that word context matters. Additionally, pre-processing data token-by-token with an edit-distance based aligner significantly improves the performance. We get promising results for the spelling correction and normalisation, as a pre-processing step for downstream tasks, on detecting binary Semantic Textual Similarity.

1 Introduction

Natural language processing (NLP) research has achieved impressive results, notably thanks to the use of deep neural networks (DNNs) which has pushed the field forward, achieving unprecedented performance for various tasks. However, research is often focused on large, standardised, monolingual and well-edited corpora that exist for a few well-resourced languages. We believe that such corpora will not generalise to all languages and domains, particularly regarding the colloquial varieties used in new communication channels. In fact, the large unstructured data coming from such channels is not only unedited, it also poses serious challenges to the current NLP processing pipelines and approaches as a whole.

Traditionally, the standard language ideology has dominated linguistic studies: it has been frequently assumed that languages are naturally uniform and monolingual. Nevertheless, the new online data reveals that standardisation is neither natural nor universal, it is rather a human invention (Milroy, 2001), and variation is the norm. This variation presents several challenges to studying and processing dialects in social media (Jørgensen et al., 2015). These challenges are even more pronounced in multilingual societies where people use more than one language or language variety at the same time. We consider the case of the colloquial language used in Algeria (hereafter referred to as ALG) which combines both linguistic challenges mentioned above: (i) it is non-standardised, and (ii) it is a mixture of languages which involves code-switching between Modern Standard Arabic (MSA) and local Arabic, French, Berber, and English. (We refer the interested reader to the work of Adouane et al. (2018), who provides an overview of the linguistic landscape in Algeria.)

In interactive scenarios, people usually use spoken-like language and spontaneous orthography which reflects local variations. Our observations confirm those of Eisenstein (2013), namely that speakers have some-kind of tacit knowledge of spelling which is not completely arbitrary. However, it is hard to distinguish between local varieties and draw a clear borderline between them due to the free mobility of people, their ability to interact online, and the fact that these varieties are closely related and therefore hard to describe formally. Therefore, we find that using location to map dialectal variation (Doyle, 2014) is not useful. In many cases, the spelling is not consistent even by a single person within the same conversation. There is nothing intrinsically wrong with this inconsistency for there is no standard form to take as a reference. Besides, spelling variation does not hinder mutual understanding.

Current NLP approaches based on learning underlying regularities from data is not suitable to
sparse noisy data. Furthermore, the data written in
Arabic script is already rich in orthographic am-
biguity because vowels are not written, except in
very specific settings. Our focus is to process such
user-generated textual data, reflecting the real use
of a language. Therefore, for computational pur-
poses, we want to automatically reduce the data
sparsity caused by spelling inconsistency by nor-
malising it based on spelling decisions that we de-
signed, and build a tool that can be used for pre-
processing such texts for other NLP tasks.

This paper is an attempt to take advantage of
DNNs to reduce spelling inconsistency by per-
forming several transformations (normalisation,
disambiguation, etc.) detailed in Section 3 as a
single machine-learning task. It is significantly
different from the well-established spelling error
correction mainly because we have to deal with a
non-standardised code-switched language. In ad-
novation to the fact that ALG is an under-resourced
language with respect to the size, quality and the
diversity of the available labelled data, it suf-
fers from the absence of other tools and linguis-
tic resources required by current NLP techniques
such as tokenisers, syntactic parsers, morphologi-
cal taggers, lexicons, etc.

As contributions, (i) we introduce a new user-
generated corpus for ALG with its parallel spelling
normalised and corrected version produced by hu-
man annotators. (ii) We describe our spelling de-
cisions aiming to reduce orthographic ambiguity
and inconsistency for NLP tasks. These decisions
are not the only possible ones, and can be debated
and further refined. (iii) We propose a general
end-to-end model for context sensitive text nor-
malisation of non-standardised languages. We opt
for end-to-end deep learning approach (with only
a simple automatic pre-processing) because it is
not only expensive and time consuming to build
equivalent rule-based tools from bottom up, but it
is also hard to exhaustively define spelling norms
given the high linguistic variation.

The paper is organised as follows. In Sec-
tion 2 we survey related work. In Section 3, we
present our newly compiled parallel corpus and
explain our data processing decisions. In Sec-
tion 4, we give information about data statistics
and data alignment. In Section 5, we describe our
models. In Section 6, we describe our experiments
and discuss the results. We conclude in Section 7
with potential future improvements.

2 Related Work

The task of normalising user-generated non-
standardised data is closely related to the one of
historical text normalisation (Pettersson, 2016),
namely they present similar challenges for the cur-
rent NLP – little sparse data. While the latter has
a standardised spelling as a reference, the former
does not because many colloquial languages have
not undergone the standardisation process. Boll-
mann (2019) surveys the approaches used for his-
torical text normalization for a set of languages.
Both tasks are mainly framed as (statistical/neural)
machine translation mostly at a token level where
the source and the target language are the same or
a standardised version of one another.

Similarly to the previous work, we formu-
late our task as a sequence-to-sequence (seq2seq)
learning problem, but in contrast we take word
context into account. A large body of work has
been done to address the problem of seq2seq
prediction and has achieved impressive results
for diverse NLP tasks. Encoder-decoder mod-
els are most frequently used for seq2seq predic-
tion with varying the architectures of the encoder
like Recurrent Neural Network (RNN) in (Cho
et al., 2014; Sutskever et al., 2014), bidirectional
Long Short-Term Memory (LSTM) (Hochreiter
and Schmidhuber, 1997) in (Bahdanau et al.,
2014), Convolutional Neural Networks (CNN) in
(Vinyals et al., 2015).

Our CNN-based architecture (see Section 5) is
reminiscent of what has been proposed for ma-
chine translation by Gehring et al. (2017) but in-
stead they use CNN for both encoder and de-
coder with multi-step attention. A difference
with our model is that we use two sub-networks
(LSTM/CNN and CNN/CNN) as an encoder,
jointly trained to learn contextual representations
of words. Then we use an LSTM as decoder in-
stead of a CNN. Compared to the model of Bah-
danau et al. (2014), an important difference is that
we do not jointly train alignment and seq2seq pre-
diction. Instead we perform alignment separately
as a pre-processing step using edit-distance.

None of the mentioned models have been tested
on the same prediction task as ours or on a re-
lated language. As the most closely related work
for spell checking, Ghosh and Kristensson (2017)
propose a seq2seq neural attention network sys-
tem for automatic text correction and comple-
tion. They combine a character-based CNN and
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a Gated Recurrent Unit (GRU) (Cho et al., 2014) as encoder and a word-based GRU as decoder using a 12 million word English corpus. Recently, Sooraj et al. (2018) employed a character-based LSTM language model to detect and correct spelling errors for Malayalam. In the same line of research, Etoori et al. (2018) propose an attention model with a bidirectional character-based LSTM encoder-decoder trained end-to-end for Hindi and Telugu spelling correction using synthetic datasets.

Contrary to the task we are trying to address in this paper, the mentioned work deals either with spelling correction for monolingual standardised languages or historical text normalisation for standardised languages. This makes our task linguistically more challenging because our data includes more languages hence the model has to find the correct spelling of a word not only based on its context but also based on its language.

There has been work done for Arabic automatic error correction mainly for MSA including the work of Shaalan et al. (2012) and others included in the Arabic shared task (Mohit et al., 2014). Still they are inadequate to process non-standardised Arabic varieties given the significant phonological, morphological and lexicon differences between MSA and Arabic dialects (Watson, 2007). To the best of our knowledge, this is the first effort to process user-generated non-standardised dialectal Arabic textual data end-to-end.

3 Data Preparation

3.1 Corpus creation

As a basis we take the extended version of the unlabelled dataset of Adouane et al. (2018). Our extended version of it consists of 408,832 automatically pre-processed user-generated short texts from social media, such as forum discussions, and contains more than 6 million words. The automatic pre-processing involves removal of punctuation, emoticons and reduction of repeated letters to a maximum of two. Indeed, Arabic orthography does not use more than two adjacent occurrences of the same letter, and repeats in social media texts are mainly typos or emphasis. For this work, we further pre-processed this dataset by removing any existing diacritics representing short vowels because they are used rarely and inconsistently, even in the texts generated by the same user. We assume that such idiosyncratic variation will not affect our task in terms of semantics and bring about more robustness to language processing, especially because diacritics are not commonly used outside of the formal register. We also normalised many commonly used (often french-based) Latin script abbreviations to their full versions using the most frequent spelling in Arabic script including psk/because, r7/recipe, bnj/good morning, b1/well, 2m1/see you tomorrow, dsl/sorry, on+/moreover, tj/always, etc.

All texts are written in Arabic script and display spelling variations, typos and misspellings wrt. MSA, diglossic code-switching between MSA and local colloquial Arabic varieties, bilingual code-switching between Arabic varieties; French; Berber and English. From this further pre-processed unlabelled dataset, we created a parallel corpus of manually normalised texts. For this purpose, we randomly selected 185,219 texts and had 5 human annotators, who are native speakers with (computational) linguistics background, to edit and process them. The process took 6 months mainly working on lexical and syntactic ambiguities which require linguistically informative decisions, and all annotators checked the annotations of each other. We give here a few examples of spelling variation, but the corpus contains 50,456 words and 26,199 types to be normalised or corrected. Note that we will use word to refer to lexical words and tokens to refer to lexical words plus digits and interjections.

3.2 Annotation standard

In order to guide the annotators in producing parallel normalised text, we designed the following annotation standard which involves (i) spelling correction and (ii) spelling normalisation tasks.

3.2.1 Spelling correction for MSA

Misspelled MSA words are corrected using MSA orthography based on their context.

3.2.2 Typographical error correction

The texts have been written on different kinds of keyboards resulting in lot of typos which mainly include missing spaces like in وتخزومهاتخرج و (and they did not let her to go out and) and additional spaces like in نازحة which have been respectively corrected as وتخزومهاتخرج و and لعائلة (the family). There are also keyboard related typos like
reversing the order of letters or substituting one letter by another like in where should be replaced by to get the correct intended word (my son).

These typos can be detected from their context by manual checking. Usually they are not valid words and tend to be consistently generated by the same user which suggests that they may be related to their typing style and conditions. In the user used the same wrong letter twice instead of the correct form is (the better is in something else).

### 3.2.3 Spelling normalisation

Non-MSA words including local Arabic varieties, French, Berber, English and neologisms are spelled spontaneously in Arabic script where users use improvised phonetically-based orthography.

#### A. Local Arabic varieties

To deal with the spelling variation in colloquial varieties, a conventional orthography for dialectal Arabic (CODA) has been proposed for Egyptian (Eskander et al., 2013) and has been extended for Algerian (Saadane and Habash, 2015) and recently for several other Arabic varieties (Habash et al., 2018). We share the overall goals with the authors of CODA that a conventional orthography for developing NLP tools should preserve phonological, morphological and syntactic information of dialectal texts, should not diverge substantially from the existing forms, and should be easy to learn and write by the annotators.

However, CODA is primarily a recommendation of guidelines with several open questions related to how these guidelines could be implemented in new scenarios. In our case the most relevant open question is how to deal with multilingual code-switched data found in ALG. Using the existing recommendations from CODA would be in several cases impractical because several phonological distinctions required by the varieties in ALG could not be encoded and would have to be listed as exceptions. In other cases, the application of CODA would also require a substantial rewriting of the original user-generated text. Instead we use data statistics as heuristics to find the canonical forms.

We first train word embeddings using FastText (Joulin et al., 2016) on the entire unlabelled data. We collect a list of all words in the corpus and for each word we use FastText to predict the 10 most similar words and their frequencies. This normally returns the spelling variations of that word. A human annotator then decides whether the returned cluster should be considered as a spelling variation and assigns the most frequent spelling as the canonical form for all word occurrences in this cluster.

This is not a trivial task to be performed fully automatically because the model often returns unrelated words for less frequent words (case of the majority of words in the dataset). Hence a human expertise is needed. Contrary to CODA where every word has a single orthographic rendering, if a word has more than one frequently occurring spelling we keep such variations because they reflect local lexical or phonological differences which may be useful for sociolinguistic studies. For example, we keep both spelling variations of question words (when and why) because they occurred very frequently and could be mapped to the same form if needed.

In cases where the difference between MSA and local Arabic spelling of a word is based on phonetically close sounds such as the sounds and the meaning is preserved, MSA spelling is used. These cases are hard to identify automatically and require human expertise. Making spelling MSA-like as practically as possible will facilitate the reuse of existing MSA resources. Nevertheless, in cases where a word does not exist in MSA and has several different spellings, the most frequent one is used provided that it is not homonymous with another existing word. Such words include frequent local Arabic words like (so, now, for) with 27, 59 and 39 spellings respectively, along with the newly created words like (I practise sports) and (I fast).

#### B. Non-Arabic words

The dataset includes French, Berber and English words, and the limitation of the Arabic script creates more ambiguity regarding how to spell non-existing sounds like /g, p, v/. The most frequent spelling with long vowels is used. For example, the French word “journal”
(newspaper) occurs with 6 spellings all mapped to جورنال which is the most frequent spelling.

3.2.4 Word sense disambiguation

Using various languages with spelling variation at the same time creates considerable ambiguity, especially when all the varieties are written in the Arabic script. One particular frequent source of lexical ambiguity concerns the spelling of the French definite articles (le, la, les) spelled as لى، لى ، and لى، either separated or concatenated to the word they associate with. However, the Arabic spelling is ambiguous because each of the above words means something else in MSA or local Arabic. For instance, لى when written as a separate word could either be a prepositional phrase (for me) in MSA or a relative pronoun (who / that / which) in local Arabic. For this reason we decided to spell French definite articles attached as prefixes like the Arabic definite article إلى. This allows disambiguation of cases like: لي مات (hair strand dyeing) in French and (who is not) in local Arabic.

The Berber word for “window” is spelt as which means energy in MSA. Since Berber does not have a standardised spelling in Arabic script⁴, we decided to change the spelling to which is another spelling found in the dataset. Furthermore, lexical ambiguity is caused by the absence of sounds (and corresponding graphemes) in Arabic like /g,v,p/.

“Group” is spelled : which belong to the crisis as and split relative pronouns in (what you wish) as and and and (where are we) or (and we are) or (behind us) depending on the context.

3.2.7 Abbreviations and acronyms

We collapse acronyms written as several tokens to a single token and extend abbreviated words to their full form based on their context. For instance, لاس أم اس is collapsed to مreferences معلمات and is extended to ملعقة كبيرة (tablespoon).

4 Data Statistics and Alignment

4.1 Data statistics

The final processed parallel corpus, described in Section 3 consists of 185,219 unique (input, output) text pairs where the input is from the automatically pre-processed data and the output is from the manually corrected and normalised data. The input corpus has 3,175,788 words, and 272,421 types (unique words) where 90.20% of them occurred less than 10 times and 59.60% occurred only once in the entire corpus. These figures serve to give an idea about how sparse the data is.

---

³Berber has its own script called Tifinagh and a standardised Latin spelling.
longest text has 112 words. The output corpus has 3,125,332 words and 246,222 types (unique words). The longest text has 112 words. The difference in the vocabulary size between the two corpora (50,456 words and 26,199 types) is primarily because of the introduced transformations.

4.2 Data alignment

Another difference between the two corpora is that the lengths of the input and the output may vary as a result of different tokenisation. This is not a problem in terms of machine learning, because the models described in Section 5 are designed to deal with variable length input and output sequences. However, because our two sequences are from the same language with the same meaning (the only difference is in spelling) we expect that alignment at the token level will lead to improved performance (see Section 6.1).

To this end, we have developed an aligner whose task is to make sure that every single unit (token) in the input (with potential misspelling) matches a unit (token) in the output. This may seem trivial until one remembers that misspellings may include added or deleted spaces. Our aligner works by computing the minimal edits to transform the input into the output (using the standard Levenshtein distance algorithm).

These minimal edits are not the basis for training (they will be discarded) unless they concern spaces. If a space is added, then to preserve word alignment we replace the corresponding space in the output by a special symbol (#). In inference mode (see Section 5.4), this symbol will be replaced by a space. If on the contrary a space is deleted, then it is added back (and words are aligned again). A special extra symbol ($) is added to mark that a spurious space was added and should be eventually deleted again when the model is used in inference mode. This alignment algorithm provides correct results whenever the Levenshtein distance at the sequence level is the sum of the Levenshtein distances for each unit (token) that is misspellings are not so large as to make deleting/inserting whole words a shorter operation than changing characters within words; and this condition is satisfied in our corpus.

5 Models

We frame the task of spelling correction and normalisation as a sequence-to-sequence (seq2seq) prediction problem, i.e., given an input sequence what is the best predicted output sequence. Note that sequence refers to user texts of any length including one token or more. We use an encoder-decoder architecture which consists of two neural networks where the first one reads an input sequence and transforms it into a vector representation, and the second one, representing a language model, conditions the generation of output symbols on the input sequence representation and generates an output sequence (Cho et al., 2014).

As shown in Figure 1, the encoder architecture consists of two sub-neural networks, namely token encoder and sequence encoder.

5.1 Token encoder

It reads the input sequence character by character and outputs a vector representation for each token in the sequence. Two configurations are used: either an LSTM encoder or a CNN encoder.

- **LSTM encoder**: represented in yellow and takes as input character embeddings with vocabulary size of 49, 100 dimensions, token representation size of 50 and a dropout rate of 30%.
- **CNN encoder**: represented in red and takes as input character embeddings. It is composed of 2 CNN layers with 50 filters of size 5, a RELU activation, a dropout rate of 20% followed by max pooling in the temporal dimension.
5.2 Sequence encoder
Represented in blue and consists of 3 CNN layers with 200 filters for the two first layers and 100 for the third layer, all filters have size 3, a RELU activation and dropout rate of 5%.

5.3 Token decoder
It is composed of one character-based LSTM layer with the same hyper-parameters as the LSTM encoder, followed by a dense layer.

5.4 Training and inference
All models are trained end-to-end to maximise the likelihood of the output sequence conditioned on the input sequence for 150 epochs using a batch size of 64 and Adam optimiser. Gradients with a norm greater than 5 are clipped.

For inference (generating an output character sequence), we use beam-search with a size of 20. Note that beam-search is used only to generate an output sequence and does not influence neither model training nor validation. The models generate characters starting from the start symbol (<) and stop at the end symbol (>) or at a predefined sequence length given as a hyper-parameter, whichever comes first.

6 Experiments and Results
In order to test our models and the gain from the aligner (see Section 4.2), we experiment with both versions of data: the non-aligned and the aligned data. It is worth mentioning that the only difference between them is that the aligned one contains extra symbols (# and $) marking missing or extra spaces. An extra space – thus word– is also added for every dollar sign. Moreover, to measure the effect of the context, we feed the data either token-by-token or sentence by sentence.

We split both the datasets into 75% (138,917 samples) for training, 5% (9,261 samples) for development, and 20% (37,041 samples) for validation. The reported hyper-parameters in Section 5 were fine-tuned on the development set.

We conduct two evaluations: (i) how well the suggested models perform on the seq2seq task, and (ii) how good is the best performing model for spelling correction and normalisation task, and what is its effect as a pre-processing step on downstream tasks like Semantic Textual Similarity (STS). We evaluate (i) using character-level accuracy, and we evaluate (ii) by calculating Precision, Recall and the F-score for the class of tokens that should be changed. Hence, Recall is the ratio of the correctly changed tokens to the number of tokens that should be changed, and Precision is the ratio of the correctly changed tokens to the number of tokens that are changed. F-score is the harmonic average of both.

6.1 Comparing models on Seq2seq task
In Table 1 we report the overall character level accuracy of the 4 best performing models for each configuration and experiment: (1) LSTM-Token-seq: the model with the Token LSTM + Sequence encoder (yellow and blue parts of Figure 1) and Token decoder, (2) CNN-Token-seq: the model with the Token CNN + Sequence encoder (red and blue parts of Figure 1) and Token decoder. Both (1) and (2) are trained and evaluated on non-aligned data with a sequence of tokens as input. (3) CNN-Token-seq-alig the same as model (2) but trained and evaluated on aligned data. (4) CNN-Token-token-alig: the same as (3) but with one token as input (token-by-token).

Results indicate that the LSTM encoder in (1) does not suit our task / data and fails to learn the sequential representations with an overall character accuracy of only 23.90%. This could be because of the high sparsity of the data which makes it hard to learn regularities. In contrast, the CNN encoder in (2) performs much better, with an overall character accuracy of 89.20%, suggesting that learning sequences of patterns through convolutions suits better our task / data than sequence modelling with LSTM. This is in line with what has been reported for machine translation in (Gehring et al., 2017).

The CNN encoder performs even better with the aligned data in (3). The difference can be attributed to the positive effect of the aligner which boosts the accuracy by 7%. The 9.1% drop in the accuracy in (4) compared to (3) is due to the lack of word context. This indicates that word context is essential, especially for word sense disambiguation in such highly varied data.

6.2 Quality and effect
- **Quality** We use the best performing model (3) and run the inference mode, (see Section 5.4), on the validation set which contains 567,308 words of which 507,429 words are already correctly spelled and 59,880 words must be changed, either corrected or normalised. We
perform quantitative and qualitative analysis of the generated sequences in terms of the changed spellings at a word level. Model (3) achieves an overall F-score of 64.74%, Recall of 88.58% and Precision of 51.02% on the words to change. It correctly spells 53,041 words from the total words to change and fails to correctly change 6,839 words. However, it introduces 50,914 incorrect changes (newly misspelled words or infelicitous corrections).

- **Error analysis** Examining the generated sequences shows that most errors are at the level of one character (duplicating or substituting one character) and the generated words are very similar to the reference. This is similar to the conclusion of Tiedemann (2009) that many errors of a character level phrase-based statistical machine translation for Norwegian and Swedish are of small length. Furthermore, we find that most of the not properly corrected words actually do not have enough representative instances, i.e., most of them occurred only once in the validation data and were not seen during the training. The high sparsity of the data is an interesting challenge for the current neural networks for which more research is needed.

With the settings of our experiments, the high Recall of the model at a word level indicates that it can be used for detecting errors and words to normalise but not for automatically fixing them because of its low Precision. Actually the reported low Precision is not that dramatic as it might seem because it is aggressive, i.e., a single wrong character means the entire word is wrong. Besides improving our inference settings, a better metric for evaluating such cases is needed.

- **Effect** We evaluate the effect of spelling correction and normalisation, as a pre-processing step for downstream tasks, on detecting binary Semantic Textual Similarity. We chose this task because it is one of the few available tasks for ALG we are aware of. We apply our spelling correction and normalisation on the ALG data reported by (Adouane et al., 2019). We replicate the best performing model for which the authors report an accuracy of 92.76%, and we get an accuracy of 94.40% with the same settings. The gain indicates that the spelling correction and normalisation is potentially a useful pre-processing step for downstream tasks.

### 7 Conclusion and Future Work

We compiled a new parallel corpus for ALG with linguistically motivated decisions for spelling correction and normalisation. Considerations such as being practical to implement and suitability for our goals are taken into account. We designed, implemented and tested 2 deep neural network architectures trained end-to-end to capture the knowledge encoded in the corrected and normalised corpus. The results showed that a CNN token-sequence encoder and an LSTM decoder performed the best when including context information. Additionally, applying a token aligner on the input data yielded better performance compared to the non-aligned data. Even though, with the current inference settings, the model generated some errors at a character level mainly due to the data sparsity, it is general and does not require extra resources except a parallel corpus. Hence it could be applied to other languages with the same settings.

In future work, we plan to improve the current inference mode by investigating other settings, improve the decoder by pre-training on the corrected and normalised data and a large MSA corpus to avoid generating incorrect character sequences. Moreover, we will evaluate the model extrinsically by using it to pre-process data for tasks such as code-switch detection, and topic detection to see how much it helps or hinders attempts to tackle these tasks.
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