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Abstract

Understanding thermodynamics in liquids at the atomic level is challenging because of strong atomic interactions and lack of symmetry. Recent prior theoretical works have focused on describing heat capacity of liquids in terms of phonon-like excitations but often rely on fitting parameters and ad hoc assumptions. In this work, we perform microscopic analysis on instantaneous normal modes and velocity autocorrelations on molecular dynamics simulations of single element systems over wide ranges of temperature (up to $10^8$ K) and pressure (up to 1 TPa). Our results demonstrate that heat capacity of liquids can be described by a combination of both solid-like and gas-like degrees of freedom, leading to a unified framework to describe heat capacity of all three phases of matter: solid, liquid, and gas.

*To whom correspondence should be addressed; E-mail: moonj@ornl.gov
In various applications of liquids from nuclear reactors [1] to thermal energy storage devices [2], performance and efficiency of such device are directly controlled by heat capacity. However, engineering and customization of heat capacity of liquids are challenging due to a general lack of microscopic understanding of the thermodynamics of liquids. Liquids have disordered structures lacking spatial periodicity, yet their physical densities are similar to solids. In gases, atoms are similarly disordered; however, liquids are strongly interacting and dynamically correlated. These characteristics make rigorous theoretical treatment of liquid thermodynamics a daunting challenge. As such, the physics of liquids has been historically studied starting from more established gas and solid perspectives.

Considering liquid and gas states as a unified concept dates back two centuries to Cagniard de la Tour [3], Faraday, Whewell, Dumas [4, 5], Mendeleev [6], Andrews [7, 8], and van der Waals [9]. The work by van der Waals also motivated development of hard-sphere paradigm that is widely used to study soft matter, granular materials, gases, and liquids [10, 11]. On the other hand, many have also suggested that liquids can be modeled by atoms as organized in crystals [12–15]. Frenkel considered liquids and solids as a continuity [16–19] and unified these phases of matter as “condensed bodies”. Frenkel proposed that when the characteristic time of interest is less than $\tau = \eta/N$ where $\eta$ is viscosity and $N$ is rigidity modulus, materials behave like solid, and otherwise like liquid [18]. The use of the term “condensed matter” has been since popularized by Anderson and Heine to include liquid physics in the 1960s. Frenkel’s seminal ideas have led to many recent works considering thermodynamics of liquids from phonon quasi-particles as in solids [20–31].

Motivated by these historical accounts studying liquids from either gas or solid perspectives, we consider here liquid thermodynamics and thermal properties as a subset of a more general, unified framework that includes all classical phases of matter simultaneously: solids, liquids, and gases. To obtain microscopic understanding of thermodynamics and thermal properties of matter, it is imperative to characterize the effective heat carriers and understand their nature. We build conclusions of effective heat carriers in liquids from systems over a very broad range of thermodynamic states rather than from a limited temperature and pressure ranges typically reported in the literature [21, 27, 29–31].

Here we focus our discussion on heat carriers related to atomic motion. In solids, they are phonons characterized by normal modes of the lattice vibration. Phonon energies ($\hbar\omega$) and their spectral distribution, $g(\omega)$, i.e., the density of states, are typically calculated by
diagonalizing the dynamical matrices built from atomic positions and force constants or using velocity autocorrelation functions (VACF(\omega)) from molecular dynamics - both methods yield equivalent results under the harmonic approximation. In this approximation, total energy and constant volume heat capacity can be expressed in terms of phonons by

\[ E = \int d\omega \hbar \omega (n + \frac{1}{2}) g(\omega) \quad \text{and} \quad C_V = (dE/dT)_V = \int d\omega k_B (\frac{\hbar \omega}{2k_B T})^2 \sinh^{-2}(\frac{\hbar \omega}{2k_B T}) g(\omega), \]

where \( n \) is the Bose-Einstein distribution, and corrections can be further made to include phonon anharmonicity \[32\]. In the classical limit, these become \( E = 3Nk_B T \) and \( C_V = 3Nk_B \), also known as the Dulong-Petit law of specific heat. Quadratic potential and kinetic energies lead to equipartition of energy with \( \frac{1}{2} k_B T \) per degree of freedom. For gases where potential interactions are weak compared to thermal energy, an atomic particle picture is used to describe thermodynamics and thermal properties. Diagonalizing dynamical matrices of a gas state is rarely used even for dense gases where potential interactions are relevant, but VACF(\omega) yields well-known Lorentzian lineshapes characterizing independent uncorrelated atomic collisions. For monatomic dilute gases, in which classical approximations are typically acceptable, total energy is equivalent to the total kinetic energy, \( E = E_{KE} = \sum \frac{1}{2} m |v_i|^2 = \frac{3}{2} N k_B T \), where the sum is over all atoms and the corresponding specific heat is \( C_V = \frac{3}{2} N k_B \).

These solid and gas limits (\( C_V = 3Nk_B \) vs. \( \frac{3}{2} N k_B \)) suggest that the effective heat carriers in liquids may potentially be described as an intermediate state with a varying degree of importance of potential interactions. In contrast, widely used heat capacity theories of liquids typically rely on phonon quasi-particles alone \[20\] \[31\] and describe the decrease in heat capacity of liquids with increase in temperature solely due to a disappearance of particular phonon populations \[30\] \[31\]. Thus, the full translational atomic degrees of freedom (3N) are not taken into account \[30\] \[31\]. In addition, these theories are based on assumptions of Debye densities of states \[21\] or Gaussian densities of states of states of normal modes at high frequencies with free fitting parameters \[30\] \[31\].

In this work, we systematically characterize effective heat carriers of monatomic systems (argon, silicon, and iron) under constant volume from solid to gas through both instantaneous normal mode analysis and spectral velocity autocorrelation functions over a wide range of temperatures from 1 to \( 10^8 \) K. Based on these microscopic calculations, we define general instability parameters (IP\(_1\) and IP\(_2\)) to describe the ‘gasness’ of a system, and we draw connection between seemingly different instantaneous normal mode distributions and spectral velocity autocorrelation functions in liquid and gas states. We further demon-
strate agreement between constant volume specific heat predicted from IPs and independent calculations using molecular dynamics (MD). These results pave the way towards a unified approach to thermodynamics of matter and thermal properties from solid to gas and provide new insights into a microscopic view of liquid thermodynamics.

Interatomic interactions are described by Lennard-Jones (argon) [33–35], Stillinger-Weber (silicon) [36], and modified Johnson potentials (iron) [37, 38]. We focus our scope on specific heat over a wide range of temperatures maintaining a constant volume determined by the equilibrium density, \( \rho_0 \), at 1 K and 1 bar for each system to minimize the effect of anharmonicity. Effects of volumetric expansion and the role of anharmonicity may be addressed in future works. Detailed simulation procedures are discussed in Supplementary Materials.

We perform molecular dynamics (MD) simulations using Large-scale Atomic/ Molecular Massively Parallel Simulator (LAMMPS) [39] to (1) generate equilibrated atomic structures at a given temperature, (2) compute spectral velocity autocorrelation functions, and (3) calculate specific heats. We further use the equilibrated atomic structures generated from MD to perform lattice dynamics calculations (GULP [40] and in-house codes) to obtain eigenfrequencies of the \( \Gamma \) point dynamical matrices with the entire domain considered as a unit cell. For better statistics, 10 structures at each temperature in MD simulations were used for the lattice dynamics calculations. Three independent MD simulations using different initial velocities at each temperature were done for specific heat calculations.

The same procedures were additionally applied to structures at different densities to characterize the sensitivity to density and anharmonicity: 0.9\( \rho_0 \) and 0.8\( \rho_0 \) for argon, 1.1\( \rho_0 \) for silicon, and 0.9\( \rho_0 \) for iron. For silicon, due to a large relative increase in coordination numbers from 4 to more than 6 upon melting, reducing density to 0.9\( \rho_0 \) and 0.8\( \rho_0 \) led to segregation of atoms and large empty space in the simulation domains for some liquid temperatures. Thus, we instead chose a more dense \( \rho = 1.1 \rho_0 \) for silicon.

To demonstrate that we are sampling different liquid and gas states, we examine pair distribution functions (PDF), \( g(r) \), of all \( \rho_0 \) systems. PDF is defined as \( g(r) = \frac{1}{4\pi N n r^2} \sum_{i \neq j} \langle \delta(r - |r_i - r_j|) \rangle \) where \( N \) is the number of atoms, \( n \) is the number density, \( r_i \) is the atomic position of the \( i \)th atom, and the angled bracket denotes an ensemble average. PDFs above melting temperatures are shown in Fig. 1. As we increase the temperature, we observe progressive disappearance of well-defined peaks and valleys in the \( g(r) \) highlighting a transition from liquid to dense gas states. The first distance point at which \( g(r) \) becomes finite also decreases
with increase in temperature as the distance where potential energy \( \sim k_B T \) becomes smaller, as expected. Thus, the effective atomic diameter becomes smaller with increase in temperature and the effective density decreases. The compressibility factor, \( Z = \frac{pV}{Nk_B T} \), which is a measure of ideal gasness, is around 1.05 for the highest temperatures for all systems, confirming that our systems are indeed in gas states despite the high nominal density.

We now characterize their effective heat carriers. We first examine their instantaneous normal modes by diagonalizing their dynamical matrices. Resulting instantaneous normal mode densities of states, \( \text{INM}(\omega) \), for all \( \rho_0 \) systems beyond the melting temperatures are shown in Fig. 2. We have done lattice dynamics calculations on small systems consisting of \( \sim 600 \) atoms and larger systems of \( \sim 8000 \) atoms at select temperatures for which we did not observe qualitative differences in the spectral distributions. We expect slight size effects at low frequencies \( \omega \lesssim 1 \) THz; however, low frequency modes constitute only a small portion of the overall mode population and should not affect our results. In addition, specific heat does not have strong size effects when normalized by number of atoms so calculations on systems with \( \sim 2000 \) atoms are sufficient here. Negative frequencies denote modes with imaginary frequencies arising from instabilities of the structure. Lightest blue shades represent lowest temperatures considered above the melting temperature and the shades become progressively red with increase in temperature. At the lowest temperatures, \( \text{INM}(\omega) \) for all systems are dominated by real modes as measured by the areas under the curves. As temperature is increased, however, imaginary mode populations become more prominent as observed previously [41].

We note that relaxed solids have only real modes and we observe that numbers of real and imaginary modes become nearly equal at high temperatures in the gas limit from our calculations. The square of the instantaneous normal mode frequency reflects the curvature of the local potential energy landscape (PEL) that atoms participating in the normal mode see at that instant. The concept of the PEL [42] is usually applied to the whole system, but here we expand the concept and define the PEL for the subsystem of the normal mode. Such a limited view of the PEL is not new. For instance, when a relaxation of glass is considered, only the atoms that are involved in the relaxation phenomenon are taken into account in depicting the PEL [42, 43]. At low temperatures the system is largely trapped in the valleys of the PEL, so the instantaneous normal mode frequencies are mostly real. In contrast at very high temperatures the system samples the positions with positive curvature (valleys) as
well as the positions with negative curvature (hills) equally. For symmetric sparse random matrices, the eigenvalue distribution results in Wigner’s semi-circle law with even number of positive and negative eigenvalues \[44\]. Thus, it is reasonable that the number of positive and negative eigenvalues are equal for dynamical matrices of high temperature gases. To describe this transition of instantaneous normal mode spectra from solid to gas, we propose two phenomenological parameters called instability parameters (IP_1 and IP_2) as a measure of how unstable the system is in the configurational space. We define \( IP_1 = \frac{2N_i}{3N} \), where \( N_i \) is the total number of imaginary modes in our quantized systems, as a measure of the ‘gasness’ of the system. IP_1 is linearly related to the fraction of the PEL with negative curvature that the system sees. We also define \( IP_2 = \frac{N_i}{3N-N_i} \), which represents the ratio of the portion of the PELs with negative curvature to those with positive curvature. In both cases, \( IP_{1,2} = 0 \) represents solid, \( IP_{1,2} = 1 \) represents gas, and liquids are described by \( IP_{1,2} \) values in-between. Temperature dependent \( IP_{1,2} \) values for all \( \rho_0 \) systems are shown in Fig. S2 in Supplementary Materials. \( IP_{1,2} \) increases with temperature for all systems as expected and continues to increase slightly in the gas phase, possibly due to finite size effects.

With these observations in \( INM(\omega) \), we turn to velocity autocorrelation spectra (calculated via MD simulations) of liquids and gases and see if we can obtain a consistent picture of effective heat carriers existing in solid, liquid, and gas phases. The spectral velocity autocorrelation function, \( VACF(\omega) \), is a useful tool to study atomic dynamics. \( VACF(\omega) \) describes phonon density of states for solids under harmonic approximations and are equivalent to \( INM(\omega) \) \[45\] as demonstrated in Fig. S3 in Supplementary Materials for crystalline silicon at 1 K. \( VACF(\omega) \) can also describe non-phononic dynamics as \( VACF(\omega = 0) \) represents the self-diffusion coefficient in the system (in our normalization, \( D = \frac{k_B T}{12mN} VACF(\omega = 0) \) where \( D \) and \( m \) represent self-diffusion coefficient and atomic mass, respectively). As such, there have been prior attempts to decompose \( VACF(\omega) \) into diffusion and phonon contributions from both MD simulations and experiments utilizing Langevin-Brownian motion and hard-sphere diffusion processes with varying degrees of success \[46, 47\]. We take a different approach and examine \( INM(\omega) \) and \( VACF(\omega) \) together to characterize the heat carriers. At high temperatures, we observe Lorentzian lineshapes for all gas phases demonstrated in Fig. 3 (C, I, F) as expected. Similar to \( INM(\omega) \), integration of \( VACF(\omega) \) over frequency leads to the total translational atomic degrees of freedom, \( 3N \). This property is where we make connections between \( VACF(\omega) \) and \( INM(\omega) \). In the case of a gas \( IP_{1,2} = 1 \) for our analy-
sis), VACF(\(\omega\)) is Lorentzian with a peak given by \(D\) and integral describing all \(3N\) atomic degrees of freedom, no phonon quasi-particles. For a solid (\(IP_{1,2} = 0\)), VACF(\(\omega\)) strictly describes phonon density of states, with no free diffusing atoms. Motivated by this contrast, we partition VACF(\(\omega\)) into a gas-like portion, VACF\(_{\text{gas}}\)(\(\omega\)), with negligible attractive potential interactions and a solid-like portion, VACF\(_{\text{solid}}\)(\(\omega\)), with strong potential interactions such that

\[
\frac{1}{3N} \int VACF_{\text{gas}}(\omega) d\omega = IP_{1,2} \tag{1}
\]

\[
\frac{1}{3N} \int VACF_{\text{solid}}(\omega) d\omega = 1 - IP_{1,2} \tag{2}
\]

VACF\(_{\text{gas}}\)(\(\omega\)) is assumed to have a Lorentzian lineshape with the height and width determined by the diffusion coefficient and \(IP_{1,2}\), respectively. VACF\(_{\text{solid}}\)(\(\omega\)) is then determined by subtracting VACF(\(\omega\)) by VACF\(_{\text{gas}}\)(\(\omega\)). Calculated VACF(\(\omega\)) and corresponding gas-like and solid-like decompositions for all systems at select low, intermediate, and high temperatures are shown in Fig. 3. If the ‘gasness’ in the system is severely overpredicted, hence affecting the Lorenzian linewidth, VACF\(_{\text{solid}}\)(\(\omega\)) will be negative over a wide range of frequencies, which is unphysical. The results here satisfy this test.

We first note that solid-like populations continuously decrease with increasing temperature as expected from other prior phonon works \cite{21 30 31} on liquids. However, rather than phononic degrees of freedom simply disappearing \cite{30 31}, they transition to gas-like degrees of freedom and are eventually all absorbed into the gas-like population at high temperatures as shown in Fig. 3 (C, F, I). This observation in combination with our pair distribution function analysis at high temperatures (see Fig. 1) leads to an important insight into INM(\(\omega\)) of liquid and gas states: real frequency modes do not have the same meaning as conventional harmonic oscillators (phonons) in solids. Prior instantaneous normal mode works have generally focused on the origin of imaginary modes alone and simply considered real modes to derive from harmonic oscillators in solids \cite{48 49}. However, average collision frequencies for high temperature liquids and gases, conservatively estimated by inverse of the time required for atoms to travel one interatomic distance ((\(V/N\))\(^{1/3}\)) is well above 100 THz, higher than most of the real normal mode frequencies in Fig. 2. There are nearly \(\frac{3}{2} N\) modes with real frequencies in INM(\(\omega\)) for high temperature gases and interpreting them as having conventional phonon harmonic oscillators is highly questionable. Our work connecting INM(\(\omega\)) and VACF(\(\omega\)) calls for a new interpretation of these real frequency modes for
liquid and gas states in terms of the local curvature in the PEL, and using the instability parameter as a measure of ‘gasness’ to interpret the correlated INM and VACF behaviors.

With VACF($\omega$) decomposed into $VACF_{\text{solid}}(\omega)$ and $VACF_{\text{gas}}(\omega)$, we now assess heat capacity contributions from the separate solid-like and gas-like pictures. We assume that quadratic terms in the time-dependent potential energy Taylor expansion is dominant for the constant volume systems with $\rho_0$ for $VACF_{\text{solid}}(\omega)$. The total energy considered here under classical approximation is given by

$$E = \int d\omega VACF_{\text{solid}}(\omega)k_B T + \int d\omega VACF_{\text{gas}}(\omega)\frac{1}{2}k_B T$$ (3)

Eq. 3 can be further simplified in terms of $IP_{1,2}$ by

$$E = (1 - IP_{1,2})(3Nk_B T) + IP_{1,2}\left(\frac{3}{2}Nk_B T\right)$$

The corresponding constant volume heat capacity for solids, liquids, and gases under the classical and harmonic approximations is then simply

$$C_{V,IP_{1,2}} = (1 - IP_{1,2})(3Nk_B) + IP_{1,2}\left(\frac{3}{2}Nk_B T\right) - \frac{dIP_{1,2}}{dT}\left(\frac{3}{2}Nk_B T\right)$$ (4)

Instability parameter derivatives at each $T$ were found from additional instability parameters calculated at adjacent temperatures (0.9$T$ and 1.1$T$), i.e. numerical derivatives.

We can now compare our predictions from Eq. 4 with heat capacity independently calculated by $C_{V,MD} = \langle E^2 \rangle - \langle E \rangle^2 / k_B T^2$ from molecular dynamics (see Fig. S1). We see good agreement between our predictions from Eq. 4 and MD specific heat values for all systems. Clear convergence to the gas limit of $C_V = 1.5Nk_B$ at $IP = 1$ is also observed as predicted (see Fig. S5 in Supplementary Materials). $C_{V,IP_1}$ tends to underestimate $C_{V,MD}$ slightly, whereas $C_{V,IP_2}$ shows a better overall agreement. However, in spite of small differences, these observations give strong evidence supporting our interpretations of effective heat carriers in INM($\omega$) and VACF($\omega$) of solid, liquid, and gas phases from a unified perspective via simply defined microscopic instability parameters.

We anticipate two possible sources of error when comparing the specific heat values. The first one is the theory itself, i.e., $IP_{1,2}$ does not represent ‘gasness’ correctly. The other source of error is neglecting anharmonicity in potential interactions. To minimize the effect of volume expansion/contraction on the potential interactions, we have focused our discussion primarily to $\rho_0$ systems. Temperature dependent MD specific heat values are shown in Fig. S4 in Supplementary Materials. We have also computed specific heat and $IP_{1,2}$ for densities slightly different from $\rho_0$ to examine the sensitivity of volume effect near $\rho_0$ as shown
in Fig. 4. We note that our work does not assume Debye or Gaussian densities of states that are often used in the literature \cite{21, 30, 31}. Rather, we examined the actual INM(\omega) and VACF(\omega) from realistic potentials and make connections between the two spectra of liquid and gas systems. Direct comparison with experiments is challenging as most heat capacity measurements are done under constant pressure conditions. Further, it is expected that anharmonicity will be important near melting and glass transition temperatures. Pressure and volume dependence and the role of anharmonicity in heat capacity merit further investigations.

We expect that our work will also be useful in studying thermodynamics and thermal properties of non-conventional materials including liquid crystals and solid ionic conductors. There has been a lot of recent research interests for thermoelectric power generators in certain solid ionic conductors dubbed ‘phonon-liquid, electron crystal’ where atoms at sub-lattice sites are fixed while others are diffusing \cite{50, 51}. This leads to desirable low heat capacity and non-electronic thermal conductivity but the origin of these is not clear. It is possible that our work helps identify the mechanism behind these complex phenomena.

In summary, we have addressed thermodynamics of liquids from both solid and gas perspectives. We propose to characterize effective heat carriers in liquids via instability parameters describing ‘gasness’ in both instantaneous normal mode and velocity autocorrelation spectra. In our approach we interpret instantaneous normal modes reflecting the local curvature of the potential energy landscape, rather than considering the instantaneous normal modes with real frequencies equivalent to harmonic oscillators in solids as is often done in the literature. We provide strong evidence in support of our proposal by good agreement between predicted specific heat and specific heat values calculated from molecular dynamics. Our work provides some insights into the long-standing problem of thermodynamics of liquids and suggests pathways to a unified framework in studying thermodynamics of solid, liquid, and gas phases.

This research was supported by the U.S. Department of Energy, Office of Science, Basic Energy Sciences, Materials Sciences and Engineering Division. This work used the Extreme Science and Engineering Discovery Environment (XSEDE) Expanse under Allocation No. TG-MAT200012. This research used resources of the National Energy Research Scientific Computing Center (NERSC), a U.S. Department of Energy Office of Science User Facility located at Lawrence Berkeley National Laboratory, operated under Contract No. DE-AC02-
05CH11231 using NERSC award BES-ERCA0020503.
Figure 1. Pair distribution function, $g(r)$, of (A) argon from $10^3$ to $10^8$ K, (B) silicon from $5 \times 10^3$ to $10^7$ K, and (C) iron from $5 \times 10^3$ to $10^6$ K. All systems were evaluated at $\rho_0$. Lightest blue and darkest red curves represent lowest and highest temperatures, respectively. Well-defined peaks and valleys in $g(r)$ progressively disappear as temperature increases highlighting transition from liquid states at lower T to gas states at higher T.
Figure 2. Instantaneous normal mode density of states (INM(ω)) of (A) argon from $10^3$ to $10^8$ K, (B) silicon from $5 \times 10^3$ to $10^7$ K, and (C) iron from $5 \times 10^3$ to $10^6$ K. All systems were evaluated at $\rho_0$. Each INM(ω) is normalized such that the integral over the entire frequency range is unity. Lightest blue and darkest red represent lowest and highest temperatures, respectively. Negative frequency in the figure means imaginary frequency. At low temperatures, modes with real frequency modes dominate the spectra. As temperature increases, however, we observe that imaginary mode populations become more significant.
Figure 3. Decomposition of spectral velocity autocorrelation function, \( \text{VACF}(\omega) \) at select temperatures of (A-C) argon from \( 10^3 \) to \( 10^8 \) K, (D-F) silicon from \( 5 \times 10^3 \) to \( 10^7 \) K, and (G-I) iron from \( 5 \times 10^3 \) to \( 10^6 \) K. All systems were evaluated at \( \rho_0 \). Solid and dashed curves represent results based on IP\(_1\) and IP\(_2\), respectively. Black curves represent gas-like degrees of freedom spectra, \( \text{VACF}_{\text{real}}(\omega) \), from instability parameter and orange curves represent solid-like degrees of freedom spectra, \( \text{VACF}_{\text{phonon}}(\omega) \), obtained from subtraction of \( \text{VACF}(\omega) \) by the black curves.
Figure 4. Predicted constant volume heat capacity of various monatomic systems with different densities from instability parameters (Eq. 4), compared to independently calculated heat capacity from molecular dynamics. Dashed black lines represent one to one correspondence. For $C_{V,IP_2}$, deviations are within 5%.
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I. SIMULATION DETAILS

For argon, FCC structure of 1372 atoms with a lattice parameter of 5.2686 Å ($\rho_0$) was used as an initial input structure for molecular dynamics simulations. Temperatures considered were from 1 to $10^8$ K in increments of factors of 10 (log scale) excluding 100 K near the melting temperature. Extremely high temperatures were necessary to reach the gas limit ($C_V = 1.5Nk_B$). MD Timesteps were 0.1 and 0.01 fs depending on the temperature to capture the fast atomic dynamics. For silicon, FCC structure with 1728 atoms with lattice parameter of 5.431 Å ($\rho_0$) was employed. Calculations were done at temperatures from 1 to $10^7$ K with varying timesteps of 0.5 and 0.05 fs. For iron, BCC structure with 2000 atoms with a lattice parameter of 2.867 Å ($\rho_0$) was studied from 1 to $10^6$ K. Timesteps of 0.1 and 0.01 fs were used. At each temperature, all systems were equilibrated for $5 \times 10^6$ timesteps in the canonical ensemble (NVT) prior to data recording of another $5 \times 10^6$ timesteps under the same ensemble. Relativistic corrections were not needed at high temperatures due to relatively heavy masses of our systems.

These systems have different atomic structures in the solid state: face centered cubic (argon), face centered cubic (silicon), and body centered cubic structures (iron) below melting temperatures under atmospheric pressures. Upon melting, liquid argon and iron atoms are close packed with coordination numbers around 13 to 14. In comparison, silicon possesses more complex temperature dependent structural features. Due to formation of metallic bonds upon melting, the coordination number of silicon increases from 4 to 6 or more and there also exists a low density liquid to high density liquid transition, commonly observed in other tetrahedral systems including water. Both structural changes in silicon have been well-characterized by the Stillinger-Weber potential used here. Having the various structural features and bond natures described above, argon, silicon, and iron are versatile test systems for the purpose of this study.

II. DIFFUSION COEFFICIENTS AND INSTABILITY PARAMETERS

Temperature dependent self-diffusion coefficients, $D$, for all $\rho_0$ systems were calculated by

$$D = \lim_{t \to \infty} \frac{1}{6t} \langle [r_i(t) - r_i(0)]^2 \rangle$$  \hspace{1cm} (5)
Figure S1. Temperature dependent self-diffusion coefficients, $D$, for all $\rho_0$ systems. Yellow circles, blue squares, and pink crosses are for argon, silicon, and iron, respectively. Monotonic increase in $D$ with increase in temperature is observed.

where $t$ is time and $r_i(t)$ is the time dependent position of atom $i$. As shown in Fig. S1, we observe a continuous increase in $D$ for all systems with increase in temperature. Error bars are smaller than the symbol sizes.

Prior works have attempted to relate self-diffusion coefficients, $D$, of liquids to the fraction of imaginary modes over the total number of modes, $3N$ \cite{53-55}. Some have argued that $D$ is directly proportional to this fraction \cite{53} while others have argued for more subtle relations between $D$ and the fraction of ‘delocalized’ imaginary modes \cite{55}. However, INM($\omega$) for our high temperature liquid and gas systems challenge these ideas: (1) we see a dramatic slowdown of how fast the density of states changes with temperature as evident in Fig. 2 (A) in the main manuscript where temperature increases evenly by a factor of 10 but self-diffusion coefficients at these temperatures continue to increase with temperature as shown in Fig. S1. (2) All imaginary modes in gas states at high temperatures are localized as confirmed by their inverse participation ratios (not shown here). More recent work has emphasized the importance of relative shapes of real and negative eigenvalue distributions of the dynamical matrices in understanding the nature of vibrational modes in liquids and how they become
more symmetric with increase in temperature in liquids above glass transition temperatures \[56\].

We have introduced two parameters describing gasness of a system known as instability parameters given by \[ IP_1 = \frac{2N_i}{3N} \text{ and } IP_2 = \frac{N_i}{3N-N_i}, \] where \( N_i \) is the total number of imaginary modes. Temperature dependence of these parameters are shown in Fig. S2. We observe a clear slowdown in increase in both instability parameters with temperature around \( IP_{1,2} = 1 \). Instability parameters are slightly above 1 at high temperatures. We believe that this is due to small statistics arising from using relatively small system sizes. To adequately test this issue, we would need to do lattice dynamics calculations on much bigger systems of \( N = 10^4 \) to \( N = 10^6 \) atoms; however, diagonalizing such large \( 3N \) by \( 3N \) matrices is challenging. We have additionally done lattice dynamics calculations of argon gas at a much lower density of \( 0.1\rho_0 \) from 500 K to \( 10^4 \) K and \( IP_{1,2} \) were constant at \( \sim 1.1 \).
Figure S2. Temperature dependent instability parameter for all \( \rho_0 \) systems. Yellow circles, blue squares, and pink crosses are for argon, silicon, and iron, respectively.
III. INM(\omega) AND VACF(\omega) EQUIVALENCE FOR SOLIDS

Instantaneous normal mode and velocity autocorrelation spectra for solids are known to be equivalent under harmonic approximations and are both used to obtain phonon density of states of solids. An example of this equivalence is shown in Fig. S3(A) for crystalline silicon at 1 K with the Stillinger-Weber potential by treating the entire domain as a unit cell and only the Γ point is considered. On the other hand, strikingly different spectra are observed for liquid and gas systems as demonstrated in Fig. S3(B). In this work, we make connections between these spectra via instability parameters characterizing the nature of the atomic degrees of freedom.
Figure S3. (A) Phonon density of states for crystalline silicon at 1 K. We see nearly identical spectra between $\text{INM}(\omega)$ and $\text{VACF}(\omega)$, as expected. (B) $\text{INM}(\omega)$ and $\text{VACF}(\omega)$ of silicon gas at $10^7$ K. The Stillinger-Weber potential was used. Negative frequencies denote modes with imaginary frequencies.
IV. TEMPERATURE DEPENDENT SPECIFIC HEAT

For canonical ensembles in equilibrium, statistical mechanics dictates that specific heat is related to energy fluctuations by

\[ C_V = \frac{\langle E \rangle^2 - \langle E^2 \rangle}{k_B T^2} \]  

where angled brackets represent ensemble averages. Temperature dependent specific heats of all systems studied in this work are shown in Fig. S4. Melting temperatures are denoted by the red lines on the x-axis. For molecular dynamics simulations, which are classical, specific heats for solids even at low temperatures are $3Nk_B$ as observed in the figure. We observe clear transitions to the gas limit as we increase the temperature.

In this work, we propose to understand heat capacity of liquids via instability parameters. Instability parameters versus constant volume specific heats are shown in Fig. S5. Despite different spectral shapes and features among argon, silicon, and iron systems as demonstrated in Fig. 2 and Fig. 3, strong correlations between instability parameters and heat capacities with small spread are evident. As predicted, specific heat goes to the gas limit of $1.5Nk_B$ near $\text{IP}_{1,2} = 1$. 
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Figure S4. Temperature dependent constant volume heat capacity of (A) argon, (B) silicon, and (C) iron with different densities. Different marker colors represent different densities. Brown dash lines and black dash-dot lines represent Dulong-Petit limits and gas-limits for monatomic systems. $T_{c \rightarrow l}$ marked by red lines mean crystal to liquid melting temperatures.
Figure S5. Instability parameters versus constant volume specific heats.
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