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Abstract—Low-light image enhancement is a promising solution to tackle the problem of insufficient sensitivity of human vision system (HVS) to perceive information in low light environments. Previous Retinex-based works always accomplish enhancement task by estimating light intensity. Unfortunately, single light intensity modelling is hard to accurately simulate visual perception information, leading to the problems of imbalanced visual photosensitivity and weak adaptivity. To solve these problems, we explore the precise relationship between light source and visual perception and then propose the visual perception (VP) model to acquire a precise mathematical description of visual perception. The core of VP model is to decompose the light source into light intensity and light spatial distribution to describe the perception process of HVS, offering refinement estimation of illumination and reflectance. To reduce complexity of the estimation process, we introduce the rapid and adaptive β and γ functions to build an illumination and reflectance estimation scheme. Finally, we present a optimal determination strategy, consisting of a cycle operation and a comparator. Specifically, the comparator is responsible for determining the optimal enhancement results from multiple enhanced results through implementing the cycle operation. By coordinating the proposed VP model, illumination and reflectance estimation scheme, and the optimal determination strategy, we propose a rapid and adaptive framework for low-light image enhancement. Extensive experiment results demonstrate that the proposed method achieves better performance in terms of visual comparison, quantitative assessment, and computational efficiency, compared with the currently state-of-the-arts. A MATLAB implementation will be provided to facilitate the future research of low-light image enhancement field.

Index Terms—Low-light image enhancement, visual perception model, illumination and reflectance estimation scheme, optimal determination strategy, rapid and adaptive framework.

I. INTRODUCTION

Human vision system (HVS) is always influenced by ambient light. Images captured in low-light environment always have less detail and low contrast, which is difficult for HVS to perceive [1], [2]; also, the low-light image could seriously affect other computer vision tasks that highly rely on target visibility, including saliency detection [3], semantic segmentation [4], and object tracking [5], etc. Therefore, in order to meet the requirements of both the good perception of HVS and the promotion of other vision tasks, low-light image enhancement technique is definitely necessary.

Over the decades, researchers have proposed various methods to boost the performance of low-light image enhancement. In generally, these methods could be roughly classified into three categories: pixel-based method, model-based method and learning-based method.

In terms of early pixel-based methods, illumination amplification is the most intuitive method. However, this method may cause the over-saturation problem, image details are inevitably lost. Histogram equalization [6], [7] could effectively alleviate this problem by adjusting the dynamic range. Besides, the enhancement methods based on the intensity mapping function also have been proposed [8], [9], [10]. Unfortunately, These early attempts are difficult to visualize the underlying structure of the dark areas due to the lack of illumination estimation. From different perspectives, some researchers [11], [12], [13] attempt to find the eccentric similarity between inverted image and fuzzy image. For instance, the dehazing-based method [14] finishes enhancement task via establishing the inverse links.

Model-based methods are proposed by establishing the solid theoretical foundation. There are copious literature about this method [1], [15], [16], [17], [18], [19], [20]. The classic Retinex model [21] abstracts color images into illumination and reflectance by mapping real physical environments. Subsequent studies generally simplify Retinex model by logarithmic transformation [22]. However, this kind of method is hard to obtain stable illumination intensity, resulting in unnatural
image details [18]. To solve this problem, Wang et al. [17] propose a naturalness preserving enhancement (NPE) method for uneven illumination image. Furthermore, Guo et al. [24] introduce a low-light image enhancement method (LIME), which reconstructs the contrast of illumination by selecting the maximum intensity of each channel. However, the enhanced results of these methods always produce noise. Hence, in [25], a robust Retinex model (RRM) is designed to try to reduce the undesirable noise. Also, some researchers attempt to build other models to obtain better enhancement results. For instance, Ying et al. [24] propose a nonlinear camera response model (CRM) to estimate the image exposure. Wang et al. [29] establish the absorption light scattering model (ALSM) by explaining the absorption light imaging process. Some more sophisticated models [25], [24] with high computational complexity also have been proposed. Though these model-based methods achieve inspiring enhancement results, they model the real environment from simple perspective, limiting their performance to some extent; also, the model-based methods always own many empirical parameters, such as [25], [24], reducing the models’ adaptive ability.

In recent years, with the rapid development of deep learning [26], there emerge some learning-based methods [27], [28], [29], [30] that apply deep learning techniques to model the enhancement task. Gharbi et al. [28] implement real-time image enhancement by embedding bilateral grid processing [31] into the neural network. Chen et al. [30] develop a end-to-end pipeline for enhancing low-light images. Inspired by Retinex theory, Zhang et al. [29] build a practical low-light image enhancer from multi-exposure images, named kindling the darkness” (KIND). Ren et al. [32] present a deep hybrid network to enhance images by jointly learning salient structures and global content. Although the performance of these learning-based methods are impressive, most of them require large-scale training datasets with ground truth. It’s time-consuming to establish such a training dataset to provide supervision learning. Particularly, in extremely low light conditions, the task of collecting a large amount of clear normal images becomes harder.

To address the problems above, we propose visual perception (VP) model tailored to low-light image enhancement in this paper. VP model describes rich light properties to analyze visual perception of the imaging environment. Unlike the classical Retinex model directly abstracts light into illumination and reflectance (show in Fig.1-a.1), we model the visual perception information (see in Fig.1-a.2) from light source to establish a precise relationship between visual perception and image feature information to automatically adjust the enhancement intensity.

More specifically, considering the light in bright or dark environment may cause visual photosensitive imbalances (VPI), we intend to estimate enhancement weights from two productive ways: 1) we analyze the bright/dark level and area ratio of low-light images corresponding to the light intensity and light spatial distribution to model the visual perception information; 2) by quantifying visual perception information to describe the degree of VPI, we determine the enhancement weights of bright and dark areas and realize the refinement of illumination and reflectance estimation. It’s worth noting that VP model contains much parameters, bringing high computational complexity. We therefore provide rapid and adaptive $\beta$ and $\gamma$ functions to build illumination and reflectance estimation schemes. $\beta$ and $\gamma$ functions quantify visual perception information to respectively define the degree of VPI in dark and bright areas, realizing adaptive estimation of enhancement weights; also, $\beta$ and $\gamma$ functions integrate the parameters (see in Fig.3) of VP model to reduce the computational complexity and thus obtain the ability of rapid enhancement. Furthermore, we employ cycle operation and comparator to establish a optimal determination strategy to further enhance the visual perception consistency of the enhanced results. Concretely, the comparator is responsible for determining the optimal enhancement results from multiple enhanced results through implementing the cycle operation. This configuration further improves the adaptivity.

Through the proposed VP model, illumination and reflectance estimation scheme and optimal determination strategy, we establish rapid and adaptive framework for low-light image enhancement. Fig.2 illustrates that our framework exhibits better enhancement results, compared with other state-of-the-art methods. We believe that the proposed VP model is a promising solution for low-light image enhancement and will
encourage future research. To sum up, the main contributions of this work could be summarized as follows:

- We propose a novel visual perception (VP). First, different from the Retinex-based model that abstracts light illumination and reflectance roughly, we go further and refine light into light intensity and light spatial distribution to establish the precise relationship between HVS and image feature information, aiming at adjusting the enhancement intensity automatically; second, to further boost the visual perception of the enhanced result, joint illumination and reflection estimation are given.

- We introduce an adaptive scheme for estimating illumination and reflectance. Two elaborate functions, $\beta$ and $\gamma$ are designed to enhance the intensity of dark and bright areas, pushing adaptivity performance further; also, the empirical parameters are thus reduced greatly, achieving a rapid enhancement process.

- To obtain the optimal enhancement results, we give a optimal determination strategy via employing cycle operation and comparator. The comparator is responsible for determining the optimal enhancement results from multiple enhanced results through implementing the cycle operation. This effective strategy further improves the adaptive ability of enhancing low-light images.

- By leveraging the proposed VP model, adaptive scheme, and optimal determination strategy together, an adaptive and rapid framework for low-light image enhancement is given. Experimental results demonstrate that the proposed framework is superior than the state-of-the-art methods not only on visual perception, but also quantitative assessment. Besides, the higher computational efficiency of our framework is also verified.

The rest of this paper is organized as follows. Motivation of this work is given in Section II. In Section III, we present our framework in detail. Experimental discussions are provided in Section IV. Finally, Section V concludes the paper.

### II. Motivation

The classical Retinex theory divides the observed image into illumination and reflectance (in Fig.1-a.1) to simulate the HVS, which can be formulated as:

$$ S = R \odot I, \quad (1) $$

where $S$ is the observed image, $I$ indicates illumination, $R$ represents reflectance, and the operator $\odot$ denotes element-wise multiplication.

The illumination represents the light received by object. It generally shows ambient light into bright/dark state. Reflectance represents the intrinsic properties of object, which is thought to be consistent under any light condition. Based on this view, some researchers [33, 34] focus on decomposing reflectance images. However, mere reflectance is difficult to separate because of the interference from illumination. Also, it’s well known that there are always distinctiveness in visual perception between low-light images and natural images. Nevertheless, Retinex model could not uses the human

| $S$, $F_o$ | Input image, output image, for respectively. |
| $I_c$, $I_d$, $I_b$ | Brightness channel image, detail image with pseudocolor, smooth image, for respectively. |
| $H$, $H_b$, $H_d$ | Image pixel energy with pseudocolor, bright areas, dark areas, for respectively. |
| $\phi_1$, $\phi_2$, $\phi_1$, $\phi_2$ | Bright energy, obscuration, spatial distribution of luminance, spatial distribution of obscuration, for respectively. |
| $P_1$, $P_2$, $Q_1$, $Q_2$ | The proposed two adaptive functions from the quantification of visual information. |
| $\beta$, $\gamma$ | Estimated illumination, estimated reflectance, reconstructed brightness channel image, intermediate image, for respectively. |
| $M_e$, $N_e$, $I_e$, $F_e$ | The number of cycle operations, adaptive threshold, for respectively. |
Algorithm 1: The proposed VP-based enhancement procedure

Initialization: \( \phi_1 = 0, \phi_1 = 0, \phi_2 = 0, \phi_1 = 0, P_1 = 0, Q_1 = 0, P_2 = 0, Q_2 = 0, \gamma = 0, \beta = 0, K = 0, T = 0; \)

Input: Low-light image \( S \);

Output: Enhanced image \( F_e \);

Do

Step 1: Image preprocessing.
   \( \text{RGB} \to \text{HSI} \to I_b; \)
   Update \( I_b \) via Eq. 2;

Step 2: VP information modeling.
   Update \( \phi_1, \phi_2 \) via Eq. 5;
   Update \( \phi_1, \phi_2 \) via Eq. 6;
   Update \( P_1, P_2 \) via Eq. 3;
   Update \( Q_1, Q_2 \) via Eq. 4;

Step 3: Adaptive estimation.
   1): visual perception quantification.
   Update \( \beta \) via Eq. 7;
   Update \( \gamma \) via Eq. 8;
   2): illumination estimation.
   Update \( M_e \) via Eq. 10;
   3): reflectance estimation.
   Update \( N_e \) via Eq. 12;

Step 4: Image reconstruction
   Update \( I_e \) via Eq. 14;
   \( \text{HSI} \to \text{RGB} \to F_e; \)
   Update \( T \) via Eq. 16;
   \( K = K + 1; \)
   if \( K = T \)
      output \( F_e \); break;
   end

While \( 1 \)

sensory information to estimate natural images, those methods based on illumination/reflectance estimation thus always lack sufficient adaptability and the enhanced results are short of detailed visual perception. By contrast, we try to rethink the Retinex model in an distinctive way. That’s to say, we propose to use estimated visual perception distinctiveness to adaptively enhance low-light images rather than depth-based decomposition of illumination and reflection. Hence, we refine light into light intensity and light spatial distribution to establish the precise relationship between HVS and image feature information. The VP model is thus designed to model the visual perception of HVS. Our VP model has a better representation capacity than Retinex model in the perception of image visual information, providing a promising solution for rapid and adaptive enhancement of low-light images.

III. METHODOLOGY

A. Overview

We present a comprehensive overview of the proposed framework in the section. For the convenience of description, we summarize the commonly used notations in TABLE I. We then build the proposed framework from four steps. **Step 1:** we extract the brightness channel of the input image by HSI color space. Whereafter, we pretreat the brightness channel by subtracting the detail image \( I_d \) from \( I_e \). **Step 2:** we use the image \( H \) intuitively describe the VP interesting information: \( \phi_1 \) (luminance), \( \phi_2 \) (spatial distribution of luminance), \( \phi_2 \) (spatial distribution of obscuration). The interesting information is quantified into corresponding digital quantities: \( P_1 \) (bright energy), \( Q_1 \) (the area ratio of bright), \( P_2 \) (dark energy), and \( Q_2 \) (the area ratio of dark). Then, we integrate these digital quantities into \( \beta \) and \( \gamma \) to estimate the degree of VPI. **Step 3:** we use adaptive \( \beta \) and \( \gamma \) to estimate illumination \( M_e \) and reflectance \( N_e \). **Step 4:** the estimated illumination and reflectance are used to reconstruct the new brightness channel \( I_e \), then we set up a comparator to select the final output image \( F_e \) from the intermediate image \( F_e \). In detail, we summarize the main steps of the proposed method in Algorithm 1.

B. Image Preprocessing

We obtain the brightness channel \( I_e \) by converting input image to the HSI space in Fig.3. We use average filter to extract the details of the \( I_e \). The image details are the potential interference signal for VP modeling interesting information since it contains the height-variability pixel gradient; on the contrary, the pixels in the boundary areas of the bright/dark usually change gradually. So \( I_b \) as an input signal has a higher precision than \( I_e \) for decomposing bright/dark areas.

In addition, the \( I_b \) could effectively improve the structure information of the new brightness channel \( I_e \). Because \( I_b \) is the signal source of illumination estimation (in Fig.3), we consider the subtractive detail as the dark areas, which gives the detail a larger weights by VP. In summary, the pretreatment process has two-fold advantages: improving the accuracy of interesting information modeling by VP and enhancing the structure information of low-light image. The pretreatment process can be formulated as:

\[
I_b = \{I_d = I_e - \lambda I_e, I_d > 0 | \lambda I_e - I_d \},
\]

where \( I_d \) is the detail image, and \( \lambda \) represents the average filter.

C. VP Information Modeling

The VP model aims to quantify human visual perception of low-light images with different feature information. Let’s start with an observation of the characteristics of image information...
in Fig.4-a.1 and Fig.4-b.1. The lower left areas of Fig.4-a.1 is brighter than the upper right, and most of the image areas have low brightness in Fig.4-b.1. This indicates that vision is sensitive not only to the light intensity, but also to the distribution ratio of bright/dark areas. Based on this observation, we propose VP to model interesting information. The mathematical quantification process is as follows:

\[
P_{\alpha} = \frac{\phi_{\alpha}}{X \cdot Y - \nabla v},
\]

\[
Q_{\alpha} = \frac{\varphi_{\alpha}}{X \cdot Y - \nabla v},
\]

\[
\phi_{\alpha} = \begin{cases} 
\sum_{i=1}^{X} \sum_{j=1}^{Y} H_b(i, j), & \text{if } \alpha = 1, \\
\sum_{i=1}^{X} \sum_{j=1}^{Y} H_d(i, j), & \text{if } \alpha = 2,
\end{cases}
\]

\[
\varphi_{\alpha} = \begin{cases} 
\sum_{i=1}^{X} \sum_{j=1}^{Y} m_1(i, j), & \text{if } \alpha = 1, \\
\sum_{i=1}^{X} \sum_{j=1}^{Y} m_2(i, j), & \text{if } \alpha = 2,
\end{cases}
\]

where \( P_{\alpha} \) represents bright or dark intensity. \( Q_{\alpha} \) represents the area ratio of bright or dark areas. \( \alpha \) denotes the decomposition scale of VP. \( \alpha = [1, 2] \) are the bright and dark areas respectively. \( \phi_{\alpha} \) represents the sum of pixel values from bright or dark areas. \( \varphi_{\alpha} \) represents the total number of pixels from bright or dark areas. \( X \) and \( Y \) is the image size. \( \nabla v \) is the interference term, representing the total number of zero pixels in image.

D. Adaptive Estimation

1) Visual Perception Quantification: In Fig.3, the VP modeling visual information is prone to produce more eigenvalues, bringing high computation complexity. We therefore propose the \( \beta \) function to represent the degree of VPI. Since \( P_2 \) and
Q_2 is the visual characteristics of dark areas, we define the quantization function of VPI as:

\[
\beta = \sqrt{\exp(\log(\frac{1}{P_2}) - \log(\frac{1}{Q_2}))}. \tag{7}
\]

In addition, since the input signals of equation (7) are all from the dark areas, \( \beta \) could not fully estimate the visual perception of bright areas. In order to remedy this deficiency, we design the \( \gamma \) function to assist \( \beta \) in estimating the reflectance. Therefore, \( \gamma \) has two roles: describe the visual perception information of the bright areas and assist \( \beta \) to estimate reflectance. \( \gamma \) is defined as:

\[
\gamma = \begin{cases} 
P_1, & \text{if } Q_1 > Q_2, \\
P_2, & \text{if } Q_1 \leq Q_2. 
\end{cases} \tag{8}
\]

Equation (8) indicates that the \( \gamma \) obtains value by comparing the distribution ratio of bright/dark areas. When \( Q_1 \leq Q_2 \), the low-light image shows a darker state. For normalized images, \( \gamma \) with the smaller \( P_2 \) can obtain a larger enhancement intensity by exponentiation. Conversely, when \( Q_1 > Q_2 \), a larger \( \gamma = P_1 \) reduces the enhancement intensity of bright areas. Hence, this design could further improve the generalization of the proposed framework.

2) Illumination Estimation: Due to the obvious imbalance of visual photosensitivity, the enhancement weights with dark areas should be larger than that in bright areas. Therefore, we design two illumination regulators. The first one has the ability to quickly increase illumination in dark areas while the second one contributes to reduce over-saturation in the bright areas while enhancing illumination. The first regulator is described as:

\[
A = \lambda \left[ (1 + \log(1 + \exp(\max(I_b) - I_b)))^\beta \cdot I_b \right]. \tag{9}
\]

Enhancement Weights

We take the output of the first regulator as the input signal of the second regulator to enhance the illumination in bright areas. This design could effectively avoid the illumination artifacts caused by separate operation. So the second regulator is described as:

\[
M_e = 2 - \left\| -\log(10 - 9\frac{\max(A) - A_{\text{max}}}{\max(A)}) \right\|^{\beta} + \nabla \theta, \tag{10}
\]

\[
\nabla \theta = \left\| \max(A) - \max(A^\beta) \right\|, \tag{11}
\]

where \( \nabla \theta \) represents the correction factor, which adjusts the enhancement weights of bright areas. \( \|\| \) is the absolute value sign.

3) Reflectance Estimation: In Section III-B, we indicate that the preprocessing process provides a high enhancement weights for the detail area. In this section, considering that the brightness channel usually contains rich image details, we utilize \( I_c \) as the input image of reflectance estimation to obtain clear enhancement results. Reflectance estimation equation is as follows:

\[
N_e = I_c^U, \tag{12}
\]

\[
U = \left[ \frac{1}{X \cdot Y} \sum_{i=1}^{X} \sum_{j=1}^{Y} \left( I_c^\beta(i,j) + 1 \right)^\frac{1}{\beta} \right]^{\frac{1}{\beta}}, \tag{13}
\]

where \( U \geq 1, I_c \in [0, 1] \). \( U \) as the exponentiation of \( I_c \) could effectively prevent over-saturation of bright areas. Meanwhile, for different input images, the updated \( \gamma \) and \( \beta \) are applied to equation (13) to effectively increase the robustness of the framework.

E. Image Reconstruction

We reconstruct the enhanced result in three main steps. First, as shown in Fig.3, the new brightness channel is constructed by using reflectance and illumination. Then, we reconstruct the intermediate image \( F_e \) by converting of HIS to RGB. Finally, since the cycle operation can produce multiple intermediate images, we set a comparator to select the optimal output. This process is given as follows:

Step 1: brightness channel reconstruction by Redinex model.

\[
I_e = N_e \otimes M_e. \tag{14}
\]

Step 2: space conversion by HIS to RGB.

\[
F_e = \text{HSI}(I_e) \rightarrow \text{RGB}, \tag{15}
\]
where $\text{HSI}(I_e)$: HSI color space with a enhanced brightness channel. $\rightarrow$: transform the relationship. RGB: RGB color space.

Step 3: output using the comparator.

$$F_o = F_e, \quad \text{if} \quad K = T = \lfloor (\beta^2) \sqrt{\beta} \rfloor,$$

where $K$ is the number of cycle operation. $T$ represents adaptive threshold. $\lfloor \cdot \rfloor$ is rounding operation. We will analyze the comparator detailedly in Section IV-B.

In generally, we summarize the establishment of the proposed framework as follows. First, we implement the preprocessing to improve the accuracy of VP model as well as the image details. Second, we propose the VP model to precisely simulate the process of HVS perceiving image information. Third, according to the quantified $\beta$ function, we design an adaptive scheme to estimate illumination and reflectance. Finally, we design a optimal determination strategy, consisting of a cycle operation and a comparator to give the optimal reconstructed enhanced image.

IV. EXPERIMENT

A. Experiment Setting

Baseline. In this section, we choose six state-of-the-art methods, including KIND (kindling the darkness on deep learning) [29], ALSM (using absorption light scattering model) [25], RRM (using robust Retinex model) [14], CRM (using camera response model) [24], LIME (using a method for low-light image enhancement) [23], and NPE (using naturalness preserved enhancement algorithm) [17] as the baseline to verify the effectiveness of the proposed framework.

Benchmark and implementation platform. We evaluate our framework on three benchmark datasets, including
Fig. 9. Visual comparison between the proposed method and the state-of-the-art methods. Test images are from Retinex dataset.

Retinex\textsuperscript{1} Kodak\textsuperscript{2} and DICM \textsuperscript{24}. Retinex dataset provides 20 ground truth enhanced images retouched by National Aeronautics and Space Administration (NASA). Kodak dataset contains 24 lossless true color images. DICM dataset contains 69 low-light images from commercial digital cameras. In addition, we download highly exposed images from Internet to further test the adaptability of proposed framework. All experiments are implementation on MATLAB.

Evaluation metrics. Since Kodak and DICM dataset do not provide ground truth enhanced images, no-reference evaluation metrics are necessary. For the Retinex dataset with ground truth enhanced images, we use both the no-reference and full-reference evaluation metrics to measure the performance of various methods. Also, considering a single evaluation metric may not reflect the enhancement performance, we harness multiple evaluation metrics together, including: CDI (contrast distorted images assessment) \textsuperscript{35}, PIQE (perception based image quality evaluator) \textsuperscript{36}, PSNR (peak signal to noise ratio, provided by MATLAB) and SSIM (structural similarity index) \textsuperscript{37}, TMQI (tone-mapped image quality index) \textsuperscript{38}, and FSIMC (feature similarity index for color image) \textsuperscript{39}. Specifically, we harness two no-reference evaluation metrics, CDI and PIQE to conduct evaluation on three datasets, respectively; then we use four full-reference evaluation metrics, PSNR, SSIM, TMQI, and FSIMC to employ evaluation on Retinex dataset. Note that a larger value of each evaluation metric indicates a better enhancement result except for the PIQE, where a lower value gives a better performance.

\textsuperscript{1}https://dragon.larc.nasa.gov/retinex/pao/news/
\textsuperscript{2}http://r0k.us/graphics/kodak/
Fig. 10. Visual comparison between the proposed method and the state-of-the-art methods on DICM dataset.

Fig. 11. Visual comparison between the proposed method and the state-of-the-art methods on Kodak dataset.

Fig. 12. Visual comparison between the proposed method and the state-of-the-art methods on Retinex dataset.
B. Adaptability Analysis

We analyze the proposed framework from two aspects, i.e., cycle operation and optimal result selection to verify its adaptive ability. In the cycle operation experiment, we discuss the adjustment process of image brightness information with the increase of the number of cycles. We then empirically demonstrate the effectiveness of the designed comparator.

Cycle Operation. In order to intuitively analyze the process of adaptive enhancement, we give an example in Fig.5 to exhibit the key results with five cycle operations, including: $I_e$ (brightness channel image), $N_e$ (estimated reflectance), $M_e$ (estimated illumination), $I_e$ (reconstructed brightness channel image), and $F_e$ (intermediate image).

The input image is a challenging case with conspicuous contrast between bright and dark areas. In the process of image enhancement, the dark areas usually need more enhancement intensity than the bright areas, otherwise it will cause local over-saturation. Hence, an adaptive enhancement framework should be able to automatically adjust the enhancement intensity by the HVS’s perception in bright and dark areas. In Fig.5, we observe that the reconstructed $I_e$ improves the visual effect of the dark areas while effectively avoiding the over-saturation of the bright areas. This mainly benefits from the following two aspects: first, since the $N_e$ contains details from $I_e$, the brightness channel $I_e$ reconstructed by $N_e$ and $M_e$ could effectively enhance the image details; second, the $M_e$ provides the another contribution from the two illumination regulators (see equation (9) and (10) ) that assign high and low enhancement weights for dark and light areas respectively.

Furthermore, with the cycle operation, the reconstructed $I_e$ is gradually stabilized in Fig.5, which is because we embed $\beta$ into the illumination and reflectance estimation to increase the adaptability. Through the analyses above, we can see that the proposed method achieves the expected adaptive ability. However, more cycle operations bring longer running time. To balance the enhancement result and computational efficiency, we utilize equation (16) as the optimal output condition to decide the number of cycle operation.

Optimal result selection. In this section, we discuss the comparator’s (on equation (16)) ability to adaptively select optimal results from multiple cycle operations. We choose

TABLE III

| Metric | NPE | LIME | CRM | RRM | ALSM | KIND | Proposed |
|--------|-----|------|-----|-----|------|------|----------|
| CDI    | 3.0873 | 2.9021 | 3.0442 | 3.0171 | 3.0447 | 3.0378 | 3.1068   |
| PIQE   | 37.1805 | 44.5177 | 37.3928 | 42.0823 | 39.9361 | 48.0682 | 34.9037   |

TABLE IV

| Metric | NPE | LIME | CRM | RRM | ALSM | KIND | Proposed |
|--------|-----|------|-----|-----|------|------|----------|
| CDI    | 3.2113 | 3.1732 | 3.0269 | 3.0191 | 3.1241 | 2.8483 | 3.3287   |
| PIQE   | 29.0549 | 34.4885 | 29.5458 | 34.7636 | 37.5778 | 32.0872 | 34.8659   |
three input images with different brightness in Fig.6-a.1-a.3. Fig.6 shows various enhancement results with cycle number \( K = 1, 2, 3, 4 \), respectively.

We can observe that the smaller \( K \) corresponds to the low brightness result, whereas the high brightness result means the larger \( K \). In detail, the Fig.6-b.1-c.1-b.2 show the enhancement result of underexposure. Conversely, the Fig.6-e.1-d.2-e.2-c.3-d.3-e.3 expose the results of local overexposure. Therefore, according to visual analysis, the optimal results are Fig.6-d.1, Fig.6-c.2, and Fig.6-b.3. In order to accomplish this task adaptively, we set a threshold \( T \) to select the optimal result in TABLE II. It is worth noting that the results of TABLE II and Fig.6 are based on the same input image. The red marks with \( K = T \), in TABLE II and Fig.6, have the same number of cycles \( K \), which indicates that the comparator could adaptively select the optimal output and improve the robustness of the proposed framework.

### C. Adaptability Comparison

In Section IV-B, we demonstrate the calculation process of the proposed framework and emphasize the theoretical feasibility of adaptive image enhancement. In this section, we further compare the adaptive ability of the proposed method with other state-of-the-art methods. We evaluate the proposed method from two aspects, namely image brightness and image detail.

#### Image brightness comparison

In Fig.7, we give an example of severe brightness distortion to compare the adaptability of image brightness enhancement. The test image is a challenging case, due to uneven light and imperceptible details. We can see that NPE and LIME exhibit insufficient brightness enhancement. Also, CRM, RRM, ALSM and KIND reveal varying degrees of detail distortion. In particular, RRM and KIND produce almost invisible details due to the weak brightness enhancement ability. By contrast, our method is more adaptive for enhancing images with severe brightness distortion.

#### Image detail comparison

In Fig.8 we show an example that contains rich image details to compare the adaptability of image detail enhancement. This example we test provides three local zoomed view areas with diverse image element, including: clothing”, plastic”, and wheels”. It can be observed from Fig.8 that NPE shows dim detail information with low brightness in Fig.8-b.1. In addition, CRM, RRM and KIND provide blurred image results due to low contrast (e.g. the plastic” and wheels” in Fig.8-d.1-e.1-g.1). LIME and ALSM lose image details due to the over-saturation problem (e.g. the clothing” and wheels” in Fig.8-c.1-f.1). By contrast, the proposed method exhibits more details in all the zoomed view areas, which further demonstrates that our method has stronger adaptability in enhancing different types of image details.

### D. Evaluation And Discussion

#### Visual comparison

We first evaluate the proposed method from visual comparison. Fig.9 shows three representative visual comparison examples where we can observe that all the comparison methods exhibit the unnatural enhanced effect. For
instance, NPE shows an low-brightness enhancement result; also, it produces obvious noises in dark areas (in Fig.9-b.1-b.2). LIME obtains high contrast images by sacrificing the local brightness (in Fig.9-c.3) and visually presenting an unreal oil painting effect (in Fig.9-c.1-c.2). CRM, RRM, and KIND produce atomization effect, resulting in unreal brightness enhancement (e.g. Fig.9-d.1-d.2-e.1-e.3-g.1-g.3). Further, the local color distortion leads to a poor visual perception (in Fig.9-d.3-g.1). ALSM loses details and textures (in Fig.9-f.1-f.3). Compare the enhancement results obtained by our method with that of others, we can observe that the proposed method achieves more natural enhancement results, balancing well various visual information, including: brightness, texture, and color; besides, our result is closest to the NASA rendered ground truth enhanced images. Further, we also exhibit more visual comparisons in Fig.10, Fig.11 and Fig.12. These examples above demonstrate that our method achieves the best visual perception.

Quantitative assessment. We then verify our method through quantitative assessment. We first show the quantitative result of each test example on DICM, Kodak, and Retinex dataset in terms of two no-reference evaluation metrics CDI and PIQE in Fig.13. Then, we employ four full-reference evaluation metrics PSNR, SSIM, TMQI, and FSIMC to test each example in Retinex dataset, and the results are given in Fig.14. Intuitively, we can observe from Fig.13 and Fig.14 that our method reaches a leading score trend in almost each test example, not only on each no-reference evaluation metric, but also each full-reference evaluation metric. Quantitatively, we further calculate the average results of the DICM, Kodak, Retinex dataset in terms of two no-reference evaluation metrics in TABLE III, TABLE IV, and TABLE V, respectively. The best and second best results are highlighted in red and blue respectively. We can see that the proposed method achieves the best scores in almost all cases. We also list the average results of four full-reference evaluation metrics on Retinex dataset and the average results of two no-reference evaluation metrics on three datasets (113 images in total) in Table V and TABLE VI, respectively. It can be seen that our method achieves the best scores in terms of all the evaluation metrics, which is consistent with the visual comparison performance. To sum up, the superior performance of visual comparison and quantitative assessment indicate that the proposed method acquires more natural images and can effectively balances the image brightness, contrast, texture structure, and color, bringing a better visual perception for HVS and higher quality enhanced results for facilitating other vision tasks.

E. Computational Efficiency

In this section, we show the computational efficiency of various methods. Since the running time of the proposed method is affected by the number of cycles $K$, we show the running time when $K = 1, 2$ and $3$ in TABLE VII. We can observe that our method achieves the highest computational efficiency when $K = 1$. Even when $K = 3$, our method also has faster running time than some of the state-of-the-arts, revealing its potential applications in real scenarios.

F. Challenging Case Enhancement

We also show the performance of our method in dealing with the challenging cases in Fig.15. Fig.15-a.1 is an underexposed case that has invisible details on windows and marble areas. In the Fig.15-b.1, we exhibit an uneven exposure image where the clouds” areas are partially exposed while the grass” areas are underexposed. Moreover, images with extreme local over-saturation in bright foreground, such as snow areas and cloud” areas is given in Fig.15-c.1-d.1. We can observe that our method effectively overcomes the problem of over-saturation and thus acquires natural visual perception effects. In summary, our method performs well in enhancing various challenging cases and can obtain reasonable enhancement results.

V. CONCLUSION

In this paper, we proposed the VP model to simulate the relationship between light source and HVS, aiming at quantifying the visual perception information of images. We then presented rapid and adaptive $\beta$ and $\gamma$ functions as the illumination and reflectance estimation scheme to adjust the enhancement weights. Finally, considering the different low-light images usually have distinct visual perception, we introduced a optimal determination strategy, being composed of a cycle operation and a comparator to select the optimal enhancement results. By leveraging the proposed VP model, illumination and reflectance estimation scheme, and optimal determination strategy, we established a rapid and adaptive framework for low-light image enhancement. We verified its adaptability from two aspects of image brightness comparison and image detail.
comparison. We then evaluated our method from extensive experiments. Results demonstrated that our method outperformed the state-of-the-arts qualitatively and quantitatively, and had a higher computational efficiency. Also, the proposed method performed well in enhancing various challenging cases, such as underexposed, uneven exposure, and extreme local over-saturation conditions. The MATLAB implementation of our method will be available at: https://github.com/MDLW/Low-Light-Image-Enhancement.

REFERENCES

[1] S.-Y. Yu and H. Zhu, “Low-illumination image enhancement algorithm based on a physical lighting model,” *IEEE Transactions on Circuits and Systems for Video Technology*, vol. 29, no. 1, pp. 28–37, 2017.

[2] M. Awad, A. Ellithy, and H. A. Aly, “Adaptive near-infrared and visible fusion for fast image enhancement,” *IEEE Transactions on Computational Imaging*, 2019.

[3] Y. Yuan, C. Li, J. Kim, W. Cai, and D. D. Feng, “Dense and sparse labeling with multidimensional features for saliency detection,” *IEEE Transactions on Circuits and Systems for Video Technology*, vol. 28, no. 5, pp. 1130–1143, 2016.

[4] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2015, pp. 3431–3440.

[5] S. Zhang, Y. Sui, S. Zhao, and L. Zhang, “Graph-regularized structured support vector machine for object tracking,” *IEEE Transactions on Circuits and Systems for Video Technology*, vol. 27, no. 6, pp. 1249–1262, 2015.

[6] S. M. Pizer, E. P. Amburn, J. D. Austin, R. Cromptie, A. Geselowitz, T. Greer, B. ter Haar Romeny, J. B. Zimmerman, and K. Zuiderveld, “Adaptive histogram equalization and its variations,” *Computer vision, graphics, and image processing*, vol. 39, no. 3, pp. 355–368, 1987.

[7] J.-H. Han, S. Yang, and B.-U. Lee, “A novel 3-d color histogram equalization method with uniform 1-d gray scale histogram,” *IEEE Transactions on Image Processing*, vol. 20, no. 2, pp. 506–512, 2010.

[8] E. P. Bennett and L. McMillan, “Video enhancement using per-pixel virtual exposures,” in *ACM SIGGRAPH 2005 Papers*, 2005, pp. 845–852.

[9] Q. Shan, J. Jia, and M. S. Brown, “Globally optimized linear windowed tone mapping,” *IEEE transactions on visualization and computer graphics*, vol. 16, no. 4, pp. 663–675, 2009.

[10] L. Yuan and J. Sun, “Automatic exposure correction of consumer photographs,” in *European Conference on Computer Vision*. Springer, 2012, pp. 771–785.

[11] X. Dong, G. Wang, Y. Pang, W. Li, J. Wen, W. Meng, and Y. Lu, “Fast efficient algorithm for enhancement of low lighting video,” in *2011 IEEE International Conference on Multimedia and Expo*. IEEE, 2011, pp. 1–6.

[12] X. Zhang, P. Shen, L. Luo, L. Zhang, and J. Song, “Enhancement and noise reduction of very low light level images,” in *Proceedings of the 21st International Conference on Pattern Recognition (ICPR2012)*. Ieee, 2012, pp. 2034–2037.

[13] L. Li, R. Wang, W. Wang, and W. Gao, “A low-light image enhancement method for both denoising and contrast enlarging,” in *2015 IEEE International Conference on Image Processing (ICIP)*. IEEE, 2015, pp. 3730–3734.

[14] M. Li, J. Liu, W. Yang, X. Sun, and Z. Guo, “Structure-revealing low-light image enhancement via robust retinex model,” *IEEE Transactions on Image Processing*, vol. 27, no. 6, pp. 2828–2841, 2018.

[15] R. Kimmel, M. Elad, D. Shaked, R. Keshet, and I. Sobel, “A variational framework for retinex,” *International Journal of computer vision*, vol. 52, no. 1, pp. 7–23, 2003.

[16] M. K. Ng and W. Wang, “A total variation model for retinex,” *SIAM Journal on Imaging Sciences*, vol. 4, no. 1, pp. 345–365, 2011.

[17] S. Wang, J. Zheng, H.-M. Hu, and B. Li, “Naturalness preserved enhancement algorithm for non-uniform illumination images,” *IEEE Transactions on Image Processing*, vol. 22, no. 9, pp. 3538–3548, 2013.

[18] X. Fu, D. Zeng, Y. Huang, X.-P. Zhang, and X. Ding, “A weighted variational model for simultaneous reflectance and illumination estimation,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2016, pp. 2782–2790.

[19] S. Park, S. Yu, B. Moon, S. Ko, and J. Paik, “Low-light image enhancement using variational optimization-based retinex model,” *IEEE Transactions on Consumer Electronics*, vol. 63, no. 2, pp. 178–184, 2017.

[20] B. Cai, X. Xu, K. Guo, K. Jia, B. Hu, and D. Tao, “A joint intrinsic-extrinsic prior model for retinex,” in *Proceedings of the IEEE International Conference on Computer Vision*, 2017, pp. 4000–4009.

[21] E. H. Land, “The retinex theory of color vision,” *Science*, vol. 237, no. 6, pp. 108–129, 1977.

[22] D. J. Jobson, Z.-u. Rahman, and G. A. Woodell, “A multiscale retinex for bridging the gap between color images and the human observation of scenes,” *IEEE Transactions on Image processing*, vol. 6, no. 7, pp. 965–976, 1997.

[23] X. Guo, “Lime: a method for low-light image enhancement,” in *Proceedings of the 24th ACM international conference on Multimedia*. ACM, 2016, pp. 87–91.

[24] Z. Ying, G. Li, Y. Ren, R. Wang, and W. Wang, “A new low-light image enhancement algorithm using camera response model,” in *Proceedings of the IEEE International Conference on Computer Vision*, 2017, pp. 3015–3022.

[25] Y.-F. Wang, H.-M. Liu, and Z.-W. Fu, “Low-light image enhancement via the absorption light scattering model,” *IEEE Transactions on Image Processing*, vol. 28, no. 11, pp. 5679–5690, 2019.

[26] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” *nature*, vol. 521, no. 7553, pp. 436–444, 2015.

[27] Z. Yan, H. Zhang, B. Wang, S. Paris, and Y. Yu, “Automatic photo adjustment using deep neural networks,” *ACM Transactions on Graphics (TOG)*, vol. 35, no. 2, pp. 1–15, 2016.

[28] M. Gharbi, J. Chen, J. T. Barron, S. W. Hasinoff, and F. Durand, “Deep bilateral learning for real-time image enhancement,” *ACM Transactions on Graphics (TOG)*, vol. 36, no. 4, pp. 1–12, 2017.

[29] Y. Zhang, J. Zhang, and X. Guo, “Guiding the darkness: A practical low-light image enhancer,” in *Proceedings of the 27th ACM International Conference on Multimedia*, 2019, pp. 1632–1640.

[30] C. Chen, Q. Chen, J. Xu, and V. Koltun, “Learning to see in the dark,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*. IEEE, 2017, pp. 1–10.

[31] J. Chen, S. Paris, and F. Durand, “Real-time edge-aware image processing with the bilateral grid,” *ACM Transactions on Graphics (TOG)*, vol. 26, no. 3, pp. 103–es, 2007.

[32] W. Ren, S. Liu, L. Ma, Q. Xu, X. Xu, X. Cao, J. Du, and M.-H. Yang, “Low-light image enhancement via a deep hybrid network,” *IEEE Transactions on Image Processing*, vol. 28, no. 9, pp. 4364–4375, 2019.

[33] C. Wei, W. Wang, W. Yang, and J. Liu, “Deep retinex decomposition for low-light enhancement,” arXiv preprint arXiv:1808.04560, 2018.

[34] H. Yue, J. Yang, X. Sun, F. Wu, and C. Hou, “Contrast enhancement based on intrinsic image decomposition,” *IEEE Transactions on Image Processing*, vol. 26, no. 8, pp. 3981–3994, 2017.

[35] Y. Fang, K. Ma, Z. Wang, W. Lin, Z. Fang, and G. Zhai, “No-reference quality assessment of contrast-distorted images based on natural scene statistics,” *IEEE Signal Processing Letters*, vol. 22, no. 7, pp. 838–842, 2014.

[36] N. Venkatath, D. Praneeth, M. C. Bh, S. S. Channappayya, and S. S. Medasani, “Blur image quality evaluation using perception based features,” in *2015 Twenty First National Conference on Communications (NCC)*. IEEE, 2015, pp. 1–6.

[37] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality assessment: from error visibility to structural similarity,” *IEEE transactions on image processing*, vol. 13, no. 4, pp. 600–612, 2004.

[38] H. Yeganeh and Z. Wang, “Objective quality assessment of tone-mapped images,” *IEEE Transactions on Image Processing*, vol. 22, no. 2, pp. 657–667, 2012.

[39] L. Zhang, L. Zhang, X. Mou, and D. Zhang, “Fsim: A feature similarity index for image quality assessment,” *IEEE transactions on Image Processing*, vol. 20, no. 8, pp. 2378–2386, 2011.