Strong light-field effects driven by nearly single-cycle 7fs light-field in correlated organic conductors
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Abstract
We have demonstrated transient charge localization effects with a driving high-frequency field of 7 fs, 1.5-cycle near-infrared light in correlated organic conductors. In a layered organic conductor α-(BEDT-TTF)₂I₃(BEDT-TTF: bis[ethylenedithio]-tetrathiafulvalene), a transient short-range charge order (CO) state is induced in a metallic phase. In contrast to such drastic change in the electronic state from the metal to the transient CO in α-(BEDT-TTF)₂I₃, dynamics of a field-induced reduction of a transfer integral are captured as a red-shift of the plasma-like reflectivity edge in a quasi-one-dimensional organic conductor (TMTTF)₂AsF₆ (TMTTF: tetramethyltetraphiafulvalene). These studies on the field-induced charge localization have been motivated by the theory of dynamical localization on the basis of tight-binding models with no electron correlation under a strong continuous field. However, the results of pump–probe transient reflectivity measurements using nearly single-cycle 7 fs, 11 MV cm⁻¹ pulses and the theoretical studies which are presented in this review indicate that the pulsed field contributes to the similar phenomenon with the help of a characteristic lattice structure and Coulomb repulsion.
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1. Dynamical stabilization of electronic phases

Stabilization in a periodically driven system has attracted much attention. One of examples is an inverted pendulum historically known as the Kapitza pendulum [1, 2] (figure 1(a)). From a quantum mechanical point of view, a reduction of an ionization rate of an atom in the intense light-field has been discussed in terms of the analogous concept ‘adiabatic stabilization’ [3, 4] which is analogous to the above classical system in the sense that the stabilization is induced by a strong oscillating field. On the other hand, realization of such a highly-nonequilibrium charge state with a strongly driving field has been difficult in solid state, because of heating effects which are caused by electron–electron scatterings and/or electron–phonon scatterings [5–12]. However, recent development of a few-cycle or a nearly single-cycle < 10 fs, >10 MV cm⁻¹ pulse enables us to induce a highly-nonequilibrium charge state in solids. Such a transient charge state with a strongly driving field can open a new pathway toward light-induced electronic phase transitions.

‘Dynamical localization’, i.e., the reduction of an effective transfer integral \( t_{\text{eff}} = \frac{1}{\tau_{\text{field}}} \int_{0}^{\tau} t e^{i \phi(t')} \bar{A}(t') dt' \) which is the time average of an original transfer integral \( t \) (or equivalently an intersite hopping rate of charge) multiplied by the Peierls-phase factor \( \bar{A}(t') = -c \int_{0}^{\tau} E(t') dt' \). vector potential for the applied electric field \( E(t') \), \( r_{ij} \) position vector for corresponding transfer process, \( \tau_{\text{field}} \) period of the oscillating field) [14–16] is a typical example of a periodically driven stabilization (figures 1(b) and (c)). The dynamical localization has been originally developed for a continuous field, but similar effects are expected for a single-cycle pulse at least qualitatively. Considering that a transfer integral is one of important parameters which governs...
a charge motion in solids, related studies on strongly correlated systems are essential for aiming at a field-induced quantum phase transition [17–27].

Formation of a charge order (CO) is a well-known electronic phase transition, which is caused by the competition between the kinetic energy of charge (which is proportional to \(t\)) and the Coulomb repulsion energies (on site \(U\), intersite \(V\)). The CO has been a long-lasting issue with respect to a metal-to-insulator (M–I) transition [28–30], superconductivity (SC) [31–33] and electronic ferroelectricity [34–36], since the discovery of the Verwey transition in magnetite [37]. Ultrafast melting of CO (or equivalently the ultrafast I–M transition) has been discussed in terms of a light-induced filling control and/or a structural change in strongly correlated materials such as transition metal oxides and low-dimensional organic salts [38–40].

In the progress of photoinduced dynamics in solid materials [38–53], electronic and/or structural orders such as CO [43–46], charge/spin density wave (CDW/SDW) [47–50], and SC [51–53] are optically modulated or even controlled and almost proceed to ultrafast bidirectional switching of phases. In contrast to well-understood ‘melting’ of orders and/or ‘heating’ effects [38–40], these modulations are achieved by enhanced Fermi surface nesting driven by ionic motion [48, 50], dynamic electron–phonon interaction [49] (CDW/SDW), phononic excitation [51, 52] and coherent excitation of a Higgs mode [53] (SC).

Here, we would like to describe transient formation of a short-range CO induced by a nearly single-cycle >10 MV cm\(^{-1}\) light-field [13]. Such a counterintuitive optical response is completely different from conventional melting of CO that is triggered by a photo-carrier generation [38–40] and is also different from the above mechanisms for CDW/SDW [48–50] and SC [51–53] modulations. In this review, such a characteristic mechanism is discussed on the basis of a polarization analysis of the transient CO [54], a reduction of the plasma frequency [55] in correlated organic conductors \(\alpha\)-(BEDT-TTF)\(_2\)I\(_3\) (BEDT-TTF: bis[ethylenedithio]-tetrathiafulvalene) and (TMTTF)\(_2\)AsF\(_6\) (TMTTF: tetramethyltetrafulvalene), respectively. We choose these compounds as prototypical examples. The M–I

---

**Figure 1.** (a) Kapitza pendulum [1], (b) schematic illustration of dynamical localization for tight-binding model [13]. (c) Left side: schematic illustration of Peierls-phase \(\phi(t)\) for vector potential \(A(t) = -e \int_0^t E(t')dt\), where \(E(t)\) represents an electric field of light. Right side: zeroth-order Bessel function \(J_0\) which is proportional to effective transfer integral \(t_{\text{eff}}\) as a function of \(\epsilon E_0a/\hbar\omega\) (\(E_0\): amplitude of light-field, \(a\): intersite distance, \(\omega\): angular frequency of light).
transition is accompanied by a drastic change in the optical conductivity spectrum, i.e., a spectral weight transfer from lower to higher-energy regions in \( \alpha-(\text{BEDT-TTF})_2I_3 \). The near-infrared reflectivity spectrum that shows a plasma-edge-like shape is suitable for detecting the field-induced increase in \( n \) (or decrease in \( t \)) for (TMTTF)\(_2\)AsF\(_6\). Both results are basically understood from reduced transfer integrals. However, their electronic dimensionality makes the outcomes quite different. \( \alpha-(\text{BEDT-TTF})_2I_3 \) is a quasi-two-dimensional material. The amplitude of the CO is large, so that their photoinduced change is also large in the reflectivity spectrum. (TMTTF)\(_2\)AsF\(_6\) is a quasi-one-dimensional material. Quantum fluctuations substantially weaken the CO and justify the Lorentz analysis.

2. Experiment

Reflection detected pump–probe (or equivalently transient reflectivity) measurements were performed by using both 7 and 100 fs light pulses. In 7 fs measurements, the 1.5-cycle pulses with a broad spectrum covering 0.56–0.95 eV were used as both pump and probe lights. The 7 fs probe pulse reflected from a sample was detected by an InGaAs detector after passing through a spectrometer. For 100 fs measurements, the central photon energy of the pump pulse and the probe range are 0.89 eV and 0.1–1 eV, respectively. The central photon energy of the pump light for the 7 fs measurement (~0.74 eV) is close to that of the 100 fs measurement (0.89 eV).

A setup for generating a <10 fs pulse is schematically shown in figure 2(a). The broadband spectrum for the 7 fs pulse covers 1.3–2.2 μm (solid red line in figure 2(c)). This spectrum was obtained by focusing a carrier-envelope-phase (CEP) stabilized idler pulse (1.7 μm) from an optical parametric amplifier (Quantronix HE-TOPAS pumped by Spectra-Physics Spitfire-Ace) onto a hollow fiber (1 m) set within a Kr-filled (0.35 MPa) chamber (Femtolasers) [13, 54–60]. As shown by the circles, the spectral shape in figure 2(c) is roughly reproduced by the calculated instantaneous angular frequency of the light pulse \( \omega(t) = \omega_0 - \frac{n(\omega)}{2c} |E_0|^2 \frac{d}{dt} e^{-\Gamma t^2} \) considering the nonlinear refractive index \( n(t) = n_0 + \frac{1}{2} n_2 |E_0|^2 \exp(-\Gamma t^2) \) for the Gaussian light-field \( E(t) = E_0 e^{-\Gamma t^2/2} e^{-i(n_0 t - kz)} \), where \( n_0, n_2 \equiv 3 \chi^{(3)}/(n_0^2 c^2) \approx 2.5 \times 10^{-19} \text{ m}^2 \text{ W}^{-1} \) for 0.35 MPa Kr, \( E_0, \Gamma, \omega_0, k, z \) are the linear and third-order nonlinear refractive indices, amplitude of light-field, Gaussian parameter \((\Gamma = \frac{4 ln 2}{\Delta^2}, \Delta \text{ is the FWHM of the Gaussian})\), angular frequency, wavenumber \( k = \frac{\omega_0 n(t)}{c} \), and coordinate along the propagating axis of light, respectively.

The time profile of this broadband light is characterized by an autocorrelation with a FWHM of 100 fs (solid line in figure 2(d)), which is much broader than the Fourier transform limit (~6 fs). This temporal broadening is caused by the propagation of light in an outlet quartz window (0.5 mm) of the chamber, a CaF\(_2\) lens (1 mm) for collimation and dry air (5 m). The calculated autocorrelation profile is shown as circles in figure 2(d). Pulse compression was performed using both active mirror [60] and chirped mirror (Femtolasers) techniques. The optical setup for an active mirror compressor is shown in figure 2(b). The pulse width derived from the autocorrelation was 6 fs (figure 2(e)), which corresponds to 1.3 optical cycles, at the sample position, although we actually use 7 fs pulses to secure the stability and the intensity for pump–probe experiments.

In section 4, the polarizations of both pump and probe pulses are controlled by a respective pair of wire-grid CaF\(_2\) polarizers as shown in figure 3 [54]. The light intensity after the wire-grid polarizers is shown as a function of angles \( \theta_2 \) and \( \theta_1 \) in the figure. The pulse width derived from the autocorrelation was 7 fs at the sample position after the wire-grid polarizers and the window of the cryostat.

In the transient reflectivity measurements using the 7 fs pulses, the instantaneous electric field on the sample surface (excitation diameter of 200 μm) is evaluated as \( E_{\text{peak}} = 9.8 \times 10^7 \text{ (V cm}^{-1}\text{)} \) for an excitation intensity \( I_{\text{ex}} \) of 0.9 mJ cm\(^{-2}\). Polarized optical reflection experiments were conducted on single crystals of \( \alpha-(\text{BEDT-TTF})_2I_3 \) (of size 0.5 × 0.7 × 0.2 mm) [61] and (TMTTF)\(_2\)AsF\(_6\) (of size 1.5 × 0.7 × 0.2 mm) grown by electro-crystallization [62].

3. Transient short-range CO in \( \alpha-(\text{BEDT-TTF})_2I_3 \) [13]

3.1. M–I transitions in \( \alpha-(\text{BEDT-TTF})_2I_3 \)

Figures 4(a) and (b) show the crystal structure of a layered organic conductor \( \alpha-(\text{BEDT-TTF})_2I_3 \) and charge distributions in CO insulator [63–65] and metallic phases. In this triangular lattice structure of \( \alpha-(\text{BEDT-TTF})_2I_3 \), the CO phase has crystallographically nonequivalent molecular sites \( A, A', B, \) and \( C \) [66–69]. Because of low-symmetry (triclinic \( P1 \)), a charge imbalance between sites \( B \) and \( C \) remains even in the metallic phase [65, 66]. This charge imbalance is caused by nonequivalent transfer integrals in the low-symmetry structure, so that this should not be confused with any CO responsible for insulating states at low temperatures. We will discuss more in detail in section 4. As illustrated in figure 4(b), this compound exhibits a thermal metal-to-CO insulator transition at \( T_{\text{CO}} = 135 \text{ K} \) [61, 64, 65] and a photoinduced transition between them. Efficient photoinduced I–M transitions of >200 ET molecules/photon and an initial dynamics on an ultrafast time scale of ~20 fs have been reported [11, 70–80]. On the other hand, ultrafast photoinduced effects in the metallic phase above \( T_{\text{CO}} \) had not been investigated because a strong light-field and fast time resolution are required to avoid heating. It is in contrast to the fact that the steady state has extensively been studied [81–86].

In the optical conductivity (\( \sigma \)) spectra in the mid- and near-infrared region (figure 5(a)), a clear opening of the CO gap at ~0.1–0.2 eV and a spectral weight transfer to a higher-energy at the thermal metal-to-CO insulator transition [84–86] are detected. As shown in the steady state reflectivity (\( R \))
spectra at 140 K (metal: solid red curve) and 40 K (CO: dashed blue curve) (figure 5(b)), R abruptly decreases at 0.09 eV (open circles in figure 5(d)) and increases at 0.64 eV (closed circles in figure 5(d)) as the temperature decreases below $T_{CO}$. Such a large change in $R$ (80% at 0.64 eV, 60% at 0.09 eV) at the metal-to-CO insulator transition directly corresponds to the opening of the CO gap and the transfer of the spectral weight to a higher-energy of $\sigma$ [84–86]. The solid curve in figure 5(c) shows the spectral difference at different temperatures $[R(40 K) - R(140 K)]/R(140 K)$, reflecting the metal-to-CO insulator change across $T_{CO}$. On the other hand, $[R(190 K) - R(140 K)]/R(140 K)$ (dashed line) and
3. Charge localization induced by 7 fs light excitation

The transient reflectivity ($\Delta R/R$) spectra for time delays ($\tau_d$) of 30 fs (closed blue circles for an excitation intensity $I_{ex} = 0.8$ mJ cm$^{-2}$, open blue circles for $I_{ex} = 0.12$ mJ cm$^{-2}$) and 300 fs (closed black circles for $I_{ex} = 0.8$ mJ cm$^{-2}$) after the excitation by a 7 fs pulse are shown in figure 6(a) [13]. The spectrum of the 7 fs broadband excitation pulse covering $\Delta R/R$ at 0.09 eV and 0.64 eV (indicated by the blue arrows on the spectrum in figure 5(b)) is plotted as a function of temperature. Reprinted by permission from Macmillan Publishers Ltd: [Nature Communications] [13], copyright (2014).
0.57–0.95 eV is set on the higher-energy side of the main electronic band peaked at 0.1–0.2 eV for α-(BEDT-TTF)$_2$I$_3$ to avoid strong resonance. On this condition, it is reasonable to consider that non-resonant effects are dominant. The spectrum drawn with crosses represents $\Delta R/R$ at $t_d = 300$ fs after a 100 fs pulse excitation for $I_{ex} = 0.8$ mJ cm$^{-2}$. The blue shading in figure 6(a) exhibits a large increase in $R$ ($\Delta R/R \sim 0.28$ at 0.66 eV) at $t_d = 30$ fs for $I_{ex} = 0.8$ mJ cm$^{-2}$. The spectral shape of $\Delta R/R$ is analogous to that of the temperature differential spectrum $|R(40 \text{ K}) - R(140 \text{ K})|/R(140 \text{ K})$, indicating that a photoinduced change from the metallic state to an insulating state. On the other hand, as shown by crosses, black closed circles, and red shading, the spectral shapes of $\Delta R/R$ measured at $t_d = 300$ fs are analogous to $|R(190 \text{ K}) - R(140 \text{ K})|/R(140 \text{ K})$, indicating a rise in the electron–lattice temperature up to 190 K. In addition, the $\Delta R/R$ spectrum for $I_{ex} = 0.12$ mJ cm$^{-2}$, drawn with open blue circles, demonstrates that the M–I change does not occur under a weak excitation.

3.3. Charge ordering gap oscillation along time axis

Figure 6(b) shows a two-dimensional (probe-energy–delay time) map of the $\Delta R/R$ spectrum [13]. The blue and red shadings represent increase and decrease in $R$ (positive and negative $\Delta R/R$), respectively. The spectrum for $t_d < 50$ fs reflects the transient CO state. In this time-domain, $\Delta R/R$ is modulated oscillatory with a period of 20 fs as shown by the red dotted lines. Then, the spectral shape of $\Delta R/R$ markedly changes reflecting the increase in the electron/lattice temperature represented by the red shading area for $t_d \sim 50–100$ fs. The spectrum is changed simultaneously as the oscillation decays.

The time evolution of $\Delta R/R$ observed at 0.64 eV is shown in figure 7(a) [13]. A positive $\Delta R/R$ (solid curve with blue shading) at $I_{ex} = 0.8$ mJ cm$^{-2}$ is observed for $t_d < 50$ fs. Then, $\Delta R/R$ becomes negative (red shading), indicating that the photoinduced CO state is melted because of the increase in the electron-lattice temperature. On the other hand, for $I_{ex} = 0.12$ mJ cm$^{-2}$, a positive signal was not detected at 0.64 eV, as shown by the dashed-dotted curve in figure 7(a). It is noteworthy that the time evolution of $\Delta R/R$ is modulated by the oscillating component with a period of 20 fs. The
time-resolved spectrum of the oscillation at $t_f = 0–40$ fs analyzed by the wavelet (WL) transformation (blue curve, inset of figure 7(b)) corresponds to the $\sigma$ spectrum near the CO gap of $\sim 0.1$ eV at 10 K (black curve in the inset). Therefore, this oscillation is attributed to the intermolecular charge oscillation reflecting the CO gap.

Thus the large reflectivity change of $\sim 25\%$ and the coherent charge oscillation along the time axis reflect the transient opening of the short-range CO gap in the metallic phase.

3.4. Mechanism of charge localization

In states driven by a strong AC field $E(\omega)$ far from an equilibrium one, a transfer integral $t$ is effectively reduced for continuous [14–18] and pulsed [17–21] light-fields. According to the dynamical localization theory [14–16] for a continuous AC field, the effective transfer integral $t$ ($\equiv t_{\text{eff}}$) governing long-time behaviors is given by

$$t_{\text{eff}} = t_0 J_0(\Omega_{AB}/\omega),$$

where $t_0$ is the transfer integral in equilibrium and $J_0$ is the zero-order Bessel function. Here, $\Omega_{AB} \equiv r_{AB} \cdot E_0/\hbar$, with $E_0$ and $\omega$ being the amplitude and angular frequency, respectively, of the electric field of the light; $E(t) = E_0 \sin(\omega t)$; $r_{AB}$ is the vector from site $A$ to its nearest-neighbor site $B$, which are the centers of the corresponding molecules shown in figure 4(b); and $e$ is the elementary charge. Although equation (1) is basically satisfied for continuous light-fields in the original theory [14–16], this relation also holds for pulsed light-fields [20] with respect to the efficiency of the intersite electronic transition (i.e., the energy increment due to the pulsed light). In addition, DMFT calculations show that the change in the electronic state into one with modified $t$ appears within the time scale of a few optical cycles after the sudden application of a continuous AC field [17, 18]. These facts suggest that the dynamical localization transiently functions with few-cycle pulses. If we use the parameter $r_{AB} \cos \theta = 5.4$ Å [66]; where $\theta$ represents the relative angle between $r_{AB}$ and $E$, the effective transfer integral $t'$ becomes zero at $40$ MV cm$^{-1}$ ($\Omega_{AB}/\omega = 2.40$), as shown in figure 1(c). According to figure 1(c), the change in $J_0 \propto t'$ is estimated to be approximately $10\%$ for a typical instantaneous field of $9.3$ MV cm$^{-1}$ ($J_0 = 0.8$ nJ cm$^{-2}$).

To consider a possible instability of the metallic phase induced by the $10\%$ change in $t$, the change in $T_{\text{CO}}$ is roughly estimated. The hole densities ($\rho_H$) at sites $A$ and $A'$ (figure 4(b)) are plotted as a function of the normalized temperature $T/T_{\text{CO}}$ in figure 8, using the Hartree–Fock approximation for an extended Hubbard model [67]. The closed ($A$: charge-rich) and open ($A'$: charge-poor) circles correspond to the original $t_0$, where a charge disproportionation occurs below $T/T_{\text{CO}} = 1$. The hole densities $\rho_H$ as a function of $T/T_{\text{CO}}$ are calculated for $t'$s equal to $0.95t_0$ (rectangles), $0.9t_0$ (upward triangles), and $0.85t_0$ (downward triangles). This indicates that $T_{\text{CO}}$ increases across the measured temperature (138 K).

Thus, the reduction of effective transfer integrals is about $\sim 10\%$ for $10$ MV cm$^{-1}$ according to the dynamical localization theory. It is found that the contributions from $U$ and $V$ are very important. In the next section, more detailed analyses are performed based on a polarization analysis and exact diagonalization studies for photoinduced real-time dynamics [54].

4. Polarization selectivity of charge localization in an organic metal [54]

4.1. Anisotropic triangular structure of $\alpha$-(BEDT-TTF)$_2$I$_3$ in CO phase (a) and in metallic phase (b) [66, 67]. Sites ($\equiv$ BEDT-TTF molecules) $A$, $A'$, $B$ and $C$ are crystallographically nonequivalent. $b_1(b_1')$-$b_2(b_2')$, $a_1(a_1')$, $a_2$ and $a_3$ bonds in the CO phase [66–69]. A 1010-type CO is formed on sites $A$ and $A'$ along $a_2$ and $a_3$ bonds, which constitutes charge-rich $A$-$B$-$A$ (black) and charge-poor $A'$-$C$-$A'$ (white) zig-zag stripes. As shown in figure 9(b), sites $A$ and $A'$ are equivalent above $T_{\text{CO}}$ (metallic phase) as bonds $b_2$-$b_2'$ and $b_1'$-$b_2'$ are and bonds $a_1$ and $a_1'$ are. However, already in the metallic phase, site $B$ is charge-rich because site $B$ is located between two $b_2$ bonds that possess the largest transfer integral, while site $C$ is
charge-poor because site C is located between two $b_1$ bonds that possess the second largest transfer integral. Thus, this charge imbalance between sites B and C originates from the kinetic term of the Hamiltonian (i.e., the kinetic energy) [65, 66] and has nothing to do with the CO in the insulating phase at low temperatures. The intersite interactions that produce the 1010-type CO along the $a_2$ axis as shown in figure 3. In equilibrium, the CO only appearing in the insulating phase should not be confused with the charge imbalance that appears in both phases.

In this section (section 4), we describe the dependence of $\Delta R/R$ on polarizations of both 7 fs pump- and probe- pulses (see section 2 and figure 3). Our result indicates that a short-range CO along the $a_2$ and $a_3$ bonds is induced efficiently for the pump with polarization perpendicular to the 1010-CO axis. This is in contrast to the intuitive expectation.

Steady state $R$ spectra measured for various polarizations at 138 K (metallic phase) are shown in figures 10(a) and (b). Figure 10(c) shows the spectral differences between 138 K (metal) and 50 K (insulator) at 138 K [54]. The spectral differences between 138 K (metal) and 50 K (insulator) $\Delta R/R$ spectra at the $t_d$ of 30 fs are shown for $\theta_{pu} = 0^\circ$ (//b) and $\theta_{pu} = 90^\circ$ (//a) (blue squares) for $\theta_{pr} = 0^\circ$ (//b). The excitation intensity $I_{EX}$ was 0.9 mJ cm$^{-2}$ (9.8 MV cm$^{-2}$). The spectral differences between 138 K (metal) and 50 K (insulator) $\Delta R/R_{\text{IM}} = [R(50 K) - R(138 K)]/R(138 K)$ are also shown for $\theta = 0^\circ$, 20$, 40^\circ$, 60$, 90^\circ$. Reprinted figure with permission from [54], copyright (2017) by the American Physical Society.

4.2. Dependence of $\Delta R/R$ on polarization of probe pulse

In figure 10(c), $\Delta R/R$ spectra for $\theta_{pe}$ (angle between the polarization of the probe pulse and the b axis as shown in figure 3) = 0$^\circ$ (//b) and $\theta_{pe} = 90^\circ$ (//a) for $t_d = 30$ fs at 138 K are shown by the red-filled circles and the blue squares, respectively. Here, $\theta_{pu}$ (angle between the polarization of the pump pulse and the b axis as shown in figure 3) = 0$^\circ$ (//b) for both spectra. The $\Delta R/R$ spectrum for $\theta_{pe} = 0^\circ$ (//b) shows a large (25%) increase in $R$ at 0.67 eV, while the $\Delta R/R$ for $\theta_{pe} = 90^\circ$ (//a) is small (~1%). Such polarization dependence, which takes a maximum at $\theta_{pu} = 0^\circ$ agrees well with the fingerprint of the CO $\Delta R/R_{\text{IM}}$ at 0.65 eV.

4.3. Dependence of $\Delta R/R$ on polarization of pump pulse

The $\theta_{pu}$ dependence of $\Delta R/R$ ($t_d = 30$ fs) at 138 K is shown in figure 11 for various $\theta_{pe}$ ($0^\circ$, 23°, −23°, 90°). The short-range CO is observed to be efficiently induced for $\theta_{pu} = 0^\circ$ (//b) for all $\theta_{pe}$, whereas it is almost unaltered for $\theta_{pu} = 90^\circ$ (//a). In fact, $\Delta R/R$ for $\theta_{pu} = 0^\circ$ is >10 times larger than that for $\theta_{pu} = 90^\circ$. Such a drastic change of $\Delta R/R$ is not attributed to the dependence of the penetration depth $d$ on $\theta$ because the variation of $d$ is smaller than twice for //a and //b ($\sim 10^{-4}$ cm for //a, 5 $\times 10^{-5}$ cm for //b in our detection range). Thus, the result in figure 11 is not affected so seriously by the polarization dependence of $d$. A plausible reason why the CO is efficiently induced for $\theta_{pu} = 0^\circ$ (//b) is that the reduction of $t_{eff}$ in the $b_1$ and $b_2$ bonds during the nearly single-cycle pulse is responsible for the CO.
4.4. Theoretical consideration using time-dependent Schrödinger equation [23, 54]

To consider a mechanism from the microscopic viewpoint, a numerical calculation is performed for the strong light-field effect using a time-dependent Schrödinger equation for the 1/4 filled two-dimensional extended Hubbard model [23, 54]

\[
H = \sum_{\langle i,j \rangle} t_{ij} (c_{i,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{i,\sigma}) + U \sum_i n_{i,\uparrow} n_{i,\downarrow} + \sum_{\langle i,j \rangle} V_{ij} n_{i,j},
\]

where \(c_{i,\sigma}\) is the annihilation operator of a hole on site \(i\) with spin \(\sigma\), \(n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}\), and \(n_i = \sum_\sigma n_{i,\sigma}\) [23]. This model has on site Coulomb repulsion \(U\), nearest-neighbor repulsions \(V_{ij}\) and transfer integrals between sites \(i\) and \(j\) \((t_{ij})\). Here, we employ the parameters for the metallic phase. We used the exact diagonalization method for systems consisting of 16 sites with periodic boundary conditions. The transfer integrals \(t_{ij}\) had been evaluated by the extended Hückel calculation using the x-ray structural analysis at the metallic phase [66]. The coupling with electric fields is introduced through the Peierls-phase. The time-dependent Schrödinger equation is numerically solved during and after the excitation of a single-cycle pulse with central frequency \(\hbar \omega = 0.8\) eV. The change in correlation functions are calculated: the spatially and temporally averaged double occupancy \(\langle n_{i,\uparrow} n_{i,\downarrow} \rangle\) and the averaged nearest-neighbor density–density correlations \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_2\) for the \(a_2\) and \(a_3\) bonds and \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_3\) for the \(b\) bonds. Nearest-neighbor correlations show how the short-range 1010-CO is enhanced along the \(a_3\) and \(a_1\) bonds. Here, temporal averages were calculated for \(5T_{\text{field}} < t < 10 T_{\text{field}}\) with \(T_{\text{field}}\) being the period of the oscillating electric field. The present finite-size-system calculation cannot spontaneously break the symmetry or produce a long-range CO. However, it is useful for discussing the generation of a short-range CO.

The averaged correlation functions \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_1\), \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_2\) and \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_3\) are shown in figures 12(a)–(c) as functions of \(e\hbar \omega / |\hbar \omega|\) (a: component parallel to the \(b\) axis of the molecular spacing, \(E\): field amplitude) for \(U = 0.8\) eV, inter-site Coulomb repulsions \(V_{ij}\) (along all \(b\) bonds) = 0.3 eV, \(V_{ij}\) (along all \(a\) bonds) = 0.35 eV. The quantity \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_3\) decreases with increasing \(e\hbar \omega / |\hbar \omega|\) for \(<0.4\) (figure 12(a)), which means that holes with opposite spins avoid being on the same site more strongly as if \(U\) were transiently increased relative to the transfer integrals. The decrease in \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_3\) (14% for \(e\hbar \omega / |\hbar \omega| = 0.37\) could be reproduced in the ground state, if we increased \(U\) by 6.5%. The decrease in \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_2\) (15% for \(e\hbar \omega / |\hbar \omega| = 0.37\) (figure 12(b)) means that holes avoid neighboring along the \(a_2\) and \(a_3\) bonds more strongly as if the \(V_{ij}\) along the \(a_2\) and \(a_3\) bonds were transiently increased relative to \(t_{ij}\).

The \(\theta_{pu}\) dependence of the averaged nearest-neighbor density–density correlation for the \(a_2\) and \(a_3\) bonds \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_2\) is shown in figure 12(d) for \(e\hbar \omega / |\hbar \omega| = 0\) (black crosses), 0.14 (blue rhombuses), 0.20 (green triangles), 0.27 (red squares) \((U = 0.8\) eV, \(V_{ij} = 0.3\) eV, \(V_{ij} = 0.35\) eV). These data reflect the 1010-type CO along the \(a_2\) and \(a_3\) bonds. The reduction of \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_2\) is most efficient at \(\theta_{pu} = 0 \sim 10^5\) for any \(e\hbar F / |\hbar \omega|\), which is almost parallel to the \(b\) axis. This polarization dependence of \(\langle n_{i,\uparrow} n_{j,\downarrow} \rangle_2\) is consistent with that of \(\Delta R / R\) (figure 11): the efficiency of strengthening the short-ranged CO is maximized by polarization along the \(b\) axis within the accuracy of \(\theta_{pu}\).

The comparable Coulomb repulsions \(V_2\) and \(V_1\) in the characteristic low-symmetric molecular backbone (i.e., large and competing \(V_2\), \(V_1\), and \(t_{ij}\) effects) are essential for the transient charge localization, as described in the original papers [23, 54]. This fact is consistent with the fact that any dramatic localization has not been detected in a quasi 1D organic metal \((\text{TMTTF})_2\text{AsF}_6\) [55] as described in the next section (section 5). The correlation-supported mechanism of the transient short-range CO in the present study is conceptually different from the mechanisms for light-induced CDW [48, 49] and SC [51, 52]. Thus, a new strategy for light-induced control of correlated electron materials may be opened.

In summary of this section (section 4), the dependence of the transient reflectivity spectra on polarizations of 7 fs pump and probe lights were investigated for clarifying the controllability and the mechanism for transiently inducing the short-range CO in an organic metal \(\alpha\)-(BEDT-TTF)\(_2\)I\(_3\). Efficient induction of the short-range CO for the pump polarization perpendicular to the 1010-CO axis is realized by re-distribution of charges through the \(b\) bonds and competing intersite Coulomb interactions along the \(a\) and \(b\) bonds in the triangular lattice.

5. Ultrafast response of plasma-like reflectivity edge in \((\text{TMTTF})_2\text{AsF}_6\) driven by strong light-field [55]

5.1. Plasma-like reflectivity edge in \((\text{TMTTF})_2\text{AsF}_6\)

As shown in the previous sections (sections 3 and 4), we have succeeded at realizing a transiently charge-localized state utilizing 7 fs nearly single-cycle pulses in \(\alpha\)-(BEDT-TTF)\(_2\)I\(_3\) [13, 54]. Such a light-field-induced short-range CO has been originally motivated by the dynamical localization, i.e., the increase in the effective mass \(m\) or the decrease in \(\Delta\). However, the direct detection of \(m\) on a short-time scale had not yet been performed. Here, we demonstrate a reduction in \(t\) (or equivalently an increase in \(m\)) by measuring a spectral change in a ‘plasma-like’ reflectivity edge.

\((\text{TMTTF})_2\text{AsF}_6\) (figure 13) is a typical quarter-filled organic conductor [34, 62, 87–89], showing CO below \(T_{\text{CO}} = 102\) K. However, the correlation effect is generally believed to be rather weak in comparison with that for \(\alpha\)-(BEDT-TTF)\(_2\)I\(_3\). Such a small-gap (0.1–0.2 eV) insulator has a near-infrared (\(~0.7\) eV) reflectivity edge similar to the plasma-edge of metals [87, 89, 90] as shown in figure 14(b). This plasma-like reflectivity edge can be characterized by \(\omega_p = \sqrt{n^2 / \varepsilon_{\infty}} \varepsilon_{0} \mu_0 m\) in the Lorentz model, if \(\omega_p \gg \omega_0\) (number of charges \(n : 2 \times 10^{21}\) cm\(^{-3}\) in the 1/4 filled-band and their mass \(m : 3–4m_0\)) permittivities for high-frequency and vacuum \(\varepsilon_{\infty} \varepsilon_0\), charge gap for transverse wave \(h \omega_0 = 0.1–0.2\) eV) [91]. In this sense, we refer to this reflectivity edge as a ‘plasma-like’ edge, because it reflects the collective charge motion much above the gap. In this section...
(section 5), we describe the field-induced change in $m$ or $t$ probed by the spectral change in the plasma-like reflectivity edge around $\hbar \omega_p \sim 0.7$ eV ($\gg \hbar \omega_0$).

5.2. Steady state reflectivity of (TMTTF)$_2$AsF$_6$

The $\sigma$ and $R$ spectra of (TMTTF)$_2$AsF$_6$ at 25 and 150 K for the polarization parallel to $a$ ($E//a$) are shown in figures 14(a) and (b), respectively, where $a$ is the stacking axis of the
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**Figure 12.** Field-induced changes in spatially and temporally averaged correlation functions as indexes of the short-range CO [54]. Double occupancy (a) $\langle \langle n_i n_j \rangle \rangle$. Nearest-neighbor density–density correlations (b) $\langle \langle n_i n_j \rangle \rangle_{a_2, a_3}$ for the $a_2$ and $a_3$ bonds and (c) $\langle \langle n_i n_j \rangle \rangle_b$ for the $b$ bonds. (d) $\theta_{pu}$ dependence of the averaged nearest-neighbor density–density correlation for the $a_2$ and $a_3$ bonds $\langle \langle n_i n_j \rangle \rangle_{a_2, a_3}$ for $eaF/\hbar \omega = 0$ (black crosses), 0.14 (blue rhombuses), 0.20 (green triangles), and 0.27 (red squares). Reprinted figure with permission from [54], copyright (2017) by the American Physical Society.

![Figure 13](image2.png)

**Figure 13.** Crystal structure of (TMTTF)$_2$AsF$_6$.

![Figure 14](image3.png)

**Figure 14.** (a) $\sigma$ spectra of (TMTTF)$_2$AsF$_6$ at 25 and 150 K. The spectrum of the 7 fs pulse (orange shaded area) is also shown [55]. (b) $R$ spectra at 25 and 150 K with Lorentz analysis (solid lines). Inset shows the temperature dependence of $\Delta \gamma/\gamma$. Reprinted figure with permission from [55], copyright (2016) by the American Physical Society.
TM(TTF) molecules. The \( R \) spectra (figure 14(b)) have a plasma-like edge even below \( T_{CO} \) because of the relation \( \omega_p \gg \omega_D \). The existence of the CO gap is unclear in this spectral range at \( T < T_{CO} \), while the \( R \) spectra at \( >0.2 \) eV can be well reproduced using the Lorentz model (solid lines) that takes account of vibrational couplings [87, 89, 91]. The discrepancy between the data and the fitted curve for 0.1–0.2 eV (corresponding to vibrational peaks) at 25 K is caused by the dielectric screening in the vibrational response by the charge [91]. The fitting parameters are \( h \omega_p \approx 0.703 \) eV with the scattering frequency \( \gamma \approx 0.125 \) eV (25 K) and \( 0.154 \) eV (150 K) and \( h \omega_D \approx 0.180 \) (25 K) and \( 0.193 \) eV (150 K). These parameters [91] are consistent with those of another TMTTF salt with a different anion (TMTTF)\(_2\)PF\(_6\) at 300 K in the earlier study [87].

The spectral shape around the reflectivity edge (~0.7 eV) is governed by \( \omega_p \) and \( \gamma \), i.e., the gap structure in the low energy (<0.2 eV) spectrum [87, 91] does not seriously affect the spectrum around the plasma-like edge.

The temperature dependence of \( \gamma \) as \( \Delta \gamma/\gamma_{25K} = (\gamma - \gamma_{25K})/\gamma_{25K} \) is shown in the inset of figure 14(b). Note that \( \gamma \) does not depend on the temperature below \( T_{CO} \) and it abruptly starts to increase at \( T_{CO} \) with increasing temperature. Because the parameter \( \gamma \) in the Lorentz model represents the scattering frequency, this anomalous temperature dependence of \( \gamma \) should be caused by the temperature dependence of electron-electron scatterings, i.e., the frozen charges at \( T < T_{CO} \) do not contribute to change \( \gamma \) while the mobile charges at \( T > T_{CO} \) should increase \( \gamma \) with increasing temperature.

### 5.3. Red-shift of plasma-like reflectivity edge: transient reflectivity measured by 100 fs pulse

The temporal change in the \( \Delta R/R \) spectrum of (TMTTF)\(_2\)AsF\(_6\) (15 K) for \( t_d = 0–4 \) ps measured using a 100 fs pulse (excitation intensity \( I_{ex} = 0.5 \) mJ cm\(^{-2} \), 2 MV cm\(^{-1} \)) [55] is represented by the two-dimensional (probe energy–delay time) map in figure 15(a). The polarizations of the pump and the probe pulses (\( E_{pump} \) and \( E_{probe} \), respectively) are parallel to the \( \omega \)-axis (\( E_{pump} / \omega \) and \( E_{probe} / \omega \)). The excitation energy 0.89 eV, where the penetration depth is very large (~1 \( \mu m \), was chosen for nearly non-resonant strong field application.

The \( \Delta R/R \) spectrum at \( t_d = 0.1 \) ps shown in figure 15(b) is well reproduced by the Lorentz analysis (orange curve) on the assumption of a 1.8% decrease in \( \omega_p \), a 12% increase in \( \gamma \) and a 11% increase in the width of the vibrational peak at 0.165 eV [55, 91] in the Lorentz model. The spectral change calculated with only decreasing \( \omega_p \) (blue line) and that with only increasing \( \gamma \) (red line) are shown in figure 15(c), which enables us to distinguish the contributions from \( \Delta \omega_p/\omega_p \) (blue curve) and \( \Delta \gamma/\gamma \) (red curve) easily. Note that a ~2% reduction in \( \omega_p \) can be detected as a very large (~30%) change of \( \Delta R/R \) in the spectral range of \( \omega_p \). On the other hand, the 12% increase in \( \gamma \) indicates that the temperature increases up to ~120 K from 15 K across \( T_{CO} \) at \( t_d = 0.1 \) ps.

![Figure 15](image-url)  
(a) Time evolution of \( \Delta R/R \) at \( t_d < 4 \) ps measured by 100 fs pulse [55]. (b) \( \Delta R/R \) spectrum at \( t_d = 0.1 \) ps with Lorentz analysis (solid line) [55]. (c) Spectral change calculated with only decreasing \( \omega_p \) (1.8%) (blue) and that with only increasing \( \gamma \) (12%) (red). A 11% increase in the width of the vibrational peak at 0.165 eV is taken into account. Reprinted figure with permission from [55], copyright (2016) by the American Physical Society.

### 5.4. Ultrafast reduction of \( \omega_p \): transient reflectivity measured by 7 fs pulse

The temporal change in \( \Delta R/R \), for \( t_d = 0–150 \) fs, measured using the 7 fs pulse (\( I_{ex} = 0.8 \) mJ cm\(^{-2} \), 9.8 MV cm\(^{-1} \)) is shown in figure 16(a). The spectral window 0.58–0.95 eV in figure 16(a) is shown by the white arrow in figure 15(a).

A quantitative comparison between the results of 100 and 7 fs measurements is difficult because the excitation pulse energy and the field amplitude of the 7 fs pulse are higher than those of the 100 fs pulse. However, the spectral shapes of \( \Delta R/R \) for these measurements are qualitatively consistent at \( t_d = 0.1 \) ps, although the detailed values of \( \Delta \omega_p \) and \( \gamma \) are different, as described below. The time evolutions of \( \Delta R/R \) at (i) 0.85, (ii) 0.73 and (iii) 0.62 eV are shown in figure 16(b). The decrease in \( R \) appears on the time scale of ~20 fs, and has an oscillating structure with a period of 20 fs at 0.85 eV, reflecting the ultrafast reduction and the oscillation of \( \omega_p \) (figure 16(b)-(i)). The slower rise (~80 fs) is observed at 0.62 eV (figure 16(b)-(iii)), where \( \Delta R/R \) reflects the increase in \( \gamma \) (figure 15(c)).

Figures 17(a)–(f) show the \( \Delta R/R \) spectra at various time delays, \( t_d = 0–80 \) fs. As indicated by the blue curve in figure 17(b), \( \Delta R/R \sim -0.4 \) at around 0.7 eV corresponds to the 2.8% decrease in \( \omega_p \) at \( t_d = 18 \) fs, whereas a 30% increase in \( \gamma \) at \( t_d = 80 \) fs (red-dashed curve in figure 17(f)) with a 1.7% decrease in \( \omega_p \) (blue-dashed curve in figure 17(f)) is observed. Thus, the ultrafast (~20 fs) reduction of \( \omega_p \) and the
5.8% increase in \( \Delta R/R \) of about 40 fs, and (ii) the coherence of charges induced by the oscillating light-field can survive at such an early stage. Thus, we should employ a deterministic description using an interaction between the oscillating charges with frequency \( \omega_p \) and other charges and/or lattice, instead of a stochastic description.

In the simplest model of elastic scattering, the phase of oscillating charges merely shifts. Such a deterministic picture is justified during the short-time period while few scatterings occur. Then, a typical response function \( \chi(t) \) for the oscillating charges is schematically shown in figure 18(a). The spectral response function \( \chi(\omega) \) is obtained by the Fourier transform of \( \chi(t) \). The windowed Fourier transforms lead to the spectrograms of \( \chi(t) \) (figure 18(b)) and time-resolved spectra \( \chi(\omega) \) at 20 fs (black line) and 40 fs (red line) (figure 18(c)). The phase shift results in a spectral dip (figure 18(b)). Thus, one possible explanation for the spectral dip is an interaction between the charges oscillating with \( \omega_p \) and other charges or lattice modes. To discuss the origin of the experimentally observed spectral dip, we should make further investigations from both experimental and theoretical viewpoints. However, they are beyond the scope of this review.

The time evolutions of \(-\Delta \omega_p/\omega_p\) (blue dots) and \(\Delta \gamma/\gamma\) (red dots) are obtained from the Lorentz analysis and shown in figure 19(a). Figure 19(b) shows the time evolution of the green shaded area of the dip in figures 17(d) and (e) discussed above. The dip appears at \( t_d = \sim 40 \) fs, which approximately corresponds to the averaged scattering time \( h/\gamma \) for the steady state \( R \) spectrum [\( \gamma = 0.125 \) eV(25 K)], although the
mechanism of this agreement remains unclear. In addition, the decay time of the dip roughly corresponds to the growth time of $\gamma$, which seems to reflect the crossover from a coherent process to a stochastic process.

An oscillating structure with a period of 20 fs is observed in the time evolution of $-\Delta\omega_p/\omega_p$ in figure 19(a). This 20 fs oscillation is also seen in the raw data in figures 16(a) and 16(b). The period corresponds to the $\sigma$ peak at $\sim 0.2$ eV in figure 14(a), corresponding to the charge gap ($h\omega_0 = 0.1-0.2$ eV) [62, 92]. The different energy scales between $h\omega_{p0}$ (0.7 eV) and $h\omega_0$ (0.1-0.2 eV) allow us to detect the time-domain oscillation of $\omega_p$ with frequency corresponding to $\omega_0$.

It is finally noted that the $-\Delta\omega_p/\omega_p$ persists even after $\sim$ps. We observed a coherent phonon with a frequency of 62 cm$^{-1}$ for the longer time delay (not shown) which has been assigned as an alternating displacement for the direction perpendicular to the one-dimensional chain [89]. Considering that the 62 cm$^{-1}$ mode strongly modulates $t$, the long-lived $-\Delta\omega_p/\omega_p$ is attributable to the lattice stabilization. Owing to this lattice effect, the reduction of $t$ persists even after the rise in the electron temperature. This is very different from the fact that the transient CO disappears within 40 fs in $\alpha$-(BEDT-TTF)$_2$I$_3$ [13].

6. Summary and future perspective

We have demonstrated that transient charge localization is induced by a driving high-frequency field of a 7 fs near-infrared 1.5-cycle pulse in organic conductors. In the quasi-two-dimensional system $\alpha$-(BEDT-TTF)$_2$I$_3$, the transient short-range CO state in the metallic phase is realized. In contrast to such drastic change from the metal to the CO in $\alpha$-(BEDT-TTF)$_2$I$_3$, the dynamics of the field-induced reduction in the transfer integral is captured as the red-shift of the plasma-like reflectivity edge in the quasi-one-dimensional organic conductor (TMTTF)$_2$AsF$_6$.

Our studies on the charge localization have been motivated by the theory of dynamical localization for tight-binding models under a continuous field [14–18]. However, the results of pump–probe experiments using 1.5-cycle 7 fs pulses and the theoretical studies which are presented in this review indicate that a pulsed field contributes to the localization with the help of their characteristic lattice structures and Coulomb repulsion.

Here, we summarize the difference between the results of $\alpha$-(BEDT-TTF)$_2$I$_3$ [13, 54] (sections 3, 4) and those of (TMTTF)$_2$AsF$_6$ [55] (section 5). In the quasi-two-dimensional organic conductor $\alpha$-(BEDT-TTF)$_2$I$_3$, the reduction of $t$ just above $T_{CO}$ can induce the M–I transition accompanied by the drastic change in the optical conductivity spectrum, i.e., spectral weight transfers from lower to higher-energy regions. On the other hand, in (TMTTF)$_2$AsF$_6$, the charge disproportionation [0.585(rich)–0.415(poor)] in the CO phase is much smaller than that in $\alpha$-(BEDT-TTF)$_2$I$_3$ [0.8(rich)–0.2 (poor)]. This can be understood by the fact that quantum fluctuations are more effective to reduce the long-range order in quasi-one-dimensional (TMTTF)$_2$AsF$_6$. Therefore, optical excitations in the near-infrared region are little influenced by the CO in (TMTTF)$_2$AsF$_6$. Indeed, the near-infrared reflectivity at low temperature is well reproduced by the Lorentz model characterized by $\omega_p$ and $\gamma$, while the weak bond.
alternation is responsible for the dimerization gap [92] at 0.1–0.2 eV. Therefore, the near-infrared spectrum of (TMTTF)$_2$AsF$_6$ is suitable for detecting the field-induced increase in m (or decrease in t), although this compound is not suitable for seeking any field-induced drastic transition (as actually observed in $\alpha$-(BEDT-TTF)$_2$I$_3$).

As mentioned above, the theories of the dynamical localization have been originally developed for a continuous field with a frequency much higher than resonant frequencies. As for the usage of a pulsed field, this concept is (at least qualitatively) valid also for a 1.5-cycle pulse, because the essence of this effect is the time average during the cycle ($\sim$5 fs for near-infrared region) of the oscillating field as shown in the introduction:

$$I_{\text{eff}} = \frac{1}{T_{\text{osc}}} \int_{0}^{T_{\text{osc}}} I(t) e^{i\vec{r}_0 \cdot \vec{A}(t')} dt'.$$

In such a short-time-domain, it is difficult to include contributions from resonance effects. In fact, the central photon energy of our excitation pulse is $\sim$0.8 eV which is not so far from the resonance that could be realized for a very long pulse. Thus, resonance effects are not so effective for a nearly single-cycle field in comparison with those for a continuous field, although we should consider those more in detail for quantitative studies.

Another interesting point is that the transient CO persists for $\sim$40 fs after the electric field of light turns off in $\alpha$-(BEDT-TTF)$_2$I$_3$. In contrast to the longer lifetime ($\sim$1 ps) of the reduction of $\tau$ in (TMTTF)$_2$AsF$_6$ realized by the lattice stabilization, the 40 fs lifetime in $\alpha$-(BEDT-TTF)$_2$I$_3$ suggests a different possibility, i.e., the nonequilibrium electronic state driven by the light-field survives for $\sim$40 fs as suggested by theories considering the correlation effect [23, 24].

As a future problem, application of a half-cycle ($\sim$2 fs) light-field is expected to cause a drastic response. The situation is very different for the half-cycle pulse from the $\sim$single-cycle pulse shown in this review. If we optimize a CEP for the half-cycle pulse, we will be able to realize a direct manipulation of an electronic polarization in the ultrafast peta-Hz (PHz) frequency region. Considering that our target compounds $\alpha$-(BEDT-TTF)$_2$I$_3$ and (TMTTF)$_2$AsF$_6$ are recognized as electronic ferroelectrics, a PHz manipulation of the electronic ferroelectricity is expected.

In this review, we focused on the strongly correlated metal or the small-gap insulator. Another interesting target for the strong light-field-effect in correlated systems is superconductors. From a theoretical point of view, a new mechanism of photoinduced superconductivity is discussed in terms of the dynamical localization [26]. Furthermore, investigation of strong field effects on superconductivity in femtosecond–attosecond time scales enables us to expect clarification of mechanisms of high-temperature superconductivity with energy scales $>$0.1 eV [93].
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