Identification of the fractures of carbonate reservoirs and determination of their dips from FMI image logs using Hough transform algorithm
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Abstract. Carbonate reservoirs are of great importance due to having many fractures and the effectiveness of these fractures in oil production. The most effective tools for studying fractures are image logs that capture high resolution images from the well. An example of these images is the FMI tool, which provide important information on the orientation, depth, and type of fracture. Today, the detection of fractures on these logs is done manually, which in the absence of sufficient experience, will encounter errors. The purpose of this study is to identify the reservoir fractures and the dips of the fractures using Canny edge detection algorithm and Hough transform algorithm and image processing operators, so that in the first stage, fractures are identified in Geolog Software and in the second stage, using MATLAB Software, fractures and their dip are interpreted.

1 Introduction

In reservoirs with natural fractures, these fractures control the behavior of the reservoir. When fractures are open, they create pathways for hydrocarbon to move into the well, and may even turn low permeability reservoirs into high-yield samples. Conversely, when fractures are filled or cemented, they act as a barrier to the movement of hydrocarbons to the well (Haller and Porturas, 1998; Nelson, 1985; Serra, 1989). The core is the main source of information about small-scale fractures. However, the core has several major limitations for studying the fractures: high cost, low recovery at break intervals, and so on. Changing the direction of the brain during brain thinking does not include these limitations against image logs (Khoshbakht et al., 2012; Safinya et al., 1991). Borehole imaging logs is actually a virtual image of a well that has a high resolution which can display the details of the well (Burgess and Peter, 1985). The FMI log provides up to 80% coverage for wells 8.5 inches in diameter. These logs provide important information on the orientation, dip, and type of fracture (Khoshbakht et al., 2012). Torres et al. (1990) Proposed a method based on the Hough transform function to identify fractures. Hall et al. (1996) used the Hough transform method in 3D space to identify fractures. Kherroubi (2008), in an article entitled automatic separation of open fracture traces from the borehole imaging logs, separated fracture traces by morphological operations. Assous et al. (2013), in a report entitled automatic detection of plate characteristics in wells, presented a new algorithm for detecting plate properties in micro-resistivity wells. Taiebi et al. (2017) automatically identified sinus fractures using Walsh–Hadamard algorithms and the K-means clustering method and Hough transform. In their major work, they also relied on edge information to isolate sinusoidal plate features. Shafiabadi et al. (2020) identified the fractures of the reservoir from the FMI image log using Sobel and Canny edge detection algorithms along with comparison of the performance of these two algorithms. The purpose of this study is to identify the reservoir fractures and to find the fractures dips using Hough transform algorithm and image processing operators without using Artificial Intelligence (AI) methods.

1.1 FMI imaging tools

The FMI (Formation Micro-Imager) was developed in 1991 by Schlumberger (Schlumberger, 1991). It has 4 arms and 4 pads with 24 electrodes on each pad and a total of 192 electrodes. The Formation Micro-Imager tool is capable of radial micro-resistivity measurements (vertical resolution: 0.200 (0.5 cm), vertical sampling: 0.100, and depth of investigation: 3000). The image logs of the well provide a cylindrical image. Now, if this element is cut along its axis and
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opened, flat structures appear as sinusoidal curves (Fig. 1) (Schlumberger, 2002; Serra, 1989).

2 Geological setting

The Zagros Sedimentary Basin is part of the southern margin of the Tethys Ocean and one of the most important oil basins in the world (Alavi, 1994). One of the most important zones of the Zagros Belt and Thrust Belt is Dezful embayment that in SW Iran. Dezful embayment is a cavity that developed in the Early Miocene at the front of the Izeh Zone (Bordenave and Hegre, 2005; Kazemi, 2009). Gachsaran Oilfield is one of the biggest oilfields in the Dezful Embayment (Fig. 2) (Bordenave and Hegre, 2010). In this research, two wells from the Gachsaran oilfield located in southwest of Iran have been selected for processing and interpretation using Geolog Software and MATLAB.

3 Image log interpretation

3.1 Open fracture

The craters of these fractures are filled by drilling mud, and if the mud is conductive, the resistance recorded by the image log is much lower than that of the rock background. Therefore, open fracture is seen as a complete or continuous sine wave in the image log (Fig. 3a) (Schlumberger, 2002).

3.2 Closed fracture

These fractures are more resistant than their surroundings. When the FMI passes through a fractured fracture, due to the diffusion of the flow injected into the well, there is a difference in resistance (dark or light) between the two sides of the fracture plane in the area of fractures. This difference in resistance is called a halo effect, which is a sign of identifying fractures (Fig. 3b) (Schlumberger, 2002).

3.3 Fault

The faults are complications such as fractures, except that the plate displacement is greater in the faults. Although it is important to detect faults in the image logs, this phenomenon is rarely detectable because of the small diameter of the drilled well (Serra, 1989). An example of the fault observed at well B is shown in Figure 3c. One of the reasons for the existence of faults at this depth can be considered as fracture density in this area.

4 Image processing

Image processing is the application of a set of techniques and algorithms to a digital image to analyze, enhance, or optimize image characteristics such as sharpness and contrast. Image-processing terminology is mainly derived from the mathematical functions used (e.g., Laplacian and Gaussian filters are used for image enhancement) (Gonzalez and Woods, 1992).

4.1 Histogram equalization

Increasing contrast is one of the important issues in image processing. Histogram Equalization (HE) is one of the common ways to improve contrast in digital images. Histogram equalization increases the contrast of the image to its original state, which means improved image quality and increased processing accuracy (Hum et al., 2014).

4.2 Contrast

Image arithmetic is the implementation of standard arithmetic operations, such as addition, subtraction, multiplication, and division, on images. The addition of two images is the addition of the brightness of the pixels corresponding to the two images. One of the most important uses of adding two images is to add a backdrop to the image. Subtraction two images to reduce the brightness of the pixels corresponding to the two images. Individe is used to split two images. Multiplication is used to multiply two images (Gonzalez and Woods, 1992). Multiplication brightens gray-scale images and darkens image division.

4.3 Edge detection

Edge detection is actually a set of mathematical operations that can help identify areas of the image where the brightness changes drastically. Edges are usually defined as curved lines. Physical changes appear as color changes and brightness changes as edges in the image. (Umbaugh Scott, 2010).

4.3.1 Canny edge detection

Gradient detection methods reveal edges by searching for the maximum or minimum of the first derivative in the image. The gradient is expressed as (Gonzalez et al., 2004):

\[ \nabla f(x, y) = [G_x, G_y] = \left[ \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y} \right]. \]

The gradient range is obtained from the following equation:

\[ \text{mag}(\nabla f) = (G_x^2 + G_y^2)^{\frac{1}{2}}. \]

The direction (angle) is calculated as follows:

\[ \phi(x, y) = \arctan \left( \frac{G_x}{G_y} \right). \]
Among the most important edge detection filters based on the first derivative, we can mention the Roberts, Prewitt, Canny and Sobel filters. The Canny edge detection was created by John F. Canny in 1983 (Canny, 1983). The Canny algorithm is very sophisticated and, of course, contains high accuracy results but will take a long time to implement. The steps in the Canny algorithm are as follows (Gonzalez and Woods, 1992; Liu et al., 2016; Muthukrishnan and Radha, 2011):

1. Removal of noise, unwanted textural artefacts and unwanted edges, through Gaussian smoothening of the image data.

2. Finding gradients; after smoothing the image next step is to find the strength of edge by taking the gradient of the image. Sobel operator is used to perform 2-D spatial gradient measure on an image. The edges should be marked where the gradients of the image have large magnitudes, finding the gradient of the image by feeding the smoothed image through a convolution operation with the derivative of the Gaussian in both the vertical and horizontal direction.

3. Non-maximum suppression; only local maxima should be marked as edges. Finds the local maxima in the direction of the gradient, and suppresses all others, minimizing false edges.
4. Double threshold. Potential edges are determined by thresholding, instead of using a single static threshold value for the entire image, the Canny algorithm introduced hysteresis thresholding, which has some adaptively to the local content of the image. There are two threshold levels, \( t_h \), high and \( t_l \), low where \( t_h > t_l \). Pixel values above the \( t_h \) value are immediately classified as edges.

5. Edge tracking by hysteresis. Final edges are determined by suppressing all edges that are not connected to a very strong edge.

The lower the threshold, the more lines become detectable, on the other hand a high threshold may lose weak lines or parts of the lines. \( \sigma \) plays the role of a scale parameter for the edges. Large values of \( \sigma \) produce coarser scale edges and small values of \( \sigma \) produce finer scale edges. Larger values of \( \sigma \) also result in greater noise suppression. This \( \sigma \) should not be confused with standard deviation (Huang and Wang, 2008).

4.4 Hough transform

The Hough transform invented by Richard Duda and Peter Hart in 1972 (Duda and Hart, 1972). The Hough transform is a way of extracting features in image analysis, computer vision, and digital image processing (Duda and Hart, 1972; Gonzalez et al., 2004). Since the boundaries are determined at the edge detection stage, the exact shape of the edge segments that correspond to fractures are found using pattern recognition in order to characterize these curves fully. The Hough transform is an established method for detecting complex patterns of points in binary image data, and has been known to perform well in the presence of noise, extraneous data and occlusions (Illingworth and Kittler, 1988). This edge description is commonly obtained from a feature detecting operator such as the Roberts Cross, Sobel or Canny edge detector and may be noisy, i.e. it may contain multiple edge fragments corresponding to a single whole feature. The idea of the Hough transform is, that every edge point in the edge map is transformed to all possible lines that could pass through that point (Fig. 4). After applying the edge detection algorithm and getting the final results, the next step is to use the Hough algorithm. The input image in the Hough algorithm is the colored image (RGB) obtained from the result of the Canny edge detection algorithm.

4.5 Curve fitting

Curve fitting is the process of constructing a curve, or mathematical function, that has the best fit to a series of data points (Fig. 5). Most commonly, one fits a function of the form \( y = f(x) \) (Kolb, 1984).

4.6 Find dip of fractures

The dip is an angle that can have any value between 0° (horizontal plane) to 90° (vertical plane) (Aguilera, 2010). Figure 6 shows how to calculate the dip from the sinusoidal curves in the FMI Log.

5 Discussion and results

The field of study consists of FMI images of two wells A and B, for which there are two sections selected from each well. More information on these sections is given in Table 1.
and in Figure 7. Figure 7 shows the open and closed fractures and faults in wells A and B along with their standard deviation. (a) Closed fracture, (b) open fracture in well A, (c) closed fracture and (d) fault in well B.

Table 1. Table of dip and number of pixels of open and closed fractures and fault.

| Case | Well | Type fracture | Depth interval | Vertical pixel number |
|------|------|---------------|----------------|----------------------|
| 1    | A    | Closed fracture | 2701.3–2702    | 150                  |
| 2    | A    | Open fracture  | 2568.2–2569.8  | 300                  |
| 3    | B    | Closed fracture | 2167.7–2168.8  | 200                  |
| 4    | B    | Fault          | 2171.9–2173    | 200                  |

Fig. 7. Displays open and closed fractures and fault along with their standard deviation. (a) Closed fracture, (b) open fracture in well A, (c) closed fracture and (d) fault in well B.

Table 2. Contrast change interval in imadd, imsubtract, immultiply, imdivide operators.

| Change interval | End of interval | Beginning of interval | Operator |
|-----------------|-----------------|-----------------------|----------|
| 4               | 128             | 0                     | imadd    |
| 4               | 128             | 0                     | imsubtract |
| 1               | 14              | 1                     | immultiply |
| 1               | 14              | 1                     | imdivide  |

Contrasting gray scale images can cause the edges to intensify or fade. Hence, obtaining the correct sequence of operators and the number intervals will give a better edge representation in the edge recognition algorithm. Figure 8 illustrates the application of contrast operators such as addition, subtraction, and division on fracture and the effect of each of them on the shape. Given the better performance of the addition operator seen in Figure 8, we can obtain different results from the contrast by adding value on closed fracture as shown in Figure 9. To perform the Canny edge detection method on gray scale images, number 4 is placed in the range of 0–1 in the threshold interval, in which there are 6 different states that can be seen in Table 3. These six states create an interval of threshold changes in the edge recognition operator, so that their results in finding the edge differ from those of the other states. On the other hand, the choice of different r creates new statistical conditions for the edges in each of the 6 states.

The study interval for r is selected from $\sqrt{1}$ to $\sqrt{25}$. Because in the binary image edge is white and the background is black, it is not appropriate to use the multiplication
operator. In total, for each case study, 12,000 images were created that the Canny algorithm was able to identify the fracture edges in a certain range of thresholds, $\sigma$ and operator numbers and are presented in Table 4. Table 4 presents a summary of the threshold and $\sigma$ and its operators, which due to the high volume of data obtained from this algorithm, we cannot express the whole results in this paper, so some examples are shown in Table.

**Fig. 8.** Displays changes made after adding and subtracting and division operators on closed fractures.

**Fig. 9.** Examples of adding value and changing the edges.
Table 3. Six states made for threshold usable in Canny edge detection.

| States | Beginning of threshold | End of threshold |
|--------|------------------------|------------------|
| 1      | 0.1                    | 0.4              |
| 2      | 0.1                    | 0.6              |
| 3      | 0.4                    | 0.6              |
| 4      | 0.4                    | 0.9              |
| 5      | 0.6                    | 0.9              |
| 6      |                        |                  |

Table 4. Summary of the appropriate range of threshold and $\sigma$ and operator parameters.

| Case | Threshold range | $\sigma$ range | Operator | Operator parameter |
|------|----------------|----------------|----------|--------------------|
| 1    | [0.1–0.9]      | 7–Apr          | Imadd    | 40–44              |
| 2    | [0.4–0.9]      | 25–Oct         | Imadd    | 110–124            |
| 3    | [0.1–0.9]      | 18–Sep         | Imadd    | 54–60              |
| 4    | [0.6–0.9]      | 23–25          | Imadd    | 116                |

Fig. 10. Displays the dip of fractures in *Geolog Software*, (a) closed fracture and (b) fracture in well A, (c) closed fracture and (d) fault in well B.

Fig. 11. The result of applying a Hough transform algorithm.
Figure 10 shows the dip of the fractures obtained with the azimuth of each section. By selecting a range of fracture detection variables using the Hough transform algorithm, we convert the pixels in images adjacent to 3 pixels lines from the binary image space to the coordinate space and create the edges as discontinuous points in the coordinate space we have. Figure 11 shows the application of the Hough transform algorithm to identify fractures on open and closed fractures and fault. Using the existing continuous lines, we can calculate the fracture angle in each case (Tab. 5). The values comparable to the results of the Geolog Software and the geological interpretation are given in Table 5. The final results of fracture identification and dip determination in this study show that the geological results are close to the Hough transform algorithm.

6 Conclusion

This paper proposed a novel methodology for fracture extraction and fracture dip determination from FMI image logs. This method was performed in three steps. In the first step, the raw data were processed by Geolog Software, and as a result their fractures and dips were determined. In the second step, using the Canny edge detection algorithm, Hough transform algorithm and image contrast operators, their fractures and dips were determined. In the last step, the results of the above two methods were compared with the main results of interpretation. Consequently, the use of Hough transform algorithm in this study to determine the dips of fractures contained the same values of the interpretation results. Finally, it can be concluded that the proposed method for identification and determination of fractures has shown excellent performance.
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