Pumping and mixing in active pores
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We show both numerically and analytically that a chemically patterned active pore can act as a micro/nano-pump for fluids, even if it is fore-aft symmetric. This is possible due to a spontaneous symmetry breaking which occurs when advection rather than diffusion is the dominant mechanism of solute transport. We further demonstrate that, for pumping and tuning the flow rate, a combination of geometrical and chemical inhomogeneities is required. For certain parameter values, the flow is unsteady, and persistent oscillations with a tunable frequency appear. Finally, we find that the flow exhibits convection rolls and hence promotes mixing in the low Reynolds number regime.

The manipulation of fluid flow at the micro- and nanometer scale has currently attracted the attention of a large scientific community. Indeed, the emerging techniques of micro- and nanofluidics have been applied successfully to the synthesis of microparticles, to the transport of biomaterials, and to the functioning of chemical reactors. Such techniques have been exploited in biomedical research to study and manipulate biological tissues, and to develop both new drugs and means of delivering them. Similarly, inkjet printing, a common technique for 3D fabrication, requires fluids to be pumped through channels with a diameter of \( \sim 50–80\text{µm} \). Moreover, lab-on-a-chip setups have been employed both in medical research as well as in clinical diagnosis and treatment. In all these situations, a fluid needs to be pumped in a controlled fashion, making micropumps a basic component of many microfluidic systems. In addition, controlling chemical reactions within such microfluidic devices requires the stirring of solutions by means of micromixers. As the cross-sections of the channels are reduced, surface and finite size effects become more relevant and can be exploited for designed microfluidic applications.

From this perspective, phoretic phenomena can provide an intriguing technique to manipulate fluid flows in a micro/nano-channel or pore. In particular in diffusioosmosis, inhomogeneous densities of certain components of the solution set up local pressure imbalances in the vicinity of solid walls, hence leading to the onset of a net nonzero flow rate \( \tilde{Q} \neq 0 \). One way of inducing such local pressure gradients at steady-state is to fabricate chemically or geometrically inhomogeneous pores. A similar procedure has already been exploited for colloids and led to the realization of self-phoretic Janus particles. For these colloids net motion is attained because half of their surface is covered with a catalyst promoting a chemical reaction which in turn is responsible for the inhomogeneous density of reaction products along the surface of the colloid. Interestingly, even colloids homogeneously covered with catalyst can swim due to an instability triggered when the transport of solute by advection is comparable to that due to diffusion.

In this Letter, we show that diffusiophoresis within inhomogeneously chemically patterned pores can lead to the onset of spontaneous symmetry breaking (pumping), oscillations, and mixing. By means of both numerical simulations and analytical modeling we show that the onset of these regimes is controlled by three dimensionless parameters: the Péclet number (controlling the role of advection), the chemical patterning (controlling the surface inhomogeneity), and the corrugation (controlling the geometrical inhomogeneity). In particular, as reported previously, pumping does not occur for pores with homogeneous (constant) cross-sections or for pores with chemically homogeneous...
surface properties. In addition, beyond the stationary Stokes limit, the steady flow becomes unstable and we observe the onset of an “inertial phoresis” regime characterized by sustained oscillations, the frequency of which can be tuned upon varying the extent of the catalytic coverage of the pore. In all cases, convection rolls emerge, which can be exploited as so-called micromixers\cite{24,13}.

In the following, we consider hourglass-shaped pores, see Fig. 1 which is axially symmetric with respect to the $z$-axis and symmetric with respect to the plane $z = 0$ in the center (fore-aft symmetry). The pore is defined by its length $2L$, its maximum radius $R_{\text{max}}$, and its opening angle $\theta$ (Fig. 1). Thus, the spatially varying radius $R(z)$ is given by

$$R(z) = R_{\text{max}}(\theta) - \tan(\theta)(L - |z|).$$  (1)

Upon a change of $\theta$, $R_{\text{max}}$ is adjusted in order to approximately conserve the volume of the pore. The pore is filled with a Newtonian fluid, the dynamics of which is governed by the Navier-Stokes equation with no-slip boundary conditions on the pore walls. The surface of the pore is patterned with a catalytic coating in the section $z \in \{-a_{\text{cov}}, a_{\text{cov}}, L\}$, where the covering fraction $a_{\text{cov}}$ can vary from zero (no coating) to one (full coating). Such a catalytic coating enables a chemical reaction resulting in the local synthesis of reaction products, which in the following are summarily called “solute”. The solute is decomposed homogeneously in the bulk fluid with rate $\chi$ (with dimension sec$^{-1}$). In order to keep the model simple, we assume that the number densities of the reactants are kept constant in time and homogeneous in space, and that the number density $\rho$ of the solute is much smaller than the number densities of the fluid molecules such that effectively it can be regarded as an ideal gas. The effective interaction potential is repulsive, the flow field resulting from the initial one is directed from the solute-poor half of the pore to the solute-rich half\cite{25} (see Figs. 2(a) and 2(b)).

The competition between advective and diffusive transport is key to the dynamics we report. This competition is quantified by the Péclet number $Pe = v^* L / D$ which is proportional to the characteristic velocity $v^*$ and sets the ratio of the timescales of advective and diffusive transport. Since it is possible to vary $Pe$ by varying any of the three quantities, due to numerical efficiency, we varied $Pe$ by tuning the diffusion coefficient. Only the solute inside the thin region around the pore walls where $U_{\text{wall}} \neq 0$ contributes to diffusioosmosis. Therefore, we focus on the transport in this region. The characteristic velocity $v^*$ is estimated from the numerical simulations by averaging the velocity of the fluid close to the pore walls (see Sup. Mat.) for the cases in which pumping occurs, which yields $v^* = 1.3$ (0.0056 in lattice units).

For sufficiently small values of $Pe$ the flow field relaxes to a steady state characterized by convection rolls (Fig. 2(a)), which act to mix the fluid. These states are characterized also by a vanishing fluid flow rate

$$\dot{Q} = \frac{\tau_f}{(2L)^3} \int_0^{R(z)} \int_0^{2\pi} d\phi \ v_z(r, \phi, z)$$  (5)

(see the dashed line in Fig. 2(c)), which we report normalized by $(2L)^3/\tau_f$. However, upon increasing the value of $Pe$, we observe a non-vanishing steady-state fluid flow rate, $\dot{Q} \neq 0$ (Figs. 2(b) and 2(c)). In these steady
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states, the advection of solute compensates for the dif-

fusion which attempts to equilibrate the solute density in

both the fore and the aft half of the pore. As the convec-

tion rolls are present also in these pumping states, the

channel mixes and pumps the fluid at the same time.

Figure 3(a) shows the dependence of $\tilde{Q}$ on $P_c$, and it

highlights the presence of a crossover value of $P_c$ above

which pumping (i.e., $\tilde{Q} \neq 0$) occurs. The values of both

$P_c$ and $Q$ are sensitive to the chemical and geometri-

cal properties of the pore. Indeed, Fig. 3(b) shows that

pumping is suppressed in the limits of small ($a_{cov} \rightarrow 0$)

and large (in this case $a_{cov} \gtrsim 0.8$) chemical patterns,

respectively. In particular, we have found no pumping

steady state in the case of a pore fully covered with cata-

lyst ($a_{cov} = 1$). The onset of pumping is sensitive to the

geometry of the pore, too. In fact, Fig. 3(c) shows that

there are both lower and upper limits $\theta_{min} < \theta < \theta_{max}$

below and above which pumping does not occur. This

is in contrast to what has been (theoretically) reported

for colloidal particle which undergo a spontaneous sym-

metry breaking also in the case of homogeneous surface

properties.

Figure 3 clearly shows that the three dimensionless pa-

rameters ($P_c$, $a_{cov}$, $\theta$) which we have identified play a

crucial role in the onset of the spontaneous symmetry

breaking. Therefore the rich phenomenology that we re-

port here cannot be attained for low Péclet numbers (no

advection), homogenous chemical patterning (small and

large values of $a_{cov}$) and for flat or very corrugated chan-

nels (small and large values of $\theta$).

Remarkably, there is a regime (solid symbols in Fig. 3),

with $P_c > P_{c^{osc}}$, $a_{cov} > a_{cov}^{osc}$, and $\theta > \theta^{osc}$, in which

$Q$ exhibits sustained oscillations about a non-vanishing

flow, rather than converging towards a steady state (see

the full line in Fig. 2(c)). These sustained oscillations are

qualitatively different from those observed in Ref. [42]

which occur at zero pumping rate. Here, the pulsatile-

like flow arises from a negative feedback loop which works

as follows. An initial increase in $Q$ causes the solute to be

adverted away from the center of the pore at a rate

faster than the rate at which the catalysis at the wall can

replace it. This results in a large amount of solute (which

we denote as a plume) which is rapidly ejected from the

wall (see Sup. Video). The depletion of solute from the

center of the hourglass causes the flow $J$ of the solute, 

i.e.,

$$J = \int_0^{R(0)} dr \int_0^{2\pi} d\phi \, v_z(r, \phi, z = 0) \rho(r, \phi, z = 0)$$

(6)

to be reduced even as $\tilde{Q}$ increases. This eventually trig-

gers a decrease in the asymmetry of the solute between

each half of the pore. Eventually, $Q$ is diminished, even

though the center of the pore repopulates with solute,

and the solute flow $J$ increases. This delay between $Q$

and $J$ is visible in Figs. 3(a) and (b), and is a result of the

non-zero relaxation time $\tau_f = (2L)^2 / \nu$ of the fluid

velocity distribution. Accordingly, the sustained oscil-

lations occur when the fluid velocity cannot adiabatically

follow the solute density field. This latency triggers an

instability and prevents relaxation to a steady state.

Interestingly, the onset of sustained oscillations roughly

coincides with the regime in which the time-

averaged flow rate $Q$ diminishes upon an increase in

$P_c$; i.e., upon favoring even further advection with re-

FIG. 2. Panels (a) and (b). Snapshots of the steady-state velocity profile in the plane $x = 0$ for $P_e = 2.0$ and 2.4, respectively. In panel (c), the size of the simulation box is adjusted so as to keep the volume of the pore constant. The dashed lines are guides to the eye.

FIG. 3. Time-averaged flow rate $\langle \tilde{Q} \rangle$. Open (solid) symbols mark systems which converge to a steady state (limit cycle). $\langle \tilde{Q} \rangle$ (a) as function of $P_e$ for $\theta = \pi/6$ and for $a_{cov} = \{0.45 (\square), 0.55 (\bigtriangledown), 0.65 (\triangledown)\}$; (b) as function of $a_{cov}$ for $\theta = \pi/6$ and for $P_e = \{2.4 (\bigtriangleup), 5.3 (\square), 8.0 (\triangle)\}$; (c) as function of $\theta$, for $\{P_e, a_{cov}\} = \{(5.3, 0.45) (\bigtriangleup), (8.0, 0.45) (\bigtriangleup), (8.0, 0.55) (\square)\}$. For further parameters see the caption of Fig. 2. In panel (c), the size of the simulation box is adjusted so as to keep the volume of the pore constant.
spect to diffusion (Fig. 4(a)). Such a non-monotonic dependence of $\bar{Q}$ on $Pe$ is reminiscent of the one observed for both isotropic and Janus colloids \[29, 48, 49\]. To further characterize the sustained oscillations of $\bar{Q}$, we analyze their Fourier spectra ($S_{\bar{Q}\bar{Q}}$; see Sup. Mat.). Figure 4(c) shows rich power spectra with multiple excited modes. In order to analyze the dependence of the power spectra on the extent $a_{\text{cov}}$ of the chemical pattern, and on $Pe$, we focus on the period $T_{\text{max}}$ associated with that frequency for which the power spectrum attains its maximum: $2\pi \tau_T / T_{\text{max}}$. The dependence of $T_{\text{max}}$ on $a_{\text{cov}}$, normalized by the relaxation time of the fluid, is plotted in Fig. 4(d). In general, larger values of $a_{\text{cov}}$ result in larger values of $T_{\text{max}}$, but all values remain comparable to (but less than) the relaxation time of the fluid. Accordingly, the period of the oscillations is shorter than the relaxation time of the fluid, hence preventing the relaxation of the fluid velocity towards a steady state. Concerning the amplitude of the oscillations, Fig. 4(e) shows that larger values of $a_{\text{cov}}$ lead to larger amplitudes $\Delta \bar{Q} = (\bar{Q}_{\text{max}} - \bar{Q}_{\text{min}}) / 2$, defined as one half of the difference between the maximum, $\bar{Q}_{\text{max}}$, and the minimum, $\bar{Q}_{\text{min}}$, value of $\bar{Q}$ (i.e., to larger plumes). Interestingly, the comparison of Fig. 4(d) and Fig. 4(e) tells that larger periods $T_{\text{max}}$ are associated with larger amplitudes of the oscillations as both increase upon increasing $a_{\text{cov}}$. This different behavior on both sides of the oscillatory regime implies that the transition to oscillations from the side of smaller values of $a_{\text{cov}}$ is of a different kind as compared to the one which occurs upon approaching it from the side of larger values of $a_{\text{cov}}$. Indeed, in the former case, the amplitude of the oscillations grows smoothly from $\Delta \bar{Q} = 0$, i.e., a supercritical Hopf bifurcation occurs \[50\]. In contrast, upon approaching from large values of $a_{\text{cov}}$ ($a_{\text{cov}} \gtrsim 0.65$), the amplitude of the oscillations suddenly jumps from $\Delta \bar{Q} = 0$ to $\Delta \bar{Q} \neq 0$ (i.e., oscillations in $\bar{Q}$), i.e., a subcritical Hopf bifurcation occurs \[51\].

Finally, in Fig. 5 we report on the asymptotic dynamics as a function of two out of the three dimensionless parameters identified in Fig. 4, namely $Pe$ and $a_{\text{cov}}$ for a given value of the corrugation $\theta = \pi / 6$. In particular, we observe a minimum value of $Pe$ below which there is no pumping ($\bar{Q} = 0$) for any value of $a_{\text{cov}}$ and that $a_{\text{cov}} \approx 0.5$ maximizes the range of $Pe$ values for which pumping occurs. Interestingly, Fig. 5 shows that not only pumping (see Fig. 4), but also oscillations occur for a specific range of values of $Pe$ and $a_{\text{cov}}$ (in the present case $\theta$ is fixed). In order to understand the onset of pumping, we develop a semi-analytical approach based on the Fick-Jacobs equation \[51, 52\]. Within this approach, we couple Eq. 5, which governs the dynamics of the solute, to the stationary Stokes equation in the case of weakly varying pores for which we can apply the lubrication approximation (see Sup. Mat.). Without any fitting parameter, the theory semi-quantitatively reproduces the onset of pumping described by the condition $\Delta \Omega(Pe, a_{\text{cov}}) = 0$, where the function $\Delta \Omega(Pe, a_{\text{cov}})$ is given by the right-hand-side of Eq. (S71) of the Sup. Mat. This approach captures the corresponding values of $Pe_{\text{onset}}(a_{\text{cov}})$, as well as the two values of $a_{\text{onset}}^{\text{sup}}$ associated with a given value of $Pe$.

The typical experimental realization of phoresis relies on hydrogen peroxide decomposed by platinum. In such a setup, the role of the solute is played by oxygen, which has a diffusion coefficient of $D \approx 10^6 \mu m^2 s^{-1}$. This setup generates flows with characteristic velocities $v^* \lesssim 10 \mu m s^{-1}$ \[54\]. According to our results, for a symmetric active pore with $a_{\text{cov}} \approx 0.5$, pumping occurs for $Pe \approx 1$, and therefore for $L \approx 10^{-9} - 10^{-10} \mu m$. The fluid relaxation time for an aqueous solution ($\nu \approx 10^2 \mu m^2 s^{-1}$) in this pore is $\tau_f \approx 10^{-2} - 1 s$, and so we expect the oscillations to have a frequency in the order...
of $1/\tau_f \approx 1 - 100$ Hz.

By means of both numerical simulations and analytical modeling, we have shown that diffusioosmosis inside pores can lead to spontaneous symmetry breaking and sustained oscillations of the flow rate. In particular, our results show that the spontaneous symmetry breaking occurs when three conditions are met simultaneously: large Péclet number ($Pe \gtrsim 1$), inhomogeneous chemical patterning ($a_{cov} \neq 0, 1$), and mild channel corrugation ($0 < \theta < \theta_{max}$). The oscillations, which resemble a pulsatile flow, appear as an additional instability, occurring at higher values of $Pe$ than the spontaneous symmetry breaking leading to steady pumping. They occur if the magnitude of $a_{cov}$ lies between two “critical” values, one showing a subcritical and the other one a supercritical Hopf bifurcation. In particular, the frequency of these oscillations can be tuned hence paving the way for the design of a phoretic microfluidic oscillator. Interestingly, the three functionalities of the active pore (mixer, pump, oscillator) can be enabled via $a_{cov}$ which may be varied by changing the light source shining on the pore in the case in which the pore is coated by a photo-activated catalyst.
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I. COUPLING OF THE NAVIER-STOKES EQUATION WITH THE SOLUTE DENSITY

The presence of the interaction potential $U_{\text{wall}}$ between the wall and the solute molecules leads to a body force term in the Navier-Stokes equation:

$$\rho_f \left[ \frac{\partial}{\partial t} \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right] = -\nabla P + \mu \nabla^2 \mathbf{v} - \rho \nabla U_{\text{wall}},$$

(S1)

where $\rho_f$ is the fluid mass density, $P$ is the pressure, and $\mu$ is the dynamic viscosity. This body force drives the hydrodynamics. Furthermore, the continuity equation applies:

$$\frac{\partial}{\partial t} \rho_f = -\nabla (\rho_f \mathbf{v}).$$

(S2)

In the present work, we have focused on the limit of low Reynolds and Mach numbers for Eqs. (S1) and (S2). For high values of $Pe$ and of $a_{\text{cov}}$, the details of the initial condition may determine whether the pore fails to pump ($\tilde{Q} = 0$), pumps steadily, or displays persistent oscillations (see overlapping crosses and open/solid points in Fig. 5).

The occurrence of two possible asymptotic dynamics for the same pore is due to the term $\rho \mathbf{v} \rho$ in Eq. (3) which is non-linear in $\rho$ and couples to Eq. (S1). However, a complete study of the basins of attraction of the diverse steady-states is beyond the scope of the current study.

II. DEFINITION OF THE POWER SPECTRUM

The power spectrum $S_{\tilde{Q}\tilde{Q}}$ is defined as

$$S_{\tilde{Q}\tilde{Q}}(\omega) = \left| \frac{1}{\sqrt{T_{\text{rel}}}} \int_{T_{\text{rel}}}^{\infty} \tilde{Q}(t) e^{-2\pi i \omega t} dt \right|^2,$$

(S3)

where $T_{\text{rel}}$ is the relaxation time beyond which we consider the simulations to have attained sustained oscillations. For all simulations, we have $T_{\text{rel}}\tau_f^{-1} = 1.74$.

III. DEFINITION OF THE PÉCLET NUMBER

The Péclet number $Pe = \frac{v^* L}{D}$

(S4)
requires to introduce a characteristic velocity scale \( v^* \). We determine \( v^* \) from the average velocity of the fluid in a shell around the wall, as it is the solute in this region which drives diffusioosmosis. This shell comprises the region in which the potential \( U_{\text{wall}} \) is non-zero, and thus it is narrow compared with the pore radius. We carry out these measurements at steady pumping states. Pumping is maintained via advection in the solute-poor half of the pore and by carrying solute to the solute-rich half, where it eventually leaves this segment of the pore. Since \( v^* \) characterizes advection, the integration for taking the average is performed only in the solute-poor half. The average of the absolute value of the \( z \)-component of the velocity near the wall is

\[
\langle |v_z| \rangle = S \int_{-L}^{0} dz \int_{R(z)-L}^{R(z)} dr \int_{0}^{2\pi} d\phi |v_z(r, \phi, z)|, \tag{S5}
\]

where

\[
S = \left[ \int_{-L}^{0} dz \int_{R(z)-L}^{R(z)} dr \int_{0}^{2\pi} d\phi \right]^{-1}, \tag{S6}
\]

with the results shown in Fig. S1. The velocity \( \langle |v_z| \rangle \) is a function of \( D \) and \( a_{\text{cov}} \), with the maximum value being at most a factor of three larger than the minimum value. In order to capture the common order of magnitude, we define \( v^* \) as an average over the phase space:

\[
v^* = S' \int_{\Omega_p} dD da_{\text{cov}} \langle |v_z| \rangle(a_{\text{cov}}, D), \tag{S7}
\]

where

\[
S' = \left[ \int_{\Omega_p} dD da_{\text{cov}} \right]^{-1}, \tag{S8}
\]

and \( \Omega_p \) is the region of phase space exhibiting steady pumping which we have sampled. This procedure renders \( v^* = 1.3 |v_z|^* \) (0.0056 in lattice units). This value is used throughout the text.

### IV. FICK-JACOBS-BASED THEORY

#### A. Analytical approach

In this section, we show how the spontaneous symmetry breaking observed in the simulations can be revealed also semi-analytically. To this end, we employ a Fick-Jacobs-based technique in order to reduce the dimensionality of the description. We consider an axially symmetric pore with its axis along the \( z \) direction. The cross-section is thus circular with a radius which varies with \( z \). The ends of the pore are located at \( z = \pm L \). The pore walls are located at \( x^2 + y^2 = R_0^2(z) \), with the average radius \( R_0 \) defined as

\[
R_0 = \frac{1}{2L} \int_{-L}^{L} R(z) dz. \tag{S9}
\]

See Fig. S2 (a) for a sketch of the pore geometry. In the following we assume that a chemical reaction \( A \to B \) occurs in the bulk with the rate \( \xi_B(r) \), and that the reverse reaction \( B \to A \) occurs also in the bulk with the rate \( \chi \rho(r, t) \), where \( \rho \) is the number density of the reaction products (called solute from here on). For the sake of simplicity, we fix the number density of the reactant (species \( A \)) to be homogeneous in space and constant in time.

On top of the chemical reaction, the solute number density changes due to diffusion, due to advection, and due to the interaction with the pore walls. Thus, the solute number density \( \rho \) is governed by the differential equation

\[
\dot{\rho}(r, t) = -\nabla \cdot j(r, t) + \dot{\xi}_B(r) - \chi \rho(r, t), \tag{S10}
\]

where \( \dot{\xi}_B(r) \) is a non-negative source term, \( \chi \) is a positive sink constant, and the flux \( j(r, t) \) is given by

\[
j(r, t) = -D \nabla \rho(r, t) - \beta D \rho(r, t) \nabla W(r) + v(r, t) \rho(r, t); \tag{S11}
\]
FIG. S2. (a) Cartoon of the longitudinal cross-section of the active pore. The pore length is $2L$ and its variable radius is $R(z)$, with an average radius of $R_0$. The catalysis of the chemical solute occurs in the bulk (blue region) with a possibly spatially inhomogeneous rate. The reverse chemical reaction destroys solute also in the bulk with a spatially homogeneous rate (see inset). The pore walls interact with the solution via the effective potential $U_{wall}$. Convection rolls (dark blue arrows) emerge due to diffusioosmosis and eventually may lead to the onset of a net non-zero flow rate $Q$. (b) Transverse cross-section of the active pore. (c) Velocity profile induced by diffusioosmosis in a flat section of the pore. The velocity at the wall is a functional of the number density of solute and is given by, c.f., Eq. (S34).

$v$ is the velocity profile, and

$$W(r) = \begin{cases} U_{wall}(r), & |r| \leq R(z), \\ \infty, & \text{otherwise,} \end{cases} \quad (S12)$$

encodes the Hamiltonian interaction $U_{wall}(r)$ with the pore walls and the confinement of the solute inside the pore. Here we are interested in the regime in which the advection due to the longitudinal fluid flow (i.e., the contribution $v_z \rho$ in Eq. (S11)) dominates the term $\beta D \rho_r \partial_z W(r) e_x$ in Eq. (S11). This is particularly valid if the pore radius varies weakly, i.e., $\partial_z R(z) \ll 1$. Accordingly, Eq. (S11) reduces to

$$j(r,t) = -D \nabla \rho(r,t) - \beta D \rho(r,t) \partial_x W(r) e_x - \beta D \rho(r,t) \partial_y W(r) e_y + v(r,t) \rho(r,t), \quad (S13)$$

where $e_x$ and $e_y$ are the unit vectors along the x and the y axis, respectively. Due to the cylindrical symmetry of the pore, it is convenient to switch to cylindrical coordinates with $r$ as the distance from the z axis and $\phi$ as the angle of $r$ formed with the xz-plane (Fig. S2 (b)). Integrating Eq. (S10) over the cross-section and exploiting the axial symmetry of the system leads to

$$\int_0^{\infty} \rho(r,z) r dr = - \int_0^{\infty} \partial_z j_z(r,z) r dr - \int_0^{\infty} \partial_r (r j_r(r,z)) dr + \int_0^{\infty} (\dot{\xi}_B(r,z) - \chi \rho) r dr$$

$$= - \int_0^{\infty} \partial_z j_z(r) r dr + \int_0^{\infty} (\dot{\xi}_B(r,z) - \chi \rho) r dr. \quad (S14)$$

The above step exploits the fact that, due to Eq. (S12), there is no solute anywhere outside the pore, i.e.,

$$\rho(r > R(z)) = 0, \quad (S15)$$

and

$$j_r(r > R(z)) = 0. \quad (S16)$$

Therefore, the integrals over $r$ in Eq. (S14) eventually reduce to integrals inside the pore only. However, keeping the upper limit as infinity greatly facilitates the calculation. The incompressibility equation applies, i.e.,

$$\nabla \cdot \mathbf{v}(r,t) = \frac{1}{r} \partial_r (r v_r(r,t)) + \partial_z v_z(r,t) = 0,$$

where in the last step we have assumed that the axial symmetry of the pore leads to an axial symmetry of the velocity profile, i.e., $\partial_y \mathbf{v} = 0$. Equation (S17) allows us to define the order of magnitude of the radial component $v^*_r$ of the velocity as

$$v^*_r = \frac{R_0}{L} v^*_z, \quad (S18)$$
where $v_z^*$ is the order of magnitude of the longitudinal component of the velocity (as per Eq. (S5)):

$$v_z^* = 2\pi S \int_{-L}^{0} dz \, R(z) \sqrt{1 + \partial_z R(z)^2} |v_z(r = R(z), z)|,$$

(S19)

where

$$S = \left[ 2\pi \int_{-L}^{0} dz \, R(z) \sqrt{1 + \partial_z R(z)^2} \right]^{-1}.$$  

(S20)

We introduce the radial Péclet number $Pe_r$ by quantifying the relative magnitude of diffusive and advective timescales in the radial direction:

$$Pe_r = \frac{R_0 v_r^*}{D},$$

(S21)

and as per Eq. (S18)

$$Pe_r = \frac{R_0^2 v_r^*}{L D}.$$  

(S22)

In a sufficiently narrow pore ($R_0 \ll L$), one has $Pe_r \ll 1$. This means that diffusive and potential-driven transport dominates the advection due to the fluid flow in the radial direction. Furthermore — for the same diffusion coefficient and the same potential — the shorter the distance a solute needs to be transported in order to obtain equilibration, the shorter the associated timescale. Thus, in a narrow pore, the relaxation of $\rho$ along the radial direction occurs on shorter time scales as compared to the longitudinal direction. Accordingly, we assume no net transport along the radial direction (Fick-Jacobs approximation [51–53]), or

$$\partial_r (rj_r) = 0.$$  

(S23)

In order to gain analytical insight, in the following we assume that the source term is constant along the radial direction:

$$\hat{\xi}_B(z) = \begin{cases} \frac{\xi_B(z)}{\pi R(z)}, & r < R(z), \\ 0, & \text{otherwise}. \end{cases}$$

(S24)

Such an assumption is at odds with the numerical simulations which are based on a chemical reaction which occurs solely at the pore walls. Since the Fick-Jacobs approximation is crucial for obtaining a model which can be analytically solved, we shall compare the results stemming from that model with those results which belong to the numerical simulations. Indeed, the good agreement between these numerical data and the predictions of the model justify this approximation a posteriori. In the absence of fluxes through the pore walls, Eqs. (S23) and (S24) lead to the following ansatz (Fick-Jacobs approximation):

$$\rho(r, z, t) = p(z, t) \frac{1}{R_0^2} e^{-\beta W(r, z)} e^{-\beta A(z)},$$

(S25)

with $W(r, z)$ given by Eq. (S12) and

$$R_0^2 e^{-\beta A(z)} = 2\pi \int_{0}^{\infty} e^{-\beta W(r, z)} r dr.$$  

(S26)

Accordingly, inserting Eq. (S25) into Eq. (S14) and using Eq. (S13) leads to

$$\dot{p}(z, t) = \partial_z \left[ D \partial_z p(z, t) - \frac{Q(z, t)}{e^{-\beta A(z)}} \frac{p(z, t)}{R_0^2} \right] + \xi_B(z) - \chi p(z, t)$$

(S27)

with

$$Q(z, t) \equiv 2\pi \int_{0}^{\infty} v_z(r, z, t) e^{-\beta W(r, z)} r dr.$$  

(S28)
The range \( l \) (see Eq. (2)) of the interactions between the solute molecules and the pore walls is typically of molecular size. Hence, in order to keep the model as simple as possible, in the following we assume that \( l \ll R_0 \), so that \( e^{-\beta W} \approx 1 \) for \( r < R(z) \), and \( e^{-\beta W} \ll 1 \) for \( r > R(z) \). Since the dependence of \( \rho \) on \( r \) enters only via \( \exp(-\beta W) \), one concludes that \( \rho \) does not depend on \( r \). This assumption allows one to simplify Eq. (S25):

\[
\rho(r, z, t) \equiv \rho(z) \approx \frac{p(z, t)}{\pi R^2(z)}, \tag{S29}
\]

which implies

\[
\dot{p}(z, t) = D\partial_z^2 p(z, t) - \partial_z \left[ Q(t) \frac{p(z, t)}{\pi R^2(z)} \right] + \xi_B(z) - \chi p(z, t), \tag{S30}
\]

with

\[
Q(t) = 2\pi \int_0^{R(z)} v_z(r, z, t)rdr. \tag{S31}
\]

We note that Eq. (S31) is the fluid flow rate which, due to the incompressibility (see Eq. (S17)), does not vary along the \( z \) direction. We note that Eq. (S28) can be reduced to Eq. (S31) due to the approximation in Eq. (S24) which eventually leads to Eq. (S29).

Finally, at steady state, Eqs. (S30) and (S31) reduce to

\[
0 = D\partial_z^2 p(z) - \partial_z \left[ Q \frac{p(z)}{\pi R^2(z)} \right] + \xi_B(z) - \chi p(z), \tag{S32}
\]

with

\[
Q = 2\pi \int_0^{R(z)} v_z(r, z)rdr, \tag{S33}
\]

where, in order to keep the notation simple, we mark the steady state solution by omitting the time dependence.

In order to solve the problem, one finally has to express \( Q \) in terms of \( p(z) \). Indeed, the inhomogeneous distribution of solute induces a local phoretic slip velocity relative to the stationary pore walls. The \( z \)-component of this velocity is \( S28 \).

\[
v_0(z) = -\frac{\mathcal{L}}{\beta \eta} \nabla || \rho(r, z) \cdot \mathbf{e}_z, \tag{S34}
\]

where \( \mathcal{L} \) is the phoretic mobility (a negative constant which stems from a repulsive potential between the wall and the solute molecules), \( \nabla || \) is the derivative along the surface evaluated at the wall, and \( \mathbf{e}_z \) is the unit vector in the \( z \) direction. Due to the small scales of the pore \( (Re \ll 1) \), we describe the fluid via the Stokes equation together with the condition for incompressibility:

\[
\eta \nabla^2 \mathbf{v}(r, z) = \nabla P(r, z), \tag{S35}
\]

and

\[
\nabla \cdot \mathbf{v}(r, z) = 0, \tag{S36}
\]

where \( \eta \) is the dynamic viscosity, \( \mathbf{v} \) is the flow velocity, and \( P \) is the pressure. Equation (S34) acts as a boundary condition for the Stokes equation. As mentioned early on, the pore is considered to be narrow \( (L \gg R_0) \) and axially symmetric, as is the velocity profile. Within such a regime, we exploit the lubrication approximation \( S28 \) \((\partial_z^2 v_z \ll r^{-1}\partial_r (r\partial_r v_z))\) and solve Eqs. (S32) and (S36). This leads to

\[
v_z(r, z) = v_0(z) - \frac{\partial_r P(z)}{4\eta} \left[ R^2(z) - r^2 \right], \tag{S37}
\]

where \( v_0(z) = v_z(r = R, z) \). Note that \( \partial_r P(z) \) contains, in addition to a possible external pressure drop, also contributions from the Lagrange multiplier implementing \( \nabla \cdot \mathbf{v} = 0 \). As already mentioned, fluid incompressibility corresponds to a fluid flow rate \( Q \) which is constant in time:

\[
Q = 2\pi \int_0^{R(z)} v_z(r, z)rdr = v_0(z)\pi R^2(z) - \frac{\pi}{8} \frac{\partial_r P(z)}{\eta} R^4(z). \tag{S38}
\]
In the following we consider the special case in which there is no external pressure drop. Accordingly, \( P(z) \) has to fulfill periodic boundary conditions, i.e., the integral of \( \partial_z P(z) \) over the pore length must vanish:

\[
0 = \int_{-L}^{L} \partial_z P(z) \, dz = 8\pi \int_{-L}^{L} \frac{v_0(z)}{R(z)} \, dz - \frac{8\eta}{\pi} Q \int_{-L}^{L} \frac{dz}{R(z)}.
\]

(S39)

This allows one to determine \( Q \):

\[
Q = \pi \int_{-L}^{L} \frac{v_0(z)}{R(z)} \, dz / \int_{-L}^{L} \frac{dz}{R(z)}.
\]

(S40)

In the next step we obtain the slip velocity \( v_0(z) \) as a function of \( p(z) \). The vector perpendicular to the pore wall is \( n(\phi, z) \):

\[
n(\phi, z) = \frac{1}{\sqrt{1 + (\partial_z R(z))^2}} [-e_r + \partial_z R(z)e_z],
\]

(S41)

where \( e_r \) is the unit vector pointing in the radial direction. With this Eq. (S34) turns into

\[
v_0(z) = -\frac{L}{\beta \eta} \left[ \nabla \rho(r = R) \cdot e_z - (\nabla \rho(r = R) \cdot n)n \cdot e_z \right] = -\frac{L}{\beta \eta} \left[ \partial_r \rho - \frac{(\partial_z R) \rho + r^{-1} \partial_r (r \partial_r \rho)}{\sqrt{1 + (\partial_z R)^2}} \frac{\partial_z R}{\sqrt{1 + (\partial_z R)^2}} \right],
\]

(S42)

and, with Eq. (S29), \( \partial_r \rho = 0 \). We recall that Eq. (S33) is particularly valid in the regime of weakly varying pore radii. In this regime one has \( (\partial_z R)^2 \ll 1 \), and Eq. (S32) can be approximated as

\[
v_0(z) \approx -\frac{L}{\beta \eta} \partial_z \rho(z, r = R) = -\frac{L}{\beta \eta} \partial_z \left[ \frac{p(z)}{\pi R(z)^2} \right].
\]

(S43)

In order to gain analytic insight we expand Eq. (S32) around \( Q = 0 \). Accordingly, we expand \( p(z) \equiv p(z, Q) \):

\[
p(z; Q) = p_0(z) + \sum_{j>0} p_j(z) Q^j.
\]

(S44)

The functions \( p_0(z) \) and \( p_j(z) \) are independent of \( Q \). Plugging Eq. (S44) into Eq. (S32) leads to

\[
0 = D \partial_z^2 \left( p_0(z) + \sum_{j>0} p_j(z) Q^j \right) + \xi_B(z) - \chi \left( p_0(z) + \sum_{j>0} p_j(z) Q^j \right) - \frac{Q}{\pi} \partial_z \left[ p_0(z) + \sum_{j>0} p_j(z) Q^j \right] R^{-2}(z).
\]

(S45)

Grouping the terms together in accordance with the same order of \( Q \), and by using the fact that Eq. (S45) must be valid for any value of \( Q \), we obtain a hierarchy of equations, starting from an equation for the zeroth order contribution:

\[
0 = D \partial_z^2 p_0(z) + \xi_B(z) - \chi p_0(z),
\]

(S47)

the solution of which is then used to recursively determine the higher order contributions:

\[
0 = D \partial_z^2 p_j(z) - \chi p_j(z) - \frac{1}{\pi} \partial_z \left[ \frac{R(z)^{-2} p_{j-1}(z)}{R(z)^{-2} p_j(z)} \right], j > 0.
\]

(S48)

By using Eqs. (S29), (S13), and Eq. (S44), Eq. (S40) reads

\[
Q = -\frac{L}{\beta \eta} \left[ \int_{-L}^{L} \frac{dz}{R(z)} \right]^{-1} \int_{-L}^{L} R^{-2}(z) \left\{ \partial_z [R^{-2}(z)p_0(z)] + \sum_{j>0} Q^j \partial_z [R^{-2}(z)p_j(z)] \right\} \, dz.
\]

(S49)
We proceed by representing the pore radius $R(z)$ and the volumetric source strength $\xi_B(z) = \pi^{-1} R(z)^{-2} \xi_B(z)$ in terms of their Fourier coefficients:

$$R^{-2}(z) = \alpha_0 + \sum_{i>0} \alpha_i \cos(k_i z) \tag{S50}$$

and

$$\xi_B(z) = \xi_{B,0} + \sum_{i>0} \xi_{B,i} \cos(k_i z), \ k_i = \frac{\pi}{L} i. \tag{S51}$$

The quantities $\alpha_0$ and $\xi_{B,0}$ correspond to the mean values

$$\alpha_0 = \frac{1}{2L} \int_{-L}^{L} R^{-2}(z) dz \tag{S52}$$

and

$$\xi_{B,0} = \frac{1}{2L} \int_{-L}^{L} \xi_B(z) dz, \tag{S53}$$

respectively, while the coefficients $\alpha_i$ and $\xi_{B,i}$ control the variations around these means. These variations are left-right symmetric (i.e., w.r.t $z \leftrightarrow -z$) and later they will be chosen as to match the Lattice Boltzmann simulations. The mapping between the bulk source $\xi_B(z)$ and the surface source employed in the simulations will be specified later.

We proceed by performing the spatial Fourier expansions of $p_0(z)$ and $p_i(z)$ in space:

$$p_0(z) = p_{0,0} + \sum_{i>0} p_{0,i} \cos(k_i z) + \sum_{i>0} \tilde{p}_{0,i} \sin(k_i z), \tag{S54}$$

and

$$p_j(z) = p_{j,0} + \sum_{i>0} p_{j,i} \cos(k_i z) + \sum_{i>0} \tilde{p}_{j,i} \sin(k_i z), \ j > 0. \tag{S55}$$

Plugging these two expansions (Eqs. (S54) and (S55)), as well as the definitions for $R^{-2}(z)$ and $\xi_B(z)$ (Eqs. (S50) and (S51)) into Eqs. (S47) and (S48), leads to closed formulae for the functions $p_j(z)$ for any desired value of $j$. The contributions of order zero in $Q$ and $p_0(z)$ are obtained by solving Eq. (S47) together with Eq. (S51), in order to obtain the Fourier coefficients

$$p_{0,0} = \frac{\xi_{B,0}}{\chi}, \tag{S56}$$

and

$$p_{0,i} = \frac{\xi_{B,i}}{\chi + Dk_i^2}, \tag{S57}$$

and finally for $z \leftrightarrow -z$ symmetry reasons (Eq. (S47))

$$\tilde{p}_{0,i} = 0, \text{ for } i > 0, \tag{S58}$$

so that $p_0(z)$ is an even function. Therefore, and due to $R(z) = R(-z)$, the first term in the curly brackets in Eq. (S49) does not contribute to that integral. Indeed, the even modes of all functions $p_j(z)$ do not contribute to the integral. While the hierarchy of equations given by Eq. (S48) can now be solved to any order $j$, the solutions become increasingly cumbersome. Up to here, we have assumed that the amplitude of the corrugations is much smaller than the length-scale on which they vary (i.e., $\partial_z R(z) \ll 1$). In order to gain analytical insight into the contributions of the orders of $Q$ larger than zero, we further assume that the amplitude is small compared with the mean value $|R(z) - R_0| \ll R_0$, so that

$$\frac{|\alpha_i|}{\alpha_0} \ll 1, \text{ for all } i > 0. \tag{S59}$$
Accordingly, in Eq. (S49) we retain only those terms which are proportional to $\alpha_i$. To this end, we must calculate the contribution of zeroth order in $\alpha_i$ of the quantities $\xi_{B,i}$. Indeed

$$\xi_B(z) = \pi R(z)^2 \dot{\xi}_B(z) = \pi \left[ a_0 + \sum_{i>0} \alpha_i \cos(k_iz) \right]^{-1} \dot{\xi}_B(z) \approx \frac{\pi}{a_0} \dot{\xi}_B(z) + O(\alpha_{i>0}),$$

(S60)

and it is useful to obtain the Fourier coefficients

$$\dot{\xi}_B(z) = \dot{\xi}_{B,0} + \sum_{i>0} \dot{\xi}_{B,i} \cos(k_iz), i > 0.$$

(S61)

Equation (S49) now returns the series

$$Q = -\frac{L}{2\beta\eta} \sum_{i>0} \frac{\alpha_i}{a_0} \frac{k_i}{\chi + Dk_i^2} \pi \frac{\xi_{B,i}}{a_0} \sum_{j>0} (-1)^{j-1} \left( \frac{Q}{Q_i^*} \right)^{2j-1},$$

(S62)

where

$$Q_i^* = \frac{\pi(\chi + Dk_i^2)}{a_0k_i}.$$  

(S63)

Equation (S62) is an implicit equation for $Q$ which always has the solution $Q = 0$. This is the non-pumping, fore-aft symmetric steady state. This solution may be unstable, but it always exists due to the intrinsic fore-aft symmetry of the problem. Solutions with $Q \neq 0$ satisfy the expression

$$1 = -\frac{L}{2\beta\eta} \sum_{i>0} \frac{\xi_{B,i} \alpha_i}{a_0} \left( \frac{k_i}{\chi + Dk_i^2} \right)^2 \sum_{j>0} (-1)^{j-1} \left( \frac{Q}{Q_i^*} \right)^{2(j-1)}.$$  

(S64)

The sum over $j$ on the right-hand side of Eq. (S64) is an alternating series which converges if and only if

$$\left| \frac{Q}{Q_i^*} \right| < 1.$$  

(S65)

If Eq. (S65) does not hold for all $i \in \mathbb{N}$, Eq. (S64) has no solution. In that case, only the non-pumping state $Q = 0$ is the solution of Eq. (S62). If Eq. (S65) is valid for all $i \in \mathbb{N}$, one obtains

$$1 = -\frac{L}{2\beta\eta} \sum_{i>0} \frac{\xi_{B,i} \alpha_i}{a_0} \left( \frac{k_i}{\chi + Dk_i^2} \right)^2 \left[ 1 + \left( \frac{Q}{Q_i^*} \right)^2 \right]^{-1}.$$  

(S66)

In the current study, we focus on the transition between pumping and non-pumping steady states, the condition of which is given by the limit $Q \to 0$ of Eq. (S66) (which always satisfies the condition given by Eq. (S65)):

$$1 = -\frac{L}{2\beta\eta} \sum_{i>0} \frac{\xi_{B,i} \alpha_i}{a_0} \left( \frac{k_i}{\chi + Dk_i^2} \right)^2.$$  

(S67)

Finally, we note that the function $R(z)$ (Eq. (S50)) can be approximated up to linear order in $\alpha_i$ by a sinusoidal

$$R(z) \approx R_0 + \sum_{i>0} R_i \cos(k_iz),$$  

(S68)

where $R_0$ is the mean radius, and the coefficients $R_i$ are the amplitudes of the Fourier modes of the deviation from the average. These values are given by

$$R_0 = a_0^{-\frac{1}{2}},$$  

(S69)

and

$$R_i = \frac{1}{2} \alpha_i a_0^{-\frac{3}{2}}.$$  

(S70)
These quantities have a more direct geometric interpretation as compared with \( \alpha_0 \) and \( \alpha_i \), and thus allow better insight into the pumping condition (Eq. (S71)), which can be written as

\[
0 = 1 - \frac{\mathcal{L}}{\beta \eta} \sum_{i>0} \frac{R_i}{R_0} \xi_{B,i} \left( \frac{k_i}{\chi + D k_i^2} \right)^2, \quad k_i = \frac{\pi}{L} i.
\]

An immediate consequence of Eq. (S71) is that a flat pore \( (R_i = 0) \) cannot pump, in agreement with previous work [11]. We now compare the prediction for the pumping transition given by Eq. (S71) with the numerical results obtained from the Lattice Boltzmann simulations.

**B. Comparison with numerical results**

In order to judge the performance of the approximate, analytical theory derived above, we confront it with the corresponding numerical results. To this end, one has to infer from the numerical simulations the values of the parameters, which enter into the analytical model. Accordingly, one first has to extract the phoretic mobility \( \mathcal{L}/(\beta \eta) \) from the simulation data. For that purpose, one runs simulations which lead to steady states with \( Q = 0 \). From these steady states, the profiles of \( \rho \) and of the component of the flow velocity parallel to the wall are extracted. Averaging over a narrow spatial region, in which the potential \( W \) is non-zero, renders an effective solute density at the pore wall, as well as an effective slip velocity (both as a function of \( z \)). From these averages, one obtains \( |\nu_0| \) and \( |\nabla \| \rho \| \), which are shown in Fig. S3. A linear relationship emerges for small values of \( |\nabla \| \rho \| \), from which \( \mathcal{L}/(\beta \eta) \) follows by using Eq. (S33). The proportionality constant is thus measured to be

\[
(\mathcal{L}/(\beta \eta)) \times |\tau_f/(2L)|^3 = -3.8 \times 10^{-7}
\]

(\( = -4 \times 10^{-3} \) in lattice units), and is used for the comparison between the simulation data and the calculations. This linear relationship follows from the Anderson approach [28], which assumes local thermal equilibrium along the radial direction, zero flux of solute through the wall, and a flat pore. Our simulations go beyond these assumptions, which may explain the appearance of non-linear deviations in the simulation data. The need to perform a surface-average over a non-axially symmetric steady state may induce further scattering of the data.

Since the simulations make use of a source term located at the wall, and the calculations employ a source in the bulk, bridging the gap between these two source terms is not obvious. Since the flow is completely fixed upon the slip velocity, which in turn is entirely determined by \( \rho \) near the wall, we pick the source term for the calculations such that the production of solute near the wall is the same in both the calculations and the simulations. In the simulations, the number of solute molecules synthesized in a lattice unit adjacent to the catalytic section of the wall is \( \xi_{sim} \Delta x \xi_{sim} \Delta x \), where \( \xi_{sim} \) is the source constant in Eq. (41) and \( \Delta x \) is the length of the lattice unit. Within the analytic approach, the number of solute molecules produced in a lattice unit by the bulk source is \( \zeta_B(\Delta x)^3 \) in Eq. (S10). By using Eq. (S24), we obtain the connection between the functional form of the source terms in the simulations and in the analytical approach, respectively:

\[
\xi_B(z, a_{\text{cov}}) = \xi_{\text{sim}}(z, a_{\text{cov}})(\Delta x)^{-1},
\]
where in the simulations $a_{cov}$ is the fraction of the pore covered by catalyst. That expression for $\xi_B$, which provides a bridge between the simulations and the calculations, results in an infinite sum on the right-hand-side of Eq. (S71). This equation can be solved numerically for the critical value of the diffusion coefficient $D_c$ (below which there is a pumping solution) as a function of $a_{cov}$. We obtain the critical value $Pe_c$ from $D_c$ via Eq. (S34). For the numerical solution of Eq. (S71), we include only the first fifty terms on the right-hand-side, because including further terms does not significantly alter the results. We note that the result is a polynomial equation of the order of fifty in $D^2$, and thus in principle there are fifty possible solutions. However, plotting the right-hand-side of Eq. (S71) for multiple values of $a_{cov}$ shows, that there is only one real solution within the parameter range probed by the simulations. Should there be more than one real solution, there will be multiple bifurcations in $Q$, rather than just one. The comparison between calculations and simulations is shown in Fig. 5. A remarkable agreement is found for the line of critical values of the Péclet number.

V. SUPPLEMENTARY VIDEO

The video showcases the sustained oscillations observed in the velocity profiles for $Pe = 8.0$ and $a_{cov} = 0.4$. The upper panel shows the plane $x = 0$, while the lower panel shows the plane $z = 0.05(2L)$. The parameters are $R_{max}/(2L) = 1$, $\nu\tau_f/(2L)^2 = 1$, $\beta U_0 = 4 \times 10^{-4}$, $l/(2L) = 0.1$, $\xi(2L)^2\tau_f = 1.5 \times 10^7$, and $\chi\tau_f = 9.6$. In lattice units: $L = 20$, $\eta = 1/6$, $U_0 = 4 \times 10^{-4}$, $l = 4$, $\xi = 1$, $\chi = 10^{-3}$, $\beta = 1$, and $\theta = \pi/6$. The simulation box is of size $80 \times 80 \times 40$. 