Non-self-averaging of current in a totally asymmetric simple exclusion process with quenched disorder
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We investigate the current properties in the totally asymmetric simple exclusion process (TASEP) on a quenched random energy landscape. In low- and high-density regimes, the properties are characterized by single-particle dynamics. In the intermediate one, the current becomes constant and is maximized. Based on the renewal theory, we derive accurate results for the maximum current. The maximum current significantly depends on a disorder realization, i.e., non-self-averaging (SA).

We demonstrate that the disorder average of the maximum current decreases with the system size, and the sample-to-sample fluctuations of the maximum current exceed those of current in the low- and high-density regimes. We find a significant difference between single-particle dynamics and the TASEP. In particular, the non-SA behavior of the maximum current is always observed, whereas the transition from non-SA to SA for current in single-particle dynamics exists.

A heterogeneous environment is one of the origins that generate anomalous diffusion [1, 7]. Such an environment is often realized by a random energy landscape. The energy landscape can be divided into two types. The first type is an annealed energy landscape, where the energy landscape changes with time. The continuous-time random walk is a diffusion model on an annealed energy landscape [8]. The second type is a quenched energy landscape, where the energy landscape does not change with time. A typical diffusion model on a quenched random energy landscape is a quenched trap model (QTM) [2]. Quenched heterogeneous environments are characterized by disorder realizations. Therefore, for diffusion in quenched heterogeneous environments, the sample-to-sample fluctuations of the diffusion coefficient [4, 10, 12], mobility [12], and mean first passage time [11] are essential. Moreover, these observables become non-self-averaging (SA) [2].

A pedagogical diffusion model with the many-body effect is the asymmetric simple exclusion process (ASEP) [13], in which hard-core particles diffuse on a one-dimensional lattice. The ASEP has been applied to various non-equilibrium phenomena, e.g., protein synthesis by ribosomes [14, 16] and traffic flow [17]. It belongs to the Kardar-Parisi-Zhang (KPZ) universality class [18] and is mapped to an interface growth model [19, 21]. In Refs. 22, 23, the exact solution to the one-dimensional KPZ equation was obtained by the weak asymmetric limit of the ASEP. Moreover, the large deviation function is investigated in the ASEP [24, 25] and symmetric simple exclusion process [26].

The effects of disorder in the ASEP have been extensively studied. For instance, in the ASEP with heterogeneous hopping rates, the current-density relation exhibits a flat regime for periodic boundary conditions [27, 33], and the first-order phase transition point depends on the disorder for open boundary conditions [34]. In the ASEP on networks, the current-density relation also exhibits a flat regime [35, 37]. Moreover, in the non-Poissonian ASEP, which is the ASEP on an annealed random energy landscape, the current becomes freezing [38]. While several many-body effects have been unveiled, the ASEP on a quenched random energy landscape and the sample-to-sample fluctuations of observables have never been investigated. Such a heterogeneous system is realized experimentally and considered to be important. A ribosome diffuses on messenger RNA while decoding the codon and synthesizing protein. The decoding time becomes heterogeneous as transfer RNA concentration is heterogeneous [10]. In other words, the hopping rate depends on the site, i.e., ribosomes diffuse in the quenched random environment. Moreover, such a heterogeneous environment is also relevant to other transport systems, e.g., proteins on DNA [39, 40] and water transportation in aquaporin [41].

In this letter, we discuss how the many-body effect affects SA properties in the ASEP on a quenched energy landscape. In particular, we demonstrate the SA property of current and that the fluctuations of the maximum current exceed those of the current in dilute particles or holes. Therefore, the current fluctuations increase owing to the many-body effect. When particles and holes are dilute, a transition point from non-SA to SA exists. However, when the current is maximum, the transition point disappears, and the current is always non-SA. In Ref. 42, we also discuss the SA properties of the diffusion coefficient.

We consider a totally ASEP (TASEP) on a one-dimensional random energy landscape, where the energy landscape is quenched. It comprises $N$ particles on the lattice of $L$ sites with periodic boundary conditions. Each site can hold at most one particle. Quenched disorder means that when realizing the random energy landscape it does not change with time. At each lattice point, the depth $E > 0$ of an energy trap is randomly assigned. The depths are independent and identically distributed (IID) random variables with an exponential distribution,
\( \phi(E) = T_g^{-1} \exp(-E/T_g) \), where \( T_g \) is called the glass temperature. A particle can escape from a trap. The escape time from a trap is an IID random variable with an exponential distribution. The mean escape time follows the Arrhenius law, i.e., \( \tau_k = \tau_e \exp(E_k/T) \), where \( E_k \) is the depth of the energy at site \( k \), \( T \) the temperature, and \( \tau_e \) a typical time. Using \( \phi(E) \) and the Arrhenius law, it can be proved that the probability density function (PDF) \( \psi(\tau) \) of waiting times follows the power-law distribution:

\[
\int_{\tau}^{\infty} d\tau' \psi(\tau') \approx \left( \frac{\tau}{\tau_e} \right)^{-\alpha} \quad (\tau \geq \tau_e)
\]

with \( \alpha \equiv T/T_g \).

The dynamics of particles are described by the Markovian one in the sense that the waiting time is memoryless. In particular, the waiting times at site \( k \) are IID random variables following an exponential distribution, \( \psi(t) = \tau_k^{-1} \exp(-t/\tau_k) \). After the waiting time elapses, the particle attempts to hop to the right site. The hop is accepted only if the right site is empty. When the attempt is a success or failure, the particle is assigned a new waiting time from \( \psi_{k+1}(t) \) or \( \psi_k(t) \), respectively.

The system eventually reaches a steady-state, where the mean current is constant. Figure 1(a) shows the current-density relation of the non-Poissonian TASEP (DTASEP). For a homogeneous TASEP, the current-density relation, for a disordered non-Poissonian ASEP, any site can be the condensation front because the waiting-time distributions at all sites are identical. For the DTASEP, only the site with the maximum waiting time can be the condensation front, at which the segregation of the density profile occurs (Fig. 1(b)).

Here, we derive the mean current by the mean-field approximation. Let \( J_k \) be the mean current across the bond between sites \( k \) and \( k + 1 \). In the DTASEP, a hop occurs at a rate \( 1/\tau_k \). Thus, the mean current is defined

\[
J = \frac{1}{\mu(1-\rho)},
\]

where \( \mu \) is the mean waiting time. As shown in Fig. 1(a), for the low and high densities, the current-density relation coincides with that of the homogeneous TASEP. For the intermediate regime, the current for the DTASEP deviates from that for the homogeneous TASEP and becomes flat. Such a flat regime in the DTASEP is also observed in other disorder systems [27–33]. In this regime, the current is independent of particle density and maximized. Hereafter, we categorize the overall regime into the low density (LD) \((0 < \rho \leq \rho^* )\), maximum current (MC) \((\rho^* < \rho < 1 - \rho^* )\), and high density (HD) \((1 - \rho^* \leq \rho < 1)\) regimes (Fig. 1(a)).

Here, we consider the current-density relation of the non-Poissonian TASEP [38] to clarify the effects of a quenched disorder. The non-Poissonian TASEP is an annealed model. The waiting times do not depend on a site but are IID random variables. Moreover, the waiting time distribution follows the power-law distribution. Figure 1(a) shows the current-density relation of the non-Poissonian TASEP when the variance of the waiting time diverges. The current-density relation is not symmetric and differs from that for the DTASEP. These discrepancies originate from the condensation front. For the non-Poissonian ASEP, any site can be the condensation front because the waiting-time distributions at all sites are identical. For the DTASEP, only the site with the maximum waiting time can be the condensation front, at which the segregation of the density profile occurs (Fig. 1(b)).
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by
\[
J_k = \left\langle \frac{1}{\tau_k} n_k (1 - n_{k+1}) \right\rangle, \tag{3}
\]
where \(\langle \cdot \rangle\) is the ensemble average for a fixed disorder and \(n_k\) denotes the number of particles at site \(k\). The probability of finding a particle at site \(k\) is given by \(\rho_k = \langle n_k \rangle\). In the mean-field approximation, the correlations between \(n_k\) and \(n_{k+1}\) can be ignored, implying \(\langle n_k n_{k+1} \rangle \sim \langle n_k \rangle \langle n_{k+1} \rangle\). In the steady-state, the site density is time-independent. Hence, based on the continuity equation, the current is independent of \(k\), i.e., \(J_k = J\) for all \(k\). Therefore, we obtain
\[
J = \frac{1}{\tau_k} \rho_k (1 - \rho_{k+1}). \tag{4}
\]
We note that the right-hand side of Eq. (4) is independent of \(k\).

In the low-density limit, \(\rho_k \rho_{k+1}\) can be ignored. Based on the conservation of particles, \(\sum_i \rho_i = N\), we obtain
\[
\rho_k \approx \frac{\tau_k}{\bar{\tau}} \rho, \tag{5}
\]
where \(\bar{\tau}\) is the sample mean trapping time, \(\bar{\tau} \equiv \sum_i \tau_i / L\). This density profile is the same as the steady-state solution of the master equation of the QTM [12]. For the HD regime, the particle density is high. Using the hole density, \(\sigma_k = 1 - \rho_k\); instead of \(\rho_k\), we can derive the site density in the same way as in the LD regime. As a result, we obtain
\[
\rho_k = 1 - \sigma_k \approx 1 - \frac{\tau_k - 1}{\bar{\tau}} (1 - \rho). \tag{6}
\]
Multiplying Eq. (4) by \(\tau_k / L\) and summing over \(k\), we have
\[
\bar{\tau} J = \frac{1}{L} \sum_{k=1}^L \rho_k (1 - \rho_{k+1}). \tag{7}
\]
In the LD regime, we can ignore \(\rho_k \rho_{k+1}\), i.e., the right-hand side becomes \(\sum_k \rho_k / L = \rho\). In the HD regime, the right-hand side becomes \(1 - \rho\). Therefore, Eq. (7) is represented by
\[
\bar{\tau} J \sim \begin{cases} 
\rho & (LD \ regime) \\
1 - \rho & (HD \ regime). \end{cases} \tag{8}
\]
To estimate the boundary between the LD and MC regimes in the current-density relation, we use the current-density relation in the LD regime and the maximum current. In particular, we define the boundary density \(\rho^*\) as the point at which the maximum current \(J_{\text{max}}\) and the current-density relation in the LD regime, i.e., \(\bar{\tau}^{-1} \rho (1 - \rho)\), coincide:
\[
J_{\text{max}} = \frac{1}{\bar{\tau}} \rho^* (1 - \rho^*). \tag{9}
\]
The current in the MC regime does not strongly depend on the density \(\rho\) and is almost equal to \(J_{\text{max}}\). Solving Eq. (9), we obtain the boundary density \(\rho^*\),
\[
\rho^* = \frac{1 - \sqrt{1 - 4 \bar{\tau} J_{\text{max}}}}{2}. \tag{10}
\]
For the large-\(L\) limit, \(J_{\text{max}}\) is much smaller than the current for the homogeneous TASEP, i.e., \(J_{\text{max}} \ll 1 / (4 \bar{\tau})\). Therefore, the boundary density \(\rho^*\) can be approximated as
\[
\rho^* \approx \bar{\tau} J_{\text{max}}. \tag{11}
\]
We derive the site density in the MC regime. Since the current does not depend on the site, we have
\[
J_{\text{max}} = \frac{1}{\tau_k} \rho_k (1 - \rho_{k+1}). \tag{12}
\]
We assume that both site \(k\) and \(k+1\) are in the LD phase. Using Eq. (4), the site density in the LD phase is given by \(\rho_k \equiv \tau_k \rho_{LD} / \bar{\tau}\), where \(\rho_{LD}\) is the particle density in the LD phase. In the LD phase, \(\rho_k \rho_{k+1}\) can be ignored. It follows that the current is given by \(J_{\text{max}} \sim \rho_{LD} / \bar{\tau}\), i.e., \(\rho_{LD} \sim \rho^*\). Therefore, the site density in the LD phase is replaced by \(\rho_k \sim \tau_k \rho^* / \bar{\tau}\). We can derive the site density in the HD phase in the same way as in the LD phase. As a result, we obtain \(\rho_k \sim 1 - \tau_k^{-1} \rho^* / \bar{\tau}\).

We derive the maximum current based on the segregation of the density profile for the MC regime (Fig. [b]). When the mean waiting time is maximized at site \(m\), site \(m\) is the boundary between the LD and HD phases. Therefore, the site density in site \(m\) and \(m + 1\) is represented by \(\rho_m \sim 1 - (m - 1) \rho^* / \bar{\tau}\) and \(\rho_{m+1} \sim \tau_{m+1} \rho^* / \bar{\tau}\), respectively. Using these values and Eq. (11), Eq. (12) is represented by
\[
J_{\text{max}} \sim \frac{1}{\tau_m} (1 - \tau_{m-1} J_{\text{max}}) (1 - \tau_{m+1} J_{\text{max}}). \tag{13}
\]
Ignoring the quadratic term of \(J_{\text{max}}\) and solving this equation, the maximum current is given by
\[
J_{\text{max}} \sim \frac{1}{\tau_{m-1} + \tau_m + \tau_{m+1}}. \tag{14}
\]
Hereafter, we assume that the mean waiting time is maximized at site \(m\). For \(L \to \infty\), the contribution of \(\tau_m\) is stronger than \(\tau_{m-1}\) and \(\tau_{m+1}\) in Eq. (14), i.e., \(J_{\text{max}} \sim \tau_m^{-1}\). This result coincides with the previous studies [23, 28, 30–33]. Therefore, the boundary density \(\rho^*\) can be represented by
\[
\rho^* \sim \tau_m. \tag{15}
\]
The scaling of \(\tau_m\) follows \(\tau_m = O(L^{1/\alpha})\) for \(L \to \infty\). For \(\alpha > 1\), we have \(\tau \sim (\tau) \equiv \int_0^\infty \rho \tau_0(\tau) d\tau \sim (L \to \infty)\) by the law of large numbers. Hence, the scaling of \(\rho^*\) becomes
\[
\rho^* \propto L^{-1/\alpha} \tag{16}
\]
for $\alpha > 1$. The scaling of the sum of $\tau_i$ follows $\sum_i \tau_i = O(L^{1/\alpha})$ for $L \to \infty$ and $\alpha \leq 1$. It follows that the scaling of $\rho^*$ becomes
\[
\rho^* \sim L^{-1} \sum \tau_i \tau_m \propto L^{-1}
\] (17)
for $\alpha \leq 1$. Therefore, the $\rho^*$ decreases with the system size.

Here, we derive the maximum current by the renewal theory. We consider the passing of a particle between sites $m$ and $m+1$ as a renewal event. We call the inter-event time the passage time. We note that the passage time differs from the first passage time. The mean of the passage time is given by
\[
\langle T_m \rangle = \tau_m + \frac{\tau_{m-1}}{\rho_{m-1}} + \frac{\tau_{m-1}}{1-\rho_{m-1}} \frac{\tau_{m+1}}{1-\rho_{m+2}}
\] (18)
where $\rho_{m-1} \sim 1 - \tau_m^{-2} \rho^*/\bar{\tau}$ and $\rho_{m+2} \sim \tau_{m+3} \rho^*/\bar{\tau}$. The derivation is given in the Supplemental Material [13]. We define $n(t)$ as the number of particles passing between sites $m$ and $m+1$ until time $t$. For the LD and HD regimes, the density profile is homogeneous on a macroscopic scale. However, the configuration of particles co-exists with dilute and dense areas on a microscopic scale. Thus, the process of $n(t)$ can be described by the renewal theory [14]. Based on the renewal theory [14], the mean number of passing particles is given by $\langle n(t) \rangle \sim t/\langle T_m \rangle$ for $t \to \infty$. The current is represented by $J = \langle n(t) \rangle /t$. Therefore, the maximum current is given by
\[
J_{\text{max}} \sim \frac{1}{\langle T_m \rangle} (t \to \infty).
\] (19)
The maximum current depends on a disorder realization. The theory coincides with the numerical simulation (Fig. 1(a)).

We consider the effect of disorder on current. The currents in the LD and HD regimes are given by Eq. 8, i.e., $J \sim \bar{\tau}^{-1} \rho$ and $J \sim \bar{\tau}^{-1}(1-\rho)$, respectively. When the mean trapping time $\langle \tau \rangle = \int_0^\infty \tau \rho_\alpha(\tau) d\tau$ is finite (\(\alpha > 1\)), we have $\bar{\tau} \to \langle \tau \rangle (L \to \infty)$ by the law of large numbers. In the large-$L$ limit, the current does not depend on the disorder realization. Therefore, the current is SA [2].

When the mean trapping time diverges ($\alpha \leq 1$), the law of large numbers breaks down, but the generalized central limit theorem can be applied to the sum of the mean waiting time. It states that the PDF of the normalized sum of $\tau_i$ converges to the one-side Lévy distribution [45]:
\[
\frac{\sum_i^L \tau_i}{L^{1/\alpha}} \to X_\alpha (L \to \infty),
\] (20)
where $X_\alpha$ is a random variable following the Lévy distribution of index $\alpha$. The currents are given by $J \sim \rho X^{-1}_{\alpha} L^{1-1/\alpha}$ in the LD regime and $J \sim (1-\rho) X^{-1}_{\alpha} L^{1-1/\alpha}$ in the HD regime. Thus, the PDF of $J$ is described by the inverse Lévy distribution. Using the first moment of the inverse Lévy distribution [9], we obtain the exact asymptotic behavior of the disorder average of the current:
\[
\langle J(L) \rangle_{\text{dis}} \sim \begin{cases}
\frac{\rho L^{-1/\alpha} \Gamma(\alpha^{-1})}{\alpha \tau_c \Gamma(1-\alpha)} & \text{(LD regime)} \\
\frac{(1-\rho) L^{-1/\alpha} \Gamma(\alpha^{-1})}{\alpha \tau_c \Gamma(1-\alpha)} & \text{(HD regime)}
\end{cases}
\] (21)
where $\langle \cdot \rangle_{\text{dis}}$ is the disorder averaging, i.e., the average obtained under different disorder realizations. As a result, the current decreases with the system size $L$.

Next, we consider the effect of disorder on the maximum current. When the system size is increased, we can find longer and longer $\tau_m$. Hence, in the large-$L$ limit, we can approximate the passage time as $\langle T_m \rangle \sim \tau_m$. In other words, the maximum current is approximated as $J_{\text{max}} \sim \tau_m^{-1}$. Based on the extreme value theory [40], we obtain the asymptotic distribution of the maximum current. As the PDF of the waiting time follows the power-law distribution (Eq. 11), the PDF of the normalized $\tau_m$
The maximum current decreases with the system size $L$. Therefore, this is a manifestation of many-body effects.

Using the first moment of the Weibull distribution, we obtain the SA parameter for the maximum current:

$$
\lim_{L \to \infty} \text{SA}(L; J_{\text{max}}) = \frac{1}{\Gamma(1 + 1/\alpha)} \Gamma \left(1 + \frac{1}{\alpha}\right).
\tag{24}
$$

The maximum current decreases with the system size $L$ for any $\alpha$ (Fig. 4), which is different from the result of the QTM. Therefore, this is a manifestation of many-body effects.

To quantify the SA property, we consider the SA parameter defined as:

$$
\text{SA}(L; J) \equiv \frac{\langle J(L)^2 \rangle_{\text{dis}} - \langle J(L) \rangle_{\text{dis}}^2}{\langle J(L) \rangle_{\text{dis}}^2}.
\tag{25}
$$

If the SA parameter is 0, the current is SA. For the LD and HD regimes, using Eq. (22) and $\mu = \bar{\tau}$, we obtain:

$$
\text{SA}(L; J) = \frac{\langle 1/\bar{\tau}^2 \rangle_{\text{dis}} - \langle 1/\bar{\tau} \rangle_{\text{dis}}^2}{\langle 1/\bar{\tau} \rangle_{\text{dis}}^2}.
\tag{26}
$$

which is the same as the SA parameter for the diffusion coefficient in the QTM [9]. Using the first and the second moment of $1/\bar{\tau}$ [9], we obtain the SA parameter for current:

$$
\lim_{L \to \infty} \text{SA}(L; J) = \begin{cases} 0 & (\alpha > 1) \\ \alpha \Gamma(2/\alpha) - 1 & (\alpha \leq 1). \end{cases}
\tag{27}
$$

The SA parameter is a nonzero constant for $\alpha < 1$, i.e., $J$ becomes non-SA. Therefore, the transition from SA to non-SA behavior for the LD and HD regimes exists.

For the MC regimes, using Eq. (19), the SA parameter for the maximum current is given by:

$$
\text{SA}(L; J_{\text{max}}) = \frac{1}{\Gamma} \left(\frac{1}{\langle T_m \rangle_{\text{dis}}} - \frac{1}{\langle T_m \rangle_{\text{dis}}^2}\right).
\tag{28}
$$

For $L \to \infty$, we can use the following approximation: $\langle T_m \rangle_{\text{dis}} \sim \tau_m$. Using the first and the second moment of $1/\tau_m$, we obtain the SA parameter for the maximum current:

$$
\lim_{L \to \infty} \text{SA}(L; J_{\text{max}}) = \frac{1/\langle T_m \rangle_{\text{dis}}^2 - 1/(\langle T_m \rangle_{\text{dis}})^3}{1/\langle T_m \rangle_{\text{dis}}^2}.
\tag{29}
$$

The SA parameter is a nonzero constant for all $\alpha$, i.e., $J_{\text{max}}$ is always non-SA (Fig. 3). Unlike the SA parameter for the LD and HD regimes, no transition from SA to non-SA behavior exists. When the disorder is not strong, i.e., $\alpha$ is large, the SA parameter deviates from Eq. (28) because of the contribution of the second and third terms of Eq. (18) for small $L$.

In summary, we demonstrated the non-SA property of the current in the TASEP on a quenched random energy landscape. For the LD and HD regimes, the mean current is described by the single-particle dynamics and becomes non-SA for $\alpha < 1$. For the MC regime, based on the renewal theory, we derived the exact expression for the maximum current. In particular, for $L \to \infty$, the longest waiting time determines the maximum current. We demonstrated that the PDF of the maximum current follows the Weibull distribution in the large-$L$ limit. Moreover, we introduced the SA parameter to quantify the non-SA property. For the LD and HD regimes, the transition point between non-SA and SA is $\alpha = 1$. For the MC regime, the transition point disappears, and the maximum current becomes non-SA for all $\alpha$. This non-SA behavior for $\alpha > 1$ is a manifestation of the many-body effect in transport on a quenched random energy landscape.
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I. PASSAGE TIME

Here, we derive the distribution of the passage time $T_{m}$ between sites $m$ and $m+1$ when the current is maximized. We note that the waiting time at site $m$ is maximum. The passage time can be divided into the hole-escape time $x_{m}$ and particle-escape time $y_{m}$. The hole- or particle-escape times are defined as the time until the hole or particle hops from site $m$, respectively (Fig. S1). At site $m$, when a hole attempts to hop $i$ times, the probability density function (PDF) of the waiting time to hop to the right site follows the Erlang distribution,

$$f_{i}(x_{m}) = \frac{x_{m}^{i-1}}{(i-1)!\tau_{m-1}^{i-1}} \exp \left( - \frac{x_{m}}{\tau_{m-1}} \right). \quad (S1)$$

and the probability of completing the hopping process by attempting $i$ times, i.e., $(i-1)$ failures and success at the $i$th attempt, is $\rho_{m-1}(1-\rho_{m-1})^{i-1}$. Thus, the PDF $f_{HD}(x_{m})$ of $x_{m}$ is given by

$$f_{HD}(x_{m}) = \rho_{m-1} \sum_{i=1}^{\infty} (1-\rho_{m-1})^{i-1} f_{i}(x_{m})
= \frac{\rho_{m-1}}{\tau_{m-1}} \exp \left( - \frac{x_{m}}{\tau_{m-1}} \right) \sum_{i=1}^{\infty} \left( \frac{1-\rho_{m-1}}{\tau_{m-1}} x_{m} \right)^{i-1}
= E \left( x_{m}; \frac{\tau_{m-1}}{\rho_{m-1}} \right). \quad (S2)$$

where $E(x; \theta) = \exp(-x/\theta)/\theta$ is the exponential distribution and $\theta$ is the mean value. At site $m+1$, using the same method of deriving Eq. S2, the PDF $g_{LD}(y_{m+1})$ of $y_{m+1}$ can be obtained as

$$g_{LD}(y_{m+1}) = E \left( y_{m+1}; \frac{\tau_{m+1}}{1-\rho_{m+2}} \right). \quad (S3)$$

Using Eq. S3, we can derive the joint PDF of $x_{m}$ and $y_{m}$. When a particle at site $m$ completes hopping by attempting once, $y_{m+1} < x_{m} + y_{m}$. Then, the weighted joint PDF $h_{1}(x_{m}, y_{m})$ of $x_{m}$ and $y_{m}$ is given by

$$h_{1}(x_{m}, y_{m}) = f_{HD}(x_{m})E(y_{m}; \tau_{m})
\times \int_{0}^{x_{m}+y_{m}} dy_{m+1} g_{LD}(y_{m+1}). \quad (S4)$$

When a particle at site $m$ completes as hopping by attempting $i$ times ($i > 1$), $x_{m} + y_{m}' < y_{m+1} < x_{m} + y_{m}$, where $y_{m}'$ is the waiting time to attempt hopping for $(i-1)$th times. The PDF of $y_{m}'$ follows the Erlang distribution,

$$g_{i-1}(y_{m}') = \frac{(y_{m}')^{i-2}}{(i-2)!\tau_{m-1}^{i-1}} \exp \left( - \frac{y_{m}'}{\tau_{m}} \right). \quad (S5)$$

Then, the weighted joint PDF $h_{i}(x_{m}, y_{m})$ of $x_{m}$ and $y_{m}$ is given by

$$h_{i}(x_{m}, y_{m}) = \int_{0}^{y_{m}} d_{m} g_{i-1}(y_{m}') E(y_{m} - y_{m}'; \tau_{m})
\times \int_{y_{m}'}^{x_{m}+y_{m}} dy_{m+1} g_{LD}(y_{m+1}). \quad (S6)$$

Therefore, the joint PDF $h(x_{m}, y_{m})$ of $x_{m}$ and $y_{m}$ is given by

$$h(x_{m}, y_{m}) = \sum_{i=1}^{\infty} h_{i}(x_{m}, y_{m})
= f_{HD}(x_{m})E(y_{m}; \tau_{m})
\times \frac{1}{\tau_{m} \rho_{m+2} \tau_{m+1} - 1} \exp \left( - \frac{1 - \rho_{m+2}}{\tau_{m+1}} x_{m} \right) f_{HD}(x_{m}) (E(y_{m}; \tau_{m}) - g_{LD}(y_{m})). \quad (S7)$$

FIG. S1. Particle dynamics during the passage time. The solid- and dotted-line circles denote particles and holes, respectively.
Thus, the PDF $\Phi(T_m)$ of $T_m$ is given by
\[
\Phi(T_m) = \int_0^{T_m} dx \ h(x, T_m - x)
= \tau_m \frac{\rho_m - 1}{\tau_m + 1} (\zeta_1 + \zeta_2 \zeta_3) E(T_m; \tau_m) - \zeta_1 f_{HD}(T_m) - \zeta_2 g_{LD}(T_m) + \zeta_3 E(T_m; 1/\rho_m - 1/\tau_m - 1/\rho_m + 1/\tau_m + 1),
\] (S8)

where
\[
\zeta_1 \equiv \frac{1}{\tau_m \rho_m - 1}, \quad \zeta_2 \equiv \frac{1}{\tau_m \rho_m + 1}, \quad \zeta_3 \equiv \frac{1}{\tau_m \rho_m + 1}. \quad (S9)
\]

Next, we derive the mean and variance of $T_m$. The Laplace transform of $\Phi(T_m)$ with respect to $s$ is given by
\[
\hat{\Phi}(s) \equiv \int_0^{\infty} dT_m e^{-s T_m} \Phi(T_m)
= \tau_m \frac{\rho_m - 1}{\tau_m + 1} (\zeta_1 + \zeta_2 \zeta_3) \frac{1}{s + 1} - \frac{\zeta_1}{s + 1} + \frac{\zeta_2}{s + 1} + \frac{\zeta_3}{s + 1}. \quad (S10)
\]

Thus, the mean and variance of the passage time are given by
\[
\langle T_m \rangle = \tau_m + \frac{\rho_m - 1}{\rho_m + 1} + \frac{\rho_m - 1}{\tau_m + 1} + \frac{\rho_m - 1}{\tau_m + 1} - \frac{\rho_m - 1}{\tau_m + 1} + \frac{\rho_m - 1}{\tau_m + 1}, \quad (S11)
\]
\[
\langle T_m^2 \rangle - \langle T_m \rangle^2 = \tau_m^2 + \left( \frac{\rho_m - 1}{\tau_m - 1} \right)^2 + \left( \frac{\tau_m + 1}{1 - \rho_m + 1} \right)^2 - \frac{3}{\left( \frac{\rho_m - 1}{\tau_m - 1} + \frac{\rho_m - 1}{\tau_m + 1} \right)^2}. \quad (S12)
\]

FIG. S2. Distribution of the passage times between site $m$ and $m + 1$. The bars are histograms obtained from the numerical simulation ($\alpha = 2.5$ and $L = 5000$). The solid line represents Eq. (S8).