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ABSTRACT. This is a note for constructing fundamental invariants and computing the Hilbert series of the invariant subalgebras of tensor products of polynomial rings under the action by a direct product of symmetric groups. Our computation relies on Schur functions bringing together several identities of combinatorial generating functions including that of plane partitions.

1. Introduction

Let $K$ be any field of characteristic zero and $X$ an affine variety over $K$. Suppose $G$ is a linear algebraic group acting regularly on $X$. Then we can define an action of $G$ on the coordinate ring $K[X]$ via

$$g \cdot f(x) := f(g^{-1} \cdot x), \quad \forall g \in G, x \in X, f \in K[X].$$

Invariant theory generally concerns about the invariant subalgebra $K[X]^G$, consisting of functions of $K[X]$ invariant under the action of $G$. The most basic example for $X$ being a vector space $V \cong K^n$ with the symmetric group $S_n$ permuting a canonical basis of $V$ is well furnished with the theory of symmetric functions. Generalized to $K[V_1 \oplus \cdots \oplus V_k]^{S_n_1 \times \cdots \times S_n_k}$ with $V_i$’s vectors spaces of dimension $n_i$ and $S_{n_i}$ acting on $V_i$, we have the following generalization of the fundamental theorem of symmetric polynomials (see Theorem 3.10.1 of Derksen-Kemper [4]): for $R := K[x_{ij}]_{1 \leq i \leq k, 1 \leq j \leq n_i}$ with $G = S_{n_1} \times \cdots \times S_{n_k}$ acting by $(\sigma_1, \ldots, \sigma_k) \cdot x_{ij} = x_{i\sigma_i(j)}$, $R^G \cong K[s_{ij}]_{1 \leq i \leq k, 1 \leq j \leq n_i}$, where

$$s_{ij} := \sum_{I \subseteq \{1, \ldots, n_i\}, |I|=j} \prod_{l \in I} x_{il}.$$

The result holds for field of any characteristics.

In general, the invariant subalgebra of finite groups acting on polynomial rings is not a polynomial ring on any set of invariants, but a finite free module over some polynomial ring of homogeneous invariants. This is due to the Cohen-Macaulay property of finite group actions. The free module expression is usually called a Hironaka decomposition, while a set of homogeneous parameters of the base polynomial ring are call primary invariants and a basis of invariants of the free module over the polynomial ring are called secondary invariants. It is of special significance...
in computational algebraic geometry to further find generic basis invariants of the free modules for permutation groups.

To prelude results in more details, let $G \leq S_n$ be a permutation group acting on $K[V] = K[x_1, \ldots, x_n]$ by permuting indexes of the variables $x_i$ for $V$ the corresponding affine space. Then the invariant subalgebra $K[V]^G$ consisting of polynomials invariant under the action of $G$, is a free finite module over $K[V]^{S_n}$ which is a polynomial ring in the elementary symmetric polynomials. The remarkable work of Garsia-Stanton [7] provides an explicit combinatorial construction of secondary invariants for a large class of important permutation groups including the Young subgroups.

In more generality, we may extend the underline polynomial ring to products of symmetric polynomial rings, i.e. $K[V_1 \times \cdots \times V_k]^{S_{n_1} \times \cdots \times S_{n_k}} \simeq K[V_1]^{S_{n_1}} \otimes \cdots \otimes K[V_k]^{S_{n_k}}$. More precisely, for any permutation subgroup $G \leq S_{n_1} \times \cdots \times S_{n_k}$, we study the Hironaka decomposition of $K[V_1 \times \cdots \times V_k]^G$. Then we can not choose the elementary symmetric polynomials of $K[V_1 \times \cdots \times V_{n_k}]$ as primary invariants, but rather the collection of separated elementary symmetric functions of $K[V_i]$'s. This is accounted in the difference of denominators of in their Hilbert-Molien series.

In this paper, we focus on the basic case where $S_n \simeq G \leq S_n \times S_n$ acting on $K[V \times V]$ diagonally, i.e. $\sigma \cdot x_i \otimes x_j = x_{\sigma(i)} \otimes x_{\sigma(j)}$ for any $\sigma \in S_n$ in tensor notation. In this case, constructing fundamental invariants that generate the invariant subalgebra follows from standard analogue of Newton's identities. Then to decode the information about secondary invariants, we compute its Hilbert series. Finding a full set of explicit secondary invariants turns out to be much more difficult and will be left for future studies.

2. A STANDARD SYSTEM OF FUNDAMENTAL INVARIANTS

We work with a more general setting than preluded in the introduction as follows: to make notations shorter, let $\Gamma := \Gamma_1 \times \cdots \times \Gamma_k$ be a Cartesian product of finite sets $\Gamma_i$ with $|\Gamma_i| = n_i$, and let $S_{n_i}$ be the symmetric group on $\Gamma_i$. Then $S_{\Gamma} = S_{n_1} \times \cdots \times S_{n_k}$ can be seen as the symmetric group on $\Gamma$. With a field $K$ of characteristic zero fixed, $K[V_\Gamma] = K[x_{i\ell}]$ ($1 \leq i \leq k, 1 \leq \ell \leq n_i$) is short for $K[x_{11}, \ldots, x_{1n_1}, \ldots, x_{k1}, \ldots, x_{kn_k}]$. Set $V_\Gamma = V_1 \times \cdots \times V_k$ with $V_i$ the standard permutation representation of $S_{n_i}$ by linearly extending its action on $\Gamma_i$. Setting $V_\Gamma = V_1 \oplus \cdots \oplus V_k$ with a vector space structure would not make any difference on the coordinate ring, hence we do not distinguish the two products. $S_{\Gamma}$ acts on $K[x_{i\ell}] \otimes K[x_{j\ell}]$ via $\sigma \cdot 1 \otimes x_{i\ell} = 1 \otimes x_{\sigma(i)\ell}$, $\sigma \cdot x_{i\ell} \otimes 1 = x_{\sigma(i)\ell} \otimes 1$; $(K[V_\Gamma] \otimes K[V_\Gamma])^{S_{\Gamma}} = \{ f \in K[V_\Gamma] \otimes K[V_\Gamma] \mid \sigma \cdot f = f, \forall \sigma \in G \}$. The tensor product $\otimes$ always denotes $\otimes_K$. We may equate $K[V_\Gamma] \otimes K[V_\Gamma]$ with $K[x_{i\ell}]y_{i\ell}$ by identifying $x_{i\ell} \otimes 1$ with $x_{i\ell}$ and $1 \otimes x_{i\ell}$ with $y_{i\ell}$, but we will stick to the tensor product notations.

We start with introducing the basic structural theorem of invariant subalgebras for finite groups as follows.
Proposition 2.1 (Hochster-Eagon [8]). Let $G$ be any finite group acting on an affine space $X$ over a field $K$. If the characteristic of $K$ does not divide the group order $|G|$, then $K[X]^G$ is Cohen-Macaulay.

This tells us that $K[X]^G$ is always a finite free module over some polynomial ring $K[f_1, \ldots, f_r]$ (e.g. see Proposition 2.5.3 of Derksen-Kemper [4]) for a homogeneous system of parameters $f_1, \ldots, f_r \in K[X]^G$, which are homogeneous and algebraically independent. Denote by $F = K[f_1, \ldots, f_r]$, then $K[X]^G = Fg_1 + \cdots + Fg_s$ for some $g_1, \ldots, g_s \in K[X]^G$ homogeneous. Such a structure is also called a Hironaka decomposition. The homogeneous polynomials $f_1, \ldots, f_r$ are called primary invariants and $g_1, \ldots, g_s$ are secondary invariants. In the remains of the section, we explicitly give a set of fundamental invariants as generators, and a system of primary invariants for $K[V_T \times V_T]^S_T$.

2.1. Orbit sums in invariant subalgebras. To construct a set of generators for $K[V_T \times V_T]^S_T$ as a $K$-algebra, we investigate orbit sums of linearly independent generators of $K[V_T \times V_T]$ analogous to the elementary symmetric functions. For permutation representations of finite groups as in our case, we are guaranteed to find orbit sum generators of small degrees, see Garsia-Stanton [7] or Theorem 6.2.9 of L. Smith [11].

In general, for any finite group $G$ acting on a variety $X$, and $f \in K[X]$, the orbit sum of $f$ over $G$ is defined as

$$O_G(f) := \sum_{g \in G} g \cdot f.$$

(Here the normalizer by $1/|G|$ is safely omitted since the field $K$ has characteristic zero.) Clearly any orbit sum belongs to $K[X]^G$ and $O_G(f_1 + f_2) = O_G(f_1) + O_G(f_2), \forall f_1, f_2 \in K[X]$. Hence to find generators of $K[X]^G$, it suffices to find generators for all orbit sums of monomials over $G$ in $K[X]$. In our case, we need to find generators for orbit sums of $\prod_{i=1}^k \prod_{l=1}^{n_i} x_{il}^{r_{il}} \otimes x_{il}^{s_{il}}$ for any $r_{il}, s_{il} \in \mathbb{Z}$. Note that the multiplication in tensor product of algebras operates as $(f_1 \otimes f_2)(g_1 \otimes g_2) = f_1 g_1 \otimes f_2 g_2$. Since each $S_{n_i}$ in the direct product $S_T$ acts on the component $K[V_{n_i}] \otimes K[V_{n_i}]$ of the tensor product $K[V_T] \otimes K[V_T] = \otimes_{i=1}^k (K[V_{n_i}] \otimes K[V_{n_i}])$, we immediately have the following rule for separating orbit sums of monomials.

Lemma 2.2. The orbit sum $O_{S_T} \left( \prod_{i=1}^k \prod_{l=1}^{n_i} x_{il}^{r_{il}} \otimes x_{il}^{s_{il}} \right)$ is the product of the orbit sums $O_{S_{n_i}}(\prod_{l=1}^{n_i} x_{il}^{r_{il}} \otimes x_{il}^{s_{il}})$, multiplied by some constant.

Next we further simplify construction of generators by the following reduction.

Lemma 2.3. The orbit sum $O_{S_{n_i}}(\prod_{l=1}^{n_i} x_{il}^{r_{il}} \otimes x_{il}^{s_{il}})$ over $S_{n_i}$ can be generated by the orbit sums $O_{S_{n_i}}(x_{il}^{r_{il}} \otimes x_{il}^{s_{il}}) (r, s \in \mathbb{Z})$, for $i = 1, \ldots, k$ and any chosen $1 \leq l \leq n_i$.

Proof. In the base mixed case ($l_1 \neq l_2$), we have

$$\frac{1}{n_i(n_i - 1)} O_{S_{n_i}} (x_{il_1}^{r_{il_1}} \otimes x_{il_1}^{s_{il_1}} \cdot x_{il_2}^{r_{il_2}} \otimes x_{il_2}^{s_{il_2}}) = \sum_{\sigma \in S_{n_i}} (x_{il_1}^{r_{il_1}} \otimes x_{il_1}^{s_{il_1}})(x_{il_2}^{r_{il_2}} \otimes x_{il_2}^{s_{il_2}})$$
In general, we have $K_s$ generated by the power sums bound the degree of the generating orbit sums. Note that $\text{deg}(x_i^m) = r + m$.

First, parallel to symmetric polynomials we have

$$L_{n+1} = \sum_{1 \leq i \neq j \leq n} x_i x_j^n = s_1 s_n - \left( \sum_{1 \leq i \neq j \leq n} x_i x_j \right) s_{n-1} - \sum_{1 \leq i \neq j \neq k \leq n} x_i x_j x_k^{n-1}$$

for some nonzero integer constants $c_1, c_2 \in K$. Hence the lemma follows from induction on the number of mixed tensor factors in the orbit sum.

The above results only provide an infinite system of generators. We need to further bound the degree of the generating orbit sums. Note that $\text{deg}(x_i^m) = r + m$.

As illustration, we demonstrate how symmetric polynomials of $K[x_1, \ldots, x_n]$ can be generated by the power sums $s_i = x_1^i + \cdots + x_n^i, i \leq n$. In addition, denote by $e_i = \sum I \subseteq \{1, \ldots, n\}, |I| = i \prod_{j \in I} x_j$ the elementary symmetric polynomials which can be as polynomials in $s_i$'s by Newton’s identities. To show that $s_{n+1}$ can be generated per se, we compute

$$s_{n+1} = s_1 s_n - \sum_{1 \leq i \neq j \leq n} x_i x_j^n = s_1 s_n - \left( \sum_{1 \leq i \neq j \leq n} x_i x_j \right) s_{n-1} - \sum_{1 \leq i \neq j \neq k \leq n} x_i x_j x_k^{n-1}$$

$$= \cdots$$

$$= F(s_1, \ldots, s_n) + (-1)^{n-1} \sum_{1 \leq i_1 \neq \cdots \neq i_n \leq n} x_{i_1} \cdots x_{i_n} x_{i_n}^2$$

where $F(s_1, \ldots, s_n)$ is a polynomial in $s_i$'s. Note that the algebraic dependence emerges at the last step due to the number of variables. This shows that $s_{n+1}$ is generated by $s_1, \ldots, s_n$ and is actually an expression of Newton’s identities. We extend its use to tensor products. First, parallel to symmetric polynomials we have

**Lemma 2.4.** The orbit sums $L_{im} := O_{S_{ni}}(x_m^n \otimes 1)$ (for any chosen $1 \leq l \leq n_i$) are generated by $L_{im}$ with $m \leq n_i$. Similarly, $R_{im} := O_{S_{ni}}(1 \otimes x_m^n)$ are generated by $R_{im}$ with $m \leq n_i$. In particular, the $2(n_1 + \cdots + n_k)$ orbit sums $L_{im}, R_{im}, i = 1, \ldots, k, 1 \leq m \leq n_i$ are algebraically independent in $K[V_1 \times V_1]^G$. 

Now we verify the following algebraic dependence for mixed tensor products.
Lemma 2.5. For any \( r, s \in \mathbb{Z} \) with \( r+s > n_i \), the orbit sum \( O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \) \((r, s \in \mathbb{Z})\) is generated by those of degree \( r+s \), for each \( i = 1, \ldots, k \) and any chosen \( 1 \leq l \leq n_i \).

Proof. In short, for any invariants \( f \) and \( g \), we use \( f \sim g \) to denote for \( f - cg \) belonging to \( K[L_{im}, R_{im}]h \) for some invariant polynomial \( h \) of degree \( < \deg(f) = \deg(g) \) for some constants \( c \in K \). Lemma 2.4 covers for the unmixed case, so we assume \( r, s \in \mathbb{Z}_+ \). For any \( 1 \leq r_1 \leq r \), we directly compute

\[
O_{S_{n_i}} (x^{r-r_1}_{i} \otimes x^s_{i}) L_{ir_1} = O_{S_{n_i}} (x^{r}_{i} \otimes x^s_{i}) + O_{S_{n_i}} (x^{r-r_1}_{i} x^{r_1}_{i} \otimes x^s_{i}) ,
\]
in which \( 1 \leq l_1 \neq l_2 \leq n_i \). This shows that

\[
O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \sim O_{S_{n_i}} (x^{r-r_1}_{i} x^{r_1}_{i} \otimes x^s_{i}) .
\]

For any \( 1 \leq r_2 \leq r_1 \), we further compute that

\[
O_{S_{n_i}} (x^{r-r_1-r_2}_{i} x^{r_1}_{i} \otimes x^s_{i}) L_{ir_2} = O_{S_{n_i}} (x^{r-r_1}_{i} x^{r_1}_{i} \otimes x^s_{i}) + O_{S_{n_i}} (x^{r-r_1-r_2}_{i} x^{r_1+r_2}_{i} \otimes x^s_{i})
\]

\[
+ O_{S_{n_i}} (x^{r-r_1-r_2}_{i} x^{r_1}_{i} x^{r_2}_{i} \otimes x^s_{i}) ,
\]

where \( 1 \leq l_1 \neq l_2 \neq l_3 \leq n_i \). Together with (1), this shows that

\[
O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \sim O_{S_{n_i}} (x^{r-r_1-r_2}_{i} x^{r_1}_{i} x^{r_2}_{i} \otimes x^s_{i}) .
\]

Note that the right hand side further mixes the tensor product by adding an extra distinct variable. Proceeding with the same algorithm (by induction), we are able to entirely mix the left side of the tensor product and get

\[
O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \sim O_{S_{n_i}} (x^{r}_{i} \otimes x^{s}_{i}) ,
\]

for \( 1 \leq l \leq i \neq \cdots \neq l_r \leq n_i \), if \( r \leq n_i \). For \( r \geq n_i \), we would have

\[
O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \sim O_{S_{n_i}} (x^{r}_{i} \otimes x^{s}_{i}) = O_{S_{n_i}} (x^{r-n}_{i} \otimes x^{s}_{i}) ,
\]

which is already generated as wanted.

Now suppose \( r < n_i \). To mix the right side of the tensor product, we need an intermediate mixture as follows. Based on (1) we have for any bi-partition \( s_1+s_2 = s \),

\[
O_{S_{n_i}} (x^{r}_{i} \otimes x^{s}_{i}) R_{is_2} = O_{S_{n_i}} (x^{r}_{i} x^{s}_{i}) + O_{S_{n_i}} (x^{r}_{i} x^{s}_{i} x^{s_2}_{i})
\]

\[
+ O_{S_{n_i}} (x^{r}_{i} x^{s}_{i} x^{s_1}_{i} x^{s_2}_{i}) ,
\]

for \( 1 \leq l \neq l_2 \neq l_3 \leq n_i \). The latter two summands on the right are equivalent in the sense of \( \sim \) by displaying the product \( O_{S_{n_i}} (x^{r}_{i} x^{r_1}_{i} \otimes x^{s}_{i}) R_{is_2} \). Hence the above equality shows that

\[
O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \sim O_{S_{n_i}} (x^{r}_{i} x^{s}_{i}) \sim O_{S_{n_i}} (x^{r}_{i} x^{s}_{i} x^{s_1}_{i} x^{s_2}_{i}) .
\]

Continuing to utilize the strategy we see that for any partitions \( r_1 + \cdots + r_u = r \) and \( s_1 + \cdots + s_v = s \),

\[
O_{S_{n_i}} (x^r_{i} \otimes x^s_{i}) \sim O_{S_{n_i}} (x^{r_1}_{i} \otimes x^{s_1}_{i} \otimes x^{r_2}_{i} x^{s_2}_{i} \otimes \cdots x^{r_u}_{i} x^{s_v}_{i}) ,
\]
for $1 \leq l_1 \neq \cdots \neq l_{u+v-1} \leq n_i$. Eventually we are able to entirely mix the tensor product and get

$$O_{S_{n_i}}(x^r_i \otimes x^s_i) \sim O_{S_{n_i}}(x^r_{il_1} \otimes x^s_{il_1} \otimes x^r_{il_2} \cdots x^r_{il_{n_i}+1})$$

$$\sim O_{S_{n_i}}(x^r_{il_1} \otimes x^r_{il_{r+1}} \cdots x^r_{il_{n_i}}) R_{(r+s-n_i)}.$$  

Hence again the orbit sum $O_{S_{n_i}}(x^r_i \otimes x^s_i)$ is indeed generated by those of degree $< r+s$. □

This immediately implies the main result of this subsection as follows.

**Proposition 2.6.** The orbit sums $O_{S_{n_i}}(x^r_i \otimes x^s_i)$ of degree $\leq n_i$, $i = 1, \ldots, k$ and for any chosen $1 \leq l \leq n_i$, generate $K[V_r \times V_t]^{S_{r+s}}$.

**Proof.** First, orbit sums of degree $n_i+1$ are generated by those of degree $\leq n_i$. Then the proposition follows from this base case and induction on degree. □

The concise system of generators provided by the proposition gives us straightforward options for primary and some secondary invariants, as shown in details in the following two subsections.

### 2.2. Primary invariants of the invariant ring.

For any finite group $G$ acting on a variety $X$, the invariant subalgebra $K[X]^G$ has the same dimension with the coordinate ring $K[X]$. Here dimension is uniformly referred to Krull dimension. The equivalent notion of transcendence degree of affine algebras may be more intuitive for calculation. For example, in our case where $X = V_r \times V_t$ is an affine space which may equate with $V_r \oplus V_t$, the dimension is $\dim K[V_r \times V_t]^{S_{r+s}} = \dim K[V_r \oplus V_t] = 2(n_1 + \cdots + n_k)$. Then by Lemma 2.4 we get

**Proposition 2.7.** The $2(n_1+\cdots+n_k)$ unmixed orbit sums $R_{im}, L_{im}, i = 1, \ldots, k, m = 1, \ldots, n_i$ as in Lemma 2.4 serve as a set of primary invariant in the Hironaka decomposition of $K[V_r \oplus V_t]^{S_{r+s}}$.

Apparently any non-singular affine transform of this set of primary invariants serve as another such set. One may construct more such sets using algebraic transforms.

### 2.3. A standard algorithm of verifying linear independence of secondary invariants.

It would be a much more difficult task to construct a full set of explicit secondary invariants. One may try to employ the method of the remarkable work by Garsia-Stanton [7]. Here we only introduce an standard algorithm for computing secondary invariants and use it to verify linear independence of the fundamental invariants we obtained as in previous sections.

We start with the graded Nakayama Lemma as follows.

**Lemma 2.8.** Let $R$ be a graded algebra over $K = R_0$. $M$ a graded $R$-module and $R_+ := \oplus_{d>0} R_d$ the unique maximal homogeneous ideal. Then a subset $S \subset M$ of homogeneous elements generates $M$ as an $R$-module if and only if $S$ generates $M/R_+M$ as a vector space over $K$. 
Proof. See Lemma 3.7.1 of [4]. □

The algorithm follows section 3.7.1 of [4]. Let $F = K[R_{im}, L_{il}]$ with $i = 1, \ldots, k, 1 \leq l, m \leq n_i$, which is graded inherently from the grading of $K[V_1 \times V_ı]$. By Cohen-Macaulayness we know that $K[V_1 \times V_ı]^{Sr}$ is a finite free $F$-module, with $S$ as a set of generators by Proposition 2.6. According to the above Nakayama Lemma, to pick a set of secondary invariants, we need to chose a vector basis of $K[V_1 \times V_ı]^{Sr}/F_{+}K[V_1 \times V_ı]^{Sr}$, where $F_{+}K[V_1 \times V_ı]^{Sr}$ denotes its maximal homogeneous ideal. Calculation in the invariant sub-algebra is not very convenient since it is still implicit as an $F$-module. So we investigate its structure through the following embedding:

$$K[V_1 \times V_ı]^{Sr}/F_{+}K[V_1 \times V_ı]^{Sr} \hookrightarrow K[V_1 \times V_ı]/(R_{im}, L_{il})K[V_1 \times V_ı],$$

where $(R_{im}, L_{il})$ denotes the ideal generated by those unmixed tensors. (To see that this is an embedding, use decomposition of orbit sums into those of monomials.) This tells us that the wanted vector basis have to be linearly independent modulo the ideal $(R_{im}, L_{il})$ in $K[V_1 \times V_ı]$.

Explicit construction of a full set of secondary invariants for $K[V_1 \times V_ı]^{Sr}$ is beyond the scope of our consideration in this paper, but will be manifested in the next section after the Hilbert series of $K[V_1 \times V_ı]^{Sr}$ is computed. Here we just establish the following result as a prelude.

**Proposition 2.9.** The orbit sums $O_{S_{n_ı}}(x^r_{i_ıl} \otimes x^s_{i_ıl}) \mid 1 \leq i \leq k, r, s \in \mathbb{Z}_+, r + s \leq n_i$ (for any chosen $1 \leq l \leq n_i$) are all linearly independent invariants modulo the ideal generated by $R_{im}, L_{im}, m = 1, \ldots, n_i$, hence belong to a full set of secondary invariants of $K[V_1 \times V_ı]^{Sr}$.

**Proof.** By the above algorithm, it suffices to show linearly independence of those orbit sums in $K[V_1 \times V_ı]/(R_{im}, L_{il})K[V_1 \times V_ı]$. Suppose those orbit sums are linearly dependent. Then graded by degree, for each $2 \leq d \leq n_i$ we have

$$\sum_{1 \leq r \leq d-1} \alpha_{r,d-r}O_{S_{n_ı}}(x^r_{i_ıl} \otimes x^{d-r}_{i_ıl}) = \sum_{m=1}^d (f_mO_{S_{n_ı}}(x^m_{i_ıl} \otimes 1) + g_mO_{S_{n_ı}}(1 \otimes x^m_{i_ıl})),$$

for some $\alpha_{r,s} \in K$ and $f_m, g_m \in K[V_ı \times V_ı]$ homogeneous with $\deg(f_m) = \deg(g_m) = d - m$. The left hand side is invariant under the action of $S_{n_ı}$, so are $f_m$ and $g_m$. Projecting to single variables by setting $x_{i_1} = \cdots = x_{i(k-1)} = x_{i(k+1)} = \cdots = x_{in_i} = 0$ for each $1 \leq k \leq n_i$, we can find all the coefficients of $f_m$ and $g_m$. Then one easily checks that the cross tensors $x^r_{i_ıl} \otimes x^s_{i_ıl}$ with $l_1 \neq l_2$ on the right can not be killed. □

3. Hilbert series of the invariant subalgebra

For any representation $V$ of a group $G$, define the Hilbert series

$$H(K[V]^G, t) := \sum_{d=0}^\infty \dim(K[V]^G_d)t^d,$$

where $K[V]_d$ denotes the vector space of polynomials of degree $d$. 
3.1. Hilbert series and Hironaka decomposition. There is a candid encoding of Hironaka decompositions by Hilbert series as follows.

**Proposition 3.1** (Proposition 6.8.2 of [11]). Suppose $K[V]^G = Fg_1 + \cdots + Fg_s$ with $F = K[f_1, \ldots, f_r]$ is the Hironaka decomposition of $K[V]^G$. Then

$$H(K[V]^G, t) = \sum_{j=1}^{s} t^{\deg(g_j)} \prod_{i=1}^{r} \left(1 - t^{\deg(f_i)}\right).$$

The Hilbert series, if fairly easier to be determined, would be our guide map for constructing primary and secondary invariants from a known system of generators. The following Molien’s formula makes the guide map computationally available in most cases for finite groups.

**Proposition 3.2** (Molien’s formula, see Theorem 3.4.2 of [4]). Let $G$ be a finite group and $V$ be a finite dimensional representation over a field $K$ of characteristic not dividing $|G|$. Then

$$H(K[V]^G, t) = \frac{1}{|G|} \sum_{g \in G} \frac{1}{\det_V(1 - tg)},$$

where for $\text{char}(K) = 0$, $\det_V(1 - tg) = (1 - t\lambda_1) \cdots (1 - t\lambda_n)$ if $\lambda_i, i = 1, \ldots, n$, are the complex eigenvalues of $g$ as in $\text{GL}(V)$.

In our case, $X = V \oplus V = \oplus_{i=1}^{k} V_i \oplus V_i$ and $G = S_{\Gamma} = S_{n_1} \times \cdots \times S_{n_k}$ acts as each $S_{n_i}$ on $V_i \oplus V_i$, we have $\det_V(1 - t\sigma) = \prod_{i=1}^{k} \det_{V_i}(1 - t\sigma_i)^2$ for any $\sigma = (\sigma_1, \ldots, \sigma_k) \in S_{\Gamma}$. Hence we get

**Corollary 3.3.** For $V$ and $S_{\Gamma}$ defined as before, we have

$$H(K[V \oplus V]^G, t) = \prod_{i=1}^{k} H(K[V \oplus V]^G, t) = \prod_{i=1}^{k} \sum_{\sigma_i \in S_{n_i}} \frac{1}{\det_{V_i}(1 - t\sigma_i)^2}.$$
3.2. **Schur functions and application.** We give a brief introduction to Schur functions according to Chapter VI and VII of D. Littlewood [10], and first use it to compute \( H(K[V]^{S_n}, t) \) as a starter example.

Let \( A = (a_{i,j})_{n \times n} \) be any \( n \) by \( n \) square matrix and \( \chi^\lambda \) be the irreducible character of \( S_n \) associated to the partition \( \lambda \) of \( n \). Define the **immanant** of \( A \) corresponding to \( \lambda \) as

\[
|A|^{(\lambda)} = \sum_{\sigma \in S_n} \chi^\lambda_{\sigma} a_{1,\sigma(1)} a_{2,\sigma(2)} \cdots a_{n,\sigma(n)},
\]

where \( \chi^\lambda_{\sigma} \) is the value of \( \chi^\lambda \) on \( \sigma \). For \( \lambda = \{1^n\}, \chi^{\{1^n\}} = \text{sgn}(\sigma) = \pm 1 \), hence \( |A|^{\{1^n\}} = |A| \) is the ordinary matrix determinant. General immanants are not multiplicative but they satisfy the basic property of conjugate invariance as determinant does, i.e. \( |BAB^{-1}|^{(\lambda)} = |A|^{(\lambda)} \) for any invertible \( n \) by \( n \) matrix \( B \).

For any \( m \) variables \( \alpha_1, \ldots, \alpha_m \), let \( s_i = \alpha_1^i + \cdots + \alpha_m^i \) be the basic symmetric functions on them. Define a matrix \( s = s(\alpha_1, \ldots, \alpha_m) \) of the following shape

\[
s = \begin{pmatrix}
s_1 & 1 \\
s_2 & s_1 & 2 \\
\vdots & \vdots & \vdots & \vdots & n-1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
s_n & s_{n-1} & \cdots & s_1
\end{pmatrix},
\]

which comes from the Newton’s identities \( s(-e_1, e_2, \ldots, (-1)^n e_n)^T = 0 \) with \( e_i \) the elementary symmetric functions on \( \alpha_1, \ldots, \alpha_m \). Then for any partition \( \lambda \) of \( n \) we define the **Schur function** \( \{\lambda\} = \{\lambda\}(\alpha_1, \ldots, \alpha_n) \) as

\[
\{\lambda\} = \frac{1}{n!} |s|^{(\lambda)}.
\]

When convergence is not an issue, the Schur functions can be defined for an infinite series of variables.

We fix some notations of integer partitions. For any partition \( \lambda = (1^{r_1} \cdots k^{r_k}) \) of \( n \), denoted by \( |\lambda| = r_1 + 2r_2 + \cdots + kr_k = n \), define \( C_\lambda = 1^{r_1} r_1 ! \cdots k^{r_k} r_k! \), which is the size of the conjugacy class of \( S_n \) corresponding to \( \lambda \), and \( z_\lambda = n! / C_\lambda \), which is the size of the centralizer of any permutation belonging to the conjugacy class in \( S_n \). Also define \( h_r(\alpha_1, \ldots, \alpha_m) = \sum_{u_1+\cdots+u_m=n, u_i \in \mathbb{Z}} \alpha_1^{u_1} \cdots \alpha_m^{u_m} \) as the homogeneous product sums of degree \( r \). Then we include two basic results on Schur functions.

**Lemma 3.5** (6.2 of [10]). For any partition \( \lambda = (1^{r_1} 2^{r_2} \cdots k^{r_k}) \) of \( n \), let \( s_\lambda = s_1^{r_1} s_2^{r_2} \cdots s_k^{r_k} \). Then

\[
\{\lambda\} = \sum_{|\rho| = n} \frac{1}{z_\rho} \chi^\lambda_{\rho} s_\rho.
\]
summing over all partitions of $n$. In particular, $\{(1^n)\} = e_n(\alpha_1, \ldots, \alpha_m)$ and $\{(n)\} = h_n(\alpha_1, \ldots, \alpha_m)$ are the $n$-th elementary symmetric polynomial and the homogeneous product sums of degree $n$. On the other hand, we also have

$$s_\lambda = \sum_{|\mu| = n} \chi_\lambda^\mu \{\mu\}. $$

The following special case of Schur functions explicitly computable by the Jacobi-Trudi equation (see 6.3 of [10]) is crucial to our calculation of $H(K[V \oplus V]^S_n, t)$.

**Lemma 3.6** (7.1 of [10]). For any partition $\lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_l\}$ of $n$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_l (l \leq n)$, let $n_\lambda = \lambda_2 + 2\lambda_3 + \cdots + (l-1)\lambda_l$ and $\{\lambda : t\}$ be the Schur function on $\{t^m, m \in \mathbb{Z}\}$ corresponding to $\lambda$, then

$$\{\lambda : t\} = t^{n_\lambda} \frac{\prod_{1 \leq r < s \leq t}(1 - t^{\lambda_r - \lambda_s - r + s})}{\prod_{r=1}^t \phi_{\lambda_r + t - r}(t)},$$

where $\phi_k(t) = (1 - t) \cdots (1 - t^k)$ for any positive integer $k$.

Now we give a straightforward calculation of $H(K[V]^S_n, t)$ using Schur functions. First note that for any partition $\lambda = (1^{r_1} \cdots k^{r_k})$ of $n$, the corresponding conjugacy class has size $C_\lambda = 1^{r_1}! \cdots k^{r_k}!$. Then by Lemma 3.4 and Molien’s formula (Proposition 3.2), we have

$$H(K[V]^S_n, t) = \frac{1}{n!} \sum_{\sigma \in S_n} \frac{1}{\det_{\Lambda}(1 - t \sigma)} = \frac{1}{n!} \sum_{|\lambda| = n} \frac{C_\lambda}{(1 - t)^{r_1} \cdots (1 - t^{r_k})},$$

Note that $\chi_{\lambda}^{(n)} = 1$ for any partition $\lambda$ of $n$, and for the infinite series of variables $t^m, m \geq 0$, $s_\lambda = \frac{1}{(1 - t)^{r_1} \cdots (1 - t^{r_k})}$. Hence by Lemma 3.5 and Lemma 3.6, we have

$$H(K[V]^S_n, t) = \{(n)\}(1, t, t^2, \ldots) = \frac{1}{\phi_n(t)} = \frac{1}{(1 - t)(1 - t^2) \cdots (1 - t^n)}.$$
\[
(1-t)(1-t^2)\cdots(1-t^n).
\]

**Remark 1.** The above computation just manifests the fundamental theorem of symmetric functions that \(K[V]^S_n\) is a polynomial ring in the elementary symmetric polynomials. Moreover, its coincidence with the generating function of numbers of partitions with at most \(n\) parts corresponds to the fact that \(K[V]^S_n\) for each \(d\) has Schur polynomials \(\{\lambda\}(x_1, \ldots, x_n)\) of degree \(d\) as a linear basis, noting that \(\{\lambda\} = 0\) if the partition \(\lambda\) has more than \(n\) parts by the Jacobi-Trudi identity.

To compute \(H(K[V \oplus V]^S_n, t)\), we introduce a method based on orthogonality of characters as follows. By Corollary 3.3 and Lemma 3.4, we have

\[
(5) \quad H(K[V \oplus V]^S_n, t) = \sum_{|\rho| = n} \frac{1}{z_\rho} \frac{1}{\det \chi_{\rho}(1-t\sigma)^2} = \sum_{|\rho| = n} \frac{1}{z_\rho} s_{\rho + \rho}(1, t, t^2, \ldots).
\]

Here for any two partitions \(\mu = (1^{r_1} \cdots n^{r_n})\) and \(\nu = (1^{s_1} \cdots n^{s_n})\) of \(n\), we denote by \(\mu + \nu\) the partition \((1^{r_1+s_1} \cdots n^{r_n+s_n})\) of \(2n\). With this notation, we immediately get \(s_{\mu}s_{\nu} = s_{\mu+\nu}\). Moreover, by Lemma 3.5, we compute for any partition \(\lambda\) of \(n\)

\[
\{\lambda : t\}^2 = \sum_{|\mu| = |\nu| = n} \frac{1}{z_\mu z_\nu} \chi_\mu^\lambda \chi_\nu^\lambda s_{\mu+\nu},
\]

and

\[
(6) \sum_{|\lambda| = n} \{\lambda : t\}^2 = \sum_{|\lambda| = n} \sum_{|\mu| = |\nu| = n} \frac{1}{z_\mu z_\nu} \chi_\mu^\lambda \chi_\nu^\lambda s_{\mu+\nu} = \sum_{|\mu| = |\nu| = n} \frac{1}{z_\mu z_\nu} \left( \sum_{|\lambda| = n} \chi_\mu^\lambda \chi_\nu^\lambda \right) s_{\mu+\nu}.
\]

The above summation can be dramatically simplified by the following orthogonality of characters.

**Lemma 3.7.** For any finite group \(G\), let \(g, h \in G\) and \(Z_g\) denote the centralizer of \(g\) in \(G\). Then

\[
\sum_{\chi \in \text{Irr}(G)} \chi(g) \overline{\chi(h)} = \begin{cases} |Z_g| & \text{if } g \text{ is conjugate to } h, \\ 0 & \text{otherwise.} \end{cases}
\]

where \(\text{Irr}(G)\) denotes the set of irreducible characters of \(G\).

**Proof.** For a proof, see [5, Theorem 3.9].

Hence (6) and (5) become equal:

\[
\sum_{|\lambda| = n} \{\lambda : t\}^2 = \sum_{|\mu| = n} \frac{1}{z_\mu z_\mu} z_\mu s_{\mu+\mu} = H(K[V \oplus V]^S_n, t).
\]

We summarize the above as follows.
Proposition 3.8. Let $V \cong K^n$ be the standard representation of $S_n$ with $S_n$ permuting a standard basis of $V$, for any field $K$ of characteristic zero, and $\{\lambda : t\}$ the Schur function on $\{t^m, m \in \mathbb{Z}\}$ for any partition $\lambda$ of $n$. Then

$$H(K[V \oplus V]^{S_n}, t) = \sum_{|\lambda| = n} \{\lambda : t\}^2.$$ 

We can generalize the result to arbitrary finite groups using the above argument based on orthogonality of characters as of Lemma 3.7.

Corollary 3.9. Let $G$ be a finite group and $W$ a finite dimensional representation of $G$ over a field of characteristic zero. For any irreducible character $\chi$ of $G$, define an analogue of the Schur function by

$$S^W_\chi(t) := \frac{1}{|G|} \sum_{g \in G} \frac{\chi(g)}{\det_0^W(1 - tg)}.$$ 

Then

$$H(K[W \oplus W]^G, t) = \sum_{\chi} S^W_\chi(t)^2,$$

where the summation is over all irreducible characters of $G$.

Computational evaluation of the Hilbert series $H(K[V \oplus V], t)$ can be obtained by Lemma 3.6. We can get another expression of it by further combining Proposition 3.8 with the following Cauchy's identity:

Lemma 3.10 (see Theorem 38.1 of Bump [2]). For any $\alpha_1, \ldots, \alpha_k \in \mathbb{C}$ and $\beta_1, \ldots, \beta_l \in \mathbb{C}$ with $|\alpha_i| < 1, |\beta_j| < 1$, we have

$$\sum_{|\lambda| = n} \{\lambda\}(\alpha_1, \ldots, \alpha_k)\{\lambda\}(\beta_1, \ldots, \beta_l) = h_n(\alpha_i\beta_j),$$

the homogeneous product sums of degree $n$ on $\alpha_i\beta_j, 1 \leq i \leq k, 1 \leq j \leq l$.

Using infinite series of variables $\alpha_i = t^i, \beta_j = t^j, i, j \geq 0$, and noting that $t^k$ occurs $k + 1$ times for each $k \geq 0$, we immediately get the generating function

$$\sum_{k \geq 0} h_k(\alpha_i\beta_j)x^k = \prod_{i,j \geq 0} (1 + \alpha_i\beta_jx + (\alpha_i\beta_jx)^2 + \cdots) = \prod_{k \geq 0} (1 - t^kx)^{-k-1}.$$

Further by Carlitz [3, (5.2)] or Garsia-Gessel [6, Theorem 2.3], we have

Lemma 3.11.

$$\prod_{k \geq 0} (1 - t^kx)^{-(k+1)} = \prod_{k \geq 0} (1 - t^{k+1}(x/t))^{-(k+1)} = \sum_{n \geq 0} \frac{x^n f_n(t)}{(1 - t)^2 \cdots (1 - t^n)^2},$$

where $f_n(t) = \sum_{\sigma \in S_n} t^{m(\sigma) + m(\sigma^{-1})}$ and $m(\sigma)$ is the major index of $\sigma$, denoting the sum of all $i$ such that $\sigma(i) > \sigma(i + 1)$.

Hence together with Lemma 3.10 we get
Theorem 3.12. With notations above,
\[ H(K[V \oplus V]^{S_n}, t) = \frac{f_n(t)}{(1 - t)^2 \cdots (1 - t^n)^2}. \]

Combining Proposition 3.8 and Theorem 3.12 implies the following

Corollary 3.13. With notations above,
\[ f_n(t) = \sum_{\sigma \in S_n} t^{m(\sigma) + m(\sigma^{-1})} = \phi_n^2(t) \sum_{|\lambda| = n} \{\lambda : t\}^2. \]

Remark 2. This equality is also established in Stanley [13, Theorem 5.1] by combinatorial counting of plane partitions.

The highest degree of secondary invariants of \( K[V \oplus V]^{S_n} \) is now apparently \( \deg(f_n) = m(\sigma) + m(\sigma) = n(n - 1) \) for \( \sigma = (1 \ n)(2 \ n - 1) \cdots \), which was first computed in the older account by Carlitz [3]. Since there are \( |S_n| = n! \) terms in the summation of \( f_n \), there are clearly \( n! \) secondary invariants. We summarize it as

Corollary 3.14. The highest degree of the secondary invariants of \( K[V \oplus V]^{S_n} \) is \( n(n - 1) \), and clearly the number of secondary invariants is \( n! \).

Remark 3. The highest degree of secondary invariants can also be calculated directly from Proposition 3.8. Actually, for \( \lambda = (1^n) \), the Schur function \( \{\lambda : t\} \) achieves the highest degree \(-n\) by the formula of Lemma 3.6. Hence the highest degree of the secondary invariants is equal to \( \deg(\phi_n^2(t)) - 2n = n(n - 1) \).

Remark 4. The sequence OEIS A081285 (see [12]) records a list of coefficients of \( f_n \) for \( n \leq 40 \), which gives us explicitly the degrees of all secondary invariants of \( K[V \oplus V]^{S_n} \) for \( n \leq 40 \). Calculation results for small \( n \) using the Schur function formula of Lemma 3.6 indeed coincide with the cited list. We record the first three Hilbert series following the calculation:

\[ H(K[V \oplus V]^{S_2}, t) = \frac{1 + t^2}{(1 - t)^2(1 - t^2)^2}; \]
\[ H(K[V \oplus V]^{S_3}, t) = \frac{1 + t^2 + 2t^3 + t^4 + t^6}{(1 - t)^2(1 - t^2)^2(1 - t^3)^2}; \]
\[ H(K[V \oplus V]^{S_4}, t) = \frac{1 + t^2 + 2t^3 + 4t^4 + 2t^5 + 4t^6 + 2t^7 + 4t^8 + 2t^9 + t^{10} + t^{12}}{(1 - t)^2(1 - t^2)^2(1 - t^3)^2(1 - t^4)^2}. \]

Returning to our starting point on product of symmetric groups, we get

Corollary 3.15. With notations above, we have
\[ H((K[V_1] \otimes K[V_1])^{S_k}, t) = \frac{\prod_{i=1}^k f_n(t)}{\prod_{i=1}^k \phi_n^2(t)}. \]
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