Identification of neurobehavioural symptom groups based on shared brain mechanisms
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Most psychopathological disorders develop in adolescence. The biological basis for this development is poorly understood. To enhance diagnostic characterization and develop improved targeted interventions, it is critical to identify behavioural symptom groups that share neural substrates. We ran analyses to find relationships between behavioural symptoms and neuroimaging measures of brain structure and function in adolescence. We found two symptom groups, consisting of anxiety/depression and executive dysfunction symptoms, respectively, that correlated with distinct sets of brain regions and inter-regional connections, measured by structural and functional neuroimaging modalities. We found that the neural correlates of these symptom groups were present before behavioural symptoms had developed. These neural correlates showed case–control differences in corresponding psychiatric disorders, depression and attention deficit hyperactivity disorder in independent clinical samples. By characterizing behavioural symptom groups based on shared neural mechanisms, our results provide a framework for developing a classification system for psychiatric illness that is based on quantitative neurobehavioural measures.

Adolescence and its transition towards young adulthood form a critical period for the development of psychiatric illness, with half of the lifetime psychopathological burden emerging by the mid-teens and three-quarters by the mid-twenties. It coincides with major structural changes in grey and white matter that are particularly pronounced in the limbic system and the prefrontal cortex. Cognitive and (other) behavioural maturation reflect this brain-wide developmental process. Because psychopathological symptoms during adolescent brain reorganization are often unspecific, and in many cases reversible, it has been difficult to identify unambiguously the early markers of sustained mental illness. Therefore most patients present during adulthood, often at a point when severe psychopathology has developed that gravely impairs their daily functioning. Presentation at this advanced stage increases individual suffering and renders therapeutic interventions more difficult.

At present, both adolescent and adult psychiatric diagnoses are made on the basis of combinations of behavioural symptoms that, while reflecting the psychopathological experience of generations of clinicians and patients, are not necessarily related to homogeneous pathophysiological or etiological processes. This results in biological heterogeneity within diagnostic entities, high rates of comorbidity between diagnoses and ill-defined targets for drug development. This is particularly relevant in adolescence, where there is evidence to suggest that psychiatric illness is more dimensional and less categorical than in adult psychopathology. Neuroimaging methods offer the opportunity to identify the biological mechanisms underpinning mental illness, without recourse to these categorizations.

One of the challenges in breaking up diagnostic borders, in favour of more homogeneous clusters of symptoms sharing common neural mechanisms, is that biological and behavioural data need to be combined in a meaningful way. A suitable method for this is canonical correlation analysis (CCA), which is formulated to maximize the correlation between variables in two views of a dataset. This technique has previously been used to link complex behavioural datasets with functional brain networks. However, CCA has a number of limitations: it cannot be applied to data with more features than samples, results are difficult to interpret owing to a lack of localizability and it is only possible to find relationships between two sets of variables. The first two of these issues can be addressed using sparse CCA (sCCA), which has been used to find modes of shared variation between resting-state functional connectivity.
magnetic resonance imaging (rs-fcMRI) and behavioural measures in adolescents and young adults. However, this approach is still limited in that it is only possible to identify relationships between psychiatric symptoms and one kind of biological measure at a time. We further enhanced sCCA by formulating a constrained form of multiple CCA, which maximizes the correlation between psychiatric symptoms, and several different neuroimaging modalities simultaneously, before combining them in a linear regression model; we term this approach sparse multiple CCA regression (msCCA regression).

We investigated whether symptoms contributing to Diagnostic and Statistical Manual of Mental Disorders (DSM-5)/International Classification of Diseases (ICD-10) diagnoses can be reconfigured to identify neurobehavioural symptom groups that best represent specific underlying dysfunctional brain networks in adolescence. Here, we used a data-driven approach applied to a large general population neuroimaging sample to investigate direct relationships between neuroimaging measures of brain structure and function, yet without immediate recourse to diagnostic psychiatric categories. Following this, we sought to determine whether the regions we found to be related to psychiatric symptoms in adolescence were associated with full-blown clinical psychopathology in several independent clinical samples. Overall, this multistep approach enabled us to identify brain correlates of psychopathology in adolescence, probe their predictive value in the critical period between 14 and 19 years of age and characterize these brain correlates against the development of full-blown psychopathology.

**Results**

We used msCCA regression (see the Methods section ‘msCCA regression’) to link participant responses to the Development and Well Being Assessment (DAWBA; a structured interview for psychiatric DSM-5/ICD-10 diagnoses; Supplementary Table 1) with voxel-based morphometry (VBM) measures of grey matter volume, fractional anisotropy (FA) along major white matter tracts using tract-based spatial statistics (TBSS) and functional connectivity between different brain regions, mapped from rs-fcMRI scans. We processed using voxel-wise VBM and TBSS methods respectively, as these procedures have been extensively studied and applied to real data. We mapped inter-regional rs-fcMRI connections across the brain using nodal maps defined by Miller et al.; reasons for our preprocessing and analysis choices are detailed in the Methods section ‘Different neuroimaging pre-processing strategies’. We investigated 90 DAWBA items (symptoms) related to a broad range of psychiatric disorders, including affective and anxiety symptoms, attention deficit/hyperactivity and conduct symptoms, as well as substance use, eating disorders and symptoms of psychosis (Supplementary Table 1). This analysis was carried out on the general population IMAGEN sample, on participants of age 19. Following an in-depth analysis of the data, we were able to extract effect sizes in an unbiased way. Using a test set also allowed us to carry out further characterization of the data, without running into circularity problems. We carried out model selection in a training dataset of 70% of the data (n=467), and model validation in the testing dataset of the remaining 30% (n=199). To enhance stability, we resampled the data and retained only variables that contributed to the model in 90% of resamples (see Methods section ‘Stability selection’ and Supplementary Fig. 1). Demographic information on the full sample, training and testing sets is given in Supplementary Fig. 2.

The msCCA-regression procedure we used in this investigation is designed to maximize associations between variable sets. For this reason, all msCCA-regression significance values reported in the text are one-sided.

Using msCCA regression, we found a significant relationship between a subset of six DAWBA symptoms (see Fig. 1), and VBM, TBSS and rs-fcMRI measures (r=0.59, n = 465, P<0.001). The behavioural correlates derived from DAWBA covered symptoms linked to feelings of depression, anxiety and somatic problems, as well as temper and attentional problems (Fig. 1). The model was also significant when applied to the test dataset (r = 0.23, n = 197, P<0.001, 95% confidence intervals (CIs)=0.13, ∞) (Fig. 1), explaining 5.30% of the variance between psychiatric symptoms and the brain. Brain correlates derived from VBM, TBSS and rs-fcMRI measures were associated with this anxiety/depression symptom group with correlation values of: r = 0.16, n = 197, P = 0.017, 95% CIs = 0.040, ∞; r = 0.14(197), P = 0.040, 95% CIs = 0.037, ∞ and r = 0.15, n = 197, P = 0.029, 95% CIs = 0.041, ∞ respectively; all P-values are family-wise error (FWE)-corrected for multiple comparisons (see Methods section ‘Analysis design’ and Supplementary Fig. 3).

VBM, TBSS and rs-fcMRI modalities all showed an individually significant relationship to psychopathology. We carried out further localization analyses in each modality to identify brain regions that showed an individually significant relationship to psychopathology (see Methods section ‘Additional analyses to localize effects’). In this localization analysis, we identified one grey matter cluster in the right inferior temporal gyrus (r = 0.16, n = 197, P = 0.032 FWE corrected, 95% CIs = 0.041, ∞), and a single cluster of decreased FA in the genu of the corpus callosum (r = 0.16, n = 197, P = 0.031 FWE corrected, 95% CIs = 0.041, ∞). Both of these brain regions have been among those exhibiting the largest differences between healthy controls and patients with depression, in recent large, well powered meta-analyses. Further, we found an increase in functional connectivity between the default mode network, and the cerebellum (r = 0.15, n = 197, P = 0.041 FWE corrected, 95% CIs = 0.037, ∞), the default mode network has been implicated in several different psychiatric disorders, but particularly depression, with recent research showing that connectivity between the cerebellum and the default mode network is altered in patients with depression. Information on the full set of regions found to be associated with psychiatric symptoms can be found in Supplementary Tables 2 and 3 and Supplementary Figs. 4 and 5.

We then removed the effects of the first canonical relationship and investigated the presence of a second dimension of shared variance between symptoms and the brain (see Methods section ‘Finding multiple modes of variation’). Here, we identified another behaviour correlate consisting of five items from the DAWBA, including problems with attention, fidgeting, rapidly changing moods and (lack of) conscientiousness, which was significantly associated with the neuroimaging modalities (r = 0.46, n = 465, P = 0.004). The test sample correlation is significant (r = 0.19, n = 197, P = 0.002, 95% CIs = 0.087, ∞), explaining 3.61% of the variance between psychiatric symptoms and the brain. Brain correlates derived from VBM, TBSS and rs-fcMRI measures were associated with the executive dysfunction symptom group with correlation values of r = 0.19, n = 197, P = 0.012, 95% CIs = 0.079, ∞; r = 0.070, n = 197, P = 0.21, 95% CIs = 0.029, ∞ and r = 0.020, n = 197, P = 0.58, 95% CIs = −0.090, ∞, respectively. These results are displayed in Fig. 2.

Because the VBM modality was the only modality in this second canonical relationship to show an individually significant relation to psychopathology, we carried out a localization analysis for VBM data only in this modality; we found that executive dysfunction symptoms correlated with a single grey matter cluster in the right middle temporal gyrus (r = 0.16, n = 197, P = 0.024 FWE corrected, 95% CIs = 0.049), an area that has previously been shown to be associated with attention deficit hyperactivity disorder (ADHD) symptomology. Information on the full set of regions...
found to be associated with psychiatric symptoms can be found in Supplementary Tables 4 and 5 and Supplementary Figs. 4 and 5. Associations between canonical anxiety/depression and executive dysfunction canonical correlates are given in Supplementary Table 6. Our results were robust to different rs-fcMRI atlas choices, as shown by repeated analyses using a different nodal definition in the test set. b, The msCCA-regression model linking psychiatric symptoms with the different neuroimaging measures. c, Psychiatric symptoms contributing to this relationship are shown on the left, with their canonical weights shown in red. d, rs-fcMRI measures of functional connectivity. Canonical weights are shown in red and blue. e, VBM measures of grey matter volume associated with symptoms. Canonical weights are shown in blue. f, TBSS measures of FA. Canonical weights are shown in blue.

Fig. 1 | Results of the first msCCA-regression analysis showing relationships between anxiety/depression psychiatric symptoms and neuroimaging measures in the IMAGEN sample. a, The full msCCA-regression model linking psychiatric symptoms to VBM, TBSS and rs-fcMRI neuroimaging measures at age 19. We found associations between psychiatric symptoms and neuroimaging measures of $r = 0.59$, $n = 465$, $P < 0.001$) in the training set, and associations between symptoms and the brain of $r = 0.23$, $n = 197$, $P < 0.001$, 95% CIs = 0.13, in the test set. b, The msCCA-regression model linking psychiatric symptoms with the different neuroimaging measures. c, Psychiatric symptoms contributing to this relationship are shown on the left, with their canonical weights shown in red. d, rs-fcMRI measures of functional connectivity. Canonical weights are shown in red and blue. e, VBM measures of grey matter volume associated with symptoms. Canonical weights are shown in blue. f, TBSS measures of FA. Canonical weights are shown in blue.

Hypothesis-driven analysis. To determine whether the canonical symptom groups identified in our data-driven analysis show a stronger relationship to neuroimaging measures than existing means of organizing psychiatric symptoms, we carried out a hypothesis-driven analysis using internalizing and externalizing symptoms, which are often used in adolescent psychiatric diagnostics. We tested whether the canonical symptom groups identified with msCCA-regression were able to explain more variance than this widely used model of illness (see Methods section ‘Hypothesis-driven analysis’). We term these pre-defined symptom groups as DAWBA-internalizing and DAWBA-externalizing. We found that the correlation of the DAWBA-internalizing dimension of psychopathology with
neuroimaging measures shows only trend-level significance in the test set ($r = 0.12$, $n = 197$, $P = 0.060$, 95% CIs = −0.02, ∞) and explains 1.9% of variance. Similarly, DAWBA-externalizing dimensions of psychiatric illness correlated with neuroimaging measures at ($r = 0.040$, $n = 197$, $P = 0.28$, 95% CIs = −0.095, ∞) in the test set, explaining 0.16% of the variance (Supplementary Fig. 7). We then used a modified version of Dunn and Clarke’s $Z$ test\textsuperscript{26,27} to test directly whether the association of the canonical symptom groups with the brain was significantly stronger than their pre-defined analogues. While the symptom–brain correlation of the executive-dysfunction symptom group was indeed significantly stronger than that of the DAWBA-externalizing symptom group ($Z = 1.95$, $n = 196$, $P = 0.029$), we did not find evidence that the strength of the association between the anxiety/depression symptom group and the

---

**Fig. 2** | Results of the second msCCA-regression analyses showing relationships between executive dysfunction symptoms and neuroimaging measures in the IMAGEN sample, following the removal of the first canonical relation. **a**, The full msCCA-regression model linking psychiatric symptoms to VBM, TBSS and rs-fcMRI neuroimaging measures at age 19. We found associations between executive dysfunction symptoms and neuroimaging measures of $r = 0.46$ ($P = 0.004$) in the training set, and associations between symptoms and the brain of $r = 0.19$, $n = 197$, $P = 0.002$, 95% CIs = 0.087, ∞ in the test set. **b**, The msCCA-regression model linking psychiatric symptoms with the different neuroimaging measures. **c**, Symptoms contributing to this relationship are shown on the left with their canonical weights shown in red. **d**, rs-fcMRI measures of functional connectivity. Canonical weights are shown in red and blue. **e**, VBM measures of grey matter volume associated with symptoms. Canonical weights are shown in blue. **f**, TBSS measures of FA. Canonical weights are shown in blue.
brain was significantly larger than that of the DAWBA-internalizing group \((Z = 0.92, n = 196, P = 0.18)\).

**Longitudinal analysis.** We carried out the initial cross-sectional analysis relating psychiatric symptoms to the brain at age 19, because most psychopathological symptoms will have manifested by this age. To investigate how adolescent brain development relates to the development of psychopathological symptoms, we analysed data from the same participants at age 14 years. After a convervative quality control procedure (see Methods section ‘Longitudinal analysis’), \(n = 412\) participants were available at this age in the training set and \(n = 182\) in the test first. We repeated the cross-sectional mSCCA-regression analysis using VBM and TBSS (rs-fcMRI data was not available at age 14). We found a non-significant, trend-level association between symptoms and neuroimaging measures of \(r = 0.42, n = 410, P = 0.11\) in the training set. We found similarly non-significant results in the testing set \((r = 0.10, n = 180, P = 0.090, 95\% \text{ CIs} = -0.017, \infty)\). The results of these analyses are displayed in Supplementary Fig. 8.

There is previous evidence to suggest that neuroimaging measures precede the development of psychiatric symptoms in adolescence\(^2\). We tested whether that was the case with the canonical symptom groups established in the present study by extracting the TBSS and VBM regions discovered at age 19 and using them as regions of interest at age 14. To obtain unbiased estimates of effect, we looked for associations in the test sample. Our data did not show any evidence of an association between anxiety/depression brain correlates and anxiety/depression symptoms at 14 years: \(r = 0.020, n = 180, P = 0.40, 95\% \text{ CIs} = -0.10, \infty\). However, the brain correlates taken from data at age 14 were predictive of symptoms at age 19: \(r = 0.14, n = 180, P = 0.023, 95\% \text{ CIs} = 0.022, \infty\). These results are shown in Fig. 3. The difference in correlation between brain correlates at age 14 years with anxiety/depression symptoms at 14 years and 19 years was also significant, testing for a difference in association using a modified version of Dunn and Clarke’s \(Z\) test \((Z = 1.74, n = 179, P = 0.041)\)\(^3\). We did not find evidence of an association between brain correlates and symptoms of executive dysfunction at age 14 years \((r = 0.030, n = 180, P = 0.41, 95\% \text{ CIs} = -0.093, \infty)\). Prediction of symptoms at 19 years showed a trend towards significance \((r = 0.11, n = 180, P = 0.065, 95\% \text{ CIs} = -0.010, \infty)\).

**Clinical characterization.** We investigated whether the canonical correlates of psychopathology we identified in a general population adolescent sample are correlated with fully developed psychiatric illnesses. In these analyses, we looked for case–control differences in the anxiety/depression and executive dysfunction canonical correlates, across four common psychiatric illnesses in several independent clinical samples. We carried out these analyses using VBM data alone, as this was the only data modality that showed an individually significant association with both symptom groups. Clinical and demographic information associated with the different clinical samples is displayed in Supplementary Fig. 9 and Supplementary Tables 7–9. Extensive information on quality control and data exclusion criteria for these clinical samples is given in the Methods section ‘Clinical analyses.’ In assessing this data, we were looking for a directional effect, so we therefore report significance levels resulting from one-tailed tests in this section.

When analysing the data for case–control differences in grey matter correlates of anxiety/depression symptoms, we found significant reductions in regional grey matter volume in independent samples of patients with depression \((t\)-statistic = 4.61, \(n = 612, P < 0.001\), Cohen’s \(D = 0.39, 95\% \text{ CIs} = 0.25, \infty)\), schizophrenia \((t\)-statistic = 2.54, \(n = 445, P = 0.002\), Cohen’s \(D = 0.25, 95\% \text{ CIs} = 0.087, \infty)\) and in ADHD \((t\)-statistic = 1.84, \(n = 203, P = 0.034\), Cohen’s \(D = 0.26, 95\% \text{ CIs} = 0.030, \infty)\). In the executive dysfunction grey matter correlates, we found significant differences between patients and healthy controls in ADHD \((t\)-statistic = 2.19, \(n = 203, P = 0.014\), Cohen’s \(D = 0.32, 95\% \text{ CIs} = 0.070, \infty)\), schizophrenia \((t\)-statistic = 2.84, \(n = 445, P = 0.0026\), Cohen’s \(D = 0.28, 95\% \text{ CIs} = 0.11, \infty)\) and depression \((t\)-statistic = 1.65, \(n = 612, P = 0.050\), Cohen’s \(D = 0.14, 95\% \text{ CIs} = 0.001, \infty)\). We did not find significant effects of bipolar disorder along either of these dimensions \((t\)-statistic = −0.23, \(n = 473, P = 0.59\), Cohen’s \(D = −0.02, 95\% \text{ CIs} = −0.17, \infty)\) and \((t\)-statistic = −1.33, \(n = 473, P = 0.90\), Cohen’s \(D = −0.12, 95\% \text{ CIs} = −0.27, \infty)\) respectively \((\text{Fig. 4})\). In these case–control analyses, the data distribution was assumed to be normal but this was not formally tested. To test whether the observed reduction in grey matter was specific to the brain correlates identified, as opposed to being a proxy for a generalized, brain-wide reduction in grey matter, we repeated the clinical comparisons using total grey matter as a covariate of no interest in addition to total intracranial volume (Supplementary Fig. 10). Results for ADHD and depression were unaffected by this change in pre-processing. In contrast, the results for schizophrenia were no longer significant.

**Discussion** We ran analyses to establish direct relationships between psychiatric symptoms and neuroimaging measures of brain structure and function, without immediate reference to pre-defined psychiatric categories. This kind of dimensional, data-driven approach is particularly relevant in adolescence where there is a good deal of evidence suggesting that psychopathology is less differentiated than in adulthood and therefore does not fit into the traditional categorical conception of psychiatric disorder\(^4\). We find two largely non-overlapping sets of brain regions that correlate with different sets of psychiatric symptoms. The first symptom dimension predominantly encompassed anxiety/depression symptoms, whereas the second dimension consisted mainly of executive dysfunction symptoms.

The anxiety/depression canonical symptom correlate was significantly associated with \(T\), rs-fcMRI and DTI data modalities. Participants scoring highly on this psychiatric scale showed decreased grey matter volume in the middle temporal gyrus, reduced FA in the genu of the corpus callosum, and increased functional connectivity between the default mode network and the cerebellum. A recent meta-analysis has demonstrated an association of depression with the right inferior temporal gyrus\(^5\), a region exhibiting close connections with the limbic system, consistent with the theory that depression results from dysfunctional cortico-limbic circuits\(^6\). The genu of the corpus callosum is a commissural white matter pathway that links left and right prefrontal brain regions\(^7\). Changes in the structure of the corpus callosum are known to result in altered inter-hemispheric connectivity and impaired emotional control\(^8\). The genu of the corpus callosum has been shown to be the white matter region with the largest difference in FA between controls and patients with major depression\(^8\). The default-mode network is a set of brain regions that reliably exhibit a decrease in activity when the brain is engaged in non-self-directed tasks; this network is thought to be primarily responsible for self-inspection and internal monitoring\(^9\), which are processes overactive in depression\(^10\). Increased connectivity between the default-mode network and the cerebellum has been previously reported in drug-naïve depressive patients\(^11\), consistent with its recently discovered involvement in complex cognitive and emotional processes\(^12\).

We found that the executive dysfunction psychiatric symptom group was significantly correlated with neuroimaging measures derived from \(T\) data. Here, decreased grey matter was localized to the right middle temporal gyrus, previously linked to ADHD\(^13\). These results are more difficult to interpret as the function of this brain area is not well studied. As with the rest of the temporal lobe, this brain area is thought to be responsible for generating meaning from sensory inputs\(^16\). Furthermore, the temporal lobe...
functions closely with the hippocampus in the formation of memories. Therefore, atrophied grey matter in this brain area may help to explain the learning deficits often observed with ADHD-like symptoms.

The identification of brain systems from a population-based cohort that is not suffering from any other psychiatric illness has major advantages. By identifying sub-clinical correlates of psychiatric illness, prior to the full manifestation of disorder, it is possible to avoid the potential impact of effects indirectly related to illness, such as substance use and medication effects. For example, 17% of the schizophrenic patients, and 21% of the bipolar patients, but none of the healthy controls studied here, have a history of alcohol abuse, which has been linked to widespread decreases in grey matter. In addition, various psychiatric medicines, including lithium, which is often prescribed to bipolar patients, have also been linked to alterations in grey matter volume; it is possible that lithium-induced increases in grey matter volume may have contributed to the observed absence of significant findings in bipolar patients in this study.

We compared the efficacy of the data-driven msCCA-regression method with pre-defined psychiatric scales of internalizing and externalizing symptoms. We found that the data-driven approach identified relationships between symptoms and the brain that were significantly stronger than a similar approach using standard
internalizing and externalizing psychiatric symptom scales, defined without reference to any underlying biology. The fact that the canonical symptom groups show a stronger correlation with neuroimaging measures than pre-defined scales is important as it shows that data-driven methods may offer the potential to refine existing psychiatric categorizations. It is notable that grey matter correlates of psychopathology are already present at age 14 years, preceding the development of symptoms that only become manifest 5 years later, at 19 years. We also found that the brain correlates identified in the adolescent general population replicate in independent clinical samples of patients with corresponding psychiatric disorders, namely depression and ADHD. In addition to validating our primary results gained from population cohorts, these results raise the prospect of using neuroimaging measures, discovered in preclinical samples, as predictors of future psychopathology, thus enabling the development of targeted interventions in a young age group, where such measures are most effective in reducing the burden of mental illness.

It is important to note that the results of the msCCA-regression analysis applied here depend on the distribution of prevalence of psychopathological symptoms in each sample investigated. Thus, whereas a general population sample may yield an index of the normative variance in psychiatric symptoms from a broader range of different psychiatric disorders and their neural correlates, a patient sample might yield a narrower biological stratification within distinct clinical psychiatric categories, such as different biotypes of depression, or symptoms of psychosis.

By basing symptom groups upon brain correlates, and by demonstrating specific associations of these correlates with clinical psychopathology, we have characterized stratification markers based on shared neural substrates. By discovering that these brain correlates identified in young adults are already established during adolescence, we have characterized biological risk markers prior to the manifestation of symptoms. Our work thus shows how major obstacles can be overcome in developing a taxonomy for psychiatric illness based on quantifiable neurobehavioural phenotypes.

Methods

Ethics. For IMAGEN, each site sought and received approval from the relevant local research ethics committee. Written consent was obtained from each participant and a parent or guardian.

For the depression studies in Munich, the studies were approved by the Regional Committee for Medical Research Ethics and the Norwegian Data Inspectorate. The ADHD study was approved by the regional ethics committee (Centrale Commissie Mengebonden Onderzoek, CMO Regio Arnhem, Nijmegen; 2008/163; ABR: NL23894.091.08) and the medical ethical committee of the VU University Medical Center. Informed written consent was obtained from each participant. For IMAGEN, each site sought and received approval from the relevant local ethics committees: the ethical committee of the Ludwig-Maximilians-Universität, Munich, Germany, and the ethical committee of the Bayerische Landesärztekammer, Munich, Germany. All participants provided written informed consent.

For the Thematically Organized Psychosis (TOP) study, all participants were recruited between 2003 and 2009 as part of an ongoing study of psychotic disorders (TOP). After receiving a complete description of the study, all participants gave informed consent to participate. The study was approved by the Regional Committee for Medical Research Ethics.

For the SDQ study, all participants were recruited from primary schools in Munich, Germany, and at the Munich Max Planck Institute for Human Cognitive and Brain Sciences. The studies were approved by the local research ethics committee. Written consent was obtained from each participant. For IMAGEN, each site sought and received approval from the relevant local ethics committees: the ethical committee of the Ludwig-Maximilians-Universität, Munich, Germany, and the ethical committee of the Bayerische Landesärztekammer, Munich, Germany. All participants provided written informed consent.

Study protocol. We developed a method, termed msCCA regression, of finding multivariate relationships between psychiatric symptoms, and multiple neuroimaging modalities simultaneously (VBM measures of grey matter volume, FA derived from DTI data and normalized using tract-based spatial statistics (TBSS), and resting-state functional connectivity neuroimaging measures). msCCA-regression analysis was carried out in the general population IMAGEN sample, when participants were aged 19. Additional analyses were then applied in order to localize associations between psychiatric symptoms, and neuroimaging measures of brain structure and function. We then analysed neuroimaging and symptom data at age 14 in order to determine whether this multivariate relationship already existed at this earlier time point. We then assessed the clinical significance of our findings by conducting case–control comparisons of the structural markers found in the IMAGEN analysis, in several clinical samples. The following text gives a more detailed description of the methods described here.

IMAGEN analysis. IMAGEN is a large-scale neuroimaging–genetics cohort study conducted with the aim of understanding the biological basis of individual variability in psychological and behavioural traits, and their relationship to common psychiatric disorders. The study involves a thorough neuropsychological, behavioural, clinical and environmental assessment of each participant. Participants also undergo biological characterization, with the collection of $T_1$-weighted structural magnetic resonance imaging (sMRI), DTI, task-based functional magnetic resonance imaging (fMRI), rs-fcMRI and genetic data. We used $T_1$-weighted MRI, DTI and rs-fcMRI data in the current investigation.

Participants. The analysis was carried out on participants drawn from the IMAGEN sample (see Schumann et al.4). For IMAGEN, a general population sample of Caucasian adolescents were recruited from eight sites across France, Ireland, England and Germany. Data was collected at 14, 16 and 19 years of age. After a conservative quality control of MRI acquisitions and DAWBA questionnaires, participants with complete datasets were used in the subsequent data analysis. No statistical analyses were used to predefine sample size. However, the sample size used was similar to that reported in previous studies.

DAWBA. Psychiatric symptoms of the IMAGEN participants were assessed using screening questions from the DAWBA, a wide-ranging psychiatric screening questionnaire. Participants were asked screening questions, assessing symptoms of specific fears, social fears, stress after a very frightening event, obsessions and compulsions, worry, depression, rapidly changing mood, attention and activity, troublesome behaviour, drug and alcohol use, contact with the police, and strange/frightening experiences; if enough of these questions were answered in the affirmative, a more in-depth assessment of symptoms associated with that disorder was made. DAWBA screening questions have previously been used to define subthreshold clinical symptoms in neuroimaging studies of subclinical psychopathology6. The SDQ was also used in the present investigation, as this questionnaire contributes to the assignment of diagnostic status in the DAWBA. Questions in the SDQ are categorized into broad internalizing and externalizing domains. The data from four of the questions asked had a standard deviation of zero among the participants asked, and were therefore not used in subsequent analyses. The full set of psychiatric questions asked in the present investigation can be found in Supplementary Table 1, where the questionnaire items that were omitted from the analysis are marked. At the time of the analysis conducted here, DAWBA/SDQ data had been collected for 1,510 participants. Of these, data were incomplete for 239 participants, and were not used.

$T_1$-weighted MRI acquisition. Scanning took place at eight different sites across Europe, using scanners built by four different manufacturers (Siemens, Philips, General Electric, Bruker). High-resolution, $T_1$-weighted images were obtained using a Magnetization Prepared Rapid Acquisition Gradient Echo (MPRAGE) sequence, based on the ADNI protocol (http://adni.loni.usc.edu/methods/documents/mri-protocols/). Scan parameters were standardized across sites to the highest degree possible (sagittal slice plane; repetition time 2.3 s; echo time 2.8 ms; flip angle 8°; 256×256×160 matrix; isotropic voxel size 1.1 mm). VBM pre-processing. At this time this investigation was conducted, $T_1$ data had not been acquired for 1,412 participants. All scans were manual and manually reoriented. 285 scans were discarded from the analysis because they had movement artefacts, strong field inhomogeneities, abnormal field of view, abnormally reduced cerebellum or brain artefacts. The resulting 1,115 scans were used to build the study-specific template. Baseline and two follow-up scans were preprocessed using both the 2008 version of the Voxel Based Morphometry toolbox (VBM8) running in SPM8 (version 5236). Given that IMAGEN recruited young adults, we first used VBM8 in order to avoid using adult tissue probability maps to initiate the segmentation process. The VBM8 toolbox segmentation relies on an adaptive ‘Maximum a Posterior’ technique and tissue probability maps used in VBM8 are for registration purposes only. Diffusion Orientation Map (DOM) (Waxel, an option in SPM8) was then used to register the 1,115 images, and to generate the study-specific population average template. We then re-sliced the data to 1.0×1.5×1.5 mm voxel size. Normalizing was carried out using an isotropic 8 mm full-width at half-maximum (FWHM) Gaussian smoothing kernel. We created a mask for the sample taken by taking the mean across all VBM maps included in the sample. We thresholded the mask at >0.4. We used a stringent mask to avoid overfitting the data. We then extracted all voxel values within this mask, resulting in 241,544 grey matter voxels.

DTI acquisition. The DTI acquisition sequence was based on the study by Jones et al.49. Diffusion tensor images were acquired using an echo planar imaging sequence (b=0 and 32 directions with b-value 1,300 mm$^2$/s), axial slice plane; echo time = 104 ms; 128×128×60 matrix; voxel size 2.4×2.4×2.4 mm), adapted to tensor measurements (such as FA and mean diffusivity) and tractography analysis.

TBSS pre-processing. At the time this study was conducted, DTI data had been acquired for 1,412 participants. Of these, 71 were not usable owing to signal...
7. We used the CompCorr procedure to further clean the data of physiological motion and eddy current correction. The B0 image is an anatomical image measuring tissue signals and contrasts, and in the absence of a diffusion gradient. Brain extraction was carried out using the brain extraction tool (BET) in FSL. Diffusion tensor fitting was then used to obtain FA maps for each participant. Most participants’ FA data was then projected onto the mean skeleton. We then used these skeletonized maps in all subsequent analyses. The final mask used contained 106,812 voxels. A further ten scans were not used owing to masking or normalization issues in TBSS.

fMRI acquisition. fMRI scanning of the IMAGEn participants was carried out at multiple sites. The imaging parameters were standardized: number of volumes (164), repetition time (TR) = 2.2 s, echo time (TE) = 30 ms, flip angle = 75°, number of slices/disabled discarded acquisitions (ddas) = 40/3, slice thickness = 2.4 mm, slice gap = 3.4 mm, voxel size = 3.4 × 3.4 × 2.4 mm³, matrix size = 64 × 64, field of view (FOV) = 218 mm.

fMRI preprocessing. At the time of this investigation, we had collected fMRI scans for 1,067 participants. Of these scans, 157 were not used, either because over 5% of scans from that participant exhibited artefacts of some kind, or because over 5% of the volume showed a fractional displacement of over 0.5 mm. Preprocessing of resting-state data was performed with routines from FMRIB’s Software Library (FSL version 5.0.9) and Advanced Normalization Tools (ANTS version 1.9.2)157–159:
1. Motion correction was carried out, applying a rigid body registration of each volume to the middle volume (using FSL routine MCFLIRT).
2. Non-brain tissue was removed (using FSL routine BET).
3. Spatial smoothing was applied using a 5 mm FWHM Gaussian kernel.
4. Independent component analysis (using FSL routine MELODIC) was run for each dataset. Artefact components were identified using an automatic classification algorithm, and subsequently regressed from the data (ICA-AROMA version 0.3)154,160. ICA-AROMA has been shown to be as effective as motion parameter regression, with additional spike regression and ‘scrubbing’, in the removal of motion-related effects on functional connectivity measures derived from fMRI data. However, this procedure has the additional benefit that it preserves more signal of interest than these methods160.
5. The resulting cleaned dataset was de-trended (up to a third-degree polynomial).
6. Co-registration to a high-resolution T1 image (using FSL routine FMRIL2) and the BBR algorithm), and normalization to 2 mm isotropic Montreal Neurological Institute (MNI) standard space (ANTS) was carried out.
7. We used the CompCor tool to further clean the data of physiological noise. To do this we created white matter and cerebrospinal fluid masks by taking the mean of the white matter and cerebrospinal fluid segmentations from the VBM analysis, and thresholding them at 0.95; we then re-sliced these maps into the same space as the fMRI data. We then extracted time-courses from voxels within these regions, and took the first three principal components of this signal for both white matter and cerebrospinal fluid data. These six principal component signals should represent the non-neuronal signal. We then regressed this non-neuronal signal from voxel timecourses across the rest of the brain.
8. Lastly, preprocessed and normalized resting-state datasets were re-sliced to 3 mm isotropic voxels.

Mapping rs-fcMRI data. 1. We first generated 55 regional nodal timecourses using dual regression on nodes established in the UK Biobank sample161. 2. We mapped the correlation between nodal regions using Pearson’s pairwise correlation coefficient, for each participant, thus producing a connectivity matrix for each participant. This connectivity matrix consists of 1,485 connections between nodes. 3. We then transformed these connectivity values using Fisher's Z-score transform.

Different neuroimaging processing strategies. A wide range of different preprocessing strategies can be applied in the analysis of neuroimaging data. Approaches to analysing DTI and T1 can be categorized into two broad types: voxelwise and atlas-based approaches162. We chose to analyse this data at the voxelwise level, as this allows for the highest level of spatial specificity. Although it is also technically possible to analyse rs-fcMRI data across the whole brain at the voxelwise level, this approach results in an enormous number of features. When mapping connectivity at the voxelwise level, in a dataset made up of N voxels, we are left with (N × (N − 1))/2 connections between those voxels. In the current investigation, N = 57,093, leading to N × (N − 1)/2 = 1.63 billion inter-regional connections. This would lead to a huge amount of redundancy in the data and computational, statistical and interpretational issues. For this reason, we mapped the connectivity between a pre-defined set of nodes. We used nodal definitions resulting from previous work applying independent component analysis to the UK Biobank sample16. We used this nodal definition because it derives from the largest existing sample of neuroimaging data. To test whether the results we obtained were robust to different nodal definitions, we also mapped inter-regional connectivity using the widely used Power atlas16 and achieved similar results (Supplementary Fig. 6).

CCA and sCCA. CCA is a very general statistical method used to identify linear relationships between two or more sets of variables5. It can be thought of as a generalization of multiple linear regression. The objective of CCA is to identify a relationship between two (or more) sets of variables, where there is no distinction between which variables are considered dependent, and which are considered independent. This method identifies weights for each variable, such that the weighted sum of variables in each set is maximally correlated with the weighted sum of variables from the opposite set, assuming a linear relationship.

Consider two matrices X₁ and X₂, where each row denotes one of n observations, and each column denotes one of p₁ or p₂ features. CCA seeks to find the weight vectors w₁ and w₂ that maximize the correlation:

\[ \rho = \text{corr}(X_1 w_1, X_2 w_2) \]

This optimization problem can be written as:

\[ \rho = \max_{w_1, w_2} \text{corr}(X_1 w_1, X_2 w_2) \]

Subject to the constraints:

\[ w_1^T X_1 w_1 = 1 \quad \text{and} \quad w_2^T X_2 w_2 = 1 \]

We assume that the columns of X₁ and X₂ have been standardized to have a mean of zero and a standard deviation of one. The vectors X₁w₁ and X₂w₂ are referred to as canonical variates.

Classical CCA is extremely powerful, but cannot be applied in situations where there are a more features than samples (that is, p₁ > n or p₂ > n, which is typically the case in neuroimaging studies). Interpreting and describing results from CCA can be difficult because the estimated weights are not sparse. This means that some variables may make negligible but non-zero contributions to the variance explained between sets. sCCA was developed to address these issues154,164,165.

sCCA uses an L₁ penalty on canonical weights, which forces some of them to take a value of exactly zero. Furthermore, sCCA can also be applied in scenarios where there are more features than samples (p = n). The optimization criteria for sCCA can be written in the following manner:

\[ \rho = \max_{w_1, w_2} \text{corr}(X_1 w_1, X_2 w_2) \]

Subject to the constraints:

\[ w_1^T |1| w_2^T |1| = 1 \quad \text{and} \quad |w_1|^2 \leq \epsilon_1 \quad \text{and} \quad |w_2|^2 \leq \epsilon_2 \]

Here, w₁ and w₂ are assumed to fall within the bounds 1 ≤ w₁ ≤ p₁ and 1 ≤ w₂ ≤ p₂, where p₁ and p₂ are the number of features in views X₁ and X₂ respectively.

msCCA regression. The formulation of sCCA described in the text above is designed to find relationships between two views of a dataset. However, we have collected data from several different neuroimaging modalities, and would like to use information from each of them. A naive approach to finding relationships between psychiatric symptoms and multiple neuroimaging measures would be to include all available neuroimaging modalities in one view of the canonical relation, with psychiatric symptoms in the other view. However, this approach is likely to be problematic because different modalities are associated with very different numbers of features. For example, the functional connectivity data used in the present investigation has only 0.6% of the number of features that the VBM data has. Therefore, if these modalities were entered into the same model, the VBM data would overwhelm the functional connectivity data.

We developed an approach designed to maximize the cross-correlation between psychiatric symptoms, and multiple neuroimaging modalities simultaneously, and then combine these modalities in a linear regression model. Formulations of CCA that are able to find relationships between more than two sets of data are termed multiple or generalized canonical correlation procedures. A widely used optimization criteria for multiple CCA is to maximize the sum of correlations between each of the different views of a dataset166. Witten et al. have formulated a sparse version of multiple CCA167; this formulation is designed to maximize the sum of correlations between all views of the data. However, in the present investigation, we are only interested in finding correlations between neuroimaging...
measures, and psychiatric questionnaire responses; we do not wish to optimize the correlation between different neuroimaging measures. As such, we seek to maximize the following relationship:

$$\text{max}_{w_1, \ldots, w_p} \sum_{i=1}^{n} X_i \cdot w_i$$

Subject to the constraints:

$$|w_i| = 1, |w_i| = 1, |w_i| \leq c_1, \text{and } |w_i| \leq c_1$$

This method simultaneously optimizes the correlation between a weighted sum of variables in the target set, $X_i$, with a weighted sum of variables in the other sets. In the present investigation, $X_i$ is a matrix of psychiatric symptoms and $X_j$ and $X_k$ are neuroimaging measures of brain structure and function. Using this method, we are able to maximize the correlation between psychiatric symptoms, and between different neuroimaging modalities within the same integrated model. A natural choice for the statistic of interest, in any inference carried out using this procedure, would be the sum of correlations between the symptom data, and the neuroimaging measures of brain structure and function. However, a sum of correlations is of less practical benefit than understanding how much total variance is shared between neuroimaging measures of brain structure and function, and psychiatric symptoms. Therefore, in the final step of this process, we combine canonical neuroimaging variables in an ordinary linear regression model. Canonical variables are defined as:

$$C_i = X_i w_i$$

The canonical variables are then combined in the prediction of psychiatric symptoms using ordinary linear regression:

$$C_i = \beta_1 + C_2 \beta_2 + \ldots + C_p \beta_p + \epsilon$$

We used this approach to establish relationships between psychiatric symptoms ($C_i$), and TBSS ($C_j$), VBM ($C_k$), and connectivity measures ($C_t$) derived from rs-fcMRI data and $\beta_i$ are the associated weights estimated using ordinary linear regression ($\beta_i$ is the constant estimated in regression).

msCCA regression was carried out using in-house codes written in MATLAB. This algorithm requires an initialization value. In the present study, initial weights were randomly generated. Weight values associated with psychiatric symptoms were always constrained to be positive to ensure interpretability.

This study is designed to be exploratory in nature. Nevertheless, given the very large quantity of data we sought to integrate, it is likely that some simple priors will help to improve the stability of our results, as long as those priors are well supported. There is a great deal of evidence suggesting that psychopathology is associated with decreases in both grey matter, and FA, across psychiatric disorders\(^6\). For this reason, we constrained the canonical weights on VBM volume and FA to be negative. This will help to reduce variance in the model and will help increase interpretability of our results. In contrast, there is no clear evidence that psychiatric illness is associated with increases or decreases in connectivity measures derived from blood-oxygen-level-dependent (BOLD)-fMRI. Therefore, we did not add constraints to the functional connectivity data.

### Stability selection

Although msCCA (and sCCA) have advantages over classical CCA in terms of interpretability, they can suffer from instabilities due to the use of an $L_1$ penalty to introduce sparsity\(^7\). This is particularly true when $p \gg n$, and when there is a high degree of collinearity in the data. Stability selection is a widely applicable feature selection procedure that can address this problem\(^8\). This procedure has added benefit that it makes the results less sensitive to the choice of the $L_1$ penalty.

The conceptual underpinning of stability selection is very simple: if a model is repeatedly resampled, features exhibiting a ‘real’ effect will be selected more often than noise. Using stability selection, data is repeatedly split into random subsamples of size $n/2$ (where $n$ is the total number of participants in the training dataset). In this work, resampling was carried out a hundred times. msCCA was applied to each resample, and those features that appear more often are deemed to be more stable. Deciding which variables are stable requires a threshold: $\pi$, is defined as the fraction of samples in which a particular variable must be observed to be considered stable. We set $\pi$ to 0.9, which means that a particular variable must be present in 90% of resamples to be considered stable. The outcome of this stability selection procedure is a set of stable features. A benefit of stability selection is that it is insensitive to tuning parameters. Here, we simply set the $L_1$ penalty at $\sqrt{p}/2$, which is halfway along the regularization path running from 1 to $\sqrt{p}$. It is worth noting that the stability selection procedure is easily parallelizable here as it simply involves re-applying the msCCA-regression algorithm to multiple different resamples of the same data.

### Analysis design

The $L_1$ penalty used in sCCA means that the parametric tests used for significance testing in classical CCA (for example Wilk’s Lambda)\(^9\) cannot be used here, necessitating the use of permutation testing to determine whether results are significant. We assessed the in-sample significance of the results we obtained here, then replicated these findings using an out-of-sample, hold-out set design. This kind of experimental design has a number of advantages in the present context: using a training/testing design, it is possible to obtain an unbiased estimate of effect size. We used a hold-out set design in preference to a cross-validation procedure. This is because cross-validation involves the training and testing of multiple statistical models, one for each cross-validation fold, which precludes the use of a single model for further validation/characterization. A related advantage is that it is possible to carry out further characterization of the test set results, owing to the fact that we are able to estimate effect size in an unbiased way.

In detail, the analysis design was carried out as follows:

1. **Psychiatric symptom data, and data from the VBM, TBSS and rs-fcMRI neuroimaging modalities was extracted and transformed into $n_i \times p_i$ matrices, where $n_i$ is the number of participants included in the training dataset, and $p_i$ is the number of features included in each of the views of the data.**
2. **The full dataset was randomly split into training and testing sets. The training set was made up of 70% of the data whilst the testing set was made up of the remaining 30%.**
3. **The training data was then randomly split into a hundred further resamples. Each resample was made up of $n_i/2$ participant scans, where $n_i$ is the total number of participants in the training dataset.**
4. **The first stage of the msCCA-regression algorithm (see above) was then applied to each resample, with a sparsity constraint of $\sqrt{p_i}/2$ in each view of the data.**
5. **We then recorded which variables, in each view of the data, are present in over 90% of resamples. These variables are considered to be stable, and are retained.**
6. **We then re-applied the msCCA algorithm to the data, without sparsity constraints, on the variables that survived more than 90% of the resampling.**
7. **We then combined the neuroimaging canonical variates we found in the previous step in a prediction model on the symptom canonical variate, using ordinary least-squares regression. We then recorded the correlation between the neuroimaging prediction model, and the symptom canonical correlate.**
8. **We then permuted the training data, and repeated steps 3–7. This was done for 10,000 different permutations of the training data labelling. In each case, we recorded the correlation between the neuroimaging model, and the canonical correlate of psychiatric symptoms. In this way, we built up a permutation distribution to assess the significance of the relationship between symptom and neuroimaging data, in the experimental labelling, within the training dataset.**
9. **We then applied the trained model to the test set to produce canonical correlates of symptom and brain canonical correlates. We recorded associations between psychiatric symptoms and the full neuroimaging model, for each of 10,000 permutations of the experimental labelling.**
10. **It is also interesting to find the significance of the individual neuroimaging modalities. However, as we are testing the significance of multiple neuroimaging modalities, it is necessary to correct for multiple comparisons across these different modalities. This is easily done using the distribution of the maximal statistic: for each permutation of the experimental labelling, we calculate the association between the symptom score and each of the neuroimaging canonical correlates; the largest of these associations is then recorded. This is done for each of the 10,000 permutations of the test labelling, producing a distribution of the maximal statistic. Correlations between symptom and neuroimaging measures in the experimental labelling are then significant at the FWE-corrected level $\alpha$ if they are above the 100*(1–$\alpha$) percentile of this distribution.**

This process is illustrated in Supplementary Fig. 1.

### Confounds

It is important to account for the effects of confounds, which might otherwise lead to spurious relationships between the different data views\(^10\). Here, we regressed age, gender, site and intracranial volume from all data views prior to the sCCA analysis\(^11\). For the connectivity measures derived from rs-fcMRI data, we also regressed the mean between-volume fractional displacement, and the percentage of slices corrupted by artefacts, from the scans.

### Additional analyses to localize effects

We used msCCA regression to find multivariate relationships between psychiatric symptomatology and neuroimaging measures of brain structure and function. In using msCCA-regression, it is possible to make inferences about relationships between sets of psychiatric symptoms and neuroimaging measures across the brain, but it is not possible to make inferences on individual brain regions/connections or individual questionnaire items. For this reason, we conducted additional analyses to further deconstruct the relationship between psychiatric symptomatology and the brain. This procedure is similar to a redundancy analysis\(^12\). In particular, we were interested in localizing which
brain regions exhibited an individually significant association with psychiatric symptomatology. Conducting further tests on the whole dataset would introduce circularity into the analysis. For this reason, additional inferences must be carried out on the testing dataset alone. Nevertheless, the training dataset is still likely to contain useful information, which can be used to guide analyses carried out on the testing dataset, thus decreasing the multiple comparison problem, and increasing the likelihood of finding significant effects in the testing dataset. In the present investigation, we looked for significant localizable effects in the training dataset, and then used these results to inform analyses carried out on the testing dataset. In this sense, the training dataset was used as a ‘discovery dataset’.

For the TBSS and VBM data, we sought to localize associations between symptoms and the brain to the cluster-wise level. In the case of the rs-fcMRI data, we sought to localize changes to individual inter-regional connections. VBM and TBSS clusters were defined using an 18-connectivity scheme. This means that voxels must be connected by a face or an edge to be considered a part of the same cluster.

This analysis was carried out in the manner described below:

1. We calculated the grey matter volume and FA in spatially distinct clusters identified in the sCCA analysis applied to VBM and TBSS, respectively. We extracted connectivity values with non-zero canonical weights. This was done in both the training and testing datasets.

2. We calculated Pearson's correlation coefficient between the mean of each spatially distinct cluster/connection, and the sum of symptom score values. This was done separately in the training and testing datasets.

3. Rows associated with neuroimaging data in the training set were permuted, and correlations between clusters/connections, and symptom clusters were recalculated. A maximum value was recorded. Training data were permuted 10,000 times; the maximum correlation value across all clusters/connections was recorded for each permutation. Clusters/connections exhibiting a significant effect in the training dataset were then determined by comparing correlation values to the distribution of the maximal statistic. Because maximal election was carried out in the training dataset, conducting inference on the training dataset would constitute ‘double dipping’.

4. Clusters/connections exhibiting a significant effect in the training dataset were taken forward for an analysis carried out in the testing set.

5. We calculated correlation values between clusters/connections in the testing dataset, and the symptom score.

6. Testing data was permuted 10,000 times; the maximum correlation value across all clusters/connections was recorded for each permutation. Clusters/connections exhibiting a significant effect in the testing dataset were determined by comparing correlation values to the distribution of the maximal statistic. Cluster/connection correlations in the testing dataset were then compared to correlations in the distribution of the maximal statistic. Cluster/connection correlations in the experimental labelling that were in the top 5% of the distribution of the maximal statistic were considered significant at the FWE corrected level.

This process is illustrated in Supplementary Fig. 3.

Finding multiple modes of variation. Using CCA, it is possible to uncover multiple modes of variation between datasets. After determining the significance of the first canonical correlate, we remove the effect of the first set of canonical vectors, and repeat the analysis. Witten et al. used Hotelling's deflation to remove the effect of the first vector; this approach has been criticized by Monteiro et al., who propose the projection deflation procedure as an alternative. This process we use in the present investigation. Correlations between the different neuroimaging vectors and the symptom score were taken forward for an analysis carried out in the testing set.

Using CCA, it is possible to uncover multiple modes of variation between datasets. After determining the significance of the first canonical correlate, we remove the effect of the first set of canonical vectors, and repeat the analysis. Witten et al. used Hotelling's deflation to remove the effect of the first vector; this approach has been criticized by Monteiro et al., who propose the projection deflation procedure as an alternative. This process we use in the present investigation. Correlations between the different neuroimaging vectors and the symptom score were taken forward for an analysis carried out in the testing set.

Hypothesis-driven analysis. A major advantage of the approach described here is that it allows the grouping of psychiatric illnesses to be driven by their biological underpinnings. Neuroimaging markers of psychiatric illness precede the development of full-blown psychiatric symptomatology. To determine whether this was the case in the present investigation, we took the TBSS and VBM regions identified as being associated with psychopathology at age 19, then extracted the appropriate neuroimaging data from these brain regions at age 14, and correlated the output with symptoms at age 19. In this way, we showed that neuroimaging markers of psychiatric illness are already split into broad internalizing and externalizing domains. Therefore, measured by neuroimaging markers of psychiatric illness at age 14.

For these analyses, we used the same subjects as were included in our analysis at age 19. We also used the same testing–train split within this subject group. We subjected the age 14 data to the same quality control procedures as the data taken at age 19. Of the n = 666 subjects used in the msCCA-regression analysis carried out at age 19, 72 subjects had data that did not pass quality control at age 14. This left n = 594 subjects for age 14 analyses, with n = 412 subjects in the training group and n = 182 in the testing/replication group.

Clinical analyses. Using msCCA-regression, we found a set of neuroimaging features that correlate with a set of questions assessing psychiatric health. At the group level, participants who score more highly on the other measures at age 14 have predictive value for psychopathology at age 19. We also used the same testing–train split within this subject group. We subjected the age 14 data to the same quality control procedures as the data taken at age 19. Of the n = 666 subjects used in the msCCA-regression analysis carried out at age 19, 72 subjects had data that did not pass quality control at age 14. This left n = 594 subjects for age 14 analyses, with n = 412 subjects in the training group and n = 182 in the testing/replication group.

Depression sample. The Munich sample consisted of patients with first episode and recurrent unipolar depression treated as in-patients at the Max Planck Institute.
of Psychiatry in Munich, and healthy control participants. The data for 13 of the participants assessed was not used as it was deemed to be of insufficient quality, which left N = 614; 400 patients, age 48 (standard deviation, s.d. 13.8) years, 53% women; 214 control participants age 49 (s.d. 13.3) years, 58% women, for the most part overlapping with imaging genetic and major depressive disorder (MDD) association studies reported in collaboration with the ENIGMA consortium38,39. Other than in the two flagship studies, no bipolar patients were included for reasons of clinical homogeneity: MDD diagnoses were based on clinical consensus in addition to Munich-Composite International Diagnostic Interview (M-CIDI) or Schedules for Clinical Assessment in Neuropsychiatry (SCAN) interviews, depending on the original study protocols. The Munich sample comprised images acquired in subsamples of the Munich Antidepressant Response Signature Study and the Recurrent Unipolar Depression Case–Control study, both performed at the Max Planck Institute of Psychiatry. We did not use any statistical analyses to decide on the sample size used here. However, the sample used was among the largest of any single study investigating alterations in brain structure in depressed participants27.

Schizophrenia/bipolar sample. Participants with schizophrenia and bipolar disorder were recruited from the TOP study. This is a collaborative study based at the University of Oslo in Norway. The data for two participants were not used as they were considered to be of insufficient quality, which left 286 control participants (aged 34 (s.d. 9.5) years, 46% women), 161 schizophrenics (aged 32 (s.d. 8.8) years, 35% women) and 189 participants with bipolar disorder (aged 34 (s.d. 11.5) years, 58% women). Patients were recruited from the psychiatric unit of Oslo University Hospital and were assessed for psychiatric illness using the Structural Clinical Interview for DSM-IV Axis I disorders (SCID-I). This assessment was either administered by a doctor or a clinically trained psychologist, and was used to assess the presence of AXIS I disorders. Before participation, control participants were screened to exclude serious somatic and psychiatric illness, substance abuse, or MRI-incompatibility. Participants gave written informed consent before participation. Further information about this sample and the scan protocols used can be found in Rimol et al.23. We did not use any statistical methods to pre-define the sample size used in this investigation. Nevertheless, the sample used is among the largest of any investigating structural brain alterations in schizophrenia24 and bipolar disorder25.

ADHD sample. Data for the ADHD sample was taken from the NeuroIMAGE project, a clinical cohort study. The study is made up of individuals tested at two different sites in the Netherlands, The Donders Centre for Cognitive Neuroimaging in Nijmegen and the Vrije Universiteit in Amsterdam. The total sample consisted of 184 participants suffering from ADHD, 103 unaffected siblings, and 128 healthy controls. Further information on the participants and the protocols used can be found in von Rhein et al.24. This sample includes a number of very young participants, which is likely to introduce a large degree of heterogeneity into the analysis. For this reason, we did not analyse the data from participants under the age of fifteen. This age divide point was considered to offer a reasonable trade-off between sample homogeneity and size. The data for 12 of the participants was not used as they were deemed to be of insufficient quality. Case–control analyses were made between 74 healthy controls (aged 18 (s.d. 2.0) years, 50% women) and 131 ADHD participants (aged 18 (s.d. 2.3) years, 27% women). No formal statistical methods were used to determine the size of this sample. However, this sample is large compared to similar samples investigating case–control differences in brain structure in patients with ADHD26.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability

The IMAGEN data used in this investigation will be made available on reasonable request to the corresponding author. All other data are available on reasonable request to the appropriate study leader.

Code availability

The core code used to analyse the analyses reported in this study are available as Supplementary Software. The supporting code can be found at: https://github.com/alexjamesing/mscca-regression-code.
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Study description
We utilized data from several different neuroimaging studies. Details pertaining to these different studies are given here:

IMAGEN: IMAGEN is a large-scale neuroimaging-genetics cohort study conducted with the aim of understanding the biological basis of individual variability in psychological and behavioural traits, and their relation to common psychiatric disorders. The study involves a thorough neuropsychological, behavioural, clinical and environmental assessment of each subject. Participants also undergo biological characterisation, with a collection of T1 weighted MRI (sMRI), diffusion tensor imaging (DTI), task-based fMRI (t-fMRI), resting-state fMRI (rs-fcMRI) and genetic data. We used T1 weighted, DTI, and rs-fcMRI data in the current investigation.

Munich Depression Sample: This is a clinical neuroimaging study, conducted with the aim of uncovering case-control differences in grey matter, associated with depression. In the present study, we used T1 weighted MRI data from this study.

Oslo Schizophrenia/Bipolar Sample (TOP): This is a clinical neuroimaging study, conducted with the aim of uncovering case-control differences in grey matter, associated with Schizophrenia/Bipolar. In the present study, we used T1 weighted MRI data from this study.

Netherlands ADHD Sample (NeuroImage): This is a clinical neuroimaging study, conducted with the aim of uncovering case-control differences in grey matter, associated with ADHD. In the present study, we used T1 weighted MRI data from this study.

Research sample
IMAGEN: For IMAGEN, a general population sample of Caucasian adolescents were recruited from eight sites across France, Ireland, England and Germany. Data was collected at age 14, 16 and 19 years. After a conservative quality control of MRI acquisitions and questionnaires used (see below) 666 (age: 18.8 [SD 0.61], years, 52% women). These participants can be considered to be representative of adolescents of this age drawn from the general population in Europe.

Munich Depression Sample: The Munich sample consisted of patients with first episode and recurrent unipolar depression treated as in-patients at the Max Planck Institute of Psychiatry, Munich, and healthy control subjects (N=614; 400 patients, age 48 [SD 13.8] years, 53% women; 214 control subjects age 49 [SD 13.3] years, 58% women).

Oslo Schizophrenia/Bipolar Sample (TOP): Participants with Schizophrenia and Bipolar Disorder were recruited from the Thematically Organised Psychosis (TOP) study. This is a collaborative study based at the University of Oslo in Norway. The study involved 286 controls (aged 34 [SD 9.5] years, 46% women), 161 schizophrenics (aged 32 [SD 8.8] years, 35% women) and 189 subjects with bipolar disorder (aged 34 [SD 11.5] years, 58% women).

Netherlands ADHD Sample (NeuroImage): Data for the ADHD sample was taken from the NeuroIMAGE project, a clinical cohort study. The study is made up of individuals tested at two different sites in the Netherlands, The Donders Centre for Cognitive Neuroimaging in Nijmegen, and the Vrije Universiteit in Amsterdam. Analyses were made on between 74 healthy controls (aged 18 [SD 2.0] years, 50% women; 131 ADHD subjects (aged 18 [SD 2.3] years, 27% women).

Sampling strategy
IMAGEN participants were community-recruited from schools. Researchers introduced the objectives of the study to students via brain-science related classroom presentations, advertisements within school newsletters/websites and via presentations during school parent events. Extra effort was made to recruit adolescents prone to truancy to capture a particularly problematic slice of the population and to ensure representation.

Data collection
For IMAGEN, clinically-relevant data were collected using the DAWBA questionnaire administered online (www.dawba.info). Behavioural self-report/substance use/etc data were collected using Psytools software via its internet-based platform (Delosio Ltd, London, UK). Clinically relevant and behavioural questionnaires were reported when participant was alone. Parents were present for MRI collection at age 14. Researchers were present for all MRI time points.

Timing
For IMAGEN, age 14 data were collected beginning in 2008 ending in 2009. Age 19 data were collected beginning in 2013 ending in 2015.

Data exclusions
IMAGEN: At the time of the analysis conducted here, DAWBA/SDQ data had been collected for 1510 subjects. Of these, data was incomplete for 239 subjects, and was not used. At the time this investigation was conducted, T1 data had been acquired for 1400 subjects. All scans were visually inspected and manually reoriented. 285 scans were discarded from the analysis for either movement artifacts, strong field inhomogeneities, abnormal field of view, abnormally reduced cerebellum and for brace artefacts. At the time this study was conducted, DTI data had been acquired for 1412 subjects. Of these, 71 were not usable due to: signal dropouts or too much rotation. At the time of this investigation, we had collected rsfMRI scans for 1067 subjects. Of these scans, 157 were not used, either because over 5% of scans in that subject exhibited artifacts of some kind, or if over 5% of volumes showed a fractional displacement of over 0.5mm. Overall, 666 subjects had complete data after these QC procedures.

Munich Depression Sample: The T1 data for 13 of the subjects assessed was not used as it was deemed to be of insufficient quality, this left: N=614 subjects, of which 400 were patients.
Oslo Schizophrenia/Bipolar sample (TOP): The T1 data for 2 subjects was not used as it was considered to be of insufficient quality, this left: 286 Controls, 161 Schizophrenics (aged 32 [SD 8.8] years, 35% women) and 189 subjects with Bipolar Disorder.

The T1 data for 12 of the subjects was not used as it was deemed to be of insufficient quality, leaving data for 74 healthy controls and 131 ADHD subjects.

Non-participation N/A
Randomization The IMAGEN data was split into a training set and a hold out set. The training set was made up of 70% of the data, whilst the hold-out set constituted the remaining 30%. This train/test data split was made at random in the data.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

### Materials & experimental systems

| n/a | Involved in the study |
|-----|-----------------------|
| □   | Antibodies            |
| □   | Eukaryotic cell lines |
| □   | Palaeontology         |
| □   | Animals and other organisms |
| □   | Human research participants |
| ✗   | Clinical data         |

### Methods

| n/a | Involved in the study |
|-----|-----------------------|
| □   | ChIP-seq              |
| □   | Flow cytometry        |
| ✗   | MRI-based neuroimaging |

#### Antibodies

- **Antibodies used**
  - Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.

- **Validation**
  - Describe the validation of each primary antibody for the species and application, noting any validation statements on the manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

#### Eukaryotic cell lines

- **Policy information about cell lines**
  - State the source of each cell line used.

- **Authentication**
  - Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

- **Mycoplasma contamination**
  - Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

- **Commonly misidentified lines**
  - Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

#### Palaeontology

- **Specimen provenance**
  - Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the issuing authority, the date of issue, and any identifying information).

- **Specimen deposition**
  - Indicate where the specimens have been deposited to permit free access by other researchers.

- **Dating methods**
  - If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are provided.

- **Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.**

#### Animals and other organisms

- **Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research**

- **Laboratory animals**
  - For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.
**Wild animals**  
Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, say where and when) OR state that the study did not involve wild animals.

**Field-collected samples**  
For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

**Ethics oversight**  
Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

### Human research participants

**Policy information about** [studies involving human research participants](https://www.icmje.org)

**Population characteristics**  
See above

**Recruitment**  
In IMAGEN, participants were recruited through schools. Therefore, there is a potential self-selection bias in who was finally recruited. However, extra effort was made to recruit adolescents prone to truancy to capture a particularly problematic slice of the population and to ensure representation.

**Ethics oversight**  
For each of the samples, ethics approval was gained at each local site.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

### Clinical data

**Policy information about** [clinical studies](https://www.icmje.org)

All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

| Clinical trial registration | Provide the trial registration number from ClinicalTrials.gov or an equivalent agency. |
|-----------------------------|---------------------------------------------------------------------------------|
| Study protocol              | Note where the full trial protocol can be accessed OR if not available, explain why. |
| Data collection             | Describe the settings and locales of data collection, noting the time periods of recruitment and data collection. |
| Outcomes                    | Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures. |

### ChIP-seq

**Data deposition**

- [ ] Confirm that both raw and final processed data have been deposited in a public database such as GEO.
- [ ] Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

| Data access links | For "initial submission" or "Revised version" documents, provide reviewer access links. For your "final submission" document, provide a link to the deposited data. |
|-------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Files in database submission | Provide a list of all files available in the database submission. |
| Genome browser session (e.g. UCSC) | Provide a link to an anonymized genome browser session for "initial submission" and "Revised version" documents only, to enable peer review. Write "no longer applicable" for "final submission" documents. |

### Methodology

| Replicates | Describe the experimental replicates, specifying number, type and replicate agreement. |
|------------|----------------------------------------------------------------------------------|
| Sequencing depth | Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and whether they were paired- or single-end. |
| Antibodies | Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and lot number. |
| Peak calling parameters | Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files used. |
| Data quality | Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment. |
**Software**

*Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a community repository, provide accession details.*

**Flow Cytometry**

**Plots**

- The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).
- The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).
- All plots are contour plots with outliers or pseudocolor plots.
- A numerical value for number of cells or percentage (with statistics) is provided.

**Methodology**

**Sample preparation**

*Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.*

**Instrument**

*Identify the instrument used for data collection, specifying make and model number.*

**Software**

*Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a community repository, provide accession details.*

**Cell population abundance**

*Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples and how it was determined.*

**Gating strategy**

*Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.*

- Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

**Magnetic resonance imaging**

**Experimental design**

**Design type**

Resting state, T1 weighted structural, DTI

**Design specifications**

N/A

**Behavioral performance measures**

N/A

**Acquisition**

**Imaging type(s)**

Resting state, T1 weighted structural, DTI

**Field strength**

- IMAGEN-3T, Oslo (TOP)-1.5T, Netherlands (NeuroImage)-1.5T, Munich Depression Sample-1.5T

**Sequence & imaging parameters**

- **IMAGEN structural:** T1 weighted, field of view:286.1mm², matrix size: 256x256x170, slice thickness:1.1mm, orientation: sagittal, TR: 2.3s, TE:2.8ms, flip angle: 8 degrees.
- **NeuroImage structural:** T1 weighted, field of view:256mm², matrix size: 176x256x256, slice thickness: 1mm, orientation: sagittal, TR:2.7s, TE:2.9ms, flip angle: 7 degrees.
- **TOP structural:** T1 weighted, field of view: 240mm², matrix size: 180x255x160,slice thickness: 1mm, orientation:sagittal, TR: 2.73s, TE:3.93msec, flip angle: 7 degrees
- **Depression structural:** T1 weighted, field of view: 230mm², matrix size: 256x256, slice thickness: 1.2mm, orientation:sagittal, TR: 1.03s, TE:2.1ms, flip angle: 90 degrees
- **IMAGEN rs-fMRI:** EPI sequence, field of view: 218mm², matrix size: 64 x 64, slice thickness: 2.4mm, orientation: sagittal, TR: 2.2s, TE:30ms, flip angle: 75 degrees
- **IMAGEN diffusion MRI:** EPI sequence (b=0 and 32 directions with b-value 1300 s/mm²; axial slice plane; echo time: 104ms; 128x128x60 matrix; voxel size 2.4x2.4x2.4 mm), adapted to tensor measurements (for example, FA, mean diffusivity (MD)) and tractography analysis.

**Area of acquisition**

In all cases, a whole brain acquisition was used.
Preprocessing

Preprocessing software

IMAGEN structural data: Baseline and follow up two scans were preprocessed using both the 2008 version of the Voxel Based Morphometry toolbox (VBM8) running in SPM8 (v.5236). Given the young adults recruited in IMAGEN, we first used VBM8 in order to avoid using adult tissue probability maps (TPM) to initiate the segmentation process. The VBM8 toolbox segmentation relies on an adaptive Maximum a Posteriori technique and TPMs used in VBM8 are for registration purposes only. Diffeomorphic registration (Dartel) was then used to register the images, and to generate the study-specific population average template. We then resliced the data to 1.5x1.5x1.5mm voxel size. Smoothing was carried out using an isotropic 8 mm full width at half maximum Gaussian smoothing kernel.

IMAGEN rs-fcMRI data:
1) Motion correction was carried out, applying a rigid body registration of each volume to the middle volume (FSL MCFLIRT).
2) Non-brain tissue was removed (FSL BET).
3) Spatial smoothing was applied using a 5mm FWHM Gaussian kernel.
4) Independent component analysis (FSL MELODIC) was run for each data set. Artifact components were identified using an automatic classification algorithm, and subsequently regressed from the data (ICA-AROMA v0.3). ICA-AROMA has been shown to be as effective as motion parameter regression, with additional spike regression and ‘scrubbing’, in the removal of motion related effects on functional connectivity measures derived from resting state fMRI data. However, this procedure has the additional benefit that it preserves more signal of interest than these methods53.
5) The resulting cleaned data set was de-trended (up to a third degree polynomial).
6) Co-registration to a high-resolution T1 image (FSL FLIRT using the BBR algorithm), and normalization to 2mm isotropic MNI standard space (ANTS) was carried out.
7) We used the CompCor procedure to further clean the data of physiological noise. To do this: we created white matter (WM) and cerebrospinal fluid (CSF) masks by taking the mean of the WM and CSF segmentations from the VBM analysis, and thresholding them at 0.95, we then resliced these maps into the same space as the rsfMRI data. We then extracted timecourses from voxels within these regions, and took the first three principal components of this signal for both WM and CSF maps. These six principal component signals should represent non-neuronal signal. We then regressed this non-neuronal signal from voxel timecourses across the rest of the brain.
8) Lastly, preprocessed and normalized resting-state data sets were resliced to 3mm isotropic voxels.

Clinical structural data: all T1-weighted images underwent unified segmentation, before iterative, diffeomorphic image registration based on grey matter(GM) and white matter (WM) segments using Dartel. Smoothing was carried out using an isotropic 8 mm full width at half maximum Gaussian smoothing kernel. This was carried out in SPM12.

Normalization

IMAGEN structural Data: T1 weighted structural MRI data was normalised to MNI space using the DARTEL procedure implemented in VBM8.

IMAGEN resting state data: Co-registration was applied to a high resolution T1 image (FSL FLIRT using the BBR algorithm), and normalization to 2mm isotropic MNI standard space (ANTS) was carried out.

IMAGEN DTI data: DTI scans were noramlised to MNI space using the tract based spatial statistics method implemented in FSL.

Clinical Structural Data: T1 weighted structural MRI data was normalised to MNI space using the DARTEL procedure implemented in SPM12.

Normalization template

Grey matter maps were aligned to a study specific template using DARTELE, before being transformed to MNI space.

DTI data was normalised to the FMRIB58_FA template defining MNI space.

Resting state data was normalised to the 2mm isotropic MNI standard space template (ICBM 152).

Noise and artifact removal

T1 weighted data was visually inspected, any data with serious artefacts was not used in any subsequent analyses.
Noise and artifact removal

DTI data was visually inspected, any data with serious artefacts was not used in any subsequent analyses.

Artifacts in the rs-fMRI data were identified using ArtRepair. Subjects where more than 5% of the scan slices were compromised by artifacts were removed from subsequent analyses. Further artifact filtering was carried out using ICA-AROMA 0.3. Artefact components were identified using an automatic classification algorithm, and subsequently regressed from the data. The resulting data was de-trended (up to a third degree polynomial).

Volume censoring

IMAGEN: At the time this investigation was conducted, T1 data had been acquired for 1400 subjects. All scans were visually inspected and manually reoriented. 285 scans were discarded from the analysis for either movement artifacts, strong field inhomogeneities, abnormal field of view, abnormally reduced cerebellum and for brace artefacts. At the time this study was conducted, DTI data had been acquired for 1412 subjects. Of these, 71 were not usable due to: signal dropouts or too much rotation. Of these scans, 157 were not used, either because over 5% of scans in that subject exhibited artifacts of some kind, or if over 5% of volumes showed a fractional displacement of over 0.5mm. Overall, 666 subjects had complete data after these QC procedures.

Munich Depression Sample: The T1 data for 13 of the subjects assessed was not used as it was deemed to be of insufficient quality, this left: N=614 subjects, of which 400 were patients.

Oslo Schizophrenia/Bipolar sample (TOP): The T1 data for 2 subjects was not used as it was considered to be of insufficient quality, this left: 286 Controls, 161 Schizophrenics (aged 32 [SD 8.8] years, 35% women) and 189 subjects with Bipolar Disorder.

ADHD Sample: The T1 data for 12 of the subjects was not used as it was deemed to be of insufficient quality, leaving data for 74 healthy controls and 131 ADHD patients.

Statistical modeling & inference

Model type and settings

We developed a new method, termed msCCA-regression to find multivariate relationships between psychiatric symptoms, and multiple neuroimaging modalities simultaneously; In this case, voxel-based morphometry (VBM), tract based spatial statistics (TBSS) and resting state functional connectivity neuroimaging measures. msCCA-regression analysis was carried out in the general population IMAGEN sample, when subjects were aged 19. Additional analyses were then applied in order to localize changes in brain structure. We then analyzed neuroimaging and symptom data at age 14 in order to determine whether this multivariate relationship already existed at this earlier time-point. Following this, we assessed the clinical significance of our findings by conducting case-control comparisons of the structural markers found in the IMAGEN analysis, in a clinical sample.

Effect(s) tested

In all cases, we sought to find relations between psychiatric symptoms and neuroimaging measures of brain structure and function.

Specify type of analysis: □ Whole brain □ ROI-based □ Both

Anatomical location(s) In all cases, we sought to find relations between psychiatric symptoms and neuroimaging measures of brain structure and function.

Statistic type for inference

A wide range of statistical tests were used in the present study. All msCCA-regression analyses used permutation testing to assess the significance of Pearson’s correlation coefficient between psychiatric symptoms and neuroimaging measures.

Case-control analyses between healthy subjects and subjects suffering from clinical disorders used standard t-tests (one-sided).

Correction

Permutation testing was used to control the FWE rate in all cases where multiple comparison correction was required.

Models & analysis

n/a Involved in the study

□ □ Functional and/or effective connectivity

□ □ Graph analysis

□ □ Multivariate modeling or predictive analysis

Functional and/or effective connectivity Pearson’s pairwise correlation coefficient was used to map connectivity between different brain regions.

Graph analysis Pearson’s pairwise correlation coefficient was the functional connectivity measure. The dependent variable was a set of psychiatric symptoms.

Multivariate modeling and predictive analysis Initial multivariate modeling was carried out using msCCA-regression with the aim of finding relations
Multivariate modeling and predictive analysis between sets of psychiatric symptoms, and neuroimaging measures of brain structure and function. We assessed the in-sample correlation between symptoms and neuroimaging measures using permutation testing. We also assessed the significance of this model in an out-of-sample test.