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Abstract: An aggregation operator performs the task of fusing multiple sources of information, which plays a pivotal part in realizing a collective opinion in most decision-making activities. Considering the increasing complexity of decision-making situations, it is imperative to extend aggregation operators for fusing uncertain information with the different forms of attribute values. This study focuses on the development of picture fuzzy sets and aims to design a managerial decision-making solving method. Some operational principles of hesitant picture 2-tuple linguistic variables on account of the Archimedean t-norm and t-conorm are initiated, on which two hesitant picture 2-tuple linguistic weighted operators are established by taking various weight forms. Moreover, we explore the aggregation operators’ idempotency, boundedness, and monotonicity, as well as analyze some particular forms of these operators. Furthermore, these aggregation operators are employed to design a method of deriving an overall performance from evaluation of experts with hesitant picture 2-tuple linguistic terms. An example of selecting service outsourcing supplier is carried out to show the procedures of decision-making with a detailed comparative analysis.
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1. Introduction

Decision-making is a common practical activity. One of its aims is to identify the optimal option from several feasible alternatives. There are plenty of plans that involve making choices in our daily life, such as choosing a university to study abroad, recruiting excellent staff, and choosing a suitable career. Decision information is mainly derived from the preferences and judgment information of decision-makers. In the decision-making process, how to describe and fuse the judgment information of experts are two key issues. There has been an aggregation of approaches for forming preferences, which have been developed from different aspects.

In traditional decision-making approaches, decision-makers quantify their preference for each alternative in the form with precise numerical values on the feasible alternatives. Numerical representation methods play pivotal roles in characterizing the preferences of decision-makers with simple forms, which are easy to be calculated. Due to the increasing amount of uncertain and complex information in the decision-making environment, we require to deal with various uncertain types of information, which can include incomplete, imprecise, and even conflicting information [1–3]. Since numerical measures are insufficient for describing complex uncertainty or users’ preferences, one tends to evaluate alternatives in the form of natural language. When evaluating many multi-attribute...
decision-making (MADM) issues, experts are more likely to adopt linguistic values, such as ‘general’, ‘good’, and ‘very good’, to express their opinions. For example, online shopping has increased annually with the use of the Internet, and customers might rate their satisfaction with responses regarding the following aspects: high quality, high speed of delivery, convenient, and easy to return and exchange [4,5]. As shown above, customers usually express their preference information with fuzzy linguistic terms instead of numerical values. With the advent of such applications, the expression and analysis of uncertainty with linguistic terms can assist experts in making intelligent decisions by simulating human cognitive information [6–9].

Several types of fuzzy set-based methods have been introduced to better describe the judgments and preferences of experts in the form of linguistic terms. Two kinds of typical methods for capturing uncertainty information are symbolic computational methods [10–14] and membership function methods [15–20]. Symbolic computational methods describe linguistic terms by introducing ordinal labels and their operational principles. Membership function methods perform a cardinal representation of the linguistic term by establishing a one-to-one correlation between the initial linguistic terms and fuzzy sets. Semantically, compared with the methods mentioned later, these former methods are simpler and more direct, however, because they take a predefined linguistic term as the final operational result. This may cause information loss [21]. To address this issue, linguistic term sets and real numbers (or membership functions) have been integrated to design new methods aligning with the way of human decision-making presentation. In addition, they bring some new fusion techniques of symbolic computational methods in solving decision-making problems [22,23].

2-Tuple linguistic variables, coined by Herrera and Martínez [24], consist of a symbolic linguistic element and a real number, which can characterize the expert’s preference with consecutive linguistic information and they can effectively avert the information loss and distortion. The 2-tuple linguistic method has been widely employed to address decision-making problems in various fields [25].

In our daily lives, situations exist that demand human opinions including more types of answers: yes, abstain, no, refusal. For example, consider an example of ten board members voting on a candidate for chairman. The voting results are divided into four groups: four suggest agreement, three offer disagreement, two choose abstaining, and one selects refusal [26]. To solve the above-mentioned situation, picture fuzzy set (PFS) was coined by Cuong [27], in which every element is associated with three functions and they can characterize the grades of membership from different aspects. Differing from traditional fuzzy sets and intuitionistic fuzzy sets, PFS performs capturing human decision opinions with more answers in the process of solving a particular problem. The main condition of PFS is that the sum of the three degrees is not to exceed one, and thus we also regard PFS as a standard neutrosophic set [28]. The development of PFS comes with a variety of progress in both new theories and practical applications. Thao and Dinh [29] studied the approximation properties of PFS by combining rough sets, which provides a new perspective for exploring the set properties of PFS. Wei [30] presented some flexible ways to deal with decision-making problems by establishing eight similarity measures between PFSs. Le et al. [31] established an original PFS inference system that improves the reasoning performance of traditional fuzzy inference systems. Dutta and Ganju [32] applied the interval-valued picture fuzzy sets to medical diagnosis based on the distance measure, which offers a new method for capturing and solving uncertainty information in clinical research.

In essence, PFS is a representation method of cognitive information based on membership functions. However, assigning values to portray the cognitive information accurately is a challenging task. In many decision-making activities, some linguistic terms are more suitable to depict the subjective imprecision of human cognition. To take full advantage of PFS and linguistic variables, Wei [33] proposed picture 2-tuple linguistic set (P2TLS), which is suitable to describe the decision-makers’ confidence level. Subsequently, the pertinent information fusion mechanism and comparison principals of P2TLS are explored in [34–36]. Although P2TLS has successfully addressed some decision-making problems, they still have room to enhance their effectiveness in some complex decision-making situations. P2TLS is considered as a representation mechanism of single-value
information that fails to characterize the hesitant cognitive information when decision-makers facing complex situations. In this study, to deal with this issue, we introduce the concept of hesitant picture 2-tuple linguistic set (HP2TLS) based on the thoughts of intuitionistic hesitant fuzzy set [37], which not only can decrease the information loss and distortion, but also can express the degree of reliability by introducing the information about decision-makers’ confidence level.

In MADM, aggregation operators can be used to fuse different experts’ evaluation information to a group opinion or integrate values concerning different attributes into an overall performance. Different aggregation operators have been developed to serve as the corresponding specific functions, and a slew of aggregation operators have arisen within different situations. Some weighted geometric aggregation operators of 2-tuple linguistic sets were offered in [38], in which both the weights and the attribute preference values are in the form of 2-tuple linguistic information. Xu and Wang [39] introduced some power aggregation operators for taking into account the influence of all arguments under the environment of 2-tuple linguistic variables. Ge and Wei [40] came up with the hesitant 2-tuple weighted aggregation operators in the context of hesitant 2-tuple linguistic information, which consider both the weight of the linguistic information and the position weight. Wang et al. [41] considered the interrelationship of attributes and the prioritization relationship of experts in the process of decision-making by deducing the prioritized and correlated aggregation operators of hesitant 2-tuple linguistic terms. The Archimedean t-norm and t-conorm [42,43] can generalize most of the existing t-norms and t-conorms, such as algebraic and Einstein t-norms and t-conorms [44], which can be used to address the different relationships of aggregated arguments under different attributes’ values including intuitionistic fuzzy sets [45], intuitionistic fuzzy numbers [46], interval-valued fuzzy terms [47,48], single-values neutrosophic numbers [44] and 2-tuple linguistic information [49], etc. To develop more general forms of information fusion mechanisms for hesitant picture 2-tuple variables, this study is concerned with establishing new operational principles for hesitant picture 2-tuple linguistic variables and developing two aggregation operators based on Archimedean t-norm and t-conorm (ATS-HP2TWA operator, ATS-HP2TLWG operator). In addition, we introduce four specific examples of ATS-HP2TWA and ATS-HP2TLWG operator by taking diverse forms of two auxiliary functions and develop a novel approach to address a practical MADM problem within the hesitant picture 2-tuple situation. The designed decision-making method can provide more choices for the decision-makers in the process of decision-making for reflecting their preferences in choosing aggregation functions.

The remainder of this paper is structured as follows: Section 2 presents some fundamental concepts about P2TLS and Archimedean operators. Then, we introduce the definition of HP2TLS based on P2TLS. In Section 3, some new operational principles and pertinent theorems about HP2TLS are proposed. In Section 4, some aggregation operators are introduced. In addition, their pertinent properties are also demonstrated. In Section 5, we come up with a method for MADM problems under the situation of the HP2TLS. Moreover, a detailed example is given to explain the applicability and flexibility of the aforementioned method in Section 6. Some conclusions are drawn in the final section.

2. Preliminaries

In MADM problems solving, a linguistic label with an ordered structure is usually predefined to act as a reference quantitative scale. \( S = \{s_0, s_1, s_2, \ldots, s_T\} \) is a collection of linguistic labels, where \( s_i \) is a linguistic variable and satisfies the following order relationships: \( s_i > s_j \), iff \( i > j \) and negative relationship \( neg(s_j) = s_{T-j} \) for \( j \in \{1, 2, \ldots, T\} \). To address MADM problems, Herrera and Martinez [24,25,50] introduced a novel model called 2-tuple linguistic term, which is made up of a pair of numbers \((s_j, a_j)\), where \( s_j \in S \) and \( a_j \) represents a real number within \([-\frac{1}{2}, \frac{1}{2}]\). When the aggregated value does not precisely match the \( s_j \), \( a_j \) denotes the difference between the aggregated value and \( s_j \) [24].
Definition 1. Let $\sigma$ be a real number in $[0, T]$. $\sigma$ and the 2-tuple linguistic term can be transformed by using the functions $\Delta : [0, T] \rightarrow S \times [-\frac{1}{2}, \frac{1}{2}]$ and $\Delta^{-1} : [-\frac{1}{2}, \frac{1}{2}] \rightarrow [0, T]$, which are given below [51]:

$$\Delta(\sigma) = (s_j, a_j), \quad (1)$$

$$\Delta^{-1}(s_j, a_j) = j + a_j = \sigma \text{ with } \begin{cases} s_j, & j = \text{round}(\sigma), \\ a_j = \sigma - j, & a_j \in [-\frac{1}{2}, \frac{1}{2}] \end{cases}, \quad (2)$$

The element of the linguistic label collection $S = \{s_0, s_1, \ldots, s_T\}$ can be transformed into a 2-tuple linguistic term: $AL : S \rightarrow S \times [-\frac{1}{2}, \frac{1}{2}]. AL(s_i) = (s_i, 0)$ [52]. In 2017, Wei [38] put forward the fundamental idea of P2TLS, which combines PFSs [27] and 2-tuple linguistic terms for characterizing uncertainty information.

Definition 2. Let $b$ be a P2TLS in universe $X$, which is defined below [33]:

$$b = \{(s_{\theta(x)}, \alpha), \mu_b(x), \eta_b(x), \nu_b(x) | x \in X\}, \quad (3)$$

where $s_{\theta(x)} \in S$ and $\alpha \in [-\frac{1}{2}, \frac{1}{2}]$. $\mu_b(x), \eta_b(x)$ and $\nu_b(x)$ are all in the unit interval $[0, 1]$ with $0 \leq \mu_b(x) + \eta_b(x) + \nu_b(x) \leq 1$. $\mu_b(x), \eta_b(x)$ and $\nu_b(x)$ represent the grades of memberships of $x$ to $(s_{\theta(x)}, \alpha)$ from positive, neutral and negative aspects, respectively.

For the sake of simplicity, $b_i = \{(s_{\theta_i(b)}, \alpha_i), \mu_{b_i}, \eta_{b_i}, \nu_{b_i}\}$ is called a picture 2-tuple linguistic element, where $\mu_{b_i}, \eta_{b_i}, \nu_{b_i} \in [0, 1]$, $0 \leq \mu_{b_i} + \eta_{b_i} + \nu_{b_i} \leq 1$, $s_{\theta_i(b)} \in S$ and $\alpha_i \in [-\frac{1}{2}, \frac{1}{2}]$. The collection of $b_i$ forms a HP2TLS, denoted as $b = \{(s_{\theta_i(b)}, \alpha_i), \mu_{b_i}, \eta_{b_i}, \nu_{b_i}\}$ $1 \leq i \leq N(b)$, and $N(b)$ stands for the elements’ number of $b$.

Definition 3. Let $b = \{(s_{\theta_i(b)}, \alpha_i), \mu_{b_i}, \eta_{b_i}, \nu_{b_i}\}$ $(i = 1, \ldots, N(b))$ be a HP2TLS, the score function of $b$ is described as follows:

$$SC(b) = \frac{\sum_{i=1}^{N(b)} \left( \Delta^{-1}(s_{\theta_i(b)}, \alpha_i) \cdot \frac{1+\mu_{b_i}-\nu_{b_i}}{2} \right)}{N(b)}. \quad (4)$$

Definition 4. Let $b = \{(s_{\theta_i(b)}, \alpha_i), \mu_{b_i}, \eta_{b_i}, \nu_{b_i}\}$ $(i = 1, \ldots, N(b))$ be a HP2TLS, the accuracy function of $b$ is given below:

$$AC(b) = \frac{\sum_{i=1}^{N(b)} \left( \Delta^{-1}(s_{\theta_i(b)}, \alpha_i) \cdot \frac{\mu_{b_i}+\eta_{b_i}+\nu_{b_i}}{2} \right)}{N(b)}. \quad (5)$$

Definition 5. Let $b$ and $e$ be two hesitant picture 2-tuple linguistic sets (HP2TLSs) on $S = \{s_0, s_1, s_2, \ldots, s_T\}$, the detailed formulas determining the order relation between $b$ and $e$ are listed below:

1. if $SC(b) < SC(e)$, then $b < e$,
2. if $SC(b) > SC(e)$, then $b > e$,
3. when $SC(b) = SC(e)$, and
   
   (a) $AC(b) = AC(e)$, then $b = e$,
   (b) $AC(b) < AC(e)$, then $b < e$,
   (c) $AC(b) > AC(e)$, then $b > e$.

3. Operational Laws of Hesitant Picture 2-Tuple Linguistic Sets

Archimedean t-norm and t-conorm emerge as the extended forms of binary operations that can induce some aggregation operators to fuse imprecise information by taking diverse forms of the additive function $\theta(u)$ and its dual function $\delta(u) = \theta(1 - u)$ [53].
Definition 6. $\Psi : [0, 1] \times [0, 1] \rightarrow [0, 1]$ is called a t-norm, when $\Psi$ meets the following four requirements, for any $z, z', u, v \in [0, 1]$ \cite{42,43}:

1. $\Psi(1, z) = z$.
2. $\Psi(z, u) = \Psi(u, z)$.
3. $\Psi(z, \Psi(u, v)) = \Psi(\Psi(z, u), v)$.
4. If $z < z', u \leq v$, then $\Psi(z, u) \leq \Psi(z', v)$.

Definition 7. $\Phi : [0, 1] \times [0, 1] \rightarrow [0, 1]$ is called a t-conorm, when $\Phi$ meets the following four requirements, for any $z, z', u, v \in [0, 1]$ \cite{42,43}:

1. $\Phi(0, z) = z$.
2. $\Phi(z, u) = \Phi(u, z)$.
3. $\Phi(z, \Phi(u, v)) = \Phi(\Phi(z, u), v)$.
4. If $z < z', u \leq v$, then $\Phi(z, u) \leq \Phi(z', v)$.

Definition 8. If $\Psi(u, v)$ is continuous and $\Psi(u, u) < u$ for all $u \in (0, 1)$, then $\Psi(u, v)$ forms the Archimedean t-norm \cite{42,43}.

The Archimedean t-norm can be determined by a strictly decreasing additive function $\theta : [0, 1] \rightarrow [0, +\infty]$, which can be described as follows:

$$\Psi(u, v) = \theta^{-1}(\theta(u) + \theta(v)),$$

where $\theta^{-1}(\cdot)$ is an inverse function and $\theta(1) = 0$. Similarly, the formula of Archimedean t-conorm $\Phi(u, v)$ is expressed below:

$$\Phi(u, v) = \delta^{-1}(\delta(u) + \delta(v)),$$

where $\delta(u) = \theta(1 - u)$ and $\delta(0) = 0$. Inspired by operational principles in previous publications \cite{45,49}, in this paper, we discuss some new operational principles for HP2TLSs. To obtain the simplified operational principles, a one-to-one mapping function $d(u)$ is established as follows \cite{49}:

$$d(u) = \frac{u}{T}, \text{ for all } u \in [0, T],$$

$$\triangle^{-1} = \theta^{-1}(s_{\theta}(\delta), \alpha_b, \triangle^{-1} = \theta^{-1}(s_{\theta}(\delta), \alpha_{b'}).$$

Definition 9. Let $b = \{(s_{\theta(b_i)}, \alpha_{b_i}, \mu_{b_i}, \eta_{b_i}, v_{b_i})\} (i = 1, 2, \ldots, N(b))$ and $b' = \{(s_{\theta(b'_i)}, \alpha_{b'_i}, \mu_{b'_i}, \eta_{b'_i}, v_{b'_i})\} (i = 1, 2, \ldots, N(b'))$ be two HP2TLSs, the following formulas are considered as their operational principles:

1. Addition operation

$$b \oplus b' = \{(\triangle(T \cdot \delta^{-1}(\delta[d(\triangle^{-1})] + \delta[d(\triangle^{-1})])), \delta^{-1}(\delta(\mu_b) + \delta(\mu_{b'})), \theta^{-1}(\theta(\eta_b)), \theta^{-1}(\theta(v_b))\} \{s_{\theta(b_i)}, \alpha_{b_i}, \mu_{b_i}, \eta_{b_i}, v_{b_i} \in b, \langle s_{\theta(b'_i)}, \alpha_{b'_i}, \mu_{b'_i}, \eta_{b'_i}, v_{b'_i} \in b' \};$$

2. Multiplication operation

$$b \otimes b' = \{(\triangle(T \cdot \theta^{-1}(\theta[d(\triangle^{-1})] + \theta[d(\triangle^{-1})])), \theta^{-1}(\theta(\mu_b) + \theta(\mu_{b'})), \delta^{-1}(\delta(\eta_b) + \delta(\eta_{b'})), \delta^{-1}(\delta(v_b) + \delta(v_{b'}))\} \{s_{\theta(b_i)}, \alpha_{b_i}, \mu_{b_i}, \eta_{b_i}, v_{b_i} \in b, \langle s_{\theta(b'_i)}, \alpha_{b'_i}, \mu_{b'_i}, \eta_{b'_i}, v_{b'_i} \in b' \};$$
3. **Scalar-multiplication operation**

\[ kb = \left\{ \langle \triangle(T \cdot \delta^{-1}(\kappa \delta[d(\Delta_b^{-1})])), \delta^{-1}(\kappa \delta(\mu_b)), \delta^{-1}(\kappa \delta(\eta_b)), \delta^{-1}(\kappa \delta(v_b)) \rangle \mid \langle s_{\theta(b)}, \alpha_b \rangle, \mu_b, \eta_b, v_b \in b \right\}, \kappa > 0; \]

4. **Exponential operation**

\[ b^\kappa = \left\{ \langle \triangle(T \cdot \theta(\kappa \delta[d(\Delta_b^{-1})])), \theta^{-1}(\kappa \delta(\mu_b)), \theta^{-1}(\kappa \delta(\eta_b)), \theta^{-1}(\kappa \delta(v_b)) \rangle \mid \langle s_{\theta(b')}, \alpha_b \rangle, \mu_b, \eta_b, v_b \in b' \right\}, \kappa > 0. \]

In the following, some special aggregation operators are explored by taking diverse forms of additive function \( \theta(u) \) and its dual function \( \delta(u) = \theta(1 - u) \). At the same time, for the sake of simplicity, \( \langle s_{\theta(b)}, \alpha_b \rangle, \mu_b, \eta_b, v_b \) \( \in b \) and \( \langle s_{\theta(b')}, \alpha_b \rangle, \mu_b, \eta_b, v_b \) \( \in b' \) are omitted in the operation process of HP2TLSs in the sequel.

**Remark 1.** If \( \theta(u) = -\log(u), \delta(u) = -\log(1 - u) \), then one has the following results:

1. \( b \oplus b' = \left\{ \langle \triangle \left( \frac{T^2 \cdot \Delta_b^{-1} + \Delta_b^{-1} - \Delta_b^{-1}}{T^2 + \Delta_b^{-1} - \Delta_b^{-1}} \right), \mu_b + \mu_b', \eta_b + \eta_b', v_b + v_b' \rangle \right\} \).
2. \( b \otimes b' = \left\{ \langle \triangle \left( \frac{\Delta_b^{-1} \cdot \Delta_b^{-1}}{1 + (1 - \eta_b - \eta_b')} \right), \mu_b \mu_b', \eta_b \eta_b', v_b \cdot v_b' \rangle \right\} \).
3. \( kb = \left\{ \langle \triangle(T \cdot (1 - (1 - \frac{\Delta_b^{-1}}{T})^x)), (1 - (1 - \mu_b)^x), (1 - (1 - \eta_b)^x), (1 - (1 - v_b)^x) \rangle \right\}, \kappa > 0. \)
4. \( b^\kappa = \left\{ \langle \triangle((\Delta_b^{-1})^x \cdot T^{1-x}), \mu_b^x, 1 - (1 - \eta_b)^x, 1 - (1 - v_b)^x \rangle \right\}, \kappa > 0. \)

**Remark 2.** If \( \theta(u) = \log \frac{2 - u}{u}, \delta(u) = \log \frac{2 - (1 - u)}{1 - u} \), then the following equalities hold:

1. \( b \oplus b' = \left\{ \langle \triangle \left( \frac{T^2 \cdot \Delta_b^{-1} + \Delta_b^{-1} - \Delta_b^{-1}}{T^2 + \Delta_b^{-1} - \Delta_b^{-1}} \right), \frac{\mu_b + \mu_b'}{1 + (1 - \eta_b - \eta_b')} \rangle \right\} \).
2. \( b \otimes b' = \left\{ \langle \triangle \left( \frac{\Delta_b^{-1} \cdot \Delta_b^{-1}}{1 + (1 - \eta_b - \eta_b')} \right), \frac{\mu_b \mu_b'}{1 + (1 - \eta_b - \eta_b')} \rangle \right\} \).
3. \( kb = \left\{ \langle \triangle(T \cdot (\frac{(1 + \mu_b)^x - (1 - \mu_b)^x}{(1 + \mu_b)^x + (1 - \mu_b)^x})), \frac{2\eta_b^x}{2 - \eta_b^x + (1 - \eta_b)^x} \rangle \right\}, \kappa > 0. \)
4. \( b^\kappa = \left\{ \langle \triangle(T \cdot (\frac{2(\Delta_b^{-1})^x}{2 - \Delta_b^{-1} + (\Delta_b^{-1})^x})), \frac{2\eta_b^x}{2 - \eta_b^x + (1 - \eta_b)^x} \rangle \right\}, \kappa > 0. \)

**Theorem 1.** Let \( b \) and \( b' \) be two HP2TLSs, and the fundamental properties of the above-mentioned operational principles are acquired as:

1. \( b \oplus b' = b' \oplus b \),
2. \( b \otimes b' = b' \otimes b \),
3. \( \kappa(b \oplus b') = (kb) \oplus (kb') \),
4. \( (b \otimes b')^\kappa = b^\kappa \otimes (b')^\kappa \),
5. \( (\kappa_1 + \kappa_2)b = (\kappa_1b) \oplus (\kappa_2b) \),
6. \( b^{\kappa_1} \otimes b^{\kappa_2} = b^{\kappa_1 + \kappa_2} \).
Proof.

(1)

\[ b \oplus b' = \{ \langle \triangle (T \cdot \delta^{-1}(\delta[d(\triangle_b^{-1}])] + \delta[d(\triangle_{b'}^{-1}]))], \delta^{-1}(\delta(\mu_b) + \delta(\mu_{b'})), \theta^{-1}(\theta(\eta_b) + \theta(\eta_{b'})), \theta^{-1}(\theta(v_b) + \theta(v_{b'})) \} \]

\[ = \{ \langle \triangle (T \cdot \delta^{-1}(\delta[d(\triangle_b^{-1}])] + \delta[d(\triangle_{b'}^{-1}]))], \delta^{-1}(\delta(\mu_b) + \delta(\mu_{b'})), \theta^{-1}(\theta(\eta_b) + \theta(\eta_{b'})), \theta^{-1}(\theta(v_b) + \theta(v_{b'})) \} \]

\[ = b' \oplus b. \]

(2)

\[ b \otimes b' = \{ \langle \triangle (T \cdot \theta^{-1}(\theta[d(\triangle_b^{-1}])] + \theta[d(\triangle_{b'}^{-1}]))], \theta^{-1}(\theta(\mu_b) + \theta(\mu_{b'})), \delta^{-1}(\delta(\eta_b) + \delta(\eta_{b'})), \delta^{-1}(\delta(v_b) + \delta(v_{b'})) \} \]

\[ = \{ \langle \triangle (T \cdot \theta^{-1}(\theta[d(\triangle_b^{-1}])] + \theta[d(\triangle_{b'}^{-1}]))], \theta^{-1}(\theta(\mu_b) + \theta(\mu_{b'})), \delta^{-1}(\delta(\eta_b) + \delta(\eta_{b'})), \delta^{-1}(\delta(v_b) + \delta(v_{b'})) \} \]

\[ = b' \otimes b. \]

(3)

\[ \kappa(b \oplus b') \]

\[ = \{ \langle \triangle (T \cdot \delta^{-1}(\delta[k\theta[d(\triangle_b^{-1}])] + \delta[d(\triangle_{b'}^{-1}]))], \delta^{-1}(\delta(\mu_b) + \delta(\mu_{b'})), \theta^{-1}(\theta(\eta_b) + \theta(\eta_{b'})), \theta^{-1}(\theta(v_b) + \theta(v_{b'})) \} \]

\[ = \{ \langle \triangle (T \cdot \delta^{-1}(\delta[k\theta[d(\triangle_b^{-1}])] + \delta[d(\triangle_{b'}^{-1}]))], \delta^{-1}(\delta(\mu_b) + \delta(\mu_{b'})), \theta^{-1}(\theta(\eta_b) + \theta(\eta_{b'})), \theta^{-1}(\theta(v_b) + \theta(v_{b'})) \} \]

\[ = \{ \langle \triangle (T \cdot \delta^{-1}(\delta[k\theta[d(\triangle_b^{-1}])] + \delta[d(\triangle_{b'}^{-1}]))], \delta^{-1}(\delta(\mu_b) + \delta(\mu_{b'})), \theta^{-1}(\theta(\eta_b) + \theta(\eta_{b'})), \theta^{-1}(\theta(v_b) + \theta(v_{b'})) \} \]

By comparing the above equations, we can obtain \( \kappa(b \oplus b') = (kb) \oplus (kb'). \)
By comparing the above equations, we can obtain 

\[
\begin{align*}
(b \otimes b')^\kappa &= \{(\triangle(T \cdot \theta^{-1}(\kappa \theta[d(\Delta_b^{-1})]) + \theta[d(\Delta_{b'}^{-1})])), \theta^{-1}(\kappa \theta(\theta^{-1}(\theta \\
& \quad (\theta_{b'}) + \theta(\mu_{b'}))), \delta^{-1}(\kappa \theta(\delta^{-1}(\delta(\eta_{b}) + \delta(\eta_{b'})))))\}\}

= \{(\triangle(T \cdot \theta^{-1}(\kappa \theta[d(\Delta_b^{-1})]) + \theta[d(\Delta_{b'}^{-1})])), \theta^{-1}(\kappa \theta(\mu_{b}) + \theta(\mu_{b'}))), \delta^{-1}(\kappa \theta(\delta(\eta_{b}) + \delta(\eta_{b'})))\}\}

= \{(\triangle(T \cdot \theta^{-1}(\kappa \theta[d(\Delta_b^{-1})]) + \theta[d(\Delta_{b'}^{-1})])), \theta^{-1}(\kappa \theta(\mu_{b}) + \theta(\mu_{b'}))), \delta^{-1}(\kappa \theta(\delta(\eta_{b}) + \delta(\eta_{b'})))\}\}

= \{(b \otimes b')^\kappa\}.
\end{align*}
\]

Notice that 

\[
(k_1 + k_2)b = \{(\triangle(T \cdot \delta^{-1}((k_1 + k_2)\delta[d(\Delta_b^{-1})))), \delta^{-1}((k_1 + k_2)\delta(\mu_{b}))), \theta^{-1}(\kappa_1 + k_2)(\theta(\eta_{b})), \theta^{-1}((k_1 + k_2)(\theta(\eta_{b}))))\}.
\]

\[
(k_1b) \oplus (k_2b) = \{(\triangle(T \cdot \delta^{-1}((k_1 + k_2)\delta[d(\Delta_b^{-1})))), \delta^{-1}((k_1 + k_2)\delta(\mu_{b}))), \theta^{-1}(\kappa_1 + k_2)(\theta(\eta_{b})), \theta^{-1}((k_1 + k_2)(\theta(\eta_{b}))))\}.
\]

By comparing the above equations, we can obtain 

\[(k_1 + k_2)b = (k_1b) \oplus (k_2b).\]
Theorem 3. Let \( b_i \) be some HP2TLSs, if all \( b_i(i = 1, 2, \ldots, n) \) are identical, i.e., \( b_i = b \), for all \( i \), then

\[
\text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) = b.
\]
Proof. Let \( b_i = b \) and \( (x, \mu, \eta, v) \in b \), where \( x = (s_{\theta(b)}, a_b) \), for all \( i = 1, 2, \ldots, n \), then we have

\[
\begin{align*}
\text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) \\
\Rightarrow \text{ATS-HP2TLWA}(b, b, \ldots, b)
\end{align*}
\]

\[
\begin{align*}
= \bigcup_{b} \{ \delta^{-1}(\sum_{i=1}^{n} w_i \delta(d(\Delta^{-1}_{b_i}))) \},
\theta^{-1}(\sum_{i=1}^{n} w_i \theta(\eta)),
\theta^{-1}(\sum_{i=1}^{n} w_i \theta(\mu)),
\theta^{-1}(\sum_{i=1}^{n} w_i \theta(v)),
\theta^{-1}(\sum_{i=1}^{n} w_i \theta(\nu)) \}
\end{align*}
\]

\[
\begin{align*}
= \bigcup_{b} \{ \langle (s_{\theta(b)}, a_b), \mu, \eta, v \rangle \}
\end{align*}
\]

\[
= b.
\]

\( \square \)

(2) (Boundedness): Let \( b_i (i = 1, 2, \ldots, n) \) be some HP2TLSs, if \( b^- = \min \{ b_i \} \) and \( b^+ = \max \{ b_i \} \), then

\[
b^- \leq \text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) \leq b^+,
\]

where

\[
b^- = \min \{ b_i \} = \{ \langle \min(s_{\theta(b_i)}, a_{b_i}), \min(\mu_i), \max(\eta_i), \max(v_i) \rangle \mid \langle s_{\theta(b_i)}, a_{b_i}, \mu_i, \eta_i, v_i \rangle \in b_i \},
\]

\[
b^+ = \max \{ b_i \} = \{ \langle \max(s_{\theta(b_i)}, a_{b_i}), \max(\mu_i), \min(\eta_i), \min(v_i) \rangle \mid \langle s_{\theta(b_i)}, a_{b_i}, \mu_i, \eta_i, v_i \rangle \in b_i \}.
\]

Proof. Since \( d(u) = \frac{d(u)}{\mu}, \delta(u) \) and \( \delta^{-1}(u) \) are two increasing functions, \( \theta(u) \) and \( \theta^{-1}(u) \) are two decreasing functions, then we have:

\[
\begin{align*}
d(\Delta^{-1}_{b_i}) & \leq d(\Delta^{-1}_{b_i}). \\
\Rightarrow \delta[d(\Delta^{-1}_{b_i})] & \leq \delta[d(\Delta^{-1}_{b_i})] \\
\Rightarrow \sum_{i=1}^{n} w_i \delta[d(\Delta^{-1}_{b_i})] & \leq \sum_{i=1}^{n} w_i \delta[d(\Delta^{-1}_{b_i})] \\
\Rightarrow \Delta(T \cdot \delta^{-1}(\sum_{i=1}^{n} w_i \delta[d(\Delta^{-1}_{b_i})])) & \leq \Delta(T \cdot \delta^{-1}(\sum_{i=1}^{n} w_i \delta[d(\Delta^{-1}_{b_i})])).
\end{align*}
\]

In the same way, we can obtain

\[
\begin{align*}
\delta^{-1}(\sum_{i=1}^{n} w_i \delta(\min(\mu_i))) & \leq \delta^{-1}(\sum_{i=1}^{n} w_i \delta(\mu_i)), \\
\delta^{-1}(\sum_{i=1}^{n} w_i \delta(\min(\eta_i))) & \geq \delta^{-1}(\sum_{i=1}^{n} w_i \delta(\eta_i)), \\
\delta^{-1}(\sum_{i=1}^{n} w_i \delta(\min(v_i))) & \geq \delta^{-1}(\sum_{i=1}^{n} w_i \delta(v_i)).
\end{align*}
\]

According to Definition 3, 4, and 5, we can verify that \( b^- \leq \text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) \). Similarly,

\( \text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) \leq b^+ \) can be proved. Thus, the following inequality holds:

\[
b^- \leq \text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) \leq b^+.
\]

\( \square \)

(3) (Monotonicity): Let \( b_i \) and \( b'_i \) (\( i = 1, 2, \ldots, n \)) be two HP2TLSs, and \( \langle (s_{\theta(b_i)}, a_{b_i}), \mu_i, \eta_i, v_i \rangle \in b_i \), \( \langle (s_{\theta(b'_i)}, a_{b'_i}), \mu_i', \eta_i', v_i' \rangle \in b'_i \). If any \( b_i \) and \( b'_i \) satisfy \( \langle (s_{\theta(b_i)}, a_{b_i}), \mu_i, \eta_i, v_i \rangle \leq \langle (s_{\theta(b'_i)}, a_{b'_i}), \mu_i', \eta_i', v_i' \rangle \), then

\[
\text{ATS-HP2TLWA}(b_1, b_2, \ldots, b_n) \leq \text{ATS-HP2TLWA}(b'_1, b'_2, \ldots, b'_n).
\]
Proof. Since \( d(u) = \frac{u}{1 - u} \), \( \delta(u) \) and \( \delta^{-1}(u) \) are two increasing functions, then \( \theta(u) \) and \( \theta^{-1}(u) \) are two decreasing functions. If any \( b_i \) and \( b'_i \) satisfy \( b_i \leq b'_i \), then we can obtain the following:

\[
\langle \langle \Theta(b_i), \alpha(b_i), \mu_i, \eta_i, \nu_i \rangle \rangle \leq \langle \langle \Theta(b'_i), \alpha(b'_i), \mu'_i, \eta'_i, \nu'_i \rangle \rangle
\]

\[
\Rightarrow (\Theta(b_i), \alpha(b_i)) \leq (\Theta(b'_i), \alpha(b'_i)), \mu_i \leq \mu'_i, \eta_i \geq \eta'_i, \nu_i \geq \nu'_i
\]

\[
\Rightarrow d(\triangle^{-1}_b) \leq d(\triangle^{-1}_{b'})
\]

\[
\Rightarrow \delta(d(\triangle^{-1}_{b'})) \leq \delta[d(\triangle^{-1}_b)]
\]

\[
\Rightarrow \sum_{i=1}^n w_i \delta[d(\triangle^{-1}_{b'})] \leq \sum_{i=1}^n w_i \delta[d(\triangle^{-1}_b)]
\]

\[
\Rightarrow \triangle(T \cdot \delta^{-1}(\sum_{i=1}^n w_i \delta[d(\triangle^{-1}_b)])) \leq \triangle(T \cdot \delta^{-1}(\sum_{i=1}^n w_i \delta[d(\triangle^{-1}_{b'})])).
\]

Similarly, we can obtain \( \delta^{-1}(\sum_{i=1}^n w_i \delta(\mu_i)) \leq \delta^{-1}(\sum_{i=1}^n w_i \delta(\mu'_i)), \theta^{-1}(\sum_{i=1}^n w_i \theta(\nu_i)) \geq \theta^{-1}(\sum_{i=1}^n w_i \theta(\nu'_i)) \).

According to Definitions (3)–(5), we can get

\[
ATS-HP2TLWA(b_1, b_2, \ldots, b_n) \leq ATS-HP2TLWA(b'_1, b'_2, \ldots, b'_n).
\]

\( \Box \)

Remark 3. If \( \theta(u) = -\log(u), \delta(u) = -\log(1 - u), \) then the ATS-HP2TLWA operator is simplified to the weighted averaging operator of HP2TLSs (HP2TLWA),

\[
HP2TLWA(b_1, b_2, \ldots, b_n) = \bigcup_{b_1 \ldots b_n} \{ (\langle \langle \triangle(T \cdot (1 - \prod_{i=1}^n (1 - d(\triangle^{-1}_b)))^{w_i}), 1 - \prod_{i=1}^n (1 - \mu_i)^{w_i}, \prod_{i=1}^n \eta_i^{w_i}, \prod_{i=1}^n \nu_i^{w_i} \rangle \rangle, 1 - \prod_{i=1}^n (1 - \mu_i)^{w_i}, \prod_{i=1}^n \eta_i^{w_i}, \prod_{i=1}^n \nu_i^{w_i} \}).
\]

Remark 4. If \( \theta(u) = \log \frac{2 - u}{u}, \delta(u) = \log \frac{2 - (1 - u)}{1 - u} \), then the ETS-HP2TLWA operator is simplified to the Einstein weighted averaging operator of HP2TLSs (EHP2TLWA),

\[
EHP2TLWA(b_1, b_2, \ldots, b_n) = \bigcup_{b_1 \ldots b_n} \{ (\langle \langle \triangle(T \cdot \prod_{i=1}^n (1 + (1 - \gamma)(\eta_i^{\nu_i} + \gamma(1 - \eta_i)))^{w_i} - \prod_{i=1}^n (1 - d(\triangle^{-1}_b))^{w_i}), \prod_{i=1}^n (1 + \nu_i)^{w_i}, \prod_{i=1}^n \eta_i^{w_i}, \prod_{i=1}^n \nu_i^{w_i} \rangle \rangle, \prod_{i=1}^n (1 + \nu_i)^{w_i}, \prod_{i=1}^n \eta_i^{w_i}, \prod_{i=1}^n \nu_i^{w_i} \}).
\]

Remark 5. If \( \theta(u) = \log \frac{2 - (1 - \gamma)u}{u}, \delta(u) = \log \frac{2 - (1 - \gamma)u}{1 - u} \) and \( \gamma > 0 \), then the HTP2TLWA operator is simplified to the Hamacher weighted averaging operator of HP2TLSs (HHP2TLWA),

\[
HHP2TLWA(b_1, b_2, \ldots, b_n) = \bigcup_{b_1 \ldots b_n} \{ (\langle \langle \triangle(T \cdot \prod_{i=1}^n (1 + (\gamma - 1)(\eta_i^{\nu_i} + \gamma(1 - \eta_i)))^{w_i} - \prod_{i=1}^n (1 - d(\triangle^{-1}_b))^{w_i}), \prod_{i=1}^n (1 + \nu_i)^{w_i}, \prod_{i=1}^n \eta_i^{w_i}, \prod_{i=1}^n \nu_i^{w_i} \rangle \rangle, \prod_{i=1}^n (1 + \nu_i)^{w_i}, \prod_{i=1}^n \eta_i^{w_i}, \prod_{i=1}^n \nu_i^{w_i} \}).
\]
Remark 6. If $\theta(u) = \log \frac{\varphi - 1}{\varphi - 1}$, $\delta(u) = \log \frac{\psi - 1}{\psi - 1}$ and $\gamma > 0$, then the ATS-HP2TLWA is simplified to the Frank weighted averaging operator of HP2TLSs (FHP2TLWA),

$$\text{FHP2TLWA}(b_1, b_2, \ldots, b_n)$$

$$= \bigcup_{b_1, \ldots, b_n} \{ (\langle T \cdot (1 - \log \gamma) + \psi(\frac{\psi - 1}{\psi - 1}) \rangle, 1 - \log \gamma, 1 + \psi(\frac{\psi - 1}{\psi - 1}) \} \}.$$

Definition 11. Let $b_i$ ($i = 1, 2, \ldots, n$) be some HP2TLSs, which are assigned some weights $w$ defined in Definition (10), then the Archimedean $t$-norm and $t$-conorm based hesitant picture 2-tuple linguistic weighted geometric (ATS-HP2TLWG) operator is as follows:

$$\text{ATS-HP2TLWG}(b_1, b_2, \ldots, b_n)$$

$$= \bigcup_{b_1, \ldots, b_n} \prod_{i=1}^n b_i^{w_i}.$$

Theorem 4. Let $b_i$ ($i = 1, 2, \ldots, n$) be some HP2TLSs, then the ATS-HP2TLWG operator is formulated as follows:

$$\text{ATS-HP2TLWG}(b_1, b_2, \ldots, b_n)$$

$$= \bigcup_{b_1, \ldots, b_n} \{ (\langle T \cdot (1 - \log \gamma) + \psi(\frac{\psi - 1}{\psi - 1}) \rangle, 1 - \log \gamma, 1 + \psi(\frac{\psi - 1}{\psi - 1}) \} \}.$$

Similarly, we can see that the ATS-HP2TLWG operator meets idempotency, boundedness, and monotonicity as well. Additionally, we explore several particular examples of the ATS-HP2TLWG operator for the diverse forms of function $\theta(u)$ and its dual function $\delta(u)$.

Remark 7. If $\theta(u) = -\log(u)$, $\delta(u) = -\log(1 - u)$, then the ATS-HP2TLWG operator is simplified to the weighted geometric operator of HP2TLSs (HP2TLWG),

$$\text{HP2TLWG}(b_1, b_2, \ldots, b_n)$$

$$= \bigcup_{b_1, \ldots, b_n} \{ (\langle T \cdot (1 - \log \gamma) + \psi(\frac{\psi - 1}{\psi - 1}) \rangle, 1 - \log \gamma, 1 + \psi(\frac{\psi - 1}{\psi - 1}) \} \}.$$

Remark 8. If $\theta(u) = \log \frac{2 - u}{2}$, $\delta(u) = \log \frac{2 - (1 - u)}{2}$, then the ATS-HP2TLWG operator is simplified to the Einstein weighted geometric operator of HP2TLSs (EHP2TLWG),

$$\text{EHP2TLWG}(b_1, b_2, \ldots, b_n)$$

$$= \bigcup_{b_1, \ldots, b_n} \{ (\langle T \cdot (1 - \log \gamma) + \psi(\frac{\psi - 1}{\psi - 1}) \rangle, 1 - \log \gamma, 1 + \psi(\frac{\psi - 1}{\psi - 1}) \} \}.$$
Remark 9. If \( \theta(u) = \log \frac{\gamma + (1 - \gamma)u}{u} \), \( \delta(u) = \log \frac{1 - (1 - \gamma)u}{u} \) and \( \gamma > 0 \), then the ATS-HP2TLWG operator is simplified to the Hamacher weighted geometric operator of HP2TLSs (HHP2TLWG),

\[
\begin{align*}
HHP2TLWG(b_1, b_2, \ldots, b_n) &= \bigcup_{b_1, \ldots, b_n} \left\{ \{ \langle T \cdot \log \left( \frac{d(\Delta b_j^{-1})}{\gamma} \right) \rangle \}, \log \left( 1 + \Pi_{i=1}^{n} (\gamma^{-1} - 1)^{n_i} \right), 1 - \log \left( 1 + \Pi_{i=1}^{n} (\gamma^{-1} - 1)^{n_i} \right) \} \right. \\
&= \bigcup_{b_1, \ldots, b_n} \left\{ \{ \langle T \cdot \log \left( \frac{d(\Delta b_j^{-1})}{\gamma} \right) \rangle \}, \log \left( 1 + \Pi_{i=1}^{n} (\gamma^{-1} - 1)^{n_i} \right), 1 - \log \left( 1 + \Pi_{i=1}^{n} (\gamma^{-1} - 1)^{n_i} \right) \} \right.
\end{align*}
\]

Remark 10. If \( \theta(u) = \log \frac{\gamma - 1}{\gamma - u} \), \( \delta(u) = \log \frac{\gamma - 1}{\gamma - u} \) and \( \gamma > 0 \), then the ATS-HP2TLWA operator is simplified to the Frank weighted geometric operator of HP2TLSs (FHP2TLWG),

\[
\begin{align*}
FHP2TLWG(b_1, b_2, \ldots, b_n) &= \bigcup_{b_1, \ldots, b_n} \left\{ \{ \langle T \cdot \log \left( \frac{d(\Delta b_j^{-1})}{\gamma} \right) \rangle \}, \log \left( 1 + \Pi_{i=1}^{n} (\gamma^{-1} - 1)^{n_i} \right), 1 - \log \left( 1 + \Pi_{i=1}^{n} (\gamma^{-1} - 1)^{n_i} \right) \} \right.
\end{align*}
\]

5. A Novel Method of Solving MADM Problems

In this section, the detailed steps of solving MADM problems under the situation of HP2TLS are elaborated. Let \( D = \{ D_1, D_2, \ldots, D_m \} \) be a collection of \( m \) alternatives and \( C = \{ C_1, C_2, \ldots, C_n \} \) be a collection of \( n \) attributes and its corresponding weight vector \( w \) defined in Definition (10). Suppose that \( R = (r_{ij})_{m \times n} \) is the judgment information matrix, where \( r_{ij} \) is an HP2TLS that represents the evaluation information of the alternative \( D_i \) with regards to the attribute \( C_j \).

**Step 1:** Obtain the judgment information matrix:

\[
R = (r_{ij})_{m \times n}.
\]

**Step 2:** Fuse all values \( r_{ij} \) (\( j = 1, 2, \ldots, n \)) of each alternative \( D_i \) by using the ATS-HP2TLWA operator or the ATS-HP2TLWG operator. Then, we can obtain the collective results:

\[
\begin{align*}
r_i &= \text{ATS-HP2TLWA}(r_{i1}, r_{i2}, \ldots, r_{in}) \\
&= \bigcup_{r_{i1}, \ldots, r_{in}} \left\{ \{ \langle T \cdot \delta^{-1} \left( \sum_{j=1}^{n} w_j \delta(\Delta r_{ij}^{-1}) \right) \rangle \}, \delta^{-1} \left( \sum_{j=1}^{n} w_j \delta(\mu_{ij}) \right), \delta^{-1} \left( \sum_{j=1}^{n} w_j \delta(\eta_{ij}) \right) \} \right.
\end{align*}
\]

or

\[
\begin{align*}
r_i &= \text{ATS-HP2TLWG}(r_{i1}, r_{i2}, \ldots, r_{in}) \\
&= \bigcup_{r_{i1}, \ldots, r_{in}} \left\{ \{ \langle T \cdot \delta^{-1} \left( \sum_{j=1}^{n} w_j \delta(\Delta r_{ij}^{-1}) \right) \rangle \}, \delta^{-1} \left( \sum_{j=1}^{n} w_j \delta(\mu_{ij}) \right), \delta^{-1} \left( \sum_{j=1}^{n} w_j \delta(\eta_{ij}) \right) \} \right.
\end{align*}
\]

**Step 3:** Rank \( r_i \) (\( i = 1, \ldots, 5 \)) according to descending order with respect to the values derived from Definitions (3)–(5), and the ideal alternative can be derived.
6. Application of the Designed Method and Discussion

We select an example [33] to show the practicality of the designed method. Outsourcing a common business activity in which partial job functions are farmed out to a third party. The scope of internal core technology service outsourcing projects is expanding. When enterprises face competitions and challenges, it is necessary to collaborate with other parties for sharing the resources and profits. Therefore, choosing the right outsourcing suppliers become a key foundation for enterprises development. This study aims to design a practical method for the identification of technical service outsourcing suppliers under the situation of hesitant picture 2-tuple linguistic information.

There are five potential service outsourcing suppliers for a communications industry $D_i (i = 1, 2, 3, 4, 5)$. A team of experts is invited for identifying the most appropriate choice from the five possible service outsourcing suppliers by considering four attributes, which include commercial integrity ($C_1$), technical level ($C_2$), management quality ($C_3$), and service performance ($C_4$). At the same time, the attributes’ weights are set to $w = (0.2, 0.1, 0.3, 0.4)$. Later, based on the judgment information provided by experts, the judgment information matrix $R = (r_{ij})_{5 	imes 4}$ can be constructed. The linguistic term set is taken as $S = \{ s_0 \rightarrow extremely \text{ bad}, s_1 \rightarrow very \text{ bad}, s_2 \rightarrow bad, s_3 \rightarrow medium, s_4 \rightarrow good, s_5 \rightarrow very \text{ good}, s_6 \rightarrow extremely \text{ good} \}$.

Next, we apply the designed method in Section 5 to solve the above-mentioned problem to obtain the ideal solution.

**Step 1:** Obtain the judgment information matrix, which is delineated in Table 1.

**Step 2:** Employ the ATS-HP2TLWA operator or the ATS-HP2TLWG operator to aggregate all attributes of $D_i (i = 1, 2, 3, 4, 5)$. Then, collective results of the two operators are given in Tables 2 and 3, separately. Through Table 2, we can find that EHP2TLWA operator is a special form of HHP2TLWA operator. When $\gamma = 2$, HHP2TLWA operator degenerates into an EHP2TLWA operator.

**Step 3:** Obtain score values and sort the alternatives in accordance with Definitions (3)-(5), and the results of two operators are presented in Tables 4 and 5, separately.

|        | $C_1$                                      | $C_2$                                      |
|--------|--------------------------------------------|--------------------------------------------|
| $D_1$  | \{ $(s_4, 0), 0.53, 0.33, 0.09$ \}          | \{ $(s_2, 0), 0.89, 0.08, 0.03$,           |
|        |                                            | $(s_3, 0), 0.75, 0.05, 0.06$ \}            |                                      |
| $D_2$  | \{ $(s_1, 0), 0.73, 0.12, 0.08$ \}          | \{ $(s_4, 0), 0.13, 0.64, 0.21$ \}         |
| $D_3$  | \{ $(s_5, 0), 0.91, 0.03, 0.02$ \}          | \{ $(s_1, 0), 0.07, 0.09, 0.05$ \}         |
| $D_4$  | \{ $(s_5, 0), 0.85, 0.09, 0.05$,           | \{ $(s_5, 0), 0.74, 0.16, 0.10$ \}        |
|        | $(s_4, 0), 0.54, 0.35, 0.11$ \}             |                                           |
| $D_5$  | \{ $(s_5, 0), 0.90, 0.05, 0.02$,           | \{ $(s_1, 0), 0.68, 0.08, 0.21$ \}        |
|        | $(s_6, 0), 0.91, 0.03, 0.02$ \}             |                                           |

|        | $C_3$                                      | $C_4$                                      |
|--------|--------------------------------------------|--------------------------------------------|
| $D_1$  | \{ $(s_1, 0), 0.73, 0.12, 0.08$ \}          | \{ $(s_4, 0), 0.13, 0.64, 0.21$ \}         |
| $D_2$  | \{ $(s_3, 0), 0.03, 0.82, 0.13$,           | \{ $(s_4, 0), 0.73, 0.15, 0.08$ \}         |
|        | $(s_4, 0), 0.74, 0.15, 0.11$ \}             |                                           |
| $D_3$  | \{ $(s_4, 0), 0.04, 0.85, 0.1$ \}           | \{ $(s_2, 0), 0.68, 0.26, 0.06$,           |
|        | $(s_5, 0), 0.75, 0.08, 0.06$ \}             | $(s_3, 0), 0.68, 0.26, 0.06$ \}           |
| $D_4$  | \{ $(s_3, 0), 0.02, 0.89, 0.05$ \}          | \{ $(s_1, 0), 0.08, 0.84, 0.06$ \}         |
| $D_5$  | \{ $(s_3, 0), 0.05, 0.87, 0.06$,           | \{ $(s_4, 0), 0.13, 0.75, 0.09$ \}        |
|        | $(s_4, 0), 0.68, 0.26, 0.06$ \}             |                                           |
Table 2. The aggregated information based on the ATS-HP2TLWA operator

| HP2TLWA Operator | EHP2TLWA Operator |
|------------------|-------------------|
|                  |                   |
| $D_1$            |                   |
|                  |                   |
|                  |                   |
| $D_2$            |                   |
|                  |                   |
|                  |                   |
| $D_3$            |                   |
|                  |                   |
|                  |                   |
| $D_4$            |                   |
|                  |                   |
|                  |                   |
| $D_5$            |                   |
|                  |                   |
|                  |                   |
| $HHP2TLWA$ Operator ($\gamma = 2$) | $FHP2TLWA$ Operator ($\gamma = 2$) |
| $D_1$            |                   |
|                  |                   |
|                  |                   |
| $D_2$            |                   |
|                  |                   |
|                  |                   |
| $D_3$            |                   |
|                  |                   |
|                  |                   |
| $D_4$            |                   |
|                  |                   |
|                  |                   |
| $D_5$            |                   |
|                  |                   |
|                  |                   |
| $HHP2TLWA$ Operator ($\gamma = 2$) | $FHP2TLWA$ Operator ($\gamma = 2$) |
| $D_1$            |                   |
|                  |                   |
|                  |                   |
| $D_2$            |                   |
|                  |                   |
|                  |                   |
| $D_3$            |                   |
|                  |                   |
|                  |                   |
| $D_4$            |                   |
|                  |                   |
|                  |                   |
| $D_5$            |                   |
|                  |                   |
|                  |                   |

Table 3. The aggregated information based on the ATS-HP2TLWG operator

| HP2TLWG Operator | EHP2TLWG Operator |
|------------------|-------------------|
|                  |                   |
| $D_1$            |                   |
|                  |                   |
|                  |                   |
| $D_2$            |                   |
|                  |                   |
|                  |                   |
| $D_3$            |                   |
|                  |                   |
|                  |                   |
| $D_4$            |                   |
|                  |                   |
|                  |                   |
| $D_5$            |                   |
|                  |                   |
|                  |                   |
| $D_1$            |                   |
|                  |                   |
|                  |                   |
| $D_2$            |                   |
|                  |                   |
|                  |                   |
| $D_3$            |                   |
|                  |                   |
|                  |                   |
| $D_4$            |                   |
|                  |                   |
|                  |                   |
| $D_5$            |                   |
|                  |                   |
|                  |                   |
values. All score values of the alternatives are increasing with Symmetry increasing, and the analysis results are displayed in Figures 1–4, separately.

In Figure 1, the score values of the alternatives, which are received by the HHP2TLWA operator, remain unchanged. Figure 3 represents the changing trajectory of the HHP2TLWG operator score $D_1, D_2, D_3,$ and $D_4$. In addition, when $D_4$, the $2.1235, 2.2435, 2.4362, 2.1812$.

To further explore the effects of a parameter in the HHP2TLWA operator, the FHP2TLWA operator, the HHP2TLWG operator, and the FHP2TLWG operator, we observe changes of score values with $\gamma$ increasing, and the analysis results are displayed in Figures 1–4, separately.

In Figure 1, the score values of the alternatives, which are received by the HHP2TLWA operator, keep a smaller variability. As $\gamma$ is increasing from 1 to 51, we indicate that score values of the five alternatives $D_i (i = 1, 2, 3, 4, 5)$ are decreasing, but the ranking results always keep $r_5 > r_3 > r_2 > r_1 > r_4$. In addition, when $\gamma$ is greater than 20, the score values of $D_2$ and $D_3$ are almost overlapping. Figure 2 displays the score values of each alternative derived from the FHP2TLWA operator. As $\gamma$ is increasing from 1 to 51, the score values of alternatives are increasing and keep a greater variability. $D_2, D_3,$ and $D_4$ are almost overlapping, when $\gamma$ reaches 30, but the ranking result $r_5 > r_3 > r_2 > r_1 > r_4$ remains unchanged. Figure 3 represents the changing trajectory of the HHP2TLWG operator score values. All score values of the alternatives are increasing with $\gamma$ changing. When $\gamma$ reaches 30, $D_2$ and $D_3$ are almost overlapping, but ranking order of the alternatives remains $r_5 > r_2 > r_3 > r_1 > r_4$.
Figure 4 notes the score values of five alternatives $D_i$ ($i = 1, 2, 3, 4, 5$) achieved by the FHP2TLWG operator. When the value of $\gamma$ is larger than 2.6, the score values of alternatives tend to zero. Therefore, the range of parameter values is between 1.5 and 2.6. By carefully analyzing Figure 4, it can be observed that the higher the value of $\gamma$ is, the lower the score values are of each alternative. However, the order of relations among alternatives holds $r_5 > r_2 > r_3 > r_1 > r_4$, and when $\gamma$ is greater than 2, the score values of $D_2$, $D_3$, and $D_5$ are almost overlapping.

From the above analysis, it is clear that the score values of the five alternatives $D_i$ ($i = 1, 2, 3, 4, 5$) change as $\gamma$ changed. However, the ranking results of the alternatives do not change in the HHP2TLWA operator, the FHP2TLWA operator, HHP2TLWG operator and the FHP2TLWG operator. Consequently, this means that the ranking result basically remains constant with the parameter $\gamma$ changing in the preceding four operators.

![Figure 1. Variation of ranking with $\gamma$ in the HHP2TLWA operator.](image1)

![Figure 2. Variation of ranking with $\gamma$ in the FHP2TLWA operator.](image2)
7. Conclusions

In this study, we extended the Archimedean t-norm and t-conorm into the context of HP2TLS, aimed at developing the approaches of information fusion with HP2TLSs. Firstly, some new operational principles about HP2TLSs were derived. Subsequently, we introduced two new aggregation operators, called the ATS-HP2TLWA operator and the ATS-HP2TLWG operator, based on new operational principles. In addition, we demonstrated the aggregation operators’ properties. Meanwhile, some specific examples were examined based on assigning different functions in the ATS-HP2TLWA and the ATS-HP2TLWG operators. A method for identifying the ideal alternative was also designed regarding the introduced operators. A single example was applied to highlight the applicability and flexibility of the improved decision-making method. Furthermore, in four specific aggregation operators, we gave a detailed discussion comparing the changing trends of the score values and the ideal option with $\gamma$ changing.
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