Features of molecular structure beneficial for optical pumping
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Fast and efficient state preparation of molecules can be accomplished by optical pumping. Molecular structure that most obviously facilitates cycling involves a strong electronic transition, with favorable vibrational branching [diagonal Franck-Condon factors (FCFs)] and without any intervening electronic states. Here, we propose important adjustments to those criteria, based on our experience optically pumping SiO$^+$. Specifically, the preference for no intervening electronic states should be revised, and over-reliance on FCFs can miss important features. The intervening electronic state in SiO$^+$ is actually found to be beneficial in ground rotational state preparation, by providing a pathway for population to undergo a parity flip. This contribution demonstrates the possibility that decay through intervening states may help state preparation of nondiagonal or polyatomic molecules. We also expand upon the definition of favorable branching. In SiO$^+$, we find that the off-diagonal FCFs fail to reflect the vibrational heating versus cooling rates. Since the branching rates are determined by transition dipole moments (TDMs) we introduce a simple model to approximate the TDMs for off-diagonal decays. We find that two terms, set primarily by the slope of the dipole moment function ($\mu dx/ds$) and offset in equilibrium bond lengths ($\Delta r_i = r_i^a - r_i^b$), can add (subtract) to increase (decrease) the magnitude of a given TDM. Applying the model to SiO$^+$, we find there is a fortuitous cancellation, where decay leading to vibrational excitation is reduced, causing optical cycling to lead naturally to vibrational cooling.
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I. INTRODUCTION

State-prepared molecules are of great interest in studies of ultracold chemistry [1–6], quantum information processing [7–12], tests of fundamental physics [13–29], and metrology [30–34]. One method to achieve fast, high-fidelity state preparation is through optical pumping [32,35–42]. The challenges that arise when optically pumping molecules are from the presence of intervening vibrational and electronic states. These levels add extra decay channels and complicate the ability to attain closed optical cycling, where all excited population returns to the initial state.

To limit experimental complexity, an obvious choice is to find molecular species whose state structure is as close to a two-level system as possible. Quantum structure that supports optical cycling involves the consideration of several core features [43]. The main features often sought are (1) a strong electronic transition, (2) that the transition has diagonal Franck-Condon factors (FCFs) such that the vibrational state does not tend to change, and (3) no intervening electronic states where excited population can leak to, which could slow or terminate cycling.

However, criterion 3 is called into question by our group’s demonstration of optical pumping SiO$^+$ [42,44,45]. The SiO$^+$ molecule was chosen to demonstrate optical pumping because it contains (1) a strong electronic $X^2\Sigma^+ \rightarrow B^2\Sigma^+$ transition and (2) diagonal FCFs [44]. Criterion 3 is not met in SiO$^+$ because an intervening $A^2\Pi$ state lies just 2134 cm$^{-1}$ above $X^2\Sigma^+$ [46]. As a result, the $B^2\Sigma^+$ state can relax to either the $X^2\Sigma^+$ or $A^2\Pi$ state, such that cycling on $X$ $\leftrightarrow$ $B$ is not closed. While it may appear to be an impediment to optical cycling, the $A^2\Pi$ state was postulated to aid in relaxation of states $[X, v > 2]$, which are higher in energy than $[A, v = 0]$ [44]. Recent results also suggested the intervening $A^2\Pi$ state assists in parity cooling [41]. Here, parity cooling is the ability to pump all population from the second rotational state, $N = 1$ (which has odd parity), to the lowest rotational state, $N = 0$, which has even parity. Despite the presence of the $A^2\Pi$ state, optical pumping has been experimentally demonstrated by driving the $X^2\Sigma^+ \rightarrow B^2\Sigma^+$ transition [42,45]. These results show that it is important to reexamine the criteria of molecular features that facilitate optical pumping. In this paper, we detail exactly how the intervening electronic $A^2\Pi$ state contributes to the optical pumping process. By modeling ground rovibrational cooling of SiO$^+$, we verify that the $A$ state plays a critical role in parity cooling. The findings of our simulations validate a conclusion drawn from experiment [45] and indicate that a discrepancy exists in the prediction for $B$-$A$ state coupling between experiment and theory [47]. By serving as the dominant pathway for parity flips, the intervening $A^2\Pi$ state reduces the need for an extra laser or microwave source to achieve total state preparation. These benefits from the $A$ state show how criterion 3 can be relaxed and the ways in which intervening levels can facilitate optical pumping.
We also expand upon criterion 2 by discussing an example where favorable vibrational branching also means that vibrational cooling rates are stronger than the heating rates. Upon electronic state relaxation, off-diagonal decays—where initial \((v_i)\) and final \((v_f)\) vibrational quantum numbers are not the same—can lead to either vibrational heating \((v_f > v_i)\) or cooling \((v_f < v_i)\). As a first approximation, one would expect the ratio of off-diagonal FCFs, for heating and cooling decays, to predict which is the prevailing process. For example, in SiO\(^+\) analysis of the FCFs indicates that off-diagonal decays have a preference towards heating transitions by a factor of two. However, calculations of the transition dipole moments (TDMs), \(\mu_{ij}\), and Einstein A coefficients, \(A_{ij} \propto \mu_{ij}^2\), which correctly predict the branching rates, indicate the opposite to be true: cooling decays occur at a \(\approx 10\) times higher rate. To gain insight into this discrepancy, we introduce a simple model to predict off-diagonal TDMs. The results show that certain molecular parameters can fortuitously combine to increase (decrease) the rate of vibrational cooling (heating) decays. When compared with FCF analysis alone, this model provides an easy way to better predict off-diagonal branching trends. We find that optical cycling on the \(X-B\) transition in SiO\(^+\) naturally leads to vibrational cooling.

**FIG. 1.** The \(X^3Σ^+\) (dashed for vibrational states), the \(A^2Π\) (dotted lines for vibrational states), and the \(B^2Σ^+\) (dot-dash lines for vibrational states) are the relevant low-lying electronic states of SiO\(^+\) for optical pumping.

**FIG. 2.** Transition dipole moments between the \(X^3Σ^+\), \(A^2Π\), and \(B^2Σ^+\) electronic states of SiO\(^+\) are shown. The permanent dipole moment of the \(X^3Σ^+\) state is shown by the solid line.

**II. PROPERTIES OF THE B-X, A-X, B-A, AND X-X SYSTEMS**

Optical pumping on the \(B-X\) transition of SiO\(^+\) results in populating rovibrational levels of the \(X^3Σ^+\), \(A^2Π\), and \(B^2Σ^+\) electronic states. Modeling population dynamics in these states requires understanding the TDMs of the \(B-X\), \(A-X\), and \(B-A\) electronic transitions, as well as rovibrational transitions within the \(X\) state. Potential-energy curves of the \(X\), \(A\), and \(B\) electronic states of SiO\(^+\) obtained by Rydberg-Klein-Rees (RKR) inversion \([48]\) of experimental data \([46]\) and TDM curves of \(B-X\), \(B-A\), and \(A-X\) transitions are shown in Figs. 1 and 2.

The subsections below can be summarized as follows. The \(B-X\) transition at \(\approx 385\) nm has the largest TDM. These two states have similar vibrational and rotational constants, as well as similar bond lengths \((r_e^X - r_e^B = -0.008\) \(\text{Å})\). This makes the \(B-X\) transition an ideal choice to drive for rotational pumping \([41,42,44]\). From direct numerical integration, we find an asymmetry exists in the TDMs between \(B \to X\), \(\Delta v = \pm 1\) transitions. To gain insight, we invoke the harmonic oscillator approximation and perturbation theory as a simple model to understand this behavior. The model agrees with our calculations and we find the TDM for \(B-X\) off-diagonal vibrational branching favors a lowering of the vibrational quantum number \((\Delta v = -1)\), over a raising \((\Delta v = +1)\), by a factor of \(\approx 4\). This off-diagonal branching asymmetry is advantageous for optical pumping.

The \(A-X\) decay channel also aids in pumping, as coupling between the \(X\) and \(A\) state leads to faster decay of \(|X, v > 1\rangle\) states than would otherwise occur \([44]\). While the \(B-A\) TDM is the weakest of the three, the TDM is not fully converged with discrepancies between the largest basis set calculation \([47]\) and previous work \([49–51]\). The \(B-A\) TDM is likely even larger than predicted in Ref. \([47]\). Discussed in Sec. IIIID, we find the decay of \(B \to A \to X\) is the dominant process that leads to parity flips, and a larger \(B-A\) TDM is needed to match experimental data from Ref. \([41]\).
TABLE I. FCFs and \( \mu_{v',v''} \) for \( \Delta v = 0, \pm 1 \) transitions of the B-X system. Here, and throughout the paper, quantum numbers of the upper state are denoted by a single prime, \( v' \) for example, and those of the lower state are denoted by a double prime. The TDMs in the \( v'' - v' = -1 \) column reflect the amplitude of vibrational cooling events upon B state decay, whereas \( v'' - v' = 1 \) represents that of vibrational heating. Note that a naive interpretation of the ratio of FCFs for \( \Delta v = \pm 1 \) transitions would suggest a tendency toward vibrational heating rather than cooling.

| \( v'' - v' \) | FCF (%)/\( \mu_{v',v''} \) (a.u.) |
|----------------|--------------------------------|
| 0              | 98.9/0.642 1.1/0.024          |
| 1              | 96.7/0.620 2.2/0.031 1.1/0.111 |
| 2              | 94.5/0.599 3.3/0.035 2.2/0.154 |
| 3              | 92.3/0.578 4.4/0.037 3.2/0.187 |
| 4              | 90.1/0.558 5.5/0.038 4.2/0.212 |
| 5              | 87.9/0.537 6.6/0.038 5.2/0.234 |

A. B-X

The B-X system has the largest TDM of the three systems. Direct numerical integration was used to obtain FCFs and transition dipole moments, \( \mu_{v',v''} \), for B-X transitions. The results are shown in Table I. As a result of nearly identical X and B equilibrium bond lengths and vibrational constants, the B-X FCFs are close to unity for \( \Delta v = 0 \) transitions. These diagonal FCFs are critical for optical cycling because they allow for scattering of multiple photons in a near closed-cycle transition (e.g., \( |X, v = 0, N = 1 \rangle \leftrightarrow |B, v = 0, N = 0 \rangle \)), without exciting molecular vibrations. The largest off-diagonal FCFs are those for \( \Delta v = \pm 1 \). Interestingly, a strong asymmetry exists between the corresponding probabilities of \( \Delta v = -1 \) and \( +1 \) transitions. For example, the TDM \( \mu_{10} \) (describing the \( |B, v = 1 \rangle \rightarrow |X, v = 0 \rangle \) transition) is \( \approx 4 \) times larger than \( \mu_{12} \) (\( \mu_{10} = 0.111 \) a.u and \( \mu_{12} = 0.031 \) a.u.). Note that a simple read of the corresponding FCFs indicates the opposite: \( \Delta v = +1 \) branching appears more likely than \( \Delta v = -1 \) branching (2.2% compared to 1.1%). The pattern of TDM asymmetry continues for larger \( v' \) and indicates that as the B state decays, the rate of falling down the vibrational ladder towards \( v'' = 0 \) is higher than climbing up it.

Such behavior can be understood within the harmonic oscillator approximation, which is valid for low vibrational levels. In this approach (see the Appendix) the X and B state potential-energy curves are approximated as quadratic functions, with the same vibrational constant (\( \omega' = \omega'' \)). A small shift in equilibrium bond length, \( \Delta x \), in the B state is equivalent to adding a first-order term to the potential energy proportional to \( \Delta x \). Using perturbation theory we expand the B state vibronic wave functions, \( \chi_{v'}^B \), as a linear combination of the X state wave functions:

\[
| \chi_{v'}^B \rangle = \sum_{v''} c_{v''} | \chi_{v''}^X \rangle.
\]

Signs of the coefficients \( c_{v''} \) are dependent on the sign of \( \Delta x \). In particular,

\[
| \chi_0^B \rangle \equiv | \chi_0^X \rangle - \frac{\Delta x}{x_0 \sqrt{2}} | \chi_1^X \rangle.
\]

\[
| \chi_1^B \rangle \equiv | \chi_1^X \rangle + \frac{\Delta x}{x_0 \sqrt{2}} | \chi_0^X \rangle - \frac{\Delta x}{x_0^2} | \chi_2^X \rangle.
\]

Here, \( x_0 = \sqrt{n/m_o} \) is the distance scale factor of the harmonic potential.

In the limit where \( \Delta x = 0 \), then Eqs. (4) and (5) follow expectation that the slope of the dipole moment is the primary contributor to off-diagonal couplings, when other anharmonicities are not present or included [52]. This method provides a simple way, akin to calculating FCFs, to gain insight into which molecules are amenable to optical cycling.

In \( \text{SiO}^+ \), there is a fortuitous cancellation, as \( \partial_v \mu \equiv -1 \) a.u./A and \( \Delta x = -0.008 \) A both have the same sign. As a result, the two terms add in Eq. (4) such that \( \mu_{10} = 0.102 \) a.u., and cancel in Eq. (5), such that \( \mu_{12} = 0.038 \) a.u. These values, computed from our simple model, compare well with the results from numerical calculations shown in Table I. Since the vibrational bands (1-1, 2-2, etc.) are located in the same spectral region as the 0-0 band (Fig. 3), these results indicate that any population in \( v > 0 \) will be pumped into \( v = 0 \).

While this model is approximate, results from direct numerical integration in Table I show a similar behavior. Another important consequence for \( \text{SiO}^+ \) is that the number of optical pumping cycles before off-diagonal decay is larger than was considered previously [44]. While the \( |B, v = 0 \rangle \rightarrow |X, v = 1 \rangle \) Franck-Condon factor is 1.1%, the actual probability of decay to \( |X, v = 1 \rangle \) is only \( \approx 0.14% \). The higher photon budget and the net vibrational cooling discussed here would not be evident from FCF analysis alone. Interestingly, the asymmetry of transition strengths, upon \( B \rightarrow X \) decay, between \( \Delta v = +1 \) and \( -1 \) continues for higher \( v' \)s, where the harmonic oscillator approximation becomes less valid.
tens of cm

B. A-X

The A-X system has the second largest TDM of the three systems, with values of $\mu \approx 0.2$ a.u. near the A state equilibrium bond length. Radiative decays of $|A, v, J\rangle$ states have lifetimes ranging from several milliseconds, for $v = 0$, to hundreds of microseconds for states of higher $v$. The states $|X, v \geq 2\rangle$ quickly decay into lower-lying $|A, v, J\rangle$ states. As a result, any population that enters $|A, v, J\rangle$ or $|X, v \geq 2\rangle$ relaxes to the $|X, v = 0\rangle$ or $|X, v = 1\rangle$ state on a millisecond timescale, bypassing much slower pure $X - X$ vibrational relaxation processes.

Perturbations in the A-X system

Rotational levels of the X and A states can interact via several coupling terms which are typically neglected in the Hamiltonian. Namely, there are spin-orbit interactions and terms in the rotational part of the Hamiltonian: homogeneous (i.e., J-independent) LS and the inhomogeneous L-uncoupling term JL. The matrix elements for these terms can be calculated based on the experimentally determined values reported in Ref. [46]. These perturbations are of several tens of cm$^{-1}$ for both the spin-orbit and LS terms, and $\approx 0.01–0.1$ cm$^{-1}$ per J for L uncoupling. The spin-orbit and LS couplings are mathematically similar and appear in different parts of the Hamiltonian—relativistic and rotational terms respectively—and can have different selection rules [53]. The nominal spacing between energy levels of the A and X states is typically several hundred cm$^{-1}$. This results in small shifts which can be accounted for with some typical spin-rotation and Ω-doubling terms in the Hamiltonian. However there are some closely spaced vibronic levels of A and X that result in a strong perturbation. For example, $|X, v = 2\rangle$ is nearly degenerate with $|A, v = 0\rangle$ (Fig. 1) which produces a large energy shift between states of different symmetries. Each line in the $|X, v\rangle \leftrightarrow |B, v\rangle$ band contains two closely spaced transitions from states of different parities. Due to the perturbation of $|A, v = 0\rangle$, the energy splitting between these transitions in the 2-2 band is increased, which can be seen in Fig. 3.

These perturbative couplings also increase the probability of $|B, v = 2\rangle$ decaying to $|A, v = 0\rangle$ to 15%.

In addition to energy shifts, perturbations result in intensity borrowing. For example, the $|X, v = 2\rangle$ wave function borrows $\approx 16\%$ of the $|A, v = 0\rangle$ characteristics and vice versa. Therefore transitions that are normally weak $(|B, v = 2\rangle \rightarrow |A, v = 0\rangle$ and $|X, v = 2\rangle \rightarrow |X, v = 0\rangle$) become orders of magnitude stronger [44].

C. B-A

The smallest TDM of the three systems is between the B and A states (Fig. 2). The most recent multireference configuration-interaction calculations [47] predict an electronic TDM of $<0.05$ a.u. near the equilibrium bond length of the A state. This results in a $\approx 10^{-3}$ probability of $|B, v = 0\rangle \rightarrow |A, v\rangle$ decay. It is worth noting that the calculated TDM is not fully converged, with the largest basis set and highest level theory calculation predicting significantly higher TDMs [47] compared with the previous calculations [49–51].

Naïvely, one would think it preferable for B $\rightarrow$ A relaxation to be slow, since this represents a loss of population out of the optical cycling manifold. However, our modeling, discussed below, confirms that B $\rightarrow$ A decay is crucial for cooling the rotational degrees of freedom in SiO$^+$. The three-step process of cycling from X $\rightarrow$ B $\rightarrow$ A $\rightarrow$ X results in a change of total parity of the molecular wave function, converting odd rotational levels of the X state into even N and vice versa. This provides a pathway for cooling $|X, v = 0, N = 1\rangle$ to $|X, v = 0, N = 0\rangle$ without the need of extra lasers or microwaves.

D. Rovibrational transitions in the X state

Due to the $\approx 1.7$-a.u. dipole moment, the X state rotational levels can strongly interact with blackbody radiation (BBR).

TABLE II. Transition energies, Einstein $A$ coefficients, and rates of BBR pumping for $|X, v = 0, J', \epsilon\rangle \rightarrow |X, v = 0, J', \epsilon\rangle$ transitions of SiO$^+$. | $J''$ | $J'$ | $E$ (cm$^{-1}$) | $A$ (s$^{-1}$) | $B_{\text{BBR}}$ (s$^{-1}$) |
|---|---|---|---|---|
| 0.5 | 1.5 | 1.425 | $5.70 \times 10^{-6}$ | $8.25 \times 10^{-4}$ |
| 1.5 | 2.5 | 2.870 | $5.50 \times 10^{-5}$ | $3.97 \times 10^{-3}$ |
| 2.5 | 3.5 | 4.305 | $2.00 \times 10^{-4}$ | $9.58 \times 10^{-3}$ |
| 3.5 | 4.5 | 5.740 | $4.90 \times 10^{-4}$ | $1.75 \times 10^{-2}$ |
| 4.5 | 5.5 | 7.175 | $9.70 \times 10^{-4}$ | $2.77 \times 10^{-2}$ |
| 5.5 | 6.5 | 8.609 | $1.71 \times 10^{-3}$ | $4.05 \times 10^{-2}$ |
| 6.5 | 7.5 | 10.044 | $2.74 \times 10^{-3}$ | $5.55 \times 10^{-2}$ |
| 7.5 | 8.5 | 11.478 | $4.12 \times 10^{-3}$ | $7.28 \times 10^{-2}$ |
| 8.5 | 9.5 | 12.912 | $5.91 \times 10^{-3}$ | $9.25 \times 10^{-2}$ |
| 9.5 | 10.5 | 14.346 | $8.14 \times 10^{-3}$ | 0.114 |
| 10.5 | 11.5 | 15.779 | $1.09 \times 10^{-2}$ | 0.138 |
| 11.5 | 12.5 | 17.213 | $1.42 \times 10^{-2}$ | 0.165 |
| 12.5 | 13.5 | 18.646 | $1.81 \times 10^{-2}$ | 0.193 |
| 13.5 | 14.5 | 20.078 | $2.26 \times 10^{-2}$ | 0.224 |
| 14.5 | 15.5 | 21.510 | $2.79 \times 10^{-2}$ | 0.257 |
| 15.5 | 16.5 | 22.942 | $3.59 \times 10^{-2}$ | 0.291 |
| 16.5 | 17.5 | 24.373 | $4.07 \times 10^{-2}$ | 0.328 |
| 17.5 | 18.5 | 25.804 | $4.84 \times 10^{-2}$ | 0.367 |
| 18.5 | 19.5 | 27.235 | $5.70 \times 10^{-2}$ | 0.408 |
TABLE III. Einstein $A$ coefficients (s$^{-1}$) (upper right triangle, italic) and BBR pumping rates ($B_{\text{BBR}},$ s$^{-1}$) (lower left triangle, bold) for the transitions $|X, v_f, N = 0, J = 0.5\rangle \rightarrow |X, v_f, N = 1, J = (0.5, 1.5\rangle$. Rates shown are a summation over the two final states.

| $v_f$ | 0      | 1   | 2     | 3     | 4     | 5     |
|-------|--------|-----|-------|-------|-------|-------|
| 0     | $2.81 \times 10^{-4}$ | 0.066 | 25.0 | 1.193 | 1.193 | 0.449 |
| 1     | $4.13 \times 10^{-4}$ | $3.04 \times 10^{-2}$ | 7.457 | 0.386 | 0.232 | 0.027 |
| 2     | $9.31 \times 10^{-8}$ | $7.70 \times 10^{-6}$ | $2.41 \times 10^{-2}$ | 4.928 | 14.67 | 10.74 |
| 3     | $2.37 \times 10^{-11}$ | $2.21 \times 10^{-8}$ | $3.59 \times 10^{-4}$ | $2.36 \times 10^{-3}$ | 0.490 | 0.034 |
| 4     | $7.98 \times 10^{-13}$ | $1.41 \times 10^{-11}$ | $1.39 \times 10^{-6}$ | $8.65 \times 10^{-6}$ | $3.63 \times 10^{-3}$ |

However, transitions between low-lying rotational states ($N < 20$) are located in the low-frequency part of the blackbody spectrum, where the spectral density at room temperature is low. Subsequently, the rates for interaction with BBR are small (see Tables II and III). 

Spontaneous emission rates shown in the same table are another one to two orders of magnitude slower. Compared with the $B$-$X$ optical pumping rates, which in our experiment [41] can exceed $\approx 10^3$ s$^{-1}$, these processes can be neglected.

The flatness of the $X$-$X$ dipole moment curve results in weak vibrational transitions. The radiative decay lifetimes of the $|X, v > 0\rangle$ states via vibrational ladder transitions are on the order of seconds (Fig. 2 in Ref. [44]). However, due to the near degeneracy and perturbative coupling with $|A, v = 0\rangle$, the $|X, v = 2\rangle$ state decay rate to $|X, v = 0\rangle$ is two orders of magnitude stronger than from $|X, v = 1\rangle$. Rates of spontaneous emission, optical pumping by BBR, and the broadband laser used in our experiments are compared in Table IV.

### III. TECHNICAL DETAILS

#### A. Simulation of the SiO$^+$ spectrum

Spectra of the $X$-$X$, $A$-$X$, $B$-$X$, and $B$-$A$ systems were simulated with the PGOPHER package [54] using ab initio calculations and experimental data from Ref. [46]. Permanent electric dipole and transition dipole curves for the $X$, $A$, and $B$ states were obtained from ab initio calculations [42]. Depleted vibrational constants of Ref. [46] were used in RKR inversion to reconstruct the potential-energy curves of the $X$, $A$, and $B$ states. The number of vibronic levels used in RKR was limited to 10 for the $X$ state, 11 for the $A$ state, and 6 for the $B$ state. Vibrational wave functions were then obtained by numerical integration of the potential-energy curves and used to calculate transition dipole matrix elements between the $X$, $A$, and $B$ states as well as perturbation matrix elements between the $X$ and $A$ states. The PGOPHER package was used to predict the transition energies and Einstein $A$ coefficients for transitions between rovibrational levels of the $X$, $A$, and $B$ states.

#### B. Rate equation model

Optical pumping, radiative relaxation, and interactions with blackbody radiation were simulated by solving a set of rate equations for state vector $N$:

$$\frac{dN}{dt} = MN. \quad (6)$$

### TABLE IV. Comparison of spontaneous emission rates and optical pumping rates for SiO$^+$. Unless noted otherwise, rates are calculated for the lowest rotational state.

| Transition | $A$ (s$^{-1}$) | Optical pumping |
|------------|---------------|-----------------|
| $|B, v = 0\rangle \rightarrow |X, v = 0\rangle$ | $1.42 \times 10^7$ | $|X, v = 0, N > 0\rangle \leftrightarrow |B, v = 0\rangle$ | 300–700 |
| $|B, v = 2\rangle \rightarrow |A, v = 0\rangle$ | $1.10 \times 10^6$ | $|X, v = 1\rangle \leftrightarrow |B, v = 0\rangle$ | 90 |
| $|B, v = 1\rangle \rightarrow |X, v = 0\rangle$ | $4.82 \times 10^5$ | $|X, v = 0, N = 0\rangle \leftrightarrow |B, v = 0\rangle$ | 10 |
| $|B, v = 1\rangle \rightarrow |X, v = 2\rangle$ | $3.76 \times 10^4$ | $|X, v = 0, N > 0\rangle \leftrightarrow |B, v = 1\rangle$ | 1.2–1.5 |
| $|B, v = 0\rangle \rightarrow |X, v = 1\rangle$ | $1.78 \times 10^4$ | $|X, v = 0, N > 0\rangle \leftrightarrow |B, v = 2\rangle$ | 0.9–1.3* |
| $|A, v = 5\rangle \rightarrow |X, v = 0\rangle$ | $1.31 \times 10^4$ | $|X, v = 0, N = 0\rangle \leftrightarrow |B, v = 0\rangle$ | $1.6 \times 10^{-2}$ |
| $|X, v = 5\rangle \rightarrow |A, v = 0\rangle$ | $1.16 \times 10^4$ | $|X, v = 0, N = 0\rangle \leftrightarrow |B, v = 1\rangle$ | $1.2 \times 10^{-2}$ |
| $|A, v = 0\rangle \rightarrow |X, v = 0\rangle$ | $1.56 \times 10^3$ | $|X, v = 0, N = 0\rangle \leftrightarrow |B, v = 2\rangle$ | BBR |
| $|X, v = 3\rangle \rightarrow |A, v = 0\rangle$ | $2.79 \times 10^2$ | $|X, v = 0, N = 20\rangle \rightarrow |X, v = 0\rangle$ | 0.97 |
| $|X, v = 2\rangle \rightarrow |X, v = 0\rangle$ | $1.52 \times 10^2$ | $|X, v = 0\rangle \rightarrow |A, v = 0\rangle$ | 0.91 |
| $|X, v = 1\rangle \rightarrow |X, v = 0\rangle$ | 32.5 | $|X, v = 0\rangle \rightarrow |A, v = 0\rangle$ | $1.6 \times 10^{-2}$ |
| $|X, v = 0, N = 20\rangle \rightarrow |X, v = 0, N = 19\rangle$ | 0.066 | $|X, v = 0, N = 0\rangle \rightarrow |X, v = 0, N = 1\rangle$ | $2.5 \times 10^{-3}$ |
| $|X, v = 0, N = 1\rangle \rightarrow |X, v = 0, N = 0\rangle$ | $5.7 \times 10^{-6}$ | $|X, v = 0, N = 1\rangle \rightarrow |X, v = 0, N = 0\rangle$ | $8.2 \times 10^{-4}$ |

*Calculated with unmodified $B$-$A$ TDM value from Qin et al. [47].
The rate coefficient matrix $M$ is defined as the sum of $A + B + L$, where $A_{ij}$ is the Einstein $A$ coefficient connection states $i$ and $j$ ($E_i > E_j$), whereas $B_{ij}$ ($B_{ji}$) and $L_{ij}$ ($L_{ji}$) are products of the Einstein $B$ coefficients with the respective spectral densities of the blackbody field or pump laser [41] at the energy [$E_i - E_j$]. Dimensions of the solution system were defined by the number of rovibrational levels of $X$, $A$, and $B$ states, which was typically truncated at $v < 5$ and $J < 49.5$, resulting in a $2400 \times 2400$ matrix. The spectral energy density of the room-temperature blackbody field was calculated from Planck’s law. The laser spectral energy density, $\rho_L$ in J m$^{-3}$ Hz$^{-1}$, was calculated using the following equation:

$$\rho_L = \frac{F}{1000c^22\pi^{3/2}} \exp \left[ -\frac{(E - E_0)^2}{2\sigma^2} \right] \frac{1}{1 + e^{(E - E_c)}}. \quad (7)$$

Here, $F$ is the laser flux, $\sigma$ is the laser’s spectral bandwidth, $E_0$ is the center wavelength, $E_c$ is the pulse shaping cutoff position [41], and $s$ is the cutoff steepness. In the simulations we typically used $F = 0.6$ MW/m$^2$ (42 mW focused to a waist $\approx 150$ µm), $\sigma = 65$ cm$^{-1}$, $E_0 = 26 016$ cm$^{-1}$, and $s = 3$ cm. Figure 3 shows a simulated laser spectral curve, after spectral filtering, which was used to prepare the ground rovibrational state of SiO$^+$ [41]. Also shown are the diagonal $B-X$ 0-0, 1-1, and 2-2 transitions. For $|X, v = 0, N = 0\rangle$ state preparation, the cutoff $E_c$ was set at 26 016 cm$^{-1}$, so that only the $\Delta N = -1$ transitions of the 0-0 band were pumped. The 1-1 band is pumped up to $R(19.5)$ and higher diagonal bands are completely overlapped.

C. Simulations of ground-state cooling

Cooling to the ground rovibrational state, $|X, v = 0, N = 0, J = 0\rangle$, was simulated by setting the initial population vector $N_0$ and integrating Eq. (6) for a desired time range with the mask shown in Fig. 3. The initial state was set following the ablation and photoionization scheme of Ref. [55], in which SiO$^+$ is loaded at 214.05 nm. At this wavelength, rotational states $N = 5$–15 are populated and the high-temperature gas plume produced from ablation biases the distribution towards the higher $N$ values. In our simulation we used the worst case (longest required cooling time) that all population at $t = 0$ is equally distributed between the $|N = 14, J = 13.5\rangle$, $|N = 14, J = 14.5\rangle$, $|N = 15, J = 14.5\rangle$, and $|N = 15, J = 15.5\rangle$ rotational levels of $|X, v = 0\rangle$. If the initial distribution of rotational states were set to lower $N$, we expect a shorter time required to achieve ground rovibrational state preparation. For an initial distribution around high $N$ the opposite is true and longer cooling times are needed. The time dependent population of the target state is shown in Fig. 4.

The simulated population in the ground rotational state $|N = 0, J = 0\rangle$ was fitted using

$$n_0(t) = A_{\text{even}} \left( 1 - e^{-\lambda t} \sum_{l=0}^{M-1} \frac{(\lambda M)^l}{l!} \right) + A_{\text{odd}} \left[ 1 - e^{-\lambda t} \sum_{l=0}^{M} \frac{(\lambda M)^l}{l!} + \sum_{i=M+1}^{\infty} \frac{(\lambda - \kappa) t^i}{t^i (1 - \kappa / \lambda)^i M} \right] \quad (8)$$

with the $A_{\text{even}}, A_{\text{odd}}, \lambda$, and $\kappa$ parameters determined from the fit. In the model, $M$ is equal to the number of excitation steps before reaching the lowest rotational state of a given parity. For population beginning in the rotational state $|N\rangle$, there are $M = N/2$ steps for rotational states with even parity and $M = (N - 1)/2$ for rotational states with odd parity. Here, $\lambda$ is the effective rate of driving population down the rotational ladder without changing parity, i.e., reducing $N$ by 2, and $\kappa$ is an effective rate for the parity flip. These rates are convenient measures of rotational cooling at different conditions.

Figure 4 shows that the simulated (open circles) and fitted populations (dotted line) using Eq. (8) of $|N = 0, J = 0\rangle$ are in excellent agreement. Qualitatively, half of the population is initially in an even-parity state and that portion reaches the ground state on a fast $\lambda \approx 700$ s$^{-1}$ time scale. The other half in the odd-parity state requires a parity flip which occurs on a much slower scale, $\kappa \approx 1$ s$^{-1}$. This analysis is supported by the red and blue solid lines which show total population in odd- and even-parity states, respectively, and by the dash-dot curve which shows how $\langle J \rangle$ changes with time. It is clear that during the initial phase of cooling ($t < 20$ ms) both parities undergo independent rapid cooling without exchange of population and $\langle J \rangle$ lowers from 14.5 to 1. At later times population with odd parity slowly converts into even and enters the ground state. Cooling is completed after 5 s with $|N = 0, J = 0\rangle$ containing 96% of population and $\langle J \rangle = 0.56$.

The ground-state population curve is in good agreement with the experimental data and previous simulations reported from Ref. [41]. The only disagreement is the rate of parity flip $\kappa$, measured to be 9(4) s$^{-1}$ in the experiment (labeled $\lambda_p$ in Ref. [41]). This is addressed in Sec. III D.

The “fast” cooling occurs via cycles of pumping and radiative decay of the diagonal $|B, v = 0\rangle \rightarrow |X, v = 0\rangle$ transition. Cooling in the even-parity levels (even $N$) proceeds via the sequence $|X, v = 0, N = 2n + 2\rangle \leftrightarrow |B, v = 0, N = 2n + 1\rangle \rightarrow |X, v = 0, N = 2n\rangle$ until the population reaches the ground rovibrational state, the lowest level with even
parity. This state is “dark,” as it does not interact with the pump laser because of the pulse-shaping cutoff position (see Fig. 3). Similarly, population in the odd-parity levels (odd \( N \)) proceeds via \( |X, v = 0, N = 2n - 1\rangle \leftrightarrow |B, v = 0, N = 2n\rangle \) until the population reaches \( |X, v = 0, N = 1\rangle \). This level is not dark, and the population trapped there undergoes repeated cycling via the \( |X, v = 0, N = 1\rangle \leftrightarrow |B, v = 0, N = 0\rangle \) transition until parity is flipped and it enters the dark state, \( |X, v = 0, N = 0\rangle \).

If the molecule has a different rotational state distribution to begin, we anticipate changes to the fast cooling timescale of \( \lambda \), which is set by the initial state and cooling laser parameters. If the original distribution of rotational states is centered around a higher average \( N \), it will take more absorption and emission cycles to cool down to \( N = 0, 1 \). The reverse is true for an initial state with lower average \( N \). In either instance \( \kappa \) should remain unchanged, as it is set by the coupling strength between quantum states of different parity.

D. Elucidation of the parity flip mechanism

Parity conversion requires processes with an odd number of state changes involved, e.g., \( |X, v = 0\rangle \leftrightarrow |B, v = 0\rangle \rightarrow |PF\rangle \rightarrow |X, v = 0\rangle \) where \( |PF\rangle \) is some intermediate “parity flip” state. This could be a vibrationally or electronically excited state, such as \( |X, v > 0\rangle \) or \( |A, v\rangle \). Alternatively, parity flips can occur via interaction with blackbody radiation or collisions with background gas. In an ultrahigh-vacuum environment, the latter has rates one to two orders of magnitude too slow to explain the experimentally observed rate \( \kappa \) of 9(4) s\(^{-1}\) [41]. From Table IV, the BBR rates for transitions between the relevant rotational lines occur at an even slower rate than collisions with background gas, and are also an insufficient explanation. However, from Table IV we see that the decay rates from \( B \rightarrow |X, v > 0\rangle \) or \( |A, v\rangle \rightarrow |X, v = 0, N = 0\rangle \) are sufficiently fast to explain the observed parity flip rate \( \kappa \).

To understand the contributions of the \( |X, v > 0\rangle \) and \( |A, v\rangle \) states in the parity flipping mechanism a set of simulations was performed. Here, the \( B-A \) branching fraction, defined as the ratio of Einstein \( A \) coefficients \( A_{B\rightarrow A}/A_{B\rightarrow X} \), was varied from 0 to 4.6%. Simulated data were fit using Eq. (8) and the resulting \( \lambda \) and \( \kappa \) cooling rates as a function of the \( B-A \) branching fraction were plotted in Fig. 5. As mentioned in Sec. II C, the theory is not converged on the \( B-A \) transition dipole, and it is likely to be higher than the most recent theory work predicts [47].

The simulated single parity cooling rate \( \lambda \) weakly depends on the \( B-A \) transition rate, which has the lowest value of 671 s\(^{-1}\) for zero \( B-A \) branching and the highest value of 771 s\(^{-1}\) for a branching of 4.6%. The parity flip rate, \( \kappa \), shows a much stronger linear dependence on \( B-A \) branching. The lowest rate of 0.0683 s\(^{-1}\) occurs for zero \( B-A \) branching and the highest rate is 26.1 s\(^{-1}\) at 4.6%. In Fig. 5 the vertical dotted line shows a branching of 0.147% predicted for the \( B-A \) transition dipole of Ref. [47], and the dash-dot line is a branching of 1.5%, which is needed to explain the experimentally determined \( \kappa \) from Ref. [41] (labeled \( \lambda_p \) there). Note this also compares well to the \( B-A \) branching measured in Ref. [56].

The rate of parity flip in the absence of \( B-A \) branching is solely due to the \( |X, v > 0\rangle \) states. It is clear from Fig. 5 that this contribution is too small to explain the measured rate [41]. From the mask used (Fig. 3) and pumping timescales in Table IV, population in \( |X, v = 1 \) or 2\rangle\) is cycled to \( |B, v = 1 \) or 2\rangle\), followed by off-diagonal decay to \( |X, v = 0 \rangle \) pumping excited vibrational population down to \( |X, v = 0\rangle \). These transitions typically result in no net change of total parity.

This discrepancy between theory (dotted line) and experimental result (dot-dash line in Fig. 5) is a factor of \( \approx 10 \). This converts into a 3.2 times larger predicted value for the \( B-A \) TDM, \( \mu_{B\rightarrow A} \approx 0.064 \) a.u. This matches well with Ref. [56]. It is plausible that the theory [47] underestimates the electronic TDM magnitude in the Franck-Condon region, \( r \sim (r_0^4 + r_0^6)/2 \), of the \( B-A \) transition where it is at its minimum of \( \mu < 0.02 \) a.u. (Fig. 2).

IV. CONCLUSIONS

Common wisdom is that molecules best for optical pumping have a strongly allowed transition between the ground and first excited electronic state, and that this transition has diagonal FCFs. Here we point out important revisions to those criteria.

Optical pumping and state preparation of molecules involves the consideration, and cooling, of parity. This is exemplified by the results from simulations, presented here, and experiments of Ref. [41], of SiO\(^+\) ground rovibrational state preparation. The overall cooling process is found to contain two timescales due to state parity. Initially, the average rotational quantum number \( N \) is lowered and the parity distribution remains unchanged (see Fig. 4) with \( |X, v = 0, N = 0, 1 \rangle \) equally populated. The second timescale is the rate of pumping from \( |X, v = 0, N = 1, -\rangle \) into \( |X, v = 0, N = 0, +\rangle \), where the state parity is changed.

To achieve a parity flip, microwave radiation was first proposed to transfer population [44]. Here, we show that
microwave irradiation is unnecessary, as decay through the A state is found to greatly aid in parity cooling. The three-step process, at a rate of $9(4) \text{ s}^{-1}$ [41], involves excitation on $X \to B$ followed by the decay of $B \to A \to X$ and results in a parity flip. This process allows for states of odd parity (odd $N$) to change to even parity. While decay through the A state introduces the opportunity for rotational heating—a change of at most $\Delta N = +1$—relaxation through this pathway is expected to occur less than 1% of the time. If this type of relaxation does occur the resulting quantum state is not dark and will quickly be recooled by the laser. Simulations including state constants, couplings, perturbations, and the spectral mask, shown in Fig. 3, show 96% of the population is pumped to the ground rovibronic state $|X, v = 0, N = 0, J = 0.5\rangle$ after 5 s. Without the A state, it takes at least 100 times longer for a parity flip to happen, extending the total rotational ground-state pumping time. This critical contribution highlights an example where optical pumping benefits from the presence of an intervening electronic state.

The merit of the A state of SiO$^+$ was first pointed out in Ref. [44] where mixing between the A and X states increases the rate of decay from $|X, v > 0\rangle \to |X, v = 0\rangle$. While the pumping into these states is hindered by the diagonal nature of the B-X transition in SiO$^+$, optical cycling in molecules with less diagonal transitions may benefit from similar intervening electronic states. In CaO$^+$, (which was recently proposed for quantum computing applications [10,11,57]) it may be possible to pump on the highly nondiagonal $X \to B$ transition in SiO$^+$, optical cycling in molecules with deeply bound electronic states. In doing so we write

$$H_\delta = \frac{\hbar^2}{2m} \frac{p^2}{2} + \frac{1}{2} \hbar \omega_0 x^2,$$

or, in dimensionless form,

$$\frac{H_\delta}{E_o} = \frac{1}{2} \frac{p^2}{\hbar^2} + \frac{1}{2} \frac{\hbar}{\hbar \omega_0} x^2.$$

where $E_o = \hbar \omega_0$, $p_0 = \sqrt{\hbar \omega_0}$, and $x_0 = \sqrt{\hbar / \hbar \omega_0}$ are the energy, distance, and momentum scales and $\bar{x}$ ($\bar{p}$) is the dimensionless position (momentum) operator. Suppose the excited state has a similar potential to the ground state ($\omega = \omega_0 \approx \omega_1$) and only differs in equilibrium bond length by $\Delta x = x'_0 - x' \ll x_0$. In dimensionless form we write $\Delta \bar{x} = \Delta \bar{x}'$. Here, we use the typical convention of molecular emission where parameters of the ground state are denoted by a double prime ($x''_0$), and those of the excited state by a single prime ($x'_0$). We then can write down the dimensionless excited-state Hamiltonian as

$$\frac{H_\delta}{E_o} = \frac{1}{2} \bar{p}_0^2 + \frac{1}{2} \bar{x}(\Delta \bar{x})^2 \approx \frac{H_\delta}{E_o} + \bar{x} \Delta \bar{x}.$$

In the above equation, the second term can be treated as a perturbation that couples adjacent vibrational levels of harmonic oscillator states, because $\bar{x}' = \sqrt{\frac{\hbar}{\hbar \omega_0}}(\bar{a} + \bar{a})$. Using perturbation theory first order, vibrational wave functions of the excited state, $|\chi'_0\rangle$, can be expressed in terms of those of the ground state, $|\chi''_0\rangle$. For $\nu = 0$,

$$|\chi'_0\rangle \approx |\chi''_0\rangle - b|\chi''_0\rangle,$$  

where $b$ is given by

$$b = \langle \chi''_0 | \bar{x} \Delta \bar{x} | \chi''_0 \rangle = \frac{\Delta x}{x_0 \sqrt{2}}.$$  

Similarly, for $\nu = 1$,

$$|\chi'_1\rangle \approx |\chi''_1\rangle + b|\chi''_1\rangle - c|\chi''_2\rangle,$$  

where $c$ is given by

$$c = \langle \chi''_1 | \bar{x} \Delta \bar{x} | \chi''_2 \rangle = \frac{\Delta x}{x_0}.$$  

The transition dipole moment $\langle \mu \nu' \rangle$ for off-diagonal vibrational decay that leads to vibrational cooling, namely $\Delta \nu = 0$ transitions are being driven. This is of great importance to optical pumping schemes, as the number of cycles before vibrational heating occurs is larger than what FCFs alone predict.
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**APPENDIX: HARMONIC OSCILLATOR APPROXIMATION TO VIBRATIONAL TRANSITIONS IN MOLECULES**

Suppose we have a ground-state wave function described by a harmonic oscillator Hamiltonian. This is a valid assumption for low vibrational levels of real diatomic molecules with deeply bound electronic states. In doing so we write

$$\frac{H_\delta}{E_o} = \frac{1}{2} \bar{p}_0^2 + \frac{1}{2} \bar{x}(\Delta \bar{x})^2 \approx \frac{H_\delta}{E_o} + \bar{x} \Delta \bar{x}.$$

In the above equation, the second term can be treated as a perturbation that couples adjacent vibrational levels of harmonic oscillator states, because $\bar{x}' = \sqrt{\frac{\hbar}{\hbar \omega_0}}(\bar{a} + \bar{a})$. Using perturbation theory first order, vibrational wave functions of the excited state, $|\chi'_0\rangle$, can be expressed in terms of those of the ground state, $|\chi''_0\rangle$. For $\nu = 0$,

$$|\chi'_0\rangle \approx |\chi''_0\rangle - b|\chi''_0\rangle,$$  

where $b$ is given by

$$b = \langle \chi''_0 | \bar{x} \Delta \bar{x} | \chi''_0 \rangle = \frac{\Delta x}{x_0 \sqrt{2}}.$$  

Similarly, for $\nu = 1$,

$$|\chi'_1\rangle \approx |\chi''_1\rangle + b|\chi''_1\rangle - c|\chi''_2\rangle,$$  

where $c$ is given by

$$c = \langle \chi''_1 | \bar{x} \Delta \bar{x} | \chi''_2 \rangle = \frac{\Delta x}{x_0}.$$  

The transition dipole moment $\langle \mu \nu' \rangle$ for off-diagonal vibrational decay that leads to vibrational cooling, namely $\Delta \nu = 0$ transitions are being driven. This is of great importance to optical pumping schemes, as the number of cycles before vibrational heating occurs is larger than what FCFs alone predict.
Here, the electronic transition dipole moment operator can be expanded around the equilibrium bond length to the first order of \( \hat{x} \) as

\[
\mu_{el}(x) \approx \mu_0 + \partial_x \mu_x \chi_0
\]

where \( \mu_0 \) [a.u.] and \( \partial_x \mu \) [a.u./Å] are linear fit coefficients of the dipole moment function given by \( \mu_{el}(x-x_e) \), where \( x_e \) is the equilibrium bond length of the harmonic potential. Then, for \( v' = 1 \), Eq. (A8) becomes

\[
\mu_{10} = \mu_0 (\chi_0^o | \chi_1^o \rangle + \partial_x \mu_x (\chi_0^o | \chi_1^o \rangle)
\]

Substituting in the expressions for \( |\chi_1^o \rangle \), using the orthonormality of harmonic oscillator wave functions and writing \( \chi \) in terms of the ladder operators, we find

\[
\mu_{10} = \mu_0 (\chi_0^o | \chi_1^o \rangle + b(\chi_0^o | \chi_1^o \rangle - c(\chi_0^o | \chi_2^o \rangle)
\]

\[
+ \partial_x \mu_x (\chi_0^o | \chi_1^o \rangle + b(\chi_0^o | \chi_1^o \rangle - c(\chi_0^o | \chi_2^o \rangle)
\]

\[
= \mu_0 b + \partial_x \mu_x (\chi_0^o | \chi_1^o \rangle + | \chi_0^o \rangle)
\]

\[
= \frac{1}{\sqrt{2}} \partial_x \mu_x (\chi_0^o | \chi_1^o \rangle + \mu_0 \frac{\Delta x}{x_0})
\]

\[
= \frac{x_0}{\sqrt{2}} \left( \partial_x \mu_x + \mu_0 \frac{\Delta x}{x_0} \right).
\]

(A11)

Additionally, for \( \mu_{12} \) one can show

\[
\mu_{12} = \mu_0 (\chi_0^o | \chi_1^o \rangle + b(\chi_0^o | \chi_1^o \rangle - c(\chi_0^o | \chi_2^o \rangle)
\]

\[
+ \partial_x \mu_x (\chi_0^o | \chi_1^o \rangle + b(\chi_0^o | \chi_1^o \rangle - c(\chi_0^o | \chi_2^o \rangle)
\]

\[
= -\mu_0 c + \partial_x \mu_x (\chi_0^o | \chi_1^o \rangle
\]

\[
= \left( \partial_x \mu_x - \mu_0 \frac{\Delta x}{x_0} \right)
\]

\[
= \frac{x_0}{\sqrt{2}} \left( \partial_x \mu_x - \mu_0 \frac{\Delta x}{x_0} \right).
\]

(A12)

In terms of off-diagonal branching, one may also be concerned with \( \mu_{01} \). We find

\[
\mu_{01} = \mu_0 (\chi_1^o | \chi_0^o \rangle - b(\chi_1^o | \chi_0^o \rangle)
\]

\[
+ \partial_x \mu_x (\chi_1^o | \chi_0^o \rangle - b(\chi_1^o | \chi_0^o \rangle)
\]

\[
= \frac{x_0}{\sqrt{2}} \left( \partial_x \mu_x - \mu_0 \frac{\Delta x}{x_0} \right).
\]

(A13)

In general,

\[
\mu_{v,v-1} = x_0 \sqrt{\frac{v}{2}} \left( \partial_x \mu_x + \mu_0 \frac{\Delta x}{x_0} \right),
\]

\[
\mu_{v,v+1} = x_0 \sqrt{\frac{v+1}{2}} \left( \partial_x \mu_x - \mu_0 \frac{\Delta x}{x_0} \right).
\]

(A14)

(A15)

It is easy to see from Eqs. (A14) and (A15) that the magnitude of the parentheses term is zero if \( \partial_x \mu \equiv \pm \mu_0 \frac{\Delta x}{x_0} \). The sign in the formula is determined by signs of \( \Delta x \) and \( \partial_x \mu \). The former represents the difference in the equilibrium bond lengths between lower and upper electronic state, and the latter represents the slope of the electronic transition dipole near the equilibrium bond length. If \( \Delta x > 0 \) and \( \partial_x \mu \) have the same sign, either positive or negative, then \( \mu_{v,v+1} \rightarrow 0 \). If the signs of \( \Delta x \) and \( \partial_x \mu \) are opposite, then \( \mu_{v,v-1} \rightarrow 0 \).

Even if the exact cancellations do not hold, corresponding transition moments are still reduced to a nonzero value compared to other off-diagonal decay. Therefore, strong discrepancies may exist between \( \Delta \nu \) and \( \partial_x \mu \). In the case of the \( X \) and \( B \) states of \( \text{SiO}^+ \), \( \Delta x = -0.008 \AA \), \( x_0 = 0.053 \AA \), \( \mu_0 \equiv 0.6 \) a.u., and \( \partial_x \mu \equiv -1 \) a.u. This results in a near cancellation of the terms in Eq. (A15) such that \( \mu_{12} \equiv 0.037 \) a.u. and \( \mu_{01} \equiv 0.027 \) a.u. respectively. In contrast, these two terms add constructively in Eq. (A14) giving \( |\mu_{01}| = 0.102 \) a.u. This asymmetry means that decay from the \( B \) state leads to overall vibrational relaxation. This is beneficial for optical pumping schemes because (a) vibrational cooling occurs when pumping the 1-1 diagonal transition which is spectrally close to the 0-0 transition and (b) the total number of cycles before vibrational excitation occurs is increased (i.e., more scattering events before undesired branching).
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