Electric-field control of exciton fine structure: atomic scale manipulation of exchange splitting
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Abstract

We use atomistic tight-binding theory with a configuration interaction description of Coulomb and exchange effects to describe excitons in symmetric quantum dots in a vertical electric field. We show that field-induced manipulation of exciton orientation and phase produces a drastic reduction of fine structure splitting, an anticrossing, and a 90 degree rotation of polarization, similar to experiment. An atomistic analysis is needed to explain how exciton reorientation modifies anisotropic exchange and fine structure splitting without significantly altering other splittings.
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A tremendous effort has been made to control excitons in self-assembled semiconductor quantum dots (QD) using vertical electric [1–4], in-plane electric [5–8], magnetic [9], optical [10, 11], and strain [3, 12–22] fields, annealing [23] and crystal symmetry [24, 25] to manipulate exciton fine-structure splitting and polarization. Such control enables entangled photon generation by biexciton cascade [26], coherent state manipulation, and transfer between "flying" photonic qubits and "stationary" solid-state qubits needed for quantum information processing.

Experiments have demonstrated that vertical electric fields can coherently control exciton states in QDs, revealing a sharp, field-induced anticrossing of the ground-state, bright excitons with a large reduction of fine structure splitting and rotation of the polarization by 90 degrees at the anticrossing [1–3]. Such experiments have successfully demonstrated control of the exciton but they do not reveal how that control is achieved, i.e. what about the exciton is being manipulated. Typically, it is thought that the exciton is modified by changing the asymmetry of the exciton that is imposed by lateral asymmetry of the QD or the underlying crystal lattice. However, an applied vertical field does not alter the lateral symmetry of the states. In this letter, we show that a vertical field modifies the vertical distribution of the exciton orientation and phase, atomic plane by atomic plane in the QD. This modification of exciton spatial structure leads to dramatic change in the anisotropic exchange which controls exciton fine structure and polarization.

The simplest model for understanding the exciton anticrossing [1] is the traditional model of an anticrossing: two field-dependent levels, representing the two bright excitons, cross as the field is varied. A residual, field-independent coupling opens the crossing into an anticrossing when the levels are resonant (Fig. 1). This two-level model arises [4] if the bright excitons are Stark-shifted by the field but there is no other change in exciton energies, i.e. the binding and exchange energies are unaffected by the field. There is a second model that can produce a similar anticrossing: two field-dependent, but degenerate levels are split by a field-dependent coupling. The minimum coupling determines the position of the anticrossing (Fig. 1). A straightforward analysis shows that there is no unitary transformation between these two models. They are different two-level models. In this letter, we show that the second model provides the microscopic understanding of the observed exciton control [1]. Field-control of the exciton is realized by field-control of the anisotropic exchange coupling. Control of the exchange is essential and cannot be ignored.
FIG. 1: Level anticrossing from two different mechanisms: (top) field-dependent level crossing plus coherent coupling to open the crossing and (bottom) two degenerate levels split by a field-dependent coupling with the minimum splitting determined by the minimum coupling.

In typical QDs, the lowest electron and hole state are doubly degenerate due to spin. As a result, the lowest electron-hole pair state is four-fold degenerate. Coulomb and exchange effects split the pair ground state into four exciton states. Two are dark excitons (DE), optically forbidden because they are made from the pair states with spin not conserved by excitation. We are concerned with the control of the two bright excitons (BE). The two lowest BE states are made primarily by mixing the two lowest degenerate electron-hole pair states with total angular momentum, $J_z = \pm 1$, excited optically in a spin-conserving transition with circularly polarized light ($\Delta J_z = \pm 1$). Mixing higher pair states is minimal. Using the two pair states that make up the BEs as a basis gives the following two-level Hamiltonian for the BEs,

$$H_{BE} = \begin{pmatrix} E_{eh} + V_{coul} + V_{exch}^{1,1} & V_{exch}^{1,-1} \\ V_{exch}^{1,-1*} & E_{eh} + V_{coul} + V_{exch}^{1,1} \end{pmatrix}.$$ 

$E_{eh}$ is the electron-hole pair energy, Stark shifted by the applied vertical field $F$. The (real) coulomb energy $V_{coul}$ determines the exciton binding energy, depends on $F$ but is independent of $J_z$ and does not mix states with different $J_z$. The DE-BE splitting is determined by a (real) isotropic exchange coupling, $V_{exch}^{1,1}$, also depends on $F$, is independent of $J_z$ and does not mix $J_z$. Consequently, the diagonal energies are field-dependent but degenerate. The exchange splitting between BEs is determined solely by the magnitude of the (complex) field-dependent off-diagonal anisotropic exchange coupling, $V_{exch}^{1,-1}$, which mixes $J_z$. Here, we show that this model provides an understanding of the observed exciton control and explain the origin of the field-dependence of $V_{exch}^{1,-1}$. More general models, with both non-
degenerate field-dependent diagonal energies and field-dependent off-diagonal couplings have been proposed to describe exciton control \[3, 21, 22\]. Unitary transformations can convert the model we consider with degenerate diagonal energies into the more general model by a partial diagonalization, so the models describe the same control. Fitting simple models to more complete calculations supports the models but does not explain the microscopic origin of exciton control. \[3, 4, 21, 22\] We show here that microscopic control of the exciton is achieved by atomic scale control of \(V_{\text{exch}}^{1, -1}\) via control of the exciton orientation and phase.

We use atomistic tight-binding theory to describe electrons and holes in the QDs \[19, 20, 27, 29\] and a configuration interaction (CI) approach to describe excitons \[19, 20, 30, 32\] to establish the microscopic basis for the second model. The tight-binding model includes \(sp^3s^*\) orbitals, nearest-neighbor coupling, spin-orbit effects and strain from lattice mismatch. Strain relaxation is included via atomistic valence force field theory. An atomistic model is needed to fully describe anisotropic exchange splitting \[24, 33, 34\]. While splitting arises if the QD has geometrical asymmetry \[35\], splitting can arise, even for QDs with in-plane geometrical symmetry, because the atomic lattice breaks symmetry \[24, 33\]. Atomic-scale resolution of electron, hole and exciton states will also be critical for explaining the field-dependence of the coupling. This is a striking example where atomistic effects play an essential role in determining the manipulation of nanoscale QD excitations. To identify the field-dependence, we study the InAs/GaAs, square-based, pyramidal QDs previously considered to investigate effects of mechanical strain on QDs \[19, 20\]. The QDs are symmetric, so anisotropic exchange is induced by symmetry breaking by the lattice.

The field dependence of the exciton levels, found from the full CI calculation, is shown in Fig. 2(a). Energies of the nearly degenerate bright and dark excitons follow the field-dependent Stark shifts of the lowest electron-hole pair level \(E_{\text{eh}}\) with the exciton binding energy and BE-DE splitting indicated by arrows. Fig. 2(b) shows that the binding energy and BE-DE splitting change slowly with field. However, the splittings that lift the degeneracy of the BE and of the DE show a much stronger dependence on \(F\), each with a well-defined, deep minimum. The BE splitting, known as the fine-structure splitting, nearly vanishes for \(F\) near 200 kV/cm. Near this resonance, the calculated field dependence is nearly linear, as seen experimentally, \[1\] with a slope comparable to experiment. In addition, the linear polarization of the BEs (not shown) rotates by 90 degrees at resonance, as in the experiments.

When the full CI calculation is restricted to the two-level model, we extract \(V_{\text{coul}}\), \(V_{\text{exch}}^{1, 1}\)
FIG. 2: (a) Field-dependence of the exciton energies: (e+h) Electron plus hole single-particle energy, (BE) the two lowest bright excitons, and (DE) the two, nearly-degenerate, dark excitons. The inset shows a blowup of the BE crossing. Exciton binding energy (long arrow) and DE-BE splitting (short arrow) are shown. (b) Energy splittings, $\Delta E$, normalized to the zero-field splittings so all splittings fit on the same scale.

and $V_{\text{exch}}^{1,-1}$, shown in Fig. 3. $V_{\text{coul}}$ gives the binding energy, $V_{\text{exch}}^{1,1}$ the BE-DE splitting and $|V_{\text{exch}}^{1,-1}|$ the fine structure splitting. Fig. 3 shows that the two-level model describes well the exciton splittings. In the two-level model, the polarization of the exciton is determined by the phase of $V_{\text{exch}}^{1,-1}$. The absolute phase of $V_{\text{exch}}^{1,-1}$ is arbitrary. The phases of the two circularly-polarized ($J_z = \pm 1$) pair states used as BE basis states are chosen so that the pair-state polarizations are proportional to $x \pm iy$, where $x$ and $y$ are the directions of both the QD base and the crystal axes. With this choice of phases, excitons formed by coupling the two basis states have the expected linear polarization along the diagonals of the QD when $V_{\text{exch}}^{1,-1}$ is imaginary. As shown in Fig. 3, $V_{\text{exch}}^{1,-1}$ is imaginary and changes sign when the fine structure splitting vanishes, leading to the observed 90 degree rotation of diagonal polarization. These results show that the simple model captures the essence of the exciton control and that control is determined by the field dependence of both the magnitude and phase of $V_{\text{exch}}^{1,-1}$.

To appreciate how $F$ changes the couplings, recall [19, 20] that $V_{\text{coul}}$ couples electron
FIG. 3: Field-dependence of $V_{\text{coul}}$, $V_{\text{exch}}^{1,1}$ and the magnitude of $V_{\text{exch}}^{1,-1}$. The inset shows the phase of $V_{\text{exch}}^{1,-1}$.

density ($\rho_e(\mathbf{r}) = |\phi_e(\mathbf{r})|^2$, for electron state $\phi_e(\mathbf{r})$) with hole density ($\rho_h(\mathbf{r}') = |\phi_h(\mathbf{r}')|^2$):

$$V_{\text{coul}} = -\int \frac{\rho_e(\mathbf{r})\rho_h(\mathbf{r}')}{\epsilon(\mathbf{r}, \mathbf{r}')|\mathbf{r} - \mathbf{r}'|},$$

with the local screening given by $\epsilon(\mathbf{r}, \mathbf{r}')$. $V_{\text{exch}}^{1,1}$ couples polarization density $P(\mathbf{r}) = \phi_e(\mathbf{r})\phi_h(\mathbf{r})$ at $\mathbf{r}$ with the *conjugate* polarization density at $\mathbf{r}'$:

$$V_{\text{exch}}^{1,1} = \int \frac{P(\mathbf{r})P^*(\mathbf{r}')}{\epsilon(\mathbf{r}, \mathbf{r}')|\mathbf{r} - \mathbf{r}'|}.$$  

$V_{\text{exch}}^{1,1}$ depends mostly on the interaction weighted average of $|P(\mathbf{r})|$ and $|P(\mathbf{r}')|$ and weakly on the phase difference between $P(\mathbf{r})$ and $P(\mathbf{r}')$. Fig. 4 shows that the size of the electron and hole states changes little with $F$, consistent with the weak field-induced changes in $V_{\text{coul}}$ and $V_{\text{exch}}^{1,1}$. For $V_{\text{exch}}^{1,-1}$, the coupling is between $P(\mathbf{r})$ and $P(\mathbf{r}')$:

$$V_{\text{exch}}^{1,-1} = \int \frac{P(\mathbf{r})P(\mathbf{r}')}{\epsilon(\mathbf{r}, \mathbf{r}')|\mathbf{r} - \mathbf{r}'|}.$$  

$V_{\text{exch}}^{1,-1}$ and $V_{\text{exch}}^{1,1}$ depend similarly on $|P(\mathbf{r})|$, so field-induced size changes of the states have little effect on the anisotropic exchange. However, $V_{\text{exch}}^{1,-1}$ depends on the sum of the phases of $P(\mathbf{r})$ and $P(\mathbf{r}')$. Thus, field-induced changes in the phase of $P(\mathbf{r})$ must control the field-dependence of $V_{\text{exch}}^{1,-1}$ and determine its sign change.

The most dramatic effect of the field on the electron and hole states is the shift of their vertical positions in the QD. The electron is pushed down toward the wetting layer and the hole up more into the QD as $F$ increases, see Fig. 4. They cross at an $F$ close to the sign change of $V_{\text{exch}}^{1,-1}$. The close correspondence of these two crossings may be coincidental. Nonetheless, the phase control of $V_{\text{exch}}^{1,-1}$ must come from $F$ shifting the vertical position of the electron and hole in the QD.
FIG. 4: Vertical position $z_{ave}$ and root-mean-square vertical $z_{rms}$ and lateral $x_{rms}$ spread of the lowest electron and hole states. The QD/wetting layer interface is at $z = 0$.

In the tight binding model, $V^{1,-1}_{exch}$ can be expressed as a sum over atomic sites $i$:

$$ V^{1,-1}_{exch} = \sum_i P(r_i) U_{exch}(r_i). $$

Ignoring the spatial dependence of the screening

$$ U_{exch}(r_i) = \sum_{j \neq i} \frac{P(r_j)}{\epsilon |r_i - r_j|}. $$

Here we have also ignored on-site contributions to $V^{1,-1}_{exch}$ because they are minor and change little with varying $F$. Terms that couple nearest neighbors and next-nearest neighbors are small, not changing sign for the $F$ considered. However, the remaining longer range contributions produce the field dependence seen in Fig. 3. The contribution to $V^{1,-1}_{exch}$ from different atomic sites can be obtained by restricting the sum over $i$ appropriately. Fig. 5 compares the calculation for $V^{1,-1}_{exch}$ in this simplified form when including the contribution from all atomic sites with the contributions only from the lateral ($x, y$) anion planes and from the lateral cation planes. The contribution from the anion lateral planes parallels the full result. The sign change of $V^{1,-1}_{exch}$ occurs because the contribution from the anion planes changes sign. The nearly constant contribution of the cation planes shifts $V^{1,-1}_{exch}$ to more positive values, thereby moving the zero crossing to higher $F$. Both contributions are important, but each plays a different role in defining $V^{1,-1}_{exch}$. The orbital contributions can be isolated by restricting the sum that defines $P$ at each site to include only the contribution for those orbitals. Fig. 5 shows the $p$-orbital contribution to the exchange coupling that comes from $p$ orbitals in $P$ and $U_{exch}$. The $p$-orbital contribution also parallels the full result and defines the $F$ dependence. The other orbital contributions provide a shift that lowers the
crossing $F$. These results show that atomic and orbital resolution is essential in determining $V_{exch}^{1,-1}$.

FIG. 5: Spatial and orbital contributions to $Im(V_{exch}^{1,-1})$: full calculation (all sites and orbitals), lateral cation planes, lateral anion planes. Curves with circles are the contributions that come from the $p$-orbitals in $P$ and $U_{exch}$.

The phase of $V_{exch}^{1,-1}$ is determined by summing $P(r_i)U_{exch}(r_i)$ over all sites. The sum depends on the spatial dependence of the phase of $P(r_i)$ and $U_{exch}(r_i)$. The phase of $U_{exch}(r_i)$ is determined mostly by the phase of $P$ at sites near $r_i$. Heuristically, the phase of $V_{exch}^{1,-1}$ is then determined from the phase of $P^2(r_i)$. The phase of $P$ comes from the phase of the electron and hole states. The phase of the electron state, made primarily from $s$-orbitals on cation sites, should be independent of $\theta$, the angle of rotation around the vertical axis of the dot. The phase of the hole state, made primarily from $p$-orbitals on anion sites, should vary approximately as $\exp(\imath L\theta)$. For holes, the spatial angular momentum is $L = 1$ in the tight binding model (i.e. the phase resides in the coefficients of the orbital expansion because the orbitals are oriented the same on each site). Consequently, the phase of $P$ varies as $\exp(\imath\theta)$, the phase of $PU_{exch}$ as $\exp(\imath2\theta)$ and points that are rotated by $\theta = \pi/2$ should give contributions with the opposite sign. In particular, points near the [110] and [110] diagonals should give contributions with similar magnitude but opposite sign. This is verified by explicit analysis of $P$ and $U_{exch}$. If the QD were symmetric and the crystal lattice did not break symmetry, then these contributions would have the same magnitude and would cancel. When lateral symmetry is broken, the contributions need not cancel and the sign of $V_{exch}^{1,-1}$ will depend on the orientation of $P$, how this orientation changes vertically in the dot, and how much the contributions of opposite sign cancel.

The orientation of the hole and electron determines how $P$ is oriented. On anion layers,
the hole is oriented along [110] in the wetting layer but along [1\bar{1}0] inside the QD, more strongly so near the top of the QD. On cation layers, the hole is oriented along [1\bar{1}0]. The electron is always oriented along [110] on anion layers, although less so at the top of the dot, and along [110] on the cation layers. The change in orientation of the hole on anion layers leads to a rotation of \( P \) in the QD, see Fig. 6. Near the bottom of the QD, \( P \) is oriented along [110] on anion layers. Near the top of the QD, \( P \) is oriented along [1\bar{1}0] on anion layers. Contributions to \( V_{\text{exch}}^{1,-1} \) from anion layers at the bottom and top of the dot have opposite signs. When \( F \) is increased, the hole is pushed up more into the dot, the hole orientation rotates from [110] to [1\bar{1}0] (see Fig. 6) and the contribution to \( V_{\text{exch}}^{1,-1} \) from anion layers changes sign. This leads to the sign change of \( V_{\text{exch}}^{1,-1} \). On cation layers, the orientation of \( P \) changes much less. The contributions to \( V_{\text{exch}}^{1,-1} \) from cation layers have the same sign throughout most of the dot. As a result, the total cation contribution to \( V_{\text{exch}}^{1,-1} \) changes slowly as \( F \) increases and does not change sign for the range of \( F \) considered here. This reorientation of the hole and the resulting change in the spatial distribution of the exciton phase, as revealed in \( P \), determines the anisotropic exchange coupling and explains the \( F \)-dependent control of exciton fine structure splitting and polarization.

![Spatial dependence of \( P \) along [110] and [1\bar{1}0] for anion layers at the bottom, middle and top of the QD for \( F = 50 \) kV/cm.](image)

![Field dependence of the spread of the lowest electron and hole state along [1\bar{1}0] compared to [110].](image)
In summary, atomistic theory has been used to show how applied vertical fields drastically reduces exciton fine structure splitting in QDs, with a narrow anticrossing and a 90 degree rotation of polarization. Control is achieved by field-dependent manipulation of the anisotropic exchange. The exchange is controlled by field-induced changes in the spatial distribution of the exciton orientation and phase that results from the rotation of the hole as it is pushed up into the QD by the field. This reorientation is an atomistic effect. The sign change in the anisotropic exchange arises from contributions of anion layers. The contribution from cation layers is distinctly different, nearly constant with $F$, serving to shift the position of the crossing. Atomic layer sensitivity of QD fine structure is a challenge that must be overcome, but it also suggests new opportunity for atomic scale control of QD response. Here we have considered symmetric QDs, with the crystal lattice providing the symmetry breaking. Hole reorientation controls the sign of the exchange and nearly perfect cancellation of the exchange is possible. The same atomic-scale analysis for QDs with geometrical asymmetry has been left for further study.
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