Controlling the dynamics of open quantum systems with periodic driving field
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In this paper, we study the exact dynamics of open quantum systems to the case with periodic driving field. It is shown that different from the static adjustment of the system on-site energy that can either generate or destroy the dissipationless localized bound states, the periodic driving can either preserve the existed localized bound states or destroy some of them but cannot generate new localized bound states. With the picture of energy transfer involved with the driving field, we find the condition for the survival of the localized bound states when the driving amplitude is weak. For the strong driving case, the condition breaks down because of the strong energy renormalization to the originally existed localized bound states. These properties of decoherence dynamics may help in controlling the quantum state against decoherence for the sake of its sensitivity to the fundamental frequency of the driving field.

I. INTRODUCTION

Quantum decoherence acts as a key obstacle in implementing the novel proposals of quantum information science and technology, such as quantum computation [1], quantum metrology [2–4] and quantum simulation [5]. Because it is ubiquitous in all kinds of physical devices, studying, reducing, and controlling decoherence have been a long-standing hot topic in these fields. After decades of study, the understanding of decoherence is now much deeper [6, 7]. Physicists have gone far beyond the Born-Markov master equation [8], the GKS-Lindblad master equation [9, 10], and truncated Nakajima-Zwanzig master equation [11–13], which are either only applicable in the weak-coupling regime or just an approximation to the practically unsolvable formal equation. Up to now, the exact master equations for quantum Brownian motion [14, 15], for electronic and photonic open quantum systems [16–19] and for hybrid topological superconducting systems [20, 21], as well as those that are mathematically equivalent to them, have been successfully derived.

In the past ten years, we have systematically studied a large class of open quantum system incorporating quantum transport (see the reviews [7, 22] and the references therein), and obtained the exact master equations as well as their solutions expressed in terms of the nonequilibrium Green’s functions [7, 16–19]. It is proved that the existence of dissipationless localized bound states (localized modes) which are induced from the structured system-environment interactions [7, 16] offers us a deep understanding of how the decoherence of open quantum systems can be suppressed by these localized bound states. They form a decoherence-free subspace without the additional requirement of symmetry, and therefore may have the potential of storing quantum information in the protocols of quantum information processing.

On the other hand, as for the controlling of decoherence, ever since the proposal of spin-echo [23, 24], many methods, e.g., dynamical coupling [25–29] and introducing spatial periodicity [30–35] have been developed. Other than the above-listed protocols, it has also long been confirmed that temporal periodic driving on the open system can impose significant effects on the system dynamics [36–42]. Some methods of dealing with this problem, e.g., spectral filtering theory [43–47] and those based on the Floquet theory [48–50], have also been developed. Different from the bound states generated in the time-independent system, e.g., the impurity system in the solid system, the bound states generated by temporal periodic driving fields are time-dependent and are dubbed as Floquet bound states [48–50]. The conditions for their formation as well as their applications in the quantum information technologies are also discussed [48, 50].

In this paper, we shall extend our systematic works [7, 16–19] on the open quantum systems with the existence of localized bound states to the case that a time-periodic driving field is exerted to the system. In this work, we shall analyze the influences of the driving field and propose the potential application of the driving based on the numerical results and theoretical analysis. The framework is based on the picture of energy transfer and renormalization effect originating from the driving field, which is different from those based on the Floquet theory [41, 48–50]. The paper is organized as follows. In Sec. II, we introduce the system we study and the general framework for the later discussions. In Sec. III, we numerically study the dynamical properties of the system under weak periodic drive. In Sec. IV, it is shown that when the driving field becomes strong, the dynamical property would be significantly different. The conclusion and the potential applications are given in Sec. V.

II. THE GENERAL FORMALISM

We shall focus on a class of fermionic open quantum systems driven by a periodic external field. The total
Hamiltonian can be modeled as

$$H_{\text{tot}}(t) = [\epsilon_s + \epsilon_d(t)]b^\dag b + \sum_{\alpha k} \epsilon_{\alpha k} b_{\alpha k}^\dag b_{\alpha k}$$
$$+ \sum_{\alpha k} (V_{\alpha k} b_{\alpha k} + h.c.) ,$$

(1)

where the first term is the system Hamiltonian, $\epsilon_s$ is the system on-site energy, $\epsilon_d(t)$ is an external periodic driving field with fundamental period $T$, and $b$ ($b^\dag$) is the system annihilation (creation) operator. The second term is the environment Hamiltonian, $\epsilon_{\alpha k}$ is the single-particle energy of the mode-$k$ in the reservoir $\alpha$, with $b_{\alpha k}$ and $b_{\alpha k}^\dag$ standing for its annihilation and creation operator, respectively. The last term is the system-reservoir coupling with $V_{\alpha k}$ standing for the coupling strength between the system and mode-$k$ of the reservoir $\alpha$. Equation (1) is a prototype in mesoscopic physics that describes quantum transport of a single quantum dot coupled to several leads, and the driving field $\epsilon_d(t)$ can be conveniently implemented by exerting the time-dependent gate voltage to the quantum dot [22, 51].

The decoherence dynamics of the system is largely determined by the behavior of the spectral Green function $u(t, t_0) = \{b(t), b^\dag(t_0)\}$ [16], where $b(t)$ and $b^\dag(t_0)$ are operators in the Heisenberg picture and $\{\cdot, \cdot\}$ stands for their anticommutator. Following the equation of motion approach, $u(t, t_0)$ satisfies the integro-differential equation [17]

$$\frac{d}{dt} u(t, t_0) + i[\epsilon_s + \epsilon_d(t)]u(t, t_0) + \int_{t_0}^{t} d\tau g(t, \tau) u(\tau, t_0) = 0 ,$$

(2)

associated to the initial condition that $u(t_0, t_0) = 1$. Here, $g(t, \tau) = \int \frac{d\epsilon}{2\pi} J(\epsilon) e^{-i\epsilon(t-\tau)}$ denotes the system-bath correlation, with $J(\epsilon) = 2\pi \sum_{\alpha k} |V_{\alpha k}|^2 \delta(\epsilon - \epsilon_{\alpha k})$ standing for the spectral density of the system. How the decoherence dynamics is controlled by the driving field is completely determined by the integro-differential equation (2).

The periodic drive $\epsilon_d(t)$ can be separated as two parts, one is of the average strength and the other is time-dependent and of zero-average, i.e.,

$$\epsilon_d(t) = \tau_d + \Delta \epsilon_d(t) ,$$

(3)

with $\tau_d = \frac{1}{T} \int_0^T d\tau \epsilon_d(\tau)$. Actually, the part with strength $\tau_d$ can be simply counted as the system on-site energy modulation. Without the part $\Delta \epsilon_d(t)$, the tuning of $\tau_d$ can make the open system generate localized bound states or make the existed localized bound state(s) disappear for structure spectral density [16]. In another word, the impact of the static part of the driving on the decoherence may be constructive or destructive. Which decoherence effect occurs depends on the parameters setting. In the following sections, we shall demonstrate that the part evolving as $\Delta \epsilon_d(t)$ plays an intrinsically different role in modulating the system dynamics in comparison with that given by $\tau_d$.

We denote that for vanishing $\Delta \epsilon_d(t)$, the spectral Green function is $u_0(t, t_0)$. This case has been fully studied in the literature and $u_0(t, t_0)$ is shown to possess the analytic form [16]

$$u_0(t, t_0) = \int \frac{d\epsilon}{2\pi} D(\epsilon) e^{-i\epsilon(t-t_0)} ,$$

(4)

with

$$D(\epsilon) = 2\pi \sum_i Z_i \delta(\epsilon - \epsilon_i) + \frac{J(\epsilon)}{[\epsilon - (\epsilon_s + \tau_d) - \Delta(\epsilon)]^2 + J^2(\epsilon)/4} .$$

(5)

In Eq. (5), the first term is the localized bound state contribution arisen from the coupling between the system and the environment if it exists. Namely, if the condition

$$\epsilon_i - (\epsilon_s + \tau_d) - \Delta(\epsilon_i) = 0 \quad ; \quad J(\epsilon_i) = 0$$

(6)

is satisfied, where $\Delta(\epsilon)$ is the energy shift from the self-energy correction to the system, $\Sigma(\epsilon) = \int \frac{d\epsilon'}{2\pi} \frac{J(\epsilon')}{\epsilon - \epsilon'} = \Delta(\epsilon) - \frac{1}{\pi} J(\epsilon)$, and $Z_i = [1 - \Sigma'(\epsilon_i)]^{-1}$ is the amplitude of the $i$th localized bound state. The existence of localized bound state can be manipulated by the modulation of the system on-site energy through the static part $\tau_d$ of the driving field such that Eq. (6) can be obeyed. To illustrate the effect of the part $\Delta \epsilon_d(t)$ from the driving field more clearly, we would transform the total Hamiltonian to a new form. Formally, the time-independent part of the total Hamiltonian can be diagonalized. Because we focus on the decoherence dynamics controlling in this paper, without loss of generality, we may consider only one reservoir, namely a dot system coupled to a single lead [52, 53] so that the index $\alpha$ in Eq. (1) can be dropped. The relation between the diagonalized eigenmodes and the original modes of the Hamiltonian reads [42, 54, 55]

$$c_{i i}^\dag = \sqrt{Z_i} b^\dag + \sum_k \frac{V_k}{\epsilon_i - \epsilon_k} b_{k}^\dag ,$$

(7a)

$$c_{i k}^\dag = b_{k}^\dag + V_k U(\epsilon_k) \left[ b^\dag + \sum_{k'} \frac{V_{k'}}{\epsilon_k - \epsilon_{k'} + i\delta_{k'}} b_{k'}^\dag \right] ,$$

(7b)

where $c_{i i}^\dag$ and $c_{i k}^\dag$ are the creation operator of the $i$th localized bound state and scattering mode-$k$, respectively; $U(\epsilon_k) = 1/[\epsilon_k - (\epsilon_s + \tau_d) - \Sigma(\epsilon_k)]$ is the retarded Green function in the energy domain. In this new basis, the total Hamiltonian under driving can be written as

$$H_{\text{tot}}(t) = \sum_i \epsilon_i c_{i i}^\dag c_{i i} + \sum_k \epsilon_k c_{k k}^\dag c_{k k} + \Delta \epsilon_d(t) \left[ \sum_{i, i'} \lambda_{i i'} c_{i i'}^\dag c_{i i'} + \sum_{i, k, k'} |\lambda_{i k k'}| c_{i k}^\dag c_{i k'} \right] ,$$

(8)

where the coefficients $\lambda_{i k}, \lambda_{k k'}$ depend on the transformation in Eq. (7). One can see now that the driving
\[ \Delta \epsilon_d(t) \] introduces the transitions among the localized bound states and the scattering modes. Naturally, the form of \( \Delta \epsilon_d(t) \) heavily influences the decoherence behavior of the open system. In the following two sections, we shall discuss these effects. One section is focused on the weak-driving case, while the other is focused on the case of strong-driving. It will be shown that although the picture of energy transfer works for both scenarios, the detailed dynamics can be quite different.

### III. WEAK DRIVING FIELD

In the following, we shall illustrate that the behavior of \( u(t, t_0) \) is mainly determined by the characteristics of \( u_0(t, t_0) \) and the spectrum of the driving field for a weak driving field.

The periodic driving field can always be decomposed as oscillations of different frequencies, i.e.,

\[ \Delta \epsilon_d(t) = \sum_{n=1}^{\infty} \left[ A_n \sin(\omega_n t) + B_n \cos(\omega_n t) \right], \tag{9} \]

where \( \omega_n = 2n\pi / T \), and \( A_n \) and \( B_n \) are the amplitudes of the oscillations. When the driving is weak, i.e., all the terms in the time-dependent part

\[ \Delta \epsilon_d(t) \left[ \sum_{i,i'} \lambda_{ii'} c_i^\dagger c_{i'}, \sum_{i,k} \left[ \lambda_{ik} c_i^\dagger c_k + h.c. \right] \right] + \sum_{k,k'} \lambda_{kk'} c_k^\dagger c_{k'} \tag{10} \]

are negligible because of the energy conservation, which is similar to the dealing of the atom-photon interactions. To be explicit, generally speaking, the terms involving \( e^{-i\omega_n t} c_i^\dagger c_{i'} \) or its Hermitian conjugate, with the energy values satisfying \( \hbar \omega_n = \epsilon_\alpha - \epsilon_\beta \) play the dominate role in the driving field. These terms represent the process of energy transfer between mode-\( \alpha \) and \( \beta \) through absorbing energy from or emitting energy to the driving field (see (a) of Fig. 1). When the terms satisfying the above condition do not exist, the processes, which are of first order, are forbidden. In this case, higher-order processes may dominate. For instance, when the driving field \( \epsilon_d(t) \) is of single frequency \( \Delta \omega \) and the terms \( e^{-i\Delta \omega t} c_\alpha^\dagger c_\beta \) and \( e^{i\Delta \omega t} c_\beta^\dagger c_\alpha \) with \( \hbar \Delta \omega = \epsilon_\alpha - \epsilon_\beta \) exist in the series of Eq. (10), higher order processes in (b)-(d) of Fig. 2 play the dominant role and determine the main properties of the decoherence dynamics. These processes are the counterpart of the multi-photon process of in quantum optics [56].

In order to explain the idea of energy transfer introduced above, we numerically discuss three different scenarios, i.e., there are no localized bound state, one localized bound state and multiple localized bound states in \( u_0(t, t_0) \), respectively. Without loss of generality, we use a typical example that the system-environment interaction is described by the spectral density function [57]

\[ J(\epsilon) = \begin{cases} \eta^2 \sqrt{(2V_0)^2 - (\epsilon - \epsilon_0)^2} & |\epsilon - \epsilon_0| \leq 2V_0, \\ 0 & \text{otherwise}. \end{cases} \tag{11} \]

This spectral density exists in the model describing the impurity coupled to a chain of semi-infinite length, with \( \epsilon_0 \) standing for the on-site energy, \( V_0 \) quantifying the hopping rate and \( \eta V_0 \) characterizing the system-environment coupling strength. Due to the existence of two energy gaps, there may be zero, one or two localized bound states in \( u_0(t, t_0) \) [16]. In the following, we would set \( t_0 = 0, \epsilon_0 = 0 \) and \( V_0 = 1 \). If not specified, the pulse shape of the driving field \( \Delta \epsilon_d(t) \) is set as the sine wave

\[ \Delta \epsilon_d(t) = A \sin(2\pi t / T), \tag{12} \]

with \( A \) denoting the amplitude and \( T \) standing for the fundamental period.

If there is no localized bound state in \( u_0(t, t_0) \), no time-dependent localized bound state can be generated by means of the periodic drive. In Fig. 2, we set the parameters that \( \eta = 0.8 \) and \( \tau_d = 1 \) to make that no localized bound state exists in \( u_0(t, t_0) \). In Fig. 2(a) and 2(b), the driving field is of the sine wave in Eq. (12), with the amplitudes the same while the fundamental periods varying much. When \( T \) is short, the influence of the driving is quite limited such that the evolution of \( u(t, t_0) \) is similar to that of \( u_0(t, t_0) \) (see Fig. 2(a)). When \( T \) is long, the fundamental frequency \( \Delta \omega \) is much smaller than the
bandwidth of the spectral density. As a consequence, many more transitions among the modes in the energy band (with respect to the short-T case) happen, making the driving field impose a more influential effect on the open system (see Fig. 2(b)). That is, it would induce oscillations around \( u(t,t_0) \). However, even though it indicates a strong memory effect, no localized bound state can be generated. Because no instantaneous localized bound state exists when the driving is weak, the instantaneous energy band of the total system is always continuous, which makes the particle in the system inevitably dissipate into the environment.

In Fig. 3, we set the parameters that \( \eta = 1 \) and \( \tau_d = 2.5 \), which is made to guarantee the existence of one single localized bound state in \( u_0(t,t_0) \) (see the solid red lines denoting the localized bound state energy in the right panels). The parameters \( A \) and \( T \) are shown below the corresponding subfigures. In Fig. 3(a)-(c), the pulse shapes are sinusoidal (see Eq. (12)) while in Fig. 3(d), it is the square wave (see Eq. (13)). From Fig. 3(a)-(c), the frequency of \( \Delta \tau(t) \) increases. In Fig. 3(a), the frequencies \( \epsilon_I + n \hbar \Delta \omega \) (where \( n \) is an integer) has no overlap with the spectral density function \( J(\epsilon) \), thus no transition between the localized bound state and the continuous band can happen. As a result, the localized bound state cannot be destroyed by the periodic field and \( u(t,t_0) \) does not dissipate to zero. In Fig. 3(b), \( \epsilon_I - \hbar \Delta \omega \) is in the range of \( J(\epsilon) \), making that particle in the localized bound state can release an energy quantum \( \hbar \Delta \omega \) and jump to the continuous energy band. As a result, the driving field generates a dissipation channel of the original localized bound state, making \( u(t,t_0) \) finally decay to zero. In Fig. 3(c), \( \epsilon_I - \hbar \Delta \omega \) is not in the range of \( J(\epsilon) \) while \( \epsilon_I - 2\hbar \Delta \omega, \cdots, \epsilon_I - 10\hbar \Delta \omega \) is in it. Consequently, the original localized bound state would release at least two energy quanta to make the dissipation happen. This should involve with several high-order processes, so that the Green's function \( u(t,t_0) \) would finally decay to zero but with a smaller rate with respect to that in Fig. 3(b).

The viewpoint can be further supported by comparing Fig. 3(d) with Fig. 3(c). In these two figures, the parameters \( A \) and \( T \) are the same, except that the waveforms are different, i.e., in Fig. 3(d), \( \Delta \tau_d(t) \) is the square wave

$$
\Delta \tau_d(t) = \begin{cases} 
A & nT \leq t \leq (n + 1)T \\
-A & (n + \frac{1}{2})T \leq t \leq (n+1)T 
\end{cases} \quad (13)
$$

Even though the fundamental frequencies are the same, because \( \Delta \tau_d(t) \) in Fig. 3(d) naturally possesses frequency components of \( 2\Delta \omega, 3\Delta \omega, \cdots \). The pulses can induce dissipation with the first-order process of (a) in Fig. 1. The consequence is that the decay rate is much faster than that in Fig. 3(c).

When there are multiple localized bound states in \( u_0(t,t_0) \), the phenomena would be more abundant. The dissipation of the localized bound states possesses the property of independence. That is, if the localized bound state \( l_i \), exists such that \( \epsilon_I + n \hbar \Delta \omega \) overlaps with the spectral density function, then it would dissipate and if not, it would not dissipate. In Fig. 4, we set the parameters \( \tau_d = 0.5 \) and \( \eta = 2.5 \) to generate two localized bound states in \( u_0(t,t_0) \), with the energy configuration shown in the right panels. The waveforms of the driving field are all chosen as sinusoidal with the amplitudes and fundamental periods demonstrated in the captions. In Fig. 4(a), there is no overlap for either localized bound state. Therefore, the original localized bound states cannot exchange energy with the continuous band, making them both survive. In Fig. 4(b), the spectrum series of \( l_1 \) overlaps with \( J(\epsilon) \), therefore, only \( l_1 \) would survive in the long-time limit of \( u(t,t_0) \). In Fig. 4(c), the overlap happens for both localized bound states. As a consequence, both localized bound states possess the dissipation channel and \( u(t,t_0) \) would finally decay to zero. One special
FIG. 4: (Color online) Plots of $|u_0(t, t_0)|$ and $|u(t, t_0)|$ for typical conditions with multiple localized bound states in $u_0(t, t_0)$. The conventions of the plots are the same as those in Fig. 3, except that there are two localized bound states in this case and in the right panels the series of plots $\epsilon = \epsilon_1 + n\hbar\Delta \omega$ and $\epsilon = \epsilon_2 + n\hbar\Delta \omega$ are colored as red and blue, respectively. From (a) to (c), the fundamental period increases such that in these cases, no frequency comb $\epsilon_1 + n\hbar\Delta \omega$, a single frequency comb, and both frequency combs overlap(s) with $J(\epsilon)$. In (d), the fundamental frequency is chosen so that $\Delta \omega$ is exactly the energy difference of the two localized bound states.

FIG. 5: (Color online) Plots of $|u_0(t, t_0)|$ and $|u(t, t_0)|$ for typical conditions with single localized bound state in $u_0(t, t_0)$ in the case of strong driving field. The driving fields are of sine wave, which demonstrate the typical case that the energy value $\epsilon_l - \hbar\Delta \omega$ is around the band edge of the environment.

In Section II, we have roughly introduced the effect of the static component of the driving field that it can be either constructive or destructive in controlling the decoherence. In this section, we show that the zero-averaged weak driving field does not impose the constructive effect in controlling decoherence. More specifically, it cannot generate new localized bound states but can destroy the originally existed localized bound states. The destroying process is mediated by exchanging energy between the localized bound state and the continuous energy band. Without the driving field, such a process cannot happen because of the energy conservation law. While with it, particle in the localized bound state can absorb or release energy from the field and transit to the state in the continuous band. If this process can happen, then the localized bound state would be destroyed. If the driving field cannot make it happen, then the system would have periodic localized bound state(s).

IV. STRONG DRIVING FIELD

When the driving field is strong, the dynamical picture of energy transfer in the weak field case should be modified. This can be clearly revealed by the phenomena shown in Fig. 5. To demonstrate clearly the difference, we adopt the parameter settings that $\eta = 1$ and $\epsilon_0 = 2.5$ (which are the same as those in Fig. 3) such that a single localized bound state exists when the driving $\Delta \epsilon(t)$ is absent.

In Fig. 5, the fields are all in the sine shape with amplitude set as $A = 5$, being much larger than those in Fig. 3. The fundamental frequencies in the top two subfigures are the same as those in Fig. 3, respectively. Note that for $T = 1.25$, the energy values $\epsilon_l + n\hbar\Delta \omega$ do not overlap with the spectral density function $J(\epsilon)$ (See Fig. 5(b)). Although the modulation to the localized bound state is much larger than that in the weak driving case, the localized bound state survives. The comparing between Figs. 5(b) and 3(b) reveals the essential difference between weak driving and strong driving, which shows that
the picture of the energy transfer should be modified in the case of a strong driving field. Note that for the strong driving, even though the energy value $\epsilon_l - \hbar \Delta \omega$ is in the environmental energy band, the localized bound state can still survive. When the fundamental frequency increases further such that $\epsilon_l - \hbar \Delta \omega$ is not so close to the band edge (See Fig. 5(c)), the localized bound state can be destroyed completely.

The reason why the strong driving case breaks the picture in the previous section lies in the energy correction. Actually, when a sinusoidal driving field is imposed on the system, the energy level corresponding to the localized bound state would emit and reabsorb the energy quanta, making its energy shift [56]. When the driving is strong, the shift is not small and must be taken into account when dealing with the system decoherence dynamics. As a consequence, the energy of the localized bound state can be significantly different from the original value $\epsilon_l$. And even though $\epsilon_l - \hbar \Delta \omega$ is in the continuous energy band, the localized bound state still survives.

An interesting question is that if there is no localized bound state in $u_0(t, t_0)$, can strong driving generate one? Our numerical study shows no exception that strong driving cannot generate localized bound state(s) from none. This is actually a universal result. The argument is as follows. For the case that no localized bound state exists in $u_0(t, t_0)$, the time-dependent Hamiltonian in Eq. (8) can be reduced as

$$H_{\text{tot}}(t) = \sum_k \epsilon_k c_k \dagger c_k + \Delta \epsilon_d(t) \sum_{k,k'} \lambda_{kk'} c_k \dagger c_{k'}.$$  (14)

The energy shift of mode-$k$ is determined by its total coupling with the other modes, which is roughly characterized by $\sum_{k'} |\lambda_{kk'}|^2$. Because there is no distinguished mode $c_k$, the energy shifts due to the existence of the driving are continuous with respect to $\epsilon_k$. This distortion of the energy band cannot transform the continuous energy band to be discontinuous. Therefore, no time-dependent localized bound state can be repelled out of the band.

It is noteworthy that the above case is different from the impact of $\epsilon_d$ in

$$H = (\epsilon_s + \epsilon_d) b \dagger b + \sum_k \epsilon_k b_k \dagger b_k + \sum_k (V_k b_k \dagger b_k + \text{h.c.}),$$  (15)

where there is a distinguished mode $b$. The energy shift of the system mode $b$ is determined by its total coupling with all the environmental modes, i.e., $\sum_k |V_k|^2$, which is a non-vanishing value. However, the energy shift of the environmental mode $b_k$ is determined by the value of $|V_k|^2$, which is vanishingly small for the continuous environmental structure. This results in the fact that due to the interaction between the system and the environment, the energy shift of the system mode can be significant while the continuous energy band of the environment keeps identical to that of the free environment. As a consequence, it gives the possibility of generating one or several localized bound states in the total system even though the value of $\epsilon_s$ is in the continuous energy band.

V. CONCLUSION

In this work, we study the exact dynamics of open quantum systems to the case with periodic driving field. We present a general viewpoint of energy transfer in dealing with the controlling of decoherence dynamics and analyze the general properties of the decoherence dynamics in existence of the periodic driving. The driving field can be decomposed into the static part and the zero-averaged oscillating part, which play different roles in affecting the decoherence. The static part of the driving can be constructive, destructive, or sustaining to the localized bound states avoiding decoherence, while the zero-averaged part can only be destructive or sustaining. More precisely, if the original system possesses no localized bound state, the periodic driving field with zero average cannot generate the dissipationless localized bound state from nothing. If the initial system possesses localized bound state(s), the driving field may destroy it (them).

The destroying process of a localized bound state by the driving field is mediated by exchanging energy with the continuous energy band via the (zero-averaged periodic) driving. In the weak driving case, the picture of energy transfer works nearly precisely. It is shown that if a localized bound state can absorb or release one or several energy quanta (which is the high-order process) from the driving field and transfer to the continuous energy band, i.e., $\epsilon_l \pm \hbar \omega_n \in \mathcal{B}$ or $\epsilon_l \pm n \hbar \Delta \omega \in \mathcal{B}$, where $\mathcal{B}$ stands for the continuous energy band, then it would inevitably dissipate. Otherwise, it would only be modulated as a time-dependent localized bound state. For the strong driving case, the picture of energy transfer still works but should be modified. The energy shift of the localized bound state due to the energy renormalization is not small, making the condition of dissipation in the weak coupling case break down.

The localized bound state of open quantum systems is decoherence-free in absence of the external driving field, offering its potential application of working as the quantum memory. Our study reveals that its decoherence is sensitively related to the frequency of the driving field, especially when the fundamental frequency $\Delta \omega$ satisfies that $\epsilon_l \pm \hbar \Delta \omega$ is around the edge of the environmental energy band. This offers us a method of determining whether to keep or erase the quantum information stored in the localized bound state.
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