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Abstract

What should regulators of complex algorithms regulate? We propose a model of oversight over ‘black-box’ algorithms used in high-stakes applications such as lending, medical testing, or hiring. In our model, a regulator is limited in how much she can learn about a black-box model deployed by an agent with misaligned preferences. The regulator faces two choices: first, whether to allow for the use of complex algorithms; and second, which key properties of algorithms to regulate. We show that limiting agents to algorithms that are simple enough to be fully transparent is inefficient as long as the misalignment is limited and complex algorithms have sufficiently better performance than simple ones. Allowing for complex algorithms can improve welfare, but the gains depend on how the regulator regulates them. Regulation that focuses on the overall average behavior of algorithms, for example based on standard explainer tools, will generally be inefficient. Targeted regulation that focuses on the source of incentive misalignment, e.g., excess false positives or racial disparities, can provide second-best solutions. We provide empirical support for our theoretical findings using an application in consumer lending, where we document that complex models regulated based on context-specific explanation tools outperform simple, fully transparent models. This gain from complex models represents a Pareto improvement across our empirical applications that is preferred both by the lender and from the perspective of the financial regulator.
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I. Introduction

The increasing adoption of complex prediction algorithms in sensitive applications such as hiring, lending, medical testing, college admissions, and pre-trial detention raises the questions how a regulator should regulate them. On the one hand, when algorithms replace human decision-makers, a regulator can now analyze and intervene in decision processes more systematically. On the other hand, the increasing complexity of artificial-intelligence algorithms makes this goal elusive, and regulation often has to rely on an imperfect understanding of complex black-box algorithmic decisions. These concerns have led to calls for restricting the complexity of algorithms and relying on simpler, fully transparent decision rules.

This article captures trade-offs between complexity and oversight of algorithms in a principal–agent model with misaligned preferences. We consider a delegation game between a principal who regulates a machine-learning algorithm and an agent who has the technology to build it. There is an incentive conflict between agent and principal, but the principal is limited in how much she can learn about the agent’s black-box prediction model, and she has to regulate based on limited information about the model instead. Within this framework, we ask what a regulator of algorithms should regulate. We show that a restriction to fully transparent, simple algorithms that fully aligns choices comes at a large cost. As an alternative, we consider the regulation of complex models based on simple model explanations, and show that appropriately designed explanations that capture the misalignment between principal and agent provide a second-best solution. We then show the applicability of these results in an empirical application to consumer lending in a large credit bureau dataset.

Decision-makers increasingly rely on complex prediction algorithms to make high-stakes decisions. In many such settings, incentive conflicts arise between those building the prediction tools and the entities tasked with overseeing their use. An employer might worry about a hiring manager using a prediction model that produces low job offer rates for minority job applicants. A financial regulator might worry about lenders’ risk models under-predicting credit risk to enable increased leverage. An insurance company might worry about a hospital’s prediction model over-predicting the risk of heart attack leading to costly over-testing. A key challenge for algorithmic oversight is to determine when such complex algorithmic prediction functions represent the principal’s preferred choices, and when they reflect misaligned incentives.

We capture the incentive conflicts between an agent who designs a prediction algorithm and a principal who regulates its use in a principal–agent model. Our setup mirrors that of a classical delegation problem, where the agent chooses a prediction function according to his preferences, but is subject to constraints set by the principal. For example, a company may restrict which algorithms can be used for hiring, a financial regulator may put constraints on risk-scoring models used by banks, and an insurance company may set standards for the screening algorithms used in a hospital. Classical delegation models going back to Holmström (1984) and further developed in e.g. Alonso and Matouschek (2008) and Frankel (2014) suggest solutions that partially restrict agent choices in a way that increases alignment, while still leaving enough flexibility to leverage the agent’s technology and private information.

In this article, we depart from standard delegation models by assuming that the agent’s choice of prediction function may be too complex to be fully available to the principal. Specifically, we assume that the prediction function chosen by the agent comes from a black-box machine learning model with so many parameters that fully communicating it may not be feasible. This restriction is motivated by the increasing use of very complex AI
models in high-stakes decisions, such as deep neural networks and boosted tree models. The constraint may also be motivated by concerns around releasing proprietary algorithms that the maker of the algorithm may want to protect, precluding the communication of the full prediction function to the principal.

Instead of accessing the full algorithm, we assume that the principal can regulate an algorithm only based on a simple description of the complex prediction function. Building upon work in computer science, we call this simple description an “explanation” of the complex model. For example, the behavior of a complex neural network may be described in terms of a few key variables that explain a good fraction of the model’s behavior, such as those identified by tools like SHAP (Lundberg and Lee, 2017). Similarly, a complex tree model may be described in terms of those covariates deemed most important according to their contribution to splitting the data. In our formal model, we capture this idea by assuming that the principal can only capture a simple (linear) projection of the complex prediction model on a few key variables. Consequently, the principal misses some of the behavior of the complex model.

A first response to the limited ability of the principal to capture complex models could be to restrict the agent to fully transparent, simple models that can be fully regulated. Within our framework, we argue that restrictions to fully explainable models come at a potentially large cost. For example, an employer could require a hiring manager to rely on simple decision trees, a financial regulator may require a bank to score creditworthiness only using a relatively interpretable logistic regression, or an insurance company may require a hospital to use a transparent decision rule for assessing the risk of heart attack. While fully aligning choices, such restrictions also reduce the efficiency of the prediction functions. As a result, we show formally that simple, fully transparent algorithms can only be optimal when the principal’s first-best solution is easier to describe in simple terms than is the difference between the agent’s and the principal’s preferred prediction functions. In the above examples, this would usually require that the misalignment in preferences is very large, or that the loss from simple algorithms is small.

As an alternative, we consider second-best regulation that allows for complex predictions and only regulates based on their simple explanations. For example, a lender may still be allowed to use fully complex deep-learning algorithms to predict repayment, but has to choose among models for which a simple explanation indicates alignment with the regulator’s risk preferences. While the principal will not be able to align preference optimally in this case, this solution can provide a more efficient trade-off between efficiency and alignment than simple algorithms, unless the misalignment is large or hard to detect by the explainer.

We also show that it matters which specific model explanations regulation is based on. Regulation based in an explanation that focuses on preserving the most information about the average behavior of the prediction function – we term this the “agnostic explainer” – is generally inefficient. This approach is the focus of many available explainer tools, and we argue that we can improve over it in our context. Instead, optimal regulation regulates based on features related to preference misalignment. Intuitively, this “targeted explainer” inspects parts of the algorithm function that are most likely to reflect the preference misalignment. This targeted regulation can achieve high utility for the principal as long as the difference in agent and principal goals can be captured well by some low-dimensional representation. Improved explainer tools for the regulation of algorithms in critical applications should therefore be specific to the context and nature of preference misalignment. For example, if our concern is unfair hiring decisions, then regulation should capture features that are particularly related to differences across protected groups. If group membership itself is observable, then the optimal explainer in this
case focuses on group membership itself as in Kleinberg et al. (2018), but our characterization extends to cases when only correlates of membership are observable. If we are concerned with a bank taking on loans that are especially high-risk in a stress-test scenario, then our description of complex credit scores should focus on features that are particularly likely to identify risk in that scenario. And an insurance company may want to audit a hospital’s prediction model specifically based on features that correlate with over-testing.

We apply our framework for overseeing complex algorithms to the regulation of unsecured consumer lending in an empirical case study using large-scale credit bureau data. We consider a lender who builds a credit-scoring function using boosted trees from over 500 features on a training dataset of over 200,000 borrowers. We then consider two types of regulators overseeing the lender. A first regulator is concerned with the fairness of credit scores, and has a preference for low disparate impact across protected groups. A second regulator has different risk preferences from the lender, and wants the lender to deploy a credit score that predicts default well in a bad state of the economy. In both cases, the regulator has to rely on simple descriptions of the complex credit score in terms of a few key variables whose role is measured by a linear regression. We then compare different policy options and explainers on a hold-out dataset.

Across both applications in our empirical exercise, we document that well-regulated complex models improve over simple, fully transparent solutions. Restricting the lender to a simple linear regression with a few key variables leads to suboptimal fit and moderate disparate impact in the first application. Here, moving to complex models with simple explainer constraints can improve fit, while also reducing disparities across groups. Similarly, complex models can improve efficiency across all states of the economy in the risk application. Our empirical results therefore provide an example for our theoretical finding that the cost of full transparency may be too large when effective alternatives in the form of simple model descriptions are available.

Our empirical example also documents the value of targeted regulation over agnostic explainers. While either approach offers a Pareto improvement over restrictions to very simple models, the best outcomes for both regulator and lender are achieved with a targeted explainer, which focuses on those aspects of the credit score that are particularly relevant for aligning preferences, rather than with an agnostic explainer, which focuses on those covariates that best summarize the credit scoring function on average. In the case of disparate impact, the targeted explainer focuses particularly on covariates that are most related to differences across groups. With different risk preferences, the targeted explainer considers those variables that are indicative of changes in repayment behavior across states of the economy. The benefit of improved regulation is best illustrated by its impact on disparate impact in approval rates. While an unconstrained lender would be 4.5 percentage points more likely to approve non-minority applicants, this difference is reduced to 0.9 percentage points with an agnostic explainer, and to close to zero when the explainer is targeted to disparate impact. Despite the explanation constraint, the performance of the credit score as a risk predictor remains good. This stands in contrast with restricting the lender to a very simple model, which has considerably worse prediction fit while reducing disparate impact by only 1.0 percentage points.

Related literature and contributions. Our work contributes to a nascent literature that studies algorithmic decision-making (e.g. Athey, Bryan, and Gans, 2020) and how to regulate it. Most work in this area has focused on trade-offs between algorithmic fairness and performance: Gillis and Spiess (2019), Coston, Rambachan, and Chouldechova (2021), and Gillis (2021) examine the design and limits of algorithmic fairness audits; Dwork et al.
Corbett-Davies et al. (2017), Corbett-Davies and Goel (2018), and Yang and Dobbie (2020) consider ex-ante (i.e., pre-deployment) fairness constraints for algorithms; Liang, Lu, and Mu (2023) characterize how varying the information available to an algorithm can trade off between fairness and model performance. These trade-offs are sometimes understood as tracing out a fairness-vs.-accuracy Pareto frontier (Menon and Williamson, 2018; Little, Weylandt, and Allen, 2022; Liang, Lu, and Mu, 2023; Meursault et al., 2022), such that the role of social planner can be seen as choosing a preferred outcome on the frontier (Kearns and Roth, 2019). Most related to our approach, Rambachan et al. (2020) study the regulation of algorithmic fairness in a principal-agent framework, where a social planner (principal) may not be able to achieve outcomes on a first-best frontier, and where second-best feasibility becomes relevant. Related concerns about the ability of a planner to interpret an algorithm have prompted calls for lower model complexity (Rudin, 2019), debates about model interprability (Doshi-Velez and Kim, 2017; Lipton, 2018), and analyses of optimal algorithmic transparency (Sun, 2021).

A parallel literature examines limits to the efficiency of algorithmic decisions, for example due to algorithmic bias (e.g. Lambrecht and Tucker, 2019; Arnold, Dobbie, and Hull, 2022; Fuster et al., 2022). This work has asked whether such biases are worse than their analogs from simpler or non-algorithmic decisionmaking (e.g. Cowgill and Tucker, 2017; Agrawal, Gans, and Goldfarb, 2019; Chan, Gentzkow, and Yu, 2022; Arnold, Dobbie, and Hull, 2022), whether algorithms necessarily inherit biases from human-generated training data (e.g. Rambachan and Roth, 2019; Cowgill and Tucker, 2019; Barocas and Selbst, 2016; Angelova, Dobbie, and Yang, 2023), and whether algorithms are able to learn over time about disadvantaged groups that the algorithm initially evaluates poorly (Li, Raymond, and Bergman, 2020). While often not expressed in a principal-agent framework, these concerns about algorithmic bias closely parallel the agency conflicts we study: an algorithm designer concerned about bias in her algorithm can use the same regulatory approach we provide, here viewing her algorithm as her agent.

Relative to these literatures, we make three contributions. First, we offer a framework that nests many types of potential incentive misalignment between a developer of an algorithm and social planner, or between any algorithmic agent and a principal: these include a broad set of distributional objectives and fairness concerns, as well as, for example, diverging risk preferences. Second, existing analyses of algorithmic audits and other algorithmic regulation often assume that disclosure of all underlying algorithmic inputs (data, training procedure, and decision rule) is possible. We study a world in which regulators will have access only to parts of this information, for example a simplified representation of the credit scoring model. Given the complexity of machine learning and artificial intelligence tools, and potential limitations on the technical or legal reach of regulators, it is important to study optimal algorithmic regulation under informational constraints. Third, we provide empirical validation for our theoretical results in a real-world, economically important setting, where we examine the regulation of consumer credit scoring. As in our Theorem 1, this empirical application shows that both a regulator and a lender can achieve privately preferred outcomes when the lender is permitted to use complex algorithmic credit scoring, rather than being constrained to simple and explainable models.

From an empirical perspective, we also contribute to a body of work on the role of default prediction models in US consumer finance. Most of this work explores properties of these models and their benefits, for example through overcoming adverse selection (Einav, Jenkins, and Levin, 2013; Adams, Einav, and Levin, 2009), deterring moral hazard (Chatterjee et al., 2020), and facilitating loan securitization (Keys, Seru, and Vig, 2012; Keys et al., 2010). Related work also warns that algorithmic underwriting can shape disparities in credit misallocation (Blattner and...
reduce loan approval rates for disadvantaged groups (Fuster et al., 2022), and perpetuate cross-
group disparities in loan terms (Bartlett et al., 2019). These concerns motivate our work to study optimal 
algorithmic regulation and highlight some of the sources of preference misalignment we study in our theoretical 
framework.

We differ from the literature on optimal public disclosure in the financial system (e.g. Goldstein and Leitner, 2017; Faria-e Castro, Martinez, and Philippon, 2017; Williams, 2017; Judge, 2020), and the literature on firm disclosure more broadly (e.g. Leuz and Verrecchia, 2000; Greenstone, Oyer, and Vissing-Jorgensen, 2006), as we focus on private disclosure to a regulator when decisions are automated and based on complex risk prediction algorithms. We assume there are (technical, practical, or legal) limitations on the amount of information the regulator can obtain about the algorithms and ask what optimal regulation looks like given these constraints. This approach differs from the existing literature which assumes that regulators can exercise choice over how much information to request.

More broadly, we add to a growing literature in computer science that studies algorithmic audits and derives specific explainability techniques from axioms about their deployment-agnostic properties (e.g. Bhatt et al., 2020; Carvalho, Pereira, and Cardoso, 2019; Chen et al., 2018; Doshi-Velez and Kim, 2017; Guidotti et al., 2018; Hashemi and Fathi, 2020; Lundberg and Lee, 2017; Murdoch et al., 2019; Ribeiro, Singh, and Guestrin, 2016). In particular, Lakkaraju and Bastani (2020), Slack et al. (2020), and Lakkaraju et al. (2019) study the limitations of post-hoc explanation tools in providing useful and accurate descriptions of the underlying models, and show that simple explanations can be inadequate in distinguishing relevant model behavior. Relative to these contributions, we show that the optimal regulatory design for algorithms with partial information depends on the nature of preference misalignment that motivates regulation. In other words, we highlight that explaining or interpreting a model inherently requires an understanding of the objectives of that explanation or interpretation, while purely technical or axiomatic approaches may miss important welfare-relevant consequences of model behavior. We also highlight some limitations of recent debates around the interpretability and explainability of prediction models. Embracing our utility optimization framework, we show that requiring a model to be fully explainable or interpretable can be misguided since it may force an agent to sacrifice model flexibility in ways that reduce rather than increase welfare.

In the long-standing literature on delegation under moral hazard, our setup can be viewed as a multi-tasking problem where each dimension of the agent’s scoring rule is a separate hidden action. In contrast with the literature’s traditional focus on how to use heterogeneously noisy signals of these hidden actions in an incentive scheme (Holmstrom and Milgrom, 1991, 1994), we study the principal’s choice over which dimensions of these hidden actions – or which low-dimensional representation of them – she wants to observe in an audit. One closely related finding to ours is Baker (1992), which studies optimal incentive schemes under incentive misalignment over multiple actions, though Baker (1992) takes the information structure as given rather than chosen by the principal. Alternatively, our setting can also be viewed as a delegation problem (Holmström, 1984) that considers constraints on the set of actions allowed to the agent (Melumad and Shibano, 1991; Alonso and Matouschek, 2008; Frankel, 2014). Related work on principals designing the information structure is also found in the Bayesian persuasion literature (Kamenica and Gentzkow, 2011), though our setting is one of monitoring by the principal rather than of persuasion.
Structure of this article. The remaining article is organized as follows: Section II sets up our model and presents the main theoretical results. Section III lays out our empirical implementation. Section IV concludes.

II. A MODEL OF REGULATION WITH COMPLEXITY CONSTRAINTS

In this section, we model the regulation of algorithms as a two-player game between a principal and an agent. The principal delegates the choice of a prediction function to the agent. The agent receives a training signal and chooses the prediction function subject to constraints set by the principal. The principal can not fully observe the potentially complex prediction function chosen by the agent, and instead has to rely on a simple description. The preferences of agent and principal are not necessarily aligned.

Based on this model, we consider trade-offs between complexity and oversight. We study two types of policies and show how they affect equilibrium outcomes. First, we consider the case where there are ex-ante restrictions on algorithms, which force the agent to use only simple prediction functions that the principal can understand completely. Alternatively, we consider the case in which the agent chooses among complex algorithms and the principal restricts the agent’s choice based on simple descriptions only. We characterize the trade-off between these two policy tools — ex-ante restrictions vs. ex-post explanations. We then describe the optimal design of simple ex-post explanations of complex prediction functions.

II.1 Model setup

A principal oversees the choice by an agent of prediction function \( f \in \mathcal{F} \). The agent receives a training signal \( \theta \in \Theta \), and chooses a prediction function \( f \) to maximize utility \( U_{A\theta}(f) \). The principal can constrain the choice of prediction function \( f \), and has a preference over prediction functions expressed by utility \( U_{P\theta}(f) \).

For concreteness, we assume that the prediction function represents a mapping \( f : \mathcal{X} \to \mathbb{R} \) and that the training signal \( \theta \) parametrizes a distribution \( P_{\theta} \) that implies a joint distribution over a response variable \( y \in \mathcal{Y} \) and a covariate vector \( x \in \mathcal{X} \). Throughout, we assume that the agent’s preference can be expressed as an average gain \( U_{A\theta}(f) = E_{\theta}[u(f(x), y)] \) from deploying the function \( f \) on data \((y, x)\) that follows the distribution \( P_{\theta} \). As examples of the utility function \( u(f(x), y) \), for continuous \( y \) the agent may care about minimizing the mean-squared prediction error of \( f(x) \), \( u(f(x), y) = -(y - f(x))^2 \). Or the agent may want to maximize profit \( u(f(x), y) = 1(f(x) \geq \bar{f})(r y - c (1 - y)) \) from classifying instances \( x \) with binary outcome \( y \in \{1, 0\} \) correctly according to a threshold \( \bar{f} \), where \( r \) is the return for a correctly classified \( y = 1 \) instance and \( c \) the cost of misclassifying a \( y = 0 \) instance. As we lay out in the following applications, such a prediction \( f(x) \) can correspond to a score that measures the aptitude of job applicants and the classification \( 1(f(x) \geq \bar{f}) \) to the decision whether to invite the applicant for an interview, where \( r \) is the return to a successful interview and \( c \) the cost of an unsuccessful one. Similarly, \( f(x) \) can be a credit score that estimates the repayment probability of loan applicants used to determine who gets a loan, or a predicted incidence of a disease used to make testing decisions. In these cases, \( u(f(x), y) \) would be the gain of the agent in classifying an individual instance with true response \( y \) as \( f(x) \), and \( U_{A\theta}(f) \) the overall benefit across instances. The principal’s preference \( U_{P\theta}(f) \) may, for example, differ from the maximization of expected utility by distributional considerations, different risk preferences, or an emphasis on different target populations. In order to accommodate such cases, we assume that \( P_{\theta} \) may imply a distribution over additional random variables or the membership in a subgroup of the population.
Application 1 (Disparate impact in job screening). A company delegates the screening of applicants to a manager. The manager aims to score applicants in a way that is most reflective of future work performance, while the company also cares about ensuring that the screening process does not discriminate against protected groups and that interviewers get to see a diverse group of applicants. Specifically, we assume that the manager chooses scores \( f(x) \) to maximize expected utility \( U^A(\theta) = E_\theta[u(f(x), y)] \), while the company attaches a penalty to average differences between male and female applicants, \( U^B(\theta) = E_\theta[u(f(x), y)] - \lambda(E_\theta[f(x)|g=1] - E_\theta[f(x)|g=0]) \), where \( g \) is a binary indicator for group membership and \( g = 1 \) denotes male applicants.\(^2\)

Application 2 (Varying risk preferences in credit provision). A financial regulator oversees the credit provision of a lender. The lender aims to maximize overall expected utility \( U^A(\pi) = E_\pi[u(f(x), y)] \) from credit scoring, while the regulator cares about the potential downside in a bad (or “low”) state of the economy, \( U^B(\pi) = E_\pi[u(f(x), y)|s=\text{low}] \). In that rare low state, the regulator believes that the probability \( E_\pi[y|x,s=\text{low}] \) of repayment is lower than their repayment probability \( E_\pi[y|x,s=\text{high}] \) in the (more common) high state, leading to excess risk taken on by the lender. Here, we assume that the future state \( s \) is not known at the time of credit scoring, so the different preferences of the lender and the regulator represent different trade-offs between the high and low states of the economy.

Application 3 (Changing target populations in medical testing). A hospital considers deploying an algorithmic screening tool to support testing decisions for its patients. The algorithm is optimized to maximize predictive power based on the vendor’s baseline sample of patients, \( U^A(\theta) = E_\theta[u(f(x), y)|d=\text{vendor}] \). The hospital, however, cares about the performance of the screening tool on its specific group of patients, \( U^B(\theta) = E_\theta[u(f(x), y)|d=\text{hospital}] \). While the hospital’s patients’ health outcomes still follow the same conditional distribution \( y|x \), they may have different demographics and medical histories \( x \) than the baseline sample, and the hospital would therefore trade off net benefits across different patient groups differently than the vendor.

In all three examples, the preferences \( U^B \) for the principal and \( U^A \) for the agent are only partially aligned, since the principal has distributional preferences (over disparate impact, or “fairness” in our discussion to follow), cares about a different distribution of outcomes \( y \) (due to risk preferences, or more generally what we refer to below as “model shift”), or puts weight on different parts of the covariates \( x \) (changes in the target population, or what we refer to below as “covariate shift”).

Having set up and motivated misaligned preferences, we now model the oversight over algorithms as a standard delegation problem where we allow for the principal to impose restrictions on the agent’s choice of prediction functions. Specifically, the principal first receives a signal \( \pi \) in the form of a prior over the training signal \( \theta \in \Theta \), chooses a restriction \( \mathcal{F}_\pi \subseteq \mathcal{F} \) of functions \( f \) the agent can choose from, and then the agent chooses a function \( f \in \mathcal{F}_\pi \) upon learning the realization \( \theta \sim P_\pi \). This setup follows the classical delegation-set approach without transfers of Holmström (1984) as further developed in Melumad and Shibano (1991), Alonso and Matouschek (2008), and Frankel (2014).

To this standard model of delegation, we add a central concern in overseeing complex algorithms, namely that the functions \( f \in \mathcal{F} \) may be too complex to be fully described to (or understood by) the principal. Instead of

\(^2\)Disparate impact, as expressed here, is only one of multiple ways in which we could capture a concern about discrimination (e.g. Kleinberg, Mullainathan, and Raghavan, 2016; Chouldechova, 2017). Even for disparate impact, we could alternatively consider measures of conditional parity, use a squared penalty \( \lambda(E_\theta[f(x)|g=1] - E_\theta[f(x)|g=0])^2 \) to express a concern with larger average differences, and/or formulate disparities in terms of the implied classification decision. We opt for a simple linear formulation that allows seamless integration into our later theory, which can be understood as the Lagrange version of a restriction on \( E_\theta[f(x)|g=1] - E_\theta[f(x)|g=0] \leq c \) that expresses a concern with the scoring of the protected group.
formulating restrictions on \( f \), we therefore assume that the principal can only restrict functions based on simpler descriptions (or “explanations”) \( Ef \in \mathcal{E} \), so that the restrictions available to the principal take the form

\[
\mathcal{F}_\pi = \{ f \in \mathcal{F}; Ef \in \mathcal{E}_\pi \}
\]

for some \( \mathcal{E}_\pi \subseteq \mathcal{E} \). Crucially, the space \( \mathcal{E} \) of model descriptions is typically smaller than the full space of functions \( \mathcal{F} \), in which case the mapping \( E : \mathcal{F} \to \mathcal{E} \) loses information because \( f \) cannot be fully described. For now, we take the set \( \mathcal{F} \) of ex-ante permissible prediction functions as well as the explanation technology \( E \) as given and later return to the implications of different choices of \( \mathcal{F} \) and \( E \).

Simple explanations of complex algorithms may in practice correspond to simple proxy models that project a prediction function onto a few key variables, variable importance scores, or a few interpretable key statistics. For example, in our empirical example in Section III we approximate a complex credit score based on boosted trees with over 500 covariates by a simple linear regression on a few key regressors. Similarly, tools like SHAP (Lundberg and Lee, 2017) represent the main drivers of complex machine-learning predictions in terms of Shapley values associated with the contribution of individual covariates. For random forests, variable importance measures similarly provide a simple description of each covariate’s role in improving predictions. In all of these cases, the simple descriptions represent an informative but incomplete summary of the output of complex algorithms.

We note that we use the term “explanation” and “algorithm” somewhat liberally here. Specifically, what we call “explanations” are ex-post descriptions of the (potentially complex) prediction function \( f \) chosen by the agent, which we interpret as the output of a machine-learning algorithm. But we do not directly consider descriptions or explanations that extend from the function itself to how it was created by the underlying algorithm. We discuss such extensions in Section II.5 below.

Embedding the complexity constraint into our delegation model, we thus consider the following game:

1. The principal receives a signal \( \pi \) in the form of a prior over the agent’s training signal \( \theta \in \Theta \), and chooses a restriction \( \mathcal{E}_\pi \).
2. The agent receives a training signal \( \theta \sim P_\pi \), and chooses a function \( f_\theta \in \mathcal{F} \) subject to \( Ef \in \mathcal{E}_\pi \).

In this model, the agent chooses \( f_\theta \in \mathcal{F}_\pi = \{ f \in \mathcal{F}; Ef \in \mathcal{E}_\pi \} \) to maximize \( U^A_\pi(f) \), while the principal chooses \( \mathcal{E}_\pi \) to maximize the average expected utility \( E_\pi U^P_\theta(f_\theta) \). If the explanation \( E \) is exhaustive, such as in the case where \( \mathcal{E} = \mathcal{F} \) and \( E \) is the identity, we recover a standard delegation game. Our main focus is instead on the case where \( E : \mathcal{F} \to \mathcal{E} \) maps complex functions to simple explanations, leading to a loss of information because multiple prediction functions \( f \) are described by the same simple explanation \( Ef \).

Before discussing concrete implementations of the simplicity constraint, we note an alternative framing of the delegation model. Instead of being motivated by an information asymmetry between principal and agent, the model can describe a world where the agent’s technology chooses functions so complex the principal cannot fully discern them, or the information constraint may reflect concerns about revealing proprietary technology. In this case, the delegation problem remains applicable even when the principal has full information about \( \theta \), and the principal chooses \( \mathcal{E}_\theta \) to maximize \( U^P_\theta(f_\theta) \). By focusing on this case of known \( \theta \), we aim to separate the implications of constraints on the complexity from those of private information. Our general model remains applicable, however, to cases where both private information and asymmetries in the ability to comprehend fully complex prediction functions play a role. Such cases may be particularly relevant when not only computational
technology but also training data are controlled by the agent.

II.2 Linear explanations with known state and quadratic loss

Having set up a general model of delegation with complexity constraints, we now solve the game for a concrete implementation. Specifically, we consider the case of quadratic loss, simple linear explanations on a subset $S$ of covariates, and state $\theta$ known to the principal. For this case, we illustrate concrete solutions in an example. In Section III, we then apply the same setup in a large-scale empirical exercise.

First, we assume that the agent strives to minimize mean-squared error $E_{\theta}[(y - f(x))^2]$ (that is, has utility $u(f(x), y) = -(y - f(x))^2$). This criterion represents a natural and frequently employed benchmark, which we see as a general-purpose proxy for prediction quality that allows us to derive explicit solutions.

Assumption 1. The agent minimizes squared-error loss, $u(f(x), y) = -(y - f(x))^2$.

Second, we assume that simple explanations are given by linear regressions of the predictions $f(x)$ on a set of a few key variables $S$. For now, we take that set as given, and discuss its optimal choice in Section II.4 below.

Assumption 2. The explanation mapping $e : \mathbb{R}^X \supseteq \mathcal{F} \rightarrow \mathcal{E} = \mathbb{R}^S$ is a linear projection onto a set of $|S| < \infty$ covariates $x_S \in \mathbb{R}^S$ that are not collinear, $Ef = \arg\min_{\beta \in \mathbb{R}^S} E_{\theta}[(f(x) - x_S'\beta)^2]$.

Third, we assume that the agent chooses from (potentially complex) functions that include at least linear regression. Analogous to the explainers, we take this set $\mathcal{F}$ as given for now.

Assumption 3. The function space $\mathcal{F}$ forms a real vector space that includes at least the linear functions $f(x) = x_S'\beta$ for $\beta \in \mathbb{R}^S$.

Finally, we focus on the case where there is no information asymmetry about the data distribution. This assumption puts our attention instead on asymmetric information about complex prediction functions.

Assumption 4. The principal learns the state $\theta$, that is, $\pi$ puts point mass on a specific $\theta$.

These choices simplify the analysis substantially and allow us to make the role and specific structure of complexity constraints explicit. Concretely, the principal now applies constraints based on a simple linear proxy model with covariates $x_S$, subject to which the agent makes his choice. We can explicitly write the best choice of principal and agent in terms of linear projections.

Proposition 1 (Constrained agent choice). Write $f_\theta^{A} = \arg\min_{f \in \mathcal{F}} E_{\theta}[(y - f(x))^2]$ for the agent’s first-best choice from $\mathcal{F}$, $\beta_\theta^{A} = Ef_\theta^{A}$ for its projection onto $x_S$, and $r_\theta^{A}(x) = f_\theta^{A}(x) - x_S'\beta_\theta^{A}$ for the remainder. Then an equilibrium of the game is given by the principal imposing the constraint $Ef = \beta_\theta^{P} \in \mathbb{R}^S$ and the agent choosing $f_\theta(x) = x_S'\beta_\theta^{P} + r_\theta^{A}(x)$, where $\beta_\theta^{P}$ maximizes $U_\theta^{P}(x \mapsto x_S'\beta^{P} + r_\theta^{A}(x))$ over $\beta^{P}$.

In other words, under the above assumptions, the agent follows the principal’s instructions for the linear part of the prediction function corresponding to covariates $x_S$, and chooses the remaining part according to his first-best choice.

Before discussing the optimal choice of explainer variables, we apply the above result to a simple linear-regression example. In this example, the role of fully complex prediction functions is played by fully interacted linear regression on two binary covariates, while the role of simple explanations is represented by their projection onto only one of the covariates.
Figure 1: Illustration of the structure of a complex function $\hat{f}$ (left panel) as well as the information retained in simple explainers $E_1 \hat{f}$ (center and right panels) from the example. Each cell corresponds to a combination of the values of the two binary covariates $x_1$ and $x_2$, and the values in the cells or across two cells represent the information retained in each case.

Example (Fully interacted linear regression). For concreteness, we consider the case of predicting an outcome $y \in \mathbb{R}$ (which can be binary) from a pair of binary covariates $x_1, x_2$, with the distribution being independent across $x_1$ and $x_2$ with $E_0[x_1] = 1/2, E_0[x_2] = q \in (0, 1/2)$. In this world, we can without loss of generality write any (arbitrarily complex) conditional expectation of the outcomes as a fully interacted linear regression

$$f_0(x) = E_0[y|x] = \theta_0 + (x_1 - 1/2) \theta_1 + (x_2 - q) \theta_2 + (x_1 - 1/2)(x_2 - q) \theta_{12}$$

since the covariates are both binary. However, we assume that the regulator can only understand projections of such functions onto one of the two covariates $x_1, x_2$ (and a constant $x_0$), $S = \{0, 1\}$ or $S = \{0, 2\}$ for the covariate space $X = \{1\} \times \{1, 0\}^2$. For $S = \{0, 1\}$ as an example, for a function $\hat{f}(x) = \hat{\theta}_0 + (x_1 - 1/2)\hat{\theta}_1 + (x_2 - q)\hat{\theta}_2 + (x_1 - 1/2)(x_2 - q)\hat{\theta}_{12}$ the associated explainer $E_1 \hat{f}$ yields $E_1 \hat{f} = (\theta_0, \theta_1)$.

Figure 1 illustrates both the information content of the full function $\hat{f}$ (left panel) as well as the information retained in the simple explainers $E_1 \hat{f}$ (center panel) for the case $q = 0.3$. Assuming that the agent’s choices are otherwise unconstrained ($F = \mathbb{R}^2$), this means that the principal determines $\theta_0, \theta_1$ according to her preference (say, $\beta^P_\varphi$), and the agent chooses $\hat{\theta}_2, \hat{\theta}_{12}$ according to his (that is, $\theta_2, \theta_{12}$), to obtain

$$\hat{f}_\varphi(x) = \beta^P_{\varphi 0} + (x_1 - 1/2)\beta^P_{\varphi 1} + (x_2 - q)\theta_2 + (x_1 - 1/2)(x_2 - q)\theta_{12} = x_2 \beta^P_\varphi + \beta^A_\varphi(x).$$

As in the general case of Proposition 1, the choice of the residual $\beta^A_\varphi(x) = (x_2 - q)\theta_2 + (x_1 - 1/2)(x_2 - q)\theta_{12}$ does not depend on the principal’s choice.

In the remaining part of this section, we now apply the result from the example to the specific applications introduced in Section II.1. In each application, we consider concrete choices of $x_1$ and $x_2$ in order to illustrate the structure of constrained solutions.

Application 1 (Disparate impact in job screening, continuing from p. 8). We assume for concreteness that job
applicants are scored based on whether they have a college degree \((x_1)\) and whether they have any gaps in their resume \((x_2)\) in order to predict future on-the-job performance \(y\). If the manager only reports a simple description of the screening score in terms of college degree, then in equilibrium the company has full control over how a college degree affects screening, but the manager’s algorithm has full flexibility over the marginal influence of gaps in the resume on applicant scoring. If gaps in the resume are correlated with gender \(g\), then the resulting scores may still have excess disparate impact.

**Application 2** (Varying risk preferences in credit provision, continuing from p. 8). We assume that the probability of repayment is estimated from two binary variables, past default \((x_1)\) and whether the applicant has a home-equity line of credit (HELOC, \(x_2\)). For our illustration, we let having a HELOC be a positive indication of creditworthiness in the high state of the economy, but a negative indication in the low state \((\theta_2(\text{high}) > 0 > \theta_2(\text{low}))\). We also allow the overall level of risk (intercept) to vary with the state of the economy, so that we can write

\[
E_\theta[y|x, s] = \theta_0(s) + (x_1 - 1/2) \theta_1 + (x_2 - q) \theta_2(s) + (x_1 - 1/2)(x_2 - q) \theta_{12}.
\]

We assume that the future state \(s\) of the economy at the time of potential repayment is unknown at the time credit scoring happens, but that the distribution over \(\theta = (\theta(\text{high}), \theta(\text{low}))\) is learned in the training stage. In this case, the lender wants to evaluate HELOC in terms of its average effect, while the regulator prefers that HELOC is counted only as a negative. An explanation in terms of past default helps align the overall level of risk, but does not affect how the lender’s algorithm leverages information about HELOCs.

**Application 3** (Changing target populations in medical testing, continuing from p. 8). The vendor’s algorithm scores patients based on whether they have high blood pressure \((x_1)\) and whether they have been diagnosed with a heart condition \((x_2)\) to predict the incidence \(y\) of a disease. A simple explanation in terms of high blood pressure does not restrict how the vendor’s algorithm scores the incremental information from a heart condition.

Across all applications, the simple explanation based on one of the two covariates gives the principal only partial control over the agent’s algorithm. Depending on the nature of misalignment and the choice of explainer covariates, the choices are only partially aligned. While resulting prediction functions lead to better outcomes for the principal than not constraining the agent at all, they may still reflect substantial misalignment.

**II.3 Policy choice of simple models vs. simple explanations**

Having laid out a simple delegation model as well as described its solution for quadratic loss and linear explainers, we now consider different implications of the rules of the game itself, and how these restrictions affect the equilibrium outcome of the game. We then provide formal results about when ex-ante restrictions to simple models can improve outcomes, and when oversight based on ex-post explanations dominates.

So far, we have taken the function class \(\mathcal{F}\) and explainer mapping \(\mathcal{E} : \mathcal{F} \rightarrow \mathcal{E}\) as given. In this section, we instead ask the ex-ante policy design question of how the function class \(\mathcal{F}\) affects outcomes. Under the assumptions of Section II.2, we consider the difference in equilibrium outcomes between restricting \(\mathcal{F}\) to be fully transparent, by which we mean an ex-ante restriction of \(\mathcal{F}\) to simple linear functions on a subset of covariates, and leaving \(\mathcal{F}\) unconstrained. In Section II.4 below, we then ask how the design of the explainer mapping \(\mathcal{E} : \mathcal{F} \rightarrow \mathcal{E}\) affects equilibrium outcomes in the latter case, and solve for optimal explainers from the perspective of the principal.
Taken together, these two results allow us to characterize the optimal design of algorithmic regulation within our framework.

For this part of our analysis, we assume that principal and agent utilities take a similar form. To this end, we introduce notation that is helpful to express important sources of misalignment between principal and agent. We write $\mu_\theta$ for the probability measure over covariates $x$ implied by $P_\theta$ and denote by $f_\theta(x) = E_\theta[y|x]$ the (possibly infeasible) prediction function that minimizes mean-squared error $E_\theta[(y - f(x))^2]$ if there are no constraints on the functions $f$. Then

$$U_A^\theta(f) = -\int_X (f(x) - f_\theta(x))^2 \, d\mu_\theta(x) + \text{const.}$$

with a constant part that does not depend on $f$, so the agent’s utility is equivalent to minimizing $\int_X (f(x) - f_\theta(x))^2 \, d\mu_\theta(x)$. This formulation allows us to express misaligned utility in terms of deviations in target functions and covariate distributions.

Assumption 5. The principal’s preference is equivalent to minimizing $\int_X (f(x) - f_P(x))^2 \, d\mu_P(x)$ for some target $f_P \in \mathbb{R}^X$ and some probability measure $\mu_P$ over $X$.

Hence, principal and agent utility may differ in the distribution over the target covariates and/or the target function. A first version of misalignment is given by different target populations, holding the target function fixed across principal and agent. Using terminology from machine learning, we call this variation across objectives “covariate shift.”

**Definition 1** (Covariate shift). Principal and agent utility differ by covariate shift if $f_P = f_\theta$ but $\mu_P \neq \mu_\theta$.

A second form of misalignment arises when populations are the same, but the agent cares about a different target function from that of the principal. We call this change “model shift”, as only the preferred prediction function changes.

**Definition 2** (Model shift). Principal and agent utility differ by model shift if $\mu_P = \mu_\theta$ but $f_P \neq f_\theta$.

In Proposition 2 below, we also consider distributional preferences, for which the principal cares about average differences in predictions across groups as in Application 1. There, we show that it can be interpreted as a special case of model shift.

We now contrast how two ex-ante policy options for the function class $F$ and the explainer mapping $e$ can help align choices through setting the rules of the game laid out in Section II.1. On the one extreme, we consider an ex-ante policy that restricts the function class $F$ to functions that can be fully explained, so that $F = \{x \mapsto x_{S_1}^\ast \beta; \beta \in \mathbb{R}^{S_1}\} \cong E$ for some set $S_1$ of covariates. In that case, the principal has full control over the agent’s choice, ensuring full alignment. This policy option is one interpretation within our model of calls for fully transparent or explainable models.

On the other extreme, we consider an ex-ante policy that leaves the agent’s choice fully unconstrained ($F = \mathbb{R}^X$) and only imposes constraints on the agent’s choice via the explainer based on the covariates $x_{S_2}$. (Here, the explainer variables $x_{S_2}$ do not necessarily have to be the same as those in the ex-ante constrained case $x_{S_1}$.) In this case, alignment is only partial. This policy option connects to proposals that allow for fully complex functions, but subject these scores to targeted exams or require specific explanations for certification.

The following result describes the relative performance of full transparency and oversight based on ex-ante explainers for the specific cases of misalignment introduced above in terms of the principal’s expected utility.
**Theorem 1** (Alignment through simplicity vs. alignment despite complexity). If misalignment stems from covariate shift with \( \mu^P_\theta \ll \mu_\theta \), then choices from \( \mathcal{F} = \mathbb{R}^X \) are fully aligned, leading to higher principal and agent utility than any non-trivial ex-ante complexity constraint. If misalignment stems from model shift then choices from \( \mathcal{F} = \mathbb{R}^X \) subject to an explanation constraint with explainers \( S_2 \) lead to a higher expected principal utility outcome than ex-ante constraints with explainer covariates \( S_1 \) if and only if

\[
\min_{\beta \in \mathbb{R}^2} \int_X (f^P_\theta(x) - f^P_\theta(x) - x'S_2' \beta)^2 \, d\mu_\theta(x) < \min_{\beta \in \mathbb{R}^2} \int_X (f^P_\theta(x) - x'S_2' \beta)^2 \, d\mu_\theta(x),
\]

that is, whenever the difference between targets is easier to explain than the principal’s target itself.

In particular, considerations around different target populations only lead to misalignment for simple functions, but not when the agent is allowed to choose from a flexible function class. (Here, we ignore additional statistical considerations around resolving bias–variance trade-offs efficiently from limited data, in which case differential weighting of subpopulations may matter.) With model shift, on the other hand, ex-ante simplicity restrictions can be beneficial to the principal when the difference between preferences is harder to explain than the first-best choice of the principal, but are also inefficient otherwise.

Covariate shift and model shift represent two specific sources of misalignment. We note that the latter of these comprises another type of misalignment between principal and agent where the principal cares about disparate impact, as in the hiring case of Application 1 (and elaborated on in Footnote 2). Such a preference is equivalent to model shift with a specific target. As a consequence, we can apply our previous result to the case of distributional preferences of the principal.

**Proposition 2** (Distributional preferences). Assume that the principal’s utility differs by the agent’s utility by a cost associated with lower average predictions of the minority group,

\[
U^P_\theta(f) = E_\theta[u(f(x), y)] - \lambda(E_\theta[f(x)|g=1] - E_\theta[f(x)|g=0])
\]

for \( g \) a binary indicator of group status (and \( g = 1 \) the majority group). Writing \( g_\theta(x) = E_\theta[g|x] \) for the majority fraction at \( x \) and \( \bar{g}_\theta = E_\theta[g] \) for the overall fraction of \( g = 1 \), then the principal’s utility is equivalent to model shift with \( f^P_\theta(x) = f_\theta(x) - \frac{\lambda}{2g_\theta(1-g_\theta)}(g_\theta(x) - \bar{g}_\theta) \). In particular, assuming that the explainer variables \( x'S_2 \) include an intercept, choices from \( \mathcal{F} = \mathbb{R}^X \) subject to an explanation constraint with explainers \( S_2 \) lead to a higher expected principal utility outcome than ex-ante constraints to only using covariates \( S_1 \) if and only if

\[
\frac{\lambda}{2\bar{g}_\theta(1-g_\theta)} \min_{\beta \in \mathbb{R}^2} \int_X (g_\theta(x) - x'S_2' \beta)^2 \, d\mu_\theta(x) < \min_{\beta \in \mathbb{R}^2} \int_X (f^P_\theta(x) - x'S_2' \beta)^2 \, d\mu_\theta(x),
\]

that is, whenever a \( \frac{\lambda}{2\bar{g}_\theta(1-g_\theta)} \) fraction of the error in explaining group membership probabilities is smaller than the error in explaining the principal’s target itself.

The result shows that distributional preferences are equivalent to model shift where the difference between principal and agent targets are given by an offset related to the relative fraction of majority and minority instances. Equivalently, the principal prefers that predictions for the minority group are higher by a given offset than those of comparable majority instances. The size of the offset depends on the relative size of groups as well as the strength of the disparate-impact preference.
This result is a direct generalization of a result in Kleinberg et al. (2019) that considers optimal oversight over algorithms in a world where group identity $g$ is available to the agent. In this case, their result shows that optimal regulation enforces averages $E[f(x)|g]$ across groups, while leaving predictions otherwise unconstrained. If $g$ is available as an explainer variable in $S_2$, then this result directly follows from the proposition. Indeed, in this case, the expected loss on the left is zero, and ex-post explanations generically lead to higher expected utility than any ex-ante restriction. Note, however, that our result is more general and does not require that the agent have access to group indicators, or that the final rule be allowed to depend on them.

Before discussing optimal choices of the covariate sets $S_1$ and $S_2$ (i.e., included regressors for the simple model and explainer variables for the complex model) we study the general result in the illustration from our example in Section II.2, and apply it to the three cases laid out in Section II.1. We start by comparing simple to complex solutions in the example.

**Example** (Fully interacted linear regression, continuing from p. 11). We compare choices made by the agent from all functions $R^X$ subject to an explanation fixed by the principal to simple functions that are fully transparent. For $S_2 = \{0, 1\}$ as above, in the former case the resulting function is $\hat{f}_\theta(x) = \beta_{\theta, 0} + (x_1 - 1/2)\beta_{\theta, 1} + (x_2 - q)\theta_2 + (x_1 - 1/2)(x_2 - q)\theta_{12}$. If the agent is instead constrained to simple functions (here, $S_1 = \{0, 1\}$, meaning a linear function regression on $x_1$ with intercept), the resulting function is $\hat{f}_\theta(x) = \beta_{\theta, 0} + (x_1 - 1/2)\beta_{\theta, 1}$, which the principal can now fully control.

We next discuss the implications of the example across the three applications, which represent the three sources of misalignment we discuss above: distributional preferences in the job screening case, model shift for lending, and covariate shift in the medical application.

**Application 1** (Disparate impact in job screening, continuing from p. 8). We consider the choice of the company whether to restrict the hiring manager to score applicants only based on having a college degree ($x_1$). In that case, choices are aligned, but scoring may be inefficient since it ignores the predictive information of gaps in the resume ($x_2$). If the misalignment over gaps in the resume is limited and the company’s dislike of disparate impact is not too high, then a manager’s algorithm that is allowed to be complex, but constrained in terms of its intercept and effect of college degrees, may still be preferred by the company.

**Application 2** (Varying risk preferences in credit provision, continuing from p. 8). The regulator considers whether to allow the lender’s algorithm to use HELOC ($x_2$), given the misalignment over that variable. If the regulator allows for complex algorithms that are only constrained in terms of overall risk level and how they use past default ($x_1$) via the explainer $e_1$, then choices over HELOC would be misaligned. From the regulator’s perspective, this additional flexibility would only make sense if the benefit of including the interaction term outweighs the cost of the misaligned coefficient on HELOC.

**Application 3** (Changing target populations in medical testing, continuing from p. 8). If hospital and vendor only differ in the distribution of patients they care about, but not in their view on the incidence of the medical condition given available patient information, then unconstrained choices are not misaligned, no matter whether an explanation constraint is enforced or not. If, however, the vendor is barred from leveraging diagnosed heart conditions ($x_2$) in his algorithm, then choices are not only inefficient, but also potentially misaligned. This is because different joint distributions of high blood pressure ($x_1$) and heart condition across target populations imply
different adjustments for the included coefficients $\theta_0, \theta_1$ to account for the excluded coefficients $\theta_2, \theta_{12}$ (equivalent to the dependence of omitted variable bias on the covariate distribution).

For the choice between ex-ante restrictions and flexible prediction functions with ex-post explanations, this result makes a stark prediction: unless misalignment in targets is of at least the same order of magnitude and complexity as the principal’s target function itself, complexity restrictions are not optimal for the principal, and will hurt both agent and principal utility when we compare restrictions and explanations using the same covariates. In the specific case of a preference for parity across groups, complexity restrictions are suboptimal unless the preferences $\lambda$ against disparity is severe and group membership is hard to explain. In principle, a combination of both policy levers can further improve outcomes, but may be unrealistic in practice.

II.4 Optimal model explanations

In the previous sections, we provided a characterization of when oversight of flexible functions based on ex-post explanations can improve over ex-ante restrictions that limit the agent to explainable models. We now discuss the optimal choice of explainers that ensure second-best outcomes from the perspective of the principal. This addition can be interpreted as extending our model in Section II.1 by an initial stage at which the principal decides on the form of the required explanation. Practically, this means that the principal also specifies the set of covariates to include in the simple description of the complex model.

A standard approach to explaining prediction choices by the agent would be to leverage an explanation mapping that can capture the maximal amount of information about the agent’s prediction function, which we call the misalignment-agnostic explainer. In our specific setting, this would be the mapping $E_\theta f = \arg \min_\beta \int_X (f(x) - xS' \beta)^2 d\mu_\theta(x)$ with $S_0 = \min_{S \in S} \min_\beta \int_X (f_\theta(x) - xS' \beta)^2 d\mu_\theta(x)$ chosen to minimize the discrepancy between explained and unexplained part of the agent’s first-best prediction function $f_\theta$, subject to the complexity constraint $|S| \leq k$.

However, this agnostic explainer is not generally optimal. Instead of relying on a set of covariates that best explain the average behavior of the prediction function, the following result shows that the principal can do better by requiring an explanation optimized for the specific source of preference misalignment.

**Theorem 2 (Targeted explainer).** If misalignment stems from model shift and the function class is unconstrained, $\mathcal{F} = \mathbb{R}^X$, then the optimal explainer solves

$$S^* = \min_{S \in S} \min_\beta \int_X (f_\theta(x) - f_\theta^P(x) - xS' \beta)^2 d\mu_\theta(x),$$

that is, the optimal explainer is targeted to the misalignment between principal and agent.

Here, we assume that the principal knows the true distribution $P_\theta$ of the data when deciding on explainer variables. The results in this section generalize to the case where the principal only has some belief about $\theta$ when specifying required explainer variables, such as the prior $\pi$ from Section II.1 or a belief coming from a less informative hyper-prior. In this case, the minimization is over the expectation $E \min_\beta \int_X (f_\theta(x) - f_\theta^P(x) - xS' \beta)^2 d\mu_\theta(x)$ with respect to that belief.

The targeted explainer takes a particularly simple form when the source of model shift stems from different distributional preferences as in Proposition 2. Specifically, the optimal explainer can be obtained from a simple
prediction problem.

**Corollary 1** (Targeted explainer for disparate impact). If misalignment stems from distributional preferences and the function class is unconstrained, $F = \mathbb{R}^X$, then the optimal explainer solves

$$S^* = \min_{S \in \mathcal{S}} \min_{\beta} \mathbb{E}_\theta[(g - x'_S \beta)^2],$$

that is, the optimal explainer is a best explainer of the majority indicator.

In other words, the covariates that best align choices with the principal’s distributional preferences are those indicative of group membership, rather than those most predictive of the outcome itself. If group membership itself is available to the agent, then we recover the result from Kleinberg et al. (2019): in this case, the principal should regulate the algorithm based on group-specific averages $E[f(x)|g]$, corresponding to an explainer that describes predictions by a regression on $g$, and leave the algorithm otherwise unconstrained. However, our result also extends to cases where the agent does not have access to protected group characteristics or is barred from using them, in which case the optimal explainer amounts to describing the algorithm in terms of features of the data that are related to differences across groups.

Equipped with the notion of a targeted explainer, we can now compare the ex-ante policy choice from Section II.3 between restricting models ex-ante to some set $S_1$ or leaving models unrestricted and choosing explanation covariates $S_2$, where we assume that the respective sets are chosen optimally from the perspective of the principal.

**Corollary 2** (Optimal regulation). If misalignment stems from covariate shift with $\mu^P_\theta \ll \mu_\theta$, then leaving the function class ex-ante unconstrained is optimal from both agent and regulator perspectives, and explainer choices are inconsequential. If misalignment stems from model shift and restrictions are chosen optimally, then leaving the function class ex-ante unconstrained is preferred by the principal if and only if

$$\min_{S_2 \in \mathcal{S}} \min_{\beta} \int_X (f_\theta(x) - f^P_\theta(x) - x'_S \beta)^2 \, d\mu_\theta(x) < \min_{S_1 \in \mathcal{S}} \min_{\beta} \int_X (f^P_\theta(x) - x'_S \beta)^2 \, d\mu_\theta(x),$$

where the targeted explainer from Corollary 1 is optimal in the unconstrained case.

We close our discussion of the model results by applying them back to the three motivating applications within our simple linear example, in which we contrast the agnostic and targeted explainers.

**Example** (Fully interacted linear regression, continuing from p.11). We continue our simple example with two binary covariates $x_1, x_2$, and we assume that the cost of excluding each of the covariates is ex-ante equal. In this case, the misalignment-agnostic explainer focuses on the projection $E_1$ onto $x_1$ (and an intercept), since $x_1$ varies more than $x_2$ and thus provides more information about the agent’s choice. However, if choices are aligned along $x_1$, but not along $x_2$, then the targeted explainer instead regresses the agent’s choice onto $x_2$ (and an intercept). The resulting explainer $E_2$ is represented in the right panel of Figure 1.

Within our applications, we illustrate how targeted and agnostic explainers may differ in practice. In Section III, we provide an analogous illustration from an empirical application to consumer lending.

**Application 1** (Disparate impact in job screening, continuing from p.8). Assuming that choices are misaligned over the use of gaps in the resume ($x_2$) only, then regulating based on the explainer $E_2$ that is targeted toward
the misalignment aligns choices. The targeted explainer $e_2$ also has an intuitive interpretation in this case: it describes the role of those covariates that are most related to differences across groups. On the other hand, the misalignment-agnostic explainer $e_1$ (based on college degree, $x_1$) is better at capturing the overall behavior of the scoring function, but worse at capturing the aspect that is relevant for disparate impact with respect to gender.

**Application 2** (Varying risk preferences in credit provision, continuing from p. 8). The targeted explainer $e_2$ fully captures the source of misalignment, which here is the overall level of risk as well as the role of HELOCs in credit scoring ($x_2$). The impact of past default (and the interaction of both) is left unrestricted, which happens to be optimal in this case. The targeted explainer again permits an intuitive interpretation: it captures those features that are most related to differences across economic states $s$.

**Application 3** (Changing target populations in medical testing, continuing from p. 8). Since choices are aligned without any restrictions in the case of different target populations, the choice of explainer covariates does not affect the outcome. Hence, there is only a cost to simplicity in this example. However, if the hospital were to force the vendor to exclude one of the covariates, then keeping the variable that is most important in the patient distribution of the hospital would be the better among bad options.

While these illustrations are extreme in that they allow for perfect alignment, we explore empirically below how the trade-off between simple and complex functions as well as agnostic and targeted explainers play out in data from the context of consumer lending, both for disparate-impact concerns as in Application 1 and for divergent risk preferences as in Application 2.

**II.5 Variants and extensions**

In our model, we have so far illustrated trade-offs in algorithmic regulation in a stylized setup that focuses on tractability. Here, we discuss extensions.

**Double-selection explainers for disparate impact.** In Application 1 and Proposition 2, we present results on aligning choices when the source of misalignment is the principal’s dislike for disparate impact. The targeted explainer takes an intuitive form: its features represent the set of covariates that best describes group membership. This specific result is driven by the linear form of the penalty in the principal’s utility function (see also Footnote 2 for a discussion). Different forms of the penalty, such as a squared penalty, may affect the optimal design of the explainer. Specifically, it could be optimal to choose those features that are important for both group membership and the outcome model. This has a connection to the literature on double selection in machine learning (and specifically Belloni, Chernozhukov, and Hansen, 2014), which emphasizes the selection of all potential confounders that are related to the assignment of treatment or the outcome in order to avoid selection mistakes.

**Audits based on realized outcomes.** We assume in our model that restrictions are set on prediction functions before they are deployed and before their consequences are realized, such as employment, credit, and testing decisions. Once the actual decisions and their consequences are measured, audits may effectively uncover realized misaligned choices. For example, managers may lose their bonuses for unequal hiring decisions, banks may be fined for experiencing excess defaults, and vendors may be punished for misallocated tests. While such information is often only available with a delay, it could improve adherence at the training stage. Optimal regulation would then
combine restrictions on model explanations that can be verified before deployment, and fines for bad outcomes. However, as long as outcomes are uncertain and agents risk averse, an optimal mix of regulatory instruments would include the use of explainers, since regulating only based on ex-post outcomes in those cases cannot distinguish well between bad choices and bad circumstances. As a result, consequence-based regulation may be slow, have limited effect, or lead to overly conservative agent choices. At the same time, the availability of realized consequences may further limit the need for ex-ante complexity constraints.

**Direct regulation of binary decisions.** In our model above, we assume that preferences are over real-valued predictions, such as a hiring manager’s assessment, a lender’s credit score, or a health provider’s risk assessment. We may instead apply our model directly to the decisions taken by the agent, and focus on binary policies that determine who is hired, who receives credit, or who is tested. In those cases, we would expect similar results as in the more tractable continuous case, with the inefficiency of ex-ante complexity restrictions depending on cases in a neighborhood of the agent’s decision threshold.

**Ex-post vs. process-based descriptions.** Our discussion of algorithmic regulation has focused on describing resulting prediction functions, rather than regulating the procedure by which training data and machine-learning pipelines yield prediction functions. Considering the entire process beyond ex-post descriptions of resulting decision functions (as, e.g., considered by Kleinberg et al., 2018) may be a necessity when it is relevant for legal and regulatory considerations and could provide additional tools for making algorithmic decisions more transparent without having to rely on inefficient restrictions to complexity.

### III. Empirical Implementation

We build an empirical counterpart to our model using machine-learning predictors subject to constraints. In this large-scale empirical illustration, we evaluate the different regulatory approaches from our model in the context of algorithmic credit scoring. We focus on two cases of preference misalignment between a financial regulator (principal) and a lender (agent). In the first case, the regulator has a taste for more equal outcomes across racial or ethnic groups – or a taste for less disparate impact. In the second case, the regulator cares about model fit in an economic downturn with elevated default rates, similar to a stress-test scenario. Across both cases, we demonstrate the benefit of allowing for complex prediction functions and the value of using targeted explainers.

#### III.1 Data setup

Our base dataset is a random sample of about 300,000 credit bureau files that have a newly opened credit card in 2012. We focus on credit cards since they are a widely used credit product for which algorithmic underwriting is already in use by some providers. This sample is drawn from the larger credit bureau panel constructed in Blattner and Nelson (2022), which used a probability-weighted sampling strategy to ensure sufficient representation from minority groups; this feature is important in our disparate impact empirical application. We draw another random sample of 50,000 credit bureau files from the same credit bureau panel for consumers who were rejected for a recent credit card application; these data are useful for our empirical application focused on misaligned preferences
over borrower risk. We split the data into a training dataset (80% of the sample) and a test dataset (20% of the sample).

Our main prediction outcome is credit card default of any severity up to 24 months after the card was opened. We capture this outcome by a repayment indicator \( y \in \{1, 0\} \), where \( y = 1 \) denotes repayment and \( y = 0 \) denotes default. The dataset contains several hundred credit report attributes, including detailed default histories, debt balances, utilization, credit report inquiries, and current and past debt obligations. For each variable, we create outlier and missing value flags and include these in the set of variables to predict default. We transform all balance variables into logs. We obtain a total of 518 variables. Table 3 shows summary statistics for repayment as well as the ten variables with the highest importance value across a set of baseline prediction models of credit card default trained using XGBoost, random forest, elastic net, and neural net algorithms (see Table 4 for performance summaries). For our prediction exercises, we normalize all of the credit bureau variables so that in the main dataset of 300,000 opened credit cards, the variables are centered at zero with standard deviation equal to one.

In addition to the credit report attributes, we use an indicator for whether an individual belongs to a racial or ethnic minority. We draw on prior work in Blattner and Nelson (2022) which computes minority/non-minority status following the industry-standard BISG methodology using name and geographic information to predict race and ethnicity (see Blattner and Nelson, 2022, for extensive validation of this imputation measure using a merge with HMDA data). We aggregate all ethnic and racial minorities into a single minority category and define its complement as the non-minority (or majority) group. Given the probabilistic sampling strategy in Blattner and Nelson (2022), the share of minority applicants in our sample is about 19.7%.

### III.2 Lender and regulator preferences

Across both applications, the role of the principal is played by a financial regulator who cares either about financial stability or fair and non-discriminatory lending practices. The agent in this implementation of our game is a lender who uses past data on credit histories and defaults to score future loan applicants.

To be consistent with our theoretical approach, we provide results for the case where loss functions are mean-squared error in predicting repayment, \( u(f(x), y) = -(y - f(x))^2 \) as in Assumption 1. We also report implications for outcomes when these scores are used to approve a given fraction of applicants. We think of the mean-squared error approach as proxying for regulator and lender utility in a way that captures the quality of credit scoring beyond approval decisions. For example, scores may matter not only for approvals, but also for credit terms or for approvals across a range of thresholds.

In the disparate-impact example, the lender’s preferred model is simply the best fit of credit repayment given

\footnotesize{\textsuperscript{3}BISG uses a two-step procedure to assign race and ethnicity. First, the procedure follows an approach developed by Sood and Laohaprapanon (2018). Their approach is implemented in a Python package available at github.com/appeler/ethnicolr. They model the relationship between the sequence of characters in a name and race and ethnicity using Florida Voter Registration data. After implementing this approach, the procedure updates each individual’s baseline racial/ethnic probabilities with the racial and ethnic characteristics of the census block associated with her or his place of residence in 2000 using Bayes’ Rule, and then updates the Bayesian posterior again using an individual’s 2010 address and the 2010 census data. An individual is assigned to a racial/ethnic category if this category has the highest posterior probability for that individual. This two-step method is similar to methods used by the CFPB to construct race and ethnicity in fair lending analysis. Work by the CFPB (2014) shows that combining geographic and name-based information outperforms methods using either of these sources of information alone. BISG classification errors can be correlated with economic disadvantage, as minorities who live in predominately non-minority geographies are more likely to be misclassified by BISG as non-minority (Blattner and Nelson, 2022) and are more likely to have higher education and income (Greenwald et al., 2023). Such issues are important in some contexts but are unlikely to qualitatively affect our conclusions in this setting.}
background characteristics of the applicant. The regulator additionally penalizes differences in average repayment predictions across majority and minority applicants. Hence, as in Application 1,

\[
U^A_w(f) = -\mathbb{E}_\theta[(y - f(x))^2] \\
U^P_w(f) = -\mathbb{E}_\theta[(y - f(x))^2] - \lambda^* (\mathbb{E}_\theta[f(x)|g=\text{majority}] - \mathbb{E}_\theta[f(x)|g=\text{minority}])
\]

We calibrate the penalty \(\lambda^*\) such that for the most flexible model, the correlation of the output with the minority flag is zero. Throughout, we assume that group identity \(g\) does not enter the credit scoring function \(f\) directly.

For the risk case we assume that the regulator’s and the lender’s preferences place different weights on good (or “high”) and bad (or “low”) states of the economy, with the regulator particularly concerned about the low state, similar to a stress-test scenario. We suppose that a particular group of borrowers – the sample of 50,000 individuals recently rejected for a credit card application – are sensitive to the state of the economy and default with probability 1 in the low state and probability 0 in the high state. We then refer to the lender’s credit score as having a low-state MSE and a high-state MSE. For purposes of illustration, we assume that the regulator puts weight only on the low-state MSE, while the lender puts \(\ell^* = 20\%\) weight on the low-state MSE. As in the illustration in Application 2 above, the lender (agent) and regulator (principal) utilities are therefore given by

\[
U^A_w(f) = -\mathbb{E}_\theta[(y - f(x))^2] = -(1 - \ell^*) \mathbb{E}_\theta[(y - f(x))^2|s=\text{high}] - \ell^* \mathbb{E}_\theta[(y - f(x))^2|s=\text{low}], \\
U^P_w(f) = -\mathbb{E}_\theta[(y - f(x))^2|s=\text{low}].
\]

Here, we assume that the (future) state is not known when (current) credit scoring decisions are taken, so that the state \(s\) does not enter \(f\).

In addition, for expositional purposes, we also consider intermediate preferences that interpolate between the regulator’s and lender’s preferences and show a Pareto frontier of achievable utility. In the disparate impact case, we vary the weight \(\lambda\) put on disparate impact, varying the parameter from zero (lender utility) to the calibrated value \(\lambda^*\) (regulator utility), showing the tradeoff between mean-squared error and disparate impact. In the risk application, we vary the weight \(\ell\) put on the low state from 0% to 100%, where \(\ell^* = 20\%\) represents lender utility, and 100% represents the preference of the regulator.

III.3 Optimal explainers and constrained solutions

To implement explainability restrictions, we assume that the regular chooses a set \(S^*\) of \(|S^*| = k\) covariates to use in an explainer. We set \(k = 5\) in our main implementation, and we also present robustness results for \(k = 10\) and \(k = 20\). The regulator then constrains the lender to choose only among functions \(f : \mathcal{X} \to \mathbb{R}\) for which the regression coefficients \(e\) in a linear regression of \(f(x)\) on the variables in \(S^*\) (and an intercept) agree with a target value \(\beta^*\) chosen by the regulator. By Proposition 1, the optimal coefficient \(\beta^*\) is the linear regression of the regulator’s first-best solution on \(S^*\) (and an intercept). Likewise, by Theorem 2, the set of \(k\) optimal explainer covariates is chosen so that it minimizes mean-square error in a linear regression relating all data features to the difference between the regulator’s and the lender’s preferred prediction function.

In our two applications, the optimal covariate sets for targeted explainers take a particularly simple form. For
the disparate-impact case, the optimal set of covariates solves

\[ \arg \min_{\mathcal{S} \in \mathcal{S}} \min_{\beta} \mathbb{E}_{\theta}[ (g - x_S' \beta)^2 ] \]  

(DI-Ex)

where \( g \in \{1, 0\} \) denotes group identity (with 1 corresponding to the majority group). Meanwhile, for the risk application, writing \( h \in \{1, 0\} \) for those applicants whose default is sensitive to the state of the economy, the optimal set solves

\[ \arg \min_{\mathcal{S} \in \mathcal{S}} \min_{\beta} \mathbb{E}_{\theta}[ (h - x_S' \beta)^2 ] \]  

(R-Ex)

We contrast these two targeted explainers with a misalignment-agnostic explainer that simply explains as much as possible of the overall variation in repayment, namely

\[ \arg \min_{\mathcal{S} \in \mathcal{S}} \min_{\beta} \mathbb{E}_{\theta}[ (y - x_S' \beta)^2 ] \]  

(Ex)

Except for differences in the estimation sample we choose for our two applications, the misalignment-agnostic explainer is the same across the two settings. Throughout, we include (but do not penalize) intercepts.

We implement these solutions empirically using boosted trees, where we separate training from evaluation in order to ensure valid inference. Details on optimization and sample splitting are presented in Appendix A.

### III.4 Empirical results

The main empirical results for both applications are summarized in Table 1 and Figure 2. Figure 2 illustrates the different components of utility that the regulator and lender optimize for. Table 1 evaluates the various credit scores by examining implied credit approval decisions, assuming that all applicants with a credit-score-predicted repayment probability of at least 85% are approved for a loan. Throughout, results for the disparate-impact application are listed in panel (a), and results for the risk application in panel (b).

We first consider results for the disparate impact application, for which we compare simple, fully explainable models to more complex ones. Figure 2a represents the trade-off between the fit of the model on the \( x \)-axis (which the lender wants to maximize) and disparate impact on the \( y \)-axis (which the regulator trades off with fit). The different preferences are exemplified by the first-best lender and regulator solutions; the lender’s first-best solution is towards the right, while the regulator’s first-best solution achieves lower disparate impact at the cost of some fit. Ignoring explainer constraints for the moment, we note that the more complex XGBoost models (solid black line) Pareto-dominate the less complex, fully explainable linear models (dashed lines), in the sense that there are more complex models that have better fit and lower disparate impact than either the simple regulator or lender models. Moving towards more complex models thus has the potential to achieve better outcomes for both regulator and lender. At the same time, the unconstrained model the lender would choose among all complex models (bottom right lender solution) has high disparate impact, and would only represent a marginal improvement over the regulator’s preferred simple, fully explainable model. The main question is, therefore, whether the regulator can impose constraints based on simple explanations so that allowing the lender to choose from complex credit scores leads to a clear improvement in the regulator’s utility.

To study this question within the disparate-impact application, we consider policies that allow the lender to
choose among complex models subject to a constraint on simple explanations based on five explainer variables only. The blue line in Figure 2a represents the Pareto frontier of complex models subject to a constraint based on the agnostic explainer. The agnostic explainer captures the maximal amount of information about the overall variation of the underlying credit-scoring model, and imposing a constraint based on it leads to higher regulator utility than allowing the lender to make unconstrained choices. At the same time, the regulator can further improve disparate impact by instead constraining explanations based on a targeted explainer. The green line represents the Pareto frontier of complex models subject to a constraint based on the targeted explainer, and this frontier dominates that from the agnostic explainer. This targeted explainer focuses on aspects of the credit score that are particularly informative about disparate impact and, thus, about the source of misalignment in our example.

In our analysis so far, we have focused on fit and disparate impact of the credit scoring function itself. In Table 1a we also consider disparate impact of binary loan approval decisions based on the credit score. The “DI on acceptance” column reports the disparate impact of credit approval decisions when all applicants with a predicted repayment probability of 85% or more are approved for credit. These results confirm that imposing constraints on explanations can reduce disparate impact with only a small cost in predictive power. While the unconstrained lender solution leads to a 4.5 percentage point higher approval rate among majority applicants, that gap is reduced to 0.9 percentage points with an agnostic explainer, and approximately zero when the specific targeted explainer is used. The complex solution subject to a targeted explainer constraint thus outperforms the regulator’s preferred simple, fully explainable model even in terms of disparate impact. Meanwhile, the DI and MSE columns report the same results as those in Figure 2a for the lender’s and regulator’s unconstrained and simple models, as well for the lender’s constrained solutions.

We next consider results for the risk application, finding overall similar patterns. Figure 2b shows the superior performance of the complex model and the value of explanation constraints: we ask whether all possible convex combinations of the regulator’s and lender’s preferences would prefer the complex model over a model that is constrained ex-ante to be simple. We trace out a frontier in the space of low-state utility and high-state utility that shows the performance of the complex model for all combinations of regulator and firm preferences. We then trace out analogous curves when the complex model is subjected to an agnostic explainer and a targeted explainer, and finally, analogous curves for the ex-ante simple model (with no explainer). As in the disparate impact case, we see that complex models constrained by either explainer are preferred by both the regulator and the firm to any simple model chosen by any weighted combination of regulator and firm preferences. Constraints play a central role in this result, as the unconstrained complex model is worse for the regulator than the regulator’s preferred simple model.

Table 1b provides further details for the risk application. The first four rows show statistics for the lender’s complex model when the regulator uses no constraint, an agnostic explainer, an optimal targeted explainer, and an ex-ante constraint to use simple models only; the next two rows show the regulator’s preferred complex model and the regulator’s preferred simple model. Across columns, the table shows model behavior in terms of false positives (accepted defaults), true positives (accepted non-defaults) and the mean-squared error across both defaults and non-defaults. These statistics are presented for both the high state and the low state; recall that the lender places less preference weight on low-state outcomes than the regulator does.

The table confirms that the different models perform as expected: the constrained models perform better in
the low state than the unconstrained models, though not as well as the regulator’s preferred model; models that perform better in the low state face a trade-off in that they perform worse in the high state; and complex models generally outperform simple models.

The results across both applications present an empirical illustration of our main theoretical results. First, as in Theorem 1, a complex model with an explainer outperforms a model that is constrained ex-ante to be simple in our data. Here, this holds both for the regulator’s preferences and the lender’s preferences; both sides are better off using the more complex model with an appropriate explainer. Second, the choice of explainer matters, with the targeted explainer from Theorem 2 providing better results for the regulator across both applications. The empirical application therefore expands our illustration from the case of two binary variables in the example from Section II to a realistic exercise in credit underwriting on over 500 covariates. In Figure 3 in the appendix, we show that these results are robust to a larger number of explainer covariates than the five chosen for illustration in this section.

![Figure 2: Out-of-sample performance of unconstrained and constrained prediction models across key objectives for the disparate impact (left) and risk (right) applications. Complex models are XGBoost models on all 518 covariates, while simple models are linear regression on five covariates chosen by the LASSO. The frontiers vary the relative weight put on each objective, where the regulator and lender marks correspond to the solutions maximizing the empirical analog to the objectives (DI-P), (DI-A) and (R-P), (R-A) respectively. The colored lines represent prediction models subject to constraints imposed by the agnostic and targeted explainers, respectively. The gray line represents the points at which the regulator would be indifferent to its preferred simple model.](image)

**Figure 2**

### III.5 Optimal explainers

Table 2 further illustrates the differences between the agnostic explainer and the optimal, targeted explainer. Recall that the agnostic explainer selects the variables that best summarize the predictions made by the lender’s risk model and then projects model predictions onto these variables. The first two blocks of the table show how the regulator places constraints on the coefficients on each of the explainer variables in this projection.
|                | High state          | Low state          |
|----------------|---------------------|--------------------|
|                | Accepted defaults   | Accepted non-defaults | MSE | Accepted defaults | Accepted non-defaults | MSE |
| Lender         | Unconstrained       | 0.5337             | 0.8969 | 0.0932 | 0.6480             | 0.9313 | 0.1778 |
|                | Agnostic            | 0.5510             | 0.8943 | 0.1231 | 0.6404             | 0.9345 | 0.1564 |
|                | Targeted            | 0.5582             | 0.8932 | 0.1246 | 0.6345             | 0.9367 | 0.1555 |
|                | Simple              | 0.6316             | 0.8824 | 0.1044 | 0.6775             | 0.9194 | 0.1959 |
| Regulator      | Unconstrained       | 0.5836             | 0.8895 | 0.1305 | 0.6211             | 0.9421 | 0.1513 |
|                | Simple              | 0.6314             | 0.8824 | 0.1333 | 0.6774             | 0.9195 | 0.1752 |

**Table 1:** Performance of unconstrained and constrained prediction models across key metrics for the disparate impact (top) and risk (bottom) applications, as in Figure 2. For both lender and regulator, unconstrained XGBoost and simple (five-variable) linear models are listed. For the lender, the agnostic model optimizes the lender objective subject to a constraint on the coefficients of the agnostic explainer, while the targeted model optimizes the objective subject to a constraint based on the targeted explainer. In the disparate impact application, “DI” denotes the average difference in credit scores across groups and “DI on acceptance” denotes the average in acceptance probabilities at an approval threshold of 85% probability of repayment. In the risk application, “accepted defaults” and “accepted non-defaults” denotes the fraction of applicants that are accepted among those who ultimately default and among those who ultimately repay, respectively, for an approval threshold of 85% probability of repayment. “MSE” denotes the mean-squared error.

Within each block, the first column shows the case where the regulator constrains these coefficients, and the second column shows what value these coefficients would have taken in the lender’s preferred model without any explainer constraint.

The pattern across the first two columns is illustrative. When the constrained coefficient is less positive (or more negative) than the unconstrained coefficient, the constraint has the effect of requiring the model’s predicted default rates to be lower for borrowers with higher values of that variable. For example, in the first row of panel (a), the constrained coefficient on percentage of trades ever delinquent is .143, whereas the unconstrained coefficient is .256; the constraint thus lowers the credit score’s predicted default rates for individuals with, for example, a 10-percentage-point higher prevalence of delinquency across their past loans by 1.1 percentage points.

The final four columns of the table then shed light on the regulator’s preferred changes in these coefficients by showing how these variables are correlated both with default (the outcome the lender’s model seeks to predict) and with preference misalignment (an indicator for which borrowers the lender and regulator have divergent preferences over). Univariate correlations are shown in columns (5) and (6), while coefficients from a multivariate regression are shown in columns (7) and (8).

Focusing first on the disparate impact example in panel (a), where the regulator prefers lower predicted

---

Note that the last two columns show coefficients from a multivariate regression that is jointly run for all explainer covariates included in the agnostic explainer or in the targeted explainer. Due to high correlations between covariates that are only included in one but not both, some of the coefficients from the multivariate regression are degenerate. We therefore focus mainly on univariate correlations.
default rates for minority applicants in order to shrink the penalty term in (DL-P), these correlations reveal that the regulator indeed tends to constrain explainer coefficients to be lower when the corresponding variable has a positive multivariate correlation with an indicator for preference misalignment (i.e., an indicator for minority status). Turning next to panel (b), where the regulator prefers higher predicted default rates for borrowers more likely to default in a bad state of the economy, the opposite pattern is also intuitive: the regulator tends to constrain explainer coefficients to be higher when the corresponding variable is positively correlated with preference misalignment.

Continuing to the optimal, targeted explainer, Table 2 also illustrates how the targeted explainer achieves dominant outcomes relative to the agnostic explainer. Recall that the targeted explainer selects variables that best predict preference misalignment, rather than those that best summarize model predictions, and the explainer then projects model predictions onto these variables. Similar to the agnostic case, the regulator then places constraints on the coefficients in this projection. While several variables (those in the middle of each panel) are selected by both explainers, the variables selected by only the targeted explainer tend to be more highly correlated with misalignment than the variables selected by the agnostic explainer. In so doing, the targeted explainer leads to model predictions that are more closely aligned with the regulator’s preferences, at lower cost in terms of overall model performance, relative to an agnostic explainer.

There are further interesting patterns in which variables are selected by the agnostic and targeted explainers. In panel (a), the disparate impact case, we see that the main drivers of differences between groups and the main drivers of repayment are quite different, such that the agnostic and targeted explainers describe substantially different aspects of the credit scoring function. In particular, the agnostic explainer selects variables that capture a history of credit risk and hence may be particularly predictive of future credit risk; in contrast, the targeted explainer selects variables that reflect broader patterns in credit use and access, which may correlate more closely with the drivers of inequality (e.g., historical exclusion from formal credit markets) that shape the regulator’s group-specific preferences. In the risk case (panel (b)), on the other hand, the targeted explainer picks variables that are particularly helpful to describe who potentially defaults in the low state of the economy. These variables are more similar to the variables selected by the agnostic explainer in the sense that both capture a history of credit risk and are selected to be predictive of future risk. These differences help interpret why the choice of explainer makes a relatively minor difference in the risk case, as in Figure 2.
| Variable                                                                 | Agnostic explainer | Targeted explainer | Correlation | Coefficients |
|-------------------------------------------------------------------------|--------------------|--------------------|-------------|--------------|
|                                                                         | Constrained        | Unconstrained      |              | Default       |
| Percentage of trades ever delinquent                                    | 0.151              | 0.152              |              | 0.1501        |
| Missing: Months since most recent third party collection occurrence      | 0.1433             | 0.2563             | 0.3569       | 0.1719        |
| Missing: Balance of most recent, open, premium bankcard trade in 12 months | -0.0026            | 0.0542             | -0.082       | 0.2618        |
| Missing: Months since most recent non-medical third party collection occurrence | -0.0196          | -0.0470            | -0.0956      | -0.3073       |
| Missing: Credit line of most recent, open, premium bankcard trade in 12 Months | 0.0014             | -0.0082            | 0.2618       | 0.2062        |
| Average bankcard credit limit                                          | -0.0104            | -0.0500            | -0.2125      | -0.1674       |
| Transactor behavior in past 8 months                                   | 0.079              | -0.0398            | -0.1955      | -0.1803       |
| Missing: Months since most recent third party collection occurrence      | 0.0079             | -0.0398            | -0.1955      | -0.1803       |
| Missing: Months since most recent non-medical third party collection occurrence | 0.0079          | -0.0398            | -0.1955      | -0.1803       |
| Missing: Max aggregate bankcard balance over last 3 months              | 0.282              | 0.1472             | 0.3749       | 0.2058        |
| Missing: Number of unpaid collections                                  | 0.171              | 0.0688             | 0.1907       | 0.2040        |
| Missing: Bankcard balance magnitude algorithm over last 24 months       | 0.0467             | 0.0203             | 0.2767       | 0.2047        |
| Missing: Months since most recent bankcard trade opened                 | -0.2269            | -0.0919            | 0.2146       | 0.2101        |

### Table 2: Explainer coefficients in the disparate impact (top) and risk (bottom) applications for the solutions presented in Figure 2 and Table 1. The “agnostic explainer” and “targeted explainer” columns report the coefficients on the respective five chosen explainer variables and a constant for different credit scores. The “constrained” coefficients report the coefficients for the regulator’s preferred model, which are also those of the lender’s model subject to the explanation constraint (dot at the end of the blue and green lines, respectively, in Figure 2). The “unconstrained” coefficients report the explainer coefficients for the unconstrained lender model (lender dot at the end of the solid black lines in Figure 2). The remaining columns provide details of the chosen variables, listing the correlation with default and the variable encoding misalignment (that is, minority identity in the disparate impact application and a rejected application in the risk application), as well as linear regression coefficients (discussed further in Footnote 4 of the text) for a joint linear regression of the variable on all covariates in the table.
IV. Conclusion

We study the problem of a principal who seeks to regulate an agent’s choices over complex algorithms. In an empirical example, we consider a lender (agent) who is choosing a complex credit scoring function to evaluate the credit risk of potential borrowers, whereas a financial regulator (principal) seeks either to reduce disparate impact of the credit scoring function across racial and ethnic groups or to make the credit scoring function more conservative over a group of borrowers who may be particularly likely to default in a bad state of the economy. The example illustrates our theoretical results: restricting the lender ex-ante to simple credit-scoring algorithms makes regulation easier, but creates inefficient results that can come at a cost to both the regulator and the lender. Instead, we show that effective regulation can allow for complex machine-learning algorithms, and should regulate them based on those aspects of the model most related to the source of preference misalignment. We thus add to a broader discussion about regulating algorithms: when should regulators allow the use of complex models, and what aspects of these models should regulators regulate? Our theory and empirical results add further evidence that regulation based on prohibiting the use of certain data or constraining the functional form of models may be ineffective and inefficient. Instead, our work illustrates benefits to allowing for flexible algorithms that are regulated based on descriptions of their key behaviors, and our results provide guidance for what these key behaviors are.
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Appendix

A Empirical optimization

In empirically solving for optimal credit scores, we face three challenges. First, we only observe a sample, and not the full distribution of the data. Second, solving the regulator’s optimization problem of finding good explainer covariates is generally computationally hard. And third, we have to solve for complex prediction functions subject to explainer constraints.

In order to address the first challenge of facing only a noisy sample form the distribution of applicants, we solve all of our optimization problems in a training sample, and later evaluate the solutions on a hold-out set to obtain accurate measurements of performance. We implement the above solutions of the lender and regulator using boosted trees, which has the best out-of-sample performance among a number of parametric and non-parametric standard prediction methods on our data. We provide additional details in the appendix, including a comparison to regularized and non-regularized linear regression, random forests, and neural networks in Table 4 and a comparison of in-sample and out-of-sample performance of our solutions in Figure 4. In the remaining part of this section, all reported results are based on the out-of-sample performance of boosted trees.

For the second challenge, obtaining the optimal set of explainer variables in each case involves a search over all possible sets of $k$ variables, where $k = 5$ in our main specification, out of a total of more than 500. This would generally be computationally infeasible. Instead, we choose the set of variables by a LASSO regression that approximates the solution of (Ex), (R-Ex), and (DI-Ex). Specifically, we fit linear models that minimize the sum of the respective empirical risk and a penalty $\nu \|\beta\|_1$ on the coefficients $\hat{\beta}$, where $\nu$ is chosen such that the number of non-zero coefficients is $k$. We then use the set of variables with non-zero coefficients as the explainer variables.

To address the third challenge of solving for complex prediction functions subject to explainer constraints, we rely on projection methods. We first solve for the first-best lender and regulator solutions using boosted trees (XGBoost) on the training sample, as well as for preferences that put varying weight $\lambda$ on disparate impact in the DI application and preferences that put varying probability $\ell$ on the low-state MSE in the risk application. We then compute the respective solution subject to explainer constraints by applying Proposition 1. Specifically, from an unconstrained solution $f$ we obtain the constrained solution by setting $\hat{f}(x) = x_S^T \hat{\beta}^P + (f(x) - x_S^T \hat{\beta}^f)$, where $\hat{\beta}^P$ are the OLS coefficients for the regression of the first-best regulator solution on the explainer covariates in $S$ and $\hat{\beta}^f$ are the analogous coefficients for $f$. 

### B Additional Empirical Results

| Variable                                                      | Accepted | Rejected | Minority |
|---------------------------------------------------------------|----------|----------|----------|
| Repayment                                                     | 0.849    | –        | 0.841    |
|                                                              | (0.358)  |          | (0.431)  |
| Percentage of trades ever delinquent                         | 12.005   | 24.236   | 18.890   |
|                                                              | (19.706) | (28.382) | (23.951) |
| Missing: Months since most recent third party collection occurrence | 0.752    | 0.510    | 0.596    |
|                                                              | (0.432)  | (0.500)  | (0.491)  |
| Missing: Months since most recent non-medical third party collection occurrence | 0.823    | 0.612    | 0.683    |
|                                                              | (0.381)  | (0.487)  | (0.465)  |
| At least one trade 90 or more days past due ever              | 0.269    | 0.478    | 0.424    |
|                                                              | (0.443)  | (0.500)  | (0.494)  |
| Missing: Aggregate bankcard amount past due for month 17      | 0.190    | 0.374    | 0.306    |
|                                                              | (0.392)  | (0.484)  | (0.461)  |
| Missing: Aggregate bankcard amount past due for month 15      | 0.187    | 0.371    | 0.303    |
|                                                              | (0.390)  | (0.483)  | (0.460)  |
| Number of collections excluding medical                       | 0.529    | 1.446    | 1.032    |
|                                                              | (1.575)  | (2.727)  | (2.168)  |
| Missing: Aggregate bankcard amount past due for month 18      | 0.190    | 0.372    | 0.306    |
|                                                              | (0.393)  | (0.483)  | (0.461)  |
| Number of unpaid collections                                  | 0.715    | 2.384    | 1.313    |
|                                                              | (2.326)  | (4.978)  | (3.015)  |
| Missing: Number of months since overlimit on a bankcard       | 0.760    | 0.673    | 0.696    |
|                                                              | (0.427)  | (0.469)  | (0.460)  |

**Table 3:** Summary statistics of repayment as well as the ten variables (out of a total of 518) with the highest importance scores for predicting credit-card repayment. Averages are reported separately for subsamples that were accepted or rejected for a loan. An additional column presents average values specifically for the subsample of accepted minority applicants. Standard deviations are in parentheses.
Table 4: Out-of-sample performance of varying prediction models according to mean-squared error ("MSE," where lower values indicate better fit), the area under the ROC curve ("ROC AUC," where higher values indicate better fit), the negative log-likelihood ("log loss," where lower values indicate better fit), and the coefficient of determination ("$R^2$," where higher values indicate better fit). Our main implementation is based on boosted trees ("XGBoost," first row). As a benchmark, we also report results for using a commercially available credit score as the only covariate in a simple logistic regression ("finscore logistic," last row). This credit score is not used as a covariate in the other models.
Figure 3: Out-of-sample performance of unconstrained and constrained prediction models across key objectives for the disparate impact (top) and risk (bottom) applications as in Figure 2, but with varying explainer complexity. The left panels use ten variables for the simple (linear) model and the explainer (in addition to a constant for the intercept), while the right panel uses twenty. This illustrates robustness of the results reported in Table 1 and Figure 2 based on five explainer variables.
Figure 4: Performance of models of varying complexity in the training sample (left panels) and on the hold-out set (right panels) for the disparate impact (top panels) and risk (bottom panels) examples, following Figure 2. The simple linear model is a linear-regression model on five covariates chosen by the LASSO. The complex linear and complex XGBoost models use all 518 covariates to predict repayment. The regulator and lender marks correspond to the solutions maximizing the empirical analog to the objectives (DI-P), (DI-A) and (R-P), (R-A), respectively.
C Proofs

Proof of Proposition 1. Write \( s(x) = x_S' \mathbf{E}^{-1}_\theta [x_S x_S'] \mathbb{E}_\theta [x_S y] \) for the linear projection of \( y \) on \( x_S \). Among the constrained set, the agent chooses among functions \( x_S' \beta^P_\theta + r(x) \) subject to \( \mathbb{E}_\theta [r(x)x_S] = 0 \), minimizing

\[
\mathbb{E}_\theta [(x_S' \beta^P_\theta + r(x) - y)^2] = \mathbb{E}_\theta [(x_S' \beta^P_\theta - s(x) + r(x) - (y - s(x)))^2] \\
= \mathbb{E}_\theta [(x_S' \beta^P_\theta - s(x))^2 + \mathbb{E}_\theta [(r(x) - (y - s(x)))^2]].
\]

Hence, the optimality of \( r(x) \) does not depend on \( \beta^P_\theta \), so \( r(x) = r^A_\theta(x) \) is an optimal solution.

Proof of Theorem 1. For covariate shift, \( F = \mathbb{R}^X \) achieves the first-best solution \( f_\theta \) on the support of \( \mu_\theta \), and thus also for the principal. Only if the ex-ante complexity constraint is trivial in the sense that it allows for solutions that are \( \mu^P_\theta \)-almost surely the same as \( f_\theta \) would a constrained solution achieve the same utility. For model shift, by Proposition 1, the solution from delegating to the agent subject to an explainability constraint with covariates \( S_2 \) takes the form \( f_\theta(x) - x_S' \beta \) for some \( \beta \) that the principal has control over by requiring \( \mathbb{E} f = \mathbb{E} f_\theta - \beta \). Hence, the principal achieves risk \( \int_X (f_\theta(x) - x_S' \beta - f^P_\theta(x)) \, d\mu_\theta(x) \), where \( \beta \) can be set to attain the minimum, yielding the left-hand risk for the principal. At the same time, if the principal restricts the agent to simple linear functions on covariates \( S_1 \), she can dictate the choice of prediction function and achieve risk \( \int_X (x_S' \beta - f^P_\theta(x)) \, d\mu_\theta(x) \), where \( \beta \) can be set to attain the minimum again, yielding the right-hand risk for the principal.

Proof of Proposition 2. The preference of the principal is equivalent to minimizing

\[
\int_X (f(x) - f_\theta(x))^2 \, d\mu_\theta(x) + \lambda \left( \int_X f(x) \frac{g_\theta(x)}{\bar{g}_\theta} \, d\mu_\theta(x) - \int_X f(x) \frac{1 - g_\theta(x)}{1 - \bar{g}_\theta} \, d\mu_\theta(x) \right)
= \int_X \left( (f(x) - f_\theta(x))^2 + \lambda f(x) \left( \frac{g_\theta(x)}{\bar{g}_\theta} - \frac{1 - g_\theta(x)}{1 - \bar{g}_\theta} \right) \right) \, d\mu_\theta(x)
= \int_X \left( f^2(x) - 2 f(x) \left( f_\theta(x) - \lambda g_\theta(x) \frac{\bar{g}_\theta}{2 \bar{g}_\theta(1 - \bar{g}_\theta)} \right) + f^2_\theta(x) \right) \, d\mu_\theta(x)
= \int_X \left( f(x) - f_\theta(x) + \lambda \frac{g_\theta(x) - \bar{g}_\theta}{2 \bar{g}_\theta(1 - \bar{g}_\theta)} \right)^2 \, d\mu_\theta(x) + \int_X \left( f^2_\theta(x) - \left( f_\theta(x) - \lambda \frac{g_\theta(x) - \bar{g}_\theta}{2 \bar{g}_\theta(1 - \bar{g}_\theta)} \right)^2 \right) \, d\mu_\theta(x).
\]

Since the right part does not depend on \( f_\theta \), this preference is equivalent to Definition 2 with \( f^P_\theta(x) = f_\theta(x) - \lambda \frac{g_\theta(x) - \bar{g}_\theta}{2 \bar{g}_\theta(1 - \bar{g}_\theta)} \).

Proof of Theorem 2. The result is immediate from the fact that the expression the theorem maximizes over represents the average risk from optimal delegation with explainer, as in the proof of Theorem 1.
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