Quasar cosmology: dark energy evolution and spatial curvature
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ABSTRACT
We analyse some open debates in cosmology in light of the most updated quasar (QSO) sample, covering a wide redshift range up to $z \sim 7.5$, combined with type Ia supernovae (SNe) and baryon acoustic oscillations (BAOs). Indeed, extending the cosmological analyses with high-redshift data is key to distinguishing between different cosmological models that are degenerate at low redshifts, and allowing better constraints on a possible dark energy (DE) evolution. Also, we discuss combinations of BAO, SNe, and QSO data to understand their compatibility and implications for extensions of the standard cosmological model. Specifically, we consider a flat and non-flat $\Lambda$CDM cosmology, a flat and non-flat DE model with a constant DE equation of state parameter ($w$), and four flat DE models with variable $w$, namely the Chevallier–Polarski–Linder and Jassal–Bagla–Padmanabhan models, and an ‘exponential’, and Barboza–Alcaniz parametrizations. We find that a joint analysis of QSO+SNe with BAO is only possible in the context of a flat Universe. Indeed BAO confirms the flatness condition assuming a curved geometry, whilst SNe + QSO show evidence of a closed space. We also find $\Omega_{M0} = 0.3$ in all data sets assuming a flat $\Lambda$CDM model. Yet, all the other models show a statistically significant deviation at 2-3 $\sigma$ with the combined SNe + SO + BAO data set. In the models where DE density evolves with time, SNe + QSO + BAO data always prefer $\Omega_{M0} > 0.3$, $w_0 < -1$ and $w_a > 0$. This DE phantom behaviour is mainly driven by SNe + QSO, while BAO are closer to the flat $\Lambda$CDM model.
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1 INTRODUCTION
The most widely adopted parametrization of the observed Universe is based on the so-called $\Lambda$ cold dark matter ($\Lambda$CDM) model (Peebles 1984), relying on the existence of cold dark matter and dark energy ($\Lambda$) associated with a cosmological constant (Carroll 2001) in a spatially flat geometry. Predictions from this model have been found to agree with most of the observational probes such as the cosmic microwave background (CMB; e.g. Planck Collaboration 2020), the baryon acoustic oscillations (BAO; e.g. Alam et al. 2021), and the present accelerated expansion of the Hubble flow, based on the distance modulus–redshift relation (the so-called Hubble–Lemaître, or simply Hubble diagram) of type Ia supernovae (SNe Ia; e.g. Riess et al. 1998; Perlmutter et al. 1999), where a dominant dynamical contribution, dubbed dark energy (DE) and related to the cosmological constant, should drive such an acceleration. However, the fundamental physical origin and the properties of DE are still unknown, as the interpretation of $\Lambda$ is plagued by a severe fine-tuning issue to obtain the right amount of DE observed today. Moreover, the data sets listed above do not fully fit the evolution of DE ranging from early to late epochs (Benetti et al. 2019; Yang et al. 2021) and do not fully rule out a spatially non-flat Universe (Park & Ratra 2019; Di Valentino, Melchiorri & Silk 2020, 2021; Handley 2021; Yang et al. 2021). The latter possibility has raised a remarkable debate about the importance of properly combining CMB data to infer significant statistical interpretations from the analysis (Efstathiou & Gratton 2020; Planck Collaboration 2020) and, by extension, the importance of combining data sets that do not reveal manifest tension (Gonzalez et al. 2021; Vagnozzi, Loeb & Moresco 2021). Deviations from the spatially flat $\Lambda$CDM model would imply important theoretical and observational consequences and a change in our current understanding of cosmic evolution (e.g. Capozziello, Benetti & Spallicci 2020). Statistically significant deviations in this direction have already been found in cosmological analyses with high-redshift probes such as Gamma-Ray Bullets (see Dainotti, Cardone & Capozziello 2008; Dainotti et al. 2011a, 2013a, 2015, 2017, 2020a; Dainotti, Ostrowski & Willingale 2011a; Dainotti et al. 2020b for the standardization of these sources as cosmological candles) and quasars (QSOs) combined with SNe Ia (Risaliti & Lusso 2019; Lusso et al. 2019, 2020; Bargiacchi et al. 2021). Such a joint analysis (SNe + QSO) makes use of the observed non-linear relation between the ultraviolet and the X-ray luminosity in QSOs (e.g. Steffen et al. 2006; Just et al. 2007; Lusso et al. 2010; Lusso & Risaliti 2016; Bisogni et al. 2021; Dainotti et al. 2022) to provide an independent measurement of their distance (see e.g. Risaliti & Lusso 2015, 2019; Lusso et al. 2020, for details). The methodology is complementary to the traditional resort to type Ia SNe to estimate
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the cosmological parameters, yet it extends the Hubble–Lemaître diagram to a redshift range currently inaccessible to SNe ($z = 2.4–7.5$). Within a model where an evolution of the DE equation of state (EoS) in form $w(z) = w_0 + w_a \times z(1 + z)$ is assumed, the data suggest that the DE parameter is increasing with time (Risaliti & Lusso 2019; Lusso et al. 2020). Therefore, it is compelling to further study extensions of the $\Lambda$CDM model that could produce such behaviour of DE.

Here we further analyse the most updated QSO and SNe Ia data sets, in combination with BAO, to constrain cosmological parameters in a suit of cosmological models that extend the flat $\Lambda$CDM. In particular, data from BAO proved to agree with the description of a geometrically flat Universe (Alam et al. 2021; Gonzalez et al. 2021), and it is important to investigate whether can be correctly combined with QSOs that give different indications. Therefore, we conduct a detailed analysis of the compatibility of the data, considering different DE parametrizations. Specifically, we consider the standard cosmological model, where DE is described by the constant $\Lambda$, and the simple extension where the DE density parameter is allowed to vary even if its EoS is constant in time (wCDM model). We study these models both in the context of a spatially flat and a curved Universe. In addition, we extend our analysis by also considering, under the flatness assumption, four parametric descriptions where the DE EoS is evolving with redshift, namely the Chevallier–Polarski–Linder (CPL; e.g. Chevallier & Polarski 2001; Linder 2003) and Jassal–Bagla–Padmanabhan (JBP; e.g. Jassal, Bagla & Padmanabhan 2005) models, an ‘exponential’ (see Yang et al. 2019), and the Barboza–Alcaniz (BA; e.g. Barboza & Alcaniz 2008) parametrizations.

This work shows manifestly important points of originality with respect to some previous similar analyses (e.g. Khadka & Ratra 2020; Rezaei, Pour-Ojaghi & Malekjani 2020; Zheng et al. 2021). In particular, we make use of the most updated QSO sample (Lusso et al. 2020) that has been specifically selected for cosmological studies and significantly improved compared to the previous one concerning the number of sources, quality of measurements and redshift range extension. Moreover, we also focus on and consider the compatibility among the different probes thoroughly, which is not taken into account in other works in a comprehensive manner and instead plays a crucial role in the discussion and in the statistical credibility of the results.

The manuscript is organized as follows. Section 2 describes the data sets used in this work and the methods applied to analyse them. In Section 3, we introduce different (spatially flat and non-flat) cosmological models also in the context of an evolving DE, whilst in Section 4 we present the main results of the fits of these models on the SNe Ia, QSO, and BAO data sets comparing them and discussing the implications. Finally, in Section 5, we summarize our findings. In Appendix B we describe the issues faced when applying our fitting technique to some of the models studied.

2 DATA SETS

Here, we work with large-scale data, selecting and combining complete samples of QSO, SNe Ia, and BAO measurements to investigate the late-time Universe. In this section, we describe each data set and the methodology used for the cosmological analyses. These are carried out using the probes separately, followed by the joint analysis. The extension to early-time CMB data will be included in a forthcoming paper that will extend the present results.

2.1 Supernovae Ia

For SNe Ia, we consider the most recent collection of 1048 sources from the Pantheon sample (Scolnic et al. 2018). We directly use the values of the distance moduli (with their uncertainties) to get consistency with the physical quantities of QSOs and be able to join these two probes. Indeed, as we explain in the next section, we need to calibrate QSO distances making use of SNe. To this aim, we assume an absolute magnitude $M = −19.36$ and we obtain the distance moduli by computing $m − M$, where $m$ is the apparent magnitude from the Pantheon data.

All the fits presented in this work are obtained through the PYTHON package emcee (Foreman-Mackey et al. 2013), which is a pure-PYTHON implementation of Goodman & Weare’s affine invariant Markov chain Monte Carlo (MCMC) ensemble sampler. The likelihood function ($LF$) used in this method to fit the SNe sample, as all measurements are independent, is defined as

$$ \ln(LF)_{\text{SNe}} = -\frac{1}{2} \sum_{i=1}^{N} \left[ \frac{(y_i - \phi_i)^2}{\sigma_i^2} + \ln(\sigma_i^2) \right], $$

where $N$ is the number of sources, $y_i$ is the distance modulus with statistical uncertainty $\sigma_i$, and $\phi_i$ is the distance modulus predicted by the cosmological model considered, yet it depends on the redshift and the free parameters of the model. As shown in equation (1), we make use of statistical uncertainties only, without considering the complete non-diagonal covariance matrix that includes also the systematic ones. Our main results do not depend on this choice, as shown in Appendix A. Specifically, all free parameters fitted in each of the models studied in this work are compatible within 1σ if we compare the SNe (only stat) +QSO and the SNe (stat+syst) + QSO samples. A couple of examples are shown in Appendix A.

2.2 Quasars

The sample of QSOs used in this work is the one described in Lusso et al. (2020) with the cutting at redshift $z > 0.7$ for the sources with a photometric determination of the UV flux (see the mentioned paper for an explanation of this selection filter). This is composed of 2036 sources that cover the redshift range up to $z = 7.54$ (Bañados et al. 2018). These sources have been carefully selected for cosmological studies and we refer to Risaliti & Lusso (2015), Lusso & Risaliti (2016), Risaliti & Lusso (2019), Salvestrini et al. (2019) and Lusso et al. (2020) for a detailed description and validation of the procedure used to turn them into standard candles and for an explanation of the fitting technique used to include them in the cosmological analysis. Here, we only summarize the crucial points required by the present work.

As anticipated in the introduction, the method to determine QSO distances is based on the non-linear relation between their UV and X-ray luminosity (Steffen et al. 2006; Just et al. 2007; Lusso et al. 2010; Lusso & Risaliti 2016; Bisogni et al. 2021; Dainotti et al. 2022). The fitted distance moduli are obtained from $DM(z) = 5\log(D_L(z)\text{[Mpc]}) + 25$ where the luminosity distance $D_L(z)$ comes from (Risaliti & Lusso 2021).
Lusso 2015; Lusso et al. 2020)

\[
\log D_L(z) = \frac{\log F_X - \beta - \gamma \log F_{UV} + 27.5}{2(\gamma - 1)} - \frac{1}{2} \log(4\pi r) + 28.5. 
\]

(2)

In this expression, \( D_L \) is expressed in units of cm and is normalized to 28.5 in logarithm, \( F_X \) and \( F_{UV} \) are the measured flux densities (in erg s\(^{-1}\) cm\(^{-2}\) Hz\(^{-1}\)) at 2 keV and 2500 Å, respectively, and \( F_{UV} \) is normalized to the logarithmic value of -27.5. The slope \( \gamma \) and the intercept \( \beta \) of the logarithmic X-UV luminosity relation are free parameters of the fit. The LF used by the MCMC process to fit QSOs is

\[
\ln(LF)_{QSO} = -\frac{1}{2} \sum_{i=1}^{N} \left( \frac{y_i - \phi_i}{s_i} \right)^2 + \ln(s_i). 
\]

(3)

In this case, the data \( y_i \) correspond to \( \log F_X \), while \( \phi_i \) to the logarithmic X-flux predicted by the model assumed through the inversion of equation (2) and it depends on \( \gamma \), \( \beta \), the redshift and the specific parameters of the model. Moreover, \( s_i^2 = d \gamma^2 + \gamma^2 d\xi^2 + d^2 \) and it takes into account the statistical uncertainties on \( \log F_X \) and \( \log F_{UV} \), but also the intrinsic dispersion \( \delta \) of the X-UV flux relation, which is another free parameter of the fit. Practically, \( LF_{QSO} \) is just the same likelihood function used for SNe (equation 1), but modified to include the contribution of the intrinsic dispersion of the X-UV relation.

Besides, we also need an additional free parameter (k) to calibrate QSO distances using the distance ladder through SNe. Indeed, QSOs do not provide absolute distances as they are not able to fit the ‘zero-point’ of the Hubble diagram. This is the reason why we include in our analysis the parameter \( k \) shared by both SNe and QSOs: it is a rigid shift of the QSO Hubble diagram to match the one of SNe in the common redshift range. We require the distance moduli predicted by the cosmological model to be \( DM(z) = 5 \log(D_L(z)[\text{Mpc}]) + 25 + k \) for both SNe and QSOs. This way this parameter is also degenerate with the Hubble constant \( H_0 \) that appears in the cosmological expression for \( D_L(z) \) (see equation 15). For this reason, we always assume \( H_0 \) fixed to the arbitrary value \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \), while \( k \) is fitted and represents the deviation of \( H_0 \) from the chosen reference value. As we have just stressed, the Hubble diagram of QSOs cannot be built without the inclusion of SNe, that act as calibrators, thus the joint likelihood function used for the combined sample of QSOs and SNe is given by \( \ln(LF)_{QSO+SNe} = \ln(LF)_{SNe} + \ln(LF)_{QSO} \).

### 2.3 Baryon Acoustic Oscillations

The BAO data we consider in the present work come from the survey 6dFGS (Beutler et al. 2011), SDSS DR7 (MGS) (Ross et al. 2015), BOSS DR12 (Alam et al. 2017) and eBOSS (Ata et al. 2018). This is the most common data set used in recent studies and Planck Collaboration (2020), with the inclusion of the measurement at \( z = 1.52 \) (Ata et al. 2018). We do not consider Ly\( \alpha \)BAO determinations as they are more complicated and require additional assumptions than galaxy BAO measurement, as explained in Planck Collaboration (2020). We describe all the measurements used and their details in Table 1.

The physical quantities appearing in Table 1 are the volume-averaged distance \( D_V(z) \), the comoving sound horizon at baryon drag epoch \( r_s(z_d) \) and its value in the fiducial cosmology of the specific survey \( r_{s,\text{fid}} \). They are defined as follows (see e.g. Eisenstein & Hu

### Table 1. BAO data set: survey, effective redshift \( z_e \), physical quantity, measurement and, where necessary, fiducial comoving sound horizon at drag epoch \( r_{s,\text{fid}} \).

| Survey          | \( z_e \) | Quantity | Measurement | \( r_{s,\text{fid}} \) | Ref. |
|-----------------|----------|----------|-------------|------------------------|-----|
| 6dFGS           | 0.106    | \( r_s(z_d) \) | \( D_V(z) \) | \( r_s(z_d) \) | 0.336 ± 0.015  | 1   |
| SDSS DR7 (MGS)  | 0.15     | \( D_M(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 664 ± 25      | 148.69 | 2  |
| BOSS DR12       | 0.38     | \( D_M(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 1512.39       | 147.78 | 3  |
|                  |          | \( H(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 81.2087       | 147.78 | 3  |
| BOSS DR12       | 0.51     | \( r_s(z_d) \) | \( D_M(z) \) | \( r_s(z_d) \) | 1975.22       | 147.78 | 3  |
|                  |          | \( H(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 90.9029       | 147.78 | 3  |
| BOSS DR12       | 0.61     | \( D_M(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 2306.68       | 147.78 | 3  |
|                  |          | \( H(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 98.9647       | 147.78 | 3  |
| eBOSS           | 1.52     | \( D_M(z) \) | \( r_s(z_d) \) | \( r_s(z_d) \) | 3843 ± 147    | 147.78 | 4  |

1998; Eisenstein et al. 2005):

\[
D_V(z) = \left[ \frac{c^2}{H(z)(1+z)^2} \right]^{\frac{1}{3}} 
\]

and

\[
r_s(z_d) = \int_{z_d}^{\infty} \frac{c(z')}{H(z')} dz',
\]

where the sound speed \( c_s \) is given by

\[
c_s(z) = \left[ \frac{3}{1 + \frac{1}{4} \Omega_{M,0}^{1/4} \frac{1}{2} \Omega_{\Lambda}^{1/2} (1+z)^2} \right]^{1/2}
\]

and the redshift of the baryon drag epoch \( z_d \) is

\[
z_d = \frac{1291(\Omega_{M,0} h^2)^{0.251}}{1 + 0.659(\Omega_{M,0} h^2)^{0.828}} \left[ 1 + b_1(\Omega_{M,0} h^2)^{0.251} \right],
\]

with

\[
b_1 = 0.313(\Omega_{M,0} h^2)^{-0.419} \left[ 1 + 0.607(\Omega_{M,0} h^2)^{0.674} \right]
\]

\[
b_2 = 0.238(\Omega_{M,0} h^2)^{0.223}
\]

The quantity \( D_M(z) \) is simply related to the luminosity distance as \( D_M(z) = D_L(z)/(1+z) \). In all the previous formulae, we used the standard notation: \( c \) is the speed of light, \( H(z) \) is the Hubble parameter, \( h \) is the dimensionless Hubble constant \( h = H_0/100 \text{ km s}^{-1} \text{ Mpc}^{-1} \), \( \Omega_{M,0}, \Omega_{\Lambda,0} \) and \( \Omega_M \) are the density parameters of baryons, photon, and matter component, respectively.

We note that \( \Omega_M \) is a free parameter of the fit, while \( D_L(z) \) and \( H(z) \) are obtained from the cosmological model assumed and depend on the specific cosmological parameters, while the other quantities are fixed: \( \Omega_{M,0} h^2 = 0.0224 \) (in agreement with Hinshaw et al. 2013 and Planck Collaboration 2020) and \( \Omega_{\Lambda,0} h^2 = 2.469 \times 10^{-5} \).

The way we express \( D_L(z) \) and \( H(z) \) in the procedure to fit BAO is straightforward. Indeed, \( H(z) \) can be easily written down as a
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function of the cosmological parameters of the model considered (see equation 14). On the other hand, in our fitting technique, we assume a cosmological model and we compute the predicted distance modulus, that is the physical quantity needed to fit standard candles as SNe and QSOs. As a consequence, we can make use of the distance modulus predicted to derive \( D_L(z) \). Finally, having both \( D_L(z) \) and \( H(z) \) as a function of the cosmological free parameters, we can reconstruct and fit all the BAO quantities reported in Table 1. Considering the way we use \( H_0 \) for SNe and QSOs (i.e. fixing \( H_0 \) and including a degenerate parameter \( k \) for cross calibration), we decided to follow the same approach also for BAO, to get consistency among all the probes. Specifically, we include in the analysis of BAO a free parameter \( k_1 \) and we fix once again \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \), using \( k_1 \) both in DM(z) = 5log[\( D_L(z) \text{(Mpc)} \)] + 25 + \( k_1 \) and as a correction to the fixed \( H_0 \) in each formula requiring the Hubble constant.

Concerning the likelihood function associated with BAO, we need to consider the data from the survey BOSS DR12 separately. Indeed, as we can note from Table 1, all the other measurements are reported with the corresponding uncertainties, as they are uncorrelated (without any volume overlap), while for the BOSS DR12 measurements the uncertainties are not reported due to the presence of correlation among them (they have been computed in three partially overlapping redshift slices). As a consequence, for all the data, except the ones from BOSS DR12, the likelihood function \( L_{BAO} \) has the same expression as the one of SNe (equation 1), but in this case, \( \gamma_i \) (with uncertainty \( \sigma_i \)) is the data corresponding to the physical quantity reported in Table 1 for the surveys 6dFGS, SDSS DR7, and eBOSS and \( \phi_i \) is the associated modelled quantity. Instead, for BOSS DR12 measurements we take into account the relation

\[
\ln(L)_{BAO} = -\frac{1}{2} [y - \phi]^T C^{-1} [y - \phi],
\]

where \( y \) is the vector of the data pair \( \left( \text{DM}(z), \frac{r_{s, fid}}{r_{s, fid}} \right) \), \( H(z) \), \( \frac{r_{s, fid}}{r_{s, fid}} \) for every effective redshift, \( C \) is the associated 6 x 6 covariance matrix (see Alam et al. 2017) and \( \phi \) is the vector of modelled quantities corresponding to \( y \). In the end, the complete likelihood function for the BAO sample is \( L(L)_{BAO} = \ln(L)_{BAO} + \ln(L)_{BAO} \), while for SNe + QSO + BAO is \( \ln(L)_{QSO+SNe+BAO} = \ln(L)_{QSO} + \ln(L)_{SNe} + \ln(L)_{BAO} \).

### 3 COSMOLOGICAL MODELS AND DE EOS PARAMETRIZATIONS

Let us now describe the models we are going to analyse in the next section with the data sets introduced above. First of all, the standard cosmological model, where the EOS of the cosmological constant is defined as \( w(z) = \rho_c / \rho_{\Lambda} = -1 \), with \( \rho_c \) and \( \rho_{\Lambda} \) the pressure and energy density of DE, respectively. In addition to DE, the other cosmological fluids considered in the model are the non-relativistic matter component (indicated by the subscript \( m \)), including both baryons (\( b \)) and cold dark matter (\( \chi_{CDM} \)), and the relativistic component (\( r \)), composed by radiation (\( r_\gamma \)) and neutrinos (\( r_\nu \)). The last one makes a negligible contribution in the late Universe, but it is needed in the computation of the integral in equation (5), that is computed at high redshifts. For this reason, we include the current relativistic density parameter \( \Omega_r,0 \) in our computation of the Hubble parameter evolution, \( H(z) \), fixing \( \Omega_{r,0} = \Omega_{\gamma,0} + \Omega_{\nu,0} = 9 \times 10^{-5} \). We can write the background evolution of the standard cosmological model as

\[
E(z) = \frac{H(z)}{H_0} = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^{3/2} + \Omega_{\Lambda,0} \right]^{1/2},
\]

where the only free cosmological parameter is \( \Omega_{M,0} \), as \( \Omega_{\Lambda,0} = 1 - \Omega_{M,0} - \Omega_{\Sigma,0} \) under the flatness condition.

At the same time, when considering the non-flat curvature extension of the standard \( \Lambda \)CDM model, also the \( \Omega_{\Lambda,0} \) is a free parameter, with the present curvature density parameter \( \Omega_{k,0} = 1 - \Omega_{M,0} - \Omega_{\Sigma,0} - \Omega_{\Lambda,0} \). In this case, we consider the following background evolution

\[
E(z) = \frac{H(z)}{H_0} = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^{3/2} + \Omega_{k,0} (1 + z)^2 + \Omega_{\Lambda,0} \right]^{1/2},
\]

also including a constraint to rule out the region of the parameters space \( (\Omega_{M,0}, \Omega_{\Lambda,0}) \) that does not admit an initial singularity, the so-called big bang region. Following Carroll, Press & Turner (1992), we impose

\[
\Omega_{\Lambda,0} < 4 \Omega_{M,0} \cos \frac{1}{3} \arccos \left( 1 - \frac{\Omega_{M,0}}{\Omega_{M,0}} \right),
\]

where \( \cos \) is cos if \( \Omega_{M,0} > 1/2 \) and \( \cos \) is cosh if \( \Omega_{M,0} < 1/2 \).

Both for the flat and non-flat cases, and also for all the models presented in the following sections, \( k_1 \) (only if BAO are fitted), \( \gamma, \beta, \delta \) are free parameters of the fit, in addition to the specific cosmological parameters. The conservative choice of marginalizing also over the slope \( \gamma \) is explained in detail in Lusso et al. (2020).

### 3.1 Extensions to the \( \Lambda \)CDM model

Extensions of the standard model also involve exploring forms of DE other than the simple cosmological constant (see e.g. Capozziello, D’Agostino & Luongo 2019). In general, we can use a parametrization of \( w(z) \), which can be constant in time or redshift-dependent. In what follows, we propose to analyse three models well-known in the literature, namely the \( w \)CDM, CPL, and JBP, and two models constructed from specific physical and theoretical assumptions, such as i) the DE component must be dominant only at very low redshifts and negligible at early epochs, due to the radiation- and matter-dominated regimes that have preceded the recent DE domination along the Universe evolution; this implies a well-bounded behaviour of DE; ii) \( w(z) \) must be negative to give rise to negative pressure and repulsive force able to counter the gravitational attractive force; in particular, according to the second Friedmann’s equation, we need \( w(z) < -1/3 \) at low \( z \) to explain the present accelerated expansion of the Universe (Riess et al. 1998; Perlmutter et al. 1999) as a DE domination effect. Specific constraints on the future behaviour of DE (\( z \rightarrow (-1)^+ \)) are not required as, generically, cosmological models can show convergence or singularity (e.g. CPL parametrization) in this limit. These requirements draw inspiration for the ‘exponential’ and BA models introduced in this section and already presented in Yang et al. (2019) and Barboza & Alcaniz (2008), respectively.\(^4\)

---

\(^3\)As \( z_r \sim 1020 \) assuming a flat \( \Lambda \)CDM model with \( \Omega_{M,0} = 0.3 \) and \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \).

\(^4\)All the models studied in this work do not verify the requirements a priori, but only for specific ranges of values of their free parameters.
In full generality, for all the DE extensions in this work, we use the following expression for $E(z) = H(z)/H_0$, with a generic $w(z)$:

$$E(z) = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^4 + \Omega_{k,0} (1 + z)^2 + \Omega_{\Lambda,0} \exp \left( 3 \int_0^z \frac{dz'}{1+w(z')} \right)^{\frac{1}{2}} \right].$$

(14)

Accordingly, the model-dependent luminosity distance used to derive the predicted distance moduli is obtained from

$$D_L(z) = \left( \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^4 + \Omega_{k,0} (1 + z)^2 + \Omega_{\Lambda,0} \exp \left( 3 \int_0^z \frac{dz'}{1+w(z')} \right)^{\frac{1}{2}} \right).$$

(15)

For the DE extensions studied, except for the $w$CDM one, we assume a flat Universe fixing $\Omega_{k,0} = 0$, and, as a consequence, $\Omega_{\Lambda,0} = 1 - \Omega_{M,0} - \Omega_{r,0}$. This assumption is consistent with the recent results in Alam et al. (2021) and Gonzalez et al. (2021), where non-flat universes with varying DE EoS are consistent with zero curvature. In the following, we describe the extended models studied in this work specializing equation (14) for each one.

### 3.1.1 Flat and non-flat $w$CDM model

Apart from considering a non-zero curvature, the simplest and most natural extension of the $\Lambda$CDM model is the one in which $w$ is still constant in time but it can assume values different from $w = -1$ and allowed by the constraint $w < -1/3$. This is the so-called $w$CDM model, in which we have

$$E(z) = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^2 + \Omega_{k,0} (1 + z)^2 + \Omega_{\Lambda,0} \right] \exp \left( 3 \int_0^z \frac{dz'}{1+w(z')} \right)^{\frac{1}{2}}. \tag{16}$$

where $\Omega_{M,0}$ and $w$ are the free parameters under the flatness assumption, together with the additional $\Omega_{\Lambda,0}$ in the non-flat case. The regime $w > -1$ is referred to as ‘quintessence’, while the one with $w < -1/3$ as ‘phantom’. The phantom DE scenario predicts a final ‘Big Rip’ for the Universe in which all the matter is ripped apart by the accelerated expansion. This DE classification applies also to the models discussed in the following sections, in which $w$ evolves with redshift.

### 3.1.2 CPL model

The most widely used parametrization for a DE EoS that evolves with time is the CPL (Chevallier & Polarski 2001; Linder 2003), in which $w(z) = w_0 + w_a (1 + z)/z$. This is a smooth function in the redshift range $[0, +\infty)$ that starts from $w = w_0 + w_a$ at $z = +\infty$ and reaches $w_0$ at $z = 0$, but it diverges in the future as $w(z) = \pm\infty$ for $z \to ( -1)^+$. Substituting in equation (14), we get

$$E(z) = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^4 + \Omega_{\Lambda,0} \right] \exp \left[ 3w_0 \left( \frac{1+w}{1+z} \right)^{\frac{1}{2}} \right]. \tag{17}$$

where $\Omega_{M,0}$, $w_0$, and $w_a$ are the cosmological free parameters.

### 3.1.3 JBP model

To explore a parametrization with different dependence on scale, we consider here the JBP model (Jassal et al. 2005), where $w(z) = w_0 + w_a z/(1 + z)^2$ and $w(z)$ has the same value ($w_0$) at present epoch ($z = 0$) and remote past ($z = +\infty$) with a rapid variation at low-$z$. This model presents the same divergence in the future as the CPL described above. From equation (14) we derive

$$E(z) = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^4 + \Omega_{\Lambda,0} \right] \exp \left( 3w_0 \left( \frac{1+w}{1+z} \right)^{\frac{1}{2}} \right). \tag{18}$$

As for CPL model, $\Omega_{M,0}$, $w_0$, and $w_a$ are the free parameters.

### 3.1.4 Exponential model

This parametrization, already introduced in Yang et al. 2019, assumes $w(z) = w_0 e^{w_1 z}$ and satisfies (for specific values of $w_0$) the physical and theoretical conditions described before. By construction, $w(z) = 0$ and $w(z) = 0$ for both $z = +\infty$ and $z \to ( -1)^+$. The corresponding $E(z)$ is

$$E(z) = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^4 + \Omega_{\Lambda,0} \right] \exp \left[ 3w_0 \left( e^{w_1 z} - 1 \right) \right]. \tag{19}$$

In this case, we only have $\Omega_{M,0}$ and $w_0$ as cosmological free parameters.

### 3.1.5 BA model

Finally, we propose the second model that satisfies the already introduced specific physical and theoretical conditions, defined by the EoS $w(z) = w_0 + w_a (1 + z)^2$. In the asymptotic limits of this model we have $w(z) = w_0 + w_a$ for $z = +\infty$ and $w(z) = w_0$ in the future. This is a completely smooth function, without any singularity, in which $\Omega_{M,0}$, $w_0$, and $w_a$ are the free parameters. In this case, from equation (14) we get

$$E(z) = \left[ \Omega_{M,0} (1 + z)^3 + \Omega_{r,0} (1 + z)^4 + \Omega_{\Lambda,0} \right] \exp \left[ 3w_0 (1 + z)^2 \right]. \tag{20}$$

### 4 COSMOLOGICAL RESULTS

In this section, we combine the data introduced above by considering the data sets of SNe + QSO, BAO alone, and SNe + QSO + BAO to analyse the models with curvature and DE extension just described, and discuss the compatibility of the data or their tension. As already mentioned, we use the most recent QSO sample carefully and specifically selected for cosmological purposes (Lusso et al. 2020). It covers a wide redshift range up to $z \sim 7.5$, allowing us to extend the Hubble diagram in a high-$z$ region not explored by SNe (that reach a maximum redshift of $2.26$). This is a crucial region to distinguish among different cosmological models that are instead degenerate at low redshifts. For these reasons, QSOs are expected to be responsible for a shift in the free parameter spaces of the models (due to information at higher redshifts) and improved constraints on the parameters (due to the update of the sample...
Table 2. Best-fitting values and 1σ uncertainties for the cosmological free parameters in each model and data set. The symbol * identifies the data sets, for which the analysis is not statistically justified due to the tension between the probes (even if results are reported for sake of clarity).

| Model       | Data set       | $\Omega_{M,0}$ | $\Omega_{\Lambda,0}$ | $w_0$ | $w_a$ |
|-------------|----------------|----------------|----------------------|-------|-------|
| Flat $\Lambda$CDM | SNe + QSO      | $0.29_{-0.012}^{+0.013}$ | | |
|            | BAO            | $0.37_{-0.048}^{+0.036}$ | | |
| Non-flat $\Lambda$CDM | SNe + QSO      | $0.300_{-0.012}^{+0.012}$ | $1.107_{-0.052}^{+0.051}$ | | |
|            | BAO            | $0.37_{-0.079}^{+0.057}$ | $0.638_{-0.097}^{+0.071}$ | | |
|            | SNe + QSO + BAO * | $0.364_{-0.021}^{+0.022}$ | $0.829_{-0.035}^{+0.035}$ | | |
| Flat $w$CDM | SNe + QSO      | $0.40_{-0.024}^{+0.022}$ | | $-1.494_{-0.143}^{+0.132}$ |
|            | BAO            | $0.38_{-0.050}^{+0.057}$ | | $-1.049_{-0.116}^{+0.094}$ |
| Non-flat $w$CDM | SNe + QSO      | $0.36_{-0.023}^{+0.026}$ | $1.662_{-0.048}^{+0.041}$ | $-0.667_{-0.027}^{+0.024}$ | |
|            | BAO            | $0.30_{-0.058}^{+0.080}$ | $0.463_{-0.072}^{+0.072}$ | $-2.850_{-1.441}^{+1.459}$ | |
|            | SNe + QSO + BAO * | $0.22_{-0.017}^{+0.018}$ | $1.667_{-0.047}^{+0.040}$ | $-0.626_{-0.013}^{+0.012}$ | |
| CPL         | SNe + QSO      | $0.44_{-0.027}^{+0.023}$ | | $-1.267_{-0.191}^{+0.196}$ | $-3.77_{-2.496}^{+2.113}$ |
|            | BAO            | $0.42_{-0.070}^{+0.073}$ | | $-0.82_{-0.549}^{+0.469}$ | $-1.269_{-2.608}^{+1.855}$ |
| Non-flat CPL | SNe + QSO      | $0.35_{-0.030}^{+0.032}$ | $-1.323_{-0.112}^{+0.103}$ | $0.745_{-0.974}^{+0.483}$ | |
|            | BAO            | $0.4_{-0.009}^{+0.025}$ | | $-1.25_{-0.209}^{+0.223}$ | $-4.28_{-3.283}^{+2.680}$ |
|            | SNe + QSO + BAO | $0.35_{-0.030}^{+0.032}$ | $-1.37_{-0.141}^{+0.127}$ | $1.127_{-1.547}^{+1.293}$ | |
| Exponential | SNe + QSO      | $0.39_{-0.026}^{+0.023}$ | | $-1.481_{-0.147}^{+0.141}$ | |
|            | BAO            | $0.37_{-0.051}^{+0.058}$ | | $-1.067_{-0.119}^{+0.102}$ | |
| Non-flat Exponential | SNe + QSO + BAO | $0.35_{-0.024}^{+0.023}$ | $-1.27_{-0.107}^{+0.092}$ | $-0.23_{-0.612}^{+0.253}$ | $-4.92_{-1.612}^{+4.922}$ |
| BA          | SNe + QSO      | $0.45_{-0.025}^{+0.022}$ | $-1.316_{-0.168}^{+0.172}$ | $-2.65_{-1.626}^{+1.329}$ | |
|            | BAO            | $0.41_{-0.081}^{+0.086}$ | | $-0.93_{-0.333}^{+0.464}$ | $-0.42_{-1.871}^{+1.064}$ |
|            | SNe + QSO + BAO | $0.30_{-0.055}^{+0.044}$ | $-1.30_{-0.106}^{+0.115}$ | $1.01_{-0.466}^{+0.152}$ | |

Compared to previous works (e.g. Rinaldi & Lusso 2015, 2019), these expectations have already been confirmed in Bargiacchi et al. (2021), where the same sample of QSOs (without the inclusion of BAO) is used for a cosmographic test of the flat $\Lambda$CDM model, with an improved estimation of the cosmographic free parameters, compared to the use of less updated QSO samples.

It is worth mentioning some of the assumptions used in the cosmological analyses before moving on. First of all, we use flat uniform priors on the free parameters: $0 \leq \Omega_{M,0} \leq 1$, $-\infty < w < 0$ and, when fitting also QSOs, $0 \leq \gamma \leq 1$, and $-10 < \ln \delta < 1$. However, there are some exceptions to this rule concerning when CPL and BA models are analysed with SNe + QSO sample. In these cases, we require $0.32 \leq \Omega_{M,0} \leq 1$ and $0.34 \leq \Omega_{w,0} \leq 1$, respectively, and the reasons are discussed in Sects. 4.5, 4.8 and Appendix B. Then, in the non-flat $\Lambda$CDM model we also always include the no big bang constraint according to equation (13), while fitting the non-flat $w$CDM on the BAO sample we restrict $w$ such that $-5 < w < 0$ to bound the lower limit.

Our results are summarized in Table 2, where we present the mean values with 1σ error. These are obtained applying the sigma-clipping procedure\textsuperscript{6} to the QSO sample; more precisely, we iteratively discard every QSO source with a discrepancy greater than 3σ from the best-fitting model until all sources are within the 3σ limit. We also show in the figures of this section the behaviours of $\Omega_{\Lambda}$ and $\Omega_{M}$ in non-flat curvature assumption for the $\Lambda$CDM and $w$CDM models, as well as the dependence of Eq\$S parameters both on $\Omega_{M}$ and other DE parameter (see Figs 1, 2, 3, 4, 6, 5, and 7, respectively). The confidence levels are always the 1, 2, and 3σ intervals, corresponding to 68.3, 95, and 99.7 per cent confidence level, respectively.

We point out that the $H_{0}$ value has been fixed in all the models subject to our analysis. This leads to some differences (e.g. the degeneracy direction of the confidence contours shown in Fig. 1 for BAO data in the non-flat $\Lambda$CDM model) in our results with other similar analyses already presented in the literature (e.g. Alam et al. 2021; Gonzalez et al. 2021). Also, our fitting procedure takes on a simpler treatment of the cosmological model than CosmOMC (Lewis & Bridle 2002) and MONTEPYTHON (Audren et al. 2013) algorithms (which are among the most commonly used codes). Therefore, care should be taken in comparing our findings with previous works in the literature that make use of the cosmological packages listed above, especially when employed with different data sets and calibrations of the probes. The implementation of the presented analysis in CosmOMC and MONTEPYTHON is being studied and will be presented in a forthcoming paper.

Our analysis shows that the constraints on the cosmological parameters obtained from the SNe + QSO + BAO sample are not always a simple average of the ones derived from SNe + QSO and

\textsuperscript{6}This method is commonly used in presence of an intrinsic dispersion to remove possible outliers in the data set and guarantee a better estimation of the free parameters.
BAO separately (see Table 2). In other words, the 2D contours of the combined sample do not necessarily represent the geometric intersection of the individual projections. This effect is due to the relative orientation of the contours in the multidimensional space defined by the free model parameters. The overall consistency for the SNe + QSO and BAO data sets thus requires the individual constraints to be compatible in the full multidimensional space, as the mere accordance of pairs of cosmological parameters could be misleading (see Gonzalez et al. 2021). The combination of these two data sets is then likely possible (and meaningful) only if the derived constraints are consistent, which means that the separate confidence levels overlap (within approximately 2 $\sigma$) both in the marginalized posterior distributions of each of the shared free parameters and in the 2D projections of each pair of them. By comparing both the 1D and 2D information, we find that only the non-flat models show a significant discrepancy between the two probes, as explained in the following Sections 4.2 and 4.4. Simulations of posterior distributions in a 3D parameter space may help in understanding possible issues, yet any analysis based on projections from a multidimensional space with more than three dimensions is surely non-trivial. Below we summarize the key results of our analysis.

4.1 Constraints on $\Lambda$CDM model

The only cosmological free parameter of this model is $\Omega_{M,0}$. The best-fitting values obtained with SNe + QSO and BAO are consistent within 2 $\sigma$ (see Table 2) and the combination of the two data sets gives $\Omega_{M,0} = 0.300 \pm 0.012$. This result completely agrees with the latest cosmological evidence (e.g. Hinshaw et al. 2013; Scolnic et al. 2018; Planck Collaboration 2020).

4.2 Constraints on non-flat $\Lambda$CDM model

In this model, SNe + QSO and BAO data sets show a strong discrepancy on the bound value of cosmological parameters (see Table 2 and Fig. 1). Indeed, the red confidence levels from BAO alone, in Fig. 1, are completely consistent with the flat constraint $\Omega_{\Lambda,0} + \Omega_{M,0} + \Omega_{r,0} = 1$ represented by the green line, even if with a preference for $\Omega_{M,0} > 0.3$ and $\Omega_{\Lambda,0} < 0.7$, corresponding to a 1 $\sigma$ discrepancy from the flat $\Lambda$CDM model with $\Omega_{M,0} = 0.3$ and $\Omega_{\Lambda,0} = 0.7$ (green point), the values expected from the latest observational evidence. On the other hand, the blue contours from SNe + QSO prefer a closed Universe ($\Omega_{k,0} < 0$) with high values for both $\Omega_{M,0}$ and $\Omega_{\Lambda,0}$, in agreement with the results in Di Valentino et al. (2020, 2021). As already stated in Gonzalez et al. (2021), in this case, where BAO and SNe + QSO data do not give compatible results in 2 $\sigma$, it is not proper to consider the joint data set SNe + QSO + BAO, due to the tension between the two data sets. Nevertheless, just for sake of clarity, Table 2 reports also the mean values from the combined sample and Fig. 1 shows the corresponding constraints in the bi-dimensional free parameters space (purple contours). The no big bang constraint described in Section 3 does not influence at all on any of the data sets, as it is limited to the region of the parameters.
space with high \( \Omega_{\Lambda,0} \) and low \( \Omega_{M,0} \), completely excluded from all the confidence levels.

### 4.3 Constraints on flat wCDM model

Results for the first and simplest DE extension are reported in Table 2, while the behaviour of \( \Omega_{M,0} \) with \( w \) is shown in Fig. 2. The SNe + QSO data set (in blue) shows a tension greater than 3 \( \sigma \) with the green point located at \((0.3, -1)\), that corresponds to a cosmological constant and \( \Omega_{M,0} = 0.3 \), preferring a higher \( \Omega_{M,0} \) and a more negative \( w \). The best-fitting value \( w \sim -1.5 \) corresponds indeed to a phantom DE scenario. The BAO data set (in red) instead gives a \( w \) distribution consistent with \( w = -1 \), even if with \( \Omega_{M,0} \) always greater than \( \Omega_{M,0} = 0.3 \). The combination of the two data sets, justified by their consistency within 2 \( \sigma \), retains the same anticorrelation between \( \Omega_{M,0} \) and \( w \) as SNe + QSO, with a resulting 3 \( \sigma \) discrepancy from the flat \( \Lambda \)CDM model with \( \Omega_{M,0} = 0.3 \) that favours a greater value of \( \Omega_{M,0} \) and \( w < -1 \).

### 4.4 Constraints on non-flat wCDM model

In the case where both a constant EoS of DE not fixed to \( w = -1 \) and a non-flat curvature of the Universe are considered, we obtain that SNe + QSO and BAO data cannot be joint due to their strong inconsistency. Indeed, Table 2 and Fig. 3 show that the two probes give compatible values of \( \Omega_{M,0} \), but completely discrepant values of \( \Omega_{\Lambda,0} \) and 2D contour plots (\( \Omega_{M,0}, \Omega_{\Lambda,0} \)) at more than 3 \( \sigma \) tension. Since BAO are not sensitive to the EoS parameter of DE, which means that such a data set cannot constrain \( w \), we do not show the behaviour of \( w \) with the other parameters; this is also the reason why we modify the uniform prior on \( w \) fitting this model on the BAO data set, requiring \(-5 < w < 0\). Anyway, we are mostly interested in studying the implication on the spatial curvature of the Universe. About that, as for the non-flat \( \Lambda \)CDM model, BAO alone are consistent with a flat Universe within 2 \( \sigma \) with a preference toward \( \Omega_{M,0} \sim 0.3 \) and \( \Omega_{\Lambda,0} \sim 0.5 \), while SNe + QSO prefer a negative curvature (closed Universe) with \( \Omega_{M,0} \sim 0.3 \) but a high value of \( \Omega_{\Lambda,0} \). Despite the inconsistency, as for the non-flat \( \Lambda \)CDM case, we report in Table 2 and Fig. 3 also the results obtained from the joint sample.

### 4.5 Constraints on CPL model

This model, together with the flat BA one, requires a more detailed description of the priors. Indeed, as anticipated, we use a very strict prior on \( \Omega_{M,0} \) (i.e. 0.32 \( \leq \Omega_{M,0} \leq 1 \)) when fitting the SNe + QSO data set. The reason for this very specific choice can be clarified by looking at Fig. B1. Without this prior, the MCMC exploration of the parameters space is not able to converge properly, as it detects two different families of solutions. Between these two, the one with \( \Omega_{M,0} \sim 0 \) is obviously non-physical and corresponds to a relative (and not absolute) maximum of the likelihood function explored. Consequently, we remove it with the prior on \( \Omega_{M,0} \).

Fig. 4 shows the 2D contour plots for all the cosmological free parameters in each of the data sets considered in this work. Indeed, the constraints from SNe + QSO (blue contours) and BAO alone (red contours) are always completely consistent (also due to the large uncertainties) and we can combine them. The green point is the reference of a flat \( \Lambda \)CDM model with \( \Omega_{M,0} = 0.3 \), as before. We can note that both the data sets prefer \( \Omega_{M,0} > 0.4 \), while we get \( w_0 \sim -1 \) and \( w_a \sim -4 \) from SNe + QSO and \( w_0 \) consistent with -1 and \( w_a \sim -1.3 \) from BAO, at more than 3 \( \sigma \) and at about 1 \( \sigma \) from the flat \( \Lambda \)CDM model with \( \Omega_{M,0} = 0.3 \) for each pair of free parameters, respectively. The joint fit (in purple) ends in tighter constraints with \( \Omega_{M,0} \) shifted toward \( \Omega_{M,0} = 0.3 \), \( w_0 \sim -1 \) completely consistent with SNe + QSO and \( w_a \) slightly positive, with an overall statistical significance of 2–3 \( \sigma \) relative to the reference flat \( \Lambda \)CDM prediction. The change in sign of \( w_a \) from negative to positive values (or at least values consistent with \( w_a = 0 \)) is mainly due to the inclusion of BAO, and it agrees with the analysis shown in Planck Collaboration (2016, 2020). Compared to the results of the wCDM model, the best-fitting values of \( \Omega_{M,0} \) and \( w \) are completely consistent in each data set, while their correlation is different due to the presence of the additional \( w_a \) parameter in the CPL model.

### 4.6 Constraints on JBP model

Fig. 5 shows the results of this model for each pair of the cosmological free parameters. The data set SNe + QSO (blue contours) shows once again a strong discrepancy from the flat \( \Lambda \)CDM model with \( \Omega_{M,0} = 0.3 \), favouring \( \Omega_{M,0} > 0.3 \), \( w_0 < -1 \) and \( w_a \sim -4 \). The BAO alone (red contours) instead are consistent at 1 \( \sigma \) level with the same reference model. Despite this difference, the constraints from the two samples are compatible, also due to the large uncertainties (mainly on BAO); this allows us to fit them together. The joint fit (purple contours) results in a 2–3 \( \sigma \) discrepancy from \( \Omega_{M,0} = 0.3 \), \( w_0 = -1 \), and \( w_a = 0 \), in the direction of a more negative \( w_a \) and greater values of \( \Omega_{M,0} \) and \( w_0 \). The shift in sign of \( w_a \) and the correlations (or anticorrelations) between each pair of parameters are the same already seen in the CPL model. The best-fitting values of all the free parameters in each data set agree with the ones obtained in the previous models.
Correspondingly, $w_{\Lambda} = 0.3$.

Figure 5. Bi-dimensional contour plots with $1-3\sigma$ confidence levels obtained from each data set in the legend for the flat JBP model. The green point corresponds to a flat $\Lambda$CDM model with $\Omega_{M,0} = 0.3$.

Figure 6. Bi-dimensional contour plot ($\Omega_{M,0}$, $w_{\Lambda}$) with $1-3\sigma$ confidence levels obtained from each data set in the legend for the flat exponential model.

4.7 Constraints on exponential model

In this model, we deal once again with only two cosmological free parameters: $\Omega_{M,0}$ and $w_{\Lambda}$. Fig. 6 shows the results of the fit with the same colours-data sets association used in the previous sections. Unlike the other models studied, in this case, we cannot have a direct comparison with the flat $\Lambda$CDM model in the bi-dimensional contour plot of Fig. 6. Indeed, there is no value of $w_{\Lambda}$ that turns equation (19) in equation (11). This is the reason why we do not show the green point in the contour plot, as in all the other figures. Nevertheless, $\Omega_{M,0}$ and $w_{\Lambda}$ have always the same physical meanings; this means that we can compare their best-fitting values with the ones expected in a flat $\Lambda$CDM model. The analysis of this model shows that the SNe + QSO sample (blue contours) prefers $\Omega_{M,0} \sim 0.4$ and $w_{\Lambda} \sim -1.5$, corresponding to a phantom DE scenario, while the BAO sample (red contours) tends to a $w_{\Lambda}$ consistent with $w_{\Lambda} = -1$, even if with a value of $\Omega_{M,0}$ always close to $\Omega_{M,0} = 0.4$. The best-fit from the joint sample (purple contours) keeps the same $\Omega_{M,0}$, while $w_{\Lambda}$ is pushed to values more negative than $w_{\Lambda} = -1$. Correspondingly, the best-fitting values of $\Omega_{M,0}$ and $w_{\Lambda}$ are at $2-3\sigma$ from $\Omega_{M,0} = 0.3$ and $w_{\Lambda} = -1$. These results completely agree with the ones of the flat $w$CDM model, both for the best-fitting values and the correlation among parameters in each data set. The best-fitting values of $\Omega_{M,0}$ and $w_{\Lambda}$ are also consistent with the ones from the CPL model. Nevertheless, the compatibility with the results of other models is always partial due to the fact that this parametrization does not reduce to the other models for any $w_{\Lambda}$, as already explained before.

4.8 Constraints on BA model

As anticipated, to fit this model on SNe + QSO we must require a strict prior on $\Omega_{M,0}$ (i.e. $0.34 \leq \Omega_{M,0} \leq 1$). Otherwise, we would deal with the same convergence issues described in Section 4.5 and Appendix B. Fig. 7 shows the bi-dimensional contour plots obtained from all data sets. Comparing once again with a flat $\Lambda$CDM model with $\Omega_{M,0} = 0.3$, the best-fits from SNe + QSO and BAO samples show respectively a tension greater than $3\sigma$ and a consistency at $1\sigma$ level. Nevertheless, their constraints are consistent. Their combination changes the sign of the best-fitting value of $w$, as in the previous models, and shifts $\Omega_{M,0}$ towards values consistent with $\Omega_{M,0} = 0.3$ and $w$ towards values more negative than $w = -1$, with an overall tension of about $3\sigma$ from the reference flat $\Lambda$CDM prediction. In all the data sets the best-fitting values agree with the ones from the other models and the correlation (or anticorrelation) between parameters is the same already obtained in the CPL and JBP models.

5 SUMMARY AND CONCLUSIONS

In this work, we analysed the $\Lambda$CDM and $w$CDM models in both spatially flat and non-flat assumptions, as well as some of DE extensions as the CPL and JBP parametrizations, the one we called ‘exponential’ (see also Yang et al. 2019), and the BA parametrization, using SNe Ia, QSOs, and BAO as cosmological probes. This study is strongly motivated by the need for testing the predictions of the spatially flat $\Lambda$CDM model and searching for possible deviations to explain both the theoretical and observational shortcomings of this model. The inclusion of QSOs in the cosmological analysis is crucial to this aim as they extend the Hubble diagram of SNe up to a higher-redshift range ($z = 2.4 - 7.5$) in which predictions from different cosmological models can be distinguished and more easily compared to the observational data. Also, we explored the compatibility of the cosmological data used, which otherwise make the results of their joint analysis misleading. It is indeed necessary to explore possible tensions between the BAO, SNe, and QSO data and their implications for the non-flat Universe and extensions of the standard cosmological model. Below, we briefly summarize our main results.

(i) Under the assumption of a spatially flat $\Lambda$CDM model, $\Omega_{M,0}$ is completely consistent with $\Omega_{M,0} = 0.3$ in all the data sets, as expected by the latest cosmological observations (e.g. Hinshaw et al. 2013; Scolnic et al. 2018; Planck Collaboration 2020). Nevertheless, all the other models show a deviation from this prediction, with a statistical significance that is always of the order of $2-3\sigma$ for the combined sample of SNe + QSO + BAO (Table 2). We point
out that the cosmological parameters obtained from the distinct samples of SNe + QSO and BAO are consistent (within 2 σ) in all models and so they can be combined, except for the non-flat cases studied. In these models, indeed, BAO confirm the flatness condition while SNe + QSO show evidence of a closed Universe (Figs 1 and 3).

(ii) The models with a DE density evolving in time show a conclusive common trend with respect to the prediction of the ΛCDM model (Figs 2, 4, 5, 6, and 7). Indeed, the combination SNe + QSO + BAO always prefers Ω_{M,0} > 0.3, w_0 < -1, and w_a greater but consistent with w_a = 0. This phantom DE behaviour is mainly driven by the contribution of SNe + QSO, while the BAO data set is generically statistically in agreement with the prediction of the flat ΛCDM model (also due to larger uncertainties), and it is responsible for the shift toward Ω_{M,0} = 0.3 and w_a = 0.

In conclusion, while BAO measurements are always in agreement with the standard model, the combined analyses SNe + QSO + BAO always rule out the flat ΛCDM model with Ω_{M,0} = 0.3, green point in the figures, at 2–3 σ, with evidence of a phantom DE scenario in all the models where the DE density is allowed to vary with time. On the other hand, also BAO data alone are always in similar agreement with all the alternative models discussed here. To further explore the statistical significance for such a discrepancy with the standard model, it is mandatory to improve the sample statistics at high redshifts (z > 2), where QSOs dominate. Nonetheless, it is only with the combination of multiple perspectives and with the optimal cosmological probes at different redshifts that we can move forward to better understand the evolution of the Universe.
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Figure A1. Bi-dimensional contour plot with 1–3σ confidence levels obtained from each data set in the legend for the flat wCDM model.

APPENDIX A: INCLUSION OF SNE SYSTEMATIC UNCERTAINTIES

We here show the comparison between the analyses on the SNe + QSO sample with and without the SNe systematic uncertainties. We present only the cases for the flat and non-flat wCDM model as all the other models lead to the same conclusions. As shown in Figs A1 and A2, the cosmological free parameters ΩM,0 and w (and ΩΛ,0 for the non-flat model) are consistent within 1σ and the correlations (or anticorrelations) remain unchanged, while the uncertainties increase in the case with the inclusion of systematics. This proves that our results do not depend on the choice on the SNe uncertainties used in the analyses.
APPENDIX B: CONVERGENCE ISSUES AND EXTENDED FIT OF THE FLAT CPL MODEL

As stated in Section 4.5, in the CPL model we need a very strict and ad hoc prior on $\Omega_{M,0}$ when using the SNe+QSO data set to obtain a proper convergence of the fitting algorithm toward a physical solution. For sake of clarity, here we show the result of the fit of the CPL model on the SNe + QSO sample without any specific prior. The resulting triangle plot in Fig. B1 shows two separated families of solutions: the non-physical one with a value of $\Omega_{M,0}$ that crosses $\Omega_{M,0} = 0$ towards negative values and $w_a > 0$, and the physical one with $\Omega_{M,0} > 0.3$ and $w_a < 0$. Both of them share almost the same best-fitting value for $w_0$ close to $w_0 \sim -1.2$, as proved by the corresponding marginalized 1D posterior distributions. All these considerations apply exactly also to the fit of the flat BA model on the SNe + QSO data set. For this reason, the triangle plot of this model does not add any useful information and we do not show it here.
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