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ABSTRACT

The universal speech attributes for x-vector based speaker verification (SV) are addressed in this paper. The manner and place of articulation form the fundamental speech attribute unit (SAU), and then new speech attribute (NSA) units for acoustic modeling are generated by tied tri-SAU states. An improved cross-stitch network is adopted as a multitask learning (MTL) framework for integrating these universal speech attributes into the x-vector network training process. Experiments are conducted on common condition 5 (CC5) of the core-core and the 10 s-10 s tests of the NIST SRE10 evaluation set, and the proposed algorithm can achieve consistent improvements over the baseline x-vector on both these tasks.
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1. INTRODUCTION

Speaker verification is used to verify a person’s claimed identity based on the characteristics of their voice. During the last decade, the combination of the i-vector [1] algorithm with a probabilistic linear discriminant analysis (PLDA) [2] backend for similarity scoring has become very popular due to its good performance and ability to compensate for within-speaker variations [3, 4].

In recent years, this paradigm has been improved by incorporating deep neural networks (DNNs) in the process of extracting speaker embeddings, which are named the x-vector [5, 6] or d-vector [7] in the SV field. The DNN-based extraction of speaker embeddings outperforms the conventional method and achieves state-of-the-art performance in many cases, especially under conditions of short-duration speaker verification [8, 9].

Speech signals contain much information, such as content, speaker identity, emotion and environmental noise. However, in most SV embedding extraction systems, only the speaker identity is used as a training target, while other information hidden in acoustic features is ignored. To incorporate phonetic information in speaker embedding extraction, [10, 11] proposed using a phonetically aware DNN trained for senone (the tied-triphone states) recognition to guide conventional i-vector speaker modeling. In DNN-based speaker verification frameworks, phonetic information is integrated into speaker embedding extraction in a multitask learning framework by the auxiliary task of phoneme classification [12].

One limitation of the phoneme-related framework is that it is language dependent. The improvement of these SV systems is negligible when the language used in the SV system is different from that of the phoneme recognition system. To address this issue, language-independent articulatory features (AFs), such as the manner and place of articulation, which represent the way that humans produce speech, are introduced to provide auxiliary information for speaker embedding extraction. In [13], a two-step automatic clustering method was proposed to generate attribute units for acoustic modeling that are used in the DNN/i-vector embedding extraction process. Hong et al. proposed concatenating speakers and AFs embeddings to produce new embeddings with complementary information [14].

We also explore the effect of universal speech attributes on x-vector extraction using the MTL framework in this study. The place and manner of articulation form the fundamental speech attribute unit, and then new speech attribute (NSA) units, which are similar to senones in speech recognition, are generated by tree-based state tying [15]. Highly discriminative speaker embeddings can be obtained by integrating the classification of NSA units as an auxiliary task under the MTL framework. Different from the conventional MTL framework, an improved cross-stitch network is used to combine the shared representations of related tasks. Experiments on the NIST SRE10 evaluation dataset [16] show that our proposed MTL framework with articulatory information achieves better performance than previous frameworks.

Section 2 briefly introduces the baseline x-vector system. Section 3 presents the generation of NSA units as well as the proposed improved cross-stitch network for MTL. Section 4 presents the experimental setup and the results. In section 5, we summarize our work and discuss future work.
2. BASELINE X-VECTOR ARCHITECTURE

In this paper, we use the x-vector system as our baseline. The network architecture is the same as that presented in \[6\].

The x-vector network consists of frame-level layers, segment-level layers and a statistic pooling layer that serves as the connection between layers of different levels. Five TDNN layers are stacked as the frame-level feature extractor, and the final output vectors of the whole variable-length utterance are aggregated into a fixed utterance-level vector through the statistics pooling. The mean and standard deviation are calculated and then concatenated together as the output of the pooling layer. Then two additional fully connected layers are used to obtain a low-dimensional speaker representation after the pooling layer and finally passed to the softmax output layer.

The x-vector network consists of frame-level layers, segment-level layers and a statistic pooling layer that serves as the connection between layers of different levels. Five TDNN layers are stacked as the frame-level feature extractor, and the final output vectors of the whole variable-length utterance are aggregated into a fixed utterance-level vector through the statistics pooling. The mean and standard deviation are calculated and then concatenated together as the output of the pooling layer. Then two additional fully connected layers are used to obtain a low-dimensional speaker representation after the pooling layer and finally passed to the softmax output layer.

![Network architecture of the proposed MTL framework](image)

Fig. 1: Network architecture of the proposed MTL framework

3. MULTITASK LEARNING WITH UNIVERSAL SPEECH ATTRIBUTES

In this section, we describe the generation of the NSA units and the improved cross-stitch network for multitask learning, as depicted in Fig. 1. The left part of Fig. 1 is the same as the conventional x-vector architecture, and the classification of the identity of the speaker is the main task. The right part of Fig. 1 is the auxiliary network used to classify the NSA units. An improved cross-stitch network is used to combine the shared representations of related tasks.

3.1. Generation of the NSA units

The set of universal speech attributes used in this work is listed in Table 1, including the place and manner of articulation. Compared with the phoneme set (numbering approximately 40-50 units in English) in conventional speech recognition, the numbers of manners and places of articulation are much fewer, with only 11 and 10 units, respectively. Even when the context-dependent models are used, the numbers of these attribute units are not high enough to achieve good performance. For this reason, the place and manner of articulation are combined to increase the number of attribute units and to take advantage of both when representing the pronunciation habits of speakers. We propose a process for generating attribute units with the following two steps: first, combining the place and manner of articulation directly and second, generating speech attribute units by tree-based state tying.

| manner | affricate, fricative, nasal, vowel, voice-stop, unvoiced-stop, glide, liquid, diphthong, sibilant |
| place  | alveolar, alveo-palatal, dental, glottal, high, bilabial, labio-dental, low, mid, palatal, velar |

The place and manner of articulation are combined in a simple way, which is the same as the first step presented in \[13\]. Because there is a direct mapping between phonemes and attribute units, we use phonemes to generate attribute units. Looking up the corresponding place and manner of articulation of a phoneme, if they are different from those of other phonemes, we define a new attribute unit. For example, the manner and place of phoneme /m/ are /nasal/ and /bilabial/, respectively, so a new attributes unit is defined as /bilabial_nasal/. We call these new units SAUs. English phoneme-attribute mapping is used in our experiments, and 23 SAUs are obtained by combination.

In the second step, these SAUs are treated as monophones in the conventional speech recognition system. The tri-SAUs are used in content-dependent acoustic modeling, and tied tri-SAUs states are obtained by using decision trees with Kaldi toolkits \[17\]. We define these tied tri-SAUs states as new speech attribute (NSA) units. Once the NSA units are generated, the training procedure of the NSA-based acoustic model is identical to that of the conventional phoneme-based system.

After training the acoustic model with the NSA set, the speech data are aligned into the corresponding NSA units using a Viterbi decoder. In this work, the auxiliary task of the proposed MTL network in Fig. 1 is to estimate the NSA posteriors for providing articulatory information.

3.2. Multitask learning with cross-stitch units

We propose a soft parameter sharing-based multitask network for integrating articulatory information into speaker embedding extraction by using improved cross-stitch units. As depicted in Fig. 1, the left branch is a conventional x-vector network that targets speaker classification. The right branch is a TDNN-based framewise NSA recognizer.
**4. EXPERIMENTS**

**4.1. Experimental setup**

*4.1.1. Training data and evaluation metric*

The experiments are conducted on common condition 5 (CC5) of the core-core and 10 s-10 s tests of the NIST SRE10 evaluation set. NIST SRE 2004-2008 telephone excerpts, Switchboard Phase II Part 1/2/β and Cellular Part 1/2 are used as the training set for the speaker classification task. There are approximately 65,000 recordings for 6,500 speakers in total, and only speaker labels are available. To introduce articulatory information in the MTL framework, the 300-hour out-of-domain Switchboard-I Release 2 dataset is used for NSA task training.

We evaluate the results on the male and female pooled trials. The performance is evaluated in terms of the equal error rate (EER) and the minimal detection cost function (minDCF) with \( P_{\text{target}} = 0.001 \).

**4.1.2. Input features**

The input acoustic features in our experiments are 30-dimensional MFCCs with frame lengths of 25 ms that are mean-normalized over a sliding window of up to 3 s. An energy-based VAD is employed to filter out the nonspeech frames.

**4.1.3. X-vector baseline system configuration**

The baseline x-vector system is implemented with the TensorFlow toolkit [19]. Each of the bottom four frame-level layers has 512 nodes, and there are 1536 hidden nodes in the fifth layer. The dilation factors of these five layers are 1, 2, 3, 1 and 1. Both fully-connected layers after the statistic pooling layer have 512 nodes. Batch normalization is used on all layers except the statistic pooling layer. To prevent overfitting, L2-weight decay is employed. The network is trained on 2-4 s chunks. We utilize the Adam optimizer to train the network with batch sizes of 64 for 3 epochs. The initial learning rate is 0.001, and it is decayed to a final learning rate of 0.0001.

**4.1.4. MTL with NSA classification as an auxiliary task**

In our experiments, we generate NSA units to provide articulatory information for speaker embedding extraction. The NSA transcriptions are obtained by GMM-HMM forced alignment using the Kaldi toolkit [17]. In the proposed MTL framework, the speaker branch is the same as the x-vector network. The NSA branch consists of four TDNN layers, a framewise fully-connected layer with 128 nodes and a softmax output layer. The first four layers of both branches have the same TDNN architecture. Cross-stitch units are placed at the first two layers of the networks, and the initial values of \( \alpha_{NS}, \alpha_{SN} \) are set to 0.1 in Fig. 2. The network is trained with the same configuration as the x-vector network. When the MTL model is trained, speaker embeddings are extracted from the first fully-connected layer of the speaker branch with 512 dimensions. The speaker embedding dimension is reduced to 70 by LDA at first, and then a standard PLDA is used to calculate the verification scores between embeddings.

**4.2. Result**

*4.2.1. Comparison of senones and NSA units*

To investigate the effect of introducing different complementary information into the proposed MTL framework, we compare the performances of systems using senones and NSA
The numbers of both senones and NSA units are optimal so that both systems achieve the best performance. As shown in Table 2, both the MTL frameworks with senones and NSA units achieve better results than those of the baseline x-vector, and the MT-NSA can obtain the best performance on most evaluation metrics except for EER on CC5 of the core-core test. On the 10 s-10 s test, the MT-NSA provides a 15.3% and 7.6% relative improvement in terms of EER and minDCF over the baseline x-vector, respectively. On core-core test, the MT-NSA can obtain a 17.8% minDCF reduction compared with that of the baseline x-vector.

### Table 2: Results on NIST SRE 2010. MT-SEN denotes the MTL network with senones. MT-NSA denotes the MTL network with NSA units.

| System      | 10 s-10 s | core-core |
|-------------|-----------|-----------|
|             | EER%      | minDCF    | EER%      | minDCF    |
| x-vector    | 8.42      | 0.923     | 2.40      | 0.484     |
| MT-SEN      | 7.69      | 0.877     | 2.12      | 0.453     |
| MT-NSA      | 7.14      | **0.853** | 2.37      | **0.398** |

4.2.2. Comparison of different numbers of NSA units

The number of NSA units affects the granularity of articulatory information. Table 3 presents the performances of MT-NSA systems with 80, 400 and 1248 units. It can be observed that the proposed MT-NSA systems with 80 and 400 NSA units outperform the x-vector baseline system, while the performance of the system with 1248 units is similar to that of the x-vector.

### Table 3: Results on NIST SRE 2010. MT-NSAn denotes the MTL network with an NSA set of n units.

| System      | 10 s-10 s | core-core |
|-------------|-----------|-----------|
|             | EER%      | minDCF    | EER%      | minDCF    |
| x-vector    | 8.42      | 0.923     | 2.40      | 0.484     |
| MT-NSA80    | 7.69      | 0.886     | 2.26      | 0.462     |
| MT-NSA400   | **7.14**  | **0.853** | 2.37      | **0.398** |
| MT-NSA1248  | 8.41      | 0.911     | 2.42      | 0.482     |

4.2.3. Comparison of different numbers of shared layers

Except for the number of NSA units, the sharing of different layers in the cross-stitch network can also affect system performance. Table 4 illustrates the results of sharing different layers. We can observe that the best performance is obtained by sharing the first two layers. As the number of shared layers increases, the performance of the MTL system improves at first and then decreases slightly. A reasonable explanation for this is that the characteristics of the higher layers are more task-specific in both branches, and these characteristics may not benefit the other task as much as those in the bottom layers.

### Table 4: Results on NIST SRE 2010. MT-NSAn denotes the MTL network with an NSA set of n units.

| System      | 10 s-10 s | core-core |
|-------------|-----------|-----------|
|             | EER%      | minDCF    | EER%      | minDCF    |
| x-vector    | 8.42      | 0.923     | 2.40      | 0.484     |
| MT-NSA     | 7.14      | **0.853** | 2.37      | **0.398** |
| MT1-NSA    | 7.88      | 0.876     | 2.54      | 0.537     |
| MT2-NSA    | **7.14**  | **0.853** | 2.37      | **0.398** |
| MT3-NSA    | 7.69      | 0.895     | 2.54      | 0.458     |
| MT4-NSA    | 8.05      | 0.904     | **2.11**  | 0.474     |

4.2.4. Comparison among different MTL frameworks

In the following experiments, we compare the proposed MTL with other MTL frameworks to demonstrate its efficiency. The classification of the NSA is the auxiliary task in all these MTL frameworks. The results are reported in Table 5, where MT-shared refers to the MTL framework with shared layers proposed in [14], and MT-Ori-CS denotes the MTL network using the original cross-stitch unit [18]. The numbers of NSA units and shared layers are tuned to achieve the best performance among all these systems. Both the MT-shared and MT-Ori-CS systems can only achieve marginal improvements over the baseline x-vector, and they sometimes perform worse than the baseline x-vector. The MT-Ori-CS dynamically updates $\alpha_{SS}, \alpha_{NN}$ of Eq. 1 in the model training process, while the proposed MT-NSA fixes $\alpha_{SS}, \alpha_{NN}$ to 1, and this minor modification can enhance the task-specific representation. We can see from the experimental results that this modification can extract more discriminative speaker embeddings than the baseline x-vector.

### Table 5: Results of different MTL frameworks.

| System      | 10 s-10 s | core-core |
|-------------|-----------|-----------|
|             | EER%      | minDCF    | EER%      | minDCF    |
| x-vector    | 8.42      | 0.923     | 2.40      | 0.484     |
| MT-shared   | 8.05      | 0.898     | 2.39      | 0.469     |
| MT-Ori-CS   | 8.42      | 0.947     | 2.68      | 0.471     |
| MT2-NSA     | **7.14**  | **0.853** | **2.37**  | **0.398** |

5. CONCLUSION

In this paper, we propose combining speaker embedding extraction with universal speech attributes through an improved multitask learning framework for text-independent speaker verification. In the network training process, the improved cross-stitch units are used to learn the optimal linear combination of shared representations of the speaker and NSA task. The deep speaker embeddings can benefit from the complement of articulatory information in the proposed MTL framework. The experimental results demonstrate the effectiveness of our proposed strategy.

In future work, we will continue to focus on the use of universal speech attributes and investigate other useful multitask learning strategies for text-independent speaker verification.
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