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We develop the procedures of gauging and ungauging, reveal their operational meaning and propose their generalization in a systematic manner within the framework of quantum error-correcting codes. We demonstrate with an example of the subsystem Bacon-Shor code that the ungauging procedure can result in models with unusual symmetry operators constrained to live on lower-dimensional structures. We apply our formalism to the three-dimensional gauge color code (GCC) and show that its codeword space is equivalent to the Hilbert space of six copies of $\mathbb{Z}_2$ lattice gauge theory with 1-form symmetries. We find that three different stabilizer Hamiltonians associated with the GCC correspond to distinct thermal symmetry-protected topological (SPT) phases in the presence of the stabilizer symmetries of the GCC. One of the considered Hamiltonians describes the Raussendorf-Bravyi-Harrington model, which is universal for measurement-based quantum computation at non-zero temperature. We also propose a general procedure of creating $D$-dimensional SPT Hamiltonians from $(D + 1)$-dimensional CSS stabilizer Hamiltonians by exploiting a relation between gapped domain walls and transversal logical gates. As a result, we find an explicit two-dimensional realization of a non-trivial fracton SPT phase protected by fractal-like symmetries.

I. INTRODUCTION

Duality maps have proven to be a powerful tool in theoretical physics, which allow us to relate two seemingly different systems by transforming observables in one of them into the observables in the other while preserving their algebraic structure. Gauging is a particular form of a duality map which couples a system with global symmetries associated with the symmetry group $G$ to gauge fields with the same symmetry $\mathbb{G}$\textsuperscript{1,3}. Gauging transforms the structure of entanglement in a non-trivial manner by mapping trivial short-range entangled states into the gauged states, which usually possess long-range entanglement such as topological order. The duality relation via gauging has provided a broad framework to address questions related to the classification of topological phases of matter and has led to the discovery of exotic phases $\mathbb{G}$\textsuperscript{4–8}. Recently, the procedures of gauging and ungauging have been used to address certain fundamental questions in quantum information theory such as the classification of transversal logical gates and resources required for universal quantum computation $\mathbb{G}$\textsuperscript{9–13}.

Despite these successes, the definition and operational interpretation of gauging still remain elusive, which can be partly attributed to the fact that not all physical operators are allowed due to the symmetry constraints. Ambiguities in gauging have led to serious confusions and debates over factorization of Hilbert spaces in the presence of symmetries, see for instance $\mathbb{G}$\textsuperscript{14–16} and references therein. Moreover, while the procedure of ungauging the symmetries of a theory can be defined in an unambiguous manner, the reverse process may not be unique $\mathbb{G}$\textsuperscript{17,18}. The goal of this paper is thus to revisit the procedure of gauging, reveal its operational meaning and propose its generalization in a systematic manner through the lens of theory of quantum error correction.

Recently several gauging procedures have been discussed in the context of classification of topological phases of matter $\mathbb{G}$\textsuperscript{19–23}. While these approaches may differ in some details, the underlying structure bears certain similarities. First of all, gauging can be defined as an isomorphism, i.e., a one-to-one map, between symmetric subspaces $\mathcal{H}(\mathcal{S}_{\text{ini}})$ and $\mathcal{H}(\mathcal{S}_{\text{fin}})$ of two Hilbert spaces $\mathcal{H}_{\text{ini}}$ and $\mathcal{H}_{\text{fin}}$. The subspace $\mathcal{H}(\mathcal{S}_{\text{ini}})$ is defined via the global symmetry group $\mathcal{S}_{\text{ini}}$, whereas the other subspace $\mathcal{H}(\mathcal{S}_{\text{fin}})$ is determined by the local symmetry group $\mathcal{S}_{\text{fin}}$. The symmetry operators from...
\( S_{\text{ini}} \) are mapped to the identity operator via the gauging map whereas new gauge symmetry operators (forming a group \( S_{\text{fin}} \)) emerge in order to consistently define the gauging map. Second, most of the aforementioned (generalized) gauging procedures transform a trivial ground state of the Ising paramagnet into states which are the codewords of some special class of quantum error-correcting codes, i.e., Calderbank-Shor-Steane (CSS) stabilizer codes. This observation motivates us to further explore and develop a framework for gauging and ungauging applicable to CSS codes.

To describe the procedures of gauging and ungauging, we use a notion of a chain complex. A chain complex is a sequence of vector spaces and linear maps between them, called boundary operators, such that the composition of two consecutive maps is the zero map. Importantly, CSS stabilizer codes can also be described using the formalism of chain complexes \cite{24, 25}. This leads to the intimate connection between the CSS codes and the systematic procedure of gauging (and ungauging) stabilizer symmetries.

In this paper, we will be primarily interested in explorations of the procedures of gauging and ungauging of Pauli CSS symmetries for discrete systems of qubits (or qudits in general). We will apply the procedures of gauging and ungauging to various quantum error-correcting codes and investigate corresponding quantum phases of matter. In what follows, we briefly describe our results, which include: (i) a systematic framework for gauging and ungauging associated with the CSS stabilizer and subsystem codes, (ii) a study of the three-dimensional gauge color code and its thermal stability in the presence of stabilizer symmetries, and (iii) a definition of a new phase, the fractal symmetry-protected topological phase, arising in the presence of fractal-like symmetries.

Ungauging subsystem codes

The procedures of gauging and ungauging prove to be particularly powerful in characterizing the codeword space of subsystem codes. Subsystem codes are a natural generalization of stabilizer codes, since we do not require that their code generators commute \cite{26, 29}. Intuitively, one may interpret a subsystem code as a stabilizer code, where quantum information is encoded only into a subset of the logical qubits. The codeword space of a subsystem code can be extensive in the system size which provides certain advantages over stabilizer codes. For instance, by fixing the state of the unused logical qubits, one may be able to fault-tolerantly switch between different stabilizer codes \cite{30}. Also, the syndrome extraction may become simpler due to reduced weight of Pauli operators required to measure. From condensed matter viewpoint, subsystem codes are likely to host a wide variety of interesting quantum phases and some exactly solvable Hamiltonians \cite{31, 32}. In fact, a subsystem code does not unambiguously define a subsystem Hamiltonian. Rather, it gives rise to multiple gapped stabilizer Hamiltonians as well as frustrated gapless Hamiltonians, possibly at a quantum phase transition.

Our current understanding of subsystem codes remains limited due to the very fact that the codeword space may be extensive and possibly contains codeword spaces of multiple stabilizer codes. At the moment, a unified framework to study a family of stabilizer Hamiltonians arising from subsystem codes as well as the structure of their codeword space is missing. In Sec. II we develop the ungauging procedure applicable to the class of CSS subsystem codes, whose code generators consist only of \( X \)-type and \( Z \)-type Pauli operators. By ungauging \( Z \)-type symmetries while preserving \( X \)-type symmetries, the codeword space of a subsystem code is mapped to a subspace of the Hilbert space determined by only \( X \)-type symmetries, and thus is easier to analyze.

We shall demonstrate the usefulness of this approach by ungauging the 2D subsystem Bacon-Shor code \cite{28}. We remark that in a typical scenario the emergent global symmetries act on the entire system as a tensor product of local operators as in the case of the \( Z_2 \) paramagnet. Moreover, ordinary higher-form symmetries act on subvolumes of the system and their geometric shapes
can be continuously deformed. By ungauging the 2D Bacon-Shor code we find unusual symmetry operators which, unlike the conventional symmetries, are constrained to lower-dimensional submanifolds and are not deformable, similar to the ones discussed in [22, 23]. This finding of rigid symmetry operators naturally suggests possibility of novel quantum phases of matter. Indeed, such symmetries have recently been identified and dubbed subsystem symmetries in the independent work [33]. Also, the appearance of such exotic symmetries naturally leads us to the question of an appropriate gauging procedure for lower-dimensional rigid symmetries. The answer can be unambiguously obtained by simply reversing the procedure of ungauging, which corresponds to eliminating a certain subgroup of the total symmetry group. In this sense, the gauging procedure to obtain the codeword Hilbert space of a CSS subsystem code can be interpreted as a partial gauging of a standard Hilbert space with $X$-type symmetries.

Ungauging the 3D gauge color code

We use the ungauging procedure to study the 3D gauge color code (GCC), which is an example of the 3D subsystem topological code [34]. The GCC is a particularly promising model for fault-tolerant quantum computation [35–38]. Namely, one can achieve universality with the color code by switching between two versions of the code, which correspondingly admit transversal logical Clifford operators and a logical non-Clifford $T$ gate [30, 39, 40]. This in turn may lead to a computational scheme with reduced resource overhead compared to standard methods.

Despite these promising features, the properties of the GCC are not fully understood. For instance, since single-shot error-correction [41] is a property typically exhibited by self-correcting quantum memories (such as the 4D toric code), it has been suspected that the GCC also possesses some sort of thermal topological order and stability. However, none of stabilizer codes, including the 3D stabilizer color code, whose codeword spaces can be reached from the code subspace of the GCC, are topologically ordered at nonzero temperature. At the same time, a symmetry-protected topological (SPT) phase with a surface topological order can appear in the 3D GCC with boundaries. Understanding the structure of quantum phases arising from the 3D GCC is an interesting step to unveil a connection between fault-tolerant quantum computation and quantum many-body physics.

In Sec. [41] by ungauging the $Z$-type stabilizer symmetries of the GCC, we show that the codeword space of the GCC is equivalent to the Hilbert space of lattice gauge theory with six copies of $Z_2$ 1-form symmetries. Moreover, we find that different stabilizer Hamiltonians associated with the GCC correspond to different fixed-point Hamiltonians in the presence of the aforementioned symmetries. In particular, one of the ungauged Hamiltonians is equivalent to the Raussendorf-Bravyi-Harrington (RBH) model which is universal for measurement-based quantum computation at nonzero temperature [12]. We remark that while the RBH model is thermodynamically trivial, it possesses thermal order in the presence of 1-form symmetries [11, 21], which intuitively explains its high thresholds for fault-tolerant quantum computation [13]. Our results present a possible answer to the question of thermal stability of the GCC. Namely, the stabilizer Hamiltonians identified within the codeword space of the GCC are thermally stable in the presence of the stabilizer symmetries. Moreover, the ground states and the thermal Gibbs ensembles of these stabilizer Hamiltonians belong to different phases of matter and their phase separation survives even at non-zero temperature as long as the stabilizer symmetries are enforced.
Fracton SPT phases

Fracton codes [44–49] are a particularly intriguing class of 3D geometrically-local stabilizer codes, whose logical operators form fractals, and thus are beyond the description of a standard topological field theory. Our ungauging procedure based on the chain complex can be readily applied to ungauging fractal-like symmetries of any CSS fracton code. In particular, in Sec. IV we focus on ungauging a simple 3D model with a gapped domain wall, which is constructed from the 3D fractal code [47] with logical operators in the shape resembling the Sierpiński triangle. As a result, we obtain a non-trivial example of a new phase of matter, which we call a fractal symmetry-protected topological (frac-SPT) phase. We remark that we use the abbreviation “frac-SPT” since fSPT is often used for Floquet SPT phases. The non-triviality of the aforementioned model of fracton SPT can be shown by utilizing a connection between gapped domain walls and transversal logical operators [10, 50]. In fact, our approach is quite general — given a (D + 1)-dimensional CSS stabilizer code with geometrically-local generators, one can construct a D-dimensional SPT Hamiltonian which is realized as a D-dimensional gapped domain wall of the (D + 1)-dimensional model. Our approach not only provides a systematic way of generating SPT Hamiltonians but also suggests their physical realization as gapped domain walls.

Miscellaneous results

In addition to the aforementioned main contributions of the paper, there are two other results which we relegate to the appendix.

- **Equivalence of the color and toric codes:** The D-dimensional color code has been previously shown to be equivalent to multiple copies of the D-dimensional toric code up to a geometrically-local unitary circuit of constant depth [51]. We find that this unitary mapping can be viewed as ungauging of certain symmetries of the color code. This is discussed in Appendix A.

- **3D Majorana gauge color code:** Since the 3D gauge color code is self dual, i.e., its code generators are invariant under the exchange of X and Z operators, one can construct its variant consisting of Majorana fermion operators. We identify two particularly interesting 3D Majorana Hamiltonians associated with the 3D Majorana gauge color code. The first model supports the 2D Majorana color code on the surface while having a trivial bulk. The second model possesses 3D topological order and supports fermionic point-like excitations. This is discussed in Appendix B.

II. UNGAUGING SUBSYSTEM CODES

In this section we focus on the procedures of gauging and ungauging the Pauli CSS symmetries. The ungauging procedure transforms between symmetric subspaces $\mathcal{H}(S^Z_{\text{ini}})$ and $\mathcal{H}(S^X_{\text{fin}})$ of two Hilbert spaces $\mathcal{H}_{\text{ini}}$ and $\mathcal{H}_{\text{fin}}$, where $\mathcal{H}(S^Z_{\text{ini}})$ and $\mathcal{H}(S^X_{\text{fin}})$ are determined by the initial $Z$-type $S^Z_{\text{ini}}$ and the emergent $X$-type $S^X_{\text{fin}}$ symmetry groups. In Sec. II.B we define the ungauging map $\mathcal{G}$ based on some chain complex. Then, we discuss the operational meaning of gauging and ungauging. We illustrate our ungauging procedure with two examples, in which we ungauging the (stabilizer) toric code and the (subsystem) Bacon-Shor code. Finally, we discuss an issue of partial gauging of $X$-type symmetries, which arises in the context of CSS subsystem codes.
A. Basics of CSS stabilizer codes

Let us consider a system composed of qubits, which are labeled by the elements from the set $\mathcal{B}_Q$. We write $X_i$ or $Z_i$ to represent a Pauli $X$ or $Z$ operator supported on the qubit $i \in \mathcal{B}_Q$. We say that an operator is of $X$-type or $Z$-type if it is a product of either Pauli $X$ or Pauli $Z$, respectively. We denote by $X(\mathcal{I}) = \prod_{i \in \mathcal{I}} X_i$ an $X$-type operator supported on the subset of qubits $\mathcal{I} \subset \mathcal{B}_Q$; similarly $Z(\mathcal{I})$. We can express the commutation relation between $X(\mathcal{I}_1)$ and $Z(\mathcal{I}_2)$ as follows

$$K[X(\mathcal{I}_1), Z(\mathcal{I}_2)] = (-1)^{|\mathcal{I}_1 \cap \mathcal{I}_2|}I,$$

where $K[U_1, U_2] = U_1 U_2 U_1^\dagger U_2^\dagger$ is the group commutator of two operators $U_1$ and $U_2$. In other words, $X(\mathcal{I}_1)$ and $Z(\mathcal{I}_2)$ anticommute iff they overlap on an odd number of qubits, i.e., $|\mathcal{I}_1 \cap \mathcal{I}_2| \equiv 1 \mod 2$.

A stabilizer code $[52]$ is defined by a stabilizer group $\mathcal{S}_{\text{stab}}$, which is an Abelian subgroup of the Pauli group $\mathcal{P}$ and does not contain $-I$. The code space is the $(+1)$-eigenspace of all elements of the stabilizer group. Importantly, the code space can be viewed as the energy ground space of the stabilizer Hamiltonian which is the sum of stabilizers generating the stabilizer group $\mathcal{S}_{\text{stab}}$. The unitary operations which preserve the codespace are called logical operators.

CSS stabilizer codes $[53]$, which include the well-known toric code and the color code $[54, 55]$, are a special class of stabilizer codes. The stabilizer group of a CSS code is generated by Pauli operators, which can be chosen to be either $X$-type or $Z$-type but not mixed. For any CSS stabilizer code we can introduce a CSS chain complex

$$\begin{align*}
C_Z & \xrightarrow{\partial_Z} C_Q & \xrightarrow{\partial_X} C_X
\end{align*}$$

where $C_Z$, $C_Q$ and $C_X$ are finitely-dimensional $\mathbb{F}_2$-vector spaces with bases $\mathcal{B}_Z = Z$-stabilizer generators, $\mathcal{B}_Q = qubits$ and $\mathcal{B}_X = X$-stabilizer generators. The linear maps $\partial_Z$ and $\partial_X$, called boundary operators, can be viewed as binary matrices of size $\dim C_Q \times \dim C_Z$ and $\dim C_X \times \dim C_Q$ corresponding to the parity-check matrices $H^T_Z$ and $H_X$ of the underlying CSS code. The boundary operators are defined as follows: the $i$th column of $\partial_Z$ corresponds to the support of the $Z$-type stabilizer labeled by $i \in \mathcal{B}_Z$, and the $j$th row of $\partial_X$ corresponds to the support of the $X$-type stabilizer labeled by $j \in \mathcal{B}_X$. By definition, the composition of boundary operators is the zero map. This condition can be phrased as a product of two matrices $\partial_Z$ and $\partial_Z$ being zero, $\partial_X \cdot \partial_Z = 0$.

We can consider other linear maps associated with the CSS chain complex in Eq. (2). Namely, we define the coboundary operators $\partial_T^Z : C_X \rightarrow C_Q$ and $\partial_T^Z : C_Q \rightarrow C_Z$ via binary matrices $(\partial_Z)^T$ and $(\partial_Z)^T$, where $M^T$ denotes the transpose of the matrix $M$. The composition of coboundary operators is the zero operator, which can be stated as $(\partial_Z)^T \cdot (\partial_X)^T = 0$.

We remark that the support of any $Z$-type $c_Z \subseteq C_Z$ and $X$-type $c_X \subseteq C_X$ stabilizers is $\partial_Z c_Z$ and $\partial_X c_X$. Moreover, Pauli $X$-type and $Z$-type errors are detected by appropriate stabilizer measurements. Namely, a Pauli $Z$-type error $Z(c_Q)$ leads to an $X$-type syndrome pattern $\partial_X c_Q$, whereas Pauli $X$-type error $X(c_Q)$ returns a $Z$-type syndrome $\partial_Z c_Q$, where $c_Q \subseteq C_Q$ represents any subset of qubits. Lastly, non-trivial Pauli $Z$ and $X$ logical operators can be found as elements of respectively $\ker \partial_X \setminus \im \partial_Z$ and $\ker \partial_Z \setminus \im \partial_X$ since logical operators must have trivial error syndromes.

To illustrate the notion of a CSS chain complex, let us consider the toric code defined on a two-dimensional lattice $\mathcal{L}$. We denote the set of $i$-cells of $\mathcal{L}$ by $\Delta_i(\mathcal{L})$. In particular, $\Delta_0(\mathcal{L})$, $\Delta_1(\mathcal{L})$

\footnote{Technically, the coboundary operators are defined between the dual spaces $C_X^*$, $C_Q^*$ and $C_Z^*$. However, since $C_X^*$, $C_Q^*$ and $C_Z^*$ are isomorphic to $C_X$, $C_Q$ and $C_Z$, thus we will treat the coboundary operators as maps between $C_X$, $C_Q$ and $C_Z$.}
and \( \Delta_2(\mathcal{L}) \) correspond to vertices, edges and faces of \( \mathcal{L} \). The CSS chain complex of the toric code coincides with the standard chain complex \( C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \) associated with the lattice \( \mathcal{L} \). Namely, the bases for \( \mathbb{F}_2 \)-vector spaces \( C_2, C_1 \) and \( C_0 \) are the sets of faces, edges and vertices, \( B_i = \Delta_i(\mathcal{L}) \), and the boundary operator \( \partial_i \) returns all the \((i-1)\)-cells belonging to the given \( i \)-cell; see Fig. 1 for a schematic illustration.

![FIG. 1. A chain complex associated with a 2D square lattice \( \mathcal{L} \). The \( \mathbb{F}_2 \)-vector spaces \( C_2, C_1 \), and \( C_0 \) are associated with faces, edges and vertices of \( \mathcal{L} \). The boundary operator \( \partial_2 : C_2 \to C_1 \) is a linear map, which for each face returns the edges around that face. Similarly, \( \partial_1 : C_1 \to C_0 \) is a linear map, which returns the vertices belonging to the given edge. We remark that binary vectors \( c_i \in C_i \) (shaded in red) can be thought of as subsets of \( i \)-dimensional elements of the lattice \( \mathcal{L} \).

We remark that the toric code can be defined in any dimensions by considering a \( D \)-dimensional lattice \( \mathcal{L} \), where \( D \geq 2 \). The toric code of type \( k \in \{1, \ldots, D-1\} \) is defined by placing qubits on the \( k \)-dimensional cells \( \Delta_k(\mathcal{L}) \) and associating \( X \) - and \( Z \)-type stabilizer generators with \((k-1)\)-and \((k+1)\)-cells. The CSS chain complex coincides with the part \( C_{k+1} \xrightarrow{\partial_{k+1}} C_k \xrightarrow{\partial_k} C_{k-1} \) of the standard chain complex for \( \mathcal{L} \). Similarly, we can introduce a CSS chain complex associated with the \( d \)-dimensional stabilizer color code. However, due to technical complications, such as a need for the generalized boundary operator \( \partial_{k,t} \), we defer further discussion of the color code to Sec. III A and Appendix A.

### B. Ungauging based on a chain complex

The ungauging procedure allows us to map between subspaces \( \mathcal{H}(S^Z_{\text{ini}}) \) and \( \mathcal{H}(S^X_{\text{fin}}) \) of two Hilbert spaces \( \mathcal{H}_{\text{ini}} \) and \( \mathcal{H}_{\text{fin}} \). The Hilbert spaces \( \mathcal{H}_{\text{ini}} \) and \( \mathcal{H}_{\text{fin}} \) are identified with the initial \( Q_{\text{ini}} \) and the final \( Q_{\text{fin}} \) sets of qubits, respectively. By convention, the subspace \( \mathcal{H}(S^Z_{\text{ini}}) \) is defined via the initial \( Z \)-type symmetry group \( S^Z_{\text{ini}} \), where \( S^Z_{\text{ini}} \) is a subgroup of the Pauli group \( P_{\text{ini}} \). Namely, \( \mathcal{H}(S^Z_{\text{ini}}) \) is the subspace of \( \mathcal{H}_{\text{ini}} \) spanned by the \((+1)\)-eigenstates states of the symmetry operators from \( S^Z_{\text{ini}} \), namely

\[
\mathcal{H}(S^Z_{\text{ini}}) = \{ |\psi\rangle \in \mathcal{H}_{\text{ini}} | \forall S^Z \in S^Z_{\text{ini}} : S^Z |\psi\rangle = +|\psi\rangle \}. \tag{3}
\]

We label the \( Z \)-type generators \( S^Z_{\text{ini}} \in P_{\text{ini}} \) of the symmetry group \( S^Z_{\text{ini}} \) by the elements \( j \) of the set \( B^Z \), and thus have \( S^Z_{\text{ini}} = \langle S^Z_j \mid j \in B^Z \rangle \). Similarly, the subspace \( \mathcal{H}(S^X_{\text{fin}}) \) of the Hilbert space \( \mathcal{H}_{\text{fin}} \) is defined by the emergent \( X \)-type symmetry group \( S^X_{\text{fin}} \), which is a subgroup of the Pauli group \( P_{\text{fin}} \). We schematically depict the ungauging procedure in Fig. 2.

The ungauging map \( \tilde{\Gamma} \) is an isomorphism between \( \mathcal{H}(S^Z_{\text{ini}}) \) and \( \mathcal{H}(S^X_{\text{fin}}) \), and thus is defined for all states and operators on \( \mathcal{H}(S^Z_{\text{ini}}) \). Since \( \tilde{\Gamma} \) is a linear map, it can be specified by its action on the elements of some basis of operators, for instance the symmetric subgroup \( P(S^Z_{\text{ini}}) \) of the Pauli group \( P_{\text{ini}} \). The symmetric Pauli subgroup \( P(S^Z_{\text{ini}}) \) is defined as the group of Pauli operators, which commute with the symmetry operators from \( S^Z_{\text{ini}} \), namely

\[
P(S^Z_{\text{ini}}) = \{ P \in P_{\text{ini}} | \forall S^Z \in S^Z_{\text{ini}} : K[P, S^Z] = I \}. \tag{4}
\]
Importantly, the ungauging map has to satisfy two conditions

(i) any $Z$-type symmetry operator $S^Z \in S^Z_{\text{ini}}$ is mapped to the identity operator, i.e., $S^Z \rightarrow I$,

(ii) the inner product between any two states $|\psi_1\rangle, |\psi_2\rangle \in \mathcal{H}(S^Z_{\text{ini}})$ is preserved by $\tilde{\Gamma}$.

We remark that the condition (ii) can be verified by checking whether the commutation relation between any two elements of the symmetric Pauli subgroup $\mathcal{P}(S^Z_{\text{ini}})$ is preserved by $\tilde{\Gamma}$.

The first step of the ungauging procedure is to identify the generators of the symmetric Pauli subgroup $\mathcal{P}(S^Z_{\text{ini}})$. We observe that $\mathcal{P}(S^Z_{\text{ini}})$ is generated by single-qubit $Z$, as well as by some (possibly multi-qubit) $X$-type operators $P^X_k \in \mathcal{P}_{\text{ini}}$ labeled by $k \in B_X$. Namely,

$$\mathcal{P}(S^Z_{\text{ini}}) = \langle Z_i, P^X_k | i \in B_Q, k \in B_X \rangle,$$

where we relabel $Q_{\text{ini}}$ as $B_Q$ for notational convenience. The $X$-type generators $P^X_k$ of the symmetric Pauli group $\mathcal{P}(S^Z_{\text{ini}})$ do not have to be independent, i.e., it might be possible to obtain the identity operator by multiplying some generators $P^X_k$. We define a relation $R^{(l)}$ to be a binary row vector of length $|B_X|$ encoding which generators $P^X_k$ are not independent, namely

$$\prod_{k \in B_X} \left[ R^{(l)} \right]_k = P^X_k = I,$$

where $[R^{(l)}]$ denotes the $k$th entry $R^{(l)}$. Note that by adding two relations modulo 2 we get a new relation, and thus we can think of the set of all relations as a group. We label all the relations $\{R^{(l)}\}$ by the elements $l \in B_R$.

The next step of the ungauging procedure is to introduce the ungauging chain complex

$$C_Z \xrightarrow{\partial_Z} C_Q \xrightarrow{\partial_X} C_X \xrightarrow{\partial_R} C_R$$

where $Z$-symmetries initial qubits $X$-operators $X$-relations
The chain complex in Eq. (7) is a sequence of \( \mathbb{F}_2 \)-vector spaces \( C_Z, C_Q, C_X \) and \( C_R \) with bases \( B_Z, B_Q, B_X \) and \( B_R \), respectively. The boundary operators are specified by binary matrices \( \partial Z, \partial X, \partial R \). Importantly, the composition of two consecutive boundary operators is the zero map, which can be expressed as the matrix relations \( \partial X \cdot \partial Z = 0 \) and \( \partial R \cdot \partial X = 0 \). We introduce the coboundary operators via the corresponding transposed binary matrices \( \partial_Z^T, \partial_X^T \) and \( \partial_R^T \). The \( j \)-th column of the matrix \( \partial_Z \) represents the support of the generator \( S_j^Z \) of the \( Z \)-type initial symmetry group \( S_{ini}^Z \), where \( j \in B_Z \). In other words, the matrix element \( [\partial_Z]_{i,j} = 1 \) iff the qubit \( i \in B_Q \) is in the support of \( S_j^Z \), i.e., \( i \in \text{supp} S_j^Z \). The \( k \)-th row of the matrix \( \partial_X \), where \( k \in B_X \), represents the support of the \( X \)-type generator \( P_k^X \) of the symmetric Pauli group \( P(S_{ini}^X) \), i.e., \( [\partial_X]_{k,i} = 1 \) iff \( i \in \text{supp} P_k^X \). We remark that any \( Z \)- and \( X \)-type symmetric operators from \( P(S_{ini}^X) \) are of the form \( Z(c_Q) \) and \( X(\partial_X^T \cdot c_X) \) for some \( c_Q \in C_Q \) and \( c_X \in C_X \). Lastly, the \( l \)-th row of the matrix \( \partial_R \) is the relation \( R^{(l)} \), where \( l \in B_R \).

The ungauging chain complex in Eq. (7) can be unambiguously constructed from the initial Hilbert space \( \mathcal{H}_{ini} \) and the initial \( Z \)-type symmetry group \( S_{ini}^Z \) by specifying the \( X \)-type generators of the symmetric Pauli group \( P(S_{ini}^X) \) and the relations between them. Then, the ungauging chain complex determines the final Hilbert space \( \mathcal{H}_{fin} \) and the emergent \( X \)-type symmetries of the subspace \( \mathcal{H}(S_{fin}^X) \) as follows. For every \( X \)-type generator \( P_k^X \in P \) of the symmetric Pauli subgroup \( P(S_{fin}^X) \) we introduce one qubit, and thus we identify the final set of qubits \( Q_{fin} \) with \( B_X \). The elements of the emergent \( X \)-type symmetry group \( S_{fin}^X \) are chosen to be \( X \)-type operators of the form \( X(M_{CR} \cdot c_R) \in P_{fin} \) for any \( c_R \in C_R \). One can check that the resulting subspace \( \mathcal{H}(S_{fin}^X) \) is of the same dimension as \( \mathcal{H}(S_{ini}^X) \), i.e., \( \dim \mathcal{H}(S_{fin}^X) = \dim \mathcal{H}(S_{ini}^X) \). Thus, we can find an isomorphism between \( \mathcal{H}(S_{fin}^X) \) and \( \mathcal{H}(S_{fin}^X) \), which is the ungauging map \( \tilde{\Gamma} \).

The ungauging map \( \tilde{\Gamma} \) between subspaces \( \mathcal{H}(S_{fin}^X) \) and \( \mathcal{H}(S_{fin}^X) \) of two Hilbert spaces \( \mathcal{H}_{ini} \) and \( \mathcal{H}_{fin} \) is determined by its action on the \( Z \)- and \( X \)-type operators \( Z(c_Q) \) and \( X(M_{CX} \cdot c_X) \) from the symmetric Pauli group \( P(S_{fin}^X) \). This can be read off from the ungauging chain complex, namely

\[
\forall c_Q \in C_Q : Z(c_Q) \xrightarrow{\tilde{\Gamma}} Z(\partial_X \cdot c_Q), \quad (8)
\]

\[
\forall c_X \in C_X : X(\partial_X^T \cdot c_X) \xrightarrow{\tilde{\Gamma}} X(c_X). \quad (9)
\]

We can easily verify that symmetric Pauli operators from \( P(S_{ini}^X) \) are mapped by \( \tilde{\Gamma} \) to symmetric Pauli operators from \( P(S_{fin}^X) \). Moreover, we note that \( \tilde{\Gamma} \) defined by Eqs. (8) and (9) satisfies two conditions (i) and (ii) for the ungauging map. First, for any \( c_Z \in C_Z \) the symmetry operator \( Z(\partial Z \cdot c_Z) \) from the \( Z \)-type initial symmetry group \( S_{ini}^Z \) is mapped by \( \tilde{\Gamma} \) to the identity operator

\[
Z(\partial Z \cdot c_Z) \xrightarrow{\tilde{\Gamma}} Z(\partial_X \cdot (\partial Z \cdot c_Z)) = Z((\partial_X \cdot \partial_Z) \cdot c_Z)) = I, \quad (10)
\]

where we use linearity of \( \tilde{\Gamma} \), Eq. (8) and \( \partial_X \cdot \partial_Z = 0 \). Second, the commutation relation between any two symmetric Pauli operators is preserved by \( \tilde{\Gamma} \). For instance, consider any two operators \( Z(c_Q) \) and \( X(\partial_X^T \cdot c_X) \) from \( P(S) \). They satisfy the commutation relation \( [Z(c_Q), X(\partial_X^T \cdot c_X)] = (-1)^{c_Q}(\partial_X^T \cdot c_X)I \). After ungauging, we have \( [Z(\partial_X \cdot c_Q), X(c_X)] = (-1)^{c_Q}(\partial_X^T \cdot c_X)I \), and thus the commutation relation is the same. Finally, we conclude that specifying the ungauging chain complex in Eq. (7) determines the ungauging procedure and provides an explicit recipe for the ungauging map \( \tilde{\Gamma} \).

We remark that the ungauging procedure we just described maps between the subspace \( \mathcal{H}(S_{fin}^Z) \) determined by the \( Z \)-type initial symmetry group \( S_{ini}^Z \) and the subspace \( \mathcal{H}(S_{fin}^X) \) determined by the \( X \)-type emergent symmetry group \( S_{fin}^X \). However, as we will see in the context of the subsystem codes, the symmetry group \( S_{ini}^Z \) of the initial system may not only contain the \( Z \)-type initial
symmetries from $S^Z_{ini}$. Rather, $S_{ini}$ may also be generated by some $X$-type initial symmetries forming a group $S^X_{ini}$, i.e.,

$$S_{ini} = \langle S^Z, S^X | S^Z \in S^Z_{ini}, S^X \in S^X_{ini} \rangle.$$  \hspace{1cm} (11)

Note that the ungauging map $\tilde{\Gamma}$ is still well-defined on the symmetric subspace $\mathcal{H}(S_{ini})$, since $\mathcal{H}(S_{ini})$ is contained in $\mathcal{H}(S^Z_{ini})$. The ungauging map $\tilde{\Gamma}$ will transform the $X$-type initial symmetries $S^X_{ini}$ into what we call the $X$-type preserved symmetries $S^X_{pre}$. Thus, after ungauging of $Z$-type symmetries $S^Z_{ini}$ of the initial system, the symmetry group $S_{fin}$ of the final system will not only be generated the emergent $X$-type symmetries $S^X_{fin}$ but also the preserved $X$-type symmetries $S^X_{pre}$, i.e.,

$$S_{fin} = \langle S^Z_f, S^X_f | S^Z_f \in S^X_{fin}, S^X_f \in S^X_{pre} \rangle.$$ \hspace{1cm} (12)

We depict the relations between symmetries $S_{ini}$ and $S_{fin}$ of the initial and final systems in Fig. 3.
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**FIG. 3.** The symmetry groups $S_{ini}$ and $S_{fin}$ of the initial and final system. The ungauging $\tilde{\Gamma}$ and $\Gamma$ maps transform correspondingly the initial $Z$-type symmetries $S^Z_{ini}$ and the emergent $X$-type symmetries $S^X_{fin}$ into the identity operator. If there are some additional $X$-type symmetries $S^X_{ini}$ in the initial system, then they will be preserved and mapped by $\tilde{\Gamma}$ into the preserved $X$-type symmetries $S^X_{pre}$ in the final system. Similarly, if we gauge the symmetry group $S^X_{fin}$ of the final system, then $\Gamma$ would map $S^X_{pre}$ into $S^X_{ini}$ in the initial system.

The fact that the symmetry group $S_{fin}$ of the final system is generated by both the emergent and preserved symmetries will play a key role in the discussion of partial gauging in Sec. II F. Namely, in order to define the gauging map $\Gamma$ as the inverse of $\tilde{\Gamma}$ we will be allowed to gauge only the $X$-type emergent symmetries $S^X_{fin}$, but not the $X$-type preserved symmetries $S^X_{pre}$.

**C. Operational interpretation of ungauging**

The fact that both CSS stabilizer codes and the ungauging procedure can be characterized by chain complexes suggests a natural operational interpretation of gauging and ungauging through the lens of quantum error correction. In the chain complex description of a CSS stabilizer code in Eq. (2), the boundary operator $\partial_X$ generates an error syndrome caused by a $Z$-type Pauli error. In the ungauging chain complex in Eq. (7), the boundary operator $\partial_X$ allows to define the ungauging map $\tilde{\Gamma}$ via Eqs. (8) and (9). Thus, given a symmetric wavefunction $|\psi\rangle$ in $\mathcal{H}(S^Z_{ini})$, the ungauging map $\tilde{\Gamma}$ generates a configuration of error syndromes associated with $|\psi\rangle$ in the Pauli-$X$ basis (not in a computational basis). Conversely, gauging can be interpreted as a procedure of obtaining a symmetric wavefunction $|\bar{\psi}\rangle$ which is consistent with some error syndrome of the underlying CSS stabilizer code.

Since error syndromes are simply different configurations of excitations associated with violated stabilizer generators of the topological stabilizer code, the emergent symmetries $S^X_{fin}$ can be interpreted as the law of conservation of excitations. Namely, given a symmetric wavefunction $|\psi\rangle$ in $\mathcal{H}(S^Z_{ini})$, the ungauging map $\tilde{\Gamma}$ generates a configuration of excitations associated with the $X$-type...
stabilizer generators. As one can see from the next subsection, violations of \(X\)-type stabilizer generators of the 2D toric code, which are often called electric charges, always appear in pairs and thus the total number of electric charges is conserved modulo two. We will find that the emergent \(X\)-type symmetry \(S^X_\text{fin}\) after the ungauging map \(\tilde{\Gamma}\) is a global \(\mathbb{Z}_2\) symmetry generated by \(\prod_v X_v\), which imposes the \(\mathbb{Z}_2\) conservation law in the ungauged symmetric subspace \(\mathcal{H}(S^X_{\text{fin}})\) of the final system.

D. Ungauging the toric code

Now, we illustrate the preceding discussion by presenting the ungauging procedure for the 2D toric code. For simplicity, we assume that the toric code is defined on a sphere, so that the ground state \(|\psi_{\text{TC}}\rangle\) of the toric code Hamiltonian \(H_{\text{TC}}\) is unique. This assumption is equivalent to having no logical qubits, which in turn can be phrased as the CSS chain complex in Eq. (2) being exact, i.e., \(\ker \partial_X = \text{im} \partial_Z\). We remark that ungauging for CSS stabilizer codes with a non-zero number of logical qubits can be achieved by redefining the CSS chain complex to include logical \(Z\)-operators into the \(Z\)-type stabilizers and adjusting the boundary map \(\partial_Z\) appropriately, so that the resulting modified chain complex is exact.

By definition, we want to ungauging \(Z\)-type symmetries of the toric code. We choose the initial \(Z\)-symmetry group \(S^Z_{\text{ini}}\) to be generated by \(Z\)-face stabilizers of the toric code, \(S^Z_{\text{ini}} = \langle Z(\partial_2 f) | f \in \Delta_2(\mathcal{L}) \rangle\). The symmetric Pauli group \(\mathcal{P}(S^Z_{\text{ini}})\) is then generated by single-qubit \(Z\)-operators and \(X\)-vertex stabilizers \(X(\partial_1^T v)\) of the toric code, \(\mathcal{P}(S^Z_{\text{ini}}) = \langle Z_e, X(\partial_1^T v) | e \in \Delta_1(\mathcal{L}), v \in \Delta_0(\mathcal{L}) \rangle\). There is only one non-trivial relation between symmetric \(X\)-operators, namely \(\prod_v X(\partial_1^T v) = I\). This leads us to the ungauging chain complex for the 2D toric code

\[
\begin{array}{cccc}
C_2 & \xrightarrow{\partial_2} & C_1 & \xrightarrow{\partial_1} & C_0 & \xrightarrow{(11...1)} & \mathbb{Z}_2 \\
\text{Z-stabilizers} & & \text{qubits} & & \text{X-stabilizers} & & \text{X-relations} \\
\end{array}
\]

The ungauging map \(\tilde{\Gamma}\) transforms between subspaces \(\mathcal{H}(S^Z_{\text{ini}})\) and \(\mathcal{H}(S^X_{\text{fin}})\) of two Hilbert spaces \(\mathcal{H}_{\text{ini}}\) and \(\mathcal{H}_{\text{fin}}\), which are identified with qubits on edges and vertices of the lattice \(\mathcal{L}\), respectively. The emergent \(X\)-type symmetry group \(S^X_{\text{fin}}\) is generated by only one operator, \(S^X_{\text{fin}} = \langle \prod_v X(\partial_1^T v) \rangle\). The symmetric operators from \(\mathcal{P}(S^Z_{\text{ini}})\) are mapped by \(\tilde{\Gamma}\) according to the prescription

\[
Z_e = \begin{array}{c}
\begin{array}{c}
\mathcal{Z}
\end{array}
\end{array} \xrightarrow{\tilde{\Gamma}} \begin{array}{c}
\begin{array}{c}
\mathcal{Z}_e
\end{array}
\end{array},
\]

\[
X(\partial_1^T v) = \begin{array}{c}
\begin{array}{c}
\mathcal{X}
\end{array}
\end{array} \xrightarrow{\tilde{\Gamma}} \begin{array}{c}
\begin{array}{c}
\mathcal{X}_v
\end{array}
\end{array},
\]

and thus their commutation relations are preserved. One can see that all initial \(Z\)-symmetry operators from \(S^Z_{\text{ini}}\) are mapped to the identity operator.
We can easily see the ungauging map $\tilde{\Gamma}$ transforms the toric code Hamiltonian $H_{\mathrm{TC}} = - \sum_{v \in \Delta_0(\mathcal{L})} X(\partial_{I}^{v})$ into the paramagnet Hamiltonian $H_{\mathrm{para}} = - \sum_{v \in \Delta_0(\mathcal{L})} X_v$, i.e.,

$$H_{\mathrm{TC}} = - \sum_{v \in \Delta_0(\mathcal{L})} X_v \xrightarrow{\tilde{\Gamma}} H_{\mathrm{para}} = - \sum_{v \in \Delta_0(\mathcal{L})} X_v$$  \hspace{1cm} (16)

Correspondingly, by ungauging the $Z$-symmetries of the unique ground state $|\psi_{\mathrm{TC}}\rangle$ of the toric code we obtain the unique ground state $|\psi_{\mathrm{para}}\rangle = |+\rangle^{\otimes|\Delta_0(\mathcal{L})|}$ of the paramagnet. We emphasize that $|\psi_{\mathrm{TC}}\rangle$ satisfies local $\mathbb{Z}_2$ symmetries from the $Z$-type symmetry group $S_\mathbb{Z}$, whereas $|\psi_{\mathrm{para}}\rangle$ has a global $\mathbb{Z}_2$ symmetry generated by $\prod_{v \in \Delta_0(\mathcal{L})} X_v$.

We remark that in a similar way we can ungauging higher-form symmetries. For instance, consider the $D$-dimensional toric code of type $k \in \{1, \ldots, D - 1\}$, where $k$ indicates that qubits are placed on $k$-dimensional cells of the lattice $\mathcal{L}$. For simplicity, we assume that the lattice $\mathcal{L}$ is on a $D$-dimensional sphere, so that the toric code has no logical qubits. If we choose to ungauging $Z$-type symmetries of the toric code, which are associated with the $(k + 1)$-dimensional cells of $\mathcal{L}$, then the symmetric $X$-operators are identified with $(k - 1)$-cells. There is only one relation between symmetric $X$-operators, i.e., the product of all of them is the identity operator. Thus, the ungauging chain complex for the $D$-dimensional toric code of type $k$ is $C_{k+1} \xrightarrow{\partial_{k+1}} C_k \xrightarrow{\partial_k} C_{k-1} \xrightarrow{(11 \ldots 1)} \mathbb{Z}_2$ and we can show that the toric code Hamiltonian is mapped by $\tilde{\Gamma}$ into the paramagnet Hamiltonian with spins on $(k - 1)$-dimensional cells and a global $\mathbb{Z}_2$ symmetry.

### E. Un-gauging the Bacon-Shor code

Before we start talking about ungauging the Bacon-Shor code, we briefly discuss subsystem codes, which are a generalization of stabilizer codes. A subsystem code is specified by the gauge group $G_{\mathrm{sub}}$, which is a subgroup of the Pauli group $\mathcal{P}$. Unlike in the stabilizer case, we do not require that the gauge group $G_{\mathrm{sub}}$ be Abelian. The stabilizer group $S_{\mathrm{sub}}$ of the subsystem code can be found as the center of the gauge group in the Pauli group $\mathcal{P}$. Representatives of non-trivial bare logical operators are the elements of the centralizer of the gauge group $G_{\mathrm{sub}}$ which do not belong to $G_{\mathrm{sub}}$. For a CSS subsystem code the generators of $G_{\mathrm{sub}}$ can be chosen to be of $X$-type or $Z$-type.

The 2D Bacon-Shor code is an example of a CSS subsystem code, which is defined by placing qubits on the vertices of a square lattice on a torus. The gauge group $G_{\mathrm{BS}}$ is generated by operators associated with edges of the lattice. Namely, for every edge, either horizontal $e_H$ and vertical $e_V$, there is a two-qubit gauge generator, respectively of $X$-type or $Z$-type. The stabilizer group $S_{\mathrm{BS}}$ is generated by two-column $X$-type and two-row $Z$-type operators. The Bacon-Shor code has one logical qubit and the bare logical $\overline{X}$ and $\overline{Z}$ operators can be represented as a single-column $X$-type and a single-row $Z$-type operators, respectively. For an illustration of the 2D Bacon-Shor code, see Fig. 4(a).

Now we are going to discuss the ungauging procedure for the Bacon-Shor code. The initial symmetry group $S_{\mathrm{ini}}$ of the Bacon-Shor code contains all the stabilizers from $S_{\mathrm{BS}}$. Since the code has one logical qubit, we also include the representatives of the bare logical $\overline{Z}$ in $S_{\mathrm{ini}}$. We want to ungauging all $Z$-type symmetries of the Bacon-Shor model, which include $Z$-type stabilizers and bare logical $\overline{Z}$. Note that any $Z$-type stabilizer can be written as a product of two representatives of $\overline{Z}$, and thus the initial $Z$-type symmetry group $S^Z_{\mathrm{ini}}$ is generated by representatives of $\overline{Z}$. One can verify that the symmetric Pauli subgroup $\mathcal{P}(S^Z_{\mathrm{ini}})$ is generated by single-qubit $Z$ operators, as well as by the $X$-type gauge generators. Let us label rows of the lattice by the elements $l \in \mathcal{B}_R$.

---

**Fig. 4(a):** Illustration of the 2D Bacon-Shor code.
FIG. 4. (a) The subsystem Bacon-Shor code with qubits placed on vertices of a square lattice on a torus. The $X$- and $Z$-type gauge generators are identified with horizontal $e_H$ (red) and vertical $e_V$ (blue) edges, respectively. We depict an $X$-type stabilizer (dashed red) and a representative of the bare logical $\bar{Z}$ operator (dashed blue). (b) The Xu-Moore model with qubits on horizontal edges. The Hamiltonian $H_{XM}$ of the model is a sum of single-qubit $X$ and four-qubit $Z$ (blue) operators. The symmetries of the model are $X$-type horizontal and vertical operators (dashed red).

and denote by $\text{row}(l)$ the set of horizontal edges belonging to the row $l$. Note that for every row $l$ there is one relation, namely the product of $X$-type gauge generators associated with all edges from $\text{row}(l)$ is the identity operator. Thus, we arrive at the ungauging chain complex for the Bacon-Shor code

\[
\begin{array}{cccccc}
C_{\text{row}} & \xrightarrow{\partial_Z} & C_{\text{vertex}} & \xrightarrow{\partial_X} & C_{\text{h-edge}} & \xrightarrow{\partial_R} & C_{\text{row}} \\
Z\text{-bare logical} & & \text{initial qubits} & & X\text{-gauge} & & X\text{-relations} \\
\begin{array}{cccc}
Z & Z & Z & Z \\
\end{array} & & & & \begin{array}{c}
X \\
e_H \\
\end{array} & & \Pi_{e_H} X(\partial_X e_H) \\
\end{array}
\]

(17)

From the above ungauging chain complex we can infer that the final Hilbert space $\mathcal{H}_{\text{fin}}$ is identified with qubits placed on horizontal edges of the lattice. Moreover, the subspace $\mathcal{H}(S^X_{\text{fin}})$ of $\mathcal{H}_{\text{fin}}$ is determined by the emergent $X$-type symmetry group $S^X_{\text{fin}}$, which is generated by $X$-type operators associated with every row $l$, i.e., $S^X_{\text{fin}} = \langle \prod_{e_H \in \text{row}(l)} X_{e_H} \mid l \in B_R \rangle$. Lastly, the symmetric operators from $\mathcal{P}(S^Z_{\text{ini}})$ are mapped by the ungauging map $\tilde{\Gamma}$ according to the prescription

\[
\begin{align*}
Z_v & = \begin{array}{|c|}
Z & \\
\vline & \\
\end{array} \xrightarrow{\tilde{\Gamma}} \begin{array}{|c|}
Z & \bar{Z} & Z \\
\vline & & \\
\end{array} = Z(\partial_X v) = \begin{array}{|c|}
& \bar{Z} \\
\vline & \vline \\
\end{array}, \\
X(\partial_X e_H) & = \begin{array}{|c|}
X \\
\vline & e_H \\
\end{array} \xrightarrow{\tilde{\Gamma}} \begin{array}{|c|}
X & X \\
\vline & e_H \\
\end{array} = \begin{array}{|c|}
X \\
\vline & e_H \\
\end{array}.
\end{align*}
\]

(18)

(19)

Now, let us consider the following Hamiltonian for the Bacon-Shor code

\[
H_{BS} = J_X H^X_{BS} + J_Z H^Z_{BS} = -J_X \sum_{e_H} \frac{X}{e_H} - J_X \sum_{e_V} \frac{X}{e_V}.
\]

(20)

Ground states of $H_{BS}$ satisfy stabilizer symmetries with $+1$ eigenvalues. In fact, a similar statement can be proven for arbitrary CSS subsystem Hamiltonians with negative coefficients via the Perron-Frobenius theorem, see [56] for instance. As we have already mentioned, the symmetry group
of the Bacon-Shor model $S_{ini}$ is generated by two types of operators, the $Z$-type representatives of the bare logical $Z$ and the $X$-type stabilizers from $S_{BS}$. Using Eqs. (18) and (19), we find that the procedure of ungauging of the initial $Z$-symmetry group $S_{ini}^Z$ transforms the Bacon-Shor Hamiltonian $H_{BS}$ into the following

$$H_{XM} = J_X H_{XM}^X + J_Z H_{XM}^Z = -J_X \sum_{e_H} -J_Z \sum_{e_V} \left( \begin{array}{c} \times \\ e_H \end{array} \right) - \left( \begin{array}{c} \times \\ e_V \end{array} \right),$$

which describes the so-called Xu-Moore model [31]. We emphasize that the final symmetry group $S_{fin}^X$ of the model with the Hamiltonian $H_{XM}$ is generated by the emergent $X$-type symmetries from $S_{fin}^X$ and the preserved $X$-type symmetries from $S_{pre}^X$. The emergent and preserved symmetries correspond to respectively horizontal and vertical $X$-type operators; see Fig. 4(b).

We remark that the recent independent work [33] has focused on SPT phases protected by sub-manifold symmetries, similar to those in the ungauged Bacon-Shor code. Our result on the Bacon-Shor code not only hints at a natural gauging procedure for sub-manifold SPT phases, but also suggests a further generalization by using the language of CSS subsystem codes. This question can be partly answered by our framework of creating SPT Hamiltonians protected by unconventional symmetries, which we present in Sec. IV.

**F. Partial gauging of symmetries**

We remark that instead of ungauging we can consider a reverse procedure, related to the standard gauging procedure. For instance, we could start with the ground state $|\psi_{para}\rangle$ of the paramagnet and by gauging its global $Z_2$-symmetry we would obtain the toric code ground state $|\psi_{TC}\rangle$ with a local $Z_2$-symmetry. The gauging map $\Gamma$ can be operationally defined in the same way as the ungauging map $\tilde{\Gamma}$ by replacing $X$ and $Z$ in the discussion in Sec. II B. Importantly, this definition leads to the gauging map $\Gamma$, which is the inverse of the ungauging map $\tilde{\Gamma}$. This is in agreement with the fact that gauging and ungauging maps should be invertible onto the symmetric subspaces $H(S_{ini}^Z)$ and $H(S_{fin}^X)$.

Let us revisit the example from the previous subsection and try proceeding in the other direction, i.e., obtain the Bacon-Shor model by gauging $X$-type symmetries of the Xu-Moore model. However, if we gauged all $X$-type symmetries of the Xu-Moore model, we would not get the Bacon-Shor model! One can verify that choosing to gauge the symmetry group $S_{fin}$ generated by the $X$-type horizontal and vertical operators would lead to the following transformation of symmetric Pauli operators under the gauge map $\Gamma$

$$\left( \begin{array}{c} Z \\ Z \end{array} \right) \xrightarrow{\tilde{\Gamma}} \left( \begin{array}{c} Z \\ e_V \end{array} \right), \quad \left( \begin{array}{c} X \\ e_H \end{array} \right) \xrightarrow{\Gamma} \left( \begin{array}{c} X \\ e_H \end{array} \right), \quad \left( \begin{array}{c} X \\ Z \end{array} \right) \xrightarrow{\tilde{\Gamma}} \left( \begin{array}{c} X \\ X \end{array} \right).$$

Thus, the Hamiltonian $H_{XM}$ of the Xu-Moore model would be mapped to $H'_{XM}$, which is the same as $H_{XM}$ but with qubits placed on vertical edges (instead of horizontal) and $X$ and $Z$ operators swapped, i.e., $H_{XM} \simeq \mathcal{P}(H_{XM})\mathcal{P}^†$, where $\mathcal{P}$ denotes the transversal Hadamard gate applied to all the qubits.

In order to map the Xu-Moore model back into the Bacon-Shor code, we need to gauge only some of its $X$-type symmetries. In particular, if we choose to gauge the emergent $X$-symmetry
group $S^{X}_{\text{fin}}$ generated by $X$-type horizontal operators, then the symmetric Pauli group is given by

$$\mathcal{P}(S^{X}_{\text{fin}}) = \left\{ -X_{e_{H}}, -Z_{e_{H}}, -Z_{v}, \forall e_{H}, v \right\},$$

(23)

and the gauge map $\Gamma$ would transform symmetric Pauli operators from $\mathcal{P}(S^{X}_{\text{fin}})$ according to the prescription

$$Z(\partial X v) = Z_{v},$$

$$X(e_{H}) = X_{e_{H}},$$

(24)

(25)

We easily check that the Hamiltonian $H_{XM}$ of the Xu-Moore model is mapped by $\Gamma$ into the Hamiltonian $H_{BS}$ of the Bacon-Shor model and the initial symmetries from $S_{\text{ini}}$ of the Bacon-Shor model are recovered.

We remark that the Xu-Moore model [31] which undergoes the first order phase transition. Namely, when one changes the relative strength of $J_{X}$ and $J_{Z}$, then there is a phase transition for $J_{X} = J_{Z}$ [57]. The presence of a phase transition suggests a possibility of $H^{X}_{XM}$ and $H^{Z}_{XM}$ being in different SPT phases of matter when the $X$-type horizontal and vertical symmetries from $S_{\text{fin}}$ are enforced. This intuition can be made rigorous by considering the gauging map $\Gamma$ specified by Eqs. (24) and (25). When $J_{X} \gg J_{Z}$ (respectively, $J_{Z} \gg J_{X}$), a ground state exhibits a global entanglement structure similar to one of the GHZ states extending in the horizontal (vertical) direction, implying that two phases cannot be connected by local unitary transformations. Another way of arguing the phase separation is to note that the geometric shapes of logical operators are topologically distinct, and thus the Hamiltonians $H^{X}_{BS}$ and $H^{Z}_{BS}$ have to represent two different SPT phases of matter under the Bacon-Shor stabilizer symmetries $S_{BS}$. At the same time, $H^{X}_{XM}$ and $H^{Z}_{XM}$ can be obtained from $H^{X}_{XM}$ into $H^{Z}_{XM}$ by gauging the $X$-type symmetry group $S^{X}_{\text{fin}}$. This in turn shows that there is no short-depth circuit respecting the symmetry group $S_{\text{fin}}$, which transforms $H^{X}_{XM}$ into $H^{Z}_{XM}$ without closing the gap. We conclude that $H^{X}_{XM}$ into $H^{Z}_{XM}$ belong to different SPT phases.

### III. UNGAUGING THE GAUGE COLOR CODE

In this section, we look at the 3D gauge color code, which is another example of a CSS subsystem code. The 3D gauge color code exhibits advantages for fault-tolerant quantum computing, such as logical operations with relatively low overhead. Moreover, the 3D gauge color code allows one to reliably detect measurement errors in a single time step. Here, we apply the procedure of ungauging from Sec. II B to the 3D gauge color code and see that the ungauged model corresponds to six (decoupled) copies of $Z_{2}$ lattice gauge theory. We also discuss various quantum phases of matter arising from different Hamiltonians associated with the gauge color code. In particular, we show that depending on the choice of the initial Hamiltonian the procedure of ungauging $Z$-type stabilizer symmetries leads to the paramagnet, the 3D toric code, and the RBH model, which represent distinct SPT phases of matter in the presence of the stabilizer symmetries of the GCC.

#### A. 3D gauge color code

A standard way of defining the 3D GCC is to place qubits on the vertices of a three-dimensional lattice, which is 4-valent and its volumes are 4-colorable; see Ref. [51] for details. The gauge group
of the 3D GCC is generated by the $X$- and $Z$-type operators supported on qubits associated with every face of the lattice. One can show that the stabilizer group of the 3D GCC is generated by volume operators of $X$- and $Z$-type. However, we will present an equivalent definition of the 3D GCC on the (dual) lattice built of tetrahedra, where qubits are placed on tetrahedra, whereas gauge and stabilizer generators are identified with edges and vertices of the (dual) lattice. We choose to use the dual lattice since this simplifies the discussion of lattice gauge theory and stabilizer Hamiltonians associated with the 3D GCC.

In order to discuss the color code, we need to introduce a couple of notions from combinatorial geometry. Let $\mathcal{L}$ be a $D$-dimensional lattice built of $D$-simplices, where $D \geq 2$. We denote by $\Delta_i(\mathcal{L})$ the set of all $i$-simplices of $\mathcal{L}$, where $i \in \{0,1,\ldots,D\}$. In particular, $\Delta_0(\mathcal{L})$, $\Delta_1(\mathcal{L})$ and $\Delta_2(\mathcal{L})$ correspond to the sets of vertices, edges and triangular faces of $\mathcal{L}$, respectively. Similarly, we denote by $\Delta_i(\delta)$ the set of all $i$-simplices contained in a $k$-simplex $\delta \in \Delta_k(\mathcal{L})$. We define the $n$-star $\text{St}_n(\delta)$ of the simplex $\delta$ to be the set of all $n$-simplices containing $\delta$, namely

$$\text{St}_n(\delta) = \{ \epsilon \in \Delta_n(\mathcal{L}) | \delta \subset \epsilon \}. \quad (26)$$

We also need the notion of the $n$-link $\text{Lk}_n(\delta)$, which is the set of all $n$-simplices which do not intersect $\delta$ but at the same time belong to the same $D$-simplex as $\delta$, namely

$$\text{Lk}_n(\delta) = \{ \epsilon \in \Delta_n(\mathcal{L}) | \epsilon \cap \delta = \emptyset \wedge \exists \sigma \in \Delta_D(\mathcal{L}) : \delta, \epsilon \subset \sigma \}. \quad (27)$$

We illustrate the notions of the star and the link with examples in two and three dimensions in Fig. 5. Lastly, we say that $\mathcal{L}$ is $(d+1)$-colorable, if we can assign different $d+1$ colors to vertices $\Delta_0(\mathcal{L})$ in such a way that no two vertices incident to the same edge have the same color. We will denote by $\text{col}(\delta)$ the set of colors of vertices which belong to the simplex $\delta$.

![Fig. 5](image)

FIG. 5. Examples of stars and links in 2D and 3D. In (a) and (b), we illustrate the 2-star $\text{St}_2(\nu)$ and the 3-star $\text{St}_3(\nu)$ of the vertex $\nu$ (red), which respectively are the sets of six triangular faces and eight tetrahedra (shaded in green) containing $\nu$. (c) The 1-link $\text{Lk}_1(\epsilon)$ of the edge $\epsilon$ (red) is the set of five edges (green), each of which belongs to the same tetrahedron as $\epsilon$ but does not overlap with $\epsilon$. (d) The 3-star $\text{St}_3(\epsilon)$ of the edge $\epsilon$ (red) is the set of five tetrahedra (shaded in green) containing $\epsilon$.

To facilitate the discussion we need to introduce a generalized boundary operator $\partial_{k,l} : C_k \rightarrow C_l$ for $k \neq l$. The generalized boundary operator $\partial_{k,l}$ is a linear map between two $F_2$-vector spaces $C_k$ and $C_l$ with bases $\Delta_k(\mathcal{L})$ and $\Delta_l(\mathcal{L})$, respectively. The map $\partial_{k,l}$ is defined by specifying its action on every basis element $\delta \in \Delta_k(\mathcal{L})$, namely

$$\partial_{k,l}\delta = \begin{cases} \sum_{\sigma \in \Delta_l(\delta)} \sigma & \text{if } k > l, \\ \sum_{\sigma \in \text{St}_l(\delta)} \sigma & \text{if } k < l. \end{cases} \quad (28)$$

More specifically, we assume that $\mathcal{L}$ is a homogeneous simplicial $D$-complex containing a finite number of simplices.
We remark that: (i) in this notation the standard boundary operator \( \partial_i = \partial_{t,i-1} \), (ii) in general, the composition of two generalized boundary operators is not the zero operator, i.e., \( \partial_{t,m} \circ \partial_{t,1} \neq 0 \), and (iii) if one views the generalized boundary operators as binary matrices, then \( (\partial_{t,1})^T = \partial_{t,1} \).

Now, we describe the 3D gauge color code defined on the 3D lattice \( L \) without boundaries. We assume that \( L \) consists of tetrahedra and is 4-colorable. We place one qubit on every tetrahedron of the lattice \( L \). The gauge group \( G_{GCC} \) of the 3D gauge color code is generated by the \( X \)- and \( Z \)-type operators associated with the vertices of \( L \), namely

\[
G_{GCC} = \langle X(\partial_1 3e), Z(\partial_1 3e) | e \in \Delta_1(L) \rangle = \left\langle \begin{array}{c}
X
\end{array}, Z \right\rangle.
\]  

Note that in Eq. (29) we use the notation \( X(\cdot) \) and \( Z(\cdot) \) to represent the \( X \)-type and \( Z \)-type operators supported on all the qubits identified with tetrahedra depicted in the schematic; we will use this pictorial notation in the rest of the paper. In other words, a gauge generator identified with an edge \( e \) is supported on qubits identified with the tetrahedra in the neighborhood of the edge \( e \). One finds that the stabilizer group \( S_{GCC} \) of the gauge color code is generated by \( X \)- and \( Z \)-type operators associated with the vertices of \( L \), i.e.,

\[
S_{GCC} = \langle X(\partial_0 3v), Z(\partial_0 3v) | v \in \Delta_0(L) \rangle = \left\langle \begin{array}{c}
X
\end{array}, Z \right\rangle.
\]  

In other words, a stabilizer generator identified with a vertex \( v \) is supported on qubits on all neighboring tetrahedra, which contain the vertex \( v \).

### B. Ungauging the gauge color code

We want to ungauging the initial \( Z \)-type symmetry group \( S_{ini}^Z \) of the gauge color code, which is generated by \( Z \)-type stabilizers from \( S_{GCC} \). Since we consider the lattice \( L \) without boundaries, the gauge color code has zero logical qubits and thus we do not need to include bare logical \( Z \) operators in \( S_{ini}^Z \). One can check that the symmetric Pauli subgroup \( \mathcal{P}(S_{ini}^Z) \) is generated by single-qubit \( Z \) operators and the \( X \)-type gauge generators, i.e., \( \mathcal{P}(S_{ini}^Z) = \langle Z_t, X(\partial_1 3e) | \forall t \in \Delta_3(L), e \in \Delta_1(L) \rangle \).

Now we discuss relations between the \( X \)-type gauge generators. For convenience, we label four different colors assigned to vertices by \( a, b, c \) and \( d \). Let us consider a vertex \( v \) of color \( a \). Note that the \( X \)-type stabilizer associated with \( v \) is given by \( X(\partial_0 3v) \). At the same time, we can express \( X(\partial_0 3v) \) as the product of \( X \)-type gauge generators associated with edges of color \( ab \) (similarly for edges of color \( ac \) or \( ad \)), which are incident to \( v \). Namely,

\[
X(\partial_0 3v) = \prod_{e \in \partial_0 1v, \text{col}(e) = ab} X(\partial_1 3e) = \prod_{e \in \partial_0 1v, \text{col}(e) = ac} X(\partial_1 3e) = \prod_{e \in \partial_0 1v, \text{col}(e) = ad} X(\partial_1 3e).
\]  

We conclude that by multiplying the \( X \)-type gauge generators identified with edges incident to \( v \), whose color is in \( C = \{ab, ac\} \) (similarly for two other pairs of colors, \( C = \{ab, ad\} \) and \( C = \{ac, ad\} \)) we get the identity operator. Thus, for every vertex \( v \in \Delta_0(L) \) there are three relations for the \( X \)-type gauge generators

\[
\forall v \in \Delta_0(L) : \prod_{e \in \partial_0 1v, \text{col}(e) \in C} X(\partial_1 3e) = I,
\]
since there are \( \binom{3}{2} = 3 \) ways of picking \( C \subset \{ab, ac, ad\} \). At the same time, only two relations are independent.

We are ready to specify the ungauging chain complex for the gauge color code

\[
\begin{array}{cccc}
C_0 & \xrightarrow{\partial_{3,3}} & C_3 & \xrightarrow{\partial_{3,1}} & C_1 & \xrightarrow{\partial_R} & C_R \\
Z\text{-stabilizers} & \rightarrow & \text{qubits} & \rightarrow & X\text{-gauge} & \rightarrow & X\text{-relations} \\
\end{array}
\]

(33)

Note that in order to write the above ungauging chain complex in a way consistent with Eq. (7) we use a fact that \( \partial_{3,1} = (\partial_{1,3})^T \) and define \( \partial_R \) according to Eq. (32). The Hilbert space \( \mathcal{H}_{\text{fin}} \) of the final ungauged model is associated with qubits placed on edges, i.e., \( Q_{\text{fin}} = \Delta_1(\mathcal{L}) \). The subspace \( \mathcal{H}(S^X_{\text{fin}}) \) of \( \mathcal{H}_{\text{fin}} \) is determined by the emergent \( X \)-type symmetry group

\[
S^X_{\text{fin}} = \left\{ \prod_{e \in \partial_{0,1} v, \text{col}(e) \in C} X_e \bigg| \forall v \in \Delta_0(\mathcal{L}), C \subset \{ab, ac, ad\} \land |C| = 2 \right\} 
\]

(34)

\[
= \left\langle X \left( \begin{array}{c}
\begin{array}{cc}
b & a \\
c & d
\end{array}
\end{array} \right) , X \left( \begin{array}{c}
\begin{array}{cc}
b & a \\
c & d
\end{array}
\end{array} \right) , X \left( \begin{array}{c}
\begin{array}{cc}
b & a \\
c & d
\end{array}
\end{array} \right) \right\rangle .
\]

(35)

The generators of the initial symmetric Pauli subgroup \( P(S^Z_{\text{ini}}) \) are mapped by the ungauging map \( \tilde{\Gamma} \) in the following way

\[
\forall e \in \Delta_1(\mathcal{L}) : X(\partial^T_{3,1} e) = X \left( \begin{array}{c}
\begin{array}{cc}
e & e \\
c & c
\end{array}
\end{array} \right) \xrightarrow{\tilde{\Gamma}} X_e = \left( \begin{array}{c}
\begin{array}{cc}
e & e \\
c & c
\end{array}
\end{array} \right) ,
\]

(36)

\[
\forall t \in \Delta_3(\mathcal{L}) : Z_t = \left( \begin{array}{c}
\begin{array}{cc}
t & t \\
a & b
\end{array}
\end{array} \right) \xrightarrow{\tilde{\Gamma}} Z(\partial_{3,1} t) = Z \left( \begin{array}{c}
\begin{array}{cc}
t & t \\
a & b
\end{array}
\end{array} \right) .
\]

(37)

Let us now discuss how the Hamiltonian of the gauge color code \( H_{\text{GCC}} \) transforms under the ungauging map \( \tilde{\Gamma} \), where we choose

\[
H_{\text{GCC}} = -J_X \sum_{e \in \Delta_1(\mathcal{L})} X(\partial_{1,3} e) - J_Z \sum_{e \in \Delta_1(\mathcal{L})} Z(\partial_{1,3} e)
\]

(38)

to be the sum of all \( X \)- and \( Z \)-type gauge generators. The initial symmetry group \( S_{\text{ini}} \) of the model is the stabilizer group \( S_{\text{GCC}} \) and we ungaugue only the \( Z \)-type stabilizers. Using Eqs. (36) and (37)
we find that the gauge generators transform under $\tilde{\Gamma}$ in the following way

$$X(\partial_{1,3}e) = X\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right) \xrightarrow{\tilde{\Gamma}} X_e = \left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right),$$

$$Z(\partial_{1,3}e) = Z\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right) \xrightarrow{\tilde{\Gamma}} Z(Lk_1(e)) = Z\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right).$$

We can easily verify that the commutation relations of the operators in $G_{GCC}$ are preserved by the ungauging map $\tilde{\Gamma}$. Thus, the Hamiltonian $H_{GCC}$ is mapped by $\tilde{\Gamma}$ as follows

$$H_{GCC} \xrightarrow{\tilde{\Gamma}} H_{LGT} = -J_X \sum_{e \in \Delta_1(L)} X_e - J_Z \sum_{e \in \Delta_1(L)} Z\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right).$$

Moreover, the final symmetry group $S_{\text{fin}}$ of the model is generated by the $X$-type emergent and preserved symmetries, namely

$$S_{\text{fin}} = \left\langle \prod_{e \in \partial_{0,1}v, \text{col}(e) \in \{ab,ac,ad\}} X_e \mid \forall v \in \Delta_0(L) \right\rangle = \left\langle X\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right) , X\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right) , X\left(\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}\right) \right\rangle,$$

where $\partial_{0,1}$ is the boundary operator restricted to the sublattice $L^{ab}$. Note that each copy of lattice gauge theory has similar 1-form symmetries as the ones depicted in Eq. (44). We emphasize that six copies of lattice gauge theory do not interact with one another, since they are defined on sublattices with different edges, and thus the sets of qubits for each copy are mutually disjoint.

3 Namely, two operators $X(\partial_{1,3}e_1)$ and $Z(\partial_{1,3}e_2)$ anticommute iff edges $e_1$ and $e_2$ belong to some tetrahedron $t \in \Delta_3(L)$ but do not overlap, i.e., $e_1, e_2 \in \Delta_1(t)$ and $e_1 \cap e_2 = \emptyset$. The last condition can be restated as $e_1 \in Lk_1(e_2)$, which in turn is equivalent to $X_{e_1}$ and $Z(Lk_1(e_2))$ anticommuting.
We remark that in order to obtain the gauge color code Hamiltonian $H_{\text{GCC}}$ from $H_{\text{LGT}}$ we would need to partially gauge some $X$-type symmetries of lattice gauge theory, i.e., the $X$-type preserved symmetry group $S^X_{\text{pre}}$. Note that $S^X_{\text{pre}}$ is generated by local products of 1-form symmetries from any two copies of lattice gauge theory. In particular, for each vertex $v$ of color $a$, there are three generators of $S^X_{\text{pre}}$ associated with $v$, i.e., $X(\partial_{0,1}^a v)X(\partial_{0,1}^c v)$, $X(\partial_{0,1}^b v)X(\partial_{0,1}^c v)$ and $X(\partial_{0,1}^a v)X(\partial_{0,1}^b v)$. In contrast, if we tried to gauge all the $X$-type symmetries from $\mathcal{G}_{\text{sub}}$, then we would obtain a model $\tilde{H}_{\text{LGT}} = \hat{\Pi}(H_{\text{LGT}})\hat{\Pi}$ with the symmetries $\tilde{S}_{\text{fin}} = \hat{\Pi}(S_{\text{fin}})\hat{\Pi}$, which is equivalent to lattice gauge theory $H_{\text{LGT}}$ and its symmetries $S_{\text{fin}}$ via the transversal Hadamard gate $\hat{\Pi}$ applied to all qubits.

C. Quantum phases of the 3D gauge color code

Given a subsystem code with the gauge group $\mathcal{G}_{\text{sub}}$, such as the 3D gauge color code, there are many possible ways of associating a physical model with that code. Namely, we can adjust the couplings $J_i$ in the Hamiltonian $H_{\text{sub}} = -\sum_{G_i \in \mathcal{G}_{\text{sub}}} J_i G_i$, and thus consider Hamiltonians containing only some elements from the gauge group $\mathcal{G}_{\text{sub}}$. We emphasize that the symmetry group of the model $H_{\text{sub}}$ is the stabilizer group $S_{\text{sub}}$ of the code. In this subsection we start with three different Hamiltonians associated with the 3D gauge color code, $H^X_{\text{GCC}}$, $H^Z_{\text{GCC}}$ and $H^Y_{\text{GCC}}$, and ungauging their $Z$-type symmetry group generated by the gauge color code $Z$-type stabilizers from $S_{\text{GCC}}$. The models we consider are trivially equivalent in the absence of symmetries since one we can obtain any of three Hamiltonians from the other two by applying some constant-depth Clifford circuits. However, in the presence of stabilizer symmetries $H^X_{\text{GCC}}$, $H^Z_{\text{GCC}}$ and $H^Y_{\text{GCC}}$ fall into distinct SPT phases. In particular, we will see that these three models are mapped to the paramagnet, the 3D toric code and the RBH model.

First, we consider the Hamiltonian

$$H^X_{\text{GCC}} = -J_X \sum_{e \in \Delta_1(\mathcal{L})} X(\partial_{1,3} e) = -J_X \sum_{e \in \Delta_1(\mathcal{L})} X\left(\begin{array}{c} e \\ e \end{array}\right).$$

which corresponds to the stabilizer Hamiltonian of the 3D stabilizer color code with the $X$-type and $Z$-type stabilizers associated with edges $\Delta_1(\mathcal{L})$ and vertices $\Delta_0(\mathcal{L})$ of the lattice $\mathcal{L}$. By ungauging the $Z$-type symmetries from $S_{\text{GCC}}$ we find that

$$H^X_{\text{GCC}} \xrightarrow{\tilde{\Gamma}} H_{\text{para}} = -J_X \sum_{e \in \Delta_1(\mathcal{L})} X_e = -J_X \sum_{e \in \Delta_1(\mathcal{L})} X.$$  

which describes a trivial model, the paramagnet.

The other model we consider is defined by the following Hamiltonian

$$H^Z_{\text{GCC}} = -J_Z \sum_{e \in \Delta_1(\mathcal{L})} Z(\partial_{1,3} e) = -J_Z \sum_{e \in \Delta_1(\mathcal{L})} Z\left(\begin{array}{c} e \\ e \end{array}\right).$$

One can check that $H^Z_{\text{GCC}}$ is transformed by the ungauging map $\tilde{\Gamma}$ as follows

$$H^Z_{\text{GCC}} \xrightarrow{\tilde{\Gamma}} H_{\text{TC}} = -J_Z \sum_{e \in \Delta_1(\mathcal{L})} Z(\text{Lk}_1(e)) = -J_Z \sum_{e \in \Delta_1(\mathcal{L})} Z\left(\begin{array}{c} e \\ e \end{array}\right).$$
The final $X$-type symmetry group $S_{\text{fin}}$ of the model is specified by Eq. (43). We observe that the final model has local 1-form symmetries of $X$-type. Thus, the Hamiltonian $H_{\text{TC}}$ describes six copies of the 3D toric code, each of which is supported on a different sublattice $L^{ab}$.

Lastly, we choose the Hamiltonian

$$H_{\text{GCC}}^Y = -J_Y \sum_{e \in \Delta_1(L)} Y(\partial_{1,3} e) = -J_Y \sum_{e \in \Delta_1(L)} Y\left(\begin{array}{c} e \\ \end{array}\right).$$

(49)

whose $Y$-type terms are the products of corresponding $X$-type and $Z$-type terms of $H_{\text{GCC}}^X$ and $H_{\text{GCC}}^Z$. After ungauging the $Z$-type symmetries we get the following Hamiltonian

$$H_{\text{GCC}}^Y \xrightarrow{\tilde{\Gamma}} H_{\text{RBH}} = -J_Y \sum_{e \in \Delta_1(L)} X_e Z(\text{Lk}_1(e)) = -J_Y \sum_{e \in \Delta_1(L)} X_e Z\left(\begin{array}{c} e \\ \end{array}\right).$$

(50)

The final $X$-type symmetry group $S_{\text{fin}}$ of the model is specified by Eq. (43). We remark that the Hamiltonian $H_{\text{RBH}}$ describes three copies of the RBH model, each of which is defined on a pair of sublattices $L^{ab} \cup L^{cd}$ (similarly for other two pairs $L^{ac} \cup L^{bd}$ and $L^{ad} \cup L^{bc}$).

We remark that the RBH model, which was originally studied in the context of measurement-based quantum computation [42], may look similar to the 3D toric code. However, the RBH model differs in a significant manner due to the presence of symmetries [21]. Let us consider one copy of the RBH model supported on the pair of sublattices $L^{ab} \cup L^{cd}$; a similar discussion follows for the other pairs of sublattices $L^{ac} \cup L^{bd}$ and $L^{ad} \cup L^{bc}$. The RBH model is an example of a non-trivial SPT order which is protected by local 1-form symmetries of $X$-type, $X(\partial_{0,1} e)$ and $X(\partial_{0,1} e)$ The triviality of the ground state of the RBH model without any imposed symmetries follows from the fact that there exists a constant-depth disentangling circuit $U_{\text{dis}}$ built of the controlled-$Z$ gates acting on qubits on the opposite edges of color $ab$ and $cd$ for every tetrahedron $t$ in the lattice

$$U_{\text{dis}} = \prod_{t \in \Delta_3(L)} CZ.$$

(51)

The unitary $U_{\text{dis}}$ transforms the ground state of the RBH model into a trivial product state. At the same time one can show that the ground state of the RBH is non-trivial in the presence of 1-form $(\mathbb{Z}_2)^2$ symmetries.

D. Thermal stability of the 3D gauge color code

Finally, we discuss the thermal stability of the 3D GCC. Using to the aforementioned ungauging procedure, we can address this problem by studying thermal properties of the RBH model in the presence or absence of symmetries. While the RBH model is thermally trivial without any finite temperature phase transition, it had been long suspected that the RBH model exhibits some kind of thermal stability which cannot be directly seen from properties of the thermal Gibbs ensemble $\rho_\beta$. One compelling evidence was the existence of a certain transition temperature $T_c > 0$ below which $\rho_\beta$ serves as a universal resource state for measurement-based quantum computation [42]. This expectation has been confirmed positively in Ref. [11] by showing that the RBH model indeed possesses thermal order in the presence of 1-form symmetries. Namely, by restricting the Hilbert
space to wavefunctions satisfying 1-form symmetries, the RBH model undergoes a phase transition at a finite temperature. We remark that while 1-form symmetries may not emerge naturally in actual physical systems, they can be effectively imposed by performing active error correction.

Similarly to the RBH model, the 3D gauge color code has been believed to also possess some sort of thermal stability. In particular, a suggestive evidence of thermal stability is the single-shot error correction property \cite{41}, which is typically exhibited by self-correcting quantum memories such as the 4D toric code. At the same time, the 3D stabilizer color code, which is included the codeword space $H(S_{GCC})$ of the gauge color code, is not topologically ordered at any finite temperature as it is equivalent to multiple copies of the three-dimensional toric code \cite{51}. Our results offer a potential resolution to this puzzle concerning thermal stability of the gauge color code. In the absence of symmetries (corresponding to the stabilizer group $S_{GCC}$), stabilizer Hamiltonians in the 3D GCC are not thermally stable. Namely, their thermal Gibbs ensemble can be prepared efficiently from some classical ensembles. In contrast, in the presence of symmetries the 3D Hamiltonian $H^Y_{GCC}$ is thermally stable due to the thermal stability of the RBH model under the emergent symmetries.

We emphasize that most of previous works on the classification of quantum phases have focused on long-range entanglement at $T = 0$. This is partly due to the fact that all the known 2D and 3D topological phases undergo a thermal phase transition at $T_c = 0$ in the absence of additional symmetries. Our findings on the other hand open new research avenues for the classification of thermal phases. Three models related to the gauge color code which we discussed, i.e., $H^X_{GCC}$, $H^Z_{GCC}$ and $H^Y_{GCC}$, should be considered as representatives of distinct thermal SPT phases of matter as their symmetric Gibbs ensembles cannot be transformed into one another via short-depth symmetric circuits. It is thus tempting to speculate that fault-tolerant properties of the gauge color code stem from an SPT order at finite temperature in the presence of symmetries enforced by active quantum error correction.

We have seen that some stabilizer Hamiltonians associated with the GCC are thermally stable in a sense of their ground state (as well as the thermal Gibbs ensemble) remaining non-trivial up to some non-zero temperature. As such, the separation of quantum phases associated with the GCC extends to non-zero temperature. We emphasize that the presence of symmetries is essential in this argument and choosing stabilizer symmetries essentially restricts the allowed states to the codeword space of the GCC.

### IV. FRACTON SYMMETRY-PROTECTED TOPOLOGICAL PHASE

The framework of ungauging we discussed in Sec. II applies to arbitrary CSS codes. A particularly intriguing but at the same time not well-understood class of CSS stabilizer codes is the family of three-dimensional fracton codes with logical operators forming fractal-like objects. A lot of insight into physics related to fracton models can gained by the ungauging procedure \cite{22, 23}. Our ungauging procedure based on the chain complex is not limited to stabilizer codes, and thus provides a systematic way of ungauging symmetries for a potentially much wider family of CSS fracton codes. In this section, we focus on on a particular CSS stabilizer code, the 3D fractal code \cite{47}, which supports logical operators in the shape resembling the Sierpiński triangle. Inspired by the 3D fractal code, we will introduce the notion of fracton symmetry-protected topological (frac-SPT) phases, which are a generalization of SPT phases protected by fractal-like symmetries. We use the abbreviation “frac-SPT” since fSPT is often used for Floquet SPT phases. Lastly, we provide an explicit example of a 2D fracton SPT phase and show its non-triviality in the presence of fractal-like symmetries.

---

4 We remark that there is always some subtlety in choosing stabilizer generators included in a stabilizer Hamiltonian even in the case of a stabilizer code.
A. 3D fractal code

We briefly discuss the 3D fractal code. Let us consider a three-dimensional $L \times L \times L$ cubic lattice $L_{\text{cub}}$ with periodic boundary conditions. There are two qubits, labeled by $A$ and $B$, placed at each vertex of the lattice. We denote by $P^A_v$ and $P^B_v$ a Pauli operator $P \in \{X, Z\}$ supported on the qubit $A$ or $B$ at the vertex $v \in \Delta_0(L_{\text{cub}})$. The stabilizer group $S_{\text{frac}}$ of the 3D fractal code is given by

$$S_{\text{frac}} = \langle S^X_v, S^Z_v | \forall v \in \Delta_0(L_{\text{cub}}) \rangle = \langle X^A_v, X^B_v, Z^A_v, Z^B_v \rangle,$$  \hspace{1cm} (52)

where $S^X_v$ and $S^Z_v$ denote two stabilizers of $X$- and $Z$-type associated with the vertex $v$. One can check that the logical operators are in the shape of strings and Sierpiński fractals.

We would like to ungauging the initial $Z$-type symmetry group $S^Z_{\text{ini}}$, which is generated by the $Z$-type symmetries from $S_{\text{frac}}$ and the logical $Z$ operators. We remark that the logical $Z$ operators of the 3D fractal code can be represented as $Z^A$-type vertical string-like operators, as well as $Z^B$-type horizontal fractal-like operators supported in every layer $l = 1, \ldots, L$. Thus, we arrive at the following

$$S^Z_{\text{ini}} = \langle Z^A, Z^B \rangle.$$  \hspace{1cm} (53)

We remind the reader that in Eq. (53) we use the notation $Z^B(\cdot)$ to represent a $Z^B$-type operator supported on all the qubits depicted in the schematic. The symmetric Pauli subgroup $P(S^Z_{\text{ini}})$ is generated by single qubit $Z^A$ and $Z^B$ operators, as well as by $X$-type stabilizer generators from $S_{\text{frac}}$. By following the ungauging procedure we find that the ungauging map $\tilde{\Gamma}$ transforms symmetric operators from $P(S^Z_{\text{ini}})$ in the following way

$$\begin{align*}
Z^A &\rightarrow \tilde{\Gamma} \rightarrow Z^A, \\
Z^B &\rightarrow \tilde{\Gamma} \rightarrow Z^B, \\
S^X_v &\rightarrow \tilde{\Gamma} \rightarrow X_v.
\end{align*}$$  \hspace{1cm} (54)

Note that the final model has one qubit placed on each and every vertex of the lattice. After ungauging the stabilizer Hamiltonian $H_{\text{frac}}$ associated with the 3D fractal code is mapped to the paramagnetic Hamiltonian

$$H_{\text{frac}} = - \sum_{v \in \Delta_0(L_{\text{cub}})} X^A_v X^B_v - \sum_{v \in \Delta_0(L_{\text{cub}})} Z^A_v Z^B_v - \sum_{v \in \Delta_0(L_{\text{cub}})} X_v.$$  \hspace{1cm} (55)

The emergent $X$-type symmetry group $S^X_{\text{fin}}$ of the model is generated by $X$-type operators, each of which is a product of fractal-like operators supported within every horizontal layer $l = 1, \ldots, L$.\[5\] Strictly speaking, the $X$-type operators depicted in Eq. (56) are not symmetries for any finite $L$ since the $Z_2$ Sierpiński triangle cannot cover a 2D torus in a consistent manner. This technicality arises due to the fact that the cellular automaton generating the $Z_2$ Sierpiński triangle is irreversible. One can avoid this subtlety by considering the 3D fractal code for $m$-dimensional qudits with odd $m > 2$. Another possible resolution is to consider the 3D fractal code on the lattice with boundary; see [47] for more details.
of the cubic lattice $L \times L \times L$, namely
\[
S^X_{\text{fin}} = \left\langle \prod_{l=1}^{L} X \right| \right. \text{layer } l \left. \right| \right.
\]

(56)

B. Gapped domain wall

We have seen that fractal symmetries appear naturally as a result of ungauging the 3D fractal code. This observation motivates us to introduce a new notion of fracton symmetry-protected topological (frac-SPT) phases which would be short-range entangled if no symmetries are imposed and become non-trivial in the present of fractal-like symmetries. In the reminder of this section, we construct an explicit example of the 2D frac-SPT phase. We achieve this goal by ungauging a gapped domain wall arising in the aforementioned 3D fractal code. This subsection discusses a construction of a gapped domain wall from transversal logical operators in the 3D fractal code.

First, let us consider a code dual to the 3D fractal code. The dual 3D fractal code is also defined on the cubic lattice, with two qubits labeled by $\tilde{A}$ and $\tilde{B}$ placed on every vertex. The stabilizer group $\tilde{S}_{\text{frac}}$ of the dual 3D fractal code is given by
\[
\tilde{S}_{\text{frac}} = \left\langle \tilde{S}^X_v, \tilde{S}^Z_v \right| \forall v \in \Delta_0(\mathcal{L}_{\text{cub}}) \right| \right.
\]

(57)

In other words, the stabilizers of the dual code are obtained from the stabilizers of the 3D fractal code by applying the transversal Hadamard, which swaps Pauli $X$ and $Z$ operators.

Let us consider the 3D fractal code and the dual code combined. We define the transversal controlled-$Z$ gate $CZ$ to be a product of the controlled-$Z$ gates implemented between every pair of corresponding qubits, one from the fractal code and the other from the dual code. We will show that $CZ$ is a logical operation on both codes. To see that, recall that the $CZ$ gate commutes with Pauli $Z$ operators and transforms Pauli $X$ operators in the following way
\[
CZ(X \otimes I)CZ^\dagger = X \otimes Z, \quad CZ(I \otimes X)CZ^\dagger = Z \otimes X.
\]

(58)

Thus, the transversal $CZ$ gate preserves the $Z$-type stabilizers of both codes and transforms the $X$-type stabilizer generators as follows
\[
CZ(S^X_v \otimes I)CZ^\dagger = S^X_v \otimes \tilde{S}^Z_v, \quad CZ(I \otimes S^X_v)CZ^\dagger = S^Z_v \otimes \tilde{S}^X_v,
\]

(59)
i.e., the $X$-type stabilizers are decorated by $Z$-type stabilizers from the dual code, and vice versa. Therefore, the action of $CZ$ preserves the codeword space, and thus is a logical operator. In fact, one can show that $CZ$ is a non-trivial logical operator.

Next, we construct a gapped domain wall by using a transversal logical gate $CZ$. Consider a cubic lattice with four qubits labeled by $A$, $B$, $\tilde{A}$ and $\tilde{B}$ placed at each vertex. The qubits labeled by $A$, $B$ are associated with the 3D fractal code, whereas the qubits $\tilde{A}$, $\tilde{B}$ are identified with the dual code. We consider the following 3D Hamiltonian
\[
H_{\text{frac}}^{\text{tot}} = H_{\text{frac}} + \tilde{H}_{\text{frac}}
\]

(60)
where $H_{\text{frac}}$ and $\tilde{H}_{\text{frac}}$ are the stabilizer Hamiltonians for the 3D fractal code and the dual code. We emphasize that we include the $Z$-stabilizers in $H_{\text{frac}}$ and $\tilde{H}_{\text{frac}}$. Note that $H_{\text{frac}}$ and $\tilde{H}_{\text{frac}}$ are not interacting. We transform the 3D Hamiltonian $H_{\text{frac}}^{\text{tot}}$ by implementing the transversal control-$Z$ operator only within some region $R$ of the lattice, as depicted in Fig. 6. We emphasize that the region $R$ is chosen in such a way that its surface $\partial R$ is a horizontal 2D sheet. Then, we obtain

$$\left(\overline{CZ}\right|_R)(H_{\text{frac}}^{\text{tot}})(\overline{CZ}|_R) = H_R + H_{\partial R} + H_{R^c},$$

where $\overline{CZ}|_R$ denotes the restriction of $\overline{CZ}$ onto $R$. We have grouped terms of the resulting Hamiltonian in Eq. (61) into three parts $H_R, H_{\partial R}, H_{R^c}$. The Hamiltonians $H_R$ and $H_{R^c}$ contain terms supported inside either the region $R$ or its complement $R^c$, respectively, whereas $H_{\partial R}$ includes all the terms which are supported jointly over $R$ and $R^c$. Since $\overline{CZ}|_R$ is constant-depth geometrically local operator, the terms in $H_{\partial R}$ are localized around the surface $\partial R$ separating $R$ from its complement $R^c$.

FIG. 6. A construction of a gapped domain wall in a model consisting of two copies of the 3D fractal code, $H_{\text{frac}}^{\text{tot}} = H_{\text{frac}} + \tilde{H}_{\text{frac}}$. By applying the transversal $\overline{CZ}|_R$ operator within the region $R$ (a horizontal slab shaded in green) we can form a gapped domain wall on the surface $\partial R$ (hatched) separating the region $R$ and its complement $R^c$.

A crucial observation is that $\overline{CZ}|_R$ has an effect of creating a transparent gapped domain wall described by the Hamiltonian $H_{\partial R}$ supported on the surface $\partial R$. Let us examine how the terms in the Hamiltonian $H_{\text{frac}}^{\text{tot}}$ are transformed by $\overline{CZ}|_R$. Inside the region $R$, the $X$-type stabilizers $S^X_v$ and $\tilde{S}^X_v$ are transformed respectively into $S^X_v \otimes \tilde{S}^X_v$ and $S^X_v \otimes S^X_v$, as in Eq. (59). However, $X$-type stabilizers in $H_{\partial R}$, localized around the surface $\partial R$ are transformed in some non-trivial manner since $\overline{CZ}|_R$ gate acts only on a part of their support. Finally, terms in $H_{R^c}$ remain unchanged. Since terms in $H_{\partial R}$ commute with all the stabilizers supported on $R$, one can replace $S^X_v \otimes \tilde{S}^X_v$ and $S^Z_v \otimes \tilde{S}^X_v$ in $H_{\text{frac}}^{\text{tot}}$ by $S^X_v \otimes I$ and $I \otimes S^X_v$ without changing the ground space of the overall Hamiltonian. Thus, we arrive at the following Hamiltonian

$$H_{\text{frac}}^{\text{DW}} = H'_R + H_{\partial R} + H_{R^c},$$

where $H'_R$ and $H_{R^c}$ consist of terms identical to those in the original Hamiltonian $H_{\text{frac}}^{\text{tot}}$ and $H'_R$ is obtained by the above replacement of stabilizer generators. Note that the 3D fractal code and the dual code are coupled only at $\partial R$ in $H_{\text{DW}}$. Therefore, the Hamiltonian $H_{\partial R}$ can be viewed as describing a gapped domain wall on the surface $\partial R$ in between two regions $R$ and $R^c$.

The gapped domain wall we constructed exchanges $X$-type and $Z$-type fracton excitations in a non-trivial manner since $\overline{CZ}$ is a non-trivial logical gate. Note that the $X$-type and $Z$-type excitations can be created or annihilated there. However, excitations of the model can be transformed in some non-trivial way upon crossing the domain wall.

---

6 By a transparent domain wall, we understand a 2D surface separating two regions, such that no excitation can be created or annihilated there. However, excitations of the model can be transformed in some non-trivial way upon crossing the domain wall.
fracton excitations of the model have non-trivial braiding statistics which cannot be altered via any local unitary acting within the neighborhood of $\partial R$. This implies that the domain wall cannot be created by applying a geometrically local constant-depth unitary around $\partial R$; see [50] for a detailed discussion.

\section*{C. 2D fracton symmetry-protected topological phase}

Now we are going to present an explicit example of the 2D frac-SPT phase, which is protected by the $\mathbb{Z}_2 \times \mathbb{Z}_2$ fractal-like symmetry in the shape of the Sierpiński triangle. In the previous subsection, we have constructed the Hamiltonian $H_{\text{frac}}^{\text{DW}}$ with a gapped domain wall by appropriately modifying terms near the surface $\partial R$ in the combined Hamiltonian $H_{\text{frac}}^{\text{tot}} = H_{\text{frac}} + \tilde{H}_{\text{frac}}$ of the 3D fractal code and the dual code. Now we will see that the 2D fracton SPT Hamiltonian $H_{\text{frac-SPT}}^{\text{frac}}$ can be obtained by ungauging the Hamiltonian $H_{\text{frac}}^{\text{DW}}$. Namely, let the initial Hilbert space $H_{\text{ini}}$ be identified with the qubits of the model $H_{\text{frac}}^{\text{DW}}$ with the domain wall, i.e., $H_{\text{ini}}$ is associated with four qubits (labeled $A$, $B$, $\tilde{A}$, $\tilde{B}$) at every vertex of the lattice $L_{\text{cub}}$. We can consider the ungauging procedure which transforms between $H_{\text{ini}}$ and the final Hilbert space $H_{\text{fin}}$ associated with two qubits (labeled by $I$, $II$) per vertex. The labels $I$ and $II$ indicate which copy of the 3D fractal code each qubit of the 2D frac-SPT model is associated with. Namely, we want to ungauging the $Z$-symmetries of the combined the 3D fractal code and the dual code. The ungauging map $\tilde{\Gamma}$ maps the Hamiltonian $H_{\text{frac}}^{\text{DW}}$ with a gapped domain wall as follows

$$H_{\text{frac}}^{\text{DW}} \xrightarrow{\tilde{\Gamma}} H_{\text{para},R} + H_{\text{para},\bar{R}} + H_{\text{frac-SPT},\partial R},$$

where $H_{\text{para},R}$ and $H_{\text{para},\bar{R}}$ are paramagnetic Hamiltonians on all qubits $I$, $II$ within the region $R$ and its complement $\bar{R}$, respectively.

We claim that the last term $H_{\text{frac-SPT},\partial R}$ in Eq. (63), supported on the horizontal surface $\partial R$, describes the 2D frac-SPT Hamiltonian. Let us explicitly write down $H_{\text{frac-SPT},\partial R}$ on the square lattice $L_{\text{sq}}$ of size $L \times L$ with periodic boundary conditions. There are two qubits, labeled $I$ and $II$, placed on each vertex of the lattice. The Hamiltonian describing a non-trivial 2D frac-SPT phase is given by

$$H_{\text{frac-SPT}} = - \sum_{f \in \Delta_2(L_{\text{sq}})} Z_{II}^{f} X_{I}^{f} - \sum_{f \in \Delta_2(L_{\text{sq}})} X_{II}^{f} Z_{I}^{f},$$

where the sum is over all faces $f \in \Delta_2(L_{\text{sq}})$ of the square lattice. One may verify that all the terms in the Hamiltonian commute with one another. Moreover, they also commute with the elements of the following fractal symmetry group

$$S_{\text{frac}}^{X} = \left\langle X^{I} \left( \begin{array}{c} Z_{II}^{f} \end{array} \right), X^{II} \left( \begin{array}{c} Z_{I}^{f} \end{array} \right) \right\rangle.$$

We emphasize that $S_{\text{frac}}^{X}$ is generated by the $X$-type operators depicted in Eq. (65) as well as their translations. The appearance of the 2D Sierpiński fractals symmetries in $H_{\text{frac-SPT},\partial R}$ can be understood as follows. Observe that the right-hand side of Eq. (63) commutes with 3D fractal symmetry operators as depicted in Eq. (56). Note that the restriction of the full 3D symmetry operators to the surface $\partial R$ are the 2D Sierpiński fractals. As such, $H_{\text{frac-SPT},\partial R}$ must commute with the 2D Sierpiński fractal operators.
We remark that the Hamiltonian $H_{\text{frac-SPT}}$ is trivial in the absence of fractal symmetries from $S_{\text{frac-SPT}}^X$. Namely, $H_{\text{frac-SPT}}$ can be transformed into a paramagnetic Hamiltonian by applying the following constant-depth local unitary $U_{\text{dis}}$ built of the controlled-$Z$ gates

$$U_{\text{dis}} = \prod_{f \in \Delta_2(C_{sq})} CZ$$

(66)

where blue dashed lines depict local $CZ$ gates between qubits $I$ and $II$. It is worth noting that the Hamiltonian $H_{\text{frac-SPT}}$ supports a cluster state as a ground state.

We point out that $H_{\text{frac-SPT}}$ can be defined for a lattice with open boundary conditions in the $\hat{y}$ direction. In that case, there will be dangling degenerate boundary modes protected by the bulk fractal symmetries, which is an evidence of non-triviality of the SPT phase of $H_{\text{frac-SPT}}$.

Finally, let us prove the non-triviality of the Hamiltonian $H_{\text{frac-SPT}}$. Suppose that $H_{\text{frac-SPT}}$ is trivial, i.e., there exists a constant-depth local disentangling unitary $U_{\text{dis}}$ composed of gates commuting with the symmetries which transforms the ground state of $H_{\text{frac-SPT}}$ into a product state. Note that the unitary $\Gamma(U_{\text{dis}})$, which is obtained by applying the gauge map $\Gamma$ to $U_{\text{dis}}$, is also constant-depth and local. At the same time, by applying $\Gamma(U_{\text{dis}})$ we can create the domain wall on the surface $\partial R$ in the Hamiltonian $H_{\text{DW}}^\text{frac}$. This is a contradiction with a fact that the gapped domain wall Hamiltonian $H_{\text{DW}}^\text{frac}$ is non-trivial. Thus, we conclude that there is no constant-depth symmetric disentangling unitary for $H_{\text{frac-SPT}}$.

We remark that it is possible to consider an arbitrary subregion $R$ whose surface $\partial R$ is not necessarily horizontal. Similarly, the fracton SPT Hamiltonian would also appear by ungauging the domain wall on $\partial R$. The symmetry operators could be found in that case by restricting the full symmetries to $\partial R$.

### D. A general prescription for $D$-dimensional SPT phases

It is worth emphasizing that the presented construction of the 2D fracton SPT Hamiltonian in the previous subsection can be applied to arbitrary CSS stabilizer codes. For the convenience of readers we summarize this procedure.

1. Given a $(D + 1)$-dimensional CSS stabilizer code $C$ with geometrically-local generators, construct its dual code $\hat{C}$ by applying the transversal Hadamard gate, which swaps all $X$-type and $Z$-type stabilizers.

2. Construct the tensor-product code $C \otimes \hat{C}$ which combines of the initial and the dual codes.

3. Observe that the transversal gate $CZ$ between pairs of corresponding qubits from $C$ and $\hat{C}$ is a non-trivial logical gate for the code $C \otimes \hat{C}$.

4. Starting from the stabilizer Hamiltonian for $C \otimes \hat{C}$ construct the Hamiltonian $H_{\text{DW}}$ with a gapped domain wall by applying the transversal gate $CZ|_R$ only within some region $R$.

5. Follow the procedure of ungauging to ungaue the $Z$-type symmetries of the code $C \otimes \hat{C}$.

6. Apply the ungauging map $\tilde{\Gamma}$ to $H_{\text{DW}}$ to obtain a $D$-dimensional SPT Hamiltonian $H_{\text{SPT}}$ supported on the surface $\partial R$ of the region $R$.

7. Symmetries of the SPT Hamiltonian $H_{\text{SPT}}$ can be found by restricting full symmetry operators in the ungauged system to $\partial R$.
We remark that we can apply this method to the 2D toric code. Then, we obtain the 1D cluster state, which is SPT ordered under 0-form $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetries. In principle, we could also apply the above prescription to an arbitrary CSS subsystem code, which would generate SPT phases protected by subsystem symmetries, similar to the ones proposed in [33]. However, in that case the resulting domain wall is not guaranteed to be gapped. It is likely that such approaches will provide a number of interesting quantum phases of matter and gapless systems protected by exotic symmetries.

V. DISCUSSION

In this paper we have discussed the procedures of gauging and ungauging viewed from the perspective of quantum error correction and their implications for quantum phases of matter. Gauging and ungauging provide valuable insights into a question of whether different stabilizer Hamiltonians associated with the subsystem code represent different phases of matter in the presence of stabilizer symmetries. Our results suggest that phase distinction at finite temperature is essential for fault-tolerant code switching between subspaces of different stabilizer Hamiltonians when syndrome measurements are faulty [30, 34, 39–41].

Our work has focused on gauging and ungauging Pauli CSS symmetries. An exciting generalization would be to consider procedures of gauging and ungauging applicable to non-CSS subsystem codes. We remark that the two-dimensional Kitaev honeycomb model [32] can be interpreted as a non-CSS subsystem code generated by two-body $X$, $Y$- and $Z$-type Pauli operators (depending on the orientation of the edge). Its codeword subspace protected by non-CSS stabilizer symmetries can be obtained from a symmetric subspace of the fermionic Hilbert space by gauging the global fermionic parity symmetry. Note that this idea was originally used to solve the model. We believe that gauging and ungauging associated with non-CSS subsystem codes may provide useful insights into fermionic SPT phases.

Our analysis of CSS subsystem codes naturally led to a procedure of partial gauging, i.e., given the full symmetry group $G$ of the system gauge only some of its symmetries from the subgroup $H$ of $G$. The idea of partial gauging has recently been used to explain certain paradoxical construction of a gapped boundary in a two-dimensional SPT phase where the $\mathbb{Z}_2$ subgroup of the full $\mathbb{Z}_4$ symmetry was gauged [58]. We speculate that such systems may be interpreted as subsystem quantum error-correcting codes. Another concept relevant to partial gauging is symmetry-enriched topological (SET) phases of matter which describe topological phases protected by additional symmetries [59, 60]. In that setting, the preserved symmetries after partial gauging can be interpreted as those additional symmetries in the gauged system.

We have seen that using transversal logical gates in $(D + 1)$-dimensional CSS stabilizer codes with geometrically-local generators one can construct $D$-dimensional gapped domain walls. After ungauging these domain walls can provide explicit examples of non-trivial fracton SPT phases protected by fractal-like symmetries. We emphasize that it is also possible to reason in the other direction, i.e., by using the theory of $D$-dimensional bosonic 0-form SPT phases one can find a family of $(D + 1)$-dimensional topological codes with transversal logical gates [10]. Interestingly, by exploiting similar ideas the classification of Floquet SPT phases has been developed [61]. Thus, a systematic exploration of transversal logical gates in subsystem codes should be intimately related to the (dynamical) classification of SPT phases protected by subsystem symmetries.

We finally remark that all known 2D and 3D models of topological quantum phases of matter have trivial Gibbs ensembles at finite temperature from the viewpoint of thermal stability and quantum circuit complexity [62–64]. However, imposing additional symmetries may lead to some non-trivial Gibbs ensembles as already found in the RBH model and the gauge color code. The
quantum circuit complexity characterization of exotic critical points (such as the critical point for the gauge color code) in the presence of stabilizer symmetries is an interesting problem. The Gibbs ensemble at quantum criticality would be trivial under conventional global symmetries as it is short-range correlated and admits a finite-depth faithful MERA representation [65]. The same question in the presence of generalized global symmetries remains open.

Acknowledgements

We thank Stephen Bartlett, Héctor Bombín, Fernando Pastawski, John Preskill and Sam Roberts for inspiring discussions. In particular, we are grateful to Héctor Bombín for emphasizing a connection between the gauge color code and $\mathbb{Z}_2$ lattice gauge theory, and to Sam Roberts and Stephen Bartlett for sharing the draft of their work on symmetry-protected self-correcting quantum memories [38]. AK acknowledges funding provided by the Simons Foundation through the “It from Qubit” Collaboration. Research at Perimeter Institute is supported by the Government of Canada through Industry Canada and by the Province of Ontario through the Ministry of Research and Innovation.

Appendix A: Equivalence between the stabilizer color and toric codes revisited

The stabilizer color code in $D$ dimensions has been shown to be unitary equivalent to multiple copies of the $D$-dimensional toric code [51]. In particular, there exists a geometrically-local unitary circuit $U$ of constant depth which maps stabilizer generators of the color code to stabilizer generators of the toric code. Now, we revisit this unitary equivalence and reinterpret the mapping between the color and toric codes as a partial ungauging of some symmetries of the color code.

For simplicity of the discussion, let us consider the 2D stabilizer color code. The 2D stabilizer color code is defined by placing qubits of the triangular faces of a two-dimensional lattice $\mathcal{L}$ without boundary, whose vertices are colored in three colors $a$, $b$ and $c$; see Fig. 7(a). The $X$- and $Z$-type stabilizer generators of the stabilizer group $\mathcal{S}_{CC}$ are identified with vertices of the lattice, namely

$$\mathcal{S}_{CC} = \langle X(\partial_0 v), Z(\partial_0 v) \rangle | v \in \Delta_0(\mathcal{L}) \rangle = \left\langle X \begin{pmatrix} v_+ \\ v_- \end{pmatrix}, Z \begin{pmatrix} v_+ \\ v_- \end{pmatrix} \right\rangle$$ (A1)

We choose to ungauging the $Z$-type symmetry group $\mathcal{S}_{ini}^Z$, which is generated only by some $Z$-type stabilizers of the color code. Namely, we define $\mathcal{S}_{ini}^Z$ to be generated by $Z$-type stabilizers associated
with vertices of color \( c \), i.e., \( \mathcal{S}_{\text{ini}}^Z = \langle Z(\partial_{0,2}v) \rangle \forall v \in \Delta_0(\mathcal{L}) \land \text{col}(v) = c \). We follow the ungauging procedure described in Sec. \([11]^{[8]}\). First, we find that the symmetric Pauli subgroup \( \mathcal{P}(\mathcal{S}_{\text{ini}}^Z) \) is generated by single-qubit \( Z \) operators, as well as two-qubit \( X \) operators \( X(\partial_{1,2}e) \) associated with edges \( e \in \Delta_1(\mathcal{L}) \) of color \( ac \) or \( bc \), namely

\[
\mathcal{P}(\mathcal{S}_{\text{ini}}^Z) = \langle Z_f, X(\partial_{1,2}e) \rangle \forall f \in \Delta_2(\mathcal{L}), e \in \Delta_1(\mathcal{L}) \land \text{col}(e) \in \{ab, ac\} \rangle. \quad (A2)
\]

The final Hilbert space \( \mathcal{H}_{\text{fin}} \) is thus identified with the qubits placed on the edges of color \( ac \) and \( bc \). The ungauging map \( \tilde{\Gamma} \) transforms the symmetric Pauli operators from \( \mathcal{P}(\mathcal{S}_{\text{ini}}^Z) \) according to the following prescription

\[
\forall f \in \Delta_2(\mathcal{L}) : Z_f = \begin{pmatrix} c \end{pmatrix} \quad \tilde{\Gamma} \rightarrow \prod_{e \in \partial_{0,1}v} Z_e = \begin{pmatrix} c \end{pmatrix}. \quad (A3)
\]

\[
\forall e \in \Delta_2(\mathcal{L}) \land \text{col}(e) \in \{ac, bc\} : X(\partial_{1,2}e) = \begin{pmatrix} c \end{pmatrix} \quad \tilde{\Gamma} \rightarrow X_e = \begin{pmatrix} c \end{pmatrix}. \quad (A4)
\]

We can verify that the \( Z \)-type symmetries from \( \mathcal{S}_{\text{ini}}^Z \) are mapped by the ungauging map \( \tilde{\Gamma} \) to the identity operator. At the same time, any \( Z \)-type stabilizer generator of the color code associated with vertices of color \( a \) or \( b \) is mapped by \( \tilde{\Gamma} \) as follows

\[
\forall v \in \Delta_0(\mathcal{L}) \land \text{col}(v) \in \{b, c\} : Z\left(\begin{pmatrix} v \end{pmatrix}\right) \rightarrow Z(\text{Lk}_1(v)) = Z\left(\begin{pmatrix} v \end{pmatrix}\right). \quad (A5)
\]

We call the \( Z \)-type operators in the right-hand side of Eq. (A5) the preserved \( Z \)-type symmetries and denote the group they generate by \( Z_{\text{pre}} \). Note that for each vertex \( v \) of color \( c \) there is a relation between the symmetric \( X \)-type operators from \( \mathcal{P}(\mathcal{S}_{\text{ini}}^Z) \), i.e., \( \prod_{e \in \partial_{0,1}v} X(\partial_{1,2}e) = I \). Thus, the emergent \( X \)-type symmetry group is generated by \( X \)-type vertex operators associated with vertices of color \( c \), namely

\[
\mathcal{S}_{\text{fin}}^X = \langle X(\partial_{0,1}v) \rangle \forall v \in \Delta_0(\mathcal{L}) \rangle = \left\langle X\left(\begin{pmatrix} v \end{pmatrix}\right)\right\rangle. \quad (A6)
\]

We conclude that the final symmetry group \( \mathcal{S}_{\text{fin}} = \langle \mathcal{S}_{\text{fin}}^X, \mathcal{S}_{\text{pre}}^Z \rangle \) is generated by the \( X \)-type symmetries from \( \mathcal{S}_{\text{fin}}^X \), as well as by the \( Z \)-type preserved symmetries from \( \mathcal{S}_{\text{pre}}^Z \).

We can verify the Hamiltonian of the 2D color code

\[
H_{\text{CC}} = -\sum_{v \in \Delta_0(\mathcal{L})} X\left(\begin{pmatrix} v \end{pmatrix}\right) \quad (A7)
\]

transforms under the ungauging map \( \tilde{\Gamma} \) as follows

\[
H_{\text{CC}} \tilde{\Gamma} \rightarrow H_{\text{TC}} = -\sum_{v \in \Delta_0(\mathcal{L}) \land \text{col}(v) \in \{a, c\}} X\left(\begin{pmatrix} v \end{pmatrix}\right) - \sum_{v \in \Delta_0(\mathcal{L}) \land \text{col}(v) \in \{b, c\}} X\left(\begin{pmatrix} v \end{pmatrix}\right). \quad (A8)
\]
and the symmetry group of the ungauged model is $S_{\text{fin}}$. We identified that the Hamiltonian $H_{\text{TC}}$ in Eq. (A8) describes two decoupled copies of the 2D toric code. Note that the copies of the 2D toric code are defined on two sublattices $L^{ac}$ and $L^{bc}$. We remind the reader that the sublattice $L^{ac}$ (or $L^{bc}$) is obtained from $L$ by keeping only the vertices of color $a$ or $c$ (respectively $b$ and $c$) and the edges between them; see Fig. 7(b). We observe that the ungauging map $\tilde{\Gamma}$ describes the same transformation between the 2D color code and two copies of the 2D toric code as the one implemented by a local unitary transformation $U$ from Ref. [51]. In other words, the unitary $U$ transforms the stabilizer generators of the 2D color code into the stabilizer generators of two decoupled copies of the 2D toric code in a way as consistent with Eqs. (A3) and (A4).

We finally remark that a similar reasoning holds in $D \geq 3$ dimensions. Let us consider the $D$-dimensional color code of type $k$, where $k \in \{1, 2, \ldots, D-1\}$. The integer $k$ determines the color code stabilizer group $S_{\text{CC}}$, since the $X$- and $Z$-type stabilizer generators by definition are identified with $(k-1)$- and $(D-k-1)$-simplices in the following way

$$S_{\text{CC}} = \langle X(\partial_{k-1,D}\delta), Z(\partial_{D-k-1,D}\sigma) | \delta \in \Delta_{k-1}(L), \sigma \in \Delta_{D-k-1}(L) \rangle$$

We can consider ungauging the following $Z$-type symmetry group

$$S_{\text{ini}}^Z = \langle Z(\partial_{D-k-1,D}\sigma) | \sigma \in \Delta_{d-k-1}(L) \wedge c^* \in \text{col}(\sigma) \rangle,$$

which is generated by $Z$-type stabilizers identified with $(D-k-1)$-simplices containing some chosen color $c^*$. Then, one can show that the ungauging map $\tilde{\Gamma}$ would map between the $D$-dimensional color code and $\binom{D}{k}$ copies of the $D$-dimensional toric code, each of which is supported on a different sublattice. This is in agreement with the unitary equivalence explained in Ref. [51].

Appendix B: Topological order in the (Majorana) gauge color code

We have seen that some of stabilizer Hamiltonians associated with the 3D GCC can be mapped to (multiple copies of) the RBH model. A prominent property of the RBH model is the appearance of surface topological order which is thermally stable when protected by 1-form symmetries [11, 42]. It is thus natural to ask whether surface topological order also appear in stabilizer Hamiltonians in the 3D GCC too (before ungauging). In this appendix, we discuss two particular classes of stabilizer Hamiltonians which are contained in the three-dimensional gauge color code. We find that one of the models indeed supports the 2D stabilizer color code on its surface whereas the other model possesses intrinsic 3D topological order which is distinct from the 3D stabilizer color code. These findings not only provide another evidence of thermal stability of the 3D GCC without performing ungauging, but also suggest that the symmetric subspace of the 3D GCC can contain a rich variety of interesting topological phases.

A particularly intriguing feature, common in both of the aforementioned models, is that the Hamiltonians are invariant under exchanges of Pauli-$X$ and Pauli-$Z$ operators. This extra symmetry enable us to obtain interesting toy models of topological order made of majorana fermions. This is essentially due to the fact that the CSS self-dual stabilizer Hamiltonian can be automatically converted into a majorana fermion Hamiltonian.

1. Surface topological order

The first model we consider has trivial bulk, but supports non-trivial topological order, namely the two two-dimensional color code on the boundaries. Consider the four-colorable lattice in three dimensions. Boundaries are chosen as shown in Fig 8 where two opposite boundaries have color
label $D$ while three triangular boundaries have color label $A, B, C$ respectively. Let us treat all the stabilizer generators $S^X_v, S^Z_v$ as symmetries of the system. Consider the following bulk stabilizer Hamiltonian:

$$H_{\text{bulk}} = - \sum_{f_{AD}, f_{BD}, f_{CD}} (S^X_{f_{AD}} + S^X_{f_{BD}} + S^X_{f_{CD}} + S^Z_{f_{AD}} + S^Z_{f_{BD}} + S^Z_{f_{CD}})$$ (B1)

where $f_{AD}, f_{BD}, f_{CD}$ represent 2-cells of color $AD, BD, CD$. Observe that the above bulk Hamiltonian does not contain any term which couple different 3-cells of color $D$. This implies that the bulk wavefunction is short-range entangled as different 3-cells. Yet qubits on the boundaries of color $D$ are decoupled from the bulk, and satisfy stabilizer conditions of the two-dimensional color code localized on the boundaries. Namely, two copies of the two-dimensional color code live on the opposite boundaries. Due to the stabilizer symmetries on the system, the symmetric wavefunction must correspond to maximally entangled ground states of two copies of the two-dimensional color code. The presence of surface topological order implies that stabilizer symmetries in the GCC may act in a way similar to the ordinary 1-form symmetries which prohibits point-like excitations.

A self-dual CSS stabilizer code can be converted into a Majorana fermion code by replacing Pauli operators with Majorana operators. Let us construct a Majorana version of Eq. (B2):

$$\hat{H}_{\text{bulk}} = - \sum_{f_{AD}, f_{BD}, f_{CD}} (K_{f_{AD}} + K_{f_{BD}} + K_{f_{CD}})$$ (B2)

where $K_{f_{AD}}, K_{f_{BD}}, K_{f_{CD}}$ are tensor products of Majorana operators $\gamma$ with appropriate phase factor. Again, this Hamiltonian leads to a trivial bulk wavefunction while the two-dimensional Majorana color code lives on boundaries of color $D$. The system needs to satisfy the fermionic parity symmetry as a whole, but each two-dimensional color code on the boundary may violate it, introducing an interesting anomaly. Indeed, the number of Majorana fermions on each boundary is odd for the choice of boundaries as in Fig 8. This three-dimensional Majorana color code may be useful for storing quantum information as the majorana edge mode on the boundary is encoded into the two-dimensional Majorana color code.

![FIG. 8. Boundary conditions in the gauge color code.](image)

2. Three-dimensional topological order

Next, consider the following stabilizer Hamiltonian:

$$H_{\text{bulk}} = - \sum_{f_{AB}, f_{BC}, f_{AC}} (S^X_{f_{AB}} + S^X_{f_{BC}} + S^X_{f_{AC}} + S^Z_{f_{AB}} + S^Z_{f_{BC}} + S^Z_{f_{AC}})$$ (B3)

where interaction terms live on 2-cells of color $AB, AC, BC$. This Hamiltonian is equivalent to two copies of the three-dimensional toric code on a bulk. To see this, we should look for logical operators. There are $X$-type and $Z$-type string-like logical operators which connects 3-cells of color...
D while there are $X$-type and $Z$-type membrane operators which anti-commute with string-like operators.

Let us construct a Majorana version of the above Hamiltonian:

$$\hat{H}_{\text{bulk}} = - \sum_{f_{AB}, f_{BC}, f_{AC}} (K_{f_{AB}} + K_{f_{BC}} + K_{f_{AC}}).$$

The model supports a point-like fermionic excitation which can be created by a string-like Majorana operator. Since the statistics of excitations is identical to a stabilizer Hamiltonian model (the three-dimensional fermionic toric code) proposed by Levin and Wen [66], we expect that the above Majorana fermion model is identical to this model via suitable local relabelling of Majorana operators by Pauli operators. This procedure will be addressed elsewhere.

[1] J. B. Kogut, Rev. Mod. Phys. 51, 659 (1979).
[2] F. J. Wegner, J. Math. Phys. 12, 2259 (1971).
[3] E. Fradkin and S. H. Shenker, Phys. Rev. D 19, 3682 (1979).
[4] R. Dijkgraaf and E. Witten, Commun. Math. Phys. 129, 393 (1990).
[5] A. Y. Kitaev, Ann. Phys. 303, 2 (2003).
[6] X.-G. Wen, Quantum Field Theory of Many-Body Systems (Oxford University Press, Oxford, 2004).
[7] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Phys. Rev. B 87, 155114 (2013).
[8] M. Levin and Z.-C. Gu, Phys. Rev. B 86, 115109 (2012).
[9] D. V. Else, I. Schwarz, S. D. Bartlett, and A. C. Doherty, Phys. Rev. Lett. 108, 240505 (2012).
[10] B. Yoshida, Ann. Phys. 377, 387 (2017).
[11] S. Roberts, B. Yoshida, A. Kubica, and S. D. Bartlett, Phys. Rev. A 96, 022306 (2017).
[12] H. P. Nautrup and T.-C. Wei, Phys. Rev. A 92, 052309 (2015).
[13] J. Miller and A. Miyake, Npj Quantum Information 2, 16036 (2016).
[14] H. Casini, M. Huerta, and J. Rosabal, Phys. Rev. D 89, 085012 (2014).
[15] R. M. Soni and S. P. Trivedi, JHEP 1, 136 (2016).
[16] K. Van Acoleyen, N. Bultinck, J. Haegeman, M. Marien, V. B. Scholz, and F. Verstraete, Phys. Rev. Lett. 117, 131602 (2016).
[17] E. E. Jenkins, A. V. Manohar, and M. Trott, JHEP 9, 63 (2013).
[18] J. Haegeman, K. Van Acoleyen, N. Schuch, J. I. Cirac, and F. Verstraete, Phys. Rev. X 5, 011024 (2015).
[19] A. Kapustin and R. Thornagren, arXiv:1309.4721.
[20] D. Gaiotto, A. Kapustin, N. Seiberg, and B. Willett, JHEP 02, 172 (2015).
[21] B. Yoshida, Phys. Rev. B 93, 155131 (2016).
[22] S. Vijay, J. Haah, and L. Fu, Phys. Rev. B 94, 235157 (2016).
[23] D. J. Williamson, Phys. Rev. B 94, 155128 (2016).
[24] S. Bravyi and M. B. Hastings, Proc. of the 46th ACM Symposium on Theory of Computing (STOC), 273 (2014).
[25] H. Bombín, “An introduction to topological quantum codes,” ("Topological Codes", in "Quantum Error Correction", edited by Daniel A. Lidar and Todd A. Brun, Cambridge University Press, 2013).
[26] D. Poulin, Phys. Rev. Lett. 95, 230504 (2005).
[27] D. W. Kribs, R. Laflamme, D. Poulin, and M. Lesosky, Quant. Inf. Comp. 6, 383 (2006).
[28] D. Bacon, Phys. Rev. A 73, 012340 (2006).
[29] S. Bravyi, D. Poulin, and B. Terhal, Phys. Rev. Lett. 104, 050503 (2010).
[30] A. Paetznick and B. W. Reichardt, Phys. Rev. Lett. 111, 090505 (2013).
[31] C. Xu and J. E. Moore, Phys. Rev. Lett. 93, 047003 (2004).
[32] A. Kitaev, Ann. Phys. 321, 2 (2006).
[33] Y. You, T. Devakul, F. J. Burnell, and S. L. Sondhi, arXiv:1803.02369.
[34] H. Bombín, New. J. Phys. 17, 083002 (2015).
[35] A. Kubica, Ph.D. thesis, California Institute of Technology (2017).
[36] B. J. Brown, N. H. Nickerson, and D. E. Browne, Nature Communications 7, 4 (2015).
[37] A. Kubica, M. E. Beverland, F. Brandao, J. Preskill, and K. M. Svore, (2017), arXiv:1708.07131.
[38] S. Roberts and S. Bartlett, “Symmetry-protected self-correcting quantum memories,” to appear (2018).
[39] A. Kubica and M. E. Beverland, Phys. Rev. A 91, 032330 (2015).
[40] H. Bombín, New. J. Phys. 18, 043038 (2016).
[41] H. Bombín, Phys. Rev. X 5, 031043 (2015).
[42] R. Raussendorf, S. Bravyi, and J. Harrington, Phys. Rev. A 71, 062313 (2005).
[43] R. Raussendorf, J. Harrington, and K. Goyal, Ann. Phys. 321, 2242 (2006).
[44] M. E. J. Newman and C. Moore, Phys. Rev. E 60, 5068 (1999).
[45] C. Castelnovo and C. Chamon, Philosophical Magazine 92, 304 (2012).
[46] J. Haah, Phys. Rev. A 83, 042330 (2011).
[47] B. Yoshida, Ann. Phys. 338, 134 (2013).
[48] B. Yoshida, Phys. Rev. B 88, 125122 (2013).
[49] S. Vijay, J. Haah, and L. Fu, Phys. Rev. B 92, 235136 (2015).
[50] B. Yoshida, Phys. Rev. B 91, 245131 (2015).
[51] A. Kubica, B. Yoshida, and F. Pastawski, New. J. Phys. 17, 083026 (2015).
[52] D. Gottesman, Phys. Rev. A 54, 1862 (1996).
[53] A. R. Calderbank and P. W. Shor, Phys. Rev. A 54, 1098 (1996).
[54] H. Bombín and M. A. Martin-Delgado, Phys. Rev. Lett. 97, 180501 (2006).
[55] H. Bombín and M. A. Martin-Delgado, Phys. Rev. B 75, 075103 (2007).
[56] S. A. Ocko, X. Chen, B. Zeng, B. Yoshida, Z. Ji, M. B. Ruskai, and I. L. Chuang, Phys. Rev. Lett. 106, 110501 (2011).
[57] R. Orús, A. C. Doherty, and G. Vidal, Phys. Rev. Lett. 102, 077203 (2009).
[58] J. Wang, X.-G. Wen, and E. Witten, arXiv:1705.06728 (2017).
[59] X. Chen, Reviews in Physics 2, 3 (2017).
[60] A. Mesaros and Y. Ran, Phys. Rev. B 87, 155115 (2013).
[61] D. V. Else and C. Nayak, Phys. Rev. B 93, 201103 (2016).
[62] B. Yoshida, Ann. Phys. 326, 2566 (2011).
[63] M. B. Hastings, Phys. Rev. Lett. 107, 210501 (2011).
[64] K. Siva and B. Yoshida, Phys. Rev. A 95, 032324 (2017).
[65] G. Evenbly and G. Vidal, Phys. Rev. Lett. 115, 180405 (2015).
[66] M. Levin and X.-G. Wen, Phys. Rev. B 67, 245316 (2003).