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Abstract

At the end of 2019 a new coronavirus emerged, turning into a world pandemic. The new coronavirus is called COVID-19. Different countries handled the pandemic differently and our main focus in this article is on Poland. For better counteracting and managing the situation a model for predicting the dynamics of the pandemic is needed. In this article we present a model for simulating future infections taking into account various preventive measures and locations in Poland. We based the model on a two-dimensional cellular automata, with spatial dependencies between regions, different population and size of simulated regions.
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1. Introduction

In recent years we faced and old challenge, which is a viral outbreak of a disease. The COVID-19 virus spread between nations rapidly, leaving its mark on health, economy and lifestyle. In the time this article was prepared, multiple countries were struggling with successive waves of this disease. Vaccination is carried out with different outcomes in different countries and it is uncertain how the effect of mutating the virus will affect the herd immunity. One of the goals of this article is to prepare a tool for forecasting the dynamics of this virus in different regions, making it possible to prevent and suppress the virus in simulated regions taking into account different factors, such as the population density, spatial dependencies and the distribution of age and sex in population. The simulated region that we focused on in this research is Poland in year 2020.
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2. An overview of the virus

In this article we are proposing a Cellular Automata model, that takes into account the biology of the virus. Thus we find it necessary to give brief overview of the virus and his influence on an individual. A virus is a submicroscopic infectious agent, it comprises of two parts: genetic material and a protective protein coating. It has the ability to quickly replicate itself once it penetrates to a living cell. Disease arises from cell damage caused by the genetic rewriting procedure. One of main goals of the virus is to replicate itself, but once the host acquires antibodies to fight the infection, the virus needs to find another host.

2.1. Infection life-cycle

Once the virus enters a host, it usually starts to replicate itself. When the host has no antibodies, the host becomes infectious and diseased. Based on current knowledge [1] we can show a timeline of infection, showing the life-cycle of a virus.

- **Latent period** It occurs in the early stages of infection, when the virus has not yet developed the ability to spread to a new host.
- **Infectious period** In this phase, the virus is contagious and can be passed on to other people through the natural spread of the virus.
- **Recovered or Removed** A patient who has acquired natural immunity or has died is no longer able to participate in the replication process. In both cases, the virus cannot spread any further.
- **Incubation period** In the early stages of infection, there may not be any signs of infection; this initial stage is called the incubation period. It is at the intersection of this period and the infectious period that viruses spread most. [1]
- **Symptomatic period** This is the stage of the infection where signs of infection are visible, for example, an infected person goes to a doctor.

2.2. Basic models

Most of the work in modeling infectious disease epidemics is mathematically inspired and based on differential equations and SIR model.

SIR modeling relies on the assumption of constant population and neglects the spatial effects. Constant population means, that there are no births and migrations. These models often fail to consider individual contact or interaction processes and assume that populations are homogeneously mixed and do not include variable susceptibility.

The simplest aggregate model, commonly known as the SIR model, a population of size $N$ is divided into three states: susceptible ($S$), infective ($I$), and removed or recovered ($R$).
The following discrete time process describes the system dynamics: each infected person can infect any susceptible person (independently) with probability $\beta$ or can recover with probability $\gamma$.

Let $S(t)$, $I(t)$ and $R(t)$ denote the number of people who are susceptible, infected and recovered states at time $t$, respectively [4]. Let

$$s(t) = \frac{S(t)}{N}; \quad i(t) = \frac{I(t)}{N}; \quad r(t) = \frac{R(t)}{N}$$

The “complete mixing” assumption means that each individual is in contact with everyone in the population, it can be shown that the following system of differential equations (known as the SIR model) describes the dynamics:

$$\frac{ds(t)}{dt} = -\beta \cdot s(t) i(t); \quad \frac{di(t)}{dt} = \beta \cdot s(t) i(t) - \gamma \cdot i(t); \quad \frac{dr(t)}{dt} = \gamma \cdot i(t),$$

3. An overview of Cellular Automata

Cellular Automata is a dynamic system characterized by discretization of time and space. Usually it consists of a regular grid of cells connected to their neighbors and each cell has finite space of states. The grid can be of any dimension, in this article we assume it to be two dimensional.

3.1. The cell

The basic component of Cellular Automata is the Cell. Each cell is a Finite State Automaton that evolves according to some update rules. Each state of cell depends from its previous states and the states if its neighbors. Classically cells form into a lattice, being placed side by side, but there are no limitations and other techniques are allowed. Cells do not need to identical and each cell can be different from others.

3.2. Update rules

Cellular Automaton state is defined by a set of the current states of all its cells. The states of each cell are governed by a predefined update rules. The transition between current state and the next state for each cell is a function of the current state of that cell and current states of its neighbors.

3.3. Interaction with neighbors

As stated above, the state of each cell depends from its neighbors. There are different possibilities of defining the neighborhood the a cell. The most common ones are 4-connected Von Neumann neighborhood and 8-connected Moore neighborhood.

4. Data

Data used for the development of this model consists of generally available data and data provided by different governmental institutions and includes:

- Data on infectivity parameters and disease course parameters (virus biology);
- Data defining the population;
- Data on the vicinity of regions / geographic areas;
- Data identifying the initial (current) state of the epidemic;
- Daily infection history with division to districts.
• Additional data influencing social contacts, like closing schools, shops;
• Additional data influencing the infectivity and course of the disease like wearing a mask, etc..

5. Model

The proposed model assumes the structure of a graph of mutually connected Cellular Automata, where the nodes represent Cellular Automata that model some region and the edges represent geographical connections between those regions. The edges facilitate the population flows between nodes.

Each Cellular Automata that models some region is characterized by the size, population and additional parameters adjusted to the region that it simulates. The way the parameters are adjusted will be discussed in section on training the model.

The modeled area is usually a two-dimensional grid of size \( n \times n \). It consists of cells that are linked to other cells. Depending on the simulation approach, we allow connections to the nearest 8 neighbors or in the form of 8 neighbors for a radius of size 1 or more neighbors for larger neighborhood radius.

5.1. Disease progression

In proposed model we try to reflect the biology of the virus and the way the host changes his states of infection.

As shown on Fig. 2 a person or an Agent, we will call them interchangeably, at the beginning is Susceptible. After a contact with an infected host he becomes exposed and if gets infected, he changes his state to Presymptomatic or Asymptomatic. Both of the states indicate that an agent is infectious, but the timeline of being infectious or the virus is still in incubation phase is described in the Fig. 1.

Each of the states has some defined duration range and probability of changing to other state. The durations and probabilities are taken based on current literature [6], [7], [8].

An agent at the end becomes Dead, which means he is removed from the simulation or Recovered. In both cases he is unable to be infected again. In our research we do not take into consideration the loss of immunity of an agent.

![Fig. 2: Possible states and transitions of an agent.](image)
5.2. Simulated world and Agents

In selected modeling approaches, it is possible to model only one region with cellular automata, and it is also possible to model the world as an interconnected regions with population flows between these regions.

In our case of Poland, we created a structure where the root region is the whole country, the level deeper are voivodeships, currently 16, and for each voivodeship we divide them into districts, with 380 total for Poland. Districts are organized into a graph, where districts are the nodes of this graph and edges are signalizing the geographical neighborhood between districts.

The modeled world consists of Cellular Automatons for each region, where the simulated region is a district. Each district consists of cells, that represent basic units in the Cellular Automata. Each cell can be of state empty or occupied by an agent.

An agent is a logical unit that is used for tracking the progression of the disease. Each agent can either simulate one person or a small sub-population.

The structural characterization of a person consists of attributes (also dependent on a specific model):

- Age
- Sex;
- Current state of the patient from the states set \( \{S, L, I, R, D\} \);
- Is wearing a mask.

For the simulated region, each Cellular Automata can be described with following properties.

- Total population size;
- Population size for each of the states from set \( \{S, L, I, R, D\} \);
- The gender distribution;
- The age distribution.
- Spatial distribution of population wearing a mask.

Creating the world in the following experiments consists in collecting data on:

- Population size for each district;
- Population gender distribution;
- Population age distribution;
- Distribution of children attending schools broken down by age;
- Number of children attending kindergartens;
- Number of students in higher education institutions;
- Built-up area in each district;
- Total area of each district.

In addition, the model parameters that characterize virus biology, i.e.:

- Total infection time since infection;
- Virus incubation time;
- Virus contagiousness period (how long an individual infects others);
- Duration of mild symptoms;
- Duration of severe symptoms;
- Duration of critical symptoms;
- Probability of getting infected without mask;
- Probability of contracting infection while wearing the mask;
- Likelihood of symptoms occurring;
- Probability of severe symptoms;
• The probability of a critical symptoms;
• Probability of death.

5.3. Running the simulation

Before running the simulation for a selected starting date and time duration (number of days) we need to initialize the model. Once the world model is defined, and populations of agents are initialized based on the data provided, the system is ready to run the simulation.

Once the world is initialized, we randomly select the region order and for each of them we simulate single day inside each of them. For each simulated region we run the logic for each agent and move them inside that region. Once the simulated day is over, we move some percentage of agents between neighboring regions, to simulate the flow of people.

Each agent changes his state once infected. The state changes once a day and the logic of that change is described below.

• The state of a cell changes from susceptible \( S \) to latent \( L \), once it gets into contact with an infected cell in its specific neighborhood. A cell acquires disease from infected neighbors with the probability determined by the infectivity parameter \( \beta \). The cell remains latent for the number of time (update) steps as defined by the delay parameter \( \lambda \).
• The state of the cell changes from latent \( L \) to infectious \( I \) after it transfers into state \( L \) for given \( \lambda \). In this model, for the sake of simplicity, we assume that any cell exposed to the pathogen will become infectious. In the state \( I \), cells are capable of transmitting infection to neighboring cells. For example, if for disease \( D \), \( \lambda = 2 \) units, then after two steps the cell will enter the contagious state \( I \).
• After a period of time defined by the infection period \( \theta \), the cell status changes from infectious \( I \) to recovered or deleted \( R \). Once cells have reached the state \( R \), they become no longer capable of transmitting infection.
• From the state \( R \), the cell returns to susceptible \( S \) or remains in the state \( R \), the latter meaning its complete immunity. The enabled “treatment mode” determines the transition from state \( R \) to \( S \) or vice versa.

5.4. Training the model

The goal of training is to select the best parameters for the model in order to minimize the cost function (1). Based on the experiments, the loss function MAE, defined as L1, is selected (1). Due to its properties and the specificity of cellular automata, it is more resistant to the outliers.

The specificity of a Cellular Automata relies on the fact, that this is a model that performs a simulation, where at different steps it could achieve infection counts of a high amplitude, with outliers from the mean of infection counts over a 7 day window. We are interested in minimizing the difference between predicted infected people count in simulated epidemic and real world data.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - y_i^p|
\]  

(1)

The parameters selected for the Cellular Automata for each region are:

1. The size of the grid per simulated agent;
2. Radius counted in the cells of the unit’s travel range (this parameter simulates the unit’s travel range);
3. The number of movements of the unit during the simulated day (this parameter simulates the mobility of a society);
4. Infection range;
5. Probability of being moved (will the agent move or stay home).
These parameters influence the size of the grid for each Cellular Automata, the level of concentration, mobility of agents and potential range of infection (which could be number of randomly met agents).

5.4.1. Selection of parameters

The process of selecting parameters for proposed model is carried out in two ways. Both are based on searching the space of possible parameters, the parameters are selected to minimize the cost function (1).

The selection of parameters is carried out for each district separately, because each district is characterized by a different size, population and the course of the pandemic.

The selection of parameters is carried out on the basis of two methods:

1. Grid Search - searching among all possible combinations of parameters;
2. Randomized Search - randomly searching selected $k$ parameters by randomizing them from the space of all possible combinations;

5.4.2. Training phase

Training takes place on the basis of 7-day averaged data in order to minimize the decline in the incidence on weekends and on Mondays.

The parameter selection phase consists in downloading the start date of the simulation, then 12 days are selected (it can be parameterized for any number of days) before the simulation start date and then the curve of the simulation for these 12 days is compared with the real data. Next for each set of possible parameters the minimum MAE score is selected and the optimal parameters are saved for each district.

6. Experiments

Data showed in figures are training data with real daily infection counts for Poland in year 2020. In Figure 3 we show the need for data preparation for the model. We are using 7-day average for smoothing the curve of infections, to remove weekend drops in tested positive cases of COVID-19.

6.1. Runs without and with adjusted parameters

In this section we would like to show the influence of adjusting parameters, as described in section 5.5, on the model predictions. As can be observed in Figures 4 and Figure 5, there is a significant difference between the results for the model with trained parameters and the one without training. With adjusted parameters, the model reflected the real observed dynamics of the virus for the Masovian voivodeship. The results for voivodeships are aggregated results from simulated districtrics.
5.4.1. Selection of parameters

The process of selecting parameters for the proposed model is carried out in two ways. Both are based on searching the space of possible parameters, the parameters are selected to minimize the cost function (1).

The selection of parameters is carried out for each district separately, because each district is characterized by a different size, population, and the course of the pandemic.

The selection of parameters is carried out on the basis of two methods:

1. Grid Search - searching among all possible combinations of parameters;
2. Randomized Search - randomly searching selected k parameters by randomizing them from the space of all possible combinations;

5.4.2. Training phase

Training takes place on the basis of 7-day averaged data in order to minimize the decline in the incidence on weekends and on Mondays.

The parameter selection phase consists in downloading the start date of the simulation, then 12 days are selected (it can be parameterized for any number of days) before the simulation start date and then the curve of the simulation for these 12 days is compared with the real data. Next for each set of possible parameters the minimum MAE score is selected and the optimal parameters are saved for each district.

6. Experiments

Data showed in figures are training data with real daily infection counts for Poland in year 2020. In Figure 3 we show the need for data preparation for the model. We are using 7-day average for smoothing the curve of infections, to remove weekend drops in tested positive cases of COVID-19.

6.1. Runs without and with adjusted parameters

In this section we would like to show the influence of adjusting parameters, as described in section 5.5, on the model predictions. As can be observed in Figures 4 and Figure 5, there is a significant difference between the results for the model with trained parameters and the one without training. With adjusted parameters, the model reflected the real observed dynamics of the virus for the Masovian voivodeship. The results for voivodeships are aggregated results from simulated districts.

6.2. Results for trained model for Poland

In this section we show cumulative results of predicted COVID cases for Poland over different periods of simulations. The start date was chosen to show the beginning of the second wave of infections in Poland and to verify if the model was able to predict that effect. As can be observed the model has correctly reproduced the basic epidemic dynamics of the disease and was able to predict the increase in infections. For 14 and 20 days simulation (Figure 6 and Figure 7 respectively) it reflected the real pandemic and for 30 days (Figure 8) it showed properly what would have happened after day 20 if no preventive measures were taken.

Fig. 4: Predicted COVID-19 daily infections for 14 days simulation, starting from 1-10-2020 without adjusting model parameters for Masovian voivodeship

Fig. 5: Predicted COVID-19 daily infections for 14 days simulation, starting from 1-10-20 with adjusted model parameters for Masovian voivodeship

Fig. 6: Predicted COVID-19 infections for Poland, starting from day 10-10-2020, duration of the simulation is 14 days

Fig. 7: Predicted COVID-19 infections for Poland, starting from day 10-10-2020, duration of the simulation is 20 days
7. Conclusions and future work

We showed the applied potential of the proposed model and how it can learn and simulate the space-dependent spread of the COVID-19 with adaptive parameters. The model proved to able to learn and reproduce the epidemic dynamics in most cases provided sufficiently accurate data were available.

In the case of districts with a low number of infections, there were difficulties in modeling the dynamics of the pandemic. The total errors for such districts also significantly affected the aggregated overall simulation result.

The model showed higher accuracy of predictions for the infection growth curve for districts with a greater number of infections.

In the future model development, the occurring inaccuracies are to be reduced by using more sophisticated machine learning methods, methods of scaling districts, all this certainly subject to the availability of more precise and comprehensive data.

For future work there is also a possibility to extend our model to different compartmental models like SEIQR, SEIR^RD or SEI^Q^RD^3 [9].

Another possibility for future work is to develop scenarios of different preventive measures and vaccination and how they influence the epidemic.
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