The star formation history in the last 10 billion years from CIB cross-correlations
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ABSTRACT

The Cosmic Infrared Background (CIB) traces the emission of star-forming galaxies throughout all cosmic epochs. Breaking down the contribution from galaxies at different redshifts to the observed CIB maps would allow us to probe the history of star formation. In this paper, we cross-correlate maps of the CIB with galaxy samples covering the range $z \lesssim 2$ to measure the bias-weighted star-formation rate (SFR) density $\langle b \rho_{\text{SFR}} \rangle$ as a function of time in a model independent way. This quantity is complementary to direct measurements of the SFR density $\rho_{\text{SFR}}$, giving a higher weight to more massive haloes, and thus provides additional information to constrain the physical properties of star formation. Using cross-correlations of the CIB with galaxies from the DESI Legacy Survey and the extended Baryon Oscillation Spectroscopic Survey, we obtain high signal-to-noise ratio measurements of $\langle b \rho_{\text{SFR}} \rangle$, which we then use to place constraints on halo-based models of the star-formation history. We fit halo-based SFR models to our data and compare the recovered $\rho_{\text{SFR}}$ with direct measurements of this quantity. We find a qualitatively good agreement between both independent datasets, although the details depend on the specific halo model assumed. This constitutes a useful robustness test for the physical interpretation of the CIB, and reinforces the role of CIB maps as valuable astrophysical probes of the large-scale structure. We report our measurements of $\langle b \rho_{\text{SFR}} \rangle$ as well as a thorough account of their statistical uncertainties, which can be used to constrain star formation models in combination with other data.
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1 INTRODUCTION

Dust in star-forming galaxies absorbs the stellar ultraviolet radiation from newly-formed, short-lived, massive stars, obscuring it, and re-emits it in the infrared (IR). The combined diffuse IR emission from all such sources thus constitutes a tracer of star formation (Partridge & Peebles 1967; Knox et al. 2001), and is known as the Cosmic Infrared Background (CIB).

Since its first detection by COBE (Dwek et al. 1998) (although see Puget et al. (1996)), the CIB has been both a nuisance and a blessing for cosmology and astrophysics. On the one hand, it is the most significant extra-galactic foreground affecting observations of the Cosmic Microwave Background (CMB) temperature fluctuations at high frequencies (Planck Collaboration et al. 2011; Dunkley et al. 2013). Unlike other foregrounds, the fact that the IR spectral energy distribution (SED) is not universal across different galaxies and cosmic times, makes the CIB particularly difficult to separate in multi-frequency CMB observations. This complicates not only the cosmological analysis of small-scale CMB data, but also the recovery of unbiased maps of the CIB itself in the presence of Galactic dust contamination (Planck Collaboration et al. 2014b, 2016; Lenz et al. 2019). Furthermore, since the CIB fluctuations trace the non-Gaussian large-scale structures that develop at low redshifts, it is an important systematic for CMB lensing analyses, which exploit the non-Gaussian modifications caused by the gravitational lensing of the otherwise Gaussian CMB fluctuations (Osborne et al. 2014; van Engelen et al. 2014; Sailer et al. 2021; Darwish et al. 2021a). Given the central role that small-scale primary CMB data and CMB lensing will play in cosmology in the next decade (Schmittfull & Seljak 2018; Fang et al. 2022), improving our understanding of the CIB, and developing better models that allow us to quantify its impact on these observations, is of paramount importance.

On the other hand, the CIB is in itself a treasure trove for both astrophysics and cosmology. First, it is a high-sensitivity tracer of the star-formation rate (SFR) density (i.e. the total mass of stars created per unit time and volume) (Dole et al. 2006). Understanding star formation across time and galaxy type is a central piece in the puzzle of galaxy formation and evolution (Tinsley 1980). Through observations of the infrared luminosity function at high redshifts (Gruppioni et al. 2013; Magnelli et al. 2013; Marchetti et al. 2016; Davies et al. 2016a), a qualitative picture has emerged where star formation grows from the epoch of reionisation, peaks at around $z \sim 2$, and then decreases as the gas that fuels it runs out (Madau & Dickinson 2014b). However, collecting large samples of star-forming galaxies at high redshift is observationally challenging. Thus, since the CIB combines the emission of all IR sources since $z \sim 6$, it encodes information about the full history of star formation, making it a useful complementary probe for these studies.

Unfortunately, studies of the star formation history from maps of the CIB alone (e.g. Shang et al. 2012; Viero et al. 2013; Planck Col-
laboration et al. 2014b; Maniyar et al. 2018; Maniyar et al. 2021) are hampered by its projected nature. Without additional information it is not possible to disentangle, in a model-independent manner, the contribution to the CIB from sources at different redshifts. Although cross-correlations with CMB lensing can be used to improve constraints on different CIB models (Planck Collaboration et al. 2014a; Maniyar et al. 2018; Cao et al. 2020; Darwish et al. 2021b; McCarthy & Madhavacheril 2021), they suffer from the same problem. This, however, can be solved through the use of galaxy clustering tomography (Chiang et al. 2019). Since the sources that give rise to the CIB trace the same large-scale structure as any other galaxy sample, the amplitude of the angular correlation between the CIB and a set of galaxies at a sufficiently narrow range of redshifts will be proportional to the contribution to the CIB map from sources at those redshifts. This technique has been widely utilised in various areas of cosmology and astrophysics to reconstruct the evolution, or the redshift dependence, of different quantities. These applications include recovering the mean gas pressure from maps of the thermal Sunyaev-Zel’’dovich effect (Pandey et al. 2019; Koukoufili-ppas et al. 2020; Chiang et al. 2020; Yan et al. 2021), the cosmic UV background (Chiang et al. 2019), and the growth of structure (García-García et al. 2021; Krolewski et al. 2021), as well as the calibration of redshift distributions for imaging galaxy samples (the so-called “clustering redshifts” method Newman 2008; Ménard et al. 2013; Morrison et al. 2017). Recently Yan et al. (2022) used cross-correlations between CIB maps and galaxies from the Kilo-Degree Survey (KiDS) to constrain a physical model of the CIB (see also Serra et al. 2014; Wang et al. 2015; Chen et al. 2016).

The aim of this paper is to use cross-correlations of the CIB with samples of galaxies at different redshifts to reconstruct the star formation history since $z \sim 2$. Our approach will be somewhat different from that of Yan et al. (2022). First, we will show that, from the amplitude of the galaxy auto-correlation and the cross-correlation with the CIB on large scales, robust and model-independent constraints can be placed on the evolution of the $bias$-weighted star-formation rate density ($b\rho_{\text{SF}}$). In this quantity, the contribution to the total SFR density from each source is weighted by the linear clustering bias of the dark matter halo it resides in. ($b\rho_{\text{SF}}$) is therefore more sensitive to the contribution from galaxies in massive haloes than direct measurements of the SFR density $\rho_{\text{SF}}$, and thus provides a complementary probe for the physics of star formation. The model-independent measurements of ($b\rho_{\text{SF}}$) obtained can then be used to constrain the parameters of a halo-based SFR model. This will allow us to propagate our measurements onto constraints on $\rho_{\text{SF}}$ that can be compared with direct measurements of this quantity from studies of the infrared luminosity function, thus providing a useful consistency test of the physical models used to describe star formation.

This paper is structured as follows. Section 2 lays out the theoretical framework, based on the halo model, that will allow us to measure ($b\rho_{\text{SF}}$) as a function of redshift. The galaxy samples and CIB maps used in this analysis are then presented in Section 3. Section 4 presents our model-independent measurements of ($b\rho_{\text{SF}}$), quantifies their robustness, and propagates them onto constraints on $\rho_{\text{SF}}$ and on two halo-based models for star formation. We then present our conclusions and outlook in Section 5.

2 METHODS

2.1 Theory

2.1.1 Projected probes

Let $u(\hat{n})$ be a cosmological field projected on the sphere, and assume that it is the radial projection of a 3D field $U$, i.e.

$$ u(\hat{n}) = \int d\chi q_\chi(\chi) U(\chi, \hat{n}, z). \quad (1) $$

Here $\chi$ is the comoving distance, $q_\chi(\chi)$ is the radial kernel associated with $u$, and $z$ is the redshift corresponding to the comoving distance $\chi$. The angular power spectrum of two such quantities, $u$ and $v$, $C_{\ell}^{uv}$, defined as the covariance between their harmonic-space coefficients, is then related to the power spectrum of the corresponding 3D quantities, $P_{UV}(k, z)$, via a similar radial projection:

$$ C_{\ell}^{uv} = \int \frac{d\chi}{\chi^2} q_\chi(\chi) q_v(\chi) P_{UV} \left( k = \frac{\ell + 1/2}{\chi}, z \right). \quad (2) $$

Here we have used the Limber approximation (Limber 1953), which is appropriate when the radial kernels are much broader than the typical correlation length of the fields (this is true for the quantities studied here).

2.1.2 Halo model

The halo model (Seljak 2000; Peacock & Smith 2000; Cooray & Sheth 2002) is a versatile formalism to model the 3D correlations of cosmological quantities. In this framework, the power spectrum $P_{UV}(k)$ can be written as the sum of two contributions, the one-halo and two-halo terms, $P_{1h}^{UV}(k)$ and $P_{2h}^{UV}(k)$, with

$$ P_{1h}^{UV}(k) = \int dM n(M) (U(k, M) V(k, M)). \quad (3) $$

$$ P_{2h}^{UV}(k) = \langle bU(k) \rangle \langle bV(k) \rangle P_{\text{lin}}(k). \quad (4) $$

Here, $n(M)$ is the halo mass function (the comoving number density of haloes per mass interval), $U(k, M)$ is the profile of quantity $U$ around a halo of mass $M$ in Fourier space, $P_{\text{lin}}(k)$ is the linear matter power spectrum, and $\langle bU(k) \rangle$ is

$$ \langle bU(k) \rangle = \int dM n(M) b_h(M) (U(k, M)). \quad (5) $$

On large scales, both $P_{1h}^{UV}$ and $\langle bU \rangle$ tend to a constant. This can be seen easily by writing $U(k, M)$ in the limit $k \to 0$ (i.e. when $e^{-ikx} \to 1$):

$$ U(k \to 0, M) = \int d^3x U(x, M). \quad (6) $$

Thus, on sufficiently large scales, the power spectrum can be approximated as

$$ P_{UV}(k) = \langle bU \rangle \langle bV \rangle P_{\text{lin}}(k) + N_{UV}, \quad (7) $$

where $\langle bU \rangle$, $\langle bV \rangle$ and $N_{UV}$ are now scale-independent quantities. Crucially, $\langle bU \rangle$, has a simple physical interpretation: it is the cosmic mean value of quantity $U$ weighted by the halo bias.

Extracting information from scales smaller than those for which the approximation above is appropriate requires tackling several modelling challenges. First, an accurate model of the scale dependence of the halo profiles (i.e. the distribution of $U$ and $V$ around haloes of different masses) is necessary. Secondly, the 1-halo term depends on the statistical correlation of the two quantities under study, which in principle requires a model of not only the mean profiles, but also
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of their statistical correlation. Although these are often implicitly
assumed to be independent (i.e. $(UV) = (U)(V)$), deviations from
this can be highly relevant and lead to incorrect conclusions (partic-
ularly given the high precision with which small-scale correlations can
be measured). In turn, the 2-halo term requires no knowledge of the
joint distribution of the quantities. Finally, the halo model is known to fail at the $\geq 10\%$ level on scales straddling the transition between
the 1-halo- and 2-halo-dominated regimes. This is likely caused by the overly simplified assumption of linear biasing used in
vanilla versions of the halo model to describe the clustering of dark
matter haloes (Mead et al. 2021; Mead & Verde 2021).

Tackling these challenges is a complex problem that can be
addressed through more sophisticated astrophysical modelling, often
at the cost of introducing new nuisance parameters that must be
marginalised over. The obvious benefit of this approach is that it
enables the use of smaller scales, potentially achieving tighter con-
straints on the model parameters. This is indeed a common approach
used in previous analyses of CIB auto- and cross-power spectra (e.g.;
Maniyar et al. (2018); Yan et al. (2022)).

Here, we choose to avoid this additional complexity, and opt for a
robust and model-independent measurement of the phenomeno-
logical parameters in Eq. 7, restricting our analysis to large scales.
Once the bias-weighted quantities $(bU)$ have been measured, they
are used to constrain the underlying physical model describing them
(in this case the star-formation rate history). All that remains is
designing this model for the two tracers under consideration: the
projected galaxy overdensity and the CIB emissivity.

2.1.3 CIB and star formation

The CIB intensity at a given observed frequency $v$ is related to the
infrared emissivity (energy emitted per unit frequency, time and
comoving volume in the rest frame of the emitter) $I_v(\mathbf{n})$ via:

$$I_v(\mathbf{n}) = \int d\chi \frac{J_v(1+z)}{4\pi(1+z)}.$$  

(8)

Given a model for the specific infrared luminosity of haloes of mass
$M$, $L_v(M)$, the mean comoving emissivity becomes

$$\langle J_v(1+z) \rangle = \int dM n(M) L_v(1+z)(M),$$  

(9)

where $n(M)$ is the halo mass function. We now proceed as in Maniyar
et al. (2018); Maniyar et al. (2021). The specific infrared luminosity
can be written in terms of the observed source flux $S_v$,

$$L_v(1+z) = 4\pi \chi^2 (1+z) S_v.$$  

(10)

At the same time, the total infrared luminosity $L_{12}$ (integrated over
frequencies) is tightly correlated with the star-formation rate of the
source:

$$\text{SFR} = K L_{12},$$  

(11)

where $K = 10^{-10} M_{\odot} \text{yr}^{-1} L_{12}^{-1}$ is the calibration constant be-
tween the far infrared luminosity and star formation rate Kennicutt
(1998); Kennicutt & Evans (2012) for a Chabrier initial mass func-
tion (Chabrier 2003), and $L_{12}$ is integrated over the range 8-1000$\mu$m.
Combining Eqs. 9, 10, and 11, the CIB intensity can be written as

$$I_v(\mathbf{n}) = \int d\chi \frac{\chi^2 S_v(z)}{K} \rho_{\text{SFR}}(\chi, z),$$  

(12)

where $\rho_{\text{SFR}}$ is the star-formation rate density, given by the contri-
bution of all haloes of different masses. $S_v(z) \equiv S_v(z)/L_{12}$ is the
mean flux of sources at redshift $z$ normalised to a total luminosity of
$L_{\odot}$. We use the estimates of $S_v(z)$ for the three Planck frequency
channels derived by Béthermin et al. (2013, 2015, 2017), and made
available by Maniyar et al. (2021).\footnote{See https://github.com/abhimaniyar/halomodel_cib_tsz_cibxtsz.}

Comparing this with Eq. 1, the CIB intensity $I_v(\mathbf{n})$ can therefore
be understood as a projected tracer of the star-formation rate density
$\rho_{\text{SFR}}$, with a radial kernel given by

$$q_v(\chi) = \frac{\chi^2 S_v(z)}{K}.$$  

(13)

The associated $(bU)$ is the mean star-formation rate density weighted
by halo bias:

$$\langle bU_{\text{SFR}} \rangle = \int \rho_{\text{SFR}}(M) SFR(M),$$  

(14)

where $SFR(M)$ is the mean star-formation rate in haloes of mass $M$.
The mean profile, in turn, would provide a measurement of the mean
star-formation rate density

$$\rho_{\text{SFR}} = \int \rho_{\text{SFR}}(M) SFR(M).$$  

(15)

When interpreting the measured values of $(bU_{\text{SFR}})$, we will make
use of a halo-model parametrisation similar to that of Moster et al.
(2018) and Maniyar et al. (2021) to describe the SFR-mass relation.
The model splits the total SFR of a given halo into the contribution from
central (SFR$_c$) and satellite galaxies (SFR$_s$):

$$\text{SFR}(M, z) = \text{SFR}_c(M, z) + \text{SFR}_s(M, z).$$  

(16)

As haloes accrete gas, part of it is transformed into stars. The model
parametrises this process as:

$$\text{SFR}_c(M, z) = \eta(M, z) \text{BAR}(M, z),$$  

(17)

where BAR is the baryon accretion rate, and $\eta$ is the efficiency with
which those baryons are transformed into stars. The BAR is modelled
after Fakhouri et al. (2010) as

$$\text{BAR}(M, z) = \frac{\Omega_B}{\Omega_M} \left( \frac{M}{10^{12} M_{\odot}} \right)^{1.1} (1 + 1.11 z) H(z) / H_0,$$  

(18)

with $M_0 = 46.1 M_{\odot}$ yr$^{-1}$.

We will consider two parametrisations for the efficiency $\eta(M, z)$:

(i) **Model A**: the model of Maniyar et al. (2021). In this case

$$\eta(M, z) = \eta_{\text{max}} \exp \left[ \frac{1}{2} \left( \frac{M}{M_{\text{max}}} - 1 \right)^2 \right],$$  

(19)

where $M_{\text{max}}$ is the halo mass of maximum efficiency $\eta_{\text{max}}$. The
logarithmic width $\sigma_M$, describing the range of masses with efficient
star formation, depends on both mass and redshift as

$$\sigma_M(M, z) = \sigma_M(0) - \tau \Theta(M - M_{\text{max}}) \max(0, z_c - z),$$  

(20)

where $\Theta$ is the Heaviside step function.

Fixing $z_c = 1.5$ as in Maniyar et al. (2021), the model is described by
4 free parameters: $\eta_{\text{max}}, \log_{10} M_{\text{max}}, \sigma_M(0), \text{ and } \tau$.

(ii) **Model B**: the parametrisation of Moster et al. (2018). In this case:

$$\eta(M, z) = \frac{2 \eta_s}{(M/M_1)^{\delta} + (M/M_1)^\gamma},$$  

(21)


Figure 1. Mass-dependent star-formation efficiency at $z = 0.5$ (dotted lines), $z = 1$ (dashed lines) and $z = 2$ (solid lines). Results are shown for the two halo-based models described in the text: Model A, from Maniyar et al. (2021), in black, and Model B, from Moster et al. (2018), in red. The curves shown correspond to the best-fit parameters found in the two papers ($\log_{10} M_{\text{max}} = 12.94$, $\eta_{\text{max}} = 0.42$, $\sigma_{M,0} = 1.75$, $\tau = 1.17$ for Model A, $m_{0} = 11.34$, $m_{c} = 0.692$, $\eta_{0} = 0.005$, $\eta_{c} = 0.689$ for Model B).

where $\eta_{r}$, $m = \log_{10} M_{1}/M_{\odot}$, $\beta$, and $\gamma$ are functions of redshift of the form:

$$x(z) = x_{0} + x_{1} \frac{z}{1 + z} \quad (22)$$

Fixing $(\beta_{0}, \beta_{1}, \gamma_{0}, \gamma_{1})$ to the best-fit values found by Moster et al. (2018), $(3.344, -2.079, 0.966, 0)$, the model is described by 4 free parameters: $\eta_{0}$, $\eta_{r}$, $m_{0}$, and $m_{c}$.

In order to compare this model with Model A, note that the peak efficiency in this case is $\eta_{\text{max}} \approx \eta_{r} f_{\eta}$, and it is attained at a mass $M_{\text{max}} = M_{1} f_{M}$, where

$$f_{M} = \left( \frac{\beta}{\gamma} \right)^{\frac{1}{\beta + \gamma}}, \quad f_{\eta} = 2\gamma \beta^{\frac{1}{\beta + \gamma}} f_{M} \quad (23)$$

For the values of $(\beta_{0}, \beta_{1}, \gamma_{0}, \gamma_{1})$ used here, both factors are roughly constant and close to 1 ($f_{M}$ varies between 1.33 and 1.23, and $f_{\eta}$ varies between 1.17 and 1.04, in the range $0 < z < 4$). Thus, to a good approximation, $\eta_{r}$ and $M_{1}$ provide the peak efficiency and its associated halo mass.

Both models are qualitatively similar in that the star formation efficiency peaks at a particular halo mass, and decreases for lighter and heavier halos. This is physically well motivated, based on the effect of low gravitational potentials and supernova feedback at low masses (Silk 2003), and an increased gas cooling time at high masses (Kereš et al. 2005). There are, however, important differences between them. On the one hand, the peak efficiency in Model A is constant as a function of time, and all time evolution is incorporated in the extent of the high-mass tail of $\eta(M, z)$. On the other, the peak efficiency is explicitly time-dependent in Model B, while the slope of the high-mass tail is time-independent. Furthermore, while the efficiency falls exponentially away from the peak mass in Model A, this drop is slower (power-law) in Model B. These differences are illustrated in Fig. 1, and they will allow us to explore the dependence of our final constraints on $\rho_{\text{SFR}}$ from our measurements of $\langle b_{p} \rho_{\text{SFR}} \rangle$ on the assumptions of the underlying model.

Finally, the contribution from satellite galaxies will be calculated by adding the contribution of all subhalos for each parent halo of mass $M$:

$$\text{SFR}_{\text{s}}(M, z) = \int_{M_{\text{sub}}}^{M} dM_{\text{sub}} \frac{dN}{dM_{\text{sub}}} \text{SFR}_{\text{sat}}(M_{\text{sub}}, M, z). \quad (24)$$

where $dN/dM_{\text{sub}}$ is the subhalo mass function, calculated as in Tinker & Wetzel (2010), and $\text{SFR}_{\text{sat}}(M_{\text{sub}}, M, z)$ is the SFR in a satellite galaxy with subhalo mass $M_{\text{sub}}$ in a parent halo of mass $M$. As in Maniyar et al. (2021), we model $\text{SFR}_{\text{sat}}$ as

$$\text{SFR}_{\text{sat}}(M_{\text{sub}}, M, z) = \text{Min} \left[ \frac{\text{SFR}_{\text{c}}(M_{\text{sub}}, z), M_{\text{sub}}}{M} \right] \text{SFR}_{\text{c}}(M, z).$$

2.1.4 Projected galaxy clustering

The projected galaxy overdensity is related to its three-dimensional counterpart via:

$$\delta_{g}(\hat{n}) = \int dz H(z)p(z)\Delta_{g}(\chi, \hat{n}), \quad (25)$$

where $p(z)$ is the galaxy redshift distribution for the galaxy sample under consideration, and $\Delta_{g}$ is its three-dimensional overdensity. Therefore, the kernel for this tracer is $q_{g} = H(z)p(z)$. The associated $\langle b_{U} \rangle$ is the galaxy bias $b_{g}$.

A popular halo model parametrisation for galaxy clustering is the halo occupation distribution (HOD) (Berlind & Weinberg 2002), based on a model for the number of galaxies as a function of halo mass $N_{g}(M)$. In this framework, $b_{g}$ would simply be given by

$$b_{g} = \int dm_{n}(M)\frac{b_{h}(M)N_{g}(M)}{\int dm n(M)N_{g}(M)}.$$  

(26)

We will fit directly for the value of $b_{g}$, and thus our treatment is insensitive to the details of the $N_{g}(M)$ relation.

The observed overdensity of galaxies is also affected by lensing magnification. Gravitational lensing by foreground structures induces a small perturbation in the observed galaxy positions and in their observed flux. This causes an additive contribution to $\delta_{g}$ of the form

$$\delta_{g}^{L}(\hat{n}) = -\int d\chi (2 - 5s) q_{L}(\chi)\Delta_{M}(\chi, \hat{n}, z), \quad (27)$$

where $\Delta_{M}$ is the 3D matter overdensity, $s = d \log_{10} N/dm$ is the logarithmic slope in the distribution of galaxy magnitudes at the limiting magnitude, and $q_{L}$ is the lensing kernel

$$q_{L}(\chi) \equiv \frac{3H_{0}^{2}\Omega_{m}}{2}(1 + z)\int_{z}^{\infty} dz' p(z') \frac{\chi(z') - \chi}{\chi(z')}.$$  

(28) Due to the cumulative nature of the weak lensing kernel, if relevant, the contribution from magnification to the galaxy-CIB cross-correlation would bias the tomographic measurement of $\langle b_{p} \rho_{\text{SFR}} \rangle$ described in the next section. To verify that this contribution can indeed be ignored, we estimate the theoretical prediction with and without magnification for the cross-correlation between our highest eBOSS redshift bin (for which magnification is most relevant), and the CIB. We use $s = 0.2$ for quasars (Scranton et al. 2005). We find that magnification changes the cross-correlation only at the subpercent level on the scales used here, and can therefore be ignored. Note that the impact of magnification on the DELS bins should be significantly smaller than for the quasar samples (see Hang et al. 2021).

2.1.5 Tomography

A crucial aspect of projected galaxy clustering is its local nature: galaxies at redshift $z$ trace structures at the same redshift. This makes it possible to directly measure the redshift evolution of astrophysical quantities by cross-correlating a given projected tracer (in our case
CIB intensity maps) with galaxy samples at different redshifts, a procedure commonly called "tomography" (Chiang et al. 2019).

Consider the Limber equation (Eq. 2), together with the simplified power spectrum model of Eq. 7, and the radial kernels for the CIB (Eq. 13) and for galaxy clustering (Eq. 25). Assuming that the radial/redshift dependence of \( b_g \), \( \langle b_{PSFR} \rangle \), and \( q_V(z) \) is slow compared with the width of the galaxy kernel \( q_g(z) \), the auto-correlation of galaxies and their cross-correlation with the CIB can be approximated as

\[
C^{gg}_\ell \approx b_g^2 M^{gg}_\ell + n_g, \quad C^{gV}_\ell \approx b_g \langle b_{PSFR} \rangle M^{gV}_\ell + n_g, \quad \quad (29)
\]

where \( b_g \) and \( \langle b_{PSFR} \rangle \) are evaluated at the mean redshift of the galaxy sample, and we have defined the power spectrum templates

\[
M^{gg}_\ell \equiv \int \frac{dx}{x^2} q_g(\chi)q_g(\chi)P_M\left(\frac{\ell + 1/2}{x}, z\right), \quad (30)
\]

\[
n_{UV} \equiv \int \frac{dx}{x^2} q_V(\chi)q_V(\chi)N_{UV}(z), \quad (31)
\]

where \( P_M(k, z) \) is the matter power spectrum, and \( N_{UV} \) was defined in Eq. 7. Assuming a fixed cosmology, and an accurate knowledge of the radial kernels, \( M^{gg}_\ell \) and \( M^{gV}_\ell \) can be precomputed and treated as fixed templates. In that case, the galaxy auto-correlation effectively constrains the value of \( b_g \), which can then be used to constrain \( \langle b_{PSFR} \rangle \) at the redshift of the sample through the cross-correlation.

Figure 2 shows the radial kernels of the different tracers used in this analysis. The CIB kernel for the \( v = 545 \) GHz Planck channel, shown as a blue dotted line (with arbitrary normalisation), varies very slowly in comparison with the redshift distributions of the six galaxy samples used, justifying our use of the approximate phenomenological model of Eq. 29 to make tomographic measurements of \( \langle b_{PSFR} \rangle \).

Fig. 3 shows the cross-power spectrum between the galaxy overdensity and \( \rho_{PSFR} \) at \( z \sim 0.8 \). The solid red line shows the prediction using the halo model from Maniyar et al. (2021). This prediction can be recovered to 2% accuracy up to \( k = 1 \) Mpc\(^{-1}\) using the simplified model of Eq. 29, given by the black dash-dotted line. This model is constructed by adding the linear matter power spectrum scaled by the product of the scale-independent biases associated with both quantities (dashed blue line), and the constant large-scale limit of the 1-halo term (black dotted line). However, in order to further improve the model and alleviate any residual theoretical uncertainties associated with the 1-2-halo transition regime, we use the non-linear matter power spectrum, computed using the model of Takahashi et al. (2012), scaled by the scale-independent biases (blue dashed line). This effective model is able to reproduce the halo model prediction to the same accuracy on scales \( k < 0.2 \) Mpc\(^{-1}\) without the additional shot noise terms. Therefore, we will by default use the non-linear matter power spectrum as \( P_M \) when calculating the templates in Eq. 30. We verified that the results shown in Section 4.2 change by less than 0.25\( \sigma \) if we use the linear power spectrum instead. Thus, the conservative choice of small-scale cut \( k_{\text{max}} = 0.15 \) Mpc\(^{-1}\) used in our analysis (see Section 4), marked as a vertical dotted line in the figure, should allow us to obtain unbiased constraints on \( b_g \) and \( \langle b_{PSFR} \rangle \) from the data.

2.2 Angular power spectra and covariances

We estimate auto- and cross-power spectra from all datasets in this study using the so-called pseudo-\( C_\ell \) or MASTER algorithm as implemented in NaMaster (Alonso et al. 2019). The method is described briefly here, and further details can be found in Hivon et al. (2002); Alonso et al. (2019).

In all cases studied here (galaxy overdensity and CIB intensity maps), the observed field \( \tilde{a}(\hat{n}) \) is a masked version of the true underlying field \( a(\hat{n}) \), i.e.

\[
\tilde{a}(\hat{n}) = w(\hat{n})a(\hat{n}), \quad (32)
\]

where \( w \) is the mask. \( w \) can simply be a binary map defining the footprint over which \( a \) has been observed, but in general it can be thought of as a local weight that can be designed to maximise the signal-to-noise ratio of the resulting power spectrum estimator. Consider two such fields, \( \tilde{a} \) and \( \tilde{b} \), with masks \( v \) and \( w \) respectively. Their pseudo-\( C_\ell \) is defined as \( C^{\tilde{a}\tilde{b}}_\ell \equiv \sum_{w=\ell} \tilde{a}_\ell \tilde{b}_\ell^*(2\ell + 1) \), where \( \tilde{a}_\ell \) and \( \tilde{b}_\ell \) are the harmonic coefficients of \( \tilde{a} \). Due to the convolution theorem, the \( \tilde{a}_\ell \) are a convolution of the harmonic coefficients of the true map and the mask. This propagates to the power spectra, so that the expectation value of \( C^{\tilde{a}\tilde{b}}_\ell \) is

\[
\langle C^{\tilde{a}\tilde{b}}_\ell \rangle = \sum_{\ell'} M^{\tilde{a}\tilde{b}}_{\ell\ell'} C^{ab}_\ell. \quad (33)
\]
Here, $M_{\ell \ell'}^{\text{WW}}$ is the mode-coupling matrix (MCM), which depends only on the masks $v$ and $w$, and can be calculated analytically with relative ease. In order to estimate the true underlying power spectra from the observations we then need to invert the MCM. Since the MCM is not generally invertible, the pseudo-$C_{\ell}$ estimator often involves binning $C_{\ell}^{ab}$ into bandpowers before inverting the binned MCM. Here, we used the same bandpowers used in García-García et al. (2021). Linear $\ell$ bins with $\Delta \ell = 30$ were used up to $\ell = 240$, and logarithmic bins were used at higher $\ell$ with $\Delta \log_{10} \ell = 0.055$.

The covariance matrix of angular power spectra is sourced by three contributions: a disconnected (or “Gaussian”) part, a super-sample covariance (SSC) due to modes larger than the survey footprint, and a connected non-Gaussian (cNG) part caused by the intrinsic non-Gaussianity of the tracers (Takada & Hu 2013). On the large scales used here the Gaussian component dominates, and we neglect the SSC and cNG contributions. We use an approximate analytical method to compute the Gaussian covariance matrix accounting for the effects of survey geometry, the so-called “narrow-kernel approximation” (NKA) described in García-García et al. (2019), and implemented in NaMaster. The NKA reduces the scaling of the exact calculation from $O(\ell_{\max}^4)$ to a more tractable $O(\ell_{\max}^2)$ by assuming that the MCM is narrowly peaked at the diagonal compared with the slow scale dependence of the true power spectrum.

Schematically, the covariance between two pseudo-$C_{\ell}$s can be approximated as

$$\text{Cov}(C_{\ell}^{ab}, C_{\ell'}^{af}) = C_{\ell}^{ag} C_{\ell'}^{bf} \Xi_{\ell \ell'}(w^a w^b, w^b w^f) + (a \leftrightarrow b)$$

where $\Xi_{\ell \ell'}(w^a w^b, w^b w^f)$ are coupling coefficients similar to those involved in the calculation of $M_{\ell \ell'}^{\text{WW}}$, but now dependent on the products of pairs of masks (labelled $w^a w^b f f$ here). The modified spectra $C_{\ell}^{ab}$ are related to the true underlying power spectra via (Nicola et al. 2021)

$$C_{\ell}^{ab} = \langle C_{\ell}^{ab} \rangle / \langle w^a w^b \rangle_{\text{pix}}$$

where $\langle \cdots \rangle_{\text{pix}}$ denotes averaging over all pixels in the sky (as opposed to ensemble averaging). In general $\langle C_{\ell}^{ab} \rangle$ can be computed from a theoretical model and convolved with the MCM. However, since the power spectra estimated here have a high signal-to-noise ratio, we simply use the estimated pseudo-$C_{\ell}$s in the formula above (i.e. replace $\langle C_{\ell}^{ab} \rangle \rightarrow C_{\ell}^{ab}$). In addition to simplicity, this has the added benefit of automatically accounting for the noise contribution to the power spectrum with no additional modelling.

This estimate of the covariance matrix was validated against jackknife resampling. As described in Section 4.1, both estimates are in reasonable agreement, although a small modification was applied to the final covariance matrix elements involving two different CIB frequency maps to accurately account for their map-level correlation.

### 2.3 Likelihood

We derive parameter constraints from the power spectrum data in two different ways. First, as described in Section 4.2, we derive model-independent tomographic measurements of $(b_{\text{PSGR}})$ from the galaxy auto-correlations and their cross-correlation with the CIB. We will then use these measurements, as described in Section 4.3, to place constraints on the free parameters of the halo models for the SFR described in Section 2.1.3. In both cases, we will make use of Gaussian likelihoods of the form

$$-2 \log p(\mathbf{d}|\Theta) = (\mathbf{d} - \mathbf{m}(\Theta))^T C_{\mathbf{d}}^{-1}(\mathbf{d} - \mathbf{m}(\Theta)) + K,$$

where $\mathbf{d}$ is the data vector (power spectra or measurements of $(b_{\text{PSGR}})$), $\mathbf{C}$ is the covariance of $\mathbf{d}$, $\mathbf{m}$ is the theoretical model for $\mathbf{d}$, and $\Theta$ denotes the set of parameters used to define $\mathbf{m}$. The posterior parameter distribution is then given by the product of this likelihood and the parameter priors, which we discuss in Section 4.2. In all cases we will use the affine-invariant Markov-Chain Monte-Carlo (MCMC) algorithm implemented in emcee (Foreman-Mackey et al. 2013).

The assumption of a Gaussian likelihood for the power spectra stems from the central limit theorem: for sufficiently high $\ell$, the estimate of $C_{\ell}$ involves averaging over a large number of independent $m$ modes, and thus the distribution of $C_{\ell}$ values tends to a Gaussian. This is valid on the scales used in this analysis Hamimeche & Lewis (2008). The validity of the Gaussian approximation for the likelihood of the measured $(b_{\text{PSGR}})$ values will be demonstrated in Section 4.2.

All cosmological theory predictions were computed using the Core Cosmology Library (CCL, Chisari et al. (2019)\textsuperscript{2}). Cosmological parameters were fixed to the Planck best-fit values ($\Omega_m, \Omega_b, h, n_s, \sigma_8 = (0.261, 0.049, 0.677, 0.9665, 0.8102)$. When using the halo model, we use the halo mass function parametrisation of Tinker et al. (2008), and the halo bias of Tinker et al. (2010). Halo masses are defined using a spherical overdensity $\Delta = 200$ times the critical density.

### 3 DATA

#### 3.1 Galaxy clustering

In order to recover the star formation history in the range $0 \leq z \leq 2$ we make use of photometric galaxy samples from the DESI Legacy Imaging Survey (Dey et al. 2019, DELS), and quasar samples (QSOs) from the extended Baryon Oscillation Spectroscopic Survey (eBOSS), derived from the Sloan Digital Sky Survey Data Release 16 (DR16).

At low redshifts, we use the photometric sub-sample of DELS selected by Hang et al. (2021)\textsuperscript{3}. DELS combines photometry from

\textsuperscript{2} The source code can be found at https://github.com/LSSTDESC/CCL

\textsuperscript{3} The data can be found at https://gitlab.com/qianjunhang/desi-legacy-survey-cross-correlations. We thank the authors for the remarkable care with which these data were made publicly available.

---

Figure 4. Sky footprint of the CIB and galaxy surveys used in this analysis in Equatorial coordinates.
we use the full mission CIB maps and associated sky masks constructed by Lenz et al. (2019), based on the 20% Planck Galactic plane mask, removing small-scale Galactic filamentary structure via HI column densities above $N_{HI} > 2.5 \times 10^{20} \text{ cm}^{-2}$. The combined mask was then apodised using a 15’ FWHM kernel.

When estimating the galaxy-CIB cross-correlations, we deconvolve the effective window function provided with the data products of Lenz et al. (2019). This accounts for the Planck Reduced Instrument Model (RIMO) beam, the window function of the SMICA CMB map, and the pixel window function for $N_{side} = 2048$ (see section 2.2 of Lenz et al. (2019) for further details).

As discussed in Lenz et al. (2019), the use of small sky patches to remove the Galactic dust component from the Planck maps leads to an over-subtraction of the underlying CIB fluctuations that results in a lack of power on large scales. The effect is limited to scales $\ell \lesssim 70$, and therefore we will omit all such scales from our analysis. We applied color corrections as described in Planck Collaboration (2014b).

The footprints of the three datasets used here are shown in Fig. 4. The CIB maps overlap with the DELS and eBOSS footprints over ~13% and ~6% of the sky respectively.

### 4 RESULTS

#### 4.1 Power spectra and covariance

We measure the galaxy auto-correlation power spectrum for the six redshift bins considered, as well as their cross-correlations with the three CIB frequency maps, for a total of 24 auto- and cross-spectra. As an example, the galaxy clustering auto-correlations and the cross-correlations with the 545 GHz CIB map are shown in Fig. 5. The measured power spectra are shown in black together with their statistical uncertainties. The light grey bands show the fiducial scale cuts used in our analysis. We impose a default low-$\ell$ cut of $\ell_{\min} = 100$. This is mostly motivated by the loss of large-scale power in the CIB maps caused by the removal of Galactic contamination on different large-area patches, as reported by Lenz et al. (2019). Although this should not affect the galaxy auto-correlation, observational systematics leading to artificial contamination of the galaxy number counts across the sky may lead to extra power on the largest scales. $\ell_{\min} = 100$ is likely a conservative choice in this case (Hang et al. 2021; García-García et al. 2021), but we choose to keep the same cut for both power spectra for simplicity. On small scales, we remove all multipoles above $\ell_{\max} = k_{\max} \chi - 1/2$, where $\chi$ is the radial comoving distance to the mean redshift of each galaxy sample, and $k_{\max} = 0.15 \text{ Mpc}^{-1}$. As we argued in Section 2.1.5, we expect the phenomenological model of Eq. 29 to provide a good fit to the data on these scales. To test the robustness of our results to this choice, we will also present results for a less conservative cut of $k_{\max} = 0.2 \text{ Mpc}^{-1}$ (shown by the dark grey bands in the Figure). After these scale cuts, the complete data vector, comprising six galaxy auto-correlations and 6x3 galaxy-CIB cross-correlations contains 200 elements.

Figure 5 also shows, in red, the best-fit theoretical prediction following the model of Eq. 29. The residuals between data and prediction normalised by the diagonal errors are shown at the bottom of each panel. As discussed and quantified in the next section, overall we find that the model is able to provide a good fit to the data.

Figure 6 shows the correlation matrix, defined in terms of the covariance $C_{ij}$ as $r_{ij} \equiv C_{ij}/\sqrt{C_{ii}C_{jj}}$. The blocks along the diagonal correspond to the six different redshift bins, with the galaxy

| Bin | Redshift range | Mean redshift | Density (deg$^{-2}$) |
|-----|----------------|---------------|----------------------|
| DELS | 1 [0.10, 0.30] | 0.21 | 808 |
| | 2 [0.30, 0.15] | 0.37 | 651 |
| | 3 [0.45, 0.60] | 0.50 | 760 |
| | 4 [0.60, 0.80] | 0.63 | 409 |
| eBOSS | 5 [0.80, 1.50] | 1.12 | 34 |
| | 6 [1.50, 2.20] | 1.87 | 35 |

Table 1. Mean redshift values and approximate redshift ranges for the 6 redshift bins shown in Figure 2. For DELS, the bin edges are in photo-$z$ space, while the mean redshift corresponds to the mean of the true redshift distribution. The 4th column shows the angular number density of each sample.
Figure 5. Galaxy auto-correlation spectra (left column) and galaxy-CIB cross-correlation spectra (right column) for the six tomographic bins presented in Fig. 2. Each panel shows the measurements and their uncertainties (black points with error bars), and their best-fit predictions (red lines), which are extrapolated outside of the range of scales used in our analysis. Our fiducial scale cuts are marked by the light grey vertical bands, while the dark grey bands mark the alternative, less conservative scale cuts corresponding to $k_{\text{max}} = 0.2 \, \text{Mpc}^{-1}$. The bottom part of each panel shows the difference between the data and the best-fit curve normalised by the $1 \sigma$ uncertainties.
Figure 6. Correlation matrix \( (r_{ij})_{|i,j|<200} \) of the total data vector. The six blocks along the diagonal correspond to the different redshift bins used in the analysis. Within these blocks, the first sub-block contains the covariance of the galaxy auto-correlation, while the other blocks correspond to the different cross-correlations with the CIB. The different CIB frequency channels are strongly (~ 95%) correlated.

FIGURE 7. Top: variance of the galaxy-CIB cross-correlation for the fourth DELS redshift bin with the three CIB frequencies (solid, dashed, and dotted lines respectively). Results are shown in red for the analytical covariance, and in black for the jackknife estimate. Bottom: ratio between jackknife and analytical estimates for the correlation coefficient of pairs of cross-power spectra involving different CIB frequencies. Results are shown for the (353 – 545) GHz, (545 – 857) GHz and (353 – 857) GHz pairs in red, blue and yellow respectively. We find that, on average, the jackknife estimate predicts a ~ 2% lower correlation coefficient between frequencies. We correct our analytical estimate for this factor (shown as a horizontal dashed line).

\[
\left( r_{ij} \right)_{|i,j|<200}
\]

\[
\text{Var}(C_{g\nu}^{\ell})
\]

\[
\frac{r_{JK}}{r_{Ana}}
\]

\[
\ell
\]

\[
k_{max} = 0.15 \text{ Mpc}^{-1}
\]

| Bin | \( \xi \) | \( b_g \) | \( \langle b_P SFR \rangle \) \( (M_\odot \text{yr}^{-1} \text{Mpc}^{-3}) \) |
|-----|-----|-----|-------------------|
| DELS | 1 | 0.21 | 1.068 ± 0.044 | ~0.005 ± 0.008 |
| 2 | 0.37 | 1.382 ± 0.026 | 0.026 ± 0.006 |
| 3 | 0.50 | 1.306 ± 0.017 | 0.041 ± 0.005 |
| 4 | 0.63 | 1.733 ± 0.019 | 0.048 ± 0.005 |
| eBOSS | 5 | 1.12 | 2.057 ± 0.149 | 0.110 ± 0.014 |
| 6 | 1.87 | 2.165 ± 0.191 | 0.260 ± 0.032 |

\[
\chi^2 / N_{d.o.f} = 201.2 / 188 = 1.07, \quad \text{PTE} = 0.245
\]

Table 2. Summary of the obtained values for the galaxy bias and the bias weighted star-formation rate within each redshift bin as presented in Figure 2, when all parameters are sampled jointly. We display the mean values and the 1σ uncertainties. The last row show the \( \chi^2 \) per degree of freedom value and PTE for our constraints.

The star formation history from CIB correlations

auto-correlation followed by the 3 CIB cross-correlations. In each block, the cross-covariance between \( C_{gC}^{\ell} \) and the \( C_{gC}^{\ell} \)'s is significantly smaller than the cross-covariance between CIB channels. The latter is at the level of ~ 95%. This is because the three Planck maps trace essentially the same underlying CIB fluctuations with little frequency decorrelation. This makes an accurate calculation of the full covariance crucial since this high level of correlation requires the model residuals between different frequencies to follow the same trend almost exactly. The overlaps between the DELS redshift distributions shown in Figure 2 also lead to an appreciable cross-covariance between the power spectra in adjacent redshift bins.

We validate the analytical estimate of the covariance matrix described in Section 2.2 through jackknife resampling, dividing the footprint into 413 jackknife regions. In general, we find good agreement between both estimates of the covariance matrix, and we are able to recover the diagonal errors within ~ 4 – 5% (see top panel of Fig. 7). However, we find that the jackknife estimate recovers cross-correlation coefficients between power spectra involving different CIB frequencies that are consistently lower than the analytical prediction by ~ 2% (see bottom panel of Fig. 7). Although this is a small difference, the tight correlation between different CIB frequencies makes it necessary to accurately characterise these off-diagonal covariance elements. We find that, otherwise, the goodness of fit to the full dataset combining all frequencies was unacceptable, even if the same model parameters were able to provide a good fit to the three different frequencies separately, which clearly points to an inconsistent covariance matrix. To correct for this, we therefore multiply all off-diagonal covariance matrix elements involving two different CIB frequencies by an overall factor of 0.98. The difference is likely due to inhomogeneity in the map noise across the footprint, which is not accounted for in the analytical covariance.

4.2 Model-independent measurements of \( \langle b_P SFR \rangle \)

We obtain tomographic measurements of the bias-weighted mean SFR density, \( \langle b_P SFR \rangle \), by fitting the phenomenological model in Eq. 29 to the power spectrum data described in the previous section. The model consists on one galaxy bias parameter \( b_g \) and one value of \( \langle b_P SFR \rangle \) for each redshift bin, as well as a free white-noise amplitude...
\begin{equation}
\left( \begin{array}{c}
\langle b \rho_{\text{SFR}} \rangle \\
\end{array} \right)' = C^{-1}_d - C^{-1}_d T \left( T^T C^{-1}_d T \right)^{-1} T^T C^{-1}_d,
\end{equation}

where $T$ is a matrix containing, as columns, the templates corresponding to the different linear parameters of the model (in this case, a constant vector for each of the different power spectra included in the data vector). We used flat, uninformative priors on all parameters.

Figure 8 shows the resulting measurements of $\langle b \rho_{\text{SFR}} \rangle$. Our fiducial measurements, simultaneously using all redshift bins and CIB frequencies, with a small-scale cut of $k_{\text{max}} = 0.15 \text{ Mpc}^{-1}$ are shown in black. The associated numerical values can be found in Table 2. We obtain $\sim 10\%$ constraints on $\langle b \rho_{\text{SFR}} \rangle$ at $z \geq 0.5$, and a $\sim 20\%$ measurement in the second redshift bin ($z \approx 0.37$). The conservative scale cuts used here leave only 3 data points in the cross-correlation with the first redshift bin, and we are only able to provide an upper bound on $\langle b \rho_{\text{SFR}} \rangle$, due to the degeneracy between this parameter and the white noise amplitude. The model is able to reproduce the data with a good $\chi^2$, with a probability-to-exceed PTE = 0.245. The full posterior distribution of the $\langle b \rho_{\text{SFR}} \rangle$ parameters is shown in Fig. 9. Although the measurements are largely statistically independent from one another, we can appreciate a non-negligible correlation between

\begin{equation}
\begin{pmatrix}
1.00 & 0.14 & -0.01 & 0.01 & 0.02 & -0.03 \\
0.14 & 1.00 & 0.26 & 0.02 & -0.02 & -0.01 \\
-0.01 & 0.26 & 1.00 & 0.27 & 0.01 & 0.00 \\
0.01 & 0.02 & 0.27 & 1.00 & 0.02 & -0.01 \\
0.02 & -0.02 & 0.01 & 0.02 & 1.00 & 0.06 \\
-0.03 & -0.01 & 0.00 & -0.01 & 0.06 & 1.00
\end{pmatrix},
\end{equation}

To validate these measurements, we repeat our analysis changing the number of redshift bins and CIB frequencies used, as well as the small-scale cut. The results for each of these alternative analyses are listed in Tables A1, A3, and A2 of Appendix A. First, in order to quantify the effect of the overlap between different redshift bins, we obtain new measurements of $\langle b \rho_{\text{SFR}} \rangle$ for each bin separately. We recover constraints that are almost equal to our fiducial measurements, and the model is able to reproduce the data for each redshift bin individually, with $\chi^2$ $p$-values above 0.1. These results are shown as grey points in Fig. 8.

The model used here relies on having an accurate description of the mean infrared spectral energy distribution ($S_{\nu}^{\text{eff}}$ in Eq. 13), and inaccuracies in it would lead to inconsistent measurements of $\langle b \rho_{\text{SFR}} \rangle$ for different frequencies. To test this, we repeat our measurement of $\langle b \rho_{\text{SFR}} \rangle$ three more times, using only one of the three CIB frequencies at a time. The results are presented in Table...
Figure 9. Posterior probability distributions for our measurements of \( \langle b \rho SFR \rangle \) in each redshift bin. The 1- and 2-\( \sigma \) contours calculated from the MCMC chains are shown in red. The blue dash-dotted line shows the same contours for a multivariate normal distribution with the same mean and covariance as the chains. This justifies the use of a Gaussian likelihood when using these measurements to place constraints on halo-based models of the SFR in Section 4.3.

A3, and as orange/red/brown points in Fig. 8 for the 353/545/857 GHz channels respectively. Overall we find good agreement between the three frequencies. The 353 GHz channel achieves consistently larger uncertainties than the other two, and the recovered values of \( \langle b \rho SFR \rangle \) are also consistently higher, although compatible with the fiducial measurements within 1\( \sigma \). Although this could be a hint for a small inconsistency between the CIB data and the effective spectra of Béthermin et al. (2013, 2015, 2017), it may also be an indication of contamination by other extragalactic foregrounds at lower frequencies, particularly the thermal Sunyaev-Zel’dovich effect. Since we do not observe a definite trend in the difference between the 353 GHz constraints and the rest as a function of redshift, and since the differences lie within the 68% uncertainties, we did not investigate this further, and proceeded to combine all frequencies in our fiducial analysis.

Finally we repeat the analysis relaxing the small-scale cut to \( k_{max} = 0.2 \) Mpc\(^{-1} \), which allows us to include one or two additional bandpowers in each redshift bin (see Fig. 5). Overall, the recovered values of \( \langle b \rho SFR \rangle \) are again in good agreement with our fiducial results, within 1\( \sigma \) uncertainties. With these additional data points, the uncertainties on \( \langle b \rho SFR \rangle \) reduce by \( \sim 20-30\% \). More importantly, the extra data point for the first DELS redshift bins allows us to break the degeneracy with the white noise amplitude and obtain a measurement of \( \langle b \rho SFR \rangle \) at \( z = 0.2 \). The value recovered is in reasonable agreement with the predictions of the best-fit halo models derived in the next Section when extrapolated to lower redshifts. The model is still able to provide a reasonable fit to the data with this less conservative scale cut (PTE = 4\%). Our measurements of \( \langle b \rho SFR \rangle \) are therefore robust to the choice of scale cut made for our analysis.

### 4.3 Constraints on halo-based SFR models

We use the tomographic measurements of \( \langle b \rho SFR \rangle \) presented in the previous section to derive constraints on the two halo models for the SFR history described in Section 2.1.3. For this, we use again the Gaussian likelihood of Eq. 35, where \( d \) is the set of six measured values of \( \langle b \rho SFR \rangle \), \( C_d \) is the covariance of these measurements estimated from the MCMC chains, and \( m \) is the theoretical model, given by Eq. 14. The model has 4 free parameters for both models:

- **Model A** has \( \Theta = \{ \eta_{max}, \log_{10} M_{max}, \sigma_{M,0}, \tau \} \) with the following top-hat priors:
  
  \[
  0 \leq \eta_{max} \leq 1.2, \quad \quad \quad \quad (38) \\
  10.5 \leq \log_{10} M_{max} \leq 14, \quad \quad \quad \quad (39) \\
  0 \leq \sigma_{M,0} \leq 4, \quad \quad \quad \quad (40) \\
  0 \leq \tau \leq 3. \quad \quad \quad \quad (41)
  \]
Figure 10. Constraints on the two halo-based SFR models (Model A and Model B in the left and right panels, respectively). The red bands in the left panel show the 1σ and 2σ constraints on Model A obtained by Yan et al. (2022). The red lines in the right panel show the best-fit parameters obtained by Moster et al. (2018) for Model B.

Figure 11. Star-formation rate density as a function of redshift. The points with error bars correspond to the direct measurements from the infrared luminosity function, extracted from Madau & Dickinson (2014a); Davies et al. (2016b). The solid black shows the best-fit prediction from the CIB analysis of Maniyar et al. (2021). The two bands show the 1-σ constraints obtained from our measurements of $\langle \rho/SFR \rangle$ using the two halo-based SFR models described in Section 2.1.3 (Model A in yellow, Model B in green).
Model B has \( \Theta = \{ m_0, m_z, \eta_0, \eta_z \} \) with the following top-hat priors:

\[
\begin{align*}
9 & \leq m_0 \leq 14, \\
-6 & \leq m_z \leq 6, \\
0 & \leq \eta_0 \leq 1, \\
0 & \leq \eta_z \leq 1.
\end{align*}
\]

Since aiming to constrain 4 parameters with only 6 data points will likely lead to overfitting, we do not expect to be able to obtain competitive constraints on all of these parameters. Our main aim, however, is to use these models to map our measurements of \( <b_{\rho SFR}> \) onto constraints on the evolution of the star-formation rate density \( \rho_{SFR}(z) \).

The posterior distribution of the parameters of Model A is shown in Fig. 10 (left panel). Our constraints are in good agreement with those found by Yan et al. (2022) using the same CIB maps and galaxy clustering data from KiDS. These are shown as red vertical bands in the diagonal panels of the figure. Our measurements seem to favour slightly lower values of \( \tau \) than those of Yan et al. (2022), albeit with a long tail towards large \( \tau \) that makes them broadly compatible. The peak efficiency \( \eta_{\text{max}} \approx 0.4 \) is found to be in good agreement with both Yan et al. (2022) and the CIB constraints from Maniyar et al. (2021). On the other hand, our data favour a peak star formation mass of \( \log_{10} M_{\text{max}} \approx 11.5 \), significantly lower than that found by Maniyar et al. (2021) (\( \log_{10} M_{\text{max}} = 12.94 \pm 0.02 \)), but compatible with the constraints of Yan et al. (2022).

The posterior distribution for Model B is shown in Fig. 10 (right panel). Our constraints are in good agreement with the best-fit parameters of Moster et al. (2018)\(^4\), shown as dashed red lines. The data are able to constrain the peak mass parameters to

\[
m_0 = 11.50 \pm 0.85, \quad m_z = 0.5 \pm 1.3,
\]

although the peak efficiency parameters are largely unconstrained within their prior due to the degeneracy with \( m_0 \) and \( m_z \). The peak mass is roughly constant, with \( \log_{10} M_{\text{max}} \approx 11.6 \pm 0.8 \) within the redshift range of our data. This is consistent with the results found with Model A.

In order to place constraints on the star-formation rate history from our measurements of \( <b_{\rho SFR}> \), we randomly select 1000 samples from the MCMC chains for both models and calculate \( b_{\rho SFR} \) and \( \rho_{SFR} \) as a function of redshift via Eqs. 14 and 15 respectively. The yellow and green bands in Fig. 8 show the 68% confidence interval for the predicted evolution of \( b_{\rho SFR} \) extracted from Model A and Model B respectively. The corresponding constraints on the star-formation rate density are shown in Fig. 11. The figure also shows various direct measurements of \( \rho_{SFR} \) from the infrared luminosity function (Shang et al. 2012) (points with error bars), as well as the prediction from the best-fit model found by Maniyar et al. (2021) from the CIB auto-correlation. The direct \( \rho_{SFR} \) measurements are from Sanders et al. (2003); Takeuchi et al. (2003); Magnelli et al. (2011, 2013); Gruppioni et al. (2013); Marchetti et al. (2016) and Davies et al. (2016a), and were extracted from Madau & Dickinson (2014a) and Davies et al. (2016b). Overall, our constraints are in rough agreement with these independent direct measurements with two main caveats. At low redshifts, our constraints on Model A predict a marginally higher SFR density compared with the direct measurements, whereas the predictions of Model B agree well with the data. This may be due to the fact that, unlike Model A, Model B allows for both the peak efficiency and the maximum efficiency mass to depend on redshift. The conversion from \( b_{\rho SFR} \) to \( \rho_{SFR} \) at low-redshift prediction is therefore somewhat sensitive to the details of the underlying model. On the other hand, at high redshift both models predict a marginally higher \( \rho_{SFR} \) compared with the direct measurements. This is likely driven by the large amplitude of the cross-correlation with the high-redshift eBOSS quasar sample, and therefore cross-correlations with other high-redshift tracers would be valuable to confirm this result.

These caveats aside, the fact that our measurements of \( b_{\rho SFR} \) are compatible with direct measurements of the SFR density is an interesting and non-trivial result, beyond the fact that both constraints come from independent datasets. The contribution of haloes of different masses to \( b_{\rho SFR} \) is weighted by their linear bias, and thus \( b_{\rho SFR} \) is more sensitive than \( \rho_{SFR} \) to star formation in the most massive haloes. An agreement between measurements of both quantities within a given model thus provides non-trivial support for the physical interpretation of the dependence of star formation on halo mass. The measurements of \( b_{\rho SFR} \) presented here, and those that will be achievable with future datasets, can therefore be used to strengthen constraints on star formation and galaxy evolution models, two areas of astrophysics of critical importance for cosmology in the next decade.

5 CONCLUSIONS

We have presented a tomographic analysis of Cosmic Infrared Background maps through cross-correlation with a suite of six galaxy samples spanning the redshift range \( z \leq 2 \) comprising galaxies from the DESI Legacy Survey and quasars from eBOSS. The CIB is a good tracer of the obscured star formation history, and thus the main motivation behind this exercise was to place direct constraints on the evolution of star formation in the last ~ 10 billion years. Our analysis has been carried out in two steps.

First, we used a phenomenological parametrisation of the angular power spectra, inspired on the halo model, which allows us to directly measure the mean star-formation rate density weighted by halo mass, \( <b_{\rho SFR}> \), in a virtually model-independent manner (see Eq. 29). Although this involves restricting our analysis to the largest scales, thus discarding significant amounts of information, we have argued that the resulting constraints are robust to a wide range of theoretical uncertainties that a full modelling of the small-scale \( C_{l}\)s would be sensitive to. These include accurately describing the scale dependence of the mean and variance of the galaxy overdensity in haloes, the covariance between galaxy overdensity and SFR density in haloes (or, equivalently, characterising star formation in the target galaxy sample), the transition between the 1-halo and 2-halo-dominated regimes, and the different contributions (Poisson or otherwise) to the shot-noise component of all auto- and cross-correlations involved.

We find that this phenomenological model provides a good fit to the data on the scales probed. We thus obtained measurements for \( b_{\rho SFR} \) at six different redshifts, reported in Table 2. The measurements are robust with respect to the choice of scale cuts, as well as the combination of datasets used (i.e. the choice of redshift bins and frequency maps). Furthermore, we have shown that the posterior distribution for these \( b_{\rho SFR} \) measurements is well approximated by a multivariate normal. It is therefore easy to use these measurements to derive constraints on any halo-based parametrisation of star formation using a simple Gaussian likelihood. Since \( b_{\rho SFR} \) is more

---

\(^4\) The constraints found by Moster et al. (2018) using a large dataset are much tighter than those found here, and thus we only show the final best-fit values.
sensitive to the contribution to the SFR density from massive haloes than direct measurements of $\rho_{\text{SFR}}$, a combination of both measurements can be used to put constraints on the halo mass dependence of star formation.

As a second step, we use the measured values of $\langle b \rho_{\text{SFR}} \rangle$ as data to constrain the parameters of two halo-based models for the SFR history, characterising the mass and redshift dependence of the efficiency with which gas is converted into stars (see Fig. 1). Besides allowing us to place constraints on the models themselves, this procedure makes it possible to map our constraints on $\langle b \rho_{\text{SFR}} \rangle$ onto constraints on $\rho_{\text{SFR}}$ itself. The result is shown in Fig. 11. Our constraints are in good qualitative agreement with independent measurements of the SFR density. This supports the physical interpretation of the halo-based SFR models of Moster et al. (2018); Maniyar et al. (2021), and the role of the CIB as a cosmic tracer of star formation. We have shown, however, that the predicted SFR density at low redshifts depends on the details of the underlying model, whereas our data seem to consistently predict a slightly higher $\rho_{\text{SFR}}$ at $z \sim 2$. Thus our measurements of $\langle b \rho_{\text{SFR}} \rangle$ contain information that is complementary to that of direct measurements of the SFR density, and which can be used to improve our understanding of star formation in haloes.

A number of caveats associated with our analysis must be noted. First and foremost, as Fig. 5 shows, the cross-correlation between the CIB and our galaxy samples is detected at very high significance over all scales and redshifts explored. Nevertheless, the simplified model used here requires us to discard most of these data. A more sophisticated model would allow us to derive significantly tighter constraints on both models of the star formation history, and on the astrophysical properties of the galaxy samples used. As we have noted above, several major modelling challenges must be overcome in order to construct such a model given the high statistical significant of the measurement. Ensuring that the model is able to recover unbiased constraints on its parameters would likely require the use of simulations incorporating a somewhat realistic description of star formation and galaxy evolution. The rewards of developing more sophisticated models describing this and other cross-correlations (Hurier et al. 2015, 2017; Krolewski et al. 2021; McCarthy & Madhavacheril 2021; Krolewski & Ferraro 2022; Tröster et al. 2022) are nevertheless worth the effort. For now, we have limited ourselves to providing these conservative but robust constraints, and leave a more complex analysis, modelling the small-scale power spectra directly for future work.

Our model also relies on a number of simplified assumptions. First, we have assumed perfect knowledge of the mean infrared spectral energy distributions as tabulated by Béthermin et al. (2013, 2015, 2017). Since our measurement is based on the large-scale bias extracted from the 2-halo term, it is insensitive to the scatter in this spectrum. However, any mis-modelling of the redshift dependence of the mean SED would directly lead to a biased recovery of the evolution of $\langle b \rho_{\text{SFR}} \rangle$ (although the fact that we recover compatible results from the three Planck frequencies is reassuring). Furthermore, we have assumed perfect knowledge of the relationship between infrared luminosity and SFR, through a simple proportionality constant (Eq. 11) that assumes particular universal initial mass function (Chabrier 2003). This assumption would affect our results and the direct measurements of $\rho_{\text{SFR}}$ in the same manner. The model also assumes that the SFR at a given time is proportional to the baryon accretion rate at the same time, whereas the dependence is likely more complicated. Our results are likely insensitive to most of these assumptions within the uncertainties reported, but they may become relevant in the presence of more data.

In terms of systematics, the presence of other sources of extra-galactic contamination in the CIB maps, which would correlate with the galaxy distribution, could bias the measured values of $\langle b \rho_{\text{SFR}} \rangle$. The most harmful contaminants in this case are thermal Sunyaev-Zel’dovich and emission from radio point sources. The fact that we recover compatible results from the three Planck frequencies reassures that any residual contamination is likely negligible within the range of scales and frequencies explored here. This may not be the case if a more ambitious analysis was carried out, using smaller-scale data or other frequencies, and a more thorough quantification of the impact from possible sources of contamination would have been necessary. On the galaxy side, Galactic extinction may cause a non-cosmological modulation in the observed number counts of galaxies. Since Galactic dust is also a contaminant of the CIB maps, the cross-correlation between both tracers may be affected by this systematic. In our case, the effect should be negligible given the conservative large-scale cut we have imposed, but a more careful study of this cross-contamination may be required for more sensitive data, or if the large-scale correlation of both tracers were to be exploited (as would be the case if targeting ultra-large scale cosmological science cases such as primordial non-Gaussianity Tucci et al. (2016)). Finally, photometric redshift uncertainties leading to an incorrect determination of the galaxy redshift distribution may also impact the recovered constraints on $\langle b \rho_{\text{SFR}} \rangle$ (Hang et al. 2021). In our case this is only a potential concern for the DELS sample. Uncertainties in the sample’s $p(z)$ can arise qualitatively in two ways: shifts in the mean of the distribution and changes in its width. Given the broad kernel of the CIB, our constraints should be impervious to moderate mean shifts. An incorrect determination of the width, however, would affect the amplitude of the galaxy auto-correlation, leaving the cross-correlation with the CIB almost untouched (Alonso et al. 2021). This would lead to an incorrect determination of the galaxy bias, which would then translate into a biased $\langle b \rho_{\text{SFR}} \rangle$. However, by examining the cross-bin correlations of the DELS sample used here, Hang et al. (2021) were able to tightly constrain the overlap between bins (which would change with the $p(z)$ width), and therefore this effect should be small in our analysis. A careful calibration of the redshift distribution would be needed, however, when attempting this measurement with other photometric samples.

Further progress in the study of the CIB, and in its use as a cosmological tool, will become possible with the advent of next-generation experiments. On the CIB side, high-resolution data from experiments such as CCAT-prime (Stacey et al. 2018) or the Simons Observatory (Adé et al. 2019) will improve the quality, sensitivity, and frequency coverage of current CIB observations. On the galaxy side, future deep photometric surveys such as the Rubin Observatory Legacy Survey of Space and Time (LSST, LSST Science Collaboration et al. 2009) will enable us to trace the large-scale structure tomographically to redshifts $z \sim 3$, significantly improving our ability to trace the evolution of star formation at earlier times. Likewise, spectroscopic surveys such as DESI (Levi et al. 2019) will provide denser quasar samples, enabling the same type of constraints with better control over redshift uncertainties. With a better understanding of the star formation history, it will also be possible to use the CIB itself as a cosmological tool, allowing us to map the Universe’s structures on very large scales with a sensitivity higher than will be achievable by future CMB lensing experiments. However, a large number of modelling and data analysis challenges need to be tackled before we can fully exploit the rich information encoded in the CIB.
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APPENDIX A: \( \langle b_{\text{PSFR}} \rangle \) CONSTRAINTS FROM ALTERNATIVE ANALYSIS CHOICES

Table A1 shows the constraints on \( \langle b_{\text{PSFR}} \rangle \) obtained by treating each redshift bin independently. The constraints found with a less conservative scale cut of \( k_{\text{max}} = 0.2 \, \text{Mpc}^{-1} \) are shown in Table A2. Finally, the results found including only one CIB frequency map at a time are shown in Table A3. The correlation matrix for the measurements presented in the Table A2 is

\[
\begin{pmatrix}
1.00 & 0.11 & 0.02 & 0.03 & 0.00 & 0.01 \\
0.11 & 1.00 & 0.28 & 0.04 & 0.01 & -0.01 \\
0.02 & 0.28 & 1.00 & 0.25 & 0.00 & -0.01 \\
0.03 & 0.04 & 0.25 & 1.00 & 0.01 & 0.00 \\
0.00 & 0.01 & 0.00 & 0.01 & 1.00 & 0.05 \\
0.01 & -0.01 & -0.01 & 0.00 & 0.05 & 1.00
\end{pmatrix}. \tag{A1}
\]

This paper has been typeset from a \TeX/\LaTeX\ file prepared by the author.

| Bin | \( b_g \) | \( \langle b_{\text{PSFR}} \rangle \) (\( M_\odot \, \text{yr}^{-1} \, \text{Mpc}^{-3} \)) | \( \chi^2 / N_{d.o.f} \) | PTE |
|-----|-------------|-----------------------------|----------------------|------|
| 1   | 1.073 ± 0.044 | -0.002 ± 0.008 | 1.75/10 = 0.175 | 0.998 |
| 2   | 1.377 ± 0.026 | 0.024 ± 0.006 | 19.98/18 = 1.109 | 0.334 |
| 3   | 1.307 ± 0.017 | 0.041 ± 0.005 | 34.18/26 = 1.315 | 0.131 |
| 4   | 1.733 ± 0.019 | 0.048 ± 0.005 | 23.38/30 = 0.779 | 0.799 |
| 5   | 2.069 ± 0.146 | 0.111 ± 0.013 | 56.23/50 = 1.125 | 0.253 |
| 6   | 2.158 ± 0.192 | 0.264 ± 0.032 | 61.43/54 = 1.138 | 0.227 |

Table A1. Summary of the result values for the galaxy bias and the bias weighted star-formation rate within each redshift bin as presented in 2, when all parameters are sampled bin by bin.

\[ x^2 / N_{d.o.f} = 270.1/232 = 1.16, \quad \text{PTE} = 0.044 \]

Table A2. Summary of the result values for the galaxy bias and the bias weighted star-formation rate for the least restrictive value of \( k_{\text{max}} = 0.2 \, \text{Mpc}^{-1} \).

| Bin | \( b_g \) | \( \langle b_{\text{PSFR}} \rangle \) (\( M_\odot \, \text{yr}^{-1} \, \text{Mpc}^{-3} \)) |
|-----|-------------|-----------------------------|
| 353 GHz | | |
| 1   | 1.071 ± 0.045 | 0.008 ± 0.025 |
| 2   | 1.382 ± 0.026 | 0.044 ± 0.017 |
| 3   | 1.312 ± 0.016 | 0.045 ± 0.014 |
| 4   | 1.736 ± 0.019 | 0.063 ± 0.012 |
| 5   | 2.064 ± 0.149 | 0.133 ± 0.020 |
| 6   | 2.244 ± 0.186 | 0.263 ± 0.033 |

\[ x^2 / N_{d.o.f} = 84.6/88 = 0.96, \quad \text{PTE} = 0.583 \]

545 GHz

\[ x^2 / N_{d.o.f} = 89.5/88 = 1.02, \quad \text{PTE} = 0.440 \]

857 GHz

\[ x^2 / N_{d.o.f} = 94.7/88 = 1.08, \quad \text{PTE} = 0.296 \]

Table A3. Summary of the result values for the galaxy bias and the bias weighted star-formation rate within each redshift bin as presented in 2, when all parameters are sampled frequency per frequency.