The Architecture of a Real-Time Control System for Heating Energy Management in the Intelligent Building
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Abstract: Very often, constructors and designers of intelligent building and building automation systems have a choice: to create a compact system with a limited configuration and modifying the system’s behavior possibilities or provide a fully configurable solution at the expense of introducing a full SCADA system equipped with an additional knowledge database and inference system equipped with learning capabilities. In the presented work, we show that there is a third solution. Using a multilayer control system composed of programmable FPGAs, small PCs, and cloud computing resources, we can design and implement a fully configurable intelligent control system for the building’s heating. Our solution combines the compactness of the structure and the ease of installation and assembly.
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1. Introduction

Intelligent building automation and control infrastructure are indispensable elements of many modern buildings scattered around the world. Some aspects of smart infrastructure are responsible for high-level functionalities provided to residents, such as entertainment, recreation, security (burglary detection), and network communication. However, other intelligent elements can support standard building functions such as heating, ventilation, lighting, etc. In the case of the former, customer satisfaction is a measure of their quality and effectiveness. The quality of systems ensures standard building functions; however, we must meet the requirements and standards [1–3]. So what can be further improved? One possible answer might be energy consumption. In the era of global warming, while still a large amount of energy is produced from fossil fuels, any attempt to decrease their use is worthwhile. It is crucial in Poland, where the energy allocated to hard coal and lignite combustion is estimated to 88% [4]. Coal combustion comes with many risks for the natural environment (carbon dioxide emission into the atmosphere, acid rains) and human health (particulate matter). Thus, reducing the amount of energy used is a concern for the climate, the natural environment, and human health. One of the main objectives of intelligent building automation and control systems is to increase energy efficiency while ensuring that all required standards and restrictions are met. We can realize increasing energy savings in many ways. One of them is improving the heating control system to predict heat demand and deliver optimal heat energy to the end-users. However, the construction of such a system is not easy. On the one hand, it must meet the requirements resulting from regulations and standards. On the other hand, it must use artificial intelligence algorithms to offer more advanced high-level control functions and forecast energy consumption. The need to minimize the cost makes the design and creation of the entire system even more difficult.
In the presented study, we propose an architecture of NOTOS™—a hybrid thermal energy management building system. The NOTOS system aims to control the amount of heat supplied to the building depending on the current demand, historical data, predicted consumption, and forecast. The presented architecture is complemented by the actual data of prototypes created.

2. Preliminaries
2.1. Intelligent Building Systems

To consider a subsystem as a part of an intelligent building, one must first answer what an intelligent building is. In the literature [5,6], there is no one correct answer but at least three different answerws used by the research centers dealing with this problem (In the case of artificial intelligence, the situation is quite similar. In their essential handbook, Russel and Norvig cite eight definitions trying to frame the phenomenon of AI [7] (p. 2)). The first definition focuses on performance. For example, according to the European Intelligent Building Group (EIBG), an intelligent building is designed to provide residents the most efficient environment and, at the same time, use resources efficiently, minimizing the costs of living.

A different approach is presented by the Japanese Intelligent Building Institute (JIBI). According to JIBI, an intelligent building should provide to residents the following four services:

- receiving and sending information, supporting efficient management;
- ensuring satisfaction and comfort for residents;
- building management rationalization;
- adaptability to changes in the social environment and residents needs.

Regardless of the definition adopted, it seems that nowadays, an intelligent building is inextricably linked with a system that acquires and processes information and translates it into actions for the benefit of residents. This role is usually played by the IT system associated with the hardware layer responsible for collecting signals and performing actions. From the perspective of intelligent control, the effectiveness of the actions taken by the system is also important. Hence, the elements of the intelligent building system should improve its operation in a noticeable (measurable) way, e.g., reduce the price of use, increase comfort, improve safety, etc.

2.2. Hierarchical Real-Time Intelligent Control System

Usually, the concept of an intelligent building is not associated with the notion of a real-time system (RTS). This is probably because real-time (RT) systems are most often related to quick-change control of time-critical infrastructure or systems. For example, aircraft control (e.g., fly-by-wire system), advanced vehicle control systems such as ABS (anti-lock braking system), etc. However, the concept of an RTS is broader than the cases mentioned above. It is generally accepted that RT systems can be classified into two groups: hard and soft RT systems [8]. The first RTS type is when a system must respond over a specific, usually not too long, period. After that time, the computation result, even if it comes, does not matter. From the system point of view, it may then be too late for any action. For example, in such cases, the plane crashed, the device broke, the car skidded.

The second kind of RT system has soft time constraints. Returning a delayed response does not make it useless but reduces its quality. Usually, the greater the delay, the greater the loss in response quality and the greater the loss (less benefit) for the overall system.
A typical example of such a system is a mobile phone with an application for playing streaming media.

The question arises, however, as to how artificial intelligence fits into this division. Again, there is no one correct answer, similarly, as there is no one good definition of Artificial Intelligence. Russel and Norvig mention at least eight definitions of this concept [7] (p. 2). For this article, we choose one of them coming from Kurzweil. According to this definition, AI is “the art of creating machines that perform functions that require intelligence when performed by people” [7,9]. Indeed, more sophisticated control that goes beyond simply reacting to events, a rule linked to planning and forecasting the future, requires intelligence on the human being. It suggests that in the case of RT systems, AI may be associated with a sufficiently large time horizon. This observation underlies the concept of a hierarchical real-time control system proposed by Albus, Quintero, Barbera, and others [10,11]. According to this approach, the behavior of a system determines the hierarchy. Every activity of a system is defined by decomposition into levels of resolution. The higher the level in the hierarchy, the longer the planning horizon and the lower the perceptual resolution of observed patterns. The authors propose that individual levels of the control hierarchy differ in resolution (accuracy) by order of magnitude. In their works, the authors consider seven levels of time decomposition of tasks in an intelligent control system: servo, primitive, move, individual, group 1, group 2, and world/group 3. The highest “world” level covers one day (Table 1).

Table 1. The hierarchical decomposition of activities in the Intelligent Real-Time Control System [10].

| Level | Name     | Event Detection Interval | Command Update Interval | Short Term Memory | Planning Horizon |
|-------|----------|--------------------------|-------------------------|-------------------|------------------|
| 1     | servo    | 3 ms                     | 3 ms                    | 30 ms             | 30 ms            |
| 2     | primitive| 30 ms                    | 30 ms                   | 300 ms            | 300 ms           |
| 3     | move     | 300 ms                   | 300 ms                  | 3 s               | 3 s              |
| 4     | individual | 3 s                     | 3 s                     | 30 s              | 30 s             |
| 5     | group 1  | 30 s                     | 30 s                    | 5 min             | 5 min            |
| 6     | group 2  | 5 min                    | 5 min                   | events of the day | plan for the day |
| 7     | world    | 1 h                      | 1 h                     |                   |                  |

The inseparable elements of artificial intelligence in the hierarchical control model are actuators, sensors, sensory processing, world model, value judgment, and behavior generation (Figure 1) [10]. Sensors and actuators are equivalent to the input and output to the system. Sensors provide information about the current state of the world (system environment), while actuators can change the observable world. Sensory processing stands for the system module, which is responsible for translating sensoric values into the expected state of the world expressed in the form of knowledge. Another AI system element is the world model, often linked to a knowledge base [12]. The world model is the best representation of the external world’s state of an intelligent control system. Very often, the module implementing the world model can carry out simulations and future state predictions. It can answer the questions about past, current, and future events, so it maintains a database of facts that happened in the past. The world model is kept up to date by appropriately processed sensory information. The value judgment module evaluates the current state of the world against its future states based on the knowledge kept in the world model. This module generates opinions indicating what is and is not beneficial to the system. These opinions are transferred to the module responsible for the generation of behavior. Here, the best plan for the system is selected and implemented. The immediate result of the decision to implement the plan is the activation of appropriate actuators.
The model of the world takes center stage in the system developed by researchers at NIST. All the system components, except sensors and actuators, may cooperate with the knowledge stored in the world model. The higher the intelligence of the system, the more intense this collaboration can be. However, having a world model in the scheme seems like a good idea; processing the accumulated knowledge may be difficult and time-consuming. For this, the lower the level in the hierarchy (Table 1), the smaller and simpler it uses the world model. Finally, it is worth noting that in the context of control systems, the MPC (Model Predictive Control) architecture is being developed \[13\]. The model in this approach most often has a relatively simple functional form (e.g., linear functions), allowing for the prediction of future states of the system. Therefore, MPC systems are usually not considered intelligent.

The reverse approach to the design of intelligent real-time systems comes from Rodney Brooks \[14\]. His subsumption architecture control system is composed of many different behaviors, of which the more complex, higher-ranking ones may supersede the simpler ones with the lower priority. In their view, “the world is its own best model”. Thus, systems based on the subsumption architecture are usually purely reactive. In practice, intelligent RT control systems are a combination of hierarchical and reactive approaches. The higher the level in the control hierarchy, the less time-critical it is responding to stimuli, and the more important planning is. Conversely, low levels in the control hierarchy (servo, primitive) can be purely reactive, while high levels intensively use the knowledge accumulated in the world model.

2.3. Related Works

Although originally hierarchical real-time systems were developed in the context of autonomous vehicles \[11,15\], they soon became used in many other fields of applications. Lefort et al. present an example of the use of a hierarchical real-time control system \[16\]. They use a model predictive control (MPC) approach. In this approach, the world model is used to predict the state of a process iteratively. Such prediction supports the control module in selecting optimal parameters. The proposed model \[16\] comprises the higher scheduling level and the short-term piloting level.

Another example of a two-layer hierarchical control system comes from Dounis et al. \[17\]. The system built based on the agent paradigm consists of a coordinator and five fuzzy logic controllers. A further example of fuzzy control in intelligent building systems can be found in \[18\]. Dounis and Caraiscos \[2\] took up the problem of determining the
thermal comfort of inhabitants. Castilla et al. [3] collected several definitions and indices relating to various aspects of the comfort of building occupants. A substantial part of the book is devoted to the hierarchical architecture of building control systems. MPC approach dating back to ideas from the sixties [13] will provide endless inspiration for researchers and practitioners. Hazyuk [19] proposed a control system that allows one to determine the optimal heating temperature of the building based on the MPC approach. Ma et al. [20] modeled an MPC of a chilled water tank, helping minimize energy consumption while preserving operational constraints and cooling demand. Yuan and Perez propose using the MPC strategy to control multiple-zone ventilation and temperature [21]. Despite the popularity of the MPC solutions, more advanced systems using knowledge processing and artificial intelligence mechanisms can also be noticed [22]. When creating intelligent building systems, the designer must take into account the cooperation with external systems, e.g., the intelligent power grid [23,24]. The presence of more and more complex control systems implementing more and more advanced heterogeneous strategies will probably be the direction of development in the coming years [25,26].

More information about different types of intelligent building control systems can be found in the review [27].

Of course, building automation is not only controlled by complex and intelligent systems. Peeters et al. [28] focus on determining the efficiency of a simple control model of a heating system consisting of a gas boiler and radiators. Very often, the boiler and thermostat are controlled on an on/off basis. Their work indicates that the simple heating control systems are not adequately adapted to the actual operating conditions, which, in turn, may result in oversizing. Of course, PID regulators could not be missing among building control systems. According to Wang [6], the percentage of PID algorithms used in closed control loops for buildings can be more significant than 80%.

A complete overview of different control techniques used in buildings can be found in the [3] (pp. 152–153).

2.4. Embedded Controllers

Effective control of heating in an intelligent building cannot be done without hardware components. They are often implemented as a SoC (System on a chip) or a SoPC (System on a programmable chip).

In the SoC (System-on-a-chip) approach, the user receives a ready-made microprocessor system developed by the manufacturer. Such a system is implemented in one integrated circuit. It has a microprocessor, memory, input/output circuits, and other dedicated function blocks such as counters, pulse-width modulation (PWM) generators, etc. SoC architecture is often used in embedded PCs, industrial computers, IoT devices (Internet of Things), and PLC controllers (programmable logic controllers). The advantages of SoC are low energy consumption, a broad spectrum of implemented microprocessors, easily accessible, ready-to-use libraries, and lower programming requirements. The obvious drawback of this approach is the loss of flexibility.

The SoPC approach is a natural extension of the FPGA (field-programmable gate array) concept. It extends the SoC architecture, increasing its flexibility and ease of adaptation to specific applications. SoPC uses programmable blocks containing logic elements LE (Logic Elements) that can create any functional structure. We can use logical parts to build: microprocessors, input-output circuits, and, above all, blocks dedicated to the project underway. These blocks can implement completely new functionalities not provided for by the FPGA manufacturer. The essential advantages of SoPC include:

- Ease of adding more cores;
- Structural flexibility, e.g., the system may contain dependent or independent subsystems;
- Including customized functional blocks.

The SoPC system has one drawback. It is limited by the size of the FPGA used. Hence, we should plan the resources of the FPGA with great care and engineering knowledge.
FPGA functional blocks are called IP-Core (Intellectual Property Core). They are, in fact, computing subunits that perform a specifically described functionality, which, in itself, may constitute intellectual property. IP-Core blocks are described using hardware description languages, such as Verilog or VHDL (Very High-Speed Integrated Circuits Hardware Description Language).

3. NOTOS System

NOTOS is a proprietary system for controlling a heating substation co-designed by the RIOT company. It comprises several components, including a real-time controller, communication layer, and cloud computing module. The purpose of the components is to ensure the right amount of heat in the heating system of the building, meeting the standards and minimizing energy consumption.

3.1. System Assumptions

The NOTOS system is designed to control the heat in individual buildings. Each building has at least one heating substation. A heating substation’s minimal and maximal power is estimated to be 50 kW and 200 kW, respectively. The input and output temperatures of the heating medium are approximately 70 and 50 degrees Celsius, respectively.

The purpose of the NOTOS is to control one or more heating substations whose goal is to transfer the heat supplied by the heating network through the heating plant to the individual apartments, and further, to radiators. The creation of such a system poses several challenges for designers. In particular, it should provide

- fault tolerance and intrusion prevention;
- access control and preventing against unauthorized access;
- a mechanism for updating and tuning the system during its operation;
- monitoring the correctness of the performed operations;
- access to historical data;
- system design open for further development;
- real-time control capability;
- autonomous work within defined boundaries.

Different parts of the system meet these assumptions. For example, a real-time response time to incoming control signals is provided by the hardware part of the system. At the same time, the security of information processing must be implemented appropriately by each component of the created solution.

All modules work together to control a heating substation in a multi-apartment residential building. The amount of heat consumed in the apartments determines the amount of heat the substation needs to provide heat. It is assumed that each apartment has a thermostat that allows the resident to set the desired temperature of the heating medium. Interestingly, even though the possibility of this regulation, residents often treat thermostats as on/off appliances [29], i.e., they set them either “fully off” or “fully on”. Hence, one of the most straightforward operating modes of the system is to react simply to switching thermostats from “on” to “off” or vice versa.

3.2. System Components

The NOTOS system consists of three modules (Figure 2):

- NOTOS embedded—a hardware part of the system responsible for the actual control of heating substation;
- NOTOS communication—a communication module responsible for the safe data transfer between the hardware layer and the cloud;
- NOTOS cloud—a cloud application responsible for long-term planning, tuning, data collection, and analysis.

Of course, communication between these modules requires intermediary hardware and software, which, although necessary in practice, have been omitted in this paper.
3.2.1. Hardware Controller

NOTOS embedded is a critical element of the system. On the one hand, it must ensure correct and standard-compliant control of the substation. On the other hand, it must be open to intelligent long-term control and scheduling carried out by cloud applications. The hardware unit should also be easily accessible on the market and offer significant configuration capabilities. Following these premises for implementing NOTOS embedded, SoPC Intel/Altera FPGA Family Max10 was selected. Based on this FPGA chip, the IPCore NIOS™ II processor module [30] and the NIOS II processor have been used as the execution environment for the heating control algorithms. Algorithms have been implemented in C++.

NOTOS embedded works in the following three modes: autonomous, network, and intermittent (mixed mode). Autonomous mode means that the device works independently. In this mode, it does not have access to the Internet, without communicating with the cloud environment, and without access to external data, also defined by artificial intelligence algorithms (AI cloud processing).

The network mode determines the operation of the system with full network access. In this mode, the device can communicate with the cloud environment and access external data, including the results of intelligent processing in the cloud.

An intermittent mode alternately defines intermittent operation. Such a situation may occur in the absence of communication. For example, it may happen due to a system failure or the modernization of the building installation with which the NOTOS controller cooperates. Intermittent operation determines the alternating and random shortages of external communication signals with a cloud-based environment or in the field of a network of intelligent thermostat sensors located in the rooms.

The NOTOS embedded hardware controller is based on the PID algorithm. For the NOTOS hardware module simulation, we assumed that the control algorithm would be a discretized model of the universal MATLAB™/Simulink™ PID block. In Figure 3, which shows the simulation model, there is an additional block “unit delay". Its purpose is to remember the value for the next simulation step.
The created simulation version served two purposes. The first was to conduct simulation tests and verify the correct implementation of the base algorithm (yellow is the waveform from the original PID block, and purple is the result from the discrete version—see Figure 3). The second was to prepare the hardware implementation. As a result of the tests carried out, we decided to use a 32-bit processor NIOS II (as IPCore implemented in FPGA) with an arithmetic co-processor and a software implementation of the system. (Although the NIOS II requires almost three times as many logical elements as the direct implementation of the PID algorithm, it offers the flexibility needed to implement functions related to interaction with the cloud environment.)

Currently, the PID algorithm has been implemented using Intel™ MAX 10 Eval Kit board (Figure 4).
We implemented the algorithm according to the following scheme (Figure 5), where the meaning of the blocks is as follows:

- AltPl10 block (library) converts input frequency 50 MHz to 10 MHz;
- Counter block (implemented) generates frequency for 100 Hz PID;
- UnitDelay block (implemented) latches the input data using trigger frequency (i.e., 100 Hz);
- ADD_Fp and SUB_Fp (library) are floating-point blocks responsible for adding and subtracting. They work in single-precision arithmetic with one cycle latency, 10 MHz frequency (42 MHz is the highest available frequency), 938 LUT;
- MK_FP (library) is a single-precision multiplication floating point block with the two cycles latency, maximal frequency 46 MHz, and LUT 288.

The above diagram (Figure 5) translates to 3565 logic elements (44% of all available), 300 registers, using 65 pins (101 possible). Finally, the PID algorithm works at 100 Hz with the possibility of increasing the speed to 1 MHz. The output control is calculated, on average, in 6 steps. Thus, for 10 MHz, the complete calculation can take 600 ns. As the maximum clock speed of the system is 40 MHz, we can reduce the computation time to 150 ns, where PID works with 20 MHz integration and differentiation.

3.2.2. Communication Module

The NOTOS communication module aims to mediate between the hardware controller and the intelligent processing layer in the cloud. The module construction is based on the Raspberry PI computer operating under the control of the Linux operating system. It is placed close (in the same housing) to the hardware module. Thanks to this, we can implement communication between them based on a simple unsecured protocol. It allows us to transfer communication reliability and safety problems to Raspberry Pi and relieve the NIOS II processor. In particular, this module is responsible for handling an internet connection and encryption of input/output information.

3.2.3. Cloud Subsystem

The NOTOS cloud is part of the system placed in a cloud environment. The main aims of this module are the storage of measurement data, data analysis of collected information, visualization, and modifying the operating parameters of the hardware controller. Data analysis will use artificial intelligence mechanisms, including machine learning. A cloud subsystem will also be responsible for maintaining the system model. This model will allow the NOTOS cloud to interpret and adequately react to incoming hardware information. In particular, the NOTOS cloud will avoid the usage of any vendor-specific solutions or services. Currently, two proprietary cloud solutions are considered: Amazon (AWS—Amazon Web Services) and Google. To avoid vendor lock problems, we proposed an implementation quite loosely related to the cloud platform in which it operates.

3.3. NOTOS as an Intelligent Control Hierarchy

The NOTOS system consisting of three main modules can also be divided into three layers (Figure 6). The lowest reactive level is responsible for the immediate processing of incoming signals and a fast response generation. In the case of NOTOS, hardware input signals indicate thermostats equipped with the ability to set the desired temperature and measure the current temperature in the individual apartments, outside temperature, and the temperature of the heating water entering and coming out of the building. Behavior generation is limited to determining the appropriate valve settings on the pipe with the heating water. The PID algorithm is responsible for the correctness of the controller’s operation. In the context of the Albus model (Section 2.2), NOTOS hardware is a complete intelligent control system operating, but in real-time rigor. The PID algorithm represents the role of the “world model” and the “value judgment”.
Figure 5. The PID scheme—hardware implementation.
The cloud part of the system is responsible for long-term intelligent planning, data analysis, and strategic decisions. The PID algorithm affects the incoming information from the cloud. There are two types of such decisions. They can ultimately interfere with the PID algorithm (e.g., a decision to enable or disable heating) or improve its operation. The latter can take place by modifying the parameters of the algorithm. Furthermore, on this intelligent (deliberative) level, we deal with the world model. It is present here in the form of several parameters stored in the cloud together with their change history. A value judgment is the result of AI used for data analysis and processing. Deliberative layer algorithms do not have to work immediately. Instead, they work slower, analyzing more considerable amounts of data. However, as in our model, the cloud application has priority over the hardware control, then it can change both the PID operating parameters and the valve control signals. Hence, unlike the Albus model, the responsibilities between the various control levels are not strictly delimited.

The last communication level has an auxiliary purpose. It complements the functionality of the hardware module, allowing for safe (including wireless) communication between the hardware module and the cloud application. It does not have any role in the processing of signals or generation of system behavior.

The presented system is well suited for the implementation of the MPC approach. First, at the cloud level, we can implement the model and perform the control optimization. In this case, each algorithm loop requires a two-way exchange of messages (measurements and control signals) between the cloud and the hardware controller. The goal of the latter will be two-fold. First, it will act as a proxy between the cloud and sensors-effectors layer. Second, however, in an emergency, e.g., when the connection between the cloud and the controller is lost, it will be able to take control of the heating substation.

The designed system can also support MPC locally at the hardware driver level. As this driver uses an FPGA processor, it is possible to implement the entire control loop as the SoPC directly. Of course, this requires a sufficiently large FPGA chip, but it reduces the network communication and, hence, reduces the dangers of losing contact with the
cloud. The role of the cloud application can be reduced to supervising the operation of the local controller.

In the presented approach, we chose an intermediate solution. Even though the local driver is quite simple, it can run on its own. This secures the system against losing contact with the cloud application. It can also run in proxy mode depending on the instructions received from the cloud application. This aspect of the presented control structure is similar to Brooks’ subsumption architecture [14].

3.4. Self-Adaptation

One of the features of intelligent control systems is the far-reaching ability to adapt control algorithms to changing operating conditions. In buildings, such a change may include thermal modernization (replacement of windows, doors, adding wall insulation, heat pumps etc.). Thanks to the data analysis, the NOTOS cloud can change the operating parameters of the heating substation and thus adapt the system to work in a significantly changed environment in a way that is invisible to the user. We cannot overestimate this possibility. The research carried out by the project partner during the process of energy efficiency certificates (aka the white certificates) obtaining procedure shows that energy losses resulting from the failure to adapt the control of the heating substation to the changed energy conditions of the building may reach up to 30% of the energy consumed.

4. Summary

The presented article shows the architecture of a modern hierarchical control system of a heating substation. Component layouts and system layers are based on the hierarchical control structure with the world model. The presented approach is open to various AI algorithms. The use of a computing cloud ensures scalability and access to high computing power. On the other hand, due to the relatively small complexity of the hardware module, the installation process and system maintenance cost are relatively small. Combining these two features makes the presented solution interesting for both practitioners and designers of such systems. Practitioners can see the simplicity and reliability of the concept of the hardware component. Designers will appreciate the flexibility of architecture and ample possibilities hiding in the use of cloud technology.
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