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Abstract

Despite their recent success, deep neural networks continue to perform poorly when they encounter distribution shifts at test time. Many recently proposed approaches try to counter this by aligning the model to the new distribution prior to inference. With no labels available this requires unsupervised objectives to adapt the model on the observed test data. In this paper, we propose Test-Time Self-Training (TeST): a technique that takes as input a model trained on some source data and a novel data distribution at test time, and learns invariant and robust representations using a student-teacher framework. We find that models adapted using TeST significantly improve over baseline test-time adaptation algorithms. TeST achieves competitive performance to modern domain adaptation algorithms [4, 43], while having access to 5-10x less data at time of adaption. We thoroughly evaluate a variety of baselines on two tasks: object detection and image segmentation and find that models adapted with TeST. We find that TeST sets the new state-of-the art for test-time domain adaptation algorithms.

1. Introduction

Deep learning models have shown excellent promise in computer vision research, where models are used to perform core computer vision tasks such as image classification [48, 18], pixel-wise segmentation [33, 65, 17], and object detection [12, 38, 30]. However, one key limitation still shared with most statistical machine learning models is the limited ability to generalize across distribution shift. In distribution shift we face test data that comes from a different distribution than what the model has been trained on [10, 36]. More specifically, when there is a covariate shift between the training distribution $P_S(x)$, and the test distribution $P_T(x)$, but the distribution of the classes $P(y|x)$ remains constant, neural networks are unable to adapt to such novel domains. This affinity towards the training distribution hinders the ability of the model to be deployed in real-world settings, as it is impossible to train the model on all possible data distributions that it may encounter in the real-world.

Typically, the problem of domain adaptation has been addressed by assuming that the model has access to unlabeled test data during training time [42, 63, 2, 21]. The downside of this strategy is that the model can only adapt to distributions for which data is available during training, and collecting data from all possible target distributions is often impractical. Recently, transductive approaches, also referred to test-time adaptation, have garnered significant attention [52, 58, 1]. But such algorithms do not directly solve the problem of learning invariant representations such that the model can deal with distribution shifts as in the case of domain adaptation. Towards this, we propose a test-time...
adaptation method that utilizes consistency regularization to learn invariant representations [51, 49], self-distillation using a student-teacher framework to learn robust representations from the test-data for adaptation [59], and entropy minimization to produce confident predictions on the novel test data [58]. We find that despite its simplicity, our Test-time Self Training (TeST) approach significantly improves the performance of the model, as can be seen qualitatively in Figure 1. We achieve this without any changes to the training paradigm (such as having to train the source model on an additional image rotation loss at test time [52]) or access to the source data [43, 4], and do not require large batch-size [58]. Our only requirements is that the label space is shared by the source and target domain.

TeST is a two stage procedure to perform test-time adaptation to account for distribution shift. We propose to finetune a trained source model using a two-stage self-training procedure which first trains the teacher using consistency regularization on the novel data distribution to learn invariant representations. Then we leverage knowledge distillation using the teachers learned representations onto the student; the final student is then evaluated on its ability to generalize to the novel test data. An overview of the method is presented in Figure 2. We thoroughly evaluate our method and all baselines on large-scale self-driving object detection and image segmentation domain adaptation benchmarks, where we are able to significantly outperform all baselines. We observe that TeST consistently outperforms all other test-time adaptation methods on small and large budgets of test data available for finetuning. We perform our analysis using 6 challenging domain adaptation tasks for object detection, and 2 challenging tasks for image segmentation. In our results we find that, TeST significantly outperforms other test-time adaptation algorithms, and performs on par with domain adaptation algorithms [4, 43], while requiring 5-10 times fewer target images.

Our main contributions can be summarized as: (1) We propose a simple test-time adaptation system which utilizes self-distillation to learn robust and invariant representations such that we can effectively adapt to a novel data distributions at test-time. (2) We exhaustively evaluate the algorithm over 8 challenging detection and segmentation benchmarks and evaluate its effectiveness compared to previous domain adaptation algorithms and other test-time training methods, and show that the method is 5-10x more data efficient.

2. Related Work

Domain adaptation. In domain adaptation a model is given labeled data from a source data distribution and unlabeled (or few-labeled) data from a target data distribution, and the goal is to learn features such that the model is able to adapt to the novel data distribution. Such algorithms rely on learning invariant representation that learn the structure of the task such that as long as the semantics of the data remains unchanged, the model should be able to generalize to shifts in distribution. Classical domain adaptation algorithms work by kernel mean matching [14], by matching metric spaces for SVMs [41], or minimizing the moments of distribution of a learned representation space between the source and target data [56]. More recent algorithms perform similar minimization techniques using adversarial optimization [55], cyclic losses [20], using coupled generative models [32], or by learning joint representation spaces [34]. The main challenge with such methods is to learn representations that learn the semantics of the image which being invariant to exogenous variables, such as weather conditions or noise [68].

To improve the representation learning over the source and target domains, domain adaptation methods broadly fall into three categories: methods that try to generate more data by training class-conditioned generative models [45, 69], methods that minimize the distance in the representation space by proposing novel domain adaptation objectives [46, 27, 55], or by adding a regularization to the learned space [50, 5, 35]. The current state-of-the art algorithms that perform domain adaptation for object detection utilize decoupling local and global feature alignment [43], maximize discriminability of the learned representations along with the transferability [4], use a combination of adversarial and reconstruction based approaches [23], among others [60, 61, 67, 47]. To be able to learn such transferable features, classical domain adaptation algorithms require access to the data from the target distribution at training time. This limitation significantly hampers the practical use of such models, since the models can only generalize to target distributions that they have encountered during training.

Test-time adaptation. Test-time Training (TTT) was a paradigm that was recently proposed by [52], which trained a model jointly on the task loss (image classification) and an image-rotation prediction task during training [11]. At test-time, the model was adapted to solve the image rotation task of the test images from a different distribution. The paper argues that during training, solving the image rotation task couples the gradients of the rotation prediction task and the task itself, such that performing gradient steps on the novel data over image rotation prediction objective can help with generalization. Test-time entropy minimization (Tent) built upon TTT, by proposing to minimize the entropy of the predictions over the test-data. Tent performed gradient steps to minimize the entropy of the models predictions. Similarly, [37] proposes to maximize the confidence instead of minimizing the entropy of the predictions, using a confidence heuristic. More recently, Tailoring [11] was proposed to directly encode inductive biases using a meta-learning
scheme at test time.

Lastly, we note that there was recently a concurrent work that also proposes to perform test-time adaptation using a student-teacher framework [57]. The main differences between TeST and [57] are that (1) they propose to use an InfoMax loss [13] to train the teacher as opposed to consistency regularization and FixMatch [51]; (2) they propose a contrastive learning loss to initialize the student that is re-trained from scratch on the target data as opposed to directly updating the available pre-trained student network. As a consequence, (3) they require significantly more examples despite the simpler problem setting of object recognition. Instead, we tackle challenging computer vision tasks such as image segmentation and object detection, using only a small batch of examples (from 64 to 512).

**Self-Training and Student-Teacher framework.** Student-teacher and self-training algorithms have recently gained popularity due to their ability to learn robust representations by transferring information from a teacher to a student student using knowledge distillation [19]. Such algorithms have been proposed for semi-supervised learning [54], object detection [53, 62], image classification [3], few shot learning [64], deep metric learning [40], among others. Recent study in [59] shows how self-distillation with appropriate data augmentation techniques can result in state-of-the-art results on the ImageNet classification benchmark.

### 3. Preliminaries

**Test-time Adaptation.** In this paper we consider the test-time adaptation setting, where a model is trained on the source data $x_S \sim P_S$ but then applied to test data $x_T \sim P_T$ from a potentially different distribution, that is $P_S \neq P_T$.

The label space is assumed to be the same. During source model training we only have access to pairs from the source domain $(x, y) \sim X_S$ and a model is trained using a cross-entropy loss for semantic segmentation, or a sum of cross-entropy and regression loss for object detection. We denote a model trained only on the source data as $\theta_S$.

**Self-Training.** In a typical self-training framework, a teacher is trained on the labels from the dataset, while the student is trained on the pseudo-labels from the teacher’s predictions on the data (the student has no access to the real labels). The student is typically trained using a knowledge distillation loss from the teacher’s predictions [19]; this setup has shown to result in robust predictions for the student. After training, the student is then used on the test-set to perform inference.

### 4. Test-time Self-Training

We assume that the input to TeST is a model that was already trained on the source data. Unlike [52], the model does not need an auxiliary loss during training on the source data and can be trained in any way. To solve the problem of test-time adaptation, we adopt a student-teacher framework in a two-stage setup. As we do not assume having access to multiple models trained on the source data distribution $P_S$ (e.g., bootstrapping), we copy the source model to create a student $f_S$ and a teacher model $f_T$, thus initially sharing parameters.

In the first stage of adaptation, we only train one of the copied models (the teacher) using consistency regularization to learn invariant representations for the test data using an additional randomly initialized two layer predictor network as in Figure 2a. The teacher network adapts to the new domain to produce useful pseudo-labels to the student.
in the second stage. After the teacher is trained on the test-distribution, we utilize self-training to keep the teacher fix and train the student. The training objective is supervised and uses the test-data and the pseudo-labels from the teacher. This is depicted in Figure 2b. This self-training step transfers the learned invariant representations from the teacher to the predictions of the student. Finally, similar to [58], we add a regularizer to minimize the entropy of the students predictions on the testing distribution which we empirically found to further improve the performance. In the following sections, we will describe each component of the proposed method.

4.1. Stage 1: Training the teacher model

The teacher will be used to produce pseudo-labels for the student training. At this point we have no supervised signal but just samples from the test distribution, so the goal of training is to learn invariant representations which we hope will translate to meaningful pseudo-labels. We implement this by consistency regularization and FixMatch [51] as shown in Figure 2a. We take a weak and a strong augmentation of the same image from the target distribution to learn representations using extreme examples to enforce stronger invariances. In practice, for the weak augmentations we use simple transformations such as random rotations, translations and crops. As strong augmentation we chose RandAugment [7], which is trained to find the best augmentations for the target task. RandAugment is also a fast alternative to other automatic augmentation variants, and therefore can be applied directly at test time to generate strong augmentations for training the teacher.

After obtaining the features for the strong and weakly augmented images, we use a predictor network \( p_\theta \), which is a two-layer ReLU-MLP network, randomly initialized during the beginning of test-time adaptation following prior work on self-supervised contrastive learning [15]. Using the teacher \( f_T \) and the predictor network \( p_\theta \), we perform consistency regularization in the feature space to minimize the distance between the encoded representations as shown in Figure 2a. Unlike [51, 49], we minimize the \( \ell_2 \) distance between the strong and the weak embedding on few samples from the target distribution

\[
\min_{\theta_T} \left\| f_T(\text{strong}(x)) - p_\theta \circ f_T(\text{weak}(x)) \right\|_2^2, \tag{1}
\]

where \( \text{strong}(\cdot) \) and \( \text{weak}(\cdot) \) are strong and weak augmentation policies respectively and \( \theta_T \) are the teacher parameters. Learning invariant representations is key to adaptation to the novel test distribution. As our main focus are object detection and segmentation, we remark that stage 1 only updates the feature encoder of the teacher networks.

\[\text{Input:} \quad \text{Teacher steps} M; \quad \text{student steps} N; \quad \text{Source model} f_{\text{source}}; \quad \text{batch of test data} x^m_T \]

\[\text{Output:} \quad \text{Student model parameters} \theta_S.\]

\[
1: \quad f_T \leftarrow f_{\text{source}}; \quad f_S \leftarrow f_{\text{source}}; \quad i, j \leftarrow 0
2: \quad \text{while} \ i < M \ \text{do}
3: \quad \mathcal{L}_T \leftarrow \left\| f_T(\text{strong}(x)) - p_\theta \circ f_T(\text{weak}(x)) \right\|_2^2
4: \quad \theta_T \leftarrow \theta_T - \alpha \nabla \mathcal{L}_T
5: \quad i \leftarrow i + 1
6: \quad \text{end while}
7: \quad \text{while} \ j < N \ \text{do}
8: \quad \tilde{y} \leftarrow f_T(x_T)
9: \quad \mathcal{L}_S \leftarrow \mathcal{L}_{\text{KD}}(f_S(x_T), \tilde{y}) + \lambda \mathcal{H}(f_S(x_T))
10: \quad \theta_S \leftarrow \theta_S - \alpha \nabla \mathcal{L}_S
11: \quad j \leftarrow j + 1
12: \quad \text{end while}
\]

4.2. Stage 2: Training the student model

After training the teacher model, we discard the predictor network \( p_\theta \) since it is not required to obtain the task predictions. Using the invariant features from the teacher model, we then train the student using pseudo-labels from the teacher, implicitly distilling information about the target distribution as shown in Figure 2b. More specifically, given a batch of test images, we use the teacher model to generate pseudo-labels \( \tilde{y} \) and use a knowledge distillation objective to fine-tune the student’s predictions. Using knowledge distillation [19] from the teacher to the student results in robust representations learned by the student as the representations learned by the teacher are implicitly learned by the student.

The per-image \( x \) (on the target distribution) training objective reads

\[
\min_{\theta_S} \mathcal{L}_{\text{KD}}(f_S(x), f_T(\tilde{y}|x)) \tag{2}
\]

where \( \mathcal{L}_{\text{KD}} \) is the knowledge distillation loss, \( f_S \) is the student network parameterized by \( \theta_S \). We note that the loss is only minimized over the students parameters \( \theta_S \), and the teacher \( f_T \) is kept fixed. The knowledge distillation loss used for a categorical variable (such as bounding box classification) is the KL-Divergence between the two probability distributions, and for a continuous variable (such as bounding box regression) is the \( L_2 \) distance between the pseudo-labels and the student labels.

To improve the confidence of the student predictions, we add an entropy minimization term over the probability distribution of the class predictions, as confidence has been linked to performance [58]. The entropy minimization term is added as a regularization to the student training. Adding a weighted entropy term to the objective in Equation 2, the full student loss is thus:

\[
\min_{\theta_S} \mathcal{L}_{\text{KD}}(f_S(x), f_T(\tilde{y}|x)) + \lambda \mathcal{H}(f_S(x)), \tag{3}
\]
where \( \lambda \) is a hyperparameter that weights the entropy term \( H \) sharpening the confidence of the class prediction.

### 4.3. Concluding remarks

To summarize, we adapt a pre-trained source model \( f_S \) in two stages to the novel test distribution \( P_T \): first we train the teacher by minimizing the consistency regularization loss using strong and weak augmentations of the target images, and secondly we use the trained teacher to provide pseudo-labels for the student to train on. The student is then optimized using gradient descent over the weighted knowledge distillation and entropy minimization loss, as in Eqn. 3, see Section 5.1 for experimental details. The joint training algorithm can be found in Algorithm 1. This procedure is generic and can be used for many computer vision domain adaptation task. In the following we test the performance of TeST on object detection and image segmentation tasks.

### 5. Experiments

In this section, we seek to answer the following questions:

- Can TeST yield better domain adaptation performance on large-scale object detection tasks than baseline test-time adaptation methods? How does it compare against domain adaptation methods where test data is available during training time?
- Can TeST yield better domain adaptation performance on further computer vision tasks, such as image segmentation?
- Is TeST robust to our assumption of distribution shift and performs better representation learning even if the testing distribution is the same as the training distribution?

#### 5.1. Experimental setup

**Test data budget:** In test-time adaptation, the model is able to adapt to a certain budget \( n \) of images available during test-time to adapt to the novel data distribution. To thoroughly examine our proposed solution, we test over a range of values for \( n \in \{64, 128, 256, 512\} \).

**Baselines:** We consider a range of baselines. **Source Only:** refers to training on source data \( X_S \) only and no further adaptation. In addition, we use two recent test-time adaptation models as baselines for all object detection experiments: **Test-Time Training** (TTT) which proposes to solve an image rotation prediction task at training time and test time to adapt to novel distributions [32]. **Tent:** which proposes to minimize the entropy of the test predictions as an unsupervised task at test-time [58]. Furthermore, we also show results with the model being trained with access to the test-distribution without labels during training time as considered in unsupervised domain adaptation setting. **SHOT:** which proposes to use a self-supervised objective to maximize the alignment of the features between the original source data and the novel target distribution [29]. Namely, we use two recently proposed unsupervised domain adaptation algorithms Saito et al. [43] and Chen et al. [4]. Finally, we also compare our results with a **Finetuning** oracle, where we consider the performance of the trained model on the test-set if it had access to \( n \) labeled samples. Although it is possible to improve the fine-tune results using more recent transfer learning algorithms [16, 25, 28], we update all parameters of the network trained on the source domain using the ground-truth label information as opposed to the pseudo-labels in the knowledge distillation loss of Equation 3 (without the entropy regularization).

**Architectures:** For the object detection experiments, we use two architectures: Faster RCNN [38] and Deformable Detection Transformer [70] (DeTR). We train them on the source datasets using the default hyperparameters mentioned in the original papers. For image segmentation, we train a Dilated Residual Network [65] on the source data again using default hyperparameters.

**Datasets:** We consider a variety of self-driving object detection domain adaptation challenges, namely: Cityscapes \( \rightarrow \) BDD [66], Cityscapes \( \rightarrow \) Foggy Cityscapes [44], Cityscapes \( \rightarrow \) KITTI [9] and Sim10k [22] \( \rightarrow \) Cityscapes. This set of experiments measure a variety of distribution shifts, such as weather, location and sim-2-real. Additionally, we also generate OOD splits from MS-COCO [31] by extracting the features using a trained ResNet-101 model [18], and then generating \( k \)-clusters of the embedding to separate the data along some unknown visual or semantic boundaries. The motivation is twofold. First, we want to test the adaptation algorithms on common objects as in the ones in MS-COCO. Second, generating \( k \)-clusters and varying \( k \) we can control the severity of the distribution shift between training and test time and evaluate how this affects performance of the tested approaches. We hold out one cluster and use it as a OOD target distribution, training the model on the \( k−1 \) clusters. Smaller \( k \) corresponds to more severe shift as some object classes may even be missing from the source training distribution. However, manually checking the label distribution of the clusters, confirmed that at least a few examples of each of the classes are present in each cluster. More details regarding all test-settings and datasets can be found in Appendix A.
Hyperparameters: To train TeST, we use an Adam optimizer [24] with a learning rate of $3 \times 10^{-4}$ for both the student and teacher, and perform 10 epochs over the $n$-budget for each of the stages. As mentioned previously, to generate strong augmentations, we use a RandAugment policy [7]; to generate weak augmentations, we perform rotations from $[-10^\circ, 10^\circ]$, and random crops of the original image. For all experiments, we use an entropy weight $\lambda = 0.25$.

5.2. Results

Self-Driving Object Detection Benchmarks We test over a variety of benchmark self-driving object detection datasets and their domain adaptation variants which include change in weather (Cityscapes $\rightarrow$ Foggy Cityscapes), change in location (Cityscapes $\rightarrow$ KITTI and Cityscapes $\rightarrow$ BDD) and from simulated to real data (Sim10k $\rightarrow$ Cityscapes). The results for Deformable DeTR are shown in Figure 3, and the results for FasterRCNN can be found in Figure 4. In both cases, we see that TeST is able to significantly outperform both the test-time adaptation baselines and the model that was only trained on source data (Source Only in the plots). Interestingly, we note that TeST is able to achieve performance comparable to unsupervised domain adaptation algorithms from Chen et al.[4] and Saito et al. [43] despite only using between 256 and 512 test-images. Both of the domain adaptation algorithms were trained with the whole training dataset of the target tasks (see Appendix A for further details). This results in TeST performing comparably to such algorithms, while being 5-10x more data efficient, as TeST only requires 256-512 unlabeled images to obtain similar performance. This suggests that instead of assuming that all source images are available at training time, like in [43, 4], test-time adaptation provides a data-efficient alternative. We also note that TeST performs comparably at times to the oracle finetuning baseline where the model is finetuned on $n$ labeled examples, as opposed to having to perform unsupervised adaptation at test-time.

Object Detection on MS-COCO MS-COCO is a versatile benchmark dataset for several computer vision tasks including object detection. To test domain adaptation on MS-COCO we split the data in $k$ clusters based on the trained embeddings of a ResNet-101 model. Training is then done on $k - 1$ clusters, the held-out cluster is used for testing. This clustering technique separates creates an OOD test-set with an unknown domain shift. Improving the perfor-
Figure 5: Results on object detection using the MS-COCO dataset with Deformable DeTR and Faster RCNN. We cluster the MS-COCO dataset using the embeddings of a pretrained ResNet feature extractor into $k$-clusters. We then randomly select one cluster to be the out-of-distribution test set, and use the remaining $k-1$ clusters for training. This way we are able to evaluate domain adaptation algorithms on unknown distribution shifts, as the clusters are separated over an unknown semantic boundary. We continue to see that TeST is able to outperform the test-time adaptation baselines (solid lines) and is competitive with unsupervised domain adaptation models (dotted lines) which are trained with data from all $k$-clusters.

Figure 6: Results on image segmentation with DRN over two challenging Sim2Real driving tasks. We compare TeST to 2 test-time adaptation algorithms, and directly finetuning, and see that TeST is comparable to finetuning on the labels directly.

Full results on MS-COCO are present in Figure 5. Similar as before, we see considerable improvements compared to the test-time baselines, while again achieving comparable performance to the domain adaptation algorithms despite using significantly less data. As expected, we observe that the performance is overall slightly worse for more severe shifts (fewer clusters). However, this has no effects on the conclusions we can draw, confirming the trends we observed on the other datasets. This further suggests that TeST is able to get empirical gains across different domains (self-driving datasets and common objects) across two popular object detectors and severity of the shift.

Semantic Segmentation for Self-Driving To test the generality of TeST, it is important for the algorithm to be agnostic to the type of task considered. Towards this, we further perform experiments with semantic segmentation on self-driving datasets. We consider the same test-time setting as before, and use the popular Sim2Real benchmarks of GTA $\rightarrow$ Cityscapes and Synthia $\rightarrow$ Cityscapes [39], where the model is trained on simulation data, and tested on the natural-image Cityscapes dataset [6]. The model is trained using a Dilated Residual Network [65] using the default hyperparameters as suggested in the original paper.

The results are shown in Figure 6. Again, we see that TeST is able to outperform the baseline algorithms by a considerable margin, which suggests that the proposed method is indeed task-agnostic and applies beyond detection only.

Interestingly, we see that Tent [38] significantly outperforms the Test-Time Training baseline (TTT) which also
Figure 7: Results on object detection for Cityscapes (no OOD) using Faster RCNN (left) and Deformable DeTR (right). The results suggest that even when there is no distribution shift between the training and the testing distribution, TeST is able to outperform other test-time adaptation baselines. This further shows that TeST is robust to any or no distribution shift.

Figure 8: Ablation study over different possible variants of TeST on the benchmark Cityscapes → BDD domain adaptation challenge. shows the importance of entropy minimization at test-time, which is also a component of TeST.

Investigating No Distribution Shift TeST assumes that the target distribution is different than the source distribution. This raises the natural question of what happens whenever there is actually no distribution shift between the training and the testing distribution. Our goal is to understand whether TeST is robust to violation of this assumption as in practical scenarios it may be difficult to know for certain that the distribution has changed. Prior work found that self-distillation improves performance on the training dataset [8]. While our approach was designed to cope with distribution shifts, we would still hope to see gains even if the distribution did not change. For this, we use the original test set of the source dataset itself. Similar to before, we use the Cityscapes dataset [6] for training, and evaluate on the held-out validation set.

The results for a Faster-RCNN and Deformable DeTR detectors are in Figure 7 and continue to show the broad applicability of TeST: even if the distribution did not change, we are able to significantly improve performance.

Ablation Study Finally, we present different variations of TeST and report their performance on the Cityscapes → BDD object detection benchmark using a Deformable DeTR in Figure 8. We observe the largest performance decrease if we only perform knowledge distillation on the probability output $p$ of the bounding box i.e. no bounding box regression (denoted as “Only $p$” in Figure 8). Similarly, we can see the benefit of learning invariant representations in the teacher network using FixMatch and the consistency regularization as opposed to simply doing self-distillation (No FixMatch). Finally, we also note that it is possible to use the Teacher directly (“Test Teacher” in Figure 8), however, using knowledge distillation clearly helps to learn a robust student. Overall, each component of the method yields a positive contribution to the final performance. This further suggests the TeST builds upon several components that work well together, to perform better representation learning through self-training.

6. Conclusion In this paper, we propose TeST: a test-time adaptation technique that uses self-training in a student-teacher framework to overcome distribution shifts at test-time. The key ingredients are (1) learning invariant and robust representations of the test distribution, and (2) distilling the predictions to the student model. TeST consists of two-stage, a teacher training through consistency regularization followed by knowledge distillation and entropy minimization to train a student model. Overall, TeST significantly outperforms test-time adaption baselines, and is comparable to unsupervised domain adaptation techniques that require 5-10x more data from the target distribution during training.
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