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Abstract—Ovarian cancer is one of the most harmful gynecological diseases. Detecting ovarian tumors in early stage with computer-aided techniques can efficiently decrease the mortality rate. With the improvement of medical treatment standard, ultrasound images are widely applied in clinical treatment. However, recent notable methods mainly focus on single-modality ultrasound ovarian tumor segmentation or recognition, which means there still lacks researches on exploring the representation capability of multi-modality ultrasound ovarian tumor images. To solve this problem, we propose a Multi-Modality Ovarian Tumor Ultrasound (MMOTU) image dataset containing 1469 2d ultrasound images and 170 contrast enhanced ultrasonography (CEUS) images with pixel-wise and global-wise annotations. Based on MMOTU, we mainly focus on unsupervised cross-domain semantic segmentation task. To solve the domain shift problem, we propose a feature alignment based architecture named Dual-Scheme Domain-Selected Network (DS2-Net). Specifically, we first design source-encoder and target-encoder to extract two-style features of source and target images. Then, we propose Domain-Distinct Selected Module (DDSM) and Domain-Universal Selected Module (DUSM) to extract the distinct and universal features in two styles (source-style or target-style). Finally, we fuse these two kinds of features and feed them into the source-decoder and target-decoder to generate final predictions. Extensive comparison experiments and analysis on MMOTU image dataset show that DS2-Net can boost the segmentation performance for bidirectional cross-domain adaptation of 2d ultrasound and CEUS images. Our proposed dataset and code are all available at https://github.com/cv516Buaa/MMOTU_DS2Net.
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I. INTRODUCTION

OVARIAN cancer is one of the most mortal gynecological diseases. According to recent statistics [1], the ovarian cancer rank 6th among all the gynecological cancers. Diagnosing and detecting ovarian tumors in the early stage can significantly decrease the mortality rate. At present, the commonly used screening techniques are two-dimensional (2d) ultrasound scanning, contrast enhanced ultrasonography (CEUS), Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). Among them, 2d ultrasound scanning is the most widely-applied technique because of more convenience and less impact on human body.

Recently, several methods focus on computer-aided diagnosing and ovarian tumors detection [2]–[6]. Despite their notable works, there still exists the following two main weaknesses. First, recent methods only focus on single-modality images (mainly 2d ultrasound images) segmentation and recognition. There still lacks researches on exploring the representation potential of multi-modality ultrasound images because of lacking standard datasets. Second, even though many notable methods [7]–[11] make huge progress on cross-domain adaptation, there still lacks solution on tackling cross-domain segmentation among multi-modality ultrasound images.

To solve the above-mentioned two weaknesses, we first construct a Multi-Modality Ovarian Tumor Ultrasound (MMOTU) image dataset. MMOTU image dataset consists of two sub-sets with two modalities, which are OTU_2d and OTU_CEUS respectively including 1469 2d ultrasound images and 170 CEUS images. On both of these two sub-sets, we provide pixel-wise semantic annotations and global-wise category annotations. Then, we explore the representation potential of networks on MMOTU image dataset. As shown in Fig.1 we mainly tackle three tasks on MMOTU image dataset. The first task is a semantic segmentation task, which focuses on finding the lesion area of tumor in pixel-wise. The second task is an unsupervised domain adaptation (UDA) based semantic segmentation task, which aims to boost the segmentation performance of target samples only training with source annotated samples. In this paper, we apply segmentation for bidirectional cross-domain adaptation between 2d ultrasound and CEUS images. The third task is a recognition task aiming at classifying the tumor into eight categories. In particular, “Normal ovary” is one of the...
eight categories. In the first and second task, the target region of “Normal ovary” samples is the region of ovary (not the region of tumor).

Recently, deep convolutional neural networks (DCNNs) has shown great success on recognition [2], [12]–[16] and semantic segmentation [17]–[20] of medical images. These two tasks play an important role in computer-aided diagnosis of medical images. Based on MMOTU image dataset, we first tackle single-modality semantic segmentation task. In this paper, we provide four types of notable baseline architectures in semantic segmentation, which are CNN-based “Encoder-Decoder”, transformer-based “Encoder-Decoder”, U-shape networks and spatial-context based two-branch networks.

Based on baseline segmentors, we then tackle the unsupervised domain adaptation based semantic segmentation task. Recent UDA methods solve the domain shift problems mainly by image alignment [10], [11], [21], [22] and feature alignment [7], [23]–[25]. Image alignment based methods apply image translation technique to translate image appearance between domains. Feature alignment utilizes adversarial learning to extract domain-invariant features. In this paper, we propose a feature alignment based method to solve domain shift problems. The motivations to use feature alignment can be summarized in the following three points: (1) Compared to image alignment based methods, feature alignment based methods always require less computation resource in both training and testing phases. (2) Image alignment based methods show strong power when appearance of source and target images have dramatic difference. Intuitively, the main appearance shift between 2d ultrasound and CEUS images is the color (Fig[1]), which means this appearance shift problems may not cause heavy feature-shift especially on high-level features. (3) Based on the baseline segmentors (Fig[1] Task1) trained with source images, we directly apply them on target images and find that the segmentation performance on source-trained model does not decrease dramatically compared to the result on target-trained model. This observation encourages us to explore the potential of feature alignment and distinct/universal feature extraction.

In this paper, our proposed feature alignment based architecture is Dual-Scheme Domain-Selected Network (DS\textsuperscript{2}Net). Specifically, we first design two encoders ($E_s$ and $E_t$), which map source and target images into two-style features (i.e. $E_s$ will respectively map source and target images into source-style source features and source-style target features. Similarly for $E_t$). Then, we assume that two-style features of source and target images are not decoupled, which means source-style features may contain some target-style information and vice versa. Based on this assumption, we propose Domain-Distinct-Selected Module (DDSM) to select the distinct feature of each domain. With DDSM, we can decouple the source-style (target-style) features into purer source-style (target-style) features and target-style (source-style) features. Obviously, only decoupling feature into two-style is not reasonable because some information may work on both sides or not work on any side. Therefore, we further propose Domain-Universal-Selected-Module (DUSM) to select the universal features of two domains. With DUSM, we further find the universal information of source/target-style features. Finally, we respectively feed the source-style and target-style features into two decoder-heads ($H_s$ and $H_t$) for predictions. During optimization, besides supervision from source annotations, we apply adversarial learning to combat the domain shift on the two-style features output from $E_s$ and $E_t$. This design ensures that two-style features can be aligned into same latent space, making the following feature decoupling easier. To prove the effectiveness of DS\textsuperscript{2}Net, we conduct comparison experiments with recent notable feature alignment based domain adaptation methods [7], [25] on MMOTU image dataset. The encouraging results prove the effectiveness of DS\textsuperscript{2}Net.

In summary, the main contributions are listed as follows:

- We construct a Multi-Modality Ovarian Tumor Ultrasound (MMOTU) image dataset containing 2d ultrasound and CEUS images. For every images in MMOTU image dataset, we provide pixel-wise semantic annotations and global-wise category annotations.
- To the best of our knowledge, we first propose a method (DS\textsuperscript{2}Net) to tackle the cross-domain ovarian tumor segmentation between 2d ultrasound and CEUS images. With this method, we provide an insight on detecting ovarian tumors on multi-modality ultrasound images.
- DS\textsuperscript{2}Net utilizes domain selected modules (DDSM and DUSM) to extract domain-distinct and domain-universal features. Essentially, we provide an insight on using feature decoupling technique to solve domain shift problem.

II. RELATED WORK
A. Computer-Aided Methods on Ovarian Ultrasound Image Datasets

To develop computer-aided methods on medical treatment of ovarian diseases, many methods construct ultrasound image datasets and use DCNNs to tackle the image recognition task. Wu et al. [2] construct a 2d-ultrasound image dataset with three types of ovarian tumors (Benign, Borderline and Malignant). This dataset is used for ovarian tumor classification. Followed [2], Wang et al. [13] collect annotated samples of serous ovarian tumors (SOTs) and then apply DCNNs to categorize SOTs into Benign, Borderline and Malignant.

Besides recognition task, many notable methods explore the potential of tackling the semantic segmentation task on 2d-ultrasound ovarian images. These methods mainly aim at characterizing the ovarian structure with segmentation techniques. Li et al. [6] propose CR-UNet, which integrates the spatial recurrent neural network (RNN) into a plain U-Net to segment the ovary and follicles. Wanderley et al. propose fCNN [26] to automatically characterize ovarian structures. Both CR-UNet and fCNN are trained on their own collected 2d-ultrasound ovarian image datasets with pixel-wise annotations of ovary and follicles. Recently, several advanced methods are proposed to characterize the ovarian structure through directly processing 3d-ultrasound ovarian volumes. Mathur et al. propose S-Net [27] to simultaneously segment ovary and follicles in 3d-ultrasound volumes. Yang et al. [4] propose C-Rend (contrastive rending) on ovary and follicles segmentation and further apply it into a semi-supervised learning framework. Both S-Net and C-Rend are trained on their own collected 3d-ultrasound ovarian volume datasets.

B. Semantic Segmentation on Medical Images

Semantic segmentation has become an important medical image processing technique, which is widely applied in many practical applications, such as organ structure characterization, lesion area detection and cell segmentation. In this field, U-Net [17] is one of the most famous methods, which creates shortcuts between encoder and decoder to capture contextual and precise localization information. Followed U-Net, U-Net++ [19] connects encoder and decoder using a series of nested dense convolutional blocks. Compared to U-Net, this design can further bridge the semantic gap between feature maps from encoder and decoder. In recent years, attention mechanism substantially promotes semantic segmentation. Oktay et al. [28] propose an attention U-Net. Before fusing the feature maps from encoder and decoder, attention U-Net inserts an attention gate to control the spatial-wise feature importance. Besides applying spatial-wise attention mechanism, Chen et al. [29] propose FED-Net, which uses a channel-wise attention mechanism to improve the performance of liver lesion segmentation. There are also many notable works [30]–[32] aiming at mixing spatial-wise and channel-wise attention mechanisms.

Transformer is a cutting-edge structure utilizing self-attention mechanism to capture important region of images. On medical image semantic segmentation, TransFuse [20] and TransUNet [18] both employ ViT (Vision Transformer) [33] as encoder for feature extraction. Swin-UNet [34] applies Swin-Transformer [35] on both encoder and decoder to explore the learning potential on long-range semantic information. SegTran [36] further proposes a squeeze-and-expansion transformer for more diversified representations.

C. Unsupervised Domain Adaptation on Medical Images

UDA mainly aims to alleviate the domain shift problem when applying a source-trained model on target domain data. There are mainly two types of methods on UDA based semantic segmentation task, which are image alignment and feature alignment based methods. Image alignment based methods always adopt image translation [9], [37] to align image appearance between source and target domain. Chen et al. [10] and Ouyang et al. [21] propose a generator for source-to-target transformation and then optimize the segmentor by the target-style source image with corresponding annotations. Zou et al. [11] and Zeng et al. [22] further add a target-to-source generator besides source-to-target generator to bridge source and target domain with a balanced flow. Feature alignment based methods solve the domain shift problem through exploring domain invariant features. Zeng et al. [25] propose feature and entropy map discriminators to explore the representation potential of domain invariant features. Wang et al. [24] propose pOSAL to segment the optic disc and optic cup from different fundus image datasets in a joint manner. pOSAL exploits UDA with feature alignment mechanism to ease the domain shift. Moreover, some other notable feature alignment based methods, such as AdapSegNet [7] and SSFDAN [23] both achieve great success on both natural scene images and medical images.

III. Dataset

A. Establishment

To tackle the cross-domain ovarian tumor segmentation task, we first propose MMOTU image dataset. All images are obtained from Beijing Shijitan Hospital, Capital Medical University. Our dataset contains 1639 ovarian ultrasound images collected from 294 patients. As shown in Tab.I MMOTU image dataset contains two sub-sets with two modalities, where OTU_2d and OTU_CEUS respectively consist of 1469 2d ultrasound images and 170 CEUS images. On two sub-sets, we split them into training and testing sets. It is worth noting that, testing set contains more images than training set in OTU_CEUS, because we hope to first guarantee the evaluation quality. When we tackle cross-domain segmentation, more testing images will make the results more convincing. Since
we are continually collecting CEUS images, so more samples will be soon added in the training set.

MMOTU image dataset has eight typical categories of ovarian tumor (Fig 1). Fig 2 further shows the sample distribution of each category in detail. From Fig 2, we find the following two points. (1) Samples of each category are unbalanced. This is mainly because some types of tumors are more common while some types of tumors are rarer. (2) In OTU_CEUS, some categories only contain few-shot samples, which is easy to cause underfitting. Even though we cannot provide more samples for those few-shot categories, it is a chance for researchers to explore the potential on few-shot ovarian tumor segmentation or classification. We will also continually collecting CEUS images and extending our OTU_CEUS in the future. (3) “Normal Ovary” category has no samples in OTU_CEUS, because CEUS technology is usually a further examination after 2D ultrasound examination, which is mainly applied to confirm the tumor types (e.g. Benign, Borderline, Malignant or our proposed specific types). It means the CEUS images hardly have “Normal Ovary” category. Under this situation, the segmentation and recognition tasks on OTU_2d are eight-category task including “Normal Ovary” category.

For almost every images, only one type of tumor appears. Therefore, we transform an seven/eight-category segmentation task into binary lesion area segmentation task (Task1 and Task2) and tumor recognition task (Task3).

On MMOTU image dataset, the pixel-wise semantic annotation and global-wise category annotation are provided by 27 experts of Obstetrics and Gynecology department. Each image is first annotated by one expert and then checked by another one expert, which guarantees the annotating quality. During annotating, experts refer to pathological reports, which makes the annotations accurate and convincing.

B. Data Analysis

In MMOTU image dataset, all images have been analyzed by experts using specialized software, so some symbols like “lines” (Fig 3(a)), “hands” (Fig 3(b)), “characters” (Fig 3(d) and Fig 3(f)) or “arrows” (Fig 3(e)) are marked by them on images. When we collect the images, most of them contain those symbols. Fig 3 shows some typical samples. Particularly, OTU_2d sub-set contains 216 Color Doppler Flow Images (CDFI), where the rest 1253 images are traditional 2D ultrasound images; The images in OTU_CEUS sub-set are extracted from CEUS sequences. When collecting the images, we find that all images contain the private information of patients. According to privacy policy, we manually crop the images to remove the private information of patients and make sure that the published MMOTU image dataset will not contain any private information.

Images in dataset have different scales. Fig 4 shows the distribution of image scale. In OTU_2d, the width and height of images respectively range from 302~1135 and 226~794 pixels. In OTU_CEUS, the width and height of images respectively range from 330~888 and 218~657 pixels. Before
In this paper, we propose a feature alignment based method, DS, to tackle multi-tasks including tumor classification, lesion area segmentation and unsupervised cross-domain semantic segmentation. Moreover, our dataset provides an insight on applying DCNNs to deal with CEUS images.

## IV. Proposed Method

### A. Single-Modality Image Segmentation/Recognition

Based on MMOTU image dataset, we first tackle single-modality semantic segmentation task (Fig. 1 Task1) to provide series of baseline segmentors. Fig. 5 shows the diagrams of four notable architectures in semantic segmentation. For CNN-based “Encoder-Decoder”, we select two notable segmentors, PSPNet [39] and DANet [40]. The former utilizes the spatial-wise contextual information, the latter introduces spatial-wise and channel-wise attention information in segmentors. Transformer-based “Encoder-Decoder” is a series of cutting-edge architectures integrating transformers into segmentors to enhance the performance with self-attention mechanism. In this paper, we reimplement SegFormer [41], which is an efficient and lightweight yet powerful semantic segmentation architecture. U-shape networks are most common-used on medical image segmentation. In this paper, we provide two novel segmentors, which are U-Net [17], and TransUNet [18]. As another innovative series of segmentors, spatial-context based two-branch networks use spatial-branch with wide channels and shallow layers and context-branch to respectively capture low-level high-resolution features and high-level context features. Here, we reimplement BiseNetV2 [42] as representative of this type of segmentors.

Besides segmentation task, we also tackle single-modality image recognition task (Fig. 1 Task3) on MMOTU image dataset. Same as Task1, we provide series of baseline classification models, which are classical and high-efficiency models, ResNet [43], DenseNet [44] and EfficientNet [45].

### B. Unsupervised Domain Adaptation for Semantic Segmentation

In this paper, exploiting the potential of lesion area segmentation for bidirectional UDA between 2d ultrasound and CEUS images is our main focus. To solve the domain shift problem, we propose a feature alignment based method, DS²Net. The overview of the architecture is shown in Fig. 6.

![Fig. 4. The scatter plot showing the distribution of image scale.](image)

![Fig. 5. The diagram of recent notable architectures on semantic segmentation. **Top-left:** CNN-based “Encoder-Decoder”, **Top-right:** Transformer-based “Encoder-Decoder”, **Bottom-left:** U-shape networks, **Bottom-right:** Spatial-context based two-branch networks.](image)
Fig. 6. The architecture of DS2Net. Source and target images are first fed into \( E_s \) and \( E_t \) and the output feature maps are respectively \( \{F_{ss}, F_{st}\} \) and \( \{F_{tt}, F_{ts}\} \). Then, domain distinct selected module (DDSM) and domain universal selected module (DUSM) are applied on \( \{F_{ss}, F_{st}\} \) and \( \{F_{tt}, F_{ts}\} \). After processing by DDSM and DUSM, the domain selected features \( \{F_{ss,ts^2}, F_{st,ts^2}\} \) and \( \{F_{tt,ts^2}, F_{ts,ts^2}\} \) pass through \( H_s \) and \( H_t \) to generate final predictions. During optimization, we apply symmetric adversarial loss \( (L_{adv}^{Es}, L_{adv}^{E_t}) \) and segmentation loss \( (L_{seg}^{Es}, L_{seg}^{E_t}) \). Specifically, the discriminators \( \{D_{Es}, D_{Et}\} \) are designed for feature alignment. During inference, we apply ensemble strategy to integrate the two predictions of target images \( \{P_{tt}, P_{ts}\} \).

1) Adversarial Learning for Feature Alignment: As shown in Fig. 6, we respectively design \( E_s \) and \( E_t \) for feature extraction of source and target images. Obviously, we hope that both \( E_s \) and \( E_t \) have the general representation capability on source and target images. Therefore, we apply adversarial learning on \( E_s \) and \( E_t \) to alleviate the representation gap caused by domain shift. Eq. 1 ～ Eq. 4 show this process.

\[
L_{adv}^{Es}(E_s, D_{Es}) = \mathbb{E}_{x_s \sim X_s} [\log(D_{Es}(F_{ss}))] + \mathbb{E}_{x_t \sim X_t} [\log(1 - D_{Es}(F_{st}))] \\
F_{ss} = E_s(x_s), \quad F_{st} = E_s(x_t) \tag{1}
\]

\[
L_{adv}^{Et}(E_t, D_{Et}) = \mathbb{E}_{x_t \sim X_t} [\log(D_{Et}(F_{tt}))] + \mathbb{E}_{x_s \sim X_s} [\log(1 - D_{Et}(F_{ts}))] \\
F_{tt} = E_t(x_t), \quad F_{st} = E_t(x_s) \tag{2}
\]

2) Domain Distinct & Domain Universal Selected Modules: As shown in Eq. 2 and Eq. 4 we design two encoders to extract source-style and target-style features for source and target images. Based on the observation that directly applying a source-trained segmentation model on target images will not cause dramatic performance decrease, we make the following assumptions. (1) Between 2d ultrasound and CEUS images, there may exist some easy-extracted universal features, which have positive influence on segmenting images from both these two domains. (2) Since there still exists some performance gap when simply evaluating target images on source-trained models, we believe that domain distinct features also exist. (3) Distinct and universal features can be decoupled from source-style and target-style features. Instructed by the above assumptions, we design Domain Distinct Selected Modules (DDSM) and Domain Universal Selected Modules (DUSM).

DDSM: As shown in Fig. 6, source and target images are both represented as source-style and target-style features, which respectively are \( \{F_{ss}, F_{st}\} (\mathbb{R}^{C_H \times H \times W}) \) and \( \{F_{tt}, F_{ts}\} (\mathbb{R}^{C_H \times H \times W}) \). After applying adversarial learning, \( E_s \) and \( E_t \) can better represent two domain images as source-style and target-style features. To further extract purer feature specifically for each domain, we propose DDSM.

As shown in Fig. 7, we first fuse source-style and target-style features. Then, we apply global average pooling and a dimension-reduction fully-connected layer (\( f(\cdot) \)) to generate a global-wise fused prototype \( z_{st,sty} \in \mathbb{R}^{C_H \times 1 \times 1} \). We
formulate this process in Eq.6

\[ z_{st,sty} = f\left(\frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} (F_{st,sty}(h, w)) \right) \]

\[ = f\left(\frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} (F_{s,sty}(h, w) + F_{t,sty}(h, w)) \right) \]

Then, we serve \( z_{st,sty} \) as guidance to create channel-wise weighted vectors \( \{v_{s,sty}, v_{t,sty}\} \) for \( F_{s,sty} \) and \( F_{t,sty} \). Finally, we multiply \( \{v_{s,sty}, v_{t,sty}\} \) on \( F_{s,ddy} \) and \( F_{t,ddy} \) in channel-wise to obtain domain distinct features \( \{F_{s,ddy}, F_{t,ddy}\} \).

\[ F_{s,ddy} = F_{s,sty} \times v_{s,sty}, \quad F_{t,ddy} = F_{t,sty} \times v_{t,sty} \]

From Eq.6 to Eq.7, we find that \( v_{s,sty} + v_{t,sty} = 1 \), which means we force the source-style and target-style features to have complementary channel combinations. With this design, “source-style features are more source-style while target-style features are more target-style”.

**DUSM:** With DDSM, we obtain purer source-style and target-style features, but it may overlook the universal features benefiting both source and target images. Therefore, we further design DUSM to extract universal features of \( F_{s,sty} \) and \( F_{t,sty} \). As shown in Fig.8, we first fuse source-style and target-style features similar to DDSM (Eq.6).

\[ Z_{st,sty} = f_c\left(\frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} (F_{st,sty}(h, w)) \right) \]

\[ = f_c\left(\frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} (F_{s,sty}(h, w) + F_{t,sty}(h, w)) \right) \]

Here, \( Z_{st,sty} \) represent domain fused feature. We then perform matrix multiplication between \( Z_{st,sty} \) and \( \{F_{s,ddy}, F_{t,ddy}\} \). The output attention masks \( \{M_{s,sty}, M_{t,sty}\} \) are averaged for universal attention mask \( (M_u, M \in \mathbb{R}^{C \times C}) \). This process is shown in Eq.10 ~ Eq.12

\[ M_{s,sty}(j, i) = \frac{e^{F_{s,ddy}(i) \cdot Z_{st,sty}(j)}}{C \sum_{i=1}^{C} e^{F_{s,ddy}(i) \cdot Z_{st,sty}(j)}} \]

\[ M_{t,sty}(j, i) = \frac{e^{F_{t,ddy}(i) \cdot Z_{st,sty}(j)}}{C \sum_{i=1}^{C} e^{F_{t,ddy}(i) \cdot Z_{st,sty}(j)}} \]

\[ M_u(j, i) = M_{s,sty}(j, i) + M_{t,sty}(j, i) \]

where \( F_{s,ddy} \), \( F_{t,ddy} \), and \( Z_{st,sty} \) are reshaped to \( \mathbb{R}^{C \times (HW)} \). \( (j, i) \) indicates the impact measurement between \( i \)th channel of \( \{F_{s,ddy}, F_{t,ddy}\} \) and \( j \)th channel of \( Z_{st,sty} \).

Finally, we use \( M_u \) to extract the universal feature from \( F_{s,ddy} \) and \( F_{t,ddy} \), which are \( F_{s,duu} \) and \( F_{t,duu} \) (\( \mathbb{R}^{C \times H \times W} \)). This formulation is shown in Eq.13

\[ F_{s,duu} = f_s(M_u, F_{s,ddy}), \quad F_{t,duu} = f_t(M_u, F_{t,ddy}) \]

In summary, we extract the universal feature by finding \( M_u \), which measures the joint impact between source/target-style features and domain fused feature. The larger element in \( M_u \) indicates that one channel of fused domain features have high impact both on same channel of source-style and target-style features. Essentially, we utilize a domain universal attention mask to select the universal features in channel-wise.

**3) Optimization:** In this paper, we apply segmentation loss and adversarial loss to jointly optimize the DS2Net. As for segmentation loss, We apply cross-entropy loss, which can be formulated as Eq.14

\[ \mathcal{L}_{seg}(E_s, H_s, E_t, H_t) = \mathcal{L}_{seg}^{as}(E_s, H_s) + \mathcal{L}_{seg}^{st}(E_t, H_t) \]

\[ = \mathbb{E}_{x \sim X}[-y_s \log(H_s(F_{s,ddy}^2))] + \mathbb{E}_{x \sim X}[-y_t \log(H_t(F_{t,ddy}^2))] \]
where \( H_s \) and \( H_t \) are two decoder-heads respectively for source-style and target-style features. \( \frac{F_{ss_dds^2}}{F_{st_dds^2}} = \text{cat}(F_{rs_dds}, F_{ss_dds}) \); \( \frac{F_{st_dds^2}}{F_{st_dds}} = \text{cat}(F_{rs_dds}, F_{st_dds}) \). “cat” denotes concatenation. As shown in Eq8 Eq13 \( \{\frac{F_{ss_dds^2}}{F_{st_dds^2}}, \frac{F_{st_dds^2}}{F_{st_dds}}\} \in \mathbb{R}^{(C+C^*) \times H \times W} \).

To optimize the whole architecture, we apply combined loss (L) shown in Eq15 \( \{\lambda_{adv_s}, \lambda_{adv_t}\} \) are trade-off hyper-parameters adjusting the impact of each loss item.

\[
L = L_{seg}(E_s, H_s, E_t, H_t) + \lambda_{adv_s} L_{E_s}(E_s, D_{E_s}) + \lambda_{adv_t} L_{E_t}(E_t, D_{E_t}) 
\]  

(15)

From the perspective of backward optimization process, we find the following points. (1) Through adversarial learning, \( E_s \) and \( E_t \) have the basic representation ability on source and target images avoiding representation distortion on target images. (2) Based on adversarial learning and DDSM/DUSM, the segmentation loss \( L_{seg}(E_s, H_s) \) and \( L_{seg}(E_t, H_t) \) can force \( \{E_s, H_s\} \) and \( \{E_t, H_t\} \) to have specific representation trend (e.g. \( \{E_s, H_s\} \) tends to represent source and target images into target style). Optimized like this, the whole architecture becomes more friendly to target image.

V. EXPERIMENTS AND ANALYSIS

A. Single-Modality Semantic Segmentation Results

1) Implementation Details.: As mentioned in Sec IV Subsec.A and Fig5, we reimplement the six baseline segmentors on MMOTU image dataset. Before training, input images are randomly resized and cropped to 384 \( \times \) 384. A series of data augmentation methods, such as “RandomFlip” are applied. Towards the four types of segmentors, the implementation details are shown in Tab III. Here, when optimizer is SGD, the momentum is set as 0.9 and the weight decay value is 0.0005. When optimizer is Adam, the weight decay value is 0.01. All segmentors adopt “poly” to adjust learning rate, where the final learning rate will be divided by 100 times and the power is set to 0.9.

2) Single-Modality Semantic Segmentation Experiments.: The single-modality segmentation results are shown in Tab IV. The \( IoU \) value indicates the intersection of union between predicted and annotated lesion area. The \( mIoU \) value indicates the average \( IoU \) value of lesion area and background. From Tab IV we observe that U-Net and BiseNetV2 show poorer performance compared to other methods. SegFormer outperforms other methods on OTU_2d and OTU_CEUS. Especially on OTU_CEUS, which has less training samples, SegFormer performs even stronger.

B. Cross-Domain Semantic Segmentation Results

1) Implementation Details.: As shown in Fig6, our proposed DS^2Net is a symmetric “Encoder-Decoder” architecture. Therefore, we follow PSPNet and SegFormer to design DS^2Net. Specifically, when following PSPNet, we adopt ResNet-50 as encoders \( (E_s, E_t) \) and adopt “PSPHead” as decoder-heads \( (H_s, H_t) \). When following SegFormer, we adopt “Hierarchical Transformer” as encoders and adopt “All-MLP” as decoder-heads. For the two discriminators \( \{D_{E_s}, D_{E_t}\} \), we follow the common-applied configuration of PatchGAN [37]. \( \{D_{E_s}, D_{E_t}\} \) consist of 4 convolutional layers with kernels as size of \( 4 \times 4 \). The stride of the first two layers is 2 while the the last two layers set the stride as 1. The output channels of each layer are \{64, 128, 256, 1\}. Different from previous methods, we remove the instance normalization and only leave a leaky ReLU after each convolutional layer. The training details are shown in Tab V. Additionally, we select binary cross entropy loss as adversarial loss function and the training factors \( \{\lambda_{adv_s}, \lambda_{adv_t}\} \) are set as 0.005.

2) No Domain Adaptation Experiments.: Before evaluating the domain adaptation performance of DS^2Net on MMOTU image dataset, we first conduct no domain adaptation experiment, which directly applies a source-trained model on target images. The results are shown in Tab VI. Previous methods [10, 11] apply no domain adaptation experiment between CT and MRI images. The segmentation results always dramatically decrease (40~60% lower than single-modality training).

| Methods     | Optimizer | Initial LR | LR Decay | Backbone | Iterations |
|-------------|-----------|------------|----------|----------|------------|
| PSPNet      | SGD       | 0.01       | poly     | Res50†   | 20k        |
| DANet       | SGD       | 0.01       | poly     | Res50†   | 20k        |
| SegFormer   | Adam      | 0.00006    | poly     | mit_b5†  | 80k        |
| U-Net       | SGD       | 0.01       | poly     | U-Net†   | 80k        |
| TransUNet   | SGD       | 0.01       | poly     | Res50+ViT† | 80k     |
| BiseNetV2   | SGD       | 0.05       | poly     | BiseNetV2† | 80k   |

| Methods | OTU_2d | OTU_CEUS |
|---------|--------|----------|
| IoU(%)  | mIoU(%) | IoU(%)  | mIoU(%) |
| PSPNet  | 82.01  | 89.41    | 71.01   | 81.6    |
| DANet   | 82.2   | 89.53    | 70.3    | 81.43   |
| SegFormer | 82.46  | 89.88    | 73.03   | 83.0    |
| U-Net   | 79.91  | 86.80    | 69.18   | 80.04   |
| TransUNet | 81.81  | 89.01    | 70.25   | 80.82   |
| BiseNetV2 | 79.37  | 86.13    | 70.25   | 80.98   |

| Methods | Encoders/DDSM/DUSM | Decoder-Heads | Discriminator |
|---------|--------------------|----------------|---------------|
| optimizer | initial (LR) | optimizer | initial (LR) | optimizer | initial (LR) |
| DS^2Net_P | SGD              | 0.01          | SGD           | 0.02       | Adam         | 0.00005     |
| DS^2Net_T | Adam             | 0.00006       | Adam          | 0.00001    | Adam         | 0.00001     |

| Methods | Encoders/DDSM/DUSM | Decoder-Heads | Discriminator |
|---------|--------------------|----------------|---------------|
| optimizer | initial (LR) | optimizer | initial (LR) | optimizer | initial (LR) |
| DS^2Net_P | SGD              | 0.01          | SGD           | 0.02       | Adam         | 0.00005     |
| DS^2Net_T | Adam             | 0.00006       | Adam          | 0.00001    | Adam         | 0.00001     |
Compared to previous results, our results on domain adaptation do not decrease by large margin, e.g. when SegFormer is trained with OTU_2d and evaluated on OTU_CEUS, the IoU value decreases by 11.92% (73.03% ~ 61.11%) comparing with target-trained SegFormer. It worth noting that the results training with OTU_2d and evaluating on OTU_CEUS are more valuable, because OTU_2d has more training samples than OTU_CEUS (Tab. II). No domain adaptation experiments results inspires us to explore the potential of feature alignment and distinct/universal feature extraction.

3) Cross-Domain Semantic Segmentation Experiments. To prove the effectiveness of DS²Net, we reimplement two notable feature-alignment based method, which are AdapSegNet [7] and EGUDA [25] on MMOTU image dataset. For fairly comparison, minor modifications are applied. For AdapSegNet and EGUDA, we respectively replace the original shared segmentation network and segmentor with PSPNet or SegFormer. For the discriminator, we adopt the same PatchGAN as \{D_{E_s}, D_{E_t}\} of DS²Net. Tab.VII shows the comparison results. Obviously, our proposed DS²Net perform much stronger than AdapSegNet and EGUDA. Particularly, when adapting OTU_2d to OTU_CEUS, the lesion area’s IoU value of DS²Net,T is 69.81% achieving close segmentation results (73.03%) of OTU_CEUS-trained SegFormer (Tab. VI).

4) Ablation Study. To separately prove the efficiency of each module of DS²Net, we conduct experiments adapting OTU_2d to OTU_CEUS. From Tab. VIII we analyze in the following points. (1) Compared to PSPNet without domain adaptation, only applying symmetric structure can not bring improvement, because domain shift problem still exists. (2) When adding feature alignment mechanism, the performance significantly improve. This reflects that feature alignment makes effect on alleviating the domain shift problem and improves the general representation capability of \(E_s\) and \(E_t\). (3) When appending DDSM, the architecture further improves. The reason is that DDSM guides the optimization trend making the target images become easier to be represented into target-style. (4) When appending DUSM, the architecture still achieves improvement benefiting from universal feature extraction.

5) Visualization and Analysis. To intuitively show the performance of DS²Net, we compare the segmentation performance of different methods. The qualitative results are shown in Fig. 9. We can see that only training model without domain...
adaptation can work well on some easy cases, but can not handle harder cases. Benefiting from feature alignment mechanism, AdapSegNet and EGUDA can generate reasonable predictions under most cases, even on hard cases. Obviously, DS\textsuperscript{2}Net shows the most powerful performance. On medium and hard cases, DS\textsuperscript{2}Net can capture more semantic information and achieve most close results to “Upperbound”.

To directly show the effectiveness of each module, we also conduct visualization analysis. As shown in Fig.10 symmetric architecture does not work well, because dual encoders and decoder-heads can not solve domain shift problems. When applying feature alignment mechanism, the model can generate reasonable predictions. When appending DDSM, the model can generate more semantically reasonable predictions. When adding DUSM, the final DS\textsuperscript{2}Net shows the strongest representation capability. This visualization comparison coincides with the ablation experiments shown in Tab.VIII, which further makes DS\textsuperscript{2}Net more convincing and interpretable.

C. Single-Modality Recognition Results

On Task1 and Task2, we apply a “foreground-background” lesion area segmentation without directly applying seven/eight-category segmentation. Therefore, we tackle single-modality image recognition in Task3 (Fig.11) to classify ovarian tumors. In this paper, we provide ResNet, DenseNet and EfficientNet as baseline classification models. For all models, we select SGD as optimizer. The momentum and weight decay value are set as 0.9 and 0.0005. All model are loaded ImageNet-pretrained weights before training. As shown in Tab.IX, we find that ResNet-50 outperforms other methods. EfficientNet-b1 achieves close results to ResNet-50 on OTU\_CEUS, which shows better generalization capability training with less samples. Moreover, besides top1 accuracy, we also use top2 accuracy as metric because providing two category candidates is also valuable for diagnosis in practical medical treatment.

VI. Conclusion

In this paper, we propose a multi-modality ovarian tumor ultrasound (MMOTU) image dataset to explore the cross-domain representation potential. MMOTU image dataset contains 1469 2d ultrasound images and 170 CEUS images with pixel-wise and global-wise annotations. Based on MMOTU image dataset, we mainly focus on alleviating the domain shift problems on lesion area segmentation for bidirectional unsupervised domain adaptation between 2d ultrasound and CEUS images. In this paper, we propose DS\textsuperscript{2}Net, which is a feature alignment based architecture. Specifically, we use adversarial learning to first ease the domain shift of encoders for better representation capability on both source and target images. Then, we design DDSM and DUSM to extract the domain-distinct and domain universal features. With these two modules, each encoder and decoder-head will further have specific style feature representation capability towards both source and target images. Extensive experiments show that the DS\textsuperscript{2}Net outperforms the previous notable feature alignment based methods on MMOTU image dataset. Visualization and analysis also prove that DS\textsuperscript{2}Net is convincing and interpretable. In this paper, we also provide series of baseline models on single-modality semantic segmentation and recognition tasks. Compared to previous methods, we first propose method to tackle the cross-domain ovarian tumor segmentation on our proposed MMOTU image dataset, which provides a new insight on detecting ovarian tumors. In the future, we will further extend our work and focus on the following aspects. (1) We will continually extend our proposed MMOTU image dataset, especially OTU\_CEUS. We will also pay attention to preserving pure data without symbols. (2) Actually, the total tumor categories of OTU\_2d are 32. Since some of tumor types (e.g. fibrosarcoma) have only one or two samples, we exclude them in our dataset. In the future, we will extend the categories together with collecting more data. (3) In MMOTU image dataset, samples of each category are unbalanced. We will further explore its influence. (4) In this work, we explore the AI-aided techniques on CEUS images. Based on this research, we will further explore the AI-aided methods on CEUS sequences, which will be more valuable and meaningful.

Appendix

As mentioned in Fig.9 there are some symbols on images, where some of them are just marked on the lesion area. Due to some historical and practical reason, we can not collect pure data without symbols. Naturally, there may raise a question, is there a risk of biasing the model by symbols
during optimization? In this section, we conduct experiments on single-modality 2d ultrasound image segmentation and cross-domain segmentation tasks to analyze the influence of symbols.

To remove the symbols from images, we apply the recent notable image inpainting method [47] on all samples in MMOTU image dataset. Then we use the original and "symbol-free" MMOTU image dataset to respectively train models. We will discuss the results shown in Table X as follows.

(1) Generally, models trained with "symbol-free" samples show performance decline. (2) This comparison is a little bit unreasonable because the training and testing set both changes after removing the symbols. However, we can still roughly draw a conclusion that applying image inpainting technique is not necessary. (3) Intuitively, images after removing symbols are not becoming distorted or destroyed. However, it also change the data in an implicit manner. (4) From another perspective, experts are not confused by those symbols during annotating the images, which means the symbols have little impact on visual features of images. Therefore, we believe that our models can also learn those important and useful features.
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