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Abstract

Spatial audio methods are gaining a growing interest due to the spread of immersive audio experiences and applications, such as virtual and augmented reality. For these purposes, 3D audio signals are often acquired through arrays of Ambisonics microphones, each comprising four capsules that decompose the sound field in spherical harmonics. In this paper, we propose a dual quaternion representation of the spatial sound field acquired through an array of two First Order Ambisonics (FOA) microphones. The audio signals are encapsulated in a dual quaternion that leverages quaternion algebra properties to exploit correlations among them. This augmented representation with 6 degrees of freedom (6DOF) involves a more accurate coverage of the sound field, resulting in a more precise sound localization and a more immersive audio experience. We evaluate our approach on a sound event localization and detection (SELD) benchmark. We show that our dual quaternion SELD model with temporal convolution blocks (DualQSELD-TCN) achieves better results with respect to real and quaternion-valued baselines thanks to our augmented representation of the sound field. Full code is available at: https://github.com/ispamm/DualQSELD-TCN.
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1. Introduction

In recent years, spatial audio is knowing an increasing attention also due to the widespread developing of applications requiring an immersive audio experience, such as virtual reality, scene characterization, speech enhancement or separation, and sound source localization [1–4]. Indeed, while virtual reality (VR) builds spaces different from real-life, augmented reality (AR) expands them through an enlarged user listening experience that is often based on the user immersion into a 3D sound field [5–7]. Frequently, this spatial sound field is acquired through First Order Ambisonics (FOA) microphones [8–12], which are arrays of four ideally coincident capsules that decompose the sound field into a combination of spherical harmonics. Due to the strong correlation among the four Ambisonics signals, quaternion neural networks (QNNs) have demonstrated their ability to suitably model these inputs and grasp information coming from each capsule. Indeed, QNNs handle the four signals as a single component and thanks to the quaternion algebra properties, in particular the Hamilton product, they preserve signals relations and correlations. Hypercomplex and quaternion models have shown interestingly results in different tasks such as 3D human motion prediction [13], facial expression recognition [14], image restoration/inpainting [15, 16], including sound event localization and detection (SELD), which is the task of jointly learning the temporal and spatial location of a sound and its class [17–21], among others [22–26]. Despite QNNs success in spatial source localization, no tests have been made with multiple Ambisonics microphones since these networks do not properly handle non-4D inputs due to the four-dimensional nature of quaternion numbers. However, an array of two Ambisonics provides a more precise sound field coverage, thus an appropriate processing of these features may bring better localization predictions [27].
Moreover, while the sound event detection (SED) sub-task is relatively easy, the sound direction of arrival (DOA) estimation sub-task strongly depends on the accuracy of the sound field reconstruction.

Recently, dual quaternion neural networks (DualQNNs) have been shown to be particularly suitable for modelling transformations in 3D space. Due to the 6 degrees of freedom (6DOF) of the the unit dual quaternion representation, DualQNNs can properly model rotations and translations of rigid bodies [28–31], pose estimation/tracking [32, 33], and knowledge graph embeddings [34, 35]. DualQNNs lay their foundations in dual quaternion algebra and dual quaternion operations. Section 2 introduces the dual quaternion Ambisonics representation, while Section 4 presents the proposed DualQSELD-TCN, which is evaluated in Section 5. Finally, we draw conclusions in Section 6.

2. Quaternions and Dual Quaternions Background

2.1. Quaternion numbers

A quaternion number is a direct non-commutative extension of a complex-valued number, involving three imaginary units and four real-valued coefficients. More generally, the set of quaternion numbers \( \mathbb{H} \) lies in a four-dimensional associative normed division algebra, belonging to the class of Clifford algebras [37]. A quaternion number is represented as

\[
q = q_W + q_Xi + q_Yj + q_Zk,
\]

whereby \( q_W \) is the real part and \( q = q_Xi + q_Yj + q_Zk \) the imaginary one, in which the units comply with \( i^2 = j^2 = k^2 = -1 \), yielding to the multiplication \( ij = -ji \); \( ik = -ki \); \( jk = -kj \). If the real part \( q_W \) is equal to 0, the resulting element is called a pure quaternion. The conjugate of a quaternion is \( q^* = q_W - q_Xi - q_Yj - q_Zk \), while a quaternion with \( \|q\| = 1 \), where \( \| \| \) represents the Euclidean norm in \( \mathbb{R}^4 \), is a unit quaternion. The addition of two quaternions \( q \) and \( p \) is performed element-wise as \( q + p = (q_W + p_W) + (q_X + p_X)i + (q_Y + p_Y)j + (q_Z + p_Z)k \). The multiplication between two quaternions is instead defined by \( q \otimes p = (q_Wp_W - q_Xp_X - q_Yp_Y - q_Zp_Z) + (q_Wp_Y + q_Yp_W + q_Xp_Z - q_Zp_X)j + (q_Yp_X - q_Xp_Y + q_Wp_Z - q_Zp_W)k \), which is the dot product among vectors and \( \times \) is the cross product. The multiplication between quaternions, also known as Hamilton product, was defined to properly model interplays among imaginary units due to the non-commutativity of cross products in this domain. Often, a quaternion is also implicitly indicated by 4D vectors involving its real representation that consider the four real-valued coefficients only. Therefore, leveraging this representation for the input quaternion \( p = [p_W, p_X, p_Y, p_Z] \), computed with both the location-sensitive detection metrics and the class-sensitive localization metrics.

The rest of the paper is organized as follows. In Section 2 we expound the background on quaternion algebra and dual quaternion operations. Section 3 introduces the dual quaternion Ambisonics representation, while Section 4 presents the proposed DualQSELD-TCN, which is evaluated in Section 5. Finally, we draw conclusions in Section 6.
the Hamilton product can be also expressed in a matrix-vector multiplication form as follows:

\[
q \otimes p = \begin{bmatrix}
q_w & -q_x & -q_y & -q_z \\
q_x & q_w & -q_z & q_y \\
q_y & q_z & q_w & -q_x \\
q_z & -q_y & q_x & q_w
\end{bmatrix}
\begin{bmatrix}
p_w \\
p_x \\
p_y \\
p_z
\end{bmatrix}.
\] (2)

Moreover, quaternions are particularly appropriate to represent rotation in \(\mathbb{R}^3\). Indeed, a unit quaternion can be expressed through polar coordinates as

\[
q_0 = q_0 + q = \cos \theta + u \sin \theta,
\] (3)

with \(\theta \in (-\pi, \pi]\) and \(u\) unit vector that indicates the direction. The rotation matrix can be then defined following [38], and applied to the unit quaternion vector to be rotated.

2.2. Dual quaternion numbers

Dual numbers have a similar form to complex numbers and still being part of a hypercomplex number system discovered by Clifford [39]. They are composed of two elements, a real part and a dual part multiplied by the dual unit. Formally, they can be introduced as

\[
d = d_1 + \epsilon d_2,
\] (4)

with \(d_1, d_2 \in \mathbb{R}\) and \(\epsilon\) dual unit complying with the properties \(\epsilon \neq 0\), \(\epsilon^2 = 0\). As for quaternions, also this domain involves the conjugate operation, which is described as \(d^* = d_1 - \epsilon d_2\). Addition and subtraction of dual numbers are element-wise operations: \(d + c = (d_1 + c_1) + \epsilon (d_2 + c_2)\), while the multiplication is \(d \cdot c = c_1 d_1 + \epsilon (c_1 d_2 + c_2 d_1) + \epsilon^2 (c_2 d_2)\), however, since \(\epsilon^2 = 0\), the last term vanishes. As for the Hamilton product, also dual numbers product has a matrix form which follows

\[
\hat{d} \cdot \hat{c} = \begin{bmatrix}
c_1 d_2 \\
c_1 d_1 + c_2 d_1
\end{bmatrix}.
\] (5)

Dual quaternions are dual numbers involving quaternions instead of real coefficients with the dual unit \(\epsilon\) that commutes with each element of the algebra that is \(\epsilon i = i \epsilon\); \(\epsilon j = j \epsilon\); \(\epsilon k = k \epsilon\). Differently from quaternions, however, they do not form a division algebra. Given two quaternions \(q, q_r \in \mathbb{H}\), a dual quaternion number is expressed as

\[
\hat{q} = q + \epsilon q_r.
\] (6)

Interestingly, due to their complexity, dual quaternions have two conjugation operations. The first one is computed by conjugating both the quaternions \(q\) and \(q_r\) resulting in \(\hat{q}^* = q_w - q_x i - q_y j - q_z k + \epsilon (q_r w - q_r x i - q_r y j - q_r z k)\). The second conjugation is computed by conjugating the dual unit too, thus the formula becomes \(\hat{q}^{**} = q_w - q_x i - q_y j - q_z k + \epsilon (-q_r w + q_r x i + q_r y j + q_r z k)\). As for previous number systems, also dual quaternions involve an element-wise addition: \(\hat{q} + \hat{p} = (q + p) + \epsilon (q_r + p_r)\). The multiplication operation can be instead introduced involving the Hamilton product in (2) as \(\hat{q} \hat{p} = q \otimes p + \epsilon (q \otimes p_r + q_r \otimes p)\). Therefore, its matrix form can be written as:

\[
\hat{q} \hat{p} = \begin{bmatrix}
(q \otimes p_r) & 0 \\
(q \otimes p) & (q_r \otimes p)
\end{bmatrix},
\] (7)

whereby \(\otimes\) is the Hamilton product in (2) and the upper-right term is 0 due to the dual unit property \(\epsilon^2 = 0\).

Interestingly, dual quaternions are suitable for jointly applying rotation and translation. Given a quaternion in polar form \(q_0\) as in Eq.3, the corresponding rotation matrix \(R\) and a translation vector \(t = (t_1, t_2, t_3)\), a point \(v\) can be rotated and then translated by \(Rv + t\) [34, 40]. Then, the rotation-translation transformation can be encapsulated in a dual quaternion:

\[
\hat{\sigma} = q_0 + \frac{\epsilon}{2} t q_0.
\] (8)

3. Dual Quaternion Ambisonics Signals

First-order Ambisonics (FOA) microphones are composed of 4 capsules in which the first one corresponds to the spherical harmonic of order 0 and it is usually a pressure microphone that is an omnidirectional microphone. The latter three capsules capture instead the acoustic velocity, corresponding to the harmonic functions of order 1. Respectively, these capsules are named \(W, X, Y,\) and \(Z\). Therefore, a discrete-time signal \(s[n]\) with angles \(\theta, \phi\) can be represented in the so-called B-format Ambisonics representation:

\[
\begin{cases}
x_W[n] = s[n] / \sqrt{3} \\
x_X[n] = s[n] \cos \theta \cos \phi \\
x_Y[n] = s[n] \sin \theta \cos \phi \\
x_Z[n] = s[n] \sin \phi.
\end{cases}
\] (9)
This representation involves highly correlated components that can be straightforwardly enclosed in a quaternion by treating the four signals as the real-valued coefficients of the quaternion [18, 20]. However, when dealing with an array of two microphones, we need to encapsulate the resulting eight channels in two different quaternions, where each microphone signal will have the form in (9). Nevertheless, these representations are processed as different entities since QNNs deal with four-dimensional inputs only. This separation may cause a loss of correlated information coming from the eight capsules signal. An array of two Ambisonics microphones is usually employed to have a more wide and precise coverage of the spatial sound field. Nevertheless, using two different quaternions to treat them just build two different spatial representations, while the proper way should be building an augmented representation of it.

To address this issue, we propose to exploit the augmented representation given by the dual quaternion form and enclose the B-format Ambisonics signals of microphones $A$ and $B$ in

$$\hat{x} = x^A_W[n] + x^B_W[n]i + x^B_X[n]j + x^B_Z[n]k + \epsilon(x^B_W[n] + x^B_X[n]i + x^B_Y[n]j + x^B_Z[n]k).$$

(10)

Thanks to the dual quaternion characterization, we build a more compact representation of the two microphones signals. However, (10) has eight degrees of freedom (8DOF) while the dual ambisonics spatial field has just six degrees. Therefore, to parameterize the spatial sound field, we have to impose some constraints. A common approach in kinematics, where known methods want to parameterize rotations (3DOF) and translations (3DOF), is normalizing (10) to a unit dual quaternion [31, 29, 28, 41]. Unit dual quaternions have unit norm as $||\hat{x}|| = \hat{x} \cdot \hat{x} = 1$. However, as introduced in Section 2, the product of two dual quaternions is composed of two terms, being $\hat{x} \cdot \hat{x} = x^A \cdot x^A + \epsilon(2x^A \cdot x^B)$, without reporting the term multiplied by $\epsilon^2$ that vanishes due to the dual unit property. Therefore, to guarantee that such product is equal to 1 we have to impose the two following constraints [34, 42].

$$x^A \cdot x^A = x^A_W^2 + x^A_X^2 + x^A_Y^2 + x^A_Z^2 = 1,$$

(11)

$$x^A \cdot x^B = x^A_W x^B_W + x^A_X x^B_X + x^A_Y x^B_Y + x^A_Z x^B_Z = 0.$$  

(12)

Therefore, we can satisfy the equations in (11) by exploiting the following formulations on the quaternions $x^A$ and $x^B$:

$$\bar{x}^A = x^A \frac{1}{||x^A||} = \frac{x^A_W + x^A_X + x^A_Y + x^A_Z}{\sqrt{x^A_W^2 + x^A_X^2 + x^A_Y^2 + x^A_Z^2}},$$

(13)

$$\bar{x}^B = x^B - x^B \frac{x^A}{||x^A||^2},$$

(14)

Then, the normalized form of the dual quaternion in (10) will involve the above-computed $\bar{x}^A$ and $\bar{x}^B$. By applying these transformations to the dual quaternion input we reduce it to have 6DOF [43]. This representation allows an accurate reconstruction of the spatial sound field leading to a more precise localization in the 3D space and a more immersive audio experience for AR and VR applications.

4. Dual Quaternion Network for Sound Event Localization and Detection

4.1. Quaternion and Dual Quaternion Networks

In this section, we expound the main concepts underlying quaternion and dual quaternion neural networks. We give formal definitions for fully-connected (FC) layers in real, quaternion and dual quaternion domain, however, the same definitions hold for convolutional layers too [44, 45].

Given an input $x \in \mathbb{R}^{n \times 1}$ and a set of parameters $W \in \mathbb{R}^{n \times m}$ of weights and $b \in \mathbb{R}^{n \times 1}$ biases, a real-valued FC layer takes the form

$$y = \sigma(Wx + b),$$

(15)

whereby $y \in \mathbb{R}^{n \times 1}$ is the output, $W$ contains $n \times m$ parameters, and $\sigma$ is the activation function.

Quaternion Neural Networks (QNNs) define each input, weight, bias and output as a quaternion in (1). Therefore, the multiplication $Wx$ in (15) becomes a multiplication between two quaternions and has to be performed following the Hamilton product in (2). Given a quaternion input $x = x_W + x_Xi + x_Yj + x_Zk$, the quaternion FC (Q-FC) layer with a weight matrix $W = W_W + W_Xi + W_Yj + W_Zk$, bias $b = b_W + b_Xi + b_Yj + b_Zk$ is then:

$$y = \sigma(W \otimes x + b),$$

(16)
in which the activation function  may be a quaternion function or a split activation function [45]. The weight matrix \( W \in \mathbb{H}^{n \times m} \) comprises real-valued submatrices, which are composed according to (2). Due to the reusing of submatrices, a quaternion weight matrix has \( n \times m/4 \) parameters, thus, quaternion layers save 75% of parameters. Moreover, since submatrices are also shared among input components (e.g., \( W_R \) is multiplied for each one of the components of \( x \), and so on), QNNs are capable of learning correlations among input dimensions such as pixels of RGB images or signals of multi-channel audio [18].

As for quaternion models, also Dual Quaternion neural networks (DualQNNs) operate with dual quaternion inputs, weights and outputs. Therefore, the weight matrix \( W \) takes the form of (7) involving two quaternion weight matrices \( Q = Q_W + Q_X i + Q_Y j + Q_Z k \) and \( \hat{Q} = \hat{Q}_w + \hat{Q}_x i + \hat{Q}_y j + \hat{Q}_z k \). Interestingly, the resulting matrix is more sparse with respect to real and quaternion-valued matrices due to the zero-block component in (7) [29]. Due to this property, dual quaternion layers can be implemented to save computations, without multiplying the zero-part of the weight matrix, thus reducing the number products. However, this advantage strongly depends on the implementation since two different pathways can be covered. The first one relies on the building of the weight matrix including the zero-part as in (7) and then multiply/convolve the full matrix for the input. The second alternative relies in splitting the multiplication in (7), thus avoiding the product between the zero-part and the input, thus saving computations.

4.2. DualQSELD-TCN

To test the dual quaternion representation abilities in modelling a real-world 3D spatial sound field, we perform the task of sound event localization and detection (SELD). This task consists in jointly performing two sub-tasks: the first one is the sound event detection (SED) that aims at learning the class of the sound and the segment of the audio frame at which this sound appears, while the second one is the direction of arrival (DOA) estimation, thus learning the spatial coordinates of the sound source. The latter is the most arduous challenge and the one on which we focus our attention. Indeed, while the detection task is not heavily influenced by the kind of input representation we employ, a dual quaternion model should instead better capture the DOA thanks to its augmented representation of the 3D space.

To this end, we propose a dual quaternion sound event localization and detection network with temporal convolutional blocks (DualQSELD-TCN) inspired by [19]. In this model, we exploit operations in the dual quaternion domain, including the product in (7) for neural layers and we enclose the two microphones signals as in (10). We extract the features through a short-time Fourier transform (STFT) with an Hamming window of length 512. Magnitudes from the two microphones are then stacked resulting in an input of \( T \times 256 \times 8 \) with \( T \) frames and where the last dimension becomes 16 whether we involve also the phase information. The model, whose overall architecture is displayed in Fig. 1b, then handles the eight-channel input through a dual quaternion convolution (DualQ-Conv) block and a DualQ temporal convolution (DualQ-TC) block, which together compose a DualQ-Conv-TC block (Fig. 1a). Instead, the processing of the sixteen-channel input is performed by employing two parallel DualQ-Conv-TC blocks (Fig. 1c), allowing to encapsulate the magnitude and the phase of each microphone in a dual quaternion and process them appropriately. Finally, in both cases, two separate branches take care of predicting the SED and the DOA. More in detail, the first architecture block comprises three DualQ-Conv2D layers, each followed by batch normalization layer, ReLU activation function, max pooling applied to the frequency axis and dropout. The input should then be properly organized to be fed into the DualQ-TC block, therefore we stack frequency and channel axis together [19]. The core part of our model is the TC block, which has been introduced to remove the computational-heavy sequential processing of recurrent networks [46]. It involves 10 residual blocks containing DualQ non-causal dilated convolutions (DualQ-DConv) that enlarge the receptive field considering also future samples rather than only present and past ones [47, 48]. These layers have a dilation rate computed by employing the first ten numbers of the Fibonacci sequence. A batch normalization layer is applied to the output of each DualQ-DConv and, consequently, we employ a gated tanh unit (GTU) with the form

\[
y = \tanh(W_f \ast x) \circ \sigma(W_g \ast x),
\]

in which \( W_f \) and \( W_g \) are the convolutional filters of the left and right side of the gate, with tanh and
sigmoid activation functions, respectively. The input goes then into a spatial dropout and in two parallel 1D DualQ-Conv layers, where the first one is used for the skip connection and the second one to preserve the dimensionality of the residual connection that flows into the next residual block together with the original input. The sum of all the skip connections is then passed through a ReLU activation function and then to the last DualQ-Conv layers with ReLU and tanh, respectively, with max pooling applied after each activation in order to match the correct output dimension. Finally, in the eight-channel input case, the classifier branches are composed of DualQ fully connected layers (DualQ-FC) while, in the sixteen-channel input case, the classifier branches are completely real-valued. This is because the two parallel DualQ-TC blocks learn different representations and a dual quaternion representation of them would not be appropriate. In both cases, dropout is applied and an ending real-valued FC is employed to specify the number of classes for SED and the cartesian coordinates for DOA.

5. Experiments and Discussion

In this section, we present the experimental evaluation and the results discussion. To be consistent with previous literature where novel hypercomplex models are usually compared with their real-valued and quaternion-valued counterparts [49], we evaluate the performance of the proposed approach against the real-valued SELD-TCN baseline [46] and its quaternion counterpart, QSELD-TCN [19]. We slightly modify the latter to properly process signals from two Ambisonics, thus we create two parallel Q-Conv-TC blocks in order to involve a quaternion for each microphone, resulting in an architecture similar to the DualQSELD-TCN parallel in Fig. 1c but using quaternion-valued layers instead of dual quaternion-valued layers. Moreover, in order to guarantee a fair comparison among models, we also test an augmented version of the QSELD-TCN with a number of parameters comparable to both the real-valued baseline and the proposed DualQSELD-TCN.

5.1. L3DAS21 Dataset

The Learning 3D Audio Sources 2021 (L3DAS21) dataset for the SED task contains approximately 15 hours of simulated office environment sounds divided in 900 1-minute-long samples, obtained through two MSMP B-format Ambisons [11]. In each frame, there may be up to three simultaneously active sounds belonging to the 14 sound classes selected from the FSD50K dataset [50]. Samples have a frequency of 32 kHz, 16 bit and the difference of amplitude among sounds ranges from 0 to 20 dBFS. The target consists of a matrix with dimension \([n_{\text{frame}}, n_{\text{class}} \times n_{\text{overlap}}]\) for the
SED sub-task, while for DOA sub-task we have a larger matrix of \([n_{frame}, n_{class} \times n_{overlap} \times 3]\), where 3 is for the three \(x, y, z\) coordinates in the 3D space, \(n_{overlap} = 3\) and \(n_{class} = 14\).

5.2. Metrics

To evaluate the performance of our model in a robust way, we employ several objective metrics. We compute the \(F\) score as suggested by the L3DAS21 Challenge and the error rate (ER) through the location-sensitive detection metrics \([11, 12]\). We build a score from these metrics, which we name location-sensitive detection (LSD\(_{score}\)), defined as

\[
LSD_{score} = \frac{\text{ER} + (1 - F)}{2}.
\]

Then, we consider other two metrics suggested by the DCASE21 Challenge \([51]\), the localization error (LE) and the localization recall (LR), which are computed through the class-sensitive localization metrics \([52]\). We give rise to another score from the latter ones, named class-sensitive localization (CSL\(_{score}\)), of the form

\[
CSL_{score} = \frac{(\text{LE}/180) + (1 - \text{LR})}{2}.
\]

Finally, we also involve a novel global metric that combines LSD\(_{score}\) and CSL\(_{score}\), thus taking into account both the location-sensitive detection and the class-sensitive localization and then being more robust to unbalanced results. Indeed, the SELD task comprises two sub-tasks SED and DOA and an unsuitable or insufficient assessment of the two may compromise the global evaluation of the model. We name the average of LSD\(_{score}\) and CSL\(_{score}\) as global SELD (G-SELD\(_{score}\)). The closer to 0 the value of the G-SELD\(_{score}\), the better the predictions are, while values equal to 1 indicates bad performance. We believe that the G-SELD\(_{score}\) is a more robust evaluation metrics, being based on four different metrics that are computed with two diverse evaluation methods.

5.3. Architecture and training

In this subsection, we provide training and architectures details to reproduce our experiments.

We test two versions of the proposed DualQSELD-TCN network, named DualQSELD-TCN (Fig. 1b) and DualQSELD-TCN parallel (DualQSELD-TCN\(_p\)) in Fig. 1c, the latter with two parallel DualQ-Conv-TC blocks in order to encapsulate the magnitudes and phases features of each microphone in two different dual quaternions. The proposed model comprises the initial convolutional blocks with \(P = 192\) filters of dimension \(3 \times 3\) for each layer and pooling of \(mp = [8, 8, 2]\), respectively, while the dropout probability is 0.3. In the DualQ-TC block, where we stack \(D = 10\) resblocks resulting in a receptive field of 287, the DualQ dilated convolutions involves \(G = 384\) filters with size 3, while both the parallel 1D DualQ-Conv have a kernel size equal to 1 and \(U = L = 384\) and the spatial dropout probability is set to 0.5. The last two DualQ-Conv of the DualQ-TC block still have \(V = 384\) filters of size 3. Finally, the classifier branches are then composed of DualQ-FC layers of \(R = 384\) nodes each (FC layers of \(R = 128\) nodes each in the case of DualQSELD-TCN\(_p\)), with the final real-valued layer with a number of nodes equal to the required target. We train each model for a minimum of 1000 epochs and an early stopping with patience equal to 300, through the Adam optimizer having an initial learning rate of 0.0001. We jointly optimize the SELD binary cross-entropy loss and the DOA mean squared error by weighting the latter 5 times with respect to the first one \([11]\).

5.4. Results discussion

We perform the tests in two scenarios. First, we involve as input to the model the magnitudes extracted from the two Ambisonics microphones, thus the eight channels are encapsulated in the dual quaternions as in (10). Then, we want to further push our approach leveraging also the phase information, thus passing to the model a sixteen-channel input.

In the first section of Table 1, we report the computed scores for the comparison with the baselines SEDL-TCN and QSELD-TCN in the real and quaternion domain, respectively. The quaternion network performs better than the real-valued one, indicating the advantages of processing Ambisonics signals through quaternion algebra, as stated in \([19, 18, 20]\). Our approach, exceeds both the baselines, especially in the CSL\(_{score}\), thus having better LE and LR scores. This means that our DualQSELD-TCN model improves the sound localization with respect to the baselines, thanks to the augmented representation of the dual quaternion. Once we ensure that the proposed model can build a more accurate representation of the sound field, we further push up its capabilities considering also the phase information as input features. This
Table 1: Metrics results on the L3DAS21 dataset. The first section reports the comparisons with real-valued and quaternion-valued baselines, while the last section involves further experiments with the proposed approach to improve the spatial sound field representation.

| Model                  | Params | Features    | LSD↓ | CSL↓ | G-SELD↓ |
|------------------------|--------|-------------|------|------|---------|
| SELD-TCN               | 1.6M   | Mag         | 0.533| 0.413| 0.473   |
| QSELD-TCN              | 0.8M   | Mag         | **0.506** | 0.404 | 0.455   |
| QSELD-TCN              | 1.6M   | Mag         | 0.550| 0.378| 0.464   |
| DualQSELD-TCN          | 3.6M   | Mag+Phase   | 0.369| 0.279| 0.324   |

results in more accurate scores for both the tasks with a G-SELD↓ score improved from 0.439 to 0.356. Finally, we achieve the best scores with the parallel version DualQSELD-TCN∥, which encapsulates magnitudes and phases of each microphone in two diverse dual quaternion representations. This enhanced model gains the best G-SELD↓ score of 0.324.

6. Conclusion

In this paper, we introduce a novel augmented representation for the spatial sound field acquired through an array of Ambisonics microphones. Our dual quaternion representation exploits the quaternion algebra to preserve correlations among signals, while building an augmented characterization of the sound field with six degrees of freedom. We show the improved abilities of our approach in the sound event localization and detection (SELD) task, where the proposed dual quaternion SELD-TCN (DualQSELD-TCN) network outperforms both real and quaternion-valued baselines.
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