Impulsive stimulated scattering signal in supercooled liquids with Debye or Havriliak-Negami relaxation of the specific heat capacity and thermal expansion coefficient
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A generalized physical model is introduced to describe the impulsive stimulated scattering (ISS) response of relaxing systems to photothermal excitation in a periodical grating geometry. The proposed approach starts from Debye and Havriliak-Negami expressions for both the frequency-dependent heat capacity, $C(\omega)$, and thermal expansion coefficient, $\gamma(\omega)$. Simulations are carried out on glycerol to test and compare the developed models with the existing semi-empirical model [1]. Debye behavior of the specific heat capacity is shown to be compatible with a two-temperature scenario, in which, in addition to the classical, experimentally observable temperature that characterizes the distribution of the system over vibrational energy states, a second temperature characterizes the state of the configurational energy landscape. The models here developed have been applied for the interpretation of the experimental ISS signals of supercooled glycerol, illustrating simultaneous and separate assessment of $C(\omega)$ and $\gamma(\omega)$ up to sub-100 MHz from thermoelastic transients.

I. INTRODUCTION

The intriguing behavior of glass-forming liquids is attracting continued interest from many researchers [2–9]. By virtue of its ability to simultaneously probe multiple relaxation processes (thermal expansion, acoustic and even orientational response [10, 11]), the use of impulsive stimulated scattering (ISS) in a periodical grating geometry has been successful in obtaining new insights from the thermoelastic response (measured via the accompanying coherent diffraction of a probe laser beam) to impulsive photothermal excitation of different glassformers [11–17]. Standard thermo-mechanical modelling, based on the assumption of frequency independent or non-relaxing heat capacity and thermal expansion coefficient, have been shown not to be adequate to characterize the dynamics triggered in an ISS experiment, especially for viscous systems. Along with the first experimental ISS results, a semi-empirical model (SEM) [1], relying on a stretched-exponential function to describe the nontrivial initial thermal expansion rise of the ISS signal, has proved to be effective to describe the ISS response of glycerol, salol, and oil DC705 [1, 12–14]. Inspired by successful descriptions in literature of experimental results for the temperature response to heating [18–21] by invoking a frequency dependent heat capacity $C$, and indications for a frequency dependent thermal expansion coefficient $\gamma$ [6], here, we derive analytically a generalized ISS model to take into account the relaxation of $C$ and $\gamma$, which are not implicitly considered in the SEM. We start from frequency domain versions of the thermal diffusion equation and the thermoelastic equation and we impose a frequency dependent heat capacity and thermal expansion coefficient according to Debye and Havriliak-Negami (HN) relaxation models. We then
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investigate to what extent the introduced physical model is consistent with the empirical model by conducting a case study on ISS results of glycerol reported in Refs. [14, 22]. We also present an interpretation of the Debye assumption for the frequency dependent heat capacity and thermal expansion coefficient in the framework of a two-temperature model (TTM). Furthermore, a set of experimentally recorded ISS signals of a supercooled glycerol is analysed with the developed models to extract $C(\omega)$ and $\gamma(\omega)$ up to sub-100 MHz. This largely extends the upper limit of the previously accessible bandwidth, 100 kHz [19] and 1 Hz [21] respectively for the spectroscopy of $C$ and $\gamma$, enabling the comparison of fragility by thermal, mechanical, and dielectric susceptibilities in a broader frequency/temperature range. The manuscript is organized as follows: In Section II we present analytical expressions for the temperature response to impulse photothermal excitation in a grating geometry in two scenarios: frequency independent and frequency dependent (according to Debye and HN functions) heat capacity. In Section III a continuum mechanics thermoelastic model is used to calculate the response of the material strain to photothermal excitation, by considering the temperature change as source term in the equation of motion, in which Debye and HN relaxation behavior of thermal expansion is coupled. A comparison between results obtained by the newly proposed approach and simulations by the empirical model for literature values on glycerol [14] is presented in Section IV. In Section V the compatibility between Debye frequency dependence of the heat capacity and of thermal expansion coefficient and the TTM is verified. Finally, in Section VI, we apply the developed models to the concrete case of the experimental ISS signals recorded on a supercooled glycerol. The present work accompanies the results presented in Ref. [22], in which the thermal relaxation dynamics of glycerol is investigated by a combination of ISS and thermal lens spectroscopy [23].

II. TEMPERATURE RESPONSE TO IMPULSIVE PHOTOTHERMAL EXCITATION IN A PERIODICAL PHOTO THERMAL GRATING GEOMETRY

A. Scenario with frequency-independent heat capacity

In this section we calculate the temperature evolution of a system that is subject to impulsivie photothermal excitation generating a transient thermal grating (TTG). For now, we assume that the heat capacity is frequency independent.

The starting point is the thermal diffusion equation in the temperature $T$ for a 1D infinite geometry [24]:

$$\frac{\partial^2 T}{\partial x^2} - \frac{\rho C}{\kappa_T} \frac{\partial T}{\partial t} = -\frac{Q(x,t)}{\kappa_T},$$  

where $\rho$ (kg m$^{-3}$), $\kappa_T$ (W m$^{-1}$ K$^{-1}$) and $C$ (J kg$^{-1}$ K$^{-1}$)) are the mass density, the thermal conductivity and the frequency-independent heat capacity per unit mass, while $Q(x,t)$ (W m$^{-3}$) is the heat source. In ISS experiments, the heat input is impulsive in time and periodical in space:

$$Q(x,t) = Q_0 \cos(qx)\delta(t),$$  

where $Q_0$ (J m$^{-3}$) is the supplied heat density and $q$ (m$^{-1}$) is the wavenumber, defined as $2\pi$ times the inverse of spatial period of periodical light intensity pattern. Prior to excitation, the system is at equilibrium at constant temperature $T_0$.

After taking a Fourier transform, the following frequency domain expression is obtained:

$$\frac{\partial^2 \tilde{T}}{\partial x^2} - i\omega \rho C^\infty \tilde{T} = -\frac{1}{\kappa_T} \tilde{Q}(x,\omega),$$  

and the solution for temperature field reads:

$$\tilde{T}(x,\omega) = T_0 \delta(\omega) + \frac{Q_0}{2\pi i \rho C(\omega - i\alpha q^2)} \cos(qx),$$  

where $\alpha = \kappa_T/(\rho C)$ (m$^2$ s) is the thermal diffusivity. By taking an inverse Fourier transform, the following expression is obtained for the temperature evolution:

$$T(x,t) = T_0 + \frac{Q_0}{\rho C} \cos(qx) \exp(-\alpha q^2 t) \theta(t),$$  

where $\theta(t)$ is the Heaviside step function.

B. Scenario with frequency dependent heat capacity

1. Debye model

The following Debye expression for the frequency dependent heat capacity [25]:

$$C(\omega) = C_\infty + \frac{\Delta C}{1 + i\omega\tau_C} = C_\infty + \frac{\Delta C}{1 + i\frac{\omega}{\omega_C}},$$  

with $C_\infty$ the part of the heat capacity related to the higher frequency response, or, in time domain, the instantaneous response of the temperature to impulsive heating. $\Delta C$ is the additional part of the heat capacity that determines the reduction of the temperature response at low frequencies (lower than the relaxation frequency $\omega_C = \tau_C^{-1}$), or, in time domain, at times longer than the relaxation time $\tau_C$.

Upon substitution of the expression for $C(\omega)$ into Eq. 3 we get the following differential equation:

$$\frac{\partial^2 \tilde{T}}{\partial x^2} - i\omega \rho \left(C_\infty + \frac{\Delta C}{1 + i\frac{\omega}{\omega_C}}\right) \tilde{T} = -\frac{1}{\kappa_T} \tilde{Q}(x,\omega).$$  

Inserting the expression for the heat source $\tilde{Q}(x, \omega)$ (obtained transforming in frequency domain Eq. 2), we obtain the following solution:

$$\tilde{T}(x, \omega) = T_0 \delta(\omega) - \frac{iQ_0 (\omega - i\omega C)}{2\pi \rho C_\infty (\omega - \omega_1) (\omega - \omega_2)} \cos(qx),$$

(8)

Thus, we obtain:

$$\omega_1 = \frac{i}{2} \left\{ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) - \sqrt{\left[ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) \right]^2 - 4\alpha_\infty q^2 \omega C} \right\},$$

(9)

$$\omega_2 = \frac{i}{2} \left\{ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) + \sqrt{\left[ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) \right]^2 - 4\alpha_\infty q^2 \omega C} \right\},$$

(10)

The expression for the temperature in time domain can be obtained by applying the inverse Fourier transform to Eq. 8 (see Appendix B for more details). Thus, we obtain:

$$T(x, t) = T_0 + \frac{Q_0}{\rho C_\infty} \cos(qx) \times \left[ \frac{(\omega_1 - i\omega C)}{(\omega_1 - \omega_2)} \exp(i\omega_1 t) + \frac{(\omega_2 - i\omega C)}{(\omega_2 - \omega_1)} \exp(i\omega_2 t) \right] \theta(t) =$$

$$= T_0 + \frac{Q_0}{\rho C_\infty} \cos(qx) \exp \left\{ -\frac{t}{2} \left[ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) \right] \right\} \times$$

$$\times \left\{ \cosh \left( \frac{t}{2} \sqrt{\left[ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) \right]^2 - 4\alpha_\infty q^2 \omega C} \right) +$$

$$- \frac{\left[ \alpha_\infty q^2 + \omega C \left( \frac{\Delta C}{C_\infty} - 1 \right) \right]}{\sqrt{\left[ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) \right]^2 - 4\alpha_\infty q^2 \omega C}} \sinh \left( \frac{t}{2} \sqrt{\left[ \alpha_\infty q^2 + \omega C \left( 1 + \frac{\Delta C}{C_\infty} \right) \right]^2 - 4\alpha_\infty q^2 \omega C} \right) \right\} \theta(t).$$

(11)

2. Havriliak-Negami model

Simple Debye relaxation behavior has turned out not to be a fully adequate description for the dynamic behavior of many glass-forming materials. By virtue of two additional model parameters $a_C$ and $b_C$, the generalized Havriliak-Negami (HN) model [26]:

$$C(\omega) = C_\infty + \frac{\Delta C}{\left[ 1 + (i\omega \tau_C)^a_C \right]^b_C} = C_\infty + \frac{\Delta C}{\left[ 1 + \left( i\frac{\omega}{\omega_C} \right)^a_C \right]^b_C},$$

(12)

has been shown to be more effective (note that the HN model tends to the Debye model when $a_C = b_C = 1$).

In this case, the temperature response in the frequency domain is given by:

$$\tilde{T}(x, \omega) = T_0 \delta(\omega) - \frac{iQ_0 \left[ \omega a_C^C + (i\omega)^{a_C^C} b_C^C \right] \cos(qx)}{2\pi \rho C_\infty \left\{ \omega \left[ \omega a_C^C + (i\omega)^{a_C^C} b_C^C \right] + \frac{\Delta C}{C_\infty} \omega \omega_C^C b_C^C - i\alpha_\infty q^2 \left[ \omega a_C^C + (i\omega)^{a_C^C} b_C^C \right] \right\}}.$$  

(13)

As the exponents $a_C$ and $b_C$ are typically non-integer, analytical derivation of the inverse Fourier transform of the latter expression is cumbersome. Therefore, in this work, this inverse Fourier was performed numerically.
III. ISS SIGNAL

A. Constitutive equation

Impulsive stimulated scattering occurs due to coherent diffraction of a probe beam that trespasses a medium of interest in which, via its relation with the refractive index, a spatially periodic strain pattern is present. The ISS signal is therefore proportional to the magnitude of the strain grating in the medium. In this subsection we derive, for different scenarios for the relaxation behavior an expression for the displacement and strain. We assume that the viscoelastic behavior of the material can be described by the Kelvin-Voigt model, corresponding with a lumped model containing a spring and a dashpot in parallel (as described on page 87 of Ref. [27]).

Under this assumption, the constitutive equations are:

\[
\begin{align*}
\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} &= \nabla \cdot \sigma \\
\sigma &= \mathbf{C} \varepsilon + \eta \frac{\partial \varepsilon}{\partial t},
\end{align*}
\]

(14)

where \( \mathbf{u} \) (m) is the displacement, \( \sigma \) (Pa) is the stress, \( \mathbf{C} \) (Pa) is the stiffness matrix and \( \eta \) (Pa s) is the viscosity.

By defining:

\[
\frac{\partial^2 \mathbf{u}_x}{\partial t^2} = c_L^2 \left( 1 + \tau_\eta \frac{\partial}{\partial t} \right) \frac{\partial^2 \mathbf{u}_x}{\partial x^2} - \left( 3c_L^2 - 4c_T^2 \right) \gamma \left( 1 + \tau_\eta \frac{\partial}{\partial t} \right) \frac{\partial T}{\partial x},
\]

(16)

where \( c_L = \sqrt{(\lambda + 2\mu)/\rho} \) and \( c_T = \sqrt{\mu/\rho} \) are the longitudinal and transverse velocities \( \text{(m/s)} \), with \( \lambda \) (Pa) and \( \mu \) (Pa) the two Lamé coefficients. \( \gamma \) is the linear expansion coefficient.

B. ISS response in case of frequency independent heat capacity and thermal expansion

In this subsection we derive, for a non-relaxing medium, a general expression for the displacement occurring when the system is excited by a transient optical grating. To do this, we apply the temporal Fourier transform to Eq. 16 to get:

\[
-\omega^2 \tilde{u}_x = c_L^2 \left( 1 + i\omega\tau_\eta \right) \frac{\partial^2 \tilde{u}_x}{\partial x^2} - \left( 3c_L^2 - 4c_T^2 \right) \left( 1 + i\omega\tau_\eta \right) \gamma \frac{\partial \tilde{T}}{\partial x}.
\]

(17)

By defining:

\[
c^2(\omega) = c_L^2 \left( 1 + i\omega\tau_\eta \right)
\]

(18)

and

\[
\xi(\omega) = 3 - \frac{4c_T^2}{c_L^2},
\]

(19)

we can write Eq. 17 in the more compact form:

\[
\frac{\partial^2 \tilde{u}_x}{\partial x^2} + \frac{\omega^2}{c^2(\omega)} \tilde{u}_x = \xi(\omega) \gamma \frac{\partial \tilde{T}}{\partial x},
\]

(20)

In order calculate the displacement occurring due to the TTG excitation, we use the solution for the temperature in frequency domain, as derived in Section 4:

\[
\frac{\partial^2 \tilde{u}_x}{\partial x^2} + \frac{\omega^2}{c^2(\omega)} \tilde{u}_x = Z(\omega) \sin(qx),
\]

(21)

where

\[
Z(\omega) = -\frac{\eta Q_0 \xi(\omega) \gamma}{2\pi \rho C(\omega - i\alpha q^2)}.
\]

(22)

The general solution of Eq. 21 is \( \tilde{u}(x,\omega) = z(x,\omega) + z_p(x,\omega) \), where \( z_p(x,\omega) \) is a particular solution of Eq. 21, while \( z(x,\omega) \) is the solution of the associated homogeneous differential equation. It can be shown that

\[
\hat{z}(p,\omega) = \frac{Z(\omega)c^2(\omega)}{\omega^2 - \xi^2 c^2(\omega)} \sin(qx)
\]

(23)
is a particular solution of Eq. 21.  
In order to have the system at rest before the excitation (i.e. \( u(x, t) = 0 \) and \( \frac{\partial u}{\partial t}(x, t) = 0 \) for negative times) and avoid divergence of the displacement at infinity, we must have \( z(x, \omega) = 0 \) \forall \omega.  
Hence the final solution is:

\[
\hat{u}(x, \omega) = z_p(x, \omega) = \frac{Z(\omega)c^2(\omega)}{\omega^2 - q^2c^2(\omega)} \sin(qx) \quad (24)
\]

Substituting back the expressions for \( Z(\omega) \), \( \xi(\omega) \) and for \( c(\omega) \) in the latter equation we obtain:

\[
\hat{u}(x, \omega) = -\frac{qQ_0\gamma \left(3c_L^2 - 4c_T^2\right)}{2\pi\rho C'(\omega - i\alpha q^2)} \frac{(1 + i\omega \tau)\sin(qx)}{(\omega - \omega_3)(\omega - \omega_4)} \quad \omega_4 = \frac{q^2}{2} \left[c_L^2 \tau + \sqrt{c_L^2 \tau^2 - \frac{4\rho}{q^2} c_T^2}\right] \quad (27)
\]

The time domain expression for the displacement can be obtained by applying an inverse Fourier transform to Eq. 25 (see Appendix B), resulting in:

\[
u(x, t) = -\frac{qQ_0\gamma \left(3c_L^2 - 4c_T^2\right)}{2\pi\rho C'(\omega - i\alpha q^2)} \left\{ \frac{1 - \alpha q^2 \tau}{(i\alpha q^2 - \omega_3)(i\alpha q^2 - \omega_4)} \exp(-\alpha q^2 t) + \frac{1 + i\omega_3 \tau}{(\omega_3 - i\alpha q^2)(\omega_3 - \omega_4)} \exp(i\omega_3 t) + \frac{1 + i\omega_4 \tau}{(\omega_4 - i\alpha q^2)(\omega_4 - \omega_3)} \exp(i\omega_4 t) \right\} \theta(t) \quad (28)
\]

C. ISS response in case of frequency dependent heat capacity and thermal expansion described by the Debye model

In this section we assume that the heat capacity depends on frequency according to Debye model, in analogy with Subsection II B 1. Hence, we substitute Eq. 6 into Eq. 25 to get:

\[
\hat{u}(x, \omega) = -\frac{qQ_0\gamma \left(3c_L^2 - 4c_T^2\right)}{2\pi\rho C'_\infty(\omega - \omega_1)(\omega - \omega_2)(\omega - \omega_3)(\omega - \omega_4)} \sin(qx), \quad (29)
\]

where \( \omega_1 \) and \( \omega_2 \) are defined in Eqs. 9 and 10.  
Furthermore, we also assume the linear expansion coefficient to be frequency dependent following the Debye expression:

\[
\gamma(\omega) = \gamma_\infty + \frac{\Delta \gamma}{1 + i\omega \tau_\gamma} = \frac{\Delta \gamma}{1 + i\frac{\omega}{\omega_\gamma}}, \quad (30)
\]

where \( \gamma_\infty \) and \( \Delta \gamma \) represent the instantaneous and additional relaxing contribution of the response of the volume to a temperature change, respectively.  \( \omega_\gamma = \tau_\gamma^{-1} \) is the associated relaxation frequency.

The expression for \( \gamma(\omega) \) can be rewritten as:

\[
\gamma(\omega) = \frac{\omega - i\omega_\gamma \left(1 + \frac{\Delta \gamma}{\gamma_\infty}\right)}{\omega - i\omega_\gamma} = \frac{\gamma_\infty}{\omega - \omega_5}, \quad (32)
\]

where

\[
\omega_5 = i\omega_\gamma, \quad (33)
\]

and

\[
\omega_6 = i\omega_\gamma \left(1 + \frac{\Delta \gamma}{\gamma_\infty}\right), \quad (34)
\]

Substituting Eq. 32 into Eq. 29 we get:

\[
\frac{\partial^2 \tilde{u}}{\partial x^2} + \frac{\omega^2}{c^2(\omega)} \tilde{u}_x = \xi(\omega) \left(\frac{\Delta \gamma}{\gamma_\infty + 1 + i\frac{\omega}{\omega_\gamma}}\right) \frac{\partial \tilde{T}}{\partial x}, \quad (31)
\]
\[
\dot{u}_x(x, \omega) = -\frac{qQ_0 \gamma_\infty \left(3e_L^2 - 4e_T^2\right) (1 + i \omega \tau_\eta) (\omega - i \omega_C)(\omega - \omega_6)}{2\pi i \rho C_\infty \prod_{j=1}^{5} (\omega - \omega_j)} \sin(qx). 
\]

By inverse Fourier inverse transforming the latter expression we obtain the solution for the displacement in time domain:

\[
u_x(x, t) = -\left[\frac{qQ_0 \gamma_\infty \sin(qx)}{\rho C_\infty}\right] (3e_L^2 - 4e_T^2)^{\sum_{l=1}^{5} \left\{ (1 + i \omega_l \tau_\eta) (\omega_l - i \omega_C)(\omega_l - \omega_6) \left(\prod_{j=1}^{5} \frac{1}{\omega_l - \omega_j}\right) \right\} \theta(t)). \]

The ISS signal \(U_{ISS}(t)\) is proportional to the amplitude of the strain grating \([25, 31]\) \(\Delta \rho/\rho\). Hence, the strain of the 1D displacement pattern equally its spatial derivative, the ISS signal can be derived from Eq. 36 as:

\[U_{ISS}(t) \propto \max_x \left[\frac{\partial u_x(x, t)}{\partial x}\right]. \]

### D. ISS response in case of frequency dependent heat capacity and thermal expansion described by the Havriliak-Negami model

In the HN scenario for the thermal expansion response,

\[
\gamma(\omega) = \gamma_\infty + \frac{\Delta \gamma}{1 + (i \omega \tau_\gamma)^{a_\gamma}} = \gamma_\infty + \frac{\Delta \gamma}{1 + (i \omega \tau_\gamma)^{a_\gamma}}. 
\]

with \(a_\gamma\) and \(b_\gamma\) are additional model parameters.

Taking also the heat capacity behavior according to the HN model, as described in Subsection II B 2 we get:

\[
\dot{u}(x, \omega) = -\frac{qQ_0 \gamma_\infty \left(3e_L^2 - 4e_T^2\right) (1 + i \omega B_C \tau_\eta) \left[\omega_C^{ac} + (i \omega)^{ac}\right]^{bc} \left\{ [\omega_C^{ac} + (i \omega)^{ac}]^{b_\gamma} + \frac{\Delta \omega}{\gamma_\infty} \omega_C^{ac} \right\} \sin(qx)}{2\pi i \rho C_\infty \left[\omega \left[\omega_C^{ac} + (i \omega)^{ac}\right]^{bc} + \frac{\Delta \omega}{\gamma_\infty} \omega_C^{ac} - i \alpha_\omega q^2 \left[\omega_C^{ac} + (i \omega)^{ac}\right]^{bc} \right]} \left(\omega - \omega_3\right) (\omega - \omega_4) \left[\omega_C^{ac} + (i \omega)^{ac}\right]^{b_\gamma}. 
\]

The ISS signal can then be obtained in analogy with III C.

## IV. COMPARISON WITH STRETCHED EXPONENTIAL MODEL

A semi-empirical model (SEM) describing ISS signals in glassformers has been introduced along with the first experimental reports on ISS signals in salol [1, 12, 13] and has been successfully used to fit ISS data in glycerol [14]. The SEM expression describing the ISS signal is [50]:

\[I(t) = (A + B) \exp(-\Gamma_R t) + -A \exp(-\Gamma_A t) \cos(\omega_A t) - B \exp\left[-(\Gamma_R t)\right]^{\beta}, \]

where the first term is associated to the thermal diffusion (\(\Gamma_R\) being the thermal decay rate), while the second one corresponding to the acoustics (\(\omega_A\) being the acoustic oscillation frequency and \(\Gamma_A\) the acoustic damping rate). The use of a stretched exponential - also known as Kohlrausch-Williams-Watts (KWW) - term was inspired by other response functions in the physics of supercooled liquids, and was aimed at coping with the empirical observation that the initial thermal expansion cannot be fitted by a simple exponential. \(\Gamma_R\) is the structural relaxation rate and \(0 < \beta \leq 1\) the stretching exponent. The coefficients \(A\) and \(B\) account for the weights of each term contributing to the total ISS signal.

The SEM has proved useful to describe and fit the ISS signal measured on supercooled glycerol, as described by Paolucci et al. [14]. The fitting parameters of interesting temperature-wavenumber combinations treated by Paolucci et al. are recalled in Table I and were used to simulate respective theoretical ISS signals, shown in Fig. 1 (black curves). Three cases are considered in Fig. 1: in panel a and b the ISS of glycerol is reported for the two grating wave numbers \(q = 3.05 \times 10^6\) m\(^{-1}\) and \(q = 1.036 \times 10^6\) m\(^{-1}\) respectively, at the same temperature \(T_0 = 250\) K (i.e. cases #1 and #2 in Table I, respectively). Panel c reports the ISS signal for a lower temperature \(T_0 = 230\) K and for the shortest grating wave vector available, i.e. \(q = 3.05 \times 10^6\) m\(^{-1}\) (case #3 in Table I). For each panel, the value of the coefficient \(A\) was chosen in order to have the maximum of the ISS
In order to verify if the Debye and HN models developed in the previous section are able to reproduce the SEM ISS signal, we have fitted the black curves in Fig. 1 with the respective expressions (blue curves: Debye, red curves: HN). The fitting was carried out by implementing a most-squares fitting (MSF) protocol [33, 34] to search for the minimum of the cost function, defined as the sum of the squared residuals (SSR). MSF is advantageous over the commonly used least-squares fitting (LSF) as it is able to take into account the possible co-variation of the multiple fitting variables, namely, different combinations of fitting parameters yielding a statistically indistinguishable cost function value SSR (local minima). Both models fit very well, with the residues of the HN model being the smallest, thanks to the additional two fitting parameters.

The obtained fitting parameters are summarized in Table II. For the HN model, for each parameter, the fitting error was determined by most squares analysis of the cost function in the multidimensional space of fitting parameters and thus includes the effect of covariance with other fitting parameters [33, 34]. Instead of displaying the parameter ΔC obtained from the fit, in Table II we have reported the zero-frequency heat capacity $C_0 = C_\infty + ΔC$. The latter definition was retrieved from Eq. 6 in the limit $\omega \to 0$.

The fits with the HN model expression have been performed simultaneously on cases #1 and #2, where the glycerol equilibrium temperature is the same, but the grating wave numbers are different. In ISS signals, besides a change of acoustic frequency and damping, a difference in wave number results (when viewing the signal on a logarithmic time scale) in a different "onset" time $(1/q^2 \alpha)$ of the thermal diffusion driven washing out of the thermal (expansion) grating. Once ongoing, this exponential decay dominates the signal behavior and masks the influence of the parameters that determine the onset of the relaxation of the temperature to heat and thermal expansion to temperature response. Simultaneously fit-

### Table I: Material parameters reported by Paolucci et al.

| Case | #1 | #2 | #3 | #4 |
|------|----|----|----|----|
| $T_0$ (K) | 250 | 250 | 230 | 230 |
| $q$ (m$^{-1}$) | $3.05 \times 10^5$ | $1.036 \times 10^5$ | $3.05 \times 10^5$ | $1.036 \times 10^5$ |
| $\Gamma_H$ (s$^{-1}$)$^b$ | $1.14 \times 10^4$ | $1.33 \times 10^5$ | $1.38 \times 10^4$ | $1.59 \times 10^6$ |
| $\Gamma_A$ [s$^{-1}$]$^b$ | $3.5 \times 10^5$ | $8.5 \times 10^5$ | $2.0 \times 10^5$ | $2.5 \times 10^6$ |
| $\omega_A$ (Grad/s)$^c$ | 0.98 | 3.32 | 1.03 | 3.49 |
| $\beta^d$ | 0.6 | 0.6 | 0.6 | 0.6 |
| $\Gamma_R$ (s$^{-1}$)$^c$ | $5.5 \times 10^5$ | $5.5 \times 10^5$ | $1.1 \times 10^5$ | $1.1 \times 10^6$ |
| $B/A^f$ | 2.03 | 2.03 | 2.03 | 2.03 |

$^a$The thermal decay rate was estimated as $\Gamma_H = \kappa R^2 / (\rho C)$, where $\kappa = 0.28$ W/m K, $\rho = 1260$ kg/m$^3$ [32] and $C = 1800$ J/kg K (for $T_0 = 250$ K) or $C = 1500$ J/kg K (for $T_0=230$ K), in agreement with Refs. [19, 20].

$^b$The acoustic damping rate was taken from Fig. 3 of Ref. [14].

$^c$The acoustic oscillation frequency was obtained as the product between $q$ and the speed of sound reported in Fig. 3 of Ref. [14].

$^d$The structural exponent was taken from Fig. 5 of Ref. [14].

$^e$The structural damping rate was taken from Fig. 3 of Ref. [14].

$^f$The ratio between the coefficients $B$ and $A$ was calculated as $B/A = f/(1 - f)$, where $f = 0.67$ is the Debye-Waller factor taken from Fig. 7 of Ref. [14].

In order to verify if the Debye and HN models developed in the previous section are able to reproduce the SEM based ISS signal, we have fitted the black curves in Fig. 1 with the respective expressions (blue curves: Debye, red curves: HN). The fitting was carried out by implementing a most-squares fitting (MSF) protocol [33, 34] to search for the minimum of the cost function, defined as

![Figure 1](image-url)
ting signals at two wavenumbers, and thus considering signals containing two mixing ratios of the respective influences, limits the possibilities for covariant influences of fitting parameter values on the signals, and thus leads to smaller uncertainties.

Interestingly, the uncertainty on $C_0$ is always small. This can be explained by the strong influence of the low frequency/late time limit of the heat capacity on the signal, via the always significant small diffusion related exponential decay tail of the signal. For the chosen signals, this tail occurs later than the relaxation times, and it is thus not affected by possible degeneracy of the effect of $C_0$ on the signal with relaxation influenced thermal expansion parameters. The influence of $C_\infty$ on the initial part of the signal goes along with influence of the thermal expansion and the acoustic wave related parameters. This leads to a larger fitting covariance.

The limited effect of $C_\infty$ on the ISS signal can be further understood by looking at the calculated temperature evolution after impulsive illumination, as depicted in Fig. 2 for the Debye and HN models (blue and red curves, respectively). The temperature evolution for the Debye model was obtained by evaluating Eq. 11 upon insertion of the Debye model parameters listed in Table 2. For the calculation based on the HN model, the thermal parameters were first inserted into Eq. 13 to calculate the HN temperature in frequency domain. The latter was then Fourier transformed numerically to time domain, obtaining the red curves in Fig. 2. For long times the Debye and HN model based temperature evolutions match. However, despite the fact that the Debye and HN model yield a very similar ISS signal (as shown in Fig. 1), the corresponding fitting parameters reported in Table 2 imply a very different temperature profile at short times. This indicates a very strong degeneracy between the early dynamics of the temperature, the thermal expansion and the acoustic wave generation.

From another point of view, one may wonder why two different temperature profiles can give rise to the same ISS signal. This can also be seen by looking into the math: substituting the expression for the temperature into the source term of the Eq. 20 for the displacement, we see that the source term is proportional to $\gamma / [\rho C (\omega - i a q^2)]$ (as reported in Eq. 22). Hence, at high frequencies the source term is proportional to $\gamma / C$. Fig. 3 shows that the real part of $C(\omega)$ and $\gamma(\omega)$ for cases #3 follow a very similar trend, both for the Debye and HN model. We verified that this is also the case for the imaginary part of these quantities. Hence, even if the source term is no longer simply proportional to $\gamma / C$, it is still true that the source term is proportional to $\gamma / C$. In that scenario, the shape of the thermal diffusion tail occurs before the heat capacity relaxation time. In that scenario, the shape of the thermal diffusion tail is dominated by the decay time, which gives direct information on $C_\infty$, with little influence of the other parameters.

It is worth to note that the ISS signal obtained for case #4, which is representative for a rather low temperature (long relaxation times) and a rather long grating spacing (long thermal diffusion time) in Fig. 4 reveals a temporal span in which the ISS signal, calculated according to the SEM model, is negative.

This unphysical result, which is a consequence of a particular mix between positive and negative terms in Eq. 40, prevents an adequate comparison with the here presented models, both in the Debye and HN scenario. For the sake of curiosity, we have evaluated the conditions for which the SEM based ISS signal goes negative. For
FIG. 2: Time evolution of the temperature obtained for the case of Debye and HN models (blue and red curves, respectively), simulated for different temperature-wavenumber combinations. In each panel, all the curves are normalized to the value of the Debye model temperature at the shortest displayed time.

**a)**

\[ T = T_0 = 250 \text{ K}, \quad q = 3.05 \times 10^5 \text{ m}^{-1} \]

**b)**

\[ T = T_0 = 250 \text{ K}, \quad q = 1.036 \times 10^6 \text{ m}^{-1} \]

**c)**

\[ T = T_0 = 230 \text{ K}, \quad q = 3.05 \times 10^5 \text{ m}^{-1} \]

FIG. 3: Real part of \((C(\omega) - C_\infty) / C_\infty\) (brown lines, left axis) and of \((\gamma(\omega) - \gamma_\infty) / \gamma_\infty\) (purple lines, right axis), as a function of frequency (horizontal axis, log scale). The full and dashed lines refer to the Debye and HN model, respectively. These curves were calculated for the case \(T_0 = 230 \text{ K}\) and \(q = 3.05 \times 10^5 \text{ m}^{-1}\) (case #3).

FIG. 4: Plot of the ISS signal obtained with SEM (black curves), for the case \(T_0 = 230 \text{ K}\) and \(q = 1.036 \times 10^6 \text{ m}^{-1}\) (case #4). The curve is normalized to 1 at the maximum. The graph shows that the ISS signal goes below zero (dashed red line).

By performing some algebraic calculations, one obtains that \(I(t)\) is positive for time instants satisfying the following inequality:

\[
t^\beta \geq \left( \frac{\Gamma_H}{\Gamma_R^\beta} \right) t - \frac{1}{\Gamma_R^\beta} \ln \left( 1 + \frac{A}{B} \right).
\]  

(42)

It is evident that for the limit \(t \to 0\), Eq. 42 is satisfied, while in the limit \(t \to +\infty\), Eq. 42 is violated. Hence, there must be at least one time where \(I(t)\) changes sign. We call \(t^*\) the earliest positive time satisfying \(I(t) = 0\).

Furthermore, since \(\beta < 1\) for the cases reported in Table I, the slope of the left-hand side of Eq. 42 decreases for increasing time, while the slope of the right-hand side is constant. Therefore, for times later than \(t^*\), the right-hand-side grows faster than the left-hand-side and hence, there are not other time instants satisfying \(I(t) = 0\). Summarizing, for \(0 \leq t \leq t^*\), the ISS signal is positive, while for \(t > t^*\) the ISS signal is negative.

The derivation of an analytic expression for \(t^*\) is challenging. However, we can have some insight by speculating...
on the time instant:

\[ t_{\text{low}}^* = \left( \frac{\Gamma_H}{\Gamma_R^3} \right)^{\frac{3}{\beta - 1}}, \]  

which is a lower bound for \( t^* \) [51].

In Table III we have evaluated \( t_{\text{low}}^* \) for the four cases considered in the current section. For cases #1 to #3,

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Case} & \text{#1} & \text{#2} & \text{#3} & \text{#4} \\
\hline
\text{t}_{\text{low}} (\text{s}) & 0.93 & 2.0 \times 10^{-7} & 1.6 \times 10^{-7} & 3.6 \times 10^{-5} \\
\hline
\end{array}
\]

TABLE III: Coefficients reported by Paolucci et al. concerning the fitting of the supercooled glycerol ISS signals with SEM model.

the lower bound for \( t^* \) (and, hence, \( t^* \) itself) occurs on only after several milliseconds. Therefore, the negative ISS signal is not visible in Fig. 1: it occurs on late times that are not shown in the figure. For case #4 \( t_{\text{low}}^* \sim 3.6 \mu s \), paving the way to the detection of a negative ISS signal for times \( t > t^* \sim 10 \mu s \). This is confirmed in Fig. 4.

V. DEBYE MODEL VS TWO-TEMPERATURE MODEL

A. Frequency dependent heat capacity

As mentioned earlier, part of the energy that is optically supplied to a relaxing material is channeled, around the relaxation time, to a change of configurational energy that goes along with a structural rearrangement of the amorphous network. In this section, we describe the network’s energy distribution in terms of a temperature \( T_N \), and we assume that the configurational energy reservoir is in thermal contact with a kinetic (mainly vibrational) energy reservoir (KER), with physically measurable temperature \( T \). The energy flux between the two reservoirs is quantified as \( G(T - T_N) \), where \( G \) (W/(m³ K)) is a (positive) coupling constant; this term indicates that when \( T > T_N \), then energy flows from the KER to the network. The capability of storing and transferring energy within the network are formally described by the network’s heat capacity \( C_N \), thermal conductivity \( \kappa_{T,N} \) and density \( \rho_{N} \).

Hence, in this approach, the energy exchange between the KER (vibrational energy) and the network (configurational energy) can be described by a two-temperature model (TTM) [35], yielding the following equations for the KER’s temperature \( T \) and the network’s temperature \( T_N \):

\[
\begin{cases}
\rho C \frac{\partial T}{\partial t} = \kappa_T \frac{\partial^2 T}{\partial x^2} + Q(x, t) - G(T - T_N), \\
\rho NC_N \frac{\partial T_N}{\partial t} = \kappa_{T,N} \frac{\partial^2 T_N}{\partial x^2} + G(T - T_N),
\end{cases}
\]  

where \( \rho, C \) and \( \kappa_T \) are the KER’s density, heat capacity and thermal conductivity, respectively. The source term \( Q \) (W/m³) enters only in the equation for the KER temperature, indicating that the optical excitation delivers energy directly to the KER. The network modifications follow the dynamics occurring in the KER, hence they are driven by variations of \( T \).

For the sake of simplicity, we assume that local network reconfigurations only depend on the local energy exchange with the KER, and we neglect possible configurational energy flow within the network. This yields a very low value for the network’s thermal conductivity, allowing to drop the term \( \kappa_{T,N} \frac{\partial^2 T_N}{\partial x^2} \) in System 44.

The first equation of System 44 can be reformulated as:

\[
T_N = T + \frac{\rho C}{G} \frac{\partial T}{\partial t} - \frac{\kappa_T}{G} \frac{\partial^2 T}{\partial x^2} - \frac{1}{G} Q(x, t). \]  

Substituting the latter expression into the second equation of System 44, we get to the following differential equation:

\[
\frac{\rho NC_N}{G} \left( \frac{\partial^2 T}{\partial t^2} - \frac{\partial Q}{\partial t} + G \frac{\partial T}{\partial t} - \kappa_T \frac{\partial^2 T}{\partial t \partial x^2} \right) = -i\omega \rho \frac{C}{G} \frac{\partial T}{\partial t} + Q(x, t) + \kappa_T \frac{\partial^2 T}{\partial x^2}. \]  

Applying a Fourier transform to Eq. 46 we get to:

\[
\frac{\rho NC_N}{G} \left[ -\omega^2 \rho C T - i\omega Q(x, \omega) + i\omega G T - i\omega \kappa_T \frac{\partial^2 T}{\partial x^2} \right] = -i\omega \rho C T + Q(x, \omega) + \kappa_T \frac{\partial^2 T}{\partial x^2}, \]  

which can be rearranged as:

\[
\kappa_T \left( 1 + i \frac{\rho NC_N}{G} \omega \right) \frac{\partial^2 T}{\partial x^2} + \left[ \frac{\rho NC_N \rho C}{G} \omega^2 - i\omega \left( \rho NC_N + \rho C \right) \right] \frac{\partial T}{\partial x} + \left( 1 + i\omega \frac{\rho NC_N}{G} \right) \frac{Q(x, \omega)}{\kappa_T} = 0. \]  

Dividing by \( \kappa_T (1 + i\omega \rho NC_N/G) \) and rewriting the second term we have:

\[
\frac{\partial^2 T}{\partial x^2} - i\omega \rho \kappa_T \left[ C + \frac{\rho C N}{1 + i\omega NC_N \omega} \right] \frac{\partial T}{\partial x} = -\frac{1}{\kappa_T} \frac{Q(x, \omega)}{\kappa_T}. \]  

The latter equation can be remapped into Eq. 7 upon substitutions \( C \rightarrow C_N, \rho NC_N/\rho \rightarrow \Delta C \) and \( G/(\rho NC_N) \rightarrow \omega C \). Hence, it can be stated that the frequency dependent heat capacity in terms of the Debye model (as reported in Eq. 6) is equivalent to the TTM.
B. Frequency dependent thermal expansion in the frame of the two-temperature model

Along with the process of taking up potential energy, the network is undergoing structural changes, and it can thus change its volume. Hence, it can contribute to the system’s thermal expansion and add up to the thermal strain that is related to the increase of vibrational energy (which is connected to the anharmonicity of the intermolecular potential minima). To the best of our knowledge, no models describing the latter point are reported in literature. Nevertheless, it seems reasonable to assume that the thermal strain produced both by the KER and the network depends on the history of the network’s temperature. Assuming an isotropic material, the total thermal strain can hence be written as \( [\gamma \Delta T \otimes \varphi(t) + \gamma_N \Delta T_N \otimes \varphi_N(t)] L_d \), where \( L_d \) is the identity matrix. Indeed, the two temperatures have been convolved with memory functions \( \varphi(t) \) and \( \varphi_N(t) \) describing the thermal history of the KER and network respectively.

After substituting \( \gamma_M \Delta T(x,t) \) with \( [\gamma \Delta T \otimes \varphi(t) + \gamma_N \Delta T_N \otimes \varphi_N(t)] L_d \) into Eq. 15, we can repeat analogously the derivation presented in Section III.

In this way, we reach to the following equation for the displacement (\( \xi(\omega) \) is defined in Eq. 19):

\[
\frac{\partial^2 \tilde{u}_x}{\partial x^2} + \frac{\omega^2}{c^2(\omega)} \tilde{u}_x = \xi(\omega) \frac{\partial}{\partial x} \left( \gamma \tilde{T}(x,\omega) \tilde{\varphi}(\omega) + \gamma_N \tilde{T}_N(x,\omega) \tilde{\varphi}_N(\omega) \right) = \xi(\omega) \left( \gamma \tilde{\varphi}(\omega) + \frac{\gamma_N \tilde{\varphi}_N(\omega)}{1 + i \frac{\omega C_N}{\omega}} \right) \frac{\partial \tilde{T}}{\partial x}. \tag{50}
\]

The last step involved the substitution \( \tilde{T}_N = \tilde{T}(x,\omega)/\left(1 + i \frac{\omega C_N}{\omega}\right) \) (see Appendix A for the proof of the latter expression).

We suppose that the network contribution to the thermal strain contains an instantaneous term and a second term accounting for the network’s thermal history. These considerations are well reproduced by a memory function of the type:

\[
\varphi_N(t) = 2\pi \delta(t) + 2\pi \omega_C (1 - \chi_\gamma) \exp(-\omega_\gamma t) \theta(t) \tag{51}
\]

which corresponds to the following expression for the network’s contribution to the thermal strain:

\[
\gamma_N \Delta T_N \otimes \varphi_N(t) = 2\pi \gamma_N \Delta T_N(x,t) +
\]

\[
+ 2\pi \omega_C (1 - \chi_\gamma) \int_{-\infty}^{t} \exp[-\omega_\gamma(t - \tau)] \Delta T_N(\tau) d\tau. \tag{52}
\]

With the latter definitions, the past thermal events in the network are exponentially less and less important with increasing time in the past. The temporal cutoff for the exponential is the inverse of a frequency \( \omega_\gamma \) which can be written in terms of the frequency \( \omega_C = G/(\rho_N C_N) \) (already introduced in Subsection VA) as:

\[
\omega_\gamma = \chi_\gamma \omega_C = \frac{G}{\rho_N C_N}. \tag{53}
\]

\( \chi_\gamma \) quantifies to what extent the thermal expansion relaxation is slower than the heat capacity relaxation. The Fourier transform of the memory function reads [52]:

\[
\varphi_N(\omega) = 1 + \frac{\omega_C (1 - \chi_\gamma)}{i \omega + \omega_\gamma} = \frac{1}{\chi_\gamma} \frac{1 + i \omega_\gamma}{1 + i \frac{\omega_\gamma}{\omega}}. \tag{54}
\]

By introducing Eq. 54 into Eq. 50 we get to:

\[
\frac{\partial^2 \tilde{u}_x}{\partial x^2} + \frac{\omega^2}{c^2(\omega)} \tilde{u}_x = \xi(\omega) \left( \gamma \tilde{\varphi}(\omega) + \frac{\gamma_N/\chi_\gamma}{1 + i \frac{\omega_\gamma}{\omega}} \right) \frac{\partial \tilde{T}}{\partial x}. \tag{55}
\]

We should also provide an expression for the KER’s memory function. If we assume that only the instantaneous value of \( T \) is important for the evaluation of the thermal strain, i.e. \( \varphi(t) = 2\pi \delta(t) \), then \( \tilde{\varphi}(\omega) \) becomes identically 1, yielding:

\[
\frac{\partial^2 \tilde{u}_x}{\partial x^2} + \frac{\omega^2}{c^2(\omega)} \tilde{u}_x = \xi(\omega) \left( \frac{\gamma}{1 + i \frac{\omega_\gamma}{\omega}} \right) \frac{\partial \tilde{T}}{\partial x}. \tag{56}
\]

By performing the substitution \( \gamma \rightarrow \gamma_\infty \) and \( \gamma_N/\chi_\gamma \rightarrow \Delta_\gamma \), the latter equation can be mapped on Eq. 31. Again, the choice of the Debye model for \( \gamma \) (relation 30) can be justified in terms of the TTM. Equivalently, the choice of the thermal expansion in the frame of Debye model implies that the thermal strain is related instantaneously to the KER’s temperature. On the other hand, the thermal history of the network has to be accounted for to estimate the thermal strain. The Debye model implies that the memory function for the network is described by Eq. 51. Analogously, the thermal expansion ruled by the HN model can be justified considering the thermal history of the KER and of the network. However, the complexity of the HN model, yielding also non-integer exponentials, prevents the possibility of having a simple expression for the memory functions.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

We have heretofore developed the generalized physical model addressing the ISS response of glass-forming liquids subject to ultrafast photothermal excitation. Now, an experimental study of the ISS response of glycerol (> 99.0% purity) under supercooling is presented. An ultrafast heterodyne-detected transient grating (HD-TG)
FIG. 5: Scheme of the experimental grating setup based on the heterodyne-detected transient grating technique. A spatially periodical laser pattern from a pulsed pump laser (red) is formed on the sample to create thermoelastic transients, the latter detected by a coaxially aligned probe laser (green and arrows). In the scheme we sketch the phase mask (PM), the lenses (L1 and L2), the optical cryostat (OC) and the photodetector (PD).

setup is used for the experiment. Fig. 5 shows the scheme of the setup, in which a ps pump laser pulse at 1064 nm (shown in red) is diffracted by a transmission phase mask (PM) into two 1st diffraction orders, namely \( \pm 1 \) orders. The two are then recombined via a two-lens (4f) imaging system into the bulk of the sample. The sample is accommodated in a liquid nitrogen optical cryostat (OC) to allow temperature control over it. The light interference forms a spatially periodical light pattern and creates a transient local density grating (thermoelastic transients), at a wavelength identical to the spacing of the light grating, \( d \).

For a given light wavelength light \( \lambda \), one can tune the spacing of the excitation pattern by varying the intersecting angle of the two beams \( \theta \), namely via 
\[
    d = \frac{\lambda}{(2n) \sin(\theta/2)}
\]
with \( n \) the optical refractive index of the sample medium. In this setup, the \( \theta \)-tuning is implemented by translating a phase mask (PM) array containing multiple PMs of varying period [36]. Alternatively, one can also rotate the PM to realize the \( \theta \)-tuning [37]. The detection of ISS takes advantage of the optical heterodyne scheme [38], in which the probe beam from a continuous wave (CW) laser at wavelength 532 nm (shown in green with black arrows in Fig. 5), is aligned to be coaxial with the pump beam. Both beams are sent to the PM and diffracted into excitation and probe/reference beam pairs. This heterodyne scheme has been widely used in the field for studying optical transparent or weakly absorbing liquids [10,39,40] owing to its high sensitivity. More detailed description of the setup can be found in Ref. [41]. In our experiments, the temperature scanning measurements are performed from 320 K to 200 K with a step of 1 K, under the excitation of three different gratings with \( d \) of 10, 14, and 20 \( \mu \)m.

Fig. 6(a) presents the recorded ISS waveform datasets. As DC-temperature decreases, the acoustic ripples at short times shift the oscillation frequencies from low to high, 60-350 MHz covered by the three gratings, with the attenuation reaching a maximum around 280 K. This observation reflects the undercooling of the sample, the latter undergoing a transition from liquid-like to glassy-like, and solid-like due to reduced molecular mobility [42]. The overshoot-like response is noteworthy, spanning from the start of the signal (bluish region), where it overlaps with the acoustic oscillations and fast part of thermal expansion, till the late times (reddish region), when it is quenched by the thermal diffusion dominated part (bluish tail). This process is the manifestation of the relaxation of heat capacity and thermal expansion coefficient, which are strongly (quasi exponentially) temperature dependent.

A comparative fitting analysis of the acquired ISS datasets is carried out through the two analytical physical models, developed in this work, coupled with Debye and HN relaxation function, and also through the SEM, the latter relying on a single stretched exponential. A full presentation of the best fits for all signals, obtained with the three models, is summarized in Fig. 6 (b-d) and also available in the online Movies (1-3) in the Supplemental Material. Satisfactory fit quality is overall achieved at all temperatures and grating periods by the three models, confirming again the reliability of physical models developed in this work. ISS signals are information-rich, providing access to the mechanical and thermal relaxation dynamics in a single waveform, which will be discussed in the following.

By fitting the experimental traces with our models, for every temperature and light grating we retrieve \( c_L \) and \( \tau_\eta \). By inserting these parameters into Eq. 18, we can calculate the complex velocity of the medium at the acoustic frequency imposed by the grating \( \omega_a = 2\pi c_L/d \). Fig. 7 shows the obtained complex sound velocity of the supercooled glycerol at different temperatures determined with the three gratings. The real part of \( c \) (top panel) increases upon cooling because of the stiffening of the liquid. The imaginary part of \( c \) (bottom panel) reaches a maximum around 280 K, where the structural relaxation timescale overlaps with the acoustic frequency. The results are in good agreement with those reported in Ref. [14]. It is interesting to notice that both the real and imaginary part undergoes a transition around 280 K, which is a reflection of the strong coupling between the acoustic motion and structural changes of the network when \( 1/f_A \) being of the order of the structural relaxation time. This feature provides a way to study the mechanical relaxation by performing measurements at numerous grating spacings in a broad range [4], namely a mechanical spectroscopic analysis like the traditional rheological spectroscopy [3] or ultrasonic spectroscopy [43, 44].

In addition to the mechanical relaxation dynamics, the models developed in this work enable the individual and simultaneous determination of the heat capacity \( C \) and the thermal expansion coefficient \( \gamma \) relaxation. In the following, we focus on the case of \( d = 14 \mu \)m, analyzed in the frame of Debye model, the other cases yielding the same conclusions. Fig. 8 (a) shows the
FIG. 6: a) Experimental ISS signal (colour scale, arbitrary units) of supercooled glycerol over a broad temperature (vertical axis) and time window (horizontal axis). The grating size is 10 µm (top), 14 µm (central), and 20 µm (bottom). b) to d) best fit based on Debye, HN models, and the SEM, respectively. A full presentation of the best fit of all the waveforms is shown in the online Movies.

FIG. 7: Temperature dependent complex longitudinal velocity ($c$) determined with the three gratings. The top (bottom) panel corresponds to the real (imaginary) part of $c$.

Obtained low-frequency limit response of $C$ (left axis, red) and $\gamma$ (right axis, blue), in the frame of Debye model. Panel (b) displays the fitted ratio of $\Delta C/C_\infty$ (left axis, red) and $\Delta \gamma/\gamma_\infty$ (right axis, blue) at different temperatures. Within the margin of uncertainty (error bars in Fig. 8), determined by the most square error analysis [23, 34], no temperature dependence is observed for all the parameters. Large fitting uncertainty was found when $T < 230$ K and $T > 260$ K. This is because the slow parts of the responses, which are determined by the relaxation strengths and the relaxation frequencies, occur later than 100 µs (when $T < 230$ K), and thus after the thermal diffusion driven decay of the signal, or before 1 ns (when $T > 260$ K), the experimentally accessible time window, respectively. We thus used the values between 230-260 K to calculate the average as a representation. Access to lower temperatures can be enabled by using larger grating spacing. In an accompanying work, we have demonstrated the use of thermal lens technique [23], with a focused Gaussian beam of about 30 µm, to study the relaxation down to 200 K.

The average $C_0$ and $\gamma_0$ from ISS technique are $1980 \pm 160$ J Kg$^{-1}$ K$^{-1}$ and $(5.5 \pm 0.7) \times 10^{-4}$ K$^{-1}$, respectively.

FIG. 8: a) low-frequency limit of $C$ (left axis, red) and $\gamma$ (right axis, blue) vs temperatures. b) The relative ratio of each relaxation quantity, $\Delta C/C_0$ (left axis, red) and $\Delta \gamma/\gamma_0$ (right axis, blue). The data are obtained from the fit in the frame of Debye model and for $d = 14$ µm.
The average ratios $\Delta C/C_\infty$ and $\Delta \gamma/\gamma_\infty$ are $1.2 \pm 0.2$ and $4.9 \pm 0.7$, for $C$ and $\gamma$, respectively. Using the latter four fitting parameters, one can further calculate the high-frequency limit response, $910 \pm 150$ J Kg$^{-1}$ K$^{-1}$ for $C_\infty$ and $(1.0 \pm 0.2) \times 10^{-4}$ K$^{-1}$ for $\gamma_\infty$, and the relaxation strength ($R_S$), defined as $\Delta C/C_0$ and $\Delta \gamma/\gamma_0$, $0.5 \pm 0.1$ and $0.81 \pm 0.04$, respectively. The obtained results comply well with the data reported in literature, as summarized in Table IV.

By fitting with SEM model, the Debye-Waller factor $B/(A + B)$ in Eq. 40, is used to describe the relaxation strength and we found a value of about $0.65 \pm 0.05$, which is in good agreement with the one reported in Ref. [14], the latter reading being 0.66. The value lies in between the relaxation strength of $C$ and $\gamma$, which is expected in the sense that the two relaxing quantities are implicitly incorporated together into a single stretched exponential function.

Interestingly, the asymptotic values of the heat capacity can also be extracted, independently of the used models, from the temperature dependence of the thermal diffusion tail of the signal, as depicted in Fig. 1. Provided the relaxation time of the heat capacity and thermal expansion occur before or after the time window of the thermal diffusion tail, the signal tail evolves simply proportional with exp($-q^2 \alpha_{eff} t$) with $\alpha_{eff}$ an effective thermal diffusivity value, connected to the specific heat via $\alpha_{eff} = \kappa_T/(\rho C_{eff})$. $\kappa_T$ and $\rho$ denote thermal conductivity and mass density respectively. In light of their weak temperature dependence [6, 47], in this work the latter two parameters have been assumed as constant, as $0.29$ W m$^{-1}$ K$^{-1}$ and $1260$ Kg m$^{-3}$, respectively.

In Fig. 9 we report $C_{eff}$ as a function of temperature for the three gratings. The asymptotic values of $C$ for low and high temperatures were found to be $960 \pm 20$ and $2190 \pm 30$ J Kg$^{-1}$ K$^{-1}$, as indicated by the two dashed lines, corresponding to a relaxation strength of 0.56, consistent with the value obtained by model fitting, 0.53. The empirical model assumes that the relaxation for $C$ and $\gamma$ occurring on the same time scale and connects their contribution to the ISS signal into a single stretched exponential function.

In order to experimentally verify whether the two response functions are indeed characterized by the same time scale and to what extent they can be disentangled, in Fig. 10 we compare the characteristic relaxation frequency of the heat capacity and of the thermal expansion coefficient (defined as $2\pi/\omega_C$ and $2\pi/\omega_\gamma$, respectively), both in the frame of Debye and Hn models, with the relaxation frequency $\Gamma_R$ of the SEM. In the case of Debye model (Fig. 10a), the heat capacity relaxation frequency (yellow squares) is systematically higher (about a factor of $1.5 \pm 0.1$) than the one of the thermal expansion coefficient (blue diamonds). This implies that after photothermally supplying energy, first heat is transferred from vibrational energy levels to configurational energy changes and, somewhat later, the configurational energy changes result in an increase of volume, in agreement with the two-temperature model developed in Section V.

Similar conclusions can be drawn from the results obtained by the HN model as shown in Fig. 10 (b). However, the results from HN model fitting are more dispersed due to the co-variance with the additional two fitting variables, namely a and b in Eq. 12. The structural relaxation frequency $\Gamma_R$ (purple circles), obtained by fitting the experimental data with the SEM model, characterizes the (combined thermal and thermal expansion) structural relaxation and turn out to lie somewhat in between the other two relaxation frequencies.

The obtained temperature dependence of the relaxation frequencies were fitted to the Vogel-Fulcher-Tamman

The relaxation of $C$ is also manifested in the thermal diffusion tail of the signal, via its influence on the effective thermal diffusivity, $\alpha_{eff} = \kappa/(\rho C_{eff})$. At the low and high temperature limits, the value of $C_{eff}$ extracted from the thermal diffusion tail corresponds well to the respective asymptotic values $C_0$ and $C_\infty$, indicated by the dashed lines.

![FIG. 9: The relaxation of $C$ is also manifested in the thermal diffusion tail of the signal, via its influence on the effective thermal diffusivity, $\alpha_{eff} = \kappa/(\rho C_{eff})$. At the low and high temperature limits, the value of $C_{eff}$ extracted from the thermal diffusion tail corresponds well to the respective asymptotic values $C_0$ and $C_\infty$, indicated by the dashed lines.](image-url)
FIG. 10: Comparison of the temperature dependent relaxation frequency $f_R$ extracted through Debye model (yellow squares), HN model (blue circles) and SEM (purple circles) and their fit with VFT (solid lines).

| Heat capacity          | Debye | HN |
|------------------------|-------|----|
| $\log_{10}(f_0/1 \text{ Hz})$ | 14.5  | 14.5 |
| $B$ (K)                | 2140  | 2100 |
| $T_0$ (K)              | 127   | 124  |
| $m$                    | 50.9  | 50.9 |

| Thermal expansion coefficient | Debye | HN |
|-------------------------------|-------|----|
| $\log_{10}(f_0/1 \text{ Hz})$ | 13.9  | 13.9 |
| $B$ (K)                      | 2011  | 2195 |
| $T_0$ (K)                    | 130   | 125  |
| $m$                          | 54.1  | 49.9 |

| SEM                           |
|-------------------------------|
| $\log_{10}(f_0/1 \text{ Hz})$ | 14.8  |
| $B$ (K)                       | 2138  |
| $T_0$ (K)                     | 135   |

**TABLE V**: Summary of the parameters extracted by fitting with the VFT expression.

(VFT) equation (solid lines in Fig. 10), defined by $f_{\text{relax}} = f_0 \exp \left[ -B/(T - T_0) \right]$, with $f_0$ the relaxation frequency in the high temperature limit, $T_0$ the Vogel-Fulcher temperature, around 130 K for glycerol. In Table V we report the fitted VFT parameters based on Debye, HN and SEM. The results for the latter model are in line with values reported in Ref. [14].

From the ratio $D = B/T_0$ we have determined the so-called fragility $m$, via $m = 16 + 590/D$, which can be considered as a measure for the deviation from Arrhenius behavior (and thus as a measure for the degree of temperature dependence of the potential energy landscape morphology). The fragility values obtained with our model are summarized in Table V and are close to 53, the latter being the fragility for glycerol reported in Ref. [48].

**VII. CONCLUSION**

In this manuscript, a model to describe ISS signals generated in relaxing materials has been introduced, which is based on the solution of the thermal diffusion equation and the continuum mechanics equation, in combination with a frequency dependent heat capacity and thermal expansion coefficient. As functional forms for the frequency dependencies, Debye and Havriliak-Negami expressions were assumed. The assumption of a Debye frequency dependence of the heat capacity was shown to be compatible with a two-temperature model, in which the experimentally measured temperature refers to the energy distribution of the kinetic degrees of freedom, and a network temperature describes the state of the amorphous network, which is assumed to be in thermal contact with the kinetic energy reservoir.

The obtained physical models for describing ISS response, were shown to fit well ISS signals that had been simulated, for different temperature-wavenumber combinations in glycerol, by a semi-empirical model [1] that has been historically used to describe ISS signals in relaxing materials.

Furthermore, we have carried out an experimental ISS
Appendix A: Derivation of the expression for $\hat{T}_N$

In this appendix we derive a simple analytical expression linking the network and the KER’s temperatures in frequency domain. The starting point is the equation linking $T_N$ to $T$ and its derivatives, obtained by Fourier transforming 45:

$$T_N(x, \omega) = \hat{T} + \frac{\rho C}{G} i\omega \hat{T} - \frac{\kappa_T}{G} \frac{\partial^2 \hat{T}}{\partial x^2} - \frac{1}{G} \hat{Q}(x, \omega). \quad (A1)$$

In order to simplify the latter equation, we need to write $\partial^2 \hat{T}/\partial x^2$ in terms of $\hat{T}$. To this purpose, we write general solution of Eq. 49 as:

$$\hat{T}(x, \omega) = E_1(\omega) \exp(+\zeta x) + E_2(\omega) \exp(-\zeta x) + y_p(x, \omega), \quad (A2)$$

where $\zeta$ is defined as:

$$\zeta^2 = \frac{i\omega \rho}{\kappa_T} \left[ C + \frac{\rho N C_N}{\rho} \frac{1}{1 + i \frac{\rho C}{G} \omega} \right]. \quad (A3)$$

$y_p(x, \omega)$ is a particular solution of Eq. 49. The function,

$$y_p(x, \omega) = \frac{1}{2\zeta \kappa_T} \left[ -\hat{H}_1(x, \omega) \exp(+\zeta x) + \hat{H}_2(x, \omega) \exp(-\zeta x) \right], \quad (A4)$$

with $\hat{H}_1$ and $\hat{H}_2$ satisfying the following conditions:

$$\frac{\partial \hat{H}_1}{\partial x} = \hat{Q}(x, \omega) \exp(-\zeta x), \quad (A5)$$

$$\frac{\partial \hat{H}_2}{\partial x} = \hat{Q}(x, \omega) \exp(+\zeta x). \quad (A6)$$

is a particular solution of Eq. 49. To prove this assertion, we first calculate the first spatial derivatives of $y_p(x, \omega)$:

$$\frac{\partial y_p}{\partial x} = \frac{1}{2\kappa_T} \left[ -\hat{H}_1(x, \omega) \exp(+\zeta x) - \hat{H}_2(x, \omega) \exp(-\zeta x) \right]. \quad (A7)$$

Consequently, the second spatial derivative reads

$$\frac{\partial^2 y_p}{\partial x^2} = \zeta^2 y_p(x, \omega) - \frac{1}{\kappa_T} \hat{Q}(x, \omega). \quad (A8)$$

The latter expression proves that $y_p(x, \omega)$ is the particular solution of Eq. 49 we were looking for. Accordingly, the second spatial derivative of the KER’s temperature reads:

$$\frac{\partial^2 \hat{T}}{\partial x^2} = \zeta^2 \left[ E_1(\omega) \exp(+\zeta x) + E_2(\omega) \exp(-\zeta x) \right] + \frac{\partial^2 y_p}{\partial x^2} =$$

$$= \zeta^2 \left[ E_1(\omega) \exp(+\zeta x) + E_2(\omega) \exp(-\zeta x) \right] +$$

$$\quad + \zeta^2 y_p(x, \omega) - \frac{1}{\kappa_T} \hat{Q}(x, \omega) =$$

$$= \zeta^2 \hat{T}(x, \omega) - \frac{1}{\kappa_T} \hat{Q}(x, \omega), \quad (A9)$$

where the second equality followed from Eq. A8.

We can now also derive the network’s temperature. Finally, by substituting Eq. A9 into A1 and recalling the definition of $\zeta$ we obtain:

$$\hat{T}_N(x, \omega) = \left(1 - \frac{\rho C}{G} i\omega - \frac{\kappa_T}{G} \zeta^2 \right) \hat{T} =$$

$$= \left(\frac{1}{1 + i \frac{\rho C}{G} \omega} \right) \hat{T}(x, \omega). \quad (A10)$$

Appendix B: Application of residue theorem to evaluate inverse Fourier’s transform

We consider the function:

$$F(\omega) = A \prod_{j=1}^{N} \frac{(\omega - z_j)}{(\omega - p_k)^{m_k}},$$

where $A$ is a constant, $m_k$ are real positive numbers, $z_j$ are complex numbers, $p_k$ are complex numbers with strictly positive imaginary part. We assume that the degree of the denominator is greater then that of the numerator. Hence, $F(\omega)$ has $M$ poles falling in the positive part of the complex plan.

The Fourier’s inverse transform of $F(\omega)$ reads:

$$f(t) = \int_{-\infty}^{+\infty} F(\omega) \exp(i\omega t) d\omega. \quad (B1)$$

For $t < 0$,

$$f(t) = \int_{-\infty}^{+\infty} F(\omega) \exp(i\omega t) d\omega =$$

$$= \frac{1}{2\pi} \int_{C} F(\omega) \exp(i\omega t) d\omega. \quad (B2)$$

where $C$ is a complex contour enclosing all poles of $F(\omega)$ in the positive part of the complex plane.

In the next section, we derive the general solution for $f(t)$ using the residue theorem.
\[
\int_{-\infty}^{+\infty} F(\omega) \exp(i\omega t) d\omega + \int_{\gamma_1} F(\omega) \exp(i\omega t) d\omega = \\
\int_{\Gamma_1} F(\omega) \exp(i\omega t) d\omega = 0.
\]

\(\gamma_1 \) is a semicircle parametrized with the coordinates \(\omega = R(\cos \theta - i \sin \theta)\), with \(R \to +\infty\) and \(\theta\) running from 0 to \(\pi\). In other words, \(\gamma_1 \) is a semicircle in the clockwise direction, located in the lower part of the complex plane and with very big radius. For the Jordan’s lemma, the integral of \(F(\omega) \exp(i\omega t)\) over \(\gamma_1 \) is 0. \(\Gamma_1 = \gamma_1 \cup [-\infty, +\infty]\) is the closed path over which the residue theorem is evaluated. The direction of \(\Gamma_1 \) is clockwise. \(\Gamma_1 \) does not surround any poles, hence the integral over \(\Gamma_1 \) gives 0. This yields \(f(t) = 0 \) for \(t < 0\). In analogy, for \(t > 0\),

\[
f(t) = \int_{-\infty}^{+\infty} F(\omega) \exp(i\omega t) d\omega = \\
\int_{-\infty}^{+\infty} F(\omega) \exp(i\omega t) d\omega + \int_{\gamma_2} F(\omega) \exp(i\omega t) d\omega = \\
\int_{\Gamma_2} F(\omega) \exp(i\omega t) d\omega = 2\pi i \sum_{k=1}^{M} \text{Res}(p_k).
\]

\(\text{Res}(p_k)\) is the residue corresponding to the \(k\)-th pole (of order \(m_k\)), calculated as:

\[
\text{Res}(p_k) = \\
\frac{1}{(m_k - 1)!} \lim_{\omega \to p_k} \frac{d^{m_k-1}}{d\omega^{m_k-1}} \{ F(\omega) \exp(i\omega t)(\omega - p_k)^{m_k} \}.
\]

\(\gamma_2 \) is a semicircle parametrized with the coordinates \(\omega = R(\cos \theta + i \sin \theta)\), with \(R \to +\infty\) and \(\theta\) running from 0 to \(\pi\). Jordan’s lemma indicates that the integral of \(F(\omega) \exp(i\omega t)\) over \(\gamma_2 \) is 0. \(\Gamma_2 = \gamma_2 \cup [-\infty, +\infty]\) is the closed path over which the residue theorem is evaluated. The direction of \(\Gamma_2 \) is counterclockwise.

Finally we have to consider the case \(t = 0\). Before considering the integral, we use the fact that the degree of the denominator of \(F \) exceeds that of the numerator. Hence, we can rewrite \(F\) with the partial fraction decomposition:

\[
F(\omega) = \sum_{k=1}^{M} \sum_{j=1}^{m_k} \frac{a_{kj}}{(\omega - p_k)^j},
\]

where \(a_{kj}\) are complex numbers. The integral to be computed yields:

\[
f(t = 0) = \int_{-\infty}^{+\infty} F(\omega) d\omega = \sum_{k=1}^{M} \sum_{j=1}^{m_k} \frac{a_{kj}}{\omega - p_k} \bigg|_{-\infty}^{+\infty}.
\]

When \(j = 1\), we have that:

\[
\int_{-\infty}^{+\infty} \frac{1}{(\omega - p_k)^{1}} d\omega = \ln |\omega - p_k| \bigg|_{-\infty}^{+\infty} = 0.
\]

On the other hand, when \(j > 1\) we have:

\[
\int_{-\infty}^{+\infty} \frac{1}{(\omega - p_k)^{j}} d\omega = \frac{1}{(1 - j)(\omega - p_k)^{j-1}} \bigg|_{-\infty}^{+\infty} = 0.
\]

For this reason, \(f(t = 0) = 0\).

Putting everything together, the general expression of \(f(t)\) reads:

\[
f(t) = 2\pi i \sum_{k=1}^{M} \text{Res}(p_k) \theta(t). \tag{B1}
\]
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As indicated on page 88 of Ref. [14], which is based on homodyne detection. Hence, we can write viscosity tensor as \( \eta = \tau_\text{C} C \), where \( C \) is the stiffness matrix [29, 30].

Since in this work we study the ISS signal detected with a heterodyne experimental setup, the right-hand-side of Eq. 40 is not squared. This choice is at variance with respect to Ref. [14], which is based on homodyne detection.

\[ t^\beta = \left( \frac{\Gamma_R}{\Gamma_R} \right) t. \]

Hence, we have

\[ (t^\beta)_\text{low} = \left( \frac{\Gamma_R}{\Gamma_R} \right) t^\beta > \left( \frac{\Gamma_R}{\Gamma_R} \right) t_\text{low}^* - \frac{1}{\Gamma_R} \ln \left( 1 + \frac{A}{B} \right). \]

The latter relation states that \( t_\text{low}^* > t^\beta \) or, in other words, \( t^\beta_\text{low} \) is a lower bound for \( t^\beta \).

The Fourier transform of \( 2\pi \delta(t) \) is 1. Furthermore, the Fourier transform of \( e^{-\lambda (t)} \), with A real and strictly positive, is \( (2\pi)^{-1} (\omega + A)^{-1} \).