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Abstract: To find the adequate spatial model discretization scheme, which balances the models capabilities and the demand for representing key features in reality, is a challenging task. It becomes even more challenging in high alpine catchments, where the variability of topography and meteorology over short distances strongly influences the distribution of snow cover, the dominant component in the alpine water cycle. For the high alpine Research Catchment Zugspitze (RCZ) a new method for objective delineation of hydrological response units (HRUs) using a time series of high resolution LIDAR derived snow depth maps and the physiographic properties of the RCZ is introduced. Via principle component analysis (PCA) of these maps, a dominant snow depth pattern, that turned out to be largely defined during the (winter) accumulation period was identified. This dominant pattern serves as a reference for HRU delineations on the basis of cluster analyses of the catchment’s physiographic properties. The method guarantees for an appropriate, objective, spatial discretization scheme, which allows for a reliable and meaningful reproduction of snow cover variability with the Cold Regions Hydrological Model—at the same time avoiding significant increase of computational demands. Different HRU schemes were evaluated with measured snow depth and the comparison of their model results identified significant differences in model output and best performance of the scheme which best represents measured snow depth distribution.
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1. Introduction

Alpine catchments are characterized by changes in topography and meteorology over short distances. Hence, hydrological processes and storages are highly variable in space and time. Since runoff regimes of alpine catchments are largely influenced by snow accumulation and ablation patterns, their heterogeneity has major influence on the observed runoff during the ablation period [1]. Hydrological models applied in alpine catchments need to account for snow cover variability in order to produce meaningful and reliable results. This has to be reflected in the model formulations as well as in the spatial model discretization. Both factors are in general dependent on each other as a high model resolution does only lead to a surplus in the achieved information content if the model formulations are able to reflect processes, which are active at the chosen spatial resolution [2,3]. If this is not the case, more spatial elements will not lead to enhanced information content. The difficult task now is to identify the most adequate spatial model discretization scheme to achieve the optimal information content without increasing the computational demands by introducing too
many model elements. The usual way for guaranteeing the coverage of all hydrological key features is the application of a high resolution yet computationally demanding, raster based discretization [4]. This approach is used e.g., by the Water balance Simulation Model (WaSiM) [5], ALPINE3D [6] or the mesoscale hydrologic model (mHM) [7]. However, this approach does not make use of any information about the characteristics of the investigated area itself. As a result, there is a chance that the spatial resolution in general is by far too high for large parts of the area of interest just for covering some specific features, which are only relevant in certain parts of the model domain. A solution, which tries to omit this effect and which makes use of catchment specific information is the concept of hydrological response units (HRUs). HRUs are defined as “distributed, heterogeneously structured entities having a common climate, land use and underlying pedo-topo-geological associations controlling their hydrological dynamics” [8]. Prominent representatives of HRU based models are the Precipitation-Runoff Modeling System/Modular Modeling System (PRMS/MMS) [8,9], the Soil and Water Assessment Tool (SWAT) [10], or the Cold Regions Hydrological Model (CRHM) [11].

A shortcoming of HRUs is that their delineation often depends on the operator. The resulting HRU scheme is therefore neither objective nor reproducible by other scientists. Approaches to objectively delineate HRUs usually use surface and subsurface characteristics (e.g., geology, soil type, vegetation, slope, aspect) that are known to influence hydrological processes [8,12–14]. Yet, the disadvantage of these approaches is that they do not directly represent the hydrologically dominant component or processes of the water cycle. The heterogeneity of key hydrological processes in alpine catchments makes a meaningful and reproducible delineation of HRUs that accounts for the dominant hydrological component even more challenging. Therefore, the key question in this study is: Is it possible, to objectively delineate HRUs in the high alpine Research Catchment Zugspitze (RCZ)? In order to achieve such delineation, a cluster analysis which is based on the physiographic properties of the catchment was performed. The assumption is that land surface properties influence the meteorological situation and thus snow cover distribution [15–18]. Therefore, the focus of this study is on snow cover distribution. In contrast to the low land snow cover, a mountain snow cover shows pronounced heterogeneity resulting from the complex terrain in combination with the meteorological situation that is highly variable, too [1,18,19]. In addition, in high alpine catchments the snow cover is the dominant component of the water cycle [20–23]. This has to be considered in hydrological models, which are used to predict the alpine water cycle. Prasch et al. [24], Stahl et al. [25], Verbunt et al. [26], Engelhardt et al. [27] and Wulf et al. [28] demonstrated the importance of snow melt as a runoff component in catchments, which are partly or entirely high alpine such as the upper Danube river basin (where the RCZ is part of), the Rhine basin and further high alpine catchments in Norway, Switzerland and the Himalayas. The question that arises from that is: How is it possible to validate the clustering results or, respectively, is it possible to map possible patterns in the snow cover of the RCZ using the physiographic properties?

The solution presented in this study is to use a series of high-resolution snow depth maps derived from a terrestrial LIDAR and to use dominant patterns in snow depth distribution—in case of existence—as a reference for HRU delineation by means of a cluster analysis of the catchment’s physiographic properties. LIDAR measurements have become a well-established method for spatially distributed snow cover monitoring and allow for a spatially and temporally distributed detection of snow depth patterns [29–33]. To detect patterns, a principle component analysis (PCA) which is a common tool for identifying dominant structures in remote sensing data [34–36], was applied to the available stack of LIDAR derived snow depth maps. The PCA revealed the clearest and most pronounced snow depth pattern in the accumulation period. Therefore this pattern was used as a reference for HRUs derived by cluster analysis. The presented approach of delineating HRUs is the first that directly links the physiographic properties to the snow cover as the dominant water cycle component of a high alpine catchment. In contrast, previously presented approaches only make use of surface and subsurface information [8,12–14]. A similar approach has been presented for a low land catchment using remotely sensed land surface temperature [36]. In order to answer the questions
whether the method for HRU delineation produces meaningful results and how different HRU schemes influence model results, model runs with three cluster derived HRU schemes and one with the simpler scheme from [37] that follows elevation bands were performed. The model’s sensitivity was evaluated by a comparison of simulated snow cover and runoff of different HRU schemes and with measured snow depth data. Thereby huge differences were identified and the strong influence the model user has on model output by defining HRUs could be demonstrated. This underpins the necessity of an objective method for HRU delineation.

2. Study Area

The high-alpine RCZ (center coordinates: UTM 5250416 N 653692 E, Figure 1) is located in the Northern Calcareous Alps and is part of the Zugspitz massif. The highest elevated point of the 12 km² catchment is represented by Mount Zugspitze (2962 m a.s.l.) and its runoff is gauged at 1365 m a.s.l. at the Partnach spring. The environmental research station UFS Schneefernerhaus is located at 2650 m a.s.l. in the RCZ (Figure 1) and provided us with logistical support during the field work for this study. Annual mean temperature measured at Mount Zugspitze is $-4.5 \, ^\circ C$ (1981–2010) while the annual mean precipitation for the same period is 2080 mm a⁻¹ (own calculations from data provided by the station of the German Weather Service (DWD) at Mt. Zugspitze). The Zugspitzplatt, which represents most of RCZ is largely free of vegetation, except from some sparse alpine meadows and pioneer plants. Apart from knee wood in the lower parts (<2000 m a.s.l.) of the catchment, vegetation on the Zugspitzplatt is considered to be insignificant for snow cover development. Due to the geological situation and glacial processes during the Little Ice Age (1550–1850) in the upper part of the catchment and during the Pleistocene in the entire catchment, the terrain of the RCZ is characterized by both, karst and glacial features, forming a rugged surface. This surface shows great heterogeneity in slope angle, exposition and curvature, which leads to complex meteorological conditions in combination with the catchment’s altitudinal gradient of almost 1600 m. There are two meteorological stations, one operated by DWD and one by the Bavarian Avalanche Service (LWD), which provide long term recordings of meteorological parameters and snow depth. DWD automatically records meteorological parameters close to the summit of Mt. Zugspitze, whereas snow depth is measured daily with a snow stake at 2600 m a.s.l. on the Zugspitzplatt. At the lower LWD station (2420 m a.s.l.) all parameters are recorded automatically including snow depth and snow water equivalent (SWE). Snow depth at the LWD station is measured with a Sommer USH-8 ultrasound device from 5m above ground with a beam angle of 12 ° and allows for continuous automatic recordings. At the same time a Sommer SSG snow gauge with a measurement area of $2.4 \times 2.8$ m records SWE. The device was constructed to minimize ice bridging effects and thus provides highly accurate data. This SWE data are used to correct the snow precipitation measurements, which are conducted with a NIWA/MED-K505 precipitation gauge with a $500 \text{cm}^2$ catching surface and an automatic scale. The precipitation gauge is mounted at 5m above ground. Data from DWD serves as model input whereas LWD data is used for validation. An overview of the RCZ as well as the locations of the weather stations and measured parameters is given in Figure 1 and Table 1. For more detailed information on the physiography of the RCZ, it is referred to [37–40]. Since the catchment’s snow cover is largely influenced by ski slopes and the goal is to investigate the natural snow depth distribution, a specific field of interest (FOI) was identified which is rather untouched by human activities (Figure 1). The surface of the FOI is very undulant with depressions and ridges of various sizes, and can be regarded as representative for large parts of the Zugspitzplatt, which show a very similar structure.
Figure 1. Overview of the RCZ, the location of meteorological stations, the environmental research station Schneefernerhaus (UFS) and the test area (FOI (field of interest)) used for PCA.

Table 1. Automatic weather stations and measured parameters (T = air temperature, ppt = precipitation, rh = relative humidity, u = wind speed, Qsi = shortwave incoming radiation, Qli = longwave incoming radiation, SD = snow depth, SWE = snow water equivalent).

| Station Name | Altitude (m a.s.l.) | Measured Parameters | Data Available Since |
|--------------|---------------------|---------------------|---------------------|
| DWD          | 2964, SD at 2600    | T, ppt, rh, u, Qsi, Qli, SD | 1900               |
| LWD          | 2420                | T, ppt, rh, u, SD, SWE   | 1998               |

3. Materials and Methods

3.1. Hydrological Modelling

CRHM is used to model the hydrology of the RCZ. CRHM was especially designed to model hydrological processes in cold environments and in small-to-medium sized catchments like the RCZ and successfully simulated hydrological processes in various environments such as prairies, forests, arctic, and alpine regions, including the RCZ [37,41–47]. A detailed description of CRHM, its components, and the implemented processes can be found in [11]. For means of comparability, the parameterization and modules of [37] were chosen as basis for the hydrological modeling in the present study. CRHM is driven by hourly meteorological data, which are provided by the Wetterhütte Zugspitze of the DWD (Figure 1, Table 1) for the period 1998–2016. The data is preprocessed in the same way like in [37], which includes the detection and elimination of measurement errors and the interpolation of gaps according to the procedure proposed by [48]. Due to large data gaps, the measurements of the LWD station (Figure 1, Table 1) were not used as model input. However, the snow water equivalent (SWE) and precipitation data from the station were used to assess the underestimation in snow precipitation measurements. Therefore, we compared winter sums of positive daily SWE change (only snowfall events are considered) and sums of winter precipitation (only snow) from
2012–2017 (SWE available since 2012). Winter was defined as the period from October to May, which is the main accumulation period in RCZ. To be sure that only snow precipitation is included in the analysis all SWE and precipitation values at temperatures higher than 0 °C were excluded. Basis for this threshold value is the study from [49]. They identified that the threshold in the Northern Hemisphere is within a range of −0.4–2.4 °C in 95% of the precipitation events. Moreover, they found out that the Alps have a slightly higher average threshold value than the Northern Hemisphere. The measured accumulated SWE is 5295 mm, whereas only 3544 mm accumulated precipitation was recorded. The offset of nearly 50% at the LWD station goes in line with findings from [50,51]. Over the years the station operated, it has been shown to be largely unaffected by snow redistribution processes, unlike other stations that have recently been set up in RCZ and are heavily affected by snow redistribution. It is therefore valid to use the data of the LWD station to evaluate the undercatch in precipitation measurements in RCZ. According to this, precipitation data of the DWD station was corrected at temperatures ≤0 °C by multiplication with a factor of 1.5. Figure 2 shows measured and corrected daily precipitation data for winter 2014/2015 as an example.

![Figure 2](image-url)

**Figure 2.** Measured and corrected daily precipitation data at the DWD station for winter 2014/2015 (example).

In CRHM, the spatial discretization, which is the main topic in course of this paper, is on the basis of HRUs which contain information about the surface properties. Process-specific cascades like blowing snow transport or the runoff components serve as connection between HRUs. Since the HRU scheme defines surface properties like altitude, aspect, slope, vegetation height, etc. for CRHM, it has great influence on the model routines which depend on these properties. Via its influence on temperature, altitude significantly controls the development of a snow cover in CRHM. Mean altitude of HRUs and the proportion of high altitude HRUs in a HRU scheme are therefore highly relevant for the onset of snow accumulation, the amount of accumulated snow and the onset of melt in the simulated catchment. In the model setups, the threshold temperatures for snow and rain are defined as 0 °C (below all precipitation is snow) and 2 °C (above or equal all precipitation is rain). This range is supported by findings from [49]. Therefore, the HRU-altitude-dependent air temperature controls the amount of liquid and solid precipitation. Snow melt is described by the energy balance model...
In addition to air temperature, SnobalCRHM uses the shortwave radiation, which depends very much on the HRU slope and aspect. The HRU slope and aspect specific correction of shortwave incoming radiation is done by an approach developed by [54]. A further crucial factor for snowmelt is albedo, which is calculated by a procedure by [55] and serves as input for SnobalCRHM. The approach of albedo calculation uses HRU specific values of temperature, SWE and net snow precipitation. The CRHM modules just described are the most important for snow cover development and are highly dependent on HRU specific values surface properties. Therefore, significant variations on model output according to the HRU scheme are expected.

3.2. LIDAR Snow Depth Measurements and Its Analysis

Obtaining spatially distributed snow depth data using terrestrial LIDAR systems has become a well-established approach [1,29–33]. Since snow cover is largely dominating the hydrology of the RCZ, the aim is to detect dominant snow depth patterns by means of LIDAR data, which can serve as reference for HRU delineation. Since a possible temporal variation in dominant snow depth patterns should also be examined, 15 measurement campaigns during the snow accumulation, ablation and settlement periods from June 2015 to July 2017 were conducted with the logistical support of UFS Schneefernerhaus. The campaigns were carried out with an OPTECH ILRIS-LR LIDAR system (Table 2) which is based on the time-of-light principle and has a range of more than 3000 m. The LIDAR’s long range enables a setup on the visitor terrace close to the peak of Mt. Zugspitze. This position is ideal to measure snow depth of the FOI (Figure 1) at an average distance of 1900 m—it guarantees a minimum of shadows, the same position at each scan for means of comparability, optimal measurement geometry, easy accessibility, which is important due to time constraints and the weight of the LIDAR as well as power supply for the device. In addition to being largely free of human influence, the FOI was chosen since the backscatter of LIDAR is high here compared to the more distant parts of the RCZ.

Table 2. Specifications of the LIDAR system OPTECH ILRIS-LR.

| Specification                      | Value                  |
|------------------------------------|------------------------|
| Range 80% reflectivity             | 3000+ m                |
| Range 10% reflectivity             | 1330+ m                |
| Laser repetition rate              | 10000 Hz               |
| Raw range accuracy                 | 4 mm @ 100 m           |
| Raw angular accuracy               | 8 mm @ 100 m           |
| Laser wavelength                   | 1064 nm                |
| Beam diameter                      | 27 mm @ 100 m          |
| Beam divergence                    | 0.014324°              |

Before the measurement campaigns, the appropriate scan resolution needs to be selected. It needs to allow for a time efficient execution of the scans and at the same time it needs to be high enough for the purpose of detecting dominant snow depth patterns. Time played an important role during the campaigns since it was necessary to scan a much larger area than the FOI in order to record enough unchanging structures to appropriately co-register the scans. Snow depth variations due to redistribution processes have been shown to be mostly larger than 0.3 m [56]. Based on this information and to assess the system’s maximum resolution capacity, steps of 1 m, 0.5 m, 0.25 m, 0.1 m, 0.05 m and 0.01 m height (Figure 3c) were dug into the snow and scanned from a distance of 1400 m (Figure 3a). Scans were carried out with 1 µrad and 5 µrad resolution. Figure 3d shows that it is possible to clearly identify steps up to 0.05 m height with the highest resolution. Steps >= 0.25 m can be resolved with the 5 µrad resolution (Figure 3e). The achieved accuracy in the 5 µrad mode is sufficient for identifying dominant patterns and allows for a time efficient implementation of the measurement campaigns. Moreover, snow depth obtained from LIDAR at the chosen 5 µrad resolution was compared with snow depth measured by the ultrasound device of the LWD station, which is 1600 m away from the scanner position. The mean difference between the two measurement techniques is 0.04 m.
Figure 3. Steps to assess the LIDAR accuracy. (a) LIDAR point of view. (b) Medium zoom to the LIDAR point cloud. (c) Steps and their height. (d) Near zoom to the steps of the highest possible resolution (1 µrad) point cloud. (e) Near zoom to the steps of a high resolution (5 µrad) point cloud.

Error detection and correction is performed with the JRC 3D Reconstructor 3 software [57] automatically and manually. The co-registration of point clouds on the basis of unchanging structures like ropeway stations and other buildings shows an accuracy of 0.04 m with a standard deviation of 0.01 m and is thus accurate enough for pattern detection. The 5 µrad scan resolution allowed calculating gridded maps with a horizontal resolution of 5 m, which is high enough to detect major, larger scale (>10 m) snow depth patterns. Based on these maps, which represent snow DEMs (digital elevation model), difference maps were calculated, showing the snow depth for each time step. The difference was calculated by subtracting a LIDAR derived bare ground DEM from the LIDAR derived snow DEM. For the year 2016 those snow depth maps are presented in Figure A1 in the appendix showing snow depth development. In a further step, the difference between the measurement dates was calculated to obtain snow depth changes. These difference maps are the basis for further processing. Since during snow accumulation, ablation and settlement, different snow processes are predominant, scans were classified into these periods and a PCA was applied. The main purpose of PCA is to reduce redundancy in data and thus the detection of dominant structures [58]. For a mathematical description of PCA it is referred to [59]. Results from PCA in the FOI serve as a benchmark for the following HRU delineation for the entire catchment.

3.3. Cluster Analysis

The delineation of HRUs for the entire RCZ is achieved by applying a cluster analysis. Cluster analyses have been successfully performed in numerous studies, mainly to investigate hydrological similarity between catchments and on meso- to large-scale catchments [60–64]. In contrast, in this study it is applied to a small headwater catchment. The used input parameters are vegetation cover, altitude, slope, aspect, and the wind sheltering index (Sx), that was developed by [17]. Calculation of Sx requires the prevailing wind direction in addition to the DEM and is a measure whether a pixel is
exposed to wind or sheltered, i.e., whether a pixel is subject to wind driven snow deposition or snow erosion. To get an overview of the physiographic characteristics of the area, slope, aspect, Sx and the vegetation cover of the RCZ are displayed in Figure 4. Elevation is presented in Figure 1.

![Figure 4. Physiographic parameters of RCZ. (a) slope, (b) aspect, (c) Sx (negative values indicate wind exposure, positive values indicate wind shelter), (d) land cover. The red and white polygon represent the FOI.](image)

The cluster analysis is based on the assumption that the dominant patterns in snow depth distribution are controlled by physiographic properties in combination with the meteorological conditions, mainly wind [18,65]. Apart from vegetation cover, which is available as a classification map all parameters were calculated on the basis of a 5 m DEM. Due to the size and the mixed data type (continuous and discontinuous) of the input data the k-prototype algorithm [66], a modification of the k-means algorithm [67] for large mixed type data sets, was used for clustering. While the k-means algorithm is based on grouping around cluster means, k-prototype uses grouping around cluster prototypes, which are representative vectors for each cluster. K-prototype uses a cost function, which is a combined similarity measure for numerical and categorical attributes. The similarity measure for numerical attributes remains the Euclidean distance; the similarity measure for the categorical attributes is the number of mismatches between objects and prototype. Before clustering, all continuous input variables (altitude, slope, aspect, Sx) were standardized by subtraction of the mean and division by the standard deviation since k-prototype is not scale invariant. The clustering was performed iteratively for a range of different numbers of clusters to identify the clustering, which best represents, the dominant, and PCA derived patterns in the FOI. This clustering is chosen as HRU delineation. In order to represent their individuality, glaciated areas in the catchment were excluded from clustering and are assigned to a separate HRU. Glaciated areas encompass the glaciers Nördlicher and Südlicher Schneeferner, which are characterized by a homogeneous surface and little variation in altitude.
4. Results and Discussion

4.1. PCA Derived Patterns in Snow Cover

One of the main goals in course of this study was to identify dominant snow depth patterns, in case of existence, in the periods of snow accumulation, ablation and settlement. These patterns serve as a reference for the cluster based HRU delineation. For that purpose 15 LIDAR snow depth maps were analyzed via PCA. The obtained PCs for the accumulation, ablation and settlement period are summarized in Table 3. Figure 5 illustrates the component values of the 1., 2., and 3.PC of the respective period in the FOI. The relatively large areas of no data values in the ablation images compared to the accumulation and settlement images can be traced back to the very wet snow cover during measurements in the ablation period, which significantly decreases LIDAR backscatter. As explained in Section 3.2 the PCA was conducted with maps showing snow depth change. The most distinct pattern can be observed in the 1.PC of the accumulation period (Figure 5a), followed by the 1.PC of the ablation period (Figure 5d) and the 2.PC of the accumulation period (Figure 5b). The other PCs show hardly any pattern but mainly noise (Figure 5c,e–i). The strong pattern in the 1.PC of the accumulation (Figure 5a) shows clear small scale variations (5–20 m) which resemble the snow free surface. Here, the negative component values indicate areas with an increase in snow depth (troughs) while the positive component values indicate areas with little change (ridges). In contrast, the 2.PC of the accumulation period (Figure 5b) slightly reflects variations on a scale of 20–100 m. This can be attributed to the slight increase in elevation from north-east to south-west (almost 100 m)—positive component values indicate positive changes in snow depth while negative values indicate little change on a larger scale. The 1.PC of the ablation period reveals a similar pattern like the 1.PC of the accumulation period. However, it is less pronounced and not as small-scale. The positive component values are related to areas that are subject to negative changes in snow depth due to melt and positive values indicate little change. The results from the visual interpretation of Figure 5 are supported by the semivariograms of the PCs (Figure 6). The 1.PC of the accumulation period has the largest semivariance, which increases with increasing lag (Figure 6a). The curve of the semivariances of 1.PC of the ablation period is very similar but with generally lower values compared to the 1.PC of the accumulation period (Figure 6b). This means that the differences between the component values are smaller than in the 1.PC of the accumulation period. The almost constant semivariances in the other PCs as well as in all PCs of the settlement period (Figure 6c) indicate that there is almost no lag dependent variation in component values that means, there is mainly noise. This also applies to the 2.PC of the accumulation period where a purely visual interpretation suggests the previously described pattern.

Based on the PCA results and the semivariograms of the PCs it can be concluded that snow depth distribution is largely defined by processes during accumulation and that processes during ablation or settlement have only limited influence on it. On the one hand, this was to be expected since at steep angles of incidence of the solar rays there is hardly any shading in the FOI, which limits the effect of solar radiation on the development of snow depth patterns. Nonetheless there are differences in the radiation balance due to variations in aspect and slope angle. These are reflected in the snow depletion pattern of the 1.PC of the ablation period. On the other hand, the identified importance of the accumulation period for snow depth distribution goes in line with findings from [68–71] who identified snowfall events accompanied by strong winds in combination with the roughness of the snow free surface as the main drivers for snow depth distribution in the Alps. Analysis of wind and gust speed at the LWD-station, which is in close vicinity to the test area, revealed that wind and gust speed are on an average 25% and 26% higher during snowfall events than in periods without snowfall. This analysis is based on data from November 2014–May 2016 and includes the months October, November, December, January, February, March, April, and May, which are most relevant for snow cover development in the RCZ and in which LIDAR measurements were carried out. The result of the wind analysis underpins the greater importance of wind during snow accumulation than during settlement or during ablation. Moreover, the dominant, small scale snow depth pattern
which was identified during accumulation season is essential for snow ablation dynamics in complex terrain [56], such as RCZ. Features, which remain snow free at the end of accumulation or melt out early, are most important for melt dynamics and subsequently the distribution of melt induced snow depletion. These features provide a source for long-wave radiation, the most important source for melt [72]. In addition, the heterogeneous surface causes local advection of warm air from the snow free ground to snow and thus enhances melt [56,73]. As a result, a snow cover as shown in Figure 7, which represents a typical sequence of snow cover depletion during the ablation period in the FOI, was observed. Starting with spots which are still snow free at snow depth maximum, melt processes create a particular pattern which resembles PC1 of ablation. In summary, it can be noticed that snow depth distribution is largely defined during accumulation, which becomes visible in the dominant pattern in PC1 of the accumulation period. This pattern also influences melt dynamics and subsequently snow depth distribution during ablation. Thus, the pattern in PC1 of the ablation period resembles the one in the accumulation period but less distinct. For this reasons, the pattern of the 1.PC of the accumulation period was chosen as benchmark for HRU delineation via cluster analysis.

**Table 3.** Standard deviation ($\sigma$), proportion of variance (prop. of VAR) and cumulative proportion of variance (cum. prop.) of the principle components (PCs) in the accumulation, ablation and settlement period.

| Accumulation | PC1 | PC2 | PC3 | PC4 | PC5 | PC6 |
|--------------|-----|-----|-----|-----|-----|-----|
| $\sigma$     | 1.531 | 1.161 | 0.975 | 0.797 | 0.682 | 0.506 |
| prop. of VAR | 0.384 | 0.237 | 0.154 | 0.134 | 0.081 | 0.010 |
| cum. prop.   | 0.384 | 0.621 | 0.775 | 0.908 | 0.989 | 1.000 |

| Ablation     | PC1 | PC2 | PC3 | PC4 | PC5 | PC6 |
|--------------|-----|-----|-----|-----|-----|-----|
| $\sigma$     | 1.531 | 1.161 | 0.975 | 0.797 | 0.682 | 0.506 |
| prop. of VAR | 0.391 | 0.225 | 0.159 | 0.105 | 0.078 | 0.043 |
| cum. prop.   | 0.391 | 0.616 | 0.774 | 0.880 | 0.957 | 1.000 |

| Settlement   | PC1 | PC2 | PC3 |
|--------------|-----|-----|-----|
| $\sigma$     | 1.281 | 0.929 | 0.704 |
| prop. of VAR | 0.547 | 0.288 | 0.165 |
| cum. prop.   | 0.547 | 0.835 | 1.000 |
Figure 5. Component values of the 1., 2., and 3. PC of the accumulation, ablation, and settlement period in the FOI. x- and y-axis are coordinates in UTM WGS84 Zone 32N.
Figure 6. Semivariogram of the 1., 2. and 3.PC of the (a) accumulation, (b) ablation, (c) settlement period.
Figure 7. Photographs of the FOI taken by an automatic camera of DWD at the peak of Mt. Zugspitze facing south. (a) Photograph recorded on May 22, 2016 shortly after the accumulation maximum. Black ellipses indicate spots which are still snow free. The red ellipse indicates the location of the LWD-station. (b) Photograph recorded on June 10, 2016. (c) Photograph recorded on July 05, 2016. All images are taken from https://www.foto-webcam.eu/webcam/zugspitze-sued/ © Deutscher Wetterdienst.
4.2. Cluster Analysis Results and HRU Delineation

To benchmark the cluster derived HRU schemes, they are compared with LIDAR derived snow depth patterns as described previously. It turned out that 10 HRUs (9 clusters plus one glacier HRU) are optimal as the comparison of the cluster results with the 1.PC of the accumulation period in Figure 8 shows. In addition to the visual interpretation and the semivariograms that suggest choosing the 1.PC of the accumulation period as a reference for cluster evaluation, the density distribution of the component values of the 1.PCs of the accumulation and ablation period (Figure 9) in the clusters was analyzed. While in the ablation period (Figure 9b) the density distributions are very similar in each cluster, in the accumulation period (Figure 9a) they differ more and clusters can be separated according this distributions. This underpins the validity of the 1.PC of the accumulation period as a reference for cluster evaluation. The comparison of clusters and PCA results (Figure 8) shows, that small scale patterns in the western part of the FOI are clearly reproduced by the clusters. Also larger scale patterns in the eastern part, which can also be observed in the 1.PC of the ablation period (Figure 9b), are represented satisfactory. Even areas, which have no data in the PCs because of shadowing effects during LIDAR measurements (south exposed parts of deeper troughs) (Figure 8a) are precisely attributed to a cluster (Figure 8b). All three clusters also occur outside the FOI and account for 40% of the RCZ, which highlights that the FOI is representative for large parts of the catchment. The chosen clustering thus represent the delineation of HRUs. The main parameters of the resulting 10 HRUs are given in Table 4. Despite the comparison of the clustering results with 12 clusters (Figure 8e) shows an equally good representation of snow patterns like the one with 10 clusters, the latter was chosen as the “best-fit” scheme. This is justified in the goal of the HRU classification to identify as many HRUs as necessary—and not more—to ensure a high computational efficiency of the model setup. Both HRU schemes and another cluster analysis derived scheme with 8 clusters (Figure 8d) are used for modelling in order to evaluate the model’s sensitivity to various HRU schemes. It could be argued that the FOI of which snow depth patterns serve for evaluation of the clustering results only represents a small part of the RCZ. However, its terrain can be regarded as representative for large parts of the catchment, as it has ridges and depressions of various sizes typical of the catchment. These terrain features have been shown to be controlling snow depth distribution in combination with wind in numerous studies [17,65,70,74]. In the clustering, the wind effect is represented by the wind sheltering index Sx (see Section 3.3) [17]. Of course, it would have been beneficial if snow cover patterns of larger parts or even the entire catchment could have been obtained to validate the clustering results. However, for logistical reasons, this was not feasible in this study.
Figure 8. (a) 1 PC of the accumulation period. (b) Result of the cluster analysis (10 clusters) for the FOI. (c) Result of the cluster analysis with 10 clusters, (d) 8 clusters and (e) 12 clusters for the entire RCZ. x- and y-axis are coordinates in UTM WGS84 Zone 32N.
Figure 9. Density distribution of the component values of the 1.PCs of the (a) accumulation and (b) ablation period in the clusters (Cl). The vertical bars at the bottom line indicate mode values of the distributions.

Table 4. Main parameters of HRUs of the “best-fit” scheme.

| HRU/Cluster | Altitude [m a.s.l.] | Aspect [°] | Slope [°] | Land Cover     | Area [km²] |
|------------|---------------------|------------|-----------|----------------|------------|
| 1          | 2598                | 160        | 44        | rock           | 1.30       |
| 2          | 2104                | 327        | 36        | rock           | 0.96       |
| 3          | 2312                | 243        | 46        | rock           | 0.97       |
| 4          | 2321                | 175        | 24        | rock           | 1.81       |
| 5          | 2228                | 29         | 22        | rock           | 0.71       |
| 6          | 1687                | 81         | 26        | knee wood      | 1.03       |
| 7          | 1803                | 155        | 40        | knee wood      | 1.11       |
| 8          | 2329                | 102        | 19        | rock           | 2.71       |
| 9          | 2376                | 59         | 51        | rock           | 0.90       |
| 10         | 2615                | 81         | 14        | ice            | 0.23       |

4.3. Evaluation of HRU Schemes with Station Measurement Data and Effects on Snow Parameters and Runoff

The presented method of HRU delineation was evaluated by a comparison of snow depth, modeled by CRHM and measured data from DWD and LWD stations. Moreover, the HRU schemes were compared with the rather subjective, elevation dependent scheme from [37] in order to analyze the effects on modeled snow parameters and runoff. Figure 10 displays modeled snow depth of the “best-fit” HRU scheme in comparison to DWD and LWD measurements, which are available for the period 1998–2016. It can be seen that CRHM is able to well reproduce snow accumulation and ablation at both stations. This results in a NSE (Nash-Sutcliffe Efficiency) [75] of 0.76 when comparing modeled with measured values of DWD and 0.70 for the LWD station (Table 5). Table 5 also shows NSE values of the discretization schemes with 4, 8 and 12 HRUs. The comparison reveals that the “best-fit” scheme and the one with 8 HRUs produce the best simulation results at the measurement stations while the non-cluster based scheme with 4 HRUs performs worst. Moreover, the simulation results were compared to measured SWE from the LWD station (Figure 11). In contrast to snow depth, SWE data is only available from Winter 2012/2013–2016. Figure 11 shows that in all schemes SWE is underestimated at the measurement site, in particular in the 10 HRU scheme. A similar underestimation in this scheme can also be observed in snow depth simulations for the same period, resulting in a lower NSE value (0.47) compared to the NSE value for the 1998–2016 period. Moreover it
can be seen that the scheme with 10 HRUs exhibits greater underestimation in SWE simulation than the schemes with 8 and 12 HRUs. The same applies for modeled snow depth in the 2012/2013–2016 period, resulting in better NSEs than for the 10 HRU scheme (0.80 (12 HRU), 0.76 (8 HRU)). However, the comparison of these results with the previous snow depth analyses should be differentiated, especially with regard to the model quality. First, the analyzed time periods are different (18 vs. 4 years) and second, the comparatively weaker performance of the 10 HRU scheme in SWE modeling is due to the generally more massive snow cover modeled in the 12 and 8 HRU schemes, as the following analyses show.

Figure 10. (a) Modeled and measured snow depth of the “best-fit” scheme at the DWD station (NSE = 0.76) and (b) at the LWD station (NSE = 0.70). (c) Modeled daily SWE with the 8 HRU setup and (d) with the “best-fit” scheme for the period 1961–2016.
Figure 11. Comparison of measured SWE from the LWD station with modeled SWE with different HRU schemes. NSE values: 0.67 (12 HRUs), 0.29 (10 HRUs), 0.63 (8 HRUs), 0.49 (4 HRUs).

In addition to evaluate the model performance of the relatively short period with measurement data, the robustness of the HRU schemes for long term simulation was tested. Therefore, the period 1961–2016 (Figure 10c,d) was simulated. In the highest elevated HRU of the 8 and 12 HRU scheme, snow never melts completely during summer, which leads to a continuously growing snow pack over the years (Figure 10c). Figure 10c is also exemplary for the situation in the highest HRU in the scheme with 12 HRUs. Such a snow cover development was never observed in nature. A similar unrealistic snow cover development can be observed in two further HRUs of the scheme with 12 and 8 HRUs but never in the 10 HRU scheme. Moreover, the setup with 12 HRUs shows an unrealistic snow cover simulation for one HRU even in the shorter period 1998–2016. Due to this and due to the fact that the 10 HRU scheme performs equally well in simulating snow depth at the two measurement sites, it is legitimate to label it as “best-fit”. The analysis of the 1961–2016 period indicates, that more HRUs do not necessarily mean better simulation results. Rather, good simulation results depend on whether the HRUs describe the catchment realistically. A surplus in HRUs can cause that catchment characteristics that do not occur in reality and so does a too coarse discretization. The partly unrealistic snow depth simulations described, illustrate CRHM’s sensitivity to HRU discretization. It is in particular remarkable, that the severest differences could be observed when simulating longer time periods. As a consequence, an adequate HRU discretization is highly relevant when it comes to simulations of future climate change effects on the hydrology, since these projections are usually calculated for periods of at least 30 years.

To investigate the effects of the various HRU schemes on model output, the snow hydrological indices MSWE (maximum snow water equivalent), day of MSWE, and snow cover duration are compared for the setups with 12, 10 (“best-fit”), 8 and 4 HRUs. The indices, which are displayed in Figure 12, are mean values for the entire RCZ, weighted by HRU areas. In addition Table 5 provides the 18-year (1998–2016) areal means of the indices. MSWE (Figure 12a, Table 5) is modeled highest with the 12 HRU scheme and lowest with the “best-fit” scheme. MSWE results achieved with the other schemes are in between. The comparison of the day of the MSWE (Figure 12b, Table 5) shows an earlier occurrence of MSWE in the setup with 10 HRUs. Regarding the 18-year mean, peak snow storage represented by MSWE, is 10–12 days earlier in the “best-fit” scheme. Great differences between the setups can also be observed in snow cover duration (Figure 12c), which is on the 18-year average 25–30 days shorter in the “best-fit” scheme (Table 5). Based on the comparison of these indices it can be concluded that there is a significant influence of the HRU scheme on simulation of snow cover in the RCZ. The significance of the parameters in Table 5 was tested with a Welch two sided t-test, $\alpha = 0.05$. The generally higher values and the later day of MSWE in the elevation zone oriented 4 HRU scheme can be explained by the lesser variability in exposition, altitude, and slope among HRUs in comparison to the physiographic property based HRU setups, which result in more diverse conditions for snow
accumulation and ablation. The reason for the lower values in MSWE, DoMSWE and snow cover duration in the “best-fit” scheme compared to the other cluster derived schemes lies in the unrealistic simulation of snow cover development in some HRUs, which influences the mean values.

Figure 12. (a) Range of catchment means of MSWE, (b) day of MSWE (c) and snow cover duration modeled with 12, 10, 8 and 4 HRUs. (d) Range of mean monthly catchment runoff (18-year mean) modeled with 12, 10, 8 and 4 HRUs. The bold black line represents the model setup with 10 HRUs.

Although runoff is measured at the karst spring, the data was not used for the evaluation of the different HRU schemes. One reason are large data gaps due to avalanche and flood damage. Other reason are changes in the channel cross section and varying bed load coverage which leads to a limited validity of the water level-discharge relationship. Moreover, a flood event lead to changes in the karst system, which made measurements before and after this event incomparable. Thus, statements regarding the quality of simulated runoff with the various HRU schemes are not possible. Consequently, in following only the differences in the runoff responses of the various HRU schemes are presented. The differences in snow depth development that were identified due to different HRU schemes resulted in great variations in runoff development in the simulations. Figure 12d illustrates this and depicts the range of the 18-year mean monthly catchment runoff for simulations with 12, 10 (“best-fit”), 8 and 4 HRUs. The general regime with a runoff maximum in June is similarly modeled with each discretization. However, the amount of runoff greatly varies. For example, this could be of particular importance, if a HRU based model is used for runoff simulations in order to estimate e.g.,
hydropower potential. The runoff simulation results give a good overview of the effects different HRU schemes and subsequently different snow cover developments have on the runoff regime of RCZ.

Both, the results for snow cover development and the results for runoff illustrate the model’s sensitivity to different HRU schemes. Moreover, the results show how model outcomes can be influenced by the user if HRUs are delineated without an objective, user independent method. Furthermore, the presented method for an objective delineation of HRUs for the RCZ has proven to produce the best results of modeled snow depth development. Nevertheless, it would be helpful to have a consistent time series of runoff data that would allow a comprehensive analysis of the modeled and measured components of the water cycle. This is especially true with regard to the available SWE measurements and would allow a deeper analysis of the relatively weaker performance of the 10 HRU setup in SWE modeling at the LWD station.

### Table 5. Snow parameters (18-year catchment mean) and model efficiencies of different HRU schemes at LWD and DWD snow depth measurement sites.

| MSWE [mm] | DoMSWE [day of year] | Snow Cover Duration [days] | NSE (LWD) | NSE (DWD) |
|-----------|----------------------|---------------------------|-----------|-----------|
| 12 HRUs   | 1017                 | 118                       | 247       | 0.67      | 0.75      |
| 10 HRUs (“best fit”) | 818                 | 107                       | 220       | 0.70      | 0.76      |
| 8 HRUs    | 968                  | 117                       | 245       | 0.71      | 0.76      |
| 4 HRUs    | 841                  | 119                       | 250       | 0.67      | 0.25      |

### 5. Conclusions and Outlook

The goal of the study was to introduce a method for an objective model discretization that guarantees computational efficiency and an adequate representation of dominant hydrological processes in the high alpine, snow dominated RCZ. To achieve this a method for HRU delineation was developed that makes use of a time series of LIDAR derived snow depth maps. The analysis of this data by PCA allows for identification of dominant snow depth patterns in the FOI, serving as a reference for the following physiographic property based HRU delineation. Before analyzing the LIDAR data, the accuracy of the data was assessed. This was done by a field experiment, where snow steps of defined size were measured with the LIDAR. In addition, LIDAR snow depth measurements were compared with LWD operated ultrasound measurements. The results show that the accuracy of LIDAR measurements varies according to the angle of incidence on the target, the distance of the target to the LIDAR and the snow conditions. However, the obtained accuracy, which is in a range of 0.05–0.35 m is sufficiently high to detect the dominant seasonal snow depth pattern where changes in snow depth of tens of centimeters to meters occur over distances of more than 5 m. Results of the PCA of the time series of LIDAR snow depth maps show that seasonal snow cover distribution is largely defined during snow fall events and that processes during settlement and ablation play a minor role in the RCZ which confirms findings from [69,71] for other regions in the Alps. PCA identified patterns of snow depth of the FOI serve as a benchmark for the following cluster analysis on basis of the physiographic properties of RCZ. The iteratively performed cluster analysis allows for delineation of HRUs for the entire catchment. The clustering that best fits the PCA identified dominant snow depth pattern of the accumulation period was chosen as HRU delineation. The resulting HRU delineation could be successfully evaluated by comparing modeled snow depth with snow depth measured by DWD and LWD. So far, the presented method enables to objectively delineate HRUs in consideration of dominant snow depth patterns. In addition to that, it was analyzed how different HRU schemes influence model results, i.e., how the user may influence model results due to the choice of HRUs. Therefore model results of the “best-fit” HRU scheme were compared to results of the model setup from [37], in which HRUs are delineated according to vegetation zones as well as to further cluster analysis derived HRU schemes. The cluster derived HRU schemes performed better in simulating snow cover dynamics at the measurement sites of LWD and DWD than the vegetation zone oriented HRU scheme. Moreover, the scheme with 12 HRUs, which represents PCA derived snow cover patterns equally well like the “best-fit” scheme, shows unrealistic snow cover simulations in...
one HRU. This underpins the presented approach of delineating only as many HRUs as necessary, as too many spatial units may lead non-existent surface characteristics that negatively influence model quality. Furthermore, this guarantees computational efficiency without reducing the model quality. This agrees with [76] who conclude that a limited amount of functional units, which were identified by clustering, does not mean a substantial loss in model performance. Analysis of simulated mean snow cover development of the entire RCZ revealed huge differences between the used HRU schemes. This becomes evident in snow storage, temporal dynamics of the snow cover and the hydrograph, particularly in long term simulations. The results stress the necessity of an adequate and objective discretization approach in alpine catchments, that reflects dominant snow depth patterns and thus allows for an appropriate representation of key processes in the used model to gain optimal simulation results. Unlike previously presented concepts for an objective HRU delineation [8,12–14], the here presented approach directly links the HRU delineation to the snow cover as an internal state of alpine hydrology. The presented method makes use of terrestrial LIDAR data. However, to acquire this data is not trivial for a few reasons that are the costs of the LIDAR, the power supply in remote areas, an adequate location for the setup and necessary logistics due to the instrument weight. All these reasons hamper a resource effective application of a terrestrial LIDAR. Moreover, with a terrestrial LIDAR it is impossible to cover an entire catchment. Thus it is also impossible to derive an HRU discretization solely based on LIDAR snow cover data. Nevertheless, there have been recent developments in remote sensing [29,30,77,78] and in particular in the field of unmanned aerial vehicles [79] that allow for a more comfortable and cost effective generation of high resolution snow cover maps. These methods are applicable to larger areas and are thus predestined to be applied for future studies on spatial model discretization in alpine catchments.
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Abbreviations
The following abbreviations are used in this manuscript:

SWE snow water equivalent
MSWE maximum snow water equivalent
DoMSWE day of maximum snow water equivalent
NSE Nash-Sucliffe efficiency
CRHM Cold Regions Hydrological Model
HRU hydrological response unit
DWD Deutscher Wetterdienst (German Weather Service)
LWD Lawinenwarndienst Bayern (Bavarian Avalanche Service)
RCZ Research Catchment Zugspitze
PCA principal component analysis
FOI field of interest
DEM digital elevation model
Sx wind sheltering index
LIDAR light detection and ranging
Appendix A

Figure A1. LIDAR derived snow depth maps of the FOI for 2016.
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