Handling Missing Values and Unusual Observations in Statistical Downscaling Using Kalman Filter
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Abstract. Rainfall forecasting model using data Global Circular Model (GCM) with Statistical Downscaling technique has a fairly high accuracy. However, missing local climate information poses a constraint in data analysis and forecasting. Missing value imputation is one solution that can be used. Kalman Filter Imputation and State Space Model Arima are imputation methods that operate recursively where there is an update of prediction values when data updates occur. This study aimed to find the best model to use for missing value imputation with small imputation errors. The results of the missing value imputation were used to obtain the best statistical downscaling model on a 3 × 3 to 12 × 12 grid. The research was conducted on the daily rainfall data of Kupang City with 17% missing values and 8% unusual data at the Eltari Meteorological observation station, Kupang city. The average daily rainfall data in East Nusa Tenggara Province were utilized as a reference for the characteristics of rainfall data at the Kupang City observation station. The best missing value imputation was obtained by using the Arima State-Space Model (2,1,1) with a Root Mean Square Error (RMSE) of 0.930 and the model was statistical downscaling best obtained on a grid 6 × 6 with a Mean Absolute Percentage Error (MAPE) of 1.3 % and the number of PCs 11.

1. Introduction

The missing values problems often occur in several types of time series data used in rainfall forecasting. This problem can be overcome with the downscaling method. Downscaling is a method that can explain the relationship of information or data with large-scale atmospheric variables. Data with large-scale atmospheric variables were obtained from the Global Circular Model (GCM). The data can be reduced to a finer, spatial, and temporal scale [1]. In statistics it is called Statistical Downscaling.

In the application of statistical downscaling, local climate information is needed to find the relationship between parameters and global scale climate [2]. However, this application has several obstacles. One of the obstacles that occur is the loss of local climate information from data provided by the Meteorology, Climatology and Geophysics Agency (BMKG). According to Cyer, if the missing value lies in the middle of the data, it is necessary for estimate to fill in the missing value [3]. Kalman Filter Imputation and State Space Model Arima is a model formulation that provides a very powerful tool for recursive estimation in a dynamic system [4, 5, 6]

Based on the previous research conducted by Muflihah and Pahlawan, it is explained that the Kalman filter produces the highest correlation value of 0.78-0.86 compared to other interpolation methods [7]. Then research conducted by Albinsson and Gillsbro shows that the Kalman filter has the best results
with an average error of 0.67 compared to TS-EM which has an average error of 0.69 [8]. Based on the explanation above, it can be concluded that Kalman filters and state space models often have high accuracy values and low RMSE values. This is evidenced by many researchers discussing the imputation of missing values using kalman filter. In this study, the Kalman filter and state space model Arima will be used for imputation of missing values and test the results of imputation on statistical downscaling for rainfall forecasting using the principal component regression method.

This research was conducted on the daily rainfall data of Kupang City from BMKG data. From the data obtained, there are 17% missing values and 8% unusual observation at the Eltari Meteorological observation station, Kupang City. The average daily rainfall data for East Nusa Tenggara Province was used as a reference for the characteristics of daily rainfall data at the Eltari Meteorological observation station in Kupang City to obtain the best Arima model. The best imputation results were used as local data to obtain models in statistical downscaling.

2. Material and Method

2.1. Global Circular Model (GCM)
The Global Circular Model is a computer-based climate model that uses numerical and deterministic equations that follow the physical rules used to predict climate and weather, and able to understand climate change and weather [9]. GCM data have high spatial and temporal resolution [10].

2.2. ARIMA(p, d, q) in State-Space forms, Kalman Filter and Smoothing
The model state-space provides flexibility in extracting features from time series data. This model is generally used for the purpose of prediction, smoothing and likelihood assessment [11]. The model state-space also provides a suitable framework for incorporating smoothing functions in various time series models to improve general predictions. In general, the model is state-space shown by equations (1) and (2)

\[ y_t = H_t Y_t + \varepsilon_t \]  
\[ Y_t = Z_t Y_{t-1} + R_t \omega_t \]  

where, for a state vector of length k, \( H_t \) is a vector of length k, \( \varepsilon_t \) \( \sim \) \( \mathcal{N}(0, \sigma_{\varepsilon}^2) \), \( Z_t \) is a \( k \times k \) matrix, \( R_t \) is a \( k \times 1 \) matrix dan \( \omega_t \sim \mathcal{N}(0, W) \). Considering Equation (1), let \( m = \max(p + d, q + 1) \). Then:

\[ y_t = \theta_0 y_{t-1} + \cdots + \theta_m y_{t-m} + a_t - \phi_1 a_{t-1} - \cdots - \phi_m a_{t-m+1} \]  

Also, for \( j < m \) and \( \phi_0 = -1 \), let:

\[ \eta_t^{(m)} = \theta_0 y_{t-1} - \phi_m a_t \]  
\[ \eta_t^{(j)} = \theta_j y_{t-1} + \eta_{t-1}^{(j+1)} - \phi_j a_t \]  

Then, the state vector \( Y_t = \left( \eta_t^{(1)}, \ldots, \eta_t^{(m)} \right)^T \) satisfies

\[ Y_t = \begin{bmatrix} \theta_0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \theta_{m-1} & 0 & \cdots & 1 \\ \theta_m & 0 & \cdots & 0 \end{bmatrix} Y_{t-1} + \begin{bmatrix} 1 \\ -\phi_1 \\ \vdots \\ -\phi_{m-1} \end{bmatrix} \omega_t \]  

The state-space form of the Arima model \( (p, d, q) \) has been found. Both have computational and conceptual advantages [12, 13]. This formulation ensures that the Arima model is responsive to the kalman filter and smoothing for estimating model parameters and unobserved component extraction [14]. Estimation and updating of model parameters are part of the kalman filter. These models are implemented using the "imputeTS" package, version 2.7, using the "StructTS" and "auto.arima" options of the "na.kalman" function in software version R. 4.0.2 [15, 16].
2.3. Statistical Downscaling (SD)
Statistical downscaling is defined as a connecting technique between global scale variables (explanatory variables) and local scale variables [17]. The general equation for Statistical Downscaling is as follows [18].

\[ y = f(x) + \varepsilon \]  

(7)

Variable \( y \) is the response variable with dimension \((t \times 1)\), \( x \) is the predictor variable which has dimension \((t \times p)\) where \( t \) is time, \( p \) is the number of grids, and \( \varepsilon \) the residual value.

2.4. Principal Component Regression (PCR)
PCR is a method that can be used to solve multi-collinear problems [19]. Rainfall data has so many variables that can lead to high multicollinearity. This method will produce uncorrelated main components. In general, the PCR equation is:

\[ Y_{R(t)} = \beta_0 + \sum_{i=1}^{m} \beta_i C_i \]  

(8)

where \( Y_{R(t)} \) is the response variable data, \( \beta_0 \) is the intercept value, \( \beta_i \) is the coefficient for the \( i \) th component, and \( C_i \) is the \( i \) th principal component.

3. Model Development
This research will use NTT daily average rainfall data and Kupang's daily rainfall data at the Eltari observation station produced by BMKG from the website http://dataonline.bmkg.go.id/data_iklim. The probability of missing value at the daily rainfall of Kupang data does not depend on observed or unobserved data, these data are missing completely and randomly (MCAR) [20]. NTT daily average rainfall data is used as a reference for the characteristics of the daily rainfall data for Kupang to make the best estimation model. Algorithm performance is evaluated by various test scenarios. For each test scenario, the following steps are performed [21, 22, 23]:

- Load the complete NTT daily average rainfall data (ts_complete)
- Delete average NTT rainfall values based on missing values and unusual observation of daily rainfall for Kupang and obtain time series with NA (ts_NA)
- Apply the Imputation algorithm to ts_NA to get ts_Imputed
- Compare ts_complete and ts_Imputed using the appropriate of error size
• Get the smallest error measure. The smallest error size is the best model of the imputation algorithm.
• apply the best model of the imputation algorithm to the missing values and unusual observation of the daily rainfall of Kupang.

In addition, researchers also use other data in the form of data obtained by researchers from GCM data through the website https://cds.climate.copernicus.eu/ with domain grid 3 × 3 to 12 × 12. The variables in this study are the predictor variable (x) and the response variable (y). Predictor variables are GCM data with domain grid and response variables are Kupang rainfall data.

The research steps in this study are attached as follows

![Flowchart of Research](image)

**Figure 2.** Flowchart of Research

4. Result and Discussion

The estimation accuracy of the method is assessed based on the performance indicators provided in the selection of the best imputation method. Table 1. presents the performance indicators collected from the missing value imputation of the two methods used

| Table 1. Performance Indicators |
|---------------------------------|
| NTT Daily Average Rainfall with Missing Value of Kupang | Performance Indicators |
| Models | RMSE | MAE |
| Kalman Filter | 0.979 | 0.236 |
| State-Space Model Arima (2,1,1) | **0.930** | **0.214** |
| State-Space Model Arima (2,2,2) | 0.938 | 0.215 |

Based on Table 1, the imputation of the best missing values is obtained using the Arima State-Space Model (2, 1, 1) with a Root Mean Square Error (RMSE) of 0.930. The performance of the Kalman Filter with the Arima State-Space Model can be attributed to the relatively strong relationship between the missing values and the existing data. This best model is used for imputation of missing value in Kupang.
city. The graph of the imputed missing value in Kupang city is explicitly able to follow the trend (see Figure 3).

![Figure 3. Plot imputed value](image)

Daily GCM output data having a low resolution that is equal to $1.875^\circ \times 1.86442^\circ$ or 388 km. In this condition, SD technique can be used to connect global scale variables and local scale variables. The GCM output data was a predictor variable, while the data from the daily rainfall imputation of mussel was the response variable. The number of predictor variables based on the result of the multiplication grid $n \times n$. The size of the grid used in this study is $3 \times 3$ to $12 \times 12$ so that it is possible to have multicollinearity between the predictor variables. The existence of this multicollinearity can cause the modeling results to have a fairly large bias, one method to overcome this is the principal component analysis (PCA). The smallest number of PCs with a percentage of the cumulative variance of PCA was used as a predictor variable in the formation of the pre-estimate model using the principal component regression method. A total of 10 pre-estimated PCR models were obtained from a combination of grid domain sizes. Furthermore, the grid search stage is carried out to obtain the most representative grid as a predictor for local scale data. The choice of grid domain size is based on the lowest training MAPE value (see table 2).

| Domain Grid Size | Number of PCs | Cumulative Percentage (%) | MAPE (%) |
|------------------|---------------|----------------------------|----------|
| $3 \times 3$     | 3             | 93.37%                     | 1.51     |
| $4 \times 4$     | 6             | 94.34%                     | 1.55     |
| $5 \times 5$     | 8             | 93.62%                     | 2.67     |
| $6 \times 6^*$   | 11            | 94.01%                     | 1.30     |
| $7 \times 7$     | 14            | 93.81%                     | 1.33     |
| $8 \times 8$     | 17            | 93.44%                     | 1.66     |
| $9 \times 9$     | 20            | 93.95%                     | 1.71     |
| $10 \times 10$   | 25            | 93.74%                     | 1.38     |
Based on the Table 2, the best pre-estimated PCR model was obtained on grid $6 \times 6$ with a MAPE is 1.30% and the number of PCs 11 with a cumulative percentage of 94.01%. Thus, the results of the imputation of the missing value in the daily rainfall of Kupang city using the Kalman filter produce small error value for use in statistical downscaling. Model can also be regarded as the best model because they have less of the value of MAPE 10% [24].

5. Conclusion

Based on the results and discussion, it can be explained that the model Kalman Filter with the Arima State-Space Model (2,1,1) is the most efficient and suitable model to be used. It has the Root Mean Square Error (RMSE) of 0.930. The model also shown a good compatibility in entering missing value in NTT daily average rainfall data. The graphs generated from the model can follow trends in missing value patterns. The best model of imputation of missing value on the average daily rainfall in NTT is used to impute the lost value in the daily rainfall of Kupang city. The results of this imputation resulted in a MAPE value of 1.30% in the statistical downscaling model with 11 PCs and a cumulative percentage of 94.01%.
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