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Introduction

Let \((\mathcal{X}, \rho)\) be a metric space and \(\lambda\) be a Borel measure on this space defined on the \(\sigma\)-algebra generated by open subsets of \(\mathcal{X}\); this measure \(\lambda\) defines volumes of Borel subsets of \(\mathcal{X}\). The principal case is where \(\mathcal{X} = \mathbb{R}^d\), \(\rho\) is the Euclidean metric, and \(\lambda\) is the Lebesgue measure. In this article, we are not going to pay much attention to the case of small dimensions \(d\) as the problem of construction of good covering schemes for small \(d\) can be attacked by the brute-force optimization algorithms. On the contrary, for medium or large dimensions (say, \(d \geq 10\)), there is little chance of getting anything sensible without understanding the main issues related to construction of efficient covering designs.

Optimal covering

Let \(X\) be a compact subset of \(\mathcal{X}\) with \(0 < \text{vol}(X) < \infty\); in order to avoid unnecessary technical difficulties, we assume that \(X\) is convex. Consider \(X_n = \{x_1, \ldots, x_n\}\), a set of \(n\) points in \(\mathcal{X}\); we will call \(X_n\) an \(n\)-point design. The number of points \(n\) can either be fixed or determined in the course of computations. In the latter case, the designs \(X_n\) are incremental (nested). The covering radius of \(X\) for the design \(X_n\) is

\[
\text{CR}(X_n) := \max_{x \in X} \rho(x, X_n),
\]

(1)
where
\[ \rho(x, X_n) = \min_{x_j \in X_n} \rho(x, x_j) \quad (2) \]
is the Hausdorff distance between point \( x \in \mathcal{X} \) and the design \( X_n \). Covering radius is also the smallest \( r \geq 0 \) such that the union of the balls with centers at \( x_j \in X_n \) and radius \( r \) fully covers \( X \):
\[ \text{CR}(X_n) = \min_{r>0} \text{ such that } X \subseteq B(X_n, r), \quad (3) \]
where \( B(X_n, r) = \bigcup_{j=1}^{n} B(x_j, r) \) and
\[ B(x, r) = \{ z \in \mathcal{X} : \rho(x, z) \leq r \} \quad (4) \]
is the ball of radius \( r \) and centre \( x \in \mathcal{X} \).

CR-optimal design \( X_n^{(\text{CR})} \) is the \( n \)-point design such that
\[ \text{CR}(X_n^{(\text{CR})}) = \min_{X_n} \text{CR}(X_n). \]

Other common names for the covering radius are: fill distance (in approximation theory; see [1, 2]), dispersion (in Quasi Monte Carlo; see [3, Ch. 6]), minimax-distance criterion (in computer experiments; see [4, 5]) and coverage threshold (in probability theory; see [6]).

Point sets with small covering radius are very desirable in theory and practice of global optimization and many branches of numerical mathematics. In particular, the celebrated results of A.G.Sukharev imply that any CR-optimal design \( X_n^{(\text{CR})} \) provides the following:
(a) min-max \( n \)-point global optimization method in the set of all adaptive \( n \)-point optimization strategies, see [7] and [8, Ch. 4, Th. 2.1],
(b) worst-case \( n \)-point multi-objective global optimization method in the set of all adaptive \( n \)-point algorithms, see [9], and
(c) the \( n \)-point min-max optimal quadrature, see [8, Ch. 3, Th. 1.1].

In all three cases, the class of (objective) functions is the class of Liptshitz functions, and the optimality of the design is independent of the value of the Liptshitz constant. Sukharev’s results on \( n \)-point min-max optimal quadrature formulas have been generalized in [10] for functional classes different from the class of Liptshitz functions; see also formula (2.3) in [11].

If \( X \) is compact then choosing points outside \( X \) cannot improve best covering designs, see Proposition 3.2.3 in [12] for the case \( \mathcal{X} = \mathbb{R}^d \), and therefore without loss of generality we
can assume $x_j \in X$ for all $j$.

In case $X = [0, 1]$ and Euclidean metric, the $n$-point design $X_n^{(\text{CR})} = \{x_1^*, \ldots, x_n^*\}$ minimizing $\text{CR}(X_n)$ consists of points $x_j^* = (2j - 1)/(2n - 1); j = 1, \ldots, n$. The asymptotically $\text{CR}$-optimal sequence of nested designs $X_n$ for $X = [0, 1]$ can be constructed with the so-called Ruzsa points (see [3, p. 154]). In the case when $X$ is a $d$-dimensional sphere, $\text{CR}$-optimal $n$-point designs (for specific values of $n$) and algorithms of numerical construction of $n$-point designs minimizing $\text{CR}(X_n)$ (for the Euclidean metric) are provided in [12].

For $d = 2$, $X = [0, 1]^2$ and certain small values of $n$, either $\text{CR}$-optimal or close to $\text{CR}$-optimal designs are given in [13] [14]. For $d \geq 4$ and $n = 4$, optimal constructions can be found in [15].

Numerical construction of $n$-point $\text{CR}$-optimal designs $X_n^{(\text{CR})}$ is notoriously difficult, especially when $d$ is not too small and $X$ has boundary (for example, $X$ is neither a sphere nor a torus). This is related to the complexity of the problem of minimizing (1) with respect to $X_n$. The optimization problem is a minmax problem in a very high-dimensional space $X^n$.

Rather than constructing $\text{CR}$-optimal designs, it is practically easier to regularize the optimization problem by replacing the criterion (1) with an easier one in such a way that the solution of a regularized problem stays close to the solution of the original problem. Both min in (1) and max in (2) can be regularized; for example, by means of approximating the $L_\infty$-norm by a suitable $L_p$-norm. For examples of applications of this approach, see [12] and [16].

The problems of quantization and weak covering considered below are the two problems with two very natural relaxations of the $\text{CR}$ criterion.

**Quantization and approximate covering**

The problem of covering is a particular instance of the problem of space-filling and other space-filling criteria such as various discrepancies, separation (or packing) radius and spacing radius can be considered. However, most of these criteria (unless it is a specially constructed discrepancy) cannot be considered as regularized covering radius and therefore the designs, optimal to such criteria, can be very poor with respect to the $\text{CR}$-criterion; see e.g. Section 1.3 in [17] and [18].
In what follows, it is convenient to use the intersection of the ball \( B(x, r) \) and \( X \):
\[
B(x, r) = \mathcal{B}(x, r) \cap X = \{ z \in X : \rho(x, z) \leq r \}.
\] (5)

Intersection of \( n \) balls \( B(x_j, r) \) \( (x_j \in X_n) \) with \( X \) is therefore
\[
B(X_n, r) = \mathcal{B}(X_n, r) \cap X = \bigcup_{x_j \in X_n} B(x_j, r) = \{ x \in X : \rho(x, X_n) \leq r \},
\]
where \( \rho(x, X_n) \) is defined in (2).

The following cdf (cumulative distribution function) is of prime importance in understanding covering properties of the design \( X_n \):
\[
F(r, X_n) = \frac{\text{vol}(B(X_n, r))}{\text{vol}(X)} \quad (0 \leq r \leq \text{CR}(X_n)).
\] (6)

For given \( r \geq 0 \), \( F(r, X_n) \) is the proportion of \( X \) covered by the balls \( B(X_n, r) \). For any compact \( X \) and any point set \( X_n \), the distribution with cdf \( F(\cdot, X_n) \) is absolutely continuous on \( 0 \ [0, \text{CR}(X_n)] \) so that \( F(0, X_n) = 0 \), \( F(\text{CR}(X_n), X_n) = 1 \) and the cdf \( F(r, X_n) \) itself is a strictly increasing continuous function on \( [0, \text{CR}(X_n)] \).

Let \( \xi = \xi(X_n) \) be the r.v. (random variable) with cdf \( F(r, X_n) \) defined by (6). The essential supremum \( \text{ess sup} \xi \) of \( \xi \) is the covering radius \( \text{CR}(X_n) \). For any real \( p > 0 \), the \( p \)-th moment of \( \xi \) is the so-called quantization error of order \( p \):
\[
\theta_p(X_n) = \int_0^{\text{CR}(X_n)} r^p dF(r, X_n) = \mathbb{E}_U \rho^p(U, X_n),
\] (7)

where \( U \) is the r.v. with uniform distribution \( P_{un} \) on \( X \); that is, for any Borel subset \( A \) of \( X \),
\[
\text{Prob}\{U \in A\} = \frac{\text{vol}(A)}{\text{vol}(X)} = P_{un}(A).
\]

As the cdf \( F(r, X_n) \) itself is strictly increasing on \( [0, \text{CR}(X_n)] \) and \( \text{ess sup} \xi = \text{CR}(X_n) \), \( \theta_p(X_n)^{1/p} \rightarrow \text{CR}(X_n) \) for any point set \( X_n \); for details, see Section 10 in [19]. Therefore, \( p \)-th order quantization error with large \( p \) can be considered as a regularized covering radius.

In general, quantization does not have to be associated with uniform distribution \( P_{un} \); any other probability distribution can be used in its place. Quantization error is a very
important concept with long a rich history and very important practical implications. Quantization error is easier to numerically optimize than covering radius. There is, for example, the celebrated ‘Lloyd’s algorithm’ which is one of the main tools in computational data science and mostly used for clustering. For details on the theory of quantization and construction of efficient quantizers, we refer to the excellent book [19].

Another important concept related to covering is the concept of weak (or approximate) covering introduced in [20, 21] and defined through quantiles of the cdf (6) as follows. For any \( \gamma \in (0, 1) \) and a radius \( r = r_{1-\gamma} > 0 \), we say that the union of \( n \) balls \( B(X_n, r) \) makes a \((1 - \gamma)\)-covering of \( X \) if \( F(r, X_n) = 1 - \gamma \). Complete (full) covering corresponds to \( \gamma = 0 \). As the cdf \( F(\cdot, X_n) \) is continuous, \( r_{1-\gamma} \to \text{CR}(X_n) \) as \( \gamma \to 0 \) and therefore the problem of \((1 - \gamma)\)-covering with small \( \gamma \) can also be considered as a regularized version of the problem of full covering. Furthermore, numerical checking of weak covering (with an approximate value of \( \gamma \)) is straightforward while numerical checking of the full covering is practically impossible, if \( d \) is large enough.

**Covering of high dimensional sets**

We will now demonstrate three interesting phenomena of covering high dimensional sets; these properties are consequences of the papers [20, 21, 22]. The first phenomena is that asymptotic properties (as \( n \to \infty \)) are extremely far from being reached in a (realistic) finite \( n \) regime. Consequently, the asymptotic results produce poor approximations in high dimensions even for large \( n \) like \( n = 100,000 \). Let us demonstrate this now. For \( X_n \) a collection of \( n \) i.i.d. uniform points in \( X \), the asymptotic behaviour of \( F(\cdot, X_n) \) as \( n \to \infty \) was the focus of study in [20]. In particular, we have the following asymptotic result:

\[
F_{n,d}(t) \to F_d(t) := 1 - \exp(-t^d) \quad \text{as } n \to \infty ,
\]

where \( F_{n,d}(t) := \Pr(n^{1/d}V_{d}^{1/d}\rho(U, X_n) \leq t) \) and \( V_d = \pi^{d/2}/[\Gamma(d/2+1)] \) is the volume of the unit Euclidean ball \( B(0, 1) \).

For the popular scenario of \( X = [0, 1]^d \), in Figure 1 for \( n = 1,000 \) (blue plusses) and \( n = 10,000 \) (black circles) we depict \( F(r_{\text{asy}}, X_n) \) as a function of \( d \), where \( r_{\text{asy}} \) is the asymptotic radius obtained from (8) to achieve 0.9 covering. We see that very quickly and for \( n \) that would be deemed large, the true weak covering is significantly less than 0.9 and quickly tends to zero in \( d \). The big difference between the asymptotic and finite
regime is further illustrated in Figure 2. Using a solid black line we depict $F(r, X_n)$ as a function of $r$ with $d = 20$ and $n = 10000$. In this figure, the dashed red line is the approximation obtained from the asymptotic result [8], that is, the approximation $F(r, X_n) \approx F_d(n^{1/d}V_d^{1/d}r)$.

For $X = [-1, 1]^d$, the weak covering properties of a number of random and deterministic designs was studied in [20] and [21]. The second phenomena of weak covering of high-dimensional sets is the so-called ‘$\delta$-effect’. The $\delta$-effect is a phenomenon in high dimensions that results in the recommendation to restrict your design $X_n$ to within the cube $[-\delta, \delta]^d$ with $0 < \delta < 1$, instead of $[-1,1]^d$. An example of the $\delta$-effect is demonstrated in Figure 3. Here, for $d = 50$, $X_n$ is a sample of $n$ i.i.d. uniform random vectors from the $\delta$ cube $[-\delta, \delta]^d$. The $x$-axis corresponds to the value of $\delta$ and the $y$-axis corresponds to the proportion of $X$ covered. For $n = 1000$ (solid black), 10000 (dashed blue), 100000 (dotted green), the value of $r$ has been selected to ensure the covering at optimal $\delta$ is 0.9. From this picture it is clear that in high dimensions, even with a large number of design points, it is beneficial for weak covering to choose your design in a $\delta$-cube with $\delta << 1$. The case of $\delta = 1$ leads to poor weak covering.

![Figure 1: Covering using asymptotic radius: $n = 1000, 10000$.](image1)

![Figure 2: Weak covering and its asymptotic approximation: $d = 20, n = 10000$](image2)

In Figure 4 we demonstrate another phenomenon of covering the high-dimensional cube $X = [-1, 1]^d$ (along with the $\delta$-effect). The third phenomena highlights the difficulty and excessive nature of requiring the full covering of $X$. Motivated by the numerical results of [20], in [22] a theoretical investigation into a $2^{d-1}$ design of maximum resolution concentrated at the points $(\pm 1/2, \ldots, \pm 1/2) \in \mathbb{R}^d$ was performed. For this design, the c.d.f. $F(\cdot, X_n)$ is shown with a black line and we also indicate the location of the $r_1 = CR(X_n)$ and $r_{0.999}$ by vertical red and green line respectively. In this figure, we take
$d = 10$ and therefore $n = 512$. It is very easy to analytically compute the covering radius (for any $d > 2$): $\text{CR}(X_n) = \sqrt{d + 8}/2$; for $d = 10$ this gives $\text{CR}(X_n) \simeq 2.1213$. The value of $r_{0.999}$ satisfies $r_{0.999}(X_n) \simeq 1.3465$. This value has been computed using very accurate approximations developed in [22]; we claim 3 correct decimal places in $r_{0.999}$. This figure demonstrates Theorem 3.4 in [22] which states for any $0 < \gamma < 1$ and for this special contraction $X_n$, $r_{1-\gamma}/r_1 \to 1/\sqrt{3}$ as $d \to \infty$. So in large dimensions, covering, for example, 99.99% of $X$ can be achieved with a radius approximately 0.577 times smaller than the full covering radius.

Figure 3: Weak covering of $X = [-1, 1]^d$: $d = 50$, $n = 1000, 10000, 100000$.

Figure 4: $F(r, X_n)$ for $2^{d-1}$ design with $r_{0.999}$ and $r_1$: $d = 10$

**Conclusion**

The problem of covering of a given compact set $X \subset \mathbb{R}^d$ is formulated and several issues occurring in the case when $d$ is large are discussed. It is demonstrated that the common covering schemes like uniform random or pseudo-random sampling in $X$ make poor covering but there are some ways of improving such coverings. The results discussed can make implications for devising exploration strategies in wide variety of global optimization algorithms in high dimensions.

**Related entries from within the Encyclopedia of Optimization:** Random search for global optimization; Random search methods; Convergence of global random search algorithms.
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