A Microclimate based Crop Recommender System for Precision Agriculture

ABSTRACT

Agriculture is not only necessary for producing food but also provides the raw material for other industries, like the fashion industry, dairy industry, sugar industries, etc. Agricultural production is one of the most effective ways to support a country’s economy. In this paper, it has been tried to figure out predicting crop production using microclimate data. While doing so, the IoT system has been used here to make this research more efficient and accurate. In this paper, Using IoT devices and machine learning techniques, a crop recommendation model has been proposed. A cloud server-based system has been built to store the machine learning model and a database of previous data readings. This crop recommendation model is beneficial for farmers as well as for researchers. Django Framework has been used to create a web application that shows the predicted results to the farmers based on the machine learning algorithm. And the environment, where the introduction of such a system will reduce farmer risk, save money and time, and reduce the waste of agricultural commodities.
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1. INTRODUCTION

Most of the developing countries’ economic growth depends on their agriculture sector. As per the UN SDG goals, a country can’t achieve sustainable development without erasing hunger for all of its populations [30]. Having a strong agricultural system is necessary to achieve this goal. But every year a substantial portion of the world population faces a shortage of food. The scarcity of food is caused by several factors and one of the major reasons is crop failure. Crop fails for so many reasons. One of the major reasons is selecting the wrong crops for a specific location without considering its geographical features.

A specific climate is a subtle need for all of us. Most of the previous work was based on machine learning and data analysis. Using the previous data predicting crop production is one of the most efficient approaches. But most of the previous work was theoretical representation and they haven’t introduced microclimate in their works. Also, not so much use of the IoT system, which can be so useful for this kind of prediction model.

So, a research gap has been found that very few researchers have looked at this approach. The main focus of this research work is on the relation between microclimate and crop production.

2. BACKGROUND STUDY

The microclimate is a local atmospheric region where the atmosphere varies from the surrounding area. In Paper [28], many Statistics show that in different evolutions, microclimates are often overlooked, despite increasing evidence that microclimates are important for different production dynamite processes. The paper [29] describes the need for crop microclimate studies on the ability of agroecological management to reduce climate effects concerning quality parameters [ex. temperature, humidity, rainfall, etc.].

Eco physiological models are used mostly for simulating the impacts of ecological factors on agricultural and natural biological systems [20]. Rising atmospheric CO2 levels significantly affected climate change. Which affected the global food supply [21]. Increasing carbon dioxide in the atmosphere results in warmer air which is accountable for accelerated plant phenology and also reduces crop yields by 10–40% [22]. A. Abdullah, et al. said in their research that agricultural productivity is affected by two factors of climate-induced effects, one of them is temperature and precipitation and another one is an indirect effect on soil moisture [23] [24].

Using data mining applications for crop prediction is another significant feature for data science by using the weather parameters and crop production of the previous year’s data. S. Veenadhari et al. proposed a decision tree model for crop yielding prediction using the ID3 algorithm [25]. In 1983 Quinlan, et al. proposed an algorithm called Iterative Dichotomiser 3 (ID3). The major limitation of this algorithm is that, does not give the proper attributes for that’s why this algorithm is not suitable for attribution [1]. Kushwaha, et al. uses an algorithm named the "Agro algorithm" implemented in the Hadoop platform to manage large volumes of data sets [2] [3]. Snehal, et al. have proposed a model, which uses meteorological data to predict crop yields based on the "Artificial Neural Networks" (ANNs) approach that would find the most successful crop yielding factor. But some factors like measurements are difficult and also cost-effective [4]. In paper [5], based on available data Multiple Linear Regression (MLR) used in the technique and Density-based clustering technique for crop yield prediction. Researchers have also introduced supervised machine learning techniques to predict crop production. Many of them used KNN Regression to predict the output. But they haven’t discussed working with real-life data and also, they have a lack of proper data collection which they have worked with [6]. Veenadhari et al. tried to develop a website to assess the effect of climate parameters on crop production based on the C4.5 algorithm used to set various Decision rules for prediction [8]. Various
Supervised Learning algorithms are used to compare the productivity of the wheat yield based on soil and crop data in paper [9]. Linear regression has been conducted regarding the prediction of agricultural crop growth [12]. A Multilayer Perceptron Neural Network has been developed for validating the data by using the cross-validation process. This research describes the development of a predictive model of rice crop yields using ANNs [13].

Many technologies and techniques of IoT have been created to reduce labor strain and to quickly do the hard work. Kamilaris, et al. in [14] introduced an IoT-based framework for the real-time processing observation and justification of inputs in the agricultural environment, based on semantic web technologies. By analyzing the correlation Analysis between historical statistics and real-time data by the IoT application, the agricultural forecast was attempted to support the information system in [15]. Khattab et al. introduced a cloud-based IoT architecture in [16] which could be used in various applications for agricultural precision. The architecture proposed is composed of several layers. Besides that, Paper [17] proposed an IoT system-based concept for interconnected farms consisting of three main components, connected IoT devices with sensor and controller tracking, an IoT gateway called the &Cube, and an IoT service platform called the Mobius. Rodriguez et al developed a WSN within a greenhouse of roses which enables data collection, visualization in a web or mobile application, and generating a predictive model using machine learning techniques [18].

Scientists and researchers are trying to focus on these agriculture-related fields based on microclimate for better crop production. But most of the works were theoretical implementation and only very few of the works have real-life implementation and examined with real-time data. But the model that has been proposed in this paper is going to work with the real-time data and also going to work along with the machine learning techniques. An IoT based architecture has been designed and built where real-time data can be collected by using different kinds of sensors and a predefined machine learning model will be used where those data can be analyzed and give the prediction result based on the data and for visualization of all these, small web applications have been developed.

3. DATASET PREPARATION
3.1 Data Source and Description
For the proposed model two types of data set were needed. One is data of crops and the other is weather data of the Bangladesh region. The dataset used for this paper is adopted from the years 1988 to 2013. The crop production data has been collected from the Bangladesh Bureau of Statistics, a government organization [1]. And the Weather data has been collected from Kaggle [2].

3.1.1 Crops Data
In the crop’s dataset, there is information about 6 major crops (Aus, Amon, Boro, Jute, Potato & Wheat) of Bangladesh. Crop production information of 64 districts is in the dataset. The data has been collected financial year-wise.

3.1.2 Weather Data
The weather data in the dataset has been collected from different weather stations around the country. Monthly data has been taken in the dataset.

3.2 Dataset Integration
3.2.1 Data Processing
In the crops production dataset, there was not much information about 64 districts’ crop production. And also, in the weather dataset but for this model, only three attributes have been used. They are temperature, rainfall, and humidity. So, 23 districts have been selected for the data analysis according to the availability of weather and crop production data.

3.2.2 Reducing the dataset
The dataset used for this paper hasn’t many missing values. Some of the information was not much accurate in the crops dataset so one crop data has been removed from the main dataset.

3.2.3 Replace missing value with mean
Only a few numbers of missing values were there in the dataset that has been used for the paper. So, the row which contains missing values was replaced with the mean value.

3.3 Data Combined and Final Dataset
Districts and years that are the common attribute in both datasets. In the combined dataset there is information about 23 districts’ weather and crop production. The attributes in the combined dataset are year, districts, production area, production per acre, temperature (minimum and maximum), humidity, and rainfall. To make the dataset more usable and efficient Min-max normalization has been applied on those datasets.

4. PROPOSED MODEL
To describe the proposed model this section has been divided into two parts. In the first part, the whole architecture model will be elaborated, and in the second part how machine learning works in this model will be described.

4.1 Architecture
Based on the proposed architecture (see Figure 1), some individual elements or methods will be applicable that work together to create the model and help to deploy it as a service. This proposed architecture is discussed below as several components. Firstly, to configure the prototype and to introduce the IoT implementations, certain equipment that would have to be discussed at first will be listed below:

Sensors: This proposed model requires multiple sensors for the data in real-time. Three sensors have been used for that. These are the sensors of (1) temperature, (2) humidity, and (3) rainfall. The sensor which can be used for monitoring temperature and humidity value is DHT22. Water sensors can be used to detect rainfall. Water sensor block is designed to measure water, and can also be frequently used to track rainfall, water level, and even liquid leak.

Microcontroller: Most IoT gadgets use microcontrollers of any kind. In this proposed architecture a microcontroller named "Arduino UNO" is used. The Arduino Uno is an open-source microcontroller board based on the Microchip ATMega328P microcontroller.
Ethernet Shield: Ethernet shields can be used for delivering internet access from Arduino to the server with an ethernet module. Ethernet Shield provides internet connectivity to the Arduino board through its Ethernet library. Sensor data will be collected to Arduino and these values will then be stored on the data servers via ethernet shield.

Cloud Server: This cloud server comprises certain components such as train model for the proposed system and a database repository where numerous different information records are kept. The individual parts and their operations are listed below:

Database: It has already been planned for the database management system with 2 forms of table configuration in it. One is about customer information where the user details specifics and also the productId from the defined approach that one will use. Another table is about the data which will come from reading the sensor against a particular product Id. To a single user, this product Id is the unique identifier. Such data are used in the small web application that has been proposed in this model and the prediction that was wanted to make for more implementations.

Trained Model: The model of machine learning requires the results to decide the features which best predict the results. This train model should be able to be set up through the dataset from the machine learning algorithm. How this model train is built will be defined in the next section.

4.2 Machine Learning Model

For the implementation of the proposed system, three algorithms have been used and the algorithms are a. Linear Regression, b. Polynomial Regression, c. Gradient Boosted Tree.

But before this algorithm is used there are several steps ahead of it. How the whole data set is integrated and how all these items are combined is listed in section 3. The entire set of data is then divided into two parts, the train, and the test dataset. Eighty percent of the entire data set is used for model training using those three data mining algorithms mentioned above. The trained model is then saved for further prediction in the cloud server and performance analysis is also performed using the test data set.

5. EXPERIMENT

For the proposed IoT model users are connected through a device. In the web application, users must register in the system. In the device, one will be identified as a system user by a unique ID that generates all the information. When a user is connected to the system, the device (see Figure 3), sends data to the cloud server.

In the cloud server, the predefined train model and database...
are stored. Here the user’s data works as a test set and by analyzing this data the application can give the result to the user.

**Table 1. $R^2$ and Root Mean Squared Error Value in all Algorithms**

|                | Aus  | Amon | Boro | Potato | Wheat |
|----------------|------|------|------|--------|-------|
| **LINEAR REGRESSION** |      |      |      |        |       |
| $R^2$           | 0.487| 0.485| 0.232| 0.456  | 0.468 |
| Root Mean Squared Error | 0.13 | 0.078| 0.028| 0.144  | 0.04  |
| **POLYNOMIAL REGRESSION** |      |      |      |        |       |
| $R^2$           | 0.18 | 0.138| 0.175| 0.194  | 0.189 |
| Root Mean Squared Error | 0.164| 0.1  | 0.029| 0.175  | 0.05  |
| **GRADIENT BOOSTED TREE** |      |      |      |        |       |
| $R^2$           | 0.427| 0.482| 0.091| 0.389  | 0.165 |
| Root Mean Squared Error | 0.137| 0.078| 0.031| 0.153  | 0.05  |

7. CONCLUSION AND FUTURE WORK
Agriculture plays a vital role in a country’s financial status. This paper represents a future agricultural improvement with the help of machine learning algorithms and also IoT devices. The main target of this paper is to present a prediction model using different kinds of data mining and machine learning algorithms. Where a model will work to complete the whole process based on regression analysis. A device has been built using different kinds of microcontrollers and also has built a website using the Django framework. This proposed model can help the farmer to choose the right crop for yielding according to the weather and also can be used in many other ways. The limitations are negligible compared to success. There are a few of the districts that have no weather station, so we took the nearest weather station’s data of the districts.

By adding a GPS module, it can be possible to trace the device and in case any damage occurs then it’ll be easy to take action in a short time. And all of these tasks would be handled by using an advanced mobile application and the application also gives the proper suggestion to the farmer for smart agricultural farming. Finally, in the future, it will help the meteorological department to collect accurate weather information from different locations.
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