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Abstract—Signal to Noise Ratio (SNR) is an important index for wireless communications. In CDMA systems, spreading sequences are utilized. This series of papers show the method to derive spreading sequences as the solutions of the non-linear programming: maximize SNR. In this paper, we consider a frequency-selective wide-sense-stationary uncorrelated-scattering (WSSUS) channel and evaluate the worst case of SNR. Then, we derive the new expression of SNR whose main term consists of the periodic correlation terms and the aperiodic correlation terms. In general, there is a relation between SNR and mean-square correlations, which are indices for performance of spreading sequences. Then, we show the relation between our expression and them. With this expression, we can maximize SNR with the Lagrange multiplier method. In Part II, with this expression, we construct two types optimization problems and evaluate them.
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I. INTRODUCTION

Spreading sequences are utilized in code division multiple access (CDMA) systems, which is one of the Multiple access systems [1]. The one of CDMA systems, Direct Sequence CDMA (DS-CDMA) [2] is used for the 3G mobile communication system. In CDMA systems, we use spreading sequences to modulate and demodulate signals. Therefore, spreading sequences are necessary to communicate in CDMA systems.

To improve CDMA systems, there are many works of designing spreading sequences. The aim of designing spreading sequences is to make Signal to Noise Ratio (SNR) high. It is necessary and sufficient for achieving the spectral efficiency to increase the Signal to Noise Ratio (SNR) [3]. The current spreading sequences are the Gold codes [4]. These sequences are obtained from M-sequences. Therefore, the Gold codes are obtained from shift registers. In [5]–[10], it is proposed to use chaotic dynamical systems to design spreading sequences. For these chaos-based DS-CDMA systems, the performance in fading channels is investigated in [11]–[13]. Their approaches to obtain spreading sequences are to design the system which generates sequences.

Other approaches are to derive sequences which satisfy the equality of the limitation. In CDMA systems, crosscorrelation is treated as a basic component of interference noise and autocorrelation is related to synchronization at the receiver side and the fading noise, thus, it is desirable that the first peak of crosscorrelation and the second peak in autocorrelation should be kept low. Sarwate [14] has shown that there is an avoidable limitation trade-off as a relation between lowering crosscorrelation peak and autocorrelation’s second peak. The FZC sequences [15] [16] satisfy the equality of the limitation. Welch [17] shows that the maximum value of crosscorrelation is bounded below. This limitation is called the Welch bound and the sequences which satisfy the equality of the Welch bound are called as the Welch Bound Equality (WBE) sequences. The WBE sequences have been investigated in [18] [19].

In contrast, our approach is to derive directly sequences whose SNR is high. We consider a Rician fading channel, and evaluate the worst case of SNR and derive spreading sequences as solutions of the optimization problem: maximize SNR. Therefore, our spreading sequences are guaranteed to have high SNR. The expression of SNR has been obtained in [10] and [20]. However, their expressions are not differentiable since they have the real part operator. Therefore, it is not straightforward to solve the optimal problem with their expressions, and then a differentiable expression of SNR has been demanded. In this paper, we derive the differentiable expression of SNR, which does not have the real part operator. Moreover, the main term of our expression consists of the periodic correlation terms and the aperiodic correlation terms. This result shows that there is the clear relation among SNR, the periodic and aperiodic correlation. In Part II, to have a such a expression, we consider two types of problems: maximize the average of SNR and maximize the minimum SNR. With our expression, we can numerically solve the problems and obtain the solutions.

This paper is organized as follows. In Section II, we show an asynchronous CDMA system model. In this model, we assume a Rician fading channel. This model is general and has been studied in [20] [21] and [10]. Then, in Section III, we make some assumptions and evaluate SNR which is worst case. This situation is equivalent to that the effect of multipath fading is the largest. In Section VI, we derive the new expression of SNR. To derive it, we use the two types of orthogonal basis vectors in correlation. In section V, we evaluate our expression of SNR. In general, it is necessary to reduce mean-square correlations for high SNR [22] [23]. This section shows the relation between our expression and mean-square correlations. Finally, some conclusions are drawn and directions of further investigations are discussed.
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II. Asynchronous CDMA Model

In this section, we fix our model used throughout this paper and mathematical symbols that will be used in the following sections. We consider the following asynchronous binary phase shift keying (BPSK) CDMA model [20] [21]. Let \( N \) be the length of spreading sequences. The user \( k \)'s data signal \( b_k(t) \) is expressed as

\[
b_k(t) = \sum_{n=-\infty}^{\infty} b_{k,n} p_T(t - nT),
\]

where \( b_{k,n} \in \{0, 1\} \) is the \( n \)-th component of bits which the user \( k \) send, \( T \) is the duration of one symbol and \( p_T(t) \) is a rectangular pulse written as

\[
p_T(t) = \begin{cases} 1 & 0 \leq t \leq T \\ 0 & \text{otherwise} \end{cases}.
\]

The user \( k \)'s code waveform \( s_k(t) \) is expressed as

\[
s_k(t) = \sum_{n=-\infty}^{\infty} s_{k,n} p_T(t - nT_c),
\]

where \( s_{k,n} \) is the \( n \)-th component of the user \( k \)'s spreading sequence and \( T_c \) is the width of the each chip such that \( nT_c = T \). We assume that the sequence \( (s_{k,n}) \) has the period \( N \), that is, \( s_{k,n} = s_{k,n+N} \). Moreover, we assume the condition that

\[
\sum_{n=1}^{N} |s_{k,n}|^2 = N.
\]

This is proven in the appendix A. This condition is often used [14] [17].

The user \( k \)'s transmitted signal \( \zeta_k(t) \) is

\[
\zeta_k(t) = \sqrt{P} \text{Re}[s_k(t) b_k(t) \exp(j \omega_c t + j \theta_k)],
\]

where \( P \) is the common signal power, \( \omega_c \) is the common carrier frequency and \( \theta_k \) is the phase of the user \( k \).

We consider a Rician fading channel. The received signal \( r(t) \) is

\[
r(t) = \sum_{k=1}^{K} \text{Re}[u_k(t - \tau_k) \exp(j \omega_c t + j \psi_k)] + n(t),
\]

where \( \psi_k = \theta_k - \omega_c \tau_k \), \( n(t) \) is the additive white Gaussian noise (AWGN) and \( u_k \) is

\[
u_k(t) = \gamma_k \int_{-\infty}^{\infty} h_k(\tau, t) x_k(\tau - t) d\tau + x_k(t),
\]

where

\[
x_k(t) = \sqrt{2P} s_k(t) b_k(t),
\]

The first term of Eq. [6] is the component of faded signals and the second term is the component of a direct wave. The function \( h_k(\tau, t) \) is the zero-mean complex Gaussian random process and \( \gamma_k \) is the nonnegative real parameter which represents the transmission coefficient for the user \( k \)'s signal. In general, \( h(\tau, t) \) is often approximated by [24] [25] [26]

\[
h_k(\tau, t) = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} c_n^{(k)} \exp(2\pi j f_n(\tau) t) \delta(\tau - \tau_n^{(k)}),
\]

where

\[
f_n(t) = f_D^{(k)} t + f_{\text{hop}}^{(k)} t \tau_n^{(k)},
\]

\( a_n^{(k)} \) is the attenuation coefficient, \( f_D^{(k)} \) is the Doppler frequency and \( f_{\text{hop}}^{(k)} \) is the carrier frequency shift, \( \tau_n^{(k)} \) is the delay time of the \( n \)-th delayed signal and \( \delta(x) \) is the delta function.

If the received signal \( r(t) \) is the input to a correlation receiver matched to \( \zeta_k(t) \), then the corresponding output \( Z_i \) is

\[
Z_i = \int_{0}^{T} r(t) \text{Re}[s_i(t - \tau_i) \exp(j \omega_c t + j \psi_i)] dt.
\]

Without loss of generality, we assume \( \tau_i = 0 \) and \( \theta_i = 0 \) and hence \( \psi_i = 0 \). With a low-pass filter, we can ignore double frequency terms, and rewrite Eq. [9] as

\[
Z_i = 1 \sum_{k=1}^{K} \int_{0}^{T} \text{Re}[u_k(t - \tau_k) \overline{s_i(t)} \exp(j \psi_k)] dt
\]

where \( \overline{z} \) is complex conjugate of \( z \) and

\[
\overline{s_i(t)} = \sum_{n=-\infty}^{\infty} s_{i,n} p_T(t - nT_c).
\]

In obtaining Eq. [10], we have used the identity

\[
2 \text{Re}[z_1 z_2] = \text{Re}[z_1 z_2] + \text{Re}[\overline{z_1} \overline{z_2}],
\]

where \( z_1, z_2 \in \mathbb{C} \).

Similar to [20], we assume that the phase \( \psi_k \), time delays \( \tau_k \) and symbols \( b_{k,n} \) are independent random variables and they are uniformly distributed on \([0, 2\pi)\), \([0, T)\) and \([-1, 1)\). Without loss of generality, we assume that \( b_{i,0} = +1 \).

To evaluate SNR, we define

\[
\mu_{i,k}(\tau; t) = b_k(t - \tau) s_k(t - \tau) \overline{s_i(t)}
\]

and

\[
\xi_{i,k,l}(\tau_1, \tau_2; t_1, t_2) = \mu_{i,k}(\tau_1; t_1) \overline{\mu_{l,k}(\tau_2; t_2)}.
\]

For notational convenience, we write \( \mu_{i,i} \) as \( \mu_i \), and \( \xi_{i,i,i} \) as \( \xi_i \). We divide \( Z_i \) into the four signals, the user \( i 's \) faded signal \( D_i \), the interference signal \( I_i \) and the AWGN signal \( N_i \). They are expressed as

\[
D_i = \frac{P}{2} \int_{0}^{T} b_i(t) dt,
\]

\[
F_i = \frac{P}{2} \text{Re}[\overline{F_i}],
\]

\[
I_i = \frac{P}{2} \sum_{k=1}^{K} \left( |\text{Re}[\gamma_i \tilde{I}_{i,k}]| + |\text{Re}[I_{i,k}]| \right),
\]

\[
N_i = \int_{0}^{T} n(t) \text{Re}[s_i(t) \exp(j \omega_c t)]
\]
where
\[ F_i = \int_0^T \int_{-\infty}^{\infty} \gamma_i h_i(\tau, t) \mu_i(\tau, t) d\tau dt \]
\[ \bar{I}_{i,k} = \int_0^T \int_{-\infty}^{\infty} h_k(\tau, t - \tau_k) \mu_{i,k}(\tau_k + \tau, t) \exp(j\psi_k) d\tau dt \]
\[ \tilde{I}_{i,k} = \int_0^T \mu_{i,k}(\tau_k + \tau, t) \exp(j\psi_k) dt. \]

From these expressions, \( Z_i \) is expressed as
\[ Z_i = D_i + F_i + I_i + N_i. \quad (16) \]

### III. Evaluation of SNR

Since \( E[F_i] = E[I_i] = E[N_i] = 0 \) and \( E[D_i] = T \sqrt{P/2} \), we have \( E[Z_i] = T \sqrt{P/2} \), where \( E[X] \) is the average of \( X \). We assume that the each Gaussian process \( h_k(\tau, t) \) is independent and \( h_k(\tau, t), \psi_k, \tau_k \) and \( b_{k,n} \) are independent. Then, SNR of the user \( i \) is defined as
\[ \text{SNR}_i = \frac{\sqrt{\text{Var}[D_i]}}{\text{Var}[F_i] + \text{Var}[I_i] + \text{Var}[N_i]}, \quad (17) \]

In this section, we focus on the estimation of the lower bound of Eq. (17) under some assumptions. It is known from [20] and [21] that the variance of \( N_i \) is
\[ \text{Var}[N_i] = \frac{1}{4} N_0 T \quad (18) \]
if \( n(t) \) has a two-sided spectral density denoted as \( \frac{1}{2} N_0 \).

We make assumptions about the channel, the variables and the Gaussian process \( h_k(\tau, t) \) that
1) the Fourier transform of \( h_k(\tau, t) \) and its inverse Fourier transform exist.
2) the channel is a wide-sense-stationary uncorrelated-scattering (WSSUS) channel [27].
3) the channel is a frequency selective fading channel.
4) the Gaussian process \( h_k(\tau, t) \) satisfies \( h_k(\tau, t) = 0 \) when \( \tau < 0 \) [26].
5) there is an integer \( M_k \) that satisfies \( h_k(\tau, t) = 0 \) when \( \tau > M_k T \).
6) the variable \( \tau \) satisfies that \( nT + lT_c \leq \tau < nT + (l+1)T_c \), where \( n \) and \( l \) are the integers which satisfy \( 0 \leq n \) and \( 0 \leq l < N \).
7) the phase \( \psi_k \), time delays \( \tau_k \) and symbols \( b_{k,n} \) are independent random variables and they are uniformly distributed on \([0, 2\pi), [0, T] \) and \([-1, 1] \), respectively.

The first assumption is required to define a WSSUS channel. The second and third assumptions are often used in the analysis of wireless communications. The fourth assumption is equivalent to that the channel is causal. The fifth assumption is equivalent to the one that the delayed signal becomes to zero in finite-time. From Eq. (8), the faded signal is composed of the sum of the delayed signal which is affected by the Doppler shift and the delayed signals. They are attenuated as time passes. The models that the probability of time delay \( \tau \) obeys an exponential distribution are often used [25]. The sixth assumption is often used [20] [21]. The last assumption is written in Section II.

In WSSUS channels, the covariance function of \( h_k(\tau, t) \) is expressed as [21]
\[ \Sigma_k(\tau_1, \tau_2; t_1, t_2) = E[h_k(\tau_1, t_1)h_k(\tau_2, t_2)] = \rho_k(\tau_1, t_1 - t_2)\delta(\tau_1 - \tau_2). \quad (19) \]

Adding to this condition, in a selective fading channel, covariance function \( \Sigma_k \) is [21]
\[ \Sigma_k(\tau_1, \tau_2; t_1, t_2) = \rho_k(\tau_1, 0)\delta(\tau_1 - \tau_2) \]
\[ = g_k(\tau_1)\delta(\tau_1 - \tau_2). \quad (20) \]

In the above equation, we have defined \( g_k(\tau_1) = \rho_k(\tau_1, 0) \).

From Eq. (20), the covariance function \( \Sigma_k \) is independent of \( t_1 \) and \( t_2 \).

First, we calculate the variance of \( F_i \). With Eq. (12), \( \text{Var}[F_i] \) is
\[ \text{Var}[F_i] = P \frac{P}{T} E[\tilde{F}_i^2] + P E[\tilde{F}_i^2]. \quad (21) \]

Here, \( E[\tilde{F}_i^2] \) and \( E[\tilde{F}_i^2] \) are expressed as
\[ E[\tilde{F}_i^2] = \gamma_i^2 \cdot E_b \left\{ \left[ \int_0^T \int_0^T \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Sigma(\tau_1, \tau_2; t_1, t_2) \mu_i(\tau_1; t_1) \mu_i(\tau_2; t_2) d\tau_1 d\tau_2 dt_1 dt_2 \right] \right\}, \]
\[ = \gamma_i^2 \cdot E_b \left\{ \left[ \int_0^T \int_0^T \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Sigma(\tau_1, \tau_2; t_1, t_2) \mu_i(\tau_1; t_1) \mu_i(\tau_2; t_2) d\tau_1 d\tau_2 dt_1 dt_2 \right] \right\}, \]
\[ = \gamma_i^2 \cdot E_b \left\{ \left[ \int_0^T \int_0^T \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Sigma(\tau_1, \tau_2; t_1, t_2) \mu_i(\tau_1; t_1) \mu_i(\tau_2; t_2) d\tau_1 d\tau_2 dt_1 dt_2 \right] \right\}, \quad (22) \]

where
\[ \Sigma(\tau_1, \tau_2; t_1, t_2) = E[h_k(\tau_1, t_1)h_k(\tau_2, t_2)] \]
and \( E_b[X] \) is the average over all the bits of the user \( i \). We write the variable over which we take the average at the right bottom of \( E \). In [21] and [23], it is shown that we can use
\[ E[h_k(\tau_1, t_1)h_k(\tau_2, t_2)] = 0. \quad (23) \]

This result is obtained from the demodulation of RF signals. From Eqs. (20)-(23), we have
\[ \text{Var}[F_i] = \frac{P}{4} \gamma_i^2 \cdot E_b \left\{ \int_0^T \int_0^T \int_{-\infty}^{\infty} g_\tau(\tau) \xi_i(\tau, 0; t_1, t_2) dt_1 dt_2 d\tau \right\}. \quad (24) \]

The double integral term is written as
\[ \int_0^T \int_0^T \xi_i(\tau, \tau; t_1, t_2) dt_1 dt_2 \]
\[ = \left( \int_0^T \mu_i(\tau; t_1) dt_1 \right) \left( \int_0^T \mu_i(\tau; t_2) dt_2 \right) \]
\[ = \left( \int_0^T \mu_i(\tau; t) dt \right)^2 = \Gamma_i(\tau) \geq 0, \quad (25) \]
\[ \text{where } \Gamma_i(\tau) \text{ has been defined. Note that } \Gamma_i(\tau) \text{ is the squared absolute value of the correlation in an asynchronous CDMA.} \]
system. From the assumptions 4 and 5, we obtain
\[
\begin{align*}
g_i(t) &= 0 \quad \text{for } t < 0, \\
g_i(t) &= 0 \quad \text{for } t > M_iT.
\end{align*}
\] (26)

It is clear that \(g_i(t)\) is non-negative since
\[
g_i(t) = \rho_i(t, 0) = E[h_i(t, 0)h_i^*(t, 0)] \geq 0.
\]

Further, we can assume that \(g_i(t)\) has the upper bound \(C_i\) in \([0, M_iT]\). This is proven in the appendix B. We have no knowledge about the form of \(g_i(t)\). For this reason, we evaluate the upper bound of \(\text{Var}[F_i]\) with the product of two terms, one is related to \(g_i(t)\) and the other is related to the spreading sequences. From Hölder’s inequality, we evaluate Eq. (24) as
\[
\begin{align*}
\text{Var}[F_i] &= \frac{P}{4} \gamma_i^2 \cdot \text{Eb}_b \left\{ \int_{-\infty}^{\infty} g_i(t) \Gamma_i(t) dt \right\} \\
&\leq \frac{P}{4} \gamma_i^2 \cdot \text{Eb}_b \left\{ \sup_{0 \leq t \leq M_iT} |g_i(t)| \cdot \int_{0}^{M_iT} |\Gamma_i(t)| dt \right\} \\
&= \frac{P}{4} \gamma_i^2 C_i \cdot \text{Eb}_b \left\{ \int_{0}^{M_iT} \Gamma_i(t) dt \right\}.
\end{align*}
\] (27)

The equality is attained if \(g_i(t)\) is the rectangular function. This is the worst case where \(\text{Var}[F_i]\) is maximized. From the assumption 6, the time delay \(\tau\) satisfies \(n_i T + l_i T_c \leq \tau < n_i T + (l_i + 1) T_c\), where \(n_i\) and \(l_i\) are the integers which satisfy \(0 \leq n_i < M_i\) and \(0 \leq l_i < N\). Note that \(n_i T + N T_c = (n_i + 1) T\). Since the correlation in an asynchronous CDMA system is the superposition of the correlations in a chip-synchronous CDMA system, the function \(\Gamma_i(t)\) can be written as
\[
\begin{align*}
\Gamma_i(t) &= \left| \int_{0}^{T} \mu_i(t; t) dt \right|^2 \\
&= |R_i(t, n_i, l_i) + \hat{R}_i(t, n_i, l_i)|^2
\end{align*}
\] (28)

where
\[
R_i(t, n, l) = (\tau - n T - l T_c) \\
\hat{R}_i(t, n, l) = (n T + (l + 1) T_c - \tau),
\]
\[
\begin{align*}
&\cdot \left\{ b_{l-1-n} \sum_{m=1}^{l} s_i m s_{N-1-l-m} + b_{l-n} \sum_{m=1}^{N-l} s_{l+m} s_{l+m} \right\} \\
&+ b_{l-n} \sum_{m=1}^{N-l} s_{l+m} s_{l+m+1} s_{l+m+1}.
\end{align*}
\] (29)

Note that \(R_i(t, n, l)\) and \(\hat{R}_i(t, n, l)\) are expressed as the autocorrelation function in the chip-synchronous CDMA systems. From Eq. (29), it is sufficient to consider only two adjacent bits, \(b_{l-1-n-1}\) and \(b_{l-n}\). From the independence of each bit \(b_{l-n}\), Eq. (27) can be written as
\[
\begin{align*}
\text{Var}[F_i] &\leq \frac{P}{4} \gamma_i^2 C_i \cdot \text{Eb}_b \left\{ \int_{0}^{M_iT} \Gamma_i(t) dt \right\} \\
&= \frac{P}{4} \gamma_i^2 C_i \cdot \text{Eb}_b \left\{ \sum_{n_i=0}^{M_i-1} \sum_{l_i=0}^{N-1} \int_{n_i T + l_i T_c}^{(n_i+1) T + l_i T_c} \Gamma_i(t, n_i, l_i) dt \right\} \\
&= \frac{P}{4} \gamma_i^2 C_i M_i \cdot \text{Eb}_b \left\{ \sum_{l_i=0}^{N-1} \int_{l_i T_c}^{(l_i+1) T_c} \Gamma_i(t, 0, l_i) dt \right\},
\end{align*}
\] (30)

where
\[
\Gamma_i(t, n, l) = \left| R_i(t, n, l) + \hat{R}_i(t, n, l) \right|^2.
\]

Since \(P \gamma_i^2 C_i M_i\) is a constant, it is sufficient to focus on the sum term in the right hand side of Eq. (30) to reduce the upper bound of \(\text{Var}[F_i]\).

Similar to the fading term, we evaluate the interference noise term \(I_i\). The variance of \(I_i\) is
\[
\begin{align*}
\text{Var}[I_i] &= \frac{P}{4} \sum_{k=1}^{K} \left| \gamma_k^2 \text{Var}[\hat{I}_{i,k}] + \text{Var}[\bar{I}_{i,k}] \right|.
\end{align*}
\] (31)

In the above equation, we have used Eq. (12) and Eq. (23). It is clear that
\[
E_{\Phi_i} \left( \text{Re} \left[ \bar{I}_{i,k}^2 \right] \right) = 0.
\] (32)

In Eq. (31), \(\bar{I}_{i,k}\) is the fading interference noise term and \(\bar{I}_{i,k}\) is the term of a direct wave. With Eq. (20), the variances of them are expressed as
\[
\begin{align*}
\text{Var}[\hat{I}_{i,k}] &= \text{Eb}_{\text{Re}} \left\{ \int_{-\infty}^{\infty} \int_{0}^{T} \int_{0}^{T} g_i(\tau) \cdot \mathcal{E}_{\hat{I}_{i,k}}(\tau, \tau + \tau_k; t_1, t_2) dt_1 dt_2 d\tau \right\} \\
\text{Var}[\bar{I}_{i,k}] &= \text{Eb}_{\text{Re}} \left\{ \int_{0}^{T} \int_{0}^{T} \mathcal{E}_{\bar{I}_{i,k}}(\tau_k, \tau_k; t_1, t_2) dt_1 dt_2 \right\}.
\end{align*}
\] (33)

From the assumption 6 and 7, \(\tau_k\) satisfies that \(l_k T_c \leq \tau_k < (l_k + 1) T_c\), where \(l_k (0 \leq l_k < N)\) is an integer. The double integral term is written as
\[
\int_{0}^{T} \int_{0}^{T} \mathcal{E}_{\hat{I}_{i,k}}(\tau_k, \tau_k; t_1, t_2) dt_1 dt_2 = |R_{i,k} (\tau_k, 0, l_k) + \hat{R}_{i,k} (\tau_k, 0, l_k)|^2,
\] (34)

where
\[
\begin{align*}
R_{i,k} (\tau, n, l) &= (\tau - n T - l T_c) \\
\hat{R}_{i,k} (\tau, n, l) &= (n T + (l + 1) T_c - \tau),
\end{align*}
\] (35)

\[
\begin{align*}
&\cdot \left\{ b_{l-1-n} \sum_{m=1}^{l} s_{i,m} s_{N-1-l-m} + b_{l-n} \sum_{m=1}^{N-l} s_{l+m} s_{l+m} \right\} \\
&+ b_{l-n} \sum_{m=1}^{N-l} s_{l+m} s_{l+m+1} s_{l+m+1}.
\end{align*}
\] (36)
Note that $R_{i,k}(\tau, n, l)$ and $\hat{R}_{i,k}(\tau, n, l)$ are crosscorrelation functions in a chip-synchronous CDMA model. We define

$$\Gamma_{i,k}(\tau, n, l) = |R_{i,k}(\tau, n, l) + \hat{R}_{i,k}(\tau, n, l)|^2,$$

(36)

so that $\text{Var}[\hat{I}_{i,k}]$ is concisely written as

$$\text{Var}[\hat{I}_{i,k}] = \frac{1}{T} \cdot \text{E}_{b} \left\{ \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, 0, l) \ d\tau \right\},$$

(37)

$$= \frac{1}{T} \cdot \text{E}_{b} \left\{ \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, 0, l) \ d\tau \right\}.$$

We consider the variance of $[\hat{I}_{i,k}]$. Similar to the faded signal term, from the assumption 6, $\tau$ satisfies that $n'_k T + l'_k T_c \leq \tau < n'_{k+1} T + (l'_{k+1} + 1)T_c$, where $l'_k$ and $n'_k$ are the integers which satisfy $0 \leq l'_k < N$ and $n'_k \geq 0$. When we take the average over $\tau$, the double integral term in $\text{Var}[\hat{I}_{i,k}]$ is

$$\frac{1}{T} \int_0^T \int_0^T \int_0^T \xi_{i,k,k}(\tau + \tau', \tau, \tau; t_1, t_2) dt_1 dt_2 d\tau_k$$

$$= \frac{1}{T} \int_0^T \xi_{i,k,k}(\tau, n'_k, l'_k) d\tau_k$$

$$+ \frac{1}{T} \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, k, n'_{k+1}, l) d\tau_k$$

$$= \frac{1}{T} \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, k, n'_{k+1}, l) d\tau_k,$$

(38)

where $\tau' = \tau - n'_k T$. From Eq. (38), since each bit $b_{k,n}$ is independent, it is sufficient to consider only the two adjacent bits in each term of Eq. (38). In other words, it is sufficient to consider only the bits $b_{k,n'_k}$ and $b_{k,n'_{k+1}}$. Thus, we obtain

$$\text{Var}[\hat{I}_{i,k}] = \frac{1}{T} \cdot \text{E}_{b} \left\{ \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, 0, l) \ d\tau \right\},$$

(39)

In the above equations, we have set $n'_k = 0$ to obtain the last equality. Then, we can express $\text{Var}[\hat{I}_{i,k}]$ as the product of $\text{Var}[\hat{I}_{i,k}]$ and the integral covariance term. With the above results, we have

$$\text{Var}[\hat{I}_{i,k}] = \frac{1}{T} L_k \cdot \text{E}_{b} \left\{ \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, 0, l) \ d\tau \right\},$$

(40)

where

$$L_k = \int_{-\infty}^{\infty} g_k(\tau) d\tau = \int_{0}^{MT_c} g_k(\tau) d\tau.$$

In the worst case for $\text{Var}[I_i]$, where $g_k(\tau)$ is the rectangular function, $L_k$ is

$$L_k = M_s C_s T.$$

From these calculations, the variance of $I_i$ is

$$\text{Var}[I_i] = \frac{P}{4T} \sum_{k=1}^{K} (1 + \gamma_k^2 L_k) \cdot \text{E}_{b} \left\{ \sum_{l=0}^{N-1} \int_{lT_c}^{(l+1)T_c} \Gamma_{i,k}(\tau, 0, l) \ d\tau \right\}.$$

(43)

To increase the lower bound of SNR, it is necessary to reduce the sum and integral term since $(1 + \gamma_k^2 L_k)$ is constant.

IV. NEW EXPRESSION OF SNR

In this section, our goal is to calculate Eq. (30) and Eq. (43) and derive the new expression of the upper bound of SNR. In [28], it has been shown that the correlation of a chip-synchronous CDMA system can be written in a quadratic form. With this expression, Eq. (29) is rewritten as

$$R_l(\tau, n, l) = (\tau - nT - lT_c) s^T_l B^{(l)}_{b_{k-1},b_{k-1}} s_k,$$

$$\hat{R}_l(\tau, n, l) = (nT + (l + 1)T_c - \tau) s^T_l B^{(l+1)}_{b_{k-1},b_{k-1}} s_k,$$

where $s^*$ is a complex conjugate transpose of $s$,

$$s_k = (s_{k,1}, s_{k,2}, \ldots, s_{k,N})^T,$$

(45)

and

$$B^{(l)}_{b_{k-1},b_{k-1}} = \begin{pmatrix} O & b_{l,n-1}E_l \\ b_{l,n}E_{N-l} & O \end{pmatrix}.$$

(46)

In the above equations, $s^T$ is the transpose of $s$ and $E_l$ is the identity matrix of size $l$. Similar to Eq. (44), Eq. (53) is rewritten as

$$R_{i,k}(\tau, n, l) = (\tau - nT - lT_c) s^T_l B^{(l)}_{b_{k-1},b_{k-1}} s_k,$$

$$\hat{R}_{i,k}(\tau, n, l) = (nT + (l + 1)T_c - \tau) s^T_l B^{(l+1)}_{b_{k-1},b_{k-1}} s_k.$$

Thus, we can rewrite $\Gamma_{i,k}(\tau, 0, l)$ in Eq. (43) as

$$\Gamma_{i,k}(\tau, 0, l) = \left( \tau - lT_c \right) s^T_l B^{(l)}_{b_{k-1},b_{k-1}} s_k^2$$

$$+ ((l + 1)T_c - \tau)^2 s^T_l B^{(l+1)}_{b_{k-1},b_{k-1}} s_k^2$$

$$+ 2(\tau - lT_c)((l + 1)T_c - \tau) \text{Re} \left[ \left( s^T_l B^{(l)}_{b_{k-1},b_{k-1}} s_k \right) \left( s^T_l B^{(l+1)}_{b_{k-1},b_{k-1}} s_k \right) \right],$$

(48)

Replacing $k$ with $i$, we obtain the expression of $\Gamma_i(\tau, 0, l)$ in Eq. (30).

It can be shown that $s_k$ is expressed as

$$s_k = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \alpha^{(k)} n w_m(\eta) = \frac{1}{\sqrt{N}} \sum_{m=1}^{N} \beta^{(k)} m w_m \left( \frac{1}{2N} \right),$$

(49)

where $w_m(\eta)$ is the basis vector whose $n$-th component is expressed as

$$w_m(\eta)_n = \exp \left( 2\pi j (n - 1) \left( \frac{m}{N} + \eta \right) \right).$$

$\alpha^{(k)}$ and $\beta^{(k)}$ are complex coefficients. There is the relations
between \( \alpha_m^{(k)} \) and \( \beta_m^{(k)} \) such that
\[
\begin{align*}
\alpha^{(k)} &= \Phi \beta^{(k)}, \\
\beta^{(k)} &= \Phi \alpha^{(k)},
\end{align*}
\] (50)
where,
\[
\begin{align*}
\alpha^{(k)} &= \begin{pmatrix} 
\alpha_1^{(k)} \\
\vdots \\
\alpha_N^{(k)}
\end{pmatrix}, \\
\beta^{(k)} &= \begin{pmatrix} 
\beta_1^{(k)} \\
\vdots \\
\beta_N^{(k)}
\end{pmatrix},
\end{align*}
\] (51)
\( \Phi \) and \( \hat{\Phi} \) are the unitary matrices whose \((m, n)\)-th components are
\[
\Phi_{m,n} = \frac{1}{N} \frac{2}{1 - \exp(2\pi j \frac{n-m}{N})},
\] (52)
\[
\hat{\Phi}_{m,n} = \frac{1}{N} \frac{2}{1 - \exp(2\pi j \frac{n-m}{N})}.
\] Note that the vectors \( \frac{w_m(0)}{N} \) and \( \frac{1}{N} w_m(1/(2N)) \) are eigenvectors of \( B_{1,1}^{(i)} \) and \( B_{1,-1,1}^{(i)} \) respectively. In other words, the matrices \( B_{1,1}^{(i)} \) and \( B_{1,-1,1}^{(i)} \) are decomposed as
\[
\begin{align*}
B_{1,1}^{(i)} &= V \Lambda^{(i)} V^*, \\
B_{1,-1,1}^{(i)} &= \hat{V} \hat{\Lambda}^{(i)} V^*,
\end{align*}
\] (53)
where
\[
\begin{align*}
V &= \frac{1}{\sqrt{N}} \begin{pmatrix} w_1(0) & w_2(0) & \cdots & w_N(0) \end{pmatrix}, \\
\Lambda^{(i)} &= \text{diag} \left( \lambda_1^{(i)} \lambda_2^{(i)} \cdots \lambda_N^{(i)} \right), \\
\hat{V} &= \frac{1}{\sqrt{N}} \begin{pmatrix} w_1(\frac{1}{2N}) & w_2(\frac{1}{2N}) & \cdots & w_N(\frac{1}{2N}) \end{pmatrix}, \\
\hat{\Lambda}^{(i)} &= \text{diag} \left( \lambda_1^{(i)} \lambda_2^{(i)} \cdots \lambda_N^{(i)} \right).
\] In the above equations, \( \text{diag}(z) \) is a diagonal matrix with the elements of vector \( z \) on the main diagonal and the eigenvalues \( \lambda_m^{(i)} \) and \( \hat{\lambda}_m^{(i)} \) are expressed as
\[
\begin{align*}
\lambda_m^{(i)} &= \exp \left( -2\pi j \frac{m}{N} \right), \\
\hat{\lambda}_m^{(i)} &= \exp \left( -2\pi j \frac{m}{2N} \right).
\] (55)
Thus, the four types of the correlation \( s_i^* B_{b_{k,-1,1}}^{(i)} s_k \) are expressed as
\[
\begin{align*}
s_i^* B_{1,1}^{(i)} s_k &= \sum_{m=1}^{N} \lambda_m^{(i)} m \alpha_m^{(k)} \alpha_m, \\
s_i^* B_{1,-1,1}^{(i)} s_k &= -\sum_{m=1}^{N} \lambda_m^{(i)} m \alpha_m^{(k)} \alpha_m, \\
s_i^* B_{0,1}^{(i)} s_k &= \sum_{m=1}^{N} \lambda_m^{(i)} m \beta_m^{(k)} \beta_m, \\
s_i^* B_{0,-1,1}^{(i)} s_k &= -\sum_{m=1}^{N} \lambda_m^{(i)} m \beta_m^{(k)} \beta_m.
\end{align*}
\] (56)
From Eq. (56), the coefficients \( \alpha_m^{(k)} \) is related to the periodic correlation and \( \beta_m^{(k)} \) is related to the aperiodic correlation. Since each of the vectors \( w_m(0) \) and \( w_m(\frac{1}{2N}) \) is orthogonal with respect to different \( m \), we obtain the condition that
\[
\| \alpha^{(k)} \|^2 = \| \beta^{(k)} \|^2 = N.
\] (57)
Therefore, the vectors of the coefficients, \( \alpha^{(k)} \) and \( \beta^{(k)} \) locate on the hyperspheres. Figure 1 shows the relation between the vectors of the coefficients, \( \alpha^{(k)} \) and \( \beta^{(k)} \). The Euclidean norm is preserved through the transformation since the matrices \( \Phi \) and \( \hat{\Phi} \). Therefore, the vector \( \alpha^{(k)} \) on a hypersphere is moved to \( \beta^{(k)} \) on another hypersphere by \( \hat{\Phi} \). Similarly, the vector \( \beta^{(k)} \) on a hypersphere is moved to \( \alpha^{(k)} \) on another hypersphere by \( \Phi \).

With these expressions, we calculate Eq. (30) and Eq. (43). First, Calculating the integral of \( \Gamma_{i,k}(r_k, 0, l_k) \), we have
\[
\begin{align*}
&\int_{l_k T_c}^{(l_k + 1) T_c} \Gamma_{i,k}(r_k, 0, l_k) d\tau_k \\
&= \frac{1}{3} T_c \left| s_i^* B_{b_{k,-1,1}}^{(i)} s_k \right|^2 + \frac{1}{3} T_c \left| \frac{s_i^* B_{b_{k,-1,1}}^{(i+1)} \frac{s_k}{s_i} s_k^{-1}}{s_i^* B_{b_{k,-1,1}}^{(i+1)} \frac{s_k}{s_i} s_k^{-1}} \right|^2.
\end{align*}
\] (58)
When we take the average of Eq. (58) over the bits \( b_{k,-1} \) and \( b_{k,0} \), the resultant averaged quantity is
\[
\begin{align*}
\mathbb{E}_b \left| s_i^* B_{b_{k,-1,1}}^{(i)} s_k \right|^2 \\
&= \frac{1}{2} \left\{ \sum_{m=1}^{N} \lambda_m^{(i)} m \alpha_m^{(k)} \alpha_m \right\}^2 + \sum_{m=1}^{N} \lambda_m^{(i)} m \beta_m^{(k)} \beta_m \right\}.
\] (59)
and
\[
\begin{align*}
\mathbb{E}_b \left| s_i^* B_{b_{k,-1,1}}^{(i+1)} \frac{s_k}{s_i} s_k^{-1} \right|^2 \\
&= \frac{1}{2} \left\{ \sum_{m=1}^{N} \lambda_m^{(i+1)} m \alpha_m^{(k)} \alpha_m \right\}^2 + \sum_{m=1}^{N} \lambda_m^{(i+1)} m \beta_m^{(k)} \beta_m \right\}.
\] (60)
It is straightforward to show that

\[ \sum_{l_i=0}^{N-1} \lambda_m^{(l_i) m_i} = \sum_{l_i=0}^{N-1} \exp \left( 2 \pi j l_i \frac{m_i - m}{N} \right) = N \delta_{mm'}, \]

\[ \sum_{l_i=0}^{N-1} \gamma_m^{(l_i) m_i} = \sum_{l_i=0}^{N-1} \exp \left( 2 \pi j (l_i + 1) \frac{m - m}{N} \right) = N \delta_{mm'}, \]

\[ \sum_{l_i=0}^{N-1} \gamma_m^{(l_i) m_i + 1} = \sum_{l_i=0}^{N-1} \exp \left( 2 \pi j (l_i + 1) \frac{m - m}{N} \right) = N \delta_{mm'}, \]

\[ \sum_{l_i=0}^{N-1} \lambda_m^{(l_i) m_i + 1} = \exp \left( 2 \pi j \frac{m}{N} \right) \sum_{l_i=0}^{N-1} \exp \left( 2 \pi j l_i \frac{m - m}{N} \right) \]

\[ = N \exp \left( 2 \pi j \frac{m}{N} \right) \delta_{mm'}, \]

where

\[ \delta_{mm'} = \begin{cases} 1 & m = m' \\ 0 & m \neq m' \end{cases}. \]

From Eq. (61), we can calculate the sum and integral term of Eq. (43). Then, we rewrite Eq. (43) as

\[ \text{var}[I_i] = \frac{P T^2}{12 N^2} \sum_{l_i=1}^{K} \sum_{m=1}^{M} S_{ik} m_i, \]

where

\[ S_{ik} m_i = |\alpha_m^{(i)})|^2 |\beta_m^{(i)})|^2 \left( 1 + \cos \left( \frac{2 \pi m}{N} \right) \right)^2 \]

\[ \left. + |\alpha_m^{(i)})|^2 |\beta_m^{(i)})|^2 \left( 1 + \cos \left( \frac{2 \pi m}{N} + \frac{\pi}{2} \right) \right)^2 \right). \]

Replacing \( k \) with \( i \), we obtain the expression of \( \Gamma_i(\tau, 0, l_i) \), which is defined in Eq. (30). Then, Eq. (30) is rewritten as

\[ \text{Var}[F_i] \leq \frac{P T^3}{12 N^2} \gamma_i^2 C_i M_i \sum_{m=1}^{N} S_{ik} m_i. \]

From the above expressions, we arrive at the formula for the lower bound of SNR of the user \( i \)

\[ \text{SNR}_i \geq \left\{ \frac{1}{6 N^2} \sum_{k=1}^{K} Z_{ik} \sum_{m=1}^{M} S_{ik} m_i + \frac{N_0}{2 P T} \right\}^{-1/2}, \]

where

\[ Z_{ik} = \begin{cases} \gamma_i^2 C_i M_i T & k = i \\ 1 + \gamma_i^2 L_k & k \neq i \end{cases}. \]

When \( Z_{ik} = 1 \) (\( i \neq k \) and \( Z_{ii} = 0 \), Eq. (65) is equivalent to the expression in [10] and [20].

Equation (63) shows that there is the relation among SNR and periodic and aperiodic correlation. The first term of Eq. (63) is related to the periodic correlation since the coefficients \( \alpha_m^{(i)} \) appear in the periodic correlation. The last term of Eq. (63) is related to the aperiodic correlation since the coefficients \( \beta_m^{(i)} \) appear in the aperiodic correlation. In Section V, we discuss the relation between SNR and correlation in detail.

The parameters of the spreading sequences \( \alpha_m^{(i)} \) and \( \beta_m^{(i)} \) are complex. Thus, the coefficients \( \alpha_m^{(i)} \) and \( \beta_m^{(i)} \) are divided into the real parts and imaginary parts. We define

\[ \alpha_m^{(i)} = \text{Re}[\alpha_m^{(i)}], \]

\[ \alpha_m^{(i)} = \text{Im}[\alpha_m^{(i)}], \]

\[ \beta_m^{(i)} = \text{Re}[\beta_m^{(i)}], \]

\[ \beta_m^{(i)} = \text{Im}[\beta_m^{(i)}]. \]

From Eq. (66), Eq. (63) is rewritten as

\[ \hat{S}_{ik} = \left( \left( \alpha_m^{(i)} \right)^2 + \left( \beta_m^{(i)} \right)^2 \right)^2 \left[ \left( \alpha_m^{(i)} \right)^2 + \left( \beta_m^{(i)} \right)^2 \right] \frac{1}{2} \text{cos} \left( \frac{2 \pi m}{N} \right) \]

\[ + \left( \left( \beta_m^{(i)} \right)^2 + \left( \beta_m^{(i)} \right)^2 \right)^2 \left[ \left( \alpha_m^{(i)} \right)^2 + \left( \beta_m^{(i)} \right)^2 \right] \frac{1}{2} \text{cos} \left( \frac{2 \pi m}{N} + \frac{\pi}{2} \right) \right). \]

Note that Eq. (67) is differentiable with the parameters of the spreading sequence, \( \alpha_m^{(i)} \), \( \alpha_m^{(i)} \), \( \beta_m^{(i)} \), \( \beta_m^{(i)} \) and \( \beta_m^{(i)} \). Thus, we can maximize SNR of the user \( i \) with the Lagrange multipliers method. Although Eq. (67) is convex in only the parameters of the user \( k \), \( \alpha_m^{(i)} \), \( \alpha_m^{(i)} \), \( \beta_m^{(i)} \) and \( \beta_m^{(i)} \), it is not convex in all the parameters. In Part II, we discuss how we to the optimization problem.

V. RELATION BETWEEN SNR AND MEAN-SQUARE CORRELATION

We show the relation between the expression of SNR and the mean-square correlations. The mean-square correlations are proposed as indices for performance of spreading sequences. In particular, the mean-square crosscorrelation is used for advantage of spreading sequences [23]. The mean-square crosscorrelation function \( R_{CC} \) and the mean-square autocorrelation function \( R_{AC} \) are defined as

\[ R_{CC} = \frac{1}{K} \sum_{i=1}^{K} R^{(i)}_{CC}, \]

\[ R_{AC} = \frac{1}{K} \sum_{i=1}^{K} R^{(i)}_{AC}, \]

\[ R^{(i)}_{CC} = \frac{1}{K-1} \sum_{k=1}^{K} \sum_{l=1}^{N} |C_{ik}(l)|^2, \]

\[ R^{(i)}_{AC} = \frac{1}{N} \sum_{l=1}^{N} |C_{il}(l)|^2. \]
and $C_i(l)$ is denoted by $C_{i,(l)}$. From (70), Eqs. (70) and (71) is rewritten as

$$ R_{AC}^{(l)} = \frac{1}{2N^2} \sum_{i=1}^{N-1} \left( |\theta_i(l)|^2 + |\hat{\theta}_i(l)|^2 \right), $$

(74)

where $\theta_i(l)$ and $\hat{\theta}_i(l)$ are periodic and aperiodic correlation functions which are defined as

$$ \theta_i(l) = \frac{C_i(l) + C_i(l-N)}{2}, $$

(75)

$$ \hat{\theta}_i(l) = \frac{C_i(l) - C_i(l-N)}{2}, $$

(76)

and $\theta_i(l)$ and $\hat{\theta}_i(l)$ are denoted by $\theta_{i,1}(l)$ and $\theta_{i,2}(l)$. From (28), $\theta_{i,1}(l)$ and $\theta_{i,2}(l)$ are expressed as

$$ \theta_{i,1}(l) = \sum_{m=1}^{N} \alpha_m \alpha_m^* \delta_m \delta_m^{(l)}, $$

(77)

$$ \theta_{i,2}(l) = \sum_{m=1}^{N} \beta_m \beta_m^* \delta_m \delta_m^{(l)}. $$

(78)

With these expressions, Eqs. (73) and (74) are rewritten as

$$ R_{CC}^{(l)} = \frac{1}{2(K-1)N} \sum_{k=1}^{K} \sum_{m=1}^{N} \left[ |\alpha_m|^2 |\alpha_m^*|^2 + |\beta_m|^2 |\beta_m^*|^2 \right], $$

(79)

$$ R_{AC}^{(l)} = \frac{1}{2N^2} \sum_{i=1}^{N-1} \left( |\theta_i(l)|^2 + |\hat{\theta}_i(l)|^2 \right) - 1. $$

(80)

In obtaining the above equations, we have used the relation that $|\theta_{i,1}(l)|^2 = |\theta_{i,2}(l)|^2 = N^2$. Thus, we derive the bounds of Eq. (65) as

$$ \left[ \frac{1}{2N} \left[ Z_{i,1}(R_{AC}^{(l)}) + 1 \right] + Z_{i,2}(K-1)R_{CC}^{(l)}(N_0) \right]^{-1/2} \leq \left[ \frac{1}{6N} \sum_{i=1}^{K} \sum_{m=1}^{M} \delta_{j,k} \delta_{j,k}^* + \frac{N_0}{2PT} \right]^{-1/2} \leq \left[ \frac{1}{6N} \left[ Z_{i,1}(R_{AC}^{(l)}) + 1 \right] + Z_{i,2}(K-1)R_{CC}^{(l)}(N_0) \right]^{-1/2}, $$

(81)

where $Z_{i,1} = \max_k Z_{i,k}$ and $Z_{i,2} = \min_k Z_{i,k}$. In the above inequality, we have used $-1 \leq \cos(x) \leq 1$. Note that the term of $R_{AC}^{(l)}$ corresponds to the faded signal term obtained in Eq. (64). Moreover, the term of $R_{CC}^{(l)}$ corresponds to the interference noise term obtained Eq. (62). Therefore, Eq. (81) shows that the effects of faded signals and interference noise are reduced when the mean-square correlations $R_{AC}^{(l)}$ and $R_{CC}^{(l)}$ are small, respectively. Thus, it is necessary for designing spreading sequences to reduce mean-square correlations, $R_{AC}^{(l)}$ and $R_{CC}^{(l)}$.

VI. CONCLUSION

We have shown the new expression of SNR whose terms are explicitly related to periodic and aperiodic correlation. This expression has been obtained from the quadratic forms of the correlation. With this expression, we have evaluated the lower bound of SNR. In Section V, we have shown the relation between SNR and mean-square correlations. This result shows that SNR will become higher when we rescue mean-square auto correlation and crosscorrelation low.

In Part II, we construct the optimization problem: minimize the lower bound of SNR. Then, we derive the necessary conditions for the global solution and evaluate .

A remaining issue is to obtain the better expression of SNR. We have used the relation that $g_r(t)$ has the upper bound. From this reason, our upper bound is rough. Our expression will get better if we have knowledge of the form of $g_r(t)$. Then, our lower bound of SNR will approach to equality.

APPENDIX A

In this Appendix, we show how to obtain the condition that

$$ \sum_{n=1}^{N} |s_{k,n}|^2 = N. $$

We assume that the power of the transmitted signal is finite, and denote it by $P$. Thus, we obtain the follow equation

$$ \frac{1}{T} \int_0^T |s_k(t)|^2 dt \leq P \sum_{i=1}^{N} |s_{k,n}|^2 \leq P T \int_0^T \text{Re}(s_k(t)\delta_k(t))^2 \exp(2j\omega t + 2j\theta_k) dt \leq P T \int_0^T \text{Re}(s_k(t))^2 \exp(2j\omega t + 2j\theta_k) dt = P. $$

(82)

In the above equation, we have used Eq. (12) and the relation that $\delta_{k,n}^2 = 1$.

With a low pass filter, we can ignore the double frequency term [20], that is,

$$ \int_0^T \text{Re}(s_k(t))^2 \exp(2j\omega t + 2j\theta_k) dt = 0. $$

(83)

From Eq. (82), we have that

$$ \sum_{n=1}^{N} |s_{k,n}|^2 = N. $$

(84)

This is equivalent to

$$ \sum_{n=1}^{N} |s_{k,n}|^2 = |s_k|^2 = \|\alpha_k\|^2 = \|\rho_k\|^2 = N, $$

(85)
where \( \| \cdot \| \) is the Euclidian norm.

**APPENDIX B**

In this appendix, we prove that the covariance function \( g_k(\tau) \) has an upper bound. We define the inverse Fourier transformation of \( h_k(\tau, t) \) as

\[
h_k(f, t) = \int_{-\infty}^{\infty} H_k(f, t) \exp(2\pi j f \tau) df.
\]

From the assumption 1, the function \( h_k(\tau, t) \) is transformed to \( H_k(f, t) \) by the Fourier transformation and \( H_k(f, t) \) is transformed to \( h_k(\tau, t) \) by the inverse Fourier transformation, that is,

\[
\int_{-\infty}^{\infty} |h_k(\tau, t)| d\tau < \infty,
\]

\[
\int_{-\infty}^{\infty} |H_k(f, t)| df < \infty,
\]

for all \( t \). Then, the absolute value of the function \( h_k(\tau, t) \) has an upper bound

\[
|h_k(\tau, t)| = \left| \int_{-\infty}^{\infty} H_k(f, t) \exp(2\pi j f \tau) df \right| 
\leq \int_{-\infty}^{\infty} |H_k(f, t)| df < \infty
\]

for all \( \tau \) and \( t \). Thus, the covariance function \( g_k(t) \) is evaluated as

\[
g_k(t) = \mathbb{E}[h_k(\tau, 0) h_k(\tau, 0)] 
= \mathbb{E}[|h_k(\tau, 0)|^2] 
\leq \mathbb{E}[C] 
= C < \infty,
\]

where

\[
C = \sup_{\tau} |h_k(\tau, 0)|^2 < \infty.
\]

In the above equations, we have used the assumption that \( g_k(\tau) \) is independent of the variable \( t \), that is, the channel is a selective fading channel. We thus proved that \( g_k(\tau) \) has an upper bound.
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