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Summary

Urban metabolism accounts of total annual energy, water, and other resource flows are increasingly available for a variety of world cities. For local decision makers, however, it may be important to understand the variations of resource consumption within the city. Given the difficulty of gathering suburban resource consumption data for many cities, this article investigates the potential of statistical downscaling methods to estimate local resource consumption using socioeconomic or other data sources. We evaluate six classes of downscaling methods: ratio-based normalization; linear regression (both internally and externally calibrated); linear regression with spatial autocorrelation; multilevel linear regression; and a basic Bayesian analysis. The methods were applied to domestic energy consumption in London, UK, and our results show that it is possible to downscale aggregate resource consumption to smaller geographies with an average absolute prediction error of around 20%; however, performance varies widely by method, geography size, and fuel type. We also show how mapping these results can quickly identify districts with noteworthy resource consumption profiles. Further work should explore the design of local data collection strategies to enhance these methods and apply the techniques to other urban resources such as water or waste.

Introduction

Over 50% of the world’s population currently lives in urban areas, a figure that is expected to rise to 66% by 2050 driven largely by growth in less-developed regions (UN 2014). The popularity of urban living has many explanations, including the provision of physical security, opportunities for commerce and employment, and cultural attractions (Kotkin 2005; Glaeser 2008). But regardless of an individual’s motivation for living in a city, it is clear that they would not stay long if the city was unable to satisfy basic resource requirements such as those for water, energy, food, and materials. A city must also expel its wastes effectively in order to avoid inhibiting urban activities. These resource flows—“the materials and commodities needed to sustain the city’s inhabitants at home, at work and at play”—are known as a city’s urban metabolism (UM) (Wolman 1965, 179) and they are of significant global and local importance. For example, it is estimated that 75% of global final energy use can be attributed to cities (Grubler et al. 2012) and cities account for 76% of global energy-related carbon dioxide (CO₂) emissions (Dhakal et al. 2008).

There have been many studies of UM representing cities from around the world (see Kennedy et al. [2007] for a review), and the metabolic data presented therein are typically reported at the scale of a whole city on an annual basis. For many purposes, this coarse resolution is sufficient. Cities can learn which resource flows are the most significant by mass or energy content, how resource consumption links to urban growth processes, how the city is connected with its hinterland, and compare the resource efficiency of a city with its rivals. However, in order to plan specific design interventions or assess the impact of new policies, local authorities need more detailed resource
consumption information, both for its own sake (i.e., to plan the operation of related infrastructures) and to establish links between socioeconomic activities and resource consumption. For example, identifying areas of fuel poverty—the inability of households to afford adequate warmth—requires a combination of data about the built environment, sociodemographics, and energy consumption (Fahmy et al. 2011; DECC 2013). Similarly, industrial eco-parks require an awareness of the detailed spatial geography of resource consumption and waste production in order to achieve overall efficiency gains (Jacobsen 2008; Chertow 2000).

In this article, we investigate approaches for downscaling aggregate UM data to smaller spatial scales within a city. Using the case of domestic energy consumption in London, we seek to answer three related questions: (1) How can socioeconomic data be used to estimate resource consumption within the city?; (2) Which statistical methods provide the most accurate estimates?; and (3) What is the significance of these findings for urban metabolism research and policy? First, we review previous attempts to estimate urban resource consumption at fine spatial scales with a particular focus on energy consumption. Then, we discuss the statistical methods and data sources for our analysis before presenting the results. The last section concludes by noting that although the methods presented here achieve a level of accuracy suitable for basic insights, additional data collection and more detailed assessments are likely to be necessary before specific investments or decisions are made.

Background

Downscaling data from one geography to another is a common problem in the scientific literature: for example (Van Vuuren et al. 2007), downscale environmental change scenarios of population, economic growth, and greenhouse gas (GHG) emissions from global regions to countries and a smaller 0.5° × 0.5° grid. They draw a methodological distinction between conditional modeling—where data for one geography constrains a model of the other geography, common in climate-change modeling (Wilby and Wigley 1997)—and “clearly defined algorithms,” which we have termed statistical downscaling methods in this article. For UM, unlike climate-change modeling, there is no equivalent of a global circulation model for use within a conditional modeling framework; we therefore focus on statistical downscaling methods.

Energy Flows in Urban Metabolism Studies

The study of UM arguably began with Wolman’s analysis of a hypothetical American city (Wolman 1965). Although this first study did not focus on the use of energy within cities, the literature has grown since then to include dozens of studies in which urban energy consumption plays an important role. Here, we consider the ways in which energy flows have been characterized within UM studies in order to understand the strengths and weaknesses of current practice.

Kennedy and colleagues (2011) review the UM literature and note the presence of two broad traditions. The first is based on H. T. Odum’s notion of emergy accounting. Odum defines emergy as “the energy of one type required in transformations to generate a flow or storage” and, by convention, solar energy is used as the reference energy type (Odum 1988, 1135). The concept has been used to understand material-use cycles including urban metabolic flows (Tilley 2004; Odum 1983). However, emergy accounting is controversial, particularly within the energy engineering community who prefer the use of exergy, which is based on the second law of thermodynamics rather than difficult-to-calculate solar energy “transformities” (Sciubba and Ulgiati 2005). The other major tradition in the UM literature is mass-based accounting, for example, tonnes of water imported or waste disposed. Because these studies are often concerned with the flows of specific materials (e.g., steel or cement), the use of mass units is appropriate; however it would be problematic if energy were to be accounted in a similar framework. Of course, analysts could use tonnes of oil (or coal) equivalent, as in many national energy accounting frameworks, but, unlike a national economy where such imported flows might be physically measured at a port or other border point, cities are open systems connected into national grids and mass-less electricity is a significant flow. Consequently, most UM studies now report both mass and energy flows; Kennedy and colleagues (2011, 1967) suggest that this is largely a practical choice, in order to use units that “local government officers would use, recognize and understand.”

Whereas UM may have begun as a theoretical thought experiment, it now has practical application in several areas: the preparation of urban sustainability indicators and associated reports, the calculation of urban GHG emissions inventories, policy analysis, and to inform sustainable urban design (Kennedy et al. 2011). The accurate accounting of urban energy flows is central to all of these applications. For example, sustainability strategies for major cities like New York and London emphasize the role of energy (The City of New York 2011; Mayor of London 2011). In some cases, aggregate statistics are sufficient for such analyses: Weisz and Steinberger (2010), for example, illustrate how energy consumption might vary by income groups within cities by drawing on national data sets. Alternatively, these energy flows are often reported by end-use sector, such as buildings or transport, and such data can be particularly helpful for emissions inventory studies (e.g., Sovacool and Brown 2010). However, the variability of energy consumption in space and time is rarely examined. 1 Kennedy and colleagues (2007) suggest that such analyses could be valuable, for example, to understand the detail of resource storage processes within cities.

We can therefore conclude that the aggregate accounting of urban energy flows can be valuable for some applications of UM, such as the calculation of GHG inventories. However, when trying to plan detailed policy responses, or how such flows are shaped by processes within the city, other data sources may be beneficial.
Modeling Intraurban Energy Consumption

If one widens the definition of UM studies to include all studies that examine urban resource demands, regardless of whether they use the "metabolism" label, then a range of additional sources can be found. Here, we review recent studies that have attempted to model energy consumption within cities at a disaggregate scale (e.g., per building or for whole districts).

A significant part of urban energy consumption can be attributed to energy use in buildings; in London, it is estimated that this fraction is 75% (GLA 2011). Heiple and Sailor (2008) present an approach that simulates the demand for electricity and natural gas for prototypical buildings in an urban area, providing estimated demand data at up to hourly temporal resolutions and individual parcel spatial scales. The intention is to use these results to support analyses of urban heat island effects and air quality. A similar analysis has also been applied to New York (Howard et al. 2012). In this case, energy demand was assumed to be related to a building's function (as opposed to age or construction type), and the results are given as annual average energy intensities (e.g., kilowatt-hours per square meter) at tax lot scale; the intention is to inform energy efficiency and retrofit programs. In the UK, Choudhary (2012) focuses on the nondomestic building stock in London and uses Bayesian statistical techniques to understand the variability of energy demand in different end-use sectors (e.g., retail, hotel, and so on) and individual local authorities within Greater London.

These approaches build on knowledge of existing buildings and their likely energy consumption. In contrast, Minx and colleagues (2009) use consumption data and input-output analyses to understand the variability of carbon emissions across London (a similar approach could be used to extract energy consumption, both direct and indirect). Another method is to simulate the activities of individuals as they move about the city and to couple this to building energy models to capture energy demands at high spatial and temporal resolutions (Keirstead and Sivakumar 2012). Finally, Parshall and colleagues (2010) use a high-spatial-resolution database of GHGs and work back to the energy consumption of urban areas. This approach enables them to capture both building energy demand, but also on-road transport energy consumption.

All of these techniques require extensive data inputs, on the built environment, measured energy consumption, activity patterns, or other sources. A notable exception is Taylor and colleagues (2014), who use statistical downscaling to take official government statistics on energy consumption and combine it with census data to increase the spatial resolution to a 1-square-kilometer grid. The results were used to examine future bioenergy scenarios for the UK, which rely on high-spatial-resolution demand data.

Our goal in this article is to expand upon this latter approach. Taylor and colleagues (2014) do not specifically consider alternative methods for statistical downscaling in their article. But an evaluation of these methods is important in order to understand their data requirements, accuracy, and hence suitability to different applications. In particular, we are interested in the ability of statistical downscaling methods to be applied in data-poor cities, which may lack the detailed bottom-up data sources used in many of the studies cited in this review; this might be because the data have not been collected or it may have been collected as part of commercial operations and not be made publicly available. An effective means of converting aggregate UM accounts of energy consumption to spatially resolved maps of likely demand would therefore enable these locations to conduct a range of analyses, including assessments of urban heat island effects, to plan local energy efficiency programs, evaluate the sustainability of local energy supplies, assess alternative energy supply strategies, and more.

Methods and Data

Overview

This section presents a number of methods for the statistical downscaling of UM data on energy consumption. Statistical downscaling is the process whereby a statistical relationship is used to relate observed data at a larger geography to other variables at a smaller geography. For example, in our case, we know energy consumption for the city as a whole, but we want to know how much energy has been consumed in a specific district within that city, perhaps as a function of the population of the district.

The following analyses test these methods in London. London has been chosen because data on energy consumption and other socioeconomic variables are available at multiple geographies, thereby allowing us to validate our models against observed data as an indication of how the methods might perform in general. Our data set contains four nested geographies: (1) London, a single geographic region describing the Greater London Authority (GLA) as a whole, which contains; (2) 33 local authority districts (LADs). Each LAD can be divided into a number of (3) middle super output areas (MSOAs). London contains 983 MSOAs, each with a population between 5,000 and 15,000. Finally, MSOAs are further divided into (4) lower super output areas (LSOAs). There are 4,835 in London, with a population between 1,000 and 5,000. A map showing these geographies can be seen in figure 1.

Energy consumption data for all geographies examined here are compiled by the Department of Energy and Climate Change (DECC) and have been downloaded using the decctools R software package (Keirstead 2014). For the regression analysis, additional socioeconomic statistics have been assembled from the Office for National Statistic's Neighbourhood Statistics website and the Annual Survey of Hours and Earnings. Additional information on the methods and data used here can be found in Keirstead and Horta (2015).

In order to validate our methods, we require common energy consumption statistics at all levels; this restricts our analysis to domestic electricity and gas consumption. Each downscaling method is evaluated by comparing the true value of energy consumption for fuel f in geography g, \( \hat{E}_{f,g} \), with the estimated value calculated by the downscaling method in question, \( \hat{E}_{f,g} \). The two
measures we use are the MAPE (mean absolute percentage error) and RMSPE (root mean square percentage error). These are defined as follows:

\[
PE_{i,g} = \frac{E_{i,g} - \hat{E}_{i,g}}{E_{i,g}} \times 100
\]

\[
\text{MAPE}_f = \frac{1}{n} \sum_{g=1}^{n} |PE_{i,g}|
\]

\[
\text{RMSPE}_f = \sqrt{\frac{1}{n} \sum_{g=1}^{n} \left(PE_{i,g}\right)^2}
\]

Where appropriate, repeated random cross-validation is used to evaluate the impact of sample selection. In these cases, the error rates reported are the average values of all simulations.

**Ratio-based Normalization**

In the first set of analyses, we estimate the energy consumption at a lower level as a constant ratio, that is, normalized by a common predictor at the upper level:

\[
\hat{E}_{i,1} = \frac{E_{i,u}}{x}
\]

where \(\hat{E}_{i,1}\) is the estimated energy consumption of fuel \(f\) at the lower level \(1\) (\(u = \text{upper level}\)) and \(x\) is the metric of interest, available at both upper and lower levels. The upper level here is taken to be London as a whole and all the three lower geographies are tested (LAD, MSOA, and LSOA). Four methods of normalization were compared: per unit area; per capita; per household; and per unit wealth (the product of a zone’s median income and number of households).

**Linear Regression (External Calibration)**

The next model is a linear regression that predicts energy consumption as a function of multiple variables. Mathematically, it can be stated as:

\[
E_{i,u} = \beta X_u + \varepsilon
\]

where \(X_u\) is a vector of independent variables at the upper level, \(E_{i,u}\) is the known energy consumption at the upper level, \(\varepsilon\) is a error term assumed to be normally distributed, \(\varepsilon \sim N(0, \sigma^2)\), and \(\beta\) is a vector of model coefficients determined by a least-squares fit. \(X_u\) might also include a constant intercept term.

The lower-level energy consumption is then predicted by:

\[
\hat{E}_{i,1} = \beta X_i
\]

where \(X_i\) are the same independent variables, but measured at the lower level.

The normalization mode presented above can be thought of as a linear regression model, but with only one independent variable and no intercept. As a consequence, the model can be “fitted” using only the single geography of London as a whole and ignoring the error term. However, if we want to introduce multiple explanatory variables, then we need multiple data points to calculate the model coefficients. Clearly, there is only one London region, so we must look for alternative data sources. For the “external calibration” case, we consider the case where data are available for a set of similar cities outside the target city. (A second “internal calibration” case where the model is fit to a selection of the current city’s lower geographies is presented in the next section.) Here, we take all of the non-London local authority districts in England and Wales, with the implicit assumption that the energy consumption of subgeographies within London follows the same pattern. After removing missing values from the data set, there are 309 complete data points.

Before performing the analysis, one must first select the dependent variables \(E_{i,u}\). Because our aim is to use the model to predict energy consumption from another data set, it is important that the dependent variable is on a similar scale in both the training and validation data sets. By inspecting box plots of
both total and per capita energy consumption, it was decided to model per capita energy consumption because these values are of a similar magnitude at all geographies.

The next step is to identify the potential independent variables. Based on the review of residential energy literature (Kelly et al. 2013; Kavousian et al. 2013; Min et al. 2010; Boulaire et al. 2014), we identified a number of socioeconomic variables to predict energy consumption. The candidate variables were sought from Office of National Statistics sources and had to be available at all of the geographies studied. The final set of variables includes:

- Age: the percentage of children (< = 16) and elderly people (> = 74) with the hypothesis that these age groups will be home more often and therefore will have greater energy service demands.
- Tenure: the proportion of owner-occupiers
- Educational attainment: the proportion of the population with no qualifications
- Employment status: the percentage of the population in full-time employment
- Heating type: the proportion of households with gas heating
- Dwelling type: the proportion in detached homes
- Other: including median household income, population, household size, and area

All of the proportional variables (i.e., those measured on a 0 to 1 scale) are transformed with the logit transformation so that the values span from $-\infty$ to $\infty$. Owing to declining marginal utility, income is log-transformed. Population is also transformed to be measured in thousands of people to make it a similar order of magnitude.

With ten predictors, there is a risk of multicollinearity affecting the regression results. We conducted a variance inflation factor (VIF) analysis to test for collinearity. For a given independent variable, a VIF value greater than 10 suggests that multicollinearity may complicate the model estimation and interpretation; however, the VIF values obtained for all variables were below 4 here. Thus, multicollinearity is not an issue with the present data set and the regressions were performed using all of the input variables. Separate regressions were conducted for each fuel and the results are shown in table 1.

### Linear Regression (Internal Calibration)

In some locations, it may be that a suitable set of alternative cities does not exist for fitting the regression model. In this case, the alternative approach is to randomly sample some of the districts within the city and fit the model to these observations. This scenario might arise if a local authority decides to fund a small data collection exercise in order to improve its understanding of local energy use.

The model formulation used here is the same as in the previous selection. However, the difference is that rather than having "upper" and "lower" data sets, we essentially divide the lower geography into two data sets: one for training the regression model, and the rest for validation (the "testing" data set). A single analysis therefore has limited meaning because the precise numerical results will depend on which districts were assigned to which group. This problem can be avoided using cross-validation. Here, we use repeated random cross-validation, which means that we select a random group of observations to use for training with the remaining observations used for testing. We then repeat the sampling, model fitting, and validation process ten times and report the average of these trials.

There is also a question of how many districts to include in the training sample. With traditional k-fold cross-validation, the analyst might use as much as 90% of the data set for training with only 10% for testing and validation. This would be impractical for a local authority seeking to implement this method because such a large training set implies a substantial data gathering exercise. We therefore evaluated a range of partition sizes to see how the model performance changes; the results reported here use a 40% training fraction.

### Table 1 Results of linear regression fit to data from non-London LADs

| Dependent variable | Electricity | Gas |
|--------------------|-------------|-----|
| Population         | -0.054      | 0.497* | 584.093*** 753.948* |
| Age                | -525.420*** | -1,327.810*** |
| Household size     | -113.173*** | 134.455 |
| Area               | -0.0001     | 0.0004 |
| Employment status  | -64.998     | -796.267*** |
| Household income   | 372.738***  | 2,177.010*** |
| Gas heating        | -225.127*** | 1,498.188*** |
| Tenure             | 141.310***  | 327.687** |
| Dwelling type      | 40.490**    | 75.113 |
| Constant           | 8.492       | -14,638.180*** |
| Observations       | 309         | 309 |
| Adjusted $r^2$     | 0.808       | 0.800 |

Note: See text for description of variables.
*p < .1; **p < .05; ***p < .01.
LADs = local authority districts.
Murakami (2014) downscale the aging ratio of the population to the municipalities of the North Kanto region in Japan based on a spatial lag model.

We applied spatial regression to downscale energy consumption, again assuming that some local data are available with which to calibrate the model. However, before applying a spatial regression model, we checked which model form is the most appropriate. We used the Lagrange Multiplier test to select between the use of a spatial error model or a spatial lag model. The spatial lag model captures the spatial dependence through the introduction of a spatial term in the model formulation. The spatial error model captures the spatial dependence through the error term of the model. The p values obtained for the spatial lag models were statistically significant and lower than the p values obtained for the spatial error models in all geographies analyzed. Thus, it is possible to conclude that the spatial lag model is the most suitable spatial regression to be used. The formulation of this model is:

$$E_{h,i} = \rho WE_{h,i} + \beta X_i + \varepsilon$$

where $\rho$ is the spatial autoregressive parameter and $W$ is the spatial weights matrix.

We use two different procedures for the construction of the matrix $W$. One is the sphere of influence (SOI), a graph-based procedure to identify neighbors by joining relatively close centroids (i.e., geometric center of the regions). Centroids are SOI neighbors if circles centered on the centroids, of radius equal to the centroid’s nearest neighbor distances, intersect in two places. The other approach is the k-nearest neighbors method that uses the k-closest centroids as neighbors (we used $k = 6$). The $\varepsilon$ is the error term with a $N(0, \sigma^2 I)$ distribution, where $I$ represents the identity matrix.

**Multilevel Regression Model**

In the previous analyses, it was assumed that all of the variables were available at both the upper and lower geographies (or within the “training” and “testing” data sets). However, for some cities, it may be that only certain variables are available at the lower geography; in this case, the regression approach used above is not applicable. Similarly, if we rely only on common variables, for example, as in the basic ratio-scaling technique, then we may be discarding significant additional information.

An in-between solution is multilevel or hierarchical regression modeling, whereby a wider set of regression variables is used at the upper level to shape the coefficients of a lower-level regression. Here, we will assume that only the variables household size and income are known at the lower level, but that all of the other variables from the previous linear regression will be kept as group-level predictors. The model formulation is given by Gelman and Hill (2007, 280, equation 13.2), and it allows for group-level predictors of both intercept and slope.

In the current analysis, we are trying to estimate the energy consumption of three nested geographies within London: LADs, which contain MSOAs, which contain LSOAs. Because there is no higher geography (e.g., “cities”), it is not possible to use the LAD geography as a lower level within the model formulation. We will therefore assume that the LAD data are available for use as upper-level geographies and will calculate the MSOAs and LSOAs as separate lower levels within those boundaries (i.e., we do not look at LSOAs nested within MSOAs nested within LADs in a single model). The data are otherwise prepared as in the previous regression analysis.

**Bayesian Analysis**

The final approach is to use Bayesian statistics as an efficient way of incorporating partial or uncertain data into an estimated quantity. In our case, a practical application of this method might be to use a series of small local metabolism surveys to refine our estimate of local energy consumption. The previous models presented above could be written with Bayesian formulations, but this section focuses on a simple two-parameter model. This analysis is performed using the STAN modeling language (Stan Development Team 2014a, 2014b).

The basic model is that the energy consumption (per capita) for some geography, $E_h^c$, is a random variable with a log-normal probability density function with unknown $\mu$ and $\sigma$ parameters. Further, we assume that, through data collection, we can measure some of the $E_h$ values, but not all $g \in G$. But we can refer to similar data from related geographies to inform our belief about the likely distribution of these values.

We can therefore express this relationship using Bayes’ rule. In the formulation below, $\theta$ stands for the unknown $\mu$ and $\sigma$ parameters in the log-normal distribution of $E_h$ and $y$ represents the (partial) measured data that we have on $E_h^c$.

$$p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)}$$

The prior distribution $p(\theta = \mu)$ is taken to be log-normal. It can either be completely uninformative (which given the log-normal constraints, STAN will model as a uniform distribution) or we can estimate its likely distribution from other national data sets. In the analysis that follows, this is the per capita energy consumption of all urban local authorities in the UK excluding London. We also need a prior distribution for the $\sigma$ parameter. The uninformative prior is taken to be STAN’s default uniform distribution, but restricted to the positive domain only, and the informative one will be an Inverse-$\chi^2$ distribution with $v = 1/\sigma_{E_h}^2$ degrees of freedom, where $\sigma_{E_h}$ is the standard deviation of the energy consumption in the other geographies ($h \in H$).

To begin the analysis, we examined the distribution of per capita energy consumption for all urban local authority districts in the UK. Data are retrieved from the decctools package, and the MASS package’s fitdistr function is used to fit an appropriate distribution (Venables and Ripley 2002). A log-normal shape was chosen by trial and error, and the calculated parameters are: $\mu_{E_h} = (0.54, 1.72)$, $\sigma_{\mu_{E_h}} = (0.087, 0.118)$, $\sigma_{E_h} = (0.0069, 0.0093)$ for electricity and gas, respectively. This distribution can then be used as a prior for the actual per capita energy consumption in London as described above. To explore the effect of improved knowledge, we use STAN to simulate how our estimate of the underlying log-normal
### Table 2  Summary of all model errors

| Model                      | Electricity |          | Gas          |          |
|----------------------------|-------------|----------|--------------|----------|
|                            | MAPE        | RMSPE    | Note         | MAPE     | RMSPE    |
| Ratio-based normalization  | LAD         | 38.1     | 50.4         | LAD      | 37.8     | 49.7     | Area      |
|                            | LAD         | 8.6      | 10.6         | LAD      | 17.3     | 23.9     | Household |
|                            | LAD         | 10.4     | 15.1         | LAD      | 13.1     | 19.3     | Population|
|                            | LAD         | 34.9     | 50.5         | LAD      | 54.2     | 96.4     | Wealth    |
|                            | MSOA        | 56.7     | 111.2        | MSOA     | 56.9     | 124.2    | Area      |
|                            | MSOA        | 14.0     | 24.0         | MSOA     | 24.7     | 35.4     | Household |
|                            | MSOA        | 16.7     | 25.0         | MSOA     | 23.1     | 32.2     | Population|
|                            | MSOA        | 27.3     | 44.4         | MSOA     | 32.4     | 53.2     | Wealth    |
|                            | LSOA        | 71.4     | 487.7        | LSOA     | 164.5    | 172.6    | Area      |
|                            | LSOA        | 20.1     | 193.3        | LSOA     | 33.2     | 90.6     | Household |
|                            | LSOA        | 22.3     | 180.4        | LSOA     | 29.8     | 75.0     | Population|
|                            | LSOA        | 31.2     | 192.3        | LSOA     | 38.4     | 135.7    | Wealth    |
| Linear regression (external)| LAD         | 4.3      | 6.6          | LAD      | 12.5     | 16.1     |          |
|                            | MSOA        | 15.1     | 24.4         | MSOA     | 23.3     | 27.4     |          |
|                            | LSOA        | 17.8     | 196.4        | LSOA     | 26.6     | 37.2     |          |
| Linear regression (internal)| LAD         | 8.1      | 11.4         | LAD      | 11.7     | 17.4     |          |
|                            | MSOA        | 9.2      | 20.1         | MSOA     | 7.8      | 11.0     |          |
|                            | LSOA        | 14.7     | 179.1        | LSOA     | 11.4     | 22.4     |          |
| Spatial regression         | LAD         | 11.1     | 14.1         | LAD      | 13.5     | 17.3     | Sphere of influence |
|                            | LAD         | 19.9     | 24.0         | LAD      | 12.2     | 16.1     | k-nearest neighbors |
|                            | MSOA        | 9.9      | 22.7         | MSOA     | 7.9      | 11.0     | Sphere of influence |
|                            | MSOA        | 10.1     | 22.9         | MSOA     | 8.0      | 11.0     | k-nearest neighbors |
|                            | LSOA        | 14.6     | 155.3        | LSOA     | 11.4     | 20.7     | Sphere of influence |
|                            | LSOA        | 15.0     | 151.7        | LSOA     | 11.4     | 20.8     | k-nearest neighbors |
| Multilevel regression      | MSOA        | 17.2     | 25.4         | MSOA     | 18.8     | 27.1     |          |
|                            | LSOA        | 18.6     | 113.0        | LSOA     | 20.7     | 39.9     |          |
| Bayesian analysis          | LAD         | 12.5     | 16.3         | LAD      | 17.1     | 23.6     | Informative prior |
|                            | LAD         | 12.5     | 16.9         | LAD      | 14.4     | 19.4     | Uninformative prior |
|                            | MSOA        | 18.4     | 27.7         | MSOA     | 24.1     | 34.0     | Informative prior |
|                            | LSOA        | 22.5     | 153.2        | LSOA     | 30.9     | 74.6     | Informative prior |
|                            | LSOA        | 21.5     | 146.4        | LSOA     | 29.8     | 75.8     | Uninformative prior |

Note: k-nearest neighbors uses the six closest centroids as neighbors.
MAPE = mean absolute percentage error; RMSPE = root mean square percentage error; LAD = local authority district; MSOA = middle super output area; LSOA = lower super output area.

distribution of per capita domestic energy consumption changes as we gather more information about the districts within London. For contrast, we compare the results of using the informative national per capita energy distribution with STAN’s default uninformative uniform prior.

## Discussion

The results obtained by applying these statistical downscaling methods are, of course, only applicable to the case of domestic energy consumption in London. Additionally, there are other techniques that have not been considered here, as well as alternative formulations of the examples given. Nevertheless, we believe that sufficient results have been gathered to allow for an initial evaluation of these methods and their use in urban metabolism research. This section therefore considers three specific topics: an overall comparison of the methods demonstrated here; an evaluation of the spatial distribution of the prediction errors; and an assessment of the suitability of these methods for different kinds of cities.

### Summary of Results

We predicted the energy consumption for three different geographies within London using six statistical downscaling methods as described above. In each case, the accuracy of the technique was assessed by calculating the MAPE and RMSPE of the predicted value versus the known actual value. Table 2 gives the detailed results of each model by fuel type.

Ideally, we would like to be able to accurately downscale urban metabolic flow data using the minimum number of covariates. Both the ratio measures and Bayesian analysis methods meet this latter criterion, but their performance is mixed. Regarding the MAPE, the ratio estimates based on population
and household numbers were good predictors (MAPE = 19.4 [8.6–33.2]% vs. MAPE = 45.3 [27.3–71.4]% for wealth- and area-based normalizations); this is not unexpected given Bettencourt’s empirical and theoretical work on household urban resource consumption scaling linearly with population (Bettencourt et al. 2007; Bettencourt 2013). The Bayesian analysis also gave a very similar result (MAPE = 20.2 [12.5–30.9]%). However, when measuring the RMSPE, there are substantial large errors with these methods (RMSPE = 60.4 [10.6–193.3]% for household and population ratio measures vs. RMSPE = 130.7 [44.4–487.7]% for wealth- and area-based normalizations); the Bayesian analysis has slightly lower errors (RMSPE = 53.6 [16.3–153.2]%).

Multivariate models were observed to offer better predictions. The most accurate method is linear regression calibrated on data from within the city with a MAPE of 10.5 (7.8–14.7)%. Adding the spatial lag term does not appear to make a substantial difference to the MAPE (12.1 [7.9–19.9]%) or the RMSPE (40.6 [11–155.3] vs. 43.6 [11–179.1] for the nonspatial version). The linear regression calibrated on analogous cities outside of London also performed well (MAPE = 16.6 [4.3–26.6]%, RMSPE = 51.4 [6.6–196.4%]). The multilevel formulation had similar, and in some cases better, performance, particularly at smaller geographies (MAPE = 18.8 [17.2–20.7]%, RMSPE = 51.3 [25.4–113]%).

Geography has a clear impact on the results (table 3). As expected, the models perform better when predicting the consumption values of larger geographies (i.e., where the exceptional demands of single areas are more likely to be smoothed out). This is particularly true for RMSPE, which shows some wildly inaccurate predictions at very small geographies.

Fuel type is also important. Table 4 shows that, whereas MAPE values are similar between both electricity and gas, the RMSPE error is much larger in the case of electricity. One possible explanation for this is that gas consumption is determined largely by the built fabric, whereas electricity consumption is shaped more by the behavior of (more heterogeneous) occupants.

Overall, these results indicate that it is possible to use statistical downscaling methods to estimate UM variables such as energy consumption at high spatial resolution with reasonable accuracy (~20%). Accuracy is determined primarily by the variable being predicted and the granularity of the geography for which the prediction is being made, and prediction errors are remarkably consistent across methods. This suggests that, for many applications, an analyst may be able to use simpler methods, such as traditional linear regression, without resorting to the more complex Bayesian or spatial regression methods. However, if costly decisions are to be based on these results, for example, investing in a major redevelopment of an urban district, then the analyst should choose a method with lower prediction errors or complement the downscaling analysis with ground-truth surveys or other methods.

### Spatial Distribution of Model Errors

The statistical methods used here all rely on the assumption that a given district within a city has some degree of similarity to other districts. For example, in the regression model, the analysis assumes that the model coefficients calibrated on a training data set are still valid when used to make out-of-sample predictions of energy consumption. One way to validate these assumptions is to examine the range of errors, and from table 2, a number of outliers can be seen. On their own, such figures do not enable us to say whether these exceptional results occur randomly throughout the city or are concentrated in specific areas.

To explore this question, figure 2 shows the spatial distribution of absolute percentage errors for predictions of electricity and gas consumption within MSOA geographies using three example methods. The colors have been chosen so that absolute errors are limited at 100%; this enables variations within “average” districts to be seen. For example, in the per capita normalization, we can see clear income effects with overestimates of energy consumption in lower income areas of East London and underestimates in the more-affluent suburbs. The other two methods do not show these general patterns as clearly, although they are still visible in areas like Kensington and Chelsea, but outliers are easily visible, such as Canary Wharf and Millwall (predominantly commercial areas with very few households).

These results suggest that a good understanding of local geography is required to interpret the results of any model. Without it, one may be unable to distinguish between poor model performance and unique local districts that cannot, and arguably should not, be shoehorned into a modeling framework for

---

**Table 3** Summary of errors by error type and downscaling geography

| Error  | Geography | Mean (range) |
|--------|-----------|--------------|
| MAPE   | LAD       | 18.2 (4.3–54.2) |
|        | MSOA      | 20.9 (7.8–56.9) |
|        | LSOA      | 26.3 (11.4–71.4) |
| RMSPE  | LAD       | 23.7 (6.6–96.4) |
|        | MSOA      | 35 (11.0–124.2) |
|        | LSOA      | 132.5 (20.7–487.7) |

*Note: MAPE = mean absolute percentage error; RMSPE = root mean square percentage error; LAD = local authority district; MSOA = middle super output area; LSOA = lower super output area.*

**Table 4** Summary of errors by error type and fuel

| Error  | Fuel     | Mean (range) |
|--------|----------|--------------|
| MAPE   | Electricity | 20 (4.3–71.4) |
| MAPE   | Gas      | 23.8 (7.8–64.5) |
| RMSPE  | Electricity | 85.5 (6.6–487.7) |
| RMSPE  | Gas      | 45.7 (11.0–172.6) |

*Note: MAPE = mean absolute percentage error; RMSPE = root mean square percentage error.*
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Figure 2  Spatial distribution of absolute percent errors for three downscaling techniques at MSOA resolution, based on (a) per capita normalization, (b) internally calibrated linear regression, and (c) linear regression with spatial autocorrelation (sphere of influence). For the internal linear regression and spatial regression methods, the maps represent one of the ten random cross-validation samples and a training fraction of 40% was used; these zones are shown in gray. MSOA = middle super output area.

general predictive purposes. This, in turn, affects that application of a model’s predictions to guide local decision making.

Applying the Methods in Different Cities

Much of the discussion has, so far, focused on the technical performance of each analysis method. But for urban authorities seeking to understand their urban metabolism at finer scales, such arguments boil down to a simple question: What is the right method for the problems facing my city?

The choice of an appropriate downscaling method for a specific problem will depend on a number of issues. Data availability is arguably the most important. Some methods require no local data at all. For example, if national-level data or other proxies are available, then Bayesian analysis can at least provide an estimate of the likely distribution of energy consumption values and, as new local data become available, these estimates can be updated to become increasingly accurate. Ratio-based normalization methods require some data, but nothing too onerous; for example, we demonstrated that by simply knowing the population of a local area, local domestic energy consumption can be estimated with 10% to 20% accuracy. For many purposes, this may be sufficient, but if additional data are available
locally, for example, socioeconomic data from a census, then these crude estimates can be refined using multivariate regression models. However, regardless of the present data availability, we recommend that cities compile urban metabolic flows at suburban spatial scales. Such data are invaluable to validating these methods, and even partial surveys can be used to improve the accuracy of predicted consumption in other parts of the city. Consequently, we also recommend that, where resource consumption data are proprietary (e.g., held by commercial operators), efforts should be made to release this information publicly.

Another major consideration is the goal of the analysis, namely, whether the aim is parameter inference or predictive inference. In other words, do we want to estimate the effect of a variable on resource energy consumption in the city generally (parameter inference), or do we wish to predict the energy consumption in an unmeasured district (or estimate how it might change in light of socioeconomic trends)? All of the methods discussed here provide insight for parameter inference, but if the goal is to predict energy consumption under different conditions, then the univariate Bayesian analysis used here is not applicable. With the other techniques, one could use new data for population size, wealth, and so on, and a prediction of resource demand could be made. Of course, this assumes that the underlying models are responsive to these variables (e.g., population size or household income), and decision makers may prefer models that capture factors within their control.

In all of these cases, though, an estimated resource demand assumes that the modeled relationship holds for the new circumstance. Whereas this might hold for short-term analyses (i.e., what might happen next year, or what is currently happening in another zone of the city?), it is unlikely to provide a good assessment of long-term transformative changes in UM. One promising alternative not investigated here would be the use of a multilevel model were the “levels” are time periods; however, this would require time-series data on the dependent and independent variables of interest.

Figure 3 is an attempt to summarize these choices. In all cases, local authorities should carefully interrogate the results and ask whether the predicted resource demands are consistent
with their understanding of their cities. Unexpected results do not necessarily mean that the prediction is “wrong,” or that the modeling technique was incorrectly applied, but it does encourage the analyst to think why the result is occurring and to ask whether the underlying model successfully captured local realities.

As a final note, many of these methods require a degree of statistical sophistication to implement and interpret correctly. Expert users, for example, engineering or economic consultants and researchers, may be able to select from the full menu of techniques for applications such as detailed technical assessments of urban redevelopment proposals or evaluations of the environmental impact of socioeconomic trends; an example of such a scenario analysis can be found in Keirstead and Horta (2015). Nonexpert users, however (e.g., some local authorities), may be restricted to a more limited set of metrics and simpler descriptive applications. We note that even the most basic methods, such as per capita normalization, provide low error rates that may be suitable for such purposes. Conversely, the results also show that sophisticated methods do not guarantee accurate predictions; users must therefore exercise caution when selecting an appropriate downscaling method for their application.

**Conclusion**

This article was motivated by the growing need to have detailed accounts of urban metabolic flows for policy, infrastructure planning, and public awareness purposes. For many cities, aggregate metabolic accounts are the only data available; the question is therefore whether additional data, such as socioeconomic information, can be used to estimate the consumption of key resources at smaller spatial scales.

There are a variety of statistical methods that can be used for this downscaling of an aggregate metric to smaller units, that is, estimating energy consumption within a single district from the consumption of the city as a whole. Here, we examined six such methods: ratio-based normalization; linear regression (both calibrated on external data sets as well as a sample of the city’s own districts); linear regression with spatial autocorrelation; multilevel linear regression; and a basic Bayesian analysis. Our results showed that, using these methods, it is possible to downscale aggregate resource consumption to smaller geographies with a typical prediction error of around 20%. However, performance varies widely by method, geography size, and fuel type. In the best case (externally calibrated linear regression predicting electricity demand for the larger local authority districts), the MAPE was 4.3% and the RMSPE was 6.6%. However, in the worst case (per unit area normalization of electricity demand for the smallest LSOA geographies), the MAPE was 71.4% and the RMSPE was 488%.

Although these specific errors rates are only applicable to the formulations and data tested here, we proposed a generic flow chart for selecting an appropriate family of methods given the data constraints for a given city. We also showed how maps of error rates can be used to better understand the limitations of any statistical method for capturing the unique features of local geography.

Of course, the ideal situation would be to have official accounts of local resource consumption similar to the London energy data used in this report. With the introduction of smart metering technology, this may become more common in the future. However, the results suggest that, even in cities without substantial local data, downscaling may offer a way of identifying districts with patterns of resource of interest. Some methods, such as the Bayesian analysis, for example, can explicitly incorporate partial knowledge into the estimation process. Similarly, the internally calibrated linear regression showed how a partial survey of local resource consumption could be used to fit an appropriate statistical model. Further research should therefore investigate the detailed design of a long-term data collection strategy for local urban metabolic account data. In the interim, it would be useful to apply these techniques to other resource flows, such as those for water or waste.
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**Notes**

1. The urban metabolism study of Paris by Barles (2009) is a minor exception, but it investigates three different definitions of the city’s overall boundary, rather than looking at detailed flows within urban wards or districts.

2. $\log(x) = \log(x/(1 - x))$.

3. Evidence for the log-normal form is presented below. We adopt the STAN convention that a log-normal distribution with parameters $\mu$ and $\sigma$ represents data $y$ where $\log(y)$ is distributed with a normal distribution with mean $\mu$ and standard deviation $\sigma$.

4. In this section, errors are reported as mean (min-max).
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