Quantitative determination of the critical points of Mott metal–insulator transition in strongly correlated systems
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Mottness is at the heart of the essential physics in a strongly correlated system as many novel quantum phenomena occur in the metallic phase near the Mott metal–insulator transition. We investigate the Mott transition in a Hubbard model by using the dynamical mean-field theory and introduce the local quantum state fidelity to depict the Mott metal–insulator transition. The local quantum state fidelity provides a convenient approach to determining the critical point of the Mott transition. Additionally, it presents a consistent description of the two distinct forms of the Mott transition points.
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1. Introduction

The Mott metal–insulator transition (MIT),[1–3] resulting from the interplay between the kinetic energy $t$ and the on-site Coulomb repulsive interaction $U$ among electrons, represents a fundamental manifestation of strong electron correlation effects. Experimental investigations have demonstrated the presence of the unconventional superconductivity and other exotic quantum phenomena in the metallic phase close to the Mott MIT.[3] This is why the quantitative determination of the critical point of the Mott MIT is crucial to deeply understanding the essential physics of these novel quantum phenomena in strongly correlated systems.

Although enormous efforts have been made at the experimental and theoretical levels to understand the physical origin of the Mott MIT, together with the associated novel quantum phenomena,[3] the quantitative determination of the critical point of the Mott MIT is still a challenging issue. In early studies, it was shown in the Gutzwiller approximation that the quasiparticle coherent weight can be used as a physical quantity to determine the critical point of the Mott MIT, where the quasiparticle coherent weight $Z_{F}$ disappears and the effective mass diverges as $1/Z_{F}$ when the strength of the Coulomb interaction approaches its critical value.[4–6] The quasiparticle coherent peak around the Fermi surface comes mainly from the scattering of electrons on the local-spin fluctuations. Hence, its disappearance at the critical point of MIT can also be tracked by analyzing the energy dependence of the electron self-energy with different Coulomb repulsive interactions.[7] Later, a systematic analysis based on the dynamical mean-field theory (DMFT) indicated that at low-temperature, the opening of the gap and the vanishing of the quasiparticle coherent peak do not happen at the same critical value of $U_{c}$. Instead, MIT is found as a function of $U/t$, with the corresponding metallic and insulating solutions coexisting between $U_{c2}$ and $U_{c1}$, respectively. Since then, a series of studies focusing on the region of the metallic and insulating solutions coexisting between $U_{c2}$ and $U_{c1}$ has been made.[9–15] In practice, these studies also indicate that the quasiparticle coherent weight $Z_{F}$ may not be able to mark out these two distinct forms of the critical points in the MIT due to the coexistence of a branch of metastable metallic solution that connects the two stable metallic and insulating solutions of $Z_{F}$.[16,17] In this case, a natural question is raised: is there a more proper physical quantity to present the existence of the two distinct forms of the critical points in the Mott MIT?

In this paper, we study the one-band Hubbard model by using the DMFT with the Lanczos method as its impurity solver. It is confirmed that the local quantum state fidelity (LQSF), as a proper physical quantity, can provide a convenient way to identify the critical point of the Mott MIT. In particular, it can give a consistent description of the two different forms of the critical points in the Mott MIT.
2. Models and methods

The one-band Hubbard model is the simplest model that captures the essential physics of MIT in a strongly correlated system. The Hamiltonian of the one-band Hubbard model is given by \[^{18-21}\]

\[
H = -t \sum_{\langle ij \rangle \sigma} d_{i \sigma}^\dagger d_{j \sigma} - \mu \sum_{i \sigma} d_{i \sigma}^\dagger d_{i \sigma} + U \sum_{i} n_{i \uparrow} n_{i \downarrow},
\]

where the summation \(\langle ij \rangle\) is over all sites \(i\), and for each site \(i\), restricted to its nearest-neighbor (NN) sites \(j\), \(t\) denotes the electron NN hopping amplitude, \(U\) is the on-site Coulomb repulsion between electrons, and \(\mu\) is the chemical potential. \(d_{i \sigma}^\dagger\) (\(d_{i \sigma}\)) is the creation (annihilation) operator for an electron with spin \(\sigma\) at lattice site \(i\). Unless explicitly stated, we set \(t = 1\) as the energy scale in this paper. The electron Green’s function of the Hubbard model (1) can be expressed formally as

\[
\mathcal{G}_\sigma(k, \omega) = \frac{1}{\omega + \mu - \varepsilon_k - \Sigma(k, \omega)},
\]

where the energy dispersion in the tight-binding approximation can be obtained directly by \(\varepsilon_k = \sum_{i} t_{ij} e^{i k \cdot (R_i - R_j)}\), while the effect of interaction in the Hubbard model (1) has been encoded in the electron self-energy \(\Sigma(k, \omega)\). It should be emphasized that in the infinite-dimensional system, this electron self-energy \(\Sigma_{\sigma}(k, \omega)\) is momentum independent. The DMFT \[^{22,23}\] provides an approximate solution to this electron self-energy \(\Sigma_{\sigma}(k, \omega)\) in a finite-dimensional setting by setting \(\Sigma_{\sigma}(k, \omega) = \Sigma_{\sigma}^{(\text{AM})}(\omega)\), where the momentum independence of the electron self-energy \(\Sigma_{\sigma}^{(\text{AM})}(\omega)\) can be obtained in terms of an auxiliary impurity model consisting of a single interacting site in a self-consistently determined bath. \[^{15}\] In other words, the auxiliary impurity model provides a way to calculate the local electron self-energy \(\Sigma_{\sigma}^{(\text{AM})}(\omega)\) and to use the entire repertoire of the electron Green’s function with the contribution to the electron self-energy taken from the auxiliary impurity system rather than from a perturbation expansion. \[^{24}\]

We evaluate the electron self-energy of the Hubbard model (1) by using the DMFT with the Lanczos method as its impurity solver. In the framework of the DMFT, the Hubbard model (1) is mapped onto an effective single impurity model by dropping the nonlocal contribution to the electron self-energy,

\[
H_{\text{imp}} = \sum_{m \sigma} \varepsilon_m c_{m \sigma}^\dagger c_{m \sigma} + \sum_{m \sigma} V_m (c_{m \sigma}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{m \sigma}),
\]

which becomes exact in the limit of the infinite lattice coordination. \[^{25}\] Here, \(d^\dagger_{\sigma}\) (\(d_{\sigma}\)) creates (annihilates) a particle in the impurity orbital and \(\varepsilon_{m \sigma}\) (\(c_{m \sigma}\)) creates (annihilates) an electron in a conduction band, where the impurity orbital and conduction band are coupled with each other via effective parameters \(\varepsilon_m\) and \(V_m\), which are determined by the self-consistent DMFT calculation utilizing an impurity solver. In the following discussions, we introduce the local-electron Green’s function in real-space as \[^{26,27}\]

\[
\mathcal{G}_\sigma(\tau) = -\langle T_{\tau} d_{\sigma}(\tau) d_{\sigma}^\dagger(0) \rangle,
\]

with the imaginary time \(\tau = it\). This local-electron Green’s function (4) in energy space can be obtained directly by performing the Fourier transformation

\[
\mathcal{G}_\sigma(i \omega_n) = \int_{0}^{\beta} d \tau e^{i \omega_n \tau} \mathcal{G}_\sigma(\tau),
\]

\[
\mathcal{G}_\sigma(\tau) = \frac{1}{\beta} \sum_{n = -\infty}^{\infty} e^{-i \omega_n \tau} \mathcal{G}_\sigma(i \omega_n),
\]

where \(-\beta \leq \tau \leq \beta\) and the fermionic Matsubara frequency \(\omega_n = (2n + 1) \pi / \beta\) with \(n = 0, \pm 1, \pm 2, \ldots\).

The local properties of the Hubbard model on the Bethe lattice can be obtained via a single-site impurity problem supplemented by the following self-consistent relation: \[^{28,29}\]

\[
\mathcal{G}_\sigma^{-1}(i \omega_n) = i \omega_n + \mu - t^2 \mathcal{G}_\sigma(i \omega_n),
\]

where \(\mathcal{G}_{0\sigma}\) is the bare Green’s function. The self-consistent relation ensures that the on-site (local) component of the Green’s function \(\langle \mathcal{G}_\sigma(i \omega_n) = \frac{1}{\beta} \sum_{k} \mathcal{G}(k, i \omega_n) \rangle\) coincides with the Green’s function \(\mathcal{G}_\sigma(i \omega_n)\) calculated from the effective action.

The Green’s function \(\mathcal{G}_{\text{imp}}(i \omega_n)\) of the impurity model (3) is then calculated by the Lanczos method, \[^{30-32}\] which can be expressed explicitly as \[^{8,28,31}\]

\[
\mathcal{G}_{\text{imp}}(i \omega_n) = \mathcal{G}_{\sigma}^{-1}(i \omega_n) + \mathcal{G}_{\sigma}(i \omega_n),
\]

with \(\mathcal{G}_{\sigma}^+(i \omega_n)\) and \(\mathcal{G}_{\sigma}^-(i \omega_n)\) given by

\[
\mathcal{G}_{\sigma}^+(i \omega_n) = \frac{\langle \Phi_{\sigma} | d_{\sigma}^\dagger d_{\sigma}^\dagger | \Phi_{\sigma} \rangle}{i \omega_n + d_{\sigma}^\dagger a_{\sigma}^{(-)}},
\]

\[
\mathcal{G}_{\sigma}^-(i \omega_n) = \frac{\langle \Phi_{\sigma} | d_{\sigma} d_{\sigma}^\dagger | \Phi_{\sigma} \rangle}{i \omega_n + d_{\sigma}^\dagger a_{\sigma}^{(-)}},
\]

where \(a_{\sigma}\) (\(b_{\sigma}\)) is the \(n\)th sub-diagonal element of the tridiagonalized Hamiltonian obtained by the Lanczos method and \(| \Phi_{\sigma} \rangle\) is the ground state of the Hamiltonian (3). In our calculations, we choose \(n_b = 7\) and \(\beta = 1024\) to assure the accuracy of the self-consistency calculations, especially in the low-energy region. It is worth noting that \(\beta\) plays a role of...
frequency cutoff, \cite{28} and hence \(1/\beta\) can be regarded as a fictitious temperature. In this work, we restrict our calculations to zero-temperature conditions.

The Green’s function behaves differently depending on whether the eigenstates are localized or extended, \cite{34} which helps us to obtain the interaction effect on the phase transitions. For an interaction-driven Mott transition, the ground state of the metallic phase is gapless, while the Mott insulating ground state has a gap. As discussed in Refs. \cite{35–38}, there is a short-range entanglement in gapped quantum states, which corresponds to a symmetry-protected topological (SPT) order. \cite{37} We extend the classification method of the SPT phases in higher dimensions to label-gapped quantum phases based on the four occupation states of electrons on an impurity site. Additionally, the fidelity per site method \cite{39,40} is in accord with the DMFT idea of mapping a lattice model onto an effective single-site impurity model. \cite{8} It has been demonstrated that the fidelity per site method can help us understand how quantum phase transitions are influenced by quantum fluctuations. \cite{39,40} Considering the scenario of the SPT \cite{35–38,41,42} and the sensitive feature of fidelity in detecting quantum fluctuations, \cite{40} we introduce the local quantum state fidelity \cite{43} of single impurity site as

\[
L_o = -\frac{1}{\beta} \sum_{\omega = -\infty}^{\infty} e^{i\omega_o \sigma} G_{\text{imp}}(i\omega_o) \langle \Phi_o^{\sigma} | \hat{P} | \Phi_o^{\sigma} \rangle,
\]  

with

\[
|\Phi_o^{\sigma}\rangle = \sum_{x=1}^{4} p_x |p_x\rangle = p_1 |0\rangle + p_2 |\uparrow\rangle + p_3 |\downarrow\rangle + p_4 |\uparrow\downarrow\rangle.
\]

Here, \(\hat{P}\) is the net spin projection operator for impurity site with \(|0\rangle\langle 0|\hat{P} = |0\rangle\langle 0|\hat{P} = 0\), \(|\uparrow\rangle\langle \uparrow|\hat{P} = 1\), and \(|\downarrow\rangle\langle \downarrow|\hat{P} = -1\). \(|\Phi_o^{\sigma}\rangle\) represents the ground state wave function of the single impurity site with an interaction strength of \(U\) \((U + 0^+)\). The factor \(e^{i\omega_o \sigma}\) is introduced to ensure the convergence of the summations.

In the metallic phase, the average spin of the DMFT impurity \(|\langle \sigma \rangle_\it{i}\rangle\) is zero \cite{44} because of the high symmetry of the spin at the impurity site obtained by Landau’s theory. The probabilities of doublon and holon \cite{45} occurrence are equal, i.e., \(p_1^* = p_2\), and the probabilities of spin-up and spin-down states have \(p_2 = p_3\), and therefore the LQSF remains zero \((L_o = 0)\). However, the insulating ground state of the DMFT impurity model is double-degenerate with singly occupied states of opposite spins \((|\uparrow\rangle \text{ or } |\downarrow\rangle)\), and thus \(L_o\) has two solutions as \(L_o = \pm C\), where \(C\) is a finite positive constant. Because both the positive and negative signs of \(L_o\) indicate the same insulating phase, we only show the absolute value of \(L_o\) in the figures. As a result, a sudden rise of the LQSF at the critical interaction \(U_c\) will be found (note that \(L_o = \pm C\) does not mean that the system is antiferromagnetic or ferromagnetic). Specifically, the local moment of the impurity site is zero due to the double degeneration of the ground state. Therefore, the Mott MIT can be depicted by the LQSF. It is worth noticing that the behavior of \(L_o\) is the same as the topological invariant found in Ref. \cite{46}.

To evaluate the frequency summation over the Matsubara Green’s function, we need to further simplify the above formula by considering the interacting Matsubara Green’s function at the poles, which holds

\[
|G_\sigma(i\omega_o)| = |G_\sigma(-i\omega_o)|^*, \quad \omega_o = \frac{(2n + 1)\pi}{\beta}, \quad n = 0, 1, 2, \ldots.
\]

With the help of the above Eq. (12), the LQSF of the impurity site can be rewritten explicitly as \(L_o = -\langle 2/\beta \rangle \text{Re} \sum_{n=0}^{\infty} e^{i\omega_o \sigma} G_{\text{imp}}(i\omega_o) \langle \Phi_o^{\sigma} | \hat{P} | \Phi_o^{\sigma} \rangle\), indicating that \(L_o\) can be directly obtained by a summation of the positive frequencies in the effective on-site problem.

3. Results

We define the quasiparticle coherent weight \(Z_F\) as \cite{27,47}

\[
\frac{1}{Z_F} = 1 - \frac{\partial}{\partial \omega} \text{Re} \Sigma_\sigma(\omega)|_{\omega=0} \approx 1 - \frac{\text{Im} \Sigma_\sigma(i\omega_o)}{\omega_o},
\]

where the local self-energy \(\Sigma_\sigma(i\omega_o)\) is obtained from the local Green’s function in Eq. (7). In the following discussions, we study the Mott MIT of the Hubbard model at half-filling in terms of the evolution of the LQSF \(L_o\) at the impurity site with the on-site Coulomb repulsive interaction \(U\). In Fig. 1 we plot \(2L_o\) as a function of interaction \(U\), where the red dashed-line indicates the position of the critical point of the Mott MIT. For a better comparison, the evolution of the quasiparticle coherent weight \(Z_F\) (blue solid-line) with \(U\) is also presented in Fig. 1. \(Z_F\) usually decreases with increasing \(U\) and keeps very close to zero when approaching the critical interaction \(U_c\) of the Mott MIT, near which the systematic errors of \(Z_F\) increase significantly, leading to difficulties in the quantitative determination of the critical point of MIT. More crucially, within the framework of DMFT, two metallic results with different slope \(dZ_F/\partial U\) are found to coexist in a finite range of interaction strengths, \cite{16,17} and thus comparing the respective energies with the energy of the insulator is suggested. \cite{17} Consequently, it becomes quite difficult and inconvenient to numerically determine the actual critical interaction \(U_c\) by the quasiparticle coherent weight. In a striking contrast to the complex of \(Z_F\) that has two metallic solutions in the coexistence region of interaction \(U\), the LQSF \(L_o\) keeps equal to zero for both the metastable and stable metallic solutions when \(U < U_c\), as shown in Fig. 1.
However, at the critical point $U_c = 6.5$ of MIT, the LQSF jumps abruptly from $L_o = 0$ in the metallic phase to $2L_o \approx 1.0$ in the insulating phase. Our results indicate clearly that the LQSF $L_o$ at the impurity site is very sensitive to the existence of the resonant peak at the Fermi level, which therefore is a more proper physical quantity to quantitatively depict the critical point of the Mott MIT.

As to the two classes of solutions, (i) the solution from the metallic phase towards the critical interaction of MIT (the metallic-phase solution $U_{c1}$) and (ii) the solution from the insulating phase towards the critical point of MIT (the insulating-phase solution $U_{c2}$), the LQSF $L_o$ as a more proper physical quantity of MIT can give a natural explanation of the difference between the metallic and insulating solutions. In this case, we have made a series of calculations for $2L_o$, and the results of the metallic solution of $2L_o$ (red dotted line) and the insulating solution (blue solid line) are plotted in Fig. 2, where $U_{c1} = 4.7$ and $U_{c2} = 6.5$ are the critical points of the insulator-to-metal transition and the metal-to-insulator transition, respectively. Our findings of the critical interactions are in agreement with the DMFT results from the numerical renormalization group solver\cite{5} $U_{c1} = 5.0$ and $U_{c2} = 5.88$, and the dynamical density renormalization group method\cite{48} $U_{c1} = 4.76$ and $U_{c2} = 6.14$. The results in Fig. 2 show that apart from a metallic phase in the weak interaction region ($U < U_{c1}$) and an insulating phase in the strong interaction region ($U > U_{c2}$), there is an intermediate interaction region ($U_{c1} < U < U_{c2}$), where the metallic solution coexists with the insulating solution. Within this intermediate interaction region, $2L_o$ as a function of $U$ exhibits a hysteretic behavior since both the metallic and insulating solutions are found to be attractive points of a particle–hole symmetry system.\cite{15}

The results in Figs. 1 and 2 therefore show that $L_o$ is a more proper physical parameter to give a quantitative description of the Mott MIT in a strong correlation system.
that the probabilities of the zero and double-occupied states are equal and decrease simultaneously in the metallic phase. However, the probability of the spin-up singly occupied state increases with the increase of the on-site Coulomb interaction $U$ and jumps to $p_0^2 \approx 1$ at the critical point $U_c = 6.5$. The same feature for the probability of the spin-down singly occupied state is found in the insulating phase due to the degeneration (see Fig. 4 inset). Concomitantly, the LQSF is equal to zero when the probability of the spin-up singly occupied state is equal to that of the spin-down singly occupied state in the metallic phase. However, in a striking contrast to the case in the metallic phase, the feature of the probability of the spin-up singly occupied state is quite different from that of the probability of the spin-down singly occupied state in the insulating phase, and a jump of the LQSF is found at the critical point due to the presence of two degenerate solutions with opposite spin occupancies. The above results correspond to the theoretical prediction of Eq. (11). This is why the LQSF in Eq. (11) is a more proper physical quantity to give a quantitative depiction of two distinct forms of the critical points. The LQSF can serve the Mott MIT in a strongly correlated system by using the combined approach of the DMFT and the Lanczos technique. Our results clearly demonstrate that the LQSF serves as a proper physical quantity for depicting the Mott MIT in a strongly correlated system. It allows for quantitative determination of the critical points and provides a consistent description of two distinct forms of the critical points. The LQSF can be also used to discuss the novel physics in orbital-selective Mott insulators and superconductors. In particular, it may be applied to explain the hysteresis observed experimentally in Mott-field effect transistors. These related works are currently under study.
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4. Conclusions

Based on the one-band Hubbard model, we have studied the Mott MIT in a strongly correlated system by using the combined approach of the DMFT and the Lanczos technique. Our results clearly demonstrate that the LQSF serves as a proper physical quantity for depicting the Mott MIT in a strongly correlated system. It allows for quantitative determination of the critical points and provides a consistent description of two distinct forms of the critical points. The LQSF can be also used to discuss the novel physics in orbital-selective Mott insulators and superconductors. In particular, it may be applied to explain the hysteresis observed experimentally in Mott-field effect transistors. These related works are currently under study.
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