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Abstract—High-power interferers are one of the main hurdles in wideband communication channels. To that end, this article presents a wideband interferer detection method. The presented technique operates by sampling the incoming signal as an input, and produces the frequency and the power readings of the detected interferer. The detection method relies on driving an open circuit stub, where the voltage is proportional to the power of the interferer, and the standing wave pattern is an indicator of its frequency. This approach is feasible over multioctave bandwidth with a wide power dynamic range. The concept is analyzed for design and optimization, and a prototype is built for a proof-of-concept. The measured results demonstrate the ability to detect an interferer within the 1–16 GHz frequency range, with a power dynamic range between −20 and 20 dBm. The detection concept is also fit with different types of tunable bandstop filters (BSFs) for automatic detection and suppression of the interferer if its power exceeds a programmable threshold. With a measured response time of 500 ns, the presented method is a technology enabler for wideband receivers.

Index Terms—Adaptive front-ends, frequency-selective limiters, interference detection, wideband radios.

I. INTRODUCTION

WIDE BAND receivers are essential for numerous applications such as opportunistic radios and high-throughput, multichannel links. Exposing receiver circuits to a very wide spectrum, however, makes them vulnerable to strong interferers. This can result in desensitization, deteriorated linearity performance, and possibly damaging the receiver. Consequently, a diverse amount of technologies and techniques are researched to detect and suppress interferers in wideband systems.

Signal processing techniques, analog and digital, have been implemented to detect and suppress interferers for various wideband applications such as ultra-wideband (UWB) [1], [2], [3], [4]. Such techniques benefit from the agility of digital systems, or the speed of analog circuits. To operate properly, however, those techniques rely on the linearity, and the power reliability, of the RF front-end, which could be a limitation if a high-power interferer exists. The operating bandwidth is also typically limited.

RF power limiters have shown a relatively fast response (nanoseconds in [5]) while protecting the rest of the RF chain. This is favorable in pulsed interferers, where it is necessary to attenuate a short high-energy pulse. Wideband attenuators are available in various technologies such as plasma [5], microelectromechanical systems (MEMS) [6], or solid state [7], [8]. The use of wideband attenuators results in an adverse suppression of the whole operating band, suppressing the signal of interest. Alternatively, widely tunable narrowband limiters [5] can single out the interferer in the attenuation. This, however, still requires prior knowledge of the interfering signal, and limits the instantaneous operating bandwidth of the RF chain. Furthermore, limiters frequently suffer from limited linearity, and recovery times of up to 10–40 ms [8].

Another set of technologies to combat interferers in wideband systems is frequency-selective limiters. They typically protect the receiver circuits, while leaving the rest of the channel intact. The innovations in this area include adaptive power limit and tunable frequency. For example, the work in [9] utilizes an intelligent self-actuation of MEMS switches, where a dc bias controls the actuation power level. This provides a frequency-dependent power limiting, which is implemented with a tunable filter. The limited response time of MEMS switches can be resolved with the use of diode-based nonlinear filters [10], [11], [12], [13]. Such power-dependent responses typically have limited power dynamic range (10–20 dB). A wider dynamic range can be achieved with active coupling techniques [14], which, similar to [9] and [10], requires prior knowledge of the interfering signal frequency. Spectrum scanning methods in [15] and [16] are effective in locating the interferer in the band of interest, at the cost of extended response time.

The interference detection method presented in this article is capable of operating over a multiple octaves, while maintaining sub-μs response time. The detection method is based on weakly coupling into the incoming signal, and measuring the standing wave pattern of the resulting waveform. The initial concept is presented by Abu Khater and Peroulis [17]. This work significantly expands on the previous work by analyzing the design and optimizing the tradeoffs. In addition, several new concepts and methods are introduced that result in: 1) increasing the instantaneous operating bandwidth by two octaves (from 2–8 GHz to 1–16 GHz); 2) increasing the detected power dynamic range by 20 dB (from 20 to 40 dB);
3) halving the response time (from 1 to 0.5 $\mu$s); and 4) demonstrating the ability to detect and suppress multiple interferers. The interference detection method is implemented and fitted with different types of tunable bandstop filters (BSFs) to demonstrate its versatility. The unmatched measured results represent a feasible solution for wideband receivers operating over multioctave bands simultaneously.

II. DETECTION THEORY OF OPERATION

The initial detection concept is briefly summarized in [17]. Some parts below are repeated for completeness.

A. Detection Concept

In the presence of multiple signals in a channel, the waveform is dominated by that of the highest power signal. As a result, the frequency and power of the incoming signal are monitored and used to determine whether the strongest signal is an interferer that should be suppressed. The concept of monitoring the power and frequency of an incoming signal is summarized in Fig. 1.

A weak resistive coupling into the received signal path produces a replica of the signal into the monitoring part. A resistor, as opposed to reactive components, is preferred since it results in a frequency-independent coupling. In addition, reactive coupling typically suffers from self-resonance when operating over multioctave bandwidth. The coupled signal then goes through a programmable attenuator, which maintains the signal within a manageable level for subsequent stages. This also serves in increasing the power dynamic range of the signal monitoring part. The level of the attenuator is automatically set by the controller. The signal is then amplified to a detectable level.

While, from a noise perspective, the amplifier is expected to be placed before the attenuator, the attenuator is placed first since it typically cannot handle the high power from the amplifier in the case of a strong interferer. This also helps in maintaining a linear gain from the amplifier.

The signal from the amplifier then drives an open circuit stub. The magnitude of the voltage at the open end is

$$V_{OC} = \sqrt{8P_{STUB}Z_{0S}} = \sqrt{8CL_{AI}G_{PA}P_{in}Z_{0S}}$$

(1)

where $P_{STUB}$ is the power incident on the open stub, $Z_{0S}$ is its characteristic impedance, $C$ is the power coupling from the coupling resistor $R_C$, $L_{AI}$ is the loss from the attenuator, $G_{PA}$ is the amplifier gain, and $P_{in}$ is the RF input power. The analysis of the circuit model of the resistive coupling (shown in Fig. 1) reveals that the coupling $C$ is

$$C(dB) = 20 \log \left( \frac{2Z_0}{2RC + 3Z_0} \right)$$

(2)

where $Z_0$ is the system impedance (50 $\Omega$ here). From (1) and (2), a smaller coupling resistance provides stronger coupling and larger voltage to detect in the monitoring part of the design. This, however, can deteriorate the insertion loss ($S21$) and the matching condition ($S11$). These conditions are described by

$$S11(dB) = 20 \log \left( \frac{Z_0}{2RC + 3Z_0} \right)$$

(3a)

$$S21(dB) = 20 \log \left( \frac{2RC + 2Z_0}{2RC + 3Z_0} \right).$$

(3b)

To properly choose the coupling resistor value, the insertion loss condition is used here since the matching is less sensitive to $R_C$. For example, for a 0.8-dB insertion loss condition, $R_C = 210$ $\Omega$, the coupling $C = -15$ dB, and the matching $S11 = -21$ dB.

The relationship between $V_{OC}$ and $P_{in}$ in (1) presents a power monitoring method. This is used in a comparison with a programmable power threshold in order to decide whether to take action against the interferer or not. The minimum and maximum powers are generally dictated by the power detector limits.

To monitor the frequency, the standing wave pattern is used. The normalized magnitude of the standing wave pattern is

$$\left| \frac{V(l)}{V_{OC}} \right| = \cos \left( \frac{\pi f}{2 f_{MAX}} \right)$$

(4)
where $l$ is the length from the open end of the stub, $f$ is the frequency of the strongest signal in the path (potentially the interferer), and $f_{\text{MAX}}$ is the maximum operating frequency ($c/4l$) where the length $l$ is a quarter wavelength ($\lambda/4$). Beyond this frequency, the relationship between $V(l)$ and the frequency is no longer bijective, and the ratio no longer indicates a unique frequency.

The relationship in (4) dictates the maximum detectable frequency. The minimum detectable frequency, however, is dictated by the resolution of the monitoring system (details in Section II-B).

To widen the frequency detection range, a second monitoring node is used at a further distance from the open end ($l_2$ in Fig. 1). The further monitoring node is used to measure lower frequencies up to its maximum, then the nearer one is used ($l_1$). Switching the decision between monitoring $l_1$ or $l_2$ is based on the value of $l_1$ reaching the minimum detectable frequency.

The relationship in (4) works as the frequency monitoring method. Combined with (1), a two-dimensional calibration table is now formed to identify the frequency and power of the strongest signal in the RF path, which is potentially an interferer as depicted in Fig. 1.

### B. Resolution Analysis

The ratio in (4) shows small variations at lower frequencies. For example, at $f = 0.1 f_{\text{MAX}}$ and $f = 0.2 f_{\text{MAX}}$, the values are 0.987 and 0.951, respectively (a difference of 3.7%). While the ratios at $f = 0.8 f_{\text{MAX}}$ and $f = 0.9 f_{\text{MAX}}$ are 0.31 and 0.156, respectively (a difference of 15%). In other words, at low frequencies, the monitoring system reaches a point where the ratio no longer indicates frequencies accurately. As a result, it is essential to analyze the resolution of the system to be able to know where to place the secondary sensor, and to quantify the minimum detectable frequency as a specification of the system.

For the analysis below, $V_{\text{OC}}$ is assumed to be held constant at the maximum voltage of the analog to digital converter (ADC). This assumption can be validated by using the programmable attenuator as can be inferred from (1). Furthermore, the equations take into consideration that the employed detectors shown in Fig. 1 are logarithmic power detectors, to cover a wide sensing dynamic range.

Using the assumptions above, (4) becomes

$$\log(V(l_1, 2)) - \log(V_{\text{OC}}) = \log\left(\cos\left(\frac{\pi f}{2 f_{\text{MAX}}}\right)\right).$$

Then, (7) is differentiated versus frequency, leading to

$$\frac{\partial V_{\text{DET}}}{\partial f} = -\frac{A\pi}{2\ln(10) f_{\text{MAX}}} \tan\left(\frac{\pi f}{2 f_{\text{MAX}}}\right).$$

To find the frequency resolution $|\Delta f_{\text{min}}|$, (8) is rearranged, and the derivative is approximated as a finite step division, or

$$|\Delta f_{\text{min}}| = \frac{\Delta V_{\text{min}}}{2\ln(10) f_{\text{MAX}}} \tan\left(\frac{\pi f}{2 f_{\text{MAX}}}\right).$$

where $\Delta V_{\text{min}}$ is the minimum change in $V_{\text{DET}}$ that is detectable by the ADC. As predicted earlier in this section, it is clear from (9) that the frequency resolution worsens at low frequencies. As a result, once the minimum detectable frequency change is decided, the detector at $l_2$ is placed such that its maximum detectable frequency coincides with that of the minimum acceptable frequency from the detector at $l_1$. These conclusions are illustrated in Fig. 2.

For example, in Fig. 2, if the maximum frequency for $l_1$ is 16 GHz, and the maximum accepted $\Delta f$ is 0.25%, then the sensing node $l_2$ is placed such that its maximum frequency is at 8 GHz (for 12-bit ADC). Following the 12-bit curve for $l_2$ results in a minimum frequency of approximately 3.8 GHz. More sensing nodes can be added to detect even lower frequencies. This, however, increases the length of the sensing stub.

The minimum detectable frequency ($\Delta f$) in (9) is predicted to be infinitesimally small at $f_{\text{MAX}}$. This, however, assumes that the power detector has an unlimited power detection dynamic range. As a result, a finite value of $\Delta f$ is expected in practice.

While a higher number of bits in an ADC can result in a finer frequency resolution, it typically comes at the cost of increased power consumption and increased hardware complexity.
of slower operation and higher power consumption. In other words, the response time has to be taken into consideration when deciding the acceptable resolution.

III. DESIGN CONSIDERATION

A. Power Limitations

The applications of the detection method include suppressing high-power incoming signals. As a result, a few power limitations are studied below.

The coupling resistor dissipates part of the incoming power. The value of this resistor is typically dictated by the monitoring design as discussed in Section II-A. As a result, the maximum allowable dissipated power by $R_C$ is dictated by its technology and package. Fig. 3 demonstrated the input power effect on the power dissipated in $R_C$ along with typical power limitations of various packages. This plot can be used to determine the necessary package of $R_C$ for a particular application.

High input power can also saturate the power detector, leading to an erroneous frequency read. This can be concluded from (4), where a saturated power detector leads to $V_{OC}$ remaining nearly constant, while $V_I$ is increasing with power. The programmable attenuator can mitigate this issue by keeping the signal within the linear regime of the detector.

B. Directional Coupler

Resistive coupling provides a wideband, compact solution for the detection method. In the presence of a highly reflective filter after it, however, there is a chance that the operation of the detector and the filter becomes unstable. This instability, demonstrated in Fig. 4(a), can be summarized as follows.

1) An interferer reaches the receiver and is detected by the circuits.
2) The highly reflective filter is then tuned to the detected frequency, creating a standing wave pattern.
3) If the detection resistor is at a minimum of the standing wave pattern, the circuits will sense that the interferer is no longer present.
4) The filter is disengaged, causing the interferer to be detected by the circuits again (back to 1).

This instability can be resolved with various methods including reflectionless filters [14], [18], [19] and isolators [20], [21]. The bandwidth of these technologies, however, is typically limited to one octave. As a result, a directional coupler is also demonstrated in lieu of $R_C$ in case a highly reflective filter is used. The applied concept is shown in Fig. 4(b).

To minimize the size of the directional coupler, an asymmetric five-section coupled line design is used [22]. A picture of the directional coupler is shown in Fig. 4(c). The utilized striplines are sandwiched between two substrates to minimize the mismatch between the even and odd mode propagations in the coupled lines [23]. The radial stub enhances the termination at high frequencies.

The coupler is fabricated on a 25-mil RO3006 substrate with $\varepsilon_r = 6.15$. While higher dielectric constants can shrink the overall size, it makes the stripline widths smaller and more sensitive to fabrication tolerances. On the other hand, lower dielectric constants dictate smaller gaps between the coupled lines, which can also be sensitive to tolerances. As a result, an intermediate dielectric constant is used to maintain...
TABLE I
LIST OF COMPONENTS IN THE INTERFERENCE DETECTION PROTOTYPE

| $R_C$  | $220 \ \Omega$ | $R_D$ | $180 \ \Omega$ |
|--------|----------------|-------|----------------|
| Amplifier | HMC460LC5 | Power detector | HMC1094LP8 |
| Attenuator | RFSA2113 | ADC | LTC2315C1T8 |

the widths and gaps reasonably large to be more immune to variations.

The simulated and measured results show approximately 15 dB of coupling, and better than 1.6 dB insertion loss up to 14 GHz as shown in Fig. 4(d). The directivity is above 6 dB throughout its operating band, which is sufficient for normal operation of the detector. Since the demonstrated directional coupler is designed up to 14 GHz, this represents the maximum frequency of operation, compared to 16 GHz using the resistive coupling.

IV. IMPLEMENTATION AND MEASUREMENTS

A. Designed Structure

The interference detection method in Fig. 1 is prototyped with both coupling methods, resistive and using the directional coupler. The rest of the circuits are similar. The implemented PCBs are shown in Fig. 5 along with relevant dimensions. Table I summarizes the components used in this design. The 12-bit ADC is running at 5 MSPS.

The presented prototype consumes 280 mA from a 3.3-V power supply, and 68 mA from an 8-V power supply for the amplifier. Since the power detectors and ADCs are electronic circuits, further power reduction can be achieved with an integrated implementation.

The detector is designed such that the maximum operating frequency is 16 GHz for the first detector (at $l_1$), and 5 GHz for the second detector (at $l_2$). The dimensions $l_1$ and $l_2$ deviate slightly from the theoretical values ($\lambda_g/4$) primarily due to the loading effect from the finite resistors $R_D$. The final values are optimized in simulations. This configuration results in a minimum detectable frequency of 1 GHz. In the prototype with the directional coupler, however, the maximum frequency is limited to 14 GHz as shown in Fig. 4(d). The results from either coupling method are otherwise identical.

B. Characterization

To quantify the performance of the interference detection method, first, its effect on the insertion loss is studied. Since the results from the directional coupler prototype are discussed in Section III-B, the resistive coupling is discussed below.

Fig. 6(a) shows the $S$-parameters from RF $IN$ to RF $OUT$ with and without the inclusion of the coupling resistor $R_C$. As expected from (3a) and (3b), a small attenuation in $S_{21}$ appears as a result of the coupling, while $S_{11}$ is nearly unaffected. Fig. 6(b) compares the achieved attenuation with (3b). The minor deviation is attributed to the finite reflection of the programmable attenuator, and the frequency-dependent value of the resistors due to package parasitics.

The readouts from the ADCs are then investigated versus the input power and frequency (as an interferer). Fig. 7(a) shows the RF input power versus the reading of the ADC at the open end of the stub. To avoid saturating the power detectors, the attenuator is activated at relatively high input power. The power dynamic range is limited by the linear range of the power detectors. The linear (in logarithmic scale) relationship
Fig. 7. (a) Readings from the ADC at the open end of the stub. The voltage is proportional to the input power and is used for power monitoring. The programmable attenuator is activated around 0 dBm to maintain the linear region of the power detector. (b) Analytical and measured values of $V_{DET}$ in (6) at the low frequency point $l_2$ and high frequency point $l_1$. This represents the frequency monitoring capability. (c) and (d) Frequency resolution of the measured monitoring data in (b) in GHz and in percentage of operating frequency, respectively. All the measurements above are taken from $-20$ to $20$ dBm.

is consistent with the (1). The frequency-dependent response of the detector does not compromise the frequency/power detection. This is because the detection method also relies on the frequency reading. In other words, the system picks the proper curve in Fig. 7(a) when determining the power.

For the frequency detection, Fig. 7(b) shows the normalized power detector readings at $l_1$ and $l_2$, along with the theoretically predicted values in (7). It is clear that at lower frequencies, the readings from $l_1$ show no significant changes. As a result, the readings from $l_2$ are used since they are more accurate. At higher frequencies, on the other hand, readings from $l_2$ are no longer bijective as discussed in Sections II-A, which means they can only be detected from $l_1$ readings.

The analytical values in Fig. 7(b) reach a theoretical negative infinite value. This is naturally not achievable in practice since the power detectors remain at a fixed minimum at low input powers.

Fig. 7(a) and (b) forms the calibration lookup table shown in Fig. 1.

The resolution of the presented prototype is shown in Fig. 7(c), in GHz, and Fig. 7(d), in percentage, as derived from the results in Fig. 7(b). The theoretical value in (9) is also plotted with the 12-bit ADC used in this implementation. Deviations from the theoretical values are contributed to factors such as modeling accuracy and the frequency-dependent response of the components. The results also show that the minimum detectable frequency is below 3% for most of the frequency range, which is within the capabilities of numerous filter technologies [24], [25], [26], [27], [28], [29].

Interferers typically have a finite bandwidth due to modulation. Fig. 8 shows the reading from the interference detection with continuous wave (CW) signals, in addition to modulated signals with various bandwidths (using 16QAM modulation). The shown measurements are a combination of $l_1$ and $l_2$, as shown in Fig. 7(b). The resulting frequency reading shows a weak dependence on the modulation bandwidth, with most of the band being within 2% error and a maximum deviation of less than 5%. As a result, the detection method is showing a reasonable immunity against interferer bandwidth. While many other combinations of modulation types and bandwidths can be tested, this is beyond the scope of this article.

C. Application Measurements

The response time for interference detection is a critical measure to ensure the input energy into a receiver is maintained below the damage level. Furthermore, it is a measure of the downtime of a jammed channel. Fig. 9 shows the measurement setup for the response time of the implemented prototype. In summary, an RF pulse is injected into the interference detector, and the output is measured with a wideband envelope detector (ADL6012). The controller in the interference detector also generates a signal indicating the presence of the interferer when it is above a predetermined threshold. The two signals are then measured with an oscilloscope.
As shown in the plots in Fig. 9, the response time of the interference detector is lagging the RF pulse by 500 ns on average. The delay is primarily due to the ADC (1–2 sample times) and the controller (1 clock time). Faster ADCs can mitigate that if sacrificing the resolution or high power consumption is acceptable.

To test the response time in a more realistic fashion, the interference detector is fit with a tunable BSF as shown in the block diagram in Fig. 10(a). The filter is designed with evanescent-mode resonators to achieve a wide tuning range [26], [30], [31]. The tuning is achieved with PIN diodes, resulting in a tuning time of tens of nanoseconds. The schematic and the photograph of the implemented filter are also shown in Fig. 10(a).

The envelope of the output signal is shown in Fig. 10(b). Compared to the case when the BSF is disabled, the signal is suppressed after the 500 ns delay. When the pulse ends, the filter remains at the pulse frequency for an additional 500 ns before it tunes away from the pulse frequency. The progression of the output spectrum is shown in Fig. 10(c)–(f).

The interferer detection method can be employed in an automated and programmable power limiter, where it tunes a BSF to the frequency of the interferer. The setup is similar to the one shown in Fig. 10(a). The measurement in Fig. 11(a) is the result using an evanescent-mode-based filter and Fig. 11(b) a commercial yttrium iron garnet (YIG)-based filter (MLFR-0220 from Micro Lambda Wireless), respectively. This demonstrates the agility of the presented work versus the filtering technique. The results also demonstrate the ability to program the threshold power between −20 and 20 dBm regardless of the operating frequency. The suppression of the evanescent-mode filter weakens at higher powers due to the PIN diodes being no longer in the OFF state. This can be mitigated with higher reverse bias.

In the presence of multiple strong interferers, the presented method can detect them sequentially when cascaded. In such a setup, as shown in Fig. 12(a), the first detector/filter combination suppresses the highest power interferer, and subsequent stages follow the power order. This is demonstrated with two interferers as shown in Fig. 12(b)–(c) with various combinations.
response time of 500 ns. The frequency range and resolution of the system are analytically derived for a general implementation. The detection method has the flexibility to interface with a variety of tunable BSFs. This detection method is an enabling technology for wideband receivers, where high-power interferers are a limiting factor.

V. CONCLUSION

This article presented an interference detection method with a state-of-the-art four-octave frequency detection range, and a
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