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Abstract—t-distributed stochastic neighbor embedding (t-SNE) is a well-established visualization method for complex high-dimensional data. However, the original t-SNE method is nonparametric, stochastic, and often cannot well preserve the global structure of data as it emphasizes local neighborhood. With t-SNE as a reference, we propose to combine the deep neural network (DNN) with the mathematical-grounded embedding rules for high-dimensional data embedding. We first introduce a deep embedding network (DEN) framework, which can learn a parametric mapping from high-dimensional space to low-dimensional embedding. DEN has a flexible architecture that can accommodate different input data (vector, image, or tensor) and loss functions. To improve the embedding performance, a recursive training strategy is proposed to make use of the latent representations extracted by DEN. Finally, we propose a two-stage loss function combining the advantages of two popular embedding methods, namely, t-SNE and uniform manifold approximation and projection (UMAP), for optimal visualization effect. We name the proposed method Deep Recursive Embedding (DRE), which optimizes DEN with a recursive training strategy and two-stage losse. Our experiments demonstrated the excellent performance of the proposed DRE method on high-dimensional data embedding, across a variety of public databases. Remarkably, our comparative results suggested that our proposed DRE could lead to improved global structure preservation.

Index Terms—t-distributed stochastic neighbor embedding, Uniform manifold approximation and projection, deep embedding network, deep recursive embedding, two-stage loss

1 INTRODUCTION

Embedding high-dimensional data onto a low-dimensional manifold is of both theoretical and practical value. It can be used for many applications such as data visualization, representation learning, unsupervised clustering, and data exploration [1]-[4]. In recent decades, many dimensional reduction (DR) methods have been proposed. t-distributed stochastic neighbor embedding (t-SNE) [5] is among the best-known and widely-used methods for high-dimensional data visualization, which preserves local similarity of high-dimensional data in a drastically reduced low-dimensional space (typically 2 for visualization). Nonetheless, there are several issues of t-SNE that may limit its application scenarios. First, t-SNE is stochastic and requires optimization each time, which does not immediately allow out-of-sample projection. Second, the optimization process of the original t-SNE is memory- and time-consuming, not well scalable for large datasets. Third, t-SNE focuses on local neighborhood, often unable to preserve the global data structure well.

To address these issues of t-SNE, a number of visualization/DR algorithms were proposed after the initial paper of t-SNE. For instance, Barnes-Hut-SNE (BH-SNE) [6], A-

\* SNE [7] and FL-SNE [8] were proposed, which can accelerate the computation and reduce memory usage of t-SNE. Lately, the uniform manifold approximation and projection (UMAP) method [9] was introduced, which demonstrated comparable visualization performance as t-SNE but with notably reduced runtime.

In recent years, deep learning techniques have attracted substantial attention in computer vision and machine learning. As a typical example, the auto-encoder (AE) can be seen as a DR method, which embeds high-dimensional data through a deep neural network (DNN). The AE, which aims to reconstruct the original data through an information bottleneck, can extract low-dimensional representation from high-dimensional data, even with the simple minimum square error (MSE) loss function and conventional optimization method [10]. Its embedding performance, however, is generally inferior to that of t-SNE. Nevertheless, AE suggests the great potential of DNN for DR by unsupervised learning.

We hypothesize that the combination of DNN and dedicated, mathematical-grounded DR rules (e.g. entropy, divergence) may further enrich the possibilities and improve the performance of DR. In general, there are two methodologies to combine DNN and DR rules. First, we can enforce the DNN to learn from a standard referenced DR method. Some recent work on deep learning DR follows this rationale, which first calculates a t-SNE or UMAP embedding in standard ways; then trains the DNN to learn t-SNE or UMAP mapping by minimizing the MSE difference [11]. Although this type of methods can achieve scalability and out-of-sample support, their visualization quality has an upper limit equal to that of the referenced method, and
the network is poor in explainability and generalizability. The second methodology is to train a DNN with dedicated loss functions that capture the mathematical principles of DR. The parametric t-SNE (ptSNE) proposed in 2009 [12] is a pioneering work in this direction, which employed the t-SNE cost function to train a restricted Boltzmann machine (RBM). ptSNE overcomes the stochasticity and unscalability issues of the original t-SNE, but still has a few practical limitations: 1) ptSNE involves a pre-training step and a fine-tuning step, which are complicated to tune while not guaranteed to converge; 2) it adopted t-SNE as its loss function, which indicates that it cannot exceed the performance of the original t-SNE, even if the training converges. Similar to t-SNE, it still emphasized the local structures of data and may not well preserve the global structure.

We seek to develop a parametric (i.e. able to embed new data points) and scalable (i.e. able to embed nearly infinite data points) DR method that can find an intrinsic low-dimensional representation of data, balancing local and global structures. In this paper, we propose a generic deep embedding network (DEN) framework that is based on mathematically grounded DR rules while optimized by DNN. In addition, we proposed a recursive training strategy that can make use of latent features extracted by DEN to further improve the performance of DR, called deep recursive embedding (DRE). We also presented a flexible combination of loss function for excellent visualization performance. The proposed DRE method is able to address the current issues of t-SNE, namely, out-of-sample projection, scalability, and global structure preservation.

2 RELATED WORK AND OUR CONTRIBUTION

Principal component analysis (PCA) [13] is a classical DR method, which generate low-dimensional presentation by linearly projecting high-dimensional data points onto the first few principal components. However, the 2D embedding of PCA cannot deliver satisfactory visualization when the data is highly nonlinear.

Manifold learning is another category of DR method by finding non-linear manifold within the high-dimensional space. Manifold learning methods include multiple dimensional scaling (MDS) [14], Isomap [15], Locally Linear Embedding (LLE) [16], and stochastic neighbor embedding (SNE) [17]. They usually deliver better visualization compared with PCA on nonlinear data, but have drawbacks including unscalability, low speed, and poor robustness. In 2008, the t-SNE method [5], a variation of SNE, were first proposed, which later became one of the most popular methods in the scientific society for high-dimensional data visualization. Although t-SNE can generate higher quality embedding results over most other manifold learning methods, it shares similar limitations with them, including stochasticity, unscalability, low speed, and poor global structure preservation. With the KL divergence as loss, t-SNE emphasizes the local neighborhood preservation.

Many interesting developments followed up the original t-SNE [18], [19]. An important work is the Barnes-Hut t-SNE (BH t-SNE) [6], which approximates the high-dimensional space with sparse distributions and uses the Barnes-Hut algorithm to approximate the low-dimensional space. The approximation largely reduces the algorithm complexity and memory consumption, enabling t-SNE to embed very large dataset. Pezzotti et al. proposed a hierarchical stochastic neighbor embedding (HSNE) method to interactively render the visualization at different levels [20]. The hierarchical way of visualization allows small memory footprint by focusing on data landmarks (centroids) instead of all data. The same authors also presented an A-tSNE method [7], which trades off speed and accuracy, to enable interactive data exploration. More recently, Linderman et al. proposed a fast Fourier transform-accelerated interpolation-based t-SNE (Fit-SNE) [8] to significantly accelerate the implementation of t-SNE. Another important embedding method UMAP is introduced in 2018 [9]. The graph-based UMAP is considered competitive with t-SNE in visualization performance and becomes another popular visualization tool. Compared with t-SNE, UMAP is also faster and better scalable. However, it is reported that the performance of UMAP may suffer from the choice of complex hyper-parameters and is sensitive to small data changes [11]. Besides, although some work argues that the global data structure can be better preserved by UMAP, other studies suggested that UMAP preserves the global structure no better than t-SNE when the same initialization was used [21].

With the development of deep learning techniques, a number of recent studies explored DNN for DR. AE is a classical DNN-based DR method, which maps the data to a low-dimensional representation with an encoder and then reconstructs it back to the original dimension with a decoder. Through an unsupervised learning process, the encoder can generate a nonlinear embedding in the low-dimensional representation space. The ptSNE method [12], proposed by van der Maaten in 2009, was based on an early incarnation of DNN. In his work, RBM was used, consisting of three stages: training RBMs, stacking the RBMs to construct a pre-trained NN, and finetuning the pretrained NN. The ptSNE is a parametric way of realizing t-SNE through unsupervised learning. However, its training process is complicated and it is often hard to match the performance of standard t-SNE due to the difficulty of optimization. Another unsupervised method was later proposed to directly cluster data, using a loss function similar to that of t-SNE, but based on estimated centroids [22]. Very recently, another method called DL Projection [11] was introduced to mimic any referenced DR technique: it first selects a front-end method (e.g. t-SNE, UMAP) to generate a projection of a subset; then trains a DNN to learn the referenced embedding. It is simple and intuitive, but there are a few concerns practically and theoretically. First, the performance of the DL projection method is strictly restricted by its front-end t-SNE or UMAP methods, including the embedding quality, scalability and runtime. Second, although the network itself do not demand complex parameter settings, the front-end process still needs elaborate tuning. Third, the method lacks theoretical ground as it performs superficial learning (e.g. minimizes the MSE loss) and
therefore poorly explainable and generalizable.

In brief, we believe DNN methods have great potential for the high-dimensional data embedding task: it is parametric, thereby able to project out-of-sample data, and it is scalable to large input size with the mini-batch strategy. However, most existing DNN-based DR methods are not specialized for the embedding task (e.g., the AE that reconstructs the data using the generic MSE criterion) therefore not competitive in embedding performance. When learning from dedicated DR methods (e.g., the DL Projection method), the performance is still limited to the original referenced DR methods. We believe that the strong feature extraction capability of DNN is under-exploited so far for DR. Latent representations within DNNs can provide rich while concentrated information over the original data, potentially more easily and better embedded in a low-dimensional space. In this work, we propose a novel, dedicated DNN-based DR framework, named deep embedding network (DEN), to embed high-dimensional data in an unsupervised manner. Within this framework, we proposed a deep recursive embedding (DRE) method that can make use of the latent representations of the original data for better DR performance. To demonstrate the flexibility of our framework and training strategy, we proposed a two-stage loss function, which is able to combine the favorable properties of t-SNE and UMAP.

Specifically, the advantages of the proposed DRE method are five-fold: (1) Like ptSNE, it learns a parametric mapping from high-dimensional space to low-dimensional space, which means any out-of-sample data point can be easily mapped. (2) With mini-batches used for training, the memory consumption and unsolvability problems related to \(O(N^2)\) are taken care of, where \(N\) is the number of data points. No matter how many data points need to be embedded, the memory usage is only related to the fixed batch size, and the computation time is roughly linearly proportional to \(N\), with a complexity of \(O(N)\). (3) Compared to ptSNE, the method is more user-friendly to general practitioners of DR, as the DNN architecture is easy to design and to train, without pretraining or fine-tuning. (4) Importantly, we proposed a novel recursive training strategy that can further improve the embedding performance and better preserve global data structure. (5) Finally, we introduced a two-stage loss function, which is able to combine the advantages of t-SNE and UMAP for an optimal visual effect.

3 Methods

3.1 Method overview

The proposed DEN is flexible in its design: it can take in tensors of different dimensions (i.e., not only vector but also tensors). In general, DEN consists of a feature extraction part and a dimension reduction part. With a dedicated embedding loss, the embedding from the high-dimensional data space to the low-dimensional space can be learned.

3.2 Generic DEN Architectures

We present two DEN architectures, hereafter named as Model A and Model B, for vector and image input, respectively. Model A and B are two examples showing that DEN can be very flexible in its design. The introduction of CNN modules in Model B allows extraction of image features tailored to image input, and is extendable to higher-order tensors (e.g., volume). Detailed network architectures of Model A and Model B are shown in Fig. 1.

Each network consists of two parts:

(1) Feature extraction part: In this part, we strive to capture the high-level features with as few layers as possible, to reduce the number of parameters and running time. In our experiments, we determined empirically the parameters of NN (details will be presented in Experiments); however, we note that DEN is very flexible in its architecture design and that the final performance is rather robust to the setting of NN parameters (as will also be shown in Experiments). In Model A, the vector feature extractor contains 5 hidden layers, each of which followed by a ReLU and a batch normalization layer. The batch normalization layers can normalize different batches of data to the same distribution, avoiding gradient vanishing or explosion. In Model B, the first 2 convolutional layers (filter number=16) with ReLU and maxpooling can capture shallow image features, then 2 convolutional layers with 32 filters followed by ReLU and maxpooling operation are used to further extract the features. Afterwards, the feature maps are fed to a convolutional layer with 64 filters for high-level features extraction.

![Fig. 1. Architecture of the two DEN model. Model A is the vector-based pattern; Model B is the image-based pattern.](image-url)
(2) Dimension reduction part: In this part, the dimension is gradually reduced, from 2000 to 500, and then 100, and finally to the target dimension 2. The first dense layer with 2000 neurons is applied to increase the width of the neural network so that its capability to express nonlinear features can be enlarged. Then 2 dense layers with 500 and 100 neurons are used to reduce the dimension, as is often adopted in the design of NN, i.e. a decreasing number of neurons at deeper layers. The setting was empirically chosen, and will be validated in the Experiment section. We will show that the final DR results are not sensitive to the design of the NN, as modern NNs are often robust in optimizing complex cost functions.

3.3 Deep t-SNE and Deep UMAP

With the generic two-part DEN architectures, we formulate dedicated loss functions to guide the training. DEN can take flexible loss functions, including that of t-SNE and UMAP, the two well-established ones. By designing the loss function to represent that of t-SNE or UMAP, we can learn the embedding by DEN parametrically, in an unsupervised manner.

Generally speaking, DEN is optimized by minimizing the difference between the similarity matrices of two-point sets $i$ and $j$ in the high-dimensional and low-dimensional space.

t-SNE [5] minimizes the KL divergence between two probability distributions, $P$ and $Q$, where $P$ is for $x$ in the high-dimensional space, and $Q$ for their representation $y$ in the low-dimensional space:

$$L_{t-SNE} = KL(P || Q) = \sum_{i \neq j} \log \frac{p_{ij}}{q_{ij}}$$

where $p_{ij}$ and $q_{ij}$ are normalized pairwise similarities: $p_{ij}$ is the probability that a data point would choose the data point $x_i$ as its neighbor under the Gaussian distribution in the high-dimensional space, $q_{ij}$ is the probability that a data point $y_i$ would choose the data point $y_j$ as its neighbor under the t-distribution in the low-dimensional space. $p_{ij}$ and $q_{ij}$ are calculated as follows:

$$p_{ij} = \frac{\exp(-\|x_i - x_j\|^2/2\sigma_i^2)}{\sum_{k=1}^{n} \exp(-\|x_i - x_k\|^2/2\sigma_i^2)}$$

$$p_{ij} = \frac{p_{ij} + p_{ji}}{2n}$$

$$q_{ij} = \frac{(1+\|x_i - x_j\|^2/\sigma^2)^{-\alpha-1}}{\sum_{k=1}^{n} (1+\|x_i - x_k\|^2/\sigma^2)^{-\alpha-1}}$$

where $N$ is the number of data points, $\sigma$ is the Gaussian kernel, and the degree of freedom of t-distribution $\alpha$.

UMAP [6] minimizes the cross entropy between two similarity matrices, $V$ and $W$, where $V$ is for $x$ in the high-dimensional space, and $W$ for their representation $y$ in the low-dimensional space:

$$L_{UMAP} = CE(V || W) = \sum_{i \neq j} v_{ij} \log \frac{v_{ij}}{w_{ij}} + (1 - v_{ij}) \log \frac{1-v_{ij}}{1-w_{ij}}$$

$v_{ij}$ is calculated as follows:

$$v_{ij} = \exp[-d(x_i, x_j) / \rho_i / \sigma_i]$$

$$v_{ij} = (v_{ij} + v_{jj}) - v_{ij}v_{jj}$$

where $v_{ij}$ is calculated only for $k$ approximate nearest neighbors. $d(x_i, x_j)$ is the distance between data point $x_i$ and $x_j$, $\rho_i$ is the minimum distance between $x_i$ and its neighbor. $\sigma_i$ is defined as follows:

$$\sum_{j=1}^{k} \exp \left(-\frac{d(x_i, x_j) - \rho_i}{\sigma_i} \right) = \log_2(k)$$

Besides, $w_{ij}$ is calculated as:

$$w_{ij} = (1 + a\|y_i - y_j\|_2^2)^{-1}$$

where $a$ and $b$ are selected by non-linear least square fitting of

$$\Psi(x, y) = \begin{cases} \frac{1}{\exp(-\|y_i - y_j\|_2 - d_{\min}))} & \text{if } \|y_i - y_j\|_2 \leq d_{\min} \\ \text{otherwise} & \end{cases}$$

where $d_{\min}$ is the desired separation between close points in the embedding space.

We name the DEN trained with the t-SNE and UMAP loss deep t-SNE and deep UMAP, respectively. In the training process, the mini-batch strategy is used to reduce memory consumption and save running time. We first randomly shuffle the entire dataset, then divide the dataset into mini-batches of a fixed size. After that, the batch are trained one-by-one. When all batches of the entire dataset have been trained once, one epoch is finished. The loss function calculation is similar to the conventional t-SNE and UMAP, and the two probability distributions $P$ and $Q$ are calculated from data within a mini-batch. Take deep t-SNE applied to the MNIST dataset for example, suppose batch size $= n$, all training images of MNIST datasets (containing 60000 images with size 28*28=784) are divided into 60000/n batches. $L_{t-SNE}$ calculates the KL divergence between two probability distributions $P$ and $Q$, where $P \in \mathbb{R}^{n \times n}$ is calculated from each mini-batch of original high-dimensional data $x$, $Q \in \mathbb{R}^{n \times n}$ is calculated from the embedded output $y$. In this case, the network is trained 60000/n iterations to finish an epoch, and this process is repeated until the loss converges. The training process of deep UMAP is similar to deep t-SNE: we just need to calculate the batch-wise cross entropy of $V \in \mathbb{R}^{n \times n}$ and $W \in \mathbb{R}^{n \times n}$ as expressed in Eq. (5)-(10) instead of KL divergence of $P$ and $Q$.

3.4 Deep Recursive Embedding

With introduction of the modern network components, we can largely improve the efficiency and ease of training in Deep t-SNE and Deep UMAP, compared with the RBM-based ptSNE. Nevertheless, the upper limit of the embedding performance remains the same as that of the original t-SNE or UMAP, given that the loss function is based on the original definition. Hence, we further present a recursive training strategy combined with a two-stage loss. Throughout this paper, the Deep t-SNE improved by the recursive training strategy is called the DR t-SNE method. The DR t-SNE optimized with the two-stage loss function is called as the deep recursive embedding (DRE) method. The schematics of DR t-SNE and DRE is illustrated in Fig. 2.

The recursive training strategy is proposed to make full
use of the rich information from the high-level representations extracted by DEN. The intermediate feature maps extracted from different layers reflect different abstraction levels when solving a specific task. As mentioned in [25] [26], the deeper feature maps of DNN provide more abstract features with inherent data characteristic. For instance, in [27], the authors demonstrated that the deep layers of DNNs can extract a rather rich set of features. Leveraging these intermediate representations for knowledge distillation led to significant improvement in efficiency. In [28], the high-level intermediate feature maps extracted from a pretrained DNN are also adopted as a perceptual loss to improve the image reconstruction performance.

Inspired by such observation, we look into the deep layers of DEN for improved data embedding. In our DRE method, we propose to recursively use the intermediate output of DEN, which represents high-level features of the original input, to embed the original high-dimensional data. This process is called recursive training, as illustrated in Fig. 2. As the lower layers of DEN contain low-level features while the higher layers of DEN extract complex high-level features, we invoke intermediate outputs after the feature extraction path to capture the high-level features at different depths. With high-level feature representation of the original data, we calculate the recursive t-SNE loss and recursive UMAP loss to further optimize the DEN:

\[ L_{t-SNE} = KL(\tilde{P} || Q) \]  \hspace{1cm} (11)

\[ L_{t-UMAP} = CE(\tilde{V} || W) \]  \hspace{1cm} (12)

where \( \tilde{p}_{ji} \) and \( v_{ji} \) for \( \tilde{p} \) and \( \tilde{v} \) are calculated as:

\[ \tilde{p}_{ji} = \frac{\exp(-\|f(x_i) - f(x_j)\|^2/2\sigma_i^2)}{\sum_{k=1}^{n}\exp(-\|f(x_i) - f(x_k)\|^2/2\sigma_k^2)} \]  \hspace{1cm} (13)

\[ v_{ji} = \exp(-d(f(x_i), f(x_j))/\beta) \]  \hspace{1cm} (14)

where \( f(\cdot) \) is high-level feature extraction function realized by the feature extraction part of DEN.

3.5 Two-Stage Loss

Our design allows flexible combination of the loss function at different stage of recursion. In general, we observed that the UMAP loss can better push the dispersed points between different clusters to their nearest categories (e.g. the UMAP visualization of MNIST), resulting in a desirable visual effect with clean margins between classes (while not necessarily a better classification performance; detailed discussion will be given in Section V-A). This motivated us to introduce a two-stage DRE training strategy: first optimize DEN by the t-SNE loss in a recursive manner, then refine the final visualization by the UMAP loss. The workflow of the proposed DRE is as follows:

In stage 1, the network is first trained using the original t-SNE loss \( L_{t-SNE} \) between \( y \) and \( x \); then, the network is recursively updated by minimizing the recursive t-SNE loss \( L'_{t-SNE} \) between \( y \) and the high-level representations intermediately generated by the output of Dense 2000, Dense 500 and Dense 100 layers, where the feature extractors are defined as \( f_{200}(\cdot) \), \( f_{500}(\cdot) \), and \( f_{100}(\cdot) \), respectively, as shown in the Recursion 1, Recursion 2 and Recursion 3 sections of Fig. 2.

In stage 2, the DEN is further tuned with the UMAP loss to push the dispersed points between different clusters to their nearest categories. This step is optional and largely for visualization purpose.

4 Experiment

4.1 Datasets and Implementation

We experimented with 5 public datasets, covering different data types, sizes, and characteristics: (1) MNIST [27], the handwritten digits dataset widely used to evaluate machine learning algorithms, which contains 60000 training images and 10000 testing images with size 28×28, in 10 classes from digit 0 to digit 9. (2) FashionMNIST [28], the fashion product database by Zalando, developed in the same format as MNIST, containing 60,000 training images and 10,000 testing images of size 28×28, including 10 classes: T-shirt, trousers, pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot. Fashion-MNIST is another benchmark database for machine learning algorithms, more challenging than MNIST. (3) RNA-Seq dataset includes 23,822 single-cell transcriptomes. The cells were isolated from the VISp and ALM of adult mouse, coloured by their cluster labels. The cluster label is defined in [29], which is used for visualization. (4) IMDB dataset [30] includes 25000 movie ratings data used for sentiment analysis. All data are classified into positive and negative comments. Each data was preprocessed to transform the textual sequences into 500-dimensional word-vectors. (5) In-ferMNIST [31]: an open source method (Simard et al., 1992) to generate an infinitely large database of handwritten digits based on MNIST. It can be used to test the scalability of
The proposed DEN has a number of hyperparameters, divided into loss-related hyperparameters and network-related hyperparameters. For the loss-related hyperparameters, we set the perplexity to 30 and the degree of freedom of t-distribution to dim-1 = 1 (dim represents the target dimension). For the network-related hyperparameters, a batch size of 2500 is chosen. The Adam optimizer was used for training, with an initial learning rate of 10-3, a $\beta_1$ (the exponential decay rate for the 1st moment estimates) of 0.9, a $\beta_2$ (the exponential decay rate for the 2nd moment estimates) of 0.999 and an epsilon of $10^{-7}$. The Deep t-SNE and Deep UMAP were trained 100 epochs. The DR t-SNE has the first 100 epochs trained with the original t-SNE loss, and 50 epochs for each subsequent recursion in Stage 1. In Stage 2, an additional 50 epochs were trained with the UMAP loss.

4.2 EVALUATION METRICS

In this work, we used six metrics to evaluate the DR performance [33], [34], namely, 1-nearest neighbor (1NN), neighborhood hit, trustworthiness, continuity, spearman goodness, and normalized stress. The metrics were calculated for the proposed Deep t-SNE, Deep UMAP, DRE with two-stage loss, and the state-of-the-art reference methods. To demonstrate the value of convolution in DEN for image input, we differentiated vector-based deep t-SNE (i.e. flatten the image as a vector) and image-based deep tSNE (i.e. directly use the original image).

1) The 1-nearest neighbor (1NN) classification accuracy is a standard measurement as reported in [5], [12], which can be used to estimate the accuracy of clustering. With its absolute simplicity, the classification accuracy can be an indication of the goodness of clustering in the low-dimensional space.

2) The neighborhood hit measures how well separable the data is in the low-dimensional space, which helps gauge if a technique is good for data exploration. The neighborhood hit is defined as:

$$\sum_{i=1}^{N} \frac{\sum_{j \in N^K_i} I_{ij} = l}{KN}$$

which indicates the proportion of the $K$ ($K=7$ as commonly used in literature) neighbors $N^K_i$ of a point $i$ in the low-dimensional space that have the same label $l$ as point $i$ itself, averaged over all points in the low-dimensional space.

3) The trustworthiness measures the proportion of points in $D$ that are also close together in $P(D)$, which reflects the false neighbors, and tells how much one can trust the local patterns in a projection. The trustworthiness is defined as:

$$1 - \frac{2}{(2n-3K-1)} \sum_{i=1}^{N} \sum_{j \in U^K_i} (r(i, j) - K),$$

where $r(i, j)$ represents the rank of the low-dimensional data point $j$ according to the pairwise distances between the low-dimensional data points, and $U^K_i$ represents the set of points that are among the $K$ nearest neighbors in the low-dimensional space but not in the high-dimensional space ($K=7$ as commonly used in literature).

4) The continuity measures the proportion of points in $P(D)$ that are also close together in $D$, which is closely related to the missing neighbors of a projected point. The continuity is defined as:

$$1 - \frac{1}{NK(2n-3K-1)} \sum_{i=1}^{N} \sum_{j \in U^K_i} (p(i, j) - K),$$

where $p(i, j)$ represents the rank of the high dimensional data point $j$ according to the pairwise distances between the low-dimensional data points, and $U^K_i$ represents the set of points that are among the $K$ nearest neighbors in the high-dimensional space but not in the low-dimensional space ($K=7$ as commonly used in literature).

5) The normalized stress measures the preservation of point-pairwise distances, which can be expressed as:

$$\frac{\sum_{i,j=1}^{N} (d^p(x_i,x_j) - d^V(P(x_i),P(x_j)))^2}{\sum_{i,j=1}^{N} d^p(x_i,x_j)},$$

where $d^p$ and $d^V$ are distance metrics for data points in low and high dimensional space, respectively.

6) The Shepard goodness measures the overall distance preservation by computing the Spearman rank correlation of Shepard diagram. The formula of generating a Shepard diagram is defined as:

$$\text{Scatterplot}([|x_i-x_j|, ||P(x_i) - P(x_j)||]), 1 \leq i \leq N, i \neq j.$$ (19)

5 RESULTS

5.1 EVALUATION OF THE FEATURE EXTRACTOR IN DIFFERENT DEEP NETWORKS

Our proposed DEN architecture consists of two parts: the feature extraction part and dimensionality reduction part. To explore how the intermediate representations in DEN are distributed in different learning-based methods, we used the BH t-SNE as a visualization tool to check the intermediate 500-dimensional features. We compared deep networks with different structures and loss functions, including (1) the AE with hidden layer setting 784-1000-500-100-2-100-500 (selected intermediate layer) -1000-784, (2) image-based deep UMAP, (3) vector-based deep t-SNE, (4) image-based deep t-SNE, (4) image-based DR UMAP, (5) vector-based DR t-SNE, and (6) image-based DR t-SNE. Here vector-based and image-based refer to Model A and Model B architectures, respectively. All six methods were evaluated on MNIST and fashion-MNIST datasets, as shown in Fig. 5 (a) and (b).

For the MNIST dataset, it can be seen that the AE separate number 5 into two parts, and both deep UMAP and DR UMAP confused 4 and 9 as shown in Fig. 5 (a). Such phenomenon is observed in both the BH t-SNE map of intermediate features as well as in the final embedding. In contrast, the vector-based and image-based deep t-SNE resulted in well separated clusters at the intermediate layer as well as the final embedding. When the proposed recursive training strategy was applied (namely, DR UMAP and DR t-SNE), we observed an even better separation of the clusters, especially the DR t-SNE which showed clear and well-separated clusters. Such results suggest the superior
intermediate feature extraction capability of the proposed recursive training strategy.

The classes in the fashion-MNIST dataset are traditionally more difficult to separate than MNIST: images within the same category may have certain discrepancies (e.g. dresses), while images from different categories may bear resemblance to each other (e.g. sandals and sneakers). As shown in Fig. 5 (b), dresses contain a wide variety of styles, some of which can confuse with sneakers. The Deep UMAP tends to group coarse classes but mix the fine classes, while the Deep t-SNE can generate finer classes while maintaining the relative distances of coarse classes. We noticed that this characteristic is more pronounced in the comparison between DR UMAP and DR t-SNE. The recursive training strategy helps the DR UMAP get coarse clusters, while prompts DR t-SNE to obtain fine clusters based on subtle feature. To further examine this characteristic, we display some typical cases of each fine cluster in the image-based DR t-SNE result, as shown in Fig. 5 (c) and (d). Take Fig. 5 (d) for examples, bags are divided into two sub-classes based on whether they have carry-handles; trousers are split in two sub-group through their folding manners; dress class has more fine clusters based on their styles (sleeve length, design of the waist/swing, single shoulder and etc.). Such results suggest the global feature extraction capability of the proposed DR t-SNE method.

5.2 EVALUATION OF NETWORK SETTINGS

In this part of experiments, we evaluated the choice of hyperparameters in our network design, namely, number of layers and neurons in the feature extraction part and dimension reduction part. Fig. 6. (a)-(c) show the results of DR t-SNE (trained by Model A) with 3, 5, and 8 dense layers in the feature extraction part, respectively. The results of three settings show no obvious difference. The result obtained by the DR t-SNE with 5 dense layers shows a slight increase in the 1NN classification accuracy. (d)-(f) are results of DRE (trained by Model B) with 3, 5 and 8 convolutional layers in feature extraction part, respectively. It can be observed that 3 convolutional layers are not adequate to capture the complex features, leading to a separate cluster of number 2. The results of 5 and 8 convolutional layers are similar, while our finally selected setting (5 convolutional layers) shows a minor advantage in the 1NN classification accuracy. (g)-(i) are results of DRE designed as 2000-2, 2000-500-100-2 and 2000-500-100-50-2 in the feature extraction part, respectively. It can be observed that fewer layers

| Batch size: | 100 | 500 | 1000 | 2500 | 5000 | 10000 |
|-------------|-----|-----|------|------|------|-------|
| Results:    |     |     |      |      |      |       |
| 1NN:        | 57.56% | 84.74% | 88.78% | 96.00% | 96.03% | 94.28% |
| Runtime (training): | 2708.37s | 800.86s | 530.54s | 759.88s | 1217.33s | 2162.18s |

Fig. 7. Comparisons of embedding results obtained by different batch size settings.
tend to generate loose clusters (although good enough for separation), while more layers lead to better distinguishable clusters and slightly better 1NN classification performance. We find 2000-500-100-2 an appropriate choice. (j)-(l) are results of the DR t-SNE trained with different perplexities. As shown, the perplexity only has minor influences on the embedding results, while the 1NN classification accuracy indicates a small advantage of our selected perplexity of 30.

We also evaluated the influence of mini-batch size on the final results. Our experiments showed that the mini-batch size had influence on both visualization and runtime performance. We recorded the DRE results using different mini-batch sizes, as shown in Fig. 7. In terms of visualization performance, the result obtained with batch size=100 had fuzzy clusters. The results obtained with batch size=500 and 1000 showed clearer clusters, but with some classes still close to each other. DRE with batch size=2500 and 5000 showed improved results, with well-distinguishable clusters. Larger batch size over 10000 led to dispersion within each cluster, as larger batch allows extraction of more detailed information within clusters.

In terms of the runtime performance, DRE with batch size=1000 is the fastest, as listed in Fig. 7. Smaller batch size leads to more training iterations to reach convergence, while larger batch size results in dramatically increased time and memory consumption for calculating the probability distribution of high dimensional data $P_{ij}$. Overall, we selected batch size=2500 as an appropriate choice compromising both visualization performance and runtime efficiency.

5.3 Evaluation of Recursive Training Strategy

During recursive training, we observed that the clusters were gradually finetuned to better reflect the inter-cluster relationship, resulting in better separated while denser clusters. Similarly, Fit-SNE demonstrates the same effect with its late exaggeration. To evaluate the difference between Fit-SNE and DRE, we implemented Fit-SNE with different late exaggeration settings, and trained DRE with different number of recursions. As shown in the left panel of Fig. 8, Fit-SNE with different late exaggerations are evaluated on MNIST, Fashion-MNIST RNA-Seq and IMDB da-
Fit-SNE shrinks clusters with increased late exaggeration, but it can hardly alter the overall distribution of clusters. As shown in the right panel of Fig. 8, for the MNIST, fashion-MNIST, RNA-Seq and IMDB datasets, the recursion process reduces the intra-class distances and results in a clearer global overview. In particular, for the RNA-Seq data, the three major cell classes, namely, GABA, Gluta and Non-neu, exhibits long inter-class distances and short intra-class distances, clearly showing the global data structure.

Fig. 9 displays the network loss with and without recursive training strategy. From the network loss, it can be observed that when \( P \) (generated from the original high-dimensional data) are replaced by \( \tilde{P} \) (generated from the high-level features), the network loss reduces more rapidly than the non-recursion method. This finding implies that the high-level features may contain useful latent information. The rich latent information may help breakthrough the bottleneck of the original t-SNE, which only perform computation on the original data. To make a fair comparison, the t-SNE loss of the original data, i.e. \( KL(P||Q) \) instead of \( KL(\tilde{P}||Q) \), during the recursive training are also plotted in Fig. 9. It roughly follows the original loss curve but exhibits an accelerated reduction. We note that the loss may not be a surrogate of the visualization performance, as the recursive training results in better embedding with global structure, which can be visually appreciated but may not be reflected in the loss.

5.4 Comparison between different embedding methods

We compared the proposed DEN methods with other reference methods on the MNIST, Fashion MNIST, RNA-Seq and IMDB datasets. We compared in total 12 methods for a comprehensive evaluation: (1) PCA, (2) AE, (3) BH t-SNE, (4) Fit-SNE, (5) UMAP, (6) RBM ptSNE, (7) Direct DL Projection trained using t-SNE as reference, (8) Direct DL projection trained using UMAP as reference, (9) Deep t-SNE, (10) vector-based DR t-SNE, (11) image-based DR t-SNE, and (12) DRE with two-stage loss. Fig. 10 shows the results of MNIST and fashion-MNIST 2D embedding, both
in training and testing. For the conventional t-SNE, we embedded the training and testing data separately as there is no learning mechanism. We also quantitatively evaluated the embedding performance of MNIST and Fashion MNIST data, as reported in Table I. The results of the MNIST dataset are shown in Fig. 10 and reported in Table I. It can be observed that the PCA method can hardly differentiate the 10 classes, with poor performance in terms of 1NN error and neighborhood hit. The AE performs better than PCA in terms of 1NN error, neighborhood hit, and trustworthiness, but the embedding remains visually confusing. The Barnes-Hut t-SNE and UMAP are the two currently most popular visualization methods, which generate excellent results both in visualization and quantitative assessment in contrast to AE. The Flt-SNE (late exaggeration=6) shows tighter clusters for each class and comparable quantitative performance to that of Barnes-Hut t-SNE. The RBM ptSNE is a parametric realization of standard t-SNE, but the visual results and stress value appear worse than that of BH t-SNE. The proposed Deep t-SNE, which is easier to train than ptSNE, exhibits improved embedding performance over the RBM-based ptSNE. With introduction of the recursive training strategy, the DR t-SNE and DRE (with two-stage loss) both produce visually improved 2D embeddings with clear global data structure. This is in contrast to the Barnes-Hut t-SNE - when applied to the training and testing data separately, the global structure change (not only rotational but also in relative position of clusters). Besides, our proposed DRE method shows superior 1NN and neighborhood hit value, comparable trustworthiness, continuity and normalized stress to those from the t-SNE and UMAP methods. We noticed that the Shepard goodness is reduced compared to the standard methods, as the recursive training strategy exaggerates the inter-cluster distances by utilizing intermediate representations of the original data, while Shepard goodness is a measure based on the original

### TABLE I

**Comparison of the Embedding Performance on MNIST, Fashion-MNIST, IMDB and RNA-SEQ Data, by Different Methods.** $M_{NH}$, $M_t$, $M_C$, $M_{\sigma}$, $M_{S}$ indicate the values of neighborhood hit, trustworthiness, continuity, Spearman goodness, and normalized stress, respectively.

| Experiments | PCA | Auto-encoder | BIH-tSNE | FIt-SNE* | UMAP* | RMB ptSNE | DL projections (t-SNE) | DL projections (UMAP) | Deep t-SNE | DR 1-SNE (Vector) | DR 1-SNE (Image) | DRE |
|-------------|-----|--------------|----------|----------|--------|-----------|------------------------|-----------------------|------------|-----------------|-----------------|-----|
| **MNIST**   |     |              |          |          |        |           |                        |                       |            |                 |                 |     |
| 1NN (Testing) | 38.43% | 73.98% |         | 93.25%  | 84.93% | 88.99% | 91.12% | 89.64% | 92.08% | 95.18% | 96.08% |
| 1NN (Training) | 38.64% | 82.63% | 96.05% | 94.21%  | 94.45% | 98.64% | 92.19% | 95.98% | 93.05% | 94.13% | 96.07% | 96.10% |
| $M_{NH}$     | 0.47 | 0.80 | 0.93 | 0.92 | 0.92 | 0.81 | 0.90 | 0.95 | 0.93 | 0.93 | 0.96 | 0.97 |
| $M_t$        | 0.74 | 0.94 | 0.98 | 0.95 | 0.96 | 0.92 | 0.92 | 0.93 | 0.94 | 0.93 | 0.94 | 0.92 |
| $M_C$        | 0.94 | 0.96 | 0.98 | 0.98 | 0.97 | 0.97 | 0.97 | 0.97 | 0.96 | 0.97 | 0.96 |
| $M_{\sigma}$ | 0.42 | 0.43 | 0.54 | 0.54 | 0.50 | 0.24 | 0.53 | 0.54 | 0.53 | 0.52 | 0.54 | 0.52 |
| $M_{S}$      | 0.50 | 0.43 | 0.43 | 0.39 | 0.37 | 0.53 | 0.32 | 0.31 | 0.34 | 0.28 | 0.29 | 0.29 |
| **Fashion-MNIST** |     |              |          |          |        |           |                        |                       |            |                 |                 |     |
| 1NN (Testing) | 44.87% | 64.95% |         | 67.81%  | 68.60% | 67.44% | 67.78% | 68.27% | 68.73% | 69.73% | 69.88% |
| 1NN (Training) | 44.72% | 68.69% | 79.85% | 71.05%  | 72.07% | 68.90% | 69.79% | 70.23% | 68.35% | 68.84% | 69.87% | 68.94% |
| $M_{NH}$     | 0.53 | 0.71 | 0.77 | 0.77 | 0.73 | 0.70 | 0.71 | 0.73 | 0.73 | 0.72 | 0.76 | 0.77 |
| $M_t$        | 0.91 | 0.97 | 0.99 | 0.99 | 0.98 | 0.97 | 0.96 | 0.97 | 0.97 | 0.97 | 0.97 |
| $M_C$        | 0.98 | 0.98 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.98 | 0.98 |
| $M_{\sigma}$ | 0.65 | 0.50 | 0.61 | 0.64 | 0.56 | 0.63 | 0.61 | 0.65 | 0.62 | 0.56 | 0.60 | 0.62 |
| $M_{S}$      | 0.58 | 0.72 | 0.58 | 0.65 | 0.58 | 0.76 | 0.58 | 0.63 | 0.63 | 0.63 | 0.59 | 0.59 |
| **IMDB**     |     |              |          |          |        |           |                        |                       |            |                 |                 |     |
| $M_{NH}$     | 0.59 | 0.59 | 0.65 | 0.62 | 0.65 | 0.59 | 0.61 | 0.62 | 0.59 | 0.67 |
| $M_t$        | 0.69 | 0.62 | 0.89 | 0.72 | 0.79 | 0.68 | 0.63 | 0.67 | 0.72 | 0.74 |
| $M_C$        | 0.66 | 0.63 | 0.84 | 0.80 | 0.85 | 0.70 | 0.76 | 0.76 | 0.80 | 0.80 |
| $M_{\sigma}$ | 0.26 | 0.23 | 0.34 | 0.38 | 0.32 | 0.23 | 0.24 | 0.28 | 0.35 | 0.41 |
| $M_{S}$      | 0.16 | 0.08 | 0.29 | 0.27 | 0.26 | 0.37 | 0.34 | 0.29 | 0.41 | 0.37 |
| **RNA-SEQ**  |     |              |          |          |        |           |                        |                       |            |                 |                 |     |
| $M_{NH}$     | 0.91 | 0.27 | 0.99 | 1.00 | 1.00 | 0.96 | 0.96 | 0.99 | 1.00 | 1.00 |
| $M_t$        | 0.85 | 0.82 | 1.00 | 0.99 | 0.99 | 0.98 | 0.98 | 0.99 | 0.99 | 0.98 |
| $M_C$        | 0.93 | 0.91 | 1.00 | 1.00 | 0.99 | 0.98 | 0.98 | 0.99 | 0.99 | 0.99 |
| $M_{\sigma}$ | 0.53 | 0.51 | 0.59 | 0.62 | 0.61 | 0.56 | 0.55 | 0.61 | 0.51 | 0.51 |
| $M_{S}$      | 0.88 | 0.44 | 0.60 | 0.58 | 0.55 | 0.79 | 0.30 | 0.56 | 0.59 | 0.56 | 0.62 |
For the Fashion-MNIST dataset, more distinct clusters (e.g., tops, bottoms, and shoes) are shown up by our method. The confusion of certain classes (e.g., shirt, pullover, and coat), however, is similar by our methods as by UMAP. Besides, while Fashion-MNIST is generally considered to be more challenging than MNIST, our DRE method exhibited close quantitative measures of embedding performance on Fashion-MNIST and MNIST.

The results of RNA-Seq is shown in the first column of Fig. 11 and Table I. The RNA-Seq can be divided into three major types—glutamatergic (excitatory) neurons (GABA),...
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SNE, DR t-SNE, vector-based DR t-SNE, image-based DR t-SNE, and DRE with two-stage loss, respectively. The embedding of both the training (left) and test-
ing (right) datasets are shown. We zoomed in the local neighborhood inside and outside a class. It can be observed that the proposed DR t-SNE produced clean neighborhood both inside and outside the class, which explains the high classification accuracy. (All figures are plotted in the same way, including ordering.) Overall, the DRE method showed the best visual and quantitative performance on embedding a million data points.

In addition, we also used a small training set containing 10K data points to train the embedding methods, and tested them on an increasingly large testing set. The comparison is shown in Fig. 13 and Table IV. It can be observed except for the UMAP method, all other learning-based methods show stable performance. Overall, the image-based DR t-SNE and DRE with two-stage loss showed the best performance among all methods.

5.5 Runtime

Runtime of different embedding methods are reported in Table IV. The PCA, Eigenmaps and BH t-SNE methods were implemented single threaded on CPU. UMAP used numba’s parallel implementation to do multithreaded processing with multiple cores on CPU. The DL projection methods adopted the MultiCoreTSNE with 8 NVIDIA Tesla V100 GPU to parallelly calculate the network references, and fitted the model using only 1 GPU. The Open t-SNE and FIt-SNE utilized the multithreading and C/C++ compiler on CPU. The proposed methods single threaded all computations, and used 1 GPU to train the networks. As shown in Table IV, the runtime of the proposed Deep t-SNE, DR t-SNE and DRE increased gradually due to the multiple recursion. Compared with non-parametric methods, the DRE method needed less runtime than the publicly available Open t-SNE [35], but more runtime than Fit-SNE [8]. Among the parametric methods, the proposed methods were faster than the original RBM-based ptSNE method, but still slower than AE and UMAP.

5.4 Scalability of DRE

To evaluate scalability, we generated huge training and testing datasets of InfinMNIST, and evaluated if the proposed deep learning method could embed data on extremely large scale. We trained the proposed method for 2D embedding using 0.05 million, 0.1 million and 0.3 million InfinMNIST dataset, and embedded an independently generated 1 million InfinMNIST testing dataset. Then we measured the 1NN classification accuracy on the 2D embedding, as reported in Table II. The proposed DRE method outperformed all other embedding methods, with a 93.52%, 95.58% and 97.17% testing accuracy when trained on 0.05 million, 0.1 million and 0.3 million data, respectively. Fig. 12 shows the embedding results of the 1 million testing data (trained on 0.1 million data), for PCA, AE, UMAP, RBM ptSNE, DL projection (t-SNE), DL projection (UMAP), Deep t-SNE, vector-based DR t-SNE, image-based DR t-SNE, and DRE with two-stage loss.

| Type          | Parametric | Non-parametric |
|---------------|------------|----------------|
| Method        |            |                |
| PCA           | Auto-encoder | RBM ptSNE | UMAP | Deep t-SNE | DL projection | DL projection | DR t-SNE | DRE | Eigenmaps | BH t-SNE | Open t-SNE | Fit-SNE |
| Runtime       | Train      | Test          |      |            | (t-SNE)       | (UMAP)        |          |     |           |          |            |         |
|               | 0.029      | 0.67          | 0.49 | 0.49       | 13.68         | 0.44          | 0.22      | 0.40 | 0.40       | 0.40    | 0.30       | 0.30    |
| (second)      |            |               |      |            | 0.84          | 0.84          | 0.84      | 0.84 | 0.84       | 0.84    | 0.84       | 0.84    |
|               |            |               |      |            | 2212.01       | 1085.72       | 339.51    | 759.88 | 42026.70  | 5730.79 | 1149.47    | 304.17  |
|               |            |               |      |            | 250.81        | 7455.39       | 83.88     | 0.46  | 7.4E+00    | 0.46    | 7.4E+00    | 0.46    |

GABAergic (inhibitory) neurons (Gluta) and non-neuronal cells (Non-neu). As shown in the first row of Fig. 11, the GABA, Gluta and Non-neu classes are well differentiated by PCA, which preserves the global structure of data. However, the local data structures are highly nonlinear, as shown by the indistinguishable sub-types. The t-SNE, Fit-SNE, UMAP, DL projection and Deep t-SNE methods, in comparison, show good performance of intra-class visualization as they better emphasize local neighborhood. Nevertheless, the global structure of data, as clearly depicted by PCA, is largely lost. In comparison, our proposed DR t-SNE and DRE methods showed improved balance over the standard t-SNE and UMAP methods in that it better preserves both global and local structures of data. The three major types of brain cells are well separated, in resemblance to the PCA result, while sub-types can also be observed within each major type, in a hierarchical manner.

The results of IMDB dataset is shown in the second row of Fig. 11 and Table I. Although the data are only roughly classified into positive and negative comments, the actual sentiments are complex and diverse. We observed that PCA, AE, and RBM ptSNE all embed the IMDB data into two clusters, but cannot reflect more detailed semantic characteristics. The result of Fit-SNE (late exaggeration=2) is similar to those of the PCA, AE and RBM ptSNE, but some blurry sub-clusters can already be observed. The results of t-SNE and UMAP show a number of tight clusters in an umbrella shape, which can hardly reflect the global structure of semantics. In comparison, the results of the proposed DR t-SNE and DRE show a better representation of the rich semantic information (which can potentially be revealed using more semantic labels). Quantitatively, the evaluation metrics also indicate an advantage of our proposed DRE, with the highest neighborhood hit, trustworthiness and spearman goodness, and lowest normalized stress.

6 Discussion

In this work, we proposed to combine the modern DNN and mathematically-grounded embedding rules to embed complex, high-dimensional data, and we name this framework as DEN. The generic framework of DEN can be designed in a flexible manner, in terms of architecture, training strategies, and loss function. Based on DEN, we showed how to design Deep t-SNE and Deep UMAP, and further proposed a recursive training strategy for DR t-
SNE and DR UMAP. Finally, we proposed a DRE method, a DEN trained recursively with a two-stage loss including both t-SNE and UMAP.

The proposed DRE has the following advantages compared to the classical t-SNE: (1) the DRE method is learning-based and can easily embed new data; (2) the DRE method is more scalable in speed and memory than t-SNE, able to processing data of extremely large size; (3) the proposed recursive training strategy showed to preserve the global data structure better than t-SNE; (4) DRE used a two-stage loss and can combine the advantages of both t-SNE and UMAP for data embedding and visualization. We carried out extensive experiments and tested DRE on a variety of public datasets. The performance was evaluated both visually and quantitatively using six quality metrics. The DRE method demonstrated excellent performance, in comparison with a collection of classical and state-of-the-art data embedding methods.

We also demonstrated that our proposed DRE method is easy to use. Among its network hyperparameters, the mini-batch size has certain influence on the final results: a small mini-batch cannot fully sample the data distribution, while a big mini-batch may require too large memory to calculate \( P \). Other network settings only had minor influence on the final performance. Therefore, the hyperparameters can be fixed in most cases, making it an easy and generic tool. Another hyperparameter is the number of the recursions, for which we can use a simple rule of thumb: if we are more interested in the global structure of data, we can increase the number of recursions (e.g. 3) and obtain better separated clusters in a global view since the intermediate latent features provide an exaggeration effect; otherwise 1 or 2 recursions are sufficient to visualize the global data structure and local details.

As shown by the experiments in Section 5.4, all parametric embedding methods can map a large, out-of-sample datasets. It is an inherent advantage of learning-based methods. However, the training mechanisms of the presented learning-based methods are very different. The DL projection method is directly learning the DR results, which first calculates a t-SNE or UMAP in conventional ways, and then train a DNN to fit the t-SNE or UMAP embedding results. In contrast, our proposed DEN methods enforce the network to learn the embedding rules (instead of embedding results), e.g. the minimization of KL divergence or the cross-entropy. Both combine DNN with the concepts of t-SNE or UMAP, however, the performance of the DL projection method is restricted by its teacher. This is demonstrated visually and quantitatively in our experiments. In contrast, the better integration of DNN and mathematically-grounded embedding rules by DEN allows (1) faster training as it does not need prior calculation of the reference, (2) better performance as it learns the inherent embedding rules, and (3) systematic improvement as the recursive training strategy can be introduced in an integral manner, taking advantages of the latent representations extracted by DEN.

There are a few practical weaknesses of the proposed DEN methods. First, the proposed methods (deep t-SNE, deep UMAP, DR t-SNE, DR UMAP, DRE) obtain the parametric embedding by learning from a dataset, and are more suitable for big data datasets than for small datasets. Second, the proposed methods still need more runtime than PCA, AE and UMAP. Nevertheless, we expect that the runtime can be reduced by multithreaded calculation of \( P \) for different mini-batches.

7 Conclusion

In this paper, we introduced a generic DEN framework, which is flexible in its architecture, training strategies, and loss function. Based on DEN, we proposed a number of variants to embed and visualize the high-dimensional data. The proposed framework can combine the advantages of both t-SNE and UMAP, or any popular embedding methods. The DRE method with recursive training and two-stage loss showed excellent performance in comparison with other state-of-the-art data embedding and visualization methods. DRE is parametric, scalable, easy to implement, and can achieve a good balance between global and local data structure visualization on a wide variety of databases.
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