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Abstract

Learning from set-structured data is an essential problem with many applications in machine learning and computer vision. This paper focuses on a non-parametric, data-independent, and efficient learning algorithm from set-structured data using optimal transport and approximate nearest neighbor (ANN) solutions, particularly locality-sensitive hashing. We consider the problem of set retrieval from an input set query. This retrieval problem requires 1) an efficient mechanism to calculate the distances/dissimilarities between sets and 2) an appropriate data structure for a fast nearest-neighbor search. To that end, we propose to use Sliced-Wasserstein embedding as a computationally efficient “set-2-vector” operator that enables downstream ANN with theoretical guarantees. The set elements are treated as samples from an unknown underlying distribution, and the Sliced-Wasserstein distance is used to compare sets. We demonstrate the effectiveness of our algorithm, denoted as Set Locality Sensitive Hashing (SLoSH), on various set retrieval datasets and compare our proposed embedding with standard set embedding approaches, including Generalized Mean (GeM) embedding/pooling, Featurewise Sort Pooling (FSPool), Covariance Pooling, and Wasserstein embedding and show consistent improvement in retrieval results, both in terms of accuracy and computational efficiency.

1. Introduction

The nearest neighbor search problem is at the heart of many non-parametric learning approaches in classification, regression, and density estimation, with many applications in machine learning, computer vision, and other related fields [3, 6, 55]. The exhaustive search solution to the nearest neighbor problem for $N$ given objects (e.g., images, vectors, etc.) requires $N$ evaluation of (dis)similarities (or distances), which could be problematic when: 1) the number of objects, $N$, is large, or 2) (dis)similarity evaluation is expensive. Approximate Nearest Neighbor (ANN) [5] approaches have been proposed as an efficient alternative for similarity search on massive datasets. ANN approaches leverage data structures like random projections, e.g., Locality-Sensitive Hashing (LSH) [16, 20], or tree-based structures, e.g., kd-trees [10, 63], to reduce the complexity of nearest neighbor search. Ideally, ANN approaches must address both these challenges, i.e., decreasing the number of similarity evaluations and reducing the computational complexity of similarity calculations while providing theoretical guarantees on ANN retrievals.

Despite the great strides in developing ANN methods, most existing approaches are designed for objects living in Hilbert spaces. Recently, however, there has been an increasing interest in set-structured data with many applications in point cloud processing, graph learning, image/video recognition, and object detection, to name a few [36, 62, 70]. Even when the input data itself is not a set, in many applications, the complex input data (e.g., a natural image or a graph) is decomposed into a set of more abstract components (e.g., objects or node embeddings). Similarity search for large databases of set-structured data remains an active field of research, with many real-world applications. In this paper, we focus on developing a data-independent ANN method for set-structured data. We leverage insights from computational optimal transport [12, 29, 48, 61] and propose a novel LSH algorithm, which relies on Sliced-Wasserstein Embeddings and enables efficient set retrieval.

Defining (dis)similarities for set-structured data comes with unique challenges: i) the sets could have different cardinalities, and ii) the set elements do not necessarily have an inherent ordering. Hence, a similarity measure for set-structured data must handle varied input sizes and should be invariant to permutations, i.e., the (dis)similarity score should not change under any permutation of the input set elements. Generally, existing approaches for defining similarities between sets rely on the following two strategies. First, solving an assignment problem (via optimization) for finding corresponding elements between two sets and aggregate (dis)similarities between corresponding elements, e.g., using the Hungarian algorithm, Wasserstein distances,
Chamfer loss, etc. These approaches are, at best, quadratic and, at worst, cubic in the set cardinalities.

The second family of approaches relies on embedding the sets into a vector space and leveraging common similarities in the embedded space. The set embedding could be explicit (e.g., deep set networks) [36, 70] or implicit (e.g., kernel methods) [11, 18, 21, 32, 41, 50, 51, 69]. Also, the embedding process could be data-dependent (i.e., learning based) as in deep-set learning approaches, which leverage a composition of permutation-equivariant backbone functions followed by a permutation-invariant global pooling mechanisms that define a parametric permutation-invariant set embedding into a Hilbert space [36, 70, 72]. Or, it can be data-independent as is the case for global average/max/sum/covariance pooling, variations of Janossy pooling [42], and variations of Wasserstein embedding [26], among others. Recently, there has been a lot of interest in learning-based embeddings using deep neural networks and, in particular, transformer networks. However, data-independent embedding approaches (e.g., global poolings) have received less attention.

Contributions. Our paper focuses on non-parametric learning from set-structured data using transport-based data-independent set embeddings. Precisely, we consider the problem where our training data is a set of sets, i.e., \( \mathcal{X} = \{ X_i \}_{i=1}^N \), and for a query set \( X \) we would like to retrieve the \( K \)-Nearest Neighbors (KNN) from \( \mathcal{X} \). We propose the composition of the Sliced Wasserstein Embedding (SWE) [28, 43] and Locality Sensitive Hashing (LSH) [16, 20], denoted as Set Locality Sensitive Hashing (SLoSH), as a fast set retrieval mechanism with theoretical guarantees. We treat sets as empirical distributions and use SWE to embed sets in a vector space in which the Euclidean distance between two embedded vectors is equal to the Sliced-Wasserstein distance between their corresponding empirical distributions. Such embedding enables the application of fast ANN approaches, like Locality Sensitive Hashing (LSH), to sets while providing collision probabilities with respect to the Sliced-Wasserstein distance. Finally, we provide extensive numerical results analyzing our approach with various data-independent embedding methods in the literature. To summarize, we devise an approximate nearest neighbor retrieval algorithm for set-structured data based on the sliced-Wasserstein distance, denoted as SLoSH, provide theoretical bounds for the proposed method, and demonstrate efficient computational complexity and superior retrieval performance.

2. Related Work

Set embeddings (set-2-vector): Machine learning on set-structured data is challenging due to: 1) permutation-invariant nature of sets, and 2) having various cardinalities. Hence, any model (parametric or non-parametric) designed for analyzing set-structured data has to be permutation-invariant, and allow for inputs of various sizes. Today, a common approach for learning from sets is to use a permutation-equivariant parametric function, e.g., fully connected networks [70] or transformer networks [36], composed with a permutation invariant function, i.e., a global pooling, e.g., global average pooling, or pooling by multi-head attention [36]. One can view this process as embedding a set into a fixed-dimensional representation through a parametric embedding that could be learned using the training data and an objective function (e.g., classification).

Non-parametric learning from set-structured data remains a relatively understudied area, which is often limited to the common set-2-vector operators used as global pooling mechanisms in modern deep learning architectures. In particular, global average/max/sum and covariance pooling [64] could be considered as the simplest such processes. Generalized Mean (GeM) [53] is another set-2-vector mechanism commonly used in image retrieval applications, which captures higher statistical moments of the underlying distributions. Among other notable approaches are VLAD [7, 22], CroW [24], FSPool [72], Wasserstein Embedding [26], and SWE [43].

Locality Sensitive Hashing (LSH): A LSH function hashes two “similar” objects into the same bucket with high probability, while ensuring that “dissimilar” objects will end up in the same bucket with low probability. Originally presented in [20] and extended in [16], LSH uses random projections of high-dimensional data to hash samples into different buckets. The LSH algorithm forms the foundation of many ANN search methods, which provide theoretical guarantees and have been extensively studied since its conception [3, 4, 6, 33]. We are interested in nearest neighbor retrieval for sets, and propose to extend LSH to enable its application to set retrieval. While there has been a few recent works [25, 45] on the topic of LSH for set queries, our proposed approach significantly differs from these works. In contrast to [25, 45] and following the work of [43] we provide a Euclidean embedding for sets, which allows for a direct utilization of the LSH algorithm and provides collision probabilities as a function of the set metrics. Notably, while other ANN methods could also be used in our experiments, LSH allows us to quantify the probability of having the same hash codes for two sets as the SW distance between their distribution.

Wasserstein distances: Rooted in the optimal transportation problem [29, 48, 61], Wasserstein distances provide a robust mathematical framework for comparing probability distributions that respect the underlying geometry of the space. Wasserstein distances have recently received abundant interest from the machine learning and computer vision communities. These distances and their
variations, e.g., Sliced-Wasserstein distances [52] and subspace robust Wasserstein distances [47], have been extensively studied in the context of deep generative modeling [8, 19, 30, 38, 60], domain adaptation [9, 14, 15, 35], transfer learning [2, 37], adversarial attacks [66, 67], and adversarial robustness [58].

More recently, Wasserstein distances and optimal transport have been used in the context of comparing set-structured data. The main idea behind these recent approaches is to treat sets (with possibly variable cardinalities) as empirical distributions and use transport-based distances for comparing/modeling these distributions. For instance, [59] proposed to compare node embeddings of two graphs (treated as sets) via the Wasserstein distance. Later, [39] and [26] propose Wasserstein embedding frameworks for extracting fixed-dimensional representations from set-structured data, and [43] extend this framework to Sliced Wasserstein Embedding (SWE) in a parametric learning setting as a pooling layer in deep neural networks for sets. Here, we further extend this direction and propose SWE as a computationally efficient approach that allows us to perform data-independent non-parametric learning from sets.

3. Problem Formulation and Method

3.1. Sliced-Wasserstein Embedding

The idea of Sliced-Wasserstein Embeddings (SWE) is rooted in Linear Optimal Transport [29, 40, 65] and was first introduced in the context of pattern recognition from 2D probability density functions (e.g., images) [28] and more recently in [56]. Naderializadeh et al. [43] extend this framework to d-dimensional distributions. Consider a set of probability measures \( \{\mu_i\}_{i=1}^N \), where we use \( \mu_i \) to represent the \( i \)’th set \( X_i = \{x_i^n \in \mathbb{R}^d \}_{n=0}^{N_i-1} \), i.e., \( \mu_i(x) = \frac{1}{N_i} \sum_{n=0}^{N_i-1} \delta(x-x_i^n) \) where \( \delta \) is the Dirac function. At a high level, SWE can be thought of as a permutation invariant set-2-vector operator, \( \phi \), such that:

\[
\|\phi(\mu_i) - \phi(\mu_j)\|_2 = SW_2(\mu_i, \mu_j). \tag{1}
\]

Given a defining function \( g_\theta : \mathbb{R}^d \to \mathbb{R} \), a slice of \( \mu_i \) with respect to \( g_\theta \) can be written as \( \mu_i^\theta := g_\theta \circ \mu_i \). In this paper, and without the loss of generality, we use \( g_\theta(x) = x \cdot \theta \). Moreover, let \( \mu_0 \) denote a reference measure, with \( \mu_0^\theta \) being its corresponding slice. The optimal transport map, i.e., Monge map, between \( \mu_i^\theta \) and \( \mu_i^0 \) is written as:

\[
T_i^\theta = F_i^{-1} \circ F_i^0, \tag{2}
\]

where \( F_i^0 \) is the quantile function of \( \mu_i^0 \), the inverse of the cumulative distribution function (CDF). Let \( \text{id} \) denote the identity function, the cumulative distribution transform (CDT) [46] of \( \mu_i^\theta \) is defined as:

\[
\phi_\theta(\mu_i) := (T_i^\theta - \text{id}), \tag{3}
\]

For a fixed \( \theta \), \( \phi_\theta(\mu_i) \) satisfies the following conditions (see supplementary material for the proof):

**C1.** The weighted \( \ell_2 \)-norm of the embedded slice, \( \phi_\theta(\mu_i) \), satisfies:

\[
\|\phi_\theta(\mu_i)\|_{\mu_i^\theta, 2} = \left( \int_{\mathbb{R}} \|\phi_\theta(\mu_i(t))\|^2 d\mu_i^\theta(t) \right)^{\frac{1}{2}} = W_2(\mu_i^\theta, \mu_i^0),
\]

As a corollary we have \( \|\phi_\theta(\mu_i^0)\|_{\mu_i^0, 2} = 0 \).

**C2.** The distance between two embedded slices satisfies:

\[
\|\phi_\theta(\mu_i) - \phi_\theta(\mu_j)\|_{\mu_i^\theta, 2} = W_2(\mu_i^\theta, \mu_j^\theta). \tag{4}
\]

It follows from C1 and C2 that:

\[
SW_2(\mu_i, \mu_j) = \left( \int_{\mathbb{R}^{d-1}} \|\phi_\theta(\mu_i) - \phi_\theta(\mu_j)\|_{\mu_i^\theta, 2} d\theta \right)^{\frac{1}{2}}. \tag{5}
\]

For probability measure \( \mu_i \), we then define the mapping to the embedding space via, \( \phi_i(\mu_i) := \{\phi_\theta(\mu_i) \mid \theta \in \mathbb{S}^{d-1}\} \).

Next, we describe the implementation considerations for SWE in more detail.

3.2. Monte Carlo Integral Approximation

The SW distance in Eq. (5) relies on integration on \( \mathbb{S}^{d-1} \), which cannot be directly calculated. Following the common practice in the literature [30, 52], we approximate the integral on \( \theta \) via a Monte-Carlo (MC) sampling of \( \mathbb{S}^{d-1} \). Let \( \Theta_L = \{\theta_i\}_{i=1}^L \) denote a set of \( L \) unit vectors sampled independently and uniformly from \( \mathbb{S}^{d-1} \). We assume an empirical reference measure, \( \mu_0 = \frac{1}{L} \sum_{m=1}^{M} \delta(\cdot-x_m^0) \) with \( M \) samples. The MC approximation can then be written as:

\[
\hat{SW}_2^2(\mu_i, \mu_j) = \frac{1}{LM} \sum_{i=1}^{L} \|\phi_\theta(\mu_i) - \phi_\theta(\mu_j)\|^2_2. \tag{6}
\]

Finally, our SWE embedding is calculated via:

\[
\phi(\mu_i) = \left[ \frac{\phi_{\theta_i}(\mu_i)}{\sqrt{LM}} \right] \in \mathbb{R}^{LM \times 1}, \tag{7}
\]

which satisfies:

\[
\|\phi(\mu_i) - \phi(\mu_j)\|_2 = \hat{SW}_2^2(\mu_i, \mu_j) \approx SW_2^2(\mu_i, \mu_j).
\]

As for the approximation error, we rely on Theorem 6 in [44], which uses Hölder’s inequality and the moments of the Monte Carlo estimation error to obtain:

\[
\mathbb{E}[|\hat{SW}_2^2(\mu_i, \mu_j) - SW_2^2(\mu_i, \mu_j)|] \leq \frac{\sqrt{\var{SW}_2^2(\mu_i^0, \mu_j^0)}}{L}. \tag{8}
\]

The upper bound indicates that the approximation error decreases with \( \sqrt{L} \). The numerator, however, is implicitly dependent on the dimensionality of input space. Meaning that a larger number of slices \( L \) is needed for higher dimensions.
3.3. SWE Algorithm

Here we review the algorithmic steps to obtain SWE. We consider \( X_i = \{ x_i^n \}_{n=0}^{N_i-1} \) as the input set with \( N_i \) elements, and \( X_0 = \{ x_0^m \}_{m=0}^{M-1} \) denote the reference set of \( M \) samples where in general \( M \neq N_i \). For a fixed slicer \( g_\theta \) we calculate \( \{ g_\theta (x_i^n) \}_{n=0}^{N_i-1} \) and \( \{ g_\theta (x_0^m) \}_{m=0}^{M-1} \) and sort them increasingly. Let \( \pi_i \) and \( \pi_0 \) denote the permutation indices (obtained from argsort). Also, let \( \pi_0^{-1} \) denote the ordering that permutes the sorted set back to the original ordering. Then we numerically calculate the Monge coupling \( T^\theta_i \) via:

\[
T^\theta_i[m] = F^{-1}_{\pi_0^{-1}(m)}(\pi_0^{-1}(m) + 1) / M
\]

(9)

where \( F_{\pi_0^{-1}(m)}(x) = \pi_0^{-1}(m+1) / M \), assuming that the indices start from 0. Here \( F_{\pi_0^{-1}} \) is calculated via interpolation. In our experiments we used linear interpolation similar to [38]. Note that the dimensionality of the Monge coupling is only a function of the reference cardinality, i.e., \( T^\theta_i \in \mathbb{R}^M \). Consequently, we write:

\[
\phi(X_i)[m] = (T^\theta_i[m] - g_\theta(x_0^m))
\]

(10)

and repeat this process for \( \theta \in \Theta \), while keeping in mind that this process can be parallelized. The final embedding is achieved via weighting and concatenating \( \phi_\theta \)'s as in Eq. (7), where the coefficient \( 1 / \sqrt{LM} \) allows us to simplify the weighted Euclidean distance, \( \| \cdot \|_{\mu_0,2} \), to Euclidean distance, \( \| \cdot \|_2 \). Algorithm 1 summarizes the embedding process, and Figure 1 provides a graphical depiction of the process. Lastly, the SWE’s computational complexity for a set

**Algorithm 1 Sliced-Wasserstein Embedding**

```
procedure SWE(X_i = \{ x_i^n \}_{n=0}^{N_i-1}, X_0 = \{ x_0^m \}_{m=0}^{M-1}, L)

Generate a set of L samples \( \Theta_L = \{ \theta_l \sim U_{\mathbb{R}^{d+1}} \}_{l=1}^L \)

Calculate \( g_{\theta_l}(X_0) := \{ g_\theta(x_0^m) \}_{m=0}^{M-1} \)

Calculate \( \pi_0 = \text{argsort}(g_{\theta_l}(X_0)) \) and \( \pi_0^{-1} \)

Calculate \( g_{\theta_l}(X_i) := \{ g_\theta(x_i^n) \}_{n=0}^{N_i-1} \)

Calculate \( \pi_i = \text{argsort}(g_{\theta_l}(X_i)) \)

for \( l = 1 \) to \( L \) do

Calculate the Monge coupling \( T^\theta_l \in \mathbb{R}^M \) (Eq. (9))

end for

Calculate the embedding \( \phi(X_i) \in \mathbb{R}^{LM} \) (Eq. (7))

return \( \phi(X_i) \)
```

with cardinality \( |X| = N \) is \( \mathcal{O}(LN(d + \log N)) \), where we assumed the cardinality of the reference set is of the same order as \( N \). Note that \( \mathcal{O}(LNd) \) is the cost of slicing and \( \mathcal{O}(LN\log(N)) \) is the sorting and interpolation cost.

3.4. SLoSH

Our proposed Set Locality Sensitive Hashing (SLoSH) leverages the SWE to embed training sets, \( X_{\text{train}} = \{ X_i | X_i = \{ x_i^n \}_{n=0}^{N_i-1} \} \), into a vector space where we can use LSH to perform ANN search. We treat each input set \( X_i \) as a probability measure \( \mu_i(x) = \frac{1}{N_i} \sum_{n=1}^{N_i} \delta(x - x_i^n) \).
For a reference set $X_0$ with cardinality $|X_0| = M$ and $L$ slices, we embed the input set $X_i$ into a $(\mathbb{R}^{LM})$-dimensional vector space using Algorithm 1. With abuse of notation we use $\phi(\mu_i)$ and $\phi(X_i)$ interchangeably.

Given SWE, a family of $(R, c, P_1, P_2)$-sensitive LSH functions, $H$, will induce the following conditions,

- If $\widehat{SW}_{2, L}(X_i, X_j) \leq R$, then $Pr[h(\phi(X_i)) = h(\phi(X_j))] \geq P_1$, and
- If $\widehat{SW}_{2, L}(X_i, X_j) > cR$, then $Pr[h(\phi(X_i)) = h(\phi(X_j))] \leq P_2$.

For amplifying the gap between $P_1$ and $P_2$, one can use $g(X_i) = [h_1(\phi(X_i)), ..., h_k(\phi(X_i))]$, which results in a code length $k$ for each input set, $X_i$. Finally, if $\widehat{SW}_{2, L}(X_i, X_j) \leq R$, by using $T$ such codes, $g_t$ for $t \in \{1, ..., T\}$, of length $k$, we can ensure collision at least in one of $g_t$s with probability $1 - (1 - P_1^T)^T$.

4. Experiments

We evaluated SLoSH against other set-2-vector approaches using Generalized Mean (GeM) pooling [53], Global Covariance (Cov) pooling [64], Featurewise Sort Pooling (FSPool) [71], and Wasserstein Embedding [26] on various set-structured datasets. We note that while FSPool was proposed as a data-dependent embedding, here we devise its data-independent variation for fair comparison. Interestingly, FSPool can be thought as a special case of our SWE embedding where $L = d$ and $\Theta_L$ is chosen as the identity matrix. To evaluate these methods, we test all approaches on point cloud MNIST dataset (2D) [17, 34], ModelNet40 dataset (3D) [68], and the Oxford Buildings dataset (8D) [49]. We conducted experiments on CPU (10 cores, 16 GB memory) and macOS 12.4 operating system.

4.1. Baselines

Let $X_i = \{x^i_n \in \mathbb{R}^d\}_{n=1}^{N_i}$ be the input set with $N_i$ elements. We denote $[X_i]_k = \{[x^i_n]_k\}_{n=0}^{N_i-1}$ as the set of all elements along the $k$’th dimension, $k \in \{1, 2, ..., d\}$. Below we provide a quick overview of the baseline approaches, which provide different set-2-vector mechanisms.

**Generalized-Mean Pooling (GeM)** [53] was originally proposed as a generalization of global mean and global max pooling on Convolutional Neural Network (CNN) features to boost image retrieval performance. Given the input set $X_i$, GeM calculates the $(p)$-th-moment of each feature, $f(p) \in \mathbb{R}^d$, as:

$$[f(p)]_k = \left( \frac{1}{N_i} \sum_{n=1}^{N_i} ([x^i_n]_k)^p \right)^{\frac{1}{p}}$$  \hspace{1cm} (11)

When pooling parameter $p = 1$, we end up with average pooling. While as $p \to \infty$, we get max pooling. In practice, we found that a concatenation of higher-order GeM features, i.e., $\phi_{\text{GeM}}(X_i) = [f(1); ..., f(p)] \in \mathbb{R}^{pd}$, leads to the best performance, where $p$ is GeM’s hyper-parameter.

**Covariance Pooling** [1, 64] presents another way to capture second-order statistics and provide more informative representations. It was shown that this mechanism can be applied to CNN features as an alternative to global mean/max pooling to generate state-of-the-art results on facial expression recognition tasks [1]. Given input set $X_i$, the unbiased covariance matrix is computed by:

$$C = \frac{1}{N_i-1} \sum_{n=1}^{N_i} (x^i_n - \overline{x})(x^i_n - \overline{x})^T$$  \hspace{1cm} (12)

where $\overline{x}_i = \frac{1}{N_i} \sum_{n=1}^{N_i} x^i_n$. The output matrix can be further regularized by adding a multiple of the trace to diagonal entries of the covariance matrix to ensure symmetric positive definiteness (SPD), $C_{\lambda} = C + \lambda \text{trace}(C)I$ where $\lambda$ is a regularization hyper-parameter and $I$ is the identity matrix. Covariance pooling then uses $\phi_{\text{Cov}}(X_i) = \text{flatten}(C_{\lambda})$.

**Featurewise Sort Pooling (FSPool)** [71] is a powerful technique for learning representations from set-structured data. In short, this approach is based on sorting features along all elements of a set, $[X_i]_k$:

$$f = [\text{Sorted}([X_i]_1), ..., \text{Sorted}([X_i]_d)] \in \mathbb{R}^{N_i \times d}$$  \hspace{1cm} (13)

The fixed-dimensional representation is then obtained via an interpolation along the $N_i$ dimension of $f$. More precisely, a continuous linear operator $W$ is learned and the inner product between this continuous operator and $f$ is evaluated at $M$ fixed points (i.e., leading to weighted summation over $d$), resulting in a $M$-dimensional embedding.

Given that we are interested in a data-independent set representation, we cannot rely on learning the continuous linear operator $W$. Instead, we perform interpolation along the $N_i$ axis on $M$ points and drop the inner product altogether to obtain a $(M \times d)$-dimensional data-independent set representation. The mentioned variation of FSPool is similar to the Sliced-Wasserstein Embedding when $L = d$ and $\Theta_L = I_{d \times d}$, i.e., axis-aligned projections.

**Wasserstein Embedding (WE)** was described in [65] and the follow-up works [13, 26, 31] as an isometric Hilbertian embedding of probability measures such that the Euclidean distance between the embedded vectors approximates the 2-Wasserstein distance $W_2$. Assume the input set $X_i = \{x^i_n \in \mathbb{R}^d\}_{n=0}^{N_i-1}$ are i.i.d. samples from the probability distribution $p_i$, and let us define $p_0$ as the reference distribution with samples $X_0 = \{x^0_m \in \mathbb{R}^d\}_{m=0}^{M}$. Wasserstein embedding for $X_i$ can be computed by:

$$WE(X_i) = (F_i - X_0) / \sqrt{M} \in \mathbb{R}^{N \times d}$$  \hspace{1cm} (14)
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where $F_i$ is the Monge map between $\rho_i$ and $\rho_0$, approxi-
mated via the barycentric projection from the optimal trans-
port plan. Note that the optimal transport plan is solved
using linear programming with complexity $O(N^3 \log(N))$.

4.2. Implementation Details

For all datasets, we first calculate the set-2-vector em-
bddings for all baselines and SWE. Then, we apply
Locality-Sensitive Hashing (LSH) to the embedded sets and
report Precision@k and accuracy (from majority voting) for
all approaches on test sets. We use the LSH implementation
from FAISS library \[23\]. For all methods, we use a hash

code length of 1024, and we report our results for different
number of nearest neighbors $k = 4, 8,$ and 16. For SLoSH,
we consider two different settings for the number of slices,

namely, $L = d$, and $L > d$. We repeat the experiments five
times per method and report the mean Precision@k and ac-
curacy in Table 1. In all experiments, the hyperparameters
are selected based on the sensitivity analysis on the vali-
dation set in Section 4.5. To improve reproducibility, we

submitted code in our supplemental material.

4.3. Datasets

Next, we cover details of the three datasets utilized in our
experiments to demonstrate the superiority of SLoSH.

**Point Cloud MNIST 2D** \[17\] consists of 60,000 train-

ing samples and 10,000 testing samples. Each sample is

a 2-dimensional point cloud derived from an image in the

original MNIST dataset \[34\]. The sets have various cardini-

alities in the range of $|X_i| \in \{34, 351\}$.

**ModelNet40** \[68\] contains 3-dimensional point clouds

converted from 12,311 CAD models in 40 common object
categories. We used the official split with 9,843 samples

for training and 2,468 samples for testing. We sample $N_i$

points uniformly and randomly from the mesh faces of each

object, where $N_i = \{n_i\}, n_i \sim N(512, 64)$. To avoid any

orientation bias, we rotate the point clouds by 45 degrees

around the x-axis. Finally, we normalize each sample to fit

within the unit cube to avoid any scale bias.

**The Oxford Buildings Dataset** \[49\] has 5,062 images

containing eleven different Oxford landmarks. Each land-
mark has five corresponding queries leading to 55 queries

over which an object retrieval system can be evaluated. In

our experiments, we used a pretrained VGG16 \[57\] on Im-

ageNet1k \[54\] as a feature extractor, and use the features

in the last convolutional layer as a set representation for an

input image. We resize the images without cropping, which

leads to varied input size images, and therefore gives set

representations with varied cardinalities. We further per-

form a dimension reduction on these features using PCA to

obtain sets of features in an ($d = 8$)-dimensional space.

4.4. Results

We show the main experimental results in Table 1. We see

that SLoSH provides a consistent improvement on re-

trieval performance for all datasets when compared with

non-distribution-based methods, especially when $L > d$.

When compared with WE, SLoSH presents comparable re-

trieval performance on Point MNIST 2D and Oxford 5k

| Methods Complexities | Point MNIST 2D | ModelNet 40 | Oxford 5k |
|----------------------|---------------|-------------|-----------|
|                      | k=4           | k=8         | k=16      |
| GeM-1 (GAP)          | $O(N_d)$      | 0.10/0.11   | 0.10/0.10 | 0.14/0.17 | 0.14/0.19 | 0.14/0.21 | 0.29/0.35 | 0.25/0.31 | 0.22/0.29 |
| GeM-2                | $O(N_d)$      | 0.29/0.32   | 0.29/0.35 | 0.29/0.37 | 0.30/0.34 | 0.28/0.36 | 0.25/0.37 | 0.38/0.53 | 0.31/0.40 | 0.27/0.38 |
| GeM-4                | $O(N_d)$      | 0.39/0.45   | 0.39/0.47 | 0.38/0.49 | 0.34/0.39 | 0.31/0.39 | 0.28/0.39 | 0.09/0.09 | 0.09/0.09 | 0.09/0.09 |
| Cov                  | $O(N d^2)$    | 0.25/0.26   | 0.25/0.28 | 0.25/0.28 | 0.45/0.51 | 0.43/0.52 | 0.41/0.52 | 0.35/0.55 | 0.30/0.37 | 0.26/0.33 |
| FSPool               | $O(N \log N)$ | 0.75/0.80   | 0.74/0.81 | 0.72/0.81 | 0.51/0.58 | 0.48/0.58 | 0.44/0.58 | 0.43/0.50 | 0.36/0.53 | 0.36/0.44 |
| WE                   | $O(N^2 \log N)$ | 0.89/0.92 | 0.88/0.92 | 0.86/0.92 | 0.71/0.76 | 0.68/0.76 | 0.64/0.75 | 0.54/0.70 | 0.47/0.68 | 0.39/0.61 |
| SLoSH ($L = d$)      | $O(N d \log N)$ | 0.78/0.82 | 0.76/0.83 | 0.74/0.82 | 0.40/0.46 | 0.38/0.47 | 0.35/0.46 | 0.43/0.54 | 0.36/0.53 | 0.30/0.45 |
| SLoSH ($L > d$)      | $O(N \log N)$ | 0.89/0.92   | 0.88/0.92 | 0.86/0.92 | 0.63/0.68 | 0.59/0.67 | 0.55/0.65 | 0.52/0.69 | 0.45/0.67 | 0.37/0.61 |
Figure 3. We provide a qualitative analysis of SLoSH. For each dataset, we show three sample queries and their retrieved samples, where green border highlights samples with the same class as the queries while red border denotes samples with a different class from the queries.

4.5. Sensitivity Analysis

Next, we provide a sensitivity analysis of our approach with respect to three key hyperparameters of SLoSH: hash code length, number of slices, and reference sets.

**Sensitivity to code length.** For all datasets, we study the sensitivity of the different embeddings to the hashing code length used in LSH. We vary the code length from 16 to 1024, and report the average of Precision@k over five runs. Figure 4 shows the outcome of this study. We observe that as we increase the hash code length, SLoSH gains consistent performance boosts, empirically validating the positive correlation between collision probability and code length shown in 3.4. The superiority of SLoSH compared to other baselines across different code lengths also suggests it has a higher lower bound (P_1) for similar samples.

**Sensitivity to the number of slices.** Next, we study the sensitivity of SLoSH to the choice of number of slices, L, for the three datasets. We measure the average Precision@k over five runs for various number of slices and for different code lengths and report our results in Figure 5. Overall, we observe that increasing the number of slices brings better performance, which supports our theoretical results in 8. In addition, we observe that for low-dimensional set retrieval tasks such as Point MNIST (2-D) and ModelNet40 (3D), 16 slices are enough for SLoSH to reach the best performance. By contrast, on higher-dimension sets, such as Oxford 5k (8D), SLoSH requires a larger number of slices (128) before the performance saturates. This is anticipated as we mentioned in 3.2 that the upper bound of MC’s approximation error is implicitly dependent on the set dimension.

**Sensitivity to the reference.** Finally, we study SLoSH’s sensitivity to the choice of its reference set, X_0. We measure the performance of SLoSH on the three datasets and for various code lengths, when the reference set is formed by 1) using K-Means on the elements of all sets, 2) sampling the dataset, 3) sampling a uniform distribution, and 4) sampling a normal distribution. We find that on Point MNIST and ModelNet40, using a reference from KMeans or existing samples outperforms using a reference from random sampling, especially when the hash code length size is small, though we observe that the gap closes up when we increase the hash code length. By contrast, on Oxford 5k, we find that using reference from random sampling results in better performance. This suggests that the optimal reference set might be data-independent. To get the best performance from SLoSH, we recommend using a validation set to select the best reference set.
We describe a novel data-independent approach for Approximate Nearest Neighbor (ANN) search on set-structured data, with applications in set retrieval. We treat set elements as samples from an underlying distribution, and embed sets into a vector space in which the Euclidean distance approximates the Sliced-Wasserstein (SW) distance between the input distributions. We show that for a set $X$ with cardinality $|X| = N$, our framework requires $O(LN(d + \log(N)))$ (sequential processing) or $O(N(d + \log(N)))$ (parallel processing) calculations to obtain the embedding. We then use Locality Sensitive Hashing (LSH) for fast retrieval of nearest sets in our proposed embedding. We provide, for the first time, the probability of collision of LSH codes for sets as a function of the Sliced Wasserstein distance between the sets’ corresponding empirical distributions. We then demonstrate the performance of SLoSH, in terms of retrieval accuracy as well as computational efficiency on three different set retrieval tasks: Point Cloud MNIST, ModelNet40, and the Oxford Buildings datasets. We demonstrate a significant retrieval accuracy boost over other data-independent baselines as well as a great boost in computational efficiency over the Wasserstein Embedding (WE). Finally, through various sensitivity studies, we demonstrate the impact of hash code length, number of slices, and choice of reference set on SLoSH’s retrieval performance.

Despite its strong performance, we note that it might be currently challenging to apply SLoSH on higher-dimensional sets. Since SLoSH inherits the theoretical properties of SWE, we need a larger number of slices to get higher-quality embeddings when dealing with high-dimensional sets. We plan to propose methods to deal with this issue in future works.
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