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Abstract
In this paper, first we have defined a uniform distribution on the boundary of a regular hexagon and then investigate the optimal sets of $n$-means and the $n$th quantization errors for all positive integers $n$. We give an exact formula to determine them, if $n$ is of the form $n = 6k$ for some positive integer $k$. We further calculate the quantization dimension, the quantization coefficient, and show that the quantization dimension is equal to the dimension of the object, and the quantization coefficient exists as a finite positive number. Then, we define a mixture of two uniform distributions on the boundary of a semicircular disc and obtain a sequence and an algorithm, with the help of which we determine the optimal sets of $n$-means and the $n$th quantization errors for all positive integers $n$ with respect to the mixed distribution. Finally, for a uniform distribution defined on an elliptical curve, we investigate the optimal sets of $n$-means and the $n$th quantization errors for all positive integers $n$.
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1 Introduction

Quantization is a process of approximation with broad application in engineering and technology [1–3]. For the mathematical treatment of quantization, one is referred to Graf–Luschgy’s book [4]. Recently, optimal quantization for uniform distributions on different regions has been investigated by several authors [5–8]. On the contrary, optimal quantization for uniform distributions on curves has not yet been much investigated. Such kind of problems has rigorous applications in many areas, including signal processing. In this note, we would like to list two such applications. The first application comes within the area of signal processing. When we drive long distances, quite often cellular signals get cut off. This happens because we are either far away from the tower, or there is no tower nearby to catch the signal. In optimal quantization, one of our goals is to find the exact locations of the towers so that while driving we can get the best signal to our cellular phones. The second application comes within the area of agriculture. The amount of agricultural water usage needs to be controlled by placing a minimal number of irrigation sprinklers (or any other resources) in a way that they cover the whole cropland as required. We can use our knowledge in quantization to place the optimal number of sprinklers in order to fully cover the cropland area as these crops are usually planted on a boundary line of a $k$-sided polygon including the shapes that we discuss in this paper. In this regard, we find that it is important to investigate the optimal sets of $n$-means and the $n$th quantization errors for the points on a boundary of a hexagonal, a semicircular, or an elliptical curve with respect to a probability distribution.

In this paper, Sect. 3 deals with the quantization for a uniform distribution defined on the boundary of a regular hexagon. For this uniform distribution, in Theorem 3.1, we give an exact formula to determine the optimal sets of $n$-means and the $n$th quantization errors for all $n$ if $n$ is of the form $n = 6k$ for some positive integer $k$. We further calculate the quantization dimension and the quantization coefficient and show that the quantization dimension is equal to the dimension of the object, and the quantization coefficient exists as a finite positive number. In Proposition 3.6, we show that for sufficiently large $n$, the points in an optimal set of $n$-means lie on the boundary of the hexagon. Section 4 deals with the quantization for a mixture of two uniform distributions defined on the boundary of a semicircular disc. In this section, first we have explicitly determined the optimal sets of $n$-means and the $n$th quantization errors for all $1 \leq n \leq 9$. Then, we have proved Theorem 4.1, and defined a sequence and algorithm. With the help of the sequence and the algorithm, Theorem 4.1 gives all the optimal sets of $n$-means and the $n$th quantization errors for all $n \geq 4$. Section 5 deals with the quantization for a uniform distribution defined on the boundary of an ellipse. In Propositions 5.1, 5.2, and 5.3, we determine the optimal sets of $n$-means and the $n$th quantization errors for $n = 2, 6, 7$. Following the technique given in Propositions 5.2 and 5.3, we can obtain the optimal sets of $n$-means and the $n$th quantization errors for the uniform distribution for any positive integer $n$. 
Finally, the techniques given in this paper will be useful to determine the optimal sets of \( n \)-means and the \( n \)th quantization errors with respect to a probability distribution defined on a more general curve. Such a problem would ideally be defined with respect to any probability distribution; however, even for a uniform distribution, it has not yet been investigated.

2 Preliminaries

Let \( \mathbb{R}^d \) denote the \( d \)-dimensional Euclidean space, \( \| \cdot \| \) denote the Euclidean norm on \( \mathbb{R}^d \) for any \( d \geq 1 \), and \( n \in \mathbb{N} \). Then, the \( n \)th quantization error for a Borel probability measure \( P \) on \( \mathbb{R}^d \) is defined by

\[
V_n := V_n(P) = \inf \left\{ \int \min_{a \in \alpha} \| x - a \|^2 dP(x) : \alpha \subset \mathbb{R}^d, \ \text{card}(\alpha) \leq n \right\}.
\]

A set \( \alpha \) for which the infimum is achieved and contains no more than \( n \) points is called an optimal set of \( n \)-means for \( P \), and the points in an optimal set are called optimal quantizers. Of course, this makes sense only if the mean squared error or the expected squared Euclidean distance \( \int \| x \|^2 dP(x) \) is finite \([4, 9–11]\). It is known that for a continuous probability measure an optimal set of \( n \)-means always has exactly \( n \)-elements \([4]\). The number,

\[
D(P) := \lim_{n \to \infty} \frac{2 \log n}{- \log V_n(P)},
\]

if it exists, is called the quantization dimension of the probability measure \( P \); on the other hand, for any \( s \in ]0, +\infty[ \), the number \( \lim_{n \to \infty} n^{\frac{s}{2}} V_n(P) \), if it exists, is called the \( s \)-dimensional quantization coefficient for \( P \). For more details about the quantization dimension and the quantization coefficient, and their connections, readers are encouraged to refer to \([4,12]\). To know about the asymptotic quantization for probability measures on Riemannian manifolds, one can see \([13]\).

3 Quantization for a Uniform Distribution on the Boundary of a Regular Hexagon

We would like to start this section with the following proposition \([1,4]\):

**Proposition 3.1** Let \( \alpha \) be an optimal set of \( n \)-means for \( P \), and \( a \in \alpha \). Then,

(i) \( P(M(a|\alpha)) > 0 \), (ii) \( P(\partial M(a|\alpha)) = 0 \), (iii) \( a = E(X : X \in M(a|\alpha)) \), where \( M(a|\alpha) \) is the Voronoi region of \( a \in \alpha \), i.e., \( M(a|\alpha) \) is the set of all elements \( x \) in \( \mathbb{R}^d \), which are closest to \( a \) among all the elements in \( \alpha \).

Due to the above proposition, we see that, if \( \alpha \) is an optimal set and \( a \in \alpha \), then \( a \) is the conditional expectation of the random variable \( X \) given that \( X \) takes values in the Voronoi region of \( a \). Let \( i \) and \( j \) be the unit vectors in the positive directions

\( \text{ Springer} \)
of the $x_1$- and $x_2$-axes, respectively. In the sequel, the position vectors of the points $A_0, A_1, \ldots, P, Q, R, D, E, F$, etc. will be denoted by $\vec{a}_0, \vec{a}_1, \ldots, \vec{p}, \vec{q}, \vec{r}, \vec{d}, \vec{e}, \vec{f}$, etc, where by the position vector $\vec{a}$ of a point $A$, it is meant that $\overrightarrow{OA} = \vec{a}$. In addition, we will identify the position vector of a point $(a_1, a_2)$ by $(a_1, a_2) := a_1i + a_2j$, and apologize for any abuse in notation. For any two vectors $\vec{u}$ and $\vec{v}$, let $\vec{u} \cdot \vec{v}$ denote the dot product between the two vectors $\vec{u}$ and $\vec{v}$. Then, for any vector $\vec{v}$, by $(\vec{v})^2$, we mean $(\vec{v})^2 := \vec{v} \cdot \vec{v}$. Thus, $|\vec{v}| := \sqrt{\vec{v} \cdot \vec{v}}$, which is called the length of the vector $\vec{v}$. For any two position vectors $\vec{a} := (a_1, a_2)$ and $\vec{b} := (b_1, b_2)$, we write

$$\rho(\vec{a}, \vec{b}) := \| (a_1, b_1) - (a_2, b_2) \|^2 = (a_1 - a_2)^2 + (b_1 - b_2)^2,$$

which gives the squared Euclidean distance between the two points $(a_1, a_2)$ and $(b_1, b_2)$. Let $P$ and $Q$ belong to an optimal set of $n$-means for some positive integer $n$, and let $D$ be a point on the boundary of the Voronoi regions of the points $P$ and $Q$. Since the boundary of the Voronoi regions of any two points is the perpendicular bisector of the line segment joining the points, we have $|\overrightarrow{DP}| = |\overrightarrow{DQ}|$, i.e., $(\overrightarrow{DP})^2 = (\overrightarrow{DQ})^2$ implying $(\vec{p} - \vec{d})^2 = (\vec{q} - \vec{d})^2$, i.e., $\rho(\vec{d}, \vec{p}) = \rho(\vec{d}, \vec{q}) = 0$. We call such an equation a *canonical equation*. By $E(X)$ and $V := V(X)$, we represent the expectation and the variance of a random variable $X$ with respect to the probability distribution under consideration.

Let $P$ be the uniform distribution defined on the boundary $L$ of the regular hexagon with vertices $O(0,0)$, $A_1(1,0)$, $A_2(\frac{1}{2}, \frac{\sqrt{3}}{2})$, $A_3(1, \sqrt{3})$, $A_4(0, \sqrt{3})$, $A_5(-\frac{1}{2}, \frac{\sqrt{3}}{2})$, as shown in Fig. 1. Let $s$ represent the distance of any point on $L$ from the origin tracing along the boundary of the hexagon in the counterclockwise direction. Then, the points $O, A_1, A_2, A_3, A_4, A_5$ can be represented by $s = 0, s = 1, s = 2, s = 3, s = 4$, and $s = 5$, respectively. For any two points $A$ and $B$ on the boundary $L$ (not necessarily the vertices) by $\overrightarrow{AB}$, it is meant the portion of the boundary $L$ with an initial point $A$.

![Fig. 1 Regular hexagon with center ($\frac{1}{2}, \frac{\sqrt{3}}{2}$) and side length one](image-url)
and a terminal point $B$. For example, suppose $D$ is a point on the side $OA_1$ and $E$ is a point on the side $A_2A_3$. Then by $DE$ it is meant

$$\hat{DE} = DA_1 \cup A_1A_2 \cup A_2E.$$  

Notice that $\hat{ED} = E A_3 \cup A_3A_4 \cup A_4A_5 \cup A_5O \cup OD$, and so, $\hat{DE}$ and $\hat{ED}$ are not same. The probability density function (pdf) $f$ of the uniform distribution $P$ is given by $f(s) := f(x_1, x_2) = \frac{1}{6}$ for all $(x_1, x_2) \in L$, and zero otherwise. Notice that $L = \bigcup_{j=1}^{6} L_j$, where $L_j$, for $0 \leq t \leq 1$, are represented by the parametric equations as follows:

$$L_j = \begin{cases} 
(t\hat{a}_1 + (1-t)\hat{a}), & \text{if } j = 1, \\
(t\hat{a}_j + (1-t)\hat{a}_{j-1}), & \text{if } j = 2, 3, 4, 5, 6.
\end{cases}$$

Thus, for $0 \leq t \leq 1$, we have

$$L_1 = \{(t, 0)\}, \quad L_2 = \left\{\left(\frac{t}{2} + 1, \frac{\sqrt{3}t}{2}\right) \right\},$$

$$L_3 = \left\{\left(\frac{3(1-t)}{2} + t, \frac{1}{2} \sqrt{3}(1-t) + \sqrt{3}t\right) \right\},$$

$$L_4 = \left\{\left(1-t, \sqrt{3}(1-t) + \sqrt{3}t\right) \right\}, \quad L_5 = \left\{\left(-\frac{t}{2}, \sqrt{3}(1-t) + \frac{\sqrt{3}t}{2}\right) \right\}, \quad \text{and}$$

$$L_6 = \left\{\left(\frac{t-1}{2}, \frac{1}{2} \sqrt{3}(1-t)\right) \right\}.$$  

Again, $dP(s) = P(ds) = f(x_1, x_2)ds = \frac{1}{6}ds$. On each $L_j$ for $1 \leq j \leq 6$, we have $(ds)^2 = (dx_1)^2 + (dx_2)^2 = (dt)^2$ yielding $ds = dt$.

We can then prove the following lemma.

**Lemma 3.1** Let $X$ be a continuous random variable with uniform distribution taking values on $L$. Then, $E(X) = (\frac{1}{2}, \frac{\sqrt{3}}{2})$ and $V := V(X) = \frac{5}{6}$.

**Proof** Recall that by $(a, b)$ it is meant $ai + bj$, where $i$ and $j$ are two unit vectors in the positive directions of $x_1$- and $x_2$-axes, respectively. Thus, we have

$$E(X) = \int_{L} (x_1i + x_2j)dP = \frac{1}{6} \left( \int_{0}^{1} \left( (t, 0) + \left(\frac{t}{2} + 1, \frac{\sqrt{3}t}{2}\right) \right) + \left(\frac{3(1-t)}{2} + t, \frac{1}{2} \sqrt{3}(1-t) + \sqrt{3}t\right) \right. + \left(1-t, \sqrt{3}(1-t) + \sqrt{3}t\right) + \left(\frac{t}{2}, \sqrt{3}(1-t) + \frac{\sqrt{3}t}{2}\right) $$

$$+ \left(\frac{t-1}{2}, \frac{1}{2} \sqrt{3}(1-t)\right) dt.$$
implying \( E(X) = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right) \). The variance \( V := V(X) \) is given by

\[
V(X) = E\|X - E(X)\|^2 = \int \rho((x_1, x_2), E(X))dP = \frac{1}{6} \int \rho((x_1, x_2), E(X))ds
\]

\[
= \frac{1}{6} \sum_{j=1}^{6} \int_{L_j} \rho((x_1, x_2), E(X))ds = \int_{L_1} \rho((t, 0), \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right))dt
\]

\[
= \int_{0}^{1} \rho((t, 0), \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right))dt = \frac{5}{6}.
\]

Hence, the proof of the lemma is complete. \( \square \)

**Remark 3.1** For any \((a, b) \in \mathbb{R}^2\), we have

\[
E\|X - (a, b)\|^2 = V(X) + \left\| (a, b) - \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right) \right\|^2,
\]

which is minimum if \((a, b) = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right)\), and the minimum value is \( V(X) \). Thus, we see that the optimal set of one-mean is the set \( \{(\frac{1}{2}, \frac{\sqrt{3}}{2})\} \), and the corresponding quantization error is the variance \( V := V(X) \) of the random variable \( X \).

The following proposition gives the optimal set of two-means.

**Proposition 3.2** The set \( \{(\frac{13}{12}, \frac{\sqrt{3}}{2}), (-\frac{1}{12}, \frac{\sqrt{3}}{2})\} \) forms an optimal set of two-means, and the quantization error for two-means is given by \( V_2 = \frac{71}{144} = 0.49306 \).

**Proof** Let \( P \) and \( Q \) form an optimal set of two-means. Let \( \ell \) be the boundary of their Voronoi regions. Let \( P \) lie in the region which contains the vertex \( A_1 \), and \( Q \) lie in the other region. The following cases can arise:

Case 1. \( \ell \) intersects the sides \( OA_1 \) and \( A_1A_2 \).

Let \( \ell \) intersect \( OA_1 \) and \( A_1A_2 \) at the points \( D \) and \( E \), respectively. Let the parametric values for \( D \) and \( E \) be, respectively, \( \alpha \) and \( \beta \), i.e., \( \tilde{d} = (\alpha, 0) \), and \( \tilde{e} = (\frac{\ell}{2} + 1, \frac{\sqrt{3}}{2} \beta) \), where \( 0 \leq \alpha < 1 \) and \( 0 < \beta \leq 1 \). Then, we have

\[
\tilde{p} = E(X : X \in \overline{DE}) = \frac{\int_{DE} (x_1, x_2)dP}{\int_{DE} dP} = \frac{\int_{\alpha}^{1} (t, 0) dt + \int_{0}^{\beta} (\frac{\ell}{2} + 1, \frac{\sqrt{3}}{2} \beta) dt}{\int_{\alpha}^{1} 1 dt + \int_{0}^{\beta} 1 dt}
\]

\[
= \left( \frac{-2\alpha^2 + \beta^2 + 4\beta + 2}{-4\alpha + 4\beta + 4}, \frac{\sqrt{3}\beta^2}{-4\alpha + 4\beta + 4} \right).
\]

Similarly,

\[
\tilde{q} = E(X : X \in \overline{ED}) = \left( \frac{2\alpha^2 - \beta(\beta + 4) + 10}{4(\alpha - \beta + 5)}, -\frac{\sqrt{3}(\beta^2 - 12)}{4(\alpha - \beta + 5)} \right).
\]
Recall that the boundary $\ell$ of the two Voronoi regions is the perpendicular bisector of the line segment joining $P$ and $Q$, and hence, we have the two canonical equations as $\rho(d, \tilde{p}) - \rho(d, \tilde{q}) = 0$ and $\rho(\tilde{e}, \tilde{p}) - \rho(\tilde{e}, \tilde{q}) = 0$. There is no solution for these two equations yielding the fact that this case cannot happen.

Case 2. $\ell$ intersects the sides $OA_1$ and $A_2A_3$.

Let $\ell$ intersect $OA_1$ and $A_2A_3$ at the points $D$ and $E$, respectively. Let the parametric values for $D$ and $E$ be, respectively, $\alpha$ and $\beta$, i.e., $\hat{d} = (\alpha, 0)$, and $\hat{e} = (\frac{3(1-\beta)}{2} + \beta, \frac{\sqrt{3}}{2}(1 - \beta) + \sqrt{3}\beta)$, where $0 \leq \alpha \leq 1$ and $0 \leq \beta \leq 1$. Then, proceeding in a similar way as Case 1, we have

$$\tilde{p} = E(X : X \in DE) = \frac{f_{DE}(x_1, x_2)dP}{\int_{DE} dP} = \left(\frac{-2\alpha^2 - \beta^2 + 6\beta + 7}{-4\alpha + 4\beta + 8}, \frac{-\sqrt{3}(\beta + 1)^2}{4(\alpha - \beta - 2)}\right)$$

and

$$\tilde{q} = E(X : X \in ED) = \left(\frac{2\alpha^2 + \beta^2 - 6\beta + 5}{4\alpha - 4\beta + 16}, \frac{-\sqrt{3}\left(3\beta^2 + 2\beta - 11\right)}{4(\alpha - \beta + 4)}\right).$$

Solving the two canonical equations $\rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0$ and $\rho(\tilde{e}, \tilde{p}) - \rho(\tilde{e}, \tilde{q}) = 0$, we have $\alpha = 0$, and $\beta = 1$ yielding $\tilde{p} = (1, \frac{1}{\sqrt{3}})$, and $\tilde{q} = (0, \frac{2}{\sqrt{3}})$. Due to symmetry, we can obtain the distortion error due to the points $\tilde{p}$ and $\tilde{q}$ as

$$\int \min_{L, a \in [\tilde{p}, \tilde{q}]} \| x - a \|^2 dP$$

$$= \frac{2}{6} \left(\int_0^1 \rho\left((t, 0), \left(1, \frac{1}{\sqrt{3}}\right)\right) dt + \int_0^1 \rho\left(\left(\frac{3(1-t)}{2} + t, \frac{\sqrt{3}}{2}(1 - t) + \sqrt{3}t\right), \left(1, \frac{1}{\sqrt{3}}\right)\right) dt\right)$$

$$+ \int_0^1 \rho\left(\left(\frac{3(1-t)}{2} + t, \frac{\sqrt{3}}{2}(1 - t) + \sqrt{3}t\right), \left(1, \frac{1}{\sqrt{3}}\right)\right) dt = \frac{1}{2}.$$

Case 3. $\ell$ intersects the sides $OA_1$ and $A_3A_4$.

Let $\ell$ intersect $OA_1$ and $A_3A_4$ at the points $D$ and $E$, respectively. Let the parametric values for $D$ and $E$ be, respectively, $\alpha$ and $\beta$, i.e., $\hat{d} = (\alpha, 0)$, and $\hat{e} = (\beta, \sqrt{3})$, where $0 \leq \alpha \leq 1$ and $0 \leq \beta \leq 1$. Then, proceeding in a similar way as Case 1, we have

$$\tilde{p} = E(X : X \in DE) = \frac{f_{DE}(x_1, x_2)dP}{\int_{DE} dP} = \left(\frac{\alpha^2 + \beta^2 - 2\beta - 6}{2(\alpha - \beta - 3)}, \frac{-\sqrt{3}(\beta + 1)}{\alpha - \beta - 3}\right)$$

and

$$\tilde{q} = E(X : X \in ED) = \left(\frac{\alpha^2 + \beta^2 - 2\beta}{2\alpha - 2\beta + 6}, \frac{-\sqrt{3}(\beta - 2)}{\alpha - \beta + 3}\right).$$
Solving the two canonical equations \( \rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0 \) and \( \rho(\tilde{e}, \tilde{p}) - \rho(\tilde{e}, \tilde{q}) = 0 \), we have the following three sets of solutions:

\[
\{ \alpha \to 0, \beta \to 0 \}, \left\{ \alpha \to \frac{1}{2}, \beta \to \frac{1}{2} \right\}, \text{and } \{ \alpha \to 1, \beta \to 1 \}.
\]

If \( \{ \alpha \to 0, \beta \to 0 \} \), then \( \tilde{p} = (1, \frac{1}{\sqrt{3}}) \) and \( \tilde{q} = (0, \frac{2}{\sqrt{3}}) \) which falls in Case 2. If \( \{ \alpha \to \frac{1}{2}, \beta \to \frac{1}{2} \} \), then \( \tilde{p} = (\frac{13}{12}, \frac{\sqrt{3}}{2}) \) and \( \tilde{q} = (-\frac{1}{12}, \frac{\sqrt{3}}{2}) \), and the corresponding distortion is obtained as

\[
\int L_{a \in \{\tilde{p}, \tilde{q}\}} \|x - a\|^2 \, dP = \frac{2}{6} \left( \int \rho(\tilde{e}, 0, \left(\frac{13}{12}, \frac{\sqrt{3}}{2}\right)) \, dt + \int \rho(\left(\frac{t}{2} + 1, \frac{\sqrt{3}t}{2}\right), \left(\frac{13}{12}, \frac{\sqrt{3}}{2}\right)) \, dt \right.
\]

\[
+ \int \rho\left(\frac{3(1-t)}{2} + t, \frac{1}{2} \sqrt{3}(1-t) + \frac{\sqrt{3}t}{2}\right), \left(\frac{13}{12}, \frac{\sqrt{3}}{2}\right) \, dt \left\| - \int \rho\left(1-t, \sqrt{3}(1-t) + \sqrt{3}t\right), \left(\frac{13}{12}, \frac{\sqrt{3}}{2}\right) \, dt \right). \]

This is smaller than \( \frac{1}{2} \), the distortion error obtained in Case 2. If \( \{ \alpha \to 1, \beta \to 1 \} \), then \( \tilde{p} = (1, \frac{2}{\sqrt{3}}) \) and \( \tilde{q} = (0, \frac{1}{\sqrt{3}}) \) which falls in Case 2 after giving a rotation of the hexagon with respect to its center by an angle of \( \frac{\pi}{3} \). Thus, the distortion error in this case is \( \frac{1}{2} \), which is same as in Case 2.

Case 4. \( \ell \) intersects the sides \( OA_1 \) and \( A_4A_5 \).

This case is the reflection of Case 2 with respect to the diagonal \( A_1A_4 \), and so the same distortion error \( \frac{1}{2} \) occurs in this case.

Case 5. \( \ell \) intersects the sides \( OA_1 \) and \( OA_5 \).

This case is the reflection of Case 1 with respect to the line \( x_1 = \frac{1}{2} \), so this case cannot happen.

Taking into account all the distortion errors, we see that the distortion error is minimum when \( \tilde{p} = (\frac{13}{12}, \frac{\sqrt{3}}{2}) \) and \( \tilde{q} = (-\frac{1}{12}, \frac{\sqrt{3}}{2}). \) Hence, the optimal set of two-means is \( \{(\frac{13}{12}, \frac{\sqrt{3}}{2}), (-\frac{1}{12}, \frac{\sqrt{3}}{2})\} \), and the quantization error for two-means is \( V_2 = \frac{71}{144} = 0.49306 \). Thus, the proof of the proposition is deduced (Fig. 2). \( \square \)

**Proposition 3.3** The set \( \{(\frac{37}{32}, \frac{9\sqrt{3}}{32}), (\frac{1}{2}, \frac{15\sqrt{3}}{16}), (-\frac{5}{32}, \frac{9\sqrt{3}}{32})\} \) forms an optimal set of three-means with quantization error \( V_3 = \frac{199}{768} = 0.25912 \).

**Proof** The proof of the proposition can be deduced by considering different cases, as was done in Proposition 3.2. To avoid too much technicality, we will prove it in a different way. Recall that the probability distribution is uniform on the boundary of the regular hexagon, so we can assume that the Voronoi regions of the elements in an optimal set of three-means will partition the boundary of the hexagon into three
equal parts. Let the points \( P, Q, \) and \( R \) form an optimal set of three-means. Let the boundaries of the Voronoi regions cut the sides \( O A_1, A_2 A_3, \) and \( A_4 A_5 \) at the points \( D, E, \) and \( F \) with parameters, respectively, given by \( \alpha, \beta, \) and \( \gamma. \) Let \( P, Q, \) and \( R \) lie in the Voronoi regions that contain the vertices \( A_1, A_3, \) and \( A_5, \) respectively. Then, \( \tilde{p} = E(X : X \in \overline{DE}), \) \( \tilde{q} = E(X : X \in \overline{EF}), \) and \( \tilde{r} = E(X : X \in \overline{FD}). \) Then, proceeding as Case 1 of Proposition 3.2, we have

\[
\tilde{p} = \left( \frac{-2\alpha^2 - \beta^2 + 6\beta + 7}{-4\alpha + 4\beta + 8}, -\frac{\sqrt{3}(\beta + 1)^2}{4(\alpha - \beta - 2)} \right),
\]
\[
\tilde{q} = \left( \frac{\beta^2 - 6\beta - \gamma^2 + 7}{-4\beta + 4\gamma + 8}, \frac{\sqrt{3}(\beta^2 + 2\beta + \gamma^2 - 4\gamma - 7)}{4(\beta - \gamma - 2)} \right),
\]
\[
\tilde{r} = \left( \frac{2\alpha^2 + \gamma^2 - 2}{4(\alpha - \gamma + 2)}, \frac{\sqrt{3}(\gamma - 2)^2}{4(\alpha - \gamma + 2)} \right).
\]

Solving the canonical equations \( \rho(\tilde{d}, \tilde{r}) - \rho(\tilde{d}, \tilde{p}) = 0, \rho(\tilde{e}, \tilde{p}) - \rho(\tilde{e}, \tilde{q}) = 0, \) and \( \rho(\tilde{f}, \tilde{q}) - \rho(\tilde{f}, \tilde{r}) = 0, \) we have three sets of solutions:

\[ \{\alpha \to 0, \beta \to 0, \gamma \to 0\}, \{\alpha \to \frac{1}{2}, \beta \to \frac{1}{2}, \gamma \to \frac{1}{2}\}, \text{ and } \{\alpha \to 1, \beta \to 1, \gamma \to 1\}. \]

If \( \{\alpha \to 0, \beta \to 0, \gamma \to 0\}, \) then \( \tilde{p} = (\frac{7}{8}, \frac{\sqrt{3}}{8}), \) \( \tilde{q} = (\frac{7}{8}, \frac{7\sqrt{3}}{8}), \) and \( \tilde{r} = (-\frac{1}{4}, \frac{\sqrt{3}}{2}) \) yielding the distortion error

\[
\int_{L} \min_{a \in \{\tilde{p}, \tilde{q}, \tilde{r}\}} \|x - a\|^2 dP = \frac{3}{6} \left( \int_{0}^{1} \rho((\frac{t}{2}, 0), \tilde{p}) dt + \int_{0}^{1} \rho((\frac{t}{2} + 1, \frac{\sqrt{3}t}{2}), \tilde{p}) dt \right) = \frac{13}{48}.
\]
Similarly, if \( \{\alpha \to \frac{1}{2}, \beta \to \frac{1}{2}, \gamma \to \frac{1}{2}\} \), then \( \tilde{p} = (\frac{37}{32}, \frac{9}{32}, \frac{9}{32}), \tilde{q} = (\frac{1}{2}, \frac{15}{16}, \frac{1}{2}) \), and \( \tilde{r} = (-\frac{5}{32}, \frac{9}{32}, \frac{9}{32}) \) yielding the distortion error \( 199_{768} \); and if \( \{\alpha \to 1, \beta \to 1, \gamma \to 1\} \), then \( \tilde{p} = (\frac{4}{3}, \frac{\sqrt{3}}{2}), \tilde{q} = (\frac{7}{8}, \frac{\sqrt{3}}{4}), \) and \( \tilde{r} = (\frac{1}{8}, \frac{\sqrt{3}}{8}) \) with distortion error \( 13_{48} \). Since among the distortion errors, \( 199_{768} = 0.25912 < 0.27083 = 13_{48} \), we can say that the set \( \{\frac{37}{32}, \frac{9}{32}, \frac{9}{32}\}, \{\frac{1}{2}, \frac{15}{16}, \frac{1}{2}\}, \{-\frac{5}{32}, \frac{9}{32}, \frac{9}{32}\} \) forms an optimal set of three-means with quantization error \( V_3 = 199_{768} = 0.25912 \) (Fig. 2).

Proceeding in a similar way as Proposition 3.3, the following two propositions can be proved.

**Proposition 3.4** The set \( \{(\frac{17}{24}, \frac{1}{8\sqrt{3}}), (\frac{31}{24}, \frac{5\sqrt{3}}{8}), (\frac{7}{24}, \frac{23}{8\sqrt{3}}), (-\frac{7}{24}, \frac{3\sqrt{3}}{8}\} \) forms an optimal set of four-means with quantization error \( V_4 = \frac{23}{144} = 0.15972 \) (Fig. 2).

**Proposition 3.5** The set \( \{(0.07095, 0.12289), (1.03737, 0.20269), (1.28810, 1.18696), (0.38389, 1.70901), (-0.34315, 0.99973) \} \) forms the optimal set of five-means with quantization error \( V_5 = 0.10509 \) (Fig. 2).

The following theorem determines the optimal sets of \( n \)-means and the \( n \)th quantization errors for all positive integers \( n \) of the form \( n = 6k \), where \( k \in \mathbb{N} \). It also helps us to determine the quantization dimension and the quantization coefficient for the uniform distribution defined on the boundary of the regular hexagon.

**Theorem 3.1** Let \( n \) \( \in \mathbb{N} \) be such that \( n = 6k \) for some positive integer \( k \). Then, the optimal set of \( n \)-means for \( P \) is given by

\[
\alpha_n = \left\{ \left( \frac{r}{8}, \frac{\sqrt{3}r}{8} \right), \left( 1 - \frac{r}{8}, \frac{\sqrt{3}r}{8} \right), \left( \frac{6 - r}{4}, \frac{\sqrt{3}}{2} \right), \left( 1 - \frac{r}{8}, -\frac{1}{8} \sqrt{3}(r - 8) \right), \right. \\
\left. \left( \frac{r}{8}, -\frac{1}{8} \sqrt{3}(r - 8) \right), \left( \frac{r - 2}{4}, \frac{\sqrt{3}}{2} \right) \right\} \cup \gamma \cup \bigcup_{i=1}^{5} T_i(\gamma),
\]

where \( \gamma := \left\{ \left[ r + \frac{2j-1}{2(k-1)}(1 - 2r) : j = 1, 2, \ldots, (k - 1) \right] \cup \emptyset \right\} \) if \( k \geq 2 \) or \( k = 1 \), \( r = \frac{2(\sqrt{13(k-1)}-4)}{13(k-1)^2-16} \), and \( T_i \) for \( 1 \leq i \leq 5 \), are five affine transformations on \( \mathbb{R}^2 \), such that \( T_i(OA_1) = A_i, A_{i+1} \) for \( 1 \leq i \leq 4 \), and \( T_5(OA_1) = A_5O \). The quantization error for \( n \)-means is given by

\[
V_n = \frac{13 \left( 13(k-1)^2 - 8\sqrt{13}(k-1) + 16 \right)}{12 \left( 16 - 13(k-1)^2 \right)^2}.
\]

**Proof** Let us first prove the theorem for \( n = 6 \), i.e., when \( k = 1 \). Recall that the probability distribution is uniform on the boundary of the regular hexagon, so we can assume that the Voronoi regions of the elements in an optimal set of six-means will partition the boundary of the hexagon into six equal parts. Let the boundaries of
the Voronoi regions cut the sides \( O A_1, A_1 A_2, A_2 A_3, A_3 A_4, A_4 A_5, \) and \( A_5 O \) of the hexagon given in Fig. 1 at the points \( D_1, D_2, \ldots, D_6 \), respectively. Then, we must have \( |O D_1| = |A_1 D_2| = |A_2 D_3| = \cdots = |A_5 D_6| \) which equals \( r \), say, where \( 0 \leq r \leq 1 \). Let \( \tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_6 \) form an optimal set of six-means, where \( \tilde{p}_1 = E(X : X \in D_1 D_2), \tilde{p}_2 = E(X : X \in D_2 D_3), \ldots, \tilde{p}_5 = E(X : X \in D_5 D_6), \) and \( \tilde{p}_6 = E(X : X \in D_6 D_1) \). Then, we have

\[
\tilde{p}_1 = \frac{\int_{r}^{1} (t, 0) \, dt + \int_{0}^{r} (\frac{1}{2} + t, \frac{\sqrt{3}t}{2}) \, dt}{\int_{r}^{1} 1 \, dt + \int_{0}^{r} 1 \, dt} = \left( -\frac{r^2}{4} + r + \frac{1}{2}, \frac{\sqrt{3}r^2}{4} \right).
\]

Similarly, \( \tilde{p}_2 = \left( \frac{1}{4}(-2r^2 + 2r + 5), \frac{1}{4}\sqrt{3}(2r + 1) \right) \), and so on. Solving the canonical equations \( \rho(d_{\hat{2}}, \tilde{p}_1) - \rho(d_{\hat{2}}, \tilde{p}_2) = 0 \), we have \( r = 0, 1, 1. \) If \( r = 0 \), then we see that \( D_1, D_2, \ldots, D_6 \) coincide with \( O, A_1, A_2, \ldots, A_5 \), respectively. On the other hand, if \( r = 1 \), then \( D_1, D_2, \ldots, D_6 \) coincide with \( A_1, A_2, \ldots, A_5, O \), respectively. Thus, if \( r = 0 \) or if \( r = 1 \), then the optimal set of six-means consists of the midpoints of the sides of the hexagon, and hence, the distortion error for six-means in these two cases is given by

\[
6 \int_{0}^{1} \rho\left((t, 0), \left(\frac{1}{2}, 0\right)\right) \, dP = \int_{0}^{1} \rho\left((t, 0), \left(\frac{1}{2}, 0\right)\right) \, dt = \frac{1}{12}.
\]

If \( r = \frac{1}{2} \), then \( D_1, D_2, \ldots, D_6 \) coincide with the midpoints of the sides of \( O A_1, A_1 A_2, \ldots, A_5 O \), respectively, yielding \( \tilde{p}_1 = \left(\frac{15}{16}, \frac{\sqrt{3}}{16}\right), \tilde{p}_2 = \left(\frac{11}{8}, \frac{\sqrt{3}}{2}\right), \tilde{p}_3 = \left(\frac{15}{16}, \frac{15\sqrt{3}}{16}\right), \tilde{p}_4 = \left(\frac{1}{16}, \frac{15\sqrt{3}}{16}\right), \tilde{p}_5 = \left(-\frac{3}{8}, \frac{\sqrt{3}}{2}\right), \) and \( \tilde{p}_6 = \left(\frac{1}{16}, \frac{\sqrt{3}}{16}\right) \) (Fig. 2), and the corresponding distortion error is given by

\[
6 \left(\int_{\frac{1}{2}}^{1} \rho\left((t, 0), \tilde{p}_1\right) \, dP + \int_{0}^{\frac{1}{2}} \rho\left((\frac{1}{2} + \frac{\sqrt{3}t}{2}), \tilde{p}_1\right) \, dP\right) = \frac{13}{192}.
\]

Since \( \frac{13}{192} < \frac{1}{12} \), the set \( \{\tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_6\} \) obtained for \( r = \frac{1}{2} \), gives the optimal set of six-means with quantization error \( V_6 = \frac{13}{192} \). Notice that for \( k = 1 \), we have \( r = \frac{1}{2} \), and \( \gamma = 0 \). Thus, the statement of the proposition is true for \( n = 6 \), i.e., when \( k = 1 \). Let \( n = 6k \) for \( k \geq 2 \). Then, as the hexagon is a regular polygon, and the probability distribution \( P \) is uniform, it is not difficult to show that the optimal set \( \alpha_n \) contains six elements from each of the interior angles, \( k - 1 \) elements from each side of the hexagon. Let \( a, b, c, d, e, f \) be the six points that \( \alpha_n \) contains from the interior of the angles \( \angle O, \angle A_1, \angle A_2, \angle A_3, \angle A_4, \angle A_5 \), respectively. As the optimal set \( \alpha_n \) contains \( k - 1 \) elements from each side of the hexagon, and \( P \) is a uniform probability distribution, the Voronoi regions of \( a, b, c, d, e, f \) will form isosceles triangles \( P \)-almost surely. Let the length of each of the two equal sides of the isosceles triangle formed by the
Voronoi regions equal $r$. Then,

$$a = \frac{\int_{1-r}^{1} \left( \frac{t-1}{2}, \frac{1}{2}\sqrt{3}(1-t) \right) \, dt + \int_{0}^{r} (t, 0) \, dt}{\int_{1-r}^{1} 1 \, dt + \int_{0}^{r} 1 \, dt} = \left( \frac{r}{8}, \frac{\sqrt{3}r}{8} \right).$$

Similarly,

$$b = \left( 1 - \frac{r}{8}, \frac{\sqrt{3}r}{8} \right), \quad c = \left( \frac{6-r}{4}, \frac{\sqrt{3}}{2} \right), \quad d = \left( 1 - \frac{r}{8}, -\frac{1}{8}\sqrt{3}(r-8) \right),$$

$$e = \left( \frac{r}{8}, -\frac{1}{8}\sqrt{3}(r-8) \right), \quad f = \left( \frac{r-2}{4}, \frac{\sqrt{3}}{2} \right).$$

Let $\gamma$ be the set of all the $k-1$ points that $\alpha_n$ contains from the side $OA$. Then, the Voronoi regions of the points in $\gamma$ cover the closed interval $[r, 1-r]$ yielding

$$\gamma = \left\{ \left( r + \frac{2j-1}{2(k-1)}(1-2r), 0 \right) : j = 1, 2, \ldots, (k-1) \right\}.$$ 

Let $T_i$ for $1 \leq i \leq 5$ be the affine transformations on $\mathbb{R}^2$ as given in the hypothesis. Then, the set of points that $\alpha_n$ contains from the sides $A_i A_j$ is $T_i(\gamma)$, and the set of points that $\alpha_n$ contains from the side $A_5 O$ is $T_5(\gamma)$, yielding

$$\alpha_n = \{ a, b, c, d, e, f \} \cup \gamma \cup \bigcup_{i=1}^{5} T_i(\gamma).$$

Using the symmetry, the quantization error for $n$-means is obtained as

$$V_n = 6(\text{quantization error due to the points } a \text{ and the } (k-1) \text{ points in } \gamma)$$

$$= \frac{6}{6} \left( \int_{1-r}^{1} \rho \left( \left( \frac{t-1}{2}, \frac{1}{2}\sqrt{3}(1-t) \right), a \right) \, dt + \int_{0}^{r} \rho((t, 0), a) \, dt \right)$$

$$+ (k-1) \left( \int_{r}^{r+\frac{1}{2(k-1)}} \rho \left( (t, 0), (r + \frac{1}{2(k-1)}(1-2r), 0) \right) \, dt \right)$$

$$= \frac{1}{24(k-1)^2} \left( 24r^2 - 12r + r^3 \left( 13(k-1)^2 - 16 \right) + 2 \right).$$

Notice that for a given $k$, the quantization error $V_n$ is a function of $r$. Solving $\frac{\partial V_n}{\partial r} = 0$, we have $r = \frac{2(\sqrt{13(k-1)}-4)}{13(k-1)^2-16}$. Putting $r = \frac{2(\sqrt{13(k-1)}-4)}{13(k-1)^2-16}$, we have

$$V_n = \frac{13 \left( 13(k-1)^2 - 8\sqrt{13}(k-1) + 16 \right)}{12 \left( 16 - 13(k-1)^2 \right)^2}.$$

Thus, the proof of the theorem is complete. \qed
Remark 3.2. By Proposition 3.2, we see that the boundary of the Voronoi regions of the optimal set of two-means bisects the two opposite sides of the hexagon. Due to rotational symmetry, there are three different optimal sets of two-means. Proposition 3.3 implies that the points in an optimal set of three-means form an equilateral triangle. Due to rotational symmetry, there are two different optimal sets of three-means. Proposition 3.4 yields that the points in an optimal set of four-means form a rectangle of side lengths $\frac{7}{6}$ and $\frac{2}{\sqrt{3}}$. Due to rotational symmetry, there are three different optimal sets of four-means. Proposition 3.5 implies that there are five different optimal sets of five-means. Theorem 3.1 implies that an optimal set of $n$-means, where $n = 6k$ for some $k \in \mathbb{N}$, is unique. We observe that the points in an optimal set of six-means form a regular hexagon of side length $\frac{7}{8}$. On the other hand, if $n$ is of the form $n = 6k + m$, where $1 \leq m \leq 5$, then we can show that an optimal set of $n$-means contains six elements from each of the interior angles, $k$ elements from each of $m$ sides, $k - 1$ elements from each of the remaining $6 - m$ sides, and the number of such sets is $6C_m$. The proof being too technical, we skip it.

Proposition 3.6. For sufficiently large $n$ the points in an optimal set of $n$-means lie on the boundary of the hexagon.

Proof. For large $n$ there exists a unique positive integer $\ell(n)$ such that

$$6\ell(n) \leq n < 6(\ell(n) + 1).$$

Let $a_n, b_n, c_n, d_n, e_n, f_n$ be the six points that an optimal set $\alpha_n$ contains from the interior, respectively, of the angles $\angle O, \angle A_1, \angle A_2, \angle A_3, \angle A_4, \angle A_5$. By Theorem 3.1, we have

$$a_{6\ell(n)} = \left(\frac{\sqrt{13}(\ell(n) - 1) - 4}{4(13(\ell(n) - 1)^2 - 16)^{1/3}}, \frac{\sqrt{3}(\sqrt{13}(\ell(n) - 1) - 4)}{4(13(\ell(n) - 1)^2 - 16)}\right),$$

implying $\lim_{\ell(n) \to \infty} a_{6\ell(n)} = (0, 0)$. Similarly, $\lim_{\ell(n) \to \infty} a_{6(\ell(n) + 1)} = (0, 0)$. Thus, (1) implies that $\lim_{n \to \infty} a_n = (0, 0) = O$.

Similarly, we can show that if $n \to \infty$, then $b_n \to A_1, c_n \to A_2, d_n \to A_3, e_n \to A_4,$ and $f_n \to A_5$. The rest of the points in $\alpha_n$ are already on the boundary of the hexagon. Thus, the proof of the proposition is complete.

Proposition 3.7. Quantization dimension $D(P)$ of the uniform distribution $P$ defined on the boundary of the regular hexagon equals the dimension of the boundary of the hexagon. Moreover, the quantization coefficient exists as a finite positive number which equals 3.

Proof. For $n \in \mathbb{N}, n \geq 6$, let $\ell(n)$ be the unique positive integer such that $6\ell(n) \leq n < 6(\ell(n) + 1)$. Then, $V_{6(\ell(n)+1)} < V_n \leq V_{6\ell(n)}$ implying

$$\frac{2 \log(6\ell(n))}{-\log V_{6(\ell(n)+1)}} < \frac{2 \log n}{-\log V_n} < \frac{2 \log(6(\ell(n)+1))}{-\log V_{6\ell(n)}}.$$ (2)
Notice that
\[
\lim_{n \to \infty} \frac{2 \log(6\ell(n))}{-\log V_{6(\ell(n)+1)}} = \lim_{\ell(n) \to \infty} \frac{2 \log(6\ell(n))}{-\log \left( \frac{13(13\ell(n)^2 - 8\sqrt{13}\ell(n) + 16)}{12(16 - 13\ell(n)^2)^2} \right)} = 1,
\]
and
\[
\lim_{n \to \infty} \frac{2 \log(6(\ell(n) + 1))}{-\log V_{6\ell(n)}} = \lim_{\ell(n) \to \infty} \frac{2 \log(6(\ell(n) + 1))}{-\log \left( \frac{13(13(\ell(n) - 1)^2 - 8\sqrt{13}(\ell(n) - 1) + 16)}{12(16 - 13(\ell(n) - 1)^2)^2} \right)} = 1,
\]
and hence, by (2), \( \lim_{n \to \infty} \frac{2 \log n}{-\log V_n} = 1 \) which is the dimension of the underlying space. Again,
\[
(6\ell(n))^2 V_{6(\ell(n)+1)} < n^2 V_n < (6(\ell(n) + 1))^2 V_{6\ell(n)}.
\]
We have
\[
\lim_{n \to \infty} (6\ell(n))^2 V_{6(\ell(n)+1)} = \lim_{\ell(n) \to \infty} (6\ell(n))^2 \frac{13(13\ell(n)^2 - 8\sqrt{13}\ell(n) + 16)}{12(16 - 13\ell(n)^2)^2} = 3,
\]
and
\[
\lim_{n \to \infty} (6(\ell(n) + 1))^2 V_{6\ell(n)} = \lim_{\ell(n) \to \infty} (6(\ell(n) + 1))^2 \frac{13(13(\ell(n) - 1)^2 - 8\sqrt{13}(\ell(n) - 1) + 16)}{12(16 - 13(\ell(n) - 1)^2)^2} = 3,
\]
and hence, by (3) we have \( \lim_{n \to \infty} n^2 V_n = 3 \), i.e., the quantization coefficient exists as a finite positive number which equals 3. Thus, the proof of the proposition is complete.

\[\square\]

**Remark 3.3** Proceeding in a similar way, as it is done for the uniform distribution on the boundary of the regular hexagon, we can determine the optimal sets of \( n \)-means and the \( n \)th quantization error for any positive integer \( n \) for the uniform distribution on the boundary of any regular \( m \)-sided polygon for \( m \geq 3 \).

### 4 Quantization for a Mixed Uniform Distribution on a Semicircular Curve

The basic definitions and notations that were defined in the first paragraph of Sect. 3 are also true in this section.

We need the following proposition which generalizes a theorem in [8].
Proposition 4.1 Let $\alpha_n$ be an optimal set of $n$-means for a uniform distribution on the unit circular arc $S$ given by

$$S := \{(\cos \theta, \sin \theta) : \alpha \leq \theta \leq \beta\},$$

where $0 \leq \alpha < \beta \leq 2\pi$. Then,

$$\alpha_n := \left\{ \frac{2n}{\beta - \alpha} \sin \left( \frac{\beta - \alpha}{2n} \right) \left( \cos \left( \alpha + (2j - 1) \frac{\beta - \alpha}{2n} \right) \right), \right.$$

$$\sin \left( \alpha + (2j - 1) \frac{\beta - \alpha}{2n} \right) : j = 1, 2, \ldots, n \right\}$$

forms an optimal set of $n$-means, and the corresponding quantization error is given by

$$V_n = 1 - \frac{4n^2}{(\alpha - \beta)^2} \sin^2 \frac{\alpha - \beta}{2n}.$$ 

Proof Notice that $S$ is an arc of the unit circle $x_1^2 + x_2^2 = 1$ which subtends a central angle of $\beta - \alpha$ radian, and the probability distribution is uniform on $S$. Hence, the density function is given by $f(x_1, x_2) = \frac{1}{\beta - \alpha}$ if $(x_1, x_2) \in S$, and zero otherwise. Thus, the proof follows in a similar way as a similar theorem in [8]. \qed

Let $L$ be the boundary of the semicircular disc $x_1^2 + x_2^2 = 1$, where $x_2 \geq 0$. Let the base of the semicircular disc be $AOB$, where $A$ and $B$ have the coordinates $(-1, 0)$ and $(1, 0)$, and $O$ is the origin $(0, 0)$. Let $s$ represent the distance of any point on $L$ from the origin tracing along the boundary $L$ in the counterclockwise direction. Notice that $L = L_1 \cup L_2$, where

$$L_1 = \{(x_1, x_2) : x_1 = t, x_2 = 0 \text{ for } -1 \leq t \leq 1\}, \text{ and }$$

$$L_2 = \{(x_1, x_2) : x_1 = \cos t, x_2 = \sin t \text{ for } 0 \leq t \leq \pi\}.$$

Let $P$ be the mixed uniform distribution defined on the boundary of the semicircular disc such that $P := \frac{1}{2} P_1 + \frac{1}{2} P_2$, where $P_1$ is the uniform distribution on the base $L_1$ of the semicircular disc and $P_2$ is the uniform distribution on the semicircular arc $L_2$. Thus, if $f_1$ and $f_2$ are the probability density functions for $P_1$ and $P_2$, we have

$$f_1(x_1, x_2) = \begin{cases} \frac{1}{2}, & \text{if } (x_1, x_2) \in L_1, \\ 0, & \text{otherwise,} \end{cases} \quad \text{and} \quad f_2(x_1, x_2) = \begin{cases} \frac{1}{2\pi}, & \text{if } (x_1, x_2) \in L_2, \\ 0, & \text{otherwise.} \end{cases}$$

Thus, if $f$ is the probability density function for the mixed distribution $P$, then we have $f = \frac{1}{2} f_1 + \frac{1}{2} f_2$, i.e., $f$ is defined by

$$f(x_1, x_2) = \begin{cases} \frac{1}{4}, & \text{if } (x_1, x_2) \in L_1, \\ \frac{1}{2\pi}, & \text{if } (x_1, x_2) \in L_2, \\ 0, & \text{otherwise.} \end{cases}$$
On both $L_1$ and $L_2$, we have $ds = \sqrt{\left(\frac{dx_1}{dt}\right)^2 + \left(\frac{dx_2}{dt}\right)^2} \, dt = dt$ yielding $dP(s) = P(ds) = f(x_1, x_2) \, ds = f(x_1, x_2) \, dt$.

**Lemma 4.1** Let $X$ be a continuous random variable with the mixed distribution $P$ taking values on $L$. Then,

$$E(X) = \left(0, \frac{1}{\pi}\right) \quad \text{and} \quad V := V(X) = \frac{2}{3} - \frac{1}{\pi^2}.$$  

**Proof** We have

$$E(X) = \int_L (x_1 + x_2) \, dP = \frac{1}{4} \int_{L_1} (t, 0) \, dt + \frac{1}{2\pi} \int_{L_2} (\cos t, \sin t) \, dt = \left(0, \frac{1}{\pi}\right).$$

To calculate the variance, we proceed as follows:

$$V(X) = \mathbb{E}[|X - E(X)|^2] = \int_L \left((x_1 - 0)^2 + \left(x_2 - \frac{1}{\pi}\right)^2\right) \, dP$$

$$= \frac{1}{4} \int_{-1}^{1} \left(t - 0\right)^2 + \left(0 - \frac{1}{\pi}\right)^2 \, dt + \frac{1}{2\pi} \int_{0}^{\pi} \left(\cos t - 0\right)^2 + \left(\sin t - \frac{1}{\pi}\right)^2 \, dt$$

$$= \frac{2}{3} - \frac{1}{\pi^2},$$

hence the lemma. 

**Remark 4.1** Proceeding similarly as Remark 3.1, we see that the optimal set of one-mean is the set $\{(0, \frac{1}{\pi})\}$, and the corresponding quantization error is the variance $V := V(X)$ of the random variable $X$.

In the following proposition, we give the optimal sets of two-means.

**Proposition 4.2** Let $P$ be the mixed distribution on the boundary of the semicircle. Then, the set $\{(-\frac{1}{4} - \frac{1}{\pi}, \frac{1}{\pi}), (\frac{1}{4} + \frac{1}{\pi}, \frac{1}{\pi})\}$ forms the optimal set of two-means, and the quantization error for two-means is given by

$$V_2 = 2 \left(\frac{96 - 24\pi + 7\pi^2}{192\pi^2} + \frac{-96 - 8\pi + 17\pi^2}{64\pi^2}\right) = 0.24237.$$  

**Proof** Let the points $P$ and $Q$ form an optimal set of two-means. Let $\ell$ be the boundary of their Voronoi regions. The following two cases can arise:

Case 1. $\ell$ intersects both $L_1$ and $L_2$.

Let $\ell$ intersect $L_1$ and $L_2$ at the points $D$ and $E$, respectively. Let the points $D$ and $E$ be given by the parameters $t = \alpha$ and $t = \beta$. Let $P$ and $Q$ be the conditional expectations of the random variable $X$ given that $X$ takes values on the boundaries $DB \cup \widehat{BE}$ and $\widehat{EA} \cup AD$, respectively. Then, after some calculations, we have
\[ \hat{p} = E(X : X \in DB \cup BE) = \frac{1}{4} \int_{\alpha}^{1} (t, 0) \, dt + \frac{1}{2\pi} \int_{0}^{\beta} (\cos t, \sin t) \, dt \]
\[ = \left( \frac{1}{4} \left( \frac{1}{2} - \frac{\alpha^2}{2} \right) + \frac{\sin \beta}{2\pi} \right), \frac{1 - \cos \beta}{2\pi \left( \frac{1}{4} - \frac{\beta}{2\pi} \right)} \],

and similarly,

\[ \hat{q} = E(X : X \in \hat{A} \cup AD) = \left( \frac{1}{4} \left( \frac{1}{2} - \frac{\beta^2}{2} \right) - \frac{\sin \beta}{2\pi} \right), \frac{\cos \beta + 1}{2\pi \left( \frac{\beta}{2\pi} - \frac{1}{4} \right)} \].

Since \( P \) and \( Q \) form an optimal set of two-means and \( DE \) is the boundary of their corresponding Voronoi regions, we have the canonical equations as \( \rho(\hat{d}, \rho) - \rho(\hat{d}, \hat{q}) = 0 \) and \( \rho(\hat{e}, \hat{p}) - \rho(\hat{e}, \hat{q}) = 0 \). Putting the values of \( \rho, \hat{q}, \hat{d} \) and \( \hat{e} \) and then solving the two equations in \( \alpha \) and \( \beta \), we have \( \alpha = 0 \) and \( \beta = \frac{\pi}{2} \), implying

\[ \hat{p} = \left( \frac{1}{4} + \frac{1}{\pi}, \frac{1}{\pi} \right) \text{ and } \hat{q} = \left( -\frac{1}{4} - \frac{1}{\pi}, \frac{1}{\pi} \right), \]

and the corresponding distortion \( V_2(\text{Case 1)} \) error, due to a symmetry, is given by

\[ V_2(\text{Case 1}) = 2 \left( \frac{1}{4} \int_{\alpha}^{1} \rho((t, 0), \hat{p}) \, dt + \frac{1}{2\pi} \int_{\beta}^{1} \rho((\cos t, \sin t), \hat{p}) \, dt \right) \]
\[ = 2 \left( \frac{96 - 24\pi + 7\pi^2}{192\pi^2} + \frac{-96 - 8\pi + 17\pi^2}{64\pi^2} \right) = 0.24237. \]

Case 2. \( \ell \) intersects \( L_2 \) at two points.

Let \( \ell \) intersect \( L_2 \) at the points \( D \) and \( E \), respectively. As before, there exist parameters \( t = \alpha \) and \( t = \beta \), for which we have

\[ \hat{d} = (\cos \alpha, \sin \alpha) \text{ and } \hat{e} = (\cos \beta, \sin \beta). \]

Let \( P \) and \( Q \) be the conditional expectations of the random variable \( X \) given that \( X \) takes values on the boundary above and below the line \( \ell \), respectively. Then,

\[ \hat{p} = E(X : X \in DB) \text{ and } \hat{q} = E(X : X \in \hat{A} \cup AB \cup \hat{B}D). \]

Proceeding in the similar way as Case 1, we calculate \( \hat{p} \) and \( \hat{q} \), and obtain the canonical equations \( \rho(\hat{d}, \rho) - \rho(\hat{d}, \hat{q}) = 0 \) and \( \rho(\hat{e}, \hat{p}) - \rho(\hat{e}, \hat{q}) = 0 \). Solving the above two equations in \( \alpha \) and \( \beta \), we have \( \alpha = 0.43659 \), and \( \beta = \pi - \alpha \), i.e., the line \( \ell \) is parallel to the base \( AOB \) of the semicircle, yielding

\[ \hat{p} = \left( 0, \frac{2\cos \alpha}{\pi - 2\alpha} \right) = (0, 0.79897) \text{ and } \hat{q} = \left( 0, \frac{1 - \cos \alpha}{\pi (\frac{\alpha}{\pi} + \frac{1}{2})} \right) = (0, 0.04673), \]
Fig. 3 Points in an optimal set of $n$-means for $1 \leq n \leq 9$ and the corresponding distortion $V_2(\text{Case 2})$ is given by

$$V_2(\text{Case 2}) = 2 \left( \frac{1}{2\pi} \int_{\beta}^{\pi} \rho((\cos t, \sin t), \tilde{p}) \, dt + \frac{1}{4} \int_{0}^{1} \rho((t, 0), \tilde{q}) \, dt \right)$$

implying $V_2(\text{Case 2}) = 0.43481$.

Since $V_2(\text{Case 2}) > V_2(\text{Case 1})$, the points in Case 1 form the optimal set of two-means, and $V_2(\text{Case 1})$ is the quantization error for two-means (Fig. 3). Thus, the proof of the proposition is complete.

**Proposition 4.3** The set $\{(-0.63487, 0.15471), (0, 0.92798), (0.63487, 0.15471)\}$ forms an optimal set of three-means, and the quantization error for three-means is given by $V_3 = 0.14782$.

**Proof** Let the set $\alpha := \{\tilde{p}, \tilde{q}, \tilde{r}\}$ be an optimal set of three-means. Two cases can arise:

Case 1. $\alpha$ contains a point from the base $AOB$.

Recall that $P$ is defined by $P = \frac{1}{2}P_1 + \frac{1}{2}P_2$, i.e., the probability distribution $P$ is the uniform mixture of two uniform distributions, and the semicircle is symmetric about its vertical axis. Thus, if $\alpha$ contains a point from the base, we can assume that $O(0, 0) \in \alpha$, and the boundaries of the other two points cut the boundary of the semicircle at the points $F(-a, 0), G(a, 0)$, and $H(0, 1)$, where $0 < a < 1$. Thus, we can assume that $\tilde{p} = E(X : X \in FG) = (0, 0)$, and $\tilde{q} = E(X : X \in GB \cup BH)$, and $	ilde{r} = E(X : X \in HA \cup AF)$. Solving the canonical equation $\rho(\tilde{q}, \tilde{p}) - \rho(\tilde{g}, \tilde{q}) = 0$, we obtain $a = 0.46295$ yielding $\tilde{q} = (0.66976, 0.41418)$, and $\tilde{r} = (-0.66976, 0.41418)$. Springer
If \( V_3(\text{Case 1}) \) is the corresponding distortion error, we have

\[
V_3(\text{Case 1}) = 2\left( \frac{1}{4} \int_0^1 \rho((t, 0), \tilde{p}) \, dt + \frac{1}{4} \int_0^1 \rho((t, 0), \tilde{q}) \, dt + \frac{1}{2\pi} \int_0^{\frac{\pi}{2}} \rho((\cos t, \sin t), \tilde{q}) \, dt \right)
\]

yielding \( V_3(\text{Case 1}) = 0.19008 \).

Case 2. \( \alpha \) does not contain any point from the base \( AOB \).

Due to symmetry and the uniform mixture of two uniform distributions, in this case we can assume that the points in \( \alpha \) cut the boundary of the semicircle at the points \( O(0, 0), G(\cos b, \sin b), \) and \( H(-\cos b, \sin b), \) where \( 0 < b < \frac{\pi}{2} \). Thus, we can assume that \( \tilde{p} = E(X : X \in OB \cup \tilde{BG}), \) and \( \tilde{q} = E(X : X \in \tilde{GH}), \) and \( \tilde{r} = E(X : X \in \tilde{HA} \cup AOB). \) Solving the canonical equation \( \rho(\tilde{g}, \tilde{p}) - \rho(\tilde{g}, \tilde{q}) = 0, \) we obtain \( b = 0.90613 \) yielding \( \tilde{p} = (0.63487, 0.15471), \) \( \tilde{q} = (0, 0.92798), \) and \( \tilde{r} = (-0.63487, 0.15471). \) If \( V_3(\text{Case 2}) \) is the corresponding distortion error, we have

\[
V_3(\text{Case 2}) = 2\left( \frac{1}{4} \int_0^1 \rho((t, 0), \tilde{p}) \, dt + \frac{1}{2\pi} \int_0^{\pi/2} \rho((\cos t, \sin t), \tilde{p}) \, dt \right)
\]

yielding \( V_3(\text{Case 2}) = 0.14782. \)

Since \( V_3(\text{Case 1}) > V_3(\text{Case 2}), \) the points in Case 2 form the optimal set of three-means, and \( V_3(\text{Case 2}) \) is the quantization error for three-means (Fig. 3). Thus, the proof of the proposition is complete.

Let us now state the following proposition which gives the optimal sets of \( n \)-means for \( 4 \leq n \leq 9 \) for the mixed distribution on the boundary of the semicircle. The proof follows in a similar way as the previous lemma by considering the different cases.

**Proposition 4.4** Let \( P \) be the mixed distribution on the boundary of the semicircle. Then:

(i) the set \{\( (0, 0), (0.78824, 0.21917), (0, 0.93287), (0, 0.78823, 0.21917) \} forms an optimal set of four-means with quantization error \( V_4 = 0.09841; \)

(ii) the set \{\( (0, 0), (0.79719, 0.12077), (0.43970, 0.85669), (0.43970, 0.85669), (0.79719, 0.12077) \} forms an optimal set of five-means with quantization error \( V_5 = 0.06544; \)

(iii) the set \{\( (0, 0), (0.78173, 0.06611), (0.67235, 0.70764), (0, 0.97612), (0.67235, 0.70764), (0.78173, 0.06612) \} forms an optimal set of six-means with quantization error \( V_6 = 0.04996; \)

(iv) the set \{\( (0, 0), (0.29427, 0), (0.29427, 0), (0.86568, 0.09891), (0.65226, 0.72864), (0, 0.97794), (0.65226, 0.72864), (0.86568, 0.09891) \} forms an optimal set of seven-means with quantization error \( V_7 = 0.03667; \)
Theorem 4.1

In the interior of the angles formed by the base $AOB$, we see that for $4 \leq n \leq 9$ there exists a positive integer $k$ and two positive numbers $a$ and $b$ depending on $k$, such that if $m = n - k - 2$, then $\alpha_n$ contains $k$ quantizers which occur due to the uniform distribution on the closed interval $[-a, a]$ and $m$ quantizers which occur due to the uniform distribution on the semicircular arc $\{(\cos \theta, \sin \theta) : b \leq \theta \leq \pi - b\}$. It can be proved that this fact is also true for any positive integer $n \geq 10$. In addition, $\alpha_n$ contains two quantizers which are in the interior of the angles formed by the base $AOB$ and the semicircular arc $BA$; the Voronoi regions of these two points contain elements from both the base and the semicircular arc. Due to too much technicality, we skip the proof of it in the paper. The two real numbers $a$ and $b$ are obtained by solving the two canonical equations

$$
\rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0 \quad \text{and} \quad \rho(\tilde{e}, \tilde{q}) - \rho(\tilde{e}, \tilde{r}) = 0,
$$

where

$$
\begin{align*}
\tilde{d} &= (a, 0), \quad \tilde{e} = (\cos b, \sin b), \quad \tilde{p} = (a - \frac{q}{k}, 0), \\
\tilde{q} &= \frac{1}{\pi} \int_0^b (\cos t, \sin t) \, dt = \left(\frac{-\pi a^2 + 4 \sin b + \pi}{8\pi \left(\frac{l-a}{l+b} + \frac{b}{2\pi}\right)}, \frac{\sin^2\left(\frac{b}{2}\right)}{\pi \left(\frac{l-a}{l+b} + \frac{b}{2\pi}\right)}\right), \quad \text{and} \\
\tilde{r} &= \frac{1}{\pi} \int_0^b (\cos t, \sin t) \, dt = \left(\frac{b \sin\left(\frac{b(m-2) + \pi}{m}\right) - \sin b}{m (\cos b - \cos\left(\frac{b(m-2) + \pi}{m}\right))}, \frac{\sin b}{\pi - 2b}\right).
\end{align*}
$$

Let us now give the following theorem.

Remark 4.2

Let $\alpha_n$ be an optimal set of $n$-means for $P$ for $n \geq 4$. From the above proposition we see that for $4 \leq n \leq 9$ there exists a positive integer $k$ and two positive numbers $a$ and $b$ depending on $k$, such that if $m = n - k - 2$, then $\alpha_n$ contains $k$ quantizers which occur due to the uniform distribution on the closed interval $[-a, a]$ and $m$ quantizers which occur due to the uniform distribution on the semicircular arc $\{(\cos \theta, \sin \theta) : b \leq \theta \leq \pi - b\}$. It can be proved that this fact is also true for any positive integer $n \geq 10$. In addition, $\alpha_n$ contains two quantizers which are in the interior of the angles formed by the base $AOB$ and the semicircular arc $BA$; the Voronoi regions of these two points contain elements from both the base and the semicircular arc. Due to too much technicality, we skip the proof of it in the paper. The two real numbers $a$ and $b$ are obtained by solving the two canonical equations

$$
\rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0 \quad \text{and} \quad \rho(\tilde{e}, \tilde{q}) - \rho(\tilde{e}, \tilde{r}) = 0,
$$

where

$$
\begin{align*}
\tilde{d} &= (a, 0), \quad \tilde{e} = (\cos b, \sin b), \quad \tilde{p} = (a - \frac{q}{k}, 0), \\
\tilde{q} &= \frac{1}{\pi} \int_0^b (\cos t, \sin t) \, dt = \left(\frac{-\pi a^2 + 4 \sin b + \pi}{8\pi \left(\frac{l-a}{l+b} + \frac{b}{2\pi}\right)}, \frac{\sin^2\left(\frac{b}{2}\right)}{\pi \left(\frac{l-a}{l+b} + \frac{b}{2\pi}\right)}\right), \quad \text{and} \\
\tilde{r} &= \frac{1}{\pi} \int_0^b (\cos t, \sin t) \, dt = \left(\frac{b \sin\left(\frac{b(m-2) + \pi}{m}\right) - \sin b}{m (\cos b - \cos\left(\frac{b(m-2) + \pi}{m}\right))}, \frac{\sin b}{\pi - 2b}\right).
\end{align*}
$$

Let us now give the following theorem.

Theorem 4.1

Let $\alpha_n$ be an optimal set of $n$-means for $n \geq 4$ such that $\alpha_n$ contains $k := k(n)$ elements from the base of the semicircular disc. Then,

$$
\alpha_n : = \left\{ \left( -a + \frac{2j - 1}{k}a, 0 \right) : 1 \leq j \leq k \right\} \\
\cup \left\{ \frac{2m}{\pi - 2b} \sin\left(\frac{\pi - 2b}{2m}\right) \left( \cos(b + (2j - 1)\frac{\pi - 2b}{2m}) \right) \sin\left( b + (2j - 1)\frac{\pi - 2b}{2m}\right) : 1 \leq j \leq m \right\} \\
\cup \{(r, s), (-r, s)\},
$$

\( \odot \) Springer
where \( m = n - k - 2 \), \( r = \frac{-\pi a^2 + 4 \sin b + \pi}{8\pi(\frac{1-a}{4} + \frac{b}{2\pi})} \), \( s = \frac{\sin^2(\frac{a}{2})}{\pi(\frac{1-a}{4} + \frac{b}{2\pi})} \), and the two positive real numbers \( a \) and \( b \) are determined by the equations in (4), and the quantization error for \( n \)-means is given by

\[
V_n = \frac{1}{24} \left( \frac{4a^3}{k^2} + \frac{12(2m^2 \cos(\frac{\pi-2b}{m}) + (\pi - 2b)^2 - 2m^2)}{\pi(\pi - 2b)^2} \right)
\]

\[
- \frac{1}{\pi(\pi(a - 1) - 2b)} \left( \frac{\pi^2 a^4 - 8\pi a^3 b - 4\pi^2 a^3}{24\pi(a^2 - 1) \sin b + 6\pi^2 a^2 - 24\pi ab} \right.
\]

\[
- \frac{4\pi^2 a + 48b^2 + 32\pi b + 96 \cos b + \pi^2 - 96)}{2}(\pi(a - 1) - 2b),
\]

**Proof** Let \( \gamma_n \) be the set of \( k := k(n) \) quantizers that \( \alpha_n \) contains from the closed interval \([-a, a]\). Then, by [8],

\[
\gamma_n = \{(-a + \frac{2i - 1}{k}a, 0) : 1 \leq i \leq k\},
\]

and the distortion error due to the set \( \gamma_n \) is given by \( \frac{a^3}{6k} \). Let \( \delta_n \) be the set of \( m \) quantizers which occur due to the uniform distribution on the circular arc \( \{ (\cos \theta, \sin \theta) : b \leq \theta \leq \pi - b \} \). Then, by Proposition 4.1, we have

\[
\delta_n := \left\{ \frac{2m}{\pi - 2b} \sin \left( \frac{\pi - 2b}{2m} \right) \left( \cos \left( b + (2j - 1) \frac{\pi - 2b}{2m} \right), \sin \left( b + (2j - 1) \frac{\pi - 2b}{2m} \right) \right) : 1 \leq j \leq m \right\},
\]

and the corresponding distortion error is given by

\[
\frac{m}{2\pi} \int_{b}^{b + \frac{\pi - 2b}{m}} \rho \left( \cos t, \sin t, \frac{2m}{\pi - 2b} \sin \left( \frac{\pi - 2b}{2m} \right) \right)
\]

\[
\left( \cos \left( b + \frac{\pi - 2b}{2m} \right), \sin \left( b + \frac{\pi - 2b}{2m} \right) \right) \right) dt
\]

\[
= \frac{2m^2 \cos \left( \frac{\pi - 2b}{m} \right) + (\pi - 2b)^2 - 2m^2}{2\pi(\pi - 2b)^2}.
\]

As mentioned in Remark 4.2, let \((r, s)\) be the point in \( \alpha_n \) which lies in the interior of the right hand angle formed by the base and the semicircular arc. Then,

\[
(r, s) = \frac{\frac{1}{4} \int_{a}^{1} (t, 0) dt + \frac{1}{2\pi} \int_{0}^{b} (\cos t, \sin t) dt}{\frac{1}{4} \int_{a}^{1} 1 dt + \frac{1}{2\pi} \int_{0}^{b} 1 dt}
\]

\[
= \left( \frac{-\pi a^2 + 4 \sin b + \pi}{8\pi(\frac{1-a}{4} + \frac{b}{2\pi})}, \frac{\sin^2(\frac{b}{2})}{\pi(\frac{1-a}{4} + \frac{b}{2\pi})} \right).
\]
Due to symmetry, the point in $\alpha_n$ which lies in the interior of the left hand angle formed by the base and the semicircular arc is given by $(-r, s)$, where $r = \frac{-\pi a^2 + 4 \sin b + \pi}{8\pi(\frac{1}{4a} + \frac{b}{\pi})}$ and $s = \frac{\sin^2(b)}{\pi(\frac{1}{4a} + \frac{b}{\pi})}$. The distortion error due to these two corner points is given by

\[
2\left(\frac{1}{4} \int_{-r}^{1} \rho((t, 0), (r, s)) \, dt + \frac{1}{2\pi} \int_{0}^{b} \rho((\cos t, \sin t), (r, s)) \, dt\right)
\]

\[
= -\frac{1}{24\pi(\pi(a - 1) - 2b)}(\pi^2 a^4 - 8\pi a^3 b - 4\pi^2 a^3
+ 24\pi(a^2 - 1) \sin b + 6\pi^2 a^2 - 24\pi ab
- 4\pi^2 a + 48b^2 + 32\pi b + 96 \cos b + \pi^2 - 96).
\]

Taking the union of $\gamma_n$, $\delta_n$ and the set $\{(r, s), (-r, s)\}$, we obtain $\alpha_n$, and summing up the corresponding distortion errors, we obtain the quantization error $V_n$. Thus, the proof of the theorem is complete.

\[\square\]

**Remark 4.3** Let $n \in \mathbb{N}$ be such that $n \geq 4$. Then, the positive integer $k$, given in Theorem 4.1, depends on $n$. If $k$ is known, using Theorem 4.1, one can easily determine the optimal set $\alpha_n$ and the corresponding quantization error.

Let us now give the following definition.

**Definition 4.1** Define the sequence $\{a(n)\}$ such that $a(n) = \lfloor n(\sqrt{2} - 1) \rfloor$ for $n \geq 1$, i.e.,

\[
\{a(n)\}_{n=1}^{\infty} = \{0, 0, 1, 1, 2, 2, 2, 3, 3, 4, 4, 4, 4, 5, 5, 6, 6, 7, 7, 7, 7, 7, 8, 8, 9, 9, 9, 9, 10, 10, 11, 11, 12, 12, \ldots\}.
\]

where $\lfloor x \rfloor$ represents the greatest integer not exceeding $x$.

The following algorithm helps us to determine the exact value of $k$ mentioned in Theorem 4.1.

**4.1 Algorithm**

Let $n \geq 4$, and let $V(n, k) := V_n$, as given by Theorem 4.1, denote the distortion error if $\alpha_n$ contains $k$ elements from the base of the semicircular disc. Let $\{a(n)\}$ be the sequence defined by Definition 4.1. Then, the algorithm runs as follows:

(i) Write $k := a(n)$.

(ii) If $k = 1$ go to step (v), else step (iii).

(iii) If $V(n, k - 1) < V(n, k)$, replace $k$ by $k - 1$ and go to step (ii), else step (iv).

(iv) If $V(n, k + 1) < V(n, k)$, replace $k$ by $k + 1$ and return, else step (v).

(v) End.

When the algorithm ends, then the value of $k$, obtained, is the exact value of $k$ that an optimal set $\alpha_n$ contains from the base of the semicircular disc.
Remark 4.4 If \( n = 40 \), then \( a(n) = 16 \), and by the algorithm we also obtain \( k = 16 \); if \( n = 51 \), then \( a(n) = 21 \), and by the algorithm we also obtain \( k = 21 \). If \( n = 1000 \), then \( a(n) = 414 \), and by the algorithm, we obtain \( k = 424 \); if \( n = 2500 \), then \( a(n) = 1035 \), and by the algorithm, we obtain \( k = 1042 \); and if \( n = 5000 \), then \( a(n) = 2071 \), and by the algorithm, we obtain \( k = 2083 \). Thus, we see that with the help of the sequence and the algorithm we can easily determine the exact value of \( k \) for any positive integer \( n \geq 4 \).

The following questions still remain open.

4.2 Open

Can one estimate the positive integer \( k \) in terms of \( n \) for all large \( n \)? Further, from such estimate can one obtain the asymptotics of the quantization error, and even obtain the existence of the quantization dimension and the quantization coefficient?

5 Quantization for a Uniform Distribution on an Elliptical Curve

The basic definitions and notations that were defined in the first paragraph of Sect. 3 are also used in this section. As a prototype, we take the equation of the ellipse as \( x_1^2 + 4x_2^2 = 4 \), whose center is \( (0, 0) \), and the lengths of the major and the minor axes are, respectively, 2 and 1. By the elliptical curve, denoted by \( L \), we mean the boundary of the ellipse \( x_1^2 + 4x_2^2 = 4 \). Let \( L \) intersect the positive and negative directions of the \( x_1 \)-axis at the points \( A_1 \) and \( A_3 \), and the positive and negative directions of the \( x_2 \)-axis at the points \( A_2 \) and \( A_4 \), respectively. Let \( P \) be the uniform distribution defined on \( L \). Notice that the parametric equations of \( L \) are given by \( x_1 = 2 \cos \theta \) and \( x_2 = \sin \theta \) for \( 0 \leq \theta \leq 2\pi \). Let \( s \) represent the distance of any point on \( L \) from the point \( A_1 \) tracing along the boundary \( L \) in the counterclockwise direction. Then,

\[
\int_L ds = \int_0^{2\pi} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta = 9.68845.
\]

In the sequel, write \( A := 9.68845 \). Hence, the probability density function (pdf) \( f \) of the uniform distribution \( P \) is given by \( f(s) := f(x_1, x_2) = \frac{1}{A} \) for all \( (x_1, x_2) \in L \), and zero otherwise. Again, \( dP(s) = P(ds) = f(x_1, x_2)ds = \frac{1}{A} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta \).

Let us now prove the following lemma.

Lemma 5.1 Let \( X \) be a continuous random variable with uniform distribution on \( L \). Then, \( E(X) = (0, 0) \) and \( V := V(X) = 2.26023 \).

Proof We have

\[
E(X) = \int_L (x_1 \, i + x_2 \, j) dP = \frac{1}{A} \int_0^{2\pi} \sqrt{4 \sin^2 \theta + \cos^2 \theta} (2 \cos \theta, \sin \theta) \, d\theta = (0, 0)
\]
Fig. 4 Points in an optimal set of \( n \)-means for \( 2 \leq n \leq 7 \)

and

\[
V(X) = E\|X - E(X)\|^2 = \int L \rho((x_1, x_2), E(X))dP
= \frac{1}{A} \int L \rho((2 \cos \theta, \sin \theta), (0, 0))ds
= \frac{1}{A} \int_0^{2\pi} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \rho((2 \cos \theta, \sin \theta), (0, 0)) d\theta = 2.26023.
\]

Hence, the proof of the lemma is complete.

\[\square\]

**Remark 5.1** Proceeding similarly as Remark 3.1, we see that the optimal set of one-mean is the set \( \{(0, 0)\} \), and the corresponding quantization error is the variance \( V := V(X) \) of the random variable \( X \).

**Remark 5.2** The ellipse has two lines of symmetry: the major axis and the minor axis, and the probability distribution is uniform. To calculate the optimal sets of \( n \)-means for any positive integer \( n \geq 2 \), we will use this information. This will help us to avoid too much technicality in the proof of the following propositions.

**Proposition 5.1** The optimal set of two-means is \( \{ (1.13964, 0), (-1.13964, 0) \} \) with quantization error \( V_2 = 0.96144 \).

**Proof** Let \( \alpha := \{ \tilde{p}, \tilde{q} \} \) be an optimal set of two-means. Due to Remark 5.2, we can assume that the boundary of their Voronoi regions passes through the center of the ellipse, in other words, we can assume that the boundary of the Voronoi regions cut the ellipse at the two points \( D \) and \( E \) given by the parameters \( \theta = b \) and \( \theta = \pi + b \), respectively, where \( 0 \leq b \leq \pi \). Then, we have \( \tilde{d} = (2 \cos b, \sin b) \),
\[
\tilde{p} = \frac{\int_{b}^{\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta (2 \cos \theta, \sin \theta)} \, d\theta}{\int_{b}^{\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \quad \text{and}
\]
\[
\tilde{q} = \frac{\int_{\pi+b}^{2\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta (2 \cos \theta, \sin \theta)} \, d\theta}{\int_{\pi+b}^{2\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}.
\]
Solving the canonical equation \(\rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0\), we have \(b = 0, \pi, 2\pi\). Notice that \(b = 0\) and \(b = \pi\) are reflections of each other about the origin. Thus, the following two cases can arise:

Case 1. \(b = 0\).

In this case, we have \(\tilde{p} = (0, 0.70566)\), and \(\tilde{q} = (0, -0.70566)\) with the distortion error
\[
\int_{a \in \alpha} \|x - a\|^2 \, dP = \frac{2}{\pi} \int_{0}^{\pi} \rho((2 \cos \theta, \sin \theta), (0, 0.70566)) \, d\theta = 1.76227.
\]

Case 2. \(b = \pi\).

In this case, we have \(\tilde{p} = (-1.13964, 0)\), and \(\tilde{q} = (1.13964, 0)\) with the distortion error
\[
\int_{a \in \alpha} \|x - a\|^2 \, dP = \frac{2}{\pi} \int_{\pi}^{\pi + \pi/2} \rho((2 \cos \theta, \sin \theta), (-1.13964, 0)) \, d\theta = 0.96144.
\]

Comparing the distortion errors, we see that the set \{(1.13964, 0), (-1.13964, 0)\} forms the optimal set of two-means (Fig. 4) with quantization error \(V_2 = 0.96144\), which yields the proposition. \(\square\)

In the following two propositions we state and prove the optimal sets of six- and seven-means.

**Proposition 5.2** The optimal set of six-means is
\[
\{(1.79750, 0), (0.74820, 0.89761), (-0.74820, 0.89761),
\]
\[
(-1.79750, 0), (-0.74820, -0.89761), (0.74820, -0.89761)\},
\]
with quantization error \(V_6 = 0.19879\).

**Proof** Let \(\alpha\) be an optimal set of six-means. Due to Remark 5.2, the following two cases can arise:

Case 1. Two points of \(\alpha\) are on the major axis, two are above and two are below the major axis.

Again, due to Remark 5.2, the two points which are on the major axis are reflections of each other with respect to the origin, and the set of points below are the reflections of the set of points above with respect to the major axis. Let the point which lies on the positive direction of the major axis be \(\tilde{p}\), and the two points above the major axis
be given by $\tilde{q}$ and $\tilde{r}$. Let the boundary of the Voronoi regions of $\tilde{p}$ and $\tilde{q}$ be given by $\tilde{d}$ with parameter $\theta = b$ and the boundary of the Voronoi regions of $\tilde{q}$ and $\tilde{r}$ be given by $\tilde{e}$ with parameter $\theta = c$. Then, we have

$$
\tilde{d} = (2 \cos b, \sin b), \quad \tilde{e} = (2 \cos c, \sin c),
$$

$$
\tilde{p} = \frac{\int_{2\pi-b}^{2\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta(2 \cos \theta, \sin \theta) \, d\theta}}{\int_{2\pi-b}^{2\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta},
$$

$$
\tilde{q} = \frac{\int_{b}^{\pi-b} \sqrt{4 \sin^2 \theta + \cos^2 \theta(2 \cos \theta, \sin \theta) \, d\theta}}{\int_{b}^{\pi-b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \quad \text{and}
$$

$$
\tilde{r} = \frac{\int_{c}^{\pi-c} \sqrt{4 \sin^2 \theta + \cos^2 \theta(2 \cos \theta, \sin \theta) \, d\theta}}{\int_{c}^{\pi-c} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}.
$$

Solving the canonical equations $\rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0$ and $\rho(\tilde{e}, \tilde{q}) - \rho(\tilde{e}, \tilde{r}) = 0$, we obtain $b = 0.74565$, and $c = 1.57080$, yielding

$$
\{p, q, r\} = \{(1.79750, 0), (0.74820, 0.89761), (-0.74820, 0.89761)\}.
$$

Thus, due to reflection, we can obtain all the elements of $\alpha$, and the corresponding distortion error is given by

$$
\int_{a \in \alpha} \min_{x \in C} \|x - a\|^2 \, dP = 2(\text{distortion error due to } \tilde{p}, \tilde{q}, \tilde{r}) = 0.19879.
$$

Case 2. Two points of $\alpha$ are on the minor axis, two are to the right and two are to the left of the minor axis.

Due to Remark 5.2, the two points which are on the minor axis are reflections of each other with respect to the origin, and the set of points to the right are the reflections of the set of points to the left with respect to the minor axis. Let the point which lies on the positive direction of the minor axis be $\tilde{p}$ and the two points to the left of the minor axis be given by $\tilde{q}$, and $\tilde{r}$. Let the boundary of the Voronoi regions of $\tilde{p}$ and $\tilde{q}$ be given by $\tilde{d}$ with parameter $\theta = b$ and the boundary of the Voronoi regions of $\tilde{q}$ and $\tilde{r}$ be given by $\tilde{e}$ with parameter $\theta = c$. Then, we have

$$
\tilde{d} = (2 \cos b, \sin b), \quad \tilde{e} = (2 \cos c, \sin c),
$$

$$
\tilde{p} = \frac{\int_{\pi-b}^{\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta(2 \cos \theta, \sin \theta) \, d\theta}}{\int_{\pi-b}^{\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta},
$$

$$
\tilde{q} = \frac{\int_{b}^{\pi-b} \sqrt{4 \sin^2 \theta + \cos^2 \theta(2 \cos \theta, \sin \theta) \, d\theta}}{\int_{b}^{\pi-b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \quad \text{and}
$$

$$
\tilde{r} = \frac{\int_{c}^{\pi-c} \sqrt{4 \sin^2 \theta + \cos^2 \theta(2 \cos \theta, \sin \theta) \, d\theta}}{\int_{c}^{\pi-c} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}.
$$
Solving the canonical equations \( \rho(\tilde{d}, \tilde{p}) - \rho(\tilde{d}, \tilde{q}) = 0 \) and \( \rho(\tilde{e}, \tilde{q}) - \rho(\tilde{e}, \tilde{r}) = 0 \), we obtain \( b = 1.97683 \), and \( c = 3.14159 \), yielding

\[
\{\tilde{p}, \tilde{q}, \tilde{r}\} = \{(0, 0.97320), (-1.50317, 0.57481), (-1.50317, -0.57481)\}.
\]

Thus, due to reflection, we can obtain all the elements of \( \alpha \), and the corresponding distortion error is given by

\[
\int \min_{a \in \alpha} \|x - a\|^2 \, dP = 2 \text{ (distortion error due to } \tilde{p}, \tilde{q}, \tilde{r} \text{)} = 0.20990.
\]

Comparing the distortion errors in Case 1 and Case 2, we see that the set \( \alpha \) in Case 1 forms the optimal set of six-means (Fig. 4) with quantization error \( V_6 = 0.19879 \). Thus, the proof of the proposition is complete. \( \square \)

**Proposition 5.3** There are two different optimal sets of seven-means, one of them is

\[
\{(0.98224), (-1.26066, 0.74192), (-1.80513, -0.22534), (-0.68335, -0.91609), (0.68335, -0.91609), (1.80513, -0.22534), (1.26066, 0.74193)\}
\]

with quantization error \( V_7 = 0.15218 \).

**Proof** Let \( \alpha \) be an optimal set of seven-means. Two cases can arise:

Case 1. \( \alpha \) contains a point from the major axis, three points from above the major axis, and the other three points from below the major axis.

Due to Remark 5.2, in this case, we can assume that the three points in \( \alpha \) which are below the major axis are the reflections of the three points above the major axis. Let \( \alpha \) contain a point, denoted by \( \tilde{p} \), from the positive direction of the major axis. Let the points in \( \alpha \) which are above the major axis be \( \tilde{q}, \tilde{r} \), and \( \tilde{s} \). Due to symmetry \((-2, 0)\) is a boundary point of the Voronoi regions. Let the boundary points of the Voronoi regions of \( \tilde{q}, \tilde{r}, \) and \( \tilde{s} \) be \( \tilde{d}, \tilde{e}, \tilde{f} \), and \((-2, 0)\), respectively, given by the parametric values \( \theta = b, \theta = c, \theta = d, \) and \( \theta = \pi \). Then, we have

\[
\begin{align*}
\tilde{d} &= (2 \cos b, \sin b), \quad \tilde{e} = (2 \cos c, \sin c), \quad \tilde{f} = (2 \cos d, \sin d), \\
\tilde{p} &= \frac{\int_{2\pi-b}^{2\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} (2 \cos \theta, \sin \theta) \, d\theta}{\int_{2\pi-b}^{2\pi+b} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \\
\tilde{q} &= \frac{\int_{b}^{c} \sqrt{4 \sin^2 \theta + \cos^2 \theta} (2 \cos \theta, \sin \theta) \, d\theta}{\int_{b}^{c} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \\
\tilde{r} &= \frac{\int_{c}^{d} \sqrt{4 \sin^2 \theta + \cos^2 \theta} (2 \cos \theta, \sin \theta) \, d\theta}{\int_{c}^{d} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \quad \text{and} \\
\tilde{s} &= \frac{\int_{d}^{\pi} \sqrt{4 \sin^2 \theta + \cos^2 \theta} (2 \cos \theta, \sin \theta) \, d\theta}{\int_{d}^{\pi} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}.
\end{align*}
\]
Solving the canonical equations $\rho(\tilde{a}, \tilde{p}) - \rho(\tilde{a}, \tilde{q}) = 0$, $\rho(\tilde{e}, \tilde{q}) - \rho(\tilde{e}, \tilde{r}) = 0$, and $\rho(\tilde{f}, \tilde{r}) - \rho(\tilde{f}, \tilde{s}) = 0$ we obtain $b = 0.66148$, $c = 1.42154$, and $d = 2.11384$, which give the set $\{\tilde{p}, \tilde{q}, \tilde{r}, \tilde{s}\}$ equals

$$
\{(1.84197, 0), (0.95345, 0.85229), (-0.37219, 0.96257), (-1.6113, 0.51732)\},
$$

and the other three points in $\alpha$ are the reflections of $\tilde{q}$, $\tilde{r}$, $\tilde{s}$ with respect to the major axis. The corresponding distortion error is given by

$$
\int_{a \in \alpha} \min \|x - a\|^2 \, dP = \text{distortion error due to } \tilde{p} + 2(\text{distortion error due to } \tilde{q}, \tilde{r}, \tilde{s}) = 0.15249.
$$

**Case 2.** $\alpha$ contains a point from the minor axis, three points are to the left of the minor axis, and the other three points are the reflections with respect to the minor axis.

Let $\alpha$ contain a point, denoted by $\tilde{p}$, from the positive direction of the minor axis. Due to symmetry $(0, -1)$ is a boundary point of the Voronoi regions. Let the points in $\alpha$ which are to the left of the minor axis be $\tilde{q}$, $\tilde{r}$, and $\tilde{s}$. Let the boundary points of their Voronoi regions be $\tilde{d}$, $\tilde{e}$, $\tilde{f}$, and $(0, -1)$, respectively, given by the parametric values $\theta = b$, $\theta = c$, $\theta = d$, and $\theta = \frac{3\pi}{2}$. Then, we have

$$
\tilde{d} = (2 \cos b, \sin b), \quad \tilde{e} = (2 \cos c, \sin c), \quad \tilde{f} = (2 \cos d, \sin d),
$$

$$
\tilde{p} = \frac{\int_{\pi-b}^b \sqrt{4 \sin^2 \theta + \cos^2 \theta (2 \cos \theta, \sin \theta)} \, d\theta}{\int_{\pi-b}^b \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta},
$$

$$
\tilde{q} = \frac{\int_{b}^c \sqrt{4 \sin^2 \theta + \cos^2 \theta (2 \cos \theta, \sin \theta)} \, d\theta}{\int_{b}^c \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta},
$$

$$
\tilde{r} = \frac{\int_{c}^d \sqrt{4 \sin^2 \theta + \cos^2 \theta (2 \cos \theta, \sin \theta)} \, d\theta}{\int_{c}^d \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}, \quad \text{and}
$$

$$
\tilde{s} = \frac{\int_{d}^{\frac{3\pi}{2}} \sqrt{4 \sin^2 \theta + \cos^2 \theta (2 \cos \theta, \sin \theta)} \, d\theta}{\int_{d}^{\frac{3\pi}{2}} \sqrt{4 \sin^2 \theta + \cos^2 \theta} \, d\theta}.
$$

Solving the canonical equations $\rho(\tilde{a}, \tilde{p}) - \rho(\tilde{a}, \tilde{q}) = 0$, $\rho(\tilde{e}, \tilde{q}) - \rho(\tilde{e}, \tilde{r}) = 0$, and $\rho(\tilde{f}, \tilde{r}) - \rho(\tilde{f}, \tilde{s}) = 0$, we obtain $b = 1.8999$, $c = 2.71024$, and $d = 3.97294$, which give the set $\{\tilde{p}, \tilde{q}, \tilde{r}, \tilde{s}\}$ equals

$$
\{(0, 0.98224), (-1.26066, 0.74193), (-1.80513, -0.22535),
(-0.68335, -0.91609)\},
$$

$$
\text{Springer}
$$
and thus, due to reflection, we can obtain all the points in \( \alpha \), and the corresponding distortion error is given by

\[
\int \min_{a \in \alpha} \|x - a\|^2 dP = \text{distortion error due to } \tilde{p} + 2(\text{distortion error due to } \tilde{q}, \tilde{r}, \tilde{s}) = 0.15218.
\]

Comparing the distortion errors in Case 1 and Case 2, we see that the set \( \alpha \) in Case 2 forms the optimal set of seven-means with quantization error \( V_7 = 0.15218 \) (Fig. 4). Instead of choosing the point \( \tilde{p} \) from the positive direction of the minor axis, we can choose it from the negative direction of the minor axis. This will give another optimal set of seven-means. Thus, the proof of the proposition is complete. \( \square \)

**Remark 5.3** Following the technique given in Proposition 5.2, we can obtain the optimal set of \( n \)-means for any even positive integer \( n \geq 4 \); on the other hand, if \( n \) is odd, following the technique given in Proposition 5.3, we can obtain the optimal sets of \( n \)-means for any odd positive integer \( n \geq 3 \). Notice that if \( n \) is even, there are two points in the optimal set which lie on the major axis, so the optimal set is unique; if \( n \) is odd, there is one point in the optimal set which lies on the minor axis, so there are two different optimal sets of \( n \)-means. Thus, we see that an optimal set of three-means is \( \{(0, 0.94332), (-1.31660, -0.29241), (1.31660, -0.29241)\} \) with quantization error \( V_3 = 0.661148 \); the optimal set of four-means is \( \{(1.60986, 0), (0, 0.95330), (-1.60986, 0), (0, -0.95330)\} \) with quantization error \( V_4 = 0.39373 \); and an optimal set of five-means is

\[
\{(0, 0.96064), (-1.66900, 0.25356), (-0.83268, -0.86962), (0.83268, -0.86962), (1.66900, 0.25356)\}
\]

with quantization error \( V_5 = 0.28329 \) (Fig. 4).

We now end the paper with the following conjecture.

**Conjecture 6** By Proposition 4.1, we see that the quantization coefficient for the uniform distribution on a unit circle is \( \pi^2 \); on the other hand, by Proposition 3.7, the quantization coefficient for the uniform distribution on the boundary of a regular hexagon inscribed in a unit circle is 3. Notice that a regular \( m \)-sided polygon inscribed in a circle tends to the circle as \( m \) tends to infinity. We conjecture that the quantization coefficient for the uniform distribution on the boundary of a regular \( m \)-sided polygon inscribed in a circle is an increasing function of \( m \) and approaches to the quantization coefficient for the uniform distribution on the circle as \( m \) tends to infinity.
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