SPEECH REPRESENTATION LEARNING THROUGH SELF-SUPERVISED PRETRAINING AND MULTI-TASK FINETUNING

Yi-Chen Chen¹, Shu-wen Yang¹, Cheng-Kuang Lee², Simon See², Hung-yi Lee¹

¹National Taiwan University, Taiwan  ²NVIDIA AI Technology Center, NVIDIA
¹{f06942069,r08944041,hungyilee}@ntu.edu.tw  ²{ckl,ssee}@nvidia.com

ABSTRACT
Speech representation learning plays a vital role in speech processing. Among them, self-supervised learning (SSL) has become an important research direction. It has been shown that an SSL pretraining model can achieve excellent performance in various downstream tasks of speech processing. On the other hand, supervised multi-task learning (MTL) is another representation learning paradigm, which has been proven effective in computer vision (CV) and natural language processing (NLP). However, there is no systematic research on the general representation learning model trained by supervised MTL in speech processing. In this paper, we show that MTL finetuning can further improve SSL pretraining. We analyze the generalizability of supervised MTL finetuning to examine if the speech representation learned by MTL finetuning can generalize to unseen new tasks.

Index Terms— Speech representation learning, self-supervised learning, multi-task learning, transfer learning

1. INTRODUCTION

Recently many SSL approaches have been proposed for pretraining models for speech processing tasks, including pretraining with generative losses [1,2,3,4] or discriminative losses [5,6,7,8,9]. Some approaches use multi-task learning with multiple SSL objectives [10,11]. After a shared model is pretrained with SSL to extract general representations, it can then be specialized on downstream tasks with task-specific head models and simple finetuning. This method achieves state-of-the-art performance in many applications.

To fairly evaluate the generalizability of SSL approaches without further heavy downstream task-specific finetuning, the SUPERB benchmark [12] is proposed. The SUPERB benchmark measures the performance of a shared model across a wide range of speech processing tasks without heavy finetuning. Ten tasks are included to investigate four aspects of speech: content, speaker, semantics, and paralinguistics. To evaluate a general model trained with SSL, the pretrained model parameters are frozen, and the fixed representations are extracted and fed into each task-specific prediction head (small downstream model) for training. During the evaluation, the pretrained shared model and trained prediction heads are used on all tasks. In the above scenario, some self-supervised models show outstanding performances on all the ten tasks in SUPERB.

Supervised multi-task learning (MTL) is to train a shared model on various downstream tasks [13,14,15,16,17]. This paper wants to investigate if MTL on various downstream tasks can further improve the representations from SSL. In CV [18,19] and NLP [20,21], general models trained by MTL approaches can be evaluated on benchmarks that include various tasks. However, in speech, there has not been a systematic study of general representation learning models trained by MTL of various speech processing tasks. SpeechNet [22] proposes a general modularized model to perform a variety of speech processing tasks, but the purpose of SpeechNet is to allow different tasks to utilize different subsets of the general modules in SpeechNet, rather than proposing one shared model to extract general representations for training task-specific heads of downstream tasks.

In this paper, we investigate two MTL training scenarios and also one task transfer learning scenario. For the two MTL scenarios, we select a state-of-the-art SSL pretrained shared model in the SUPERB benchmark as the starting point for MTL. Then we train the shared model with MTL in two different scenarios:

• All-task MTL Finetuning: Finetune the SSL pretrained shared model with all tasks in SUPERB. It serves as a strong baseline for SSL approaches and the following scenarios.
• Leave-one-out MTL Finetuning: Finetune the SSL pretrained shared model with all but one tasks in SUPERB. We can observe the influence of removing one task on the learned representations and their performance on the other tasks.

To further examine if the representations learned with supervised MTL can generalize to an unseen new task, we have an additional Task Transfer Learning scenario.

• We take a shared model from the Leave-one-out MTL scenario and freeze its parameters. We extract the representations with this shared model for training the prediction head of the remaining task that is not involved in MTL finetuning.

Through the different training scenarios above, we perform a preliminary study of the generalizability of representation learning by MTL of various speech processing tasks on a standard benchmark. The code is released for reproduction and future extension.

2. TRAINING SCENARIOS

In this section, we describe four related training scenarios in the following subsections: SSL Pretraining, All-task MTL Finetuning, Leave-one-out MTL Finetuning, and Task Transfer Learning. The two MTL finetuning scenarios require the SSL pretrained shared model, and the Task Transfer Learning scenario requires the shared model from the Leave-one-out MTL Finetuning scenario.

2.1. SSL Pretraining

Many SSL approaches are evaluated and compared on the ten tasks in SUPERB [12]. For each SSL approach, we first pretrain a model with SSL objectives. Then we use this pretrained model as the shared
model to extract representations for all downstream tasks. The parameters of the pretrained model are frozen. Then we train each taskspecific prediction head (small downstream model) with the fixed representations, as illustrated in Figure 1 (a).

2.2. All-task MTL Finetuning

We take the shared model pretrained in Subsection 2.1 as the starting point. Then we further finetune the shared model with MTL by jointly training it with downstream task-specific heads of all tasks in SUPERB, as illustrated in Figure 1 (b-1). In this way, the shared model can be updated by the gradients of all tasks to fit the respective objectives of each task. Therefore, the representations extracted from the shared model can perform well on the tasks involved in MTL. It serves as a strong baseline for SSL approaches and the following scenarios. To further examine the generalizability of representation learning by supervised MTL, we have two additional training scenarios below.

2.3. Leave-one-out MTL Finetuning

Similarly, we take the shared model pretrained in Subsection 2.1 as the starting point. Then we further finetune the shared model with MTL by jointly training it with downstream task-specific heads of all but one tasks in SUPERB, as illustrated in Figure 1 (b-2). Compared to the finetuned shared model in Subsection 2.2 we can observe the influence of removing one task on the learned representations and their performance on the other tasks.

2.4. Task Transfer Learning

We take the finetuned shared model in Subsection 2.3 as the pretrained shared model in this scenario. Then we freeze the shared model, and only train the downstream head model of the remaining task that is not used in MTL finetuning, as illustrated in Figure 1 (c).

Comparing the representations in this scenario with those learned with only SSL approaches in Subsection 2.1 we can observe the generalizability of the representations learned with MTL on a new task compared to SSL only. On the other hand, in comparison with the representations learned with All-task MTL in Subsection 2.2 we can observe how the performance of a task is influenced if this task is not involved in the MTL finetuning.

3. EXPERIMENTAL SETUP

3.1. Tasks In SUPERB

Ten tasks in SUPERB can be used to investigate four aspects of speech: content (Phoneme Recognition (PR), Automatic Speech Recognition (ASR), Keyword Spotting (KS), and Query by Example Spoken Term Detection (QbE)), speaker (Speaker Identification (SID), Automatic Speaker Verification (ASV), and Speaker Diarization (SD)), semantics (Intent Classification (IC) and Slot Filling (SF)), and paralinguistics (Emotion Recognition (ER)). Since no downstream model training is required in QbE, we only perform MTL experiments and compare the results on the other nine tasks.

- PR converts an utterance into a sequence of phonemes. Alignment modeling is included in the PR task to avoid the potential inaccurate forced alignment. The evaluation metric is the phone error rate (PER).
- ASR transcribes an utterance into a sequence of words. While PR analyzes the performance of modeling phonetics, ASR reflects the performance of recognizing more common text units in a real-world scenario. The evaluation metric is the word error rate (WER).
- KS identifies preregistered keywords in an utterance by classifying the utterance into a predefined set of words. The task is important for on-device speech processing and requires low response time. The evaluation metric is the accuracy (ACC).
- SID classifies the speaker identity of an utterance in a multiclass classification setting, where the set of speakers are the same for both training and testing. The evaluation metric is the accuracy (ACC).
Table 1: Experimental Results of training scenarios described in Section 2. We have the numbers in Scenario (b-2) be bold or underlined if they are better or worse than (b-1) respectively.

| Scenario          | Tasks for MTL Finetuning | ASR | PR | SF | SD | ER | IC | KS | ASV | SID |
|-------------------|-------------------------|-----|----|----|----|----|----|----|-----|-----|
| (a) SSL           | N/A                     | 6.42| 5.41| 88.53| 25.20| 5.88| 64.24| 98.34| 96.30| 5.11| 81.42|
| (b-1) SSL+MTL     | all                     | 6.22| 3.61| 87.56| 26.76| 4.93| 67.28| 99.60| 97.34| 6.76| 90.86|
| all but ASR       | X                       | 3.63| 87.28| 27.11| 4.89| 65.07| 99.63| 97.57| 7.78| 90.69|
| all but PR        | X                       | 6.27| 3.99| 86.94| 27.66| 4.81| 66.73| 99.66| 97.44| 7.94| 91.16|
| all but SF        | 6.10                    | 3.39| X   | 87.94| 26.31| X   | 66.73| 99.63| 97.34| 6.76| 90.86|
| all but SD        | 6.28                    | 3.54| 87.94| 26.31| X   | 66.73| 99.63| 97.34| 6.76| 90.86|
| all but ER        | 6.17                    | 3.40| 87.45| 26.90| 4.77| X   | 99.55| 97.27| 7.19| 90.51|
| all but IC        | 6.13                    | 3.34| 87.65| 26.94| 4.78| X   | 99.55| 97.27| 7.19| 90.51|
| all but KS        | 6.17                    | 3.55| 87.83| 26.88| 4.91| X   | 99.71| 97.27| 7.19| 90.51|
| all but ASV       | 5.90                    | 2.79| 87.88| 26.52| 3.61| 64.88| 99.58| 97.44| 9.00| 90.06|
| all but SID       | 5.95                    | 3.25| 87.33| 27.39| 4.50| 68.66| 99.55| 97.27| 9.00| X   |
| (c) Task Transfer | N/A                     | 6.27| 3.79| 88.14| 26.24| 5.80| 64.24| 97.42| 96.33| 7.55| 62.05|

Fig. 2: Two relation graphs of tasks. If a task A performs worse/better after removing a task B in MTL, we connect an edge from B to A in the improvement/hurt graphs, indicating B can improves/hurts the performance of A. The width of an edge is thin/medium/thick if the relative score change is in the range [0.5%, 2%), [2%, 8%), or larger than 8%. If the relative score change is less than 0.5%, we consider it negligible and no edge is connected.

- **ASV** verifies whether the speakers of a pair of utterances match in a binary classification setting. Different from SID, the speakers in the testing set may not appear in the training set. Therefore, ASV is more challenging than SID. The evaluation metric is the equal error rate (EER).
- **SD** segments an utterance and classifies the segments into speaker identities, i.e., *who is speaking when*. Multiple speakers can speak simultaneously. Rich and various speaker characteristics should be encoded in the extracted representations for each frame to represent mixtures of signals. The evaluation metric is the diarization error rate (DER).
- **IC** classifies an utterance into predefined classes of speaker intents. The evaluation metric is the accuracy (ACC).
- **SF** converts an utterance into a sequence of semantic slot-type classes. For example, *FromLocation* can be a slot-type for a spoken word *Taipei*, which is known as a slot-value. Both slot-types and slot-values are essential for an SLU system. Therefore, we use two evaluation metrics for slot-types and slot-values respectively: the slot-type F1 score (F1) and the slot-value character error rate (CER).
- **ER** predicts an emotion class for each utterance. The evaluation metric is accuracy (ACC).

As for the datasets and splits used for each task, we follow the original settings in SUPERB (PR [23], ASR [23], KS [24], SID [25], ASV [25], SD [26], IC [27], SF [28], and ER [29]).

3.2. The SSL Pretraining Approach in Experiments

Many SSL approaches are evaluated and compared on the tasks in SUPERB. Among them, HuBERT [9] achieves the overall best performance. Therefore, we select HuBERT as the SSL pretraining approach across all of our experiments.

HuBERT utilizes an offline clustering algorithm on hidden representations to provide aligned target labels for a BERT-like prediction. The clustered labels at the masked locations serve as the prediction targets. We use a weighted sum of hidden representations of all layers in the HuBERT model as the representations for downstream heads, as in SUPERB.

3.3. Model Architecture and Implementation Details

Since MTL requires more computational resources than single-task training, we adopt HuBERT Base rather than Large in SUPERB as our shared model architecture. For task-specific head architectures, we simply follow the settings in SUPERB. We use a batch size of 2 for MTL finetuning in training scenarios described in Subsections
and a batch size of 8 for downstream head training in the training scenario described in Subsection 2.4. Each model is trained with an Adam optimizer with a linearly warmup learning rate from 0 to 1e-5 for the first 5000 steps and then a linearly decaying learning rate to 0 for 195000 steps. For more implementation details, please refer to the released code.

4. EXPERIMENTAL RESULTS

All experimental results are presented in Table 1. An up-/down-arrow beside an evaluation metric means that better performance results in a higher/lower number of that metric. The results are grouped according to four different training scenarios corresponding to the subsections in Section 2 respectively.

4.1. The Performance Of All-task MTL Finetuning

From the comparison between Scenario (a) and Scenario (b-1), we observe that the performance of the shared model finetuned with All-task MTL is better in the task ASR, PR, SD, ER, IC, KS, SID, and worse only in the tasks SF and ASV than SSL pretraining. It indicates that MTL is a strong baseline for SSL pretraining or other representation learning approaches.

One thing worth noting is that all tasks except for ASV do not suffer from overfitting in terms of the validation scores during training. However, the model is prone to overfit on ASV. In Scenario (a), the model checkpoint of a downstream head can be determined by the best validation score during training for each task respectively. Yet in Scenario (b-1), since the shared model is jointly trained with the downstream heads of all tasks, it is hard to select the model checkpoint based on the validation scores of all tasks. In this paper, we simply select the last model checkpoint after 200,000 training steps for all tasks. It may be a reason for the worse performance of MTL finetuning on ASV. We leave exploring a better method to select the model checkpoint with MTL in future work.

4.2. The Influence Of Removing One Task In MTL Finetuning

The rows in Scenario (b-2) show the results of finetuning the shared model with Leave-one-out MTL. To compare these results with Scenario (b-1) more clearly, we have the numbers in Scenario (b-2) be 0 for 1e-6 and a little in terms of F1 but hurt in terms of CER. SD and ASV hurt SF.

- For **ASR**, PR is an important auxiliary task for ASR, and SD helps a little. ASR performs better after removing any of the other tasks.
- For **PR**, ASR helps in MTL while the other tasks hurt the performance of PR. We can observe that content recognition tasks such as ASR and PR are hurt the most by speaker recognition tasks such as ASV and SID.
- For **SF**, ASR, PR, ER, and SID help in MTL. IC and KS help a little in terms of F1 but hurt in terms of CER. SD and ASV hurt SF.
- For **SD**, all of the other tasks hurt SD. SD is also hurt the most by speaker recognition tasks such as ASV and SID. Although SD, ASV and SID are all related to speaker characteristics, SID and ASV focus on the utterance-level embedding, while SD aims to distinguish frame-level speaker characteristics. Therefore, the fine-grained information needed by SD may be lost when jointly trained with ASV or SID.
- For **ER**, all of the other tasks except for SID help ER.
- For **IC** and **KS**, the influences of the other tasks are negligible.
- For **ASV**, all of the other tasks except for IC help ASV. As discussed in Subsection 4.1, ASV suffers from severe overfitting. Therefore, jointly learning ASV with other tasks can mitigate this issue, especially with SID.
- For **SID**, all of the other tasks except for PR help SID. ASV especially helps a lot while the others help a little.

From another perspective, the results may provide a different insight in addition to the evaluation of supervised MTL as a representation learning. If we focus on a certain primary task, we may select proper auxiliary tasks to assist the primary task based on these MTL experimental results. For example, if we want to have a better performance on ER, we can jointly train ER with all of the other tasks except for SID.

The transitive relations of tasks in MTL need to be further verified. For example, suppose we know jointly training a task A with another task B can improve the performance of A; and we also know jointly training A with another task C can improve the performance of A. Yet, we cannot conclude that jointly training A with B and C simultaneously can improve A’s performance. We leave more in-depth research of MTL and its optimization on speech processing tasks in future work.

4.3. The Performance Of Task Transfer Learning

To further examine the generalizability of representation learning by MTL, we present the results of the Task Transfer Learning scenario in Table 1 (c). Compared to Table 1 (a), all of the tasks except for ASR and KS in Scenario (c) perform worse. It indicates SSL pretraining is still a more generalizable representation learning approach for a new downstream task. On the other hand, compared to Table 1 (b-1), all of the tasks except for SF in Scenario (c) perform worse. It indicates whether a task is involved in MTL is crucial to the performance of this task.

To obtain better generalizability, it is worth trying to train the shared model with both SSL and MTL simultaneously as semi-supervised MTL representation learning. We leave this exploration in future work.

5. CONCLUSION AND DISCUSSION

In this work, we investigate different training scenarios of supervised MTL as a speech representation learning approach along with SSL pretraining on a benchmark with various speech processing tasks. We analyze the generalizability of representations learned with supervised MTL empirically.

This paper is only a preliminary study of MTL with various speech processing tasks. The performance of MTL is dependent on many factors, such as the amount of data, task relationships, noise and so on. These factors should be isolated and investigated with more theoretical analyses and empirical experiments in the future.
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