Abstract—Digital sensors can lead to noisy results under many circumstances. To be able to remove the undesired noise from images, proper noise modeling and an accurate noise parameter estimation is crucial. In this project, we use a Poisson-Gaussian noise model for the raw-images captured by the sensor, as it fits the physical characteristics of the sensor closely. Moreover, we limit ourselves to the case where observed (noisy), and ground-truth (noise-free) image pairs are available. Using such pairs is beneficial for the noise estimation and is not widely studied in literature. Based on this model, we derive the theoretical maximum likelihood solution, discuss its practical implementation and optimization. Further, we propose two algorithms based on variance and cumulant statistics. Finally, we compare the results of our methods with two different approaches, a CNN we trained ourselves, and another one taken from literature. The comparison between all these methods shows that our algorithms outperform the others in terms of MSE and have good additional properties.
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I. INTRODUCTION

Every image capturing system is inherently noisy. The noise is influenced by different factors and different systems have different noise characteristics. In our project, we pick a model of noise having two components, one being a Poisson distribution and the other one a Gaussian.

Roughly, capturing an image can be seen as the process of counting the number of incident photons that hit a sensor pixel during a given amount of time. More photons in a given interval of time translates to more light and hence more intensity for the pixel of the final image. Hence, the Poisson distribution is inherent to that discrete photon counting phenomenon. The Poisson contribution in that context is commonly referred to as photon shot noise. The second element of our noise model, the Gaussian, is introduced by a collection of different error factors like the quantum efficiency, the circuitry, unwanted interactions between pixels, read out errors and many more. Overall, all those error sources combined can be modeled with a single Gaussian.

Our goal is to estimate the parameters of this noise model. Knowing those values enables performing noise correction. More precisely, from an observed noisy image, \( y \) reconstruct the ground-truth image \( x \). In our setting, we assume to have access to both \( y \) and \( x \). This assumption is reasonable in a calibration setting where one can do long exposure times to minimize the Poisson contribution and average over several images to reduce the impact of the Gaussian noise part. Once calibrated (i.e., having estimated the noise parameters) newly captured images (without knowing the ground-truth) can be corrected for the noise leading to better results.

Generally, there are two main approaches to noise estimation today, either using statistical techniques and signal processing or deep learning. The former involves more domain specific knowledge.

The method presented by Foi et al. [1] follows the ideas of the first approach. Additionally, it uses a Poisson-Gaussian noise model like we do but only uses observations of the noisy signal, not the ground-truth \( x \). Hence, the problem the authors of [1] try to solve is inherently more difficult than ours. In our setting we have knowledge of both \( y \) and \( x \), hence, this advantage should enable us to achieve better performance.

On the other hand, deep learning is increasingly often applied to all kinds of fields, noise estimation is no exception. Specifically, Convolutional Neural Networks (CNN) that are abundantly used in many image related tasks. Here, we are not limited to using only \( y \) but also \( x \) and maybe even \( |y - x| \).

In this project, we propose novel methods of noise estimation while comparing their performance to different approaches. Further, we put those results into perspective by providing the log-likelihood we derived for this problem.

In the case where both \( x \) and \( y \) are at hand, our findings allow improving over the conventional methods.

For our method to work, we heavily rely on the knowledge of the noise-free ground-truth image \( x \). Further, we are only working with grayscale images, but our methods are extendable to multichannel images. Each channel’s noise parameters might be different from each other, as each channel is independent from any other. Additionally, we didn’t address the issue of clipping, i.e., handling values that lay outside the range of valid pixel intensities. For instance, intensity is given by a value in \([0,1]\) and any pixels’ intensity beyond this interval should be clipped to it’s closest bound of the interval in order for it a valid value. But clipping is introducing a nonlinearity which makes all the derivations we make more complex. For simplicity, we allowed values to exceed the range and do not apply any clipping.

II. RELATED WORK

Denoising is one of the most fundamental tasks in image restoration, with both theoretical impact and practical applications. Most classic denoisers, for instance PURE-LET [2],
of the observed signal, From the derivation given in Appendix A, the following
where these two components are assumed to be independent.

\[ y = \frac{1}{\alpha} \alpha + \beta, \quad \alpha \sim \mathcal{P}(ax), \quad \beta \sim \mathcal{N}(0, b^2) \]  

(1)

where \( x \) is the known ground-truth signal and \( y \) is the observed signal. In our modeling, Poisson signal-dependent component \( \eta_p \) and Gaussian signal-independent component \( \eta_g \) are defined as,

\[ \eta_p = \frac{1}{\alpha} \alpha, \quad \eta_g = \beta \]  

(2)

where these two components are assumed to be independent. From the derivation given in Appendix A the following properties of the observed signal, \( y \), can be found :

\[ \mathbb{E}[\eta_p] = x, \quad \mathbb{V}[\eta_p] = \frac{x}{\alpha} \]  

(3)

Here, the fact that Poisson noise has signal-dependent characteristics. On the other hand, the Gaussian noise has the constant variance and mean, which makes it signal independent as expected. Consequently, the following equation (4) is obtained.

\[ \mathbb{E}[y] = x, \quad \mathbb{V}[y] = \frac{x}{\alpha} + b^2 \]  

(4)

Intuitively, it means that the average of the observed image should be the ground-truth image, which justifies the reasoning. From the variance equation, the fact that variance is affected directly by \( a \) and \( b \) makes it reasonable as they represent the noises.

### III. Theory

#### A. Poisson-Gaussian Modeling

The generic signal-dependent Poisson-Gaussian noise modeling can be written as the following form :

\[ y = \frac{1}{\alpha} \alpha + \beta, \quad \alpha \sim \mathcal{P}(ax), \quad \beta \sim \mathcal{N}(0, b^2) \]  

(1)

Poison-Gaussian model is properly matched with the natural characteristics of raw-data of digital imaging systems. The Poisson noise models the signal-dependent part of errors, which are caused by the discrete nature of the photon-counting process. On the other hand, Gaussian noise models the signal independent errors, such as electric and thermal noise.

The parameter of the Poisson noise, \( \alpha \) is dependent on the quantum efficiency of the sensor. The more the number of photons to generate the electrons inside the sensor is, the less the value of \( \alpha \) is. According to experiments conducted by [21], this Poisson noise effect can be the dominant contributor to uncertainty in the raw data captured by high-performance sensors. This justifies the accuracy of the modeling for raw-image of the sensors.

Analog gain which is the amplification of the collected charge in the digital imaging systems is another dependent that affects both Poisson and Gaussian noise parameters. In digital camera, it is controlled by ISO and/or exposure index (EI) sensitivity settings. The larger the ISO number is, the larger analog gain resulted in, which causes the amplification of the noises as well. This causes the decrease in SNR of the captured raw-data, which means the noise increases. We can conclude that both of the noise parameters can be highly dependent on the analog gain.

In the case of the system with large photon counting condition, Poisson noise can be approximated as Gaussian noise as the following.

\[ \mathcal{P}(\lambda) = \mathcal{N}(\lambda, \lambda) \]  

(5)

This approximation can be useful for deriving the solution based only on mean and variance, which simplifies the process of proposing algorithms without using ground-truth image [11]. However, since we were also looking for the method that uses the ground-truth image as input, this approximation is not applied for the following sections. Another reason is that this approximation results in the loss of information about the statistics of the actual noise parameters. In other words, it results in lossy projection of \( a \) and \( b \) into less dimensional space, which is not desirable.

#### C. Maximum Likelihood Solution

When the noise modeling in equation (1) is applied to a raw-data image, the following likelihood function of the pixel intensity of an observed image can be achieved with the derivation explained in Appendix A

\[ f_y(y|a, b, x) = \sum_{k=0}^{\infty} \frac{(ax)^k}{k!b^2\sqrt{2\pi}} \exp\left(-\frac{(y_n - k/a)^2}{2b^2}\right) \]  

(6)

where \( y \) is observed image, \( x \) is the ground-truth image and \( n \) is the pixel index.

In order to propose a robust noise parameter estimation algorithm, the optimality criterion is chosen to be the maximization of the likelihood function in [6] with respect to noise parameters, \( a \) and \( b \). The resulted solution of this optimality
criterion is called as Maximum Likelihood solution. From the derivation in [A], the following solution is found.

\[ \hat{a}, \hat{b} = \arg \max_{a,b} \prod_{n=1}^{\infty} \left( \frac{ax_n}{b} \right)^k \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right) \]  

(7)

IV. IMPLEMENTED METHODS

A. Grid Search for ML Solution

Maximum Likelihood solution offers an accurate estimation of the noise parameters in theory. However, for the practical reasons, it’s hard to propose the algorithmic solution for the maximization of the functional inside the ML solution. This functional in equation [7] is analyzed and found to be non-concave. Thus, gradient-based optimization algorithms cannot be applied for this maximization problem. For the sake of implementation of ML solution, the most naive method is proposed to estimate the noise parameters \(a\) and \(b\). This is also possible, as we only have two parameters to be estimated.

As an implementation issue, exact calculation of likelihood function is difficult as it includes infinity sum as seen in equation [6]. In order to approximately estimate it, a sufficiently large value of \(k_{\text{max}}\) is chosen, and the following is applied:

\[ f_y(y_n|a,b,x) \approx \sum_{k=0}^{k_{\text{max}}} \frac{(ax_n)^k}{k!} \frac{1}{\sqrt{2\pi b^2}} \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right) \]  

(8)

However, from the analysis of the non-concavity behavior of the likelihood function, it’s found that it does not result in sufficiently good results for the estimation of noise parameters. In order to achieve the accurate results, very small step sizes should be chosen. This makes the algorithm computationally too expensive to be solved in practice, and it is justified by the testings.

Therefore, in this project, we present and compare three different methods from ML solution to estimate the parameters of the POISSON-GAUSSIAN NOISE. The first method is based on the variance of the noisy image for each pixel value of the real image. Then, we will present a method based on the cumulant of the noisy image and the knowledge we have of the real image. Finally, we implemented a basic convolution neural network in order to compare our result.

B. Variance

This method is based on the variance of the values of the noisy image for a fixed intensity of the real image. That is to say, we take a pixel \(i\) from \(x\) of intensity \(x_i\), then for every \(j\) such that \(x_j = x_i\), we have \(y_j \sim \mathcal{P}(ax_j) + \mathcal{N}(0, b^2)\). Thus, if we denote \(Y_i = \{ y_k : x_k = x_i \}\), we have \(\mathbb{V}[Y_i] \approx \frac{\pi}{a} + b^2\). We can calculate this variance with each distinct value of \(x_i\). In our case, images are saved in 8-bits, thus we only have 256 unique different values of \(x\). Moreover, as we know the theoretical mean of \(Y_i\) is \(x_i\), we can calculate the variance using:

\[ \mathbb{V}[Y_i] = \frac{1}{|Y_i|} \sum_{y_k \in Y_i} (y_k - x_i)^2 \]  

(9)

Finally, to obtain the estimation of \(a, b\) is:

\[ \hat{a}, \hat{b} = \arg \min_{a,b} \sum_{i} \{\mathbb{V}[Y_i] - \frac{x_i}{a} - b^2 \}^2 \]  

(10)

Note that in equation 10, the same point \((x_i, \mathbb{V}[Y_i])\) is present \(|Y_i|\) times. This is because we found better result using this bias. This method has multiple default, first it is not unbiased, then it works best on images with a small amount of unique pixel intensities but an important difference between the minimum and maximum intensity. Also, because it is biased, this method can be tuned to be better (for instance, the importance of each terms on the right side of equation 10 can be modified so that higher values of \(x_i\) has a smaller weight).

C. Cumulant

This method uses the cumulant expansion of the noisy image. In this section, instead of seeing \(x\) and \(y\) as images, we see \(x\) and \(y\) as samples from a distribution where \(x \sim \mathcal{X}\) and \(y \sim \mathcal{Y}\) such that:

\[ \mathbb{P}[x = x_i] = \frac{|\{ k : x_k = x_i \}|}{n} \]  

where \(n\) correspond to the number of sample (i.e., the size of \(x\) and \(y\) ). Then we can define \(\mathcal{Y}\) as the distribution of POISSON-GAUSSIAN NOISE over the distribution \(\mathcal{X}\). Formally:

\[ \mathcal{Y} \sim \frac{\mathcal{P}(a\mathcal{X})}{a} + \mathcal{N}(0, b^2) \]  

(11)

We then use the equation 12 calculated in appendix B to get the cumulant of \(\mathcal{Y}\) as a system of two equations:

\[ \begin{align*}
\kappa_2 &= \frac{\pi}{a} + \frac{\pi^2}{a} - \frac{\pi^2}{a} b^2 \\
\kappa_3 &= \frac{\pi^3}{3a} + \frac{3\pi^2}{a} \left( \frac{\pi^3}{a} - \frac{\pi^2}{a} b^2 \right) \end{align*} \]  

(12)

where \(\bar{X}^3 = \left( \frac{1}{N} \sum_{i=1}^{N} X_i \right)^3\). Equations 12 forms a system of two equations with two variables : \(a\) and \(b\), the parameters of the noise. This method benefits being unbiased for finding \(\kappa_2, \kappa_3\), some extra-calculation can be made so make \(\hat{a}\) and \(\hat{b}\) unbiased.

D. CNN

For the sake of comparison with our methods presented above, we implement a convolutional regression network trained to predict \(a\) and \(b\). It uses fairly standard layers, but isn’t inspired by any particular architecture. For optimization, we used an Adam \([22]\) optimizer and for the loss we picked Mean Absolute Percentage Error, which is given by:

\[ \frac{100}{N} \sum_{n=1}^{N} \left| \frac{v_{\text{pred},n} - v_{\text{real},n}}{v_{\text{real},n}} \right| \]  

(13)

where \(v_{\text{pred}},n\) and \(v_{\text{real},n}\) are the predictions made by the model and the ground-truth values. This specific loss is nice because it is normalized by the real value, hence errors for big values are not over penalized.

The detailed architecture of the CNN can be found in table I.
We tested different version of inputs to the network: x only, x and y concatenated, x, y and |y - x| (rescaled to [0, 1]) concatenated and for each of these three, another version which is shifted to the range [-0.5, 0.5]. For training and testing, we used a dataset called Berkeley Segmentation Dataset 300 [23]. For each sample, we draw uniformly at random \(a\) and \(b\) in some predefined ranges, and then synthesize a \(y\) for generating the respective input to the network.

**E. FOI ET AL.**

The method FOI ET AL. [1] estimates \(a\) and \(b\) using a preprocessing step where the wavelet transform is applied on the image and then the pixels segmented into non-overlapping intensity level sets. Further, a some local estimation of multiple expectation/standard-deviation pairs is performed before finally a global parametric model fitting to those local estimates is done. We only implemented an interface, or wrapper, for this code to be integrable with our code. Other than that, we used it as is. But it’s important to note that the authors of [1] use a slightly different noise model, where their \(a\) and \(b\) are both inversely proportional to our \(a\) and \(b\).

**V. RESULTS AND DISCUSSION**

In this section, we will describe the performance of the different estimation methods. But first, we need to quantify the quality of an estimation \(\hat{a}, \hat{b}\) of \(a, b\). Since in equations 10 and 12, we have a polynomial of \(\frac{1}{a}\) and \(b^2\), our goal will be on one side to minimize \((\frac{1}{a} - \frac{1}{a})^2\) and on the other to minimize \((b^2 - b^2)^2\). From now on, saying the estimation of \(a\) refers in fact to the estimation of \(\frac{1}{a}\) such as depicted before, same thing for \(b\) with \(b^2\).

**A. Dataset**

Our evaluation data is based on the Berkeley Segmentation Dataset 300 [23]. We use 10 of those images that we considered as ground-truth, we then added the same noise with 10 different seeds, making 100 images to have estimation on for every \(a, b\). We then used 25 linearly spaced values of \(a\) and \(b\) with \(a \in [1., 100.]\) and \(b \in [0.1, .15]\). Making a total of 62500 estimations for each method.

**B. Benchmarking methods**

1) **CNN**: As mentioned in section IV-D, we have tried different modes of the CNN all having different types of inputs. Testing all those against each other lead to surprising results. Interestingly, the version using only the non-shifted \(x\), basically replicating the setting of FOI ET AL., did perform best. But, this has more to do with the expressiveness of our model than the general ability of CNN to predict the noise parameters. Having more information at hand, for example \(y\) and \(x\), should ultimately lead to better performance. So, a more powerful model having a deeper architecture would be an important point to investigate further. For the remainder of the report, we shall use CNN_N to describe the CNN method using only \(x\) (N for noisy) without shifting as inputs.

2) **FOI ET AL.**: The results we got from FOI ET AL. compared to the other methods are generally quite bad, which came as a surprise for us. On one hand, a reasonable explanation for this is the fact that in FOI ET AL. only \(y\) is used but on the other hand CNN_N also only uses \(y\) but still performs better. For most of the following graphs and plots, we only focus on the other three methods because of the underwhelming performance of FOI ET AL. in our setting.

**C. Overall scores**

| \(x\) Method | mean \(a\) | std \(a\) | 75%-quantile \(a\) | max \(a\) |
|---------------|-----------|----------|------------------|-------|
| CUMU          | .000003   | .000014  | .000001          | .000277 |
| VAR0          | .000008   | .000085  | .000000          | .003525 |
| CNN_N         | .017767   | .086703  | .000074          | .633754 |
| FOI           | .346023   | 6.674889 | .000094          | 615.874927 |

Looking at the statistics shown in Table II and Table III reveals that both VARIANCE and CUMULANT performs better than the CNN and FOI ET AL.. Looking at the mean the max columns shows overall better result for CUMULANT than for VARIANCE. However, those results are to be taken with a pinch of salt.

**D. Bias**

1) **Dependence on \(a\) or \(b\)**: The comparison method used in figure 11 comes from the fact that both equations 10 and 12 are polynomial of \(\frac{1}{a}\) and \(b^2\). Thus, because we used an unbiased
estimator for $\kappa_2$ and $\kappa_3$, CUMULANT is nearly unbiased with respect to this formula when $a$ is large enough that $\frac{1}{a^2}$ is small in the formula of $\kappa_3$. However, we see from figure 1 that it is indeed the case for high values of $a$ and $b$ but not for low values of $a$ and $b$. This can be explained by the fact that we only kept realistic values of $b$. Indeed, if we had kept every estimation of $b^2$, we would have had a mean of 0. Since we only kept values of $b^2$ that are higher than 0, we have a positive bias. Equation 10 shows that under-estimating $b$ leads to an over-estimation of $1/a$ which makes assuming $b^2 = 0$ and re-do calculation of $a$ based on that a way to help minimize bias. Although bias is not that important because for small values of $b$ it results a misestimation of $b^2$ and not biasedness of our method. Figure 1 also shows that VARIANCE is always biased for $b$ while CUMULANT seems to settle down at $b \approx .06$. 

Looking at bias as a function of both $a$ and $b$ and not only $a$ or $b$ gives interesting insights on the way VARIANCE and CUMULANT estimates $a$ and $b$. 

2) Bias as a function of $a$ and $b$: For readability, in this section, we removed the columns corresponding to the two smallest values of $a$.

Figures 2 and 3 are picturing columns that show the bias on $a_{est}$ or $b_{est}$ as a function of $a_{real}$ and $b_{real}$. In both figures, we see a high dependence from the sign of the bias on $a_{real}$. We do not have an exact explanation on that, but it may be a result of implementation of the noise generator more than a ground truth for the method.\textsuperscript{1} This hypothesis also lean on the fact that CUMULANT should be unbiased, and figure 3 happens to have the same bias on the same columns as figure 2. We can also see that whenever a column in biased toward positive for $a$ then it is biased for $b$ but the other way around, which highlights the confusion of the noise parameters. Even if it may look like VARIANCE and CUMULANT are biased the same way, dry results IV shows that this is not the case.

\begin{table}[h]
\centering
\caption{Bias of VARIANCE and CUMULANT}
\begin{tabular}{|c|c|c|}
\hline
 & $a$ & $b$ \\
\hline
Same bias & 29290 & 28824 \\
Opposite bias & 27261 & 26550 \\
\hline
\end{tabular}
\end{table}

Moreover, figure 4 shows bias toward the extrema of $a$ for the bias of $a$ and $b$ for the bias of $b$. This can be caused by

\textsuperscript{1} And if not, good news : because the bias is dependent on $b$, if we just add Gaussian noise, we may be able to interpolate the value of our bias on $b_{est}$ and then find a better $b_{est}$.
the CNN being bad on the limits of its training set. However, CNN does not seem to recognize the notion of noise as there is no dependency of the bias on $a$ with the bias on $b$.

Looking at figure [5] shows that FOI ET AL. positive bias on $a$ is explained by negative bias on $b$ and vice-versa. This shows that CNN could learn this behavior as FOI ET AL. and CNN take the same input.

In section V-D1 we said the bias is caused by the removal of unrealistic values of $b_{\text{est}}$. In the next section, we will analyze up to what extent this is true.

![Fig. 5. Bias of $a_{\text{est}}$ and $b_{\text{est}}$ for FOI ET AL.](image)

3) **Realistic estimations:** It is found that every method is finding realistic $a$ (except FOI ET AL.). This does not sound absurd as our range of $a$ (up to $a = 100$) allowed misestimation of $\frac{b}{a}$ up to $10^{-2}$ which is greater than what we found with VARIANCE and CUMULANT in figure [8].

For CNN the reason is different. The architecture forced the values of $a_{\text{est}}$ and $b_{\text{est}}$ to be inside the range of the training set. Interesting result about FOI ET AL. is that $a_{\text{est}}$ was realistic if and only if $b_{\text{est}}$ was. This is not the case for the other methods, as shown in figure [6]. CNN finds every $b_{\text{est}}$ again by construction. However, we can see noticeable difference between VARIANCE and CUMULANT when it comes to the proportion of realistic $b_{\text{est}}$ found.

![Fig. 7. Relative quantity of realistic $b_{\text{est}}$, the redder, the more VARIANCE found $b_{\text{est}}$ compared to CUMULANT](image)

Figure [7] highlights the difficulties of VARIANCE to realistically estimate $b$ when it is small, while CUMULANT seems to have more difficulties when it comes to small $a$. For CUMULANT, this can be explained by the variance on $\kappa_3$ as this variance is dependent on $a^{-1}$ thus greater when $a$ is small. Since $a_{\text{cumulant}}$ only depends on $\kappa_3$, the precision of $a_{\text{cumulant}}$ depends on the precision of the estimation of $\kappa_3$ which depends directly on $\sigma_{\text{real}}$.

![Fig. 8. Mean squared error for each method as a function of $a$ (top) and $b$ (bottom).](image)

**E. Mean squared error**

The MSE of $\hat{a}$ is dependent on $a$. We see on Figure [8] that the smaller $a$, the worst the estimation is. This is a consequence of using $\frac{1}{a}$. When $a$ is small, the Poisson noise is more present and when $a$ increases it is disappearing, all of our methods seems to be better at recognizing small noise over a lot of noise even though the MSE on $b$ does not seem to depend a lot on the value of $b$ for both VARIANCE and CUMULANT.

We also see that both of the presented methods are better than CNN at finding result. We also see that CUMULANT is 10 times better than VARIANCE at estimating $b$ for this error.
F. Outliers
When evaluating our methods, we realized that some outliers have a big influence on the overall performance. So, in this section, we show how they impact the estimations.

![Fig. 9. Distribution of $MSE(a)$ for VARIANCE and CUMULANT](image)

![Fig. 10. Distribution of $MSE(b)$ for VARIANCE and CUMULANT](image)

G. Noise-free image dependence
Here, we plot the dependence of the MSE on the 10 round-truth image $x$ that was used to synthesize the noisy image $y$. We average over the 10 different seeds and the $b$ or $a$ values respectively. One can observe that the ground-truth data, the image properties, have some influence on the estimation performance, more notably so on the estimation of $b$.

![Fig. 11. $MSE(a)$ of VARIANCE and CUMULANT after removing outliers](image)

![Fig. 12. $MSE(b)$ of VARIANCE and CUMULANT after removing outliers](image)

![Fig. 13. MSE depending on image for $a$ (top) and $b$ (bottom) with or without outliers (darkened)](image)

H. Log-likelihood
For all the different data samples we have created for comparing the different methods with each other, we additionally computed their log-likelihood values. Those give another interesting perspective on the quality of those estimations.

In terms of trying to maximize the likelihood, CNN does not work as good as the other methods, as seen from Figure 14.

VI. CONCLUSION
In this project, it’s found and proven that Poisson-Gaussian noise modeling is properly matched with raw-data of digital sensors. In this modeling, noise can be decomposed into two parts: Poisson and Gaussian part, where the former one is signal dependent, while the latter is signal independent.
We can also relate Poisson effect with discrete nature of photon counting process. Based on this noise modelling, we defined two noise parameters and throughout the project, we tried to propose the algorithmic solution for this. Firstly, the likelihood function is derived as we also have the ground truth image as input. Then, to obtain the good estimation, we tried to obtain maximum likelihood solution of the noise parameter estimation. It’s shown that it’s practically inefficient to be implemented. Therefore, another types of solutions were proposed. Two methods are proposed with using the statistical property of the noise modeling. The methods are VARIANCE and CUMULANT, where they use variance and cumulant information, respectively. CUMULANT was found to be better at estimating values when $a$ was small, while VARIANCE was found to be better when $b$ was small. For the real cases, Poisson part can dominate the noise, which means $a$ is small. Thus, we can conclude that CUMULANT is more robust for real-world cases. Also, VARIANCE relies on discrete intensities, which may not be realistic.

Also, to compare the proposed methods with the solution found in the literature, two more algorithms were tested: FOI ET AL. and CNN. It’s found that both VARIANCE and CUMULANT are better than these methods for MSE and likelihood comparison. Also, it’s found that all these methods might be used as a starting point for maximization of likelihood for the future works.

Another future work might be listed as adjusting the weights for the VARIANCE method, considering the clipping behavior of the images in real-world. Throughout the experiment, we didn’t clip any images, which are not the case in the real world. For the last thing to do might be adding the efficient maximization of likelihood.

**APPENDIX**

A. Derivation of Maximum Likelihood Solution

1) Poisson-Noise Modeling: Let us denote observed noisy image as $y$ and ground-truth image as $x$. Then, Poisson-Gaussian modelling can be explained from [14]

$$ y = \frac{1}{a} \alpha + \beta, \quad \alpha \sim \mathcal{P}(ax), \quad \beta \sim \mathcal{N}(0, b^2) \quad (14) $$

When expectation of both sides are taken, the following equation [15] is obtained with the use of linearity property of expectation.

$$ E[y] = \frac{1}{a} E[\alpha] = \frac{1}{a} ax = x \quad (15) $$

When variance is applied to both sides in [14] the following equation [16] is obtained.

$$ \mathbb{V}[y] = \mathbb{E} \left[ \left( \frac{1}{a} \alpha + \beta \right)^2 \right] - x^2 = \frac{1}{a^2} E[\alpha^2] + b^2 - x^2 \quad (16) $$

Given $E[\alpha^2] = ax + a^2x^2$, we have:

$$ \mathbb{V}[y] = \frac{a}{a} x^2 + b^2 - x^2 = \frac{x}{a} + b^2 \quad (17) $$

2) Likelihood Function of Single-Pixel Image: From the definition of the probability mass function of a Poisson random variable, the following equation [18] is obtained.

$$ \mathbb{P}(\{\alpha = k\}) = \frac{e^{-ax} (ax)^k}{k!}, \quad k \geq 0 \quad (18) $$

From the relation between probability density function (PDF) and probability mass function (PMF) of discrete random variable with the use of Dirac delta function, i.e. $f_X(t) = \sum_{k \in \mathbb{Z}} \mathbb{P}(\{X = k\}) \delta(t - k)$, we have:

$$ f_\alpha(t|a, x) = \sum_{k=0}^{\infty} \frac{e^{-ax} (ax)^k}{k!} \delta(t - k) \quad (19) $$

Let us define $\alpha' = \frac{1}{a} \alpha$. Then, the cumulative distribution function (CDF) of this random variable $\alpha'$ can be found as following:

$$ F_{\alpha'}(t) = \mathbb{P}(\{\alpha' \leq t\}) = \mathbb{P}(\{\alpha \leq at\}) = F_\alpha(at) \quad (20) $$

When taking the derivative of equation [20] is taken, the PDF can be found as:

$$ f_{\alpha'}(t) = \frac{dF_{\alpha'}(t)}{dt} = \frac{dF_\alpha(at)}{dt} = af_\alpha(at) \quad (21) $$

As $\alpha$ and $x$ are given, the likelihood function of Poisson part can be found as following:

$$ f_{\alpha'}(t|a, x) = a \sum_{k=0}^{\infty} \frac{e^{-ax} (ax)^k}{k!} \frac{\delta(at - k)}{\delta(t - k/a)} = \sum_{k=0}^{\infty} \frac{e^{-ax} (ax)^k}{k!} \delta(t - k/a) \quad (22) $$

The likelihood function of a Gaussian random variable with 0 mean is as following:

$$ f_{\beta}(t|b) = \frac{1}{b\sqrt{2\pi}} e^{-t^2/2b^2} \quad (23) $$

Let us find the likelihood function of $y$. Since we know that $\alpha'$ and $\beta$ are independent to each other, we have:

$$ f_y(y|a, b, x) = (f_{\alpha'} (f_{\beta})(y|a, b, x) = \sum_{k=0}^{\infty} \frac{(ax)^k}{k! b \sqrt{2\pi}} \exp \left( -ax - \frac{(y - k/a)^2}{2b^2} \right) \quad (24) $$
3) Maximum Likelihood Solution for Single-Pixel Image: Thus, the maximum likelihood solution for a single-pixel image is as following:

\[
\begin{aligned}
\hat{a}, \hat{b} &= \arg \max_{a,b} f_y(y|a,b,x) \\
&= \arg \max_{a,b} \sum_{k=0}^{\infty} \frac{(ax)^k}{k!b^2/2\pi} \exp \left( -ax - \frac{(y - k/a)^2}{2b^2} \right)
\end{aligned}
\]

(25)

4) Likelihood Function of Multi-Pixel Image: We can denote images as vectors of pixels, like \( y_n \) and \( x_n \) where \( n \in \mathbb{N} \). Hence, we have the following:

\[
\begin{aligned}
f_y(y_n|a,b,x) &= \sum_{k=0}^{\infty} \frac{(ax)^k}{k!b^2/2\pi} \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right)
\end{aligned}
\]

(26)

Given \( x \), i.e., the vector that contains all \( x_n \), it can be seen that \( y_n \) and \( y_{n'} \) are independent, \( \forall n \neq n' \). Therefore, we have:

\[
\begin{aligned}
f_y(y|a,b,x) &= \prod_{n} \sum_{k=0}^{\infty} \frac{(ax)^k}{k!b^2/2\pi} \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right)
\end{aligned}
\]

(27)

5) Maximum Likelihood Solution for Multi-Pixel Image: Hence, we get the following maximization problem:

\[
\begin{aligned}
\hat{a}, \hat{b} &= \arg \max_{a,b} \prod_{n} \sum_{k=0}^{\infty} \frac{(ax)^k}{k!b^2/2\pi} \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right)
\end{aligned}
\]

(28)

Using the strict monotonicity of the logarithm, we can simplify the optimization problem while not altering its results.

\[
\begin{aligned}
\hat{a}, \hat{b} &= \arg \max_{a,b} \sum_n \log \left( \sum_{k=0}^{\infty} \frac{(ax)^k}{k!b^2/2\pi} \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right) \right)
\end{aligned}
\]

(29)

In order to be computable, we limit the range of \( k \) to a maximum value \( k_{\text{max}} \) which has to be chosen big enough to get a good approximation.

\[
\begin{aligned}
\hat{a}, \hat{b} &\approx \arg \max_{a,b} \sum_n \log \left( \sum_{k=0}^{k_{\text{max}}} \frac{(ax)^k}{k!b^2/2\pi} \exp \left( -ax_n - \frac{(y_n - k/a)^2}{2b^2} \right) \right)
\end{aligned}
\]

(30)

B. Cumulant

1) Some properties:

2) \( \kappa_r \): For a random variable \( X \) following the distribution \( \mathcal{X} \), we consider the cumulant-generating function defined as:

\[
K_{\mathcal{X}}(t) = \log(\mathbb{E}[e^{tX}])
\]

Then we define \( \kappa_r \), the \( r \)-th cumulant of \( \mathcal{X} \) as:

\[
\kappa_r := K_{\mathcal{X}}^{(r)}(0)
\]

with \( K_{\mathcal{X}}^{(r)}(0) \) being the \( r \)-th derivative of \( K_{\mathcal{X}} \) evaluated in 0.

3) Linearity: The cumulant-generating function of a sum of independent distribution is the sum of their cumulant-generating function:

\[
K_{\mathcal{X}+\mathcal{Y}}(t) = \log(\mathbb{E}[e^{(X+Y)t}]) = \log(\mathbb{E}[e^{Xt}]\mathbb{E}[e^{Yt}]) = K_{\mathcal{X}}(t) + K_{\mathcal{Y}}(t)
\]

(31)

4) Homogeneous of degree \( r \) : The \( r \)-th cumulant is homogeneous of degree \( r \):

\[
\kappa_r(a\mathcal{X}) = a^r \kappa_r(\mathcal{X})
\]

(32)

5) Unbiased estimator: For a vector \( x \) obtained by sampling independently and identically \( n \) times from the law \( \mathcal{X} \), \([24]\) describes an unbiased estimator of \( \kappa_{2,3} \), the \( r \)-th cumulant of \( \mathcal{X} \) with:

\[
\kappa_2(\mathcal{X}) = \frac{n}{n-1} m_2(x), \quad \kappa_3(\mathcal{X}) = \frac{n^2}{(n-1)(n-2)} m_3(x)
\]

With \( m_2 \) the sample variance and \( m_3 \) the 3\textsuperscript{rd} sample central moment, that can be calculated using the formulas taken from \([25]\):

\[
\begin{aligned}
m_2(x) &= \frac{n-1}{n} \sum_i (x_i - \bar{x})^2 \\
m_3(x) &= \frac{(n-1)(n-2)}{n^2} \sum_i (x_i - \bar{x})^3
\end{aligned}
\]

6) Cumulant of Poisson-Gaussian Noise: We have \( \mathcal{Y} \sim \mathcal{P}(a\mathcal{X}) + \mathcal{N}(0,b^2) \), we want to have a \( \kappa_2(\mathcal{Y}) \) and \( \kappa_3(\mathcal{Y}) \) as a function of \( a \) and \( b \). First, we use equation \([31]\) : \( \kappa_r(\mathcal{Y}) = \kappa_r(\mathcal{P}(a\mathcal{X})) + \kappa_r(\mathcal{N}(0,b^2)) \).

7) Gaussian Noise Component: The cumulant of \( \mathcal{N}(0,b^2) \) are known:

\[
\begin{aligned}
\kappa_2(\mathcal{N}(0,b^2)) &= b^2 \\
\kappa_3(\mathcal{N}(0,b^2)) &= 0
\end{aligned}
\]

(33)

8) Poisson Noise Component: Instead of trying to find the cumulant of \( \mathcal{P}(a\mathcal{X}) \), we can use equation \([32]\) and find the cumulant of \( Z \sim \mathcal{P}(a\mathcal{X}) \):

\[
e^{K_Z(t)} = \sum_k \mathbb{P}[Z = k] e^{tk}
\]

Moreover, we know that:

\[
\mathbb{P}[Z = k] = \sum_i \mathbb{P}[X = x_i] \mathbb{P}[Z = k|X = i] = \sum_k n_i \frac{(ax_i)^k e^{-ax_i}}{k!}
\]

where \( n_i = \frac{|\{i|X = x_i\}|}{n} \), the proportion of intensities equal to the one of \( x_i \).
Thus :

\[ e^{K_Z(t)} = \sum_k P[Z = k] e^{tk} \]

\[ = \sum_k \sum_i n_i \frac{(ax_i)^k e^{-ax_i}}{k!} \exp(1)^k \]

\[ = \sum_i n_i e^{-ax_i} \sum_k (ax_i e^t)^k \exp(-ax_i e^t) \]

\[ = \sum_i n_i \exp(ax_i(e^t - 1)) \]

If we note : \( f : t \to \sum_i n_i \exp(ax_i(e^t - 1)) \) Then : \( K_Z(t) = \log(f(t)) \) We have :

\[ K_Z(t) = \log(f(t)) \]

\[ K_1(t) = \frac{f(1)(t)}{f(t)} \]

\[ K_2(t) = \frac{f(2)(t)f(t) - f(1)(t)^2}{f(t)^2} \]

\[ K_3(t) = \frac{f(t)[f(t)f(3)(t) - 3f(2)(t)f(1)(t)] + 2f(1)(t)^3}{f(t)^3} \]

\[ K_4(t) = \frac{f(4)(t) - f(1)(t)f(3)(t)}{f(t)^2} \]

\[ - 3\frac{f(3)(t)f(1)(t) + f(2)(t)^2}{f(t)^4} \]

\[ + 12\frac{f(1)(t)^2 f(2)(t)}{f(t)^3} - 6\frac{f(1)(t)^4}{f(t)^4} \]

With

\[ f(0) = 1 \]

\[ f(1)(0) = a\bar{x} \]

\[ f(2)(0) = a\bar{x} + a^2\bar{x}^2 \]

\[ f(3)(0) = a\bar{x} + 3a^2\bar{x}^2 + 2a^3\bar{x}^3 \]

\[ f(4)(0) = a^4\bar{x}^4 + 7a^3\bar{x}^3 + 7a^2\bar{x}^2 + a\bar{x} \]

Thus :

\[ K_Z(0) = 0 \]

\[ K_1(0) = a\bar{x} \]

\[ K_2(0) = a\bar{x} + a^2\bar{x}^2 - a^2\bar{x}^2 \]

\[ K_3(0) = a^3[\bar{x}^3 - 3a^2\bar{x}^2 + 2a\bar{x}^3] + a^2[3a^2\bar{x}^2 - 3a^2\bar{x}^2] + a\bar{x} \]

Now, using equation 32 we have :

\[ \kappa_2 \left( \frac{P(aX)}{a} \right) = \frac{\bar{x}}{a} + \bar{x} - \bar{x}^2 \]

\[ \kappa_3 \left( \frac{P(aX)}{a} \right) = \bar{x}^3 - 3a^2\bar{x}^2 + 2a^3\bar{x} + 3\frac{\bar{x}^2}{a} - 3a^2\bar{x}^2 + \frac{\bar{x}}{a} \]

(34)

9) Everything together: By putting equations 33 and 34 together, we have :

\[ \kappa_2(Y) = \frac{\bar{x}}{a} + \frac{\bar{x}^2}{a^2} - \frac{\bar{x}^2}{a^2} + \frac{b^2}{a} \]

\[ \kappa_3(Y) = \bar{x}^3 - 3a^2\bar{x}^2 + 2a^3\bar{x} + 3\frac{\bar{x}^2}{a^2} - 3\frac{\bar{x}^2}{a^2} + \frac{\bar{x}}{a^2} \]
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