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Abstract

In this paper, we characterize the performance of a three-dimensional (3D) two-hop cellular network in which terrestrial base stations (BSs) coexist with unmanned aerial vehicles (UAVs) to serve a set of ground user equipment (UE). In particular, a UE connects either directly to its serving terrestrial BS by an access link or connects first to its serving UAV which is then wirelessly backhauled to a terrestrial BS (joint access and backhaul). We consider realistic antenna radiation patterns for both BSs and UAVs using practical models developed by the third generation partnership project (3GPP). We assume a probabilistic channel model for the air-to-ground transmission, which incorporates both line-of-sight (LoS) and non-line-of-sight (NLoS) links. Assuming the max-power association policy, we study the performance of the network in both amplify-and-forward (AF) and decode-and-forward (DF) relaying protocols. Using tools from stochastic geometry, we analyze the joint distribution of distance and zenith angle of the closest (and serving) UAV to the origin in a 3D setting. Further, we identify and extensively study key mathematical constructs as the building blocks of characterizing the received signal-to-interference-plus-noise ratio (SINR) distribution. Using these results, we obtain exact mathematical expressions for the coverage probability in both AF and DF relaying protocols. Furthermore, considering the fact that backhaul links could be quite weak because of the downtilted antennas at the BSs, we propose and analyze the addition of a directional uptilted antenna at the BS that is solely used for backhaul purposes. The superiority of having directional antennas with wirelessly backhauled UAVs is further demonstrated via simulation.
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I. INTRODUCTION

Owing to their unique deployment advantages, such as agility, cost-effectiveness, and high probability of LoS, UAVs are widely regarded as an indispensable component of modern wireless
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networks \cite{2}–\cite{4}. Specifically, UAVs can act as aerial UEs, BSs, or even relays to expand the coverage or capacity of a terrestrial network or to establish a temporary wireless network in case of natural disasters. Since most UAV platforms are able to move freely in the sky and do not have any wired connection to the ground, they will naturally need to establish *wireless backhaul* connections with fiber-backhauled BSs on the ground. Since terrestrial BSs are downtilted, these wireless backhaul connections may be established through BS antenna sidelobes, which may limit their capacity \cite{5}, \cite{6}. Given the 3D nature of this network and the intricate dependencies of access and backhaul links in this setup, it is not straightforward to quantify the performance of this network. Tackling this important challenge, this paper develops a comprehensive framework with foundations in stochastic geometry to study the end-to-end performance of this 3D two-hop network in which the UE on the ground may be served by a UAV, which, in turn, is wirelessly backhauled to a terrestrial BS. Crucially, our analysis is cognizant of the performance limiting characteristics of the UAV networks, such as the realistic antenna patterns of BSs. Going further, we also characterize the performance gains obtained by deploying dedicated uptilted antennas at the terrestrial BSs specifically for the backhaul purposes.

### A. Related Works

This paper lies at the intersection of the following three research directions: (i) relaying in cellular networks, (ii) stochastic geometry for UAV networks, and (iii) wirelessly backhauled UAVs. We discuss each of the above lines of research next.

**Relaying in Cellular Networks.** The idea of using relays for improving the performance of cellular networks, such as increasing the coverage area or offering higher throughput to the UEs, is well-established in wireless communications \cite{7}–\cite{12}. Two major cooperative signaling methods, i.e., AF and DF, have been extensively studied in the literature \cite{7}. For instance, the authors in \cite{8} studied the information-theoretic aspects of both AF and DF relaying schemes along with their variants. End-to-end performance of cooperative relay networks over Rayleigh and Nakagami fading channels has been analyzed in several works, such as in \cite{9}, \cite{10}, \cite{12}, where the authors obtained mathematical expressions for the end-to-end signal-to-noise ratio (SNR) of each relaying protocol. Moving forward to the past decade, interference has become a non-negligible factor in determining the performance of wireless networks due to a dramatic increase in the number of nodes and bandwidth scarcity. Taking the impact of interference into account, the authors in \cite{13} studied the outage performance of a multi-hop AF communication
system where the relays were exposed to a Poisson field of interferes. Using tools from stochastic geometry and optimization theory, the authors in [14] provided a system-level analysis of two-hop DF networks and showed that the benefits of relays could be negligible if the system is not appropriately designed. In recent years and with the emergence of UAVs as potential wireless nodes, there has been a lot of interest in using UAVs as relays [15]–[18]. For example, the authors in [15] considered the problem of joint power and trajectory optimization for an AF relay network consisting of a single UAV as a relay. The problem of using either only one UAV or multiple UAVs as relays is studied in [16], where the placement of UAVs is optimized by maximizing the end-to-end SNR for both AF and DF relaying protocols. The optimal placement of a UAV-relay for maximum reliability is considered in [17], where the UAV altitude is also optimized for both static and mobile UAVs.

**Stochastic Geometry for UAV Networks.** Given the irregular locations of transmitters and receivers in modern wireless networks, it is reasonable to consider the random network viewpoint for the system-level analysis of such networks using ideas from stochastic geometry [19]–[21]. This is particularly relevant for UAV networks, where the UAVs could act either as BSs, UEs, or relays with random placements and movements [22]–[27]. Considering a finite network of UAVs distributed as a binomial point process (BPP), the authors in [28] studied the coverage probability of the network for the cases of with and without fading. Motivated by this work, the problem of designing stochastic trajectory processes for mobile UAVs was investigated in [29] and the same coverage trends as in [28] were observed. Modeling the locations of UAVs as a BPP, the authors in [30] studied the coexistence problem of UAVs with a network of BSs distributed as a Poisson point process (PPP) on the ground. They have also considered probabilistic LoS/NLoS channel model to further leverage the benefits of using UAVs. Along similar lines, the authors in [31] and [32] analyzed the received rate for a terrestrial and aerial UE, respectively, in a vertical heterogeneous network, comprising of terrestrial BSs and UAVs acting as BSs. Using probabilistic channel model and realistic antenna pattern at the BS site, the problem of finding the optimal spectrum sharing strategy for UAV-to-UE communications is studied in [33]. Considering Poisson cluster processes, the authors in [34] investigated the impact of different UAV placement strategies, which could be either independent of or dependent on the UE locations on the ground.

**Wirelessly Backhauled UAVs.** Given the growing number of BSs in the forms of terrestrial (macro or small cell) and aerial units, providing strong fiber backhaul for all of these BSs
is a challenging task. Therefore, it is inevitable that some of the BSs in a cellular network are wirelessly backhauled to the core network [35]–[37]. This is specifically the case for most UAVs, as they are supposed to hover and move freely in the sky, unless being tethered to a building rooftop [38]. In [39], the impact of UAV millimeter-wave (mmWave) backhauling is considered in an aerial-terrestrial cellular network using tools from stochastic geometry. Along similar lines, the authors in [40] studied the success probability of establishing a wireless backhaul network using directional antenna patterns for the UAVs. In [41], the authors used tools from graph theory to solve a 3D UAV placement problem, where UAVs serve the ground UEs and are also wirelessly backhauled to the terrestrial BSs. Optimal 3D path planning problem for a UAV is investigated in [42] considering both backhaul constraint and realistic antenna patterns. The main idea was to change the UAV height during the course of its path to improve the backhaul link quality using dynamic programming. Considering link blockages in mmWave frequencies, the authors in [43] studied the use of UAVs as relays in a flexible backhaul architecture for dynamically rerouting to alternative paths.

Taking full advantage of UAVs for wireless backhaul support requires considering UAV-specific criteria, such as 3D deployment [44], realistic antenna patterns (both at the UAV and BS sites) [6], [45], and a high probability of LoS transmission. In this work, we present the first stochastic geometry-based analysis of 3D UAV-assisted two-hop cellular networks using realistic antenna and channel models. Our key contributions are summarized next.

B. Contributions

This paper provides a comprehensive analysis of downlink transmission in a two-hop UAV-assisted 3D communication system using realistic antenna and channel models. In particular, we model the fiber-backhauled BSs as a 2D homogeneous PPP at a constant height that serve the ground UEs. UAVs are wirelessly backhauled to the BSs and are modeled as a 3D homogeneous PPP hovering between two permissible heights. We assume realistic antenna patterns for the BSs and UAVs based on 3GPP studies [46] and also consider a probabilistic LoS/NLoS channel model for the air-to-ground communication links. Using the max-power association policy for selecting the serving BS and UAV, we consider both AF and DF relaying protocols and adopt a hybrid scheme where a UE is either served directly by a one-hop access link from the serving terrestrial BS or by a two-hop link consisting of an access link from the serving UAV to the UE and a backhaul link from the terrestrial BS to that UAV. Selection between one-hop or two-hop
connection is made based on the received SINR [11]. In both cases, we will term the terrestrial BS as the serving BS, where it serves the UE directly in the one-hop connection and the serving UAV over the backhaul link in the two-hop connection. For this setup, we highlight our key contributions next.

1) Mathematical Constructs for 3D Relay-Assisted Communication Networks: We derive the distribution of several random variables that are the building blocks for the analysis of two-hop AF and DF relaying protocols. Furthermore, considering the 3D PPP of UAVs and the probabilistic channel model, we obtain the LoS/NLoS association probabilities and derive the joint distribution of the distance and zenith angle of the serving UAV to the typical UE. We also provide asymptotic results for these distributions.

2) Coverage Performance in Backhaul-Aware Communication Networks: We develop a general framework for analyzing the coverage probability in backhaul-aware two-hop communication networks. For a specific serving UAV channel condition, we derive the conditional Laplace transform of interference for both LoS and NLoS interfering UAVs. Using this Laplace transform along with the distributional results described above, we characterize the coverage probability for both AF and DF relaying protocols.

3) Design Insights with Directional Antenna Models: Inspired by 3GPP documents [47, Section 5.8], we propose a novel method to increase the coverage probability of the network by adding a dedicated uptilted directional antenna at the BS site, which is only used for backhaul purposes. This is the first work that considers uptilted antennas at the BS sites for improving aerial coverage. As a baseline, we also consider canonical isotropic antennas, which are vastly used in the literature, and demonstrate the superiority of using directional antennas over them in the simulation results.

II. System Model

A. Spatial Setup

We consider a 3D setting where BSs and UAVs coexist to serve UEs on the ground. We assume that BSs have a constant height of \( h_B \) and the projection of BS locations onto the ground follows a homogeneous PPP \( \Phi_B \) with density \( \lambda_B \). Independently from \( \Phi_B \), UAVs are distributed based on a 3D homogeneous PPP \( \Phi_D \) with density \( \lambda_D \) in the space enclosed between heights \( h_{D,m} \) and \( h_{D,M} \), which represent the minimum and maximum allowable UAV heights, respectively. The ground UEs are distributed as another homogeneous PPP \( \Phi_U \) independently from \( \Phi_B \) and \( \Phi_D \). In this setup, we consider the ground to be aligned with the \( xy \)-plane of the 3D coordinate system,
and without loss of generality, we perform the analysis for the typical UE placed at the origin \(o = (0, 0, 0)\). As shown in Fig. 1, we represent the 3D distances from a BS and a UAV located at \(B_x \in \Phi_B\) and \(D_x \in \Phi_D\) to \(o\) by \(r_{B_x} = \sqrt{u_{B_x}^2 + h_B^2}\) and \(r_{D_x} = \sqrt{u_{D_x}^2 + h_D^2}\), respectively, where \(u_{B_x}\) and \(u_{D_x}\) are the 2D (i.e., horizontal) distances from \(B_x\) and \(D_x\) to \(o\), respectively. In this paper, we use subscript ‘0’ for denoting the serving BS and UAV. Therefore, the locations of the serving BS and UAV are denoted by \(B_0\) and \(D_0\), respectively\(^1\) and the 3D and 2D distances from \(B_0\) (resp. \(D_0\)) to \(o\) are denoted by \(r_{B_0} = \sqrt{u_{B_0}^2 + h_B^2}\) and \(u_{B_0}\) (resp. \(r_{D_0} = \sqrt{u_{D_0}^2 + h_D^2}\) and \(u_{D_0}\)), respectively, where \(h_{D_0}\) is the serving UAV height. We represent the 3D distance between \(B_0\) and \(D_0\) by \(r_{B_0D_0}\). More details on the serving BS and UAV are given in Section II-D.

**Remark 1.** Since the UAVs should be able to hover at any location, we require them to be rotary-wing drones in this paper.

**B. Antenna Pattern**

We adopt realistic antenna radiation patterns \([46]\) for BSs, UAVs, and UEs, as explained next.

1) **BS:** We consider two different antenna models at the BSs: (i) omnidirectional antenna\(^2\), and (ii) a combination of omnidirectional and directional antennas. Although our main focus in this paper is on realistic antenna patterns, we will also study the canonical isotropic antenna pattern, which has the same radiation pattern in all directions, as a baseline for comparison.

\(^1\)With a slight abuse of notation, we represent both the location of the serving BS and the serving BS itself by \(B_0\). The same goes with \(D_0\) as well.

\(^2\)In antenna theory terminology, “omnidirectional” refers to constant radiation pattern only in the horizontal direction \([48]\).
a) Downtilted Omnidirectional: In this model proposed by 3GPP, we consider a uniform linear array (ULA) that is vertically installed at each BS. The ULA has $N_B$ elements, equally separated by $\lambda/2$, where $\lambda = c/f$ is the wavelength of the operating frequency $f$ and $c$ is the speed of light. The normalized array factor for this ULA can be written as

$$f_A(\theta, \theta_B) = \frac{\sin \left( N_B \frac{\pi}{2} \left[ \cos(\theta) - \cos(\theta_B) \right] \right)}{N_B \sin \left( \frac{\pi}{2} \left[ \cos(\theta) - \cos(\theta_B) \right] \right)},$$

where $\theta$ and $\theta_B$ are, respectively, the zenith angle and the direction of the BS antenna mainlobe, both measured from the $z$-axis of the 3D coordinate system. Note that since the primary objective of terrestrial BSs is to serve the ground UEs, their antenna mainlobes are tilted downward to the ground, which means that $\pi/2 < \theta_B < \pi$. Each element of the ULA is an omnidirectional antenna that has a normalized vertical radiation power pattern (in dB) of $G_{E,V}(\theta) = -\min \left\{ 12 \left( \frac{\theta - \pi/2}{\theta_{3dB}} \right)^2, \text{SLA}_V \right\}$, where $\theta_{3dB} = 65^\circ$ is the vertical 3dB beamwidth and SLA$_V = 30$ dB is the sidelobe attenuation limit [46]. Note that this antenna is omnidirectional along the horizontal direction with a normalized gain of $G_{E,H}(\phi) = 0$ dB, where $\phi$ is the azimuthal angle measured from the $x$-axis in the $xy$-plane. Furthermore, we assume the maximum gain of each antenna element is $G_{E}^{\text{max}} = 8$ dBi [46]. Therefore, we write the 3D element pattern as $G_{E,3D}(\theta, \phi) = G_{E}^{\text{max}} + G_{E,V}(\theta) + G_{E,H}(\phi) = G_{E}^{\text{max}} + G_{E,V}(\theta) := G_{E}(\theta)$. The complete gain of the BS antenna array along direction $\theta$ for all $\phi$ can now be written in dBi as

$$G_{B}^{\text{OmmiD}}(\theta, \theta_B) = G_{E}(\theta) + 20 \log(|f_A(\theta, \theta_B)|),$$

where the superscript OmniD stands for “downtilted omnidirectional”.

b) Downtilted Omnidirectional and Uptilted Directional: Looking closely at the previous model, we observe that UAVs are mostly served by the BS antenna sidelobes, which is a major drawback of this model since sidelobe peak gain is usually much lower than the mainlobe peak gain. For instance, the sidelobe level for a ULA with a large number of antenna elements is about $-13.3$ dB [48, Sec. 8.3.1]. Furthermore, UAVs may be in the null direction of the BS antenna array, which could cause an outage in the UAV-BS link. As discussed in 3GPP TR 22.829 [47, Section 5.8], one way to combat these effects and improve the backhaul link is to deploy a separate uptilted directional antenna along with the aforementioned downtilted omnidirectional antenna array at the BS. Note that this newly added directional antenna is merely used for backhaul purposes, i.e., communicating with the UAVs. It is worth mentioning that while this work was under review, other researchers have also used the idea of adding equipment at the BS
sites to better accommodate UAVs, see e.g., [49], [50]. In both these works, the authors try to optimize the tilt angle of the BS uptilted antenna to avoid aerial coverage holes and guarantee reliable communications.

Similar to the downtilted omnidirectional antenna model, we use the 3GPP-based antenna pattern here as well, which can be either mechanically or electrically steered toward the UAV locations. More specifically, when directed toward \((\theta_0, \phi_0)\), this antenna has normalized vertical, horizontal, and 3D radiation power patterns (in dB) of 

\[
G_V(\theta, \theta_0) = -\min\left\{12\left(\frac{\theta - \theta_0}{\theta_{3\text{dB}}}\right)^2, \text{SLA}_V\right\}, \\
G_H(\phi, \phi_0) = -\min\left\{12\left(\frac{\phi - \phi_0}{\phi_{3\text{dB}}}\right)^2, A_m\right\}, \\
G_{3D}(\theta, \phi, \theta_0, \phi_0) = -\min\left\{-G_V(\theta, \theta_0) - G_H(\phi, \phi_0), A_m\right\},
\]

respectively, where \(\theta_{3\text{dB}} = 10^\circ\) and \(\phi_{3\text{dB}} = 10^\circ\) are the vertical and horizontal 3dB beamwidths and \(A_m = 30\) dB is the front-back ratio [46]. Note that we used narrower beamwidths than those in the downtilted omnidirectional antenna to reduce interference. Furthermore, since this antenna is tilted upward, we require that \(0 < \theta_0 < \pi/2\). Hence, the gain of this antenna along direction \((\theta, \phi)\) in dBi becomes 

\[
G_{\text{DirU}}(\theta, \phi, \theta_0, \phi_0) = G_{\text{max}} + G_{3D}(\theta, \phi, \theta_0, \phi_0),
\]

where \(G_{\text{max}} = 8\) dBi is the maximum gain of this antenna and the superscript \(\text{DirU}\) stands for “uptilted directional”.

2) UAV: We assume UAVs are equipped with two sets of antennas, one for the backhaul connection and the other for the access link (see Fig. 1). The backhaul antenna is directional and has the same pattern as the uptilted directional antenna at the BS described earlier in Section II-B1b, with the only difference that its main beam is not necessarily tilted upward. In fact, since the height of the UAVs are usually higher than that of the BSs, the UAV backhaul antenna is usually downtilted. Hence, we write the gain of this antenna as 

\[
G_{\text{BH}}(\theta_0, \phi) = G_{\text{DirU}}(\theta, \phi, \theta_0, \phi_0),
\]

where \(\pi/2 < \theta_0 < \pi\) and the superscript \(\text{BH}\) stands for “backhaul”. On the other hand, the access antenna is assumed to be downtilted omnidirectional with the following features: (i) static (non-steerable), so the mainlobe direction cannot change, (ii) tilted completely toward the ground with \(\theta_0 = \pi\), and (iii) has a wider beam than the backhaul antenna to serve the UEs and we set \(\theta_{3\text{dB}} = 120^\circ\). Thus, the UAV access antenna gain can be written in dBi as 

\[
G_{\text{AC}}(\theta) = G_{\text{max}} - \min\left\{12 \left(\frac{\theta - \pi}{\theta_{3\text{dB}}}\right)^2, \text{SLA}\right\},
\]

where \(G_{\text{max}} = 8\) dBi, \(\text{SLA} = 30\) dB [46], and the superscript \(\text{AC}\) stands for “access”.

3) UE: Each UE is equipped with an isotropic antenna with gain \(G_U = 0\) dBi in all directions.

Remark 2. As mentioned earlier, the antenna mainlobe directions for both the BS omnidirectional and the UAV access antennas are static, while the BS directional antenna (which is used only
for backhaul) and the UAV backhaul antenna have both steerable mainlobe directions. As for the
UAV and the terrestrial BS to which it is backhauled, we assume that their backhaul antennas
are steered exactly toward each other, while the antenna directions of interfering BSs and UAVs
are chosen uniformly at random.

C. Channel Model

1) LoS and NLoS Channel Conditions: One of the major advantages of employing UAVs
in wireless communications is their superior channel conditions as compared to their terrestrial
counterparts. In fact, since UAVs usually fly at high altitudes, they are expected to have a high
probability of LoS, which results in low attenuation in the received signal [51]. To capture this
unique feature of aerial networks, we consider a mixture of LoS and NLoS links for the channel
model. Specifically, a UAV establishes an LoS link with the typical UE with probability [52]
\[ p_L(\theta) = \frac{1}{1 + c_1 e^{-c_2(90 - \theta - c_1})}, \] (4)
and an NLoS link with probability \( p_N(\theta) = 1 - p_L(\theta) \), where \( \theta \) is the zenith angle measured from
the z-axis in degrees \((90 - \theta) \) is the elevation angle), and \( c_1 \) and \( c_2 \) are two positive environment-
dependent parameters. From [4], we observe that as the UAV height increases, \( \theta \) decreases, and
thus, \( p_L(\theta) \) will increase. Note that we use this model only for the UAV-UE channels. Since
the BS heights are usually comparable to those of buildings in urban or rural environments, we
assume that BS-UAV and BS-UE links are always in LoS and NLoS conditions, respectively.

2) Received Powers: We assume that BSs and UAVs transmit with constant powers \( P_B \) and
\( P_D \), respectively. For consistency, we represent the antenna gains of the BSs and UAVs toward
the typical UE (access) by \( G \) and toward each other and among themselves (backhaul) by \( g \).
Since the BS-UE link is in an NLoS condition, the received power at the typical UE from
the serving BS can be written as \( P_{RxB_0} = P_B G_{B_0} G_U f_{B_0} r_{B_0}^{-\alpha_N} \eta_N^{-1} \), where \( G_{B_0} \) is the serving BS
antenna gain along the direction of the typical UE, \( G_U \) is the typical UE antenna gain, \( f_{B_0} \) is
the small-scale fading power between the serving BS and the typical UE, and \( \alpha_N \) and \( \eta_N \) are the
path-loss exponent and the mean excessive path-loss for NLoS transmission, respectively [52].
On the other hand, the BS-UAV link is in an LoS condition, and thus, we write the received power at the serving UAV from the serving BS as \( P_{RxB_0D_0} = P_B g_{B_0} g_{D_0} f_{B_0D_0} r_{B_0D_0}^{-\alpha_L} \eta_L^{-1} \), where \( g_{B_0} \) is the serving BS antenna gain along the direction of the serving UAV, \( g_{D_0} \) is the serving
UAV antenna gain along the direction of the serving BS, \( f_{B_0D_0} \) is the small-scale fading power
between the serving BS and the serving UAV, and \( \alpha_L \) and \( \eta_L \) are the path-loss exponent and
the mean excessive path-loss for LoS transmission, respectively. Since the UAV-UE link may experience both channel conditions, we write the received power at the typical UE from the serving UAV for the LoS and NLoS conditions, respectively, as $P_{\text{Rx}}^{\text{Rx},\text{L}} = P_D G_{D_0} G_U f_{D_0} r_{D_0}^{-\alpha_L} \eta_L^{-1}$ and $P_{\text{Rx}}^{\text{Rx},\text{N}} = P_D G_{D_0} G_U f_{D_0} r_{D_0}^{-\alpha_N} \eta_N^{-1}$, where $G_{D_0}$ is the serving UAV antenna gain along the direction of the typical UE, $f_{D_0}$ is the small-scale fading power between the serving UAV and the typical UE, and $r_{D_0,\text{L}}$ and $r_{D_0,\text{N}}$ are the serving UAV distances to the typical UE in LoS and NLoS conditions, respectively. Note that we have $\alpha_L < \alpha_N$ and $\eta_L < \eta_N$.

Let us now define interference at the typical UE and the serving UAV, which are of interest for the downlink analysis. We represent the set of interfering BSs and UAVs by $\Phi'_{\text{B}} := \Phi_{\text{B}} \setminus \Phi_0$ and $\Phi'_{\text{D}} := \Phi_{\text{D}} \setminus \Phi_0$, respectively, and write the received power at the typical UE and the serving UAV from the interfering BSs ($I_{\text{BU}}$ and $I_{\text{BD}}$) and the received power at the serving UAV from the interfering UAVs ($I_{\text{DD}}$) as $I_{\text{BU}} = \sum_{b_x \in \Phi'_{\text{B}}} P_B G_{B_x} G_U f_{B_x} r_{B_x}^{-\alpha_L} \eta_L^{-1}$, $I_{\text{BD}} = \sum_{b_x \in \Phi'_{\text{D}}} P_B g_{B_x} g_{D_0} f_{B_x} r_{B_x}^{-\alpha_L} \eta_L^{-1}$, and $I_{\text{DD}} = \sum_{d_x \in \Phi'_{\text{D}}} P_D g_{D_x} g_{D_0} f_{D_x} r_{D_x}^{-\alpha_L} \eta_L^{-1}$, respectively, where the parameters $G_{B_x}$, $f_{B_x}$, $g_{B_x}$, $f_{B_x} g_{D_0}$, $g_{D_0}$, and $f_{D_x}$ are defined similarly as in the serving BS/UAV parameters described earlier. As for the received power at the typical UE from the interfering UAVs, we first partition the set of all UAVs in two disjoint sets of LoS ($\Phi_{\text{D,L}}$) and NLoS ($\Phi_{\text{D,N}}$) UAVs. Using thinning theorem for the PPP $\Phi_{\text{D}}$, we observe that $\Phi_{\text{D,L}}$ and $\Phi_{\text{D,N}}$ are two independent inhomogeneous PPPs with densities $\lambda_D p_L(\theta)$ and $\lambda_D p_N(\theta)$, respectively [19]. The point process of interfering UAVs in LoS and NLoS conditions can now be defined as $\Phi'_{\text{D,L}} := \Phi_{\text{D,L}} \setminus \Phi_0$ and $\Phi'_{\text{D,N}} := \Phi_{\text{D,N}} \setminus \Phi_0$. Finally, we define the received power at the typical UE from each set as $I_{\text{DU},\text{L}} = \sum_{d_x \in \Phi'_{\text{D,L}}} P_D G_{D_x} G_U f_{D_x} r_{D_x}^{-\alpha_L} \eta_L^{-1}$ and $I_{\text{DU},\text{N}} = \sum_{d_x \in \Phi'_{\text{D,N}}} P_D G_{D_x} G_U f_{D_x} r_{D_x}^{-\alpha_N} \eta_N^{-1}$, where the parameters $G_{D_x}$ and $f_{D_x}$ are defined similarly as before. We also represent the total interference from the UAVs at the typical UE by $I_{\text{DU}} = I_{\text{DU},\text{L}} + I_{\text{DU},\text{N}}$, and the total interference from both the BSs and UAVs at the typical UE by $I_U = I_{\text{BU}} + I_{\text{DU}}$. The received SINR at the typical UE from the serving BS, the received SINR at the typical UE from the serving UAV, and the received SINR at the serving UAV from the serving BS are defined, respectively, as

$$\text{SINR}_{\text{BU},q} = \frac{P_{\text{Rx}}^{\text{Rx},\text{B}_q}}{I_U + P_{\text{Rx}}^{\text{Rx},\text{D}_q} + N_0}, \quad \text{SINR}_{\text{DU},q} = \frac{P_{\text{Rx}}^{\text{Rx},\text{D}_q}}{I_U + P_{\text{Rx}}^{\text{Rx},\text{B}_q} + N_0}, \quad \text{SINR}_{\text{BD}} = \frac{P_{\text{Rx}}^{\text{Rx},\text{B}_q} P_{\text{Rx}}^{\text{Rx},\text{D}_0}}{I_{\text{BD}} + I_{\text{DD}} + N_0},$$

where $q = \{\text{L}, \text{N}\}$ denotes the LoS or NLoS channel conditions and $N_0$ is the noise power.

**Assumption 1.** For non-isotropic antennas, the total interference at the serving UAV from other BSs ($I_{\text{BD}}$) and UAVs ($I_{\text{DD}}$) is negligible and assumed to be 0 in this paper. Therefore, we have $\text{SINR}_{\text{BD}} \approx \text{SNR}_{\text{BD}} = \frac{P_{\text{Rx}}^{\text{Rx},\text{B}_q}}{N_0}$, where SNR$_{\text{BD}}$ is the SNR at the serving UAV from the serving BS.
3) **Fading:** We consider Nakagami-\(m\) fading model for both the LoS and NLoS channels since it captures a wide variety of fading environments\(^3\). Hence, the channel fading powers \(f_{B_0}, f_{D_0}, f_{B_0D_0}, f_{B_x}, f_{D_x}, f_{B_xD_0},\) and \(f_{D_xD_0}\) are all gamma distributed with probability density function (pdf) and cumulative distribution function (cdf) of

\[
f_X(x) = \frac{m^m}{\Gamma(m)} x^{m-1} e^{-mx} \quad \text{and} \quad F_X(x) = \frac{1}{\Gamma(m)} \gamma(m, mx),
\]

respectively, where \(\gamma(s, x) = \int_0^x t^{s-1} e^{-t} dt\) is the lower incomplete gamma function and \(\Gamma(s) = \gamma(s, \infty)\) is the gamma function. For mathematical tractability, we assume that \(m\) is integer and the serving and interfering links have the same \(m\) values.

**D. Service Model and Association Policy**

We assume BSs have strong and reliable fiber backhaul connections to the core network, while UAVs are wirelessly backhauled to the BSs. To connect UEs to the core network, we consider the following two service models: (i) access only, where the UEs connect directly to the BSs via access links, and (ii) joint access and backhaul, where the UEs use UAVs as relays for connecting to the BSs. In the second service model, UAV-UE and BS-UAV links are regarded as the access and backhaul links, respectively. In this paper, we use a *hybrid* scheme where the UEs can be served either directly by the BS-UE links or indirectly by a two-hop connection consisting of the BS-UAV and UAV-UE links. The selection between the one-hop and two-hop connections is made based on the SINR [11]. Using the maximum received power association policy, we write the association rules as

\[
B_0 = \arg \max_{B_x \in \Phi_B} P_{B_x}^{Rx} = \arg \max_{B_x \in \Phi_B} r_{B_x}^{-\alpha_N} = \arg \min_{B_x \in \Phi_B} r_{B_x}, \tag{6}
\]

\[
D_0 = \arg \max_{q \in \{L, N\}, D_x \in \Phi_{D,q}} P_{D_x,q}^{Rx} = \arg \max_{q \in \{L, N\}, D_x \in \Phi_{D,q}} r_{D_x,q}^{-\alpha_q} \eta_q^{-1}, \tag{7}
\]

where the impact of antenna gains is absorbed into \(\eta_q\) for simplicity. Note that since all the BSs experience the NLoS channel condition when connecting to the typical UE, the maximum average received power and the nearest neighbor association policies are equivalent for the BSs. However, this is not the case for the UAVs, as a farther UAV to the typical UE may have better channel conditions than a nearer one, and thus, be regarded as the serving UAV.

\(^3\)The most natural choice for modeling small-scale fading in UAV-assisted communications is Rician fading, which makes a clear distinction between the direct and scattered paths. This is mainly due to the high probability of LoS in aerial networks [52]. However, the Rician pdf does not lend itself to further analysis since it entails modified Bessel function. Because of this, we use the Nakagami-\(m\) fading model instead of the Rician model, which is quite common in the literature for system-level analysis thanks to its mathematical tractability. Furthermore, using the moment matching technique, it is well-known that the Rician distribution with factor \(K\) can be well approximated with the Nakagami-\(m\) distribution using the relation \(m = \frac{(K+1)^2}{2K+1}\).
E. Relaying Protocols and Metrics

We adopt both AF and DF relaying protocols in this paper. Considering AF downlink transmission, the received signal from the source (BS) at the relay (UAV) is multiplied by a gain $G$ before being forwarded to the destination (UE). Note that the choice of the relay gain $G$ defines the overall performance of the AF relaying protocol [8], [10]. Assuming $G = 1/(P_{B_0}^{Rx} + I_{BD} + I_{DD} + N_0)$, the AF end-to-end SINR for the UAV-UE channel condition $q$ can be written as

$$\text{SINR}^{AF}_{e2e,q} = \frac{\text{SINR}_{BD}\text{SINR}_{DU,q}}{\text{SINR}_{BD} + \text{SINR}_{DU,q} + 1}. \quad (8)$$

In the DF protocol, the received signal is first decoded and then forwarded to the destination. Since both the relay and destination nodes must decode the source signal without error for a successful transmission [8], we write the DF end-to-end SINR for channel condition $q$ as

$$\text{SINR}^{DF}_{e2e,q} = \min\{\text{SINR}_{BD}, \text{SINR}_{DU,q}\}. \quad (9)$$

We can easily show that the DF protocol always outperforms the AF protocol. In fact, we have $\text{SINR}^{DF}_{e2e,q} > (\text{SINR}_{BD}^{-1} + \text{SINR}_{DU,q}^{-1})^{-1} > \text{SINR}^{AF}_{e2e,q}$. We represent the received SINR at the typical UE by $\text{SINR}^{AF}_{q}$ and $\text{SINR}^{DF}_{q}$ for the AF and DF relaying protocols, respectively, and define them for specific channel condition $q$ using the aforementioned hybrid scheme as

$$\text{SINR}^{AF}_{q} = \max\{\text{SINR}_{BU,q}, \text{SINR}^{AF}_{e2e,q}\}, \quad \text{SINR}^{DF}_{q} = \max\{\text{SINR}_{BU,q}, \text{SINR}^{DF}_{e2e,q}\}. \quad (10)$$

To evaluate the network performance, we introduce coverage probability as our main metric, which is defined as the probability that the received SINR at the typical UE exceeds a predetermined constant threshold $\tau$, i.e., $P_{Cov}^{AF} = \mathbb{P}[\text{SINR}^{AF} \geq \tau]$ and $P_{Cov}^{DF} = \mathbb{P}[\text{SINR}^{DF} \geq \tau]$ for the AF and DF relaying protocols, respectively.

III. MATHEMATICAL CONSTRUCTS

In this section, we provide some important intermediate results that help us analyze the coverage probability in 3D UAV-assisted communication networks.

A. Useful Lemmas for the Two-Hop Setting

Conditioned on knowing $B_0$ and $D_0$, one can represent the SINR values given in (5) as

$$\text{SINR}_{BU,q} = \frac{aX}{bY + I}, \quad \text{SINR}_{DU,q} = \frac{bY}{aX + I}, \quad \text{SINR}_{BD} = \frac{cZ}{N_0}, \quad (11)$$

where $a = P_B G_B r_{B_0}^{-\alpha_N} n_N^{-1}$, $b = P_D G_D r_{D_0,q}^{-\alpha_L} n_L^{-1}$, $c = P_B g_{B_0} g_{D_0} r_{D_0}^{-\alpha_L} n_L^{-1}$, $I = I_u + N_0$, $X = f_{B_0}$, $Y = f_{D_0}$, $Z = f_{B_0 D_0}$, and we used Assumption [1] in writing $\text{SINR}_{BD}$. Since we assumed the
Nakagami-\(m\) fading model, \(X, Y,\) and \(Z\) are distributed as gamma random variables. In the next three lemmas, we will characterize the statistics of some functions of these gamma random variables that are useful for analyzing the performance of UAV-assisted two-hop relay networks.

**Lemma 1.** Let \(X\) and \(Y\) be two independent gamma random variables with integer-valued shape and rate parameters both equal to \(m,\) and let \(a, b,\) and \(I\) be given non-negative constants. Then the cdf of \(T_1 = \frac{aX}{bY + I}\) can be written as

\[
F_{T_1}(\tau) = 1 - \sum_{i=0}^{m-1} \sum_{k=0}^{i} \frac{(k + m - 1)!}{k!(m - 1)!(i - k)!} \frac{a^m b^k}{(a + b)^{m+k}} \left( \frac{m\tau}{a} I \right)^{i-k} e^{-\frac{m\tau}{a} I}.
\]

*Proof:* See Appendix [A].

**Lemma 2.** Let \(X\) and \(Y\) be two independent gamma random variables with integer-valued shape and rate parameters both equal to \(m,\) and let \(a, b,\) and \(I\) be given non-negative constants. Then the cdf of \(T_2 = \frac{\max(aX,bY)}{\min(aX,bY)+I}\) can be written as

\[
F_{T_2}(\tau) = \sum_{i=0}^{m-1} \gamma \left( i + m, \frac{1}{a}, \frac{1}{b} \right) \frac{m\tau}{1-\tau(\tau<1)} \frac{a^m b^i}{(a + b)^{m+i}} - \sum_{i=0}^{m-1} \sum_{k=0}^{i} \gamma \left( m + k, \frac{a}{a} + \frac{b}{b} \right) \frac{m\tau}{1-\tau(\tau<1)} \frac{a^m (b\tau)^k}{(a + b\tau)^{m+k}} \left( \frac{m\tau}{a} I \right)^{i-k} e^{-\frac{m\tau}{a} I}
\]

\[
- \sum_{i=0}^{m-1} \sum_{k=0}^{i} \gamma \left( m + k, \frac{a}{a} + \frac{b}{b} \right) \frac{m\tau}{1-\tau(\tau<1)} \frac{(a\tau)^k b^m}{(a\tau + b)^{k+m}} \left( \frac{m\tau}{b} I \right)^{i-k} e^{-\frac{m\tau}{b} I},
\]

where \(1(.)\) is the indicator function.

*Proof:* See Appendix [B].

The following lemma characterizes a joint cdf that will be used in analyzing the coverage probability in the AF relaying protocol.

**Lemma 3.** Let \(X\) and \(Y\) be two independent gamma random variables with integer-valued shape and rate parameters both equal to \(m,\) and let \(a, b, I,\) and \(g\) be given non-negative constants. Then the joint cdf of \(T_1 = \frac{aX}{bY + I}\) and \(T_3 = \frac{bY}{aX + I + g(aX + bY + I)}\) when \(\tau < \frac{1}{g}\) can be written as

\[
F_{T_1,T_3}(\tau, \tau) = \sum_{i=0}^{m-1} \gamma \left( i + m, \frac{a(1+g)}{a(1+g) + \frac{1}{b}}, \frac{m\tau(1+g)}{1-\tau(1+g)/[1+g]} \right) \frac{a^m (b\tau)^k}{(a + b\tau)^{m+k}} \left( \frac{m\tau}{a} I \right)^{i-k} e^{-\frac{m\tau}{a} I}
\]

\[
- \sum_{i=0}^{m-1} \sum_{k=0}^{i} \gamma \left( i + m, \frac{a(1+g)}{a(1+g) + \frac{1}{b}}, \frac{m\tau(1+g)}{1-\tau(1+g)/[1+g]} \right) \frac{a^m (b\tau)^k}{(a + b\tau)^{m+k}} \left( \frac{m\tau}{b} I \right)^{i-k} e^{-\frac{m\tau}{b} I}.
\]
Rayleigh fading, which has a straightforward proof by setting $m$ special case of the gamma distribution. Corollary 1 gives the results of the previous lemmas for From the previous lemmas, we observe the following special cases:

Remark 3. From the previous lemmas, we observe the following special cases:

- $\tau = 0$. All the cdfs tend to 0. For $T_1$, all the terms in the double summation are 0, except for $i = k = 0$, which is 1, making $F_{T_1}(0) = 0$. For $T_2$, since $\gamma(s, 0) = 0$ for all $s$, we have $F_{T_2}(0) = 0$. The same reasoning applies to the joint cdf of $T_1$ and $T_3$, giving $F_{T_1, T_3}(0, 0) = 0$.

- $\tau \to \infty$. All the cdfs tend to 1. For $T_1$, the double summation will be 0, making $F_{T_1}(\infty) = 1$. For $T_2$, note that the double summations are both 0, while the single summation is equal to 1. This can be shown as follows:

\[
- \sum_{i=0}^{m-1} \sum_{k=0}^{i} \frac{\gamma(m+k, (\frac{1}{\tau(a+g)} + \frac{\tau}{b(1-\tau g)}) \frac{m\gamma(1+g)}{|1-\tau(1+g)| 1(\tau<\frac{1}{1+g})} I)}{k!(m-1)!(i-k)!} \times \frac{(a\tau(1+g))^k(b(1-\tau g))^m}{(a\tau(1+g) + b(1-\tau g))^{k+m}} \left( \frac{m\gamma(1+g)}{b(1-\tau g)} I \right)^{i-k} e^{-\frac{m\gamma(1+g)}{b(1-\tau g)} \tau g} I, \tag{14}
\]

and when $\tau \geq \frac{1}{g}$, we have $F_{T_1, T_3}(\tau, \tau) = F_{T_1}(\tau)$, where $F_{T_1}(\tau)$ is given in Lemma 1.

Proof: See Appendix C.

\[
\text{Proof: See Appendix C.}
\]

Remark 3. From the previous lemmas, we observe the following special cases:

- $\tau = 0$. All the cdfs tend to 0. For $T_1$, all the terms in the double summation are 0, except for $i = k = 0$, which is 1, making $F_{T_1}(0) = 0$. For $T_2$, since $\gamma(s, 0) = 0$ for all $s$, we have $F_{T_2}(0) = 0$. The same reasoning applies to the joint cdf of $T_1$ and $T_3$, giving $F_{T_1, T_3}(0, 0) = 0$.

- $\tau \to \infty$. All the cdfs tend to 1. For $T_1$, the double summation will be 0, making $F_{T_1}(\infty) = 1$. For $T_2$, note that the double summations are both 0, while the single summation is equal to 1. This can be shown as follows:

\[
\sum_{i=0}^{m-1} \sum_{k=0}^{i} \binom{m+i-1}{i} \frac{a^n b^i + a^i b^n}{(a+b)^{m+i}} = \frac{1}{(a+b)^{2m-1-i}} \sum_{i=0}^{m-1} \binom{m+i-1}{i} (a^n b^i + a^i b^n) (a+b)^{m-1-i} = \sum_{i=0}^{m-1} \sum_{k=0}^{i} \binom{2m-1-i}{i} \binom{i}{k} (a^{m+k} b^{m-1-k} + a^{m-1-i+k} b^{m+i-k}) \sum_{l=0}^{2m-1} \binom{2m-1-l}{l} a^l b^{2m-1-l}, \tag{15}
\]

where in the last equality we expanded $(a+b)^{m-1-i}$ and used the change of variables $m-1-i \mapsto i$ in the numerator. To prove the last equation is unity, we need to show that the coefficients of $a^l b^{2m-1-l}$ for $0 \leq l \leq 2m-1$ are equal in the numerator and denominator of (15), which can be verified using the following binomial identity \[53\] Eq. (1.78)):

\[
\sum_{k=0}^{n} \binom{\alpha+k}{k} \binom{r+n-k}{n-k} = \binom{\alpha+r+n+1}{n}, \quad \forall \alpha, r.
\]

Hence, $F_{T_2}(\infty) = 1$. As for the joint cdf of $T_1$ and $T_3$, we have $F_{T_1, T_3}(\infty, \infty) = F_{T_1}(\infty) = 1$.

- $g = 0$. The joint cdf of $T_1$ and $T_3$ is equivalent to the cdf of $T_2$.

- $g \to \infty$. The joint cdf of $T_1$ and $T_3$ is equivalent to the cdf of $T_1$, since $T_3 \to 0$.

In case of Rayleigh fading, the fading powers will have exponential distribution, which is a special case of the gamma distribution. Corollary 1 gives the results of the previous lemmas for Rayleigh fading, which has a straightforward proof by setting $m = 1$ in (12), (13), and (14).
Corollary 1. Let \( X \) and \( Y \) be two independent exponential random variables with unity mean, and let \( a, b, I, \) and \( g \) be given non-negative constants. Then the cdfs of \( T_1 \) and \( T_2 \), and the joint cdf of \( T_1 \) and \( T_3 \) are given as

\[
F_{T_1}(\tau) = 1 - \frac{a}{a + b\tau}e^{-\frac{\tau}{a}},
\]

\[
F_{T_2}(\tau) = 1 - \frac{a}{a + b\tau}e^{-\frac{\tau}{a}} - \frac{b}{b + a\tau}e^{-\frac{\tau}{b}} + \frac{ab(1 + \tau)(1 - \tau)}{(a + b\tau)(b + a\tau)}e^{-\left(\frac{1}{a} + \frac{1}{b}\right)\frac{\tau}{1 - \tau}},
\]

\[
F_{T_1,T_3}(\tau, \tau) = 1 - \frac{a}{a + b\tau}e^{-\frac{\tau}{a}} - \frac{b(1 - \tau g)}{b(1 - \tau g) + a\tau(1 + g)}e^{-\frac{(1 + g)\tau}{1 - \tau g}} + \frac{ab(1 + \tau)(1 - \tau(1 + g))}{(a + b\tau)(b(1 - \tau g) + a\tau(1 + g))}e^{-\left(\frac{1}{a} + \frac{1}{b} + \frac{\tau}{1 - \tau g}\right)\frac{\tau}{1 - \tau g}}.
\]

B. Relative Distance and Angle Distributions in the 3D Setting

Let \( \tilde{r}_{B_0}, \tilde{r}_{D_0,L}, \) and \( \tilde{r}_{D_0,N} \) be the distances of the closest BS, LoS UAV, and NLoS UAV to the typical UE, and also let \( \tilde{\theta}_{D_0,L} \) and \( \tilde{\theta}_{D_0,N} \) be the zenith angles of the closest LoS and NLoS UAVs to the typical UE, respectively. We start by providing the distance distribution of the closest BS to the typical UE in the following lemma, where the proof follows directly from the null probability of a PPP [19] and is omitted here for brevity.

Lemma 4. The cdf and pdf of the closest BS distance to the origin, i.e., \( \tilde{r}_{B_0} \), can be written as

\[
F_{\tilde{r}_{B_0}}(r) = 1 - e^{-\pi \lambda_B r^2}, \quad f_{\tilde{r}_{B_0}}(r) = 2\pi \lambda_B r e^{-\pi \lambda_B r^2}.
\]

As mentioned earlier in Section II-D since all BSs are in the NLoS channel condition and have the same height, the closest BS to the typical UE is also regarded as its serving BS. Hence, we have \( r_{B_0} = \tilde{r}_{B_0} \), and thus, the serving BS distance distribution to the typical UE will be \( f_{r_{B_0}}(r) = f_{\tilde{r}_{B_0}}(r) \). We now provide the relative distance and angle distributions in 3D aerial networks in the following lemmas. First, we derive the distance distribution of the closest UAV to the typical UE for the LoS and NLoS channel conditions in Lemma 5. Using this result, we obtain the joint distance and angle distribution of the closest UAV to the typical UE in Lemma 6. We will then determine the association probabilities for each channel condition in Lemma 7. Finally, we derive the joint distribution of the distance and angle of the serving UAV to the typical UE for both channel conditions in Lemma 8.

Lemma 5. The cdf and pdf of the closest UAV distance to the origin for channel condition \( q = \{L, N\} \), i.e., \( \tilde{r}_{D_0,q} \), can be written, respectively, as

\[
F_{\tilde{r}_{D_0,q}}(r) = 1 - e^{-\pi \lambda_D \beta_q(r)}, \quad f_{\tilde{r}_{D_0,q}}(r) = 2\pi \lambda_D r^2 \left( \int_{\theta_{D,M}(r)}^{\theta_{D,M}(r)} \sin(\omega) p_q(\omega) \, d\omega \right) e^{-\pi \lambda_D \beta_q(r)},
\]
Fig. 2. The 3D network setting when the closest UAV is at distance $r$ from $o$ for (a) $h_{D,m} \leq r \leq h_{D,M}$, and (b) $r > h_{D,M}$.

where $\theta_{D,m}(r) = \cos^{-1}\left(\frac{h_{D,m}}{r}\right)$, $\theta_{D,M}(r) = \cos^{-1}\left(\min\left\{\frac{h_{D,M}}{r}, 1\right\}\right)$, $p_q(\theta)$ is given in (4), and

$$\beta_q(r) = \frac{2}{3} \int_0^{\theta_{D,m}(r)} \left(\min\{h_{D,m}^3, r^3 \cos^3(\theta_1)\} - h_{D,m}^3\right) \frac{\sin(\theta_1)}{\cos^3(\theta_1)} p_q(\theta_1) \, d\theta_1. \quad (21)$$

**Proof:** Consider the 3D setting in Fig. 2 where the typical UE is located at the origin and the UAVs are distributed as a 3D homogeneous PPP in the region enclosed between heights $h_{D,m}$ and $h_{D,M}$. Depending on where the closest UAV resides, an exclusion zone is formed, where no other UAVs are allowed to enter. This exclusion zone is a spherical cap when $h_{D,m} \leq \tilde{r}_{D_0,q} \leq h_{D,M}$ (see Fig. 2 (a)) and a spherical segment when $\tilde{r}_{D_0,q} > h_{D,M}$ (see Fig. 2 (b)). Therefore, we can write the cdf of $\tilde{r}_{D_0,q}$ as

$$F_{\tilde{r}_{D_0,q}}(r) = \mathbb{P}[\tilde{r}_{D_0,q} \leq r] = 1 - \mathbb{P}[\text{No UAV in the spherical cap } A \text{ or spherical segment } B]$$

$$= 1 - e^{-\Lambda(A)} \mathbf{1}(h_{D,m} \leq r \leq h_{D,M}) - e^{-\Lambda(B)} \mathbf{1}(r > h_{D,M})$$

$$\overset{(a)}{=} 1 - \begin{cases} 
\exp\left[- \int_0^{2\pi} \int_0^{\frac{\cos^{-1}\left(\frac{h_{D,m}}{r}\right)}{h_{D,m}}} \lambda_D p_q(\theta_1) r_1^2 \sin(\theta_1) \, dr_1 \, d\theta_1 \, d\phi_1\right] & r \leq h_{D,M} \\
\exp\left[- \int_0^{2\pi} \int_0^{\frac{\cos^{-1}\left(\frac{h_{D,m}}{r}\right)}{h_{D,m}}} \lambda_D p_q(\theta_1) r_1^2 \sin(\theta_1) \, dr_1 \, d\theta_1 \, d\phi_1, \\
- \int_0^{2\pi} \int_0^{\frac{\cos^{-1}\left(\frac{h_{D,m}}{r}\right)}{h_{D,m}}} \int_0^{\frac{h_{D,m}}{\cos(\theta_1)}} \lambda_D p_q(\theta_1) r_1^2 \sin(\theta_1) \, dr_1 \, d\theta_1 \, d\phi_1\right] & r > h_{D,M}
\end{cases}$$

where $\Lambda(S)$ is the intensity measure of set $S$ and $(r_1, \theta_1, \phi_1)$ is the spherical coordinate triplet.

Note that in (a) we derived the null probability of 3D PPP $\Phi_{D,q}$ by integrating its density (i.e., $\lambda_D p_q(\theta_1)$) over the spherical cap $A$ for $h_{D,m} \leq r \leq h_{D,M}$ and the spherical segment $B$ for $r > h_{D,M}$. Evaluating these integrals and taking their derivatives with respect to $r$, we end up with the cdf and pdf of $\tilde{r}_{D_0,q}$ as given in (20).
Lemma 6. The joint pdf of the distance and zenith angle of the closest UAV to the origin for channel condition $q$, i.e., $\tilde{r}_{D_0,q}$ and $\tilde{\theta}_{D_0,q}$, respectively, can be written as

$$f_{\tilde{r}_{D_0,q},\tilde{\theta}_{D_0,q}}(r, \theta) = 2\pi \lambda_D r^2 \left( \int_{\theta_{D,m}(r)}^{\theta_{D,m}(r)} \sin(\omega) p_q(\omega) \, d\omega \right) e^{-\pi \lambda_D b_q(r)^2} \frac{e^{-\pi \lambda_D b_q(r)} \sin(\theta) \mathbf{1}(\theta_{D,M}(r) \leq \theta \leq \theta_{D,m}(r))}{\cos(\theta_{D,M}(r)) - \cos(\theta_{D,m}(r))}, \quad (22)$$

where $\theta_{D,m}(r)$, $\theta_{D,M}(r)$, and $\beta_q(r)$ are as given in Lemma 5.

Proof: To obtain the joint pdf of $\tilde{r}_{D_0,q}$ and $\tilde{\theta}_{D_0,q}$, we first derive the conditional pdf $f_{\tilde{\theta}_{D_0,q}|\tilde{r}_{D_0,q}}(\theta|r)$. Conditioned on $\tilde{r}_{D_0,q} = r$, the closest UAV is distributed uniformly on the surface of the spherical cap $A$ or the spherical segment $B$. Since the differential element of solid angle $\Omega$ for a sphere is given by $d\Omega = r^2 \sin(\theta) \, dr \, d\theta \, d\phi = -r^2 \, dr \, d\theta \, e^{\tilde{\phi}} \, d\phi$, we conclude that $\cos(\theta)$ should be uniformly distributed between $\cos(\theta_{D,M}(r))$ and $\cos(\theta_{D,m}(r))$. Hence, we have

$$f_{\tilde{\theta}_{D_0,q}|\tilde{r}_{D_0,q}}(\theta|r) = \frac{\sin(\theta)}{\cos(\theta_{D,M}(r)) - \cos(\theta_{D,m}(r))} \mathbf{1}(\theta_{D,M}(r) \leq \theta \leq \theta_{D,m}(r)).$$

Now, using $f_{\tilde{r}_{D_0,q},\tilde{\theta}_{D_0,q}}(r, \theta) = f_{\tilde{\theta}_{D_0,q}|\tilde{r}_{D_0,q}}(\theta|r)f_{\tilde{r}_{D_0,q}}(r)$ and the previous lemma, we arrive at (22).

The random variables $\tilde{r}_{D_0,q}$ and $\tilde{\theta}_{D_0,q}$ are clearly dependent. However, this dependency becomes less significant as $h_{D,m} \to 0$ and $h_{D,M} \to \infty$. In fact, when UAVs are distributed as a PPP in the half-space $z \geq 0$, $\tilde{r}_{D_0,q}$ and $\tilde{\theta}_{D_0,q}$ are independent from each other and we have

$$f_{\tilde{r}_{D_0,q}}(r) = 2\pi \lambda_D b_q r^2 e^{-\frac{r^2}{2} \pi \lambda_D (\beta_n(r) + \beta_l(r))}, \quad f_{\tilde{\theta}_{D_0,q}}(\theta) = \sin(\theta) \mathbf{1}(0 \leq \theta \leq \frac{\pi}{2}), \quad (23)$$

where $b_q = \int_0^{\frac{\pi}{2}} \sin(\omega) p_q(\omega) \, d\omega$.

Lemma 7. The probability that the typical UE is associated with an NLoS UAV is given as

$$A_N = \int_{h_{D,m}}^{\infty} \int_{0}^{\theta_{D,m}(r)} 2\pi \lambda_D r^2 \sin(\theta) p_N(\theta) e^{-\pi \lambda_D \left( \beta_N(r) + \beta_l(r) \left( \frac{\eta_D}{\eta_q} \right)^{\frac{1}{\tilde{q}}} \right)} \, d\theta \, dr \quad (24)$$

where $\theta_{D,m}(r)$, $\theta_{D,M}(r)$, $\beta_N(r)$, and $\beta_l(r)$ are as given in Lemma 5. Furthermore, the probability that the typical UE is associated with an LoS UAV is $A_L = 1 - A_N$.

Proof: See Appendix D.

Lemma 8. Given that the typical UE is associated with UAV $D_0$ with channel condition $q$, the joint pdf of the serving distance and angle between $D_0$ and the typical UE can be written as

$$f_{r_{D_0,q},\theta_{D_0,q}}(r, \theta) = \frac{1}{A_q} f_{\tilde{r}_{D_0,q},\tilde{\theta}_{D_0,q}}(r, \theta) \exp \left[ -\pi \lambda_D \beta_\tilde{q} \left( \max \left\{ h_{D,m}, \left( \frac{\eta_q}{\eta_q} \right)^{\frac{1}{\tilde{q}}} \right\} \right) \right], \quad (25)$$

where $\tilde{q} = \{L, N\} \setminus q$ and $f_{\tilde{r}_{D_0,L},\tilde{\theta}_{D_0,L}}(r)$ and $\beta_q(r)$ are given in Lemmas 6 and 5, respectively.

Proof: See Appendix E.
**IV. Performance Analysis**

In this section, we will first derive the conditional Laplace transform of the interference imposed at the typical UE by both the BSs and the UAVs. Using this result along with the results of the previous section, we will be ready to analyze the coverage probability.

**A. Conditional Laplace Transform of Interference**

The Laplace transform of random variable $X$ at point $s$ is defined as $L_X(s) = \mathbb{E}[e^{-sX}]$. Assuming $X = I_U$, i.e., the total interference at the typical UE, our goal is to derive the Laplace transform of $I_U$ conditioned on knowing the locations of the serving BS and UAV, i.e., $B_0$ and $D_0$, respectively. Since the channel condition of the serving UAV affects the total interference, we further condition the Laplace transform on the serving UAV being in LoS or NLoS conditions.

Since $I_{BU}$, $I_{DU,L}$, and $I_{DU,N}$ are independent from each other given $B_0$ and $D_0$, we have

$$L_{I_{U|q}(s|B_0,D_0)} = L_{I_{BU}(s|B_0)}L_{I_{DU,L|q}(s|D_0)}L_{I_{DU,N|q}(s|D_0)},$$

where $q = \{L, N\}$ represents the serving UAV channel condition.

As mentioned in Section [II-C2], $\Phi_B$ is an inhomogeneous PPP with density $\lambda_B$ for $u_{Bx} \geq u_{B0}$ and 0 otherwise. Since all BSs experience the NLoS channel condition, there is an exclusion zone $X_B = b(o, u_{B0})$ for the projection of interfering BSs onto the ground, where $b(o, r)$ is a disc of radius $r$ centered at $o$. Next, we derive the conditional Laplace transform of $I_{BU}$.

**Lemma 9.** The Laplace transform of interference from the BSs at the typical UE conditioned on knowing the location of the serving BS (with 2D distance $u_{B0}$ to $o$) can be written as

$$L_{I_{BU}(s|B_0)} = \exp \left[ -2\pi \lambda_B \int_{u_{B0}}^{\infty} \left[ 1 - \left( 1 + \frac{sP_B}{m\eta_{IN}} \frac{G_{B\text{ OmniD}}^{-1}(\pi - \tan^{-1}(\frac{u_{Bx}}{h_B})), \theta_B)}{u_{Bx}^2 + h_B^2} \right)^{-m} \right] u_{Bx} du_{Bx} \right],$$

where $G_{B\text{ OmniD}}(\theta, \theta_B)$ is the downtilted BS antenna gain along direction $\theta$, which is given in (2).

**Proof:** See Appendix F. \hfill \Box

Since UAVs experience both LoS and NLoS channel conditions, the exclusion zone for the interfering UAVs, i.e., $X_D$, depends on the channel conditions of both the serving UAV and the

### Table I

**Exclusion zone radius for different interfering and serving UAV channel conditions.**

| Interfering UAVs | Serving UAV | Exclusion zone radius | Interfering UAVs | Serving UAV | Exclusion zone radius |
|------------------|-------------|-----------------------|------------------|-------------|----------------------|
| LoS              | LoS         | $r_{L|L} = r$         | LoS              | LoS         | $r_{N|L} = \left( \frac{\eta}{\eta_{IN}} \right)^{\frac{1}{\alpha_N}} r_{L|L}$ |
| LoS              | NLoS        | $r_{L|N} = \left( \frac{\eta}{\eta_{IN}} \right)^{\frac{1}{\alpha_N}} r_{L|L}$ | NLoS            | NLoS        | $r_{N|N} = r$         |

---

**TABLE I**

**EXCLUSION ZONE RADIUS FOR DIFFERENT INTERFERING AND SERVING UAV CHANNEL CONDITIONS.**

| Interfering UAVs | Serving UAV | Exclusion zone radius | Interfering UAVs | Serving UAV | Exclusion zone radius |
|------------------|-------------|-----------------------|------------------|-------------|----------------------|
| LoS              | LoS         | $r_{L|L} = r$         | LoS              | LoS         | $r_{N|L} = \left( \frac{\eta}{\eta_{IN}} \right)^{\frac{1}{\alpha_N}} r_{L|L}$ |
| LoS              | NLoS        | $r_{L|N} = \left( \frac{\eta}{\eta_{IN}} \right)^{\frac{1}{\alpha_N}} r_{L|L}$ | NLoS            | NLoS        | $r_{N|N} = r$         |
interfering UAVs. Assuming that the serving UAV has distance \( r \) to the origin, \( \mathcal{X}_D \) will either be a spherical cap or a spherical segment with radius \( r_{q_1|q_2} \), where \( q_1, q_2 = \{ L, N \} \) denote the channel condition of the interfering UAVs and the serving UAV, respectively. Note that \( \mathcal{X}_D \) is a spherical cap when \( h_{D,m} \leq r_{q_1|q_2} \leq h_{D,M} \) and a spherical segment when \( r_{q_1|q_2} > h_{D,M} \). The exclusion zone radii for different values of \( q_1 \) and \( q_2 \) are given in Table I using which we derive the conditional Laplace transform of \( I_{DU,q_1|q_2} \) in the next lemma.

**Lemma 10.** The Laplace transform of interference from the UAVs with channel condition \( q_1 \) at the typical UE conditioned on knowing the location and channel condition of the serving UAV (with 3D distance \( r_{D_0,q_2} \) to \( o \), where \( q_2 \) is the serving UAV channel condition) can be written as

\[
\mathcal{L}_{I_{DU,q_1|q_2}}(s|D_0) = \exp \left[ -2\pi \lambda_D \int_{\theta_{D,m}}^{\theta_{D,m} + \pi} \int_{r_{q_1|q_2}}^{h_{D,M}} \left[ 1 - \left( 1 + \frac{s P_D G_D^{AC}(\pi - \theta)}{m q_1 r_{q_1}} \right)^{-m} \right] p_{q_1}(\theta) r^2 \sin(\theta) dr d\theta \right. \\
\left. - 2\pi \lambda_D \int_{\theta_{D,m}}^{\theta_{D,m} + \pi} \int_{h_{D,m}}^{h_{D,m} + \pi} \left[ 1 - \left( 1 + \frac{s P_D G_D^{AC}(\pi - \theta)}{m q_1 r_{q_1}} \right)^{-m} \right] p_{q_1}(\theta) r^2 \sin(\theta) dr d\theta \right],
\tag{28}
\]

where \( \theta_{D,m} = \cos^{-1} \left( \frac{h_{D,m}}{r_{q_1|q_2}} \right), \theta_{D,M} = \cos^{-1} \left( \min \left\{ \frac{h_{D,M}}{r_{q_1|q_2}}, 1 \right\} \right), \) and \( G_D^{AC}(\theta) \) is the UAV access antenna gain along direction \( \theta \), which is given in dBi in (3).

**Proof:** See Appendix C.

Using the results of Lemmas 9 and 10, we end up with the conditional Laplace transform of interference at the typical UE given the serving UAV has channel condition \( q \) as in (26).

**B. Coverage Probability**

In this section, we derive the coverage probability for the typical UE considering both AF and DF relaying protocols. Since we assumed a hybrid scheme in this paper, the received SINR at the typical UE is the maximum of the BS-UE SINR and the relay-aided end-to-end SINR, as given in (10). The following two theorems provide the main results of this paper.

**Theorem 1.** The network coverage probability for the AF protocol can be written as \( P_{AF}^{Cov} = A_L P_{Cov,L}^{AF} + A_N P_{Cov,N}^{AF} \), where \( A_q \) is the probability that the typical UE is associated with a UAV with channel condition \( q \) as given in Lemma 7 and \( P_{Cov,q}^{AF} \) is the ccdf of SINR\(_q^{AF} \), given as

\[
P_{Cov,q}^{AF} = \sum_{i=1}^{3} \int_{\mathcal{R} \cap \mathcal{R}_i} \cdots \int_{\mathcal{R} \cap \mathcal{R}_i} \int_{\mathcal{R} \cap \mathcal{R}_i} f_{Z}(z) f_{r_{B_0}}(r_{B_0}) f_{r_{D_0,q}, \theta_{D_0,q}}(r_{D_0,q}, \theta_{D_0,q}) f_{\phi_{B_0D_0}}(\phi_{B_0D_0}) dz dr_{B_0} d\theta_{D_0,q} dr_{D_0,q} d\phi_{B_0D_0},
\tag{29}\]

where \( Z = f_{B_0D_0} \sim \text{Gamma}(m, m) \), \( f_{r_{B_0}}(r) \) and \( f_{r_{D_0,q}, \theta_{D_0,q}}(r, \theta) \) are given in Lemmas 4 and 8 respectively, \( \phi_{B_0D_0} \sim U[0, 2\pi] \) is the azimuthal angle between \( B_0 \) and \( D_0 \), \( \mathcal{R} = \{0 \leq \)}
given in Theorem 1, and \( \mathcal{R}_2 = \{ \frac{1}{g} \leq \tau < \frac{1}{g} \}, \mathcal{R}_3 = \{ \tau < \frac{1}{g} \}, \) and \( W_i \)'s are defined as follows:

\[
W_1 = \sum_{i=0}^{m-1} \sum_{k=0}^{i} \binom{k + m - 1}{k} \mu(a, b\tau \mid s_1, s_1),
\]

\[
W_2 = W_1 + \sum_{i=0}^{m-1} \sum_{j=0}^{i} \binom{i + m - 1}{i} \mu(a(1 + g), b(1 - \tau g) \mid s_2, s_2),
\]

\[
W_3 = W_2 + \sum_{i=0}^{m-1} \sum_{j=0}^{i} \binom{k + m - 1}{k} \left[ \mu(a(1 + g), b \mid s_3, s_3) + \mu(a(1 + g), b \mid s_3, s_3) \right] - \sum_{i=0}^{m-1} \sum_{j=0}^{i} \binom{k + m - 1}{k} \left[ \left( \frac{\tau(1 + g)}{1 - \tau(1 + g)} \right)^j \mu(a, b\tau \mid s_1, s_3) \right]
\]

\[
\mu(x, y \mid r, s) = \frac{x^i y^j}{(x + y)^{i+j}} \frac{(-r)^k}{k!} \frac{\partial^k}{\partial s^k} e^{-s\theta_0} \mathcal{L}_{U_{1\mid q}}(s\mid B_0, D_0),
\]

\[
s_1 = \frac{1}{a} \mu, \quad s_2 = \frac{1 + g}{b(1 - \tau g)} \mu, \quad s_3 = \frac{a(1 + g) + b}{ab(1 - \tau(1 + g))} \mu,
\]

\[a = P_B G_{B_0} r_{B_0}^{-\alpha_B} \eta_0^{-1}, \quad b = P_D G_{D_0} r_{D_0,q}^{-\alpha_B} \eta_0^{-1}, \quad c = P_B g_{B_0} g_{D_0} r_{B_0,D_0}^{-\alpha_B} \eta_0^{-1}, \quad g = \frac{N_0}{cZ},\]

\[
r_{B_0,D_0}^2 = r_{B_0}^2 + r_{D_0,q}^2 - 2h_B r_{D_0,q} \cos(\theta_{D_0,q}) - 2 \sqrt{r_{B_0}^2 - h_B^2} r_{D_0,q} \sin(\theta_{D_0,q}) \cos(\phi_{B_0,D_0}),
\]

where \( G_{B_0} = G_{B_0}^{\text{OmniD}}(\pi - \cos^{-1}(\frac{h_B}{r_{B_0}})), \theta_B), \quad G_{D_0} = G_{D_0}^{\text{AC}}(\pi - \theta_{D_0,q}), \quad \text{and} \quad g_{D_0} = G_{D_0}^{\text{max}}. \]

As for the BS backhaul antenna gain, we have \( g_{B_0} = G_{B_0}^{\text{OmniD}}(\cos^{-1}(\frac{r_{D_0,q} \cos(\theta_{D_0,q}) - h_B}{r_{B_0,D_0}})), \theta_B) \) and \( g_{B_0} = G_{B_0}^{\text{max}} \) for the BS first (Section II-B1a) and second (Section II-B1b) antenna models, respectively.

**Proof:** See Appendix [II].

**Theorem 2.** The network coverage probability for the DF protocol can be written as

\[
P_{DF}^{\text{Cov}} = A_L P_{DF}^{\text{L},Cov,L} + A_N P_{DF}^{\text{N},Cov,N}, \]

where \( A_q \) is given in Lemma 7 and \( P_{DF}^{\text{Cov,q}} \) is the ccdf of \( \text{SINR}^\text{DF}_q \), given as

\[
P_{DF}^{\text{Cov,q}} = \int_{\mathcal{R}} \cdots \int_{\mathcal{R}} W f_Z(z) f_{r_{B_0}}(r_{B_0}) f_{r_{D_0,q}}(r_{D_0,q}) f_{\theta_{D_0,q}}(\theta_{D_0,q}) f_{\phi_{B_0,D_0}}(\phi_{B_0,D_0}) dz dr_{B_0} d\theta_{D_0,q} dr_{D_0,q} d\phi_{B_0,D_0}, \quad (30)
\]

where the region \( \mathcal{R} \) and the joint distribution of \( Z, r_{B_0}, \theta_{D_0,q}, r_{D_0,q} \) and \( \phi_{B_0,D_0} \) are the same as given in Theorem 1 and \( W = V_1 + (1 - V_0)(V_2 + V_3 \mathbf{1}(\tau < 1)) \), where \( V_0 = \frac{\gamma (m, N_0/\mu \tau)}{(m-1)!} \) and \( V_1 = \sum_{i=0}^{m-1} \sum_{k=0}^{i} \binom{k + m - 1}{k} \mu(a, b\tau \mid s_1, s_1) \).
and the function $SINR$ where the proof follows by setting $N$ limited network can be written as $P$ with $W$.

The coverage probability for both the AF and DF protocols in an interference- system-level insights of our 3D setup. We assume that the density of BSs is $\lambda$.

Ignoring noise and using Assumption 1, we have $SINR = e^{2e}$ AF. Proof: See Appendix I.

In this section, we verify our analytical results via numerical simulations and provide several system-level insights of our 3D setup. We assume that the density of BSs is $\lambda$. The BSs provide wireless backhaul connections for the UAVs, which are distributed as a 3D PPP with density $\lambda_D$ between heights $h_{D,m}$ and $h_{D,M}$, where we assume $\lambda_D$ ranges from $10^{-9}$ to $10^{-6}$, and $h_{D,m}$ and $h_{D,M}$ take values in $\{50, \ldots, 1000\}$ m. Following [52], we consider the following four urban environments, where the parameters of the LoS probability function $(c_1$ and $c_2$) and the mean excessive pathloss $(\eta_L$ and $\eta_N$) for each environment are also provided: (i) suburban $(c_1 = 4.88, c_2 = 0.43, \eta_L = 0.1 \text{ dB}, \eta_N = 21 \text{ dB})$, (ii) urban $(c_1 = 9.61, c_2 = 0.16, \eta_L = 1 \text{ dB}, \eta_N = 20 \text{ dB})$, (iii) dense urban $(c_1 = 12.08, c_2 = 0.11, \eta_L = 1.6 \text{ dB}, \eta_N = 23 \text{ dB})$, and (iv) highrise urban $(c_1 = 27.23, c_2 = 0.08, \eta_L = 2.3 \text{ dB}, \eta_N = 34 \text{ dB})$. Other parameters are $\alpha_L = 2.5, \alpha_N = 4, m = \{1, 2\}, \tau_B = 10 \text{ dB}, P_D = 5 \text{ dB}, N_0 = 10^{-8}, N_B = 8$, and $\theta_B = 100^\circ$ (measured from the $z$-axis).

\begin{align*}
V_2 = \sum_{i=0}^{m-1} \sum_{k=0}^{i} \binom{k + m - 1}{k} \mu \left( a, b \left| \frac{s_2}{s_2} \right| m \right) V_i, \\
V_3 = \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} \binom{i + m - 1}{i} \left[ \mu \left( a, b \left| \frac{s_3}{s_3} \right| j \right) + \mu \left( a, b \left| \frac{s_3}{s_3} \right| j \right) \right] \\
- \sum_{i=0}^{m-1} \sum_{k=0}^{i} \sum_{j=0}^{k-1} \binom{k + m - 1}{k} \binom{j + i - k}{j} \left( \frac{\tau}{1 - \tau} \right)^j \\
\times \left[ \mu \left( a, b \left| \frac{s_1}{s_1} \right| m \right) + \mu \left( a, b \left| \frac{s_1}{s_1} \right| j \right) \right], \\
s_1 = \frac{1}{a m \tau}, \quad s_2 = \frac{1}{b m \tau}, \quad s_3 = \frac{a + b}{ab(1 - \tau) m \tau},
\end{align*}

and the function $\mu$ and parameters $a$, $b$, and $c$ are the same as given in Theorem 11.

Proof: See Appendix I.

Corollary 2. The coverage probability for both the AF and DF protocols in an interference-limited network can be written as $P_{\text{Cov}} = A_L P_{\text{Cov},L} + A_N P_{\text{Cov},N}$, where $P_{\text{Cov},q}$ is as given in (30) with $W = V_1 + V_2 + V_3 (\tau < 1)$, where $V_1$, $V_2$, and $V_3$ are given in Theorem 2 statement.

V. SIMULATION RESULTS

In this section, we verify our analytical results via numerical simulations and provide several system-level insights of our 3D setup. We assume that the density of BSs is $\lambda_B = 10^{-6}$ (i.e., 1 BS/km$^2$) and they are located at a constant height of $h_B = 20$ m. The BSs provide wireless backhaul connections for the UAVs, which are distributed as a 3D PPP with density $\lambda_D$ between heights $h_{D,m}$ and $h_{D,M}$, where we assume $\lambda_D$ ranges from $10^{-9}$ to $10^{-6}$, and $h_{D,m}$ and $h_{D,M}$ take values in $\{50, \ldots, 1000\}$ m. Following [52], we consider the following four urban environments, where the parameters of the LoS probability function $(c_1$ and $c_2$) and the mean excessive pathloss $(\eta_L$ and $\eta_N$) for each environment are also provided: (i) suburban $(c_1 = 4.88, c_2 = 0.43, \eta_L = 0.1 \text{ dB}, \eta_N = 21 \text{ dB})$, (ii) urban $(c_1 = 9.61, c_2 = 0.16, \eta_L = 1 \text{ dB}, \eta_N = 20 \text{ dB})$, (iii) dense urban $(c_1 = 12.08, c_2 = 0.11, \eta_L = 1.6 \text{ dB}, \eta_N = 23 \text{ dB})$, and (iv) highrise urban $(c_1 = 27.23, c_2 = 0.08, \eta_L = 2.3 \text{ dB}, \eta_N = 34 \text{ dB})$. Other parameters are $\alpha_L = 2.5, \alpha_N = 4, m = \{1, 2\}, P_B = 10 \text{ dB}, P_D = 5 \text{ dB}, N_0 = 10^{-8}, N_B = 8$, and $\theta_B = 100^\circ$ (measured from the $z$-axis).
A. Intermediate Results

We begin by focusing on the intermediate results given in Section III. In Fig. 3, we compare the analytical results for the cdf of $T_1$ (Lemma $\Gamma$), $T_2$ (Lemma $\Theta$), and the joint cdf of $T_1$ and $T_3$ (Lemma $\Lambda$) with numerical simulations using representative parameters $a = 1$, $b = 4$, $I = 2$, $m = 2$, and $g = 1$. Since the coverage probability in the DF and AF relaying protocols is proportional to the ccdf of $T_2$ and the joint ccdf of $T_1$ and $T_3$, respectively, we can clearly observe the performance superiority of the DF over AF in this figure. The joint pdf of the serving distance ($r_{D_0,L}$) and zenith angle ($\theta_{D_0,L}$) when the serving UAV is in LoS is plotted in Fig. 4 for a suburban environment with $\lambda_D = 10^{-6}$, $h_{D,m} = 100$ m, and $h_{D,M} = 300$ m. Note that since the excessive path-loss is very high for an NLoS channel condition, the NLoS association probability will be low in such realistic environments and the closest LoS UAV to the origin almost always provides higher received power at the typical UE than the closest NLoS UAV.

B. Impact of Relaying Protocols, UAV Height, and Density

In Figs. 5-7, we show the coverage probability as a function of UAV height and density for both AF and DF relaying protocols in an urban environment. In Fig. 5, we keep the difference between the maximum and minimum UAV heights constant ($h_{D,M} - h_{D,m} = 100$ m) and then increase the mean UAV height from 100 m to 1000 m. On the other hand, in Fig. 6, we keep the minimum UAV height constant ($h_{D,m} = 50$ m) and increase the maximum UAV height from 100 m to 1000 m. In both of these figures, we set $\lambda_D = 10^{-8}$ and $m = 1$. Let us define the equivalent 2D model of a 3D UAV network as a network with the following two properties: (i) all the UAVs are at the same height, which is set to be the mean value of the maximum and minimum UAV heights of the original 3D network, and (ii) the average number of points in the
2D model is the same as that of the 3D network (with the interpretation that all the points in the 3D setup are projected onto the 2D plane). Using this definition, we compare our results for the 3D network with its equivalent 2D model in Fig. 6. As seen from this figure, the two networks behave very similarly for small values of the height difference. However, as we increase the height difference, the coverage probability of the equivalent 2D model differs significantly from that of the 3D network. In Fig. 7, we assume $m = 1$, $h_{D,m} = 100$ m, $h_{D,M} = 300$ m, and obtain the coverage probability by increasing $\lambda_D$ from $10^{-9}$ to $5 \times 10^{-8}$. The following observations can be made from these figures: (i) coverage probability in the DF relaying protocol is higher than that of the AF protocol, which has been theoretically shown in Section II-E and further pointed out in Fig. 3, (ii) coverage probability decreases as the SINR threshold $\tau$ increases, which is also clear from the definition, (iii) network performance can significantly benefit from limiting the maximum allowable UAV height, (iv) 3D UAV networks cannot always be accurately modeled using their equivalent 2D models, and (v) there exist mean UAV height $h^*_D$ and UAV density $\lambda^*_D$ for which the coverage probability is maximized for each SINR threshold $\tau$. Note that although increasing the average UAV height increases the LoS probability and makes the overall channel condition better, the increased UAV-UE distance significantly affects the path-loss and degrades the coverage probability. Furthermore, increasing the average number of UAVs per unit volume beyond $\lambda^*_D$ increases the overall interference at the typical UE and the serving UAV, which in turn degrades the coverage probability.

\section*{C. Impact of Environments and Antenna Models}

We plot the AF coverage probability versus SINR threshold at different environments in Fig. 8, where the parameters are $\lambda_D = 10^{-8}$, $m = 2$, $h_{D,m} = 100$ m, and $h_{D,M} = 300$ m. Due to
high excessive path-loss and low LoS probability, we observe the worst coverage performance for most SINR thresholds in the highrise urban environment. It is also quite interesting to note that the suburban environment does not demonstrate the best performance. Although we have stronger received power at the typical UE in the suburban environment due to lower path-loss and higher LoS probability, the interference will also be stronger in this case. Therefore, numerical simulations are necessary to compare the coverage performance in different environments. In Fig. 9, we show the DF coverage probability of the network in an urban environment for three antenna models: (i) isotropic, where we assume all BSs and UAVs are equipped with isotropic antennas, (ii) omnidirectional, where we assume each BS is equipped with one downtilted omnidirectional ULA, as described in Section II-B1a, and (iii) omnidirectional and directional, where each BS is equipped with one downtilted omnidirectional ULA and one uptilted directional antenna, as described in Section II-B1b. The performance superiority of antenna models (ii) and (iii) over the canonical model in (i) is completely clear in this figure. We can also observe the benefit of having an uptilted antenna at the BS site that is solely used for backhaul purposes in this plot. With the antenna model given in (iii), the serving UAV is no longer served by the BS antenna sidelobes, which could be very weak. On the contrary, upon proper antenna orientation, the serving UAV will be served by a strong directional antenna at the serving BS, and thus, the BS-UAV backhaul link will be strong, which results in a better overall coverage performance.

VI. CONCLUSION

In this paper, we studied the performance of two-hop backhaul-aware 3D cellular networks, where BSs and UAVs coexist to serve the UEs on the ground. Specifically, each UE either
connects directly to a fiber-backhauled terrestrial BS (access link), or connects first to a UA V which is then wirelessly backhauled to a terrestrial BS (joint access and backhaul). Inspired by the 3GPP studies, we used realistic antenna patterns for both BSs and UA Vs. Due to the high probability of LoS in air-to-ground wireless communications, we adopted a probabilistic channel model for the UAV-UE links that incorporates both LoS and NLoS channel conditions. Following the max-power association policy, we characterized the network coverage performance for two well-known relaying protocols, i.e., AF and DF, by identifying and analyzing the building blocks of their SINR expressions. We also provided a comprehensive analysis of the joint distribution of distance and zenith angle of the closest and serving UAV to the typical UE in a 3D setting using tools from stochastic geometry. Moreover, since the UAV backhaul link could be much weaker than its access link due to the BS antenna sidelobes and nulls, we analyzed the addition of an uptilted directional antenna at the BS site for improving the UAV backhaul link. To the best of our understanding, this is the first work that offers a comprehensive analysis of 3D cellular networks where BSs provide wireless backhaul to the UA Vs using a two-hop relaying scheme. While this work provides insightful results in a two-hop setting, extending its outcomes to a multi-hop scenario would be valuable, especially when coverage in faraway regions is required. Another possible extension of this work is the analysis of the two-hop transmission while incorporating spatial coupling in the placement of UA Vs and UEs through the use of Poisson cluster processes [34], [54]. Furthermore, because we considered the joint transmission of BSs and UA Vs to the UEs in this paper, studying their coordinated joint transmission [55] is a meaningful extension of this work. Since the serving BS and UAV do not interfere with each other’s transmission in the coordinated scheme, we expect to get better results in terms of average rate and coverage probability.

APPENDIX

A. Proof of Lemma 1

By definition, we have

\[ F_{T_1}(\tau) = \mathbb{P}\left[ \frac{aX}{bY + I} \leq \tau \right] = \mathbb{P}\left[ aX \leq \tau bY + \tau I \right] = \int_0^{\infty} f_Y(y) F_X\left( \frac{\tau b y + \tau I}{a} \right) dy \]

\[ \overset{(b)}{= 1} 1 - \sum_{i=0}^{m-1} \frac{m^m}{i!(m-1)!} \left( \frac{m \tau b}{a} \right)^i e^{-\frac{m+1}{a}} \int_0^{\infty} y^{m-1} \left( y + \frac{I}{b} \right)^i e^{-\left( m + \frac{m \tau b}{a} \right) y} dy \]

\[ \overset{(c)}{= 1} 1 - \sum_{i=0}^{m-1} \sum_{k=0}^{i} \frac{m^m (k + m - 1)!}{i! (m-1)!} \left( \frac{I}{b} \right)^{i-k} \left( m + \frac{m \tau b}{a} \right)^{-m-k} e^{-\frac{m+1}{a}} , \]
where in (a) we used the independence of $X$ and $Y$, in (b) we wrote the cdf of $X$ as the series expansion $F_X(x) = \frac{\gamma(m, mx)}{(m-1)!} = 1 - \sum_{i=0}^{m-1} \frac{(mx)^i}{i!} e^{-mx}$ for integer $m$, and in (c) we used the binomial expansion and simplified the resulting integral using the definition of the lower incomplete gamma function. By further mathematical manipulations, we obtain the final result as given in (12).

**B. Proof of Lemma 2**

Similar to the proof of Lemma 1, we can write

$$F_{T_2}(\tau) = \mathbb{P}\left[ \max\{aX, bY\} + I \leq \tau \right] = \mathbb{P}\left[ aX + I \leq \tau, aX \geq bY \right] + \mathbb{P}\left[ bY + I \leq \tau, aX < bY \right]$$

$$= \left\{ \begin{array}{ll}
\int_0^\infty \int_{\frac{\tau a}{b}}^{\infty} f_{X,Y}(x, y) \, dx \, dy + \int_0^{\frac{\tau a}{b}} \int_0^{\infty} f_{X,Y}(x, y) \, dy \, dx & \tau < 1 \\
\int_0^\infty \int_{\frac{\tau a}{b}}^{\infty} f_{X,Y}(x, y) \, dx \, dy + \int_0^\infty \int_0^{\infty} f_{X,Y}(x, y) \, dy \, dx & \tau \geq 1
\end{array} \right.$$.

We now focus our attention to region $\tau < 1$ and denote its first double integral as $L_1$. We have

$$L_1 = \int_0^{\frac{\tau a}{b}} \frac{m^m}{(m-1)!} y^{m-1} e^{-my} \sum_{i=0}^{m-1} \frac{1}{i!} \left[ \left( \frac{mb}{a} \right)^i e^{-\frac{mb}{a}y} - \left( \frac{m\tau b}{a} y + \frac{m\tau}{a} \right)^i e^{\frac{-m\tau y}{a}} \right] dy$$

$$= \sum_{i=0}^{m-1} \frac{m^m}{i!(m-1)!} \left( \frac{mb}{a} \right)^i \int_0^{\frac{\tau a}{b}} y^{i+m-1} e^{-\left(m + \frac{mb}{a}\right)y} \, dy$$

$$- \sum_{i=0}^{m-1} \frac{m^m}{i!(m-1)!} \left( \frac{m\tau b}{a} \right)^i e^{-\frac{m\tau}{a}y} \int_0^{\frac{\tau a}{b}} y^{m-1} \left( y + \frac{I}{b} \right)^i e^{-\left(m + \frac{m\tau b}{a}\right)y} \, dy$$

$$= \sum_{i=0}^{m-1} \gamma \left( m + i, \frac{1}{a} + \frac{1}{b} \right) \frac{m\tau b}{(1-\tau)I} a^{m+b+i}$$

$$- \sum_{i=0}^{m-1} \sum_{k=0}^i \gamma \left( m + k, \frac{\tau a}{a} + \frac{1}{b} \right) \frac{m\tau}{(1-\tau)I} a^m \left( b\tau \right)^k \frac{m\tau}{a} I^{-k} e^{-\frac{m\tau}{a}y}$$

where in (a) we used the independence between $X$ and $Y$ and the series expansion of the cdf of gamma random variables (as given in the proof of Lemma 1), in (b) we switched the order of summation and integration, and in (c) we derived the integrals and simplified the resulting expressions using the binomial expansion and the definition of the lower incomplete gamma function. Note that the second double integral is nothing but $L_1$ with $a$ and $b$ being switched with each other. As for region $\tau \geq 1$, the proof follows the same steps as above, with the only difference that the upper limits of the outer integrals are $\infty$ and we end up with gamma functions instead of incomplete gamma functions in the last step. Noting that $\gamma(s, \infty) = \Gamma(s)$, we obtain the final result as given in (13).
C. Proof of Lemma 3

We start by writing the joint cdf of interest as

\[ F_{T_1,T_3}(\tau, \tau) = \mathbb{P} \left[ \frac{aX}{bY + I} \leq \tau, \frac{bY}{aX + I + g(aX + bY + I)} \leq \tau \right] \]

\[ = \mathbb{P} \left[ bY \geq \frac{a}{\tau} X - I, (1 - \tau g)bY \leq \tau(1 + g)aX + \tau(1 + g)I \right]. \tag{31} \]

When \( \tau \geq \frac{1}{g} \), the second condition in (31) always holds since all the constants and random variables on its right-hand side are non-negative. Hence, we have \( F_{T_1,T_3}(\tau, \tau) = \mathbb{P} \left[ \frac{aX}{bY + I} \leq \tau \right] = F_{T_1}(\tau) \) for \( \tau \geq \frac{1}{g} \). When \( \tau < \frac{1}{g} \), we first find the intersection point of lines \( Y = \frac{a}{b}X - \frac{1}{g}I \) and \( Y = \frac{a\tau(1+g)}{b(1-\tau g)}X + \frac{\tau(1+g)}{b(1-\tau g)}I \) as \( x_0 = \frac{\tau I}{a(1-\tau(1+g))} , y_0 = \frac{\tau(1+g)I}{b(1-\tau(1+g))} \). Note also that \( by_0 = (1+g)ax_0 \).

We can now derive \( F_{T_1,T_3}(\tau, \tau) \) by integrating over the region defined in (31) as follows:

\[ F_{T_1,T_3}(\tau, \tau) = \begin{cases} \int_0^{y_0} \int_{\tau}^{\frac{a\tau y + r}{ax + I}} f_{X,Y}(x,y) \, dx \, dy + \int_{y_0}^{\infty} \int_{\tau}^{\frac{a\tau y + r}{ax + I}} f_{X,Y}(x,y) \, dx \, dy & \tau < \frac{1}{1+g} \\ \int_0^{\infty} \int_{\tau}^{\frac{a\tau y + r}{ax + I}} f_{X,Y}(x,y) \, dx \, dy + \int_{\infty}^{\infty} \int_{\tau}^{\frac{a\tau y + r}{ax + I}} f_{X,Y}(x,y) \, dx \, dy & \frac{1}{1+g} \leq \tau < \frac{1}{g} \end{cases}. \]

This equation can be simplified similarly as in the proof of Lemma 2 to obtain (14). These steps are skipped here for brevity. This completes the proof.

D. Proof of Lemma 7

From (7) and for a specific channel condition, we observe that among all the UAVs, the closest one to the typical UE provides the highest averaged received power. Hence, the serving UAV will be either the closest LoS UAV or the closest NLoS UAV to the typical UE. We can now write the probability that an NLoS UAV serves the typical UE as

\[ A_N = \mathbb{P} \left[ P_{D_{0,N}}^{Rx} \geq P_{D_{0,L}}^{Rx} \right] = \mathbb{P} \left[ \tilde{r}_{D_{0,N}}^{-\alpha_N} \eta_N^{-1} \geq \tilde{r}_{D_{0,L}}^{-\alpha_L} \eta_L^{-1} \right] \overset{(a)}{=} \int_{r_{D_{0,L}}}^{R} \mathbb{P} \left[ \frac{\eta_N}{\eta_L} \geq \left( \frac{r}{r_{D_{0,L}}} \right)^{\frac{1}{\alpha_N}} \right] f_{\tilde{r}_{D_{0,N}}}(r) \, dr, \]

where in (a) we used the law of total probability by conditioning on \( \tilde{r}_{D_{0,N}} \). The final result in (24) is derived by applying the complementary cdf (ccdf) and pdf of \( \tilde{r}_{D_{0,L}} \) and \( \tilde{r}_{D_{0,N}} \), respectively, from (20) to the last integral above. Since the typical UE associates with either an LoS UAV or an NLoS UAV, we have \( A_L = 1 - A_N \).

E. Proof of Lemma 8

Considering the LoS case, we write the joint cdf of \( r_{D_{0,L}} \) and \( \theta_{D_{0,L}} \) as \( F_{r_{D_{0,L}},\theta_{D_{0,L}}}(r, \theta) \)

\[ = \mathbb{P} \left[ \tilde{r}_{D_{0,L}} \leq r, \tilde{\theta}_{D_{0,L}} \leq \theta \mid D_0 \text{ is an LoS UAV} \right] \overset{(a)}{=} \frac{1}{A_L} \mathbb{P} \left[ \tilde{r}_{D_{0,L}} \leq r, \tilde{\theta}_{D_{0,L}} \leq \theta, \tilde{r}_{D_{0,L}} \eta_L^{-1} \geq \tilde{r}_{D_{0,N}} \eta_N^{-1} \right], \]

where in (a) we used the law of total probability by conditioning on \( \tilde{r}_{D_{0,N}} \).
where \( r_0 = (\eta_N/\eta_L)^{1/\alpha_L} h_{D,m}^{\alpha_L/\alpha_L} \), in (a) we used the fact that \( A_L = \mathbb{P} [D_0 \text{ is an LoS UAV}] \), and in (b) we used \( \alpha_L < \alpha_N, \eta_L < \eta_N \), and the cpdf of \( \bar{r}_{D_0,N} \) from (20). Taking the derivative of \( F_{\bar{r}_{D_0,L},\bar{r}_{D_0,L}}(r,\theta) \) with respect to both \( r \) and \( \theta \), we obtain the final result as given in (25).

\[ F. \text{ Proof of Lemma 10} \]

By definition, we have

\[
\mathcal{L}_{\text{BU}}(s|B_0) = \mathbb{E} \left[ e^{-s \sum_{B_x \in \Phi'_B} P_B \eta_N^{-1} G_{B_x} r_{B_x}^{-\alpha_N} f_{B_x}} \bigg| B_0 \right] = \mathbb{E} \left[ \prod_{B_x \in \Phi'_B} \left( 1 + \frac{s P_B G_{B_x}}{m \eta_N r_{B_x}^{\alpha_N}} \right)^{-m} B_0 \right]
\]

\[ = \exp \left[ -2\pi \lambda_B \int_{u_{B_0}}^{\infty} \left[ 1 - \left( 1 + \frac{s P_B G_{B_x}}{m \eta_N r_{B_x}^{\alpha_N}} \right)^{-m} \right] u_{B_x} du_{B_x} \right], \]

where in (a) we took the moment generating function (mgf) of the gamma-distributed \( f_{B_x} \), and in (b) we used the probability generating functional (pgfl) of the PPP \( \Phi'_B \). Noting that \( r_{B_x} = \sqrt{u_{B_x}^2 + h_{B_x}^2} \) and \( G_{B_x} = G_{B}^{\text{OmniD}}(\pi - \theta_{B_x}, \theta_B) \), where \( \theta_{B_x} = \tan^{-1}(\frac{u_{B_x}}{h_{B_x}}) \) is the zenith angle of the BS located at \( B_x \), the final result in (27) is obtained.

\[ \text{G. Proof of Lemma 10} \]

Similar to the proof of Lemma 9 we have

\[
\mathcal{L}_{\text{idU,q1|q2}}(s|D_0) = \mathbb{E} \left[ e^{-s \sum_{D_x \in \Phi'_D,q1} P_D \eta_{q1}^{-1} G_{D_x} r_{D_x}^{-\alpha_{q1}} f_{D_x}} \bigg| D_0 \right] = \mathbb{E} \left[ \prod_{D_x \in \Phi'_D,q1} \left( 1 + \frac{s P_D G_{D_x}}{m \eta_{q1} r_{D_x}^{\alpha_{q1}}} \right)^{-m} D_0 \right]
\]

\[ = \exp \left[ -\int_{\theta_{D,m}}^{\theta_{D,m}} \int_{\theta_{D,m}}^{\theta_{D,m}} \int_{r_{q1|q2}}^{h_{D,m}} \left[ 1 - \left( 1 + \frac{s P_D G_{D_x}}{m \eta_{q1} r_{D_x}^{\alpha_{q1}}} \right)^{-m} \right] \lambda_D p_{q1}(\theta_{D_x}) r_{D_x}^2 \sin(\theta_{D_x}) d\theta_{D_x} d\phi_{D_x} d\theta_{D,m}
\]

\[ - \int_{\theta_{D,m}}^{\theta_{D,m}} \int_{\theta_{D,m}}^{\theta_{D,m}} \int_{r_{q1|q2}}^{h_{D,m}} \left[ 1 - \left( 1 + \frac{s P_D G_{D_x}}{m \eta_{q1} r_{D_x}^{\alpha_{q1}}} \right)^{-m} \right] \lambda_D p_{q1}(\theta_{D_x}) r_{D_x}^2 \sin(\theta_{D_x}) d\theta_{D_x} d\phi_{D_x} d\theta_{D,m},
\]

where \( \theta_{D,m} = \cos^{-1}(\frac{h_{D,m}}{r_{q1|q2}}) \), \( \theta_{D,m} = \cos^{-1} \left( \min \left\{ \frac{h_{D,m}}{r_{q1|q2}}, 1 \right\} \right) \), and we used the pgfl of the PPP \( \Phi'_D,q1 \) in the last equation. Note that the triple integration is carried out over the region enclosed between the planes \( z = h_{D,m} \) and \( z = h_{D,m} \) minus the exclusion zone \( \chi_D \) of the interfering
UAVs, as explained earlier with details in Table I. Observing that \( G_{D_x} = G_{D}^{AC} (\pi - \theta_{D_x}) \), where \( \theta_{D_x} \) is the zenith angle of the UAV located at \( D_x \), we obtain the final result as given in (28).

\[ \text{H. Proof of Theorem 1} \]

We start by writing the definition of the coverage probability as

\[
P_{\text{Cov}}^{AF} = \mathbb{P} \left[ \text{SINR}^{AF} \geq \tau \right] = \mathbb{P} \left[ \text{SINR}^{AF} \geq \tau \big| E_L \right] \mathbb{P} \left[ E_L \right] + \mathbb{P} \left[ \text{SINR}^{AF} \geq \tau \big| E_N \right] \mathbb{P} \left[ E_N \right]
\]

where \( E_L \) and \( E_N \) represent the events that the typical UE is associated with an LoS and NLoS UAV, respectively, with probabilities of \( A_L \) and \( A_N \). We now write the ccdf of SINR as

\[
P_{\text{Cov},q}^{AF} \triangleq \mathbb{P} \left[ \text{SINR}_q^{AF} \geq \tau \right] = 1 - \mathbb{P} \left[ \min \left\{ \text{SINR}_{BU,q}, \text{SINR}_{BD}, \text{SINR}_{DU,q} \right\} < \tau \right] . \tag{32}
\]

Recall that conditioned on knowing the locations of the serving BS and UAV, the SINR values in (32) can be represented in simpler forms as given in (11). Using this representation and by further conditioning on \( I \) and \( Z \), we have

\[
P_{\text{Cov},q}^{AF} = 1 - \mathbb{E} \left[ \mathbb{P} \left[ \frac{aX}{bY + I} < \tau, \frac{bY}{aX + I + g(aX + bY + I)} < \tau \big| B_0, D_0, I, Z \right] \right] = \mathbb{E} \left[ \bar{F}_{T_1,T_3}(\tau, \tau) \right],
\]

where \( g = \frac{N_0}{cZ} \) and we used Lemma 3 in the last equation. Note that \( \bar{F}_{T_1,T_3}(\tau, \tau) = 1 - F_{T_1,T_3}(\tau, \tau) \) is the joint ccdf of \( T_1 \) and \( T_3 \) conditioned on knowing \( a, b, g, \) and \( I \), which entails the incomplete gamma function, and thus, the series expansion \( \gamma(s, x) = (s - 1)! \left[ 1 - \sum_{j=0}^{s-1} \frac{x^j}{j!} e^{-x} \right] \) can be used to obtain \( P_{\text{Cov},q}^{AF} \). Taking the expectation of \( \bar{F}_{T_1,T_3}(\tau, \tau) \) over \( I = I_U + N_0 \), we end up with the derivatives of the Laplace transform of \( I \), where \( \mathcal{L}_I(s|B_0, D_0) = \mathbb{E} \left[ e^{-s(I_U + N_0)} | B_0, D_0 \right] = e^{-sN_0} \mathcal{L}_{I_{U,0}}(s|B_0, D_0) \).

\[ \text{I. Proof of Theorem 2} \]

Similar to the proof of Theorem 1, we only need to derive \( P_{\text{Cov},q}^{DF} \). We have

\[
P_{\text{Cov},q}^{DF} \triangleq \mathbb{P} \left[ \text{SINR}_q^{DF} \geq \tau \right] = 1 - \mathbb{P} \left[ \text{SINR}_{BU,q} < \tau, \min \right\{ \text{SINR}_{BD}, \text{SINR}_{DU,q} \} < \tau \right]
\]

\[
= 1 - \mathbb{P} \left[ \text{SINR}_{BU,q} < \tau \right] + \mathbb{P} \left[ \text{SINR}_{BU,q} < \tau, \text{SINR}_{BD} \geq \tau, \text{SINR}_{DU,q} \geq \tau \right]
\]

\[\approx 1 - \mathbb{E} \left[ \mathbb{P} \left[ \text{SINR}_{BU,q} < \tau \big| B_0, D_0, I \right] \right] \]
+ \mathbb{E}\left[\mathbb{P}\left[\text{SINR}_{BU,q} < \tau, \text{SINR}_{DU,q} \geq \tau | B_0, D_0, I\right]\mathbb{P}\left[\text{SINR}_{BD} \geq \tau | B_0, D_0\right]\right]
\overset{(b)}{=} 1 - \mathbb{E}\left[\mathbb{P}\left[\frac{aX + I}{bY} < \tau | B_0, D_0, I\right]\mathbb{P}\left[\frac{cZ}{N_0} < \tau | B_0, D_0\right]\right]
- \mathbb{E}\left[\mathbb{P}\left[\frac{\max\{aX, bY\}}{\min\{aX, bY\}} + I < \tau | B_0, D_0, I\right]\mathbb{P}\left[\frac{cZ}{N_0} \geq \tau | B_0, D_0\right]\right],

where in (a) we conditioned the probabilities on knowing $B_0, D_0,$ and $I = I_U + N_0,$ and in 
(b) we wrote the SINR values in their simpler forms as in (11) and also used the relation
$\mathbb{P}[E \cap F] + \mathbb{P}[E \cap \bar{F}] = \mathbb{P}[E],$ where $E = \text{SINR}_{BU,q}$ and $F = \text{SINR}_{DU,q},$ to further simplify the result. Now, using Lemmas 1 and 2 and deconditioning similar to the proof of Theorem 1, we obtain the final result as given in (30).
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