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Abstract

This paper presents new classes of consensus protocols with fixed-time convergence, which enable the definition of an upper bound for consensus state as a parameter of the consensus protocol, ensuring its independence from the initial condition of the nodes. We demonstrate that our methodology subsumes current classes of fixed-time consensus protocols that are based on homogeneous in the bi-limit vector fields. Moreover, the proposed framework enables for the development of independent consensus protocols that are not needed to be homogeneous in the bi-limit. This proposal offers extra degrees of freedom to implement consensus algorithms with enhanced convergence features, such as reducing the gap between the real convergence moment and the upper bound chosen by the user. We present two classes of fixed-time consensus protocols for dynamic networks, consisting of nodes with first-order dynamics, and provide sufficient conditions to set the upper bound for convergence a priori as a consensus protocol parameter. The first protocol converges to the average value of the initial condition of the nodes, even when switching among dynamic networks. Unlike the first protocol, which requires, at each instant, an evaluation of the non-linear predefined time-consensus function, hereinafter introduced, per neighbor, the second protocol requires only a single evaluation and ensures a predefined time-consensus for static topologies and fixed-time convergence for dynamic networks. Predefined-time convergence is proved using Lyapunov analysis, and simulations are carried out to illustrate the performance of the suggested techniques. The exposed results have been applied to the design of predefined time-convergence formation control protocols to exemplify their main features.
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1. Introduction

Consensus algorithms allow a network of agents to agree on a value for its internal state in a distributed fashion by using only communication among neighbors [1]. For this reason, they have attracted a great deal of attention in the field of automatic control, self-organizing systems and sensor networks [2], with applications, for instance, to flocking [3], formation control [4–6], distributed resource allocation [7, 8], distributed map formation [9] and reliable filter design for sensor networks with random failures [2].
For agents with first-order dynamics, a consensus protocol with asymptotic convergence to the average value of the initial conditions of the node has been proposed in [1]. Using the stability results of the switching systems [10] it can be shown that such protocols reach a consensus even on dynamic networks by arbitrarily switching between highly connected graphs [1, 11]. Consensus protocols with enhanced convergence properties have been suggested based on finite-time [12, 13], and fixed-time [14, 15] stability theory.

In [16–21] continuous and discontinuous protocols with finite-time convergence were proposed. However, the convergence-time is an unbounded function of the initial conditions. A remarkable extension of the previous methods is the fixed-time convergent consensus. In this case, there exists a bound for the convergence time that is independent of the initial conditions [14, 22]. Therefore, for the design of high-performance consensus protocols, the fixed-time convergence is a desirable property. Several consensus protocol have been proposed based on the fixed-time stability results from [14, 15], see e.g., [23–29]. However, these consensus protocols have been justified only for static networks. Another fixed-time consensus algorithm was proposed by [30], which is a consensus protocol for dynamic networks. However, similar to [26, 27], the convergence analysis is based on the upper estimate of the convergence-time given in [14], which is known to be a too conservative upper bound [31].

Recently, to enable the application of fixed-time consensus algorithms in scenarios with time constraints, there has been an effort in finding the least upper bound of the settling time function of the class of fixed-time stable systems given in [14, Lemma 1]. First, in [15] the least upper bound was found for a subclass of systems, which has lead to consensus protocols for dynamic networks such as [23, 25, 29, 32, 33]. Recently, in [31] the least upper bound for the settling time was found for the general class of fixed-time stable systems given in [14, Lemma 1], based on this result in [34] consensus protocols for dynamic networks, subsuming the ones given in [32, 33], were presented, where an upper bound of the convergence time can be set a priori as a parameter of the protocol, in view of this feature, this class of consensus algorithms is known as predefined-time consensus.

Another approach to derive predefined-time consensus algorithms has been addressed via a linear function of the sum of the errors between neighboring nodes together with a time-varying gain, for instance, using time base generators [35], see e.g., [36–42]. However, these methods require that all nodes have a common time-reference because the same value of the time-varying gain should be applied to all nodes. Thus, this approach is not suitable in GPS-denied environments or in scenarios where having a common time reference is a strong assumption. Moreover, such time-varying gain becomes singular at the pre-set time, either because the gain goes to infinite as the time tends to the pre-set time [36, 41] or because it produces Zeno behavior (infinite number of switching in a finite-time interval) as the time tends to the pre-set time [37].

2. Contribution

This paper aims to provide new classes of consensus protocols, to obtain fixed-time convergence in dynamic networks arbitrarily switching among connected topologies. Sufficient conditions are derived, such that the upper bound for the convergence time is selected a priori as a parameter of the protocol. Such protocols are referred as predefined-time consensus protocols.

Two classes of consensus protocols for networks composed of nodes with first-order dynamics are proposed. The first one is presented to solve the average-consensus problem with predefined convergence under dynamic networks. The second protocol is shown to have predefined-time convergence on static networks and fixed-time convergence under dynamic networks. Unlike the first protocol that requires, at each time instant, one evaluation of the nonlinear predefined-time consensus function (hereinafter introduced) per neighbors, the second protocol only requires a single evaluation, with the trade-off of not ensuring the convergence to the average value of the nodes’ initial conditions.

Contrary to consensus protocols with predefined convergence based on time-varying gains as in [36–40], the proposed classes of protocols does not require the strong assumption of a common time-reference for all nodes. Moreover, unlike autonomous fixed-time consensus protocols [29, 33], which are based on a subclass of the fixed-time stable systems given in [14, Lemma 1], which uses homogeneous in the bi-limit [22] vector fields, in this paper a methodology for the design of new consensus protocols is presented, showing that predefined-time consensus can be achieved with a broader class of consensus protocols, that are not required to be homogeneous in the bi-limit. This result provides extra degrees of freedom to select a protocol, for instance, to reduce the slack between the predefined upper bound for the convergence and the exact convergence time. This methodology generalizes the recent results [33, 34] on fixed-time consensus for dynamic networks formed by agents with first-order dynamics.
The rest of the paper is organized as follows. Section 3 introduces the preliminaries on graph theory and predefined-time stability. Section 4 presents two new classes of consensus protocols with predefined-time convergence together with illustrative examples showing the performance of the proposed approach. In Section 5 these results are applied to the design of formation control protocols with predefined-time convergence. Finally, Section 6 provides the concluding remarks and discusses future work.

3. Preliminaries

3.1. Graph Theory

The following notation and preliminaries on graph theory are taken mainly from [43].

An undirected graph \( X \) consists of a vertex set \( \mathcal{V}(X) \) and an edge set \( \mathcal{E}(X) \) where an edge is an unordered pair of distinct vertices of \( X \). Writing \( ij \) denotes an edge, and \( j - i \) denotes that the vertex \( i \) and vertex \( j \) are adjacent or neighbors, i.e., there exists an edge \( ij \). The set of neighbors vertex of \( i \) in the graph \( X \) is expressed by \( \mathcal{N}_i(X) = \{ j : ji \in \mathcal{E}(X) \} \). A path from \( i \) to \( j \) in a graph is a sequence of distinct vertices starting with \( i \) and ending with \( j \) such that consecutive vertices are adjacent. If there is a path between any two vertices of the graph \( X \) then \( X \) is said to be connected. Otherwise, it is said to be disconnected.

A weighted graph is a graph together with a weight function \( \mathcal{W} : \mathcal{E}(X) \rightarrow \mathbb{R}_+ \). If \( X \) is a weighted graph such that \( ij \in \mathcal{E}(X) \) has weight \( a_{ij} \) and \( n = |\mathcal{V}(X)| \). Then the incidence matrix \( D(X) \) is a \( |\mathcal{V}(X)| \times |\mathcal{E}(X)| \) matrix, such that if \( ij \in \mathcal{E}(X) \) is an edge with weight \( a_{ij} \) then the column of \( D(X) \) corresponding to the edge \( ij \) has only two nonzero elements: the \( i \)-th element is equal to \( -\sqrt{a_{ij}} \) and the \( j \)-th element is equal to \( \sqrt{a_{ij}} \). Clearly, the incidence matrix \( D(X) \), satisfies \( \mathbf{1}^T D(X) = 0 \). The Laplacian of \( X \) is denoted by \( Q(X) \) (or simply \( Q \) when the graph is clear from the context) and is defined as \( Q(X) = D(X)D(X)^T \). The Laplacian matrix \( Q(X) \) is a positive semidefinite and symmetric matrix. Thus, its eigenvalues are all real and non-negative.

When the graph \( X \) is clear from the context we omit \( X \) as an argument. For instance we write \( Q, D, \) etc to represent the Laplacian, the incidence matrix, etc.

**Lemma 1.** [43] Let \( X \) be a connected graph and \( Q \) its Laplacian. The eigenvalue \( \lambda_1(Q) = 0 \) has algebraic multiplicity one with eigenvector \( \mathbf{1} = [1 \cdots 1]^T \). The smallest nonzero eigenvalue of \( Q \), denoted by \( \lambda_2(Q) \), satisfies that \( \lambda_2(Q) = \min_{\|x\|_2 = 1} \frac{x^T Q x}{x^T x} \).

It follows from Lemma 1 that for every \( x \neq \mathbf{0} \), \( x^T Q x \geq \lambda_2(Q) \|x\|_2^2 > 0 \). \( \lambda_2(Q(X)) \) is known as the algebraic connectivity of the graph \( X \).

**Definition 1.** A switched dynamic network \( X_{\sigma(t)} \) is described by the ordered pair \( X_{\sigma(t)} = (\mathcal{F}, \sigma) \) where \( \mathcal{F} = \{X_1, \ldots, X_m\} \) is a collection of graphs having the same vertex set and \( \sigma : [t_0, \infty) \rightarrow \{1, \ldots, m\} \) is a switching signal determining the topology of the dynamic network at each instant of time.

In this paper, we assume that \( \sigma(t) \) is generated exogenously and that there is a minimum dwell time between consecutive switchings in such a way that Zeno behavior in network’s dynamics is excluded, i.e., there is a finite number of switchings in any finite interval. Notice that, no maximum dwell time is set, thus the system may remain under the same topology during its evolution.

3.2. Fixed-time stability with predefined upper bound for the settling time

The preliminaries on predefined-time stability are taken from [44].

Consider the system

\[
\dot{x} = -\frac{1}{T_c} f(x), \quad \forall t \geq t_0, \quad f(0) = 0, \quad x(t_0) = x_0, \quad (1)
\]

where \( x \in \mathbb{R}^n \) is the state of the system, \( T_c > 0 \) is a parameter and \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is nonlinear, continuous on \( x \) everywhere except, perhaps, at the origin.

We assume that \( f(\cdot) \) is such that the origin of (1) is asymptotically stable and, except at the origin, (1) has the properties of existence and uniqueness of solutions in forward-time on the interval \([t_0, +\infty)\). The solution of (1) with initial condition \( x_0 \) is denoted by \( x(t; x_0) \).
**Assumption 1.** Let $u_t$ be a continuous function satisfying Assumption 1, then, the system

$$\dot{x} = -\frac{1}{T_c}\Psi(x), \quad x(t_0) = x_0,$$

is asymptotically stable and the least UBST function $T(x_0)$ is given by

$$\sup_{x_0 \in \mathbb{R}^n} T(x_0) = T_c.$$

**Theorem 2.** (Lyapunov characterization for fixed-time stability with predefined UBST) If there exists a continuous positive definite radially unbounded function $V : \mathbb{R}^n \rightarrow \mathbb{R}$, such that its time-derivative along the trajectories of (1) satisfies

$$\dot{V}(x) \leq -\frac{1}{T_c}\Psi(V(x)), \quad x \in \mathbb{R}^n \setminus \{0\},$$

where $\Psi(z)$ satisfies Assumption 1, then, system (1) is fixed-time stable with $T_c$ as the predefined UBST.

4. Main Result

It is assumed a multi-agent system composed of $n$ agents, which are able to communicate with its neighbors according to a communication topology given by the switching dynamic networks $X_{\sigma(t)}$. The $i$–th agent dynamics is given by

$$\dot{x}_i = u_i$$

where $u_i$ is called the consensus protocol. The aim of the paper is to introduce new classes of consensus protocols for dynamic networks as well as to provide the conditions under which, using only information from the neighbors $\mathcal{N}_i(X_{\sigma(t)})$, the convergence is guaranteed in a predefined-time.

**Definition 4.** Let $\Omega : \mathbb{R} \rightarrow \mathbb{R}$ be a monotonically increasing function satisfying

- there exist a function $\hat{\Omega} : \mathbb{R}_+ \rightarrow \mathbb{R}_+$, a non-increasing function $\beta : \mathbb{N} \rightarrow \mathbb{R}_+$ and $d \geq 1$, such that for all $x = (x_1, \ldots, x_n)^T, x_i \in \mathbb{R}_+$, the inequality

$$\hat{\Omega}(\beta(n)\|x\|_2) \leq \beta(n)^d \sum_{i=1}^n \Omega(x_i)$$

holds, where $\|x\|_2 = \left(\sum_{i=1}^n |x_i|^2\right)^{1/2}$.

- $\Psi(z) = z^{-1}\hat{\Omega}(|z|)$ satisfies Assumption 1.

then, $\Omega(\cdot)$ is called a predefined-time consensus function.

**Lemma 3.** Let $\Omega : \mathbb{R} \rightarrow \mathbb{R}$ be a monotonically increasing function, then if it satisfies either
• \( i \) \( \Omega(x+y) \leq \Omega(x) + \Omega(y) \), i.e. \( \Omega(z) \) sub-additive, and \( \Omega(\mu x) \leq \mu \Omega(x) \) for \( \mu \in [0,1] \) and \( d \geq 1 \), i.e. \( \Omega(z) \) sub-homogeneous of degree \( d \).

• \( ii \) \( \Omega(z) \) convex.

Then, \( \Omega(z) \) complies with (2) for \( \beta(n) = n^{-1} \), \( \tilde{\Omega}(z) = \Omega(z) \) and \( d \) the degree of sub-homogeneity for \( i \) and \( d = 1 \) for \( ii \).

**Proof.** Lemma 7 leads to \( \Omega(n^{-1}\|x\|_1) \leq n \Omega(n^{-1} \sum_{i=1}^n x_i) \). Moreover, for \( i \), \( \Omega(n^{-1} \sum_{i=1}^n x_i) \leq n^{-d} \sum_{i=1}^n \Omega(x_i) \). For \( ii \), \( \Omega(n^{-1} \sum_{i=1}^n x_i) \leq n^{-1} \sum_{i=1}^n \Omega(x_i) \) due to Jensen’s inequality of convex functions [47, Formula 5]. Hence, \( \Omega(z) = \tilde{\Omega}(z) \) complies with (2) for either \( i \) or \( ii \).

**Lemma 4.** The following functions are predefined-time consensus functions, satisfying (2) with \( d = 1 \), \( \beta(n) = \frac{1}{n} \) and \( \tilde{\Omega}(z) = \Omega(z) \):

- \( i \) \( \Omega(z) = \frac{1}{p} \exp(\varepsilon_p z^{2-p}) \) for \( 0 < p \leq 1 \)
- \( ii \) \( \Omega(z) = \frac{1}{2} \exp(2\varepsilon_2 z) - 1 \)
- \( iii \) \( \Omega(z) = \gamma(az^p + bz^q) \) where \( a, b, p, q, k > 0 \) satisfy \( kp < 1 \) and \( kq > 1 \), and

\[
\gamma = \frac{\Gamma(m_p)}{a^d \Gamma(k)(q-p)} \left( \frac{a}{b} \right)^{m_p},
\]

with \( m_p = \frac{1-kp}{q-p} \), \( m_q = \frac{kq}{q-p} \) and \( \Gamma(\cdot) \) the Gamma function defined as \( \Gamma(z) = \int_0^{\infty} e^{-t} t^{z-1} dt \) [48, Chapter 1].

**Proof.** For item \( i \), note that \( \frac{d}{dz} \Omega(z) = \exp(\varepsilon_p z^{2-p}(p^2 z^{2-p} + 3(p - p^2))z + 2(p - p^2)) \). Moreover, note that \( 0 < (3p - p^2) \leq 2 \). Henceforth, \( \frac{d}{dz} \Omega(z) \geq 0 \) and therefore \( \Omega(z) \) is convex. For item \( ii \) note that \( \frac{d}{dz} \Omega(z) = (2\pi)^{-1/2} \exp(2\varepsilon_2 z) \). Recall that \( \exp(z) \geq 1 + z \) for \( z \geq 0 \). Hence, \( \exp(2\varepsilon_2 z) \geq 2 + 2 \exp(2\varepsilon_2 z) \geq 2(1 + z) \geq 0 \) and therefore \( \Omega(z) \) is convex. For \( iii \) it was proved in [34] that \( \Omega(z) \) is convex. Therefore, by Lemma 3, \( \Omega(z) \) and satisfy (2) \( d = 1 \) and \( \tilde{\Omega}(z) = \Omega(z) \) for items \( i-iii \).

Moreover, \( \Psi(z) = p \exp(-z^{p})z^{1-p} \), \( \Psi(z) = \frac{1}{2} \exp(z - 1) \) and \( \Psi(z) = \gamma^{-1}(ax^p + bx^q)^{-k} \) satisfy the conditions of Assumption 1, as shown in [44]. Therefore, the functions in items \( i-iii \) are predefined-time consensus functions.

**Remark 1.** In the following, we derive the condition for fixed- and predefined-time consensus under dynamic networks, with protocols that extend those presented in the literature, for instance, [29, 33]. In the interest of providing a general result we may obtain \( \beta(\cdot) \) and \( \tilde{\Omega}(\cdot) \), resulting in satisfying (2) in a conservative manner. However, in some scenarios, \( \beta(\cdot) \) can be obtained such that (2) is less conservative, resulting in protocols where the slack between the true convergence and the predefined one is reduced. The following lemma illustrates this case for \( k = 1 \) in the predefined-time consensus function given in Lemma 4 item \( iii \).

**Lemma 5.** The function \( \Omega(z) = \gamma(az^{p+1} + bn z^{q+1}) \) where \( a, b, p, q > 0 \) satisfy \( p < 1 \) and \( q > 1 \), and

\[
\gamma = \frac{\Gamma(m_p)}{a^d \Gamma(k)(q-p)} \left( \frac{a}{b} \right)^{m_p},
\]

with \( m_p = \frac{1-p}{q-p} \), \( m_q = \frac{q}{q-p} \) and \( \Gamma(\cdot) \) the Gamma function, is a predefined-time consensus function, satisfying (2) with \( \beta(n) = 1 \) and \( \tilde{\Omega}(z) = \gamma(az^{p+1} + bz^{q+1}) \).

**Proof.** Let \( x_i \in \mathbb{R}_+ \) and note that from Lemma 7 it follows that \( \sum_{i=1}^n x_i^{1+p} = \sum_{i=1}^n (x_i^2)^{1+p} = \|x_i^2\|_1^{1+p} \geq \|x_i^2\|_2^{1+p} \geq \|x_i^2\|_2^{1+p} \). Similarly, \( \sum_{i=1}^n x_i^{1+q} = \sum_{i=1}^n (x_i^2)^{1+q} = \|x_i^2\|_1^{1+q} \geq \|x_i^2\|_2^{1+q} \). Hence, \( \sum_{i=1}^n \Omega(x_i) = a \sum_{i=1}^n x_i^{1+p} + bn \sum_{i=1}^n x_i^{1+q} \geq a\|x_i^2\|_1^{1+p} + b\|x_i^2\|_2^{1+q} = \tilde{\Omega}(\|x_i\|_2) \). The proof that \( \Psi(z) = z^{-1}\tilde{\Omega}(\|z\|_2) \) satisfies Assumption 1 can be found in [44].
Remark 2. In [23, 29, 33], fixed-time consensus protocols were proposed based on the function $\Omega(\cdot)$ given in Lemma 5, but restricted to the case where $p = 1 - s$ and $q = 1 + s$ with $0 < s < 1$. Notice that, in Lemma 5 such restriction is removed. Moreover, in this paper we show that predefined-time consensus can be obtained with a larger class of functions, such as those given in Lemma 4.

Based on predefined-time consensus functions $\Omega(\cdot)$ the following classes of consensus protocols for dynamic networks are proposed:

(i) $$u_i = \kappa_i \sum_{j \in N(i)} \sqrt{a_{ij}} e^{-1}_i \Omega(|e_i|), \quad e_i(t) = \sqrt{a_{ij}}(x_j(t) - x_i(t)),$$

(ii) $$u_i = \kappa_i e^{-1}_i \Omega(|e_i|), \quad e_i = \sum_{j \in N(i)} a_{ij}(x_j - x_i).$$

We show that, if parameters $\kappa_i$ satisfies $\kappa_i > 0$ then consensus is achieved with fixed-time convergence. Moreover, we derive the condition on $\kappa_i$ under which predefined-time convergence is obtained.

4.1. Predefined-time average consensus for dynamic networks

In this subsection we focus on the analysis of the class of consensus protocol (3), we will derive the condition under which consensus on the average of the initial values of the agents is achieved. Notice that, the dynamics of the network under these protocols can be written as

$$\dot{x} = -D(X_{\sigma(t)}) F(D(X_{\sigma(t)})^T x),$$

where, for $z = [z_1 \cdots z_n]^T \in \mathbb{R}^n$, the function $F : \mathbb{R}^n \to \mathbb{R}^n$ is defined as

$$F(z) = \begin{bmatrix} \kappa_1 z_1^{-1} \Omega(|z_1|) \\ \vdots \\ \kappa_n z_n^{-1} \Omega(|z_n|) \end{bmatrix}$$

To prove that (3) is a predefined-time average consensus algorithm, the following result will be used.

Lemma 6. Let the disagreement variable $\delta$ be such that $x = a^T \mathbf{1} + \delta$, where $a = \frac{1}{T} \mathbf{1}^T x(t_0)$ is the average value of the nodes’ initial condition. Then, if the graph is connected, under the consensus protocol (3), $\delta = 0$.

Proof. Let $s_x = \mathbf{1}^T x$ be the sum of the nodes’ values. Recall that $\mathbf{1}^T D(X_{\sigma(t)}) = 0$, then $\dot{s}_x = -\mathbf{1}^T D(X_{\sigma(t)}) F_p(D(X_{\sigma(t)})^T x) = 0$. Thus, $s_x$ is constant during the evolution of the system, i.e. $\forall t \geq 0, s_x(t) = \mathbf{1}^T x(t_0) = s_x(t_0)$. Therefore, $\mathbf{1}^T \delta = \mathbf{1}^T x - an = s_x(t) - s_x(t_0) = 0$, for all $t \geq t_0$.

\[ \square \]

Theorem 3. (Predefined-time average consensus for fixed and dynamic networks) Let $X_{\sigma(t)} = (F, \sigma)$ be a switched dynamic network formed by strongly connected graphs, and let $\Omega(\cdot)$ be a predefined-time consensus function with associated $d$, $\beta(\cdot)$ and $\Omega(\cdot)$ such that (2) holds. Then, if $\kappa_i > 0$, $i = 1, \ldots, n$, then (3) is a consensus protocol with fixed-time convergence. Moreover, if $\kappa_i \geq \frac{\beta(m)^2}{\Delta \rho(m) T_c}, i = 1, \ldots, n$, where $
lambda = \min_{X_{\sigma(t)} \in F} \lambda_2(Q(X_{\sigma(t)})), \quad m = \min_{X_{\sigma(t)} \in F} |E(X_{\sigma(t)})| \text{ and } \overline{m} = \max_{X_{\sigma(t)} \in F} |E(X_{\sigma(t)})|.$

then, (3) is an average consensus algorithm for dynamic networks with predefined convergence time bounded by $T_c$, i.e. all trajectories of (5) converge to the average of the initial conditions of the nodes in a time $T(x_0) \leq T_c$. 
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Let \( \delta = [\delta_1, \ldots, \delta_n]^T \) be the disagreement variable \( x(t) = \alpha I + \delta(t) \), where \( \alpha = \frac{1}{n} I^T x_0 \), which by Lemma 6 satisfies \( I^T \delta = 0 \). Note that \( \dot{x} = \delta = -D(X)_i^T (D(X)_i^T \delta) \). Consider the Lyapunov function candidate

\[
V(x) = \sqrt{\lambda \beta(m)} \|\delta\|.
\]

which is radially unbounded and satisfies \( V(x) = 0 \) if and only if \( \delta = 0 \).

To show that consensus is achieved on dynamic networks under arbitrary switchings, we will prove that (7) is a common Lyapunov function for each subsystem of the switched nonlinear system (11) [10, Theorem 2.1]. To this aim, assume that \( \sigma(t) = 1 \) for \( t \in [0, \infty) \). Then, it follows that

\[
V(x) = -\lambda \beta(m)^2 V^{-1} \dot{V}(x) = -\lambda \beta(m)^2 V^{-1} \sum_{i=1}^m \beta \sum_{m} \Omega(|v_i|) .
\]

Using the fact that \( \Omega(\cdot) \) is a predefined time consensus function, the right hand side of (8) can be rewritten as:

\[
\lambda \beta(m)^2 \beta(m)^{-d} V^{-1} \sum_{i=1}^m \beta(m) \Omega(|v_i|) \geq \lambda \beta(m)^2 \beta(m)^{-d} V^{-1} \sum_{i=1}^m \beta(m) \Omega(|v_i|) 
\]

where \( \kappa = \min[\kappa_1, \ldots, \kappa_n] \). Moreover, it follows from Lemma 7 and Lemma 1 that

\[
\|v\|_2 = \sqrt{v^T v} = \sqrt{\delta^T \Omega(X) \delta} \geq \sqrt{\lambda \beta(m)^{-1} V}.
\]

Therefore:

\[
V^{-1} \dot{\Omega}(\beta(m)||v||_2) \geq V^{-1} \dot{\Omega}(\beta(m)||v||_2) \geq V^{-1} \dot{\Omega}(V) = \Psi(V)
\]

Moreover, the following inequality is obtained from (8), and (9):

\[
V(x) \leq -\kappa \lambda \beta(m)^2 \beta(m)^{-d} \Psi(V)
\]

Then, according to Theorem 2, the disagreement variable \( \delta \) converges to zero in a fixed-time upper bounded by \( T_c \), and therefore protocol (3) guarantees that the consensus is achieved in a fixed-time upper bounded by

\[
\sup_{x_0 \in \mathbb{R}^n} T(x_0) \leq \frac{\beta(m)^2}{\kappa \lambda \beta(m)^2}.
\]

Therefore, if

\[
\kappa_i \geq \kappa = \frac{\beta(m)^2}{\kappa \lambda \beta(m)^2 T_c},
\]

then

\[
V(x) \leq \frac{\beta(m)^2}{\beta(m)^2 T_c} \Psi(V) \leq \frac{1}{T_c} \Psi(V)
\]

and, since \( \beta(\cdot) \) is a non-increasing function, then \( V(x) \) converges to zero in a predefined-time upper bounded by \( T_c \).

Since the above argument holds for any connected \( X_i \in \mathcal{F} \), then protocol (3) guarantees that the consensus is achieved, before a predefined-time \( T_c \), on switching dynamic networks under arbitrary switching. Furthermore, it follows from Lemma 6 that the consensus state is the average of the initial values of the agents. \( \Box \)
Let us consider a network composed of 10 agents and four different communication topologies, $\mathcal{F} = \{X_1, \ldots, X_4\}$ as shown in Figure 1a-1d with algebraic connectivity $\lambda_2(Q(X_1)) = 0.2279$, $\lambda_2(Q(X_2)) = 0.6385$, $\lambda_2(Q(X_3)) = 0.2679$, and $\lambda_2(Q(X_4)) = 0.2603$ and the cardinality of the edge set given by $|\mathcal{E}(X_1)| = 12$, $|\mathcal{E}(X_2)| = 13$, $|\mathcal{E}(X_3)| = 10$ and $|\mathcal{E}(X_4)| = 10$. Thus, $\lambda = 0.2279$, $m = 10$ and $\bar{m} = 13$. The consensus protocol is selected as in (3) with $\Omega(\cdot)$ given in Lemma 5, with $p = 0.2$, $q = 1.1$, $a = 1$ and $b = 2$. According to Lemma 5, $\Omega(\cdot)$ is a predefined-time consensus function, satisfying (2) with $\beta(n) = 1$ and $\tilde{\Omega}(z) = \gamma(az^p + bz^{q+1})$. The gain $\kappa_i$ of the consensus protocol is set as $\kappa_i = \kappa$, $i = 1, \ldots, n$, where $\kappa$ is given in (10) with $T_c = 1$. A simulation of the convergence of the consensus algorithm, under the switching dynamic network $X_{\sigma(t)}$, with nodes’ initial conditions given by $x(t_0) = [23.13, 18.33, 8.01, 20.45, 7.57, -22.77, 12.40, -9.22, 22.02, -10.66]^T$ is given in Figure 2 (top), where the switching signal $\sigma(t)$ is shown in Figure 2 (bottom). Notice that the consensus state is the average of the nodes’ initial conditions, and that convergence is obtained before $T_c$.

4.2. A simpler predefined-time consensus algorithm for static networks

In this subsection we will analyze the consensus protocol proposed in (4). We first show that (4) is a consensus protocol with fixed-time convergence for static networks and we derive the conditions under which predefined-time convergence is obtained. Afterwards, we show that for dynamic networks, (4) is fixed-time convergence.

Remark 3. Unlike protocol (4) which requires, at each time instant, one evaluation of the nonlinear predefined-time consensus function (hereinafter introduced) per neighbors, the second protocol only requires a simple evaluation and hence predefined time consensus for static topologies and fixed-time convergence for dynamic networks.

**Theorem 4.** Let $X$ be the connectivity graph for the static network, and let $\Omega(\cdot)$ be a predefined-time consensus function with associated $d$, $\beta(\cdot)$ and $\tilde{\Omega}(\cdot)$ such that (2) holds. Then, if $X$ is a connected graph and $\kappa_i > 0$, $i = 1, \ldots, n$, then (4) is a consensus algorithm with fixed-time convergence. Moreover, if $X$ is a connected graph and $\kappa_i \geq \frac{1}{\lambda_i(Q(X_i)) T_c}$, $i = 1, \ldots, n$, then (4) is a consensus algorithm with predefined-time convergence bounded by $T_c$, i.e. all trajectories of (11) converge to the consensus state $x_1 = \cdots = x_n$ in predefined-time bounded by $T_c$.

**Proof.** First notice that the dynamic of the network under the consensus algorithm (4) is given by

$$\dot{x} = -\mathcal{F}(Q(X_{\sigma(t)}))x.$$ (11)
where $\mathcal{F}(\cdot)$ is defined as in (6). Thus, the equilibrium subspace is given by $\mathcal{Z}(x) = \{ x : x_1 = \cdots = x_n \}$, i.e. at the equilibrium, consensus is achieved.

Consider the radially unbounded Lyapunov function candidate

$$V(x) = \sqrt{\lambda_2(Q)\beta(n)} \sqrt{x^T Q x},$$

which satisfies that $V(x) = 0$ if and only if $x \in \mathcal{Z}(x)$, and whose time-derivative along the trajectory of system (11) yields

$$\dot{V}(x) = -\sqrt{\lambda_2(Q)\beta(n)} x^T Q \mathcal{F}(Q x) = -\lambda_2(Q)\beta(n)^2 V^{-1} x^T \mathcal{F}(e) = -\lambda_2(Q)\beta(n)^2 V^{-1} \sum_{i=1}^n \beta(n)^d \kappa_i \Omega(|e_i|).$$

where $e = Qx$. Using the fact that $\Omega(\cdot)$ is a predefined time consensus function, then it follows that

$$\sum_{i=1}^n \beta(n)^d \kappa_i \Omega(|e_i|) \geq \kappa \sum_{i=1}^n \beta(n)^d \Omega(|e_i|) \geq \kappa \hat{\Omega}(\beta(n)||e||_2),$$

where $\kappa = \min\{\kappa_1, \ldots, \kappa_n\}$. Moreover, it follows from Lemma 7 and Lemma 1 that

$$||e||_2 = \sqrt{e^T e} = \sqrt{x^T Q^2 x} \geq \sqrt{\lambda_2(Q)} \sqrt{x^T Q x} = \beta(n)^{-1} V.$$

Therefore:

$$\kappa \hat{\Omega}(\beta(n)||e||_2) \geq \kappa \hat{\Omega}(V) = \kappa V \Psi(V).$$

Hence, it follows from (13), and (14) that

$$V(x) \leq -\kappa \lambda_2(Q)\beta(n)^2 \Psi(V).$$
and, according to Theorem 2, protocol (4) guarantees that $x$ converges to $Z(x) = \{ x : x_1 = \cdots = x_n \}$ in a fixed-time bounded by

$$
\sup_{x_0 \in \mathbb{R}^n} T(x_0) \leq \frac{1}{\kappa \lambda_2(Q) \beta(n)^{2-d}}
$$

Thus, if

$$
\kappa_i \geq \kappa = \frac{1}{\lambda_2(Q) \beta(n)^{2-d} T_c}
$$

then

$$
\dot{V}(x) \leq -\frac{1}{T_c} \Psi(V),
$$

and according to Theorem 2, protocol (4) guarantees that the consensus is achieved before a predefined-time $T_c$. \qed

**Example 2.** Consider a network $X$ composed of 10 agents with communication topology as shown in Figure 3, which has an algebraic connectivity of $\lambda_2(Q) = 0.27935$. Let the initial condition be $x(t_0) = [3.65, -8.99, -3.26, -0.03, 4.52, 13.53, 15.85, -0.53, -9.97, -13.91]^T$. Then, the convergence of algorithm (4) under the graph topology $X$ using $\Omega(z) = \frac{1}{p} \exp(z^p) z^{2-p}$, $T_c = 1$ and $p = 0.5$ is shown in Figure 4 where $\kappa_i$ is selected as $\kappa_i = \kappa, i = 1, \ldots, n$ with $\kappa$ as in (15) with $\beta(n) = \frac{1}{n}$.

**Remark 4.** Notice that the convergence-time to the consensus state is a function of the algebraic connectivity of the network [1, 33]. Hence, to compute the gain $\kappa$ to obtain predefined-time convergence, we assume knowledge of a lower-bound of the algebraic connectivity of the network. For static networks, there exist several algorithms for distributively estimating the algebraic connectivity [49–51]. For instance, the algorithm proposed in [50] provides an asymptotic estimation, which is always a lower bound of the true algebraic connectivity. Another scenario is, given an estimate of the size of the network [52, 53] to consider a worst-case $\lambda_2$ from information specific to the problem.

**Remark 5.** We have shown in Theorem 4, using the Lyapunov function (12), that (4) is a predefined-time consensus algorithm for static networks. However, since the Lyapunov function (12) is a function of the Laplacian matrix of the graph, then, the predefined-time convergence for switching dynamic networks cannot be justified as in the proof of Theorem 3. To show that (at least) fixed-time stability is maintained under an arbitrary switching signal, non-smooth Lyapunov analysis [54] is used in the following theorem. Notice that in [23, 33], the consensus protocol (4) using the predefined-time consensus function given in Lemma 5 was proposed, but restricted only to the case where $p = 1 - s$ and $q = 1 + s$ with $0 < s < 1$, which was justified only as a fixed-time consensus protocol for static networks.

**Theorem 5.** If $\kappa_i > 0, i = 1, \ldots, n$, then (4) is a consensus algorithm, with fixed-time convergence, for dynamic networks arbitrarily switching among connected graphs.
Proof. Let $X_\sigma(t)$ be a switching dynamic network, and consider the (Lipschitz continuous) Lyapunov function candidate

$$V(x) = \max(x_1, \ldots, x_n) - \min(x_1, \ldots, x_n),$$

which is differentiable almost everywhere and positive definite. Notice that $V(x) = 0$ if and only if $x \in Z(x) = \{x : x_1 = \cdots = x_n\}$. Let $X_l$ be the current graph topology, then, if $x_j = \max(x_1, \ldots, x_n)$ and $x_i = \min(x_1, \ldots, x_n)$ for a nonzero interval

$$D^+ V(x) = \kappa_j \epsilon_j^{-1} \Omega(|e_j|) - \kappa_i \epsilon_i^{-1} \Omega(|e_i|),$$

(16)

where $D^+ V(x)$ is the Dini derivative, and $e_i$ and $e_j$ are as in (4). However, since $x_j \geq x_k$, $\forall k \in \mathcal{V}(X)$, it follows that $\text{sign}(e_j) = -1$ whenever $e_j \neq 0$, and thus $\epsilon_j^{-1} \Omega(|e_j|) \leq 0$. By a similar argument it follows that $\epsilon_i^{-1} \Omega(|e_i|) \geq 0$. Thus, $\dot{V}(x) \leq 0$.

Notice that the largest invariant set such that $D^+ V(x) = 0$ is $\{x : \max(x_1, \ldots, x_n) = \min(x_1, \ldots, x_n)\}$, because otherwise, since the graph is connected, there is a path from $j$ to $i$, such that there exists a node $k$ that belongs to such path, such that $x_j = x_k = \max(x_1, \ldots, x_n)$ but $x_k \neq x_i$ for some $k' \in \mathcal{N}_k(X_l)$. Thus, $e_k \neq 0$ and in turn makes $e_j < 0$ and, therefore, $D^+ V(x) = 0$ does not hold. Thus, using LaSalle’s invariance principle [46], (11) converges asymptotically to $\{x : \max(x_1, \ldots, x_n) = \min(x_1, \ldots, x_n)\}$, which implies that $x_1 = \cdots = x_n$, i.e. consensus is achieved asymptotically.

Now, consider a switched dynamic network composed of connected graphs and driven by the arbitrary switching signal $\sigma(t)$. Since (16) is a common Lyapunov function for the evolution of the system under each graph $X_l$, the asymptotic convergence of the system is preserved in a dynamic network under arbitrary switching [10].

Finally, since we have shown in the proof of Theorem 4 that, if the topology is static and connected, (12) goes to zero in a fixed-time bounded by the constant $\frac{1}{\epsilon_j \sqrt{Q_2(n)}}$ is the active topology, then, under this scenario, (16) also goes to zero in a fixed-time bounded by the same constant, because if $x$ is such that (12) is zero then also (16) is zero. Since, in the switching case, (16) is still decreasing and continuous, then it follows that (16) goes to zero in a fixed-time lower or equal than the lowest time such that there exists a connected topology $X_l$, such that the sum of time intervals in
which $X_i$ has been active is greater than $\frac{1}{\kappa \xi(t \wedge \theta)}$. Since this upper bound is independent of the initial state of the agents, then fixed-time convergence is obtained under switching topologies.

**Example 3.** Consider a switching dynamic network $X_{\sigma(t)}$ with $\mathcal{F} = \{X_1, X_2, X_3, X_4\}$ with graphs $X_i, i = 1, \ldots, 4$ shown in Figure 5a-5d. Figure 6 (top) show the evolution of the agents’ state, with the consensus protocol (4), under the switching dynamic network $X_{\sigma(t)}$ with switching signal $\sigma(t)$ shown in Figure 6 (bottom) where $\kappa$ is selected as $\kappa = \kappa$.

5. Application to predefined-time multi-agent formation control

In this section, it is described how the proposed method can be applied to achieve a distributed formation with predefined-time convergence in a multi-agent system, where agents only have information on the relative displacement of their neighbors.

Let $z_i$ be the $i$-th agent position and $d^*_{ij}$ be the displacement requirement between the $i$-th and the $j$-th agent in the desired formation. A displacement requirement $d^*_{ij}$ for all $i, j \in \mathcal{V}$ is said to be feasible if there exists a position $z^*$ such that $\forall i, j \in \mathcal{V}, z^*_j - z^*_i = d^*_{ij}$ where $z^*_i$ and $z^*_j$ are the $i$-th and $j$-th element of $z^*$, respectively. The aim of the multi-agent formation control problem is to guarantee that each agent converges to a position $z$ where the displacement requirement is fulfilled.

**Corollary 1.** Let $z$ represent the position of the agents and let $z^* = [z^*_1 \cdots z^*_n]^T$ be a feasible displacement requirement for a desired formation. The following position update rules

(i)$$z_i = \kappa \sum_{j \in \mathcal{N}(z_{\text{ini}})} \sqrt{a_{ij}} \hat{e}_{ij}^{-1} \Omega(\hat{e}_{ij}), \quad \hat{e}_{ij} = \sqrt{a_{ij}}(z_j(t) - z_i(t) - d^*_{ij}),$$

(ii)$$\ddot{z}_i = \kappa \hat{e}_{i}^{-1} \Omega(\hat{e}_i), \quad \hat{e}_i = \sum_{j \in \mathcal{N}(z_{\text{ini}})} a_{ij}(z_j(t) - z_i(t) - d^*_{ij}).$$

solve the displacement formation control in predefined-time if $k$ is selected as in Theorem 3 for (17) and as in Theorem 4 for (18).
Proof. The proof follows by noticing that the dynamic of $x = z - z^*$ for $z_i$ given in (17), coincides with the dynamics of (3) and the dynamic of $x = z - z^*$ for $z_i$ given in (18), coincides with the dynamics of (4). Thus, the displacement formation control is a consensus problem over the variable $x = z - z^*$. Thus, $x$ converges to $x = \alpha I$ in a predefined-time $T(x_0) \leq T_c$, where $\alpha$ is a constant value. Therefore, $z$ converges to $z = z^* + \alpha I$. Notice that $z$ satisfies the displacement requirement, since $z_j - z_i = z^*_j - z^*_i$ is satisfied.

Example 4. Consider a system composed of 20 agents placed with uniformly distributed random initial conditions over $[1, 3]^2$ in the $xy$-plane, shown with red dots in Figure 7b. The displacement conditions $d^*_i$ are given such that the agents achieve a formation as given by the blue dots in Figure 7a. Two agents are connected if the distance between them is less or equal than a communication range of 0.5m. Notice that, as the agents move the connectivity graph changes. The formation control for each agent is designed as in (17), with predefined-time bound $T_c = 1$ and $\lambda_2$ for the less connected case, which is a line graph. The convergence of the agents towards the formation is shown in green in Figure 7b. Notice that the agents converge to a formation where the displacement condition in Figure 7a is satisfied but where a global position for the nodes is not predetermined.

6. Conclusions and Future Work

A new class of consensus algorithms with predefined-time convergence have been introduced in this work. These results allow the design of a consensus protocol which solves the average consensus problem with predefined-time convergence, even under switching dynamic networks. A computationally simpler predefined-time consensus algorithm for fixed topologies was also proposed, with the trade-off that it does not converge to the average; moreover, an additional analysis proved that fixed-time convergence is also maintained under dynamic networks. These results were applied to the multi-agent formation control problem guaranteeing predefined-time convergence. As future work, we consider the application of these results to provide predefined-time convergence to different consensus-based algorithms, such as distributed resource allocation [7, 8].
Appendix A. Some useful inequalities

In this appendix, we recall the inequalities used along the manuscript (3) and (4). An interested reader may review [55–58].

Lemma 7. [58] Let $x = [x_1 \cdots x_n]^T \in \mathbb{R}^n$ and

$$
\|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{\frac{1}{p}}
$$

then if $s > r > 0$ then the following inequality holds

$$
\|x\|_s \leq \|x\|_r \leq n^{\frac{1}{r} - \frac{1}{s}} \|x\|_s.
$$

References

[1] R. Olfati-Saber, J. Fax, R. Murray, Consensus and Cooperation in Networked Multi-Agent Systems, Proceedings of the IEEE 95 (1) (2007) 215–233.
[2] J. Liu, C. Wu, Z. Wang, L. Wu, Reliable filter design for sensor networks using type-2 fuzzy framework, IEEE Transactions on Industrial Informatics 13 (4) (2017) 1742–1752.
[3] R. Olfati-Saber, Flocking for multi-agent dynamic systems: Algorithms and theory, IEEE Transactions on automatic control 51 (3) (2006) 401–420.
[4] K.-K. Oh, M.-C. Park, H.-S. Ahn, A survey of multi-agent formation control, Automatica 53 (2015) 424–440.
[5] W. Ren, Distributed attitude alignment in spacecraft formation flying, International journal of adaptive control and signal processing 21 (2-3) (2007) 95–113.
[6] S. Li, X. Wang, Finite-time consensus and collision avoidance control algorithms for multiple AUVs, Automatica 49 (11) (2013) 3359–3367.
[7] Y. Xu, G. Yan, K. Cai, Z. Lin, Fast centralized integer resource allocation algorithm and its distributed extension over digraphs, Neurocomputing 270 (2017) 91–100.
[8] Y. Xu, T. Han, K. Cai, Z. Lin, G. Yan, M. Fu, A distributed algorithm for resource allocation over dynamic digraphs, IEEE Transactions on Signal Processing 65 (10) (2017) 2600–2612.
[9] R. Aragues, J. Cortes, C. Sagues, Distributed consensus on robot networks for dynamically merging feature-based maps, IEEE Transactions on Robotics 28 (4) (2012) 840–854.
[10] D. Liberzon, Switching in Systems and Control, Birkhäuser Boston, 2003.
[11] K. Cai, H. Ishii, Average Consensus on Arbitrary Strongly Connected Digraphs With Time-Varying Topologies, Automatic Control, IEEE Transactions on 59 (4) (2014) 1066–1071.
[12] S. P. Bhat, D. S. Bernstein, Geometric homogeneity with applications to finite-time stability, Mathematics of Control, Signals and Systems 17 (2) (2005) 101–127.
[47] J. L. W. V. Jensen, Sur les fonctions convexes et les inégalités entre les valeurs moyennes, Acta Math. 30 (1906) 175–193.

[48] H. Bateman, A. Erdélyi, Higher transcendental functions, Calif. Inst. Technol. Bateman Manuscr. Project, McGraw-Hill, New York, NY, 1955.

[49] C. Li, Z. Qu, Distributed estimation of algebraic connectivity of directed networks, Systems & Control Letters 62 (6) (2013) 517–524.

[50] R. Aragues, G. Shi, D. V. Dimarogonas, C. Sagüés, K. H. Johansson, Y. Mezouar, Distributed algebraic connectivity estimation for undirected graphs with upper and lower bounds, Automatica 50 (12) (2014) 3253–3259.

[51] E. Montijano, J. I. Montijano, C. Sagues, Fast distributed algebraic connectivity estimation in large scale networks, Journal of the Franklin Institute 354 (13) (2017) 5421–5442.

[52] I. Shames, T. Charalambous, C. N. Hadjicostis, M. Johansson, Distributed network size estimation and average degree estimation and control in networks isomorphic to directed graphs, in: Communication, Control, and Computing (Allerton), 2012 50th Annual Allerton Conference on, IEEE, 1885–1892, 2012.

[53] K. You, R. Tempo, L. Qiu, Distributed algorithms for computation of centrality measures in complex networks, IEEE Transactions on Automatic Control 62 (5) (2017) 2080–2094.

[54] A. Bacciotti, L. Rosier, Liapunov functions and stability in control theory, Springer Science & Business Media, 2006.

[55] D. S. Mitrinovic, Analytic Inequalities, Springer-Verlag Berlin Heidelberg, 1 edn., ISBN 978-3-642-99972-7, doi:10.1007/978-3-642-99970-3, 1970.

[56] G. H. Hardy, J. E. Littlewood, G. Pólya, Inequalities, Cambridge University Press, 2 edn., ISBN 0521358809, 9780521358804, 1934.

[57] Z. Cvetkovski, Inequalities: theorems, techniques and selected problems, Springer Science & Business Media, 2012.

[58] G. Hardy, J. Littlewood, G. Pólya, et al., Cambridge Mathematical Library, in: Inequalities, Cambridge University Press, 1988.