POLYNOMIALS WITH DENSE ZERO SETS AND DISCRETE MODELS OF THE KAKEYA CONJECTURE AND THE FURSTENBERG SET PROBLEM

RUIXIANG ZHANG

ABSTRACT. We prove the discrete analogue of Kakeya conjecture over \( \mathbb{R}^n \). This result suggests that a (hypothetically) low dimensional Kakeya set cannot be constructed directly from discrete configurations. We also prove a generalization which completely solves the discrete analogue of the Furstenberg set problem in all dimensions. The difference between our theorems and the (true) problems is only the issue of continuity since no transversality-at-incidences assumptions are imposed. The main tool of the proof is a theorem proved in [Won03] [Lot12] which states that a low degree polynomial cannot have its zero set being too dense inside the unit cube, coupled with Dvir-type polynomial arguments [Dvi09]. From the viewpoint of the proofs, we also state a conjecture that turns out to be equivalent to the (lower) Minkowski version of the Kakeya conjecture. Finally, we also present our own version of the proof of the theorem in [Won03] [Lot12]. Our proof shows that this theorem follows from a combination of properties of zero sets of polynomials and a general proposition about hypersurfaces which might be of independent interest.

1. INTRODUCTION

1.1. Discrete models of Kakeya conjecture and the polynomial method. A Kakeya set in \( \mathbb{R}^n \) is a compact set which contains a unit line segment in every direction. The Kakeya conjecture concerning it, which has close connections to many harmonic analysis and combinatorial problems, states the following:

Conjecture 1.1 (Kakeya Conjecture). A Kakeya set in \( \mathbb{R}^n \) has full Hausdorff dimension.

Conjecture 1.1 is notoriously difficult, especially in high dimensions. Various partial results have been proved. One could ask an easier question about the Minkowski dimension instead and might obtain better lower bounds than the Hausdorff version. In either case, the best known lower bound for large \( n \), which is due to Katz and Tao [KT02], is still far from \( n \) (and yet highly nontrivial). These bounds are linear in terms of \( n \) and significantly larger than easier bounds (which are around \( \frac{n}{2} \)) one could prove. For example, the best known Hausdorff dimension lower bound is
(2 - \sqrt{2})(n - 4) + 3 \ [KT02]. In high dimensions, the arguments leading to these bounds exploit the additive structure of finite point sets in a line \ [KT99 \ KT02], which was in turn inspired by an earlier paper of Bourgain \ [Bou99]. In \ [KT02], the authors also proposed a combinatorial program (i.e. the “SD(\alpha)” conjecture there) that suggests one possible way to attack the full Kakeya.

To start doing quantitative analysis, we introduce some notations. When \( A, B > 0 \), we use \( A \gtrapprox B \) to denote that \( A \geq CB \) for the rest of the paper, where \( C \) is an absolute constant. Similarly, if \( \varepsilon > 0 \) then \( \gtrapprox \varepsilon \) means that a similar inequality holds where the implied constant depends only on \( \varepsilon \), etc. The Minkowski version of the Kakeya conjecture, which is equivalent to say that the \( \delta \)-neighborhood of a fixed Kakeya set \( K \) has volume \( \gtrapprox_{\varepsilon,K} \delta^\varepsilon \) for any \( \varepsilon > 0 \), can be viewed as a question about incidences between small balls and thin tubes in \( \mathbb{R}^n \). Many authors have suggested to consider discrete models of this incidence problem. Perhaps the best known one was the Kakeya conjecture over finite fields, which was fully solved by Dvir \ [Dvi09] and now becomes a theorem.

**Theorem 1.2** (Kakeya sets have full dimension in finite fields \ [Dvi09]). For a finite field \( \mathbb{F} \), if \( K \) is a Kakeya set in \( \mathbb{F}^n \), i.e. for each direction, there is a line \( l \subseteq K \) parallel to that direction. Then \( |K| \gtrapprox_n |\mathbb{F}|^n \).

Dvir’s argument is now known as the “polynomial method” which has its roots in earlier number theory and combinatorics, and in turn inspired a lot of works, the best known one of which being the almost full solution to the distinct distance conjecture by Guth and Katz \ [GK10b]. This method is not strong enough to settle the Kakeya problem in \( \mathbb{R}^n \) due to subtle technical issues including the “planar” issue we will mention below. Nevertheless, it already shed some light on the real Kakeya conjecture: Guth \ [Gut10] proved the endpoint multilinear Kakeya conjecture which was slightly better than the previous result by Bennett, Carbery and Tao \ [BCT06]. The most amazing part of Guth’s work was that he was able to employ the similar but strengthened “polynomial” approach as in Dvir’s paper to recover the previous result in \ [BCT06] which was proved in a totally different way. Moreover he got a slight improvement by allowing the endpoint case. The multilinear Kakeya was substantially weaker than Kakeya due to the “transverse” assumption. Therefore it does not quite suggest a way to the final solution of Kakeya. Yet it can already be of some use in the relevant harmonic analysis problems, see e.g. \ [BG11].

Back to the “real” Kakeya in \( \mathbb{R}^n \), there is a natural formulation of a discrete model in \( \mathbb{R}^n \), which will be one of the main topics we deal with in this paper. Let us first recall that the Kakeya conjecture can be viewed as an incidence problem between balls and tubes. It was perhaps Wolff \ [Wol99 \ Wol03] who first proposed a program to understand the analogue problems of incidences between points and lines in \( \mathbb{R}^n \) in order to understand at least some part of intuition towards the real Kakeya problem.
(in these references he also suggested the finite field Kakeya conjecture which was now Dvir’s Theorem [Dvi09]. Indeed, it would at least seem strange to imagine that the worst case of incidences between tiny balls and thin tubes is much worse than the worst case of incidences between points and lines, and in vector spaces over finite fields the latter problem perfectly makes sense as well as in $\mathbb{R}^n$.

After Dvir’s complete solution to the finite field Kakeya [Dvi09], people started to go back to look at the relevant incidence problems in $\mathbb{R}^n$. In this direction, Wolff [Wol99] [Wol03] already proposed a heuristic connection between Kakeya and a “joints” problem considered by various people (see e.g. [CEG92] [Sha94] [SW04]). It has the extra “transverse” condition instead of the condition that the directions of the lines are evenly distributed as in the Kakeya problem (and has an accordingly changed conclusion). The philosophy of the connection is that a (hypothetical) Kakeya set of low dimension would have a lot of incidences between balls and tubes. If at many incidences there were $n$ “transverse” tubes then this would contradict the continuous version of the joints conjecture (as long as the latter could be formulated and proved). Indeed, Bennett, Carbery and Tao obtained a partial result conditioned on the angles of lines at the joint by their “multilinear” Kakeya estimate [BCT06]. But the story didn’t end here: later after Dvir’s work [Dvi09], Guth and Katz [GK10a] took up the polynomial method and proved the joints conjecture in dimension three.

The incidence between points and lines has a long history and a seminal result was the celebrated Szemerédi-Trotter theorem [STJ83] which asserts that there are $\lesssim |P|^\frac{2}{3} |L|^\frac{4}{3} + |P| + |L|$ incidences between a finite set $P$ of points and a finite set $L$ of lines on the plane. There are examples suggesting that apart from the trivial bounds $|L|^2 + |P|$ and $|P|^2 + |L|$, this bound is essentially the best one we can hope. Thus we have a rather complete understanding of incidences between points and lines on the plane. In the higher dimensions, the picture is relatively vague and much work still has to be done. After the work of Dvir [Dvi09], the polynomial method gradually became a power tool in this area. Indeed, there is a very simple proof of the Szemerédi-Trotter theorem by this method. Using the polynomial method, Guth and Katz [GK10a] fully solved the joints problem in dimension three. Their arguments were simplified and generalized independently by Quilodrán [Qui10] and Kaplan-Sharir-Shustin [KSS10] to arbitrarily high dimensions as the following theorem:

**Theorem 1.3** (Joints Theorem [Qui10] [KSS10]). For a set $L$ of lines in $\mathbb{R}^n$, a joint is a point that lies on $n$ lines with linearly independent directions. Then the number of joints is $\lesssim_n |L|^{\frac{n}{n-1}}$.

The next goal is to understand the “planar” issue of the Kakeya set: as we saw, much was known about the “transversal” incidences (note that in the multilinear Kakeya and the joints problem there are some “transversality” assumptions built
in), but it is more or less a common belief that the hardest part of the Kakeya set lies in the issue of “planar” incidences. In dimension two this issue does not exist and three would be the first interesting dimension. For the dimension three, Bourgain raised the following conjecture in AIM 2004 \cite{CL04} as a discrete model of the real Kakeya problem. It is now a theorem also proved by Guth and Katz in their “joints” paper \cite{GK10a}:

**Theorem 1.4.** Assume that there are $N^2$ lines in $\mathbb{R}^3$ such that no $N$ lines lie on a common plane. If a point set $P$ has at least $N$ points lying on each of the previously given $N^2$ lines then $|P| \gtrsim N^3$.

A direct attempt to generalize the arguments of the proof of Theorem 1.4 does not work well in higher dimensions because of the “planar” issue becomes complicated. I do not know any work on higher dimensional versions of this problem and it seems not unreasonable (though still quite bold) to conjecture the following:

**Conjecture 1.5.** Assume that there are $N^{n-1}$ lines in $\mathbb{R}^n$ such that no $N^{r-1}$ lines lie in a common $r$-dimensional subspace ($1 < r < n$). If a point set $P$ has at least $N$ points lying on each of the previously given $N^{n-1}$ lines then $|P| \gtrsim nN^n$.

What we will establish in this paper is a partial result towards Conjecture 1.5, also being the natural discrete model of Kakeya:

**Theorem 1.6** (Main theorem for the discrete model of Kakeya). Given any fixed number $C > 0$. Assume that a set $L$ of lines in $\mathbb{R}^n$ satisfies that the direction (viewed as unit vectors) set of $L$ is a $C$-dense subset of the unit sphere $S^{n-1}$ (with respect to the Euclidean distance). If a point set $P$ has at least $N$ points lying on each line in $L$ then $|P| \gtrsim nC N^n$.

Here the direction set of a set of lines is the union of the directions of the lines. For simplicity we do not pass to projective spaces and adopt the convention that one line gives two opposite directions on the unit sphere. One can easily see that unlike the joints Theorem 1.3, Theorem 1.6 does not require any local transverse condition and can indeed be viewed as a discrete version of the Kakeya problem in $\mathbb{R}^n$. As in Wolff’s heuristic \cite{Wol99} \cite{Wol03}, if one could replace points by small balls and replace lines by thin tubes (and allows an $\epsilon$ of loss on the exponent) then Theorem 1.6 will immediately become the statement that the Kakeya set has full Minkowski dimension. Unfortunately, we didn’t see any way of adapting the techniques of our proof to a solution to the Kakeya Conjecture 1.1. The main new difficulty in the real Kakeya would be the loss of “precise” incidence, leading to a complete loss of many algebraic structures of the polynomial we will construct.

Note that by passing to subsets we easily see that Conjecture 1.5 implies Theorem 1.6.
To conclude this part, we summarize the two main difficulties of the real Kakeya problem in $\mathbb{R}^n$: the “plany” issue and the “continuous” issue. The former issue is that most incidences might be planar which shuts down standard tools that exploit transversality and the latter issue is that the incidences of balls and tubes need not to be as accurate as the incidences of points and lines, which causes much trouble for algebraic treatments. Up to now, in high dimensions, the multilinear Kakeya estimates [BCT06] [Gut10] can be established as a “continuous” version but always with transversality (at incidences) assumptions; the joints Theorem [L3] has a weaker requirement on transversality but was only done in the discrete setting (recently in the three dimensional continuous setting there is a paper by Guth [Gut14] in this direction for the continuous setting); our Theorem [L6] did not assume transversality at all but only achieves a discrete version. Despite these partial results, it is likely that something substantially new has to be invented in order to fully solve the full real Kakeya conjecture in $\mathbb{R}^n$. Along the lines of this paper, later in this section we will propose a conjecture about polynomials that is equivalent to the Minkowski version of Kakeya. We will explain some possible ways to attack it but the solution almost surely requires new ingredients.

1.2. A discrete model of the Furstenberg set problem. Another interesting incidence problem in high dimensions is the discrete model of the Furstenberg set problem. The Furstenberg set problem is a generalization of Kakeya. It was likely to be inspired by Furstenberg’s work [Fur70] and was raised by Wolff [Wol99] [Wol03] and Tao [Tao]. See these references and [Zha13a] for an introduction. The problem is the following:

**Problem 1.7 (Furstenberg set problem).** Fix $0 < \beta < 1$. If a compact set $S$ in $\mathbb{R}^n$ satisfies that for any direction $\omega \in S^{n-1}$, there is a line parallel to $\omega$ such that a $\beta$-dimensional subset of this line lies in $S$. Then what can we get as the best lower bound for the dimension of $S$?

This problem can also be considered over finite fields and in both cases there are example sets with dimension $\leq \frac{n-1}{2} + \frac{n-1}{2} \beta$ [Zha13a]. This is also my conjectural lower bound for $\mathbb{F}_p$ (p prime) and $\mathbb{R}$, and for $\mathbb{R}$ this conjecture has a good reason (see below). However, provable lower bounds are not easy to obtain and in high dimensions we proved only a little bit of gain beyond the trivial bound for the “critical exponent” $\beta = \frac{1}{2}$ for $\mathbb{F}_p$ [Zha13a] (while for, say, $\mathbb{F}_p^2$, the trivial bound is not improvable for $\beta = \frac{1}{2}$, which Wolff already observed [Wol99] [Wol03]).

One may also cook up a discrete model of Problem 1.7 in $\mathbb{R}^n$. Interestingly enough, using the technique of this paper we can fully solve it up to constants. Namely, we will prove the following theorem:
**Theorem 1.8** (Main theorem for the discrete model of Furstenberg). Given any fixed number \( C > 0 \) and \( 0 \leq \beta \leq 1 \). Assume that a set \( L \) of lines in \( \mathbb{R}^n \) satisfies that the direction set of \( L \) is a \( \frac{C}{N} \)-dense subset of the unit sphere. If a point set \( P \) has at least \( N^\beta \) points lying on each line in \( L \) then \( |P| \gtrsim_{n,C} N^{\frac{n-1}{2} + \frac{n+1}{2} \beta} \). Moreover, the exponent \( \frac{n-1}{2} + \frac{n+1}{2} \beta \) cannot be improved.

Thus if we can “replace” the points and lines in Theorem 1.8 with balls and tubes (and allow an \( \varepsilon \)-loss on the exponent) we would obtain a lower dimension bound \( \frac{n-1}{2} + \frac{n+1}{2} \beta \) for the Minkowski version of the Furstenberg set problem (and thus fully solve it). Hence following Wolff’s heuristic, we put \( \frac{n-1}{2} + \frac{n+1}{2} \beta \) as the conjectural lower dimension bound for the \( n \)-dimensional Furstenberg set problem. Note that in the two dimensional case, everything is concordant with Wolff’s original work \[Wo99\] [Wo03].

Obviously, Theorem 1.6 is a special case of Theorem 1.8. Therefore we will only focus on the proof of Theorem 1.8 in the rest of this paper.

### 1.3. Ingredients: Wingkew’s theorem on polynomials with dense zero sets.

We come to the strategy of the proofs. Though Theorem 1.6 is a weaker version of the generalized Conjecture 1.5 which is in turn a generalization of Theorem 1.4, our argument will be a “global” one unlike the “local” analysis (of singular points and planar points) in the proof of Theorem 1.3 and Theorem 1.4 [GK10a] [KSS10] [Qui10].

On the other hand, the basic strategy of our argument resembles Dvir’s proof [Dvi09] more. Along the way of standard “soft” reasoning, we invoke a key theorem that was established in a totally different context [Won03].

**Theorem 1.9** (A low degree polynomial cannot be too dense [Won03]). For \( 0 < \alpha < 1 \) and positive integer \( d \), the \( \alpha \)-neighborhood of the zero set of any nonzero polynomial of degree \( d \) inside the unit cube \( I^n \subseteq \mathbb{R}^n \) has volume \( \lesssim_{n,d} \alpha d \).

(In the original draft of this paper I was unaware of the references proving this theorem and gave my own version of the proof. After circulation of it I knew that this theorem existed and there were at least two different proofs by Wongkew [Won03] and Lotz [Lot12]. In particular this theorem was due to Wongkew. Nevertheless, our proof also has some new features that made us decide to keep it in the paper. See below.)

With Theorem 1.9, we sketch the proof of Theorem 1.8 which will be done in the following section. First use the polynomial ham-sandwich theorem to partition the points evenly with a low degree polynomial \( Q \). The highest homogeneous part \( Q_h \) of \( Q \) must vanish on the directions of all the lines that are contained in the zero set. But by Theorem 1.9 and a stereographic projection we know that the \( \frac{1}{\deg Q} \)–neighborhood of those directions on the unit sphere can have arbitrarily small area when \( \varepsilon \) is small.
So by the assumptions, when $|P|$ is small there are a lot of lines that do not lie inside the zero set of $Q$. By a standard incidence counting argument, we bound the incidences between all the points and those lines and get a contradiction if there are too few points.

If one only wants to prove Theorem 1.6 which is the discrete analogue of Kakeya in $\mathbb{R}^n$, he does not need such a big machine explained above and the theorem follows directly from Theorem 1.9 and Dvir’s argument [Dvi09].

Along the lines of the proof of Theorem 1.8 we propose a conjecture that is in fact equivalent to the Minkowski version of Kakeya conjecture:

**Conjecture 1.10.** For any $\varepsilon > 0$, $H > 0$, a positive integer $N$ and a polynomial $Q$, we divide the unit cube $I^n \subseteq \mathbb{R}^n$ into cubes with edge length $N^{-1-\varepsilon}$. For any direction $v \in S^{n-1}$, if there is a line that has the given direction and that there are $\geq \frac{1}{N^{1+\varepsilon}}$ small cubes satisfying: 1) each cube is “roughly bisected” (i.e. has the polynomial diving it into two parts, both of which have volume, say, $\geq \frac{1}{10}$ of the volume of the cube) by $Q$; 2) each cube intersects the line, then we say that the direction $v$ is $N, \varepsilon, H$-singular with respect to this polynomial $Q$.

We conjecture that: Given any fixed numbers $\varepsilon, H > 0$. Then for any polynomial $Q$ whose degree is no more than a sufficiently large $N$, the set of $N, \varepsilon, H$-singular directions is not the whole $S^{n-1}$.

The reason we present the conjecture in the current way is that we try to formulate a conjecture as weak as possible that implies Kakeya. In a later section, we will prove that this conjecture implies that Kakeya sets have Minkowski dimension $n$, with morally the same reasoning. In fact, we will see that by another trivial application of Theorem 1.9 this conjecture is equivalent to the Minkowski version of Kakeya!

Heuristically, the singular directions should be the directions “near” a point in the zero set of the highest homogeneous part of “a small perturbation” of $Q$ in $S^{n-1}$: Because there is a line with that direction such that the polynomial bisects “too many” cubes along the line, it is conceivable that it “continues to bisecting cubes” along it. However this is not very clear locally (i.e. for a single direction): We proved that a polynomial can “turn very sharply” [Zha13b]. Nevertheless, it’s conceivable that “few” singular directions will behave “strangely” like that. If one manages to show that this is the case (which will almost surely require new techniques), Theorem 1.9 or any theorem of similar flavor might be useful to prove the conjecture. In the above discussion we have to allow perturbation of $Q$ because a tiny high degree perturbation of the polynomial will behave quite like the original polynomial in the unit ball but behave arbitrarily at infinity.

Finally we sketch the proof of Theorem 1.9. In [Won03] and [Lot12] there are two different proofs of it and we will give our own version in the last section. Lotz’s proof uses Weyl’s tube formula and Crofton’s theorem in integral geometry to calculate
the volume of the neighborhood (and use the algebraicity to bound degrees of Gauss maps). Wongkew’s proof and our proof have essentially the same input and are closely related. They are heuristically as follows: By the directed volume argument in [Gut10], we know the area of the zero set inside $D^n$ is $\lesssim d$. One might then think that its $\alpha$-neighborhood has volume $\lesssim \alpha d$. However, the zero set might be very “degenerate” and behaves like “low-dimensional” objects and thus be very dense while having small surface area. To overcome this serious issue, both proofs use an induction on dimension and use a version of generalized Harnack curve theorem to prevent bad cases. The references of Harnack’s curve theorem is [Har76] and what we will use as a generalization is a version in a beautiful paper by Milnor [Mil64]. Wongkew set up a “sufficiently dense grid of hyperplanes” to achieve the conclusion while we choose a “sufficiently large continuum of hyperplanes” to do the proof. In our proof, we first prove a very general “local” lemma (Proposition 4.4) for an arbitrary hypersurface and then make the theorem an easy corollary. We keep our proof in this paper because we thought that Proposition 4.4 might be useful in related problems.

We also notice that Theorem 1.9 is the best possible one can hope, since there is a constant $C_n$ such that for every large $d$ there exists a degree $d$ polynomial such that its zero set is $\frac{C_n}{d}$-dense inside the unit cube. In fact, it suffices to take a union of translated coordinate hyperplanes (which form a “grid”).

ACKNOWLEDGEMENTS

I would like to thank Zeev Dvir, Larry Guth, Nets Katz and Ruobing Zhang for very helpful discussions. Zeev Dvir pointed out that we have to allow perturbation in the above remark after Conjecture 1.10. Larry Guth suggested the current formulation of Conjecture 1.5 which I also think reasonable. It was also him who brought [Lot12] to my attention.

2. Proof of Theorem 1.6 and Theorem 1.8

As we pointed out above, Theorem 1.6 is a special case of Theorem 1.8. Thus we will only prove Theorem 1.8. We assume Theorem 1.9 in this section. First we recall the familiar polynomial partition lemma which can be proved in a standard way by the polynomial ham-sandwich theorem (see e.g. [GK10b])

Lemma 2.1 (Polynomial partition lemma). Let $P$ be a finite set of points in $\mathbb{R}^n$, and let $D$ be a positive integer. Then there exists a nonzero polynomial $Q$ of degree $\leq D$ and a decomposition

\begin{equation}
\mathbb{R}^n = \{Q = 0\} \sqcup U_1 \sqcup \cdots \sqcup U_r
\end{equation}
Here $U_1, \ldots, U_r$ are open sets (which will be called cells) bounded by $\{Q = 0\}$, such that $r \sim_n D^n$ and that each cell $U_i$ contains $O_n(\frac{|P|}{D^n})$ points.

**Proof of Theorem 1.8.** First we prove the lower bound. Using the polynomial partition Lemma 2.1, we find a nonzero polynomial $Q$ of degree $\leq D$, where $D$ is a number to be determined later, such that the $\mathbb{R}^n$ is decomposed into its zero set $\{Q = 0\}$ and cells $U_1, \ldots, U_r$ where $r \sim_n D^n$ and $|P \cap U_i| \lesssim_n \frac{|P|}{D^n}$.

We decompose the line set $L$ into two subsets $L_{\text{alg}}$ and $L'$ such that $L_{\text{alg}} = \{ l \in L : Q \text{ vanishes on } l \}$ and $L' = L \setminus L_{\text{alg}}$. If a line $l \in L_{\text{alg}}$, then its direction gives two points $v_l$ and $-v_l$ on $S^{n-1}$. Note that the highest homogeneous part $Q_h$ of $Q$ must vanish on $v_l$ due to the following reason: $Q = Q_h + \text{lower terms}$. Thus $Q(x + tv_l)(x \in \mathbb{R}^n, t \in \mathbb{R}) = t^{\deg Q}Q_h(v_l) + \text{lower terms in terms of } t$. Since it vanishes identically (as a polynomial of $t$) for any $x \in l$, we deduce $Q_h(v_l) = 0$. Through the standard stereographic projection map $\phi$, there is a bi-Lipschitz diffeomorphism (which is also the restriction of a rational, in fact quadratic, morphism of bounded degree both on the numerator and on the denominator) between an absolute (i.e. independent of anything except the dimension $n$) open subset $U^{n-1} \subseteq S^{n-1}$ with Lipschitz boundary and the unit cube $I^{n-1} \subseteq \mathbb{R}^{n-1}$. Moreover by further restriction on $U^{n-1}$ we may assume this diffeomorphism has Jacobian $\sim_n 1$ uniformly. By abuse of notation we also call this restriction $\phi$. Now since $\phi$ has bounded degree on numerators and denominators, the zero set of $\phi^{-1*}(Q_h)$ is the same as the zero set of a polynomial of degree $\lesssim_n D$. By Theorem 1.9, we can choose $C_{n-1}$ such that for any $J > 0$, the $\frac{1}{C_{n-1} \deg Q}$-neighborhood of the zero set of $\phi^{-1*}(Q_h)$ inside the unit cube $I^{n-1}$ has $(n-1)$-dimensional volume $\leq \frac{1}{J}$. Because the restriction $\phi|_{U^{n-1}}$ is bi-Lipschitz with Jacobian $\sim_n 1$ uniformly, we can start from a sufficiently large $J$ depending only on $n$ such that the following holds: there exists some $C'_{n} > 0$ depending only on $n$ such that the $\frac{1}{C'_{n} \deg Q}$-neighborhood of the zero set of $Q_h$ inside $U^{n-1}$ has area $\leq \frac{1}{2} \text{Area}(U^{n-1})$. We will require that

$$\frac{1}{C'_{n} \deg Q} \geq 2C \frac{N}{N}$$

Then by a simple area counting argument and the $\frac{C}{N}$-dense property of the directions of the lines in $L$, we easily deduce that (note that $U^{n-1}$ has nice Lipschitz boundary which has area 0) when $N$ is sufficiently large (depending on $n$) there are $\gtrsim_n N^{n-1}$ lines in $L$, each of whose directions gives rise to a point in $U^{n-1} \setminus \{Q_h = 0\}$, i.e. $|L| \gtrsim_n N^{n-1}$.

Since $\deg Q \leq D$, to satisfy (2.2) it suffices that $D \lesssim_n N$. From now on we will require

$$D \lesssim_n \frac{N}{9}$$
such that the implied constant makes \((2.2)\) hold. By the discussion of the previous paragraph, \(|L'| \gtrsim_n N^{n-1}\). By discarding extra lines we may assume \(|L'| \sim_n N^{n-1}\) (as in the following argument we only use the facts that \(L' \subseteq L\) and that \(L'_\text{alg} = \emptyset\)).

We use \(\mathcal{I}(P, L')\) to denote the number of incidences between \(P\) and \(L'\). On one hand, we have \(|L'| \gtrsim_n N^{n-1}\) and each \(l \in L'\) is incident to \(\geq N\beta\) points in \(P\). Thus

\[
(2.4) \quad \mathcal{I}(P, L') \gtrsim_n N^{n+\beta-1}.
\]

On the other hand, since \(Q\) is of degree \(\leq D\), each \(l \in L'\) intersects \(\{Q = 0\}\) for \(\leq D\) times. Thus \(l\) can only enter \(\leq D\) cells. Look at all the incidences \((p, l) \in P \times L'\) such that \(Q(p) = 0\) or that there does not exist another \(p' \in P \cap l\) which lies in the same cell as \(p\) does. By the fact that each line can enter \(\leq D\) cells we see that the number of this type of incidences is \(\lesssim |L'|D \lesssim_n N^{n-1}D\). We call all the other incidences “type II”. Take a type II incidence \((p, l) \in P \times L'\). Assume that \(l\) passes through \(t \geq 2\) points in the cell where \(p\) lies, then \(l\) has \(t\) type II incidences inside this cell while there are \(\binom{t}{2} \geq t\) pairs of different points that lie in the intersection of \(l\) and this cell. Moreover, once a pair of different points are given, we can only have a unique line that passes through these two points. Therefore, the total number of type II incidences is no more than the total number of point pairs inside some same cell, which is \(\lesssim n r^2(n D n)^2 \lesssim_n \frac{|P|^2}{D^n}\). Summing over the two types, we deduce that:

\[
(2.5) \quad \mathcal{I}(P, L') \lesssim_n N^{n-1}D + \frac{|P|^2}{D^n}.
\]

Now we can take a very tiny constant \(\delta_n\) depending only on \(n\) and take \(D = \lfloor \delta_n N^\beta \rfloor\) such that \((2.3)\) always holds for all large \(N\) and all \(\beta \in [0, 1]\), and that when one compares \((2.4)\) and \((2.5)\) he obtains

\[
(2.6) \quad N^{n+\beta-1} \lesssim_n \frac{|P|^2}{N^n \beta}.
\]

Therefore

\[
(2.7) \quad |P| \gtrsim_n N^{\frac{n+1}{2} + \frac{n+1}{2} \beta}.
\]

Finally we show that the exponent \(\frac{n-1}{2} + \frac{n+1}{2} \beta\) cannot be improved. We will construct an example similar to our arguments in [Zha13a], which in turn has its two dimensional root in Wolff’s argument [Wol99, Wol03]. Without loss of generality, we assume \(n \geq 2\) and that \(N\) is sufficiently large.

Take a number \(M\) to be determined later. Consider the point set

\[
P_1 = \left\{ \left( \frac{a}{a+bM}, \frac{am_{1,1} + bm_{1,2}}{(a+bM)M}, \ldots, \frac{am_{n-1,1} + bm_{n-1,2}}{(a+bM)M} \right) : 1 \leq a, b \leq M^\beta, 1 \leq m_{i,j} \leq M \right\}
\]
and the line set \( L_1 = \{l_{m_1\cdot m_2\cdot \ldots \cdot m_n} : 1 \leq m_{i,j} \leq M\} \) where the equation of the line \( l_{m_1\cdot m_2\cdot \ldots \cdot m_n} \) is

\[
x_2 = \frac{Mm_{1,1}x_1 + m_{1,2}(1 - x_1)}{M^2},
\]

\[
x_3 = \frac{Mm_{2,1}x_1 + m_{2,2}(1 - x_1)}{M^2},
\]

\[
\ldots,
\]

\[
x_n = \frac{Mm_{n-1,1}x_1 + m_{n-1,2}(1 - x_1)}{M^2}.
\]

Then there are \( \geq M^{2\beta} \) points of \( P_1 \) on each line of \( L_1 \) (according to different possibilities of \( a, b \)). Also, the direction of the line \( l_{m_1\cdot m_2\cdot \ldots \cdot m_n} \) is parallel to the vector \( (\frac{Mm_{1,1} - m_{1,2}}{M^2}, \frac{Mm_{2,1} - m_{2,2}}{M^2}, \ldots, \frac{Mm_{n-1,1} - m_{n-1,2}}{M^2}) \). Note that the vectors \( \{(\frac{Mm_{i,j} - m_{i,j}}{M^2}) : 1 \leq m_1, m_2 \leq M\} \), when renormalized onto the unit circle, form a \( C / M^\beta \)-dense subset of an absolute open subset of the unit circle. Here \( C_1 \) is an absolute constant. Therefore the (renormalized) directions of the lines in the set \( L_1 \) form a \( C / M^\beta \)-dense subset of an absolute open subset of \( S^{n-1} \). Here \( C_n \) is a constant depending only on \( n \). Hence the union of a finite number of rotated copies of \( L_1 \) (together with the according union of rotated \( P_1 \)) will satisfy that the directions of the lines in it form a \( C_n / M^\beta \)-dense subset of \( S^{n-1} \). Here the number of copies depends only on \( n \). Thus if we choose \( M = \lfloor HN^{1/2} \rfloor \) where \( H \) is a sufficiently large constant depending only on \( n, C \), then this union satisfies all the assumptions of Theorem 1.8.

We only need to count the total points in this configuration. The number of copies of \( P_1 \) depends only on \( n \). Within \( P_1 \), there are \( \lesssim_n (\max\{a_0, b_0\})^n \) points with fixed \( a = a_0, b = b_0 \). Taking the summation over \( a \) and \( b \), we deduce that the number of points in \( P_1 \) is \( \lesssim_n M^{n-1+(n+1)/\beta} \). Since \( M = \lfloor HN^{1/2} \rfloor \), the total number of points in this configuration is \( \lesssim_n C N^{\frac{n-1}{2} + \frac{n+1}{2}} \). Therefore, the example shows that the exponent \( \frac{n-1}{2} + \frac{n+1}{2} \) cannot be improved. \( \square \)

**Remark 2.2.** If one only wants to prove Theorem 1.6, he does not need the polynomial partition Lemma 2.7. In fact, a polynomial vanishing on the entire \( P \) with lowest possible degree, together with Dvir’s argument [Dvi09] and Theorem 1.9 will work for him and produce a rather simple proof. Also the existence of an example configuration with \( \sim_n C N^n \) points is trivial.

3. **Conjecture 1.10** is equivalent to the Minkowski version of Kakeya

In this section, we prove that Conjecture 1.10 is equivalent to the statement that a Kakeya set must have full Minkowski dimension. First recall the polynomial ham-sandwich theorem mentioned in e.g. [Gut10] which was originally proved in [ST42]:

**Theorem 3.1.** (Polynomial ham-sandwich theorem). Let \( M = \binom{n+d}{n} - 1 \). Let \( U_1, \ldots, U_M \) be finite volume open sets in \( \mathbb{R}^n \). There is a nonzero real polynomial \( Q \) of degree \( \leq d \) whose zero set bisects each \( U_i \). More precisely,

\[
Vol(\{x \in U_i : Q(x) > 0\}) = Vol(\{x \in U_i : Q(x) < 0\}).
\]
Proof that Conjecture 1.10 implies that Kakeya sets have full Minkowski dimension. Any given Kakeya set \( K \) is a compact set. We rescale the set to a compact set \( K' \) inside the unit cube satisfying that there is a line segment of some fixed length \( \delta = \delta_K \) parallel to every direction \( \in S^{n-1} \) that is contained in \( K' \). Fix any \( \varepsilon > 0 \). Take \( H \gtrsim n \frac{1}{\varepsilon} \) and \( N \) sufficiently large (depending on \( \varepsilon, \delta, K \)). It is easy to see that there is a constant \( C_n \) such that all the small cubes of size \( N^{1-\varepsilon} \) that intersects \( K' \) is contained inside the \( C_nN^{1-\varepsilon} \)-neighborhood of \( K' \). If the number of such cubes is \( \lesssim nN^n \) for a carefully chosen implied constant, then by the polynomial ham-sandwich Theorem 3.1 there is a nonzero polynomial of degree \( \leq N \) that bisects every such cube. But when \( N \) is sufficiently large this obviously violates Conjecture 1.10. Therefore the \( C_nN^{1-\varepsilon} \)-neighborhood of \( K' \) has volume \( \gtrsim nH \) for all sufficiently large \( N \). Since \( \varepsilon \) is arbitrary, \( K' \) has full Minkowski dimension and so does \( K \). □

In fact by an application of Theorem 1.9, we can prove the other side of the implication by proving the following:

**Theorem 3.2.** Conjecture 1.10 is equivalent to the following statement: For any given \( \delta > 0, \varepsilon > 0 \), if \( I^n \) is divided into \( N^n \) small cubes of side length \( \frac{1}{N} \). If a set \( P \) is a union of some cubes and contains a line segment of length \( \delta \) in an arbitrary direction then the volume \( |P| \gtrsim n, \delta, \varepsilon N^{-\varepsilon} \).

**Proof.** See the \( N \) in the statement as \( "N^{1+\varepsilon}" \) in the conjecture. Then the above proof works to prove that the conjecture implies the statement. For the reverse direction, assuming every direction is singular, we deduce that the union of cubes that are roughly bisected by the polynomial satisfies the assumption of the statement for \( \delta = \frac{1}{N} \) (and \( "N" \) replaced by \( N^{1+\varepsilon} \)). Thus the \( N^{-1-\varepsilon} \)-neighborhood of the zero set of the polynomial inside \( I^n \) must have a volume \( \gtrsim n, H, \varepsilon N^{-\frac{\varepsilon}{2}} \). By Theorem 1.9 the polynomial cannot have such a low degree as \( N \). A contradiction. □

By standard arguments, the statement in Theorem 3.2 is equivalent to the (lower) Minkowski version of Kakeya.

**Remark 3.3.** To give some evidences that Conjecture 1.10 is reasonable, we prove it in the case that the zero set of \( Q \) consists of \( N \) hyperplanes. In fact, assuming that \( N \) is large, then for each hyperplane \( h_i \) with normal vector \( n_i \) and any direction \( v \in S^{n-1} \), any line of direction \( v \) intersects \( \lesssim n \max\left\{ \frac{1}{2-\langle n_i, v \rangle}, N^{1+\varepsilon} \right\} \) small cubes bisected by \( h_i \) where \( \langle n_i, v \rangle \) is the angle between \( \pm n_i \) and \( \pm v \). If every direction is \( N, \varepsilon, H \)-singular, then for every \( v \) we have

\[
\sum_{i=1}^{N} \max\left\{ \frac{1}{2-\langle n_i, v \rangle}, N^{1+\varepsilon} \right\} \gtrsim n, H \ N^{1+\varepsilon}.
\]

(3.2)
Integrate this inequality over $v \in S^{n-1}$ and note that

$$
(3.3) \quad \int_{S^{n-1}} \max\left\{ \frac{1}{2} - \frac{1}{N^{1+\varepsilon}} \right\} d\text{Area} S^{n-1} \lesssim_n \log N,
$$

we reach a contradiction for all large $N$.

However, this method already does not work for a union of quadratic hypersurfaces and it seems that more global properties have to be exploited.

4. Proof of Theorem 1.9

In this section, we give our own proof of Theorem 1.9 which, as we explained, asserts that a low degree polynomial can’t have its zero set being too dense inside the unit cube. Two other proofs can be found in [Won03] and recently [Lot12]. The strategy of our proof was already explained in the introduction. We will need some preparation before the proof.

We will perform an induction on dimension and thus we sometimes also use $k$ to denote an arbitrary dimension (in applications it will be between 1 and $n$). First recall a version of Harnack’s curve theorem in high dimensions followed by the results of Milnor [Mil64]:

**Theorem 4.1** (Harnack’s curve theorem for hypersurfaces in high dimension). The zero set of a polynomial in $\mathbb{R}^k$ with degree $d$ has $\lesssim_k d^k$ connected components.

Next we recall the concept of directed area. For this part, the reader can see [Gut10] (there it was called directed volume and here we change the name slightly to emphasize that it is a surface measure). For the sake of completeness, we will review everything we need here. Note that the singular set of any real algebraic hypersurface in $\mathbb{R}^k$ has zero surface measure (one can make this rigorous by taking, say, the $k-1$-Hausdorff measure).

For a hypersurface $S \subseteq \mathbb{R}^k$ with its singular sets having zero surface measure, we can define the directed area function $A_S : S^{k-1} \to \mathbb{R}$ such that:

$$
(4.1) \quad A_S(v) := \int_S |v \cdot n| d\text{Area}_S
$$

Here $n$ is the normal vector that makes sense almost everywhere.

$A_S(v)$ has another formula which is also easy to understand [Gut10]. Let $\pi_v : \mathbb{R}^k \to v^\perp$ be the orthogonal projection onto the hyperplane $v^\perp$. Then

$$
(4.2) \quad A_S(v) = \int_{v^\perp} |S \cap \pi_v^{-1}(y)| dy.
$$
We now recall the cylinder estimate and a large directed area lemma which are proved in, say, [Gut10]. The cylinder estimate can be easily proved using (4.2) while the other lemma is obvious from (4.1).

**Lemma 4.2** (Cylinder estimate). In dimension $k$, for a cylinder $T$ of radius $r$, a unit vector $v$ parallel to the axis of $T$ and an algebraic surface $S$ of degree $d$, we have

\[
A_{S \cap T}(v) \lesssim_k r^{k-1}d.
\]

**Lemma 4.3** (A surface with large area must have large directed area for some direction). In dimension $k$, we let $e_1, \ldots, e_k$ be the unit coordinate vectors. Let $S$ be a hypersurface in $\mathbb{R}^k$, then

\[
\text{Area}(S) \leq \sum_{i=1}^{k} A_S(e_i).
\]

With the background knowledge above, we now proceed to the proof. First we prove a very general proposition about arbitrary hypersurfaces by “induction on dimension”. The proposition intuitively asserts that a surface either has large area or is “degenerate” on some dimensions. For coordinate vectors $e_i, i \in I \subseteq \{1, 2, \ldots, k\}$, we use the convention $< e_i : i \in I >$ to denote the coordinate subspace $\{\sum_{i \in I} t_i e_i : t_i \in \mathbb{R}\}$ generated by $\{e_i : i \in I\}$. Also, for $t > 0$ we denote $tI^n$ to be the cube of edge length $t$ with the same center as the unit cube $I^n$.

**Proposition 4.4.** Given any $0 < t < 1$, dimension $k \geq 2$. Assume $S$ is a (closed) hypersurface (probably with boundary) contained in the $k$ dimensional unit cube $I^k$ with its singular points having zero surface measure. Also assume $S \cap tI^k \neq \emptyset$. Then the implied constants can be chosen such that either $\text{Area}(S) \gtrsim_{k,t} 1$ or that there exists a coordinate subspace $W =< e_i : i \in I_W \subseteq \{1, 2, \ldots, k\} > \subseteq \mathbb{R}^k$ ($I_W \neq \emptyset$), and a measurable set $B \subseteq < e_i : i \notin I_W >$ satisfying the following two conditions: (the $k - |I_W|$-dimensional measure) $|B| \gtrsim_{k,t} 1$; For an arbitrary $b \in B$, the translated hypersurface $W_b = W + b$ satisfies that there is a connected component of $W_b \cap S$ contained in the interior $I^k \setminus \partial I^k$. In the case that $W = \mathbb{R}^k$ we simply mean by the above conditions that (instead of requiring the existence of $B$) there is a connected component of $S$ contained in the interior $I^k \setminus \partial I^k$.

**Proof.** As advertised, we use an “induction on dimension” argument. If the dimension $k = 2$ then $S$ is just a curve and has a point inside $tI^2$. Thus either the connected component of this point is not shorter than $1 - t$ or that the component does not touch $\partial I^2$. In the latter case we take $W$ to be the whole space and the proposition holds.

Assume we already proved the proposition for $k = k_0 \geq 2$. Now assume the dimension $k = k_0 + 1$. Take any point $p \in S \cap tI^{k_0+1}$. If the connected component $Z_1$ of $S$ containing $p$ does not touch $\partial((t+1)_I^{k_0+1})$ then we are done.
From now on we assume that $Z_1 \cap \partial((\frac{t+1}{2})I_{k_0+1}) \neq \emptyset$. Then without loss of generality we may assume there is a point $p_{t+\frac{1}{2}} \in Z_1 \cap ((\frac{t+1}{2})I_{k_0+1})$ and that the first coordinate of $p_{t+\frac{1}{2}}$ is $\frac{t+1}{2}$. Since $Z_1$ is connected, we may further assume that for any $t \leq x \leq \frac{t+1}{2}$, we can find a point $p_x \in Z_1 \cap ((\frac{t+1}{2})I_{k_0+1})$ with the first coordinate of $p_x$ being $x$.

Now apply the induction hypothesis with dimension $k_0$ with the parameter $t$ replaced by $\frac{t+1}{2}$ to the $k_0$-dimensional cube $I_{k_0}^0 = I_{k_0+1} \cap \{x_1 = x\} (t \leq x \leq \frac{t+1}{2})$. Note that there are only finite many cases in the conclusion of the induction hypothesis. We deduce that there are some choices of implied constants only depending on $t$ and $k_0$ such that there is a measurable subset $E \subseteq [t, \frac{t+1}{2}] \subseteq \mathbb{R}$ satisfying $|E| \geq k_{0,t}$ 1 and that for all $I_x^0$, $x \in E$, one same case in the conclusion of the induction hypothesis always holds.

Assume first that the $k_0 - 1$ dimensional area of $S \cap I_x^0$ (it is finite for all but finite $x$ and we just exclude those “bad” $x$ from $E$) is $\geq k_{0,t}$ 1 for all $x \in E$. Then by Lemma 4.3, we must have a $e_j (2 \leq j \leq k_0 + 1)$ and a $E' \subseteq E$, $|E'| \geq \frac{1}{k_0} |E| \geq k_{0,t}$ 1 such that for each $x \in E'$, the directed ($k_0 - 1$ dimensional) area $A_{S \cap I_x^0}(e_j)$ (within the hyperplane where $I_x^0$ lies) is $\geq k_{0,t}$ 1. Hence for every $x \in E'$ the projection of $S \cap I_x^0$ onto the orthogonal complement of the direction $e_j$ (within $I_x^0$) has $k_0 - 1$ dimensional measure $\geq k_{0,t}$ 1 by (1.2). Now that the projection of the whole $S$ onto the orthogonal complement of $e_j$ in the whole $\mathbb{R}^{k_0+1}$ is of course measurable and because of the above properties of $E'$, we deduce by (1.2) and Fubini that $A_S(e_j) \geq k_{0,t}$ 1 and thus $\text{Area}(S) \geq k_{0,t}$ 1.

For the other cases, our arguments will be similar. First we introduce some notations. For an affine coordinate subspace $W$ (of arbitrary dimension), we say that $W$ satisfies the “isolation condition” (with respect to $S$ and $I_{k_0+1}$) if $W \cap S$ has a connected component contained in the interior of the cube slice $W \cap I_{k_0+1}$. By convention, we say that this condition fails if $W \cap I_{k_0+1} = \emptyset$. If the case in the above paragraph does not apply, then by the induction hypothesis we may assume that there is an index set $I \subseteq \{2, 3, \ldots, k_0 + 1\}$ such that for any $x \in E$ and any fixed affine subspace $W_{I,x}$ inside $I_x^0$ parallel to $<e_i : i \in I>$ (and having the same dimension as $<e_i : i \in I>$), the ($k_0 - |I|$-dimensional) measure of $Y_x = \{(\alpha_i), i \in \{2, 3, \ldots, k_0 + 1\} \setminus I : \alpha_i \in \mathbb{R}, W_{I,x} + \sum_{i \in \{2, 3, \ldots, k_0 + 1\} \setminus I} \alpha_i e_i \text{ satisfies the isolation condition}\}$ is $\geq k_{0,t}$ 1.

We now look at the set $Y = \{(\alpha_i), i \in \{1, 2, 3, \ldots, k_0 + 1\} \setminus I : \alpha_i \in \mathbb{R}, <e_i : i \in I > + \sum_{i \in \{1, 2, 3, \ldots, k_0 + 1\} \setminus I} \alpha_i e_i \text{ satisfies the isolation condition}\}$. By quantize the isolation condition (i.e. looking at whether there is a component of $W \cap S$ that has its distance to $\partial(W \cap I_{k_0+1})$ not less than $\frac{1}{m}$ for $m = 2, 3, \ldots$) we see that $Y$ (as well as the previous $Y_x$) is a countable union of closed sets and hence measurable. By Fubini, $|Y| \geq \int_E |Y_x| dx \geq k_{0,t}$ 1. We take $W = \langle e_i : i \in I \rangle$ and $B = \{(\sum_{i \in \{1, 2, 3, \ldots, k_0 + 1\} \setminus I} \alpha_i e_i : (\alpha_i) \in Y\}$. The conclusion then holds. \square
Now we are ready to prove Theorem 1.9.

Proof of Theorem 1.9. Without loss of generality, we may assume $\alpha d \leq 1$ and that $\frac{1}{\alpha}$ is an integer divisible by 100. We denote the polynomial by $Q$ and denote the hypersurface $\{Q = 0\}$ by $S$. Let $X$ be a large positive constant which will be chosen later. Our $X$ will be independent of $\alpha$ and $d$ but only depends on the dimension $n$. Let $\gamma = 10X\alpha$. All the cubes here will be closed cubes.

We divide $I^n$ into $\alpha^{-n} = \left(\frac{10X}{\gamma}\right)^n$ equal cubes of edge length $\frac{\gamma}{10X}$. For each such small cube $\Delta_i$, denote $2\Delta_i$ to be the cube of edge length $\frac{\gamma}{2X}$ with the same center as $\Delta_i$. For each $\Delta_i$, either there is a zero of $Q$ inside $2\Delta_i$ or that the $\frac{\gamma}{10X}$-neighborhood of $S$ does not intersect the interior of $\Delta_i$. Thus if we redivide $I^n$ into $\left(\frac{\gamma}{\alpha}\right)^n$ equal cubes $\Sigma_j$ of edge length $\frac{\gamma}{\alpha}$. Then there exists a constant $s_n$ such that either that the $\frac{\gamma}{10X}$-neighborhood of $S$ intersects the interior of no more than $\left(\frac{10X}{\gamma}\right)^n\gamma d$ small cubes $\Delta_i$ (and thus has a volume $\leq \gamma d \lesssim_n \alpha d$, since that $X$ only depends on $n$), or that $S$ intersects $\geq s_n\left(\frac{\gamma}{\alpha}\right)^n\gamma d$ cubes $\Sigma_j$. From now on, we always assume the latter case happens since in the former case we are done.

Obviously, by refining the set $\{\Sigma_j\}$ and a slight changing of $s_n$, we may assume further that $S$ intersects $\geq s_n\left(\frac{\gamma}{\alpha}\right)^n\gamma d$ cubes $\Sigma_j$ such that the cubes $2\Sigma_j$ are all contained inside $I_n$ and each pair $2\Sigma_j$ and $2\Sigma_j'$ have no interior points in common. Invoke Proposition 4.4 (with $t = \frac{1}{2}$, $k = n$ and $I^n$ replaced by a rescaled and translated copy of $2\Sigma_j$) and classify the $j$’s according to the case that applies to $2\Sigma_j$ in the conclusion of the proposition. By pigeonhole we deduce that there is an index set $\Lambda$, $|\Lambda| \gtrsim_n \left(\frac{\gamma}{\alpha}\right)^n\gamma d$ such that one of the following three assertions always holds for $j \in \Lambda$:

1) $\text{Area}(S \cap 2\Sigma_j) \gtrsim_n \left(\frac{\gamma}{\alpha}\right)^{n-1}$ for every $j \in \Lambda$;

2) For each $2\Sigma_j$, $j \in \Lambda$, there is a connected component of $S \cap 2\Sigma_j$ that does not touch $\partial(2\Sigma_j)$.

3) There exists a fixed index set $\emptyset \subsetneq I \subsetneq \{1, 2, \ldots, n\}$ (depending on the whole $\Lambda$ but independent of $j$) such that there exists a $B_j \subsetneq e_i : i \notin I >$ for every $j \in \Lambda$ satisfying that (the $n - |I|$-dimensional measure) $|B_j| \gtrsim_n \left(\frac{\gamma}{\alpha}\right)^{n-|I|}$ and that for any $b \in B_j$, there is a connected component of $S \cap W_b \cap 2\Sigma_j$ that does not touch $\partial(W_b \cap 2\Sigma_j)$, where $W_b$ is the affine subspace $< e_i : i \in I > + b$. We require $S \cap W_b \cap 2\Sigma_j \neq \emptyset$ for all $j \in \Lambda$ in this case.

If we are in case 1), then by Lemma 4.3, there exists an $e_i$ such that

\begin{equation}
A_{S \cap I^n}(e_i) \gtrsim_n X d.
\end{equation}

But by the cylinder estimate (Lemma 4.2),

\begin{equation}
A_{S \cap I^n}(e_i) \lesssim_n d.
\end{equation}
In fact the $\lesssim_n$ is a $\leq$ here but we do not need it. From here we already see that if we take $X$ large depending only on $n$ then the first case does not occur.

If we are in case 2), then since the interior of $2\Sigma_j$ do not intersect, we deduce that $S$ must have $\gtrsim_n (\frac{X}{\gamma})^n \gamma d$ connected components. But by the generalized Harnack curve Theorem 4.1, we know that the number of connected components is $\lesssim_n d^n$. Since $\frac{\gamma d}{10X} = ad \leq 1$, the second case does not occur if we take $X$ large depending only on $n$.

If we are in case 3), then we first note that each $B_j$ has to be contained inside the unit cube in the subspace $\langle e_i : i \notin I \rangle$. This cube has $n - |I|$-dimensional measure 1. Thus there exists a $b \in < e_i : i \notin I >$ which belongs to $\gtrsim_{n,J} (\frac{X}{\gamma})^{|I|} \gamma d$ different $B_j$ (and that $Q$ does not vanish identically on $W_b = < e_i : i \in I > + b$ since the “bad” $b$’s trivially have measure zero). Hence the affine subspace $W_b$ of dimension $|I|$ such that the intersection of $S$ and $W_b$ has $\gtrsim_{n,J} (\frac{X}{\gamma})^{|I|} \gamma d$ connected components. However, by the generalized Harnack again, the number of the connected components should not exceed $O_n (d^{|I|})$. Therefore, again with the fact that $\frac{\gamma d}{10X} \leq 1$, we deduce that if we take $X$ large depending only on $n, J$ then the third case does not occur, either.

Hence as long as we take $X$ large depending on $n$ and $J$, all the three above cases do not happen. Thus the only case left with us is the case we excluded at the beginning that the $\alpha$-neighborhood of $S$ intersects the interior of no more than $(\frac{10X}{\gamma})^n \gamma d$ small cubes $\Delta_i$ (and thus has a volume $\leq \gamma d \lesssim_n ad$). Whence the theorem holds.

\[ \square \]
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