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Abstract. It is well-known that a celebrated Jörgens-Calabi-Pogorelov theorem for Monge-Ampère equations states that any classical (viscosity) convex solution of \( \det(D^2u) = 1 \) in \( \mathbb{R}^n \) must be a quadratic polynomial. Therefore, it is an interesting topic to study the existence and uniqueness theorem of such fully nonlinear partial differential equations’ Dirichlet problems on exterior domains with suitable asymptotic conditions at infinity. As a continuation of the works of Caffarelli-Li for Monge-Ampère equation and of Bao-Li-Li for \( k \)-Hessian equations, this paper is devoted to the solvability of the exterior Dirichlet problem of Hessian quotient equations \( \sigma_k(\lambda(D^2u))/\sigma_l(\lambda(D^2u)) = 1 \) for any \( 1 \leq l < k \leq n \) in all dimensions \( n \geq 2 \). By introducing the concept of generalized symmetric subsolutions and then using the Perron’s method, we establish the existence theorem for viscosity solutions, with prescribed asymptotic behavior which is close to some quadratic polynomial at infinity.

1. Introduction

In this paper, we study the solvability of the exterior Dirichlet problem for Hessian quotient equations

\[
\begin{cases}
S_{k,l}(D^2u) := \frac{\sigma_k(\lambda(D^2u))}{\sigma_l(\lambda(D^2u))} = 1, & \text{in } \mathbb{R}^n \setminus \overline{D}, \\
u = \varphi, & \text{on } \partial D,
\end{cases}
\]

where \( D \) is a bounded open set in \( \mathbb{R}^n \), \( n \geq 2 \), \( 1 \leq l < k \leq n \), and \( \lambda(D^2u) \) denotes the eigenvalues \( \lambda = (\lambda_1, \ldots, \lambda_n) \) of the Hessian matrix of \( u \). Here

\[
\sigma_k(\lambda) := \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1} \cdots \lambda_{i_k}
\]

is the \( k \)-th elementary symmetric function of \( n \) variations, \( k = 1, \ldots, n \).

This paper is a continuation to the work by Bao, Li and Li [5], where the \( k \)-Hessian equations was considered.

As a class of nonlinear elliptic second-order equations of the form \( F(D^2u) = 1 \), (1.1) includes several typical cases. In particular, if \( l = 0 \), then it is the classical Poisson equation \( \Delta u = 1 \) when \( k = 1 \), here we set \( \sigma_0(\lambda) \equiv 1 \); when \( 2 \leq k \leq n - 1 \), we have \( k \)-Hessian equations \( \sigma_k(\lambda(D^2u)) = 1 \); and when \( k = n \), it is the well-known Monge-Ampère equation \( \det(D^2u) = 1 \). If \( l = 1 \) and \( k = n = 3 \), then it happens to be the special Lagrangian equation \( \det(D^2u) = \Delta u \) in \( \mathbb{R}^3 \) which originates from the study on the Lagrangian.
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geometry [20]. If \( l = n - 1 \) and \( k = n \), then it is equivalent to the inverse harmonic Hessian equation \( \frac{1}{\lambda_1(D^2u)} + \cdots + \frac{1}{\lambda_n(D^2u)} = 1 \).

The traditional (interior) Dirichlet problems for these equations have been extensively studied by many mathematicians since 1950s; one can see [1, 8–11, 29, 31–35, 37] and the references therein. Focusing on the topics of exterior Dirichlet problem, there has been many significant progresses in recent years. We would like to mention the work of Caffarelli and Li [7] on Monge-Ampère equation, which is an extension of celebrated Jörgens-Calabi-Pogorelov theorem ([6, 10, 12, 21, 22, 30]) stating that any classical (viscosity) convex solution of \( \det(D^2u) = 1 \) in \( \mathbb{R}^n \) must be a quadratic polynomial. They showed that any convex viscosity solution of \( \det(D^2u) = 1 \) in exterior domains of \( \mathbb{R}^n \), \( n \geq 3 \) satisfies

\[
\limsup_{|x| \to \infty} \left| |x|^{n-2} u(x) - \left( \frac{1}{2} x^T A x + b \cdot x + c \right) \right| < \infty, \tag{1.2}
\]

for some symmetric positive definite matrix \( A \) with \( \det A = 1 \). In terms of prescribed asymptotic behavior (1.2), they also established the existence and uniqueness theorem to the exterior Dirichlet problem. In \( \mathbb{R}^2 \), the similar problem was studied in [3, 17–19]. Very recently, Li and Lu [27] completed the characterization of the existence and nonexistence of solutions with (1.2).

For \( k \)-Hessian equations and Hessian quotient equations (1.1), unlike the Monge-Ampère case, they are not invariant under affine transformations. When \( A \) in the prescribed asymptotic condition is a diagonal matrix, the corresponding existence theory in an exterior domain was investigated in [4, 13]. As for the general positive definite matrix \( A \), using a family of generalized symmetric subsolutions, Bao, Li and Li [5] successfully generalized the existence results of Monge-Ampère equation [7] to the exterior Dirichlet problem of \( k \)-Hessian equations. Lately, Li, Li and Yuan [24] studied the asymptotics (1.2) for convex solutions of 2-Hessian equations and of inverse harmonic equations in exterior domains. We would like to point out that the Liouville type result for global solutions to (1.1) with \( k = n \) and \( l < n \) has been discussed by Bao et al. [2].

As a continuation of [5], in this paper, we shall establish the existence theorem of the exterior Dirichlet problem for Hessian quotient equations (1.1), with some prescribed asymptotic behavior at infinity. We follow the notations and definitions in [9, 31].

First, we say that a function \( u \in C^2(\mathbb{R}^n \setminus \overline{D}) \) is admissible (or \( k \)-convex) if \( \lambda(D^2u) \in \Gamma_k \) in \( \mathbb{R}^n \setminus \overline{D} \), where \( \Gamma_k \) is the connected component of \( \{ \lambda \in \mathbb{R}^n | \sigma_k(\lambda) > 0 \} \) containing

\[
\Gamma^+ = \{ \lambda \in \mathbb{R}^n \mid \lambda_i > 0, i = 1, \cdots, n \}. \nonumber
\]

Moreover,

\[
\Gamma_k = \{ \lambda \in \mathbb{R}^n \mid \sigma_j(\lambda) > 0, 1 \leq j \leq k \}. \nonumber
\]

Then we use USC(\( \Omega \)) and LSC(\( \Omega \)) to respectively denote the set of upper and lower semicontinuous real valued functions on \( \Omega \subset \mathbb{R}^n \). The definition of viscosity solution of Hessian quotient equations is given by following.

**Definition 1.1.** A function \( u \in USC(\mathbb{R}^n \setminus \overline{D}) \) is said to be a viscosity subsolution (supersolution) of equation (1.1) (or say that \( u \) satisfies \( S_{k,l}(D^2u) \geq \))
(≤)1 in the viscosity sense), if for any k-convex function $ψ ∈ C^2(\mathbb{R}^n \setminus \overline{D})$ and point $\bar{x} ∈ \mathbb{R}^n \setminus \overline{D}$ satisfying

$$ψ(\bar{x}) = u(\bar{x}) \quad \text{and} \quad ψ ≥ (≤)u,$$

we have

$$S_{k,l}(D^2ψ(\bar{x})) ≥ (≤)1.$$

A function $u ∈ C^0(\mathbb{R}^n \setminus \overline{D})$ is said to be a viscosity solution of (1.1) if it is both a viscosity subsolution and supersolution of (1.1).

**Definition 1.2.** Let $ϕ ∈ C^0(∂D)$. A function $u ∈ USC(\mathbb{R}^n \setminus D)$ ($u ∈ LSC(\mathbb{R}^n \setminus D)$) is said to be a viscosity subsolution (supersolution) of problem (1.1), if $u$ is a viscosity subsolution (supersolution) satisfying equation (1.1) in $\mathbb{R}^n \setminus D$ and $u ≤ (≥)ϕ$ on $∂D$. A function $u ∈ C^0(\mathbb{R}^n \setminus D)$ is said to be a viscosity solution of (1.1) if it is both a subsolution and a supersolution.

We introduce the concept of generalized symmetric solutions to (1.1) in the following sense.

**Definition 1.3.** For a diagonal matrix $A = \text{diag}(a_1, a_2, \ldots, a_n)$, we call $u$ a G-Sym (generalized symmetric) function with respect to $A$ if it is a function of

$$s = \frac{1}{2}x^TAx = \frac{1}{2} \sum_{i=1}^{n} a_i x_i^2,$$

that is,

$$u(x) = u(s) := u\left(\frac{1}{2}x^TAx\right).$$

If $u$ is a solution of Hessian quotient equation (1.1) and is also a G-Sym function with respect to $A$, we say that $u$ is a G-Sym solution of (1.1).

Let

$$A_{k,l} := \left\{ A \mid A \text{ is a real } n \times n \text{ symmetric positive definite matrix}, \right. \quad \text{with } σ_k(λ(A)) = σ_l(λ(A)) \left\}, \right.$$

Note that $c^*(k,l)I ∈ A_{k,l}$, where

$$c^*(k,l) := \left( \frac{C_n^l}{C_n^k} \right)^{\frac{1}{k-l}}, \quad (1.3)$$

and

$$C_n^k = \frac{n!}{(n-k)!k!}, \quad C_n^l = \frac{n!}{(n-l)!l!}$$

are two binomial coefficients. In order to avoid the abuse of symbol $λ$, we use $a := (a_1, \ldots, a_n)$ to denote the eigenvalues $λ(A)$ in what follows. Clearly, for a diagonal matrix $A = \text{diag}(a_1, \ldots, a_n) ∈ A_{k,l}$ and any real constant $μ$, it is obvious that

$$w(s) = s + μ, \quad \text{where } s = \frac{1}{2}x^TAx = \frac{1}{2} \sum_{i=1}^{n} a_i x_i^2$$

is a G-Sym solution of (1.1) and satisfies $w''(s) ≡ 0$. Except (1.4), for looking for more G-Sym solutions of (1.1), we have the following rigidity result.
Proposition 1.1. Let $A = \text{diag}(a_1, a_2, \cdots, a_n) \in A_{k,l}, 0 \leq l < k \leq n$, and $0 < \alpha < \beta < \infty$. Then there exists an $w \in C^2(\alpha, \beta)$ with $w'' \neq 0$ in $(\alpha, \beta)$, such that $w(x) = w\left(\frac{1}{2} \sum_{i=1}^{n} a_i x_i^2\right)$ is a G-Sym solution of equation (1.1) in 
\{ $x \in \mathbb{R}^n | \alpha < \frac{1}{2} \sum_{i=1}^{n} a_i x_i^2 < \beta$, \} if and only if 
\[ l = 0 \text{ and } k = n, \quad \text{or} \quad a_1 = a_2 = \cdots = a_n = c^*(k, l), \] 
(1.5) where $c^*(k, l) = (C_n^l / C_n^k)^{\frac{1}{l-k}}$ is defined by (1.3).

This means that for $A \in A_{k,l}$, (1.1) in general has no G-Sym solution unless the two cases in (1.5) hold. In order to use Perron’s method to establish the existence theorem for problem (1.1), it suffices to obtain enough subsolutions with appropriate properties. We construct such subsolutions which are G-Sym functions with respect to $A$. This is the main new ingredient.

Remark 1.1. We remark that Proposition 1.1 is an extension of Proposition 1.4 in [5] for $k$-Hessian equations. In particular, the Monge-Ampère equation $\det(D^2u) = 1$ has following radially symmetric solutions (see [7, 13]):
\[
\omega_n\left(\frac{1}{2} |x|^2\right) = \int_1^{\frac{|x|^2}{2}} \left(1 + \alpha t^{-\frac{n}{2}}\right)^{\frac{n}{2}} dt, \quad \alpha > 0,
\] which of course is a family of G-Sym solutions for each $A \in A_{n,0}$ due to the invariance of affine transformations. It is because of this, that the radially symmetric solutions play an important role in the solvability of the exterior Dirichlet problems studied by Caffarelli-Li [7]. However, for $k$-Hessian equations and Hessian quotient equations, we are only allowed to assume that $A$ is diagonal, but we cannot further assume that $A = c^*I$. This is the reason why we introduce the G-Sym functions.

In order to state our results precisely, we introduce some notations. For any fixed $t$-tuple $\{i_1, \cdots, i_t\}$, $1 \leq t \leq n - k$, we set 
\[
\sigma_{k;i_1,\cdots,i_t}(a) = \sigma_k(a)|_{a_1 = a_2 = \cdots = a_t = 0}.
\]
We further define 
\[
H_k = H_k(\lambda(A)) := \max_{1 \leq i \leq n} \frac{\sigma_{k-1;i}(a) a_i}{\sigma_k(a)}, \quad h_l = h_l(\lambda(A)) := \min_{1 \leq i \leq n} \frac{\sigma_{l-1;i}(a) a_i}{\sigma_l(a)},
\] (1.6)
Set $h_0 \equiv 0$ for completeness. By Perron’s method, our first principal result is as follows.

Theorem 1.1. Let $D$ be a smooth, bounded, strictly convex open subset of $\mathbb{R}^n$, $n \geq 3$ and let $\varphi \in C^2(\partial D)$. For any $A \in A_{k,l}$ with $1 \leq l < k \leq n$ and $b \in \mathbb{R}^n$, if

(i) $k - l \geq 2$, or
(ii) $k - l = 1$ and $H_k - h_l < \frac{1}{2}$,

then there exists some constant $c_*$ depending only on $n, b, A, D$ and $\|\varphi\|_{C^2(\partial D)}$, such that for every $c > c_*$ there exists a unique viscosity solution $u \in C^0(\mathbb{R}^n \setminus D)$ of (1.1) and

\[
\limsup_{|x| \to \infty} \left( |x|^{\frac{k-l}{k-l-1}} \left| u(x) - \left(\frac{1}{2} x^T A x + b \cdot x + c\right)\right| \right) < \infty. \] (1.7)
Especially, when \( k - l \geq 2 \), (1.7) can be written as
\[
\limsup_{|x| \to \infty} \left( |x|^{\theta(n-2)} \left| u(x) - \left(\frac{1}{2} x^T Ax + b \cdot x + c\right)\right| \right) < \infty.
\]
where \( \theta \in (\frac{k-l-2}{n}, 1] \) is a constant depending only on \( n, k, l \) and \( A \).

**Remark 1.2.** When \( l = 0 \), the asymptotics (1.8) is consistent in the well-known results. For instance, when \( k = n \), for the Monge-Ampère equation, see Caffarelli-Li [7]; when \( 2 \leq k \leq n - 1 \), the Hessian equations, see Bao-Li-Li [5]. On the other hand, when \( A = c^*(k,l)I \), then \( H_k = h_l = \frac{k-l}{n} \), see [4, 13]. We would like to point out that Theorem 1.1 is the main result of [38]. Another independent proof is also given in [28].

When \( k = n \) and \( l = n - 1 \), for the inverse harmonic equations in exterior domains, by using a different technique of constructing subsolutions, we have the following existence and uniqueness theorem to the exterior problem
\[
\begin{cases}
S_{n,n-1}(D^2 u) = 1, & \text{in } \mathbb{R}^n \setminus \overline{D}, \\
u = \varphi, & \text{on } \partial D.
\end{cases}
\]

**Theorem 1.2.** Let \( D \) be a smooth, bounded, strictly convex open subset in \( \mathbb{R}^n \) and let \( \varphi \in C^2(\partial D) \). Then for any \( A \in \mathcal{A}_{n,n-1}, b \in \mathbb{R}^n \),

(i) when \( n \geq 3 \), for each \( \gamma < 0 \), there exists some constant \( c_\gamma \) depending only on \( n, \gamma, A, b, D \) and \( \|\varphi\|_{C^2(\partial D)} \), such that for every \( c > c_\gamma \), there exists a unique viscosity solution \( u \in C^0(\mathbb{R}^n \setminus D) \) of (1.9) fulfilling
\[
\limsup_{|x| \to \infty} \left( |x|^{-\gamma} \left| u(x) - \left(\frac{1}{2} x^T Ax + b \cdot x + c\right)\right| \right) < \infty;
\]

(ii) when \( n = 2 \), there exists some constant \( \alpha_\gamma \) depending only on \( A, b, D \) and \( \|\varphi\|_{C^2(\partial D)} \), such that for every \( \alpha > \alpha_\gamma \), there exists a unique local convex solution \( u \in C^\infty(\mathbb{R}^2 \setminus \overline{D}) \cap C^0(\mathbb{R}^2 \setminus D) \) of (1.9) fulfilling
\[
O(|x|^{-2}) \leq u(x) - V(x) \leq M(\alpha) + O(|x|^{-2}), \quad \text{as } |x| \to \infty,
\]
where
\[
V(x) = \frac{1}{2} x^T Ax + b \cdot x + \alpha \ln \sqrt{x^T (A - I)x + c(\alpha)},
\]
and \( M(\alpha), c(\alpha) \) are functions of \( \alpha \).

**Remark 1.3.** Here the restriction \( H_n - h_{n-1} < \frac{1}{2} \) is not required. The reason why we do not establish the existence for other cases \( k - l = 1 \) and \( H_k - h_l \geq \frac{1}{2} \) is purely technical, and more discussions can be referred to the Appendix.

The remainder of this paper is organized as follows. As explained in [5], in order to prove Theorems 1.1 and 1.2, we only need to show that the assertion holds when \( A \) is a diagonal matrix and \( b = 0 \) by making use of an orthogonal transformation and by subtracting a linear function from \( u \); but we cannot further assume that \( A = c^*(k,l)I \) because the Hessian quotient equations are not invariant under affine transformations, like the Monge-Ampère equation [7]. In the next section, we first demonstrate that the Hessian quotient equations (1.1) with \( 1 \leq l < k \leq n \) do not have G-Sym solutions with respect to \( A \) for every \( A \in \mathcal{A}_{k,l} \) unless \( A = c^*(k,l)I \), see
Proposition 1.1. Based on this rigidity property and to apply the Perron’s method, the heart of our proof is to construct appropriate subsolutions which are G-Sym functions with respect to \( A \in \mathcal{A}_{k,l} \) and verify certain asymptotic behaviors at infinity. Proposition 2.1 provides us a family of G-Sym k-convex subsolutions of \((1.1)\) with respect to \( A \) for every \( A \in \mathcal{A}_{k,l} \), no matter whether \( H_k - h_l < \frac{k - l}{2} \) or not. Then by using Perron’s method, we prove Theorem 1.1 and Theorem 1.2 in Section 3 and Section 4, respectively. At last, in the Appendix, we give several examples with \( H_k - h_l = \frac{1}{2} \) in the phase space of eigenvalues \( \lambda(A) \) and explain more why we are not able to apply the Perron’s method to build the existence result of viscosity solutions for problem \((1.1)\) when \( k - l = 1 \) and \( H_k - h_l \geq \frac{1}{2} \) with \( k < n \). To solve it, new technique is needed.

2. G-Sym solutions and G-Sym subsolutions

This section is mainly concerned with the G-Sym solutions and subsolutions of equation \((1.1)\) with respect to \( A \in \mathcal{A}_{k,l} \), \( 0 \leq l < k \leq n \). First, we show that for a diagonal matrix \( A \in \mathcal{A}_{k,l} \), in general, there is no G-Sym solution, analogous to that in \([5]\) using similar techniques. Then we utilize the \( H_k \) and \( h_l \) defined in \((1.6)\) to construct a family of G-Sym k-convex subsolutions in \( \mathbb{R}^n \setminus \{0\} \). This will be important to prove Theorem 1.1 in the next section.

We start with recalling some elementary properties of \( \sigma_k(a) \). Suppose \( 1 \leq l \leq k \leq n \) and \( a = (a_1, \cdots, a_n) \) with \( a_i > 0 \), \( i = 1, \cdots, n \). Then

\[
\sigma_k(a) = \sigma_{k:l}(a) + a_i\sigma_{k-1:i}(a), \quad \forall \ i,
\]

\[
\sum_{i=1}^{n} a_i\sigma_{k-1:i}(a) = k\sigma_k(a), \quad (2.2)
\]

\[
\sigma_l(a)\sigma_{k-1:i}(a) \geq \sigma_{l-1:i}(a)\sigma_k(a), \quad \forall \ i. \quad (2.3)
\]

2.1. G-Sym solutions and the proof of Proposition 1.1. We here make use of the idea of Bao-Li-Li \([5]\) to prove Proposition 1.1. The following lemma is also needed.

Lemma 2.1 (Lemma 1.3 in \([5]\)). For any \( A = \text{diag}(a_1, \cdots, a_n) \), if \( w \in C^2(\mathbb{R}^n) \) is a G-Sym function with respect to \( A \), then, with \( a := (a_1, \cdots, a_n) \),

\[
\sigma_k(\{D^2w\}) = \sigma_k(a)(w')^k + w''(w')^{k-1} \sum_{i=1}^{n} \sigma_{k-1:i}(a)(a_ix_i)^2. \quad (2.4)
\]

Proof of Proposition 1.1. When \( l = 0 \) and \( 1 \leq k \leq n \), for k-Hessian equations case, Proposition 1.1 has been proved in \([5]\). We here consider the Hessian quotient cases with \( 1 \leq l < k \leq n \).

Given a fixed \( s \in (\alpha, \beta) \) such that \( w'(s) \neq 0 \) and \( w''(s) \neq 0 \), take some integer \( 1 \leq i \leq n \) and let

\[
x = (0, \cdots, 0, \sqrt{2s/a_i}, 0, \cdots, 0).
\]

From \((2.4)\), we see that the G-Sym solution \( w(s) \) of \((1.1)\) satisfies the following ordinary equation

\[
\sigma_k(a)(w')^k + 2sw''(w')^{k-1}\sigma_{k-1:i}(a)a_i = \sigma_l(a)(w')^{l} + 2sw''(w')^{l-1}\sigma_{l-1:i}(a)a_i.
\]
We rewrite it as
\[
\frac{(w')^l - (w')^k}{2sw''} = (w')^{k-1} \frac{\sigma_{k-1,i}(a)a_i}{\sigma_k(a)} - (w')^{l-1} \frac{\sigma_{l-1,i}(a)a_i}{\sigma_l(a)}.
\]
Notice that the left hand side of the above equality depends only on \( s \) and is independent of \( i \), so we have, for any \( i \neq j \),
\[
(w')^{k-1} \frac{\sigma_{k-1,i}(a)a_i}{\sigma_k(a)} - (w')^{l-1} \frac{\sigma_{l-1,i}(a)a_i}{\sigma_l(a)} = (w')^{k-1} \frac{\sigma_{k-1,j}(a)a_j}{\sigma_k(a)} - (w')^{l-1} \frac{\sigma_{l-1,j}(a)a_j}{\sigma_l(a)}.
\]
That is,
\[
(w')^{k-1} \frac{\sigma_{k-1,i}(a)a_i - \sigma_{k-1,j}(a)a_j}{\sigma_k(a)} = (w')^{l-1} \frac{\sigma_{l-1,i}(a)a_i - \sigma_{l-1,j}(a)a_j}{\sigma_l(a)}.
\]
By using (2.1) and \( \sigma_k(a) = \sigma_l(a) \), we have
\[
(w')^{k-1}[(a_i - a_j)\sigma_{k-1,i}(a)] = (w')^{l-1}[(a_i - a_j)\sigma_{l-1,i}(a)]. \tag{2.5}
\]
If \( k = n \), then \( \sigma_{k-1,i}(a) = 0 \) for any \( i \neq j \). Due to \( \sigma_{l-1,i}(a) > 0 \), we immediately get \( a_i = a_j \) from (2.5). Thus, by arbitrariness of \( i \) and \( j \), we see \( a_1 = a_2 = \cdots = a_n = c'(n,l) \).

Now, we consider the case \( 1 \leq l < k \leq n - 1 \). Assume for contradiction that \( a_i \neq a_j \) for some \( i \neq j \). From (2.5), it follows that
\[
(w')^{k-1} \frac{\sigma_{k-1,i}(a)}{\sigma_{l-1,i}(a)} = (w')^{l-1} \frac{\sigma_{l-1,i}(a)}{\sigma_{l-1,j}(a)}.
\]
So that,
\[
\frac{\sigma_{k-1,i}(a)}{\sigma_{l-1,i}(a)} = (w'(s))^{l-k}. \tag{2.6}
\]
Since the left side of (2.6) is independent of \( s \), we deduce that \( w'(s) \) is a constant, which leads to \( w''(s) = 0 \), a contradiction. Consequently, \( a_1 = a_2 = \cdots = a_n = c''(k,l) \).

2.2. \textbf{G-Sym subsolutions.} By Proposition 1.1, it is only possible to find some G-Sym smooth \( k \)-convex subsolutions of equation (1.1) for any \( A \in \mathcal{A}_{k,l} \). As before, we let \( A = \text{diag}(a_1, \cdots, a_n) \in \mathcal{A}_{k,l} \) and denote \( \lambda(A) = (a_1, \cdots, a_n) := a \). We have \( a_i > 0 \) (\( i = 1, \cdots, n \)) and \( \sigma_k(a) = \sigma_l(a) \). Recall (1.6),
\[
H_k = \max_{1 \leq i \leq n} \frac{\sigma_{k-1,i}(a)a_i}{\sigma_k(a)}, \quad h_l = \min_{1 \leq i \leq n} \frac{\sigma_{l-1,i}(a)a_i}{\sigma_l(a)},
\]
which indicates from (2.1) and (2.2) that, for all \( 0 \leq l < k \leq n \),
\[
\frac{k}{n} \leq H_k \leq 1, \quad 0 \leq h_l \leq \frac{l}{n},
\]
and
\[
\frac{k-l}{n} \leq H_k - h_l \leq 1. \tag{2.7}
\]
In the following, we set
\[
\mathcal{H}_{k,l} := \frac{k-l}{2(H_k - h_l)},
\]
for simplicity.
Now, using Lemma 2.1 and recalling $s = \frac{1}{2}x^TAx = \frac{1}{2}\sum_{i=1}^{n}a_ix_i^2$, we study the following ordinary equation
\[ \begin{cases} (w^s)^k + 2w''(w^s)^{k-1}H_s - (w')^l - 2w''(w')^{l-1}h_l s = 0, & s > 0, \\ w'(s) > 0, w''(s) < 0. \end{cases} \tag{2.8} \]

By setting $v(s) = w'(s)$, then
\[ v^k + v'e^{k-1}H_k 2s - v' - v'l^{-1}h_l 2s = 0. \]

Multiplying it by $h_k v^2H_k - h_l s^{-1}$ on both sides, we can rewrite it as
\[ H_k v^2H_k s^{-1} - 2H_k v'H_k h_l v^{2H_k - 1} s^{-1} = h_k v^2H_k h_l v^{2H_k - 1} s^{-1} H_k. \]

Then, integrating it on both sides with respect to $s$, we see that
\[ v^2H_k s^{-1} = \alpha H_k + \alpha, \]

that is,
\[ (v') - 1) = \alpha H_k s^{-1}, \tag{2.9} \]

where $\alpha$ is an arbitrary constant. Given $\alpha > 0$, after differentiating (2.9), it is easy to find that there exists a solution $v_\alpha(s) > 1$, such that
\[ v_\alpha'(t) = -\frac{\alpha}{2s^{1+H_k}}. \tag{2.10} \]

This indicates that $v_\alpha'(s) < 0$. Therefore, for any $\alpha > 0$, the ordinary equation (2.8) has a family of solutions
\[ \omega_\alpha(s) = \beta + \int_0^s v_\alpha(t) \, dt \]
\[ = \beta + s - \bar{s} + \int_0^s (v_\alpha(t) - 1) \, dt, \tag{2.11} \]

where $\beta \in \mathbb{R}$ and $\bar{s} > 0$.

Next, let us characterize the asymptotic behavior of the solutions of (2.8). For $\alpha > 0$, letting $s \to \infty$, we deduce by (2.9) that
\[ \lim_{s \to \infty} v_\alpha(s) = 1, \]

and
\[ v_\alpha(s) - 1 = O(s^{-H_k}), \quad as \, s \to \infty. \tag{2.12} \]

We divide below into four cases.

**Case 1.** If $H_k - h_l < \frac{1}{2}$, it follows from (2.11) and (2.12) that
\[ \omega_\alpha(s) = \beta + \mu_1(\alpha) + O(s^{1-H_k}), \quad s \to \infty, \tag{2.13} \]

where
\[ \mu_1(\alpha) = \beta - \bar{s} + \int_{\bar{s}}^\infty (v_\alpha(t) - 1) \, dt < \infty. \]

Moreover, in view of (2.9),
\[ \frac{\partial v_\alpha(s)}{\partial \alpha} = \frac{2H_k}{2H_k - 1(H_k v_\alpha^{2H_k - 1} - h_l v_\alpha^{2H_k - 1})} > 0, \]
and we can see that \( \mu_1(\alpha) \) increases with respect to \( \alpha \) and \( \lim_{\alpha \to \infty} \mu_1(\alpha) = \infty \). In particular, when \( n \geq 3 \) and \( k - l \geq 2 \), we have by (2.7) that\( \frac{k - l}{2} < \frac{k - l}{2} \) holds for any \( A \in A_{k,l} \) and
\[
\frac{k - l}{2} - 1 < \mathcal{H}_{k,l} - 1 \leq \frac{n - 2}{2}.
\]
Thus, in this case, (2.13) can be written as
\[
\omega_\alpha(s) = s + \mu_1(\alpha) + O(s^{\theta(2-n)/2}), \quad \theta \in \left( \frac{k - l - 2}{n - 2}, 1 \right).
\] (2.14)

**Case 2.** If \( n = k = 2 \) and \( l = 0 \), then using (2.7) we have \( H_2 - h_0 = 1 \). From (2.9) we immediately obtain \( v_\alpha = \sqrt{1 + \alpha/s} \) and (2.11) becomes
\[
\omega_\alpha(s) = \int_\tilde{s}^s \sqrt{1 + \alpha/s} \ ds + \beta
\]
= \( \left[ \sqrt{\tilde{t}\sqrt{\alpha + \tilde{t} + \alpha \ln \left( \sqrt{\tilde{t} + \sqrt{\alpha + \tilde{t}} \right)} \right]} \right] ^s_\tilde{s} + \beta
\]
= \( s + \frac{\alpha}{2} \ln s + \mu_2(\alpha) + O(s^{-1}), \) (2.15)
where
\[
\mu_2(\alpha) = \beta - \tilde{s} - \frac{\alpha}{2} \ln \tilde{s} + \int_\tilde{s}^\infty \left( v_\alpha - 1 - \frac{\alpha}{2s} \right) dt < \infty.
\]

**Case 3.** If \( k - l = 1 \) and \( H_k - h_l = \frac{k - l}{2} = \frac{1}{2} \). By (2.9) we obtain \( (v_\alpha - 1)^{2h_l} = \alpha/s \) and \( v_\alpha - 1 = O(s^{-1}) \). Since
\[
\lim_{s \to \infty} \frac{v_\alpha - 1 - \alpha/s}{s^{-2}} = -2h_l \alpha^2 < \infty,
\]
which implies that \( v_\alpha - 1 - \alpha/s = O(s^{-2}), s \to \infty \). We thereby derive from (2.11) that
\[
\omega_\alpha(s) = \beta + s - \tilde{s} + \int_\tilde{s}^s \alpha/s \ dt + \int_\tilde{s}^s (v_\alpha - 1 - \alpha/s) \ dt
\]
= \( s + \alpha \ln s + \mu_3(\alpha) + O(s^{-1}), \) (2.16)
where
\[
\mu_3(\alpha) = \beta - \tilde{s} - \alpha \ln \tilde{s} + \int_\tilde{s}^\infty (v_\alpha - 1 - \alpha/s) dt < \infty.
\]

**Case 4.** If \( k - l = 1 \) and \( H_k - h_l > \frac{k - l}{2} = \frac{1}{2} \), then (2.9) reduces to
\[
(v - 1)^{\frac{1}{2}} = \alpha s^{\frac{1}{(H_k - h_l)}}.
\]
We easily verify that
\[
\lim_{s \to \infty} \frac{v_\alpha - 1 - \alpha s^{\frac{1}{(H_k - h_l)}}}{1/s} = 0,
\]
and
\[
\lim_{s \to \infty} \frac{v_\alpha - 1 - \alpha s^{\frac{1}{(H_k - h_l)}}}{1/s^2} = \infty.
\]
Hence, \( v_\alpha - 1 - \alpha s^{1/(H_k-h_1)} = O(s^{\theta-1}), \theta \in (-1,0) \). Using (2.11) gives

\[
\omega_\alpha(s) = \beta + s - \bar{s} + \int_\bar{s}^s \alpha s^{1/(H_k-h_1)} \, dt + \int_\bar{s}^s (v_\alpha - 1 - \alpha s^{1/(H_k-h_1)}) \, dt
\]

\[
= s + \frac{\alpha}{1 - 2(H_k-h_1)} s^{1 - \frac{1}{2(H_k-h_1)}} + \mu_4(\alpha) + O(s^\theta),
\]

where

\[
\mu_4(\alpha) = \beta - \bar{s} - \frac{\alpha}{1 - 2(H_k-h_1)} \bar{s}^{1 - \frac{1}{2(H_k-h_1)}} + \int_\bar{s}^\infty (v_\alpha - 1 - \alpha/s) \, dt < \infty.
\]

Now, we are in a position to state explicitly that a family of functions \( \omega_\alpha(s) \) given by (2.11) are G-Sym subsolutions of equation (1.1) in \( \mathbb{R}^n \setminus \{0\} \).

Precisely, we have

**Proposition 2.1.** For \( n \geq 2 \), \( 0 \leq l < k \leq n \) and \( \alpha > 0 \), let \( A \in \mathcal{A}_{k,l} \) be diagonal and \( \omega_\alpha(x) = \omega_\alpha(\frac{1}{2}x^TAx) \) be given by (2.11). Then \( \omega_\alpha \) is a smooth \( k \)-convex subsolution of equation (1.1) in \( \mathbb{R}^n \setminus \{0\} \). Furthermore,

(i) Assume \( n \geq 3 \). If \( k-l = 1 \) and \( H_k-h_1 < \frac{1}{2} \), then

\[
\omega_\alpha(x) = \frac{1}{2} x^T Ax + \mu_1(\alpha) + O(|x|^{2-2H_k,l}), \quad |x| \to \infty;
\]

if \( k-l \geq 2 \), then

\[
\omega_\alpha(x) = \frac{1}{2} x^T Ax + \mu_1(\alpha) + O(|x|^{\frac{2-n}{2-n}}), \quad |x| \to \infty,
\]

where

\[
\theta \in \left( \frac{k-l-2}{n-2}, 1 \right].
\]

(ii) If \( n = k = 2 \) and \( l = 0 \), then

\[
\omega_\alpha(x) = \frac{1}{2} x^T Ax + \alpha \ln \left( \frac{1}{2} x^T Ax \right) + \mu_2(\alpha) + O(|x|^{-2}), \quad |x| \to \infty.
\]

(iii) If \( k-l = 1 \) and \( H_k-h_1 = \frac{1}{2} \), then

\[
\omega_\alpha(x) = \frac{1}{2} x^T Ax + \alpha \ln \left( \frac{1}{2} x^T Ax \right) + \mu_3(\alpha) + O(|x|^{-2}), \quad |x| \to \infty.
\]

(iv) If \( k-l = 1 \) and \( H_k-h_1 > \frac{1}{2} \), then, as \( |x| \to \infty \),

\[
\omega_\alpha(x) = \frac{1}{2} x^T Ax + \alpha \ln \left( \frac{1}{2} x^T Ax \right)^{\frac{1}{H_k-h_1}} + \mu_4(\alpha) + O(|x|^{2\theta}),
\]

where \( \theta \in (-1,0) \).

**Remark 2.1.** (1) We would like to remark that Li and Li [23] also obtain the assertion (i), by using variable \( r = \sqrt{x^T Ax} \). For the case \( l = 0 \), \( 2 \leq k \leq n \), the G-Sym subsolutions of \( k \)-Hessian equations (1.1) given by Proposition 2.1 have been clarified by Bao, Li and Li in [5].

(2) In particular, if we take \( A = c^*(k,l)I \), then

\[
\frac{\sigma_{k-1,i}(a)_{ii}}{\sigma_k(a)} = \frac{k}{n} \quad \frac{\sigma_{l-1,i}(a)_{ii}}{\sigma_l(a)} = \frac{l}{n}, \quad \forall \; i = 1, 2, \ldots, n,
\]
and
\[ H_k - h_l = \frac{k - l}{n}. \]

If \( n = k = 2 \) and \( l = 0 \), then \( c^*(2, 0) = 1, H_2 = 1 \). By (2.15) and (2.20), we obtain its radial symmetric solution of the Monge-Ampère equation \( \det(D^2u) = 1 \) in dimension two
\[ \omega_\alpha(x) = \frac{1}{2} |x|^2 + \alpha \ln \left( |x|^2 + \sqrt{2\alpha + |x|^2} \right) + C, \]
satisfying
\[ \omega_\alpha(x) = \frac{1}{2} |x|^2 + \frac{\alpha}{2} \ln \left( \frac{1}{2} |x|^2 \right) + \mu_2(\alpha) + O(|x|^{-2}), \quad x \to \infty, \]
where \( C \) is a constant depending on \( \alpha \), see [3, 36]. If \( n \geq 3, 2 \leq k \leq n \) and \( l = 0 \), then (2.11) with \( H_k = \frac{k}{n} \) and \( h_l = 0 \) gives the radial symmetric solutions of \( k \)-Hessian equations (1.1) in \( \mathbb{R}^n \setminus B_1 \):
\[ \omega_\alpha(x) = \int_1^{c^*(\alpha, 0)|x|^2} \left( 1 + \alpha t^2 \right)^{\frac{1}{2}} dt. \]
If \( n \geq 3 \) and \( k = 1 \), then \( c^*(1, 0) = \frac{1}{n} \) and we obtain the radial symmetric solutions in \( \mathbb{R}^n \setminus B_1 \) for Poisson equation \( \Delta u = 1 \),
\[ \omega_\alpha(x) = \int_1^{\frac{\alpha}{2n}|x|^2} \left( 1 + \alpha t^{-\frac{2}{n}} \right) dt \]
\[ = \frac{1}{2n} |x|^2 - \frac{\alpha}{n(n - 2)} |x|^{2-n} - 1 + \frac{2\alpha}{n - 2}, \]
which implies that the radial solution of Poisson equation in \( \mathbb{R}^n \setminus \{0\} \) can only be a summation of Laplace’s fundamental solution \( \frac{\alpha}{n(2-n)} |x|^{2-n} \) and the solution \( \frac{1}{2n}|x|^2 + c \) in the form (1.4).

We conclude this section by giving the proof of Proposition 2.1.

Proof of Proposition 2.1. Clearly, (2.18)-(2.22) directly follow from (2.13), (2.14), (2.15), (2.16) and (2.17). We denote \( \lambda(A) = (a_1, \ldots, a_n) := a \) throughout the proof. Since \( v_\alpha'(s) = \omega_\alpha''(s) < 0 \), for any \( 1 \leq m \leq k \),
\[ \sigma_m(\lambda(D^2\omega_\alpha)) = \sigma_m(a) v_\alpha^m + v_\alpha' v_\alpha^{m-1} \sum_{i=1}^{n} \sigma_{m-1;i}(a)(a_i x_i)^2 \]
\[ = \sigma_m(a) v_\alpha^{m-1} \left( v_\alpha + v_\alpha' \sum_{i=1}^{n} \frac{\sigma_{m-1;i}(a)}{\sigma_m(a)} (a_i x_i)^2 \right) \]
\[ \geq \sigma_m(a) v_\alpha^{m-1} (v_\alpha + v_\alpha' H_m 2s). \]

From (2.3) and (4.11), we know that
\[ H_m = \frac{\sigma_{m-1;n}(a)}{\sigma_m(a)} \leq \frac{\sigma_{k-1;n}(a)}{\sigma_k(a)} = H_k \quad \text{for} \quad 1 \leq m \leq k, \]
provided \( a_1 \leq a_2 \leq \cdots \leq a_n \). Hence,
\[ \sigma_m(\lambda(D^2\omega_\alpha)) \geq \sigma_m(a) v_\alpha^{m-1} (v_\alpha + v_\alpha' H_k 2s). \]
In view of (2.9) and (2.10),
\[
\frac{v_\alpha'}{v_\alpha} \frac{\alpha}{s H_{k,i} H_{k,j}} H_k = \frac{v_\alpha'}{v_\alpha} \left( H_{k,i} v^2 H_{k,j} - H_{k,j} v^2 H_{k,i} \right) \\
\geq \frac{v_\alpha'}{v_\alpha} \left( H_{k,i} v^2 H_{k,j} - h_l v^2 H_{k,j} \right) = -\frac{\alpha}{2s H_{k,i+1}}.
\]
It shows that \( v_\alpha + v_\alpha' H_k 2s \geq 0 \) and so \( \sigma_m(\lambda(D^2 \omega_\alpha)) > 0, \ x \in \mathbb{R}^n \setminus \{0\} \), for any \( 1 \leq m \leq k \).

On the other hand, by the definition of \( H_k, h_l \) and the fact that \( \omega''_\alpha(s) < 0 \),
\[
\sigma_k(\lambda(D^2 \omega_\alpha)) - \sigma_l(\lambda(D^2 \omega_\alpha)) \\
= \sigma_k(a)(\omega'_\alpha)^k + \omega''_\alpha(\omega'_\alpha)^{k-1} \sum_{i=1}^{n} \sigma_{k-1;i}(a)(a_i x_i)^2 \\
- \sigma_l(a)(\omega'_\alpha)^l - \omega''_\alpha(\omega'_\alpha)^{l-1} \sum_{i=1}^{n} \sigma_{l-1;i}(a)(a_i x_i)^2 \\
\geq \sigma_k(a) \left( (\omega'_\alpha)^k + 2\omega''_\alpha(\omega'_\alpha)^{k-1} H_{k,i} s - (\omega'_\alpha)^l - 2\omega''_\alpha(\omega'_\alpha)^{l-1} h_l s \right) = 0.
\]
Consequently, \( \omega_\alpha \) is a smooth \( k \)-convex subsolution of (1.1) in \( \mathbb{R}^n \setminus \{0\} \). \( \square \)

3. PROOF OF THEOREM 1.1

To prove Theorem 1.1, we need apply an adapted Perron’s method and comparison principle for general equation \( f(\lambda(D^2 (u))) = 1 \) to Hessian quotient equations (1.1), see [5, 25] and the references therein. For convenience, we present them as follows.

**Lemma 3.1.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). Assume that there exist \( u, \bar{u} \in C^0(\Omega) \) respectively to be viscosity subsolution and supersolution of (1.1) such that \( u \leq \bar{u} \), and \( \bar{u} = \varphi \) on \( \partial \Omega \). Then \( u(x) := \sup\{v(x)| \bar{u} \leq v \leq \bar{u} \text{ in } \Omega \text{ and } v \text{ is a subsolution of (1.1), with } v = \varphi \text{ on } \partial \Omega \} \) is the unique viscosity solution of problem (1.1).

**Lemma 3.2.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). If \( u \in \text{USC}(\bar{\Omega}) \), \( v \in \text{LSC}(\bar{\Omega}) \) are respectively viscosity subsolution and supersolution of (1.1) in \( \Omega \) and \( u \leq v \) on \( \partial \Omega \), then \( u \leq v \) in \( \Omega \).

Besides, we also need the following lemma which has proved in [5,7].

**Lemma 3.3.** Let \( D \) be a bounded strictly convex domain of \( \mathbb{R}^n, n \geq 2 \), \( \partial D \in C^2, \varphi \in C^2(\partial D) \) and let \( A \) be an invertible and symmetric matrix. There exists some constant \( C \), depending only on \( n, ||\varphi||_{C^2(\partial D)} \), the upper bound of \( A \), the diameter and the convexity of \( D \), and the \( C^2 \) norm of \( \partial D \), such that for every \( \xi \in \partial D \), there exists \( \bar{x}(\xi) \in \mathbb{R}^n \) satisfying \( |\bar{x}(\xi)| \leq C \) and \( w_\xi < \varphi \) on \( \partial D \setminus \{\xi\} \), where
\[
w_\xi(x) = \varphi(\xi) + \frac{1}{2} \left( (x - \bar{x}(\xi))^T A(x - \bar{x}(\xi)) - (\xi - \bar{x}(\xi))^T A(\xi - \bar{x}(\xi)) \right), \ x \in \mathbb{R}^n.
\]
We now start to prove Theorem 1.1, provided \( A = \text{diag}(a_1, a_2, \cdots, a_n) \) and \( b = 0 \). Actually, using Lemmas 3.1-3.3, the proof is similar to that of [5] for \( k \)-Hessian equations. For the reader’s convenience, we here present it as follows.

**Proof of Theorem 1.1.** For \( s > 0 \), let

\[
E(s) := \left\{ x \in \mathbb{R}^n \mid \frac{1}{2} x^T A x < s \right\}.
\]

Fix \( \bar{s} > 0 \) such that \( \overline{D} \subset E(\bar{s}) \). Then recalling \((2.11)\), for \( \alpha > 0, \beta \in \mathbb{R} \),

\[
\omega_\alpha(x) = \beta + \int_0^{\frac{1}{2} x^T A x} v_\alpha(t) \, dt.
\]

By Proposition 2.1, we have that if \( k - l = 1 \) and \( H_k - h_l < \frac{1}{2} \) or \( k - l \geq 2 \), then \( \omega_\alpha \) is a smooth \( k \)-convex subsolution of \((1.1)\) in \( \mathbb{R}^n \setminus \{0\} \) and satisfies

\[
\omega_\alpha(x) = \frac{1}{2} x^T A x + \mu_1(\alpha) + O(|x|^{2-2H_k,l}), \quad |x| \to \infty.
\]

Also, the function \( \mu_1(\alpha) \) is increasing and satisfies

\[
\lim_{\alpha \to \infty} \mu_1(\alpha) = \infty. \tag{3.1}
\]

Set

\[
\beta := \min \{ w_\xi(x) \mid \xi \in \partial D, x \in \overline{E(\bar{s}) \setminus \overline{D}} \},
\]

\[
\hat{b} := \max \{ w_\xi(x) \mid \xi \in \partial D, x \in \overline{E(\bar{s}) \setminus \overline{D}} \},
\]

where \( w_\xi(x) \) is given by Lemma 3.3. Clearly, there holds that

\[
\omega_\alpha \leq \beta, \quad \text{in} \ E(\bar{s}) \setminus \overline{D}, \forall \alpha > 0. \tag{3.2}
\]

We will fix the value of \( c_* \) in the proof. First we require that \( c_* > \hat{b} \). It follows that

\[
\mu_1(0) = \beta - \bar{s} < \beta \leq \hat{b} < c_*.
\]

Thus, in view of \((3.1)\), for every \( c > c_* \), there exists a unique \( \alpha(c) \) such that

\[
\mu_1(\alpha(c)) = c. \tag{3.3}
\]

Set

\[
\underline{w}(x) = \max \{ w_\xi(x) \mid \xi \in \partial D \}.
\]

It is clear from Lemma 3.3 that \( \underline{w} \) is a locally Lipschitz function in \( \mathbb{R}^n \setminus D \), and \( \underline{w} = \varphi \) on \( \partial D \). Since \( w_\xi \) is a smooth convex solution of \((1.1)\), \( \underline{w} \) is a viscosity subsolution of equation \((1.1)\) in \( \mathbb{R}^n \setminus \overline{D} \). We fix a number \( \hat{s} > \bar{s} \), and then choose another number \( \hat{\alpha} > 0 \) such that

\[
\min \frac{\partial \omega_{\hat{\alpha}}}{\partial E(\hat{s})} > \max \frac{\partial w_\xi}{\partial E(\hat{s})}.
\]

We require that \( c_* \) also satisfies \( c_* \geq \mu_1(\hat{\alpha}) \) and fix now the value of \( c_* \).

For \( c \geq c_* \), we have \( \alpha(c) = \mu_1^{-1}(c) \geq \mu_1^{-1}(c_*) \geq \hat{\alpha} \), and thereby

\[
\omega_{\alpha(c)} \geq \omega_{\hat{\alpha}} > \underline{w}, \quad \text{on} \ E(\hat{s}). \tag{3.4}
\]

By \((3.2)\), we have

\[
\omega_{\alpha(c)} \leq \beta \leq \underline{w}, \quad \text{in} \ E(\bar{s}) \setminus \overline{D}. \tag{3.5}
\]
Now we define for \( c > c^* \),
\[
\underline{u}(x) = \begin{cases}
\max\{\omega_{\alpha(c)}(x), \overline{w}(x)\}, & x \in E(\hat{s}) \setminus D, \\
\omega_{\alpha(c)}(x), & x \in \mathbb{R}^n \setminus E(\hat{s}).
\end{cases}
\]

We know from (3.5) that
\[
\underline{u} = \overline{w}, \quad \text{in } E(\bar{s}) \setminus \overline{D},
\]
and in particular
\[
\underline{u} = \overline{w} = \phi, \quad \text{on } \partial D.
\]

It follows from (3.4) that \( \underline{u} = \omega_{\alpha(c)} \) in a neighborhood of \( \partial E(\hat{s}) \). Therefore \( \underline{u} \) is locally Lipschitz in \( \mathbb{R}^n \setminus \overline{D} \). Since both \( \omega_{\alpha(c)} \) and \( \overline{w} \) are viscosity subsolutions of (1.1) in \( \mathbb{R}^n \setminus \overline{D} \), so is \( \underline{u} \).

For \( c > c^* \), define
\[
\bar{u}(x) := \frac{1}{2} x^T A x + c,
\]
which is a smooth convex solution of (1.1). By (3.5), we have
\[
\omega_{\alpha(c)} \leq \beta \leq \hat{b} < c^* < \bar{u}, \quad \text{on } \partial D.
\]

Also, by (2.18) and (2.19) with (3.3),
\[
\lim_{|x| \to \infty} (\omega_{\alpha(c)} - \bar{u}) = 0.
\]

Hence, applying Lemma 3.2, we deduce
\[
\omega_{\alpha(c)} \leq \bar{u}, \quad \text{on } \mathbb{R}^n \setminus D. \tag{3.6}
\]

From (3.4) and the above, one has, for \( c > c^* \),
\[
w_\xi \leq \bar{u}, \quad \text{on } \partial(E(\hat{s}) \setminus D), \forall \xi \in \partial D.
\]

Using Lemma 3.2 again, we obtain
\[
w_\xi \leq \bar{u}, \quad \text{in } E(\hat{s}) \setminus \overline{D}, \forall \xi \in \partial D.
\]

Therefore,
\[
\underline{w} \leq \bar{u}, \quad \text{in } E(\hat{s}) \setminus \overline{D}.
\]

Combining with (3.6) and the above, we have
\[
\underline{u} \leq \bar{u}, \quad \text{in } \mathbb{R}^n \setminus D.
\]

For any \( c > c^* \), let \( S_\alpha \) denote the set of \( v \in \text{USC}(\mathbb{R}^n \setminus D) \) which is the viscosity subsolution of (1.1) in \( \mathbb{R}^n \setminus \overline{D} \) satisfying
\[
v = \phi, \quad \text{on } \partial D
\]
and
\[
\underline{u} \leq v \leq \bar{u}, \quad \text{in } \mathbb{R}^n \setminus D.
\]

Apparently, \( \underline{u} \in S_\alpha \). Let
\[
u(x) := \sup\{v(x) \mid v \in S_\alpha\}, x \in \mathbb{R}^n \setminus D.
\]

We have
\[
u(x) \geq \underline{u} = \omega_{\alpha(c)}(x) = \frac{1}{2} x^T A x + c + O(|x|^{2-k-l}) \quad \text{as } x \to \infty,
\]
especially, if \( k - l \geq 2 \),
\[
u(x) \geq \underline{u} = \frac{1}{2} x^T A x + c + O(|x|^{2-n}), \quad \text{as } x \to \infty.
\]
where $\theta \in \left(\frac{k-l-2}{n-2}, 1\right]$, and

$$u(x) \leq \bar{u}(x) = \frac{1}{2} x^T Ax + c.$$ 

This indicates (1.7) and (1.8).

Next, we prove that $u$ satisfies the boundary condition. It is obvious that

$$\liminf_{x \to \xi} u(x) \geq \lim_{x \to \xi} u(x) = \varphi(\xi), \quad \forall \xi \in \partial D.$$

So we only need to prove that

$$\limsup_{x \to \xi} u(x) \leq \varphi(\xi), \quad \forall \xi \in \partial D.$$

Let $\omega^+ \in C^2(E(\bar{s}) \setminus D)$ be defined by

$$\begin{cases}
\Delta \omega^+ = 0, & \text{in } E(\bar{s}) \setminus D \\
\omega^+ = \varphi, & \text{on } \partial D \\
\omega^+ = \max_{\partial E(\bar{s})} \bar{u} = \bar{s} + c, & \text{on } \partial E(\bar{s}).
\end{cases}$$

It is easy to see that a viscosity subsolution $v$ of (1.1) satisfies $\Delta v > 0$ in viscosity sense. Therefore, for every $v \in S_\alpha$, by $v \leq \omega^+$ on $\partial(E(\bar{s}) \setminus D)$, we have

$$v \leq \omega^+ \quad \text{in } E(\bar{s}) \setminus D.$$

It follows that

$$u \leq \omega^+ \quad \text{in } E(\bar{s}) \setminus D,$$

and then

$$\limsup_{x \to \xi} u(x) \leq \lim_{x \to \xi} \omega^+(x) = \varphi(\xi), \quad \forall \xi \in \partial D.$$

Finally, applying the Perron’s method Lemma 3.1, we find that $u \in C^0(\mathbb{R}^n \setminus D)$ is a viscosity solution of (1.1). This completes our proof. □

We remark that Theorem 1.1 is also proved by Li and Li [23] by introducing a combersome notation $m_{k,l}$, which makes their proof looks rather long and difficult to read. Namely,

$$m_{k,l}(\lambda(A)) := \frac{k-l}{\xi_k(\lambda(A)) - \xi_l(\lambda(A))}.$$

Denote $\lambda(A) := (a_1, \cdots, a_n)$. Then $\xi_k$ and $\xi_l$ respectively are

$$\xi_k(a) := \sup_{\mathbb{R}^n \setminus \{0\}} \frac{\sum_{i=1}^n \sigma_{k-1; i}(a)a_i^2 x_i^2}{\sigma_k(a) \sum_{i=1}^n a_i x_i^2}$$

and

$$\xi_l(a) := \inf_{\mathbb{R}^n \setminus \{0\}} \frac{\sum_{i=1}^n \sigma_{k-1; i}(a)a_i^2 x_i^2}{\sigma_k(a) \sum_{i=1}^n a_i x_i^2}.$$

In fact, these two quantities $\xi_k$ and $\xi_l$ are, respectively, equivalent to our $H_k$ and $h_l$ defined in (1.6). Indeed, it is clear that $H_k \geq \xi_k$. On the other hand,

$$\frac{\sum_{i=1}^n \sigma_{k-1; i}(a)a_i^2 x_i^2}{\sigma_k(a) \sum_{i=1}^n a_i x_i^2} = \frac{\sigma_{k-1; i}(a)a_{i_0}}{\sigma_k(a)}$$
if we choose \( x = (0, \cdots, 0, 1, 0, \cdots, 0) \) whose the \( i \)-th component is 1 and the others all are 0. Thus, taking \( \frac{s_k(a_{ij})}{\sigma_k(a)} = H_k(a) \) implies \( H_k \leq \bar{\xi}_k \). Hence, \( \bar{\xi}_k = H_k \). Likewise, we can verify \( \bar{\xi}_j = h_j \).

4. Proof of Theorem 1.2

In this section, we continue applying the Perron’s method to prove Theorem 1.2. The key is by making the Legendre transform to use a family of smooth convex supersolutions of Poisson equation, rather than that given by Proposition 2.1, to construct new subsolutions of (1.9) possessing suitable asymptotic property at infinity. The following lemma is needed and its proof can also be found in [16].

Lemma 4.1. Let \( D \) be a smooth, bounded, strictly convex open set in \( \mathbb{R}^n \) and let \( \varphi \in C^2(D) \) be \( k \)-convex. Assume that \( D' \subset \subset D \) is an open subset and \( V \) is a locally bounded function in \( D \). Then there exists a \( k \)-convex function \( u \in C^2(D) \) satisfying

\[
\begin{cases}
S_{k,l}(D^2u) \geq 1, & x \in D, \\
u = \varphi, & x \in \partial D, \\
u < V, & x \in D'.
\end{cases}
\]  

(4.1)

Proof. From [31], we let \( v \in C^2(D) \) be a \( k \)-convex solution of problem

\[
\begin{cases}
S_{k,l}(D^2v) = 1, & x \in D, \\
v = 0, & x \in \partial D.
\end{cases}
\]

Since \( \Delta v > 0 \), by the strong maximum principle, one has \( v \leq -v_0 \) on \( D' \) for some positive constant \( v_0 \). Set

\[ u(x) = \varphi(x) + \alpha v(x), \quad x \in D \]

where \( \alpha > 0 \) is a constant to be determined later. Then \( u \in C^2(D) \), \( u = \varphi \) on \( \partial D \) and

\[ u = \varphi + \alpha v \leq \sup_{D'} \varphi - \alpha v_0 < \inf_{D'} V \leq V \quad \text{in } D', \]

if \( \alpha \) is large enough. Next we claim that \( u \) is \( k \)-convex and is a solution of

\[
\begin{align*}
S_{k,l}(D^2u) &\geq 1 & \text{in } D,
\end{align*}
\]

as long as \( \alpha > 1 \). Since \( [S_{k,l}(S)]^{1 \over k} \) is a concave function of the elements of the symmetric matrix \( S \) whenever \( \lambda(S) \in \Gamma_k \), we obtain

\[
\left[ S_{k,l}\left( \frac{1}{2}(D^2 \varphi + \alpha D^2 v) \right) \right]^{1 \over k} \geq \frac{1}{2} \left[ S_{k,l}(D^2 \varphi) \right]^{1 \over k} + \frac{1}{2} \left[ S_{k,l}(\alpha D^2 v) \right]^{1 \over k},
\]

which indicates

\[
\left[ S_{k,l}(D^2 \varphi + \alpha D^2 v) \right]^{1 \over k} \geq \left[ S_{k,l}(D^2 \varphi) \right]^{1 \over k} + \left[ S_{k,l}(\alpha D^2 v) \right]^{1 \over k} \geq \left[ S_{k,l}(\alpha D^2 v) \right]^{1 \over k}.
\]

Namely, \( S_{k,l}(D^2u) \geq \alpha^{k-l}S_{k,l}(D^2v) = \alpha^{k-l} \). Thus, if \( \alpha > 1 \), then \( S_{k,l}(D^2u) \geq 1 \) and our claim is true.

As argued above, we deduce that \( u = \varphi + \alpha v \) is the solution of problem (4.1) when \( \alpha > 1 \) is sufficiently large.
Proof of Theorem 1.2. (i) Suppose \( n \geq 3 \). We split our proof into three steps.

**Step 1.** Construct a family of smooth convex subsolutions of
\[
S_{n,n-1}(D^2 u) = 1
\]
in some exterior domain.

Given \( A \in \mathcal{A}_{n,n-1} \), it is easy to check that \( A^{-1} \in \mathcal{A}_{1,0} \). For \( \gamma < 0 \), let
\[
\tilde{u}_{\alpha,\gamma,c}(y) = \begin{cases}
\frac{1}{2}y^T A^{-1} y - c + \alpha |y|^{\gamma}, & 2 - n \leq \gamma < 0, \\
\frac{1}{2}y^T A^{-1} y - c - \alpha |y|^{\gamma}, & \gamma \leq 2 - n,
\end{cases}
\] (4.2)
where \( c \in \mathbb{R} \) and \( \alpha > 0 \). Obviously, \( \Delta \tilde{u}_{\alpha,\gamma,c} \leq 1 \) in \( \mathbb{R}^n \setminus \{0\} \). Moreover, after a direct computation, for some \( 0 < \delta < \min\{\lambda(A^{-1})\} := \Lambda \leq \frac{1}{4} \), we have
\[
D^2 \tilde{u}_{\alpha,\gamma,c} > \delta I, \quad \text{if} \ |y| > K,
\]
where
\[
K := \begin{cases}
\left(\frac{\alpha}{\Lambda - \delta}\right)^{\frac{1}{1-\gamma}}, & \text{if} \ 2 - n \leq \gamma < 0, \\
\left(\frac{\alpha(\gamma - 1)}{\Lambda - \delta}\right)^{\frac{1}{1-\gamma}}, & \text{if} \ \gamma \leq 2 - n.
\end{cases}
\]
We then extend \( \tilde{u}_{\alpha,\gamma,c}(y) \) smoothly from \( \mathbb{R}^n \setminus B_{K+\epsilon} \) (\( \epsilon > 0 \)) to \( \mathbb{R}^n \) (still denoted by \( \tilde{u}_{\alpha,\gamma,c} \)) such that
\[
D^2 \tilde{u}_{\alpha,\gamma,c} > \delta I \quad \text{in} \ \mathbb{R}^n.
\]
We define the coordinate transformation
\[
y \mapsto x = D\tilde{u}_{\alpha,\gamma,c}(y) = A^{-1} y + O(|y|^{\gamma-1}).
\] (4.3)
Since the Jacobian \( \det D_y x = \det D^2 \tilde{u}_{\alpha,\gamma,c} \neq 0 \) and
\[
|D(\tilde{u}_{\alpha,\gamma,c}(y) - \tilde{u}_{\alpha,\gamma,c}(y'))| = \left| \int_0^1 D^2 \tilde{u}_{\alpha,\gamma,c}(y' + t(y - y'))(y - y') \, dt \right|
\geq \delta |y - y'|,
\]
for all \( y, y' \in \mathbb{R}^n \). Therefore, the map (4.3) is bijective. For any \( c \in \mathbb{R} \) and \( \alpha > 0 \), we make a Legendre transform
\[
u_{\alpha,\gamma,c}(x) = x \cdot y(x) - \tilde{u}_{\alpha,\gamma,c}(y(x)).
\] (4.4)
It is known that \( y = D\nu_{\alpha,\gamma,c}(x) \) and \( D^2 \nu_{\alpha,\gamma,c} = (D^2 \tilde{u}_{\alpha,\gamma,c})^{-1} \). Setting \( \tilde{D} := D\tilde{u}_{\alpha,\gamma,c}(B_{K+\epsilon}) \), we thus obtain that
\[
S_{n,n-1}(D^2 \nu_{\alpha,\gamma,c}) \geq 1, \quad 0 < D^2 \nu_{\alpha,\gamma} < \delta^{-1} I, \quad \text{in} \ \mathbb{R}^n \setminus \tilde{D}.
\]
Namely, we find that \( \nu_{\alpha,\gamma,c}(x) \) are a family of smooth convex subsolutions of (1.9) in \( \mathbb{R}^n \setminus \tilde{D} \). Furthermore, by virtue of (4.4) with (4.2) and (4.3), we derive that \( y = Ax + O(|x|^{\gamma-1}) \) and
\[
\nu_{\alpha,\gamma,c}(x) = \frac{1}{2}x^T Ax + c + O(|x|^{\gamma}), \quad |x| \to \infty.
\] (4.5)

**Step 2.** Construct a viscosity subsolution and a viscosity supersolution to (1.9).
For small $\alpha > 0$ and $\epsilon > 0$, we can assume that $\tilde{D} \subset D$. Fix now such $\alpha$ and choose a $R > 0$ such that $D \subset D\tilde{u}_{\alpha,\gamma,c}(B_R) := \tilde{D}$. Set 
\[ \tilde{w}(x) = \max\{w_\xi(x) \mid \xi \in \partial D\}. \]
where $w_\xi$ is given by Lemma 3.3. In view of (4.2) and (4.4),
\[ \lim_{c \to +\infty} u_{\alpha,\gamma,c}(x) = +\infty, \quad x \in \partial \tilde{D}. \]
So we can choose a $c_\ast$, depending on $\alpha, \gamma, A, D, \varphi$, such that for every $c > c_\ast$,
\[ \min_{\partial \tilde{D}} u_{\alpha,\gamma,c}(x) > \max_{\partial \tilde{D}} \tilde{w}. \quad (4.6) \]
Then from Lemma 4.1 there is a $n$-convex function $\tilde{u}$ fulfilling
\[ \left\{ \begin{array}{l}
S_{n,n-1}(D^2 \tilde{u}) \geq 1, \quad x \in \tilde{D}, \\
\tilde{u} = u_{\alpha,\gamma,c}, \quad x \in \partial \tilde{D}, \\
\tilde{u} < \tilde{w}, \quad x \in D'.
\end{array} \right. \quad (4.7) \]
where $D \subset D' \subset \subset \tilde{D}$.

Now for every $c > c_\ast$, define
\[ \bar{u}(x) = \left\{ \begin{array}{l}
\max\{\tilde{w}(x), \tilde{u}\}, \quad x \in \tilde{D} \setminus D, \\
u_{\alpha,\gamma,c}(x), \quad x \in \mathbb{R}^n \setminus \tilde{D}.
\end{array} \right. \]
By (4.7),
\[ u = \bar{u}, \quad \text{in } D' \setminus D, \]
and in particular
\[ u = \bar{u} = \varphi, \quad \text{on } \partial D. \]
Note from (4.6) that $u = u_{\alpha,\gamma,c}(x)$ in a neighborhood of $\partial \tilde{D}$. Therefore $u$ is locally Lipschitz in $\mathbb{R}^n \setminus D$. Since both $\tilde{u}$ and $\tilde{w}$ are viscosity subsolutions of (1.9), so is $\bar{u}$.

Next, for $c > c_\ast$, we define
\[ \tilde{u}(x) := \frac{1}{2} x^T Ax + c. \]
Let $\max_{\partial D} \varphi \leq c_\ast < c \leq \tilde{u}$, that is, $u \leq \tilde{u}$ on $\partial D$. By (4.5),
\[ \lim_{|x| \to \infty} (\tilde{u} - u_{\alpha,\gamma,c}) = 0. \]
Applying Lemma 3.2, we thus have for $c > c_\ast$,
\[ u \leq \tilde{u} \quad \text{in } \mathbb{R}^n \setminus \overline{D}. \]

**Step 3.** Apply the Perron’s method, Lemma 3.1, to obtain the existence of viscosity solution of (1.9). This part is the same as the proof of Theorem 1.1, we thus omit that.

(ii) Suppose $n = 2$. Notice that $\det(A - I) = 1$ for $A \in A_{2,1}$, which implies $A - I \in A_{2,0}$. We consider the Monge-Ampère equation:
\[ \left\{ \begin{array}{l}
\det(D^2 w) = 1, \quad \text{in } \mathbb{R}^2 \setminus \overline{D}, \\
w = \varphi - \frac{1}{2}|x|^2, \quad \text{on } \partial D.
\end{array} \right. \quad (4.8) \]
From Theorem 1.1 in [3], there exists some constant $\alpha^*$ depending only on $A - I, b, D$ and $\|\varphi\|_{C^2(\partial D)}$ such that for every $\alpha > \alpha^*$, there exists a unique local convex solution $w \in C^\infty(\mathbb{R}^2 \setminus \overline{D}) \cap C^0(\mathbb{R}^2 \setminus D)$ of (4.8) that satisfies

$$O(|x|^{-2}) \leq w(x) - V'(x) \leq M(\alpha) + O(|x|^{-2}), \quad |x| \to \infty,$$

where

$$V'(x) = \frac{1}{2} x^T (A - I)x + b \cdot x + \alpha \ln \sqrt{x^T (A - I)x + c(\alpha)},$$

and $M(\alpha), c(\alpha)$ are functions of $\alpha$.

Now, let $u(x) = w(x) + \frac{1}{2}|x|^2$. After a direct computation, we find $u(x)$ is the local convex solution of (1.9) when $n = 2$. Moreover,

$$O(|x|^{-2}) \leq u(x) - V(x) \leq M(\alpha) + O(|x|^{-2}), \quad |x| \to \infty,$$

where

$$V(x) = V'(x) + \frac{1}{2}|x|^2 = \frac{1}{2} x^T Ax + b \cdot x + \alpha \ln \sqrt{x^T (A - I)x + c(\alpha)}.$$

Thus, our proof is finished. \qed

**Appendix: Examples for $H_k - h_{k-1} \geq \frac{1}{2}$**

To study the existence of solutions for exterior Dirichlet problem (1.1) by the Perron’s method, the key is to find enough subsolutions of Hessian quotient equations outside a bounded domain of $\mathbb{R}^n$. From the proof of Theorem 1.1, we can see that when $k-l = 1$, the assumption that $H_k - h_l < \frac{1}{2}$ plays a core role in characterizing the asymptotic behavior at infinity of subsolutions. When $H_k - h_{k-1} \geq \frac{1}{2}$, even though we have the corresponding subsolution with specific asymptotic behavior, see Proposition 2.1, we still can not use the current Perron’s method to build the existence of Hessian quotient equations (1.1) for $A \in \mathcal{A}_{k,k-1}$.

Namely, when $k - l = 1$ and $H_k - h_l < \frac{k-l}{2}$, since $\frac{1}{2} x^T Ax + c$ is a smooth solution (so is a supersolution) while

$$\omega_\alpha(x) = \frac{1}{2} x^T Ax + \mu_1(\alpha) + O(|x|^2 - \frac{k-l}{2}), \quad |x| \to \infty,$$

is a $k$-convex subsolution, see Proposition 2.1, we can choose a suitable constant $\alpha > 0$ such that $\mu_1(\alpha) = c$ and function $\frac{1}{2} x^T Ax + c$ can control $\omega_\alpha(x)$ at infinity, which makes Perron’s method available. However, when $H_k - h_{k-1} = \frac{1}{2}$ or $H_k - h_{k-1} > \frac{1}{2}$, although we can construct some subsolutions $\omega_\alpha$ of (1.1), respectively, satisfying

$$\omega_\alpha(x) = \frac{1}{2} x^T Ax + \alpha \ln \left(\frac{1}{2} x^T Ax\right) + \mu_3(\alpha) + O(|x|^{-2}), \quad (4.9)$$

and

$$\omega_\alpha(x) = \frac{1}{2} x^T Ax + \frac{\alpha}{1 - 2^{(H_k - h_{k-1})}} \left(\frac{1}{2} x^T Ax\right)^{1 - \frac{1}{2^{(H_k - h_{k-1})}}} + \mu_4(\alpha) + O(|x|^{2\theta}), \quad (4.10)$$

where $\theta \in (-1, 0)$, apparently, the special solution $\frac{1}{2} x^T Ax + c$ is unable to control subsolution (4.9) and (4.10) at infinity, whatever $\alpha$ we choose. This
Example 3. Let \( H_k - h_{k-1} \geq \frac{1}{2} \).

For a given \( A \in \mathcal{A}_{k,l} \), let \( a := \lambda(A) = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) and \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \) denoting its positive eigenvalues. By the definition of (1.6), we easily calculate that, for \( 1 \leq l < k \leq n \),

\[
H_k = \frac{\sigma_{k-1,n}(a)\lambda_n}{\sigma_k(a)}, \quad h_l = \frac{\sigma_{l-1,1}(a)\lambda_1}{\sigma_l(a)}.
\]

(4.11)

Example 1. When \( n = k = 2 \) and \( l = 1 \), we have, if \( A \in \mathcal{A}_{2,1} \),

\[
\lambda_1\lambda_2 = \lambda_1 + \lambda_2, \quad H_2 = 1, \quad h_1 = \frac{1}{\lambda_2}.
\]

This implies \( \lambda_2 \geq 2 \) and thus \( H_2 - h_1 \geq \frac{1}{2} \). Obviously, \( H_2 - h_1 = \frac{1}{2} \) if and only if \( \lambda_1 = \lambda_2 = c^*(2,1) = 2 \), provided \( n = 2 \).

Example 2. When \( n \geq 3 \), it is known that \( H_k - h_{k-1} = \frac{1}{n} < \frac{1}{2} \) if \( A = c^*(k,k-1)I \).

Example 3. Let \( A_1 = \text{diag}(2,4,4) \). By computations, we have

\[
\sigma_3(A_1) = 32 = \sigma_2(A_1),
\]

so \( A_1 \in \mathcal{A}_{3,2} \). Then by (4.11), we obtain

\[
H_3(A_1) = 1, \quad h_2(A_1) = \frac{1}{2}.
\]

Thus, \( H_3 - h_2 = \frac{1}{2} \) for \( A_1 = \text{diag}(2,4,4) \).

Example 4. Let \( A_2 = \text{diag}(\frac{5}{3},5,5) \). We have

\[
\sigma_3(A_2) = \frac{125}{3} = \sigma_2(A_2), \quad \text{and} \quad H_3(A_2) = 1, \quad h_2(A_2) = \frac{2}{5}.
\]

This implies \( H_3 - h_2 = \frac{3}{5} > \frac{1}{2} \) for \( A_2 = \text{diag}(\frac{5}{3},5,5) \).

REFERENCES

[1] A.D. Aleksandrov, Dirichlet’s problem for the equation Det\(\|z_i\| = \varphi(z_1, \ldots, z_n, z, x_1, \ldots, x_n) \). I. (Russian), Vestn. Leningr. Univ. Mat. Meh. Astr. 13 (1958) 5-24.
[2] J.G. Bao, J.Y. Chen, B. Guan, M. Ji, Liouville property and regularity of a Hessian quotient equation, Amer. J. Math. 125 (2003) 301-316.
[3] J.B. Bao, H.G. Li, On the exterior Dirichlet problem for the Monge-Ampère equation in dimension two, Nonlinear Anal. 75 (2012) 6448-6455.
[4] J.G. Bao, H.G. Li, The exterior Dirichlet problem for special Lagrangian equations in dimensions \( n \leq 4 \), Nonlinear Anal. 89 (2013) 219-229.
[5] J.G. Bao, H.G. Li, Y.Y. Li, On the exterior Dirichlet problem for Hessian equations, Trans. Amer. Math. Soc. 366 (12) (2014) 6183-6200.
[6] L. Caffarelli, Topics in PDEs: The Monge-Ampère Equation, Graduate Course, Courant Institute, New York University, 1995.
[7] L. Caffarelli, Y.Y. Li, An extension to a theorem of Jörgens, Calabi, and Pogorelov, Comm. Pure Appl. Math. 56 (2003) 549-583.
[8] L. Caffarelli, L. Nirenberg, J. Spruck, The Dirichlet problem for nonlinear second-order elliptic equations. I. Monge-Ampère equation, Comm. Pure Appl. Math. 37 (1984) 369-402.
[9] L. Caffarelli, L. Nirenberg, J. Spruck, The Dirichlet problem for nonlinear second-order elliptic equations. III. Functions of the eigenvalues of the Hessian, Acta Math. 155 (1985) 261-301.
HESSIAN QUOTIENT EQUATIONS

[10] E. Calabi, Improper affine hyperspheres of convex type and a generalization of a theorem by K. Jörgens, Michigan Math. J. 5 (1958) 105-126.

[11] S.Y. Cheng, S.T. Yau, On the regularity of the Monge-Ampère equation \( \det \left( \frac{\partial^2 u}{\partial x_i \partial x_j} \right) = F(x, u) \), Comm. Pure Appl. Math. 30 (1977) 41-68.

[12] S.Y. Cheng, S.T. Yau, Complete affine hypersurfaces. I. The completeness of affine metrics, Comm. Pure Appl. Math. 39 (1986) 839-866.

[13] L.M. Dai, Existence of solutions with asymptotic behavior of exterior problems of Hessian equations, Proc. Amer. Math. Soc. 139 (2011) 2853-2861.

[14] L.M. Dai, J.G. Bao, On uniqueness and existence of viscosity solutions to Hessian equations in exterior domains, Front. Math. China 6 (2011) 221-230.

[15] L.M. Dai, The Dirichlet problem for Hessian quotient equations in exterior domains, J. Math. Anal. Appl. 380 (2011) 87-93.

[16] L.M. Dai, Multi-valued solutions to Hessian quotient equations, Commun. Math. Sci. 10 (2012) 717-733.

[17] P. Delanoë, Partial decay on simple manifolds, Ann. Global Anal. Geom. 10 (1992) 3-61.

[18] L. Ferrer, A. Martínez, F. Milán, An extension of a theorem by K. Jörgens and a maximum principle at infinity for parabolic affine spheres, Math. Z. 230 (1999) 47-486.

[19] L. Ferrer, A. Martínez, F. Milán, The space of parabolic affine spheres with fixed compact boundary, Monatsh. Math. 130 (2000) 19-27.

[20] R. Harvey, H.B. Lawson, Calibrated geometries, Acta Math. 148 (1982) 47-157.

[21] J. Jost, Y. Xin, Some aspects of the global geometry of entire space-like submanifolds, Results Math. 40 (2001) 233-245.

[22] K. Jörgens, Über die Lösungen der Differentialgleichung \( rt - s^2 = 1 \), Math. Ann. 127 (1954) 130-134.

[23] D.S. Li, Z.S. Li, On the exterior Dirichlet problem for Hessian quotient equations, J. Differential Equations 264 (2018) 6633-6662.

[24] D.S. Li, Z.S. Li, Y. Yuan, A Bernstein problem for special Lagrangian equations in exterior domains, Adv. Math. 361 (2020), 106927, 29 pp.

[25] H.G. Li, J.G. Bao, The exterior Dirichlet problem for fully nonlinear elliptic equations related to the eigenvalues of the Hessian, J. Differential Equations 256 (2014) 2480-2501.

[26] H.G. Li, L.M. Dai, The exterior Dirichlet problem for Hessian quotient equations, J. Math. Anal. Appl. 393 (2012) 534-543.

[27] Y.Y. Li, Y.S. Lu, Existence and nonexistence to exterior Dirichlet problem for Monge-Ampère equation, Calc. Var. Partial Differential Equations 57 (2018), Paper No. 161, 17 pp.

[28] N. Meyers, J. Serrin, The exterior Dirichlet problem for second order elliptic partial differential equations, J. Math. Mech. 9 (1960) 513-538.

[29] L. Nirenberg, The Weyl and Minkowski problems in differential geometry in the large, Comm. Pure Appl. Math. 6 (1953) 337-394.

[30] A.V. Pogorelov, On the improper convex affine hyperspheres, Geom. Dedicata 1 (1972) 33-46.

[31] N.S. Trudinger, On the Dirichlet problem for Hessian equations, Acta Math. 175 (1995) 151-164.

[32] N.S. Trudinger, Weak solutions of Hessian equations, Comm. Partial Differential Equations 22 (1997) 1251-1261.

[33] N.S. Trudinger, X.J. Wang, Boundary regularity for the Monge-Ampère and affine maximal surface equations, Ann. Math. 167 (2008) 993-1028.

[34] J.I.E. Urbas, Regularity of generalized solutions of Monge-Ampère equations, Math. Z. 197 (3) (1988) 365-393.

[35] J.I.E. Urbas, On the existence of nonclassical solutions for two classes of fully nonlinear elliptic equations, Indiana Univ. Math. J. 39 (2) (1990) 355-382.

[36] C. Wang, J.G. Bao, Necessary and sufficient conditions on existence and convexity of solutions for Dirichlet problems of Hessian equations on exterior domains, Proc. Amer. Math. Soc. 141 (2013) 1289-1296.
[37] X.J. Wang, The \(k\)-Hessian equation, Geometric Analysis and PDEs, Lecture Notes in Math. 1977 (2009) 177-252.
[38] S.Y. Zhao, On the exterior Dirichlet problem for Hessian quotient equations (Bachelor dissertation in Chinese), Beijing Normal University (2017.05).

(H.G. Li) School of Mathematical Sciences, Beijing Normal University, Beijing, 100875, P.R. China  
E-mail address: hgli@bnu.edu.cn

(X.L. Li) School of Mathematical Sciences, Beijing Normal University, Beijing, 100875, P.R. China  
E-mail address: rubiklixiaoliang@163.com (Corresponding author)

(S.Y. Zhao) School of Mathematical Sciences, Peking University, Beijing, 100871, P.R. China  
E-mail address: 1701210096@pku.edu.cn