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ABSTRACT: The Quantum Null Energy Condition (QNEC) is a lower bound on the stress-energy tensor in quantum field theory that has been proved quite generally. It can equivalently be phrased as a positivity condition on the second null shape derivative of the relative entropy $S_{\text{rel}}(\rho||\sigma)$ of an arbitrary state $\rho$ with respect to the vacuum $\sigma$. The relative entropy has a natural one-parameter family generalization, the Sandwiched Renyi divergence $S_n(\rho||\sigma)$, which also measures the distinguishability of two states for arbitrary $n \in [1/2, \infty)$. A Renyi QNEC, a positivity condition on the second null shape derivative of $S_n(\rho||\sigma)$, was conjectured in previous work. In this work, we study the Renyi QNEC for free and superrenormalizable field theories in spacetime dimension $d > 2$ using the technique of null quantization. In the above setting, we prove the Renyi QNEC in the case $n > 1$ for arbitrary states. We also provide counterexamples to the Renyi QNEC for $n < 1$. 
1 Introduction

In recent years, the fascinating interplay between semiclassical gravity, quantum information and relativistic quantum field theory (QFT) has led to a lot of deep insights. Ideas motivated from semiclassical gravity often have interesting non-gravitational limits that lead to novel results in QFT [1, 2].
The quintessential result that arose from this connection is the Quantum Null Energy Condition (QNEC), which follows from the Quantum Focusing Conjecture [1]. The QNEC is a lower bound on the stress-energy tensor \( T_{\mu\nu} \) in a relativistic QFT that takes the form

\[
\langle T_{\nu\nu}(y) \rangle \geq \frac{\hbar}{2\pi} S'_{\nu\nu}(y),
\]

where Minkowski spacetime is written in terms of coordinates \( \{u, v, y^i\} \), \( u \) and \( v \) representing null lightcone coordinates, and \( y^i \) representing the transverse directions. \( S'_{\nu\nu}(y) \) represents the diagonal part of the second null shape derivative of entropy, i.e.,

\[
\frac{\delta^2 S(R)}{\delta V(y) \delta V(y')} = S''_{\nu\nu}(y)\delta^{(d-2)}(y - y') + \text{(off-diagonal terms)},
\]

where \( S(R) \) is the von Neumann entropy of a subregion \( R \), with an entangling surface \( \partial R \) given by an arbitrary cut of a null plane, \( u = 0 \) and \( v = V(y) \), as seen in Fig. (3).

The individual quantities in Eq. (1.1) are in fact ultraviolet (UV) divergent in general, although the combination that appears in the QNEC is UV finite. To avoid this issue, one can instead formulate the QNEC directly in terms of the relative entropy \( S_{\text{rel}}(\rho_R||\sigma_R) \) defined by

\[
S_{\text{rel}}(\rho_R||\sigma_R) \equiv \text{tr}(\rho_R \log \rho_R) - \text{tr}(\rho_R \log \sigma_R)
= \Delta \langle K_{\sigma}^\gamma_R \rangle - \Delta S(R),
\]

where in our case of interest, \( \sigma_R \) will represent the vacuum reduced density matrix for subregion \( R \), and \( K_{\sigma}^\gamma_R \) is the associated modular Hamiltonian. To see this, one can use the fact that \( K_{\sigma}^\gamma_R \) for arbitrary cuts of a null plane can be written as a local integral on the null plane [3], i.e.,

\[
K^\gamma_R = \int_{V(y)}^\infty (v - V(y))T_{\nu\nu}(y) \, dv \, d^{d-2}y.
\]

Using this result, it can be shown that the QNEC is equivalent to a purely information theoretic constraint [4]

\[
\frac{\delta^2 S_{\text{rel}}(\rho_R||\sigma_R)}{\delta V(y) \delta V(y')} \geq 0
\]

where the shape derivative \( \delta S(R) \) involves an infinitesimal deformation of the subregion \( R \) along the null plane at the transverse location \( y \). The diagonal part of Eq. (1.6), i.e., the limit \( y \to y' \), reduces to Eq. (1.1), while the off-diagonal part follows from strong subadditivity. We shall henceforth refer to the quantity in Eq. (1.6) as the second relative entropy variation. The QNEC is thus the statement of the positivity of the diagonal part of the second relative entropy variation.

The QNEC was initially proven in various restricted settings such as for free field theories and holographic theories [5–7]. The QNEC has since been proven quite generally using the appropriate generalization of quantum information theory to algebraic QFT that
goes under the name of Tomita-Takesaki modular theory [8, 9]. In general, a lot of progress has been made in recent years by considering information theoretic quantities in QFT like the QNEC, which often carry valuable hints about the underlying structure of the theory [10–14]. We will take this as inspiration to understand a generalized version of the QNEC motivated from quantum information theory [10].

The formulation of the QNEC in Eq. (1.6) suggests a natural generalization based on a one-parameter generalization of the relative entropy called the Sandwiched Renyi Divergence \( S_n(\rho_R||\sigma_R) \), defined by

\[
S_n(\rho_R||\sigma_R) = \frac{1}{n-1} \log \text{tr} \left( \sigma_R^{\frac{1-n}{2n}} \rho_R \sigma_R^{\frac{1-n}{2n}} \right)^n.
\]

(1.7)

The analogous Renyi generalization of Eq. (1.6) then reads

\[
\delta^2 S_n(\rho_R||\sigma_R) \delta V(y) \delta V(y') \geq 0,
\]

(1.8)

and was proposed in Ref. [10] which provided some evidence in favour of it. In analogy with Eq. (1.6), we will refer to the quantity in Eq. (1.8) as the second SRD variation. The second SRD variation also involves a diagonal and an off-diagonal part similar to the second relative entropy variation. In this paper, our focus will be on the diagonal part of Eq. (1.8), which we henceforth refer to as the Renyi QNEC.

In this paper, we prove the Renyi QNEC in the parameter regime \( n > 1 \) for free and superrenormalizable field theories in spacetime dimensions \( d > 2 \). Further, we disprove the Renyi QNEC in the regime \( n < 1 \) in a similar setting.

We now provide a brief overview of the paper. In Sec. (2), we review the definition and properties of the Sandwiched Renyi divergence (SRD), the quantity that shows up in the Renyi QNEC. In particular, we review how SRD is defined in QFTs and discuss a reasonable class of states for which SRD is finite.

In Sec. (3), we set up the calculation of the diagonal part of the second SRD variation in free field theories. The main technique that is used in this calculation is null quantization of free field theories. This technique is also applicable to superrenormalizable deformations of a free field theory and our results easily extend to this case as well. We review relevant aspects of this formalism and then utilize it to recast the Renyi QNEC in a suitable form. Having done this, we show how the free field calculation can be related to a perturbative calculation of SRD which allows us to use existing results in the literature.

Sec. (4) is our main result where we prove the Renyi QNEC for free field theories. Having set up the problem, we first prove the Renyi QNEC for the simpler case of integer \( n > 1 \), where the proof follows from reflection positivity. For the case of general \( n \), we explicitly compute the second SRD variation for arbitrary states. Using this result, we then show that the second SRD variation is positive for \( n > 1 \), thus proving the Renyi QNEC in this case. We also provide counterexamples for the conjecture in the case \( n < 1 \).

Having completed the proof for free field theories, we then discuss various possible generalizations of our result in Sec. (5). First, we consider the Renyi QNEC in interacting theories in \( d > 2 \). By considering states that are perturbatively close to the vacuum and
computing the second SRD variation in a perturbative expansion, we provide evidence that the Renyi QNEC could in fact be saturated, just like the QNEC [12]. We then discuss issues with proving the positivity of the off-diagonal part of the second SRD variation. Since our proof only applies to $d > 2$, we provide some numerical evidence that the Renyi QNEC could in fact be true even in $d = 2$. Finally, we discuss other possible generalizations of the Renyi QNEC motivated by other distinguishability measures in information theory.

2 Sandwiched Renyi Divergence

The Sandwiched Renyi Divergence (SRD), $S_{\alpha}^M(\Psi||\Phi)$, is a measure of distinguishability of two quantum states $|\Psi\rangle$ and $|\Phi\rangle$ given an algebra of operators $M$ [15, 16]. SRD is a one-parameter generalization of the relative entropy $S_{\alpha}^M(\Psi||\Phi)$, for a parameter $n \in [1/2, \infty)$. Since the Renyi QNEC is formulated in terms of the SRD, we first review its definition and properties.

In Sec. (2.1), we first discuss the definition of SRD in terms of density matrices. This definition is not directly applicable to QFT where reduced density matrices do not exist in the continuum limit. However, we will return to this formulation later. In Sec. (2.2), we will then review a suitably generalized definition of SRD in quantum field theory (QFT) using techniques from Tomita-Takesaki theory [10, 17–19]. Having defined SRD, our main focus will be constructing a physically reasonable set of states using the Euclidean path integral for which SRD with respect to the vacuum state is finite.

2.1 Sandwiched Renyi Divergence for Density Matrices

A Type-I von Neumann algebra $M$ induces a decomposition of the Hilbert space $\mathcal{H} = \mathcal{H}_R \otimes \mathcal{H}_R$ such that $M = \mathcal{L}(\mathcal{H}_R)$, the algebra of bounded operators on the Hilbert space $\mathcal{H}_R$. A special case of interest is when $M$ is the algebra of operators associated to a spatial region $R$. Given this decomposition, one can define the reduced density matrices of $|\Psi\rangle$ and $|\Phi\rangle$, denoted $\rho_R$ and $\sigma_R$ respectively.

The SRD of $\rho_R$ with respect to $\sigma_R$ is then defined as

$$S_n(\rho_R||\sigma_R) = \frac{1}{n-1} \log \text{tr} \left( \frac{1-n}{\sigma_R^{\frac{1-n}{2n}}} \rho_R \sigma_R^{\frac{1-n}{2n}} \right)^n,$$

where we have suppressed the label $M$ in the SRD since the dependence on the algebra $M$ is completely captured by the reduced density matrices $\rho_R$ and $\sigma_R$. For $n > 1$, the SRD is defined to be infinite if the support of $\rho_R$ is not contained in the support of $\sigma_R$. For $n < 1$ on the other hand, the SRD is finite as long as $\rho_R$ and $\sigma_R$ are not orthogonal.

The SRD in the range $n \in [\frac{1}{2}, \infty)$ has been shown to satisfy all the required properties of a measure of distinguishability of quantum states [15, 16, 23, 24]. Principal among these

\footnote{Here we ignore the possibility of a non-trivial center of the algebra, i.e., operators that belong to both $M$ and its commutant $M'$. These have played an important role in other situations, especially in AdS/CFT, e.g., [20–22]. The discussion we provide here can be easily generalized to include such a possibility.}
is the data-processing inequality which states that the SRD decreases under any completely-positive trace-preserving (CPTP) map $N$, i.e.,

$$S_n(\rho_R||\sigma_R) \geq S_n(N(\rho_R)||N(\sigma_R)).$$ (2.2)

In particular, SRD decreases under tracing out a portion of $\mathcal{H}_R$ as the states are harder to distinguish given access to a smaller algebra of operators. Apart from this, SRD is also positive for all states and unitarily invariant. In the limit $n \to 1$, SRD approaches the familiar relative entropy

$$S_{\text{rel}}(\rho_R||\sigma_R) = \text{tr} \rho_R \log \rho_R - \text{tr} \rho_R \log \sigma_R,$$ (2.3)

and thus, serves as a natural one-parameter generalization of the relative entropy.

In this work we will assume that in the presence of a suitable ultraviolet (UV) cutoff $\epsilon$, the Hilbert space of QFT factorizes into the Hilbert spaces of subregions $R$ and its complement $\bar{R}$ as described in this section. For the purposes of computing relative entropy or SRD with respect to the vacuum, we expect that this is a reasonable assumption for states which have a finite SRD in the limit $\epsilon \to 0$. In such cases, one could perform computations using density matrices and send the cutoff $\epsilon \to 0$ to get a finite low energy answer irrespective of the details of the cutoff prescription. In particular, computations in later sections will be done using the Euclidean path integral where this is manifestly true when a suitable state is chosen. Thus, we now focus our attention on determining a class of states in QFT where the SRD with respect to the vacuum is indeed finite.

### 2.2 Sandwiched Renyi Divergence in QFT

In QFT, the algebra associated to any spatial subregion of a Cauchy slice is a Type-III von Neumann algebra and the Hilbert space does not factorize into Hilbert spaces of subregions. This means that the reduced density matrix of a state on a subregion is not well-defined and hence, the definitions of relative entropy and SRD in terms of density matrices, i.e. Eq. (2.3) and Eq. (2.1) respectively, are not applicable. However, relative entropy and SRD between two states can still be defined using the algebra of operators in a subregion. We now review these definitions that are based on Tomita-Takesaki theory [25, 26] (see also Refs. [27–30].

Let $\mathcal{M}$ be the algebra of operators associated with some spatial subregion $R$ of a Cauchy slice $\Sigma$. The commutant algebra $\mathcal{M}'$ is then associated with the complementary subregion $\bar{R}$. Consider two arbitrary states $|\Psi\rangle$ and $|\Phi\rangle$ which are cyclic and separating for both $\mathcal{M}$ and $\mathcal{M}'$. The relative Tomita-Takesaki operator $S_{\Phi|\Psi}$ is defined by its action on the dense set of states:

$$S_{\Phi|\Psi} O_A |\Psi\rangle \equiv O_A^\dagger |\Phi\rangle,$$ (2.4)

2This is true under the assumption of Haag duality which does not hold in general. In this paper, we will mostly be interested in Rindler regions for which this property is known to hold [31].

3Many results can be obtained without the assumption of cyclic and separating states. See [9, 32] for discussions that do not make this assumption.
for all $O_A \in \mathcal{M}$. The relative modular operator $\Delta_{\Psi|\Phi}$ is a positive-definite, Hermitian operator defined as

$$\Delta_{\Psi|\Phi} \equiv S_{\Psi|\Phi}^\dagger S_{\Psi|\Phi}. \quad (2.5)$$

where we have kept the $\mathcal{M}$ dependence of $S_{\Psi|\Phi}$ and $\Delta_{\Psi|\Phi}$ implicit.

With these basic objects in hand, the relative entropy between states $|\Psi\rangle$ and $|\Phi\rangle$ for algebra $\mathcal{M}$ is defined by [33]

$$S_{\text{rel}}^\mathcal{M}(\Psi||\Phi) = - \langle \Psi | \log \Delta_{\Psi|\Phi} | \Psi \rangle. \quad (2.6)$$

When the algebra $\mathcal{M}$ is a Type-I algebra associated to a subregion $R$, the reduced density matrices for the states $|\Psi\rangle$ and $|\Phi\rangle$, denoted $\rho_R$ and $\sigma_R$ are well defined. Similarly, the reduced density matrices for the complementary subregion $\bar{R}$ are also well defined, denoted by $\rho_{\bar{R}}$ and $\sigma_{\bar{R}}$. The relative modular operator $\Delta_{\Psi|\Phi}$ is given by

$$\Delta_{\Psi|\Phi} = \sigma_R \otimes \rho_{\bar{R}}^{-1}. \quad (2.7)$$

Using this, one can show that the definition for the relative entropy in Eq. (2.6) reduces to the one in Eq. (2.3) whenever the algebra $\mathcal{M}$ is a Type-I algebra [30]. However, the definition in Eq. (2.6) continues to make sense in QFT and provides a reasonable measure of distinguishability given the algebra $\mathcal{M}$.

Analogously, the sandwiched Renyi divergence (SRD) can be defined for an algebra $\mathcal{M}$ in QFT [10, 17–19]. This definition makes use of the $p$-norm of unbounded operators defined by Araki and Masuda [34]. In particular, the SRD between states $|\Psi\rangle$ and $|\Phi\rangle$ for algebra $\mathcal{M}$ is

$$S_n^\mathcal{M}(\Psi||\Phi) \equiv \frac{n}{n-1} \sup_{|\chi\rangle \in \mathcal{H}} \log \langle \Psi | (\Delta_{\chi|\Phi}^{-1})^{\frac{1-n}{n}} | \Psi \rangle, \quad (2.8)$$

for $n > 1$, and

$$S_n^\mathcal{M}(\Psi||\Phi) \equiv \frac{n}{n-1} \inf_{|\chi\rangle \in \mathcal{H}} \log \langle \Psi | (\Delta_{\chi|\Phi}^{-1})^{\frac{1-n}{n}} | \Psi \rangle, \quad (2.9)$$

for $1/2 \leq n < 1$. Using this definition, it can be shown that SRD satisfies the relevant properties of a measure of distinguishability such as positivity and unitary invariance. Most importantly, it satisfies a data processing inequality analogous to Eq. (2.2), i.e., SRD decreases monotonically upon reducing the algebra $\mathcal{M}$ [10, 17–19].

For $n > 1$, the SRD is defined to be infinite if the intersection of the domains of $\Delta_{\chi|\Phi}^{-1}$ for all $|\chi\rangle$ does not include $|\Psi\rangle$. For $n < 1$ on the other hand, the SRD is finite whenever $|\Phi\rangle$ is cyclic and separating as we discuss in Appendix (A). This is the generalization of the support condition on density matrices discussed below Eq. (2.1). $\Delta_{\chi|\Phi}^{-1}$ is an unbounded operator and thus, its domain for all $|\chi\rangle$ is not the whole Hilbert space [30]. Thus, there exist states $|\Psi\rangle$ such that $S_n^\mathcal{M}(\Psi||\Phi)$ is infinite and in QFT, the best we can hope for such

\footnote{Note that we are using the convention in [30], whereas some other literature, e.g., [10] uses $S_{\Psi|\Phi}$ to represent the same object.}
Figure 1: State Preparation. We consider a dense set of states that are prepared by a Euclidean path integral in the lower half plane. In order to have finite SRD with respect to the vacuum, the operators must be inserted at an angle greater than $\theta_n = \pi - \frac{\pi}{n}$.

an unbounded object is to consider a dense set of states for which SRD is finite. We will now demonstrate the existence of such a dense set of states motivated by the Euclidean path integral.

In $d$-dimensional Minkowski space, consider the subregion $R$ to be the right Rindler wedge $x > 0$ and the reference state is chosen to be the vacuum state $|\Omega\rangle$. A dense set of states can be prepared by inserting local operators with arbitrary source functions in the Euclidean path integral over the lower half plane $\tau < 0$ as seen in Fig. (1). However, requiring the SRD to be finite will put constraints on the source functions as we now demonstrate.

To see this, consider a simpler state which is constructed by the insertion of a single operator $O(r, \theta)$ in the path integral as shown in Fig. (1). The state prepared this way is given by

$$|\Psi\rangle = \Delta^{\theta/2\pi}_\Omega O R |\Omega\rangle,$$

(2.10)

$$= \Delta^{\theta/2\pi}_R \Delta^{-\theta/2\pi}_\Omega |\Omega\rangle,$$

(2.11)

$$= \Delta^{\theta/2\pi}_\Omega O R |\Omega\rangle,$$

(2.12)

where $0 \leq \theta \leq \pi$ and $O R \in \mathcal{M}$. Further, we have used the fact that $\Delta_\Omega \equiv \Delta_{\Omega|\Omega}$, the modular operator of the vacuum state, generates Euclidean rotations [31] and leaves the vacuum invariant, e.g.

$$\Delta_\Omega |\Omega\rangle = |\Omega\rangle.$$

(2.13)
Figure 2: SRD as a correlation function for integer $n = 3$ (adapted from Ref. [10]). We start with the reduced density matrix on the subregion $R$. Multiplying by inverse powers of the vacuum $\sigma_R$ corresponds to removing a portion of the path integral on either side of the cut, leaving a path integral whose angular size is $2\pi/n$. Finally, taking a cyclical trace of $n$ copies results in a $2^n$ point function.

Now using Eq. (2.8), we find that the SRD for $n > 1$ between the state $|\Psi\rangle$ and the vacuum $|\Omega\rangle$ is given by

$$S_n^M (|\Psi\rangle|\Omega\rangle) = \frac{n}{n-1} \sup_{|\chi\rangle \in H} \log \langle \Omega | O_R^\dagger \Delta_{\Omega}^{\theta/2\pi} (\Delta_{\chi|\Omega})^{\frac{1-n}{n}} \Delta_{\Omega}^{\theta/2\pi} O_R | \Omega\rangle .$$

(2.14)

By evaluating the right hand side for $|\chi\rangle = |\Omega\rangle$, we can replace the supremum by a lower bound. We thus obtain

$$S_n^M (|\Psi\rangle|\Omega\rangle) \geq \frac{n}{n-1} \log \langle \Omega | O_R^\dagger (\Delta_{\Omega})^{\frac{\theta}{2\pi}} + \frac{1-n}{2\pi} O_R | \Omega\rangle \rangle^2 .$$

(2.15)

(2.16)

Now, it is known that the state $|\phi_\alpha\rangle = \Delta_{\Omega}^\alpha O_R |\Omega\rangle$ has finite norm for $0 \leq \alpha \leq 1/2$ and generically infinite norm outside this range [28, 30, 31]. This can be seen from the fact that the state $|\phi_\alpha\rangle$ for $0 \leq \alpha \leq 1/2$ can be prepared using a Euclidean path integral, which can then be used to compute its norm. This implies that the norm in Eq. (2.16) and hence, the SRD in Eq. (2.14) is infinite if $\theta < \pi - \frac{\pi}{n}$. Note that this condition does not put any constraints when $n < 1$ as should be expected from the fact that SRD is finite for a cyclic and separating vector like the vacuum $|\Omega\rangle$. Conversely, for integer $n$, one can compute the SRD using the path integral when the source functions are supported only in the wedge $\theta \geq \pi - \frac{\pi}{n}$. This amounts to computing a $2^n$ point correlation function as seen in Fig. (2) that is manifestly finite [10]. We expect this conclusion to remain unchanged when we consider non-integer $n$. Thus, we learn that for SRD for $n > 1$ to be finite, we can consider states prepared by the Euclidean path integral with source functions that have support only in the wedge $\theta \geq \pi - \frac{\pi}{n}$. States prepared in such a way are dense in the Hilbert space since
in particular they include states prepared by acting with operators $O_R$ in the algebra $\mathcal{M}'$. This follows from the Reeh-Schlieder theorem which tells us that operators in $\mathcal{M}'$ already create a dense set of states due to the cyclic property of $|\Omega\rangle$.

Thus, we see that for a given $n$, finite SRD requires that the source functions of local operators vanish outside a wedge of angle $\frac{\pi}{n}$ around the complementary subregion $\bar{R}$. Intuitively, the reason is that operators inserted closer to $\bar{R}$, i.e., for $\theta$ close to $\pi$, affect the subregion $\bar{R}$ more than they affect the subregion $R$. The SRD for higher $n$ are more sensitive to the presence of excitations above the vacuum $|\Omega\rangle$ and thus, SRD grows as the insertions are brought closer to the subregion $R$ and eventually blows up for insertions outside the wedge.

The wedge shrinks to a vanishing angle as $n \to \infty$. Thus, if we are interested in finite SRD for arbitrary $n$, we can consider a dense set of states of the form $O' |\Omega\rangle$ where $O' \in A'$ [10].

This concludes our discussion of the relative entropy and SRD in QFT. The main result of this section is that a dense set of states with finite SRD for a given $n$ can be prepared by the Euclidean path integral with the constraint that source functions of local operators vanish outside a wedge of angle $\frac{\pi}{n}$ around the complementary subregion $\bar{R}$. Having found these states from a rigorous algebraic QFT perspective, we will use them in later sections to analyze the Renyi QNEC in terms of density matrices as argued earlier.

3 Renyi QNEC in Free Field Theories

Consider a null plane $N$ in $d$-dimensional Minkowski space with an entangling surface $\partial R$, that splits the subregions $R$ and $\bar{R}$, defined by an arbitrary cut of the null plane. The Renyi QNEC is a condition on the second shape derivative of the SRD, of a state reduced to the subregion $R$ with respect to the vacuum, in the direction along $N$. In particular, we are interested in the diagonal part of the second SRD variation which involves deforming the subregion locally near a given point $\bar{p}$. In this section, we will explain how this shape derivative can be computed in free field theories in $d > 2$ using the technique of null quantization. This technique is also applicable to superrenormalizable deformations of a free field theory and thus, our results also extend to such theories. Hereafter, we include the possibility of such superrenormalizable interactions in our discussion of free field theories.

In Sec. (3.1) we review how the QFT state in free field theories can be described by quantizing it directly on the null plane $N$, which is discretized in the transverse direction into pencils of area $A$. The QFT state on $N$ has the special property that the vacuum $|\Omega\rangle$ factorizes into a product state on each of the individual pencils. Since any state looks approximately like $|\Omega\rangle$ at short scales, this allows us to find a perturbative expansion in $A$ for the reduced density matrix on the pencil $p$ containing the point $\bar{p}$ that we are interested in. In Sec. (3.2) we use this perturbative expansion to extract the leading contribution that determines the Renyi QNEC. Despite the fact that there is a perturbative expansion for

---

5 This was in fact shown for arbitrary subregions $R$ [10]. We also expect analogous wedge constraints for a given $n$ to hold for arbitrary $R$, although the exact form may be complicated owing to the lack of symmetry.
the state on the pencil, the rest of the state is completely arbitrary. Nevertheless, we show in Sec. (3.3) that the computation can be simply related to a calculation of SRD between two nearby states.

3.1 Null Quantization

Consider $d$-dimensional Minkowski space $\mathbb{R}^{d-1,1}$ in lightcone coordinates with a metric

$$ds^2 = -du dv + d\tilde{y}^2,$$

where $u$ and $v$ are null coordinates while $\tilde{y}$ represents all the transverse spatial coordinates. In order to discuss the Renyi QNEC, we can pick a null plane $N$ to be the hypersurface $u = 0$. The QFT state on a Cauchy slice $\Sigma$ is unitarily equivalent to the state on $N$ and certain portions of $I^+$ and $I^-$ as shown in Fig. (3). In general interacting QFTs, this is only formally true but in free field theories this can be made rigorous with the formalism of null quantization [35].

In this section, we briefly review the setup of null quantization, which was also used in proving the QNEC for free field theories in [5]. We refer the reader to Sec. (3) of [5] for further details.

In order to describe null quantization of a free scalar field theory in $d > 2$, we first discretize $N$ into null generators, called pencils, each occupying a transverse region of area $\mathcal{A}$. Given this, the Hilbert space on $N$ factorizes as a product of Hilbert spaces for each pencil. On each null generator, we have a $(1+1)$-dimensional free CFT of a chiral boson

---

Our results can easily be extended to theories with spin [5], or to free fermionic theories [7].
Φ(ν) \cite{5, 35}. Moreover, the vacuum state when restricted on \( N \) factorizes as

\[
|Ω⟩ = \bigotimes_{\vec{y}} |Ω_{\vec{y}}⟩, \tag{3.2}
\]

where \( |Ω_{\vec{y}}⟩ \) is the vacuum of the free chiral CFT on the null generator at transverse position \( \vec{y} \). Now, we can define the subregions \( R \) and \( \bar{R} \) to be divided by an entangling surface \( \partial R \) which is given by an arbitrary cut, \( v = V(\vec{y}) \), of \( N \) as seen in Fig. (3). The vacuum state reduced to the subregion \( R \) is then given by

\[
σ = \bigotimes_{\vec{y}} σ_{\vec{y}}, \tag{3.3}
\]

where \( σ_{\vec{y}} \) is the density matrix of the free chiral CFT on the pencil labelled by \( \vec{y} \), reduced to the region \( v > V(\vec{y}) \). Note that we henceforth suppress the dependence of \( σ \) on the subregion \( R \) to simplify the notation. We remind the reader that we will be working with density matrices in this proof, and expect this to not affect the conclusion.

Since we are interested in a specific pencil \( p \), we will instead consider the Hilbert space decomposition

\[
\mathcal{H} = \mathcal{H}_p \otimes \mathcal{H}_{aux}, \tag{3.4}
\]

where \( \mathcal{H}_{aux} \) corresponds to all the degrees of freedom in the remaining pencils of \( N \) and the relevant portions of null infinity as shown in Fig. (3). The vacuum reduced density matrix can then be written as

\[
σ(λ) = σ_p(λ) \otimes σ_{aux}, \tag{3.5}
\]

where \( λ \) denotes the affine parameter of the entangling surface on the pencil \( p \). The important point is that \( σ_p \) is unentangled with the rest of the system.

The diagonal part of the Renyi QNEC is expressed in terms of null shape derivatives at a point \( \tilde{p} \), so the privileged pencil \( p \) in our analysis will be the one that contains \( \tilde{p} \). Eventually we will take the continuum limit \( A → 0 \) in computing the shape derivatives required for the Renyi QNEC. However, before doing so, we use \( A \) as a small expansion parameter for our analysis which simplifies the description of the state on the pencil and allows us to compute the derivatives using perturbation theory.

To describe the state on the pencil \( p \) we make use of the fact that any given state reduced to the pencil resembles the vacuum in the limit \( A → 0 \). Further, the theory on \( p \) is a free theory with a well defined Fock basis of states labelled by the number of particle excitations, \( \{|m⟩\} \). Following \cite{5}, the probability of \( m \) particle excitations on \( p \) should scale as \( A^m \) since it should behave extensively in the \( A → 0 \) limit. The amplitude for \( m \) particle excitations should then scale as \( A^{m/2} \), and thus, the coefficient of \( |m_1⟩⟨m_2| \) in the Fock basis should scale as \( A^{(m_1+m_2)/2} \). Thus in the \( A → 0 \) limit, the leading correction to the vacuum comes from off diagonal terms of the form \( ⟨|0⟩⟨1| + |1⟩⟨0| \) with prefactor \( A^{1/2} \).

Further, since the theory on the pencil is chiral, null translations along \( ν \) are equivalent to spatial translations along \( x \). This follows from the fact that all the fields are purely
functions of $v$ and independent of $u$. Thus, although we are interested in null derivatives for the Renyi QNEC, we can instead compute spatial derivatives. In a chiral theory, the quantization surface $u = 0$ is equivalent to the quantization surface $t = 0$ by a similar argument. Thus, we can describe the most general one particle states by a Euclidean path integral over the lower half plane, $\tau < 0$, with a single smeared insertion of the lowest primary operator $\partial \Phi$ as seen in Fig. (4).

The affine parameter $\lambda = V(\vec{p})$ describes the location of the entangling surface $\partial R$ on the pencil $p$. From the previous discussion, we can equivalently describe it as the location $x = \lambda$ on the $\tau = 0$ slice in the Euclidean path integral. By translation symmetry, we can always move the entangling surface to $x = 0$ by adjusting the operator insertions appropriately. Using the path integral, we can then compute the reduced density matrix by tracing out the region $x < 0$ corresponding to $\bar{R}$. Shape derivatives can then be computed by deforming the location of the entangling surface. Equivalently, we can take a passive perspective where we deform the locations of the operator insertions while holding the subregion fixed. We will use the latter perspective in our analysis. With this convention, the vacuum density matrix on $p$, i.e., $\sigma_p$ and hence, $\sigma$ in Eq. (3.5) are independent of $\lambda$.

Now consider an arbitrary state on $N$. The reduced state on the region $v > V(\vec{y})$ can be expanded as [5]

$$\rho(\lambda) = \rho^{(0)} + A^{1/2} \rho^{(1)}(\lambda) + O(A). \quad (3.6)$$

Note that an arbitrary state does not factorize because of entanglement between the pencil and auxiliary system in general states. In this equation, $\rho^{(0)}$ is given by

$$\rho^{(0)} = \sigma_p \otimes \rho^{(0)}_{\text{aux}}, \quad (3.7)$$

One could instead consider an insertion of the operator $\Phi(v)$, but it leads to zero-mode subtleties discussed in [5].

---

**Figure 4**: Here we illustrate two equivalent ways of constructing a one-particle state. In the first picture, we imagine that we are tracing out part of the state up to affine parameter $\lambda$. In the right figure, we view the same state as moving the location of the operator insertion. The relation between them is the difference between an active and a passive transformation. In this work, we prefer to keep the entangling surface fixed and shift the operator insertion.
where $\rho^{(0)}_\text{aux}$ is an arbitrary state of the auxiliary system, not necessarily the vacuum. Moreover, $\rho^{(1)}(\lambda)$ in Eq. (3.6), as discussed before, is given by a sum over 1-particle states on the pencil entangled with arbitrary states of the auxiliary system. We can write this succinctly as

$$
\rho^{(1)}(\lambda) = \sum_{\alpha\beta} \sigma_p \int drd\theta f_{\alpha\beta}(r,\theta) \partial\Phi(re^{i\theta} - \lambda) \otimes |\alpha\rangle \langle \beta| ,
$$

(3.8)

where $\{|\alpha\rangle\}$ is an arbitrary basis of $\mathcal{H}_\text{aux}$. In [5], this basis was chosen to be the one in which $\rho^{(0)}_\text{aux}$ is diagonal. However, we will make a different choice in Sec. (3.3) which will be more convenient for the Renyi QNEC.

Before we proceed, we note that the source function $f_{\alpha\beta}(r,\theta)$ satisfies

$$
f_{\alpha\beta}(r,2\pi-\theta) = f^*_{\beta\alpha}(r,\theta).
$$

(3.9)

This condition ensures that the reduced density matrix is Hermitian. We also require that $f_{\alpha\beta}(r,\theta)$ vanishes at the quantization surface, $\theta = 0$ and $\theta = \pi$, so that the state is normalizable.

Further, in order to ensure finite SRD with respect to the vacuum, we restrict the source functions to have support in the wedge $\theta > \pi - \frac{\pi}{n}$ as discussed in Sec. (2.2). For the auxiliary system on the other hand, we require that the support of $\rho^{(0)}_\text{aux}$ be contained in the support of $\sigma_\text{aux}$ for $n > 1$ as discussed in Sec. (2.1). Apart from this, we will not require any additional structure on $\mathcal{H}_\text{aux}$, and it can be thought of as an arbitrary quantum mechanical system.

### 3.2 Statement of Renyi QNEC

Having reviewed the setup for null quantization of a free scalar theory, we now use it to find an equivalent formulation of the Renyi QNEC in this context. As reviewed in Sec. (2), the sandwiched Renyi divergence (SRD) is given by

$$
S_n(\rho||\sigma) = \frac{1}{n-1} \log \hat{Z}_n(\rho||\sigma) ,
$$

(3.10)

where

$$
\hat{Z}_n(\rho||\sigma) \equiv \text{tr} \left( \sigma^{\frac{1-n}{n}} \rho \sigma^{\frac{1-n}{n}} \right)^n .
$$

(3.11)

The Renyi QNEC is a condition on the SRD of an arbitrary reduced density matrix $\rho(\lambda)$ with respect to the vacuum density matrix $\sigma$. We are considering reduced density matrices for the subregion $v > V(\vec{y})$ and the label $\lambda$ represents the affine parameter along a specific pencil $p$ as seen in Fig. (3). The Renyi QNEC involves computing the diagonal part of the second SRD variation, Eq. (1.8), where one deforms $V(y)$ in an infinitesimal transverse patch of area $\mathcal{A}$, around the point $\tilde{p}$, along pencil $p$. In the above setup, where we have discretized the null plane into pencils, this is equivalent to a deformation of the affine parameter $\lambda$. Thus, the Renyi QNEC becomes the statement that

$$
\lim_{A \to 0} \left. \frac{1}{A} \frac{d^2}{d\lambda^2} S_n(\rho(\lambda)||\sigma) \right|_{\lambda=0} \geq 0 ,
$$

(3.12)
where $\mathcal{A}$ is the transverse area of $p$ and the limit $\mathcal{A} \to 0$ is taken while holding the overall state fixed.

Using Eq. (3.6), $\rho(\lambda)$ can be expanded as

$$\rho(\lambda) = \sigma_p \otimes \rho_{\text{aux}}^{(0)} + \mathcal{A}^{1/2} \rho^{(1)}(\lambda) + \mathcal{A} \rho^{(2)}(\lambda) + O(\mathcal{A}^{3/2}),$$

(3.13)

where the explicit form of $\rho^{(1)}(\lambda)$ is given in Eq. (3.8). Now using this perturbative expansion, we can expand $\hat{Z}_n$ as

$$\hat{Z}_n(\rho(\lambda)||\sigma) = \hat{Z}_n^{(0)}(\lambda) + \mathcal{A}^{1/2} \hat{Z}_n^{(1)}(\lambda) + \mathcal{A} \hat{Z}_n^{(2)}(\lambda) + O(\mathcal{A}^{3/2}).$$

(3.14)

Note that we get two contributions at order $\mathcal{A}$, a contribution linear in $\rho^{(2)}$ that is denoted by $\hat{Z}_n^{(2)}(\lambda)$ and a contribution quadratic in $\rho^{(1)}$ that is denoted by $\hat{Z}_n^{(1)}(\lambda)$. We will now show that the first three terms on the right hand side of Eq. (3.14) are independent of $\lambda$ and hence, do not contribute to the Renyi QNEC.

Let us start by considering the first term. At order $\mathcal{A}^0$, we have

$$\hat{Z}_n^{(0)}(\lambda) = \text{tr} \left( (\sigma_p \otimes \sigma_{\text{aux}})^{1/n} (\rho(\sigma_{\text{aux}}^{(0)}) \sigma_{\text{aux}}) \right)^n,$$

(3.15)

$$\text{tr}_{\text{aux}} \left( \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \right)^n,$$

(3.16)

which is manifestly independent of $\lambda$. Now we consider the second term in Eq. (3.14). For integer $n$, the form of the expression can be deduced by using the cyclicity of trace and collecting terms with a single power of $\rho^{(1)}$, i.e.,

$$\hat{Z}_n^{(1)}(\lambda) = n \text{tr} \left( (\sigma_{\text{aux}}^{1/n} \rho^{(0)}(\lambda) \sigma_{\text{aux}}^{1/n})^{n-1} \left( \sigma_{\text{aux}}^{1/n} \rho^{(1)}(\lambda) \sigma_{\text{aux}}^{1/n} \right) \right).$$

(3.17)

In fact, the above result is also true for non-integer $n$, as we show in Appendix (B.1). Using Eq. (3.5) and Eq. (3.7), we have

$$\sigma_{\text{aux}}^{1/n} \rho^{(0)}(\lambda) \sigma_{\text{aux}}^{1/n} = \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \sigma_{\text{aux}}^{1/n}.$$

(3.18)

Now using this result and the cyclic property of the trace, we write Eq. (3.17) as

$$\hat{Z}_n^{(1)}(\lambda) = n \text{tr} \left( \rho^{(1)}(\lambda) \cdot \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \sigma_{\text{aux}}^{1/n} \right),$$

(3.19)

$$= n \text{tr}_{\text{aux}} \left( \rho^{(1)}(\lambda) \cdot \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \sigma_{\text{aux}}^{1/n} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{1/n} \sigma_{\text{aux}}^{1/n} \right),$$

(3.20)

where $\rho^{(1)}(\infty) = \text{tr}_p \rho^{(1)}(\lambda)$. This implies that $\hat{Z}_n^{(1)}$ is independent of $\lambda$. By an identical argument, we can also show that $\hat{Z}_n^{(2)}$ is also independent of $\lambda$. This verifies our claim that the first three terms in Eq. (3.14) are independent of $\lambda$.

The above analysis implies that only $\hat{Z}_n^{(1)}(\lambda)$ contributes to the left hand side of Eq. (3.12). Expanding the logarithm and using the $\lambda$-independence of the remaining terms, we find that the statement of the Renyi QNEC is equivalent to

$$\left. \frac{d^2}{d\lambda^2} Z_n^{(1)}(\lambda) \right|_{\lambda=0} \geq 0,$$

(3.21)
where
\[ Z_n^{[1,1]}(\lambda) = \frac{1}{n-1} \tilde{Z}_n^{[1,1]}(\lambda), \]
(3.22)
and we have left the dependence on the states implicit since they are fixed for our analysis.

### 3.3 Free Field Calculation as a Perturbative Calculation

In Sec. (4), our goal will be to prove the inequality in Eq. (3.21) for arbitrary \( n > 1 \) and demonstrate counterexamples for \( n < 1 \). In order to do so, we will need to compute Eq. (3.21) for an arbitrary state which is in general a difficult task. However, the main result of this section will be Eq. (3.27), which relates the calculation for an arbitrary state, far from the vacuum, to a perturbative calculation of SRD around a nearby state. This relation will then allow us to use perturbative calculations of relative entropy, and more generally SRD, in Sec. (4) which have been performed extensively in the past [36–41].

As discussed in Sec. (3.2), the \( O(A) \) terms in the state \( \rho(\lambda) \) in Eq. (3.6) do not contribute to the Renyi QNEC. Therefore, we will ignore those terms from now on and will simply write the state \( \rho(\lambda) \) as
\[ \rho(\lambda) = \rho(0) + A^{1/2} \rho^{(1)}(\lambda), \]
(3.23)
where \( \rho(0) \) and \( \rho^{(1)}(\lambda) \) are given in Eq. (3.7) and Eq. (3.8) respectively. Despite the fact that we have a perturbative expansion in \( A \), we still need to compute the SRD between the states \( \rho(\lambda) \) and \( \sigma \) which are not necessarily “close”. Namely, the state \( \rho(0) \) in Eq. (3.23) is not the vacuum state unless \( \rho_{aux}^{(0)} = \sigma_{aux} \). Therefore, known perturbative results for SRD are not directly applicable.

However, we will now derive an identity for \( Z_n(\lambda) \) which relates it to a calculation in a perturbatively close state. In particular, we show that \( Z_n(\lambda) \), defined in Eq. (3.11) and Eq. (3.22) can be written as
\[ Z_n(\lambda) = \frac{1}{n-1} \text{tr} \left( \left( \rho^{(0)} \right)^{1/n} + A^{1/2} \left( \rho^{(0)} \right)^{\frac{1-n}{2\pi}} \cdot \tilde{\rho}^{(1)}(\lambda) \cdot \left( \rho^{(0)} \right)^{\frac{1-n}{2\pi}} \right)^n, \]
(3.24)
where we have analogous to Eq. (3.7)
\[ \tilde{\rho}^{(0)} \equiv \sigma_p \otimes \tilde{\rho}^{(0)}_{aux}, \quad \tilde{\rho}^{(0)}_{aux} = \left( \frac{1-n}{2\pi} \rho^{(0)}_{aux} \right)^n, \]
(3.25)
and analogous to Eq. (3.8),
\[ \tilde{\rho}^{(1)}(\lambda) = \sum_{\alpha\beta} \rho^{(0)} \int dr d\theta \tilde{f}_{\alpha\beta}(r, \theta) \left( \partial \Phi(\rho^{i\theta} - \lambda) \otimes E_{\alpha\beta}(\theta) \right). \]
(3.26)

---

8Similar perturbative calculations for entanglement/Renyi entropies were done in Refs. [42–52].
9Instead, if we were interested in the \( \lambda \)-derivative of the relative entropy, we could simply use \( \rho^{(0)} \) instead of \( \sigma \) as the reference state. This is because \( S_{rel}(\rho(\lambda)||\sigma) \) and \( S_{rel}(\rho(\lambda)||\rho^{(0)}) \) only differ by a \( \lambda \)-independent ‘constant’:
\[ S_{rel}(\rho(\lambda)||\sigma) - S_{rel}(\rho(\lambda)||\rho^{(0)}) = \text{tr} \left( \rho(\lambda) \left( \log \rho^{0}_{aux} - \log \sigma_{aux} \right) \right) = \text{tr}_{aux} \left( \rho(\infty) \left( \log \rho^{0}_{aux} - \log \sigma_{aux} \right) \right). \]
Hence, we could have used the known relative entropy formula for nearby states to prove the QNEC as was done in [12].
The precise definition of $\tilde{f}_{\alpha\beta}$ and $E_{\alpha\beta}(\theta)$ are given later in Eq. (3.32) and in Eq. (3.36) respectively. Note that the $n$ dependence of quantities like $\tilde{\rho}^{(0)}$ and $\tilde{f}_{\alpha\beta}(r, \theta)$ will be kept implicit henceforth to simplify the notation.

Before we derive Eq. (3.24), it is worth pointing out that the usefulness of Eq. (3.24) stems from the observation that we can use Eq. (3.22) to write Eq. (3.24) as

$$Z_n(\lambda) = Z_n\left(\tilde{\rho}^{(0)} + \mathcal{A}^{1/2} \tilde{\rho}^{(1)}(\lambda) \right| \tilde{\rho}^{(0)} \right).$$

(3.27)

In this sense, we have reduced our calculation of SRD of an arbitrary state $\rho(\lambda)$ with respect to the vacuum $\sigma$ to the calculation of two perturbatively close density matrices. The price that we have to pay is that the density matrix $\tilde{\rho}^{(0)}$ is not normalized and hence, is not a physical state. Nevertheless, this will allow us to use the known perturbative results for SRD in our analysis [36–41].

To derive Eq. (3.24), we start with the definition of $Z_n$ in Eq. (3.11) and use Eq. (3.23) to get

$$Z_n(\lambda) = \frac{1}{n-1} \text{tr} \left( \sigma^{\frac{1}{2n}} \rho^{(0)} \sigma^{\frac{1}{2n}} + \mathcal{A}^{1/2} \sigma^{\frac{1}{2n}} \rho^{(1)}(\lambda) \sigma^{\frac{1}{2n}} \right)^n.$$  

(3.28)

Now, using Eq. (3.5) and Eq. (3.7), we can write the first term in the parenthesis as

$$\sigma^{\frac{1}{2n}} \rho^{(0)} \sigma^{\frac{1}{2n}} = \sigma_p^{1/n} \otimes \left( \sigma_{\text{aux}}^{\frac{1}{2n}} \rho_{\text{aux}}^{(0)} \sigma_{\text{aux}}^{\frac{1}{2n}} \right) = \left( \sigma_p \otimes \tilde{\rho}_{\text{aux}}^{(0)} \right)^{1/n} = (\tilde{\rho}^{(0)})^{1/n},$$

(3.29)

where $\tilde{\rho}_{\text{aux}}^{(0)}$ and $\rho^{(0)}$ are defined in Eq. (3.25).

We now consider the second term inside the parenthesis in Eq. (3.28). Using Eq. (3.5) and Eq. (3.8), we get

$$\sigma^{\frac{1}{2n}} \rho^{(1)}(\lambda) \sigma^{\frac{1}{2n}} = \sum_{\alpha\beta} \left( \sigma_p^{\frac{1}{2n}} \cdot \sigma_p \int drd\theta f_{\alpha\beta}(r, \theta) \partial \Phi(re^{i\theta} - \lambda) \cdot \sigma_p^{\frac{1}{2n}} \right)$$

$$\otimes \left( \sigma_{\text{aux}}^{\frac{1}{2n}} |\alpha\rangle \langle \beta| \sigma_{\text{aux}}^{\frac{1}{2n}} \right).$$

(3.30)

By inserting complete sets of states, we can write this as

$$\sigma^{\frac{1}{2n}} \rho^{(1)}(\lambda) \sigma^{\frac{1}{2n}} = \sum_{\alpha'\beta'} \sum_{\alpha\beta} \left( \sigma_p^{\frac{1}{2n}} \cdot \sigma_p \int drd\theta f_{\alpha'\beta'}(r, \theta) \partial \Phi(re^{i\theta} - \lambda) \cdot \sigma_p^{\frac{1}{2n}} \right)$$

$$\otimes \left( \langle \alpha' | \sigma_{\text{aux}}^{\frac{1}{2n}} | \alpha \rangle \langle \beta| \sigma_{\text{aux}}^{\frac{1}{2n}} | \beta' \rangle \cdot |\alpha'\rangle \langle \beta'| \right).$$

(3.31)

We now define

$$\tilde{f}_{\alpha\beta}(r, \theta) \equiv \sum_{\alpha'\beta'} f_{\alpha'\beta'}(r, \theta) \langle \alpha| \sigma_{\text{aux}}^{\frac{1}{2n}} | \alpha' \rangle \langle \beta| \sigma_{\text{aux}}^{\frac{1}{2n}} | \beta \rangle,$$

(3.32)

where, the support condition required in our choice of states for SRD to be finite, ensures that $\tilde{f}_{\alpha\beta}$ is well defined. It is straightforward to check that $\tilde{f}_{\alpha\beta}$ satisfies the reality condition in Eq. (3.9), i.e.,

$$\tilde{f}_{\alpha\beta}(r, 2\pi - \theta) = \tilde{f}_{\alpha\beta}^*(r, \theta).$$

(3.33)
Additionally, $\tilde{f}_{\alpha \beta}(r, \theta)$ also satisfies the same wedge condition discussed below Eq. (3.9), which was required for SRD to be finite. With this definition, we simplify Eq. (3.31) to get

$$\sigma^{\frac{1-n}{2n}} \rho^{(1)}(\lambda) \sigma^{\frac{1-n}{2n}} = \sum_{\alpha\beta} \left( \sigma^{\frac{1-n}{2n}} \cdot \sigma_p \int drd\theta \tilde{f}_{\alpha \beta}(r, \theta) \partial \Phi(re^{i\theta} - \lambda) \cdot \sigma^{\frac{1-n}{2n}}_p \right) \otimes |\alpha\rangle \langle \beta| .$$

(3.34)

So far we have not fixed the choice of the basis $\{|\alpha\rangle\}$. Now we choose $\{|\alpha\rangle\}$ to be the basis in which $\tilde{\rho}^{(0)}_{aux}$ is diagonal, i.e.,

$$\tilde{\rho}^{(0)}_{aux} |\alpha\rangle = e^{-2\pi K_{\alpha}} |\alpha\rangle .$$

(3.35)

Moreover we follow [5] and define:

$$E_{\alpha \beta}(\theta) \equiv e^{\theta (K_{\alpha} - K_{\beta})} |\alpha\rangle \langle \beta| .$$

(3.36)

It is then easy to check that

$$\left( \tilde{\rho}^{(0)}_{aux} \right)^{\frac{1-n}{2n}} \tilde{\rho}^{(0)}_{aux} E_{\alpha \beta}(\theta) \left( \tilde{\rho}^{(0)}_{aux} \right)^{\frac{1-n}{2n}} = e^{-(2\pi - \theta)K_{\alpha}} e^{-\theta K_{\beta}} e^{\pi(n-1)/(n+K_{\alpha}+K_{\beta})} |\alpha\rangle \langle \beta| .$$

(3.37)

Also note that $\tilde{f}_{\alpha \beta}(r, \theta)$ is arbitrary as long as it satisfies the reality condition in Eq. (3.33). This means we can rescale $\tilde{f}_{\alpha \beta}(r, \theta)$ by

$$\tilde{f}_{\alpha \beta}(r, \theta) \rightarrow e^{(2\pi - \theta)K_{\alpha}} e^{\theta K_{\beta}} e^{\pi(n-1)/(n+K_{\alpha}+K_{\beta})} \tilde{f}_{\alpha \beta}(r, \theta) .$$

(3.38)

With this definition, the rescaled $\tilde{f}_{\alpha \beta}(r, \theta)$ also satisfies the reality condition, Eq. (3.33), and the wedge condition for finiteness of SRD. Finally, we can combine Eq. (3.37) with Eq. (3.38) to write Eq. (3.34) as

$$\sigma^{\frac{1-n}{2n}} \rho^{(1)}(\lambda) \sigma^{\frac{1-n}{2n}} = \sum_{\alpha\beta} \left( \sigma^{\frac{1-n}{2n}} \cdot \sigma_p \int drd\theta \tilde{f}_{\alpha \beta}(r, \theta) \partial \Phi(re^{i\theta} - \lambda) \cdot \sigma^{\frac{1-n}{2n}}_p \right) \otimes \left( \tilde{\rho}^{(0)}_{aux} \right)^{\frac{1-n}{2n}} \cdot \tilde{\rho}^{(0)}_{aux} E_{\alpha \beta}(\theta) \cdot \left( \tilde{\rho}^{(0)}_{aux} \right)^{\frac{1-n}{2n}} .$$

(3.39)

Equivalently, this can be written in the form

$$\sigma^{\frac{1-n}{2n}} \rho^{(1)}(\lambda) \sigma^{\frac{1-n}{2n}} = \left( \tilde{\rho}^{(0)} \right)^{\frac{1-n}{2n}} \cdot \tilde{\rho}^{(1)}(\lambda) \cdot \left( \tilde{\rho}^{(0)} \right)^{\frac{1-n}{2n}} ,$$

(3.40)

where $\tilde{\rho}^{(1)}(\lambda)$ is defined in Eq. (3.26).

This completes our derivation of Eq. (3.24). We will use this result in the following section to derive an expression for $Z_n^{(1,1)}$ which will then allow us to prove the Renyi QNEC for $n > 1$. 
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4 Proof of Renyi QNEC for Free Field Theories

Having setup the problem, we now arrive at our main section where we will prove the Renyi QNEC for \( n > 1 \) and disprove it for \( n < 1 \) in free field theories. As a warm-up, we prove the Renyi QNEC for integer \( n > 1 \) in Sec. (4.1). This proof is simpler to understand than the proof for arbitrary \( n \) since it follows directly from reflection positivity of Euclidean correlation functions without having to do an explicit computation. In Sec. (4.2), we shift our focus to arbitrary values of \( n \) and perform an explicit computation of the second shape derivative of SRD. Using the result of this computation, we prove that the Renyi QNEC holds for arbitrary \( n > 1 \) in Sec. (4.3). In Sec. (4.4), we show using a simple counterexample that the Renyi QNEC is violated for \( n < 1 \).

4.1 Proving the Renyi QNEC for integer \( n > 1 \)

In this subsection, we will assume that \( n > 1 \) is an integer and prove the Renyi QNEC, i.e., Eq. (3.21) for this simpler case. Despite the fact that this calculation is a special case of a more general analysis for arbitrary \( n \) that we will present later, it is still useful and interesting to consider it separately. In particular, as we will show in this subsection, the Renyi QNEC for integer \( n > 1 \) follows from reflection positivity of Euclidean correlation functions. This also gives us a better understanding of when the Renyi QNEC can be saturated for integer \( n > 1 \), a statement that we will not be able to make rigorously for arbitrary \( n \). Moreover, we will establish some notation in this subsection that will also be useful in later subsections.

To prove the Renyi QNEC, we start with the identity Eq. (3.24) that we derived in Sec. (3.3), i.e.,

\[
Z_n(\lambda) = \frac{1}{n-1} \text{tr} \left( (\tilde{\rho}(0))^{1/n} + A^{1/2} \left( \tilde{\rho}(0) \right)^{1-n/2n} \cdot \tilde{\rho}(1)(\lambda) \cdot \left( \tilde{\rho}(0) \right)^{1-n/2n} \right)^n.
\] (4.1)

For integer \( n \), we have the identity

\[
\text{tr} (A_0 + A_1)^n = \text{tr} A_0^n + n \text{tr} (A_0^{n-1} A_1) + \frac{n-2}{2} \sum_{k=0}^{n-2} \text{tr} (A_0^k A_1 A_0^{n-2-k} A_1) + \ldots
\] (4.2)

Using this identity in Eq. (4.1) and comparing with Eq. (3.14), we deduce that for integer \( n > 1 \) we have

\[
Z_n^{(1,1)}(\lambda) = \frac{n}{2(n-1)} \sum_{k=1}^{n-1} \text{tr} \left( \left( \tilde{\rho}(0) \right)^{-1+\frac{k}{n}} \tilde{\rho}(1)(\lambda) \left( \tilde{\rho}(0) \right)^{-\frac{k}{n}} \tilde{\rho}(1)(\lambda) \right).
\] (4.3)

Now for the Renyi QNEC, Eq. (3.21), we need to compute the second derivative of
with respect to $\lambda$. This yields

$$
\tilde{Z}^{(1,1)}_n(\lambda) = \frac{n}{2(n-1)} \sum_{k=1}^{n-1} \left[ 2 \text{tr} \left( (\tilde{\rho}^{(0)})^{-1 + \frac{k}{n}}\tilde{\rho}^{(1)}(\lambda) \right) \frac{k}{n} \tilde{\rho}^{(1)}(\lambda) \right] + \text{tr} \left( (\tilde{\rho}^{(0)})^{-1 + \frac{k}{n}}\tilde{\rho}^{(1)}(\lambda) \right) \frac{k}{n} \tilde{\rho}^{(1)}(\lambda) + \text{tr} \left( (\tilde{\rho}^{(0)})^{-1 + \frac{k}{n}}\tilde{\rho}^{(1)}(\lambda) \right) \frac{k}{n} \tilde{\rho}^{(1)}(\lambda) \right],
$$

where dot represents a derivative with respect to $\lambda$. Using the expression for $\tilde{\rho}^{(1)}$ given in Eq. (3.26) and evaluating the above expression at $\lambda = 0$, we obtain

$$
\tilde{Z}^{(1,1)}_n = \frac{n}{2(n-1)} \sum_{k=1}^{n-1} \int d\mu \left[ 2 \text{tr} \left( (\tilde{\rho}^{(0)})^{-1 + \frac{k}{n}}\tilde{\rho}^{(1)}(r_2, \theta_2) \right) \frac{k}{n} \hat{O}_{\alpha\beta}(r_1, \theta_1) \right] + \text{tr} \left( (\tilde{\rho}^{(0)})^{-1 + \frac{k}{n}}\tilde{\rho}^{(1)}(r_2, \theta_2) \right) \frac{k}{n} \hat{O}_{\alpha\beta}(r_1, \theta_1) + \text{tr} \left( (\tilde{\rho}^{(0)})^{-1 + \frac{k}{n}}\tilde{\rho}^{(1)}(r_2, \theta_2) \right) \frac{k}{n} \hat{O}_{\alpha\beta}(r_1, \theta_1) \right],
$$

where we are using the following notation

$$
\hat{O}_{\alpha\beta}(r, \theta) = \partial \Phi(re^{i\theta}) \otimes E_{\alpha\beta}(\theta),
$$

$$
\hat{\mathcal{O}}_{\alpha\beta}(r, \theta) = \partial^2 \Phi(re^{i\theta}) \otimes E_{\alpha\beta}(\theta),
$$

$$
\tilde{\hat{O}}_{\alpha\beta}(r, \theta) = \partial^3 \Phi(re^{i\theta}) \otimes E_{\alpha\beta}(\theta),
$$

and

$$
\int d\mu = \sum_{\alpha'\beta'} \sum_{\alpha\beta} \int dr_1 dr_2 \int d\theta_1 d\theta_2 \tilde{f}_{\alpha\beta}(r_1, \theta_1) \tilde{f}_{\alpha'\beta'}(r_2, \theta_2).
$$

To simplify Eq. (4.5), we need to determine how the operators $\hat{O}_{\alpha\beta}(r, \theta)$ transform under conjugation by $\hat{\rho}^{(0)} = \sigma_p \otimes \hat{\rho}_{\text{aux}}$. Conjugation by real powers of $\sigma_p$ generates Euclidean rotations and since $\partial^m \Phi$ has conformal dimension $(m, 0)$, it transforms as

$$
\sigma_p \frac{k}{n} \partial^m \Phi(re^{i\theta}) \sigma_p \frac{k}{n} = e^{i\pi\frac{k}{n}} \partial^m \Phi(re^{i\theta+i\pi k/n}).
$$

Moreover using the definition of $E_{\alpha\beta}$ in Eq. (3.36), we deduce that

$$
(\hat{\rho}^{(0)}_{\text{aux}})^{-\frac{k}{n}} E_{\alpha\beta}(\theta) \left( \hat{\rho}^{(0)}_{\text{aux}} \right)^{\frac{k}{n}} = E_{\alpha\beta}(\theta + \pi k/n).
$$

Using these transformation properties, Eq. (4.5) can be simplified to obtain

$$
\tilde{Z}^{(1,1)}_n = \frac{n}{2(n-1)} \sum_{k=1}^{n-1} \int d\mu \left[ 2 \text{tr} \left( \hat{\rho}^{(0)} \hat{\mathcal{O}}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) \hat{\mathcal{O}}_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right) \right] + e^{i\frac{2\pi k}{n}} \text{tr} \left( \hat{\rho}^{(0)} \hat{\mathcal{O}}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) \hat{\mathcal{O}}_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right)
$$

$$
+ e^{-i\frac{2\pi k}{n}} \text{tr} \left( \hat{\rho}^{(0)} \hat{\mathcal{O}}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) \hat{\mathcal{O}}_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right).
$$
The wedge condition ensures that the operator insertions are angle-ordered. Hence, each of the three terms above can be written as a two-point correlation function of smeared operators. Thus, Eq. (4.12) can be written as\textsuperscript{10}

\[
\tilde{Z}^{(1,1)}_n = \frac{n}{2(n-1)} \sum_{k=1}^{n-1} \int d\mu \left[ 2 \left\langle \hat{O}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) \hat{O}_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right\rangle \right. \\
+ e^{i \frac{2\pi k}{n}} \left\langle \hat{O}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) O_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right\rangle \\
\left. + e^{-i \frac{2\pi k}{n}} \left\langle \hat{O}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) \hat{O}_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right\rangle \right].
\]  

(4.13)

To simplify this expression further, we note that these correlation functions are in fact proportional to each other in a free scalar theory. For example, we have

\[
\left\langle \hat{O}_{\alpha'\beta'}(r_2, \theta_2) O_{\alpha\beta}(r_1, \theta_1) \right\rangle = \left\langle \partial^3 \Phi(r_2 e^{i\theta_2}) \partial \Phi(r_1 e^{i\theta_1}) \right\rangle_p \left\langle E_{\alpha'\beta'}(\theta_2) E_{\alpha\beta}(\theta_1) \right\rangle_{aux},
\]

(4.14)

where we have used

\[
\left\langle \partial^3 \Phi(z) \partial \Phi(w) \right\rangle_p = -\left\langle \partial^2 \Phi(z) \partial^2 \Phi(w) \right\rangle_p.
\]

(4.15)

By a similar argument, we also have

\[
\left\langle O_{\alpha'\beta'}(r_2, \theta_2) \hat{O}_{\alpha\beta}(r_1, \theta_1) \right\rangle = - \left\langle \hat{O}_{\alpha'\beta'}(r_2, \theta_2) \hat{O}_{\alpha\beta}(r_1, \theta_1) \right\rangle.
\]

(4.16)

With these observations, we can simplify Eq. (4.13) to write $\tilde{Z}^{(1,1)}_n$ as

\[
\tilde{Z}^{(1,1)}_n = \frac{2n}{n-1} \sum_{k=1}^{n-1} \sin^2 \left( \frac{\pi k}{n} \right) \int d\mu \left\langle \hat{O}_{\alpha'\beta'}(r_2, \theta_2 + \pi k/n) \hat{O}_{\alpha\beta}(r_1, \theta_1 - \pi k/n) \right\rangle.
\]

(4.17)

In order to prove that $\tilde{Z}^{(1,1)}_n$ in Eq. (4.17) is positive, we write it as

\[
\tilde{Z}^{(1,1)}_n = \frac{2n}{n-1} \sum_{k=1}^{n-1} \sin^2 \left( \frac{\pi k}{n} \right) \left\langle \Psi_k \bar{\Psi}_k \right\rangle,
\]

(4.18)

where we have defined

\[
\Psi_k \equiv \sum_{\alpha\beta} \int dr \int_{\pi - \pi/n}^{\pi + \pi/n} d\theta \tilde{f}_{\alpha\beta}(r, \theta) \hat{O}_{\alpha\beta}(r, \theta - \pi k/n),
\]

(4.19)

\[
\bar{\Psi}_k \equiv \sum_{\alpha\beta} \int dr \int_{\pi - \pi/n}^{\pi + \pi/n} d\theta \tilde{f}_{\alpha\beta}(r, \theta) \hat{O}_{\alpha\beta}(r, \theta + \pi k/n).
\]

(4.20)

Intuitively, the operators $\Psi_k$ and $\bar{\Psi}_k$ correspond to insertions in a wedge of size $\frac{2\pi}{n}$ as in Fig. (1), but now rotated by an angle $\frac{k\pi}{n}$ clockwise and anti-clockwise respectively. This
Figure 5: Reflection Positivity. For integer $n$, the second SRD variation is a sum of correlation functions of the operator insertions $\Psi_k$ and $\overline{\Psi}_k$, where $k$ ranges from 1 to $n - 1$. These correspond to insertions in the original wedge, now rotated by an amount $\frac{k\pi}{n}$ clockwise and anti-clockwise respectively. This results in a configuration where $\Psi_k$ is inserted in the upper-half plane, whereas $\overline{\Psi}_k$ is inserted symmetrically in the lower-half plane corresponding to the hermitian conjugate $\overline{\Psi}_k$. The correlation function $\langle \Psi_k \overline{\Psi}_k \rangle$ is positive due to reflection positivity. The pictorial representation of $\langle \Psi_k \overline{\Psi}_k \rangle$ is shown here for $n = 6$ and $k = 3$.

results in a configuration where $\Psi_k$ is inserted in the upper-half plane, whereas $\overline{\Psi}_k$ is inserted symmetrically in the lower-half plane as seen in Fig. (5).

Now by changing the integration variable $\theta \rightarrow 2\pi - \theta$, we find that $\overline{\Psi}_k$ can be written as

$$\overline{\Psi}_k = (\overline{\rho}^{(0)})^{-1} \Psi_k \overline{\rho}^{(0)} \tag{4.21}$$

where we have used the reality condition for $\tilde{f}_{\alpha\beta}(r, \theta)$ in Eq. (3.33) and

$$\hat{O}_{\alpha\beta}(r, 2\pi - \theta) = (\overline{\rho}^{(0)})^{-1} \hat{O}_{\beta\alpha}^{\dagger}(r, \theta) \overline{\rho}^{(0)} \tag{4.22}$$

which follows from Eq. (4.7), Eq. (4.10), and Eq. (4.11). Reflection positivity then implies that the two-point function in Eq. (4.18) is positive, i.e.,

$$\langle \overline{\Psi}_k \Psi_k \rangle = \langle (\overline{\rho}^{(0)})^{-1} \Psi_k \overline{\rho}^{(0)} \Psi_k \rangle = \langle \Psi_k \overline{\Psi}_k \rangle > 0, \tag{4.23}$$

where we have used the KMS condition in the second equality. Combining this with Eq. (4.18), we deduce that

$$\tilde{Z}_{n}^{(1,1)} \geq 0. \tag{4.24}$$

Note that the density matrix on the pencil is chosen to be trace normalized and thus, the trace on the pencil can be written in terms of a correlation function. On the other hand, the correlation function on the auxiliary portion is defined in terms of a trace like in Eq. (4.12).
Notably, equality holds if and only if $\tilde{f}_{\alpha\beta}(r,\theta)$ vanishes identically. This implies that the Renyi QNEC for integer $n > 1$ is saturated if and only if the state on the pencil is approximated by the vacuum up to $O(A)$ terms instead of the generic $O(A^{1/2})$ corrections that show up in Eq. (3.23). We highlight that this is quite unlike the case of the QNEC as we review later in Eq. (4.58), where there are many non-trivial choices of $\tilde{f}_{\alpha\beta}(r,\theta)$ that lead to saturation of the QNEC.

This finishes our proof of the Renyi QNEC for the simpler case that $n > 1$ is an integer. We will extend this proof to arbitrary $n > 1$ in the following subsections.

4.2 Calculating Second SRD Variation for arbitrary $n$

In the previous subsection, we found that $\tilde{Z}_n^{(1)}$ for integer $n$ can be written as a two-point function. In this subsection, our goal is to generalize this result to non-integer $n$. In particular, we will derive an expression for $\tilde{Z}_n^{(1)}$ in terms of a two-point function and will use this expression to calculate $\tilde{Z}_n^{(1)}$ explicitly in a free field theory. This result will be used later to prove the Renyi QNEC for $n > 1$ in Sec. (4.3) and to disprove it for $n < 1$ in Sec. (4.4).

Before considering arbitrary $n$, let us assume for a moment that $n$ is an integer. In this case, we found in Eq. (3.17) that

$$Z_n^{(1)}(\lambda) = \frac{n}{2(n-1)} \sum_{k=1}^{n-1} \text{tr}\left( (\tilde{\rho}^{(0)})^{-1+\frac{k}{n}} \tilde{\rho}^{(1)}(\lambda) \left( (\tilde{\rho}^{(0)})^{-\frac{k}{n}} \tilde{\rho}^{(1)}(\lambda) \right) \right), \quad (4.25)$$

We now pick a basis in which $\tilde{\rho}^{(0)}$ is diagonal,

$$\tilde{\rho}^{(0)}(\kappa) = e^{-2\pi\kappa} |\kappa\rangle, \quad (4.26)$$

where we remind the reader that $\tilde{\rho}^{(0)}$ is unnormalized and thus, $\kappa$ need not be positive. Evaluating the trace in Eq. (4.25) in this basis, we obtain

$$Z_n^{(1,1)}(\lambda) = \frac{n}{2(n-1)} \int d\kappa \int d\kappa' \sum_{k=1}^{n-1} e^{2\pi\kappa} e^{-2\pi(\kappa-\kappa')\frac{k}{n}} \left| \langle \kappa | \tilde{\rho}^{(1)}(\lambda) | \kappa' \rangle \right|^2, \quad (4.27)$$

$$= \frac{1}{2} \int d\kappa \int d\kappa' e^{2\pi\kappa'} F_n(\kappa - \kappa') \left| \langle \kappa | \tilde{\rho}^{(1)}(\lambda) | \kappa' \rangle \right|^2, \quad (4.28)$$

where

$$F_n(x) = \frac{n}{1-n} \frac{e^{2\pi(n-\frac{1}{n})x} - 1}{e^{-2\pi x/n} - 1}. \quad (4.29)$$

Despite the fact that Eq. (4.28) was derived by assuming $n$ is an integer, the result is in fact valid for all $n$ [39]. For completeness, we present a derivation of Eq. (4.28) for arbitrary $n$ in Appendix (B.1).

In order to study the Renyi QNEC, Eq. (3.21), we take the second derivative of Eq. (4.28) with respect to $\lambda$. This yields

$$\tilde{Z}_n^{(1,1)}(\lambda) = \int d\kappa \int d\kappa' e^{2\pi\kappa'} F_n(\kappa - \kappa') \left( \langle \kappa | \tilde{\rho}^{(1)}(\lambda) | \kappa' \rangle \langle \kappa' | \tilde{\rho}^{(1)}(\lambda) | \kappa \rangle \right. \nonumber$$

$$+ \left\langle \kappa | \tilde{\rho}^{(1)}(\lambda) | \kappa' \rangle \langle \kappa' | \tilde{\rho}^{(1)}(\lambda) | \kappa \rangle \right), \quad (4.30)$$
where we remind the reader that dots represent derivatives with respect to \( \lambda \). Now using the expression for \( \tilde{\rho}^{(1)} \) in Eq. (3.26), we obtain

\[
\tilde{Z}^{(1,1)}(\lambda = 0) = \int d\mu \int d\kappa \int d\kappa' F_n(\kappa - \kappa') e^{-2\pi\kappa} \left( \langle \kappa | \mathcal{O}_{\alpha\beta}(r_1, \theta_1) | \kappa' \rangle \langle \kappa' | \hat{\mathcal{O}}^{\alpha'\beta'}(r_2, \theta_2) | \kappa \rangle + \langle \kappa | \hat{\mathcal{O}}^{\alpha\beta}(r_1, \theta_1) | \kappa' \rangle \langle \kappa' | \hat{\mathcal{O}}^{\alpha'\beta'}(r_2, \theta_2) | \kappa \rangle \right),
\]

where we have used the notation introduced in Eqs. (4.6)-(4.8), and \( d\mu \) includes the smearing function for both operator insertions as in Eq. (4.9).

We remind the reader that for \( n > 1 \), we restrict our Euclidean source functions \( \tilde{f}_{\alpha\beta}(r, \theta) \) to only have support in a wedge of angular size \( 2\pi/n \) centered around \( \theta = \pi \). As discussed in Sec. (2.2), this is a necessary condition to guarantee that the SRD is finite. It is instructive to understand why this condition is indispensable at the level of Eq. (4.31). We can see this from the fact that the matrix element \( \langle \kappa | \mathcal{O}_{\alpha\beta}(r, \theta) | \kappa' \rangle \) scales as \( e^{\theta(\kappa - \kappa')} \). This implies that the integrand in Eq. (4.31) scales like \( e^{(\theta_1 - \theta_2 - 2\pi/n)\kappa} \) for large \( \kappa \). Therefore, in order for the integral in Eq. (4.31) to converge, we must demand that the source functions vanish outside a wedge of angular size \( 2\pi/n \). Moreover, the reality condition for \( \tilde{f}_{\alpha\beta}(r, \theta) \) in Eq. (3.33) ensures that this wedge must be centered around \( \theta = \pi \).

In order to compute Eq. (4.31), we will write it as a correlation function. Since this requires being careful about angular-ordering, we first split the integral into two parts, i.e., \( \theta_1 > \theta_2 \) and \( \theta_2 > \theta_1 \) respectively, to get

\[
\tilde{Z}^{(1,1)}_n = \int_{\theta_1 > \theta_2} d\mu \int d\kappa \int d\kappa' F_n(\kappa - \kappa') e^{-2\pi\kappa} \left( \langle \kappa | \mathcal{O}_{\alpha\beta}(r_1, \theta_1) | \kappa' \rangle \langle \kappa' | \hat{\mathcal{O}}^{\alpha'\beta'}(r_2, \theta_2) | \kappa \rangle + \langle \kappa | \hat{\mathcal{O}}^{\alpha\beta}(r_1, \theta_1) | \kappa' \rangle \langle \kappa' | \hat{\mathcal{O}}^{\alpha'\beta'}(r_2, \theta_2) | \kappa \rangle \right)
\]

\[
+ \int_{\theta_2 > \theta_1} d\mu \int d\kappa \int d\kappa' F_n(\kappa - \kappa') e^{-2\pi\kappa'} \left( \langle \kappa | \mathcal{O}_{\alpha\beta}(r_1, \theta_1) | \kappa' \rangle \langle \kappa' | \hat{\mathcal{O}}^{\alpha'\beta'}(r_2, \theta_2) | \kappa \rangle + \langle \kappa | \hat{\mathcal{O}}^{\alpha\beta}(r_1, \theta_1) | \kappa' \rangle \langle \kappa' | \hat{\mathcal{O}}^{\alpha'\beta'}(r_2, \theta_2) | \kappa \rangle \right),
\]

where, in the integral for \( \theta_2 > \theta_1 \), we have used the property

\[
F_n(x) = e^{2\pi x} F_n(-x).
\]

Now, to simplify this result, we follow [38, 39] and define the Fourier transform of \( F_n \),

\[
F_n(x) \equiv \int_{-\infty}^{\infty} ds e^{isx} F_n(s).
\]

Since \( F_n \) grows exponentially for \( n > 1 \), \( F_n \) in fact has to be defined as a distribution over test functions which decay faster than any exponential. The space of such distributions, which is larger than the more familiar space of tempered distributions defined over Schwartz functions, is studied in [53]. The explicit expression of \( F_n \) will not be important for our

\[\text{[11]}\]This follows from writing \( \mathcal{O}_{\alpha\beta}(r, \theta) \sim (\tilde{\rho}^{(0)})^{-\sigma/2} \mathcal{O}_{\alpha\beta}(r, \theta) (\tilde{\rho}^{(0)})^{\sigma/2} \).
analysis and we will only use it as an intermediate tool. Expressing Eq. (4.32) in terms of \( \mathcal{F}_n(s) \), we obtain

\[
\dot{\mathcal{Z}}_{n,1}^{(1,1)} = \int_{\theta_1 > \theta_2} \, d\mu \int_{-\infty}^{\infty} \, ds \, \mathcal{F}_n(s) \left[ \text{tr} \left( \left( \tilde{\rho}(0) \right)^{1-\text{sinc}/2\pi} O^{\alpha\beta}(r_1, \theta_1) \left( \tilde{\rho}(0) \right)^{\text{sinc}/2\pi} \tilde{O}^{\alpha'\beta'}(r_2, \theta_2) \right) \right. \\
+ \text{tr} \left( \left( \tilde{\rho}(0) \right)^{1-\text{sinc}/2\pi} O^{\alpha\beta}(r_1, \theta_1) \left( \tilde{\rho}(0) \right)^{\text{sinc}/2\pi} \tilde{O}^{\alpha'\beta'}(r_2, \theta_2) \right) \\
+ \int_{\theta_2 > \theta_1} \, d\mu \int_{-\infty}^{\infty} \, ds \, \mathcal{F}_n(-s) \left[ \text{tr} \left( \left( \tilde{\rho}(0) \right)^{1+\text{sinc}/2\pi} \tilde{O}^{\alpha'\beta'}(r_2, \theta_2) \left( \tilde{\rho}(0) \right)^{-\text{sinc}/2\pi} O^{\alpha\beta}(r_1, \theta_1) \right) \\
+ \text{tr} \left( \left( \tilde{\rho}(0) \right)^{1+\text{sinc}/2\pi} \tilde{O}^{\alpha'\beta'}(r_2, \theta_2) \left( \tilde{\rho}(0) \right)^{-\text{sinc}/2\pi} O^{\alpha\beta}(r_1, \theta_1) \right) \right].
\]

(4.35)

Given that correlation functions are defined to be angular ordered in Euclidean time, we can now write the above expression as

\[
\dot{\mathcal{Z}}_{n,1}^{(1,1)} = \int \, d\mu \int_{-\infty}^{\infty} \, ds \, \mathcal{F}_n \left( \text{sgn}(\theta_1 - \theta_2) s \right) \mathcal{G}(s),
\]

(4.36)

where we have defined

\[
\mathcal{G}(s) \equiv \left\langle \left( \tilde{\rho}(0) \right)^{-\text{sinc}/2\pi} O^{\alpha\beta}(r_1, \theta_1) \left( \tilde{\rho}(0) \right)^{\text{sinc}/2\pi} \tilde{O}^{\alpha'\beta'}(r_2, \theta_2) \rightangle \\
+ \left\langle \left( \tilde{\rho}(0) \right)^{-\text{sinc}/2\pi} \tilde{O}^{\alpha\beta}(r_1, \theta_1) \left( \tilde{\rho}(0) \right)^{\text{sinc}/2\pi} \tilde{O}^{\alpha'\beta'}(r_2, \theta_2) \rightangle.
\]

(4.37)

Thus, we have obtained an expression for \( \dot{\mathcal{Z}}_{n,1}^{(1,1)} \) in terms of correlation functions in the free field theory. However, the formula in Eq. (4.36) is not very useful for computing \( \dot{\mathcal{Z}}_{n,1}^{(1,1)} \) since it depends on the distribution \( \mathcal{F}_n(s) \). To remedy this, we write the Fourier transformed version of Eq. (4.36), i.e.,

\[
\dot{\mathcal{Z}}_{n,1}^{(1,1)} = \int \, d\mu \int_{-\infty}^{\infty} \, d\omega \, F_n \left( \text{sgn}(\theta_1 - \theta_2) \omega \right) \mathcal{G}(\omega),
\]

(4.38)

where

\[
\mathcal{G}(\omega) \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} \, ds \, e^{-i\omega s} \mathcal{G}(s).
\]

(4.39)

Equivalently, we can write Eq. (4.38) as

\[
\dot{\mathcal{Z}}_{n,1}^{(1,1)} = \int \, d\mu \int_{-\infty}^{\infty} \, d\omega \, F_n(\omega) e^{i\text{sgn}(\theta_1 - \theta_2) \omega} \mathcal{G}(\omega),
\]

(4.40)

where we have defined

\[
F_n(\omega) \equiv e^{-\pi\omega} F_n(\omega) = \frac{n}{n-1} \frac{\sin\left(\frac{\pi}{n-1}\omega\right)}{\sin\left(\pi\omega/n\right)}
\]

(4.41)
The correlation function $\mathcal{G}(s)$ and its Fourier transform $G(\omega)$ can be calculated using the known correlation functions of the $1+1$ free CFT of a chiral boson. We leave the details of this calculation to Appendix (B.2) and simply present the final answer here:

$$G(\omega) = \frac{1}{2} \delta_{\alpha'\beta'} \delta_{\beta'\alpha'} e^{-\pi(K_\alpha + K_\beta)} \frac{1}{(r_1 e^{i\theta_1})^2 (r_2 e^{i\theta_2})^2} \left( \frac{r_1}{r_2} \right)^{iv_{\alpha\beta}} e^{-\pi \text{sgn}(\theta_1 - \theta_2) \omega} \quad (4.42)$$

$$\times \left[ Q(v_{\alpha\beta} - \omega) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{-i\omega} + Q(v_{\alpha\beta} - \omega - i) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{1-i\omega} \right],$$

where $v_{\alpha\beta} \equiv K_\alpha - K_\beta$, and

$$Q(x) \equiv \frac{x(x^2 + 1)}{\sinh(\pi x)}. \quad (4.43)$$

Using the result for $G(\omega)$ in Eq. (4.40), we find that $\tilde{Z}_n^{(1,1)}$ becomes

$$\tilde{Z}_n^{(1,1)} = \frac{1}{2} \int d\tilde{\mu} \ e^{-\pi(K_\alpha + K_\beta)} \frac{1}{(r_1 e^{i\theta_1})^2 (r_2 e^{i\theta_2})^2} \left( \frac{r_1}{r_2} \right)^{iv_{\alpha\beta}} \int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega) \quad (4.44)$$

$$\times \left[ Q(v_{\alpha\beta} - \omega) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{-i\omega} + Q(v_{\alpha\beta} - \omega - i) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{1-i\omega} \right],$$

where

$$\int d\tilde{\mu} \equiv \sum_{\alpha\beta} \int dr_1 dr_2 \int d\theta_1 d\theta_2 \ f_{\alpha\beta}(r_1, \theta_1) \ f_{\beta\alpha}(r_2, \theta_2). \quad (4.45)$$

Interestingly, we find that all the dependence on $\text{sgn}(\theta_1 - \theta_2)$ finally drops out.

The explicit expression for the second shape derivative of SRD, Eq. (4.44), is the main result of this section. In the next subsection, we will use this expression to show that $\tilde{Z}_n^{(1,1)}$ is non-negative for $n > 1$, thus proving that the Renyi QNEC holds. Having done that, we will focus on the case of $n < 1$ in Sec. (4.4) and show that there exists states for which $\tilde{Z}_n^{(1,1)}$ is negative. This implies that the Renyi QNEC is not generally true for $n < 1$.

### 4.3 Proving the Renyi QNEC for $n > 1$

In this section, our goal is to show that $\tilde{Z}_n^{(1,1)}$ in Eq. (4.44) is non-negative for $n > 1$ and thus to prove the Renyi QNEC for $n > 1$ for free theories.

Recall that for $n > 1$, in order to have finite SRD, the source functions $\tilde{f}_{\alpha\beta}(r, \theta)$ are chosen to be non-vanishing only for $|\theta - \pi| < \pi/n$. This means that we can write Eq. (4.44) as

$$\tilde{Z}_n^{(1,1)} = \frac{1}{2} \int d\tilde{\mu}_n \ e^{-\pi(K_\alpha + K_\beta)} \frac{1}{(r_1 e^{i\theta_1})^2 (r_2 e^{i\theta_2})^2} \left( \frac{r_1}{r_2} \right)^{iv_{\alpha\beta}} \int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega) \quad (4.46)$$

$$\times \left[ Q(v_{\alpha\beta} - \omega) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{-i\omega} + Q(v_{\alpha\beta} - \omega - i) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{1-i\omega} \right],$$
where
\[
\int d\tilde{\mu}_n \equiv \sum_{\alpha\beta} \int dr_1 dr_2 \int_{\pi-\pi/n}^{\pi+\pi/n} d\theta_1 d\theta_2 \tilde{f}_{\alpha\beta}(r_1, \theta_1) \tilde{f}_{\beta\alpha}(r_2, \theta_2)
\]  
(4.47)

involves an integral with restricted angular bounds.

We will now simplify the integral in Eq. (4.46) by performing a contour deformation. In order to do so, we note from Eq. (4.43) that \(Q(v_{\alpha\beta} - \omega)\) does not have any poles in the strip \(-1 \leq \text{Im}(\omega) \leq 1\). Moreover, from Eq. (4.41), we see that \(\tilde{F}_n(\omega)\) has poles at \(\omega = \pm i n p\) where \(p\) is a non-zero integer. Therefore, for \(n > 1\), a simple contour deformation from \(\omega \to (\omega + i)\) implies that
\[
\int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega - i) Q(v_{\alpha\beta} - \omega) \left(\frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}}\right)^{-i\omega} = \int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega) Q(v_{\alpha\beta} - \omega - i) \left(\frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}}\right)^{1-i\omega},
\]  
(4.48)

where we have used the fact that the integrand vanishes for \(\text{Re}(\omega) = \pm \infty\), since the bounds on integration restrict us to the domain \((\theta_1 - \theta_2) \leq 2\pi/n\). Using this observation, we write Eq. (4.46) as
\[
\tilde{Z}^{(1,1)}_n = \frac{1}{2} \int d\tilde{\mu}_n \ e^{-\pi(K_\alpha + K_\beta)} \frac{1}{(r_1 e^{i\theta_1})^2 (r_2 e^{i\theta_2})^2} \left(\frac{r_1}{r_2}\right)^{iv_{\alpha\beta}} \int_{-\infty}^{\infty} d\omega \left(\frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}}\right)^{-i\omega} \times Q(v_{\alpha\beta} - \omega) \left(\tilde{F}_n(\omega) + \tilde{F}_n(\omega - i)\right),
\]  
(4.49)

Now, we are free to make a change of variables, \(\alpha \leftrightarrow \beta\), \((r_1, \theta_1) \leftrightarrow (r_2, \theta_2)\), and \(\omega \to -\omega\) in Eq. (4.49). Under this change of dummy variables, we obtain
\[
\tilde{Z}^{(1,1)}_n = \frac{1}{2} \int d\tilde{\mu}_n \ e^{-\pi(K_\alpha + K_\beta)} \frac{1}{(r_1 e^{i\theta_1})^2 (r_2 e^{i\theta_2})^2} \left(\frac{r_1}{r_2}\right)^{iv_{\alpha\beta}} \int_{-\infty}^{\infty} d\omega \left(\frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}}\right)^{-i\omega} \times Q(v_{\alpha\beta} - \omega) \left(\tilde{F}_n(\omega) + \tilde{F}_n(\omega + i)\right),
\]  
(4.50)

where we have used the fact that \(Q(x)\) in Eq. (4.43) and \(\tilde{F}_n(\omega)\) in Eq. (4.41) are even functions: \(Q(-x) = Q(x)\) and \(\tilde{F}_n(-\omega) = \tilde{F}_n(\omega)\). By combining Eqs. (4.49) and (4.50), and using Eq. (4.47), we obtain the expression
\[
\tilde{Z}^{(1,1)}_n = \frac{1}{4} \sum_{\alpha\beta} e^{-\pi(K_\alpha + K_\beta)} \int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega) Q(v_{\alpha\beta} - \omega) \times \int dr_1 \int_{\pi-\pi/n}^{\pi+\pi/n} d\theta_1 \tilde{f}_{\alpha\beta}(r_1, \theta_1) (r_1)^{iv_{\alpha\beta} - \omega - 2} e^{-(2i-\omega)\theta_1} \times \int dr_2 \int_{\pi-\pi/n}^{\pi+\pi/n} d\theta_2 \tilde{f}_{\beta\alpha}(r_2, \theta_2) (r_2)^{-iv_{\alpha\beta} + \omega - 2} e^{-(2i+\omega)\theta_2},
\]  
(4.51)

where
\[
\tilde{F}_n(\omega) \equiv 2\tilde{F}_n(\omega) + \tilde{F}_n(\omega + i) + \tilde{F}_n(\omega - i)
\]  
(4.52)

\[
= \frac{2n}{n-1} \frac{\sinh(\pi\omega)}{\tanh(\pi\omega)} \frac{\sin^2(\pi/n)}{\sinh^2(\pi\omega/n) + \sin^2(\pi/n)},
\]  
(4.53)
which is non-negative for \( n > 1 \). Finally, we take \( \theta_2 \to (2\pi - \theta_2) \) and use the reality condition in Eq. (3.33) to get

\[
\ddot{Z}^{(1,1)}_n = \frac{1}{4} \sum_{\alpha\beta} e^{-\pi(K_\alpha + K_\beta)} \int_{-\infty}^{\infty} d\omega e^{-2\pi\omega} \hat{F}_n(\omega) Q(v_{\alpha\beta} - \omega) \left| M_{\alpha\beta}(\omega) \right|^2 ,
\]

where we have defined

\[
M_{\alpha\beta}(\omega) \equiv \int dr \int_{\pi/2}^{\pi/2} d\theta \hat{f}_{\alpha\beta}(r, \theta) r^{i v_{\alpha\beta} - i \omega - 2} e^{-(2i - \omega)\theta} .
\]

We deduce from Eq. (4.54) that

\[
\ddot{Z}^{(1,1)}_n \geq 0 .
\]

Hence, we have proved the Renyi QNEC for all \( n > 1 \) in free field theories. Further, we speculate that it is in fact impossible to have an equality in Eq. (4.56) without choosing \( \hat{f}_{\alpha\beta}(r, \theta) \) to identically vanish. This appears to be the case since vanishing of \( M_{\alpha\beta}(\omega) \) in Eq. (4.54) is a very constraining requirement.

It is interesting to note that we can recover the original result of [5] by taking the \( n \to 1^+ \) limit of our result in Eq. (4.54). This follows from the fact that

\[
\lim_{n \to 1^+} \hat{F}_n(\omega) = 2\pi \delta(\omega) ,
\]

which we derive in Appendix (B.3). Using this, we find that the \( n \to 1^+ \) limit of Eq. (4.54) is

\[
\lim_{n \to 1^+} \ddot{Z}^{(1,1)}_n = \frac{\pi}{2} \sum_{\alpha\beta} e^{-\pi(K_\alpha + K_\beta)} Q(v_{\alpha\beta}) \left| \int dr \int_{0}^{2\pi} d\theta \hat{f}_{\alpha\beta}(r, \theta) r^{i v_{\alpha\beta} - 2} e^{-2i\theta} \right|^2 .
\]

This precisely matches the known result from [5] which was used to prove the QNEC for free field theories (see also [12]). Note that since the integral here localizes to \( \omega = 0 \), saturation of the QNEC follows from \( M_{\alpha\beta}(0) \) vanishing. This is a much weaker requirement than what was needed for the Renyi QNEC to be saturated. As seen from Eq. (4.58), any non-trivial smearing functions with vanishing second Fourier mode will in fact saturate the QNEC.

### 4.4 Violation of Renyi QNEC for \( n < 1 \)

For \( n < 1 \), we now show, by providing an explicit example, that the Renyi QNEC can be violated in a suitably chosen state. We again focus on the diagonal part of the second SRD variation, \( \ddot{Z}^{(1,1)}_n \), but now we will demonstrate that this quantity need not be positive. In fact, by choosing states where different pencils are unentangled with each other, the off diagonal SRD variation vanishes and thus, the same counterexample disproves the more general Renyi QNEC proposed in Ref. [10].

Our starting point is the explicit expression for \( \ddot{Z}^{(1,1)}_n \) in Eq (4.44). As noted previously, \( \hat{F}_n(\omega) \) has poles at \( \omega = inp \) for non-zero integer values of \( p \). Thus, deformation of the integration contour \( \omega \to \omega \) now results in an additional contribution from poles of
\( \tilde{F}_n(\omega) \). For the SRD, we are interested in the domain \( 1/2 < n < 1 \), for which we only receive a contribution from a single pole at \( \omega = -i n \). The relation between the two terms in Eq. (4.48) obtained from contour deformation is now modified to

\[
\int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega - i) Q(v_{\alpha\beta} - \omega) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{-i\omega} = \int_{-\infty}^{\infty} d\omega \tilde{F}_n(\omega) Q(v_{\alpha\beta} - \omega - i) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{1-i\omega}
\]

\[
+ \frac{2n^2 \sin(\pi n)}{n-1} Q(v_{\alpha\beta} - i(1-n)) \left( \frac{r_1 e^{i\theta_1}}{r_2 e^{i\theta_2}} \right)^{1-n},
\]

where we have used

\[
\text{Res} \left[ \tilde{F}_n(\omega); \omega = -in \right] = \frac{i}{\pi} \frac{n^2}{1-n} \sin (\pi n),
\]

and the fact that \( Q(v_{\alpha\beta} - \omega) \) is analytic in the strip \(-1 \leq \text{Im}(\omega) \leq 1\).

Following similar manipulations as in the \( n > 1 \) case, we arrive at the following expression,

\[
\tilde{Z}^{(1,1)}_n = \frac{1}{4} \sum_{\alpha\beta} e^{-\pi(K_{\alpha} + K_{\beta})} \left[ \int_{-\infty}^{\infty} d\omega e^{-2\pi \omega} \tilde{F}_n(\omega) Q(v_{\alpha\beta} - \omega) \right| M_{\alpha\beta}(\omega) \right|^2\]

\[
+ \frac{4n^2 \sin(\pi n)}{1-n} \left[ Q(v_{\alpha\beta} - \omega) M_{\alpha\beta}(\omega) M_{\beta\alpha}(\omega) \right]_{\omega = i(1-n)},
\]

which is importantly modified by the additional pole contribution. Contrasting this with the \( n > 1 \) case, we see that the kernel \( \tilde{F}_n(\omega) \), given in Eq. (4.53), is non-positive for \( n < 1 \). Thus, the first term now contributes negatively to \( \tilde{Z}^{(1,1)}_n \) independent of the choice of state. Thus, in order to show a violation of the Renyi QNEC for \( n < 1 \), it suffices to show that the second term, which came from the additional pole contribution, can in fact be negative for a suitable choice of state.

The choice of state is encapsulated by the source function \( \tilde{f}_{\alpha\beta}(r, \theta) \) and violations can be found by explicitly computing the second term in Eq. (4.61) for various choices of \( \tilde{f}_{\alpha\beta}(r, \theta) \). A simple way, for example, to construct a state that leads to a violation is to consider a state in which there is no entanglement between the pencil and the auxiliary system. Namely, consider a state in Eq. (3.8) that is of the form

\[
\rho^{(1)}(\lambda) = \left( \sigma_p \int drd\theta f(r, \theta) \partial \Phi(re^{i\theta} - \lambda) \right) \otimes \rho^{(0)}_{\text{aux}}.
\]

In this case, we can ignore the auxiliary system in our analysis. The result in Eq. (4.61) is now restricted to a single allowed value of \( \alpha \) and \( \beta \). With this product state in mind, consider the source function

\[
f(r, \theta) = \delta(r - r_0) \left( 1 - \cos(4\theta) \right).
\]

For this choice of state, we find that the pole term in Eq. (4.61) is

\[
\tilde{Z}^{(1,1)}_n \big|_{\text{pole}} = -\frac{(2 - n)^2 \sin(2n\pi)}{(7 - n)(3 - n)^2(1 + n)^2(5 + n)} \left( \frac{8}{r_0} \right)^4.
\]
This is manifestly negative for all \( n \in [1/2, 1) \) and hence, provides a simple violation to the Renyi QNEC for this range of \( n \). We see that the violation turns off as one takes the limit \( n \to 1^- \), where we recover the QNEC. In fact, from Eq. (4.58), we see that this choice of source function leads to QNEC saturation as we take the limit \( n \to 1^- \). As discussed earlier, this in fact follows from the fact that our choice of source function has a vanishing second Fourier mode.

Given that \( \tilde{Z}_n^{(1,1)} \) is necessarily non-negative for \( n \geq 1 \) whereas it can be negative for \( n < 1 \), one can ask if \( \tilde{Z}_n^{(1,1)} \) can jump discontinuously around \( n = 1 \). We will now show that this does not in fact happen and \( \tilde{Z}_n^{(1,1)} \) is continuous at \( n = 1 \). To see this, we take the limit of \( \tilde{Z}_n^{(1,1)} \) in Eq. (4.61) as \( n \to 1^- \). In Appendix (B.3), we show that

\[
\lim_{n \to 1^-} \tilde{F}_n(\omega) = -2\pi \delta(\omega).
\]

(4.65)

Using this result, we find that Eq. (4.61) in the limit \( n \to 1^- \) reduces to

\[
\lim_{n \to 1^-} \tilde{Z}_n^{(1,1)} = \frac{\pi}{2} \sum_{\alpha\beta} e^{-\pi(K_{\alpha}+K_{\beta})} Q(v_{\alpha\beta}) \left| \int dr \int_{0}^{2\pi} d\theta \tilde{f}_{\alpha\beta}(r,\theta) r^{iv_{\alpha\beta}-2} e^{-2i\theta} \right|^2.
\]

(4.66)

This is the same as the known result from Ref. [5], which we reviewed in Eq. (4.58). This shows that \( \tilde{Z}_n^{(1,1)} \) is continuous at \( n = 1 \), and violations of the Renyi QNEC must vanish as we take the limit \( n \to 1^- \) as we saw in our example, Eq. (4.64).

5 Generalizations and Future Directions

In summary, we have proved the diagonal part of the \( n > 1 \) Renyi QNEC for free field theories in spacetime dimensions \( d > 2 \). We have also demonstrated counterexamples to show it does not generally hold in the case \( n < 1 \). Given this, one could consider various generalizations of our result which we now discuss in this section.

In Sec. (5.1), we provide some evidence to show that the Renyi QNEC could extend to interacting QFTs as well. In particular, we demonstrate using a perturbative calculation that to first non-trivial order the Renyi QNEC is in fact saturated in theories with a twist gap, similar to the QNEC [8]. In Sec. (5.2), we discuss the off-diagonal part of the Renyi QNEC. In Sec. (5.3), we provide some numerical evidence for the Renyi QNEC in \( d = 2 \). In Sec. (5.4), we suggest generalizations of the Renyi QNEC to other measures of distinguishability beyond the SRD.

5.1 Renyi QNEC in Interacting Theories

Having proved the Renyi QNEC for \( n > 1 \) in free theories, we now make a preliminary investigation into the Renyi QNEC in interacting theories. Although, we will not be able to provide a general proof, we will show some evidence in favour of the Renyi QNEC being saturated in interacting theories. In this section, we consider states of interacting QFTs in \( d > 2 \) that are perturbatively close to the vacuum. Using a perturbative analysis, we will show that the Renyi QNEC is saturated to leading non-trivial order in interacting theories.
This calculation is a generalization of a similar result for the QNEC which we closely follow [12].

Consider a state perturbatively close to the vacuum, so that its reduced density matrix to a Rindler region $R$, $u < 0$ and $v > 0$, is of the form

$$\rho_R = \sigma_R + \epsilon \delta \rho_R + O(\epsilon^2), \quad (5.1)$$

where $\sigma$ is the vacuum state reduced to region $A$ and $\delta \rho$ is given by

$$\delta \rho_R = \sigma_R \int drd\theta d^{d-2} y f(r, \theta, y) \mathcal{O}(r, \theta, y), \quad (5.2)$$

prepared by a Euclidean path integral with source function $f(r, \theta, y)$ restricted to the wedge, like in Fig. (1). Note that $\{r, \theta\}$ are the Euclidean polar coordinates around the entangling surface $\partial R$, and $y$ denotes the $(d-2)$ transverse coordinates on $\partial R$. In addition to the wedge condition, the source function $f(r, \theta, y)$ also satisfies a reality condition

$$f(r, \theta, y) = f^*(r, 2\pi - \theta, y). \quad (5.3)$$

Now consider the SRD between the state $\rho_R$ in Eq. (5.1) and the vacuum $\sigma_R$. Since $\rho_R$ is perturbatively close to $\sigma_R$, we can expand the SRD in a perturbation series in the small parameter $\epsilon$. Since both states are indistinguishable at $O(\epsilon^0)$, the SRD vanishes at this order. Moreover, since SRD is non-negative, it must vanish at $O(\epsilon)$ as well, a result termed the first law of Renyi divergence in Ref. [32]. Therefore, the first non-zero contribution to SRD appears at $O(\epsilon^2)$. This leading non-trivial contribution has been studied previously in [39] (see also Appendix (B.1)), where it was found that

$$S_n(\rho_R||\sigma_R) = \frac{\epsilon^2}{2} \frac{n}{1 - n} \int d\kappa \int d\kappa' \frac{e^{2\pi n(\frac{n-1}{n})\kappa} - e^{2\pi n(\frac{n-1}{n})\kappa'}}{e^{-2\pi \kappa/n} - e^{-2\pi \kappa' /n}} \left| \langle \kappa | \delta \rho_R | \kappa' \rangle \right|^2 + O(\epsilon^3), \quad (5.4)$$

where $|\kappa\rangle$ represents the eigenvectors of the reduced state $\sigma_R$, i.e.,

$$\sigma_R |\kappa\rangle = e^{-2\pi \kappa} |\kappa\rangle. \quad (5.5)$$

Eq. (5.4) holds for an arbitrary state $\sigma_R$ and perturbation $\delta \rho_R$ in a given Hilbert space $\mathcal{H}_R$. We now apply it to our case where $\sigma_R$ is the vacuum state of the QFT reduced to a Rindler region $R$, and the perturbation $\delta \rho_R$ is given by Eq. (5.2). Thus, we obtain

$$S_n(\rho_R||\sigma_R) = \frac{\epsilon^2}{2} \int d\mu \int d\kappa \int d\kappa' F_n(\kappa - \kappa') e^{-2\pi \kappa} \langle \kappa | \mathcal{O}(r_1, \theta_1, y_1) | \kappa' \rangle \langle \kappa' | \mathcal{O}(r_2, \theta_2, y_2) | \kappa \rangle, \quad (5.6)$$

where

$$F_n(x) = \frac{n}{1 - n} \frac{e^{2\pi (\frac{n-1}{n})x} - 1}{e^{-2\pi x/n} - 1} \quad (5.7)$$
is the same kernel that appeared in our free field calculation, Eq. (4.29). We have ignored $O(\epsilon^3)$ term in Eq. (5.6) since we are working to leading non-trivial order, and following Ref. [12], we have used the shorthand notation

$$\int d\mu = \prod_{i=1}^2 \left[ \int dr_i d\theta_i d^{d-2} y_i f(r_i, \theta_i, y_i) \right]. \quad (5.8)$$

Now our goal is to write $S_n(\rho_R|\sigma_R)$ in Eq. (5.6) in terms of a correlation function, analogous to Eq. (4.36) in the free field case. To do this, we repeat the analysis of our free field theory calculation in Sec. (4.2) and find that Eq. (5.6) can be written as

$$S_n(\rho_R|\sigma_R) = \frac{\epsilon^2}{2} \int d\mu \int_{-\infty}^{\infty} ds \mathcal{F}_n(\text{sgn}(\theta_1 - \theta_2) s) \left\langle \sigma_R^{-i\pi/2\pi} \mathcal{O}(r_1, \theta_1, y_1) \sigma_R^{i\pi/2\pi} \mathcal{O}(r_2, \theta_2, y_2) \right\rangle, \quad (5.9)$$

where $\mathcal{F}_n(s)$ is formally defined as the Fourier transform

$$\mathcal{F}_n(s) \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} dx e^{-isx} F_n(x). \quad (5.10)$$

The exact expression for $\mathcal{F}_n(s)$ is not important for the following discussion. In fact, as discussed in Sec. (4.2), $\mathcal{F}_n$ grows exponentially for $n > 1$ and hence, $\mathcal{F}_n$ has to be defined as a distribution for test functions which decay faster than any exponential.

For an operator $\mathcal{O}$ supported purely in the region $R$, we have

$$\sigma_R^{-i\pi/2\pi} \mathcal{O} \sigma_R^{i\pi/2\pi} = \Delta_{\Omega}^{-i\pi/2\pi} \mathcal{O} \Delta_{\Omega}^{i\pi/2\pi}, \quad (5.11)$$

which follows from Eq. (2.7) and we have kept the $R$ dependence of $\Delta_{\Omega}$ implicit. Moreover, $\Delta_{\Omega}$ leaves the vacuum invariant. These two observations allow us to write Eq. (5.9) as

$$S_n(\rho_R|\sigma_R) = \frac{\epsilon^2}{2} \int d\mu \int_{-\infty}^{\infty} ds \mathcal{F}_n(\text{sgn}(\theta_1 - \theta_2) s) \left\langle \mathcal{O}_1^{\Delta_{\Omega}^{i\pi/2\pi}} \mathcal{O}_2 \right\rangle, \quad (5.12)$$

where we have introduced the notation $\mathcal{O}_i = \mathcal{O}(r_i, \theta_i, y_i)$. The above correlation function with $\Delta_{\Omega}^{i\pi/2\pi}$ has appeared previously in the literature. For example, it appears in the formula for the relative entropy of near vacuum states in [12] (see also [54]). In fact, our result reduces to the known perturbative formula for relative entropy in the limit $n \to 1$. Importantly, despite the fact that we derived Eq. (5.12) for $\partial R$ being a flat cut of a null plane, there is in fact evidence that it holds for an arbitrary cut of a null plane [12]. This involves subtleties with angular ordering in going from Eq. (5.9) to Eq. (5.12) since the Euclidean modular flow no longer acts locally. However, these issues can be fixed by insertions of the modular conjugation operator which do not affect the final result as suggested in [12]. We expect the same to hold in the case of SRD with the only difference coming from the integration kernel. Thus, from now onwards we assume that Eq. (5.12) in fact holds for $\partial R$ being an arbitrary cut of the null plane, i.e., $u = 0$ and $v = V(y)$.

We will now apply the theory of half-sided modular inclusions to study the second null deformation of SRD using the perturbative expression in Eq. (5.12). We first note that the
shape dependence of SRD in Eq. (5.12) is completely captured by the dependence of the modular operator, \( \Delta_{\Omega} \), on the subregion \( R \). Now consider a null cut \( v = V(y) \) on the null plane \( u = 0 \) and let \( \tilde{V}(y) > V(y) \). Then the region \( Q : u < 0 \) and \( v > \tilde{V}(y) \) is a subregion of \( R \). Moreover, the algebra of operators in \( R \) and in \( Q \) satisfy the properties of half-sided modular inclusion [55]. In this case, we have\(^{12} \) [55]

\[
\Delta_{\Omega|R}^{\pm \pi/2} \Delta_{\Omega|Q}^{- \pi/2} = \exp \left( i(-1 + e^{-s}) P \right),
\]

(5.13)

where \[ P \equiv \int d\mu \int_{-\infty}^{\infty} ds \left( -1 + e^{-s} \right)^2 F_n \left( \text{sgn}(\theta_1 - \theta_2) s \right) \times \left\langle O_1 \mathcal{E}(y) \mathcal{E}(y') \Delta_{\Omega}^{\pi/2} O_2 \right\rangle.
\]

(5.14)

(5.15)

Now by using Eq. (5.13) to compute null shape deformations of SRD in Eq. (5.12), we get

\[
\frac{\delta^2 S_n(\rho_R | \sigma_R)}{\delta V(y') \delta V(y)} = -\frac{\epsilon^2}{2} \int d\mu \int_{-\infty}^{\infty} ds \left( -1 + e^{-s} \right)^2 F_n \left( \text{sgn}(\theta_1 - \theta_2) s \right) \times \left\langle O_1 \mathcal{E}(y) \mathcal{E}(y') \Delta_{\Omega}^{\pi/2} O_2 \right\rangle.
\]

(5.16)

In order to study the "diagonal" part of the Renyi QNEC, we need to take the limit \( y' \to y \) in Eq. (5.16) and extract the contribution with a \( \delta^{d-2}(y - y') \) dependence. Equivalently, we need to extract the delta function piece from the operator product expansion (OPE) of two ANE operators.

The OPE of two ANE operators can be written as [56, 57]

\[
\mathcal{E}(y) \mathcal{E}(y') \sim \sum_i \frac{c_i O_i(y)}{|y - y'|^{2(d-2) - \tau_i}},
\]

(5.17)

where \( O_i \) are spin-3 light-ray operators with twist \( \tau_i \) [57]. We remind the reader that the twist \( \tau \) of a primary operator in a CFT is defined by \( \tau = h - l \), where \( h \) is the conformal dimension and \( l \) is the spin quantum number. It was argued in Ref. [12] that there is no delta function in this OPE in theories with a twist gap. Here, we review the argument of [12] which mainly consists of two parts. Firstly, we make use of the following representation of the delta function

\[
\lim_{\xi \to 0} \frac{\xi}{|y - y'|^{(d-2) - \xi}} = S_{d-3} \delta^{d-2}(y - y'),
\]

(5.18)

where \( S_{d-3} \) is the volume of a \((d - 3)\)-dimensional sphere. Comparing Eq. (5.17) with Eq. (5.18), we deduce that a delta function can only appear in the OPE if there exists a

---

\(^{12}\)This result is true more generally for any state \( |\psi\rangle \) which is cyclic and separating for algebras of operators in \( Q \) and \( R \). More generally, the operator \( P \) is defined as \( \frac{1}{\pi} \left( \log \Delta_{\psi|R} - \log \Delta_{\psi|Q} \right) \) [59].
spin-3 operator $O_i$ with twist $\tau_i = d - 2$ and if the OPE coefficient scale as $c_i \sim (\tau_i - d + 2)$. Secondly, we consider the leading Regge trajectory, which is the set of operators of minimal conformal dimension for each spin. The twist of the operators on the leading Regge trajectory increases monotonically with spin, i.e., $\frac{d\tau(J)}{dJ} \geq 0$ [58, 59]. Since the stress energy tensor has $\tau = (d - 2)$ and $J = 2$, we deduce that there are no spin-3 operators with $\tau = (d - 2)$ in theories with a twist gap. Thus, it was argued in Ref. [12] that there is no delta function contribution to the OPE of two ANE operators in theories with the twist gap.

The absence of a delta function contribution in the OPE of two ANE operators then implies that

$$S''_n(\rho_R||\sigma_R) = \left( \frac{\delta^2 S_n(\rho_R||\sigma_R)}{\delta V(y')\delta V(y)} \right)_{\text{diag}} = O(\epsilon^3), \quad (5.19)$$

where we have reintroduced the $O(\epsilon^3)$ contribution to the perturbative SRD. Therefore, we conclude that the diagonal part of the Renyi QNEC is in fact saturated at leading non-trivial order for near-vacuum states. It is natural to study the subleading order contributions to the second null deformations of the SRD. If the $O(\epsilon^3)$ contribution in Eq. (5.19) does not vanish, then this would imply that $S''_n(\rho_R||\sigma_R)$ does not have a definite sign. Hence, this would give us a violation of the Renyi QNEC. We expect the calculation of this section can be extended to all orders using the recent results of [54, 60]. However, we leave a detailed analysis for future investigation.

Beyond the perturbative analysis, one may try to use other techniques that have been used to prove the QNEC [6, 8, 9]. An important hurdle in doing so is the fact that for the relative entropy, we have the decomposition

$$S''_{\text{rel}} = \langle T_{vv} \rangle - S'', \quad (5.20)$$

and thus, the QNEC can equivalently be phrased in terms of the stress energy tensor and entropy variation. The holographic proof in Ref. [6] and the causality based proof in Ref. [8] use this decomposition. For example, the holographic proof involves physically distinct sources of contributions, the entropy variation from the shape of the Ryu-Takayanagi (RT) surface [61, 62], and the energy from the metric perturbation near the boundary. Further, defect OPE techniques have been used to study the $S''$ contribution in Eq. (5.20) [8]. In the case of the Renyi QNEC, there is no straightforward decomposition into such objects that are easier to study and thus, new techniques would have to be used in order to prove it in general. It is interesting to note that the proof of the QNEC in Ref. [9] directly uses the formulation in terms of the relative entropy. This proof relies on the Connes cocycle flow to generate states that saturate a certain optimization problem, often termed the ant conjecture [63]. However, a crucial ingredient used to prove the QNEC is a sum rule that relates the relative entropies to the ANE operator, which does not generalize straightforwardly to the Renyi QNEC. The holographic dual of the Connes cocycle flow as a one-sided boost was recently proposed in Ref. [64]. It would be interesting to combine these ideas to have a general proof of the Renyi QNEC.
Figure 6: Off-Diagonal Variations. We show here the deformation of the profile of the entangling surface, $V(\vec{y})$, at two different locations $\vec{y}_1$ and $\vec{y}_2$. Under such deformations, the regions $B$ and $C$ are traced out of the state, with the remainder assigned to region $A$. For the QNEC, strong subadditivity of entropies guaranteed the inequality in Eq. (5.21) is true. For the Renyi QNEC, such an inequality is not true in general.

5.2 Off-Diagonal Renyi QNEC

In this work, we have focused on the Renyi QNEC, which is a sign constraint on the diagonal part of the SRD variation. The analogous condition on the off-diagonal part of the SRD variation can be written as

$$S_n(\rho_A||\sigma_A) - S_n(\rho_{AB}||\sigma_{AB}) - S_n(\rho_{AC}||\sigma_{AC}) + S_n(\rho_{ABC}||\sigma_{ABC}) \geq 0$$  \hspace{1cm} (5.21)

where $A$, $B$ and $C$ are subregions of the null plane as seen in Fig. (6). This condition is called the strong superadditivity of SRD, which is not generally true.

On the other hand, the strong superadditivity of relative entropy, although not true in general, is in fact true for subregions of the null plane as shown in Ref. [3]. Importantly, it requires the fact that the vacuum modular Hamiltonian restricted to the null plane is local. The locality of the modular Hamiltonian implies that the vacuum is in fact a Markov state where the contributions to relative entropy in Eq. (5.21) coming from the modular Hamiltonian cancel out. This implies that the off-diagonal part of the QNEC is true, and in fact, by using the locality of the modular Hamiltonian simply follows from strong subadditivity of entropy [1].

Thus, one might hope that the Markov property also suffices to prove the off-diagonal part of the Renyi QNEC. However, it is easy to find counterexamples to strong superadditivity of SRD for Markov states. For example, in Eq. (5.21), one can consider $\sigma_{ABC} = \frac{i}{\delta_{ABC}}$. 
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the maximally mixed density matrix on $H_{ABC}$. In this case, the SRD simplifies to
\[ S_n(\rho_{ABC}||\sigma_{ABC}) = \log d_{ABC} - S_n(\rho_{ABC}), \] (5.22)
where $S_n(\rho_{ABC})$ is the Renyi entropy of the density matrix $\rho_{ABC}$. Using Eq. (5.22), the condition in Eq. (5.21) becomes
\[ S_n(\rho_{AB}) + S_n(\rho_{AC}) \geq S_n(\rho_A) + S_n(\rho_{ABC}), \] (5.23)
which is the condition of strong subadditivity of Renyi entropy, known to not be true in general. Thus, if true, proving the off-diagonal QNEC would require more specific properties of the vacuum in QFTs.

Another possible approach would be to use the techniques used in this paper to explicitly compute the off-diagonal part of the Renyi QNEC in free theories, or perturbatively in interacting theories. Ref. [10] computed the second SRD variation for uniform deformations of a flat entangling surface in various examples and found that it was indeed positive. Such examples involve both the diagonal and off-diagonal parts, and thus, it is consistent with a sign constraint on the off-diagonal part of the SRD variation. We leave further analysis of this issue to future work.

### 5.3 Renyi QNEC in $d = 2$

In Sec. (4.3), we proved the $n > 1$ Renyi QNEC in free theories for dimensions $d > 2$. This was importantly utilized in discretizing the null plane in the transverse direction. Similarly, the perturbative analysis in Sec. (5.1) was restricted to $d > 2$ since we required a twist gap for the analysis to go through. This raises the question of whether the Renyi QNEC holds in $d = 2$. Firstly, we note that the counterexample provided in Sec. (4.4) continues to work in $d = 2$ in a straightforward manner. Thus, we only need to consider the Renyi QNEC for $n > 1$. Further, note that in $d = 2$, there is no distinction between the diagonal and off-diagonal parts, and thus, it is consistent with a sign constraint on the off-diagonal part of the SRD variation and thus, the issues we discussed in Sec. (5.2) come to the forefront again.

In the case of the QNEC, the proof for free fields was dimensionally reduced to $d = 2$ [5]. In order to do so, one can write the second shape variation of relative entropy in $d = 2$ as a uniform integral over a $D$-dimensional second shape variation of relative entropy, i.e.,
\[ S''_{\text{rel,2d}} = \int d^{D-2} y d^{D-2} y' \frac{\delta^2 S_{\text{rel,D}}}{\delta V(y) \delta V(y')} \] (5.24)
\[ = \text{(off-diagonal)} + \text{(diagonal)} \geq 0, \] (5.25)
where the off-diagonal part is positive by strong superadditivity of relative entropy and the diagonal part was proved to be positive by a calculation similar to that in Sec. (4.3). Thus, we see that repeating the dimensional reduction argument for the Renyi QNEC requires the off-diagonal part of the Renyi QNEC in $d > 2$.

Despite the fact that we have not been able to prove the Renyi QNEC in $d = 2$, we will now provide some numerical evidence that it is in fact true. We considered SRD in critical spin chains on a finite lattice, which although far from conformal, have a low energy limit.
Figure 7: We use DMRG to produce the first excited state in the TFIM. The x axis corresponds to the size of the reduced density matrix. As expected, monotonicity implies that SRD grows with system size. The positive second derivative (concavity) implies the Renyi QNEC is satisfied by this state. On the right, we show relative entropy of the first excited state for differing chain lengths, demonstrating that the finite size effects are negligible.

described by a CFT [65]. Studying low energy states below the lattice spacing will then serve as good approximations to states that exist in the continuum field theory.

The numerical study of relative entropy of states in various CFTs was done in [66]. The technique used there was exact diagonalization, but since we are interested in the low lying states of the theory, the density matrix renormalization group (DMRG) [67] technique can also be employed.

To verify that states in the CFT are really being probed in finite systems, we outline the following procedure. Take a system on \( L \) sites and compute the relative entropy of an excited state with respect to the vacuum for a given choice of subsystem. By normalizing by the number of sites, one can compute the relative entropy as a function of the interval length \( x/L \), e.g. the fraction of the state. By showing that this quantity collapses to the same function for arbitrary \( L \) (and comparing to the analytical result derived in [68]), one confirms that the conformal physics is indeed being probed.

Following this procedure, we start by computing the SRD in the critical transverse field Ising model (TFIM), which is described by a \( c = 1/2 \) CFT.\(^{13}\) In Fig. (7) we show plots of the SRD for varying \( n \). Notably, we do not see violations of the Renyi QNEC, i.e., the second derivative is always non-negative for all \( n \) including \( n < 1 \). Note that we are using the fact that \( x \) derivatives are interchangeable with \( v \) derivatives for eigenstates of

---

\(^{13}\)To carry out the numerics, we make use of the ITensor package in Julia (https://github.com/ITensor/ITensors.jl). Our code is publicly available on Github (https://github.com/vipasu/Renyi-QNEC).
Figure 8: We investigated the SRD of the first excited state with respect to the vacuum for two other critical spin chains, the XXZ model with $J_z/J_x = ∆ = 1/2$ and the $SU(2)_2$ WZW model. The Renyi QNEC is also satisfied in this case.

The Hamiltonian which are time independent. Numerically, because of the inverse powers of density matrices, there is a trade-off between the numerical precision of the state and larger $n$. For large $n$, the SRD is sensitive to the tail ends of the spectrum and thus cannot be trusted for eigenvalues which are below the error threshold of the DMRG approximation.

The critical TFIM is dual to a $c = 1/2$ Ising model, which is dual to a free Majorana fermion [66]. In [69, 70], the mapping of entanglement entropies under such a duality was considered. Up to subtleties with edge modes, the entropies were shown to be duality invariant and thus, we expect that the relative entropies computed here would also be characteristic of a free theory.

Additionally we were able to probe the low lying spectra of the XXZ and $SU(2)_2$ Wess Zumino Witten models in Fig. (8). The explicit Hamiltonians for the spin chains are described in Ref. [71]. The critical XXZ model is dual to a $c = 1$ free boson [72] while WZW models can in general be studied in terms of the Wakimoto free field representation [73]. Thus, we expect these spin chains to also serve as examples of the Renyi QNEC in a free theory. In both cases, we find numerical evidence that the Renyi QNEC is true for all $n$.

In Sec. (4.4), we showed that the Renyi QNEC is not generally true for $n < 1$. Despite this, we have not found such violations in our numerical examples and it would be interesting to probe this further.

5.4 Other Renyi divergences

In this work, we have focused on the SRD which is a particular Renyi generalization of the relative entropy. However, there is a different Renyi generalization called the Petz
divergence that is defined as \[ D_n(\rho_R|\sigma_R) \equiv \frac{1}{n-1} \log \text{tr} \left( \sigma_R^{1-n} \rho_R^n \right). \] (5.26)

Both the SRD and the Petz divergence are in fact special cases of a two-parameter family of Renyi divergences known as the \( n-z \) divergence [39, 76]:

\[ D_{n,z}(\rho_R|\sigma_R) \equiv \frac{1}{n-1} \log \text{tr} \left( \sigma_R^{\frac{1-n}{z}} \rho_R^{\frac{n}{z}} \sigma_R^{\frac{1-n}{z}} \right)^z, \] (5.27)

which satisfy all the properties of a measure of distinguishability for \( z > |n-1| \) and \( n \geq 0 \). The Petz divergence corresponds to the case \( z = 1 \) whereas SRD corresponds to the case \( z = n \).

One could then consider analogues of the Renyi QNEC for the \( n-z \) divergence as well, which we call the \( n-z \) QNEC. For near vacuum states such as those given by Eq. (5.1) and Eq. (5.2), the \( n-z \) divergence was computed perturbatively in [39]. It was found that at leading non-trivial order in the perturbation parameter, the \( n-z \) divergence is given by

\[ D_{n,z}(\rho_R|\sigma_R) = \frac{\epsilon^2}{2} \int d\mu \int dk \int dk' F_{n,z}(\kappa - \kappa') e^{-2\pi \kappa} \langle \kappa | \mathcal{O}(r_1, \theta_1, y_1) | \kappa' \rangle \langle \kappa' | \mathcal{O}(r_2, \theta_2, y_2) | \kappa \rangle, \] (5.28)

which is similar to Eq. (5.6) apart from the kernel \( F_{n,z}(\kappa - \kappa') \) which in this case is given by

\[ F_{n,z}(x) = \frac{z}{1-n} \frac{e^{-2\pi nx/z} - 1}{e^{-2\pi x} - 1} \frac{e^{2\pi (\frac{n-1}{z})x} - 1}{e^{-2\pi x} - 1}. \] (5.29)

Note that \( F_{n,z}(x) \) has a similar transformation property under \( x \to -x \) as \( F_n(x) \), i.e., it satisfies the relation

\[ F_{n,z}(-x) = e^{-2\pi x} F_{n,z}(x). \] (5.30)

This condition allows us to write the \( n-z \) divergence in Eq. (5.28) as an angle-ordered correlation function by repeating the analysis of Sec. (5.1). This would give us an expression for perturbative \( n-z \) divergence which is similar to Eq. (5.12) apart from the kernel. By the same argument as Sec. (5.1), we can deduce that there is no delta function in the second null deformation of the \( n-z \) divergence at the leading order in interacting theories. That is,

\[ D_{n,z}''(\rho_R|\sigma_R) = \left( \frac{\delta^2 D_{n,z}(\rho_R|\sigma_R)}{\delta V(y')\delta V(y)} \right)_{\text{diag}} = O(\epsilon^3). \] (5.31)

For free theories on the other hand, one can compute the correlation function and hence, the second SRD variation perturbatively using the techniques of Sec. (4.2). A similar calculation can then be used to show that the \( n-z \) QNEC can be violated for \( n < 1 \). For other parameter ranges, we have neither been able to find counterexamples, nor prove positivity of the second SRD variation. It would be interesting to prove/disprove the \( n-z \) QNEC perturbatively using techniques similar to Sec. (4.3) and Sec. (4.4).
Another Renyi generalization of the relative entropy, called the *refined* Renyi divergence was recently proposed in [41]. The refined Renyi divergence is defined in terms of the sandwiched Renyi divergence as

\[
\tilde{S}_n(\rho||\sigma) \equiv n^2 \partial_n \left( \frac{n-1}{n} S_n(\rho||\sigma) \right). \tag{5.32}
\]

For near vacuum states, we can deduce the expression for the perturbative refined Renyi divergence from our analysis of sandwiched Renyi divergence in Sec. (5.1). By comparing Eq. (5.32) with Eq. (5.12), we find that the leading order contribution to the refined Renyi divergence is given by

\[
\tilde{S}_n(\rho_{R}||\sigma_{R}) = \frac{\varepsilon^2}{2} \int d\mu \int_{-\infty}^{\infty} ds \tilde{F}_n(\text{sgn}(\theta_1 - \theta_2) s) \left\langle \mathcal{O}_1 \Delta_{\mathcal{H}}^{n/2\pi} \mathcal{O}_2 \right\rangle, \tag{5.33}
\]

where the kernel in this case is given by

\[
\tilde{F}_n(s) = n^2 \partial_n \left( \frac{n-1}{n} F_n(s) \right). \tag{5.34}
\]

Again by the argument of Sec. (5.1), we find that

\[
\tilde{S}_n^\prime(\rho_{R}||\sigma_{R}) = \left( \frac{\delta^2 \tilde{S}_n(\rho_{R}||\sigma_{R})}{\delta V(y) \delta V(y)} \right)_{\text{diag}} = O(\varepsilon^3). \tag{5.35}
\]

Thus, for near vacuum states, one in fact finds that the diagonal part of the second null deformation of *any* of the above Renyi divergences vanishes at leading order in the perturbation parameter. It would be interesting to see if this holds true at sub-leading orders. More generally, these Renyi divergences provide interesting generalizations of the QNEC which can be analyzed by techniques that have been applied to studying the QNEC.
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A  Finiteness of SRD for $1/2 \leq n < 1$

In Sec. (2.2), we stated that the SRD between any two cyclic and separating states is finite for $1/2 \leq n < 1$. In this appendix, we provide a justification for this statement. To do this, we first introduce another Renyi divergence, called the Petz divergence, which for cyclic and separating states $|\Psi\rangle$ and $|\Phi\rangle$ is defined as $[10, 75]$

$$D_n^{M}(\Psi||\Phi) \equiv \frac{1}{n-1} \log \langle \Psi | (\Delta_{\Psi|\Phi})^{1-n} |\Psi \rangle ,$$  

(A.1)

where $n \in [0, 1) \cup (1, 2]$. Just like the SRD, it is non-negative and it approaches the relative entropy $S_n^{M}(\Psi||\Phi)$ in the limit $n \to 1 [75]$.

It is known that for $1/2 \leq n \leq 2$, the Petz divergence provides a upper bound on the SRD $[10, 17]$. In particular, we have

$$D_n^{M}(\Psi||\Phi) \geq S_n^{M}(\Psi||\Phi).$$  

(A.2)

This follows from a generalization of the Araki-Lieb-Thirring inequality $[77, 78]$ to arbitrary von Neumann algebras which was recently proven in $[17]$.

Now, $\Delta_{\Psi|\Phi}$ is a positive-definite operator when the states $|\Psi\rangle$ and $|\Phi\rangle$ are cyclic and separating $[30]$. This implies that

$$\langle \Psi | (\Delta_{\Psi|\Phi})^{1-n} |\Psi \rangle > 0 .$$  

(A.3)

As a result, we find that the Petz divergence between cyclic and separating states is finite for $n < 1$, i.e.,

$$D_n^{M}(\Psi||\Phi) < \infty.$$  

(A.4)

Combining this result with Eq. (A.2), we deduce that the SRD between two cyclic and separating states is finite for $1/2 \leq n < 1$.

B  Details of Calculation for Free Field Theory

B.1  Perturbative expansion of SRD

In Sec. (4.2), we claimed that the formula for $Z_n^{(1,1)}$ in Eq. (4.28), which we derived by assuming $n$ to be an integer, is valid for arbitrary $n$. In this appendix, we present the derivation of Eq. (4.28) for arbitrary non-integer $n$, thus proving our claim.

To derive Eq. (4.28), we start with the identity in Eq. (3.24) which relates the calculation of $Z_n$ for arbitrary states to that for two ‘nearby’ states. That is, we have

$$Z_n = \frac{1}{n-1} \text{tr} \hat{\rho}^n ,$$  

(B.1)

where $\hat{\rho}$ is defined as

$$\hat{\rho} = \sigma^{1/n} + \sigma^{\frac{1-n}{2n}} \delta \rho \sigma^{\frac{1-n}{2n}} .$$  

(B.2)
To keep our notation simpler, we are replacing $\tilde{\rho}^{(0)}$ with $\sigma$ and $A^{1/2} \tilde{\rho}^{(1)}$ with $\delta \rho$. The modular Hamiltonian of $\tilde{\rho}$ is then defined as

$$\hat{K} \equiv -\log \hat{\rho}.$$  \hspace{1cm} (B.3)

Now using the resolvent identity

$$\hat{K} = \int_0^{\infty} d\lambda \left( \frac{1}{\hat{\rho} + \lambda} - \frac{1}{1 + \lambda} \right),$$  \hspace{1cm} (B.4)

we can express $\hat{K}$ as

$$\hat{K} = \frac{1}{n} K_\sigma + \delta \hat{K} + \delta^2 \hat{K} + O(\delta \rho^3),$$  \hspace{1cm} (B.5)

where $K_\sigma = -\log \sigma$, and

$$\delta \hat{K} = -\int_0^{\infty} d\lambda \frac{\sigma^{1-n}}{\sigma^{1/n} + \lambda} \delta \rho \frac{\sigma^{1-n}}{\sigma^{1/n} + \lambda},$$  \hspace{1cm} (B.6)

$$\delta^2 \hat{K} = \int_0^{\infty} d\lambda \frac{\sigma^{1-n}}{\sigma^{1/n} + \lambda} \delta \rho \frac{\sigma^{1-n}}{\sigma^{1/n} + \lambda} \delta \rho \frac{\sigma^{1-n}}{\sigma^{1/n} + \lambda}. $$  \hspace{1cm} (B.7)

Now, we note that

$$\frac{d}{d\alpha} \left( \hat{\rho}^{\alpha} \sigma^{-\alpha/n} \right) = -\hat{\rho}^{\alpha} \left( \hat{K} - \frac{1}{n} K_\sigma \right) \sigma^{-\alpha/n}.$$  \hspace{1cm} (B.8)

Integrating this equation yields

$$\hat{\rho}^{\alpha} \sigma^{-\alpha/n} - 1 = -\int_0^{\alpha} d\alpha' \hat{\rho}^{\alpha'} \left( \hat{K} - \frac{1}{n} K_\sigma \right) \sigma^{-\alpha'/n},$$  \hspace{1cm} (B.9)

or equivalently

$$\hat{\rho}^{\alpha} = \sigma^{\alpha/n} - \int_0^{\alpha} d\alpha' \hat{\rho}^{\alpha'} \left( \hat{K} - \frac{1}{n} K_\sigma \right) \sigma^{(\alpha - \alpha')/n}. $$  \hspace{1cm} (B.10)

This is a transcendental equation which, in principle, can be solved by iteration. Performing the first iteration leads us to

$$\hat{\rho}^{\alpha} = \sigma^{\alpha/n} - \int_0^{\alpha} d\alpha' \hat{\rho}^{\alpha'/n} \left( \hat{K} - \frac{1}{n} K_\sigma \right) \sigma^{(\alpha - \alpha')/n}$$  \hspace{1cm} (B.11)

$$+ \int_0^{\alpha} d\alpha' \int_0^{\alpha'} d\alpha'' \hat{\rho}^{\alpha''} \left( \hat{K} - \frac{1}{n} K_\sigma \right) \sigma^{(\alpha' - \alpha'')/n} \left( \hat{K} - \frac{1}{n} K_\sigma \right) \sigma^{(\alpha - \alpha' - \alpha'')/n}.$$

This equation allows us to expand $\hat{\rho}^{\alpha}$ to second-order in $\delta \rho$. More precisely, by using Eq. (B.5) and by taking $\alpha = n$, we get

$$\hat{\rho}^{n} = \sigma - \int_0^{n} d\alpha' \sigma^{\alpha'/n} \left( \delta \hat{K} + \delta^2 \hat{K} \right) \sigma^{1-\alpha'/n}$$  \hspace{1cm} (B.12)

$$+ \int_0^{n} d\alpha' \int_0^{\alpha'} d\alpha'' \sigma^{\alpha''/n} \delta \hat{K} \sigma^{(\alpha' - \alpha'')/n} \delta \hat{K} \sigma^{1-\alpha'/n} + O(\delta \rho^3).$$
Taking the trace of this equation, we get
\[
\text{tr} \hat{\rho}^n = \text{tr} \sigma - n \text{tr} \left( \sigma \left( \delta \tilde{K} + \delta^2 \tilde{K} \right) \right) + \frac{n^2}{2} \int_0^1 d\alpha \text{tr} \left( \sigma^{1-a} \delta \tilde{K} \sigma^a \delta \tilde{K} \right) + O(\delta \rho^3). 
\]
(B.13)

Now, combining Eqs. (B.6)-(B.7) with Eq. (B.13), we deduce that the second-order ‘correction’ to \( Z_n \) is given by
\[
\delta^2 Z_n = -\frac{n}{n-1} \int_0^\infty d\lambda \text{tr} \left[ \frac{\sigma^{1/n}}{(\sigma^{1/n} + \lambda)^2} \delta \rho \sigma^{(1-n)/n} \delta \rho \frac{\sigma^{1/n}}{(\sigma^{1/n} + \lambda)^2} \delta \rho \frac{\sigma^{1/n-1+\alpha}}{(\sigma^{1/n} + \lambda)(\sigma^{1/n} + \lambda') \delta \rho} \right]. 
\]
(B.14)

To compare this expression with Eq. (4.28), we evaluate each of the traces in a basis in which \( \sigma \) is diagonal, i.e.,
\[
\sigma |\omega \rangle = e^{-2\pi \omega} |\omega \rangle. 
\]
(B.15)

In this basis, Eq. (B.14) becomes
\[
\delta^2 Z_n = \frac{1}{2} \int d\omega \int d\omega' e^{2\pi \omega} F_n(\omega, \omega') \left| \langle \omega | \delta \rho | \omega' \rangle \right|^2, 
\]
(B.16)

where
\[
F_n(\omega, \omega') = \frac{n^2}{n-1} \int_0^1 d\alpha e^{2\pi \alpha(\omega-\omega')} \left[ \int_0^\infty d\lambda \frac{e^{-\pi(\omega+\omega')/n}}{(e^{2\pi \omega/n + \lambda}) (e^{-2\pi \omega'/n + \lambda})} \right]^2 - \frac{n}{n-1} \int_0^\infty d\lambda \left[ \frac{e^{-2\pi(\omega+\omega')/n}}{(e^{2\pi \omega/n + \lambda})^2 (e^{-2\pi \omega'/n + \lambda})} + \frac{e^{2\pi(\omega-\omega')} e^{-2\pi(\omega+\omega')/n}}{(e^{-2\pi \omega/n + \lambda}) (e^{-2\pi \omega'/n + \lambda})^2} \right]. 
\]
(B.17)

Finally, by performing these integrals we get
\[
F_n(\omega, \omega') = \frac{n}{1-n} \frac{e^{2\pi(\frac{n}{n-1})(\omega-\omega')}}{e^{-2\pi(\omega-\omega')/n} - 1}, 
\]
(B.18)

which is the same as Eq. (4.29). This completes our derivation of Eq. (4.28) for arbitrary \( n \).

**B.2 Calculation of Correlation Functions**

In this appendix, we present the calculation of the correlation functions \( G(s) \) and \( G(\omega) \) defined in Eq. (4.37) and in Eq. (4.39) respectively.
Calculation of $G(s)$

Recall from Eq. (4.37) that

\[ G(s) \equiv \left( (\tilde{\rho}^{(0)})^{-is/2\pi} \mathcal{O}^{\alpha\beta}(r_1, \theta_1) (\tilde{\rho}^{(0)})^{is/2\pi} \tilde{\mathcal{O}}_{\alpha'}^{\beta'}(r_2, \theta_2) \right) + \left( (\tilde{\rho}^{(0)})^{-is/2\pi} \tilde{\mathcal{O}}_{\alpha\beta}(r_1, \theta_1) (\tilde{\rho}^{(0)})^{is/2\pi} \mathcal{O}^{\alpha'}_{\beta'}(r_2, \theta_2) \right). \]  

(B.19)

Since $\tilde{\rho}^{(0)}$ factorizes between the pencil and auxiliary system, $G(s)$ also factorizes. Namely, by using the definition of $\tilde{\rho}^{(0)}$, Eq. (3.25), and the definition of $\mathcal{O}^{\alpha\beta}(r, \theta)$, Eqs. (4.6)-(4.8), we get

\[ G(s) = G_p(s) \cdot G_{aux}(s), \]  

(B.20)

where

\[ G_p(s) \equiv \left( \sigma_p^{-is/2\pi} \partial \Phi(r_1 e^{i\theta_1}) \sigma_p^{is/2\pi} \partial \Phi(r_2 e^{i\theta_2}) \right)_p + \left( \sigma_p^{-is/2\pi} \partial^2 \Phi(r_1 e^{i\theta_1}) \sigma_p^{is/2\pi} \partial^2 \Phi(r_2 e^{i\theta_2}) \right)_p, \]  

(B.21)

and

\[ G_{aux}(s) \equiv \left( (\tilde{\rho}^{(0)}_{aux})^{-is/2\pi} E_{\alpha\beta}(\theta_1) (\tilde{\rho}^{(0)}_{aux})^{is/2\pi} E_{\alpha'\beta'}(\theta_2) \right)_{aux}. \]  

(B.22)

We first consider $G_{aux}(s)$. For $\theta_1 > \theta_2$, we have

\[ G_{aux}(s) = \text{tr}_{aux} \left( \tilde{\rho}^{(0)}_{aux} (\tilde{\rho}^{(0)}_{aux})^{-is/2\pi} E_{\alpha\beta}(\theta_1) (\tilde{\rho}^{(0)}_{aux})^{is/2\pi} E_{\alpha'\beta'}(\theta_2) \right)_{aux}, \]  

(B.23)

\[ = e^{-2\pi K_\alpha} e^{(\theta_1 - \theta_2) v_{\alpha\beta}} e^{-is v_{\alpha\beta}^\ast} e^{is v_{\alpha\beta}} \tilde{\delta}_{\alpha' \beta'} \delta_{\beta' \alpha'}, \]  

(B.24)

where we have used Eq. (3.35) and Eq. (3.36). We have also defined $v_{\alpha\beta}$ as

\[ v_{\alpha\beta} \equiv K_{\alpha} - K_{\beta}. \]  

(B.25)

For $\theta_2 > \theta_1$, we similarly obtain

\[ G_{aux}(s) = \text{tr}_{aux} \left( \tilde{\rho}^{(0)} E_{\alpha'\beta'}(\theta_2) (\tilde{\rho}^{(0)}_{aux})^{-is/2\pi} E_{\alpha\beta}(\theta_1) (\tilde{\rho}^{(0)}_{aux})^{is/2\pi} \right)_{aux}, \]  

(B.26)

\[ = e^{-2\pi K_\beta} e^{(\theta_2 - \theta_1) v_{\alpha\beta}} e^{-is v_{\alpha\beta}^\ast} e^{is v_{\alpha\beta}} \tilde{\delta}_{\alpha' \beta'} \delta_{\beta' \alpha'}. \]  

(B.27)

By combining Eq. (B.24) and Eq. (B.27), we get

\[ G_{aux}(s) = e^{-\pi (K_\alpha + K_\beta)} e^{(\theta_1 - \theta_2 + is) v_{\alpha\beta}} e^{-\pi \text{sgn}(\theta_1 - \theta_2) v_{\alpha\beta}} \tilde{\delta}_{\alpha' \beta'} \delta_{\beta' \alpha'}. \]  

(B.28)

Now, we consider $G_p(s)$. Using the known correlation functions for a free field theory of a chiral boson, we have

\[ \langle \partial \Phi(z) \partial \Phi(w) \rangle_p = -\frac{1}{(z-w)^2}. \]  

(B.29)
Using the transformation property of operators under vacuum modular flow, which acts as a Lorentz boost, we have

\[ \sigma_p^{-is/\pi} \partial \Phi(re^{i\theta}) \sigma_p^{is/\pi} = e^{-s} \partial \Phi(re^{i\theta-s}) , \quad (B.30) \]

and

\[ \sigma_p^{-is/\pi} \partial^2 \Phi(re^{i\theta}) \sigma_p^{is/\pi} = e^{-2s} \partial^2 \Phi(re^{i\theta-s}) . \quad (B.31) \]

With these results, we can compute \( G_p(s) \) in Eq. (B.21) to obtain

\[ G_p(s) = -\frac{6}{(r_1 e^{i\theta_1} - s - r_2 e^{i\theta_2})^4} \left( e^{-s} - e^{-2s} \right) . \quad (B.32) \]

Finally, combining Eq. (B.28) and Eq. (B.32), we find that \( G(s) \) in Eq. (B.20) is given by

\[ G(s) = -6 e^{-\pi(K_\alpha + K_\beta)} e^{(\theta_1 - \theta_2)v_{\alpha\beta}} e^{-\pi \text{sgn}(\theta_1 - \theta_2)v_{\alpha\beta}} \delta_{\alpha\beta'} \delta_{\beta\alpha} \frac{e^{-s} - e^{-2s}}{(r_2 e^{i\theta_2} - r_1 e^{i\theta_1-s})^4} . \quad (B.33) \]

Calculation of \( G(\omega) \)

Recall from Eq. (4.39) that \( G(\omega) \) is defined by a Fourier transform, i.e.,

\[ G(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} ds e^{-i\omega s} G(s) . \quad (B.34) \]

From Eq. (B.33), we see that \( G(s) \to 0 \) for \( \text{Re}(s) \to \pm\infty \). Moreover, note that

\[ G(s+2\pi i) = e^{-2\pi v_{\alpha\beta}} G(s) . \quad (B.35) \]

With these observations, we can write \( G(\omega) \) in Eq. (B.34) as

\[ G(\omega) = \frac{1}{2\pi} \frac{1}{1 - e^{2\pi(\omega-v_{\alpha\beta})}} \int_C ds e^{-i\omega s} G(s) , \quad (B.36) \]

where \( C \) is a closed rectangular contour given by

\[ C : (-\infty, \infty) \cup (\infty, \infty + 2\pi i) \cup (\infty + 2\pi i, -\infty) \cup (-\infty + 2\pi i, -\infty) . \quad (B.37) \]

The Fourier transform now expressed as the contour integral in Eq. (B.36), can now be computed using the residue theorem. There is only one pole of \( G(s) \) inside the contour \( C \), located at \( s = s_* \) given by

\[ s_* = \log \left( \frac{r_1}{r_2} \right) + i(\theta_1 - \theta_2 + \pi) - i\pi \text{sgn}(\theta_1 - \theta_2) . \quad (B.38) \]

By the residue theorem, Eq. (B.36) becomes

\[ G(\omega) = \frac{i}{1 - e^{2\pi(\omega-v_{\alpha\beta})}} \text{Res} \left[ e^{-i\omega s} G(s) ; s = s_* \right] . \quad (B.39) \]
This residue can be calculated using standard methods. For any complex number \( z \), we have the general result

\[
\text{Res} \left[ \frac{e^{-2s e^{i\alpha z}}}{(1 - re^{i\theta})^{4}} ; s = s_{*} \right] = -\frac{i e^{-\pi z}}{6} z^{2} + 1 \left( r e^{i\theta} \right)^{-2 + i\pi} e^{\pi z \operatorname{sgn}(\theta_{1} - \theta_{2})}.
\] (B.40)

Finally, combining this general result with Eq. (B.33) and making some trivial simplifications, we find that \( G(\omega) \) in Eq. (B.39) is given by

\[
G(\omega) = \frac{1}{2} \delta_{\alpha\beta} \delta_{\beta\alpha'} e^{-\pi(K_{\alpha} + K_{\beta})} \frac{1}{(r_{1} e^{i\theta_{1}})^{2} (r_{2} e^{i\theta_{2}})^{2}} \left( \frac{r_{1}}{r_{2}} \right)^{iv_{\alpha\beta}} e^{-\pi \operatorname{sgn}(\theta_{1} - \theta_{2}) \omega} \] (B.41)

where we have defined

\[
Q(x) \equiv \frac{x(x^{2} + 1)}{\sinh(\pi x)}. \] (B.42)

This completes our derivation of Eq. (4.42).

### B.3 Details of the \( n \to 1 \) limit

In this appendix, our goal is to show that the limits \( n \to 1^{+} \) and \( n \to 1^{-} \) of \( \hat{F}_{n}(\omega) \) are given by Eq. (4.57) and Eq. (4.65) respectively. These limits ensure that \( \hat{Z}_{n}^{(1,1)} \) is continuous at \( n = 1 \) and reduces to the result obtained in the proof of the QNEC [5] when we take the limit \( n \to 1 \). Using the expression of \( \hat{F}_{n}(\omega) \) for general \( n \) in Eq. (4.53), we get

\[
\lim_{n \to 1^{\pm}} \hat{F}_{n}(\omega) = 2 \sinh(\pi \omega) \left[ \frac{1}{n - 1} \frac{\sin^{2} \left( \pi / n \right)}{\sinh^{2} \left( \pi \omega / n \right) + \sin^{2} \left( \pi / n \right)} \right]. \] (B.43)

Near \( n = 1 \) we have

\[
\sin^{2}(\pi / n) = \pi^{2} (n - 1)^{2} + O \left( (n - 1)^{3} \right), \] (B.44)

which implies that Eq. (B.43) can be written as

\[
\lim_{n \to 1^{\pm}} \hat{F}_{n}(\omega) = 2 \sinh(\pi \omega) \frac{\lim_{n \to 1^{\pm}} \left( n - 1 \right)}{(n - 1)^{2} + \pi^{-2} \sinh^{2} \left( \pi \omega \right)} \] (B.45)

Using the identity

\[
\delta(x) = \lim_{\epsilon \to 0^{+}} \frac{1}{\pi} \frac{\epsilon}{\epsilon^{2} + x^{2}}, \] (B.46)

we can reduce Eq. (B.45) to

\[
\lim_{n \to 1^{\pm}} \hat{F}_{n}(\omega) = \pm 2 \pi \frac{\sinh(\pi \omega)}{\tan(\pi \omega)} \delta \left( \pi^{-1} \sinh \left( \pi \omega \right) \right) = \pm 2 \pi \delta(\omega). \] (B.47)

This completes our derivation of Eq. (4.57) and Eq. (4.65).
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