LEARNING FROM NON-IRREDUCIBLE MARKOV CHAINS
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Abstract. Most of the existing literature on supervised machine learning problems focuses on the case when the training data set is drawn from an i.i.d. sample. However, many practical problems are characterized by temporal dependence and strong correlation between the marginals of the data-generating process, suggesting that the i.i.d. assumption is not always justified. This problem has been already considered in the context of Markov chains satisfying the Doeblin condition. This condition, among other things, implies that the chain is not singular in its behavior, i.e. it is irreducible. In this article, we focus on the case when the training data set is drawn from a not necessarily irreducible Markov chain. Under the assumption that the chain is uniformly ergodic with respect to the \(L^1\)-Wasserstein distance, and certain regularity assumptions on the hypothesis class and the state space of the chain, we first obtain a uniform convergence result for the corresponding sample error, and then we conclude learnability of the approximate sample error minimization algorithm and find its generalization bounds. At the end, a relative uniform convergence result for the sample error is also discussed.

1. Introduction

Let \((X, \mathcal{X})\) and \((Y, \mathcal{Y})\) be measurable spaces, and let \((x_1, y_1), \ldots, (x_n, y_n) \in X \times Y\) (the so-called training data set) be drawn from random elements \((X_1, Y_1), \ldots, (X_n, Y_n) : \Omega \to X \times Y\) defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). In general, the probability measure \(\mathbb{P}\) (or the distribution of the data-generating process \((X_1, Y_1), \ldots, (X_n, Y_n)\)) is not necessarily known. The main task of supervised machine learning is, given a family of measurable functions \(\mathcal{H} \subseteq Y^X\) (the so-called hypothesis class), to construct a learning algorithm \(A : \bigcup_{n=1}^{\infty} (X \times Y)^n \to \mathcal{H}\) that accurately predicts a functional relation between the input (first coordinate) and output (second coordinate) observable. We remark that even if there is an exact functional relationship, this function is in general not known to us and it does not have to belong to the class \(\mathcal{H}\). More precisely, given a measurable function \(\ell : Y \times Y \to [0, \infty)\) (the so-called loss function) and \(\epsilon, \delta \in (0, 1)\), the aim is to construct an algorithm \(A\) and find \(n(\epsilon, \delta) \in \mathbb{N}\), such that for any \(\mathbb{P}\) on \((\Omega, \mathcal{F})\),

\[
\mathbb{P}\left( |\text{er}_\mathbb{P}(A((X_1, Y_1), \ldots, (X_n, Y_n)) - \inf_{h \in \mathcal{H}} \text{er}_\mathbb{P}(h)| < \epsilon \right) \geq 1 - \delta \quad \forall n \geq n(\epsilon, \delta),
\]

where \(\text{er}_\mathbb{P}(h) := \mathbb{E}_\mathbb{P}[\ell(h(X), Y)]\) is the expected loss of the hypothesis \(h \in \mathcal{H}\) with respect to the distribution of data \(\mathbb{P}\). The smallest \(n(\epsilon, \delta)\) (for given \(\epsilon, \delta \in (0, 1)\)) for which the above relation holds is called the sample complexity of \(A\). Classical assumption in this problem is the i.i.d. nature of the elements \((X_1, Y_1), \ldots, (X_n, Y_n)\), see e.g. [AB99] and [SSBD14]. However, many practical supervised machine learning problems are characterized by temporal dependence and strong correlation between the marginals of the data-generating process, suggesting that the i.i.d. assumption is not always justified.

In this article, we assume that the training data set is drawn from a temporally-homogeneous Markov chain. More precisely, let \((Z, \mathcal{Z})\), \(Z \subseteq X \times Y\), be a measurable space, and let \(\text{pr}_X : Z \to X\) and \(\text{pr}_Y : Z \to Y\) be the projection mappings such that \(\text{pr}_X^{-1}(\text{pr}_X(Z) \cap \mathcal{X}) \subseteq \mathcal{Z}\) and

---
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pr\textsuperscript{-1}(\text{pr}_\gamma(Z) \cap \mathcal{Y}) \subseteq \mathcal{Z}. This, in particular, implies that \text{pr}_X and \text{pr}_Y are measurable. Further, let \((\Omega, \mathcal{F}, \mathbb{P}_z, \{Z_n\}_{n \geq 0}, \{\mathcal{F}_n\}_{n \geq 0})_{z \in \mathcal{Z}}\), denoted by \((Z_n)_{n \geq 0}\) in the sequel, be a temporally-homogeneous Markov chain on \(\mathcal{Z}\), in the sense of [MT09]. The process \((Z_n)_{n \geq 0} = \{(\text{pr}_X(Z_n), \text{pr}_Y(Z_n))\}_{n \geq 0}\) is viewed as a sequence of input data (the first component) together with their outputs (the second component). As commented above, the main aim is to learn a function (from a given hypothesis class \(\mathcal{H}\)) that, given a training data set \(z_0, \ldots, z_{n-1} \in \mathcal{Z}\) drawn from the first \(n\) samples of \((Z_n)_{n \geq 0}\), best approximates the relationship between the input and output observable. This type of problem has already been considered in the literature, see the literature review part below. However, in all these works a crucial assumption is that the process \((Z_n)_{n \geq 0}\) is not singular in its behavior, i.e. it is irreducible: there is a \(\sigma\)-finite measure \(\varphi(dz)\) on \(\mathcal{Z}\) such that whenever \(\varphi(B) > 0\) we have \(\sum_{n=0}^{\infty} \mathbb{P}_z(Z_n \in B) > 0\) for all \(z \in \mathcal{Z}\). A typical example of this type is given as follows. Let \((X_n)_{n \geq 0}\) be an irreducible Markov chain on \(X\), and let \(f : X \rightarrow Y\) be measurable. According to Lemma 3.1, the process \(Z_n = (X_n, f(X_n)), n \geq 0,\) is an irreducible Markov chain on \(Z = \{(x, f(x)) : x \in X\}\). The first component can be understood as a state of the system (vector of cepstral coefficients in speech recognition problems, vector of the position and velocity of the center of gravity of a moving object in object tracking problems, category of a unit-time price change in market prediction problems). The second component represents the label of the corresponding state (e.g., emotional state of the speaker, temporal distance of the tracking object from a referent point, trading activity: buy/sell/wait). Irreducibility here means that the system can move from one state to any other, in a finite number of time steps. Typically, the labeling function \(f(x)\) is unknown. Hence, the goal is, basing upon a given training data set and hypothesis class \(\mathcal{H}\) (which does not necessarily contain \(f(x)\)), to find (by constructing an appropriate learning algorithm) a hypothesis \(h \in \mathcal{H}\) which best approximates the true labeling function \(f(x)\).

In this article, we study the learning problem in the case where \((Z_n)_{n \geq 0}\) is not necessarily irreducible. We follow the standard statistical learning theory scheme: we first obtain a uniform convergence result for the corresponding sample error, and then we conclude learnability of the approximate sample error minimization algorithm and find its generalization bounds.

**Main results.** We start with the description of the model. Assume the following:

\((A1):\) \(Z\) is a complete separable metric space with bounded metric \(\rho\), and \(\mathcal{Z}\) is the corresponding Borel \(\sigma\)-algebra \(\mathcal{B}(Z)\).

\((A2):\) \(Y \subseteq \mathbb{R}, \mathcal{Y} = \mathcal{B}(\mathbb{R}) \cap \mathcal{Y}\) (the standard relative Euclidean \(\sigma\)-algebra), and \(\mathcal{H}\) is a totally bounded metric space, i.e. \(\mathcal{H}\) admits a metric \(\rho_{\mathcal{H}}\) such that for each \(\epsilon > 0\) there is finite \(\mathcal{H}_\epsilon \subseteq \mathcal{H}\) with the property that for every \(h \in \mathcal{H}\) there is \(h_\epsilon \in \mathcal{H}_\epsilon\) with \(\rho_{\mathcal{H}}(h, h_\epsilon) < \epsilon\).

For \(\epsilon > 0\) let

\[ \mathcal{N}(\epsilon, \mathcal{H}, \rho_{\mathcal{H}}) := \min\{|\mathcal{H}_\epsilon| : \mathcal{H}_\epsilon\ is\ an\ \epsilon\text{-covering}\ of\ \mathcal{H}\ in\ the\ sense\ of\ (A2)\} \]

be the \(\epsilon\)-covering number of \(\mathcal{H}\). Typical examples of classes of functions satisfying \((A2)\) are the following:

\((i)\) Let \(X = [0, T]\), let \(Y = [-V/2, V/2]\) and let \(\mathcal{H}\) be a class of functions with total variation at most \(V\), for some \(T, V > 0\). Further, let \(\rho_{\mathcal{H}}\) be the corresponding \(L^1\)-metric (with respect to the Lebesgue measure). Then, in [BKP97, Theorem 1] it has been shown that

\[ \mathcal{N}(\epsilon, \mathcal{H}, \rho_{\mathcal{H}}) \leq 2^{13VT/\epsilon^2}. \]

\((ii)\) Let \(X \subseteq \mathbb{R}^d\) be compact and let \(\mathcal{H} \subseteq C^r(X, \mathbb{R})\) be bounded (with respect to the corresponding Hölder metric) for some \(0 < \gamma \leq 1\). Then, for \(\rho_{\mathcal{H}}\) being the Hölder or sup-metric, in [Zho03, Theorem 4] it has been shown that there is \(C > 0\) such that

\[ \mathcal{N}(\epsilon, \mathcal{H}, \rho_{\mathcal{H}}) \leq e^{C\epsilon^{-2d/r}}. \]
Further, for each $h \in \mathcal{H}$ define $\ell_h : Z \to [0, \infty)$ by

$$\ell_h(z) := \ell(h(\text{pr}_X(z)), \text{pr}_Y(z)).$$

We next assume:

(A3): there are $L, \bar{L} \geq 0$ such that $|\ell_{h_1}(z_1) - \ell_{h_2}(z_2)| \leq L\rho(z_1, z_2) + \bar{L}\rho_{\mathcal{H}}(h_1, h_2)$ for all $z_1, z_2 \in Z$ and $h_1, h_2 \in \mathcal{H}$.

Examples of classes of functions for which (A3) holds are the following:

(i) Let $X$ and $\mathcal{H}$ be as in (ii) above, with $\gamma = 1$ (the class of Lipschitz continuous functions). Assume also that $Y$ is bounded. Then, (A3) holds with $\ell(y, \bar{y}) = |y - \bar{y}|^2$, and $\rho$ and $\rho_{\mathcal{H}}$ being the Euclidean and sup metric, respectively.

(ii) Let $X$ and $Y$ be as in (i), and let $\mathcal{H} \subseteq \{ h \in Y^X : h \text{ is Lipschitz continuous and } h(x_0) = y_0 \}$ for some $x_0 \in X$ and $y_0 \in Y$. Then, (A3) holds with $\ell(y, \bar{y}) = |y - \bar{y}|^2$, and $\rho$ and $\rho_{\mathcal{H}}$ being the Euclidean and Lipschitz metric, respectively.

Denote by $\mathcal{P}(z, d\bar{z})$ the (one-step) transition kernel of $\{Z_n\}_{n \geq 0}$, and let $\mathcal{R}_1(Z)$ be the class of all probability measures on $Z$ having finite first moment. Recall that the $L^1$-Wasserstein distance on $\mathcal{R}_1(Z)$ is defined by

$$\mathcal{W}(\mu_1, \mu_2) := \inf_{\Pi \in C(\mu_1, \mu_2)} \int_{Z \times Z} \rho(z, \bar{z}) \Pi(dz, d\bar{z}),$$

where $C(\mu_1, \mu_2)$ is the family of couplings of $\mu_1(dz)$ and $\mu_2(dz)$, i.e. $\Pi \in C(\mu_1, \mu_2)$ if, and only if, $\Pi(dz, d\bar{z})$ is a probability measure on $Z \times Z$ having $\mu_1(dz)$ and $\mu_2(dz)$ as its marginals. We finally assume:

(A4): $Y$ is bounded and there is $\eta \in (0, 1)$ such that

$$\mathcal{W}(\mathcal{P}(z_1, d\bar{z}), \mathcal{P}(z_2, d\bar{z})) \leq (1 - \eta) \rho(z_1, z_2).$$

An example satisfying (A4) is as follows. Let $\{X_n\}_{n \geq 1}$ be a sequence of i.i.d. $\mathbb{R}$-valued random variables defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, satisfying $\mathbb{P}(X_n = 0) = \mathbb{P}(X_n = 1/2) = 1/2$. Define

$$X_{n+1} := \frac{1}{2}X_n + \chi_{n+1}$$

with $X_0 = x \in [0, 1]$. Clearly, $\{X_n\}_{n \geq 0}$ is a Markov chain on $X = [0, 1]$ with transition kernel $\mathcal{P}_X(x, dx) = \mathbb{P}(\chi_1 + x/2 \in dx)$. Further, let $f : X \to Y = \mathbb{R}$ be Lipschitz continuous with Lipschitz constant $\text{Lip}(f) < \sqrt{3}$ (hence, $f(x)$ is of bounded variation), and set $Z_n := (X_n, f(X_n))$ for $n \geq 0$. Then, $\{Z_n\}_{n \geq 0}$ is a Markov chain on $Z = \{(x, f(x)) : x \in X\}$ with transition kernel $\mathcal{P}(z, d\bar{z}) = \mathbb{P}(\chi_1 + \text{pr}_X(z)/2 \in d\pi_X(\bar{z}))$, see Lemma 3.1. For $\rho$ we take the standard Euclidean metric. Clearly, $\{Z_n\}_{n \geq 0}$ is not irreducible. Namely, for $z \in Z$ such that $\text{pr}_X(z) \in \mathbb{Q}$ it holds that $\mathcal{P}^n(z, Z \cap (\mathbb{Q} \times \mathbb{R})) = 0$ for all $n \geq 1$, and analogously for $z \in Z$ such that $\text{pr}_Y(z) \in \mathbb{Q}$ it holds that $\mathcal{P}^n(z, Z \cap (\mathbb{Q} \times \mathbb{R})) = 0$ for all $n \geq 1$. Further, let $\text{Length}(d\bar{z})$ be the arc-length measure on $Z$. It is then easy to see that $\pi(d\bar{z}) := \text{Length}(d\bar{z})/\text{Length}(Z)$ satisfies $\int_Z \mathcal{P}(z, d\bar{z})\pi(d\bar{z}) = \pi(d\bar{z})$, i.e. $\pi(d\bar{z})$ is an invariant probability measure for $\{Z_n\}_{n \geq 0}$. Here, $\text{Length}(Z)$ is the length of $Z$. Observe that $\pi(d\bar{z})$ and $\mathcal{P}(z, \bar{z})$ are mutually singular, implying that the relation in eq. (1.4) cannot hold. Finally, we show the relation in (A4). By Kantorovich-Rubinstein theorem we have that

$$\mathcal{W}(\mu_1, \mu_2) = \sup_{\{g : \text{Lip}(g) \leq 1\}} [\mu_1(g) - \mu_2(g)],$$

where the supremum is taken over all Lipschitz continuous functions $g : Z \to \mathbb{R}$ with Lipschitz constant $\text{Lip}(g) \leq 1$ and, for a probability measure $\mu(dz)$ on $Z$ and a measurable function $f :
$Z \to \mathbb{R}$, the symbol $\mu(f)$ stands for $\int_Z f(z) \mu(dz)$, whenever the integral is well defined. Thus, for any $z_1 = (x_1, f(x_1)), z_2 = (x_2, f(x_2)) \in Z$ it holds that

$$\mathcal{W}(\mathcal{P}(z_1, \tilde{z}), \mathcal{P}(z_2, \tilde{z}))$$

$$= \sup_{\{g : \text{Lip}(g) \leq 1\}} \left| \int_Z g(\tilde{z})\mathcal{P}(X_1 + \text{pr}_X(z_1)/2 \in dpr_X(\tilde{z})) - \int_Z g(\tilde{z})\mathcal{P}(X_1 + \text{pr}_X(z_2)/2 \in dpr_X(\tilde{z})) \right|$$

$$= \sup_{\{g : \text{Lip}(g) \leq 1\}} \left| \frac{1}{2} \left( g \left( \frac{x_1}{2}, f \left( \frac{x_1}{2} \right) \right) - g \left( \frac{x_2}{2}, f \left( \frac{x_2}{2} \right) \right) \right) \right|$$

$$+ \frac{1}{2} \left( g \left( \frac{x_1 + 1}{2}, f \left( \frac{x_1 + 1}{2} \right) \right) - g \left( \frac{x_2 + 1}{2}, f \left( \frac{x_2 + 1}{2} \right) \right) \right) \right|$$

$$\leq \frac{\sqrt{1 + \text{Lip}(f)^2}}{2} |x_1 - x_2|$$

which proves (A4) with $\eta = 1 - \frac{1 + \text{Lip}(f)^2}{2}$ (recall that $\text{Lip}(f) < \sqrt{3}$).

According to [But14, Theorem 2.1] (by taking $\nu \equiv 1, \phi(t) = t$ and $K \geq 1$) the relation in (A4) implies that

(i) $\{Z_n\}_{n \geq 0}$ admits a unique invariant probability measure $\pi(dz)$;

(ii) there are $C_1, C_2 > 0$ such that

$$\mathcal{W}(\mu^n, \pi(d\tilde{z}), \pi(d\tilde{z})) \leq C_1 e^{-C_2 n}.$$

Before stating the main results of this article, we introduce some notation we need. For $n \in \mathbb{N}$, $z \in Z$ and $h \in \mathcal{H}$, let

$$e_r(h) := \frac{1}{n} \sum_{i=0}^{n-1} e_h(Z_i), \quad e_r(h) := \pi(\mathcal{E}_h), \quad e_r^\alpha(z) := \mathcal{E}_h(z) - \pi(\mathcal{E}_h)$$

and $\text{opt}_\mathcal{H}(\mathcal{H}) := \inf_{h \in \mathcal{H}} e_r(h)$. Observe that, according to (A3) and boundedness of $\rho, e_r(h)$ and $\mathcal{E}_h^\alpha(z)$ are well defined. Next, for $\epsilon > 0$ the $\epsilon$-approximate sample error minimization ($\epsilon$-ASEM) algorithm for $\mathcal{H}$ is defined as a mapping $A^\epsilon : \bigcup_{n=1}^\infty Z^n \to \mathcal{H}$ satisfying

$$\frac{1}{n} \sum_{i=0}^{n-1} \mathcal{E}_{A^\epsilon(z_0, \ldots, z_{n-1})}(z_i) \leq \inf_{h \in \mathcal{H}} \frac{1}{n} \sum_{i=0}^{n-1} \mathcal{E}_h(z_i) + \epsilon.$$

**Theorem 1.1.** Assume (A1)-(A4), and fix $\epsilon, \delta \in (0, 1)$. Then, for any initial distribution $\mu(dz)$ of $\{Z_n\}_{n \geq 0}$,

$$\mathbb{P}_\mu \left( |e_r(A^\epsilon(Z_0, \ldots, Z_{n-1})) - \text{opt}_\mathcal{H}(\mathcal{H})| < 5\epsilon \right) \geq 1 - \delta \quad \forall n \geq n_1(\epsilon, \delta),$$

where

$$n_1(\epsilon, \delta) := \max \left\{ \frac{16C_1 L}{\epsilon(1 - e^{-C_2})}, \frac{128C_1^2 L^2 \ln \frac{N(\epsilon/4L, d_{\mathcal{H}})}{\delta}}{\epsilon^2(1 - e^{-C_2})^2} \right\}.$$

Notice that in the case when $N(\epsilon, \mathcal{H}, d_{\mathcal{H}}) \leq e^{C e^{-2d/\epsilon}}$ (see eq. (1.1)) the sample size in Theorem 1.1 is of order $\epsilon^{-2+2d/\epsilon}$. If we additionally assume that $\{Z_n\}_{n \geq 0}$ satisfies Doeblin condition: there is a probability measure $\phi(dz)$ on $Z, \alpha, \beta \in (0, 1)$ and $n \in \mathbb{N}$, such that whenever
\[ \phi(B) > \alpha, \]
\[ \inf_{z \in \mathbb{Z}} \mathcal{P}^n(z, B) > \beta, \]
in [ZZX09, (10)] it has been shown that the sample size is again of order \( \epsilon^{-(2+2d/r)} \). Recall that under (A1) the Doeblin condition implies eq. (1.2), and hence the results from Theorem 1.1 (by additionally assuming (A2)-(A3)), see [MT09, Theorem 16.0.2] and [Vil09, Theorem 6.15]. On the other hand, if we relax the Doeblin condition and assume that \( \{ Z_n \}_{n \geq 0} \) is \( \mathcal{V} \)-ergodic (see eq. (1.4)), in [ZXC12, Proposition 1] it has been shown that the sample size has higher order: \( \epsilon^{-(4+4d/r)} \). Let us remark that Doeblin condition implies \( \mathcal{V} \)-ergodicity (see [MT09, Theorem 16.0.2]), which in turn implies irreducibility. Generally speaking, this means that irreducibility property itself neither positively nor negatively affects the sample size order.

The main step in the proof of Theorem 1.1 is the following sample error uniform convergence result

\[
\mathbb{P}_z \left( \sup_{h \in \mathcal{H}} | \hat{e}_r_n(h) - e_r_n(h) | > \varepsilon \right) \leq \mathcal{N}(\varepsilon/(4 \bar{L}), \mathcal{H}, d_{\mathcal{H}}) e^{-\left( \frac{\ln(1-\varepsilon^2)}{4 \bar{L}^2} \right)^2 / (2n)} \quad \forall n \geq \frac{8C_1 L}{\varepsilon (1 - e^{-C_2})},
\]

(see eq. (2.4)). In the case when \( \mathcal{N}(\varepsilon, \mathcal{H}, d_{\mathcal{H}}) \leq C e^{-2d/r} \) the sample size in the above relation is again of order \( \epsilon^{-(2+2d/r)} \). On the other hand, one expects that the sample size needed to ensure that \( (1 + \alpha)\hat{e}_r_n(h) + \varepsilon \geq e_r_n(h) \) for some \( \alpha, \varepsilon > 0 \) is of much smaller order. This problem was studied in [AB99, Subsection 5.5]. Crucial step in the proof of this result is to study the uniform relative error

\[
\sup_{h \in \mathcal{H}} \frac{|e_r_n(h) - \hat{e}_r_n(h)|}{\sqrt{e_r_n(h)}},
\]

instead of the uniform standard error

\[
\sup_{h \in \mathcal{H}} |e_r_n(h) - \hat{e}_r_n(h)|.
\]

Studying this quantity is additionally motivated by the observation that a uniform convergence bound fails to capture the phenomenon that for those hypotheses \( h \in \mathcal{H} \) for which the true error \( e_r_n(h) \) is small, the deviation \( e_r_n(h) - \hat{e}_r_n(h) \) is also small with large probability. However, the relative deviation \( (e_r_n(h) - \hat{e}_r_n(h))/\sqrt{e_r_n(h)} \) is more appropriate for capturing this phenomenon (see [ZZX09, Section 4]). With relative error we penalize the difference between the sample error and the true error much more when the true error is very small in the first place. Further, notice that studying relative error makes sense only when the true error is bounded away from zero (see eq. (1.3) below), since relative deviation \( (\hat{e}_r_n(f) - e_r_n(f))/\sqrt{e_r_n(f)} \) is not well defined for the true function \( f(x) \). Even though this assumption does seem a bit unnatural, in many practical applications there will not even be a true function in the background, but some distribution, and even if there will be a functional relationship between the input and the output observable, this relationship can often be pretty complex and hence not contained in the class \( \mathcal{H} \).

**Theorem 1.2.** Assume (A1)-(A4) and assume additionally that there exists a constant \( m > 0 \) such that

\[ (1.3) \quad \inf_{h \in \mathcal{H}} e_r_n(h) \geq m. \]

Fix \( \alpha > 0 \) and \( \varepsilon, \delta \in (0, 1) \). Then, for any initial distribution \( \mu(dz) \) of \( \{ Z_n \}_{n \geq 0} \)

\[
\mathbb{P}_\mu \left( \exists h \in \mathcal{H} : e_r_n(h) > (1 + \alpha)\hat{e}_r_n(h) + \varepsilon \right) \leq \delta \quad \forall n \geq n_2(\varepsilon, \delta),
\]

where

\[
n_2(\varepsilon, \delta) := \max \left\{ \frac{8C_1 L \sqrt{1 + 1/\alpha}}{\sqrt{m \varepsilon (1 - e^{-C_2})}}, \right\}
\]
Observe that in the case when $\mathcal{N}(\varepsilon, \mathcal{H}, d_\mathcal{H}) \leq C e^{-2d/\gamma}$ the sample size in Theorem 1.2 is of order $\varepsilon^{-(1+d/\gamma)}$, which is smaller than $\varepsilon^{-(2+2d/\gamma)}$, as conjectured.

1.1. Literature review. Our work contributes to the understanding of statistical properties of supervised learning problems. Most of the existing literature focuses on the case when the training data set is drawn from an i.i.d. sample, see the classical monographs [AB99] and [SSBD14]. However, many practical supervised learning problems (e.g. speech recognition, object tracking, market prediction, etc.) are characterized by temporal dependence and strong correlation between the marginals of the data-generating process, suggesting that the i.i.d. assumption is not always justified. This problem has been first addressed in [Yu94], [Mei00] and [Vid03] in the context of stationary $\beta$-mixing sequences, and in [MM96] in the case of stationary $m$-dependent $\alpha$-mixing sequences. In [SHS09] the authors relax the stationarity assumption and require that the data-generating process satisfies a certain law of large numbers only. This, for example, includes (not necessarily stationary) $\alpha$-mixing sequences and Markov chains satisfying the Doeblin condition. Recall that the Doeblin condition implies irreducibility, aperiodicity and uniform exponential ergodicity of the chain (see [MT09, Theorem 16.0.2]). The learning problem of the later model was further investigated in a series of articles [Gam03], [ZZX09], [ZLX12], [ZLX'13] and [ZXX14]. We remark that a crucial step in all these works is the Hoeffding’s inequality for uniformly ergodic Markov chains, obtained in [GO02]. Generalization of these results to irreducible aperiodic $\mathcal{V}$-ergodic Markov chains has been obtained in [ZXX14]. Actually the proof of the main results of this article (Theorems 1 and 2) is taken from [Vid03, Theorem 3.5]. We also remark that these results do not give generalization bounds in the full sense. Namely, a crucial assumption in the article is that the data-generating process starts from its invariant measure, which is unrealistic. A way to partly fix this gap is presented below.

Recall that the chain $\{Z_n\}_{n \geq 0}$ is said to be

(i) aperiodic if there does not exist a partition $\{B_1, \ldots, B_k\} \subseteq \mathcal{B}(Z)$ with $k \geq 2$ of $Z$ such that $\mathcal{P}(z, B_{i+1}) = 1$ for all $z \in B_i$ and all $1 \leq i \leq k-1$, and $\mathcal{P}(z, B_1) = 1$ for all $z \in B_1$.

(ii) $\mathcal{V}$-ergodic if it admits an invariant probability measure $\pi(dz)$ and there are $\mathcal{V} : Z \to [1, \infty)$ with $\int_Z \mathcal{V}(z) \pi(dz) < \infty$, $C > 0$ and $\kappa \in (0, 1)$, such that

\begin{equation}
\|\mathcal{P}^n(z, d\tilde{z}) - \pi(d\tilde{z})\|_\mathcal{V} \leq C \mathcal{V}(z) \kappa^n
\end{equation}

for all $z \in Z$ and $n \geq 0$.

Here, for a signed measure $\mu(dz)$ on $Z$,

$$\|\mu(dz)\|_\mathcal{V} := \sup_{|f| \leq \mathcal{V}} |\mu(f)|.$$
In particular, if \( \{Z_n\}_{n \geq 0} \) is \( \varphi \)-irreducible, aperiodic and \( \mathcal{V} \)-ergodic with invariant probability measure \( \pi(dz) \), then
\[
\beta^n(n) \leq \int_Z \|P^n(z, d\mathcal{V}) - \pi(d\mathcal{V})\|_\mathcal{V} \pi(dz) \leq C\pi(\mathcal{V})\kappa^n
\]
for all \( n \geq 0 \). Under this assumptions, (A1)-(A2) and

\[ (A3): B := \sup_{z \in Z, h \in \mathcal{H}} \ell(z) < \infty \text{ and } |\ell(z) - \ell(h)| \leq L\rho_{\mathcal{H}}(h_1, h_2) \text{ for some } L > 0, \]

in \([ZXC12, \text{Theorem 2}]\) (as we have already commented, the proof of this result has been taken from \([\text{Vid03, Theorem 3.5}]\)) it has been shown that for fixed \( \varepsilon \in (0, 3B) \),
\[
\mathbb{P}_\pi \left( \sup_{h \in \mathcal{H}} |\hat{\ell}_\pi(h) - \ell_{\pi}(h)| > \varepsilon \right) \leq 2(1 + C\pi(\mathcal{V})e^{-2})\mathcal{N}(\varepsilon/4L, \mathcal{H}, \rho_{\mathcal{H}}) e^{-\varepsilon^2/16L^2}
\]
for all
\[
n \geq n_0(\varepsilon) := \max \left\{ \frac{16 + 8\sqrt{4 + \ln(\kappa^{-1})^2 + 8\ln(\kappa^{-1})^2}}{\ln(\kappa^{-1})^2}, \frac{\ln(\kappa^{-1})}{8} \right\}.
\]
From this it follows (see the proof of Theorem 1.1) that for fixed \( \varepsilon > 0 \) and \( \delta \in (0, 1) \), and an \( \varepsilon \)-ASEM algorithm \( \mathcal{A}^\varepsilon \) for \( \mathcal{H} \), we have that
\[
\mathbb{P}_\pi \left( |\varepsilon_{\pi}(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \operatorname{opt}_{\pi}(\mathcal{H})| < 5\varepsilon \right) \geq 1 - \delta \quad \forall n \geq n_0(\varepsilon, \delta),
\]
where
\[
n_0(\varepsilon, \delta) := \max \left\{ n_0(\varepsilon), \frac{512B^4}{\ln(\kappa^{-1})^2} \ln \left( \frac{2(1 + C\pi(\mathcal{V})e^{-2})\mathcal{N}(\varepsilon/4L, \mathcal{H}, \rho_{\mathcal{H}})}{\delta} \right)^2 \right\}.
\]
However, as we have already commented, this result is restrictive and impractical since it assumes that the process is initially distributed according to the invariant distribution \( \pi(dz) \) which is in general unknown to us. It is more natural, and in the spirit of generalization bounds, that the relation in eq. (1.5) holds for every initial distribution of \( \{Z_n\}_{n \geq 0} \). This result can be slightly generalized by employing (i) Hölder inequality, or (ii) ergodicity property in eq. (1.4).

(i) Let \( \mu(dz) \) be any initial distribution of \( \{Z_n\}_{n \geq 0} \) such that \( \mu \ll \pi \). Assume also that there is \( p \in (1, \infty) \) such that \( \frac{d\mu}{d\pi} \in L^p(\pi) \). Then,
\[
\mathbb{P}_\mu \left( \sup_{h \in \mathcal{H}} |\hat{\ell}_\pi(h) - \ell_{\pi}(h)| > \varepsilon \right)
\]

\[
= \int_Z \mathbb{P}_\pi \left( \sup_{h \in \mathcal{H}} |\hat{\ell}_\pi(h) - \ell_{\pi}(h)| > \varepsilon \right) \mu(dz)
\]

\[
= \int_Z \mathbb{P}_\pi \left( \sup_{h \in \mathcal{H}} |\hat{\ell}_\pi(h) - \ell_{\pi}(h)| > \varepsilon \right) \frac{d\mu}{d\pi}(z)\pi(dz)
\]

\[
\leq \left\| \frac{d\mu}{d\pi} \right\|_p \left( \int_Z \mathbb{P}_\pi \left( \sup_{h \in \mathcal{H}} |\hat{\ell}_\pi(h) - \ell_{\pi}(h)| > \varepsilon \right)^q \pi(dz) \right)^{1/q}
\]

\[
\leq \left\| \frac{d\mu}{d\pi} \right\|_p \mathbb{P}_\pi \left( \sup_{h \in \mathcal{H}} |\hat{\ell}_\pi(h) - \ell_{\pi}(h)| > \varepsilon \right)^{1/q},
\]
where \( q \in [1, \infty) \) is such that \( 1/p + 1/q = 1 \). Thus, for fixed \( \varepsilon > 0 \) and \( \delta \in (0, 1) \), and an \( \varepsilon \)-ASEM algorithm \( \mathcal{A}^\varepsilon \) for \( \mathcal{H} \), we have that
\[
\mathbb{P}_\mu \left( |\varepsilon_{\pi}(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \operatorname{opt}_{\pi}(\mathcal{H})| < 5\varepsilon \right) \geq 1 - \delta
\]
Then, according to (i) for all \( L \) where again \( \mu_1 \in (1/2, 2) \) and let \( A^\varepsilon \) be an \( \varepsilon \)-ASEM algorithm for \( \mathcal{H} \). Then, for any \( n \geq n_0(\varepsilon, \delta) \) the relation in eq. (1.5) implies
\[
\mathbb{P}_\mu \left( |\pi(\mathcal{A}^\varepsilon(Z_n, \ldots, Z_{2n-1})) - \pi(\mathcal{H})| \geq 5\varepsilon \right) \leq \mathbb{P}_{\pi} \left( |\pi(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \pi(\mathcal{H})| \geq 5\varepsilon \right) + \mathbb{E}_\mu \left[ \mathbb{P}_{Z_n} \left( |\pi(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \pi(\mathcal{H})| \geq 5\varepsilon \right) \right] \\
< \delta + \mathbb{E}_\mu \left[ \mathbb{P}_{Z_n} \left( |\pi(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \pi(\mathcal{H})| \geq 5\varepsilon \right) \right] \\
\leq \delta + \mathbb{E}_\mu \left[ \mathbb{P}_{Z_n} \left( |\pi(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \pi(\mathcal{H})| \geq 5\varepsilon \right) \right] \\
\leq \delta + \|\pi - \pi(\mathcal{H})\|_{TV} \\
\leq \delta + C\mu(\mathcal{V})\kappa^n.
\]

In addition to the above assumptions assume that \( \{Z_n\}_{n \geq 0} \) is also reversible, i.e.
\[
\int_A \mathcal{P}(z, A)\pi(dz) = \int_B \mathcal{P}(z, B)\pi(dz) \quad \forall A, B \in \mathcal{B}(Z).
\]

Then, according to [KM12, Lemma 2.2] and [RR97, Theorem 2.1], it admits a spectral gap in \( L^2(\pi) \), i.e.
\[
\lambda := \sup_{f \in L^2(\pi), \|f\|_2 = 1} \|\mathcal{P}f - \pi(f)\|_2 < 1.
\]

Now, from [Mia14, Theorem 3.3] it follows that
\[
\mathbb{P}_\pi \left( |\pi(h) - \mathbb{E}_\pi(h)| > \varepsilon \right) \leq e^{-2\pi^2\varepsilon^2 n} \quad \forall n \geq 0.
\]

From this, analogously as in the proof of Theorem 1.1, we conclude that
\[
\mathbb{P}_\pi \left( \sup_{h \in \mathcal{H}} |\pi(h) - \mathbb{E}_\pi(h)| > \varepsilon \right) \leq \mathcal{N}(\varepsilon/4\bar{L}, \mathcal{H}, \rho_{\mathcal{H}}) e^{-\frac{\varepsilon^2}{2(1+\delta)^2}} \quad \forall n \geq 0.
\]

Let \( \mu(dz) \) be any initial distribution of \( \{Z_n\}_{n \geq 0} \) such that \( \mu \ll \pi \) and \( \frac{d\mu}{d\pi} \in L^p(\pi) \) for some \( p \in (1, \infty) \). Then,
\[
\mathbb{P}_\mu \left( \sup_{h \in \mathcal{H}} |\pi(h) - \mathbb{E}_\pi(h)| > \varepsilon \right) \leq \left( \frac{d\mu}{d\pi} \right)_p \left( \sup_{h \in \mathcal{H}} |\pi(h) - \mathbb{E}_\pi(h)| > \varepsilon \right)^{1/q},
\]

where again \( q \in [1, \infty) \) is such that \( 1/p + 1/q = 1 \). From this it follows that for \( \varepsilon > 0, \delta \in (0, 1) \) and an \( \varepsilon \)-ASEM algorithm \( A^\varepsilon \) for \( \mathcal{H} \), we have that
\[
\mathbb{P}_\mu \left( |\pi(\mathcal{A}^\varepsilon(Z_0, \ldots, Z_{n-1})) - \pi(\mathcal{H})| < 5\varepsilon \right) \geq 1 - \delta
\]
for all
\[
n \geq \frac{2q(1+\lambda)}{(1-\lambda)} \log \left( \frac{\mathcal{N}(\varepsilon/4\bar{L}, \mathcal{H}, \rho_{\mathcal{H}})^{1/q}}{\delta} \right).
\]
Additionally, if \( p = 2 \) from [KM12, Proposition 1.5] we conclude
\[
\mathbb{P}_\nu \left( |er_\nu (A^r (Z_n, \ldots, Z_{2n-1})) - \text{opt}_\nu (\mathcal{H})| \geq 5\varepsilon \right)
\leq \mathbb{P}_\nu \left( |er_\nu (A^r (Z_0, \ldots, Z_{n-1})) - \text{opt}_\nu (\mathcal{H})| \geq 5\varepsilon \right)
\]
\[
+ \left| \mathbb{P}_\nu \left( |er_\nu (A^r (Z_n, \ldots, Z_{2n-1})) - \text{opt}_\nu (\mathcal{H})| \geq 5\varepsilon \right) - \mathbb{P}_\nu \left( |er_\nu (A^r (Z_0, \ldots, Z_{n-1})) - \text{opt}_\nu (\mathcal{H})| \geq 5\varepsilon \right) \right|
\]
\[
\leq \delta + \|\mu \mathcal{P}^n (dz) - \pi (dz)\|_{TV}
\]
\[
\leq \delta + \frac{1}{2} \left( \int_Z \left( 1 - \frac{d\mu}{d\pi} (z) \right)^2 \pi (dz) \right)^{1/2} (1 - \lambda)^n
\]

for all
\[
n \geq \frac{2(1 + \lambda)}{(1 - \lambda)} \log \left( \frac{\mathcal{N} (\varepsilon / 4L, \mathcal{H}, \rho_{\mathcal{H}})}{\delta} \right).
\]

2. PROOF OF THE MAIN RESULTS

In this section, we prove Theorems 1.1 and 1.2.

Proof of Theorem 1.1. Fix \( h \in \mathcal{H} \) and \( z_0 \in Z \). Then, (A3) and the boundedness of the metric \( \rho \) on \( Z \), imply that \( \| \ell_h \|_\infty \leq 2 \| \ell_h \|_\infty \leq 2 \sup_{z_1, z_2 \in Z} \rho (z_1, z_2) + 2 \| \ell_h (z_0) \| < \infty, \pi (\ell_h) = 0, \ell_h \) and \( \ell_h^\pi \) are Lipschitz continuous, and \( \text{Lip} (\ell_h^\pi) = \text{Lip} (\ell_h) \). Further, by employing Kantorovich-Rubinstein theorem, for any \( z \in Z \), from eq. (1.2) it follows that
\[
\mathbb{E}_z [\ell_h^\pi (Z_h)] \leq \text{Lip} (\ell_h^\pi) \mathcal{H} (\mathcal{P}^n (z, dz), \pi (dz)) \leq C_1 \text{Lip} (\ell_h) e^{-C_2 n} \leq C_1 L e^{-C_2 n}
\]

where in the last line we used assumption (A3), more precisely, we used that \( |\ell_h (z_1) - \ell_h (z_2)| \leq L \rho (z_1, z_2) \). Thus, the function
\[
g (z) := \sum_{n \geq 0} \mathbb{E}_z [\ell_h^\pi (Z_n)]
\]
is well defined. Furthermore, the function \( g(z) \) satisfies
\[
\| g \|_\infty \leq C_1 L / (1 - e^{-C_2})
\]
and solves the equation
\[
g (z) - \mathbb{E}_z [g (Z_1)] = \ell_h^\pi (z).
\]

Set now \( W_i := \ell_h (Z_i) \) and \( S_n := \sum_{i=0}^{n-1} W_i \) for \( i \geq 0 \) and \( n \geq 1 \). Thus,
\[
S_n - n \pi (\ell_h) = n \hat{e}r_n (h) - n er_\nu (h).
\]

Fix now arbitrary \( \varepsilon > 0 \). Analogously as in the proof of [GO02, Theorem 2] we see that
\[
\mathbb{P}_z \left( |\hat{e}r_n (h) - er_\nu (h)| > \varepsilon \right) = \mathbb{P}_z \left( |S_n - n \pi (\ell_h)| > ne \right)
\]
\[
\leq e^{-\varepsilon (n/\|z\|_\infty)^{-2}/(2n)}
\]
\[
\leq e^{-\varepsilon (\frac{\text{Lip}(\ell_h)^2}{4L})/(2n)}, \quad \forall n \geq \frac{4C_1 L}{\varepsilon (1 - e^{-C_2})}.
\]

Further, let \( \mathcal{C}_\varepsilon = \{ h_1, \ldots, h_{N (\varepsilon, \mathcal{H}, d_{\mathcal{H}})} \} \) be the \( \varepsilon \)-cover of \( \mathcal{H} \). Thus, for any \( h \in \mathcal{H} \) there is \( h_i \in \mathcal{C}_\varepsilon \) such that \( d_{\mathcal{H}} (h, h_i) < \varepsilon \). We now have,
\[
\mathbb{P}_z \left( \sup_{h \in \mathcal{H}} |\hat{e}r_n (h) - er_\nu (h)| > 4L \varepsilon \right) \leq \mathbb{P}_z \left( \bigcup_{i=1}^{N (\varepsilon, \mathcal{H}, d_{\mathcal{H}})} \left\{ \sup_{h \in \mathcal{H} : d_{\mathcal{H}} (h, h_i) < \varepsilon} |\hat{e}r_n (h) - er_\nu (h)| > 4L \varepsilon \right\} \right)
\]
For $h \in \{ \tilde{h} : d_{\mathcal{H}}(\tilde{h}, h_i < \varepsilon \}$, from (A2), it follows that

$$|\hat{e}_n(h) - e_n(h) - \hat{e}_n(h_i) + er_n(h_i)| \leq 2 \tilde{L} \rho_{\mathcal{H}}(h, h_i) < 2 \tilde{L} \varepsilon.$$

Thus,

$$\mathbb{P}_z \left( \sup_{h \in \{ \tilde{h} : d_{\mathcal{H}}(\tilde{h}, h_i < \varepsilon \}} |\hat{e}_n(h) - e_n(h)| > 4 \tilde{L} \varepsilon \right) \leq \mathbb{P}_z \left( |\hat{e}_n(h_i) - e_n(h_i)| > 2 \tilde{L} \varepsilon \right) \leq e^{-\left( \frac{\varepsilon (1 - e^{-C_2})}{C_1 L} \right)^2 / (2n)}, \quad \forall n \geq 2C_1 L / \mathbb{E}(1 - e^{-C_2}),$$

which implies

$$(2.4) \quad \mathbb{P}_z \left( \sup_{h \in \mathcal{H}} |\hat{e}_n(h) - e_n(h)| > 4 \tilde{L} \varepsilon \right) \leq \mathcal{N}(\varepsilon, \mathcal{H}, d_{\mathcal{H}}) e^{-\left( \frac{\varepsilon (1 - e^{-C_2})}{C_1 L} \right)^2 / (2n)}$$

for all $n \geq 2C_1 L / \mathbb{E}(1 - e^{-C_2}).$

Finally, set $\varepsilon := 4 \tilde{L} \varepsilon$, let $A^\varepsilon$ be the $\varepsilon$-ASEM algorithm for $\mathcal{H}$, and fix $\delta \in (0, 1)$. Then,

$$\mathbb{P}_z \left( \sup_{h \in \mathcal{H}} |\hat{e}_n(h) - e_n(h)| \leq \varepsilon \right) \geq 1 - \delta \quad \forall n \geq n_1(\varepsilon, \delta).$$

Consequently, for all $n \geq n_0(\varepsilon, \delta)$ it follows that with probability at least $1 - \delta$,

$$e_n(A^\varepsilon(Z_0, \ldots, Z_{n-1})) \leq e_n(h(Z_0, \ldots, Z_{n-1})) + \varepsilon / 4$$

$$\leq \hat{e}_n(h(Z_0, \ldots, Z_{n-1})) + 5 \varepsilon / 4$$

$$\leq \hat{e}_n(A^\varepsilon(Z_0, \ldots, Z_{n-1})) + 6 \varepsilon / 4$$

$$\leq \inf_{h \in \mathcal{H}} \hat{e}_n(h) + 10 \varepsilon / 4$$

$$\leq \hat{e}_n(\tilde{h}) + 5 \varepsilon / 2$$

$$\leq \hat{e}_n(h_i) + 11 \varepsilon / 4$$

$$\leq e_n(h_i) + 15 \varepsilon / 4$$

$$\leq e_n(\tilde{h}) + 4 \varepsilon$$

$$< \text{opt}_n(\mathcal{H}) + 5 \varepsilon,$$

where $h(Z_0, \ldots, Z_{n-1}) \in C_{\varepsilon / 4L}, \tilde{h} \in \mathcal{H}$ is such that $e_n(\tilde{h}) < \text{opt}_n(\mathcal{H}) + \varepsilon$, and $h_i \in C_{\varepsilon / 4L}$ such that $d_{\mathcal{H}}(\tilde{h}, h_i) < \varepsilon / 4 \tilde{L}$.

\[ \square \]

**Proof of Theorem 1.2.** Define

$$\tilde{\varepsilon} := \sqrt{\frac{\varepsilon}{1 + \frac{\varepsilon}{\alpha}}}$$

where $\varepsilon > 0$ is the one from the statement of this result. Using

$$n \geq \frac{8C_1 L \sqrt{1 + 1 / \alpha}}{\sqrt{\mathbb{E}(1 - e^{-C_2})}} = \frac{8C_1 L}{\sqrt{\mathbb{E}(1 - e^{-C_2})}},$$

together with eqs. (1.3) and (2.4) we get

$$\mathbb{P}_z \left( \sup_{h \in \mathcal{H}} \frac{|\hat{e}_n(h) - e_n(h)|}{\sqrt{e_n(h)}} \geq \tilde{\varepsilon} \right) \leq \mathbb{P}_z \left( \sup_{h \in \mathcal{H}} |\hat{e}_n(h) - e_n(h)| \geq \sqrt{\mathbb{E}} \right)$$

\[ \square \]
\[
\leq \mathcal{N}\left(\sqrt{m\bar{e}/(4\bar{L})}, \mathcal{H}, d_{\mathcal{F}}\right) e^{-\left(\frac{\sqrt{m(1-e^{-C_2})}}{4C_2 \bar{L}}\right)^2/(2n)}.
\]

Hence, we obviously have
\[
\mathbb{P}_\pi\left(\exists h \in \mathcal{H} : \frac{\mathrm{er}_n(h) - \hat{\mathrm{er}}_n(h)}{\sqrt{\mathrm{er}_n(h)}} \geq \bar{e}\right)
\]
(2.5)
\[
\leq \mathcal{N}\left(\sqrt{m\bar{e}/(4\bar{L})}, \mathcal{H}, d_{\mathcal{F}}\right) e^{-\left(\frac{\sqrt{m(1-e^{-C_2})}}{4C_2 \bar{L}}\right)^2/(2n)}.
\]

We now follow the proof of [AB99, Theorem 5.8]. Suppose that
\[
(2.6)
\]
\[\mathrm{er}_n(h) - \hat{\mathrm{er}}_n(h) \leq \bar{e} \sqrt{\mathrm{er}_n(h)}.\]

Then, for \(\alpha > 0\) from the statement of this result (arbitrary, but fixed) we have two cases.

**Case 1:** If \(\mathrm{er}_n(h) < (1 + 1/\alpha)^2 \bar{e}^2\) then eq. (2.6) implies
\[
\mathrm{er}_n(h) \leq \hat{\mathrm{er}}_n(h) + \bar{e}^2 \left(1 + \frac{1}{\alpha}\right).
\]

**Case 2:** If \(\mathrm{er}_n(h) \geq (1 + 1/\alpha)^2 \bar{e}^2\) then \(\bar{e} \leq \sqrt{\mathrm{er}_n(h)/(1 + 1/\alpha)}\). Hence, from eq. (2.6) it follows that
\[
\mathrm{er}_n(h) \leq \hat{\mathrm{er}}_n(h) + \frac{\alpha}{\alpha + 1} \cdot \mathrm{er}_n(h),
\]
which is equivalent to
\[
\mathrm{er}_n(h) \leq (1 + \alpha)\hat{\mathrm{er}}_n(h).
\]

Therefore, we have just showed that eq. (2.6) implies
\[
\mathrm{er}_n(h) \leq (1 + \alpha)\hat{\mathrm{er}}_n(h) + \bar{e}^2 \left(1 + \frac{1}{\alpha}\right) = (1 + \alpha)\hat{\mathrm{er}}_n(h) + \varepsilon.
\]

Combining this with eq. (2.5), we get
\[
\mathbb{P}_\pi\left(\exists h \in \mathcal{H} : \mathrm{er}_n(h) > (1 + \alpha)\hat{\mathrm{er}}_n(h) + \varepsilon\right) \leq \mathbb{P}_\pi\left(\exists h \in \mathcal{H} : \frac{\mathrm{er}_n(h) - \hat{\mathrm{er}}_n(h)}{\sqrt{\mathrm{er}_n(h)}} > \bar{e}\right)
\]
\[
\leq \mathcal{N}\left(\sqrt{m\bar{e}/(4\bar{L})}, \mathcal{H}, d_{\mathcal{F}}\right) e^{-\left(\frac{\sqrt{m(1-e^{-C_2})}}{4C_2 \bar{L}}\right)^2/(2n)}
\]
\[
= \mathcal{N}\left(\frac{\sqrt{m\bar{e}}}{4\bar{L}\sqrt{1 + 1/\alpha}}, \mathcal{H}, d_{\mathcal{F}}\right) e^{-\left(\frac{\sqrt{m(1-e^{-C_2})}}{4C_2 \bar{L}\sqrt{1 + 1/\alpha}}\right)^2/(2n)},
\]
and this is clearly less than or equal to \(\delta\) for
\[
n \geq \frac{32C_1^2 L^2(1 + 1/\alpha)}{m\bar{e}(1 - e^{-C_2})^2} \left(\frac{\sqrt{m\bar{e}(1 - e^{-C_2})}}{C_1 L\sqrt{1 + 1/\alpha}} + \ln \left(\mathcal{N}\left(\frac{\sqrt{m\bar{e}}}{4\bar{L}\sqrt{1 + 1/\alpha}}, \mathcal{H}, d_{\mathcal{F}}\right)\right)/\delta\right),
\]
which is exactly what we wanted to prove. \(\square\)
3. Appendix

In this section, we prove the auxiliary result used in the construction of the example satisfying condition (A4).

Lemma 3.1. Let \( \{X_n\}_{n \geq 0} \) be a Markov chain on \( X \) with transition kernel \( P_X(x, \, d\bar{x}) \), and let \( f : X \to f(X) \subseteq Y \) be measurable. The family of random variables \( \{f(X_n)\}_{n \geq 0} \) is a Markov chain on \( Y \) if \( \{f^{-1}(\{y\})\}_{y \in f(X)} \) forms a family of atoms for \( \{X_n\}_{n \geq 0} \) on \( f^{-1}(f(X)) \), i.e. for any \( y \in f(X) \) and \( x_1, x_2 \in f^{-1}(\{y\}) \),

\[
P_X(x_1, f^{-1}(B)) = P_X(x_2, f^{-1}(B)).
\]

In that case, transition kernel of \( \{f(X_n)\}_{n \geq 0} \) is given by

\[
P(y, B) = P_X(x, f^{-1}(B))
\]

for \( y \in f(X) \) and \( x \in f^{-1}(\{y\}) \).

Proof. By assumption, \( \{X_n\}_{n \geq 0} \) is defined on \( (\Omega, F; \mathbb{P}_x)_{x \in X} \). Now, on \( (\Omega, F) \) define a family of probability measures \( \{\mathbb{P}_y\}_{y \in f(X)} \) by \( \mathbb{P}_y(X_n \in B) := \mathbb{P}_x(X_n \notin f^{-1}(B)) \) for \( n \geq 0 \), \( y \in f(X) \) and \( x \in f^{-1}(\{y\}) \). By assumption, \( \{\mathbb{P}_y\}_{y \in f(X)} \) is well defined, and the assertion now follows directly. \( \square \)
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