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Abstract

This paper presents a novel open-domain dialogue generation model emphasizing the differentiation of speakers in multi-turn conversations. Differing from prior work that solely relies on the content of conversation history to generate a response, we argue that capturing relative social relations among utterances (i.e., generated by either the same speaker or different persons) benefits the machine capturing fine-grained context information from a conversation history to improve context coherence in the generated response. Given that, we propose a speaker-aware Parallel Hierarchical Attentive Encoder-Decoder (PHAED) model that aims to model each utterance with the awareness of its speaker and contextual associations with the same speaker’s previous messages. Specifically, in a conversation involving two speakers, we regard the utterances from one speaker as responses and those from the other as queries. After understanding queries via our encoder with inner-query and inter-query encodings, our decoder reuses the hidden states of previously generated responses, instead of reconstructing these by the encoder, to generate a new response. Our empirical results show that PHAED outperforms the state-of-the-art in both automatic and human evaluations. Furthermore, our ablation study shows that dialogue models with speaker tokens can generally decrease the possibility of generating non-coherent responses regarding the conversation context.

1 Introduction

Dialogue generation is a text generation task that aims to automatically generate a reasonable response regarding a conversation history. With the goal of providing AI-based virtual agents to support various services such as personal secretary, companion to humans with an emotional connections and customer services, this task has become a popular research topic in both academia and industry (Chen et al., 2017). Traditional dialogue models are mainly task-oriented (Henderson et al., 2013; Zhao and Eskenazi, 2016; Madotto et al., 2018). To improve the generalization ability of these AI models, recent studies have begun to focus on the development of open-domain conversational agents (Serban et al., 2016; Xing et al., 2018; Chen et al., 2019; Bao et al., 2020a).

The common practice of building a dialogue model is to train a sequence-to-sequence model using the conversation history to generate a context-coherent response. Considering the difficulty of understanding the complex scenarios in real life as social interaction, merchandising, and small talk, how to effectively understand conversation history is a critical challenge in the encoding process (Zhao et al., 2020; Tian et al., 2017). To address this challenge, prior work usually proposes a learning-based model based on the framework of hierarchical recurrent encoder-decoder (HRED) (Serban et al., 2016), where the model contains word-level and utterance-level encoders to understand the conversation history.

Despite remarkable contributions made by prior work for capturing context information from the conversation history (Serban et al., 2017; Tian et al., 2017; Zhang et al., 2018; Xing et al., 2018; Zhang et al., 2019; Zhao et al., 2020), one major limitation of these studies is that they primarily focus on previous utterances’ content but ignore the social rela-
relationships between these utterances (i.e., generated by the same or different speaker) (Hovy and Yang, 2021). We argue that such missing information is helpful with the machine in learning fine-grained context information by differentiating the content of previous utterances based on their speakers. By losing the chance to get such fine-grained context information, the machine is difficult to capture the latent properties of the speaker (e.g., role) represented by the machine for response generation, and hence, hard to guarantee the context coherence of the generated response. As shown in Figure 1, we can infer from the conversation history that speaker0 knows the shoes’ price from his message "These shoes are on sale". However, due to the lack of awareness of the speaker information behind utterances, the response generated by an existing dialogue model based on transformer (Vaswani et al., 2017) mistakenly asks "How much is it".

To address the aforementioned limitation, we propose a speaker-aware learning model towards improving multi-turn dialogue coherence via making full use of the conversation history from different speakers. Instead of mixing each utterance with all conversation history, our approach aims to model each utterance with the awareness of its speaker and contextual associations with the same speaker’s previous messages. More specifically, to make the model distinguish between queries and responses, we first add different speaker tokens at the beginning of queries and responses. Then, a hierarchical attentive encoder with two-level encodings is proposed to obtain the local and global contextual representations of queries. Finally, the decoder utilizes the turn-level recurrence and cross attention to take advantage of both previous responses and queries for generating the current response. Moreover, we argue that it is unnecessary to re-understand the generated responses since the model must have understood a response before synthesizing it. Therefore, our decoder reuses hidden states of the previously generated responses instead of reconstructing these by the encoder. After considering the speaker roles, we can see from Figure 1 that our approach generates a coherent response with respect to the context of speaker0.

Our main contributions include:

- We propose a novel dialogue generation model, PHAED, to generate context-coherent responses in multi-turn dialogues by dealing with utterance information with the awareness of their speakers.
- By performing experiments on three public datasets, we show that our approach outperforms the state-of-the-art in terms of response coherence and diversity.
- We conduct a fine-grained analysis of the performance of PHAED, which deepens our understanding of the characteristics of PHAED.

2 Related Work

As the multi-turn dialogue generation is accordant with the scenarios in daily life, it has gained increasing attention. Besides, since using plain texts has a clear limitation in dialogue generation, it is crucial to making most of the semi-structured data (i.e., containing both textual and auctorial information) in learning neural dialogue models.

Recent work on multi-turn dialogue generation mainly focuses on utterance-aware models towards using conversation history effectively. Early, Serban et al. (2016) successfully apply HRED (Sordoni et al., 2015) on dialogue generation that models conversation history via a hierarchical recurrent encoder and generates a response by a recurrent decoder. Most subsequent studies focus on designing exquisite attention mechanisms to detect the relevant words or utterances for response generation (Tian et al., 2017; Xing et al., 2018; Zhang et al., 2018, 2019, 2020). Sun et al. (2021) and Xu et al. (2021) use RNN-based variational auto-encoders to generate responses that are relevant to the content of the conversation history, but they do not take into account the differences between speakers. Sankar et al. (2019) find that transformer-based models have lower test perplexities than recurrent models.

Regarding speaker-aware models, some methods are proposed on conversational language understanding and generation tasks. Chi et al. (2017) propose speaker role-based contextual model for language understanding and dialogue policy learning. Meng et al. (2018) propose a speaker classification task in multi-party conversation. Ma et al. (2019) study the implicit discourse relation identification between different utterances. Liu et al. (2020b) consider extra fine-grained manual roles (speaker or listener) of each utterance for multi-turn dialogue generation. Besides, there are also some persona-based conversation models (Li et al., 2016; Olabiyi et al., 2018; Bak and Oh, 2019; Chan
which extract the persona characteristics from the same person’s conversations. They require a corpus that has specific identifiers of each particular person. However, for general conversational datasets (Lowe et al., 2015; Li et al., 2017), in different conversations, speakers can only be unified and anonymous as speaker0 and speaker1, rather than labeling all speakers that occurred in the dataset with specific personal identifiers. In this general setting, Liu et al. (2020a) finds that the response selection model benefits from filling the gap of utterance-aware and speaker-aware representations, and Zhao and Kawahara (2019) propose a speaker-aware generative dialogue model with relative speaker modeling and relative utterance encoders. Hovy and Yang (2021) point out that the reason for the current limitations for NLP applications is the focus on the content of information while ignoring the social factors of the language.

Compared with utterance-aware dialogue generation models, our approach not only focuses on the content but also considers the speaker roles of utterances. Moreover, instead of requiring the extra fine-grained manual labels (Liu et al., 2020b) or extra conversations with specific personal identifiers (Li et al., 2016), we aim at improving multi-turn dialogue coherence in a conversation by the awareness of which utterances from the same speaker.

3 Approach

Figure 2 provides an overview of our approach. Following the regular dialog flow, we regard utterances in each turn as a query-response pair, and the order of two speakers in a conversation is usually consistent. With the assumption that differentiating the speaker of previous utterances should be helpful with the model’s sensibility to the conversation context to generate coherent responses, our goal is to design a multi-turn dialogue generation framework (i.e., PHAED) with the consideration of the speaker role of utterances in the process of generating a context-coherent response in each turn.

Overall, we will describe PHAED from four aspects: (1) We first formalize the problem in §3.1; (2) For modeling multi-turn conversation involving speaker roles, the input representation is designed in §3.2; (3) Given queries from speaker-Q, the hierarchical attentive encoder constructs local contextual representations (inner-query encoding) and then combines all of them to obtain global contextual representations (inter-query encoding) in §3.3; (4) After understanding queries, the decoder generates its current response based on the global contextual representations of the queries, the hidden states of its previous responses, and the local context of its partial current response in §3.4.

3.1 Problem Formalization

Suppose that we have a multi-turn dialogue dataset \( D = \{D^m\}_{m=1}^M \), where \( D^m \) is the \( m \)-th conversation and \( M \) is the number of all conversations in the dataset. Each conversation \( D^m \) involves two speakers who give queries (i.e., [Speaker-Q]) and responses (i.e., [Speaker-R]) iteratively. Hence we represent each conversation \( D^m \) as a sequence of query-response pairs denoted as \( D^m = Q^m \otimes R^m \), where \( Q^m = (Q_{t,1}^m, \ldots, Q_{t,T}^m) \), \( R^m = (R_{t,1}^m, \ldots, R_{t,T}^m) \), \( T_m \) is the number of pairs. Dialogue modes often adopt an encoder-decoder framework. Here dialogue models aim to generate response \( R_{t-t}^m \) given queries \( Q_t^m \) in order. Training criterion is to maximize the conditional log-likelihood, which can be formulated as:

\[
\sum_{m=1}^M \sum_{t=1}^{T_m} \log P(R_t^m | Q_t^m, R_{<t}^m; \theta),
\]

where \( Q_{<t}^m \) refers to all previous queries up to the \( t \)-th turns, \( R_{<t}^m \) denotes the previous responses prior to \( R_t^m \), and \( \theta \) denotes parameter of the model.

3.2 Input Representation

To distinguish the speaker identities over a multi-turn conversation, we design a novel speaker-aware input representation for words in the query and response utterances. More specifically, we first append two speaker tokens (i.e., [Speaker-Q] and [Speaker-R]) to the beginning of all queries and responses respectively. We then prepend a start-of-utterance token (i.e., [SOU]) and append an end-of-utterance token (i.e., [EOU]) to each utterance. Finally, we add the turn-level and token-level position embeddings to the token embedding as the input representation:

\[
B(q_{t,i}) = E(q_{t,i}) + TE(t) + PE(i)
\]

\[
B(r_{t,i}) = E(r_{t,i}) + TE(t) + PE(i)
\]

where \( q_{t,i} \) (\( r_{t,i} \)) is the \( i \)-th word in the \( t \)-th query (response). \( E(\cdot) \) looks up a token embedding from a embedding matrix. \( TE(t) \) is the aligned turn-level embedding indicating the position of the \( t \)-th utterance. \( PE(i) \) is the token-level embedding indicating the position of \( q_{t,i} \) (\( r_{t,i} \)) in the \( t \)-th utterance. All embeddings are learnable in training. A detailed visualization example of our input representation structure is provided in appendix A.
3.3 Hierarchical Encoder

We want the encoder to capture and encode all the external information passed to PHAED. In other words, the encoder is responsible for understanding all queries from other people (i.e., speaker-Q). Since there are multiple queries from the same person and each query has its information, we use two steps to understand all queries. Figure 2 (left) shows the architecture of our encoder. We first encode each query by self-attention blocks in Inner-Query Encoding. Then, we need to combine all information of queries, so we propose turn-level relative attention in Inter-Query Encoding to consider all queries comprehensively.

3.3.1 Inner-Query Encoding

To summarize the information from the individual query, we apply a standard N-layer Transformer encoder (Vaswani et al., 2017) to encode each query. Specifically, we obtain a hidden representation matrix $S_t^Q \in \mathbb{R}^{d_t \times d_s}$ for all words in the $t$-th query $Q_t$ from the top layer, where $|Q_t|$ is the length of $Q_t$. To simplify the notation, we skip the superscript $N$ hereafter, i.e., $S_t$. Notably, we adopt the pre-normalization (Bao et al., 2020b) which has proven effective to stabilize the performance.

3.3.2 Inter-Query Encoding

As historical contexts from the query speaker are crucial for understanding the current query, we aim to combine the information from all preceding queries to obtain a global context. To this end, we introduce an inter-query encoding method that obtains a global contextual representation $S_t^Q \in \mathbb{R}^{|Q_t| \times d_s}$ for $Q_t$ based on a set of the preceding queries denoted as $S_{\leq t} = \{S_1, \ldots, S_t\}$, where each element is obtained in §3.3.1. In particular, we propose a turn-level relative attention network that extends the relative attention from token-level (Shaw et al., 2018) and segment-level (Zheng et al., 2020) to turn-level:

$$S_t = \text{FFN}[^{\text{TurnRelAttn}}(S_t, S_{\leq t}, S_{\leq t})],$$

where FFN(·) denotes a feedforward network and TurnRelAttn(·) is our attention network that takes $S_t$ as the query, and $S_{\leq t}$ as the keys and values.

**Turn-level relative attention** As the conversation goes on, each query appears in order (from $Q_1$ to $Q_t$). In some cases, $Q_t$ focuses on queries that are closer to it. For example, $Q_1$ may pay more attention to the closest query $Q_{t-1}$ than other previous queries since $Q_{t-1}$ may contain more relevant information to $Q_t$ than others.

To consider the turn-level relative position among queries in the history, we compute an attention operation from the $t$-th query to the past $p$-th query. Specifically, we first compute the attention’s key, and value matrices by multiplying the corresponding weight matrices, i.e., $W^Q, W^K, W^V \in \mathbb{R}^{d_s \times d_s}$, and then add the relative position information to the keys and values:

$$Q_t, K_p, V_p = S_t W^Q, S_p W^K, S_p W^V, \forall S_p \in S_{\leq t},$$

$$K_p = K_p + (B^K)^{\top}$$

$$V_p = V_p + (B^V)^{\top}$$

$$r = \min(t - p, r_{\max})$$

where $r$ measures the relative position between $t$ and $p$ up to a pre-defined maximum number $r_{\max}$. $B^K, B^V \in \mathbb{R}^{d_s \times r_{\max}}$ are two learnable matrices that captures the relative position information for the attention’s keys and values, and $I \in \mathbb{R}^{1 \times |Q_p|}$ is an all-one row vector. Here we take the $r$-th column vector $B^K_r$ from $B^K$ and copy it $|Q_p|$ times across columns by multiplying it with $I$. Similar operations apply to $B^V_r$. [Diagram of Encoder and Decoder]
We then compute the attention matrix \( A_{t \rightarrow p} \in \mathbb{R}^{[|Q_t| \times |Q_p|]} \), and obtain a global contextual representation \( \hat{S}_t \) by a weighted sum over the values of all preceding queries, followed by a residual connection and a feedforward network as follows:

\[
A_{t \rightarrow p} = \text{softmax} \left( \frac{Q_t K_p^T \sqrt{d_k}}{d_v} \right), \\
\hat{S}_t = \text{FFN} \left( S_t + \sum_{p=1}^{t} A_{t \rightarrow p} \hat{V}_p \right) \tag{5}
\]

### 3.4 Decoder with Turn-level Recurrence

PHAED understands other people’s queries through the encoder, but it still needs to consider its previously generated responses from Speaker-R for generating its current response. Our idea is to store the hidden states of its previous responses in memory and reuse them along the length dimension as the memory. Similarly, we aim to extend the context from preceding responses for the decoder and encourage the decoder to capture the turn-level relationship between responses. To this end, we cache the hidden states of words from at most \( c_{\text{max}} \) previous responses and concatenate them along the length dimension as the memory \( M_t^{n-1} \) from the \((n-1)\)-th layer:

\[
c = \max(t - c_{\text{max}}, 1), \\
M_t^{n-1} = [H_t^{n-1} \circ \cdots \circ H_{t-2}^{n-1} \circ H_{t-1}^{n-1}], \tag{6}
\]

where \( H_t^{n-1} \in \mathbb{R}^{m_c \times d_a} \) denotes the hidden states of the \( c \)-th response of word size \( m_c \) from the \((n-1)\)-th transformer layer. Similar to Dai et al. (2019), we truncate the gradient from the memory, augment the attention’s keys and values with the memory, and obtain the next layer’s hidden states \( H_t^n \) by a transformer layer:

\[
H_t^n = \text{SG}(M_t^{n-1} \circ H_t^{n-1}), \\
H_t^n = \text{Attention}(H_t^{n-1}, H_t^{n-1}, H_t^{n-1}), \\
H_t^n = \text{FFN}(\text{Attention}(H_t^n, S_t, S_t)) \tag{7}
\]

where \( \text{SG}(-) \) denotes stop-gradient and the Transformer-layer takes the query, key, and value matrices for cross-attention followed by a feedforward network.

Finally, we obtain the output probabilities of \( R_t \) by a linear layer and a softmax layer on the word representations \( H_t^N \) from the top decoder layer:

\[
P(R_t | R_{<t}, Q_{<t}; \theta) = \prod_{i=1}^{|R_t|} P(r_{i,t} | r_{<i,t}, R_{<t}, Q_{<t}; \theta) = \prod_{i=1}^{|R_t|} \text{softmax}(H_{t,i}^N W^O)
\]

where \( W^O \in \mathbb{R}^{d_a \times |V|} \) is a linear project matrix for a vocabulary of size \( |V| \), \( H_{t,i}^N \) denotes the \( i \)-th row vector from \( H_t^N \) and \(|R_t|\) is the length of \( R_t \).

### 4 Experiments

We conduct experiments on three datasets and compare PHAED with the state-of-the-art based on both automatic and human evaluations. Besides, we further conduct a fine-grained analysis to deepen our understanding of the characteristics of PHAED.

#### 4.1 Experimental Setup

##### 4.1.1 Datasets

Three popularly used benchmark datasets for open-domain multi-turn dialogue generation are adopted, which include: (1) DailyDialog, (2) PersonaChat, and (3) Ubuntu v2.0. Conversations in all datasets involve two participants. Dialogues in DailyDialog (Li et al., 2017) cover various topics about our daily life such as social activities and school life. PersonaChat (Zhang et al., 2018) is a knowledge-grounded dataset that contains dialogues and speaker profile information. Following the standard practice of prior work (Zhao et al., 2020), we append the profile to the conversation history. Ubuntu v2.0 (Lowe et al., 2015) is a large multi-turn dialogue corpus extracted from Ubuntu question-answering forum. We truncate the utterances with more than 50 tokens, and the truncated utterances with abnormal endings are corrected. Table 1 provides a detailed statistics of each dataset.

|                  | DailyDialog | PersonaChat | Ubuntu |
|------------------|-------------|-------------|--------|
| train dialogues  | 17,178      | 8,999       | 1,000,000 |
| valid dialogues  | 1,000       | 1,000       | 19,560 |
| test dialogues   | 1,000       | 968         | 18,920 |
| avg. utterances per dialogue | 7.9 | 14.8 | 4.9 |
| avg. tokens per utterance | 14.6 | 12.9 | 16.2 |

Table 1: Statistics of three datasets.

##### 4.1.2 Compared Methods

We select utterance-aware and speaker-aware state-of-the-art methods as baselines and train all models on the same preprocessed data with speaker tokens
added: (1) HRAN: A HRED equipped with hierarchical attention based on the utterance-level and the word-level presentations (Xing et al., 2018); (2) DSHRED: A HRED equipped with the static and dynamic attention (Zhang et al., 2018); (3) SpkHRED: A recent speaker-aware HRED with relative speaker modeling and relative utterance encoders (Zhao and Kawahara, 2019); (4) Transformer: Under the encoder-decoder framework for dialogue generation, the most simple but natural idea is to directly use the Transformer (Vaswani et al., 2017) to encode all the previous utterances and then decode the representations to generate a response; (5) ReCoSa: A hierarchical transformer-based model for detecting the relevant contexts (Zhang et al., 2019); and (6) DialoGPT: Following Zhang et al. (2020), we train a multi-turn dialogue generation model from scratch on the basis of the GPT-2 (Radford et al., 2019).

4.1.3 Implementation Details

The dimension \( d_s \) of hidden states is set to be 512 in HRAN, DSHRED, Transformer(N=6), ReCoSa(N=6), PHAED(N=4) and PHAED(N=6). \( N \) denotes the number of layers. Except for DialoGPT, the head number of all transformer-based models is 8. For DialoGPT(N=6 and \( N=12 \)), we use the small GPT-2 architecture with \( d_s = 768 \) and head number 12. We increase the \( d_s \) to 560 in PHAED(N=12) to make it has the same parameter size as DialoGPT(N=12). Greedy search is taken as the decoding strategy. Adam optimizer (Kingma and Ba, 2015) with an initial learning rate of 0.005 is utilized for training, and the batch size is 32. We train and evaluate each model on a Tesla P100 card or V100 card with PyTorch.

4.1.4 Evaluation Measures

**Automatic evaluation** We evaluate PHAED and baselines based on coherence and diversity metrics. For coherence evaluation, we adopt Perplexity (Xing et al., 2018), BLUE-n for n-grams (n=1,2,3,4) (Tian et al., 2017), and three embedding-based metrics (Serban et al., 2017). Embedding-based metrics include Average(Avg), Extrema(Ext), and Greedy(Gre), using pre-trained Google news word embedding (Mikolov et al., 2013). For diversity evaluation, we use **Distinct-1** and **Distinct-2**, which calculate the ratio of unique unigrams and bigrams, respectively. **Notably**, since the probability of the speaker token ([Speaker-R]) is much higher than other tokens, the Perplexity with speaker token probability will be much lower than the Perplexity without that. However, we focus on the other tokens in response, so we do not take the probability of the speaker token into account when calculating Perplexity and remove the speaker token from the generated responses before using other metrics for evaluation.

**Human evaluation** We further conduct a manual evaluation to explicitly examine the quality of dialogue models based on human judgments. Following prior work (Xu et al., 2021; Cai et al., 2020), we randomly select 100 examples containing conversation history and responses generated by baselines and PHAED as testing examples. Based on such testing data, we recruit three human annotators with good English skills to score the response quality on a scale of [0, 1, 2] from four aspects, which includes: (1) Fluency in terms of the smoothness of response and the correctness of grammar, (2) Coherence indicating whether the response is coherent with conversation history, (3) Informativeness that focuses on the amount of information contained in the response, and (4) Overall that stands for the general evaluation, where 0, 1, and 2 indicate bad, good, and perfect responses, respectively.

4.2 Evaluation Results

Considering the influence of the parameter size, we compare PHAED(N=4) with RNN-based baselines and PHAED(N=6) with Transformer-based baselines. Table 2 shows the automatic evaluation results, where we observe that PHAED outperforms baselines in three datasets. For PHAED with different \( N \), a small increase in \( N \) (from 4 to 6) makes PHAED perform better on Perplexity, and with substantial amplification of \( N \) (from 4 to 12 or 6 to 12), PHAED achieves better performance on all metrics. Taking the results on DailyDialog as an example, the metrics scores of the PHAED(N=4 and \( N=6 \)) are better than other baselines overall, and when the models’ parameter sizes are the same, PHAED(N =12) outperforms DialoGPT(N=12) on most metrics. Therefore, we demonstrate that PHAED performs better than baselines on automatic evaluation and generates high-quality responses. Moreover, with respect to the lower value of Perplexity scores achieved by PHAED with larger \( N \), we can infer that stacking more blocks benefits PHAED increasing the possibility of generating coherent and diverse responses based on the conversation history.

We carry out the human evaluation on the Daily-
Table 2: Automatic evaluation results (%) on three datasets. Notably, we train all models on the same preprocessed data with speaker tokens added and evaluate the test results with the speaker tokens removed. $N$ denotes the number of stacked blocks. $|\theta|$ denotes the parameter size. Memory length $c_{\text{max}}$ of PHAED is 1. The best results in each metric are highlighted with bold. "↑" means higher is better, and "↓" means lower is better.

| Dataset     | Model     | Flu. | Coh. | Inf. | Overall |
|-------------|-----------|------|------|------|---------|
| DailyDialog | HRAN      | 1.09 | 0.94 | 0.89 | 0.86    |
|             | DSHRED    | 0.90 | 0.78 | 0.73 | 0.69    |
|             | SpkHRED   | 0.89 | 0.77 | 0.69 | 0.66    |
|             | Transformer | 0.97 | 0.84 | 0.92 | 0.78    |
|             | ReCoSa    | 1.00 | 0.84 | 0.86 | 0.77    |
|             | DialoGPT  | 1.15 | 0.97 | 0.92 | 0.93    |
|             | PHAED     | 1.28 | 1.19 | 1.21 | 1.14    |

Table 3: Human evaluation results.

Dialog that contains a wide variety of high-quality conversations from daily life (Cai et al., 2020). The human evaluation results are shown in Table 3. The average kappa score (Fleiss, 1971) is 41.68, which indicates the moderate agreement of the three annotators. From the results, we can see that PHAED achieves better performance on all the metrics than baselines, which indicates that PHAED is preferred by humans. The coherence assessments indicate that our responses are coherent with the context. Besides, compared with the baseline methods, the scores of fluency and informativeness are also high, revealing that our approach tends to generate more fluent and informative responses.

4.3 Ablation Study

To provide a fine-grained analysis of the contribution of each component in PHAED (i.e., speaker tokens and aligned turn embedding in input representations, turn-level relative attention in encoder, and turn-level recurrence in decoder), we conduct an ablation study. Table 4 shows our results. The ablation models without speaker tokens show deteriorations in the majority of metrics such as perplexity, suggesting that adding speaker tokens in the input representations benefits both PHAED and other dialogue models generating coherent and diverse responses regarding the conversation context. Without aligned turn embedding that encodes the order of utterances, PHAED achieves a decreasing performance in all metrics. Meanwhile, by removing turn-level relative attention block or memory relative attention, the performance also obviously decreases in all metrics. Therefore, it is critical to consider the utterance-level positional information and the contextual information of both queries and responses. Besides, PHAED without speaker tokens shows less deterioration than the other ablation models of PHAED in most metrics, suggesting that the components we proposed in PHAED play more important roles than the input representations with speaker tokens.

By looking into the PHAED structure more in-depth, we further explore the impact of decoder memory length $L = c_{\text{max}}$ (i.e., number of previously machine-generated responses cached in memory) on PHAED’s performances to identify the optimal value of $L$. According to Dai et al. (2019), the dependency length of the turn-level recurrence is the sum of the lengths of prior $N \cdot L$ responses. However, is $L$ the bigger, the better? To answer this question, we re-train PHAED with different $L$. 
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The values in the Figure 3 represent the difference between the results of PHAED($L=1$) (Table 2) and the results of PHAED($L \geq 1$). Overall, with an increase of $L$, PHAED obtains a better perplexity, but there is only a small change on each metric score. Considering PHAED with a large memory length costs high computing resources, we empirically set the value of $L$ as 3 in PHAED($N=4$) and 2 in PHAED($N=6$).

### 4.4 Case Study

We would like to know what PHAED has learned from the conversation history. We visualize the query-to-query weights of a conversation based on turn-level relative attention of PHAED($N=6$). Formally, the weight of the $t$-th query attending to the $p$-th query is computed by $\alpha^p_t = \frac{1}{[Q]} \sum (\mathbf{A}_{t \rightarrow p})$, where $\mathbf{A}_{t \rightarrow p}$ is defined by Eq.(5), and $\sum(\cdot)$ gets the sum of all elements of the input matrix. As shown in Figure 4, two findings are also common in other conversations: the first query $Q_1$ (first column), which contains the major topic of a conversation, seems to be a terrifically useful context for subsequent queries; since representations of current query can be passed by the residual connection, the turn-level attention seems to care less about the current query (diagonal queries). Besides, two dialogue examples from the DailyDialog test results are provided in Appendix C.

### 5 Conclusion and Future Work

We have presented a novel learning model called PHAED for multi-turn dialogue generation by utilizing utterance relations based on their speakers to capture fine-grained conversation context information. The presented experiments with three benchmark datasets have shown that PHAED outperforms state-of-the-art by improving the context coherence of responses. Moreover, we find that PHAED learns more from utterances containing high-level topic information of a conversation history than other utterances.

In the future, we will extend PHAED in multiparty conversation, where the encoder is responsible for understanding the utterances of all other speakers (i.e., Speaker1-Q, Speaker2-Q, Speaker3-Q …), and the decoder generates the utterances of self-speaker (i.e., Speaker-R).
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A Input Representation Visualization

As shown in Figure 5, the input representation of each word is calculated by the sum of the token, aligned turn, and position feature vectors of this word.

B Ablation Study about $L$ on DailyDialog

In the section of discussions, we re-train PHAED with different $L$ on PersonaChat to analyze the impact of memory length on the performance of PHAED. As a supplement to this analysis, we conduct the same experiment on DailyDialog and show the results in Figure 6. Since the number of average utterances per dialogue in DailyDialog is shorter than that in PersonaChat, we set the range of $L$ from 1 to 5. We observe that the pattern of results on DailyDialog is similar to the one on PersonaChat. With an increase of $L$, there are only small changes in all metrics scores, and we cannot guarantee that PHAED performs better on most metrics. Moreover, the appropriate memory length $L$ of PHAED on PersonaChat is also applicable to DailyDialog.

C Case Study about Two examples

In the section of discussions, we visualize the query-to-query weights of a conversation based on turn-level relative attention of PHAED. As a supplement to the case study, we show two examples from the DailyDialog test result in Table 5. In example 1, PHAED generates an appropriate and informative response, but other baselines either generate responses from the wrong speaker perspective or generate short and safe responses. In example 2, PHAED generates a response that includes clear location information. However, DialGPT and ReCoSa generate responses based on a wrong previous query, and the other responses only contain fuzzy location information.
Figure 5: A sample of the input representations.

Figure 6: The impact of different memory length $L$ on the performance of PHAED on DailyDialog. The range of $L$ is from 1 to 5.