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Abstract: Optimal designs are required to make efficient statistical experiments. $D$-optimal designs for some models are calculated by using canonical moments. On the other hand, integrable systems are dynamical systems whose solutions can be written down concretely. In this paper, polynomial regression models with prior information are discussed. In order to calculate $D$-optimal designs for these models, a useful relationship between canonical moments and discrete integrable systems is used. By using canonical moments and discrete integrable systems, an algorithm for calculating $D$-optimal designs for these models is proposed. Then some examples of applications of the algorithm are introduced.
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1 Introduction

In statistics, design of experiments is a methodology to make efficient experiments. Optimal designs have been studied by numerous authors in the literature. Especially $D$-optimal designs have been investigated by many authors. One of the approaches for $D$-optimal designs is to use canonical moments.

$D$-optimal designs and $D_s$-optimal designs for polynomial regression models were studied in [18]. In the calculation in [18], an important point is to use canonical moments instead of ordinary moments, and $D$-optimal designs can be identified by its canonical moments. As we see in Section 2
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the objective function is written down in term of canonical moments. Besides this, D-optimal designs for various models have been calculated in [2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 20, 21, 24]. For example, D-optimal designs for weighted polynomial regression with a weight function \(x^\alpha(1-x)^\beta\) were found explicitly in [10] by using canonical moments. However, in most cases, an explicit form of the D-optimal design is unknown. We here consider polynomial regression models with some prior information. For example, D-optimal designs for this kind of models have been studied in [3, 8, 11]. D-optimal designs for polynomial regression models with only odd (or even) degree terms are calculated in [3]. Polynomial regression without intercept is considered in [11]. Polynomial regression models through origin is considered in [8].

On the other hand, the term integrable systems is used for nonlinear dynamical systems whose solutions can be written down concretely. For Hamiltonian systems with finite degree of freedom, their integrability is defined in the Liouville-Arnold theorem [1]. However, even now, there is no mathematical definition of integrability for nonlinear systems with infinite degree of freedom. This is why we call an explicitly solvable nonlinear system as an integrable system. Discrete integrable systems are discrete analogues of integrable systems. That is, it is well-known that integrable systems can be discretized such that discretized systems are also solvable.

Discrete integrable systems have been applied to numerical analysis. Typical examples are matrix eigenvalue algorithms [15, 22], and algorithms to compute matrix singular values [23].

An algorithm for calculating D-optimal designs for polynomial regression through a fixed point is proposed in [17]. In [17], the relationship between canonical moments and discrete integrable systems are used. In this thesis, we propose an algorithm for constructing D-optimal designs for polynomial regression with prior information, which is a generalized algorithm of [17], and the considered models include polynomial regression through origin [8], and some weighted polynomial regression as particular cases. Moreover the algorithm can be applied to some optimal designs, and it allows us to calculate a larger class of optimal designs. That means the relationship between canonical moments and discrete integrable systems expands the class of D-optimal designs which can be calculated.
2 A preliminary

This section gives a brief introduction of polynomial regression models, D-optimal designs, and canonical moments.

At first, we consider the following common linear regression model

\[ Y = \theta^T f(x) + \varepsilon, \]

\[ E[\varepsilon] = 0, \quad V[\varepsilon] = \sigma^2, \]

where \( f(x) = (f_0(x) \ f_1(x) \cdots f_{m-1}(x))^T \) denotes a known vector of linear independent functions, \( \theta = (\theta_0(x) \ \theta_1(x) \cdots \theta_{m-1}(x))^T \) denotes an unknown vector of parameters, \( \varepsilon \) denotes the error term. Here we assume each experiment has a statistically independent error term \( \varepsilon \).

Let \( \mathcal{P}_I \) be the set of probability measures on the borel set on \( I \). For given \( \mu \in \mathcal{P}_I \), let \( c_k \) denote the \( k \)th moment \( \int_I x^k d\mu(x) \). Suppose the number of experiments be \( n \), and experimental conditions \( x_1, x_2, \ldots, x_n \) should be in interval \([0,1]\). Here we consider design \( x_1, x_2, \ldots, x_n \) is corresponding to the probability measure \( \mu \in \mathcal{P}_{[0,1]} \) such that \( \mu(\{x\}) = \#\{k | x_k = x\} / n \). Then D-optimal designs are defined as probability measure \( \mu \in \mathcal{P}_{[0,1]} \) which maximizes the determinant of Fisher information matrix \( M_f(\mu) = \int_0^1 f(x) f(x)^T d\mu(x) \).

In the case of \((m-1)\)th polynomial regression, that is, in the case where \( f_k(x) = x^k \), the D-optimal design is defined as the optimization solution of the optimization problem

\[
\text{maximize } |c_{i+j}|_{i,j=0}^{m-1} \\
\text{subject to } \mu \in \mathcal{P}_{[0,1]}. \tag{1}
\]

Note that, in the optimization problem, while \( \mu(\{x\}) \) should be multiple of \( 1/n \) for all \( x \), we do not take a such constraint. Therefore we consider only the relaxation optimization problem. See [16] for details.

In the optimization problem \((1)\), the objective function is written down in terms of moments. However the constraint is complicated in terms of moments. To simplify the constraint, sometimes the optimization problem is rephrased in terms of canonical moments.

Now, we define canonical moments. Suppose we consider the set \( \mathcal{P}_{[0,1]} \) of the probability measures on \([0,1]\). For a given probability measure \( \mu \in \mathcal{P}_{[0,1]} \), let \( c_k^\mu \) denote the maximum of the \( k \)-th moment over the set of all measure
having moments $c_0, c_1, \ldots, c_{k-1}$. Similarly let $c_k^-$ denote the corresponding minimum. Canonical moments are defined by

$$p_k = \frac{c_k - c_{k-1}}{c_k^+ - c_k^-}, \quad k = 1, 2, \ldots, N,$$

(2)

where $N$ is the minimum of $j$ which satisfy $c_{j+1}^+ = c_{j+1}^-$. If $c_j^+ > c_j^-$ for an arbitrary positive integer $j$, let’s set $N = \infty$.

Canonical moments have the property that

$$\begin{align*}
&\left\{ p_k \in (0, 1), \quad k = 1, 2, \ldots, N - 1, \\
&\quad p_N \in \{0, 1\} \right. 
\end{align*}$$

(3)

Conversely, for a given arbitrary sequence $\{p_k\}_{k=1}^N$ which satisfies (3), there is a unique $\mu \in \mathcal{P}_{[0,1]}$ which has the canonical moments $\{p_k\}_{k=1}^N$.

It is to be noted that canonical moments have a Hankel determinant expression. Let $H_k^{(n)}, \overline{H}_k^{(n)}$ be the Hankel determinants defined by

$$
H_k^{(n)} = |c_{i+j+n}|_{i,j=0}^{k-1}, \quad \overline{H}_k^{(n)} = |c_{i+j+n} - c_{i+j+n+1}|_{i,j=0}^{k-1},
$$

(4)

where $k = 1, 2, \ldots, n = 0, 1, 2, \ldots$. We here set that $H_0^{(n)} = 1$, and that $H_k^{(n)} = 0$ if a matrix size $k$ is negative. The canonical moments $p_k$ have the following Hankel determinant expression:

$$p_{2k-1} = \frac{H_k^{(1)} \overline{H}_k^{(0)}}{H_k^{(0)} \overline{H}_k^{(1)}}, \quad p_{2k} = \frac{H_k^{(0)} \overline{H}_k^{(1)}}{H_k^{(1)} \overline{H}_k^{(0)}}, \quad k = 1, 2, \ldots.$$  

We introduce useful variable $\zeta_k$ by the transformation of canonical moments $p_k$

$$\begin{align*}
\zeta_0 &= 0, \quad \zeta_1 = p_1, \\
\zeta_k &= (1 - p_{k-1})p_k, \quad k = 2, 3, \ldots, N.
\end{align*}$$

(5)

Then $\zeta_k$ also have the Hankel determinant expression

$$\begin{align*}
\zeta_{2k-1} &= \frac{H_k^{(1)} H_k^{(0)}}{H_k^{(0)} H_k^{(1)}}, \quad \zeta_{2k} &= \frac{H_k^{(0)} H_k^{(1)}}{H_k^{(1)} H_k^{(0)}}, \quad k = 1, 2, \ldots.
\end{align*}$$
From this expression, Hankel determinants $H_m$ can be expressed in a product of $\zeta_k$ or of canonical moments $p_k$,

$$H_m^{(0)} = \prod_{k=1}^{m-1} (\zeta_{2k-1}\zeta_{2k})^{m-k}$$

$$= \left(\prod_{j=1}^{m-1} (1 - p_{2j})^{m-j-1}p_{2j}^{m-j}\right) \prod_{j=1}^{m-1} ((1 - p_{2j-1})p_{2j-1})^{m-j},$$

where $2m - 2 \leq N$. D-optimal designs for polynomial regression are calculated in [18] through the expression (6). Similar approaches for other D-optimal designs are described in the book [7].

3 An algorithm for calculating D-optimal designs for polynomial regression with prior information

In this section, we consider polynomial regression with prior information. In Subsection 3.2, polynomial regression with prior information is defined and formulated as a linear regression. Then we proposed an algorithm for calculating the D-optimal design for polynomial regression with prior information.

3.1 Generalized canonical moments and the nonautonomous discrete time Toda equation

At first, we generalize ordinary moments. For given moments $\{c_k\}_{k=0}^{\infty}$, let $c_k^{(T)}$ be defined by

$$c_k^{(T)} = c_{k+1} - \lambda c_k^{(T)}, \quad c_k^{(\phi)} = c_k,$$

where $T$ denotes a multiset. And let $H_k^{(T)}$ be its Hankel determinant $|c_{i+j}^{(T)}|_{i,j=0}^{k-1}$. Then canonical moments $p_k$ and variables $\zeta_k$ are expressed as

$$p_{2k} = -\frac{H_{k+1}^{(\phi)}H_k^{(0, -1)}}{H_k^{(0)}H_k^{(1, -1)}}, \quad p_{2k+1} = -\frac{H_{k+1}^{(0)}H_k^{(0, -1)}}{H_k^{(0)}H_k^{(1, -1)}}$$

$$\zeta_{2k} = \frac{H_{k+1}^{(\phi)}H_k^{(0, -1)}}{H_k^{(0)}H_k^{(\phi)}}, \quad \zeta_{2k+1} = \frac{H_{k+1}^{(0)}H_k^{(\phi)}}{H_k^{(0)}H_k^{(\phi)}}.$$

(7)
We define generalized canonical moments \( p_k^{(T)} \) and variable \( \zeta_k^{(T)} \) by
\[
P_{2k}^{(T)} = -\frac{H_{k+1}^{(T\{0\})} H_{k-1}^{(T\{0,1\})}}{H_k^{(T\{0\})} H_k^{(T\{-1\})}}, \quad P_{2k+1}^{(T)} = -\frac{H_{k+1}^{(T\{0\})} H_k^{(T\{0,-1\})}}{H_{k+1}^{(T\{0\})} H_k^{(T\{-1\})}},
\]
\[
\zeta_{2k}^{(T,s)} = \frac{H_{k+1}^{(T\{s\})} H_{k-1}^{(T\{s\})}}{H_k^{(T\{s\})} H_k^{(T)}}, \quad \zeta_{2k+1}^{(T,s)} = \frac{H_{k+1}^{(T\{s\})} H_k^{(T)}}{H_{k+1}^{(T\{s\})} H_k^{(T)}}, \quad \zeta_0^{(T)} = 0, \quad \zeta_1^{(T)} = P_1^{(T)}, \quad \zeta_k^{(T,0)} = (1 - P_{k-1}^{(T)}) P_k^{(T)}, \quad k = 2, 3, \ldots, N. \tag{9}
\]

Additionally variables \( \zeta_k^{(T)} \) is a determinant solution of nonautonomous discrete time Toda equation, namely, \( \zeta_k^{(T)} \) is satisfy nonautonomous discrete time Toda equation
\[
\zeta_{2k}^{(T\{\lambda_1, \lambda_2\})} + \zeta_{2k+1}^{(T\{\lambda_1\})} + \lambda_2 = \zeta_{2k+1}^{(T, \lambda_1)} + \zeta_{2k+2}^{(T, \lambda_1)} + \lambda_1, \quad \zeta_{2k+1}^{(T\{\lambda_1, \lambda_2\})} + \zeta_{2k+2}^{(T\{\lambda_1, \lambda_2\})} = \zeta_{2k+1}^{(T, \lambda_1)} \cdot \zeta_{2k+2}^{(T, \lambda_1)} \cdot. \tag{10}
\]

From (10), we obtain the following formula
\[
\zeta_{2k}^{(T, \lambda_1)} + \zeta_{2k+1}^{(T, \lambda_1)} + \lambda_2 = \zeta_{2k+1}^{(T, \lambda_2)} + \zeta_{2k+2}^{(T, \lambda_2)} + \lambda_1, \quad \zeta_{2k+1}^{(T, \lambda_1)} \cdot \zeta_{2k+2}^{(T, \lambda_2)} = \zeta_{2k+2}^{(T, \lambda_2)} \cdot. \tag{11}
\]

### 3.2 D-optimal designs for polynomial regression with prior information

We consider the \((m + S - 1)\)-th degree of polynomial regression
\[
Y = \sum_{k=0}^{m+S-1} \theta_k x^k + \varepsilon, \tag{12}
\]
where
\[
E[\varepsilon] = 0, \quad V[\varepsilon] = \sigma^2
\]
with the \(S = \sum_{j=1}^{l} b_j \) values as prior information
\[
\frac{d^k}{dx^k} g(x) \bigg|_{x=\beta_j}, \quad 0 \leq j < l, \quad 0 \leq k < b_j, \tag{13}
\]
where \( g(x) = E[Y|x] = \sum_{k=0}^{m+S-1} \theta_k x^k \), \( b_0, b_1, \ldots, b_{l-1} \) are positive integers, and \( \beta_0, \beta_1, \ldots, \beta_{l-1} \) are arbitrary distinct real values. That means we consider the cases where the exact \( S \) values (13) are known before experiments. Note that \( \beta_k \) do not have to be in \( \mathcal{X} = [0,1] \). We call the model (12) \( \text{PRM}_m(\beta, b) \), for short, where \( \beta = (\beta_0, \beta_1, \ldots, \beta_{l-1}), b = (b_0, b_1, \ldots, b_{l-1}) \).

There are multiple ways to consider the model \( \text{PRM}_m(\beta, b) \) as linear regression models. However the D-optimal design for the model \( \text{PRM}_m(\beta, b) \) is defined uniquely, since D-optimal designs for linear regression models depend on a linear space spanned by bases functions only (see [7, Theorem 5.5.1]). The D-optimal designs are formulated as the following theorem. A proof of the theorem is given in Appendix.

**Theorem 3.1.** The D-optimal design for polynomial regression with prior information \( \text{PRM}_m(\beta, b) \) is defined as the optimal solution of the optimization problem

\[
\text{maximize } H_m^{(T)} \quad \text{subject to } \mu \in \mathcal{P}_{[0,1]}.
\]

where the multiset \( T \) satisfies the number of \( \beta_k \) in the \( T \) is \( 2b_k \), that is, let \( m_T(x) \) be the multiplicity function, then

\[
m_T(x) = \begin{cases} 
2b_k & (x = \beta_k) \\
0 & \text{(otherwise)}
\end{cases}.
\]

Note that the D-optimal design for \( \text{PRM}_m(\beta, b) \) is equivalent to the D-optimal design for weighted polynomial regression model

\[
Y = \sum_{k=0}^{m-1} \theta_k x^k + \varepsilon,
\]

\[
E[\varepsilon] = 0, \quad V[\varepsilon] = \frac{\sigma^2}{w(x)}, \quad w(x) = \prod_{k=0}^{l-1} (x - \beta_k)^{2b_k}.
\]

Here we propose an algorithm for rephrasing the optimization problem (14) in terms of canonical moments. In the algorithm, the two formulas (16), (17) and the nonautonomous discrete time Toda equation (10) are used.

At first, we describe the objective function \( H_m^{(T)} \) by using the value \( c_k^{(T,s)} \) corresponding to generalized canonical moments. We obtain the formula
which is similar to (6)

\[ H_m^{(T)} = \left( c_0^{(T)} \right)^m \prod_{j=1}^{m-1} \left( \zeta_j^{(T,0)} \zeta_j^{(T,0)} \right)^{m-j}. \] (16)

Then we describe the objective function \( H_m^{(T)} \) in terms of the value \( \zeta_k^{(\phi,0)} \) corresponding to canonical moments. Here by using the nonautonomous discrete time Toda equation (10) and the formula (11), \( \zeta_k^{(T,s)} \) can be expressed in terms of \( \zeta_1^{(\phi,0)}, \zeta_2^{(\phi,0)}, \ldots \). And we obtain the formula about \( c_0^{(T)} \)

\[ \zeta_1^{(T,s)} = \frac{c_0^{(T \cup \{s\})}}{c_0^{(T)}}, \quad c_0^{(\phi)} = 1, \] (17)

then \( c_0^{(T)} \) also can be expressed in terms of \( \zeta_1^{(\phi,0)}, \zeta_2^{(\phi,0)}, \ldots \) by using the formula.

Lastly we describe the objective function \( H_m^{(T)} \) in terms of canonical moments by using the relationship (5).

By putting it all together, the proposed algorithm for calculating the D-optimal design for polynomial regression with prior information (12) is described as follows.

| The algorithm for calculating D-optimal designs for PRM_m(\beta, b) |
|---------------------------------------------------------------|
| Step 1. By using the formula (16), describe the objective function \( H_m^{(T)} \) in terms of \( \zeta_k^{(T,s)} \) and \( c_0^{(T)} \). |
| Step 2. By using the nonautonomous discrete time Toda equation (10) and the formulas (11), (17), describe the objective function \( H_m^{(T)} \) in terms of \( \zeta_k^{(\phi,0)} = \zeta_k \). |
| Step 3. By using the relationship (5), describe the objective function \( H_m^{(T)} \) in terms of canonical moments \( p_k \). |
| Step 4. Find canonical moments which maximize the objective function \( H_m^{(T)} \). |

4 Application of the algorithm for calculating some D-optimal designs

In this section, we introduce two examples of application of our algorithm. In Subsection 4.1 robust D-optimal designs for approximate polynomial
regression with prior information is considered. This model is generalized model considered by [10]. In Subsection 4.2 maximin optimal designs for estimating a function of parameters on weighted polynomial regression. We consider the generalized case of the case considered by [6].

4.1 Robust D-optimal designs for approximate polynomial regression with prior information

In this subsection, let the design space be \( \mathcal{X} = [-1, 1] \) instead of \([0, 1]\). There is one to one correspondence between \( \mu \in \mathcal{P}_{[0, 1]} \) and a symmetric measure \( \xi \in \mathcal{P}_{[-1, 1]} \) such that

\[
\mu([0, x^2]) = \xi([-x, x]).
\]

The approximate polynomial regression model is described as

\[
Y = \sum_{k=0}^{m-1} \theta_k x^k + x^m \psi(x) + \varepsilon,
\]

where \( \psi \) denotes an unknown function. Let the best linear unbiased estimator be \( \hat{\theta}(\psi) \) when we estimate as \( \psi(x) \) is considered as 0. Then we obtain

\[
E[\hat{\theta}(\psi) - \hat{\theta}(0)] = B_m^{(\phi)}(\xi)r(\phi)
\]

\[
V[\hat{\theta}(\psi)] = (\sigma^2/n)B_m^{(\phi)}(\xi)
\]

where \( \xi \) is a design, \( n \) is the number of observations, and

\[
r(\psi) = \int_{-1}^{1}(1, x, \ldots, x^{m-1})^T x^m \psi(x) d\xi(x),
\]

\[
B_m^{(\phi)} = (c_{i+j}(\xi))_{i,j=0}^{m-1}.
\]

For given a continuous function \( \eta(x) \) and a positive number \( d \), maximin optimal design is defined as

\[
\text{maximize } H_m^{(\phi)}(\xi)
\]

subject to \( \xi \in \mathcal{P}_{[-1, 1]}, \quad \sup_{|\psi| \leq |\eta|} r(\psi)^T(B_m^{(\phi)})^{-1} r(\psi) \leq d. \)
In [10], the case where
\[ \eta(x) = |x|^\alpha, \quad \alpha \in \mathbb{Z}_{\geq 0} \]  
(18)
is considered, and it is shown that the constraint \( \sup_{|\psi| \leq |\eta|} r(\psi)^T (B_m^{(\phi)})^{-1} r(\psi) \leq d \) is described in terms of canonical moments as
\[
\sup_{|\psi| \leq |\eta|} r(\psi)^T (B_m^{(\phi)})^{-1} r(\psi) = \sum_{i=\lfloor\alpha/2\rfloor+1}^{\lfloor(m+\alpha)/2\rfloor} S_{i,m+\alpha-i}(\mu)^2 \prod_{j=1}^{m+\alpha-2i} \zeta_j(\mu), 
\]  
(19)
where \( S_{i,j}(\mu) \) is defined recursively as
\[
S_{i,j}(\mu) = \begin{cases} 
0, & 0 \leq j < i, \\
1, & i = 0, \ j > 0, \\
S_{i,j-1}(\mu) + \zeta_{j-i+1}(\mu)S_{i-1,j}(\mu), & 0 < i \leq j.
\end{cases}
\]

Now we consider the approximate polynomial regression model with prior information, namely,
\[
Y = \sum_{k=0}^{2S+m-1} \theta_k x^k + x^{2S+m} \psi(x) + \varepsilon, 
\]  
(20)
with the \( 2S \) values as prior information
\[
\frac{d^k}{dx^k} g(x) \bigg|_{x=\beta_j}, \\
\frac{d^k}{dx^k} g(x) \bigg|_{x=-\beta_j}, \quad 0 \leq j < l, \quad 0 \leq k < b_j, 
\]  
(21)
where \( g(x) = E[Y|x] = \sum_{k=0}^{m+S-1} \theta_k x^k \), and \( \beta_0, \beta_1, \ldots, \beta_{l-1} \) are arbitrary distinct real values. Note that prior information (21) must be symmetric with respect to the origin.

We can show that the optimization problem corresponding to the model (20) is the following by similar calculation to [10]
\[
\text{maximize } H_m^{(T')} (\xi) \\
\text{subject to } \xi \in \mathcal{P}_{[-1,1]}, \quad \sup_{|\psi| \leq |\eta|} r^{(T')} (\psi)^T (B_m^{(T')})^{-1} r^{(T')} (\psi) \leq d,
\]  
(22)
where \( T' \) denotes the multiset satisfying

\[
m_{T'}(x) = \begin{cases} 
2b_k & (x = \beta_k) \\
2b_k & (x = -\beta_k) \\
0 & \text{(otherwise)}
\end{cases}
\]

and

\[
B_{m}^{(T')}(\xi) = (c^{(T')}_{i,j})_{i,j=0}^{m-1}
\]

\[
r^{(T')}(\psi) = \int_{-1}^{1} (1, x, \ldots, x^{m-1})^T x^m \psi(x) \left( \prod_{j=0}^{l-1} (x - \beta_j)(x + \beta_j) \right) d\xi(x).
\]

The constraint of (22) corresponding to (19) is described in terms of generalized canonical moments as

\[
(c_0^{(T')})(\xi)^{-1} \sum_{i=[\alpha/2]+1}^{[(m+\alpha)/2]} S_{i,m+\alpha-i}(\mu)^2 \prod_{j=1}^{m+\alpha-2i} \zeta_j^{(T,0)}(\mu),
\]

where \( T \) is the same as (15), and

\[
S_{i,j}^{(T)}(\mu) = 0, \quad 0 \leq j < i,
\]

\[
S_{i,j}^{(T)}(\mu) = 1, \quad i = 0, \quad j > 0,
\]

\[
S_{i,j}^{(T)}(\mu) = S_{i,j-1}^{(T)}(\mu) + \zeta_j^{(T,0)}(\mu) S_{i-1,j}^{(T)}(\mu), \quad 0 < i \leq j.
\]

Hence we can obtain the expression of the optimization problem corresponding to (20) in terms of canonical moments by using our algorithm.

### 4.2 Maximin optimal designs for estimating a function of parameters on weighted polynomial regression

Consider the weighted polynomial regression

\[
Y = \sum_{k=0}^{m-1} \theta_k x^k + \varepsilon,
\]

\[
E[\varepsilon] = 0, \quad V[\varepsilon] = \sigma^2 w(x), \quad w(x) = \prod_{k=0}^{l-1} (x - \beta_k)^{2b_k}.
\]
In this subsection, we consider an optimal design for estimating \( g_{m-1}(\theta_{m-1}) + g_{m-2}(\theta_{m-2}) + \cdots + g_0(\theta_0) \), where \( g_k \) is a polynomial. In this case, the inverse of the asymptotic variance of the estimator is

\[
\gamma(\mu, \theta) = \sum_{k=0}^{m-1} \left( \frac{d}{d\theta_k} g_k(\theta_k) \right)^2 \psi_k^{(1)}(\mu),
\]

where \( \psi_k^{(1)}(\mu) = H_{k+1}^{(T)}/H_{k}^{(T)} \), and \( T \) is the same as \([15]\). Since the variance of estimator depends on the unknown parameters \( \theta_k \), we consider maximin optimal design defined as the optimization solution of the optimization problem

\[
\begin{align*}
\text{maximize} & \quad \min_{\theta \in \Theta} \gamma(\mu, \theta) \\
\text{subject to} & \quad \mu \in P_{[0,1]}
\end{align*}
\]

where \( \Theta \) is a given parameter space. Suppose the parameter space \( \Theta = \{\theta \mid s_k \leq \theta_k \leq t_k\} \).

From [6, Theorem 3.1], the optimal solution of the optimization problem

\[
\begin{align*}
\text{maximize} & \quad \int_{\Theta} \gamma(\mu, \theta)^p d\pi(\theta) \\
\text{subject to} & \quad \mu \in P_{[0,1]},
\end{align*}
\]

(23)

converges weakly to the maximin optimal design as \( p \to -\infty \), where

\[
d\pi(\theta) = d\theta \prod_{k=0}^{m-1} h_k(\theta_k),
\]

\[
h_k(\theta_k) = \begin{cases} 
\frac{d}{d\theta_k} \left( \frac{d}{d\theta_k} g_k(\theta_k) \right)^2 & (\text{deg } g_k \geq 2) \\
1 & (\text{otherwise})
\end{cases}
\]

Then we can calculate the integral in the objective function of the (23). And we can express \( \psi_k^{(1)}(\mu) \) in terms of canonical moments by our algorithm. Therefore, after expressing the optimization problem (23) in terms of canonical moments, we can obtain an approximate maximin optimal design by solving (23) numerically for small \( p \).
A The proof of Theorem 3.1

It can be turn out that the optimization problem (14) corresponding to \( \text{PRM}_m(\beta, b) \) corresponds to the vector of basis functions

\[
f(x) = \left( \prod_{j=0}^{l-1} (x - \beta_j)^{b_j} \right) (1, x, \ldots, x^{m-1})^T. \tag{24}
\]

Let \( g_k(x) = (1, x, \ldots, x^{k-1}) \) be the vector of basis functions for polynomial regression, then the vector (24) of basis functions corresponding to \( \text{PRM}_m((\beta_0, \beta_1, \ldots, \beta_{l-1}), (b_0, b_1, \ldots, b_{l-1})) \) is expressed as

\[
f(x) = \prod_{j=0}^{l-1} (x - \beta_j)^{b_j} g_m(x). \tag{25}
\]

To prove Theorem 3.1 it suffices to show that \( \text{PRM}_m((\beta_0, \beta_1, \ldots, \beta_{l-1}), (b_0, b_1, \ldots, b_{l-1})) \) corresponds to the vector of basis functions. Let us prove it by the principle of induction. By the symmetricity of \( \beta_j \) and \( b_j \), we can assume that \( \text{PRM}_{m+1}((\beta_0, \beta_1, \ldots, \beta_{l-1}), (b_0, b_1 - 1, \ldots, b_{l-1})) \) corresponds to the vector of basis functions

\[
f(x) = (x - \beta_0)^{b_0-1} \left( \prod_{j=1}^{l-1} (x - \beta_j)^{b_j} \right) g_{m+1}(x).
\]

Let \( M(x) = \prod_{j=1}^{l-1} (x - \beta_j)^{b_j} \), then the linear regression model \( \text{PRM}_{m+1}((\beta_0, \beta_1, \ldots, \beta_{l-1}), (b_0 - 1, b_1, \ldots, b_{l-1})) \) is described as

\[
Y = (x - \beta_0)^{b_0-1} M(x) \sum_{k=0}^{m} \theta_k x^k + \varepsilon.
\]

Thus the linear regression model \( \text{PRM}_m((\beta_0, \beta_1, \ldots, \beta_{l-1}), (b_0, b_1, \ldots, b_{l-1})) \) is described as

\[
Y = (x - \beta_0)^{b_0-1} M(x) \sum_{k=0}^{m} \theta_k x^k + \varepsilon. \tag{26}
\]

with one given value as prior information

\[
\frac{d^{b_0-1}}{dx^{b_0-1}} \left( (x - \beta_0)^{b_0-1} M(x) \sum_{k=0}^{m} \theta_k x^k \right) \bigg|_{x = \beta_0}.
\tag{27}
\]
Since
\[
\frac{d^k}{dx^k}(x - \beta_0)^{b_0 - 1} = 0, \quad k = 0, 1, \ldots, b_0 - 2,
\]
the value (27) becomes
\[
(b_0 - 1)!M(\beta_0)\sum_{k=0}^{m} \theta_k \beta_0^k
\]
by the general Leibniz rule. Hence we obtain the value
\[
\alpha = \sum_{k=0}^{m} \theta_k \beta_0^k
\]
from prior information (27).

From (28), substitute \(\theta_0 = \alpha - \sum_{k=1}^{m} \theta_k \beta_0^k\) into the model (26), we obtain
\[
Y = (x - \beta_0)^{b_0 - 1} M(x) \left( \sum_{k=1}^{m} \theta_k x^k - \sum_{k=1}^{m} \theta_k \beta_0^k + \alpha \right) + \varepsilon. \tag{29}\]

When we obtain a response \(y_k\) by observation at the experimental condition \(x_k\), we can calculate the value \(y_k - (x_k - \beta_0)^{b_0 - 1} M(x_k) \alpha\) easily. Thus we can ignore the term \((x - \beta_0)^{b_0 - 1} M(x) \alpha\) from the model (29), then we obtain the model
\[
Y = (x - \beta_0)^{b_0 - 1} M(x) \sum_{k=1}^{m} \theta_k (x^k - \beta_0^k) + \varepsilon. \tag{30}\]

Here the vector of basis functions corresponding to the model (30) is
\[
f(x) = (x - \beta_0)^{b_0 - 1} M(x) \begin{pmatrix} x - \beta_0 \\ x^2 - \beta_0^2 \\ \vdots \\ x^m - \beta_0^m \end{pmatrix}. \tag{31}\]

Let the non-singular matrix \(A\) be
\[
A = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 \\ -\beta_0 & 1 & 0 & \cdots & 0 \\ 0 & -\beta_0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{pmatrix}
\]
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then, by multiplying $A$ to the vector $\mathbf{31}$ of basis functions from left,

$$Af(x) = (x - \beta_0)^{b_0 - 1}M(x) \begin{pmatrix} x - \beta_0 \\ x^2 - \beta_0^2 - \beta_0(x - \beta_0) \\ \vdots \\ x^m - \beta_0^m - \beta_0(x^{m-1} - \beta_0^{m-1}) \end{pmatrix}$$

$$= (x - \beta_0)^{b_0 - 1}M(x) \begin{pmatrix} x - \beta_0 \\ x(x - \beta_0) \\ \vdots \\ x^{m-1}(x - \beta_0) \end{pmatrix}$$

$$= (x - \beta_0)^{b_0}M(x)g_m(x).$$

Thus we obtain (25).
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