Reservoir-induced stabilisation of a periodically driven classical spin chain: local vs. global relaxation
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Floquet theory is an indispensable tool for analysing periodically-driven quantum many-body systems. Although it does not universally extend to classical systems, some of its methodologies can be adopted in the presence of well-separated timescales. Here we use these tools to investigate the stroboscopic behaviours of a classical spin chain that is driven by a periodic magnetic field and coupled to a thermal reservoir. We detail and expand our previous work: we investigate the significance of higher-order corrections to the classical Floquet-Magnus expansion in both the high- and low-frequency regimes; explicitly probe the evolution the dynamics of the reservoir; and further explore how the driven system synchronises with the applied field at low frequencies. In line with our earlier results, we find that the high-frequency regime is characterised by a local Floquet-Gibbs ensemble with the reservoir acting as a nearly-reversible heatsink. At low frequencies, the driven system rapidly enters a synchronised state, which can only be fully described in a global picture accounting for the concurrent relaxation of the reservoir in a fictitious magnetic field arising from the drive. We highlight how the evolving nature of the reservoir may still be incorporated in a local picture by introducing an effective temperature. Finally, we argue that dissipative equations of motion for periodically-driven many-body systems, at least at intermediate frequencies, must generically be non-Markovian.

I. INTRODUCTION

Floquet’s theorem states that any homogeneous system of linear differential equations with time-periodic coefficients can be mapped to an autonomous system by means of a linear basis transformation [1]. This transformation carries the same periodicity as the original system and can be chosen to become the identity at integer multiples of the period. When applied to the Schrödinger equation this theorem implies that any periodically driven quantum system is connected by a time-periodic unitary transformation to an undriven system whose dynamics is stroboscopically equivalent [2–6]. Classical equations of motion, however, are generally non-linear and there is indeed no intuitive counterpart to Floquet’s theorem in Hamiltonian mechanics, as can be seen from the following argument [7]. Any autonomous classical system with one degree of freedom is integrable as energy provides the required conserved quantity. By extension, if it were always possible to find a time-periodic canonical transformation that renders its Hamiltonian time-independent, any periodically driven system with one degree of freedom would be integrable. This hypothesis is easily falsified by a counter-examples: Kapitza’s pendulum, for instance, is known to be non-integrable despite having only one degree of freedom [8–10].

This observation seems to leave us with a fundamental gap between quantum and classical mechanics. Indeed, driven by recent experimental advances [11], studies of periodically driven many-body systems have so far mainly focused on the quantum regime, where Floquet theory has exposed a rich landscape of phenomena including sharp notions of non-equilibrium phases with no static counterpart [12, 13], new perspectives on many-body quantum chaos [14], and the possibility of engineering specific band structures through precisely tunable driving fields [15, 16]. Still, although there is no ‘classical Floquet theorem’, much of the methodology used to describe periodically driven quantum systems, such as the Floquet-Magnus expansion, formally extends to Hamiltonian systems. It is therefore not a priori obvious what phenomenology is particular to the quantum realm.

In fact, quantum and classical many-body systems are alike in that they generically tend to absorb energy from a periodic drive until they approach a trivial ‘infinite-temperature ensemble’ [17–20]. Some routes to avoid this overheating, such as preventing thermalisation through many-body localisation [13], draw on quantum effects. Others, like conservation laws [21], may cause observables to synchronise thus giving rise to Gibbs ensembles with time-periodic Lagrange multipliers [22]; or the high-frequency limit, where heating rates are typically exponentially suppressed in the driving frequency [23–27]; should however be equally accessible in the classical regime.

This paper represents a contribution to a growing literature oriented around exploring the phenomenology of classical many-body systems [28–31]. We aim to shed new light on the so far relatively unexplored class of classical periodically driven many-body systems, which is potentially ripe with interesting physics. Furthermore, we set out to investigate how the dynamics of such a system can be stabilised away from the high-frequency limit by coupling to a large thermal reservoir. To these ends, we consider a classical spin-chain with nearest-neighbour
interactions and weak disorder, a small fraction of which is subject to a time-periodic magnetic field. All spins have nearly isotropic nearest-neighbour interactions, with small disorder breaking conservation laws. Below: emerging states. The plots show a comparison between dynamical evolutions of the system over the time $t$ and predicted equilibrium expectation values of spatially resolved $z$-magnetisation. After a transient phase, both regimes may be described by effective Gibbs ensembles sampled via Monte Carlo techniques. For high frequencies, e.g. $\tau = 0.5$, the driven sites (shaded region) locally see significant evolution. The reservoir, initialised in a thermal state with zero magnetisation, remains unchanged up to noise beyond a small correlation length. In contrast, the low-frequency zero magnetisation, remains unchanged up to noise beyond a steady state. We have set the parameters $L = 2000$, $\ell = 40$, $c_{\text{initial}} = -0.66$, $8J = 10^{-3}$, see Sec. II for details.

Thus, the two regimes are fundamentally different in nature. At high frequencies, the driven system dissipatively relaxes as if being locally quenched to a new Hamiltonian. At low frequencies, the driven system rapidly synchronises with the external magnetic field, while long-range correlations with the reservoir are established and a new global Gibbs state is gradually approached. Underpinned by profoundly different mechanisms, these two regimes are separated only by a narrow crossover region in frequency space. This crossover features a rapid change in the energy absorption of the system, and the scale for its onset is determined by the interaction strength between neighbouring spins [32].

Our analysis of this phenomenology proceeds as follows. In Sec. II we define the system and outline the numerical techniques for both dynamical simulation, and for statistical sampling of known distributions. In Sec. III we validate these numerical procedures for the undriven system, where we already have a firm theoretical footing in the standard results of statistical mechanics. Here, we set the scene for for the main quantities of interest. In Sec. IV we turn towards our main programme: investigating the periodically-driven dynamics of a classical many-body system. We approximately construct ensemble descriptions at both high and low frequencies, going beyond the leading order analysis of Ref. [32]. We demonstrate that further corrections are indeed small and consistent with observed data. In Sec. V we investigate the behaviour of the reservoir itself, its importance in establishing the synchronisation of observables in the low-frequency ensemble, and comment on the non-Markovian nature of the system.

FIG. 1. Above: System. A chain of $L$ classical spins, $\ell$ of which are subject to a uniform periodic magnetic field $B(t) = B(t + \tau)$. All spins have nearly isotropic nearest-neighbour interactions, with small disorder breaking conservation laws. Below: emerging states. The plots show a comparison between dynamical evolutions of the system over the time $t$ and predicted equilibrium expectation values of spatially resolved $z$-magnetisation. After a transient phase, both regimes may be described by effective Gibbs ensembles sampled via Monte Carlo techniques. For high frequencies, e.g. $\tau = 0.5$, the driven sites (shaded region) locally see significant evolution. The reservoir, initialised in a thermal state with zero magnetisation, remains unchanged up to noise beyond a small correlation length. In contrast, the low-frequency zero magnetisation, remains unchanged up to noise beyond a steady state. We have set the parameters $L = 2000$, $\ell = 40$, $c_{\text{initial}} = -0.66$, $8J = 10^{-3}$, see Sec. II for details.
II. SYSTEM AND SIMULATION

A. Dynamics

The system under consideration, sketched in Fig. 1, comprises a chain of $L$ three-component classical spins $S_j$ normalised such that $|S_j| = 1$. Its Hamiltonian is given by

$$\mathcal{H}(t) = -\sum_{j=1}^{L} S_j^T J_j S_{j+1} + \sum_{j=1}^{L} B(t) \cdot S_j,$$

where we assume periodic boundary conditions $S_{L+1} = S_1$. The rotating magnetic field $B(t) = (\cos(\omega t), \sin(\omega t), 0)^T$, with period $\tau = 2\pi/\omega$, acts on the sites $j = 1, \ldots, L$, to which we refer as the ‘system proper’. Accordingly, we call the undriven $L-\ell$ sites the ‘reservoir’. The coupling matrices are diagonal $J_j = \text{diag}[J^x_j, J^y_j, J^z_j]$. To break any exact conservation laws constraining the dynamics, we choose the $J^x_j$ independently and identically distributed from a normal distribution, with mean $J$ which we set equal to 1 throughout, and variance $\delta J$ i.e. $J^x_j \sim \mathcal{N}(1, \delta J)$. To match the dimensions of energies and frequencies, we formally set the reduced Planck constant $\hbar$ equal to 1, hence the spins being dimensionless.

The equations of motion are determined by the Poisson bracket $\{S^a_j, S^b_k\} = \delta_{jk} \epsilon^{abc} S^c_j$ via Hamilton’s equations

$$\frac{dS_j}{dt} = \{\mathcal{H}(t), S_j\}. \quad (2)$$

This rule yields a coupled system of non-linear differential equations for the spin degrees of freedom,

$$\frac{dS_j}{dt} = -\Omega_j \times S_j,$$

$$\Omega_j = J_{j-1} S_{j-1} + J_j S_{j+1} - \begin{cases} B(t), & 1 \leq j \leq \ell, \\ 0, & \text{otherwise}. \end{cases} \quad (3)$$

If the applied field $B$ were to vanish and all $J_j$ were the identity matrix, the total magnetisation $\mathcal{M} = \frac{1}{L} \sum_{j=1}^{L} S_j$ would be an exactly conserved quantity. To apply the principles of statistical mechanics, we would then have to include these additional conserved quantities through Lagrange multipliers determined by the initial conditions, and any statistical sampling would have to respect this constraint. We add a small amount of Gaussian noise to the couplings $J_j$ to preclude such fine-tuning. This disorder breaks all conservation laws, and even in the absence of driving only energy conservation holds, but does not significantly affect the macroscopic properties of the system otherwise.

To fully determine the dynamics, we now specify the initial conditions for the equations of motion (3). To understand the general behaviour of the system, we take a statistical approach rather than focusing on individual trajectories, which may be subject to fluctuations. Our initial states are therefore drawn from a Gibbs ensemble defined by

$$P_0 = e^{-\beta \mathcal{H}_0/Z_0},$$

$$\mathcal{H}_0 = -\sum_{j=1}^{L} S_j^T J_j S_j,$$

with $\beta$ being an inverse temperature chosen to fix a specific initial mean energy density, and $Z_0$ being a normalisation constant. With these initial conditions, the system would remain statistically invariant under its time evolution if no magnetic field were applied. Hence, when the field is applied to the system proper, the dynamics of the reservoir are locally in equilibrium and we do not need to account for quench-like effects. We expect both the slow and fast driving regimes to result in minimal energy absorption, and that the state of the reservoir is only gradually modified. In the following, unless otherwise indicated, all presented results correspond to averages over both initial conditions and realisations of disorder for $J_j$.

B. Numerical techniques

As given by Eq. (3), the instantaneous evolution of each spin $S_j$ is a rotation in an effective magnetic field determined by the on-site magnetic field and the field from its nearest neighbours $S_{j-1}$ and $S_{j+1}$. The dynamics of the spin-chain may therefore be efficiently simulated using alternated updating [33]. The basic idea of this approach is to split the spin-chain into two interleaving sub-chains $A$ and $B$ comprising the even and odd sites, respectively. The local field for each spin in $A$ depends only on those in $B$, and vice versa, and we can update these fields alternately. More precisely, the technique we implement is drawn from Refs. [33, 34] and uses the simplest Suzuki-Trotter decomposition of the time-evolution operator from time $t$ to $t + \delta t$, $U(t + \delta t, t)$. That is, we have

$$U(t + \delta t, t) = e^{\frac{\delta t}{2} \mathcal{L}^A_{t+\delta t/2}} e^{\delta t \mathcal{L}^B_{t+\delta t/2}} e^{\frac{\delta t}{2} \mathcal{L}^A_{t+\delta t/2}} + \mathcal{O}(\delta t^3). \quad (5)$$

The Liouville operator $\mathcal{L}^{A/B}_{t+\delta t/2}$ generates rotations on the sub-chain $A/B$ in the effective field determined from sub-chain $B/A$ at time $t + \delta t/2$. The error of this decomposition is bounded by terms of order $\delta t^3$. As the propagation over a time step $\delta t$ is now formulated solely in terms of rotations, the spin normalisation is manifestly preserved by this procedure.

We will make extensive use of Monte Carlo (MC) techniques to sample from particular Gibbs distributions. We use standard Metropolis-Hastings sampling, where a site is chosen randomly with equal probability, and a proposed update of the spin at the particular site pointing in a new direction chosen uniformly from the surface of the unit sphere. The proposed update is then accepted if the
energy of the new configuration decreases i.e. $\Delta E \leq 0$, or accepted with probability $e^{-\beta \Delta E}$ if $\Delta E > 0$. As the number of proposals accepted/rejected increases, this procedure is asymptotically guaranteed to sample from the Gibbs ensemble [35].

III. UNDRIVEN SYSTEM

To set the stage for our main investigations and to confirm the validity of our numerical approach, we first consider the undriven system, reproducing results from Ref. [33]. That is, we set $B = 0$ so that the Hamiltonian of the entire spin chain is given by $H_0$ of Eq. (4). We initialise the entire spin chain in a random state with a fixed mean energy and zero total magnetisation, which then evolves under the equations of motion (3). The fundamental postulate of statistical mechanics asserts that time averages and ensemble averages are equivalent in an ergodic system. This equivalence extends to all moments of observables, and therefore their full distributions.

In a canonical ensemble with inverse temperature $\beta$ the probability distribution of any observable $\hat{O} = \hat{O}(\{S_j\})$ reads

$$P_{\text{can}}(O) = \frac{1}{Z_0} \int dS_1 \ldots dS_L e^{-\beta H_0} \delta \left[ O - \hat{O}(\{S_j\}) \right],$$

with $Z_0$ being a normalisation, which sums the probability of all configurations compatible with $\hat{O} = O$. Note that we use the canonical ensemble as a matter of convenience throughout. This approach should be equivalent to a microcanonical one up to finite-size corrections.

To confirm that the undriven spin chain satisfies ergodicity, we compute the full probability distributions of macroscopic observables over a single trajectory and compare them with the corresponding ensemble distribution (6). For an arbitrary observable $\hat{O}$, we may sample at times $t_1, \ldots, t_N$, and write the binned probability density with bin width $\epsilon$ as

$$P_t(O) = \frac{1}{N} \sum_{n=1}^{N} \Pi_\epsilon\left[ O - \hat{O}(\{S_j(t_n)\}) \right],$$

where the sample times are given by $t_n = t_0 + n\Delta t$, choosing $t_0$, $\Delta t$, and $N$ sufficiently large such that the result is insensitive to specific values. The function $\Pi_\epsilon$ counts the number of points along the trajectory, where the value of $\hat{O}$ lies within the window of width $\epsilon$ centred at $O$. In other words, $\Pi_\epsilon$ is an approximation of a delta-function, formally given by

$$\Pi_\epsilon[x] = \frac{1}{\epsilon} \begin{cases} 1 & -\epsilon/2 \leq x \leq \epsilon/2 \\ 0 & \text{otherwise} \end{cases}.$$

MC sampling is a numerical technique that generates samples in the correct proportions as determined by a given probability distribution, without having to exhaustively explore the phase space of the system. We may therefore construct the ensemble distribution (6) for any observable by using $M$ MC samples as outlined in Sec. II B. Specifically, the equivalent of Eq. (7) for the Gibbs ensemble is

$$P_{\text{can}}(O) = \frac{1}{M} \sum_{m=1}^{M} \Pi_\epsilon \left[ O - \hat{O}(\{S_j^{(m)}\}) \right],$$

where $S_j^{(m)}$ is the $m$th MC sample. We note that the MC algorithm samples from the canonical ensemble, and due to energy conservation the dynamical trajectory is sampling from the microcanonical ensemble. However, when comparing local observables involving only degrees of freedom of the first $\ell \ll L$ sites, even the energy density will fluctuate, and the equivalence of ensembles implies that all results should be identical up to finite-size effects.

In Fig. 2, we show that single-trajectory and ensemble distributions are in excellent agreement for the representative observables

$$m = \frac{1}{L} \sum_{j=1}^{\ell} S_j, \quad \epsilon = -\frac{1}{\ell-1} \sum_{j=1}^{\ell-1} S_j^\top J_j S_{j+1},$$

i.e. the magnetisation and energy density of the system proper. This result confirms that the undriven system behaves ergodically even if $\delta L = 10^{-3}$ is small.

For the isotropic chain, $\delta J = 0$, we may also compute the exact probability distribution for the energy density at large $\ell$. We here consider open boundary conditions, which are equivalent to periodic boundary conditions up to finite-size corrections. Firstly, the partition function is given by

$$Z = \int d\mathbf{s}_1 \ldots d\mathbf{s}_\ell e^\beta \sum_{j=1}^{\ell-1} \mathbf{s}_j \cdot \mathbf{s}_{j+1},$$

where $d\mathbf{s}_j = \frac{1}{4\pi} \sin \theta_j d\theta_j d\phi_j$ indicates integration over the spherical angles of each spin. Rewriting this expression in terms of the angle between adjacent spins in the chain we find

$$Z = \left[ \frac{1}{2} \int_{-1}^{1} d\cos \theta e^{\beta \cos \theta} \right]^{\ell-1} = \left( \frac{\sinh \beta}{\beta} \right)^{\ell-1}. \quad \text{(12)}$$

Hence, the free energy density of the isotropic chain at inverse temperature $\beta$ is given by [36]

$$f(\beta) = -\frac{1}{\beta(\ell - 1)} \ln Z = -\frac{1}{\beta} \ln \frac{\sinh \beta}{\beta}. \quad \text{(13)}$$

We may thus calculate the probability distribution for the energy density $\epsilon$ of Eq. (10) as

$$P(\epsilon) = \frac{1}{Z} \int d\mathbf{s}_1 \ldots d\mathbf{s}_\ell e^\beta \sum_{j=1}^{\ell-1} \mathbf{s}_j \cdot \mathbf{s}_{j+1} \int_{-\infty}^{\infty} \frac{dz}{2\pi} e^{iz(\epsilon - \ell + 1) + \sum_{j=1}^{\ell-1} \mathbf{s}_j \cdot \mathbf{s}_{j+1}}.$$

\[\text{(14)}\]
where we have used the Fourier representation of the Dirac delta function appearing in Eq. (6). Employing the method of steepest descent [37], this integral may be approximated as

\[ P_{\ell}(e) = \frac{Q}{\sqrt{(\ell - 1)g''(z^*)}} e^{-(\ell - 1)g(z^*)}, \quad (15) \]

where \( Q \) is a normalisation constant, and \( \beta \) is chosen to fix the mean energy density \( \frac{1}{\beta} - \coth \beta = \langle e \rangle \). The function \( g(z) = (\beta - z)f(\beta - z) + ez \) determines the saddlepoint, which is given by \( z^* \) such that \( g'(z^*) = 0 \). Fig. 2(a) shows that the exact distribution (15) agrees well with both numerical approaches. This result confirms weak disorder \( \delta J \ll 1 \) eliminates conservation laws but has no visible effect on the distributions of macroscopic observables.

**IV. DRIVEN SYSTEM**

Having established that the undriven system is ergodic, we now turn to the effect of periodic driving. Our basic expectations are as follows: at high frequencies, the driving ‘averages out’ and the dynamics are described by the Hamiltonian with no applied field \( H_0 \) of Eq. (4); at very low frequencies, the system relaxes to the instantaneous Hamiltonian. Here, we develop these expectations into quantitative descriptions of the two regimes, which we show to predict the behaviour of the system over a remarkably wide range of frequencies [32].
A. High frequency

Intuitively, the physics at high frequencies should be well approximated by the averaged Hamiltonian. This intuition is captured by the Floquet-Magnus expansion. This technique proceeds by assuming that a time-independent generator for the stroboscopic dynamics does exist, and then constructs it order-by-order in the driving period \cite{38}. The Floquet-Magnus expansion was originally devised for linear systems, and is expansively used for the description of periodically-driven quantum systems. It can, however, be adapted to classical Hamiltonian systems, whose dynamics are non-linear, by formally treating the Poisson bracket as a linear operator. That is, we write the equations of motion for a phase-space observable of the isolated system proper, \(O(S_1, \ldots, S_N)\), in the form

\[
\frac{d\hat{O}(t)}{dt} = \mathcal{L}_{H(t)}\hat{O}(t), \tag{16}
\]

where \(\mathcal{L}_{H(t)} = \{H(t), \cdot\}\) denotes the Liouville operator and

\[
H(t) = -\sum_{j=1}^{\ell-1} S_j^T J_j S_{j+1} + \sum_{j=1}^{\ell} B(t) \cdot S_j \tag{17}
\]

is the Hamiltonian of the driven system proper. If the Floquet theorem were to hold, the formal solution of Eq. (16) at \(t = n\tau\) would take the form

\[
\hat{O}(n\tau) = e^{n\tau \mathcal{L}_{H_F}}\hat{O}(0), \tag{18}
\]

where \(H_F\) would be the Floquet Hamiltonian. While such an object does not exist in general, it can still be perturbative constructed close to the infinite frequency limit \(\tau \to 0\), where \(H_F \to \frac{1}{\tau} \int_0^\tau dt H(t)\). To this end, we introduce the dimensionless time \(s = t/\tau\) and make the ansatz

\[
\hat{O}'(s) = \hat{O}(s\tau) = e^{s \mathcal{L}_{H_F}}\hat{O}(0), \tag{19}
\]

with \(0 \leq s \leq 1\) and the Magnus Hamiltonian

\[
K(s) = \sum_{n=0}^\infty \tau^n K^{(n)}(s). \tag{20}
\]

Upon inserting this ansatz into the equation of motion for \(\hat{O}'(s)\) and following the formal steps of the conventional Magnus expansion \cite{2}, \(K(s)\) can be determined order by order. Returning to original units then yields the effective Floquet Hamiltonian

\[
H_F = \frac{1}{\tau} K(t = \tau) = \sum_{n=0}^\infty H_F^{(n)}. \tag{21}
\]

where the first few terms are given by

\[
\begin{align*}
H_F^{(0)} &= \frac{1}{\tau} \int_0^\tau dt H(t), \\
H_F^{(1)} &= \frac{1}{2\tau} \int_0^\tau dt_1 \int_0^{t_1} dt_2 \{H(t_1), H(t_2)\}, \\
H_F^{(2)} &= \frac{1}{3\tau^2} \int_0^\tau dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \{H(t_1), \{H(t_2), H(t_3)\}\} \\
&+ \{H(t_2), \{H(t_3), H(t_1)\}\}. \tag{22}
\end{align*}
\]

This expansion can in general only be expected to be asymptotic \cite{39–41}, and one usually truncates the sum in Eq. (21) after the first few terms.

Evaluating the first two expressions explicitly, we find

\[
\begin{align*}
H_F^{(0)} &= -\sum_{j=1}^L S_j^T J_j S_{j+1}, \\
H_F^{(1)} &= -\frac{1}{\omega} \sum_{j=1}^L \left( \frac{1}{2} S_j^2 + \hat{y} \cdot (\Omega_j \times S_j) \right). \tag{23}
\end{align*}
\]

Noting that \(H_F^{(0)}\) is equal to the Hamiltonian of the initial ensemble Eq. (4), we must consider at least the first order in \(\tau\) of the Floquet-Magnus expansion to observe deviations from the initial state. In our previous work the corrections from \(H_F^{(1)}\) were observable and consistent with the true dynamics for \(\tau \lesssim 1\) \cite{32}. For clarity, we may write

\[
H_F^{(n)} = h_{SB}^{(n)} + h_{MB}^{(n)}. \tag{24}
\]

where \(h_{SB}^{(n)}\) accounts for single body terms, and \(h_{MB}^{(n)}\) accounts for many-body terms. Accordingly,

\[
\begin{align*}
h_{SB}^{(1)} &= -\frac{1}{2\omega} \sum_{j=1}^L \frac{1}{2} S_j^2, \\
h_{MB}^{(1)} &= -\frac{\hat{y}}{\omega} \sum_{j=1}^L \Omega_j \times S_j. \tag{25}
\end{align*}
\]

It is interesting to ask if including higher-order corrections from \(H_F^{(2)}\) improves the results of Ref. [32] further.
Calculating $H_{(2)}^{(2)} = h_{SB}^{(2)} + h_{MB}^{(2)}$ yields

$$h_{SB}^{(2)} = \frac{1}{2\omega^2} \sum_{j=1}^\ell S_j^x,$$

$$h_{MB}^{(2)} = \frac{1}{2\omega^2} \left\{ 2\hat{x} \cdot [\Omega_j \times (\Omega_j \times S_j)] + (J_{j-1} (\Omega_{j-1} \times S_{j-1}) + J_j (\Omega_{j+1} \times S_{j+1})) \times S_j \right\} + \frac{1}{2} \left\{ 3\Omega_j^x S_j^x + \Omega_j^y S_j^y - J_j^y S_j^x S_{j-1}^x + J_j^y S_{j}^x S_{j+1}^x - J_j^y S_{j}^x S_{j+1}^x - J_j^y S_{j-1}^x S_{j+1}^x \right\} \right.$$

The single-body terms $h_{SB}^{(n)}$ constitute the Floquet-Magnus expansion under the free Hamiltonian $H_{\text{free}} = \sum_{j=1}^\ell B(t) \cdot S_j$, a linear system for which the expansion may be resumed to yield the effective field of the rotating frame $B_{\text{rot}} = \hat{x} - \omega \hat{z}$ [42]. The many-body terms have more complex structure and become increasingly non-local at each subsequent order.

Assuming that the stroboscopic dynamics of the system proper is asymptotically equivalent to the autonomous dynamics of the associated Floquet system, we may define the $N$th order Floquet-Magnus ensemble by

$$P_F^{(N)} = \frac{1}{Z_F^{(N)}} \exp \left( -\beta \sum_{n=0}^N H_{F(n)}^{(n)} \right),$$

where $Z_F^{(N)}$ accounts for normalisation. As we expect absorption to be exponentially small in $\omega$ at high frequencies [43], we neglect heating and assume the temperature of the ensemble to be well approximated by that of the initial state defined by Eq. (4). As may be seen in Fig. 3, including additional terms in the Magnus ensemble beyond $N = 1$ produces only minimal improvement on the previously observed results at $\tau = 0.5$. We can thus conclude that the two lowest orders of the Floquet-Magnus expansion are indeed sufficient to describe the stroboscopic steady state of the system proper, even well away from the infinite-frequency limit.

**B. Low frequency**

1. **Leading order**

The results of the previous section show that the high-frequency regime can be fully described in a local picture focusing only on the system proper and treating the reservoir as a passive heat sink. To understand the low-frequency regime, we must adopt a global picture, where both system proper and reservoir are affected by the driving. This approach is motivated by the observation that the stroboscopic dynamics of the full system are nearly equivalent to the dynamics of an autonomous Floquet system for sufficiently small $\delta J$ but arbitrary $\omega$. Specifically, upon introducing the rotating-frame variables

$$\bar{S}_j = \begin{pmatrix} \cos(\omega t) & \sin(\omega t) & 0 \\ -\sin(\omega t) & \cos(\omega t) & 0 \\ 0 & 0 & 1 \end{pmatrix} S_j,$$

the equations of motion (3) may be recast as

$$\frac{d\bar{S}_j}{dt} = -\Omega_j \times \bar{S}_j + O(\delta J),$$

$$\Omega_j = - J_{j-1} \bar{S}_{j-1} + J_j \bar{S}_{j+1}$$

Thus, upon neglecting time-dependent terms of order $\delta J$, the dynamics in the rotating frame are generated by the time-independent Hamiltonian

$$\mathcal{H}_{\text{rot}} = - \sum_{j=1}^L \left\{ \bar{S}_j^\dagger J_j \bar{S}_{j+1} + \omega \bar{z} \cdot \bar{S}_j \right\} + \sum_{j=1}^\ell \hat{x} \cdot \bar{S}_j,$$

where $\mathcal{J}_j = \text{diag} \left\{ \frac{1}{2} (J_j^x + J_j^y), \frac{1}{2} (J_j^z + J_j^y), J_j^z \right\}$.

This result shows that the observable $\mathcal{H}_{\text{rot}}$, which plays the rôle of a global Floquet Hamiltonian, is nearly conserved in the rotating frame. At the same time $\mathcal{H}_{\text{rot}}$ is a sum of local densities. Hence, by usual arguments of statistical mechanics, the entire system should relax to an ensemble of the form

$$\mathcal{P}_{\text{rot}} = e^{-\beta_{\text{rot}} \mathcal{H}_{\text{rot}} / Z_{\text{rot}}},$$

Note that formally, the system should be described by a microcanonical ensemble. However, for all local observables the canonical ensemble above should provide an equivalent description up to finite size effects.

The effective inverse temperature $\beta_{\text{rot}}$ may now be determined from the fact that $\mathcal{H}_{\text{rot}}$ is an almost conserved quantity: assuming that the system has fully relaxed to the ensemble described by Eq. (31), and that persistent heating has only minor effects, the mean value of $\mathcal{H}_{\text{rot}}$ in the initial state $\mathcal{P}_0$ of Eq. (4) should be nearly identical to its mean value in the steady state of Eq. (31). That is, the equation

$$\int d\mathbf{S}_1 \cdots d\mathbf{S}_L \mathcal{H}_{\text{rot}} \mathcal{P}_0 = \int d\mathbf{S}_1 \cdots d\mathbf{S}_L \mathcal{H}_{\text{rot}} \mathcal{P}_{\text{rot}}.$$
where \(Z_{\text{rot}}\) is a normalisation and now the rotating frame Hamiltonian is, up to \(\delta J\) corrections and boundary effects,

\[
H_{\text{rot}} = -\sum_{\ell=1}^{\ell-1} \tilde{S}_{\ell}^z \tilde{J}_{\ell} \tilde{S}_{\ell+1}^z + \sum_{j=1}^{\ell} (\tilde{x} - \omega \tilde{z}) \cdot \tilde{S}_j.
\]  

As reported in Ref. [32], the ensemble of Eq. (33) still reproduces the dynamical distributions accurately if \(\beta_{\text{stat}}\) is replaced with some \(\beta_{\text{rot}} = \beta_{\text{stat}}^* < \beta_{\text{stat}}\), which can be found by fitting only the first mean energy density of the system proper. These discrepancies highlight the limitations of the assumptions made in writing down Eq. (32), which we explore further in Sec. V.

2. Higher order corrections

We have so far discarded corrections in \(\delta J\), assuming their effects are perturbatively small, but did not yet justify this simplification. In the case of high-frequency driving, the Magnus expansion provides a controlled scheme where corrections are asymptotically small in \(\tau\). This technique can still be applied in the low-frequency regime to obtain systematic corrections to the leading-order picture discussed above. To this end, we observe that the full equations of motion, retaining corrections neglected in Eq. (29), in the rotating frame are given by

\[
\frac{d\tilde{S}_j}{dt} = -\left(\tilde{J}_{j-1}^z \tilde{S}_{j-1}^z + \tilde{J}_j^z \tilde{S}_{j+1}^z + \sum_{\ell=1}^{\ell-1} (\tilde{x} - \omega \tilde{z}) \cdot \tilde{S}_j\right)
\]

\[
- (\delta J_{j-1} (t) \tilde{S}_{j-1}^z + \delta J_j (t) \tilde{S}_{j+1}^z + \sum_{\ell=1}^{\ell-1} (\tilde{x} - \omega \tilde{z}) \cdot \tilde{S}_j),
\]

where

\[
\tilde{J}_j = \frac{1}{2} \begin{pmatrix} J_x^\ell + J_y^\ell & 0 \\ 0 & J_x^\ell + J_y^\ell \end{pmatrix},
\]

\[
\delta J_j (t) = \frac{\Delta J_j}{2} \begin{pmatrix} -\cos(2\omega t) & \sin(2\omega t) \\ \sin(2\omega t) & \cos(2\omega t) \end{pmatrix},
\]

\[
\Delta J_j = J_y^\ell - J_x^\ell.
\]

These equations of motion are generated by the Hamiltonian

\[
\mathcal{H}_{\text{rot}} (t) = -\sum_{j=1}^{\ell} \left[ \tilde{S}_j^z \left( \tilde{J}_j + \delta J_j (t) \tilde{S}_{j+1}^z + \omega \tilde{z} \cdot \tilde{S}_j \right) \right]
\]

\[
+ \sum_{j=1}^{\ell} \tilde{x} \cdot \tilde{S}_j.
\]

We see that time-dependent corrections are formally of order \(\delta J\). Whilst we are not in the high-frequency regime, we nonetheless have an energy scale parametrically smaller than the driving frequency \(\omega \gg \delta J\). Thus,
over the course of one cycle of the drive, we can average over the dynamics induced by the oscillating contributions proportional to $\delta J$. That is, we may employ the Floquet-Magnus expansion in the rotating frame, which will generate an asymptotic series in powers of $\delta J/\omega$.

After some algebra, we find the first order global Floquet Hamiltonian in the rotating frame,

$$H^{(1)}_{\text{rot}} = \frac{1}{16\omega} \sum_{j=1}^{L} \left\{ \Delta J_{j} \Delta J_{j} \left( \sigma^{+} \tilde{S}_{j} \right) \cdot \left( \sigma^{+} \tilde{S}_{j} \right) \times \tilde{S}_{j+1} + \Delta J_{j-1} \Delta J_{j-1} \left( \sigma^{+} \tilde{S}_{j} \right) \cdot \left( \sigma^{+} \tilde{S}_{j} \right) \times \tilde{S}_{j-1} + \Delta J_{j-1} \Delta J_{j} \tilde{S}_{j} \left( \sigma^{+} \tilde{S}_{j+1} \right) \times \left( \sigma^{+} \tilde{S}_{j-1} \right) - \left( \sigma^{+} \tilde{S}_{j+1} \right) \times \left( \sigma^{+} \tilde{S}_{j-1} \right) \right\},$$

where we have introduced the matrices

$$\sigma^{+} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \sigma^{x} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$

It is natural to ask whether we can distinguish these corrections coming from $H^{(1)}_{\text{rot}}$ at the level of non-equilibrium ensembles. Upon recalling that $\Delta J_{j} \sim \delta J$, one would expect the expansion to have a leading contribution with a pre-factor $\delta J/\omega$, which we would expect to be distinguishable in distributions of observables. For the specific drive considered, however, we see from Eq. (38) that these corrections vanish and the leading terms are in fact of order $(\delta J)^2/\omega$. Hence, for any practically relevant frequency regime, higher-order corrections may be safely neglected.

V. NATURE AND RÔLE OF THE RESERVOIR

Here we expand on the rôle that the reservoir plays in stabilising the stroboscopic non-equilibrium steady states constructed in Section IV. We first demonstrate how finite disorder rapidly causes runaway heating in the bare driven system away from high frequencies. Coupling a reservoir establishes a channel for heat transport away from the driven sites. Thus, at high frequencies, residual heating is compensated by dissipation with the reservoir acting as a nearly reversible heat sink.

At low frequencies, however, the state of the reservoir is altered on a macroscopic scale, while the spins of the system proper synchronise with the drive. This effect suppresses the net heat uptake of the entire spin chain and stabilises a non-trivial steady state of the system proper at low and intermediate frequencies. To corroborate this picture, we evaluate spatially resolved observables and explore the inhomogeneous distribution of magnetisation within the reservoir. Finally, we comment on the non-Markovian nature of the reservoir in the low-frequency regime, and implications for modelling the dynamics of the system proper via dissipative equations of motion.

A. Closed system

To understand how the reservoir modifies the dynamics, we calculate the mean energy absorption of the driven
system proper with and without a reservoir. The results of this analysis, which are shown in Fig. 5, suggest that the high-frequency regime is ‘universal’ in that the leading-order Magnus physics is insensitive to both weak disorder $\delta J$ and the presence of a reservoir. This behaviour can be intuitively understood from the structure of the Floquet-Magnus expansion discussed in Sec. IV. To this end, we may divide the Hamiltonian of the entire spin chain into a system-proper and a reservoir contribution

$$\mathcal{H}(t) = H^S(t) + H^R,$$

$$H^S(t) = -\sum_{j=1}^{\ell-1} S_j J_j S_{j+1} + \sum_{j=1}^{\ell} \mathbf{B}(t) \cdot \mathbf{S}_j,$$

$$H^R = -\sum_{j=\ell}^{L} S_j J_j S_{j+1}. \tag{40}$$

The two lowest-order terms of the Floquet-Magnus expansion are then given by

$$H_F^{(0)} = \frac{1}{\tau} \int_0^\tau dt \mathcal{H}(t) = \mathcal{H}_0,$$

$$H_F^{(1)} = h_F^{(1), \text{loc}} + h_F^{(1), \text{int}},$$

$$h_F^{(1), \text{loc}} = \frac{1}{2\tau} \int_0^\tau dt_1 \int_0^{t_1} dt_2 \{ H^S(t_1), H^S(t_2) \},$$

$$h_F^{(1), \text{int}} = \frac{1}{2\tau} \int_0^\tau dt_1 \int_0^{t_1} dt_2 \left( \{ H^R, H^S(t_2) \} + \{ H^S(t_1), H^R \} \right). \tag{41}$$

Here, $h_F^{(1), \text{loc}}$ depends solely on degrees of freedom of the system proper. Furthermore, since only nearest-neighbour spins interact, $h_F^{(1), \text{int}}$ depends only on the spins adjacent to the boundary of the system proper. By extension, since the $N$th-order correction $H_F^{(N)}$ involves $N$ nested Poisson brackets, any modification of the reservoir Hamiltonian a distance $M$ away from the system proper is suppressed by a factor of $\tau^M$. As a result, the reservoir is only significantly affected by the driving in close vicinity to the system proper at sufficiently high frequencies. The small tails visible in Fig. 1 arise from such corrections. Consequently, we can expect net energy absorption to be small and a local picture to be sufficient for the description of the system proper in the high-frequency regime.

In the low-frequency regime, the Floquet-Magnus expansion is applicable only in the rotating frame, where a virtual magnetic field proportional to $\omega$ acts on the entire reservoir, see Sec. IV B. Therefore, the driving eventually affects spins arbitrarily far from the system proper, thus inducing a large-scale redistribution of energy, which explains the qualitative difference between the behaviour of the closed and the open system seen at low frequencies in Fig. 5. While the closed system rapidly approaches a trivial infinite-temperature state with increasing strength of the disorder $\delta J$, long-range energy transfer to the reservoir enables the stabilisation of a synchronised steady state, whose mean energy may even fall below its initial value in the open system. The lifetime of this steady state can be expected to scale with the size of the reservoir as it is limited by the heat capacity of the entire spin chain rather than the system proper.

### B. Synchronisation

The relationship between heating and synchronisation can be described intuitively by examining the continuous-time dynamics of the driven spin chain. To this end, we first note that the total energy absorption over the time $t$ can be expressed as

$$L [\epsilon(t) - \epsilon_{\text{initial}}] = \int_0^t ds \left( \frac{d}{ds} \mathcal{H}(s) \right)_0 = \int_0^t ds \mathbf{B}(t) \cdot \langle \mathbf{m} \rangle_0, \tag{42}$$

where $\langle \cdots \rangle_0$ denotes the average over initial states, the magnetisation $\mathbf{m}$ of the system proper is defined according to Eq. (10), and $\epsilon$ is the energy density of the entire system. Hence, the total energy absorption vanishes if $\langle \mathbf{m}(s) \rangle_0 \propto \mathbf{B}(s)$ for all times. Fig. 7 shows that, after a transient phase of about 100-200 cycles, the open system, indeed enters a state where this synchronisation condition is nearly met and the rate of energy absorption is minimal. We note that the remaining deviations, which cause residual heating in the slow-driving regimes, cannot be explained by a constant phase lag.

By contrast, no synchronisation takes place in the closed system as shown in Fig. 6; instead the deviations from the synchronisation condition are homogeneous on a scale $t \sim 11\tau$. This timescale comes from the beating frequency $\sqrt{1 + \omega^2 - \omega}$ of the exact solution for the closed system magnetisation in the clean limit $\delta J = 0$. At the same time, these deviations are of the same order of magnitude as in the synchronised state of the open system, containing a statistical contribution from finite sampling of the initial conditions as well as deviations induced by finite $\delta J$.

To understand these observations, we may again invoke the rotating-frame picture of Sec. IV B, where the Hamiltonian of the entire system is given by Eq. (37) and the system proper is subject to the effective magnetic field $\mathbf{B}_{\text{eff}} = \mathbf{x} - \omega \mathbf{z}$. The magnetisation of the system proper parallel to $\mathbf{B}_{\text{eff}}$ is conserved up to corrections of order $\delta J$, and therefore does not change significantly on relevant time scales. This almost-conservation law is broken once the system proper is coupled to the reservoir. As a result, a persistent magnetisation builds up in the $x$-direction as the entire system relaxes to the effective Gibbs ensemble (31). In the lab frame, this process corresponds to the synchronisation observed in Fig. 7. It thus also becomes
For the dynamical distributions, due to the symmetric structure of the Hamiltonian, energy density $e = 0$ corresponds to the ‘infinite temperature’ ensemble. In both plots, the strength of the disorder $\delta J$ increases from bottom to top, which leads to an increasingly steep rise in energy absorption around $\tau \approx 1$. The initial energy density has been chosen as $e_{\text{initial}} = -0.66$, and curves are averages over $N = 8000$ trajectories at $t = 1000\tau$. 

It is clear that the deviations from the synchronisation condition that persist in both the closed and the synchronised open system should be attributed to the disorder in the coupling constants, which renders the rotating-frame Hamiltonian a non-conserved quantity, regardless of the presence of the reservoir. Finally, since the open system is able to redistribute energy into the reservoir, its effective heating rate, incurred by the residual energy absorption due to imperfect synchronisation, is strongly suppressed compared to the closed system.
Our understanding of the low-frequency regime rests on the assumption that in the rotating frame the system relaxes to the global Gibbs state of Eq. (31) on a timescale that is well separated from the heating timescale determined by $\delta J$. Given the form of the $z$-field present in the Hamiltonian of Eq. (30), one might expect that this relaxation happens uniformly throughout the reservoir. As a matter of causality, however, the reservoir spins far away from the driven sites cannot be instantly affected by the driving. In fact, the interaction strength sets the scale for a finite group velocity $v \sim J = 1$, and any correlation function involving solely degrees of freedom separated by a distance $r$ cannot distinguish between the driven and undriven systems outside of the light-cone $r > vt$. Hence, the rearrangement of local degrees of freedom and the large-scale spread of correlations must occur on different timescales.

To uncover the inhomogeneous nature of the relaxation process explicitly, we calculate the spatial profiles of the local observables $S_j^x$ and $S_j^z$. These data, plotted in Figs. 1 and 8, show that for low-frequency driving the $x$- and $z$-magnetisations of the system proper have settled to the flat profiles predicted by the local Gibbs state of Eq. (33) after around 1000 cycles. At this time, the $z$-magnetisation profile of the reservoir is neither homogeneous nor stationary.

To understand the mechanism of the subsequent global relaxation process, we may observe that the $z$-magnetisation is a locally conserved quantity everywhere in the bulk of the reservoir, up to corrections of order $\delta J$. The breaking of this conservation law at the boundary of the reservoir, where the system proper generates an oscillating magnetic field perpendicular to $\hat{z}$, leads to gradual build-up of the $z$-magnetisation profile. This profile spreads, presumably diffusively, into the reservoir and eventually becomes flat when the system has fully relaxed to the global Gibbs state of Eq. (31). At the same time, deviations from synchronisation in the system proper cause small heat currents to flow into the reservoir and elevate its overall energy density on the heating timescale set by $\delta J$.

We may now return to the question of how to determine the effective inverse temperature $\beta_{rot}$ for the rotating-frame ensemble encountered in Sec. IV B. According to statistical mechanics, this parameter should be fixed by energy conservation, as indicated by Eq. (32). However, this approach assumes that the system has fully relaxed to the global Gibbs state (31), which, as shown by Figs. 1 and 8, is clearly not the case for the evolution times considered in Fig. 4. It is therefore surprising that $\beta_{rot}$ as determined by Eq. (32) yields excellent agreement between ensemble and dynamical distributions at very low frequencies [32]. A posteriori, this result may be attributed to the fact that the virtual magnetic field on the reservoir, and thus the amplitude of the emerging magnetisation profile are small for $\omega \ll 1$. Thus the initial state of the reservoir does not deviate substantially from its rotating-frame Gibbs state. Away from ultra-low frequencies, agreement between ensemble and dynamical distributions may still be achieved by fitting $\beta_{rot}$ to the mean energy of the system proper, as we have shown in Sec. IV B. This observation suggests that the reservoir locally reaches an effective equilibrium state at its boundary with the system proper on a much smaller timescale than that of the global relaxation process.

This reasoning implies an implicit relationship between the energy density of the system proper $\epsilon$, and that of the entire system $\epsilon$, which can be probed quantitatively.
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Fig. 4 where t = 1000τ.

D. Non-Markovianity

Throughout this paper, we have described the reser-
voir by explicitly simulating its full microscopic dynam-
ics. We have, however, not yet considered the option of
accounting for the reservoir by modifying only the equa-
tions of of the system proper, which might drastically re-
duce the computational cost of numerical simulations. A
full analysis of this approach would go beyond the scope
of this work. On the basis of our results we can, however,

FIG. 9. Implicit relationship between the energy density of the total system ε and the system proper only ε. The green curve
is produced by sweeping βrot and evaluating the energy density of both system proper and total system from the ensemble of
Eq. (31). The purple data is an average of N = 8000 dynamical evolutions with ℓ = 40, L = 4000, δJ = 10⁻³, εinitial = −0.66. The number of cycles elapsed are indicated by arrows.

FIG. 8. Spatially resolved profiles for S_j^i and S_j^\beta in the slow-driving regime τ = 10 for ℓ = 40, L = 2000, δJ = 10⁻³, εinitial = −0.66. Shown are the dynamical results, averaged over N = 8000 trajectories, for various t, compared with the
rotating-frame ensemble P_{rot} of Eq. (31) averaged over M = 32000 MC samples. Boundaries of the system proper are
indicated by vertical dashed lines.
identify some of its immediate limitations.

The simplest way to construct the dissipative dynamics of the system proper would, arguably, be to replace the equations of motion for the edge spins with the Langevin equation [44, 45]

\[
\frac{dS_j}{dt} = -\Omega_j \times S_j - \gamma_j S_j \times (S_j \times \Omega_j) + h_j(t) \times S_j, \quad j = 1, \ell,
\]

and for the remaining sites \(j = 2, \ldots, \ell - 1\) the equations of motion Eq. (3) remain unchanged. Here, \(h_j(t)\) represents a delta-correlated noise vector \(\langle h_{j,\alpha}(t)h_{j,\beta}(t') \rangle = \mu_s \delta_{j,j'} \delta(t - t')\), \(\mu_s\) is the noise strength, and \(\gamma_j\) is a damping constant. To mimic a thermal reservoir at inverse temperature \(\beta\), these quantities must obey the fluctuation-dissipation relation \(2\gamma_s = \mu_s \beta\). If the effective magnetic field \(\Omega_j\) is time independent, the system proper then relaxes to the Gibbs state (4).

One might now include the driving by adding the on-site magnetic field \(B(t)\) to the effective field \(\Omega_j\). However, our results show that this modification would validate the basic assumptions underpinning the Langevin equation (43). Specifically, the Markovian limit i.e. delta-correlated noise, is realised only if the reservoir constantly remains in its initial equilibrium state and its correlation functions decay fast on the observational timescale. As seen in Figs. 1 and 8, however, the full dynamical simulation suggests that, even for \(L \to \infty\), an ever-growing region of the reservoir departs from its initial state while correlations with the system proper build up continuously. One should therefore not expect a simple Langevin model with additively incorporated driving to reproduce the dynamics of the system proper accurately, as least beyond the limit of ultra-low frequencies, which is characterised by relaxation to an instantaneous Gibbs state.

In fact, our results show that any attempt to describe the system-proper dynamics at intermediate frequencies by means of dissipative equations of motion would have to give up on the assumption of Markovianity. Whether or not it is still possible to derive accurate and tractable non-Markovian time-evolution equations, e.g. by using Nakajima-Zwanzig projection-operator techniques, remains as an important subject for future research [46–48].

VI. PERSPECTIVES

The central aim of this paper was to shed new light on the physics of classical many-body systems that are subject to periodic driving while being coupled to a large thermal reservoir. To make progress in this direction, we have modelled both the driven system and the reservoir as spin chains with nearest-neighbour interactions and weak disorder. Since the full Hamiltonian dynamics of this setup can be simulated exactly at moderate numerical cost, we were able to avoid the use of dissipative equations of motion that account for the reservoir in a phenomenological or approximate way. While some of our more quantitative results may be contingent on the specific setting we have considered, we expect our main insights to be representative for a broader class of systems.

In particular, a high-frequency regime, where energy absorption is strongly suppressed and the stroboscopic dynamics of the driven system is governed by its averaged Hamiltonian, plus leading corrections obtained from the classical Floquet-Magnus expansion, should generically exist. Our results corroborate the natural expectation that, in this regime, the reservoir acts, up to small perturbations at its boundary with the driven system, as a nearly reversible heat sink balancing residual energy uptake from the drive. Perhaps more surprisingly, we found that this behaviour changes quite abruptly as the driving frequency decreases below some threshold value, which is determined by the typical energy scale of the system and, to a lesser degree, by the strength of the disorder, see Fig. 5. The system then enters a crossover regime, which is characterised by a sharp increase in energy absorption and covers only a small range of frequencies. Understanding the microscopic mechanism of this crossover as well as its putative dependence on the dimensionality of the system, the nature of the drive and the range of interactions, provides an intriguing and presumably challenging subject for future research.

Upon further reducing the driving frequency, the system eventually enters a low-frequency regime, which connects smoothly to the, most likely universal, quasi-static limit, where the driven degrees of freedom are constantly described by an instantaneous equilibrium state. This regime is characterised by rapid synchronisation between the driven system and the applied field and, away from the quasi-static limit, a gradual rearrangement of reservoir degrees of freedom over long distances, which is accompanied by the steady build-up of long-range correlations. Here, we were able to show that this behaviour may in fact extend over a large range of frequencies, which is limited from above only by the crossover to the high-frequency regime. This analysis, however, crucially relies on the existence of a rotating reference frame, where the Hamiltonian of the entire system is nearly time independent, thus providing a stroboscopically conserved quantity. Whether or not almost conserved quantities, which prevent the system from approaching an infinite-temperature state on a practically long time scale exist for more general systems and driving protocols, remains an open question. It is, however, plausible to expect that such quantities may be constructed at least perturbatively from the quasi-static limit, where the instantaneous Hamiltonian serves as an adiabatic invariant. It would then be interesting to explore whether a qualitatively new type of behaviour emerges between the low-frequency regime and the crossover to the high-frequency regime and how it can be characterised.
Finally, our work opens an interesting perspective in the area of open dynamical systems. As we have briefly discussed at the end of Sec. V, the conventional Langevin-approach to classical open-system dynamics is limited by the assumption of a nearly invariant reservoir with fast decaying correlations on the observational time scales. However, for the systems we have analysed here, this condition can be met only near the quasi-static limit, and perhaps in the high-frequency regime upon replacing the system Hamiltonian with a suitably truncated Floquet-Magnus Hamiltonian; in the latter case, it may be possible to develop a classical framework similar to the stochastic-wave-function method in Floquet representation, which provides a dynamical description for open quantum systems subject to rapidly oscillating driving fields [49]. For intermediate frequencies, however, our results strongly suggest that non-Markovian equations of motion will have to be adopted to describe the dynamics of periodically driven open systems, presumably in both the classical and the quantum case. Finding systematic ways to derive and analyse these equations will require further research. Our present work provides both a starting point for such investigations and a valuable benchmark for their results.
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