Dynamics of large deviations in the hydrodynamic limit: non-interacting systems
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We study the dynamics of the statistics of the energy transferred across a point along a quantum chain which is prepared in the inhomogeneous initial state obtained by joining two identical semi-infinite parts thermalized at two different temperatures. In particular, we consider the transverse field Ising and harmonic chains as prototypical models of non-interacting fermionic and bosonic excitations, respectively. Within the so-called hydrodynamic limit of large space-time scales we first discuss the mean values of the energy density and current, and then, aiming at the statistics of fluctuations, we calculate exactly the scaled cumulant generating function of the transferred energy. From the latter, the evolution of the associated large deviation function is obtained. A natural interpretation of our results is provided in terms of a semi-classical picture of quasi-particles moving ballistically along classical trajectories. Similarities and differences between the transferred energy scaled cumulant and the large deviation functions in the cases of non-interacting fermions and bosons are discussed.

I. Introduction

Experimental progresses in the physics of cold atoms (see, e.g., Refs. [1–3]) have turned the theoretical study of the non-equilibrium unitary dynamics of one-dimensional quantum statistical systems into a very active area of research (see, for instance Refs. [4–8], for some reviews). A paradigmatic protocol for investigating non-equilibrium dynamics is the so-called homogeneous quantum quench [9–14] consisting in an instantaneous change of the value of a global parameter of the Hamiltonian governing the time evolution of the system. Despite the dynamics of the whole system remains unitary at all times, local observables are known to relax towards stationary values expressed, for integrable models, as an average over a generalized Gibbs ensemble (GGE), [15] including local (and quasi-local) conserved quantities. Among the relevant phenomena occurring out of equilibrium, transport is usually studied theoretically and experimentally in stationary states of open mesoscopic systems (see, e.g., Refs. [16–21]) and, in fact, it is now possible to measure the heat current flowing between two leads kept at different temperatures [22, 23].

In order to study transport phenomena in isolated systems, it is more convenient to adopt the so-called partitioning protocol [24–26], whereby an homogeneous (i.e., translationally invariant in space) and stationary (translationally invariant in time) non-equilibrium steady state (NESS) is generated by gluing together at time $t = 0$ two identical systems initially at thermal equilibrium at two different inverse temperatures $\beta_L$ and $\beta_R$. The resulting initial state is thus described by a density matrix $\rho_0$ which is inhomogeneous because of the two different temperatures, while the subsequent dynamics is determined by a translationally invariant Hamiltonian: accordingly, this protocol is referred to as inhomogeneous quench. Several aspects of the ensuing dynamics have been investigated in the literature. In particular, in one-dimensional quantum critical systems described by conformal field theory (CFT), the presence of independent right- and left- moving excitations renders the thermal transport ballistic and a universal expression for the energy current in the NESS has been derived [26–28]. Also in non-interacting models, quasi-particles excitations propagate independently without scattering and therefore the picture described by CFT carries over to these cases. This leads to a number of exact predictions concerning not only the NESS, [29–32] but also, more generally, the so-called hydrodynamic, space-time or semi-classical limit within which the space coordinate $x$ along the chain and the time $t$ are both assumed to be large with fixed ratio $v = x/t$ [33–44]. Remarkably, this analysis has been extended to interacting integrable models within the so-called generalized hydrodynamic theory (GHD), [45, 46] (see Ref. [47] for a review). GHD is an integrability-Bethe ansatz based method to study the time evolution in the presence of spatial inhomogeneities. For the inhomogeneous initial state generated by the partitioning protocol introduced above, in particular, several exact results have been by now obtained for the dynamics of the mean values of charge densities and of the corresponding currents, for correlation functions, and entanglement entropy [48–58].

Going beyond mean values, the full probability density function of the total energy $\Delta e(x, t)$ transferred across a point $x$ of the system up to time $t$ after the quench is of great physical relevance, as it encodes all the information about fluctuations of this quantity. Since in non-interacting models quasi-particles propagate ballistically, the transferred energy is expected to depend exponentially on time $t$ and it is therefore convenient to focus on the associated intensive variable $J_E = \Delta e(x, t)/t$. The framework of large deviation theory [59] then provides the asymptotic behavior at large times $t$ of the PDF of the scaled transferred energy as $p(J_E) \sim \exp[-tI(J_E)]$, where $I(J_E)$ is the so-called large deviation or rate function, which is non-negative and has a unique zero at the mean value $\langle J_E \rangle$, implying that the PDF at large times concentrates around the mean value with fluctuations exponentially suppressed as $t$ increases. The func-
tion \(I(J_E)\) can be calculated from the knowledge of the associated scaled cumulant generating function (SCGF), which is equivalent, in the terminology used for quantum transport, to the knowledge of the full counting statistics (FCS).

Despite many investigations of the probability density function of various observables not related to transport, such as transverse and longitudinal magnetization in spin chains [60–66], particle number in the one-dimensional Bose gas [67–72], and work statistics [73–81], very few predictions exist for the scaled cumulant generating function of the transferred energy in inhomogeneous quenches. In particular, for one-dimensional critical systems a universal expression for the SCGF of the energy current in the NESS arising from the partitioning protocol has been obtained in Refs. [26–28] via CFT. For free fermionic theories in one dimension, an analytic expression for the FCS in the steady-state has been originally determined by Levitov and Lesovik in Refs. [82–84] and later re-derived for both lattice and field theory models which can be mapped to free fermions [30, 85–89]. As far as transport of bosons is concerned, instead, an expression for the NESS heat current and FCS has been obtained for the free Klein-Gordon field theory in arbitrary spatial dimension [32] and for a one-dimensional system of harmonic oscillators on the lattice in contact with two heat baths at different temperatures [90]. The expression for the FCS can be considered as the equivalent of the Levitov-Lesovik formula for the free bosonic case. Importantly, going beyond free models, in Refs. [91, 92], the expression of the FCS of the transferred energy in homogeneous and stationary GGEs, including the NESS which develops at long times in the partitioning protocol analyzed here, has been derived for one-dimensional interacting integrable systems by using the generalized hydrodynamics mentioned above.

So far, however, the SCGF of the transferred energy \(\Delta \varepsilon(x,t)\) has been determined only for homogeneous and stationary states like the NESS, as mentioned above. In particular, the dynamics of the cumulant generating function for inhomogeneous initial states like \(\rho_0\) in the hydrodynamic limit of large space-time scales with fixed \(v = x/t\) has never been addressed, neither for non-interacting nor for interacting but possibly integrable models. In this work we aim at filling this gap, starting from the simplest case, i.e., from the calculation in the hydrodynamic limit of the FCS in free fermionic and bosonic theories. Specifically, we will focus on the transverse field Ising chain (TFIC) realizing the former, and, on the harmonic oscillators chain, realizing the latter. In both cases we derive the analytical expression for the space-time scaling limit of the SCGF as a function of \(v\), providing a simple semi-classical interpretation of the obtained results in terms of quasi-particles moving along classical trajectories. By taking the Legendre-Fenchel transform [59] of the SCGF, the space-time scaling dynamics of the large deviation function \(I(J_E, v)\) as a function of \(v\) is derived and discussed. By comparing the fermionic and the bosonic large deviation functions it emerges that the quasi-particles statistics, which weakly affects the profile of the mean energy current, deeply influences the energy current fluctuations. In particular, the large deviation function \(I(J_E, v)\), independently of the value of \(v\), turns out to have support on a finite interval of energy currents \(J_E\) for the TFIC model, while this support extends to all real values of the current for the harmonic chain.

The rest of the presentation is organized as follows: In Sec. II we briefly report the main formulas entering in the exact solution of the TFIC, presented in Subsec. II A, and of the chain of harmonic oscillators, in Subsec. II B. In Sec. III we summarize known results concerning the mean energy current profile in the space-time scaling limit for the TFIC, Subsec. III A, while we first derive the prediction for the same quantities in the harmonic chain, in Subsec. III B. In Sec. IV, the hydrodynamic limit of the SCGF is first defined and then we recall known facts concerning the long-time limit of this function, i.e., in the NESS. Subsection IV A presents the main result regarding the FCS in the space-time scaling limit and the corresponding derivation. In Subsec. IV B we discuss a semi-classical picture for calculating the same function, in agreement with the previous section. In Subsecs. IV C and IV D we specialize the general expression of Sec. IV A to the fermionic and bosonic cases, respectively, and we determine the Legendre-Fenchel transform of the SCGF, discussing the resulting large deviation function \(I(J_E, v)\) for both cases. Finally, we summarize our findings in Sec. V, while the technical aspects of the various calculations of the work are presented in the appendices.

II. Non-interacting models and their exact solutions

The initial density matrix \(\rho_0\) of the partitioning protocol [24–26] is given by

\[
\rho_0 = e^{-\beta_r H_r} \otimes e^{-\beta_l H_l}/Z,
\]

where \(H_r\) and \(H_l\) are the Hamiltonians corresponding to the two parts of the system (e.g., two complementary but otherwise identical semi-infinite chains) initially at thermal equilibrium at the inverse temperatures \(\beta_r\) and \(\beta_l\), respectively, while \(Z\) is the associated partition function. In Subsection II A we take for \(H_{r,l}\) the transverse field Ising Hamiltonian, which corresponds to fermionic quasi-particle excitations, while in Subsection II B the harmonic chain Hamiltonian is considered, which is described by bosonic quasi-particle excitations.

A. The quantum Ising chain in a transverse field

As anticipated above, in the partitioning protocol, two originally disconnected identical chains of length \(N\) are joined at the initial time \(t = 0\). The right \((r)\) and left \((l)\)
Hamiltonians before the quench are, respectively,

\[
H_r = -\frac{J}{2} \sum_{n=1}^{N-1} \sigma^x_n \sigma^x_{n+1} + h \sum_{n=1}^{N} \sigma^z_n, \tag{2a}
\]
\[
H_l = -\frac{J}{2} \sum_{n=1}^{N-1} \sigma^x_n \sigma^x_{n+1} + h \sum_{n=0}^{N-1} \sigma^z_n, \tag{2b}
\]

with \( H_0 = H_r + H_l \) being the pre-quench Hamiltonian, \( \sigma^x_{n,y,z} \) are the usual spin 1/2 Pauli matrices at lattice site \( n \), while \( J \) and \( h \) are the microscopic parameters of the model, i.e., the strength of the ferromagnetic interaction and the transverse field, respectively. The right chain is defined on the lattice sites labeled by \{1, 2, \ldots, \( N \)\}, while the left one on the sites \{-\( N \)+1, -\( N \)+2, \ldots, 0\}. Open boundary conditions are assumed for both chains. With a Jordan-Wigner transformation (see, e.g., Ref. [93]) one writes the Hamiltonians \( H_{r,l} \) in terms of the Jordan-Wigner lattice fermionic operators \( e_n \) at site \( n \)

\[
c_n = \left( e^{i\pi \sum_{m=1}^{n-1} \sigma^+_m \sigma^-_m} \right) \sigma^+_n = \left( \prod_{m=1}^{n-1} \sigma^+_m \right) \sigma^+_n, \tag{3}
\]

where \( \sigma^+_m = (\sigma^x_m + i\sigma^y_m)/2 \) are the spin raising and lowering operators. The model can then be mapped into one of free fermions by introducing fermionic mode operators \( \Phi_{r,l}(k) \) via a Bogoliubov rotation, with notation analogous to the one used in Ref. [42] (see also Appendix A for additional details). In the thermodynamic limit, the Hamiltonian eventually reads:

\[
H_{r,l} = \int_0^{\pi} dk \, \varepsilon(k) \Phi_{r,l}(k)^\dagger \Phi_{r,l}(k), \tag{4}
\]

with the single-particle energy spectrum

\[
\varepsilon(k) = J \sqrt{h^2 - 2h \cos k + 1}. \tag{5}
\]

At time \( t = 0 \) the two chains are instantaneously joined in order to form a unique, homogeneous chain with Hamiltonian:

\[
H = H_0 + \delta H = H_0 - \frac{J}{2} \sigma^0_r \sigma^0_l \tag{6}
\]

with \( \delta H \) representing the local interaction determined by the junction of the left and right chains through their closest end points at \( n = 0 \) and \( n = 1 \), respectively. After the quench \( H_0 \rightarrow H \), since there is no impurity and the two half-chains are equal, the Hamiltonian becomes translationally invariant, i.e., \([H, P_{tr}] = 0\), where \( P_{tr} \) is the translation operator

\[
\sigma^a_{n-1} = P_{tr} \sigma^a_n P_{tr}, \quad \text{with} \quad \alpha = x, y, z. \tag{7}
\]

It is then possible to introduce two fermionic operators \( \Psi_{R,L}(k) \), satisfying fermionic canonical anticommutation relations \([\Psi_{R,L}(k), \Psi_{R,L}(k')^\dagger]_+ = \delta(k-k')\), for each value of the wavevector \( k \) corresponding to right- and left-moving fermionic quasi-particles excitations, respectively, which acquire opposite phases under the action of the translation operator, i.e.,

\[
P_{tr}^n \Psi_{R,L}(k) P_{tr} = e^{\pm ik} \Psi_{R,L}(k). \tag{8}
\]

For the sake of completeness we report here the definition of \( \Psi_{R,L}(k) \) in terms of the Jordan-Wigner fermions of Eq. (3), following the notation of Ref. [42]:

\[
\Psi_{R,L}(k) = \sum_{n=-\infty}^{+\infty} [c_n \omega^R_{n,k} + c^+_n \xi^R_{n,k}] \tag{9}
\]

where

\[
\omega^R_{n,k} = \frac{1}{2} \frac{1}{\sqrt{2\pi}} e^{-ink + (1 + e^{-if(k)})}, \tag{10}
\]
\[
\xi^R_{n,k} = \frac{1}{2} \frac{1}{\sqrt{2\pi}} e^{-ink + (1 - e^{-if(k)})}, \tag{11}
\]

while \( \omega^R_{n,k} \) and \( \xi^R_{n,k} \) can be simply expressed in terms of the corresponding “right” functions \( \omega^L_{n,k} \) and \( \xi^L_{n,k} \) as

\[
\omega^R_{n,k} = \omega^L_{n,k} e^{i(k-f(k))}, \quad \xi^R_{n,k} = \xi^L_{n,k} e^{i(k-f(k))} \tag{12}
\]

with \( f(k) \) given by

\[
f(k) = \arctan \left( \frac{\sin k}{\cos k - h} \right). \tag{13}
\]

From Eq. (12) it immediately follows that

\[
\Psi_{L}(k) = e^{i(k-f(k))} \Psi_{R}(-k), \tag{14}
\]

i.e., right-moving quasi-particles excitations with momentum \( k \) have opposite momentum with respect to left moving ones \( \Psi_{L}(k) \), but the same energy since \( \varepsilon(k) \) in Eq. (5) is an even function of \( k \). The post-quench Hamiltonian takes the diagonal form

\[
H = \int_0^{\pi} dk \, \varepsilon(k) \left[ \Psi_{L}^\dagger(k) \Psi_{R}(k) + \Psi_{L}^\dagger(k) \Psi_{L}(k) \right]
\]

\[
\equiv H_R + H_L. \tag{15}
\]

which makes explicit the free-fermionic nature of the model.

B. The harmonic chain

The right (r) and left (l) Hamiltonians of the chains of harmonic oscillators are

\[
H_r = \frac{1}{2} \sum_{x=1}^{N} (p_x^2 + m^2 \phi_x^2) + \frac{1}{2} \sum_{x=0}^{N} \omega^2 (\phi_{x+1} - \phi_x)^2, \tag{16a}
\]
\[
H_l = \frac{1}{2} \sum_{x=0}^{N-1} (p_x^2 + m^2 \phi_{-x}^2) + \frac{1}{2} \sum_{x=1}^{N-1} \omega^2 (\phi_{-x+1} - \phi_{-x})^2, \tag{16b}
\]
respectively, where the position operator $\phi_x$ and the momentum operator $p_x$ operators satisfy the equal-time canonical commutation relations $[\phi_x, p_y] = i\delta_{x,y}$, with all the other possible commutators vanishing, $m$ is the “mass” of the oscillators and $\omega$ their angular frequency. As in the case of the Ising model discussed in the previous subsection, the right chain consists of $N$ lattice sites indexed by $\{1, 2, \ldots, N\}$, while the left chain is defined on the lattice sites $\{-N + 1, -N + 2, \ldots, 0\}$. For both chains we assume Dirichlet boundary conditions, which read

$$\phi_0 = \phi_{N+1} \equiv 0 \quad \text{and} \quad p_0 = p_{N+1} \equiv 0 \quad (17)$$

for the right chain, while $\phi_1 = \phi_{-N} \equiv 0$ and $p_1 = p_{-N} \equiv 0$ for the left one.

The first step for solving the model (here we provide some details for the right chain; the similar analysis for the left one is reported in Appendix A) is to introduce, in the thermodynamic limit $N \to \infty$, the operators $\hat{\phi}_r(k)$, $\hat{p}_r(k)$ for the right $(r)$ chain (see, e.g., Ref. [94])

$$\hat{\phi}_r(k) = \sqrt{\frac{2}{\pi}} \sum_{x=1}^{\infty} \sin(kx) \phi_x,$$

$$\hat{p}_r(k) = \sqrt{\frac{2}{\pi}} \sum_{x=1}^{\infty} \sin(kx) p_x,$$

in terms of which $\phi_x$ and $p_x$ are expressed as

$$\phi_x = \sqrt{\frac{2}{\pi}} \int_0^\pi dk \sin(kx) \hat{\phi}_r(k),$$

$$p_x = \sqrt{\frac{2}{\pi}} \int_0^\pi dk \sin(kx) \hat{p}_r(k).$$

In the thermodynamic limit the set of allowed values of $k$ is continuous within the interval $[0, \pi]$, due to the fact that for finite $N$ its values $k_n$ are discrete according to the integer $n = 1, 2, \ldots, N$, from the boundary condition (17), with

$$k_n = \frac{\pi n}{N + 1}. \quad (20)$$

Note that, as a consequence of the presence of the sine function in Eq. (19), the boundary condition for $\phi_x$ and $p_x$ in 0 is automatically fulfilled. In terms of the operators $\hat{\phi}_r$ and $\hat{p}_r$, the usual creation and annihilation operators can be introduced

$$A_r^\dagger(k_n) = \frac{1}{\sqrt{2\Omega(k)}} \left[ \Omega(k) \hat{\phi}_r(k_n) - i\hat{p}_r(k_n) \right],$$

$$A_r(k) = \frac{1}{\sqrt{2\Omega(k)}} \left[ \Omega(k) \hat{\phi}_r(k) + i\hat{p}_r(k) \right], \quad (21)$$

which satisfy the canonical commutation relations $[A_r(k), A_r^\dagger(k')] = \delta(k - k')$, $H_r$ in Eq. (16a) then takes the diagonal form

$$H_r = \int_0^\pi dk \Omega(k) A_r^\dagger(k) A_r(k),$$

where $\Omega(k)$ denotes the single-particle dispersion relation given by

$$\Omega(k) = \sqrt{m^2 + 2\omega^2(1 - \cos k)}, \quad (23)$$

which has the same qualitative dependence on $k$ as Eq. (5) and becomes identical to it upon identifying $\omega \mapsto J\sqrt{r}$ and $m \mapsto J|h - 1|$. Note that in Eq. (22) we have dropped the inconsequential zero-point energy term

$$\sum_{k_n} \frac{\Omega(k_n)}{2} \to \frac{N}{2} \int_0^\pi \frac{dk}{2\pi} \Omega(k) \quad \text{for} \quad N \to \infty, \quad (24)$$

as it does not affect transport properties and their statistics (note that it can be anyhow removed by normal-ordering the initial Hamiltonians in Eq. (16)).

The quench occurring at time $t = 0$ connects the chains via their end points at site 0 resulting in the post-quench Hamiltonian $H = H_r + H_l + \delta H$, with $\delta H = -\omega^2 \phi_1 \phi_0$, and therefore

$$H = \frac{1}{2} \sum_{x=-N+1}^{N} (p_x^2 + m^2 \phi_x^2) + \frac{1}{2} \sum_{x=-N}^{N} \omega^2 (\phi_{x+1} - \phi_x)^2,$$

with boundary conditions $\phi_{-N} = \phi_{N+1} \equiv 0$ and $p_{-N} = p_{N+1} \equiv 0$. In the thermodynamic limit $N \to \infty$, the chain becomes translationally invariant, i.e., $[H, P_{tr}] = 0$ with the translation operator $P_{tr}$ defined similarly to the Ising case (see Eq. (7)) as

$$P_{tr}^\dagger \phi_x P_{tr} = \phi_{x-1}, \quad P_{tr}^\dagger p_x P_{tr} = p_{x-1}; \quad (26)$$

the resulting model can be solved by means of Fourier transform as in the case with periodic boundary conditions, see, e.g., Ref. [10], which yields

$$H = \int_0^\pi dk \Omega(k) \left[ \hat{\Lambda}^\dagger(k) \hat{\Lambda}(k) + \hat{\Lambda}^\dagger(-k) \hat{\Lambda}(-k) \right]$$

$$= H_R + H_L, \quad (27)$$

where $k$ varies continuously within the interval $[-\pi, \pi]$ and

$$\hat{\Lambda}(k) = \frac{1}{\sqrt{2\Omega(k)}} \left[ \Omega(k) \hat{\phi}(k) + i\hat{p}(k) \right], \quad (28)$$

while

$$\hat{\phi}(k) = \frac{1}{\sqrt{2\pi}} \sum_{x=-\infty}^{+\infty} e^{-ikx} \phi_x,$$

$$\hat{p}(k) = \frac{1}{\sqrt{2\pi}} \sum_{x=-\infty}^{+\infty} e^{-ikx} p_x,$$  

are the Fourier transformed operators. Note that by applying the definition in Eq. (26) to Eq. (28), keeping into account Eqs. (29), it follows that

$$P_{tr}^\dagger \Lambda(\pm k) P_{tr} = e^{\mp ik},$$  

(30)
i.e., analogously to Eq. (8) for the post-quench mode operators \( \Psi_{R,L}(k) \) of the transverse field Ising chain, the operators \( \hat{\sigma}_x(\pm k) \) having positive/negative wave vector \( k \) can be interpreted as bosonic right/left moving quasi-particles excitations.

### III. Hydrodynamic limit of transport quantities

The quantities related to transport which we focus on in this work are the energy density \( u_x \) and current \( j_x \) at a point \( x \) of the chain. The former is defined from the Hamiltonian of the complete chain such that

\[
H = \sum_{x=-N+1}^{N} u_x. \tag{31}
\]

The latter, instead, is defined such that

\[
\frac{du_x(t)}{dt} = i[H, u_x(t)] = j_x^E - j_{x+1}^E, \tag{32}
\]

which is the continuity equation written at the operatorial level: the time derivative of the energy density \( u_x \) equals the opposite of the discrete divergence of the energy current. This relationship ensures that the total energy \( H \) in Eq. (31) is conserved in time. We emphasize here that both \( u_x \) and \( j_x^E \) are local operators, in the sense that they act non-trivially only on a finite number of sites around \( x \). As explained in Sec. II, within the partitioning protocol, the non-equilibrium dynamics is obtained by joining at time \( t = 0 \) the two chains, which are initially independently thermalized so that the initial state \( \rho_0 \) is given by Eq. (1). Consequently, the mean values we are interested in are generically defined as

\[
O(x, t) = \text{Tr}[\rho_0 \sigma_x(t)], \tag{33}
\]

where \( \sigma_x(t) \) is a local observable, e.g., \( u_x \) or \( j_x^E \), at site \( x \) and evolved up to time \( t \). Note that the initial state \( \rho_0 \) is neither stationary, i.e., invariant under time evolution with the post-quench Hamiltonian \( H \), nor homogeneous, i.e., invariant under space translations according to Eqs. (7) or (26). As a consequence, \( O(x, t) \) displays a non-trivial space and time dependence.

The present work is interested in studying the dynamics of \( O(x, t) \) in the so-called hydrodynamic limit [33, 34, 40] (also dubbed in the literature space-time scaling or semiclassical limit), where both \( x \) and \( t \) are much larger than the corresponding microscopic scales, with a fixed and finite ratio \( v = x/t \). In formulas the hydrodynamic limit \( O \) of the quantity \( O \) is defined as

\[
O(v) = \lim_{x,t \to \infty} \lim_{N \to \infty} O(x, t) = \text{Tr}[\rho(v) \sigma_x(0)], \tag{34}
\]

where, exploiting the definition of the translation operator in Eqs. (7) or (26) we defined

\[
\rho(v) = \lim_{x,t \to \infty} \lim_{N \to \infty} \left( \rho_0 e^{iHt} P_{tr} \right)^x e^{-iHt} \rho_0 e^{iHt} \left( P_{tr} \right)^x. \tag{35}
\]

Accordingly, the state \( \rho(v) \) fully describes the hydrodynamic limit of any local observable \( \sigma_x(t) \).

A complementary approach to Eqs. (34) and (35) for computing the hydrodynamic limit \( O \) consists in determining first the large space-time scaling of the operator \( o(x, t) \), similarly to Eq. (35), and then in taking the trace over the initial density matrix \( \rho_0 \) according to Eq. (33). This scheme has been pursued in Refs. [42, 43] to compute the space-time scaling limit \( U(v), J^E(v) \) of the energy density \( u_x \) and current \( j_x^E \), respectively. Compared to the latter, the advantage of the approach of Eqs. (34) and (35) is that, once the state \( \rho(v) \) is known, the hydrodynamic limit of any local observable, not only of \( u_x \) and \( j_x^E \), can be readily obtained from Eq. (34). Furthermore, the knowledge of \( \rho(v) \) is fundamental for the calculation of the transferred energy scaled cumulant generating function, as shown in Section IV. Accordingly, here we will proceed as in Eqs. (34) and (35).

Moreover, as we see explicitly, see, c.f., Eq. (41) for the TFIC and Eq. (51) for the harmonic chain, the state \( \rho(v) \) depends on an homogeneous and stationary combination of the post-quench mode operators \( \Psi_{R,L}(k) \) and \( \hat{\sigma}_x(k) \), being the dependence on \( v \) brought in only by the coefficients. The existence of the limit in Eq. (34) can be considered as a consequence, in the present context, of the so-called “local entropy maximization principle” [40, 45, 46], which asserts that averages of local observables \( \sigma_x(t) \) over a state \( \rho_0 \), generically inhomogeneous and non-stationary, can be replaced by averages of the same observable over the local equilibrium — and therefore homogeneous and stationary — state \( \rho(x, t) \) at point \( x \) and time \( t \). This principle is at the basis of the so-called generalized hydrodynamics description of integrable systems out of equilibrium [45, 46], which allows the extension of the analysis underlying Eqs. (34) and (35) to the far more complex case of interacting integrable systems. In Eqs. (34) and (35) we are actually anticipating, c.f., Eq. (41) for the TFIC and Eq. (51) for the harmonic chain, that in the present case of a dynamics starting from the initial state \( \rho_0 \) in Eq. (1), the evolved state \( \rho(x, t) \) is a scaling function of \( v = x/t \). In particular, in the long-time limit \( t \to \infty \) with \( x \) fixed and therefore \( v \to 0 \), the density matrix \( \rho(v = 0) \equiv \rho_{\text{stat}} \) describes the non-equilibrium steady state arising long after the quench. This stationary state has been extensively studied and for free models, with the notation of Eqs. (15) and (27), takes the form [26, 30, 32]

\[
\rho_{\text{stat}} = e^{-\beta \hat{H}_L} \otimes e^{-\beta \hat{H}_R}/Z. \tag{36}
\]

Below we discuss separately the case of the TFIC in Sec. IIIA and the harmonic chain in Sec. IIIB. For both the cases we write explicitly the density matrix \( \rho(v) \), before computing the hydrodynamic limit of the energy density \( u_x \) and current \( j_x^E \), respectively, according to Eq. (34). The expressions for \( U(v) \) and \( J^E(v) \) are in agreement with the known results of Refs. [42, 43], for the TFIC, while the explicit expressions of \( \rho(v) \) in, c.f., Eqs. (41) and (51) are the primary results of this paper.
A. The Ising chain in a transverse field

For the Ising chain we denote the energy density operator at site $x$ as $u_x$, which from Eqs. (2) and (31) takes the form

$$u_x = -\frac{J}{4}[\sigma_x^\tau \sigma_{x+1}^\tau + \sigma_x^\tau \sigma_{x-1}^\tau] - \frac{J_h}{2} \sigma_x^z,$$  

(37)

while the energy current $j_x^E$ consequently follows from Eq. (32)

$$j_x^E = \frac{J^2 h}{4}(\sigma_x^x \sigma_{x+1}^x - \sigma_x^y \sigma_{x+1}^y) = \frac{i h J^2}{2}(c_x^\dagger c_{x+1} - c_x^\dagger c_{x+1}),$$  

(38)

where in the last step we used the Jordan-Wigner transformation in Eq. (3) to write the energy current in terms of the lattice fermionic operators. In order to compute the hydrodynamic limit of the aforementioned quantities according to Eq. (34) one first needs to construct the state $\rho(x,t)$ in Eq. (35). To do this we write the initial state $\rho_0$ in Eq. (1), with $H_{x,t}$ expressed in terms of the pre-quench modes $\Phi_{r,l}(k)$ according to Eq. (4), as a function of the post-quench modes $\Psi_R(k)$ by means of the transformation

$$\Phi_{\alpha}(k) = \int_{-\pi}^{\pi} dk' [\Psi_R(k') m_{+,\alpha}(k',k) + \Psi_R(k') m_{-,\alpha}(k',k)]$$  

(39)

with $\alpha \in \{r,l\}$; the expressions for the coefficients $m_{+,\alpha}(k',k)$ are provided in Appendix A (see Eqs. (A7) and (A8)). In terms of the post-quench operators, using Eq. (8) and remembering that under the post-quench Hamiltonian $H$ the time evolution is trivial $e^{-iHt}\Psi_R(k)e^{iHt} = e^{i\epsilon(k)t}\Psi_R(k)$, the space and time propagation $\rho(x,t)$ of the state $\rho$ according to Eq. (35) can be determined explicitly. As detailed in Appendix B, the leading space-time dependence of $\rho(x,t)$ in the semi-classical limit of Eq. (35) turns out to be

$$\rho(x,t) = \frac{1}{Z} \exp\left\{-\sum_{k'k''} dk' dk''[\Psi_R(k')^\dagger \Psi_R(k'') e^{i\epsilon_{k',k''}(x,t)} \times \{\beta_\tau I_{\tau,+}(k',k'') + \beta_\tau I_{\tau,+}^\dagger(k',k'')\}\right\},$$  

(40)

where the expressions of $\epsilon_{\pm}(k',k'')$ and $I_{\tau,+}(k',k'')$ are reported in Appendix B (see Eqs. (B2) and (B7)). The expression in Eq. (40) can be further simplified as $x,t \to \infty$ with fixed ratio $v = x/t$, by performing a stationary phase approximation [39]: the procedure is completely analogous to the one followed in Refs. [42, 43] (briefly reported in Appendix B) and it leads to the result

$$\rho(v) = \frac{1}{Z} \exp\left\{-\frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{dk}{2\pi} \beta(v,k) \epsilon(k) \Psi_R^\dagger(k)\Psi_R(k)\right\},$$  

where

$$\beta(v,k) = \beta_\tau \Theta(v - v_g(k)) + \beta_\tau \Theta(v_g(k) - v),$$  

(41)

where $v_g(k) = d\epsilon(k)/dk$ is the group velocity of the quasi-particles excitations with energy $\epsilon(k)$ (see Eq. (5)) and $\Theta(x) = 1$ if $x > 0$ and 0 otherwise, being the Heaviside step function. Since $\rho(v)$ is diagonal in terms of the post-quench mode operators $\Psi_R(k)$, and the dependence on $v$ brought in only by the coefficients $\beta(v,k)$, it is effectively stationary and homogeneous, as anticipated in the discussion in Sec. III. One can also notice that $\rho(v)$ is indeed a function of the scaling variable $v = x/t$ as the entire space-time dependence is encoded within the Heaviside function. Moreover, in the stationary limit $v = 0$, it agrees with the known general expression of the nonequilibrium steady state density matrix of Eq. (36). The expression of $\rho(v)$ in Eq. (41) generalizes the known result for the stationary state $\rho_{stat}$, thereby accounting for the whole dynamics of any local observable along a ray in the space-time plane with fixed $v = x/t$. It is immediate to calculate the average over $\rho(v)$ of any fermionic bilinear function of the post-quench operators $\Psi_R^\dagger(k)\Psi_R(k')$, taking into account that

$$\text{Tr}[\rho(v)\Psi_R^\dagger(k)\Psi_R(k')] = \delta(k - k')\rho^+(v,k),$$  

(42)

where we introduced

$$n^+(v,k) = f^+(v,k)\Theta(v - v_g(k)) + f^-_{\beta}(v,k)\Theta(v_g(k) - v)$$  

(43)

and $f^+_\beta(k) = 1/(e^{\beta\epsilon(k)} + 1)$ denotes the Fermi-Dirac distribution at inverse temperature $\beta$. The physical meaning of $n^+(v,k)$ is simple: the state $\rho(v)$ is determined by ballistically propagating quasi-particles capable of crossing the ray in the space-time diagram with fixed $v = x/t$: for the right half chain ($x > 0$) this requires $v > v_g(k)$ while for the left one ($x < 0$) $v_g(k) > v$. Since these quasi-particles do not experience scattering, they maintain their initial thermal distribution $f^-_{\beta}(k)$ for the right chain and $f^+_{\beta}(k)$ for the left, from which Eq. (43) follows. To make contact with the GHD formalism of Refs. [45, 46] we note that Eq. (43) represents the solution for a free theory of the GHD equation for the mode occupation $n^+(v,k)$ with the initial state of Eq. (1).

Accordingly, concerning the calculation of mean values, the knowledge of $\rho(v)$ allows one to determine not only the space-time scaling limit of the transport quantities introduced in Section III, but, more generally, the hydrodynamic limit $\mathcal{O}(x,t)$ of any local observable $\alpha_x(t)$, as dictated by Eq. (34). In practice, one should simply write the latter in terms of the post-quench mode operators $\Psi_R(k)$ and then use Eqs. (42) and (43). Specializing to the energy current $j_x^E$ in Eq. (38) and the energy density $u_{x=0}$ in Eq. (37), the results for the corresponding mean values $\mathcal{J}^E$ and $\mathcal{U}$ are in agreement with those of Refs. [42, 43]:

$$\mathcal{J}^E(v) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \epsilon(k)v_g(k)n^+(v,k),$$  

(44)

$$\mathcal{U}(v) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \epsilon(k)n^+(v,k).$$  

(45)

The physical interpretation of Eqs. (44) and (45) is clear in terms of quasi-particles produced in the initial thermal state with statistics $f^+_{\beta}$ and $f^-_{\beta}$ for the left and right
chain, respectively; these excitations propagate ballistically with velocity \( v_\beta(k) \) without undergoing scattering since the model is non-interacting and translationally invariant, and they contribute with \( \varepsilon(k)v_\beta(k)dk \) to the flux of energy. The edge of the profile \( J^E(v) \), beyond which the mean current vanishes, is determined by the maximal velocity \( v_{\text{max}} \) of the quasi-particles, which for the TFIC, reads

\[
v_{\text{max}} = J \min(h, 1) = \frac{\varepsilon_{\text{max}} - \varepsilon_{\text{min}}}{2}, \tag{46}
\]

where we identified the maximum \( \varepsilon_{\text{max}} = J(h + 1) \) and the minimum \( \varepsilon_{\text{min}} = J|h - 1| \) of the dispersion relation \( \varepsilon(k) \) in Eq. (5).

Based on the knowledge of the mean energy current \( J^E(v) \) it is immediate to determine the total energy transferred across point \( x \) in the time interval \([0, t]\), whose definition as an operator is

\[
\Delta e(x, t) = \int_0^t ds J^E_x(s); \tag{47}
\]

its mean \( \Delta \mathcal{E}(x, t) \), in the hydrodynamic limit, is given by (see Eq. (44))

\[
\Delta \mathcal{E}(x, t) = t \int_0^\pi \frac{dk}{2\pi} \varepsilon(k)(v_\beta(k) - |v|) \left[ f_{\beta}^+(k) - f_{\beta}^-(k) \right] \Theta(v_\beta(k) - |v|). \tag{48}
\]

Note that, as expected, the transferred energy grows extensively upon increasing time \( t \). This property is fundamental for studying fluctuations of this observable within the large deviation theory, as shown in Sec. IV. By rescaling the transferred energy by the time \( t \), one obtains the scaling function of \( v \) reported in Fig. 1 for a representative choice of the parameters. In concluding this section, we emphasize that the expression of \( \rho(v) \) in Eq. (41) derived here, on the one hand, reproduces the known results of Refs. [42, 43] for the mean values of transport quantities, see Eqs. (44) and (45), and, on the other, it allows the determination of the fluctuations of the transferred energy in Eq. (47) beyond the mean value in Eq. (48), as discussed in Sec. IV.

### B. The harmonic chain

For the harmonic chain, the energy density \( u_x \) at lattice site \( x \), from on Eq. (16b), is given by

\[
u_x = \frac{1}{2} p_x^2 + \frac{1}{2} m^2 \phi_x^2 + \frac{1}{4} \omega^2 (\phi_{x+1} - \phi_x)^2 + \frac{1}{4} \omega^2 (\phi_{x-1} - \phi_x)^2, \tag{49}
\]

while the energy current \( J^E_x \) at site \( x \) is consequently defined according to the continuity equation in Eq. (32), i.e.,

\[
J^E_x = \frac{\omega^2}{2} (\phi_{x-1} - \phi_x)(p_{x-1} + p_x). \tag{50}
\]

In order to compute the hydrodynamic limit of these observables the procedure to construct the state \( \rho(v) \) of Eq. (35) is completely analogous to the one presented above for the quantum Ising chain and therefore we report here the final result, leaving all the details of the derivation in Appendix B. In the hydrodynamic limit \( x, t \to \infty \) with fixed ratio \( v = x/t \), one finds

\[
\rho(v) = \frac{1}{Z} \exp \left\{ - \int_{-\pi}^\pi dk \beta(v, k) \Omega(k) \hat{a}^\dagger(k) \hat{a}(k) \right\}, \tag{51}
\]

where \( \beta(v, k) \) has the same formal expression as in the case of the TFIC in Eq. (41), but with the group velocity \( v_\beta(k) = d\Omega(k)/dk \) determined by the dispersion relation \( \Omega(k) \) in Eq. (23). As far as the mean of a bilinear function of the mode operators \( \hat{a}^\dagger(k) \) and \( \hat{a}(k') \) is concerned, one finds

\[
\text{Tr}[\rho(v) \hat{a}^\dagger(k) \hat{a}(k')] = \delta(k - k') n^-(v, k), \tag{52}
\]

where

\[
n^-(v, k) = f^-_{\beta}(k) \Theta(v - v_\beta(k)) + f^0_{\beta}(k) \Theta(v_\beta(k) - v), \tag{53}
\]

and \( f^-_{\beta}(k) = 1/(e^{\beta \Omega(k)} - 1) \) is the Bose-Einstein occupation, with the dispersion relation \( \Omega(k) \) of the harmonic chain defined in Eq. (23); the important difference between Eqs. (51), (52), and (53) and the corresponding formulas in the fermionic case (see Eqs. (41), (42), and (43))) is the fact that post-quench modes \( \hat{a}(k) \) have bosonic statistics and therefore they obey canonical commutation relations. This is also signaled by the appearance of \( f^-_{\beta}(k) \) within the mode occupation function \( n^-(v, k) \).

The hydrodynamic limit of the mean energy density

![FIG. 1. Transferred energy \( \Delta \mathcal{E}(x, t) \) rescaled by \( t \) in the semiclassical limit as a function of \( v/v_{\text{max}} \) for \( J = 1 \) and \( h = 1.2 \). The inverse temperatures of the initial inhomogeneous state are \( \beta_\ell = 2 \) and \( \beta_r = 4 \).](image-url)
\( \mathcal{U}(v) \) and mean current \( \mathcal{J}^E(v) \) then follows as
\[
\mathcal{J}^E(v) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \Omega(k) v \psi(k) n^-(v,k),
\]
\[
\mathcal{U}(v) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \Omega(k) n^-(v,k),
\]
which have precisely the same form as Eqs. (44) and (45), respectively. This shows that the form of the profile of \( \mathcal{J}^E \) and \( \mathcal{U} \) in the hydrodynamic limit is universal to a large extent since the only remaining microscopic ingredients characteristic of the model are the spectrum \( \varepsilon(k) \) in Eq. (5) for the quantum Ising chain and \( \Omega(k) \) in Eq. (23) for the harmonic chain) and the statistics of the involved quasi-particles \( \{f_{\beta}^\pm(k) \) for the fermionic case and \( f_{\beta}^\pm(k) \) in the bosonic one. Moreover, it is easy to check explicitly that, as expected, \( \mathcal{J}^E(v) \) and \( \mathcal{U}(v) \) satisfy the continuity equation (for the quantum Ising chain this has been already observed in Refs. [42, 43])
\[
\frac{\partial \mathcal{U}(x,t)}{\partial t} = -\frac{\partial \mathcal{J}^E(x,t)}{\partial x}. \quad (56)
\]

The plot of Eqs. (54) and (55) for a representative choice of the parameters is reported in Fig. 2. The curves in Fig. 2 are, as expected, qualitatively similar to those corresponding to the same physical quantities in the quantum Ising chain (see the plots of Eqs. (44) and (45) in Fig. (1) of Ref. [42] and in Figs. (1) and (3) of Ref. [43]) and clearly reveals the ballistic nature of the transport occurring in the harmonic chain. The singular edge at \( v = v_{\text{max}} \) in the profile of \( \mathcal{J}^E(v) \) — beyond which the mean energy current vanishes identically — is, however, a model-specific quantity depending on the microscopic parameters of the Hamiltonian in Eq. (16) and it is therefore different from Eq. (46). In the harmonic chain one has
\[
v_{\text{max}} = \frac{1}{2} (\sqrt{m^2 + 4\omega^2} - m) = \frac{1}{2} (\Omega_{\text{max}} - \Omega_{\text{min}}), \quad (57)
\]
where \( \Omega_{\text{max}} = \sqrt{m^2 + 4\omega^2} \) and \( \Omega_{\text{min}} = m \) are the maximum and the minimum, respectively, of the dispersion relation \( \Omega(k) \) in Eq. (23). The integral over \( k \) in Eq. (54) can be calculated analytically, as detailed in Appendix B, leading to
\[
\mathcal{J}^E(v) = \Theta(v_{\text{max}} - |v|) [Y(\beta_l, v) - Y(\beta_r, v)], \quad (58)
\]
where
\[
Y(\beta, v) = \frac{Y(\beta \Omega_-(v)) - Y(\beta \Omega_+(v))}{2\pi \beta^2}, \quad (59)
\]
with
\[
Y(x) = \text{Li}_2(e^{-x}) - x \ln(1 - e^{-x}), \quad (60)
\]
\( \text{Li}_2 \) is the polylogarithm of order 2 while \( \Omega_\pm(v) \) are given in Eqs. (B12) in Appendix B and they depend only on \( v^2 \), implying that \( \mathcal{J}^E(v) \) is an even function of \( v \) as one realizes from Fig. 2. For \( v = 0 \), Eq. (58) reduces to the steady state current supported by the stationary state \( \rho_{\text{stat}} \) in Eq. (36). In this case, the expression in Eq. (54) agrees with the result of Ref. [90] for the steady-state energy current flowing in a translationally invariant harmonic chain as in Eq. (16), where the mass \( m \) and the angular frequency \( \omega \) are the same at every lattice site. Note that the dispersion relation \( \Omega(k) \) in Ref. [90] takes arbitrary real values, while here \( \Omega(k) \in (\Omega_{\text{min}}, \Omega_{\text{max}}) \) from Eqs. (23) and (57). In addition, the system considered in Ref. [90] is open, as the harmonic chain is connected to two external baths at temperature \( T_l - T_r \), which are modeled as an infinite collection of harmonic oscillators. In the present work, instead, with the partitioning proto-
col, the heat baths are provided by portions of the system itself, so that, as a whole, it evolves unitarily. Our result in Eq. (54) therefore shows the independence, in the hydrodynamic limit, of the energy current profile from the actual setting adopted to obtain the non-equilibrium steady state.

Figure 2 also shows that, as it happens for the TFIC (see Refs. [42, 43]), the energy current $J^E(v)$ approaches the edge at $v = v_{\text{max}}$ of the propagating front with a non-analytic behavior, which can be determined from Eqs. (58), (59) and (60): for $v \rightarrow \pm v_{\text{max}}^\pm$, it turns out to be

$$J^E(v) = C_1 \sqrt{v_{\text{max}}^2 - v^2} + O\left((v_{\text{max}}^2 - |v|)^{5/2}\right), \quad (61)$$

with the constant $C_1$ given in Eq. (B18) of Appendix B. Interestingly enough, when the mass “m” is set to zero and thus the spectrum $\Omega(k)$ in Eq. (23) becomes gapless, the qualitative form of the edge singularity in Eq. (61) is unchanged, with $C_1 = (\beta^{-1} - \beta^{-1})/\pi$. This is in stark contrast with the case of the quantum Ising chain for which, as shown in Ref. [42], the qualitative behavior of the edge changes from the one analogous to Eq. (61) to a functional form $(v_{\text{max}}^2 - v^2)^{3/2}$ when the transverse field is set to its critical value $h = 1$.

Close to the edges $|v| \simeq v_{\text{max}}$, it has been shown in free fermionic systems [38, 39, 61] that the propagating front exhibits a finer structure within a distance $\Delta x$ from the edge $x \simeq \pm v_{\text{max}} t$ which scales as $\Delta x \sim t^{1/3}$. This behavior is classified as sub-diffusive, as it grows slower than the typical diffusive scaling $\Delta x \sim t^{1/2}$. Note that in non-interacting systems, such as those considered here, diffusion does not occur, as shown in Refs. [54, 95]. The leading correction to the hydrodynamic scaling is therefore sub-diffusive with a relative width $\Delta x/x \sim t^{-2/3}$, which vanishes in the limit $t \rightarrow \infty$. In particular, this behavior has been shown to be described by a universal function, the Airy kernel [96]. We show here that the latter characterizes also the sub-diffusive corrections to the hydrodynamic scaling of the front edge for the bosonic chain. In fact, introducing the scaling variable $X$

$$X = (x - v_{\text{max}} t) \left(\frac{2}{v_{\text{max}} t}\right)^{1/3}, \quad (62)$$

for the energy current $J^E(X,t)$ at the right edge $x \simeq v_{\text{max}} t$ we have (the derivation is presented in Appendix C)

$$J^E(X,t) = \Omega(k_s) v_{\text{max}} [n_l(X,t) - n_r(X,t)], \quad (63)$$

with

$$n_{l,r}(X,t) = \left(\frac{2}{v_{\text{max}} t}\right)^{1/3} f_{l,r}(k_s) K^A(X,X), \quad (64)$$

where $k_s$ is the solution of the stationary phase equation (see Eq. (B5) in Appendix B)

$$v_g(k_s) = v_{\text{max}}, \quad (65)$$

and the Airy kernel $K^A(X,X)$ is defined as

$$K^A(X,X) = [\text{Ai}'(X)]^2 - X[\text{Ai}(X)]^2, \quad (66)$$

where Ai is the Airy function. The same formula applies to the left edge $x \simeq -v_{\text{max}} t$ with $x$ replaced by $-x$ in Eq. (62) as $J^E(-x,t) = J^E(x,t)$. Note that in the hydrodynamic limit with fixed $v = x/t$ and large $x$ and $t$, the scaling variable $X$ in Eq. (62) behaves as $X \sim t^{2/3}(v - v_{\text{max}}) \rightarrow -\infty$ and, by using the corresponding asymptotic behavior of the Airy kernel [97]

$$K^A(X,X) \rightarrow \sqrt{-X/\pi},$$

one realizes that Eq. (63) reduces to Eq. (61). This is shown in Fig. 3, where we plot on the vertical axis the rescaled energy current $J^E(X,t) (v_{\text{max}} t/2)^{1/3} / (\Omega(k_s) v_{\text{max}} (f_{l}^+ - f_{r}^+))$ as a function of $X$ in Eq. (62) for the ballistic limit in Eq. (61), dashed line, and in the sub-diffusive case of Eq. (63), solid line. The latter displays a typical staircase structure: for a free fermionic chain starting from a domain-wall initial state this staircase has been interpreted in Ref. [61] by establishing a correspondence between the counting statistics of free fermions and the eigenvalues statistics in random matrix theory. For the transverse field Ising chain it has been shown in Refs. [42, 43] that when the magnetic field is set to its critical value $h = 1$ the kernel describing the edge behavior as in Eq. (63) is no longer the Airy kernel $K^A(X,X)$ but a different one (see Eqs. (64), (66), and (68) of Ref. [42]; note that a

FIG. 3. On the vertical axis the rescaled energy current $J^E(X,t) (v_{\text{max}} t/2)^{1/3} / (\Omega(k_s) v_{\text{max}} (f_{l}^+ - f_{r}^+))$ is plotted as a function of $X$. We compare the edge behavior of the energy current in Eq. (61) (dashed line) at the ballistic scale and the edge asymptotic in Eqs. (63), (64), and (66) of the same quantity including sub-diffusive corrections (solid line). The dashed line is obtained by expressing Eq. (61) as a function of $X$ (see Eq. (62)). The solid line is the Airy kernel $K^A(X,X)$ in Eq. (66). Sub-diffusive corrections introduce oscillations on top of the ballistic edge profile. These oscillations vanish in the limit $X \rightarrow -\infty$ corresponding to the hydrodynamic scaling.
factor 1/2 is missing in front of Eq. (64)\(^1\) lacking the staircase structure of the Airy kernel. In the bosonic case, however, this is not the case, since when the mass \(m\) is set to zero, from Eq. (63) one obtains (details are provided in Appendix C)

\[
\mathcal{J}^E(X, t) = v_{\text{max}} \left( \frac{8}{v_{\text{max}} t} \right)^{1/3} \left( \frac{1}{\beta_l} - \frac{1}{\beta_r} \right) K^A(X, X)
\]

with the scaling variable \(X\) defined, in this case, as

\[
X = (x - v_{\text{max}} t) \left( \frac{8}{v_{\text{max}} t} \right)^{1/3}
\]

where we are anticipating the fact that \(G(\lambda, v)\) depends on \(x\) and \(t\) only via the scaling variable \(v\). Note that the operator \(\Delta e(x, t)\), differently from the energy current \(\varepsilon^E\) and the density \(u_x\) and according to its very definition in Eq. (47), is not local and therefore the average over \(\rho\) in Eq. (70) cannot be taken directly as in Eq. (34). Moreover the trace in Eq. (70) is taken with respect to the initial density matrix \(\rho_0\) in Eq. (1) which is, as already stated in Sec. III, non-stationary and inhomogeneous. This causes \(G(\lambda, v)\) to have a non-trivial dependence on \(v\).

As noticed after Eq. (48), \(\Delta E(x, t)\) grows extensively upon increasing the time \(t\) and it is therefore convenient to focus on the intensive quantity \(J_E = \Delta e(x, t)/t\). According to the large deviation principle (see, e.g., Ref. [59]), this kind of intensive quantities have a probability density function \(p(J_E, v)\) that for \(t \to \infty\) peaks exponentially around the mean value \(\langle J_E \rangle = \Delta E(x, t)/t\) as

\[
p(J_E, v) \sim \exp(-t I(J_E, v)),
\]

where \(I(J_E, v)\) is referred to as the large deviation or rate function. This function is convex, non-negative, with a unique zero at the mean and most probable value \(\langle J_E \rangle\), i.e., \(I(\langle J_E \rangle, v) = 0\). The rate function \(I\) can be determined from \(G(\lambda, v)\) via the Legendre-Fenchel transform [59]

\[
I(J_E, v) = \sup_{\lambda} \left\{ -\lambda J_E - G(\lambda, v) \right\}.
\]

Moreover, when \(G(\lambda, v)\) is strictly convex (i.e., convex with no linear parts), as in the cases that will be analyzed in Secs. IV C and IV D, the Legendre-Fenchel transform reduces to the well-known Legendre transform with the rate function related to the SCGF by the Legendre duality, i.e.,

\[
\frac{\partial G(\lambda, v)}{\partial \lambda} = -J_E; \quad \text{and} \quad \frac{\partial I(J_E, v)}{\partial J_E} = -\lambda,
\]

from which it follows that the slope of \(G(\lambda, v)\) as a function of \(\lambda\) equals \(-J_E\) and, vice versa, the slope of \(I(J_E, v)\) as a function of \(J_E\) equals \(-\lambda\).

To our knowledge, all the available predictions for the scaled cumulant generating function of the transferred energy \(\Delta e(x, t)\) are obtained by computing the trace in Eq. (70) over the stationary density matrix \(\rho_{\text{stat}}\) in Eq. (36), i.e.,

\[
G(\lambda) = \lim_{t \to \infty} \frac{1}{t} \ln \text{Tr}[\rho_{\text{stat}} \exp(-\lambda \Delta e(x, t))];
\]

since \(\rho_{\text{stat}}\) is homogeneous and stationary \(G(\lambda)\) does not depend, in this case, on space or time. In particular, for free-fermions models, \(G(\lambda)\) can be determined via the celebrated Levitov and Lesovik formula [82–84], which, with the notation of this work, reads

\[
G(\lambda) = \int \frac{d\varepsilon}{2\pi} \ln \left\{ 1 + T(e)\left( |e^{-\varepsilon} - 1| f_{\beta_l}^+(\varepsilon)(1 - f_{\beta_r}^-(\varepsilon)) + |e^{\lambda e} - 1| f_{\beta_r}^+(\varepsilon)(1 - f_{\beta_l}^-(\varepsilon)) \right) \right\},
\]

\(^1\) We are grateful to M. Kormos for pointing out this issue with Eq. (64).
where the integral runs over the energy spectrum $\varepsilon \in (\varepsilon_{\text{min}}, \varepsilon_{\text{max}})$ of the model ($\varepsilon_{\text{min}}$ and $\varepsilon_{\text{max}}$ have been defined after Eq. (46) for the Ising chain) and $T(\varepsilon)$ denotes the transmission probability of a particle from the left to the right chain and vice versa. In a similar way, $G(\lambda)$ can be computed for a free bosonic theory [90] and its analytic expression, obtained via the Keldysh formalism, can be computed for a free bosonic theory [90] and its analytic expression, obtained via the Keldysh formalism, turns out to have a structure similar to that of Eq. (75):

$$G(\lambda) = -\int_{\Omega_{\text{min}}}^{\Omega_{\text{max}}} \frac{d\Omega}{4\pi} \ln \left\{ 1 + T(\Omega)[(e^{-\lambda\Omega} - 1)\times f_{\beta}(\Omega)f_{\beta}(-\Omega) + (e^{\lambda\Omega} - 1)f_{\beta}(\Omega)f_{\beta}(-\Omega)] \right\},$$

with $\Omega_{\text{min}}$ and $\Omega_{\text{max}}$ given in Eq. (57) for the harmonic chain. Remarkably, a recent formula for $G(\lambda)$ for interacting models inhomogeneous stationary states has been found in Refs. [91, 92] on the basis of generalized hydrodynamics techniques. This formula is valid for homogeneous and stationary GGEs [15], which include the non-equilibrium steady states of the form in Eq. (36) obtained from the partitioning protocol and, in fact, it renders Eqs. (75) and (76) when specialized to free fermions and bosons, respectively.

In spite of this important progress, a formula for the SCGF of the transferred energy $\Delta e(x,t)$ over an inhomogeneous state $\rho_0$ is still missing, even in the case of free models. Aiming at filling this gap, we therefore begin in Sec. IV A with the exact calculation of the SCGF $G(\lambda, v)$ at the hydrodynamic scale according to Eq. (70), while in Sec. IV B a simple semi-classical interpretation of these results is provided. In Secs. IV C and IV D the general result of Sec. IV A is eventually specialized for the transverse field Ising chain, and the harmonic chain, respectively.

### A. The scaled cumulant generating function in the hydrodynamic limit

The derivation of the scaled cumulant generating function presented here is similar to that of $G(\lambda)$ in Eq. (74) done in CFT [26–28], on the lattice for the TFI [30], and, more recently, for interacting integrable models [91, 92]. In order to determine $G(\lambda, v)$ we start by taking the derivative with respect to $\lambda$ of Eq. (70), i.e.,

$$-\frac{\partial G(\lambda, v)}{\partial \lambda} = \lim_{x,t \to \infty} \frac{1}{t} \int_0^t ds \frac{\text{Tr}[\rho_0 j_{x}^{E}(s) \exp(-\lambda \Delta e(x,t))] \text{Tr}[\rho_0 \exp(-\lambda \Delta e(x,t))]}{\text{Tr}[\rho_0 \exp(-\lambda \Delta e(x,t))]},$$

By using the definition of the translation operator $P_{tr}$ in Eq. (7) (or in Eq. (26) for the harmonic chain) and the time evolution under $H$ we can write

$$j_{x}^{E}(s) = e^{iH_{s}P_{tr}}j_{0}^{E}(0)(P_{tr})^{s}e^{-iH_{s}},$$

and therefore, by cyclicity of the trace, Eq. (77) becomes

$$-\frac{\partial G(\lambda, v)}{\partial \lambda} = \lim_{x,t \to \infty} \frac{1}{t} \int_0^t ds \frac{\text{Tr}[\rho_0 j_{x}^{E}(s) \exp(-\lambda \Delta e(x,t))] \text{Tr}[\rho_0 \exp(-\lambda \Delta e(x,t))]}{\text{Tr}[\rho_0 \exp(-\lambda \Delta e(x,t))]},$$

where we defined

$$\rho(x,s,\lambda) \equiv \exp[-\lambda \Delta e(0; s, t)](\rho_{0})^{s}e^{-iH_{s}P_{tr}},$$

and

$$\exp[-\lambda \Delta e(0; s, t)] \equiv e^{-iH_{s}}\exp[-\lambda \Delta e(0, t)]e^{iH_{s}}$$

$$= \exp \left( -\lambda \int_{-v}^{v} ds j_{s}^{E}(s) \right).$$

Note that, for $\lambda = 0$, Eq. (80) reduces in the hydrodynamic limit to Eq. (41) for the Ising chain, and to Eq. (51) for the harmonic one, while Eq. (79) is just the hydrodynamic limit of the mean of the energy current $j_{0}^{E}(0)$ given in Eq. (44) for the fermionic case, and in Eq. (54) for the bosonic one. The physical interpretation of Eqs. (79), (80), and (81) is therefore that the insertion of the exponential of the time-integrated current biases the statistical measure, from $\rho(v)$ to $\rho(x, t, \lambda)$, with respect to which the energy current is averaged. The key point to proceed in the calculation is that this $\lambda$-tilted ensemble $\rho(x, t, \lambda)$ has still the same form as Eq. (41) for fermions (and Eq. (51) for bosons) with $\beta(v, k)$ acquiring an additional dependence on $\lambda$ as $\beta(v, k, \lambda)$.

To see this, we consider the hydrodynamic limit of Eq. (81), which can be readily determined by writing $j_{0}^{E}(0)$ in terms of post-quench mode operators $\Psi_R(k)$ for the Ising case, and $\tilde{A}(k)$ for the harmonic oscillators (see Eq. (B9) in Appendix B); then we consider the time evolution up to time $s'$, integrating according to Eq. (81) and then doing a stationary phase approximation analogous to the one done after Eq. (40), with $x$ set to zero. An analogous analysis has been done for $\Delta e(0; t/2, t)$ in Ref. [30]. For the Ising model, this results in the (corresponding equation for the harmonic chain can be obtained by replacing $\Psi_R(k)$ with $\tilde{A}(k)$ and $\varepsilon(k)$ with $\Omega(k)$)

$$\Delta e(0; s, t) = \int_{-\pi}^{\pi} dk \text{sgn}(v_{g}(k))\varepsilon(k)\Psi_R^{k}(k)\Psi_R(k),$$

with $\text{sgn}(x > 0) = +1$ and $\text{sgn}(x < 0) = -1$. By plugging Eq. (82) into Eq. (81) and then into Eq. (80), we get a state $\rho(x, t, \lambda) = \rho(v, \lambda)$ equal to the one in Eq. (41) (or Eq. (51) for the harmonic chain) with the replacement

$$\beta(v, k) \rightarrow \beta(v, k, \lambda) = \beta(v, k) + \lambda \text{sgn}(v_{g}(k)).$$

In Eq. (79), with the $\beta(v, \lambda)$ determined by Eq. (83), one can directly calculate the average of $j_{0}^{E}(0)$ in the hydrodynamic limit, as in Eq. (34), since now only the local operator $j_{0}^{E}(0)$ appears inside the trace. Using the expression in Eqs. (44) and (54) into Eq. (77), we get

$$\frac{\partial G(\lambda, v)}{\partial \lambda} = -\frac{1}{t} \int_0^t ds \int_{-\pi}^{\pi} \frac{dk}{2\pi} \varepsilon(k)v_{g}(k)n^{s}(x, s, k, \lambda),$$

(84)
where
\[ n^+(v, k, \lambda) = f^+_\lambda(v) \Theta(v-v_g(k)) + f^+_\lambda(v) \Theta(v_g(k)-v), \]

with \( \beta_{\tau_1}(\lambda) = \beta_{\tau_1} + \lambda \text{sgn}(v_g(k)) \). Integrating Eq. (84) over \( \lambda \) with the initial condition \( G(\lambda, v) = 0, \) after simple algebraic manipulations, one obtains a final compact expression for \( G(\lambda, v) \) with \( v > 0 \) valid for both fermions and bosons

\[ G(\lambda, v) = G_{\beta_1}(\lambda) - \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \frac{d\epsilon}{2\pi} \Theta(v_g(\epsilon) - v) \left( 1 - \frac{v}{v_g(\epsilon)} \right) \]

\[ \left\{ [F((\beta_1 + \lambda) \epsilon) - F(\beta_1 \epsilon)] - [F((\beta + \lambda) \epsilon) - F(\beta_1 \epsilon)] \right\}, \]

where we introduced

\[ G_{\beta}(\lambda) = -\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \frac{d\epsilon}{2\pi} \left\{ F((\beta + \lambda) \epsilon) - F(\beta \epsilon) \right\} + [F((\beta - \lambda) \epsilon) - F(\beta \epsilon)] \]

with the function \( F(\epsilon) \) depending on the statistics of the quasi-particles as

\[ F(\epsilon) = \begin{cases} -\ln(1 + e^{-\epsilon}) & \text{for fermions;} \\ \ln(1 - e^{-\epsilon}) & \text{for bosons.} \end{cases} \]

In the previous expressions \( \epsilon_{\text{min}} \) and \( \epsilon_{\text{max}} \) are the minimum and the maximum of the single-particle energy spectrum (see Eq. (46) for the Ising chain and Eq. (57) for the harmonic chain). For \( v < 0 \), one gets from Eq. (84) a formula similar to Eq. (86) with the replacements \( v \rightarrow -v \), \( \lambda \rightarrow -\lambda \), i.e.,

\[ G(\lambda, v) = G_{\beta_1}(\lambda) - \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \frac{d\epsilon}{2\pi} \Theta(v_g(\epsilon) + v) \left( 1 + \frac{v}{v_g(\epsilon)} \right) \]

\[ \left\{ [F((\beta_1 - \lambda) \epsilon) - F(\beta_1 \epsilon)] - [F((\beta - \lambda) \epsilon) - F(\beta_1 \epsilon)] \right\}. \]

(88)

Equations (86) and (88) are the main results of this paper.

One can see that for \( v > v_{\text{max}} \) (\( v < -v_{\text{max}} \)) (where \( v_{\text{max}} \) is given in Eq. (46) or (57) depending on the model considered), the second term in Eqs. (86) and (88) vanishes and one is left with \( G(\lambda, v) = G_{\beta_1}(\lambda) - G_{\beta_1}(\lambda) \). The physical interpretation of this result is straightforward since outside the light-cone \( v > v_{\text{max}} \) (\( v < -v_{\text{max}} \)) the system is described by a reservoir at inverse temperature \( \beta_1 \) (\( \beta_1 \)), which is not affected by the dynamics. Correspondingly, the temperature in this region is homogeneous and the mean current \( J_{\text{NESS}}^E(v) \) vanishes, while due to thermal fluctuations, its higher-order cumulants do not and they are described by the SCGF of the reservoir at the initial temperature of that part of the chain.

On the other hand, the NESS can be retrieved as a particular case of Eqs. (86) and (89): upon setting \( v = 0 \) in these expressions one finds

\[ G(\lambda, v = 0) = -\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \frac{d\epsilon}{2\pi} \left\{ [F((\beta_1 + \lambda) \epsilon) - F(\beta_1 \epsilon)] + [F((\beta_r - \lambda) \epsilon) - F(\beta_r \epsilon)] \right\}. \]

(90)

In Secs. IV C and IV D, we show that for non-interacting fermions and bosons Eq. (90) coincides with Eqs. (75), and (76) respectively, with unitary transmission coefficient, as expected from the fact that, after the quench, the Hamiltonian is translational invariant and therefore no reflection occurs at the junction. For generic values of \( v \), Eqs. (86) and (89) provide the complete dynamics of the SCGF, and of all the cumulants of the transferred energy \( \Delta e(x, t) \), in the hydrodynamic limit, extending the known results in the literature about the NESS.

Note that the expressions in Eqs. (86) and (89) for \( G(\lambda, v) \) satisfy the important relation

\[ \frac{\partial G(\lambda, v)}{\partial \lambda} = -\frac{1}{\hbar} \frac{\Delta E(x, t) |_{\beta_1 + \lambda, \beta_r - \lambda}}{\Delta E(x, t) |_{\beta_r - \lambda, \beta_r + \lambda} + J_{\text{NESS}}^E |_{\beta_r - \lambda, \beta_r + \lambda}}, \]

(91)

where we denoted by \( \Delta E(x, t) |_{\beta_1, \beta_r} \) the mean in Eqs. (48) and (69) of the transferred energy operator \( \Delta e(x, t) \) at the hydrodynamic scale. The first subscript \( \beta_1 \) of \( \Delta E(x, t) |_{\beta_1, \beta_2} \) refers to the inverse temperature of the first Fermi-Bose function \( f^+_\lambda \), appearing on the right hand side of Eqs. (48) and (69) with positive sign, while the second subscript \( \beta_r \) denotes the inverse temperature of the second Fermi-Bose factor appearing in the same equations with negative sign. \( J_{\text{NESS}}^E |_{\beta_r - \lambda, \beta_r + \lambda} \) is the stationary-state energy current obtained upon setting \( v = 0 \) in Eqs. (44) and (54) and by replacing \( \beta_1 \rightarrow \beta_r - \lambda \) and \( \beta_r \rightarrow \beta_r + \lambda \). In particular, for \( v = 0 \) the two terms on the second line of Eq. (91) cancel each other and one obtains

\[ \frac{\partial G(\lambda, v = 0)}{\partial \lambda} = -J_{\text{NESS}}^E |_{\beta_1 + \lambda, \beta_r - \lambda}, \]

(92)

which is known in the literature as the extended fluctuation relation; it was proved in Ref. [29] for the NESS limit of the SCGF \( G(\lambda) \) in Eq. (74), and in particular it is known to apply to free particles models [28, 30, 89] and conformal field theory [26–28]. Recently, a generalization of Eq. (92) for homogeneous stationary states of interacting integrable models has been proved in Refs. [91, 92] where the SCGF has been expressed as an integral over \( \lambda \) of the mean energy current with Lagrange parameters \( \beta(\lambda) \) depending on \( \lambda \). In the absence of interactions the dependence of this \( \beta(\lambda) \) on \( \lambda \) reduces to a shift by \( \lambda \) as in Eq. (92). Our result in Eq. (91) therefore represents an extension of the extended fluctuation relation to the space-time scaling limit \( v = x/t \) of the SCGF \( G(\lambda, v) \) in Eq. (70). The relation in Eq. (91) and generalizations
thereof are important for generalizing the calculation of the cumulant generating function in Eq. (70) to the more complex case of interacting integrable models. In the latter, in fact, one only knows from the generalized hydrodynamics formalism of Refs. [45, 46] the expression of the mean energy current. Then, by exploiting the extended fluctuation relation, one can derive the SCGF just by integrating the current with appropriately modified Lagrange parameters $\beta$ as a function of $\lambda$, therefore providing access to an expression otherwise extremely difficult to obtain.

### B. Semi-classical interpretation of the expression of the scaled cumulant generating function

As already stated in Secs. III A and III B, Eqs. (44) and (45) (and, analogously, Eqs. (54) and (55)) can be simply interpreted in terms of quasi-particles excitations generated by the post-quench mode operators $\Psi_R^\dagger(k)$ or $A^\dagger(k)$ in Eqs. (9) or (27) with wave-vector $k \in [0, \pi)$, which travel ballistically with velocity $\pm v_g(k)$, defined after Eqs. (41) and (51). Quasi-particles with velocity $+v_g(k)$ propagate rightwards (right mover), while those with velocity $-v_g(k)$ propagate leftwards (left mover). The occupation of each mode $k$ is determined by the statistics of the initial state. For the one resulting from the partitioning protocol in Eq. (1), this occupation is thermal at inverse temperatures $\beta_i$ and $\beta_f$ for $y < 0$ and $y > 0$, respectively, where $y$ is the spatial coordinate along the chain. As a consequence, in order to represent in a semi-classical way the quasi-particles corresponding to the modes $\Psi_R^\dagger(k)$ and $A^\dagger(k)$, one defines the number $n_{\beta(y)}(k)$ of quasi-particles with wave vector $k$ initially “located” at site $y$ as a classical random variable with a probability distribution $P(n_{\beta(y)}(k))$ determined by the thermal distribution at inverse temperature $\beta(y)$. According to elementary statistical mechanics [98], for fermionic quasi-particles this distribution is given by

$$P(n_{\beta(y)}(k) = n) = \frac{e^{-\beta(y)\epsilon(k)n}}{1 + e^{-\beta(y)\epsilon(k)}} \quad \text{with} \quad n = 0, 1,$$

while in the bosonic case

$$P(n_{\beta(y)}(k) = n) = e^{-\beta(y)\Omega(k)n}(1 - e^{-\beta(y)\Omega(k)}),$$

with $n = 0, 1, \ldots \infty$ and

$$\beta(y) = \beta_i \Theta(y) + \beta_f \Theta(-y).$$

The random variables $n_{\beta(y')}(k')$ and $n_{\beta(y)}(k)$ at lattice sites $y' \neq y$ and with wave vector $k' \neq k$ are taken to be independent since in free-particle models the various modes evolve independently and therefore Eqs. (93), (94), and (95) specify completely the probability of a given configuration of the quasi-particles along the chain after the quench.

As a consequence of the independence of the variables $n_{\beta(y)}(k)$ for different values of $k$, one can write the scaled cumulant generating function $G(\lambda, x, t)$ of the total transferred energy $\Delta e(x, t)$ as

$$G(\lambda, x, t) = \lim_{x \to \infty} \frac{1}{t} \int_0^\pi dk \ln g(\lambda, x, t; k),$$

where $g(\lambda, x, t; k)$ is the moment generating function of the contribution $\Delta e(x, t; k)$ to the total transferred energy $\Delta e(x, t)$ due to the quasi-particles with wave vector $k$, defined as

$$g(\lambda, x, t; k) = \langle e^{-\lambda \Delta e(x, t; k)} \rangle_s, \quad (97)$$

where the subscript “$sc$” denotes the semi-classical average according to the mode distributions in Eqs. (93), (94), and (95). We emphasize that, within the semi-classical description presented here, $\Delta e(x, t; k)$ is considered as a classical random variable depending on $n_{\beta(y)}(k)$ and it is simply related to the total transferred energy $\Delta e(x, t)$ as

$$\Delta e(x, t) = \int_0^\pi dk \Delta e(x, t; k).$$

This formula expresses again the fact that modes with different $k$ contribute independently to $\Delta e(x, t)$ and therefore to $G(\lambda, x, t)$, as one can also see from Eq. (96).

Since the transferred energy $\Delta e(x, t; k)$ is a time-integrated observable, it is determined not only by the flux of quasi-particles with wave vector $k$ arriving in $x$ at time $t$, but also by all the excitations crossing $x$ at times earlier than $t$, i.e., within the temporal interval $(0, t)$. Given that the quasi-particles propagate ballistically with velocity $\pm v_g(k)$, it is straightforward to express $\Delta e(x, t; k)$ in terms of the random variables $n_{\beta(y)}(k)$ in Eq. (95). In particular, assuming $v = x/t > 0$, the quasi-particles with $v_g(k) > v$ and coming from the left chain are always able to reach the point $x$ within the time interval of interest, as sketched in Fig. 4(a), while those with $v_g(k) < v$ contribute to the total energy change $\Delta e(x, t; k)$ only if coming from the right chain, see Fig. 4(b). The semi-classical expression of the energy transferred by the mode $k \in [0, \pi)$ for a generic value of $v$ is therefore given by the difference between the flux of quasi-particles initially generated in the interval $[x_0(k), x]$ and that of the quasi-particles generated in $[y_0(k), y]$, with $x_0(k) = x - v_g(k)t$ and $y_0(k) = x + v_g(k)t$, as shown in Fig. 4. In formulas,

$$\Delta e(x, t; k) = \sum_{y=x_0(k)}^x \epsilon(k)n_{\beta(y)}(k) - \sum_{y=y_0(k)}^{x_0(k)} \epsilon(k)n_{\beta(y)}(k), \quad (99)$$

where $n_{\beta(y)}(k)$ is defined before Eq. (93), and the energy $\epsilon(k)$ carried by a mode $k$ in Eq. (5) for the Ising chain, while for the harmonic chain one has to replace $\epsilon(k) \equiv \Omega(k)$, with $\Omega(k)$ given in Eq. (23). The moment generating function $g(\lambda, x, t; k)$ in Eq. (97) can be then
FIG. 4. Quasi-particles interpretation of the transferred energy $\Delta e(x,t;k)$ determined by the mode $k$ for a point at position $x$ and time $t$. For times $t$ comparable to the space coordinate $x$ not only the right (left) moving particles coming from the left (right) chain contribute to the statistics of the transferred energy $\Delta e(x,t)$, but also the right-moving particles from the space interval $[0,x]$, which result in the additional terms in the second line of Eq. (91). In the NESS, the contribution from particles generated within the interval $[0,x]$ vanishes and only right (left) moving particles from the left (right) chain matter, recovering the extended fluctuation relation in Eq. (92).
general expression (86) the function $F(\varepsilon)$ specified in the first line of Eq. (88), $\epsilon_{\text{min}} = \epsilon_{\text{min}}$ and $\epsilon_{\text{max}} = \epsilon_{\text{max}}$ defined after Eq. (46), with the result

$$G(\lambda, v) = G_{\beta_{r}}(\lambda) + \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \frac{d\varepsilon}{2\pi} \Theta(vg(\varepsilon) - v) \left(1 - \frac{v}{vg(\varepsilon)}\right) \left\{\ln[1 + f_{\beta_r}^{\dagger}(\varepsilon)(e^{-\lambda\varepsilon} - 1)]
- \ln[1 + f_{\beta_r}^{\dagger}(\varepsilon)(e^{-\lambda\varepsilon} - 1)]\right\},$$

where

$$G_{\beta}(\lambda) = \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \frac{d\varepsilon}{2\pi} \left\{\ln[1 + f_{\beta_r}^{\dagger}(\varepsilon)(e^{-\lambda\varepsilon} - 1)]
+ \ln[1 + f_{\beta_r}^{\dagger}(\varepsilon)(e^{\lambda\varepsilon} - 1)]\right\},$$

(102)

for $v > 0$, while for $v < 0$ one gets from Eq. (89) the same result with the replacements $\nu \rightarrow -\nu, I \equiv r$ and $\lambda \rightarrow -\lambda$. The general considerations done in Sec. IV A about the dependence of $G(\lambda, v)$ on $v$ applies. In particular, for $v > v_{\text{max}}$ with $v_{\text{max}}$ given by Eq. (46), $G(\lambda, v) = G_{\beta_{r}}(\lambda)$: after simple algebraic manipulations, it is easy to show that this expression coincides with the Levitov-Lesovik formula for non-interacting fermions in Eq. (75), with the two parts of the system having equal inverse temperatures set to $\beta_{r}$. Accordingly, $G(\lambda, v > v_{\text{max}})$ describes the energy current fluctuations in the right thermal reservoir. Upon setting $v = 0$ in Eq. (103), instead, we get the NESS limit of the SCGF, which for non-interacting fermions models is again provided by the Levitov-Lesovik formula in Eq. (75) with unitary transmission coefficient, as already noted after Eq. (90). From the latter equation, performing explicitly the integral over the energy spectrum one finds

$$G(\lambda, v = 0) = g_{\beta_r}^{\dagger}(\lambda) - g_{\beta_r}^{\dagger}(0) + g_{\beta_{r}}^{\dagger}(-\lambda) - g_{\beta_{r}}^{\dagger}(0),$$

(104)

where

$$g_{\beta}^{\dagger}(\lambda) = \frac{\text{Li}_2(-e^{-(\beta + \lambda)\epsilon_{\text{max}}}) - \text{Li}_2(-e^{-(\beta + \lambda)\epsilon_{\text{min}}})}{2\pi(\beta + \lambda)},$$

(105)

which agrees with the expression found (under the assumption $h > 1$) in Ref. [30], see Eqs. (33) and (34) therein, for the stationary limit of the SCGF of the transferred energy following an inhomogeneous quench of two Ising chains according to the very same protocol considered in this work and calculated by evaluating Eq. (74). The plot of $G(\lambda, v)$ in Eq. (102) as a function of $\lambda$ for various fixed values of $v$ is reported in Fig. 5(a) for $v > 0$ and in Fig. 5(b) for $v < 0$. The corresponding large-deviation function $I(J_E, v)$, obtained by taking the Legendre-Fenchel transform of $G(\lambda, v)$, is reported in Fig. 6 for the same values of parameters as in Fig. 5. A different choice of the parameters $\beta_{r,l}$ does not alter the qualitative features of the plot, but it changes the zero of $I$, i.e., $I(\langle J_E \rangle, v) = 0$, where $\langle J_E \rangle = \Delta E(x, t)/t$ is the mean and typical value. In particular, for $\beta_{r} > \beta_{l}$, $\langle J_E \rangle$ is positive as the typical flow of energy is from the left (hotter) to the right (colder) chain, according to the initial temperature gradient. In the opposite case, $\beta_{r} < \beta_{l}$, one has $\langle J_E \rangle < 0$ and the zero of $I$ is consequently negative. As far as the dependence on $v$ of $G(\lambda, v)$ and $I(\langle J_E \rangle, v)$ is concerned, we note that the statistics of the rare fluctuations with $J_E$ smaller (larger) than $\langle J_E \rangle$ does not depend significantly on the value of $v > 0$ ($v < 0$). This fact can be understood in terms of the quasi-particles picture sketched in Fig. 4: in the case $v > 0$, for instance, in order to have a current smaller than the mean one, e.g., a negative value with the current flowing against the tem-
temperature gradient, one needs a fluctuation in the number of left-moving particles coming from the right chain, in particular those initially generated within the space interval \([x, y_0(k)]\), with \(y_0(k)\) defined after Eq. (99); given that these excitations are entirely produced in the right part of the chain, at inverse temperature \(\beta_r\), the corresponding fluctuations are practically time-independent because the properties of the reservoir have not been affected by the dynamics. Concerning the dependence on \(\lambda\), instead, the SCGF is defined over the whole real axis for all values of \(v\) and it is asymptotically linear as \(\lambda \to \pm \infty\), with slopes \(\mathcal{J}_{\text{max}}^E\) and \(\mathcal{J}_{\text{min}}^E = -\mathcal{J}_{\text{max}}^E\), respectively, which are independent of \(v\):

\[
\mathcal{J}_{\text{max}}^E = -\frac{\partial G(\lambda, v)}{\partial \lambda} \bigg|_{\lambda \to -\infty} = \frac{J^2 h}{\pi}. \tag{106}
\]

Accordingly, by using the Legendre duality relations in Eqs. (73), an asymptotic linear behavior of \(G(\lambda \to \pm \infty, v)\) such as that displayed by \(G(\lambda, v)\) in Fig. 5 implies that \(I(J_E, v)\) diverges for values of \(J_E\) outside the interval delimited by the slopes of \(G(\lambda \to -\infty, v)\) and \(G(\lambda \to \infty, v)\) and, correspondingly, the probability vanishes. This means that the values \(\mathcal{J}_{\text{min}}^E\) and \(\mathcal{J}_{\text{max}}^E\) identified above actually coincide with the minimal and maximal possible values, respectively, of \(J_E\) in Eq. (106), while it diverges outside this interval, meaning that the corresponding values of the transferred energy cannot be observed in the system. In fact, because the transport is determined by fermionic quasi-particles, the exclusion principle requires that each mode \(k\) has at most an occupation 1 and therefore the modulus of \(|J_E|\) the energy current at most an occupation 1 and therefore the modulus of \(J_E\) the energy current is 0. The slopes \(\mathcal{J}_{\text{max}}\) and \(\mathcal{J}_{\text{min}}\) of \(G(\lambda, v)\) in Fig. 5 are defined after Eq. (57). Accordingly, Eq. (86) follows that \(I(J_E, v)\) is finite only within the interval \(J_E \in [\mathcal{J}_{\text{min}}^E, \mathcal{J}_{\text{max}}^E]\), with \(\mathcal{J}_{\text{min}}^E\) and \(\mathcal{J}_{\text{max}}^E\) given in Eq. (106), while it diverges outside this interval, meaning that the corresponding values of the transferred energy cannot be observed in the system. In fact, because the transport is determined by fermionic quasi-particles, the exclusion principle requires that each mode \(k\) has at most an occupation 1 and therefore the modulus of the energy current \(|J^E(v)|\) in Eq. (44) can never exceed the value \(\mathcal{J}_{\text{max}}^E\) obtained by setting all these occupation numbers to 1. This can be seen quantitatively by starting from the expression of \(J^E(v)\) in Eq. (44). Remembering that \(J^E(v = 0)\) is the value of the energy current in the NESS, and that \(J^E(v) < J^E(0)\) since as time increases the current along the chain approaches the steady state value from below since transport is ballistic, one has

\[
|J^E(v)| < |J^E(0)| < \int_0^\pi \frac{dk}{2\pi} \varepsilon(k) v_g(k) |f_{\beta_l}^+(k) - f_{\beta_r}^-(k)|, \tag{107}
\]

By observing that, due to the fermionic statistics,

\[
|f_{\beta_l}^+(k) - f_{\beta_r}^-(k)| < 1, \tag{108}
\]

it follows that

\[
|J^E(v)| < \int_0^\pi \frac{dk}{2\pi} \varepsilon(k) v_g(k) = \int_{\varepsilon_{\text{min}}}^{\varepsilon_{\text{max}}} \frac{d\varepsilon}{2\pi} \varepsilon = \frac{J^2 h}{\pi}, \tag{109}
\]

which is indeed the value in Eq. (106) of the asymptotic slope of \(G(\lambda, v)\) for \(\lambda \to \infty\).

\[\text{D. The harmonic chain: SCGF and large deviations}\]

In the harmonic chain, \(F(\varepsilon)\) in Eq. (86) is given by the second line of Eq. (88), while \(\varepsilon_{\text{min}} = \Omega_{\text{min}}\) and \(\varepsilon_{\text{max}} = \Omega_{\text{max}}\) are defined after Eq. (57). Accordingly, Eq. (86)

\[\text{(a)}\]

\[\text{(b)}\]
\[ G(\lambda, v) = -\int_{0}^{\Omega_{\text{max}}} \frac{d\epsilon}{2\pi} \left( v g_{\beta}(\epsilon) - \frac{v}{\nu g(\epsilon)} \right) \{ \ln [1 + f_{\beta}^{+}(\epsilon)(1 - e^{-\lambda \epsilon})] \\
+ \ln [1 + f_{\beta}^{-}(\epsilon)(1 - e^{-\lambda \epsilon})] \} + G_{\beta}(\lambda), \]  
(110)

where

\[ G_{\beta}(\lambda) = -\int_{0}^{\Omega_{\text{max}}} \frac{d\epsilon}{2\pi} \left\{ \ln [1 + f_{\beta}^{+}(\epsilon)(1 - e^{-\lambda \epsilon})] \\
+ \ln [1 + f_{\beta}^{-}(\epsilon)(1 - e^{-\lambda \epsilon})] \right\}. \]  
(111)

For \( v < 0 \) a similar expression can be written starting from Eq. (89) with the replacements \( v \to -v, \lambda \to -\lambda \) and \( I \to r \). Similarly to the case of the Ising model, the term \( G_{\beta}(\lambda) \) encodes thermal fluctuations of the right reservoir. Upon setting \( v = 0 \) in Eq. (110) the NESS scaled cumulant generating function can obtained by directly performing the integration over the energy spectrum \( \Omega \), which renders

\[ G(\lambda, v) = g_{\beta}(\lambda) - g_{\beta}(0) + g_{\beta}(-\lambda) - g_{\beta}(0) \]  
(112)

where

\[ g_{\beta}(\lambda) = \frac{\text{Li}_2(e^{-\Omega_{\text{min}}(\beta + \lambda)}) - \text{Li}_2(e^{-\Omega_{\text{max}}(\beta + \lambda)})}{2\pi(\beta + \lambda)}. \]  
(113)

The result in Eq. (112) is consistent with the one obtained in Ref. [90] for the SCGF of a chain of harmonic oscillators coupled to two external heat baths at temperatures \( T_i \) and \( T_r \). In addition, it shows that the SCGF and the cumulants of the transferred energy \( \Delta c(x, t) \) are independent of the protocol chosen to get the non-equilibrium stationary state, as it happens for the mean value of the energy current reported after Eqs. (58), (59), and (60).

The plot of \( G(\lambda, v) \) in Eq. (110) as a function of \( \lambda \) for various fixed values of \( v \) is reported in Fig. 7(a) for \( v > 0 \) and in Fig. 7(b) for \( v < 0 \). The corresponding large-deviation function \( I(J_E, v) \), obtained by taking the Legendre-Fenchel transform of \( G(\lambda, v) \), is reported in the two panels of Fig. 8 for the same values of parameters as in Fig. 7. As in the case of the Ising chain, the qualitative features of the plot are unaltered upon changing the parameters of model, the only difference being in the sign of the mean transferred energy \( \langle J_E \rangle \) which is positive for \( \beta_r > \beta_i \), as it is the case for Fig. 8, and negative otherwise.

The most important difference with respect to the SCGF of the fermionic case reported in Fig. 5 is that \( G(\lambda, v) \) as a function of \( \lambda \) is defined on a finite interval, the extremes of which depend on the value of the variable \( v \), i.e., it is finite for

\[ \lambda \in [-\min(\beta_i, \beta_r), \beta_r] \quad \text{for} \quad 0 < v < v_{\text{max}}, \]

\[ \lambda \in [-\beta_i, \min(\beta_i, \beta_r)] \quad \text{for} \quad -v_{\text{max}} < v < 0, \]  
(114)

while it is otherwise infinite. In the non-equilibrium stationary state, corresponding to setting \( v = 0 \), and in the cases \( v > v_{\text{max}} \) and \( v < -v_{\text{max}} \), with \( v_{\text{max}} \) given in Eq. (57), the domain of the SCGF is, instead,

\[ \lambda \in [-\beta_r, \beta_r] \quad \text{for} \quad v \geq v_{\text{max}}, \]

\[ \lambda \in [-\beta_i, \beta_i] \quad \text{for} \quad v \leq -v_{\text{max}}, \]

\[ \lambda \in [-\beta_i, \beta_r] \quad \text{for} \quad v = 0. \]  
(115)

In particular, the dependence of the domain of \( G(\lambda, v) \) on \( v \), as we can see from Fig. 7, turns out to be discontinuous; namely in the case \( v > 0 \) of Fig. 7(a) the domain is
\[ I(J, v) \] for \( 0 < v < v_{\text{max}} \) since \( \beta_r > \beta_l \), while, in the case \( v > v_{\text{max}} \) it becomes the one of the the SCGF of the right reservoir in Eq. (111), i.e., \( \lambda \in [-\beta_r, \beta_r] \). Similarly, for \( v < 0 \), the domain is \( \lambda \in [-\beta_r, \beta_r] \) for \( -v_{\text{max}} < v < 0 \) while it changes to the domain of the NESS scaled cumulant generating function \( \lambda \in [-\beta_1, \beta_1] \) for \( v = 0 \). In terms of the large deviation function \( I(J, v) \) and due to the Legendre duality expressed in Eq. (73), the presence of these domains translates into asymptotically linear behaviours for large \( |J| \), with the slopes determined by the boundaries of the domain of the SCGF, given in Eqs. (114) and (115). This is shown in Fig. 8(a) for \( v > 0 \) and in Fig. 8(b) for \( v < 0 \).

The peculiar behavior of the domain of the SCGF in Eq. (114) can be again understood in terms of the quasiparticles picture sketched in Fig. 4. Consider, for example, the case \( v > 0 \): since the transferred energy operator \( \Delta e(x, t) \) in Eq. (47) is a time-integrated quantity one has to consider the flux of quasiparticles arriving in \( x \) within the time interval \((0, t)\), as already noted after Eq. (96). Left movers contributing to the expression in Eq. (110) are generated initially only within the interval \([x, y_0(k)]\) along the chain, with inverse temperature \( \beta_r \). The contribution of right-moving excitations, instead, comes from those initially generated within the intervals \([x_0(k), 0]\) and \((0, x]\) along the chain, with different inverse temperatures \( \beta_l \) and \( \beta_r \), respectively, where \( x_0(k) \) and \( y_0(k) \) are defined after Eq. (99). In each of these intervals there is a finite probability of generating an arbitrarily large number of bosons in the initial state for each mode \( k \), according to Eq. (94). Therefore each interval can behave as an effective reservoir at the corresponding temperature, in the sense that it is able to inject an arbitrarily large number of quasiparticles in the system. The domain of the SCGF is then determined by the reservoir of left moving excitations, at inverse temperature \( \beta_r \), and by the reservoir of those moving rightwards, with the temperature of the latter being determined by the largest between the temperatures at which the particles in the intervals \([x_0(k), 0]\) and those in \([x, y_0(k)]\) are initially generated, in accordance with Eq. (114). This is the physical interpretation of the origin of the behaviour displayed in Fig. 8(a): a similar argument can be repeated for \( v < 0 \) in order to explain the features of Fig. 8(b).

In particular, due to the fact \( \Delta e(x, t) \) is a time-integrated observable, one can conclude that \( G(\lambda, v) \) in Eq. (70) as a function of \( v \) can be discontinuous in \( v = 0 \) or at the edges \( v = \pm v_{\text{max}} \) whenever the Hilbert space for each mode \( k \) of the excitations is infinite, as it is the case for bosons. If, on the contrary, for every wave vector \( k \) the Hilbert space has a finite dimension, as in the fermionic case in Sec. IV C, these discontinuities are absent.

The bosonic large deviation function \( I(J, v) \) is therefore defined as a function of \( J \) over the whole real axis for all values of \( v \), and fluctuations of the transferred energy \( J = \Delta e(x, t)/t \) can in principle be arbitrarily large; the physical reason is clear since in this case each mode \( k \) is not restricted to be populated by one or zero particles, as in the fermionic case, and as a consequence no bound as in Eq. (108) can be determined. In particular, the asymptotic linear behaviour of the rate function shown in Fig. 8, according to Eq. (74), causes the tails of the probability density \( p(J, v) \) of the transferred energy to be exponentially distributed according to

\[
\int p(J, v) \sim \exp[-t \beta(v)|J|],
\]

with \( \beta(v) \) depending on \( v \) consistently with Eqs. (114) and (115). In the steady state, corresponding to setting \( v = 0 \), one has

\[
\beta(v = 0) = \beta_l \Theta(J) + \beta_r \Theta(-J),
\]

in agreement with Ref. [90], where identical exponential
tails have been observed for the probability distribution of the energy current flowing in an harmonic chain connected to two thermal reservoirs at inverse temperatures $\beta_l$ and $\beta_r$.

V. Conclusions

In the present manuscript we considered the energy transport after an inhomogeneous quench of two identical semi-infinite systems initially at thermal equilibrium at different temperatures $\beta_r$ and $\beta_l$ as in Eq. (1). In particular, we focused on the exactly soluble cases of the quantum Ising chain in a transverse field and of the harmonic chain, introduced in Sec. II, which are characterized, respectively, by the fermionic and bosonic excitations in Eqs. (9) and (28). In Sec. III we have discussed the calculation of the energy current $J^E(v)$ and density $U(v)$ in the space-time scaling/hydrodynamic limit $x,t \to \infty$ with fixed $v = x/t$. By explicitly evolving the density matrix $\rho(v)$ at the hydrodynamic scale, in Sec. III A (see Eqs. (35), (41), and (51)) we studied the Ising chain, recovering in Eqs. (44) and (45) the results of Refs. [42, 43]; in Sec. III B, instead, we considered the harmonic chain, deriving the analogous statistical properties in Eqs. (54) and (55). For the latter case, the edge behavior of $J^E(v)$ as $v \to \pm v_{\text{max}}$ has been analyzed and the Airy kernel has been found to describe the leading sub-diffusive correction to the ballistic profile also for free bosonic systems, see Eqs. (62), (63), (64), (66), and (67). The expressions of the energy current $J^E(v)$ of density $U(v)$ in the hydrodynamic limit turn out to have a rather universal structure, in the sense that the only appearing model-specific information is the single-particle energy spectrum and the Fermi-Dirac ($f^\lambda$) or Bose-Einstein ($f^\nu$) statistics of the quasi-particles.

The primary results of this work are presented in Sec. IV. In particular, in Sec. IV A the scaled cumulant generating function (SCGF) $G(\lambda, v)$ in the hydrodynamic limit, see Eq. (70), has been determined, with the result reported in Eqs. (86) and (89). The calculation is based on an exponential tilting $\rho(v, \lambda)$ of the density matrix according to the exponential of the time integrated current, as shown by Eqs. (79), (80), and (81). Equations (86) and (89) express the SCGF as a function of $v$, therefore extending known results for the Ising chain (see Ref. [30]) and for the harmonic oscillators (see Ref. [90]) concerning the stationary limit of this function, corresponding to $v = 0$. In particular, in Eq. (91) we have derived a generalization of the so-called extended fluctuation relation [29], which allows us to calculate the SCGF $G(\lambda, v)$ via an integration over $\lambda$ of the energy current $J^E(v)$, with suitably modified inverse temperatures $\beta(\lambda)$. In Sec. IV B we have provided a simple semi-classical derivation of Eqs. (86) and (89) in terms of quasi-particles which ballistically propagate along the chain. Via the Legendre-Fenchel transform in Eq. (72), the large deviation function $I(J, v)$ — which expresses the asymptotic scaling, in the hydrodynamic limit, of the probability density function $p(J, v)$ — of the transferred energy $\Delta\varepsilon(x,t)/t$ (see Eq. (71)) has been obtained. As far as the large deviation function is concerned, bosons and fermions behave rather differently. For fermions, see Sec. IV C for the Ising chain, $I(J, v)$ as a function of $J$ is finite only on the closed interval $[-J_{\text{max}}^E, J_{\text{max}}^E]$ (see Eq. (106)), while it is infinite outside it, meaning that $\Delta\varepsilon(x,t)/t$ cannot exceed the maximum value $J_{\text{max}}^E$. For bosons, see Sec. IV D, instead, $I(J, v)$ as a function of $J$ is defined on the whole real axis and it shows linear tails (see Eqs. (116) and (117)), which imply that the probability density of the rare fluctuations is exponentially distributed. In the bosonic case, we have also noted that the large deviation function $I(J, v)$ exhibits a discontinuous dependence as a function on $v$ at the values $v = 0$ or $v = \pm v_{\text{max}}$. This feature is caused by the fact that $\Delta\varepsilon(x,t)/t$ is a time-integrated observable, which accordingly depends on the flux of quasi-particles reaching the point $x$ within the time interval $(0,t)$, and by the fact that each spatial interval within the chain can actually act as a reservoir of particles, since bosons for each mode $k$ can be produced in an arbitrarily large number.

The technique we used to calculate $G(\lambda, v)$ in Sec. IV A, based on biasing the density matrix $\rho(\lambda, v)$ as a function of $\lambda$, can be generalized to the more complex case of interacting integrable models, as done in Refs. [91, 92] for the calculation of $G(\lambda)$ in homogeneous and stationary states. For inhomogeneous and non-stationary states, such as $\rho_0$ in Eq. (1), a general expression for $G(\lambda, v)$ analogous to Eq. (70) is still lacking. However, within the approach based on generalized hydrodynamics [45, 46] we think that it should be possible to extend the analysis of Sec. IV A to classical and quantum interacting integrable models. Finally, it would be interesting to test our predictions for the transferred energy probability density function $p(J, v)$ in ultra-cold atoms experiments, as done e.g., in Ref. [99], where heat and particle transport could be studied by preparing two identical clouds of atoms at different temperatures in the same spirit as the partitioning protocol analyzed here.
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A. Non interacting models: details of their solutions

In this appendix, we provide some additional details on the expressions of the operators entering in the exact solution of the models introduced in Sec. II.

In particular, for the quantum Ising chain the pre-quench mode operators $\Phi_{r,l}(k)$ can be eventually expressed in terms of the post-quench ones $\Psi_R(k)$, according to Eq. (39): we report here only the final results, derived in Ref. [42], which we follow closely. The pre-quench modes $\Phi_r(k)$ introduced in Eq. (4) are defined in terms of the lattice fermionic operators $c_n$ in Eq. (3) in the thermodynamic limit as

$$\Phi_r(k) = \sum_{n=1}^{\infty} \left[ \omega_r^n(k) c_n + \xi_r^n(k) c_n^\dagger \right],$$

(A1)

for the right chain, and

$$\Phi_l(k) = \sum_{n=-\infty}^{0} \left[ \omega_l^n(k) c_n + \xi_l^n(k) c_n^\dagger \right],$$

(A2)

for the left one, where

$$\omega_{r,l}^n(k) = \frac{A^l_{r,l}(k) + B^l_{r,l}(k)}{2}, \quad \xi_{r,l}^n(k) = \frac{A^l_{r,l}(k) - B^l_{r,l}(k)}{2},$$

(A3)

and

$$A^l_{r,l}(k) = \sqrt{\frac{2}{\pi}} \sin(nk - f(k)), \quad B^l_{r,l}(k) = \sqrt{\frac{2}{\pi}} \sin(nk),$$

(A4)

where $f(k)$ is defined in Eq. (13). The functions $A^l_r$ and $B^l_r$ for the left chain are simply related to those of the right chain as

$$A^l_r(k) = B^l_r(1-n(k)) \quad \text{and} \quad B^l_r(k) = A^l_r(1-n(k)).$$

(A5)

In order to express the operators $\Phi_{r,l}$ in Eqs. (A1) and (A2) in term of $\Psi_R(k)$, we first need to write the lattice fermionic operators $c_n$ in terms of the post-quench modes as

$$c_n = \int_{-\pi}^{\pi} dk \left[ \Psi_R(k) (\omega^n_R(k))^* + \Psi^\dagger_R(k) \xi^n_R(k) \right],$$

(A6)

where $\omega^n_R$ and $\xi^n_R$ have been defined in Eqs. (10) and (11). By inserting Eq. (A6) into Eqs. (A1) and (A2), we get Eq. (39), where the sums over lattice sites can be computed as a geometric series resulting into the coefficients $m_{\pm,\alpha}(k,k')$, with $\alpha \in \{l, r\}$. The latter have been first computed in Ref. [30] and are listed here for completeness

$$m_{\pm,l}(k,k') = \frac{1}{4\pi i} \left\{ \frac{e^{-i[f(k)+f(k')]} \pm 1}{1 - e^{i(k+k'+i\delta)}} - \frac{e^{i[f(k')-f(k)]} \pm 1}{1 - e^{i(k-k'+i\delta)}} \right\},$$

(A7)

for the left chain, and

$$m_{\pm,r}(k,k') = \frac{1}{4\pi i} \left\{ \frac{e^{i[k-f(k')]} \pm e^{i[k-f(k)]}}{1 - e^{i(k'-k+i\delta)}} - \frac{e^{i[k+f(k')]} \pm e^{i[k-f(k)]}}{1 - e^{-i(k+k'-i\delta)}} \right\},$$

(A8)

for the right one.

For the harmonic chain, the exact solution of the left Hamiltonian in Eq. (16b) can be obtained by following the same procedure as for the right one with the definition, in the thermodynamic limit, of the operators $\hat{\phi}_l(k)$, $\hat{p}_l(k)$, where

$$\hat{\phi}_l(k) = -\sqrt{\frac{2}{\pi}} \sum_{x=-\infty}^{0} \sin(k(x-1)) \phi_x,$$

$$\hat{p}_l(k) = -\sqrt{\frac{2}{\pi}} \sum_{x=-\infty}^{0} \sin(k(x-1)) p_x,$$

(A9)
as a function of which the original lattice operators $\phi_x, p_x$ can be written as
\[
\phi_x = -\sqrt{2/\pi} \int_0^\pi dk \sin(k(x-1)) \hat{\phi}_l(k),
\]
\[
p_x = -\sqrt{2/\pi} \int_0^\pi dk \sin(k(x-1)) \hat{p}_l(k).
\]
In particular, we emphasize that $\phi_x$ and $p_x$ in Eq. (A10) automatically satisfy the boundary conditions for the left chain $\phi_1 = p_1 = 0$ reported right after Eq. (17). From the operators $\hat{\phi}_l(k)$ and $\hat{p}_l(k)$ in Eq. (A9), the bosonic annihilation and creation operators $A_i(k)$ and $A_i^\dagger(k)$, respectively, for the left chain can be introduced in the same way as in Eq. (21), i.e.,
\[
A_i(k) = \frac{1}{\sqrt{2\Omega(k)}} \left[ \Omega(k) \hat{\phi}_l(k) + i\hat{p}_l(k) \right],
\]
and the Hamiltonian then takes the diagonal form
\[
H_l = \int_0^\pi dk \Omega(k) A_i^\dagger(k)A_i(k).
\]

For the harmonic chain the dynamics can be studied according to the same strategy as the quantum Ising chain, i.e., it is useful to write the pre-quench modes $A_{i,l}(k)$ in terms of the post-quench ones $\hat{\alpha}(k)$ in Eq. (27). This can be done by inserting Eq. (18) (or Eq. (A9) for the left chain) into Eq. (21) (or Eq. (A11) for the left Hamiltonian) and then by writing the lattice operators $\phi_x$ and $p_x$ as in Eq. (29). The sum over the lattice coordinate can be again computed as a geometric series, with the following result:
\[
A_r(k) = \int_{-\pi}^\pi dk' \left[ -\hat{\alpha}^\dagger(k') m_{-r}(k',k) + \hat{\alpha}(k') m^\dagger_{+r}(k',k) \right],
\]
\[
A_i(k) = \int_{-\pi}^\pi dk' \left[ \hat{\alpha}^\dagger(k') m_{-i}(k',k) + \hat{\alpha}(k') m^\dagger_{+i}(k',k) \right],
\]
with the following expressions for the coefficients $m_{\pm,l,r}(k,k')$
\[
m_{\pm,l}(k,k') = \pm \frac{1}{4\pi i} \left[ \frac{e^{ik'}}{1 - e^{(k+k')i\delta}} - \frac{e^{-ik'}}{1 - e^{(k-k')i\delta}} \right] \left[ \sqrt{\Omega(k')} \Omega(k) \pm \sqrt{\Omega(k)} \Omega(k') \right],
\]
\[
m_{\pm,r}(k,k') = \frac{1}{4\pi i} \left[ \frac{e^{i(k'-k)}}{1 - e^{(k-k')i\delta}} - \frac{e^{-i(k+k')}}{1 - e^{(k+k')i\delta}} \right] \left[ \sqrt{\Omega(k')} \Omega(k) \pm \sqrt{\Omega(k)} \Omega(k') \right].
\]
It is also possible to invert Eq. (A13) in order to express $\hat{\alpha}(k)$ as a function of $A_{r,l}(k)$
\[
\hat{\alpha}(k) = \int_{-\pi}^\pi dk' \left[ m_{-l}(k,k')A_i^\dagger(k',k) + m_{+l}(k,k')A_i(k',k) + m_{-r}(k,k')A_r(k',k) + m_{+r}(k,k')A_r^\dagger(k',k) \right].
\]

**B. Calculation of the energy current in the hydrodynamic limit for the harmonic chain**

In this appendix we report the calculations in the hydrodynamic limit underlying Eq. (51) for the harmonic chain. We do not provide the analogous derivation of Eq. (41) for the quantum Ising model, as it proceeds as presented here and it is equivalent to the procedure outlined in Refs. [42, 43].

We start by writing the left and right Hamiltonians $H_{\alpha}$, with $\alpha \in \{l, r\}$, in Eqs. (22) and (A12), determining the initial state $\rho_0$ of Eq. (1), as a function of the post-quench modes via Eq. (A13). In terms of the operators $\hat{\alpha}(k)$, the space and time evolution of Eq. (34) can be easily calculated, because for them it is simply given by Eq. (30) and $e^{iH_l} \hat{\alpha}(k)e^{-iH_l} = e^{-i\Omega(k)t} \hat{\alpha}(k)$, resulting in
\[
(P_{tr})^\dagger e^{-iH_H} H \rho e^{iH_H} (P_{tr})^\dagger = \int_{-\pi}^\pi dk' \int_{-\pi}^\pi dk'' \left[ e^{-i\varphi_{\alpha,l}(k',k'')} I_{\alpha,-}(k',k'') \hat{\alpha}(k') \hat{\alpha}^\dagger(k'') + e^{i\varphi_{\alpha,l}(k',k'')} I_{\alpha,+}(k',k'') \hat{\alpha}^\dagger(k') \hat{\alpha}(k'') \right]
\]
\[
- e^{-i\varphi_{\alpha,l}(k',k'')} I_{\alpha,-}(k',k'') \hat{\alpha}(k') \hat{\alpha}(k'') - e^{-i\varphi_{\alpha,l}(k',k'')} I_{\alpha,+}(k',k'') \hat{\alpha}^\dagger(k') \hat{\alpha}^\dagger(k''),
\]
(B1)
with the phases $\varphi^{\pm}_{x,t}(k',k'')$ defined as

$$\varphi^{\pm}_{x,t}(k',k'') = [\Omega(k'') \mp \Omega(k')] t \pm x(k' \mp k''),$$  \hspace{1cm} (B2)

and the coefficients $I^{\alpha}_{++}(k',k'')$ given by integrals of the overlaps in Eq. (A14) as follows

$$I^{\alpha}_{++}(k',k'') = \frac{1}{2} \int_{-\pi}^{\pi} dk \Omega(k) m_{+,\alpha}(k',k) m_{+,\alpha}(k'',k) = \frac{1}{2} \oint_{C_1} \frac{\Omega(-i\ln(z)) m_{+,\alpha}(k',-i\ln(z)) m_{+,\alpha}(k'',-i\ln(z))}{iz},$$

$$I^{\alpha}_{--}(k',k'') = \frac{1}{2} \int_{-\pi}^{\pi} dk \Omega(k) m_{+,\alpha}(k',k) m_{-,\alpha}(k'',k) = \frac{1}{2} \oint_{C_1} \frac{\Omega(-i\ln(z)) m_{+,\alpha}(k',-i\ln(z)) m_{-,\alpha}(k'',-i\ln(z))}{iz},$$  \hspace{1cm} (B3)

while $I^{\alpha}_{\pm\mp}(k',k'')$ can be obtained from $I^{\alpha}_{++}$ by taking the complex conjugate and exchanging $m_{+,\alpha} \leftrightarrow m_{-,\alpha}$. Note that in Eq. (B3) we have first extended the integrals from $(0,\pi)$ to $(-\pi,\pi)$ by exploiting the properties $m_{+,\alpha}(k',k) = -m_{+,\alpha}(k',-k)$, $\Omega(-k) = \Omega(k)$, and then we have introduced the variable $z = e^{ik}$ which transforms the original integral into one along the circle $C_1$ with unit radius centered at the origin of the complex plane.

In the space-time scaling limit of Eq. (34) each of the four integrals appearing in Eq. (B1) is dominated by the regions in the $(k',k'')$ plane where the phases $\varphi^{\pm}_{x,t}$ are stationary and by the singularities of the integrands $\{I^{\alpha}(k',k'')\}$ occurring in correspondence to these stationary points. In particular, the stationary-phase condition for $\varphi^{\pm}_{x,t}(k)$ is

$$\left\{ \begin{array}{l}
\frac{\partial \varphi^{\pm}_{x,t}(k',k'')}{\partial k'} = \mp v_g(k') t \pm x = 0, \\
\frac{\partial \varphi^{\pm}_{x,t}(k',k'')}{\partial k''} = v_g(k'') t - x = 0,
\end{array} \right.$$  \hspace{1cm} (B4)

where $v_g(k)$ is the group velocity defined after Eq. (41). Each of this stationary phase conditions has two solutions $k_{\pm}(v)$ if $x/t = v < v_{max}$ (where $v_{max}$ is given by Eq. (57) for the harmonic chain) such that

$$\cos(k_{\pm}(v)) = \frac{v^2}{\omega^2} \pm \sqrt{\frac{v^4 - m^2 \omega^2 - 2m^2 \nu^2}{\omega^4 - \omega^2}} + 1,$$

$$= \frac{v^2}{\omega^2} \pm \frac{1}{2} \sqrt{(v_{max} - v^2)(v^2 - v^2)},$$  \hspace{1cm} (B5)

where

$$y = m + \sqrt{m^2 + 4\omega^2};$$  \hspace{1cm} (B6)

accordingly, the system in Eq. (B4) admits four pairs of solutions $(k_+,k_+), (k_-,k_-), (k_+,k_-), (k_+,k_-)$. The integrands $I^{\alpha}_{\pm\mp}(k',k'')$ are, however, singular only for the stationary points $(k',k'') = (k_+,k_+)$ and $(k_-,k_-)$, at which $k' = k''$. Accordingly, the integrals in Eq. (B1) can be computed, in the hydrodynamic limit, by expanding the integrand around $k' \approx k''$. The singular part of $I^{\alpha}_{++}(k',k'')$ as $k' \to k''$ can be extracted from Eq. (B3), with the residue theorem, finding that

$$\beta_1 I^{\alpha}_{++}(k',k'') + \beta_r I^{\alpha}_{+-}(k',k'') = \frac{\beta_1}{4\pi i} \Omega(k) + \frac{\Omega(k')}{k'' - 2i\delta} - \frac{\beta_r}{4\pi i} \Omega(k) + \frac{\Omega(k')}{k'' + 2i\delta},$$

where we omitted terms that are regular as $k' \to k''$ and that are therefore sub-leading in the space-time scaling limit. The integrals $I^{\alpha}_{+-}(k',k'')$, $I^{\alpha}_{++}(k',k'')$, and $I^{\alpha}_{--}(k',k'')$ can be neglected for the same reason as these regular terms, as they are not singular for $k' \to k''$. Notice that the singularities of the matrix elements $m_{+,\alpha}(k',k'')$, in Eq. (A14) for the harmonic chains, are identical to those of the same coefficients in Eqs. (A7) and (A8) for the Ising chain. The stationary-phase analysis for the fermionic case of the integral in Eq. (B1) proceeds therefore in the same way as in the bosonic case outlined here and the expression for $I^{\alpha}_{++}$ is identical to that in Eq. (B7) upon replacing $\Omega(k) \mapsto \epsilon(k)$, in agreement with the result of Refs. [42, 43]. By inserting Eq. (B1) for the right and left Hamiltonians into Eq. (1) and by taking into account that the only singular contribution as $k' \to k''$ comes from Eq. (B7), one obtains Eq. (40) (with the replacement $A(k) \mapsto \Psi_R(k)$ for the harmonic chain) for the leading space-time dependence $\rho(x,t)$ of the density matrix in the hydrodynamic limit. The rest of the calculation, as outlined in the main text, follows by changing variables to $Q = k' - k''$ and $K = (k' + k'')/2$ in the double integral in Eq. (40). Expanding $\varphi^{\pm}_{x,t}(k',k'')$ around $Q = 0$, i.e.,

$$\varphi^{\pm}_{x,t}(k',k'') = \varphi^{\pm}_{x,t}(K + Q/2, K - Q/2) = Q(x - v_g(K) t) + O(Q^2),$$  \hspace{1cm} (B8)
and using the integral definition of the Heaviside step function $\Theta = \lim_{\delta \to 0^+} \int_{-\infty}^{\infty} \frac{dy}{2\pi i} e^{\delta y}$, the result in Eqs. (41) and (51) for the time-evolved density matrix $\rho(v)$ in the hydrodynamic limit is eventually found.

Similarly, the calculation of the energy current can be done by writing the operator $j^E_0$ in Eq. (50) in terms of the post-quench operators $A(k)$ by using Eqs. (28) and (29), i.e.,

$$
j^E_0 = \frac{i\omega^2}{4} \int_{-\pi}^{\pi} \frac{dk}{2\pi} \int_{-\pi}^{\pi} \frac{dk'}{2\pi} \sqrt{\frac{\Omega(k')}{\Omega(k)}} (e^{-ik} - 1)(e^{-ik'} + 1) \left[ A(k)A^\dagger(-k') - A(k)A(k') + A^\dagger(-k)A^\dagger(-k') - A^\dagger(-k)A(k') \right],
$$

and then by exploiting Eqs. (42) and (52) together with

$$
\text{Tr}[\rho(v)A(k)] = \text{Tr}[\rho(v)A^\dagger(k)A^\dagger(k')] = 0,
$$

for expressing the average over $\rho(v)$ of bilinears in the post-quench modes. The very same procedure applies to the energy density operator $\omega_0$ and it is not reported here for brevity. The expression of $\mathcal{J}^E(v)$ in Eqs. (53) and (54) can be written as

$$
\mathcal{J}^E(v) = \int_0^\pi \frac{d\Omega}{2\pi} \Omega(k) v_g(k) (f^-_{\beta}(k) - f^-_{\beta}(k)) \Theta(v_g(k) - |v|) = \int_{\Omega_{\min}}^{\Omega_{\max}} \frac{d\Omega}{2\pi} \Omega \left( f^-_{\beta}(\Omega) - f^-_{\beta}(\Omega) \right) \Theta(v_g(\Omega) - |v|),
$$

where

$$
\Omega_{\pm}(v) = \Omega(\pm(v)) = \sqrt{m^2 + 2(\omega^2 - v^2) \pm 2\sqrt{(\omega^2 - v^2 + mv)(\omega^2 - v^2 - mv)}},
$$

and $k_{\pm}(k)$ is defined in Eq. (B5) as the roots of the stationary-phase equations in Eq. (B4). Integrating the expression in Eq. (B11), the results reported in Eqs. (58) and (59) are eventually recovered by introducing the integral representation of the function $Y(x)$ in Eq. (60) [97]

$$
Y(x) = \int_x^\infty \frac{dy}{e^y - 1}.
$$

In order to determine the edge asymptotic of $\mathcal{J}^E(v)$ in Eqs. (58), (59) and (60) as $v \to \pm v^\pm_{\max}$ we start by noting that $\Omega_+(v)$ and $\Omega_-(v)$ tend to coalesce in this limit to the value

$$
\Omega_0 = \Omega_{\pm}(v_{\max}) = \sqrt{m^2 + 4\omega^2},
$$

and therefore

$$
\Omega_-(v) - \Omega_+(v) = -2\sqrt{v_{\max}^2 - v^2} + \mathcal{O}\left((v_{\max} - |v|)^{3/2}\right),
$$

correspondingly, for the function $\mathcal{Y}(\beta, v)$ in Eq. (59), one can write

$$
\mathcal{Y}(\beta, v) = \frac{Y(\beta \Omega_+) - Y(\beta \Omega_-)}{2\pi \beta^2} = \frac{1}{2\pi \beta^2} \beta [\Omega_+(v) - \Omega_-(v)] Y'(\beta \Omega_0) + \mathcal{O}\left((v_{\max} - |v|)^{3/2}\right),
$$

where the last step follows from the integral representation of $Y(x)$ in Eq. (B13). Inserting Eq. (B15) into Eq. (B16) and eventually into Eq. (58), the result in Eq. (61) is obtained, i.e.,

$$
\mathcal{J}^E = C_1 \sqrt{v_{\max}^2 - v^2} + \mathcal{O}\left((v_{\max} - |v|)^{3/2}\right),
$$

with $C_1$ given by

$$
C_1 = \frac{\Omega_0}{\pi} [f^-_{\beta}(\Omega_0) - f^-_{\beta}(\Omega_0)] = \frac{\Omega_0}{\pi} \left( \frac{1}{e^{\beta \Omega_\pm_0} - 1} - \frac{1}{e^{\beta \Omega_{\max}} - 1} \right).
$$

As emphasized in the main text, when the mass $m$ is set to zero, the edge behavior is still expressed by Eq. (61); indeed, from Eq. (B18), we see that $f^-_{\beta}(\Omega_0) \to 1/(\beta \Omega_0)$ as $m \to 0$ and therefore Eq. (61) remains valid with $C_1 = 1/(\pi(1/\beta_1 - 1/\beta_\infty)).$
C. Fine structure of the edge of the propagating front for the harmonic chain: the Airy kernel

In order to study the sub-diffusive corrections to the edge behavior of the energy current $\mathcal{J}^E$, expressed by Eqs. (63), (64), (66), and (67) of the main text, it is simpler to take the hydrodynamic limit by evolving directly in space and time the operator in Eq. (B9) and eventually taking the trace over the initial state $\rho_0$ in Eq. (1); this can be done by writing the post-quench operators $\mathcal{A}(k)$ in terms of the pre-quench ones $\mathcal{A}_{x,t}(k)$ via Eq. (A15). The procedure is completely analogous to the one followed in the main text, where the space-time scaling limit is first taken on the density matrix $\rho(v)$, as done in Refs. [42, 43] for the quantum Ising model. Accordingly, we report here only the main steps for the harmonic chain.

Following the procedure outlined above, it turns out that the dominant term in the hydrodynamic limit is

$$\mathcal{J}^E(x,t) = \frac{i\omega^2}{4} \int_{-\infty}^{\infty} dk \int_{-\infty}^{\infty} \frac{dk'}{2\pi} e^{i\phi^+_{x,t}(k,k')} \left[ I_{++}^+(k,k') + I_{++}^+(k,k') \right] g(k,k'),$$  \hspace{1cm} (C1)

where we have defined for brevity

$$g(k,k') = (e^{-i k} - 1)(e^{i k} + 1) \sqrt{\frac{\Omega(k')}{\Omega(k)}} - (e^{-i k} - 1)(e^{-i k'} + 1) \sqrt{\frac{\Omega(k)}{\Omega(k')}},$$  \hspace{1cm} (C2)

and $I_{++}^+$ are given by Eq. (B7) after replacing $\Omega(k)$ and $\Omega(k')$ in the numerator with $\tilde{f}_{\beta_{x,t}}(k)$ and $\tilde{f}_{\beta_{x,t}}(k')$, respectively:

$$I_{++}^+(k,k') = \frac{1}{4\pi i} \frac{f_{\beta_{x,t}}(k) + f_{\beta_{x,t}}(k')}{k' - k - 2i\delta} \quad \text{and} \quad I_{++}^+(k,k') = -\frac{1}{4\pi i} \frac{f_{\beta_{x,t}}(k) + f_{\beta_{x,t}}(k')}{k' - k - 2i\delta}.$$  \hspace{1cm} (C3)

From the previous expression, introducing the variables $Q = k - k'$, $K = (k + k')/2$ and expanding the phase $\phi^+_{x,t}$ to first order in $Q$ as in Eq. (B8), one readily obtains Eqs. (54) and (B11) as detailed in Appendix B. Here, however, we are interested in the behavior of $\mathcal{J}^E(x,t)$ for $x \simeq v_{\text{max}} t$; in this case, higher-order terms in the expansion of the phase $\phi^+_{x,t}$ become important and the profile at the edge of the propagating front qualitatively changes with respect to the one predicted at the ballistic scale in Eq. (61). In particular, the two stationary points $k_{\pm}$ in Eq. (B5) merge into a unique solution $k_s$ as $x \simeq v_{\text{max}} t$, obtained by setting $v = v_{\text{max}}$ into Eq. (B5), where the group velocity is maximum $v_g(k_s) = v_{\text{max}}$. The second derivative of $\phi^+_{x,t}$ therefore vanishes and the leading correction to the ballistic profile is obtained by expanding to the third order in $k - k_s$:

$$\phi^+_{x,t}(k,k') = (k - k_s)(x - v_{\text{max}} t) + \frac{(k - k_s)^3}{3!} v_{\text{max}} t + (v_{\text{max}} t - x)(k' - k_s) - \frac{(k' - k_s)^3}{3!} v_{\text{max}} t + O((k - k_s)^4),$$  \hspace{1cm} (C4)

where we used the fact that $\Omega''(k_s) = 0$, $\Omega^{(3)}(k_s) = -v_{\text{max}}$, with $\Omega(k)$ is given in Eq. (23). In order to evaluate the integral in Eq. (C1) from a saddle-point approximation around $k_s$ it is then useful to make the change of variables $\tilde{k} = k - k_s$, $\tilde{k'} = k' - k_s$ and write

$$\mathcal{J}^E(x,t) = \frac{i\omega^2}{4} \int_{-\infty}^{\infty} \frac{d\tilde{k}}{2\pi} \int_{-\infty}^{\infty} \frac{d\tilde{k}'}{2\pi} e^{i\phi^+_{x,t}(\tilde{k},\tilde{k}')} g(\tilde{k},\tilde{k'}) \left( \frac{f_{\beta_{x,t}}(\tilde{k}) + f_{\beta_{x,t}}(\tilde{k}')}{2i(\tilde{k}' - k - 2i\delta)} - \frac{f_{\beta_{x,t}}(\tilde{k}) + f_{\beta_{x,t}}(\tilde{k}')}{2i(k - k' - 2i\delta)} \right),$$  \hspace{1cm} (C5)

where we have extended the integrals to the whole real line as the regions with large $\tilde{k}$ and $\tilde{k}'$ do not contribute. In the previous expression $\phi^+_{x,t}(\tilde{k},\tilde{k}')$ is given in Eq. (C4). Since the cubic term in Eq. (C4) is expected to be the dominant one, it is convenient to introduce the variables

$$K = \left( \frac{v_{\text{max}} t}{2} \right)^{1/3} \tilde{k}, \quad Q = \left( \frac{v_{\text{max}} t}{2} \right)^{1/3} \tilde{k'},$$  \hspace{1cm} (C6)

and the scaling variable $X$ in Eq. (62). For the first contribution on the r.h.s. of Eq. (C5) we find, after expanding the integrand around the saddle-point $k_s = 0$,

$$\frac{i\omega^2}{4} \left( \frac{2}{v_{\text{max}} t} \right)^{1/3} \int_{-\infty}^{\infty} \frac{dK}{2\pi} \int_{-\infty}^{\infty} \frac{dQ}{2\pi} e^{iKX + iK^3/3 - iQX - iQ^3/3} g(K,Q) \left| f_{\beta_{x,t}}(K) + f_{\beta_{x,t}}(Q) \right| =$$

$$= \frac{i\omega^2}{4} \left( \frac{2}{v_{\text{max}} t} \right)^{1/3} g(k_s, k_s) f_{\beta_{x,t}}(k_s) K^A(X, X) = \left( \frac{2}{v_{\text{max}} t} \right)^{1/3} \Omega(k_s) v_{\text{max}} f_{\beta_{x,t}}(k_s) K^A(X, X),$$  \hspace{1cm} (C7)
where we have used the integral representation of the Airy kernel \[96\]

\[K^A(X,Y) = \int_{-\infty}^{\infty} \frac{dK}{2\pi} \int_{-\infty}^{\infty} \frac{dQ}{2\pi} \frac{e^{iKY+ik^3/3-iQX-iQ^3/3}}{i(Q-K-i\delta)}.\] \hfill (C8)

For the second contribution, instead, a bit more care is needed: in fact, one can notice that the sign of the infinitesimal displacement \(\delta\) in the integrand is opposite to that present in the definition of the Airy kernel in Eq. (C8). The \(\hat{k}\) integral in Eq. (C5) therefore avoids the pole at \(\hat{k}' = \hat{k}\) from above and, by using the residue theorem, one can pull the integration contour below the pole, thereby changing the sign of \(\delta\) in Eq. (C5), at the price of subtracting the residue at \(\hat{k}' = \hat{k}\). The latter is easily computed to be

\[- \int_{-\pi}^{\pi} \frac{dk}{2\pi} 2^2 \sin(k)f_{\beta r}(k) = - \int_{-\pi}^{\pi} \frac{dk}{2\pi} \Omega(k)v_g(k)f_{\beta r}(k) = 0,\] \hfill (C9)

and corresponds to the equilibrium value of the energy current for \(v > v_{\text{max}}\), which is zero because, in the initial equilibrium state in Eq. (1), the current vanishes. This fact applies also to other physical quantities, for example the energy density, and the residue of the integral at \(\hat{k} = \hat{k}'\) gives the equilibrium value of the observable outside the light-cone; this constant has to be added to the Airy kernel to give the correct edge-profile. Accordingly, the second contribution in Eq. (C5) can be analyzed in the same way as we did for the first one in Eq. (C7):

\[\frac{i\omega^2}{4} \left(\frac{2}{v_{\text{max}}t}\right)^{1/3} \int_{-\infty}^{\infty} \frac{dK}{2\pi} \int_{-\infty}^{\infty} \frac{dQ}{2\pi} \frac{e^{iKY+ik^3/3-iQX-iQ^3/3}}{2i(Q-K-2i\delta)} g(K,Q)[f_{\beta r}^{-}(K) + f_{\beta r}^{-}(Q)] = \]

\[= \frac{i\omega^2}{4} \left(\frac{2}{v_{\text{max}}t}\right)^{1/3} g(k_s,k_s)f_{\beta r}^{-}(k_s)K^A(X,X) = \left(\frac{2}{v_{\text{max}}t}\right)^{1/3} \Omega(k_s)v_{\text{max}}f_{\beta r}^{-}(k_s)K^A(X,X).\] \hfill (C10)

Inserting Eqs. (C7) and (C10) into Eq. (C5), the results in Eqs. (63), (64), and (66) of the main text immediately follow. When the mass \(m\) is set to zero, as mentioned at the end of Appendix B, \(f_{\beta r}^{-}(\Omega(k_s)) \to 1/(\beta\Omega(k_s))\) and Eq. (67) is obtained, with the scaling variable \(X\) in Eq. (68) as a consequence of the fact that for \(m = 0\)

\[\lim_{k \to 0^+} \Omega^{(3)}(k) = +v_{\text{max}}/4.\] \hfill (C11)

D. Scaled cumulant generating function in the hydrodynamic limit: semi-classical derivation

In this appendix we report the main steps of the derivation of Eqs. (86) and (87) within the semi-classical description of Sec. IV B.

Considering the case \(v_g(k) > v\) and \(v > 0\), one inserts Eq. (99) for \(\Delta \epsilon(x,t;k)\) into Eq. (97), with \(x_0(k) = x - v_g(k)t < 0\), \(y_0(k) = x + v_g(k)t > 0\), with the result

\[g(\lambda, x, t; k) = \left[\prod_{x_0(k)<y<0} \langle e^{-\lambda \epsilon(k)n_{\beta\lambda}(k)} \rangle_{sc} \right] \left[\prod_{0<y<x} \langle e^{-\lambda \epsilon(k)n_{\beta\lambda}(k)} \rangle_{sc} \right] \left[\prod_{x<y<y_0(k)} \langle e^{\lambda \epsilon(k)n_{\beta\lambda}(k)} \rangle_{sc} \right] \]

\[= \langle e^{-\lambda \epsilon(k)n_{\beta\lambda}(k)} \rangle_{sc}^{-x_0(k)} \left[\langle e^{-\lambda \epsilon(k)n_{\beta\lambda}(k)} \rangle_{sc} \right]^x \left[\langle e^{\lambda \epsilon(k)n_{\beta\lambda}(k)} \rangle_{sc} \right]^{v_g(k)t},\] \hfill (D1)

where the subscript “sc” denotes the semi-classical average as explained for Eq. (97) in the main text. From Eq. (100) for the fermionic case and Eq. (101) for the bosonic one, \(g(\lambda, x, t; k)\) is readily computed

\[g(\lambda, x, t; k) = \exp \left( -x_0(k)\left[ F'(\beta \epsilon(k)) - F'((\beta_1 + \lambda)\epsilon(k)) \right] \right) \exp \left( x\left[ F(\beta r \epsilon(k)) - F(\beta r + \lambda)\epsilon(k)) \right] \right) \times \exp \left( v_g(k)t\left[ F(\beta \epsilon(k)) - F((\beta_1 - \lambda)\epsilon(k)) \right] \right).\] \hfill (D2)

\[\text{We thank M. Kormos for suggesting this procedure to determine this additive constant to the Airy kernel.}\]
By inserting the logarithm of the previous expression into Eq. (96) and by taking the hydrodynamic limit we eventually find

\[ G(\lambda, v) = \int_0^\pi \frac{dk}{2\pi} \Theta(v_g(k) - v) \left\{ (v_g(k) - v)[F(\beta_1 \varepsilon(k)) - F((\beta_1 + \lambda) \varepsilon(k))] + v[F(\beta_r \varepsilon(k)) - F((\beta_r - \lambda) \varepsilon(k))] \right\}, \]

where we inserted the Heaviside step function to explicitly enforce the constraint \( v_g(k) > v \). In the case \( v_g(k) < v \) one can proceed similarly, obtaining

\[ g(\lambda, x, t; k) = \prod_{x_0(k) < y < x} \left[ e^{-\lambda \varepsilon(k) n_{\beta_1(y)(k)}} \right] \prod_{x < y < x_0(k)} \left[ e^{\lambda \varepsilon(k) n_{\beta_r(y)(k)}} \right] = \left[ e^{-\lambda \varepsilon(k) n_{\beta_1(\cdot)(k)}} \right] \left[ e^{\lambda \varepsilon(k) n_{\beta_1(\cdot)(k)}} \right] v_g(k)^t \]

\[ = \exp \left( v_g(k) t [F(\beta_r \varepsilon(k)) - F((\beta_r + \lambda) \varepsilon(k))] \right) \exp \left( v_g(k) t [F(\beta_r \varepsilon(k)) - F((\beta_r - \lambda) \varepsilon(k))] \right), \]

and for the SCGF from Eq. (96)

\[ G(\lambda, v) = \int_0^\pi \frac{dk}{2\pi} v_g(k) \Theta(v - v_g(k)) \left\{ [F(\beta_r \varepsilon(k)) - F((\beta_r + \lambda) \varepsilon(k))] + [F(\beta_r \varepsilon(k)) - F((\beta_r - \lambda) \varepsilon(k))] \right\}, \]

where, as above, the Heaviside step function has been introduced in order to enforce the constraint \( v_g(k) < v \). Adding the expressions in Eqs. (D3) and (D5), using that \( \Theta(v - v_g(k)) = 1 - \Theta(v_g(k) - v) \), and performing the change of variable \( k \to \varepsilon(k) \) (\( \Omega(k) \) in the bosonic case), the results in Eqs. (86) and (87) are eventually obtained. For \( v < 0 \), the calculations are totally analogous to those described above, leading to Eq. (89).
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