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Abstract

We study the scaling limits of three different aggregation models on \( \mathbb{Z}^d \): internal DLA, in which particles perform random walks until reaching an unoccupied site; the rotor-router model, in which particles perform deterministic analogues of random walks; and the divisible sandpile, in which each site distributes its excess mass equally among its neighbors. As the lattice spacing tends to zero, all three models are found to have the same scaling limit, which we describe as the solution to a certain PDE free boundary problem in \( \mathbb{R}^d \). In particular, internal DLA has a deterministic scaling limit. We find that the scaling limits are quadrature domains, which have arisen independently in many fields such as potential theory and fluid dynamics. Our results apply both to the case of multiple point sources and to the Diaconis-Fulton smash sum of domains.
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1 Introduction

Given finite sets $A, B \subset \mathbb{Z}^d$, Diaconis and Fulton \cite{7} defined the smash sum $A \oplus B$ as a certain random set whose cardinality is the sum of the
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cardinalities of $A$ and $B$. Write $A \cap B = \{x_1, \ldots, x_k\}$. To construct the smash sum, begin with the union $C_0 = A \cup B$ and for each $j = 1, \ldots, k$ let

$$C_j = C_{j-1} \cup \{y_j\}$$

where $y_j$ is the endpoint of a simple random walk started at $x_j$ and stopped on exiting $C_{j-1}$. Then define $A \oplus B = C_k$. The key observation of [7] is that the law of $A \oplus B$ does not depend on the ordering of the points $x_j$. The sum of two squares in $\mathbb{Z}^2$ overlapping in a smaller square is pictured in Figure 1.

In Theorem 1.3 below, we prove that as the lattice spacing goes to zero, the smash sum $A \oplus B$ has a deterministic scaling limit in $\mathbb{R}^d$. Before stating
our main results, we describe some related models and discuss our technique for identifying their common scaling limit, which comes from the theory of free boundary problems in PDE.

The Diaconis-Fulton smash sum generalizes the model of internal diffusion limited aggregation ("internal DLA") studied in [20], and in fact was part of the original motivation for that paper. In classical internal DLA, we start with \( n \) particles at the origin \( o \in \mathbb{Z}^d \) and let each perform simple random walk until it reaches an unoccupied site. The resulting random set of \( n \) occupied sites in \( \mathbb{Z}^d \) can be described as the \( n \)-fold smash sum of \( \{o\} \) with itself. We will use the term internal DLA to refer to the same process run from an arbitrary starting configuration of particles. In this broader sense of the term, both the Diaconis-Fulton sum and the model studied in [20] are particular cases of internal DLA.

In defining the smash sum \( A \oplus B \), various alternatives to random walk are possible. Rotor-router walk is a deterministic analogue of random walk, first studied by Priezzhev et al. [24] under the name "Eulerian walkers." At each site in \( \mathbb{Z}^2 \) is a rotor pointing north, south, east or west. A particle performs a nearest-neighbor walk on the lattice according to the following rule: during each time step, the rotor at the particle’s current location is rotated clockwise by 90 degrees, and the particle takes a step in the direction of the newly rotated rotor. In higher dimensions, the model can be defined analogously by repeatedly cycling the rotors through an ordering of the \( 2d \) cardinal directions in \( \mathbb{Z}^d \). The sum of two squares in \( \mathbb{Z}^2 \) using rotor-router walk is pictured in Figure 1; all rotors began pointing west. The shading in the figure indicates the final rotor directions, with four different shades corresponding to the four possible directions.

The divisible sandpile model uses continuous amounts of mass in place of discrete particles. A lattice site is full if it has mass at least 1. Any full site can topple by keeping mass 1 for itself and distributing the excess mass equally among its neighbors. At each time step, we choose a full site and topple it. As time goes to infinity, provided each full site is eventually toppled, the mass approaches a limiting distribution in which each site has mass \( \leq 1 \); this is proved in [21]. Note that individual topplings do not commute. However, the divisible sandpile is "abelian" in the sense that any sequence of topplings produces the same limiting mass distribution; this is proved in Lemma 3.1. Figure 1 shows the limiting domain of occupied sites resulting from starting mass 1 on each of two squares in \( \mathbb{Z}^2 \), and mass 2 on the smaller square where they intersect.

Figure 1 raises a few natural questions: as the underlying lattice spacing becomes finer and finer, will the smash sum \( A \oplus B \) tend to some limiting
shape in \( \mathbb{R}^d \), and if so, what is this shape? Will it be the same limiting shape for all three models? To see how we might identify the limiting shape, consider the divisible sandpile \textit{odometer function}

\[
u(x) = \text{total mass emitted from } x.
\]

Since each neighbor \( y \sim x \) emits an equal amount of mass to each of its \( 2d \) neighbors, the total mass received by \( x \) from its neighbors is \( \frac{1}{2d} \sum_{y \sim x} u(y) \), hence

\[
\Delta u(x) = \nu(x) - \sigma(x) \tag{1}
\]

where \( \sigma(x) \) and \( \nu(x) \) are the initial and final amounts of mass at \( x \), respectively. Here \( \Delta \) is the discrete Laplacian in \( \mathbb{Z}^d \), defined by

\[
\Delta u(x) = \frac{1}{2d} \sum_{y \sim x} u(y) - u(x).
\]

Equation (1) suggests the following approach to finding the limiting shape. We first construct a function on \( \mathbb{Z}^d \) whose Laplacian is \( \sigma - 1 \); an example is the function

\[
\gamma(x) = -|x|^2 - \sum_{y \in \mathbb{Z}^d} g_1(x, y) \sigma(y) \tag{2}
\]

where in dimension \( d \geq 3 \) the Green’s function \( g_1(x, y) \) is the expected number of times a simple random walk started at \( x \) visits \( y \) (in dimension \( d = 2 \) we use the recurrent potential kernel in place of the Green’s function). The sum \( u + \gamma \) is then a superharmonic function on \( \mathbb{Z}^d \); that is, \( \Delta(u + \gamma) \leq 0 \). Moreover if \( f \geq \gamma \) is any superharmonic function lying above \( \gamma \), then \( f - \gamma - u \) is superharmonic on the domain \( D = \{ x \in \mathbb{Z}^d | \nu(x) = 1 \} \) of fully occupied sites, and nonnegative outside \( D \), hence nonnegative everywhere. Thus we have proved the following lemma of [21].

**Lemma 1.1.** Let \( \sigma \) be a nonnegative function on \( \mathbb{Z}^d \) with finite support. Then the odometer function for the divisible sandpile started with mass \( \sigma(x) \) at each site \( x \) is given by

\[
u(x) = s - \gamma
\]

where \( \gamma \) is given by (2), and

\[
s(x) = \inf \{ f(x) | f \text{ is superharmonic on } \mathbb{Z}^d \text{ and } f \geq \gamma \}
\]

is the least superharmonic majorant of \( \gamma \).

For a reformulation of this lemma as a “least action principle,” see Lemma 3.2.
Lemma 1.1 allows us to formulate the problem in a way which translates naturally to the continuum. Given a function $\sigma$ on $\mathbb{R}^d$ representing the initial mass density, by analogy with (2) we define the obstacle

$$\gamma(x) = -|x|^2 - \int_{\mathbb{R}^d} g(x, y) \sigma(y) dy$$

where $g(x, y)$ is the harmonic potential on $\mathbb{R}^d$ proportional to $|x - y|^{2-d}$ in dimensions $d \geq 3$ and to $-\log |x - y|$ in dimension two. We then let

$$s(x) = \inf \{ f(x) | f \text{ is continuous, superharmonic and } f \geq \gamma \}.$$ 

The *odometer function* for $\sigma$ is then given by $u = s - \gamma$, and the final domain of occupied sites is given by

$$D = \{ x \in \mathbb{R}^d | s(x) > \gamma(x) \}. \quad (3)$$

This domain $D$ is called the *noncoincidence set for the obstacle problem* with obstacle $\gamma$; for an in-depth discussion of the obstacle problem, see [10].

If $A, B$ are bounded open sets in $\mathbb{R}^d$, we define the *smash sum* of $A$ and $B$ as

$$A \oplus B = A \cup B \cup D \quad (4)$$
where $D$ is given by (3) with $\sigma = 1_A + 1_B$. In the two-dimensional setting, an alternative definition of the smash sum in terms of quadrature identities is mentioned in [14].

By analogy with the discrete case, we would expect that

$$L(A \oplus B) = L(A) + L(B),$$

where $L$ denotes Lebesgue measure in $\mathbb{R}^d$. This is proved in Corollary 2.13.

More generally, if $h$ is a superharmonic function on $\mathbb{Z}^d$, and $\sigma$ is a mass configuration for the divisible sandpile (so each site $x \in \mathbb{Z}^d$ has mass $\sigma(x)$), the sum $\sum_{x \in \mathbb{Z}^d} h(x)\sigma(x)$ can only decrease when we perform a toppling. Thus

$$\sum_{x \in \mathbb{Z}^d} h(x)\nu(x) \leq \sum_{x \in \mathbb{Z}^d} h(x)\sigma(x),$$

where $\nu$ is the final mass configuration. We therefore expect the domain $D$ given by (3) to satisfy the quadrature inequality

$$\int_D h(x)dx \leq \int_D h(x)\sigma(x)dx$$

for all integrable superharmonic functions $h$ on $D$. For a proof under suitable smoothness assumptions on $\sigma$ and $h$, see Proposition 2.11; see also [27].

A domain $D \subset \mathbb{R}^d$ satisfying an inequality of the form (6) is called a quadrature domain for $\sigma$. Such domains are widely studied in potential theory and have a variety of applications in fluid dynamics [6, 25]. For more on quadrature domains and their connection with the obstacle problem, see [11, 15, 18, 27, 28]. Equation (5) can be regarded as a discrete analogue of a quadrature inequality; in this sense, the three aggregation models studied in this paper produce discrete analogues of quadrature domains. Indeed, these aggregation models can be interpreted as discrete analogues of Hele-Shaw flow [6, 31], which produces quadrature domains in the continuum.

The main goal of this paper is to prove that if any of our three aggregation models – internal DLA, rotor-router, or divisible sandpile – is run on finer and finer lattices with initial mass densities converging in an appropriate sense to $\sigma$, the resulting domains of occupied sites will converge in an appropriate sense to the domain $D$ given by (3).

In order to state our main result, let us define the appropriate notion of convergence of domains, which amounts essentially to convergence in the Hausdorff metric. Fix a sequence $\delta_n \downarrow 0$ representing the lattice spacing. Given domains $A_n \subset \delta_n \mathbb{Z}^d$ and $D \subset \mathbb{R}^d$, write $A_n \to D$ if for any $\epsilon > 0$

$$D_\epsilon \cap \delta_n \mathbb{Z}^d \subset A_n \subset D^\epsilon$$
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for all sufficiently large \( n \). Here \( D_\epsilon \) and \( D^\epsilon \) denote respectively the inner and outer \( \epsilon \)-neighborhoods of \( D \):

\[
D_\epsilon = \{ x \in D \mid B(x, \epsilon) \subset D \} \\
D^\epsilon = \{ x \in \mathbb{R}^d \mid B(x, \epsilon) \not\subset D \} 
\]

(8)

where \( B(x, \epsilon) \) is the ball of radius \( \epsilon \) centered at \( x \).

For \( x \in \delta_n \mathbb{Z}^d \) we write \( x^{\square} = \left[ x + \frac{\delta_n}{2}, x - \frac{\delta_n}{2} \right]^d \). For \( t \in \mathbb{R} \) write \( \lfloor t \rfloor \) for the closest integer to \( t \), rounding up if \( t \in \mathbb{Z} + \frac{1}{2} \).

The initial data for each of our lattice models consists of a function \( \sigma_n : \delta_n \mathbb{Z}^d \to \mathbb{Z}_{\geq 0} \) representing the number of particles (or amount of mass) at each lattice site; we think of \( \sigma_n \) as a density with respect to counting measure on \( \delta_n \mathbb{Z}^d \), and refer to it as the “initial density.”

Throughout this paper, to avoid trivialities we work in dimension \( d \geq 2 \). Our main result is the following.

**Theorem 1.2.** Let \( \Omega \subset \mathbb{R}^d \), \( d \geq 2 \) be a bounded open set, and let \( \sigma : \mathbb{R}^d \to \mathbb{Z}_{\geq 0} \) be a bounded function which is continuous almost everywhere, satisfying \( \{ \sigma \geq 1 \} = \bar{\Omega} \). Let \( D_n, R_n, I_n \) be the domains of occupied sites formed from the divisible sandpile, rotor-router model, and internal DLA, respectively, in the lattice \( \delta_n \mathbb{Z}^d \) started from initial density

\[
\sigma_n(x) = \left\lfloor \delta_n^{-d} \int_{x^{\square}} \sigma(y) dy \right\rfloor.
\]

Then as \( n \uparrow \infty \)

\[
D_n, R_n \to D \cup \Omega;
\]

and if \( \delta_n \log n \downarrow 0 \), then with probability one

\[
I_n \to D \cup \Omega
\]

where \( D \) is given by [3], and the convergence is in the sense of [7].

**Remark.** When forming the rotor-router domains \( R_n \), the initial rotors in each lattice \( \delta_n \mathbb{Z}^d \) may be chosen arbitrarily.

As an immediate consequence, all three lattice models have a rotationally-invariant scaling limit. This follows from the rotational symmetry of the obstacle problem: if \( \rho \) is a rotation of \( \mathbb{R}^d \), and \( D \) is the noncoincidence set [3] for initial density \( \sigma \), then the noncoincidence set for initial density \( \sigma \circ \rho^{-1} \) is \( \rho D \).
We prove a somewhat more general form of Theorem 1.2 which allows for some flexibility in how the discrete density $\sigma_n$ is constructed from $\sigma$. In particular, taking $\sigma = 1_A + 1_B$ we obtain the following theorem, which explains the similarity of the three smash sums pictured in Figure 1.

**Theorem 1.3.** Let $A, B \subset \mathbb{R}^d$ be bounded open sets whose boundaries have measure zero. Let $D_n, R_n, I_n$ be the smash sum of $A \cap \delta_n \mathbb{Z}^d$ and $B \cap \delta_n \mathbb{Z}^d$, formed using divisible sandpile, rotor-router and internal DLA dynamics, respectively. Then as $n \uparrow \infty$

$$D_n, R_n \rightarrow A \oplus B;$$

and if $\delta_n \log n \downarrow 0$, then with probability one

$$I_n \rightarrow A \oplus B$$

where $A \oplus B$ is given by (4), and the convergence is in the sense of (7).

For the divisible sandpile, Theorem 1.2 can be generalized by dropping the requirement that $\sigma$ be integer valued; see Theorem 3.9 for the precise statement. Taking $\sigma$ real-valued is more problematic in the case of the rotor-router model and internal DLA, since these models work with discrete particles. Still, one might wonder if, for example, given a domain $A \subset \mathbb{R}^d$, starting each even site in $A \cap \delta_n \mathbb{Z}^d$ with one particle and each odd site with two particles, the resulting domains $R_n, I_n$ would converge to the noncoincidence set $D$ for density $\sigma = \frac{3}{2} 1_A$. This is in fact the case: if $\sigma_n$ is a density on $\delta_n \mathbb{Z}^d$, as long as a certain “smoothing” of $\sigma_n$ converges to $\sigma$, the rotor-router and internal DLA domains started from initial density $\sigma_n$ will converge to $D$. See Theorems 4.8 and 5.1 for the precise statements.

One interesting case not covered by Theorems 1.2 and 1.3 is the case of multiple point sources. Lawler, Bramson and Griffeath [20] showed that the scaling limit of internal DLA in $\mathbb{Z}^d$ with a single point source of particles is a Euclidean ball. In [21], the present authors showed that for rotor-router aggregation and the divisible sandpile in $\mathbb{Z}^d$ with a single point source, the scaling limit in both cases is also a Euclidean ball.

For $x \in \mathbb{R}^d$ write $x$:: for the closest lattice point in $\delta_n \mathbb{Z}^d$, breaking ties to the right. Our shape theorem for multiple point sources, which is deduced from Theorem 1.3 using the main results of [20] and [21], is the following.

**Theorem 1.4.** Fix $x_1, \ldots, x_k \in \mathbb{R}^d$ and $\lambda_1, \ldots, \lambda_k > 0$. Let $B_i$ be the ball of volume $\lambda_i$ centered at $x_i$. Fix a sequence $\delta_n \downarrow 0$, and for $x \in \delta_n \mathbb{Z}^d$ let

$$\sigma_n(x) = \left\lfloor \delta_n^{-d} \sum_{i=1}^{k} \lambda_i 1_{\{x=x_i\}} \right\rfloor.$$
Figure 3: The rotor-router model in $\mathbb{Z}^2$ started from two point sources on the $x$-axis. The boundary of the limiting shape is an algebraic curve (11) of degree 4.

Let $D_n, R_n, I_n$ be the domains of occupied sites in $\delta_n \mathbb{Z}^d$ formed from the divisible sandpile, rotor-router model, and internal DLA, respectively, started from initial density $\sigma_n$. Then as $n \to \infty$

$$D_n, R_n \to B_1 \oplus \ldots \oplus B_k; \quad (9)$$

and if $\delta_n \leq 1/n$, then with probability one

$$I_n \to B_1 \oplus \ldots \oplus B_k$$

where $\oplus$ denotes the smash sum (4), and the convergence is in the sense of (7).

Implicit in (9) is the associativity of the smash sum operation, which is not readily apparent from the definition (4). For a proof of associativity, see Lemma 6.1. Alternatively, the associativity follows from basic properties of “partial balayage” operators on measures on $\mathbb{R}^d$; see [15, Theorem 2.2(iii)]. For related results in dimension two, see [26, Prop. 3.10] and [31, section 2.4].

We remark that a similar model of internal DLA with multiple point sources was studied by Gravner and Quastel [12], who also obtained a variational solution. In their model, instead of starting with a fixed number of
particles, each source $x_i$ emits particles according to a Poisson process. The shape theorems of [12] concern convergence in the sense of volume, which is a weaker form of convergence than that studied in the present paper.

In Proposition 6.6, we show that the smash sum of balls $B_1 \oplus \ldots \oplus B_k$ arising in Theorem 1.4 obeys the classical quadrature inequality

$$\int_{B_1 \oplus \ldots \oplus B_k} h(x) dx \leq \sum_{i=1}^{k} \lambda_i h(x_i)$$

for all integrable superharmonic functions $h$ on $B_1 \oplus \ldots \oplus B_k$, with equality if $h$ is harmonic. This can be regarded as a generalization of the classical mean value property of harmonic functions, which corresponds to the case $k = 1$.

Let $B_1, \ldots, B_k$ be disks in $\mathbb{R}^2$ with distinct centers $x_1, \ldots, x_k$. From (10) and work of Aharonov and Shapiro [1] and Gustafsson [13, 14] it follows that the boundary $\partial(B_1 \oplus \ldots \oplus B_k)$ lies on an algebraic curve of degree $2k$. More precisely, there is a polynomial $P \in \mathbb{R}[x,y]$ of the form

$$P(x, y) = (x^2 + y^2)^k + \text{lower order terms}$$

and there is a finite set of points $E \subset \mathbb{R}^2$, possibly empty, such that

$$\partial(B_1 \oplus \ldots \oplus B_k) = \{(x,y) \in \mathbb{R}^2 | P(x,y) = 0\} - E.$$

For example, if $B_1$ and $B_2$ are disks of equal radius $r > 1$ centered at $(1,0)$ and $(-1,0)$, then $\partial(B_1 \oplus B_2)$ is given by the quartic curve [29]

$$(x^2 + y^2)^2 - 2r^2 (x^2 + y^2) - 2(x^2 - y^2) = 0.$$ (11)

This curve describes the shape of the rotor-router model with two point sources pictured in Figure 3.

2 Potential Theory Background

In this section we review the basic properties of superharmonic potentials and of the least superharmonic majorant. The proofs are deferred to section 7. In view of the diverse readership who might be interested in the models we study, we have elected to include somewhat more than the usual amount of background material.
2.1 Least Superharmonic Majorant

Since we will often be working with functions on \( \mathbb{R}^d \) which may not be twice differentiable, it is desirable to define superharmonicity without making reference to the Laplacian. Instead we use the mean value property. A function \( u \) on an open set \( \Omega \subset \mathbb{R}^d \) is superharmonic if it is lower-semicontinuous and for any ball \( B(x, r) \subset \Omega \)

\[
    u(x) \geq A_r u(x) := \frac{1}{\omega_d r^d} \int_{B(x, r)} u(y) dy.
\]  

(12)

Here \( \omega_d \) is the volume of the unit ball in \( \mathbb{R}^d \). We say that \( u \) is subharmonic if \( -u \) is superharmonic, and harmonic if it is both super- and subharmonic.

The following properties of superharmonic functions are well known; for proofs, see e.g. [3], [8] or [22].

**Lemma 2.1.** Let \( u \) be a superharmonic function on an open set \( \Omega \subset \mathbb{R}^d \) extending continuously to \( \bar{\Omega} \). Then

(i) \( u \) attains its minimum in \( \bar{\Omega} \) on the boundary.

(ii) If \( h \) is continuous on \( \bar{\Omega} \), harmonic on \( \Omega \), and \( h = u \) on \( \partial \Omega \), then \( u \geq h \).

(iii) If \( B(x, r_0) \subset B(x, r_1) \subset \Omega \), then

\[
    A_{r_0} u(x) \geq A_{r_1} u(x).
\]

(iv) If \( u \) is twice differentiable on \( \Omega \), then \( \Delta u \leq 0 \) on \( \Omega \).

(v) If \( B \subset \Omega \) is an open ball, and \( v \) is a function on \( \Omega \) which is harmonic on \( B \), continuous on \( \bar{B} \), and agrees with \( u \) on \( B^c \), then \( v \) is superharmonic.

Given a function \( \gamma \) on \( \mathbb{R}^d \) which is bounded above, the least superharmonic majorant of \( \gamma \) (also called the solution to the obstacle problem with obstacle \( \gamma \)) is the function

\[
    s(x) = \inf \{ f(x) | f \text{ is continuous, superharmonic and } f \geq \gamma \}.
\]  

(13)

Note that since \( \gamma \) is bounded above, the infimum is taken over a nonempty set.

**Lemma 2.2.** Let \( \gamma \) be a uniformly continuous function which is bounded above, and let \( s \) be given by (13). Then
(i) $s$ is superharmonic.

(ii) $s$ is continuous.

(iii) $s$ is harmonic on the domain

\[ D = \{ x \in \mathbb{R}^d | s(x) > \gamma(x) \} \.

2.2 Superharmonic Potentials

Next we describe the particular class of obstacles which relate to the aggregation models we are studying. For a bounded measurable function $\sigma$ on $\mathbb{R}^d$ with compact support, write

\[ G_\sigma(x) = \int_{\mathbb{R}^d} g(x, y) \sigma(y) dy, \quad (14) \]

where

\[ g(x, y) = \begin{cases} 
-\frac{2}{\pi} \log |x - y|, & d = 2; \\
 a_d |x - y|^{2-d}, & d \geq 3. 
\end{cases} \quad (15) \]

Here $a_d = \frac{2}{(d-2)\omega_d}$, where $\omega_d$ is the volume of the unit ball in $\mathbb{R}^d$. Note that (15) differs by a factor of $2d$ from the standard harmonic potential in $\mathbb{R}^d$; however, the normalization we have chosen is most convenient when working with the discrete Laplacian and random walk.

The following result is standard; see [8, Theorem 1.1.7.2].

Lemma 2.3. Let $\sigma$ be a measurable function on $\mathbb{R}^d$ with compact support.

(i) If $\sigma$ is bounded, then $G\sigma$ is continuous.

(ii) If $\sigma$ is $C^1$, then $G\sigma$ is $C^2$ and

\[ \Delta G\sigma = -2d\sigma. \quad (16) \]

Regarding (ii), if we remove the smoothness assumption on $\sigma$, equation (16) remains true in the sense of distributions. For our applications, however, we will not need this, and the following lemma will suffice.

Lemma 2.4. Let $\sigma$ be a bounded measurable function on $\mathbb{R}^d$ with compact support. If $\sigma \geq 0$ on an open set $\Omega \subset \mathbb{R}^d$, then $G\sigma$ is superharmonic on $\Omega$. 
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By applying Lemma 2.4 both to $\sigma$ and to $-\sigma$, we obtain that $G\sigma$ is harmonic off the support of $\sigma$.

Let $B = B(o, r)$ be the ball of radius $r$ centered at the origin in $\mathbb{R}^d$. We compute in dimensions $d \geq 3$

$$G_1 B(x) = \begin{cases} \frac{d r^2}{d-2} - |x|^2, & |x| < r \\ \frac{2 r^2}{d-2} \left( \frac{r}{|x|} \right)^{d-2}, & |x| \geq r. \end{cases} \tag{17}$$

Likewise in two dimensions

$$G_1 B(x) = \begin{cases} r^2(1 - 2 \log r) - |x|^2, & |x| < r \\ -2 r^2 \log |x|, & |x| \geq r. \end{cases} \tag{18}$$

Fix a bounded nonnegative function $\sigma$ on $\mathbb{R}^d$ with compact support, and let

$$\gamma(x) = -|x|^2 - G\sigma(x). \tag{19}$$

Let

$$s(x) = \inf \{ f(x) | f \text{ is continuous, superharmonic and } f \geq \gamma \} \tag{20}$$

be the least superharmonic majorant of $\gamma$, and let

$$D = \{ x \in \mathbb{R}^d | s(x) > \gamma(x) \} \tag{21}$$

be the noncoincidence set.

**Lemma 2.5.** (i) $\gamma(x) + |x|^2$ is subharmonic on $\mathbb{R}^d$.

(ii) If $\sigma \leq M$ on an open set $\Omega \subset \mathbb{R}^d$, then $\gamma(x) - (M - 1)|x|^2$ is superharmonic on $\Omega$.

**Lemma 2.6.** Let $u = s - \gamma$, where $\gamma$ and $s$ are given by (19) and (20). Then

(i) $u(x) - |x|^2$ is superharmonic on $\mathbb{R}^d$.

(ii) If $\sigma \leq M$ on an open set $\Omega \subset \mathbb{R}^d$, then $u(x) + M|x|^2$ is subharmonic on $\Omega$.

**Lemma 2.7.** Let $D$ be given by (21). Then $\{ \sigma > 1 \}^\circ \subset D$.

The next lemma concerns the monotonicity of our model: by starting with more mass, we obtain a larger odometer and a larger noncoincidence set; see also [27 Lemma 7.1].
Lemma 2.8. Let $\sigma_1 \leq \sigma_2$ be functions on $\mathbb{R}^d$ with compact support, and suppose that $\int_{\mathbb{R}^d} \sigma_2(x)dx < \infty$. Let

$$\gamma_i(x) = -|x|^2 - G\sigma_i(x), \quad i = 1, 2.$$  

Let $s_i$ be the least superharmonic majorant of $\gamma_i$, let $u_i = s_i - \gamma_i$, and let

$$D_i = \{x|s_i(x) > \gamma_i(x)\}.$$  

Then $u_1 \leq u_2$ and $D_1 \subset D_2$.

Our next lemma shows that we can restrict to a domain $\Omega \subset \mathbb{R}^d$ when taking the least superharmonic majorant, provided that $\Omega$ contains the non-coincidence set.

Lemma 2.9. Let $\gamma, s, D$ be given by (19)-(21). Let $\Omega \subset \mathbb{R}^d$ be an open set with $D \subset \Omega$. Then

$$s(x) = \inf\{f(x)|f \text{ is superharmonic on } \Omega, \text{ continuous, and } f \geq \gamma\}. \quad (22)$$  

2.3 Boundary Regularity for the Obstacle Problem

Next we turn to the regularity of the solution to the obstacle problem (20) and of the free boundary $\partial D$. There is a substantial literature on boundary regularity for the obstacle problem. In our setting, however, extra care must be taken near points where $\sigma(x) = 1$: at these points the obstacle (19) is harmonic, and the free boundary can be badly behaved.

One approach, adopted in [17], is to reformulate the obstacle problem in $\mathbb{R}^d$ as an obstacle problem on the set $\{\sigma > 1\}$. The results of [17] apply in the situation that $\sigma \geq 1$ everywhere, but we will want to relax this condition. We show only the minimal amount of regularity required for the proofs of our main theorems. Much stronger regularity results are known in related settings; see, for example, [4, 5].

The following lemma shows that if the obstacle is sufficiently smooth, then the superharmonic majorant cannot separate too quickly from the obstacle near the boundary of the noncoincidence set. As usual, we write

$$D_\epsilon = \{x \in D | B(x, \epsilon) \subset D\} \quad (23)$$  

for the inner $\epsilon$-neighborhood of $D$.

Lemma 2.10. Let $\sigma$ be a $C^1$ function on $\mathbb{R}^d$ with compact support. Let $\gamma, s, D$ be given by (19)-(21), and write $u = s - \gamma$. Then $u$ is $C^1$, and for $y \in \partial D_\epsilon$ we have $|\nabla u(y)| \leq C_0 \epsilon$, for a constant $C_0$ depending on $\sigma$.  
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Next we show that mass is conserved in our model: the amount of mass starting in $D$ is $\int_D \sigma(x)dx$, while the amount of mass ending in $D$ is $L(D)$, the Lebesgue measure of $D$. Since no mass moves outside of $D$, we expect these two quantities to be equal. Although this seems intuitively obvious, the proof takes some work because we have no a priori control of the domain $D$. In particular, we first need to show that the boundary of $D$ cannot have positive $d$-dimensional Lebesgue measure.

**Proposition 2.11.** Let $\sigma$ be a $C^1$ function on $\mathbb{R}^d$ with compact support, such that $L(\sigma^{-1}(1)) = 0$. Let $D$ be given by (21). Then

(i) $L(\partial D) = 0$.

(ii) For any function $h \in C^1(\bar{D})$ which is superharmonic on $D$,

$$\int_D h(x)dx \leq \int_D h(x)\sigma(x)dx.$$ 

Note that by applying (ii) both to $h$ and to $-h$, equality holds whenever $h$ is harmonic on $D$. In particular, taking $h \equiv 1$ yields the conservation of mass: $\int_D \sigma(x)dx = L(D)$.

We will also need a version of Proposition 2.11 which does not assume that $\sigma$ is $C^1$ or even continuous. We can replace the $C^1$ assumption and the condition that $L(\sigma^{-1}(1)) = 0$ by the following condition.

For all $x \in \mathbb{R}^d$ either $\sigma(x) \leq \lambda$ or $\sigma(x) \geq 1$ \hfill (24) for a constant $\lambda < 1$. Then we have the following result.

**Proposition 2.12.** Let $\sigma$ be a bounded function on $\mathbb{R}^d$ with compact support. Let $D$ be given by (21), and let $\bar{D} = D \cup \{\sigma \geq 1\}^\circ$. If $\sigma$ is continuous almost everywhere and satisfies (24), then

(i) $L(\partial \bar{D}) = 0$.

(ii) $L(D) = \int_D \sigma(x)dx$.

(iii) $L(\bar{D}) = \int_{\bar{D}} \sigma(x)dx$.

In particular, taking $\sigma = 1_A + 1_B$, we have

$$A \oplus B = A \cup B \cup D = \bar{D}$$

where $\oplus$ denotes the smash sum \hfill (4). From (iii) we obtain the volume additivity of the smash sum.
Corollary 2.13. Let $A, B \subset \mathbb{R}^d$ be bounded open sets whose boundaries have measure zero. Then

$$\mathcal{L}(A \oplus B) = \mathcal{L}(A) + \mathcal{L}(B).$$

Our next lemma describes the domain resulting from an initial mass density $m > 1$ on a ball in $\mathbb{R}^d$. Not surprisingly, the result is another ball, concentric with the original, of $m$ times the volume. In particular, if $m$ is an integer, the $m$-fold smash sum of a ball with itself is again a ball.

Lemma 2.14. Fix $m > 1$, and let $D$ be given by (21) with $\sigma = m1_{B(o,r)}$. Then $D = B(o,m^{1/d}r)$.

Proof. Since $\gamma(x) = -|x|^2 - G_{\sigma}(x)$ is spherically symmetric and the least superharmonic majorant commutes with rotations, $D$ is a ball centered at the origin. By Proposition 2.12(ii) we have $\mathcal{L}(D) = m\mathcal{L}(B(o,r))$. □

Next we show that the noncoincidence set is bounded; see also [27, Lemma 7.2].

Lemma 2.15. Let $\sigma$ be a function on $\mathbb{R}^d$ with compact support, satisfying $0 \leq \sigma \leq M$. Let $D$ be given by (21). Then $D$ is bounded.

Proof. Let $B = B(o,r)$ be a ball containing the support of $\sigma$. By Lemmas 2.8 and 2.14, the difference $s - \gamma$ is supported in $B(o,M^{1/d}r)$. □

2.4 Convergence of Obstacles, Majorants and Domains

In broad outline, many of our arguments have the following basic structure:

$$\text{convergence of densities } \implies \text{convergence of obstacles} \implies \text{convergence of majorants} \implies \text{convergence of domains.}$$

An appropriate convergence of starting densities is built into the hypotheses of the theorems. From these hypotheses we use Green’s function estimates to deduce the relevant convergence of obstacles. Next, properties of the obstacle can often be parlayed into corresponding properties of the least superharmonic majorant. Finally, deducing convergence of domains (i.e., noncoincidence sets) from the convergence of the majorants often requires additional regularity assumptions. The following lemma illustrates this basic three-step approach.
Lemma 2.16. Let \( \sigma \) and \( \sigma_n, n = 1, 2, \ldots \) be densities on \( \mathbb{R}^d \) satisfying
\[
0 \leq \sigma, \sigma_n \leq M 1_B
\]
for a constant \( M \) and ball \( B = B(o,R) \). If \( \sigma_n \to \sigma \) in \( L^1 \), then

(i) \( G\sigma_n \to G\sigma \) uniformly on compact subsets of \( \mathbb{R}^d \).

(ii) \( s_n \to s \) uniformly on compact subsets of \( \mathbb{R}^d \), where \( s, s_n \) are the least superharmonic majorants of the functions \( \gamma = -|x|^2 - G\sigma \) and \( \gamma_n = -|x|^2 - G\sigma_n \), respectively.

(iii) For any \( \epsilon > 0 \) we have \( D_\epsilon \subset D(n) \) for all sufficiently large \( n \), where \( D, D(n) \) are the noncoincidence sets \( \{ s > \gamma \} \) and \( \{ s_n > \gamma_n \} \), respectively.

According to the following lemma, a nonnegative function on \( \mathbb{Z}^d \) with bounded Laplacian can grow at most quadratically.

Lemma 2.17. Fix \( 0 < \beta < 1 \). There is a constant \( c_\beta \) such that any nonnegative function \( f \) on \( \mathbb{Z}^d \) with \( f(o) = 0 \) and \( |\Delta f| \leq \lambda \) in \( B(o,R) \) satisfies
\[
f(x) \leq c_\beta \lambda |x|^2, \quad x \in B(o,\beta R).
\]

We will also use the following continuous version of Lemma 2.17.

Lemma 2.18. Fix \( 0 < \beta < 1 \). There is a constant \( c'_\beta \) such that the following holds. Let \( f \) be a nonnegative function on \( \mathbb{R}^d \) with \( f(o) = 0 \), and let
\[
f_{\pm}(x) = f(x) \pm \lambda \frac{|x|^2}{2^d}.
\]
If \( f_+ \) is subharmonic and \( f_- \) is superharmonic in \( B(o,R) \), then
\[
f(x) \leq c'_\beta \lambda |x|^2, \quad x \in B(o,\beta R).
\]

In the following lemma, \( A_\epsilon \) denotes the inner \( \epsilon \)-neighborhood of \( A \), as defined by (23).

Lemma 2.19. Let \( A, B \subset \mathbb{R}^d \) be bounded open sets. For any \( \epsilon > 0 \) there exists \( \eta > 0 \) with
\[
(A \cup B)_\epsilon \subset A_\eta \cup B_\eta.
\]
2.5 Discrete Potential Theory

Fix a sequence $\delta_n \downarrow 0$ with $\delta_1 = 1$. In this section we relate discrete superharmonic potentials in the lattice $\delta_n \mathbb{Z}^d$ to their continuous counterparts in $\mathbb{R}^d$. If $A$ is a domain in $\delta_n \mathbb{Z}^d$, write

$$A\boxplus = A + \left[ -\frac{\delta_n}{2}, \frac{\delta_n}{2} \right]^d$$

for the corresponding union of cubes in $\mathbb{R}^d$. If $A$ is a domain in $\mathbb{R}^d$, write $A^i = A \cap \delta_n \mathbb{Z}^d$. Given $x \in \mathbb{R}^d$, write

$$x^i = \left( x - \frac{\delta_n}{2}, x + \frac{\delta_n}{2} \right]^d \cap \delta_n \mathbb{Z}^d$$

for the closest lattice point to $x$, breaking ties to the right. For a function $f$ on $\delta_n \mathbb{Z}^d$, write

$$f^\square(x) = f(x^i)$$

for the corresponding step function on $\mathbb{R}^d$. Likewise, for a function $f$ on $\mathbb{R}^d$, write $f^i = f|_{\delta_n \mathbb{Z}^d}$. These notations are summarized in Table 1.

We define the discrete Laplacian of a function $f$ on $\delta_n \mathbb{Z}^d$ to be

$$\Delta f(x) = \delta_n^{-2} \left( \frac{1}{2d} \sum_{y \sim x} f(y) - f(x) \right).$$

According to the following lemma, if $f$ is defined on $\mathbb{R}^d$ and is sufficiently smooth, then its discrete Laplacian on $\delta_n \mathbb{Z}^d$ approximates its Laplacian on $\mathbb{R}^d$.

**Lemma 2.20.** If $f : \mathbb{R}^d \rightarrow \mathbb{R}$ has continuous third derivative in a $\delta_n$-neighborhood of $x \in \delta_n \mathbb{Z}^d$, and $A$ is the maximum pure third partial of $f$ in this neighborhood, then

$$|\Delta f(x) - 2d \Delta f^i(x)| \leq \frac{d}{3} A \delta_n.$$
In three and higher dimensions, for \( x, y \in \delta_n \mathbb{Z}^d \) write
\[
g_n(x, y) = \delta_n^{2-d} g_1(\delta_n^{-1} x, \delta_n^{-1} y), \quad d \geq 3, \tag{25}\]
where
\[
g_1(x, y) = \mathbb{E}_x \# \{ k \mid X_k = y \}
\]
is the Green’s function for simple random walk on \( \mathbb{Z}^d \). The scaling in (25) is chosen so that \( \Delta_x g_n(x, y) = -\delta_n^{-d} 1_{\{x=y\}} \). In two dimensions, write
\[
g_n(x, y) = -a(\delta_n^{-1} x, \delta_n^{-1} y) + \frac{2}{\pi} \log \delta_n, \quad d = 2, \tag{26}\]
where
\[
a(x, y) = \lim_{m \to \infty} \left( \mathbb{E}_x \# \{ k \leq m \mid X_k = x \} - \mathbb{E}_x \# \{ k \leq m \mid X_k = y \} \right)
\]
is the recurrent potential kernel on \( \mathbb{Z}^2 \).

**Lemma 2.21.** In all dimensions \( d \geq 2 \),
\[
g_n(x, y) = g(x, y) + O(\delta_n^2 |x - y|^{-d})
\]
where \( g \) is given by (15).

Our next result adapts Lemma 2.16(i) to the discrete setting. We list here our standing assumptions on the starting densities. Let \( \sigma \) be a function on \( \mathbb{R}^d \) with compact support, such that
\[
0 \leq \sigma \leq M \tag{27}
\]
for some absolute constant \( M \). Suppose that \( \sigma \) satisfies
\[
\mathcal{L}(DC(\sigma)) = 0 \tag{28}
\]
where \( DC(\sigma) \) denotes the set of points in \( \mathbb{R}^d \) where \( \sigma \) is discontinuous.

For \( n = 1, 2, \ldots \) let \( \sigma_n \) be a function on \( \delta_n \mathbb{Z}^d \) satisfying
\[
0 \leq \sigma_n \leq M \tag{29}
\]
and
\[
\sigma_n(x) \to \sigma(x), \quad x \notin DC(\sigma). \tag{30}
\]
Finally, suppose that
\[
\text{There is a ball } B \subset \mathbb{R}^d \text{ containing the supports of } \sigma \text{ and } \sigma_n \text{ for all } n.
\]
Although for maximum generality we have chosen to state our hypotheses on $\sigma$ and $\sigma_n$ separately, we remark that the above hypotheses on $\sigma_n$ are satisfied in the particular case when $\sigma_n$ is given by averaging $\sigma$ over a small box:

$$\sigma_n(x) = \delta_n^{-d} \int_{x \square} \sigma(y)dy. \quad (32)$$

In parallel to (14), for $x \in \delta_n \mathbb{Z}^d$ write

$$G_n \sigma_n(x) = \delta_n^d \sum_{y \in \delta_n \mathbb{Z}^d} g_n(x, y)\sigma_n(y), \quad (33)$$

where $g_n$ is given by (25) and (26). Since $g_n(x, \cdot)$ is discrete harmonic except at $x$, where it has discrete Laplacian $-\delta_n^{-d}$, we have for any function $f$ on $\delta_n \mathbb{Z}^d$ with bounded support

$$G_n \Delta f = \Delta G_n f = -f. \quad (34)$$

The first equality can be seen directly from the symmetry $g_n(x, y) = g_n(y, x)$ of the Green’s function, or else by observing that the operators $\Delta$ and $G_n$ are both defined by convolutions, so they commute.

**Lemma 2.22.** If $\sigma, \sigma_n$ satisfy (27)-(31), then

$$(G_n \sigma_n) \square \rightarrow G\sigma$$

uniformly on compact subsets of $\mathbb{R}^d$.

Our next result adapts Lemma 2.9 to the discrete setting. Let $\sigma_n$ be a function on $\delta_n \mathbb{Z}^d$ with finite support, and let $\gamma_n$ be the function on $\delta_n \mathbb{Z}^d$ defined by

$$\gamma_n(x) = -|x|^2 - G_n \sigma_n(x). \quad (35)$$

Let

$$s_n = \inf\{f(x) | f \text{ is superharmonic on } \delta_n \mathbb{Z}^d \text{ and } f \geq \gamma_n\} \quad (36)$$

be the discrete least superharmonic majorant of $\gamma_n$, and let

$$D_n = \{x \in \delta_n \mathbb{Z}^d | s_n(x) > \gamma_n(x)\}. \quad (37)$$

**Lemma 2.23.** Let $\gamma_n, s_n, D_n$ be given by (35)-(37). If $\Omega \subset \delta_n \mathbb{Z}^d$ satisfies $D_n \subset \Omega$, then

$$s_n(x) = \inf\{f(x) | f \text{ is superharmonic on } \Omega \text{ and } f \geq \gamma_n\}. \quad (38)$$
3 Divisible Sandpile

3.1 Abelian Property and Least Action Principle

It will be useful here to prove the abelian property for the divisible sandpile in somewhat greater generality than that of [21]. We work in continuous time. Fix \( \tau > 0 \), and let \( T : [0, \tau] \rightarrow \mathbb{Z}^d \) be a function having only finitely many discontinuities in the interval \([0, t]\) for every \( t < \tau \). The value \( T(t) \) represents the site being toppled at time \( t \). The odometer function at time \( t \) is given by

\[
u_t(x) = L\left(T^{-1}(x) \cap [0, t]\right),
\]

where \( L \) denotes Lebesgue measure. We will say that \( T \) is a legal toppling function for an initial configuration \( \eta_0 \) if for every \( 0 \leq t \leq \tau \)

\[
\eta_t(T(t)) \geq 1
\]

where

\[
\eta_t(x) = \eta_0(x) + \Delta u_t(x)
\]

is the amount of mass present at \( x \) at time \( t \). If in addition \( \eta_\tau \leq 1 \), we say that \( T \) is complete.

Lemma 3.1. (Abelian Property) If \( T_1 : [0, \tau_1] \rightarrow \mathbb{Z}^d \) and \( T_2 : [0, \tau_2] \rightarrow \mathbb{Z}^d \) are complete legal toppling functions for an initial configuration \( \eta_0 \), then for any \( x \in \mathbb{Z}^d \)

\[
L\left(T_1^{-1}(x)\right) = L\left(T_2^{-1}(x)\right).
\]

In particular, \( \tau_1 = \tau_2 \) and the final configurations \( \eta_{\tau_1}, \eta_{\tau_2} \) are identical.

Proof. For \( i = 1, 2 \) write

\[
u_i(x) = L\left(T_i^{-1}(x) \cap [0, t]\right);
\]

\[
\eta_i(x) = \eta_0(x) + \Delta u_i(x).
\]

Write \( u^i = u^i_{\tau_i} \) and \( \eta^i = \eta^i_{\tau_i} \). Let \( t(0) = 0 \) and let \( t(1) < t(2) < \ldots \) be the points of discontinuity for \( T_1 \). Let \( x_k \) be the value of \( T_1 \) on the interval \((t(k-1), t(k))\). We will show by induction on \( k \) that

\[
u^2(x_k) \geq u^1_{\tau(k)}(x_k).
\]

Note that for any \( x \neq x_k \), if \( u^1_{\tau(k)}(x) > 0 \), then letting \( j < k \) be maximal such that \( x_j = x \), since \( T_1 \neq x \) on the interval \((t(j), t(k))\), it follows from the inductive hypothesis that

\[
u^2(x) = u^2(x_j) \geq u^1_{\tau(j)}(x_j) = u^1_{\tau(k)}(x).
\]
Since $T_1$ is legal and $T_2$ is complete, we have
\[ \eta^2(x_k) \leq 1 \leq \eta_{t(k)}^1(x_k) \]

hence
\[ \Delta u^2(x_k) \leq \Delta u_{t(k)}^1(x_k). \]

Since $T_1$ is constant on the interval $(t(k-1), t(k))$ we obtain
\[ u^2(x_k) \geq u_{t(k)}^1(x_k) + \frac{1}{2d} \sum_{x \sim x_k} (u^2(x) - u_{t(k-1)}^1(x)). \]

By (40), each term in the sum on the right side is nonnegative, completing the inductive step.

Since $t(k) \uparrow \tau_1$ as $k \uparrow \infty$, the right side of (40) converges to $u^1(x)$ as $k \uparrow \infty$, hence $u^2 \geq u^1$. After interchanging the roles of $T_1$ and $T_2$, the result follows.

The next lemma is a simple reformulation of Lemma 1.1 but is sometimes more convenient to use.

**Lemma 3.2. (Least Action Principle)** Let $\sigma$ be a nonnegative function on $\mathbb{Z}^d$ with finite support, and let $u$ be its divisible sandpile odometer function. If $u_1 : \mathbb{Z}^d \to \mathbb{R}_{\geq 0}$ satisfies
\[ \sigma + \Delta u_1 \leq 1 \] (41)

then $u_1 \geq u$.

**Proof.** From Lemma 1.1 we have $u = s - \gamma$. Since
\[ \Delta u_1 \leq 1 - \sigma = -\Delta \gamma \]

the sum $u_1 + \gamma$ is superharmonic on $\mathbb{Z}^d$. Since $u_1$ is nonnegative, it follows that $u_1 + \gamma \geq s$, hence $u_1 \geq u$. \qed

Note that $u_1$ need not have finite support. The moniker “least action principle” comes from the following interpretation. Starting from $\sigma$, and toppling each site $x \in \mathbb{Z}^d$ for time $u_1(x)$ without regard to whether these topplings are legal, equation (41) says that the resulting configuration is stable: no site has mass greater than 1. Clearly the odometer $u$ is such a stabilizing function. The Least Action Principle says that $u$ is (pointwise) minimal among all such functions.
3.2 Convergence of Odometers

By the odometer function for the divisible sandpile on $\delta_n \mathbb{Z}^d$ with initial density $\sigma_n$, we will mean the function

$$u_n(x) = \delta_n^2 \cdot \text{total mass emitted from } x \text{ if each site } y \text{ starts with mass } \sigma_n(y).$$

**Theorem 3.3.** Let $u_n$ be the odometer function for the divisible sandpile on $\delta_n \mathbb{Z}^d$ with initial density $\sigma_n$. If $\sigma, \sigma_n$ satisfy (27)-(31), then

$$u_n^\square \to s - \gamma \quad \text{uniformly},$$

where

$$\gamma(x) = -|x|^2 - G\sigma(x),$$

$G\sigma$ is given by (14), and $s$ is the least superharmonic majorant of $\gamma$.

**Lemma 3.4.** Let $D_n$ be the set of fully occupied sites for the divisible sandpile in $\delta_n \mathbb{Z}^d$ started from initial density $\sigma_n$. There is a ball $\Omega \subset \mathbb{R}^d$ with

$$\bigcup_{n \geq 1} D_n^\square \cup D \subset \Omega.$$

**Proof.** Let $A_n$ be the set of fully occupied sites for the divisible sandpile in $\delta_n \mathbb{Z}^d$ started from initial density $\tau(x) = M1_{x \in B}$, where $B$ is given by (31). From the abelian property, Lemma 3.1, we have $D_n \subset A_n$. By the inner bound of [21, Theorem 1.3] if we start with mass $m = 2\delta_n^{-d} \mathcal{L}(B)$ at the origin in $\delta_n \mathbb{Z}^d$, the resulting set of fully occupied sites contains $B$; by the abelian property it follows that if we start with mass $Mm$ at the origin in $\delta_n \mathbb{Z}^d$, the resulting set $\Omega_n$ of fully occupied sites contains $A_n$. By the outer bound of [21, Theorem 1.3], $\Omega_n$ is contained in a ball $\Omega$ of volume $3M\mathcal{L}(B)$. By Lemma 2.15 we can enlarge $\Omega$ if necessary to contain $D$. \hfill \square

For $x \in \delta_n \mathbb{Z}^d$, write

$$\gamma_n(x) = -|x|^2 - G_n\sigma_n(x),$$

where $G_n$ is defined by (33). Denote by $s_n$ the least superharmonic majorant of $\gamma_n$ in the lattice $\delta_n \mathbb{Z}^d$.

**Lemma 3.5.** Let $\Omega$ be as in Lemma 3.4. There is a constant $M'$ independent of $n$, such that $|\gamma_n| \leq M'$ in $\Omega^\square$. 
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Proof. By Lemma 2.21 we have for \( x \in \Omega \):

\[
|G_n \sigma_n(x)| \leq \delta_n^d \sum_{y \in B^n} |g_n(x, y)| \sigma_n(y)
\]

\[
\leq 2M \delta_n^d \sum_{y \in B^n} |g(x, y)|
\]

\[
\leq CM R^2 \log R
\]

for a constant \( C \) depending only on \( d \), where \( R \) is the radius of \( \Omega \). It follows that \( |\gamma_n| \leq (CM + 1)R^2 \log R \) in \( \Omega \).

\[
\square
\]

Lemma 3.6. Fix \( x \in \mathbb{R}^d \), and for \( y \in \delta_n \mathbb{Z}^d \) let

\[
\alpha(y) = \delta_n^d g_n(x; y) - \int_{y} g(x, z)\, dz.
\] (42)

There are constants \( C_1, C_2 \) depending only on \( d \), such that

(i) \( |\alpha(y)| \leq C_1 \delta_n^{1+d} |x - y|^{1-d} \).

(ii) If \( y_1 \sim y_2 \), then \( |\alpha(y_1) - \alpha(y_2)| \leq C_2 \delta_n^{2+d} |x - y_1|^{-d} \).

Proof. (i) By Lemma 2.21 if \( z \in y \square \) then

\[
|g_n(x; y) - g(x, z)| \leq |g_n(x; y) - g(x; y)| + |g(x; y) - g(x, z)|
\]

\[
\leq C \delta_n |x - y|^{1-d}
\]

for a constant \( C \) depending only on \( d \). Integrating over \( y \square \) gives the result.

(ii) Let \( p = y_2 - y_1 \). By Lemma 2.21 we have

\[
|\alpha(y_1) - \alpha(y_2)| \leq \int_{y_1} |g_n(x; y_1) - g_n(x; y_2)|\, dz
\]

\[
\leq \int_{y_1} |g(x; y_1) - g(x; y_2)|\, dz + O(\delta_n^{d+2} |x - y_1|^{-d})
\]

Writing \( q = x - y_1 + z \), the integrand can be expressed as

\[
|f(o) - f(p) - f(q) + f(p + q)|,
\]

where

\[
f(w) = g(w, x - y_1).
\]
Since $|p|, |q|, |p+q| \leq \delta_n(\sqrt{d}+1)$, we have by Taylor’s theorem with remainder

\[
|f(o) - f(p) - f(q) + f(p + q)| \leq 3d\delta_n^2 \sum_{i,j=1}^{d} \left| \frac{\partial^2 f}{\partial x_i \partial x_j}(o) \right|
\]

\[
\leq \begin{cases} 
(24/\pi)^2 \delta_n^2 |x_1 - y_1|^{-2}, & d = 2 \\
6d^2(d-1)(d-2)a_d \delta_n^2 |x - y_1|^{-d}, & d \geq 3.
\end{cases}
\]

**Lemma 3.7.** Let $\Omega$ be an open ball as in Lemma 3.4, and let $\Omega_1$ be a ball with $\bar{\Omega} \subset \Omega_1$. Let

\[ \phi_n = -\Delta(s_n 1_{\Omega_1}). \]

Then

\[ |s_n - G\phi_n| \to 0 \]

uniformly on $\Omega$.

**Proof.** Let $\nu_n(x)$ be the amount of mass present at $x$ in the final state of the divisible sandpile on $\delta_n \mathbb{Z}^d$. By Lemma 1.1 we have $s_n = u_n + \gamma_n$, hence

\[ \Delta s_n = (\nu_n - \sigma_n) + (\sigma_n - 1) = \nu_n - 1. \]

In particular, $|\Delta s_n| \leq 1$.

Note that

\[ G\phi_n(x) = \sum_{y \in \Omega_1 \cup \partial \Omega_1} \phi_n(y) \int_{y \mathbb{Z}} g(x, z) dz \]

where $s_n = G_n \phi_n$ in $\Omega_1^c$, by (34). Hence for $x \in \Omega$

\[ G\phi_n(x) - s_n(x) = G\phi_n(x) - G_n \phi_n(x) + s_n(x) - s_n(x) \]

\[ = -\sum_{y \in \Omega_1 \cup \partial \Omega_1} \phi_n(y) \alpha(y) \]  

(43)

where $\alpha(y)$ is given by (42). Now write

\[ \phi_n = -(\Delta s_n) 1_{\Omega_1} + f_1 - f_2 \]

where $f_1$ is supported on the inner boundary of $\Omega_1^c$ and given there by

\[ f_1(y) = \frac{1}{2d\delta_n} \sum_{z \sim y, z \notin \Omega_1} s_n(z) \]
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while $f_2$ is supported on the outer boundary of $\Omega_1^i$ and given there by

$$f_2(z) = \frac{1}{2d\delta_n^2} \sum_{y \sim z, y \in \Omega_1^i} s_n(y).$$

The sum in (43) now takes the form

$$G\phi_n(x) - s_n(x) = \sum_{y \in \Omega_1^i} \Delta s_n(y) \alpha(y) + \sum_{y \in \Omega_1^i, z \in \Omega_1^i, y \sim z} s_n(y)\alpha(z) - s_n(z)\alpha(y).$$

(44)

Let $R, R_1$ be the radii of $\Omega, \Omega_1$. By Lemma 3.6(i), summing in spherical shells about $x$, the first sum in (44) is bounded in absolute value by

$$\sum_{y \in \Omega_1^i} |\alpha(y)| \leq \int_0^{2R_1} d\omega d\tau d^{d-1}(C_1\delta_n^{1+d}\tau^{1-d})d\tau = C_1d\omega R_1\delta_n.$$

To bound the second sum in (44), note that $s_n = \gamma_n$ outside $\Omega$, so

$$|s_n(y)\alpha(z) - s_n(z)\alpha(y)| \leq |\gamma_n(y)||\alpha(y) - \alpha(z)| + |\alpha(y)||\gamma_n(y) - \gamma_n(z)|.$$  

(45)

By Lemmas 3.5 and 3.6(ii), the first term is bounded by

$$|\gamma_n(y)||\alpha(y) - \alpha(z)| \leq C_2M'_h\delta_n^{2+d} |x - y|^{-d}.$$

Fix $\epsilon > 0$, and let $\Omega_2$ be a ball with $\bar{\Omega}_1 \subset \Omega_2$. Since $\gamma$ is uniformly continuous on $\Omega_2$, and $\gamma_n \to \gamma$ uniformly on $\Omega_2$ by Lemma 2.22 for sufficiently large $n$ we have

$$|\gamma_n(y) - \gamma_n(z)| \leq |\gamma_n(y) - \gamma(y)| + |\gamma(y) - \gamma(z)| + |\gamma(z) - \gamma_n(z)| \leq \epsilon.$$

Thus by Lemma 3.6(i) the second term in (45) is bounded by

$$|\alpha(y)||\gamma_n(y) - \gamma_n(z)| \leq C_1\delta_n^{1+d} |x - y|^{1-d}\epsilon.$$

Since $x \in \Omega$ and $y$ is adjacent to $\partial \Omega_1$, we have $|x - y| \geq R_1 - R - \delta_n$, so the second sum in (44) is bounded in absolute value by

$$\delta_n^{-2}\#\partial \Omega_1 \left(C_2M'_h\delta_n^{2+d}(R_1 - R)^{-d} + C_1\delta_n^{1+d}(R_1 - R)^{1-d}\epsilon \right) \leq C_3\epsilon$$

for sufficiently large $n$.

Lemma 3.8. $s_n \to s$ uniformly on compact subsets of $\mathbb{R}^d$.  
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Proof. By Lemma 3.4 there is a ball $\Omega$ containing $D$ and $D^n$ for all $n$. Outside $\Omega$ we have

$$s_n = \gamma_n \to \gamma = s$$

uniformly on compact sets by Lemma 2.22.

To show convergence in $\Omega$, write

$$\tilde{s}(x) = \int_{\mathbb{R}^d} s(y) \lambda^{-d} \eta\left(\frac{x - y}{\lambda}\right) dy,$$  \hspace{1cm} (46)

where $\eta$ is the standard smooth mollifier

$$\eta(x) = \begin{cases} C e^{1/|x|^2 - 1}, & |x| < 1 \\ 0, & |x| \geq 1 \end{cases}$$

normalized so that $\int_{\mathbb{R}^d} \eta \, dx = 1$ (see [9, Appendix C.4]). Then $\tilde{s}$ is smooth and superharmonic. Fix $\epsilon > 0$. By Lemma 2.2(ii) and compactness, $s$ is uniformly continuous on $\bar{\Omega}$, so taking $\lambda$ sufficiently small in (46) we have $|s - \tilde{s}| < \epsilon$ in $\Omega$. Let $A_\epsilon$ be the maximum third partial of $\tilde{s}$ in $\Omega$. By Lemma 2.20 the function

$$q_n(x) = \tilde{s}(x) - \frac{1}{6} A_\epsilon \delta_n |x|^2$$

is superharmonic in $\Omega$. By Lemma 2.22 we have $\gamma_n \to \gamma$ uniformly in $\Omega$. Taking $N$ large enough so that $\frac{1}{6} A_\epsilon \delta_n |x|^2 < \epsilon$ in $\Omega$ and $|\gamma_n - \gamma| < \epsilon$ in $\Omega$, we obtain

$$q_n > \tilde{s} - \epsilon > s - 2\epsilon \geq \gamma - 2\epsilon > \gamma - 3\epsilon$$

in $\Omega$. In particular, the function $f_n = \max(q_n + 3\epsilon, \gamma_n)$ is superharmonic in $\Omega$. By Lemma 2.23 it follows that $f_n \geq s_n$, hence

$$s_n \leq q_n + 3\epsilon < \tilde{s} + 3\epsilon < s + 4\epsilon$$

in $\Omega$. By the uniform continuity of $s$ on $\bar{\Omega}$, taking $N$ larger if necessary we have $|s - \tilde{s}| < \epsilon$ in $\Omega$, and hence $s_n \leq s + 5\epsilon$ in $\Omega$ for all $n > N$.

For the reverse inequality, let

$$\phi_n = -\Delta (s_n 1_{\Omega_1})$$

where $\Omega_1$ is an open ball containing $\Omega$. By Lemma 3.7 we have

$$|s_n - G\phi_n| < \epsilon$$
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and hence
\[ G\phi_n^\square > \gamma_n^\square - \epsilon > \gamma - 2\epsilon. \] (47)
on \Omega for sufficiently large \( n \). Since \( \phi_n^\square \) is nonnegative on \( \Omega \), by Lemma 2.4 the function \( G\phi_n^\square \) is superharmonic on \( \Omega \), so by (47) the function
\[ \psi_n = \max(G\phi_n^\square + 2\epsilon, \gamma) \]
is superharmonic on \( \Omega \) for sufficiently large \( n \). By Lemma 2.9 it follows that
\[ s_n^\square > G\phi_n^\square - \epsilon \geq \gamma - 3\epsilon \]
on \( \Omega \) for sufficiently large \( n \).

**Proof of Theorem 3.3.** Let \( \Omega \) be as in Lemma 3.4. By Lemmas 2.22 and 3.8 we have \( \gamma_n^\square \to \gamma \) and \( s_n^\square \to s \) uniformly on \( \Omega \). By Lemma 1.1, we have \( u_n = s_n - \gamma_n \). Since \( u_n^\square = 0 = s - \gamma \) off \( \Omega \), we conclude that \( u_n^\square \to s - \gamma \) uniformly.

### 3.3 Convergence of Domains

In addition to the conditions (27)-(31) assumed in the previous section, we assume in this section that the initial density \( \sigma \) satisfies
\[ \text{For all } x \in \mathbb{R}^d \text{ either } \sigma(x) \leq \lambda \text{ or } \sigma(x) \geq 1 \] (48)
for a constant \( \lambda < 1 \). We also assume that
\[ \{ \sigma \geq 1 \} = \{ \sigma \geq 1 \}^\sigma. \] (49)
Moreover, we assume that for any \( \epsilon > 0 \) there exists \( N(\epsilon) \) such that
\[ \text{If } x \in \{ \sigma \geq 1 \}_\epsilon, \text{ then } \sigma_n(x) \geq 1 \text{ for all } n \geq N(\epsilon); \] (50)
and
\[ \text{If } x \notin \{ \sigma \geq 1 \}^c, \text{ then } \sigma_n(x) \leq \lambda \text{ for all } n \geq N(\epsilon). \] (51)
As before, we have chosen to state the hypotheses on \( \sigma \) and \( \sigma_n \) separately for maximum generality, but all hypotheses on \( \sigma_n \) are satisfied in the particular case when \( \sigma_n \) is given by averaging \( \sigma \) in a small box (32).

We set
\[ \gamma(x) = -|x|^2 - G\sigma(x) \]
with \( s \) the least superharmonic majorant of \( \gamma \) and
\[ D = \{ x \in \mathbb{R}^d | s(x) > \gamma(x) \}. \]
We also write
\[ \tilde{D} = D \cup \{ x \in \mathbb{R}^d | \sigma(x) \geq 1 \}^o. \]

For a domain \( A \subset \mathbb{R}^d \), denote by \( A^\epsilon \) and \( A^\epsilon^c \) its inner and outer open \( \epsilon \)-neighborhoods, respectively.

**Theorem 3.9.** Let \( \sigma \) and \( \sigma_n \) satisfy (27)-(31) and (48)-(51). For \( n \geq 1 \) let \( D_n \) be the domain of fully occupied sites for the divisible sandpile in \( \delta_n \mathbb{Z}^d \) started from initial density \( \sigma_n \). For any \( \epsilon > 0 \) we have for large enough \( n \)
\[ \tilde{D}^\epsilon \subset D_n \subset \tilde{D}^\epsilon^c. \] (52)

According to the following lemma, near any occupied site \( x \in D_n \) lying outside \( \tilde{D}^\epsilon \), we can find a site \( y \) where the odometer \( u_n \) is relatively large.

This is a discrete version of a standard argument for the obstacle problem; see for example Friedman [10], Ch. 2 Lemma 3.1.

**Lemma 3.10.** Fix \( \epsilon > 0 \) and \( x \in D_n \) with \( x \notin \tilde{D}^\epsilon \). If \( n \) is sufficiently large, there is a point \( y \in \delta_n \mathbb{Z}^d \) with \( |x - y| \leq \frac{\epsilon}{2} + \delta_n \) and
\[ u_n(y) \geq u_n(x) + \frac{1 - \lambda}{4} \epsilon^2. \]

**Proof.** By (49), we have \( \{ \sigma \geq 1 \} \subset \tilde{D} \). Thus if \( x \notin \tilde{D}^\epsilon \), the ball \( B = B(x, \frac{\epsilon}{2})^c \) is disjoint from \( \{ \sigma \geq 1 \}^{c/2} \). In particular, if \( n \geq N(\frac{\epsilon}{2}) \), then by (51) we have \( \sigma_n \leq \lambda \) on \( B \). Thus the function
\[ w(y) = u_n(y) - (1 - \lambda)|x - y|^2 \]
is subharmonic on \( B \cap D_n \), so it attains its maximum on the boundary. Since \( w(x) \geq 0 \), the maximum cannot be attained on \( \partial D_n \), where \( u_n \) vanishes; so it is attained at some point \( y \in \partial B \), and
\[ u_n(y) \geq w(y) + (1 - \lambda) \left( \frac{\epsilon}{2} \right)^2. \]

Since \( w(y) \geq w(x) = u_n(x) \), the proof is complete. \( \square \)

**Proof of Theorem 3.9.** Fix \( \epsilon > 0 \). By Lemma 2.19 we have
\[ \tilde{D}^\epsilon \subset D_n \cup \{ \sigma \geq 1 \}^\eta \]
for some \( \eta > 0 \). Let \( u = s - \gamma \). Since the closure of \( D_\eta \) is compact and contained in \( D \), we have \( u \geq m_\eta \) on \( D_\eta \) for some \( m_\eta > 0 \). By Theorem 3.3,
for sufficiently large $n$ we have $u_n > u^i - \frac{1}{2}m_\eta > 0$ on $D^i_\eta$, hence $D^i_\eta \subset D_n$.

Likewise, by \[50\] we have $\{\sigma \geq 1\}_\eta \subset D_n$ for large enough $n$. Thus $D_\epsilon \subset D_n$.

For the other inclusion, fix $x \in \delta_n \mathbb{Z}^d$ with $x \notin D^c_\epsilon$. Since $u$ vanishes on the ball $B = B(x, \frac{1}{2})$, by Theorem 3.3 we have $u_n < \frac{1-\lambda}{4} e^2$ on $B^i \cup \partial B^i$ for all sufficiently large $n$. By Lemma 3.10 we conclude that $x \notin D_n$, and hence $D_n \subset \tilde{D}^c_\epsilon$.

4 Rotor-Router Model

In trying to adapt the proofs of Theorems 3.3 and 3.9 to the rotor-router model, we are faced with two main problems. The first is to define an appropriate notion of convergence of integer-valued densities $\sigma_n$ on $\delta_n \mathbb{Z}^d$ to a real-valued density $\sigma$ on $\mathbb{R}^d$. The requirement that $\sigma_n$ take only integer values is of course imposed on us by the nature of the rotor-router model itself, since unlike the divisible sandpile, the rotor-router works with discrete, indivisible particles. The second problem is to find an appropriate analogue of Lemma 1.1 for the rotor-router model.

Although these two problems may seem unrelated, the single technique of smoothing neatly takes care of them both. To illustrate the basic idea, suppose we are given a domain $A \subset \mathbb{R}^d$, and let $\sigma_n$ be the function on $\delta_n \mathbb{Z}^d$ taking the value 1 on odd lattice points in $A^c$, and the value 2 on even lattice points in $A^c$. We would like to find a sense in which $\sigma_n$ converges to the real-valued density $\sigma = \frac{3}{2}1_A$. One approach is to average $\sigma_n$ in a box whose side length $L_n$ goes to zero more slowly than the lattice spacing: $L_n \downarrow 0$ while $L_n/\delta_n \uparrow \infty$ as $n \uparrow \infty$. The resulting “smoothed” version of $\sigma_n$ converges to $\sigma$ pointwise away from the boundary of $A$.

By smoothing the odometer function in the same way, we can obtain an approximate analogue of Lemma 1.1 for the rotor-router model. Rather than average in a box as described above, however, it is technically more convenient to average according to the distribution of a lazy random walk run for a fixed number $\alpha(n)$ of steps. Denote by $(X_k)_{k \geq 0}$ the lazy random walk in $\delta_n \mathbb{Z}^d$ which stays in place with probability $\frac{1}{2}$ and moves to each of the $2d$ neighbors with probability $\frac{1}{4d}$. Given a function $f$ on $\delta_n \mathbb{Z}^d$, define its $k$-smoothing

$$S_k f(x) = \mathbb{E}(f(X_k)|X_0 = x).$$

From the Markov property we have $S_k S_\ell = S_{k+\ell}$. Also, the discrete Laplacian can be written as

$$\Delta = 2\delta_n^{-2} (S_1 - S_0).$$
In particular, $\Delta S_k = S_k \Delta$.

### 4.1 Convergence of Odometers

For $n = 1, 2, \ldots$ let $\sigma_n$ be an integer-valued function on $\delta_n \mathbb{Z}^d$ satisfying $0 \leq \sigma_n \leq M$. We assume as usual that there is a ball $B \subset \mathbb{R}^d$ containing the support of $\sigma_n$ for all $n$. Let $\sigma$ be a function on $\mathbb{R}^d$ supported in $B$ satisfying (27) and (28). In place of condition (30) we assume that there exist integers $\alpha(n) \uparrow \infty$ with $\delta_n \alpha(n) \downarrow 0$ such that

$$
(S_{\alpha(n)} \sigma_n)(x) \rightarrow \sigma(x), \quad x \notin DC(\sigma).
$$

By the odometer function for rotor-router aggregation starting from initial density $\sigma_n$, we will mean the function $u_n(x) = \delta_n^2 \cdot$ number of particles emitted from $x$ if $\sigma_n(y)$ particles start at each site $y$.

**Theorem 4.1.** Let $u_n$ be the odometer function for rotor-router aggregation on $\delta_n \mathbb{Z}^d$ starting from initial density $\sigma_n$. If $\sigma, \sigma_n$ satisfy (27)-(29), (31) and (55), then $u_n \square \rightarrow s - \gamma$ uniformly, where

$$
\gamma(x) = -|x|^2 - \int_{\mathbb{R}^d} g(x,y) \sigma(y) dy
$$

and $s$ is the least superharmonic majorant of $\gamma$.

Given a function $f$ on $\delta_n \mathbb{Z}^d$, for a directed edge $(x,y)$ write

$$
\nabla f(x,y) = \frac{f(y) - f(x)}{\delta_n}.
$$

Given a function $\kappa$ on directed edges in $\delta_n \mathbb{Z}^d$, write

$$
\text{div} \kappa(x) = \frac{1}{2d \delta_n} \sum_{y \sim x} \kappa(x,y).
$$

The discrete Laplacian on $\delta_n \mathbb{Z}^d$ is then given by

$$
\Delta f(x) = \text{div} \nabla f = \delta_n^{-2} \left( \frac{1}{2d} \sum_{y \sim x} f(y) - f(x) \right).
$$

The following “rescaled” version of [21, Lemma 5.1] is proved in the same way.
Lemma 4.2. For a directed edge \((x, y)\) in \(\delta_n \mathbb{Z}^d\), denote by \(\kappa(x, y)\) the net number of crossings from \(x\) to \(y\) performed by particles during a sequence of rotor-router moves. Let

\[ u(x) = \delta_n^2 \cdot \text{number of particles emitted from } x \text{ during this sequence}. \]

Then

\[ \nabla u(x, y) = \delta_n (-2d\kappa(x, y) + \rho(x, y)) \] (56)

for some function \(\rho\) on directed edges in \(\delta_n \mathbb{Z}^d\) satisfying

\[ |\rho(x, y)| \leq 4d - 2 \]

for all directed edges \((x, y)\).

Proof. Writing \(N(x, y)\) for the number of particles routed from \(x\) to \(y\), for any \(y, z \sim x\) we have

\[ |N(x, y) - N(x, z)| \leq 1. \]

Since \(u(x) = \delta_n^2 \sum_{y \sim x} N(x, y)\), we obtain

\[ \delta_n^{-2}u(x) - 2d + 1 \leq 2dN(x, y) \leq \delta_n^{-2}u(x) + 2d - 1 \]

hence

\[ |\nabla u(x, y) + 2d\delta_n \kappa(x, y)| = \delta_n |\delta_n^{-2}u(y) - \delta_n^{-2}u(x) + 2dN(x, y) - 2dN(y, x)| \leq (4d - 2)\delta_n. \]

Let \(R_n\) be the final set of occupied sites for rotor-router aggregation on \(\delta_n \mathbb{Z}^d\) starting from initial density \(\sigma_n\). Since each site \(x\) starts with \(\sigma_n(x)\) particles and ends with either one particle or none accordingly as \(x \in R_n\) or \(x \notin R_n\), we have

\[ 2d\delta_n \text{div } \kappa = \sigma_n - 1_{R_n}. \]

Taking the divergence in (56) we obtain

\[ \Delta u_n = 1_{R_n} - \sigma_n + \delta_n \text{div } \rho. \] (57)

In particular, since \(0 \leq \sigma_n \leq M\), and \(|\rho| \leq 4d - 2\), we have

\[ |\Delta u_n| \leq M + 4d \] (58)

on all of \(\delta_n \mathbb{Z}^d\).
Recall that the divisible sandpile odometer function has Laplacian \( 1 - \sigma_n \) inside the set \( D_n \) of fully occupied sites. The next lemma shows that the same is approximately true of the smoothed rotor-router odometer function \( S_k u_n \). Denote by \( P_x \) and \( E_x \) the probability and expectation operators for the lazy random walk \( (X_k)_{k \geq 0} \) defining the smoothing (53), started from \( X_0 = x \).

**Lemma 4.3.** There is a constant \( C_0 \) depending only on \( d \), such that

\[
|\Delta S_k u_n(x) - P_x(X_k \in R_n) + S_k \sigma_n(x)| \leq \frac{C_0}{\sqrt{k + 1}}.
\]

**Proof.** Let \( \kappa \) and \( \rho \) be defined as in Lemma 4.2. Using the fact that \( S_k \) and \( \Delta \) commute, we obtain from (57)

\[
\Delta S_k u_n(x) = P_x(X_k \in R_n) - E_x \sigma_n(X_k) + \delta_n E_x \text{ div } \rho(X_k).
\]

Since \( \nabla u \) and \( \kappa \) are antisymmetric, \( \rho \) is antisymmetric by (56). Thus the last term in (59) can be written

\[
\delta_n E_x \text{ div } \rho(X_k) = \frac{1}{2d} \sum_y \sum_{z \sim y} P_x(X_k = y) \rho(y, z)
= -\frac{1}{2d} \sum_y \sum_{z \sim y} P_x(X_k = z) \rho(y, z)
= \frac{1}{4d} \sum_y \sum_{z \sim y} (P_x(X_k = y) - P_x(X_k = z)) \rho(y, z)
\]

where the sums are taken over all pairs of neighboring sites \( y, z \in \delta_n \mathbb{Z}^d \).

We can couple lazy random walk \( X_k \) started at \( x \) with lazy random walk \( X_k' \) started at a neighbor \( x' \) of \( x \) so that the probability of not coupling in \( k \) steps is at most \( C/\sqrt{k + 1} \), where \( C \) is a constant depending only on \( d \) [22]. Since the total variation distance between the distributions of \( X_k \) and \( X_k' \) is at most the probability of not coupling, we obtain

\[
\sum_y \sum_{z \sim y} |P_x(X_k = y) - P_x(X_k = z)| = \sum_y \sum_{x' \sim x} |P_x(X_k = y) - P_{x'}(X_k' = y)|
\leq \frac{4dC}{\sqrt{k + 1}}.
\]

Using the fact that \(|\rho(y, z)| \leq 4d\) in (60), taking \( C_0 = 4dC \) completes the proof. \(\square\)
The next lemma shows that smoothing the rotor-router odometer function does not introduce much extra error.

**Lemma 4.4.** $|S_k u_n - u_n| \leq \delta_n^2 \left( \frac{1}{2} Mk + C_0 \sqrt{k+1} \right)$.

*Proof.* From (54) we have

$$|S_k u_n - u_n| \leq \sum_{j=0}^{k-1} |S_{j+1} u_n - S_j u_n| = \frac{\delta_n^2}{2} \sum_{j=0}^{k-1} |\Delta S_j u_n|.$$ 

But by Lemma 4.3

$$|\Delta S_j u_n| \leq M + \frac{C_0}{\sqrt{j+1}}.$$ 

Summing over $j$ yields the result. \(\square\)

Let

$$\gamma_n(x) = -|x|^2 - G_n S_{\alpha(n)} \sigma_n(x)$$

and let $s_n$ be the least superharmonic majorant of $\gamma_n$. By Lemma 1.1 the difference $s_n - \gamma_n$ is the odometer function for the divisible sandpile on $\delta_n \mathbb{Z}^d$ starting from the smoothed initial density $\tilde{\sigma}_n = S_{\alpha(n)} \sigma_n$. Note that by Lemma 3.4 there is a ball $\Omega \subset \mathbb{R}^d$ containing the supports of $s - \gamma$ and of $s_n - \gamma_n$ for all $n$. The next lemma compares the smoothed rotor-router odometer for the initial density $\sigma_n$ with the divisible sandpile odometer for the smoothed density $\tilde{\sigma}_n$.

**Lemma 4.5.** Let $\Omega \subset \mathbb{R}^d$ be a ball centered at the origin containing the supports of $s - \gamma$ and of $s_n - \gamma_n$ for all $n$. Then

$$S_{\alpha(n)} u_n \geq s_n - \gamma_n - C_0 r^2 \alpha(n)^{-1/2}$$

on all of $\delta_n \mathbb{Z}^d$, where $r$ is the radius of $\Omega$.

*Proof.* Since

$$\Delta \gamma_n = -1 + S_{\alpha(n)} \sigma_n,$$

by Lemma 4.3 the function

$$f(x) = S_{\alpha(n)} u_n(x) + \gamma_n(x) + C_0 \alpha(n)^{-1/2} (r^2 - |x|^2)$$

is superharmonic on $\delta_n \mathbb{Z}^d$. Since $f \geq \gamma_n$ on $\Omega^c$, the function $\psi_n = \max(f, \gamma_n)$ is superharmonic on $\Omega^c$, hence $\psi_n \geq s_n$ by Lemma 2.23. Thus $f \geq s_n$ on $\Omega^c$, so (61) holds on $\Omega^c$ and hence everywhere. \(\square\)
Lemma 4.6. Let $R_n$ be the set of occupied sites for rotor-router aggregation in $\delta_n \mathbb{Z}^d$ started from initial density $\sigma_n$. There is a ball $\Omega \subset \mathbb{R}^d$ with $\bigcup \overline{R_n} \subset \Omega$.

Proof. By assumption there is a ball $B \subset \mathbb{R}^d$ containing the support of $\sigma_n$ for all $n$. Let $A_n$ be the set of occupied sites for rotor-router aggregation in $\delta_n \mathbb{Z}^d$ started from initial density $\tau(x) = M 1_{x \in B}$. From the abelian property we have $R_n \subset A_n$. By the inner bound of [21, Theorem 1.1], if $\lfloor 2 \delta_n - d L(B) \rfloor$ particles perform rotor-router aggregation starting at the origin in $\delta_n \mathbb{Z}^d$, the resulting set of occupied sites contains $B$; by the abelian property it follows that if we start with $\lfloor 2 \delta_n - d L(B) \rfloor$ particles at the origin, the resulting set $\Omega_n$ of fully occupied sites contains $A_n$. By the outer bound of [21, Theorem 1.1], $\Omega_n$ is contained in a ball $\Omega$ of volume $3 M L(B)$.

Let

$$R_n^{(k)} = \{ x \in R_n : y \in R_n \text{ whenever } ||x - y||_1 \leq k \delta_n \}.$$ 

The following lemma shows that the rotor-router odometer grows at most quadratically as we move away from the boundary of $R_n$.

Lemma 4.7. For any $k \geq 0$, if $x \notin R_n^{(k)}$, then for any $\beta > 0$

$$u_n(x) \leq c (M + 4d) k^2 \delta_n^2$$

where $c = c_\beta$ is the constant in Lemma 2.17.

Proof. If $x \notin R_n^{(k)}$, then there is a point $y \notin R_n$ with $|x - y| \leq k \delta_n$. Since $u_n(y) = 0$, we have by (58) and Lemma 2.17

$$u_n(x) \leq c (M + 4d) |x - y|^2.$$ 

Proof of Theorem 4.1. By Lemma 3.4 there is a ball $\Omega$ containing the support of $\sigma - \gamma$ and of $s_n - \gamma_n$ for all $n$. By Lemma 4.6 we can enlarge $\Omega$ if necessary to contain the support of $S_{\alpha(n)} u_n$ for all $n$. By Lemma 4.3, the function

$$\phi(x) = S_{\alpha(n)} u_n(x) - s_n(x) + \gamma_n(x) + C_0 \alpha(n)^{-1/2} |x|^2$$

is subharmonic on the set

$$\overline{R}_n = \{ x \in R_n : y \in R_n \text{ whenever } ||x - y||_1 \leq \alpha(n) \delta_n \}$$
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since \( P_x (X_{\alpha(n)} \in R_n) = 1 \) for \( x \in \tilde{R}_n \).

Given a point \( y \notin \tilde{R}_n \), we have by Lemma 4.7
\[
u_n(y) \leq c(M + 4d)\alpha(n) \delta_n^2.
\]

Now by Lemma 4.4
\[
S_{\alpha(n)}u_n(y) \leq \delta_n^2 \left( c(M + 4d)\alpha(n)^2 + \frac{1}{2}M\alpha(n) + C_0 \sqrt{\alpha(n)} + 1 \right).
\]

The right side is at most \( C_1 \alpha(n)^2 \delta_n^2 \), where \( C_1 = c(M + 4d) + \frac{1}{2}M + C_0 \sqrt{2} \).

Since \( s_n \geq \gamma_n \), we obtain for all \( y \in \Omega - \tilde{R}_n \)
\[
\phi(y) \leq C_1 \alpha(n)^2 \delta_n^2 + C_0 \alpha(n)^{-1/2}r^2 \tag{62}
\]
where \( r \) is the radius of \( \Omega \). By the maximum principle, (62) holds for all \( y \in \Omega \). Now from Lemma 4.5 we obtain
\[
-C_0r^2\alpha(n)^{-1/2} \leq S_{\alpha(n)}u_n - s_n + \gamma_n \leq C_1 \alpha(n)^2 \delta_n^2 + C_0 r^2 \alpha(n)^{-1/2} \tag{63}
\]
on all of \( \delta_n \mathbb{Z}^d \).

By Lemmas 2.22 and 3.8 we have \( \gamma_n \rightharpoonup \gamma \) and \( s_n \rightharpoonup s \) uniformly on \( \Omega \). Since \( \alpha(n) \uparrow \infty \) and \( \delta_n \alpha(n) \downarrow 0 \), we conclude from (63) that \( (S_{\alpha(n)}u_n) \rightharpoonup s - \gamma \) uniformly on \( \Omega \). Since both \( S_{\alpha(n)}u_n \) and \( s - \gamma \) vanish outside \( \Omega \), this convergence is uniform on \( \mathbb{R}^d \). By Lemma 4.4 we have
\[
|S_{\alpha(n)}u_n - u_n| \to 0
\]
uniformly on \( \delta_n \mathbb{Z}^d \), and hence \( u_n \rightharpoonup s - \gamma \) uniformly on \( \mathbb{R}^d \). \( \Box \)

### 4.2 Convergence of Domains

In addition to the assumptions of the previous section, in this section we require that

\[
\text{For all } x \in \mathbb{R}^d \text{ either } \sigma(x) \geq 1 \text{ or } \sigma(x) = 0. \tag{64}
\]

We also assume that
\[
\{ \sigma \geq 1 \} = \overline{\{ \sigma \geq 1 \}}^\sigma. \tag{65}
\]

Moreover, we assume that for any \( \epsilon > 0 \) there exists \( N(\epsilon) \) such that

If \( x \in \{ \sigma \geq 1 \} \), then \( \sigma_n(x) \geq 1 \) for all \( n \geq N(\epsilon) \); \tag{66}

and

If \( x \notin \{ \sigma \geq 1 \} \), then \( \sigma_n(x) = 0 \) for all \( n \geq N(\epsilon) \). \tag{67}
Theorem 4.8. Let \( \sigma \) and \( \sigma_n \) satisfy (27)-(29), (31), (55) and (64)-(67). For \( n \geq 1 \), let \( R_n \) be the final domain of occupied sites for rotor-router aggregation in \( \delta_n \mathbb{Z}^d \) started from initial density \( \sigma_n \). For any \( \epsilon > 0 \) we have for all sufficiently large \( n \)

\[
\tilde{D}_\epsilon^+ \subset R_n \subset \tilde{D}_\epsilon^-,
\]

where

\[
\tilde{D} = \{ s > \gamma \} \cup \{ \sigma \geq 1 \}^\circ.
\]

Lemma 4.9. Fix \( \epsilon > 0 \) and \( n \geq N(\epsilon/4) \). Given \( x \not\in \tilde{D}_\epsilon^/2 \) and \( \delta_n \leq \rho \leq \epsilon/4 \), let

\[
\mathcal{N}_\rho(x) = \#B(x, \rho) \cap R_n.
\]

If \( u_n \leq \delta_n^2 m \) on \( B(x, \rho) \), then

\[
\mathcal{N}_\rho(x) \geq \left( 1 + \frac{1}{m} \right) \mathcal{N}_{\rho-\delta_n}(x).
\]

Proof. By (65), we have \( \{ \sigma \geq 1 \}^{\epsilon/4} \subset \tilde{D}_{\epsilon/4}^+ \). The ball \( B(x, \rho) \) is disjoint from \( \tilde{D}_{\epsilon/4}^+ \), so by (67) we have \( \sigma_n(y) = 0 \) for all \( y \in B(x, \rho) \). Since at least \( \mathcal{N}_{\rho-\delta_n}(x) \) particles must enter the ball \( B(x, \rho - \delta_n) \), we have

\[
\sum_{y \in \partial B(x, \rho - \delta_n)} u_n(y) \geq \delta_n^2 \mathcal{N}_{\rho-\delta_n}(x).
\]

There are at most \( \mathcal{N}_\rho(x) - \mathcal{N}_{\rho-\delta_n}(x) \) nonzero terms in the sum on the left side, and each term is at most \( \delta_n^2 m \), hence

\[
m(\mathcal{N}_\rho(x) - \mathcal{N}_{\rho-\delta_n}(x)) \geq \mathcal{N}_{\rho-\delta_n}(x). \quad \square
\]

The following lemma can be seen as a weak analogue of Lemma 3.10 for the divisible sandpile. In Lemma 4.11 below, we obtain a more exact analogue under slightly stronger hypotheses.

Lemma 4.10. For any \( \epsilon > 0 \), if \( n \) is sufficiently large and \( x \in R_n \) with \( x \not\in \tilde{D}_{\epsilon/2}^+ \), then there is a point \( y \in R_n \) with \( |x - y| \leq \epsilon/4 \) and

\[
u_n(y) \geq \frac{\epsilon \delta_n}{16 \log \left( 2 \omega_d (\epsilon/4 \delta_n)^d \right)}.
\]
Proof. Take \( n \geq N(\varepsilon/4) \) large enough so that \( 8\delta_n < \varepsilon \). Let \( m \) be the maximum value of \( \delta_{n-2}u_n \) on \( B(x,\varepsilon/4) \). Since \( x \in R_n \) we have \( N_0(x) = 1 \). Iteratively applying Lemma 4.9 we obtain

\[
N_{\varepsilon/4}(x) \geq \left(1 + \frac{1}{m}\right)^{[\varepsilon/4\delta_n]} N_0(x) \geq \exp\left(\frac{\varepsilon}{16m\delta_n}\right).
\]

For large enough \( n \) we have

\[
N_{\varepsilon/4}(x) \leq \#B(x,\varepsilon/4) \leq 2\omega_d \left(\frac{\varepsilon}{4\delta_n}\right)^d
\]

hence

\[
\frac{\varepsilon}{16m\delta_n} \leq \log\left(2\omega_d(\varepsilon/4\delta_n)^d\right)
\]

Solving for \( m \) yields the result.

Lemma 4.11. Fix \( \varepsilon > 0 \) and \( k \geq 4C_0^2 \), where \( C_0 \) is the constant in Lemma 4.3. There is a constant \( C_1 \) such that if \( x \in R_n, x \notin \tilde{D}_{\varepsilon/4} \) satisfies

\[
S_ku_n(x) > C_1k^2\delta_n^2
\]

and \( n \) is sufficiently large, then there exists \( y \in \delta_n\mathbb{Z}^d \) with \( |x - y| \leq \frac{\varepsilon}{2} + \delta_n \) and

\[
S_ku_n(y) \geq S_ku_n(x) + \frac{\varepsilon^2}{8}.
\]

Proof. Let \( C_1 = c(M + 4d) + \frac{1}{2}M + C_0\sqrt{2} \). Note first that by Lemma 4.4 and (69)

\[
u_n(x) \geq S_ku_n(x) - \delta_n^2 \left(\frac{1}{2}kM + C_0\sqrt{k+1}\right) \geq c(M + 4d)k^2\delta_n^2
\]

so \( x \in R_n^{(k)} \) by Lemma 4.7. By Lemma 4.3 we have

\[
\Delta S_ku_n(y) \geq 1 - S_k\sigma_n(y) - C_0/\sqrt{k+1}, \quad y \in R_n^{(k)}.
\]

Note that \( C_0/\sqrt{k+1} < \frac{1}{2} \). Take \( n \geq N(\varepsilon/8) \) large enough so that \( k\delta_n < \varepsilon/8 \); then \( S_k\sigma_n \) vanishes on the ball \( B = B(x,\varepsilon/2) \) by (67). Thus the function

\[
f(z) = S_ku_n(z) - \frac{1}{2}|x - z|^2
\]
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is subharmonic on $\tilde{R}_n := R_n^{(k)} \cap B$, so it attains its maximum on the boundary.

If $z \in \partial R_n^{(k)}$, then by Lemma 4.7
\[ u_n(z) \leq c(M + 4d)k^2\delta_n^2. \]

From Lemma 4.4 we obtain
\[ S_k u_n(z) \leq C_1 k^2\delta_n^2 < S_k u_n(x). \]

Thus $f(z) < f(x)$. Since $x \in \tilde{R}_n$, it follows that $f$ cannot attain its maximum in $\tilde{R}_n \cup \partial \tilde{R}_n$ at a point $z \in \partial R_n^{(k)}$, and hence must attain its maximum at a point $y \in \partial B$. Since $f(y) \geq f(x)$ we conclude that
\[ S_k u_n(y) = f(y) + \frac{1}{2}|x - y|^2 \geq S_k u_n(x) + \frac{1}{2} \left( \frac{\epsilon}{2} \right)^2. \]

\[ \square \]

**Proof of Theorem 4.8.** Fix $\epsilon > 0$. Let $u = s - \gamma$ and $D = \{ u > 0 \}$. By Lemma 2.19 we have
\[ \tilde{D}_\epsilon \subset D_\eta \cup \{ \sigma \geq 1 \}_\eta \]
for some $\eta > 0$. Since the closure of $D_\eta$ is compact and contained in $D$, we have $u \geq m_\eta$ on $D_\eta$ for some $m_\eta > 0$. By Theorem 4.1 for sufficiently large $n$ we have $u_n > u - \frac{1}{2}m_\eta > 0$ on $D_\eta^\circ$, hence $D_\eta^\circ \subset \tilde{R}_n$. Likewise, by (66) we have $\{ \sigma \geq 1 \}_\eta^\circ \subset R_n$ for large enough $n$. Thus $\tilde{D}_\epsilon^\circ \subset \tilde{R}_n$.

For the other inclusion, fix $x \in \delta_n^\circ \mathbb{Z}^d$ with $x \notin \tilde{D}_\epsilon^\circ$. Since $u$ vanishes on the ball $B = B(x, \epsilon)$, by Theorem 4.1 we have $u_n < \frac{\epsilon^2}{8}$ on $B^\circ$ for all sufficiently large $n$. Let $k = 4C_0^2$, and take $n$ large enough so that $k\delta_n < \epsilon/4$. Then $S_k u_n < \frac{\epsilon^2}{8}$ on the ball $B(x, 3\epsilon/4)^\circ$. By Lemma 4.11 it follows that $S_k u_n \leq C_1 k^2\delta_n^2$ on the smaller ball $B' = B(x, \epsilon/4)^\circ$. In particular, for $y \in B'$ we have
\[ u_n(y) \leq \frac{S_k u_n(y)}{P_y(X_k = y)} < C_2 k^{d/2 + 2} \delta_n^2 \]
where $C_2$ is a constant depending only on $d$. For sufficiently large $n$ the right side is at most $\epsilon \delta_n/16 \log (2\omega_d(\epsilon/4)^d)$, so we conclude from Lemma 4.10 that $x \notin R_n$. \[ \square \]
5 Internal DLA

Our hypotheses for convergence of internal DLA domains are the same as those for the rotor-router model: \( \sigma \) is a bounded, nonnegative, compactly supported function on \( \mathbb{R}^d \) that is continuous almost everywhere and \( \geq 1 \) on its support; and \( \{ \sigma_n \}_{n \geq 1} \) is a sequence of uniformly bounded functions on \( \delta_n \mathbb{Z}^d \) with uniformly bounded supports, whose “smoothings” converge pointwise to \( \sigma \) at all continuity points of \( \sigma \).

**Theorem 5.1.** Let \( \sigma \) and \( \sigma_n \) satisfy (27)-(29), (31), (55) and (64)-(67). For \( n \geq 1 \) let \( I_n \) be the random domain of occupied sites for internal DLA in \( \delta_n \mathbb{Z}^d \) started from initial density \( \sigma_n \). If \( \delta_n \log n \downarrow 0 \), then for all \( \epsilon > 0 \) we have with probability one

\[
\bar{D}^\epsilon \subset I_n \subset \bar{D}^\epsilon: \quad \text{for all sufficiently large } n,
\]

where

\[
\bar{D} = \{ s > \gamma \} \cup \{ \sigma \geq 1 \}^o.
\]

5.1 Inner Estimate

Fix \( n \geq 1 \), and label the particles in \( \delta_n \mathbb{Z}^d \) by the integers \( 1, \ldots, m_n \), where

\[
m_n = \sum_{x \in \delta_n \mathbb{Z}^d} \sigma_n(x).
\]

Let \( x_i \) be the starting location of the particle labeled \( i \), so that

\[
\# \{ i | x_i = x \} = \sigma_n(x).
\]

For each \( i = 1, \ldots, m_n \) let \( (X_i^t)_{t \geq 0} \) be a simple random walk in \( \delta_n \mathbb{Z}^d \) such that \( X_i^0 = x_i \), with \( X^i \) and \( X^j \) independent for \( i \neq j \).

For \( z \in \delta_n \mathbb{Z}^d \) and \( \epsilon > 0 \), consider the stopping times

\[
\tau_z^i = \inf \{ t \geq 0 | X_i^t = z \};
\]

\[
\tau_\epsilon^i = \inf \{ t \geq 0 | X_i^t \notin D^\epsilon \};
\]

\[
\nu^i = \inf \{ t \geq 0 | X_i^t \notin \{ X_j^{\nu_j} \}_{j=1}^{i-1} \}. \tag{71}
\]

The stopping time \( \nu^i \) is defined inductively in \( i \) with \( \nu^1 = 0 \). We think of building up the internal DLA cluster one site at a time, by letting the particle labeled \( i \) walk until it exits the set of sites already occupied by particles with smaller labels. Thus \( \nu^i \) is the number of steps taken by the particle labeled \( i \), and \( X_{\nu^i}^i \) is the location where it stops.
Fix $z \in D^\epsilon$ and consider the random variables

$$M_\epsilon = \sum_{i=1}^{m_n} 1\{\tau^i_\epsilon \leq \tau^i_z \};$$

$$L_\epsilon = \sum_{i=1}^{m_n} 1\{\nu^i \leq \tau^i_\epsilon \leq \tau^i_z \}.$$ 

These sums can be interpreted in terms of the following two-stage procedure. During the first stage, we let each particle walk until it either reaches an unoccupied site or exits $D^\epsilon$. In the second stage, we let each particle that did not already exit $D^\epsilon$ continue walking until it exits $D^\epsilon$. Then $M_\epsilon$ counts the number of particles that visit $z$ during both stages, while $L_\epsilon$ counts the number of particles that visit $z$ during the second stage. In particular, if $L_\epsilon < M_\epsilon$, then $z$ was visited during the first stage and hence belongs to the occupied cluster $I_n$.

The sum $L_\epsilon$ is difficult to estimate directly because the indicator random variables in the sum are not independent. Following [20], we can bound $L_\epsilon$ by a sum of independent indicators as follows. For each site $y \in D^\epsilon$, let $(Y^y_t)_{t \geq 0}$ be a simple random walk in $\delta_n \mathbb{Z}^d$ such that $Y^y_0 = y$, with $Y^x$ and $Y^y$ independent for $x \neq y$. Let

$$\tilde{L}_\epsilon = \sum_{y \in D^\epsilon} 1\{\tau^y_{\tilde{\epsilon}} < \tau^y_z \},$$

where

$$\tau^y_z = \inf \{t \geq 0 \mid Y^y_t = z \};$$

$$\tau^y_\epsilon = \inf \{t \geq 0 \mid Y^y_t \notin D^\epsilon \}.$$ 

Thus $\tilde{L}_\epsilon$ counts the number of walks $Y^y$ that hit $z$ before exiting $D^\epsilon$. Since the sites $X^i$ are distinct, we can couple the walks $\{Y^y\}$ and $\{X^i\}$ so that $L_\epsilon \leq \tilde{L}_\epsilon$.

Define

$$f_{n,\epsilon}(z) = g_{n,\epsilon}(z, z) \mathbb{E}(M_\epsilon - \tilde{L}_\epsilon),$$

where

$$g_{n,\epsilon}(y, z) = \mathbb{E}\{t < \tau^y_\epsilon \mid Y^y_t = z\}$$

is the Green’s function for simple random walk in $\delta_n \mathbb{Z}^d$ stopped on exiting
\[ D_\epsilon \]. Then
\[
f_{n,\epsilon}(z) = g_{n,\epsilon}(z, z) \left( \sum_{i=1}^{m_n} \mathbb{P}(\tau^i_2 < \tau^i_\epsilon) - \sum_{y \in D_\epsilon^i} \mathbb{P}(\tau^y_2 < \tau^y_\epsilon) \right)
\]
\[ = g_{n,\epsilon}(z, z) \sum_{y \in D_\epsilon^i} (\sigma_n(y) - 1) \mathbb{P}(\tau^y_2 < \tau^y_\epsilon)
\]
\[ = \sum_{y \in D_\epsilon^i} (\sigma_n(y) - 1) g_{n,\epsilon}(y, z) \]  
(72)

where in the last step we have used the identity
\[ \mathbb{P}(\tau^y_2 < \tau^y_\epsilon) = \frac{g_{n,\epsilon}(y, z)}{g_{n,\epsilon}(z, z)}. \]  
(73)

Thus \( f_{n,\epsilon} \) solves the Dirichlet problem
\[
\Delta f_{n,\epsilon} = \delta_n^{-2}(1 - \sigma_n), \quad \text{on } D_\epsilon^i; \quad (74)
\]
\[
f_{n,\epsilon} = 0, \quad \text{on } \partial D_\epsilon^i. \quad (75)
\]

Note that the divisible sandpile odometer function \( u_n \) for the initial density \( \sigma_n \) solves exactly the same Dirichlet problem, with the domain \( D_\epsilon^i \) in (74) and (75) replaced by the domain \( D_n = \{u_n > 0\} \) of fully occupied sites. Our strategy will be first to argue that since the domains \( D_n \) and \( D \) are close, the solutions to the Dirichlet problems in \( D_n \) and \( D_\epsilon \) should be close; next, by Theorem 3.3, since \( u_n \to u := s - \gamma \) it follows that the functions \( f_{n,\epsilon} \) and \( u \) are close. Since \( u \) is strictly positive in \( D_\epsilon \), we obtain in this way a lower bound on \( f_{n,\epsilon} \), and hence a lower bound on \( \mathbb{E}(M_\epsilon - \tilde{L}_\epsilon) \). Finally, using large deviations for sums of independent indicators, we conclude that with high probability \( \tilde{L}_\epsilon < M_\epsilon \), and hence with high probability every point \( z \in D_\epsilon^i \) belongs to the occupied cluster \( I_n \). The core of the argument is Lemma 5.4 below, which gives the desired lower bound on \( f_{n,\epsilon} \).

In order to apply Theorem 3.3 we must have discrete densities which converge pointwise to \( \sigma \) at all continuity points of \( \sigma \). Recall, however, that in order to allow \( \sigma \) to assume non-integer values, we have chosen not to assume that \( \sigma_n \) converges to \( \sigma \), but rather only that the \emph{smoothed density} \( S_{\alpha(n)}\sigma_n \) converges to \( \sigma \); see (55). The next lemma shows that this initial smoothing step does not change the divisible sandpile odometer by very much.

**Lemma 5.2.** Let \( k \geq 0 \) be an integer, and let \( u_n \) (resp. \( \tilde{u}_n \)) be the odometer function for the divisible sandpile on \( \delta_n \mathbb{Z}^d \) started from initial density \( \sigma_n \).
(resp. $S_k\sigma_n$). If $\sigma_n$ has finite support and $0 \leq \sigma_n \leq M$, then

$$|u_n - \tilde{u}_n| \leq \frac{1}{2} k M \delta_n^2.$$  

Proof. From (54) we have the identity $S_1 f = f + \frac{\delta_n^2}{2} \Delta f$. By induction on $k$, it follows that

$$S_k \sigma_n = \sigma_n + \Delta w_k$$

where

$$w_k = \frac{\delta_n^2}{2} \sum_{j=0}^{k-1} S_j \sigma_n.$$  

Since $0 \leq S_j \sigma_n \leq M$ for all $j$, we have $0 \leq w_k \leq \frac{1}{2} k M \delta_n^2$.

Let $\nu_n$ (resp. $\tilde{\nu}_n$) be the final mass density on $\delta_n \Z^d$ for the divisible sandpile started from initial density $\sigma_n$ (resp. $S_k \sigma_n$). Then

$$\tilde{\nu}_n = S_k \sigma_n + \Delta \tilde{u}_n$$

$$= \sigma_n + \Delta (\tilde{u}_n + w_k).$$

Since $\tilde{\nu}_n \leq 1$ and $\tilde{u}_n + w_k \geq 0$, Lemma 3.2 yields $u_n \leq \tilde{u}_n + w_k$. Likewise

$$\nu_n = \sigma_n + \Delta u_n$$

$$= S_k \sigma_n + \Delta (u_n - w_k + \frac{1}{2} k M \delta_n^2).$$

Since $\nu_n \leq 1$ and $u_n - w_k + \frac{1}{2} k M \delta_n^2 \geq 0$, Lemma 3.2 yields $\tilde{u}_n \leq u_n - w_k + \frac{1}{2} k M \delta_n^2$. \qed

The next lemma adapts Theorem 3.3 to our current setting. The hypotheses are identical to those of Theorem 3.3 except that the convergence of smoothed densities (55) replaces (30).

Lemma 5.3. Let $u_n$ be the odometer function for the divisible sandpile on $\delta_n \Z^d$ with initial density $\sigma_n$, and let $D_n = \{ u_n > 0 \}$. If $\sigma$ and $\sigma_n$ satisfy (27)-(29), (31) and (55), then $u_n \rightarrow u : = s - \gamma$ uniformly. Moreover, for any $\epsilon > 0$ we have $D_n \subset D_{\epsilon}$ for all sufficiently large $n$.

Proof. Let $\tilde{u}_n$ be the odometer function for the divisible sandpile on $\delta_n \Z^d$ started from initial density $S_{\alpha(n)} \sigma_n$. Then $\tilde{u}_n \rightarrow u$ uniformly by Theorem 3.3 By Lemma 5.2 we have for all $z \in \R^d$

$$\left| u_n(z) - \tilde{u}_n(z) \right| \leq \frac{1}{2} M \alpha(n) \delta_n^2.$$  
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Since the right side tends to zero as $n \uparrow \infty$, we obtain $u_n \square \to u$ uniformly.

Let $\beta > 0$ be the minimum value of $u$ on $\overline{D}_\epsilon$. Taking $n$ large enough so that $|u_n - u^\square| < \beta/2$, we have $u_n > \beta/2$ on $D^\square_\epsilon$, hence $D_n \subset D^\square_\epsilon$. \hfill $\square$

**Lemma 5.4.** Fix $\epsilon > 0$, and let $\beta > 0$ be the minimum value of $u = s - \gamma$ on $\overline{D}_\epsilon$. There exists $0 < \eta < \epsilon$ such that for all sufficiently large $n$

$$f_{n,\eta}(z) \geq \frac{1}{2} \beta \delta_n^{-2}, \quad z \in D^\square_\eta.$$

*Proof.* Since $u$ is uniformly continuous on $\overline{D}$ and vanishes outside $D$, we can choose $\eta > 0$ small enough so that $u \leq \beta/6$ outside $D_\eta$. Since $u \geq \beta$ on $\overline{D}_\epsilon$, we have $\eta < \epsilon$. Let $u_n$ be the odometer function for the divisible sandpile on $\delta_n \mathbb{Z}^d$ started from initial density $\sigma_n$, and let $D_n = \{u_n > 0\}$ be the resulting domain of fully occupied sites in $\delta_n \mathbb{Z}^d$. We have $u_n \square \to u$ uniformly by Lemma 5.3, so for $n$ sufficiently large we have $|u_n - u^\square| \leq \beta/6$, hence $u_n \leq \beta/3$ on $\partial D^\square_\eta$.

By Lemma 5.3, we have $D^\square_\eta \subset D_n$ for all sufficiently large $n$. Now (74) implies that the difference $\delta_n^2 f_{n,\eta} - u_n$ is harmonic on $D^\square_\eta$, so it attains its minimum on the boundary. Since $f_{n,\eta}$ vanishes on $\partial D^\square_\eta$, we obtain for $z \in D^\square_\eta$

$$\delta_n^2 f_{n,\eta}(z) \geq u_n(z) - \frac{\beta}{3} \geq u(z) - \frac{\beta}{2}.$$

Since $u \geq \beta$ in $D^\square_\epsilon$, we conclude that $\delta_n^2 f_{n,\eta} \geq \beta/2$ in $D^\square_\epsilon$. \hfill $\square$

**Lemma 5.5.** We have

$$\mathbb{E}L_\eta = \frac{\mathbb{E}\tau^\square_\eta}{g_{n,\eta}(z, z)}.$$

Moreover

$$\mathbb{E}M_\eta \leq M \frac{\mathbb{E}\tau^\square_\eta}{g_{n,\eta}(z, z)}.$$

*Proof.* By (73) and the symmetry of $g_{n,\eta}$, we have

$$\mathbb{E}L_\eta = \sum_{y \in D^\square_\eta} \mathbb{P}(\tau^y_\eta < \tau^y_\eta) \quad \text{(76)}$$

$$= \sum_{y \in D^\square_\eta} \frac{g_{n,\eta}(y, z)}{g_{n,\eta}(z, z)}$$

$$= \frac{1}{g_{n,\eta}(z, z)} \sum_{y \in D^\square_\eta} g_{n,\eta}(z, y).$$
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The sum in the last line is $E_z T_{\partial D_n}$.

To prove the inequality for $EM_\eta$, note that $EM_\eta$ is bounded above by

$M \times \text{the sum on the right side of (76)}$. \hfill \Box

The next lemma, using a martingale argument to compute the expected
time for simple random walk to exit a ball, is well known.

**Lemma 5.6.** Fix $r > 0$ and let $B = B(o, r) \subset \delta_n \mathbb{Z}^d$, and let $T$ be the first hitting time of $\partial B$. Then

$$E_0 T = \left( \frac{r}{\delta_n} \right)^2 + O \left( \frac{r}{\delta_n} \right).$$

**Proof.** Since $\delta_n^{-2} |X_t|^2 - t$ is a martingale with bounded increments, and $E_0 T < \infty$, by optional stopping we have

$$E_0 T = \delta_n^{-2} E_0 |X_T|^2 = \delta_n^{-2} (r + O(\delta_n))^2. \quad \Box$$

The next lemma, which bounds the expected number of times simple
random walk returns to the origin before reaching distance $r$, is also well
known.

**Lemma 5.7.** Fix $r > 0$ and let $B = B(o, r) \subset \delta_n \mathbb{Z}^d$, and let $G_B$ be
the Green’s function for simple random walk stopped on exiting $B$. If $n$ is
sufficiently large, then

$$G_B(o, o) \leq \log \frac{r}{\delta_n}.$$ 

**Proof.** In dimension $d \geq 3$ the result is trivial since simple random walk on
$\delta_n \mathbb{Z}^d$ is transient. In dimension two, consider the function

$$f(x) = G_B(o, x) - g_n(o, x)$$

where $g_n$ is the rescaled potential kernel defined in (26). Since $f$ is harmonic
in $B$ it attains its maximum on the boundary, hence by Lemma 2.21 we have

for $x \in B$

$$f(x) \leq \frac{2}{\pi} \log r + O \left( \frac{\delta_n^2}{r^2} \right).$$

Since $g_n(o, o) = \frac{2}{\pi} \log \delta_n$, the result follows on setting $x = o$. \hfill \Box

We will use the following large deviation bound; see [2] Cor. A.14].
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Lemma 5.8. If $N$ is a sum of finitely many independent indicator random variables, then for all $\lambda > 0$

$$\mathbb{P}(|N - \mathbb{E}N| > \lambda \mathbb{E}N) < 2e^{-c_\lambda \mathbb{E}N}$$

where $c_\lambda > 0$ is a constant depending only on $\lambda$.

Let

$$\tilde{I}_n = \{X_{\nu^i} | \nu^i < \tilde{\tau}^i\} \subset I_n$$

where $\nu^i$ is given by (71), and

$$\tilde{\tau}^i = \inf \{t \geq 0 | X_t^i \notin \tilde{D}^i\}.$$

The inner estimate of Theorem 5.1 follows immediately from the lemma below. Although for the inner estimate it suffices to prove Lemma 5.9 with $I_n$ in place of $\tilde{I}_n$, we will make use of the stronger statement with $\tilde{I}_n$ in the proof of the outer estimate in the next section.

Lemma 5.9. For any $\epsilon > 0$,

$$\mathbb{P}(\tilde{D}_\epsilon \subset \tilde{I}_n \text{ for all but finitely many } n) = 1.$$

Proof. For $z \in \tilde{D}_\epsilon$, let $\mathcal{E}_z(n)$ be the event that $z \notin \tilde{I}_n$. By Borel-Cantelli it suffices to show that

$$\sum_{n \geq 1} \sum_{z \in \tilde{D}_\epsilon} \mathbb{P}(\mathcal{E}_z(n)) < \infty. \quad (77)$$

By Lemma 2.19 since $\tilde{D} = D \cup \{\sigma \geq 1\}$ we have

$$\tilde{D}_\epsilon \subset D_{\epsilon'} \cup \{\sigma \geq 1\}_{\epsilon'}$$

for some $\epsilon' > 0$. By (66), for $n \geq N(\epsilon')$ the terms in (77) with $z \in \{\sigma \geq 1\}_{\epsilon'}$ vanish, so it suffices to show

$$\sum_{n \geq 1} \sum_{z \in D_{\epsilon'} \setminus \{\sigma \geq 1\}_{\epsilon'}} \mathbb{P}(\mathcal{E}_z(n)) < \infty. \quad (78)$$

By Lemma 5.4 there exists $0 < \eta < \epsilon'$ such that

$$f_{n,\eta}(z) \geq \frac{1}{2} \beta \delta_n^{-2}, \quad z \in D_{\epsilon'} \setminus \{\sigma \geq 1\}_{\epsilon'}$$

(79)
for all sufficiently large $n$, where $\beta > 0$ is the minimum value of $u$ on $D'_\epsilon$.
Fixing $z \in D'_\epsilon$, since $L_\eta \leq \tilde{L}_\eta$ we have

$$
\mathbb{P}(E_z(n)) \leq \mathbb{P}(M_\eta = L_\eta) \\
\leq \mathbb{P}(M_\eta \leq \tilde{L}_\eta) \\
\leq \mathbb{P}(M_\eta \leq a) + \mathbb{P}(\tilde{L}_\eta \geq a) \tag{80}
$$

for a real number $a$ to be chosen below. By Lemma 5.8 since $\tilde{L}_\eta$ and $M_\eta$ are sums of independent indicators, we have

$$
\mathbb{P}(\tilde{L}_\eta \geq (1 + \lambda) \mathbb{E} \tilde{L}_\eta) < 2e^{-c_\lambda \mathbb{E} \tilde{L}_\eta} \tag{81}
$$

and

$$
\mathbb{P}(M_\eta \leq (1 - \lambda) \mathbb{E} M_\eta) < 2e^{-c_\lambda \mathbb{E} M_\eta}
$$

where $c_\lambda$ depends only on $\lambda$, chosen below. Now since $z \in D'_\epsilon$ and $D$ is bounded by Lemma 2.15, we have

$$
B(z, \epsilon' - \eta) \subset D_\eta \subset B(z, R)
$$

hence by Lemma 5.6

$$
\frac{1}{2} \left( \frac{\epsilon' - \eta}{\delta_n} \right)^2 \leq \mathbb{E} \tau^z_\eta \leq \left( \frac{R}{\delta_n} \right)^2. \tag{82}
$$

By Lemma 5.5 it follows that $\mathbb{E} M_\eta \leq MR^2/\delta_n^2 g_{n, \eta}(z, z)$. Taking

$$
a = \mathbb{E} \tilde{L}_\eta + \frac{\beta}{4\delta_n^2 g_{n, \eta}(z, z)}
$$

in (80), and letting $\lambda = \beta/4MR^2$ in (81), we have

$$
\lambda \mathbb{E} \tilde{L}_\eta \leq \lambda \mathbb{E} M_\eta \leq \frac{\beta}{4\delta_n^2 g_{n, \eta}(z, z)}, \tag{83}
$$

hence

$$
a \geq (1 + \lambda) \mathbb{E} \tilde{L}_\eta.
$$

Moreover, from (79) we have

$$
\mathbb{E} M_\eta - \mathbb{E} \tilde{L}_\eta = \frac{f_{n, \eta}(z)}{g_{n, \eta}(z, z)} \geq \frac{\beta}{2\delta_n^2 g_{n, \eta}(z, z)},
$$

hence by (83)

$$
a \leq \mathbb{E} M_\eta - \frac{\beta}{4\delta_n^2 g_{n, \eta}(z, z)} \leq (1 - \lambda) \mathbb{E} M_\eta,
$$
Thus we obtain from (80) and (81)
\[ \mathbb{P}(\mathcal{E}_z(n)) \leq 4e^{-c\lambda\bar{L}_n}. \] (84)

By Lemmas 5.3 and 5.7 along with (82)
\[ \bar{E}_{\bar{L}_n} = \mathbb{E}_z \frac{T_{\partial D_h}}{g_{n,\eta}(z,z)} \geq \frac{1}{2} \left( \frac{\epsilon - \eta}{\delta_n} \right)^2 \frac{1}{\log(R/\delta_n)}. \]

Using (84), the sum in (78) is thus bounded by
\[ \sum_{n \geq 1} \sum_{z \in D_{x'}} \mathbb{P}(\mathcal{E}_z(n)) \leq \sum_{n \geq 1} \delta_n^{-d} \omega_d R^d \cdot 4 \exp \left( -\frac{c\lambda(\epsilon - \eta)^2}{2\delta_n^2 \log(R/\delta_n)} \right) < \infty. \]

### 5.2 Outer Estimate

For \( x \in \mathbb{Z}^d \) write
\[ Q(x, h) = \{ y \in \mathbb{Z}^d : \|x - y\|_{\infty} \leq h \} \]
for the cube of side length \( 2h + 1 \) centered at \( x \). According to the next lemma, if we start a simple random walk at distance \( h \) from a hyperplane \( H \subset \mathbb{Z}^d \), then the walk is fairly “spread out” by the time it hits \( H \), in the sense that its chance of first hitting \( H \) at any particular point \( z \) has the same order of magnitude as \( z \) ranges over a \((d-1)\)-dimensional cube of side length order \( h \).

**Lemma 5.10.** Fix \( y \in \mathbb{Z}^d \) with \( y_1 = h \), and let \( T \) be the first hitting time of the hyperplane \( H = \{ x \in \mathbb{Z}^d | x_1 = 0 \} \). Let \( F = H \cap Q(y, h) \). For any \( z \in F \) we have
\[ \mathbb{P}_y(X_T = z) \geq ah^{1-d} \]
for a constant \( a \) depending only on \( d \).

**Proof.** For fixed \( w \in H \), the function
\[ f(x) = \mathbb{P}_x(X_T = w) \]
is harmonic in the ball \( B = B(y, h) \). By the Harnack inequality [19] Theorem 1.7.2] we have
\[ f(x) \geq cf(y), \quad x \in B(y, h/2) \]
for a constant $c$ depending only on $d$. By translation invariance, it follows that for $w' \in H \cap B(w, h/2)$, letting $x = y + w - w'$ we have
\[
\mathbb{P}_y(X_T = w') = f(x) \geq cf(y) = c \mathbb{P}_y(X_T = w).
\]
Iterating, we obtain for any $w' \in H \cap Q(w, h)$
\[
\mathbb{P}_y(X_T = w') \geq c^\sqrt{d} \mathbb{P}_y(X_T = w). \tag{85}
\]
Let $T'$ be the first exit time of the cube $Q(y, h - 1)$. Since $F$ is a boundary face of this cube, we have \{$X_T \in F$\} $\subset$ \{$X_T \in F$\}. Let $z_0$ be the closest point to $y$ in $H$. Taking $w' = z_0$, we have $w' \in H \cap Q(w, h)$ whenever $w \in F$. Summing (85) over $w \in F$, we obtain
\[
(2h + 1)^{d-1}c^{-\sqrt{d}} \mathbb{P}_y(X_T = z_0) \geq \mathbb{P}_y(X_T \in F) \geq \mathbb{P}(X_T \in F) = \frac{1}{2d}.
\]
Now for any $z \in F$, taking $w = z_0$ and $w' = z$ in (85), we conclude that
\[
\mathbb{P}_y(X_T = z) \geq c^{\sqrt{d}} \mathbb{P}_y(X_T = z_0) \geq \frac{c^{2\sqrt{d}}}{2d} (2h + 1)^{1-d}. \tag{86}
\]

**Lemma 5.11.** Let $h, \rho$ be positive integers. Let $N$ be the number of particles that ever visit the cube $Q(o, \rho)$ during the internal DLA process, if one particle starts at each site $y \in \mathbb{Z}^d - Q(o, \rho + h)$, and $k$ additional particles start at sites $y_1, \ldots, y_k \notin Q(o, \rho + h)$. If $k \leq \frac{1}{4}h^d$, then
\[
N \leq \text{Binom}(k, p),
\]
where $p < 1$ is a constant depending only on $d$.

**Proof.** Let $F_j$ be a half-space defining a face of the cube $Q = Q(o, \rho)$, such that dist$(y_j, F_j) \geq h$. Let $z_j \in F_j$ be the closest point to $y_j$ in $F_j$, and let $B_j = Q(z_j, h/2) \cap F_j^c$. Let $Z_j$ be the random set of sites where the particles starting at $y_1, \ldots, y_j$ stop. Since $\#B_j \geq \frac{1}{2}h^d \geq 2k$, there is a hyperplane $H_j$ parallel to $F_j$ and intersecting $B_j$, such that
\[
\#B_j \cap H_j \cap Z_{j-1} \leq \frac{1}{2}h^{d-1}. \tag{86}
\]
Denote by $A_j$ the event that the particle starting at $y_j$ ever visits $Q$. On this event, the particle must pass through $H_j$ at a site which was already occupied.
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by an earlier particle. Thus if \( \{X_t\}_{t \geq 0} \) is the random walk performed by the particle starting at \( y_j \), then

\[
A_j \subset \{ X_T \in Z_{j-1} \},
\]

where \( T \) is the first hitting time of \( H_j \). By Lemma 5.10, every site \( z \in B_j \cap H_j \) satisfies

\[
P(X_T = z) \geq ah^{1-d}.
\]

From [86], since \( \#B_j \cap H_j \geq h^{d-1} \) we obtain \( P(X_T \notin Z_{j-1}) \geq a/2 \), hence

\[
P(A_j | \mathcal{F}_{j-1}) \leq p
\]

where \( p = 1 - a/2 \), and \( \mathcal{F}_i \) is the \( \sigma \)-algebra generated by the walks performed by the particles starting at \( y_1, \ldots, y_i \). Thus we can couple the indicators \( 1_{A_j} \) with i.i.d. indicators \( I_j \geq 1_{A_j} \) of mean \( p \) to obtain

\[
N = \sum_{j=1}^k 1_{A_j} \leq \sum_{j=1}^k I_j = \text{Binom}(k, p). \quad \square
\]

The next lemma shows that if few enough particles start outside a cube \( Q(o, 3\rho) \), it is highly unlikely that any of them will reach the smaller cube \( Q(o, \rho) \).

**Lemma 5.12.** Let \( \rho, k \) be positive integers with

\[
k \leq \frac{1}{4} (1 - p^{1/2d})^d \rho^d
\]

where \( p < 1 \) is the constant in Lemma 5.11. Let \( N \) be the number of particles that ever visit the cube \( Q(o, \rho) \) during the internal DLA process, if one particle starts at each site \( y \in \mathbb{Z}^d \setminus Q(o, 3\rho) \), and \( k \) additional particles start at sites \( y_1, \ldots, y_k \notin Q(o, 3\rho) \). Then

\[
P(N > 0) \leq c_0 e^{-c_1 \rho}
\]

where \( c_0, c_1 > 0 \) are constants depending only on \( d \).

**Proof.** Let \( N_j \) be the number of particles that ever visit the cube \( Q_j = Q(o, \rho_j) \), where

\[
\rho_j = (2 + p^{1/2d}) \rho.
\]
Let \( k_j = p^{\frac{j}{2}}k \), and let \( A_j \) be the event that \( N_j \leq k_j \). Taking \( h = \rho_j - \rho_{j+1} \) in Lemma 5.11, we have:

\[
k_j = \left\lfloor \frac{1}{4} p^{\frac{j}{2}} (1 - p^{\frac{1}{2d}})^d \rho^d \right\rfloor = \frac{1}{4} h^d
\]

we obtain

\[
N_{j+1}1_{A_j} \leq \text{Binom}(N_j, p).
\]

Hence

\[
\mathbb{P}(A_{j+1}|A_j) \geq \mathbb{P}\left(\text{Binom}(k_j, p) \leq k_{j+1}\right) \geq 1 - 2e^{-ck_j}
\]

where in the second line we have used Lemma 5.8 with \( \lambda = \sqrt{p} - p \).

Now let

\[
j = \left\lfloor 2 \log k - \log \rho \right\rfloor \log(1/p)
\]

so that \( p^{\frac{1}{2}} \rho \leq k_j \leq \rho \). On the event \( A_j \), at most \( \rho \) particles visit the cube \( Q(o, 2\rho) \). Since the first particle to visit each cube \( Q(o, 2\rho - i) \) stops there, at most \( \rho - i \) particles visit \( Q(o, 2\rho - i) \). Taking \( i = \rho \) we obtain

\[
\mathbb{P}(N = 0) \geq \mathbb{P}(A_1) \mathbb{P}(A_2|A_1) \cdots \mathbb{P}(A_j|A_{j-1}) \geq 1 - 2je^{-cp}.
\]

The right side is at least \( 1 - c_0e^{-c_1\rho} \) for suitable constants \( c_0, c_1 \).

Proof of Theorem 5.1. The inner estimate is immediate from Lemma 5.9. For the outer estimate, let

\[
N_n = \#\{1 \leq i \leq m_n | \nu_i \geq \bar{x} \} = m_n - \#\bar{I}_n
\]

be the number of particles that leave \( \bar{D} \) before aggregating to the cluster. Let \( K_0 = \frac{1}{4} \left( \frac{2(1-p^{1/2d})}{3\sqrt{d}} \right)^d \), where \( p \) is the constant in Lemma 5.11. For \( \epsilon > 0 \) and \( n_0 \geq 1 \), consider the event

\[
F_{n_0} = \{N_n \leq K_0(\epsilon/\delta_n)^d \text{ for all } n \geq n_0\}.
\]

By (64) and (65), the closure of \( \bar{D} \) contains the support of \( \sigma \), so by Proposition 2.12

\[
\delta_n^d m_n = \delta_n^d \sum_{x \in \delta_n \mathbb{Z}^d} \sigma_n(x) \to \int_{\mathbb{R}^d} \sigma(x) dx = \mathcal{L}(\bar{D}).
\]
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Moreover, by Proposition 2.12(i), for sufficiently small $\eta$ we have
\[ \mathcal{L}(\tilde{D} - \tilde{D}_{2\eta}) \leq \frac{1}{2}K_0\epsilon^d. \]
Taking $n$ large enough so that $\delta_n < \eta$, we obtain
\[ \frac{d}{d\eta} \tilde{D}_\eta = \mathcal{L}(\tilde{D}_\eta : \square) \geq \mathcal{L}(\tilde{D}_{2\eta}) \geq \mathcal{L}(\tilde{D}) - \frac{1}{2}K_0\epsilon^d. \]
Thus for sufficiently large $n$, on the event $\tilde{D}_\eta \subset \tilde{I}_n$ we have
\[ N_n \leq m_n - \# \tilde{D}_\eta \]
\[ \leq m_n - \delta_n^{-d} \mathcal{L}(\tilde{D}) + \frac{1}{2}K_0\epsilon^d \delta_n^{-d} \]
\[ \leq K_0\epsilon^d \delta_n^{-d}, \]
where in the last line we have used (88). From Lemma 5.9 we obtain
\[ \mathbb{P}(F_{n0}) \geq \mathbb{P}(\tilde{D}_\eta \subset \tilde{I}_n \text{ for all } n \geq n_0) \uparrow 1 \tag{89} \]
as $n_0 \uparrow \infty$.

By compactness, we can find finitely many cubes $Q_1, \ldots, Q_j$ of side length $\ell = 2\epsilon/3\sqrt{d}$ centered at points $x_1, \ldots, x_j \in \partial(\tilde{D}^c)$, with $\partial(\tilde{D}^c) \subset \bigcup Q_i$. Taking $k = [K_0(\epsilon/\delta_n)^d]$ and $\rho = [\ell/\delta_n]$ in Lemma 5.12 since the cube of side length $3\ell_i$ centered at $x_i$ is disjoint from $\tilde{D}$, we obtain for $n \geq n_0$
\[ \mathbb{P}(\{Q_i \cap I_n \neq \emptyset\} \cap F_{n0}) \leq c_0e^{-c_1\ell/\delta_n}. \]
Since $\{I_n \not\subset \tilde{D}^c\} \subset \bigcup_{i=1}^j \{Q_i \cap I_n \neq \emptyset\}$, summing over $i$ yields
\[ \mathbb{P}(\{I_n \not\subset \tilde{D}^c\} \cap F_{n0}) \leq c_0j e^{-c_1\ell/\delta_n}. \]
By Borel-Cantelli, if $G$ is the event that $I_n \not\subset \tilde{D}^c$ for infinitely many $n$, then $\mathbb{P}(F_{n0} \cap G) = 0$. From (89) we conclude that $\mathbb{P}(G) = 0$.

6 Multiple Point Sources

This section is devoted to proving Theorem 1.4. We further show in Proposition 6.6 that the smash sum of balls arising in Theorem 1.4 is a classical quadrature domain. In particular, the boundary of the smash sum of $k$ disks in $\mathbb{R}^2$ lies on an algebraic curve of degree at most $2k$. 53
6.1 Associativity and Continuity of the Smash Sum

In this section we establish a few basic properties of the smash sum (4). In Lemma 6.1 we show that the smash sum is associative. In Lemma 6.2 we show that the smash sum is continuous with respect to the metric on bounded open sets $A, B \subset \mathbb{R}^d$ given by

$$d_\Delta(A, B) = \mathcal{L}(A \Delta B)$$

where $A \Delta B$ denotes the symmetric difference $A \cup B - A \cap B$, and $\mathcal{L}$ is Lebesgue measure on $\mathbb{R}^d$. Lastly, in Lemma 6.4 we show that the smash sum is also continuous in a variant of the Hausdorff metric.

**Lemma 6.1.** Let $A, B, C \subset \mathbb{R}^d$ be bounded open sets whose boundaries have Lebesgue measure zero. Then

$$(A \oplus B) \oplus C = A \oplus (B \oplus C) = A \cup B \cup C \cup D$$

where $D$ is given by (21) with $\sigma = 1_A + 1_B + 1_C$.

**Proof.** Let

$$\gamma(x) = -|x|^2 - G(1_A + 1_B)(x)$$

and

$$\hat{\gamma}(x) = -|x|^2 - G(1_{A \oplus B} + 1_C)(x).$$

Let $u = s - \gamma$ and $\hat{u} = \hat{s} - \hat{\gamma}$, where $s, \hat{s}$ are the least superharmonic majorants of $\gamma, \hat{\gamma}$. Then

$$(A \oplus B) \oplus C = (A \oplus B) \cup C \cup \{\hat{u} > 0\}$$

$$= A \cup B \cup \{u > 0\} \cup C \cup \{\hat{u} > 0\}$$

$$= A \cup B \cup C \cup \{u + \hat{u} > 0\}. \quad (90)$$

Let $\nu_n$ be the final mass density for the divisible sandpile in $\delta_n\mathbb{Z}^d$ started from initial density $1_A + 1_B$, and let $u_n$ be the corresponding odometer function. By Theorem 3.3 we have $u_n \to u$ as $n \to \infty$. Moreover, by Theorem 3.9 we have

$$\nu_n^D(x) \to 1_{A \oplus B}(x) \quad (91)$$

for all $x \notin \partial(A \oplus B)$. Let $\hat{u}_n$ be the odometer function for the divisible sandpile on $\delta_n\mathbb{Z}^d$ started from initial density $\nu_n + 1_C$. By Proposition 2.12(i) the right side of (91) is continuous almost everywhere, so by Theorem 3.3
we have \( \hat{u}_n \to \hat{u} \) as \( n \to \infty \). On the other hand, by the abelian property, Lemma 3.1, the sum \( u_n + \hat{u}_n \) is the odometer function for the divisible sandpile on \( \delta_n \mathbb{Z}^d \) started from initial density \( 1_{A^c} + 1_{B^c} + 1_{C^c} \), so by Theorem 3.3 we have \( u_n + \hat{u}_n \to \tilde{u} := \tilde{s} - \tilde{\gamma} \), where

\[
\tilde{\gamma}(x) = -|x|^2 - G(1_A + 1_B + 1_C)(x)
\]

and \( \tilde{s} \) is the least superharmonic majorant of \( \tilde{\gamma} \). In particular,

\[
u + \hat{u} = \lim_{n \to \infty} (u_n + \hat{u}_n) = \tilde{u},
\]

so the right side of (90) is equal to \( A \cup B \cup C \cup D \). \( \square \)

**Lemma 6.2.** Let \( A_1, A_2, B \) be bounded open subsets of \( \mathbb{R}^d \) whose boundaries have measure zero. Then

\[
d_\Delta(A_1 \oplus B, A_2 \oplus B) \leq d_\Delta(A_1, A_2).
\]

**Proof.** Let \( A = A_1 \cup A_2 \), and \( A_i' = A - A_i \) for \( i = 1, 2 \). Then by Lemma 6.1,

\[
A \oplus B = (A_1' \oplus A_1) \oplus B = A_1' \oplus (A_i \oplus B).
\]

By Corollary 2.13,

\[
\mathcal{L}(A \oplus B) = \mathcal{L}(A_1') + \mathcal{L}(A_i \oplus B)
\]

hence

\[
d_\Delta(A \oplus B, A_i \oplus B) = \mathcal{L}(A_1').
\]

By the triangle inequality, we conclude that

\[
d_\Delta(A_1 \oplus B, A_2 \oplus B) \leq \mathcal{L}(A_1') + \mathcal{L}(A_2') = d_\Delta(A_1, A_2). \square
\]

The following lemma shows that the smash sum of two sets with a small intersection cannot extend very far beyond their union. As usual, \( A^\epsilon \) denotes the outer \( \epsilon \)-neighborhood of a set \( A \subset \mathbb{R}^d \).

**Lemma 6.3.** Let \( A, B \subset \mathbb{R}^d \) be bounded open sets whose boundaries have measure zero, and let \( \rho = (\mathcal{L}(A \cap B))^{1/d} \). There is a constant \( c \), independent of \( A \) and \( B \), such that

\[
A \oplus B \subset (A \cup B)^{\epsilon \rho}.
\]
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Proof. Let \( \gamma, s \) be given by (19) and (20) with \( \sigma = 1_A + 1_B \), and write \( u = s - \gamma \). Fix \( x \in (A \oplus B) - (A \cup B) \) and let \( r = \text{dist}(x, A \cup B) \). Let \( B = B(x, r/2) \). By Lemma 2.2(iii), \( s \) is harmonic in \( A \oplus B - (A \cup B) \), so by Lemma 2.4 the function

\[
 w(y) = u(y) - |x - y|^2
 = s(y) + |y|^2 + G(1_A + 1_B)(y) - |x - y|^2
\]

is harmonic on the intersection \( (A \oplus B) \cap B \); hence it attains its maximum on the boundary. Since \( w(x) > 0 \) the maximum cannot be attained on \( \partial(A \oplus B) \), so it is attained at some point \( y \in \partial B \), and

\[
 u(y) \geq w(y) + r^2/4 > r^2/4. \tag{92}
\]

If \( z \) is any point outside \( A \oplus B \), then by Lemma 2.6 and Lemma 2.18 with \( \lambda = 4d \), there is a constant \( c' \geq 1 \) such that \( u \leq c'h^2 \) on \( B(z,h) \) for all \( h \). Taking \( h = r/2\sqrt{c'} \), we conclude from (92) that \( B(y,h) \subset A \oplus B \). Since \( B(y,h) \) is disjoint from \( A \cup B \), we have by Corollary 2.13

\[
 \mathcal{L}(A \cup B) + \omega_d h^d \leq \mathcal{L}(A \oplus B) = \mathcal{L}(A) + \mathcal{L}(B),
\]

hence \( \omega_d h^d \leq \mathcal{L}(A \cap B) \). Taking \( c = 2\sqrt{c'}/\omega_d^{1/d} \) yields \( r = c\omega_d^{1/d} h \leq cp \).

The next lemma, together with Lemma 2.8 shows that the smash sum is continuous with respect to the metric

\[
 d_{io}(A,B) = \inf \{ r \geq 0 | A_r \subset B \subset A^r \text{ and } B_r \subset A \subset B^r \}
\]
on bounded open sets \( A, B \subset \mathbb{R}^d \). Here \( A_r \) and \( A^r \) denote the inner and outer neighborhoods [8] of \( A \). This metric, which we call the inner-outer Hausdorff metric, is related to the usual Hausdorff metric \( d_H \) by

\[
 d_{io}(A,B) = \max(d_H(\bar{A},\bar{B}),d_H(A^c,B^c)).
\]

**Lemma 6.4.** Let \( A, B \subset \mathbb{R}^d \) be bounded open sets whose boundaries have measure zero. For any \( \epsilon > 0 \) there exists \( \eta > 0 \) such that

\[
 (A \oplus B)_\epsilon \subset A_\eta \oplus B_\eta \subset A^\eta \oplus B^\eta \subset (A \oplus B)^\epsilon. \tag{93}
\]

**Proof.** By Lemma 2.19 since \( A \oplus B = A \cup B \cup D \), we have

\[
 (A \oplus B)_\epsilon \subset A_\epsilon' \cup B_\epsilon' \cup D_\epsilon'
\]
for some $\epsilon' > 0$. By Lemma 2.16(iii) with $\sigma = 1_A + 1_B$ and $\sigma_n = 1_{A_1/n} + 1_{B_1/n}$, for sufficiently small $\eta$ we have $D_{\epsilon'} \subset A_\eta \oplus B_\eta$. This proves the first inclusion in (93).

The second inclusion is immediate from Lemma 2.3.

For the final inclusion, write $A' = A^n - A$ and $B' = B^n - B$. Since $\mathcal{L}(A') \downarrow \mathcal{L}(\partial A) = 0$ and $\mathcal{L}(B') \downarrow \mathcal{L}(\partial B) = 0$ as $\eta \downarrow 0$, for small enough $\eta$ we have by Lemmas 6.1 and 6.3

$$A^n \oplus B^n = A \oplus B \oplus A' \oplus B'$$

$$\subset ((A \oplus B) \cup A^n \cup B^n)^{\epsilon - \eta}$$

$$\subset (A \oplus B)^{\epsilon}.$$ 

6.2 Smash Sums of Balls

In this section we deduce Theorem 1.4 from our other results, using the main results of [20] and [21]. The following theorem collects the results of [21, Theorem 1.3] for the divisible sandpile, [21, Theorem 1.1] for the rotor-router model, and [20, Theorem 1] for internal DLA.

**Theorem 6.5.** Fix $\lambda > 0$ and a sequence $\delta_n \downarrow 0$, and let $D_n$ be the domain of fully occupied sites for the divisible sandpile in $\delta_n \mathbb{Z}^d$ started from mass $m = \lfloor \lambda \delta_n^{-d} \rfloor$ at the origin. Likewise, let $R_n, I_n$ be the domains of occupied sites in $\delta_n \mathbb{Z}^d$ formed respectively from the rotor-router model (initial rotors configured arbitrarily) and internal DLA, starting with $m$ particles at the origin. For any $\epsilon > 0$, we have

$$B^n_i \subset D_\epsilon, R_n \subset B^{\epsilon'}_\epsilon$$

for all sufficiently large $n$, where $B$ is the ball of volume $\lambda$ centered at the origin in $\mathbb{R}^d$. Moreover, if $\delta_n < 1/n$, then with probability one

$$B^n_i \subset I_n \subset B^{\epsilon'}_\epsilon$$

for all sufficiently large $n$.

**Proof of Theorem 1.4.** For $i = 1, \ldots, k$ let $D_n^i, R_n^i, I_n^i$ be the domain of occupied sites in $\delta_n \mathbb{Z}^d$ starting from a single point source of $\lfloor \delta_n^{-d} \lambda_i \rfloor$ particles at $x_i^\epsilon$. By Theorem 6.5 for any $\eta > 0$ we have with probability one

$$(B_i)^\eta_\epsilon \subset D_{\epsilon_1}^i, R_n^i \subset (B_i)^{\eta'}_\epsilon$$

for all $i$ and all sufficiently large $n$; (94)

and if $\delta_n < 1/n$, then with probability one

$$(B_i)^\eta_\epsilon \subset I_{\epsilon_1}^i \subset (B_i)^{\eta'}_\epsilon$$

for all $i$ and all sufficiently large $n$. (95)
Next we argue that the domains $D_n, R_n, I_n$ can be understood as smash sums of $D_i^n, R_n^i, I_n^i$ as $i$ ranges over the integers $1, \ldots, k$. By the abelian property \cite{7}, the domain $I_n$ is the Diaconis-Fulton smash sum in $\delta_n \mathbb{Z}^d$ of the domains $I_n^i$. Likewise, if $r_1$ is an arbitrary rotor configuration on $\delta_n \mathbb{Z}^d$, let $S_n^2$ be the smash sum of $R_1^n$ and $R_2^n$ formed using rotor-router dynamics with initial rotor configuration $r_1$, and let $r_2$ be the resulting final rotor configuration. For $i \geq 3$ define $S_n^i$ inductively as the smash sum of $S_n^{i-1}$ and $R_i^n$ formed using rotor-router dynamics with initial rotor configuration $r_{i-1}$, and let $r_i$ be the resulting final rotor configuration. Then $R_n = S_n^k$.

Finally, by Lemma 3.1, the domain $D_n$ contains the smash sum of domains $D_i^n$ formed using divisible sandpile dynamics, and $D_n$ is contained in the smash sum of the domains $D_i^n \cup \partial D_i^n$.

Fixing $\epsilon > 0$, by Theorem 1.3 and Lemma 2.8, it follows from (94) and (95) that for all sufficiently large $n$

$$A_{\epsilon/2} \subset D_n, R_n, I_n \subset \tilde{A}_{\epsilon/2}:$$

where $A$ is the smash sum of the balls $(B_i)_{\eta}$, and $\tilde{A}$ is the smash sum of the balls $(B_i)^\eta$. By Lemma 6.4 we can take $\eta$ sufficiently small so that

$$D_{\epsilon/2} \subset A \subset \tilde{A} \subset D^{\epsilon/2}$$

where $D = B_1 \oplus \ldots \oplus B_k$. Together with (96), this completes the proof. \hfill \Box

**Proposition 6.6.** Fix $x_1, \ldots, x_k \in \mathbb{R}^d$ and $\lambda_1, \ldots, \lambda_k > 0$. Let $B_i$ be the ball of volume $\lambda_i$ centered at $x_i$. Then

$$\int_{B_1 \oplus \ldots \oplus B_k} h(x) dx \leq \sum_{i=1}^k \lambda_i h(x_i)$$

for all integrable superharmonic functions $h$ on $B_1 \oplus \ldots \oplus B_k$.

We could deduce Proposition 6.6 from Proposition 2.11 by integrating smooth approximations to $h$ against smooth densities $\sigma_n$ converging to the sum of the indicators of the $B_i$. However, it more convenient to use the following result of M. Sakai, which is proved by a similar type of approximation argument.

**Theorem 6.7.** \cite[Thm. 7.5]{27} Let $\Omega \subset \mathbb{R}^d$ be a bounded open set, and let $\sigma$ be a bounded function on $\mathbb{R}^d$ supported on $\bar{\Omega}$ satisfying $\sigma > 1$ on $\Omega$. Let $\gamma, s, D$ be given by \cite{19, 27}.

$$\int_D h(x) dx \leq \int_D h(x) \sigma(x) dx$$

58
for all integrable superharmonic functions $h$ on $D$.

We remark that the form of the obstacle in [27] is superficially different from ours: taking $w = 1$ and $\omega = \sigma$ in section 7 of [27], the obstacle is given by

$$\psi(x) = G_B - G\sigma$$

for a large ball $B$, rather than our choice (19) of

$$\gamma(x) = -|x|^2 - G\sigma.$$ 

Note, however that $\gamma - \psi$ is constant on $B$ by (17) and (18). Thus if $B$ is sufficiently large, the two obstacle problems have the same noncoincidence set by Lemmas 2.9 and 2.15.

To prove Proposition 6.6 using Theorem 6.7, we must produce an appropriate density $\sigma$ on $\mathbb{R}^d$ strictly exceeding 1 on its support. We will take $\sigma$ to be twice the sum of indicators of balls of half the volume of the $B_i$.

**Proof of Proposition 6.6.** Let $B'_i$ be the ball of volume $\lambda_i/2$ centered at $x_i$, and consider the sum of indicators

$$\sigma = 2 \sum_{i=1}^k 1_{B'_i}.$$ 

Let $\gamma, s, D$ be given by (19)-(21). By Theorem 6.7 and the mean value property for superharmonic functions (12), we have

$$\int_D h(x)dx \leq 2 \sum_{i=1}^k \int_{B'_i} h(x)dx \leq \sum_{i=1}^k \lambda_i h(x_i)$$

for all integrable superharmonic functions $h$ on $D$.

It remains to show that $D = B_1 \oplus \ldots \oplus B_k$. By Lemma 2.7 we have $B'_i \subset D$ for all $i$, hence by Lemma 6.1

$$D = B'_1 \oplus B'_2 \oplus \ldots \oplus B'_k \oplus B'_k.$$ 

By Lemma 2.14 we have $B_i = B'_i \oplus B'_i$, completing the proof.

From Proposition 6.6 it follows [13 sec. 6] (see also [14 Lemma 1.1(a)]) that if $x_1, \ldots, x_k$ are distinct points in $\mathbb{R}^2$, and $B_i$ is a disk centered at $x_i$, the boundary of the smash sum $B_1 \oplus \ldots \oplus B_k$ lies on an algebraic curve of degree $2k$. The methods of [14] rely heavily on complex analysis, which is why they apply only in dimension two. Indeed, in higher dimensions it is not known whether classical quadrature domains have boundaries given by algebraic surfaces [29 Ch. 2].
7 Potential Theory Proofs

In this section we collect the proofs of the background results stated in section 2. For more background on potential theory in general, we refer the reader to [3, 8]; for the obstacle problem in particular, see [4, 10].

7.1 Least Superharmonic Majorant

Proof of Lemma 2.2. (i) Let \( f \geq \gamma \) be continuous and superharmonic. Then \( f \geq s \). By the mean value property (12), we have
\[
f \geq A_r f \geq A_r s.
\]
Taking the infimum over \( f \) on the left side, we conclude that \( s \geq A_r s \).

It remains to show that \( s \) is lower-semicontinuous. Let \( \omega(\gamma, r) = \sup_{x,y \in \mathbb{R}^d, |x-y| \leq r} |\gamma(x) - \gamma(y)| \).

Since \( A_r s \geq A_r \gamma \geq \gamma - \omega(\gamma, r) \)
the function \( A_r s + \omega(\gamma, r) \) is continuous, superharmonic, and lies above \( \gamma \), so
\[
A_r s \leq s \leq A_r s + \omega(\gamma, r).
\]
Since \( \gamma \) is uniformly continuous, we have \( \omega(\gamma, r) \downarrow 0 \) as \( r \downarrow 0 \), hence \( A_r s \to s \) as \( r \downarrow 0 \). Moreover if \( r_0 < r_1 \), then by Lemma 2.1(iii)
\[
A_{r_0}s = \lim_{r \to 0} A_{r_0}A_r s \geq \lim_{r \to 0} A_{r_1}A_r s = A_{r_1}s.
\]
Thus \( s \) is an increasing limit of continuous functions and hence lower-semicontinuous.

(ii) Since \( s \) is defined as an infimum of continuous functions, it is also upper-semicontinuous.

(iii) Given \( x \in D \), write \( \epsilon = s(x) - \gamma(x) \). Choose \( \delta \) small enough so that for all \( y \in B = B(x, \delta) \)
\[
|\gamma(x) - \gamma(y)| < \frac{\epsilon}{2} \quad \text{and} \quad |s(x) - s(y)| < \frac{\epsilon}{2}.
\]
Let \( f \) be the continuous function which is harmonic in \( B \) and agrees with \( s \) outside \( B \). By Lemma 2.1(v), \( f \) is harmonic. By Lemma 2.1(i), \( f \) attains its minimum in \( B \) at a point \( z \in \partial B \), hence for \( y \in B \)
\[
f(y) \geq f(z) = s(z) \geq s(x) - \frac{\epsilon}{2} = \gamma(x) + \frac{\epsilon}{2} > \gamma(y).
\]
It follows that \( f \geq \gamma \) everywhere, hence \( f \geq s \). From Lemma \( 2.1(ii) \) we conclude that \( f = s \), and hence \( s \) is harmonic at \( x \).

**Proof of Lemma 2.4.** Suppose \( B(x, r) \subset \Omega \). Since for any fixed \( y \) the function \( f(x) = g(x, y) \) is superharmonic in \( x \), we have

\[
G \sigma(x) = \int_{\mathbb{R}^d} \sigma(y)g(x, y)dy \\
\geq \int_{\mathbb{R}^d} \sigma(y)A_r f(y)dy \\
= A_r G \sigma(x).
\]

**Proof of Lemma 2.5.**

(i) By Lemma 2.4, since \( \sigma \) is nonnegative, the function \( \gamma(x) + |x|^2 = -G \sigma(x) \) is subharmonic on \( \mathbb{R}^d \).

(ii) Let \( B = B(o, R) \) be a ball containing the support of \( \sigma \). By (17) and (18), for \( x \in B \) we have

\[
|x|^2 = c_d R^2 - G_{1B}(x)
\]

where \( c_2 = 1 - 2 \log R \) and \( c_d = \frac{d}{d - 2} \) for \( d \geq 3 \). Hence for \( x \in B \) we have

\[
\gamma(x) - (M - 1)|x|^2 = -G \sigma(x) - M|x|^2 \\
= G(M1_B - \sigma)(x) - c_d M R^2.
\]

Since \( \sigma \leq M1_B \) on \( \Omega \), by Lemma 2.4 the function \( \gamma - (M - 1)|x|^2 \) is superharmonic in \( B \cap \Omega \). Since this holds for all sufficiently large \( R \), it follows that \( \gamma - (M - 1)|x|^2 \) is superharmonic on all of \( \Omega \).

**Proof of Lemma 2.6.**

(i) By Lemmas 2.2(i) and 2.5(i), the function \( u - |x|^2 = s - (\gamma + |x|^2) \) is the difference of a superharmonic and a subharmonic function, hence superharmonic on \( \mathbb{R}^d \).

(ii) With \( A_r \) defined by (12), we have

\[
A_r|x|^2 = \frac{1}{\omega_d r^d} \int_{B(o, r)} (|x|^2 + 2x \cdot y + |y|^2) dy \\
= |x|^2 + \frac{1}{\omega_d r^d} \int_0^r (d \omega_d t^{d-1}) t^2 dt \\
= |x|^2 + \frac{dr^2}{d + 2}.
\]
By Lemma 2.5 we have

\[ A_r s + \frac{d r^2}{d + 2} \geq A_r \gamma + A_r |x|^2 - |x|^2 \geq \gamma. \]

Since \( A_r s \) is continuous and superharmonic, it follows that \( A_r s + \frac{d r^2}{d + 2} \geq s \), hence

\[ A_r s + A_r |x|^2 = A_r s + |x|^2 + \frac{d r^2}{d + 2} \geq s + |x|^2. \]

Thus \( s + |x|^2 \) is subharmonic on \( \mathbb{R}^d \), and hence by Lemma 2.5(ii) the function

\[ u + M|x|^2 = (s + |x|^2) - (\gamma - (M - 1)|x|^2) \]

is subharmonic on \( \Omega \).

\[ \Box \]

**Proof of Lemma 2.7.** If \( \sigma > 1 \) in a ball \( B = B(x, r) \), by (17) and (18), for \( y \in B \) we have

\[ \gamma(y) = -|y|^2 - G\sigma(y) = -c_d r^2 - G(\sigma - 1_B)(y). \]

By Lemma 2.4 it follows that \( \gamma \) is subharmonic in \( B \). In particular, \( s > \gamma \) in \( B \), so \( x \in D \).

\[ \Box \]

**Proof of Lemma 2.8.** Let

\[ \tilde{s} = s_2 + G(\sigma_2 - \sigma_1). \]

Then \( \tilde{s} \) is continuous and superharmonic, and since \( s_2(x) \geq -|x|^2 - G\sigma_2(x) \) we have

\[ \tilde{s}(x) \geq -|x|^2 - G\sigma_1(x) \]

hence \( \tilde{s} \geq s_1 \). Now

\[ u_2 - u_1 = s_2 - s_1 + G(\sigma_2 - \sigma_1) = \tilde{s} - s_1 \geq 0. \]

Since \( D_i \) is the support of \( u_i \), the result follows.

\[ \Box \]

**Proof of Lemma 2.9.** Let \( f \) be any continuous function which is superharmonic on \( \Omega \) and \( \geq \gamma \). By Lemma 2.2(iii), \( s \) is harmonic on \( D \), so \( f - s \) is superharmonic on \( D \) and attains its minimum in \( \overline{D} \) on the boundary. Hence \( f - s \) attains its minimum in \( \overline{\Omega} \) at a point \( x \) where \( s(x) = \gamma(x) \). Since \( f \geq \gamma \) we conclude that \( f \geq s \) on \( \Omega \) and hence everywhere. Thus \( s \) is at most the infimum in (22). Since the infimum in (22) is taken over a strictly larger set than that in (20), the reverse inequality is trivial.  
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7.2 Boundary Regularity

For the proof below, we follow the sketch in Caffarelli [4, Theorem 2].

Proof of Lemma 2.10. Fix \( x_0 \in \partial D \), and define

\[
L(x) = \gamma(x_0) + \langle \nabla \gamma(x_0), x - x_0 \rangle.
\]

Since \( \sigma \) is \( C^1 \), we have that \( \gamma \) is \( C^2 \) by Lemma 2.3(ii). Let \( A \) be the maximum second partial of \( \gamma \) in the ball \( B = B(x_0, 4\epsilon) \). By the mean value theorem and Cauchy-Schwarz, for \( x \in B \) we have

\[
|L(x) - \gamma(x)| = |\langle \nabla \gamma(x_0) - \nabla \gamma(x_*), x - x_0 \rangle| 
\leq A\sqrt{d}|x_0 - x_*||x - x_0| \leq c\epsilon^2, \tag{97}
\]

where \( c = 16A\sqrt{d} \). Hence

\[
s(x) \geq \gamma(x) \geq L(x) - c\epsilon^2, \quad x \in B.
\]

Thus the function

\[
w = s - L + c\epsilon^2
\]

is nonnegative and superharmonic in \( B \). Write \( w = w_0 + w_1 \), where \( w_0 \) is harmonic and equal to \( w \) on \( \partial B \). Then since \( s(x_0) = \gamma(x_0) \), we have

\[
w_0(x_0) \leq w(x_0) = s(x_0) - L(x_0) + c\epsilon^2 = c\epsilon^2.
\]

By the Harnack inequality, it follows that \( w_0 \leq c'\epsilon^2 \) on the ball \( B' = B(x_0, 2\epsilon) \), for a suitable constant \( c' \).

Since \( w_1 \) is nonnegative and vanishes on \( \partial B \), it attains its maximum in \( B \) at a point \( x_1 \) in the support of its Laplacian. Since \( \Delta w_1 = \Delta s \), by Lemma 2.2(iii) we have \( s(x_1) = \gamma(x_1) \), hence

\[
w_1(x_1) \leq w(x_1) = s(x_1) - L(x_1) + c\epsilon^2 \leq 2c\epsilon^2,
\]

where in the last step we have used (97). We conclude that \( 0 \leq w \leq (2c + c')\epsilon^2 \) on \( B' \) and hence \( |s - L| \leq (c + c')\epsilon^2 \) on \( B' \). Thus on \( B' \) we have

\[
|u| = |s - \gamma| \leq |s - L| + |\gamma - L| \leq (2c + c')\epsilon^2.
\]

In particular, \( u \) is differentiable at \( x_0 \), and \( \nabla u(x_0) = 0 \). Since \( s \) is harmonic in \( D \) and equal to \( \gamma \) outside \( D \), it follows that \( u \) is differentiable everywhere, and \( C^1 \) off \( \partial D \).
Given \( y \in \partial D \), let \( x_0 \) be the closest point in \( \partial D \) to \( y \). Since \( B(y, \epsilon) \subset D \), by Lemma \ref{lem:harmonic-estimate}iii) the function \( w \) is harmonic on \( B(y, \epsilon) \), so by the Cauchy estimate \cite[Theorem 2.4]{Rudin} we have

\[
|\nabla s(y) - \nabla \gamma(x_0)| = |\nabla w(y)| \leq \frac{C}{\epsilon} \sup_{z \in B(y, \epsilon)} w(z). \tag{98}
\]

Since \( B(y, \epsilon) \subset B' \), the right side of (98) is at most \( C(2c + c')\epsilon \), hence

\[
|\nabla u(y)| \leq |\nabla s(y) - \nabla \gamma(x_0)| + |\nabla \gamma(y) - \nabla \gamma(x_0)| \leq C_0 \epsilon
\]

where \( C_0 = C(c + c') + A\sqrt{d} \). Thus \( u \) is \( C^1 \) on \( \partial D \) as well.

We now turn to the proof of Proposition \ref{prop:convergence}. The first part of the proof follows Friedman \cite[Ch. 2, Theorem 3.5]{Friedman}. It uses the Lebesgue density theorem, as stated in the next lemma.

**Lemma 7.1.** Let \( A \subset \mathbb{R}^d \) be a Lebesgue measurable set, and let

\[
A' = \{ x \in A \mid \liminf_{\epsilon \to 0} \epsilon^{-d} L(B(x, \epsilon) \cap A^c) > 0 \}.
\]

Then \( L(A') = 0 \).

To prove the first part of Proposition \ref{prop:convergence} given a boundary point \( x \in \partial D \), the idea is first to find a point \( y \) in the ball \( B(x, \epsilon) \) where \( u = s - \gamma \) is relatively large, and then to argue using Lemma \ref{lem:boundary-estimate} that a ball \( B(y, \epsilon) \) must be entirely contained in \( D \). Taking \( A = \partial D \) in the Lebesgue density theorem, we obtain that \( x \in A' \).

The proof of the second part of Proposition \ref{prop:convergence} uses Green's theorem in the form

\[
\int_{D'} (u \Delta h - \Delta uh) dx = \int_{\partial D'} \left( u \frac{\partial h}{\partial n} - \frac{\partial u}{\partial n} h \right) dr. \tag{99}
\]

Here \( D' \) is the union of boxes \( x^\square \) that are contained in \( D \), and \( dx \) is the volume measure in \( D' \), while \( dr \) is the \((d-1)\)-dimensional surface measure on \( \partial D' \). The partial derivatives on the right side of (99) are in the outward normal direction from \( \partial D' \).

**Proof of Proposition \ref{prop:convergence}** (i) Fix \( 0 < \lambda < 1 \). For \( x \in \partial D \) with \( \sigma(x) \leq \lambda \), for small enough \( \epsilon \) we have \( \sigma \leq \frac{1+\lambda}{2} \) on \( B(x, \epsilon) \). By Lemma \ref{lem:boundary-estimate}ii) the function

\[
f(y) = \gamma(y) + \frac{1-\lambda}{2} |y|^2
\]
is superharmonic on \( B(x, \epsilon) \cap D \), so by Lemma 2.2(iii) the function
\[
w(y) = u(y) - \frac{1 - \lambda}{2} |x - y|^2
\]
\[
= s(y) - f(y) + (1 - \lambda) \langle x, y \rangle - \frac{1 - \lambda}{2} |x|^2
\]
is subharmonic on \( B(x, \epsilon) \cap D \). Since \( w(x) = 0 \), its maximum is not attained on \( \partial D \), so it must be attained on \( \partial B(x, \epsilon) \), so there is a point \( y \) with \( |x - y| = \epsilon \) and
\[
u(y) \geq \frac{1 - \lambda}{2} \epsilon^2.
\]
By Lemma 2.10 we have \(|\nabla u| \leq (1 + c) C_0 \epsilon\) in the ball \( B(y, c \epsilon) \). Taking \( c = \frac{1 - \lambda}{4 C_0} \), we obtain for \( z \in B(y, c \epsilon) \)
\[
u(z) = \nu(y) + \langle \nabla \nu(y), z - y \rangle
\geq \frac{1 - \lambda}{2} \epsilon^2 - c(1 + c) C_0 \epsilon^2 > 0.
\]
Thus for any \( x \in \partial D \cap \{ \sigma \leq \lambda \} \)
\[
\mathcal{L}(B(x, (1 + c) \epsilon) \cap (\partial D)^c) \geq \omega_d(c \epsilon)^d.
\]
By the Lebesgue density theorem it follows that
\[
\mathcal{L}(\partial D \cap \{ \sigma \leq \lambda \}) = 0. \tag{100}
\]
By Lemma 2.7 we have \( \sigma \leq 1 \) on \( \partial D \). Taking \( \lambda \uparrow 1 \) in (100), we obtain
\[
\mathcal{L}(\partial D) \leq \mathcal{L}(\partial D \cap \{ \sigma < 1 \}) + \mathcal{L}(\sigma^{-1}(1)) = 0.
\]
(ii) Fix \( \delta > 0 \) and let
\[
D' = \bigcup_{x \in \delta \mathbb{Z}^d : x \not\subset D} x^\square,
\]
where \( x^\square = x + [-\frac{\delta}{2}, \frac{\delta}{2}]^d \). By Lemmas 2.2(iii) and 2.3(ii), in \( D' \) we have
\[
\Delta u = \Delta s - \Delta \gamma = 2d(1 - \sigma).
\]
Now by Green’s theorem (99), since \( u \) is nonnegative and \( h \) is superharmonic,
\[
\int_{D'} (1 - \sigma) h \, dx = \frac{1}{2d} \int_{D'} \Delta u h \, dx \leq \frac{1}{2d} \int_{\partial D'} \left( u \frac{\partial h}{\partial n} - \frac{\partial u}{\partial n} h \right) \, dr \tag{101}
\]
where \(\mathbf{n}\) denotes the unit outward normal vector to \(\partial D'\). By Lemma 2.10, the integral on the right side is bounded by

\[
\int_{\partial D'} \left| \frac{\partial h}{\partial \mathbf{n}} \right| \, dr \leq C_0 \sqrt{\delta} (\|\nabla h\|_{\infty} + \delta \|h\|_{\infty}) \mathcal{L}_{d-1}(\partial D'), \quad (102)
\]

where \(\mathcal{L}_{d-1}\) denotes \((d-1)\)-dimensional Lebesgue measure. Let

\[ S = \bigcup_{x \in \delta Z^d : x \square \cap \partial D \neq \emptyset} x \square. \]

Since \(\mathcal{L}(\partial D) = 0\), given \(\epsilon > 0\) we can choose \(\delta\) small enough so that \(\mathcal{L}(S) < \epsilon\).

Since \(\partial D' \subset \partial S\), we have

\[
\mathcal{L}_{d-1}(\partial D') \leq \mathcal{L}_{d-1}(\partial S) \leq \frac{2d \mathcal{L}(S)}{\delta}.
\]

Since \(D\) is open, \(\mathcal{L}(D') \uparrow \mathcal{L}(D)\) as \(\delta \downarrow 0\). Taking \(\delta < \epsilon\) smaller if necessary so that \(\mathcal{L}(D') \geq \mathcal{L}(D) - \epsilon\), we obtain from (101) and (102)

\[
\int_D (1 - \sigma) h \, dx \leq (M + 1) \epsilon + C_0 \sqrt{\delta} (\|h\|_{\infty} + \|\nabla h\|_{\infty}) \epsilon
\]

where \(M\) is the maximum of \(|\sigma|\). Since this holds for any \(\epsilon > 0\), we conclude that \(\int_D h(x) \, dx \leq \int_D h(x) \sigma(x) \, dx\).

**Proof of Proposition 2.12.** (i) Fix \(\epsilon > 0\). Since \(\sigma\) is continuous almost everywhere, there exist \(C^1\) functions \(\sigma_0 \leq \sigma \leq \sigma_1\) with \(\int_{\mathbb{R}^d} (\sigma_1 - \sigma_0) \, dx < \epsilon\).

Scaling by a factor of \(1 + \delta\) for sufficiently small \(\delta\), we can ensure that \(\mathcal{L}(\sigma_i^{-1}(1)) = 0\), so that \(\sigma_0\) and \(\sigma_1\) satisfy the hypotheses of Proposition 2.11.

For \(i = 0, 1\) let

\[
\gamma_i(x) = -|x|^2 - G \sigma_i(x),
\]

and let \(s_i\) be the least superharmonic majorant of \(\gamma_i\). Choose \(\alpha\) with \(\lambda < \alpha < 1\) such that \(\mathcal{L}(\sigma_i^{-1}(\alpha)) = 0\) for \(i = 0, 1\), and write

\[
D_i = \{s_i > \gamma_i\};
S_i = D_i \cup \{\sigma_i \geq \alpha\}.
\]

By \(24\) we have \(\{\sigma_0 \geq \alpha\} \subset \{\sigma \geq 1\}^\circ\), hence by Lemma 2.8

\[
S_0 = D_0 \cup \{\sigma_0 \geq \alpha\} \subset D \cup \{\sigma \geq 1\}^\circ = \bar{D}
\]

\[
\subset \bar{D} \subset D_1 \cup \{\sigma \geq 1\} = \overline{S_1}. \]
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For $i = 0, 1$ write
\[ \sigma_i^0(x) = \begin{cases} 1, & x \in D_i \\ \sigma_i(x), & x \notin D_i. \end{cases} \]

By Proposition 2.11(ii) with $h = 1$, we have
\[ \int_{\mathbb{R}^d} \sigma_i^0 = \mathcal{L}(D_i) + \int_{D_i^c} \sigma_i = \int_{\mathbb{R}^d} \sigma_i. \tag{105} \]

For $0 < \alpha_0 < \alpha$, we have
\[ \mathcal{L}(S_1 - S_0) \leq \mathcal{L}(S_1 \cap \{ \sigma_0^0 \leq \alpha_0 \}) + \mathcal{L}(\{ \alpha_0 < \sigma_0^0 < \alpha \}). \tag{106} \]

Since $\sigma_0^0 \geq \alpha$ on $S_1$, the first term is bounded by
\[ \mathcal{L}(S_1 \cap \{ \sigma_0^0 \leq \alpha_0 \}) \leq \frac{||\sigma_i^0 - \sigma_0^0||_1}{\alpha - \alpha_0} = \frac{||\sigma_i - \sigma_0||_1}{\alpha - \alpha_0} < \frac{\epsilon}{\alpha - \alpha_0}, \]
where the equality in the middle step follows from (105).

By Proposition 2.11(i) we have $\mathcal{L}(\partial D_1) = 0$, hence $\mathcal{L}(\partial S_1) = 0$. Taking $\alpha_0 = \alpha - \sqrt{\epsilon}$ we obtain from (103), (104), and (106)
\[ \mathcal{L}(\partial \tilde{D}) \leq \mathcal{L}(\mathbb{R}^d - S_0) = \mathcal{L}(S_1 - S_0) < \sqrt{\epsilon} + \mathcal{L}(\{ \alpha - \sqrt{\epsilon} < \sigma_0 < \alpha \}). \]

Since this holds for any $\epsilon > 0$, the result follows.

(ii) Write
\[ \sigma^0(x) = \begin{cases} 1, & x \in D \\ \sigma(x), & x \notin D. \end{cases} \]

From (105) we have
\[ \int_{\mathbb{R}^d} \sigma_0 = \int_{\mathbb{R}^d} \sigma_0^0 \leq \int_{\mathbb{R}^d} \sigma^0 \leq \int_{\mathbb{R}^d} \sigma_1^0 = \int_{\mathbb{R}^d} \sigma_1. \]

The left and right side differ by at most $\epsilon$. Since $\int_{\mathbb{R}^d} \sigma_0 \leq \int_{\mathbb{R}^d} \sigma \leq \int_{\mathbb{R}^d} \sigma_1$, and $\epsilon > 0$ is arbitrary, it follows that $\int_{\mathbb{R}^d} \sigma = \int_{\mathbb{R}^d} \sigma^0$, hence
\[ \int_D \sigma = \int_{\mathbb{R}^d} \sigma - \int_{D^c} \sigma = \mathcal{L}(D). \tag{107} \]

(iii) By Lemma 2.7, if $\sigma(x) > 1$ and $x \notin D$, then $\sigma$ is discontinuous at $x$.

Thus $\sigma = 1$ almost everywhere on $\tilde{D} - D$, and we obtain from (107)
\[ \int_{\tilde{D}} \sigma = \mathcal{L}(D) + \int_{\tilde{D} - D} \sigma = \mathcal{L}(\tilde{D}). \quad \square \]
7.3 Convergence of Obstacles, Majorants and Domains

**Proof of Lemma 2.16.**

(i) Since \( \sigma, \sigma_n \) are supported on \( B \), we have for \( x \in \mathbb{R}^d \)

\[
|G\sigma_n(x) - G\sigma(x)| \leq \int_B |g(x,y)||\sigma_n(y) - \sigma(y)| dy. \tag{108}
\]

Fix \( 0 < \epsilon < 1 \). Since \( 0 \leq \sigma, \sigma_n \leq M \), we have by (17) and (18)

\[
\int_{B(x,\epsilon)} |g(x,y)||\sigma_n(y) - \sigma(y)| dy \leq \begin{cases} 2M\epsilon^2 \left( 2 \log \frac{1}{\epsilon} + 1 \right), & d = 2 \\ \frac{2d}{d-2}M\epsilon^2, & d \geq 3. \end{cases} \tag{109}
\]

Now let \( B_0 = B - B(x,\epsilon) \). Since \( \sigma_n \to \sigma \) in \( L^1 \), we can take \( n \) large enough so that \( \int_{B_1} |\sigma_n - \sigma| < \epsilon^{d-1} \), obtaining

\[
\int_{B_0} |g(x,y)||\sigma_n(y) - \sigma(y)| < \epsilon^{d-1} \omega_d R^d \sup_{y \in B_0} |g(x,y)|
\]

\[
\leq \begin{cases} 2R^2\epsilon \max(|\gamma|, \log(R + |x|)), & d = 2; \\ \frac{2d}{d-2}R^d\epsilon, & d \geq 3. \end{cases}
\]

Thus the right side of (108) can be made arbitrarily small for sufficiently large \( n \).

(ii) By Lemmas 2.8 and 2.14, the noncoincidence sets \( D,D_n \) are contained in the ball \( B_1 = M^{1/d}B \). Given \( \epsilon > 0 \) and a compact set \( K \) containing \( B_1 \), choose \( N \) large enough so that \( |\gamma_n - \gamma| < \epsilon \) on \( K \) for all \( n \geq N \). Then

\[
s + \epsilon \geq \gamma + \epsilon > \gamma_n
\]

on \( K \), so the function \( f_n = \max(s + \epsilon, \gamma_n) \) is superharmonic on \( K \). By Lemma 2.9 we have \( f_n \geq s_n \), and hence \( s + \epsilon \geq s_n \) on \( K \). Likewise

\[
s_n + \epsilon \geq \gamma_n + \epsilon > \gamma
\]

on \( K \), so the function \( \tilde{f}_n = \max(s_n + \epsilon, \gamma) \) is superharmonic on \( K \). By Lemma 2.9 we have \( \tilde{f}_n \geq s \) and hence \( s_n + \epsilon \geq s \) on \( K \). Thus \( s_n \to s \) uniformly on \( K \).

(iii) Let \( \beta > 0 \) be the minimum value of \( s - \gamma \) on \( \overline{D}_\epsilon \), and choose \( N \) large enough so that \( |\gamma_n - \gamma|, |s - s_n| < \beta/2 \) on \( \overline{D} \) for all \( n \geq N \). Then

\[
s_n - \gamma_n > s - \gamma - \beta > 0
\]

on \( D_\epsilon \), hence \( D_\epsilon \subset D_n \) for all \( n \geq N \). \( \square \)
Proof of Lemma 2.17. Consider the functions
\[ f_\pm(y) = f(y) \pm \lambda |y|^2. \] (110)
By hypothesis, \( f_+ \) is subharmonic and \( f_- \) is superharmonic on \( B(o,R) \). Given \( x \in B(o,\beta R) \), let \( r = \min(R,2|x|) \), and let \( h_\pm \) be the harmonic function on the ball \( B = B(o,r-1) \) which agrees with \( f_\pm \) on \( \partial B \). Then
\[ f_+ \leq h_+ \leq h_- + 2\lambda r^2 \leq f_- + 2\lambda r^2. \] (111)
By the Harnack inequality [19, Theorem 1.7.2] there is a constant \( \tilde{c}_\beta \) such that
\[ h_+(x) \leq \tilde{c}_\beta h_+(o). \]
Since \( f_-(o) = f(o) = 0 \) we have from (111)
\[ h_+(o) \leq f_-(o) + 2\lambda r^2 \leq 8\lambda |x|^2. \]
hence
\[ f(x) \leq h_+(x) - \lambda |x|^2 \leq c_\beta \lambda |x|^2 \]
with \( c_\beta = 8\tilde{c}_\beta - 1. \)

Lemma 2.18 is proved in the same way as Lemma 2.17 using the continuous Harnack inequality in place of the discrete one, and replacing \( |y|^2 \) by \( |y|^2/2d \) in (110).

Proof of Lemma 2.19. Let \( K \) be the closure of \( (A \cup B)_k \), and let \( Y_n = A_{1/n} \cup B_{1/n} \). Since \( K \) is contained in \( \bigcup Y_n = A \cup B \), the sets \( K \cap Y_n \) form an open cover of \( K \), which has a finite subcover, i.e. \( K \subset Y_n \) for some \( n \).

7.4 Discrete Potential Theory

Proof of Lemma 2.20. By Taylor’s theorem with remainder
\[
f(x+\delta_n e_i) - 2f(x) + f(x-\delta_n e_i) = \frac{\partial^2 f}{\partial x_i^2}\delta_n^2 + \frac{1}{6}\frac{\partial^3 f}{\partial x_i^3}(x+te_i)\delta_n^3 - \frac{1}{6}\frac{\partial^3 f}{\partial x_i^3}(x-ue_i)\delta_n^3
\]
for some \( 0 \leq t,u \leq 1 \). Summing over \( i = 1, \ldots, d \) and dividing by \( \delta_n^2 \) gives the result.
Proof of Lemma 2.21. In dimensions \(d \geq 3\) we have from (25) and the standard estimate for the discrete Green’s function \([30]\) (see also \([19, \text{Theorem 1.5.4}]\))

\[
g_n(x, y) = \delta_n^{2-d} \left( a_d \left( \frac{|x - y|}{\delta_n} \right)^{2-d} + O \left( \frac{|x - y|}{\delta_n} \right)^{-d} \right)
= a_d |x - y|^{2-d} + O(\delta_n^2 |x - y|^{-d}).
\]

Likewise, in dimension two, using the standard estimate for the potential kernel \([11]\) (see also \([19, \text{Theorem 1.6.2}]\)) in (26) gives

\[
g_n(x, y) = -\frac{2}{\pi} \log \frac{|x - y|}{\delta_n} + \frac{2}{\pi} \log \delta_n + O \left( \frac{|x - y|}{\delta_n} \right)^{-2}. \quad \square
\]

Proof of Lemma 2.22. Let \(K \subset \mathbb{R}^d\) be compact. By the triangle inequality

\[
|(G_n \sigma_n)[x] - G \sigma| \leq |(G_n \sigma_n)[x] - G \sigma_n[x]| + |G \sigma_n[x] - G \sigma|.
\]

By Lemma 2.16(i) the second term on the right side is \(\epsilon/2\) on \(K\) for sufficiently large \(n\). The first term is at most

\[
|(G_n \sigma_n)[x] - G \sigma_n[x]| \leq \sum_{y \in \delta_n \mathbb{Z}^d} \sigma_n(y) \left| \delta_n g_n(x, y) - \int_{y} g(x, z) dz \right|
\leq M \sum_{y \in B} \int_{y} |g_n(x, y) - g(x, z)| dz
= M \int_{B} |g_n(x, z) - g(x, z)| dz.
\]

By Lemma 2.21 we have

\[
|g_n(x, z) - g(x, z)| \leq |g_n(x, z) - g(x, z)| + |g(x, z) - g(x, z)|
\leq C \delta_n |x - z|^{1-d}
\]

for a constant \(C\) depending only on \(d\). Integrating (112) in spherical shells about \(x\), we obtain

\[
|(G_n \sigma_n)[x] - G \sigma_n[x]| \leq C \delta_n \delta \epsilon,
\]

where \(\epsilon\) is the radius of \(B\). Taking \(n\) large enough so that the right side is \(\epsilon/2\), the proof is complete. \(\square\)
Proof of Lemma 2.23 Let $f$ be any function which is superharmonic on $\Omega$ and $\geq \gamma_n$. Since $s_n$ is harmonic on $D_n$, the difference $f - s_n$ is superharmonic on $D_n$ and attains its minimum in $D_n \cup \partial D_n$ on the boundary. Hence $f - s_n$ attains its minimum in $\Omega \cup \partial \Omega$ at a point $x$ where $s_n(x) = \gamma_n(x)$. Since $f \geq \gamma_n$ we conclude that $f \geq s_n$ on $\Omega$ and hence everywhere. Thus $s_n$ is at most the infimum in (38). Since the infimum in (38) is taken over a strictly larger set than that in (36), the reverse inequality is trivial. 

8 Open Problems

We conclude by mentioning two simple variants of aggregation models which appear to have interesting limit shapes, but about which we cannot prove anything at present. In the first variant, particles start at the origin and perform rotor-router walks in $\mathbb{Z}^2$ until either reaching an unoccupied site or hitting the positive $x$-axis. The resulting set of occupied sites is shown on the left in Figure 4. In the second variant, shown on the right, particles again start at the origin and perform rotor-router walks until reaching an unoccupied site, except that the rotors on the positive $x$-axis do not rotate but instead always point downward.

Our simulations indicate that limiting shapes exist for both of these
variants. Pavel Etingof (personal communication) has found exact solutions to the analogous Hele-Shaw flow problems in the continuum. The challenge is to extend our methods to prove that the lattice models produce shapes converging to these Hele-Shaw solutions.
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