Optimization and Realization of the Continuous Reactor with Improved Automatic Disturbance Rejection Control
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In the chemical production process, the temperature of the continuous reactor has nonlinear characteristics such as large inertia. An improved autodisturbance control method is proposed. By improving the tracking differentiator with adjustable parameters, the expanded state observer and the control structure obtained an improved automatic disturbance rejection control model and realized the optimal control of the nonlinear and large-delay systems. On the process control training system, the experiment of the continuous system process flow is compared with the anti-interference of the Smith predictive compensation system, which uses an optimal set of data. The reactor temperature fluctuates, but the self-resistance is improved. The optimal overshoot of the disturbance is close to 0. Compared with the original antidisturbance controller, the antidisturbance time is not affected by the number of iterations, which reduces the high requirements on the accuracy of the parameters. Therefore, the improved automatic disturbance rejection control improves the operation and enhances the ability to resist external disturbance that changes the controlled object.

1. Introduction

Continuous process reactors are critical to the production quality of chemicals, fuels, and polymers. Owing to the strong coupling and nonlinear characteristics of the reactor, regulation of the system is challenging. Many advanced control strategies have been proposed to control the process. In previous studies [1–4], evolutionary algorithms were used to effectively suppress interference, adjust the temperature of the CSTR, and improve the robustness of the raspberry PI control, event-driven sliding mode control, and fuzzy control. Fuzzy logic plays a key role in diagnosing induction motor faults [5]. Sliding mode control also plays a critical role in suppressing the oscillation of the electric machine system [6]. In previous studies [7, 8], particle swarm optimization technology was used to solve problems in complex linear processes, reduce overshoot percentage, and maintain CSTR temperature at steady-state operating points. Further, the PID controller with predictive components significantly improved the control quality and reduced the maximum deviation of process parameters from the specified value in [9]. In addition, the application of the predictor to the motor drive can improve its reliability [10]. Based on the CONTROL strategy of the PWA model [11], the predictive control algorithm of the display model is adopted to control the system, so as to improve the control efficiency. However, to accurately detect the dangerous state set, the controller that meets the requirements is redesigned to consume time. In another study [12], PID adaptive control was used to track temperature quickly, which has superior control performance; moreover, the application effect of adaptive control method on piezoelectric actuators is useful [13]. In [14], an equivalent adaptive neural network controller was constructed for the CSTR nonlinear model to achieve robust progressive output tracking control and it significantly reduces the control workload. The neural network effectively detects the electrical fault of an asynchronous motor [15]. Based on the model predictive control (PFC) and
conventional PID method, PPFC [16] is proposed to solve the irregular control problem of the fuzzy prediction algorithm, which is highly dependent on the conventional PID control temperature. The improved Smith prediction controller can improve the anti-interference ability; however, the control effect is not ideal if the system model parameters vary significantly [17]. The robust PID controller has specific anti-noise and interference capabilities. When the problem is complex, a large amount of calculation is required, and the calculation time cannot be ignored [18]. In [19, 20], the methods of backward step sliding mode adjustment and control vector iteration were adopted [19, 20]; however, the precise mathematical model of the system is yet to be determined for this method.

In order to meet the requirements of stable operation, automatic disturbance rejection control (ADRC) has a useful control effect on complex systems with nonlinear characteristics and can automatically compensate for various disturbances [21]. In the forced cycle evaporator, active disturbance suppression [22] solves the robustness of the factory model mismatch. A simple and transparent adjustment and rough process model can meet the design requirements; however, the overshoot quantity is not ideal. Therefore, an improved continuous ADRC temperature control system is proposed in this paper. Under the background of a continuous industrial reaction process, the control effect was compared with that of the Smith PID controller and the original ADRC simultaneously; a significant control effect was achieved.

2. Improve the Principle of Automatic Disturbance Rejection and Its Control Method for the Reactor

2.1. Original Automatic Disturbance Rejection Control. The automatic disturbance rejection control compensates for the total disturbance inside and outside the system through a feedforward method and has reasonable control over uncertain objects. Tracking differentiator TD, extended state observer ESO, and nonlinear error feedback control law are the main parts of the control structure [23]. The framework of the automatic disturbance rejection control system is shown in Figure 1.

2.1.1. The Main Mechanism of the Tracking Differentiator (TD). Input the signal \( v \) to the tracking differentiator TD, which outputs the tracking input signal \( x_1 \) and the differential form of the input signal \( x_2 \). Its discrete expression is as follows:

\[
\begin{align*}
    x_1(k+1) &= hx_2(k) + x_1(k), \\
    x_2(k+1) &= h\text{fst}(x_1(k) - v(k), x_2(k), r, h_0) + x_2(k).
\end{align*}
\]

Here, \( h \) is the sampling period; the tracking rate is significantly affected by the speed factor \( r \); the filtering efficiency of the noise is affected by the filter factor \( h_0 \); \text{fst} \((x_1, x_2, r, h)\) is the most rapid control synthesis function. The principle formulas are as follows:

\[
\begin{align*}
    a &= x_2 + \frac{d_0 - d}{2} \cdot \text{sign}(y), \quad |y| > d_0, \\
    a &= x_2 + \frac{y}{h}, \quad |y| \leq d_0, \\
    \text{fst}(x_1, x_2, r, h) &= \begin{cases} 
        -r \cdot \text{sign}(a), & |a| > d, \\
        -r \cdot \frac{a}{d}, & |a| \leq d.
    \end{cases}
\end{align*}
\]

Here, \( \text{sign}(\cdot) \) is a symbolic function. TD quickly tracks to the tracking differentiator TD, \( y = x_1 + hx_2 \), \( a_0 = (d^2 + 8r|y|)^{(1/2)} \), \( d = rh; d_0 = hd; y = x_1 + hx_2, \)

\[
\begin{align*}
    a_0 &= (d^2 + 8r|y|)^{(1/2)}, \\
    a &= \begin{cases} 
        x_2 + \frac{d_0 - d}{2} \cdot \text{sign}(y), & |y| > d_0, \\
        x_2 + \frac{y}{h}, & |y| \leq d_0,
    \end{cases}
\end{align*}
\]

2.1.2. The Extended State Observer. ESO can observe and compensate for the nonlinear dynamics, model uncertainty, and external disturbance in real time. It has reasonable adaptability and robustness. The design takes

\[
\text{fal}(x, a, \delta) = \begin{cases} 
    \frac{x}{\delta^{(1-\alpha)}}, & |x| \leq \delta, \\
    \text{sign}(x) \cdot |x|^\alpha, & |x| > \delta.
\end{cases}
\]

The ESO algorithm is as follows:

\[
\begin{align*}
    e(k) &= z_1(k) - y(k), \\
    z_1(k+1) &= z_1(k) + h(z_2(k) - \beta_1 e(k)), \\
    z_2(k+1) &= z_2(k) + h(z_3(k) - \beta_2 \text{fal}(e, a_1, \delta) + cu), \\
    z_3(k+1) &= z_3(k) - \beta_3 \text{fal}(e, a_2, \delta).
\end{align*}
\]

Here, \( h \) is the step size, and \( \beta_1, \beta_2, \) and \( \beta_3 \) are a set of adjustable parameters, respectively.

2.1.3. Nonlinear Error Feedback Control Law. The signals generated by TD and ESO successively undergo differential operation to obtain error signal \( e_1 \) and error differential signal \( e_2 \) and then undergo nonlinear combination operation. The result of the operation is the actual control amount of the controlled object and the input amount of ESO. The algorithm is as follows:

\[
\begin{align*}
    e_1 &= x_1(k) - z_1(k), \\
    e_2 &= x_1(k) - z_2(k), \\
    u_0 &= k_p \cdot \text{fal}(e_1, a_1, \delta) + k_d \cdot \text{fal}(e_2, a_2, \delta), \\
    u(k) &= \frac{u_0 - z_3(k)}{b}.
\end{align*}
\]
Here, $\alpha_1, \alpha_2, \delta, k_p, k_d$, and $b$ are all adjustable parameters. A reasonable choice of size can make them realize nonlinear control together.

2.2. Improved Automatic Disturbance Rejection Control.

The components of the improved automatic disturbance rejection control are the same as those of the original one. The calculation results of the original autodisturbance rejection tracking differentiator and the expanded state device are significantly affected by the number of iterations, resulting in limited signal tracking and internal and external disturbance compensation. The nonlinear combination requires higher accuracy for parameters $k_p$ and $k_d$, which makes the autoimmunity performance more dependent on parameters $k_p$ and $k_d$. The improved automatic disturbance rejection control is as follows:

(1) The main mechanism of the tracking differentiator is the same as the original autodisturbance rejection, and its discrete expression is

$$
\begin{align*}
x_1(k + 1) &= h x_2(k) + x_1(k), \\
x_2(k + 1) &= h_{\text{fst}}(x_1(k) - v(k), x_1(k), r, h_0) + x_2(k).
\end{align*}
$$

Here, the functions of $h, r$, and $h_0$ are the same as those in the original antidisturbance tracking differentiator; the function is also the same as above, described as follows:

$$
\begin{align*}
y &= v - n; d &= rh; d_0 = hd, \\
a_0 &= \left(d^2 + 8r|y|\right)^{1/2}, \\
a &= \begin{cases} 
\frac{a_0 - d}{2} \text{sign}(y), & |y| > d_0, \\
\frac{y}{h}, & |y| \leq d_0,
\end{cases}
\end{align*}
$$

This formula is the same as that for the original automatic disturbance rejection control and has a change in the value, that is, the input signal minus a set value $n$.

(2) The expanded state observer is the most important module that affects the effect of automatic disturbance rejection control. It is improved by referring to the observer proposed by Han Jing-Qing. In the original $e(k) = z_1 - y(k)$, the input signal is reduced by a set constant; take
\[
\text{fal}(x, \alpha, \delta) = \begin{cases} 
\frac{x}{\delta^{1-\alpha}} & |x| \leq \delta, \\
\text{sign}(x) \cdot |x|^\alpha & |x| > \delta.
\end{cases}
\]

The improved ESO algorithm is as follows:

\[
e = v - m, \\
\dot{z}_1 = \dot{z}_2 - \beta_1 e(k), \\
\dot{z}_2 = \dot{z}_3 - \beta_2 \text{fal}(e, \alpha, \delta) + cu, \\
\dot{z}_3 = -\beta_3 \text{fal}(e, \alpha, \delta).
\]

(3) Design a controller according to the nonlinear error feedback control law: The improved TD and ESO can generate the error signal \(e_1\) and error differential signal \(e_2\) of the transition process. Let \(e_1, e_2,\) and \(z_3/b\) be the input signals of the controller. The algorithm of the controller design is as follows:

\[
e_1 = x_1(k) - z_1(k), \\
e_2 = x_2(k) - z_2(k), \\
u_0 = k_p \cdot \text{fal}(e_1, \alpha_1, \delta) + k_d \cdot \text{fal}(e_2, \alpha_2, \delta), \\
u(k) = \frac{u_0 - z_3(k)}{B}.
\]

With this improvement, the autointerference immunity time may become insensitive to the number of iterations; in addition, the accuracy of parameters \(k_p\) and \(k_d\) is relatively low. Autoimmunity is also relatively enhanced. The improved automatic disturbance rejection control structure is shown in Figure 2.

### 2.3. Control Method of the Reactor.

According to the improved autodisturbance rejection principle, the continuous reactor is selected as the control object, the reactor temperature is the control variable, the cold-water flow of the condensate pipe is the operation amount, the temperature signal is collected by the tracking differentiator and the expansion observer, and then the tracking differentiator responds. Meanwhile, the expanded state observer estimates the state of the continuous reactor and compensates for internal and external disturbances in the reactor temperature system. The nonlinear error feedback controller combines the difference signals obtained by the tracking differentiator and the expanded state observer through a nonlinear combination as the actual control signal of the system to control the amount of cold-water flow.

### 3. Process Based on PCS7 System and Simulation Implementation

#### 3.1. Process Flow Requirements.

The general continuous reaction process mainly includes a storage tank, reactor, flash tank, and condensate tank. A diagram of the continuous reaction process flow control system is shown in Figure 3.

In Figure 3, the labels read as follows: V101: mixing tank, R101: reactor, V102: flash tank, V103: condensation tank, E102: condenser, P101, P102, P103, P105: transfer pump, P104: vacuum pump, FV1101–FV1108, FV1201–FV1203, XV1101, XV1102, XV1105, PV1101 and PV1102: valves, CWS: cold-water end, and LS: hot-water end.

#### 3.2. Process Requirements

1. Raw materials A and B enter the mixing tank V101 at a ratio of 3:1. When the V101 liquid level is a certain amount, the catalyst is added to the reactor.

2. The reactor R101 liquid level reaches a certain amount, and heating steam is introduced. At this time, the reactor material begins to heat up and induces a reaction. When the temperature reaches a certain condition, heating is stopped. The raw materials undergo chemical reactions to produce products and by-products, release a lot of heat energy, and, at the same time, control the cold-water flow of the condenser. The pressure and temperature of the entire reaction process meet the conditions of being not higher than 150 kPa and 80–120°C.

3. Before flashing, the pressure in the flash tank V102 is reduced to 20–40 kPa through the vacuum pump P104 and the valve PV1102 at the top; then, the tank is closed. After the liquid in the reactor flows into the flash tank to purify raw material A in the mixed product, the pressure of the flash tank must be 20–70 kPa.

4. The material A gas in the flash tank flows into the mixing tank V101 through the condensation process to participate in the reaction.

5. The mixture in the flash tank V102 flows out from the bottom and is purified and refined. It is required to obtain a product with a concentration of 79% and above (AI1101) and a stable flow rate.

### 3.3. System Start-Up Configuration.

The process flow meets the requirements of Section 3.1 and changes the driving state according to the transfer conditions. When the measured value reaches the set value, the disturbance-free switch is automatic. The start-up sequence SFC is configured according
to the requirements of process flow in Figure 3. The driving sequence SFC configuration is shown in Figure 4.

The white modules marked with numbers in the figure are unconditional judgments. The configuration content of Figure 4 is as follows:

1. At the beginning of the start-up, first open the vacuum pump P104 and valve PV1102, reduce the pressure of V102 in the flash tank to atmospheric pressure, such as 20–40 kPa, and then close it.

2. Open the valves FV1101 and FV1102, the liquid level of the storage tank V101 rises to a certain height, and the V101 is automatically controlled.

3. Open the valves FV1103 and FV1104, feed-stock the reactor, react slowly, and the temperature rises; adjust the cold-water valve FV1201 and hot-water valve FV1202; when the temperature rises to a certain temperature, the reactor temperature is switched to automatic control; the material at the bottom of the reactor is then driven into the flash...
Complexity

Figure 4: SFC driving sequence diagram.
tank. At this time, it may not be flashed yet. As the temperature rises, it starts to flash (shown as the pressure of the flash tank starts to increase).

(4) When the flash tank starts to flash, open P104 and valve PV1101 again and adjust them. When the pressure of the flash tank reaches a certain value, the pressure is switched to automatic control, and the product flows out through pump P105 and valve FV1106. At the same time, the gaseous phase mainly produced by flash vaporization is introduced into the condenser, and then it becomes liquid and enters the condensing tank. It is pumped into the mixing tank through the circulating pump P106 and valve FV1106. When the condensing tank reaches a certain level, it will condense. The condensation tank is automatically controlled.

(5) After all the tanks are switched to automatic, the load is added to increase the flow rate of the entire production and enhance the throughput.

During the production process, the reactor temperature significantly affects the quality of the product. Because of the nonlinear characteristics of temperature, there are many external uncertain disturbance factors. It is challenging for general controllers to control stability; in addition, the temperature determines the pressure. Therefore, the temperature stability of the reactor is more important. The reactor temperature TI1103 stability is the key.

3.4. Implementation of the Improved Autoimmunity Principle. Following the above improvement principle and using SCL language, we develop an algorithm in the Siemens process control system to generate a tracking differentiator (TD), extended state observer (ESO), and controller module. Then, we connect these generated modules with the continuous process reactor temperature signal module. The continuous function chart (CFC) language is written to achieve improved automatic disturbance rejection control and to complete the improved active disturbance rejection loop, as shown in Figure 5.

We have the following: TI1103 module: reactor temperature collector; TD module: tracking differentiator; ESO module: state observer; Subtractor module: subtractor; Multiplier module: multiplier; Controller: nonlinear controller; FV1201 module: cold-water end valve; FV1202 module: hot-water end valve.

The content of the entire CFC loop is as follows: TI1103 collects the reactor temperature signal and then sends it to TD and ESO at the same time. After the TD and ESO modules are calculated, the output signal of TD and the two sets of output signals of ESO are calculated by the adder, and the output value is taken as the input of the nonlinear controller; another set of signals output by the ESO is calculated through the multiplier, and its output value is also used as the input of the nonlinear controller. The nonlinear controller controls the opening of the cold-water valve and the hot-water valve to realize the improved automatic disturbance rejection control of the continuous reactor.

After the continuous function chart is completed, the reactor part in the SFC start-up process configuration in Figure 4 calls the CFC control mode.

4. Analysis of System Operation Results

The simulation experiment was implemented using SMPT-1000. The control methods and control parameters of the storage tank, flash tank, condensation tank, and the SFC start-up sequence were the same in all experiments; the time was set as 40 min. The experimental object in Figures 6–13 is the same project file. For results of operation, Figures 6, 10, and 11 are the improved ADRC for the same set of experimental data; Figures 7 and 8 are the original ADRC with iteration times of 1000 and 4000, respectively; Figure 9 is Smith’s estimated compensation control; Figures 11–13 are improved automatic disturbance rejection control experiments with different \( kp \) and \( k_d \) values (Figures 11 and 12 are only different for \( kp \), Figures 12 and 13 are only different for \( kp \), and Figures 11 and 13 are different for \( kp \) and \( k_d \)). Among them, Figures 6–8 in Section 4.1 prove that the improved ADRC time is not affected by the number of iterations, and the effect of suppressing oscillation is obvious; Figures 9 and 10 in Section 4.2 further prove the superior anti-interference performance of the improved ADRC. Figures 11–13 in Section 4.3 verify the lower accuracy requirements of \( kp \) and \( k_d \) for improved autodisturbance rejection.

4.1. Comparative Analysis of the Improved Autodisturbance Rejection and the Original Autodisturbance Rejection. The experiment uses a better set of data, differentiator parameters, \( \alpha = 1.0, \ h = 5.0, \) and \( m = 10 \), extended observer parameters, \( \beta_1 = 100, \ \beta_2 = 300, \ \beta_3 = 1000, \ \delta = 0.0025, \ \alpha_1 = 0.5, \ \alpha_2 = 0.25, \ n = 10, \) and \( c = 1 \), and parameters in the nonlinear combination controller, \( \delta = 0.2, \ kp = 200, \ k_d = 20, \) and \( \delta = 0.06 \). The trend curve of the liquid level and pressure of each tank in the process flow is as follows (Figure 6 shows the improved automatic disturbance rejection control (ADRC); Figures 7 and 8 show the original automatic disturbance rejection control with 1000 and 4000 iterations, respectively).

In Figure 6, the first load changed from initial 53 to 80 at 650 s; the second load at about 1000 s was 83; the maximum reactor temperature was 109.741; the TI1103 was stabilized at 109.633; the overshoot was 0.000985, which is close to 0; the pressure was PI1102, It is stable at 132.306; the overshoot was about 0.0002796, and it remained stable after 1700 s.

It can be seen from the iteration of the principle of autodisturbance rejection that the original anti-jamming control is limited by time. Figures 7 and 8 show the trend graphs of the iteration numbers 1000 and 4000, respectively; the TI1103 autodisturbance rejection times for these cases are 20 s and 38 s. The set number of iterations is different, and the autointerference rejection time is also different. Owing to the limitation of the number of autointerference-
free iterations, after the number of iterations, the reactor loses its anti-interference function, and the entire production eventually ends.

Figures 7 and 8 show that the original ADRC is affected by the number of iterations, and the anti-interference time is limited. Contrarily, the improved ADRC shown in Figure 6 is not affected by the number of iterations; in addition, it has a significant effect of suppressing oscillations.

4.2. Comparative Analysis of Smith’s Estimated Compensation and Improved Autodisturbance Rejection Experiment. Smith estimated the compensation controller from the PCS7 library file. Figure 9 shows the optimal data set for the experimental results. Figures 6 and 10 use the same set of improved autoimmunity data.

Figure 9 shows that the temperature of TI1103 in the Smith estimated compensation system fluctuates between 92.083 and 102.483; the fluctuation range is about 10. PI1102 fluctuates between 126.539 and 129.984; the fluctuation range is about 4.5.

Comparing Figures 9 and 10, we obtain the following: the Smith estimated compensation controller predicts that the compensation anti-interference performance is inferior in quality to the improved autoimmunity; the stability of the pressure and temperature of the reactor affects the liquid level of the flash tank, condensation tank, stability of the pressure, and product flow AI1101. Therefore, the AI1101 yield flux concentration is higher and more stable than the Smith yield concentration.

4.3. Simulation Analysis of Some Parameter Accuracy Reduction. Analysis and improvement of the principle of autodisturbance rejection, $k_p$, $k_d$ accuracy requirements are
Figure 7: Original automatic disturbance rejection control iteration number 1000 of system trend graph.

Figure 8: Original automatic disturbance rejection control iteration number 4000 of system trend graph.

Figure 9: Smith forecast compensation system trend.
low; the simulation trend curve is shown in Figures 11 and 13.

Figures 11 and 12 show that the $k_d$ size can be selected from 1 to 60. Comparing Figures 12 and 13, we obtain that the $k_p$ size of the nonlinear combination controller TIC1103 can be selected from 1 to 300; in addition, the stability value is insensitive to this $k_p$ size. The application of autodisturbance rejection technology requires high accuracy of parameters $k_p$ and $k_d$ [21]. The improved automatic disturbance rejection is less affected by the magnitudes of $k_p$ and $k_d$.

4.4. Robustness Verification of Changing Model Parameters. The engineering file for parameter modification is provided by Siemens. Applying the improved automatic disturbance rejection control method to the project file, we obtain the trend chart shown in Figure 14.

In Figure 14, the first load changed from initial 53 to 80 at 650s; the second load was 83 at about 1000s. The maximum reactor temperature was 109.613. T11103 remained stable at 109.613 and continued after 1500 s; pressure PI1102 was stable at 132.299 and remained stable and unchanged lasting after 1700 s; the overshoot of both is about 0. We further verify its robustness by comparing Figure 14 (control object after parameter modification) with Figure 6 (control object before parameter modification).

5. Rules of Gain Selection

The other parameters to be determined in the controller are participating in the work, and there is no need to set the size.

In the parameters tuning process, the setting of the differentiator’s measured value of $n$ is selected from small to large according to the set value of the engineering object. The measured value of the observer was obtained by subtracting a set value $m$, and the difference between them is determined depending on positive or negative value of the sign function $\text{sign}()$. If the difference is greater than 0, the sign function value is 1, and the parameter set by $m$ was taken from small to large, however, not greater than the temperature set value.
Figure 12: $k_p = 200; \ k_d = 20$.

Figure 13: $k_p = 300; \ k_d = 20$.

Figure 14: Improved automatic disturbance rejection control after modification of the control object model parameters.
The setting of other parameters in the differentiator and extended observer can be determined by the empirical formula and time scale method proposed by Han Jing-Qing. After the differentiator and observer parameters are determined, the parameters of the nonlinear controller are adjusted. At this time, \( b \) in the nonlinear controller plays a decisive role in suppressing the disturbance stability and the size of the stable value. The experimental comparison is shown in Figures 15 and 16.

The stable value can be determined by adjusting \( b \); that is, the stable value of the reactor pressure and temperature decreases with increasing \( b \).

It can be seen from TI1103 that the two trends are the same. However, the final stable result is different. In Figure 15, the reactor temperature TI1103 was stable at 114.008; the maximum deviation was 0.221; the overshoot was 0.001938; the pressure PI1102 was stable at 133.818; the maximum deviation was 0.077; the overshoot was 0.005754; the two remain stable and continue after 1400 s. In Figure 16, the reactor temperature TI1103 was stable at 109.613, and overshoot was 0.000985, which is almost 0; pressure PI1102 was stable at 132.299, and overshoot was approximately 0.004235; the stability remained constant after 1700 s. We observe that the overshoot for \( b = 0.058 \) is higher than that for \( b = 0.06 \); in addition, \( b \) can adjust the final stable value.

6. Conclusions and Prospect

The ADRC technology is introduced into the process system, and the Siemens process control system is used on the SMPT-1000 platform to implement complex environment industrial system simulation and to verify the improved active disturbance rejection control principle. Compared
with the Smith predictive compensation system longitudinally, the improved active disturbance rejection system has superior compensation and better overshoot for uncertain interference. Moreover, it achieves the expected stability faster and alleviates the damage of the oscillating signal to the reactor equipment. The components of the improved ADRC are the same as those of the original ADRC. In the composition relationship of the control part, the tracking differentiator and the extended observer in the improved ADRC can simultaneously collect signals. This improvement makes it immune to iterations, and the anti-interference time can be unlimited. However, the calculation results of the original automatic disturbance rejection tracking differentiator and extended state device are significantly affected by the number of iterations, resulting in limited signal tracking and internal and external disturbance compensation; that is, the anti-interference time is limited. In addition, the nonlinear combination of the original autodisturbance rejection requires higher accuracy of \( k_p \) and \( k_d \), which makes the performance of autodisturbance rejection largely dependent on \( k_p \) and \( k_d \). The improved autodisturbance rejection reduces the claimed accuracy of \( k_p \) and \( k_d \).

In actual systems, there may be problems of unmeasured speed and actuator saturation. In order to solve the problem of unmeasured speed, numerical differentiation and filtering on the position signal were performed in a previous study [24]; however, it will distort the real signal to a certain extent and reduce control performance. Therefore, a high-order sliding mode differentiator was proposed to estimate the velocity signal online and convergence analysis was performed on the estimation error and positioning error, respectively [25]. Wu et al. [26] proposed an adaptive output feedback control method for a five-degree-of-freedom tower crane; their method was specifically designed to introduce a virtual spring system to avoid speed-related feedback signals and to estimate the unknown cargo quality online through a new adaptive law. The results show that this method can effectively reduce the influence of uncertainty and interference and solve the problem that the speed signal cannot be directly measured in practical applications more effectively than in [24, 25].

Because the actual actuator can only produce limited control input, in order to avoid the problem of actuator saturation, a nested saturation controller is designed based on the cascade paradigm of the dynamic model [27]. In addition, Zhao and Gao [28] used Takagi-Sugeno fuzzy model based on saturation constraints to approximate the dynamic characteristics of bridge cranes and obtained the bounded results of tracking errors. Tong et al. [29] proposed a method based on the original dynamic model and accurately obtained the velocity signal with a well-designed observer, which is superior to the numerical differentiation operation of the measurable output variable. The controller is considered that the calculated control input is within the allowable range, thereby avoiding the saturation of the actuator and realizing the rapid positioning of the boom and the trolley and the suppression of the swing of the payload. Their solutions to the problems of unmeasurable speed and input saturation have useful reference values for the application of control objects in the actual system presented in this article. Moreover, these reference values can be considered in future research. The improved autodisturbance rejection will be more economical and practical in the actual industry.

The recycled pulp and paper industry has been rising in the world, but a large amount of organic waste is generated in the production, and the energy efficiency is low [30]. In the following work, the improved automatic disturbance rejection control is applied to the continuous reactor of the production to improve the stability, productivity, anti-interference, and energy efficiency of the continuous reactor and to alleviate the sludge environmental problems caused by the paper mill. Additionally, the internal circulation reactor used for integrated \( \text{CO}_2 \) capture and power generation [31] and the reactor in the liquid indium-based chemical circulation system based on biomass gasification [32], respectively, will introduce improved automatic disturbance rejection control to further reduce the energy loss involved in the capture of carbon dioxide from the conversion of hydrocarbon and to maintain the temperature stability to achieve the optimum performance.
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