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A class of nonlinear ARCH processes is introduced and studied. The existence of a strictly stationary and $\beta$-mixing solution is established under a mild assumption on the density of the underlying independent process. We give sufficient conditions for the existence of moments. The analysis relies on Markov chain theory. The model generalizes some important features of standard ARCH models and is amenable to further analysis.

1. Introduction. Since the appearance of seminal papers by Engle [9] and Bollersløv [2], a variety of GARCH (generalized autoregressive conditionally heteroskedastic) specifications have been introduced to model the characteristic features of observed financial time series. These specifications are of the form

$$\varepsilon_t = \sigma_t \eta_t, \quad t \in \mathbb{Z},$$

where the sequence $(\eta_t)$ is independent and identically distributed (i.i.d.) with zero mean and unit variance, and $\sigma_t$ is a positive variable called volatility, which is a measurable function of the past, $\{\varepsilon_{t-i}, i > 0\}$. Typically, $\varepsilon_t$ represents the logarithm of the return, that is, the variation of the price in logarithm.

The original model specified $\sigma_t^2$ as a linear function of the squared past log-returns and was found adequate to capture many stylized facts associated with the financial data, namely tail heaviness, volatility clustering, leptokurtosis of the marginal distribution and dependence without autocorrelation. Other characteristic properties such as asymmetries motivated extensions of the basic model (see, e.g., [15, 20]). A common feature of these models is that $\sigma_t$ is specified as a strictly increasing function of the modulus of the past returns. In general, the specification of $\sigma_t$ involves a linear combination of some function of the past returns.

In this paper, we consider a class of nonlinear ARCH processes. More precisely, the model we study in this paper is given by

$$\varepsilon_t = \sigma_t \eta_t, \quad \sigma_t^2 = \omega + \alpha \varepsilon_{t-1}^2 1_{\varepsilon_{t-1}^2 > k \varepsilon_{t-2}^2},$$
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where $\omega$, $\alpha$ and $k$ are nonnegative constants with $\omega > 0$ and where the same assumptions are made concerning $(\eta_t)$ as in (1.1). The standard ARCH(1) model is obtained as a particular case by taking $k = 0$. The conditionally homoskedastic model (constant volatility) can be obtained by setting $\alpha = 0$, but it is worth noting that “large” values of $k$ also produce a model which is close to being homoskedastic. This model belongs to the class of endogenous switching regime models, in the spirit of the threshold autoregressive models of Tong and Lim [19]. In the present model, the volatility equation can be interpreted as a two-regime specification, the first regime being homoskedastic ($\sigma^2_t = \omega$) and the second one being a classical ARCH(1) ($\sigma^2_t = \omega + \alpha \varepsilon^2_{t-1}$). The originality of the specification, however, is that the regime change depends on the relative variation of the last squared observation. As soon as the relative variations ($\varepsilon^2_{t-1}/\varepsilon^2_{t-2}$) are small, the process remains in the homoskedastic regime. But, when these variations are large, the volatility depends on the last squared observation. The coefficient $k$ allows for flexibility in the occurrence of the two regimes. Empirical motivations for model (1.2) based on the features of real financial time series can be found in the dissertation by Saïdi [17].

The aim of this paper is to study the stability properties of the specification in (1.2). Recent references dealing with ergodic properties of GARCH-type models are [1, 5, 11, 10]. These papers use a random coefficient linear representation of the volatility, of the form $\sigma^2_t = \omega(\eta_{t-1}) + a(\eta_{t-1})\sigma^2_{t-1}$ in the first-order case, which does not hold in our framework. A different approach is used by Cline and Pu [7] who establish sharp conditions for geometric ergodicity of a class of threshold autoregressive ARCH models under assumptions we will discuss further.

The rest of the paper proceeds as follows. In Section 2, we recall the main results of Markov chain theory that we will use in the sequel. Section 3 is devoted to the existence of strictly stationary solutions. We start by considering the deterministic model implied by (1.2). Then we establish conditions for the existence of strictly stationary and $\beta$-mixing solutions. Finally, we provide conditions for the existence of moments.

2. Some Markov chain results. In this section, we give results from the theory of Markov chain processes that allow to study the existence of ergodic solutions to stochastic difference equations. This section is heavily based on the book by Meyn and Tweedie [13]. Let $E \subset \mathbb{R}^d$ and let $\mathcal{E}$ be the Borel $\sigma$-field on $E$. We denote by $\{X_t, t \geq 0\}$ a homogeneous Markov chain on $(E, \mathcal{E})$ and denote by $P^t(x, B) = \mathbb{P}(X_t \in B | X_0 = x)$ the probability of moving from $x \in E$ to the set $B \in \mathcal{E}$ in $t$ steps. The Markov chain $(X_t)$ is $\phi$-irreducible if, for some nontrivial $\sigma$-finite measure $\phi$ on $(E, \mathcal{E})$,

$$\forall B \in \mathcal{E} \quad \phi(B) > 0 \implies \forall x \in E, \exists t > 0, \quad P^t(x, B) > 0.$$
If \((X_t)\) is \(\phi\)-irreducible, there exists a maximal irreducibility measure \(M\) (see [13], Proposition 4.2.2) and we set \(\mathcal{E}^+ = \{B \in \mathcal{E} | M(B) > 0\}\). The chain is called positive recurrent if
\[
\forall x \in \mathcal{E}, \forall B \in \mathcal{E}^+ \lim_{t \to \infty} P^t(x, B) > 0.
\]
For a \(\phi\)-irreducible Markov chain, positive recurrence is equivalent (see [13], Theorem 18.2.2) to the existence of a (unique) invariant distribution, that is, a probability measure \(\pi\) such that
\[
\forall B \in \mathcal{B}, \pi(B) = \int P(x, B) \pi(dx).
\]
“Geometric ergodicity” refers to the rate of convergence of the transition probabilities to the invariant distribution. More precisely, if \(\|\cdot\|\) denotes the total variation norm, the Markov chain \((X_t)\) is said to be geometrically ergodic if there exists a \(\rho \in (0, 1)\) such that
\[
\forall x \in \mathcal{E}, \rho^{-t} \|P^t(x, \cdot) - \pi\| \to 0 \quad \text{as } t \to +\infty.
\]
In order to state the following criterion for the geometric ergodicity of a Markov chain, we need the notions of \(T\)-chain, small sets and aperiodicity. For any distribution \(a = (a_n)\) on the set of positive integers, for all \(x \in \mathcal{E}\) and \(B \in \mathcal{E}\), let \(K_a(x, B) = \sum_{n \geq 1} a_n P^n(x, B)\). Recall that if \(\mathcal{E}\) is endowed with a metric, a function \(h : \mathcal{E} \to \mathbb{R}\) is called lower semicontinuous if for any constant \(c\), the set \(\{x : h(x) > c\}\) is open. Now, if for any open set \(B\), the function \(P(\cdot, B)\) is lower semicontinuous, \((X_t)\) is called a Feller Markov chain. More generally, if there exists a function \(T : \mathcal{E} \times \mathcal{E} \to \mathbb{R}^+\) and a distribution \(a = (a_n)\) on the set of positive integers such that (i) \(T(\cdot, B)\) is lower semicontinuous, \(\forall B \in \mathcal{E}\), (ii) \(T(x, \cdot)\) is a nontrivial measure over \((E, \mathcal{E})\), \(\forall x \in \mathcal{E}\) and (iii) \(K_a(x, B) \geq T(x, B), \forall x \in \mathcal{E}, B \in \mathcal{E}\), then \((X_t)\) is called a \(T\)-chain and \(T\) is called a continuous component of \(K_a\). A set \(C \in \mathcal{E}\) is called a \(v_m\)-small set if there exist an \(m > 0\) and a nontrivial measure \(v_m\) on \(\mathcal{E}\) such that \(\forall x \in C\) and \(\forall B \in \mathcal{E}\), \(P^m(x, B) \geq v_m(B)\). Let \(C\) be a \(v_M\)-small set where the measure \(v_M := v\) is such that \(v(C) > 0\). Such a measure exists whenever \(C \in \mathcal{E}^+\) (see [13], Proposition 5.2.4). Let \(E_C = \{m \geq 1 | C \text{ is } v_m\text{-small with } v_m = \delta_m v\text{ for some } \delta_m > 0\}\). Then if \((X_t)\) is a \(\phi\)-irreducible Markov chain and \(C \in \mathcal{B}^+\), the greatest common divisor \(d\) of the set \(E_C\) does not depend on \(C\) and is called the period of the Markov chain. If \(d = 1\), \((X_t)\) is said to be aperiodic. If every compact set is small, then \((X_t)\) is a \(T\)-chain. If \((X_t)\) is a \(\phi\)-irreducible \(T\)-chain, then every compact set is small (see [13], Proposition 5.5.7 and Theorem 6.2.5). However, some noncompact sets may also be small, and such sets can be worth considering, as we shall see.

We are now in a position to state a criterion for geometric ergodicity based on \(m\)-step transitions, which is adapted from [13], Theorem 19.1.3. The use of \(m\)-step transitions in ergodicity criteria was suggested by Tjøstheim [18].
Theorem 2.1. Assume that:

(i) \((X_t)\) is \(\phi\)-irreducible for some measure \(\phi\) on \((E, \mathcal{E})\),

(ii) \((X_t)\) is an aperiodic \(T\)-chain,

(iii) there exists a small set \(C \in \mathcal{E}^+\), an integer \(m \geq 1\) and a nonnegative continuous function \((\text{test function})\) \(g : E \to [0, +\infty)\) such that

\[
E[g(X_{t+m})|X_t = x] \leq \begin{cases} 
(1 - \beta)g(x) - \beta, & x \in C^c, \\
b, & x \in C,
\end{cases}
\]

for some strictly positive constants \(\beta\) and \(b\). Then \((X_t)\) is geometrically ergodic. Moreover, \(E_\pi g(X_t)\) is finite, where \(E_\pi\) denotes expectation taken under the stationary distribution.

One consequence of the geometric ergodicity is that the Markov chain \((X_t)\) is \(\beta\)-mixing, and hence strongly mixing, with geometric rate. Recall that for a stationary process, the \(\beta\)-mixing coefficients are defined by

\[
\beta_X(k) = E \sup_{B \in \sigma(X_s, s \geq k)} |\mathbb{P}(B|\sigma(X_t, t \leq s)) - \mathbb{P}(B)|.
\]

The process is called \(\beta\)-mixing if \(\lim_{k \to \infty} \beta_X(k) = 0\). If \(Y = (Y_t)\) is a process such that \(Y_t = f(X_t, \ldots, X_{t-r})\) for some measurable function \(f\) and some integer \(r \geq 0\), then \(\sigma(Y_t, t \leq s) \subset \sigma(X_t, t \leq s)\) and \(\sigma(Y_t, t \geq s) \subset \sigma(X_{t-r}, t \geq s)\). Thus,

\[
\beta_Y(k) \leq \beta_X(k - r) \quad \text{for all } k \geq r.
\]

Davydov [8] showed that for an ergodic Markov chain \((X_t)\) with invariant probability measure \(\pi\),

\[
\beta_X(k) = \int \| P^k(x, \cdot) - \pi \| \pi(dx).
\]

Noting that in (2.1), the rate \(\rho\) can be chosen independently of the initial point \(x\), it follows that \(\beta_X(k) = O(\rho^k)\) if (2.1) holds.

3. Existence of stationary solutions. In this section, we consider the problem of the existence of strictly stationary and second-order stationary solutions to model (1.2). The problem is not standard because, contrary to most ARCH-type specifications, no linear representation of the model seems to exist. Hence, we cannot rely on the theory developed in the papers by Bougerol and Picard [3, 4]. Instead, we will use the techniques of Tweedie to deal with the stationarity question.

Thinking of the standard ARCH(1) model, we could perhaps expect to require a (strict and second-order) stationarity condition of the form \(\alpha < 1\). The presence of the (conditionally) homoskedastic regime seems to allow us greater freedom. As for the threshold autoregressive models, it will be helpful to first consider the deterministic model.
3.1. Stability of the deterministic model. Suppose that, in model (1.2), the i.i.d. process \( (\eta_t) \) is such that \( \eta_t^2 = 1 \), for all \( t \), almost surely. We call this model deterministic, although the sign of \( \varepsilon_t \) is, of course, a random variable. For ease of exposition, we take \( \varepsilon_0 = 0 \), but any other initial value would also produce the following asymptotic results:

**Theorem 3.1.** Let \( (\varepsilon_t)_{t \geq 0} \) be as defined in (1.2), with \( \eta_t^2 = 1 \), a.s. for all \( t \), and \( \varepsilon_0 = 0 \). Then:

(i) if \( \max(\alpha, 1) < k \) or \( \alpha = 0 \), then there exists \( i \geq 3 \) such that \( \forall t \geq i, \varepsilon_t^2 = \omega \) a.s.;

(ii) if \( \alpha < 1 \) and \( k \leq 1 \), then \( \varepsilon_t^2 \to \omega (1 + \alpha) \) a.s. when \( t \to +\infty \);

(iii) if \( \alpha \geq \max(1, k) \), then \( \varepsilon_t^2 \to +\infty \) a.s. when \( t \to +\infty \).

**Proof.** We have, a.s., \( \varepsilon_1^2 = \omega \) and \( \varepsilon_2^2 = \omega (1 + \alpha) \). The value of \( \varepsilon_3^2 \) depends on the position of \( 1 + \alpha \) compared to \( k \).

Let, for all \( i \geq 0 \),

\[
E_i = \left\{ (\alpha, k); \alpha + \frac{1}{1 + \alpha + \cdots + \alpha^i} \leq k \right\}.
\]

Since \( \alpha \geq 0 \), the sets \( E_i \) constitute an increasing sequence. We have

\[
E_\infty := \bigcup_{i \geq 0} E_i = \{\alpha = 0, k \geq 1\} \cup \{0 < \alpha < 1 < k\} \cup \{1 \leq \alpha < k\} = \{\max(\alpha, 1) < k\} \cup \{(0, 1)\}.
\]

Let us consider the different cases.

**Case (i).** We have \( (\alpha, k) \in E_\infty \), hence there exists \( i \geq 0 \) such that \( (\alpha, k) \in E_i \). Let \( i_0 = \min\{i \geq 0, (\alpha, k) \in E_i\} \). For \( 1 \leq i \leq i_0 + 2 \), we have \( \varepsilon_i^2 = \omega (1 + \cdots + \alpha^{i-1}) \). Then

\[
\frac{\varepsilon_{i_0+2}^2}{\varepsilon_{i_0+1}^2} = \alpha + \frac{1}{1 + \alpha + \cdots + \alpha^{i_0}} \leq k.
\]

It follows that \( \varepsilon_{i_0+3}^2 = \omega \) and, since \( \frac{\varepsilon_{i_0+3}^2}{\varepsilon_{i_0+2}^2} = \frac{1}{1 + \alpha + \cdots + \alpha^{i_0+1}} \leq 1 < k \), that \( \varepsilon_i^2 = \omega \) for all \( i \geq i_0 + 3 \).

**Case (ii).** If \( (\alpha, k) \neq (0, 1) \), then \( (\alpha, k) \notin E_\infty \). Thus, for all \( i \geq 1 \), \( \varepsilon_i^2 = \omega (1 + \cdots + \alpha^{i-1}) \) and the result follows. When \( (\alpha, k) = (0, 1) \), the sequence \( (\varepsilon_i^2) \) takes the constant value \( \omega \).

**Case (iii).** We have \( (\alpha, k) \notin E_\infty \). Thus, for all \( i \geq 1 \), \( \varepsilon_i^2 = \omega (1 + \cdots + \alpha^{i-1}) \) and the sequence \( (\varepsilon_i^2) \) tends to \( +\infty \).

From this result, the region of nonexplosion of the deterministic models is given by \( \alpha < \max(1, k) \). We now turn to the general case.
3.2. Markov chain results. As with many discrete-time models, the analysis of the probability structure of model (1.2) draws on Markov chain results. Let
\[ X_t = \begin{pmatrix} \varepsilon_t^2 \\ \varepsilon_{t-1}^2 \end{pmatrix} = \begin{pmatrix} X_{1,t} \\ X_{2,t} \end{pmatrix} \]
and let
\[ \forall x \in \mathbb{R}^2 \quad \psi(x) = \omega + \alpha x_1 \mathbbm{1}_{x_1 > kx_2}. \]
The vector representation of model (1.2) takes the form of a nonlinear stochastic difference equation,
\[ X_t = \begin{pmatrix} \psi(X_{t-1})\eta_t^2 \\ X_{1,t-1} \end{pmatrix} := F(X_{t-1}, \eta_t), \quad t \geq 1, \tag{3.1} \]
where the i.i.d. sequence \( (\eta_t) \) is supposed to be independent of the initial state \( X_0 \). Note that models of the form (3.1) are considered, among others, by [13], Chapter 7, but under a smoothness assumption on the function \( F \) which is not valid in our framework. Let \( \lambda^+_m \) be the Lebesgue measure and let \( \mathcal{B}(\mathbb{R}^m) \) be the Borel class of sets for \( \mathbb{R}^m \). We will make the following assumption:

**ASSUMPTION A.** The variables \( \eta_t^2 \) admit a density \( f \) with respect to \( \lambda^+_1 \), with \( f > 0 \) on \( \mathbb{R}^+ \). Moreover, \( E\eta_t = 0 \) and \( E\eta_t^2 = 1 \).

**LEMMA 1.** The process \((X_t)_{t \geq 0}\) is a time-homogeneous Markov chain on \( \mathbb{R}^+^2 \), with transition probabilities given as follows:
\[ \forall x = (x_1, x_2) \in \mathbb{R}^+^2, \forall B = B_1 \times B_2 \in \mathcal{B}(\mathbb{R}^+^2). \tag{3.2} \]
Moreover, under Assumption A, the process \((X_t)\) is \( \lambda^+_2 \)-irreducible (\( \lambda^+_2 \) is therefore a maximal irreducibility measure).

**PROOF.** Equation (3.1) ensures that \((X_t)\) is a time-homogeneous Markov chain. The two-step transition probabilities are given as follows:
\[ \forall B = B_1 \times B_2 \in \mathcal{B}(\mathbb{R}^+^2), \forall x \in \mathbb{R}^2 \]
\[ P^2(x, B) = P[\psi(X_{t-1})\eta_t^2 \in B_1, \psi(x)\eta_{t-1}^2 \in B_2 | X_{t-2} = x] \tag{3.3} \]
\[ = P[\psi(x)\eta_{t-1}^2 \in B_1, \psi(x)\eta_{t-1}^2 \in B_2] \]
\[ = \int \mathbbm{1}_{\psi(x) \in B_2} (y) P[\eta_t^2 \in \psi(\psi(x)y, x_1)^{-1}B_1 | y] f(y) d\lambda^+_1(y). \]
This can be seen by using the Fubini theorem, using the independence between \( \eta_t \) and \( \eta_{t-1} \) and noting that \( \psi(\cdot) \geq \omega > 0 \). If \( \lambda^+_1(B_1) > 0 \), we have, for all
y ∈ ℜ⁺, \( P[\eta^2_t ∈ ψ{\psi(x)y, x_1}^{-1}B_1] > 0 \), in view of Assumption A. Similarly, \( λ^+_1{\psi(x)^{-1}B_2} > 0 \) if \( λ^+_1(B_2) > 0 \). Hence, \( P^2(x, B) > 0 \), which ensures that \( λ^+_2 \) is an irreducibility measure. We have \( P^2(x, B) = 0 \) for any Borel set \( B ⊂ (ℜ^2)^{-} \), any \( t > 0 \) and any \( x ∈ ℜ^2 \). Thus, any irreducibility measure \( φ \) is such that \( φ(B) = 0 \) for any \( B ∈ 𝒮(ℜ^2) \). It follows that \( λ^+_2 \) is a maximal irreducibility measure (see [13], Proposition 4.2.2).

**Remark 1.** Cline and Pu [6] provide conditions for irreducibility (as well asaperiodicity and the T-chain property) for a general class of nonlinear autoregressive models encompassing (1.2). Since we use slightly weaker conditions for the error density, we give direct proofs of the corresponding lemmas.

**Remark 2.** The transition probability defined in (3.2) is a function of \( x \) which is not lower semicontinuous for any open set \( B \). To see this, let \( x_1 = kx_2 \), let \( B = B_1 × B_2 \) be an open set such that \( p = P[η^2_t ∈ ω^{-1}B_1] > P[η^2_t ∈ (ω + αx^1)^{-1}B_1] = q \) and such that \( x_1 ∈ B_2 \). For \( x ∈ (x_1, x_2) \), we have \( P[η^2_0 ∈ ψ(x)^{-1}B_1] > c = (p + q)/2 \). Any neighborhood of \( x \) contains points \( y = (y_1, y_2) \) with \( y_1 > k y_2 \). For such points, we have \( ψ(y) = ω + αy_1 \) and thus, if \( y_1 \) is sufficiently close to \( x_1 \), \( P[η^2_t ∈ ψ(y)^{-1}B_1] < c \). The set \( \{x : P(x, B) > c\} \) is therefore not open. It follows that \( (X_t) \) is not a Feller chain. The fact that compact sets are small, which will be used in the verification of our ergodicity criterion, is thus not straightforward. This property will follow from the next result.

**Lemma 2.** Under the assumptions of Lemma 1, the process \( (X_t) \) is a T-chain.

**Proof.** It will be convenient to consider a partition of the positive quadrant of \( ℜ^2 \) into three regions: \( D_1 = \{x_1 < kx_2\} \), \( D_2 = \{x_1 = kx_2\} \) and \( D_3 = \{x_1 > kx_2\} \).

For \( x ∈ D_1 ∪ D_2 \), we have \( ψ(x) = ω \). Thus, from (3.3), using the Fubini theorem and the independence between \( η_t \) and \( η_{t-1} \), we have

\[
∀ x ∈ D_1 ∪ D_2, ∀ B = B_1 × B_2 ∈ 𝒮(ℜ^2) \Rightarrow P^2(x, B) = P[ψ(ωη^2_{t-1}, x_1)η^2_t ∈ B_1, ωη^2_{t-1} ∈ B_2]\]

\[
= ∫ 1_{ω^{-1}B_2∩(−∞,ω^{-1}kx_1)}(y)P[η^2_t ∈ ω^{-1}B_1]f(y) dλ^+_1(y)
+ ∫ 1_{ω^{-1}B_2∩(ω^{-1}kx_1, +∞)}(y)P[η^2_t ∈ (ω(1 + αy))^{-1}B_1]f(y) dλ^+_1(y).
\]

By the Lebesgue theorem and Assumption A, we can conclude that \( P^2(·, B) \) is continuous over the set \( D_1 \). This is not the case for \( x ∈ D_2 \). However, if some sequence \( (x_n) \) converges to \( x \) with \( x_n ∈ D_1 ∪ D_2 \), we have \( P^2(x_n, B) → P^2(x, B) \) by the same arguments. For \( x_n = (x_{1n}, x_{2n}) ∈ D_3 \), we have

\[
P^2(x_n, B) = P[ψ((ω + αx_{1n})η^2_{t-1}, x_{1n})η^2_t ∈ B_1, (ω + αx_{1n})η^2_{t-1} ∈ B_2],
\]

where \( P[ψ((ω + αx_{1n})η^2_{t-1}, x_{1n})η^2_t ∈ B_1, (ω + αx_{1n})η^2_{t-1} ∈ B_2] \).
because $\psi(x_n) = \omega + \alpha x_1 n$. Therefore, proceeding as for $D_1$,

$$
\lim_{x_n \to x, x_n \in D_3} P^2(x_n, B) = P[\psi((\omega + \alpha x_1) \eta_{i-1}^2, x_1) \eta_i^2 \in B_1, (\omega + \alpha x_1) \eta_{i-1}^2 \in B_2].
$$

Setting

$$
T(x, B) = P[\psi(\omega \eta_{i-1}^2, x_1) \eta_i^2 \in B_1, \omega \eta_{i-1}^2 \in B_2, \psi((\omega + \alpha x_1) \eta_{i-1}^2, x_1) \eta_i^2 \in B_1, (\omega + \alpha x_1) \eta_{i-1}^2 \in B_2],
$$

we define a measure for any $x$, which is nontrivial because $T(x, \mathbb{R}^+)^2 = 1$. Setting $a(x_1) = \omega + \alpha x_1$, $T(x, B)$ can be decomposed into three probabilities, depending on the position of $\eta_{i-1}^2$, as follows:

$$
P[\omega \eta_i^2 \in B_1, \omega \eta_{i-1}^2 \in B_2, a(x_1) \eta_{i-1}^2 \in B_2, \eta_{i-1}^2 < k x_1/a(x_1)]
+ P[\omega \eta_i^2 \in B_1, \omega \eta_{i-1}^2 \in B_2, (\omega + a(x_1) \eta_{i-1}^2) \eta_i^2 \in B_1, a(x_1) \eta_{i-1}^2 \in B_2, \eta_{i-1}^2 \in [k x_1/a(x_1), k x_1/\omega)]
+ P[\omega (1 + \alpha \eta_{i-1}^2) \eta_i^2 \in B_1, \omega \eta_{i-1}^2 \in B_2, (\omega + a(x_1) \eta_{i-1}^2) \eta_i^2 \in B_1, a(x_1) \eta_{i-1}^2 \in B_2, \eta_{i-1}^2 > k x_1/\omega].
$$

This, in view of Assumption A, shows that the function $T(\cdot, B)$ is continuous. Finally, $P^2(x, B) \geq T(x, B)$ for all $x$ and all $B$. Thus, $T$ is a continuous component of $P^2$. The conclusion follows. □

Classical ergodicity proofs for nonlinear stochastic difference equations (as, for instance, in the case of TAR models, see [16]) rely on verifying a drift condition when the chain goes outside a compact set. In the model of this paper, no drift condition holds over the region $\{x_1 \leq k x_2\}$. It is therefore necessary to consider more general small sets than compact sets, as was done, for instance, by Cline and Pu [6], Theorem 2.5.

**Lemma 3.** Under the assumptions of Lemma 1, the set $C = \{x_1 \leq k x_2\}$ is small for the Markov chain $(X_t)$. Moreover, the chain is aperiodic.

**Proof.** For $x = (x_1, x_2) \in C$, we have $\psi(x) = \omega$. Thus, by (3.3), for any $B = B_1 \times B_2 \in \mathcal{B}(\mathbb{R}^+)$

$$
P^2(x, B) = P[\psi(\omega \eta_{i-1}^2, x_1) \eta_i^2 \in B_1, \omega \eta_{i-1}^2 \in B_2]
= P[\omega \eta_i^2 \in B_1, \omega \eta_{i-1}^2 \leq k x_1, \omega \eta_{i-1}^2 \in B_2]
+ P[(\omega + \alpha \omega \eta_{i-1}^2) \eta_i^2 \in B_1, \omega \eta_{i-1}^2 > k x_1, \omega \eta_{i-1}^2 \in B_2]
:= P_1(x, B) + P_2(x, B).
$$
Let $\varepsilon > 0$. For $x_1 > \varepsilon$, we have

\begin{equation}
P_1(x, B) \geq P[\omega \eta^2_i \in B_1, \omega \eta^2_{i-1} \leq k\varepsilon, \omega \eta^2_{i-2} \in B_2] := \mu_1(B).
\end{equation}

For $x_1 \leq \varepsilon$, we have

\begin{equation}
P_2(x, B) \geq P[(\omega + \alpha \omega \eta^2_{i-1}) \eta^2_i \in B_1, \omega \eta^2_{i-1} > k\varepsilon, \omega \eta^2_{i-2} \in B_2] := \mu_2(B).
\end{equation}

The measures $\mu_1$ and $\mu_2$ are clearly nontrivial. It follows that the sets $C_1 = \{x_1 > \varepsilon\} \cap C$ and $C_2 = \{x_1 \leq \varepsilon\} \cap C$ are small. The union of two small sets being a small set, we may conclude that $C = C_1 \cup C_2$ is a small set.

To prove aperiodicity, we will consider three-step transition probabilities. Recall that, for a $\phi$-irreducible Markov chain, the definition of the period $d$ is independent of the choice of a small set. For our small set, we choose $C_1$. For $x \in C_1$ and for $B = B_1 \times B_2 \in \mathcal{B}(\mathbb{R}^2)$, we have, from (3.4) and (3.5), after translation of the times,

\begin{align*}
P^2(x, B) &\geq P[\omega \eta^2_{i+1} \in B_1, \omega \eta^2_i \leq k\varepsilon, \omega \eta^2_i \in B_2] \\
&\geq P[\omega \eta^2_{i+1} \in B_1, \omega \eta^2_{i-1} \leq k\varepsilon, \omega \eta^2_i \leq k\varepsilon, \omega \eta^2_i \in B_2, \eta^2_i \leq k\eta^2_{i-1}] \\
&:= \mu(B),
\end{align*}

\begin{align*}
P^3(x, B) &= P[\psi(\omega \eta^2_{i-1}, x_1) \eta^2_i, \omega \eta^2_{i-1} \in B_1, \psi(\omega \eta^2_{i-1}, x_1) \eta^2_i \in B_2] \\
&= P[\psi(\omega \eta^2_i, \omega \eta^2_{i-1}) \eta^2_{i+1} \in B_1, \omega \eta^2_{i-1} \leq kx_1, \omega \eta^2_i \in B_2] \\
&\quad + P[\psi(\omega + \alpha \omega \eta^2_{i-1}) \eta^2_i, \omega \eta^2_{i-1} \in B_1, \omega \eta^2_{i-1} > kx_1, (\omega + \alpha \omega \eta^2_{i-1}) \eta^2_i \in B_2] \\
&\geq P[\psi(\omega \eta^2_i, \omega \eta^2_{i-1}) \eta^2_{i+1} \in B_1, \omega \eta^2_{i-1} \leq k\varepsilon, \omega \eta^2_i \in B_2] \\
&\geq P[\omega \eta^2_{i+1} \in B_1, \omega \eta^2_{i-1} \leq k\varepsilon, \omega \eta^2_i \leq k\eta^2_{i-1}] \\
&\geq \mu(B).
\end{align*}

The set $C_1$ is then both $v_2$-small and $v_3$-small, where $v_2 = v_3 = \mu$. This measure $\mu$ is nontrivial. The greatest common divisor $d$ of the set $E_{C_1}$ which appears in the definition of periodicity is thus equal to 1. The conclusion follows. \hfill \Box

3.3. \textbf{\textit{$\beta$-mixing.}} The main result of this paper is the following theorem:

\begin{theorem}
Under Assumption A and the condition $k > 0$, there exists a strictly stationary solution $(\varepsilon_t)$ to model (1.2). This solution is $\beta$-mixing, and hence strongly mixing, with geometric rate. Moreover, there exists $r > 0$ such that $\mathbb{E}_\pi(\varepsilon_t^{2r}) < \infty$.
\end{theorem}
Remark 3. It is worth noting that when $k > 0$, strict stationarity holds regardless of the value of $\alpha$. When $k = 0$, that is, in the case of the standard ARCH(1), we have the well-known strict stationarity condition established by Nelson [14]:

$$0 \leq \alpha < \exp\{-E(\log \eta_t^2)\}.$$

Remark 4. Assumption A is crucial for strict stationarity to hold without an upper bound for $\alpha$. For instance, in the deterministic case, $\eta_t^2 = 1$, a.s., Assumption A is not verified and it was seen in Section 3.1 that stability requires $k > \alpha$, or $k \leq \alpha < 1$.

Remark 5. Cline and Pu [7] provided useful conditions for geometric ergodicity of a general class of nonlinear AR–ARCH models. We cannot rely on their results, however, because in particular their Assumption A.5 does not hold for model (1.2).

To prove Theorem 3.2, we start by establishing the following lemma:

Lemma 4. Under the assumptions of Theorem 3.2, the Markov chain $(X_t)$ is geometrically ergodic.

Proof. The conclusion being obvious when $\alpha = 0$, we consider the case $\alpha > 0$. The proof consists in verifying the three conditions of Theorem 2.1 for $m = 2$. Property (i) holds with $\phi = \lambda^+_2$, by Lemma 1, (ii) holds by Lemmas 2 and 3. To check (iii), we take $g(x) = g(x_1, x_2) = x_1^r$, where $r \in (0, 1]$. Let $\mu_{2r} = E(\eta_t^{2r})$ and let $\mu_{2r}^* = E(\eta_t^{2r} \mathbb{1}_{\eta_t^2 > k/\alpha})$. Note that these quantities are finite under Assumption A. We have

$$E[g(X_{t+2})|X_t = (x_1, x_2)] = E[\varepsilon_t^{2r}|X_t = (x_1, x_2)]$$

$$= E[\eta_t^{2r}(\psi(\psi(x_1, x_2)\eta_{t+1}^2, x_1))^{\alpha}]$$

$$= \mu_{2r} E[\psi(\psi(x_1, x_2)\eta_{t+1}^2, x_1)]^{\alpha}$$

$$= \mu_{2r} E[\omega + \alpha \psi(x_1, x_2)\eta_{t+1}^2 \mathbb{1}_{\eta_{t+1}^2 > kx_1/\psi(x_1, x_2)}^{\alpha}]$$

$$\leq \mu_{2r} \omega^r + \mu_{2r} \alpha^r \psi(x_1, x_2)^r E[\eta_{t+1}^{2r} \mathbb{1}_{\eta_{t+1}^2 > kx_1/\psi(x_1, x_2)}],$$

where the last inequality follows from the elementary inequality $(a + b)^r \leq a^r + b^r$ for any $a, b \geq 0$. For $x_1 > kx_2$, we then have

$$E[g(X_{t+2})|X_t = (x_1, x_2)] \leq \mu_{2r} \omega^r + \mu_{2r} \alpha^r (\omega + \alpha x_1)^r E[\eta_{t+1}^{2r} \mathbb{1}_{\eta_{t+1}^2 > kx_1/\psi(x_1, x_2)}^{\alpha}].$$

When $x_1 \to +\infty$, the right-hand side of this inequality is equivalent to

$$\alpha^{2r} \mu_{2r}^* x_1^{r}.$$
Now $\alpha^{2r} \mu_{2r} \mu_{2r}^*$ tends to $P[\eta_r^2 > k/\alpha]$ when $r \to 0$, by the Lebesgue theorem. This probability being strictly less than 1 when $k > 0$ (by Assumption A), we have $\alpha^{2r} \mu_{2r} \mu_{2r}^* < 1$ for $r$ sufficiently small. Therefore, there exist $\beta > 0$, $r > 0$ and $M > 0$ such that

$$x_1 > M \quad \text{and} \quad x_1 > kx_2 \implies E[\epsilon_{t+2}^2 | X_t = (x_1, x_2)] \leq (1 - \beta)x_1^r - \beta.$$  

For $x_1 \leq M$, we have $\psi(x_1, x_2) \leq \omega + \alpha M$ and hence, from (3.6), we have

$$E[\eta_{t+1}^2 \mathbb{1}_{\eta_{t+1}^2 > kx_1/\psi(x_1, x_2)}] \leq \mu_{2r}.$$  

and (3.6), we have

$$E[\epsilon_{t+2}^2 | X_t = (x_1, x_2)] \leq \mu_{2r} \omega^r + \mu_{2r}^2 \alpha^r (\omega + \alpha M)^r.$$  

Finally, for $x_1 \leq kx_2$, since $\psi(x_1, x_2) = \omega$, we have, by (3.6),

$$E[\epsilon_{t+2}^2 | X_t = (x_1, x_2)] \leq \mu_{2r} \omega^r (1 + \mu_{2r} \alpha^r) \leq \mu_{2r} \omega^r + \mu_{2r}^2 \alpha^r (\omega + \alpha M)^r.$$  

We can conclude that (iii) holds, with $C = [0, M]^2 \cup \{x_1 \leq kx_2\}$ and $b = \mu_{2r} \omega^r + \mu_{2r}^2 \alpha^r (\omega + \alpha M)^r$.

That $C$ is a small set is a consequence of Lemma 2 (implying that any compact set is small), Lemma 3 and the fact that the union of two small sets is small ([13], Proposition 5.5.5). The conclusion follows. □

PROOF OF THEOREM 3.2. Since $(X_t)$ is geometrically ergodic, it is $\beta$-mixing, with $E\pi g(X_t) = E\pi \epsilon_{t+2}^2 < \infty$. It follows that $(\epsilon_t^2)$ and $(\sigma_t)$ are $\beta$-mixing processes. The fact that $\epsilon_t$ inherits this $\beta$-mixing property follows from the independence between $\sigma_t$ and $\eta_t$ (see, e.g., [10], proof of Theorem 3). □

3.4. Existence of moments. Theorem 3.2 ensures the existence of a moment of some order $2r$. For statistical applications, however, it is often necessary to assume second order stationarity or the existence of higher order moments. The following theorem provides a sufficient condition for the existence of $2p$th-order moments:

THEOREM 3.3. Let $p \in \mathbb{N}$. Under Assumption A, with $\mu_{2p} = E\eta_{1}^{2p} < \infty$, if

$$0 \leq \alpha < \max_{m \in \{1,2,\ldots\}} \left( \frac{k^{m-1}}{\mu_{2p} \mu_{2m}^{1-1/m} \mu_{2mp}^{1/m}} \right)^{1/(2p+m-1)},$$  

then there exists a strictly stationary solution process $(\epsilon_t)$ to model (1.2) such that $E\pi (\epsilon_t^{2p}) < \infty$.

REMARK 6. For $m = 1$, the term inside the brackets reduces to $\mu_{2p}^{-1/p}$. A simple condition for the existence of $E(\epsilon_t^{2p})$ is thus

$$\mu_{2p} \alpha^p < 1,$$  

with $0 \leq \alpha < \max_{m \in \{1,2,\ldots\}} \left( \frac{k^{m-1}}{\mu_{2p} \mu_{2m}^{1-1/m} \mu_{2mp}^{1/m}} \right)^{1/(2p+m-1)}$. □
which is also necessary in the standard ARCH(1) case \((k = 0)\). However, the example below shows that when \(k\) increases, the upper bound in (3.7) is attained for integers \(m > 1\).

**PROOF OF THEOREM 3.3.** Following the same approach as that used in the proof of Lemma 4, but now with \(g(x) = g(x_1, x_2) = x_1^p\), we get

\[
E[\epsilon_{t+2}^2 | X_t = (x_1, x_2)] = E[\eta_{t+2}^2 \psi(\eta_{t+1}^2, x_1) | X_{t-1} = (x_1, x_2)] = \mu_2^2 \psi(x_1, x_2) \psi(\eta_{t+1}^2, x_1) E[\eta_{t+1}^2 > k x_1 / \psi(x_1, x_2)]^p
\]

(3.9)

By the Hölder and Markov inequalities, we have, for \(m \geq 1\),

\[
E(\eta_{t+1}^2 \psi(\eta_{t+1}^2, x_1)) \leq \left( E(\eta_{t+1}^2)^{1/m} \right)^{(m-1)/m} \mu_2^2 \psi(x_1, x_2) \psi(\eta_{t+1}^2, x_1) \left( \frac{k x_1}{\psi(x_1, x_2)} \right)^m
\]

When \(x_1 > k x_2\) and \(x_1 \to +\infty\), the right-hand side of (3.9) is thus bounded by a term which is equivalent to

\[
\mu_2^2 \mu_2^p \psi(x_1, x_2) \psi(\eta_{t+1}^2, x_1) \left( \frac{k x_1}{\psi(x_1, x_2)} \right)^m \frac{1}{x_1^p}.
\]

The right-hand side term inside the brackets being, in view of (3.7), strictly less than 1 for some \(m > 1\), we thus have

\[
\mu_2^2 \mu_2^p \psi(x_1, x_2) \psi(\eta_{t+1}^2, x_1) \left( \frac{k x_1}{\psi(x_1, x_2)} \right)^m \frac{1}{x_1^p} \leq (1 - \beta)x_1^p - \beta
\]

for some constant \(\beta > 0\). Therefore, there exists \(M > 0\) such that

\[
x_1 > M \quad \text{and} \quad x_1 > k x_2 \quad \implies \quad E[\epsilon_{t+2}^2 | X_t = (x_1, x_2)] \leq (1 - \beta)x_1^p - \beta.
\]
Furthermore, for \( x_1 \leq M \), we have \( \psi(x_1, x_2) \leq \omega + \alpha M \) and thus, in view of (3.9),
\[
E[\varepsilon_{t+2}^{2p} | X_t = (x_1, x_2)] \leq \mu_{2p} \sum_{s=0}^{p} \binom{s}{p} \omega^{p-s} \alpha^s (\omega + \alpha M)^s
\]
\[= \mu_{2p} (\omega + \alpha (\omega + \alpha M))^p. \]
Finally, for \( x_1 \leq kx_2 \), we have \( \psi(x_1, x_2) = \omega \) and thus, from (3.9),
\[
E[\varepsilon_{t+2}^{2p} | X_t = (x_1, x_2)] \leq \mu_{2p} (\omega + \alpha \omega)^p.
\]

We can conclude that
\[
E[\varepsilon_{t+2}^{2p} | X_t = (x_1, x_2)] \leq \begin{cases} (1 - \beta)x_1^2 - \beta, & x \in C^c, \\ b, & x \in C, \end{cases}
\]
for some strictly positive constants \( \beta \) and \( b \), with \( C = [0, M]^2 \cup \{x_1 \leq kx_2\} \). The theorem follows. \( \square \)

When \( k \leq 1 \), a necessary condition can be straightforwardly obtained as follows. Let \((\varepsilon_t)\) be a strictly stationary solution of model (1.2) with a finite \( 2p \)th moment. Then
\[
E(\varepsilon_t^{2p}) \geq \mu_{2p} \left[ \omega^p + \alpha^p E\left\{ \varepsilon_{t-1, k}^2 \|_{\varepsilon_{t-2}^2} \right\} \right]
\]
\[= \mu_{2p} \left[ \omega^p + \alpha^p E(\varepsilon_t^{2p}) - \alpha^p E\left\{ \varepsilon_{t-1, k}^2 \right\} \right]
\]
\[\geq \mu_{2p} \left[ \omega^p + \alpha^p E(\varepsilon_t^{2p}) - \alpha^p k^p E(\varepsilon_{t-2}^{2p}) \right]. \]

It follows that
\[
\{1 - \mu_{2p} \alpha^p (1 - k^p)\} E(\varepsilon_t^{2p}) \geq \mu_{2p} \omega^p.
\]
Therefore, a necessary condition for \( E(\varepsilon_t^{2p}) < \infty \) is
\[
(3.10) \quad \mu_{2p} \alpha^p (1 - k^p) < 1,
\]
and we have
\[
E(\varepsilon_t^{2p}) \geq \frac{\mu_{2p} \omega^p}{1 - \mu_{2p} \alpha^p (1 - k^p)}. \]

When \( k = 0 \), (3.10) coincides with (3.8) and provides the necessary and sufficient condition for the existence of \( E(\varepsilon_t^{2p}) \) in the standard ARCH(1) case (see [12] for moment conditions for the GARCH\((p, q)\) model).

**EXAMPLE.** In the case of the standard \( \mathcal{N}(0, 1) \) distribution for \( \eta_t \), condition (3.7) can be made explicit. First, let \( p = 1 \). We have \( \mu_{2m} = \frac{(2m)!}{2^m m!} \) and simple algebra shows that the maximum in (3.7) is attained for
\[
m_0 = m_0(k) = \min_{m \in \{2, 3, \ldots\}} \left\{ m : k < \left( \frac{(2m - 1)^m}{\mu_{2(m-1)}} \right)^{1/2} \right\} - 1.
\]
For stationarity, as can be seen from Table 1. Thus, the second-order stationarity condition is
\[
0 < \alpha < \left( \frac{k^{m_0} - \frac{1}{2}m_0!}{(2m_0)!} \right)^{1/(m_0+1)}.
\]

For \( k \geq 3 \), values of \( \alpha \) that are greater than 1 can be compatible with second-order stationarity, as can be seen from Table 1.

Similar computations can be carried out when \( p = 2 \). Table 2 provides the

| \( k \) | \( m \) | \( \alpha \) | \( \alpha_{\text{max}} \) |
|---|---|---|---|
| [0, 3, 4.16] | 1 | \([0, \frac{1}{12}]\) | 0.577 |
| [3.416, 4.579] | 2 | \([0, \frac{k}{\mu_4 + \mu_5}]^{1/5}\) | 0.612 |
| [4.579, 6.373] | 3 | \([0, \frac{k^2}{\mu_4 \mu_6 + \mu_{12}}]^{1/6}\) | 0.684 |
| [6.373, 8.846] | 4 | \([0, \frac{k^3}{\mu_4 \mu_6 \mu_9 + \mu_{16}}]^{1/7}\) | 0.787 |
| [8.846, 12.183] | 5 | \([0, \frac{k^4}{\mu_4 \mu_6 \mu_9 \mu_{12} + \mu_{20}}]^{1/8}\) | 0.923 |
| [12.183, 16.656] | 6 | \([0, \frac{k^5}{\mu_4 \mu_6 \mu_9 \mu_{12} \mu_{17}}]^{1/9}\) | 1.098 |
| [16.656, 22.626] | 7 | \([0, \frac{k^6}{\mu_4 \mu_6 \mu_9 \mu_{12} \mu_{17} \mu_{24}}]^{1/10}\) | 1.320 |
| [22.626, 30.571] | 8 | \([0, \frac{k^7}{\mu_4 \mu_6 \mu_9 \mu_{12} \mu_{17} \mu_{24} \mu_{28}}]^{1/11}\) | 1.599 |
| [30.571, 41.122] | 9 | \([0, \frac{k^8}{\mu_4 \mu_6 \mu_9 \mu_{12} \mu_{17} \mu_{24} \mu_{28} \mu_{36}}]^{1/12}\) | 1.948 |
fourth-order stationarity constraints, for different ranges of values of $k$. The values of $m$ corresponding to the maximum in (3.7) have been obtained numerically. For $k < 3.416$, the maximum is reached for $m = 1$ and the constraint is that of a standard ARCH(1) ($3\alpha^2 < 1$). Interestingly, when $k$ increases, the maximum is reached for larger values of $m$ (e.g., $m = 2$ for $1.763 \leq k < 1.886$) and larger values for $\alpha$ are obtained. It is seen that values of $\alpha$ much larger than 1 are compatible with $E(\varepsilon_t^4) < \infty$ when $k$ is large. Similar tables can be constructed for any value of $p$ and for other distributions.

The outputs of Tables 1 and 2 are represented in Figure 1.

Acknowledgment. The authors wish to thank the referee for careful reading and valuable comments.

REFERENCES

[1] BasraK, B., Davis, R. A. and Mikosch, T. (2002). Regular variation of GARCH processes. Stochastic Process. Appl. 99 95–115. MR1894253
[2] Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. J. Econometrics 31 307–327. MR0853051
[3] Bougerol, P. and Picard, N. (1992). Strict stationarity of generalized autoregressive processes. Ann. Probab. 20 1714–1730. MR1188039
[4] Bougerol, P. and Picard, N. (1992). Stationarity of GARCH processes and of some non-negative time series. J. Econometrics 52 115–127. MR1165646
[5] Carrasco, M. and Chen, X. (2002). Mixing and moment properties of various GARCH and stochastic volatility models. Econometric Theory 18 17–39. MR1885348
[6] Cline, D. B. H. and Pu, H. H. (1998). Verifying irreducibility and continuity of a nonlinear time series. Statist. Probab. Lett. 40 139–148. MR1650873
[7] Cline, D. B. H. and Pu, H. H. (2004). Stability and the Lyapounov exponent of threshold AR–ARCH models. Ann. Appl. Probab. 14 1920–1949. MR2099657
[8] Davydov, Y. (1973). Mixing conditions for Markov chains. Theory Probab. Appl. 18 313–328. MR0321183
[9] ENGLE, R. F. (1982). Autoregressive conditional heteroskedasticity with estimates of the variance of the United Kingdom inflation. *Econometrica* **50** 987–1007. MR0666121

[10] FRANÇOIS, C. and ZAKOIAN, J.-M. (2006). Mixing properties of a general class of GARCH(1, 1) models without moment assumptions on the observed process. *Econometric Theory* **22** 815–834.

[11] HWANG, S. Y. and KIM, T. Y. (2004). Power transformation and threshold modeling for ARCH innovations with applications to tests for ARCH structure. *Stochastic Process. Appl.* **110** 295–314. MR2040970

[12] LING, S. and MCALEER, M. (2002). Stationarity and the existence of moments of a family of GARCH processes. *J. Econometrics* **106** 109–117. MR1875529

[13] MEYNE, S. P. and TWEEDIE, R. L. (1996). *Markov Chains and Stochastic Stability*, 3rd ed. Springer, London. MR1287609

[14] NELSON, D. B. (1990). Stationarity and persistence in the GARCH(1, 1) model. *Econometric Theory* **6** 318–334. MR1085577

[15] NELSON, D. B. (1991). Conditional heteroskedasticity in asset returns: A new approach. *Econometrica* **59** 347–370. MR1097532

[16] PETRUCCELLI, J. D. and WOOLFORD, S. W. (1984). A threshold AR(1) model. *J. Appl. Probab.* **21** 270–286. MR0741130

[17] SAID, Y. (2003). Etude probabiliste et statistique de modèles conditionnellement hétéroscédastiques non linéaires. Unpublished thesis, Lille 3 Univ. Available at http://www.univ-lille3.fr/theses/saidi-youssef.pdf.

[18] TJOESTHEIM, D. (1990). Non-linear time series and Markov chains. *Adv. in Appl. Probab.* **22** 587–611. MR1066965

[19] TONG, H. and LIM, K. S. (1980). Threshold autoregression, limit cycles and cyclical data. *J. Roy. Statist. Soc. Ser. B* **42** 245–292.

[20] ZAKOIAN, J.-M. (1994). Threshold heteroskedastic models. *J. Econom. Dynam. Control* **18** 931–955.

Université Mohammed V-Souissi
Angle avenue El Fassi et Cherkaoui
B.P. 8007. N.U. Rabat
Maroc
E-mail: saidiyoussef@hotmail.com

CREST
3 avenue Pierre Larousse
92245 Malakoff Cedex
France
E-mail: zakoian@ensae.fr