Intrinsic mechanisms for drive-dependent Purcell decay in superconducting quantum circuits
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We develop a new approach to understanding intrinsic mechanisms that cause the $T_1$-decay rate of a multi-level superconducting qubit to depend on the photonic population of a coupled, detuned cavity. Our method yields simple analytic expressions for both the coherently driven or thermally excited cases which are in good agreement with full master equation numerics, and also facilitates direct physical intuition. It also predicts several new phenomena. In particular, we find that in a wide range of settings, the cavity-qubit detuning controls whether a non-zero photonic population increases or decreases qubit Purcell decay. Our method combines insights from a Keldysh treatment of the system, and Lindblad perturbation theory.

I. INTRODUCTION

Circuit quantum electrodynamics (cQED) systems based on superconducting circuits [11, 12] are a leading platform for quantum information processing [3], and for explorations of basic quantum-optical and many-body phenomena [11, 13, 14]. The study of quantum dissipation in these systems is also of crucial interest (see e.g. [6, 12]). In many respects, the physics of cQED systems parallel that of atomic cavity QED systems. cQED systems incorporate nonlinear Josephson junction circuits that mimic artificial atoms, and linear microwave cavities that mimic photonic cavities. A paradigmatic dissipative effect in cavity QED is Purcell decay [13], the modification of atomic decay by a cavity. cQED systems motivate studying a modified version of this effect: what happens to Purcell decay when the cavity is now populated with photons (either by coherent driving or thermal noise)? This is of crucial relevance to understanding the experimentally-observed excess qubit decay during dispersive measurement [14, 15] as well as the effect of background thermal radiation on qubit coherence.

Surprisingly, a full understanding of how a photonic population impacts Purcell decay (in a form relevant to cQED) is currently lacking. Ref. [9] analyzed a driven Jaynes-Cumming (JC) model (i.e. a two-level qubit), finding that populating a cavity increases the qubit $T_1$-decay time (see also [8]). A similar trend was found in [16], which used a closely related Golden-Rule calculation to study a multi-level transmon qubit. However, in a more recent work in Refs. [11, 12] that extended black-box quantization theory [17] to describe transmon-cavity systems, an opposite-signed effect, i.e. decreasing $T_1$ with increasing cavity photon number, was numerically suggested. Unfortunately, the complexity of the method did not lend itself to simple analytic expressions nor to an intuitive picture of the underlying physics.

In this paper, we describe a new theoretical approach to understanding Purcell decay in transmon-cavity systems in the presence of driving that complements and extends previous studies. Our approach combines insights from Keldysh theory with Lindblad perturbation theory (see e.g. [18, 19]). It provides compact analytic results (Eq. (20)). One sees a striking dependence on the sign of $\Delta$. Parameters correspond to a qubit cavity coupling $g = 0.1|\Delta|$, qubit nonlinearity $U = 0.1|\Delta|$, cavity damping rate $\kappa_c = 0.01|\Delta|$ and drive frequency $\omega_D = \omega_c - 0.1|\Delta|$. Setting $|\Delta|/(2\pi) = 1\text{GHz}$, the above parameters correspond to $U/(2\pi) = g/(2\pi) = 100\text{MHz}$ and $\kappa_c/(2\pi) = 10\text{MHz}$. All baths are at zero temperature, and we assume that qubit decay is only due to Purcell effects (i.e. $\kappa_a = 0$).

Figure 1. Inset: Schematic of a cavity coupled to a weakly anharmonic qubit. Main: Qubit $T_1$-decay rate $\Gamma_{rel}$ as a function of drive-induced cavity photon number $\bar{n}_c = |\alpha|^2$. Orange indicates results for a positive qubit-cavity detuning $\Delta = \omega_c - \omega_D > 0$, blue for a negative detuning. Solid symbols are master equation numerics, solid lines correspond to our analytic result (Eq. (20)). One sees a striking dependence on the sign of $\Delta$. Parameters correspond to a qubit cavity coupling $g = 0.1|\Delta|$, qubit nonlinearity $U = 0.1|\Delta|$, cavity damping rate $\kappa_c = 0.01|\Delta|$ and drive frequency $\omega_D = \omega_c - 0.1|\Delta|$. Setting $|\Delta|/(2\pi) = 1\text{GHz}$, the above parameters correspond to $U/(2\pi) = g/(2\pi) = 100\text{MHz}$ and $\kappa_c/(2\pi) = 10\text{MHz}$. All baths are at zero temperature, and we assume that qubit decay is only due to Purcell effects (i.e. $\kappa_a = 0$).
In the thermal case, the unexpected interplay between a non-resonant dissipative process and a non-resonant Hamiltonian process yields the dominant contribution. We discuss how this process would be completely missed if one resorted to standard secular approximations or considered a JC model instead of the transmon-cavity model analyzed here. Our work reveals new understanding into the basic quantum dissipative mechanisms of driven circuit QED systems. It also outlines a new kind of analytic approach that could be useful in studying a host of driven-dissipative systems.

II. TRANSMON MODEL AND THEORETICAL FRAMEWORK

We consider a standard setup where a multi-level transmon-style superconducting qubit is coupled to a linear microwave resonator, with each system subject to dissipation. We first consider the case with no coherent driving; this will be analyzed later. The total Hamiltonian is $H = H_s + H_{\text{diss}}$, with $H_s$ describing the isolated qubit and cavity, and $H_{\text{diss}}$ the dissipative environment and its coupling to the system. We will focus on regimes where the qubit can be treated as an anharmonic (Kerr) oscillator, hence

$$H_s = \omega_c \hat{a}^\dagger \hat{a} \hat{a}_0 + g (\hat{a}^\dagger \hat{c}_0 + \text{h.c.)} + \omega_c \hat{c}_0^\dagger \hat{c}_0 - \frac{U}{2} \hat{a}^\dagger \hat{a} \hat{a}_0 \hat{a}_0^\dagger.$$  \hspace{1cm} (1)

Here, $\hat{a}_0$ and $\hat{c}_0$ are bosonic annihilation operators describing (bare) qubit and cavity excitations, with $\omega_c$ and $\omega_c$ their resonant frequencies. The qubit-cavity coupling is denoted by $g$, while $U > 0$ is the Kerr nonlinearity of the qubit (obtained by expanding the full Josephson junction cosine potential \cite{20}). We will be interested throughout in the typical regime where the cavity-qubit detuning $\Delta = \omega_c - \omega_c$ may be comparable in magnitude to $U$, but where $U \ll \omega_c, \omega_c$. We also focus on modest drives and temperatures; together, this implies that additional nonlinear terms play no significant role \cite{21}.

We will further focus on the standard dispersive regime of cQED, where $(g/\Delta)$ is small, but not so small that leading $(g/\Delta)^2$ corrections can be ignored. We will work in the so-called “blackbox” basis \cite{17}, and thus first diagonalize the quadratic part of $H_s$: $H_0 = \omega_c \hat{c}_0^\dagger \hat{c}_0 + g (\hat{a}^\dagger \hat{c}_0 + \text{h.c.)} + \omega_c \hat{c}_0^\dagger \hat{c}_0 = \omega_c \hat{c}^\dagger \hat{c} + \omega_c \hat{a}^\dagger \hat{a}$. Here, dressed cavity and qubit “polariton” operators are given by $\hat{c} \simeq [1 - g^2/(2 \Delta^2)] \hat{c}_0 - (g/\Delta) \hat{a}_0$ and $\hat{a} \simeq [1 - g^2/(2 \Delta^2)] \hat{a}_0 + (g/\Delta) \hat{c}_0$, respectively. The corresponding renormalized frequencies are $\omega_a \simeq \omega_a + g^2/\Delta$ and $\omega_c \simeq \omega_c - g^2/\Delta$. The Kerr nonlinearity takes the form $H_{\text{int}} = -(U/2) \hat{a}^\dagger \hat{a} \hat{a}_0 \hat{a}_0^\dagger \hat{a}_0 \simeq H_{\text{int}}^\text{lin} + H_{\text{int}}^\text{cr} + H_{\text{int}}^\text{nc} + \hat{V}_{\text{int}}$. Here, the first two terms are usual self and cross-Kerr nonlinearities

$$H_{\text{int}}^\text{lin} = \chi_{aa} \hat{a}^\dagger \hat{a} \hat{a}_0, \quad H_{\text{int}}^\text{cr} = \chi_{ca} \hat{c}^\dagger \hat{c} \hat{a}_0 \hat{a} \hat{a}_0^\dagger \hat{a}_0$$  \hspace{1cm} (2)

with $\chi_{aa} = -(U/2)[1 - g^2/(2 \Delta^2)]$ and $\chi_{ca} = -2g^2U/\Delta^2$.

In contrast

$$\hat{H}_{\text{int}}^\text{nc} = \tilde{\chi} (\hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a} + \hat{c}^\dagger \hat{c} \hat{a}^\dagger \hat{a}_0)$$  \hspace{1cm} (3)

(with $\tilde{\chi} = gU/\Delta$) describes a nonlinear process in which a cavity photon is converted into a qubit excitation (or vice-versa) with an amplitude that depends on qubit excitation number. While this process is non-resonant, it will play a crucial role in mediating photon-number dependent dissipative effects. Finally, the last interaction term $\hat{V}_{\text{int}}$ contains non-resonant terms of order $(g/\Delta)^2$ or higher, and will play no role in what follows; we thus set it to zero. We will often refer to the cavity/qubit polariton modes $\hat{c}$ and $\hat{a}$ as simply the ‘cavity/qubit modes’, while $\hat{c}_0$ and $\hat{a}_0$ will be called the ‘bare modes’.

We now turn to the modelling of dissipation. As is standard, we take the bare qubit and cavity to each be coupled linearly to independent, Markovian bosonic reservoirs \cite{11, 22} (though certain extensions to non-Markovian cavity baths are discussed below). Using a Keldysh approach, one can integrate out these reservoirs and derive a formally exact dissipative action describing the system. As shown in the Appendix A in the small dissipation limit of interest, this action is equivalent to the following Lindblad master equation:

$$\partial_t \rho = -i [\hat{H}_s, \rho] + \sum_{\mu=a,c} \kappa_{\mu} (1 + \tilde{n}_\mu^0) \hat{D}[\hat{d}^\mu_\mu] \rho + \tilde{n}_\mu^0 \hat{D}[\hat{d}^\mu_\mu]^\dagger \rho \equiv \hat{L}_\rho, \hspace{1cm} (4)$$

where $\hat{d}^\mu_\mu \equiv \hat{c}_0$, $\hat{d}^\mu_\mu \equiv \hat{a}_0$, and $\kappa_{\mu}$ ($\tilde{n}_\mu^0$) are the decay rates (thermal occupancies) of the bare cavity and qubit environments. We also take $\hat{D}[\hat{L}] \rho = \hat{L} \rho \hat{L}^\dagger - 1/2 (\hat{L}^\dagger \hat{L}, \rho)$ as the usual Lindblad dissipator. In what follows, we will focus attention on the experimentally relevant regime where the cavity damping rate is much larger than the intrinsic qubit decay rate, $\kappa_a \ll \kappa_c$. As our focus is on describing Purcell decay, we do not include an intrinsic qubit dephasing dissipator \cite{22}.

Note that Eq. (4) describes a dissipative coupling between polariton modes. To see this explicitly, we transform it to the blackbox basis, where it takes the form

$$\partial_t \rho = \hat{L}_\rho = \hat{L}_{\text{in}} \hat{\rho} + \hat{L}_{\text{col}} \hat{\rho}. \hspace{1cm} (5)$$

The Liouvillian $\hat{L}_{\text{in}}$ describes a model where each polariton is coupled to independent effective reservoirs; letting $\hat{d}_c = \hat{c}$ and $\hat{d}_a = \hat{a}$, we have

$$\hat{L}_{\text{in}} \hat{\rho} = -i [\hat{H}_s, \rho] + \sum_{\mu=a,c} \kappa_{\mu} (1 + \tilde{n}_\mu^0) \hat{D}[\hat{d}_\mu \mu] \rho + \tilde{n}_\mu^0 \hat{D}[\hat{d}_\mu \mu]^\dagger \rho. \hspace{1cm} (6)$$

The damping rates and thermal occupancies corresponding to the effective qubit-polariton bath are given by:

$$\kappa_a = \kappa_a + \frac{g^2}{\Delta} (\kappa_c - \kappa_a) \equiv \kappa_a + \kappa_c,$$  \hspace{1cm} (7)

$$\tilde{n}_a = \frac{1}{\kappa_a} \left[ \kappa_a \tilde{n}_c^0 + \frac{g^2}{\Delta^2} (\kappa_c \tilde{n}_c^0 - \kappa_a \tilde{n}_a^0) \right]. \hspace{1cm} (8)$$
The cavity-polariton bath parameters \( \tilde{\kappa}_c \) and \( \tilde{\kappa}_c \) are given by analogous expressions (one simply exchanges \( c \) and \( a \)). Note that the qubit-polariton decay rate in Eq. (7) is simply the sum of the intrinsic qubit decay rate \( \kappa_a \) and standard (zero temperature) Purcell decay rate \( \kappa_p \).

Eq. (6) also has a term \( \mathcal{L}_{cd} \) describing correlated dissipation that provides a dissipative coupling of qubit and cavity polaritons:

\[
\mathcal{L}_{cd} \rho = -\frac{1}{2} \left( \tilde{\gamma}_1 + \tilde{\gamma}_1 \right) \{ \hat{a} \dagger \hat{c} + \hat{c} \dagger \hat{a}, \rho \} + \tilde{\gamma}_1 (\hat{a} \hat{p} \hat{c} + \hat{c} \hat{p} \hat{a}) + \tilde{\gamma}_1 (\hat{a} \hat{p} \hat{c} + \hat{c} \hat{p} \hat{a}),
\]

where

\[
\tilde{\gamma}_1 = (g/\Delta) [\kappa_c (1 + \hat{n}_c^0) - \kappa_a (1 + \hat{n}_a^0)],
\]

\[
\tilde{\gamma}_1 = (g/\Delta) [\kappa_c \hat{n}_c^0 - \kappa_a \hat{n}_a^0].
\]

The first line in Eq. (9) describes an effective non-Hermitian beam-splitter coupling between polaritons, whereas the last line describes correlated noise.

We stress again that the correlated polariton dissipation described by Eq. (6) follows from our exact treatment. Nonetheless, it is common at this point to simply omit \( \mathcal{L}_{cd} \). This corresponds to a standard secular approximation: as \( \mathcal{L}_{cd} \) describes non-resonant processes (detuning \( \sim \Delta \)), and as \( |\Delta| \gg \tilde{\gamma}_1, \tilde{\gamma}_1, \mathcal{L}_{cd} \) is expected to have a marginal effect. We will not make this approximation in what follows [23]. Surprisingly, we show that in the case of a thermal cavity population, the correlated dissipation described by \( \mathcal{L}_{cd} \) provides the dominant temperature-dependent correction to the qubit Purcell decay rate.

III. QUBIT DECAY RATE IN THE PRESENCE OF TEMPERATURE

We can now examine how qubit dissipation is modified by populating the cavity. The general picture is that non-resonant coupling processes (both Hamiltonian and dissipative) will alter the Purcell contribution to the qubit \( T_1 \)-decay rate \( \Gamma_{cd} \). Our approach will be to treat these processes systematically using Lindblad perturbation theory (see Appendix C for a short review).

To this end, we write our full Liouvillian as \( \mathcal{L} = \mathcal{L}_0 + \mathcal{L}_1 \), where \( \mathcal{L}_0 \) describes all processes which do not couple qubit and cavity polaritons. In contrast, \( \mathcal{L}_1 = \mathcal{L} - \mathcal{L}_0 \) describes both nonlinear and dissipative polariton-polariton coupling terms:

\[
\mathcal{L}_1 \rho = -i [\epsilon_{cr} H_{int}^{crs} + \epsilon_{ns} H_{int}^{nc}, \rho] + \epsilon_{nc} \mathcal{L}_{cd} \rho
\]

\( \mathcal{L}_1 \) will be treated perturbatively, as it scales as the small parameter \( g/\Delta \). To make the physical origin of different contributions clear in what follows, we have introduced book-keeping constants \( \epsilon_{cr} = \epsilon_{ns} = \epsilon_{cd} = 1 \). We stress that the qubit self-Kerr interaction \( H_{int}^{crs} \) in Eq. (6) is included in \( \mathcal{L}_0 \).

The first step is to identify the qubit \( T_1 \)-decay mode to zeroth order in perturbation theory. This can be done unambiguously, as \( \mathcal{L}_0 \) has a set of eigenmodes which only describe qubit population decay (in the Fock basis). We identify the eigenvalue of the slowest of these eigenmodes as the qubit \( T_1 \)-decay rate \( \Gamma_{cd} \); it dominates the relaxation of an initial qubit excited state. We find [24,25] (see Appendix C)

\[
\Gamma^{(0)}_{cd} = \tilde{\kappa}_a = \kappa_a + \frac{g^2}{\Delta}(\kappa_c - \kappa_a).
\]

Note that this leading-order decay rate is independent of both the temperature \( \bar{n}_c^0 \) and the self-Kerr nonlinearity \( \chi_{nn} \), as has been noted in other contexts (see e.g. [27]).

We next calculate the leading-order correction to \( \Gamma_{cd} \) arising from \( \mathcal{L}_1 \). This amounts to perturbatively calculating the eigenvalue shift of the relevant Liouvillian eigenmode, which emerges at second order. Focusing on the experimentally relevant regime of weak intrinsic qubit loss (\( |\chi_{cr} | \sim U \gg \tilde{\kappa}_a \)) and low temperature (\( \bar{n}_c^0, \bar{n}_a^0 \ll 1 \)), a straightforward but tedious calculation yields (See Appendix C for derivation)

\[
\Gamma_{cd} \approx \tilde{\kappa}_a + \frac{g^2}{\Delta} \frac{\epsilon_{cr} \epsilon_{nc}}{\Delta - U} [8(\kappa_c - \kappa_a)\tilde{n}_a - 4(\tilde{\kappa}_c - \tilde{\kappa}_a)\tilde{n}_a^0] + \frac{g^2}{\Delta} \frac{\epsilon_{ns}^2 U^2}{(\Delta - U)^2} (\tilde{\kappa}_a + \tilde{\kappa}_c)(4\tilde{n}_a - 2\tilde{\kappa}_c)
\]

(14)

where all neglected terms are \( \mathcal{O}(g^4/\Delta^4) \) or higher. This is the first main result of this paper. The second and third terms here describe temperature-dependent contributions to Purcell decay. We find a surprising dependence both on bath temperatures, and on the sign of the qubit cavity detuning \( \Delta \). The third term in Eq. (14) \( \propto \epsilon_{cr}^2 \) is solely due to the nonlinear conversion process in Eq. (3), and can be linked to Fermi’s Golden rule rates involving the qubit \( n = 2 \) state (See Appendix C). More interesting is the second term (\( \propto \epsilon_{nc} \epsilon_{cr} \)), which dominates the third term in the usual limit where \( \Delta \gg U \). This process results from a subtle interplay between the Hamiltonian nonlinear conversion interaction, and the dissipative polariton coupling described by \( \mathcal{L}_{cd} \). Note that both correction terms vanish at zero temperature.

The surprising interplay of coherent and dissipative conversion processes in determining qubit relaxation can be understood intuitively. Consider a model of two linear classical oscillators whose amplitudes \( \beta_a, \beta_c \) obey:

\[
i \partial_t \begin{pmatrix} \beta_a \\ \beta_c \end{pmatrix} = \begin{pmatrix} \omega_c - i\tilde{\kappa}_c/2 & r - i\gamma \\ r - i\gamma & \omega_a - i\tilde{\kappa}_a/2 \end{pmatrix} \begin{pmatrix} \beta_a \\ \beta_c \end{pmatrix}.
\]

(15)

This describes two modes with resonant frequencies \( \omega_c, \omega_a \) decay rates \( \tilde{\kappa}_c, \tilde{\kappa}_a \) that are coupled both coherently (rate \( r \)) and dissipatively (rate \( r \gamma \)) which roughly mimics the nonlinear conversion and correlated dissipation, respectively. For weak couplings, the eigenmodes of the above dynamical matrix remain localized. A simple diagonalization shows that the decay rate for the \( a \)-like mode is modified by the couplings as \( \kappa_a \rightarrow \):
Appendix C for a detailed discussion on this point.)

\[ \kappa_a = \alpha_1 \quad \text{for a larger nonlinearity} \]

The lines (points) correspond to analytical (numerical) results. Higher order corrections are more important, but the analytical results still give good qualitative agreement. (b) The ratio of the numerically (\( \tilde{\kappa}_{\text{num}} \)) to analytically (\( \kappa_h \)) evaluated slope parameter \( s = d \Gamma_{\text{rel}} / d \Delta \) (evaluated at zero temperature). For both the panels, we set \( g = 0.1 | \Delta |, \kappa_c = 0.1 | \Delta | \) and \( \Delta < 0 \). For large \( U \) and \( \kappa_p > \kappa_a \), higher order corrections become important (as discussed in Appendix C), but our analytical expression still provides a reasonable qualitative agreement.

IV. QUBIT DECAY RATE IN THE PRESENCE OF COHERENT DRIVE

Consider now a coherent linear driving of the cavity, as described by the additional system Hamiltonian term \( \hat{H}_D = f \epsilon e^{-i \omega_0 t} \hat{a}_0 + h.c. \). We move to a rotating frame at the drive frequency \( \omega_D \), which effectively shifts \( \omega_\mu \rightarrow \omega_\mu - \omega_D \). We further make a standard displacement transformation of both modes: \( \hat{L}' = \hat{D}^\dagger [\alpha_c, \alpha_a] \hat{L} \hat{D}[\alpha_c, \alpha_a] \), where \( \hat{D}[\alpha_c, \alpha_a] \) is a displacement operator that displaces the bare cavity (qubit) operator \( \hat{a}_0(\hat{a}_0) \) by the time-independent amplitude \( \alpha_c(\alpha_a) \). By choosing displacements to cancel linear terms, the displaced Lindbladian \( \hat{L}' \) has the same dissipative terms as \( \hat{L} \) in Eq. (4), but a modified system Hamiltonian \( \hat{H}'_{\text{int}} = \hat{H}_0 + \hat{H}'_{\text{int}} = \hat{H}_0 + \hat{D}^\dagger [\alpha_c, \alpha_a] \hat{H}_{\text{int}} \hat{D}[\alpha_c, \alpha_a] \). For weak drives with small induced amplitudes \( | \alpha_c |^2 \ll 1 \), it is sufficient to only keep terms in \( \hat{H}_{\text{int}} \) that are at most \( O(\alpha_c^2) \):

\[
\hat{H}'_{\text{int}} \simeq \hat{H}_{\text{int}} - U(\alpha_a^2 \hat{a}_0^2 \hat{a}_0^2 + h.c.) + \hat{H}_{\text{quad}}
\]

The second term here describes an effective nonlinear single photon drive, whereas

\[
\hat{H}_{\text{quad}} = -2U | \alpha_a |^2 \hat{a}_0^2 \hat{a}_0 - \frac{U}{2} \left( \alpha_a^2 \hat{a}_0^2 \hat{a}_0^2 + h.c. \right)
\]

describes a mean-field frequency shift and weak squeezing drive. As these terms are quadratic, they can be accounted for exactly by defining our blackbox polaritons to be the eigenmodes of \( \hat{H}_0 + \hat{H}_{\text{quad}} \). The squeezing terms will play no role in what follows, so we drop them. The remaining frequency shift terms then lead to a modification of the qubit-cavity detuning \( \Delta \rightarrow \Delta - 2U | \alpha_a |^2 \equiv \Delta'[\alpha_a] \).
The modification of the qubit polariton by the drive directly leads to a modification of $\tilde{\kappa}_a$, the intrinsic (linear-theory) qubit polariton damping rate:

$$\tilde{\kappa}'[\alpha_a] = \kappa_a + \frac{g^2}{(\Delta[\alpha_a]^2)}(\kappa_c - \kappa_a)$$

$$\approx \kappa_a + \kappa_D + \frac{g^2}{\Delta^2} 4U (\kappa_c - \kappa_a)|\alpha_a|^2, \quad (19)$$

where in the last line we have expanded to leading order in $|\alpha_a|^2$. We see that the simple mean-field shift of the cavity frequency directly yields a change in the linear-theory polariton decay rate, one that is odd in $\Delta$. This term simply reflects the modified qubit-cavity hybridization resulting from the drive-induced cavity frequency shift. The fact that driving a nonlinear system gives rise to a notion of drive dependent polaritons has been discussed in many different contexts (see e.g. [39]).

To calculate the full modification of the qubit $T_1$-decay, we must also include the perturbative contribution of the $O[\alpha_a]$ nonlinear drive term in Eq. (17). Again using Lindblad perturbation theory, as derived in Appendix D, we finally obtain (for zero temperature, and to order $O[|\alpha_a|^2]$):

$$\Gamma_{rel} \approx \tilde{\kappa}'[\alpha_a] - \frac{2U^2}{(\omega_a - \omega_D - U)^2} \tilde{\kappa}_a|\alpha_a|^2. \quad (20)$$

This is the second main result of this paper. Note this result is contingent on a perturbative treatment of Eq. (17) being valid, which requires drive detuning $|\omega_a - \omega_D - U| \gg \tilde{\kappa}_a$. For the typical experimental scenario where the bare cavity decay rate dominates that of the qubit (i.e. $\kappa_a \ll \kappa_c$), the drive-dependence of the qubit $T_1$-decay rate is dominated by that of $\tilde{\kappa}'[\alpha_a]$. The sign of the drive dependence thus exhibits a striking dependence on the sign of $\Delta$. Our results are in excellent agreement with full master equation numerics, see Fig. 1. The fact that driving the cavity can either increase or decrease qubit $T_1$ depending on $\Delta$ was not noted in previous work. Note that this result is easily extended to the case where the intrinsic cavity bath has a different density of states at $\omega = \omega_c$ and $\omega = \omega_a$, see Eq. (A34) in Appendix A.

V. COMPARISON TO JAYNES-CUMMINGS MODEL

In this section, we compare our main results for the transmon model against the more commonly used JC model. As we have shown in the previous sections, in the transmon model, the presence of the qubit $n = 2$ Fock state played a crucial role in determining the dissipative properties (see the discussions below Eq. (14)). Therefore, we expect the JC model, which treats the qubit as a two-level system, to give very different results from our transmon model results. Here, we show that the dissipative properties of the JC model is indeed very different from the transmon model for both the thermal and coherent drive cases.

The equation of motion of the JC model is given by,

$$\partial_t \dot{\rho} = -i[\hat{H}_{JC}, \rho] + \kappa_c[(1+\tilde{n}_0^c)D[\hat{\rho}] + \tilde{n}_0^c D[\hat{\rho}^\dagger]] \quad (21)$$

where $\hat{H}_{JC} = \hat{H}_0^C + \hat{V}_{JC} + \hat{H}_D$ with

$$\hat{H}_0^C = \omega_c \hat{\sigma}_z + \omega_c \hat{c}_0^\dagger \hat{c}_0,$$

$$\hat{V}_{JC} = g(\hat{\sigma}_x + \hat{\sigma}_\alpha + \hat{\sigma}_- - \hat{\sigma}_-), \quad \hat{H}_D = \gamma \hat{\sigma}_\alpha \hat{\sigma}_\alpha.$$

Here, $\hat{\sigma}_\pm = (\hat{\sigma}_x \pm i\hat{\sigma}_y)/2$ are Pauli matrices and have assumed a vanishing bare qubit dissipation rate $\kappa_a = 0$.

We first consider the case where the thermal bare cavity occupancy is present but has no coherent drive. Treating the Rabi coupling term $L_1 \cdot = -i[V_{JC}, \cdot]$ as the perturbation within the Lindblad perturbation theory, the qubit $T_1$-decay rate at low temperature $\tilde{n}_0^c \ll 1$ in the dispersive limit $g/|\Delta| \ll 1$ can be computed within the second order perturbation as,

$$\Gamma_{JC}^{rel} \approx \frac{g^2}{\Delta^2} \kappa_c(1 + 2\tilde{n}_0^c). \quad (24)$$

In stark contrast to the rich behavior seen in our Figs. 2 and 3(a), we find that the JC model always gives an increase of the qubit $T_1$ decay rate. This result can be understood by regarding the dissipative cavity as a bath for the qubit that has a Lorentzian spectrum $S_c(\omega) = (\kappa_c/(2\pi))/[(\omega - \omega_c)^2 + \kappa_c^2/4]$. The second-order process of the qubit-cavity coupling $g$ gives rise to an effective dissipation rate to the qubit given by $\gamma = 2\pi g^2 S_c(\omega = \omega_c) \approx g^2 \kappa_c/\Delta^2$. Since the cavity at a finite temperature gives both the absorption and emission, the qubit $T_1$-decay rate can be estimated as $\Gamma_{JC}^{rel} \approx \gamma(1 + 2\tilde{n}_0^c)$, which coincides with Eq. (24).

Although our scheme can be applied to the coherently driven JC model, we do not provide it here since the coherent drive case is analyzed in detail in Ref. [1]. It is found that the drive always decreases the qubit $T_1$-decay rate. This is, again, in stark contrast to our result (Eqs. (19) and (20)) for the weakly-nonlinear oscillator that can give positive or negative contribution dependent on the sign of the detuning $\Delta$. This is not surprising, as the mean-field shift to the frequency, which was responsible for the sign change in the transmon model, is absent in the JC model.

VI. CONCLUSION

We have presented a systematic formalism for analyzing dissipation in driven cQED systems, deriving simple expressions that describe the modification of qubit Purcell decay due to thermal or coherent photons. Our results highlight the importance of the sign of the cavity-qubit detuning, and the interplay between non-resonant coherent and dissipative processes.
We note that, in most experiments, it is likely that there are other extrinsic effects (e.g., drive-induced heating) that can also affect the photon-number dependence of qubit $T_1$-decay rate, causing them to vary experiment to experiment. Our contribution here is to set the “fundamental limit” to such photon-number dependent dissipation; the discovered intrinsic mechanisms are unavoidable, even if the extrinsic dissipation channels are terminated. More generally, our work provides a new set of tools that can also be applied to other relevant problems, e.g. dissipation in multi-cavity systems with transmon-mediated interactions as outlined in Appendix [1].

Appendix A: Keldysh formalism for multi-level superconducting qubit

1. Derivation of master equation (4) via the Keldysh formalism

We derive here the master equation Eq. (4) by using the Keldysh formalism [32] which treats the effects of the dissipative baths exactly. Our starting point is a Hamiltonian $\hat{H}$ which describes the qubit and cavity coupled to two independent Markovian baths. By integrating out these baths, we obtain a Keldysh action that is identical to the one corresponding to the master equation Eq. (4) and thus the two theories are equivalent.

As in the main text, the Hamiltonian which describes the qubit, cavity, and their environments takes the form

$$\hat{H} = \hat{H}_s + \hat{H}_{\text{diss}}. \quad (A1)$$

Here, $\hat{H}_s$ is the system Hamiltonian (Eq. (1) in the main text) and

$$\hat{H}_{\text{diss}} = \hat{H}_{a,A} + \hat{H}_{c,c} + \hat{H}_A + \hat{H}_C \quad (A2)$$

describes the environment and its coupling to the system, with $A$ and $C$ labeling the independent baths coupled to the qubit and cavity respectively. The coupling between the environments and the system of interest take the standard form

$$\hat{H}_{a,A} = -i\sqrt{\kappa_a} \left( \hat{a}^{\dagger} \xi_A - \hat{a} \xi_A^\dagger \right), \quad (A3)$$

$$\hat{H}_{c,c} = -i\sqrt{\kappa_c} \left( \hat{c}^{\dagger} \xi_C - \hat{c} \xi_C^\dagger \right). \quad (A4)$$

We assume that the baths are a collection of independent harmonic oscillators in a Gaussian state, which is captured by the terms $\hat{H}_A$ and $\hat{H}_C$. The operators $\xi_A$ and $\xi_C$ are linear combination of bath annihilation operators.

Due to the Gaussian nature of the baths and the linear coupling, all the information on how they affect the system is captured by the relevant two-point correlation functions (which can be frequency-dependent). As with any theory where the path integral plays the central role, we must first identify the action. The Keldysh action corresponding to the Hamiltonian of Eq. (A1) can be written as

$$S = S_s + S_{a,A} + S_{c,C} + S_A + S_C. \quad (A5)$$

The first term describes the coherent dynamics between the qubit and the cavity, while the last two terms $S_A$ and $S_C$ describe the dynamics of a set of independent harmonic oscillators. The terms $S_{a,A}$ and $S_{c,C}$ describe the system-environment coupling. By defining the complex vectors

$$\xi_A(t) = (\xi^*_A(t) \quad \xi^\dagger_A(t)), \quad \xi_C(t) = (\xi^*_C(t) \quad \xi^\dagger_C(t)), \quad (A6)$$

$$\xi_{a,A}(t) = (\xi^*_{A,a}(t) \quad \xi_{A,a}^\dagger(t)), \quad (A7)$$

where cl and q label the classical and quantum fields, respectively, we can write the system-environment coupling terms in the action as

$$S_{a,A} = i\sqrt{\kappa_a} \int_{-\infty}^{\infty} dt \left( \alpha^\dagger(t) \sigma_x \xi_A(t) - \xi_A^\dagger(t) \sigma_x \alpha(t) \right) \quad (A8)$$

$$S_{c,C} = i\sqrt{\kappa_c} \int_{-\infty}^{\infty} dt \left( \phi^\dagger(t) \sigma_x \xi_C(t) - \xi_C^\dagger(t) \sigma_x \phi(t) \right) \quad (A9)$$

where $\sigma_x$ is a Pauli matrix. Similarly, the system term $S_s$ can be written as a function of complex vectors $\alpha(t)$ and $\phi(t)$, with its form reflecting the system Hamiltonian $\hat{H}_s$. The environment terms $S_A$, $S_C$ are quadratic functions of $\xi_A$ and $\xi_C$.

We now want a description of our system which only involves the qubit and cavity modes. When working directly with the density matrix, this means tracing over the bath degrees of freedom. In the context of the path integral, the analogous step is to integrate over all bath fields. To do so, we first make a linear transformation to each bath field

$$\xi_A(t) \rightarrow \xi_A(t) + i\sqrt{\kappa_a} \int_{-\infty}^{\infty} dt' G_A(t - t') \sigma_x \alpha(t') \quad (A10)$$

$$\xi_C(t) \rightarrow \xi_C(t) + i\sqrt{\kappa_c} \int_{-\infty}^{\infty} dt' G_C(t - t') \sigma_x \phi(t') \quad (A11)$$

where $G_A(t)$ and $G_C(t)$ are the matrix Green’s function of the baths

$$G_A(t) = \begin{pmatrix} -i\Theta(t) [\xi_A(t), \xi_A^\dagger(t)] & -i\Theta(t) [\xi_A(t), \xi_A^\dagger(0)] \\ i\Theta(-t) [\xi_A(0), \xi_A^\dagger(t)] & 0 \end{pmatrix} \quad (A12)$$

$$G_C(t) = \begin{pmatrix} -i\Theta(t) [\xi_C(t), \xi_C^\dagger(t)] & -i\Theta(t) [\xi_C(t), \xi_C^\dagger(0)] \\ i\Theta(-t) [\xi_C(0), \xi_C^\dagger(t)] & 0 \end{pmatrix} \quad (A13)$$
with \( \Theta(t) \) the Heaviside step function, \( \{\cdot,\cdot\} \) the anticommutator and \( [\cdot,\cdot] \) the commutator respectively. Here, the bath operators are in the Heisenberg picture generated by their free evolution, and the expectation values are taken with respect a stationary-state of each bath, which is what allowed us to assume that \( G_A \) and \( G_C \) only depend on the difference between \( t \) and \( t' \). This transformation does not change the functional measure of the baths fields and, more importantly, leads to an action in which the baths are uncoupled from the system of interest. The oscillator degrees of freedom can then be integrated out exactly, leaving us with an action that describes only the qubit and cavity. Due to the linear transformations Eqs. (A10)-(A11) and the coupling term Eqs. (A8)-(A9), however, the system action acquires an additional term that is non-local in time and take the form

\[
- \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \left( a^\dagger(t) \Sigma_a(t-t') a(t) + c^\dagger(t) \Sigma_c(t-t') c(t) \right)
\] (A14)

where the qubit and cavity self energy are directly related to the bath’s Green’s functions:

\[
\Sigma_a(t) = \kappa_a \sigma_x G_A(t) \sigma_x \equiv \left( \begin{array}{cc} 0 & \Sigma_A^R(t) \\ \Sigma_A^K(t) & 0 \end{array} \right)
\] (A15)

\[
\Sigma_c(t) = \kappa_c \sigma_x G_C(t) \sigma_x \equiv \left( \begin{array}{cc} 0 & \Sigma_C^R(t) \\ \Sigma_C^K(t) & 0 \end{array} \right)
\] (A16)

where \( \Sigma_{A/C}^R(t) \), \( \Sigma_{A/C}^K(t) \) and \( \Sigma_{A/C}^R(t) \) are the advanced, retarded and Keldysh component of the self-energy respectively. The first two capture the response properties of the baths. For the linear, Gaussian baths under consideration, these quantities are independent of the state of the baths. Only the Keldysh component of the self-energy carries this information.

To obtain a Markovian description of the dynamics, we assume that the bath density of states of the qubit and cavity are flat. Within this approximation, both \( \xi_A(t) \) and \( \xi_C(t) \) become the operator equivalent of Gaussian white noise. In particular, the commutator between the bath operators at different times is simply a delta function \( [\xi_A(t),\xi_A(t')] = [\xi_C(t),\xi_C(t')] = \delta(t-t') \). Physically, since the the commutator \( [\xi_{A/C}(t),\xi_{A/C}(t')] \) is directly linked to the linear response properties of the bath via the Kubo formula, this implies that the bath auto-correlation time is vanishingly small. We further assume that the baths are in thermal equilibrium. Since dissipation is weak, we would only be probing frequencies near the resonance frequency of the qubit or cavity. In the spirit of the Markov approximation, we may then set \( \langle \xi_{A/C}(t) \rangle = \delta(t-t') n_{a/c}^0 \), where \( n_{a/c}^0 \) is the thermal occupation number evaluated at the qubit/cavity frequency. We stress that this is a standard approximation, and is necessary if we want Markovian dynamics.

Using both of these results, the self-energies can then be written as

\[
\Sigma_a(t) = -i\kappa_a \delta(t) \left( 0 \begin{array}{c}\Theta(-t) \\ 0 \end{array} \right) \begin{array}{c} 0 \\ (2n_a^0 + 1) \end{array}
\] (A17)

\[
\Sigma_c(t) = -i\kappa_c \delta(t) \left( 0 \begin{array}{c}\Theta(-t) \\ 0 \end{array} \right) \begin{array}{c} 0 \\ (2n_c^0 + 1) \end{array}
\] (A18)

Using the identity

\[
\int_{-\infty}^{t} dt' \delta(t-t') = \frac{1}{2}
\] (A19)

we thus arrive at the final system action

\[
S = \int_{-\infty}^{\infty} dt \left( a^* \left( i\partial_t - \omega_a - i\frac{\kappa_a}{2} \right) a + a^* \left( i\partial_t - \omega_a + i\frac{\kappa_a}{2} \right) a + i\kappa_a (2n_a^0 + 1) a^* a \\
+ \frac{U}{2} \left( a^* a^2_a + a^* a a_a + a^* a a_a + a^* a a_a \right) + g \left( a^*_a c + c^*_c c_a + c^*_c c_a + c^*_c c_a \right) \right)
\] (A20)

where, for notational compactness, we have suppressed the temporal arguments of the fields.

We now wish to compare this action to the one we would obtain if we started with the master equation Eq. (4) in the main text, which we rewrite here for convenience

\[
\partial_t \hat{\rho} = -i[\hat{H}_s, \hat{\rho}] + \kappa_a (n_a^0 + 1) \mathcal{D}[\hat{n}_a^0] \hat{\rho} + \kappa_a n_a^0 \mathcal{D}[\hat{n}_a^0] \hat{\rho} + \kappa_c (n_c^0 + 1) \mathcal{D}[\hat{n}_c^0] \hat{\rho} + \kappa_c n_c^0 \mathcal{D}[\hat{n}_c^0] \hat{\rho}.
\] (A21)

One can readily obtain a Keldysh action from a master equation using a standard procedure (see Ref. [33] for a pedagogical review). In short, assuming the operators are normal-ordered, creation or annihilation operators acting on the left or right of the density matrix are associated with a field on forward or backward branch of the contour. After rotating to the classical and quantum basis,
the contribution to the action from the dissipation is

\[ S_{a,\text{diss}} = \int_{-\infty}^{\infty} dt \left( \begin{pmatrix} 0 & -i \frac{\tilde{\gamma}}{2} \\ i \frac{\tilde{\gamma}}{2} \end{pmatrix} \right) a(t) \]  

(A22)

\[ S_{c,\text{diss}} = \int_{-\infty}^{\infty} dt \left( \begin{pmatrix} 0 & -i \frac{\tilde{\gamma}}{2} \\ i \frac{\tilde{\gamma}}{2} \end{pmatrix} \right) c(t). \]  

(A23)

In addition to the contribution to the action from the coherent Hamiltonian, the total Keldysh action is in fact diagonal in the polariton basis. We may then apply the Markovian approximation to each polariton section of the main text by relaxing the assumption that the cavity and qubit baths are independent and Markovian.

We briefly note that the same equation (4) can be reproduced from an alternative approach, namely, by constructing Heisenberg-Langevin equations for the system operators \( \hat{a} \) and \( \hat{c} \) by writing down the equation of motion of those operators. By moving to the Heisenberg picture, one can then derive, in a standard manner, the starting master equation Eq. (4) (see). We note, however, that the advantage of the above Keldysh approach is that we can readily extend our theory to systems which do not have Markovian baths. This will be briefly addressed in the next subsection.

2. Beyond the Markovian approximation - coherent drive case

Here, we will extend the result presented in the last section of the main text by relaxing the assumption that the bath density of states of the cavity is completely flat. This, in turn, implies that the self-energies are no longer frequency dependent. For clarity of presentation, we will assume that the qubit is not explicitly coupled to a thermal bath: the only loss it experiences is through its interaction with the cavity. We note that we can easily extend this result to the case where the intrinsic qubit decay rate is large.

Without the Markovian assumption, it is convenient to express the action in frequency space. The quadratic part of the action then takes the form

\[ \int_{-\infty}^{\infty} \frac{dk}{2\pi} \begin{pmatrix} a_{cl}^* & a_{q}^* \end{pmatrix} \begin{pmatrix} 0 & c_{cl} \\ c_{cl}^* & 0 \end{pmatrix} G_0^{-1} \begin{pmatrix} a_{cl} \\ a_{q} \end{pmatrix} \]  

(A24)

with

\[ (G_0^{-1}[\omega])^R = \left( \begin{pmatrix} \omega - \omega_A & -g \\ -g & \omega - \omega_c - \Sigma^R_c[\omega] \end{pmatrix} \right) \]  

(A25)

and

\[ (G_0^{-1}[\omega])^K = \left( \begin{pmatrix} 0 & 0 \\ 0 & -\Sigma^K_c[\omega] \end{pmatrix} \right). \]  

(A26)

Here, we have suppressed the frequency dependence of the fields for notational simplicity. The retarded and Keldysh part of the self-energy is

\[ \Sigma^R_c[\omega] = -\frac{i}{2} \kappa_c[\omega] \]  

(A28)

\[ \Sigma^K_c[\omega] = -i \kappa_c[\omega](2\tilde{\kappa}_c[\omega] + 1). \]  

(A29)

Without a flat density of states, the self-energies are frequency-dependent and, consequently, we obtain a theory that is non-local in time.

We can however still make progress by assuming that \( \kappa_c[\omega] \) is smooth and a slow-varying function of frequency. In this case, it is best to diagonalize the quadratic coherent problem by moving to a basis polaritons. After this transformation, the (inverse) Green’s function in this basis takes the form

\[ (G_0^{-1}[\omega])^R = \left( \begin{pmatrix} \omega - \omega_A - \Sigma^R_c[\omega] \frac{g^2}{\Delta^2} & -\Sigma^R_c[\omega] \frac{g}{\Delta} \\ -\Sigma^R_c[\omega] \frac{g}{\Delta} & \omega - \omega_c - \Sigma^R_c[\omega] \frac{g^2}{\Delta^2} \end{pmatrix} \right) \]  

(A30)

\[ (G_0^{-1}[\omega])^K = -\Sigma^K_c[\omega] \left( \begin{pmatrix} \frac{g^2}{\Delta^2} & \frac{g}{\Delta} \\ \frac{g}{\Delta} & 1 - \frac{g^2}{\Delta^2} \end{pmatrix} \right) \]  

(A31)

where, as in the main text, we have ignored terms of order \( g^3/\Delta^3 \). The off-diagonal elements of these matrices correspond to dissipation induced coupling between the polaritons (because they are proportional to the self-energies).

In the penultimate section of the main text, we considered how the presence of coherent photons modified the \( T_1 \) decay rate of the qubit. We found that the largest contribution to the change in the decay rate does not come from these off-diagonal terms: we can thus safely ignore them. Within this approximation, the quadratic part of the action is thus diagonal in the polariton basis. We may then apply the Markovian approximation to each polariton separately: since dissipation is weak and \( \Sigma^R_c[\omega] \) and \( \Sigma^K_c[\omega] \) are slowly varying functions of \( \omega \), the largest contribution
to the frequency integral will be near $\tilde{\omega}_a$ or $\tilde{\omega}_c$ depending on which polariton we are concerned with. Under this approximation, the Green’s function now take the form

$$\langle G_0^{-1}[\omega] \rangle^R = \left( \begin{array}{cc} \omega - \tilde{\omega}_a + i \frac{\kappa_a[a]}{2} \frac{\omega^2}{\Delta^2} & 0 \\ 0 & \omega - \tilde{\omega}_c + i \frac{\kappa_c[a]}{2} (1 - \frac{\omega^2}{\Delta^2}) \end{array} \right)$$

(A32)

$$\langle G_0^{-1}[\omega] \rangle^K = \left( \begin{array}{cc} i\kappa_a[a] (2\tilde{n}_a[\tilde{\omega}_a]) \frac{\omega^2}{\Delta^2} & 0 \\ 0 & i\kappa_c[a] (2\tilde{n}_c[\tilde{\omega}_c] + 1) (1 - \frac{\omega^2}{\Delta^2}) \end{array} \right)$$

(A33)

Once this replacement has been made, the analysis of the coherently driven circuit is nearly identical. The upshot is then that the second main result, Eq. (20) still holds with the replacement

$$\tilde{\kappa} \rightarrow \frac{\mu^2}{\Delta^2} \kappa_c[\tilde{\omega}_a].$$

(A34)

We briefly note that, for the thermal case, the non-Markovian bath extension does not seem straightforward, as the off-diagonal term corresponding to the correlated dissipation plays crucial role there. This issue is left as our future work.

Appendix B: Lindblad perturbation theory

As its use is not widespread, we briefly outline here the basics of the Lindblad perturbation theory used in the main text, following Refs. [18, 19]. Within this framework, the original Lindbladian $\mathcal{L}$ is split into non-perturbative ($\mathcal{L}_0$) and perturbative ($\mathcal{L}_1$) parts, $\mathcal{L} = \mathcal{L}_0 + \epsilon \mathcal{L}_1$; $\epsilon = 1$ is introduced as a book-keeping constant. The eigenvalues $\lambda_\alpha$ and right eigenvectors $\tilde{r}_\alpha$ of $\mathcal{L}$ are defined via

$$\mathcal{L} \tilde{r}_\alpha = \lambda_\alpha \tilde{r}_\alpha.$$  

(B1)

As is done in standard Rayleigh-Schrödinger perturbation theory [35], we write these quantities as a formal power series in $c$: $\lambda_\alpha = \sum_{j=0}^\infty c^j \lambda_\alpha^{(j)}$ and $\tilde{r}_\alpha = \sum_{j=0}^\infty c^j \tilde{r}_\alpha^{(j)}$. Comparing order by order, we obtain the recursive relation

$$(\mathcal{L}_0 - \lambda_\alpha^{(0)} \tilde{r}_\alpha^{(j)}) = -\mathcal{L}_1 \tilde{r}_\alpha^{(j-1)} + \sum_{k=1}^j \lambda_\alpha^{(k)} \tilde{r}_\alpha^{(j-k)}.$$  

(B2)

From this relation at $j = 1$,

$$(\mathcal{L}_0 - \lambda_\alpha^{(0)} \tilde{r}_\alpha^{(1)}) = -\mathcal{L}_1 \tilde{r}_\alpha^{(0)} + \lambda_\alpha^{(1)} \tilde{r}_\alpha^{(0)},$$  

(B3)

we get the first-order correction to the eigenvalue,

$$\lambda_\alpha^{(1)} = \langle \tilde{r}_\alpha^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(0)} \rangle.$$  

(B4)

Here, we have introduced the left eigenstate of the non-perturbative part $\mathcal{L}_0$ defined as $\mathcal{L}_0^{\dagger} \tilde{r}_\alpha = \lambda_\alpha^{(0)} \tilde{r}_\alpha$, where $\mathcal{L}_0^{\dagger}$ is the adjoint of the Liouvillian superoperator $[18]$. We have also used $\langle \tilde{r}_\alpha^{(0)}, \tilde{r}_\beta^{(0)} \rangle = \delta_{\alpha\beta}$ with $\langle A, B \rangle = \text{tr}[A^\dagger B]$.

The first-order correction to the right eigenstate is given by

$$\langle \mathcal{L}_0 - \lambda_\alpha^{(0)} \rangle \tilde{r}_\alpha^{(1)} = -\sum_{\beta \neq \alpha} \tilde{r}_\beta^{(0)} \langle \tilde{r}_\beta^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(0)} \rangle.$$  

(B5)

Projection to the state $\beta \neq \alpha$ gives

$$\langle \lambda_\beta^{(0)} - \lambda_\alpha^{(0)} \rangle \langle \tilde{r}_\beta^{(1)}, \tilde{r}_\alpha^{(1)} \rangle = -\langle \tilde{r}_\beta^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(0)} \rangle.$$  

(B6)

Assuming that the spectrum of the unperturbed Lindbladian is not degenerate, we have

$$\langle \tilde{r}_\beta^{(0)}, \tilde{r}_\alpha^{(1)} \rangle = -\langle \tilde{r}_\beta^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(0)} \rangle / \lambda_\beta^{(0)} - \lambda_\alpha^{(0)}.$$  

(B7)

Assuming further that $\{ \tilde{r}_\alpha^{(0)} \}$ gives a complete set, which is equivalent to assuming that the Lindbladian $\mathcal{L}_0^{(0)}$ is diagonalizable (which is always true in our problem), we get the first-order correction to the eigenstates,

$$\tilde{r}_\alpha^{(1)} = -\sum_{\beta \neq \alpha} \tilde{r}_\beta^{(0)} \langle \tilde{r}_\beta^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(0)} \rangle / \lambda_\beta^{(0)} - \lambda_\alpha^{(0)}.$$  

(B8)

Without loss of generality, we have chosen to set $\langle \tilde{r}_\alpha^{(0)}, \tilde{r}_\alpha^{(1)} \rangle = 0$.

Then, using Eq. (B2) for $j = 2$,

$$(\mathcal{L}_0 - \lambda_\alpha^{(0)} \tilde{r}_\alpha^{(2)}) = -\mathcal{L}_1 \tilde{r}_\alpha^{(1)} + \lambda_\alpha^{(1)} \tilde{r}_\alpha^{(1)} + \lambda_\alpha^{(2)} \tilde{r}_\alpha^{(0)}$$  

(B9)

the second-order correction to the eigenvalue is given by,

$$\lambda_\alpha^{(2)} = \langle \tilde{r}_\alpha^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(1)} \rangle = -\sum_{\beta \neq \alpha} \langle \tilde{r}_\beta^{(0)}, \mathcal{L}_1 \tilde{r}_\alpha^{(0)} \rangle / \lambda_\beta^{(0)} - \lambda_\alpha^{(0)}$$  

(B10)

which is our central relation we will use in the following. We note in passing the similarity to usual second-order perturbation theory with the left and right eigenstates replacing the usual orthogonal eigenvectors of a Hermitian Hamiltonian.
Appendix C: Thermal occupation

We show here how Lindblad perturbation theory leads to Eq. (14) in the main text for the qubit $T_1$-decay in the presence of thermal excitations; this perturbative expression is valid for small thermal occupancy in the dispersive limit $g/|\Delta| \ll 1$. We will give more quantitative constraints on the validity of our perturbative expansion in what follows.

As done in the main text, we regard the decoupled system

$$L_0 \hat{\rho} \equiv -i[H_s^{(0)}, \hat{\rho}] + \tilde{\kappa}_c((1 + \tilde{n}_c)D[\hat{c}]\hat{\rho} + \tilde{n}_c D[\hat{c}^\dagger]\hat{\rho}) + \tilde{\kappa}_a((1 + \tilde{n}_a)D[\hat{a}]\hat{\rho} + \tilde{n}_a D[\hat{a}^\dagger]\hat{\rho})$$

as the non-perturbative part, where

$$\hat{H}_s^{(0)} = \hat{H}_0 + \hat{H}_{\text{int}} = \tilde{\omega}_c \hat{c}^\dagger \hat{c} + \tilde{\omega}_a \hat{a}^\dagger \hat{a} + \chi_{aa} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}^\dagger$$

(C2)

We treat the remaining part,

$$L_1 \hat{\rho} \equiv [L - L_0] \hat{\rho} = -i[\epsilon_{\text{crs}}\hat{H}_{\text{crs}} + \epsilon_{\text{int}}\hat{H}_{\text{int}}, \hat{\rho}] + \epsilon_{\text{cd}}\hat{L}_{\text{cd}} \hat{\rho},$$

as a perturbation that is at most $O(g/\Delta)$.

1. Characterization of the non-perturbative part $L_0$

As is clear from Eq. (B10), the first step in our approach is to characterize the spectral properties of the unperturbed Lindbladian $L_0$ (which includes the qubit self-Kerr interaction). Since the cavity and qubit photons are completely decoupled in $L_0 = L_0^\dagger \otimes 1 + 1 \otimes L_0^\dagger$, the unperturbed eigenstates have a direct product structure:

$$r^{(0)}_{\alpha_c,\alpha_a} = \tilde{r}^{(0)}_{\alpha_c} \otimes r^{(0)}_{\alpha_a}, \quad \tilde{L}^{(0)}_{\alpha_c,\alpha_a} = \tilde{L}^{(0)}_{\alpha_c} \otimes \tilde{L}^{(0)}_{\alpha_a}.$$ Here, the cavity-photon part of the right eigenstates are right eigenstates of a thermal harmonic oscillator Lindbladian,

$$L^c_{\alpha_c,\alpha_c}^{(\tilde{r})} = -i[\tilde{\omega}_c \hat{c}^\dagger \hat{c}, \tilde{r}^{(0)}_{\alpha_c}] + \tilde{\kappa}_c((1 + \tilde{n}_c)D[\hat{c}]\tilde{r}^{(0)}_{\alpha_c} + \tilde{n}_c D[\hat{c}^\dagger]\tilde{r}^{(0)}_{\alpha_c}) = \lambda^{(0)}_{\alpha_c} \tilde{r}^{(0)}_{\alpha_c},$$

and similarly, the right eigenvectors of the qubit satisfy

$$L^a_{\alpha_a,\alpha_a}^{(\tilde{r})} = -i[\tilde{\omega}_a \hat{a}^\dagger \hat{a}, \tilde{r}^{(0)}_{\alpha_a}] + \tilde{\kappa}_a((1 + \tilde{n}_a)D[\hat{a}]\tilde{r}^{(0)}_{\alpha_a} + \tilde{n}_a D[\hat{a}^\dagger]\tilde{r}^{(0)}_{\alpha_a}) = \lambda^{(0)}_{\alpha_a} \tilde{r}^{(0)}_{\alpha_a},$$

(C4)

The eigenvalue of $L_0$ corresponding to $\tilde{r}^{(0)}_{\alpha_c,\alpha_a}$ is given by

$$\lambda^{(0)}_{\alpha_c,\alpha_a} = \lambda^{(0)}_{\alpha_c} + \lambda^{(0)}_{\alpha_a}.$$ It is instructive to point out that $L_0^\dagger$ and $L_0$ commutes with the superoperator $M_{\bullet, \bullet} = [\hat{c}^\dagger \hat{c}, \bullet]$ and $M_{\bullet, \bullet} = [\hat{a}^\dagger \hat{a}, \bullet]$, respectively. One can readily verify that the spectrum of $M_\alpha$ and $M_\beta$ consist of the integers $m_\alpha, m_\beta \in \mathbb{Z}$, and each of these eigenvalues are infinitely degenerate: any outer product of Fock states constitutes an eigenvector. The corresponding eigenvalue is simply the photon number in the ket state minus the photon number in the bra state. Using the familiar result from linear algebra that any two commuting operators share a set of eigenvectors, we conclude that the cavity (qubit) part of the Lindbladian $L_0$ takes on a block-diagonal form $L_0^{(\alpha)} = \otimes_{m=0}^{-\infty} \hat{L}_0^{(\alpha)}$, where $\hat{L}_0^{(\alpha)}$ only acts on the eigensubspace of $M_{\alpha,\alpha}$ characterized by the integer eigenvalue $m$. In other words, $m$ is a good quantum number we may use to label our eigenstates. Although this block-diagonal decomposition greatly simplifies our problem, it is worth pointing out that each block is still infinite in size.

Our task now reduces to diagonalizing each superoperator $L_0^{(\alpha)}$. We may write down the eigenvalue problem as

$$\hat{L}_0^{(\alpha)} \hat{\mu}^{(0)}_{k,m} \equiv \lambda^{(0)}_{k,m} \hat{\mu}^{(0)}_{k,m}.$$ (C6)

with the constraint that $\hat{\mu}^{(0)}_{k,m}$ must be an eigenvector of $M_\alpha$ with eigenvalue $m$. It must then necessarily take the form

$$\hat{\mu}^{(0)}_{k,m} \equiv \sum_{n=0}^{\infty} \hat{\mu}^{(0)}_{k,m,n} |(n + m)_\mu \rangle \langle n_m| \quad m \geq 0$$

(C7)

where $|n_m\rangle$ is the Fock state for the cavity (qubit). A similar relation holds for the left eigenstates,

$$\hat{L}_0^{(\alpha)} \hat{\mu}^{(0)}_{k,m} = \lambda^{(0)}_{k,m} \hat{\mu}^{(0)}_{k,m}.$$ (C8)

with

$$\hat{\mu}^{(0)}_{k,m} \equiv \sum_{n=0}^{\infty} \hat{\mu}^{(0)}_{k,m,n} |(n + m)_\mu \rangle \langle (n - m)_\mu| \quad m < 0$$

(C9)

We may now, in a very precise way, identity the unperturbed $T_1$-modes we discussed in the main text: they correspond to eigenmodes labelled by $m = 0$. The right and left eigenvectors of these modes only involve Fock-state projectors, and hence only describe the decay of Fock-state populations. In contrast, we refer to states labelled by $m \neq 0$ as $T_2$ modes: these necessarily involve decay of off-diagonal elements of the density matrix in the Fock basis. We also point out that the (unique) unperturbed steady-state is necessarily a $T_1$ mode, i.e. there are no steady-state Fock-state coherences.

We now look into the specific form of the eigenstates. We first consider the $m = 0$ sector of each respective species, i.e., the steady states and the $T_1$-decay modes for the cavity and qubit. Substituting Eq. (C7) at $m = 0$ into Eqs. (C4) and (C5) (and similarly for the left eigenstates), one finds that the two equations can be collectively described as ($\mu = c, a$),

$$\lambda^{(0)}_{k,m=0} \hat{\mu}^{(0)}_{k,m=0,n} = \tilde{\kappa}_c \hat{r}^{(0)}_{k,m=0,n+1} - (n + 2n\tilde{n}_c + \tilde{n}_a \hat{r}^{(0)}_{k,m=0,n} + n\tilde{n}_a \hat{r}^{(0)}_{k,m=0,n-1})$$

(C10)
Note that by definition, the \( m = 0 \) modes consist of a linear combination of Fock state projectors. Since the coherent Hamiltonian is diagonal in the Fock basis, it follows that it does not affect these modes at all.

This eigenvalue problem is known to be exactly solvable \([26, 36]\), where the eigenvalues are given by,

\[
\lambda_{k,m=0}^{\mu(0)} = -k \tilde{\kappa}_\mu. \quad (k = 0, 1, 2, \ldots)
\]

\( k = 0 \) corresponds to the steady state solution, while \( k \geq 1 \) are the \( T_1 \)-decay modes. Remarkably, the eigenvalues are independent of thermal occupancy \( \tilde{n}_\mu \).

While there are many \( T_1 \)-decay modes, we are especially interested in the slowest mode that describes qubit population decay \((k = 1\) for qubit) without cavity decay \((k = 0\) for cavity). This eigenvectors of this mode have the form

\[
\begin{pmatrix}
-\tilde{n}_\mu & 1 + \tilde{n}_\mu & 0 & 0 & 0 & \cdots \\
\tilde{n}_\mu & -1 - 3\tilde{n}_\mu & 2(1 + \tilde{n}_\mu) & 0 & 0 & \cdots \\
0 & 2\tilde{n}_\mu & -(2 + 5\tilde{n}_\mu) & 3(1 + \tilde{n}_\mu) & 0 & \cdots \\
0 & 0 & 3\tilde{n}_\mu & -(3 + 7\tilde{n}_\mu) & 4(1 + \tilde{n}_\mu) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

with

\[
M = \tilde{\kappa}_\mu
\]

The explicit form of the qubit \( T_1 \)-decay mode (Eq. (C15)) is listed below for the latter use. For the cavity part, the steady state \( \rho_{ss}^{c(0)} \equiv \sum_{n=0}^{\infty} c_{n}^{0} |n_c\rangle \langle n_c| \) is given by

\[
\rho_{ss,n}^{c(0)} = \frac{1}{1 + \tilde{n}_c} \left( \frac{\tilde{n}_c}{1 + \tilde{n}_c} \right)^n,
\]

with the corresponding left eigenstate \( \tilde{\gamma}_{ss}^{c(0)} = \hat{1} \), and the qubit part is given by

\[
r_{rel,n}^{a(0)} \equiv r_{k=1,m=0,n}^{a(0)} = -\frac{n - \tilde{n}_a}{1 + \tilde{n}_a} \left( \frac{\tilde{n}_a}{1 + \tilde{n}_a} \right)^{n-1}
\]

and

\[
r_{rel,n}^{b(0)} \equiv r_{k=1,m=0,n}^{b(0)} = -\frac{\tilde{n}_a + \tilde{n}_c}{(1 + \tilde{n}_a)^2}.
\]

In contrast to the \( T_1 \)-decay modes, the \( T_2 \)-decay modes are affected by the coherent dynamics. Therefore, the Kerr nonlinearity \( \chi_{aa} \sim -U/2 \) of the qubit does play a role, and describing the eigenstates and eigenvalues of these modes requires some care.

Let us start with the cavity part where such nonlinearities are absent. These can be computed exactly using the formalism of third-quantization \([35, 37]\), where the \( T_2 \)-decay rates are given by \([21, 26]\),

\[
\lambda_{k,m}^{c(0)} = -im\tilde{\omega}_c - \frac{\tilde{\kappa}_c}{2} |m + 2k|.
\]

The corresponding right and left eigenstate for \( k = 0 \) and \( m = \pm 1 \) (which will be used in later sections) has

\[
M r_{k,m=0}^{\mu(0)} = \lambda_{k,m=0}^{\mu(0)} r_{k,m=0}^{\mu(0)}, \quad r_{k,m=0}^{\mu(0)} = \begin{pmatrix}
r_{k,m=0=0}^{\mu(0)} \\
r_{k,m=0=1}^{\mu(0)} \\
r_{k,m=0=2}^{\mu(0)} \\
\vdots
\end{pmatrix},
\]

\[
M r_{k,m=0}^{\mu(0)} = \lambda_{k,m=0}^{\mu(0)} (r_{k,m=0}^{\mu(0)})^T, \quad r_{k,m=0}^{\mu(0)} = \begin{pmatrix}
r_{k,m=0=0}^{\mu(0)} \\
r_{k,m=0=1}^{\mu(0)} \\
r_{k,m=0=2}^{\mu(0)} \\
\vdots
\end{pmatrix},
\]

\[
\begin{pmatrix}
\tilde{n}_\mu & 1 + \tilde{n}_\mu & 0 & 0 & 0 & \cdots \\
\tilde{n}_\mu & -1 - 3\tilde{n}_\mu & 2(1 + \tilde{n}_\mu) & 0 & 0 & \cdots \\
0 & 2\tilde{n}_\mu & -(2 + 5\tilde{n}_\mu) & 3(1 + \tilde{n}_\mu) & 0 & \cdots \\
0 & 0 & 3\tilde{n}_\mu & -(3 + 7\tilde{n}_\mu) & 4(1 + \tilde{n}_\mu) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]
the form [26]

\[ \hat{r}^{(0)}_t \equiv \hat{r}^{(0)}_{k=0,m=1} = \sum_{n=1}^{\infty} \left( \frac{\hat{n}_c}{1 + \hat{n}_c} \right)^{n-1} \sqrt{n} \left| n_c \right\rangle \left\langle (n-1)_c \right|, \]  

(C22)

\[ \hat{r}^{(0)}_\downarrow \equiv \hat{r}^{(0)}_{k=0,m=-1} = \sum_{n=1}^{\infty} \left( \frac{\hat{n}_c}{1 + \hat{n}_c} \right)^{n-1} \sqrt{n} \left| (n-1)_c \right\rangle \left\langle n_c \right|, \]  

(C23)

and

\[ \hat{r}^{(0)}_\uparrow \equiv \hat{r}^{(0)}_{k=0,m=1} = \sum_{n=1}^{\infty} \sqrt{n} \left| n_c \right\rangle \left\langle (n-1)_c \right|, \]  

(C24)

\[ \hat{r}^{(0)}_\downarrow \equiv \hat{r}^{(0)}_{k=0,m=-1} = \sum_{n=1}^{\infty} \sqrt{n} \left| (n-1)_c \right\rangle \left\langle n_c \right|, \]  

(C25)

respectively.

We now turn to the qubit part. As stressed earlier, the nonlinearity plays a role for the T2-decay modes and rates, but surprisingly, this problem is known to be exactly solvable [24, 25]. We will however not make use of the known exact solution and instead take advantage of the fact that most of the experiments are done in the regime \( U \gg \hat{n}_c \); this leads to a massive simplification. In this regime, the dissipation can be treated perturbatively: the right and left eigenvectors are simply outer products of Fock states [27]. Note crucially that this is only true of the T2-decay modes. The T1-decay modes are completely insensitive to the coherent dynamics and thus dissipation completely determines the structure of the eigenvectors, as seen above. Keeping this in mind, after a straightforward calculation, we arrive at the perturbative eigenvalue of the T2 \( m = \pm 1 \) modes [27]

\[ \lambda^{(1)}_{k=0,m=\pm 1} = -im(\omega_a - Uk) \]

\[ -\frac{\kappa_a}{2} \left[ \hat{n}_a (2k + 3) + (1 + \hat{n}_a)(2k + 1) \right], \]

(C26)

where we have used the relation \( \chi_{aa} \simeq -U/2 \).

2. Derivation of Eq. (14)

We are now in the position to derive the photon dependence to the qubit T1-decay rate \( \Gamma_{\text{rel}} \) (Eq. (14) in the main text) in the full problem characterized by the Lindbladian \( \mathcal{L} \) (Eq. (5)). This is defined, within the second-order perturbation, as the sum of the contribution from the unperturbed \( \Gamma^{(0)}_{\text{rel}} \) (defined in Eq. (C17)) and the perturbative correction to this mode:

\[ \Gamma_{\text{rel}} = \Gamma^{(0)}_{\text{rel}} + \Gamma^{(1)}_{\text{rel}} + \Gamma^{(2)}_{\text{rel}}, \]

(C27)

where \( \Gamma^{(1)}_{\text{rel}} = -\lambda^{(1)}_{\text{rel}} \) and

\[ \Gamma^{(2)}_{\text{rel}} = -\lambda^{(2)}_{\text{rel}} = \sum_{\beta \neq \text{rel}} \frac{\left[ \hat{p}^{(0)}_{\text{rel}}, \mathcal{L} \right]_{\beta}}{\lambda^{(0)}_{\text{rel}} - \lambda^{(0)}_{\text{rel}}} \]

(C28)

The perturbative part \( \mathcal{L}_1 = \epsilon_{\text{crs}} \mathcal{L}_{\text{crs}} + \epsilon_{\text{nc}} \mathcal{L}_{\text{nc}} + \epsilon_{\text{cd}} \mathcal{L}_{\text{cd}} \) (Eq. (C3)) is composed of three parts (where \( \epsilon_{\text{crs}} = \epsilon_{\text{nc}} = \epsilon_{\text{cd}} = 1 \) are book-keeping constants): cross-Kerr nonlinearity

\[ \mathcal{L}_{\text{crs}} \bullet = -i[H_{\text{crs}}, \bullet] = -i\chi_{ca}[\hat{c} \hat{a}^\dagger \hat{a}^\dagger \hat{a}, \bullet], \]

(C29)

nonlinear conversion

\[ \mathcal{L}_{\text{nc}} \bullet = -i[H_{\text{nc}}, \bullet] = -i\chi_{ca}[\hat{a} \hat{a}^\dagger \hat{a}^\dagger \hat{a}, \bullet], \]

(C30)

and correlated dissipation

\[ \mathcal{L}_{\text{cd}} \hat{\rho} = -\frac{1}{2}(\hat{\gamma}_\uparrow + \hat{\gamma}_\downarrow)\{\hat{a}^\dagger \hat{c} + \hat{c}^\dagger \hat{a}, \hat{\rho}\} + \hat{\gamma}_\downarrow(\hat{a} \hat{a}^\dagger \hat{c} + \hat{c}^\dagger \hat{a}) + \hat{\gamma}_\uparrow(\hat{a}^\dagger \hat{c}^\dagger \hat{a} + \hat{c} \hat{a}^\dagger \hat{a}). \]

(C31)

Let us start by pointing out that the cross-Kerr nonlinearity gives no correction to the qubit T1-decay rate \( \Gamma_{\text{rel}} \) to the order of our interest. This is due to the relation

\[ \mathcal{L}_{\text{crs}} \hat{p}^{(0)}_{\text{rel}} = \mathcal{L}^{1}_{\text{crs}} \hat{p}^{(0)}_{\text{rel}} = 0, \]

(C32)

which follows from the property that the cross-Kerr nonlinearity does not change the number of excitation of each respective species. Therefore, in what follows, we only consider the correction from the nonlinear conversion \( \mathcal{L}_{\text{nc}} \) (Eq. (C30)) and correlated dissipation \( \mathcal{L}_{\text{cd}} \) (Eq. (C31)).

Both of these perturbations \( \mathcal{L}_{\text{nc}}, \mathcal{L}_{\text{cd}} \) involve changes in the number of cavity/qubit excitations, and thus necessarily causes transitions between different eigensubspaces of \( \mathcal{M}_c \) and \( \mathcal{M}_a \). More prosaically, they couple T1 modes to T2 modes and vice versa. From this property, we can immediately conclude that the first order correction is absent,

\[ \Gamma^{(1)}_{\text{rel}} = 0, \]

(C33)

because \( \hat{p}^{(0)}_{\text{rel}} \) and \( \mathcal{L}_{\text{crs}} \hat{p}^{(0)}_{\text{rel}} \) are in different eigensubspaces.
Therefore, the leading contribution is from the second order correction, which is composed of three terms,

\[
\Gamma_{rel}^{(2)} = \sum_{\beta, \beta'} \left[ 2 \varepsilon_{c} \left( \langle \tilde{\pi}_{\beta}^{(0)} | L_{nc} \tilde{\pi}_{\beta}^{(0)} \rangle - \lambda_{\beta}^{(0)} \delta_{\beta' \beta} \right) + \varepsilon_{cd} \left( \langle \tilde{\pi}_{\beta}^{(0)} | L_{cd} \tilde{\pi}_{\beta}^{(0)} \rangle - \lambda_{\beta}^{(0)} \delta_{\beta' \beta} \right) \right] \langle \tilde{\pi}_{\beta'}^{(0)} | L_{nc} \tilde{\pi}_{\beta'}^{(0)} \rangle - \lambda_{\beta'}^{(0)} \delta_{\beta' \beta}
\]

\[
+ \varepsilon_{nc} \varepsilon_{cd} \left[ 2 \langle \tilde{\pi}_{\beta}^{(0)} | L_{nc} \tilde{\pi}_{\beta}^{(0)} \rangle \langle \tilde{\pi}_{\beta}^{(0)} | L_{cd} \tilde{\pi}_{\beta}^{(0)} \rangle - \langle \tilde{\pi}_{\beta}^{(0)} | L_{cd} \tilde{\pi}_{\beta}^{(0)} \rangle \langle \tilde{\pi}_{\beta}^{(0)} | L_{nc} \tilde{\pi}_{\beta}^{(0)} \rangle \right]
\]

\[
\equiv \varepsilon_{nc}^{2} \Gamma_{rel}^{(2, nc-2)} + \varepsilon_{cd}^{2} \Gamma_{rel}^{(2, cd-2)} + \varepsilon_{nc} \varepsilon_{cd} \Gamma_{rel}^{(2, nc-cd)}.
\]

The second term \( \Gamma_{rel}^{(2, nc-cd)} \) can be safely neglected in the regime of our interest \( \kappa_{c}, \kappa_{a} \ll U, |\Delta| \) since they would only give contributions \( \propto \kappa^{2} \).

We first consider the first term \( \propto \kappa_{c}^{2} \), that arises from the second-order process involving nonlinear conversion \( H_{nc}^{int} \). This is composed of two processes \( H_{nc}^{int} = H_{nc}^{int_{a-c}} + H_{nc}^{int_{c-a}} \). \( H_{nc}^{int_{c-a}} = \chi_{ca} a \hat{a} \hat{a} c \) that converts the cavity excitation to the qubit excitation and \( H_{nc}^{int_{a-c}} = \chi_{ac} \hat{a} \hat{a} c \hat{a} \) that is its inverse process. When these two processes act on the qubit \( \tau_{rel}^{(0)} \), the resulting states \( H_{nc}^{int_{a-c}} \) and \( H_{nc}^{int_{c-a}} \) will overlap with the \( \tau_{rel}^{(0)} \) modes,

\[
\tau_{c, \nu_{c}, (n_{c}-1, n_{a})}^{(0)} \equiv \tilde{\tau}_{\downarrow}^{(0)} \otimes \hat{\rho}_{n_{c}+1, n_{a}}^{(0)} \quad \text{and} \quad \tau_{\nu_{c}, \nu_{c}, (n_{c}-1, n_{a})}^{(0)} \equiv \tilde{\tau}_{\uparrow}^{(0)} \otimes \hat{\rho}_{n_{c}+1, n_{a}}^{(0)},
\]

respectively. These have the corresponding eigenvalues

\[
\lambda_{c, \nu_{c}, (n_{c}-1, n_{a})}^{(0)} = -\frac{\kappa_{c}}{2} - \frac{\kappa_{a}}{2}[\tilde{\nu}_{c}(2n_{c} + 3) + (1 + \tilde{\nu}_{a})(2n_{a} + 1)] + i[\tilde{\omega}_{c} - (\tilde{\omega}_{a} - Un_{a})],
\]

\[
\lambda_{\nu_{c}, \nu_{c}, (n_{c}-1, n_{a})}^{(0)} = -\frac{\kappa_{c}}{2} - \frac{\kappa_{a}}{2}[\tilde{\nu}_{c}(2n_{c} + 3) + (1 + \tilde{\nu}_{a})(2n_{a} + 1)] - i[\tilde{\omega}_{c} - (\tilde{\omega}_{a} - Un_{a})],
\]

As a result, \( \Gamma_{rel}^{(2, nc-2)} \) is composed of two parts (where we introduce a short-hand notation \( |n_{c}, n_{a}⟩ \equiv |n_{c}⟩ \otimes |n_{a}⟩ \)).

\[
\Gamma_{rel}^{(2, nc-2)} = -\varepsilon_{nc}^{2} \sum_{n_{c}, n_{a}=0}^{\infty} \langle c_{n_{c}}^{(0)} \rangle_{n_{c}, n_{a}}^{a(0)} c_{\nu_{c}, (n_{c}-1, n_{a})}^{(0)} \quad \text{tr} \left[ \frac{1}{|\tilde{\nu}_{c} + \lambda_{\nu_{c}, \nu_{c}, (n_{c}-1, n_{a})}^{(0)}|} \right] n_{c} C_{c, ss, \downarrow} n_{a} C_{c, ss, \uparrow} + \text{Re} \left[ \frac{1}{|\tilde{\nu}_{c} + \lambda_{\nu_{c}, \nu_{c}, (n_{c}-1, n_{a})}^{(0)}|} \right] n_{c} C_{c, ss, \downarrow} C_{c, ss, \uparrow}
\]

where

\[
C_{c, ss, \downarrow} = \text{tr} \left[ \tilde{\tau}_{\downarrow}^{(0)} | c \rangle \langle c | \right] \quad \text{and} \quad C_{c, ss, \uparrow} = \text{tr} \left[ \tilde{\tau}_{\uparrow}^{(0)} | c \rangle \langle c | \right]
\]

At the low temperature regime \( \tilde{\nu}_{c}^{0}, \tilde{\nu}_{a}^{0} \ll 1 \), it is sufficient to sum up the first several Fock states,

\[
\Gamma_{rel}^{(2, nc-2)} \approx -\varepsilon_{nc}^{2} \frac{\kappa_{c} + \kappa_{a}}{2} \left[ \frac{p_{c, \nu_{c}, \nu_{c} = 1}^{(0)} | n_{c} = 1 \rangle }{\Delta - U} + \frac{p_{c, \nu_{c}, \nu_{c} = 0}^{(0)} | n_{c} = 2 \rangle }{\Delta - U} \right] C_{c, ss, \downarrow} n_{a} C_{c, ss, \uparrow}
\]

\[
\approx -\frac{g^{2} U^{2}}{2 \Delta} \left( \kappa_{c} + \kappa_{a} \right) \left( \frac{n_{c}}{\Delta - U} + \frac{4 n_{a}}{\Delta - U} \right)
\]

(C43)
giving the third term of Eq. (14) in the main text.

Equation (C43) tells us that, for the contribution solely from nonlinear conversion, increasing the qubit thermal population $n_a$ increases the qubit $T_1$-decay rate. In contrast, increasing cavity thermal population $n_c$ decreases this rate. Note that the former can be important even when the bare qubit population is absent ($n_a^0 = 0, n_c^0 > 0$) in the regime $\kappa_a \ll \kappa_p$, as the qubit population can be comparable to the cavity population $\bar{n}_c \approx \bar{n}_c$, see Eq. (8) in the main text. This intriguing property can be understood by using Fermi’s Golden rule: there is an effective incoherent pumping or decay process between the qubit $n = 1$ and $n = 2$ Fock state mediated by the cavity. (Note crucially that the excitations between $n = 0$ and $n = 1$ qubit Fock state is absent because the nonlinear conversion can only take place when at least one qubit photon present.) To see this, it is instructive to rewrite Eq. (C43) as

$$\Gamma_{\text{rel}}^{\text{nc-\text{nc}(2)}} \approx -i \left[ \hat{\rho}_{\text{rel}}^{(0)}, \mathcal{L}_{\text{eff}}^{\text{c}(a^{(0)})} \right] \tag{C44}$$

with

$$\mathcal{L}_{\text{eff}}^{\text{c}} = \kappa_{\text{eff}}^{\text{c}}(\bar{n}_c \mathcal{D}[\hat{a}_{n \geq 1}^\dagger + \mathcal{D}][\hat{a}_{n \geq 2}]), \tag{C45}$$

$$\kappa_{\text{eff}}^{\text{c}} = \chi^2 \frac{\bar{n}_c + \kappa_c}{(\Delta - U)^2}, \tag{C46}$$

where we have introduced annihilation/creation operators $\hat{a}_{n \geq 2}$ and $\hat{a}_{n \geq 1}^{\dagger}$ that only acts on higher-number Fock states, i.e.

$$\hat{a}_{n \geq 2} |n\rangle = \sqrt{n} |n - 1\rangle, \quad \hat{a}_{n \geq 1}^{\dagger} |n\rangle = \sqrt{n + 1} |n + 1\rangle \tag{C47}$$

but $\hat{a}_{n \geq 2} |n\rangle = 0(n \leq 1), \hat{a}_{n \geq 1}^{\dagger} |n\rangle = 0(n = 0)$, reflecting the absence of the excitations between $n = 0$ and $n = 1$ states from the nonlinear conversion process.

The fact that $\Gamma_{\text{rel}}^{\text{nc-\text{nc}(2)}}$ can be expressed as Eqs. (C44) and (C45) shows that $\Gamma_{\text{rel}}^{\text{nc-\text{nc}(2)}}$ can be interpreted as a first-order correction from the effective dissipator $\mathcal{L}_{\text{eff}}^{\text{c}}$ (cf. Eq. (14)). The effective dissipation rate $\kappa_{\text{eff}}^{\text{c}}$ (Eq. (C46)) can be understood as the Fermi’s Golden rule rate of the transition from the $(n_c, n_a) = (1, 1)$ state to $(n_c, n_a) = (0, 2)$ state (and its inverse), where it is given as the product of the transition rate $\chi^2$ and the density of states. The first term of $\kappa_{\text{eff}}^{\text{c}}$ that describes the effective incoherent qubit pumping process from qubit $n = 1$ to $n = 2$ state is proportional to $\bar{n}_c$ because the nonlinear conversion that excites the qubit can only activate in the presence of the cavity photon population. This incoherent pumping process to the higher qubit states contributes as the decrease of the qubit $T_1$-decay rate, which follows from the relation $\langle \hat{n}_c^{(0)}, \mathcal{D}[\hat{a}_{n \geq 1}^{\dagger}] \rangle_{\text{rel}}^{(0)} \approx 2 \bar{n}_c$. Note that the fact that this involves the $n = 2$ qubit Fock state is essential in obtaining the negative contribution to $\Gamma_{\text{rel}}$, since the the transition between $n = 0$ and $n = 1$ would affect the $T_1$-decay rate in the opposite way, following from the relation $\langle \hat{n}_c^{(0)}, \mathcal{D}[\hat{a}_{n \geq 2}] \rangle_{\text{rel}}^{(0)} \approx -\bar{n}_c$.

On the other hand, its inverse process from the qubit $n = 2$ to $n = 1$ state contribute as the increase of the qubit $T_1$-decay rate. Since the $n = 2$ state can only be populated when the qubit is populated ($\bar{n}_a > 0$), this term is proportional to $\bar{n}_a$, which follows from the relation $\langle \hat{n}_a^{(0)}, \mathcal{D}[\hat{a}_{n \geq 1}] \rangle_{\text{rel}}^{(0)} \approx -4\bar{n}_a$.

We can similarly compute the third term $\Gamma_{\text{rel}}^{\text{nc-\text{cd}(2)}}$ of Eq. (C34), which is the “cross term” contribution of the nonlinear conversion and correlated dissipation. As in the first term $\Gamma_{\text{rel}}^{\text{nc-\text{nc}(2)}}$, the intermediate states are given by Eq. (C35). After a lengthy but straightforward computation, we arrive at

$$\Gamma_{\text{rel}}^{\text{nc-\text{cd}(2)}} = \sum_{n_c, n_a=0}^{\infty} f^{(0)}_{\text{ss}, n_c} f^{(0)}_{\text{rel}, n_a} \times \left[ 2\gamma^2 \chi \text{Im} \left[ \frac{1}{\kappa_a + \lambda_{\text{ss}, (n_a, n_a-1)}^{(0)}} \right] (n_a - 1) C_{n_c}^{\text{ss}} C_{n_a}^{\text{rel}} + 2\gamma^2 \chi \text{Im} \left[ \frac{1}{\kappa_a + \lambda_{\text{ss}, (n_a-1, n_a)}^{(0)}} \right] (n_a - 1) C_{n_c}^{\text{ss}} C_{n_a}^{\text{rel}} \right] + 2\gamma^2 \chi \text{Im} \left[ \frac{1}{\kappa_a + \lambda_{\text{ss}, (n_a, n_a+1)}^{(0)}} \right] n_c C_{n_c}^{\text{ss}} C_{n_a}^{\text{rel}} + 2\gamma^2 \chi \text{Im} \left[ \frac{1}{\kappa_a + \lambda_{\text{ss}, (n_a+1, n_a)}^{(0)}} \right] n_c C_{n_c}^{\text{ss}} C_{n_a}^{\text{rel}} \right]. \tag{C48}$$

A notable difference from Eq. (C38) is that the imaginary part of the “propagator” $G_{\beta} = 1/(\kappa_a - \lambda_{\text{ss}}^{(0)})$ (where $\beta$ labels the intermediate state) enters the expression, while the real part of $G_{\beta}$ shows up in Eq. (C38). The physical meaning of the latter is the density of states of the system, while the former is related to that by the Kramers-Kronig relation. This difference reflects the property that this term originates from the combination of the coherent and dissipative perturbation. Comparing the relation $\text{Im} G_{\beta} \sim 1/(\Delta - U)$ and $\text{Re} G_{\beta} \sim \kappa_{\text{rel}}/(\Delta - U)^2$, one finds that this gives rise to one factor of $\Delta - U$ larger compared to $\Gamma_{\text{rel}}^{\text{nc-\text{nc}(2)}}$ and the peculiar sign dependence to the sign of $\Delta - U$. 
Indeed, at low temperature $n_c^0, n_a^0 \ll 1$, we find

$$
\Gamma_{\text{rel}}^{\text{nc -:cd(2)}} \approx \frac{2\gamma_L}{\Delta - U} \tilde{a}_n^{(0)} a_{n=0}^{(0)} \Gamma_{\text{rel}}^{\text{ss}} + 2\gamma_L \frac{1}{\Delta - U} \tilde{a}_n^{(0)} a_{n=2}^{(0)} \Gamma_{\text{rel}}^{\text{ss}} + 2\gamma_L \frac{1}{\Delta - U} \tilde{a}_n^{(0)} a_{n=1}^{(0)} \Gamma_{\text{rel}}^{\text{ss}}
$$

$$
\approx \frac{2\gamma_L}{\Delta - U} \tilde{\rho}_{\text{rel} n=0} \tilde{D}[\hat{n}_{\text{rel}} \geq 2] a_{\text{rel}}^{(0)} + 2\gamma_L \frac{1}{\Delta - U} \tilde{\rho}_{\text{rel} n=1} \tilde{D}[\hat{n}_{\text{rel}} \geq 2] a_{\text{rel}}^{(0)}
$$

$$
\approx 2(\kappa_a - \kappa_a) \frac{g^2 U}{\Delta - U} (-4\hat{n}_{\text{rel}}) + 2(\kappa_a n_c^0 - \kappa_a n_a^0) \frac{g^2 U}{\Delta - U} - \frac{1}{2}
$$

$$
= \frac{g^2 U}{\Delta - U} \left[ 8(\kappa_a - \kappa_a) n_c - 4(\kappa_a n_c^0 - \kappa_a n_a^0) \right],
$$

(C49)

giving the second term of Eq. (14). Note crucially that, again, the transition between $(n_c, n_a) = (1, 1)$ Fock state and $(n_c, n_a) = (0, 2)$ state and its inverse is playing the dominant role to this term as well, as one can see from the second line of Eq. (C49).

This completes the derivation of Eq. (14).

3. Limitation of Eq. (14)

So far, we have analytically derived the second order corrections to the qubit $T_1$-decay rate $\Gamma_{\text{rel}}$ in terms of the nonlinear conversion and correlated dissipation $\mathcal{L}_1$. As seen in Figs. 2 and 3 in the main text, the obtained formula (Eq. (14) in the main text) gives an excellent agreement with our numerical simulation (which we provide details in Appendix [3]) in most regimes. However, we see a slight deviation when the nonlinearity is relatively large $U = 0.1|\Delta|$ and is in the regime where the qubit decay $\kappa_a$ is dominated by Purcell decay contribution $\kappa_a \ll \kappa_p$. Notably, the formula recovers its predictive power in the opposite regime $\kappa_a > \kappa_p$, even with large nonlinearity $U = 0.1|\Delta|$, see Fig. 3.

We argue below that this deviation is due to the missing higher order correction in terms of $\mathcal{L}_1$, that can become important when $\kappa_a \ll \kappa_p$. We show that there exists correction to $\Gamma_{\text{rel}}$ of $O((g^2 U^2/\Delta^4)\kappa_a n_a)$ from the higher-order perturbation only in the regime $\kappa_a \ll \kappa_p$, which is comparable to $\Gamma_{\text{rel}}^{\text{nc -:cd(2)}}$ (the third term of Eq. (14) in the main text). This is due to the appearance of “resonant” processes that involves higher order qubit $T_1$-decay modes as its intermediate state. These results are in agreement with what is seen in the numerics. We stress, however, that the qualitative features and the order of magnitude of the correction are well captured already in Eq. (14), since the most dominant correction of $O((g^2 U^2/\Delta^4)\kappa_a n_a)$ from the second term of Eq. (14) is already appropriately included in our second order perturbation theory.

The next order correction would be from the fourth order perturbation in terms of $\mathcal{L}_1$. From the recursion relation (B2), we have

$$
\Gamma_{\text{rel}}^{(4)} = -\langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \tilde{r}_{\text{rel}}^{(3)} \rangle = -\langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \mathcal{L}_0 \mathcal{L}_0 + \tilde{\kappa}_a \tilde{\kappa}_a \rangle - \langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \mathcal{L}_0 \rangle - \langle \tilde{r}_{\text{rel}}^{(0)} \rangle
$$

$$
\sum_{\beta, \gamma, \delta \neq \text{rel}} \langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \tilde{r}_{\beta} \rangle \frac{1}{\lambda_\beta} \frac{1}{\lambda_\gamma} \frac{1}{\lambda_\delta} + \kappa_a \langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \tilde{r}_{\gamma} \rangle \frac{1}{\lambda_\gamma} \frac{1}{\lambda_\delta} + \kappa_a \langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \tilde{r}_{\delta} \rangle \frac{1}{\lambda_\delta} + \kappa_a \langle \tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_1 \tilde{r}_{\text{rel}}^{(0)} \rangle
$$

(C50)

where we have introduced a compact notation for the cross-Kerr nonlinearity $\mathcal{L}^{\mu - \text{cd}}_{\text{crs}} = \mathcal{L}^{\mu - \text{cd}}_{\text{crs}}$, nonlinear conversion $\mathcal{L}^{\mu - \text{nc}}_{\text{crs}} = \mathcal{L}^{\mu - \text{nc}}_{\text{crs}}$, and correlated dissipation $\mathcal{L}^{\mu - \text{cd}}_{\text{crs}} = \mathcal{L}^{\mu - \text{cd}}_{\text{crs}}$. As in Rayleigh-Schrödinger perturbation theory for quantum mechanics, this can be understood as a result of the summation over all possible processes involving four steps of virtual excitations from the unperturbed initial state.

Let us consider in particular the process where two nonlinear conversion ($\mathcal{L}_{\text{nc}}$) and two correlated dissipation ($\mathcal{L}_{\text{cd}}$) are involved, which evolves the qubit $T_1$-decay mode as follows:

$$
\tilde{r}_{\text{rel}}^{(0)} \mathcal{L}_{\text{nc}} \tilde{r}_{\delta} = \tilde{r}_{\delta}^{(0)} \otimes \tilde{r}_{\text{nc} n_{a+1}}^{(0)} \mathcal{L}_{\text{cd}} \tilde{r}_{\gamma} = \tilde{r}_{\gamma}^{(0)} \otimes \tilde{r}_{\Delta}^{(0)} \mathcal{L}_{\text{cd}} \tilde{r}_{\beta} = \tilde{r}_{\beta}^{(0)} \otimes \tilde{r}_{\Delta}^{(0)} \mathcal{L}_{\text{cd}} \tilde{r}_{\text{rel}}^{(0)}.
$$

(C51)

Here, $n_a$ only takes $n_a > 1$ because the nonlinear conversion only activates when qubit excitation is present. This is a process where the qubit $T_1$-decay mode is excited to a $T_2$ mode by the nonlinear conversion $\mathcal{L}_{\text{nc}}$, then converted to a higher order qubit $T_1$-decay mode by the correlated dissipation $\mathcal{L}_{\text{cd}}$, and then ultimately transferring back to the qubit $T_1$-decay mode by the further perturbation from $\mathcal{L}_{\text{nc}}$ and $\mathcal{L}_{\text{cd}}$. The contribution from this process can be estimated
at low temperature. Here, it is proportional to $\chi^2/\Delta^2$ because two nonlinear conversion and correlated dissipation are involved, and have used Eqs. (C14) and (C36) to estimate the contribution from the propagators of the intermediate states.

Due to the fact that this is a contribution from the fourth-order correction, $\Gamma^{(4)}_{\text{rel}}$ is proportional to $g^4/\Delta^4$. This, at a glance, seems to always give only subleading order correction to $\Gamma_{\text{rel}}$ compared to the corrections given in Eq. (14) in the main text that are $\propto g^2/\Delta^2$. However, note the appearance of the qubit decay rate $\kappa_a$ in the denominator in its expression, which is due to the property that this process involves a (higher order) qubit $T_1$-decay mode as its intermediate state. Because of this “resonant” structure, in the regime $\kappa_a \ll \kappa_P = (g^2/\Delta^2)(\kappa_c - \kappa_a)$, we can further estimate the correction as (recall that $\kappa_a = \kappa_a + \kappa_P \approx \kappa_P$ in this regime)

$$
\Gamma^{(4)}_{\text{rel}} \approx \frac{g^4}{\Delta^2} \frac{U^2}{(\Delta - U)^2} \frac{\kappa_c^2}{\kappa_a} \tilde{n}_c
$$

which is comparable to the third term in Eq. (14) in the main text. Note how one of the $g^2/\Delta^2$ factor in the numerator is canceled out with that in the denominator to yield this large magnitude. The obtained order of magnitude matches with the magnitude of the deviation between Eq. (14) and the numerics. This is also consistent with the observation made in Fig. 2 in the main text that Eq. (14) matches with the numerics at very small $U \ll |\Delta|$, where the second term of Eq. (14) dominates over $\Gamma^{(4)}_{\text{rel}}$.

On the other hand, when $\kappa_a \gg \kappa_P$, $\kappa_a$ in the denominator of Eq. (C52) does not get as small and the cancelization of $g^2/\Delta^2$ seen above does not occur. As a result, $\Gamma^{(4)}_{\text{rel}} \propto g^4/\Delta^4$ only gives subleading correction compared to the terms obtained in Eq. (14) in the main text. This is consistent with the results obtained in Fig. 3, where an excellent agreement is still obtained even with a relatively large nonlinearity $U (= 0.1|\Delta|)$.

**Appendix D: Bare cavity coherent drive**

This section deals with the bare cavity coherent drive $\hat{H}_D = f_c e^{-i\omega_D t}\hat{c}_0 + \text{h.c.}$ and will derive Eq. (20) in the main text. As sketched in the main text, we first move to the rotating frame that eliminates the time dependence from the Hamiltonian and further make a displacement transformation that eliminates linear terms $\propto \hat{c}_0, \hat{a}_0$ from the Hamiltonian. The resulting equation of motion at weak drive regime $|\alpha_a|^2 \ll 1$ and zero temperature $\tilde{n}_c^0 = \tilde{n}_a^0 = 0$ is given by,

$$
\partial_t \hat{\rho} = -i[\hat{H}'_0, \hat{\rho}] + \kappa_a \rho[D(\hat{a}_0)\hat{\rho} + \kappa_c D(\hat{c}_0)\hat{\rho}] \equiv \mathcal{L}' \hat{\rho},
$$

with

$$
\hat{H}'_0 = \hat{H}_0 + \hat{H}_\text{quad},
$$

where

$$
\hat{H}_0 = \hat{H}_0 + \hat{H}_\text{quad}
$$

is a modified quadratic Hamiltonian from the energy shift that arises due to the drive (where the squeezing terms $\propto \hat{a}_0\hat{a}_0$ and $\hat{c}_0\hat{c}_0$ are omitted as they play no role to the order of our interest), and

$$
\hat{H}'_\text{int} = \hat{H}'_\text{int} + \hat{V}[\alpha_a], \quad \hat{V}[\alpha_a] = \hat{U}(\alpha_a\hat{a}_0^\dagger\hat{a}_0 + \text{h.c.}).
$$

The displacement fields $\alpha_c, \alpha_a$ satisfy the relation,

$$
\begin{pmatrix}
\omega_c - \omega_D - i\kappa_c/2 \\
\omega_a - \omega_D - i\kappa_a/2
\end{pmatrix} \begin{pmatrix}
\alpha_c \\
\alpha_a
\end{pmatrix} = - \begin{pmatrix}
f_c \\
0
\end{pmatrix},
$$

In what follows, we diagonalize the modified quadratic Hamiltonian as $\hat{H}_0' = (\omega_c' - \omega_c)i\hat{a}_0^\dagger\hat{a}_0 + (\omega_a' - \omega_a)i\hat{c}_0^\dagger\hat{c}_0 + (g'/\Delta')\hat{c}_0^\dagger\hat{c}_0$, and $\Delta' \approx (1 - g^2/2\Delta^2)\tilde{\omega}_c \approx \omega_c + g^2/\Delta' \approx \omega_c + g^2/\Delta'$, which has the same form as the usual blackbox basis without coherent drive (see main text), where the qubit-cavity detuning $\Delta = \omega_a - \omega_c$ is replaced by

$$
\Delta'[\alpha_a] = \Delta - 2U|\alpha_a|^2,
$$

since the only difference between $\hat{H}_0$ and $\hat{H}_0'$ is the energy shift from the drive.

For the interaction term $\hat{H}'_{\text{int}} \approx \hat{H}'_{\text{int}}^{\text{slf}} + \hat{H}'_{\text{int}}^{\text{nsf}} + \hat{H}'_{\text{int}}^{\text{cc}}$, they are given as the sum of the self- and cross-Kerr nonlinearity and the nonlinear conversion as before (cf. Eqs. (2) and (3) in the main text),

$$
\begin{align*}
\hat{H}'_{\text{int}}^{\text{slf}} &= \chi_{\alpha a}^l \hat{a}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger, \\
\hat{H}'_{\text{int}}^{\text{nsf}} &= \chi_{\alpha a}^f \hat{c}_0^\dagger \hat{c}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger, \\
\hat{H}'_{\text{int}}^{\text{cc}} &= \chi' \hat{c}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger + \hat{c}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger \hat{a}_0^\dagger,
\end{align*}
$$
with \( \chi_{aa} = -(U/2)[1 - g^2/(2\Delta^2)] \), \( \chi_{\alpha a} = -2g^2U/\Delta^2 \), and \( \tilde{\chi} = gU/\Delta \). The drive term \( \tilde{V}[\alpha_a] \) transforms as

\[
\tilde{V}[\alpha_a] \approx -U(\alpha_a \hat{a}^\dagger \hat{a}^\dagger + \text{h.c.}),
\]

(D9)

where we have dropped the higher-order corrections \( \mathcal{O}(g^2/\Delta^2)U\alpha_a, \alpha_a^3 \).

The resulting Lindblad master equation in this basis takes the form

\[
\partial_t \hat{\rho} = \mathcal{L}' \hat{\rho} = \mathcal{L}_{\text{ind}}' \hat{\rho} + \mathcal{L}_{\text{cd}}' \hat{\rho}.
\]

(D10)

Here, \( \mathcal{L}_{\text{ind}}' \) and \( \mathcal{L}_{\text{cd}}' \) take the similar form to \( \mathcal{L}_{\text{ind}} \) (Eq. (6) in the main text) and \( \mathcal{L}_{\text{cd}} \) (Eq. (9) in the main text), respectively, except for the replacement of parameters and some additional terms arising from the drive \( \tilde{V}[\alpha_a] \):

\[
\mathcal{L}_{\text{ind}}' \hat{\rho} = -i[\hat{H}_{\text{int}}, \hat{\rho}] + \kappa'_{\alpha} |\alpha_a\rangle \langle \alpha_a| \hat{\rho} + \kappa'_{\alpha} |\alpha_a\rangle \langle \alpha_a| \hat{\rho}
\]

(D11)

\[
\mathcal{L}_{\text{cd}}' \hat{\rho} = -i[\hat{H}_{\text{cd}}', \hat{\rho}] + \kappa'_{\alpha} |\alpha_a\rangle \langle \alpha_a| \hat{\rho} - \kappa'_{\alpha} |\alpha_a\rangle \langle \alpha_a| \hat{\rho}
\]

(D12)

As stressed in the main text, the intrinsic qubit polariton damping rate is modified to

\[
\tilde{k}'_{\alpha} = \kappa_a + \frac{g^2}{(\Delta'_{\alpha a})^2} (\kappa_c - \kappa_a)
\]

(D13)

and similarly for the cavity polariton dissipation rate and correlated dissipation rate,

\[
\tilde{k}'_{\alpha} = \kappa_c + \frac{2g^2}{\Delta'_{\alpha a}} (\kappa_c - \kappa_a)
\]

(D14)

\[
\tilde{\gamma}'_{\alpha} = \frac{2g}{\Delta'_{\alpha a}} (\kappa_c - \kappa_a)
\]

(D15)

\[
\tilde{\gamma}'_{\alpha} = \frac{2g}{\Delta'_{\alpha a}} (\kappa_c - \kappa_a)^2.
\]

(D16)

We now compute the qubit \( T_1 \)-decay rate \( \Gamma_{rel}[\alpha_a] \) of this system. Since the form of the master equation (D10) is very much similar to that of the thermal case (Eq. (5) in the main text), most of the analysis below would be parallel to the previous section. Similarly to the thermal case, we regard the qubit-cavity coupling terms and \( \tilde{V}[\alpha_a] \) that gives rise to non-secular nonlinearity, given by,

\[
\mathcal{L}_{\text{cd}}' \hat{\rho} = -i[\epsilon_{\alpha a} \hat{H}_{\text{cd}}', \hat{\rho}] + \epsilon_{\alpha a} \hat{H}_{\text{cd}}' + \epsilon_{\alpha a} \hat{V}[\alpha_a], \hat{\rho} + \epsilon_{\alpha a} \hat{V}[\alpha_a], \hat{\rho}
\]

(D17)

as the perturbation on top of the unperturbed part \( \mathcal{L}' = \mathcal{L}'_{\text{ss}} \), or

\[
\mathcal{L}_{\text{cd}}' \hat{\rho} = -i[\hat{H}_{\text{ss}}, \hat{\rho} + \kappa'_{\alpha} |\alpha_a\rangle \langle \alpha_a| \hat{\rho} + \kappa'_{\alpha} |\alpha_a\rangle \langle \alpha_a| \hat{\rho}
\]

(D18)

Here, again, \( \epsilon_{\alpha a} = \epsilon_{\alpha a} = \epsilon_{\alpha a} = \epsilon_{\alpha a} = 1 \) is the bookkeeping constant. We will compute up to the second-order in \( \mathcal{L}'_{\text{ss}} \), where the qubit \( T_1 \)-decay rate is given by \( \Gamma_{rel}[\alpha_a] = \Gamma_{\alpha a}^{(0)} + \Gamma_{\alpha a}^{(2)} \). (The first order correction vanishes as before.)

The unperturbed part Eq. (D18) has the same form as that of the thermal case Eq. (C1). Therefore, those results can be directly applied by the appropriate replacement of the parameters such as \( \kappa_{\mu} \rightarrow \kappa_{\mu}^{(0)} |\alpha_a| \). This gives the unperturbed qubit \( T_1 \)-decay rate (cf. Eq. (C17))

\[
\Gamma_{\alpha a}^{(0)}[\alpha_a] = \kappa_a + \kappa_a + \frac{g^2}{\Delta^2} \Delta (\kappa_c - \kappa_a) |\alpha_a|^2.
\]

(D19)

Note that the coherent drive strength dependence is already included in this unperturbed part.

We move on to consider the perturbative correction to the qubit \( T_1 \)-decay rate from \( \mathcal{L}'_{\text{ss}} \). Actually, it turns out that the only contribution at zero temperature is that from \( \tilde{V}[\alpha_a] \). As before, the cross-Kerr nonlinearity does not contribute to the qubit \( T_1 \)-decay rate since they do not change the photon excitation number. For the nonlinear conversion and the correlated dissipation to be activated, photon excitations should be present in the steady state, which, however, are absent at zero temperature \( \tilde{n}^0 = \tilde{n}^0 = 0 \).

Since \( \tilde{V}[\alpha_a] \) only excites the qubit, the intermediate state that participates to the second-order correction to the qubit \( T_1 \)-decay rate would be of the form that solely involves the coherence of the qubit,

\[
\tilde{\rho}_{0}^{ss}(n_a+1, n_a) \equiv \tilde{\rho}_{0}^{ss}(n_a+1, n_a) \quad \tilde{\rho}_{0}^{ss}(n_a+1, n_a) = \tilde{\rho}_{0}^{ss}(n_a+1, n_a)
\]

(D20)

with corresponding eigenvalue

\[
\lambda_{0}^{(0)}(n_a+1, n_a) = -\frac{\tilde{k}_a^0}{2} (1 + 2n_a) + i(\tilde{\omega}_a - \omega_D - U^2 n_a).
\]

(D21)

As a result, the second order correction is computed as
\[ \Gamma^{(3)}_\text{rel}(|\alpha_n|) \approx -\epsilon V^2 |\alpha_n|^2 2 \text{Re} \left[ \frac{1}{\kappa_n + \lambda_\text{ss}(n_n=2,n_n=1)} \langle \tilde{\rho}(0) | \mathcal{D}[\hat{a}^{\dagger}_c] \hat{\rho}(0) \rangle \right] \]

\[ \approx -\epsilon V^2 \frac{2U^2}{(\bar{\omega}_n - \omega_D - U)^2} \kappa_n |\alpha_n|^2 , \]

\[ (D22) \]

where the creation operator \( \hat{a}^{\dagger}_{n \geq 1} \) only acts on the Fock states with \( n \geq 1 \). It is proportional to \( \bar{\kappa}_n \) and the denominator has the form \( (\bar{\omega}_n - \omega_D - U)^2 \) (in contrast to Eq. (C43) where it is proportional to \( \bar{\kappa}_n + \bar{\kappa}_a \) and \( 1/(\Delta - U)^2 \)) reflecting the eigenvalue of the intermediate state. This is the second term of Eq. (20) in the main text and hence completes the derivation.

Appendix E: Numerical simulation

We outline here the procedure we took to determine the qubit \( T_1 \)-decay rate \( \Gamma^{\text{diag}}_\text{rel} \) from numerical diagonalization of the Lindbladian \( \mathcal{L} \) (Eq. (4) in the main text) and \( \mathcal{L}' \) for the coherent drive case (Eq. (D10)). To identify the qubit \( T_1 \)-decay rate, recall that the density matrix evolves as

\[ \dot{\rho}(t) = \dot{\rho}_\text{ss} + \sum_\alpha w_\alpha e^{\lambda_\alpha t} \hat{r}_\alpha \tag{E1} \]

with \( w_\alpha = \langle \hat{l}_\alpha, \rho(0) \rangle \). Here, we took the normalization of \( \hat{r}_\alpha \) and \( \hat{l}_\alpha \) to satisfy \( \text{Tr}[\hat{l}_\alpha \hat{l}_\alpha] = 1 \) together with the bi-orthogonality relation \( \text{Tr}[\hat{l}_\alpha \hat{l}_\beta] = \delta_{\alpha\beta} \). Equation \( (E1) \) tells us that if one starts in an initial state where the qubit is excited, e.g. by adding a single photon to the steady state

\[ \rho(t) \propto \hat{a}^{\dagger} \rho_\text{ss} \hat{a} . \tag{E2} \]

then one will excite a set of Liouvillian eigenmodes \( \hat{r}_\alpha \) each with its own exponential decay rate \( -\text{Re} \lambda_\alpha \). We can define operationally the \( T_1 \) decay rate of the qubit by the slowest decay rate associated with such an initial state (as this will define the long-time relaxation). Alternatively, we could define the \( T_1 \) decay rate as the rate associated with the excited mode with the largest weight \( |w_\alpha| \) (i.e. the mode that most closely represents the deviation between the initial state and the steady state). Either of these definitions can be used from numerical simulations to extract the qubit \( T_1 \) rate; for all parameters shown in our numerical plots, both definitions yield the same result. The resulting numerically-obtained qubit \( T_1 \)-decay rate defined as \( \Gamma^{\text{diag}}_\text{rel} = -\lambda_\text{rel} \) is computed using QuTiP code [28, 29] and are plotted in Figs. 1-3 in the main text.

A more direct and experimentally relevant way to compute the \( T_1 \)-decay rate is to fit the photon number to an exponentially decaying curve after transient dynamics have damped out. To gain further confidence in our approach, we have also computed the qubit \( T_1 \)-decay rate \( \Gamma^{\text{sim}}_\text{rel} \) in this manner from the direct simulation of the Lindblad master equation (5) with initial condition given by Eq. \( (E2) \). We have fitted the time evolution of the qubit photon number to \( \langle \hat{a}^{\dagger} \hat{a} \rangle(t) \sim e^{-\Gamma^{\text{sim}}_\text{rel} t} \) at long times, and compared \( \Gamma^{\text{diag}}_\text{rel} \) and \( \Gamma^{\text{sim}}_\text{rel} \) in Fig. 4. As one sees, we find an excellent agreement between the two qubit \( T_1 \)-decay rates, supporting our approach of determining \( \Gamma^{\text{rel}}_\text{rel} \) numerically.

Appendix F: Extensions to other models - Qubit-Mediated Cross-Kerr Interaction

In this section, we briefly explain how our general formalism could be applied to other relevant driven-dissipative circuit QED models studied in the literature. We will not explicitly perform the calculation, but rather setup the problem and sketch the solution so that any interested reader could apply the same technique to their model. We focus on a ubiquitous system studied in the context of bosonic error correction: two (bare) linear cavity modes \( \hat{c}_0 \) and \( \hat{c}_0 \) are both off-resonantly coupled to a common transmon qubit \( \hat{a}_0 \). The goal here is to use the transmon to mediate nonlinear mode-mode interactions. Of course, an issue is the transmon will also gen-
erate unwanted dissipative interactions which are drive dependent. Our approach provides a powerful means to treat this system.

The starting Hamiltonian describing the isolated system is

\[
\hat{H}_0 = \omega_b \hat{b}_0^\dagger \hat{b}_0 + \omega_c \hat{c}_0^\dagger \hat{c}_0 + \omega_d \hat{a}_0^\dagger \hat{a}_0 - \frac{U}{2} \hat{a}_0^\dagger \hat{a}_0^\dagger \hat{a}_0 \hat{a}_0 + \left( g_b \hat{a}_0^\dagger \hat{b}_0 + g_c \hat{a}_0^\dagger \hat{c}_0 + f_k e^{-i \omega_D t} \hat{b}_0 + f_k e^{-i \omega_D t} \hat{c}_0 + \text{h.c.} \right) \tag{F1}
\]

where \( \omega_k \) is the bare resonant frequency, \( g_k \) is the coupling between the linear mode and the qubit and \( f_k \) the strength of the coherent drive on each linear mode, which we take to be at the same frequency \( \omega_D \). As we have done throughout, we shall assume that each mode is subject to its own independent Markovian environment with decay rate \( \kappa_k \) and thermal occupation \( \bar{n}_k \) for \( k \in \{a, b, c\} \). Following the procedure outlined in Appendix A, integrating out the Markovian baths leads to the master equation

\[
\dot{\rho} = -i [\hat{H}_0, \rho] + \sum_{k \in \{a, b, c\}} \left( \kappa_k (\bar{n}_k + 1) \hat{D}[\hat{n}_0] \rho + \kappa_k \bar{n}_k \hat{D}[\hat{n}_k] \rho \right) \tag{F2}
\]

which, note, is written in terms of the bare qubit and cavity modes. We can now succinctly outline how to apply our method to this problem, which can be readily generalized to more complicated setups.

- First diagonalize the linear and quadratic parts of \( \hat{H}_0 \). This involves moving to a rotating frame at frequency \( \omega_D \), diagonalizing the quadratic \( 3 \times 3 \) matrix via a simple unitary transformation and then performing a simple displacement transformation to eliminate the linear drives. With this procedure, one obtains a set of polariton modes \( \tilde{k} \) which, by construction, can be written as a linear combination of the bare modes \( \hat{n}_0 \) and the drives \( f_k \). Given that the detuning between the bare qubit and cavity modes are much larger than their coupling \( |g_{b/c}/(\omega_a - \omega_{b/c})|^2 \ll 1 \), these polaritons will serve as the starting point for Lindblad perturbation theory.

- One then writes the coherent Hamiltonian \( \hat{H}_0 \) in this new polariton basis. This gives rise to the usual self and cross-Kerr interaction. In addition, to lowest order in \( |g_{b/c}/(\omega_a - \omega_{b/c})| \), there will be a set of non-linear conversion processes of the form \( \tilde{\chi}_{b/c} \hat{a} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \) and \( \alpha_a \hat{a} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \), where \( \alpha_a \) is proportional to the drive strength. Although they are non-resonant, one must keep these terms since, as explained in the main text, the interplay between the dissipative conversion and this coherent non-linear conversion will lead to the leading-order correction in the qubit \( T_1 \) decay rate.

- The jump terms are also written in terms of the polariton creation and annihilation operators. Writing these out explicitly, one makes a distinction between the terms which describe damping of the polariton modes and those which describe a dissipative conversion process. Retaining only the former amounts to making the standard secular approximation; our method relies on keeping all such terms.

- With all relevant terms in hand, one splits the Lindbladian in two parts \( \tilde{\mathcal{L}} = \mathcal{L}_0 + \mathcal{L}_1 \). The first term \( \mathcal{L}_0 \) consists solely of terms which do not couple the various polariton modes. We stress that \( \mathcal{L}_0 \) includes self-Kerr interactions which (as discussed in the main text) can be treated exactly. The remaining part describes the dissipative and coherent polariton-polariton coupling terms. All such terms are necessarily of the order \( |g_{b/c}/(\omega_a - \omega_{b/c})| \) (assuming \( |g_{b/c}/(\omega_a - \omega_c)| \approx |g_{b/c}/(\omega_a - \omega_c)| \) and thus serve as the correct starting point for Lindblad perturbation theory.

- The eigenvalues and eigenvectors of \( \mathcal{L}_0 \) must then be found, usually within some approximate scheme (using e.g. the smallness of the bare non-linearity \( U \)). This only involves solving three single-mode problems, since \( \mathcal{L}_0 \) does not couple the different polaritons. This was done explicitly in Secs. C,D.

- One can now perform Lindblad perturbation in \( \mathcal{L}_1 \) using \( \mathcal{L}_0 \) as the unperturbed Lindbladian. With this information, one can systematically investigate e.g. how qubit-induced dissipation depends on drive amplitudes and the strength of the various thermal noise terms.
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