Conditional variational autoencoder to improve neural audio synthesis for polyphonic music sound
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Abstract

Deep generative models for audio synthesis have recently been significantly improved. However, the task of modeling raw-waveforms remains a difficult problem, especially for audio waveforms and music signals. Recently, the realtime audio variational autoencoder (RAVE) method was developed for high-quality audio waveform synthesis. The RAVE method is based on the variational autoencoder and utilizes the two-stage training strategy. Unfortunately, the RAVE model is limited in reproducing wide-pitch polyphonic music sound. Therefore, to enhance the reconstruction performance, we adopt the pitch activation data as an auxiliary information to the RAVE model. To handle the auxiliary information, we propose an enhanced RAVE model with a conditional variational autoencoder structure and an additional fully-connected layer. To evaluate the proposed structure, we conducted a listening experiment based on multiple stimulus tests with hidden references and an anchor (MUSHRA) with the MAESTRO. The obtained results indicate that the proposed model exhibits a more significant performance and stability improvement than the conventional RAVE model.

Index Terms: audio synthesis, variational autoencoder, adversarial network.

1. Introduction

In recent audio signal processing systems, deep learning-based analysis and synthesis methods exploit various applications related to speech generation, musical composition, and audio compression. Regarding the analysis/synthesis models with deep neural network structures, algorithms have been developed for audio signal generation [4,12] and timbre transfer [13]. Unfortunately, previously developed models require considerably large dimensionality to model audio waveforms precisely, and are limited in generating high-quality audio waveforms. The recently developed model, differentiable digital signal processing (DDSP) [4], exhibits advanced reconstruction performances in terms of quality and naturalness of generated audio waveforms; however, it utilizes a number of pre-defined audio descriptors, which restricts the types of signals that can be generated.

In the speech signal processing, analysis/synthesis methods have been developed based on simple autoencoder (AE) [5] or cascading AE structures [6]. In addition, generative model-based speech techniques, such as wavenet and variational autoencoder (VAE) have been successfully developed [7], and VAE-based techniques are further developed to vector quantization-based VAE (VQ-VAE) [8]. Although these methods targeting a speech signal can optimally reconstruct the waveform with a latent vector of a relatively small complex-

ity, it is severely difficult to apply these methods to audio or music applications. Recently, although the residual VQ (RVQ) model that employs multiple VQ units has attempted to extend the speech model to the music application, it did not obtain sufficient reconstruction quality.

Recently, the realtime audio variational autoencoder (RAVE) [9] was developed for high-quality audio synthesis. To address the limitations in the existing researches and obtain optimal synthetic quality, the RAVE method introduces the two-stage training procedure, which are representation learning and adversarial fine-tuning stages. In the representation learning stage, the RAVE trains the encoder and decoder networks in VAE modules, and then the decoder is fine-tuned in the adversarial generation stage. Although the RAVE method can generate audio waveforms with a relatively good quality, it is faced with challenges, in that the generated sound quality in the low-frequency band is degraded relative to that in the mid-frequency band, and sometimes, unwanted pitched noise is generated. The former creates problems for listeners, such as missing low-pitched sounds or raising the pitch by one octave (we call this the “missing bass” problem). Furthermore, the latter also causes the listener to hear strange pitched notes, which are more disturbing than typical unpitched noise.

In this study, we proposed an enhanced RAVE structure to solve the missing bass and the pitched noise problem by modifying neural network structures and utilizing pitch information, without any additional assumption (such as weighted loss function for low frequency components). The proposed structure utilizes the conditional VAE (CVAE) scheme with pitch information, such that the model can focus on frequency bands suitable for target pitch when generating audio waveforms.

2. Preliminary: Realtime Audio Variational Autoencoder

The development of the RAVE method was inspired by recent achievements in VAE and autoencoding raw waveform models. The VAE is a generative model that attempts to understand data $x \in \mathbb{R}^{d_x}$ by modeling the distribution $p(x)$ with latent variables $z \in \mathbb{R}^{d_z}$ [9]. To achieve this objective, the VAE introduces an inference model $q_{\phi}(z|x)$ that is optimized to minimize the evidence lower bound (ELBO) as [10]

$$L_{\phi,\theta} = -\mathbb{E}_{q_{\phi}(z|x)} [\log p_{\theta}(x|z)] + D_{\text{KL}}[q_{\phi}(z|x) \| p(z)],$$

(1)

where $D_{\text{KL}}(a|b)$ represents the Kullback-Leibler divergence between $a$ and $b$. The posterior distributions $q_{\phi}$ and $p_{\theta}$ are calculated by the encoder and decoder, respectively, with $\phi$ and $\theta$ parameters. Optimizing ELBO minimizes the reconstruction
Figure 1: Network structure of the RAVE model. Blue-colored blocks are optimized during each training step, while yellow-colored blocks are fixed or frozen. For details on the structure, refer to [9].

Figure 2: Spectrum of A4 (magenta), A2 (blue), A6 (red) piano notes, and an entire music clip with piano (black dashed line). Each note sound is extracted from instrument sound of the RWC music database [13], while the piano music clip is obtained from the MAESTRO database [14].

Because the objective of the RAVE method is to reconstruct the raw waveforms, it is necessary to set a cost function suitable for this purpose. In previous studies on synthesizing audio waveform with feed-forward convolutional autoencoder networks, a perceptually motivated distance measure called spectral distance was proposed as [11]

\[
D_{\text{spec}}(x, y) = \| \log([\text{STFT}(x)]^2 + \epsilon) - \log([\text{STFT}(y)]^2 + \epsilon) \|_1, \tag{2}
\]

where \(\text{STFT}(x)\) means a short-time Fourier transform of \(x\), \(|·|\) means an element-wise absolute operator, \(\|·\|_1\) means the \(L_1\)-norm, and \(\epsilon\) is an arbitrary small value.

The RAVE structure is developed based on the VAE structure. As aforementioned, the first term of ELBO \([1] \) is related to the reconstruction error. Considering the previous studies related to the generation of audio waveform, RAVE minimizes a modified ELBO in which the first term is replaced by the spectral distance as

\[
\mathcal{L}_{\text{vae}} = -\mathbb{E}_{x \sim p(x)} \left[ D_{m,s} (x, \hat{x}) \right] + \beta D_{\text{KL}} [q_\theta (z|x) || p(z)], \tag{3}
\]

where \(\hat{x}\) denotes the generated waveform by RAVE. The multiscale spectral distance \([4] \), which is defined as

\[
D_{m,s}(x, y) = \sum_{n \in N} \left[ \frac{\|\text{STFT}_n(x) - \text{STFT}_n(y)\|_F}{\|\text{STFT}_n(x)\|_F} + \log(\|\text{STFT}_n(x) - \text{STFT}_n(y)\|_1) \right], \tag{4}
\]

is utilized as the reconstruction error measure, instead of the simple spectral distance \([2] \). \(\text{STFT}_n(x)\) represents the magnitude of the short-time Fourier transform with window length of \(n\) and the hop size of \(n/4\), \(N\) is a set of window length parameters, while \(\|·\|_F\) denotes the Frobenius norm.

In the audio waveform generation task, two perceptually similar audio signals can contain subtle phase differences, and their differences can significantly alter the waveforms. To address this problem, the training procedure of RAVE comprises two stages: the representation learning and adversarial fine-tuning, as illustrated in Figure 1. In the representation learning stage, both the encoder and decoder of the VAE are trained by optimizing the ELBO \([1] \). In the adversarial fine-tuning stage, the decoder is fine-tuned by adopting the discriminator

\[
D, \text{ while the encoder is fixed. To train the decoder and discriminator, a generative adversarial network (GAN) objective is defined as } \tag{5}
\]

\[
\mathcal{L}_{\text{dis}} (x, z) = |1 - D(x)|_+ + \mathbb{E}_{\hat{x} \sim p(z|x)} [1 + D(\hat{x})]|_+, \tag{5}
\]

\[
\mathcal{L}_{\text{disc}} (x, z) = \mathbb{E}_{\hat{x} \sim p(z|x)} [-D(\hat{x}) + D_{m,s}(x, \hat{x}) + \mathcal{L}_{\text{FM}} (x, \hat{x})], \tag{6}
\]

where \([·]|_+\) denotes a truncation operator of the negative value to zero, and \(\mathcal{L}_{\text{FM}}\) represents the feature matching distance proposed by Kumar et al. [3].

3. Proposed Structure

3.1. Motivation

The RAVE method generates audio signals well in the midrange frequency band (e.g. right-hand side of the piano), and the generated results are natural to the ears. However, the generation performance of RAVE deteriorates in the low and high frequency bands. In particular, in the case of low-pitched sound
(e.g. left-hand side of the piano), the low-order harmonics and fundamental frequency component are not optimally reproduced; hence, the low-pitched notes sounds are omitted.

To solve this missing bass problem, we consider the spectral distribution of the input/target music signal. As depicted by the solid line in Figure 2, the frequency spectrum of a note is concentrated on the fundamental frequency and low-order harmonics, while the entire music signal exhibits a broadband distribution, as depicted by the dotted line in Figure 2. In particular, many of the music signals we analyzed exhibited a distribution concentrated in the midrange frequency band, as presented in Figure 2. Although it is not yet clearly analyzed, it appears that the range of fundamental frequency of the well-reconstructed notes is related to the frequency band, with the spectral distribution of the input/target music signal.

Because it is significantly difficult to completely reconstruct all frequency bands at once, we modify the RAVE model to focus on reconstructing the important frequency range, instead of trying to reconstruct all frequency bands. The important frequency range depends on the pitch of each note, as illustrated in Figure 2. Therefore, we apply the CVAE structure to the RAVE model. The original CVAE in [15] is conditioned by output variables; however, in subsequent studies [16], it is also modified to be conditioned by auxiliary information input, similar to the conditional generative adversarial network (CGAN) [17]. Inspired by the latter research, we propose a CVAE structure for applying the musical instrument digital interface (MIDI) note number as the auxiliary inputs for the encoder and decoder.

3.2. Proposed modification for the RAVE

Our modification for the RAVE structure is presented in Figure 3. In the conventional RAVE method, each block of the audio input signal is decomposed by pseudo-quadrature mirror filters into multiband signals such as the $N_{\text{bands}} \times N_{\text{frames}}$ matrix, which is provided as the input of the encoder. In our modification, the auxiliary encoder data, which is a $N_{\text{notes}} \times N_{\text{frames}}$ matrix, comprises the one-hot encoded note number of each frame. $N_{\text{notes}}$ is set to the possible number of notes, e.g., 88 for the piano music. Because the encoder network comprises a number of convolutional neural networks with major strides, the temporal dimension of the encoder output (i.e. the temporal dimension of the decoder input) is smaller than that of the encoder input. Hence, the auxiliary decoder data is merged to fit the reduced temporal dimension.

Referring to previous studies for conditional generative models such as CGAN [17], the auxiliary encoder data is concatenated with the multiband audio data, as illustrated in Figure 3. On the decoder side, the auxiliary data is concatenated with the latent vector and fed into the fully connected layer before being fed to the decoder. The structures of the encoder and decoder are the same as that of the conventional RAVE; however, the number of input channels of the first layer of the encoder is increased by $N_{\text{notes}}$. In our experiment, applying the fully connected layer performs better than simply concatenating the auxiliary decoder data to the latent vector, which will be more comprehensively discussed in the next chapter. The fully connected layer for the auxiliary decoder data is trained during the representation learning stage and fixed during the adversarial fine-tuning stage. The multiband, RAVE encoder/decoder, and discriminator (which is not shown in Figure 3) are same as the conventional RAVE; however, the number of input channels of the first layer of the RAVE encoder is increased by the number of notes. The detailed structures of the encoder/decoder modules can be found in [9].

4. Experiment

4.1. Experiment and training settings

Datasets. To evaluate the proposed structure, we trained the enhanced RAVE model using the 2014, 2015, and 2017 data of the MAESTRO dataset [14]. The training data comprised 374 piano clips (approximately 55 h in total), of which 5% of the randomly selected data was adopted as the validation data. All audio clips were downsampled to 16 kHz, and down-mixed to mono signal.

Training. The proposed model was trained with 1M and 2M iterations for the representation learning and adversarial fine-tuning stages, respectively. We adopted the Adam optimizer [18] with a learning rate of $10^{-4}$ where $\beta_1$ and $\beta_2$ were 0.5 and 0.9, respectively. The batch size was set to 8, and the input data was augmented by random crop, all-pass filters with random phase, and dequantization [9]. The auxiliary inputs for encoders and decoders for each frame were extracted as one-hot encoded vectors with 88 elements from the MIDI data included in the dataset.

Evaluation. The proposed model was evaluated with randomly extracted 10 samples from the 2013 data of the MAESTRO dataset, which included unseen data for training. We
4.2. Experiment results

Figure 4 presents the MUSHRA scores of each method. The rectangle block and vertical bar denote the averaged score and 95% confidence interval of each test model in Figure 4, respectively. The simple CV AE model, which is the same structure as the proposed model without the fully connected layer for the auxiliary decoder input, does not exhibit any performance improvement compared to the conventional RA VE model, despite the adoption of pitch information as an auxiliary. The averaged scores of the simple CV AE and conventional RA VE are 49.4 and 51.4, respectively, and most of the confidence intervals overlap. However, the averaged score of the proposed model is 76.7, which indicates a significant improvement, considering the confidence interval.

Figure 5(a) and (b) demonstrate that the distances between input and reconstructed waveforms for the training and validation sets, respectively, during the representation learning stage. For the training data, the performances of the proposed, simple application of CV AE, and conventional RA VE models are similar. The proposed model exhibits slightly better performance than the conventional RA VE model; however, the difference is not significant. However, the proposed model exhibits a significantly improved and stable performance compared to the conventional model for the validation data. When the listener hears the reconstructed waveforms of the proposed and the conventional RA VE models, the difference is more significant than the difference in the distance measures. This is because the missing bass problem in the conventional model has been addressed, thus allowing listeners to recognize the pitches clearly. Figure 5 presents spectrograms of the reference and reconstructed signals of the conventional RA VE and proposed model. In this audio clip, the pitch decreases and increases rapidly, thus forming a V-shaped spectrogram, as illustrated in Figure 6(a). Comparing the results of the conventional and the proposed models, the performance improvement is particularly substantial in low- and high-pitched notes (indicated by blue boxes).

Figure 6: Examples of the spectrograms for (a) the target waveform, reconstructed waveforms of (b) the conventional RAVE, and (c) the proposed model.

5. Conclusion

In this study, an enhanced model for audio synthesis was developed based on the RAVE. The proposed model utilizes pitch information as an auxiliary information, to solve the missing bass problem and help the network to focus on the reconstruction of the important band. To utilize the pitch information, the CVAE structure is applied to the RAVE-based model, and an additional fully-connected layer is added to handle the auxiliary decoder input. The subjective listening test based on the MUSHRA method indicates that the proposed model exhibits a more significantly enhanced performance than the conventional RAVE. In addition, the proposed model is advantageous in reconstructing the fundamental frequency and low-order harmonics of low- and high-pitched sound. Certainly, the proposed model requires pitch information; however, automatic music transcription techniques, such as onsets and frames [19], may help in acquiring the pitch information.

6. Acknowledgements

This work was supported by Electronics and Telecommunications Research Institute (ETRI) grant funded by the Korean government. [22ZH1200, The research of the basic media-contents technologies]
7. References

[1] J. Chung, K. Kastner, L. Dinh, K. Goel, A. C. Courville, and Y. Bengio, “A recurrent latent variable model for sequential data,” Advances in neural information processing systems, vol. 28, 2015.

[2] P. Dhariwal, H. Jun, C. Payne, J. W. Kim, A. Radford, and I. Sutskever, “Jukebox: A generative model for music,” arXiv preprint arXiv:2005.00341, 2020.

[3] N. Mor, L. Wolf, A. Polyak, and Y. Taigman, “A universal music translation network,” arXiv preprint arXiv:1805.07848, 2018.

[4] J. Engel, L. Hantrakul, C. Gu, and A. Roberts, “Ddsp: Differentiable digital signal processing,” arXiv preprint arXiv:2001.04643, 2020.

[5] S. Kankanahalli, “End-to-end optimized speech coding with deep neural networks,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 2521–2525.

[6] K. Zhen, J. Sung, M. S. Lee, S. Beack, and M. Kim, “Cascade cross-module residual learning towards lightweight end-to-end speech coding,” arXiv preprint arXiv:1906.07709, 2019.

[7] W. B. Kleijn, F. S. Lim, A. Luebs, J. Skoglund, F. Stinberg, Q. Wang, and T. C. Walters, “Wavenet based low rate speech coding,” in 2018 IEEE international conference on acoustics, speech and signal processing (ICASSP). IEEE, 2018, pp. 676–680.

[8] C. Gârbacea, A. van den Oord, Y. Li, F. S. Lim, A. Luebs, O. Vinyals, and T. C. Walters, “Low bit-rate speech coding with vq-vae and a wavenet decoder,” in ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2019, pp. 735–739.

[9] A. Caillon and P. Esling, “Rave: A variational autoencoder for fast and high-quality neural audio synthesis,” arXiv preprint arXiv:2111.05011, 2021.

[10] D. P. Kingma and M. Welling, “Auto-encoding variational bayes,” arXiv preprint arXiv:1312.6114, 2013.

[11] A. Défossez, N. Zeghidour, N. Usunier, L. Bottou, and F. Bach, “Sing: Symbol-to-instrument neural generator,” Advances in neural information processing systems, vol. 31, 2018.

[12] K. Kumar, R. Kumar, T. de Boissiere, L. Gestin, W. Z. Teoh, J. Sotelo, A. de Brébisson, Y. Bengio, and A. C. Courville, “Melgan: Generative adversarial networks for conditional waveform synthesis,” Advances in neural information processing systems, vol. 32, 2019.

[13] M. Goto, “Development of the rwc music database,” in Proceedings of the 18th international congress on acoustics (ICA 2004), vol. 1, 2004, pp. 553–556.

[14] C. Hawthorne, A. Stasyuk, A. Roberts, I. Simon, C.-Z. A. Huang, S. Dielmann, E. Elsen, J. Engel, and D. Eck, “Enabling factorized piano music modeling and generation with the MAESTRO dataset,” in International Conference on Learning Representations, 2019.

[15] K. Sohn, H. Lee, and X. Yan, “Learning structured output representation using deep conditional generative models,” Advances in neural information processing systems, vol. 28, 2015.

[16] D. M. Montserrat, C. Bustamante, and A. Ioannidis, “Class-conditional vae-gan for local-ancestry simulation,” arXiv preprint arXiv:1911.13220, 2019.

[17] M. Mirza and S. Osindero, “Conditional generative adversarial nets,” arXiv preprint arXiv:1411.1784, 2014.

[18] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.

[19] C. Hawthorne, E. Elsen, J. Song, A. Roberts, I. Simon, C. Raffel, J. Engel, S. Oore, and D. Eck, “Onsets and frames: Dual-objective piano transcription,” arXiv preprint arXiv:1710.11153, 2017.