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Abstract

In this work, we introduce an unconditional video generative model, InMoDeGAN, targeted to (a) generate high quality videos, as well as to (b) allow for interpretation of the latent space. For the latter, we place emphasis on interpreting and manipulating motion. Towards this, we decompose motion into semantic sub-spaces, which allow for control of generated samples. We design the architecture of InMoDeGAN-generator in accordance to proposed Linear Motion Decomposition, which carries the assumption that motion can be represented by a dictionary, with related vectors forming an orthogonal basis in the latent space. Each vector in the basis represents a semantic sub-space. In addition, a Temporal Pyramid Discriminator analyzes videos at different temporal resolutions. Extensive quantitative and qualitative analysis shows that our model systematically and significantly outperforms state-of-the-art methods on the VoxCeleb2-mini and BAIR-robot datasets w.r.t. video quality related to (a). Towards (b) we present experimental results, confirming that decomposed sub-spaces are interpretable and moreover, generated motion is controllable.

1. Introduction

Generative Adversarial Networks (GANs) [13] have witnessed remarkable progress in image generation [5, 20, 21, 24, 27, 29, 54, 59]. Both conditional [5, 17, 61] and unconditional [21, 22, 38, 33] generative models have amassed exceptional capacity in generating realistic, high-quality samples. Most recent advances in image generation have sought to ‘dissect’ [4] and ‘steer’ [18] GANs by identifying a correspondence of the ‘inner-working’ of GANs and semantic concepts in generated images. Inner-working in this context has been represented by neurons [4], as well as by latent representations [18, 39, 47] in pre-trained GANs, whereas semantic concepts have included the attributes gender and age in facial image generation [39], as well as camera pan and color changes in broader settings [18, 12].

Videos signify more complex data, due to the additional temporal dimension. While some research works showed early results in video generation [46, 36, 42, 52], related interpretability is yet to be revealed. Such interpretability and hence steerability is of particular interest, as it would render video GANs highly instrumental in a number of downstream applications such as video editing [50] and data augmentation [44, 43]. Motivated by the above, we here consider the following question: Can we control and manipulate the complex visual world created by video GANs?

Contributions In order to answer this new and intricate question, we propose a new interpretable motion decomposing GAN for video generation, which we refer to as InMoDeGAN. In particular, we aim to interpret the latent
space of InMoDeGAN by finding sub-spaces, which are endowed with semantic meanings. Once such sub-spaces have been identified, manipulating the sub-spaces allows for targeted modification of generated videos. Specifically, we here place emphasis on interpreting and modifying motion. We note that the posed research question deviates from current efforts on interpreting appearance \cite{18, 39, 47} in the latent space.

This new problem necessitates an original architecture, streamlined to (a) generate high-quality videos, as only then an analysis of interpretability is meaningful, as well as to (b) allow for analysis of the latent motion representation. Hence, we propose a new interpretable architecture that we design based on the assumption that motion can be decomposed into independent semantic motion-components. Therefore, we define the motion space by a linear combination of semantic motion-components which can reflect ‘talking’ and ‘robot arm moving to the right’. We implement named decomposition via a motion bank in our generator. Once trained, InMoDeGAN allows for the incorporation/elimination of corresponding motion-components in the generated videos by activating/deactivating associated latent directions, see Fig. 1.

Towards (a) generating highly realistic videos, we design a two-stream discriminator, which incorporates an image discriminator, as well as a novel Temporal Pyramid Discriminator (TPD) that contains a number of video discriminators. The latter leverages on a set of temporal resolutions that are related to temporal speed. We show that while our proposed discriminator incorporates 2D ConvNets, it is consistently superior to 3D-discriminators. We evaluate proposed InMoDeGAN on two large datasets, namely VoxCeleb2-mini \cite{30} and BAIR-robot \cite{10}. In extensive qualitative and quantitative evaluation, we show that InMoDeGAN systematically and significantly outperforms state-of-the-art baselines w.r.t. video quality. In addition, we propose an evaluation framework for motion interpretability and proceed to demonstrate that InMoDeGAN is interpretable, as well as steerable. Finally, we provide experiments, where we showcase generation of both, higher-resolution, as well as longer videos.

2. Related work

Image Generation. Recent image generation methods have witnessed considerable progress \cite{5, 20, 51, 34}. Related to our context, notably StyleGAN \cite{21} and specifically the revised StyleGAN2 \cite{22} constitute currently the state-of-the-art in image generation. The related architecture incorporates modulation based convolutional layers, which re-introduce a latent code at different layers of the network. Alterations of the latent code correspond to particular manipulations in generated images. For example basic operations such as adding a vector, linear interpolation, and crossover in the latent space cause expression transfer, morphing, and style transfer in generated images.

Video Generation. While realistic video generation is the natural sequel of image generation, it entails a number of challenges related to complexity and computation, associated to the simultaneous modeling of appearance, as well as motion. Current video generation can be categorized based on their input data into two types, unconditional and conditional methods.

Unconditional video generation methods seek to map noise to video, directly and in the absence of other constraints. Examples of unconditional methods include VGAN \cite{46}, TGAN \cite{36}, MoCoGAN \cite{42} and G3AN \cite{52}. VGAN was equipped a two-stream generator to generate foreground and background separately. TGAN firstly generated a set of latent vectors corresponding to each frame and then aimed at transforming them into actual images. MoCoGAN and G3AN decomposed the latent representation into motion and content, aiming at controlling both factors. We note that named methods have learned to capture spatio-temporal distribution based on shallow architectures. Such works predominantly focused on improving the quality of generated videos, rather than exploring interpretability of the latent space. While MoCoGAN and G3AN disentangled content/appearance and motion, no further investigation on underlying semantics was provided. As opposed to that, our main goal in this paper is to gain insight into the latent space, seeking to dissect complex motion into semantic latent sub-spaces.

In contrast to unconditional video generation methods, conditional video generation methods aim at achieving videos of high visual quality, following image-to-image generation. In this context and due to challenges in modeling of high dimensional video data, additional information such as semantic maps \cite{32, 50, 49}, human keypoints \cite{19, 55, 48, 7, 58, 49}, 3D face mesh \cite{60} and optical flow \cite{26, 31} have been exploited to guide appearance and motion generation. We note that given the provided motion-prior, in such methods motion cannot be further controlled.

GAN Interpretation. In an effort to open the black box representing GANs, Bau et al. \cite{4, 3} sought to associate neurons in the generator with the encoding of pre-defined visual concepts such as colors, textures and objects. Subsequent works \cite{39, 12, 18, 47} proceeded to explore the interpretability of the latent space, seeking for latent representations corresponding to different semantics in generated images. Linear \cite{39, 18} and non-linear \cite{18} walks in the latent space enabled for semantic concepts in the generated images to be modified.

In this paper, we focus on unconditional video generation. Deviating from previous methods, our evolved architecture allows for high-quality video generation. We prioritize in InMoDeGAN the ability to interpret, control and manipulate motion in generated videos. We do so by instilling a-priori the generator with a motion representation module, which learns interpretable motion-components during training, rather than interpreting a-posteriori a pre-trained generator.
3. Method

Our objective is to design an unconditional video generative model, which allows for interpretation of the latent space. While we firstly disentangle the latent space into appearance and motion, crucially, we hasten to interpret and modify the motion space. To do so, we decompose motion into semantic sub-spaces, which allow for control of generated samples.

Towards this objective, we propose in the generator $G$ a Motion bank (see Fig. 2), targeted to (a) generate high-quality videos, as well as (b) learn and store semantic components. The architecture of $G$ is based on proposed Linear Motion Decomposition, which carries the assumption that motion can be represented by a dictionary with vectors forming an orthogonal basis. Each vector in the basis represents one semantic component. In addition, we propose a Temporal Pyramid Discriminator (TPD) which contains several video discriminators $D_{V_i}$, aiming to learn spatio-temporal distribution from different temporal resolutions.

3.1. Linear Motion Decomposition

We formulate unconditional video generation as learning a function $G_{S}$ that maps a sequence of latent codes $S = \{w_{t}\}_{t=0}^{T-1}$, $w_{t} \sim W \subset \mathbb{R}^{N}$ to a sequence of images $V = \{x_{t}\}_{t=0}^{T-1}, x_{t} \sim X \subset \mathbb{R}^{H \times W \times 3}$, such that $G_{S}(w_{t}) = x_{t}, \forall t \in [0, T - 1]$, where $T$ denotes the length of the video. $S$ is obtained by mapping a sequence of noises $Z = \{z_{t}\}_{t=0}^{T-1}; z_{t} \sim Z \subset \mathbb{R}^{N}$ into the $W$ space. However, such mapping jointly learns appearance and motion, rendering $W$ challenging to be interpreted. With respect to an interpretable $W$, and in hindsight to our core objective, we propose to decompose motion into linear independent components.

Given a video of high visual quality and spatio-temporal consistency, we assume that motion between consecutive frames follows a transformation $T_{t\rightarrow(t+1)}$, so that $G_{S}(w_{t+1}) = T_{t\rightarrow(t+1)}(G_{S}(w_{t}))$. Based on the idea of equivariance [25, 9, 16], an alteration in the latent space causes a corresponding alteration in the output, consequently a transition $T_{t\rightarrow(t+1)}$ affecting the latent space results in $G_{S}(T_{t\rightarrow(t+1)}(w_{t})) = G(w + \alpha \star d)$ is witnessed in generated images.

Therefore, we assume that any transition $T_{t\rightarrow(t+1)}$ associated to $T_{t\rightarrow(t+1)}$ can be represented as a composition of motion-directions in a motion dictionary $D = [d_{0}, d_{1}, ..., d_{N-1}]$, $d_{i} \in \mathbb{R}^{N}$. We constrain these motion directions to form an orthogonal basis, so that

$$<d_{i}, d_{j}> = \begin{cases} 0 & i \neq j \\ 1 & i = j. \end{cases} \quad (1)$$

If these directions are interpretable, manipulating the magnitude of any direction should inflict a specific semantic change in the output, without affecting other directions. Therefore, in transformation $T_{t\rightarrow(t+1)}$, the magnitude $A_{t} = [\alpha_{t,0}, \alpha_{t,1}, ..., \alpha_{t,N-1}], \alpha_{t,i} \in \mathbb{R}$ will vary. Each $\alpha_{t,i}$ denotes the magnitude pertained to the $i^{th}$ direction at time step $t$. Based on this, we define the linear motion decompo-
The transformation between consecutive frames is indicated as

\[ G_S(w_{t+1}) = T_{t\rightarrow t+1}(G_S(w_t)) = G_S(\tau_{t\rightarrow t+1}(w_t)) = G_S\left(w_t + \sum_{i=0}^{N-1} \alpha_{t,i} d_i\right). \quad (3) \]

The general term of \( w_t \) is hence

\[ w_t = w_0 + \sum_{i=0}^{N-1} \sum_{j=0}^{t-1} \alpha_{j,i} d_i, \quad t \in [1, T-1]. \quad (4) \]

So far, we have succeeded transferring learning \( w_t \) from an unknown motion space into learning three variables from three sub-spaces which contain clear meanings, namely initial appearance code \( w_0 \), magnitude sequence \( \{A_t\}_{t=1}^T \), as well as associated motion-directions \([d_0, d_1, ..., d_{N-1}]\). We proceed to elaborate on how we implement described linear motion decomposition in our architecture.

### 3.2. Generator

The initial latent code \( w_0 \) serves as a representation of appearance in the first and all following frames of an output video. At the same time, the vector \( A_t \) represents a set of magnitudes associated to motion directions in a transition and hence is accountable for motion. Taking that into account, we decompose \( Z \) into two separated spaces \( Z_A \) and \( Z_M \), which represent appearance and motion, respectively. Hence \( w_0 \) is generated by mapping an appearance noise \( \tilde{z}_0 \sim Z_A \) using an appearance net \( G_A \). \( A_t \) is mapped from the motion noise \( \tilde{z}_{m_t} \sim Z_M \) by a motion net \( G_M \). In order to ensure temporal consistency in the latent space, we integrate a GRU \( \text{GRU} \) with its initial code set to be \( \tilde{z}_0 \) prior to the mapping. We note that \( G_A \) and \( G_M \) are two different 8-layer MLPs.

Based on our linear motion decomposition, the motion dictionary \( D \) is entitled to an orthogonal basis. We propose to find a matrix, with eigenvectors representing \( d_i \). More specifically, we pre-define a matrix \( M \in \mathbb{R}^{N \times N} \) and devise it trainable, updating it along with the parameters in the generator. \( D \) is represented as the transpose of right singular vectors of \( M \), \( D = U \Sigma V^T \) and \( D = V^T \). Each \( d_i \) is an eigenvector of \( M^T M \) and is learned based on adversarial learning. Once trained, \( M \) captures the motion distribution of the training dataset and decomposes it into \( N \) independent directions. We show that some directions are interpretable and moreover can be manipulated, which results in related modifications of generated results, see Sec. 4.3. \( M \) is initialized randomly and updated with other parameters in \( G \) via back-propagation. We refer to \( M \) and \( D \) jointly as motion bank.

We adapt the architecture proposed by Karras et al. [22] in \( G_S \). We note that \( G_S \) serves as a rendering network, which incorporates a sequence of convolutional blocks aiming to up-sample a learned constant into high resolution images. In each block, convolutional layers are modulated by the respective input \( w_t \), in order to learn different appearances. Each \( w_t \) is computed according to Eq. 4 and serves as input to \( G_S \) to generate related frame \( x_t = G_S(w_t) \).

### 3.3. Discriminator

Temporal speed in videos has been a pertinent cue in action recognition [11, 56]. We note that videos sampled at temporal speeds \( \upsilon \), which represent temporal resolutions, provide a set of motion features. For this reason, we propose a Temporal Pyramid Discriminator (TPD) that leverages videos of different temporal resolutions in order to ensure high video quality in generation.

Principally, our discriminator follows the two-stream architecture of MoCoGAN [42] and G2AN [52]. We have a stream comprising an image discriminator \( D_I \), as well as a stream incorporating the proposed TPD. While the input of \( D_I \) is a randomly sampled frame, TPD accepts as input a full video sequence. TPD includes a number of video discriminators \( D_{V_i} \), each \( D_{V_i} \) is accountable for one temporal resolution.

Deviating from previous work [42, 52], we here propose to leverage 2D ConvNets in \( D_V \) rather than 3D ConvNets. We apply time to channel (TtoC) to concatenate sampled frames in channel dimension, in order to construct a video sampled at speed \( \upsilon_i \) into an image \( I'_i \in \mathbb{R}^{H \times W \times K} \), where \( \frac{K}{T} \) denotes the number of sampled frames. We surprisingly find that such design can substantially improve the visual quality, while ensuring temporal consistency of generated videos. We report experimental results in Sec. 4.2.

### 3.4. Learning

We use non-saturating loss [13] with \( R_1 \) regularization [28, 22] as our objective function following the setting of StyleGAN2 [22]. The loss of TPD combines the losses of each video discriminator \( D_{V_i} \) in the pyramid, \( \sum_{i=0}^{n-1} L_{D_{V_i}} \). We optimize the network based on the full objective

\[ \min_G \left( \lambda \sum_{i=0}^{n-1} \max_{D_{V_i}} L_{D_{V_i}} + \max_{D_I} L_{D_I} \right), \quad (5) \]

where \( n \) is a hyperparameter denoting the number of video discriminators to be used during training. We empirically identify appropriate \( n \) values in our two datasets, see Sec. 4.2. \( \lambda \) aims to balance the loss between \( D_I \) and TPD.

### 4. Experiments and Analysis

We present extensive experiments, which include the following. In video quality evaluation, we quantitatively evaluate the ability of InMoDeGAN to generate realistic videos
and compare related results with four state-of-the-art methods for unconditional video generation. We then analyze the effectiveness of the proposed TPD. In addition, we provide an ablation study, which indicates the appropriate number of temporal resolutions for both datasets.

In interpretability evaluation, we aim to discover interpretable directions in the motion dictionary. Towards this, we propose a new evaluation framework that quantifies motion in generated videos based on optical flow. We show that directions in the motion dictionary, based on our proposed framework, are indeed semantically meaningful. Further, we demonstrate that generated videos can be easily modified by manipulating such directions. Notably, our model allows for controllable video generation based on pre-defined trajectories for different directions.

Finally, we conduct further analysis of high resolution generation, linear interpolation and go beyond training data to explore longer video generation.

Implementation details. We implement InMoDeGAN using PyTorch [35]. All experiments are conducted on 8 V100 GPUs (32GB) with total batch size 32 (4 videos per GPU). We use Adam optimizer [23] with a learning rate 0.002 and set $\beta_1 = 0.0$, $\beta_2 = 0.99$. Dimensions of $z_a$ and $z_m$ are set to be 512 and 256, respectively. We pre-define to learn $N = 512$ directions in the motion dictionary, the dimension of each direction is set to be 512. $\lambda$ is set to be 0.5 for all experiments. In TPD, we use four time steps 1,3,5,7 to sample videos on VoxCeleb2-mini and three time steps 1,3,5 on BAIR-robot. More implementation and training details are described in Sec. C.

4.1. Datasets and evaluation metric

we report evaluation results on following two datasets. **VoxCeleb2-mini.** We construct a subset of VoxCeleb2 [30], which comprises of over 1 million videos pertaining to 6000 celebrities, talking in different real-world scenarios containing diverse complex motions (e.g., head moving, talking, camera zooming, etc.). As the original dataset includes redundant scenarios, we construct a new subset of 12000 videos, where we randomly select video sequences pertaining to 20 diverse videos per each of the 6000 subjects. We note that videos include large appearance diversity.

**BAIR-robot [10].** The dataset incorporates a single-class and depicts stationary videos of a robot arm moving and pushing a set of objects. We use the training set of this dataset which contains 40000 short videos.

Evaluation metric. We use video FID [15] to quantitatively evaluate visual quality and temporal consistency in generated videos. For the computation, we appropriate ResNeXt-101 [14] pre-trained on Kinetics-400 [6] as feature extractor and take features before last fully connected layer to compute the FID. We randomly sample 10000 videos to compute the values for each experiment.

4.2. Video quality evaluation

We firstly compare InMoDeGAN with four state-of-the-art methods, namely VGAN, TGAN, MoCoGAN, as well as G$^3$AN. We generate videos pertained to named methods with spatial resolution of $64 \times 64$ and temporal length of 32 for VGAN and 16 for the other methods. Related FIDs are reported in Tab. 1. InMoDeGAN systematically outperforms other methods w.r.t. video quality by obtaining the lowest FID on both datasets. This is a pertinent prerequisite for latent space interpretation, as only highly realistic videos would allow for a meaningful interpretation. We show generated samples on our project website.

| Method         | VoxCeleb2-mini | BAIR-robot |
|----------------|----------------|------------|
| VGAN [46]      | 38.13          | 147.23     |
| TGAN [36]      | 23.05          | 120.22     |
| MoCoGAN [42]   | 12.69          | 13.68      |
| G$^3$AN [52]   | 3.32           | 1.58       |
| InMoDeGAN      | **2.37**       | **1.31**   |

Table 1: Comparison of InMoDeGAN with four state-of-the-art models. InMoDeGAN systematically and significantly outperforms other methods on both datasets w.r.t. FID. The lower FID, the better video quality.

Effectiveness of TPD. We replace the original 3D discriminators in VGAN, TGAN, MoCoGAN, as well as G$^3$AN with TPD, maintaining all training configurations as in the previous experiment. We report FIDs related to original and proposed discriminators in all algorithms and both datasets in Tab. 2. We observe that TPD improves the results of all methods significantly and consistently. This confirms that videos sampled with a set of temporal resolutions contain different features, which are beneficial in the discriminator.

On a different but related note, we observe during training that models without image discriminator (VGAN and TGAN) tend to reach mode collapse rapidly on BAIR-robot (high FID in Tab. 2). This is rather surprising, as BAIR-robot constitutes the simpler of the two datasets, comprising videos of a robot arm moving, with a fixed background. The occurrence of very similar scenes might be the reason for the challenging distinguishing of real and fake spatial information in the absence of an image discriminator.

| Method         | VoxCeleb2-mini | BAIR-robot |
|----------------|----------------|------------|
| VGAN [46]      | 38.13          | 147.23     |
| TGAN [36]      | 23.05          | 120.22     |
| MoCoGAN [42]   | 12.69          | 13.68      |
| G$^3$AN [52]   | 3.32           | 1.58       |

Table 2: Evaluation of TPD. When replacing the initial 3D discriminator with TPD, the latter significantly and consistently improves the FID of all 4 state-of-art models for the VoxCeleb2-mini and BAIR-robot datasets.

In addition, we conduct an ablation study, seeking to
do all directions contribute equally? As per Eq. 4, each \( \alpha_{j,i} \) indicates the magnitude of \( d_i \) at time step \( j \). We sample 10000 latent codes as evaluation set and compute mean and variance over time, for the full set, in order to obtain \( A_t = [\alpha_{t,0}, \alpha_{t,1}, \ldots, \alpha_{t,N-1}], \alpha_{t,i} \in \mathbb{R} \). Fig. 3a shows mean and variance values of the 10 most pertinent dimensions in \( A_t \) for both datasets. We note that for both datasets, \( \alpha_{t,511} \) has the largest variance, which indicates that \( d_{511} \) leads to the strongest motion variation in generated videos. At the same time, \( \alpha_{t,1} \) (BAIR-robot) and \( \alpha_{t,0} \) (VoxCeleb2-mini) encompass highest mean values, respectively. Therefore, we have that \( d_1 \) (BAIR-robot) and \( d_0 \) (VoxCeleb2-mini) show high and continuous magnitudes, respectively.

Moreover, we are interested in the course of each \( \alpha_{j,i} \) over time, which we portray in Fig. 3b. Specifically, we randomly select two samples per dataset and highlight a set of \( \alpha_{0:15,i} \) in different colors. We have that, while \( \alpha_{0:15,511} \) (in red) has the largest amplitude in both datasets, \( \alpha_{0:15,1} \) (BAIR-robot) and \( \alpha_{0:15,0} \) (VoxCeleb2-mini) maintain high but steady values over time, respectively. This supports our findings, as displayed in Fig. 3a.

Based on the above, we conclude that directions in the motion dictionary do not contribute equally in composing motion.

Are motion components interpretable? We here aim to semantically quantify motion directions by a novel framework using optical flow. Firstly, we represent the optical flow according to the Middlebury evaluation [2]. Specifically, we partition the flow into four histogram bins, namely \( R_0, R_1, R_2 \) and \( R_3 \), to cover the 360° range of orientation and amplitude, see Fig. 5. While different motion directions are represented by the hue values, motion magnitude is indicated by the brightness. Hence each \( R_i \) represents a motion

4.3. Interpretability evaluation
Above, we have provided experimental proof that InMoDeGAN is able to generate high quality videos. In this section, we focus on discussing, how to leverage those videos to find interpretable directions in the motion dictionary. Towards this, firstly we analyze \( \alpha \), seeking to find directions with highest impact.

Then, we present our proposed evaluation framework for quantifying motion, in order to find semantic meaning of such directions. Next, we show generated results based on manipulation of such directions. Finally, we demonstrate that our model allows for controllable generation by navigating in found interpretable directions in pre-defined trajectories.

determine the optimal number of temporal resolutions in TPD for both datasets. Associated results are reported in Tab. 3, which suggest that while for VoxCeleb2-mini, which contains complex motion, we achieve the lowest FID on four temporal resolutions, for BAIR-robot, which is simpler w.r.t. occurring motion, three resolutions suffice.

| TPD type | VoxCeleb2-mini | BAIR-robot |
|----------|----------------|------------|
| \( D_{V_0}, D_{V_1}, D_{V_2}, D_{V_3} \) | 2.37 | 1.56 |
| \( D_{V_0}, D_{V_1}, D_{V_2} \) | 2.65 | 1.31 |
| \( D_{V_0}, D_{V_1} \) | 2.76 | 1.33 |
| \( D_{V_0} \) | 2.84 | 1.58 |

Table 3: Ablation study on video discriminators in TPD. Number of video discriminators associated to temporal resolutions. FID is reported for comparison. Lower FID indicates a superior quality of generated videos.

Figure 3: Analysis of \( \alpha \). (a) Mean and variance bar charts, indicating top 10 motion-directions with highest values in \( A_t \). (b) Time v.s. \( \alpha \). Each figure represents a video sample. We illustrate two samples from BAIR-robot (top) and two from VoxCeleb2-mini (bottom). Top 5 dimensions in \( \alpha \) are plotted in different color.
containing 6000 samples (1000 original + 5000 deactivated directions, respectively, building an evaluation dataset containing 6000 samples (1000 original + 5000 deactivated directions, respectively, building an evaluation dataset

denotes the value of the \( j \)th pixel at time step \( t \) in an optical flow video, which contains \( N \) color pixels in total. \( N_i \) denotes the total number of color pixels in \( R_i \). \( \lambda(x_{t,j}) \) measures the distance from \( x_{t,j} \) to the center of the colorwheel, whose radius is \( H \) (see Fig. 5). A large \( \phi_i \) indicates a frequent and strong appearance of motion associated to \( R_i \).

For BAIR-robot, we proceed to evaluate the set of directions \( d_1, d_2, d_{116} \) and \( d_{511} \), as they exhibit the highest impact according to Fig. 3a. Our idea is to quantify the motion difference \( \Delta \phi_i = \phi_i^{d_k} - \phi_i \) in each \( R_i \), when \( d_k \) is deactivated (set \( \alpha_k = 0 \) ) in original videos.

We sample 1000 videos and deactivate each of the chosen directions, respectively, building an evaluation dataset containing 6000 samples (1000 original + 5000 deactivated). We report averaged \( \phi_i \) over the full evaluation set for each region in Tab. 4. When \( d_1 \) is deactivated, motion in \( R_0 \) and \( R_3 \) are strongly reduced. Similarly for \( d_{511} \), \( \phi_1 \) and \( \phi_2 \) obtain the largest decline. We note that for some directions motion changes are minor. As \((R_0, R_3)\) and \((R_1, R_2)\) are opposite regions, \( d_1 \) and \( d_{511} \) represent symmetric motions. To illustrate this, we generate samples by only activating \( d_1 \) and only activating \( d_{511} \), respectively, while maintaining other directions deactivated. Fig. 4 shows one sample and related optical flow, from which we deduce that the results match our quantitative evaluation, which suggested that \( d_1 \) represents ‘robot arm moving back and forth’, and \( d_{511} \) represents ‘robot arm moving left and right’.

\[
\phi_i = \frac{1}{N_i} \sum_{t=0}^{T-1} \sum_{j=0}^{N-1} \lambda(x_{t,j}) H R_i(x_{t,j}), i \in \{0, 1, 2, 3\}, \tag{6}
\]

with total motion in the video being computed as

\[
\Phi = \frac{1}{N} \sum_{i=0}^{3} \sum_{t=0}^{T-1} \sum_{j=0}^{N-1} \frac{\lambda(x_{t,j}) H R_i(x_{t,j})}{N}, \tag{7}
\]

where \( x_{t,j} \) denotes the value of the \( j \)th pixel at time step \( t \) in an optical flow video, which contains \( N \) color pixels in total. \( N_i \) denotes the total number of color pixels in \( R_i \). \( \lambda(x_{t,j}) \) measures the distance from \( x_{t,j} \) to the center of the colorwheel, whose radius is \( H \) (see Fig. 5). A large \( \phi_i \) indicates a frequent and strong appearance of motion associated to \( R_i \).

| \( \Delta \phi_0 \) | \( \Delta \phi_1 \) | \( \Delta \phi_2 \) | \( \Delta \phi_3 \) |
|-----------------|-----------------|-----------------|-----------------|
| \( d_1 \)       | -0.008          | 0.017           | 0.002           | -0.033          |
| \( d_2 \)       | -0.001          | 0.002           | 0.002           | -0.005          |
| \( d_{116} \)   | 0.000           | -0.001          | 0.001           | 0.000           |
| \( d_{511} \)   | 0.007           | -0.087          | -0.059          | 0.019           |

Table 4: \( \Delta \phi_i \) on BAIR-robot. Motion difference in four regions \((R_0, R_1, R_2, R_3)\) caused by deactivating motion-directions.

VoxCeleb2-mini comprises a more complex dataset than BAIR-robot. Related videos contain concurrent global motion (e.g. head moving, camera zooming), as well as local motion (talking). For VoxCeleb2-mini we therefore analyze global and local motion by focusing specifically on head and mouth regions, computing facial semantic maps, and further head-flow and mouth-flow videos for each sample (see Fig. 7). We use the method of Yu et al. [57] to extract facial semantic maps.

For VoxCeleb2-mini we proceed to select the top 4 directions \( d_0, d_{112}, d_{114}, \) and \( d_{511} \) from Fig. 3a and sample 1000 videos for evaluation. Deviating from above, we here quantify video motion changes in head \( \Delta \Phi_{\text{head}} \) and mouth regions \( \Delta \Phi_{\text{mouth}} \), respectively. Tab. 5 shows that while deactivation of \( d_{511} \) triggers the largest motion decline in the head region, the deactivation of \( d_0 \) leads to the...
largest decline of mouth-motion. Considering that head movement contributes to mouth movement, we compute $\Delta \Phi_{\text{mouth}} - \Delta \Phi_{\text{head}}$, excluding global from local motion. However, $d_0$ still remains highest contribution to mouth motion. Similar to BAIR-robot, we illustrate samples by activating only $d_0$ and only $d_{511}$, respectively, in Fig. 6. While $d_0$ reflects mouth motion, $d_{511}$ represents head motion. This is conform to our quantitative evaluation.

Therefore, we verify that some directions in our motion dictionary are interpretable. In addition, we are able to control motion by (de-)activating such directions.

Table 5: $\Delta \Phi_{\text{head}}$ and $\Delta \Phi_{\text{mouth}}$ on VoxCeleb2-mini. Motion difference in head and mouth regions induced by deactivation of motion-directions.

|        | $\Delta \Phi_{\text{head}}$ | $\Delta \Phi_{\text{mouth}}$ | $\Delta \Phi_{\text{mouth}} - \Delta \Phi_{\text{head}}$ |
|--------|------------------------------|------------------------------|-----------------------------------------------------|
| $d_0$  | -0.012                       | -0.052                       | -0.040                                              |
| $d_{112}$ | -0.001                   | -0.005                       | -0.005                                              |
| $d_{114}$ | -0.000                   | -0.005                       | -0.005                                              |
| $d_{511}$ | -0.036                   | -0.027                       | 0.008                                               |

As we have already found interpretable directions, we show for BAIR-robot, by providing pre-defined trajectories to $d_1$ and $d_{511}$, that we are able to generate videos in a controllable manner. We provide detailed experimental description in Sec. B and show results generated results on project website.

4.4. Further analysis

We here experiment with linear interpolation in the latent space, see Sec. A. We note that such interpolations are evidence that InMoDeGAN has learned a smooth mapping from the latent space to real videos, rather than memorized training data.

Moreover, we show that our model generalizes well to high-resolution video generation. Towards this, we generate $128 \times 128$ videos, as trained on VoxCeleb2-mini, as well as on UCF101 [40]. In this context, we repeat the interpretability evaluation and observe again interpretable directions related to mouth and head motion. For UCF101, we conduct quantitative evaluation based on a metric proposed by TGANv2 [37]. We report evaluation results of VoxCeleb2-mini ($128 \times 128$) in Tab. 6 and UCF101 in Tab. 7. Results show that our method outperforms current state-of-the-art on UCF101 by exhibiting lower FID and higher IS.

Finally, we generate longer videos to explore the limit of our model for the VoxCeleb2-mini and BAIR-robot datasets. InMoDeGAN is able to generate videos of frame-length beyond training data (16 frames), reaching up to around 32 frames on VoxCeleb2-mini and 45 frames on BAIR-robot, which are highly promising. Generated results are shown on project website and experimental details are described in Sec. A.

5. Conclusions

We have presented a novel video generative model, InMoDeGAN, which is aimed at (a) generating high quality videos, as well as (b) allowing for interpretation of the latent space. In extensive evaluation on two datasets, InMoD-
eGAN outperforms quantitatively and qualitatively state-of-the-art methods w.r.t. visual quality. Crucially, we have shown the ability of InMoDeGAN to decompose motion in semantic sub-spaces, enabling direct manipulation of the motion space. We have showcased that proposed Temporal Pyramid Discriminator, streamlined to analyze videos at different temporal resolutions, while involving only 2D ConvNets, outperforms 3D counterparts. In further analysis we have explored generation of longer videos, as well as of videos with higher resolution. Future work involves the analysis of our method on more complex human activity datasets, where we intend to investigate the possibility to control motion of each joint in a human body.
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Appendices

We describe related settings for generation in Sec. A. Then, we show high-resolution (128 × 128) videos generation results on VoxCeleb2-mini and UCF101 datasets and proceed to compare proposed InMoDeGAN with state-of-the-art unconditional GANs in Sec. B. Finally, we present additional implementation details of our proposed InMoDeGAN in Sec. C.

A. Generated results

Generated videos pertain to following generation settings are shown on our project website.

1. Random generation. We randomly sample different appearance noise vectors $z_a$ and motion noise sequences $\{z_m, z_{m1}, \ldots, z_{m15}\}$ on both datasets, respectively. We present results on VoxCeleb2-mini in two resolutions (128 × 128 and 64 × 64) and BAIR-robot.

2. Motion decomposition. Towards demonstrating the identified interpretable directions in InMoDeGAN, we illustrate generated videos by activating these directions for both datasets. All indicates generated videos are obtained by activating all directions in the motion bank, whereas $d_i$ denotes that only the $i^{th}$ direction has been activated. For VoxCeleb2-mini (128 × 128), based on proposed evaluation framework, we find that $d_2$ and $d_{511}$ in the motion bank are entailed with highest magnitudes. According to presented optical flow evaluation, we determine the relation to mouth and head regions, respectively. We provide generated videos, in which $d_2$ and $d_{511}$ have been activated, respectively. We observe that indeed $d_2$ represents talking, whereas $d_{511}$ corresponds to head moving. Similarly, for VoxCeleb2-mini (64 × 64), we have quantitatively proven in the main paper that motion related to mouth and head are represented by $d_0$ and $d_{511}$, respectively. Generated videos verify this result. For BAIR-robot, we show generated videos with $d_1$ and $d_{511}$ activated, respectively. We provide corresponding optical flow videos, which illustrate the moving directions of the robot arm when the two directions are activated. We note that while $d_1$ moves the robot arm back and forth, $d_{511}$ moves it left and right.

3. Appearance and motion disentanglement. For each dataset, we show videos generated by combining one appearance noise vector $z_a$ and 16 motion noise vectors $\{z_{m0}, z_{m1}, \ldots, z_{m15}\}$. The associated generated videos contain notable motion diversity, as the same appearance is being animated by different motions.

4. Linear interpolation. We linearly interpolate two appearance codes, $z_{a0}$ and $z_{a1}$, and associate each intermediate appearance to one motion code sequence. Results show that intermediate appearances are altered gradually and smoothly. Notably, we observe continuous changes of head pose, age and cloth color in videos related to VoxCeleb2-mini; as well as changes of starting position and background in videos related to BAIR-robot.

5. Controllable generation. While we train our model in unconditional manner, surprisingly we find that by providing different $\alpha$-trajectories as semantic directions, we are able to create videos with controllable motion, following such trajectories (for BAIR-robot). We show two types of $\alpha$-trajectories over time for $d_1$ and $d_{511}$ in Fig. 8a and Fig. 8b, respectively. While in Fig. 8a a linear trajectory is provided for $d_1$ and a sinusoidal trajectory for $d_{511}$, in Fig. 8b, $d_1$ and $d_{511}$ are activated oppositely. We illustrate generated videos by activating $d_1$, $d_{511}$, as well as both directions, respectively, while all other directions maintain deactivated (set $\alpha$ to 0). The related results indicate that the robot arm can indeed be controlled directly with different trajectories.

6. Longer video generation. Interestingly, despite that our model is trained with 16-frame videos, our model is able to generate results beyond the length of the training data (>16 frames). In order to explore the limit of our model, we generate longer videos by providing as input more than 16 vectors of motion noise sequences for both datasets. Specifically, for BAIR-robot, in each instance we input the size 16, 32 and 48 of $z_{m}$, in order to generate videos with different temporal lengths. We note that in generated videos of length about 45 frames the robot arm disappears. For VoxCeleb2-mini, which incorporates more complex motion, we find that after 32 frames, generated frames become blurry and ultimately faces melt.

Nevertheless, this is highly encouraging, as we only utilize GRU for temporal refinement. In future work, we plan to explore advanced global temporal modeling modules such as Transformers [45], towards replacing the GRU [8] for longer generation.

B. Evaluation of high-resolution video generation

We evaluate our generated high-resolution (128 × 128) videos pertained to both, VoxCeleb2-mini and UCF101 [40]. We use the evaluation protocol introduced in the main paper for VoxCeleb2-mini. Results are reported in Tab. 6. Naturally, higher resolution corresponds to better (lower) FID.

Towards a fair comparison with state-of-the-art results on UCF101, we use the evaluation protocol introduced in TGANv2 [37]. It uses a C3D [41] that has been pre-trained on UCF101 as feature extractor. We report video results w.r.t. Inception Score (IS) and Fréchet Inception Distance (FID) in Tab. 7. Our method outperforms other methods using both evaluation metrics w.r.t. high-resolution video generation.
Figure 8: **Two pre-defined trajectories.** (a) We provide a linear trajectory for $d_1$ and a sinusoidal trajectory for $d_{511}$. (b) We provide a sinusoidal trajectory for $d_1$ and a linear trajectory for $d_{511}$.

C. Additional implementation details

We design a new architecture, endowed with the ability to interpret the motion space. For appearance, we adapt the synthesis net $G_S$ from StyleGAN2 [22]. However, we find that original image-level layer-wise noise inputs bring flickering problem in generated results. Towards solving this, we propose video-level layer-wise noise inputs. We provide as input a set of noise vectors for one video, and all frames share the same noise in the same convolutional layer. We find that such modification allows for generating smoother videos in contrast to the original implementation. In the discriminator, $D_I$ maintains the same architecture as the original implementation in [22] for image generation. In each $D_V$, we modify the input channel dimension from 3 into $K$, where $K$ denotes the frame number for each sampled video. We have that different temporal speed results in different $K$.

### Table 6: Comparison of InMoDeGAN with four state-of-the-art models. InMoDeGAN systematically outperforms the other models on VoxCeleb2-mini w.r.t. FID.

| Method                | FID (↓) |
|-----------------------|---------|
| VGAN [46] (64 × 64)   | 38.13   |
| TGAN [36] (64 × 64)   | 23.05   |
| MoCoGAN [42] (64 × 64)| 12.69   |
| G3AN [53] (64 × 64)   | 3.32    |
| InMoDeGAN (64 × 64)   | 2.37    |
| InMoDeGAN (128 × 128) | 0.25    |

### Table 7: Comparison of InMoDeGAN with five state-of-the-art models. InMoDeGAN systematically outperforms the other models on UCF101 w.r.t. IS and FID. Values are taken from [37] except InMoDeGAN.

| Method                | IS (↑)   | FID (↓)   |
|-----------------------|----------|-----------|
| VGAN [46]             | 8.31 ± .09 | -         |
| TGAN [36]             | 11.85 ± .07 | -         |
| MoCoGAN [42]          | 12.42 ± .03 | -         |
| ProgressiveVGAN [1]   | 13.59 ± .07 | -         |
| TGANv2 [37]           | 26.60 ± .47 | 3431 ± 19 |
| InMoDeGAN             | 28.25 ± .05 | 3390 ± 83 |