Two-loop master integrals for $q\bar{q} \to VV$: the planar topologies
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1 Introduction

Vector boson pair production ($\gamma \gamma, Z \gamma / W \gamma, ZZ, WW, WZ$) is a key process in studying the dynamics of the electroweak theory at the LHC. It enters as background not only for Higgs production, but also for many other new-physics searches. It offers in fact a large

---

---
number of observables which allow precise tests of the electroweak symmetry-breaking and in
general of the non-abelian gauge structure of the group $SU(2) \times U(1)$, for example of the
triple gauge-boson couplings. With large production rates to be expected from the future
data taking at the LHC, vector boson pair production processes will become electroweak
precision observables. The high experimental precision must be matched by a comparably
high accuracy of the theoretical predictions, typically requiring next-to-leading order (NLO)
electroweak and next-to-next-to-leading order (NNLO) QCD corrections.

At present large parts of the NLO electroweak corrections [1–4] and the NLO massless
QCD corrections [5–9] are known for vector boson pair production, usually including the
vector boson decays to leptons. The massless NNLO QCD corrections are known only for
$\gamma \gamma$ production [10].

A full NNLO computation requires three different ingredients: the two-loop double-
virtual corrections to the partonic $2 \rightarrow 2$ process, the one-loop real-virtual corrections to
the $2 \rightarrow 3$ process for the production of the vector boson pair plus an additional parton,
and the tree-level corrections to the $2 \rightarrow 4$ process involving two extra partons.

In the case of vector boson pair production, the $2 \rightarrow 3$ and $2 \rightarrow 4$ ingredients have
already been known in the literature for some time in the context of NLO calculations
with higher final-state multiplicity [11–18]. On the other hand, the two-loop parton-level
matrix elements are known only for $\gamma \gamma$ [19] and $V \gamma$ production [20, 21]. Finally, in the
case of $WW$ production the two-loop virtual corrections are known in the high-energy
approximation [22].

The computation of the two-loop matrix elements for two massive vector boson pro-
duction is still an outstanding task and it constitutes the bottleneck for having a complete
NNLO description of the process. When computing two-loop corrections to four-point
functions in quantum field theory a large number of apparently different integrals appears.
In particular, increasing the number of loops and/or the number of external legs, more and
more different scales are added, increasing the complexity of analytically evaluating the
integrals.

In the framework of dimensional regularization, many powerful techniques have been
developed in order to make the computation of two-loop corrections to three- and four-
point functions feasible. Employing integration-by-parts (IBPs), Lorentz and symmetry
identities [23, 24] a large number of relations among the integrals can be established. The
latter turn out to be simple linear equations which involve the integrals and only rational
functions of the invariants and of the dimensional regularization parameter $d$. Solving this
system of equations allows one to express most of the integrals in terms of a relatively small
subset of irreducible integrals, the so-called Master Integrals (MIs).

In non-trivial applications to two-loop corrections to four-point functions the system
of equations can easily grow to include tens or hundreds of thousands of equations, so that
one must resort to the use of computer algebra. In the last years many public and private
implementations for the automatic reduction to master integrals using the Laporta algo-
rithm [25] have become available [26–29]. Symmetry relations can often give new equations
that must be consistently included in the system in order to ensure a full reduction to a
minimal set of MIs.
Once the reduction is completed, we are left with the problem of computing the MIs. While, quite in general, there exists no algorithm that allows to compute two-loop corrections to four-point functions with arbitrary configuration of external and internal masses, the differential equation method [30–33] has proven to be very powerful in a large number of computations, including two-loop four-point functions with massless and massive internal propagators [34–39]. In this method, differential equations for the integrals under consideration are derived at the basis of the integrands. The master integrals are then determined by solving these differential equations, matched to appropriate boundary conditions (that usually correspond to integrals in special points or with fewer scales). In order to determine those boundary conditions and to perform necessary transformations on the differential equations, techniques that make use of the algebraic structure of the underlying functions are used extensively [40–42].

In this paper we make use of the differential equations method to compute all MIs appearing in the reduction of planar two-loop four-point functions with two legs off-shell with the same mass. These masters constitute a fundamental ingredient towards the computation of the two-loop QCD corrections to $q\bar{q} \rightarrow ZZ/WW$ and $gg \rightarrow ZZ/WW$. In all steps of the computation we made extensive use of FORM [43] and Mathematica [44].

The paper is organized as follows. In section 2 we discuss the notation and the method employed. Section 3 shortly introduces the algebraic tools used and describes the transformation algorithm. The differential equations method is further explained in section 4, where we describe the MIs that appear in the reduction of planar two-loop corrections to four-point functions with two adjacent massive legs. In section 5 we focus on the MIs needed for the two-loop corrections to four-point functions with two non-adjacent massive legs. Extensive analytical and numerical checks to validate the results are documented in section 6. We conclude in section 7 and enclose two appendices with the analytic results for all planar masters.

2 Definitions, notation and method

Four-point functions depend in general on three linearly independent momenta, which we will call $p_1$, $p_2$ and $q_1$. In the scattering kinematics the fourth momentum is given by $q_2 = p_1 + p_2 - q_1$. We take two of the momenta on-shell and the remaining two momenta off-shell at the same invariant mass, such that
\begin{equation}
p_1^2 = p_2^2 = 0, \quad q_1^2 = q_2^2 = Q^2,
\end{equation}
where for physical applications $Q^2$ represents the mass of the vector boson.

We define the usual Mandelstam variables as:
\begin{equation}
s = (p_1 + p_2)^2, \quad t = (p_1 - q_1)^2, \quad u = (p_2 - q_1)^2 \quad \text{with} \quad s + t + u = 2Q^2.
\end{equation}
In the physical region relevant for vector boson pair production we have
\[Q^2 > 0, \quad s > 4Q^2, \quad t < 0, \quad u < 0,\]
and the MIs are complex-valued functions.
In the general case of four-point functions there are up to six independent invariants which can be identified with the scalar products among the three external momenta:

$$\begin{align*}
    s_1 &= p_1^2, \\
    s_2 &= p_2^2, \\
    s_3 &= q_1^2, \\
    s_4 &= p_1 \cdot p_2, \\
    s_5 &= p_1 \cdot q_1, \\
    s_6 &= p_2 \cdot q_1.
\end{align*}$$

(2.3)

Using the kinematical constrains in (2.1) they reduce to the three independent invariants in (2.2). Due to Lorentz invariance all integrals can only depend on combinations of the latter.

Feynman integrals can be classified in terms of their topology, i.e. in terms of the propagator denominators appearing in them. Any integral with the same set of denominators raised to any powers and involving any combination of scalar products among external and internal momenta in the numerator belongs to the same topology. Starting from those integrals with the largest number of denominators, we can define their sub-topologies as all possible sets of denominators that can be built removing one or more denominators. For each topology one can derive a set of IBP identities, Lorentz invariance identities and (sometimes) symmetry relations which allow to express all integrals belonging to that topology in terms of a small number of MIs.

Once the MIs have been identified, we can derive differential equations for them with respect to the external invariants (2.3) as follows. Starting from their very definition, one can easily see that the derivatives in the invariants can be expressed by suitable combinations of derivatives in the external momenta. Let us consider for simplicity the case where all integrals in one given topology are reduced to one single MI. Differentiating the MI with respect to any of the external invariants will generate a linear combination of new integrals, all with the same subset of denominators as the starting integral, but in general raised to different powers. Using the IBP identities all these integrals can be reduced again to the MI itself plus integrals from its sub-topologies, which in a bottom-up approach are considered as known. We are thus left with a single first order non-homogeneous differential equation for the MI in each of the external invariants.

Equipped with a suitable boundary condition, the differential equation can be easily integrated by means of Euler’s method of the variation of constants. This reduces the problem of performing one or more loop integrations to a single one-dimensional integration. In most cases a boundary condition can be found studying the behaviour of the integrals in some well defined kinematical limit where the integral is known to be regular.

The method immediately generalizes to the case where $N$ master integrals are present. The single first order differential equation will be in general substituted by a system of $N$ coupled differential equations for the $N$ master integrals, which can in turn be rephrased as a $N$-th order differential equation for any of the masters. Finding the solution to a $N$-th order differential equation requires fixing $N$ boundary conditions. Even though no general method is available for solving a system of $N$ coupled differential equations with non-constant coefficients, experience shows that by an appropriate choice of the basis of master integrals the system can usually be diagonalized (or at least put in triangular form in the limit $d \to 4$), allowing a recursive solution by direct integration. A proposal towards systematizing the computation of master integrals from differential equations has been put forward recently in [45]. Especially for topologies with more than one master


| Topo A | Topo B | Topo C |
|--------|--------|--------|
| $k^2$  | $k^2$  | $k^2$  |
| $l^2$  | $l^2$  | $l^2$  |
| $(k-l)^2$ | $(k-l)^2$ | $(k-l)^2$ |
| $(k-p_1)^2$ | $(k-p_1)^2$ | $(k-p_1)^2$ |
| $(l-p_1)^2$ | $(l-p_1)^2$ | $(l-p_1)^2$ |
| $(k-p_1-p_2)^2$ | $(k-p_1+q_1)^2$ | $(k-p_1-p_2)^2$ |
| $(l-p_1-p_2)^2$ | $(l-p_1+q_1)^2$ | $(k-l-q_1)^2$ |
| $(k-p_1-p_2+q_1)^2$ | $(k-p_1-p_2+q_1)^2$ | $(l-p_1-p_2+q_1)^2$ |
| $(l-p_1-p_2+q_1)^2$ | $(l-p_1-p_2+q_1)^2$ | $(k-l-p_1-p_2)^2$ |

Table 1. Propagators in the three different auxiliary topologies used to represent all two-loop 4-point integrals with two massless and two massive legs with the same mass.

integral, finding boundary conditions is in general a non-trivial task and represents often the bottleneck of the whole procedure.

2.1 Auxiliary topologies and reduction to Master Integrals

Two-loop corrections to four-point functions involve integrals with up to seven different propagators and up to nine independent scalar products among the external and the loop momenta in the numerator. This implies that two out of the nine scalar products are irreducible, namely they cannot be rewritten as linear combinations of the seven denominators. One way to perform a complete reduction is then to define a larger set of nine denominators, that we will refer to as auxiliary topology. In the case of pair production of equal-mass vector bosons, three independent auxiliary topologies are needed in order to account for all the integrals appearing.

We define two planar topologies, named Topo A and Topo B, needed to represent respectively the double-boxes with adjacent and non-adjacent off-shell legs. A third topology, named Topo C, is sufficient to represent all non-planar integrals. We choose the propagators of the three topologies as listed in table 1. The reduction to MIs of the three auxiliary topologies above has been performed using Reduze1 and Reduze2 [28, 29].

We refer to the MIs in these topologies as $I_n^{(T)}$, where $T$ is the auxiliary topology ($A$, $B$ or $C$), while $n$ is a decimal number which corresponds to the selection of propagator momenta that appear as denominators in the integral. Any integral is first mapped to one of the topologies above. Its set of denominators is then identified with a binary number, containing a 1 for each propagator momentum appearing in the integral, and a 0 for those momenta not appearing as propagators. The minimum binary number to which the integral can be mapped in the topology under consideration is then converted to a decimal number and used as label for the integral itself. To give an explicit example consider the following
integral belonging to Topo A:

\[
\int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{1}{[2(k-l)]^2(k-p_1)^2(k-p_1-p_2+q_1)^2}. 
\]

The binary number associated to its denominators is 010001110 = 142, so that with the definitions above this integral will be labeled as \( I^{(A)}_{142} \). In the following we will often use the terminology sector ‘n’ interchangeably with that of topology ‘n’, referring to the set of all those integrals whose label according to this procedure is ‘n’.

With the Mandelstam variables defined above, one can see from the arrangement of the momenta in the three topologies that the planar integrals belonging to Topo A have cuts only in \( s \) and \( u \) while those belonging to Topo B have cuts only in \( t \) and \( u \). On the other hand, as it is well known \[46\], the non-planar integrals belonging to Topo C are expected to have cuts in all three Mandelstam variables. In what follows we will focus on the explicit evaluation of the Master Integrals that emerge from the reduction of the two planar topologies, referring to a future work for the computation of the non-planar master integrals belonging to Topo C.

The arrangement of the cuts in the two planar topologies suggests that, in order to express the final results in compact form, the natural variables should be \((s,u)\) for Topo A and \((t,u)\) for Topo B. The kinematical constraints are those that determine the analyticity structure of the scattering amplitude and hence of the functions used to describe the result. In the following two sub-sections we describe separately the kinematics for vector boson pair production in the two different sets of variables.

### 2.2 Kinematics and analytic continuation in \( s, u \)

In the physical region we have \( Q^2 > 0 \) and \( s > 4Q^2 \). Using \( s \) and \( u \) as independent variables we can express the kinematical constraints in \( u \) in function of \( s \) and \( Q^2 \). In the centre-of-mass frame of \( p_1, p_2 \) we find

\[
u = \frac{Q^2 - s}{2} \left[ 1 - \sqrt{1 - \frac{4Q^2}{s} \cos \theta} \right], \tag{2.4}
\]

where \( \theta \) is the angle between \( \vec{p}_2 \) and \( \vec{q}_1 \). In figure 1 we show the kinematical plane in \( s, u \).

It is convenient to introduce the dimensionless variables

\[
s = M^2 \frac{(1 + \xi)^2}{\xi}, \quad u = -M^2 \zeta, \quad Q^2 = M^2, \tag{2.5}
\]

in which the physical region is given by

\[
M^2 > 0, \quad 0 < \xi \leq 1, \quad \xi \leq \zeta \leq \frac{1}{\xi}.
\]

With the parametrization above we obtain:

\[
t = 2Q^2 - s - u = -M^2 \left( \frac{1 + \xi^2}{\xi} - \zeta \right) < 0. \tag{2.6}
\]
$u = Q^2$
$s = 4Q^2$

**Figure 1.** Dalitz plot for the $2 \rightarrow 2$ scattering kinematics.

In the physical region all integrals with a cut in $s$ and $Q^2$ will be complex-valued. They can be expressed as analytical continuations of real-valued functions defined in a non-physical region where $s < 0$, $u < 0$ and $Q^2 < 0$, expressed as:

$$s = -m^2 \frac{(1 + x)^2}{x} < 0, \quad u = -m^2 z < 0, \quad Q^2 = -m^2 < 0,$$

with

$$x = \frac{\sqrt{s} - \sqrt{s - 4Q^2}}{\sqrt{s} + \sqrt{s - 4Q^2}}, \quad z = \frac{u}{Q^2}. \quad (2.8)$$

Now taking

$$m^2 > 0, \quad 0 < x < 1, \quad z > 0,$$

all MIs are real functions of the dimensionless variables $x$ and $z$.

The analytic continuation to the physical region can be obtained as:

$$m^2 \rightarrow -M^2 - i\eta, \quad x \rightarrow \xi, \quad z \rightarrow -\zeta + i\eta \quad (2.9)$$

such that the Mandelstam variables which become positive acquire the correct imaginary part

$$s = M^2 \frac{(1 + \xi)^2}{\xi} + i\eta, \quad u = -M^2 \zeta, \quad Q^2 = M^2 + i\eta. \quad (2.10)$$
In this context, a subtle issue about the analytical continuations should be recalled \cite{46,47}. If one tries to express all three Mandelstam variables $s, t, u$ in terms of $x$, $z$ and $m^2$ only, one easily realizes that no real value of $x$, $z$ and $m^2$ can make at the same time $s < 0$, $t < 0$, $u < 0$, $Q^2 < 0$. For example with our choice we find:

$$s = -m^2 \frac{(1 + x)^2}{x} < 0, \quad u = -m^2 z < 0, \quad Q^2 = -m^2 < 0,$$

$$t = +m^2 \left( \frac{1 + x^2}{x} + z \right) > 0, \quad \text{with} \quad x, z \in \mathbb{R}^+$$

which means that if we tried to express in $x$ and $z$ MIs with a cut in $t$, they would have an imaginary part different from zero. One could argue that this comes from having imposed the on-shell condition $s + t + u = 2Q^2$. This problem could be avoided by giving up the on-shell condition, i.e. computing the MIs off-shell, however at the expense of introducing one more independent scale in the computation.

This particular choice of variables was motivated by the cut structure of the first planar topology, and will be used only for representing the integrals in this topology in a compact form.

### 2.3 Kinematics and analytic continuation in $t, u$

Using $t$, $u$ and $Q^2$ as independent variables we can repeat the reasoning above. Defining:

$$t = -\frac{M^2}{w}, \quad u = -M^2 v, \quad Q^2 = M^2,$$

the physical region is given by

$$M^2 > 0, \quad 0 < v < \infty, \quad 0 < w < v,$$

with

$$s = 2Q^2 - t - u = M^2 \left( 2 + v + \frac{1}{w} \right) > 0.$$  

In order to make all integrals in Topo B real functions we define a non-physical region where $Q^2 < 0$, $t < 0$, $u < 0$:

$$t = -m^2 y < 0, \quad u = -m^2 z < 0, \quad Q^2 = -m^2 < 0,$$

with

$$y = \frac{t}{Q^2}, \quad z = \frac{u}{Q^2}.$$  

Taking now

$$m^2 > 0, \quad z > 0, \quad y > 0, \quad \text{with} \quad y + z < 1,$$

all MIs are real functions of $y$ and $z$.

In continuing to the physical region only $Q^2$ becomes positive, while $t$ and $u$ remain negative. The analytic continuation can be obtained through:

$$m^2 \rightarrow -M^2 - i\eta, \quad y \rightarrow -1/w + i\eta, \quad z \rightarrow -v + i\eta$$
which gives

\[ t = -\frac{M^2}{w}, \quad u = -M^2 v, \quad Q^2 = M^2 + i\eta, \] (2.17)

Note that even though \( t \) and \( u \) remain negative we still need to fix an imaginary part for \( y \) and \( z \), which is determined as:

\[ y \rightarrow \frac{t}{Q^2 + i\eta} = \frac{t}{Q^2} + \frac{i\eta}{w} = -\frac{1}{w} + i\eta, \] (2.18)

\[ z \rightarrow \frac{u}{Q^2 + i\eta} = \frac{u}{Q^2} + i\eta = -v + i\eta. \] (2.19)

3 Algebraic tools for Feynman integrals

As outlined in the introduction, each extra scale in a multi-loop integral results in a more complicated structure of the functions that are required to express the analytical form of the integrals. For many multi-loop integrals, analytical expressions of their Laurent expansion in dimensional regularization can be expressed in terms of functions that are algebraic generalizations of polylogarithms. These functions are called Generalized Harmonic PolyLogarithms (GHPLs) or Multiple PolyLogarithms (MPLs) in the literature.

In the analytical integration of multi-loop Feynman integrals the following three tasks have to be performed repeatedly on these polylogarithmic functions: analytical continuation, determination of limiting values in special points and variable transformations. Finally, a simplification of the analytical results to a compact form is often desirable.

Due to the higher number of different scales in the integrals these functions become increasingly difficult to describe and to handle. In the last years, improved understanding of their algebraic structure has led to the development of the symbol formalism and its generalization, the coproduct formalism \( [40–42, 48–52] \). The general idea of this formalism is to translate the expressions to a certain tensor space, where the complicated functional relations among GHPLs reduce to simple algebraic operations. These tensors can then be ‘integrated’ back to the function space.

In the following, we will describe how we applied and implemented this algorithm, first described in \( [42] \), to tackle the tasks above (analytical continuation, variable transformations and limiting behaviour) efficiently. In order to do this, the GHPLs are shortly introduced. Then, the most important aspects of the coproduct are discussed and the manipulation procedure described. An example application is discussed in section 5.3.

3.1 Generalized Harmonic Polylogarithms (GHPLs)

The generalized harmonic polylogarithms, or multiple polylogarithms, are defined as iterated integrals by

\[ G(a_1, \ldots, a_n; x) = \int_0^x \frac{dt}{t - a_1} G(a_2, \ldots, a_n; t), \]

with \( G(x) = G(; x) = 1; \quad G(0) = \int_0^0 dt = 0. \) (3.1)
The $a_i \in \mathbb{C}$ are constants and are called the index (vector) $\vec{a}$ or vector of singularities whereas $x \in \mathbb{C}$ will be called the argument of the GHPL in the following. The length of the index vector $n$ is called the (transcendental) weight of the function. In the special case that the index vector consists of all zeros $\vec{a} = \vec{0}_n = \{0, \ldots, 0\}$, we define

$$G(\vec{0}_n, x) = \frac{1}{n!} \log^n x. \quad (3.2)$$

In mathematics a transcendental number is a number that is not the root of a polynomial equation with rational coefficients, or, the opposite to an algebraic number. In the context of repeated integrals it has been proven consistent and useful to define a (degree of) transcendentality of a function by the number of iterated integrations it contains, which in the case of GHPLs corresponds to the length of the index vector. Therefore we will use the notion of weight and transcendentality interchangeably in the following. Since

$$\pi = i \log(-1 - i\epsilon) = \int_{-1}^{1} \frac{1}{x - i\epsilon} \, dx, \quad (3.3)$$

we have consistently that the transcendentality of $\pi$ is 1.

In physics GHPLs usually show up with the entries of the index vector chosen from a limited set, often called the alphabet of the problem under consideration. In the special case that $a_i \in \{-1, 0, 1\}$ these functions are called Harmonic Polylogarithms (HPLs) and were first studied in [53]. In multi-scale integrals the $a_i$ often depend on another variable, e.g. $a_i \in \{0, 1, \frac{1}{z}, 1 - \frac{1}{z}\}$, in which case one speaks of two-dimensional HPLs (2dHPLs) which were studied first in [34]. A flexible numerical implementation of GHPLs exists [54].

In the present context, it is useful to think of the entries of the index vector as functions dependent on the kinematic variables of the process themselves, but nevertheless belonging to a finite set. See for example sections 4.3 and 5.1.

Some closed expressions for special index choices are, besides eq. (3.2), for $a \neq 0$,

$$G(\vec{a}_n; x) = \frac{1}{n!} \log^n \left(1 - \frac{x}{a}\right) \quad \text{with} \quad \vec{a}_n = (a, \ldots, a),$$

$$G(\vec{0}_{n-1}, a; x) = - \text{Li}_n \left(\frac{x}{a}\right),$$

$$G(\vec{0}_n, \vec{a}_p; x) = (-1)^p S_{n,p} \left(\frac{x}{a}\right), \quad (3.4)$$

where $\text{Li}_n(x)$ is the ordinary and $S_{n,p}(x)$ is the Nielsen polylogarithm. From the series representation of the GHPLs it can be seen that

$$\text{Li}_n(1) = \zeta(n) \equiv \zeta_n, \quad (3.5)$$

where $\zeta(n)$ is the Riemann zeta function. Therefore, $\zeta(n)$ can be assigned the transcendentality $n$ for integer values $n \in \mathbb{N}$. Up to weight three, GHPLs can be expressed in terms of ordinary logarithms and polylogarithms. For example at weight two we have, for $0 \neq a \neq b$,

$$G(a, b; x) = \text{Li}_2 \left(\frac{b - x}{b - a}\right) - \text{Li}_2 \left(\frac{b}{b - a}\right) + \log \left(1 - \frac{x}{b}\right) \log \left(\frac{x - a}{b - a}\right). \quad (3.6)$$
Repeated integrals form a shuffle algebra: the product of two GHPLs of weights \( n_1, n_2 \) can be expressed in terms of functions of weight \( n_1 + n_2 \):

\[
G(a_1, \ldots, a_{n_1}; x)G(a_{n_1+1}, \ldots, a_{n_1+n_2}; x) = \sum_{\sigma \in \Sigma(n_1, n_2)} G(a_{\sigma 1}, \ldots, a_{\sigma n_1+n_2}; x).
\] (3.7)

Formally, \( \Sigma(n_1, n_2) \) is defined as the subset of the symmetric group \( S_{n_1+n_2} \) defined by

\[
\Sigma(n_1, n_2) = \{ \sigma \in S_{n_1+n_2} | \sigma^{-1}(1) < \ldots < \sigma^{-1}(n_1) \text{ and } \sigma^{-1}(n_1 + 1) < \ldots < \sigma^{-1}(n_1 + n_2) \}.
\] (3.8)

This is the set of all possibilities of riffle shuffling two decks of cards with \( n_1 \) and \( n_2 \) cards, which means that the respective order of the cards belonging to one of the original decks remains intact. A consequence of this property is that the GHPLs of a given weight with a certain set of indices are linearly dependent modulo products of lower weight functions.

### 3.2 An intuitive introduction of the coproduct

This section is a very short summary of the concepts presented in [41]. Its aim is not to give a precise introduction and definition of the required mathematical concepts but to provide an intuitive understanding of the coproduct, in view of its application in our calculation.

The space of GHPLs \( \mathcal{H} \) is an algebra with the shuffle product as multiplication. This algebra is graded, which means that can be written as the direct sum of subspaces which all contain the functions of a specific weight

\[
\mathcal{H} = \bigoplus_{n=0}^{\infty} \mathcal{H}_n
\] (3.9)

and the multiplication preserves the grading such that

\[
\mathcal{H}_i \cdot \mathcal{H}_j \subset \mathcal{H}_{i+j} = n.
\] (3.10)

Note that the rational numbers are embedded in \( \mathcal{H}_0 \).

Let us now introduce a bilinear tensor product \((,\otimes,\).\) and a map \(\mu\) which maps this tensor product onto the algebra multiplication

\[
\mu : \mathcal{H} \otimes \mathcal{H} \to \mathcal{H}
\]

\[
\mu(a \otimes b) \mapsto a \cdot b.
\] (3.11)

In words, \(\mu\) ‘pulls two tensor product factors together’. This can be repeated and the associativity of the algebra multiplication assures that

\[
\mu(\text{id} \otimes \mu) = \mu(\mu \otimes \text{id}),
\] (3.12)

i.e. that the order of pulling the factors together is irrelevant.

In [51] Goncharov defined a coproduct \(\Delta\) for \(\mathcal{H}\) and showed that it was compatible with its algebra structure, thereby promoting it to a bialgebra. Since \(\mathcal{H}\) is connected because the rational numbers are included in it, the GHPLs form a Hopf algebra \(\mathcal{H}\). The
comultiplication $\Delta$ acts in the opposite direction: it is a way of ‘pulling apart’ an element of the algebra,

\[
\Delta : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H} \quad \quad a \mapsto \Delta(a),
\]

which is compatible with the algebra structure of $\mathcal{H}$. This means that $\Delta$ is an algebra homomorphism:

\[
\Delta(a \cdot b) = \Delta(a) \cdot \Delta(b),
\]

where the multiplication on the right hand side is defined entry-by-entry as

\[
(a_1 \otimes a_2) \cdot (b_1 \otimes b_2) \equiv (a_1 \cdot b_1) \otimes (a_2 \cdot b_2).
\]

An important requirement on the coproduct is that it is coassociative:

\[
(\Delta \otimes \text{id})\Delta = (\text{id} \otimes \Delta)\Delta.
\]

This means that when applying the coproduct to one of the factors inside another coproduct, the order in which this is done is irrelevant. Therefore, there is a unique way of iterating $\Delta$:

\[
\mathcal{H} \xrightarrow{\Delta} \mathcal{H} \otimes \mathcal{H} \xrightarrow{\text{id} \otimes \Delta} \mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H} \xrightarrow{\text{id} \otimes \text{id} \otimes \Delta} \ldots
\]

Goncharov has shown that $\mathcal{H}$ can be equipped with a coproduct and therefore be turned into a Hopf algebra. The coproduct for mutually different indices $a_i$ is given by

\[
\Delta(I(a_0; a_1, \ldots, a_n; a_{n+1})) = \sum_{0=i_1 < i_2 < \ldots < i_k < i_{k+1} = n} I(a_0; a_{i_1}, \ldots, a_{i_k}; a_{i_{k+1}}) \otimes \left[ \prod_{p=0}^{k} I(a_{i_p}; a_{i_p+1}, \ldots, a_{i_p+1-1}; a_{i_{p+1}}) \right],
\]

where

\[
I(a_0; a_1, \ldots, a_n; a_{n+1}) = \int_{a_0}^{a_{n+1}} \frac{dt}{t-a_n} I(a_0; a_1, \ldots, a_{n-1}; t).
\]

is the GHPL with $a_0$ as a starting point of each integration instead of zero. It can be converted to the $G$-notation easily (see, for example [41]). When some indices are equal, regularization has to be performed, as has been discussed in [41, 51, 55].

As an example, let us just quote here the coproduct of the ordinary (poly-)logarithm:

\[
\Delta(\ln z) = 1 \otimes \ln z + \ln z \otimes 1,
\]

\[
\Delta(\text{Li}_n(z)) = 1 \otimes \text{Li}_n(z) + \text{Li}_n(z) \otimes 1 + \sum_{k=1}^{n-1} \text{Li}_{n-k}(z) \otimes \frac{\ln^k z}{k!}.
\]

We observe that the coproduct $\Delta$ also preserves the weight in the sense below:

\[
\mathcal{H} \xrightarrow{\Delta} \bigoplus_{p+q=n} \mathcal{H}_p \otimes \mathcal{H}_q,
\]
where $\mathcal{H}_n$ denotes the space of GHPLs of weight $n$. We can therefore write

$$\Delta = \sum_{p+q=n} \Delta_{p,q} ,$$  

(3.22)

where $\Delta_{p,q}$ is the operator whose image are the tensor products with the weights $p$, $q$ in the respective factors.

To extend the coproduct to include constant transcendental factors, its action on $\zeta$ values needs to be defined as [56]

$$\Delta(\zeta_2) = \zeta_2 \otimes 1,$$

$$\Delta(\zeta_{2n}) = \zeta_{2n} \otimes 1 , \quad n \in \mathbb{N} ,$$

$$\Delta(\zeta_{2n+1}) = \zeta_{2n+1} \otimes 1 + 1 \otimes \zeta_{2n+1} , \quad n \in \mathbb{N} .$$

(3.23)

Furthermore, it has been conjectured in [41] that

$$\Delta(\pi) = \pi \otimes 1 .$$

(3.24)

The two equations (3.23) and (3.24) lead to the redefinition of the coproduct. It actually maps

$$\mathcal{H} \xrightarrow{\Delta} \mathcal{H} \otimes \mathcal{H}^\pi \xrightarrow{\Delta \otimes \text{id}} \mathcal{H} \otimes \mathcal{H}^\pi \otimes \mathcal{H}^\pi \xrightarrow{\Delta \otimes \text{id} \otimes \text{id}} \mathcal{H} \otimes \mathcal{H}^\pi \otimes \mathcal{H}^\pi \otimes \mathcal{H}^\pi \xrightarrow{\Delta \otimes \text{id} \otimes \text{id} \otimes \text{id}} \ldots$$

(3.25)

where we have defined $\mathcal{H}^\pi$ as the quotient of $\mathcal{H}$ by the (two-sided) ideal generated by $\pi$, or, practically speaking, that we drop all factors of $\pi$ in the tensor product ‘slots’, except in the first one.

Let us also define the reduced coproduct

$$\Delta(a) = 1 \otimes a + a \otimes 1 + \Delta'(a) .$$

(3.26)

Any element that vanishes under the action of $\Delta'$ is called a primitive element of $\mathcal{H}$.

In analogy to eq. (3.21), we introduce the notation

$$\Delta_{i_1,\ldots,i_n}(a) = \sum_{k_1,\ldots,k_n} c_{k_1\ldots,k_n} a_{k_1}^{(i_1)} \otimes \cdots \otimes a_{k_n}^{(i_n)} ,$$

(3.27)

which means that we apply the coproduct $n-1$ times and select only the tensor products whose factors have the weights $i_1, \ldots, i_n$, respectively.

It has been argued in [41] that $\Delta_{1,\ldots,1}$ is actually the symbol introduced in [48–50], modulo factors of $\pi$ in the first entry of the tensor products. We will therefore refer to the symbol of an expression $E$ when we mean $\Delta_{1,\ldots,1}(E)$, where the number of 1s in the subscript denotes the expression’s weight.

The point of departure of the rewriting procedure is that two equal expressions involving GHPLs also agree under the action of the reduced coproduct and of any of the operators defined by eq. (3.27), even though they may look different. However, these equalities only contain functions of lower weight, for which more functional equations might be already known, therefore making the agreement possibly explicit. The general idea of [41] is now
to proceed from the bottom up and compute the expression’s symbol, which we then ‘inte-
gerate back’ in the desired form using the algorithm described in the next subsection. Then we apply different operators $\Delta_{i_1,\ldots,i_k}$ to the difference between original and reconstructed expression to obtain the parts lost by the symbol map. At the last step the primitive elements of the expression have to be determined.

### 3.3 Reconstructing a function from its symbol

In [52] an algorithm was described to obtain an expression in terms of a pre-selected set of functions (the ‘basis’) from a known symbol (its ‘integration’). It is very useful when dealing with a low number of basis functions and when one is interested in writing the result in a short form using functions with complicated arguments. However, often we would like to express it as combination of GHPLs with certain (simple) arguments. In this case an alternative way to integrate the symbol, first described in [42], is advantageous and will be used in the following.

The general idea is to bring the symbol into a form where information about the GHPLs of the integrated version can be read off directly. As every GHPL of weight one can be written as a logarithm (see eq. (3.4)), every factor of the tensor products in $\Delta_{1,\ldots,1}(F)$ is a logarithm, which can be manipulated using the known rules. Factors of $\pi$ can be ignored everywhere, except in the first entry of the tensor products due to (3.25), where they are obtained by proper analytical continuation of the occurring expressions using the $\epsilon$ prescriptions for the variables of the problem. All the terms containing $\pi$ in the first entry can be interpreted separately as

\[ i c (\pi \otimes a_2 \otimes \ldots \otimes a_n) \rightarrow i\pi c (a_2 \otimes \ldots \otimes a_n), \]

i.e. as terms $\pi$ times a lower weight symbol, which can be integrated separately. Therefore we will leave them out and assume that the symbol we want to integrate is free of such terms.

Let us suppose for the moment that the symbol of our expression $F$ with weight $n$ depends on one variable $x$. We would like to integrate it as GHPLs with $x$ in the argument and constants in the index. First, we need to bring the tensor product factors into a unique form, that is into a form where there are no relations between the factors like

\[ \sum_i c_i \log(f_i(x)) = 1, \]

which we choose as

\[ \log \left( 1 - \frac{x}{c_i} \right) \quad \text{or} \quad \log(c_i) \quad \text{with} \ c_i \in \mathbb{C}^*, \]

The algorithm is based on two observations. Firstly, it is a well known result that an expression in which all “shuffles have been eliminated” (i.e. products of GHPLs with the same argument have been replaced by the sum of their shuffled GHPLs using (3.7)) is unique [53] in the sense that there is no alternative way of writing it using GHPLs of the
same index set without using products of GHPLs with the same argument. Secondly, it can be seen that the symbol of a generic GHPL contains exactly one term of the form
\[
\Delta_{1,...,1}(G(a_1, \ldots, a_n; x)) = \ldots + \log \left( 1 - \frac{x}{a_n} \right) \otimes \ldots \otimes \log \left( 1 - \frac{x}{a_1} \right) + \ldots ,
\]
whereas all the other terms contain at least one factor independent of \(x\). Therefore, each term of that form present in the symbol comes from one GHPL with \(x\) in the argument.

The idea is now to rewrite the symbol of the expression at hand in a way such that we can read off the terms of the form (3.31) and use them to construct the “shuffle free” part of the integrated expression. Then, we proceed iteratively. We subtract from the symbol \(S(F_0)\), which we seek to integrate, the symbol of the newly found terms. The result should now contain no more terms of form (3.31). In order to determine the parts proportional to \(G(a_1, \ldots, a_{n-1}, x) \log(a_n)\) we now focus on the terms
\[
\Delta_{1,...,1}(G(a_1, \ldots, a_{n-1}; x) \log a_n) = \ldots + \log(a_n) \otimes \log \left( 1 - \frac{x}{a_{n-1}} \right) \otimes \ldots \otimes \log \left( 1 - \frac{x}{a_1} \right) + \ldots ,
\]
and construct that part analogously. We then subtract that symbol from the “left over” symbol above.

Proceeding further we face a small subtlety: terms of the form \(G(a_1, \ldots, a_{n-2}, x) \log(a_{n-1}) \log(a_n)\) produce two tensor products of the desired form due to the shuffle identities:
\[
\Delta_{1,...,1}(G(a_1, \ldots, a_{n-2}; x) \log a_{n-1} \log a_n) = \\
= \ldots \log(a_n) \otimes \log(a_{n-1}) \otimes \log \left( 1 - \frac{x}{a_{n-1}} \right) \otimes \ldots \otimes \log \left( 1 - \frac{x}{a_1} \right) + \ldots ,
\]
We should therefore only pick products where the constant factors \(\log(a_i)\) in the beginning follow a certain order e.g.
\[
\log(a_i) \otimes \log(a_j) \otimes \ldots \quad \text{with } a_i \leq a_j
\]
to construct the next part of the result. In principle, also multiple polylogarithms with only constants in argument and index could produce such terms, for example
\[
\Delta_{1,...,1}\left( G\left( -\frac{1}{2}, -1; 1 \right) \right) = \log(2) \otimes \log(3) - \log(3) \otimes \log(2) ,
\]
but in the cases encountered in this work it was sufficient to only consider products of logarithms.

Repeating the steps above, all dependence of \(x\) can be integrated and only tensor products consisting of constant terms should be left. In the cases met in this work these consisted always of powers of logarithms of constants. These terms can again be integrated.
by using the ordered tensor products (in the sense of eq. (3.34) above) to construct the integrated expression.

In the case that the expression at hand depends on more than one variable, we can proceed in a completely analogous manner. For the case of two, \(x_1\) and \(x_2\), it is often desired to rewrite it in the form of GHPLs

\[ G(\{f_i(x_2)\}; x_1) \quad \text{and} \quad G(\{c_i\}; x_2) \quad c_i \in \mathbb{C}. \] (3.36)

We cast the tensor product factors in \(\Delta_{1, \ldots, 1}(F(x_1, x_2))\) into the form

\[ \log \left(1 - \frac{x_1}{f_i(x_2)}\right) \quad \text{or} \quad \log \left(1 - \frac{x_2}{c_i}\right) \quad \text{or} \quad \log(c_i) \quad \text{with} \quad c_i \in \mathbb{C}^*, \] (3.37)

and focus on the terms containing factors dependent on \(x_1\) first. We proceed exactly as above, i.e. at step \(i \leq n\) we then pick the terms

\[ \left(\bigotimes_{j=0}^{i-1} \log \left(1 - \frac{x_2}{c_j}\right)\right) \otimes \left(\bigotimes_{k=i}^{n} \log \left(1 - \frac{x_1}{f_k(x_2)}\right)\right) \] (3.38)

which can be used to construct the parts proportional to

\[ G(c_{i-1}, \ldots, c_1; x_2) G(f_n(x_2), \ldots, f_i(x_2); x_1) \] (3.39)

using the relation from equation (3.31). This way, we can integrate all tensor products containing \(x_1\) first and are then left with a symbol depending on \(x_2\) only, which can be treated as above.

### 3.4 Coproduct simplification procedure

We now have all the tools necessary to use the coproduct to perform transformations of GHPLs. Let us suppose that the expression under consideration is uniform in transcendentality. Parts with different transcendentals can be treated separately. For reasons that will become apparent shortly, we applied this algorithm to single GHPLs, with the entries of the index vector chosen from a specific set, as input, starting at weight one up to weight four.

Parting from an expression \(F\), we first compute its symbol \(\Delta_{1, \ldots, 1}(F)\) and use the techniques described in the previous subsection to integrate it. Then we reconstruct the parts of \(F\) that lie in \(\mathcal{H}_{i_1 \ldots i_k}\) by applying the different operators \(\Delta_{i_1 \ldots i_k}\) to the difference of the original expression and the expression integrated from previous steps. Again, we work from bottom up, e.g. at weight 3 we have the ordering of operators

\[ \Delta_{1,1,1} \succ \Delta_{2,1,} \Delta_{1,2} , \] (3.40)

and at weight 4

\[ \Delta_{1,1,1} \succ \Delta_{2,1,1,} \Delta_{1,1,2}, \Delta_{1,2,1} \succ \Delta_{3,1,} \Delta_{2,2,} \Delta_{1,3} . \] (3.41)

which we apply in consecutive order.
To bring the expression to its unique form, i.e. everything is expressed in a unique set of GHPLs, we need additional input. For example, let us suppose that the expression we want to re-express contains \(G(a, b, c; x)\). Computing

\[
\Delta_{2,1,1} G(a, b, c; x) = G(a, b; x) \otimes \log \left(1 - \frac{b}{c}\right) + G(a, c; x) \otimes \log \left(1 - \frac{a}{b}\right)
\]

\[
- G(a, c; x) \otimes \log \left(1 - \frac{c}{b}\right) - G(b, c; x) \otimes \log \left(1 - \frac{b}{a}\right),
\]

we note that we now also need the identities re-expressing the lower weight functions \(G(a, b; x)\), \(G(a, c; x)\) and \(G(b, c; x)\) as well as the limits \(\log(1 - b/c)\), \(\log(1 - a/b)\), \(\log(1 - c/b)\) and \(\log(1 - x/a)\). The lower weight identities have to be derived in a previous step whereas the limits have to be computed separately. In principle, these could be ill-defined since we do not have a cut prescription how these limits should be taken. However, this ambiguity is only up to the imaginary part, i.e. parts proportional to \(\pi\). As we can see in the definition of the coproduct, eq. (3.18), these limits only show up in the second factor, whereas the integration bounds of the first factor are the one of the original expression. Therefore we only need a cut prescription for the original expression. On the other hand we know that tensor products containing \(\pi\) anywhere but in the first factor vanish, which allows us to ignore the ambiguous terms from taking these limits.

Applying all these identities, after lots of cancellations, we obtain a part of the original expression that would have been lost in the symbol map. At weight three, \(\Delta_{2,1}\) yields the parts proportional to \(\pi^2\), and at weight four

\[
\begin{align*}
\Delta_{2,1,1} & \text{ yields parts } \propto \pi^2, \\
\Delta_{3,1} & \text{ yields parts } \propto \zeta_3, i\pi^3, \\
\Delta_{2,2} & \text{ yields parts } \propto \pi^2, \\
\Delta_{1,3} & \text{ yields parts } \propto \zeta_3.
\end{align*}
\]

(3.43)

For example, let us suppose that we have an expression \(F\) of weight four whose integrated symbol is also including the integrated symbol of the imaginary part, \(F_{1,1,1,1}\). Applying \(\Delta_{2,1,1}\) to the difference and using all identities of lower weight needed yields

\[
\Delta_{2,1,1}(F - F_{1,1,1,1}) = \sum c_{i1i2} \pi^2 \otimes a_{i1} \otimes a_{i2},
\]

(3.44)

which can be integrated interpreting each summand as \(\pi^2(a_{i1} \otimes a_{i2})\), i.e. as \(\pi^2\) times a symbol of weight 2. There cannot be anything other than \(\pi^2\) in the first factor since any other such factor would also have produced a contribution to the symbol of the expression. For the same reasons the operators \(\Delta_{1,2,1}\) and \(\Delta_{1,1,2}\) do not yield additional information. It was found that in the cases treated in this work the operators

\[
\begin{align*}
\Delta_{1,2} & \text{ at weight 3 and} \\
\Delta_{1,2,1,1,2,2} & \text{ at weight 4}
\end{align*}
\]

(3.45)

could be ignored for this reason [42].
Due to the symmetry of \( \Delta(\zeta_3) = \zeta_3 \otimes 1 + 1 \otimes \zeta_3 \) it was also not necessary to study the expression under the action of \( \Delta_{1,3} \) either, once the result of the application of \( \Delta_{3,1} \) was known. During the preparation of this work the only object encountered that did not obey this symmetry was one transcendental constant, 

\[
\theta_4 = \frac{\log^42}{24} + \text{Li}_4\left(\frac{1}{2}\right) - \frac{1}{24}\pi^2 \log^2(2) + \frac{7}{8} \log(2) \zeta_3
\]  

which vanishes under \( \Delta_{3,1} \) but \( \Delta_{1,3}(\theta_4) = \frac{7}{8}(\log(2) \otimes \zeta_3) \). Curiously, one obtains \( \theta_4 \) when attempting to extend the familiar combination \( \frac{\log^42}{24} + \text{Li}_4\left(\frac{1}{2}\right) \), which has vanishing symbol, to a constant that also vanishes under the action of \( \Delta_{2,1,1} \) and \( \Delta_{3,1} \).

In summary, it was found to be sufficient to only use the operators \( \Delta_{1,1,1}, \Delta_{2,1} \) at weight three and \( \Delta_{1,1,1,1}, \Delta_{2,1,1} \) and \( \Delta_{3,1} \) at weight four for the computation and to leave determination of the prefactor of the constant \( \theta_4 \) to the next step. This has the advantage of speeding up the computations considerably, since the action of fewer operators has to be computed. Furthermore, it also lowers the number of required additional identities that have to be computed separately. As it was shown in eq. (3.42), limit identities are needed in order to simplify all tensor product factors but the first ones. With the simplifications above these identities are only needed at weight one where they become simple and can be computed automatically in many cases.

### 3.5 Reconstructing the primitive elements of the coproduct

After the previous steps we are almost done transforming the expression in the desired way. The only parts that we are still missing are the primitive elements, e.g. the elements \( a \) such that \( \Delta'(a) = 0 \). In the cases encountered during preparation of this work these were multiples of transcendental constants. They can again be derived evaluating the expression for a limit where the value of the original expression is known exactly. Alternatively, one can also evaluate both sides numerically to high precision and apply the PSLQ algorithm on the difference to find the constants. In the cases treated in this work, we found the following constants to be sufficient:

\[
\begin{align*}
\zeta_2 &= \frac{\pi^2}{6} \quad \text{at weight 2}, \\
\zeta_3 &= \text{at weight 3}, \\
\zeta_4 &= \frac{\pi^4}{90}, \quad \theta_4 \quad \text{at weight 4}.
\end{align*}
\]

(3.47)

As mentioned above, \( \theta_4 \) (3.46) does not vanish under the coproduct. Nevertheless it was the only expression ever encountered that was asymmetric under \( \Delta_{1,3} \) and \( \Delta_{3,1} \) and therefore it is the most efficient way to compute the contribution from the application of \( \Delta_{1,3} \) after the contribution from \( \Delta_{3,1} \) is known.

After this step the transformed expression has been constructed in its entirety. As it can be seen, the coproduct provides an extension of the symbol formalism which allows to keep almost all the information contained in the original expression and to keep the ‘guessing’ to a minimum. An example application of this algorithm can be found in section 5.3.
4 Topo A

In the following section we will focus on the first planar topology, Topo A. We will use this first case also to describe all details of the differential equation method. As discussed above, the first planar topology has cuts in $s$ and $u$, so that we expect the MIs to be naturally expressed in functions of these two Mandelstam variables. We can then get rid of $t$ using $s + t + u = 2Q^2$ and exploit what we know a priori deriving directly differential equations for the MIs in $s$, $u$ and $Q^2$.

In the next sections we derive the differential operators and we work out explicitly a one-loop example, which will also allow us to discuss the method in detail. The common normalization factor of all master integrals is

$$S_{\epsilon} = \left[ (4\pi)^{\epsilon} \frac{\Gamma(1 + \epsilon) \Gamma^2(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \right].$$

(4.1)

4.1 Differential equations

In order to derive the differential equations in $s$ and $u$ we choose the following set of invariants as linear combinations of (2.3):

$$s_1 = p_1^2, \quad s_2 = p_2^2, \quad s_3 = q_1^2 - q_2^2, \quad s_4 = q_1^2, \quad s_5 = (p_1 + p_2)^2, \quad s_6 = (p_2 - q_1)^2,$$

with these definitions, applying the on-shell conditions we find:

$$s_1 = 0, \quad s_2 = 0, \quad s_3 = 0, \quad s_4 = Q^2, \quad s_5 = s, \quad s_6 = u.$$

Expressing the derivatives with respect to the three non-zero invariants as linear combinations of derivatives with respect to the external momenta we obtain:

$$s \frac{\partial}{\partial s} = \frac{s}{Q^4 - 2uQ^2 + u^2 + su} \left\{ \frac{(Q^4 - 2uQ^2 + u^2 + 2su)}{2s} p_1^\mu \frac{\partial}{\partial p_1^\mu} \right. \left. + \frac{(u - Q^2)}{2} \left[ \frac{(s + u - Q^2)}{s} p_2^\mu \frac{\partial}{\partial p_1^\mu} - q_1^\mu \frac{\partial}{\partial p_1^\mu} \right] \right\},$$

$$u \frac{\partial}{\partial u} = \frac{u}{Q^4 - 2uQ^2 + u^2 + su} \left\{ \frac{(u - Q^2)}{2} \left[ p_1^\mu \frac{\partial}{\partial p_1^\mu} - p_2^\mu \frac{\partial}{\partial p_2^\mu} \right] \right. \left. + \frac{(s + u - Q^2)}{2} \left[ p_2^\mu \frac{\partial}{\partial q_1^\mu} - p_1^\mu \frac{\partial}{\partial q_1^\mu} \right] + \frac{s}{2} \left[ q_1^\mu \frac{\partial}{\partial p_1^\mu} - q_1^\mu \frac{\partial}{\partial p_2^\mu} \right] \right\},$$

$$Q^2 \frac{\partial}{\partial Q^2} = \frac{Q^2}{Q^4 - 2uQ^2 + u^2 + su} \left\{ \frac{(Q^4 - 2uQ^2 + u^2 + 2su)}{2s} p_1^\mu \frac{\partial}{\partial q_1^\mu} \right. \left. + \frac{(u - Q^2)}{2} \left[ \frac{(s + u - Q^2)}{s} p_2^\mu \frac{\partial}{\partial q_1^\mu} - q_1^\mu \frac{\partial}{\partial q_1^\mu} - p_1^\mu \frac{\partial}{\partial q_1^\mu} \right] \right. \left. + \frac{(s + u - Q^2)}{2} \left[ p_2^\mu \frac{\partial}{\partial p_1^\mu} - q_1^\mu \frac{\partial}{\partial p_1^\mu} \right] \right\}. \quad (4.2)$$
We recall here that, due to Lorentz invariance identities [33], these relations are not unique. Scalar Feynman integrals, in fact, must be Lorentz invariant. This implies that given any integral \( I(s_j) \) the following relation must be fulfilled:

\[
\left\{ \left( p_\mu^1 \frac{\partial}{\partial p_\mu^1} - p_\nu^1 \frac{\partial}{\partial p_\nu^1} \right) + \left( p_\mu^2 \frac{\partial}{\partial p_\mu^2} - p_\nu^2 \frac{\partial}{\partial p_\nu^2} \right) + \left( q_\mu^1 \frac{\partial}{\partial q_\mu^1} - q_\nu^1 \frac{\partial}{\partial q_\nu^1} \right) \right\} I(s_j) = 0. \tag{4.3}
\]

Contracting (4.3) with any antisymmetric combination of the external momenta we find relations which connect the different derivative operators when applied on a Feynman integral. Having three independent external momenta we can build up three antisymmetric combinations:

\[
p_\mu^1 p_\nu^2 - p_\nu^1 p_\mu^2, \quad p_\mu^1 q_\nu^1 - p_\nu^1 q_\mu^1, \quad p_\mu^2 q_\nu^1 - p_\nu^2 q_\mu^1.
\]

Starting from the 6 scalar products in (2.3), the three Lorentz invariance relations state what we already know, i.e. that only three of them are really independent. As an explicit example, upon contracting (4.3) with \( p_\mu^1 p_\nu^2 - p_\nu^1 p_\mu^2 \) we find

\[
\left\{ s \left[ p_\mu^1 \frac{\partial}{\partial p_\mu^1} - p_\nu^2 \frac{\partial}{\partial p_\nu^2} - p_\mu^2 \frac{\partial}{\partial q_\mu^1} \right] + (u - Q^2) \left[ p_\mu^1 \frac{\partial}{\partial q_\mu^1} - p_\nu^2 \frac{\partial}{\partial q_\nu^1} \right] \right\} I(s_j) = 0.
\]

Furthermore, the differential operators (4.2) when applied on a Feynman integral are not independent due to the scaling properties of the integrals. Assuming for the mass dimension of the integral

\[
I(\lambda^2 s, \lambda^2 t, \lambda^2 u) = \lambda^\alpha I(s, t, u) \tag{4.4}
\]

one finds the Euler scaling relation

\[
\left( s \frac{\partial}{\partial s} + u \frac{\partial}{\partial u} + Q^2 \frac{\partial}{\partial Q^2} \right) I(s, t, u) = \frac{\alpha}{2} I(s, t, u). \tag{4.5}
\]

### 4.2 A one-loop example

As illustration of the method let us consider the one-loop triangle with three legs off-shell. The example is interesting for at least two different reasons. First, it appears naturally as subtopology of some of the two-loop integrals considered in the following. Second, in spite of its simplicity, it will also allow us to discuss some of the features of the computation of the more involved two-loop integrals.

We consider the one-loop triangle with three legs off-shell, two of which with the same mass. With our notation it is a function of the ratio \( \tilde{s} = s/Q^2 \) and can be defined as:

\[
\mathcal{T}(\tilde{s}) = \frac{1}{(2\pi)^d} \int \frac{k \cdot (k - q_1)^2 (k - p_1 - p_2)^2}{k^2 k^2 (k - q_1)^2 (k - p_1 - p_2)^2} \tag{4.6}
\]

We define also the one-loop bubble, which is its only subtopology, as:

\[
\mathcal{B}(p^2) = \frac{1}{(2\pi)^d} \int \frac{1}{k^2 (k - p)^2}. \tag{4.7}
\]
Applying the differential operators (4.2) directly on the definition (4.6), and using the IBPs to re-express the resulting integrals in terms of the master $T(\tilde{s})$ itself and the bubbles, we find:

$$s \frac{\partial}{\partial s} T(\tilde{s}) = - \left[ \frac{d-2}{2} + \frac{2Q^2(d-3)}{s-4Q^2} \right] T(\tilde{s}) + \frac{2(d-3)}{s-4Q^2} \left[ B(Q^2) - B(s) \right], \quad (4.8)$$

$$u \frac{\partial}{\partial u} T(\tilde{s}) = 0, \quad (4.9)$$

$$Q^2 \frac{\partial}{\partial Q^2} T(\tilde{s}) = \left[ d - 4 + \frac{2Q^2(d-3)}{s-4Q^2} \right] T(\tilde{s}) + \frac{2(d-3)}{s-4Q^2} \left[ B(s) - B(Q^2) \right]. \quad (4.10)$$

Note that summing the three equation we find the expected Euler scaling-relation:

$$\left( s \frac{\partial}{\partial s} + u \frac{\partial}{\partial u} + Q^2 \frac{\partial}{\partial Q^2} \right) T(\tilde{s}) = \frac{(d-6)}{2} T(\tilde{s}). \quad (4.11)$$

We focus now on the differential equation in $s$ and we attempt to solve it as a series expansion in $\epsilon = (4 - d)/2$. Since the one-loop bubble develops a $1/\epsilon$ pole,

$$B(p^2) = i S_c \left( \frac{1}{16\pi^2} \right) (-p^2)^{-\epsilon} \left[ \frac{1}{\epsilon} + 2 + 4 \epsilon + O(\epsilon^2) \right],$$

we should consistently expand also the function $T(\tilde{s})$ starting from $1/\epsilon$,

$$T(\tilde{s}, \epsilon) = i S_c \left( \frac{1}{16\pi^2} \right) (-Q^2)^{-\epsilon} \left[ \frac{1}{\epsilon} T^{(-1)}(\tilde{s}) + T^{(0)}(\tilde{s}) + \epsilon T^{(1)}(\tilde{s}) + O(\epsilon^2) \right]. \quad (4.12)$$

Inserting the expansions on both sides of the differential equation and keeping only the first two terms in the expansion we get the following differential equations for the Laurent coefficients of the first two orders:

$$\frac{\partial}{\partial s} T^{(-1)}(\tilde{s}) = - \frac{1}{2} \left[ \frac{1}{s} + \frac{1}{s-4Q^2} \right] T^{(-1)}(\tilde{s}), \quad (4.13)$$

$$\frac{\partial}{\partial s} T^{(0)}(\tilde{s}) = - \frac{1}{2} \left[ \frac{1}{s} + \frac{1}{s-4Q^2} \right] T^{(0)}(\tilde{s})$$

$$+ \frac{1}{s-4Q^2} T^{(-1)}(\tilde{s}) + \frac{1}{2Q^2} \left[ \frac{1}{s} - \frac{1}{s-4Q^2} \right] \left( \ln \left( -Q^2 - i \eta \right) - \ln \left( -s - i \eta \right) \right), \quad (4.14)$$

where $\eta$ is a small positive real number which comes from the usual prescription

$$s \rightarrow s + i\eta, \quad Q^2 \rightarrow Q^2 + i\eta.$$

Note that the homogeneous part of the equation is the same at any order in $\epsilon$. Since in the equation for order $T^{(n)}(\tilde{s})$ the previous orders appear as inhomogeneous terms, we must solve the equation bottom up in $\epsilon$ starting from the leading singularity term. At order $1/\epsilon$ the equation is purely homogeneous and its solution is easily found as

$$T^{(-1)}(\tilde{s}) = \frac{C^{(-1)}}{\sqrt{s(s-4Q^2)}}, \quad (4.15)$$
where \( C^{(j)} \) is the integration constant at order \( \epsilon^j \).

Upon matching this solution with an appropriate boundary condition one finds that in this particular case \( C^{(-1)} = 0 \), so that

\[
\mathcal{T}^{(-1)}(\hat{s}) = 0.
\]

Inserting this result into (4.14) we find a linear first-order non-homogeneous differential equation for \( \mathcal{T}^{(0)}(\hat{s}) \), which can be solved using Euler’s method of the variation of the constants:

\[
\mathcal{T}^{(0)}(\hat{s}) = \frac{2}{\sqrt{s} (s - 4Q^2)} \left\{ \int ds \frac{1}{\sqrt{s} (s - 4Q^2)} \left[ \ln(-s - i\eta) - \ln(-Q^2 - i\eta) \right] + C^{(0)} \right\}.
\]

The square root \( \sqrt{s (s - 4Q^2)} \) shows up in all computations of three- and four-point functions with respectively 3 and 2 legs off-shell (see for example [57–59]) and physically it represents the threshold for the production of the two massive particles of equal masses \( Q^2 \).

In general, integrating a square root with a combination of (poly-)logarithmic functions can be a quite non-trivial task and we expect the integrals to become more and more involved as the order in \( \epsilon \) increases. Nevertheless, as it is well known, in this specific case one can get rid of the square-root through the usual Landau variable \( \xi \) defined above. In order to obtain a real result we use the parametrization defined in section 2.2 as function of \( x, z \) finding:

\[
s \to -m^2 \frac{(1 + x)^2}{x}, \quad ds \to m^2 \frac{(1 - x^2)}{x^2} dx, \quad \text{with} \quad Q^2 = -m^2, \quad (4.17)
\]

so that

\[
\int ds \frac{1}{\sqrt{s} (s - 4Q^2)} \to \int \frac{dx}{x}.
\]

The arguments of the logarithms are now positive so that the explicit imaginary part can be dropped and we obtain:

\[
\mathcal{T}^{(0)}(x) = -\frac{2x}{m^2 (1 - x^2)} \left\{ \int dx \left[ \ln \left(\frac{x}{x}\right) - 2 \frac{\ln(1 + x)}{x} \right] + C^{(0)} \right\},
\]

which can be now easily integrated in terms of HPLs [53]. Fixing the boundary condition we find:

\[
\mathcal{T}^{(0)}(x) = -\frac{2x}{m^2 (1 - x^2)} \left\{ G(0, 0, x) - 2G(0, -1, x) + \frac{\pi^2}{6} \right\}.
\]

(4.18)

Iterating this procedure one can compute the function \( \mathcal{T}(\hat{s}) \) up to any order in \( \epsilon \).

Given the result in the non-physical region, the analytic continuation to the physical region can be achieved as described above, i.e. with

\[
m^2 \to -M^2 - i\eta, \quad x \to \xi
\]

which has to be consistently performed also on the pre-factors in (4.12).
4.3 GHPLs as functions of \((x, z)\)

Proceeding as outlined in the case of the one-loop triangle, we can derive the set of differential equations in \((x, z)\) fulfilled by the MIs in \textbf{Topo A}. By direct inspection of the denominators in the differential equations we can read off what the alphabet of all possible indices appearing in the GHPLs will be. We find that in the non-physical region only the following functions can appear:

\[ G(a_1, \ldots, a_n; x) \quad \text{with} \quad a_i \in \{0, \pm 1, -c, -\bar{c}\} , \]
\[ G(a_1, \ldots, a_n; z) \quad \text{with} \quad a_i \in \{0, 1, -x, -1/x, -I_x, -1/I_x\} . \]

where

\[ c = \frac{1}{2} \left(1 + i\sqrt{3}\right) , \]
\[ I_\alpha = \frac{\alpha}{1 + \alpha + \alpha^2} . \]

After analytical continuation to the physical region (2.9) this becomes:

\[ G(a_1, \ldots, a_n; \xi) \quad \text{with} \quad a_i \in \{0, \pm 1, -c, -\bar{c}\} , \]
\[ G(a_1, \ldots, a_n; \zeta) \quad \text{with} \quad a_i \in \{0, -1, \xi, 1/\xi, I_\xi, 1/I_\xi\} . \]

Note that this does not imply that all indices in (4.22) will necessarily be needed in order to represent the physical result, it only provides us with the largest set possible of allowed indices. Nevertheless, by direct computation we verified that indeed the full set of indices is needed in order to represent all MIs up to transcendentality 4.

4.4 Master Integrals

We list here all the genuine 2-loop master integrals that appear in the reduction, giving an explicit form in terms of propagators for those topologies that have more than one master.

In order to write down the integrals we introduce the following notation for the momenta:

\[ p_{12} = p_1 + p_2 , \quad p_{13} = p_1 - q_1 , \quad p_{23} = p_2 - q_1 , \quad p_{123} = p_1 + p_2 - q_1 . \]

\textbf{One-scale integrals.} There are three trivial one-scale topologies, whose values can be computed directly from their Feynman parameters representation and have been known for a long time. We have

\[ I_{38}^{(A)}(s) = \frac{p_{12}}{p_1} \]
\[ I_{33}^{(A)}(s) = \frac{p_{12}}{p_2} \]
\[ I_{134}^{(A)}(Q^2) = I_{38}^{(A)}(Q^2) \]
\[ I_{148}^{(A)}(u) = I_{38}^{(A)}(u) \]
Two-scale integrals. All seven two-scale vertex functions have already been computed in \cite{34,35} for two off-shell legs and in \cite{60,61} for three off-shell legs. In the latter papers all three-point functions with three different external masses have been computed. In the context of this work we re-computed the planar ones in the case of two equal masses. Note that they can all be conveniently expressed as functions of one of the two ratios $\tilde{s} = s/Q^2$ and $\tilde{u} = u/Q^2$.

Among the irreducible topologies with four denominators two have a single master integral:

$$I^{(A)}_{142}(\tilde{u}) = \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{l^2(k-l)^2(k-p_{12})^2(k-p_{123})^2} ,$$  

while two have two master integrals each. We choose the following basis:

$$I^{(A)}_{166,1}(\tilde{s}) = \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{l^2(k-l)(k-p_{12})^2(k-p_{123})^2} ,$$  

and

$$I^{(A)}_{166,2}(\tilde{s}) = \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{l^2(k-l)(k-p_{12})^2(k-p_{123})^2} .$$

Finally, there are three different irreducible two-scale topologies with 5 denominators, all with one single master integral:

$$I^{(A)}_{199}(\tilde{s}) = \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{l^2(k-l)(l-p_{12})^2(k-p_{123})^2} ,$$  

Three-scale integrals. We found eight non-trivial three-scale topologies which depend on both ratios ($\tilde{s}$, $\tilde{u}$).

There are four irreducible topologies with 5 denominators, out of which two have one master integral:

$$I^{(A)}_{174} = \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{l^2(k-l)^2(k-p_{12})^2(k-p_{123})^2} ,$$  

$$I^{(A)}_{214} = \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{l^2(k-l)^2(k-p_{12})^2(k-p_{123})^2} .$$
and two have two master integrals each, that we choose to be:

\[ I^{(A)}_{181,1} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{1}{k^2(k-l)^2(l-p_1)^2(k-p_{12})^2(k-p_{123})^2}, \quad (4.33) \]

\[ I^{(A)}_{181,2} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{1}{k^2(k-l)^4(l-p_1)^2(k-p_{12})^2(k-p_{123})^2}, \quad (4.34) \]

\[ I^{(A)}_{182,1} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{1}{k^2(l-p_1)^2(k-p_{12})^2(k-p_{123})^2}, \quad (4.35) \]

\[ I^{(A)}_{182,2} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{1}{k^2(l-p_1)^2(k-p_{12})^2(k-p_{123})^4}. \quad (4.36) \]

The two irreducible 6-denominator topologies have both one single master integral:

\[ I^{(A)}_{215} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{1}{k^2(l-p_1)^2(k-p_{12})^2(k-p_{123})^2}, \quad (4.37) \]

Finally there are two irreducible 7-denominator topologies, one with three master integrals:

\[ I^{(A)}_{247,1} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{1}{k^2(l-p_1)^2(k-p_{12})^2(k-p_{123})^2}, \quad (4.38) \]

\[ I^{(A)}_{247,2} = \int \frac{d^4k}{(2\pi)^d} \frac{d^4l}{(2\pi)^d} \frac{(k-p_1)^2}{k^2(l-p_1)^2(k-p_{12})^2(k-p_{123})^2}. \quad (4.39) \]
\begin{align}
\mathcal{I}_{247,3}^{(A)} &= \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{(l - p_{123})^2}{k^2 l^2 (k - l)^2 (l - p_1)^2 (k - p_{112})^2 (l - p_{112})^2 (k - p_{123})^2} \quad (4.40) \\
\text{and one with two master integrals:} \\
\mathcal{I}_{446,1}^{(A)} &= \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{1}{l^2 (k - l)^2 (k - p_1)^2 (l - p_1)^2 (k - p_{112})^2 (l - p_{112})^2} \quad (4.41) \\
\mathcal{I}_{446,2}^{(A)} &= \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{k^2}{l^2 (k - l)^2 (k - p_1)^2 (l - p_1)^2 (k - p_{112})^2 (l - p_{112})^2} \quad (4.42)
\end{align}

As it is well known the basis is not unique. The choice that we made was only motivated by the fact that with it we obtain systems of differential equations that decouple in $d \to 4$ and allow a direct integration of the MIs.

The results for the masters computed in the non-physical region up to weight 3 can be found in appendix A. The full result up to weight 4 and the analytical continuation to the physical region relevant for vector boson pair production is attached to the arXiv submission of this paper. In addition, we also provide the one-loop × one-loop integrals required for the full reduction in the same set of variables. Their naming convention follows the same scheme outlined in section 2.1.

5 Topo B

We consider now the second topology which collects all planar masters with two non-adjacent massive legs. As already discussed, Topo B has cuts in t and u. This suggests as first attempt to try to derive and solve the differential equations in these variables. The kinematics and the analytical continuation to the proper physical region has been described in section 2.3.

Proceeding in the same way as outlined in section 4 we start from the following set of invariants:

\begin{align}
s_1 &= p_1^2, \quad s_2 = p_2^2, \quad s_3 = q_1^2 - q_2^2, \quad s_4 = q_1^2, \quad s_5 = (p_1 - q_1)^2, \quad s_6 = (p_2 - q_1)^2,
\end{align}

where, applying the on-shell conditions we find:

\begin{align}
s_1 &= 0, \quad s_2 = 0, \quad s_3 = 0, \quad s_4 = Q^2, \quad s_5 = t, \quad s_6 = u.
\end{align}
All the discussion done for Topo A applies also here, but for brevity we omit the explicit form of the differential operators in this case.

As discussed already in section 4, the kinematics for vector boson pair production generates naturally the square root $\sqrt{s(s - 4Q^2)}$. This means that, if in order to highlight the symmetries of this topology we choose not to use the Landau variable (4.17), we can expect that in turn there will appear this same square root in the homogeneous solutions of some of the differential equations. On the other hand, introducing the Landau variable would obliges us to get rid of either $t$ or $u$ in favour of $s$, and so to give up the symmetry in $(t, u)$.

Nevertheless, limiting ourselves to considering only the MIs in Topo B, because of their cut structure, this square root appears in only one single master integral. As it will be discussed in more detail below, this integral belongs to sector 213 which has five denominators and is reduced to four MIs. This could easily generate a problem since, in the differential equation approach, the integral can be expected to affect the differential equations of the other three MIs of its sector, plus all the topologies with a larger number of denominators that contain it as sub-topology. In spite of that, by direct computation we found that with an appropriate choice of the basis, the integral above “decouples” from the rest of the integrals in its sector and also from all the integrals with a larger number of denominators, in a sense more clearly specified below. This allows us to compute all the other integrals in Topo B without having to explicitly carry out the integration of this integral. The computation of this last integral has been performed in the physical region reintroducing the Landau variable $\xi$ as described in the following.

5.1 GHPLs as functions of $(y, z)$

As for Topo A, the alphabet of indices for the GHPLs needed to describe all MIs in Topo B can be read off directly from the differential equations. By direct inspection we find that all integrals except one can be written through the following set of GHPLs:

$$G(a_1, \ldots, a_n; z) \quad \text{with} \quad a_i \in \{0, 1, 2\},$$

$$G(a_1, \ldots, a_n; y) \quad \text{with} \quad a_i \in \{0, 1, 2 - z, \frac{1}{z}\}, \quad (5.1)$$

which becomes after analytical continuation (2.16)

$$G(a_1, \ldots, a_n; v) \quad \text{with} \quad a_i \in \{0, -1, -2\},$$

$$G(a_1, \ldots, a_n; w) \quad \text{with} \quad a_i \in \{0, -1, v, -\frac{1}{2 + v}\}. \quad (5.2)$$

One of the MIs, $I_{213.1}^{(B)}$, had to be integrated in $\xi$ and $\zeta$ (see section 5.3). Again, we can predict the full set of indices needed to describe the result deriving the differential equations fulfilled by the MI in these variables. In order to gain a more thorough understanding, instead of doing it only for this MI, we derived the differential equations in $(\xi, \zeta)$ for the full set of MIs in Topo B. We find that they can be expressed through the following set of GHPLs:

$$G(a_1, \ldots, a_n; \xi) \quad \text{with} \quad a_i \in \{0, -1, \pm i, -c, -\bar{c}\},$$

$$G(a_1, \ldots, a_n; \zeta) \quad \text{with} \quad a_i \in \left\{0, -1, \xi, \frac{1}{I_\xi}, \frac{1}{J_\xi}\right\}. \quad (5.3)$$
Note the appearance of the additional indices
\[
\frac{1}{J_\xi} = \frac{1 + \xi^2}{\xi}, \quad \text{in GHPLs with argument } \zeta, \\
\pm i, \quad \text{in GHPLs with argument } \xi, 
\]
compared to the alphabet of \textbf{Topo A}, eq. (4.22). These indices are indeed needed in order
to describe the cut in \( t \) using instead \( s \) and \( u \) (expressed through \( \xi \) and \( \zeta \)) as independent
variables.

5.2 Master Integrals

As for the first topology, a catalogue of all master integrals appearing in the reduction of
this topology can be established. Since all one- and two-scale integrals are identical to those
appearing in \textbf{Topo A} up to a permutation of the external legs, we do not give their explicit
expressions here for brevity. Nevertheless, depending on which set of variables we choose to
express these MIs in, the identities to perform the transformation can be highly nontrivial.
In the differential equation method, in order to derive a sensible differential equation for a
MI we need to express all its sub-topologies in the same set of variables. We introduce then
a notation for these masters and give their explicit expression. In the appendices and the
attached Mathematica and FORM files the variables used are the ones that produce the
most compact expressions; the results in all sets of variables can be obtained by the authors.

\textbf{One-scale integrals.} The one-scale integrals needed for the full reduction of \textbf{Topo B}
are simply
\[
\mathcal{I}_{138}^{(A)}(t), \quad \mathcal{I}_{38}^{(A)}(u). \quad (5.5)
\]

\textbf{Two-scale integrals.} The two-scale integrals needed are
\[
\mathcal{I}_{149}^{(A)}(u), \quad \mathcal{I}_{142}^{(A)}(u), \quad \mathcal{I}_{46}^{(B)}(t) = \mathcal{I}_{149}^{(A)}(u \leftrightarrow t), \quad \mathcal{I}_{53}^{(B)}(t) = \mathcal{I}_{142}^{(A)}(u \leftrightarrow t). \quad (5.6)
\]

\[
\mathcal{I}_{110}^{(B)}(t) = \mathcal{I}_{398}^{(A)}(u \leftrightarrow t). \quad (5.7)
\]

\textbf{Three-scale integrals.} We find three irreducible 5-denominator topologies, two with
one single master integral:
\[
\mathcal{I}_{174}^{(B)} = \quad \mathcal{I}_{182}^{(B)} = \quad (5.8)
\]

and one with four master integrals. We choose them as:
\[
\mathcal{I}_{213,1}^{(B)} = \quad (5.9)
\]
Note that, in the case of sector 213, a naive reduction using only IBP identities would indeed produce five independent MIs. Nevertheless, using the symmetry relations of the topology under shift of the integration variables we realize that one of these masters can be re-expressed as linear combination of the others, leaving four independent MIs. Our choice for the basis of MIs makes this symmetry manifest. This is an explicit example of a case where symmetry relations do contribute to reduce the number of independent masters. The consistent inclusion of symmetry relations in the reduction to MIs has been recently automated inside Reduze2.

There is only one irreducible 6-denominator topology, with one single master integral

\[ I_{(B)215} = \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{1}{k^2(k-l)^4(l-p_1)^2(l-p_{13})^2(k-p_{123})^2}, \]  \hspace{1cm} (5.13)

Finally, we find only one irreducible 7-denominator topology, with two master integrals,

\[ I_{(B)247,1} = \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{1}{k^2 l^2(k-l)^2(l-p_1)^2(l-p_{13})^2(k-p_{123})^2}, \]  \hspace{1cm} (5.14)

We want to stress here also another aspect. Very often in the case of a sector with a large number of masters, an appropriate choice of basis also helps simplify substantially the
identities needed to express all integrals of that topology through the set of masters themselves. In treating four-point functions the reduction identities often attain an enormous size, and we found that using this basis helped speed up considerably the intermediate stages of the computations.

In appendix B we report the results for all masters except $I_{213,1}^{(B)}$ computed in the non-physical region up to weight 3. This last integral has been computed in the physical region, as discussed below. Since its expansion starts only at weight 4, we decided to include its explicit expression in the same appendix. The full result up to weight 4 and the analytic continuation to the physical region relevant for vector boson pair production for all MIs is attached to the arXiv submission of this paper. In addition, we also provide the one-loop × one-loop integrals required for the full reduction in the same set of variables. Their naming convention follows the same scheme outlined in section 2.1.

5.3 The computation of the 4 MIs in sector 213

In the following section we describe in detail the computation of the four masters in sector 213. We use for the 4 MIs the following notation:

$$M_j(y, z, \epsilon) = I_{213,j}^{(B)} \quad \text{with} \quad j = 1, 2, 3, 4$$

where we made explicit the dependence on $y, z$ and on the dimensional regulator $\epsilon$. Although the symmetries of Topo B would favour the choice of $(y, z)$ as variables, one of the masters in this sector could not be expressed explicitly in terms of standard GHPLs only using these variables and required hence a special treatment.

Deriving the differential equations satisfied by the four MIs in $(y, z)$ we find a system of four coupled differential equations. With the choice described above the system assumes a triangular form in the limit $d \to 4$, allowing at least in principle its solution as series expansion in $\epsilon = (4-d)/2$. Due to the symmetry of the sector under the exchange $y \leftrightarrow z$ we can limit the discussion to the system of equations in $\partial/\partial y$. Also, for the sake of argument, we look just at its homogeneous part. Highlighting the dependence on $\epsilon$ the system takes the symbolic form

$$\frac{\partial}{\partial y} M_1 = a_{11} M_1 + a_{12} M_2 + a_{13} M_3 + a_{14} M_4$$

$$\frac{\partial}{\partial y} M_2 = a_{22} M_2 + \epsilon \left[ a_{23} M_3 + a_{24} M_4 \right]$$

$$\frac{\partial}{\partial y} M_3 = \epsilon^2 \left[ a_{31} M_1 + \epsilon \left[ a_{32} M_2 + a_{33} M_3 + a_{34} M_4 \right] \right]$$

$$\frac{\partial}{\partial y} M_4 = \epsilon^2 \left[ a_{41} M_1 + \epsilon \left[ a_{42} M_2 + a_{43} M_3 \right] + a_{44} M_4 \right]$$

(5.16)

where both the $M_j$ and the $a_{ij}$ are functions of $(y, z)$ and of the regularization parameter $\epsilon$, such that the $a_{ij}$ do not have any poles in $1/\epsilon$. The triangular form in $\epsilon \to 0$ is easy to see. In particular the equations for masters $M_2$, $M_3$, $M_4$ are decoupled from that for $M_1$ and from each other in this limit. Our strategy will then be that of expanding both sides of the equations in $\epsilon$ and attempt a solution in a bottom up approach. Upon expanding
in $\epsilon$ one obtains, order by order, a system of four differential equations in triangular form. At order $\epsilon^n$ the system takes the form

\[
\frac{\partial}{\partial y} M_1^{(n)}(y, z) = \frac{1}{2} \left[ \frac{1}{2 - y - z} - \frac{1}{2 + y + z} \right] M_1^{(n)}(y, z) + \frac{m^2(1 - y)(z^2 + 4yz - 5)}{(1 - y)(2 + y + z)(2 - y - z)} M_2^{(n)}(y, z) - \frac{m^2(1 - z)(z^2 - 2yz + 1)}{(1 - y)(2 + y + z)(2 - y - z)} M_3^{(n)}(y, z)
\]

\[
\frac{\partial}{\partial y} M_2^{(n)}(y, z) = \left[ \frac{z}{1 - yz} \right] M_2^{(n)}(y, z) + N_2^{(n)}(y, z),
\]

\[
\frac{\partial}{\partial y} M_3^{(n)}(y, z) = \left[ \frac{1}{1 - y} \right] M_3^{(n)}(y, z) + N_3^{(n)}(y, z),
\]

\[
\frac{\partial}{\partial y} M_4^{(n)}(y, z) = N_4^{(n)}(y, z),
\]

where the $N_j^{(n)}(y, z)$ is the non-homogeneous term of the equation for $M_j$ at order $\epsilon^n$. Note that the homogeneous part of the system is independent on the order of the expansion, while the non-homogeneous terms do depend on $n$.

At order $n$ we start integrating the last three equations and fixing the boundary condition to determine the exact solution for $M_2^{(n)}$, $M_3^{(n)}$ and $M_4^{(n)}$. The result of the integration must then be used as input to derive a first order differential equation for $M_1^{(n)}$. If we are able to integrate this equation and to fix the boundary condition, we can use the result as input for the equations of $M_2^{(n+1)}$, $M_3^{(n+1)}$, $M_4^{(n+1)}$ proceeding bottom up from $\epsilon^{-4}$ (the first relevant order for the expansion) to any desired order.

One complication arises. The homogeneous equation for $M_1^{(n)}(y, z)$ reads

\[
\frac{\partial}{\partial y} H_1^{(n)}(y, z) = \frac{1}{2} \left[ \frac{1}{2 - y - z} - \frac{1}{2 + y + z} \right] H_1^{(n)}(y, z),
\]

so that its solution contains a square root, which for $(y, z) > 0$ and $y + z < 1$ reads

\[
H_1^{(n)}(y, z) = \frac{1}{\sqrt{(2 - y - z)(2 + y + z)}}.
\]

Re-written in terms of $s$ and $Q^2$, this is exactly the square-root described in section 4. The presence of this square-root tells us that if we want to express the result in terms of $(y, z)$ we need to introduce a new set of generalized polylogarithms that may contain also non-rational integrating factors (see for example [57]). The algebraic properties of these functions are much less well understood than those of GHPLs, and no numerical implementation exists for them. By studying $M_1(y, z)$ one easily realizes that the master has no divergences for $\epsilon \rightarrow 0$ so that its expansion starts only at order $\epsilon^0$

\[
M_1(y, z, \epsilon) = M_1^{(0)}(y, z) + \mathcal{O}(\epsilon).
\]
From the \( \epsilon \) dependence of the system in (5.16) we see that \( M_1(y, z) \) can then enter as non-homogeneous term in the equations for \( M_2, M_3 \) and \( M_4 \) only starting at order \( \epsilon^2 \). Since we are interested in the expression for the masters up to transcendentality 4, which corresponds in this case to computing them up to order \( \epsilon^0 \), the explicit value of \( M_1(0)(y, z) \) is never required. Note that the same kind of cancellation takes place also for the integrals with larger number of denominators, \( T_i^{(B)}, i = 247,1 \) and \( T_i^{(B),2} \). By direct inspection of their differential equations we see that both topologies contain only \( M_2, M_3 \) and \( M_4 \) as sub-topologies, while \( M_1 \) never contributes (at any order in \( \epsilon ! \)).

In order to compute \( M_1 \) we proceed in the following way. We use the explicit results for \( M_2, M_3 \) and \( M_4 \) to obtain two linear first order differential equations for \( M_1 \) in \( y \) and \( z \). These are then continued to the Minkowski region as outlined in section 2.3. We then reinterpret the equations given in \( v, w \) as equation given in \( v = \zeta \) and \( w = w(\xi, \zeta) \) and obtain

\[
\frac{\partial M_1}{\partial \zeta} = \frac{\partial M_1}{\partial v} \frac{\partial v}{\partial \zeta} + \frac{\partial M_1}{\partial w} \frac{\partial w}{\partial \zeta}. \tag{5.17}
\]

Since we have the following relations in the physical region

\[
v = \zeta, \quad \frac{1}{w} = \frac{1 + \xi^2}{\zeta} - \zeta, \tag{5.18}
\]

we find, using the analytically continued differential equations as input,

\[
\frac{\partial M_1}{\partial \zeta} = \frac{1}{(\xi - \zeta)(\xi + \zeta)} \left\{ 2G \left( -1, \frac{1}{\xi}; 0; \frac{1 + \xi^2}{\zeta} - \zeta \right) - 2G \left( -1, -1, 0; \frac{1 + \xi^2}{\zeta} - \zeta \right) \\
+ 2G(-1, -1, 0; \zeta) + 2G \left( 0, -1, 0; \frac{1 + \xi^2}{\xi} - \zeta \right) - 2G(0, -1, 0; \zeta) \\
- G \left( 0, \frac{1}{\xi}; 0; \frac{1 + \xi^2}{\xi} - \zeta \right) + G(0; \zeta) \left[ 2G \left( -1, \frac{1}{\zeta}; \frac{1 + \xi^2}{\xi} - \zeta \right) \\
- 2G \left( -1; \frac{1 + \xi^2}{\zeta} - \zeta \right) G(-1, 0; \zeta) - G \left( 0, \frac{1}{\zeta}; \frac{1 + \xi^2}{\xi} - \zeta \right) \right] \\
+ \frac{\pi^2}{6} \left[ 2G \left( -1; \frac{1 + \xi^2}{\xi} - \zeta \right) - 2G(-1; \zeta) - G \left( 0; \frac{1 + \xi^2}{\xi} - \zeta \right) + G(0; \zeta) \right] \\
- 2\pi i \left[ G \left( -1; \frac{1 + \xi^2}{\xi} - \zeta \right) G(-1; \zeta) + G \left( -1, -1; \frac{1 + \xi^2}{\xi} - \zeta \right) - G(-1, -1; \zeta) \\
- 2G \left( -1, \frac{1}{\zeta}; \frac{1 + \xi^2}{\xi} - \zeta \right) - G \left( 0, -1; \frac{1 + \xi^2}{\xi} - \zeta \right) \right] + O(\epsilon). \tag{5.19}
\]

The \( O(\epsilon) \) part is not reproduced here but is nevertheless needed for fixing the boundary condition. The integration of the differential equation becomes trivial if all the \( \zeta \) dependence of the GHPLs is in their argument. With the procedure described in section 3, we can rewrite all the functions where this is not the case in terms of GHPLs of \( \xi \) and \( \zeta \). For
example, we obtain
\[
G\left( -1, \frac{1}{\xi}; \frac{1 + \xi^2}{\xi} - \zeta \right) = G\left( 0, \frac{1}{\xi}; \zeta \right) + G\left( 0, \xi; \zeta \right) + G\left( \frac{1}{I_\xi}, \frac{1}{\xi}; \zeta \right) + G\left( \frac{1}{I_\xi}, \xi; \zeta \right)
\]
\[
- G\left( -1, \frac{1}{\xi}; \zeta \right) - G\left( -1, \xi; \zeta \right) + G\left( -1, \frac{1}{I_\xi}; \zeta \right)
\]
\[
+ G\left( -1; \xi \right) ( -G\left( 0; \xi \right) + G\left( -c; \xi \right) + G\left( -\bar{c}; \xi \right) ) .
\]
(5.20)

In transforming the individual GHPLs independently we find that an apparently larger set of functions is needed:
\[
G(a_1, \ldots, a_n; \zeta) \quad \text{with} \quad a_i \in \left\{ -2, -1, 0, \frac{1}{\xi}, \frac{1}{I_\xi}, \frac{1}{I_{\bar{I}_\xi}} \right\},
\]
\[
G(a_1, \ldots, a_n; \xi) \quad \text{with} \quad a_i \in \left\{ -1, 0, \pm i, -c, -\bar{c} \right\}.
\]
(5.21)

The appearance of index $-2$ is surprising since, as explained in section 5.1, no denominator $1/(\zeta + 2)$ appears in the differential equations. Nevertheless, putting everything together all GHPLs with index $-2$ cancel, as expected, so that only the set described in section 5.1 survives. This cancellation gives a confirmation of the consistency of our procedure. Once equation (5.19) is put in this form, we can determine the primitive of $M_1$ by straightforward integration using the very definition of GHPLs.

In order to fix the boundary condition we require $M_1$ to be regular in $\zeta = \xi$. By multiplying equation (5.19) with $(\zeta - \xi)$ and taking the limit $\zeta \to \xi$ we obtain the value of $M_1(\xi, \zeta = \xi)$ from the $O(\epsilon)$ part. The required limit identities can again be derived using the procedure from section 3. As for the other master integrals, the explicit result is provided with the arXiv submission of this paper.

6 Checks on the results

Many non-trivial checks have been performed in order to validate our result. As already stated above, all triangle topologies had been already computed in [60, 61], in the more general case of three different external masses. We compared our results in the Euclidean region numerically to those in [60, 61], finding perfect agreement.

We have used FIESTA [62] and SecDec2 [63] in order to check numerically all the double-box topologies in Topo A and Topo B, except for $I_{213,1}^{(B)}$, in the non-physical region, where all integrals are real, finding agreement in different phase space points.

Recently a new version of SecDec has been released [64], which has been successfully used to perform accurate numerical evaluation of planar and non-planar double-boxes also in the physical region. Using it we could then perform a full check in different phase space points of $I_{213,1}^{(B)}$ finding again agreement with our result.

In the same way we could also check our analytic continuation procedure evaluating with SecDec2 numerically most of the masters in Topo A and Topo B also in the physical region, even though the numerical evaluation in this region is computationally much more demanding.
7 Conclusions

The precise interpretation of upcoming LHC results on vector boson pair production will require the computation of NNLO QCD corrections to this process, currently known only to NLO. Besides already known contributions with higher final state multiplicity and a lower number of loops, this calculation requires the two-loop corrections to vector boson pair production matrix elements. Using the integration-by-parts (IBP) technique, the Feynman integrals appearing in these matrix elements can be expressed as a linear combination of a small set of so-called master integrals.

In this paper, we considered the integrals relevant to the two-loop corrections for the production of massive equal-mass gauge bosons: $q\bar{q} \to VV$. For the application of the IBP technique, the integrals could be assigned to one of the three auxiliary topologies relevant to this process. Two of these auxiliary topologies contain only planar master integrals, which are the main focus of this paper. We derived differential equations in the external Mandelstam invariants for all integrals, starting at the integrand level. The integrals are then computed by solving these differential equations, matched to appropriate boundary conditions in special kinematical points.

The master integrals are expressed in terms of generalized harmonic polylogarithms (GHPLs), which appear widely in analytical calculations of Feynman integrals. In the course of deriving these integrals from the differential equations, three types of manipulations have to be performed repeatedly: variable transformations, determination of limiting behaviour in special points and analytical continuation. The computer algebra automation of these operations relies heavily on the algebraic properties of the GHPLs. The recently developed coproduct formalism [41, 42] was used to perform most of the transformations on GHPLs.

We obtained analytical results for all massless planar two-loop four-point functions with two off-shell legs of equal invariant mass. The resulting expressions prior to analytical continuation to the physical region are fairly compact, and the pole parts of all integrals are documented in this paper. The finite pieces, as well as the analytical continuation of the integrals are more lengthy, and are enclosed with the arXiv submission of this paper. The newly derived master integrals will allow us to calculate the planar (for example leading-colour) two-loop corrections to the amplitudes for $q\bar{q} \to VV$. This work, as well as the computation of the non-planar master integrals, is in progress.
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A Master Integrals: Topo A

In this appendix we give the analytic expressions for the relevant genuine two-loop boxes that appear in the reduction of Topo A, classified with respect to the number of denominators. We write explicitly the results up to weight three, while the full result up to weight four can be found attached to the arXiv submission of this paper readable using Mathematica or FORM. All triangle topologies were derived previously in the literature \cite{34, 35, 60, 61}; they are also included in the the arXiv submission, where they are expressed in the same functional basis as the box integrals derived here.

The common normalization factor of all master integrals is

$$S_c = \left[ (4\pi)^\epsilon \frac{\Gamma(1+\epsilon)\Gamma^2(1-\epsilon)}{\Gamma(1-2\epsilon)} \right].$$  \hfill (A.1)

5-denominator integrals

$$I^{(\mathcal{A})}_{174} = \left( \frac{S_c}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon-1}}{(1-z)} \sum_{n=-2}^{0} \epsilon^n f_n^{(174)}(x, z) + O(\epsilon),$$  \hfill (A.2)

with

$$f_{-2}^{(174)}(x, z) = G(0, z),$$

$$f_{-1}^{(174)}(x, z) = -\frac{\pi^2}{6} - 2G(-1, x)G(0, z) + G(0, x)G(0, z) + 2G(0, z) - 2G(0, 0, z) + G(1, 0, z),$$

$$f_{0}^{(174)}(x, z) = \zeta_3 - \frac{\pi^2}{3} - 1/6G(-1/x, z)\pi^2 - G(-1/x, 0, 0, z) + 2G(-1/x, 1, 0, z) - 1/2G(-z, 0, z)^2$$

$$- G(-x, 0, 0, z) + 2G(-x, 1, 0, z) + G(-1, x)\pi^2 - 2G(-1, x)G(-1/x, 0, z)$$

$$- 2G(-1, x)G(-x, 0, z) - 4G(-1, x)G(0, z) + 6G(-1, x)G(0, 0, z)$$

$$- 2G(-1, x)G(1, 0, z) + 8G(-1, -1, x)G(0, z) - 4G(-1, 0, x)G(0, z) - 2/3G(0, x)\pi^2$$

$$+ G(0, x)G(-1/x, 0, z) + G(0, x)G(-x, 0, z) + 2G(0, x)G(0, z) + G(0, x)G(1, 0, z)$$

$$+ 4G(0, z) + 2/3G(0, x)\pi^2 - 2G(0, -1, x)G(-1/x, z) + 2G(0, -1, x)G(-x, z)$$

$$- 4G(0, -1, x)G(0, z) + G(0, 0, x)G(-1/x, z) - G(0, 0, x)G(-x, z) + 2G(0, 0, x)G(0, z)$$

$$- 4G(0, 0, z) - 3G(0, 0, z)G(0, x) + 2G(0, -1, x) - G(0, 0, x) + 5G(0, 0, 0, x)$$

$$- 4G(0, 1, 0, z) - 1/6G(1, z)\pi^2 + 2G(1, 0, z) - 2G(1, 0, 0, z) + G(1, 1, 0, z).$$

$$I^{(\mathcal{A})}_{214} = \left( \frac{S_c}{16\pi^2} \right)^2 \frac{x(m^2)^{-2\epsilon-1}}{(1+x)^2} \sum_{n=-3}^{0} \epsilon^n f_n^{(214)}(x, z) + O(\epsilon),$$  \hfill (A.3)

with

$$f_{-3}^{(214)}(x, z) = 1,$$

$$f_{-2}^{(214)}(x, z) = 2 - 2G(-1, x) + G(0, x) - G(0, z),$$

$$f_{-1}^{(214)}(x, z) = -\frac{\pi^2}{6} - 2G(-1, x)G(0, z) + G(0, x)G(0, z) + 2G(0, z) - 2G(0, 0, z) + G(1, 0, z),$$

$$f_{0}^{(214)}(x, z) = \zeta_3 - \frac{\pi^2}{3} - 1/6G(-1/x, z)\pi^2 - G(-1/x, 0, 0, z) + 2G(-1/x, 1, 0, z) - 1/2G(-z, 0, z)^2$$

$$- G(-x, 0, 0, z) + 2G(-x, 1, 0, z) + G(-1, x)\pi^2 - 2G(-1, x)G(-1/x, 0, z)$$

$$- 2G(-1, x)G(-x, 0, z) - 4G(-1, x)G(0, z) + 6G(-1, x)G(0, 0, z)$$

$$- 2G(-1, x)G(1, 0, z) + 8G(-1, -1, x)G(0, z) - 4G(-1, 0, x)G(0, z) - 2/3G(0, x)\pi^2$$

$$+ G(0, x)G(-1/x, 0, z) + G(0, x)G(-x, 0, z) + 2G(0, x)G(0, z) + G(0, x)G(1, 0, z)$$

$$+ 4G(0, z) + 2/3G(0, x)\pi^2 - 2G(0, -1, x)G(-1/x, z) + 2G(0, -1, x)G(-x, z)$$

$$- 4G(0, -1, x)G(0, z) + G(0, 0, x)G(-1/x, z) - G(0, 0, x)G(-x, z) + 2G(0, 0, x)G(0, z)$$

$$- 4G(0, 0, z) - 3G(0, 0, z)G(0, x) + 2G(0, -1, x) - G(0, 0, x) + 5G(0, 0, 0, x)$$

$$- 4G(0, 1, 0, z) - 1/6G(1, z)\pi^2 + 2G(1, 0, z) - 2G(1, 0, 0, z) + G(1, 1, 0, z).$$
\[ f_{-1}^{(214)}(x,z) = 4 + \frac{\pi^2}{3} - 4G(-1, x) + 2G(-1, x)G(0, z) + 4G(-1, -1, x) - 2G(-1, 0, x) + 2G(0, x) - G(0, x)G(0, z) - 2G(0, z) - 2G(0, -1, x) + G(0, 0, x) + 3G(0, 0, z) - 2G(1, 0, z), \]
\[ f_{0}^{(214)}(x,z) = 8 - 6\zeta_3 + \frac{2}{3}\pi^2 + \frac{1}{6}G(-1/x, z)\pi^2 + G(-1/x, 0, 0, z) - 2G(-1/x, 1, 0, z) + 1/2G(-x, y)z\pi^2 + G(-x, 0, 0, z) - 2G(-x, 0, 0, z) - 8G(-1, x) - 2/3G(-1, x)\pi^2 + 2G(-1, x)G(-1/x, 0, z) + 2G(-1, x)G(-1/x, 0, z) + 4G(-1, x)G(0, z) - 6G(-1, -1, x) - 4G(-1, -1, x) - 4G(-1, -1, x) - 4G(-1, -1, x) - 4G(-1, 0, x) + 2G(-1, 0, x)G(0, z) + 4G(-1, -1, x) - 2G(-1, 0, x) + 4G(-1, 0, x)G(0, z) + 2G(-1, 0, x)G(0, z) - 2G(0, x)G(0, z) - 2G(0, -1, x)G(-1/x, 0, z) - 2G(0, -1, x)G(-1/x, 0, z) + 2G(0, 0, x)G(-1/x, z) + 2G(0, 0, x)G(-1/x, z) - 2G(0, 0, x)G(-1/x, z) - 2G(0, 0, x)G(-1/x, z) - 2G(0, 0, x)G(-1/x, z) - 2G(0, 0, x)G(-1/x, z) - 2G(0, 0, x)G(-1/x, z) + 6G(0, 0, x)G(-1/x, z) + 3G(0, 0, x)G(-1/x, z) - 6G(0, 0, x)G(-1/x, z) - 6G(0, 0, x)G(-1/x, z) + 6G(0, 0, x)G(-1/x, z) + 4G(1, 0, z) + 4G(1, 0, z). \]

Sector 181 has 2 MIs, which read:

\[
\mathcal{I}^{(A)}_{181,1} = \left( \frac{S_z}{16\pi^2} \right)^2 \frac{x}{(1-x)^2} \sum_{n=-1}^{0} \epsilon^n f_n^{(181,1)}(x,z) + \mathcal{O}(\epsilon), \tag{A.4}
\]

with

\[
f_{-1}^{(181,1)}(x,z) = \frac{\pi^2}{3} - 4G(0, -1, x) + 2G(0, 0, x),
\]
\[
f_{0}^{(181,1)}(x,z) = 4\zeta_3 + \frac{2}{3}\pi^2 + \frac{1}{6}G(-1/x, z)\pi^2 + G(-1/x, 0, 0, z) - 2G(-1/x, 1, 0, z) - \frac{1}{2}G(-x, y)\pi^2 - G(-x, 0, 0, z) + 2G(-x, 1, 0, z) + 2G(-1, x)G(-1/x, 0, z) - 2G(-1, x)G(-1/x, 0, z) + 2G(0, x)G(-1/x, 0, z) + G(0, x)G(-1/x, 0, z) - 8G(0, -1, x) + 2G(0, -1, x)G(-1/x, z) + 2G(0, -1, x)G(-1/x, z) + 16G(0, -1, -1, x) - 8G(0, -1, 0, x) + 4G(0, 0, x)G(-1/x, z) - G(0, 0, x)G(-1/x, z) - G(0, 0, x)G(-1/x, z) + 4/3G(1, x)\pi^2 - 16G(1, 0, -1, x) - 8G(1, 0, 0, x). \]

and

\[
\mathcal{I}^{(A)}_{181,2} = \left( \frac{S_z}{16\pi^2} \right)^2 \frac{x}{z(1+x)^2} \sum_{n=-3}^{0} \epsilon^n f_n^{(181,2)}(x,z) + \mathcal{O}(\epsilon), \tag{A.5}
\]

with

\[
f_{-3}^{(181,2)}(x,z) = \frac{1}{4},
\]
\[
f_{-2}^{(181,2)}(x,z) = 1/2G(0, x) - G(-1, x) - G(0, 0, x),
\]
\[
f_{-1}^{(181,2)}(x,z) = \frac{7}{12}\pi^2 + 4G(-1, x)G(0, z) + 4G(-1, -1, x) - 2G(-1, 0, x) - 2G(0, x)G(0, z) - 2G(0, -1, x) + G(0, 0, x) + 4G(0, 0, z) - 3G(1, 0, x). \]
\[ f_0^{(181,2)}(x, z) = -4\zeta_3 + 1/2G(-1/x, z)\pi^2 + 3G(-1/x, 0, 0, z) - 6G(-1/x, 1, 0, z) + 3/2G(-x, z)\pi^2 + 3G(-x, 0, 0, z) - 6G(-x, 1, 0, z) - 7/3G(-1, x)\pi^2 + 6G(-1, x)G(-1/x, 0, z) + 6G(-1, x)G(-x, 0, z) - 16G(-1, x)G(0, 0, z) - 16G(-1, -1, x)G(0, 0, z) - 16G(-1, -1, -1, x) + 8G(-1, -1, 0, x) + 8G(-1, -1, 0, x)G(0, z) + 8G(-1, 0, -1, x) - 4G(-1, 0, 0, x) + 7/6G(0, x)\pi^2 - 3G(0, x)G(-1/x, 0, z) - 3G(0, x)G(-x, 0, z) - 7/3G(0, z)\pi^2 - 1/2G(1, z)\pi^2 + 6G(0, -1, x)G(-1/x, z) - 6G(0, -1, x)G(-x, z) + 8G(0, -1, x)G(0, z) + 8G(0, 0, z)G(0, x) - 4G(0, 0, -1, x) + 2G(0, 0, 0, x) - 16G(0, 0, 0, z) + 12G(1, 0, 0, 0, z) + 6G(1, 0, 0, z) + 3G(1, 1, 0, z). \]

Sector 182 has 2 MIs, which read:

\[
I_{182,1}^{(A)} = \left( \frac{S}{16\pi^2} \right)^2 \frac{x (m^2)^{2-2x-1}}{(1 + x + x^2 + x z)^n} \sum_{n=1}^{0} e^n f_n^{(181,1)}(x, z) + \mathcal{O}(\epsilon),
\]

with

\[
f_0^{(182,1)}(x, z) = -2\zeta_3 + 1/2G(-1/x, z)\pi^2 + 6G(-1/x, 0, 0, z) - 2G(-1/x, 1, 0, z) + 1/2G(-x, z)\pi^2 + G(-x, 0, 0, z) - 2G(-1, 0, z) - 3G(-1/x, x)\pi^2 + 2G(-1, x)G(-1/x, 0, z) + 2G(-1, x)G(-x, 0, z) - 2G(-1/x, 0, x) - 2G(-1, 0, x)G(-1/x, z) + G(0, 0, x)G(-1/x, 0, z) - 2G(0, -1, x)G(-x, z) - 6G(0, 0, -1, x) + 3G(0, 0, 0, x) - 1/6G(1, z)\pi^2 - G(1, 0, 0, z) + G(1, 1, 0, z).
\]

and

\[
I_{182,2}^{(A)} = \left( \frac{S}{16\pi^2} \right)^2 \frac{(m^2)^{2-2x-2}}{(1 - z)^n} \sum_{n=2}^{0} e^n f_n^{(181,2)}(x, z) + \mathcal{O}(\epsilon),
\]

with

\[
f_0^{(182,2)}(x, z) = G(0, z),
\]
\[
f_0^{(182,2)}(x, z) = \frac{\pi^2}{6} + 2G(-1, x)G(0, z) - G(0, x)G(0, z) - G(0, 0, z) - G(0, 0, 0, z),
\]
\[
f_0^{(182,2)}(x, z) = -2\zeta_3 + 1/2G(-1/x, z)\pi^2 + 3G(-1/x, 0, 0, z) - 6G(-1/x, 1, 0, z) + 3/2G(-x, z)\pi^2 + 3G(-x, 0, 0, z) - 6G(-x, 1, 0, z) - 5/3G(-1, x)\pi^2 + 6G(-1, x)G(-1/x, 0, z) + 6G(-1, x)G(-x, 0, z) - 8G(-1, x)G(0, 0, z) - 2G(-1, x)G(1, 0, z) - 8G(-1, -1, x)G(0, 0, z) + 4G(-1, -1, 0, x)G(0, z) + 4/3G(0, x)\pi^2 - 3G(0, x)G(-1/x, 0, z) - 3G(0, x)G(-x, 0, z) + 6G(0, 0, x)G(1, 0, z) + 7/6G(0, z)\pi^2 + 6G(0, -1, x)G(-1/x, z) + 6G(0, -1, x)G(-x, z) + 6G(0, 0, 0, x)G(-1/x, z) + 3G(0, 0, 0, x)G(-x, z) + 2G(0, 0, 0, x)G(0, z) + 4G(0, 0, 0, z)G(0, x) - 6G(0, 0, -1, x) + 3G(0, 0, 0, x) - 2G(0, 0, 0, z) + 7G(0, 0, 1, 0, z) - 1/6G(1, z)\pi^2 + G(1, 0, 0, z) + G(1, 1, 0, z).
\]
6-denominator integrals

Two topologies with 6 denominators have one single MI:

\[ \mathcal{I}^{(A)}_{215} = \left( \frac{S_e}{16\pi^2} \right)^2 \frac{x (m^2)^{2x-2}}{(1 + x)^2 (1 - z)} \sum_{n=-3}^{-1} \epsilon^n f_n^{(215)}(x, z) + \mathcal{O}(\epsilon^0), \tag{A.8} \]

with

\[ f_n^{(215)}(x, z) = -\frac{1}{2} G(0, z), \]

\[ f_n^{(215)}(x, z) = -\frac{\pi^2}{6} + G(0, 0, z) + G(1, 0, z) \]

\[ f_n^{(215)}(x, z) = -2\zeta_3 - 1/6G(-1/x, z)\pi^2 - G(-1/x, 0, 0, z) + 2G(-1/x, 1, 0, z) - 1/2G(-x, z)\pi^2 \]

\[ - G(-x, 0, 0, z) + 2G(-x, 1, 0, z) + 2/3G(-1, x)\pi^2 - 2G(-1, x)G(-1/x, 0, z) \]

\[ - 2G(-1, x)G(-x, 0, z) + 2G(-1, x)G(0, 0, z) + 4G(-1, -1, x)G(0, z) \]

\[ - 2G(-1, 0, x)G(0, z) - 1/2G(0, x)\pi^2 + G(0, x)G(-1/x, 0, z) + G(0, x)G(-x, 0, z) \]

\[ - 2G(0, -1, x)G(-1/x, z) + 2G(0, -1, x)G(-x, z) - 2G(0, -1, x)G(0, z) \]

\[ + G(0, 0, x)G(-1/x, z) - G(0, 0, x)G(-x, z) + G(0, 0, x)G(0, z) \]

\[ - G(0, 0, 0, x) - G(0, 0, 0, z) - G(0, 0, 0, z) - G(0, 1, 0, z) \]

\[ + 1/3G(1, z)\pi^2 \]

\[ - 2G(1, 0, 0, z) - 2G(1, 1, 0, z) + 1/6G(0, z)\pi^2. \]

\[ \mathcal{I}^{(A)}_{430} = \left( \frac{S_e}{16\pi^2} \right)^2 \frac{x (m^2)^{2x-2}}{(x + z(1 + x + x^2))} \sum_{n=-1}^{-1} \epsilon^n f_n^{(430)}(x, z) + \mathcal{O}(\epsilon^0), \tag{A.9} \]

with

\[ f_n^{(430)}(x, z) = \zeta_3 + 1/6G(-1/x, z)\pi^2 + G(-1/x, 0, 0, z) - 2G(-1/x, 1, 0, z) + 1/2G(-x, z)\pi^2 \]

\[ + G(-x, 0, 0, z) - 2G(-x, 1, 0, z) - 1/3G(-1, x)\pi^2 + 2G(-1, x)G(-1/x, 0, z) \]

\[ + 2G(-1, x)G(-x, 0, z) - 2G(-1, x)G(0, 0, z) - 2G(-1, x)G(1, 0, z) \]

\[ - G(0, x)G(-1/x, z) - G(0, x)G(-x, 0, z) + G(0, x)G(1, 0, z) + 1/2G(0, z)\pi^2 \]

\[ + 2G(0, -1, x)G(-1/x, z) - 2G(0, -1, x)G(-x, z) - G(0, 0, x)G(-1/x, z) \]

\[ + G(0, 0, x)G(-x, z) + G(0, 0, z)G(0, x) + 2G(0, 0, -1, x) - G(0, 0, 0, x) \]

\[ - 2G(0, 0, 0, z) + 3G(0, 1, 0, z) - 1/6G(1, z)\pi^2 + G(1, 1, 0, z). \]

7-denominator integrals

Finally, there are two independent topologies with 7 denominators. One has 3 MIs:

\[ \mathcal{I}^{(A)}_{247,1} = \left( \frac{S_e}{16\pi^2} \right)^2 \frac{x^2 (m^2)^{2x-3}}{z(1 + x)^4} \sum_{n=-4}^{-1} \epsilon^n f_n^{(247,1)}(x, z) + \mathcal{O}(\epsilon^0), \tag{A.10} \]
with

\[ f^{(247,1)}_4(x, z) = \frac{1}{4}, \]

\[ f^{(247,1)}_3(x, z) = 1/2 G(0, x) - G(-1, x) - G(0, z), \]

\[ f^{(247,1)}_2(x, z) = 7/12 \pi^2 + 4G(-1, x)G(0, z) + 4G(-1, -1, x) - 2G(-1, 0, x) - 2G(0, 0, x)G(0, z) - 2G(0, -1, x) + G(0, 0, x) + 4G(0, 0, z) - 2G(1, 0, z), \]

\[ f^{(247,1)}_1(x, z) = -2\zeta_3 + 1/3 G(-1/x, z) \pi^2 + 2G(-1/x, 0, 0, z) - 4G(-1/x, 0, 0, z) + G(-x, z) \pi^2 + 2G(-x, 0, 0, z) - 4G(-x, 0, 0, z) - 7/3G(-1, x) \pi^2 + 4G(-1, x)G(-1/x, 0, z) + 4G(-1, x)G(-x, 0, z) - 16G(-1, -1, x) + 8G(-1, 0, x)G(0, 0, z) + 8G(-1, 0, x)G(0, z) + 8G(-1, -1, x) - 4G(-1, 0, x) - 4G(0, 0, x)G(-1/x, 0, z) + 2G(0, 0, x)G(-x, z) - 4G(0, 0, x)G(0, z) + 8G(0, 0, z)G(0, x) - 4G(0, 0, -1, x) + 2G(0, 0, 0, x) - 16G(0, 0, 0, z) + 10G(0, 0, 0, z) - 2/3G(1, z) \pi^2 + 4G(1, 0, 0, z) + 4G(1, 1, 0, z). \]

\[ \mathcal{I}^{(A)}_{247,2} = \left( \frac{S_{\epsilon}}{16\pi^2} \right)^2 \frac{x^2 (m^2)^{-2e-2}}{(1-x)(1+x)^3} \sum_{n=-2}^{-1} e^n f^{(247,2)}_n(x, z) + \mathcal{O}(\epsilon^0), \]  
(A.11)

with

\[ f^{(247,2)}_2(x, z) = -\frac{\pi^2}{3} + 4G(0, -1, x) - 2G(0, 0, x), \]

\[ f^{(247,2)}_1(x, z) = -6\zeta_3 - 1/3G(-1/x, z) \pi^2 - 2G(-1/x, 0, 0, z) + 4G(-1/x, 0, 0, z) + G(-x, z) \pi^2 + 2G(-x, 0, 0, z) - 4G(-x, 0, 0, z) - 4G(-1, x)G(-1/x, 0, z) + 4G(-1, x)G(-x, 0, z) + 4G(0, x) \pi^2 + 2G(0, x)G(-1/x, 0, z) - 2G(0, x)G(-x, 0, z) - 4G(0, -1, x)G(-1/x, z) - 4G(0, -1, x)G(-x, z) - 24G(0, -1, x) + 12G(0, -1, x) - 2G(1, x) \pi^2 + 2G(0, 0, x)G(-1/x, z) + 2G(0, 0, x)G(-x, z) + 24G(1, 0, -1, x) - 12G(1, 0, 0, x). \]

\[ \mathcal{I}^{(A)}_{247,3} = \left( \frac{S_{\epsilon}}{16\pi^2} \right)^2 \frac{x^2 (m^2)^{-2e-2}}{(1+x)^4} \left[ \sum_{n=-4}^{-1} e^n f^{(247,3)}_n(x, z) + \frac{1}{z} \sum_{n=-2}^{-1} e^n g^{(247,3)}_n(x, z) \right] + \mathcal{O}(\epsilon^0), \]

with

\[ f^{(247,3)}_4(x, z) = -\frac{1}{4}, \]

\[ f^{(247,3)}_3(x, z) = -1/2 G(0, x) + G(-1, x) + G(0, z), \]
\begin{align*}
\mathcal{I}_{146,1}^{(A)} &= \left( \frac{S_e}{16\pi^2} \right)^2 \frac{x (m^2 - 2 \epsilon \phi - 3)}{z^2 (1 + x)^2} \sum_{n=-4}^{1} e^n f_{n}^{(446,1)}(x, z) + \mathcal{O}(\epsilon^0), \quad (A.12)
\end{align*}

with

\begin{align*}
\mathcal{I}_{146,1}^{(A)} = \left( \frac{S_e}{16\pi^2} \right)^2 \frac{x (m^2 - 2 \epsilon \phi - 3)}{z^2 (1 + x)^2} \sum_{n=-4}^{1} e^n f_{n}^{(446,1)}(x, z) + \mathcal{O}(\epsilon^0), \quad (A.12)
\end{align*}

and

\begin{align*}
g_{-2}^{(247,3)}(x, z) &= -G(1, 0, z), \\
g_{-1}^{(247,3)}(x, z) &= 4G(-1, x)G(1, 0, z) - 2G(0, x)G(1, 0, z) + 4G(0, 1, 0, z) + 5/6G(1, 0, z)^2 \\
&+ 4G(1, 0, 0, z) - 5G(1, 1, 0, z).
\end{align*}

The other has 2 MIs:

\begin{align*}
f_{-2}^{(446,1)}(x, z) &= \frac{\pi^2}{3} + 4G(-1, x)G(0, z) + 4G(-1, 1, x) - 2G(-1, 0, x) - 2G(0, x)G(0, z) \\
&- 2G(0, 0, x) - 4G(0, 0, 0) + 4G(0, 1, 0, x) - 2G(0, 0, z) - 4(1, 0, 0, z), \\
f_{-1}^{(446,1)}(x, z) &= \frac{\zeta_3}{2} - 4/3G(-1, x)^2 - 16G(-1, x)G(0, 0, 0) + 8G(-1, x)G(1, 0, z) \\
&- 16G(-1, -1, x)G(0, z) - 16G(-1, -1, 0, x) + 8G(-1, 0, 0, x) + 2/3G(0, x)^2 \\
&- 4G(0, x)G(1, 0, z) - 4/3G(0, z)^2 + 8G(-1, 0, 0)G(0, z) + 8G(-1, -1, x) \\
&- 4G(0, -1, 0, x) - 4G(0, 0, x)G(0, z) + 8G(0, 0, 0)G(0, z) - 4G(0, 0, -1, x) \\
&+ 2G(-1, 0, 0, x) - 16G(-1, 0, 0, 0) + 8G(0, 1, 0, z) + 2/3G(1, z)^2 + 14G(1, 0, 0, z) \\
&- 4G(1, 1, 0, z).
\end{align*}
\[ I_{446,2}^{(A)} = \left( \frac{S_\epsilon}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon-2}}{(1-z)} \left[ \frac{1}{z} \sum_{n=-3}^{0} \epsilon^n f_n^{(446,2)}(x, z) \right. \]
\[ \left. - \frac{(1+x)^2}{(x+z(1+x+x^2))} \sum_{n=-1}^{-1} \epsilon^n f_n^{(430)}(x, z) \right] + \mathcal{O}(\epsilon) \]  

(A.13)

with

\[ f_{-3}^{(446,2)}(x, z) = -1/2G(0, z) , \]
\[ f_{-2}^{(446,2)}(x, z) = \frac{\pi^2}{4} + 2G(-1, x)G(0, z) - G(0, x)G(0, z) + 7/2G(0, 0, z) - 3/2G(1, 0, z) , \]
\[ f_{-1}^{(446,2)}(x, z) = -\zeta_3 + 1/3G(-1, x, z)\pi^2 + 2G(-1, 0, z) - 4G(-1, 1, 0, z) + 4G(-1, x)G(-1, 0, z) + \frac{1}{3}G(0, z)^2 - 2G(0, 0, z) - 2G(0, x)G(-x, 0, z) + 1/12G(1, z)\pi^2 + 21/2G(1, 0, 0, z) + 1/2G(1, 1, 0, z) . \]

\[ I_{174}^{(B)} = \left( \frac{S_\epsilon}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon-1}}{(1-z)} \sum_{n=-2}^{0} \epsilon^n f_n^{(174)}(y, z) + \mathcal{O}(\epsilon) \]  

(B.2)

B Master Integrals: Topo B

In this appendix we provide the analytic expressions for the relevant two-loop boxes that appear in the reduction of Topo B, classified with respect to the number of denominators. We give the explicit results up to weight three for all MIs except \( I_{213,1}^{(B)} \), for which the expansion starts only at weight four. As already extensively discussed throughout the paper, the computation of this integral required a special treatment and we include here the full expression in order to show what the result looks like. The full results for all MIs up to weight four, including the already known triangle topologies, can be found attached to the arXiv submission of this paper in Mathematica and FORM format. As for the first topology the common normalization factor of all master integrals is

\[ S_\epsilon = \left[ (4\pi)^\epsilon \frac{\Gamma(1+\epsilon)\Gamma^2(1-\epsilon)}{\Gamma(1-2\epsilon)} \right] . \]  

(B.1)

5-denominator integrals

We start listing the two topologies with one single master integral:

\[ I_{174}^{(B)} = \left( \frac{S_\epsilon}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon-1}}{(1-z)} \sum_{n=-2}^{0} \epsilon^n f_n^{(174)}(y, z) + \mathcal{O}(\epsilon) , \]  
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with

\[ f_{-2}^{(174)}(y, z) = G(0, z), \]
\[ f_{-1}^{(174)}(y, z) = -\frac{\pi^2}{6} - G(1/z, 0, y) + 2G(0, z) - G(0, z)G(1/z, y) - G(0, 0, z) + G(1, 0, z) + G(1, 0, y), \]
\[ f_0^{(174)}(y, z) = -\frac{11}{4} \zeta_3 - \frac{\pi^2}{3} - \frac{\pi^2}{2} \ln 2 - G(2 - z, 1/z, 0, y) - 1/2G(2 - z, y)\pi^2 + 2G(2 - z, 1, 0, y) + 2G(1/z, 1, z, 0, y) + 2G(1, 0, z)G(1/z, 0, y) - 2G(1/z, 0, z) - 2G(1, 0, 0, y) + G(0, 0, z)G(1/z, 1/z, y) - 2G(0, 0, z)G(1, 0, z) + G(0, 0, z)G(1, 0, 0, y) + G(1, 0, 0, z)\pi^2 + 2G(2, 1, 0, z). \]

\[ I_{182}^{(B)} = \left( \frac{S_c}{16\pi^2} \right)^2 \frac{(m^2)^{2r-1}}{(y + z - 2)} \sum_{n=-2}^{n=1} e^n f_n^{(182)}(y, z) + \mathcal{O}(\epsilon^0), \] (B.3)

with

\[ f_{-2}^{(182)}(y, z) = -1/2\pi^2 - G(1/z, 0, y) - G(0, z)G(1/z, y) + 2G(1, 0, z) + 2G(1, 0, y), \]
\[ f_{-1}^{(182)}(y, z) = -\frac{7}{2} \zeta_3 - \pi^2 \ln 2 - 2G(2 - z, 1/z, 0, y) - G(2 - z, y)\pi^2 + 4G(2 - z, 1, 0, y) + 2G(1/z, 1, z, 0, y) + 2G(1, 0, z)G(1/z, 0, y) - 2G(1/z, 0, z) + 2G(1, 0, 0, y) + 2G(0, 0, z)G(1, 0, z) + 2G(0, 0, z)G(1, 0, y) - 2G(0, 0, z)G(1, z, y) + 2G(1, 0, z)G(1, z, y) - 2G(1, 0, 0, z)G(1, z, y) - 2G(1, 0, 0, z)G(1, 0, y) - 4G(1, 0, 0, z)G(1, 0, y) - 4G(1, 0, 0, z)G(1, 0, y) - 4G(1, 0, 0, z)G(1, 0, y) - 4G(1, 0, 0, z)G(1, 0, y) - 4G(2, 2, 1, 0, z). \]

Sector 213 contains 4 MIs which read:

\[ I_{213,1}^{(B)} = \left( \frac{S_c}{16\pi^2} \right)^2 \frac{(m^2)^{2r-1}}{(1 - \xi^2)} \left[ f_0^{(213,1)}(\xi, \zeta) + i \pi f_0^{(213,1)}(\xi, \zeta) \right] + \mathcal{O}(\epsilon^1), \] (B.4)

with

\[ f_0^{(213,1)}(\xi, \zeta) = \frac{1}{6} \left[ G(1/\xi, \zeta) - G(\xi, \zeta) \right] \left[ -12\zeta_3 + 12G(-i, -c, -i, \xi) + 12G(-i, -c, -i, \xi) - 12G(-i, -c, -i, \xi) - 12G(-i, -c, -i, \xi) + 21G(-i, \xi)\pi^2 - 12G(-i, -c, i, \xi) + 12G(-i, -c, i, \xi) + 12G(-i, -c, i, \xi) + 12G(-c, -c, 0, \xi) + 12G(-c, -c, 0, \xi) + 12G(-c, -c, 0, \xi) + 12G(-c, -c, 0, \xi) - 12G(-c, -c, 0, \xi) + 12G(-c, -c, 0, \xi) - 12G(-c, -c, 0, \xi). \]
\[ -2G(\xi, -1, 1/\xi, \zeta) + 2G(\xi, -1, 1/I_{\xi}, \zeta) - 2G(\xi, -1, \xi, \zeta) + G(\xi, 0, 1/\xi, \zeta) \\
+ G(\xi, 0, \xi, \zeta) \} + 2G(1/\xi, 1/I_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) + 2G(1/\xi, 1/I_{\xi}, 1/\xi, 0, \zeta) \\
- 2G(1/\xi, 1/I_{\xi}, 1/I_{\xi}, 1/J_{\xi}, \zeta) + 2G(1/\xi, 1/I_{\xi}, 1/I_{J_{\xi}}, \zeta) + 2G(1/\xi, 1/I_{\xi}, 1/\xi, 0, \zeta) \\
- 2G(1/\xi, 1/I_{\xi}, -1, 0, \zeta) - G(1/\xi, 1/J_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) - G(1/\xi, 1/J_{\xi}, 1/\xi, 0, \zeta) \\
+ 2G(1/\xi, 1/J_{\xi}, 1/I_{\xi}, 1/J_{\xi}, \zeta) - G(1/\xi, 1/J_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) - G(1/\xi, 1/J_{\xi}, 1/\xi, 0, \zeta) \\
- 2G(1/\xi, -1, 1/\xi, 1/J_{\xi}, \zeta) - 2G(1/\xi, -1, 1/\xi, 0, \zeta) + 2G(1/\xi, -1, -1, 0, \zeta) \\
- 2G(1/\xi, -1, 1, 1/J_{\xi}, \zeta) - 2G(1/\xi, -1, 1, 0, \zeta) + 2G(1/\xi, -1, -1, 0, \zeta) \\
+ G(1/\xi, 0, 1/\xi, 1/J_{\xi}, \zeta) + G(1/\xi, 0, 1/\xi, 0, \zeta) + G(1/\xi, 0, 1/\xi, 1/J_{\xi}, \zeta) \\
+ G(1/\xi, 0, \xi, 0, \zeta) - 23/6G(1/\xi, 0, \zeta)\pi^2 - 2G(1/\xi, 0, -1, 0, \zeta) - 2G(\xi, 1/I_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) \\
- 2G(\xi, 1/I_{\xi}, 1/\xi, 0, \zeta) + 2G(\xi, 1/I_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) - 2G(\xi, 1/I_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) \\
- 2G(\xi, 1/I_{\xi}, 1/\xi, 0, \zeta) + 2G(\xi, 1/J_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) + G(\xi, 1/J_{\xi}, 1/\xi, 1/J_{\xi}, \zeta) \\
+ G(\xi, 1/J_{\xi}, 1/\xi, 0, \zeta) + 2G(\xi, -1, 1/\xi, 1/J_{\xi}, \zeta) + 2G(\xi, -1, 1/\xi, 0, \zeta) \\
- 2G(\xi, -1, 1/\xi, 1/J_{\xi}, \zeta) - 2G(\xi, -1, 1/\xi, 0, \zeta) + 2G(\xi, -1, -1, 0, \zeta) \\
- G(\xi, 0, 0, 0, \zeta) + 23/6G(\xi, 0, \zeta)\pi^2 + 2G(\xi, 0, -1, 0, \zeta). \]

and

\[ g^{(213,1)}_{\theta}(\xi, \zeta) = \frac{1}{3} \{ G(1/\xi, \zeta) - G(\xi, \zeta) \} \left[ \frac{\pi^2}{12} + 6G(-i, -c, \xi) + 6G(-i, -\bar{c}, \xi) - 6G(-i, 0, \xi) \\
- 6G(-c, -c, \xi) - 6G(-c, -\bar{c}, \xi) + 6G(-c, 0, \xi) - 6G(-\bar{c}, -c, \xi) - 6G(-\bar{c}, -\bar{c}, \xi) \\
+ 6G(-\bar{c}, 0, \xi) + 6G(i, -c, \xi) + 6G(i, -\bar{c}, \xi) - 6G(i, 0, \xi) \right] \\
+ \left[ G(0, \xi) - G(-c, \xi) - G(-\bar{c}, \xi) \right] \left\{ 2G(1/\xi, 1/I_{\xi}, \zeta) - 2G(1/\xi, 1/J_{\xi}, \zeta) \\
- 2G(1/\xi, -1, \zeta) - 2G(1/\xi, 1/I_{\xi}, \zeta) + 2G(1/\xi, 1/J_{\xi}, \zeta) + 2G(\xi, -1, \zeta) \right\} \\
- \frac{1}{3} \left[ 24G(0, -i, -c, \xi) + 24G(0, -i, -\bar{c}, \xi) - 24G(0, -i, 0, \xi) - 18G(0, -c, -c, \xi) \\
- 18G(0, -c, -\bar{c}, \xi) + 18G(0, -c, 0, \xi) - 18G(0, -\bar{c}, -c, \xi) - 18G(0, -\bar{c}, -\bar{c}, \xi) \\
+ 18G(0, -\bar{c}, 0, \xi) + G(0, \xi)\pi^2 + 24G(0, i, -c, \xi) + 24G(0, i, -\bar{c}, \xi) - 24G(0, i, 0, \xi) \\
+ 24G(0, -1, -c, \xi) + 24G(0, -1, -\bar{c}, \xi) - 24G(0, -1, 0, \xi) - 18G(0, 0, -c, \xi) \\
- 18G(0, 0, -\bar{c}, \xi) + 18G(0, 0, 0, \xi) \right] + 4G(1/\xi, 1/I_{\xi}, 1/\xi, \zeta) - 2G(1/\xi, 1/I_{\xi}, 1/\xi, \zeta) \\
+ 4G(1/\xi, 1/I_{\xi}, 1/\xi, \zeta) - 2G(1/\xi, 1/I_{\xi}, 1/\xi, \zeta) - 2G(1/\xi, 1/J_{\xi}, 1/\xi, \zeta) \\
+ 2G(1/\xi, 1/J_{\xi}, 1/\xi, \zeta) - 2G(1/\xi, 1/J_{\xi}, 1/\xi, \zeta) - 4G(1/\xi, -1, 1/\xi, \zeta) \\
+ 2G(1/\xi, -1, 1/\xi, \zeta) - 2G(1/\xi, 1, 1/\xi, \zeta) + 2G(1/\xi, 0, 1/\xi, \zeta) \\
+ 2G(1/\xi, 0, 1/\xi, \zeta) - 2G(1/\xi, 0, 1/\xi, \zeta) - 2G(1/\xi, 0, 1/\xi, \zeta) + 2G(1/\xi, 0, 1/\xi, \zeta) \\
- 2G(\xi, 0, -1, 1/\xi, \zeta) - 2G(\xi, 0, 1/\xi, \zeta) - 2G(\xi, 0, 1/\xi, \zeta) + 2G(\xi, 0, 0, 1, \zeta). \]
\[ F_{213,2}^{(B)} = \left( \frac{S_\epsilon}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon - 2}}{(1 - y)} \sum_{n=-2}^0 \epsilon^n f_n^{(213,2)}(y, z) + O(\epsilon), \quad (B.5) \]

with

\[ f_{-2}^{(213,2)}(y, z) = G(0, z) + G(0, y), \]
\[ f_{-1}^{(213,2)}(y, z) = -\frac{5}{6} \pi^2 - 3G(1/z, 0, y) - 3G(0, z)G(1/z, y) - 2G(0, 0, z) - 2G(0, 0, y) + 4G(1, 0, z) + 4G(1, 0, y), \]
\[ f_0^{(213,2)}(y, z) = -6\zeta_3 - 2\pi^2 \ln 2 - 4G(2 - z, 1/z, 0, y) - 2G(2 - z, y) \pi^2 + 8G(2 - z, 1, 0, y) + 9G(1/z, 1/z, 0, y) + 5/2G(1/z, y) \pi^2 + 6G(1/z, 0, 0, y) - 12G(1/z, 1, 0, y) - G(0, 1/z, 0, y) - 1/6G(0, z) \pi^2 - 4G(0, z)G(2 - z, 1, y) + 9G(0, z)G(1, 1, y) - G(0, z)G(0, 1/z, y) - 2G(0, z)G(1, 1/z, y) - 1/6G(0, y) \pi^2 + 6G(0, 0, z)G(1, y) + 4G(0, 0, 0, z) + 4G(0, 0, 0, y) + 2G(0, 1, 0, z) + 2G(0, 1, 0, y) - 2G(1, 1/z, 0, y) + 1/3G(1, z) \pi^2 + 1/3G(1, y) \pi^2 + 8G(1, 0, z)G(2 - y) - 12G(1, 0, z)G(1, y) + 2G(1, 0, z)G(1, y) - 8G(1, 0, 0, z) - 8G(1, 0, 0, y) - 2G(1, 1, 0, z) - 2G(1, 1, 0, y) - 2G(2, z) \pi^2 + 8G(2, 1, 0, z). \]

\[ F_{213,3}^{(B)} = \left( \frac{S_\epsilon}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon - 2}}{(1 - z)} \sum_{n=-2}^0 \epsilon^n f_n^{(213,3)}(y, z) + O(\epsilon), \quad (B.6) \]

with

\[ f_{-2}^{(213,3)}(y, z) = 1/2G(0, z), \]
\[ f_{-1}^{(213,3)}(y, z) = \frac{\pi^2}{6} + 1/2G(1/z, 0, y) + 1/2G(0, z)G(1/z, y) - G(0, 0, z) - G(1, 0, z) - 1/2G(1, 0, y), \]
\[ f_0^{(213,3)}(y, z) = \frac{11}{4} \zeta_3 + \frac{\pi^2}{2} \ln 2 + G(2 - z, 1/z, 0, y) + 1/2G(2 - z, y) \pi^2 - 2G(2 - z, 1, 0, y) - 3/2G(1/z, 1/z, 0, y) + 5/12G(1/z, y) \pi^2 - 1/6G(0, z) \pi^2 + 4G(0, z)G(2 - z, 1, y) - 3/2G(0, z)G(1, 1, y) + G(0, z)G(1, 1, y) - 2G(0, 0, 0, z) - 2G(0, 1, 0, z) + G(1, 1/z, 0, y) - 1/3G(1, z) \pi^2 + 1/12G(1, y) \pi^2 - 2G(1, 0, z)G(2 - y) + 2G(1, 0, z)G(1, y) - 2G(1, 1, 0, z) + G(1, 1, 0, y) + 2G(1, 1, 0, z) - 1/2G(1, 1, 0, y) + 1/2G(2, z) \pi^2 - 2G(2, 1, 0, z). \]

Finally the last master is equal to the previous one under the exchange \( y \leftrightarrow z \):

\[ F_{213,4}^{(B)} = \left( \frac{S_\epsilon}{16\pi^2} \right)^2 \frac{(m^2)^{-2\epsilon - 2}}{(1 - y)} \sum_{n=-2}^0 \epsilon^n f_n^{(213,3)}(z, y) + O(\epsilon). \quad (B.7) \]
6-denominator integrals

The only irreducible topology with 6 denominators has one MI which reads:

$$\mathcal{I}^{(B)}_{215} = \left( \frac{S_c}{16\pi^2} \right)^2 \frac{(m^2)^{-2e-2}}{y(1 - z)} \sum_{n=-2}^{-1} \epsilon^n f^{(215)}_{n}(y, z) + \mathcal{O}(\epsilon^0),$$

with

$$f^{(215)}_{-2}(y, z) = 1/2G(1/z, 0, y) + 1/2G(0, z)G(1/z, y) - 1/2G(1, 0, y),$$

$$f^{(215)}_{-1}(y, z) = -1/2G(1/z, 1/z, 0, y) - 1/4G(1/z, y)\pi^2 + G(1/z, 1, 0, y) - G(0, 1/z, 0, y)$$
$$- 1/2G(0, z)G(1/z, 1/z, y) - G(0, z)G(0, 1/z, y) + 2G(0, z)G(1, 1/z, y)$$
$$- G(0, 0, z)G(1/z, y) + G(0, 1, 0, y) + 2G(1, 1/z, 0, y) + 5/12G(1,y)\pi^2$$
$$+ G(1, 0, z)G(1/z, y) - 2G(1, 0, z)G(1, y) - 5/2G(1, 1, 0, y).$$

7-denominator integrals

There is one irreducible topology with 7 denominators with two MIs which read:

$$\mathcal{I}^{(B)}_{247,1} = \left( \frac{S_c}{16\pi^2} \right)^2 \frac{(m^2)^{-2e-3}}{y(1 - yz)} \sum_{n=-2}^{-1} \epsilon^n f^{(247,1)}_{n}(y, z) + \mathcal{O}(\epsilon^0),$$

with

$$f^{(247,1)}_{-2}(y, z) = \frac{\pi^2}{3} - 2G(1/z, 0, y) - 2G(0, z)G(1/z, y),$$

$$f^{(247,1)}_{-1}(y, z) = -7\zeta_3 + 7G(1/z, 1/z, 0, y) + 3/2G(1/z, y)\pi^2 + 4G(1/z, 0, 0, y) - 8G(1/z, 1, 0, y)$$
$$+ 2G(0, 1/z, 0, y) + 7G(0, z)G(1/z, 1/z, y) + 2G(0, z)G(0, 1/z, y)$$
$$- 6G(0, 0, z)G(1, 1/z, y) - 2/3G(0, y)\pi^2 + 4G(0, 0, z)G(1, y) + 2G(0, 1, 0, y)$$
$$- 6G(1, 1/z, 0, y) - 2/3G(1, y)\pi^2 - 8G(1, 0, z)G(1, y) + 6G(1, 0, z)G(1, y)$$
$$- 6G(1, 0, 0, y) + 4G(1, 1, 0, y).$$

$$\mathcal{I}^{(B)}_{247,2} = \left( \frac{S_c}{16\pi^2} \right)^2 (m^2)^{-2e-2} \left[ \frac{1 - z}{1 - y} \sum_{n=-2}^{-1} \epsilon^n f^{(247,2)}_{n}(y, z) \right]$$
$$+ \frac{1}{y(1 - y)} \sum_{n=-2}^{-1} \epsilon^n g^{(247,2)}_{n}(y, z) + \mathcal{O}(\epsilon^0),$$

with

$$f^{(247,2)}_{-2}(y, z) = \frac{\pi^2}{2} + 3/2G(0, 0, y) - 3/2G(1, 0, z) - 3/2G(1, 0, y),$$
\[ f^{(247,2)}_{-1}(y, z) = \frac{15}{4} \xi_3 + \frac{3}{2} \pi^2 \ln 2 + 3G(2 - z, 1/z, 0, y) + \frac{3}{2} G(2 - z, 1, 0, y) \]
\[ - G(1/z, y) \pi^2 - 3G(1, 0, 0, y) + 3G(0, y)G(2 - z, 1/z, y) + 3G(0, z)G(2 - z, 1, 0, y) \]
\[ - 32G(0, z)G(1/z, y) - 1/4G(0, y)\pi^2 - 3G(0, z)G(1, 0, 0, y) + 3G(0, 0, 0, y) + 32G(0, 1, 0, y) \]
\[ - 3G(1, 0, 0, y) + 1/4G(1, y)\pi^2 - 1/4G(1, 0, y) + 3G(0, z)G(1, 0, y) + 3G(1, 0, z)G(1, y) + 3G(1, 0, z) - 32G(1, 0, 0, y) \]
\[ - 3/2G(1, 1, 0, z) + 3/2G(1, 1, 0, y) + 32G(2, 1, 0, y) - 6G(2, 0, 0, y) , \]

and

\[ g^{(247,2)}_{-1}(y, z) = \frac{\pi^2}{4} + 3/2G(1/z, 0, y) + 3/2G(0, z)G(1/z, y) , \]
\[ g^{(247,2)}_{-1}(y, z) = \frac{9}{2} \xi_3 - 9/2G(1/z, 1/z, 0, y) - 11/12G(1/z, y)\pi^2 - 2G(1/z, 0, 0, y) + 5G(1, z, 1, 0, y) \]
\[ - G(0, 1/z, 0, y) - 9/2G(0, z)G(1/z, 1/z, y) - G(0, z)G(1, z, y) + 4G(0, z)G(1, 1/z, y) \]
\[ + 1/2G(0, y)\pi^2 - 3G(0, z)G(1, y) - 2G(0, 1, 0, y) + 4G(1, 1/z, 0, y) + 1/2G(1, y)\pi^2 \]
\[ + 5G(1, 0, z)G(1, y) - 4G(1, 0, z)G(1, y) + 2G(1, 1, 0, y) - 3G(1, 1, 0, y) . \]
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