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The noise spectra associated with correlations of the current through a single level quantum dot, and with the charge fluctuations on the dot, are calculated for a finite bias voltage. The results turn out to be sensitive to the asymmetry of the dot’s coupling to the two leads. At zero temperature, both spectra exhibit two or four steps (as a function of the frequency), depending on whether the resonant level lies outside or within the range between the chemical potentials on the two leads. In addition, the low frequency shot-noise exhibits dips in the charge noise and dips, peaks, and discontinuities in the derivative of the current noise. In spite of some smearing, several of these features persist at finite temperatures, where a dip can also turn into a peak.
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I. INTRODUCTION

Ten years ago, Landauer coined the phrase “the noise is the signal”1. Indeed, the noise spectrum of electronic transport through mesoscopic systems provides invaluable information on the physics which governs this transport.2,3 The noise spectrum is given by the Fourier transform of the current-current correlation. The unsymmetrized noise spectrum is defined as

\[ C_{\alpha\alpha'}(\omega) = \int_{-\infty}^{\infty} dt e^{-i\omega t} \langle \delta I_{\alpha}(t) \hat{\delta} I_{\alpha'}(0) \rangle \],

(1)

where \( \alpha \) and \( \alpha' \) mark the leads, which carry the current from the electron reservoirs to the mesoscopic system. In Eq. (1), \( \delta I_{\alpha} = \hat{I}_{\alpha} - \langle \hat{I}_{\alpha} \rangle \), where \( \hat{I}_{\alpha} \) is the current operator in lead \( \alpha \), and the average (denoted by \( \langle \ldots \rangle \)) is taken over the states of the reservoirs (see below). At finite frequencies, this quantity is very sensitive to the locations where those currents are monitored. When \( \alpha = \alpha' \), Eq. (1) gives the auto-correlation function, while for \( \alpha \neq \alpha' \) it yields the cross-correlation one. Clearly, \( C_{\alpha\alpha'}(\omega) = C_{\alpha'\alpha}(\omega) \), and consequently the auto-correlation function is real. Some papers prefer to analyze the symmetrized noise spectrum, defined as \( [C_{\alpha\alpha'}(\omega) + C_{\alpha'\alpha}(\omega)]/2 \). However, as we discuss below, this spectrum may miss some important features. Particular measurements require the calculation of different combinations of the \( C_{\alpha\alpha'} \)’s.

In this article we calculate the various current correlations, \( C_{\alpha\alpha'}(\omega) \), for the simplest mesoscopic system, i.e. a single level quantum dot connected to two electron reservoirs via leads \( L \) and \( R \). The latter are kept at different chemical potentials, \( \mu_L \) and \( \mu_R \). The potential difference,

\[ V = (\mu_L - \mu_R)/e \],

(2)

represents the bias voltage applied to the dot. It is convenient to measure energies relative to the common Fermi energy, \( (\mu_L + \mu_R)/2 \). Setting this energy to zero, we have \( \mu_L = -\mu_R = eV/2 \). Having two leads, one can consider two auto-correlation functions, \( C_{LL}(\omega) \) and \( C_{RR}(\omega) \), and two cross-correlation functions, \( C_{LR}(\omega) \) and \( C_{RL}(\omega) \).

The operator of the net current going through the dot is given by

\[ \hat{i} = (\hat{I}_L - \hat{I}_R)/2 \].

(3)

With a finite bias voltage, \( \langle \hat{i} \rangle \) is not necessarily zero. The noise associated with \( \hat{i} \) is then given by

\[ C^{(-)}(\omega) = \frac{1}{4} \left( C_{LL}(\omega) + C_{RR}(\omega) - C_{LR}(\omega) - C_{RL}(\omega) \right) \].

(4)

Since \( C_{LR}(\omega) = C_{RL}(\omega) \), \( C^{(-)}(\omega) \) is real. Alternatively, one could also consider the difference between the currents flowing into the dot from the two leads,

\[ \Delta \hat{i} = (\hat{I}_L + \hat{I}_R)/2 \],

(5)

for which \( \langle \Delta \hat{i} \rangle = 0 \). The fluctuations in this difference account for the fluctuations in the net charge accumulating on the dot. The noise associated with this charge is given by

\[ C^{(+)}(\omega) = \frac{1}{4} \left( C_{LL}(\omega) + C_{RR}(\omega) + C_{LR}(\omega) + C_{RL}(\omega) \right) \].

(6)

Earlier theoretical papers considered various aspects of noise correlations in mesoscopic systems. Some of these studies analyzed only the low frequency limit of the spectrum, which reduces to the Johnson-Nyquist noise at equilibrium (i.e. at zero bias voltage) and to the shot noise at a finite bias. Specifically, Chen and Ting studied the un-symmetrized noise associated with the net terminal current [our Eq. (3)], and found a Lorentzian peak.
around zero frequency for a bias which is larger than the resonance level width. Averina then studied the shot noise for any value of the bias, but considered only the symmetrized noise at the zero frequency limit. Engel and Loss extended these results to finite frequencies and to the un-symmetrized noise, but considered only the auto-correlation function. They found steps at particular frequencies. For the two level dot they also found a dip in the auto-correlation noise around zero frequency, which they attributed to “the charging effect of the dot”.

Recently, two of us participated in a detailed analysis of \( C_i^{(-)}(\omega) \) in the limit of zero temperature and zero bias. Ignoring interactions and capacitance effects, which might add correlations among the currents at relatively high frequencies, it is convenient to use the single electron scattering formalism for obtaining explicit expressions for the noise spectrum. Similar to Ref. [7] found that the current noise spectrum \( C_i^{(-)}(\omega) \) has a step structure as a function of the frequency, with the step edges located roughly at energies corresponding to the resonances of the quantum dot. It was consequently suggested that the noise spectrum can be used to probe the resonance levels of the dot. For the two level quantum dot, Ref. [7] also found dips in the noise spectrum, which appeared when the Fermi energy was between the two levels and deepened upon increasing the asymmetry of the coupling of the dot to the leads.

The present paper generalizes Ref. [7] by introducing a finite bias and and a finite temperature, and by considering also the charge noise. In particular, we discuss the interesting dependence of the various spectra on the spatial asymmetry, denoted by

\[
a = \frac{\Gamma_R - \Gamma_L}{\Gamma_R + \Gamma_L}, \quad -1 \leq a \leq 1,
\]

where \( \Gamma_L (\Gamma_R) \) denote the broadening of the resonance on the dot due to its coupling with the left (right) lead. We find that the single step appearing in \( C_i^{(\pm)}(\omega) \) in the absence of the bias splits in the presence of \( V \) into two steps when the resonance energy \( \epsilon_d \) is not between the two chemical potentials \( |\epsilon_d| > |eV/2| \) and into four steps when it is within that range. In addition, \( C_i^{(+)}(\omega) \) vanishes at \( \omega = 0 \), exhibiting a dip in the shot noise around \( \omega = 0 \). For \(|\epsilon_d| < |eV/2| \) and for \( 0 < |a| < 1 \) there also appears a peak in \( C_i^{(-)}(\omega) \) at \( \omega = 0 \). At zero temperature and close to \( |eV/2| = |\epsilon_d| \) we also find a discontinuity in the slope of \( C_i^{(-)}(\omega) \). Many of these features are smeared as the temperature \( T \) increases. However, both \( C_i^{(+)}(\omega) \) and \( C_i^{(-)}(\omega) \) still exhibit dips and peaks near \( \omega = 0 \) even at \( T > 0 \).

Our paper is divided into two main sections. In Sec. II we discuss some general properties of the noise spectra, present a short review of the scattering matrix formalism, and from that derive the various noise spectra for a single level quantum dot. In the following section we analyze both \( C_i^{(+)}(\omega) \) and \( C_i^{(-)}(\omega) \), with and without a bias voltage and at both zero and non-zero temperatures. The last section summarizes our results.

## II. THE NOISE SPECTRA

### A. General relations

We begin our discussion by describing several general properties of the noise spectrum (which also hold for interacting systems). The physical meaning of the auto-correlation function is revealed upon re-writing it in the form

\[
C_{\alpha\alpha}(\omega) = 2\pi \sum_{i,f} P_i |\langle \delta \hat{I}_\alpha | f \rangle|^2 \delta(E_i - E_f - \omega) \quad .
\]

Here, \(|i\rangle\) and \(|f\rangle\) are the initial and final states of the whole system (the dot and its leads), with the corresponding energies \( E_i \) and \( E_f \). In Eq. (8), \( P_i \) is the probability for the system to be in the initial state \(|i\rangle\). It is now seen that the auto-correlation is the rate (as given by the Fermi golden-rule) by which the system absorbs energy from a monochromatic electromagnetic field of frequency \( \omega \). The symmetrized noise spectrum mixes absorption and emission, and thus loses the separation between the two.

At zero frequency, \( \omega = 0 \), the auto-correlation and the cross-correlation are related to one another. This follows from charge conservation. The equation of motion for \( \delta n(t) \), the fluctuation of the occupation operator on the dot, is given by

\[
e^{-i\delta \hat{n}(t)} = \frac{e^{-i\hat{I}_L(t)} + i\hat{I}_R(t)}{dt} \quad .
\]

[Note that in our convention, the currents flowing in the left (right) lead, \( \hat{I}_L (\hat{I}_R) \), are directed towards the dot.]

Equation (9) implies that

\[
C_{L\alpha}(0) + C_{R\alpha}(0) = e \int_{-\infty}^{\infty} dt \langle \delta \hat{n}(t) \rangle_{\hat{I}_\alpha} = e \lim_{\tau \to \pm\infty} \langle \delta \hat{n}(\tau) \delta \hat{n}(0) \rangle_{\hat{I}_\alpha} = \langle \delta \hat{n}(0) \rangle_{\hat{I}_\alpha} \quad .
\]

At steady-state, assuming no long-term memory, we have \( \lim_{\tau \to \pm\infty} \langle \delta \hat{n}(\tau) \delta \hat{n}(0) \rangle_{\hat{I}_\alpha} = \langle \delta n \rangle_{\hat{I}_\alpha} \) and therefore

\[
C_{L\alpha}(0) + C_{R\alpha}(0) = 0 \quad .
\]

As a result,

\[
C_{L\alpha}(0) = -C_{RL}(0), \quad C_{RR}(0) = -C_{LR}(0) \quad .
\]

Moreover, since \( C_{LL}(0) \) and \( C_{RR}(0) \) are real and positive [see Eq. (8)], it follows that the zero-frequency cross-correlations are real as well, but negative. Since the cross-correlations are real, one has \( C_{LR}(0) = C_{RL}(0) \), and therefore

\[
C_{LL}(0) = C_{RR}(0) = -C_{LR}(0) = -C_{RL}(0) \quad .
\]

In particular, this implies that \( C^{(+)}(0) = 0 \) and \( C^{(-)}(0) = C_{LL}(0) \). At zero bias, those are just the Nyquist-Johnson relations, \( C_{LL}(0) = C_{RR}(0) = -C_{LR}(0) = -C_{RL}(0) = \frac{e_b}{4} TG(0) \), where \( G(0) \) is the dc conductance of the dot.
B. The noise spectrum in the scattering formalism

When electron-electron interactions are ignored, one may use the (single-particle) scattering matrix of the dot to obtain an expression for the noise spectrum in terms of the scattering matrix elements. This has been accomplished in Refs. 3 and 4.

In the scattering formalism, one expresses the current operator \( \hat{I} \) in terms of creation \([\hat{a}_\alpha(E)]\) and annihilation \([\hat{a}_\alpha(E)]\) operators of the electrons in the reservoir connected to terminal \( \alpha \). These operators are normalized such that

\[
\langle \hat{a}_\alpha^\dagger(E)\hat{a}_{\alpha'}(E') \rangle = \delta_{\alpha\alpha'}\delta(E - E')f_\alpha(E) \ ,
\]

where \( f_\alpha(E) \equiv [\exp(E - \mu_\alpha)/k_B T + 1]^{-1} \) is the Fermi distribution in reservoir \( \alpha \) which is held at the chemical potential \( \mu_\alpha \). The explicit form for the current operator (using units in which \( \hbar = 1 \)) is

\[
\hat{I}_\alpha(t) = \frac{e}{2\pi} \int_{-\infty}^{\infty} dE \int_{-\infty}^{\infty} dE' e^{i(E-E')t} \times \sum_{\gamma\gamma'} A_{\gamma\gamma'}(\alpha, E, E')\hat{a}_{\gamma'}^\dagger(E)\hat{a}_{\gamma'}(E') \ ,
\]

with

\[
A_{\gamma\gamma'}(\alpha, E, E') = \delta_{\gamma\gamma'}\delta_{\alpha\alpha'} - S_{\alpha\gamma'}^*(E)S_{\gamma\gamma'}(E') \ ,
\]

where Greek letters denote the lead indices and \( S_{\gamma\gamma'} \) are the elements of the scattering matrix characterizing the dot.

Inserting the expression for the current operator, Eq. (13), into Eq. (11) and calculating the averages according to Eq. (13), we find

\[
C_{\alpha\alpha'}(E) = \frac{e^2}{2\pi} \int_{-\infty}^{\infty} dE \sum_{\gamma\gamma'} F_{\gamma\gamma'}(E, \omega) f_\gamma(E + \omega)(1 - f_\gamma'(E)) \ ,
\]

where

\[
F_{\gamma\gamma'}(E, \omega) \equiv A_{\gamma\gamma'}(\alpha, E, E, E')A_{\gamma\gamma'}(\alpha', E, E + \omega) \]

\[
= A_{\gamma\gamma'}(\alpha, E, E, E')A_{\gamma\gamma'}^*(\alpha', E, E + \omega, E) \ .
\]

It is straightforward to verify, using the unitarity of the scattering matrix, that the zero-frequency relations (12) are obeyed by the form (16). Another limit of Eq. (16) is obtained upon neglecting the energy dependence of the scattering matrix elements. Then (at zero temperature and for \( \omega > 0 \)) one retrieves the well-known result

\[
C_{\gamma\gamma'}(E, \omega) = (e^2/2\pi) T(1 - T)(eV - \omega)\Theta(eV - \omega),
\]

where \( T \) is the transmission of the dot.

We next discuss the correlation functions \( C^{(\pm)}(\omega) \), Eqs. (11) and (16). Upon inserting Eqs. (13) and (16) into Eqs. (11) and (16) we obtain

\[
C^{(\pm)}(\omega) = \frac{e^2}{8\pi} \int_{-\infty}^{\infty} dE \sum_{\gamma\gamma'} F^{(\pm)}_{\gamma\gamma'}(E, \omega) f_\gamma(E + \omega)(1 - f_\gamma'(E)),
\]

where

\[
F^{(\pm)}_{\gamma\gamma'}(E, \omega) = \left| 1 - S_{\gamma\gamma'}^*(E + \omega)S_{\gamma\gamma'}(E) \right|^2,
\]

\[
F^{(\pm)}_{\gamma\gamma'}(E, \omega) = \left| S_{\gamma\gamma'}(E + \omega)S_{\gamma\gamma'}(E) \right|^2.
\]

The other correlations, \( F^{(\pm)}_{\gamma\gamma'}(E, \omega) \) and \( F^{(\pm)}_{\gamma\gamma'}(E, \omega) \), are obtained from these expressions upon interchanging \( L \leftrightarrow R \). In this way we divide the correlation functions \( C^{(\pm)}(\omega) \) according to the separate contributions of the various processes: \( F^{(\pm)}_{\gamma\gamma'}(E, \omega) \) and \( F^{(\pm)}_{\gamma\gamma'}(E, \omega) \) describe intra-lead transitions of the electron, while \( F^{(\pm)}_{\gamma\gamma'}(E, \omega) \) and \( F^{(\pm)}_{\gamma\gamma'}(E, \omega) \) give the contributions of the inter-lead processes. The actual contribution of each process to \( C^{(\pm)}(\omega) \) is determined by the relevant product of the Fermi functions. In particular, at zero temperature \((T = 0)\), this product vanishes everywhere except on a finite segment of the energy axis. Finite temperatures broaden and smear the limits of this section, while the application of the bias voltage may shift it along the energy axis or change its length.

C. A single level dot

In our simple configuration, the dot is represented by a single energy level denoted \( \epsilon_d \). As mentioned, we denote the broadening due to the coupling with the left lead by \( \Gamma_L \), and that due to the coupling with the right one by \( \Gamma_R \), such that the total width of the energy level on the dot is

\[
\Gamma = \Gamma_L + \Gamma_R \ .
\]

In this model the scattering matrix takes the form

\[
S(E) = \frac{S_{LL}(E)}{S_{RL}(E)} \begin{bmatrix} S_{LR}(E) & S_{RR}(E) \end{bmatrix}
\]

\[
= -1 + ig(E) \begin{bmatrix} \Gamma_L & \sqrt{\Gamma_L \Gamma_R} \\ \sqrt{\Gamma_L \Gamma_R} & \Gamma_R \end{bmatrix} \ ,
\]

where \( g(E) \) is the Breit-Wigner resonance formed by the dot,

\[
g(E) = \frac{1}{E - \epsilon_d + i\Gamma/2} \ .
\]

(Assuming the scattering to take place at about the Fermi energy, we have discarded the energy dependence of the resonance partial widths.)

Since the dot forms a Breit-Wigner resonance, it is useful to express the functions \( F^{(\pm)}_{\alpha\alpha'}(E, \omega) \), Eq. (19), in terms of the resonance phase \( \delta(E) \), defined by (20).

\[
\cot\delta(E) = \frac{2}{\Gamma}(\epsilon_d - E) \ .
\]
such that \( g(E) \), Eq. \([22]\), becomes

\[
g(E) = -\frac{2}{\Gamma} \sin\delta(E) e^{-i\delta(E)} . \tag{24}\]

Clearly, \(|g(E)|^2\) is peaked around \( E = \epsilon_d \), and the phase \( \delta(E) \) changes from 0 to \( \pi \) within a range of width \( \Gamma \) around this resonance.

Using the identities

\[
g(E) \pm g^*(E + \omega) = a_{\pm} g(E) g^*(E + \omega), \tag{25}\]

where

\[
a_- = \omega - i\Gamma = \frac{\Gamma \sin[\delta(E + \omega) - \delta(E)]}{2\sin\delta(E) \sin\delta(E + \omega)},
\]

\[
a_+ = 2(E - \epsilon_d) + \omega = -\frac{\Gamma}{2} \left[ \cot\delta(E) + \cot\delta(E + \omega) \right]
= -\frac{\Gamma \sin[\delta(E + \omega) + \delta(E)]}{2\sin\delta(E) \sin\delta(E + \omega)}, \tag{26}\]

we find

\[
F^{(\pm)}_{\gamma\gamma'}(E, \omega) = \frac{16\Gamma^\gamma_{\gamma'}}{\Gamma^2} \frac{1}{\Gamma^2} \sin^2\delta(E) \sin^2\delta(E + \omega) \omega^2
= 4\Gamma^\gamma_{\gamma'} \frac{1}{\Gamma^2} \sin^2[\delta(E + \omega) - \delta(E)] \tag{27}\]

and

\[
F^{(+)}_{\gamma\gamma'}(E, \omega) = \Gamma^\gamma_{\gamma'} |g(E)g(E + \omega)|^2 \omega^2
= \frac{16\Gamma^\gamma_{\gamma'} \Gamma_{\gamma'}}{\Gamma^4} \left( \sin^2\delta(E) \sin^2\delta(E + \omega) + \frac{\Gamma^2}{4} \sin^2[\delta(E + \omega) + \delta(E)] \right)
F^{(-)}_{\gamma\gamma'}(E, \omega) = F^{(+)}_{\gamma\gamma'} + 4\Gamma^2 L R |g(E)g(E + \omega)|^2 = \frac{16\Gamma^2 L}{\Gamma^4} \left( 4\Gamma^2 R \omega^2 \sin^2\delta(E) \sin^2\delta(E + \omega) \right). \tag{28}\]

Hence, each of the integrands appearing in Eq. \([19]\) includes two resonances, around \( E \approx \epsilon_d \), and around \( E + \omega \approx \epsilon_d \). These resonances determine the dependence of the noise spectrum on the frequency. In the next section we study this dependence, allowing for a possible asymmetry between the left and right couplings, Eq. \([17]\).

For maximal asymmetry, \(|a| = 1\), i.e. when one of the two leads is decoupled from the dot, we have \( \Gamma L \Gamma R = 0 \), and therefore the inter-lead correlations vanish. In this case we have \( C^{(+)}(\omega) = C^{(-)}(\omega) \).

Another general feature of Eq. \([18]\) is that \( C^{(\pm)}(\omega) \) is invariant under the simultaneous sign change of \( V \) and of the asymmetry \( a \). Therefore, we present below only results for \( V > 0 \). In addition, the noise is also symmetric under the simultaneous sign change of \( \epsilon_d \) and of the asymmetry parameter \( a \), and therefore we present results only for \( \epsilon_d < 0 \), i.e. when the localized level on the dot is placed below the common Fermi energy of the reservoirs.

As seen from Eq. \([27]\), the functional form of the charge noise \( C^{(+)}(\omega) \) is much simpler than those for the other spectra. Therefore, we start our presentations below with a discussion of \( C^{(+)}(\omega) \). It also turns out to be useful to discuss the cross-correlation noise,

\[
C^{(\times)}(\omega) \equiv C^{(+)}(\omega) - C^{(-)}(\omega) = [C_{LR}(\omega) + C_{RL}(\omega)]/2. \tag{29}\]

As we shall see below, \( C^{(\times)}(\omega) \) is usually small, and it has interesting structure only in the shot-noise regime near \( \omega = 0 \), where we find differences between \( C^{(+)}(\omega) \) and \( C^{(-)}(\omega) \).

III. RESULTS

A. The unbiased dot

The unbiased noise \( C^{(-)}(\omega) \) has been treated in Ref. \([7]\) for \( T = 0 \). Here we extend these results also to \( C^{(+)}(\omega) \) and to finite \( T \). When the potential \([2]\) vanishes, the two Fermi distributions become identical, and Eq. \([18]\) becomes

\[
\frac{8\pi}{e^2} C^{(\pm)}(\omega) = \int_{-\infty}^{\infty} dE f(E + \omega) \left[ 1 - f(E) \right] \times \sum_{\gamma\gamma'} F^{(\pm)}_{\gamma\gamma'}(E, \omega). \tag{30}\]

In particular, Eq. \([27]\) now implies that

\[
\frac{2\pi}{e^2} C^{(+)}(\omega) = \int_{-\infty}^{\infty} dE f(E + \omega) \left[ 1 - f(E) \right] \times \sin^2[\delta(E) - \delta(E + \omega)], \tag{31}\]

\[
\frac{2\pi}{e^2} C^{(-)}(\omega) = \int_{-\infty}^{\infty} dE f(E + \omega) \left[ 1 - f(E) \right] \times \sin^2[\delta(E + \omega) - \delta(E)], \tag{32}\]

\[
\frac{2\pi}{e^2} C^{(\times)}(\omega) = \int_{-\infty}^{\infty} dE f(E + \omega) \left[ 1 - f(E) \right] \times \sin^2[\delta(E) - \delta(E + \omega)]. \tag{33}\]
independent of the asymmetry $a$.

Consider first $T = 0$. In this case, the integration is over $0 < E < -\omega$, and all the noise functions vanish for $\omega > 0$. The phase $\delta(E)$ [Eq. (23)] increases abruptly from $0$ to $\pi$ as $E$ crosses the resonance at $E \sim -\epsilon_d$. For $\epsilon_d < 0$, this resonance is out of the integration range, so that $\delta(E)$ does not vary much within this range. Similarly, $\delta(E + \omega)$ changes abruptly near $E \sim \epsilon_d - \omega$. This resonance enters the range of integration when $\omega$ goes below $\epsilon_d$. Using the relation $2\sin^2 d\epsilon E = \Gamma d\delta$, we conclude that the integral over the resonance yields $\Gamma \pi/2$, ending up with a step $\Gamma$ in $4C(\pm)/\epsilon^2$. This step agrees with the calculations of $C_{LL}$ in Ref. 6. In fact, the variation of $4C(\pm)/\epsilon^2$ follows that of $\Gamma(\omega)/\pi$. Indeed, this step is exhibited by the full calculation of the integral, shown by the full line in Fig. 1. A similar argument applies when $\epsilon_d > 0$, when the step arises due to the resonance at $E \sim -\epsilon_d$. Finite temperature smears the boundaries of the integration, and thus smears the step, extending its range when $\omega$ goes to $0$. The phase $\delta(E)$ [Fig. 1] changes abruptly near $E = -\epsilon_d - \omega$. This difference involves an integration over the product $g(E)g(E + \omega)$, which is small everywhere, unless the two resonances overlap. Therefore, the cross-correlation $C(\pm)(\omega)$ can be relatively large only for $|a| \leq 2\Gamma$. Figure 2 shows $C(\pm)(\omega)$ and $C(\pm)(\omega)$ for $V = 0$, $T = 0$ and several values of $|a|$. Indeed, $C(\pm)(\omega)$ has a small negative peak at $\omega \approx \epsilon_d$, with the largest magnitude for $a = 0$. The cross-correlation function $C(\pm)(\omega)$ then vanishes at some negative frequency, and reaches a small positive plateau for large negative $\omega$. Figure 3 shows the same results at $k_BT = 4$. Interestingly, at this temperature the negative dip in $C(\pm)(\omega)$ moved to the vicinity of $\omega = 0$. As a result, $C(\pm)(\omega)$ exhibits a dip around $\omega = 0$, whose depth decreases with decreasing $|a|$ until it disappears for $a = 0$.

At maximal asymmetry, $|a| = 1$, we saw that $C(-)(\omega) = C(\pm)(\omega)$. As seen from Eqs. (25) and (29), the difference $C(\pm)(\omega)$ involves $\Gamma_L\Gamma_R = \Gamma^2(1 - a^2)/4$, and therefore it does not depend on the sign of $a$, and it increases as $|a|$ decreases from $|a| = 1$ to $a = 0$. This difference involves an integration over the product $|g(E)g(E + \omega)|^2$, which is small everywhere, unless the

\[ \int_{-\infty}^{\infty} dE f(E)[1 - f(E)]\sin^4 \delta(E). \]

Thus, $C(\pm)(\omega)$ has a parabolic-like dip around $\omega = 0$, as can indeed be seen in Fig. 1. At low temperatures we can replace $f(E)[1 - f(E)]/(k_BT)$ by the Dirac delta function, and then we find $(4\pi/e^2)C(\pm)(\omega) \approx 8(\omega^2/\Gamma^2)k_BT \sin^4 \delta(0)$. Thus, the parabola broadens with decreasing $T$, and vanishes at $T = 0$.

FIG. 1: (Color online) The noise spectrum $C(\pm)(\omega)$ for $V = 0$. Here $\epsilon_d = -5$ (energies and noise are measured in units of $\Gamma$). The three curves correspond to $k_BT = 0$ (black continuous line), $k_BT = 3$ (blue dashed line) and $k_BT = 5$ (red dotted line).

B. The biased dot at $T = 0$

When the dot is biased, the contributions of the four processes to the noise are all different. At $T = 0$, and
Using also \( \int dE \sin^4 \delta(E) = (\Gamma/2) \int d\delta \sin^2 \delta = \delta/2 - \frac{1}{4} \sin(2\delta) \), and assuming that \( |\epsilon_d| \ll |eV/2| \) so that the resonance is fully within the range of integration, we end up again with a parabolic dip, \( 4C^{(+)}(\omega)/e^2 \approx (2\Gamma_L \Gamma_R/\Gamma^2)\omega^2 \). (ii) Unlike in Fig. 1 we now have a finite noise also for \( \omega \geq 0 \). This noise arises only from the \('LR'\) process, i.e. the third integral in Eq. (33) (note that \( \mu_L > \mu_R \)). From Eq. (27), the magnitude of this noise is of order \( \Gamma_L \Gamma_R/\Gamma^2 = (1 - a^2)/4 \). It therefore vanishes for the maximal anisotropy, \( |a| = 1 \), and does not depend on the sign of \( a \) (and therefore the two curves with \( a = \pm 0.7 \) coincide for \( \omega > 0 \)).

In the two upper left panels, we have \( |\epsilon_d| \geq |eV/2| \), and we observe a plateau in \( C^{(+)}(\omega) \) for \( 0 < \omega < eV \), which decreases back to zero at both ends of this range. In contrast, the upper right panel in Fig. 4 corresponds to \( |eV/2| > |\epsilon_d| \). In that panel we see that for \( |a| < 1 \) the first single plateau splits into two plateaus, which arise at \( \omega = eV/2 \pm |\epsilon_d| \).

These steps are due to two resonances which occur in the \('LR'\) process for these frequencies. (iii) For \( \omega < 0 \), we no longer have symmetry under \( a \rightarrow -a \). For \( |a| = 1 \), we still have a single step in the noise, but this step now occurs at different frequencies for \( a = 1 \) and \( a = -1 \). For \( a = 1 \), this step arises due to the \('RR'\) process [second integral in Eq. (33)], and it emerges at \( \omega = -|\epsilon_d| + eV/2 \). For \( a = -1 \), this step arises due to the \('LL'\) process [first integral in Eq. (33)], and it occurs at \( \omega = |\epsilon_d| - eV/2 \). For \( |\epsilon_d| < 1 \), the single step that appears in Fig. 1 at \( \omega \approx \epsilon_d \) splits under the effect of the bias into two steps, located at the same frequencies as for \( a = \pm 1 \). The plateau which appears between these two steps decreases as \( a \) decreases from 1 to \(-1\). One may trace this behavior to the different limits of the integrals, resulting from the different ranges allowed by the Fermi functions. For example, the \('LL'\) process [the first term in Eq. (33)] contributes once \( \omega \) becomes smaller than \( |\epsilon_d| - (eV/2) \) while the \('RR'\) one requires that \( \omega < -|\epsilon_d| + (eV/2) \).

We next turn to the current correlations, \( C^{(-)}(\omega) \), shown in the lower part of Fig. 4. As stated, the difference \( C^{(\times)}(\omega) \) is small for large \( |\omega| \). Indeed, in this range the two rows in Fig. 4 are very similar. The major differences arise for the shot noise, i.e. for small \( |\omega| \). As explained after Eq. (34), the noise for \( \omega \geq 0 \) is fully due to the \('LR'\) process, i.e. the third term in Eq. (33). This term vanishes at \( |a| = 1 \), and increases to its maximum as \( |a| \) decreases to 0. When the bias is large enough, \( |eV| - |\epsilon_d| > \Gamma \), for \( \omega \) near 0, \( C^{(-)}(\omega) \) is determined by the \('LR'\) process, given by Eq. (28). While the second term is the second line of Eq. (28) is relatively constant around \( \omega = 0 \), the first term there is significant only when the two resonances overlap, i.e. within about \( 2\Gamma \) of \( \omega = 0 \). Since this term is proportional to \( a^2 \), it introduces a positive peak in \( C^{(-)}(\omega) \) as \( |a| \) increases. This peak is indeed clearly seen in the lower right panel of Fig. 4.
and smears the limits of the integrals of Eq. (18). Indeed, qualitatively similar for smaller biases. The main new
We show only this value of the bias, since the plots are
FIG. 4: (Color online) The noise spectra $C^{(+)}(\omega)$ (upper panels) and $C^{(-)}(\omega)$ (lower panels) of the biased dot at zero temperature and $\epsilon_d = -5$, for $eV = 6$, 10 and 22 (left, center and right panels). All energies are measured in units of $\Gamma$. The five curves correspond to zero asymmetry ($a = 0$, the dotted-dashed curve), $a = -0.7$ (the dotted curve), $a = 0.7$ (the small dashed curve), $a = 1$ (the long dashed curve), and $a = 1$ (the continuous curve).

Unlike $C^{(+)}(\omega)$, which has continuous first and second derivatives at $\omega = 0$, the slope of $C^{(-)}(\omega)$ is discontinuous at $\omega = 0$ for $T = 0$: in this limit the Fermi distribution can be replaced by a $\Theta$ function [as done in Eq. (33)], which has a discontinuous derivative (these discontinuities also generate discontinuities in the derivatives at other frequencies, but here we concentrate on the dip or peak in the shot noise). When $eV = \epsilon_d$, the second integral in Eq. (33), which corresponds to the ‘RR’ process, also exhibits a step at $\omega = 0$. This integral, together with its $\Theta$ function, generate the discontinuity in the derivative of $C^{(-)}(\omega)$. Explicitly, we find

$$\frac{8\pi}{e^2} \left[ \frac{dC^{(-)}}{d\omega} \bigg|_{\omega = \omega^+} - \frac{dC^{(-)}}{d\omega} \bigg|_{\omega = \omega^-} \right] = (36\Gamma^2 \Gamma_R^2/\Gamma^4)(\sin^4(\epsilon V/2) + \sin^4(-\epsilon V/2)).$$

Thus, the discontinuities are largest when $|a| = 1$ and when $|\epsilon_d| = |eV/2|$, as can be seen in the lower central panel in Fig. 4. This panel also shows a shift of the peak for $a = -0.7$, to a negative frequency.

C. Finite temperature

As we showed for $V = 0$, finite temperature broadens and smears the limits of the integrals of Eq. (18). Indeed, Fig. 5 exhibits such a smearing for $eV = 22$ and $k_B T = 3$.

In this paper we found how the current and the charge fluctuations spectra develop additional functional features when studied at a finite bias and/or a finite temperature. These features also depend on the spatial asymmetry parameter $a$. Since this parameter can be varied experimentally, using appropriate gate voltages, our results suggest several new measurements, which could yield information on the physics of the quantum dot.

At low temperatures and zero bias, the charge correlation function $C^{(+)}(\omega)$ should not depend on the asym-

IV. SUMMARY

At $T = 0$ and $V = 0$, the noise spectrum of an unbiased single level quantum dot exhibits a single step around $\omega \simeq \epsilon_d$, whose shape depends very weakly on the spatial asymmetry of the dot or on the fluctuating quantity (current or charge). In this paper we found how the current and the charge fluctuations spectra develop additional functional features when studied at a finite bias and/or a finite temperature. These features also depend on the dot asymmetry parameter $a$. Since this parameter can be varied experimentally, using appropriate gate voltages, our results suggest several new measurements, which could yield information on the physics of the quantum dot.

At low temperatures and zero bias, the charge correlation function $C^{(+)}(\omega)$ should not depend on the asym-
FIG. 5: (Color online) The two noise spectra of the biased dot at $k_B T = 3$, for $eV = 22$ and $\epsilon_d = -5$ (all energies and noise are measured in units of $\Gamma$). The five curves correspond to zero asymmetry (the dotted-dashed curve), $a = -0.7$ (the dotted curve), $a = 0.7$ (the small dashed curve), $a = -1$ (the big dashed curve), and $a = 1$ (the continues curve).

However, even at zero bias, raising the temperature yields a dip around zero frequency. In contrast, the current correlation function $C^{(-)}(\omega)$ does depend on the asymmetry, and even at zero bias and finite $T$ it has a dip around $\omega = 0$ whose depth decreases with decreasing asymmetry. The details of these dips may best be observed by measuring the cross-correlations between the currents on the two leads, $C^{(x)}(\omega)$.

At finite bias and $T = 0$, the single step mentioned above can split into two or four steps, depending on asymmetry and bias. Again, the experimental confirmation of the features shown in Fig. 2 can also give information on the location of the resonance and on its partial widths. It would be particularly interesting to study the various noise functions in the shot-noise region, where we find a variety of dips and peaks. At finite temperatures we also predict that for a finite asymmetry some dips can turn into peaks.
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