Abstract: This paper presents an artificial neural network (ANN) model that simulates user’s choice of electric or internal combustion engine automotive vehicles based on basic vehicle attributes (purchase price, range, operating cost, taxes due to emissions, time to refuel/recharge and vehicle price depreciation), with the objective of analyzing user behavior and creating a model that can be used to support policymaking. The ANN was trained using stated preference data from a survey carried out in six European countries, taking into account petrol, diesel and battery electric automotive vehicle attributes. Model results show that the electric vehicle parameters (especially purchase cost, range and recharge times), as well as the purchase cost of internal combustion engine vehicles, have the most influence on consumers’ vehicle choices. A graphical interface was created for the model, to make it easier to understand the interactions between different attributes and their impacts on consumer choices and thus help policy decisions.
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1. Introduction

Automotive electric vehicles (EVs) have been constantly gaining popularity among the general public, as well as governments and policymakers. They are considered an attractive road transport alternative that could reduce the environmental impacts of personal transportation [1,2]. Even though they have great potential in decarbonization and emissions reduction, their widespread adoption and consumer perception are still quite restricted [3]. EV sales represented 9.9% of the total car sales in Europe in the third quarter of 2020, with a strong growth mainly due to the introduction of incentives by governments, in response to the COVID-19 crisis, which benefited buyers of electric cars [4]. This is a large growth compared to previous years; e.g., they constituted only 2% of the market share between 2010 and 2017 [5].

There can be several reasons for this slow uptake. Firstly, electric vehicles require behavioral and attitude changes from the users. They require longer recharge times for their batteries (when compared to refueling time for internal combustion engine vehicles), and the current battery capacity leads to a shorter driving range. Additionally, their lower technology maturity, combined with restricted sales, means that their purchase costs can be much higher than the purchase cost of internal combustion engine (ICE) vehicles [6]. Therefore, better understanding user preferences related to EVs can lead to more effective and efficient policymaking. In this context, the aim of this article is to present a consumer choice model that takes these factors into consideration, based on artificial neural networks (ANNs), with the purpose of facilitating analysis and aid in policymaking.

1.1. Vehicle Type Choice

A common way of analyzing users’ attitudes and preferences towards automotive EVs (and their attributes) can be carried out by creating consumer choice models that can describe the preference of users and estimate the probability of a given product being...
chosen. For the case of EVs, user preferences towards certain types of vehicles, internal combustion engine or EV, can be mapped to their characteristics (price, driving range, time to refuel/recharge, etc.). Some well-known methods used to describe users’ choices are discrete choice and logit models. In [7], a mixed multinomial logit model was created, based on survey data, to analyze the consumer preferences towards EVs, related to the electricity mix, showing that EV users prefer a renewable energy mix. Similarly, survey data was used to create a mixed logit model in [8], using data from South Korea [9] to analyze user propensity towards autonomous vehicles, concluding that users are still reluctant to use such a vehicle, with cost being an important factor. Consumer preferences for electric vehicles is a widely studied topic in the literature, with the objective of understanding the influential factors and obstacles for wide adoption [10] and also with the objective of forecasting sales [11,12].

When available, historical data, such as past sales and demographic data are used for the modelling. However, for the case of vehicle type choice, where past sales for EVs are not significant, survey data can be used instead, to understand users and their preferences and to model future sales patterns [13]. Such type of data represents a good candidate for use with ANNs, which can model more arbitrary functions, as well as nonlinear dependencies, as long as there is enough data for training.

1.2. Neural Networks

In this study, we apply artificial neural networks (ANNs) to model users’ vehicle type choice, based on a stated preference study. ANNs are mathematical models which are inspired by the biological neural networks that are a part of animal brains. These systems can be trained to carry out specific operations by being given examples. They can be quite versatile and useful when modelling complex systems with different internal interactions and unknown structure, when a reasonable amount of data describing the system is available. There are various ANN types and architectures, suited for different applications [14]. For regression problems, the most suitable ANN is the feedforward neural network.

Such a methodology has been applied in the past in consumer choice and behavior analysis. In [15], the authors investigate the use of neural networks to model and analyze user behavior with respect to low carbon heat generation sources (bioenergy, solar and geothermal), concluding that the ANN is capable of accurately forecasting consumer choice of low carbon heat generation sources. In [16] ANNs are used to predict consumer behavior related to user bank deposits, based on personal characteristics, with the conclusion that ANNs can be superior in classification tasks, when compared with classical discriminant analysis. Moreover, similar studies have been carried out in the mobility sector, such as in [17], where traveler behavior is investigated using ANNs. The authors generate synthetic data to successfully train an ANN which can model decision rule heterogeneity, highlighting that to better understand the model, it is necessary to study the decision-making mechanisms behind ANNs. In [18], neural networks are used to successfully model user pattern behavior in bike-sharing stations, and in [19], neural networks are used to enhance a discrete choice model of user transport mode choice by using an ANN to generate the coefficient related to part of a utility function, improving the model accuracy.

ANNs can also be used to assess consumer’s opinions through text analysis. In [20], the authors apply a recurrent neural network architecture, using long short-term memory elements to analyze Chinese consumers’ preferences towards EVs. Similarly, in [21], the authors use recurrent neural networks and convolutional neural networks to assess Indian consumer sentiments towards EVs.

Overall, the methodology can be quite promising to model user behavior and choice, with less data processing and feature selection necessary, with cases in which the ANNs can outperform the statistical models [22,23]. Moreover, differently from other methods, no assumption is made about the distribution of responses, and the ANNs can also account for panel effects [24]. Therefore, it can be considered as a useful means to model vehicle choice.
behavior, as well as to assess and better understand user behavior and what motivates people to purchase a certain type of vehicle.

1.3. Policy Context

The policy context for mobility, emissions reduction and climate neutral mobility is an important topic in the European Union (EU) [25]. A good overview of different documents and references is available in [5]; among those is the European Strategy for Low-Emission Mobility [26], where the need to reduce emissions in the transport sector by moving towards zero-emission vehicles is highlighted, and the Strategic Transport Research and Innovation Agenda (STRIA), which includes a roadmap exclusively on transport electrification. There are also cases where models are used in the context of policymaking and assessment. In [27], the impact of CO$_2$ restrictions taking into account an energy efficient scenario is investigated, while in [28] the effect of fuel consumption and CO$_2$ emissions labeling is studied, with policy recommendations. Different types of models for electro-mobility are discussed in [29], as well as their use in assessing policy implications.

There can be, nonetheless, gaps on how to effectively use and apply models for policies. Due to the existence of multiple complex variable interactions, understanding and interpreting the data and the model is not always easy. Moreover, the diversity of factors poses an additional complexity for policymakers, as it is unlikely that all factors can be tackled at once. For instance, in the case of EVs, it is necessary to understand not only which are the current barriers and facilitators to be considered [30,31], but also how they can contribute to a faster adoption of EVs. It is therefore expected that a better understanding of user preferences for EVs can lead to better, more effective and more suited policies. For this purpose, this paper proposes an interactive tool based on the ANN model as a means of making such a model more accessible to non-expert stakeholders.

2. Methodology

2.1. Data Processing

This article makes use of data from a stated preference survey carried out in 2017 to understand the factors that influence users’ car type choice in Europe. Such a study is reported in [32], where the generation of the survey is thoroughly explained, along with its structure and objectives. There were in total more than 1200 respondents from six European countries—France (200), Germany (200), Italy (248), Poland (200), Spain (200) and the United Kingdom (200). A more comprehensive analysis of this survey is carried out in [33], where multinomial and nested logit discrete choice models are used to analyze the results.

The survey had as an objective to obtain people’s preferences regarding electric vehicles, and it covered socio-economic characteristics, car ownership and travel patterns and had two stated preference experiments, where the respondents were asked to choose between multiple scenarios. This paper uses results from a stated preference experiment, where respondents were given scenarios with 3 vehicle types (diesel, petrol and EV) and different vehicle characteristics:

- purchase price (EUR);
- operating cost per km (EUR cent/km);
- emission daily charges (daily fee paid for circulating in restricted urban areas) (EUR/day);
- vehicle devaluation (value after 3 years) (EUR);
- driving range on full tank/charge (km);
- refuel or recharge time (minutes).

The attributes had specific values, originating from a predefined set of numbers assigned for each them, generating multiple distinct scenarios (586 in total). Each respondent was presented a scenario and was asked to choose which vehicle they were inclined to purchase. This process was carried out 4 times for each respondent, with each scenario being responded to multiple times by different respondents (for a total of 4992 responses). For the
ANN model, the number of different scenarios (and not the total number of responses) is important, as each scenario will constitute one data point. The dataset had to be processed to convert the responses into scenarios—for each response, a value of 1 was attributed if the EV was chosen, and a value of 0 was attributed if the ICE vehicle was chosen. The average of all the responses (for a given scenario) was then calculated for use as output to the ANN as a fraction of users choosing EV, with the input being the 6 scenario attributes. For example, if for a given scenario 3 respondents chose ICE vehicles and 2 respondents opted for the EV, the fraction of users choosing EV for that scenario would be 0.4.

From the 586 scenarios, 283 had the fraction of users choosing EV equal to 0 (only ICE vehicles chosen for all responses) and 25 scenarios had the fraction of users choosing EV equal to 1 (all the respondents opted for EVs). For the remaining 278 scenarios, the values were between 0 and 1 (with an average of 0.35), meaning that only part of the respondents chose EVs for those scenarios.

Table 1 shows an example of a scenario (with petrol, diesel and battery electric vehicles) with the numerical values for all the attributes.

### Table 1. Example of stated preference question. Based on [33] with data from [32].

| Attribute                           | Petrol Vehicle | Diesel Vehicle | Battery Electric Vehicle |
|-------------------------------------|----------------|----------------|--------------------------|
| Purchase price (EUR)                | 15,800         | 15,800         | 42,100                   |
| Operating cost (cent/km)            | 11             | 10             | 3                        |
| Emission daily charges (EUR/day)    | 14             | 14             | 2.8                      |
| Vehicle value after 3 years (EUR)   | 4390           | 4390           | 16,380                   |
| Range on full tank/charge (km)      | 640            | 830            | 130                      |
| Refuel or recharge time (minutes)   | 5              | 5              | 60                       |

Table 2 shows the minimum and maximum values for each of the attributes for the petrol, diesel and battery electric vehicles. In this way, it is possible to understand the range assigned for each of the parameters.

### Table 2. Minimum and maximum values for each attribute.

| Attribute                           | Min Value | Max Value | Min Value | Max Value | Min Value | Max Value |
|-------------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| Purchase price (EUR)                | 15,800    | 47,400    | 15,800    | 47,400    | 15,800    | 73,700    |
| Operating cost (cent/km)            | 5         | 36        | 5         | 25        | 1         | 17        |
| Emission daily charges (EUR/day)    | 1.2       | 14        | 1.2       | 14        | 0         | 2.8       |
| Vehicle value after 3 years (EUR)   | 4390      | 18,430    | 4390      | 18,430    | 3510      | 28,670    |
| Range on full tank/charge (km)      | 640       | 1200      | 830       | 1560      | 130       | 640       |
| Refuel or recharge time (minutes)   | 5         | 5         | 5         | 5         | 15        | 240       |

2.2. Neural Network Model

Based on the survey responses, a neural network was proposed, with the objective of creating a model that would represent the respondents’ answers. Given as input the features of the vehicles, the model should have as output the fraction of users purchasing a battery electric vehicle (BEV) in alternative to ICE vehicles. In this case, the fraction of users choosing a BEV is calculated for each unique scenario, based on the number of respondents who answered positively with respect to intentions of purchasing a BEV, related to the specific scenarios. For this reason, the vehicle type choice is posed as a regression problem, with outputs that can range from 0 to 1. Figure 1 shows a basic scheme of the desired inputs and output of the neural network. The model has 18 inputs in total, corresponding to the
purchase price, operational cost, low emission incentive/tax, vehicle value after 3 years, driving range and charge/refuel time for petrol, diesel and battery electric vehicles and a single output related to the fraction of users purchasing a BEV.

Furthermore, a neural network structure must be defined to be able to properly model the respondents’ opinions. The choice of the right structure is crucial to obtain the proper results to represent users’ decision-making, which is not a straightforward task and relies a lot on experience and trial and error. Different topologies and structures were tested, with varying number of hidden layers, activation functions and number of neurons per layer. The number of neurons was chosen based on an iterative procedure, starting from a lower number of neurons and evaluating the performance of the ANN. Rectified linear unit (ReLu) activation functions were used [34], and the output layer employed the sigmoid activation function, while batch normalization and dropout layers (with 0.3 dropout rate) were used to improve training performance. The neural network was trained using backpropagation using the Adam [35] optimizer (with 0.01 learning rate) and the loss function being mean absolute error (MAE) [36]. The neural network was implemented using the Keras library [37].

One important step when training a neural network is to take care that the model does not overfit. Overfitting occurs when the model is trained in such a way that it can replicate well the data that was used for the training, but it is not able to generalize to different values that were not used for training. Two procedures that are well-known tools that can be used to avoid overfitting are dropouts and batch normalization. Moreover, it is good practice not to use the full dataset for training of the neural network, and instead to use part of it to validate the trained model throughout the training steps (usually called epochs). The first set (train data) is used in the optimization procedure, while the second set (validation data) is used to calculate the loss function.

In this way, one can compare the accuracy of the model using exclusively the train and the validation data, and when they start to diverge, it can be concluded that the model is starting to overfit (and therefore training should be stopped).

The accuracy of the ANN is compared against a baseline Random Forest (RF) model [38]. This method can be very accurate with small datasets, while also being robust against overfitting. However, when applied to regression problems, Random Forests have the limitation that they cannot extrapolate the range of values of the data used in training, and they also do not interpolate two adjacent input values. This makes the RF model unsuitable for use in the interactive tool, where extrapolation to a full range of inputs is necessary, and highlights the benefits of applying an ANN.

Furthermore, the model can go through an additional testing procedure to visualize its capacity to generalize. The model has been trained with discrete values (e.g., for the scenario generation, the ICE vehicle purchase prices were selected between 3 fixed values,
while the EV purchase prices were selected between 8 values), and its capacity to predict outputs from inputs different than those discrete values is essential for a proper model. For this purpose, a sensitivity analysis was carried out, where the model was tested with different and continuously varying inputs.

Figure 2 shows the overall structure of the neural network.

Figure 2. Neural network structure.

3. Results and Discussion

3.1. Model Verification

After training, the model accuracy should first be verified, to test its performance. For this purpose, a third set of data was used to verify the model accuracy, the test dataset. The total split between training, validation and test sets was 80-10-10 percent. The training data were used for the training routine, the validation data were used for the indicator of performance (loss function), both during training, and the test data were used during the verification procedure.

The model verification was carried out using the mean absolute error (MAE) as indicator, since it was the loss function used for the training. Equation (1) shows the MAE formulation ($y_i$ is the actual number from the dataset, $\hat{y}_i$ is the output from the model and $N$ is the number of samples from the dataset):

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|$$  

(1)

Figure 3 shows the model loss for different verification steps for the training of the ANN. Figure 3a,b show the training and validation losses as the training progressed. After some epochs, the losses started to diverge, meaning that the model was starting to overfit. Therefore, early stopping at that stage was carried out. The final model used for the analysis in the next sections was the one obtained in epoch 23. Moreover, Figure 3c shows the losses relative to the number of neurons in each layer, for values between 5 and 100. As can be seen, the training and validation losses have a minimum at 50 neurons, leading to the choice of the number of neurons for the final model. Finally, Figure 3d shows the losses for...
multiple ANNs with the same structure, but with different random starting weights. This analysis is meant to aid in understanding the robustness of the ANN structure. It is visible that the losses oscillate between 0.15 and 0.16, which is compatible with the training values.

![Figure 3](image-url)

**Figure 3.** Training of neural network model: (a) model loss progression for 500 epochs; (b) zoom in to minimum validation loss; (c) training and validation loss relative to number of neurons per layer; and (d) training and validation loss for multiple instances of the artificial neural network (ANN) with different random starting weights.

Furthermore, Table 3 shows the mean absolute error and MAE standard deviation comparison between the train, validation and test data for the neural network and for the Random Forest baseline model. Both ANN and RF models have a similar performance, with Random Forest having a lower error for the test data, demonstrating its higher robustness to overfitting. The higher variance shows that the error comes mainly from very high differences between the actual values from the survey and the predicted values from the model. A further analysis of the results showed that there were cases where the neural network was predicting the opposite value than the actual data, which are also the data points leading to high error. These cases are believed to be outliers in the dataset and will be discussed in the next sections.
Table 3. Comparison between train, validation and test data indicators for model verification.

|                        | Neural Network | Random Forest |
|------------------------|----------------|---------------|
|                        | Train Data     | Validation Data | Test Data |
| Mean Absolute Error    | 0.158          | 0.151          | 0.182     |
| (MAE)                  |                |                | 0.153     |
| MAE standard deviation | 0.180          | 0.199          | 0.176     |
|                        | 0.205          | 0.204          | 0.183     |

3.2. Sensitivity Analysis

An additional model verification was done by applying a sensitivity analysis, generating variations to one or more input parameters and analyzing the output. For this purpose, an initial set of base input values was chosen. These values were chosen in such a way as to obtain an output close to 0.35 (the average value of the nonzero non-unitary responses), to give enough freedom in the sensitivity analysis variations. Table 4 shows the base values used for this analysis.

Table 4. Input parameters used for testing ANN model. Based on [32].

| Attribute                          | Petrol Vehicle | Diesel Vehicle | Battery Electric Vehicle |
|------------------------------------|----------------|----------------|-------------------------|
| Purchase price (EUR)               | 25,000         | 25,000         | 25,000                  |
| Operating cost (cent/km)           | 14             | 10             | 3                       |
| Emission daily charges (EUR/day)   | 5              | 5              | 0                       |
| Vehicle value after 3 years (EUR)  | 5000           | 5000           | 5000                    |
| Range on full tank/charge (km)     | 640            | 800            | 400                     |
| Refuel or recharge time (minutes)  | 5              | 5              | 60                      |

Initially, the analysis was carried out by varying the input parameters in ±20% and observing the changes in the output. Figure 4a shows the analysis for the 10 most relevant inputs: petrol and diesel vehicle purchase costs, operating costs and range; and BEV purchase costs, operating costs, range and recharge time. The most sensitive parameter was the BEV purchase cost, with inverse sensitivity (a positive change in the input leads to a negative change in the output and vice versa). Figure 4b shows the sensitivity analysis for the BEV purchase price for a range from 5000 to 50,000 Euro.

![Figure 4. Sensitivity analysis—(a) ±20% variation on 10 most relevant inputs and (b) nonlinear curve for sensitivity related to BEV purchase price.](image-url)
The resulting graph shows an s-curve, which can be typical of such models. The presence of this nonlinear behavior means that it is important to analyze not only individual sensitivity but also the interaction between inputs.

For this reason, a dual sensitivity analysis was carried out for the ANN, evaluating the changes in the s-curve from Figure 4b according to variations in other parameters. The evaluation of the input parameters will be shown for: EV driving range, EV charging time, petrol vehicle purchase cost, diesel vehicle purchase cost, petrol vehicle operating costs and diesel vehicle operating costs. The range of the parameters was chosen in such a way as to extrapolate the values shown on Table 2, in such a way as to test the model beyond the data used for its training and testing phases.

Figure 5 shows the evaluation for the varying EV driving range input and EV charging time inputs, in function of the EV purchase price. The EV purchase price is represented on the x-axis, the fraction of users choosing EV is represented on the y-axis and the different curves represent the other varying parameter. The change in the parameters tended to shift the curve with respect to the x-axis (EV price), while the transition slope remained almost unaltered. The results were in accordance with the expected user behavior—EVs with a longer driving range are preferred and similarly a short charging time is much preferred when compared to the longer times. For the EV driving range, the distance between the curves is almost linear, while for the charging time the behavior is non-linear with little change when the charging time is 65 min or lower. With respect to the charging time, it is important to note that the way the survey question was posed, there was no indication of overnight charging, which could be a preferred mode of charging for many users. Therefore, such an option cannot be considered as part of the model.

![Model Evaluation Graph](image)

**Figure 5.** Model evaluation for varying inputs for (a) electric vehicle (EV) driving range and (b) EV charging time.

For the ICE vehicles’ purchase cost, shown in Figure 6, it can be seen that the model displays the expected consumer behavior—the higher the cost of purchasing an ICE vehicle, the more likely that the consumers will opt for an EV instead. However, the model shows a higher variation with respect to the purchase costs related to petrol vehicle purchase prices when compared to the purchase costs of the diesel vehicle, especially when compared with higher EV purchase costs.

Finally, Figure 7 shows the model output (fraction of users choosing an EV) comparison between operating costs (fuel prices) for petrol and diesel vehicles, with respect to the EV purchase price. Overall, the outputs are consistent with what is expected in practice—higher operating costs lead to a lower chance of consumers purchasing the vehicle. Additionally, once again the results related to the diesel vehicle show less variation when compared to the petrol results. An interesting result from analyzing the effect of the fuel costs in users’ preferences is that one could find the tipping point which could lead to
the change of behavior towards purchasing an EV. Such a change could be actionable by policymakers, and therefore useful information to have available in a visualization tool.

Analyzing the overall results from the dual sensitivity analysis, it can be concluded that the model performs well. The curves have a distinguishable s-shape, which can be characteristic of this type of problem. They display a relatively smooth behavior, interpolating between the discrete values used in training (from the scenarios) and extrapolating well with respect to the maximum and minimum values. Even though the overall model accuracy for training and testing was not very high, the resulting curves from the sensitivity analysis show that the model still has satisfying performance and the capability of generalizing to values that were not included in any of the scenarios in the training and testing phases.

When compared with the results from the other models, there are advantages of using an ANN model. It has similar errors when compared to the RF model, with the added value of allowing sensitivity analyses curves and extrapolation of values used for training.

3.3. Interactive Tool

One of the objectives of this work was to create a visualization of the model that is more accessible to a broad audience, including non-expert stakeholders, so that the
impacts of changing the attributes, such as EV range, recharging time and operation cost on powertrain purchasing decisions, can be tried out in an interactive way. For this purpose, an interactive visualization tool was created based on the ANN consumer choice model. It consists of using a graphical user interface where users can easily alter input parameters to the model and visualize how the output is affected.

In this context, the use of neural networks fits quite well within the objective. The most time- and resource-consuming parts of ANNs are the data preparation and processing and the training step. Once the model is trained and validated, it can be run with very little resources or time spent. Therefore, by incorporating the neural network model into the graphical user interface, one can obtain real-time visualization of the results.

Figure 8 shows the graphical interface and the different input parameters that can be varied. It has in total nine sliding bars which can be activated to vary the input values—EV driving range, EV recharge time and EV operation cost, as well as vehicle purchase price, vehicle operation cost and low-emission tax for diesel and petrol vehicles. As a result, the s-curve is changed accordingly, showing the effect of such a change in the fraction of users that would purchase an EV. This allows for a more dynamic evaluation of the model, with the possibility of analyzing its sensitivity when all parameters are changed.

![Interactive tool for visualization of model output.](image)

**Figure 8.** Interactive tool for visualization of model output.

The creation of the tool aims to shorten the gap between scientific models and policymakers by creating a more accessible means of evaluating, understanding and making use of a model. In our case, the graphical interface provides a way for stakeholders to use the ANN model and understand how the result of different measures could affect the consumer intent to purchase EVs, without the need to fully understand how to run it. In a way, it can give direct access to the user, letting them experience the model without needing to have modelling knowledge.

Thus, by making the results accessible through an interactive tool, the understanding of the interrelation and impacts of policy choices that ultimately affect purchasing decisions can be facilitated. As mentioned, the model is based on data from a stated preference survey and consequently takes into account how consumer decisions are made and the extent to which certain parameters have an influence when deciding about vehicle powertrains.

4. Conclusions

This paper presented an artificial neural network model for consumer preference related to electric and internal combustion vehicles. It uses stated preference data from a survey, with the objective of mapping vehicle attributes, such as range, recharge time and purchase and operation costs, to the intent of purchasing an electric vehicle instead of an
internal combustion vehicle. For this purpose, the survey data was processed and used to train the ANN model.

The ANN model has a very similar performance when compared to the Random Forest model, with the added advantage of continuous outputs, which can be used for the policy analysis tool. This highlights the advantages of such a methodology.

An analysis was carried out taking into account the following model inputs: EV purchase price, EV driving range, EV charge time, ICE (petrol and diesel) vehicle purchase price and ICE (petrol and diesel) vehicle operating costs. Overall, the performance of the model was satisfactory, including a sensitivity analysis to verify the model beyond the boundaries of the data used to train it. The results of the ANN model are in line with other studies which apply different methods. In [39], the authors create a nested multinomial logit model and conclude that the vehicle purchase costs are the main drivers for adoption of EVs. In [40], the authors also conclude that vehicle price, vehicle usage, driving range and battery life play a significant role in consumer intentions of purchasing EVs, similar to the results provided by the sensitivity analysis of the ANN model in this work. The methodology overall has proven to be effective. Its advantages are in the ease of use of the data, without much filtering or processing required, as well as the model typology, which was fairly defined. One of the drawbacks of using ANNs is the need for data in large amounts. In our case, there were approximately 1200 respondents (who were presented four scenarios each) and a total of 586 scenarios, which limited the performance of the ANN model. Moreover, with additional respondents, more inputs to the model could have been used to account for unmodelled parameters, such as age and household income.

Additional types of data could also be used for future models, such as presence of public charging infrastructure and users’ opinions on the maximum distance one should be from a charging station. Inclusion of different charging station types, such as public slow chargers, public fast chargers and charging at home overnight are also important inputs to be considered for future surveys and modelling. A similar conclusion on the influence of charging station types, times and costs is presented in [20].

However, there is an advantage with the scalability of the ANNs when very large datasets are available. In this case, ANNs can outperform other models [22,41].

The model sensitivity analysis showed that the most important parameter related to the uptake of EVs is their purchase price, followed by the driving range, both well-known parameters in the literature [42,43]. The recharge time also has a high influence on uptake, with high recharging times leading to very low uptake. In [21], the authors arrive at the same conclusion, that consumers seem to dislike the EV recharging process more when it is compared to standard refueling. Furthermore, by using the ANN model, we are able to verify that the benefits of decreasing the recharge time tend to be less relevant when below 1 h.

Overall, the model showed similar characteristics when comparing petrol and diesel vehicle attributes, but with higher sensitivity towards the petrol attributes. Increasing the purchase cost of ICE vehicles can lead to more users choosing EVs, but with decreased benefits for prices over 35,000 EUR. Fuel prices can have an impact on choice of EVs, but mostly with very high fuel costs.

Finally, the ANN model was included in an interactive tool, as a means to assist the interpretation of data. While the effect of single parameters has been investigated in the past [44], we have created a multi-input model which can be better fit to aid in the assessment of changes in many parameters, allowing for a dynamic sensitivity analysis, understanding the interaction between multiple parameters, which is an advantage of this model. This approach can be used in impact assessments of new policy measures (such as understanding what is the tipping point for EV adoption, which technology developments to favor, and up to which point there is an advantage) and to help understand and communicate the impacts and interrelation of parameters on policy decisions, thus facilitating the policymaking process. The suggestion of a toolset to facilitate policymaking is also encouraged in [40], where the authors bring up the leading role that governments
have in wider EV adoption. A similar discussion is carried out in [45], where the authors discuss the need for better policy tools. In this work, such a tool is developed to be used as a standalone attribute value tool, while it can also be used as part of a more complex system composed of multiple sub-models related to future mobility, meaning that such an interface can be a great way to give accessibility to stakeholders to even more complex problems.

However, the disadvantages of using such a tool can be that it cannot be directly customized to new datasets. It cannot be used as a standalone tool where one can easily include their own survey data and visualize the effects of changes in input parameters. For the moment, the model is fixed, and any changes must still be carried out by the modelers. Further developments are still needed to provide a flexible tool for stakeholders which can be easily retrained without the need for the modeler’s intervention. Moreover, improvements are still foreseen for the future, such as the optimization of the ANN structure.

It is important to note that the dataset used is from a 2017 questionnaire, and thus represents people’s opinions with respect to the technologies and EV models available at that time. As the technologies advance and the public opinion changes, the dataset (and therefore the model) will become less relevant. This is a limitation of using survey data for such a purpose, with the need to carry out new surveys every few years, to update the model and the policy support tool.
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