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REGULAR COVERINGS AND PARALLEL PRODUCTS
OF FAREY MAPS

M. STANIER

Abstract. We examine the structure of Farey maps, which are a class of maps (graph embeddings on surfaces) that have received significant attention recently. We describe how they are related to each other through regular coverings and parallel products, and use these observations to find their complete spectra, recovering some known results. We then examine a similar class of maps defined by Hecke groups.

1. Introduction

Recently, there has been significant research on a class of maps on surfaces known as Farey maps, see [10, 11, 15, 17, 19, 20]. In this paper we use parallel products and regular coverings to describe how they are related to each other, and then calculate their spectra, recovering known results from [17]. We also obtain a result given in [6, 8] in the context of finite fields: the underlying graphs of Farey maps of prime level are Ramanujan graphs. Motivated by this, we study in the same way the maps defined by Hecke groups considered in [11, 15], which are similar to Farey maps but with faces which are quadrilaterals and hexagons rather than triangles.

Using the theory developed in [14] and summarised in [12, 13], we define an algebraic orientable regular map (in what follows we refer to this as a regular map) as a triple $M = (G, x, y)$, where $G$ is a finite group, $G = \langle x, y \rangle$, and $(xy)^2 = e$, the group identity. $M$ is said to be of type $(m, n)$, where $m$ and $n$ are, respectively, the orders of $x$ and $y$ in $G$. A topological map is the embedding of a graph $G$ (the underlying graph) on a compact surface $S$ (the supporting surface) such that each component of the complement of $G$ in $S$ is homeomorphic to an open disc. From $M$ we can construct an oriented topological map with edges defined as the left cosets of $\langle xy \rangle$ in $G$, vertices as the left cosets of $\langle y \rangle$ in $G$, and faces as the left cosets of $\langle x \rangle$ in $G$; incidence is determined by non-empty intersection. Each member of $G$ is thus identified with one of the directed edges, or darts, of this topological representation. Each vertex is incident to $n$ darts, so $n$ is the vertex
valency, and each face is incident to \( m \) darts, so \( m \) is the face valency. The vertices and edges determine the underlying graph and the faces the supporting surface, which is oriented in such a way that the \( n \) incident darts around each vertex are positioned anticlockwise in the order of increasing powers of \( y \).

In [18], the definition of an algebraic map is extended to include a map corresponding to the infinite modular group \( \Gamma = \text{PSL}_2(\mathbb{Z}) \), which is the quotient by \( \{ \pm I \} \), where \( I \) is the \( 2 \times 2 \) identity matrix, of the group

\[
\text{SL}_2(\mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : a, b, c, d \in \mathbb{Z}, ad - bc = 1 \right\}.
\]

We write a member of \( \Gamma \) as

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \begin{pmatrix} -a & -b \\ -c & -d \end{pmatrix} \right\}, \quad \text{where} \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}).
\]

\( \Gamma \) is generated by

\[
\begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}, \quad \text{of order 3, and} \quad \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad \text{and} \quad \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\]

is of order 2.

We define an infinite regular algebraic map \( \mathcal{F} = (\Gamma, X, Y) \), of type \( (3, \infty) \). In the topological representation of \( \mathcal{F} \), any \( \gamma \in \Gamma \) is a dart, and the vertices are the cosets

\[
\gamma \langle Y \rangle = \left\{ \begin{pmatrix} a & ar + b \\ c & cr + d \end{pmatrix} : r \in \mathbb{Z} \right\}.
\]

Given \( a, c \in \mathbb{Z} \) such that \( \gcd(a, c) = 1 \), we can determine a unique vertex of \( \mathcal{F} \): we find \( b, d \in \mathbb{Z} \) such that \( ad - bc = 1 \). Then, if \( \gamma \in \Gamma \) is the matrix with entries \( a, b, c \) and \( d \), the vertex corresponding to the ordered pair \( (a, c) \) is \( \gamma \langle Y \rangle \). Hence we can identify the vertices with the reduced rationals \( a/c \), with the usual convention that \( 1/0 = \infty \). The coset \( \gamma \langle XY \rangle \) is an edge consisting of the two darts \( \gamma \) and \( \gamma XY \). We say that \( a/c \) is the initial vertex of \( \gamma \) and that, as \( b/d \) is the initial vertex of \( \gamma XY \), it is the final vertex of \( \gamma \). The reduced rationals \( a/c \) and \( b/d \) are vertices incident to the same edge, or adjacent vertices, if and only if \( ad - bc = \pm 1 \). \( \mathcal{F} \) is often drawn as a tessellation of the upper half plane known as the **Farey tessellation**, shown in Figure 1.1.

![Figure 1.1. Part of the Farey tessellation.](image-url)
FAREY MAPS

It is shown in [18, Theorem 1] that any regular map on an oriented surface with triangular faces is the quotient of $\mathcal{F}$ by a normal subgroup of finite index of the modular group. In this sense, $\mathcal{F}$ is the universal triangular map.

The principal congruence subgroup $\Gamma(n)$ of level $n$ is the normal subgroup of $\Gamma$ given by:

$$\Gamma(n) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{PSL}_2(\mathbb{Z}) : \begin{bmatrix} a & b \\ c & d \end{bmatrix} \equiv \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \pmod{n} \right\}.$$  

The Farey map of level $n$ is the regular map $\mathcal{M}_3(n) = (\Gamma/\Gamma(n), \mathcal{X}(n), \mathcal{Y}(n))$ of type $(3, n)$. The group $\Gamma/\Gamma(n)$ is isomorphic to $\text{PSL}_2(\mathbb{Z}/n\mathbb{Z})$. Its members, the darts of $\mathcal{M}_3(n)$, are, for $\gamma \in \Gamma$, the cosets $\gamma \Gamma(n)$. As we wish to compare Farey maps of different levels, we will use the following notation for the members of $\text{PSL}_2(\mathbb{Z}/n\mathbb{Z})$:

$$\begin{bmatrix} a & b \\ c & d \end{bmatrix}_n = \left\{ \begin{bmatrix} a' & b' \\ c' & d' \end{bmatrix} \in \text{PSL}_2(\mathbb{Z}) : \begin{bmatrix} a' & b' \\ c' & d' \end{bmatrix} \equiv \begin{bmatrix} a & b \\ c & d \end{bmatrix} \pmod{n} \right\}.$$  

Recall from [19] that the subgroup $\Gamma_1(n)$ of $\Gamma$ is given by

$$\Gamma_1(n) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix}_n \in \text{PSL}_2(\mathbb{Z}/n\mathbb{Z}) : \begin{bmatrix} a & b \\ c & d \end{bmatrix}_n = \begin{bmatrix} 1 & r \\ 0 & 1 \end{bmatrix}_n : r = 0, 1, \ldots, n-1. \right\}$$  

Then we note that $\Gamma_1(n)$ is isomorphic to the subgroup of $\Gamma$ generated by $\mathcal{Y}(n)$, and so the vertices of $\mathcal{M}_3(n)$ are, for $\gamma \in \Gamma$, the cosets $\gamma \Gamma(n)$, and $\gamma \Gamma_1(n)$, or

$$\gamma \Gamma_1(n) = \left\{ \begin{bmatrix} a & ar + b \\ c & cr + d \end{bmatrix}_n : r = 0, 1, \ldots, n-1. \right\}.$$  

Given $a, c \in \mathbb{Z}$ such that $\gcd(a, c, n) = 1$, we can determine a unique vertex of $\mathcal{M}_3(n)$: we find $b, d \in \mathbb{Z}$ such that $ad - bc \equiv 1 \pmod{n}$, then $[a/c]_n$. There is a bijection between these vertices and the Farey fractions defined in [19], which are the equivalence classes $\{(a', c') \in \mathbb{Z} \times \mathbb{Z} : \gcd(a', c', n) = 1, (a', c') \equiv \pm (a, c) \pmod{n}\}$. Note that $[2/2]_5$ is a vertex of $\mathcal{M}_3(5)$ different to $[1/1]_5$, and $[2/0]_5$ is not the same vertex as $[1/0]_5$.

An edge of $\mathcal{M}_3(n)$ is the coset $\gamma \Gamma(n)(X,Y)$, which consists of the two darts $\gamma \Gamma(n)$ and $\gamma \Gamma(n)XY$. If $\gamma \in \Gamma$ is the matrix with entries $a, b, c$ and $d$, we say that $[a/c]_n$ is the initial vertex of $\gamma \Gamma(n)$ and that $[b/d]_n$ is the final vertex of $\gamma \Gamma(n)$. The vertices $[a/c]_n$ and $[b/d]_n$ are adjacent in $\mathcal{M}_3(n)$ if and only if $ad - bc \equiv \pm 1 \pmod{n}$.

The regular map $\mathcal{M}_1 = (G_1, x_1, y_1)$ of type $(m_1, n_1)$ is a regular covering of a regular map $\mathcal{M}_2 = (G_2, x_2, y_2)$ of type $(m_2, n_2)$ if there is a group epimorphism $\sigma$, the covering transformation, from $G_1$ to $G_2$, with $\sigma(x_1) = x_2$ and $\sigma(y_1) = y_2$. If $n_1 > n_2$, we have $\sigma((y_1)^{n_1}) = (\sigma(y_1))^{n_2} = y_2^{n_2}$; but, if $e_1$ and $e_2$ are, respectively, the identities of $G_1$ and $G_2$, $\sigma((y_1)^{n_1}) = \sigma(e_1) = e_2$. Therefore $y_2^{n_2} = e_2$. But $n_2$ is the smallest integer such that $(y_2)^{n_2} = e_2$, so $n_2$ is a divisor of $n_1$. We say that the regular covering is ramified at the vertices with vertex ramification index $n_1/n_2$. If $m_1 > m_2$, then, similarly, $m_2$ is a divisor of $m_1$, and the covering is
ramified at the faces with face ramification index $m_1/m_2$. A regular covering of algebraic maps induces a covering of their supporting surfaces. The fibre of a dart $h_2$ of $M_2$ under a covering transformation $\sigma$ is $\sigma^{-1}(h_2)$. The kernel of $\sigma$ in $G_1$, $\text{Ker}(\sigma)$, is the transitive automorphism group of each fibre. The covering has $r$ sheets if $r = |\text{Ker}(\sigma)|$ (and is a double covering if $r = 2$).

For example, Figure 1.2 shows $M_3(2)$ and $M_3(4)$. The underlying surface of each of these maps is a sphere. $M_3(4)$ is a four sheeted covering of $M_3(2)$, ramified at all the vertices with ramification index 2. The covering transformation takes $X\Gamma(4)$ to $X\Gamma(2)$, and $Y\Gamma(4)$ to $Y\Gamma(2)$. So we have $\gamma\Gamma(4) \rightarrow \gamma\Gamma(2)$ and $[a/c]_4 \rightarrow [a/c]_2$. For instance

\[
\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}_4 \rightarrow \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}_2, \quad [1/0]_4 \rightarrow [1/0]_2, \quad \text{and} \quad [2/1]_4 \rightarrow [0/1]_2.
\]

If $G_1$ and $G_2$ are graphs with dart sets $\Omega_1$ and $\Omega_2$, respectively, the graph tensor product $G_1 \times G_2$ is the graph whose dart set is the cartesian product $\Omega_1 \times \Omega_2$. If $l$ and $m$ are coprime integers, [21, Theorem 2] shows that, if $G_3(l)$ and $G_3(m)$ are the underlying graphs of $M_3(l)$ and $M_3(m)$, there is another map, the parallel product of the maps $M_3(l)$ and $M_3(m)$, whose underlying graph is $G_3(l) \times G_3(m)$. We will define the parallel product in Section 3. It was introduced in [22], and used recently in [12]. It is analogous to the join of hypermaps defined in [2], and to the blend of polytopes used in [16]. We will prove the following two theorems in Sections 2 and 3.

**Theorem 1.1.** For a prime $p$ and a positive integer $k$, $M_3(p^k)$ is a regular covering of $M_3(p^{k-1})$, ramified at the vertices, with ramification index $p$. The covering has 4 sheets if $p^k = 4$, and otherwise has $p^3$ sheets.

![Figure 1.2. The Farey maps $M_3(2)$ and $M_3(4)$.](image-url)
Theorem 1.2. Let \( m \) be a positive integer.

(i) If \( m \) is odd, \( \mathcal{M}_3(2m) \) is the parallel product of the maps \( \mathcal{M}_3(2) \) and \( \mathcal{M}_3(m) \).

(ii) If \( l \) and \( m \) are coprime integers, and neither \( l \) nor \( m \) is twice an odd integer, then \( \mathcal{M}_3(lm) \) is a regular unramified double covering of the parallel product of \( \mathcal{M}_3(l) \) and \( \mathcal{M}_3(m) \).

A graph homomorphism \( \pi \) from a graph \( G_1 \) to a graph \( G_2 \) is a mapping from the vertex set of \( G_1 \) to the vertex set of \( G_2 \) which preserves adjacency. The homomorphism \( \pi \) is a graph covering transformation if there is bijection between the set of vertices adjacent to a vertex \( v \) of \( G_2 \) and the set of vertices adjacent to any vertex of \( G_1 \) in \( \pi^{-1}(v) \). \( G_1 \) is then a graph covering of \( G_2 \), as defined in [7]. Note that, if \( G_1 \) and \( G_2 \) are the underlying graphs of two maps, \( \pi \) may not be induced by a map covering transformation. We will show that, for a prime \( p \), \( \mathcal{G}_3(p) \) is a graph covering of the complete graph on \( p + 1 \) vertices.

The eigenvalues of the adjacency matrix of graph \( G \) with \( N \) vertices are \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \). The spectrum of \( G \) is the multiset of these eigenvalues with their multiplicities, which we write \( \text{sp}(G) = \{\lambda_1^{(m_1)}, \lambda_2^{(m_2)}, \ldots, \lambda_i^{(m_i)}\} \) if its \( i \) distinct eigenvalues are \( \lambda_1, \lambda_2, \ldots, \lambda_i \) with multiplicities \( m_1, m_2, \ldots, m_i \) respectively. If \( G \) is the underlying graph of a map \( M \), the spectrum of \( M \) is defined as \( \text{sp}(M) = \text{sp}(G) \). We simplify notation by writing \( \text{sp}_3(n) = \text{sp}(\mathcal{M}_3(n)) \). We define a product of multisets: if \( \text{sp}(M_1) = \{\lambda_1^{(m_1)}, \lambda_2^{(m_2)}, \ldots, \lambda_l^{(m_l)}\} \), and \( \text{sp}(M_2) = \{\mu_1^{(i_1)}, \mu_2^{(i_2)}, \ldots, \mu_j^{(i_j)}\} \), then \( \text{sp}(M_1) \text{sp}(M_2) = \{\lambda_r \mu_r^{(m_l i_s)} : r = 1, \ldots, l; s = 1, \ldots, j\} \). Also, for \( k \in \mathbb{Z} \), we write \( k\text{sp}(M_1) = \{k \lambda_1^{(m_1)}, k \lambda_2^{(m_2)}, \ldots, k \lambda_l^{(m_l)}\} \).

In [3, 4, 5] the spectra of graphs are found using coverings ramified at the face centres of maps. We use Theorems 1.1 and 1.2, and regular coverings ramified at map vertices, to find, iteratively, the spectrum of the Farey map \( \mathcal{M}_3(n) \) from the prime decomposition of \( n \). We have

\[
\text{sp}_3(2) = \{-1^{(2)}, 2\}, \quad \text{sp}_3(3) = \{-1^{(3)}, 3\} \quad \text{and} \quad \text{sp}_3(4) = \{-2^{(2)}, 0^{(4)}, 4\}.
\]

For higher values of \( n \), we prove the following two theorems in Sections 6 and 7. We need the formula for the number of vertices of \( \mathcal{M}_3(n) \), which is, from [11],

\[
|V_3(n)| = \frac{n^2}{2} \prod_{p|n} \left(1 - \frac{1}{p^2}\right),
\]

where the product is over all prime divisors of \( n \).

Theorem 1.3. Let \( p \) be a prime, and \( k \) a positive integer.

(i) If \( p > 3 \), then

\[
\text{sp}_3(p) = \{-\sqrt{p}^{(m)}, -1^{(p)}, \sqrt{p}^{(m)}, p\}, \quad \text{where} \quad m = \frac{1}{4}(p - 3)(p + 1).
\]

(ii) If \( p^k > 4 \), then, putting \( c = (p - 1)|V_3(p^{k-1})| \)

\[
\text{sp}_3(p^k) = p \text{sp}_3(p^{k-1}) \cup \left\{-\sqrt{p^k}^{(\frac{1}{2}p c)}, 0^{(c)}, \sqrt{p^k}^{(\frac{1}{2}p c)}\right\}, \quad \text{where} \quad c = (p - 1)|V_3(p^{k-1})|.
\]
For example, because \( sp_3(7) = \{ -\sqrt{7}^{(8)}, -1^{(7)}, \sqrt{7}^{(8)}, 7 \} \), it follows that 
\[
sp_3(49) = \{ -7\sqrt{7}^{(8)}, -7^{(511)}, 0^{(144)}, 7^{(504)}, 7\sqrt{7}^{(8)}, 49 \}.
\]

**Theorem 1.4.** Let \( m \) be a positive integer.
(i) If \( m \) is odd, then \( sp_3(2m) = sp_3(2)sp_3(m) \).
(ii) If \( l \) and \( m \) are coprime integers, and neither \( l \) nor \( m \) is twice an odd integer, then 
\[
sp_3(lm) = sp_3(l)sp_3(m) \cup \{ -\sqrt{lm}^{(N/4)}, \sqrt{lm}^{(N/4)} \},
\]
where \( N = |V_3(lm)| \).

For example,
\[
sp_3(14) = \{ -1^{(2)}, 2 \} \{ -\sqrt{7}^{(8)}, -1^{(7)}, \sqrt{7}^{(8)}, 7 \}
= \{ -7^{(2)}, -2\sqrt{7}^{(8)}, -2^{(7)}, -\sqrt{7}^{(16)}, 1^{(14)}, \sqrt{7}^{(16)}, 2\sqrt{7}^{(8)}, 14 \}.
\]
\[
sp_3(28) = \{ -2^{(2)}, 0^{(3)}, 4 \} \{ -\sqrt{7}^{(8)}, -1^{(7)}, \sqrt{7}^{(8)}, 7 \} \cup \{ -2\sqrt{7}^{(72)}, 2\sqrt{7}^{(72)} \}
= \{ -14^{(2)}, -4\sqrt{7}^{(8)}, -2\sqrt{7}^{(88)}, -4^{(7)}, 0^{(72)}, 2^{(14)}, 2\sqrt{7}^{(88)}, 4\sqrt{7}^{(8)}, 28 \}.
\]

We also show that the underlying graphs of certain maps defined by Hecke groups are graph double coverings of the underlying graphs of the Farey map \( M_3(n) \). We use this result to find their spectra.

2. Farey maps and regular coverings: the proof of Theorem 1.1

We prove Theorem 1.1 by giving a more general result, which we will also use later.

**Lemma 2.1.** If \( n = dm \), the Farey map \( M_3(n) \) is a regular map covering of \( M_3(m) \) of order \( d^3 \) if \( d \neq 2 \), or 4 if \( d = 2 \), which is ramified at the vertices with ramification index \( d \). The covering transformation takes the dart \( \gamma \Gamma(n) \) to the dart \( \gamma \Gamma(m) \), and the vertex \( [a/c]_n \) to the vertex \( [a/c]_m \).

**Proof.** We have \( M_3(n) = (\Gamma/\Gamma(n), \chi \Gamma(n), \chi \Gamma(n)) \) and \( M_3(m) = (\Gamma/\Gamma(m), \chi \Gamma(m), \chi \Gamma(m)) \). We define the mapping 
\[
\sigma : \Gamma/\Gamma(n) \rightarrow \Gamma/\Gamma(m), \quad \chi \Gamma(n) \rightarrow \chi \Gamma(m), \quad \chi \Gamma(n) \rightarrow \chi \Gamma(m),
\]
This is is an epimorphism and so a covering transformation, since, as \( m \) is a divisor of \( n \), \( \Gamma(n) \) is a subset of \( \Gamma(m) \).

As 
\[
\sigma \left( \begin{bmatrix} 1 + km & rm \\ sm & 1 - km \end{bmatrix} \right)_n = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}_m
\]
for \( k, r, s = 0, 1, \ldots, d - 1 \), the kernel of \( \sigma \) has order \( d^3 \) if \( d \neq 2 \), or 4 if \( d = 2 \).

Since \( \Gamma = \langle X, Y \rangle \), for all \( \gamma \in \Gamma \), \( \sigma(\gamma \Gamma(n)) = \gamma \Gamma(m) \). The vertices of \( M_3(n) \) are the cosets \( \gamma \Gamma_1(n) = [a/c]_n \). So \( \sigma(\gamma \Gamma_1(n)) = \gamma \Gamma_1(m) = [a/c]_m \). \( \square \)
Putting $n = p^{k-1}, d = p$ in Lemma 2.1 then proves Theorem 1.1.

3. Farey maps and parallel products: the proof of Theorem 1.2

In order to decompose $\mathcal{M}_3(n)$ for a composite $n$, we use a product of maps which is consistent with the tensor product of their underlying graphs, following the approach in [22].

**Definition 3.1.** Let $G_1$ be a finite group generated by $x_1$ and $y_1$, and let $G_2$ be a finite group generated by $x_2$ and $y_2$. We define the parallel product of $(G_1, x_1, y_1)$ and $(G_2, x_2, y_2)$ as the group $(E, (x_1, x_2), (y_1, y_2))$, where $E$ is the subgroup of $G_1 \times G_2$ generated by $(x_1, x_2)$ and $(y_1, y_2)$.

If $x_1y_1$ and $x_2y_2$ are both of order 2, so is $(x_1y_1, x_2y_2)$. Then the triple $(E, (x_1, x_2), (y_1, y_2))$ defines a regular map, which is the parallel product of the maps $\mathcal{M}_1 = (G_1, x_1, y_1)$ and $\mathcal{M}_2 = (G_2, x_2, y_2)$. If $G_1 = \Gamma/H$ and $G_2 = \Gamma/K$, where $H$ and $K$ are both normal subgroups of $\Gamma = \langle X, Y \rangle$, then from [12, Lemma 3(viii)] and [2, Theorem 3.1], the parallel product is isomorphic to the map $(\Gamma/H \cap K, XH \cap K, YH \cap K)$.

We now prove Theorem 1.2. It gives an iterative method for decomposing the Farey map $\mathcal{M}_3(n)$ into a series of regular coverings and parallel products given the prime decomposition of $n$.

**Proof of Theorem 1.2.** Let $l$ and $m$ be positive coprime integers. Then $a \equiv b \pmod{lm}$ if and only if $a \equiv b \pmod{l}$ and $a \equiv b \pmod{m}$, so that $\Gamma(lm) \subset \Gamma(l) \cap \Gamma(m)$. So we can define the group epimorphism

$$
\sigma : \Gamma/\Gamma(lm) \longrightarrow \Gamma/(\Gamma(l) \cap \Gamma(m))
$$

$$
\gamma : \Gamma(lm) \longrightarrow \gamma(\Gamma(l) \cap \Gamma(m)).
$$

Then $\sigma$ is a regular map covering transformation. It maps each member of $\Gamma/\Gamma(lm)$, a coset $\gamma \Gamma(lm)$, onto the coset $\gamma \Gamma(l) \cap \Gamma(m)$ in which it is contained, which is a member of $\Gamma(l) \cap \Gamma(m)$. In particular the kernel of $\sigma$ consists of those members of $\Gamma(l) \cap \Gamma(m)$ which are mapped onto the identity of $\Gamma(l) \cap \Gamma(m)$. This is the coset of $\Gamma(l) \cap \Gamma(m)$ in $\Gamma$ containing the identity of $\Gamma$, which is $\Gamma(l) \cap \Gamma(m)$.

If a matrix with entries $a, b, c$ and $d$ is a member of $(\Gamma/\Gamma(lm)) \cap (\Gamma(l) \cap \Gamma(m))$, then $a \equiv d \equiv \pm 1 \pmod{l}$, $b \equiv c \equiv 0 \pmod{l}$, and $a \equiv d \equiv \pm 1 \pmod{m}$, $b \equiv c \equiv 0 \pmod{m}$. Then $b \equiv c \equiv 0 \pmod{lm}$ and either $a \equiv d \equiv \pm 1 \pmod{lm}$ or $a \equiv d \equiv \pm u \pmod{lm}$ for any $u \in U$, where $U = \{u \in \mathbb{Z} : u \equiv 1 \pmod{r} \text{ and } u \equiv -1 \pmod{s}\}$. If either $l = 2$ or $m = 2$ (or both), then $U = \emptyset$, so that $\Gamma(2) \cap \Gamma(m) = \Gamma(2m)$, and $\mathcal{M}_3(2s)$ is the parallel product of $\mathcal{M}_3(2)$ and $\mathcal{M}_3(m)$. If neither $l$ nor $m$ is equal to 2, as $\gcd(l, m) = 1$, there is exactly one $u$, modulo $lm$, such that $u \equiv 1 \pmod{l}$ and $u \equiv -1 \pmod{m}$. So, as $\sigma^{-1}(\Gamma(l) \cap \Gamma(m)) = \{\Gamma(lm), u\Gamma(lm)\}$ is of order 2, $\mathcal{M}_3(lm)$ is a double covering of the parallel product of $\mathcal{M}_3(l)$ and $\mathcal{M}_3(m)$, unramified at the vertices as both maps have vertex valency $lm$. \qed
4. Evaluation of spectra using regular coverings

In this section we give some general results for regular graphs and maps. Recall that, if $M_1$ is a regular covering of $M_2$ with covering transformation $\sigma$, and $h$ is a dart of $M_2$, then $\sigma^{-1}(h)$ is the fibre of $h$. If $v$ is a vertex of $M_2$, we define the fibre of $v$ as $\sigma^{-1}(v)$.

**Lemma 4.1.** Let $M_1 = (G_1, x_1, y_1)$ and $M_2 = (G_2, x_2, y_2)$ be regular maps with vertex valencies $n$ and $m$, respectively, and let $M_1$ be a regular covering of $M_2$. Then if $v$ and $v'$ are adjacent vertices of $M_2$, each of the vertices in the fibre of $v$ is adjacent to exactly $d = n/m$ of the vertices in the fibre of $v'$.

**Proof.** Let $\sigma$ be the covering transformation, and let $r$ be the number of sheets of the covering, so that $r = |\text{Ker}(\sigma)|$. Let $h$ be a dart of $M_2$ with initial vertex $v$ and final vertex $v'$. Let $|\sigma^{-1}(v)| = s$, and let $w$ be a vertex of $M_1$ in $\sigma^{-1}(v)$. Then the orbit of $w$ under the action of $\text{Ker}(\sigma)$ is $\sigma^{-1}(v)$. Let $d$ be the number of vertices in $\sigma^{-1}(v')$ adjacent to $w$. Then the stabiliser of $w$ in $\text{Ker}(\sigma)$ is the set of darts in $\sigma^{-1}(h)$ incident to $w$. By the orbit stabiliser theorem $r = sd$. Now let $D$ be the set of all darts in the fibres of all of the $m$ darts incident to $v$. We have $|D| = rm = sn$, so $dm = n$. \hfill $\square$

**Lemma 4.2.** Let a graph $G_1$ be a regular covering of a graph $G_2$ with graph covering transformation $\phi$. Let $v$ and $v'$ be two adjacent vertices of $G_2$. Then any vertex in $\phi^{-1}(v)$ is adjacent to exactly one of the vertices in $\phi^{-1}(v')$.

**Proof.** Let $w$ be a member of $\phi^{-1}(v)$. There is a bijection between $v$ and its adjacent vertices and $w$ and its adjacent vertices which takes $v'$ to just one vertex adjacent to $w$. \hfill $\square$

The adjacency matrix of a graph $G$ on $N$ vertices, $v_1, v_2, \ldots, v_N$, is an $N \times N$ square matrix whose rows and columns are indexed by the graph vertices. The entry in the $i^{th}$ row and the $j^{th}$ column is $e_{ij}$. If $v_i$ and $v_j$ are adjacent, $e_{ij} = 1$, otherwise $e_{ij} = 0$. An adjacency matrix is symmetrical for an undirected graph, and all its diagonal entries are 0 if the graph contains no loops. By definition, $\lambda \in \mathbb{R}$ is an eigenvalue of an $N \times N$ symmetric matrix $C$ with eigenvector $x$ if $Cx = \lambda x$. If $A$ is an adjacency matrix, an eigenvector $x$ has $N$ components $x_v$ for each of $v = v_1, v_2, \ldots, v_N$, and $\lambda$ is an eigenvalue of $A$ with eigenvector $x$ if and only if, for all $v$,

$$\lambda x_v = \sum_{u \sim v} x_u,$$

where the sum is over all the vertices of the graph adjacent to $v$.

**Lemma 4.3.** Let $G_1$ and $G_2$ be two regular graphs with vertex valencies $n$ and $m$ respectively, where $n = dm$, and suppose either that they are the underlying graphs of two regular maps $M_1$ and $M_2$, and that $M_1$ is a regular map covering of $M_2$, or, if $d = 1$, that $G_1$ is a graph covering of $G_2$. Let $N$ be the number of vertices of $G_2$. Then

(i) $d \text{sp}(G_2) \subset \text{sp}(G_1)$
(ii) if \( d > 2 \), \( d \text{ sp}(G_2) \cup \{0^{(n)}\} \subset \text{sp}(G_1) \); \( \gamma \geq \begin{cases} N(d - 1) & \text{if } d \text{ is odd}, \\ N(d - 2) & \text{if } d \text{ is even}. \end{cases} \)

Proof. Let \( \pi \) be the regular map covering transformation or graph covering transformation of \( G_2 \) by \( G_1 \). Let \( w \) be a vertex of \( G_1 \) and \( v \) a vertex of \( G_2 \) with \( \pi(w) = v \). Then, from Lemmas 4.1 and 4.2, if \( v' \) is adjacent to \( v \) in \( G_2 \), \( w \) is adjacent to \( d \) of the vertices in \( \pi^{-1}(v') \). Let \( \lambda \) be an eigenvalue of \( G_2 \) with eigenvector \( x \).

(i) Define the vector \( y \) by \( y_w = x_{\pi(w)} \) for all vertices \( w \) of \( G_1 \). Then

\[
\sum_{w' \sim w} y_{w'} = d \sum_{v' \sim v} x_{v'} = d\lambda x_v = d\lambda y_w.
\]

So \( d\lambda \) is an eigenvalue of \( G_1 \) with eigenvector \( y \). Since a different vector \( y \) corresponds to each vector \( x \) in the eigenspace of \( \lambda \), the geometric multiplicity of \( d\lambda \) in \( G_1 \) is at least that of \( \lambda \) in \( G_2 \).

(ii) Let \( v \) be a vertex of \( G_2 \), and let \( w \) be a vertex in the fibre of \( v \). Let the \( m \) neighbours of \( v \) be \( v'_i \) for \( i = 1, \ldots, m \). For each \( w \in \pi^{-1}(v) \), label the \( d \) vertices in the fibre of each \( v'_i \) adjacent to \( w \) as \( w'_i, \ldots, w'_{id} \). Let \( K \) be an integer such that \( 1 \leq K < d \) for odd \( d \), or \( 1 \leq K < d - 1 \) for even \( d \). Then, for any pair \((v, K)\), we define a vector \( z \) by its components \( z_u \) (here the component \( z_u \) corresponds to the vertex \( u \) of \( G_1 \)):

\[
z_u = \begin{cases} 1 & \text{if } u = w'_iK \text{ for some } w \in \pi^{-1}(v) \text{ and some } v_i \text{ adjacent to } v, \\ -1 & \text{if } u = w'_{i(K+1)} \text{ for some } w \in \pi^{-1}(v) \text{ and some } v_i \text{ adjacent to } v, \\ 0 & \text{otherwise}. \end{cases}
\]

Let \( A \) be the adjacency matrix of \( G_1 \). Then, for each pair \((v, K)\), the \( r \)'th component of the vector \( Az \) is

\[
\sum_u e_{ur} z_u = \sum_{w \in F} \left( \sum_{i=1}^m e_{w'_iK, w} - \sum_{i=1}^m e_{w'_{i(K+1)}, w} \right) = \sum_{w \in F} \sum_{i=1}^m (1 - 1) = 0z_r,
\]

where \( F = \pi^{-1}(v) \). So 0 is an eigenvalue of \( G_1 \) with eigenvector \( z \). The vectors \( z \) together with \( y \) form a linearly independent set. So, as \( G_2 \) has \( N \) vertices \( v \), and \( K \) takes \( d - 1 \) or \( d - 2 \) values, 0 is an eigenvalue of \( G_1 \) with (possibly additional) geometric multiplicity at least \( N(d - 1) \) for odd \( d \), or \( N(d - 2) \) for even \( d \). \( \square \)

We will also use the following result.

Lemma 4.4. Let \( A \) be a symmetric \( N \times N \) matrix, and suppose that, for some integer \( n \),

\[
A^2 - nI = \begin{pmatrix} C & C & \cdots & C \\ C & C & \cdots & C \\ \vdots & \vdots & \ddots & \vdots \\ C & C & \cdots & C \end{pmatrix},
\]

where \( C \) is an \( r \times r \) symmetric matrix. Then either \( \sqrt{n} \) or \( -\sqrt{n} \) or both are eigenvalues of \( A \) with total geometric multiplicity greater than or equal to \( N - \text{rank}(C) \).
Proof. The rows and columns of \(A^2 - nI\) are not linearly independent, so its determinant is 0 and \(n\) is an eigenvalue of \(A^2\). Since \(|A^2 - nI| = |A - \sqrt{n}I||A + \sqrt{n}I|\), \(\sqrt{n}\) or \(-\sqrt{n}\) or both are eigenvalues of \(A\) with total multiplicity equal to the multiplicity of \(n\) as an eigenvalue of \(A^2\). The geometric multiplicity of an eigenvalue \(\lambda\) of a matrix \(M\) is \(\gamma(\lambda)\). It is the dimension of the space generated by its eigenvectors, and equal to the nullity of \(M - \lambda I\). So
\[
\gamma(\lambda) = \text{rank}(M - \lambda I).
\]
The result follows as the rank of \(A^2 - nI\) is equal to the rank of \(C\). \(\square\)

5. Farey maps and complete graphs

We show that the underlying graphs of Farey maps of prime level are graph coverings of complete graphs. The spectra of complete graphs are known, so this will enable us to find the spectra of the Farey maps. We first collect some necessary information about the vertices of \(M_3(n)\).

The poles of the map \(M_3(n)\) are defined in [19] as the vertices \([a/0]_n\), with \(a\) coprime to \(n\). Let \(v\) be any vertex of \(M_3(n)\) and let \(M\) be an automorphism which takes the vertex \([1/0]_n\) to \(v\). Then we define the copoles of \(v\) as \(M[a/0]_n\) for \(a = 1, \ldots, h\). If \(d\) is such that \(ad \equiv \pm 1 \pmod{n}\) and \(1 \leq d \leq n/2\), then the vertices \([b/d]_n\) for \(b = 0, \ldots, n - 1\) are adjacent to \([a/0]_n\). The star a vertex consists of that vertex and all vertices adjacent to it. [19, Theorem 7] shows that the stars of the \(h = \frac{1}{2}(p - 1)\) poles of \(M_3(p)\) for a prime \(p\) each contain \(p + 1\) vertices, are disjoint, and, together, include all of the \(\frac{1}{2}(p^2 - 1) = h(p + 1)\) vertices of \(M_3(p)\).

Theorem 5.1. The underlying graph of the Farey map \(M_3(p)\), for an odd prime \(p\), is a graph covering of order \(\frac{1}{2}(p - 1)\) of the complete graph \(K_{p+1}\) on \(p + 1\) vertices.

Proof. We label the \(p + 1\) vertices of \(K_{p+1}\) as \(0, 1, \ldots, p\). We define a transformation \(\phi\), which takes each vertex of \(M_3(p)\) together with all its copoles to the same vertex of \(K_{p+1}\).

\[
\phi: \text{vertices of } M_3(p) \longrightarrow \text{vertices of } K_{p+1}
\]

\[
[a/0]_p \longrightarrow p
\]

for \(b \neq 0\),

\[
[a/b]_p \longrightarrow ab^{-1}.
\]

There is a bijection \(\tau\) between \([1/0]_p\) and its adjacent vertices, and the vertices of \(K_{p+1}\):

\[
\tau: \text{vertices of the star of } [1/0]_p \longrightarrow \text{vertices of } K_{p+1}
\]

\[
[1/0]_p \longrightarrow p
\]

for \(b = 0, \ldots, p - 1\),

\[
[b/1]_p \longrightarrow b.
\]

Let \(v\) be any vertex of \(M_3(p)\), and let \(M\) be an automorphism of \(M_3(p)\) which takes the vertex \([1/0]_p\) to \(v\). Then the transformation \(\tau M\) is a bijection between
We denote the adjacency matrix of $H_p$ as $A = \frac{1}{2}(p - 1)$ sheets as $p$ has $h$ pre-images.

6. The spectrum of $M(p^k)$ for a prime $p$: proof of Theorem 1.3

We denote the adjacency matrix of $M_3(n)$ as $A(n)$, and index its rows and columns according to the labelling we choose for the vertices of $M_3(n)$. In particular we will label the vertex $[1/0]_n$ as $v_0$, so that it corresponds to the first row and column of $A(n)$. The entry of $A(n)^2$ corresponding to the vertices $v_1$ and $v_2$ is equal to the number of walks of length 2 connecting them. (See, for instance, [7, Lemma 8.1.2]).

We find this by extending the results given in [19, Theorems 11–15] for the distance between two Farey map vertices.

Lemma 6.1. Let $b, d$ be such that $\gcd(b, d, n) = 1$, so that $v_1 = [b/d]_n$ is a vertex of $M_3(n)$, and let $\gcd(d, n) = r$. Then the number of walks of length 2 between $v_0$ and $v_2$ is $2$ if $r = 1$, $0$ if $r$ is not a divisor of either of $b \pm 1$, $r$ if $r$ is a divisor of one of $b \pm 1$, and $4$ if $r = 2$ and $b$ is odd.

Proof. Since all vertices adjacent to $[1/0]_n$ are $[x/1]_n$ for $x \in \mathbb{Z}$, the vertex $v_1$ has a walk of length 2 to $[1/0]_n$ if and only if there is a vertex $[x/1]_n$ adjacent to $[b/d]_n$, that is if and only if there is an integer $x$ such that

$$xd \equiv b \pm 1 \pmod{n}.$$

Then our result is the total number of solutions modulo $n$ to these 2 congruences. We prove it by recalling, for instance from [1, Theorems 5.12–5.14], that each congruence has one solution modulo $n$ if and only if if $\gcd(d, n) = 1$, no solutions if $\gcd(d, n) = r$ and $r$ does not divide either of $d \pm 1$, and $r$ solutions if $r \neq 2$ and $r$ divides either $b+1$ or $b-1$. If $r = 2$ and $b$ is odd, $2$ divides both $b+1$ and $b-1$, giving 4 walks of length 2.

Given any two vertices $v_i = [a/c]_n$ and $v_j = [b/d]_n$ of $M_3(n)$ we will use this lemma to find the $ij$ entry of $A(n)^2$ in the following way: let $\Delta_n(ij) = ad - bc$, and let $\lambda_n(i), \mu_n(i) \in \mathbb{Z}$ be any two integers such that $\lambda_n(i)(a) + \mu_n(i)(c) + vn = 1$ for some $v \in \mathbb{Z}$. Then there is an automorphism $M_n(i)$ which takes $v_1$ to $v_0$, and $v_j$ to $v_1 = [\beta_n(ij)/\Delta_n(ij)]_n$, where $\beta_n(ij) = \lambda_n(i)b + \mu_n(i)d$. The $ij$ entry of $A(n)^2$ is then given by Lemma 6.1.

Lemma 6.2. If $\Delta_n(ij) \equiv 0 \pmod{n}$, the $ij$ entry of the matrix $A(n)^2 - nI$ is 0.

Proof. If $\Delta_n(ij) = vn$ for some $v \in \mathbb{Z}$, $M_n(i)$ takes $v_i$ and $v_j$ to $[1/0]_n$ and $[\beta_n(ij)/vn]_n$. Then $r = n$ divides $\beta_n(ij) \pm 1$ if and only if $\beta_n(ij) = \pm 1 + \kappa n$ for some $\kappa \in \mathbb{Z}$, in which case $[\beta_n(ij)/vn]_n = v_0$; so $v_i = v_j$, and the $ii$ entry of $A(n)^2$ is $n$, as expected, since there are $n$ paths to and from $v_i$ along each of the $n$ edges incident to $v_i$. If $\beta_n(ij) \neq \pm 1 \pmod{n}$, $v_j \neq v_j$. In this case the $ij$ entry of $A(n)^2$ is 0, as [19, Theorem 14] shows that the shortest path between these vertices is of length 3.

\[\blacksquare\]
The underlying graphs of $\mathcal{M}_3(2)$ and $\mathcal{M}_3(3)$ are the complete graphs on 3 and 4 vertices, respectively. The spectrum of the complete graph on $k + 1$ vertices is $\{-1^{(k)}, k\}$, therefore $\text{sp}_3(2) = \{-1^{(2)}, 2\}$ and $\text{sp}_3(3) = \{-1^{(3)}, 3\}$. We can now prove Theorem 1.3(i).

**Proof of Theorem 1.3 (i).** All congruences in this proof are modulo $p$. As the spectrum of $K_{p+1}$ is $\{-1^{(p)}, p\}$, from Lemmas 4.3 and 5.1, $\{-1^{(p)}, p\} \subset \text{sp}(p)$. If $\Delta_p(ij) \neq 0$, $\text{gcd}(\Delta_p(ij), p) = 1$ and the $ij$ entry of $A(p)^2$ is 2. We order the vertices of $\mathcal{M}_3(p)$ so that, if $v_i = [a/c]_p$, $i = a(p + 1)$ when $c \equiv 0$, and $i = c^{-1}p + ac^{-1}$ if $c \not\equiv 0$. This ensures that the $p + 1$ vertices of each of the $h = \frac{1}{2}(p - 1)$ stars are together, with the poles $p + 1$ positions apart. Then $\Delta_p(ij) \equiv 0$ if, putting $v_i = [b/d]_p$, $ad - bc \equiv 0$. If $c \equiv 0$, as $a \not\equiv 0$, $d \equiv 0$, so $i = a(p + 1)$ and $j = b(p + 1)$. If $c \not\equiv 0$, $i = c^{-1}p + ac^{-1}$, $j = d^{-1}p + bd^{-1}$, and $ac^{-1} - bd^{-1} \equiv 0$, so the $ij$ entry of $A(p)^2$ is 0 if and only if $i$ and $j$ are a multiple of $p + 1$ positions apart. Therefore

$$A(p)^2 - pI = \begin{pmatrix} C & C & \cdots & C \\ C & C & \cdots & C \\ \vdots & \vdots & \ddots & \vdots \\ C & C & \cdots & C \end{pmatrix} \quad \text{where} \quad C = \begin{pmatrix} 0 & 2 & \cdots & 2 \\ 2 & 0 & \cdots & 2 \\ \vdots & \vdots & \ddots & \vdots \\ 2 & 2 & \cdots & 0 \end{pmatrix}.$$ 

The matrix $A(p)^2 - pI$ is arranged as $h \times h$ copies of the $(p + 1) \times (p + 1)$ matrix $C$. The $ij$ element of $C$ is equal to 2 if $i \neq j$, or to 0 if $i = j$. Then, from Lemma 4.4, $\sqrt{p}$ or $-\sqrt{p}$ or both are eigenvalues of $\mathcal{M}_3(p)$ with $\gamma(-\sqrt{p}) + \gamma(\sqrt{p}) \geq \frac{1}{2}(p + 1)(p - 3)$. The result follows as the total multiplicity of the eigenvalues of $\mathcal{M}_3(p)$ is the number of its vertices, or $\frac{1}{2}(p + 1)(p - 1)$.

To prove Theorem 1.3 (ii), we need the following lemmas. We define $q = p^{k-1}$.

**Lemma 6.3.** Let $\Delta$ and $a$ be integers such that $\Delta + aq \not\equiv 0 (\text{mod } pq)$. Then, we have

$$\text{gcd}(\Delta, q) = \text{gcd}(\Delta + aq, pq).$$

**Proof.** Let $r = \text{gcd}(\Delta, q)$ and $s = \text{gcd}(\Delta + aq, pq)$. It is straightforward to see that $r \leq s$. Then, as $\Delta + aq \not\equiv 0 (\text{mod } pq)$, $s = p^l$, where $0 \leq l \leq k - 1$. Hence $s$ divides $q$, and so, since $s$ divides $\Delta + aq$, $s$ divides $\Delta$. Consequently $s \leq r$. Therefore $s = r$, as required.

**Lemma 6.4.** If $p^k > 4$, and the number of vertices of $\mathcal{M}_3(p^{k-1})$ is $N$, then

$$\{(\sqrt{p^l})^{(m)}, (\sqrt{p^l})^{(m)}\} \subset \text{sp}(p^k), \quad \text{where} \quad m = \frac{1}{2}p(p - 1)N.$$  

**Proof.** From Lemma 2.1, there is a regular covering of $\mathcal{M}_3(q)$ by $\mathcal{M}_3(pq)$. Let $v_i = [a/c]_q$ and $v_j = [b/d]_q$ be vertices of $\mathcal{M}_3(q)$. Let $w_j$ and $w_j$ be vertices of $\mathcal{M}(pq)$ such that $w_j$ is in the fibre of $v_i$, so that $w_j = [a + sp/c + tp]_{pq}$, for some $s, t \in \mathbb{Z}$, and $w_j$ is in the fibre of $v_j$.

We compare the entries of $A(p)^2$ and $A(q)^2$. We can check that $\beta_{pq}(fg) = \beta_q(ij) + pq$, and $\Delta_{pq}(fg) = \Delta_q(ij) + \tau q$ for some $\rho, \tau \in \mathbb{Z}$. We first assume that $\Delta_{pq}(fg) \equiv 0 (\text{mod } pq)$. From Lemma 6.3, $\text{gcd}(\Delta_{pq}(fg), pq) = \text{gcd}(\Delta_q(ij), q) = r$. 

So, from Lemma 6.1, the entry of \(A(pq)^2\) is equal to the \(ij\) entry of \(A(q)^2\). We order the rows and columns of the \(p^2N \times p^2N\) matrix \(A(pq)^2\) so that \(w_f = [a + sp/c + tp]pq\) is in position \(f = sqN + tN + i\) if \(v_i = [a/c]q\) is in position \(i\) in \(\mathcal{M}_3(q)\). This ensures that, for any pair of integers \(s, t = 0, \ldots, p - 1\), the set of vertices \(w_l : l = sqN + tN + i, i = 0, \ldots, N - 1\) contains exactly one vertex in each of the fibres of the vertices \(v_i\) of \(\mathcal{M}_3(q)\). Then, apart from the entries when \(\Delta_{pq} \equiv 0 \pmod{pq}\), the matrix \(A(pq)^2\) consists of \(p^2 \times p^2\) copies of \(A(q)^2\). If \(\Delta_{pq} \equiv 0 \pmod{pq}\), the \(fg\) entry of \(A(pq)^2 - pqI\) is 0. The first row of \(A(pq)^2 - pqI\) consists of \(p^2\) copies of the first row of \(A(q)^2\), apart from entries equal to 0 corresponding to the vertices \([1 + lq/0]pq\) in positions \(lpN\) for \(l = 0, \ldots, p - 1\). We can check that an automorphism takes \([1/0]pq\) to \(w_f\), and \([1 + lq/0]pq\) to a vertex in a position a multiple of \(pN\) from \(w_f\). We define the \(N \times N\) matrices \(B = A^2(q), T = A^2(q) - qI\), and the \(pN \times pN\) matrix \(D\), which consists of \(p\) blocks of rows each comprising \(p - 1\) copies of \(B\), with one copy of \(T\) in the diagonal position.

\[
D = \begin{pmatrix}
T & B & \cdots & B \\
B & T & \cdots & B \\
\vdots & \vdots & \ddots & \vdots \\
B & B & \cdots & T
\end{pmatrix}
\]

Then \(A^2(pq) - pqI = \begin{pmatrix}
D & D & \cdots & D \\
D & D & \cdots & D \\
\vdots & \vdots & \ddots & \vdots \\
D & D & \cdots & D
\end{pmatrix}\).

The rank of \(D\) is less than or equal to \(pN\). So, from Lemma 4.4, \(\sqrt{pq}\) or \(-\sqrt{pq}\) or both are eigenvalues of \(\mathcal{M}(pq)\) with \(\gamma(-\sqrt{pq}) + \gamma(\sqrt{pq}) \geq \frac{1}{2}(p^2N - pN) = \frac{1}{2}p(p - 1)N\).

We can now prove Theorem 1.3 (ii).

**Proof of Theorem 1.3 (ii)**. We put \(p^{k-1} = q\). The number of vertices of \(\mathcal{M}(pq)\), and so the number of its eigenvalues, is \(p^2N\). Either \(\sqrt{pq}\) or \(-\sqrt{pq}\), or both, are eigenvalues of \(\mathcal{M}_3(pq); \gamma(-\sqrt{pq}) + \gamma(\sqrt{pq}) \geq p(p - 1)N\), and \(\gamma(0) \geq (p - 1)N\). Also, from Lemma 4.3, \(p \text{ sp}_3(q) \subset \text{sp}_3(pq)\). The sum of the lower bound of the multiplicities of all the eigenvalues of \(\mathcal{M}_3(pq)\) we have found is \(p(p - 1)N + (p - 1)N + N = NP^2\), which is the number of eigenvalues of \(\mathcal{M}_3(pq)\), so we take the lower bound for all multiplicities and there are no more eigenvalues. Since the entries on the main diagonal of \(A(pq)\) are all zero, its trace is zero, so the sum of its eigenvalues is 0. Therefore, as the eigenvalues of \(\mathcal{M}_3(q)\) also sum to 0, \(\sqrt{pq}\) and \(-\sqrt{pq}\) have the same multiplicity as eigenvalues of \(\mathcal{M}(pq)\).

7. **The Spectrum of \(\mathcal{M}_3(n)\) for a Composite \(n\): Proof of Theorem 1.4**

To find the spectrum of \(\mathcal{M}_3(n)\) for a composite \(n\) we need the parallel product of maps introduced in Section 3. From [21, Theorem 2], if the vertex valencies of two maps \(\mathcal{M}_1\) and \(\mathcal{M}_2\) are coprime, the underlying graph of their parallel product \(\mathcal{M}\) is the tensor product \(\mathcal{G}_1 \times \mathcal{G}_2\) of their underlying graphs. Then, from [9, Theorem 4.2.12], \(\text{sp}(\mathcal{M}) = \text{sp}(\mathcal{M}_1)\text{sp}(\mathcal{M}_2)\).
Lemma 7.1. If \( l \) and \( m \) are coprime integers, neither of which is twice an odd integer, then \( \sqrt{lm} \) or \( -\sqrt{lm} \) or both are eigenvalues of \( \mathcal{M}_3(lm) \) with total multiplicity equal to half the number of its vertices.

Proof. From Theorem 1.2, \( \mathcal{M}_3(lm) \) is a double covering of the parallel product of \( \mathcal{M}_3(l) \) and \( \mathcal{M}_3(m) \). Let \( u \in \mathbb{Z}, 1 < u < lm \) be such that \( u \equiv 1 \pmod{l} \) and \( u \equiv -1 \pmod{m} \). The covering transformation takes both the vertices \( w_f = [a/c]_{[l+m]} \) and \( w_f' = [ua/uc]_{[l+m]} \) of \( \mathcal{M}_3(lm) \) to the vertex \( v_i = ([a/c], [a/c]_m) \) of the parallel product of \( \mathcal{M}_3(l) \) and \( \mathcal{M}_3(m) \). Let the number of vertices of \( \mathcal{M}_3(lm) \) be \( 2V \).

Then the parallel product has \( V \) vertices. We order the vertices of \( \mathcal{M}_3(lm) \) so that \( f' = f + V \). Let \( w_g = [b/d]_{[l+m]} \) also be a vertex of \( \mathcal{M}_3(lm) \). We compare the \( fg \) and \( f'g \) entries of the matrix \((A(lm))^2 - lmI \). We have \( \Delta(fg) = ad - bc \) and \( \Delta(f'g) = uad - bue \). Then \( \gcd(\Delta(fg), lm) = \gcd(\Delta(f'g), lm) = r \). We note that \( u\lambda(fg)u + u\lambda(fg)uc + n\lambda = 1 \), so we put \( \lambda(f'g) = u\lambda(fg) \) and \( \lambda(f'g) = u\mu(fg) \), and obtain \( \beta(f'g) = \beta(fg) \). So the \( A(lm)^2 - lmI \) entries \( fg \) and \( f' + V \), \( g \) are equal. We can write \( A^2(lm) - lmI \) as \( 2 \times 2 \) blocks of an \( V \times V \) matrix and apply Lemma 4.4. So \( \pm \sqrt{lm} \) are eigenvalues of \((A(lm))^2 \) with \( \gamma(-\sqrt{lm}) = \gamma(\sqrt{lm}) \geq V \). \( \square \)

It is now straightforward to prove Theorem 1.4.

Proof of Theorem 1.4. Both parts of this theorem now follow from Theorem 1.2. For part (ii), we also need Lemma 7.1, and we note that, as the trace of the adjacency matrix of the parallel product is zero, its eigenvalues sum to zero; therefore the eigenvalues \( \sqrt{lm} \) and \( -\sqrt{lm} \) have the same multiplicity since the eigenvalues of \( \mathcal{M}_3(lm) \) also sum to zero. \( \square \)

8. Ramanujan graphs

A Ramanujan graph of degree \( n \) is a regular graph for which \( \lambda_1 < 2\sqrt{n - 1} \), where \( \lambda_1 \) is the graph eigenvalue with the second largest modulus. They are the subject of much research as they make particularly good communication networks.

Lemma 8.1. If \( p_1 \) is the smallest prime dividing \( n \), the eigenvalue \( \lambda_1(n) \) of \( \mathcal{M}_3(n) \) is, for \( n > 4 \),

\[
\lambda_1(n) = \begin{cases} 
\frac{1}{2}n & \text{if } p_1 = 2, \\
\frac{1}{2}n & \text{if } p_1 = 3 \\
\frac{1}{2}n & \text{otherwise.}
\end{cases}
\]

Proof. In the spectrum of \( p^k \), the largest eigenvalue is \( p^k \), and, from Theorem 1.3, the eigenvalue with the second largest modulus is \( p^k/p_1^k \) for \( p > 3 \), \( p^k/2 \) for \( p_1 = 2 \) and \( p^k \) for \( p_1 = 3 \). We proceed by induction on the number \( r \) of prime divisors of \( n \). If \( r = 1, n = p_1^k \) and \( \lambda(n)_1 = n/\sqrt{p_1} \) or \( n/2 \) or \( n/3 \). Now assume that the lemma is true for any integer with \( r - 1 \) prime divisors. Let \( n \) be any
integer with \( r \) divisors the smallest of which is \( p_1 \). Write \( n = p_1^k m \), so that \( m \) is an integer with \( r - 1 \) prime divisors the smallest of which is \( p_2 > p_1 \). Then, by Theorem 1.4 and the induction assumption, the eigenvalue with the second largest modulus of \( \mathcal{M}_3(n) \) is \( \max\{p_1^k (m/\sqrt{p_2}), (p_1^k/\sqrt{p_1})m\} = n/\sqrt{p_1} \), which proves the result for \( p_1 > 3 \). It is straightforward to prove in the same way the corresponding results for \( p_1 = 2 \) and \( p_1 = 3 \).

From this lemma we recover a result proved in a very different way in [6, Theorem 1], [8, Theorem 4.2], and [17, Theorem 1.12 (i)].

**Corollary 8.2.** The underlying graph of the Farey map \( \mathcal{M}_3(n) \) is Ramanujan if and only if \( n \) is prime, or equal to one of 4, 6, 8, 9, 10, 12, 14, 15, 21, 27 or 33.

**Proof.** The map is Ramanujan if and only if \( \lambda_1 < 2\sqrt{n-1} \). Let \( p_1 \) be the smallest prime factor of \( n \). Then if \( p_1 > 3 \), that is equivalent to \( n/\sqrt{p_1} < 2\sqrt{(n-1)} \), which is true if and only if \( n < 4p_1 \), that is if and only if \( n = p_1 \), so that \( n \) is prime. If \( p_1 = 2 \), the map is Ramanujan if and only if \( n/2 < 2\sqrt{n-1} \), which is equivalent to \( n^2 - 16n + 16 < 0 \), which implies \( n \leq 14 \). If \( p_1 = 3 \), the map is Ramanujan if and only if \( n/3 < 2\sqrt{n-1} \), which is equivalent to \( n^2 - 36n + 36 < 0 \), which implies \( n \leq 34 \).

9. Maps defined by Hecke groups

The Hecke group \( \hat{H}^\theta \) is a discrete subgroup of infinite index in \( \text{PSL}_2(\mathbb{Z}[\lambda_q]) \) generated by the matrices \( R = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) and \( S = \begin{pmatrix} 1 & \lambda_q \\ 0 & 1 \end{pmatrix} \), where \( \lambda_q = 2\cos \pi/q \). The universal Hecke map \( \hat{\mathcal{M}}_q \) is the tessellation of the upper hyperbolic plane whose darts are the dart from infinity to zero and its images under \( \hat{H}^\theta \). If \( q = 3 \), \( \lambda_q = 1 \), \( \hat{H}^3 \) is the modular group and \( \hat{\mathcal{M}}_3 \) is the Farey tessellation. Hecke maps are quotients of \( \hat{\mathcal{M}}_q \) by the congruence subgroups of \( \hat{H}^\theta \). We are particularly interested in the map \( \mathcal{M}_q(n) \) of type \( (q,n) \), which is the quotient of \( \hat{\mathcal{M}}_q \) by the subgroup \( \hat{H}^\theta(n) = \hat{H}^\theta/\langle n \rangle \) defined by the ideal \( \langle n \rangle = \{n(a + b\lambda_q) : a, b \in \mathbb{Z}\} \) of \( \mathbb{Z}[\lambda_q] \).

As in [11, 15], we will consider the maps \( \mathcal{M}_4(n) \) and \( \mathcal{M}_6(n) \) corresponding to the Hecke groups \( \hat{H}^4 \) and \( \hat{H}^6 \). These are relatively straightforward to consider as \( \lambda_4 = \sqrt{2} \) and \( \lambda_6 = \sqrt{3} \). The faces of \( \mathcal{M}_4(n) \) and \( \mathcal{M}_6(n) \) are, respectively, quadrilaterals and hexagons. As is shown in [11], \( \mathcal{M}_4(n) \) has two types of vertices: even vertices, which are the equivalence classes of ordered pairs \( \{(a',c') \in \mathbb{Z} \times \mathbb{Z} : \gcd(a',c',n) = 1, \gcd(a,2,n) = 1, (a',c') \equiv \pm (a,c) \pmod{n}\} \), which we write \( [a/c \sqrt{2}]_n \), and odd vertices, which are the equivalence classes of ordered pairs \( \{(a',c') \in \mathbb{Z} \times \mathbb{Z} : \gcd(a',c',n) = 1, \gcd(c',2,n) = 1, (a',c') \equiv \pm (a,c) \pmod{n}\} \), which we write \( [a/c \sqrt{2}/c]_n \). If \( [a,c \sqrt{2}]_n \) and \( [b,d]_n \) with \( a, b, c, d \in \mathbb{Z}/n\mathbb{Z} \) are two vertices of \( \mathcal{M}_4(n) \), then those vertices are adjacent if and only if \( ad - 2bc \equiv \pm 1 \pmod{n} \). Odd vertices are adjacent to even vertices, and vice-versa. The vertex valency of \( \mathcal{M}_4(n) \) is \( n \). Replacing \( 2 \) by \( 3 \) and \( 4 \) by \( 6 \) gives analogous results for \( \mathcal{M}_6(n) \).
$G_4(n)$ is the underlying graph of $M_4(n)$, and $G_6(n)$ that of $M_6(n)$.

**Theorem 9.1.** For odd $n$, $G_4(n)$, is a double graph covering of $G_3(n)$. If $n$ is not a multiple of 3, $G_6(n)$ is a double graph covering of $G_3(n)$.

**Proof.** Consider the mapping

$$
\sigma : \text{vertices of } M_4(n) \rightarrow \text{vertices of } M_3(n)
$$

$$
[a/c\sqrt{2}]_n \mapsto [a/c]_n
$$

Then $\sigma$ is a bijection between the odd vertices of $M_4(n)$ and the vertices of $M_3(n)$, and also between the even vertices of $M_4(n)$ and the vertices of $M_3(n)$. So it is a graph covering transformation between the underlying graphs, of order 2 as each vertex of $M_3(n)$ has two pre-images. Replacing 2 by 3 gives the corresponding result for $M_6(n)$ if 3 is not a factor of $n$. \qed

Figure 9.1 shows the cube with skeleton $G_4(3)$ as a double graph covering of the tetrahedron with skeleton $G_3(3)$. Both these graphs can be embedded as maps in the sphere. This is not a map covering as there is no mapping from the 6 faces of $M_4(3)$ to the 4 faces of $M_3(3)$.

![Figure 9.1](image-url)

**Corollary 9.2.** The spectrum of $M_4(n)$ for odd $n$, and that of $M_6(n)$ for $3 \nmid n$, is the multiset $-sp_3(n) \cup sp_3(n)$, where $sp_3(n)$ is the spectrum of $M_3(n)$.

**Proof.** From Theorem 9.1 and from Lemma 4.3, if $\lambda_i$ is an eigenvalue of $M_3(n)$, then it is also an eigenvalue of $M_4(n)$. Moreover the vertices adjacent to an even vertex are all odd, and vice versa, so that $M_4(n)$ is bijective. Then from Theorem 8.8.2 of [7], $-\lambda_i$ also an eigenvalue of $M_4(n)$. Since $M_4(n)$ has twice as many vertices as $M_3(n)$ it has twice as many eigenvalues, so there are no more eigenvalues and the result follows. Replacing 4 by 6, we have the corresponding result for $M_6(n)$ if 3 is not a factor of $n$. \qed

The following corollary now follows immediately from the result for $M_3(p)$. 

---

**M. STANIER**
Corollary 9.3. The underlying graphs of the Hecke maps \( M_4(p) \) and \( M_6(p) \) for a prime \( p \) are Ramanujan.

We also obtain the diameter of certain Hecke maps, partially recovering a result in [15]. We denote the shortest distance between 2 vertices \( u \) and \( v \) of a graph or map as \( d(u, v) \). The diameter is the largest value of \( d(u, v) \).

Theorem 9.4. Both \( M_4(n) \) (for odd \( n \)) and \( M_6(n) \) (for \( 3 \mid n \)) have diameter 4.

Proof. Define \( \sigma \) as in Theorem 9.1, and let \( P = \langle w_1, w_2, \ldots, w_k \rangle \) be a path in \( M_3(n) \). Then \( \sigma^{-1}(w_i) \) consists of an even vertex of \( M_4(n) \), \( v_i \), and an odd vertex \( u_i \). As even vertices are adjacent to odd vertices and vice-versa, \( P \) is lifted by \( \sigma^{-1} \) to two paths in \( M_4(n) \): \( P_1 = \langle v_1, v_2, \ldots, v_k \rangle \), and \( P_2 = \langle u_1, u_2, \ldots, u_k \rangle \). A lift of a path of even length in \( M_3(n) \) will join two vertices of the same parity in \( M_4(n) \), and a lift of a path of odd length two vertices of opposite parity. Now let \( v_a \) and \( v_b \) be any two distinct vertices of \( M_4(n) \), and let \( \sigma(v_a) = w_a \) and \( \sigma(v_b) = w_b \). If \( w_a = w_b \), \( v_a \) and \( v_b \) are of opposite parities. There is a path of length 3 around the edges of a triangle incident to \( w_a \); this lifts to a path of length 3 between \( v_a \) and \( v_b \), so \( d(v_a, v_b) \leq 3 \). From [19], the diameter of \( M_3(n) \) for any \( n \) is 3, so if \( w_a \neq w_b \), \( d(w_a, w_b) \leq 3 \). If \( P \) is a path of shortest length between \( w_1 \) and \( w_i \), the vertices preceding \( w_{i-1} \) cannot be adjacent to \( w_i \). The edge \( w_{i-1}w_i \) is incident to two triangles. Let \( w \) be the third vertex of one of these triangles. Then there is a path \( \langle w_1, \ldots, w_{i-1}, w, w_i \rangle \) from \( w_1 \) to \( w_i \) of length \( d(w_1, w_i) + 1 \). So since \( d(w_a, w_b) \leq 3 \), there is always both a path of odd length less than 4 and a path of even length less than or equal to 4 between \( w_a \) and \( w_b \), which lifts to a path of length less than or equal to 4 between \( v_a \) and \( v_b \) whether or not they are of the same parity. The result for \( M_6(n) \) if \( 3 \mid n \) follows similarly. \( \square \)

The further result that this is also true for all \( n > 6 \) is given by [15, Theorem 12].
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