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Abstract

Existing monocular 3D object detection methods have been demonstrated on rectilinear perspective images and fail in images with alternative projections such as those acquired by fisheye cameras. Previous works on object detection in fisheye images have focused on 2D object detection, partly due to the lack of 3D datasets of such images. In this work, we show how to use existing monocular 3D object detection models, trained only on rectilinear images, to detect 3D objects in images from fisheye cameras, without using any fisheye training data. We outperform the only existing method for monocular 3D object detection in panoramas on a benchmark of synthetic data, despite the fact that the existing method trains on the target non-rectilinear projection whereas we train only on rectilinear images. We also experiment with an internal dataset of real fisheye images.

1. Introduction

1.1. 3D Object Detection and the Pinhole Camera Model

Object detection in 3D is a crucial task in applications such as robotics and autonomous driving. State-of-the-art methods use convolutional neural networks (CNN) that rely on multiple sensors such as cameras, LiDAR and radar. Yet, methods based only on a monocular camera have shown promising results, despite the ill-posed nature of the problem.

Previous works have assumed the pinhole camera model and have been demonstrated on datasets of perspective images. In the pinhole camera model, a point in 3D space in camera coordinates \([X, Y, Z]\) is projected onto the 2D perspective image by multiplication with the camera intrinsic matrix [11]:

\[
\begin{bmatrix}
  u \\
  v \\
  Z
\end{bmatrix} = \begin{bmatrix}
  f_X & 0 & u_0 \\
  0 & f_Y & v_0 \\
  0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  X \\
  Y \\
  Z
\end{bmatrix},
\]

where \(f_X, f_Y\) are the focal lengths along the \(X, Y\) axes (often \(f_X \approx f_Y\)); \(u_0, v_0\) represent the principal point (ideally the center of the image); and \(u, v\) are the coordinates of the projected point on the image.

From Eq. (1), it is clear that a 3D object with width \(\Delta X\) and height \(\Delta Y\) has a magnification inversely proportional to \(Z\). The size of the 2D box enclosing the projected object on the image is

\[
\Delta u = \frac{f_X}{Z} \Delta X, \quad \Delta v = \frac{f_Y}{Z} \Delta Y.
\]

This implies that perceived objects become smaller as they become more distant, where distance is measured along the \(Z\) axis. Objects with a constant \(Z\) may move along the \(X\) and \(Y\) axes, thereby significantly changing their Euclidean distance from the camera \(\sqrt{X^2 + Y^2 + Z^2}\), while their projected size remains constant and their appearance remains similar. The dependence of the projected objects on \(Z\) provides cues that allow deep neural networks to predict the 3D location of objects from a single image.
Denote the azimuth to a 3D point by $\phi = \arctan \frac{X}{Z}$. From Eq. (1), the point is projected to a 2D location whose horizontal distance from the principal point is proportional to $\tan \phi$. Therefore, an object at an azimuth approaching $90^\circ$ is projected infinitely far from the principal point on the image plane, regardless of its 3D Euclidean distance from the camera. Objects at viewing angles larger than $90^\circ$ cannot be represented at all (the same applies to the vertical direction). For this reason, the perspective projection is only used in cameras with a limited field-of-view (FoV).

### 1.2. Fisheye cameras

Wide FoV cameras are an important part of the sensor suite in areas such as robotics, autonomous vehicles and unmanned aerial vehicles (UAV). Such images are represented in alternative projections, often the equidistant fisheye projection.

A 3D point with a viewing angle $\theta = \arctan \sqrt{\frac{X^2 + Y^2}{Z}}$ is projected onto the equidistant fisheye image at a distance from the principal point that is proportional to $\theta$ [13]. Clearly, such images are able to capture objects at viewing angles of $90^\circ$ and beyond. The 2D projection is defined by

$$
\begin{bmatrix}
u \\
v \\
1
\end{bmatrix} Z =
\begin{bmatrix}
fx & 0 & u_0 \\
0 & fy & v_0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\frac{XZ}{\sqrt{X^2 + Y^2}} \\
\frac{YZ}{\sqrt{X^2 + Y^2}} \\
Z
\end{bmatrix}.
$$

(3)

In the same manner that narrow FoV cameras may deviate from the pinhole camera model and require radial undistortion in order to obey Eq. (1), fisheye cameras may also deviate from the equidistant fisheye model and require radial undistortion in order to obey Eq. (3).

Fisheye images (Fig. 2a) appear very different from perspective images, and 3D object detection models trained on perspective images do not generalize to fisheye images. Unlike perspective images, for which Eq. (2) suggests that $Z$ can be predicted from a single image, in fisheye images objects with the same $Z$ become small, rotated and deformed as they move along the $X$ and $Y$ axes away from the image center according to Eq. (3). Such a geometry is not immediately compatible with convolutional neural networks, which are translation invariant by nature. Therefore, existing 3D object detectors are not directly applicable to fisheye images even when given fisheye training data.

One naive approach is to attempt to undistort the fisheye image by warping it to a perspective image, potentially allowing the application of existing monocular 3D object detection methods and pretrained models. However, when the FoV is large, the equivalent perspective image becomes impractical (Fig. 2b). Pixels in the fisheye image that come from viewing angles approaching $90^\circ$ are mapped to infinitely large distances in the perspective image. Furthermore, the periphery of the warped image is interpolated.
from much sparser pixels than the image center, and the wide range of magnifications creates an unfavorable trade-off between the FoV and the required image resolution.

One solution is to break the fisheye image into several pieces and map each piece to a perspective image that simulates a different viewing direction. Fig. 3 (right) depicts projection onto a cube. While this enables the projection of 3D points from any viewing angle, it may complicate and degrade the detection of objects that occupy more than one of the image pieces.

### 1.3. Spherical and cylindrical panoramas

The spherical (equirectangular) projection is created by projecting the 3D scene onto a sphere as depicted in Fig. 3 (left), and fisheye images with any FoV may be warped to the spherical projection (Fig. 2c). In spherical images, an object at constant Euclidean distance is projected to different shapes depending on its location and becomes severely deformed as it moves away from the horizon (see Fig. 2 in [20]). Consequently, even 2D detection in spherical images can be challenging.

The spherical projection [21] is created according to

\[
\begin{bmatrix}
  u \\
  v \\
  r
\end{bmatrix} =
\begin{bmatrix}
  f_\phi & 0 & u_0 \\
  0 & f_\phi & v_0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  r_\phi \\
  r_\psi \\
  r
\end{bmatrix},
\]

where \( r = \sqrt{X^2 + Y^2 + Z^2} \) is the Euclidean distance, \( \phi = \text{atan2}(X, Z) \) is the azimuth angle, and \( \psi = \text{atan2}(Y, \sqrt{X^2 + Z^2}) \) is the elevation angle (atan2 is the 2-argument arctangent function).

Fisheye images may also be warped to the cylindrical projection (Fig. 2d), which is created by projecting the 3D scene onto a cylinder as illustrated in Fig. 3 (center). Compared to fisheye and spherical images, objects in cylindrical images appear much more similar to those in perspective images. Objects at a constant radial distance from the cylinder are projected to a constant shape as they move along the vertical and azimuth axes; straight vertical lines anywhere in 3D are projected to straight vertical lines on the image; and the horizon is projected to a straight horizontal line across the center of the image (though all other horizontal lines become curved). In fact, a cylindrical image may be created by a perspective camera that rotates along an axis and captures a column of pixels at a time. Yet, unlike perspective images, cylindrical images can represent any FoV (excluding the points at 90° directly above or below the camera).

The cylindrical projection [18] is created according to

\[
\begin{bmatrix}
  u \\
  v \\
  \rho
\end{bmatrix} =
\begin{bmatrix}
  f_\phi & 0 & u_0 \\
  0 & f_\psi & v_0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  \rho_\phi \\
  Y \\
  \rho
\end{bmatrix},
\]

where \( \rho = \sqrt{X^2 + Z^2} \) is the cylindrical radial distance.

---

**Figure 3**: Spherical, cylindrical and cubic projection surfaces (top) and unfolded images (bottom)

### 1.4. Contribution

In this work we identify a unique analogy between the perception of depth in perspective images and in cylindrical images, which we use to develop a pipeline for 3D object detection in fisheye images. Our method is the first to enable the use of existing 3D object detectors, designed for perspective images and trained only on datasets of perspective images, for detecting 3D objects in non-rectilinear images. This allows detecting 3D objects in fisheye images without training on a single fisheye image. The same model may be used for detecting objects in perspective images and fisheye images, the only difference being in the way the network outputs are interpreted.

### 2. Related work

Most monocular 3D object detectors first detect a 2D bounding box on the image, and then use deep features from a region of interest (RoI) as input to a 3D parameter estimation stage. The predicted 3D bounding box is created from the estimated 3D parameters together with the 2D object center and Eq. (1).

Deep3DBox [15] proposed to train a network to predict the 2D bounding box, the 3D bounding box dimensions and the observation angle. Then, it finds the center of the 3D box by minimizing the distance between its (2D-box enclosed) perspective projection and the predicted 2D box. Estimating the allocentric observation angle rather than the global yaw is preferred because objects with the same allocentric orientation have a similar appearance in the image, but their global orientation depends on the location within the image. As CNNs are generally shift-invariant, it is unreasonable to expect them to predict the absolute yaw.

By the same reasoning, when estimating depth from a single perspective image, it is more reasonable to train a CNN to predict \( Z \) rather than the Euclidean distance. In works that regress \( Z \) as one of their outputs, \( X \) and \( Y \) are found using Eq. (1), where \( u, v \) are taken either as the center of the 2D box or as a separately predicted keypoint.

ROI-10D [14] estimates the 3D bounding box using 10
network outputs: the RoI-relative 2D centroid, distance along the Z axis, 3D box dimensions, and a quaternion representing the allocentric rotation. The network is trained to minimize the error in the location of the 8 corners of the 3D box, built using the inverse perspective projection. The same parametrization was used in [19]. This is in contrast to works such as [24], where each output is optimized using a separate loss function.

Several works have shown some success in 2D object detection in raw fisheye images [1, 2, 10, 17], but none have been extended to monocular 3D detection. Object detection in cylindrical images has also only been successfully demonstrated in 2D [3, 8], and standard 2D object detectors generally perform decently on cylindrical images even when trained on perspective images due to the relatively small domain gap. Several works have shown success in 2D object detection in spherical images [20, 5, 23, 6, 22], but these methods rely on non-standard convolutions which do not run efficiently on hardware [12], and they have not been extended to 3D detection either.

One recent work [16] proposed a method for 3D object detection in spherical panoramas. The authors regress the inverse Euclidean distance to the object and use the same network and loss for perspective images and spherical images, the only difference being in the projection they use to recover the 3D unit vector pointing towards the object. They create spherical-like training images by warping perspective images from the KITTI dataset [9] into spherical projections and transferring their style to that of the target domain. They evaluate on a dataset of synthetic panoramas (created with the CARLA simulator [7]) and qualitatively on unlabeled real panoramas. Their ablation study shows that the proposed spherical warping of training images did not improve the results compared to training on perspective images. Our analysis sheds light onto the weaknesses of this method and our proposed method aims to overcome them.

3. Method

We detail our method as follows: in Section 3.1 we discuss geometrically meaningful measures of depth in non-rectilinear images and identify an advantageous property of the cylindrical projection; in Section 3.2 we find a transformation between coordinates in 3D space and a virtual 3D space that would create a cylindrical image if it were a perspective projection; we use this transformation in Section 3.3 for training a model only on perspective images and using it to detect objects in cylindrical images from fisheye cameras.

3.1. Geometrically meaningful measures of depth

Recall that Eq. (2) implies that the distance Z to an object can be inferred from shift-invariant cues in a single perspective image. Do fisheye, spherical and cylindrical images have measures of depth that can be similarly predicted from a single image?

3.1.1 Cylindrical

Unless an object is very large or in very close proximity to the camera, its width can be approximated as \( \Delta X \approx r \Delta \phi \). Then, from Eq. (5), we get an equation similar to Eq. (2), but here the magnification is inversely proportional to the cylindrical radial distance \( \rho \) instead of \( Z \):

\[
\Delta u = f_{\phi} \Delta \phi \approx \frac{f_{\phi}}{\rho} \Delta X, \tag{6}
\]

\[
\Delta v = \frac{f_{\psi}}{\rho} \Delta Y. \tag{7}
\]

This implies that projected objects in cylindrical images become smaller as they become more distant, where distance is measured along the cylindrical \( \rho \) axis. Objects with a constant \( \rho \) may move along the \( \phi \) and \( Y \) axes, while their projected size remains constant and their appearance remains similar. Thus, when training CNNs to detect 3D objects from cylindrical images, the geometrically meaningful parameter to predict is \( \rho \) and not \( Z \).

3.1.2 Spherical

In spherical coordinates, the dimensions of an object can be approximated as \( \Delta X \approx r \cos \psi \Delta \phi \) and \( \Delta Y \approx r \Delta \psi \). In order for the 2D box dimensions to be proportional to the 3D dimensions, \( \psi \) must be approximately the same for all objects, \( \psi \approx \psi_0 \). Under this approximation, the magnification is inversely proportional to the Euclidean distance \( r \):

\[
\Delta u = f_{\phi} \Delta \phi \approx \frac{f_{\phi}}{r \cos \psi_0} \Delta X, \tag{8}
\]

\[
\Delta v = f_{\psi} \Delta \psi \approx \frac{f_{\psi}}{r} \Delta Y. \tag{9}
\]

This means that in addition to the requirement that the objects be not too large and not too close to the camera, they must all have the same elevation relative to the camera. Under this assumption, the geometrically meaningful measure of depth to predict is the Euclidean distance.

Clearly, the conditions for the cylindrical case are less strict than the spherical case. In Fig. 3, this is evident in that a square with constant area in the cylindrical image corresponds to a shape on the surface that is shift-invariant, unlike the spherical projection. Yet, in road scenes where all objects are at ground level and have approximately the same elevation with respect to the camera, the spherical projection may also be acceptable.
3.1.3 Fisheye

In Eq. (3), the three coordinates $X, Y, Z$ are entangled in a way that does not allow the derivation of a magnification equation under any reasonable approximation. Thus, a shift-invariant CNN cannot be expected to learn to predict any measure of depth from a raw fisheye image, regardless of the availability of labeled training data.

3.2. Virtual 3D space

When humans are shown a cylindrical image, they intuitively imagine the 3D scene that would create the image if it were a perspective projection. This creates the illusion that an object is in a different location than it actually is. We hypothesize that when a deep neural network that was designed for and trained on perspective images is given a cylindrical image as input, it experiences the same optical illusion.

The model is unfamiliar with the cylindrical projection and processes the input as if it were a perspective image. Objects in cylindrical images appear only slightly deformed compared to perspective images, and 2D detection accuracy should be high. Let us examine the properties of the virtual 3D scene that would create the image if it were a perspective projection.

By combining Eq. (1) and Eq. (5), and assuming the intrinsic matrix of the virtual pinhole camera is equal to the cylindrical intrinsic matrix, we derive the transformation between the real coordinates $[X, Y, Z]$ and the virtual coordinates $[\tilde{X}, \tilde{Y}, \tilde{Z}]$:

$$
\begin{bmatrix}
\tilde{X} \\
\tilde{Y} \\
\tilde{Z}
\end{bmatrix} =
\begin{bmatrix}
\rho \\
\phi \\
Y \\
\rho \\
\end{bmatrix}
= \begin{bmatrix}
\sqrt{X^2 + Z^2} \\
\tan^{-1}(X/Z)
\end{bmatrix}.
$$

(10)

The inverse transformation is

$$
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
\rho \sin \phi \\
\rho \cos \phi \\
\end{bmatrix}
= \begin{bmatrix}
\tilde{Z} \sin(\tilde{X}/\tilde{Z}) \\
\tilde{Y} \\
\tilde{Z} \cos(\tilde{X}/\tilde{Z})
\end{bmatrix}.
$$

(11)

The 3D dimensions of an object and its allocentric orientation are inferred from its appearance, which in the cylindrical projection is similar to its appearance in perspective images. The azimuth and elevation to the virtual object are related to the real azimuth and elevation by

$$
\begin{bmatrix}
\phi \\
\psi
\end{bmatrix} =
\begin{bmatrix}
\tan \phi \\
Y/\rho
\end{bmatrix}
= \begin{bmatrix}
\tilde{X}/\tilde{Z} \\
\tilde{Y}/\tilde{Z}
\end{bmatrix},
$$

(12)

and they may be used together with the allocentric rotations to convert between the real and virtual yaw and pitch. Fig. 4 depicts an object and its corresponding virtual object.

3.3. Training on perspective images and testing on fisheye cameras

First, we train a monocular 3D object detection network on perspective images or use a pretrained model. Any model that predicts $Z$ as one of its outputs is suitable. The model may be trained on existing datasets of perspective images without any modifications. When testing on perspective images, $X$ and $Y$ are extracted from Eq. (1) as usual using $u, v$ and the intrinsic parameters $f_X, f_Y, u_0, v_0$.

To detect objects in images from a fisheye camera, we first warp them to cylindrical projections with the same intrinsic matrix as that of the perspective training set. The width and height of the cylindrical image are related to the intrinsic parameters and to the FoV by

$$
W = f_X \Delta \phi, \quad H = 2f_Y \tan \left(\frac{\Delta \psi}{2}\right),
$$

(13)

where $W$ is the width of the cylindrical image, $\Delta \phi$ is the horizontal FoV, $H$ is the height of the cylindrical image and $\Delta \psi$ is the vertical FoV. The warping remaps pixels using predefined mappings and its computation time is typically negligible compared to the model inference time.

We input the cylindrical image into the model, which processes it as if it were a perspective image. While it is possible to transform the eight corners of the predicted bounding box according to Eq. (11), the resulting object would not have the shape of a box. Instead, we transform only the 3D bounding box center according to Eq. (11).

We assume that the model outputs the correct dimensions and allocentric rotation of the object, which depend on visual cues that generalize well between perspective and cylindrical images. The azimuth and elevation can be computed from Eq. (12) and used to compute the global rotation.
Table 1: Results for the synthetic panorama dataset

|      | 2D-AP  | 3D-mAP | AOS   | IoU   | Dist. Err. |
|------|--------|--------|-------|-------|------------|
| [16] | 0.447  | 0.203  | 0.157 | 0.265 | 1.143      |
| Ours | 0.472  | 0.301  | 0.419 | 0.360 | 0.883      |

of the object. Then the 3D bounding box is created from the center point, the rotation angles and the 3D dimensions.

4. Experiments

No public dataset of 3D objects in fisheye, spherical or cylindrical images currently exists, except for the synthetic panorama dataset from [16] which used the spherical projection and was created by the CARLA simulator [7]. We experiment with this dataset and with our internal dataset of real fisheye images.

4.1. Synthetic panorama benchmark

We compare our approach to the method from [16], the only existing method for monocular 3D object detection in non-rectilinear images, and evaluate on the synthetic panorama dataset that they used.

The network in [16] is trained to predict the inverse Euclidean distance \( r \) as one of its outputs. The authors train on the KITTI 3D Object training set [9] after warping it to the spherical projection. The test images are spherical, but they are cropped to a small vertical FoV around the horizon where the distortions depicted in Fig. 3 (left) are negligible and all objects have approximately the same elevation \( \psi \). From our analysis in Section 3.1, we now understand that this setting avoids the weakness of the spherical projection. We show that even in this setting our method outperforms [16].

We used a neural network similar to [16], but trained it on the perspective (unwarped) KITTI dataset to predict \( Z \). At inference, we warped the spherical panoramas to cylindrical projections and interpreted the outputs using our transformations as described in Section 3.3.

Our method outperforms the best model from [16] in both 2D and 3D metrics: 2D-AP (defined using IoU > 0.5 between 2D bounding boxes), 3D-mAP (as defined in [4]), average orientation similarity (AOS), mean 3D volumetric IoU and mean Euclidean distance error. Table 1 summarizes these results. Fig. 5a shows the 3D IoU of our model compared to [16], and Fig. 5b compares the mean distance errors for various detection thresholds.

Thus, there is no unavoidable need for 3D object detectors designed for and trained on panoramas: by applying our transformations at test time, an existing model trained only on perspective images can be used with no additional training.

4.2. Real fisheye data

We test our method on data from real fisheye cameras. We collected a set of 7,718 images of roads using fisheye cameras whose horizontal FoV is 190° and a vertical FoV is 107°. Vehicles and pedestrians were annotated with 3D bounding boxes. We use the fisheye data only for evaluation, not for training.

In this experiment, we use an existing monocular 3D object detector, MonoDIS [19], which we train on perspective images from the nuScenes dataset [4]. Fig. 6a shows that when naively testing the detector directly on a fisheye image, the predicted 2D bounding boxes (cyan) are reasonable but the 3D bounding boxes (red) are not.

We warp the fisheye test images to the cylindrical projection and transform the network outputs using our transformations as described in Section 3.3. Fig. 6b shows the
predicted 3D bounding boxes projected onto the original fisheye image and Fig. 6c shows their projection onto the cylindrical image.

We compare to a method that warps the input images to the spherical projection and uses an output transformation adapted to spherical coordinates. We also compare to a naive method which, like [16], takes the different projections into account only in the direction towards the object, not its distance: for both cylindrical and spherical projections, we interpret the $Z$ output of MonoDIS as $Z$ and compute $X$ and $Y$ using the projection-dependent direction vector. Fig. 6d shows the case of taking the cylindrical projection into account in the direction towards the object, but not using our transformations for the distance, which fails.

The results are summarized in Table 2. Note that all methods use the same trained model. The best method uses the cylindrical projection and our virtual-to-real transformation. The difference between the cylindrical and spherical projections is small, since in our dataset, as in the dataset from [16], all objects are at ground level and have approximately the same elevation.

Without our virtual-to-real transformation, predictions are highly inaccurate, which is evident in both Table 2 and Fig. 6d. Thus, when training only on perspective images, it is crucial to use our virtual-to-real transformation.

Fig. 1 and Fig. 7 show additional examples of 3D bounding box predictions of our best method projected onto the fisheye images. The predicted bounding boxes are remarkably accurate, especially considering that the model was trained only on perspective images and was not exposed to a single fisheye image during training.

A video demonstration is provided in the supplementary material.
5. Conclusions

In this work, we have outlined a method for adapting monocular 3D object detectors to the fisheye domain based on a unique analogy between object distance perception in perspective images and in cylindrical images. We are the first to propose a method for training only on rectilinear perspective images and testing on non-rectilinear images. This allows one to leverage powerful existing network architectures and models pretrained on massive labeled perspective image datasets, and use them to detect 3D objects in images from fisheye cameras. The same model may be used for perspective images and cylindrical images from fisheye cameras, the only difference being in the way the network output is interpreted.

We do not require retraining models on fisheye data or the use of special augmentations, nor do we rely on a specific network architecture or non-standard convolutions. Our method does not make any assumptions about the 3D scene or the ground surface, and it is applicable to objects that do not necessarily touch the ground (e.g., traffic lights). In contrast to the spherical projection, our method is independent of vertical shifts and can be expected to detect objects at large elevation angles.

The essence of our method is not the choice of warping the fisheye image to the cylindrical projection. Rather, it is the understanding that a deep CNN interprets a cylindrical image as a perspective image and outputs predictions corresponding to the virtual 3D scene that would create the cylindrical image if it were a perspective projection. The key to predicting the 3D bounding box is our transformation from virtual 3D space to real 3D space.
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