Parity Violation in Spin-Precessing Binaries: Gravitational Waves from the Inspiral of Black Holes in Dynamical Chern-Simons Gravity
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Spin precession in compact binaries is intrinsically tuned to the multipole structure of the underlying bodies. For black holes, violations of the no-hair theorems induced by modifications to general relativity correct the precession dynamics, which in turn imprints onto the amplitude and phase modulations of the gravitational waves emitted by the binary. Recently, the spin precession equations were derived up to second order in spin for dynamical Chern-Simons gravity, a parity violating modified theory of gravity. We here solve these equations and construct, for the first time, analytic expressions for the time- and frequency-domain gravitational waves emitted in the quasi-circular inspiral of spin-precessing black hole binaries in a modified theory of gravity using the post-Newtonian approximation. Working within the small coupling approximation and using multiple scale analysis, we show that the corrections to the nutation phase enter at relative 0PN order, and the corrections to the precession angle and Thomas phase enter at relative 0PN order. Making use of the stationary phase approximation and shifted uniform asymptotics, we find that the Fourier phase of the waveform is characterized by three modifications, two due to the back-reaction of the precession dynamics onto the spin-orbit and spin-spin couplings that enter at 1.5PN and 2PN orders, and a 2PN modification due to the emission of dipole radiation. We also find that back-reaction of the precession forces the dCS corrections to the Fourier amplitude to enter at 0PN order, as opposed to 2PN order, as expected for spin-aligned binaries. Our work lays the first foundational stones to build an inspiral-merger-ringdown phenomenological model for spin-precessing binaries in a modified theory of gravity.

I. INTRODUCTION

The detection of gravitational waves (GWs) has opened the door to probing the fundamental gravitational interaction in the dynamical, strong field regime, wherein spacetime is highly curved and rapidly evolving on observation scales \cite{2}. Significant works have been done on relating constraints on the PN expansion of the GW phase of quasi-circular binaries to those of specific theories that modify general relativity (GR), with the parameterized post-Einsteinian (ppE) framework being a robust tool for doing so \cite{2, 31}. Yet, there is still much to be learned from such tests with future observations as we delve deeper into the parameter space of coupling constants controlling the strength of non-GR effects \cite{4}. At present, degeneracies among parameters allow some theories to evade constraints from GW observations \cite{5, 6}. One such theory is dynamical Chern-Simons (dCS) gravity \cite{7, 8}, which modifies GR by coupling a pseudoscalar field to the parity odd quadratic curvature invariant called the Pontryagin density. The theory has its roots in the compactification of ten dimensional heterotic string theory \cite{9, 10}, in the extension of the Holst action in loop quantum gravity when the Barbero-Imirzi parameter is promoted to a dynamical scalar field \cite{13, 17}, and in effective field theories of inflation \cite{18}. As an exact theory, dCS does not appear to have a well-posed initial value problem \cite{19}. One must therefore treat it as an effective field theory, whereby the dimensional coupling constant $\xi^{1/4}$ of the theory is assumed to be small compared to the relevant scales of the astrophysical systems under consideration. In this weak or small coupling approximation, the theory is well-posed, as proven in \cite{19}.

As a fundamental theory, dCS gravity is said to be parity violating even though parity is not explicitly broken at the level of the action. The theory is parity violating in the sense that modifications from GR due to the dCS coupling only appear in astrophysical systems with broken parity symmetry, such as systems that possess a preferred axis of symmetry. As an example, non-spinning black holes (BHs) described by the static Schwarzschild metric of GR are still solutions to the dCS field equations, but axial perturbations of said black holes are modified from those in GR \cite{20}; moreover, both axial and polar perturbations of spinning black holes are corrected in this theory with isospectrality clearly broken \cite{21}. These intrinsic parity violations are extremely important when considering the early evolution of the universe in this theory. Tensor perturbations in the early universe possess handedness in dCS gravity, with left- and right-handed modes coupling differently to antimatter and matter, respectively. During the period of inflation, the left-handed modes decay and carry the density of antimatter in the universe with them, thus providing a natural mechanism.
to solve the baryogenesis problem [22, 24].

More generally, spinning BHs are modified due to the dCS coupling, developing scalar hair and modifying its higher \( l \) multipole moments [25, 29]. The former induces a spin dependent dipole moment on the BH, while the latter creates violations of the no hair theorems of GR [30–34]. Currently, the solution of the dCS field equations describing stationary spinning black holes is known to arbitrary order in a small spin expansion [29]. Binary black holes (BBHs) have been considered within this theory in the limit of spin alignment, where it was found that the GW phase is modified at relative 2PN order due to the emission of dipole radiation [33]. Said modification is known to be degenerate with the spins of the BHs, and as a result, constraints on the dCS coupling constant has proven difficult so far with current GW observations [3, 6]. Up until recently, the best constraints on dCS gravity came from the Gravity Probe B and LA-GEOS missions, which only provided extremely weak constraints on the theory [36, 37]. More recently, the combined observations of the binary neutron star merger GW170817 and NICER observations of PSR J0030+0451 allowed for an improvement of seven orders of magnitude on the Solar System constraints, constituting the first constraints on the theory that probe the effective field theory regime [38].

Yet, the standard paradigm of non-spinning or spin-aligned quasi-circular binaries are not the only sources of relevance to GW detectors. When in binary systems, misalignment between the BHs’ spins and orbital angular momentum generically induces precession of the orbital plane [39]. This so called spin precession induces modulation of the GW amplitude and phase as the binary coalesces [40], an observable feature that is known to break degeneracies among the binary’s physical parameters when performing parameter estimation [41].

During the inspiral phase of a binary coalescence, the orbital velocity is typically small compared to the speed of light, and one may study the behavior of the binary using the post-Newtonian (PN) formalism [42, 43]. With PN theory, the spin precession equations up to 2PN order contain the spin-orbit, spin-spin, and monopole-quadrupole interactions, the latter of these being dependent on the structure of the component objects of the binary [44, 45].

For BBHs, the PN spin precession equations have been well studied. Developments in recent years have included the realization that the spin precession equations possess enough constants of motion for the system to be integrable [46, 47]. Analytic solutions to the precession equations were derived in [47, 50], with radiation reaction incorporated through the use of multiple scale analysis. The end result of said study was the development of the first analytic Fourier-domain waveform model for the inspiral of spin precessing binaries, which have been utilized to develop full inspiral-merger-ringdown (IMR) waveform models for such systems [51, 54].

The spin precession equations in dCS gravity were computed using effective field theory methods in [53]. Both the spin-spin and monopole-quadrupole interactions are modified, due to the dipole-dipole interaction and the modified BH quadrupole moment, respectively. In [55], a simple match calculation revealed that stringent constraints that probe the effective field theory limit should be possible on dCS gravity with spin precessing binaries. However, this calculation does not take into account the possibility of covariances among the physical parameters of the binary, which could weaken constraints.

Toward this end, we here consider the construction of analytic time-domain and Fourier-domain gravitational waves emitted in the quasi-circular inspiral of spin precessing black hole binaries in dCS gravity. Much like the case in GR, the precession equations in dCS gravity have a sufficient number of constants of motion for the problem to be integrable, with specifically only the mass weighted effective spin being modified [55]. Utilizing this fact, we here show that one can construct a co-precessing frame in the equivalent way to the analogous BBH system in GR. Generically, the problem is too difficult to be solved to all orders is spin in a closed-form manner due to the complexity of the dCS corrections. However, working within the weak coupling approximation, we perform a small spin expansion of all dCS corrections, while allowing the GR results to be the exact solutions of [50]. In our investigation, we find that simultaneously taking the equal mass limit and the limit \( \xi \to 0 \) results in non-uniform behavior due to the fact that nutation of the angular momenta vanishes for equal mass binaries in GR, but not in dCS gravity. To handle this, we propose a new expansion parameter \( \xi/(1-q)^2 \) with \( q \) the binary’s mass ratio, which properly reduces the problem to GR in the limit of this parameter taken to zero and properly handles the non-uniform expansion about GR.

With the co-precessing frame defined, the problem reduces down to solving for two quantities that describe nutation and precession, namely the total spin magnitude \( S^2 \) and the precession phase \( \phi_\omega \). The differential equation for \( S^2 \) takes the exact same form as in GR, specifically a cubic polynomial whose solution can be written in terms of Jacobi elliptic functions. The dCS modifications to this quantity mainly appear through velocity independent shifts to the constants of the solution. On the other hand, \( \phi_\omega \) develops new secular and oscillatory behavior. We introduce radiation reaction into the problem through multiple scale analysis. The main result of doing so is that the phase of \( S^2 \) obtains a dCS corrections at relative 1PN order, and both the precession phase and Thomas phase are corrected at Newtonian order. Much like in GR, while the precession phase and Thomas phase can be written in typical PN-style expansions, the precession phase cannot and must instead be expanded in functions of the orbital velocity, rather than a power series in the orbital velocity.

To complete the solution, we compute the corrections to the orbital phase. Rather than obtaining a single deviation to the GR orbital phase, we obtain three: two
at 1.5PN and 2PN order due to the back reaction of the precession dynamics on the GR spin-orbit and spin-spin couplings respectively, and a third one at 2PN order due to the emission of dipole radiation in dCS gravity. This is in contrast to spin-aligned binaries where the leading-order correction is the latter of these. The way to understand this is as follows. For spin-aligned binaries, the angle between the orbital and spin angular momenta is zero, and it remains zero in both GR and dCS gravity due to the nature of the precession equations. Thus, in the spin-aligned case, the leading order dCS correction is due to dipole emission, which enters at 2PN order in the orbital phase, as shown in \[55\] [57]. Now, consider binaries with misaligned momenta, starting with a system with some known misalignment angle $\gamma$. The GR spin orbit coupling in the phase is the lowest PN order term that depends on this angle, with the dCS dipole radiation entering at 0.5PN order higher than this. Now evolve the spins according to the precession equations in either GR or dCS gravity. At some later time, the misalignment angle is no longer the same in the two different theories, and thus the GR spin-orbit and spin-spin couplings in the phase acquire dCS modifications.

With the solution to the precession equations in hand, we compute the analytic waveforms in the Fourier domain. To do so, we make use of the shifted uniform asymptotics (SUA) developed in \[58\] to handle catastrophes that appear when applying the stationary phase approximation (SPA) to precessing waveforms. All throughout we validate the accuracy of our analytic results against numerical evolutions of the dCS-modified PN evolution equations. Our analytic solution of the time evolution of the direction of the total angular momentum is accurate to better than $10^{-5}$ and $10^{-2}$ for all slowly-spinning and for all arbitrary spin systems we considered respectively. The nutation and precession phases are accurate to $\lesssim 1$ radian and $\lesssim 10$ radians, respectively for all spinning systems we considered and for signals in the frequency band of ground based detectors. This indicates that our analytic waveforms are accurate enough to begin the construction of inspiral-merger-ringdown (IMR) phenomenological waveforms \[51\].

Moreover, we show that the Fourier phase and amplitude of the waveform can differ from those in GR for the same binary system by $\sim 10$ radians and $\sim 1\%$, respectively for both nearly equal mass and highly spinning systems, for conservative values of the dCS coupling parameter $\alpha_4 < 1$ km. This suggests that the precessing waveform models we develop here could be critical in placing constraints on dCS gravity with GWs. Given this, we provide a detailed prescription for the construction of an IMRPhenomPv3 model in dCS gravity. Such a model is the first to describe GWs emitted by spin-precessing binaries in a modified theory, which should enhance our ability to detect or constrain non-GR effects with GW data.

The rest of this paper presents the details of the results summarized above. Section \[III\] introduces dCS gravity, introduces notation and presents the basics of precessing systems. Section \[IV\] describes the analytic solution to the precession equations, with a review first of the solutions within GR. Section \[V\] introduces radiation-reaction and shows how this effect changes the evolution of the momenta. Section \[VI\] presents the gravitational waveform in the time domain and in the Fourier domain, using the SUA to solve the generalized Fourier integral. Section \[VII\] concludes and points to future work. The appendices present further details of the calculation that are too lengthy for the main body of this paper. For the rest of this paper, we follow the notation of \[59\], and in particular, use geometric units in which $G = c = 1$.

---

**II. SPIN-PRECESSING BLACK HOLE BINARIES IN DCS GRAVITY**

We here provide a basic overview of the formalism and notation that we use, as well as a brief review of certain aspects of dCS gravity that are of relevance to the problem at hand. We enumerate all of the equations that are necessary for the analysis of the spin precession equations and the construction of the Fourier domain waveform in dCS gravity.

### A. Notation

We consider the case of a binary system in a quasi-circular orbit, composed of two black holes with masses $m_A$ and spin angular momenta $\vec{S}_A$ with $A = 1$ or 2 that is not necessarily aligned with the orbital angular momentum $\vec{L}$. Henceforth, we employ the following notation

- The magnitude of the spin angular momentum is given by $S_A = (\vec{S}_A \cdot \vec{S}_A)^{1/2}$, where $\cdot$ corresponds to the usual Euclidean dot product between two (three-)vectors. The Kerr parameter of each black hole is $a_A = S_A/m_A$ and the dimensionless spin is $\chi_A = a_A/m_A S_A/m_A^2$.

- The total mass of the binary is given by $M = m_1 + m_2$, while the mass ratio is $q = m_2/m_1$. In our analysis, we take $m_2 \leq m_1$ and thus $q \leq 1$. The symmetric mass ratio is given by $\eta = q/(1 + q)^2$, and the reduced mass is $\mu = \eta M$.

- The four-position of each particle is given by $z_A^\mu(\tau)$ with $\tau$ the proper time on the particle’s worldline. The four-velocity is $u_A^\mu = dz_A^\mu/d\tau$. The relative spatial separation of the binary is given by $\vec{r}$, with relative three-velocity $\vec{v} = \vec{r}$, and relative three-acceleration $\vec{a} = \vec{v}$, where the overdot corresponds to differentiation with respect to coordinate time $t$. The relative unit vector is $\vec{u} = \vec{r}/r$, with $r = (\vec{r} \cdot \vec{r})^{1/2}$. We define the dimensionless parameter $u = (2\pi MF)^{1/3}$, with $F$ the orbital frequency.
• The magnitude of the orbital angular momentum is given by \( L = (\mathbf{L} \cdot \mathbf{L})^{1/2} \), and the unit angular momentum vector that is orthogonal to the orbital plane is \( \hat{L} \). The total angular momentum is then given by \( \mathbf{J} = L\hat{L} + \mathbf{S}_1 + \mathbf{S}_2 \).

• Latin indices \( i, j, k, \ldots \) span constant time space-like hypersurfaces, while Greek indices \( \mu, \nu, \rho, \ldots \) span the full four-dimensional spacetime. The former are raised and lowered with the Euclidean three metric \( \delta_{ij} \) (also called the Kronecker delta), while the latter are raised and lowered with the 4-dimensional spacetime metric \( g_{\mu\nu} \). Multi-index quantities are written as \( x_{i_1i_2 \ldots i_N} = x_{i_1}x_{i_2} \ldots x_{i_N} \).

• Angled brackets \( < > \) on indices corresponds to the symmetric trace-free (STF) part of a tensor. For example, for tensors with spacetime indices

\[
T_{<\mu\nu>} = T_{(\mu\nu)} - \frac{1}{4} T^{\rho}_{\rho} g_{\mu\nu} \tag{2}
\]

where \( T_{\mu\nu} \) is an arbitrary 2-tensor, and \( () \) corresponds to the symmetrization of the indices. When performing a PN expansion, the STF projection of tensors with only spatial indices becomes

\[
T_{<ij>} = T_{(ij)} - \frac{1}{3} T \delta_{ij} \tag{3}
\]

where \( T = T_{ij} \delta^{ij} \) is the trace of \( T_{ij} \).

\section*{B. Conservative dynamics in dCS gravity}

DCS gravity is considered to be a parity violating theory of gravity, in that it modifies the action of general relativity through the coupling of a pseudo-scalar field \( \vartheta \) to the parity odd quadratic curvature invariant called the Pontryagin density \( \star \mathbf{R} \mathbf{R} \) \([7,8]\). The action is

\[
S = \int d^4x \sqrt{-g} \left[ \kappa \mathbf{R} + \alpha_4 \vartheta^* \mathbf{R} \mathbf{R} + \frac{1}{2} \mathbf{\nabla} \vartheta \mathbf{\nabla} \vartheta + V(\vartheta) + \mathcal{L}_{\text{mat}} \right], \tag{4}
\]

where the first term in the brackets above is the standard Einstein-Hilbert action of GR with \( \kappa = (16\pi)^{-1} \), the second term in the dCS action is the dimension-full constant \( \alpha_4 \), the third and fourth terms are the action of the pseudo-scalar, and the last term is the Lagrangian density of any matter sources. Most studies of dCS gravity take the potential of the scalar field to be zero, i.e. \( V(\vartheta) = 0 \) \([57,60]\). The theory can be considered an effective field theory extension of GR, and as such, the coupling parameter \( \alpha_4 \) must be small. Specifically, for astrophysical systems, the small dimensionless coupling is usually \( \zeta = \xi / M^4 \), where \( \xi = \alpha_4^2 / \kappa \) and \( M \) is the mass scale of the system under consideration in geometrized units \([25,60]\). For the purposes of this paper, the mass scale is the total mass of the system.

In \([55]\), the effective matter Lagrangian describing black holes in dCS gravity was developed. Specifically, this reference found that

\[
\mathcal{L}_{\text{mat}} = \sum_A \int \frac{d\tau}{\sqrt{-g}} \delta^4(x - z_A^{(1)}(\tau)) L_{\text{eff},A} \tag{5}
\]

where

\[
L_{\text{eff},A} = p^\mu A^\mu_A + \frac{1}{2} S^\mu_{\alpha\beta} \Omega_{\alpha\beta} + 10\pi \frac{\alpha_4}{m_A} S^\mu_{\alpha\beta} A^\alpha \mathbf{\nabla} A^\beta - \frac{1}{6} J_{\mu\nu\rho\sigma} R_{\mu\nu\rho\sigma} \tag{6}
\]

with \( p^\mu \) the particle’s four-momentum, \( S^\mu_{\alpha\beta} \) the spin tensor, and \( J_{\mu\nu\rho\sigma} \) the canonical mass quadrupole tensor. Simultaneous variation of Eqs. \((4)\) and \((6)\) allowing for proper asymptotic matching to known black hole solutions in dCS gravity \([25,26]\), and provides the necessary relativistic equations of motion of the binary. In a post-Newtonian (PN) expansion, and working in the center of mass frame, the equations of motion reduce to

\[
\ddot{a} = -\frac{\mu}{r^2} \hat{n} + a_{1PN} + a_{\text{spin}} + \bar{\mathbf{a}}_{\text{quad}} + \bar{\mathbf{a}}_{\text{scalar}}, \tag{7}
\]

where the first term is the Newtonian gravitational force, \( a_{1PN} \) is the 1PN correction to the two-body interaction given in Eq. \((10.1)\) in \([22]\), \( a_{\text{spin}} \) is the correction due to spin-orbit and spin-spin coupling in GR which are given in Eqs. \((10.161)-(10.162)\) in \([22]\), \( \bar{\mathbf{a}}_{\text{quad}} \) is the quadrupole-monopole interaction which contains both GR and dCS effects, and \( \bar{\mathbf{a}}_{\text{scalar}} \) is the correction due to the scalar-dipole coupling of the black holes. These equations are supplemented by a set of evolution equations for the spin of each body, specifically

\[
\dot{S}_A = \tilde{\Omega} \times \mathbf{S}_A \tag{8}
\]

with

\[
\tilde{\Omega} = \tilde{\Omega}_{\text{SO}} + \tilde{\Omega}_{\text{SS}} + \tilde{\Omega}_{\text{QM}}, \tag{9}
\]

\[
\tilde{\Omega}_{\text{SO}} = \frac{\eta}{M} r^5 \left( 2 + \frac{3 m_B}{2 m_A} \right) \tilde{L}, \tag{10}
\]

\[
\tilde{\Omega}_{\text{SS}} = \frac{1}{2M^4} r^6 \left( 1 + \frac{25}{16} \frac{\xi}{m_A^2 m_B^2} \right) \left[ \tilde{S}_B - 3 (\hat{L} \cdot \tilde{S}_B) \hat{L} \right], \tag{11}
\]

\[
\tilde{\Omega}_{\text{QM}} = -\frac{3}{2M^4} \frac{m_B}{m_A} r^6 \left( 1 - \frac{201}{112} \frac{\xi}{m_A^3} \right) \left( \hat{L} \cdot \tilde{S}_A \right) \hat{L}, \tag{12}
\]
where each term represents the spin-orbit (SO), spin-spin (SS), and quadrupole-monopole (QM) couplings, respectively. Note that in this theory, the total angular momentum \( \vec{J} \) is conserved, and thus the precession equation for the orbital angular momentum can be found from Eq. \( 11 \). The necessary equations to characterize generic spinning binaries in dCS gravity have now been enumerated.

C. Quasi-circular binaries in dCS gravity

The case of quasi-circular binaries was partially solved in [35], which found the solution of the relative equations of motion in Eq. \( 7 \). The main results of that study were the modifications to the conservative dynamics encoded in Kepler’s third law

\[
    r_{12} = \frac{M}{u^2} \left( 1 + \delta C_r u^4 \right),
\]
and the binding energy of the binary

\[
    E = -\frac{\mu u^2}{2} (1 + \delta C_E u^4),
\]

where recall that \( u = (2\pi MF)^{1/3} \). In the above, \( \delta C_r, \delta C_E \) are linear in the coupling parameter \( \zeta = \xi/M^4 \), and depend on the spins of each body. Explicit forms for these expressions can be found in Eqs. \( 6 \) \& \( 7 \), respectively, in [35]. The effect of dissipation due to radiation reaction on the binary was also considered in [35], with the evolution equation for the orbital frequency being

\[
    \dot{u} = \dot{u}_{\text{GR}} \left( 1 + 16\zeta \delta C u^4 \right)
\]

where \( \dot{u}_{\text{GR}} \) is the leading PN order contribution due to quadrupole radiation

\[
    \dot{u}_{\text{GR}} = \frac{a_0}{3M} u^3 \left[ 1 + \sum_{n=2} \left( a_n + 3b_n \ln u \right) u^n \right],
\]

with \( (a_n, b_n) \) given in Appendix A of [61], and

\[
    \delta C = \frac{101555}{344064} \frac{M^2}{M_1^2} \chi_1^2 \left[ 1 - \frac{58833}{20331} \right] \left( \hat{S}_1 \cdot \hat{L} \right)^2,
\]

\[
    - \frac{12725}{49152} \frac{\chi_1 \chi_2}{\eta} \left( \hat{S}_1 \cdot \hat{S}_2 - \frac{1467}{509} \left( \hat{S}_1 \cdot \hat{L} \right) \left( \hat{S}_2 \cdot \hat{L} \right) \right),
\]

\[
    (1 \leftrightarrow 2).
\]

D. Co-precessing frame

One of the biggest developments in the study of spin precessing binaries within GR was the realization that there were a sufficient number of constants of motion for the system to be integrable, and allow one to develop a co-precessing reference frame. In [53], analysis of the precession equations revealed the same number of constants of motion in dCS gravity, with only one of them being modified. The constants of motion are the spin magnitudes \( S_{1,2} \), the magnitude of the orbital angular momentum \( L \) and total angular momentum \( J \), the direction of the total angular momentum \( \vec{J} \), and the mass-weighted effective spin

\[
    \chi_{\text{eff}} M^2 = \left( 1 + q^{-1} \right) \left( \hat{S}_2 + q \hat{S}_1 \right) \cdot \hat{L} - \frac{25}{48} \zeta q^2 (1 - q) \left( \hat{S}_1 \cdot \hat{L} \right) - \frac{201 \zeta}{112} \frac{f_5(q)}{L} \left( \hat{S}_1 \cdot \hat{L} \right) \left( \hat{S}_2 \cdot \hat{L} \right) - \frac{201 \zeta}{112} \frac{f_5(q)}{L} \left( \hat{S}_1 \cdot \hat{L} \right)^2.
\]

where \( \zeta = \xi/m_1^4, \) and \( [f_5, f_s] \) are polynomials in \( q \), which are given in Appendix A. Note that \( L \) and \( J \) are only conserved in the absence of radiation reaction, but their evolution is slow compared to the orbital and precession timescales. In addition, the effective spin is modified from general relativity due to the dipole-dipole and quadrupole-monopole interaction.

The basic picture of the co-precessing frame is given in Fig. 1 of [50]. The frame is chosen such that \( \vec{J} \) is aligned with the \( z \)-axis, \( \vec{L} \) and \( \vec{S} = \vec{S}_1 + \vec{S}_2 \) both lie in the \( xz \)-plane, with the angle between the \( z \)-axis given by \( \theta_L \). A simple calculation gives

\[
    \cos \theta_L = \frac{J^2 + L^2 - S^2}{2JL}.
\]

Thus, the angular momenta vectors in the co-precessing frame are given by

\[
    \vec{J} = \left[ 0, 0, J \right],
\]

\[
    \vec{L} = \left[ \sin \theta_L, 0, \cos \theta_L \right] = \left[ \frac{A_1A_2}{2}, 0, \frac{J^2 + L^2 - S^2}{2J} \right],
\]

\[
    \vec{S} = \left[ -L \sin \theta_L, 0, J - L \cos \theta_L \right] = \left[ \frac{A_1A_2}{2}, 0, \frac{J^2 - L^2 + S^2}{2J} \right],
\]

where

\[
    A_1 = \left[ J^2 - (L - S)^2 \right]^{1/2}, \quad A_2 = \left[ (L + S)^2 - J^2 \right]^{1/2}.
\]

We must still specify the orientation of \( (\hat{S}_1, \hat{S}_2) \) in this frame. To start, it is useful to introduce a new co-precessing frame where \( \vec{S} \) is aligned with the \( z \)-axis.
This can be achieved by a simple Euler rotation of the original coordinate system about the $y$-axis, with the angle $\theta_S$ specified by
\[
\cos \theta_S = \frac{J^2 - L^2 + S^2}{2JS}.
\] (24)

In the primed frame, the vectors $(\vec{S}_1', \vec{S}_2')$ are determined by the angles $(\phi', \phi')$ in the $x'y'$-plane, and satisfy $\vec{S}' = \vec{S}_1' + \vec{S}_2'$. More specifically,
\[
\vec{S}_1' = \left[ \frac{A_3A_4}{2S} \cos \phi', \frac{A_3A_4}{2S} \sin \phi', \frac{S^2 + S_1^2 - S_2^2}{2S} \right]
\] (25)

with $A_3 = \left[ S^2 - (S_1 - S_2)^2 \right]^{1/2}$, $A_4 = \left[ (S_1 - S_2)^2 - S_2^2 \right]^{1/2}$. (26)

The components of the spin vectors in the un-primed frame are then found by performing another Euler rotation about the $y$-axis.

We are still left with specifying the angle $\phi'$. The only remaining constant of motion that has not been used is the effective mass weighted spin. To obtain $\phi'$ in terms of the constants of motion, one must insert the expressions for $(\vec{L}, \vec{S}_1, \vec{S}_2)$ into Eq. (18), and solve for $\cos \phi'$. We do not do so here because there are some subtle differences between GR and dCS gravity that must be carefully taken into account. We detail this in the next section.

### III. Analytic Solutions to the Precession Equations Without Radiation Reaction

The binary problem with spin precession exhibits a separation of scales that can be exploited to make the analytic solution of the binary’s dynamics tractable. Specifically, the binary components evolve on the orbital timescale $T_{orb} \sim v^{-3}$, the orbital angular momentum evolves due to the spin-coupling on the timescale $T_{prec} \sim v^{-6}$, and the binary’s orbit inspirals due to radiation reaction on the timescale $T_{rr} \sim v^{-10}$, and where $v$ is the orbital velocity of the binary. When considering the inspiral phase of the binary’s coalescence due to GW emission, the orbital velocity is typically small compared to the speed of light, and the separation of the orbital, precession, and radiation reaction timescales holds. As a result, we may apply multiple scale analysis to solve the problem at hand. The first step in this approach is to consider the unperturbed problem, specifically the spin dynamics of the binary in the absence of radiation reaction.

#### A. Solutions in General Relativity: A Review

Before considering the full problem in dCS gravity, we provide a review of how the precession solutions are constructed within GR, which was first done in [30]. The spin precession equations can be found by taking the limit $\xi \to 0$ in Eq. (3), which yields
\[
\dot{\vec{S}}_1 = \left[ \frac{\eta}{M} v^5 \left( 2 + \frac{3}{2}q \right) - \frac{3}{2M^3} \left( \vec{S}_2 + q\vec{S}_1 \right) \cdot \vec{L} \right] \vec{L} \times \vec{S}_1.
\] (27)

The equation for $\vec{S}_2$ can be found by particle exchange (i.e., taking $1 \leftrightarrow 2$) in the above equation, and the equation for $\vec{L}$ is found from the conservation of $\vec{J}$. Following the discussion in Sec. [10D], the only unspecified quantity in the primed frame is the angle $\phi'$ appearing in Eq. (25). This quantity is not a free parameter, but instead, it is fixed by the constants of motion. More specifically, $\phi'$ is determined by $\chi_{\text{eff}}$ in Eq. (18), which is invariant of the choice of frame since it is a scalar quantity. To complete the setup detailed in Sec. [10D], we solve for $\cos \phi'$ after taking the limit $\zeta_2 \to 0$ in Eq. (18) to obtain
\[
\cos \phi' = -\frac{1}{A_1A_2A_3A_4(1-q)} \left\{ \left[ L^2 + S^2 - J^2 \right] \times \left[ (1 + q)S^2 - (1 - q)(S_1^2 - S_2^2) \right] + \frac{4LqS^2\chi_{\text{eff}}M^2}{1 + q} \right\}.
\] (28)

The spin vectors are now fully specified in GR.

#### 1. Nutation and the Spin Magnitude $S(t)$

The evolution of the angular momenta in the co-precessing frame is determined by one time dependent quantity, specifically the total spin magnitude $S(t)$. Physically, $S(t)$ describes nutation, the upwards and downwards bobbing motion of the precessing spin vectors. Before we seek the analytic solutions for $S(t)$, it is useful to consider the equal mass case since it has important repercussions in dCS gravity. Specializing to the equal mass case, the effective mass weighted spin and precession equation for $\vec{S}$ become
\[
\chi_{\text{eff}}M^2 = 2 \left( \vec{L} \cdot \vec{S} \right),
\] (29)
\[
\dot{\vec{S}} = \left[ \frac{7}{8} \frac{v^5}{M} - \frac{3}{2M^3} \left( \vec{L} \cdot \vec{S} \right) \right] \vec{L} \times \vec{S},
\] (30)
respectively. From these, it can be shown that $dS^2/dt = 2\vec{S} \cdot (d\vec{S}/dt) = 0$, and thus, $S$ is a constant in the equal mass case. This implies that in GR and to leading PN order, spin-precessing binaries do not experience nutation when the component masses are equal.

For $q \neq 1$, the equation for $\vec{S}(t)$ may be derived from the expressions in the preceding section in the following manner. The total spin $\vec{S}$ evolves according to $d\vec{S}/dt = d\vec{S}_1/dt + d\vec{S}_2/dt$, and thus the evolution of the total spin magnitude is $dS^2/dt = 2\vec{S} \cdot (d\vec{S}/dt)$. Performing this analysis, the evolution equation for the total spin magnitude becomes
\[
\left( \frac{dS^2}{dt} \right)^2 = -A^2 \left( S^6 + BS^4 + C_0S^2 + D_0 \right),
\] (31)
where \([A, B, C_0, D_0]\) are given in Appendix A. These coefficients are functions of the velocity, and thus vary on the longer radiation reaction timescale, but are constant on the precession timescale. Equation (31) can be solved analytically to obtain

\[
S^2(t) = S_+^2 + (S_+^2 - S_3^2) \text{sn}^2(\psi, m),
\]

(32)

where \(\text{sn}(\cdot, \cdot)\) is the Jacobi sine (elliptic) function, \(m = (S_+^2 - S_3^2)/(S_+^2 - S_2^2)\), and \((S_+, S_-, S_3)\) are the roots of Eq. (31), found through the method in Appendix A and

\[
\frac{d\psi}{dt} = A \left( S_+^2 - S_3^2 \right)^{1/2}. \quad (33)
\]

In the absence of radiation reaction, the right-hand side of the above equation is constant, and this can be trivially solved. However, radiation reaction alters the behavior of \(\psi\), and we detail this in Sec. [IVB]. This completes our derivation of \(S(t)\) in the absence of radiation reaction.

2. Non-precessing Frame and the Precession Angle \(\phi_z(t)\)

Having obtained the solution for the angular momenta in the co-precessing frame, we now seek the solutions in the physical, non-precessing frame. To describe the precession of \((\hat{L}, \hat{S}_1, \hat{S}_2)\) around \(\hat{J}\), we rotate the solutions in the co-precessing frame around \(\hat{J}\) by a time-varying angle \(\phi_z(t)\), called the precession angle. To obtain the evolution equation for \(\phi_z(t)\), we combine these expressions with the precession equation \(\dot{\hat{L}}\). The form of the vectors \([\hat{L}, \hat{S}_1, \hat{S}_2]\) in the non-precessing frame is given in Appendix A. In the absence of radiation reaction, Eq. (A25) only depends on time through \(S^2\) and \(\phi_z\), and thus we have

\[
\frac{d\hat{L}}{dt} = \frac{dS^2}{dt} \frac{\partial \hat{L}}{\partial S^2} + \frac{d\phi_z}{dt} \frac{\partial \hat{L}}{\partial \phi_z}. \quad (34)
\]

It is straightforward to check that, from Eq. (A25), \(\partial L/\partial S^2 \perp \partial L/\partial \phi_z\). Thus, to obtain the evolution equation for \(\phi_z\), we set the left-hand side of Eq. (34) equal to the precession equation for \(\hat{L}\), perform the dot product with \(\partial L/\partial \phi_z\) to remove the dependence on the evolution of \(S^2\), and solve for \(d\phi_z/dt\). The evolution equation of \(\phi_z\) takes the general form

\[
\frac{d\phi_z}{dt} = \frac{Q_0 + Q_2 S^2 + Q_4 S^4}{P_0 + P_2 S^2 + P_4 S^4}, \quad (35)
\]

where the constant coefficients \((P_n, Q_n)\) are known functions of \((J, L, S_1, S_2, \chi_{\text{eff}}, q, v)\). Inserting Eq. (32) into the above expression, we obtain

\[
\frac{d\phi_z}{dt} = J \left[ \frac{b_0 + b_2 \text{sn}^2(\psi, m) + b_4 \text{sn}^4(\psi, m)}{d_0 + d_2 \text{sn}^2(\psi, m) + d_4 \text{sn}^4(\psi, m)} \right], \quad (36)
\]

where the \(b\) and \(d\) coefficients are listed in Appendix A. By combining this with Eq. (33), this equation can be solved analytically to obtain

\[
\phi_z(t) = \frac{\bar{A}_\psi}{\psi} \chi_{\text{GR}} + \frac{\bar{C}_\psi}{\psi} \Pi[\bar{n}_+, \text{am}(\psi, m), m]
\]

\[
+ \frac{\bar{C}_\psi}{\psi} \Pi[\bar{n}_-, \text{am}(\psi, m), m] \quad (37)
\]

where \(\Pi\) is the Jacobi elliptic integral of the third kind, and the constants \((\bar{A}_\psi, \bar{C}_\psi, \bar{n}_\pm)\) are listed in Appendix A. This solution does not take the same form as that found in [50], but we have verified that the solution and equation for \(d\phi_z/dt\) therein are equivalent to Eqs. (36) and (37) above. This is also why we have placed bars over the coefficients in the above solution, specifically to differentiate them from the coefficients in [50].

B. Solutions in dCS Gravity

Now that we have reviewed the analytic solution in GR, we consider the problem in dCS gravity. The spin precession equations are now the full expression given in Eq. (8). One subtle difference between the GR case is that the precession equations for dCS gravity are only known to second order in a small spin expansion. As a result, we leave the GR sector of the solution to all orders in spin while expanding terms coupled to \(\zeta_2\) to second order in small spin.

1. Nutation and the Differences to General Relativity

The geometric setup described in Sec. [IIIRD] is still valid for the problem in dCS gravity. However, there are some critical differences which make the solution to the precession equations more complicated in dCS gravity. The main difference arises in the effect of nutation. If we once again consider the equal mass case, but in dCS gravity this time, we find that \(dS^2/dt \neq 0\), while recall that in GR, \((dS^2/dt)_{GR} = 0\). Thus, nutation is always present in the dCS precession problem at leading PN order regardless of the mass ratio of the binary.

Consider now the mapping between the angle \(\phi'\) and \(\chi_{\text{eff}}\). From Eq. (18), the mapping between these quantities becomes

\[
\chi_{\text{eff}} M^2 = \zeta_2 \alpha \cos^2 \phi' + (\beta_0 + \zeta_2 \delta) \cos \phi' + \gamma_0 + \zeta_2 \delta \gamma \quad (38)
\]

where \((\alpha, \beta_0, \delta, \beta, \gamma_0, \delta)\) are known functions of the constants of motion. In the limit \(\zeta_2 \to 0\), this equation reduces to the GR case. Therefore, this equation can be solved perturbatively in \(\zeta_2\) to obtain

\[
\cos \phi' = \cos \phi'_{\text{GR}} + \zeta_2 \left[ -\frac{\delta_0}{\beta_0} + \frac{\delta}{\beta_0} \left( \gamma_0 - \chi_{\text{eff}} M^2 \right) \right] + O(\zeta_2^2) \quad (39)
\]
where one can show that \( (\cos \varphi')_{\text{GR}} = (\chi_{\text{eff}} M^2 - \gamma_0) / \beta_0 \), which can be derived by manipulating Eq. (22). However, we had to make an assumption about the mass ratio to obtain the above expression, specifically \( q \neq 1 \). This is due to the fact that \( \beta_0 \sim 1 - q \), and therefore, \( \beta_0 = 0 \) when \( q = 1 \). Returning to Eq. (38) and solving when \( q = 1 \), we obtain

\[
\cos \varphi' = \zeta_2^{-1/2} \left( \frac{\chi_{\text{eff}} M^2 - \gamma_0}{\alpha} \right)^{1/2} - \frac{\delta \beta}{2 \alpha} + \mathcal{O}(\zeta_2^{1/2})
\]  

which does not reduce properly to the GR limit when \( \zeta_2 \to 0 \).

How can it be that the precession angle takes two drastically different functional forms in the equal and non-equal mass cases? And what’s worse, how can one of these two expressions diverge in the GR limit? All of this indicates that the small coupling expansion \( \zeta_2 \ll 1 \) is non-uniform in the mass ratio \( q \). What we mean by non-uniformity here is that the perturbative solution for \( \cos \varphi' \) in Eq. (38) becomes non-perturbative for some set of values of the mass ratio, i.e. when \( \zeta_2 / \beta_0^3 \sim \zeta_2 / (1 - q)^3 \) = \( \mathcal{O}(1) \). The cause of this non-uniformity is the fact that nutation is still present in the equal mass case in dCS gravity, while it is absent in GR.

Non-uniformity is a common feature of multi-variable asymptotic expansions, i.e. asymptotic expansions of more than one variable. One solution to this problem, and the one we adopt here, is to change variables to render the expansions uniform. In particular, we define a new parameter

\[
\tilde{\zeta}_2 = \frac{\zeta_2}{(1 - q)^2}, \tag{41}
\]

which can be used instead of \( \zeta_2 \) when perturbatively solving the precession equations in such a way so as to render the expansions uniform in \( q \). We focus on solutions to the precession problem to linear order in \( \zeta_2 \), since then the solutions converge to GR in the limit \( \zeta_2 \to 0 \).

2. Solutions to \( \mathcal{O}(\tilde{\zeta}_2) \)

The goal now is to analytically determine the time evolution of \( S(t) \). We follow the same procedure for obtaining \( S(t) \) in GR, specifically to obtain an equation for \( dS^2 / dt \). Following this procedure and after linearizing in \( \zeta_2 \), we obtain

\[
\left( \frac{dS^2}{dt} \right)^2 = -A^2 \left( S^6 + BS^4 + C_0 S^2 + D_0 \right) + \tilde{\zeta}_2 \mathcal{F} (J, L, \chi_{\text{eff}}, S_1, S_2, m_1, m_2; S),
\]  

where \( \mathcal{F} \) is a complicated functions of \( S \). The coefficients \( A, B, C_0, D_0 \) are still given by Eqs. \([A4],[A6]\).

This equation is likely impossible to solve analytically for arbitrary \( S \) due to the complexity of \( \mathcal{F} \). However, the dCS corrections to the precession equations are only valid to second order in the spins of the compact objects. We thus expand \( \mathcal{F} \) about \( (S_1, S_2, S, \chi_{\text{eff}}) \) all simultaneously small compared to \( M^2 \). To do this, we define an order keeping parameter \( \epsilon \sim (S_1, S_2, S, \chi_{\text{eff}}) \), and expand about \( \epsilon \).

The end result of this expansion is

\[
\left( \frac{dS^2}{dt} \right)^2 = -A^2 \left( S^6 + BS^4 + (C_0 + \tilde{\zeta}_2 \delta C) S^2 + (D_0 + \tilde{\zeta}_2 \delta D) \right) + \mathcal{O}(\epsilon^4),
\]  

with

\[
\begin{align*}
\delta C &= \epsilon^2 \delta C_2 (J, L), \\
\delta D &= \epsilon^2 \delta D_2 (J, L, S_1, S_2) + \epsilon^3 \chi_{\text{eff}} \delta D_3 (J, L, S_1, S_2).
\end{align*}
\]  

where \( (\delta C, \delta D) \) are given in Appendix \([A]\) and we have explicitly written out the dependence on the angular momenta. The coefficients \( (\delta D_2, \delta D_3) \) depend on quadratic combinations of \( S_1 \) and \( S_2 \), while \( (\delta C_2, \delta C_3) \) are independent of the spin magnitudes of the BHs. We have here stopped the expansion at \( \mathcal{O}(\epsilon^4) \), even though the original precession equations are only accurate to \( \mathcal{O}(\epsilon^2) \). We expect this to be acceptable based on the known expression for the scalar dipole moment to all orders in spin. When re-expanded in small spins, the scalar dipole moment is \( \mu_{1,2} \sim S_{1,2} + \mathcal{O}(S_{1,2}^3) \). In the precession equations, the scalar dipole moment enters through the dipole-dipole interaction, which scales as \( \mu_x \times \mu_y \). Thus, the next order terms in the dipole-dipole interaction in a small spin expansion scale as \( S_3 S_2 + (1 \leftrightarrow 2) \), which is \( \mathcal{O}(\epsilon^4) \). The same arguments applies to the quadrupole-monopole interaction.

Schematically, Eq. (43) takes the same form as the GR equation, and thus, its solution is given by Eq. (32). The difference between the GR and dCS solutions is contained in the constants \( (\zeta_2, L, S) \), due to the fact that the coefficients of the cubic polynomial in Eq. (43) acquire dCS modifications. Formally, one should re-expand all of these quantities in \( \zeta_2 \ll 1 \). However, when we include radiation reaction, we have to perform averages of the precessing solution. These averages are simpler to take with the un-expanded solutions for \( S(t) \) and \( \phi_z(t) \).

Now consider the evolution of the precession angle \( \phi_z \). Following the procedure described in Sec. [III A 2] the evolution equations becomes

\[
\frac{d\phi_z}{dt} = Q_0 + Q_2 S^2 + Q_4 S^4
\]

\[
+ \tilde{\zeta}_2 \mathcal{C} (J, L, \chi_{\text{eff}}, S_1, S_2, m_1, m_2; S). \tag{46}
\]

After expanding about small spins, and inserting the expression for \( S(t) \), we obtain

\[
\frac{d\phi_z}{dt} = J \left[ \frac{b_0 + b_2 \sin^2(\psi, m)}{d_0 + d_2 \sin^2(\psi, m)} \right] + \tilde{\zeta}_2 J \left[ \delta A' + \delta B' \sin^2(\psi, m) \right]. \tag{47}
\]
where \( \langle \delta A'_\phi, \delta B'_\varphi \rangle \) are constants, and the \( b \) and \( c \) coefficients are still given by the expressions in Appendix A but recall that \( (S_+, S_-, S_3) \) are different from the GR values. We write \( \dot{\phi}_z = \ddot{\phi}_z^{GR}(t) + \zeta \delta \dot{\phi}_z(t) \), where \( \ddot{\phi}_z^{GR}(t) \) is given in Eq. (37), and solve for \( \delta \dot{\phi}_z(t) \) to obtain

\[
J^{-1} \delta \dot{\phi}_z(t) = \left( \delta A'_\phi + \frac{\delta B'_\varphi}{m} \right) \frac{\psi}{\dot{\psi}} - \frac{\delta B'_\varphi}{m \dot{\psi}} E[\text{am}(\psi, m, m)].
\]

(48)

This completes the solution to the dCS precession equations in the absence of radiation reaction.

IV. RADIATION REACTION

We now focus on including radiation reaction into the precessional dynamics. In dCS gravity, the flux of energy and angular momentum are modified due to scalar radiation, which results in Eq. (55). The dCS coefficient \( \delta C \) encodes corrections from both scalar radiation and modification of Kepler’s third law. The latter of these implies that \( L = (\eta M^2/u)(1 + 2\delta c_r u^4) \), so these dCS corrections enter at relative 2PN order in the dynamics of the binary. Meanwhile, the corrections to the precession equations Eq. (3) enter at relative 0.5PN order. This is an important point that simplifies significantly many of the arguments and calculations in this section.

Radiation reaction does not conserve the direction of the total angular momentum \( \dot{J} \). However, [50] showed that the direction of \( \dot{J} \) is approximately conserved over a precession cycle when including radiation reaction. Oscillations induced in the \( x \)- and \( y \)-components of \( \dot{J} \) were shown to be suppressed by two orders of magnitude relative to \( \dot{J}_z \), with the amplitude of the oscillations scaling as \( v^3 \). In a PN expansion, one can then treat \( \dot{J} \) as fixed, with radiation reaction only changing the magnitude of the total angular momentum. Since the dCS modifications to the angular momentum flux enter at 2PN order, they are suppressed by \( v^4 \) relative to GR effects, and the arguments presented in [50] still hold in dCS gravity.

Note, however, that nutational resonances where the ratio of the precessional and nutation frequencies becomes an integer ratio can cause a non-negligible secular change in the direction of \( \dot{J} \) [52]. In this work, we assume that the binary does not experience any nutational resonances during its coalescence. The impact of dCS modifications on such resonances will be considered in future work.

A. Constants of Precessional Motion

After verifying that the direction of \( \dot{J} \) remains approximately fixed under radiation reaction, we must consider what quantities are still constant in the dCS case. To leading PN order and ignoring horizon absorption, the masses, \( m_1 \) and \( m_2 \), and magnitudes of the spin vectors, \( S_1 \) and \( S_2 \), are constant. Radiation reaction changes the magnitude of the orbital angular momentum \( L \), specifically \( dL/dt = -L \cdot \vec{G} \), while spin-precession changes its direction \( \vec{L} \). The magnitude of the total angular momentum evolves according to \( dJ/dt = -J \cdot \vec{G} \). Combining these, we may write

\[
\frac{dJ}{dL} = \cos \theta L = \frac{J^2 + L^2 - S^2}{2JL},
\]

(49)

where only \( S^2 \) evolves on the precession timescale. To obtain the evolution of \( J \) on the radiation reaction timescale, we may take a precession average to obtain

\[
\left\langle \frac{dJ}{dL} \right\rangle = \frac{J^2 + L^2 - \langle S^2 \rangle}{2JL},
\]

(50)

where the average is performed with respect to the phase of \( S^2 \), specifically \( \psi \). This equation can be solved exactly to obtain,

\[
J^2 = L^2 + 2c_1 L = L \int \frac{\langle S^2 \rangle}{L^2} dL,
\]

(51)

where \( c_1 \) is an integration constant.

Reference [50] showed that the average \( \langle S^2 \rangle \) is a constant at leading PN order, and can be pulled out of the above integral. The average \( \langle S^2 \rangle \) varies on the radiation-reaction timescale at 0.5PN order. However, this constitutes a higher PN order correction to Eq. (51), and can be neglected without introducing larger errors in the analytic approximations. In dCS, we now show that this holds true. We begin by computing the PN expansion of the roots \( \langle S^2_+ \rangle, \langle S^2_\perp \rangle, \langle S^2_3 \rangle \), whose expressions are given by the procedure detailed in Appendix B. Using Eq. (51), the PN expansion of these quantities take the form

\[
S^2_\pm(u) = \sum_{n=0} \delta s^{(n)}_\pm u^n + \zeta_2 \left[ \delta s^{(0)}_\pm + O(u) \right],
\]

(52)

\[
S^2_3(u) = \sum_{n=0} \delta s^{(n)}_3 u^{n-2} + \zeta_2 \left[ \delta s^{(2)}_3 + O(u) \right],
\]

(53)

where recall that \( u = (2\pi M \eta)^{1/3} = \mathcal{O}(v) \) and \( v \) is the orbital velocity. Here \( \langle s^{(n)}_\pm, s^{(n)}_3 \rangle \) are the coefficients of the GR expansion, and are manifestly independent of \( u \) (or \( v \)), thus making them constants on the radiation reaction timescale. These coefficients are given up to 2PN order in Appendix B. The dCS corrections to these are

\[
\delta s^{(0)}_\pm = \pm \frac{M^4(1 - q)^7}{3q \sqrt{6} \eta_0} \eta_0 q^2 + \frac{25c_1 q^3}{24(1 + q)^2} \left[ c_1 (1 + q)^2 - M^2 q(3 + q) \chi_c \right],
\]

(54)

\[
\delta s^{(2)}_\pm = - \frac{25 c_1 q^3}{12} \left[ c_1 (1 + q)^2 - M^2 q(3 + q) \chi_c \right] + \delta s^{(0)}_\pm + 2M^4 \eta \chi_{c,1},
\]

(55)

where \( \delta y_0 \) is given in Appendix B and \( \chi_{c,1} \) will be presented in Eq. (68).
The average $\langle S^2 \rangle_\psi$ can be computed exactly from Eq. (52), specifically

$$\langle S^2 \rangle_\psi = \frac{1}{m} \left[ (m - 1) S_+^2 + S_-^2 + \frac{E(m)}{K(m)} (S_+^2 - S_-^2) \right],$$

where $K$ and $E$ are the complete elliptic integrals of the first and second kind, respectively. Using Eqs. (52), we may PN expand the expression for $m$ to obtain

$$m = \left( \frac{s_+^{(0)} - s_-^{(0)}}{s_+^{(0)}} \right) u^2 \left[ 1 - \frac{\bar{\zeta}_2}{3} q \left( s_+^{(0)} - s_-^{(0)} \right) \right] + \mathcal{O}(u^4).$$

Inserting all of this into Eq. (56) and PN expanding, we finally have

$$\langle S^2 \rangle_\psi = \frac{1}{2} \left( s_+^{(0)} + s_-^{(0)} \right) + \frac{1}{2} \left( \delta s_+^{(0)} + \delta s_-^{(0)} \right) \bar{\zeta}_2 + \mathcal{O}(u).$$

The last step is to use Eq. (58) to evaluate Eq. (54). After performing the necessary integration, we obtain

$$J^2 = L^2 + 2c_1 L + \langle S^2 \rangle_{\psi,0} + \frac{1}{2} \left( \delta s_+^{(0)} + \delta s_-^{(0)} \right) \bar{\zeta}_2, \tag{59}$$

where $\langle S^2 \rangle_{\psi,0} = (1/2) (s_+^{(0)} + s_-^{(0)})$. The time evolution of $J$ is now purely determined by $L$, which evolves according to Eq. (14). Note that the dCS modification to $L$ enters at 2PN order, while the correction to $J$ above enters at lowest PN order because $\delta s_{+,-}^{(0)}$ is independent of $v$. Thus, we may replace $L$ with its GR expression in terms of $u$ without significant loss of accuracy.

The other two constants of precession that evolve under radiation reaction are $L$ and $\chi_{\text{eff}}$, the latter of these due to the fact that it depends on $L$. This is a subtle difference to the case of GR, where $\chi$ is constant under radiation reaction up to 2.5PN order [16]. Rather than work in terms of $L$ as the variable that changes on the radiation reaction timescale, it is simpler to work with $u$ to avoid additional steps when computing the Fourier domain waveform. The evolution equation for $u$ is given in Eq. (15), where the dCS correction is a function of $[L, \hat{S}_1, \hat{S}_2]$ through $\delta C$. The quantity $\delta C$ is a constant for spin-aligned binaries and does not require any special treatment when computing the Fourier domain gravitational waveform. However, for precessing binaries, $\delta C$ (and all similar coefficients) is oscillatory on the precession timescale, which enters the orbital phase of the binary. These oscillations can introduce mathematical catastrophes when computing the Fourier domain waveform using the SPA, especially if the binary is strongly precessing. The method to avoid these catastrophes is to separate out the oscillatory terms from the phase, rewrite these as corrections to the GW amplitude using a Bessel decomposition, and then re-group these terms into a new, secularly evolving phase. This method was developed in [58] and is called the shifted uniform asymptotic (SUA) method. In order to properly separate out the oscillatory effects, we must consider a multiple scale analysis (MSA) of all relevant quantities.

We begin by defining two timescales, $t_{\text{pr}}$ and $t_{\text{rr}}$, describing the precession and radiation reaction timescales, respectively. These are related via $t_{\text{rr}} = \epsilon t_{\text{pr}}$ with $\epsilon$ a small parameter. It then follows that $\partial \psi / \partial t = \partial \psi / \partial t_{\text{pr}} + \epsilon \partial \psi / \partial t_{\text{rr}}$. The relevant equation is $\dot{u} = \epsilon \mathcal{U}$, where $\mathcal{U}$ is given by the right-hand-side of Eq. (15) and $\epsilon$ is an order keeping parameter. We write $u(t_{\text{pr}}, t_{\text{rr}}) = u_0(t_{\text{pr}}, t_{\text{rr}}) + \epsilon u_1(t_{\text{pr}}, t_{\text{rr}}) + \mathcal{O}(\epsilon^2)$, and work perturbatively in $\epsilon$. At leading order in $\epsilon$, we obtain the equation

$$\frac{\partial u_0}{\partial t_{\text{pr}}} = 0,$$

which is the statement that $u$ is unchanged during a precession cycle and in the absence of radiation reaction. At first order, we have

$$\frac{\partial u_1}{\partial t_{\text{pr}}} + \frac{\partial u_0}{\partial t_{\text{rr}}} = \mathcal{U}(t_{\text{pr}}, t_{\text{rr}}). \tag{61}$$

To solve this, we exploit the fact that $u$ is oscillatory on the precession timescale, such that $\langle \partial u_1 / \partial t_{\text{pr}} \rangle_{\psi} = 0$ for all $n$. Taking the average, we obtain

$$\left\langle \frac{\partial u_0}{\partial t_{\text{rr}}} \right\rangle_{\psi} = \langle \mathcal{U} \rangle_{\psi} - \langle \mathcal{U} \rangle_{\psi}(t_{\text{rr}}),$$

which can be computed exactly from Eq. (58). Note that the dCS modification to $\langle \mathcal{U} \rangle_{\psi}$ is now purely determined by $\langle \delta C \rangle_{\psi} u_0^6$. The quantity $\langle \delta C \rangle_{\psi}$ evolves according to Eq. (59), where we have performed a change of variable in the integrand from $t_{\text{pr}}$ to $\psi$. The above expression fixes $u_1$ up to a secular term $u_{1,\text{sec}}$ that only varies on the radiation reaction timescale. This quantity can be obtained by going to higher order in the MSA. As we will show, $u_1$ is not necessary when comparing to numerical evolutions of the dynamics, and we need only consider the secularly evolving $u_0$.

Now consider the effective mass-weighted spin and how it evolves under radiation reaction in dCS gravity. Due to its dependence on $u$, the evolution equation becomes

$$\frac{d \chi_{\text{eff}}}{du} = \lambda \bar{\zeta}_2 \left[ f_3(q) \left( \hat{S}_1 \cdot \hat{L} \right)^2 + q f_3(q) \left( \hat{S}_1 \cdot \hat{L} \right) \left( \hat{S}_2 \cdot \hat{L} \right) \right], \tag{64}$$

where $\lambda = - \frac{201 (1 - q)^2 (1 + q)}{112 q^4 M^4}$.

\(\lambda\)
To leading order in MSA, the secular evolution is governed by the average of Eq. (64) over \( \psi \). The necessary precession averages are performed in Appendix [C] after applying said results, we find
\[
\left\langle \frac{d\chi_{\text{eff}}}{du} \right\rangle_{\psi} = \lambda \tilde{\zeta}_2 \left[ \Sigma_0 + \Sigma_1 \chi_{\text{eff}} + \Sigma_2 \chi_{\text{eff}}^2 \right]
\]  
(66)
where the \( \Sigma_n \) are constants on the radiation reaction timescale and are given in Appendix [D]. Solving this equation in the limit \( \tilde{\zeta}_2 \ll 1 \) gives
\[
\chi_{\text{eff}} = \chi_c + \chi_c,1 \tilde{\zeta}_2 u, \\
(67)
\]
\[
\chi_c,1 = \lambda \left( \Sigma_0 + \Sigma_1 \chi_c + \Sigma_2 \chi_c^2 \right) \\
(68)
\]
where \( \chi_c \) is an integration constant, and plays the role of the standard \( \chi_{\text{eff}} \) of GR. This completes the discussion of the evolution of the constants of precession under radiation reactions. We detail how to handle the evolution of \( u_0 \) in Sec. [IV C]

To highlight the accuracy of the approximations used herein, we compare the analytic expressions for \( J \) in Eq. (51) and \( \chi_{\text{eff}} \) in Eq. (67) to numerical evolutions of these quantities under radiation reaction. To obtain the numerical evolutions, we numerically integrate the precession equations in Eq. (8) for several binaries with masses and spins provided in Table I. We start the numerical integration at an orbital frequency of 5 Hz, which fixes the initial value of \( L \). The values of \( \theta_2 \) are given in Table I. We choose \( J = L + (1/2)(\chi_1 m_1^2 + \chi_2 m_2^2) \), and \( \delta' = 0 \) for initial conditions, which fixes the initial orientations of all of the angular momentum vectors and the initial value of \( \chi_{\text{eff}} \). The dimensionless dCS coupling parameter \( \tilde{\zeta}_2 \) for each system is provided in Table II. The numerical integrations are performed in Mathematica with the NDSolve module using the ImplicitRungeKutta method. On the other hand, the analytic solutions depend on integration constants \([c_1, \chi_c, \psi_c, \phi_c, \phi] \). To fix these we require the initial values of these quantities to be the same as those for the numerical evolutions.

The comparison between the numerical evolution (solid lines) of \( (J, \chi_{\text{eff}}) \) and their analytic approximations (dashed lines) is shown in the top panels of Fig. I with the bottom panels showing the relative fractional error explicitly. For \( J \), we provide the relative fractional error in the GR limit (dot-dashed lines) as well as in the dCS (dotted) case described above. From this, we see that the error does not change significantly when adding the dCS corrections, indicating that the dominant uncertainty is largely controlled by the PN sequence in GR. We do not show this for \( \chi_{\text{eff}} \) since this is a constant in GR at the PN order we are working. Observe also that the magnitude of the uncertainty is below \( 10^{-4} \) and \( 10^{-7} \) for \( J \) and \( \chi_{\text{eff}} \) respectively for slowly-spinning systems. The error increases for more rapidly spinning system, but it is always below a few percent and below \( 10^{-4} \) for \( J \) and \( \chi_{\text{eff}} \) respectively. The error in \( J \), even in the GR case, increases with increasing spin, specifically with increasing \( \chi_1 + \chi_2 \). This is a result of truncating the average \( \langle S_j \rangle \psi \) to leading PN order, since higher PN order terms scale as higher powers of the spins. One could improve this error by including these terms in the PN computations herein if greater accuracy is desired.

### B. Precession Phases

We now consider the evolution of precession quantities on the radiation reaction timescale. To begin, the time evolution of the total spin magnitude \( S(t) \) is still governed by Eq. (43), but now, the coefficients \([A, B, C_0, D_0, \delta C, \delta D] \) are functions that change on the radiation reaction timescale. To leading order in multiple scale analysis, the solution is still given by Eq. (32), but with
\[
\frac{d\psi}{dt_{rr}} = \frac{A(t_{rr})}{2} \sqrt{S_+^2(t_{rr}) - S_3^2(t_{rr})}. \\
(69)
\]
This equation can be integrated directly in a PN expansion by combining it with Eq. (62). Caution must be taken since \( A \) depends on \( \chi_{\text{eff}} \) and its time dependence cannot be neglected. We treat \( \chi_{\text{eff}} \) through Eq. (67), and PN expand the above expression. After integrating, we obtain
\[
\psi = \psi_c - \frac{5}{128} \left( 1 - q^2 \right) u^3 \left( 1 + \sum_{n \neq 3} \psi_n u^n \right) \\
+ \psi_3 \ln u + \tilde{\zeta}_2 \delta \psi_2 u^2 , \\
(70)
\]
where \( \psi_c \) is an integration constant, the \( \psi_n \) are the PN coefficients within GR and are given in Appendix [D] and \( \delta \psi_2 \) is the leading PN order dCS correction, which is actually a 1PN deviation from GR and is given in Eq. (68) of Appendix [D]. This may seem rather strange considering that the corrections to the spin precession equations in Eq. (8) enter at 0.5PN order. However, this deviation arises due to the shifts in \( \phi_{pr} \) and \( \delta \psi_{pr} \) due to dCS corrections, which actually enter at 1PN order as can be seen from Eq. (53).

For the precession phase, we write \( \phi_z = \epsilon^{-1} \phi_{z,-1}(t_{pr}, t_{rr}) + \phi_{z,0}(t_{pr}, t_{rr}) + \mathcal{O}(\epsilon) \). To first order in the MSA, we have
\[
\frac{\partial \phi_{z,-1}}{\partial t_{pr}} = 0, \\
(71)
\]
\[
\frac{\partial \phi_{z,0}}{\partial t_{pr}} + \frac{\partial \phi_{z,-1}}{\partial t_{rr}} = \Omega_z , \\
(72)
\]
where \( \Omega_z \) is given by the right-hand side of Eq. (17). The first of these implies \( \phi_{z,-1} = \phi_{z,-1}(t_{rr}) \). To solve the second equation, we apply the same procedure of Sec. IV A. Averaging this equation over \( t_{pr} \), we obtain
\[
\frac{d\phi_{z,-1}}{dt_{rr}} = \langle \Omega_z \rangle \psi .
\]
FIG. 1. Left: Comparison of the analytic solution for $J(u)$ in Eq. (51) (dashed lines) to numerical evolutions of the coupled system of Eq. (8) & (15) (solid lines). The bottom panel provides the absolute error between the two solutions (dashed lines). We provide the error in the GR limit ($\zeta_2 \to 0$) for reference (solid lines). Right: Same as the left but for $\chi_{\text{eff}}$, whose analytic approximation is given in Eq. (67). We plot the combination $|1 - \chi_{\text{eff}}/\chi_{\text{eff},0}|$ to better display the evolution, where $\chi_{\text{eff},0}$ is the initial value of the evolution. We do not provide the error in the GR limit in the bottom panel since there is no GR analog in this case.

As pointed out in [50], there is no closed form expression for the average of the first term above for arbitrary values of $m$. However, $m \sim u^2$ and is thus small in the inspiral phase of the binary. To leading order in $m \ll 1$, $\sin(\psi, m) = \sin(\psi)$ and Eq. (73) now only depends on trigonometric functions.
Unfortunately, even after taking \( m \to 0 \), there is still no closed form expression for the precession average of \( d\phi_{z,-1}/dt_r \). To work around this, we make use of the fact that the \( b_n \) and \( d_n \) coefficients are functions of velocity (or \( u \)), and we PN expand the right-hand side of Eq. (73). There are two subtle aspects to doing this. First, we do not PN expand the overall factor of \( J \) within Eq. (73). The reason for this was pointed out in [50], wherein it was realized that expanding the analytic expression for \( J \) in Eq. (51) actually constitutes a small mass ratio expansion since \( L \sim \eta \). Thus, the expansion loses accuracy as one varies the mass ratio, and to avoid this, we factor out \( J \) as was done in [50]. The second issue is with the PN expansion that follows. When PN expanding the \( b_n \) coefficients, there are subtle cancellations that occur due to their structure. It is actually easier to recast the \( \mathcal{O}(\zeta^3) \) part of Eq. (73) in terms of the coefficients used in [50]. This mapping is given in Appendix A.

As an example of how to properly proceed with the averaging, consider the calculation to leading PN order and within GR (i.e. \( \zeta \equiv 0 \)). Equation (73) becomes

\[
\frac{d\phi_{z,-1}}{dt_r} = J u^6 \left[ \frac{3 + 2\eta}{4\eta} + \frac{\kappa_0}{1 + \kappa_1 \sin^2 \psi} \right] + \mathcal{O}(Ju^7). \tag{74}
\]

where \( (\kappa_0, \kappa_1) \) are known constants, the latter of which is given in Eq. (D45). By direct integration of the above expression with respect to \( \psi \), one obtains

\[
\int d\psi \frac{d\phi_{z,-1}}{dt_r} = J u^6 \left[ \frac{3 + 2\eta}{4\eta} \psi + \frac{\kappa_0}{\sqrt{1 + \kappa_1}} \tan^{-1} \left( \sqrt{1 + \kappa_1} \tan \psi \right) \right]. \tag{75}
\]

The above expression has a branch cut within it at \( \psi = \pi/2 \). Evaluating this at the endpoints \( \psi = 0 \) and \( \psi = \pi \) is necessary to achieve the precession averaged evolution of \( \phi_{z,-1} \), but due to the branch cut, we would obtain the incorrect average. To fix this behavior, we rely on a well-known technique in the modeling of eccentric binaries to remove the branch cut from the above expression. Specifically, we perform the replacement

\[
\tan^{-1} \left( \sqrt{1 + \kappa_1} \tan \psi \right) \rightarrow \psi + \tan^{-1} \left[ \frac{\beta_z \sin(2\psi)}{1 - \beta_z \cos(2\psi)} \right], \tag{76}
\]

with

\[
\beta_z = \frac{1}{e_z} \left( 1 - \sqrt{1 - e_z^2} \right). \tag{77}
\]

\[
e_z = \frac{\kappa_1}{2 + \kappa_1}. \tag{78}
\]

The average can now be appropriately taken since the second term in Eq. (76) is purely oscillatory and possesses no branch cuts.

Returning to the calculation in dCS gravity, the procedure for averaging only acquires one extra step, namely an expansion about \( \bar{\zeta} \equiv 1 \) before doing a PN expansion. The calculation is rather lengthy as all of the coefficients \( (J, a, b_n, d_n) \) in Eq. (73) are shifted from their GR expressions. However, following the above procedure is straightforward and produces

\[
\left\langle \frac{d\phi_{z,-1}}{dt_r} \right\rangle_{\psi} = J_0 \sum_{n=6}^{\Omega_{z,n}(-1)u^n} \frac{\Omega_{z,n}^{(-1)} \omega_{z,n}^{(0)} + \delta\omega_{z,n}^{(0)}}{2J_0} \sum_{\ell=0}^{\Omega_{z,n}^{(-1)}} \left[ 2J_0 \delta\Omega_{z,0}^{(-1)} \right] u^6. \tag{79}
\]

In the above expression, \( \Omega_{z,n} \) are the coefficients of the GR expression, \( \delta\Omega_{z,6} \) is the leading PN order correction coming from the \( (a, b_n, d_n, A_0, B_0) \) coefficients, the first term in the square brackets comes from the expansion of \( J \) about \( \bar{\zeta} \equiv 1 \), and \( J_0 = J(\bar{\zeta}_c \to 0) \) with \( J \) given in Eq. (51). Also, \( J_0 \) is a function of \( u \) through \( L \), which as discussed in Sec. [4A] takes its standard GR mapping.

To integrate this, we divide by Eq. (15) and PN expand. After integrating with respect to \( u \), we obtain

\[
\phi_{z,-1} = \phi_{z,c} + \sum_{n=-3}^{\Phi_{z,n}^{(-1)} \varphi_n(u)} \Phi_{z,n}^{(-1)} \varphi_n(u).
\]
where \( \phi_{z,c} \) is an integration constant, and the constants
\((\Phi_{z,n}, \delta \Phi_{z,-3})\) and functions \([\phi_n(v), \delta \phi_{-3}(v)]\) are given
in Appendix D. As we point out there, the coefficients \( \Omega_{z,n} \),
and as a result \( \Phi_{z,n} \), found here are not the same as those
in [64]. We discuss this more in Appendix E.

As a last step, we complete the solution to Eq. (72)
by finding the leading order oscillatory correction to \( \phi_z \).
Following the procedure of Eq. (63), we obtain

\[
\phi_{z,0} = \Omega_{orc} J_0 u^8 \left\{ \left( \Psi^{(0)}_{z,2} + \zeta_2 \delta \Psi^{(0)}_{z,2} \right) \tan^{-1} \left( \frac{\beta_z \tan(2\psi)}{1 - \beta_z \cos(2\psi)} \right) \right. \\
+ \zeta_2 \left( \frac{\Delta^{(0)}_{z,2} \sin(2\psi)}{1 + \kappa_1 \tan^2 \psi} + \Sigma^{(0)}_{z,2} \sin(2\psi) \right) \right\} + O(J_0 u^7),
\]

where the coefficients \((\Psi^{(0)}_{z,2}, \delta \Psi^{(0)}_{z,2}, \Delta^{(0)}_{z,2}, \Sigma^{(0)}_{z,2})\) are given
in Appendix D. The above result could be extended to
higher PN order if one desires more accuracy, but we
do not do so here. Further, recall from our discussion
following Eq. (63) that this only fixes \( \phi_{z,0} \) up to a purely
secular correction. To find said secular corrections, one
would have to carry the MSA to higher order. Lastly,
this expression in the GR limit differs from the one presented
in [64], namely Eq. (67) therein. While in principle they
are equivalent solutions, the latter has known problems
with branch cuts when \( \psi = n\pi/2 \) with \( n \) an integer,
whereas Eq. (81) does not.

Figure 2 provides a comparison between the ana-
lytic approximations of Eq. (70) for \( \psi(u) \) and Eq. (80)
for \( \phi_z(u) \), versus the numerical evolution of Eqs. (33)
and (47) for the systems in Table 1. For \( \phi_z(u) \) in the
right panels, we only use the secular \( \phi_{z,-1} \) as the ana-
lytic approximation, and only take the leading PN order
terms therein. The oscillatory effects are PN suppressed
and do not provide significant improvement in the ana-
ytic approximation beyond removing oscillations in the
dephasing. Once again, we also provide the dephasing
for the GR solutions to compare against. Observe that
there are no significant changes in the dephasing when
allowing the dCS coupling parameter \( \zeta_2 \) to be non-zero,
with the exception of the \( q = 0.9 \) case. This is a result
of the unavoidable non-uniform expansion in the dCS
coupling described below Eq. (40). Decreasing the dCS
coupling parameter for this system results in better ac-
curacy compared to the numerical integration. In spite
of this, observe that the analytic approximation to the
mutation phase evolution is accurate to better than a few
radiants for all systems considered.

C. Orbital Phases

To complete our discussion of radiation reaction ef-
eff, we need the evolution of orbital quantities under
radiation reaction in order to compute the Fourier do-
main waveform. More specifically, we require \( t(u) \) and
\( \phi(u) \). The former of these can be computed to leading
order in the MSA by inverting Eq. (62), which after in-
tegration becomes

\[
t(u) = t_c + \frac{3M}{8a_0} u_0^8 \left[ 1 + \sum_{n=2}^{\infty} \left( (t_0)^n + (t'_0)^n \ln u_0 \right) u_0^n \right] \\
+ \frac{\zeta_2}{8} \left[ \frac{5}{2} \langle \phi_3 \rangle_{dCS} u_0^3 + 2 \langle \phi_4 \rangle_{dCS} u_0^4 \right] \\
- \frac{32}{3} q^3 \frac{1 - q^2}{(1 + q^4)^2} \langle \delta C \rangle_{\psi} u_0^4 \right] \}
\]

where \( t_c \) is an integration constant, while \( \langle \phi_3 \rangle_{dCS} \) and
\( \langle \phi_4 \rangle_{dCS} \) are given in Eqs. (70) and (73), respectively.
These terms come from the averaging of \( a_3 \) and \( a_4 \), which
contain the spin-orbit contribution \( \beta_3 \) and spin-spin con-
tribution \( \beta_4 \). These quantities depend on powers of dot
products of the form \( \langle L \cdot \hat{S}_L \rangle \), which are modified from
GR due to their dependence on \( J, S^2, \) and \( \chi_{eff} \). As we
show in Appendix C, the correction to these quantities
enter at leading PN order, and thus enter Eq. (82) at
relative 1.5PN order and 2PN order, respectively.
Contrast this to the spin-aligned limit discussed in Sec. IT C
where the leading-order correction enters at relative 2PN
order due to dipole radiation, and is included in Eq. (82)
through \( \langle \delta C \rangle_{\psi} \) which is given in Eq. (17).

To find \( \phi_{orb}(u) \), we use the fact that \( d\phi_{orb}/dt = 2\pi F = u^3/M \).
Working within the MSA, we may divide this expression by Eq. (62) and integrate to obtain

\[
\phi_{orb}(u) = \phi_c - \frac{3M}{5a_0} u_0^{-5} \left\{ 1 + \sum_{n=2}^{\infty} \left( \langle \phi_n \rangle_{\psi} + \langle \phi'_n \rangle_{\psi} \ln u_0 \right) u_0^n \right\} \\
+ \zeta_2 \left[ \frac{5}{2} \langle \phi_3 \rangle_{dCS} u_0^3 + 2 \langle \phi_4 \rangle_{dCS} u_0^4 \right] \\
- \frac{32}{3} q^3 \frac{1 - q^2}{(1 + q^4)^2} \langle \delta C \rangle_{\psi} u_0^4 \right] \}
\]

with \( \phi_c \) an integration constant.

Lastly, for precessing binaries, the orbital phase \( \phi \) is
modulated by the Thomas phase \( \phi_T \) which captures the
Lens-Thirring effect. This quantity obeys the equation

\[
\frac{d\phi_T}{dt} = \frac{d\phi_z}{dt} \cos \theta_L.
\]

We solve this by once again working with MSA, whereby
we treat \( \phi_T \) in the same manner as \( \phi_z \).
There is one main difference, namely that the overall factor of \( J \) that
we factored out of Eq. (75) actually cancels with a factor
of \( J \) in the denominator of \( \cos \theta_L \). Thus, we can proceed

\[3\] Here we use \( \phi_T \) for the Thomas phase, as opposed to [60] where
\( \zeta \) was used. We do so as to not create confusion with the dCS
coupling parameters.
FIG. 2. Left: Comparison of the analytic solution for $\psi(u)$ in Eq. (70) (dashed lines) to numerical evolutions of Eq. (33) (solid lines). The bottom panel provides the dephasing between the two solutions (dashed lines). The dephasing for the same systems in GR (i.e. $\bar{\zeta}_2 = 0$) is shown for reference (solid lines). Right: Same as the left but for $\phi_z(u)$. We neglect the oscillatory corrections from the MSA since they are PN suppressed.

with a standard PN expansion, without having to worry about possible issues with expanding $J$. The end result is

$$\phi_{T,-1}(u) = \phi_{T,c} + u^{-3} \left[ \sum_{n=0} \Phi_{T,n}^{(-1)} u_0^n + \bar{\zeta}_2 \delta \Phi_{T,0}^{(-1)} \right]$$

(85)

where the coefficients $\Phi_{T,n}^{(-1)}$ and $\delta \Phi_{T,n}^{(-1)}$ are given in Appendix D. This completes the calculation of all necessary radiation reaction effects.
V. GRAVITATIONAL WAVES

Having solved for the evolution of all relevant phase quantities under radiation reaction, we now move to obtaining the Fourier domain waveform in dCS gravity. As a matter of simplicity, we consider the construction of a TaylorF2-style approximate, where the waveform amplitudes are taken to be leading PN order, while the phases contain higher PN order corrections. The reason to do this is not merely to simplify the calculation. As we will show, the leading order dCS corrections enter at Newtonian order in the amplitudes. The calculation of the GR dCS effects is given in Eq. (118) in [57]. This correction scales as $u^6$ whereas Eq. (86) scales as $u^2$, and thus the dCS correction coming from the far zone scalar radiation is 2PN suppressed relative to standard quadrupole radiation in GR. One might expect that this is the dominant correction to the waveform amplitude. However, the orbital trajectory depends on the orientation of $\hat{L}$, which changes due to orbital precession, and is thus modified by dCS effects. Thus, the leading-order corrections actually come from the weak coupling expansion of Eq. (86).

In a frame where $\hat{L}$ is aligned with the z-axis, the orbital plane is spanned by the vectors,

$$\hat{n}' = [\cos \phi_C, \sin \phi_C, 0]$$

$$\hat{\lambda}' = [-\sin \phi_C, \cos \phi_C, 0]$$

where we have label them with a double prime subscript to distinguish the frame from those discussed in Sec. II D. In the above, $\phi_C = \Phi + \phi_T$ is the carrier phase, where $\Phi = \phi_{\text{orb}} - 3u^3(2 - 2u^2)\ln v$, with $\phi_{orb}$ the orbital phase and the second term is the correction arising from GW tails [65, 66]. The vectors in the non-precessing frame can then be found by performing two Euler rotations, first by $\theta_L$ about the y-axis, and then by $\phi_z$ about the new z-axis. Doing so, one obtains

$$\hat{n} = [\cos \theta_L \cos \phi_z \cos \phi_C + \sin \phi_z \sin \phi_C, -\cos \theta_L \sin \phi_z \sin \phi_C + \cos \phi_z \sin \phi_C, \sin \theta_L \cos \phi_C]$$

$$\hat{\lambda} = [\cos \phi_z \cos \theta_L, \sin \phi_z, \sin \theta_L \sin \phi_C]$$

$$\hat{L} = [-\cos \phi_z \sin \theta_L, \sin \phi_z \sin \theta_L \cos \phi_C]$$

where $\hat{n}$ is equivalent to Eq. (A25). With this, one can evaluate the necessary derivative on $I_{ij}$ to obtain the metric perturbations.

The observable waveform is not given by Eq. (86), but by its transverse trace-less (TT) projection [22]. The projection is performed by defining the line of sight vector $\hat{N}$ in a frame where $\hat{J}$ is aligned with the z-axis. The vector $\hat{N}$ is then determined by the angles $(\theta_N, \phi_N)$ relative to $\hat{J}$. By performing the TT projection along $\hat{N}$, we obtain the two polarization states of the GW, which may be written as

$$h_+ - ih_\times = h_2 \sum_{m=-2}^2 H_{2m}(\phi_T, \theta_L, \phi_z, \theta_N, \phi_N) e^{im\Phi}$$

where $h_{+\times}$ are the plus and cross polarizations, and

$$H_{2m} = \sum_{m' = -2}^{2} (-1)^{m'+1} D_{mm'}^2(\phi_T, \theta_L, -\phi_z) - 2Y_{2m'}(\theta_N, \phi_N)$$

with $h_2$ a known functions of $u$ given in (F23), $D_{mm'}^l$, the Wigner D matrices and $Y_{lm}$ the spin-weighted spherical harmonics. Note that, because we are working to leading PN order, we only have the $l = 2$ modes in the above waveform. This can easily be extended by simply summing over all possible $l$ modes at the relevant PN order.

The amplitudes $H_{2m}$ are oscillatory functions in $\phi_z$ and $\phi_T$, but the dependence on $\theta_L$ is not purely oscillatory in the following sense. The expression for $\cos \theta_L$ is given in Eq. (19), which contains an average part that evolves

4 Note that here we are using the phase convention provided explicitly in Eq. (93). Different conventions are used throughout different pieces of the literature. As long as one is consistent in the phase conventions used, one obtains the same $h_+ - ih_\times$ provided here.
monotonically on the radiation reaction timescale and an oscillatory part that evolves on the precession timescale. This can be explicitly seen by expanding out Eq. (19), specifically
\[
\cos \theta_L = \frac{J^2 + L^2 - S_+^2}{2JL} - \frac{(S_+^2 - S_-^2)}{2JL} \sin^2 \psi. \tag{94}
\]
The standard technique of calculating the Fourier domain waveform is the use of the SPA, which was modified in §5 to handle precessing waveforms through the introduction of SUA. In order for the SPA to be applicable, there must be a separation of scales between the variation of the amplitude and phase. In the inspiral phase, the amplitude evolves on the radiation-reaction timescale, while the phase evolves on the orbital timescale, and thus the condition of separation of scales is met. When applying SUA, there must be a further separation of scales between the standard phase variable and the phase characterizing the modulation of the amplitude. Once again, the precession timescale is intermediate to the orbital and radiation reaction timescales, and the conditions to apply SUA are met. Further, the SUA method implements a partial resummation procedure, so Eq. (94) does not need to be Fourier decomposed to extract the oscillatory modulation. Instead, this expression can simply be left as is without the need for expansions in GR. We will not review the ingredients of the SUA method here, but instead refer the reader to §5, and below we use the same notation as that introduced in that reference.

The crux of the issue in dCS gravity is that \( \dot{\theta}_L \) given by Eq. (94) is not simply modified through the shifts in \( S_\pm^2 \), but also within \( \psi \) through Eq. (7). Within GR, the Wigner-D matrices can be left as they are, but a naive weak-coupling expansion within dCS gravity results in the expansion of trigonometric functions of \( \psi \), which loses accuracy as the binary evolves, thus spoiling the oscillatory amplitude modulation that is fundamental to precessing waveforms. To rectify this, we consider an expansion of relevant trigonometric functions of \( \dot{\theta}_L \), as a Fourier series on \( \psi \). The starting point to this is the relationship between Wigner D-matrices and spin-weighted spherical harmonics,
\[
D_{m m'}^l (\phi_T, \theta_L, -\phi_z) = (-1)^{m'} N_l e^{i m' \phi_z} Y_{m}(\theta_L, \phi_T),
\]
\[
= (-1)^{m'} N_l e^{i (m' \phi_T + m' \phi_z)} \times m P_{lm}(\cos \theta_L), \tag{95}
\]
where \( N_l \) and \( N_{lm} \) are constants given in Appendix F and \( P_{lm} \) are the spin-weighted associated Legendre polynomials (SALPs) [67]. As we show in Appendix F, any trigonometric function of \( \dot{\theta}_L \) can be written as a Fourier series on \( \psi \), with the coefficients of the series only dependent on the radiation-reaction timescale. Thus, we can go one step further and write
\[
D_{m m'}^l (\phi_T, \theta_L, -\phi_z) = (-1)^{m'} e^{i (m' \phi_T + m' \phi_z)} \times \sum_{n=-\infty}^{\infty} P_{m m' n}(u) e^{in \psi}, \tag{96}
\]
where the \( P_{m m' n}^l \) can generically be written in terms of Gegenbauer polynomials. Formally, \( n \) in the above equation extends to infinitely many harmonics; however, as we detail in Appendix F, there is a small parameter that can be used to truncate the sum at a finite number of harmonics.

With the decomposition in Eq. (96), we can consider the weak coupling expansion of the waveform amplitudes. Writing the phases as
\[
\phi_z(u) = \phi_{z,GR}(u) + \zeta_2 \delta \phi_z(u), \tag{97}
\]
\[
\phi_T(u) = \phi_{T,GR}(u) + \zeta_2 \delta \phi_T(u), \tag{98}
\]
\[
\psi(u) = \psi_{GR}(u) + \zeta_2 \delta \psi(u) \tag{99}
\]
the Wigner D-matrices can be expanded as
\[
D_{m m'}^l (\phi_T, \theta_L, -\phi_z) = (-1)^{m'} N_l m \sum_n e^{i \Phi_{K,GR}^n} e^{i \zeta_2 \delta \Phi_{K,\text{dCS}}^n} \times P_{KK}^n (u) \left[ 1 + \zeta_2 \delta P_{K}(u) \right] \tag{100}
\]
where \( K \) is the multi-spectral index \( K = l m m'n', \) and
\[
P_{KK}^n = \lim_{\zeta_2 \to 0} \frac{\partial}{\partial \zeta_2} \ln P_{m m' n}(u), \tag{101}
\]
\[
\delta P_{K}^{\text{dCS}} = \lim_{\zeta_2 \to 0} \delta \phi_T,GR + m' \delta \phi_z,GR + n \psi_{GR}, \tag{102}
\]
\[
\delta \Phi_{K}^{G} = m \delta \phi_T + m' \delta \phi_z + n \delta \psi, \tag{103}
\]
This completes the weak-coupling expansion of the waveform in dCS gravity.

Before moving on to the calculation of the Fourier transform of the waveform, it is worth noting that \( h_2 \) depends on the orbital velocity, which is mapped to \( u \) via the dCS modified Kepler’s third law. We do not include this contribution here because it is higher PN order than the \( \delta P_{K} \). Also note that this decomposition into harmonics of \( \psi \) does not spoil the analytic behavior needed to apply the SUA method since the precession phase \( \Phi_{K}^l \) is still oscillatory in \( \psi \).

The Fourier phase of the waveform is \( \Psi = 2\pi ft + m \Phi \), where recall that \( \Phi \) is the orbital period plus the GW tail contribution. As is standard with integrals of this type, we can proceed with using the SPA. The stationary point is found by demanding \( \Psi = 0 \), which gives
\[
f = -m F(t_s), \tag{105}
\]
where \( t_s \) is the stationary point. Note that for \( m > 0 \), this condition is only satisfied for negative Fourier frequencies \( f \), while for \( m < 0 \) it is satisfied for positive frequencies. Thus, only the \( m < 0 \) terms survive. The SPA phase is then
\[
\Psi_m (f) = 2\pi ft_c + m \phi_c - \frac{\pi}{4} - \frac{3m}{256m^2} \left( 1 + \sum_{n=2}^{\infty} \bar{\delta}_K \langle \Psi_n^{\text{GR}} \rangle \bar{u}^n - \sum_{n=5}^{\infty} \bar{\delta}_K \langle \Psi_n^{GR} \rangle \bar{u}^n \ln \bar{u} + \zeta_2 \left[ 4 \langle \delta \beta_3 \rangle^\text{dCS} \bar{u}^3 + 10 \langle \delta \sigma_4 \rangle^\text{dCS} \bar{u}^4 \right] \right) \]

\[ -160 \frac{q^4(1 - q)^2}{(1 + q)^4} \left\{ \langle \delta C \rangle_{\psi} \tilde{u}^4 \right\} \]  

where \( \tilde{u} = (2\pi M f / |m|)^{1/3} \), and recall that only the \( m < 0 \) contribute. The higher PN coefficients \( \langle \Psi_n^{GR} \rangle \) are given in Appendix H of [61].

The SUA correction to the stationary point is obtained from

\[ T_m = \left[ -m f \Phi \right]^{-1/2} \]  

To find the SUA corrections to the amplitude, one must evaluate the condition in Eq. (105) at the shifted time \( t_* + kT_m \). Since \( T_m \) is PN suppressed, we may Taylor expand the shifted version of Eq. (105) to obtain

\[ u_k = \tilde{u} + \frac{k}{3} \sqrt{\frac{a_0}{|m|}} \tilde{u}^{7/2} \left\{ 1 + \sum_{n=2} \left( v_n + v_n' \ln \tilde{u} \right) \tilde{u}^n \right\} \]  

where the SUA amplitudes \( u_n \) are given in Appendix F.

The SUA amplitudes are then

\[ A_m(f) = \sum_{k=0}^{k_{\text{max}}} \frac{a_{k,k_{\text{max}}}}{2} \left[ H_{2m}(u_k) + H_{2m}(u_{-k}) \right], \]  

where \( a_{k,k_{\text{max}}} \) is given in Eq. (79) in [50], and the waveform can then simply be written as

\[ h_+ - i h_\times = \sqrt{2\pi} \sum_{m<0} T_m A_m(f) e^{i\Psi_m(f)} \]  

\[ = \sqrt{\frac{2}{3}} \frac{M^{5/6}}{D_L^{1/6}} f^{-7/6} A_{-2}(f) e^{i\Psi_{-2}(f)}. \]  

To highlight the difference between the waveform of Eq. (110) in GR and dCS gravity, we plot a part of the amplitude and the Fourier phase in Fig. 3 for the systems in Table 1. The amplitude \( A_{-2}(f) \) can be decomposed into harmonics of \( \psi \), specifically \( A_{-2} = \sum_n A_{-2,n} e^{in\psi} \). The new amplitudes \( A_{-2,n} \) still contain dependence on \( \phi_z \) and \( \phi_T \), which we do not factor out since these generate most of the amplitude modulation. The harmonic with the largest amplitude is \( n = 0 \), which we plot in the top panel of Fig. 3 for the same system parameters as Fig. 1. Observe that the differences in the amplitude generally decrease with increasing frequency, as opposed to the waveform phase. From the SUA correction in Eq. (108), one might expect the opposite due to the dCS correction first appearing at 1.5PN order therein. However, the difference in the waveform amplitude is largely controlled by the correction in Eq. (102), which does not have a definite PN order. The difference between the waveform phases is typically small, but it increases with increasing spin. On the other hand, the difference in the waveform amplitudes is largest for the \( q = 0.9 \) system, highlighting the nature of the non-uniform weak coupling expansion in dCS gravity. The large difference between precessing waveforms in GR and dCS gravity shown in the bottom panels of Fig. 3 qualitatively suggests that one should be able to place stringent constraints on the dCS coupling constant \( \xi \) with precessing binaries. However, the ability to place stringent constraints is dependent on the existence of covariances and/or degeneracies among the physical parameters of the binary. Such effects need to be elucidated in a formal parameter estimation study, which we leave to future work.

B. Towards Inspiral-Merger-Ringdown Waveforms

To review, the results of our analysis thus far have led to the development of an analytic, frequency-domain waveform for the inspiral phase of precessing BHs in dCS gravity. The TaylorF2-style waveform is given in Eq. (110), with the Fourier phase \( \Psi_{-2}(f) \) given in Eq. (106). The Fourier amplitude \( A_{-2}(f) \) is given in Eq. (109), with the \( u_k \) SUA variable given in Eq. (108). This constitutes the first fully analytic inspiral waveform calculated for spin precessing binaries in a modified theory of gravity.

The ultimate goal of waveform modelling is the development of a single waveform that captures the full coalescence of the binary, from the early inspiral, through the merger and ringdown when the remnant finally reaches a steady state. The so-called “inspiral-merger-ringdown (IMR) waveforms” seek to achieve this via different methods. Those of most relevance to the work at hand are the IMRPhenom waveform models [51] [52] [53], which combine PN theory for the inspiral phase, black hole perturbation theory for the ringdown, and a fit to numerical relativity for the merger. The advent of analytic solutions to the PN spin precession problem has lead to the development of precessing IMRPhenom waveforms [50], with IMRPhenomPv3 [51] being the most up to date.

The IMRPhenomPv3 waveforms [51] make use of the analytic solutions to the PN precession equations derived in [50]. Since our work herein provides an extension of the calculations in [50] to include the leading-order, dCS corrections, it is straightforward to extend the inspiral phase of the IMRPhenomPv3 waveforms to include these. The mappings between the phases of the IMRPhenomPv3 waveforms and the phases herein (and within [50]) are \( \alpha \leftrightarrow \phi_z \), \( \beta \leftrightarrow \theta_L \), and \( \epsilon \leftrightarrow \phi_T \). Then, the extension of these phases to dCS gravity is trivially

\[ \alpha(f) = \alpha_{P\Psi_3}(f) + \bar{\zeta}_2 \left[ \Phi_{-3,-3}^{-1} \phi_{-3}(\tilde{u}_k) + \Phi_{-3,-3}^{-1} \delta \phi_{-3}(\tilde{u}_k) \right], \]  

\[ \cos[\beta(f)] = \cos[\beta_{P\Psi_3}(f)] + \bar{\zeta}_2 \sum_n \delta C_{L,n} \cos[n \psi(f)], \]  

where the PN coefficients \( \langle \Psi_n^{GR} \rangle \) are given in Appendix H of [61].
FIG. 3. Left: Plot of the Fourier domain waveform amplitude $A_{-2,0}$ for both GR (dot-dashed lines) and dCS gravity (dotted lines) for the systems in Table I and with the line of sight angle $(\theta_N, \phi_N) = (\pi/4, 0)$. Right: Plot of the SPA phase for both GR and dCS gravity. The bottom panels display the relative difference between dCS gravity and GR.

$$\epsilon(f) = \epsilon_{Pv3}(f) + \zeta_2 \delta \Phi^{-1}_{T,0} \tilde{u}_k^{-3},$$

where $\psi(f)$ is given in Eq. (70), $[\Phi^{(-1)}_{z,-3}, \delta \Phi^{(-1)}_{z,-3}, \delta \Phi^{(-1)}_{T,0}]$ are given in Eqs. (D41), (D43), & (D54), $[\varphi_{-3}, \delta \varphi_{-3}]$ are given in Eqs. (D11) & (D23), $\delta C_{L,n}$ is defined as

$$\delta C_{L,n} = \lim_{\zeta_2 \to 0} \frac{\partial C_{L,n}}{\partial \zeta_2},$$

with the $C_{L,n}$ given in Eq. (F6)-(F7), and $[\alpha_{Pv3}, \beta_{Pv3}, \epsilon_{Pv3}]$ are the standard GR expression appearing in the IMRPhenomPv3 waveforms. The IMRPhenomPv3 waveforms are also specified by two effective spin parameters, the first being $\chi_{\text{eff}}$, which we have computed in Sec. IV A and is given in Eq. (67).
The second is the effective precession spin, given by

\[ \chi_p = \max \left\{ \left| (2 + \frac{3}{2}q) \left| \hat{L} \times \hat{S}_1 \right| \right|, \left| (2 + \frac{3}{2}q) \left| \hat{L} \times \hat{S}_2 \right| \right| \right\} / (2 + \frac{3}{2}q|m_1^2|^3). \]  

(115)

This quantity can be computed in the precession averaged scheme detailed in Appendix C with the dCS corrections to the cross products given in Eqs. (C21)-(C22).

The above considerations provide all of the information necessary to extend the inspiral phase of the IMR-PhenomPv3 waveforms to dCS gravity. While we have not considered the merger-ringdown phase of the coalescence, the first numerical relativity simulations of black hole mergers in dCS gravity have been computed within the effective field theory framework in [72, 73]. One may be tempted to then use those results to re-fit the intermediate and merger-ringdown phases of IMRPhenomPv3 against those numerical simulations. Unfortunately, to do so would require a large bank of such simulations, which does not currently exist. The recent work in [3], however, suggests that modifications to the intermediate and the merger-ringdown phase of IMRPhenomPv3 are not required to carry out the first tests of dCS gravity. Indeed, tests that only modify the inspiral phase have been shown to be conservative [3]. That is, if we had a full dCS IMRPhenomPv3 model, then tests with this IMR model would not invalidate tests carried out with modifications in the inspiral only, buy rather the former would merely strengthen the latter.

VI. DISCUSSION

The calculations performed here have resulted in the first analytic Fourier domain waveforms for the quasi-circular inspiral of spin-precessing BH binaries in a modified theory of gravity. Our theory of choice to perform this calculation, dCS gravity, is a prime target for study with these types of systems due to parameter degeneracies that otherwise prevent constraints on the dCS coupling parameter in the spin-aligned case [5, 6]. We have shown here that the methods developed within GR for analytically studying spin-precessing binaries also apply to dCS gravity, with one caveat. The equal mass limit of the precession problem possesses unique properties in GR due to the no-hair theorems, which are violated in dCS gravity. Physically, this causes nutation of the BHs’ spins to be present in dCS gravity in the equal-mass case, and this mathematically forces us to work with a non-uniform expansion in the coupling parameter. However, from the context of data analysis and tests of GR, this behavior is intriguing since it presents the possibility of a smoking gun test. Indeed, as can be seen from the results of Fig. 5, the difference between the dCS and GR waveforms is largest for approximately equal mass and high spin systems, the former producing the largest difference in the waveform amplitude and the latter producing the largest difference in waveform phase.

Another aspect of these waveforms that is intriguing is the fact that the phase modification is parameterized by not one beyond-GR correction, but three. The reason for this is that modifications to the spin-precession equations will alter the evolution of the relative orientation of the spins and orbital angular momentum, thus modifying the spin-coupling terms in the GR part of the Fourier phase. For dCS gravity, these effects enter at relative Newtonian order, and thus produce corrections to the phase at 1.5PN order for spin-orbit corrections and 2PN order for spin-spin corrections. On the other hand, these effects are suppressed in the spin-aligned limit, and the correction to the GW phase is dominated by the emission of dipole radiation, which enters at 2PN order in dCS gravity. This behavior can be seen from the last three columns of Table I as a function of the orientation angle $\theta_2$.

There are at least two issues that we have not addressed in this paper and that could serve as the basis of future investigations. The first is how general are the results of dCS gravity to other modified theories. So far, the only modified spin precession equations that have been derived are in dCS gravity. One could consider other modified theories and perform the same calculation carried out here to study the effects on the emission of GWs. Alternatively, one could posit a set of theory agnostic modifications to Eq. [3] and study the effect of these on the precession dynamics. A perhaps more suitable avenue would be to develop a parameterized post-Einsteinian (ppE) [2] waveform for spin precessing binaries. The ppE framework posits that modified gravity effects in the waveform may be captured by a set of theory agnostic parameters that scale as particular PN orders. The results found here can be used to motivate such a framework. In addition, [74] studied the corrections to binary dynamics due to non-axisymmetric mass quadrupole effects, which generically modify the precession of the binary. While this study did not include spin effects, the end result is a waveform analogous to those derived here, with the main difference being the overall analytic structure of the precession dynamics. Using both the non-axisymmetric case and the dCS gravity case to motivate a precessing ppE framework will allow us to capture a wide variety of beyond-GR and beyond-vacuum scenarios.

The second issue is how the waveforms derived here aid in our ability to perform tests of GR. As we have already pointed out, dCS gravity has known parameter degeneracies that makes placing constraint on the coupling constants of the theory currently impossible solely with GW observations [3, 6]. It is also well known that spin precession can break degeneracies when performing parameter estimation of certain systems [11, 79]. Therefore, we may expect that dCS gravity can be constrained stringently with observations of GWs from spin precessing binaries, as predicted in [79]. Bayesian inference provides the most
informative approach for performing parameter estimation studies of GW observations, but it is time consuming to fully sample the posterior distribution of the waveform parameters. We leave an in-depth parameter estimation study, as well as the development of a precessing ppE framework, to future work.

ACKNOWLEDGMENTS

We would like to thank Katerina Chatziioannou for useful discussions. N.L. acknowledges financial support provided under the European Union’s H2020 ERC, Starting Grant agreement no. DarkGRA–757480. We also acknowledge support under the MIUR PRIN (Grant 2020KR4KN2) and FARE programmes (GW- NEXT, CUP: B84I20000100001). N.Y. acknowledges support from the Simons Foundation through Award number 896696.

Appendix A: Precession Coefficients

We here provide various expressions related to the conservative precession equations. The polynomials \(f_3, f_5\) given in Eq. (A1) are

\[
\begin{align*}
    f_3 & = 1 + q + \frac{700}{603}q^2 + \frac{350}{603}q^3, \\
    f_5 & = 1 + q + \frac{350}{603}q^2 - \frac{350}{603}q^3 - q^4 - q^5.
\end{align*}
\]

The coefficients of \(dS^2/dt\) appearing in Eq. (A1) are

\[
\begin{align*}
    A^2 & = \frac{9qv^2}{4L^2M^2(1 + q)^2}, \\
    B & = -2J^2 + L^2 \left( \frac{1}{q} + q \right) - \left( \frac{1-q}{q} \right) (qS_1^2 - S_2^2) \\
    & + 2LM^2\chi_{e\text{ff}}, \\
    C_0 & = J^4 + J^2 \left[ -2L^2 - \frac{2}{q}(1-q)(qS_1^2 - S_2^2) - 2LM^2\chi_{e\text{ff}} \right] \\
    & + L \left[ L^3 - \frac{2}{q}(1-q)L2S_1^2 + 2L(1-q)S_2^2 + 2L^2M^2\chi_{e\text{ff}} \right] \\
    & + 2M^2 \left( \frac{1 + q}{1 + q} \right) (S_1^2 - S_2^2) \chi_{e\text{ff}} + \frac{4LM^4q\chi_{e\text{ff}}}{(1+q)^2} \right], \\
    D_0 & = \frac{1-q}{q(1+q)} \left[ J^4[q^2S_1^2 - S_2^2 + q(S_1^2 - S_2^2)] \right. \\
    & \left. - 2J^2L [L(qS_1^2 + qS_1^2 - S_2^2 - qS_2^2)] \\
    & + M^2[q(S_1^2 - S_2^2)\chi_{e\text{ff}}] + L^2 \left[ (1-q)^2(S_1^2 - S_2^2)^2 \right. \\
    & \left. + L^2(qS_1^2 - 2qS_1^2 - S_2^2 - qS_2^2) \\
    & \left. + 2LM^2(q(S_1^2 - S_2^2)\chi_{e\text{ff}}) \right] \right],
\end{align*}
\]

The dCS corrections to \(dS^2/dt\) in Eqs. (43)-(45) are

\[
\begin{align*}
    \delta C_2 & = -\frac{(J-L)^2(J+L)^2}{1344L^3M^2(1-v\chi_{e\text{ff}})^2} \left[ \delta C_{2,0} + \delta C_{2,2}J^2 + \delta C_{2,4}J^4 \right], \\
    \delta C_3 & = -\frac{J^2 - L^2}{1344L^4M^2(q+1)^3(1-v\chi_{e\text{ff}})^2} \left[ \delta C_{3,0} + \delta C_{3,2}J^2 + \delta C_{3,4}J^4 \right], \\
    \delta D_2 & = -\frac{(1-q)(J-L)^2(J+L)^2}{1344L^3M^2(q+1)q(1-v\chi_{e\text{ff}})^2} \left[ \delta D_{2,0} + \delta D_{2,2}J^2 + \delta D_{2,4}J^4 \right], \\
    \delta D_3 & = -\frac{J^2 - L^2}{1344L^3M^2(q+1)^3q(1-v\chi_{e\text{ff}})^2} \left[ \delta D_{3,0} + \delta D_{3,2}J^2 + \delta D_{3,4}J^4 \right],
\end{align*}
\]

where

\[
\begin{align*}
    \delta C_{2,0} & = \frac{qL^3M^2}{(1+q)^2} \left( 1809 + 1109q + 1147q^2 + 3150q^3 + 1147q^4 - 97q^5 + 603q^6 \right), \\
    \delta C_{2,2} & = -\frac{qLM^2}{(1+q)^2} \left( 1809 + 2412q + 1147q^2 + 2800q^3 + 1147q^4 + 1206q^5 + 603q^6 \right), \\
    \delta C_{2,4} & = 3q^2 (201 + 350q^2 + 201q^4), \\
    \delta C_{3,0} & = -L^3M^2q^2 \left( 7236 + 9045q + 1809q^2 + 15750q^3 + 14350q^4 + 2197q^5 \\
    & + 1615q^6 + 214q^7 \right), \\
    \delta C_{3,2} & = 2LM^4q^2 \left( 3618 + 5427q + 3909q^2 + 8050q^3 + 5950q^4 + 3403q^5 \\
    & + 3015q^6 + 1206q^7 \right), \\
    \delta C_{3,4} & = -9LM^4q^2 \left( 201 + 201q + 350q^2 + 350q^3 + 201q^4 + 335q^5 \right),
\end{align*}
\]
\[
\delta D_{2,0} = \frac{L^3 M^2 q}{1 + q} \left[ q S_{1}^2 (1809 + 1712 q + 2450 q^2 + 3500 q^3 + 1497 q^4 + 1206 q^5 + 1206 q^6) \right. \\
- S_{2}^2 (2412 + 2412 q + 1497 q^2 + 2450 q^3 + 506 q^5 + 603 q^6) \right], \\
\delta D_{2,2} = \frac{L M^2 q}{1 + q} \left[ -q S_{1}^2 (1809 + 3015 q + 1750 q^2 + 3850 q^3 + 2197 q^4 + 1809 q^5 + 1206 q^6) \right. \\
+ S_{2}^2 (2412 + 3015 q + 2197 q^2 + 3850 q^3 + 1750 q^4 + 1809 q^5 + 603 q^6) \right], \\
\delta D_{2,4} = 3q v(1 + q) (201 + 350 q^2 + 201 q^4) (q S_{3}^2 - S_{2}^2), \\
\delta D_{3,0} = L^5 M^4 (q - 1) q \left[ -q S_{1}^2 (7236 + 9045 q + 2800 q^2 + 14350 q^3 + 112400 q^4 + 1809 q^5 + 3618 q^6 + 2197 q^7) \right. \\
+ S_{2}^2 (4824 + 7236 q + 4221 q^2 + 12600 q^3 + 10150 q^4 + 7000 q^5 + 4027 q^6 + 2412 q^7) \right], \\
\delta D_{3,2} = 2L^3 M^4 (q - 1) q \left[ q S_{1}^2 (3618 + 5427 q + 2100 q^2 + 8050 q^3 + 4900 q^4 + 2509 q^5 + 4221 q^6 + 1260 q^7) \right. \\
- S_{2}^2 (2412 + 3618 q + 3015 q^2 + 7000 q^3 + 5950 q^4 + 2800 q^5 + 4221 q^6 + 1260 q^7) \right], \\
\delta D_{3,4} = -9L M^4 (q - 1) q \left[ 3 S_{1}^2 (201 + 350 q^2 + 201 q^4 + 134 q^5) - S_{2}^2 (201 + 350 q^2 + 335 q^4) \right]. \\
\]

To find the roots of \(dS^2/dt\) in either Eq. (31) or Eq. (43), the following procedure can be used. Consider a polynomial of the form \(P(x) = x^3 + Bx^2 + Cx + D\), and let us assume we desire to find its roots, i.e., solve for \(x\) in \(P(x) = 0\), with all solutions assumed to be real. We begin by defining \(t = x - B/3\), such that the polynomial becomes \(P(t) = t^3 - pt + q\), where
\[
p = \frac{B^2}{3} - C, \quad q = D - \frac{BC}{3} + \frac{2B^3}{27}.
\]

We now apply the transformation \(t = z \cos \theta\), which converts the polynomial to \(P(\theta) = 4 \cos^3 \theta - (4p/z^2) \cos \theta + (4q/z^3)\). The goal is to now write this so that we can exploit the trigonometric identity \(4 \cos^3 \theta - 3 \cos \theta - \cos(3\theta) = 0\). To do this, we demand \((4p/z^2) = 3\), which fixes \(z = (4p/3)^{1/2}\). With this, the problem of finding the roots of the polynomial reduces to solving \(\cos(3\theta) = -(q/2)(3/p)^{3/2}\). Transforming back to the original variable, the roots are given by
\[
x_n = -\frac{B}{3} + \frac{z}{3} \cos \left( \frac{\arccos \left( \frac{q}{2} \left( \frac{3}{p} \right)^{3/2} \right)}{2\pi n} \right), \\
\]
which satisfy \(x_0 > x_1 > x_2\). If we then apply this to the problem of solving Eq. (31) (or Eq. (43)), we have \(S_{1}^2 = x_0\), \(S_{2}^2 = x_1\), and \(S_{3}^2 = x_2\).

The angular momenta vectors in the non-precessing frame are given by
\[
\hat{L} = \left[ \frac{A_1 A_2}{2J} \cos \phi_z, \frac{A_1 A_2}{2J} \sin \phi_z, \frac{J^2 + L^2 - S^2}{2J} \right], \\
\hat{S}_1 = \frac{\cos \phi_z}{4JS^2} \left[ -A_1 A_2 (S^2 + S_1^2 - S_2^2) + A_3 A_4 (J^2 - L^2 + S^2) \cos \phi' - \frac{A_3 A_4}{2S} \sin \phi' \sin \phi_z, \right. \\
\sin \phi_z \left. \frac{4JS^2}{4JS^2} \left( -A_1 A_2 (S^2 + S_1^2 - S_2^2) + A_3 A_4 (J^2 - L^2 + S^2) \cos \phi' + \frac{A_3 A_4}{2S} \sin \phi' \cos \phi_z, \right) \right], \\
\hat{S}_2 = \left[ \frac{\cos \phi_z}{4JS^2} \left( A_1 A_2 (S^2 + S_1^2 - S_2^2) + A_3 A_4 (J^2 - L^2 + S^2) \cos \phi' + \frac{A_3 A_4}{2S} \sin \phi' \sin \phi_z, \right. \\
- \sin \phi_z \frac{4JS^2}{4JS^2} \left( -A_1 A_2 (S^2 + S_1^2 - S_2^2) + A_3 A_4 (J^2 - L^2 + S^2) \cos \phi' - \frac{A_3 A_4}{2S} \sin \phi' \cos \phi_z, \right) \right], \\
\]
\[
\]
- \frac{q}{2} \left( \frac{3}{p} \right)^{3/2} = -1 + v^4 \sum_{n=0} y_n v^n + \zeta_2 \delta y_0 v^4 \quad (B1)

As we pointed out below Eq. (36), our expression for \( d\phi_c/ dt \) is equivalent to Eq. (30) of [30]. The mapping between the \( c_n \) coefficients therein and the \( b_n \) coefficients found in Eq. (36) is

\[ b_n = c_n + ad_n \quad (A34) \]

where

\[ a = \frac{v^6}{2M^3} \left[ 1 + \frac{3}{2\eta} (1 - v\chi\text{eff}) \right] . \quad (A35) \]

The coefficients \((\tilde{A}_{\phi}, \tilde{C}_{\pm}, \tilde{n}_{\pm})\) in Eq. (37) are functions of these, specifically

\[ \tilde{A}_{\phi} = \frac{Jb_1}{d_0 n_{+} n_{-}} , \quad (A36) \]

\[ \tilde{C}_{\pm} = \frac{J}{d_0} \left( b_1 n_{\pm} + b_0 n_{\mp} \right) , \quad (A37) \]

\[ \tilde{n}_{\pm} = -\frac{1}{2d_0} \left( d_2 \pm \sqrt{d_2^2 - 4d_0 d_4} \right) . \quad (A38) \]

The full expressions for \((\delta A_{\phi}', \delta B_{\phi}')\) are too lengthy to provide here but can be readily derived from Eq. (46). Instead, we provide their leading order PN expansion since these are of most relevance to the present calculations, specifically

\[ \delta A_{\phi}' = \frac{25}{32} \frac{q^2 v^6}{c_1^2 M^3} \left( \frac{1-q}{1+q} \right)^2 \left( c_1^2 + s_1^{(0)} \right) \left[ c_1 (1+q) - M^2 q \chi_c \right] , \quad (A39) \]

\[ \delta B_{\phi}' = \frac{25}{32} \frac{q^2 v^6}{c_1^2 M^3} \left( \frac{1-q}{1+q} \right)^2 \left( s_1^{(0)} - s_1^{(0)} \right) \left[ c_1 (1+q) - M^2 q \chi_c \right] . \quad (A40) \]

**Appendix B: PN Expansion of \((S_+^2, S_-^2, S_3^2)\)**

We here provide the PN coefficients of the roots \((S_+^2, S_-^2, S_3^2)\) as described in Sec. IV A. To achieve this, we must PN expand Eq. (A24) for \( n = 0, 1, 2 \), respectively. It is convenient to consider the PN expansion of the quantity within the arccos of Eq. (A24), specifically

\[ -\frac{q}{2} \left( \frac{3}{p} \right)^{3/2} = -1 + v^4 \sum_{n=0} y_n v^n + \zeta_2 \delta y_0 v^4 \quad (B1) \]
where we have defined

\[
\sigma_{\pm, 1}^{(1)} = \frac{12 c_2^2 q (1 + q)^2 + (1 - q)^2 X_{\pm}^1}{M^2 (1 - q)^4},
\]

\[
\sigma_{\pm, 2}^{(1)} = -\frac{4 c_1 q (1 + 4 q + q^2)}{M^2 (1 - q)^4},
\]

\[
\sigma_{\pm, 3}^{(1)} = \frac{4q^2}{M^2 (1 - q)^4},
\]

\[
\sigma_{\pm, 0}^{(2)} = \sum_{n=0}^{8} \left[ (U_{\pm, 2} n) q^n + U_{\pm, 1, n} q^{16-n} \right],
\]

\[
\sigma_{\pm, 1}^{(2)} = \frac{2 \eta^{2/3}}{M^4 q^{9/2} \Delta_m} \left\{ 38 c_3^2 \eta^{9/2} + \frac{M^2 \Delta_m \eta^{9/2}}{\eta^{3/2}} Y_1 
- \frac{c_1 q^2 \Delta_m}{\eta} \left[ q^{5/2} (V_{24} - 3 W_{30}^{2}) + 3 Y_0 q^2 (1 + q^5) \right] \right\}
\]

\[
\sigma_{\pm, 2}^{(2)} = \frac{11 q^3}{M^4 q^6 \Delta_m} \left( 2 c_1^2 q^2 \left( 23 + 68 q + 23 q^2 \right) + 2(1 - q^2) q W_{30}^{2} \right)
\]

\[
\sigma_{\pm, 3}^{(2)} = \frac{12 c_1 q (1 + q)^2 (2 + 15 q + 2q^2)}{M^4 (1 - q)^6}
\]

\[
\sigma_{\pm, 4}^{(2)} = \frac{-2q^2 (4 + 11 q + 4q^2)}{M^4 (1 - q)^6}
\]

where we have defined

\[
\Delta_m = \frac{m_1 - m_2}{M},
\]

\[
(S^2)_{\psi, 0} = \frac{1}{2} \left( s_{10}^{(0)} + s_{01}^{(0)} \right),
\]

\[
Z_n = q^n S_1^2 + q^{-n} S_2^2,
\]

\[
Z_d = Z_0 - (S^2)_{\psi, 0},
\]

\[
Z_q = (1 + 4q + 3q^2) S_1^2 + (3 + 4q + q^2) S_2^2,
\]

\[
Y_0 = \sqrt{\frac{2y_0}{3}} M^4 q,
\]

\[
Y_1 = \frac{y_1 M^4 (-1 + q)^2 q}{3 \sqrt{y_0} (1 + q)^2},
\]

\[
Y_2 = \frac{y_2 M^4 (1 - q)^2 q^2}{3 \sqrt{y_0} q},
\]

\[
X_{\pm}^1 = 2 S_2^2 + Z_d \pm 2 Y_0,
\]

\[
X_{\pm}^2 = Z_0 \pm 2 Z_d \pm 4 Y_0,
\]

\[
X_q = (1 + q)^2 (S^2)_{\psi, 0} - Z_q \pm (1 - q)^2 Y_0,
\]

\[
W_q = q Z_2 + q^2 Z_d \pm 3 Y_0 q_2^2 + 3q^4 Y_0 q^2
\]

\[
+ q^2 (4 Z_0 + 6 Y_0 q_2^2 + 2 Z_0 + 3 Z_1),
\]

\[
W_A^\pm = S_2^2 \pm Y_0 q_2^2,
\]

\[
W_s^\pm = q^{3/2} W_1^\pm + q^{-3/2} W_2^\pm,
\]

\[
V_A = 135 S_3^2 + 62 z_d - 6 W_A^2,
\]

\[
V_s = q^{1/2} U_1^\pm + q^{-1/2} U_2^\pm,
\]

\[
U_A^{\pm, 0} = Y_0 q^2,
\]

\[
U_A^{\pm, 1} = \mp 2 S_2^2 Y_0 q^2,
\]

\[
U_A^{\pm, 2} = \mp 4 Z_2 Y_0 q^2 - (S^2)_{\psi, 0} - Z_d - Z_1,
\]

\[
U_A^{\pm, 3} = 2 \eta^2 (\pm 6 c_1^2 Y_0 \mp S_B^2 Y_0 \mp M^4 Y_2 \mp 16 c_1 M^2 Y_1 q) 
+ 2 S_2^2 (Z_d \mp 6 Y_0 q_2),
\]

\[
U_A^{\pm, 4} = Z_d^2 \pm 16 Z_2 Y_0 q_2 \pm 16 c_1 M^2 Y_1 q^3 
- 4 c_2^2 (5 S_A^2 \mp 6 Y_0 q_2) \pm 4 \eta^2 (2 S_B^2 Y_0 + 2 S_2^2 Y_0 
- 2 (S^2)_{\psi, 0} Y_0 + M^2 Y_2 \pm 7 Y_0^2 q^2)
\]

\[
U_A^{\pm, 5} = -2 \left[ -S_B^2 + 4 S_A^2 - 4 S_b^2 (S^2)_{\psi, 0} \pm 15 S_2^2 Y_0 q_2 
\mp 3 M^4 Y_2 q_2 \pm 48 c_1 M^2 Y_1 q^3 + S_2^2 (3 S_A^2 + (S^2)_{\psi, 0} 
\mp 6 Y_0 q_2^2) + 2 c_1^2 (10 S_A^2 - 4 (S^2)_{\psi, 0} \pm 15 Y_0 q_2) \right]
\]

\[
U_A^{\pm, 6} = 4 \left[ 19 c_4^2 - S_B^2 - S_A^2 + 2 S_2^2 (S^2)_{\psi, 0} - (S^2)_{\psi, 0} 
\mp 8 S_A^2 Y_0 q_2 \mp 8 (S^2)_{\psi, 0} Y_0 q_2 + 7 Z_2 Y_0 q_2 \pm 4 M^2 Y_2 q_2 
\mp 34 c_1 M^2 Y_1 q^3 - 14 Y_0^2 q_2 - 2 S_B^2 (S_A^2 - (S^2)_{\psi, 0} 
\mp 4 Y_0 q_2^2) - c_1^2 (5 S_2^2 - 5 S_A^2 - 12 Z_d \mp 24 Y_0 q_2^2) \right]
\]

\[
U_A^{\pm, 7} = 2 \left[ 152 c_4^2 - 4 S_2^2 + 6 S_A^2 - 6 S_2^2 (S^2)_{\psi, 0} \pm 20 S_2^2 Y_0 q_2 
\mp 2 M^4 Y_2 q_2 \mp 32 c_1 M^2 Y_1 q^3 + S_2^2 (2 S_A^2 + 4 (S^2)_{\psi, 0} 
\mp 15 Y_0 q_2^2) + 2 c_1^2 (S_2^2 + 16 S_A^2 - 6 (S^2)_{\psi, 0} 
- 3 Z_d \mp 3 Y_0 q_2^2) \right]
\]

\[
U_A^{\pm, 8} = 228 c_4^2 + 3 S_2^2 + 3 S_A^2 - 6 S_2^2 (S^2)_{\psi, 0} \mp 3 (S^2)_{\psi, 0} 
\mp 24 S_A^2 Y_0 q_2 \mp 24 (S^2)_{\psi, 0} Y_0 q_2^2 \pm 16 Z_2 Y_0 q_2^2 
\pm 12 M^4 Y_2 q_2 \mp 112 c_1 M^2 Y_1 q^3 + 35 Y_2^2 q^4 
+ 6 S_B^2 (S_A^2 - (S^2)_{\psi, 0} \pm 4 Y_0 q_2^2) 
+ c_1^2 (58 S_2^2 + 58 S_A^2 - 48 (S^2)_{\psi, 0} \pm 72 Y_0 q_2^2) \right]
\]

The \((A, B)\) in the coefficients \(U_A^{\pm, n}\) belong to the set \(\{1, 2; A \neq B\}\). Note that \(U_A^{\pm, 8}\) is symmetric under the exchange \(A \leftrightarrow B\), i.e. \(U_{A, 8}^{\pm} = U_{B, 8}^{\pm}\). Also, in general the “−” coefficients can be found by making the replacement \(Y_0 \rightarrow -Y_0\) in the “+” coefficients. For \(S_3^2\) in Eq. (83), the coefficient can also be written as polynomials in \(\chi_c\), but the maximum power changes, specifically

\[
s_{3, k}^{(n)} = \sum_{k=0}^{n} \sigma_{3, k}^{(n)} (M^2 \chi_c)^k.
\]

Once again, to relative 2PN order, the \(\sigma^{(n)}\) are

\[
\sigma_{3, 0}^{(0)} = \frac{M^4 q_2}{q} (1 - q)^2, \quad \sigma_{3, 1}^{(0)} = 4 c_1 M^2 q, \quad \sigma_{3, 0}^{(1)} = -2 M^2 q,
\]

\[
\sigma_{3, 0}^{(2)} = 4 c_1^2 q \left( \frac{1 - q}{q} \right)^2 + (S^2)_{\psi, 0} - Z_d - Z_1.
\]
\[ \sigma_{3,1}^{(2)} = -\frac{4c_1q}{(1 - q)^2}, \]  
\[ \sigma_{3,2}^{(2)} = \frac{4q^2}{(1 - q)^2}. \]  

(Appendix A) As a final note, these expressions are supposed to be GR quantities, i.e. they are independent of the dCS coupling parameter \( \xi \) (or \( \bar{\xi}_2 \)), yet they depend on \( \chi_c \). However, within the GR limit, \( \chi_c \) becomes the standard constant \( \chi_{\text{eff}} \) from the PN precession equations in GR.

### Appendix C: Precession Averages

When considering the evolution of various quantities under radiation reaction within a MSA, we require the precession averages of dot products between different angular momentum vectors. Specifically, the \((a_n, b_n)\) coefficients of Eq. (15) explicitly given in Appendix A of [61], depend on spin-orbit, spin-spin, and higher PN spin coupling effects.

As an example, the spin-orbit correction to \( a_3 \) is

\[ \beta_3 = \frac{1}{M^2} \left( \frac{113}{12} + \frac{25}{4} q \right) \langle \hat{S}_1 \cdot \hat{L} \rangle + (1 \leftrightarrow 2). \]  

We thus require the average of \( \vec{S}_A \cdot \hat{L} \). To achieve this, we use Eqs. (A25)-(A27), and explicitly expand all relevant precession averages in terms of \( \psi \). The full average is then a generic function of \( u \), which we may PN expand. For our purposes here, we have found it suffices to truncate these expressions at leading PN order. For example, the linear in spin averages are

\[ \langle \hat{S}_1 \cdot \hat{L} \rangle = \frac{c_1(1 + q) - qM^2\chi_c}{(1 - q^2)} - \frac{25}{48} \frac{q^3(1 - q)}{(1 + q)^2} \left[ c_1(1 + q) - qM^2\chi_c \right] + \mathcal{O}(u), \]  

where we have performed the weak coupling expansion. When considering the averages in GR, the final expression would be given by the above equation with \( \bar{\xi}_2 \to 0 \). However, the average is shifted from its GR value in dCS gravity, and in general this is true for all precession averages. Utilizing Eq. (67), we find the spin-orbit correction becomes

\[ \langle \beta_3 \rangle_\psi = (\beta_3)_\psi^{\text{GR}} + \bar{\xi}_2 (\delta\beta_3)_\psi^{\text{dCS}}, \]  

\[ \langle \beta_3 \rangle_\psi^{\text{GR}} = \frac{19}{625} \frac{M^2 \chi_c}{q^4} + \frac{25}{192} \frac{M^2 \chi_c}{\chi} \left[ c_1(1 + q) - qM^2\chi_c \right], \]  

\[ \langle \beta_3 \rangle_\psi^{\text{dCS}} = \frac{25}{48} \frac{q^3(1 - q)}{(1 + q)^2} \left[ c_1(1 + q) - qM^2\chi_c \right] + \mathcal{O}(u). \]

For the remaining spin couplings, the necessary averages to leading PN order are

\[ \langle \delta\beta_4 \rangle_\psi^{\text{GR}} = \frac{25}{304} \frac{M^4 \chi_c}{(1 + q)} \left[ c_1(1 + q) - qM^2\chi_c \right], \]  

\[ \langle \delta\beta_4 \rangle_\psi^{\text{dCS}} = \frac{25}{304} \frac{q^2}{M^4(1 + q)} \left[ c_1(1 + q) - qM^2\chi_c \right], \]  

\[ \langle \delta\beta_4 \rangle_\psi = \frac{25}{304} \frac{M^4 \chi_c}{(1 + q)} \left[ c_1(1 + q) - qM^2\chi_c \right]. \]

The averages of the higher PN order spin coupling are then

\[ \langle \sigma_4 \rangle_\psi = (\sigma_4)_\psi^{\text{GR}} + \bar{\xi}_2 (\delta\sigma_4)_\psi^{\text{dCS}}, \]  

\[ (\sigma_4)_\psi^{\text{GR}} = -\frac{719 + 1442q - 719q^2}{96(1 - q)^2} \chi_c^2 - \frac{c_1(1 + q)^2}{24M^2(1 - q)^2 \chi_c} + \frac{(1 + q)^2}{192M^4q^2(1 - q)^2} \left\{ 8c_1^2q^2 + (1 - q^2) \left[ 466q^2S_1^2 + 466S_2^2 - 247q \left( 2S_1^2 + 2S_2^2 - s_+^{(0)} - s_-^{(0)} \right) \right] \right\}, \]  

\[ (\delta\sigma_4)_\psi^{\text{dCS}} = -\frac{25}{304} \frac{q^2}{M^4(1 + q)} \left[ c_1(1 + q) - qM^2\chi_c \right], \]  

\[ (\delta\sigma_4)_\psi = -\frac{25}{304} \frac{q^2}{M^4(1 + q)} \left[ c_1(1 + q) - qM^2\chi_c \right]. \]
analytically. Following the average procedures above, we compute the root-mean-square of these quantities to obtain them root of a trigonometric polynomial. Instead, we compute due to the fact that it depends on the square calculation. In general, the precession average is difficult to compute them in the co-precessing frame to simplify the cross products used to define the effective precession spin waveform’s phase in Eq. (105).

Indeed, we find the expected behavior as \(\langle \psi \rangle \) is suppressed in the aligned limit, and the same is true for arbitrary alignments. Numerical values for these are provided in Table 2 for the systems therein. Indeed, we find the expected behavior as \(\theta_L \to 0\), but for more significant misalignments, we find that the dipole radiation term can be 2-3 orders of magnitude smaller than both the spin-orbit and spin-spin corrections. In order to achieve a waveform that is uniform across possible values of the angle \(\theta_L\), we keep all three terms in the waveform’s phase in Eq. (105).

The last averages we need to consider are those of the cross products used to define the effective precession spin in Eq. (115). This quantity depends on the magnitudes \(\hat{L} \times \hat{S}_A\), which are frame independent and, as such, we compute them in the co-precessing frame to simplify the calculation. In general, the precession average is difficult to compute due to the fact that it depends on the square root of a trigonometric polynomial. Instead, we compute the root-mean-square of these quantities to obtain them analytically. Following the average procedures above, we find

\[
\langle \beta_3 \rangle_{\text{GR}} = \left(\frac{21611}{1008} - \frac{79}{6} \eta\right) \frac{c_1}{M^2} + \left(\frac{809}{84} - \frac{281}{8} \eta\right) \chi_c, \quad (C14)
\]

\[
\langle \beta_6 \rangle_{\text{GR}} = \frac{\pi}{6} \left(\frac{74}{15} \frac{c_1}{M^2} + 151 \chi_c\right), \quad (C15)
\]

\[
\langle \beta_7 \rangle_{\text{GR}} = \frac{1932041}{18144} - \frac{40289}{288} \eta + \frac{10819}{432} \eta^2 \right) \frac{c_1}{M^2} + \left(\frac{1195759}{18144} - \frac{257023}{1008} \eta + \frac{2903}{32} \eta^2\right) \chi_c, \quad (C16)
\]

and the 2PN dCS dipole radiation term in Eq. (44) becomes

\[
\langle \delta C \rangle_{\psi} = \frac{5}{344064} \chi_1 \frac{(1 + q)^2}{q^2} (17815 + 20311q^3) + \frac{5}{344064} \chi_2 \frac{(1 + q)^2}{q^2} (20311 + 17815q^3) \nonumber
\]

\[
- \frac{5(1 + q)^6}{688128M^2(1 - q)^2 q^4} \left[ 18c_1^2 (6537 + 11410q^2 + 6537q^4) + 17815(1 - q)^2q \left( s_+^{(0)} + s_-^{(0)} \right) \right] \nonumber
\]

\[
+ \frac{15c_1 \chi_c (1 + q)^6}{57343M^2(1 - q)^2 q^4} (6537 - 6537q + 12242q^2 - 6537q^3 + 6537q^4) \nonumber
\]

\[
- \frac{15c_1^2(1 + q)^4}{114688(1 - q)^2 q^4} (6537 + 11410q^3 + 6537q^6) \quad (C17)
\]

The precession averaged coefficients in Eq. (62) are then found by replacing the spin couplings \(\beta_n\) and \(\sigma_1\) in Eqs. (A2)-(A8) in [61] with the above averaged expressions.

Technically, Eq. (C6) constitutes the lowest PN order correction to the GW phase for dcs gravity, entering at relative 1.5PN order. However, for spin aligned binaries, it is well known that the dCS correction enters at 2PN order due to dipole radiation [35]. It then must be that \(\langle \delta \beta_3 \rangle_{\text{dCS}}\) is suppressed in the aligned limit, and the same is true for \(\langle \delta \sigma_1 \rangle_{\text{dCS}}\). This implies, however, that we have multiple dCS effects at different PN orders that compete against one another for which is the dominant correction. From the arguments regarding the spin aligned limit, we can expect that the dipole radiation term \(\langle \delta C \rangle_{\text{dCS}}\) will dominate when \(\theta_L\) is small. However, this need not be true for arbitrary alignments. Numerical values for these terms are provided in Table 2 for the systems therein. Indeed, we find the expected behavior as \(\theta_L \to 0\), but for more significant misalignments, we find that the dipole radiation term can be 2-3 orders of magnitude smaller than both the spin-orbit and spin-spin corrections. In order to achieve a waveform that is uniform across possible values of the angle \(\theta_L\), we keep all three terms in the waveform’s phase in Eq. (105).

Appendix D: Radiation Reaction Coefficients

We here provide the PN coefficients of various quantities when considering radiation reaction. The coefficients \(\Sigma_n\) appearing in Eq. (64) for \(\chi_{\text{eff}}\) are

\[
\Sigma_0 = \frac{c_1^2 f_5 - q f_3}{(1 - q)^3}, \quad (D1)
\]

\[
\Sigma_1 = \frac{c_1 M^2 q [q(1 + q)f_3 - 2f_5]}{(1 - q)^3(1 + q)}, \quad (D2)
\]

\[
\Sigma_2 = \frac{M^4 q^2 (f_3 - q f_3)}{(1 - q)^3}. \quad (D3)
\]
For \( \psi(u) \) in Eq. (70), the coefficients up to 2PN order are

\[
\psi_1 = \frac{3}{4g_0s_3^{(0)}} \left[ 2g_1s_3^{(0)} - g_0 \left( s_3^{(1)} + 2s_3^{(0)} \chi_c \right) \right], \\
\psi_2 = \frac{3}{8g_0s_3^{(0)}} \left\{ 8g_2s_3^{(0)} - 4g_1s_3^{(0)} \left( s_3^{(1)} + 2s_3^{(0)} \chi_c \right) - g_0 \left[ s_3^{(1)} + 4s_3^{(0)} s_3^{(2)} - 4s_3^{(0)} s_3^{(0)} - 4s_3^{(0)} s_3^{(1)} \chi_c \right] \right\}, \\
\psi_3 = -\frac{3}{16g_0s_3^{(0)}} \left\{ 16g_3s_3^{(0)} - 2g_1s_3^{(0)} \left( s_3^{(1)} - 4s_3^{(0)} s_3^{(1)} - 3g_0s_3^{(0)} s_3^{(1)} \chi_c - 8g_0s_3^{(0)} s_3^{(1)} \chi_c - 8g_0s_3^{(0)} \right) \right\}, \\
\psi_4 = -\frac{3}{128g_0s_3^{(0)}} \left\{ 16g_2s_3^{(0)} + 8g_1s_3^{(0)} \left( s_3^{(1)} - 3g_0s_3^{(0)} + 16g_0s_3^{(0)} \right) \right\}. 
\]

We have verified that \( (\psi_1, \psi_2) \) given above are equivalent to the expressions given in Eqs. (C1)-(C2) in Appendix C of [50]. The dCS correction coefficient is

\[
\delta \psi_2 = \frac{\delta g_0 M^4 (1 - q^2) \eta^2}{2 \sqrt{6g_0s_3^{(0)}}} \\
+ \frac{3}{s_3^{(0)}} \left[ \frac{25}{16} c_1^2 q^3 - \frac{25}{16} c_1 M^2 q (3 + q) \chi_c \right] \\
- \frac{1}{2} \left( \delta s_3^{(0)} + \delta s_3^{(1)} - (s_3^{(0)} - M^4 \eta) \chi_{c,1} \right). 
\]

For \( \varphi(u) \) given in Eq. (80), the functions \( \varphi_n(u) \) are defined by

\[
\varphi_n(u) = \int du J_0(u) u^n, 
\]

where recall that \( J_0(u) = J(u, \tilde{\xi}_2 \rightarrow 0) \), with \( J \) given in Eq. (81). Note that these functions are formally equivalent to those in Eqs. (D22)-(D29) in Appendix D of [50]. The only difference is whether one computes the integral in terms of \( u \) as above, or whether one converts the integral to be over \( L \) through the Newtonian mapping \( L = \eta M^2/u \). We leave the integral in terms of \( u \), and writing

\[
J_0 = u^{-1/2} \left( j_0 + j_1 u + j_2 u^2 \right)^{1/2}, 
\]

we find

\[
\varphi_{-3}(u) = -\frac{J_0}{24j_0u^2} \left[ -8j_0^2 + 3j_1^2 u^2 - 2j_0u \left( j_1 + 4j_2u \right) \right] \\
+ \frac{j_1}{8j_0} \left( j_1^2 - 4j_0j_2 \right) \tau_1, \\
\varphi_{-2}(u) = -\frac{J_0}{4j_0u} \left( 2j_0 + j_1u \right) - \frac{\left( j_1^2 - 4j_0j_2 \right)}{4j_0^3/2} \tau_1, \\
\varphi_{-1}(u) = -J_0 - \sqrt{j_2} \ell_1 + \frac{j_1}{\sqrt{j_2}} \tau_1, \\
\varphi_0(u) = J_0 u + 2\sqrt{j_0} \tau_1 - \frac{j_1}{2\sqrt{j_2}} \ell_1, \\
\varphi_1(u) = \frac{J_0}{4j_2} \left( j_1 + 2j_2u \right) + \frac{\left( j_1^2 - 4j_0j_2 \right)}{8j_2^{3/2}} \ell_2, 
\]

with

\[
J_0 = M^4 \eta^2, \\
j_1 = 2c_1 M^2 \eta, \\
j_2 = \langle s_3^2 \rangle_{\psi,0}, \\
\tau_1 = \tanh^{-1} \left[ \frac{u}{\sqrt{j_0}} \left( \sqrt{j_2} - J_0 \right) \right], \\
\ell_1 = \ln \left[ j_1 + 2u \left( j_2 - J_0 \sqrt{j_2} \right) \right], \\
\ell_2 = \ln (j_2) + \ell_1. 
\]
The function $\delta \varphi_{-3}(u)$ appearing in the dCS correction to Eq. (80) is defined as follows

$$
\delta \varphi_{-3}(u) = \int du \left( \frac{\partial I}{\partial \xi_2} \right)_{\xi_2=0} u^{-3} = \frac{1}{4} \left( \delta s^0_+ + \delta s^-_0 \right) \int \frac{du}{J_0(u^3)}. \quad (D22)
$$

Evaluating, we find

$$
\delta \varphi_{-3}(u) = -\frac{1}{4} \left( \delta s^0_+ + \delta s^-_0 \right) \left( \frac{J_0}{J_0} - \frac{j_1}{j_0^2/3} \tau_1 \right). \quad (D23)
$$

For the coefficients of Eq. (79), up to relative 0.5 PN order we find

$$
\Omega_{z,n}^{(-1)} = \sum_{j,k} \rho_{n,j,k} \left( c_+ c_- \right)^{-j} (M^2 \chi e)^k, \quad (D24)
$$

where we have defined

$$
c_{\pm} = \sqrt{2 \frac{1}{c_1} - \frac{1}{s_{\pm}^0}}, \quad (D25)
$$

and the non-zero $\rho_{n,j,k}$ are

$$
\rho_{6,0,0} = \frac{1}{4M^3} \left( 2 + \frac{3}{\eta} \right), \quad (D26)
$$

$$
\rho_{6,1,0} = -\frac{3}{8M^3 q^2} \left[ c_1^2 (1 + q) - (1 - q^2) \left( S_1^2 - S_2^2 \right) \right], \quad (D27)
$$

$$
\rho_{6,1,1} = \frac{3c_1}{4M^3 q^2}, \quad (D28)
$$

$$
\rho_{7,0,0} = -\frac{3c_1 (1 + q)^4}{8M^5 q^3}, \quad (D29)
$$

$$
\rho_{7,0,1} = \frac{3}{8M^3 q^2} \left( 1 + q \right)^2 (1 - 2q), \quad (D30)
$$

$$
\rho_{7,1,0} = \frac{3c_1 (1 + q)^4}{16M^5 q^2} \left[ 2c^2_1 - s_{-0} - s_{+0} \right], \quad (D31)
$$

$$
\rho_{7,1,1} = \frac{3(1 + q)}{16M^5 q^2} \left[ 2(1 - q) \left( S_2^2 - S_1^2 \right) + (1 + q) \left( s_{-0} + s_{+0} \right) \right], \quad (D32)
$$

$$
\rho_{7,1,2} = -\frac{3c_1}{4M^5 q}, \quad (D33)
$$

$$
\rho_{7,3,0} = -\frac{3(1 + q)^3}{32M^5 q^3} \left[ c_1^2 (1 + q) - (1 - q) \left( S_1^2 - S_2^2 \right) \right], \quad (D34)
$$

$$
\times \left[ c_1 (1 + q)^2 \left( s_{-0} - s_{+0} \right)^2 + 2c^2_1 M^2 q \left( s_{+1} + s_{-1} \right) \right.
- \left. 2M^2 q \left( s_{+0} + s_{-0} \right) \right], \quad (D35)
$$

$$
\rho_{7,3,1} = \frac{3c_1}{16M^5 q^2} \left[ c_1 (1 + q)^2 \left( s_{-0} - s_{+0} \right)^2 + 2c^2_1 M^2 q \left( s_{+1} + s_{-1} \right) \right.
- \left. 2M^2 q \left( s_{+0} + s_{-0} \right) \right]. \quad (D36)
$$

We stop the calculations at this PN order due to the fact that the higher PN order expression for $\Omega_{z,n}^{(-1)}$ becomes increasingly complicated and too lengthy to provide here. There is no difficulty with extending the calculation to higher PN order if one desires more accuracy. The dCS correction coefficients are

$$
\delta \Omega_{z,n}^{(-1)} = \sum_{j,k} \delta \rho_{n,j,k} (c_+ c_-)^{-j} (M^2 \chi e)^k, \quad (D37)
$$

$$
\phi_{z,n}^{(-1)} = \frac{3M \Omega^{(-1)}}{a_0}, \quad (D38)
$$

$$
\delta \phi_{z,n}^{(-1)} = \frac{3M \Omega^{(-1)}}{a_0}, \quad (D39)
$$

$$
\delta \phi_{z,n}^{(-1)} = \frac{3M \Omega^{(-1)}}{a_0}. \quad (D40)
$$

The coefficients of $\phi_{z,n}$ in Eq. (80) are found by dividing Eq. (73) by Eq. (62) and PN expanding. The first few of these are

$$
\Phi^{(-1)}_{z,-3} = \Phi^{(-1)}_{z,-2} = \Phi^{(-1)}_{z,-1}, \quad (D41)
$$

$$
\Phi^{(-1)}_{z,-3} = \Phi^{(-1)}_{z,-2} = \Phi^{(-1)}_{z,-1}, \quad (D42)
$$

$$
\delta \phi_{z,n}^{(-1)} = \frac{3M \Omega^{(-1)}}{a_0}. \quad (D43)
$$

The coefficients of the oscillatory correction to $\phi_z$ in Eq. (81) are

$$
\Omega_{osc} = \frac{3(2 + \eta) \sqrt{s_3^{(0)}}}{8M}, \quad (D44)
$$

$$
\kappa = \frac{c^2}{c_+} - 1, \quad (D45)
$$

$$
\Gamma^{(0)}_{z,2} = \frac{3(1 + q)^2}{M^2 q^2 c_+ (3 + 8q + 3q^2) \sqrt{s_3^{(0)}} \times \left[ c_1^2 (1 + q)^2 - (1 - q^2) \left( s_1^2 - s_2^2 \right) - 2c_1 M^2 q \chi e \right], \quad (D46)
$$

$$
\delta \Omega^{(0)}_{z,2} = \frac{3(1 + q)^2 \left( c_1^2 \delta s_{-0} + c_1^2 \delta s_{+0} \right)}{2c_1^2 c_\chi^2 M^2 q^2 (3 + 8q + 3q^2) \sqrt{s_3^{(0)}} \times \left[ c_1^2 (1 + q)^2 - (1 - q^2) \left( s_1^2 - s_2^2 \right) - 2c_1 M^2 q \chi e \right], \quad (D47)
$$

$$
\Delta^{(0)}_{z,2} = \frac{3(1 + q)^2 \left( c_1^2 \delta s_{-0} - c_1^2 \delta s_{+0} \right)}{4c_1^2 c_\chi^2 M^2 q^2 (3 + 8q + 3q^2) \sqrt{s_3^{(0)}} \times \left[ c_1^2 (1 + q)^2 - (1 - q^2) \left( s_1^2 - s_2^2 \right) - 2c_1 M^2 q \chi e \right], \quad (D48)
$$
\[ \Sigma_{z,2}^{(0)} = \frac{25(1-q)^2 q^2 (1+q)}{16c_s^4 M^2 (3+8q+3q^2) \sqrt{s_g^{(0)}}} \times (s_+^{(0)} - s_-^{(0)}) [c_1(1+q) - M^2 q \chi_c]. \]  
(D48)

To obtain the coefficients of \( \phi_{T,-1} \) in Eq. (85), it is convenient to write

\[ \frac{d\phi_{T,-1}}{dt} = \sum_{n=5} \Omega_{T,n}^{(-1)} u_0^n + \zeta_2 \delta \Omega_{T,5}^{(-1)} u_0^5, \]  
(D50)

where

\[ \Omega_{T,5}^{(-1)} = M^2 \eta \Omega_{z,6}^{(-1)}, \]
\[ \Omega_{T,6}^{(-1)} = c_1 \Omega_{z,6}^{(-1)} + M^2 \eta \Omega_{z,7}^{(-1)}, \]
\[ \delta \Omega_{T,5}^{(-1)} = M^2 \eta \delta \Omega_{z,6}^{(-1)}. \]  
(D51), (D52), (D53)

By dividing Eq. (D50) by Eq. (15), PN expanding, and then integrating, we may find the \( \Phi_{T,n}^{(-1)} \) coefficients, specifically

\[ \Phi_{T,0}^{(-1)} = -\frac{M}{a_0} \Omega_{T,5}^{(-1)}, \] 
(D54)
\[ \Phi_{T,1}^{(-1)} = -\frac{3M}{2a_0} \Omega_{T,6}^{(-1)}, \] 
(D55)
\[ \delta \Phi_{T,0}^{(-1)} = -\frac{M}{a_0} \delta \Omega_{T,5}^{(-1)}. \]  
(D56)

For \( t(u) \) given in Eq. (82), the coefficients \( \langle t_n \rangle_\psi \) and \( \langle t_n^l \rangle_\psi \) are found in Appendix G of [61], with the replacements \( a_n \rightarrow \langle a_n \rangle_\psi \) and \( b_n \rightarrow \langle b_n \rangle_\psi \). Similarly, for \( \phi(u) \) given in Eq. (85), the coefficients can be found in Appendix D of [61] with the same replacements.

**Appendix E: Comparison of \( \phi_2 \) Results**

As we pointed out in the main text below Eq. (80), the \( \Omega_{z,n}^{(-1)} \) coefficients given in the previous appendix are not in general the same as those found in Appendix D of [61] (hereafter CKYC). It turns out that the leading order coefficient \( \Omega_{z,6}^{(-1)} \) is the same as \( \Omega_{z,6} \) therein, but the higher PN order terms are not. There are some subtle differences between the calculation of CKYC and those herein that shed some light on the reason for this difference. First, CKYC Taylor expand \( S_2^2 \) about their initial values, which appears to provide better convergence to an exact (numerical integration) answer under radiation reaction. Here, we do not do this and explicitly PN expand \( S_2^2 \) as in Eq. (72) and in Appendix B since these quantities are shifted from their GR values in a non-trivial way when considering dCS modification. Second, CKYC defines the \( \varphi(u) \) functions in Eq. (D3) differently than we do here. CKYC uses \( L \) as the integration variable to obtain these functions, whereas we use our PN expansion variable \( u = (2\pi M F)^{1/3} \).

These differences between our work and that of CKYC are actually minor, as can be seen in Fig. 4, where we compare the error in the analytic representations of \( \phi_{z,-1} \) to the numerical integration described in Sec. IV.A. For comparison, in this figure we use the same PN order in CKYC’s expression, namely 0.5PN. Going to higher PN order does not significantly improve the error. The error in our result (labeled LY) and CKYC’s result are comparable, with the primary difference being because of oscillatory effects that we have not included in the analytic \( \phi_2 \) for this comparison.

Regardless of the difference between CKYC’s and our results, the largest source of error in \( \phi_{z,-1} \) is due to the PN expansion of the GR part, which as CKYC points out, is not well behaved and typically gives a relatively large error. One can improve this by creating a hybrid model, wherein the PN expansion of \( \phi_2 \) is replaced with a numerical integration, while all other quantities are analytic. This was considered in CKYC, where it was found that doing so produces better faithfulness to numerical waveforms. Here we are not working in the context of GR anymore. Since the largest source of error in \( \phi_2 \) is in the GR part, one could replace this with the numerical version, while keeping the dCS correction to be the analytic results found here.
Appendix F: Fourier Decomposition of Waveform Amplitudes

When computing the waveform in Sec. [VA] we performed a Fourier decomposition of the Wigner D-matrices in order to properly expand the non-GR modifications to the amplitude. We here provide more details on how this is done.

The mapping of the Wigner D-matrices to SALPs in Eq. (95) is merely a result of their properties. The SALPs depend on trigonometric combinations of $\theta$, or more specifically, powers of $\cos \theta$, given in Eq. (94), and

$$
\sin \theta_L = \sqrt{1 - \frac{(J^2 + L^2 - S^2)^2}{4J^2L^2}} = \sqrt{S_0(u) - 2S_2(u)\sin^2 \psi + S_4(u)\sin^4 \psi}, \tag{F1}
$$

where

$$
\begin{align*}
S_0(u) &= \frac{2J^2(L^2 + S_2^2) - J^4 - (L^2 - S_2^2)^2}{4J^2L^2}, \tag{F2} \\
S_2(u) &= \frac{(J^2 + L^2 - S_2^2)(S_2^2 - S^2)}{4J^2L^2}, \tag{F3} \\
S_4(u) &= -\frac{(S_2^2 - S^2)^2}{4J^2L^2}. \tag{F4}
\end{align*}
$$

The Fourier decomposition of $\cos \theta_L$ can be read off directly from Eq. (94), namely

$$
\cos \theta_L = \sum_{n=0}^{1} C_{L,n}(e^{in\psi} + e^{-in\psi}), \tag{F5}
$$

$$
\begin{align*}
C_{L,0} &= \frac{2J^2 + 2L^2 - S_2^2}{2JL}, \tag{F6} \\
C_{L,2} &= \frac{S_2^2 - S^2}{8JL}. \tag{F7}
\end{align*}
$$

On the other hand, the decomposition of $\sin \theta_L$ is not so straightforward.

To properly perform the decomposition, consider the generating function of Gegenbauer polynomials,

$$
\frac{1}{(1 - 2xt + t^2)^{\alpha}} = \sum_{n=0}^{\infty} C_n^{(\alpha)}(x)t^n. \tag{F8}
$$

The expression in Eq. (F1) can be written in a similar form by defining $t = (S_4/S_0)^{1/2}\sin^2 \psi$ and $x = S_2/\sqrt{S_0S_4}$. We then recognize that $\sin \theta_L$ can be written in terms of Gegenbauer polynomials of order $\alpha = -1/2$, specifically

$$
\sin \theta_L = \sqrt{S_0}\sum_{n=0}^{\infty} \left(\frac{S_4}{S_0}\right)^{n/2} C_n^{(-1/2)}\left(\frac{S_2}{\sqrt{S_0S_4}}\right)\sin^{2n}\psi. \tag{F9}
$$

While the above sum formally extends to $n = \infty$, it is worth noting that $S_4/S_0 \ll 1$ since it scales like $v^4$ and is further suppressed by an effective factor of $\chi_A^4$. In practice, the above sum can then be truncated at a finite number of terms. Furthermore, the same holds true for the $n \neq 0$ terms in Eq. (F5) since these are also PN and spin suppressed. For generality, the remainder of the discussion here keeps Eq. (F9) as an infinite sum, but the analyses carried out in Sec. [VA] truncates at the appropriate order.

We can go one step further and write

$$
\sin^{2n}\psi = \sum_{k=0}^{n} (-1)^{n-k} \left(1 + \frac{\delta_{k,0}}{2^{2n}}\right)\left(\frac{2n}{k}\right)\cos[2(n-k)\psi], \tag{F10}
$$

which allows us to write $\sin \theta_L$ as a formal Fourier series, specifically

$$
\sin \theta_L = \sum_{n=0}^{\infty} S_{L,n}(e^{in\psi} + e^{-in\psi}), \tag{F11}
$$

where $S_{L,n}$ are found by combining Eqs. (F9) & (F10). Note that while the $c_{L,n}$ and $S_{L,n}$ are functions of orbital velocity, we do not formally PN expand them for the reasons explained before Eq. (74).

The Wigner D-matrices are related to the spin-weighted spherical harmonics and SALPs through Eq. (95), where [67]

$$
N_l = \sqrt{\frac{4\pi}{2l + 1}}, \quad N_{lm} = \sqrt{\frac{(l - m)!}{(l + m)!}}. \tag{F12}
$$

The SALPs are related to spin-weighted spherical harmonics through Eq. (2.6) in [67], and those of relevance to the Fourier domain waveform in Sec. [VA] are

$$
0P_{2,-2}(\theta_L) = \frac{1}{8} \sin^2 \theta_L, \tag{F13}
$$

$$
\pm 1P_{2,-2}(\theta_L) = -\frac{1}{4\sqrt{6}} \sin \theta_L (1 \pm \cos \theta_L), \tag{F14}
$$

$$
\pm 2P_{2,-2}(\theta_L) = \frac{1}{16\sqrt{6}} [3 \pm 4 \cos \theta_L + \cos(2\theta_L)]. \tag{F15}
$$

In Eq. (F6), we Fourier decompose the SALPs into harmonics of $\psi$. As an example of this, consider $0P_{2,-2}$ above, which is decomposed as

$$
0P_{2,-2}(u) = \sum_{n=-4}^{4} P_{2,-2,0,n}(u)e^{in\psi(n)}, \tag{F16}
$$

$$
\begin{align*}
P_{2,-2,0,0}(u) &= \frac{1}{32J^2L^2} \left[-8J^4 - 8L^4 - 3S_2^4 - 2S_2S_4 - 3S_4^2 + 8L^2(S_2^2 + S_4^2) + 8J^2(2L^2 + S_2^2 + S_4^2)\right], \tag{F17} \\
P_{2,-2,0,\pm 2}(u) &= \frac{1}{16J^2L^2} (S_2^2 - S_4^2)(S_2^2 + S_4^2 - 2L^2 - 2J^2), \tag{F18} \\
P_{2,-2,0,\pm 4}(u) &= -\frac{1}{64J^2L^2} (S_2^2 - S_4^2), \tag{F19}
\end{align*}
$$
The Fourier coefficients for the remaining SALPs can be found by combining Eqs. (F5), (F9)-(F10), and are generically written in terms of the Gegenbauer polynomials. The above Fourier coefficients $P_{n_{mn}n}$ are exact in GR, but in dCS gravity, we must perform a weak coupling expansion due to the fact that $J^2$ and $S^2_\pm$ are shifted from their GR values. The corrections $\delta P_K$ are found by taking the replacements

$$J^2 = J_0^2 + \frac{\zeta_2}{2}(\delta s_+^{(0)} + \delta s_-^{(0)})$$

and

$$S^2_\pm = s_+^{(0)} + \zeta_2 s_\pm^{(0)} + O(u),$$

where $J_0$ is given in Eq. (D10), and then applying Eq. (102). As an example,

$$\delta P_{-2,0,\pm(a)} = 2\left(\delta s_-^{(0)} - \delta s_+^{(0)}\right) - \frac{1}{2L^2} s_-^{(0)} s_+^{(0)} \left(\delta s_-^{(0)} + \delta s_+^{(0)}\right),$$

with $L = \eta M^2/u$.

The coefficient $h_2$ is

$$h_2 = \frac{8\eta M^2}{D_L} \sqrt{\frac{\pi}{5}}.$$

The PN corrections to the SUA frequency mapping in Eq. (108) up to 3PN order are

$$v_2 = \frac{\langle a_2 \rangle}{\psi},$$

$$v_3 = \frac{\langle a_3 \rangle}{\psi},$$

$$v_4 = \frac{1}{8}(4\langle a_4 \rangle - \langle a_2 \rangle^2),$$

$$v_5 = \frac{1}{4}(2\langle a_5 \rangle - \langle a_2 \rangle\langle a_3 \rangle),$$

$$v_6 = \frac{1}{16}(\langle a_2 \rangle^3 - 2\langle a_5 \rangle - 4\langle a_2 \rangle^2\langle a_3 \rangle + 8\langle a_6 \rangle),$$

$$v_6' = \frac{3}{2}\langle b_6 \rangle\psi.$$
