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Abstract

We define a new notion of information cost for quantum protocols, and a corresponding notion of quantum information complexity for bipartite quantum channels, and then investigate the properties of such quantities. These are the fully quantum generalizations of the analogous quantities for bipartite classical functions that have found many applications recently, in particular for proving communication complexity lower bounds. Our definition is strongly tied to the quantum state redistribution task.

Previous attempts have been made to define such a quantity for quantum protocols, with particular applications in mind: our notion differs from these in many respects. First, it directly provides a lower bound on the quantum communication cost, independent of the number of rounds of the underlying protocol. Secondly, we provide an operational interpretation for quantum information complexity: we show that it is exactly equal to the amortized quantum communication complexity of a bipartite channel on a given state. This generalizes a result of Braverman and Rao to quantum protocols, and even strengthens the classical result in a bounded round scenario. Also, this provides an analogue of the Schumacher source compression theorem for interactive quantum protocols, and answers a question raised by Braverman.

We also discuss some potential applications to quantum communication complexity lower bounds by specializing our definition for classical functions and inputs. Building on work of Jain, Radhakrishnan and Sen, we provide new evidence suggesting that the bounded round quantum communication complexity of the disjointness function is $\Omega(\frac{n}{M} + M)$, for $M$-message protocols. This would match the best known upper bound.
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1 Introduction

The paradigm of information complexity has been quite successful recently in classical communication complexity. What started out as a useful tool for proving communication complexity lower bounds has recently developed into an important subfield of its own. The definition of information complexity, the sum of the mutual information between the protocol transcript and each player’s input conditional on the other player’s input, makes it possible to bring powerful tools from information theory to study interactive communication. Many recent results show that this paradigm has enabled researchers to tackle questions that seemed out of reach not so long ago, like an exact characterization by Braverman, Garg, Pankratov, and Weinstein [17] of the communication complexity of the disjointness function.

The first results on information complexity were those of Chakrabarti, Shi, Wirth and Yao [22], who gave lower bounds for communication complexity in the simultaneous message passing model by defining what would now be called external information cost. A subsequent paper by Bar-Yossef, Jayram, Kumar and Sivakumar [4] implicitly defined what is now called the internal information cost, or simply information cost. They used it to prove communication complexity lower bounds for functions that can be built from simpler component functions, like the set disjointness function with respect to the AND function. The recent wave of results started with a compression result of Barak, Braverman, Chen and Rao [5] that had application in particular to proving a direct sum theorem for randomized communication complexity. In [19], Braverman and Rao give an exact operational interpretation of the information complexity as the amortized distributional communication complexity, which can be viewed as an analogue of the Shannon source compression theorem for interactive protocols. In [14], Braverman provides a prior-free definition for information complexity of classical functions, and presents a similar operational interpretation for worst case amortized communication complexity. Since then, many results have been derived by using the information complexity paradigm [17, 18, 16], witnessing its power. Braverman provides a nice overview of results circa 2012 [15].

It might appear surprising that the definition of this simple looking quantity, the information cost of a protocol, has such far reaching consequences. It is tempting to try to bring such a paradigm to the quantum setting and hopefully get comparable results. However, there are many difficulties in trying to get such a quantum generalization of information cost. Firstly, due to monogamy of entanglement, there is no good notion of an overall transcript and its corresponding correlation with the localized inputs at the beginning of the protocol. Indeed, it is only possible to evaluate quantum information quantities for quantum registers that are defined at the same moment in time. But then, the no-cloning theorem [25, 35] forbids copying of previous messages to generate a final transcript accounting for all communication in the quantum protocol, on which we could evaluate a quantum information cost. Even for protocols with pre-shared entanglement and classical communication, the final classical transcript could be completely uncorrelated to the inputs. This can be seen for example in a protocol that teleports at each time step, which would generate a transcript that is uniformly distributed. However, notwithstanding these difficulties, Jain, Radhakrishnan and Sen [27], as well as Jain and Nayak [26], gave different definitions for such a quantity with specific applications in mind. In particular, the definition in [27] leads to a beautiful proof of a lower bound of $\Omega(\frac{n}{M^2} + M)$ on bounded round quantum communication complexity for (size $n$)
set disjointness computed by \( M \)-message protocols. Note that the remark is made in [27] that the optimal \( \Theta(\sqrt{n}) \) protocol of Aaronson and Ambainis [11] can be adapted to yield a bounded round protocol achieving communication of \( O(\frac{n}{M} + M) \). Hence, this comes close to match the best known upper bound. However, even if these definitions can be successful for obtaining interesting results in a bounded round scenario, it is quite plausible that they are also limited to such applications. Indeed, given these previous definitions of quantum information cost, it is quite easy to find particular inputs and protocols with \( M \) messages and quantum communication cost \( C \) such that the quantum information cost is \( \Omega(M \cdot C) \).

We believe that a more natural definition of quantum information cost would not have such a dependence on the round complexity of protocols. In contrast, the classical information cost directly provides a lower bound on the communication cost, and this property is crucial in many of its recent applications. Hopefully, it would also lead to an operational interpretation analogous to the classical one for amortized quantum communication complexity. A related question was asked by Braverman [14], on how to define the correct quantum analogue of information complexity.

2 Overview of Results

We show that despite the previously mentioned setbacks, it is possible to define a quantum information cost quantity for protocols and a corresponding quantum information complexity quantity for channels that satisfies the two important properties asked for above. First, they are lower bounds on the quantum communication cost and quantum communication complexity of the corresponding protocols and channels, respectively. Secondly, we can compress asymptotically any protocol to its quantum information cost, and so we can give the operational interpretation for quantum information complexity as the amortized quantum communication complexity. That is, the quantum communication complexity per copy for implementing \( n \) copies of the channel, in the asymptotic limit of large \( n \). The quantity that we consider would be the fully quantum analogue of the distributional information complexity of functions: we study the quantum information complexity of a channel on some arbitrary quantum input. In the case of a so-called classical input, this corresponds to a probability distribution. When implementing a bipartite channel with a protocol on a general input, we allow for some small error \( \varepsilon \) in the trace distance with respect to a reference system purifying the input. The introduction of the reference system is to ensure that our implementation maintains correlations with the outside world as well as the actual channel. For classical inputs and functions, we show that this implies a bound on the probability of failure, in the sense of a classical average on the input distribution, of the quantum protocol for computing the function. Hence, this links our quantity to the distributional quantum communication complexity of classical functions. When implementing \( n \) copies of a general channel, the success criterion is that for each instance of the channel, the error is bounded by \( \varepsilon \).

To circumvent the difficulties we mentioned in defining a quantum generalization of information cost and complexity, we take a different perspective on the classical definitions. Indeed, our main insight in defining such quantities comes by using a rewriting of the information cost of a protocol that was already implicit in previous works on information
complexity. We reinterpret this quantity by viewing each message generation in the protocol as a noisy channel whose output is to be sent over a noiseless channel. Then, message transmission is viewed as the simulation, over a noiseless channel, of a noisy channel with feedback to the sender and side information at the receiver. This is a variant of what is known as a (tensor power input) classical reverse Shannon theorem in the information theory literature. Using previously known results [9, 31], we obtain an alternate, simple proof of the operational interpretation of classical information complexity. An additional feature of this proof in contrast to the one of Braverman and Rao [19] is that it maintains the round complexity of the original protocol, since these results about noisy channel simulation use only unidirectional transmission. To the best of our knowledge, this is the first proof to establish that the $M$-message information complexity is exactly equal to the $M$-message amortized communication complexity. Note however that this proof only works in the asymptotic limit, so we do not get as a bonus of the techniques used for our coding theorem a compression theorem for a single copy of the protocol. It is reasonable to hope that eventual results on so-called one-shot unidirectional coding theorems might lead to interesting results about bounded round, single copy protocol compression.

Using this perspective on classical information cost, we can more easily define a quantum generalization. The right quantum analogue of the reverse Shannon task with feedback and side information is quantum state redistribution, for which Devetak and Yard give an optimal protocol [24, 37]. With these tools in hand, we then define the quantum analogues of information cost and complexity, and prove their operational interpretations. In addition, we also prove some interesting properties of these quantities. In particular, it is an almost immediate consequence of the definition that the quantum information cost of a protocol lower bounds its quantum communication cost, and then a similar result holds for quantum communication complexity relative to channels. We also prove that with our definition, the quantum information complexity is an additive quantity, and that it is convex and continuous in the channel and error parameter. Finally, relative to input states, we prove a concavity result on quantum information cost. At this point, given this operational interpretation and the fact that information is a lower bound on communication, we might argue that this corresponds to the right quantum analogue of the information complexity.

To demonstrate the potential of the quantum information complexity paradigm, we reduce the quantum information complexity of the disjointness function to that of the AND function, a reduction along similar lines as that of [4, 27]. In contrast to the quantum reduction of [27], we are able to get rid of a factor $\frac{1}{M}$ for quantum protocols with $M$ messages. Given that their lower bound for bounded round complexity for $n$-bit disjointness is $\Omega(\max(\frac{n}{M^2}, M))$, we are thus optimistic that this reduction by a factor of $\frac{1}{M}$ using our approach could lead to a lower bound of $\Omega(\max(\frac{n}{M}, M))$, thus matching the best currently known upper bound [11, 27]. Like classical information cost, our quantity is defined in terms of conditional mutual information, a quantity that has been notoriously hard to lower bound in the quantum setting [30, 13]. We leave as an interesting open problem to develop tools for lower bounding the conditional mutual information in our setting, and to see if we can obtain such a result for the disjointness function. We explore other potential applications in the conclusion.
Organization. The structure of the paper is the following. In the next section, we fix the notation that we use for quantum mechanics, present the necessary quantum information theory background, define formally the quantum communication model that we use and also define quantum communication complexity in this model. We then present a perspective on classical information complexity that leads us to a quantum generalization, then give such a definition of quantum information complexity and finally prove its operational interpretation in the following section. We also explore some of the properties of our definition, and then go on to discuss some potential applications. We conclude with a discussion of our results, additional potential applications, and further research directions.

3 Preliminaries

3.1 Quantum Information Theory

We use the following notation for quantum theory; see [33, 34] for more details. We associate a quantum register $A$ with a corresponding vector space, also denoted by $A$. We only consider finite-dimensional vector spaces. A state of quantum register $A$ is represented by a density operator $\rho \in \mathcal{D}(A)$, with $\mathcal{D}(A)$ the set of all unit trace, positive semi-definite linear operators mapping $A$ into itself. We say that a state $\rho$ is pure if it is a projection operator, i.e. $(\rho^{AR})^2 = \rho^{AR}$. For a pure state $\rho$, we often use the pure state formalism, and represent $\rho$ by the vector $|\rho\rangle$ it projects upon, i.e. $\rho = |\rho\rangle\langle\rho|$. A quantum channel from quantum register $A$ into quantum register $B$ is represented by a super-operator $\mathcal{N}^{A \to B} \in \mathcal{C}(A, B)$, with $\mathcal{C}(A, B)$ the set of all completely positive, trace-preserving linear operators from $\mathcal{D}(A)$ into $\mathcal{D}(B)$. If $A = B$, we might simply write $\mathcal{N}^A$, and when systems are clear from context, we might drop the superscripts. For channels $\mathcal{N}_1 \in \mathcal{C}(A, B), \mathcal{N}_2 \in \mathcal{C}(B, C)$ and state $\rho \in \mathcal{D}(A)$, we denote their composition as $\mathcal{N}_2 \circ \mathcal{N}_1 \in \mathcal{C}(A, C)$, with action $\mathcal{N}_2 \circ \mathcal{N}_1(\rho) = \mathcal{N}_2(\mathcal{N}_1(\rho))$. We might drop the $\circ$ if the composition is clear from context. For $A$ and $B$ isomorphic, we denote the identity mapping as $I^{A \to B}$, with some implicit choice for the change of basis. For $\mathcal{N}^{A_1 \to B_1} \otimes I^{A_2 \to B_2} \in \mathcal{C}(A_1 \otimes A_2, B_1 \otimes B_2)$, we might abbreviate this as $\mathcal{N}$ and leave the identity channel implicit when the meaning is clear from context. An important subset of $\mathcal{C}(A, B)$ when $A$ and $B$ are isomorphic spaces is the set of unitary channels $\mathcal{U}(A, B)$, the set of all maps $U \in \mathcal{C}(A, B)$ with an adjoint map $U^\dagger \in \mathcal{C}(B, A)$ such that $U^\dagger \circ U = I^A$.

Another important example of channel that we use is the partial trace $\text{Tr}_B(\cdot) \in \mathcal{C}(A \otimes B, A)$ which effectively gets rid of the $B$ subsystem. Fixing a basis $\{|b\}\}$ for $B$, the action of $\text{Tr}_B$ on any $\rho^{AB} \in \mathcal{D}(A \otimes B)$ is $\text{Tr}_B(\rho^{AB}) = \sum_b \langle b | \rho^{AB} | b \rangle$, and we write $\rho^A = \text{Tr}_B(\rho^{AB})$. We also denote $\text{Tr}_-A = \text{Tr}_B$ to express that we want to keep only the $A$ register. Fixing a basis also allows us to talk about classical states and joint states: $\rho \in \mathcal{D}(B)$ is classical (with respect to this basis) if it is diagonal in basis $\{|b\}\}$, i.e. $\rho = \sum_b p_B(b) |b\rangle\langle b|$ for some probability distribution $p_B$. More generally, subsystem $B$ of $\rho^{AB}$ is said to be classical if we can write $\rho^{AB} = \sum_b p_B(b) |b\rangle\langle b|^B \otimes \rho^A_b$ for some $\rho^A_b \in \mathcal{D}(A)$. An important example of a channel mapping a quantum system to a classical one is the measurement channel $\Delta_B$, defined as $\Delta_B(\rho) = \sum_b \langle b | \rho | b \rangle |b\rangle\langle b|^B$ for any $\rho \in \mathcal{D}(B)$. Often, $A, B, C, \cdots$ will be used to discuss general systems, while $X, Y, Z, \cdots$ will be reserved for classical systems. For a state $\rho^A \in \mathcal{D}(A)$, a purification is a pure state $\rho^{AR} \in \mathcal{D}(A \otimes R)$ satisfying $\text{Tr}_R(\rho^{AR}) = \rho^A$. 
If $R$ has dimension at least that of $A$, then such a purification always exists. For a given $R$, all purifications are equivalent up to unitaries. For a given $R$, all purifications are equivalent up to unitaries. For a channel $N \in C(A,B)$, a unitary extension is a unitary $U_N \in U(A \otimes B', A' \otimes B)$ with $\text{Tr}_{A'}(U_N(\rho^A \otimes \sigma^{B'})) = N(\rho^A)$ for some fixed $\sigma \in D(B')$. It is sufficient to consider any fixed pure state $\sigma$. Such an extension always exists provided $A'$ is of dimension at least $\dim(A)^2$ (note that we also must have $\dim(A) \cdot \dim(B') = \dim(A') \cdot \dim(B)$).

The notion of distance we use is the trace distance, defined for two states $\rho_1, \rho_2 \in D(A)$ as the sum of the absolute values of the eigenvalues of their difference:

$$\|\rho_1 - \rho_2\|_A = \text{Tr}(|\rho_1 - \rho_2|).$$

It has an operational interpretation as four times the best bias possible in a state discrimination test between $\rho_1$ and $\rho_2$. The subscript tells on which subsystems the trace distance is evaluated, and remaining subsystems might need to be traced out. We use the following results about trace distance. For proofs of these and other standard results in quantum information theory that we use, see [34]. The trace distance is monotone under noisy channels: for any $\rho_1, \rho_2 \in D(A)$ and $N \in C(A,B)$,

$$\|N(\rho_1) - N(\rho_2)\|_B \leq \|\rho_1 - \rho_2\|_A. \quad (3.1)$$

For unitaries, the equality becomes an identity, a property called unitary invariance of the trace distance. Hence, for any $\rho_1, \rho_2 \in D(A)$ and any $U \in U(A,B)$, we have

$$\|U(\rho_1) - U(\rho_2)\|_B = \|\rho_1 - \rho_2\|_A. \quad (3.2)$$

Also, the trace distance cannot be increased by adjoining an uncorrelated system: for any $\rho_1, \rho_2 \in D(A), \sigma \in D(B)$

$$\|\rho_1 \otimes \sigma - \rho_2 \otimes \sigma\|_{AB} = \|\rho_1 - \rho_2\|_A. \quad (3.3)$$

It follows that the trace distance obeys a property that we call joint linearity: for a classical system $X$ and two states $\rho_1^{XA} = p_X(x)|x\rangle\langle x| \otimes \rho_1^A$, $\rho_2^{XA} = p_X(x)|x\rangle\langle x| \otimes \rho_2^A$,

$$\|\rho_1 - \rho_2\|_{XA} = \sum_x p_X(x)\|\rho_{1,x} - \rho_{2,x}\|_A. \quad (3.4)$$

The measure of information that we use is the von Neumann entropy, defined for any state $\rho \in D(A)$ as

$$H(A)_{\rho} = \text{Tr}(\rho \log \rho),$$

in which we take the convention that $0 \log 0 = 0$, justified by a continuity argument. All logarithms are taken base 2. Note that $H$ is invariant under unitaries applied on $\rho$. If the state to be evaluated is clear from context, we might drop the subscript. Conditional entropy for a state $\rho^{ABC} \in D(A \otimes B \otimes C)$ is then defined as

$$H(A|B)_{\rho^{AB}} = H(AB)_{\rho^{AB}} - H(B)_{\rho^B},$$
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mutual information as
\[ I(A; B)_{\rho^{AB}} = H(A)_{\rho^A} - H(A|B)_{\rho^{AB}}, \]
and conditional mutual information as
\[ I(A; B|C)_{\rho^{ABC}} = H(A|C)_{\rho^{AC}} - H(A|BC)_{\rho^{ABC}}. \]
Note that mutual information and conditional mutual information are symmetric in interchange of \(A, B\). For any pure bipartite state \(\rho^{AB} \in \mathcal{D}(A \otimes B)\), the entropy on each subsystem is the same:
\[ H(A) = H(B). \tag{3.5} \]
For isomorphic \(A, A'\), a maximally entangled state \(\psi \in \mathcal{D}(A \otimes A')\) is a pure state satisfying \(H(A) = \log \dim(A)\). For a system \(A\) of dimension \(\dim(A)\) and any \(\rho \in \mathcal{D}(A \otimes B \otimes C)\), we have the bounds
\[
\begin{align*}
0 &\leq H(A) \leq \log \dim(A), \tag{3.6} \\
-H(A) &\leq H(A|B) \leq H(A), \tag{3.7} \\
0 &\leq I(A; B) \leq 2H(A), \tag{3.8} \\
0 &\leq I(A; B|C) \leq 2H(A). \tag{3.9}
\end{align*}
\]
The conditional mutual information satisfy a chain rule: for any \(\rho \in \mathcal{D}(A \otimes B \otimes C \otimes D)\),
\[ I(AB; C|D) = I(A; C|D) + I(B; C|AD). \tag{3.10} \]
For product states \(\rho^{A_1B_1C_1A_2B_2C_2} = \rho_1^{A_1B_1C_1} \otimes \rho_2^{A_2B_2C_2}\), entropy is additive,
\[ H(A_1A_2) = H(A_1) + H(A_2), \tag{3.11} \]
and so there is no conditional mutual information between product system,
\[ I(A_1; A_2|B_1B_2) = 0, \tag{3.12} \]
and conditioning on a product system is useless,
\[ I(A_1; B_1|C_1A_2) = I(A_1; B_1|C_1). \tag{3.13} \]
More generally,
\[ I(A_1A_2; B_1B_2|C_1C_2) = I(A_1; B_1|C_1) + I(A_2; B_2|C_2). \tag{3.14} \]
Two important properties of the conditional mutual information are strong subadditivity and the data processing inequality: we consider an equivalent rewriting of strong subadditivity, which states that conditional mutual information is non-negative. For any \(\rho \in \mathcal{D}(A \otimes B \otimes C)\) and \(\mathcal{N} \in \mathcal{C}(B, B')\), with \(\sigma = \mathcal{N}(\rho)\),
\[
\begin{align*}
I(A; B|C)_{\rho} &\geq 0, \tag{3.15} \\
I(A; B|C)_{\rho} &\geq I(A; B'|C)_{\sigma}. \tag{3.16}
\end{align*}
\]
We slightly abuse notation and also write $\Pi$ to denote the channel implemented by the protocol, with an even number of messages; our results also hold without this restriction, though in the special case of one round protocols, we would rather consider bipartite channels with a single output to ensure that the quantum communication complexity is well-defined. The introduction of the reference system $R$ is essential to ensure that the protocol
preserves any correlation the input state might have with the outside world as well as the channel it is supposed to implement. As said before, for classical functions on classical input distributions, we prove a lemma in section 7.1 that relates this to the probability of failure of the protocol on such a distribution.

Note that in the standard context of quantum communication complexity, our model would be akin to the model introduced by Cleve and Buhrman [21], with pre-shared entanglement (though the fact that we use quantum communication here instead of classical communication as in the original model could lead to an improvement up to a factor of two of the communication complexity, due to superdense coding [10], but no more, due to the teleportation protocol [7]), rather than to the model introduced by Yao [36], in which parties locally initialize their registers. This is the natural analogue of the framework for classical information complexity in which parties are allowed shared randomness for free, and this seems to be necessary to obtain the operational interpretation of information complexity, classical and quantum, as the amortized communication complexity. Known proofs of the additivity property rely heavily on the availability of shared resources to perform some kind of simulation. This is also true of many other interesting properties of information complexity. Even though additivity and other results might not hold in the Yao model, studying information complexity in this model might still make sense: we would first have to restrict ourselves to protocols in which the pre-shared state $\psi$ is a pure product state. However, the definition of quantum information complexity would need to be somewhat modified, since the definition we give in section 5 allows for entanglement distribution at no cost, which is consistent with our Cleve-Buhrman like model of communication.

As was said before, our framework is the quantum generalization of the one for distribu-
tional information complexity, and so let us formally define the different quantities that we work with.

**Definition 1** For a protocol $\Pi$ as defined above, we define the quantum communication cost of $\Pi$ as

$$QCC(\Pi) = \sum_i \log \dim(C_i).$$

Note that we do not require that $\dim(C_i) = 2^k$ for some $k \in \mathbb{N}$, as is usually done. This will not affect our definition on information cost and complexity, nor on amortized communication complexity, but might affect the single-copy quantum communication complexity by at most a factor of two. The corresponding notion of quantum communication complexity of a channel is:

**Definition 2** For a bipartite channel $N \in C(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$, an input state $\rho \in D(A_{in} \otimes B_{in})$ and an error parameter $\varepsilon \in [0, 2]$, we define the $\varepsilon$-error quantum communication complexity of $N$ on input $\rho$ as

$$QCC(N, \rho, \varepsilon) = \min_{\Pi \in \mathcal{T}(N, \rho, \varepsilon)} QCC(\Pi).$$

Note that this quantity is discontinuous in its parameters. Also note that no good bound is known on the size of the entangled state that might be required to achieve this minimum. See [32] for a recent discussion on related issues in a different setting. We make the following trivial remark that quantum communication complexity is decreasing in the error parameter, that it vanishes for $\varepsilon = 2$, that it is bounded by $\log \dim(A_{in}) + \log \dim(A_{out})$, and that it also vanishes for any pure state $\rho$. At $\varepsilon = 2$, it is because the trace distance is saturated at 2 and so we can consider a protocol that outputs anything without communication, while for pure states it is because there is no correlation with the outside world, so we can consider a protocol that is given, as entanglement for the protocol, the output of the channel acting on the pure state, and outputs it without communication.

**Remark 1** For any $N, \rho, 0 \leq \varepsilon_1 \leq \varepsilon_2 \leq 2$, the following holds:

$$QCC(N, \rho, \varepsilon_2) \leq QCC(N, \rho, \varepsilon_1),$$

$$QCC(N, \rho, 0) \leq \log \dim(A_{in}) + \log \dim(A_{out}),$$

$$QCC(N, \rho, 2) = 0.$$

Also, for any $N, \varepsilon \in [0, 2]$, the following holds for any pure state $\rho$:

$$QCC(N, \rho, \varepsilon) = 0.$$
Definition 3 For a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{\text{in}} \otimes B_{\text{in}}, A_{\text{out}} \otimes B_{\text{out}})$, an input state $\rho \in D(A_{\text{in}} \otimes B_{\text{in}})$, an error parameter $\varepsilon \in [0, 2]$ and a bound $M \in \mathbb{N}$ on the number of messages, we define the $M$-message, $\varepsilon$-error quantum communication complexity of $\mathcal{N}$ on input $\rho$ as

$$QCC^M(\mathcal{N}, \rho, \varepsilon) = \min_{\Pi \in T^M(\mathcal{N}, \rho, \varepsilon)} \text{QCC}(\Pi).$$

We are also interested in the amortized quantum communication complexity of channels. A protocol $\Pi_n$ is said to compute the $n$-fold product channel $\mathcal{N}^\otimes n$ on input $(\rho^\otimes n)$ with error $\varepsilon$ if for all $i \in [n]$,

$$\| \text{Tr}_{(A_{\text{in}}^i B_{\text{in}}^i R^i)} \circ \Pi_n(\rho^\otimes n) - \mathcal{N}(\rho) \|_{A_{\text{out}}^i B_{\text{out}}^i R^i} \leq \varepsilon.$$  \hspace{1cm} (3.21)

We have implicitly used the fact that it is possible to find a purification of $\rho^\otimes n$ with a decomposition of the purifying register $R = R_1 \otimes \cdots \otimes R_n$, and with the $i$-th copy of $\rho$ purified by the reference subregister $R_i$. This error criterion corresponds to the one achieved when sequentially simulating $n$ times channel $\mathcal{N}$ on input $\rho$, each time with error $\varepsilon$, and is weaker than demanding to simulate it $n$ times with overall error $\varepsilon$. The reason for this is that asking for overall error $\varepsilon$ could be a much harder task. Indeed, consider a purified input state that is $\varepsilon$ away in trace distance to a state which is product with respect to the $A_{\text{in}} B_{\text{in}} - R$ bipartite cut. Then, since the trace distance is monotone under noisy channels, the parties can simulate the channel at zero communication cost and achieve error $\varepsilon$ by taking, as part of the entanglement of their protocol, the $A_{\text{out}} B_{\text{out}}$ registers of the channel acting on that product state. Thus the quantum information complexity is also zero. We can then also achieve the task of amortized quantum communication complexity with $\varepsilon$ error in each input at zero communication. However, using the operational interpretation of the trace distance as the best bias in a distinguishability experiment, the amortized quantum communication task in which we ask for overall error $\varepsilon$ cannot be achieved at zero communication cost, since having access to many instances of the output state allows for better distinguishability whenever starting with distinguishability greater than zero between the actual input and the product state [L]. Hence, if we want to obtain the intended operational interpretation, we have to settle for such a success parameter. We denote $T_n(\mathcal{N}^\otimes n, \rho^\otimes n, \varepsilon)$ the set of all protocols achieving the above goal of having $\varepsilon$ error in each output, and can define the $n$-fold quantum communication complexity accordingly.

Definition 4 For a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{\text{in}} \otimes B_{\text{in}}, A_{\text{out}} \otimes B_{\text{out}})$, an input state $\rho \in D(A_{\text{in}} \otimes B_{\text{in}})$ and an error parameter $\varepsilon \in [0, 2]$, we define the $\varepsilon$-error, $n$-fold quantum communication complexity of $\mathcal{N}$ on input $\rho$ as

$$QCC_n(\mathcal{N}^\otimes n, \rho^\otimes n, \varepsilon) = \min_{\Pi_n \in T_n(\mathcal{N}^\otimes n, \rho^\otimes n, \varepsilon)} \text{QCC}(\Pi_n).$$

Definition 5 For a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{\text{in}} \otimes B_{\text{in}}, A_{\text{out}} \otimes B_{\text{out}})$, an input state $\rho \in D(A_{\text{in}} \otimes B_{\text{in}})$, and an error parameter $\varepsilon \in [0, 2]$, we define the $\varepsilon$-error amortized quantum communication complexity of $\mathcal{N}$ on input $\rho$ as

$$\text{AQCC}(\mathcal{N}, \rho, \varepsilon) = \lim_{n \to \infty} \frac{1}{n} \text{QCC}_n(\mathcal{N}^\otimes n, \rho^\otimes n, \varepsilon).$$
Note that for all \( n \), \( QCC_n(N^\otimes n, \rho^\otimes n, \varepsilon) \leq nQCC(N, \rho, \varepsilon) \), as is made clear by running \( n \) times in parallel a protocol achieving the minimum in the definition of the quantum communication complexity. Hence, the amortized quantum communication complexity is bounded by the quantum communication complexity.

We have corresponding definitions for bounded round complexity.

**Definition 6** For a bipartite channel \( N \in C(A_{in} \otimes B_{in}, A_{out} \otimes B_{out}) \), an input state \( \rho \in D(A_{in} \otimes B_{in}) \), an error parameter \( \varepsilon \in [0, 2] \) and a bound \( M \in \mathbb{N} \) on the number of messages, we define the \( M \)-message, \( \varepsilon \)-error, \( n \)-fold quantum communication complexity of \( N \) on input \( \rho \) as

\[
QCC^M_n(N^\otimes n, \rho^\otimes n, \varepsilon) = \min_{\Pi_n \in \mathcal{T}^M_n(N^\otimes n, \rho^\otimes n, \varepsilon)} QCC(\Pi_n).
\]

**Definition 7** For a bipartite channel \( N \in C(A_{in} \otimes B_{in}, A_{out} \otimes B_{out}) \), an input state \( \rho \in D(A_{in} \otimes B_{in}) \), an error parameter \( \varepsilon \in [0, 2] \) and a bound \( M \in \mathbb{N} \) on the number of messages, we define the \( M \)-message, \( \varepsilon \)-error amortized quantum communication complexity of \( N \) on input \( \rho \) as

\[
AQCC^M(N, \rho, \varepsilon) = \limsup_{n \to \infty} \frac{1}{n} QCC^M_n(N^\otimes n, \rho^\otimes n, \varepsilon).
\]

### 4 Different Perspective on Classical Information Cost

Before diving into the definition of quantum information cost and the properties of such a definition, we first present a different perspective on the classical information cost that is both natural and more amenable to a quantum generalization. Taking this perspective leads to an alternate proof of its operational interpretation as the amortized (distributional) communication cost. The main difference from the standard definition is not so much in the formal rewriting of this definition, which to some extent was already implicitly used in previous proofs \[19, 14\] and is simply an application of the chain rule and basic properties of mutual information. It is rather in the interpretation of every message transmission as the simulation of a noisy channel (the generation of the message from the input, previous messages, and randomness) with feedback to the sender and side information at the receiver, a variant of the setting of the classical reverse Shannon theorem studied in the information theory literature \[9, 8\]. Using a quantum analogue of the reverse Shannon theorem with side information at the receiver \[24, 37\], this local description of information cost then circumvent usual difficulties in defining a quantum analogue of a transcript, and leads to a generalization of information complexity with the desired properties.

We consider a \( N \)-message classical communication protocol \( \Pi \), along with a distribution \( \mu \) over the inputs \((X, Y)\), and public randomness \( R \). The protocol is defined by a sequence of conditional random variables \( M_i \) taking value in the sample space \( \{0, 1\}^* \), with some suitable constraints to enforce that protocols are well-defined. For random variable \( M, I \), we denote by \( M|I \) the table of conditional transition probabilities \( p_{M|I}(M = m| I = i) \) that gives the probability to obtain output \( M = m \) given input \( I = i \). Then, on input random variables \((X, Y)\), \( \Pi \) is defined by \( M_1|X R^A, M_2|M_1^B Y R^B, M_3|M_2^A M_1^B X R^A, \ldots, M_N|M_{N-1}^A \cdots M_1^A Y R^A \), with the
superscripts denoting whose copy of a random variable we are considering. We denote the transcript by \( \Pi(x, y) = r \cdot m_1 \cdot m_2 \cdots m_N \), and the corresponding random variable by \( \Pi(X, Y) \). The communication complexity of \( \Pi \) is defined as \( CC(\Pi) = \max |m_1 \cdot m_2 \cdots m_N| \), in which the maximum for the length is taken over all input pairs \((x, y) \in (X,Y)\), over all public randomness \( r \in R \), and all conditional transcript \( m_1 m_2 \cdots m_N \in M_1 M_2 \cdots M_N|X, Y, R = (x, y, r) \) (we only consider events with non-zero probability). Sometimes it is also defined by taking the average length instead of the maximum; this does not affect the results here.

The standard definition of the information cost is then as the sum of two conditional mutual informations,

\[
IC_\mu(\Pi) = I(\Pi(X,Y); Y|X) + I(\Pi(X,Y); X|Y),
\] (4.1)

and the corresponding intuition for this quantity is that it represents the amount of information leaked by the transcript to Alice about Bob’s input plus that leaked to Bob about Alice’s input. This definition is shown in [19] to lead to an equality between information complexity and the distributional amortized communication complexity. We would like to show such a theorem about an analogous quantum information cost quantity. However, many problems seem to arise when trying to generalize the above quantity to the quantum setting. Before proposing such a definition, we first give an alternate characterization of classical information cost, along with the corresponding operational intuition, which will be more amenable to a quantum generalization. Note that an interesting consequence of our perspective versus those on sampling complexity that have been studied before is that it enables us to use some previously proved tools from information theory, namely (tensor power source) classical reverse Shannon theorems.

We define an alternate information cost for classical communication protocols as

\[
IC'_\mu = I(M^B_1; X R^A_1| Y R^B) + I(M^A_2; Y M^B_1 R^B | X M^A_1 R^A) \tag{4.2}
\]

\[
+ I(M^B_3; X M^A_2 M^A_1 R^A | Y M^B_2 M^B_1 R^B) + \cdots \tag{4.3}
\]

\[
+ I(M^A_N; Y M^B_{N-1} \cdots M^B_1 R^B | X M^A_{N-1} \cdots M^A_1 R^A), \tag{4.4}
\]
in which we distinguish between Alice’s and Bob’s copy of the public randomness \( R \) and messages \( M_i \). Note that this is easily seen to be equivalent to the standard definition for \( IC_\mu \), by using the chain rule for mutual information along with the fact that \( M^A_i, M^B_i \) and \( R^A, R^B \) are just copies of one another. However, it is not so much in the formal statement that the rewriting is interesting, but in the operational interpretation. Indeed, the above characterization comes from viewing each conditional message \( M/I \) in the protocol as a noisy channel in which the output \( M \) is sent over a noiseless channel to a receiver who has side information \( S \) about the input \( I \) to the channel, but for which also a copy \( M_F \) of the output is given as feedback to the sender. The problem of simulating the sending of the output of a noisy channel with feedback has been studied in the literature under the name of classical reverse Shannon theorem [9, 8], and when there is side information \( S \) at the receiver, \( I(M; I| S) \) characterizes the amount of information that needs to be sent over the noiseless channel from sender to receiver. It is shown in [31] that asymptotically, this task can be accomplished at a (unidirectional) classical communication rate of \( I(M; I| S) \) when sufficient shared randomness is present. In [19], a correlated sampling protocol is
used to perform a similar task in a one-shot setting, but such that the same communication efficiency is achieved on average, to first order. A caveat is that their protocol to do so is interactive, while the one in [31] is not. This result yields a simulation protocol for amortized communication that asymptotically achieves communication at the information cost of the protocol, while keeping the same round complexity, and error parameter arbitrarily close to the original one. Another nice property of reverse Shannon theorems is that they also give bounds on the amount of extra shared randomness required in the asymptotic limit for channel simulation. We do not give the details of the proof here, it follows along the same line as the one for the quantum case. We also do not discuss optimality here (see the quantum case, or [19, 14] for such discussions).

5 Quantum Information Cost and Complexity

Finally, we are ready to define quantum information cost and complexity! As we already said, the notion of information cost of a protocol does not seem to easily extend to the quantum setting, mainly due to the fact that there is no direct analogue for a transcript in the quantum setting. Also, the reversibility of quantum computation allows for protocols in which nothing remains at the end of the distributed computation except for the initial inputs and the output of the function evaluated on these inputs (up to some small error for approximate protocols). These issues brought Braverman [14] to wonder what was the right quantum analogue of information cost, and whether there always existed protocols for computing binary functions that had quantum information cost bounded by a constant. Some attempts at trying to define a quantum analogue of information cost have appeared before [27, 26], and have proven useful for tackling particular problems. However, none of these seems to define the right notion in a context of amortized communication complexity. In particular there is an implicit dependence on the round complexity for these notions, and they only provide a lower bound on the communication cost once divided by the number of rounds. Defining such a notion would hopefully lead to an interesting tool, in particular to obtain lower bounds and to tackle direct sum questions in quantum communication complexity. The main goal of our work is to present such a notion in a strong sense: we define a notion of quantum information complexity which is exactly equal to the amortized communication complexity.

From the alternate definition of the information cost in the preceding section, we can more easily extend it to a notion of quantum information cost for quantum protocols. A thing that might still cause problem is that we cannot keep a copy of a channel input and output at the sender. These issues have already been discussed in particular when discussing connections between the fully quantum Slepian-Wolf theorem [2] and the fully quantum reverse Shannon theorem [8, 11], and when discussing the fully quantum generalization of channel simulation with side information at the receiver [31, 24, 37]. The correct quantum analogue of this is that what stays at the sender is the coherent feedback of the environment output of the noisy channel’s isometric extension, and what is to be transmitted at the receiver is the usual output of the channel. In our situation, there is also another system in play, the side information already in the possession of the receiver before the transmission. The correct problem to consider in this case is then quantum state redistribution [31, 24, 37]. In
quantum state redistribution, there are 4 systems of interest. At the outset of the protocol, the A, C systems are in the possession of Alice, and would be for us the coherent feedback of the noisy channel and the output to be transmitted, respectively, while Bob holds the side information B, and the ABC joint system is purified by a reference register R that no party has access to. Thus, the only system changing hands is the C subsystem that is to be transmitted from Alice to Bob. It is proved in [24, 37] that this can be accomplished, in the limit of asymptotically many copies of this task, at a communication cost of $\frac{1}{2} I(R; C|B)$ qubits per copy, along with an entanglement cost of $\frac{1}{2} I(C; A) - \frac{1}{2} I(C; B)$ ebits per copy (with entanglement generated instead of consumed if this is negative). We state a precise formulation of this theorem.

**Theorem 1 (State redistribution [24 [37])** For any $\varepsilon, \delta > 0$, any state $\rho^{ABC}$ and any purification $\rho^{ABC R}$, any quantum communication rate $Q > \frac{1}{2} I(C; R|B)$ and entanglement consumption (or generation if negative) rate $E$ satisfying $Q + E > H(C|B)$, there is a large enough $n_0$ such that for all $n \geq n_0$, there exist an encoder $E \in C(\hat{A}^{\otimes n} \otimes C^{\otimes n} \otimes T_A^{\text{in}}, \hat{A}^{\otimes n} \otimes \hat{C} \otimes T_A^{\text{out}})$ and a decoder $D \in C(B^{\otimes n} \otimes \hat{C} \otimes T_B^{\text{in}}, B^{\otimes n} \otimes C^{\otimes n} \otimes T_B^{\text{out}})$ such that $\dim(T_A^{\text{in}}) = \dim(T_B^{\text{in}}) = 2^{\max(E, \delta)n}$, $\dim(T_A^{\text{out}}) = \dim(T_B^{\text{out}}) = 2^{-\min(0, E)n}$, $\dim(C) = 2^{|Q|n}$, $\psi^{T_A^{\text{in}} T_B^{\text{in}} \psi^{\text{in}}}^{\text{out}}_{\text{out}}$, $\psi^{\text{out}}_{\text{out}}$ are maximally entangled states in $T_A^{\text{in}} \otimes T_B^{\text{in}}, T_A^{\text{out}} \otimes T_B^{\text{out}}$, respectively, and

$$\| \text{Tr}_{T_B^{\text{out}}} \circ D \cdot E(\rho^{\otimes n} \otimes \psi^{\text{in}}) - \rho^{\otimes n}_{ABC} \|_{\text{A}^{\otimes n}B^{\otimes n}C^{\otimes n}R^{\otimes n}} \leq \varepsilon;$$

$$\| \text{Tr}_{T_A^{\text{out}}} \circ D \cdot E(\rho^{\otimes n} \otimes \psi^{\text{in}}) - \psi^{\text{out}}_{\text{out}} \|_{T_B^{\text{out}}} \leq \varepsilon. \quad (5.1)$$

Now, in analogy with our rewriting of the classical information cost, we define the quantum information cost of a protocol, for a protocol $\Pi$ as defined in section 3.2 in the following way.

**Definition 8** For a protocol $\Pi$ and an input state $\rho$, we define the quantum information cost of $\Pi$ on input $\rho$ as

$$QIC(\Pi, \rho) = \sum_{i>0, \text{odd}} \frac{1}{2} I(C_i; R|B_{i-1}) + \sum_{i>0, \text{even}} \frac{1}{2} I(C_i; R|A_{i-1}),$$

in which we have labelled $B_0 = B_{\text{in}} \otimes T_B$.

Note that even for protocols with non-zero communication, the quantum information cost on pure state input is zero, since the purifying $R$ register is trivial in such a case. The corresponding notion of quantum information complexity of a channel is then:

**Definition 9** For a bipartite channel $N \in C(A_{\text{in}} \otimes B_{\text{in}}, A_{\text{out}} \otimes B_{\text{out}})$, an input state $\rho \in D(A_{\text{in}} \otimes B_{\text{in}})$ and an error parameter $\varepsilon \in [0,2]$, we define the $\varepsilon$-error quantum information complexity of $N$, on input $\rho$ as

$$QIC(N, \rho, \varepsilon) = \inf_{\Pi \in T(N, \rho, \varepsilon)} QIC(\Pi, \rho).$$

We have the following operational interpretation for quantum information complexity as the amortized quantum communication complexity.
Theorem 2 For a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$, an input state $\rho \in \mathcal{D}(A_{in} \otimes B_{in})$ and an error parameter $\varepsilon \in (0, 2]$, 

$$QIC(\mathcal{N}, \rho, \varepsilon) = AQCC(\mathcal{N}, \rho, \varepsilon).$$

The proof of the theorem is given in section 6.5. We can also obtain bounded round variants.

Definition 10 For a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$, an input state $\rho \in \mathcal{D}(A_{in} \otimes B_{in})$, an error parameter $\varepsilon \in [0, 2]$ and a bound $M \in \mathbb{N}$ on the number of messages, we define the $M$-message, $\varepsilon$-error quantum information complexity of $\mathcal{N}$ on input $\rho$ as

$$QIC^M(\mathcal{N}, \rho, \varepsilon) = \inf_{\Pi \in \mathcal{T}(\mathcal{N}, \rho, \varepsilon)} QIC(\Pi, \rho).$$

Theorem 3 For a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$, an input state $\rho \in \mathcal{D}(A_{in} \otimes B_{in})$, an error parameter $\varepsilon \in (0, 2]$ and a bound $M \in \mathbb{N}$ on the number of messages,

$$QIC^M(\mathcal{N}, \rho, \varepsilon) = AQCC^M(\mathcal{N}, \rho, \varepsilon).$$

6 Properties of the Definition

6.1 Quantum information lower bounds communication

In this section, we make the important remark that in any protocol, the quantum information cost is non-negative and, more importantly, is a lower bound on the quantum communication cost. This holds when considering the quantum information cost with respect to any input state. This follows from the fact for any quantum state, $0 \leq \frac{1}{2} I(C; R|B) \leq \log \dim(C)$. Applying this to all terms in the quantum information cost versus all terms in the quantum communication cost, we get the result. A similar results holds for quantum information complexity versus quantum communication complexity, by taking infimum on both sides.

Lemma 1 For any protocol $\Pi$ and input state $\rho$, the following holds

$$0 \leq QIC(\Pi, \rho) \leq QCC(\Pi).$$

Corollary 1 For any channel $\mathcal{N}$, any input state $\rho$, any error parameter $\varepsilon \in [0, 2]$ and any bound $M \in \mathbb{N}$ on the number of messages, the following holds

$$QIC(\mathcal{N}, \rho, \varepsilon) \leq QCC(\mathcal{N}, \rho, \varepsilon),$$

$$QIC^M(\mathcal{N}, \rho, \varepsilon) \leq QCC^M(\mathcal{N}, \rho, \varepsilon).$$
6.2 Quantum information upper bounds amortized communication

We now prove some kind of converse result to the one in the previous section: the quantum information cost is an upper bound on the amortized quantum communication cost.

**Lemma 2** For any $M$-message protocol $\Pi$, any input state $\rho$ and any $\varepsilon \in (0, 2], \delta > 0$, there exists a large enough $n_0$ such that for any $n \geq n_0$, there exists a protocol $\Pi_n \in \mathcal{T}^M(\Pi^\otimes n, \rho^\otimes n, \varepsilon)$ satisfying

$$\frac{1}{n}QCC(\Pi_n) \leq QIC(\Pi, \rho) + \delta.$$

**Proof.** Given any $M$-message protocol $\Pi$ and any state $\rho^{A_0B_0R}$, let

$$\rho_i^{A_iC_iB_iR} = U_1(\rho \otimes \psi), \rho_2^{A_iC_2B_2R} = U_2(\rho_1), \ldots, \rho_{M-1}^{A_{M-1}C_{M-1}B_{M-1}R} = U_M(\rho_{M-1})$$

in which we label $B_0 = B_{in} \otimes T_B, B_M = B_{out} \otimes B'$. Then, for any $\varepsilon, \delta > 0$, take $Q_i = \frac{1}{2}I(C_i; R|B_{i-1}) + \frac{\delta}{2M}$ and $F_i = \frac{1}{2} \max(0, I(C_i; A_i) - I(C_i; B_{i-1})) + \frac{\delta}{2M}$ for $i$ odd (we do not worry here about reusing the possibly generated entanglement, and simply discard it in the encoding and decoding maps to be defined below), $Q_i = \frac{1}{2}I(C_i; R|A_{i-1}) + \frac{\delta}{2M}$ and $F_i = \frac{1}{2} \max(0, I(C_i; B_i) - I(C_i; A_{i-1})) + \frac{\delta}{2M}$ for $i$ even, and for each $i$ let $n_0$ be the corresponding $n_0$ for error $\frac{\varepsilon}{M}$ in Theorem 1 and take $n_0 = \max\{n_i^0\}$. Then for any $n \geq \max(n_0, \frac{2M}{\delta})$, we have encoding and decoding maps $E_i, D_i$, along with corresponding entanglement $\psi_i \in D(T_A^i \otimes T_B^i)$ and communication register $\hat{C}_i$ of size dim $\hat{C}_i = 2^{Q_i(n)}$, with each satisfying

$$\|D_i \circ E_i(\rho_i^\otimes n \otimes \psi_i) - \rho_i^\otimes n\|_{A_i^\otimes nC_i^\otimes nB_i^\otimes nR^\otimes n} \leq \frac{\varepsilon}{M}$$

for odd $i$, or

$$\|D_i \circ E_i(\rho_i^\otimes n \otimes \psi_i) - \rho_i^\otimes n\|_{A_i^\otimes nC_i^\otimes nB_i^\otimes nR^\otimes n} \leq \frac{\varepsilon}{M}$$

for even $i$. Let $\hat{E}_i, \hat{D}_i$ be unitary extensions of $E_i, D_i$, respectively, requiring ancillary states $\sigma_i^E \in \mathcal{D}(E_i^{in}), \sigma_i^D \in \mathcal{D}(D_i^{in})$. We define the following protocol $\Pi_n$ starting from the protocol $\Pi$.

Protocol $\Pi_n$ on input $\sigma$:
- Take entangled state $\hat{\psi} = \psi^{\otimes n} \otimes \psi_1 \otimes \sigma_1^E \otimes \sigma_1^D \otimes \cdots \otimes \psi_M \otimes \sigma_M^E \otimes \sigma_M^D$.
- Take unitaries $\hat{U}_1 = \hat{E}_1 \circ U_1^{\otimes n}, \hat{U}_2 = \hat{E}_2 \circ U_2^{\otimes n} \circ \hat{D}_1, \ldots, \hat{U}_M = \hat{E}_M \circ U_M^{\otimes n} \circ \hat{D}_{M-1}, \hat{U}_{M+1} = U_M^{\otimes n} \circ \hat{D}_M$.
- Take as output the $A_{out}^{\otimes n}, B_{out}^{\otimes n}$ registers.
Note that the communication cost of $\Pi_n$ satisfies
\[
QCC(\Pi_n) = \sum_i \log \dim(\tilde{C}_i) \\
= \sum_i [Q_i n] \\
\leq n\left( \sum_{i>0, odd} \frac{1}{2} I(C_i; R|B_{i-1}) + \sum_{i>0, even} \frac{1}{2} I(C_i; R|A_{i-1}) + \frac{M \delta}{2M} + \frac{M}{n} \right) \\
\leq n(QIC(\Pi, \rho) + \delta).
\]
This is also a $M$-message protocol, so is left to bound the error on input $\sigma = \rho^{\otimes n}$ to make sure that $\Pi_n \in T(\Pi^{\otimes n}, \rho^{\otimes n}, \epsilon)$. We have
\[
\|\Pi_n(\rho^{\otimes n}) - \Pi^{\otimes n}(\rho^{\otimes n})\| = \| \text{Tr}_{A^{\otimes n}_\text{out}} U^{\otimes n}_{M+1} \hat{D}_M \hat{E}_M U^{\otimes n}_M \hat{D}_{M-1} \cdots \hat{E}_1 U^{\otimes n}_1 (\rho^{\otimes n} \otimes \hat{\psi}) \\
- \text{Tr}_{A^{\otimes n}_\text{out}} U^{\otimes n}_{M+1} U^{\otimes n}_M \cdots U^{\otimes n}_1 (\rho^{\otimes n} \otimes \psi^{\otimes n}) \| \\
= \| \text{Tr}_{A^{\otimes n}_\text{out}} U^{\otimes n}_{M+1} D_M E_M U^{\otimes n}_M D_{M-1} \cdots E_1 U^{\otimes n}_1 (\rho^{\otimes n} \otimes \psi_1 \otimes \psi_2 \cdots \otimes \psi_M) \\
- \text{Tr}_{A^{\otimes n}_\text{out}} U^{\otimes n}_{M+1} U^{\otimes n}_M \cdots U^{\otimes n}_1 (\rho^{\otimes n} \otimes \psi^{\otimes n}) \| \\
\leq \| \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M \cdots E_2 U^{\otimes n}_2 D_1 E_1 (\rho^{\otimes n} \otimes \psi_1 \otimes \cdots \otimes \psi_M) \\
- \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M \cdots E_2 U^{\otimes n}_2 (\rho^{\otimes n} \otimes \psi_2 \otimes \cdots \otimes \psi_M) \| \\
+ \| \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M E_M U^{\otimes n}_M D_{M-1} \cdots U^{\otimes n}_3 D_2 E_2 (\rho^{\otimes n} \otimes \psi_2 \otimes \cdots \otimes \psi_M) \\
- \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M E_M U^{\otimes n}_M D_{M-1} \cdots E_3 U^{\otimes n}_3 (\rho^{\otimes n} \otimes \psi_3 \otimes \cdots \otimes \psi_M) \| \\
+ \cdots \\
+ \| \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M E_M U^{\otimes n}_M D_{M-1} (\rho^{\otimes n} \otimes \psi_{M-1} \otimes \psi_M) \\
- \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M E_M U^{\otimes n}_M (\rho^{\otimes n} \otimes \psi_{M-1} \otimes \psi_M) \| \\
+ \| \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} D_M (\rho^{\otimes n} \otimes \psi_M) \\
- \text{Tr}(A')^{\otimes n} (B')^{\otimes n} U^{\otimes n}_{M+1} (\rho^{\otimes n}) \| \\
\leq \| D_1 E_1 (\rho^{\otimes n} \otimes \psi_1 \otimes \psi_2 \otimes \cdots \otimes \psi_M) - (\rho^{\otimes n} \otimes \psi_2 \otimes \cdots \otimes \psi_M) \| \\
+ \| D_2 E_2 (\rho^{\otimes n} \otimes \psi_2 \otimes \psi_3 \otimes \cdots \otimes \psi_M) - (\rho^{\otimes n} \otimes \psi_3 \otimes \cdots \otimes \psi_M) \| \\
+ \cdots \\
+ \| D_{M-1} E_{M-1} (\rho^{\otimes n} \otimes \psi_{M-1} \otimes \psi_M) - (\rho^{\otimes n} \otimes \psi_{M-1} \otimes \psi_M) \| \\
\leq M \frac{\epsilon}{M} \\
= \epsilon.
\]
The first equality is by definition, the second one by tracing the registers $E^{\otimes n}_i, D^{\otimes n}_i$ from the unitary extensions to the encoders and decoders in the first term, the first inequality is by the triangle inequality and by definition of the $\rho_i$’s, the second inequality is due to the monotonicity of trace distance under noisy channels, and the next is by (6.1) and (6.2), along with the fact that appending uncorrelated systems does not change the trace distance.
We also note that on top of the entanglement $\psi$ used by each compressed copy of the protocol, the asymptotic entanglement consumption (or generation) rate is bounded by the initial quantum communication cost, which follows from $-\log \dim(C) \leq \frac{1}{2}(I(C;A)-I(C;B)) \leq \log \dim(C)$.

\[\square\]

### 6.3 Additivity

We now show that quantum information complexity satisfy an additivity property. This is used in the converse part of the proof of Theorem 2. Let us set some notation first. We say that a triple $(N, \rho, \varepsilon)$ is a quantum task, corresponding to the simulation of channel $N \in C(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$ on input $\rho \in D(A_{in} \otimes B_{in})$ with error $\varepsilon \in [0,2]$. We define a product quantum task recursively, and with the following notation: a quantum task is a product quantum task, and if $T_1 = (N_1, \rho_1, \varepsilon_1) \otimes \cdots \otimes (N_i, \rho_i, \varepsilon_i)$, $T_2 = (N_{i+1}, \rho_{i+1}, \varepsilon_{i+1}) \otimes \cdots \otimes (N_n, \rho_n, \varepsilon_n)$ are two product quantum tasks, then $T_1 \otimes T_2 = \bigotimes_{i\in[n]} (N_i, \rho_i, \varepsilon_i)$ is also a product quantum task. We say that a protocol $\Pi_n$, with input space $A_{in}^1 \otimes B_{in}^1 \otimes \cdots \otimes A_{in}^n \otimes B_{in}^n$ and output space $A_{out}^1 \otimes B_{out}^1 \otimes \cdots \otimes A_{out}^n \otimes B_{out}^n$, succeeds at the product quantum task $\bigotimes_i (N_i, \rho_i, \varepsilon_i)$ if it succeeds, for each $i$, at simulating channel $N_i$ on input $\rho_i$ with error $\varepsilon_i$, and denote by $T_{\otimes}(\bigotimes_i (N_i, \rho_i, \varepsilon_i))$ the set of all protocols achieving this. Once again, if we restrict this set to $M$-message protocols, we write $T_{\otimes}^M(\bigotimes_i (N_i, \rho_i, \varepsilon_i))$. We then define the quantum information complexity of the product quantum task $\bigotimes_i (N_i, \rho_i, \varepsilon_i)$ as

$$QIC_{\otimes}(\bigotimes_i (N_i, \rho_i, \varepsilon_i)) = \inf_{\Pi_n \in T_{\otimes}(\bigotimes_i (N_i, \rho_i, \varepsilon_i))} QIC(\Pi_n, \rho_1 \otimes \cdots \otimes \rho_n). \quad (6.3)$$

For the bounded round variant, we have

$$QIC_{\otimes}^M(\bigotimes_i (N_i, \rho_i, \varepsilon_i)) = \inf_{\Pi_n \in T_{\otimes}^M(\bigotimes_i (N_i, \rho_i, \varepsilon_i))} QIC(\Pi_n, \rho_1 \otimes \cdots \otimes \rho_n). \quad (6.4)$$

We first prove the following two technical lemmata that will lead to the additivity result.

**Lemma 3** For any two protocols $\Pi^1, \Pi^2$ with $M_1, M_2$ messages, respectively, there exists a $M$-message protocol $\Pi_2$, satisfying $\Pi_2 = \Pi^1 \otimes \Pi^2$, $M = \max(M_1, M_2)$, such that the following holds for any corresponding input states $\rho^1, \rho^2$:

$$QIC(\Pi_2, \rho^1 \otimes \rho^2) = QIC(\Pi^1, \rho^1) + QIC(\Pi^2, \rho^2).$$

**Proof.** Given protocols $\Pi^1$ and $\Pi^2$, we assume without loss of generality that $M_1 \geq M_2$, and we define the protocol $\Pi_2$ in the following way.

Protocol $\Pi_2$ on input $\sigma$:

- Run protocols $\Pi^1, \Pi^2$ in parallel for $M_2$ messages, on corresponding input registers $A_{in}^1, B_{in}^1, A_{in}^2, B_{in}^2$ until $\Pi^2$ has finished.
- Finish running protocol $\Pi^1$.
- Take as output the output registers $A_{out}^1, B_{out}^2, A_{out}^2, B_{out}^2$ of both $\Pi^1$ and $\Pi^2$.
It is clear that the channel that \( \Pi_2 \) implements is \( \Pi_2 = \Pi^1 \otimes \Pi^2 \), and the number of messages satisfies \( M = \max(M_1, M_2) \), so is left to analyse its quantum information cost on input \( \sigma = \rho_1 \otimes \rho_2 \). The first thing to notice is that we can find a purification of \( \rho_1 \otimes \rho_2 \) that is also in product form, i.e. there exist a purification with the purifying system \( R = R^1 \otimes R^2 \) and such that \( (\rho_1 \otimes \rho_2)A_i^1 \otimes B_i^1 \otimes R^1, R^2 = \rho_1 A_i^1 \otimes B_i^1 \otimes R^1 \otimes \rho_2 A_i^2 \otimes B_i^2 \otimes R^2 \). Also note that throughout the protocol, due to the structure of \( \Pi_2 \) and the fact that the input \( \rho_1 \otimes \rho_2 \) is in product form, any registers corresponding to \( \Pi^1 \) stays in product form with any register corresponding to \( \Pi^2 \). We label, for \( i \in \{1, 2\}, A_i^0 = A_i \otimes T_A^i, B_i^0 = B_i \otimes T_B^i, \) \( A_i^1 = A_i^0 \otimes (A')^i, B_i^1 = B_i^0 \otimes (B')^i \).

Then

\[
QIC(\Pi_2, \rho_1 \otimes \rho_2) = I(C_1^1 C_2^1; R^1 R^2|B_1^1 B_2^1) + I(C_2^1 C_2^2; R^1 R^2|A_1^1 A_2^2) + \cdots + I(C_{M_2}^1 C_{M_2}^2; R^1 R^2|A_{M_2-1}^1 A_{M_2-1}^2) + I(C_{M_2+1}^1; R^1 R^2|B_{M_2}^1 B_{M_2}^2) + \cdots + I(C_{M_1}^1; R^1 R^2|A_{M_1-1}^1 A_{M_1-1}^2) \\
= I(C_1^1; R^1|B_1^1) + I(C_2^1; R^1|A_1^1) + \cdots + I(C_{M_1}^1; R^1|A_{M_1-1}^1) + I(C_2^2; R^2|B_2^1) + I(C_2^2; R^2|A_2^1) + \cdots + I(C_{M_2}^2; R^2|B_{M_2}^2) + I(C_{M_2}^2; R^2|A_{M_2}^2) + \cdots \\
= QIC(\Pi^1, \rho_1) + QIC(\Pi^2, \rho_2).
\]

The first equality is by definition of quantum information cost of \( \Pi_2 \), and due to its parallel structure, the second equality is because registers of \( \Pi^1, \Pi^2 \) are in product form, and then the last equality follows from definition and the structure of \( \Pi_2 \).

**Lemma 4** For any \( M \)-message protocol \( \Pi_2 \) and any input states \( \rho^1 \in \mathcal{D}(A_{1_{in}}^1 \otimes B_{1_{in}}^1), \rho_2 \in \mathcal{D}(A_{2_{in}}^2 \otimes B_{2_{in}}^2) \), there exist \( M \)-message protocols \( \Pi^1, \Pi^2 \) satisfying \( \Pi^1(\cdot) = \text{Tr}_{A_{out}^1 B_{out}^1} \circ \Pi_2(\cdot \otimes \rho^2), \Pi^2(\cdot) = \text{Tr}_{A_{out}^2 B_{out}^2} \circ \Pi_2(\rho^1 \otimes \cdot) \), and the following holds:

\[
QIC(\Pi^1, \rho^1) + QIC(\Pi^2, \rho^2) = QIC(\Pi_2, \rho^1 \otimes \rho^2).
\]

**Proof.** Given \( \Pi_2 \), we define the protocols \( \Pi^1, \Pi^2 \) in the following way.

**Protocol \( \Pi^1 \) on input \( \sigma^1 \):**
- Let \( (\rho^2)^{A_{2_{in}}^2 \otimes R^2} \) be a purification of \( \rho^2 \), and \( \psi^{T_A T_B} \) be the entangled state used in the \( \Pi_2 \) protocol. The entangled state for the protocol will be \( \rho^2 \otimes \psi \), with the \( A_{2_{in}}^2, R^2, T_A \) registers given to Alice, and the \( B_{2_{in}}^2, T_B \) registers given to Bob.
- Using the \( \rho^2 \) state given as pre-shared entanglement to simulate the other input, run protocol \( \Pi_2 \) on input \( \sigma^1 \otimes \rho_2 \).
- Take as output the \( A_{out}^1 B_{out}^1 \) output registers.

**Protocol \( \Pi^2 \) on input \( \sigma^2 \):**
- Let \( (\rho^1)^{A_{1_{in}}^1 \otimes R^1} \) be a purification of \( \rho^1 \), and \( \psi^{T_A T_B} \) be the entangled state used in the \( \Pi_2 \) protocol. The entangled state for the protocol will be \( \rho^1 \otimes \psi \), with the \( A_{1_{in}}^1, T_A \) registers given to Alice, and the \( B_{2_{in}}^2, R^1, T_B \) registers given to Bob.
- Using the \( \rho^1 \) state given as pre-shared entanglement to simulate the other input, run protocol \( \Pi_2 \) on input \( \rho^1 \otimes \sigma^2 \).
- Take as output the \( A_{out}^2 B_{out}^2 \) output registers.
It is clear that for any $\sigma^1 \in \mathcal{D}(A^1_{in} \otimes B^1_{in})$, $\sigma^2 \in \mathcal{D}(A^2_{in} \otimes B^2_{in})$, $\Pi^1$, $\Pi^2$ implement $\Pi^1(\sigma^1) = \text{Tr}_{A^2_{out}B^2_{out}} \circ \Pi_2(\sigma^1 \otimes \rho^2)$, $\Pi^2(\sigma^2) = \text{Tr}_{A^1_{out}B^1_{out}} \circ \Pi_2(\rho^1 \otimes \sigma^2)$, respectively. Also, $\Pi^1$, $\Pi^2$ are $M$-message protocols, so is left to analyse their quantum information costs on input $\rho^1, \rho^2$, respectively. We reuse the notation from the previous lemma. By definition and the structure of the protocols,

$$QIC(\Pi^1, \rho^1) = I(C_1; R^1 | B_0) + I(C_2; R^1 | A_1 R^2) + \cdots,$$

$$QIC(\Pi^2, \rho^2) = I(C_1; R^2 | B_0 R^1) + I(C_2; R^2 | A_1) + \cdots,$$

and we get by rearranging terms

$$QIC(\Pi^1, \rho^1) + QIC(\Pi^2, \rho^2) = I(C_1; R^1 | B_0) + I(C_2; R^1 | A_1 R^2) + \cdots$$

$$= I(C_1; R^1 | B_0 R^1) + I(C_2; R^2 | A_1) + \cdots$$

$$= QIC(\Pi_2, \rho_1 \otimes \rho_2)$$

where we have used the structure of the protocols along with the chain rule for mutual information on pairs of terms for the second equality, and the last equality follow from definition and the structure of the protocols.

We then get as a corollary the following additivity result:

**Corollary 2** For any two product quantum tasks $T_1, T_2$ and any bound $M \in \mathbb{N}$ on the number of messages,

$$QIC_\otimes(T_1 \otimes T_2) = QIC_\otimes(T_1) + QIC_\otimes(T_2),$$

$$QIC^M_\otimes(T_1 \otimes T_2) = QIC^M_\otimes(T_1) + QIC^M_\otimes(T_2).$$

**Proof.** We consider the two product tasks $T_1 = \otimes_j (N_i, \rho_i, \varepsilon_i), T_2 = \otimes_j (M_j, \sigma_j, \delta_j)$. We first prove the $\leq$ direction. Let $\Pi^1$ and $\Pi^2$ be protocols succeeding at the corresponding tasks $T_1, T_2$, and achieving, for an arbitrary small $\varepsilon' > 0$, $QIC(\Pi^1, \rho_1 \otimes \cdots \otimes \rho_n) \leq QIC_\otimes(T_1) + \varepsilon', QIC(\Pi^2, \sigma_1 \otimes \cdots \otimes \sigma_m) \leq QIC_\otimes(T_2) + \varepsilon'$, respectively. Taking the corresponding protocol $\Pi_2$ from Lemma 3 it clearly succeeds at the product task $T_1 \otimes T_2$, and we get

$$QIC_\otimes(T_1 \otimes T_2) \leq QIC(\Pi_2, \rho_1 \otimes \cdots \otimes \rho_n \otimes \sigma_1 \otimes \cdots \otimes \sigma_m)$$

$$= QIC(\Pi^1, \rho_1 \otimes \cdots \otimes \rho_n) + QIC(\Pi^2, \sigma_1 \otimes \cdots \otimes \sigma_m)$$

$$\leq QIC_\otimes(T_1) + QIC_\otimes(T_2) + 2\varepsilon'.$$

Now for the $\geq$ direction, let $\Pi_2$ be a protocol succeeding at the product task and achieving $QIC(\Pi_2, \rho_1 \otimes \cdots \otimes \rho_n \otimes \sigma_1 \otimes \cdots \otimes \sigma_m) \leq QIC_\otimes(T_1 \otimes T_2) + \varepsilon'$ for an arbitrary small $\varepsilon' > 0$. Taking the corresponding protocols $\Pi^1, \Pi^2$ from Lemma 4 for tasks $T_1, T_2$, they clearly succeed at their respective task, and we get

$$QIC_\otimes(T_1) + QIC_\otimes(T_2)$$

$$\leq QIC(\Pi^1, \rho_1 \otimes \cdots \otimes \rho_n) + QIC(\Pi^2, \sigma_1 \otimes \cdots \otimes \sigma_m)$$

$$= QIC(\Pi_2, \rho_1 \otimes \cdots \otimes \rho_n \otimes \sigma_1 \otimes \cdots \otimes \sigma_m)$$

$$\leq QIC_\otimes(T_1 \otimes T_2) + \varepsilon'.$$
Keeping tracks of rounds, we also get the bounded round result. ■

If we now consider \( n \)-fold product quantum task \((\mathcal{N}, \rho, \varepsilon)^{\otimes n}\) and compare to the notation introduced when discussing amortized communication, we have \( T_n(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon) = T_{\otimes}(\mathcal{N}, \rho, \varepsilon)^{\otimes n}\). Correspondingly, we define

\[
QIC_n(\mathcal{N}^{\otimes n}, \rho_n^{\otimes n}, \varepsilon) = QIC_{\otimes}(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon),
\]

and the bounded round variant

\[
QIC^M_n(\mathcal{N}^{\otimes n}, \rho_n^{\otimes n}, \varepsilon) = QIC^M_{\otimes}(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon).
\]

Then we get by induction on the previous corollary the additivity result used in the proof of Theorem 2.

**Corollary 3** For any quantum task \((\mathcal{N}, \rho, \varepsilon)\) and bound \( M \in \mathbb{N} \) on the number of messages,

\[
\begin{align*}
nQIC(\mathcal{N}, \rho, \varepsilon) &= QIC_n(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon), \\
nQIC^M(\mathcal{N}, \rho, \varepsilon) &= QIC^M_n(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon).
\end{align*}
\]

By definition and by using Lemma 1, we also get the following.

**Corollary 4** For any quantum task \((\mathcal{N}, \rho, \varepsilon)\) and bound \( M \in \mathbb{N} \) on the number of messages,

\[
\begin{align*}
QIC_n(\mathcal{N}^{\otimes n}, \rho_n^{\otimes n}, \varepsilon) &\leq QCC_n(\mathcal{N}^{\otimes n}, \rho_n^{\otimes n}, \varepsilon), \\
QIC^M_n(\mathcal{N}^{\otimes n}, \rho_n^{\otimes n}, \varepsilon) &\leq QCC^M_n(\mathcal{N}^{\otimes n}, \rho_n^{\otimes n}, \varepsilon).
\end{align*}
\]

### 6.4 Convexity, Concavity and Continuity

We show that quantum information complexity is jointly convex in the channel and the error parameter. We also state the corollary that it is continuous in the error parameter, a fact used in the direct coding part of Theorem 2. Finally, we prove that the quantum information cost is concave in the input state.

We start with convexity.

**Lemma 5** For any \( p \in [0, 1] \), any two protocols \( \Pi^1, \Pi^2 \) with \( M_1, M_2 \) messages, respectively, there exists a \( M \)-message protocol \( \Pi \) satisfying \( \Pi = p\Pi^1 + (1 - p)\Pi^2, M = \max(M_1, M_2) \), such that the following holds for any state \( \rho \):

\[
QIC(\Pi, \rho) = pQIC(\Pi^1, \rho) + (1 - p)QIC(\Pi^2, \rho).
\]

**Proof.** Given \( \Pi^1, \Pi^2 \), we assume without loss of generality that \( M_1 \geq M_2 \), and we define \( \Pi \) in the following way:

- The entangled state \( \psi \) contains many parts: it contains both entangled states \( \psi_1, \psi_2 \) for the corresponding protocols \( \Pi^1, \Pi^2 \), it contains selector registers in state \( |\sigma_p\rangle = \sqrt{p}|1\rangle^S_A |1\rangle^S_B + \sqrt{1-p}|2\rangle^S_A |2\rangle^S_B \), and it contains padding pure states to feed as input to
the protocol that is not selected, held in registers $D_A, D_B$.

- Coherently control what to input into the two protocols: on control set to 1, input state $\rho$ into protocol $\Pi^1$ and the padding pure state into protocol $\Pi^2$, and vice-versa on control set to 2.

- Run protocols $\Pi^1, \Pi^2$ in parallel for $M_2$ messages on given input until $\Pi^2$ has finished.

- Finish running protocol $\Pi^1$.

- Coherently control what to output: on control set to 1, take as output the $A_{out}, B_{out}$ registers of protocol $\Pi^1$, and on control set to 2, take those of protocol $\Pi^2$.

Note that by the structure of the above protocol and because the selector registers are traced out at the end, the output is of the form $\Pi(\rho) = p\Pi^1(\rho) + (1-p)\Pi^2(\rho)$, and $\Pi$ is a $M$-message protocol. We must now verify that the quantum information cost satisfies the stated property. First note that if Alice’s registers are traced out, then Bob’s selector register is effectively a classical register, and similarly for Alice’s selector register if Bob’s registers are traced out. Also note that throughout the protocol, due to the structure of $\Pi$, conditional on some classical state of the selector register, the reference register $R$ can only be correlated with registers in the corresponding protocol, and $D_B$ either contains a padding pure state or the input, with the later only when a padding pure state was input into $\Pi$. Also, still conditional on some classical state of the selector register, any register corresponding to $\Pi^1$ is in product form with any register corresponding to $\Pi^2$. Then

$$QIC(\Pi, \rho) = I(C_1^1C_2^2; R|B_{in}D_BT_B^1T_B^2S_B) + I(C_2^1C_2^2; R|A_1^1A_2^2S_A)$$
$$+ \cdots + I(C_{M_2}^1C_{M_2}; R|A_{M_2-1}^1A_{M_2-1}^2S_A)$$
$$+ I(C_{M_2+1}^1; R|B_{M_2}^1B_{out}^2(B')^2S_B) + \cdots + I(C_{M_1}^1; R|A_{M_1-1}^1A_{out}^2(A')^2S_A)$$
$$= p(I(C_1^1C_2^1; R|B_{in}D_BT_B^1T_B^2S_B = 1)) + I(C_2^1C_2^2; R|A_1^1A_2^2(S_A = 1))$$
$$+ \cdots + I(C_{M_2}^1C_{M_2}; R|A_{M_2-1}^1A_{M_2-1}(S_A = 1))$$
$$+ I(C_{M_2+1}^1; R|B_{M_2}^1B_{out}^2(B')^2(S_B = 1)) + \cdots + I(C_{M_1}^1; R|A_{M_1-1}^1A_{out}^2(A')^2(S_A = 1))$$
$$+ (1-p)(I(C_1^1C_2^1; R|B_{in}D_BT_B^1T_B^2S_B = 2)) + I(C_2^1C_2^2; R|A_1^1A_2^2(S_A = 2))$$
$$+ \cdots + I(C_{M_2}^1C_{M_2}; R|A_{M_2-1}^1A_{M_2-1}(S_A = 2))$$
$$+ I(C_{M_2+1}^1; R|B_{M_2}^1B_{out}^2(B')^2(S_B = 2)) + \cdots + I(C_{M_1}^1; R|A_{M_1-1}^1A_{out}^2(A')^2(S_A = 2))$$
$$= p(I(C_1^1; R|B_{in}T_B^1S_B = 1)) + I(C_2^1; R|A_1^1(S_A = 1)) + \cdots + I(C_{M_1}^1; R|A_{M_1-1}(S_A = 1))$$
$$+ (1-p)(I(C_1^1; R|B_{out}^2T_B^2S_B = 2)) + I(C_2^1; R|A_1^1(S_A = 2)) + \cdots$$
$$= pQIC(\Pi^1, \rho) + (1-p)QIC(\Pi^2, \rho).$$

The first equality is by definition of quantum information cost of $\Pi$, and due to its parallel structure, the second equality uses the above remark about the selector register of one party being classical when the registers of the other party are traced out, along with a convex rewriting of conditional mutual information, the third equality uses the above remark about the product structure of $R$ and the registers corresponding to $\Pi^1, \Pi^2$, respectively, depending on the classical state of the selector register, and the last equality is due to the fact that conditional on some classical state of the selector register, the state in the registers considered is the same as the one in the corresponding protocol. ■

We get the convexity in the channel and error parameters as a corollary.
Corollary 5 For any \( p \in [0,1] \), define \( \mathcal{N} = p\mathcal{N}_1 + (1-p)\mathcal{N}_2 \) for any two channels \( \mathcal{N}_1, \mathcal{N}_2, \varepsilon = p\varepsilon_1 + (1-p)\varepsilon_2 \) for any two error parameters \( \varepsilon_1, \varepsilon_2 \in [0,2] \), for any bound \( M = \max(M_1, M_2) \), \( M_1, M_2 \in \mathbb{N} \) on the number of messages and for any input state \( \rho \), the following holds:

\[
\begin{align*}
QIC(\mathcal{N}, \rho, \varepsilon) &\leq pQIC(\mathcal{N}_1, \rho, \varepsilon_1) + (1-p)QIC(\mathcal{N}_2, \rho, \varepsilon_2), \\
QIC^M(\mathcal{N}, \rho, \varepsilon) &\leq pQIC^M_i(\mathcal{N}_1, \rho, \varepsilon_1) + (1-p)QIC^M_2(\mathcal{N}_2, \rho, \varepsilon_2).
\end{align*}
\]

Proof. Let \( \Pi^1 \) and \( \Pi^2 \) be protocols satisfying, for \( i \in \{1,2\} \), \( \Pi^i \in T(\mathcal{N}_i, \rho, \varepsilon_i) \), \( QIC(\Pi^i, \rho) \leq QIC(\mathcal{N}_i, \rho, \varepsilon_i) + \delta \) for an arbitrary small \( \delta > 0 \), and take the corresponding protocol \( \Pi \) of Lemma 3. We first verify that protocol \( \Pi \) successfully accomplish its task. The result follows from the triangle inequality for the trace distance:

\[
\begin{align*}
\|\Pi(\rho) - \mathcal{N}(\rho)\|_{A_{out}B_{out}R} &= \|p\Pi^1(\rho) + (1-p)\Pi^2(\rho) - (p\mathcal{N}_1 + (1-p)\mathcal{N}_2)(\rho)\|_{A_{out}B_{out}R} \\
&\leq \|p\Pi^1(\rho) - p\mathcal{N}_1(\rho)\|_{A_{out}B_{out}R} \\
&\quad + \|(1-p)\Pi^2(\rho) - (1-p)\mathcal{N}_2(\rho)\|_{A_{out}B_{out}R} \\
&\leq p\varepsilon_1 + (1-p)\varepsilon_2 \\
&= \varepsilon.
\end{align*}
\]

We must now verify that the quantum information cost satisfies the convexity property:

\[
\begin{align*}
QIC(\mathcal{N}, \rho, \varepsilon) &\leq QIC(\Pi, \rho) \\
&= pQIC(\Pi^1, \rho) + (1-p)QIC(\Pi^2, \rho) \\
&\leq pQIC(\mathcal{N}_1, \rho, \varepsilon_1) + (1-p)QIC(\mathcal{N}_2, \rho, \varepsilon_2) + 2\delta.
\end{align*}
\]

Keeping track of rounds, we get the bounded round result. □

We get as a corollary that quantum information complexity is continuous in its error parameter. Note that quantum information complexity is decreasing in the error parameter.

Corollary 6 For any \( \mathcal{N}, \rho, \varepsilon \in (0,2], \delta > 0, M \in \mathbb{N} \), there exists an \( 0 < \varepsilon' < \varepsilon \) such that the following holds:

\[
\begin{align*}
0 &\leq QIC(\mathcal{N}, \rho, \varepsilon - \varepsilon') - QIC(\mathcal{N}, \rho, \varepsilon) \leq \delta, \\
0 &\leq QIC^M(\mathcal{N}, \rho, \varepsilon - \varepsilon') - QIC^M(\mathcal{N}, \rho, \varepsilon) \leq \delta.
\end{align*}
\]

We now show that quantum information is concave in its input state parameter.

Lemma 6 For any \( p \in [0,1] \), define \( \rho = p\rho_1 + (1-p)\rho_2 \) for any two input states \( \rho_1, \rho_2 \). Then the following holds for any protocol \( \Pi \):

\[
QIC(\Pi, \rho) \geq pQIC(\Pi, \rho_1) + (1-p)QIC(\Pi, \rho_2).
\]

Proof. Consider purifications \( \rho_i^{A_{in}B_{in}R} \) of each \( \rho_i \). By introducing a new selector reference subsystem \( S \), we have the purification \( |\rho\rangle^{A_{in}B_{in}RS} = \sqrt{p}|\rho_1\rangle^{A_{in}B_{in}R}|1\rangle^S + \sqrt{1-p}|\rho_2\rangle^{A_{in}B_{in}R}|2\rangle^S \). Also consider the state \( \hat{\rho}^{A_{in}B_{in}RS} = \)
\[ \Delta_S(\rho^{A_nB_nRS}) \] obtained if the \( S \) selector system was passed through a measurement channel \( \Delta_{S \rightarrow \hat{S}} \) to obtain classical system \( \hat{S} \). We must verify that the quantum information cost satisfies the concavity property. We consider information quantities taken with respect to the protocol \( \Pi \) run on different inputs: \( \rho^{A_nB_nRS}, \hat{\rho}^{A_nB_nRS}, \rho_2^{A_nB_nR}, \rho_2^{A_nB_nR} \), and identify with respect to which state we are considering by a subscript on the corresponding conditional mutual informations.

\[
QIC(\Pi, \rho) = I(C_1; RS|B_0)_\rho + I(C_2; RS|A_1)_\rho + \cdots \\
\geq I(C_1; R\hat{S}|B_0)_\hat{\rho} + I(C_2; R\hat{S}|A_1)_\hat{\rho} + \cdots \\
= I(C_1; \hat{S}|B_0)_\rho + I(C_1; R\hat{S}|B_0)_\rho + I(C_2; \hat{S}|A_1)_\rho + I(C_2; R\hat{S}|A_1)_\rho + \cdots \\
\geq I(C_1; R\hat{S}|B_0)_\rho + I(C_2; R\hat{S}|A_1)_\rho + \cdots \\
= p(I(C_1; R|B_0)_{\rho_1} + I(C_2; R|A_1)_{\rho_1} + \cdots) \\
+ (1-p)(I(C_1; R|B_0)_{\rho_2} + I(C_2; R|A_1)_{\rho_2} + \cdots) \\
= pQIC(\Pi, \rho_1) + (1-p)QIC(\Pi, \rho_2).
\]

The first equality is by definition of quantum communication cost of \( \Pi \) on input \( \rho \), the first inequality uses the data processing inequality for conditional mutual information, the second equality is by the chain rule for conditional mutual information, the second inequality is by non-negativity of conditional mutual information, the third equality uses a convex rewriting of conditional mutual information, and the last equality is from definition.

### 6.5 Proof of Theorem \([2]\)

We now have all the tools to prove Theorem \([2]\) that states that for any channel \( \mathcal{N} \), any input state \( \rho \) and any error parameter \( \varepsilon \in (0, 2] \), \( QIC(\mathcal{N}, \rho, \varepsilon) = AQCC(\mathcal{N}, \rho, \varepsilon) \). At \( \varepsilon = 2 \), both quantities vanish. The interesting regime is for \( \varepsilon \in (0, 2) \). Note that keeping track of rounds, we get the result for bounded rounds.

For the direct coding part, to prove the \( \geq \) direction, we take an arbitrarily small \( \delta > 0 \), and use Corollary \([6]\) to find an \( 0 < \varepsilon' < \varepsilon \) such that \( QIC(\mathcal{N}, \rho, \varepsilon - \varepsilon') \leq QIC(\mathcal{N}, \rho, \varepsilon) + \delta \). We then consider a protocol \( \Pi \in \mathcal{T}(\mathcal{N}, \rho, \varepsilon - \varepsilon') \) satisfying \( QIC(\Pi, \rho) \leq QIC(\mathcal{N}, \rho, \varepsilon - \varepsilon') + \delta \). We now use Lemma \([2]\) to find, for any sufficiently large \( n \), a protocol \( \Pi_n \in \mathcal{T}(\Pi^{\otimes n}, \rho^{\otimes n}, \varepsilon') \) satisfying \( \frac{1}{n}QCC(\Pi_n) \leq QIC(\Pi, \rho) + \delta \). We then have the following chain of inequality:

\[
\frac{1}{n}QCC(\Pi_n) \leq QIC(\Pi_n, \rho) + \delta \\
\leq QIC(\mathcal{N}, \rho, \varepsilon - \varepsilon') + 2\delta \\
\leq QIC(\mathcal{N}, \rho, \varepsilon) + 3\delta.
\]

Since \( \delta > 0 \) is arbitrarily small and this holds for all sufficiently large \( n \), we only have to verify that \( \Pi_n \in \mathcal{T}_n(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon) \) to complete the proof of the \( \geq \) direction. We have for each
\[ i \in [n], \]
\[
\| \text{Tr}_{A_i \rightarrow B_i} \Pi_n(\rho^{\otimes n}) - \mathcal{N}(\rho) \| \leq \| \text{Tr}_{A_i \rightarrow B_i} \Pi_n(\rho^{\otimes n}) - \Pi(\rho) \|
\]
\[
+ \| \Pi(\rho) - \mathcal{N}(\rho) \|
\]
\[
\leq \| \Pi_n(\rho^{\otimes n}) - \Pi^{\otimes n}(\rho^{\otimes n}) \| + \varepsilon - \varepsilon'
\]
\[
\leq \varepsilon,
\]
in which we first use the triangle inequality, and then monotonicity of the trace distance under partial trace.

For the converse part, to prove the \( \leq \) direction, we combine Corollary \( \Box \) and Corollary \( \blacksquare \) and get the result since the following holds for all \( n \):

\[
QIC(\mathcal{N}, \rho, \varepsilon) = \frac{1}{n} QIC_n(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon)
\]
\[
\leq \frac{1}{n} QCC_n(\mathcal{N}^{\otimes n}, \rho^{\otimes n}, \varepsilon).
\]

## 7 Quantum Information Complexity of Functions

### 7.1 Error for Classical Functions and Inputs

A potential application of the quantum information complexity paradigm is to prove quantum communication complexity lower bounds for classical functions. Hence, we want to make sure that the notion of distance we use for quantum channels and states is also an interesting one in such context. First, remember that for classical states \( \rho^{AB} = \sum_{x,y} p_{XY}(x,y) |x\rangle \langle x|^A \otimes |y\rangle \langle y|^B \), we can use a canonical basis \( \{|xy\rangle\} \) to obtain a purification \( |\rho\rangle^{ABR} = \sum_{x,y} \sqrt{p_{XY}(x,y)} |x\rangle^A |y\rangle^B |xy\rangle^R \). Then, for \( \Delta_R \) the measurement channel in the \( |xy\rangle \) basis on system \( R \), we have

\[
\| (\Pi \otimes \Delta_R)(\rho) - (\mathcal{N} \otimes \Delta_R)(\rho) \|_{ABR} \leq \| \Pi(\rho) - \mathcal{N}(\rho) \|_{ABR}
\]

by the monotonicity of the trace distance under noisy channels. For classical functions, we consider channels \( \mathcal{N} \) such that we have

\[
\mathcal{N}(|x\rangle^A_{in} \otimes |y\rangle^B_{in}) = |f_A(x, y)\rangle |f_A(x, y)\rangle^A_{out} \otimes |f_B(x, y)\rangle |f_B(x, y)\rangle^B_{out}
\]

(7.1)

and then on classial inputs we have

\[
(\mathcal{N} \otimes \Delta_R)(\rho^{ABR}) = \sum_{x,y} p_{XY}(x, y) |f_A(x, y)\rangle |f_A(x, y)\rangle^A_{out} \otimes |f_B(x, y)\rangle |f_B(x, y)\rangle^B_{out} \otimes |xy\rangle |xy\rangle^R.
\]

(7.2)
We get
\[
\|(\Pi \otimes \Delta_R)(\rho) - (N \otimes \Delta_R)(\rho)\|_{A_{\text{out}}B_{\text{out}}R}
= \| \sum_{x,y} p_{XY}(x,y) |xy\rangle\langle xy| \otimes (\Pi(|x\rangle \otimes |y\rangle \langle y|)
- |f_A(x,y)\rangle\langle f_A(x,y)| \otimes |f_B(x,y)\rangle\langle f_B(x,y)| \|_{A_{\text{out}}B_{\text{out}}R}
= \sum_{x,y} p_{XY}(x,y) \| \Pi(|x\rangle \otimes |y\rangle \langle y|)
- |f_A(x,y)\rangle\langle f_A(x,y)| \otimes |f_B(x,y)\rangle\langle f_B(x,y)| \|_{A_{\text{out}}B_{\text{out}}R},
\]
so if we further apply the measurement channel $\Delta_{AB}$ in the output basis,
\[
\|(\Delta_{AB} \circ \Pi \otimes \Delta_R)(\rho) - (\Delta_{AB} \circ N \otimes \Delta_R)(\rho)\|_{A_{\text{out}}B_{\text{out}}R}
= \sum_{x,y} p_{XY}(x,y) \sum_{z_A,z_B} p_{ZA Z_B}[\Pi(x,y)](z_A, z_B |\Pi(x,y)) |z_A\rangle\langle z_A| \otimes |z_B\rangle\langle z_B|
- |f_A(x,y)\rangle\langle f_A(x,y)| \otimes |f_B(x,y)\rangle\langle f_B(x,y)| \|_{A_{\text{out}}B_{\text{out}}R}
= \sum_{x,y} p_{XY}(x,y) ((1 - p_{ZA Z_B}[\Pi(x,y)](z_A = f_A(x,y), z_B = f_B(x,y) |\Pi(x,y)))
+ \sum_{(z_A,z_B)\neq (f_A(x,y), f_B(x,y))} p_{ZA Z_B}[\Pi(x,y)](z_A, z_B |\Pi(x,y)))
= \sum_{x,y} p_{XY}(x,y) (2Pr[\Delta_{AB} \circ \Pi(x,y) \neq (f_A(x,y), f_B(x,y))]),
\]
and so applying monotonicity of the trace distance one last time, we get the following result.

**Lemma 7** For classical functions $f_A, f_B$, a channel $N(|x\rangle \otimes |y\rangle \langle y|) = |f_A(x,y)\rangle\langle f_A(x,y)| \otimes |f_B(x,y)\rangle\langle f_B(x,y)|$ and a classical input state $\rho^{A_{\text{in}}B_{\text{in}}} = \sum_{x,y} p_{XY}(x,y) |x\rangle\langle x| A \otimes |y\rangle\langle y| B$, the following holds for any $\Pi(N, \rho, \varepsilon)$:
\[
\sum_{x,y} p_{XY}(x,y) (Pr[\Delta_{AB} \circ \Pi(x,y) \neq (f_A(x,y), f_B(x,y))]) \leq \frac{\varepsilon}{2}
\]

### 7.2 Reduction of Disjointness to AND

In this section, we would like to establish a relationship between the quantum information cost of protocols computing the disjointness function and those computing the AND of two bits. The disjointness function is defined as $DISJ_n(x, y) = \neg(\bigvee_{i \in [n]} x_i \land y_i)$, for bit strings $x = x_1 \cdots x_n, y = y_1 \cdots y_n$ and $x_i \land y_i$ the AND of the two bits $x_i, y_i$. Given any protocol $\Pi_D$ computing $DISJ_n$ with error at most $\varepsilon$ on all $n$-bit input, we can also use it to compute AND with error at most $\varepsilon$ on all single bit input by setting $n - 1$ inputs to 0 on one side. Consider any distribution $\mu$ on 00, 01, 10, and the corresponding state $\sigma_\mu = \mu(00)|00\rangle\langle 00| + \mu(01)|01\rangle\langle 01| + \mu(10)|10\rangle\langle 10|$. We define in this way $n$ different protocols $\Pi_i$ for AND on an arbitrary input $\rho$, by setting, for $i \in [n]$, the $i$-th input to $\Pi_D$ to the input.
of the AND instance, and the $n-1$ remaining inputs to $\sigma^\otimes n$. We further combine them in a protocol $\Pi_A$ that is their average. Running the average protocol on input $\sigma_\mu$, we get the following result.

**Theorem 4** For any $M$-message protocol $\Pi_D$ computing $\text{DISJ}_n$ with error $\varepsilon \in [0, 2]$ on all inputs, there exists a $M$-message protocol $\Pi_A$ computing AND with error $\varepsilon$ on all inputs and satisfying the following:

$$QIC(\Pi_A, \sigma_\mu) = \frac{1}{n}QIC(\Pi_D, \sigma^\otimes n),$$

for the state $\sigma_\mu = \mu(00)\ket{00} + \mu(01)\ket{01} + \mu(10)\ket{10}$, and any probability distribution $\mu$ on $\{00, 01, 10\}$.

**Proof.**

We first notice that we can replace the quantum criteria of error by the classical one for worst case input and obtain the same result. We fix $\mu$ and simply write $\sigma$ instead of $\sigma_\mu$. We start by defining the $n$ protocols $\Pi_i$ discussed above, and then use them to define the average protocol $\Pi_A$.

---

**Protocol $\Pi_i$ on input $\rho$:**

- Let $\psi_D$ be the entangled state used in $\Pi_D$, and consider a purification $\sigma^i_{A_i^\otimes B_i^\otimes R_i^\otimes}$ to $\sigma_j$, the $j$-th $\sigma$ input to $\Pi_D$. The entangled state for the protocol will be $\psi_D \otimes \sigma^\otimes n$, with $\sigma$'s for all $j$ different than $i$. The registers $T_A = A^1_m \otimes A^2_m \otimes \cdots \otimes A^n_m$, $R^1 \otimes \cdots \otimes R^{n-1}$ are given to Alice, and $T_B = B^1_m \otimes B^2_m \otimes \cdots \otimes B^n_m$, $R^1 \otimes \cdots \otimes R^n$ to Bob.
- Using the $\sigma_j$ states given as pre-shared entanglement to simulate the other inputs, run protocol $\Pi_D$ on input $\sigma_1 \otimes \cdots \otimes \sigma_{i-1} \otimes \rho \otimes \sigma_{i+1} \otimes \cdots \otimes \sigma_n$.
- Take as output the $A_{\text{out}} \otimes B_{\text{out}}$ registers of protocol $\Pi_D$.

From these protocols, we define a new one for AND that is their uniform average.

---

**Protocol $\Pi_A$ on input $\rho$:**

- The entangled state $\psi_A$ contains many parts: it contains the $\psi^{T_AT_B}_D$ entangled state for $\Pi_D$, as well as $2n$ $\sigma$ states, with the $R^j$ register given to Alice for the first $n$ of them, and the $R^j$ register given to Bob for the $n$ last. Denote $D_A = A^1_m \otimes \cdots \otimes A^n_m \otimes R^1 \otimes \cdots \otimes R^n$, $D_B = B^1_m \otimes \cdots \otimes B^n_m \otimes R^{n+1} \otimes \cdots \otimes R^{2n}$ that correspond to Alice's and Bob's share of these states, respectively. The entangled state also contains some padding pure states $\phi^\otimes (n-1)_A \otimes \phi^\otimes (n-1)_B$ to be swapped with the selected $\sigma$'s, held in registers $P_A, P_B$, and it also contains selector registers in state $\ket{\bar{0}} = \sum_i \sigma_i^A |i\rangle^A |i\rangle^B$.
- Coherently control what to input into the $\Pi_D$ protocol: on control set to $i$, input state $\rho$ into registers $A^i_m B^i_m$, use $\sigma_1, \cdots, \sigma_{i-1}$ in registers $A^j_m B^j_m$ for $j < i$, and use $\sigma_{n+i+1}, \cdots, \sigma_{2n}$ in registers $A^j_m B^j_m$ for $j > i$. Swap the padding pure states in $P_A, P_B$ into the $D_A, D_B$ registers that are used as input to $\Pi_D$.
- Run protocol $\Pi_D$ on given inputs until it has finished.
- Take as output the $A_{\text{out}} \otimes B_{\text{out}}$ registers of protocol $\Pi_D$.
We first verify that protocol $\Pi_A$ successfully accomplish its task. It is clear that each $\Pi_i$ as well as $\Pi_A$ are also $M$ messages protocols. Note that by the structure of the above protocol and because the selector registers are traced out at the end, the output is of the form $\Pi_A(\rho) = \sum_i {\frac{1}{n}} \rho^i_{\text{out}}$ for $\rho_{\text{out}} = \Pi_i(\rho)$ the output of protocol $\Pi_i$. Further, each $\Pi_i$ satisfies $\Pi_i(\rho) = \Pi_D(\sigma_1 \otimes \cdots \otimes \sigma_i \otimes \rho \otimes \sigma_{i+1} \cdots \otimes \sigma_n)$. Then, the result follows from the triangle inequality for the trace distance and the structure of the different protocols and channels, using the completely classical channels $\mathcal{N}_A = \text{AND} \circ \Delta_{\Lambda_{in}B_{in}}, \mathcal{N}_D = \text{DISJ}_n \circ \Delta_{\Lambda_{in}B_{in}}$ to ensure that indeed, for any classical input $\rho$ and any $i \in [n]$, $\mathcal{N}_A(\rho) = \mathcal{N}_D(\sigma_1 \otimes \cdots \otimes \sigma_{i-1} \otimes \rho \otimes \sigma_{i+1} \cdots \otimes \sigma_n)$:

$$
\|\Pi_A(\rho) - \mathcal{N}_A(\rho)\|_{A_{\text{out}}B_{\text{out}}R} = \| \sum_i {\frac{1}{n}} \rho^i_{\text{out}} - \sum_i {\frac{1}{n}} \mathcal{N}_A(\rho)\|_{A_{\text{out}}B_{\text{out}}R} \\
\leq \sum_i {\frac{1}{n}} \|\rho^i_{\text{out}} - \mathcal{N}_A(\rho)\|_{A_{\text{out}}B_{\text{out}}R} \\
= \sum_i {\frac{1}{n}} \|\rho^i_{\text{out}} - \mathcal{N}_D(\sigma_1 \otimes \cdots \otimes \sigma_{i-1} \otimes \rho \otimes \sigma_{i+1} \cdots \otimes \sigma_n)\|_{A_{\text{out}}B_{\text{out}}R} \\
\leq \sum_i {\frac{1}{n}} \varepsilon \\
= \varepsilon.
$$

With a classical error parameter, the result follows by a similar average argument. We must now verify that the quantum information cost satisfies the desired property on input $\rho = \sigma$. First, note that if Alice’s registers are traced out, then Bob’s selector register is effectively a classical register, and similarly for Alice’s selector register if Bob’s registers are traced out. Then, conditional on some classical state of the selector register, the protocol $\Pi_A$ acts as the corresponding protocol $\Pi_i$ running $\Pi_D$ on input $\sigma_1 \otimes \cdots \otimes \sigma_{i-1} \otimes \sigma \otimes \sigma_{n+i+1} \otimes \cdots \otimes \sigma_{2n}$, and the other $\sigma_j$’s and $\phi$ are left untouched, in product form to $R$ and all $C_i$ registers. Then if
we run $\Pi_A$ on input $\sigma$, $A_{in}B_{in}R$ act as $A^i_{in}B^i_{in}R^i$ in $\Pi_D$ on input $\sigma^\otimes n$, so

$$QIC(\Pi_A, \sigma) = I(C_1; R|B_{in}TBP_DB_DS_B) + I(C_2; R|A_1D_AS_A) + I(C_3; R|B_2D_DB_S) + \cdots$$

$$= \frac{1}{n} I(C_1; R|B_{in}TBP_DB_DB(S_B = 1)) + I(C_2; R|A_1D_A(S_A = 1))$$

$$+ I(C_3; R|B_2D_B(S_B = 1)) + \cdots$$

$$+ I(C_1; R|B_{in}TBP_DB_DB(S_B = n)) + I(C_2; R|A_1D_A(S_A = n))$$

$$+ I(C_3; R|B_2D_B(S_B = n)) + \cdots$$

$$= \frac{1}{n} I(C_1; R^1|B^1_{in}(B^2_{in} \cdots B^i_{in})T_B(S_B = 1)) + I(C_2; R^1|A_1R^2 \cdots R^n(S_A = 1))$$

$$+ I(C_3; R^1|B_2(S_B = 1)) + \cdots$$

$$+ \cdots$$

$$+ I(C_1; R^i|(B^1_{in} \cdots B^{i-1}_{in})B^i_{in}(B^{i+1}_{in} \cdots B^n_{in})T_B R^1 \cdots R^{i-1}(S_B = i))$$

$$+ I(C_2; R^i|A_1 R^{i+1} \cdots R^n(S_A = i))$$

$$+ I(C_3; R^i|B_2 R^1 \cdots R^{i-1}(S_B = i)) + \cdots$$

$$= \frac{1}{n} I(C_1; R^1 \cdots R^n|B^1_{in} \cdots B^n_{in}T_B) + I(C_2; R^1 \cdots R^n|A_1)$$

$$+ I(C_3; R^1 \cdots R^n|B_2) + \cdots$$

$$= \frac{1}{n} QIC(\Pi_D, \sigma^\otimes n).$$

The first equality is by definition of quantum information cost of $\Pi_A$, the second equality uses the above remark about the selector register of one party being classical when the registers of the other party are traced out, along with a convex rewriting of conditional mutual information, the third equality uses the above remark about the product structure of the untouched $\sigma$’s in $D_A, D_B$, and about $A_{in}B_{in}R$ acting as $A^i_{in}B^i_{in}R^i$ depending on the classical state of the selector register, along with both the facts that mutual information in product systems is zero, and that conditioning on a product system is useless, the next equality follows by noticing that these quantities are the same as those in $\Pi_D$, and by recursively applying the chain rule from top to bottom for odd $C_i$ terms, and from bottom up for even $C_i$ terms, and then the last equality is by definition of the quantum information cost of $\Pi_D$.

Then $\inf_{\Pi_A \in T^M(AND, \varepsilon)} QIC(\Pi_A, \sigma_\mu) \leq \frac{1}{n} \inf_{\Pi_D \in T^M(DISJ_n, \varepsilon)} QIC(\Pi_D, \sigma_\mu^\otimes n)$, in which the infima are taken over $M$-message protocols with worst-case error $\varepsilon$ for classical inputs, on the respective functions. Then, for any $\mu$, $\inf_{\Pi_D \in T^M(DISJ_n, \varepsilon)} QIC(\Pi_D, \sigma_\mu^\otimes n) \leq QCC^M(DISJ_n, \varepsilon)$, and a lower bound on $\inf_{\Pi_A \in T^M(AND, \varepsilon)} QIC(\Pi_A, \sigma_\mu)$, for any distribution $\mu$ on 00, 01, 10, implies a lower bound on the quantum communication complexity of any $M$-message protocol $\Pi_D$ computing $DISJ_n$ with worst case error $\varepsilon$. Is there a $\mu$ for which we can we get an interesting lower bound for $\inf_{\Pi_A \in T^M(AND, \varepsilon)} QIC(\Pi_A, \sigma_\mu)$? In particular, note that this lower bound would need to have a dependence on the number of rounds, since there are known protocols for computing $DISJ_n$ at communication cost $O(\frac{n}{M} + M)$ for $M$-message protocols, and in particular letting $M \in \Theta(\sqrt{n})$ in these we get an optimal protocol of $\Theta(\sqrt{n})$ [1]. Note
that similar techniques were used in [27], adapted from the classical result of [4], to obtain a lower bound of $\Omega(\frac{n}{M^2} + M)$ for bounded round protocols. However, with their different notion of quantum information cost, they started with a result that we would restate as $\inf_{\Pi_A \in T^M(\text{AND}, \varepsilon)} QIC'(\Pi_A, \sigma_\mu) \leq \frac{M}{n} \inf_{\Pi_D \in T^M(\text{DISJ}_n, \varepsilon)} QCC(\Pi_D)$, with the infima also taken with respect to $M$-message protocols. It is interesting to note that we seem to start with a factor of $M$ less here. We suspect that the reason for this is the following. In our notation, their definition of their quantum information cost would be

$$QIC'(\Pi, \rho) = \sum_{i>0, \text{odd}} I(X; B_{i-1}|D) + \sum_{i>0, \text{even}} I(Y; A_{i-1}|D),$$

(7.3)

for protocols that keep local copies $X,Y$ of Alice’s and Bob’s classical inputs, and in which it is requested of $\mu$ that, for some random variable $D$ inaccessible to Alice and Bob and conditional on the event $D = d$, the classical random variables $X_d = X|(D = d), Y_d = Y|(D = d)$ are independent. Note that if we take the uniform distribution on Alice’s input and the 0 input for Bob, a product distribution, then any protocol that starts by distributing copies of all of Alice’s bit, and then simply exchange a dummy qubit in the $|0\rangle$ state for all remaining messages, would have $QIC' \in \Omega(M \cdot n)$, for $M$ messages and $n$ bits inputs. The communication is of the order of $M + n$, so for $M \in \omega(1)$, since we are interested in the regime $M \leq n$, this is a factor of $M$ more than the communication. In contrast to their notion, our definition of quantum information cost is bounded by the communication. If we could get a bound proportional to theirs for $\inf_{\Pi_A \in T^M(\text{AND}, \varepsilon)} QIC(\Pi_A, \sigma_\mu) \in \Omega(\frac{1}{M})$, we would get a lower bound of $\Omega(\max(M, \frac{n}{M}))$ on communication, thus matching the best known upper bound for bounded round quantum protocol for DISJ$_n$. We conjecture that this is the case, and so that this is worth looking into. Note however that this would probably require new techniques to lower bound the conditional quantum mutual information, a quantity which is notoriously hard to lower bound [30, 13]. We further discuss these issues in the conclusion.

8 Conclusion

We have defined a new notion of quantum information cost and a corresponding notion of quantum information complexity. In contrast to previously defined notions, these directly provide a lower bound on the communication, independent of round complexity. To define the quantum information cost of a protocol on an input quantum state, we take a detour through classical information cost and provide a different perspective on it, relating it to noisy channels simulation with side information at the receiver, a variant of the classical reverse Shannon theorem studied in information theory. This provides a different proof that the information complexity is an achievable rate for amortized communication complexity, one that preserves the round complexity, and leads to an easier quantum generalization than the transcript based view on classical information cost. Using this quantum generalization, we provide an operational interpretation for the $\varepsilon$-error quantum information complexity of a channel $\mathcal{N}$ on input $\rho$ as the $\varepsilon$-error amortized quantum communication complexity of $\mathcal{N}$ on input $\rho$, and in this sense provides the right quantum generalization of the classical information complexity. We prove some interesting properties of quantum information complexity, like additivity and convexity. We also prove that on channels implementing, with $\varepsilon$
error, through a protocol Π, a classical function f on a classical input distributed according to μ, the error criterion that we use provides an upper bound on the average probability of failure, \( Pr_\mu[\Pi(x, y) \neq f(x, y)] \leq \frac{\varepsilon}{2} \), hence giving it an operational meaning in the context of quantum information complexity of classical functions.

An important application of classical information complexity is to prove communication complexity lower bounds, and it is reasonable to hope that quantum information complexity will lead to interesting lower bound on quantum communication complexity. In [27], the authors use a different quantum generalization of information cost to derive an elegant proof of a lower bound on the bounded round quantum communication complexity of set disjointness. For M-message protocols, the authors prove a lower bound of \( \Omega(\frac{n}{M^2} + M) \) on the quantum communication complexity of \( \text{DISJ}_n \), close to the best known upper bound of \( O(\frac{n}{M} + M) \). However, the notion of quantum information cost that they use can be as high as \( \Omega(M \cdot C) \) for M-message protocols communicating C qubits. Could we use our notion of quantum information cost, which does not have this possible dependence on M, to close the gap and prove a lower bound of \( \Omega(\frac{n}{M} + M) \) on the quantum communication complexity of any good protocol (with low error on all input) for \( \text{DISJ}_n \) is at least n times the quantum information cost for any good protocol for the AND function on the same input. In contrast, in [27] they obtain a bound of at least \( \frac{n}{M^2} \) times for a related quantity. However, we fall short of proving a \( \Omega(\frac{1}{M^2}) \) lower bound on the quantum information cost of good protocols for the AND function. The reason for this is that, for the moment, we lack the necessary tools to lower bound the quantum information cost, which is defined as a sum of conditional mutual information with a quantum conditioning register. In [27] the conditioning system is classical, and conditioning on a classical system is equivalent to taking an average. They are then able, through a clever combination of a local transition lemma and an average encoding theorem, to relate the sum of the square roots of all terms in their quantum information cost quantity to the probability of success of the M-message protocol. The round dependent lower bound follows by using a convexity argument to put these terms inside the square root. Could we do something similar? The conditional quantum mutual information has an history of being hard to lower bound [30, 13], but hopefully recent developments in quantum information theory will help in this task. In particular, Berta, Seshadreesan and Wilde lists many rewriting of the conditional mutual information in terms of a divergence quantity [12]; hopefully it will be possible to use such a rewriting to derive an analogue of the average encoding theorem [29] with a quantum conditioning register. Note that the purifying register \( R \) can play the role of a classical system for us, since by the data processing inequality we can measure it first and still obtain a valid lower bound. Maybe another approach to lower bound quantum information complexity would be to try to extend to the quantum setting the powerful approach of Kerenidis, Laplante, Lerays and Roland through zero-error protocols [28]. Note that Chailloux and Scarpa define a notion of superposed information cost [20] appropriate for entangled games with no communication to obtain an exponential decay result for parallel repetition of such games. Is there a connexion between this quantity and ours?

We are confident that this new notion of quantum information complexity will stimulate interesting developments in quantum communication complexity, as well as in quantum information theory to obtain tools that would prove helpful for such developments. Inter-
esting directions for this research program is first to obtain interesting lower bound on the quantum information complexity of specific functions, possibly by developing further techniques for lower bounding the conditional mutual information. Also, with the operational interpretation that we prove for quantum information complexity, this opens the door to the study of direct sum questions in quantum communication complexity. A direct sum result shows that to implement \( n \) instances of a task requires something on the order of \( n \) times the resources needed to implement a single instance of the task. Hence, the ability to compress the best protocols down to something close to their quantum information cost would lead to a direct sum result. A first step in this direction could be to try to obtain such a single-copy compression result for bounded round protocols, possibly by using a one-shot version of the state redistribution protocol. However, the one-shot result of [37] does not seem to be sufficient for this purpose. Does there exist one-shot protocols for state redistribution, possibly interactive, that would enable us to obtain interesting compression results for the bounded round scenario? Note that a quantum generalisation of the correlated sampling protocol of Braverman and Rao [19] has been proved recently [3]. In this quantum version, if Alice knows the spectral decomposition of a state \( \rho \), Bob knows the spectral decomposition of a state \( \sigma \), and both know the relative entropy \( D(\rho || \sigma) \) between these, then using shared entanglement, Bob can sample a state \( \tilde{\rho} \) close to \( \rho \) at communication cost proportional to \( D(\rho || \sigma) \). Can we further generalize this to a setting with quantum side information, to compress messages while keeping quantum correlation? Another interesting research direction would be to try to obtain the quantum analogue of the result about a prior-free information cost and its relation to worst-case amortized communication complexity. A first approach to try for this problem could be to obtain a composable quantum reverse Shannon theorem on arbitrary input, with feedback and side information at the receiver that would be tailor-made for our purpose. However, even in the case without side information at the receiver, it is known that for the arbitrary input case, standard entanglement, such as maximally entangled states, is not sufficient, and more exotic forms of entanglement such as entanglement embezzling states [23] are needed [8, 11]. As is made clear from our direct coding theorem, those reverse Shannon theorems achieve a stronger, global error parameter than the more local one that we require. Are these forms of entanglement also required in this restricted scenario?

Finally, it would be interesting to see if the quantum information complexity paradigm would enable to shed some light on the question of equivalence between the model of Yao versus the model of Cleve-Buhrman for quantum communication complexity. Our communication model is closer to the Cleve-Buhrman one, and we use the pre-shared entanglement in a crucial way in many of our results. It would be possible in principle, even though the interpretation might not be the same, to define the quantum information complexity in the Yao model by restricting the infimum to be taken over protocols where the state \( \psi \) is a pure product state. But since we can distribute entanglement at no cost with our definition of quantum information cost, what would be an appropriate definition in this setting? Would it be any easier to relate the information complexity in these two models than it is to relate the corresponding communication complexities? And what about amortized communication complexity?
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A External Information: Classical and Quantum

The material in this section is more exploratory in nature, and is still work in progress. Correspondingly, the presentation will be less formal, but ideas from the previous sections can be used to formalize the material here. It can safely be skipped without affecting understanding in the other sections.

The classical external information cost is defined as $IC^{ext} = I(XY; \Pi(X,Y))$, and is usually viewed as a measure of how much information the protocol leaks about the input to an external observer, being an allowed observer or a potential eavesdropper. It is a natural quantity to use for example in the standard communication complexity setting with cryptographic consideration, and also in the simultaneous message passing model, in which Alice and Bob must send simultaneously a single message to an external referee who must produce the output. We give two alternative interpretations of this quantity, one in the standard communication complexity setting, and one in a generalization of the simultaneous message passing model. We then show that the quantum generalizations give rise to two different quantities, even though they were both characterized by a unique classical quantity, and so the external information cost has a dual role depending on the interpretation we want to give it.

Let us first define the generalization of the simultaneous message passing model that we consider. We consider the same definition for classical protocols as given in section 4, but the difference is now in the output: instead of having as output of the protocol Alice and Bob outputting some function of the transcript and their local input, we now want to have an external referee $R$ generating the output to the protocol by computing some function of the transcript only. If we want to obtain the simultaneous message model from this generalization, we restrict protocols to two messages, and require the following Markov condition: $M_2|M_1 Y R = M_2|Y R$, i.e. the second message must be independent of the first message when conditioned on the input $Y$ and shared randomness $R$.

The important point to notice is that now, when compressing the protocol, we must insure that the referee gets all the necessary information in the transcript. We define an alternate external information cost quantity as $IC^{ext}_\mu = I(M^R_1; X R A | M^R_{i-1} \cdots M^R_1 R R) + I(M^R_2; Y M^B_1 R^B | M^R_1 R R) + I(M^R_3; X M^A_1 M^A_1 R A | M^R_2 M^R_1 R R) + \cdots + I(M^R_N; Y M^B_{N-1} \cdots M^B_1 R^B | M^R_{N-1} \cdots M^R_1 R R)$, in which we distinguish between Alice’s, Bob’s and the referee’s copy of the public randomness $R$ and the messages $M_i$. Note that this is easily seen to be equivalent to $IC^{ext}$, using a similar argument as for the internal information cost, along with a combination of the chain rule and the Markov condition on messages versus the inputs: $M_i|X Y M_{i-1} \cdots R = M_i|Y M_{i-1} \cdots R$ for even $i$, and $M_i|X Y M_{i-1} \cdots R = M_i|X M_{i-1} \cdots R$ for odd $i$. Similar to the case for internal information cost, the external information cost can then be viewed as an asymptotically achievable cost for transferring the messages such that both the other player and the referee
can get the information, in the limit of many protocols. We then get an operational interpretation for the external information complexity as an achievable amortized communication complexity in this setting with an external referee. It is then clear that the external information should be interesting in the simultaneous message passing model. Note that this setting in the interactive case is interesting only when the entropy of $f$, for $f$ the output function, is much larger than the internal information complexity, since otherwise Alice and Bob can simply compute $f$ at this cost and send the result to the referee at small additional cost.

It is less straightforward to generalize this to the quantum setting, mostly due to the fact that we cannot send a copy of messages to both the other player and to a referee in the quantum setting. The quantum generalization of this setting would be the following: given a quantum channel $\mathcal{N} \in \mathcal{C}(A_{\text{in}} \otimes B_{\text{in}}, R_{\text{out}})$ and input state $\rho \in \mathcal{D}(A_{\text{in}} \otimes B_{\text{in}})$, Alice and Bob are given input register $A_{\text{in}}, B_{\text{in}}$ at the outset of the protocol, respectively, and the referee should output register $R_{\text{out}}$ at the end of the protocol, which should be in state $\mathcal{N}(\rho)$ up to some small error. In the protocol, at each time step, after applying their unitary, the players send a communication register to the other player, and another one to the referee, and keep some quantum memory. They want to minimize the total communication cost, that is, the sum of the cost from player to referee, and from player to player. The players and the referee can share an arbitrary tripartite entangled state at the outset of the protocol. A reasonable external quantum information cost for this setting, with the operational interpretation of being an asymptotically achievable rate of total communication, would follow in the same way as the standard quantum information cost quantity, from repeated application of state redistribution, along with an appropriate partition of the side information and unavailable information in this setting.

If we instead want to take the eavesdropper view on the external information cost, we go back to the standard two-party communication complexity setting, and want to consider a passive eavesdropper, who has access to previous correlation, to all communication and to all garbage information from the protocol at the end (classically, this would be the transcript), but is not allowed to alter the communication. However, this quantity, when evaluated in a quantum setting for classical functions and inputs would be bounded by a constant due to the fact that a passive quantum eavesdropper cannot listen to the quantum communication, and due to the presence of reversible computing in the quantum world (see [14] for a discussion), which would limit the amount of information the passive eavesdropper would get at the end.

Note that this channel simulation view of information cost also leads rather straightforwardly to possibly interesting definitions of information cost in a multipartite setting, in particular in a model with some external coordinator, as an achievable rate of total asymptotic communication which lower bounds single-copy communication. It is then possible to define appropriate quantum generalizations, by carefully adapting the model, and then once again by considering repeated application of state redistribution. Of course, the interest of such information cost quantities find their interest in potential applications. We leave such possible applications of these potential definitions for future work.
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