Numerical Solutions of a System of ODEs Based on Lie-Trotter and Strang Operator-splitting Methods
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Abstract In the present paper, we consider a first-order exponential splitting method (or exponential Lie-Trotter splitting) and second order exponential splitting method (or exponential Strang splitting) for the Cauchy problem. Then we compare the errors between Lie-Trotter splitting and Strang splitting by discretizing the space into N sub-intervals, and compute the convergence rate for both Lie-Trotter splitting and Strang splitting methods. 
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1 Introduction

Operator splitting methods are widely used for numerical solution of partial differential equations. The idea behind an operator splitting method is to split the differential operator into sub-operator having simpler forms, to simplify the solution of the resulting sub-problems. The solution of the primal problem is then obtained from the numerical solutions of the sub-problems [1]. Operator splitting is a popular technique for solving coupled systems of partial differential equations, since complex equation system maybe split into separate parts that are more simpler to get solution. Several operator splitting techniques are found in the literature [2, 3, 4, 5, 6]. We concentrate on two exponential splitting methods: Lie-Trotter splitting and strang splitting.

Consider the Cauchy problem:

\[
\frac{\partial U(t)}{\partial t} = AU(t) + BU(t),
\]

with \( t \in [0, T] \), \( U(0) = U_0 \), (1)

whereby, the initial function \( U_0 \) is given and \( A \) and \( B \) are supposed to be linear operators in the Banach-space \( X \) with \( A \) and \( B : X \to X \). In real applications the operators corresponds to physical operators such as convection and diffusion operators. Splitting methods assume that the problem can be split into two or more terms [7]. Let \( U(t) = e^{(A+B)t}U_0 \) be the solution of the differential equation (1) with initial value \( U(0) = U_0 \). The problem with computing the solution \( U(t) \) is that the exponential mapping may not be computationally obtained or too difficult to evaluate exactly. Therefore, the flow map \( \exp \) is often approximated using some numerical method [15]. Distinguishing the different approaches, methods based on exact flows are famous as exponential splitting methods. The splitting methods for ordinary differential equations are accurate schemes [17], which may be used with non-small step sizes. One approach in this direction is the construction of higher order methods for which numerical map \( \Phi_t \) of (1) satisfies,

\[
\Phi_t = e^{(A+B)t} + O(t^{p+1}),
\]

with \( p \) being as high order as possible. A standard technique for obtaining such methods is to compose \( \Phi_t \) from more than two exponentials. As such, a typical non-symmetric composition method often used is

\[
\Phi_t = e^{a_m At}e^{b_m Bt}\ldots e^{a_1 At}e^{b_1 Bt}e^{a_0 At}e^{b_0 Bt} \quad (3)
\]

and various approach have been suggested for determining conditions on the free parameters \( (a_0, a_1, \ldots, a_m) \) and \( (b_0, b_1, \ldots, b_m) \) satisfy

\[
\sum_{i=0}^{m} a_i = \sum_{i=0}^{m} b_i = 1
\]

Any exponential operator splitting method involving several compositions can be cast into the following form,

\[
e^{t(A+B)} = \prod_{i=1}^{m} e^{a_i tA} e^{b_i tB} + O(t^{m+1}) \quad (4)
\]

where \( A, B \) are noncommutative operators, Here \( t \) defines equidistant time step [14, 16, 18, 19], and \( (a_0, a_1, \ldots, a_m) \) and \( (b_0, b_1, \ldots, b_m) \) are real numbers, that sum to unity. We apply Lie-Trotter splitting as first order splitting method, and
Strang splitting as second order splitting method for Cauchy problem and compare the results between the two methods.

In this paper, Lie-Trotter splitting is displayed as a method, which solves two subproblems sequentially on subintervals respectively, that is, the first numerical solution is given by

\[ u_1 = e^{At}e^{Bt}u_0 \text{ or } u_1 = e^{Bt}e^{At}u_0 \]

respectively, that is, the first numerical solution is given by

\[ u_1 = e^{At}e^{Bt}u_0 \text{ or } u_1 = e^{Bt}e^{At}u_0 \]

In this paper, Lie-Trotter splitting is displayed as a method, which solves two subproblems sequentially on subintervals \([t^n, t^{n+1}]\), where \( n = 0, 1, \ldots, N - 1 \), \( t^0 = 0 \) and \( t^N = T \). The different subproblems are related through the initial conditions. The Lie-Trotter Splitting’s algorithm is:

\[ \frac{\partial u(t)}{\partial t} = Au(t), \text{ with } t \in [t^n, t^{n+1}], \ u(t^n) = u^n_{sp} \]  

\[ \frac{\partial v(t)}{\partial t} = Bv(t), \text{ with } t \in [t^n, t^{n+1}], \ v(t^n) = u(t^{n+1/2}) \]

for \( n = 0, 1, \ldots, N - 1 \) where by \( u^n_{sp} = U_0 \) is given from (1). The approximated split solution at the point \( t = t^{n+1} \) is defined as \( u^{n+1}_{sp} = v(t^{n+1}) \).

3 Strang splitting method

Strang splitting method can be cast into the form (4) with

\[ m = 2, \ a_1 = a_2 = \frac{1}{2}, \ b_1 = 1, \ b_2 = 0 \]

or

\[ m = 2, \ a_1 = 0, \ a_2 = 1, \ b_1 = b_2 = \frac{1}{2} \]

respectively, that is, the second numerical solution value is given by

\[ u_1 = e^{At/2}e^{Bt}e^{At/2}u_0 \]

or

\[ u_1 = e^{Bt/2}e^{At}e^{Bt/2}u_0 \]

One of the most common and popularly used operator splitting method is the Strang splitting (or Strang-Marchuk operator splitting method). By the small adjustment in time step of length, it produced the strang splitting’s algorithm. The idea is that instead of solving Equation (7) for a full time step length \( \Delta t \), we solve the problem for a time step of length \( \Delta t/2 \). We then solve the problem (8) for a full time step of length \( \Delta t \), and finally (7) once more, again for a time interval of length \( \Delta t/2 \). This gives the essential difference between Lie-Trotter and Strang splitting methods.

The Strang Splitting’s algorithm is:

\[ \frac{\partial u^*(t)}{\partial t} = Au(t), \text{ with } t \in [t^n, t^{n+1/2}], \ u(t^{n}) = u^n_{sp} \]

\[ \frac{\partial v(t)}{\partial t} = Bv(t), \text{ with } t \in [t^n, t^{n+1}], \ v(t^n) = u(t^{n+1/2}) \]

\[ \frac{\partial w(t)}{\partial t} = Aw(t), \text{ with } t \in [t^{n+1/2}, t^{n+1}], \ w(t^{n+1/2}) = v(t^{n+1}) \]

where \( t^{n+1/2} = t^n + 0.5\Delta t \), and the approximated split solution at the point \( t = t^{n+1} \) is defined as \( u^{n+1}_{sp} = w(t^{n+1}) \).

4 Consistency of the Operator Splitting Method

Consider the linear ODE:

\[ \frac{du}{dt} = Au \]

Let \( A = B + C \), then the splitting method for solving (14) is defined by solving first

\[ \frac{du}{dt} = Bu \]

followed by solving

\[ \frac{du}{dt} = Cu \]

For one step size \( \Delta t \), we write the solution of (14) as \( \Phi_{\Delta t}(u) = e^{A\Delta t} \) and the solution of (15)-(16) as \( \Psi_{\Delta t}(u) = e^{C\Delta t}e^{B\Delta t} \).

The local error is:

\[ le(u;\Delta t) = \Phi_{\Delta t}(u) - \Psi_{\Delta t}(u) = e^{A\Delta t} - e^{C\Delta t}e^{B\Delta t} \]

To estimate the local error, we use the exponential series, we have

\[ le(u;\Delta t) = (1 + A\Delta t + \frac{1}{2}A^2\Delta t^2 + ...) \]

\[ -(1 + C\Delta t + \frac{1}{2}C^2\Delta t^2 + ...)(1 + B\Delta t + \frac{1}{2}B^2\Delta t^2 +...) \]

\[ = (1 + A\Delta t + \frac{1}{2}A^2\Delta t^2) - (1 + \Delta t(C + B) \]

\[ + \Delta t^2(CB + \frac{1}{2}C^2 + \frac{1}{2}B^2) + O(\Delta t^3) \]

Replacing \( A \) by \( B + C \) and noting that \( A^2 = B^2 + BC + CB + C^2 \), (18) becomes

\[ \Delta t^2(\frac{1}{2}(C + B)^2 - (CB + \frac{1}{2}C^2 + \frac{1}{2}B^2)) + O(\Delta t^3) \]
\[ = \Delta t^2 \left( \frac{1}{2} C^2 + \frac{1}{2} CB + \frac{1}{2} B^2 - CB - \frac{1}{2} C^2 - \frac{1}{2} B^2 \right) + O(\Delta t^3) \]
\[ = \frac{1}{2} \Delta t^2 (BC - CB) + O(\Delta t^3) \]
\[ = \frac{1}{2} \Delta t^2 [B, C] + O(\Delta t^3) \]

If the matrix \([B, C] = BC - CB = zero\) then the matrices \(B\) and \(C\) are commutative [8]. In such a case, it can be shown that not only the 2nd order term in the local error vanishes, but furthermore,
\[ e^{B\Delta t} e^{C\Delta t} = e^{A\Delta t} \]

### 5 Stability of exponential splitting method

Stability of exponential Lie and exponential Strang splitting methods have won a lot of attention in the recent years [9, 10, 11]. In this section, we look at the linear systems of ODEs and in particular at influence of perturbations at such systems.

For doing this, we follow the work in [12]. Consider the initial value problem,
\[ \frac{dU}{dt} = AU(t), \ t \in [0, T], \ U(0) = U_0 \tag{19} \]
a given matrix \(A \in \mathbb{R}^{m \times m}\). The solution of Equation (19)
\[ U(t) = e^{tA}U_0 \tag{20} \]
Consider also a perturbed problem,
\[ \frac{d\hat{U}}{dt} = A\hat{U}(t) + \delta(t), \ t \in [0, T], \ \hat{U}(0) = \hat{U}_0 \tag{21} \]
Then, for \(\varepsilon(t) = \hat{U}(t) - U(t)\) we find by the variation of constant formula that,
\[ \varepsilon(t) = e^{tA}\varepsilon(0) + \int_0^t e^{(t-s)A}\delta(s)ds, \tag{22} \]
which leads to the norm estimate
\[ \|\varepsilon(t)\| \leq \|e^{tA}\|\|\varepsilon(0)\| + \int_0^t \|e^{(t-s)A}\|ds \max_{0 \leq s \leq t} \|\delta(s)\| \tag{23} \]
Consequently, if we have the following stability inequality
\[ \|e^{tA}\| \leq Ke^{tw} \text{ for all } t \geq 0 \tag{24} \]
with constants \(K\) and \(w \in \mathbb{R}\), then we obtain
\[ \|\varepsilon(t)\| \leq Ke^{tw}\|\varepsilon(0)\| + \frac{K}{t} \left( e^{tw} - 1 \right) \max_{0 \leq s \leq t} \|\delta(s)\| \tag{25} \]
with convention \((e^{tw} - 1)/w = t\) in case \(w = 0\). This inequality shows that the overall error \(\|\varepsilon(t)\|\) can be bounded in terms of the initial error \(\|\varepsilon(0)\|\) and perturbations \(\|\delta(s)\|\), \(0 \leq s \leq t\). The term stability will be used to indicate that small perturbations result in a small overall effect [13]. We now take a closer look at bounds for \(\|e^{tA}\|\). Suppose that \(A\) is diagonalizable, \(A = P\Lambda P^{-1}\), where \(\Lambda = \text{diag}(\lambda_k)\) and that the vector norm is absolute. Then, \(e^{tA} = Pe^{t\Lambda}P^{-1}\), and
\[ \|e^{tA}\| \leq \|P\|\|e^{t\Lambda}\|\|P^{-1}\| = \text{cond}(P) \max_{1 \leq k \leq m} |e^{\lambda_k}| \tag{26} \]
Consequently, if we know that \(\text{cond}(P) = \|P\|\|P^{-1}\| \leq K\) and \(Re\lambda_k \leq w\), then
\[ w = \max_{1 \leq k \leq m} |e^{\lambda_k}| \tag{27} \]
In particular, if \(A\) is normal matrix, then the matrix of the eigenvectors \(P\) is unitary. Since \(e^{tA} = Pe^{t\Lambda}P^{-1}\) the matrix \(e^{tA}\) is also normal. Thus with the normal matrices \(A\) we have
\[ \|e^{tA}\|_2 = \max_{1 \leq k \leq m} |e^{\lambda_k}| \tag{28} \]
Assume that matrix \(A\) in Equation (19) has two term splitting as follows:
\[ A = A_1 + A_2 \tag{29} \]
Then, the solution of (19) is given by
\[ U(t_{n+1}) = e^{tA}U(t_n), \tag{30} \]
where we partition the space \([0, T]\) by equally spaced points \(t_0, \ldots, t_N\), where \(N\) is a positive integer and \(\Delta t = T/N\) and \(t_{n+1} = t_n + \Delta t\), for \(n = 0, \ldots, N - 1\). If we wish to use only \(A_1\) and \(A_2\) separately, instead of the full matrix \(A\), then Equation (6) can be approximated by
\[ U(t_{n+1}) = e^{\Delta tA_2}e^{\Delta tA_1}U(t_n) \tag{31} \]
and Equation (10) can be approximated by:
\[ U(t_{n+1}) = e^{\Delta tA_2}e^{\Delta tA_1}/2U(t_n) \tag{32} \]
with \(U_n\) approximating \(U(t_n)\). With regard to stability, if we have \(\|e^{t\Lambda_k}\| \leq 1, k = 1, 2\), then it follows trivially that \(\|U_{n+1}\| \leq \|U_n\|\) for the splitting (4). General stability results under the weaker assumption that \(\|e^{\lambda_k}\| \leq K\) for \(0 \leq t \leq T\) with a constant \(K > 1\) seem unknown. However, in practice the splitting appears to be stable provided that sub-steps themselves are stable. In general, if the matrix \(A\) is not normal, an estimate of \(\text{cond}(U)\) in some suitable norm maybe difficult to obtain. For this reason, we will look for more general concept to obtain bounds for \(\|e^{tA}\|\). A useful concept for stability results with non-normal matrices is the logarithmic norm of a matrix \(A\) in \(\mathbb{R}^{m \times m}\), defined as
\[ \mu(A) = \lim_{\Delta t \to 0} \frac{\|I + \Delta t A\|}{\Delta t} \tag{33} \]
In terms of logarithmic matrix norms, \(\|e^{t\Lambda_k}\| \leq 1\) means that \(\mu(A_k) \leq 0\). This implies \(\mu(A_1 + A_2) \leq 0\) and therefore \(\|e^{(A_1 + A_2)}\| \leq 1\), so the system will be stable.
Table 1. Numerical errors of the Lie-Trotter splitting and Strang splitting with initial data $T = \pi$ and $N = 2^{14}$.

| $N$   | Trotter-error | Convergence Rate | Strang-error | Convergence Rate |
|-------|---------------|------------------|--------------|------------------|
| 32    | 2.8481e-002   | 0.9774           | 1.4293e-003  | 2.0145           |
| 64    | 1.4374e-002   | 0.9865           | 3.5676e-004  | 2.0023           |
| 128   | 7.2220e-003   | 0.9930           | 8.9099e-005  | 2.0015           |
| 256   | 3.6199e-003   | 0.9964           | 2.2266e-005  | 2.0006           |
| 512   | 1.8122e-003   | 0.9982           | 5.5654e-006  | 2.0003           |
| 1024  | 9.0669e-004   | 0.9991           | 1.3912e-006  | 2.0001           |
| 2048  | 4.5349e-004   | 0.9995           | 3.4780e-007  | 2.0001           |
| 4096  | 2.2678e-004   | 0.9998           | 8.6947e-008  | 2.0000           |
| 8192  | 1.1340e-004   | 0.9999           | 2.1737e-008  | 2.0000           |
| 16384 | 5.6702e-005   | 0.9999           | 5.4338e-009  | 2.0001           |

6 Results

We apply second-order splitting (Strang splitting) with Lie-Trotter Spliting to the Matrix problem and compare the solutions. We consider the system of ordinary differential equations:

$$
\frac{dU}{dt} + A(U) = 0, \quad U(0) = U_0
$$

We split $A$ into two sub-matrices $A_1$ and $A_2$ and give an approximate solution based on the strang splitting:

$$
U(n\Delta t) \approx [e^{-\frac{\Delta t}{2} A_2} \circ e^{-\Delta t A_1} \circ e^{-\frac{\Delta t}{2} A_2}]^n U_0
$$

We consider the matrix $A$ to be:

$$
A = \begin{bmatrix}
1 & 2 \\
-2 & 2
\end{bmatrix}
$$

Show the matrix:

$$
A = \begin{bmatrix}
1 & 2 \\
-2 & 2
\end{bmatrix}
$$

with initial value:

$$
U_0 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
$$

Split $A$ into $A_1$ and $A_2$ Make a splitting so that the eigenvalues of the two new matrices are real. We choose

$$
A_1 = \begin{bmatrix}
0.5 & 0 \\
-2 & 1
\end{bmatrix}, \quad A_2 = A - A_1
$$

Then, matrices $A_1$ and $A_2$ become:

$$
A_1 = \begin{bmatrix}
0.5000 & 0 \\
-2.0000 & 1.0000
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
0.5000 & 2.0000 \\
0 & 1.0000
\end{bmatrix}
$$

Results are given in Figure 1. Next step we examine exactitude of the Strang splitting and Lie-Trotter splitting we reckon the approximate solution at time $T = \pi$ using $N = 2^{14}$ splitting steps, where we partition the space $[0, \pi]$ by equally spaced points $t_1, \ldots, t_N$, and $\Delta t = \pi/N$ and $t_{n+1} = t_n + \Delta t$, for $n = 0, \ldots, N - 1$. and notify the comparison between Lie-Trotter splitting error and Strang splitting error against $N$.

Figure 1. Comparison between Numerical solution of exponential Lie-Trotter splitting and exponential strang splitting for $\Delta t = 0.0126$

Figure 2. Comparison between Lie-Trotter errors splitting and starng splitting errors for $N = 250$
7 Conclusions

This Paper discussed the Lie-Trotter and Strang splitting method for ODE system. The Strang method proved that the convergence happened with small data. The numerical solution is calculated up to $T = \pi$. We notice that for a small number of mesh points, the Strang splitting method has less errors than the Lie-Trotter splitting method. For large number of mesh points we notice from Figure 2 that the Strang splitting is much better than the Lie-Trotter splitting. Moreover Table 1 shows that the Lie-Trotter splitting method is of first order and Strang splitting method is of second order.
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