Non-recursive Counts of Graphs on Surfaces
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Abstract: The problem of map enumeration concerns counting connected spatial graphs, with a specified number \( j \) of vertices, that can be embedded in a compact surface of genus \( g \) in such a way that its complement yields a cellular decomposition of the surface. As such this problem lies at the cross-roads of combinatorial studies in low dimensional topology and graph theory. The determination of explicit formulae for map counts, in terms of closed classical combinatorial functions of \( g \) and \( j \) as opposed to a recursive prescription, has been a long-standing problem with explicit results known only for very low values of \( g \). In this paper, we derive closed-form expressions for counts of maps with an arbitrary number of even-valent vertices, embedded in surfaces of arbitrary genus. In particular, we exhibit a number of higher genus examples for 4-valent maps that have not appeared prior in the literature.
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1. Introduction

This article concerns map enumeration, a topic that brings together the classical subjects of graphical enumeration and low-dimensional combinatorial topology. This subject has a long history going back to the work of Tutte and his school in the 60's. We refer to [1] for a contemporaneous survey of that early work. Tutte’s original interest concerned rooted planar maps, which correspond to unlabeled connected graphs embedded in the sphere (or equivalently the plane) that are rooted. In this context, rooted means that a vertex of the graph, together with an edge adjacent to it and a side of that edge, are distinguished. The definition of maps for higher genus is more involved (see the following paragraph) and enumerations in these cases are much more challenging to achieve. Some early results for low genus surfaces using an extension of the idea of rooted maps were carried out by Brown [2] and Arquès [3]. Tutte’s recursive approach was extended by Bender and Canfeld [4], who initiated the study of asymptotic (in vertex number) enumerations for general surfaces. A refined version of their recursion was subsequently obtained by Eynard [5]. Over the years, a number of related but alternative approaches to the enumeration problem have been developed. These too are recursive and combinatorial in nature, as described in [6], [7] and the references therein. The present study establishes non-recursive map counts, through an approach grounded in analytical statistical physics, as described in the remainder of this introduction. Our results have a number of interesting current and potential applications in their own right. In particular, the asymptotic enumerations derived in [4] can be directly obtained from the exact closed-form expressions (4) and (6) used in this paper (see section 4.2).

We define a map to be a connected, labeled graph embedded injectively into a compact, oriented, and connected topological surface so that the complement of the graph in the surface is a disjoint union of cells (sets homeomorphic to open discs). Labeling means that vertices as well as the half-edges (referred to as darts) are labeled counter-clockwise around each vertex. This sets up a correspondence between matchings, pairwise, of dart arrangements and equivalence classes of maps. Due to surface symmetries, this correspondence is not quite 1:1. Indeed, two labeled maps are said to be equivalent if there is an orientation-preserving homeomorphism of the surface to itself that leaves the graph unchanged. For fixed graph size (i.e. for a fixed number of vertices), the number of non-equivalent dart matchings (for a surface of fixed genus) is finite. This number is what we refer to as a map count. Quotienting these counts by the cardinality of all possible labelings, which for a map of size \( j \) is \( j! (2\nu)^j \), would then seem to yield a more geometric count of maps under a coarser equivalence.
relation that does not involve labelings. However, due to the possibility of a surface having symmetries, our map counts will not in general be divisible by the aforementioned labeling cardinality. This is in complete analogy with descriptions of moduli spaces of conformal structures on Riemann surfaces [8], where symmetries lead to orbifold singularities on those spaces. We refer to [9, 10] and references therein for further details. The top panel of Figure 1 provides an example of the correspondence between dart matchings and maps. This figure also illustrates the connection between surface topology and graph theory that map enumeration provides: one sees that the dual map associated with the graph, viewed as a 4-valent dart matching, yields a surface tessellation, or tiling, by topological quadrilaterals.

In this paper, we will restrict attention to two related cases: (a) maps whose vertices are all of degree 2ν (the regular 2ν-valent case) whose count will be denoted by \( N_{2\nu,c}(g,j) \), and (b) maps with \( j \) vertices of degree 2ν, and two additional vertices of degree 1, with count denoted by \( N_{2\nu,z}(g,j) \). By definition, the additional two vertices in the latter case each have a unique adjacent edge referred to as a leg. For case (b) the symmetries alluded to earlier are absent [11] and so the map counts are each divisible by \( j! \left(2\nu\right)^j \). Hence, in this case, the quotient counts the number of coarser map equivalence classes without labeling.

As previously mentioned, the method we employ to calculate map counts stems from statistical physics and more precisely from the application of the Wick calculus to perturbation expansions of the random matrix partition function (for hermitian ensembles) and its correlation functions (referred to as genus expansions). This gives rise to a hierarchy of equations that recover generating functions for the map counts as coefficients in the genus expansions [9]. These functions have the general form

\[
\sum_{j=0}^{\infty} \frac{N(g,j)}{j!} t^j.
\]

In what follows we denote the generating functions for counts of maps of genus \( g \) (g-maps) in case (a) by \( e_g \), and in case (b) by \( z_g \). The two are intimately related. In particular, the \( e_g \) may be determined from the \( z_g \) by solving a forced Cauchy-Euler equation [12].

There are two approaches in the literature for deriving recursion equations for the map-generating functions from the genus expansions. One of these is based on the matrix resolvent (Green’s function) for random matrices [5, 13]. This is often referred to as the topological recursion. The other is based on the recurrence matrix resolvent of orthogonal polynomials associated with the probability measure of the random matrix ensemble [9,10,12,14]. In the latter approach, one is able to bring to bear rigorous analytical methods from the classical theory of orthogonal polynomials as well as Riemann-Hilbert analysis in order to get detailed estimates of the validity of the genus expansion and associated recurrence equations. This enables one to establish that the generating functions of the form displayed above, initially taken to be formal, are in fact convergent [9] and to determine their maximal domains of holomorphy. This is essential for the derivation of explicit closed rational expressions for the \( z_g \) initiated in [15] and continued in [11] that we use. We refer the reader to the...
A few examples are available in the literature: \(N_{2g}(0,j)\) and \(N_{2g,0}(0,j)\) were derived in [12], \(N_4(2,j)\) was introduced in [17], and more recently, \(N_{4,4}(3,j)\) was obtained in [18]. To the best of our knowledge, the only other instances of known closed-form expressions are \(N_{3,3}(0,j)\) and \(N_{3,3}(1,j)\), for triangulations on a surface of genus 0 or 1 [14]. This article establishes general expressions for \(N_{2g}(g,j)\) and \(N_{2g,0}(g,j)\) in terms of a linear combination of a specified set of coefficients appearing in the rational forms for \(z_g\) and \(e_g\), weighted by hypergeometric functions depending on the genus \(g\) and the number of vertices \(j\). In addition, we introduce a dynamic perspective which, in the case of 4-valent maps, leads to a remarkable analytical simplification that enables us to efficiently express the desired non-recursive counts in terms of polynomials, powers, and factorials of the number of vertices \(j\), for fixed but arbitrary genus, as shown in Tables 1 and 2 below. These tables suggest a general structure for the counts \(N_{4,z}(g,j)\) and \(N_{4,e}(g,j)\) of the form

\[
N_{4,z}(g,j) = (-1)^g 12^j \left( \prod_{k=0}^{2g-2} (j-k) \right) \left( \frac{(2j)!}{j!} P_{[g/2]}^{(g)}(j) - (4^j j!) P_{[(g-1)/2]}^{(g)}(j) \right), \quad g \geq 1, \ j \geq 0
\]

and

\[
N_{4,e}(g,j) = (-1)^g 12^j-1 \left( \prod_{k=1}^{2g-3} (j-k) \right) \left( \frac{(2j)!}{j!} Q_{[g/2]}^{(g)}(j) - (4^j j!) Q_{[(g-1)/2]}^{(g)}(j) \right), \quad g \geq 2, \ j \geq 1
\]

where \(P_h^{(g)}(j)\) and \(Q_h^{(g)}(j)\) denote polynomials of degree \(h\) in \(j\) whose coefficients are positive rational numbers that depend only on \(g\). The reduction leading to these expressions works for all genera in the case of \(N_{4,z}(g,j)\), and for \(g \geq 2\) in the case of \(N_{4,e}(g,j)\). Counts of regular genus 1 maps are indeed special, and we provide a separate derivation for \(N_{4,e}(1,j)\) in Appendix A.

The remainder of this article is organized as follows. In Section 2, we derive closed-form expressions for the map counts in terms of contour integrals. In Section 3, we develop vector difference equations that will lead to a different formulation of the map counts in the 4-valent case. Section 4 shows that the dynamic description associated with the vector difference equations simplifies dramatically when \(\nu = 2\). This allows us to formulate map counts in terms of the contraction of two vectors: a universal row vector truncated to a finite, genus-dependent length, and a column vector of the same size, whose entries are specific initial coefficients. It also explains how the expressions in Tables 1 and 2 are obtained. The conclusions, in Section 5, point to some future directions of study based on the results of this paper. Finally, Appendices A and B provide detailed calculations of the counts in terms of contour integrals, Appendices C and D describe the 4-valent case, and Appendices E and F respectively list the initial vectors of coefficients used to establish the formulas of Tables 1 and 2.

Table 1: Expressions for the number of 2-legged 4-valent g-maps with \(j\) vertices.

| genus \(g\) | \(N_{4,z}(g,j)\) |
|---|---|
| 1 | \(12^j \left( \prod_{k=0}^{2g-2} (j-k) \right) \left( \frac{(2j)!}{j!} \frac{7(2j+3)}{1080} - \frac{4^j j! \frac{7}{384}}{j!} \right)\) |
| 2 | \(12^j \left( \prod_{k=0}^{4} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{245j}{497664} + \frac{12041}{4976640} \right) - \frac{4^j j! \frac{7}{384}}{j!} \right)\) |
| 3 | \(12^j \left( \prod_{k=0}^{8} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{37079}{750578400} j^2 + \frac{6067121}{10508097600} j + \frac{127}{604800} \right) - \frac{4^j j! \frac{7}{384}}{j!} \right)\) |
| 4 | \(12^j \left( \prod_{k=0}^{8} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{38213}{27518828544} j^2 + \frac{1702225}{55037657088} j + \frac{482999}{20384317440} \right) - \frac{4^j j! \frac{7}{384}}{j!} \right)\) |
| 5 | \(12^j \left( \prod_{k=0}^{8} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{38213}{25519665600} j^2 + \frac{149339}{25519665600} j + \frac{73}{3421440} \right) - \frac{4^j j! \frac{7}{384}}{j!} \right)\) |
### Table 2: Expressions for the number of 4-valent $g$-maps with $j$ vertices ($j \geq 1$). In the first row, $3F_2$ is the generalized hypergeometric function. Starred (*) rows correspond to results previously known in the literature: [17] for $g = 2$ and [18] for $g = 3$.

#### Beginning of Table 2

| genus $g$ | \( \mathcal{N}_{4,\epsilon}(g,j) \) |
|-----------|----------------------------------|
| 1         | \( j! \, 12^{j-1} \frac{(2j)!}{j!} \left( \frac{(2j-1)}{j-1} \right) \left( \frac{1,1,-j}{2,j+1,-1} \right) - \left( \frac{2j-1}{j-2} \right) \left( \frac{1,1,-j}{2,j+2,-1} \right) \) |
| 2(+)      | \( 12^{j-1} (j-1) \left( \frac{(2j)!}{j!} \left( \frac{1}{90} + \frac{1}{40} \right) - \frac{4j-1}{13} \right) \) |
| 3(+)      | \( 12^{j-1} \left( \prod_{k=1}^{j} (j-k) \right) \left( 4^{j-1} \frac{j!}{j!} \left( \frac{37079}{21596400} - \frac{86356}{54729675} \right) + \frac{1}{2800} \right) \) |
| 4         | \( 12^{j-1} \left( \prod_{k=1}^{j} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{38213}{1146617856} \right)^2 + \frac{915313}{2293235712} j - \frac{1940327}{53508832800} \right) \) |
| 5         | \( 12^{j-1} \left( \prod_{k=1}^{j} (j-k) \right) \left( 4^{j-1} \frac{j!}{j!} \left( \frac{311033}{2319969600} \right)^2 + \frac{8139013}{71455063680} j + \frac{1}{887040} \right) \) |
| 6         | \( 12^{j-1} \left( \prod_{k=1}^{j} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{5004682489}{752766336036000} \right)^3 + \frac{7523688218141}{491807339543520000} j^2 \right) + \frac{20903746897}{2319969600} - \frac{691}{135152437} \) |

#### Continuation of Table 1

| genus $g$ | \( \mathcal{N}_{4,\epsilon}(g,j) \) |
|-----------|----------------------------------|
| 6         | \( 12^j \left( \prod_{k=0}^{10} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{5004682489}{45165980162160000} \right)^3 + \frac{389578665043}{92213876164410000} j^2 + \frac{69512878587263}{54362497} j + \frac{141477}{653871840000} \right) \) |
| 7         | \( 12^j \left( \prod_{k=0}^{12} (j-k) \right) \left( \frac{(2j)!}{j!} \left( \frac{6334396069}{244800453907167360} \right)^3 + \frac{280156279}{1813366956097536} j^2 + \frac{5032281513503}{46115735865131} \right) \) |

End of Table 1
2. Generating Functions and closed-form counts

It was shown in [12] that the number of $2\nu$-regular maps with $j$ vertices and two legs that can be embedded in a surface of genus $g$ may be expressed as the following derivative

$$N_{2\nu,2}(g,j) = (-1)^j \frac{d^j z_g}{dt^j} \bigg|_{t=0}. \quad (1)$$

Here, $z_g$ is a rational functions of $z_0$,  

$$z_g(z_0) = \frac{z_0(z_0-1)P_{3g-2}(z_0)}{(\nu - (\nu - 1)z_0)^{2g-1}}. \quad (2)$$

where $P_{3g-2}(z_0)$ is a polynomial of degree $3g-2$ in $z_0$, and $z_0$ is a function of $t$ such that

$$1 = z_0 + 2\nu t\left(\frac{2\nu - 1}{\nu - 1}\right)z_0^{\nu}. \quad (2)$$

Equation (2) is known as the string equation. Note that $z_0 = 1$ when $t = 0$ and that implicit differentiation with respect to $t$ leads to

$$\frac{dz_0}{dt} = -c_\nu \frac{z_0^{\nu+1}}{\nu - (\nu - 1)z_0}, \quad c_\nu = 2\nu \left(\frac{2\nu - 1}{\nu - 1}\right). \quad (3)$$

The derivative in Equation (1) can thus be conveniently calculated by finding its expression in terms of $z_0$ only, before setting $z_0 = 1$. In addition, writing $z_g/z_0$ as a partial fraction expansion in powers of $\nu - (\nu - 1)z_0$, we have

$$z_g(z_0) = z_0 \sum_{\ell=0}^{3g-1} a_{z,\ell}(g,\nu) \left(\frac{1}{\nu - (\nu - 1)z_0}\right)^{2g+\ell}, \quad a_{z,\ell}(g,\nu) \in \mathbb{R}. \quad (4)$$

Similarly, the number of $2\nu$-regular maps with $j$ vertices that can be embedded in a surface of genus $g$ is given by [12,16]

$$N_{2\nu,2}(g,j) = (-1)^j \frac{d^j e_g}{dt^j} \bigg|_{t=0}, \quad (5)$$

where, for $g \geq 2$,

$$e_g(z_0) = \frac{(z_0-1)^r Q_{5g-5-r}(z_0)}{(\nu - (\nu - 1)z_0)^{5g-5}}, \quad r = \max \left\{ 1, \left\lfloor \frac{2g-1}{\nu-1} \right\rfloor \right\},$$

and $Q_{5g-5-r}(z_0)$ is a polynomial of degree $5g - 5 - r$ in $z_0$. We write the partial fraction expansion of $e_g$ in powers of $\nu - (\nu - 1)z_0$ as [16]

$$e_g(z_0) = C^{(g)} + \sum_{\ell=0}^{3g-3} \left(\frac{1}{\nu - (\nu - 1)z_0}\right)^{2g+\ell-2}. \quad (6)$$

Below, when it is clear from context, we suppress the $g$ and $\nu$ dependence of $a_{z,\ell}^{(g)}(g,\nu)$ and $b_{z,\ell}^{(g)}(g,\nu)$.

As defined in (1) and (5), $N_{2\nu,2}(g,j)$ and $N_{2\nu,2}(g,j)$ are obtained by taking successive derivatives of the generating functions evaluated at $t = 0$. But from the convergence of their series expansions [9], it follows that
these functions are analytic, at least in the vicinity of $t = 0$. Consequently, the counts may also be expressed as contour integrals,

$$N_{2ν,z}(g,j) = \frac{j! c^j_ν}{2πi} \oint \frac{z_0(η)}{η^j+1} dη,$$

$$N_{2ν,e}(g,j) = \frac{j! c^j_ν}{2πi} \oint \frac{e_0(η)}{η^j+1} dη,$$

(7)

(8)

where $η = -c_ν t$ and the variable $z_0$ are related by the string equation $1 = z_0 - η^2_0$, and the integral is taken along a sufficiently small contour encircling the origin. In Appendices A and B, we show that a direct evaluation of the above contour integrals leads to expressions for $N_{2ν,z}(g,j)$ and $N_{2ν,e}(g,j)$ in terms of hypergeometric functions, as stated in the following theorem.

**Theorem 2.1.** The number of $2ν$-valent maps with $j$ vertices and two legs that can be embedded in a surface of genus $g \geq 1$ is given by

$$N_{2ν,z}(g,j) = j! c^j_ν (ν−1) \sum_{\ell=0}^{3g−1} \binom{(2g−2)+(ℓ+j)}{j} \binom{−j−νj}{2−2g−(ℓ+j)} \frac{1}{1−ν}$$

(9)

and the number of $2ν$-valent $g$-maps with $j \geq 1$ vertices is, for $g \geq 2$,

$$N_{2ν,e}(g,j) = j! c^j_ν (ν−1) \sum_{\ell=0}^{3g−3} \binom{(2g−4)+(ℓ+j)}{j} \binom{−j−1−νj}{4−2g−(ℓ+j)} \frac{1}{1−ν},$$

(10)

where $2F_1$ denotes the Gauss hypergeometric function [19]. The coefficients $a_z^0, b_e^0$ depend on $g$ and $ν$ and are defined in Equations (4) and (6) respectively. For regular $1$-maps and $j \geq 1$,

$$N_{2ν,e}(1,j) = \frac{j! c^j_ν}{12} \binom{−ν−1}{j−1} \binom{ν−j−1}{j−1} 3F_2 \binom{1, 1, 1−j}{2, (ν−1)j+1; 1−ν} −ν−1)^2 \binom{νj−1}{j−2} 3F_2 \binom{1, 1, 2−j}{2, (ν−1)j+2; 1−ν}.$$

(11)

where $3F_2$ is the generalized hypergeometric function [19].

In Theorem 2.1, the hypergeometric functions with negative parameters are defined through the convention

$$mF_n \left(\begin{array}{c}−j, k_1, k_2, \ldots k_{n−1} \\ −j−h, h_1, \ldots, h_{n−1} \end{array}; x \right) = \lim_{b→j−h} \lim_{α→−j} mF_n \left(\begin{array}{c}a, k_1, k_2, \ldots k_{n−1} \\ b, h_1, \ldots, h_{n−1} \end{array}; x \right), \quad h \geq 0.$$

This is in line with Equation 15.2.5 of [19] and consistent with the definition used by Maple [20] when evaluating these functions. Consequently, the expressions for $N_{2ν,z}(g,j)$, $g \geq 1$, and $N_{2ν,e}(g,j)$, $g \geq 2$, are linear combinations of the $a_z^0$ and $b_e^0$, with finite hypergeometric coefficients. A general framework to obtain all of the numbers

$$\left\{ a_z^0, 0 \leq \ell \leq 3g−1 \right\} \quad \text{and} \quad \left\{ b_e^0, 0 \leq \ell \leq 3g−3 \right\},$$

was developed in [11], which also provided expressions for $z_0$ and $e_0$ for $g \leq 7$ in the 4-valent ($ν = 2$ case). Together with the results of [11], Theorem 2.1 therefore provides closed-form expressions of even-valent map counts on surfaces of arbitrary genus.

In the next section, we build on the analysis of [15,16], which was motivated by the structure of the Cauchy integral representations of Equations (7) and (8), to describe, in terms of vector difference equations, the dynamics of the coefficients $a_z^0$ and $b_e^0$ appearing in the partial fraction expansions of the $j^{th}$ derivatives of $z_0$ and $e_0$. This will allow us to derive the expressions (other than $N_{4,e}(1,j)$) provided in Tables 1 and 2 in the 4-valent case.

3. Recurrence relations

Because of the presence of hypergeometric functions, the closed-form expressions given in Theorem 2.1 involve sums whose number of terms grows with $j$. In contrast, the formulas given in Table 1 for $g \geq 1$ and Table 2 for $g \geq 2$ do not. Such a remarkable property is the consequence of a simplification that occurs in the 4-valent case, the nature of which may be understood by following the dynamics of the coefficients $a_z^0$ and $b_e^0$. This and the next sections are devoted to analyzing this phenomenon.
Taking the derivative of (4) with respect to $t$ and using the expression of $dz_0/dt$ given in (3), we obtain

$$\frac{dz_0}{dt} = -c_\nu z_0^{\nu+1} \sum_{\ell=0}^{3g} \frac{a_\ell^{(1)} z_0^{3g+\ell+1}}{\nu - (\nu - 1)z_0^{2g+\ell+1}}, \quad a_\ell^{(1)} \in \mathbb{R},$$

where each coefficients $a_\ell^{(1)}$ is a linear combinations of at most two of the $\{a_\ell^{(0)}\}$ coefficients. More generally, the $j$th derivative of $z_0$ with respect to $t$ may be written as [15]

$$z_0^{(j)}(z_0) := (-1)^j \frac{d^j z_0}{dt^j} = c_\nu z_0^{\nu+1} \sum_{\ell=0}^{3g+j-1} \frac{a_\ell^{(j)}}{(\nu - (\nu - 1)z_0^{2g+\ell+j})}, \quad a_\ell^{(j)} \in \mathbb{R}. \quad (12)$$

Similarly, one can write [16]

$$e_0^{(j)}(z_0) := (-1)^j \frac{d^j e_0}{dt^j} = c_\nu z_0^{\nu+1} \sum_{\ell=0}^{3g+j-4} \frac{b_\ell^{(j)}}{(\nu - (\nu - 1)z_0^{2g+\ell+j-1})}, \quad j \geq 1, \quad (13)$$

where the coefficients $b_\ell^{(j)}$ are scalars. Both Equations (12) and (13) provide expressions of the $j$th derivative of a rational function $G(z_0)$ in the form

$$G^{(j)}(z_0) := (-1)^j \frac{d^j G}{dt^j} = c_\nu z_0^{\nu+1} \sum_{\ell=0}^{\alpha+j-1} \frac{q_\ell^{(j)}}{(\nu - (\nu - 1)z_0^{2g+\ell+j})}, \quad j \geq j_G, \quad (14)$$

where

For $G = z_0$,

$$\alpha = 3g - 1, \quad \beta = 2g, \quad j_G = 0. \quad (15)$$

For $G = e_0$,

$$\alpha = 3g - 4, \quad \beta = 2g - 1, \quad j_G = 1. \quad$$

Our goal is to derive the vector recurrence relation satisfied by the coefficients $q_\ell^{(j)}$. Taking the derivative of (14) with respect to $t$ and using (3), we have

$$G^{(j+1)}(z_0) = -c_\nu (j+1)z_0^{\nu+1} \sum_{\ell=0}^{\alpha+j} \frac{q_\ell^{(j)} (\nu - (\nu - 1)z_0 - \nu) (\beta + \ell + j)}{(\nu - (\nu - 1)z_0)^{2g+\ell+j+2}} + z_0^{\nu+1} \sum_{\ell=0}^{\alpha+j} q_\ell^{(j)}(\nu - (\nu - 1)z_0^{2g+\ell+j+1}) + \frac{dz_0}{dt}.$$

Writing the second sum as

$$\sum_{\ell=0}^{\alpha+j} \frac{-q_\ell^{(j)}(\nu - (\nu - 1)z_0 - \nu)(\beta + \ell + j)}{(\nu - (\nu - 1)z_0)^{2g+\ell+j+2}} + \frac{dz_0}{dt}.$$

we see that the coefficients $q_\ell^{(j+1)}$ of $G^{(j+1)}(z_0)$ are related to those of $G^{(j)}(z_0)$ by

$$q_\ell^{(j+1)} = (j+1)q_\ell^{(j)}(\nu - (\nu - 1)z_0 - \nu)(\beta + \ell - j), \quad 0 \leq \ell \leq \alpha + j + 1,$$

with the convention that $q_{\ell-1}^{(j)} = 0$. This may be rewritten as the following recurrence for $q_\ell^{(j)}$ in terms of the coefficients at order $j - 1$

$$q_\ell^{(j)} = \nu(\beta + \ell + j - 2)q_{\ell-1}^{(j-1)} - (\beta + \ell - 1 - (\nu - 1)(j - 1))q_\ell^{(j-1)}, \quad 0 \leq \ell \leq \alpha + j.$$  \quad (16)$$

With $\beta = 2g$, the above relation appears in Lemma 3.2 of [15] for the derivatives of $z_0$, and for $\beta = 2g - 1$, it corresponds to Lemma 5.2 of [16] for the derivatives of $e_0$. We now define the semi-infinite column vector $V^{(j)}$ of coefficients of the partial fraction expansion of $G^{(j)}(z_0)/z_0^{2g+1}$ in powers of $\nu - (\nu - 1)z_0$,

$$V^{(j)} = c_\nu \left[ q_0^{(j)}, q_1^{(j)}, \ldots, q_{\ell}^{(j)}, \ldots, q_{\alpha+j}^{(j)}, 0, \ldots \right]^T, \quad j \geq j_G. \quad (17)$$
where the first entry of \( V^{(j)} \) corresponds to the lowest power of \( (\nu - (\nu - 1)z_0)^{-1} \) in the partial fraction expansion of \( \frac{G^{(j)}(z_0)}{az_0 + 1} \), which by definition of \( G^{(j)} \) is always \( \beta + j \). The previous calculations are summarized in the following theorem.

**Theorem 3.1.** For \( j \geq j_G \), let \( V^{(j)} \) be the semi-infinite vector of coefficients of the partial fraction expansion of \( R^{(j)}(z_0) = \frac{G^{(j)}(z_0)}{az_0 + 1} \) in powers of \( (\nu - (\nu - 1)z_0) \) as defined in Equation (17). Then, there exists a family of semi-infinite sub-diagonal matrices \( \{M^{(n)}, n \geq 1\} \), such that

\[
V^{(j)} = c^{j-j_G} \left( \prod_{n=j_G+1}^{j} M^{(n)} \right) V^{(j_G)},
\]

where

\[
\prod_{n=j_G+1}^{j} M^{(n)} = M^{(j)} M^{(j-1)} \cdots M^{(j_G+1)}.
\]

In addition, the row \( k \) \( (k \geq 1) \) and column \( i \) \( (i \geq 1) \) entries of \( M^{(n)} \) are given by

\[
\begin{cases} 
M^{(n)}[k, i] = 0 & \text{for } i \neq k, \ k - 1 \\
M^{(n)}[k, k] = n(\nu - 1) - (\beta + k + \nu - 3) \\
M^{(n)}[k, k - 1] = \nu(\beta + k + n - 3)
\end{cases}
\]

**Remark 3.1.** We use square brackets to denote vector and matrix entries. Because indices on the entries of \( M^{(n)} \) and \( V^{(j)} \) start at 1, the expressions in the above theorem are obtained by setting \( \ell = k - 1 \) in Equation (16).

We note that there is a unique index \( \delta^{(n)} = n(\nu - 1) - \beta + 2 \) such that \( M^{(n+1)}[\delta^{(n)}, \delta^{(n)}] = 0 \). This leads to a remarkable simplification in the 4-valent \( (\nu = 2) \) case, which we exploit in the next section.

### 4. The four-valent case

As detailed in Appendix C, a remarkable simplification occurs in the 4-valent case: the number of possibly non-zero entries of the vector \( V^{(j)} \) is independent of \( j \). This happens because when \( \nu = 2 \), the index \( \delta^{(n)} \) introduced at the end of the previous section satisfies the property

\[
\delta^{(n+1)} = \delta^{(n)} + 1.
\]

Consequently, the dynamics of \( V^{(j)} \) may be described in terms of a product of operators defined on a vector space of fixed finite dimension. Appendix D demonstrates that these operators may be simultaneously diagonalized, thereby leading to an explicit formulation for the non-recursive counts, as we will now summarize.

Recall from (4) that the coefficients of the full Laurent polynomial of \( z g^{-1} \) constitute a vector of length \( 5g - 1 \),

\[
V^{(0)}_{z,2} = \left[ 0, \ldots, 0, a^{(0)}_{z,0}, \ldots, a^{(0)}_{z,3g-1} \right]^T,
\]

in which the first \( 2g - 1 \) coefficients vanish. (By convention the constant term is not included here but it vanishes as well.) In [15] it is shown that \( a^{(0)}_{z,3g-1} > 0 \) for all \( g > 0 \). As just mentioned, in the 4-valent case the vector dynamics may be diagonalized, leading to a matrix operator at the \( j \)th stage whose row vector of column sums may be explicitly evaluated to be

\[
\mathcal{R}^{(j)}_z = \left[ \mathcal{R}_z^{(j)[1]}, \ldots, \mathcal{R}_z^{(j)[5g - 1]} \right], \quad \mathcal{R}_z^{(j)[n]} = \frac{1}{2n-1} \sum_{k=1}^{n-1} \left( \frac{n - 1}{k - 1} \right) \prod_{\ell=0}^{n-1} 2(2\ell + k) .
\]

Then, the map counts are given by

\[
\mathcal{N}_z(g, j) = 12^j \ \mathcal{R}_z^{(j)} \cdot V^{(0)}_{z,2}.
\]

We note that \( \mathcal{R}_z^{(j)} \) is completely independent of the genus. A very similar result is obtained for the counts in the regular 4-valent case, for \( g > 1 \),

\[
\mathcal{N}_e(g, j) = 12^{j-1} \ \mathcal{R}_e^{(j)} \cdot V^{(1)}_{e,2},
\]
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where now
\[ V_{c,2}^{(1)} = \left[ 0, \ldots, 0, b_{c,0}^{(1)}, \ldots, b_{c,3g-3}^{(1)} \right]^T, \]
is the vector of coefficients in the Laurent polynomial for \(-z_0^{-3} d_{eg}/dz_0\) which has length \(5g - 5\), with the first \(2g - 3\) coefficients vanishing. \(R^{(j)}_s\) differs from \(R^{(j)}_s\) only in that the product appearing in \(R^{(j)}_s[n]\) now runs from 1 to \(j - 1\) rather than from 0 to \(j - 1\), and that they are of different length. All of this is compactly summarized in the following theorem.

**Theorem 4.1.** Assume that \(j_G \leq j_0 = \beta - 1\), where \(j_G\) and \(\beta\) are defined in Equation (15). For \(j \geq j_G\), let \(N_{4,z}(g,j)\) (resp. \(N_{4,e}(g,j)\)) be the number of 4-valent, 2-legged (resp. regular) maps with \(j\) vertices that can be embedded in a surface of genus \(g\). Each of these numbers is equal to \(c_{G,2}^{(j_G)} = 12^{j-G}\) times the contraction of a row vector \(R^{(j)}\) with a column vector \(X^{(j_G)}\) of initial coefficients, both of which have length \(s\). The row vector \(R^{(j)}\) satisfies
\[ R^{(j)} = \left[ R^{(j)}[1], \ldots, R^{(j)}[s] \right], \quad R^{(j)}[n] = \frac{1}{2^{n-1}} \sum_{k=1}^n \left( \begin{array}{c} n-1 \n-1 \end{array} \right) \prod_{\ell=j_G}^{j-1} 2(2\ell + k) \]
and \(X^{(j_G)}\) is the vector of coefficients of the partial fraction decomposition of
\[ R^{(j_G)}(z_0) = \frac{G^{(j_G)}(z_0)}{z_0^{j_G+1}} \]
in powers of \((z_0 - 2)\). The numbers \(N_{4,z}(g,j)\) and \(N_{4,e}(g,j)\) only differ through the value of \(s\), with
\[ s_{z_G} = 5g - 1 \quad \text{and} \quad s_{e_G} = 5g - 5, \]
the parameters \(j_G\) and \(\beta\) introduced in Equation (15), and the initial vector of coefficients \(X^{(j_G)}_g\).

Note that the vector \(R^{(j)}\) may be viewed as the truncation to a vector of length \(s\) of a universal, semi-infinite vector
\[ \left[ R^{(j)}[1], \ldots, R^{(j)}[n], \ldots \right], \quad R^{(j)}[n] = \frac{1}{2^{n-1}} \sum_{k=1}^n \left( \begin{array}{c} n-1 \n-1 \end{array} \right) \prod_{\ell=j_G}^{j-1} 2(2\ell + k) \]
whose entries are independent of the genus \(g\). This description provides interesting insight into the structure of the general formulas for Theorem 2.1 in the case when \(\nu = 2\).

We may now apply Theorem 4.1 to obtain closed-form expressions for the number of 4-valent maps for given values of \(g\). These require knowledge of \(z_G(z_0)\) and \(e_G(z_0)\), in order to find the initial vector of coefficients \(X^{(j_G)}_g\), as well as the value of the initial index \(j_G\). Given the nature of the entries of the row vector \(R^{(j)}\), we will make use of the following formulas, which can be established by direct calculation for \(p \geq 0\).
\[ d^{(j)}_{2p,0} = \prod_{\ell=0}^{j-1} (4\ell + 4p) = 4^j \frac{(j + p - 1)!}{(p - 1)!}, \quad d^{(j)}_{2p+1,0} = \prod_{\ell=0}^{j-1} 2(2\ell + 1 + 2p) = \frac{(2j + 2p)!p!}{(2p)! (j + p)!}. \]
(18)

Since Theorem 4.1 requires that \(j_G \leq j_0 = \beta - 1\), we obtain
\[ j_G \leq \beta - 1 \iff \begin{cases} 0 \leq 2g - 1 & \text{for } z_G, \\ 1 \leq 2g - 2 & \text{for } e_G, \\ g \geq 1/2 & \text{for } z_G, \\ g \geq 3/2 & \text{for } e_G. \end{cases} \]
Consequently, the method described in this section provides closed-form expressions for \(N_{4,z}(g,j)\) when \(g \geq 1\) (see Table 1), and for \(N_{4,e}(g,j)\) when \(g \geq 2\) (Table 2).

### 4.1 Map count for \(g = 1\)

For \(g = 1\), the method only applies to \(N_{4,z}(1,j)\) (see Appendix A for a calculation of \(N_{4,e}(1,j)\) in terms of hypergeometric functions). Then \(a = 3g - 1 = 2\), \(\beta = 2g = 2\), and \(s = a + \beta = 4\). The row vector \(R^{(j)}\), which we denote by \(R^{(j)}_0\) to emphasize that the products in \(d^{(j)}_m\) start at \(j_G = 0\), may be truncated to its first \(s = 4\) entries, leading to
\[ R^{(j)}_0[1, 2, 3, 4] = \left[ d^{(j)}_0, \frac{d^{(j)}_2 + d^{(j)}_2}{2}, \frac{d^{(j)}_1 + 2d^{(j)}_2 + d^{(j)}_3}{4}, \frac{d^{(j)}_1 + 3d^{(j)}_2 + 3d^{(j)}_3 + d^{(j)}_4}{8} \right]. \]
The rational function \( z_1 \) is given by [12]
\[
z_1(z_0) = \frac{z_0 (z_0 - 1) \left( -\frac{2}{3} + \frac{2z_0}{3} \right)}{(2 - z_0)^3} = z_0 \left( -\frac{2/3}{(2 - z_0)^2} - \frac{4/3}{(2 - z_0)^3} + \frac{2/3}{(2 - z_0)^4} \right).
\]
Since \( j_0 = \beta - 1 = 1 \), we have \( j_0 > j_G = 0 \) and, as explained in Remark C.2, we need to augment the initial set of 3 coefficients in the partial fraction expansion of \( z_1(z_0)/z_0 \) with \( j_0 - j_G = 1 \) zero, on the left. The number \( N_{4,z}(1,j) \) is obtained by contracting \( R^{(j)}_0[1, 2, 3, 4] \) with
\[
V_{z,1}^{(0)} = \frac{1}{3}[0, 2, -4, 2]^T.
\]
Specifically,
\[
N_{4,z}(1,j) = c_2^{-j} R_{0}^{(j)}[1, 2, 3, 4] \cdot V_{z,1}^{(0)}
\]
\[
= c_2^j \left( \frac{2}{3} \frac{d_1^{(j)} + d_2^{(j)}}{2} - 4 \frac{d_1^{(j)} + 2d_2^{(j)} + d_3^{(j)}}{4} + 2 \frac{d_1^{(j)} + 3d_2^{(j)} + 3d_3^{(j)} + d_4^{(j)}}{8} \right)
\]
\[
= \frac{12^j}{12} \left( d_1^{(j)} - d_2^{(j)} - d_3^{(j)} + d_4^{(j)} \right).
\]
Since
\[
d_1^{(j)} = \frac{(2j)!}{j!}, \quad d_2^{(j)} = 4^j j!, \quad d_3^{(j)} = \frac{(2j + 2)!}{2(j + 1)!}, \quad d_4^{(j)} = 4^j j(j + 1)!
\]
we obtain
\[
d_1^{(j)} - d_3^{(j)} = -2j \frac{(2j)!}{j!}, \quad d_4^{(j)} - d_2^{(j)} = 4^j j j!
\]
and thus
\[
N_{4,z}(1,j) = 12 j \left( \frac{4^j j!}{12} - \frac{(2j)!}{6 j!} \right)
\]
for \( j \geq 1 \), as indicated in Table 1.

### 4.2 Map counts for \( 2 \leq g \leq 7 \)

For \( g \geq 2 \), the method applies to both \( N_{4,z}(g,j) \) and \( N_{4,e}(g,j) \) for all values of \( j \geq 1 \). As previously indicated, an explicit formulation requires knowledge of \( z_j(z_0) \) and \( e_j(z_0) \). In [11], we derived these functions for genera up to \( g = 7 \). In all cases, \( j_0 > j_G \) and the initial vector \( V^{(j=0)} \), of size \( s = \alpha + \beta \), has its first \( j_0 - j_G \) entries equal to zero. We list these vectors in Appendices E (for \( N_{4,z}(g,j) \)) and F (for \( N_{4,e}(g,j) \)). The result of contracting each of these vectors with either \( R_{j}^{(j)} \) (when \( j_G = 0 \)) or \( R_{j}^{(j)} \) (when \( j_G = 1 \)), truncated to length \( s \), was subsequently simplified, with the help of Maple [20], into the expressions provided in Tables 1 and 2.

The top panel of Figure 2 illustrates the convergence of \( N_{4,z}(g,j) \), as given in Table 1, towards its dominant term \( N_{\infty,z}^{\infty}(g,j) \) as \( j \to \infty \), for different values of \( g \geq 2 \). Here, \( N_{\infty,z}^{\infty}(g,j) \) is defined by
\[
N_{2v,z}(g,j) = N_{\infty,z}^{\infty}(g,j) (1 + o(1)) \quad \text{as} \quad j \to \infty
\]
where
\[
N_{\infty,z}^{\infty}(g,j) = j! \left( \frac{\nu}{\nu - 1} \right) \frac{a_{g,3g-1}^{(0)}(g, \nu)}{\Gamma \left( \frac{2g}{\nu} \right)} s_{\epsilon,j}^{-\frac{g}{\nu}} , \quad s_{\epsilon} = \frac{(\nu - 1)^{\nu - 1}}{c_{\nu} \nu^\nu} , \quad (19)
\]
and \( c_{\nu} \) is given in Equation (3). The above asymptotic formula was established in [15]. A similar result for \( N_{2v,e}(g,j) \) appeared in [10]:
\[
N_{2v,e}(g,j) = N_{\infty,e}^{\infty}(g,j) (1 + o(1)) \quad \text{as} \quad j \to \infty ,
\]
where
\[
N_{\infty,e}^{\infty}(g,j) = j! \left( \frac{b_{g,3g-1}^{(0)}(g, \nu)}{\Gamma \left( \frac{2g}{\nu} \right)} \right) s_{\epsilon,j}^{-\frac{g}{\nu}} , \quad b_{g,3g-1}^{(0)}(g, \nu) = \frac{a_{g,3g-1}^{(0)}(g, \nu)}{(5g - 5)(5g - 3)\nu^2} > 0 . \quad (20)
\]
The behavior of the ratio \( N_{2v,e}(g,j) / N_{\infty,e}^{\infty}(g,j) \) is displayed in the bottom panel of Figure 2, showing convergence towards 1 for large values of \( j \).

\*Unfortunately, the term \( \sqrt{2 \nu/\nu - 1} \) in the denominator of \( N_{2v,e}(g,j) \) was incorrectly written as \( \sqrt{2 \nu} (\nu - 1) \), both in [15] and [10]. A similar typo appears in the expression for \( N_{\infty,e}^{\infty}(g,j) \) given in [10].
4.3 Reconciling the two formulations

We can compare the general formulation of $N_{4,z}(g,j)$ given in Section 2 with the result of Theorem 4.1, specific to the $\nu = 2$ case, since both involve the coefficients $a_{z,\ell}^{(0)}$.

$$N_{4,z}(g,j) = j! c^g_z \sum_{\ell=0}^{3g-1} a_{z,\ell}^{(0)} \left( \binom{2g-2}{j} + (\ell + j) \right) \binom{-j, -\frac{2j}{j} - 2g - (\ell + j)}{2g - (\ell + j)} \cdot$$

$$= c^g_z \sum_{\ell=0}^{5g-1} \mathcal{R}_0^{(j)}[\ell] X^{(j)}[\ell] = c^g_z \sum_{\ell=2g}^{5g-1} a_{z,\ell-2g}^{(0)} \mathcal{R}_0^{(j)}[\ell] = c^g_z \sum_{\ell=0}^{3g-1} a_{z,\ell}^{(0)} \mathcal{R}_0^{(j)}[\ell + 2g] \cdot$$

$$\Rightarrow 0 = \sum_{\ell=0}^{3g-1} a_{z,\ell}^{(0)} \left( j! \left( \binom{2g-2}{j} + (\ell + j) \right) \binom{-j, -\frac{2j}{j} - 2g - (\ell + j)}{2g - (\ell + j)} \cdot \right)

= \frac{1}{2^{\ell+2g-1}} \sum_{k=1}^{\ell+2g} \left( \binom{\ell + 2g - 1}{k - 1} \prod_{m=0}^{j-1} 2(2m + k) \right) \cdot$$

Although equality of the two linear combinations here does not require equality of their coefficients, we checked that the following identity was true for a range of integer values of $\ell$, $g$, and $j$, specifically $0 \leq \ell \leq 20$ and $1 \leq g, j \leq 20$. We leave this statement as a conjecture for future analysis.

**Conjecture 4.1.** For integer values of $g \geq 1$, $\ell \geq 0$, and $j \geq 1$, the following identity is true

$$j! 2^{\ell+2g-1} \binom{2g-2}{j} \binom{-j, -\frac{2j}{j} - 2g - (\ell + j)}{2g - (\ell + j)} = \sum_{k=1}^{\ell+2g} \binom{\ell + 2g - 1}{k - 1} \prod_{m=0}^{j-1} 2(2m + k) \cdot$$

5. Conclusions

In this paper, we have considered the problem of finding explicit closed-form expressions of map counts on a surface of genus $g$. Such expressions enable one to immediately read off the desired counts for maps with $j$ vertices ($j$ arbitrary) without any iterative calculations required. This is what we have referred to as non-recursive counts. We have explicitly solved this problem in the case of 4-valent maps, for genera $g \leq 7$, as demonstrated in Tables 1 and 2. As mentioned in the introduction, examples of such non-recursive counts did already exist in the literature, but for rather low values of the genus ($g \leq 3$).
We have presented two different approaches to formulating the map counts. The first, which applies Cauchy’s integration formula to the relevant generating function, led to an explicit expression for $N_{2\nu,e}(1,j)$, for arbitrary even valence. This approach also provided general expressions (regardless of the value of $g$) for counts of $2\nu$-valent maps, in terms of linear combinations of the coefficients of the partial fraction expansions of $z_0/z_0$ and $e_\nu$. The second approach looked at the dynamics of the coefficients of the partial fraction expansion associated with successive derivatives of the generating functions, with the order of the derivatives playing the role of time. In the case when $\nu = 2$, we were able to solve the corresponding vector difference equations in terms of a universal, genus-independent row vector: truncating this vector to a row of finite, genus-dependent length, and contracting the result with a column vector of initial partial fraction coefficients, led to the desired counts. The advantage of the second approach is that it produces expressions for the counts in terms of elementary combinatorial functions of the number of vertices $j$. The connection between these two seemingly different methods led us to conjecture an identity involving hypergeometric functions.

Both approaches are able to generate closed expressions for non-recursive counts effectively and rather quickly for comparatively high values of the genus, once the initial coefficients are known. A general framework to derive these coefficients is described in a separate manuscript [11], which itself builds on [21]. Consequently, the results of the present work, together with the techniques developed in [21] and [11], completely address the problem of establishing closed-form non-recursive formulas for the number of even-valence maps with an arbitrary number of vertices, embedded in surfaces of arbitrary genus. The remainder of this section is a brief discussion of some questions that now appear open for fruitful investigation thanks to the results of the present manuscript.

First, we note that the method for evaluating contour integrals developed here can easily be generalized to other rational functions of $z_0$. This could, for instance, be used to calculate more general correlation functions arising in random matrix theory. In addition, there are by now a number of instances of the application of perturbative methods of statistical physics to the analysis of geometric partition functions. These lead to asymptotic expansions whose coefficients are generating functions for various topological or geometric invariants. They include applications in knot theory [22], hyperbolic surface theory [23], and symplectic manifold invariants [24]. It will be interesting to see if our methods may be applied, to some extent, to these other contexts. For instance, we have found strong numerical evidence that

$$\chi(\Gamma_g) = \sum_{\ell=0}^{3g-3} b^{(0)}_{g,\ell}$$

where $b^{(0)}_{g,\ell}$ are the Laurent coefficients for $e_g(z_0)$ and $\chi(\Gamma_g)$ is the orbifold Euler characteristic for the mapping class group $\Gamma_g$ (equivalently, the moduli space of genus $g$ Riemann surfaces) [25]. In a similar vein, non-recursive counts of maps with boundaries appear in a number of places in the literature going back to Tutte [1] in the case of $g = 0$, with more recent examples for $g \leq 2$ being provided in [5]. Such enumerations play a role in recent work on Jackiw-Teitelboim quantum gravity [26] and our methods may be relevant to these questions as well.

Second, it is natural to ask how much of the analysis of the dynamics of the vector $V^{(j)}$ carried out in Sections 3 and 4 can be continued to the case when $\nu \neq 2$. Certainly, the ordered product representation, displayed in Theorem 3.1, of the solution to the vector difference equation is quite general. The obstacle arises in the absence of an evident reduction of the dynamics to a vector of fixed length when $\nu \neq 2$. Furthermore, and this is partially a consequence of the prior obstacle, one does not in general have a simultaneous diagonalization of the operators in the ordered product representation. However, our investigations, which are beyond the scope of the present manuscript, show that one can diagonalize each factor of that product. The result is a product in which the respective diagonalizations are interlaced by a common operator that turns out to be an explicit Toeplitz operator.

In a slightly different direction, one can consider the case of odd valence [14, 27]. Structures analogous to what we have studied for even valence indeed exist for triangulations (dual to trivalent maps). In particular, rational expressions for $z_0$ and $e_\nu$ as functions of $z_0$ are available. In [11] these structures are used to calculate map counts. As mentioned in the introduction, non-recursive map counts in the 3-valent case are known for $g = 0$ and $g = 1$ [14]. It is a natural goal to extend this to higher genus and we intend to consider these questions in future work.

A. Non-recursive counts of $e_1$

In this appendix, we provide a direct evaluation of $N_{2\nu,e}(1,j)$ starting from the contour integral representation given in [15],

$$N_{2\nu,e}(1,j) = \frac{j! e_\nu}{2\pi i} \oint \frac{e_1(\eta)}{\eta^{j+1}} d\eta,$$  

(21)
where the integral is taken on a small loop surrounding the origin, \( e_1(\eta) = -\frac{1}{12} \log(\nu - (\nu - 1)z_0) \) and the relation between \( \eta \) and \( z_0 \) is given by the string equation

\[ 1 = z_0 - \eta z_0^\nu. \]

**Theorem A.1.** The number of \( 2\nu \)-regular maps with \( j \geq 1 \) vertices that can be embedded in a surface of genus 1 is given by

\[
N_{2\nu,c}(1,j) = \frac{j! c_j}{12} \left[ (\nu-1) \binom{\nu j - 1}{j} \right] \frac{3F_2}{12} \left( \begin{array}{ccc} 1, 1, 1 - j & : 1 - \nu \\ 2, (\nu - 1) j + 1 & \end{array} \right) \left( -\nu \right)^2 \frac{3F_2}{12} \left( \begin{array}{ccc} 1, 1, 2 - j & : 1 - \nu \\ 2, (\nu - 1) j + 2 & \end{array} \right)
\]

where \( 3F_2 \) is the generalized hypergeometric function \([19]\).

**Proof.** Using the string equation, the contour integral (21) is rewritten as

\[
= \frac{j! c_j}{12} \sum_{m=0}^{\nu j - 1} \sum_{k=0}^{\nu j - m - j} \frac{1}{(\nu - 1)^{m-j}} \frac{1}{2\pi i} \int (1 - w)^{m-j-1} dw
\]

\[
= \frac{j! c_j}{12} \sum_{m=0}^{\nu j - 1} \frac{1}{(\nu - 1)^{m-j}} \frac{1}{2\pi i} \int (1 - w)^{m-j-1} dw
\]

\[
= \frac{j! c_j}{12} \sum_{m=0}^{\nu j - 1} \frac{1}{(\nu - 1)^{m-j}} \frac{1}{2\pi i} \int (1 - w)^{m-j-1} dw
\]

\[
= \frac{j! c_j}{12} \sum_{m=0}^{\nu j - 1} \frac{1}{(\nu - 1)^{m-j}} \frac{1}{2\pi i} \int (1 - w)^{m-j-1} dw
\]

In the second line, we have made the substitution \( u = z - 1 \). In the third line, we apply the binomial expansion since \( j \geq 1 \), and in the fifth line, the logarithm is expanded in its Taylor series since it is analytic in a small neighborhood of \( w = 0 \) containing the contour. In the last line, the summation is reversed. Rewriting

\[
\begin{align*}
\binom{\nu j - 1}{j - m - 1} &= \frac{(\nu j - 1)!}{(j - 1)! (\nu j - j)!} \frac{(j - 1)!}{(\nu j - j + 1)!} = \binom{\nu j - 1}{j - 1} \frac{(j - 1)!}{(\nu j - j + 1)!} \\
\binom{\nu j - 1}{j - m - 2} &= \frac{(\nu j - 1)!}{(j - 2)! (\nu j - j + 1)!} \frac{(j - 2)!}{(\nu j - j + 2)!} = \binom{\nu j - 1}{j - 2} \frac{(j - 2)!}{(\nu j - j + 2)!}
\end{align*}
\]

where \( x^m = x(x+1) \cdots (x+m-1) \) is the rising factorial and \( x^m = x(x-1) \cdots (x-m+1) \) is the falling factorial of \( x \), we have

\[
N_{2\nu,c}(1,j) = \frac{j! c_j}{12} \sum_{m=0}^{\nu j - 1} \frac{1}{(\nu - 1)^{m-j} m+1} \frac{1}{(j - 1)!} \frac{1}{(\nu j - j + 1)!} \frac{(j - 1)!}{(\nu j - j + 1)!} \\
- \sum_{m=0}^{j-2} \frac{1}{(\nu - 1)^{m-j-2} m+1} \frac{1}{(j - 2)!} \frac{1}{(\nu j - j + 2)!} \frac{(j - 2)!}{(\nu j - j + 2)!}
\]

\[
= \frac{j! c_j}{12} \binom{\nu j - 1}{j - 1} \sum_{m=0}^{(\nu - 1)^{m+1} m!}{m!} \frac{(j - 1)!}{(\nu j - j + 1)!}
\]

\[
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where we have emphasized the \( \frac{z}{j} + 1 \) and made use of Equation (4), written here as

\[
\sum_{j=0}^{\infty} \frac{1}{(2j+1)!} \frac{z^{2j+1}}{(j+1)^{2j+1}} = 0
\]

and (for \( g > 0 \))

\[
\sum_{j=0}^{\infty} \frac{1}{(2j+1)!} \frac{z^{2j+1}}{(j+1)^{2j+1}} = 0
\]

where \( \text{a}_j \) is the generalized hypergeometric function. In the penultimate line of the above calculation, it is understood that the ratios in the infinite sums are set to zero when their numerator vanishes through the rising factorial \((1 - j)_{2m} or (2 - j)_{2m}\). Maple [20] uses the same convention when evaluating these functions.

### B. Contour Integral Representations in terms of Hypergeometric Functions

In this appendix, we use partial fraction expansions of the rational forms of \( z_g \) and \( e_g \) as functions of \( z_0 \) to express \( N_{2\nu,z}(g,j) \) and \( N_{2\nu,e}(g,j) \) (for \( g > 1 \)) in terms of hypergeometric functions. We first consider the case of \( z_g \) and make use of Equation (4), written here as

\[
z_g(z_0) = z_0 \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell(g,\nu)}{(\nu - (\nu - 1)z_0)^{2g+\ell}}, \quad a^{(0)}_\ell(g,\nu) \in \mathbb{R},
\]

where we have emphasized the \( g \)- and \( \nu \)-dependence of the \( a^{(0)}_\ell(g,\nu) \) coefficients. For clarity, this dependence is dropped in the calculations below.

\[
N_{2\nu,z}(g,j) = \frac{j!c_{\nu}^{(0)}}{2\pi i} \oint \frac{z^{(0)}(\eta)}{\eta^{2g+1}} \, d\eta
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \oint \frac{(\nu - (\nu - 1)z)_{\nu j} \frac{z_g}{z}}{(z - 1)^{j+1}} \, dz
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \int \frac{(\nu - (\nu - 1)z)_{\nu j}}{(z - 1)^{j+1}(\nu - (\nu - 1)z)^{2g+\ell} \frac{z^{\nu j}}{z}} \, dz
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \int \frac{(1 + u)^{\nu j}}{(z - 1)^{j+1}(\nu - (\nu - 1)z)^{2g+\ell - 1}} \, du
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \int \sum_{n=0}^{\infty} \left( \frac{(2g+\ell+n)}{n} \right) (\nu - 1)^n \delta_{n+m,j} \sum_{m=0}^{j} \frac{n!}{m!} \right] \, du
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \sum_{n=0}^{\infty} (\nu - 1)^n \sum_{m=0}^{j} \left( \frac{2g+\ell+m}{n} \right) \left( \frac{\nu j}{m} \right) \frac{1}{2\pi i} \int d^{n+m+j} \, du
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \sum_{n=0}^{\infty} (\nu - 1)^n \sum_{m=0}^{j} \left( \frac{2g+\ell+m}{n} \right) \left( \frac{\nu j}{m} \right) \delta_{n+m,j} \mid_{m,n \geq 0}
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \sum_{n=0}^{\infty} (\nu - 1)^n \sum_{m=0}^{j} \left( \frac{2g+\ell+m}{j-m} \right) \left( \frac{\nu j}{m} \right)
\]

\[
= \frac{j!c_{\nu}^{(0)}}{2\pi i} \sum_{\ell=0}^{3g-1} \frac{a^{(0)}_\ell}{2\pi i} \sum_{n=0}^{\infty} (\nu - 1)^n \sum_{m=0}^{j} \left( \frac{2g+\ell+m}{j-m} \right) \left( \frac{\nu j}{m} \right)
\]
of equation (6), written as line 6. Appendix A, except that here we use multiset combinatorial coefficients to expand (1

\[ \nu, e \]

\[ j = 1 \]

\[ c \]

\[ p \]

\[ 2F1 \]

The contour integral derivation of hypergeometric counts for \( e_g, g \geq 2 \), follows a similar line and makes use of equation (6), written as

\[ e_g(z_0) = C^{(g)} + \sum_{\ell=0}^{3g-3} \frac{b^{(0)}_{g,\ell}(g, \nu)}{(\nu - (\nu - 1)z_0)^{2g+\ell-2}}. \]

We note that the coefficients \( b^{(0)}_{g,\ell}(g, \nu) \) depend on \( \nu \), whereas \( C^{(g)} \) does not. For clarity, in the calculations below, we write \( b^{(0)}_{g,\ell}(g, \nu) \) instead of \( b^{(0)}_{g,\ell}(g, \nu) \). Since the counts for \( j = 0 \) are zero, we assume \( j \geq 1 \).

\[ N_{2\nu,e}(g, j) = \frac{j!}{2\pi i} \int \frac{e_g(\eta)}{\eta^{j+1}} d\eta \]

\[ j! \]

\[ C^{(g)} \]

\[ \frac{d\eta}{\eta^{j+1}} \]

\[ b^{(0)}_{g,\ell}(g, \nu) \]

\[ 2\pi i \]

\[ z^{\nu j - 1} \]

\[ u \]

\[ 2\pi i \]

\[ \sum_{n=0}^{\infty} \frac{((2g-3+\ell)_n)((-1)^nu)^n}{u^{j+1}} \]

\[ (v_j - 1) \]

\[ 2\pi i \]

\[ \sum_{m=0}^{j-m} \]

\[ 1 \]

\[ 2\pi i \]

\[ m! \]

\[ u ! \]

\[ j-m \]

\[ m ! \]

\[ 2F1 \]

\[ \frac{1}{1 - \nu} \]

The hypergeometric functions appearing in \( N_{2\nu,e}(g, j) \) and \( N_{2\nu,e}(g, j) \) are well defined even though their denominator involves a negative parameter. This is because the corresponding terms in the sum already vanish through the rising factorial of \(-j\). This convention is in agreement with the definition of the Gauss hypergeometric function given in [19], Equation 15.2.5, and is also used by Maple [20] when evaluating these functions.
C. Dynamics of the vectors $V^{(j)}$ under the linear transformations $M^{(n)}$

This appendix uses notation introduced in Section 3. Because the partial fraction expansion of $R^{(j)}(z_0)$ involves a finite number of terms, any semi-infinite vector $V^{(j)}$ has a finite number of non-zero entries. We may thus ask how the number of such non-zero entries evolves with $j$.

![Diagram showing the transformation of vectors $V^{(j)}$ and $M^{(j+1)}$]  

Figure 3: This figure illustrates that if $V^{(j)}$ has a band of length $s$ of possibly non-zero entries, from row $\sigma(j)+1$ to row $\eta(j)$, and if $M^{(j+1)}[\delta(j),\delta(j)] = 0$ (in bold), where $\delta(j) = \sigma(j)+1$, then the product $V^{(j+1)} = M^{(j+1)}V^{(j)}$ has a zero in slot $\delta(j)$ (also in bold) followed by at most $s$ non-zero entries, from row $\sigma(j)+1$ to row $\eta(j) + 1 - 1$. In each vector, the band of length $s = \eta(j) - 1 - \sigma(j) = \eta(j) + 1 - 1 - \sigma(j) + 1$ is represented by a red rectangle. The pattern repeats for $V^{(j+2)}$ as long as $\delta(j) + 1 = \delta(j) + 1$.

C.1 Number of non-zero entries of $V^{(j)}$

For each vector $V^{(j)}$, we call $\sigma(j)$ the index marking the end of some initial band of zeros, and $\eta(j)$ the index marking the beginning of the semi-infinite string of zeros in $V^{(j)}$. In the 4-valent case, that is when $\nu = 2$, the following analysis proves that $s(j) := \eta(j) - 1 - \sigma(j)$, the generic number of non-zero entries of $V^{(j)}$, is constant for $j$ large enough. The reader is referred to Figure 3 for the notation related to Theorem C.1.

**Theorem C.1.** Assume $\delta^{(j+1)} = \delta^{(j)} + 1$ and let $j$ be large enough such that $\sigma(j) = \delta^{(j)} - 1 \geq 0$. Let $\eta(j)$ be such that $\eta(j) > \sigma(j) + 1 = \delta^{(j)}$ and

$$V^{(j)}[i] = 0 \text{ for } i \geq \eta(j).$$

Then, one can choose $\eta(j)$ such that $\eta(j) = \eta(j) + 1$. If, in addition,

$$V^{(j)}[i] = 0 \text{ for } i \leq \sigma(j),$$

then the length of the band of possibly non-zero entries of $V^{(j)}$, $s = \eta(j) - 1 - \sigma(j)$, is independent of $j$.

**Proof.** For $i \geq 1$ and $j \geq j_G$ such that $\sigma(j) = \delta^{(j)} - 1 \geq 0$, suppose that $V^{(j)}[i] = 0$ for $i \leq \sigma(j)$. We calculate $V^{(j+1)}[i]$, using the structure of the matrix $M^{(j+1)}$. Since

$$V^{(j+1)}[i] = c_\nu \left( M^{(j+1)}[i,i-1] \cdot V^{(j)}[i-1] + M^{(j+1)}[i,i] \cdot V^{(j)}[i] \right),$$

we can establish the following.

- $V^{(j+1)}[i] = 0$ for $i \leq \sigma(j)$ since both $V^{(j)}[i-1]$ and $V^{(j)}[i]$ are zero.

- $V^{(j+1)}[\sigma(j)+1] = -c_\nu M^{(j+1)}[\sigma(j)+1,\sigma(j)+1] V^{(j)}[\sigma(j)+1] = 0$ since $\sigma(j)+1 = \delta^{(j)}$ and $M^{(j+1)}[\delta^{(j)},\delta^{(j)}] = 0$.

Therefore, $V^{(j+1)}[i] = 0$ for $i \leq \sigma(j) + 1 = \delta^{(j)} + 2 = \delta^{(j+1)} + 1 = \sigma(j) + 1$. Note that crucial to this step is the assumption that $\delta^{(j+1)} = \delta^{(j)} + 1$. Similarly,

- $V^{(j+1)}[i] = 0$ for $i \geq \eta(j)+1$ since both $V^{(j)}[i-1]$ and $V^{(j)}[i]$ are zero. We can thus define $\eta(j+1) = \eta(j) + 1$. 


Therefore, $V^{(j+1)}[i] = 0$ for $i \geq \eta(j + 1)$. Now, consider the length $s(j) = (\eta(j) - 1) - \sigma(j)$ of the vector $X^{(j)} = [V^{(j)}[\sigma(j) + 1], \ldots, V^{(j)}[\eta(j) - 1]]$ consisting of the band of possibly non-zero entries of $V^{(j)}$. We have

$$s(j + 1) = \eta(j + 1) - 1 - \sigma(j + 1) = (\eta(j) + 1) - 1 - (\sigma(j) + 1) = \eta(j) - 1 - \sigma(j) = s(j)$$

and is, therefore, independent of $j$.

This Theorem is only useful if $\delta^{(j+1)} = \delta^{(j)} + 1$. This is the case when $\nu = 2$, as shown below.

Lemma C.1. When $\nu = 2$,

$$\delta^{(j+1)} = \delta^{(j)} + 1.$$ 

In addition,

$$\delta^{(j)} \geq 1 \text{ for } j \geq j_0 = \beta - 1.$$ 

Proof. Recall that $\delta^{(j)}$ is the unique index such that $M^{(j+1)}[\delta^{(j)}, \delta^{(j)}] = 0$, where $M^{(j)}[k, k]$ is given in Theorem 3.1. Since $\delta^{(j)} = j(\nu - 1) - \beta + 2$, this index is linear in $j$ with slope equal to 1 when $\nu = 2$, so that $\delta^{(j+1)} = \delta^{(j)} + 1$. The last statement of the lemma is obtained by solving $\delta^{(j_0)} = 1$ for $j_0$ and noting that the $\delta^{(j)}$ are increasing functions of $j$.

Since the conditions of Theorem C.1 apply when $j = j_0$, we have the following result.

Lemma C.2. When $\nu = 2$, we can choose the length $s$ of the vector

$$X^{(j)} = [V^{(j)}[h(j) + 1], \ldots, V^{(j)}[k(j) - 1]]$$

to be such that

$$s = \alpha + \beta.$$ 

Proof. Equation (14) shows that when $j = j_0$, the number of terms in the partial fraction expansion of $R^{(j)}(z_0)$ is no larger than $\alpha + j_0 + 1$, which can then be used to define $s$.

Remark C.1. Clearly, since the value of $\eta(j)$ can be arbitrarily increased, any value of $s$ larger than that set in Lemma C.2 is also valid. However, we know that $\alpha + \beta = 5g - 1$ (resp. $\alpha + \beta = 5g - 5$) is the exact number of non-zero coefficients in the partial fraction expansion of $R^{(j)}(z_0)$ when $G = z_g$ (resp. $G = e_g$) [15, 16].

To summarize, we have shown that when $\nu = 2$ and $j \geq j_0 \geq j_G$, the vector $V^{(j)}$ has the form

$$V^{(j)} = [0, \ldots, 0, x_1^{(j)}, x_2^{(j)}, \ldots, x_s^{(j)}, 0, \ldots]$$

where $x_k^{(j)} = V^{(j)}[\sigma(j) + k]$ and we defined $X^{(j)} = [x_1^{(j)}, \ldots, x_s^{(j)}]$. Recall that $j_G$ is the lowest value of $j$ for which $R^{(j)}(z_0)$ has a partial fraction expansion that satisfies the form assumed to derive the recurrence relations of Theorem 3.1.

Remark C.2. If $j_G < j_0$, then the recurrence relations still apply and the above results may be extended to values of $j$ such that $j_0 > j \geq j_G$ provided the partial fraction expansion of $R^{(j)}$ has no more than $s$ terms. In such a case, it is still possible to define $X^{(j)}$ as above, by padding the vector of initial coefficients with zeros on the left, to make it exactly of size $s$. From Equation (14), we see that the number of terms in the partial fraction expansion of $R^{(j)}$ is equal to $\alpha + j + 1$. Setting $\alpha + j + 1 \leq s$ gives $j \leq \beta - 1 = j_0$. Therefore, the structure of $V^{(j)}$ and the definition of $X^{(j)}$ are valid for all $j \geq j_G$ as long as $j_G \leq j_0$.

Remark C.3. If $j_G > j_0$, the condition

$$V^{(j)}[i] = 0 \text{ for } i \leq \sigma(j),$$

specified in Theorem C.1 is never satisfied. Indeed, for $q_0^{(j+1)}$ to be zero when $q_0^{(j)} \neq 0$, $\partial G/\partial \nu$ should be in the form prescribed by Equation (14) before or at the same time as $\delta^{(j)}$ becomes equal to one. Since $\delta^{(j)} = 1$ when $j = j_0$, one needs $j_0 \geq j_G$. 
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C.2 Reduction of the dynamics to a vector of fixed length

Since when \( \nu = 2 \), the length \( s \) is independent of \( j \) for \( j \geq j_G \), the evolution of \( V^{(j)} \) under the linear dynamics corresponding to successive applications of \( M^{(n)} \) can be reduced to a description of how the vector \( X^{(j)} \) maps into \( X^{(j+1)} \).

**Theorem C.2.** The vector \( X^{(j+1)} \) is obtained from \( X^{(j)} \) according to the linear transformation \( X^{(j+1)} = c_2 A^{(j)} X^{(j)} \), where \( X^{(j)} = [x_1^{(j)}, \ldots, x_s^{(j)}] \) and the matrix \( A^{(j)} \) is the \( s \times s \) truncation of the semi-infinite matrix

\[
A^{(j,\infty)} = \begin{pmatrix}
2(2j + 1) & -1 & 0 & \cdots \\
0 & 2(2j + 2) & -2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\cdots & \cdots & 0 & 2(2j + k) & -k & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}
\]  

(22)

**Proof.** This is obtained by direct calculation, noting that \( x_k^{(j)} = V^{(j)}[\tau(j) + k] \). Specifically,

\[
\frac{1}{c_2} x_k^{(j+1)} = \frac{1}{c_2} V^{(j+1)}[\tau(j + 1) + k] = \frac{1}{c_2} V^{(j+1)}[\tau(j) + 1 + k] \\
= M^{(j+1)}[\tau(j) + 1 + k, \tau(j) + k] \cdot V^{(j)}[\tau(j) + k] \\
+ M^{(j+1)}[\tau(j) + 1 + k, \tau(j) + 1 + k] \cdot V^{(j)}[\tau(j) + k + 1] \\
= M^{(j+1)}[\tau(j) + 1 + k, \tau(j) + k] \cdot x_k^{(j)} + M^{(j+1)}[\tau(j) + 1 + k, \tau(j) + 1 + k] \cdot x_{k+1}^{(j)}.
\]

We can calculate

\[
M^{(j+1)}[\tau(j) + 1 + k, \tau(j) + k] = M^{(j+1)}[\beta + k + 1, \beta + k] \\
= (\beta + j - \beta + 2 + k + 1 - 3) = 2(2j + k)
\]

and

\[
M^{(j+1)}[\tau(j) + 1 + k, \tau(j) + 1 + k] = M^{(j+1)}[\beta + 2 + k, j - \beta + 2 + k] \\
= j + 1 - (\beta + j - \beta + 2 + k - 1) = -k.
\]

Therefore,

\[
\frac{1}{c_2} x_k^{(j+1)} = 2(2j + k) x_k^{(j)} - k x_{k+1}^{(j)}, \quad 1 \leq k \leq s
\]

with the understanding that \( x_{s+1}^{(j)} = 0 \). This proves the statement. \( \square \)

**D. Map Counts as Vectorial Contractions**

We now return to the definitions of \( N_{q,z}(g,j) \) and \( N_{q,e}(g,j) \) in Equations (1) and (5). In terms of \( G \), we are interested in calculating

\[
N_{q}(j) = (-1)^j \left. \frac{d^j G}{dV} \right|_{V=0} = G^{(j)}(1) = R^{(j)}(1)
\]

since \( z_0 = 1 \) when \( t = 0 \). Because \( V^{(j)} \) contains the coefficients of the partial fraction expansion of \( R^{(j)}(z_0) \) in powers of \( (2 - z_0) \) (which is equal to 1 when \( z_0 = 1 \)), the sum of the entries of \( V^{(j)} \) is exactly equal to \( R^{(j)}(1) \). Consequently, since the section of \( V^{(j)} \) with non-zero entries is equal to the vector \( X^{(j)} \), we have

\[
N_{q}(j) = \sum_{i=1}^{s} X^{(j)}[i].
\]  

(23)

The problem of counting maps has therefore been reduced to finding the sum of entries of a vector resulting from successive applications of the matrices \( A^{(j)} \). Specifically,

\[
X^{(j)} = c_2^{j-j_G} \left( \prod_{k=j_G}^{j-1} A^{(k)} \right) X^{(j_G)},
\]

where \( j_G \) is the lowest value of \( j \) for which \( R^{(j)}(z_0) \) has a partial fraction expansion of the form given in (14). This allows us to restate Equation (23) in terms of the following lemma.
Lemma D.1. For \( \nu = 2 \), let \( R^{(j)} \) be the row vector obtained by summing the columns of the matrix

\[
M^{(j)} = \prod_{k=jG}^{j-1} A^{(k)}. 
\]

The number of 4-valent, 2-legged (resp. regular) maps with \( j \) vertices that can be embedded in a surface of genus \( g \) is given by the contraction

\[
N_d(j) = c_2^{j-jG} R^{(j)} \cdot X^{(jG)}
\]

where \( G = z_g \) (resp. \( G = e_g \)). For reference, the \( s \times s \) matrix \( A^{(k)} \) is defined in Theorem C.2, \( s = \alpha + \beta \) was calculated in Lemma C.2, and the values of \( jG, \alpha, \) and \( \beta \) for \( z_g \) and \( e_g \) are given in Equation (15).

The next theorem exploits the remarkable structure of the \( A^{(j, \infty)} \) matrices to describe the structure of the row vectors \( R^{(j)} \).

**Theorem D.1.** The \( n^{th} \) entry of the row vector \( R^{(j)} \) satisfies

\[
R^{(j)}[n] = \frac{1}{2^n - 1} \sum_{k=0}^{n-1} \binom{n-1}{k} d_k^{(j)} d_m^{(j)} = \prod_{\ell=jG}^{j-1} 2(2\ell + m).
\]

**Proof.** The proof is based on 2 lemmas.

**Lemma D.2.** The \( s \times s \) matrices \( A^{(j)} \) and \( A^{(k)} \) commute and therefore share a basis of eigenvectors.

**Proof.** From Equation (22), one may write that \( A^{(j)} = D_j + N \) where \( D_j \) is a diagonal matrix and \( N \) is a matrix with non-zero entries \( N[i, i+1] = -i \). From this, it is immediate that the commutator

\[
[A^{(j)}, A^{(k)}] = [N, D_k - D_j] = 4(k - j) [N, 1] = 0.
\]

**Lemma D.3.** Each \( s \times s \) matrix \( A^{(\ell)} \) may be written as

\[
A^{(\ell)} = S \cdot D^{(\ell)} \cdot S^{-1}
\]

where the diagonal entries of \( D^{(\ell)} \) are equal to \( 2(2\ell + k) \), for \( k = 1, \ldots, s \). The matrix \( S \) (whose columns are the common eigenvectors of the \( A^{(\ell)} \), for all \( \ell \)) may be chosen to be an upper unipotent matrix with entries

\[
S[k - m, k] = (-1)^m \left( \frac{1}{2} \right)^m \binom{k-1}{m}, \quad 0 \leq m < k, \quad 1 \leq k \leq s.
\]

The entries of the inverse, \( S^{-1} \) are given by

\[
S^{-1}[k - m, k] = S[k - m, k] = \left( \frac{1}{2} \right)^m \binom{k-1}{m}, \quad 0 \leq m < k, \quad 1 \leq k \leq s.
\]

**Proof.** Since, by Lemma D.2, the eigenvectors of the \( A^{(\ell)} \) are common, to find \( S \) it suffices to solve

\[
A^{(0)} = S \cdot D^{(0)} \cdot S^{-1}.
\]

For the \( k^{th} \) eigenvector, \( S[\cdot, k] \), one must have

\[
A^{(0)} S[\cdot, k] = 2k S[\cdot, k]
\]

which from the 2-step structure of \( A^{(0)} \) amounts to the system (for \( 1 \leq m < k \))

\[
2k S[k, k] = 2k S[k, k] \quad \text{and} \quad 2(k - m) S[k - m, k] - (k - m) S[k - m + 1, k] = 2k S[k - m, k].
\]

From (26) it follows that one may take \( S[k, k] = 1 \) so that \( S \) will be unipotent. Equation (27) may be rewritten as the fundamental relation

\[
S[k - m, k] = \frac{-(k - m)}{2m} S[k - (m - 1), k], \quad 1 \leq m < k.
\]
The first statement of the lemma may now be proved by induction on $m$, with the base step (for $m = 1$) stemming from the choice $S[k,k] = 1$:

$$S[k-1,k] = -\frac{(k-1)}{2} S[k,k] = (-1)^1 \left(\frac{1}{2}\right)^1 \left(\begin{array}{c} k-1 \\ m \end{array}\right).$$

For the induction step suppose one knows that the lemma holds for $m$. Applying this to (28) yields

$$S[k - (m + 1), k] = -\frac{(k - (m + 1))}{2(m + 1)} S[k - m, k]$$

$$= -\frac{(k - (m + 1))}{2(m + 1)} (-1)^{m} \left(\frac{1}{2}\right)^{m} \left(\begin{array}{c} k-1 \\ m \end{array}\right)$$

$$= (-1)^{m+1} \left(\frac{1}{2}\right)^{m+1} \frac{(k - (m + 1))}{m + 1} \left(\begin{array}{c} k-1 \\ m \end{array}\right)$$

$$= (-1)^{m+1} \left(\frac{1}{2}\right)^{m+1} \frac{(k - (m + 1))}{m + 1} \left(\begin{array}{c} k-1 \\ m \end{array}\right).$$

Finally, the second statement of the lemma follows from the first but is a bit more involved. It is proved by induction on the size $s$ of $S$. For this reason, it will be convenient to think of $S$ as the $s \times s$ truncation of a semi-infinite upper unipotent matrix whose columns are defined by Equation (24), for $k \geq 1$. For $s = 2$, one has from the prescriptions given in the statements of the lemma that

$$S \cdot S^{-1} = \left(\begin{array}{cc} 1 & -1/2 \\ 0 & 1 \end{array}\right) \left(\begin{array}{cc} 1 & 1/2 \\ 0 & 1 \end{array}\right) = \left(\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right).$$

Now assume that the claim about the entries of $S^{-1}$ holds for size $s - 1$ and consider the case where $S$ has size $s$. By induction the inverse of the principal $(s - 1) \times (s - 1)$ sub-matrix of $S$ is the $(s - 1) \times (s - 1)$ matrix whose entries are $[S[m,n]]$ for $0 < m,n < s$. So to complete the induction step one just needs to show that contracting the first $s - 1$ rows of $S$ with the last column of $S^{-1}$ (as specified in the lemma statement) always gives zero. The first statement of the lemma provides all the information needed to carry out these evaluations. For $j = 0,\ldots,s - 2$ we want to show the vanishing of the following contraction:

$$\sum_{m=j}^{s-1} S[j+1,m+1] S[m+1,s]$$

$$= \sum_{m=j}^{s-1} (-1)^{m-j} \frac{1}{2^{m-j}} \left(\begin{array}{c} m \\ m-j \end{array}\right) (\frac{1}{2^{s-j-1}} \left(\begin{array}{c} s-1 \\ s-m-1 \end{array}\right))$$

$$= \sum_{m=j}^{s-1} (-1)^{m-j} \frac{1}{2^{m-j}} \left(\begin{array}{c} m \\ m-j \end{array}\right) \left(\begin{array}{c} s-1 \\ s-m-1 \end{array}\right)$$

$$= \frac{1}{2^{s-j-1}} \sum_{m=j}^{s-1} (-1)^{m-j} \frac{1}{2^{s-j}} \left(\begin{array}{c} m \\ m-j \end{array}\right) \left(\begin{array}{c} s-1 \\ s-m \end{array}\right)$$

$$= \frac{1}{2^{s-j-1}} \sum_{m=j}^{s-1} (-1)^{m-j} \left(\begin{array}{c} m \\ j \end{array}\right) \left(\begin{array}{c} s-1 \\ m \end{array}\right).$$

The last sum may be rewritten as

$$\frac{1}{2^j} \sum_{m=j}^{s-1} (-1)^{m-j} \left(\begin{array}{c} s-1 \\ m \end{array}\right) m(m-1)\cdots(m-j+1).$$

A moment’s reflection reveals that this sum may be re-expressed as

$$\frac{1}{2^j} \frac{d^j}{dx^j} \sum_{m=0}^{s-1} \left(\begin{array}{c} s-1 \\ m \end{array}\right) x^m \bigg|_{x=-1} = \frac{d^j}{dx^j} (1 + x)^{s-1} \bigg|_{x=-1},$$

which clearly vanishes for $j = 0,\ldots,s - 2$. This concludes the proof of Lemma D.3. □
Therefore,
\[
M^{(j)} = \prod_{k=j_0}^{j-1} A^{(k)} = S \cdot \prod_{k=j_0}^{j-1} D^{(k)} \cdot S^{-1}
\]
\[
= S \cdot \text{diag} \left( \prod_{k=j_0}^{j-1} 2(2k+1), \prod_{k=j_0}^{j-1} 2(2k+2), \cdots, \prod_{k=j_0}^{j-1} 2(2k+s) \right) \cdot S^{-1}
\]
\[
= S \cdot \text{diag} \left( [d^{(j)}_1, d^{(j)}_2, \cdots, d^{(j)}_{k}] \right) \cdot S^{-1}.
\]

The final step consists in using the structure of the matrix \( S \) to calculate the column sums of \( M^{(j)} \), which are the entries of the row vector \( R^{(j)} \). The \( n \)th column vector of \( M^{(j)} \) is
\[
M^{(j)}[r, n] = \sum_{\ell=1}^{s} S[r, \ell] d^{(j)}_\ell S^{-1}[\ell, n]
\]
\[
= \sum_{\ell=1}^{s} \left( (-1)^{\ell-r} \frac{1}{2^{\ell-r}} \ell \right) d^{(j)}_\ell \left( \frac{1}{2^{n-r}} \frac{n-1}{n-\ell} \right)
\]
\[
= \frac{1}{2^{n-r}} \sum_{\ell=1}^{s} (-1)^{\ell-r} \left( \frac{\ell}{\ell-r} \right) \left( \frac{n-1}{n-\ell} \right) d^{(j)}_\ell.
\]

It follows that the \( n \)th entry of \( R^{(j)} \) is
\[
R^{(j)}[n] = \sum_{r=1}^{n} \frac{1}{2^{n-r}} \sum_{\ell=1}^{s} (-1)^{\ell-r} \left( \frac{\ell}{\ell-r} \right) \left( \frac{n-1}{n-\ell} \right) d^{(j)}_\ell
\]
\[
= \sum_{\ell=1}^{n} d^{(j)}_\ell \left( \frac{n-1}{n-\ell} \right) \sum_{r=1}^{\ell} \frac{1}{2^{n-r}} (-1)^{\ell-r} \left( \frac{\ell}{\ell-r} \right)
\]
\[
= \sum_{\ell=1}^{n} \frac{1}{2^{n-r}} d^{(j)}_\ell \left( \frac{n-1}{n-\ell} \right) \sum_{r=1}^{\ell} \frac{1}{2^{r}} (-1)^{\ell-r} \left( \frac{\ell}{\ell-r} \right)
\]
\[
= \sum_{\ell=1}^{n} \frac{1}{2^{n-r}} d^{(j)}_\ell \left( \frac{n-1}{n-\ell} \right) \sum_{r=0}^{\ell-1} \frac{1}{2^{(\ell-1)-r}} (-1)^{(\ell-1)-r} \left( \frac{\ell}{\ell-1-r} \right)
\]
\[
= \sum_{\ell=1}^{n} \frac{1}{2^{n-r}} d^{(j)}_\ell \left( \frac{n-1}{n-\ell} \right) \sum_{r=0}^{\ell-1} \frac{1}{2^{r}} (-1)^{r} \left( \frac{\ell}{1-r} \right)
\]
\[
= \sum_{\ell=1}^{n} \frac{1}{2^{n-r}} d^{(j)}_\ell \left( \frac{n-1}{n-\ell} \right) \left. (1-x)^{\ell-1} \right|_{x=1/2}
\]
\[
= \frac{1}{2^{n-1}} \sum_{\ell=1}^{n} d^{(j)}_\ell \left( \frac{n-1}{\ell} \right) d^{(j)}_{\ell+1}.
\]

This concludes the proof of Theorem D.1.

The results of this section are summarized in Theorem 4.1 of the main text.

E. Initial vectors of coefficients \( V_{z_0}^{(0)} \) for \( \mathcal{N}_{4,z}(g, j) \)

Each initial vector \( V_{z_0}^{(0)} \) below was obtained by finding the partial fraction expansion of \( z_0(z_0)/s_0 \) in powers of \( 2 - z_0 \), using the expressions provided in [11]. The resulting set of non-zero coefficients was padded on the left by \( j_0 - j_0 = j_0 = \beta = 1 = 2g - 1 \) zeros, to create a vector of length \( s = \alpha + \beta = 5g - 1 \).

\[
V_{z_0}^{(0)} = \begin{bmatrix} 0, 0, 0, -14, \frac{700}{9}, -\frac{1540}{9}, \frac{560}{3}, -\frac{910}{9}, \frac{196}{9} \end{bmatrix}^T
\]
\[ V^{(0)}_{e,3} = \begin{bmatrix} 0 & 0 & 0 & 0, & 10796 & 297416 & 1182748 & -888160 & 3723580 & -3308648 & 608972 \\ 9 & 27 & 27 & 9 & 27 & 27 & 9 \end{bmatrix}^T \]

\[ V^{(0)}_{e,4} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0, & -18696694 & 26661644 & -1387088600 & 4772537840 & -10869779620 \\ 81 & 9 & 9 & 81 & 81 & 81 & 81 \end{bmatrix}^T \]

\[ V^{(0)}_{e,5} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & -709788436 & 105371101864 & 800494094956 & -412819350944 \\ 9 & 81 & 81 & 81 & 81 & 81 \end{bmatrix}^T \]

\[ V^{(0)}_{e,6} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0, & -7297839400 & 26995581694928 & 5128257591452 & -2215732384016 \\ 91177832993400 & 81 & 9 & 81 & 81 & 81 \end{bmatrix}^T \]

\[ V^{(0)}_{e,7} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0, & 7069689017465568 & -1684587188506929200 \\ 2187 & 2187 & 2187 & 2187 & 2187 & 2187 \end{bmatrix}^T \]

\[ V^{(0)}_{e,7} = \begin{bmatrix} 0, 10, 18, -23, 28 \end{bmatrix}^T \]

F. Initial vectors of coefficients \( V^{(1)}_{e,g} \) for \( N_{4e}(g,j) \)

Each initial vector \( V^{(1)}_{e,g} \) below was obtained by finding the partial fraction expansion of \( -\frac{1}{z_0^2} \) in powers of \( 2 - z_0 \), using the expressions provided in [11]. The resulting set of non-zero coefficients was padded on the left by \( j_0 - j\alpha = j_0 - 1 = \beta - 2 = 2g - 3 \) zeros, to create a vector of length \( s = \alpha + \beta = 5g - 5 \).

\[ V^{(1)}_{e,1} = \begin{bmatrix} 0, 10, 18, -23, 28 \end{bmatrix}^T \]
\[
\begin{align*}
V_{e,3}^{(1)} &= \begin{bmatrix}
0, 0, 0, 5482, 14620, 15580, 231920, 70270, -3716, 19600
\end{bmatrix}^T \\
V_{e,4}^{(1)} &= \begin{bmatrix}
0, 0, 0, 0, 0, 724697, 315602, 43334935, 4659228, -76879901, 277757942, 73493603
\end{bmatrix}^T \\
&\quad - \frac{37007360}{9}, \frac{3234316}{27}, \frac{4152848}{9}
\end{align*}
\]

\[
\begin{align*}
V_{e,5}^{(1)} &= \begin{bmatrix}
0, 0, 0, 0, 0, 0, 0, 566095186, -108169204, 60942443960, -28077019600, 8609216140
\end{bmatrix}^T \\
&\quad + \frac{450631849304}{27}, \frac{630238738696}{81}, \frac{472123187750}{27}, \frac{735685914340}{81}
\end{align*}
\]

\[
\begin{align*}
V_{e,6}^{(1)} &= \begin{bmatrix}
0, 0, 0, 0, 0, 0, 0, 0, 232368409218, 4681900125716, -123811531236922
\end{bmatrix}^T \\
&\quad + \frac{2000274509112824}{27}, \frac{273020590837748}{81}, \frac{6572679622235672}{243}, \frac{3959143575380588}{729}
\end{align*}
\]

\[
\begin{align*}
V_{e,7}^{(1)} &= \begin{bmatrix}
0, 0, 0, 0, 0, 0, 0, 0, 0, 1416512777883484, -1199849052401896, 345596095181486968
\end{bmatrix}^T \\
&\quad + \frac{762707995529261600}{729}, \frac{1054791581049478660}{243}, \frac{35986409557097447672}{729}, \frac{359659651865756912100}{27}
\end{align*}
\]
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