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Abstract—One of the key challenges to deep reinforcement learning (deep RL) is to ensure safety at both training and testing phases. In this work, we propose a novel technique of unsupervised action planning to improve the safety of on-policy reinforcement learning algorithms, such as trust region policy optimization (TRPO) or proximal policy optimization (PPO). We design our safety-aware reinforcement learning by storing all the history of “recovery” actions that rescue the agent from dangerous situations into a separate “safety” buffer and finding the best recovery action when the agent encounters similar states. Because this functionality requires the algorithm to query similar states, we implement the proposed safety mechanism using an unsupervised learning algorithm, k-means clustering. We evaluate the proposed algorithm on six robotic control tasks that cover navigation and manipulation. Our results show that the proposed safety RL algorithm can achieve higher rewards compared with multiple baselines in both discrete and continuous control problems. The supplemental video can be found at: https://youtu.be/AFTeWSohILo.

I. INTRODUCTION

Deep reinforcement learning (deep RL) has emerged as a promising approach for developing highly intelligent agents from simple formulations. One of the biggest challenges for deploying deep RL trained agents to real-world autonomous applications is its safety issue because a failure of a robotic agent can cause costly damage to the robot and its surroundings, including nearby humans. However, it is very challenging to guarantee the safety of the RL agents due to their poor extrapolation capabilities. In addition, the safety of a robotic agent is not only important at the testing phase. Many researchers have demonstrated that the learning-on-real-robot philosophy \cite{1,2} can lead to a state-of-the-art real-world performance by directly collecting experience from the real world and intrinsically bypassing the reality gap. Therefore, it is important to develop a safe reinforcement learning algorithm that can minimize the number of failures at both training and testing time.

To this end, the safety issue has been considered an important problem in the deep RL community \cite{3,4,5,6,7}. Once the agent can predict the risk of the state, it can plan accordingly to avoid failures by using planning algorithms, such as model-predictive control (MPC) \cite{8,9,10} or rejection sampling \cite{11,12,13}. However, our goal in this paper is to model a little bit different mechanism to avoid risky situations. When humans encounter a dangerous situation, we often try to recall the past experience of overcoming similar situations and try to avoid the risk by repeating similar recovery actions. This kind of mechanism may make the exploration conservative and slow down the learning a bit, but it is expected to be helpful to reduce the number of failures.

In this paper, we propose a novel technique of unsupervised action planning to improve the safety of on-policy reinforcement learning algorithms. When the agent is in dangerous states, our algorithm searches for the best “recovery” action in history, which allows the agent to recover from similar risky states and get back to a safe area. Because this mechanism requires the algorithm to search for similar states and find the best action, we implement such a safe action planning mechanism using an unsupervised learning algorithm, k-means clustering \cite{14,15,16}. Our safety buffer stores all the successful recovery actions and organizes all the recovery actions by using a k-means clustering algorithm so that an RL algorithm can efficiently search for similar recovery actions in history.

We benchmark our algorithm in six environments using the MuJoCo physics engine \cite{17} within the OpenAI Safety Gym \cite{18} and Gym \cite{19} frameworks illustrated in Figure 1. These environments cover a variety of robotic control tasks, such as navigating with collision avoidance, pushing with a Fetch robotic arm, and in-hand object manipulation. Our safety action planning algorithm allows us to successfully reduce the number of failures and eventually obtain significantly higher rewards at the end.

Our technical contributions are as follows:

- We propose a novel safety-aware reinforcement learning
using unsupervised action learning.

- We demonstrate that the proposed technique can successfully reduce the number of failures at both training and testing phases for six problems in robotics.

II. RELATED WORK

It is crucial to guarantee the safety of the agent when we deploy RL-trained policies on real-world applications. Many existing techniques for incorporating the safety issue can be roughly categorized by two approaches [20]. The first is based on the modification of the optimization criterion with a safety factor. The second is based on the modification of the exploration process by incorporating the external knowledge or the guidance of an explicit risk metric. In the first category, one notable approach is to formulate safety in RL as a constrained Markov Decision Process (CMDP) [21]. However, Ray et al. [18] demonstrated that constrained RL algorithms do not always satisfy the given constraints, especially at the beginning of the training process. Conservative exploration via prior knowledge [20] can be an alternative approach to reduce undesirable situations, such as the explicit awareness of danger, a data-driven based approach to model the risk, or both.

A. Constrained policy optimization

One common method to solve CMDPs is to utilize the Lagrangian method [22] with any policy gradient (PG) algorithms. The original RL objective is penalized with constraint violations before computing the saddle point of the constrained policy optimization by primal-dual methods [23]. Due to the conflicting goals of maximizing cumulative rewards and minimizing failure, Lagrangian approaches only ensure safety asymptotically and may lead to danger during training [24]. Constrained policy optimization (CPO) [25], extends trust-region policy optimization (TRPO) [26] to solve CMDPs for satisfying constraints during both training and testing phases. Although CPO has shown promising empirical results on high-dimensional constrained control tasks, approximation errors in CPO prevent it from fully satisfying constraints in more complicated environments [18]. Chow et al. [24] presented $\theta$-projection based on a Lyapunov function approach which provides a more general framework for both on-policy and off-policy learning algorithms. Sikchi et al. [27] analyzed that $\theta$-projection still relies mostly on backtracking to ensure safety rather than safe projection, which explains why it might not limit unsafe behaviors effectively in some scenarios. Yang et al. [28] developed Projection-based Constrained Policy Optimization (PCPO), which projects an intermediate policy onto the constraint set, to provide a certain amount of safety guarantees. Yang et al. [29] further extended PCPO by updating the policy from a baseline policy with dynamic distances.

B. Conservative exploration

In order to learn and to avoid the regions where constraint violations are likely to happen, many researchers have variously investigated for modeling catastrophic or near-catastrophic failures. For example, some previous algorithms [30], [31] have the access to a default safe policy and a safe set of environment states. Datal et al. [32] integrated prior knowledge to project the action from the policy onto a safe set. Bharadhwaj et al. [3] proposed conservative safety critics for estimating the probability of failure and resampling actions. Introducing external models can also modify the progress of its exploration: for instance, the work of updating actor and advisor policies together to minimize total cost and risk constraint violation [33]. Turchetta et al. [34] provided the agent with alternative actions via a teacher policy to save the agent from violating constraints. The external models are not limited in RL policies. For example, danger index can be predicted with Negative-Avoidance Function [35] and intrinsic fear is approximated by a supervised learning model [5], which all can intervene an original action and improve the safety. Researchers [36], [37], [38] also have investigated reset policies, which are trained jointly with the task policy to gradually expand recoverable regions. In this work, we introduce an unsupervised learning mechanism to directly remember recovery actions, which is compatible with any on-policy (PG) algorithms and can improve high failure rate of the existing Lagrangian methods at the early training.

III. SAFE REINFORCEMENT LEARNING VIA UNSUPERVISED ACTION PLANNING

In this section, we will present our safe reinforcement learning algorithm that achieves conservative exploration via unsupervised action planning. Intuitively, our algorithm stores all the previous “recovery” actions, which successfully reduce the risk of the agent, into a separate replay buffer and tries to find the best recovery action when the agent encounters similar dangerous situations. Because this “search-and-max” operation is not intuitive to learn using standard supervised learning algorithms, we implement this mechanism using unsupervised learning, k-means clustering. The overview of the proposed method is illustrated in Figure 2.

A. Problem Formulation

A standard RL task can be formulated as a Markov Decision Process (MDP) defined by a tuple $(S, A, r, T, P)$,
Algorithm 1 Safe RL using Unsupervised Action Planning

1: Initialize policy $\pi_\phi$ and safety buffer $D$
2: Pre-train the policy $\pi$ for a small number of epochs
3: for epoch = 1, 2, . . . do
4: $[s_0, c_0] \sim P(s_0, c_0)$
5: for $t = 0, 1, \ldots, T$ do
6: $a_t \sim \pi_\phi(a_t|s_t)$
7: $b_t = b(s_t)$
8: if $c_t \geq \hat{c}$ then
9: $a_t = \text{queryRecoveryAction}(a_t, b_t, D)$
10: end if
11: $[s_{t+1}, c_{t+1}, b_{t+1}, r_t] \sim P(s_{t+1}, c_{t+1}, b_{t+1}, r_t|s_t, a_t)$
12: if $c_t \geq \hat{c}$ and $c_{t+1} < \hat{c}$ then
13: $D \leftarrow D \cup (b_t, a_t, r_t)$
14: end if
15: $s_t \leftarrow s_{t+1}, c_t \leftarrow c_{t+1}, b_t \leftarrow b_{t+1}$
16: if end of the episode then
17: Rebuild clusters in the safety buffer $D$
18: end if
19: end for
20: Update $\pi_\phi$
21: end for

Algorithm 2 queryRecoveryAction

1: Input: action $a_t$, state feature $b_t$, and the safety buffer $D$
2: Acquire an action set $A$ containing actions in the same cluster with $b_t$
3: if $a_t \in A$ then
4: return $a_t$
5: else
6: return the action $\tilde{a}_t \in A$ with the maximum reward
7: end if

where $S$ and $A$ are state and action spaces, $r$ is a reward function, $T$ is the set of terminal conditions, and $P$ is the transition probability. The goal of reinforcement learning is to find the optimal policy $\pi$ maximizing the accumulated reward, typically with the discount factor $\gamma$. The Constrained MDP (CMDP) model extends MDP by introducing additional costs, defined by $(S, A, r, T, P, C)$, where $C$ is a constraint cost function. We consider a single constraint $c(s_t)$ (or simply $c_t$) in each step, where $c(s_t) = 0$ when a state is safe, $c(s_t) = 1$ when a state fails, and some intermediate value when a state is in danger. Although many safety RL algorithms adopt binary success/fail flags, we can measure risk as a continuous value in many different robotic control tasks. For instance, we can estimate the position and orientation of the object using the off-the-shelf pose estimator [39] and compute its tilting angle to determine whether it is about to fall or not.

With the continuous cost function, our goal is to minimize the number of failures ($c(s_t) = 1$) instead of danger states. The intermediate cost values are warning signals for the agent instead of the cost to be minimized. Therefore, without loss of generality, we consider the state is in danger if $c(s_t)$ is greater than the threshold, $\hat{c}$, which is set to 0.5 for all experiments.

In addition, we assume a feature function $b(s)$ that extracts features from the state $s$, or in short notation, $b_t = b(s_t)$. This feature is used to store previous experience into a separate “safety” buffer, which is managed by unsupervised learning. Typically, we take the subset of the relevant observation channels to obtain a compact feature representation. For more details, please refer to the experimental section.

B. Safe Action Planning with Unsupervised Learning

We propose to augment a standard RL framework with conservative exploration by planning safe actions via unsupervised learning. We modify the existing RL algorithm by storing “recovery” actions that bring the agent from a danger area to a safe area into a separate “safety” buffer and searching for the best recovery action of the similar dangerous states. Therefore, our algorithm must be able to 1) look up similar previous history and 2) find the most successful recovery action.

Safety buffer. To this end, we introduce an additional data structure, the safety buffer $D$, to organize all the historical successful recovery actions that are defined by: $c_t \geq \hat{c}$ and $c_{t+1} < \hat{c}$, where $c_t = c(s_t)$. Please note that this is different from a regular replay buffer that is flushed at each learning step of on-policy learning. In our definition, the safety buffer $D$ stores a tuple of $(b_t, a_t, r_t)$ and clusters all the tuples in the feature space $b_t$. Therefore, the safety buffer $D$ allows us to find the best action in similar states by comparing the associated rewards in the same cluster, i.e., all the tuples.
with similar features. We maintain the clusters up-to-date by rebuilding clusters per every episode.

**Action filtering.** When the policy generates an action $a_t$, we first check whether the current state $s_t$ is dangerous or not. If the state is considered to be risky ($c_t \geq \hat{c}$), we look up the safety buffer $D$ to find the best recovery action as follows. First, our algorithm acquires a candidate action set $A$, which contains all the actions in the same cluster with the feature of the current state $b_t$. If the current action $a_t$ is in a candidate action set $A$, the algorithm considers it a recovery action and executes it as is. If not, the algorithm chooses an alternative action $\tilde{a}_t$ from the candidate set $A$ that is associated with the maximum reward $r_t$.

**Learning procedure.** We select an on-policy RL algorithm as a backbone of learning although the basic concept of our approach can be general to any RL algorithms. Figure 2 and Algorithm 1 illustrate the augmented learning process while Algorithm 2 shows the action planning process. Line 9-10 in Algorithm 1 is our conservative exploration mechanism via safe action planning, which is previously described. If the action is verified as a recovery action (line 12), we add the experience to the safety buffer $D$. At the end of every episode, we rebuild the clusters to keep the safety buffer up-to-date (line 17). Once all the trajectories are collected, we invoke the standard update step of the on-policy RL algorithm.

**IV. EXPERIMENTS**

We design experiments to validate that the proposed system can successfully reduce the number of failures for both training and test phases while achieving higher rewards. Particularly, our goal is to investigate the following questions:

1) Can the proposed technique improve the training and testing time safety of on-policy learning algorithms, such as PPO [40] and TRPO [26], compared to other baseline algorithms?

2) How does the hyperparameters, such as the number of the clusters or the danger threshold, affect the performance of the algorithms?

**A. Benchmark Problems**

Our algorithm is designed to be general, and we aim to empirically evaluate the proposed technique on six different robotic control tasks. We start with discrete action space in 2D navigation tasks so that the agent can directly check whether the current action is in a candidate action set from the safety buffer. However, we further extend our approach using a discretized grid-bucket to identify approximate action for continuous action space in the tasks via a Fetch robotic arm and in-hand object manipulation. We describe each task in this section and show the illustrations in Figure 3.

**Tasks with discrete action space.** We firstly modify Safety Gym environments to three different scenarios for navigation. The agent must either achieve or push a box to a goal position while avoiding static traps in the first two tasks. In the Survival Navigation task, the agent should learn to survive from dynamic and moving traps. The agent moves on a 2D map with discrete actions while it fails due to the collision with any trap (e.g., hazard or obstacle). We utilize rasterized feature matrix from the map surrounding the agent for collision avoidance.

**Tasks with continuous action space.** In the Fetch Push task, the agent aims to push a vertically rectangular block to a goal position using a 7-DoF Fetch arm without the block toppling over. One task from in-hand object manipulation is to manipulate a pen to achieve a target pose without falling off. Because the failures are defined as the case when the block toppling over in the Fetch Push task and when the pen falls off in the Pen Manipulation task, we extract all z-axis related information along z-axis (e.g., position and velocity) of the object to define safety features. The other scenario we test our method in the hand manipulation task is to replace a pen with an egg. Since an egg is easily crushed, we incorporate the values of contact normal forces from sensors to the original states. When any contact normal force is larger than a specific value (20 N in our experiment), the task is seen as a failure. We store the values from sensors as features into the safety buffer.

**B. Comparison against Baselines**

To demonstrate the advantage of augmenting reinforcement learning with unsupervised learning for safe actions, we compare our algorithms with a set of baseline algorithms. We select the default baseline algorithms that are implemented in the original Safety Gym environment [18], including PPO and TRPO in both their original unconstrained forms (PPO, TRPO) and the augmented formulations (PPO-lagran, TRPO-lagran) with adaptive penalties for safety costs based on the Lagrangian approach to solve constrained optimization, as well as CPO, as our baseline. We also validate how the difference in the definition of danger states influences the exploration via intrinsic-fear DQNs [5], which incorporates DQN with a supervised risk-assessment model to guide exploration process to avoid undesirable behaviors. Instead of defining a fixed radius of the danger area, the states within $k_c$ steps before failure are seen danger. To deal with continuous action space, we adapt intrinsic-fear to DDPG. We demonstrate three versions of our algorithm that augment the baseline algorithms mentioned above. The first and the second are PPO-buffer and TRPO-buffer that augment vanilla algorithms with the proposed safety mechanism. The last one is PPO-lagran-buffer that combines PPO-lagran with the safety buffer approach.

Figure 4 shows the learning curves of three tasks as examples. To have a better interpretation on compact results, we normalize the reward and scale the value of failure rate to between $-1$ and $0$, called average cost, in Figure 3. The closer the average cost to 0, the less the failure rate it is. In general, our algorithm (PPO-buffer, TRPO-buffer, PPO-lagran-buffer, all represented in blue-ish colors) can achieve higher or matching rewards while significantly reducing the number of failures, even compared to the baseline algorithms (PPO-lagran, TRPO-lagran, CPO) that are designed to solve
Fig. 3. Illustrations of the six environments in our experiments (Top) and their corresponding performance (Bottom). We highlight the Pareto optimal solutions by connecting with dotted lines. (a) Goal achieving in navigation while avoiding static hazards. (b) Pushing in navigation while avoiding static hazards. (c) Survival from moving obstacles. (d) Fetch push without toppling over. (e) In-hand pen manipulation without falling off. (f) In-hand egg manipulation without crush. We evaluate the performance of our approaches and the baselines via the reward and average cost. The proposed algorithm (blue-ish dots) shows good performance in terms of both average rewards and costs.

### TABLE I

RELATIVE CUMULATIVE FAILURES DURING LEARNING

| Task/ Algorithm       | PPO | TRPO | PPO+Lag | TRPO+Lag | CPO | TRPO+Buffer (Ours) | PPO+Lag (Ours) | PPO+Lag+Buff (Ours) | Intrinsic Fear |
|-----------------------|-----|------|---------|----------|-----|-------------------|----------------|---------------------|----------------|
| Goal Navigation       | 1.00| 0.90 | 0.70    | 0.39     | 0.58| 0.37              | 0.43           | 0.29                | 0.14           |
| Push Navigation       | 0.99| 1.00 | 0.51    | 0.46     | 0.74| 0.22              | 0.32           | 0.15                | 0.10           |
| Survival Navigation   | 1.00| 0.98 | 0.15    | 0.13     | 0.17| 0.06              | 0.05           | 0.12                | 0.70           |
| Fetch Push w/o Toppling| 0.72| 1.00 | 0.29    | 0.32     | 0.06| 0.16              | 0.13           | 0.04                | 0.19           |
| Pen Manipulation w/o Falling| 0.98| 1.00 | 0.41    | 0.76     | 0.36| 0.56              | 0.45           | 0.41                | 0.50           |
| Egg Manipulation w/o Crush| 1.00| 0.90 | 0.15    | 0.39     | 0.27| 0.21              | 0.13           | 0.12                | 0.33           |

### TABLE II

PERFORMANCE OF OUR APPROACH WITH DIFFERENT NUMBER OF CLUSTERS. IN OUR NOTATION, $N^{1/2}$ REFERS TO THE SQUARE ROOT AND $N^{1/3}$ IS THE CUBE ROOT OF THE TOTAL NUMBER OF SAMPLES. EACH ENTRY IN THE TABLE INDICATES THE CORRESPONDING REWARD (R) AND FAILURE RATE (F).

| Task/ Number of Clusters | Brute Force | $N^{1/10}$ | $N^{1/3}$ | $N^{1/2}$ | $N^{5/10}$ |
|--------------------------|-------------|------------|-----------|-----------|------------|
| Goal Navigation          | 28.52       | 0.47       | 20.66     | 0.56      | 25.37      |
| Push Navigation          | 2.69        | 0.30       | 2.41      | 0.38      | 3.12       |
| Survival Navigation      | 1.73        | 0.33       | 1.06      | 0.37      | 1.95       |
| Fetch Push w/o Toppling  | -0.39       | 0.08       | -0.41     | 0.05      | -0.40      |
| Pen Manipulation w/o Falling| -1.00      | 0.24       | -1.20     | 0.37      | -1.13      |
| Egg Manipulation w/o Crush| -1.84      | 0.33       | -1.91     | 0.35      | -1.77      |

Our approaches remedy the high failure rate at the early training of the baseline methods, and $\text{PPO-buffer}$ has the best trade-off between the reward and failure rate. We observe the generalizability of our approach $\text{PPO-buffer}$ in all the tasks, which other baselines cannot achieve. For example, $\text{CPO}$ gets the lowest reward in the Pen Manipulation (without falling) task, and $\text{PPO-lagran}$ has the lower rewards compared with $\text{PPO-buffer}$ among all tasks. In addition, since the states within $k_r$ steps before failure are all seen as danger states in $\text{Intrinsic-fear}$, the agent misunderstands that the danger states will always result in failure, which makes the agent learn conservatively. Therefore, $\text{Intrinsic-fear}$ can get the minimum failure rate in the goal navigation task while the reward is also the lowest.

As we discussed earlier, the safety is not only important at testing but also crucial for training in some scenarios, such as learning or fine-tuning on real-worlds. To this end, we also compare the relative cumulative number of failures during the training in Table II. The results show that we can successfully reduce the cumulative number of failures by adding the proposed safety mechanism in most of the tasks while $\text{Intrinsic-fear}$ accumulates lots of failures to learn the Survival Navigation task. Our approach leads to the least number of failures in the Egg Manipulation (without crush) task, indicating that our approach can be scaled to solve the problem in a high-dimensional continuous action space.
Fig. 4. Learning curves of our approaches (blue) and baselines averaged over 3 seeds for three robotic control tasks. Top: average task rewards (higher is better). Bottom: average failure rate (lower is better). Our approaches remedy the high failure rate at the early training of the Lagrangian approaches while achieving higher rewards.

C. Analysis

We conduct additional experiments and analyze the failure rate with respect to different choices of the number of clusters for k-means clustering and the danger threshold in PPO-buffer in this section.

**Number of clusters.** First, we investigate the performance of the proposed algorithm with respect to the different number of clusters (Table II). Initially, we hypothesize that acquiring an “enough” number of clusters leads to a good performance. In general, we observe that the choice of $N^{1/2}$ shows the reasonable performance for most of the tasks, where $N$ is the number of samples stored into the safety buffer, while their peak values can differ for different scenarios. To this end, we conduct all the other experiments with the $N^{1/2}$ clusters.

**Danger Threshold.** In our definition, a danger threshold is a predefined value where an agent starts to receive a positive constraint value, $c(s_t) \geq \hat{c}$, where $\hat{c} = 0.5$. In all navigation tasks, the danger thresholds are the radius of a circling zone starting from any trap. The agent is dangerous whenever it enters the danger zone. The danger thresholds in both Fetch Push and Pen Manipulation (without falling) tasks are defined along the z-axis so that the danger can be told from the height of the agent’s center of mass. We define the margin value between 20 N (failure) and the largest contact normal force as the danger threshold in the Egg Manipulation (without crush) task. For example, 1.0 N in Figure 5 indicates that the state is in danger when the largest contact normal force is more than 19 N. If the danger threshold is too small, the agent may not have enough time to be aware of the risk. If it is too large, the agent may learn too conservative behaviors.

Fig. 5 illustrates the trend of failure rates against the selection of the danger threshold. For all subplots, smaller x values indicate more aggressive policies and vice versa. As we expected, most of the tasks show lower failure rates in more conservative settings. One notable exception is the Fetch Push task, where a large threshold cannot capture the tipping moments of the block precisely. However, our approach still earns relative low failure rate compared with all baselines.

V. CONCLUSION AND FUTURE WORK

We propose a technique using unsupervised action planning to learn a safe RL policy that is capable of avoiding dangerous situations. We focus on resolving key challenges in minimizing the number of failures during the training phase as well as improving the final performance during the testing phase. We augment a general on-policy RL algorithm with our safety buffer, which organizes recovery actions with unsupervised learning. We exploit recovery actions stored in the safety buffer to bring an agent from a risky state to a safe zone. Our experiments demonstrate that the proposed method successfully reduce the number of failures during training and testing phases, and also allow the agent to achieve higher rewards even in hand manipulation task with high-dimensional action space.

Currently, our algorithm considers only one-step recovery action, which may not be sufficient for some complex situations. In the future, we want to extend our algorithm to support multi-step planning by having a short history of actions to the safety buffer, which can improve the performance of recovery action planning. Another interesting future research direction is to test our algorithm on safety-critical problems, such as medical applications or power grid control.
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