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Abstract—Up-to-date High-Definition (HD) maps are essential for self-driving cars. To achieve constantly updated HD maps, we present a deep neural network (DNN), Diff-Net, to detect changes in them. Compared to traditional methods based on object detectors, the essential design in our work is a parallel feature difference calculation structure that infers map changes by comparing features extracted from the camera and rasterized images. To generate these rasterized images, we project map elements onto images in the camera view, yielding meaningful map representations that can be consumed by a DNN accordingly. As we formulate the change detection task as an object detection problem, we leverage the anchor-based structure that predicts bounding boxes with different change status categories. To the best of our knowledge, the proposed method is the first end-to-end network that tackles the high-definition map change detection task, yielding a single stage solution. Furthermore, rather than relying on single frame input, we introduce a spatio-temporal fusion module that fuses features from history frames into the current, thus improving the overall performance. Finally, we comprehensively validate our method’s effectiveness using freshly collected datasets. Results demonstrate that our Diff-Net achieves better performance than the baseline methods and is ready to be integrated into a map production pipeline maintaining an up-to-date HD map.

I. INTRODUCTION

Autonomous driving has moved from the realm of science fiction to a practical possibility during the past twenty years. Despite many years of research and development, building reliable solutions that can handle the complexity of the real world remains an open problem. Modern self-driving vehicles primarily rely on detailed pre-built maps, the high-definition (HD) map, which typically contains rich information of the environment, such as topology and location of lanes, crosswalks, traffic lights, and intersections. They are a great source of prior knowledge and must be maintained adequately by constantly updating them to reflect up-to-date changes in the real world. These changes typically include recently installed or removed traffic signals, portable traffic signals that just moved to new positions, or human errors during map production. In this work, we address the HD map update problem by building an end-to-end learning-based network that detects changes in the HD map, helping our self-driving vehicles access the latest environmental information.

As we aim to detect changes in an HD map, a conventional approach is to leverage object detection algorithms with necessary association and difference calculation algorithms. In this way, it derives map element changes given existing map elements and object detection results from online camera imagery. The entire processing pipeline involves multiple steps, such as object detection, element association, and difference calculation. However, the apparent problem is that each step above has its optimization objective, making the entire change detection pipeline fail to achieve an overall optimal solution. For example, an object detector typically involves thresholding detection confidence scores and running Non-Maximum Suppression (NMS) to trade-off precision against recall. False detected objects in the early step will quickly lead to change detection failures eventually. Meanwhile, the traditional approach ignores important prior information from the HD map.

In this work, we propose an end-to-end learning-based method to detect map changes directly. More specifically, we use a deep neural network (DNN) to detect missing or redundant elements in an HD map. To incorporate the prior information in HD maps, we project map elements onto images and rasterize them from the camera’s perspective. Both the rasterized and online camera images are furnished into the DNN as input. We then calculate the differences between extracted features from both sources in different scales. These feature differences are propagated, fused, and decoded, finally yielding an end-to-end HD map change detection (HMCD) network. Moreover, since the changes are consistent in a group of consecutive frames over time, it is worth mentioning that we introduce a spatio-temporal feature fusion module to improve its performance further. To fully validate the designs in our proposed method, we construct a large-scale dataset that includes abundant synthesized and real HD map change cases. The synthesized cases help us overcome the vital issue that HD map changes are low probability events in practice, thus allowing us to accomplish network training and performance evaluation.

II. RELATED WORK

Although HD maps have become an indispensable module in an autonomous driving system in recent years, relatively few attempts specifically focus on the HD map change detection (HMCD) problem in the academic community. Pannen et al. [1] propose a crowd-based method that combines particle filter and boosted classifier to infer the probability of HD map changes. Heo et al. [2] adopt an encoder-decoder architecture driven by adversarial learning, achieving a pixel-level HD map change detector in the camera view.
The most related task probably is the scene change detection [3], [4], [5], [6], [7], [8], of which the solutions can be mainly divided into three categories. The first category leverages 3D-to-3D comparisons [9] between a pre-built 3D CAD model and a reconstructed one built by classic multi-view stereo (MVS) methods [10], [11], known to be high-time-consuming methods and only applicable for offline applications. The second approach [12], [13], [14], [15], [7] is to infer the changes of the scene by comparing newly acquired images against the original 3D model. In particular, the probability of changes can be estimated by comparing the voxel color of a 3D voxel-based model against the color of the corresponding image pixels [12], [13]. A relevant alternative [14], [15], [7] is to identify changes by re-projecting a new image onto an old one with the help of the given 3D model and compare the inconsistencies. The third category [3], [16], [17], [5], [18], [19], [20], [21], [8] adopts 2D-to-2D comparisons between images representing old states and current states of a scene. A prior 2D-to-2D image registration step is required.

Besides detecting changes in a scene, our HD map change detection task identifies changed elements in the HD map together with the types of changes. A straightforward method is to recognize map elements in images using a standard object detector, project map elements onto the images, associate the projections with the detections, and finally obtain the corresponding changes through a cross-comparison procedure. Object detection is a classic problem in computer vision. The solutions can be mainly divided into two categories, namely two-stage [22], [23], [24] and one-stage [25], [26], [27] methods.

This work introduces an image feature difference-based HD map change detection method that infers the map changes by adopting the anchor-based one-stage detection method, YOLOv3 [25], as its detection head.

III. PROBLEM FORMULATION

The HD map change detection (HMCD) task is formulated similar to an object detection problem. The goal is to recognize map elements in images using a standard object detector, project map elements onto the images, associate the projections with the detections, and finally obtain the corresponding changes through a cross-comparison procedure. Object detection is a classic problem in computer vision. The solutions can be mainly divided into two categories, namely two-stage [22], [23], [24] and one-stage [25], [26], [27] methods.

This work introduces an image feature difference-based HD map change detection method that infers the map changes by adopting the anchor-based one-stage detection method, YOLOv3 [25], as its detection head.

IV. METHOD

The overall architecture of the proposed Diff-Net is shown in Figure 1. Besides using the original camera image as our model input, we first construct a rasterized image by projecting map elements onto it from the camera perspective. Then, pyramid features in different resolutions are extracted by two parallel CNN-based backbones from both the rasterized and camera images. The key design of our work is to infer map changes by having a series of feature operators that propagate, fuse, differentiate, and decode these features. Meanwhile, we leverage anchor-based object detection techniques, finally inferring map changes from decoded features. The following sections describe them in detail.

A. Model Input

The fact that HD maps and camera images are data in different modalities poses considerable challenges in building a meaningful map data representation that a deep neural network can consume as an input. Inspired by recent planning [28], [29], [30], prediction [31], [32], [33] or change detection [2] works, we propose to construct an image from the camera perspective and rasterize it by projecting map elements onto it. Specifically, given a global pose (position and orientation) of the camera, we first query map elements within a region of interest (ROI) in the HD map. Then, they are projected onto the canvas from the camera perspective, with the projected area filled with a homochromatic color for the same type of objects in the HD map. This yields a binary image, if we only focus on a single object category, such as traffic lights, as shown in an example in the upper left corner of Figure 1. Furthermore, it is worth noting that our proposed method can be generalized to multi-category objects by rendering them with different colors. And it has been found that different color selections do not produce a significant effect when images are rasterized similarly in other tasks [33].

B. Feature encoding and Difference

Given both the rasterized images embedded with local map information and online camera images, we aim to extract meaningful features from them, yielding two parallel feature extraction pipelines in our implementation. They are shown in pink and green colors in Figure 1. We adopt a shallow 11-layers CNN to increase its receptive field for the rasterized images, where the convolution strides of the 3rd, 6th, and 8-11th layers are 2, and others are 1. The size of the convolution kernel is $3 \times 3$, and the number of channels is shown in Figure 1. It is verified to be sufficient for feature extraction from these relatively clean images. For
feature extraction of online camera images, we use DarkNet-53 from YOLOv3 [25] because of its well-balanced accuracy and inference speed.

As we mentioned earlier, a conventional approach directly cross-compares object detection results against existing map elements to infer possible changes. Note that it is not a trivial problem since missing or redundant elements and localization noises make them not necessarily a group of one-to-one comparisons in most cases. Inspired by this process, we employ a deep neural network (DNN) that transforms comparisons in instance space to feature space, denoted as the parallel cross difference (PCD) network, as shown in Figure 1. Specifically, the PCD module calculates the difference between the two extracted features. Its output features pass through 4 convolution layers and are then processed by a feature decoder (FD), finally producing change detection results in correct, to_del, and to_add change categories, respectively.

C. Anchor-based Detection

As mentioned earlier, the output features of the PCD module are processed by a feature decoder (FD) module, which produces final detection bounding boxes. We first perform a $3 \times 3$ convolution in the FD module to lift the feature channel dimension from $c/2$ to $c$. Then, a $1 \times 1$ convolution is applied to generate the region proposals, resulting in the final tensor with a channel number $S \times S \times [3 \times (num_{class} + 5)]$, where $num_{class}$ represents the number of the change categories (3 for to_add, to_del and correct). 5 represents the location and confidence of the bounding box, and 3 denotes the number of anchor boxes in one of $S \times S$ grid cells ($S = 7$).

Similar to YOLOv3 [25], we have two branches for change detection. One outputs the change categories with softmax operations. The other infers elements’ geometric locations $t_x$, $t_y$, $t_w$, and $t_h$ with respect to necessary width and height priors $p_w$ and $p_h$ (See [25] for details). Finally, the non-maximum suppression (NMS) method from [34] is used to eliminate redundant detections.

D. Spatio-temporal Fusion

Essentially, similar to object detection in autonomous driving applications, the data is acquired as a video stream instead of sparse images, and detection results in the map change detection task are temporally correlated. Therefore,
inspired by [35], the ConvLSTM [36] is incorporated to let features flow from history frames to the current time step, thus improving the overall change detection performance. As shown in Figure 3, let $X_k$ denote the output of the PCD module at the $k$-th frame. Our ConvLSTM lets latent temporal information flow in the coarsest image scale. For finer scales, we apply skip connections that directly connect encoded features with corresponding FP or PCD modules yielding the same architecture illustrated in Figure 1. Similar to [36], both ELU activation [37] and layer normalization [38] are adopted in our ConvLSTM implementation.

E. Loss Function

The overall loss $L$ can be formulated as follows:

$$L(D, \hat{D}) = \lambda_1 L_{Glot} + \lambda_2 L_{conf} + \lambda_3 L_{prob}$$

(2)

where $L_{Glot}$ is the localization loss, $L_{conf}$ is the confidence loss, and $L_{prob}$ is the category probability loss. $\lambda_1$, $\lambda_2$, $\lambda_3$ are loss weights and are set as 1.0 in the experiments.

To boost inferred bounding boxes’ location precision, especially for non-overlapping ones, we adopt the GIoU [39] loss as the localization metric, as defined in Eq 3.

$$L_{Glot} = 1 - \frac{1}{N} \sum_{i=1}^{N} \left( \frac{D_i \cap \hat{D}_i}{D_i \cup \hat{D}_i} - \frac{f_{ch}(D_i, \hat{D}_i) \cap (D_i \cup \hat{D}_i)}{f_{ch}(D_i, D_i)} \right)$$

(3)

where $D_i$ denotes $i$-th bounding box in the HMCD results, $\hat{D}_i$ represents the corresponding ground truth of $D_i$, $\cap$ computes the intersection area of two bounding boxes, $\cup$ computes the union area, $f_{ch}()$ computes the area of the minimum enclosing convex hull of a set of bounding boxes.

To improve the performance of complex, misclassified examples, we introduce a confidence loss that leverages the focal loss [40]. It is defined as follows:

$$L_{conf} = \lambda_{obj} \sum_{i=0}^{B} \sum_{j=0}^{S} \mathbb{I}_{obj}^{ij} - \alpha(C_i^c - C_i^o)^\gamma f_{ce}(C_i^c, C_i^o) + \lambda_{noobj} \sum_{i=0}^{B} \sum_{j=0}^{S} \mathbb{I}_{noobj}^{ij} - (1 - \alpha)(C_i^c - C_i^o)^\gamma f_{ce}(C_i^c, C_i^o)$$

(4)

where $S^2$ is the number of the grid cells, $B$ is the number of the anchor boxes within a grid cell, $f_{ce}()$ represents the sigmoid cross entropy, $C_i^c$ represents the confidence score of the $j$-th bounding box in the $i$-th grid cell, $C_i^o$ represents the corresponding ground truth confidence values (1.0 if object exists and 0.0 if object doesn’t exist), $\mathbb{I}_{obj}^{ij}$ denotes that the $j$-th bounding box predictor in cell $i$ is “responsible” for that prediction. For focal loss parameters $\alpha$ and $\gamma$, we set them as 0.5 and 2.0, respectively.

$L_{prob}$ is the change category prediction loss, which is formulated as following:

$$L_{prob} = \sum_{i=0}^{B} \sum_{j=0}^{S} \sum_{c=0}^{\text{classes}} \mathbb{I}_c^{ij} f_{ce}(P_e^{ic}, P_t^{ic})$$

(5)

where $\text{classes} = \{\text{correct, to_del, to_add}\}$, $P_e^{ic}$ represents the
Fig. 3: The illustration of the network architecture with the ConvLSTM structure in the coarsest image resolution scale, which enables the temporal feature fusion between consecutive frames and improves the overall change detection performance. $C_k$ and $H_k$ denote the hidden state and the cell state in the ConvLSTM, respectively.

V. EXPERIMENTS

A. Datasets

To the best of our knowledge, there are no public datasets that focus on the HD map change detection task. Therefore, we recruited our self-driving vehicles equipped with standard sensors, such as LiDARs, cameras, IMUs, and GNSS receivers. We divide our data into three datasets, SICD, VSCD, and R-VSCD. In SICD and VSCD datasets, we collected data in Yizhuang District, Beijing city, the capital city of one of the largest developing countries, where environmental changes, for example, road constructions, are common. To fully validate different methods, we propose synthesizing change events as environmental changes are rare. Furthermore, to meet different needs, the SICD dataset contains 205,076 isolated images while the VSCD contains 3,750 short video clips. The R-VSCD dataset includes 44 video clips where actual traffic signal changes happened. Furthermore, it is worth mentioning that the R-VSCD dataset includes data from four different cities in China, Beijing, Cangzhou, Guangzhou, and Shanghai.

B. Performance Analysis of SICD/VSCD Dataset

As we formulate our problem as a detection task, we adopt the mAP as our primary performance metric. YOLOv3 [25]+D is the conventional method that depends on a standard object detector together with necessary association and difference calculation algorithms. When we calculate the mAP for to del cases, YOLOv3 typically does not output bounding boxes in the area because there is no object. Under such circumstances, we consider bounding boxes before the NMS step as candidates and take $1.0 - c$ as the confidence score, where $c$ is the original confidence score in YOLOv3. Diff-Net+ConvLSTM is our proposed method with the spatio-temporal fusion module. In Table I, we give a quantitative analysis of each method. Note our vast performance improvement over the conventional method in both the SICD and VSCD datasets. The end-to-end learning-based network achieves joint optimization of the change detection task, yielding significantly better performance overall. In terms of video data, the ConvLSTM aided version performs even better and achieves 76.1% mAP.

| Method                  | mAP  |
|-------------------------|------|
| YOLOv3 [25]+D           | 0.437|
| Diff-Net                | 0.876|
| Diff-Net+ConvLSTM       | 0.761|

TABLE I: Comparison of the change detection performance using the mAP metric. Our wide improvement over the conventional method, YOLOv3 [25]+D, is notable. Meanwhile, the benefits of the ConvLSTM based spatio-temporal fusion module are visible.

| Method                  | Top-1 Accuracy |
|-------------------------|----------------|
| YOLOv3 [25]+D           | 0.558          |
| Diff-Net                | 0.725          |
| Diff-Net+ConvLSTM       | 0.810          |

TABLE II: Comparison of the change detection performance using the dataset with real HD map changes. The problem is formulated as a classification problem to determine the correct change category. Our proposed method outperforms the baseline method.
C. Performance Analysis of R-VSCD Dataset

As mentioned before, we introduced an R-VSCD dataset where actual traffic signal changes happened. In this experiment, we evaluate the performance of the proposed methods in detecting HD map changes in the real world. Since the number of changes in the R-VSCD dataset is too limited (HD map changes are rare) to produce a meaningful mAP value, we choose to evaluate the top-1 accuracy in this experiment. It is known that there is zero or one change case in each video clip, so the problem becomes a classification problem to determine the correct change category of the video clip, correct, to_add, or to_del. More specifically, we run our change detector for all frames in the video clip and determine the outcome using majority voting. The top-1 accuracy results of each method are reported in Table II. The ConvLSTM aided version achieves 81.0% top-1 accuracy and outperforms the baseline method. It is worth mentioning that the R-VSCD includes data from 4 different cities. However, our training data was collected in Beijing, China only. It makes the problem sufficiently challenging since traffic signals look markedly different from city to city.

D. Feature Visualization

To help us interpret the effectiveness of the PCD module, we visualize three channels (from top to bottom) of the PCD’s final output features $F_{pcd}$ in Figure 4. Note that the features accurately cover the areas of interest in the images. Notably, no objects exist in the camera image for the to_del changes. This implies that they are compelling features for the HD map change detection task. Also, interestingly, we find that features in a coarser scale focus more on larger objects, while features in a more refined scale are for smaller ones. This strictly follows the purpose of our design.

VI. Conclusion

We have proposed a learning-based HD map change detection network designed for autonomous driving applications. Instead of resolving the problem in several isolated steps, contrary to conventional methods, the proposed method constructs an end-to-end network that infers the map changes directly in a joint framework, yielding substantially more outstanding performance. The excellent performance makes our method ready to be integrated into an HD map updating pipeline and support the regular operation of a self-driving fleet. Three datasets have been introduced in this work to fully validate our method, including synthetic and natural HD map changes. The datasets are to be released to the academic community soon. Our future work includes expanding our methods for more map elements and handling irregularly shaped objects.
