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Abstract—Multi-spectral satellite imaging sensors acquire various spectral band images such as red (R), green (G), blue (B), near-infrared (N), etc. Thanks to the unique spectroscopic property of each spectral band with respect to the objects on the ground, multi-spectral satellite imagery can be used for various geological survey applications. Unfortunately, image artifacts from imaging sensor noises often affect the quality of scenes and have negative impacts on the applications of satellite imagery. Recently, deep learning approaches have been extensively explored for the removal of noises in satellite imagery. Most deep learning denoising methods, however, follow a supervised learning scheme, which requires matched noisy image and clean image pairs that are difficult to collect in real situations. In this paper, we propose a novel unsupervised multi-spectral denoising method for satellite imagery using wavelet subband cycle-consistent adversarial network (WavCycleGAN). The proposed method is based on unsupervised learning scheme using adversarial loss and cycle-consistency loss to overcome the lack of paired data. Moreover, in contrast to the standard image-domain cycleGAN, we introduce a wavelet subband domain learning scheme for effective denoising without sacrificing high frequency components such as edges and detail information. Experimental results for the removal of vertical stripe and wave noises in satellite imaging sensors demonstrate that the proposed method effectively removes noises and preserves important high frequency features of satellite images.
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I. INTRODUCTION

MULTISPECTRAL imaging sensors from a satellite capture different types of spectral band informations. For instance, a typical high-resolution satellite has several imaging sensors for multi-spectral bands such as red (R), green (G), blue (B), near-infrared (N), etc. Each spectral band signal has unique spectroscopic characteristics, resulting in a variety of remote sensing applications such as agricultural planning [1], traffic monitoring [2], city planning [3], disaster analysis [4], etc.

Unfortunately, the quality of satellite images is often affected by various noise sources such as system calibration error, intrinsic properties of the hardware, sensitivity of the sensors, photon effect, and thermal noise. Fig. 1 shows typical examples of structured noise patterns in images from a high-resolution satellite such as vertical stripe noises and wave noises. The main cause of vertical stripe noises is an interference from the different scan timings of multi-spectral imaging sensors in a push broom scanner. Different sampling timings, and also the sensitivity of sensors, induce a different offset in each detector and generate vertical stripe noise patterns. Horizontal wave noise is an irregular wave noise pattern that is caused by interference from various hardware components. Noises in images degrade the quality of the scenes and limit the use of satellite imagery. Therefore, one of the most important pre-processing for satellite images is the elimination of image noises that occur during the image acquisition process.

Previously, various methods have been proposed for the removal of noise in satellite images. Conventional denoising methods follow model-based approaches using hand-crafted features and prior knowledge of data [5]–[13]. However, the limitation of traditional model-based methods is a degradation in performance if predefined features or prior knowledges of the model do not fully reflect the properties of new data.

Recently, deep convolutional neural network (CNN) have shown extraordinary performance in the image denoising problem [14]–[17]. The advantage of using deep learning methods comes from the data-driven nature that automatically learns the optimal features for the task from the data. In remote sensing applications, CNN-based denoising algorithms have been proposed and shown promising results [18]–[24]. However, most CNN-based denoising methods for the satellite images are trained in a supervised manner. Supervised learning scheme requires structurally matched noisy image and clean target image pairs, which are difficult to obtain in real situations.

To utilize unmatched image pairs, unsupervised learning
methods should be used. Among the various approaches for unsupervised learning, generative adversarial network (GAN) [25] was proposed as a distribution matching scheme so that it learns the distribution of the target domain from the input distributions. However, the standard GAN approaches often suffer from mode-collapsing behavior, which often generates artificial features. To address the mode-collapsing problem, unsupervised image-to-image translation using the cycle-consistent adversarial network (CycleGAN) was proposed [26]. Specifically, the network is trained in an unsupervised manner using generative networks, and the cyclic consistency alleviates the generation of artificial features due to the mode collapsing problem of GAN. Inspired by the success of cycleGAN, Kang et al. [27] proposed cycle-consistent adversarial denoising network for multiphase coronary computed tomography (CT) angiography. Here, the denoising problem was considered as the image-to-image translation problem between two domains: noisy image domain and clean image domain, and the results by Kang et al. [27] shows that cycleGAN is a promising tool for unsupervised denoising.

Another limitation of most CNN-based denoising algorithms for satellite imagery is that the methods are designed in the image domain, which often leads to blurred output and loss of the edges and details information especially when the training data is not sufficiently many. High frequency components in satellite images contain important information that is crucial for the use of the satellite. Therefore, a desirable denoising algorithm should only remove noise components while preserving image details. Transform domain learning approaches are an alternative to image domain denoising methods. For instance, the advantage of using wavelet transform is that the image can be decomposed to directional subbands that can be used effectively to remove noise while preserving high frequency components. Based on this observation, a denoising method based on the wavelet domain deep learning was proposed in a supervised learning framework, which effectively removes noises without affecting image details [21], [28].

Inspired by these approaches, here we propose a unsupervised multi-spectral denoising method for satellite imagery using wavelet subband cycle-consistent adversarial network (WavCycleGAN), and demonstrate its superior performance for the removal of two structured noise patterns: vertical stripe noise and wave noise. Specifically, based on the property of target noises, specific wavelet subbands that contain majority of noises are selected for the wavelet recombination to obtain the wavelet subband image. Then, our cycleGAN network is trained in an unsupervised manner to learn the distribution matching between two wavelet subband domains from clean and noisy images, respectively.

Our experimental results show that our multi-spectral denoising method using WavCycleGAN effectively removes vertical stripe noise and wave noise while preserving edges and details of images.

II. RELATED WORKS

A. Model based Approaches

Conventional satellite image denoising methods typically exploit model-based approaches which utilize hand-crafted representation and intrinsic properties of satellite images.

Satellite images tend to be piecewise smooth in the spatial domain [9]. Total variation (TV) denoising model [29] have been applied to the noise removal of satellite imagery because it effectively preserves high frequency information and enforces piecewise smoothness [5], [6], [9]. Yuan et al. [5] extended TV model to the spectral-spatial adaptive TV denoising model which considers spectral and spatial information of images. Chang et al. [6] proposed the image destriping method using the anisotropic spectral-spatial total variation model. He et al. [9] regularized their model with TV to enforce piecewise smoothness of images. Clean satellite images that consist of multi-spectral images can be considered to have low-rank property [7]. Based on the intrinsic sparsity of satellite images, low-rank matrix recovery (LRMR) approaches have been applied to noise removal problems in remote sensing [7]–[9]. Zhang et al. [7] introduced an image restoration method using LRMR. He et al. [8] proposed noise-adjusted framework that takes into account different properties of noises in different bands. He et al. [9] introduced a total variation-regularized low-rank matrix factorization (LRTV). Recent works exploit tensor-based approaches with low-rank property and TV regularization to utilize spatial-spectral correlations of multi-spectral satellite imagery [10]–[13].

However, the drawback of these model-based image restoration is the use of hand-crafted features and data model, which may degrade the performance of the algorithm if the image data has unexpected properties beyond their assumptions.

B. Deep Learning Approaches

In the field of remote sensing, many deep learning based methods have been proposed for the removal of noise in satellite imagery. Yuan et al. [18] proposed a spatial-spectral deep residual learning method using CNN for hyperspectral images (HSID-CNN). Their method utilized spatial and spectral information by using noisy input and adjacent spectral bands. Chang et al. [19] proposed a method for hyperspectral image denoising via CNN (HSI-DeNet). HSI-DeNet consists of dilated convolution layers and exploits residual learning approach to effectively remove noise. Zhang et al. [20] introduced a spatial-spectral gradient network (SSGN) for the removal of hybrid noise in hyperspectral images. SSGN use spatial and spectral gradient information to extract important features of satellite images. Guan et al. [21] proposed wavelet deep neural network for stripe noise removal. They trained the network in wavelet domain for the effective denoising. Other deep learning based denoising method for satellite imagery can be found in [22], [23], and [24].

Most deep learning based image restorations for satellite imagery follow a supervised learning scheme. A supervised learning method requires a paired dataset consisting of a noisy image and spatially matched clean image to train the network. The need for a paired dataset, however, limits the use of a supervised learning scheme in practice, since paired satellite images are difficult to collect in real situations. To mitigate this problem, many researchers added synthesized noise to relatively clean images. Although the trained model using
synthetic noise works well for artificial noise, it is difficult to estimate real noise components that are complex in practice.

C. Our Contributions

1) Unsupervised Learning Approach: Although it is difficult to obtain matched clean and noisy image pairs from satellite imagery, it is much easier to obtain unmatched clean and noisy image data sets in practice. This is because in some situations sensors are affected less by the noises, or the assumption of the model-based approaches are sufficiently accurate to generate clean images. However, the practical issue is that these clean images are not matched to the noisy multispectral image data that one is interested in processing.

In this scenario, an unsupervised learning scheme that uses the unmatched clean and noisy image data set is a perfect fit. Therefore, one of the most important contributions of our paper is an unsupervised learning scheme that uses the unmatched clean and noisy images for neural network training. Specifically, to train the network in an unsupervised way, we use adversarial loss and cycle-consistency loss. Accordingly, noise patterns can be removed efficiently without requiring the matched data set.

2) Wavelet Subband Learning: Typically, deep learning based image restorations in remote sensing are designed in the image domain. Unfortunately, perfect noise separation using image domain deep network is often difficult especially when enough training data sets are not available. Thus, edges and detail information are often removed by the denoising networks that are applied directly in the image domain.

Unlike the existing deep learning based algorithms designed in the image domain, we train our model using wavelet subband images that are obtained from subset of wavelet bands containing noises. Accordingly, the spectral contents in the other bands are not altered by the neural network so that we can achieve efficient noise removal without sacrificing high frequency information.

III. THEORY

A. Wavelet Subband Image

As described before, one of the disadvantages of the image domain deep learning is that output images from neural networks tend to be blurry since high frequency components such as edges and details of images can be altered by the reconstruction algorithm. To remove noise patterns while preserving image details, here we propose a wavelet subband deep learning.

The procedure for generating wavelet subband images is as follows. First, we used the 2D Daubechies-3 wavelet transform (db3) to decompose the input image to subband images such as approximation (LL), horizontal detail (LH), vertical detail (HL), and diagonal detail (HH) bands. With K-th level wavelet decomposition, we have \( \{ LL_i \}_{i=1}^K \), \( \{ LH_i \}_{i=1}^K \), \( \{ HL_i \}_{i=1}^K \), and \( \{ HH_i \}_{i=1}^K \) subband images. The advantage of using the wavelet transform is that we can decompose an image into directional subbands. Therefore, if the noises have specific directional properties, the noises can be usually confined in specific subset of wavelet bands. This is the prior information we want to explore in designing the neural network.

For example, for the case of vertical stripe noise in Fig. 2(a), the wavelet subband images are obtained by wavelet decomposition using the vertical detail subbands \( \{ HL_i \}_{i=1}^9 \) and zeroing out the other bands. This generates an wavelet subband image shown in Fig. 2(b), which clearly shows the noise signals without too much of underlying structures of the scene. In the case of images corrupted with the wave noise as shown in Fig. 2(c), we can find that the subbands \( \{ LH_i \}_{i=1}^6 \) contains the most of the noises, so we use these band to obtain the wavelet subband images in Fig. 2(d).

After a denoising network remove noise patterns in noisy wavelet subband images, clean output images can be acquired by subtracting predicted noise patterns from noisy images.

B. Wavelet Subband Cycle-consistent Adversarial Network

As for an unsupervised denoising network for the wavelet subband images, we use the cycleGAN architecture. More details are provided in the following.

1) Loss Formulation: We consider two domains: clean domain \( \mathcal{X} \) and noisy domain \( \mathcal{Y} \). The clean domain contains wavelet subband images without noise patterns, while the noisy domain consists of wavelet subband images with noise patterns. The two data domains are composed of data that are not matched to each other. \( P_X \) and \( P_Y \) are probability distributions of the clean domain and noisy domain, respectively. \( y \) is a sample from the noisy wavelet subband image distribution, and \( x \) is a sample from the clean wavelet subband image distribution. As shown in Fig. 3, \( G_\Theta : \mathcal{Y} \rightarrow \mathcal{X} \) is the generator parameterized with \( \Theta \), which convert a noisy
wavelet subband image to a clean wavelet subband image; the generator \( F_\Lambda : \mathcal{X} \rightarrow \mathcal{Y} \) is a generator parameterized by \( \Lambda \) which generates a synthetic noisy wavelet subband image from a clean wavelet subband image. \( \psi_\Xi \) is an adversarial discriminator parameterized by \( \Xi \) that distinguishes synthetic noisy wavelet subbands from real noisy wavelet subbands. Similarly, \( \varphi_\Phi \) is adversarial discriminators that distinguish denoised wavelet subband images from real clean wavelet subband images.

To train the wavelet subband cycle-consistent adversarial network for the denoising problem, our objective consists of three loss functions: adversarial loss \( \ell_{GAN} \), cycle-consistency loss \( \ell_{cycle} \), and identity loss \( \ell_{identity} \). Specifically, the typical adversarial loss for the generator \( G_\Theta \) and the discriminator \( \varphi_\Phi \) is as follows:

\[
\ell_{GAN}(\Theta, \Phi) = \mathbb{E}_{x \sim P_X} [\log \varphi_\Phi(x)] + \mathbb{E}_{y \sim P_Y} [\log(1 - \varphi_\Phi(G_\Theta(y)))] ,
\]

To train \( G_\Theta \) and \( \varphi_\Phi \), we need to solve the min-max problem as follows:

\[
\min_{\Theta} \max_{\Phi} \ell_{GAN}(\Theta, \Phi)
\]

The least squares GAN (LSGAN) [30] uses the least square loss function instead of the cross entropy loss to overcome the problem of vanishing gradients. We adopted LSGAN for the min-max problem as follows:

\[
\min_{\Theta} \mathbb{E}_{y \sim P_Y} [(\varphi_\Phi(G_\Theta(y)) - 1)^2],
\]

\[
\min_{\Phi} \frac{1}{2} \mathbb{E}_{x \sim P_X} [(\varphi_\Phi(x) - 1)^2] + \frac{1}{2} \mathbb{E}_{y \sim P_Y} [\varphi_\Phi(G_\Theta(y))^2].
\]

By solving the min-max game, \( G_\Theta \) is trained to generate synthesized clean wavelet subband images from real noisy wavelet subband images and deceive the discriminator \( \varphi_\Phi \), while \( \varphi_\Phi \) learns to discriminate between synthesized clean wavelet subband images \( G_\Theta(y) \) and real clean wavelet subband images \( x \). When the networks converge, \( G_\Theta \) produces realistic clean wavelet subband images, and \( \varphi_\Phi \) cannot distinguish between real clean wavelet subband images and synthesized clean wavelet subband images from \( G_\Theta \). The role of the adversarial loss for \( F_\Lambda \) and \( \psi_\Xi \) is similar to that of \( G_\Theta \) and \( \varphi_\Phi \).

The generators \( G_\Theta \) and \( F_\Lambda \) can be trained to generate realistic clean wavelet subband images by minimizing the adversarial loss. However, using only the adversarial loss may cause artificial features due to the mode collapsing problem. We used cycle-consistency loss to impose one-to-one mapping between input images and output images to reduce artifacts and to maintain important features other than noise components. The cycle-consistency loss is defined using the L1 norm as follows:

\[
\ell_{cycle}(\Theta, \Lambda) = \mathbb{E}_{y \sim P_Y} [||F_\Lambda(G_\Theta(y)) - y||_1] + \mathbb{E}_{x \sim P_X} [||G_\Theta(F_\Lambda(x)) - x||_1].
\]

By enforcing the cycle-consistency for the networks, the generators \( G_\Theta \) and \( F_\Lambda \) can be inverse mappings of each other, in which important features of images can be maintained during the domain translation.

Once the network is trained, at the inference phase, the denoiser \( G_\Theta \) is only used. However, in many practical situations, many input images or image patches for the denoiser \( G_\Theta \) may not be corrupted by the noise patterns. A desired generator \( G_\Theta \) therefore should remove the noise pattern in the noisy wavelet subband image while maintaining the input wavelet subband images if noises are not present. Also, the desired generator \( F_\Lambda \) adds the noise pattern when the input is clean, while maintaining the input image when the input has the noise pattern. This condition is often called identity property, i.e. \( G_\Theta(x) \approx x \) and \( F_\Lambda(y) \approx y \) [27]. To enforce this, we define the identity loss as follows:

\[
\ell_{identity}(\Theta, \Lambda) = \mathbb{E}_{x \sim P_X} [||G_\Theta(x) - x||_1] + \mathbb{E}_{y \sim P_Y} [||F_\Lambda(y) - y||_1].
\]

The overall loss function is defined using \( \ell_{GAN} \), \( \ell_{cycle} \), and \( \ell_{identity} \) as follows:

\[
\ell(G_\Theta, F_\Lambda, \psi_\Xi, \varphi_\Phi) = \ell_{GAN}(\Theta, \Phi) + \ell_{GAN}(\Lambda, \Xi) + \lambda \ell_{cycle}(\Theta, \Lambda) + \gamma \ell_{identity}(\Theta, \Lambda),
\]

where \( \lambda \) and \( \gamma \) are hyperparameters for controlling the ratio of the losses between \( \ell_{GAN} \), \( \ell_{cycle} \), and \( \ell_{identity} \). To train the WavCycleGAN for the denoising problem, we aim to optimize the following problem:

\[
\min_{\Theta, \Lambda} \max_{\Phi, \Xi} \ell(G_\Theta, F_\Lambda, \psi_\Xi, \varphi_\Phi),
\]

The corresponding architecture is given in Fig. 3. Notice that our WavCycleGAN uses wavelet subband images consisting of selected directional subbands, while standard CycleGAN use typical images. By considering prior knowledge of noise patterns, the networks easily learn the properties of structured noise patterns and show improved performance compared to results of learning typical images, as will shown in the experimental section.
C. Reconstruction Flow for Specific Noise Patterns

1) Vertical Stripe Noise Removal: We found that vertical stripe noise patterns are distributed globally in images. Therefore, the networks need to see the image in full resolution and capture the overall trend of the stripe patterns to learn the relationship between clean and noisy images. However, the full resolution of a test scene with vertical stripe noise patterns is 3000 × 3000 pixels, which requires huge GPU memory and high computational cost. To mitigate this problem, we used a prior knowledge that vertical stripe noise patterns are similar in the vertical direction. Accordingly, we applied downsampling along the vertical direction of the wavelet subband images by a factor of 32. By using downsampled images, the networks can be trained using images with global appearance of the stripe pattern and the computational costs can be also reduced. To train the WavCycleGAN for the removal of vertical stripe noise, we used randomly cropped patches with a size of 2048 × 32 pixels from downsampled vertical wavelet subband images.

Fig. 4. Overall flow of our denoising method for the vertical stripe noise. (a) A process of making a vertical wavelet subband image. WT denotes a wavelet transform, and IWT refers to an inverse wavelet transform. The red-colored subbands are only used for wavelet recomposition. (b) A process of estimating a noise pattern. (c) The process of reconstructing a clean output from a noisy input and an upsampled noise pattern.

Fig. 4 shows the overall flow of our denoising method for the vertical stripe noise. First, the vertical wavelet subband image is generated by using db3 wavelet transform at the 9 decomposition level from the noisy input. When we apply the inverse wavelet transform, we preserve the coefficients of vertical bands (HL bands) and make the coefficients of the other bands (LL, LH, and LL bands) to zero. Second, the generator \( G_{\Theta} \) removes the noise pattern of the downsampled vertical wavelet subband image. The estimated noise pattern can be acquired by subtracting the denoised wavelet subband image from the downsampled wavelet subband image. Finally, the clean output can be reconstructed by subtracting the upsampled noise pattern from the noisy input.

After the training process, we can only use the denoiser \( G_{\Theta} \) in the inference stage for the denoising problem. Specifically, the noise pattern can be calculated by subtracting the wavelet subband image reconstructed by the generator \( G_{\Theta} \) from the noisy wavelet subband image. However, due to the downsampling of the input image by the factor of 32, the resolution of the estimated noise pattern differs from that of the input image. To increase the resolution of the noise pattern, we applied the upsampling process to the estimated noise pattern. The final reconstruction result can be obtained by subtracting the upsampled noise pattern from the noisy input.

2) Horizontal Wave Noise Removal: We utilized spatially registered RGBN images for the removal of wave noise. The use of spatially registered RGBN images makes the network to use the spatial correlation between multi-channel images, which improves reconstruction performance. To train the WavCycleGAN for the removal of wave noise, we used randomly cropped RGBN image patches with the size of 128 × 128 pixels from horizontal wavelet subband images.

Fig. 5 shows the overall framework of our denoising method for the wave noise. (a) A procedure for generating a horizontal wavelet subband image. WT and IWT denote a wavelet transform and an inverse wavelet transform, respectively. We created horizontal wavelet subband image for each spectral-band image. The red-colored subbands are only used for wavelet recomposition. (b) A process of estimating a noise pattern. The predicted noise pattern can be calculated by using wavelet subband images of the green band. (c) A process of reconstructing a clean output image from a noisy image and a predicted noise pattern.

After the training process, we can only use the denoiser \( G_{\Theta} \) in the inference stage for the denoising problem. Specifically, the noise pattern can be calculated by subtracting the wavelet subband image reconstructed by the generator \( G_{\Theta} \) from the noisy wavelet subband image. However, due to the downsampling of the input image by the factor of 32, the resolution of the estimated noise pattern differs from that of the input image. To increase the resolution of the noise pattern, we applied the upsampling process to the estimated noise pattern. The final reconstruction result can be obtained by subtracting the upscaled noise pattern from the noisy input.
subtracting the estimated noise pattern from the noisy input image of the green channel.

At the inference stage, the algorithms are applied by overlapping patch images by half to avoid blocking artifacts. The reconstructed full scene are then acquired by assembling only center parts of reconstructed patches. Specifically, we reconstruct 128 × 128 pixel patches, and use only the center parts of patches with the size of 64 × 64 pixels.

IV. METHODS

A. Data Set

1) Real Noisy Data: In this study, we utilized multi-spectral images from a high-resolution satellite. The multi-spectral images are composed of multi-spectral images from red (R), green (G), blue (B), near-infrared (N) imaging sensors. The data set are corrupted by either stripe noise or wave noise depending on the type of satellite imagery.

In order to develop a denoising algorithm for the vertical stripe noises that are mainly contained in the B channel, we used blue channel images from 14 scenes with a size of 6000 × 3000 pixels. This is because the multi-spectral data were provided by the data distributor (Korea Aerospace Research Institute: KARI) without registration, so we could not use them all together. For the removal of wave noise, we used 16 RGBN images in which each band image is of the size of 6000 × 6000 pixels. In this case, the RGBN data were distributed by KARI with the image registration, so we aim to exploit the multi-spectral band redundancy. In our data, only green channel images have wave noise patterns.

For every scene, the upper part was used as training data and the lower part was used as test data. In real situation, it is difficult to have completely clean images. To get clean images, we applied the conventional model-based reconstruction methods and used the resulting processed images as clean image reference for training the denoising network in unsupervised set-ups.

2) Synthetic Noisy Data: The development of denoising algorithms with real samples leads to the difficulty of quantitative evaluation, as there is no clean ground-truth corresponding to a noisy image. Without ground truths, it is not possible to calculate quantitative metrics for the image reconstruction such as the peak signal-to-noise ratio (PSNR) and structural similarity index metric (SSIM) [31]. For quantitative evaluation of the algorithm, we therefore added synthesized noise to relatively clean data. To obtain a ground-truth image for quantitative evaluation, we obtain synthetic noise patterns by subtracting the conventional model-based reconstruction results from the noisy images. Then, the synthetic noise patterns are added to the ground-truth image to generate synthetic noisy image data.

For the task of vertical stripe noise removal, we generated eight synthetic image pairs with a size of 3000 × 3000 pixels that are not used for the training of the denoising network. For the wave noise removal, we generated four synthetic image pairs with a size of 3000 × 6000 pixels which are never used in the training data. When we added synthesized noise to green channel images, spatial correlation with other channels (red, blue, and near-infrared bands) were found different from real data. For instance, if the pixel values of the synthesized noisy image exceed the specified interval (e.g. [0, 65535]), values outside the interval are need to be clipped, which leads to an incorrect spatial correlation with other bands. Therefore, for a quantitative evaluation of horizontal wave images, we only compared results of neural network using green band images.

It is remarkable that these synthetic data are only used at the inference phase.

B. Implementation Details

1) The Architecture of Generators and Discriminators: For the generators $G_\phi$ and $F_\lambda$ in our denoising model, we used the tight-frame U-net [32] structure with the skip connection between the input and output nodes. The tight-frame U-net uses wavelet decomposition and concatenation instead of conventional pooling and unpooling layers in order to satisfy the frame condition so that the networks effectively reconstruct high frequency components [33]. Furthermore, by adding the skip-connection between input and output nodes, we exploited the residual learning scheme, which is effective for denoising [16]. We also replaced batch normalization layers [34] with instance normalization layers [35] which is known for improving the quality of image generation. The discriminators $\varphi_\Xi$ and $\psi_\Theta$ are constructed based on the structure of PatchGAN [36], which penalizes image patches to capture the texture and style of images. We used PatchGAN consisting of five convolutional layers and the fully connected layer with the instance normalization.

2) Training details: For the success of supervised deep neural networks, a large amount of training data is often required. In addition, the variety of samples is an important factor. However, in many situations, the large number of data sets are not available and we consider such extreme situation to validate the advantages of our network.

Specifically, due to the security issues, our training data had fewer than 20 scenes for the development of the noise removal algorithm. To mitigate the deficiency of training data, we utilized image patches cropped from the full scenes. Specifically, we randomly cropped image patches with the size of 2048 × 32 pixels from the downsampled vertical wavelet subband images for the algorithm of denoising the vertical stripe noise. For the denoising method of the wave noise, we utilized image patches with the size of 128 × 128 pixels randomly cropped from the horizontal wavelet subband images. We also used data augmentation strategies such as horizontal flipping and vertical flipping. The use of image patches, which are cropped randomly at each iteration in the training phase, increases the variety of the samples and a large number of training images can be acquired.

For unsupervised training, we randomly shuffle image pairs so that the network use unmatched data for the training. Our WavCycleGAN was trained by solving the optimization problem (8) with $\lambda = 10$ and $\gamma = 5$. The size of minibatch was 1. Adam optimizer [37] was used to optimize the loss function with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The network was trained for 200 epochs. The initial learning rate was $2 \times 10^{-3}$ during the first 100 epochs, and gradually decreased
to 0 through the last 100 epochs. The implementation of our method was based on PyTorch library [38] using a NVIDIA GeForce GTX 1080 Ti GPU.

C. Comparative Methods

To evaluate the performance of vertical stripe noise removal, we compared our method (WavCycleGAN) with various methods. Specifically, in order to investigate the effectiveness of learning wavelet subband images, we also generate reconstruction results using standard image domain cycleGAN (CycleGAN) that does not utilize any directional decomposition using wavelet transform. We also compared the conventional model-based approach. The conventional model-based method was based on a prior model of the strip noises. The conventional model also exploited a moment matching approach [39], in which the sensors are assumed to have a linear relationship with each other. Specifically, the model-based algorithm estimates the initial points of vertical stripes, and use edge information to calculate the positions of the noise. The initial points of stripes are calculated based on information of sensors. Using edge information of the input, homogeneous areas are selected and the start and end points of the noise are calculated based on the initial points of the noise in the homogeneous area. Vertical stripe noise patterns are estimated by subtracting the average value of the areas near the vertical pattern from the average value of vertical stripe area.

For the case of wave noise removal, multi-spectral images (RGN bands) are registered for the case of wave noise, so we compared our results (WavCycleGAN

\text{RGBN}) with various variations to verify the benefits of our framework. Specifically, we generated comparative reconstruction results by the image domain cycleGAN using green channel images (CycleGAN$_G$), wavelet subband domain cycleGAN using green channel images (WavCycleGAN$_G$), and the image domain cycleGAN using multi-spectral bands (CycleGAN$_{RGBN}$). We also compared the conventional model-based approach for the wave noise. The conventional method assumed that the panchromatic image can be represented by a linear combination of multi-spectral band images with the least square regression coefficients [40]. Clean green band images are then calculated using the relationship of the panchromatic image and the multi-spectral images according to the block-based scheme.

V. EXPERIMENTAL RESULTS

A. Real Experiments

1) The removal of vertical stripe noise: To evaluate the performance of our denoising method for the vertical stripe noise, we visually inspected our results (WavCycleGAN) and compared them with other methods.

Fig. 6 and Fig. 7 show denoising results for the image patches from the first scene (agricultural area) and second scene (cloud area), respectively. The reason we chose two drastically different scenes is to validate the generalization.
capability of our neural network. For Fig. 6, we selected image patches with the size of 400 × 400 pixels showing significant vertical stripe noise from the first scene. The image patch of size 800 × 800 pixels was cropped from the second scene for Fig. 7. As shown in figures, our results of learning wavelet subband images (WavCycleGAN) effectively remove vertical stripe noise, while results of the image domain cycleGAN (CycleGAN) fail to capture the noise patterns. In particular, our method successfully removed noises without affecting high frequency components such as edges and textures. Compared with the conventional model-based results, our results show improved performance in terms of image homogeneity. For instance, in Fig. 7(d), the middle part of the conventional model-based result shows image inhomogeneity, while our method shows a homogeneous denoising result.

2) The removal of wave noise: Fig. 8 and Fig. 9 show results of the wave noise removal in the third scene (ocean) and the fourth scene (cloud), respectively. Again, the reason to show two very different scenes at the test phase is to validate the generalization power of our method. We used the image patch with the size of 200 × 200 pixels for the third scene, and the image patch of size 400 × 400 pixels for the fourth scene. We also visualized the difference images by subtracting denoised results from the noisy images.

As shown in Figs. 8 and 9, results of the image domain cycleGAN using only G channel do not successfully remove wave noise. Specifically, we found that CycleGAN_G erroneously remove structural features of objects, while results of WavCycleGAN_G preserve these high frequency features. In Fig. 8(b), the difference image contains edges of the object, while only horizontal wave patterns are present in Fig. 8(c). In addition, our experimental results show that using multi-spectral images improves performance, since the network can utilize the spatial correlation between the individual spectral bands for noise reduction. However, results of CycleGAN_RGBN tend to blur edges and details of images. The difference image of Fig. 8(d) shows that the multi-spectral image domain cycleGAN (CycleGAN_RGBN) removed high frequency features which are important information for the application of satellite imagery. Compared with results of
CycleGAN<sub>RGBN</sub>, our results using WavCycleGAN<sub>RGBN</sub> show effective removal of noise without sacrificing high frequency components as shown in Fig. 8(e).

Furthermore, in contrast to our proposed method (WavCycleGAN<sub>RGBN</sub>), we found that the use of multispectral image domain cycleGAN (CycleGAN<sub>RGBN</sub>) often introduce unexpected artifacts to the green band reconstruction images. For instance, in Fig. 9(d), the green band reconstruction results are corrupted by other streaks that are not present in the input image. We noticed that these artifacts are from other channel images (R, B, and N bands) during the unsupervised image domain learning. On the other hand, by using wavelet subband images with horizontal bands, only horizontal components can be reconstructed, while other directional components can be retained. Therefore, no such artifacts are observed in the proposed method.

It is also remarkable that although we used conventional model-based results as a clean domain in training the networks, our unsupervised learning results show improved denoising performance than the conventional methods by learning the image distribution matching rather than pair-wise matching. For example, the model-based approach completely blurred out the cloud image in Fig. 9(f), whereas our method provides very high resolution image reconstruction without noises.

TABLE I

| Scene # | PSNR [dB] / SSIM |
|---------|-----------------|
|         | Noisy image     | CycleGAN | WavCycleGAN | Model-based |
| 1       | 65.73 / 0.99982 | 61.92 / 0.99996 | 66.04 / 0.99983 | 58.42 / 0.99905 |
| 2       | 66.68 / 0.99985 | 64.47 / 0.99976 | 67.14 / 0.99987 | 61.04 / 0.99946 |
| 3       | 67.02 / 0.99994 | 64.60 / 0.99990 | 67.93 / 0.99995 | 55.12 / 0.99908 |
| 4       | 66.19 / 0.99994 | 63.70 / 0.99988 | 66.28 / 0.99994 | 63.35 / 0.99987 |
| 5       | 63.95 / 0.99992 | 63.54 / 0.99991 | 64.60 / 0.99993 | 69.85 / 0.99996 |
| 6       | 65.00 / 0.99991 | 62.62 / 0.99987 | 65.11 / 0.99991 | 68.52 / 0.99993 |
| 7       | 66.45 / 0.99983 | 64.13 / 0.99972 | 66.83 / 0.99985 | 64.38 / 0.99979 |
| 8       | 63.63 / 0.99971 | 61.93 / 0.99958 | 65.45 / 0.99981 | 64.24 / 0.99974 |
| Average | 65.62 / 0.99986 | 63.36 / 0.99977 | 66.17 / 0.99988 | 63.11 / 0.99961 |

B. Numerical simulation

For the quantitative evaluation, we performed inferences using synthetic noisy data and calculated quantitative metrics such as PSNR and SSIM.

1) Removal of vertical stripe noise: Table I lists the PSNR and SSIM values of the scenes from 8 noisy images and the reconstruction results by the image domain cycleGAN (CycleGAN), wavelet subband domain cycleGAN (WavCycleGAN), and the model-based method. Our results from WavCycleGAN outperform the results of CycleGAN in terms of PSNR and
SSIM for the all scenes. Furthermore, we observed that the mean PSNR and SSIM values of our results are highest among other methods, which confirms that our method improves the performance by using the wavelet subband image learning scheme. Fig. 10 illustrates results of denoising synthetic vertical noise patterns from the image patch with the size of $600 \times 600$ pixels. It can be seen that WavCycleGAN outperforms CycleGAN, and our method shows homogeneous image reconstruction compared to the conventional model-based approach.

2) Removal of wave noise: Table II shows the PSNR and SSIM scores of the scenes from 4 noisy images and the reconstruction results using image-domain cycleGAN (CycleGAN), wavelet subband domain cycleGAN (WavCycleGAN), and results of the conventional model-based method. We observed that our method (WavCycleGAN) outperforms the existing method (CycleGAN) in terms of PSNR and SSIM values with the exception of Scene 1. Also, our method yields the highest average values of PSNR. Fig. 11 shows reconstruction results and difference images for the removal of synthetic wave noise using the image patch with the size of $100 \times 100$ pixels. In contrast to the results of CycleGAN and the conventional model, our method effectively removes noise patterns without removing edges and detail information. On the other hand, the model-based approach removed the details of the scene, providing a bit blurry image.

VI. CONCLUSION

In this paper, we proposed the wavelet subband cycle-consistent adversarial network (WavCycleGAN) for the multispectral denoising in satellite imagery. The main motivation for using WavCycleGAN is that our target noise patterns are directionally structured and only directional components of the noise pattern can be reconstructed using the wavelet subband learning scheme for efficient noise removal. Furthermore, to alleviate the problem of unpaired data in practice, we trained the denoising network in an unsupervised manner. Thanks to the use of WavCycleGAN, the denoising network could be trained efficiently in an unsupervised manner. Experimental results demonstrated that our method effectively removes noise patterns without sacrificing high frequency components.
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