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Abstract—Particle robots are novel biologically-inspired robotic systems where locomotion can be achieved collectively and robustly, but not independently. While its control is currently limited to a hand-crafted policy for basic locomotion tasks, such a multi-robot system could be potentially controlled via Deep Reinforcement Learning (DRL) for different tasks more efficiently. However, the particle robot system presents a new set of challenges for DRL differing from existing swarm robotics systems: the low degrees of freedom of each robot and the increased necessity of coordination between robots. We present a 2D particle robot simulator using the OpenAI Gym interface and Pymunk as the physics engine, and introduce new tasks and challenges to research the underexplored applications of DRL in the particle robot system. Moreover, we use Stable-baselines3 to provide a set of benchmarks for the tasks. Current baseline DRL algorithms show signs of achieving the tasks but are yet unable to reach the performance of the hand-crafted policy. Further development of DRL algorithms is necessary in order to accomplish the proposed tasks.

I. INTRODUCTION

Innovations in hardware and computing have sparked increased interest and research in swarm robotics. Swarm robot systems provide a more adaptable, robust, and scalable alternative to current state-of-the-art robots. While traditional swarm robots, like drones, maintain a basic level of capabilities in each individual, a new class of swarm robots with simpler hardware has been proposed: the particle robot. Existing work in particle robots can be classified into two categories: biological-inspired particle robots, like viruses and sea urchins, that can operate independently [1], and statistical-mechanics-inspired particle robots that are incapable of self-locomotion [2]. Both types of particle robots pose a collaborative control task, but in this paper, we will focus on the statistical mechanics-inspired particle robot. This type of robot is unable to complete any task on its own, so in order to utilize the particle robot, we must control an extensive multi-robot system.

We present a Particle Robot simulator to study reinforcement learning methods on this type of robots. The particle robot [2] we study in this simulator is a disk-shaped robot only capable of changing its radius (increasing/decreasing its size). It switches between two states: fully expanded (largest size) or fully contracted (smallest size), by moving paddles attached to its central body (see Figure 1). These paddles are not in contact with the ground meaning individual particles are incapable of self-propulsion. However, as a part of a particle robot system, the collective particle robots can leverage the internal forces from the paddle movement between particle robots and the external force from the friction from the ground acting on each particle robot’s central body. It has been proven that if the particle robot system’s expansion-contraction cycle follows a longitudinal wave, the particle robots’ motion will be in the opposite direction to the wave (see Figure 2). For further detail on the dynamics of the particle robot system, please check section III-A.

Control methods for the particle robot can be mathematically derived, like the aforementioned “wave-policy”, but it would be a difficult and tedious task to create a new control method for each new robot design and task. The appeal of swarm robots is their adaptability, so it makes sense for particle robot control to be easily repurposed and reapplied. This motivates the application of deep reinforcement learning as a control method for particle robots. Since the introduction of Deep Q-Networks (DQN) [3], new Deep Reinforcement Learning (DRL) algorithms have become widespread, including Advantage Actor-Critic (A2C) [4] and Proximal Policy Optimization (PPO) [5]. The combination of traditional Q-Learning or Policy Gradient methods and the powerful
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modeling ability of deep neural networks has improved the performance of DRL algorithms, allowing them to tackle increasingly difficult problems. DRL has become well suited for complex robot control problems, thus it is reasonable to study if DRL methods could automatically find optimal control policies for the particle robot system. Our particle robot simulator poses a novel swarm robot environment with unique constraints on individual robot capabilities to test and develop DRL methods.

As the first step of studying DRL for particle robots, we choose to use a centralized control method to facilitate collaborative particle robots. We consider this a “super-agent” setup, where there exists an outside controller that possesses full observability of the world and the ability to send simultaneous instructions to every particle robot. Although the particle robot system seems naturally more suited for decentralized RL, and the super-agent setup seems to make the problem easier due to the full observability and coordination, we find our setup already non-trivial and challenging for existing DRL baselines. Note that our environment supports the decentralized setup, but in this work, we focus on thoroughly studying the super-agent control before advancing to a more challenging problem.

Our simulator contains tasks varying in difficulty from point-to-point navigation to object manipulation, and allows for varying the number and states of the particle robots. By using the OpenAI gym interface, it is possible to modify observation and action spaces, tasks and challenges, and reward methods, and it is easy to apply reinforcement learning techniques on the particle robots.

We also benchmark four baseline algorithms: (1) a hand-crafted control policy, (2) DQN, (3) A2C, and (4) PPO, over four different tasks: (1) simple navigation, (2) obstacle navigation, (3) navigation with unresponsive particles, and (4) object manipulation.

In summary, our contributions are the following:

- introduced a new deep reinforcement learning environment for particle robot research.
- implemented multiple, challenging tasks for the development of particle robots.
- benchmarked three existing deep reinforcement learning algorithms on our tasks.

II. RELATED WORK

Particle-robot-like Swarm Robot Control. There are existing low-capability robot systems similar to particle robots which are not controlled using deep reinforcement learning. Research is focused on exploiting the randomness of collective low-level actions to generate movement in larger robot systems. The Smarticle [6] system implements statistical models and unsupervised learning to create asymmetries in smarticle collisions by activating and deactivating certain smarticles. Smarticle control was advanced with a more physics-inspired model for self organization [7]. Deblais et al. [8] considers a bounded collection of rod-like robots which can form mobile and deformable superstructures. Boudet et al. [9] proposes a Langevin’s equation-inspired dynamics model for this robot scaffold. These systems are collections of robots bounded by a soft or hard container, creating parallels to fluid behaviors. The particle robots in our environment are not container bounded but use the magnetic attraction for a similar adhesive purpose as in [2].

Wang et al. [10] propose the Virtual Particle Exchange, a localization algorithm that relies on simple sensors and calculations and can anonymize and limit robot communications. Mayya et al. [11] considers equilibrium thermodynamics in brushbot systems to take advantage of the differences in robot densities. Yang et al. [12] creates vortex-like paramagnetic nanoparticle swarms to track and control microbots. Like particle robots, individual robots in these systems possess little to no self-locomotion abilities. Unlike previous works that handcraft control policies from physics rules, with our particle robot environment, we aim to use deep reinforcement learning to discover explicit control policies. The robots used in our simulator are inspired by particle robots [2], a disk-shaped, biological-cell-inspired robot only capable of changing its size and without self-locomotion abilities. Researchers hand-derived a sinusoidal-function control policy (an expansion/contraction cycle determined from distance to goal position) for large swarms of particle robots to complete various navigation tasks.

Deep Reinforcement Learning-based Control Method. Deep reinforcement learning has become popular for solving multi-agent system control problems. Collision avoidance between robots is a critical problem for multi-robot systems; Fan et al. [13] and Long et al. [14] have developed reinforcement learning based control methods for multi-robot navigation tasks by combining a collision penalty term and the time cost term in their reward function, enabling the robots to learn a time-optimal and collision-free trajectory. DRL is capable of coordinating systems of robots that possess significantly more locomotive abilities than our particle robots. Drone system control is a more difficult multi-agent control problem which presents a larger state and action space since drones can move freely in 3D space, but deep reinforcement learning is still viable for cooperative multi-drones tasks. Real-time trajectory planning of multi-drone systems [15] trains a large amount of drones (with limited communication) using a PPO algorithm to find a collision-free trajectory. This demonstrates the PPO algorithm’s capability of solving cooperative navigation problems, which is similar to our proposed Particle Robot tasks. Wang et al. [16] introduces an application of DRL in pattern formation: a multi-robot system learns to configure in given patterns such as lines, circles, and more complex shapes; these tasks could show the potential of using DRL to solve similar cooperation tasks for particle robot systems. Moreover, Ding et al. [17] shows that robots can learn a cooperative strategy in the multi-arms manipulation task. Zhu et al. [18] discusses using DRL to solve the robot flocking control problem (a migrating-birds-like robots system). Sun et al. [19] give a systemic review of DRL in the robot motion planning field. DRL has proven to be a successful method of discovering robot control policies, and it is considered to have the potential to solve the particle
robots’ control problem.

**Related Reinforcement Learning Environments.** It is necessary for our environment to preserve realism and maximize adaptability so that the control methods developed in the simulator could also work with real-world particle robots. Thus, our Deep Particle Robot simulator (DPR) features a continuous world environment, centralized and decentralized communication structures, navigation and manipulation tasks, and a physics engine (PhysE). Our environment can be easily modified to add new robot designs, challenges, and goals, and the Pymunk physics engines simulates realistic forces and collisions. Compared to our environment, there are various existing environments for multi-agent reinforcement learning, but none of them are directly suitable for simulating particle robots (see Table I). Multi-Agent-Reinforcement-Learning-Environment [20] offers a framework for multi-agent problems like playing soccer, navigating mazes, and manipulating boxes. MAgent [21] is one of the first environments to support millions of agents and offer numerous variants of communication structures and tasks. Multi-agent-Particle-Envs [22] has a physics engine collision handler and both a continuous and discretized action space. However, these environments are simplified to a discretized state space and non-continuous world, limiting simulator realism. Multi-Agent-Emergence-Environments [23] is solely a hide-and-seek game and every agent within a team shares its observations. Playground [24], an environment for the multi-agent game Pommerman, emphasizes coordination and strategy but uses a grid world and a binary action space. There exists specialized simulators for video games like Neural-MMOs [25], SMAC [26] for Starcraft II, and Google Research Football [27] for soccer, and while these simulators are used for multi-agent reinforcement learning research, they are unable to be applied in particle robots.

**TABLE I**

| Environment                  | Statea | Commb | PhysEc | Navd | Manipd | #Agentsf | PRg |
|------------------------------|--------|-------|--------|------|---------|----------|-----|
| [20] DPR                     | D      | C     | √      | √    | ×       | <10      | ×   |
| [21] D                       | D      | C     | √      | √    | ×       | <10      | √   |
| [22] D                       | D      | 2D    | √      | √    | ×       | 10-100   | √   |
| [23] C                       | C      | 3D    | √      | √    | ×       | <10      | √   |
| [24] C                       | C      | 2D    | ×      | ×    | ×       | <10      | √   |
| [25] C                       | C      | 2D    | ×      | ×    | √       | <100     | √   |
| [26] C                       | C      | 2D    | ×      | ×    | ×       | <100     | √   |
| [27] C                       | C      | 2D    | √      | √    | ×       | 10-100   | √   |
| Ours                         | C      | 2D    | √      | √    | ×       | <100     | √   |

- ^a Continuous state (C) or discretized state/grid world (D)
- ^b Centralized (C) or decentralized (D) communication structure
- ^c 2D, 3D, or No Physics Engine
- ^d Navigation Task
- ^e Manipulation Task
- ^f Number of Agents Supported
- ^g Low-level locomotion-inhibited robotics environment

### III. Environment Setup

Our Particle Robots environment uses Pymunk, a 2D Physics library, to simulate the environment, and Pygame for visualization. The environment also uses the OpenAI Gym interface, allowing for easy reinforcement learning integration.

#### A. Robot Design

The basic Particle Robot consists of a circular central body with sixteen paddles attached to it. Each paddle has a range of 90 degrees, from being tangent to being perpendicular to the central body, and is powered with a simple motor. A second set of paddles is attached to the end of the first set of paddles which rotate to remain parallel to the surface of the central body (see Figure 3).

The paddles of each particle robot are lined with magnets in order to exert an attractive force on its neighboring particle robots. The magnetic force is necessary to keep the particle robot system together.

The original paper of Particle Robot [2] has shown that the force from the paddles, friction force, and magnetic force all must lie within a specific range but has not provided definite values:

\[
F_{f,i} < F_{\text{paddles/magnetic}} < \sum_{j=1}^{n} F_{f,j}, \quad \forall i, \quad (1)
\]

where \(F_{f,i}\) is the magnitude of the friction force on the \(i\)-th particle robot, \(F_{\text{paddles}}\) is the force the paddles exert, and \(F_{\text{magnetic}}\) is the magnetic force.

#### B. Observations

Observations are comprised of any combination of information derived from a top-down camera. The top-down camera is centered over the goal, and the position, velocity (linear and rotational), distance to goal, and state of each particle robot and any objects can be captured. It is also possible to directly use each Pygame frame as the observation.

#### C. Actions

**Individual robot.** The basic particle robot has two states, fully contracted and fully expanded. Actions cannot be overridden, so when the particle robot’s paddles are in motion, all proposed actions will be voided. This discretized action space is used for our experiments, but it is possible to use a continuous action space to set an exact angle for the paddle’s state, allowing the particle robot to partially expand.

**Super-agent.** Our super-agent setup treats the individual particle robots within its system as another degree of freedom. Each particle robot is assigned an index, and the action space can be a list of binary states (multi-binary action
The state space at time step \( t \), where \( 0 \leq t < T = 2,500 \):

\[
s_t = (x_t, y_t, \dot{x}_t, \dot{y}_t),
\]

where \( x_t \) and \( y_t \) are the x-coordinates vector and y-coordinates vector respectively of the particle robots.

The action space is N-dimensional binary, where each particle robot can only contract (0) or expand (1) and the action of the entire system is the joint action of all individual particle robots.

The reward \( r_t \) takes on the same form as equation (2), where the agent is the center of mass of the entire particle robot system. The score function is:

\[
J(\theta) = \sum_{k=0}^{T-1} r_{k+1} \gamma^{T-k-1},
\]

and our goal is to find a policy function that maximizes the score:

\[
\pi(s; \theta) = \arg \max_{\theta} J(\theta).
\]

2) Navigation Variations: Simple navigation. This is the plainest task designed to demonstrate the Particle Robots’ ability to perform basic locomotion. The Particle Robots are initialized in a grid at a set start position, and the task is complete when the center of mass of the Particle Robot system reaches the goal position (see Figure 4).

Obstacle navigation. The obstacle navigation task test the Particle Robots’ ability to respond to external forces. A gate is set up between the start and goal locations such that the opening is greater than the width of one Particle Robot and less than the width of the entire Particle Robot system (see Figure 4). The shape of the particle robot system will be deformed when going through the gate.

Navigation with unresponsive particle robots. The navigation task can be made more challenging by “killing” a fixed number of Particle Robots. Any action sent to an unresponsive Particle Robot is ignored, and the unresponsive Particle Robot will remain in a fully contracted position. Unresponsive Particle Robots still have magnetic attractions, meaning these particle robots will travel with the system. This demonstrates the particle robot system’s ability to continue operating despite some faulty robots.

F. Object Manipulation Task:

1) Problem formulation: For an N-particle robot system with a target object. At time step \( t \), where \( 0 < t < T = 2,500 \):

\[
s_t = (x_t, y_t, \dot{x}_t, \dot{y}_t, x_t^o, y_t^o, \dot{x}_t^o, \dot{y}_t^o).
\]

Note that this state space is nearly identical to the state space introduced in equation (3), except that the position and velocity of the target object are also included, denoted with the superscript “\( o \)”. The action space of the object manipulation task is identical to that of the navigation tasks.

The reward \( r_t \) takes on the same form as equation (2), where the agent is the manipulated object.

The score function for the object manipulation task is identical to that of the navigation tasks (reference equation (4)), and our goal is to find a policy function of the same form as equation (5).

There is significant overlap between the problem formulations of the navigation tasks (section III-E.1) and the object manipulation task (section III-F.1). The key difference is that the reward of the navigation tasks is dependent on the particle robots, while the reward of the manipulation task is solely dependent on the manipulated object.

2) Manipulation Task: The object manipulation task tests the Particle Robots’ ability to apply an external force on a non-Particle Robot object (see Figure 4). The Particle Robots are required to move an object from a start position to a goal position. The shape, dimensions, and size of this object can be changed to simulate different real world objects (ball, brick, door, etc.). To simplify the problem, the object is initialized adjacent to and in between the particle robot...
system and the goal location. The difficulty of this task is that the Particle Robots must learn and maintain the contact point between the system and the object.

G. Single-agent vs. Multi-agent Environment Setup

The proposed tasks remain identical between the single and multi-agent setups, but the control methods for the Particle Robots change.

The single-agent environment regards the $N$ agents system as a super-agent with $N$ degrees of freedom, therefore the action space is the union of the action space for a single agent in the multi-agent setup. This assumption could simplify the problem as a single agent reinforcement learning, and there are already many existing baseline algorithms to help solve the problem. However, this assumption also naturally limits the potential of the multi robots system, for example, the number of particle robots must remain constant.

There are many possible configurations for the multi-agent environment. For our experiments, we use a network architecture where the observation and reward is shared among all the particle robots. It is possible to configure the environment with other structures such as a fully decentralized, competitive setting.

IV. EXPERIMENTS

A. Baseline Methods

We benchmarked the following four baseline methods for particle robot control.

*Hand-crafted algorithm:* We implemented the wave policy discussed in section III-A and shown in equation (1) and figure 2. The wave policy function returns a sequence of actions that simulates one full expansion/contraction cycle.

*DQN, A2C, PPO:* We used stable-baselines3\[28\] to implement a discrete setting for DQN, A2C, and PPO.

B. Evaluation Metrics

Each algorithm is given a fixed number of steps to run (2500), and we evaluate a model’s performance given the following results.

Total distance traveled: Compared with the net displacement, the total distance the particle robot system travels gives us information about how efficient the system’s motion is.

Net Displacement: The total displacement of the particle robot system (distance between initial and final coordinates) gives us insight into the system’s locomotive abilities. This does not take into consideration the direction of motion.

Projected Displacement: The displacement vector is projected onto the ideal trajectory (vector pointing from start to goal). This is the distance the system moves in the correct direction.

\[
\text{Projection} = \|A_t - A_0\| \cos(\theta)
\]  

(7)

Where, in equation (7), $A_t$ is the agent’s position at step $t \in [0, f]$ and $\theta$ is the angle between the agent’s displacement vector and the ideal trajectory.

C. Significant Hyperparameter Motivations

Learning rate. The initial learning rate must be large to take advantage of the early exploration steps but the learning rate must eventually decrease in order to converge to an optimal policy which resulted in us using a linear schedule learning rate (from 0.0075 to 0).

Network architecture. After experimenting with different architectures, we discovered that a Q-network/Policy network architecture of [64, 128, 128, 128, 64] (4 hidden layers) resulted in the quickest convergence to an optimal policy.

Training length. We chose 10,000,000 to be our total timesteps during training. This ensures that by the end of the training, the value loss and policy gradient loss (if it exists) converges to 0.

D. Results

![Sample trajectories for (starting upper-left, clockwise) Simple Navigation, Obstacle Navigation, Unresponsive Particles, and Object Manipulation tasks. Each figure simulates the trajectory of the four baseline models all starting from the same point.](image)

Fig. 5. Sample trajectories for (starting upper-left, clockwise) Simple Navigation, Obstacle Navigation, Unresponsive Particles, and Object Manipulation tasks. Each figure simulates the trajectory of the four baseline models all starting from the same point.

Navigation tasks. From Figure 6, the DRL algorithms are outperformed drastically by the handcrafted algorithm. The Projected Displacement shows that in eight out of nine navigation tasks, the particle robots move less than one unit in the correct direction. However in Row 2, we see that the net displacement of the particle robots in the simple navigation task for DQN, A2C, and PPO is a significant amount, 10.8%, 9.1% , and 6.6% of the handcrafted algorithm respectively. Figure 5 qualitatively corroborates these findings; the particle robot systems move significantly but in the incorrect direction during trial runs. From Row 1, we also notice that the total distance traveled by the handcrafted algorithm is nearly identical to the DRL algorithms. This suggests that existing DRL algorithms are beginning to solve a self-propulsion problem but mainly struggle with navigation.

The handcrafted algorithm’s performance significantly decreases as the tasks become more challenging. This is evident
in both columns 2 and 3, where the handcrafted algorithm is 75% as effective in obstacle navigation and 56% as effective with unresponsive particle robots. However DRL algorithms do not have this clear drop-off with harder tasks. Using the net displacement metric, DQN and PPO performed better in the obstacle navigation than the simple navigation task. A2C and PPO performed better with unresponsive particles. PPO’s net displacement performance relative to the handcrafted algorithm increased from 9.1% in the simple navigation task to 25.4% in the obstacle navigation task and 26.5% with unresponsive particles. In potential real-world particle robot systems, DRL algorithms possess a greater ability to adapt to unforeseen challenges than the handcrafted algorithm.

**Manipulation tasks.** From the last column of Figure 6, we notice that DQN and PPO are 9% as effective as the handcrafted algorithm, and A2C is 34% as effective. A2C was the best performing DRL model in the manipulation task. For each policy, the evaluation metrics: total distance, net displacement, and projected displacement, are all similar to each other. The particle robots are only able to push the target object, meaning any oscillatory motion by the particle robots is not reflected in the target object’s motion. In contrast to the navigation tasks, the particle robots are able to move and navigate the object (net displacement > 0.97 for all DRL models, meaning the target object is being pushed mostly in the correct direction), but DRL still lags behind handcrafted control.

V. CONCLUSIONS

Current deep reinforcement learning algorithms are far from matching the performance of a handcrafted control policy. These DRL algorithms struggle with navigation but possess limited locomotive abilities. The most encouraging result from the DRL algorithms was the performance in more challenging settings was similar to the simple navigation task, indicating a high level of adaptability.

A potential reason for the unsatisfying performance of the particle robots is that the probability of the super-agent guessing a good action during training is very low. Therefore, the training is heavily dependent on the random search of the super-agent’s action space, which is inefficient. In the future, we will study imitation learning on the handcrafted wave policy and examine supervised learning approach.

We hope to stimulate research into deep reinforcement learning for swarm robots by proposing a suite of navigation and construction tasks and benchmarking the performance of three state-of-the-art DRL algorithms and a handcrafted policy. We plan on introducing new particle robot designs with similar functions to study how mixed particle robot systems operate. We also plan to expand our environment into 3d and improve robot realism. Although the super-agent assumption is still a challenging task, we plan on benchmarking the environment in a decentralized multi-agent setting in order to fully extract the advantages of a low-level swarm robot system.
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