Random allocation of pies promotes the evolution of fairness in the Ultimatum Game
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In the Ultimatum Game, two players are offered a chance to win a pie. The proposer suggests how to split the pie. The responder can either accept or reject the deal. If an agreement is not reached, neither player gets anything. Both game theory and evolutionary game theory predict the rational solution that the proposer offers the smallest possible share and the responder accepts it. Fairness thus requires additional mechanisms for natural selection to favor it. Studies to date assumed that individuals have competed for the fixed size of pies, in sharp contrast with real situations, where randomness is ubiquitous. Here we study the impact of random allocation of pies on the evolution of fairness in the Ultimatum Game. Interestingly, we find that the evolution of fairness can be promoted by the randomness associated with the size of pies, without the support of any additional evolutionary mechanisms.
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Results
In this report, we mainly focus on how the amplitude of fluctuation of the pies, \( \Lambda \), influences the evolution of fairness in the Ultimatum Game. The strategy of a player is given by a vector \( S = [p, q] \), where \( p \) represents the offer level, i.e., the fraction of the pie offered by the player when acting as a proposer, and \( q \) indicates the acceptance threshold, i.e., the minimum fraction that the player accepts when acting as a responder.

We start by studying how local random allocation scheme of pies affects the evolution of fairness in the spatial Ultimatum Game. It should be noticed that \( \Lambda = 0 \) recovers the original spatial Ultimatum Game\(^5\), wherein uniform allocation scheme of pies is adopted. With the increment of \( \Lambda \), the allocated pies become increasingly stochastic. Figure 1 shows the results for the evolution of fairness across the whole applicable span of \( \Lambda \). Comparison between the results on uniform allocation scheme (i.e., \( \Lambda = 0 \)) with those on local random allocation scheme (i.e., \( 0 < \Lambda \leq 1 \)) reveals the impact of randomness on the evolution of fairness. For uniform allocation scheme, the population evolves towards a state deviating from the game-theoretic prediction, and equilibrates at \( \bar{p} = 0.317 \) and \( \bar{q} = 0.297 \) on spatial networks, which is similar to the positive effect of network structure on facilitating cooperation\(^{33–37}\). As \( \Lambda \) increases, both \( \bar{p} \) and \( \bar{q} \) monotonically increase, and reach their own maximums (i.e., \( p_{\max} \approx 0.343 \) and \( q_{\max} \approx 0.313 \)) at \( \Lambda = 1 \).

The time evolution of typical spatial strategy distributions for \( \Lambda = 0 \) and \( \Lambda = 1 \) is depicted in Figs. 2(a) and 2(b), respectively. Generally, the evolutionary process for the case of \( \Lambda = 0 \) can be characterized by two distinct dynamical phases: local aggregation (from \( t = 1 \) to \( t = 10 \)) followed by global expansion (from \( t = 10 \) to \( t = 10000 \)). Initially, self-incompatible strategies (i.e., strategies satisfying \( p < q \)) are extinct after the first few time steps [see \( t = 10 \) for \( \Lambda = 0 \) in Fig. 2(a)]. Such strategies obtain nothing when interacting with themselves. Consequently, they will disappear in a spatial world. On the other hand, self-compatible strategies (i.e., strategies satisfying \( p \geq q \)), which can be roughly classified into two categories: generous strategies (i.e., strategies that satisfy the condition that \( p \) is large, while \( q \) is small) and quasiempathic strategies (i.e., strategies that satisfy the condition that \( p \) and \( q \) are similar with each other), gradually form spatial clusters in a self-organized manner [see \( t = 10 \) for \( \Lambda = 0 \) in Fig. 2(a)]. Therefore, we can make the macroscopic observation that the average offer level of the population increases, while the average acceptance threshold decreases in this stage [see \( t = 1 \) and \( t = 10 \) for \( \Lambda = 0 \) in Fig. 2(a)]. Subsequently, the system enters into the global expansion phase. The more fair quasiempathic strategies can expand into the territories of the less fair quasiempathic and the generous ones in the form of spatial clusters. We emphasize that theories related to spatial selection of cooperators in the prisoner’s dilemma game\(^8\) or the public goods game\(^9\) do not help explain fairness in the Ultimatum Game at this stage, as a cluster of individuals with more fair quasiempathic strategies receives the same average payoff as a cluster of individuals with less fair quasiempathic strategies or generous ones. On the contrary, it is the performance of one strategy against other strategies that determines its own evolutionary fate. With these facts in mind, we can explain the above phenomenon by considering the following situation: a player with more fair quasiempathic strategy \( S_2 = [p_2, q_2] \) competes with another player with less fair quasiempathic strategy \( S_1 = [p_1, q_1] \). Then the following two cases should be considered: (a) \( 0 \leq q_1 \leq q_2 \leq p_1 \leq p_2 \leq \frac{1}{2} \) or \( 0 \leq q_1 < q_2 \leq p_1 \leq p_2 \leq \frac{1}{2} \), and (b) \( 0 \leq q_1 \leq p_1 < q_2 \leq p_2 \leq \frac{1}{2} \). The payoff difference between the player with \( S_2 \) and the one with \( S_1 \) is \( 2(p_1 - p_2) \) if condition (a) holds, and \( 1 - 2p_2 \) if condition (b) holds. Obviously, it is advantageous for players to enhance their acceptance thresholds. Though it gives a good estimation of the local competition between players on spatial networks especially if the connectivity is low, this simple analysis ignores the fact that the performance of a player depends not merely on one single interaction, but on the interactions with players in the whole neighborhood. From this perspective, players are tempted to lower their acceptance thresholds. Put differently, there is a tradeoff between rejecting unfair offers (achieving by increasing \( q \)) and making more successful splits (achieving by decreasing \( q \)) for players in structured populations. As a result, we can inspect a sharp increase of the
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**Figure 1 | Evolution of fairness in the spatial Ultimatum Game.** The average offer level \( \bar{p} \) and the average acceptance threshold \( \bar{q} \) of the population as a function of the parameter \( \Lambda \), if local random allocation scheme is adopted. Error bars indicate the standard deviation. Other parameters: \( K = 0.1 \) and \( \epsilon = 0.005 \).
average acceptance threshold of the population from a low level at \( t = 10 \) to a moderate level at \( t = 100 \), while a relatively moderate increase of the average offer level of the population in this stage [see \( t = 10 \) and \( t = 100 \) for \( \Lambda = 0 \) in Fig. 2(a)]. Still, there are a few small residual clusters of generous strategies embedded in a spatial world of fair quasiempathic strategies at \( t = 100 \). The offer level of each player is roughly equal \( [s_p = 0.0328 \text{ at } t = 100, \text{ see Fig. 2(a)}] \). On the other hand, the strategies surviving in the structured population are self-compatible [see Fig. 2(a)]. Both factors lead to the result that the payoff of each player is approximately equal in the population. The strategy evolution is largely controlled by slowly coarsening dynamics, which is similar to the behaviour of the voter model\(^{19}\). Since the fraction of fair quasiempathic strategies is much higher compared to the fraction of generous ones, the fair quasiempathic strategies will take over the whole population eventually [see \( t = 100 \) and \( t = 10000 \) for \( \Lambda = 0 \) in Fig. 2(a)]. Regarding the case of \( \Lambda = 1 \), we inspect a very similar evolutionary process as \( \Lambda = 0 \) [see Fig. 2(b)].

For the purpose of shedding light on the constructive impact of local random allocation scheme of pies on the evolutionary success of fairness in our agent based simulations, we turn to consider a mini spatial Ultimatum Game\(^{17,18,41}\), in which only two strategies, i.e., \( S_1 = [p_1, q_1] \) and \( S_2 = [p_2, q_2] \) satisfying \( 0 \leq q_1 \leq p_1 < q_2 \leq p_2 \leq \frac{1}{2} \). are present. It was previously reported that the fate of a random arrangement of two strategies on the two-dimensional grid relies on whether a \( 3 \times 3 \) cluster of one strategy can spread or not\(^{18,41}\). We thus investigate how the invasion ability of a \( 3 \times 3 \) \( S_2 \) mutant cluster varies with...
A in a spatial world of players with strategy $S_1$. In Supplementary Note, we find that the parameter region, under which the $3 \times 3$ mutant cluster is expected to expand [i.e., $E(N_{S_5}(t) - N_{S_5}(t-1)) > 0$], is enlarged when $\Lambda$ increases (see Supplementary Fig. S13). More intriguingly, there exists an intermediate value of $\Lambda$ that leads to the most favorable condition for the evolution of fairness in the mini spatial Ultimatum Game. Such observation reminds us of the coherence resonance phenomenon in dynamical systems, where noise can anticipate the behaviour of the system past a bifurcation point in a resonant manner\(^{42,46}\). Indeed, results presented in Supplementary Fig. S13 clearly show that there exists an optimal $\Lambda$ for which the parameter region of $E(N_{S_5}(t) - N_{S_5}(t-1)) > 0$ is maximal. As a matter of fact, $E(N_{S_5}(t) - N_{S_5}(t-1))$ can be assumed to represent the constructive effects of noise on the system, and has similar meaning as the signal-to-noise ratio in dynamical systems\(^{39}\). Then we can regard the phase transition as a bifurcation point of a dynamical system. This conjecture can be strengthened by considering that the parameter $p_2$ in the noisy regime truly acts as a bifurcation parameter, since increasing its value pushes the system further away from the transition line, which makes it increasingly difficult for noise to anticipate the behaviour of the system beyond the bifurcation (see Supplementary Fig. S13). Extensive computer simulations also show the existence of intermediate optimum $\Lambda$ in the full spatial Ultimatum Game (i.e., with its continuum of strategies) by expanding $\Lambda$ beyond the reasonable range $[0, 1]$, and thus verify our explanation (see Supplementary Fig. S1).

Figure 3 shows how fairness evolves if the randomness of pies is extended from local to global in the spatial Ultimatum Game. The results obtained here are qualitatively identical as the ones for the case of local random allocation scheme. Namely, as $\Lambda$ increases, both the average offer level $\bar{p}$ and the average acceptance threshold $\bar{q}$ of the population increase. Thus together with the results obtained from Fig. 1, one can conclude that the stochasticity in the sizes of pies facilitates the evolution of fairness in the spatial Ultimatum Game.

To check the universality of the drawn conclusions, we have tested various aspects of the model. Considering a well-mixed population, a small-world network, or a scale-free network does not affect our qualitative results (see Supplementary Figs. S2, S3 and S4). Without the aid of “spatial reciprocity”\(^{19}\), the well-mixed population evolves into a considerably unfair state (see Supplementary Fig. S2). The degree of fairness increases compared with that observed on square lattices, when individuals interact on small-world networks. Namely, the small-world effect can further enhance the level of fairness (compare Figs. 1 and 3 with Supplementary Fig. S3). In contrast, the heterogeneity of the degree distribution disfavors fairness, as the level of fairness achieved in the scale-free networks is more modest in comparison with that observed on square lattices (compare Figs. 1 and 3 with Supplementary Fig. S4). This is in sharp contrast with other theoretical investigations that inhomogeneity of the networks can result in a remarkable boost in cooperation\(^{37,47}\). Altering the update rule (employing asynchronous updating rule) results in the same qualitative outcomes (see Supplementary Fig. S5). Applying overlapping generations (asynchronous updating) instead of non-overlapping generations (synchronous updating) can further elevate the degree of fairness (compare Figs. 1 and 3 with Supplementary Fig. S5). Moreover, the variation of noise or learning error does not affect our qualitative outcomes (see Supplementary Figs. S6 and S7). Moderately adjusting the noise as well as learning error does not alter the conclusion that random allocation of pies promotes the evolution of fairness. As a further test of robustness, we investigate another pattern of Ultimatum Game, in which the game is played only once between two parties, and roles (proposer or responder) are randomly assigned to them. Again, we find qualitative equivalent behaviour (see Supplementary Fig. S8). Moreover, we also test another widely applied initial strategy distribution setup, in which the two components $p$ and $q$ of each individual’s strategy vector $[p, q]$ are initially picked up in the interval $[0, 1]$ randomly and independently. We show that such change does not affect the generality of the reported results (see Supplementary Fig. S9). In addition, when replacing the uniform distribution of pies with exponential or power-law distribution, we find qualitatively the same results (see Supplementary Fig. S10). All the above results have indicated that the main conclusions are robust against a wide variety of perturbations of the model.
In sum, we have studied how random allocation of pies affects the evolution of fairness in the spatial Ultimatum Game. It was found that the evolution of fairness can be promoted if randomness is involved in the allocation of pies. In order to elaborate the underlying reason for the facilitation of fairness, we have analyzed a mini spatial Ultimatum Game, and found that the introduced randomness can favor fairness in a resonant manner, which is similar to coherence resonance in other dynamical systems. This explanation is further supported by the observation of the resonant phenomenon made on the full spatial Ultimatum Game. Moreover, we have demonstrated that the main findings are robust against numerous variations of the model, and thus designating the randomness of pies as a universal mechanism to promote the evolution of fairness.

Lastly, we would like to relate the present work to some other game-theoretical ones. By using stochastic evolutionary game theory, Rand et al. studied the effect of randomness on the evolution of fairness in the Ultimatum Game. Interestingly, they found that natural selection favors fairness, when selection is sufficiently weak or mutation is sufficiently high. However, such assumptions are not necessary in our study. Instead, we find that the randomness arising from the allocation of pies can promote the evolution of fairness in the Ultimatum Game even if selection is strong and mutation is low (see Supplementary Fig. S2). Note that it is the errors in social learning process and the finiteness of the populations that lead to the randomness in their study. Although the randomness origins from different aspects for these two works, both of them lead to the conclusion that fairness has a better chance to triumph in a random world.

In fact, the effect of the size of pies on the origin of fair behavior has also attracted lots of interests from experimental economists. In one setup of experimental designs, the empirical studies assumed that the size of the pies to be allocated would decay over rounds until an agreement is reached. While in our model, the size is randomly changed during the evolutionary process, and we focus on the one-round Ultimatum Game. In another pattern, researchers investigate the Ultimatum Game with incomplete information, that is, both parties have limited information regarding the game (e.g., only proposer knows the size of pie, while the responder is merely informed about the probability distribution of possible pie sizes when responding to the proposal). In our study, however, players have no information about their co-players and they have completely no idea about the probability distribution of possible pie sizes when responding to the proposal. Thus, players are completely informed about the size of pies is constant (i.e., \( R_i = R_j \)). In this report, we would like to relax this assumption, and introduce randomness by considering random allocation scheme of pies.

**Random allocation scheme.** For random allocation scheme, pies are randomly allocated to the Ultimatum Games. As the first step to model the random allocation scheme and for the convenience of analysis, the pies \( R_i \) and \( R_j \), which are split between player \( i \) and \( j \), are simply assumed to be \( R_i = 1 + \xi_i \) and \( R_j = 1 - \xi_i \), where \( \xi_i \) is a random variable and subject to uniform distribution ranging from \(-A \) to \( A \) (see Fig. 4(a)). As the total size of pie \( R_i + R_j = 2 \) to be split between \( i \) and \( j \) is constant, the randomness of the allocation of pies is merely local in this case. Therefore, we term this mode of random allocation scheme as local random allocation scheme. Later, we will also investigate the so-called global random allocation scheme, wherein \( R_i = 1 + \xi_i \) and \( R_j = 1 - \xi_i \) (see Fig. 4(b)). Here \( \xi_i \) and \( \xi_j \) are independent random variables, and subject to uniform distribution ranging from \(-A \) to \( A \). The parameter \( A \) determines the amplitude of fluctuation of the pies. For reasonability of the model, we set \( 0 \leq A \leq 1 \) for both local and global random allocation schemes, making sure that \( R_i \geq 0 \) and \( R_j \geq 0 \). It is important to note that all the expectations of the above random variables equal to zero, and thus there is no net contribution of both kinds of random allocation schemes to the total expected payoff of the population statistically. Subsequently to the games, players consider updating their strategies. Every player accumulates the payoff and then would experience the strategy updating synchronously. Particularly, player \( i \) adopts the strategy \( S_i \) of a randomly selected neighbor \( j \) with the probability

\[
T(P_j - P_i) = \frac{1}{1 + \exp\left(-(P_j - P_i)/K\right)}
\]

where \( P_i \) and \( P_j \) are the payoffs of \( i \) and \( j \), respectively. The parameter \( K \) quantifies the amplitude of noise. As the strategies in the Ultimatum Game are continuous, it is almost impossible to imitate the strategy of the role model precisely. Thus we add a small perturbation to the process of strategy updating. Namely, after learning from \( j \), the strategy of \( i \) becomes \( S_i = [p_i + e_i, q_i + e_i] \) with \( e_i \) and \( e_j \) being randomly picked up from the interval \([-\varepsilon, \varepsilon]\). Both the noise \( K \) and the learning error \( \varepsilon \) are used to create a "trembling hand" effect. After these updating events have been performed for all of the individuals in the population, a new time step begins.

**Model parameters settings.** The simulation results were obtained by applying a square lattice with the von Neumann neighborhood (i.e., the number of neighbors for each site is 4), which is of size \( N = 100 \times 100 \) and with periodic boundary condition. Based on rational self-interest, the two components \( p \) and \( q \) of each individual’s strategy vector \([p, q]\) are initially picked up in the interval \([0, 0.5]\) randomly and independently. To evaluate the stationary state, we simulated the model for \( 3 \times 10^8 \) generations, calculated the mean value over the last \( 1 \times 10^7 \) generations, and averaged the results of 50 independent initial realizations. We confirm that runs for longer time periods did not affect the the presented results.

---
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