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Abstract

The state of turbulent, minimal-channel flow is estimated from spatio-temporal sparse observations of the velocity, using both a physics-informed neural network (PINN) and adjoint-variational data assimilation (4DVar). The performance of PINN is assessed against the benchmark results from 4DVar. The PINN is efficient to implement, takes advantage of automatic differentiation to evaluate the governing equations, and does not require the development of an adjoint model. In addition, the flow evolution is expressed in terms of the network parameters which have a far smaller dimension than the predicted trajectory in state space or even just the initial condition of the flow. Provided adequate observations, network architecture and training, the PINN can yield satisfactory estimates of the flow field, both for the missing velocity data and the entirely unobserved pressure field. However, accuracy depends on the network architecture, and the dependence is not known a priori. In comparison to 4DVar estimation which becomes progressively more accurate over the observation horizon, the PINN predictions are generally less accurate and maintain the same level of errors throughout the assimilation time window. Another notable distinction is the capacity to accurately forecast the flow evolution: while the 4DVar prediction depart from the true flow state gradually and according to the Lyapunov exponent, the PINN is entirely inaccurate immediately beyond the training time horizon unless re-trained. Most importantly, while 4DVar satisfies the discrete form of the governing equations point-wise to machine precision, in PINN the equations are only satisfied in an $L^2$ sense.

1 Introduction

Simulations and experiments are complementary approaches in the study of wall turbulence. The respective benefits of both methods can be combined synergistically, when simulations are infused with experimental measurements. The assimilation of the observations endows the simulations with a unique level of fidelity, because their predictions are transformed from being a generic trajectory in state space to the exact one realized in the experiment. In addition, the simulations compute the flow state at full resolution, far beyond the original measurements, and can also directly evaluate quantities that are not measured such as pressure. Data assimilation, or flow estimation from limited observations, can be performed using a variety of techniques including filtering [1, 2], smoothing using adjoint [3] and ensemble variational algorithms [4, 5] and recently using physics-informed machine learning [6]. In this study, we consider sparse observations from an independent simulation of minimal turbulent channel flow, and perform state estimation using both adjoint-variational data assimilation (4DVar) and physics informed neural network (PINN). Using the benchmark results from 4DVar, we provide a detailed analysis on the accuracy of the estimation using PINN.
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Data assimilation methods for flow reconstruction can be classified based on a number of criteria, perhaps most important among them in fundamental studies of turbulence is whether the governing equations are enforced. If the governing equations are not enforced, a statistical or dynamical model is adopted instead. For example, linear stochastic estimation \cite{7,8} uses prior knowledge of two-point correlations to estimate the full velocity field from observations; Extended Kalman filter provides an optimal update to the state by combining a prediction from the linearized equations and the observations \cite{9,10}, while ensemble Kalman filter advances an ensemble of solutions and optimally weighs them based on the observations to estimate the new state \cite{11}. Some recent machine-learning algorithms also belong in this class, when neural networks learn a mapping from limited measurements to full flow field, based on training data from simulations and without direct enforcement of the Navier-Stokes equations. In such instances, there is no guarantee that predictions, especially outside the training space, satisfy the governing equations. For example, Fukami et al. \cite{12} trained a convolutional neural network to map from coarse-grained to full-resolution velocity fields based on training data from two-dimensional homogeneous turbulence; In Gundersen et al. \cite{13}, a semi-conditional variational auto-encoder was developed to perform flow reconstruction from sparse measurements in a probabilistic framework, which predicts the full flow field as well as it uncertainty. In these methods, the predicted fields do not satisfy the physical governing equations, and some of the estimated flow structures could be the outcome of generalization errors of the surrogate model instead of physical ones governed by the Navier-Stokes equations.

The second class of methods aims to predict a trajectory of the flow in state space, that both satisfies the governing equations and optimally reproduces the measurements. In this class, four-dimensional adjoint variational data assimilation \cite{14,15}, or 4DVar, casts the problem as an optimization constrained by the governing equations. Starting from an estimate of the unknown flow state, a forward simulation produces the full flow trajectory over the time horizon where measurements are available. The disparity between the measurements and their estimates from the simulation defines the loss function, and also features in the adjoint equations which are solved backward in time. A complete forward-adjoint loop yields the gradient of the loss with respect to the unknown flow state, which can be adopted to improve the estimate of the state. Since the governing equations are nonlinear, the procedure is repeated till convergence, whereby the optimal flow state is identified and accurately reproduces the entire history of observations. The method has been adopted in a wide range of applications, including prediction of scalar sources from remote measurements \cite{16}, estimation of transitional and turbulent Taylor-Couette flows from limited observations \cite{17}, and estimation of turbulence in channel flow \cite{18,19,20,21}. An important property of 4DVar is that the computational cost of evaluating the gradient of the loss function is one forward-adjoint loop, independent of the size of the control vector being optimized. This efficiency presents an advantage compared to other optimization algorithms that only adopt the forward model. For example, in ensemble-variational (EnVar) approaches \cite{22,23} the gradient of the loss function is evaluated from an ensemble of forward solutions whose size, and hence the associated computational cost, are proportional to the dimension of the control vector. Mons et al. \cite{24} performed a comparison of 4DVar, ensemble-variational (EnVar) method and ensemble Kalman filter, and concluded that 4DVar is the most accurate. In this study, the adjoint reconstruction of flow field will be adopted as the benchmark for evaluating the performance of the physics-informed, machine-learning approach.

Recent innovation in machine learning has presented new opportunities for data assimilation and flow estimation \cite{25,26,27,28,29}. Our primary focus will be on physics-informed neural networks (PINNs). Similar to the adjoint-variational approach, flow estimation using PINNs is formulated as a minimization problem. The network inputs are the spatial and temporal coordinates and its outputs are the flow variables at the corresponding coordinates. The loss function for training the PINN is comprised of different parts: (a) The first part is due to the mismatch between the network predictions and the available flow measurements; (b)
second part is in terms of the residuals of the governing equations and other constraints, e.g. the boundary conditions. The minimization of such loss function leads to a neural network which predicts correct observation values and satisfies the governing equations at the training spatio-temporal locations, in a weak sense. Raissi et al. [6] introduced the notion of PINNs for solving partial differential equations (PDEs). The ease of implementation led to a number of applications with different types of PDEs and flow conditions, for example Mao et al. [25] considered forward and inverse problems in high-speed flows; Lou et al. [26] examined rarified flow with Bolzmann-BGK formulation; Mowlavi and Nabi [30] adopted the PINN framework for optimal control and validated the approach against adjoint-based nonlinear control; and Yang et al. [31] developed the Bayesian PINN methodology for inverse PDE problems with noisy data.

In contrast to adjoint methods which enforce the governing equations exactly and preserve causality in the predicted state-space trajectory, PINNs methods use the residual of the governing equation as a penalty in the optimization problem. As such, the PINN-estimated flow only satisfy the governing equations in $L^2$ sense. The advantage of PINN, however, is the ease of implementation for any set of forward evolution equations, and without the need for an adjoint model. We will provide a practical guide for application of PINN in estimation of turbulent flows from limited observations, and discuss various properties of these networks.

In this study, we perform estimation of turbulent flow in a minimal channel configuration, from sparse velocity measurements using 4DVar and PINNs. The results from the adjoint-variational approach provide the benchmark for evaluating the accuracy of the PINN predictions. In §2, we formulate the data assimilation problem and present the details of the 4DVar and PINNs algorithms. The results are presented and discussed in §3, followed by a summary of the main conclusions in §4.

2 Methodology

2.1 The state-estimation problem

In this section, we formulate the data-assimilation problem, where we attempt to estimate the initial state of channel-flow turbulence from sparse measurements. The channel half height $h^*$ and bulk flow velocity $U^*$ are adopted as the reference scales, where the star denotes dimensional quantities. The flow domain, shown in figure 1, is a minimal rectangular flow unit, $\Omega = \{(x, y, z) \in [0, L_x] \times [0, 2] \times [0, L_z]\}$. The fluid motion is bounded by two fixed walls at $y = 0$ and $y = 2$, is periodic on both the horizontal $x$ and $z$ directions, and is governed by the...
Table 1: Domain sizes and grid resolutions of reference DNS.

| Domain Size | Grid points | Grid resolution | Reynolds number |
|-------------|-------------|-----------------|----------------|
| $L_x^+$     | $N_x$       | $\Delta x^+$   | $Re$           |
| $L_y^+$     | $N_y$       | $\Delta y^+$   | $Re_x$         |
| $L_z^+$     | $N_z$       | $\Delta y_{\text{min}}^+$ |            |

Table 1: Domain sizes and grid resolutions of reference DNS.

non-dimensional incompressible Navier-Stokes equations,

\[
\nabla \cdot \mathbf{u} = 0 \tag{1}
\]

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p - \frac{1}{Re} \nabla^2 \mathbf{u} = 0 \tag{2}
\]

where \( \mathbf{u} = (u, v, w) \) is the velocity, and \( p \) is the pressure. The bulk Reynolds number is \( Re \equiv U^* h^* / \nu^* \), where \( \nu^* \) is the fluid kinematic viscosity. The velocity satisfies no slip at the walls, and is periodic on \( x \) and \( z \) boundaries. The flow is statistically stationary, and is sustained by a known constant mean pressure gradient in the \( x \) streamwise direction. The total pressure is decomposed into \( p = P + p' \), where \( P \) is the mean pressure and \( p' \) is the fluctuating pressure that is periodic in \( x \) and \( z \) directions. The velocity and pressure boundary conditions can be expressed in operator form as,

\[
\mathcal{B}[\mathbf{u}, p'] = 0. \tag{3}
\]

The friction velocity is defined as \( u_\tau^* = \sqrt{\tau_w^*/\rho^*} \), where \( \tau_w^* \) is the mean shear stress on the walls, and the friction Reynolds number is given by \( Re_\tau \equiv u_\tau^* h^*/\nu^* \). The discussion in the main text will be focused on \( Re_\tau = 180 \), and the effect of a higher Reynolds number (\( Re_\tau = 392 \)) will be discussed in Appendix B. When viscous scaling is adopted for non-dimensionalization, quantities will be marked by superscript ‘+’. For example, the domain sizes in viscous units, \( L^+ = L^* u_\tau^*/\nu^* \), are reported in table

The operator \( \mathcal{N} \) maps functions \( \mathbf{u} \) and \( p \) to the residuals of equations (1). When the equations are strongly enforced, the residuals are exactly zero, and the instantaneous forward velocity fields are fully determined by the initial condition, \( \mathbf{u} = \mathbf{u}(u_0) \). As such, the loss function is fully determined by the initial condition, \( J_m = J_m(u(u_0)) \), and its derivative is denoted as \( \mathcal{D}J_m/\mathcal{D}u_0 \).

In order to ensure accuracy and have full control of the resolution of measurements, we acquired them from an independent reference direct numerical simulation (DNS). Once the
measurements are collected, the true flow is hidden throughout the data assimilation procedure, and is only revisited to quantify the accuracy of the estimated initial conditions. The algorithm for the reference DNS was used in a number of earlier studies of wall turbulence, and has been extensively validated [35, 36]. It adopts a fractional-step approach with a local volume flux formulation on a staggered grid [37]. The advection terms are discretized by the Adams-Bashforth scheme, and the Crank-Nicolson scheme is adopted for the diffusion terms. The pressure Poisson equation is solved using Fourier transforms in the periodic directions and tri-diagonal inversion in the wall-normal direction. The reference solution \( u_r \) is then sub-sampled in both space and time. The sampling gaps are expressed in terms of the number of discretization points \( \Delta M_x, \Delta M_y, \Delta M_z, \Delta M_t \) in table (2). Previous studies have demonstrated that the maximum observation gap that allows accurate reconstruction of the full velocity field corresponds to the correlation lengthscale of the turbulence [20, 38], which is measured by the Taylor microscale:

\[
\Lambda_\xi = \left( \frac{-1}{2} \frac{d^2 R_\xi(r)}{dr^2} \right)^{-1/2}
\]

where \( R_\xi(r) \) is the two-point correlation function of \( \xi \) velocity component in the \( r \) coordinate direction.

Two resolutions of the measurements will be considered, the finer of which is denoted case ‘F’ and the coarse as case ‘C’ (see table 2 and also figure 1). The gap between observations in the former case is one Taylor microscale, and twice that scale in case ‘C’. In all cases, observations are available within a time horizon \( 0 \leq t \leq T \), where in viscous units \( T^+ = 50 \). This duration is approximately one Lyapunov timescale \( (\tau^+ \approx 48 \text{ for } Re_\tau = 180) \), which has weak Reynolds-number dependence in the range considered [21, 39]. In all cases, the spatio-temporal resolution of the observations is not sufficient to achieve synchronization of the estimated state to the true flow [38]. As a result, the 4DVar and PINN are not expected to perfectly reproduce the true flow, and we can compare their prediction accuracy.

2.2 Adjoint-variational state estimation

The optimization problem (4) can be reformulated in terms of the Lagrangian,

\[
\mathcal{L} = \mathcal{J}_m + \left\langle \beta^+, \mathcal{B}[u,p] \right\rangle + \left\langle \beta^\dagger, \mathcal{B}[u,p] \right\rangle
\]

where the forward state is \( q \equiv (u,v,w,p) \) and its adjoint is \( q^\dagger = (p^\dagger, u^\dagger, v^\dagger, w^\dagger) \). For convenience, we also introduce forward and adjoint variables, \( \beta \) and \( \beta^\dagger \), for enforcing the boundary conditions. The first order optimality condition yields the following equalities:

\[
\begin{align*}
\mathcal{D} \mathcal{L} = 0, & \quad \mathcal{D} \mathcal{L} = 0, \\
\mathcal{D} \mathcal{L} = 0, & \quad \mathcal{D} \mathcal{L} = 0,
\end{align*}
\]

where \( \mathcal{D} \) denotes the functional derivative. The first two conditions are gradients of the Lagrangian with respect to the adjoint variables, which lead to the Navier-Stokes equations (5) and

| Case | \( \Delta M_x \) | \( \Delta M_y \) | \( \Delta M_z \) | \( \Delta M_t \) | \( \Delta y^+ \) | \( \Delta z^+_m \) | \( \Delta t^+_m \) | \( T^+ \) |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| F    | 6               | 24              | 4               | 32              | 32              | [9.6, 33.2]     | 10              | 2.27            |
| C    | 12              | 48              | 8               | 64              | 64              | [19.2, 66.4]    | 20              | 4.54            |

Table 2: Parameters of observations extracted from the reference simulation. The sampling rate relative to the DNS is \( \Delta M_i \), with a subscript that denotes the spatial or temporal dimension. The spatio-temporal resolution of the measurements (subscript ‘m’) and the time horizon \( T \) are also provided, in viscous units (superscript ‘+’).
boundary conditions \(3\). The last two conditions are gradients of the Lagrangian with respect to the primal flow variables and primal boundary values, which lead to the adjoint equations and associated boundary conditions:

\[
\begin{align*}
\nabla \cdot u^\dagger &= \frac{\partial J_m}{\partial p}, \\
\frac{\partial u^\dagger}{\partial t^\dagger} - u \cdot \nabla u^\dagger + (\nabla u) \cdot u^\dagger - \nabla p^\dagger - \frac{1}{Re} \nabla^2 u^\dagger &= -\frac{\partial J_m}{\partial u}, \\
B^\dagger[u^\dagger, p^\dagger] &= 0.
\end{align*}
\]

The adjoint equations \(8\) can be expressed in operator form as \(\mathcal{N}^\dagger[u, q^\dagger] = f\). They feature the forward velocity field \(u\) that must be stored over the simulation horizon. The forcing term is \(f = [\partial J_m/\partial p, -\partial J_m/\partial u]\), where the derivatives are derived analytically by assuming that the forward fields at different times are independent. This forcing drives the adjoint solution which is evolved in reverse time, \(t^\dagger = T - t\). The operator \(B^\dagger\) describes the boundary conditions of the adjoint variables: The adjoint velocities \((u^\dagger, v^\dagger, w^\dagger)\) are zero at the walls and periodic on \(x\) and \(z\) boundaries; The adjoint pressure \(p^\dagger\) satisfies \(\partial p^\dagger/\partial n = 0\) at the walls, and is periodic on \(x\) and \(z\) boundaries. At the end of adjoint marching, the gradient of loss function with respect to the initial condition is given by the adjoint field at the initial time:

\[
\frac{\partial J_m}{\partial u_0} = u^\dagger_0.
\]

Note that this gradient is different from the forcing terms in \(8\). The former represents the sensitivity of the loss function to the initial state when the Navier-Stokes equations are strongly enforced, whereas the latter is analytically derived by assuming that the forward fields at different times are independent.

Starting from an estimate of the initial condition \(u_0\), the forward evolution of the flow is simulated by solving equation \(1\) from \(t = 0\) to \(T\). Our first estimate of \(u_0\) is simply an interpolation of the sparse velocity observations. During the forward evolution, the discrepancy between the predicted and available measurements are evaluated. At the end of the observation horizon, the adjoint equations are marched back from \(t = T\) (or \(t^\dagger = 0\)) to \(t = 0\) (or \(t^\dagger = T\)). At the end of the adjoint evolution, \(u^\dagger_0\) provides the gradient of the loss function with respect to the
initial condition (equation \[10\]), which is adopted to update our estimate of the initial condition and minimize \(J_m\). In this study, this update is performed using the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method [40]. The overall procedure of adjoint variational data assimilation is summarized in Algorithm 1, and a schematic is provided in figure 2. The optimization algorithm is performed for one-hundred iterations, or forward-adjoint loops, and hence a fixed computational cost for a given simulation grid.

**Algorithm 1: Adjoint-variational data assimilation.**

**Step 1:** Forward model:
- Start with an estimate of the initial condition \(u_0\). The first estimate is interpolation of the sparse velocity observations;
- Advance \(u_0\) using the forward equations (1) from \(t = 0\) to \(t = T\) and store the instantaneous forward velocity fields at every time step;
- Calculate the loss function (4);

**Step 2:** Adjoint model:
- March the adjoint equations (8) from \(t^\dagger = 0\) (or \(t = T\)) to \(t^\dagger = T\) (or \(t = 0\));
- Obtain the gradient of the loss function at the initial time (equation 10);

**Step 3:** Update the estimated initial state:
- Find an improved estimate of the initial state using the L-BFGS algorithm;
- Repeat steps 1-3 to convergence or for a prescribed number of iterations.

2.3 PINN state estimation

Physics-informed neural network (PINN) is a versatile framework to solve partial differential equations (PDE) and assimilate available measurements. In this section, the methodology is described for estimation of channel-flow turbulence. We start by casting the problem \[4\] as a weakly constrained optimization,

\[
\min_{u,p} J(u,p), \quad J = J_m + J_\phi + J_b
\]

where \(J_m\), \(J_\phi\) and \(J_b\) correspond to the measurement, equations and boundary losses, respectively,

\[
J_m = \frac{1}{2} \|M(u) - m\|^2,
\]

\[
J_\phi = \lambda_c J_c + \lambda_u J_u + \lambda_v J_v + \lambda_w J_w,
\]

\[
J_b = \|\mathcal{B}(u,p)\|^2.
\]

The equations, or physics, losses are further detailed below, and are defined as the \(L^2\) residuals of the incompressible Navier-Stokes equations \[11\],

\[
J_c = \|\mathcal{N}_c(u,p)\|^2 = \|\nabla \cdot u\|^2
\]

\[
J_u = \|\mathcal{N}_u(u,p)\|^2 = \left\|\frac{\partial u}{\partial t} + u \cdot \nabla u + \frac{\partial p}{\partial x} - \frac{1}{Re} \nabla^2 u \right\|^2
\]

\[
J_v = \|\mathcal{N}_v(u,p)\|^2 = \left\|\frac{\partial v}{\partial t} + u \cdot \nabla v + \frac{\partial p}{\partial y} - \frac{1}{Re} \nabla^2 v \right\|^2
\]

\[
J_w = \|\mathcal{N}_w(u,p)\|^2 = \left\|\frac{\partial w}{\partial t} + u \cdot \nabla w + \frac{\partial p}{\partial z} - \frac{1}{Re} \nabla^2 w \right\|^2.
\]
In this approach, both the governing equations and boundary conditions are incorporated as $L^2$ regularizations into the loss function that attempts to reproduce the measurements. Compared to the original data-assimilation problem (1), the PINN formulation (11) is an unconstrained optimization and can be solved directly using gradient type optimization methods.

The functions $(u, p)$ are parameterized using a neural network that consists of an input layer, hidden layers with depth $D$, and an output layer (see figure 3). The input layer of this network is a column vector that contains the normalized spatial and temporal coordinates:

$$
g_0 = (\tilde{x}, \tilde{y}, \tilde{z}, \tilde{t})^\top$$

where $\tilde{\cdot} = (\cdot - \bar{\cdot}) / (\max(\cdot) - \min(\cdot))$ is the centered and normalized coordinate. Each hidden layer contains $n_L$ neurons, denoted as $g_l$, and adjacent layers are related by,

$$g_{l+1}(g_l) = \eta(W_l g_l + b_l), \quad 0 \leq l \leq D,$$

where the matrix $W_l$ contains all the weights at the $l$th layer, vector $b_l$ represents the biases, and $\eta(\cdot)$ is the activation function that acts element-wise on vectors. The output layer is defined as the normalized flow variables:

$$g_{D+1} = \begin{pmatrix} \tilde{u} \\ \tilde{v} \\ \tilde{w} \\ \tilde{p} \end{pmatrix} = \begin{pmatrix} (u - \mu_u)/\sigma_u \\ (v - \mu_v)/\sigma_v \\ (w - \mu_w)/\sigma_w \\ p/(\frac{1}{2}\rho u_t^2) \end{pmatrix},$$

where the mean values ($\mu_u, \mu_v, \mu_w$) and standard deviations ($\sigma_u, \sigma_v, \sigma_w$) are calculated from the observations alone. The field variables $\tilde{u} = (\tilde{u}, \tilde{v}, \tilde{w})$ and $\tilde{p}$, and similarly $(u, p)$, are all functions of $(x, y, z, t)$ and parameterized by $\theta$. In terms of this description, the minimization problem (11) can be reformulated as the search for the optimal $\theta$:

$$\min_{\theta} J(u, p).$$

We adopt the stochastic gradient descent method (SGD) to search for the optimal $\theta$ that minimizes the loss function $J$. In SGD, the gradient of a mini-batched loss is calculated and used to update the network parameters:

$$\theta^{n+1} = \theta^n - \alpha \nabla_{\theta} \hat{J}(\theta^n),$$

where $\alpha$ is the learning rate, $\theta^n$ is the $n$th iteration of the network parameters, $\hat{J}$ is the mini-batch loss calculated from partial observation and random sample points for the equations and boundary conditions losses:

$$\hat{J} = \hat{J}_m + \hat{J}_\phi + \hat{J}_b,$$

The mini-batch losses $\hat{J}_m, \hat{J}_\phi$ and $\hat{J}_b$ are defined as following

$$\hat{J}_m(\theta) = \frac{1}{2} \| R \left( M(u) - m \right) \|^2,$$

$$\hat{J}_\phi(\theta) = \lambda_c \hat{J}_c + \lambda_u \hat{J}_u + \lambda_v \hat{J}_v + \lambda_w \hat{J}_w,$$

$$\hat{J}_b(\theta) = \sum_{j=1}^{N_b} | \mathcal{B} [u, p] (x_j, t_j) |^2.$$

In the above expressions, $R \in \mathbb{R}^{N_s \times N_m}$ is a random matrix that has one element on each row equal to unity and the other elements equal to zero, which represents the random choice of
Figure 3: Schematics of PINN structures. The networks represent the spatio-temporal solution, and is trained subject to the measurement, physics and boundary losses. (a) PINN with fully connected network. (b) PINN with ResNet structure, where an additional connection is implemented between non-adjacent layers $l_1$ and $l_2$ with weights $W_{l_1,l_2}$.

observation data. The dimension $N_m$ is the number of observation data, and $N_s \ll N_m$ is the size of mini-batch data set. The batch boundary conditions loss is formed by sampling the boundary conditions mismatch $\mathcal{R}_k[u,p]$ on a set of random points $(x_j,t_j)_b$ that are generated on $\partial \Omega$. The batched physics loss $\hat{J}_\phi$ is calculated as a linear combination of batched equations losses. For example, the batched continuity loss is defined as,

$$
\hat{J}_c(\theta) = \sum_{j=1}^{N_p} |\mathcal{N}_c[u,p](x_j,t_j)_\phi|^2
$$

(23)

where the points $\{(x_j,t_j)_\phi\}$ are generated randomly in the flow domain $\Omega$ using a uniform distribution. The batched loss in the momentum equations, $\hat{J}_u$, $\hat{J}_v$ and $\hat{J}_w$, can be similarly defined on the randomly sampled points. The sequence $\theta^n$ generated from equation (18) converges in distribution to an optimal that minimizes the total loss (17). The SGD iteration, or training process, terminates when the loss stagnates, specifically when the relative decrease of loss is less than 10% within $10^4$ epochs. The reconstructed velocity and pressure fields at any spatial position and time can be obtained by providing the coordinates $(x,t)$ as input to the network and evaluating the output $(u,p)$.

The relative weighting among different terms in the loss functions $\mathcal{J}$, and similarly $\hat{\mathcal{J}}$, is important since improper balance among these terms could lead to numerical stiffness in the training [11], lower test performance of the neural network, or an important entry (e.g. one of the physical equations) not being satisfied with sufficient accuracy. Thus a dynamic strategy is adopted to reach a balance between different terms of the loss function and avoid manual tuning of the parameters. For example, the weight on the continuity equation, $\lambda_c$, is calculated at each iteration as,

$$
\lambda_c = \frac{|\nabla_\theta \hat{J}_m|^2}{|\nabla_\theta \hat{J}_c|^2}
$$

(24)

This expression re-scales the gradient $\nabla \hat{J}_c$ to the same $L^2$ magnitude as $\nabla \hat{J}_m$. The weights for the other equation losses are calculated similarly.

A summary of the PINN procedure is provided in Algorithm 2, and the architecture of the network is shown schematically in figure 3. The network expressivity must be commensurate with the complexity of chaotic, turbulent channel flow. Deep networks are more suitable than shallow, wide networks [42]. However, the optimization of deep networks are notoriously difficult due to the irregular loss function landscape [43]. The ResNet architectures, or skip connections, can improve the training efficiency and performance, because this type of neural network behaves
similar to an ensemble of shallow networks [44]. Two ResNet architectures proposed in [45] are considered here. The first, which we term ResNet1, is formulated as:

$$g_{l_2}(g_{l_2-1}, g_{l_1}) = \eta(W_{l_2-1}g_{l_2-1} + b_l) + g_{l_1},$$  \hfill (25)

where $l_1 < l_2 - 1$. Compared with the plain network [16], an extra term $g_{l_1}$ is included to directly connect a layer $l_1$ to $l_2$. The second architectures, ResNet2, modifies equation (25) by introducing a weight matrix in the $g_{l_1}$ term,

$$g_{l_2}(g_{l_2-1}, g_{l_1}) = \eta(W_{l_2-1}g_{l_2-1} + b_l) + W_{l_1,l_2}g_{l_1},$$  \hfill (26)

where $W_{l_1,l_2}$ is optimized during the SGD training.

**Algorithm 2:** PINN state estimation.

**Step 1:** Feed-forward evaluation;
- Start with estimate of network parameters $\theta^n$. For $n = 0$, generate the weights $W_l$ with standard normal distribution and biases $b_l$ with zero values;
- Generate a random copy of $R$ in equation (20). Evaluate the network at observation points sampled by $R$. Calculate batched observation loss $\hat{J}_m$ in (20);
- Randomly sample the physics points $\{(x_j,t_j)\}$ in equation (23). Evaluate network at these points, and calculate the batched physics loss $\hat{J}_p$ in (21);
- Randomly sample the boundary points $\{(x_j,t_j)\}$ in equation (22). Evaluate network at boundary points. Calculate the batched boundary loss $\hat{J}_b$ in (22);  

**Step 2:** Back propagation;
- Using automatic differentiation, calculate the gradients of batched losses $\nabla \hat{J}_m, \nabla \hat{J}_p, \nabla \hat{J}_b$:
- Calculate the weights of batched equation losses $\lambda_c, \lambda_u, \lambda_v, \lambda_w$;
- Calculate the total batched gradient $\nabla \hat{J}$;
- Update the network parameters $\theta^n$ using equation (18);
- Repeat Steps 1-2 till the loss function reaches convergence criterion;

**Step 3:** Evaluate the flow trajectory;
- Generate the spatio-temporal coordinates of interest in the flow field;
- Evaluate the network at these input points to obtain the velocity and pressure.

In the above description, the boundary conditions and physics constraints were incorporated in the loss function. Some of the original constraints in [4] can, however, be embedded into the network structure in order to ensure that they are enforced exactly, to machine precision. For example, to embed the periodic boundary condition into the network structure, we can adopt an input-feature expansion [46, 17] where the first layer of the network is constructed as,

$$g_0 = \left( \sin \left( \frac{2\pi}{L_x}, x \right), \cos \left( \frac{2\pi}{L_x}, x \right), y, \sin \left( \frac{2\pi}{L_z}, z \right), \cos \left( \frac{2\pi}{L_z}, z \right), t \right)^T.$$  \hfill (27)

By this construction, the network function is automatically periodic in the horizontal $x$ and $z$ directions. Another constraint that could be exactly embedded into the network is the continuity equation. Instead of predicting the velocity and pressure, the network output is set to be a vector potential and pressure:

$$g_{D+1} = (\Psi_x, \Psi_y, \Psi_z, \tilde{p}),$$  \hfill (28)

where $\Psi = (\Psi_x, \Psi_y, \Psi_z)$ is the vector potential of the incompressible flow field. The velocity field $u = \nabla \times \Psi$ is then evaluated using automatic differentiation. The resulting velocity field is automatically divergence free up to machine error.

The majority of the results presented herein (3.1-3.3) are obtained using the PINN formulation where the constraints are weakly enforced through the loss function. Results from PINNs that adopt embedded constraints will be reported in 3.4.
Figure 4: The velocity component $v'$ of initial guess $u_0$ of 4DVar. (a): Sparse observations of $v'$. (b): The spatial interpolation of sparse observations from figure (a). (c): The error $\varepsilon_{v'}$ of the interpolated $v'$ against true initial condition $v'_r$. (d): The x-z averaged errors $\langle \varepsilon_{u'} \rangle$ (—), $\langle \varepsilon_{v'} \rangle$ (—) and $\langle \varepsilon_{w'} \rangle$ (—) of interpolated field at initial time.

3 Results

Using 4DVar and PINNs, we will examine the accuracy of estimation of turbulent channel flow from under-resolved observation data. The computational parameters for 4DVar are listed in Table 3 where the grid resolution is reported and matches that of the reference simulation. The PINN architectures are summarized in Table 4, including the depth $D$ of the network and number of neurons per hidden layer $n_L$. Benchmark results are reported in §3.1 using fine observation data. We proceed to study the influence of observation resolution on the estimation accuracy of both methods in §3.2. In §3.3 we assess the impact of the network structure of PINNs, which is mathematically equivalent to adopting different functional basis to represent the flow fields. The benefits of enforcing embedded constraints in PINNs are addressed in §3.4. The results in this section are at $Re_\tau = 180$; the influence of a higher Reynolds number ($Re_\tau = 392$) on the estimation accuracy by 4DVar and PINN is examined in Appendix B.

3.1 Benchmark comparison of 4DVar and PINNs

The first comparison of 4DVar and PINN corresponds to cases F-AJ (Table 3) and F-NN-SW (Table 4), the latter being a skip-connection network. These cases are selected because they provide a sense of the most accurate state estimation that was achieved in our setup, and hence will provide a backdrop for assessment of different parameters (e.g. coarser observations, different network architectures,...etc). In this benchmark test, we are adopting fine-resolution observations, as denoted by the starting letter ‘F’ in both case designations.

A visualization of the sub-sampled vertical-velocity observations is shown in figure 4(a). Spatial interpolation of the observations at the initial time (figure 4(b)) provides the first guess for the 4DVar optimization. The spatial distribution of the errors in the interpolated field is shown in figure 4(c), where $\varepsilon_{v'} = (v' - v'_r)/\langle v'_r \rangle$ and $\langle v'_r \rangle$ is the volume-averaged root-mean-square fluctuation at the initial time. Large values of $\varepsilon_{v'}$ concentrate in small regions compared

| Case  | $\Delta x^+$ | $\Delta y^+$ | $\Delta z^+$ | $\Delta t^+$ | $\text{dim}(u_0)$ | Section |
|-------|--------------|--------------|--------------|--------------|----------------|---------|
| F-AJ  | 4.9          | [0.4, 1.4]   | 2.45         | 0.07         | $4.8 \times 10^6$ | §3.1    |
| C-AJ  | 4.9          | [0.4, 1.4]   | 2.45         | 0.07         | $4.8 \times 10^6$ | §3.2    |

Table 3: Parameters of 4Dvar state estimation. In the case designation, the first letter refers to (‘F’) fine or (‘C’) coarse measurements resolution (see Table 2). The letters ‘AJ’ refer to 4DVar. The parameters $\Delta x^+$, $\Delta y^+$, $\Delta z^+$ and $\Delta t^+$ are the grid sizes and time step in viscous units.
Table 4: Parameters of PINNs. In the case designation, the first letter refers to ('F') fine or ('C') coarse measurements resolution (see table 2). The letters ‘NN’ indicate use of PINNs. The last entry is the network structure: ('V') vanilla, ('W') wide, ('SW', 'SI') are two types of skip-connection networks. Parameter $D$ is the depth of hidden layers; $n_L$ is number of neurons per layer.

| Case          | $D$ | $n_L$ | structure | dim($\theta$) | section |
|---------------|-----|-------|------------|---------------|---------|
| F-NN-SW       | 10  | 200   | ResNet2    | $4.04 \times 10^5$ | §3.1, 3.2, 3.3 |
| C-NN-SW       | 10  | 200   | ResNet2    | $4.04 \times 10^5$ | §3.2    |
| F-NN-V        | 4   | 350   | Plain      | $3.71 \times 10^5$ | §3.3    |
| F-NN-W        | 4   | 500   | Plain      | $7.56 \times 10^5$ | §3.3    |
| F-NN-SI       | 10  | 200   | ResNet1    | $3.63 \times 10^5$ | §3.3    |
| F-NN-SW-EC    | 10  | 200   | ResNet2    | $4.04 \times 10^5$ | §3.4    |

Figure 5: Convergence history of 4DVar and PINN. (a): Total loss function normalized by its initial value versus number of forward-adjoint iterations. (b): Losses of PINNs versus number of training epochs, $\hat{J}_m$, $\hat{J}_b$, $\hat{J}_c$, $\hat{J}_x$, $\hat{J}_y$, $\hat{J}_z$. 
to the size dominant structures of the flow. The root-mean-squared errors averaged on the horizontal plane, \( \langle \varepsilon_\phi \rangle_{xz} \), are reported in figure 4(d), and are on the order of \{30\%, 40\%, 50\%\} for \( \{u', v', w'\} \). The 4DVar method starts from this initial guess with loss \( J_{m,0} \), and improves the estimation of the initial condition using the forward-adjoint iteration procedure. The convergence history of the normalized loss \( J_{m} / J_{m,0} \) is reported in figure 5(a), and decays monotonically. After 100 forward-adjoint loops, the loss function drops more than two orders of magnitudes.

The loss functions for PINN are shown in figure 5(b). The convergence history reflects the training process of the network. Each epoch on the horizontal axis represents a gradient-descent iteration over all data points. The initial learning rate \( \alpha = 10^{-3} \) was reduced to \( 10^{-4} \) at the 10th epoch, and further decreased to \( 10^{-5} \) at the 2 \times 10^4\th epoch in order to ensure that \( \alpha \) is sufficiently small for convergence of the training process. Due to the randomness introduced in the stochastic gradient descent, the loss functions are oscillatory with respect to training epochs. Overall, the observation loss \( J_{o} \) decreases monotonically, which indicates that the network predictions at the observation locations converge to the data through the whole training process. In contrast, the boundary loss \( J_{b} \) and equations losses \( (J_{c}, J_{u}, J_{v}, J_{w}) \) first increase to a large value then slightly decrease through the training epochs. This trend is consistent with the initialization of the network where the weights \( W_i \) are set to be independent random numbers and the biases \( b_i \) are zero. As a result, based on the law of large numbers, the predictions \( \{u, p\} \) and their gradients are nearly zero relative to the reference flow scales; therefore the physics residual \( J_{o} \) is small relative to the leading order terms in the equations for true flow. The training process modifies the outputs to match the data, and the equations are no longer satisfied, which leads to the increase in the loss. Further training enforces the equations and boundary conditions, which can be regarded as regularization terms, in the later stages of training. At the end of the training procedure, all the losses have reduced and stagnate at a low level, which indicates that the network approximates the observations and satisfies, in the weak sense, the governing equations and boundary conditions.

The different convergence history of 4DVar and PINN is not merely due to the difference in the optimization procedure, but very importantly due to a difference in the loss-functions landscapes. For 4DVar, two key challenges are the exponential amplifications of (i) errors in the initial state during the forward evolution and (ii) errors in the measurements during adjoint evolution. These challenges are mitigated since the observation horizon is within one Lyapunov timescale, and the gradient-based L-BFGS algorithm is effective at monotonically reducing the loss during successive iterations (c.f. figure 3(a)). When a longer observation horizon is of interest, multiple assimilation windows can be adopted, each shorter than the Lyapunov timescale. Most importantly, in 4DVar all the considered trajectories in state space are solutions to the Navier-Stokes equations. This property should be contrasted to the PINNs approach, where the physics are not a hard constraints but rather part of the loss. It is therefore expected that the training of the deep PINN, which is required to express both the data and solution losses, contends with a much more tortuous landscape. For this reason, SGD is adopted and the convergence history is non-monotonic (figure 5(b)).

A visual representation of the accuracy of the flow estimation is helpful, and is provided in figure 6 at the end of the assimilation window \( t = T \) when the adjoint reconstruction is the most accurate\cite{20}. The contours show the fluctuations of the three velocity components and pressure, \( \{u', v', w', p'\} \), all evaluated by subtracting the true mean from the estimated fields, for example

\[
\begin{align*}
\hat{u}'(x, y, z) &= u(x, y, z) - \mu_r(y), \\
\hat{\mu}_r(y) &= \frac{1}{TL_xL_yL_z} \int_0^T \int_0^{L_x} \int_0^{L_y} \int_0^{L_z} u_r(x, y, z, t) \, dx \, dy \, dt.
\end{align*}
\]

This definition lumps any deviations between the estimated and true means in the fluctuations reported in figure 6. Such deviations are generally small; for example, instead of \( \sigma_r = 0 \), the PINN predicts \( \sigma = 1.39 \times 10^{-4} \) which is two orders of magnitudes smaller than the maximum
Figure 6: Observations and reconstructed fields at $t = T$, $z = L_z/2$. Top row: color contours show 4DVar estimated fields with line contours for the true solutions. Bottom row: color contours show PINN estimated fields with line contours for the true solutions. Columns from left to right are $u'$, $v'$, $w'$ and $p'$.

r.m.s. fluctuations $\max_{y} v'_{\text{rms}} = 6.2 \times 10^{-2}$. The top row of figure 6 shows the observation data. The second row compares the 4DVar estimated fields (color contours) to the hidden truth (lines). The excellent agreement between the color and line contours indicates accurate estimation. The third row has the same qualitative comparison to the truth when the fields are estimated by the PINN. While the large features are reproduced, some mismatch can be identified in small regions. This initial comparison suggests that the adjoint approach reconstructs the velocity and pressure fields with higher accuracy than PINNs—a conclusion that we will quantify.

Before evaluating the errors in the reconstruction, it is important to highlight that both 4DVar and PINNs were able to accurately reconstruct the pressure (see figure 6), which was not part of the measurements. This prediction is therefore only possible by virtue of enforcing the governing equations (1), strongly in the case of 4DVar and weakly, with sufficient accuracy, in the case of PINNs.

In order to quantify the accuracy of the reconstructed states, we compute the normalized root-mean-squared error,

$$
\epsilon_{\psi}(t) = \sqrt{\frac{\int_{\Omega} |\psi(x,t) - \psi_r(x,t)|^2 \, dx}{\int_{\Omega} |\psi_r(x,t)|^2 \, dx}},
$$

where averaging is performed over the channel volume, $\psi$ denotes the estimated quantity, and $\psi_r$ is its reference, or true, value. The symbol $|\psi|$ denotes the absolute value when $\psi$ is a scalar and $L^2$ norm when $\psi$ is a vector. The errors in the estimated velocity, pressure and vorticity disturbances are reported in figure 7. Note that the PINN estimate of vorticity, $\omega = \nabla \times u$, was computed using automatic differentiation of the output velocity field with respect to the input spatial coordinates. The errors from the adjoint (F-AJ) and PINN (F-NN-SW) are compared to spatio-temporal interpolation of the observations in the figure. For the velocity (figure 7a-c), interpolation errors are on the order of 40% of the r.m.s. fluctuations. While the PINN reduces the errors to approximately 15%, the most accurate prediction is from 4DVar estimation (less than 5% errors). Although the observations do not include any pressure or velocity-gradient data, the PINN is able to estimate the pressure and vorticity with errors on the order of 20%,
Figure 7: Estimation errors when observations are separated by one Taylor microscale. (a-e) $L^2$ error of estimated perturbation velocities, pressure and vorticity vector. —: Spatio-temporal interpolation, ——: adjoint estimation case F-AJ, ----: PINNs estimation case F-NN-SW. ---: DNS prediction using PINN solution at $t = T$ as initial condition. (f) $L^2$ error of perturbation velocities $u'$ in an extended time horizon. Both forecasts are performed using DNS, starting at $t = T$ from (—) the 4DVar estimate and (---) the PINNs estimate.

again appreciably exceeding the errors from 4DVar. A comparison of estimation errors from 4DVar and PINNs at higher Reynolds number, $Re_\tau = 392$, is provided in Appendix B with qualitatively similar results.

Despite the relatively lower accuracy of PINN, it is important to remark that the dimensions of the network parameters to be optimized, $\dim(\theta) = 4.04 \times 10^5$, are an order of magnitude smaller than the dimensions of the initial state, $\dim(u_0) = 4.7 \times 10^6$, which are the object of the 4DVar optimization (see tables 3 and 4). The efficiency of the PINN in representing the flow state is even more notable if we consider that the trained network represents the entire flow evolution during the observation horizon, not solely the initial condition. It is therefore natural to consider increasing the network size in order to improve the accuracy of PINN prediction. However, our experience at lower Reynolds number indicates that this strategy is not necessarily effective. Here we simply wish to emphasize the efficiency of PINN in representing the solution trajectory.

In addition to comparing the accuracy of the adjoint and PINNs, the time-dependence of the errors should also be contrasted. The adjoint errors decay in forward time, $t \in [0, T]$, reaching their lowest level at the end of the time horizon. This behavior is typical of 4DVar: The optimization of the initial condition is focused on minimizing the errors at the final time because the adjoint system is forced by the difference between the true measurements and their estimate, and amplifies exponentially at the Lyapunov rate as it is marched back in time. As a result, the latest errors in reproducing the measurements have the largest impact on the adjoint field at $t = 0$, and hence the gradient of the loss function (equation [10]), which is used to update the initial condition. The PINNs predictions are agnostic to time, since all the measurements and equations are considered instantaneously rather than along a trajectory in state space.
Figure 7 also shows forecasts from the 4DVar and PINNs approaches for times that exceed the assimilation horizon, i.e. beyond the final observation. Specifically, during the interval $t \in [T, 2T]$ the adjoint prediction is obtained by continuing to march the Navier-Stokes equations, while the PINN predictions are obtained by evaluating the network during this window $[T, 2T]$ without further training. The 4DVar yields accurate forecasts, which indicates that the predicted trajectory in state space shadows the true flow. It should be noted, however, that small deviations which are invariably present in the estimation are expected to amplify exponentially in time, and eventually lead to departure from the truth when the simulations are carried out for longer times (see figure 7(f) for a much longer forecast). The key point in figures 7(a-e) is, however, the behavior of the PINN errors which amplify dramatically immediately beyond the observation horizon, $t > T$. The rapid deterioration in accuracy is because the training of the PINN was only performed during the observation horizon. As such, the network predictions are not constrained in any fashion to satisfy the governing equations beyond $t = T$.

Improving the accuracy of the PINN forecast can be accomplished in a number of ways. Firstly, we can expand the original time horizon of the PINN training. This approach would require progressively larger networks for longer forecasts, with sufficient complexity to express the dynamics of the turbulence over the horizon of interest; The associated training would also become progressively more challenging and computationally expensive. Another approach is to train a separate PINN for the forecast time horizon, $t \in [T, 2T]$. The total loss for this new PINN is comprised of the equations, boundary conditions and the estimated field at $t = T$ as data. While this approach is feasible, it is computationally inefficient because the PINN solves an optimization problem over the entire spatio-temporal domain rather than evolve the spatial solution of the governing equations in time.

The most expedient and accurate approach to forecast the flow beyond the PINN observation horizon is to perform direct numerical simulations, with the initial condition taken as the PINN-estimated field at $t = T$. The DNS can be performed using conventional numerical approaches or the recently invented evolutional deep neural network (EDNN, [47]) which can accurately solve partial differential equations. While we adopt the former, we remark on EDNN for the benefit of the interested reader: EDNN represents the flow field in space, at a given time, e.g. the estimated field from PINN at $t = T$; The governing Navier-Stokes equations, re-expressed in terms of the network parameters, are then used to update the state of the network in time, and thus the updated EDNN parameters predict the evolution of the flow.

We performed DNS starting from the PINN-estimated field at $t = T$, and the evolution of the errors are shown by the red dashed lines in figure 7. The errors in the velocity and vorticity initially reduce slightly because the DNS algorithm projects the terminal PINN field onto a Navier-Stokes solution. Most notable is the sharp, discontinuous drop of the pressure error at $t = T$, because the PINN solution does not satisfy the divergence-free condition in contrast to the DNS algorithm. At later times ($t > T$) the reconstructed velocity, vorticity and pressure progressively deviate from the true state. Figure 7(f) compares the long-time forecasts ($t \gg T$) performed using DNS of (blue) the 4DVar and (dashed red) PINN terminal estimated states; The former sustains appreciably better accuracy prior to the inevitable exponential divergence from the true state.

The estimated turbulent structures are shown in figure 8, specifically iso-surfaces of the streamwise velocity and vorticity perturbations. The panels correspond to the true state, interpolated field, adjoint estimation and PINN reconstruction. The interpolated state is included to demonstrate that the observation data partially capture the velocity structures but miss the vorticity almost entirely. Both 4DVar and PINN reproduce the velocity structures. They can also discover, or estimate, the vorticity field, with qualitatively similar levels of fidelity although the 4DVar estimation is quantitatively more accurate (c.f. errors in figure 7).

It is important to remark on the computational cost that underlies the performance of the algorithms for 4DVar (case F-AJ) and PINN (case F-NN-SW). The former was performed...
on Intel Cascade Lake 6248R CPU node using 24 CPU cores. Each forward-adjoint iteration required 231 seconds, and therefore the full 4DVar optimization procedure (100 forward-adjoint iterations) required 6.4 hours of wall-clock time. The PINN was executed on an NVIDIA A100 GPU with 6912 CUDA cores. Each training epoch required approximately 3.013 seconds, and therefore the entire training process ($3 \times 10^4$ epochs) required 25.1 wall-clock hours. Since the two algorithms were executed on different hardware architectures, their relative computational costs or performance is subjective. One may wish to compare the total wall-clock time, CPU core hours, energy consumption or hardware cost. While we leave this choice to the reader, here we will simply remark that the better accuracy of the 4DVar algorithm was not due on an excessively high computational cost.

Several factors contribute to the higher accuracy of 4DVar compared to PINNs. Firstly, in the adjoint approach the governing equations are enforced by marching an estimated initial condition forward in time, thus the evolution satisfies the Navier-Stokes equations to within the accuracy of the numerical discretization scheme. The PINN, in contrast, enforces the governing equations approximately by minimizing an $L^2$ norm within the total loss function that comprises other contributions including the observations. After training, the residual of the governing equations is finite and directly influences the fidelity of the estimated flow in particular away from the sparse observation points. Secondly, the observations that were used in this estimation exercise were generated using the same direct numerical simulation algorithm that was adopted in 4DVar. In other words, the observations were generated by the same function space spanned by the 4DVar forward model, which brings a natural advantage to 4DVar in this comparison. To clarify this point, consider a scenario where the observations are fully resolved velocity and pressure fields of the true state, and we train the neural network by minimizing the measurement loss only. Such an estimated solution is mathematically defined as,

$$\left( u_o, p_o \right) = \left( u_{\theta_o}, p_{\theta_o} \right), \quad \theta_o = \arg \min \left( \| u_\theta - u_r \| + \| p_\theta - p_r \| \right), \quad (31)$$

where $\left( u_{\theta_o}, p_{\theta_o} \right)$ explicitly specifies the dependence of the velocity and pressure on the network parameters $\theta_o$. This optimal solution would not satisfy the governing equations calculated by automatic differentiation, since the differential operators calculated from finite volume and from automatic differentiation are different. The highest accuracy PINN could achieve depends on not only the representation capability of network, but also the difference between the realization of differential operators from finite volume method and automatic differentiation. The above factors justify the reduction in accuracy in the PINN estimates relative to 4DVar, and only the first concern regarding the weak enforcement of the governing equations should be of consideration in application to experimental measurements.
Figure 9: Estimation error and training history when observations are separated by two Taylor microscales. (a–e) $L^2$ error of estimated perturbation velocities, pressure and vorticity vector. —: Spatio-temporal interpolation, —: adjoint estimation case C-AJ, ---: PINNs estimation case C-NN-SW. (f) Losses of PINN versus number of training epochs. —: $\hat{J}_v$, ---: $\hat{J}_b$, ---: $\hat{J}_c$, ---: $\hat{J}_x$, ---: $\hat{J}_y$, ---: $\hat{J}_z$.

3.2 Influence of measurements resolution

The influence of the resolution of the observation on the accuracy of flow estimation is examined in this section. In contrast to case ‘F’ where the observations were spatially separated by one Taylor microscale (§3.1), we here consider nearly twice the spacing in case ‘C’. The estimation errors are reported in figure 9 for both 4DVar and PINN, again compared to the spatio-temporal interpolation of the observations. In general, the errors have increased relative to the earlier predictions from the fine data (c.f. 7). The adjoint-variational approach yields the most accurate predictions at the end of the observation horizon: the errors in the velocity and pressure fields are all below 20% of the r.m.s. fluctuations. In contrast, the PINNs predictions maintain a constant level of accuracy within the observation horizon, as anticipated. For the velocities, these errors are higher than 4DVar and lower than spatio-temporal interpolation, although similar in order of magnitude to the latter for the $v'$ and $w'$ components. The accuracy of the PINN-predicted pressure fluctuations is poorest, with errors on the order of 100%, which highlights the risk of weakly enforcing the governing equations while using the equations to estimate an unobserved quantity.

The above quantitative assessment of accuracy is interpreted visually in figure 10. We plot iso-surfaces of the streamwise velocity and vorticity perturbation for case ‘C’. Similar to the earlier visualization, the four panels correspond to the hidden true field, interpolation of the coarse observations, estimation using 4DVar and PINN reconstruction. The interpolation field clearly highlights that the observations are scarce, incapable of capturing the velocity or vorticity structures. The adjoint approach remain effective at estimating these turbulence structures, and demonstrates robustness to the sparsity of observations. The PINN reconstruction is, however, considerably less accurate in this case.

Note that the network in case C-NN-SW has the capacity to capture the fine-scale vortical structures in the flow, since it has identical size and architecture as case F-NN-SW that was used for the finer observations (see e.g. figure 8). As such, the notion that a larger network
Figure 10: Iso-surfaces of $u'$ and $\omega_x$ at $t = T$, when observations are separated by two Taylor microscales. (a) Hidden truth; (b) spatio-temporal interpolation; (c) adjoint estimation case C-AJ; (d) PINN estimation case C-NN-SW.

may be needed to improve accuracy is not applicable in the present case. As for the training of the network, figure 9f shows the history of the losses during training of C-NN-SW, which are all stagnated. These losses are numerically larger than, but similar in orders of magnitude to those from training F-NN-SW with fine observations (c.f. figure 5). Yet the present PINN-estimation contains little vortical structures compared to case ‘F’.

One potential reason for the difference in performance between 4DVar and PINN is their respective approaches to identifying a solution trajectory in state space. In 4DVar, once an initial condition is estimated, the forward trajectory is unique and is fully determined by solving the discretized Navier-Stokes equations. The optimization is thus only concerned with identifying the optimal initial condition that reproduces the observations. The PINN solution trajectory is much more ambiguous because the equations are weakly enforced. For every choice of the relative weighting between the measurement and physics loss ($\lambda_c$, $\lambda_u$, $\lambda_v$, $\lambda_w$ in equation 21), different trajectories become possible. Consider for example the limiting behaviors when either the measurements or the equations weightings are relatively negligible; in the former a trivial solution exactly satisfies the governing equations and in the latter the network will simply interpolate the measurements with complete disregard to the physics. We herein adopted the same strategy that was successful for the finer observations, but it is conceivable that a different weighting of the measurements and physics losses would produce better outcome. Our results should not be viewed as a verdict on the accuracy of PINN, but rather as a cautionary example and motivation for developing robust approaches that, for example, optimally weigh the different losses in order to identify the best solution trajectory.

3.3 Influence of PINN architecture

The PINN architecture determines the function basis adopted in attempting to reproduce the observations and satisfy the governing equations. As such, it is important to develop an appreciation for the impact of the network design on accuracy. This point is amplified in the present context where the observations are generated by an independent direct numerical simulation algorithm that uses finite-volume discretization. The discrepancy in the function basis that generated the measurements and adopted in PINN should not be viewed as a weakness of the present study, but rather as a surrogate to real scenarios where the measurements are obtained from independent physical experiments.

In figure 11, we compare the performance of four PINN architectures. The discussion proceeds from the least to most accurate case, with the last one being F-NN-SW which was adopted in all the previous results. The first network, ‘F-NN-V’, is a vanilla, fully connected PINN that is relatively shallow with 4 hidden layers each comprised of 350 neurons. Its estimation of the flow field yields the largest errors for all flow variables. The second network ‘F-NN-W’ is de-
signed to assess the effect of increasing the width of the network, by increasing the number of neurons per hidden layer to 500. In general, wider network have better capacity to learn complex functions, but are prone to overfitting. This concern is, however, mitigated in the PINNs framework because the equations loss is a natural regularization of the network functions away from the observation locations. Indeed the results demonstrate that F-NN-W yields improved predictions, especially for the pressure.

The remaining two PINNs are F-NN-S_I and F-NN-S_W, which correspond to skip-connection architectures ResNet1 (25) and ResNet2 (26), respectively. Both networks are comprised of 10 hidden layers each with 200 neurons. ResNets mitigate the difficulty of training deep networks by adopting skip connections, thus facilitating efficient computation of the gradients flow through the networks [45]. The results in figure 11 demonstrate that both F-NN-S_I and F-NN-S_W yield the most accurate estimation of the velocity and pressure fields. It is important to note that the total number of trainable parameters in these networks is similar to the vanilla case F-NN-V, which has the worst performance. The superior accuracy of the ResNet architectures in predicting the pressure, which is not observed, is entirely dependent on minimization of the equations loss. These results underscore that the network structure is important for accurate realization of governing equations.

3.4 PINN with embedded constraints

An important difference between 4DVar and PINNs is the treatment of the equations and boundary conditions, which are enforced strongly in the former approach and only weakly in PINNs. As such, important physics constraints, such as the requirement that the estimated velocity field is solenoidal, are only approximate in PINNs. Some constraints can, however, be strongly enforced in PINNs with appropriate network design, as discussed in section 2.3.

We embed the constraints for periodicity in the horizontal directions (equations 27) and for a solenoidal velocity field (equation 28) into a ResNet1 that we designate F-NN-S_W-EC. Performance will be compared to the reference F-NN-S_W, which has the same number of layers and neurons, and yielded the most accurate predictions using weak constraints. Contours of $u'$ for both cases are shown in figure 12 along with their spatially averaged and normalized residual in the divergence constraint:

$$
\epsilon_{\text{div}} = \frac{1}{\Omega} \int_\Omega \frac{|\nabla \cdot u|}{\left((\partial u/\partial x)^2 + (\partial v/\partial y)^2 + (\partial w/\partial z)^2\right)^{1/2}} \, dx.
$$

(32)

The contours of $u'$ in figure 12 are visually similar to the truth for both networks, without and with the embedded divergence-free condition, and the errors are quantitatively similar (figure 12 c)). However, the accuracy of enforcing local mass conservation is appreciably different for
the two networks (figure 12(d)). Specifically, the accuracy of local mass conservation in case F-NN-SW is limited, with minimum value on the order of $4 \times 10^{-2}$ which is undesirable in studies of incompressible turbulence. This poor enforcement of the solenoidal condition is because the network attempts to minimize a multi-objective loss function that contains the divergence-free condition as just one of its objectives. In contrast, network F-NN-SW-EC which adopted the embedded constraints has a residual on the order of $3 \times 10^{-6}$. These results were obtained when single precision was adopted in the training and evaluation of the neural networks; higher precision would yield even lower values of $\epsilon_{\text{div}}$, but would incur higher computational cost.

4 Conclusion

In this study, the state of turbulence in a minimal channel configuration was estimated from sparse measurements using adjoint variational data assimilation (4DVar) and physics-informed neural network (PINN). The measurements were sub-sampled velocity data from an independent, fully resolved direct numerical simulation. The flow estimation problem was formulated as a constrained optimization, where a loss function was defined in terms of the mismatch between the available flow observations and their prediction and the flow equations serve as the constraints. In adjoint method, a Lagrangian function combines the loss and the constraints, and its optimality condition yields the set of forward and adjoint equations that can be solved to evaluate the gradient of the loss with respect to the initial flow state. Using this gradient, the loss is minimized when the optimal initial flow state is reached. In PINNs method, the physical equations and boundary conditions are enforced weakly, in $L^2$ sense. In this form, they can also be regarded as regularization terms in the loss function. The flow field is parameterized using the neural network. By minimizing the full loss function, we obtain a network that reproduces the measurements at the observation locations and approximates the solution of the governing equations. The estimated velocity and pressure fields are then obtained by sampling the trained network. The numerical results from both 4DVar and PINNs were evaluated in detail. Reconstruction from sparse observations with two resolutions were performed in order to assess the
impact on the estimation accuracy and the robustness of the algorithms. For PINNs, different neural network structures were examined in order to demonstrate the influence of network basis on predictions.

The comparative study highlighted a number of important points. First, the major difference between 4DVar and PINNs is the treatment of physical equations. While 4DVar strongly enforces the equations, PINNs adopts a weak $L^2$ form. The accuracy of flow estimation in PINNs therefore depends on the relative weighting among observations, equations and boundary conditions losses, and these weights are often chosen empirically without rigorous theoretical guidance. Nonetheless, our PINNs were effective in making accurate predictions of the flow state, even when the observations were acquired from an independent model with a different function basis. Secondly, an important difference is that 4DVar enforces time causality of the flow state, exactly, while PINNs treat all instants in time as independent samples. In addition to the conceptual nature of this difference, one practical implication is the accuracy of the predicted fields. In 4DVar, the maximum accuracy is achieved at the end of the observation horizon, while the accuracy of PINNs predictions are nearly constant over the observation time (unless the measurements are weighted in the loss). The difference is relevant to the third point, which is the accuracy of forecasts. While 4DVar is ideally suited for forecasts, PINNs are notoriously inaccurate beyond their training horizon. Therefore either additional training is required for forecasts or their estimated flow fields must be evolved by another forward model (e.g. conventional CFD algorithms or evolutional deep neural network [47]).

Another important consideration relates to design of the algorithms. Adjoint-variational methods are based on numerical discretizations, where the convergence rate and error estimation are rigorously established by numerical analysis. In contrast, the theoretical foundation for convergence of neural networks in approximation of functions remains subject of active research. This accuracy of PINN, which depends on its representation capability, is therefore difficult to anticipate for a given network architecture and size.

There are several questions that should be addressed by future efforts. Firstly, the computational costs of 4DVar and PINN should be compared. For the present study, the 4DVar algorithm was implemented on CPU while the PINN was trained using GPU, and therefore comparison of their wall-clock computational time is not meaningful. A comparison based on floating-point operations or power consumption, for the same level of accuracy, would be beneficial. Secondly, the Reynolds numbers considered in this study are moderate and the spatio-temporal domain was limited in size. Future comparisons should target higher Reynolds numbers and larger domains. Finally, the present study used an independent direct numerical simulation as a surrogate for generating experimental measurements. Future efforts should consider estimation of the flow state using measurements from experiments, where some of the measurements can be retained as independent data for a blind evaluation of accuracy.
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A Forward and adjoint boundary variables

For completeness of the adjoint-variational formulation, a detailed description of forward and adjoint variables $\beta$ and $\beta^*$ is provided. The forward boundary variable $\beta$ is defined as a column vector with 12 entries, comprised of the velocities and pressure on the 6 faces of the
computational domain,
\[
\beta = \begin{pmatrix}
    u(x = 0, y, z, t) \\
    u(x = L_x, y, z, t) \\
    u(x, y = 0, z, t) \\
    u(x, y = L_y, z, t) \\
    u(x, y, z = 0, t) \\
    u(x, y, z = L_z, t) \\
    p(x = 0, y, z, t) \\
    p(x = L_x, y, z, t) \\
    p(x, y = 0, z, t) \\
    p(x, y = L_y, z, t) \\
    p(x, y, z = 0, t) \\
    p(x, y, z = L_z, t)
\end{pmatrix}.
\] (33)

The forward boundary constraint \( \mathcal{B}[u, p] = 0 \) is a column vector of equations containing in total 8 boundary conditions: periodicity of \( u \) and \( p \) in the horizontal \( x \) and \( z \) directions; no-slip boundary conditions for \( u \) and homogeneous Neumann boundary conditions for \( p \) on the walls. These conditions are given below:
\[
\mathcal{B}[u, p] = \begin{pmatrix}
    u(x = 0, y, z, t) - u(x = L_x, y, z, t) \\
    u(x, y = 0, z, t) \\
    u(x, y = L_y, z, t) \\
    u(x, y, z = 0, t) - u(x, y, z = L_z, t) \\
    p(x = 0, y, z, t) - p(x = L_x, y, z, t) \\
    dp/dy(x, y = 0, z, t) \\
    dp/dy(x, y = L_y, z, t) \\
    p(x, y, z = 0, t) - p(x, y, z = L_z, t)
\end{pmatrix}.
\] (34)

The adjoint boundary variable \( \beta^\dagger \) is the Lagrange multiplier of the forward boundary constraint \( \mathcal{B}[u, p] = 0 \), and has the same dimension as the boundary condition constraints \( \mathcal{B}[u, p] \). The general form of \( \beta^\dagger \) is given below:
\[
\beta^\dagger = \begin{pmatrix}
    \beta^\dagger_{u,x}(y, z, t) \\
    \beta^\dagger_{u,y}(x, z, t) \\
    \beta^\dagger_{u,z}(x, y, t) \\
    \beta^\dagger_{p,x}(y, z, t) \\
    \beta^\dagger_{p,y}(x, z, t) \\
    \beta^\dagger_{p,z}(x, z, t)
\end{pmatrix}.
\] (35)

**B Comparison of 4DVar and PINNs at \( \text{Re}_\tau = 392 \)**

In this section, we examine the influence of a higher Reynolds number of the accuracy of the state estimation using both 4DVar and PINN. The comparison is performed at bulk Reynolds number \( \text{Re} = 6875 \), or equivalently \( \text{Re}_\tau = 392 \). The reference simulation for collecting observations is of flow in a minimal channel unit, where the parameters are listed in table 5. The observation data are generated by sub-sampling the velocity fields of the reference simulation in space and time. The sub-sampling parameters (see table 5) are consistent with what is regarded as fine measurement resolution (designation 'F-392'), where samples are separated by one Taylor microscale. The duration of assimilation window is \( T^+ = 50 \), which is the same \( T^+ \) adopted in the main text.
Table 5: Domain size and grid resolution for reference DNS, and the sub-sampling for extracting observations. The adjoint data assimilation (case F-AJ-392) adopts the same grid as the reference simulation.

| Domain size | Grid numbers | Grid resolution |
|-------------|--------------|----------------|
| $L_x^+$ | $L_y^+$ | $L_z^+$ | $N_x$ | $N_y$ | $N_z$ | $\Delta x^+$ | $\Delta y^+$ | $\Delta y_{\min}$ | $\Delta y_{\max}$ | $\Delta z^+$ |
| 314 | 784 | 157 | 65 | 897 | 65 | 4.90 | 0.40 | 1.40 | 2.45 |
| Observations | $\Delta M_x$ | $\Delta M_y$ | $\Delta M_z$ | $\Delta M_t$ |
| 6 | 32 | 4 | 32 |

Table 6: Parameters of PINNs for the flow estimation at $Re = 392$.

Using the velocity observations, the adjoint (‘F-AJ-392’) and PINN (‘F-NN-SW-392’) methods are utilized to estimate the full spatio-temporal velocity and pressure fields. The computational domain and grid used in the adjoint assimilation ‘F-AJ-392’ share the same parameters as the reference simulations. For PINN, the parameters of the network for case ‘F-NN-SW-392’ are provided in table 6. The number of network parameters to be optimized, $\dim(\theta)$, is larger than at the lower Reynolds number. Nonetheless, this value remains much smaller than the dimension of the initial state, $\dim(u_0) = 11 \times 10^6$.

The root-mean-square errors (30) in the velocity perturbations and pressure are reported in figure 13. Each panel compares the errors when the field is estimated using mere interpolation of the observations, 4DVar and PINN. Qualitatively the results are similar to those obtained at lower Reynolds number (c.f. figure 7). Specifically, the estimated states from 4DVar and PINN are more accurate than from interpolation, and the predictions by 4DVar are the most accurate. The final flow state, at $t = T$, is visualized in figure 14. The isosurfaces mark two levels of streamwise velocity perturbations and two levels of streamwise vorticity. The comparison of the true field, interpolation of observations, 4DVar and PINN again underscores the capacity of the last two techniques to estimate vorticity structures that are absent in the observation data. The 4DVar estimation is again most accurate when compared to the true state.

Figure 13: Estimation errors of minimal channel flow at $Re = 392$ when observations are separated by one Taylor microscale. (a-d) $L^2$ error of estimated perturbation velocities and pressure. ——: Spatio-temporal interpolation, ——: adjoint estimation case F-AJ-392, ——: PINNs estimation case F-NN-SW-392.
Figure 14: Iso-surfaces of $u'$ and $\omega'_x$ at $t = T$, when observations are separated by one Taylor microscale. (a) Hidden truth; (b) spatio-temporal interpolation; (c) 4DVar estimation case F-AJ-392; (d) PINN estimation case F-NN-Sw-392.
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