Partially Automated Training for Implementing, Summarizing, and Interpreting Trial-Based Functional Analyses
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Abstract
Trial-based functional analysis (TBFA) is an accurate and ecologically valid assessment of challenging behavior. Further, there is evidence to suggest that individuals with minimal exposure to behavior analytic assessment methodology (e.g., parents, teachers) can quickly be trained to conduct TBFAs in naturalistic settings (e.g., schools, homes). Notwithstanding, the response effort associated with training development can be prohibitive and may preclude incorporation of TBFA into practice. To address this, we developed a partially automated training package, intended to increase the methodology’s accessibility. Using a multiple-probe across skills design, we assessed the degree to which the package increased caregiver accuracy in (a) implementing TBFAs, (b) interpreting TBFA outcomes, and (c) managing TBFA data. Six caregivers completed this study and all demonstrated proficiency following training, first during structured roleplays and again during assessment of their child’s actual challenging behavior.
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Introduction

Challenging behavior (e.g., aggression, self-injury, property destruction) is prevalent in individuals with intellectual and developmental disabilities (Bowring et al., 2019; McClintock et al., 2003) and is a substantial source of stress to caregivers and other invested stakeholders (e.g., Doubet & Ostrovosky, 2015). Although research has demonstrated that function-based interventions can be more effective than non-function-based interventions at addressing challenging behavior (e.g., Jeong & Copeland, 2020), the generality of such interventions can be limited unless steps to promote maintenance, and generalization are taken (e.g., Fuhrman et al., 2021; Lindberg et al., 2003). One way to achieve generality is by employing collaborative service-delivery models which ensure behavior supports are extended to home environments (e.g., Harvey et al., 2013), and which promote caregivers as primary implementers of relevant assessment and intervention procedures (e.g., Fettig & Barton, 2014; Gerow et al., 2018).

However, the success of such collaborations depends on their ability to consistently and successfully identify the function(s) of challenging behavior. Despite consensus on the value and importance of functional analysis (FA) to the assessment and treatment of challenging behavior (e.g., Hanley, 2012; Iwata & Dozier, 2008; Lloyd et al., 2021; Mace, 1994; Oliver et al., 2015; Roscoe et al., 2015), individuals who receive formal behavior interventions are unlikely to benefit from it because few practitioners qualified to conduct the analysis actually do so (Lloyd et al., 2021; Oliver et al., 2015; Roscoe et al., 2015). Reasons for lack of adoption vary but common concerns include ecological validity (e.g., Conroy et al., 1996) and resource constraints (Lloyd et al., 2021; Oliver et al., 2015). Additionally, the most commonly studied FA methodologies are session-based (Beavers et al., 2013; Hanley et al., 2003). That is, behavior-sampling procedures during FA often terminate based on the passage of time (e.g., 15 min), not performance. Thus, it is possible to see hundreds of instances of challenging behavior during a single analysis (Thomason-Sassi et al., 2011). This fact can raise concerns with risk of injury, property destruction, and/or general environmental disruption.

For decades, researchers have adapted FA methodology to improve its accessibility while maintaining its methodological integrity (Hanley, 2012; Iwata & Dozier, 2008). One such adaptation is the trial-based FA (Bloom et al., 2011; Rispoli et al., 2014; Sigafous & Saggars, 1995). Trial-based FAs (TBFA) demonstrate functional relations through brief trials embedded into daily activities. Trials test hypotheses informed by interviews and observations and are typically divided into two segments (i.e., a control and a test).

Trial-based FAs have multiple practical advantages, including that trials: (a) are brief, (b) can be conducted when antecedents naturally occur, and (c) terminate following challenging behavior. Although simple, these adaptations address many concerns levied against session-based FAs. Specifically, the TBFA has increased social and ecological validity due to the shift from analog (i.e., contrived) settings to natural ones, as well as the shift from massed-trial (i.e., repeated re-presentation of relevant establishing operations in quick succession.
to distributed-trial (i.e., presentation of relevant establishing operations at the times, and in the locations, that they typically occur) formats.

A growing body of research demonstrates naturalistic implementers can be trained to conduct TBFAs with high fidelity. In fact, TBFAs have been implemented by professionals with little experience in systematic assessment and intervention procedures; including group-home staff (Lambert et al., 2013), special education teachers (Bloom et al., 2013; Kunnavatana et al., 2013a, 2013b; Lambert et al., 2012; Rispoli et al., 2015), and classroom staff (Kodak et al., 2013; Lloyd et al., 2015). Notwithstanding, training materials used in published research protocols are not widely available for general practitioner use. Thus, although practitioners know it is possible to train naturalistic implementers to fidelity, they may not be equipped to replicate. As a result, the potential impact of relevant research is diminished. To address this, Lambert et al. (2014) created a partially automated PowerPoint presentation (with voiceover narration and video models) to deliver the didactic and modeling portions of a TBFA training based on content which has facilitated favorable outcomes in previous studies (e.g., Bloom et al., 2013; Kunnavatana et al., 2013a, 2013b; Lambert et al., 2012, 2013, 2014, 2017; LeJeune et al., 2019).

Although Lambert et al. (2014) demonstrated that exposure to the narrated PowerPoint, alone, was sufficient to improve fidelity to TBFA procedures, mastery across participants was inconsistent. Their recommendation was that future research deliver the training’s content using an empirically supported training framework appropriate for adult learners known as behavior skills training (BST; Miltenberger, 2012). Specifically, they recommended trainers not only expose trainees to PowerPoint content (i.e., instructions, video models), but to also provide them with opportunities to practice each condition of the analysis and receive corrective feedback until achieving empirically verifiable mastery criteria (e.g., Drifke et al., 2017; Hahs & Jarynowski, 2019; Miltenberger, 2012; Parsons et al., 2012, 2013).

Since the publication of Lambert et al. (2014), ongoing complications associated with COVID-19 and the global pandemic, chronic nationwide shortages of Board Certified Behavior Analysts (BCBA; i.e., specialists fully qualified to address challenging behavior; Behavior Analyst Certification Board [BACB], 2020), and disproportionate availability of BCBAs in urban areas (e.g., Mello et al., 2016; Murphy & Ruble, 2012) have all forced practicing BCBAs to be innovative as they attempt to maximize their influence and impact. In this regard, an additional benefit presented by the Lambert et al. protocol is that it affords automation of critical but time-consuming aspects of training (e.g., the delivery of standardized content) which can be completed by caregivers in the absence of trainers, at convenient times and locations. In this same vein, when caregivers receive instruction about why they perform the tasks they perform, and how to interpret the results of their efforts, they can become more autonomous in their execution of TBFA. For example, if asked to complete a TBFA between weekly consultations with a BCBA, caregivers trained to interpret TBFA results can independently determine when a sufficient amount of data have been collected to confirm or negate hypothesized functions; thus expediting the assessment process and minimizing unnecessary exposure to countertherapeutic contingencies when a pre-determined number of trials are prescribed without consideration for emergent trends (e.g., Lambert et al., 2012). Such an approach...
would also allow synchronous training minutes to be more efficiently committed to structured roleplays, performance feedback, problem solving, and other activities for which a BCBA presence is more clearly essential.

Thus, the purpose of this proof-of-concept project was twofold. First, to enhance caregiver autonomy during the TBFA process, we updated and expanded the content of the training presented in Lambert et al. (2014) to include instruction on TBFA execution, data analysis and function identification, and data management [content available in Standish et al., (2020)]. Then, using pre/post-mastery probes (i.e., structured role plays during which feedback was not delivered), and fidelity assessments during TBFAs of actual challenging behavior, we assessed the degree to which the updated training content, delivered through the BST framework, established mastery of desired targets in naturalistic implementers (i.e., caregivers of children with challenging behavior) with no formal training in behavior analysis. Through these efforts, we sought to address the following research question: to what extent will caregivers implement, interpret, and graph TBFA data to high fidelity following exposure to a partially automated training package with standardized content?

Method

Participants and Settings

We recruited six caregiver-child dyads to participate in this study (see Tables 1, 2). Five caregivers were parents, however, one (Iman) was the child’s grandmother. While no caregivers reported experience delivering behavior analytic services prior to the study, educational backgrounds and income brackets varied across caregivers. Children were included if they were three years or older, had an intellectual or developmental disability, and engaged in challenging behavior. Any adult who participated in the home care of eligible children could volunteer for study participation. The first six caregiver-child dyads to meet these criteria and expressed interest in being involved in the study were recruited. Of the six participating caregivers, one (Jay) dropped out of the study prior to generalization for personal reasons.

During training, facilitators (i.e., graduate research assistants) observed caregivers consume automated training-module content and facilitated structured roleplays

| Table 1 Caregiver information |
|-------------------------------|
| Participant | Child | Age | Gender | Relationship | Race/ethnicity | Education | Income         |
|-------------|-------|-----|--------|--------------|---------------|-----------|----------------|
| Jay         | Bob   | 34  | Male   | Father       | Black         | High school| <$25,000       |
| Iman        | David | 57  | Female | Grandmother  | White         | College   | $35,000–49,999 |
| Nora        | Nick  | 33  | Female | Mother       | White         | College   | $75,000–99,999 |
| Kristin     | Dax   | 30  | Female | Mother       | Black         | College   | NR             |
| Goldie      | Kurt  | 31  | Female | Mother       | Hispanic      | High school| $35,000–49,999 |
| Tina        | Amy   | 41  | Female | Mother       | Black         | College   | $50,000–74,999 |

NR Not reported
in common living areas when children were not present. Although modules could technically be completed without formal oversight (a noted advantage of the format), facilitators observed module completion in this study to ensure consistent exposure to content across participants and preserve the integrity of our analysis. During generalization, caregivers conducted TBFA’s of their child’s challenging behavior in the child’s home setting, at times when challenging behavior typically occurred (e.g., during morning routines).

**Experimental Design**

Using a concurrent multiple-probe across skills design (Gast et al., 2018), we assessed the degree to which a BST framework, in which partially automated modules replaced in-vivo supports for the didactic instruction and modeling phases of training, could facilitate caregiver acquisition of competencies relevant to effective behavioral consultations which incorporate TBFA. Specifically, TBFA implementation (Tier 1), data interpretation (Tier 2), and data-management (Tier 3) skills were assessed for each caregiver in the study.

**Response Measurement**

The primary dependent variable was caregiver fidelity to established procedures for executing a series (i.e., attention, tangible, escape) of TBFA trials (Tier 1), interpreting TBFA graphs (Tier 2), and managing raw TBFA data (Tier 3).

Specifically, in Tier 1, trained observers assessed participant adherence to TBFA procedures using fidelity checklists whose content is displayed in Appendix A of Lambert et al. (2014). Observers scored a *yes* when a procedure outlined by the checklist was executed as intended, a *no* if it was not, and an *N/A* if there was no opportunity to display the skill. We calculated Tier 1 fidelity scores by dividing *yes* by the sum of *yes* and *no* for each series of trials (i.e., attention, tangible, escape) and multiplying by 100.

In Tier 2, we assessed participant adherence to visual analysis criteria (described below) using worksheets which contained three graphical displays of hypothetical (pre/post-mastery probes, self-evaluation probes) or actual (generalization probes)
TBFA outcome data. Graphed data depicted latencies to challenging behavior from trial-segment onset. The number of trials displayed in each graph of each worksheet ranged from 3 to 20 and either did or did not confirm a functional relation. Functional relations were established using ongoing visual inspection criteria appropriate for trial-based assessment formats; modeled after the work published by Roane et al. (2013) and Saini et al. (2018), and validated by Standish et al. (in press).

On each worksheet, participants assessed functional relations by circling yes, no, or unknown in a multiple-choice test displayed to the right of each graph. Responses were scored as correct when answers reflected accurate assessment and incorrect when they did not. Correct responses were then divided by the sum of correct and incorrect responses and multiplied by 100 to produce a single score for each assessment.

In Tier 3, we assessed participant adherence to a data-management procedure (described below) by evaluating permanent products on paper-and-pencil data sheets, and in an electronic data summary spreadsheet. On a point-by-point basis, we assessed (a) accurate identification of trials not conducted to fidelity (randomly interspersed with trials conducted to fidelity on paper-and-pencil data sheets), (b) accurate transfer of data from trials conducted to fidelity from paper-and-pencil data sheets to appropriate cells of an Excel® spreadsheet, and (c) accurate assessment of whether accumulated data justified condition termination (i.e., either because a function had been identified or because the maximum number of trials [i.e., 20] had been reached). We scored correct when permanent products corresponded with our master key, incorrect when they did not, and multiplied by 100 to produce a single score for each assessment.

**Interobserver Agreement**

We calculated point-by-point interobserver agreement (IOA) between trained and independent observers across 89.3% of all trials conducted, across all phases of this study. Specifically, we scored an agreement when observer assessments of caregiver performance corresponded and a disagreement when they did not. We then divided agreements by the sum of agreements and disagreements and multiplied by 100 to generate IOA scores for each assessment. All IOA scores fell above 95% (see Table 3).

**Implementation Fidelity**

Using checklists and across all phases of training, we evaluated facilitator (graduate student) adherence to training procedures. Specifically, we evaluated whether (a) correct instructions were provided, (b) correct materials were present, (c) technology worked as intended, (d) trainings were completed in their entirety, (e) caregiver responses to imbedded multiple-choice questions were reviewed by facilitators, (f) supporting materials (e.g., caregiver marks on raw data sheets) were reviewed, and (g) role playing procedures were implemented correctly.
When facilitators executed a procedure as intended, the relevant checklist item was scored as **correct**. Otherwise, it was scored as **incorrect**. We calculated fidelity scores for each assessment by dividing the number of procedures implemented correctly by the sum of the procedures implemented correctly and incorrectly, and then multiplying by 100. Across all tiers and participants, implementation fidelity scores remained at 100%.

### Procedural Fidelity

Likewise, during 100% of pre/post-mastery and self-evaluation probes, we used checklists to evaluate whether facilitators (a) correctly delivered relevant instructions, (b) ensured relevant materials were always present, (c) adhered to actor scripts during structured roleplays (Tier 1 only), and (d) delivered feedback according to study phase. Procedural fidelity was scored and calculated in the same manner as implementation fidelity. With the exception of Iman and Nora during Tier 1 (for whom mean fidelity scores were both 99.4%), procedural fidelity scores were 100% across all tiers and for all participants.

### Procedures

Prior to initiating study procedures, we conducted an open-ended functional assessment interview (Hanley, 2012) with each caregiver to gather information about (a) response topographies of challenging behavior, (b) challenging behavior’s potential controlling variables, and (c) preferred items. This information was used to design ecologically valid experimental trials during the generalization phase of this study. For example, we opted not to include ignore trials due to a lack of circumstantial support for automatic functions derived from interview results. Using confederates (Tier 1) and hypothetical data sets (Tiers 2 and 3), we then collected pre-mastery (i.e., baseline) probes.

Prior to training, we conducted pre-mastery probes of each relevant skill. Following training, we exposed participants to three conditions: post-mastery probes, self-evaluation, and generalization. Each time a participant demonstrated mastery of content targeted by a training (described below), we conducted additional

| Participant | Mean IOA (% of trials assessed) |
|-------------|---------------------------------|
|             | Execution | Interpretation | Management |
| Jay         | 97.86 (71.43%) | 100% (100%) | 100% (100%) |
| Iman        | 98.36% (81.25%) | 100% (100%) | 100% (100%) |
| Nora        | 96.63% (80.00%) | 100% (100%) | 100% (100%) |
| Kristin     | 98.29% (57.89%) | 100% (100%) | 100% (100%) |
| Goldie      | 99.11% (62.50%) | 100% (100%) | 100% (100%) |
| Tina        | 98.89% (100%) | 100% (100%) | 100% (100%) |

**IOA Interobserver agreement**
pre-mastery probes for untrained skills. The purpose of post-mastery probes was to assess the degree to which skill mastery persisted across time in the context in which it was established (i.e., structured roleplays). The purpose of self-evaluation was to assess the degree to which participants could discriminate their own errors (if they made them), successfully self-correct them (by reconducting trials identified as having errors), and only analyse data from trials implemented to fidelity. This was done because naturalistic implementers must often assess the validity of the trials which they conduct without experimenter oversight (cf. Bloom et al., 2013; LeJeune et al., 2019). Thus, we wanted to assess the degree to which their judgments aligned with our own before asking them to conduct TBFAs of actual challenging behavior. During generalization, we assessed the degree to which mastered skills generalized to the actual assessment and treatment of challenging behavior.

Pre-Mastery Probes

On the day of each assessment, facilitators provided caregivers with all necessary materials (e.g., data sheets, preferred items) and instructed them to demonstrate each relevant skill (e.g., “Run a tangible trial”) during structured roleplays (Tier 1) or structured practice opportunities (Tiers 2, 3). During Tier 1, facilitators instructed caregivers to tell them when to begin and end each assessment (e.g., “tell me when to start our roleplay and then tell me when you think you have conducted a complete trial and the roleplay should stop”).

During each probe facilitators followed scripts, did not deliver corrective feedback, did not respond to questions, and did not indicate when an assessment should be terminated. To avoid frustration and maintain caregiver buy-in for study procedures, caregivers were given the option to “pass” if they did not think they could demonstrate a skill. If participants passed, we immediately moved to the next probe, and all missed opportunities were scored as incorrect.

During Tier 1 mastery probes, a confederate provided participants with structured roleplay opportunities in clusters of three (i.e., attention, tangible, escape). At the onset of each opportunity, the facilitator delivered a brief instruction (e.g., “when you’re ready, let’s run a tangible trial”). When caregivers indicated they were ready, confederates followed one of multiple scripts drafted for each TBFA condition.

In each script, up to five distinct confederate behaviors were possible: (a) target challenging behavior (i.e., self-injurious behavior), (b) non-target challenging behavior (i.e., disruption), (c) appropriate communication, (d) compliance (escape condition only), and (e) appropriate play. In all scripts, distractor behaviors were each emitted once before the first instance of target challenging behavior. To maintain unpredictability, scripts randomized the order in which distractor behaviors (i.e., disruption, communication, compliance, and play) occurred. To avoid inadvertently cueing participants about mistakes, scripts extended well beyond what would be needed to execute a trial to fidelity. That is, challenging behavior was scripted to occur before two min passed during each trial-segment. However, if caregivers did not react to challenging behavior, confederates continued to act either until the caregiver told them the roleplay was finished, or until 4 min passed.
During Tier 2, facilitators presented participants with a pen (or pencil) and one graph-interpretation worksheet at a time. Each worksheet (consisting of 3 distinct line graphs which plotted response latencies from trial-segment onset; see Standish et al., 2021) represented one assessment opportunity (i.e., trial). Each worksheet (generated by research assistants) contained at least one graph displaying a functional relation between challenging behavior and the independent variable and at least one graph in which available data did not support a functional relation. The specific graphs displayed on each worksheet varied from trial to trial, with the positions of graphs with and without functional relations randomized across trials (i.e., top, middle, bottom). To identify functional relations, we used data-interpretation criteria validated by Standish et al. (in press) which stipulates functions are confirmed when (a) at least three valid demonstrations of effect (i.e., challenging behavior is observed in a test segment and not its contiguously conducted control) are present and (b) at least 50% of all trials conducted contain valid demonstrations of effect. To prevent indefinite execution of ineffective conditions, we imposed a 20-trial ceiling (i.e., the largest number of trials conducted in published TBFA literature).

During Tier 3, facilitators presented participants with a laptop computer, an electronic data summary file (i.e., an Excel spreadsheet), and a raw data sheet containing 31 lines of hypothetical data. Each raw data sheet contained data from 20 correctly executed trials and 11 incorrectly executed trials. The content and position of correct and incorrect trials were randomized across data sheets. Caregivers were required to (a) mark out any and all trials not conducted to fidelity, (b) enter only data (e.g., trial number, latency to challenging behavior, etc.) for trials conducted to fidelity, and (c) determine when to terminate the TBFA based on the data that they had entered thus far. As in Tier 2, all graphs displayed latency to problem behavior in the test and control segment, and thus were presented as line graphs. All interactions with, and data transfers from, one raw data sheet represented a single assessment opportunity.

Training Content and Format

Training materials are now published on a website (i.e., Standish et al., 2020) and included a training summary sheet (i.e., concise rules and reminders of training content), a workbook for participants to document their responses to questions posed during partially automated PowerPoint presentations, scripts for structured roleplays (Tier 1), worksheets with graphs of hypothetical data (Tier 2), raw data sheets with hypothetical data and a pre-formatted Excel file for managing and graphing (Tier 3), and a laptop computer with partially automated PowerPoint presentations (all tiers).

All training procedures conformed to the BST framework during which instruction and modeling was delivered through partially automated PowerPoint presentations. These presentations included voiceover narrations which covered (a) background information pertinent to relevant concepts, (b) definitions and procedures, (c) examples and near non-examples (e.g., delivery of a demand in an attention control segment), and (d) opportunities to respond (i.e., multiple-choice quiz questions). The PowerPoints were fully automated except for slides in which opportunities to respond were presented. On these slides, the training stopped indefinitely and only re-initiated after participants made a valid response to the question posed by
clicking their mouse in any of a few pre-determined areas (functionally advancing the presentation to its next slide and re-initiating the automated audio files and their associated timers). Opportunities to respond covered various aspects of training content, including appropriate control- and test-segment behavior, data-management procedures, and data-interpretation procedures.

Upon completion of each PowerPoint presentation, roleplays (Tier 1) and practice opportunities (Tier 2 and Tier 3) were delivered by facilitators until caregivers demonstrated mastery of each of the targeted skills. Performance feedback was delivered after every trial. On average, trainings lasted 25.5 min (range: 20–32 min); not including participant-response times. Between one and four trainings were conducted in a single home visit. Thus, including time for roleplaying and study-specific procedures (e.g., pre-mastery probes of performance for untrained tiers), home visits could have been as short as 30 min or as long as 3 h.

Tier 1 training (i.e., TBFA implementation) was divided into four phases and included an introduction to TBFA methodology and instruction on each of three tests for social functions of challenging behavior (i.e., attention, tangible, escape). The TBFA procedures highlighted in these trainings were based on recommendations made by Bloom et al. (2011) and entailed two-segment experimental trials (i.e., control, test) for which transitions occurred either based on the occurrence of challenging behavior, or the passage of time (i.e., 2 min). Tier 1 roleplays were considered mastered once the participant roleplayed the scenario (i.e., attention, tangible, escape) to 100% fidelity.

Tier 2 content focused on interpretation of TBFA data and provided opportunities for caregivers to apply interpretative rules to a variety of hypothetical data sets of varying complexity. Tier 2 mastery entailed perfect correspondence in data interpretation between caregivers and researchers across two consecutive assessment opportunities.

Tier 3 content was designed to teach participants to: (a) manage data for invalid trials (i.e., trials not conducted to fidelity), (b) transfer data from valid trials from paper-and-pencil data sheets to appropriate cells of a pre-formatted Microsoft Excel® spreadsheet that automatically graphed data as they were entered, and (c) indicate on the spreadsheet when each TBFA condition should have been terminated, according to available data. To facilitate data interpretation, the spreadsheet also visually distinguished components of a valid demonstration of effect by coloring relevant cells either red (no demonstration of effect) or green (valid demonstrations of effect; see Fig. 1).

Post-Mastery Probes

Post-mastery probes were identical to pre-mastery probes.

Self-Evaluation Probes

Self-evaluation probes were only conducted for Tier 1 performance (i.e., TBFA execution) and were similar to Tier 1 pre/post-mastery probes except that at the end of each probe, caregivers were instructed to indicate whether they thought they had
executed the skill correctly or incorrectly. When they identified an incorrectly conducted trial (regardless of the actual fidelity of the trial), they were given another opportunity to conduct the trial. This process continued, with no feedback from the facilitator, until the caregiver reported conducting a perfect trial. At that point, if the facilitator agreed, praise was delivered and the next probe initiated. If the facilitator disagreed, they discussed the noted error and gave the caregiver another opportunity to conduct the trial. This continued until consensus between facilitator and caregiver was achieved.

Generalization

For Tier 1, caregivers used the specific routines, antecedents, and consequences identified during initial interviews to complete 20 trials of each social condition (i.e., attention, tangible, escape) of a TBFA of their child’s actual challenging behavior. Once more, TBFA procedures followed the recommendations of Bloom et al. (2011). Specifically, each trial began with a control segment in which programmed consequences were abolished (e.g., continuous attention during an attention control segment), followed by a test segment in which programmed consequences were established (e.g., denied access to attention during an attention test segment). Transitions from control to test occurred following the first instance of challenging behavior, or after two min elapsed (whichever came first). During test segments, programmed reinforcers (e.g., statements of concern during an attention trial) followed challenging behavior and trials terminated either after reinforcer delivery, or after 2-min elapsed (which came first). To assess generalization of Tier 1 skills, facilitators evaluated caregiver fidelity to programmed TBFA procedures for three series of social conditions (i.e., attention, tangible, escape). As in the self-evaluation phase, caregivers self-reported their own fidelity of implementation and re-conducted any trials in which they stated they incorrectly implement the trial.

To assess generalization of Tier 2 skills, facilitators graphed caregiver-obtained child-outcome data and presented it to caregivers using the same worksheet format.

Fig. 1 Excel file with hypothetical data
described above (i.e., a graduate research assistant transferred obtained data to three graphs [attention, tangible, escape] on a single, vertically displayed, worksheet with spaces to identify functional relations). Because each data sheet consisted of three graphs, and there were only three conditions evaluated, there was only one generalization data point for Tier 2.

To assess generalization of Tier 3 skills, caregivers were asked to transfer raw data from their own paper-and-pencil data sheets to the electronic data summary file and indicate when they would have ended the TBFA condition, if they were following rules established in the training. To generate comparison data for this project’s companion piece (i.e., Standish et al., in press), participants were asked to conduct 20 trials regardless of emergent child-behavior patterns.

Safety Precautions

Because antecedents and consequences to challenging behavior were individualized for each participant and were designed to mirror commonly occurring events, we did not anticipate caregivers would interact with intensities or topographies that they were not already accustomed to seeing. Notwithstanding, we walked each through a cost–benefit analysis prior to study onset and obtained written acknowledgment of associated risks during the consenting process. Further, we instructed each to immediately abandon research protocol and to engage in business-as-usual de-escalation procedures if they ever encountered an intensity or topography of challenging behavior that they were uncomfortable seeing, or that they felt posed a risk to them, their child, or their property. Following TBFA completion, we added details to this guidance, indicating that abolishing operations of confirmed functions (i.e., caregiver performance during control segments of relevant TBFA trials) were likely to enhance de-escalation efforts. Importantly, no caregiver ever reported abandoning protocol or needing to attempt de-escalation.

Construct and Social Validity

To assess the degree to which demonstrations of training content mastery corresponded to accurate and valid assessments of actual challenging behavior (i.e., construct-validity; Yoder et al., 2018), we evaluated whether TBFAs conducted during generalization (a) produced interpretable child-outcome data, and (b) informed the design of effective function-based interventions (executed by caregivers after completing similarly formatted, partially automated, intervention-training modules [i.e., Bailey et al., 2020a, 2020b]). Additionally, we asked each caregiver to complete a social validity questionnaire adapted from the Treatment Evaluation Inventory Short Form (Kelly et al., 1989). We did this by either delivering the questionnaire in-person at the end of each participant’s full consultation (i.e., after study completion, caregivers were subsequently trained to implement and evaluate the effect of trial-based intervention packages which included functional communication training and discrimination training; see Standish et al., in press). Questions on this assessment did not exclusively address the assessment process (i.e., they also assessed the
intervention process). Due to miscommunication, facilitators did not deliver questionnaires in-person to four caregivers. Rather, we mailed them to relevant caregivers after the consultation had already ended. No caregiver replied to surveys delivered in this way.

**Results**

Training outcomes are displayed graphically in Fig. 2 (Jay & Nora), Fig. 3 (Kristin & Tina), and Fig. 4 (Iman & Goldie). During Tier 1 pre-mastery probes, caregiver fidelity remained at low and stable levels. One participant (i.e., Goldie) displayed a small increasing trend prior to training. However, the overall level of her fidelity remained low. Likewise, all participants interpreted TBFA graphs and managed TBFA data (i.e., Tiers 2, 3) at moderate to low levels. Following training, all six caregivers demonstrated mastery of all targeted skills. Additionally, there were no increases in fidelity scores for lower-level tiers when upper-tiers were mastered. That is, when mastery of Tier 1 was demonstrated, there were no noticeable changes in the levels of fidelity for Tier 2 and Tier 3, and once Tier 2 was mastered, there was no noticeable changes in the levels of fidelity for Tier 3; thus confirming functional independence of skillsets targeted across tiers.

During Tier 1 self-evaluation and generalization probes, we did not analyse data from trials caregivers independently indicated were not conducted with fidelity, and

![Fig. 2](image-url) Caregiver accuracy outcomes for Jay and Nora. Trials denoted by a “*” depict when participants correctly self-identified errors and re-implemented trials before reporting data. Trials denoted by semi-closed circle represent instances in which participants did not recognize an error they made and reported data from a flawed trial. Pre Pre-mastery probes, Post post-mastery proves, Self-Eval self-evaluation trials, GN generalization trials

 Springer
Fig. 3 Caregiver accuracy outcomes for Kristin and Tina. Trials denoted by a “*” depict when participants correctly self-identified errors and re-implemented trials before reporting data. Trials denoted by semi-closed circle represent instances in which participants did not recognize an error they made and reported data from a flawed trial. Pre Pre-mastery probes, Post post-mastery proves, Self-Eval self-evaluation trials, GN generalization trials.

Fig. 4 Caregiver accuracy outcomes for Iman and Goldie. Trials denoted by a “*” depict when participants correctly self-identified errors and re-implemented trials before reporting data. Trials denoted by semi-closed circle represent instances in which participants did not recognize an error they made and reported data from a flawed trial. Pre Pre-mastery probes, Post post-mastery proves, Self-Eval self-evaluation trials, GN generalization trials.
only included data from the first trial caregivers reported conducting with 100% fidelity (even if we disagreed). We did this to reflect the fact that, in the absence of our direct support, caregivers would have reported these data to collaborating BCBAs (regardless of whether they had actually been conducted with fidelity). In these conditions, points denoted with an “*” indicate that a caregiver had identified an error during a previous attempt and had independently asked for a new opportunity to respond. Thus, values from these data points represent data from the caregiver’s final attempt, when they indicated they had accurately executed the targeted skill. Data points denoted by half circles represent trials in which the caregivers incorrectly identified a trial as being conducted to fidelity. Table 4 provides a brief summary of caregiver proficiency with identifying failed trials.

With the exception of data management for Kristin, Goldie, and Tina, mastery across tiers maintained during self-evaluation and generalization probes. For Tina, fidelity to data-management procedures fell during generalization (i.e., when she conducted a TBFA of her own child’s challenging behavior) and she required retraining. Retraining involved a series of structured practice opportunities with feedback until re-establishing 100% accuracy. Following retraining, this skill again improved to acceptable ranges.

Construct-validity data (i.e., child-outcome data, see Yoder et al., 2018) are briefly summarized in Table 5, and are fully displayed in this project’s companion piece, Standish et al. (in press). All participants who conducted a TBFA of actual challenging behavior during the generalization condition produced interpretable outcomes and either ruled out or confirmed functional relations for all conditions assessed. Further, across 100% of cases, a function-informed differential reinforcement procedure (e.g., trial-based functional communication training), which was designed based on the findings of each caregiver-conducted TBFA, successfully eliminated challenging behavior during four (or more) consecutive intervention trials, distributed to occur at the same times and in the same locations during which TBFA trials had previously established functional relations between relevant establishing operations and challenging behavior. Specifically, the mastery criteria for trial-based functional communication training entailed at least three consecutive trials, and at least 50% of total trials, with no challenging behavior and evidence of

| Participant | Total # incorrectly implemented trials | Total self-identified incorrect | Percentage self-identified incorrect (%) |
|-------------|---------------------------------------|---------------------------------|----------------------------------------|
| Jay         | 4                                     | 3                               | 75.0                                   |
| Iman        | 25                                    | 19                              | 76.0                                   |
| Nora        | 9                                     | 9                               | 100.0                                  |
| Kristin     | 8                                     | 8                               | 100.0                                  |
| Goldie      | 32                                    | 29                              | 90.6                                   |
| Tina        | 18                                    | 17                              | 94.4                                   |
| Average     | 16.0                                  | 14.2                            | 88.8                                   |
independent manding. Social validity surveys were returned by 33% (two of six) of participants and suggest the training, assessment, and intervention procedures, and outcomes were acceptable (see Table 6).

**Discussion**

In this study, we sought to increase the accessibility of TBFA methodology by automating portions (i.e., instructions, modeling) of a historically effective approach for training naturalistic implementers, with limited behavior analytic training, to accurately conduct TBFAs. Across 100% (18 of 18) of opportunities, our partially automated, BST-based, training package accomplished targeted objectives; suggesting that automation did not detract from the accomplishment of desired outcomes. This is meaningful because it presents a convenient (and potentially efficient) alternative to traditional BST approaches in which in-vivo trainers deliver all aspects of

| Participant | Function(s) identified | 100% reduction during Tx? |
|-------------|------------------------|---------------------------|
| Jay         | N/A                    | N/A                       |
| Iman        | Tan                    | Y                         |
| Nora        | Esc                    | Y                         |
| Kristin     | Attn, Tan              | Y                         |
| Goldie      | Attn, Tan              | Y                         |
| Tina        | Esc                    | Y                         |

Table 5 Construct-validity outcomes

| Participant | Function(s) identified | 100% reduction during Tx? |
|-------------|------------------------|---------------------------|
| Jay         | N/A                    | N/A                       |
| Iman        | Tan                    | Y                         |
| Nora        | Esc                    | Y                         |
| Kristin     | Attn, Tan              | Y                         |
| Goldie      | Attn, Tan              | Y                         |
| Tina        | Esc                    | Y                         |

Table 6 Social validity outcomes for TBFA and subsequent intervention procedures following training

| Question                                                                 | Mean (N=2) |
|--------------------------------------------------------------------------|------------|
| The TBFA is an acceptable way of assessing the child’s problem behavior   | 4          |
| I believe that it is acceptable to use this assessment without my child’s | 4          |
| consent                                                                  |            |
| The TBFA provided valid results                                          | 4          |
| The results of the TBFA led to an effective intervention for my child’s  | 4          |
| problem behavior                                                         |            |
| I found the TBFA trainings helpful                                       | 4          |
| I am glad I implemented the TBFA with my child                           | 4          |
| I would recommend other parents of children who engage in problem behavior | 4          |
| these trainings                                                          |            |
| I found the intervention to be appropriate for treating my child’s problem| 4          |
| behavior                                                                 |            |
| I found that my child can use the skills taught to him/her through the   | 4          |
| intervention                                                             |            |
| Overall, I have a positive reaction to participating in this research     | 4          |
| study                                                                    |            |
training content. It also expands the ways in which naturalistic implementers can be effectively incorporated into the assessment and treatment of challenging behavior (see also Benson et al., 2018; Suess et al., 2014; Vismara et al., 2018; Wacker et al., 2013). Because our materials are freely available (Bailey et al., 2020a, 2020b; Standish et al., 2020), it is our hope that this project increases the overall accessibility of TBFA methodology.

Limitations

A few of this study’s limitations should be noted. First, due to the nature of our research design (i.e., multiple-probe across skills), assessment across tiers was cumbersome. Specifically, it took on average 31.2 (range, 16–44) days to progress from the onset of baseline to the final self-evaluation probe. This process considerably delayed practical action (i.e., TBFA of actual challenging behavior and the onset of function-based treatment) and may have affected caregiver retention. Related, it took an average of 11.8 days (range, 5–16) for caregivers to complete TBFA of challenging behavior during generalization. Although this is not a particularly prohibitive timeline for a TBFA, it is likely the assessment could have been completed much quicker if caregivers had been able to schedule trials without consideration for research-personnel availability (who needed to be present to collect fidelity data for three series of trials). Future researchers might explore more efficient and practitioner-friendly strategies for establishing experimental control.

A second limitation of this study is that fidelity to data-management procedures did not always maintain, once established (i.e., Tina). This suggests our data-management process is likely too complex for some caregivers. As a result, practitioners might consider drafting simpler procedures. Alternatively, practitioners might provide additional supports (e.g., periodic retraining), or complete all data-management tasks themselves.

Third, our generalization data should be interpreted with caution because we did not collect baseline data in generalization settings (i.e., during assessments of actual challenging behavior), and we only collected a single generalization data point for Tiers 2 and 3 (because only one data point per tier was available after caregivers conducted a full TBFA of their child’s challenging behavior).

Fourth, caregivers were given the opportunity to pass on trials that they either did not know how to complete or did not feel comfortable attempting. Whereas this decision was intended to reduce the potentially degrading impact of repeatedly requiring someone to complete a task they do not know how to do, it limits the confidence with which we can say that baseline fidelity scores reflected true caregiver proficiency (e.g., it is possible that caregivers would have correctly executed the parts of trials they opted not to conduct, had they been required to). Although caregivers had the opportunity to pass on trials during all phases of the study, we did not collect data on the specific trials for which they opted to do so. Thus, we cannot assess whether this option was differentially employed during any given study phase.

A fifth limitation is that only two of six participants completed the social validity questionnaire. While those results were favorable, it is concerning that so few
participants returned the questionnaire. Related, although his reasons were personal, Jay’s attrition also challenges the social validity of our project.

A sixth limitation is that there was some overlap in the skillsets required to master Tier 2 and Tier 3 probes (i.e., in both cases, participants needed to know rules for TBFA data-interpretation stipulated by Standish et al., in press). Notwithstanding, consistently poor performance during Tier 3 pre-mastery probes across participants demonstrates that the specific applications of these rules targeted during Tiers 2 and 3 remained functionally independent. Regardless, more compelling demonstrations across tiers would have included mastery of non-overlapping content. Related, because training content differed across tiers, our study only establishes experimental control over the impact of the framework (i.e., BST in which instruction and video models are delivered via partially automated modules) on skill acquisition. Content validation efforts require different methodology (cf. Yoder et al., 2018) and should serve as the focus of other research initiatives.

A final limitation may be associated with the population targeted for this study. Historically, naturalistic implementers have only needed to execute valid TBFA trials (e.g., Bloom et al., 2013; Lambert et al., 2012, 2017; LeJeune et al., 2019). In those studies, data interpretation and management were tasks relegated to experts in behavior analysis. Caregivers may neither have the time nor the inclination to engage in data interpretation and management tasks. However, our findings demonstrate that it is at least possible to train them to do so. In a climate in which it is difficult for some to find in-person behavior analytic services due to BCBA shortages (BACB, 2020), geographic barriers (e.g., Mello et al., 2016; Murphy & Ruble, 2012), and/or pandemic-related restrictions, the roles and responsibilities of caregivers and other naturalistic implementers (e.g., teachers, paraeducators) will likely continue to increase. Notwithstanding, future researchers might extend these findings to populations who interact with children with challenging behavior and who might more reasonably be expected to engage in tasks associated with data management and interpretation (e.g., Board Certified Behavior Analysts, Board Certified Assistant Behavior Analysts, Registered Behavior Technicians).

**Future Directions**

Importantly, in our study, we demonstrated that trainees who mastered our content could execute TBFAAs of actual challenging behavior and, combined, with the results of Standish et al. (in press) those outcomes could inform effective intervention. Although a number of previous researchers have demonstrated it is possible to train participants to execute operationalized TBFA protocols (cf. Alnermary et al., 2017; Flynn & Lo, 2016; Kunnavatana et al., 2013a; Kunnavatana et al., 2013b; Lambert et al., 2013; Lambert et al., 2014; Rispoli et al., 2015; Rispoli et al., 2016; Vasquez et al., 2017), only a small subset validated their training content with interpretable outcomes from TBFAAs of actual challenging behavior (e.g., Flynn & Lo, 2016; Kunnavatana et al., 2013a, 2013b; Rispoli et al., 2015, 2016) or with effective interventions (e.g., Flynn & Lo). Thus, our findings replicate and extend this work by
making available to practitioners the materials they would need to replicate our findings (see Bailey et al., 2020a, 2020b; Standish et al., 2020).

To increase efficiency, future researchers might conduct component analyses of training content and evaluate which portions were critical to valued outcomes. They might also assess the degree to which outcomes can be replicated when trainings are incorporated into telehealth-based service-delivery models. As there is high a demand for behavior analytic services (cf. BACB, 2020; DiGennaro Reed & Henley, 2015), it could be prudent to explore strategies which empower naturalistic implementers to independently execute more of the assessment and treatment process without direct (i.e., in-person) oversight.

In that vein, it is important to note that previous research has demonstrated that automated TBFA trainings which do not include practice opportunities with corrective feedback are unlikely to consistently yield desired outcomes (e.g., Lambert et al., 2014). Thus, attempts to deliver all aspects of training from a distance should explore valid ways through which roleplaying can be accomplished virtually. Alternatively, researchers might leverage recent advances in technology to design versions of this training which fully automate roleplaying and corrective feedback opportunities (e.g., through virtual reality [VR]; cf. Clay et al., 2021; Vasquez et al., 2017). Such innovations, paired with efficient training frameworks (e.g., pyramidal training; Kunnavatana et al., 2013b; Lambert et al., 2013) could expand the reach of practitioners who serve clients in remote locations.
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