Computing hydrodynamic eigenmodes of channel flow with slip - A highly accurate algorithm
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Abstract

The transient start-up flow solution with slip is a useful tool to verify Computational Fluid Dynamics (CFD) simulations. However, a highly accurate, open-source black box solution does not seem to be available. Our method provides a fast, automated, and rigorously verified open-source implementation that can compute the hydrodynamic eigenmodes of a two-dimensional channel flow beyond the standard floating-point precision. This allows for a very accurate computation of the corresponding Fourier series solution. We prove that all roots are found in all special cases for the general flow problem with different slip lengths on the channel walls. The numerical results confirm analytically derived asymptotic power laws for the leading hydrodynamic eigenmode and the characteristic timescale in the limiting cases of small and large slip.

The code repository including test cases is publicly available here

\url{https://git.rwth-aachen.de/fricke/start-up-flow}

1 Introduction

The no-slip condition for the flow of a viscous liquid along a solid boundary is one of the corner stones of classical hydrodynamics. However, it is an assumption that cannot be derived from first principles \cite{16} and there are indeed examples of flow configurations where it seems to break down. Maybe the most prominent example is the “moving contact line paradox” in dynamic wetting \cite{13}. Here one considers the two-phase flow of a viscous fluid displacing a second fluid to form a dynamic “contact line” moving along the solid boundary. It has been shown, that this fundamental process, which is present in typical dynamic wetting flows such as drop spreading or capillary rise, can not be described in the classical hydrodynamic model based on the no-slip condition \cite{13}. In particular, a singularity emerges in the viscous dissipation which would require an infinite force to move the contact line. There have been numerous approaches to resolve
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this apparent contradiction to the experimental observation of dynamic wetting flows (see, e.g., [8, 24, 5]). One important example is the introduction of a tangential slip boundary condition at the solid boundary. Originating from the classical work by Navier in the 19th century, the tangential slip at the solid boundary is modeled proportional to the viscous stress, i.e.

\[ \lambda u + \eta \frac{\partial}{\partial y} u = 0 \iff u + L \frac{\partial}{\partial y} u = 0, \tag{1} \]

where \( u \) is the velocity component along the solid boundary and \( y \) is the coordinate normal to the solid boundary. The ratio of the dynamic viscosity \( \eta \) and the friction coefficient \( \lambda \) has the dimension of length and is called the “slip length” \( L = \eta / \lambda \). Note that this boundary condition can also be motivated as a closure relation for the entropy production along the solid boundary [22]. In particular, the second law of thermodynamics only allows non-negative values of the slip length. It has been shown that any \( L > 0 \) allows for a moving contact line (with integrable viscous dissipation) [12] and thereby resolves the moving contact line paradox.\(^1\) Hence, even a tiny amount of slip can change the macroscopic prediction of the model drastically. This is why the slip parameter is of such a crucial importance in dynamic wetting.

Remarkably, there is experimental evidence that tangential slip is present and measurable even in single-phase flows where its impact on macroscopic quantities is, however, typically much smaller; see [19, 16, 26] for a comprehensive review of the topic. For example, the volume flow rate of a Newtonian liquid through a cylindrical channel of radius \( R \) and length \( l \) is proportional to [19]

\[ Q \propto \frac{\Delta p R^4}{\eta l} \left( 1 + \frac{4L}{R} \right). \tag{2} \]

Hence, the correction due to slip is very small if the slip length is much smaller than the channel radius. In this case, it is hard to distinguish the slip effect from the variation that comes from the uncertainties in the other physical parameters such as the radius. Remarkably, the method introduced recently by Chen et. al [7] can unambiguously distinguish boundary slip from other effects by analyzing the spectrum of hydrodynamic eigenmodes in molecular dynamics simulations of a channel flow. At the same time, the method allows to independently determine the position of the hydrodynamic boundary. This shows that the spectrum of eigenmodes is a rich source of information about the physical system under consideration.

Careful experiments show that the slip length (if it is measurable) lies typically in the range of a few nanometers; see [26] for an overview. There are some exceptions like lubricated (or lubricant-infused) surfaces where the effective slip length (measured at the interface between the working fluid and the
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lubricant) can be much larger than the thickness of the lubricant layer; see, e.g., [27]. In this case, the effective slip can significantly reduce the amount of energy required to transport the liquid through the channel. In the case of dynamic wetting, the very small length scale of slip introduces substantial challenges regarding computational feasibility of numerical simulations. The introduction of a nanoscale parameter (in this case the slip length) requires to bridge many orders of magnitudes up to the process scale which can be millimeters or even larger.

On the macroscopic scale, the slip boundary condition can be applied as an effective boundary condition to incorporate the influence of roughness or porosity [28], the interaction of dense particulate emulsions (suspensions, foams, polymer solutions) [29], interaction with chemically treated hydrophobic surfaces [25], or the interaction with rarefied gases [23, 2]. On intermediate scales in the micro to nanometer regime, the slip boundary condition is used in the layout of micro-electro-mechanical systems [10, 6]. The applications even reach to atomic length scales to account for wall friction effects [17].

The instationary flow of a Newtonian liquid in a two-dimensional channel in the presence of boundary slip has been studied based on Fourier series expansions by Matthews and Hastie [18]. The Fourier series solution can be used, e.g., as a verification for an implementation of the Navier slip boundary condition in a CFD method. However, in practice this requires the accurate computation of the hydrodynamic eigenmodes and the corresponding Fourier coefficients describing the initial condition. The eigenmodes (or eigenvalues) and expansion coefficients are frequently computed for selected cases “by hand” and the accuracy of the results is often omitted. Therefore, an automated, freely available and well-tested implementation seems to be required. Such a black-box implementation can then be used to produce reliable reference data for continuum and Lattice-Boltzmann simulations [2, 11, 14, 18]. Moreover, we show below that gives interesting insights into the spectrum of hydrodynamic eigenmodes and characteristic time-scales of instationary channel flow.

The remainder of this article is organized as follows: In Section 2 the series solution for a starting channel flow with slip boundary conditions from [18] is recalled and different limit cases are outlined. In particular, asymptotic formulas are derived in the limit of very small and very large slip. The implemented algorithm including special cases is described in Section 3. We provide both a Python and a C++-implementation of the algorithm in an open research data repository. The two implementations are verified against each other and highly resolved CFD data in Section 4. Finally, we study the characteristic time-scale for the start-up flow based on the previously derived asymptotic scaling laws and compare with the time-scale computed from the Fourier series expansion.
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2 Mathematical model

2.1 Channel flow with non-equal wall slip

In the following, we consider the starting flow of an incompressible Newtonian liquid with constant temperature which is moving between two infinitely extended parallel plates. The origin of the coordinate system is placed in the center of the channel where the $x$-coordinate points in the direction of the flow and the $y$ coordinate is orthogonal to the channel walls. Note that a different choice of coordinate systems leads to a different form of the solution and a slightly different characteristic equation to be solved for the series coefficients. The overall algorithm developed below can also be adapted for this difference, though in the following, we will consider the case with a coordinate system in the center of the channel. We consider a Stokes flow regime leading to

$$\rho \partial_t u = \mu \partial_{yy} u + G$$

(3)

for the momentum conservation equation. The velocity $u$ is pointing in the channel direction, $\rho$ is the liquid density, $\mu$ is the dynamic viscosity of the liquid and $G = -\nabla p$ is the constant pressure gradient in $x$ direction. As initial conditions

$$u = 0 \quad \text{at} \quad t = 0 \quad \text{for} \quad -R \leq y \leq R$$

(4)

are used. At both wall boundaries, a Navier slip boundary condition

$$\mp L^\pm \partial_y u = u \quad \text{at} \quad y = \pm R \quad \text{for} \quad t \geq 0$$

(5)

is applied. To ensure consistency with the second law of thermodynamics, we require $L^\pm \geq 0$. Note that the no-slip condition is recovered in the limit $L^\pm \to 0$. Conversely, the limit $L^\pm \to \infty$, i.e.

$$\partial_y u = 0 \quad \text{at} \quad y = \pm 1$$

is known as the “free-slip” condition.

To reduce the number of parameters and represent the results in the following sections in a compact format, we scale Eq. (3) as well as the initial and boundary conditions (4)-(5) by introducing the following dimensionless variables

$$u^* = u/G R^2 \mu, \quad y^* = y/R, \quad t^* = t/\rho R^2 \mu, \quad S^\pm = L^\pm / R,$$

(6)

Here, $u^*$ is the velocity, $y^*$ is the cross-section coordinate, $t^*$ is time and the slip lengths are described by the parameters $S^\pm$, which all are dimensionless. This yields the dimensionless form of Eq. (3)

$$\partial_t^* u^* = \partial_{yy}^* u^* + 2$$

(7)
with initial and boundary conditions

\[ u^* = 0 \quad \text{at} \quad t^* = 0 \quad \text{for} \quad -1 \leq y^* \leq 1, \quad (8) \]
\[ \mp S_{\pm} \partial_y u^* = u^* \quad \text{at} \quad y^* = \pm 1 \quad \text{for} \quad t^* \geq 0. \quad (9) \]

From here on we drop the *-notation and assume that we only deal with dimensionless quantities if not stated otherwise. A series solution of Eq. (7), Eq. (8), and Eq. (9) is, e.g., available in [18]. We shall briefly recall the mathematical derivation in the following.

**Decomposition of the solution:** The full solution is split into a stationary and transient contribution \( \bar{u} \) and \( \tilde{u} \), respectively, in the form

\[ u(t, y) = \bar{u}(y) - \tilde{u}(t, y), \quad (10) \]

where

\[ \bar{u}(y) = 1 - y^2 + \frac{2(S_+ + S_-) + 4S_+ S_-}{S_+ + S_- + 2} - \frac{2(S_- - S_+)}{S_+ + S_- + 2} y \quad (11) \]

solves the stationary problem

\[ 0 = \partial_y^2 \bar{u} + 2 \]

subject to the boundary conditions [5]. Consequently, the transient part \( \tilde{u} \) satisfies

\[ \partial_t \tilde{u} = \partial_y^2 \tilde{u}, \quad t > 0, \quad y \in (-1, 1) \]
\[ \tilde{u}(0, y) = \bar{u}(y), \quad y \in [-1, 1], \quad (12) \]
\[ \tilde{u} \pm S_{\pm} \partial_y \tilde{u} = 0, \quad t > 0, \quad y \in (-1, 1). \]

The transient part can be obtained using separation of variables based on the ansatz

\[ \tilde{u}(t, y) = T(t)Y(y) \]

leading to the eigenvalue problem

\[ T'(t) + \lambda T = 0, \quad Y''(y) + \lambda Y = 0, \quad Y(\pm 1) \pm S_{\pm} Y'(\pm 1) = 0 \]

for the linear operators \( \partial/\partial t \) and \( -\partial^2/\partial y^2 \). Restricting our attention to bounded solutions, we may require non-negative eigenvalues

\[ \lambda_n = k_n^2 \quad \text{for} \quad k_n \geq 0, \]

i.e., we define \( k_n \) as the square root of the \( n \)-th eigenvalue \( -\partial^2/\partial y^2 \) subject to the Navier slip boundary condition. Note that the decay time \( \tau_n \) of an eigenmode with eigenvalue \( \lambda_n = k_n^2 \) is proportional to \( 1/k_n^2 \):

\[ e^{-k_n^2 \tau_n} = \alpha \]
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Choosing (by convention) $\alpha = 0.1$, we obtain

$$\tau_n = \frac{\ln 10}{k_n^2}$$

for the non-dimensional time that the $n$-th eigenmode takes to decay to 10% of the initial value. Consequently, the smallest positive eigenvalue $\lambda_1 = k_1^2$ corresponds to the largest decay time.

**Characteristic equation and Fourier series expansion:** Evaluation of the Navier slip condition at $y = -1$ leads to eigenfunctions of the form

$$Y(y) = \sin(k_n(y + 1)) + S^- k_n \cos(k_n(y + 1))$$

and the characteristic equation

$$(1 - S_+ S) \sin(2k) + k(S_+ + S) \cos(2k) = 0$$

which results from the Navier slip condition at $y = 1$. Any non-negative solution $k_n$ of (14) yields an eigenfunction (called a “hydrodynamic eigenmode”) with eigenvalue $\lambda_n = \sqrt{k_n}$.

The full solution to the initial-boundary value problem (12) can then be obtained from a Fourier series expansion

$$\tilde{u}(t,y) = \sum_{n=1}^{\infty} A_n \left( \sin(k_n(y + 1)) + S^- k_n \cos(k_n(y + 1)) \exp(-k_n^2 t) \right).$$

The formula for the coefficient $A_n$ from Matthews and Hastie [18] can be significantly simplified by multiple insertions of the characteristic equation Eq. (14), yielding

$$A_n = \frac{8 \sin(k_n) \sin(k_n(S_n k_n \cos(k_n)) (k_n^2 S_n^2 + 1)}{k_n^3 \left( 2S_n^2 S_n^2 k_n^2 + (S_n^2 (S_+ + 2) + S_n^2 (S_+ + 2) k_n^2 + S_+ + S_+ + 2) \right)}.$$  

Note that $A_n$ explicitly depends on $S_+, S_-$, and $k_n$. In contrast, no such explicit formula for the coefficients $k_n$ is available in the general case. Except for some limiting cases (see below), these coefficients have to be obtained by some sort of numerical algorithm, which is the main focus of the present article.

In [18] the characteristic equation is used in the form

$$\tan(2k) - \frac{k(S^+ + S^-)}{k^2 S^+ S^- - 1} = 0.$$  

However, as shown below, this form of the equation is not applicable in the general case. Note that the solutions of Eq. (14) are also required for the analytic
start-up solution in a Couette flow setup \cite{20}. We also give a factorization of the characteristic equation Eq. (14) to be used below:

\begin{align*}
& (\cos k - S_+ k \sin k)(\sin k + S_- k \cos k) \\
& \cdots + (\cos k - S_- k \sin k)(\sin k + S_+ k \cos k) = 0. \quad (18)
\end{align*}

In the following, we review several special cases of the general flow considered above. These are used as reference solutions in the results section.

### 2.2 No-slip boundary conditions

For $S^+ = S^- = 0$, the boundary conditions Eq. (9) reduce to $u = 0$ at $y = \pm 1$, which are the no-slip boundary conditions that are typically used for liquid wall interactions on the macroscopic scale. This allows to reduce the slip solution Eq. (10) to

\begin{equation}
\begin{aligned}
u(t, y) &= 1 - y^2 - \sum_{n=1}^{\infty} A_n \sin(n(y + 1)) \exp(-k_n^2 t).
\end{aligned}
\end{equation}

(19)

In contrast to the problem with Navier slip boundary conditions, the coefficients can be \textit{explicitly} computed giving

\begin{equation}
k_n = n\pi/2, \quad n \in \mathbb{N}.
\end{equation}

(20)

Hence, the eigenvalues $k_n$ are equally spaced for the case of no-slip boundary condition. This is not true if a finite slip is present at the solid boundary (see below). Hence, a quantitative analysis of the spectrum of hydrodynamic eigen-modes allows to unambiguously distinguish between slip and no-slip \cite{7}.

Moreover, (16) reduces to

\begin{equation}
A_n = \begin{cases} 
4/k_n^3 & \text{for } n \text{ odd} \\
0 & \text{for } n \text{ even}.
\end{cases}
\end{equation}

(21)

This solution can, e.g., be found in collections for analytic solutions, such as \cite{4}.

### 2.3 Channel flow with equal wall slip

For the case where $S_+ = S_- = S$ the stationary solution simplifies to

\begin{equation}
\bar{u}(y) = 2S + 1 - y^2.
\end{equation}

(22)

In this case, Eq. (18) gives

\begin{equation}
(1 - k^2 S^2) \sin(2k) + 2kS \cos(2k) = 0.
\end{equation}

The formula for the series coefficients $A_n$ can be simplified to

\begin{equation}
A_n = \begin{cases} 
\frac{4 \sin k_n (\sin k_n + k_n S \cos k_n)}{k_n^2 (k_n^2 S^2 + S + 1)} & \text{for } n \text{ odd} \\
0 & \text{for } n \text{ even}.
\end{cases}
\end{equation}

(23)
2.4 Free slip at both boundaries

For $S^\pm \to \infty$ the Navier slip boundary condition is equivalent to the free slip boundary condition

$$\partial_y u = 0 \quad \text{at } y = \pm 1.$$  \hspace{1cm} (24)

In this case, we only obtain the unbounded solution

$$u(t, x) = 2t,$$

for the overall problem. Even though this solution does not require the computation of any series coefficients, we note for a later comparison that in this case, the solution of the characteristic equation is

$$k_n = n\pi, \quad n \in \mathbb{N}.$$  \hspace{1cm} (25)

2.5 Symmetry and partial slip

It is more interesting to consider the case where free-slip holds only on one boundary (either top or bottom). Note that the free-slip condition can also be understood as a symmetry condition. Therefore, the problem is equivalent to a channel of twice the height with equal slip length on both sides.

By rewriting the characteristic equation \[14\] as

$$\frac{\sin 2k}{S^-} + k \frac{S^+}{S^-} \cos 2k = k(S^+ k \sin 2k - \cos 2k),$$

we obtain the form of the characteristic equation in the limit $S^- \to \infty$ and $S^+/S^- \to 0$

$$0 = k \left( S^+ k \tan 2k - 1 \right).$$

Hence, any solution $k > 0$ satisfies

$$S^+ k \tan(2k) = 1.$$  \hspace{1cm} (26)

We are interested in the asymptotic behavior of the smallest positive solution $k_1$, since it corresponds to the leading eigenmode with the largest decay time. In particular, we consider the limiting cases

$$S^+ \to \infty \quad \text{and} \quad S^+ \to 0$$

in \[26\].

1. We assume $S^+ \gg 1$ such that

$$k \tan(2k) = \frac{1}{S^+}$$
is close to zero. In this case, we may apply a Taylor expansion
\[ k \tan(2k) = 2k^2 + \mathcal{O}(k^4) \]
to find
\[ k_1 = \frac{1}{\sqrt{2S^+}} \]  
(27)
asymptotically as \( S^+ \to \infty \). In this case, the non-dimensional decay time is proportional to \( S^+ \)
\[ \tau_1 = \ln \frac{10}{k_1^2} = \frac{\ln 10}{2} S^+. \]

2. Conversely, if \( S^+ \to 0 \) in (26), we are looking for solutions of
\[ S^+ = \frac{1}{k \tan 2k} =: f(k). \]
Approximating \( f(k) \) linearly near its smallest root \( \pi/4 \), i.e.
\[ f(k) = -\frac{8}{\pi} \left( k - \frac{\pi}{4} \right) + \mathcal{O}((k - \pi/4)^2), \]
leads to
\[ k_1 = \frac{\pi}{4} \left( 1 - \frac{S^+}{2} \right) \]  
(28)
asymptotically as \( S^+ \to 0 \). So in this case, the (non-dimensional) decay time behaves like
\[ \tau_1 = \frac{16 \ln 10}{\pi^2} \left( 1 - \frac{S^+}{2} \right) = \tau_1^0 + \frac{16 \ln 10}{\pi^2} S^+ + \mathcal{O}((S^+)^2), \]  
(29)
where
\[ \tau_1^0 = \frac{16 \ln 10}{\pi^2} \]
is the non-dimensional decay time for \( S^+ \to 0 \).

3 An algorithm for the starting flow with slip boundary conditions

In order to evaluate the series solution Eq. (15) at some point in time and space, it is necessary to obtain the coefficients \( k_n \). We first analyze the properties of Eq. (14) and based on this analysis, we give an algorithm that obtains all series coefficients in increasing order. We consider Eq. (14) for \( S_+, S_+ \geq 0 \) and distinguish two cases for \( \cos(2k) \):
Case 1: If \( \cos(2k) \neq 0 \), we can divide by \( \cos(2k) \) and obtain

\[
(1 - S_+ S_+ k^2) \tan(2k) + k(S_+ + S_-) = 0.
\]  (30)

Assuming that \( k = \frac{1}{\sqrt{S_+ S_-}} \) is a root of Eq. (30) gives the contradiction

\[
0 < (S_+ + S_-)/\sqrt{S_+ S_-} = 0.
\]  (31)

Hence, \( k = 1/\sqrt{S_+ S_-} \) is not a root of Eq. (30). A similar argument can be made for \( k = (2n + 1)/4\pi \). To proceed, we define the set

\[
\Phi = \left\{ \frac{1}{\sqrt{S_+ S_-}} \right\} \cup \{(2n + 1)\pi/4 \mid n \in \mathbb{N}_0\}
\]  (32)

and the function

\[
f : \mathbb{R}_+ \setminus \Phi \to \mathbb{R}
\]

\[
k \mapsto \tan(2k) + \frac{k(S_+ + S_-)}{1 - S_+ S_- k^2}.
\]  (33)

This function is illustrated by the blue line in Fig. [1]. The singularities of \( f \) are marked by triangles on the \( x \)-axis, which corresponds to the elements of \( \Phi \). The upward and downward-pointing triangles indicate the location of a singularity caused by the tangent-term and the fraction term in Eq. (33), respectively. Hence, the triangles indicate the elements of \( \Phi \). The black dots show the locations of the roots of Eq. (33). Between every two points where \( f \) is singular, there is a root of \( f \). The inset in Fig. [1] highlights the case where two singularities are nearly coinciding. Note that for such a case, the corresponding root could easily be missed with a manual approach.
Figure 1: The blue line illustrates the modified characteristic equation Eq. (33) for $S_+ = S_- = 1.25$. The singular points arising from the first and second term of $f$ are marked by upwards and downwards pointing triangles, respectively. The vertical dashed lines mark the location of singularities, while the interval in between two such consecutive points is guaranteed to contain a single zero of $f$. The black dots show the roots of Eq. (33). The inset shows a root that can easily be missed by a manual coefficient computation.

We note that only $k > 0$ is admissible for the case of the Sturm-Liouville problem leading to Eq. (15), see the Appendix of [18]. As shown above, the set $\Phi$ does not contain any roots of the characteristic equation Eq. (14). Hence, in this case, the roots of Eq. (33) are the roots of Eq. (14). The elements of $\Phi$ can be ordered such that

$$0 < \phi_1 < \phi_2 < \ldots \quad \forall \phi_n \in \Phi.$$  \hspace{1cm} (34)

The function $f$ is strictly monotonic in $\mathbb{R} \setminus \Phi$ as

$$f'(k) = \frac{2}{\cos^2(2k)} + (S_+ + S_-) \frac{1 + S_+ S_- k^2}{(1 - S_+ S_- k^2)^2} > 0 \quad \forall k \in \mathbb{R}_+ \setminus \Phi. \hspace{1cm} (35)$$

Furthermore, we have for all singularities of $f$:

$$\lim_{k \uparrow \phi_n} f(k) = -\infty \quad \text{and} \quad \lim_{k \downarrow \phi_n} f(k) = \infty \quad \forall n \in \mathbb{N}. \hspace{1cm} (36)$$

As $\mathbb{R}_+ \setminus \Phi$ is open, it follows from Eq. (36) that there exist $a_n, b_n \in (\phi_n, \phi_{n+1})$ such that $f(a_n) < 0$ and $f(b_n) > 0$. Hence, the intermediate value theorem applied to the restricted function $\tilde{f}_n := f|_{[a_n, b_n]}$ guarantees the existence of a root $k_n$ for which $a_n < k_n < b_n$. As $f$ is monotonic so is $\tilde{f}_n$ and consequently the root of $\tilde{f}$ in $(\phi_n, \phi_{n+1})$ is unique. Given the input for the left and right bounds
as above the bisection algorithm converges to the root of a strictly monotonic function. A proof of the convergence of the bisection method under the given conditions can be found in [5, chapter 2, p.51, Theorem 2.1].

**Case 2:** It follows from $\cos(2k) = 0$ that $2k = (2n + 1)\pi/2, \ n \in \mathbb{N}_0, \text{ as } k > 0$. In this case, we also have $\sin(2k) = (-1)^{2n+1}$. Plugging these into Eq. (14) leads to

$$k = \frac{2\tilde{n} + 1}{4} \pi = \frac{1}{\sqrt{S_+ S_-}}. \quad (37)$$

Hence, this case gives a single coefficient $k$ if and only if a natural number $\tilde{n} \in \mathbb{N}_0$ exists such that

$$S_+ S_- = \frac{16}{(2\tilde{n} + 1)^2 \pi^2}. \quad (38)$$

Otherwise, this case does not provide any coefficient at all.

Considering Fig. 1, case 2 can be illustrated as follows: If the slip length values are continuously changed, the singularity due to the fraction term in Eq. (33) is moving on the $x$-axis. When Eq. (38) is satisfied, the singularity due to the fraction term of Eq. (33) is coinciding with one of the singularities cause by the tangent-term, i.e. the downward pointing triangle is located at the same location as one of the upward-pointing triangles. Even if Eq. (38) is only approximately satisfied, a root of Eq. (33) is located between nearly coinciding singular points and could easily be missed if the coefficients $k_n$ would be obtained by a manual approach. Note that this case also occurs for the special case $S_+ = S_-$. 

To automatically compute all coefficients $k_n$, we propose the following algorithm:
Algorithm 1 Start-up Coefficient Computation (SCC)

1. Start: Given $S_+, S_- \geq 0$ the algorithm computes the first $N$ coefficients $k_1, \ldots k_N$. We start by initializing $\Phi = \{(2n+1)\pi/4 \mid n \in \mathbb{N}_0\}$.

2. The index $\tilde{n}$ of the root caused by the fractional term in Eq. (33) is obtained by

$$
m := \left(\frac{1}{S_+ S_-} - \left(\frac{1}{S_+ S_-} \mod \frac{\pi}{4}\right)\right) / \frac{\pi}{4} \tag{39}
$$

from which we set

$$
\tilde{n} := \begin{cases} 
(m - 1)/2 & \text{if } m \text{ is odd} \\
(m - 2)/2 & \text{if } m \text{ is even.} 
\end{cases} \tag{40}
$$

If $\tilde{n} > N$, then $k_{\tilde{n}} > k_N$ and the root caused by the fractional term does not coincide with any of the first $N$ roots and we continue with step 3. Otherwise, based on the considerations for case 2, Eq. (38) is used to identify the case where two singular points of Eq. (33) coincide by

$$
|\pi^2 S_+ S_-(2\tilde{n} + 1)^2 - 16| \leq 3 \text{ulp}. \tag{41}
$$

Here ulp is the unit in the last place. If Eq. (41) is not satisfied, we add $1/\sqrt{S_+ S_-}$ to $\Phi$ and continue with the next step. Otherwise, the root with index $\tilde{n}$ is set to $1/\sqrt{S_+ S_-}$ due to Eq. (37) and roots with indices $1, \ldots, \tilde{n} - 1, \tilde{n} + 1, \ldots N$ are computed in the next step.

3. All remaining coefficients are obtained using the bisection method to obtain the unique root $k_i$ of $f$ in the interval $(\phi_i, \phi_{i+1})$ where $\phi$ are defined in Eq. (34). The initial values for the bisection method

$$
a_i := \phi_i + \text{ulp} \quad \text{and} \quad b_i := \phi_{i+1} - \text{ulp} \tag{42}
$$

are used.

Roots of Eq. (33) can be located arbitrarily close to singularities, so that in these cases, the precision of the used floating-point arithmetic becomes relevant. Due to the finite floating point precision available on the hardware, we recommend to increase the used floating point precision when required. For this purpose, we provide two different implementations: one using python that is based on a standard double floating point standard and a C++ that provides an arbitrary precision implementation. The C++ implementation is built using the boost multi-precision library.
4 Results

4.1 Verification against arbitrarily precise results

A comparison of our results to coefficient values from literature showed that the provided precision is relevant when comparing coefficients for different values for $S_+$ and $S_-$. We refer to Section 4.3 for a detailed comparison and take this observation as a motivation to shortly compare between different implementations of our algorithm with respect to their accuracy.

To provide a reliable reference, improve computation speed, and extend the range of applicability of the implementation, the algorithm has been implemented using the C++ programming language in combination with the boost arbitrary precision library. With this implementation, it is possible to compute an arbitrary number of coefficients with arbitrary accuracy. The two independent implementations (double-precision python based and C++-based arbitrary precision) will be compared in the following using the arbitrary precision implementation with 50-significant decimal digits. The APA-bisection method is using a $\mathbf{rTo1} = 10^{-40}$, while the double-precision implementation is using the scipy default settings. The precision requirement will become more evident in the comparison to literature values further below.

A comparison of absolute and relative errors for $k_n^*$ and $A_n^*$ for $S_+ = S_- = S$ can be seen in Fig. 2 and Fig. 3 respectively. The errors are obtained using the arbitrary precision implementation in C++ as reference. The comparison includes those coefficients for even $n$ to demonstrate that the accuracy of the non-zero coefficients is the same as for those that are analytically zero.

![Figure 2: Absolute errors for coefficients from the python implementation for $k_n^*$ and $A_n^*$ for $S = 10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 1, 10^2$.](image)

While the absolute errors in Fig. 2 increase for $k_n^*$ with increasing $n$, the
relative error in Fig. 3 is between $10^{-15}$ and $10^{-16}$ for all $k_n^*$ coefficients. For the $A_n^*$ coefficients, the absolute error decreases while the relative error increases with increasing $n$. The fluctuation of the errors can be explained by an accumulation of round-off and cancellation errors as these values are close to the double-precision machine-tolerance.

The computation of the $A_n^*$ coefficients is based on the computation of $k_n^*$ which show a small though positive absolute error. The error for $A_n^*$ is well below $10^{-15}$ for nearly all coefficients. Furthermore, the trend for the absolute error is inverse to the one for $k_n^*$ as with increasing index the error decreases. This indicates, that the formula for $A_n^*$ is dampening the error introduced by $k_n^*$.

![Figure 3: Relative errors of the python implementation for $k_n^*$ and $A_n^*$ for $S = 10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 1, 10^2$.](image)

The relative errors for $k_n^*$ are similar to the absolute errors close to machine tolerance and of the same order as for those coefficients that are analytically zero. Again, all errors are on the same order of magnitude - nearly all of them are between $10^{-15}$ and machine tolerance at $10^{-16}$. These errors are satisfactory for the used double-precision floating point numbers. The seemingly random distribution is likely due to the round-off errors.

The situation is somewhat different for the relative error for $A_n^*$ depicted in Fig. 3. The relative error for the coefficients corresponding to the case for $S = 100$ show relative errors on the order of $10^{-6}$ (brown dots). With decreasing $S$ the relative error is on the order of $10^{-13}$, which can be seen in the inset in Fig. 3. This behavior can be explained as follows: for increasing $S$, the coefficients $A_n^*$ quickly decrease in magnitude. Hence, they are barely distinguishable from 0 and further decrease with increasing index number. This behavior makes arithmetic operations between large $S$ and small $k_n^*$ prone to round-off errors.
Based on an accurate computation of $k_n^*$, the $A_n^*$-coefficients are obtained and shown in a semi-logarithmic plot in Fig. 4. It can be seen that the results from the python and C++ implementation show excellent agreement. The numerical results for the coefficients with even index are also shown in the plot. As the python implementation is based on a double precision, the absolute values for the $A_n^*$-coefficients are approximately $10^{-16}$, which corresponds to machine precision for this case. The results using the arbitrary precision C++-implementation have a relative tolerance of $10^{-40}$, which is reflected in results for the coefficients with even index obtained from the C++-implementation.

![Figure 4: Comparison of $A_n^*$-coefficients between python and C++ implementation for $S = 10^{-2}$. Python results can be obtained up to an absolute error of $10^{-16}$, while the C++ implementation provides results with an error smaller than $10^{-40}$. The results for $A_n^*$ reflect this accuracy with absolute values smaller than $10^{-16}$ and $10^{-40}$ for the python and C++ implementations, respectively, whereas it follows analytically that $A_{2n}^* = 0 \forall n \in \mathbb{N}$, see Eq. (23).](image)

### 4.2 Verification of Navier slip boundary conditions

While the comparison in the former section shows an excellent agreement between the two different implementations of the solution algorithm presented in Section 3, this section compares the results of the start-up algorithm to the full direct numerical solution (DNS) of the single phase Navier-Stokes equations between two plates. Here, the fully resolved flow provides an “external” reference solution for the implementation. To solve the single phase Navier-Stokes equations in a channel flow geometry, the CFD-framework OpenFOAM extend v.3.1
is used. Specifically, the single phase Navier-Stokes solver icoFoam is applied for this purpose. In the following, the solutions obtained by the DNS of the Navier Stokes equations are referred to as “CFD-solution”, while the result of the start-up algorithm is referred to as “analytic solution”.

As Eq. (3) neglects the influence of the convection term, we consider a verification case with a vanishing Reynolds number. Furthermore, as the solution depends only on time \( t \) and the spacial \( y \)-direction, no changes in the velocity field in \( x \)-direction have to be expected. Hence, it is sufficient to only resolve the domain in \( y \)-direction, where \( N_y \) is the number of cells used in the cross section of the channel. As input parameters for the OpenFOAM solver icoFoam, we use a kinematic viscosity of \( \nu = 0.1 \, \text{m}^2\text{s}^{-1} \) and a channel height of \( H = 1 \, \text{m} \).

To demonstrate the applicability of the start-up algorithm for a wide range of parameters, a large variety of slip lengths ranging from \( L = 10^{-8} \) to \( 10^{-1} \, \text{m} \) is considered. To analyze the mesh convergence for each of these slip lengths, mesh resolutions between \( N_y = 5 \) and \( N_y = 160 \) have been used, where the resolution has been increased by a factor of two each time.

The results of these mesh convergence studies are illustrated in Fig. 5. The velocity field from the analytic solution (ANA) obtained from the start-up algorithm and results from the full numerical solution of the transient Navier-Stokes equations using OpenFOAM (NUM) are compared. The developing velocity fields are shown for two different length scale ratios. The left figure illustrates the case with \( S_- = 0.2 \) on the left and \( S_+ = 2 \) on the right wall. The right figure shows results for the case with an equal slip length of \( S_+ = S_- =: S = 2 \).

All quantities have been scaled using Eq. (6). The results obtained from the full numerical solution of the velocity field are depicted by empty circles. Note that only a subset of the CFD-solution has been plotted to allow for a better comparison to our solution, which is shown as dashed lines. The different times at which the velocity field is shown is indicated by different colors. The colors repeat periodically with increasing time. The different evaluation times vary between the initial time at \( t^* = 0 \) to nearly twice the characteristic time of the no slip solution \( (R^2/\nu) \), which is 2.5 in this case.

Starting from an initially identically zero velocity field, the velocity increases in magnitude over time and converges to the stationary solution (continuous black line). Comparing the two start-up solutions on the left and on the right one can observe the influence of the different slip lengths on the solution. With increasing slip length, the slip at the channel walls at \( y = \pm 1 \) increases, as well as the maximum velocity in the center of the channel. Both effects contribute to an overall increased volume flux through the channel. Also note that the characteristic time scale increases with increasing \( S \). This effect is further detailed below. Overall, an excellent agreement between numerical and analytical velocity field can be observed for all times including the limit for the stationary solution.
Figure 5: Comparison of non-dimensional results obtained from the analytic solution (ANA) using the start-up algorithm and results from the full numerical solution of the transient Navier-Stokes equations using OpenFOAM (NUM). In the left plot, results for $S_+ = 2$ and $S_- = 0.2$ are shown. The right plots illustrate the case for $S_+ = S_- = 2$. The time interval between two subsequent velocity profiles is 1.0. The first six velocity profiles are labeled in the legend.

A mesh convergence study has been performed for the parameter set described above. An exemplary result for $S_+ = 2 \times 10^{-4}$ and $S_- = 2 \times 10^{-2}$ is shown in Fig. 6. The horizontal axis shows the mesh resolution in the cross section of the channel. The vertical axis depicts the error of the CFD-solution that is defined by

$$
e = \|u_{\text{num}} - u_{\text{ana}}\|_\infty$$

where $u_{\text{num}}$ is the vector containing the velocities in $x^*$-direction obtained from the CFD-solution and $u_{\text{ana}}$ is the vector containing the results of the analytic solution.

The plot contains results for a variety of dimensionless times between $t = 0.5$ and 4.5. Each of the continuous lines corresponds to the mesh convergence for different meshes at a certain dimensionless time. Each dot on the line corresponds to a certain mesh resolution $N_y$ where the error has been computed by applying Eq. (43). A comparison of slope of the error curves to the second order (dashed) reference curve shows a second order convergence of the CFD-results. This is also the expected convergence order based on the choice of the spatial discretization schemes of the CFD-solution. Similar results have been obtained for arbitrary combinations of $S_+$ and $S_-$ with $S_+, S_- \in \{0, 2 \cdot 10^{-4}, 2 \cdot 10^{-2}, 0.02, 2, 20\}$. Hence, it can be concluded that not only the two implementations of the start-up algorithm are consistent with each
other, but are also consistent with the numerical solution of the full continuum mechanical problem. It should be noted that with increasing $S^+$ and $S^-$ the problem becomes more challenging for a CFD-solution as required accuracy for the solutions of the involved linear solvers increases.

Figure 6: Mesh convergence study using OpenFOAM’s icoFoam solver with Navier slip boundary conditions for $S^+ = 2 \times 10^{-4}$ and $S^- = 2 \times 10^{-2}$. The results of the start-up algorithm have been used as analytic reference solution.

4.3 Parameter studies for $S^+$ and $S^-$

As discussed in Section 2, the first root $k_1$ of the characteristic equation Eq. (14) (i.e. the square-root of the leading eigenvalue) is central for the characteristic time-scale of the start-up flow. Hence, the dependence of $k_1$ on $S^+$ and $S^-$ is a valuable information. This dependence is illustrated in Fig. 7. Without loss of generality (we could switch the placement of $S^+$ and $S^-$ in Eq. (14)), we place $S^+$ on the x-axis and use $S^-$ as parameter for different curves. The horizontal axis depicts the variation of $S^+$ for approximately ten orders of magnitude. The different colored lines show the value of $k_1$ for different values of $S^-$. The values for $S^-$ vary between $10^2$ and $10^{-2}$ and have been selected to give a good representation of the $k_1$ dependence.

Several limit cases can be seen. Firstly, fixing the value for $S^-$ the value for $k_1$ levels off at a constant value when increasing or decreasing the value of $S^+$. Secondly, if $S^-$ is approaching zero, the different curves approach the curve for $S^- = 0$. This limit curve is illustrated by a dashed line in Fig. 7 and represents the maximum for values of $k_1$. 

19
Figure 7: Comparison of the solutions for the first root of (14) by application of Algorithm 1. The horizontal axis depicts the values for $S_+$, and the different colors of the curves represent the different values for $S_-$. All curves show a transition region between their two limit values that begins at $S_+ \approx 10^{-1}$. This transition region increases in width with increasing $S_-$. In this region and for much greater values of $S_-$ than shown in Fig. 7 we find an excellent agreement with the asymptotic power law (27) derived in Section 2 in the limit $S^- \to \infty$ and $S^+ \gg 1$, i.e.

$$k_1 = \frac{1}{\sqrt{2S^+}}.$$ 

This relation is shown by the dash-dot line in Fig. 7 and the transition region is well described by this relation for all curves with $S_+ > 10$.

**Comparison with data from the literature:** To improve the comparison, we consider the rescaled coefficients

$$\hat{k}_n = (n\pi/2 - k_n)/(\pi/2) = n - 2k_n/\pi.$$ 

(44)

This scaling yields the normalized difference to the coefficients for the no slip solution Eq. (20). Applying this scaling yields the coefficients as depicted in Fig. 8. The coefficients vary between 0 and 1 as can be expected for a normalized quantity. The line connecting several coefficients does not indicate
intermediate values but has been added to group the coefficients for certain values of $S$. For $S \rightarrow 0$, the coefficients $k_n$ approach 0, which corresponds to the limit case with no slip Eq. (20). For a diverging $S$, the coefficients approach unity, which corresponds to the limit case for free slip boundary conditions and therefore Eq. (25). It can be seen that the coefficients and thereby the results are converging to the two limit cases. Furthermore, differences in the solutions are hard to quantify for extremely large or small values of $S$.

![Figure 8: Comparison of the coefficients $k_n$ for various values of $S$ for the case $S_+ = S_- = S$. The limit cases for the no slip and free slip cases are given by Eq. (20) and Eq. (25), respectively. The lines have been added to guide the eye.](image)

Fig. 8 also shows a comparison to coefficients from literature. In [18] five coefficients are given for $S = 0$ and $S = 0.5$, and in [20] five coefficients are provided for the case $S = 2$. However, as $A_n = 0$ if $n$ is even, two of those coefficients are not required for the computation of the velocity field and hence have been omitted in Fig. 8. The coefficients from literature are shown in the same color as the corresponding results (for the same slip value) obtained by the C++-implementation of the start-up algorithm. While the results coincide for the analytically available case $S = 0$, a significant difference for the two other cases $S = 0.5, 2$ can be observed. Even though the results provided in [18, 20] agree with the results obtained here up to the last significant digit, the precision provided in [18, 20] is not sufficient to accurately distinguish between different slip lengths. In this case, the first coefficient for $S = 0.5$ from [18] coincides with the results for $S = 0.2$, with a similar error for the results with $S = 2$ from
[20]. Apparently, with increasing \( n \), the error decreases. For future reference, a selection of coefficients for a wide range of values for \( S \) is given in Appendix A with 16 significant digits in a normalized floating point format.

### 4.4 Characteristic time-scales

![Figure 9: Leading coefficient \( k_1 = \sqrt{\lambda_1} \) as a function of \( S = S_+ + S_- \). Comparison with asymptotic formulas for small and large slip.](image)

As reported in [15, 2, 20, 1], the time scale required to reach a certain fraction of the stationary velocity field increases with increasing slip length \( (S = S^+ = S^-) \) on the channel walls. However, these time scales have not been quantified like in the case of no-slip [21].

We compare the time scale obtained from the Fourier series solution with the decay time (for \( \alpha = 0.1 \)) of the leading eigenmode

\[
\tau_1 = \frac{\ln 10}{k_1^2}.
\]

(45)

This can be expected to be a very good approximation to the start-up time. In particular, from the considerations in Section 2.5, we know asymptotic expansions of the decay time in the limit of very small and very large slip. The results for the setup with partial slip and symmetry conditions can be transformed to the case of equal partial slip. By this procedure, we obtain

\[
k_1 = \frac{\pi}{2} (1 - S) \Rightarrow \tau_1 = \frac{4\ln 10}{\pi^2} (1 - S)^{-2} = \frac{4\ln 10}{\pi^2} (1 + 2S) + O(S^2).
\]

(46)

---

3. This transformation basically involves scale all quantities with \( 2R \) instead of \( R \), i.e. by making use of the mirror symmetry.
in the limit of small slip \((S \to 0)\) and

\[
k_1 = \frac{1}{\sqrt{S}} \Rightarrow \tau_1 = \ln(10) S
\]

in the limit of large slip \((S \to \infty)\).

**Numerical results:** Using our algorithm, a parameter study for different values of \(S = S^+ = S^-\) has been performed yielding the coefficient \(k_1\) and the dimensionless time to reach 90\% of the stationary velocity. A comparison of the (up to numerical precision) exact value of \(k_1\) with the asymptotic formulas is shown in Fig. [9] It is found that \(k_1\) is well-described by the asymptotic formulas for \(S \gtrsim 3\) and \(S \lesssim 0.1\). Moreover, a regime transition from large to small slip is visible in between where none of the asymptotic formulas is applicable.

The results for the dimensionless time-scales can be seen in Fig. [10]. Here, we have compared the maximum velocity in the center of the channel. Again, it is found that the numerical results for the start-up time agree very well with the asymptotic formulas for \(S \lesssim 0.1\) and \(S \gtrsim 3\). In between these values, we observe a non-linear relation between slip and start-up time and the asymptotic formulas show some deviations. However, the overall agreement with the small slip asymptotics [16] extended to arbitrary \(S > 0\) (neglecting higher-order terms) over the entire parameter range is remarkable.

![Figure 10](image_url)

Figure 10: Characteristic relaxation time (to reach 90\% of the stationary velocity) for startup flow with slip. Comparison with asymptotic formulas for the small and large slip limits.
5 Conclusion

Navier slip boundary conditions are applied to a wide variety of different flow problems and analytic solutions for corresponding cases are relevant, among others, as reference solutions for CFD-solvers. An algorithm has been presented that provides an automated and robust solution to compute the required eigenmodes and expansion coefficients for the general case of different slip lengths on the channel walls from the corresponding non-linear characteristic equation. Two implementations, one limited to double-precision and one that can provide arbitrarily accurate results are presented. A comparison confirms that both implementations deliver the same results up to standard double precision machine tolerance. Furthermore they are consistent with the full direct numerical solution of the underlying hydrodynamic problem. The arbitrary precision implementation can provide benchmark results with arbitrary accuracy even for cases with extremely small or large ratios between the slip length and the channel height. The algorithm can be conveniently used as a black box, meaning that no additional work of the user is required for the computation of the coefficients. This replaces the tedious and error prone manual solution, especially in the case of nearly coinciding singularities. Moreover, the algorithm was used to verify the derived asymptotic formulas for the leading eigenmode and the characteristic time-scale in the limit of small and large slip.
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A Reference coefficients

The following tables provide highly accurate results for the coefficients $k_n^*$ and $A_n^*$ computed with the arbitrary precision arithmetic implementation introduced above and are intended to extend the coefficients available in [18, 20] to a much wider range of parameters. For each table, the row gives the corresponding value of $S$ between $10^{-9}$ and $10^2$, while the column gives the value of the coefficient with indices between 1 and 19. The values are provided for the first 17 digits with rounding to nearest. These results are expected to be sufficiently accurate for a computation with standard double-precision. Coefficients for which analytically $A_n^* = 0$ have been omitted. Note that the coefficients can also be used for the computation of a starting Couette flow as noted in [20].
Table 1: Coefficients $k_n^*$ for different length ratios $S$, part 1.

| S    | n=1    | n=3       | n=5     | n=7        | n=9        |
|------|--------|-----------|---------|------------|------------|
| 1e-09| 1.57079632522410040e00 | 4.7123889756723010e00 | 7.8539816261205013e00 | 1.0995574276568702e01 | 1.4137166927016903e01 |
| 1e-08| 1.57079631108699340e00 | 4.7123889326080090e00 | 7.8539815446366720e00 | 1.0995574177608535e01 | 1.4137166799782401e01 |
| 1e-07| 1.57079615915279790e00 | 4.7123885145831910e00 | 7.8539808770157004e00 | 1.0995564329421309e01 | 1.4137166565416903e01 |
| 1e-06| 1.5707947560014050e00  | 4.7123826800042200e00 | 7.8539738000007030e00 | 1.0995464332923223e01 | 1.413716552743517e01  |
| 1e-05| 1.57078061888870810e00 | 4.7119177864609730e00 | 7.8539030943695450e00 | 1.0994474840523223e01 | 1.4137164799782401e01 |
| 1e-04| 1.56922710098197290e00 | 4.7068133828023920e00 | 7.8461356931674820e00 | 1.0984590139197781e01 | 1.412304483520544e01  |
| 1e-03| 1.55524512925660040e00 | 4.6657651441727481e00 | 7.7763740784695260e00 | 1.0887130121477130e01 | 1.3998089735155082e01 |
| 1e-02| 1.42887001124077110e00 | 4.3058014153110660e00 | 7.2281097716272491e00 | 1.0200265882959050e01 | 1.3214185683842919e01 |
| 1e-01| 1.24811284395620760e00 | 3.4256184594817230e00 | 6.4372981791914868e00 | 9.5293440531696310e00 | 1.264528723856643e01  |
| 1e00 | 8.6033589019379730e00  | 3.1447725311016600e00 | 6.2847764523797940e00 | 9.4253887390209800e00 | 1.267166338520057e01  |

Table 2: Coefficients $k_n^*$ for different length ratios $S$, part 2.

| S    | n=11   | n=13      | n=15     | n=17       | n=19       |
|------|--------|-----------|---------|------------|------------|
| 1e-09| 1.72787597574651020e01 | 2.0420352227913305e01 | 2.3561944878361505e01 | 2.6703575288097040e01 | 2.9845130179257907e01 |
| 1e-08| 1.72787594219562700e01 | 2.0420352044130137e01 | 2.3561946663040016e01 | 2.6703572884778680e01 | 2.9845129901651735e01 |
| 1e-07| 1.7278757868680770e01  | 2.0420352062968366e01 | 2.3561945257919505e01 | 2.6703543885159755e01 | 2.9845127224590314e01 |
| 1e-06| 1.7278743160015480e01  | 2.0420351828001832e01 | 2.3561921340021150e01 | 2.6703510852002395e01 | 2.98451036402679e01   |
| 1e-05| 1.7278586808877492e01  | 2.0420148046856024e01 | 2.3561709285474610e01 | 2.6703270522814361e01 | 2.9844831760794289e01 |
| 1e-04| 1.7277031892375730e01  | 2.0418310420129149e01 | 2.3559889473864545e01 | 2.6700687475111043e01 | 2.9842146000361329e01 |
| 1e-03| 1.7261499809036966e01   | 2.0399951237421210e01 | 2.3538410836847220e01 | 2.6678670140424650e01 | 2.9815327154006959e01 |
| 1e-02| 1.7109307259729643e01   | 2.0220834187410407e01 | 2.3332271897615039e01 | 2.6445005751843368e01 | 2.9557735806876639e01 |
| 1e-01| 1.6259361225504154e01   | 1.9327034291602711e01 | 2.2410843284434290e01 | 2.5506382988774350e01 | 2.8610581936555896e01 |
| 1e00 | 1.5771284748158820e01   | 1.8902499568600230e01 | 2.2036496727938566e01 | 2.5172463266466466e01 | 2.8390656954502120e01 |
| 1e01 | 1.5714326801776345e01   | 1.8854859544307704e01 | 2.1995648880112720e01 | 2.5136719451986262e01 | 2.8277870201784616e01 |
| 1e02 | 1.5708599861836207e01   | 1.8850086423035542e01 | 2.1991603294103655e01 | 2.5133190107561516e01 | 2.8274687555520739e01 |
Table 3: Coefficients $A_n^*$ for different length ratios $S$, part 1.

| S   | n=1       | n=3       | n=5       | n=7       | n=9       |
|-----|-----------|-----------|-----------|-----------|-----------|
| 1e-09 | 1.0320491039264819e00 | 3.8224040886165996e-02 | 8.2563928314118538e-03 | 3.0088951582064646e-03 | 1.4157052180061476e-03 |
| 1e-08 | 1.0320491225033654e00 | 3.8224041571986474e-02 | 8.2563929801365996e-03 | 3.0088950998062220e-03 | 1.4157052438881373e-03 |
| 1e-07 | 1.0320493082721889e00 | 3.8224045451796820e-02 | 8.2564093271836596e-03 | 3.00889522111371e-03 | 1.4157054806303644e-03 |
| 1e-06 | 1.0320697426929779e00 | 3.8224052094738676e-02 | 8.2565789265142444e-03 | 3.008949515156807e-03 | 1.4157335011263999e-03 |
| 1e-05 | 1.0322554965384569e00 | 3.8231677511858519e-02 | 8.2580390830709390e-03 | 3.0145467162045071e-03 | 1.4164048125407163e-03 |
| 1e-04 | 1.0341116564238460e00 | 3.8299678307806458e-02 | 8.2724045924216522e-03 | 3.014546882739938e-03 | 1.4182551555536466e-03 |
| 1e-03 | 1.0525387018170545e00 | 3.8816267295279092e-02 | 8.37196531905725e-03 | 3.033416162406537e-03 | 1.4164048125407163e-03 |
| 1e-02 | 1.2237769119142639e00 | 3.8981626729527909e-02 | 8.37196531905725e-03 | 3.033416162406537e-03 | 1.4164048125407163e-03 |
| 1e-01 | 6.4284132507787826e00 | 7.2446719680633780e-03 | 3.4520033975000920e-04 | 4.980642861557783e-05 | 6.908996408140775e-05 |
| 1e00  | 6.4284132507787826e00 | 7.2446719680633780e-03 | 3.4520033975000920e-04 | 4.980642861557783e-05 | 6.908996408140775e-05 |

Table 4: Coefficients $A_n^*$ for different length ratios $S$, part 2.

| S   | n=11      | n=13      | n=15      | n=17      | n=19      |
|-----|-----------|-----------|-----------|-----------|-----------|
| 1e-09 | 7.7539767037176272e-04 | 4.6975380242443397e-04 | 3.0579232708932778e-04 | 2.1006495093150440e-04 | 1.5046469066999284e-04 |
| 1e-08 | 7.7539768099421166e-04 | 4.6975381087998306e-04 | 3.0579232595372900e-04 | 2.1006495471265872e-04 | 1.5046469123783497e-04 |
| 1e-07 | 7.7539769205628384e-04 | 4.697538543373275e-04 | 3.057923863451399e-04 | 2.1006499225226892e-04 | 1.504646941600329e-04 |
| 1e-06 | 7.7539765164319716e-04 | 4.6975470797116272e-04 | 3.057923792936814e-04 | 2.1006537049169286e-04 | 1.5046471610860041e-04 |
| 1e-05 | 7.7540625028924288e-04 | 4.6976317701963175e-04 | 3.0579242537832575e-04 | 2.1006913685210369e-04 | 1.5046940530977384e-04 |
| 1e-04 | 7.7554653701934284e-04 | 4.6984579812085834e-04 | 3.0581790356756763e-04 | 2.1010546768392832e-04 | 1.5049516391538000e-04 |
| 1e-03 | 7.7671389919512998e-04 | 4.704979772344872e-04 | 3.0623455558176676e-04 | 2.1033560400141909e-04 | 1.5063586546683930e-04 |
| 1e-02 | 7.6848100398766675e-04 | 4.6036920630577967e-04 | 2.958299367944034e-04 | 2.00273547455085e-04 | 1.4115459236280014e-04 |
| 1e-01 | 2.4857199236583632e-04 | 1.1458746030385996e-04 | 5.804230570411602e-05 | 3.1693557367433595e-05 | 1.839628921613791e-05 |
| 1e00  | 4.0664111181066910e-04 | 1.6483518052363482e-06 | 7.6568838066193622e-07 | 3.9451567742351955e-07 | 2.194348795376281e-07 |
| 1e01  | 4.1724166865955799e-04 | 1.678066338312986e-08 | 7.7673491366641353e-09 | 3.9851199782459977e-09 | 2.2119065233041898e-09 |
| 1e02  | 4.1817188411938867e-10 | 1.6806640809123729e-10 | 7.7761827471564228e-11 | 3.9885897807710791e-11 | 2.2134281658204133e-11 |
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