The Sum Formula of Multiple Zeta Values and Connection Problem of the Formal Knizhnik-Zamolodchikov Equation

Jun-ichi OKUDA and Kimio UENO

February 17, 2004

Abstract

The sum formula for multiple zeta values are derived, via the Mellin transform, from the Euler connection formula and the Landen connection formula for polylogarithms. These connection formulas for multiple polylogarithms will be considered in the framework of the theory of the formal Knizhnik-Zamolodchikov equation.

1 Introduction

In this paper, we will derive the sum formula [Gra97] for multiple zeta values (MZVs, for short) in two ways: We will show that the Mellin transform of the Euler connection formula and the Landen connection formula for polylogarithms give the sum formula, respectively. Furthermore we will clarify the meaning of these connection formulas for multiple polylogarithms (MPLs, briefly) in the framework of the connection problem of the formal Knizhnik-Zamolodchikov equation.

In [OU03], we considered the Ohno relation for MZVs [Ohn99] by means of generating functional method: That is, we introduced the two generating functions \( f((a_i, b_i)_{i=1}^s; \lambda) \), \( g((a_i, b_i)_{i=1}^s; \lambda) \) by which the Ohno relation is represented as \( f = g \), and found the subfamily \( F_k(\lambda) = G_k(\lambda) \) of the Ohno relation which is converted to the Landen connection formula for MPLs by the inverse Mellin transform. This subfamily was called the reduced Ohno relation.

The multiple polylogarithm is, by definition,

\[
\text{Li}_{k_1, k_2, \ldots, k_m}(z) = \sum_{n_1 > n_2 > \cdots > n_m > 0} \frac{z^n}{n_1^{k_1} n_2^{k_2} \cdots n_m^{k_m}},
\]

and the Landen connection formula [OU03]

\[
\text{Li}_{k_1, \ldots, k_m}(z) = (-1)^n \sum_{c_1, \ldots, c_m \text{ weight of } c_j = k_j} \text{Li}_{c_1, \ldots, c_m} \left( \frac{z}{z-1} \right)
\]
can be thought of the connection formula between $z = 1$ and $z = \infty$ for MPLs. On the other hand, the Euler inversion formula [Lew81] for the dilogarithm

$$\text{Li}_2(z) + \text{Li}_1(1-z)\text{Li}_1(z) + \text{Li}_2(1-z) = \zeta(2)$$  \tag{3}

and its generalization (the Euler connection formula) give the connection between $z = 0$ and $z = 1$ for MPLs. Only the polylogarithm case will be treated in this paper. It seems interesting to calculate relations for general MPLs.

These connection formulas can be easily verified by elementary methods, but can be understood in a unified way by considering the connection problem for the formal Knizhnik-Zamolodchikov equation

$$\frac{dG}{dz} = \left(\frac{X}{z} + \frac{Y}{1-z}\right)G.$$  \tag{KZ}

This paper is organized as follows: In Section 2, we will briefly review the theory of the shuffle algebra $\mathfrak{h} = (C\langle x, y \rangle, \mu)$ and the regularization map defined on it, according to the arguments in [IK01, HPH99] and [Oku03]. As an element in $\mathfrak{h} = C\langle (X, Y) \rangle$, which is thought of to be the topological dual of $\mathfrak{h}$, the Drinfel’d associator $\varphi_{KZ}$ constructed in [Dri90] is canonically introduced. In Section 3, we will consider the link between the connection formulas for MPLs and the connection problem for [KZ]. The solutions $G_0, G_1, G_\infty$ to [KZ] are defined to be unique ones satisfying the prescribed asymptotic properties around each singular point. In particular, $G_0$ plays a role of the generating function for MPLs, and $G_1$ and $G_\infty$ are expressed in terms of $G_0$ and homomorphisms induced from linear fractional transformations preserving the singular points. Thus the connection problem for [KZ] leads to the connection formulas for MPLs. Furthermore, we can verify the so called hexagon relation [Dri90] satisfied by the Drinfel’d associator by using a sort of the braid relation for the induced homomorphisms. These results are parallel to those in [HPH99], however they did not use the regularization map defined on $\mathfrak{h}$ which was firstly introduced by [IK01] and [Kan02]. In Section 4, we will see that the sum formula for MZVs follows from the Mellin transform of the Euler connection formula and the Landen connection formula for polylogarithms.

There are two appendices: In Appendix 1, we will consider the connection problem for the system (KZ$_3$) [Dri90] over the configuration space of ordered three points in the complex line $F_3(\mathbb{C}) = \{(z_1, z_2, z_3) \in \mathbb{C}^3 | z_i \neq z_j \ (i \neq j)\}$

$$dW = \sum_{1 \leq i < j \leq 3} X_{ij}d\log(z_i - z_j) \ W,$$  \tag{KZ$_3$}

where the coefficients satisfy $X_{ij} = X_{ji}$, $[X_{ij}, X_{ik} + X_{kj}] = 0$, with the aid of the connection problem for [KZ]. Through these investigations, we see that the relations for MPLs which come from the connection problem of [KZ$_3$] are only the Euler connection formula and the Landen connection formula in an essential sense. In Appendix 2, written by the second author and Michitomo
Nishizawa, we will give an alternative proof for the functional relation of the Hurwitz zeta function by using the connection problem for the confluent hypergeometric equation. This proof appeared first in [UN95a] in an implicit form, and second in [UN95b] which was written unfortunately in Japanese. In these articles we considered mainly the functional relation for the q-analogue of the Hurwitz zeta function. So we decided to publish again the proof in a complete form.
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2 Shuffle Algebra

We define the shuffle product \( w \) on the non-commutative polynomial algebra \( \mathfrak{h} = \mathbb{C}\langle x, y \rangle \) of letters \( x \) and \( y \), recursively by

\[
1 \shuffle w = w \shuffle 1 = w, \\
l_1 w_1 \shuffle l_2 w_2 = l_1 (w_1 \shuffle l_2 w_2) + l_2 (l_1 w_1 \shuffle w_2),
\]

where \( w, w_1 \) and \( w_2 \) are monomials and \( l_1 \) and \( l_2 \) are the letters. Now let us introduce the subalgebras \( \mathfrak{h} \supset \mathfrak{h}^1 \supset \mathfrak{h}^0 \) with respect to \( \times \) and concatenation product defined by

\[
\mathfrak{h}^1 = \mathbb{C}1 \oplus \mathfrak{h}y, \quad \mathfrak{h}^0 = \mathbb{C}1 \oplus x\mathfrak{h}y.
\]

(4)

For \( w = x^{k_1-1}y \cdots x^{k_m-1}y \in \mathfrak{h}^0 \), we set a linear map \( \hat{\zeta} : \mathfrak{h}^0 \to \mathbb{C} \) by

\[
\hat{\zeta}(w) = \zeta(k_1, \ldots, k_m) = \sum_{n_1 > \cdots > n_m > 0} \frac{1}{n_1^{k_1} \cdots n_m^{k_m}},
\]

(5)

which is a multiple zeta value. Then \( \hat{\zeta} \) is a homomorphism with respect to \( \star \), that is,

\[
\hat{\zeta}(w_1 \shuffle w_2) = \hat{\zeta}(w_1)\hat{\zeta}(w_2).
\]

It is well known that \( \mathfrak{h} \) is a polynomial algebra with respect to the products \( \star \) generated by the Lyndon words (cf. [Reu93]). In particular the Lyndon words contain the letters \( x \) and \( y \), and \( \mathfrak{h} \) can be decomposed as follows:

\[
\mathfrak{h} = \bigoplus_{n=0}^{\infty} \mathfrak{h}^1 x^n = \mathfrak{h}^1[x] \quad (6)
\]

\[
= \bigoplus_{m,n=0}^{\infty} y^m \mathfrak{h}^0 \shuffle x^n = \mathfrak{h}^0[x, y]. \quad (7)
\]
Let \( \text{reg} : h = h^0[x, y] \to h^0 \) be a map to associate the constant term in the decomposition \( h = h^0[x, y] \) to each element in \( h \). This is called the regularization map, and is a \( w \)-homomorphism.

**Proposition 1 ([IK01])**. For \( w \in h^0 \),

\[
\text{reg}(y^m wx^n) = \sum_{i=0}^{m} \sum_{j=0}^{n} (-1)^{i+j} y^i w y^{m-i} w x^{n-j} w x^j,
\]

or equivalently

\[
y^m wx^n = \sum_{i=0}^{m} \sum_{j=0}^{n} y^i w \text{reg}(y^{m-i} w x^{n-j}) w x^j.
\]

Let us introduce the algebra \( \hat{h} = \mathbb{C}\langle\langle X, Y \rangle\rangle \) of non-commutative formal power series over \( \mathbb{C} \) in the letters \( X \) and \( Y \). This is thought of to be the topological dual of \( h \). Then the latter equation (9) is expressed by the “formal” Chen series in \( h \otimes \hat{h} \) [IK01]

\[
\sum_W wW = 1 + xX + yY + xxXX + xyXY + yXXY + yYXY + \cdots
\]

\[
= \exp_w(xX) \left( \sum_W \text{reg}(w)W \right) \exp_w(yY),
\]

where \( W \) runs over all the monomials in \( \hat{h} \), and \( \exp_w \) is a series defined by

\[
\exp_w(xX) = 1 + xX + \frac{x^{w2} X^2}{2!} + \frac{x^{w3} X^3}{3!} + \cdots
\]

\[
= 1 + xX + x^2 X^2 + x^3 X^3 + \cdots
\]

as well as \( \exp_w(yY) \).

Let \( \varphi_{KZ}(X, Y) \in \hat{h} \) be the series [IK01]

\[
\varphi_{KZ}(X, Y) := \sum_W \zeta(\text{reg}(w))W.
\]

According to [Kas92], we refer to \( \varphi_{KZ} \) as the Drinfel’d associator.

We define the antipode \( S \) of \( h \) and \( \hat{h} \) to be an anti-involution such that

\[
S : x \mapsto -x, \quad y \mapsto -y,
\]

\[
X \mapsto -X, \quad Y \mapsto -Y.
\]

We note that \( S \) is a \( w \)-homomorphism on \( h \) and yields the inverse of the generating series:

\[
\left( \sum_W wW \right)^{-1} = \sum_W S(w)W = \sum_W wS(W).
\]
3 Multiple Polylogarithms and the formal KZ equation

For \( w = x^{k_1-1}y^{k_2-1} \cdots x^{k_m-1}y \in h^1 \) and \( x \) we define the multiple polylogarithms on \( \mathbb{C} \setminus (-\infty, 0] \cup [1, \infty) \) by

\[
\text{Li}(x; z) = \log z, \\
\text{Li}(w; z) = \text{Li}_{k_1, k_2, \ldots, k_m}(z)
\]

\[
= \sum_{n_1 > n_2 > \cdots > n_r > 0} \frac{z^{n_1}}{n_1^{k_1} n_2^{k_2} \cdots n_m^{k_m}} \quad (|z| < 1)
\]

\[
= \int_0^z \frac{dz}{z} \cdots \int_0^z \frac{dz}{1-z} \int_0^z \frac{dz}{z} \cdots \int_0^z \frac{dz}{z} (-\log(1-z)),
\]

where the branch of \( \log z \) is chosen as the principal value. Because \( \text{Li}(\bullet; z) \) on \( h^1 \) is a \( w \)-homomorphism \[Rees58\] and \( h \) can be decomposed as \[\mathcal{H}\], \( \text{Li}(\bullet; z) \) extends from \( h^1 \) to the whole \( h \) as a \( w \)-homomorphism. For word \( w \in h^0 \) the evaluation of \( \text{Li}(w; z) \) tending \( z \to 1 - 0 \) is

\[
\lim_{z \to 1-0} \text{Li}(w; z) = \hat{\zeta}(w).
\]

From this evaluation, \[\mathcal{H}\] obviously follows.

Applying \( \text{Li}(\bullet; z) \) to the Chen series \( \sum_W wW \), we have a \( \mathcal{H} \)-valued function

\[
G_0(X, Y; z) = G_0(z) = \text{Li}(\bullet; z) \left( \sum_W wW \right) = \sum_W \text{Li}(w; z)W
\]

holomorphic on \( \mathbb{C} \setminus (-\infty, 0] \cup [1, \infty) \). By virtue of \[10\], we have

\[
G_0(X, Y; z) = \exp_w \left( \text{Li}(y; z)Y \right) \left( \sum_W \text{Li}(\text{reg}(w); z)W \right) \exp_w \left( \text{Li}(x; z)X \right)
\]

\[
= \exp (-Y \log(1-z)) \left( \sum_W \text{Li}(\text{reg}(w); z)W \right) \exp (X \log z)
\]

\[
= (1-z)^{-Y} \overline{G_0}(X, Y; z)z^X
\]

where

\[
\overline{G_0}(X, Y; z) = \sum_W \text{Li}(\text{reg}(w); z)W.
\]

\( G_0(X, Y; z) \) is a unique solution to the system \[KZ\]

\[
dG = \Omega_{KZ}G,
\]
where

\[ \Omega_{\text{KZ}} = Xd \log z - Yd \log(1 - z), \]

with the asymptotic behavior

\[ G_0(X, Y; z) \times z^{-X} \to 1 \quad (z \to 0) \quad (17) \]

(cf. [HPH99, Oku03]). There also exist unique solutions \( G_1 \) and \( G_\infty \) of (KZ) with the following asymptotic behavior

\[ G_1(X, Y; z) \times (1 - z)^Y \to 1 \quad (z \to 1) \quad (18) \]
\[ G_\infty(X, Y; z) \times (1/z)^{-X+Y} \to 1 \quad (z \to \infty). \quad (19) \]

Let us introduce the connection matrices \( C^{(jk)} \) by

\[ G_k = G_j \times C^{(jk)}, \quad (j, k = 0, 1, \infty). \quad (20) \]

We investigate the explicit form of the solutions \( G_1, G_\infty \), and the connection matrices (the connection problem for (KZ)). To do this, we use the linear fractional transformations following [HPH99, Oku03]. There are six functions preserving the singular points of (KZ):

\[ z, \quad 1 - z, \quad \frac{1}{z}, \quad \frac{z}{z - 1}, \quad \frac{1}{1 - z}, \quad \frac{z - 1}{z}. \quad (21) \]

Each function corresponds to the permutation of singular points:

\[ e, \quad (01), \quad (0\infty), \quad (1\infty), \quad (01\infty), \quad (10\infty). \quad (22) \]

The linear fractional transformations \( f \) acts on functions by the pull-back

\[ (f^*G)(z) = G(f(z)). \quad (23) \]

We also define the actions on \( \mathfrak{h}, \mathfrak{H} \), which is denoted by \( f^*, f_* \) respectively, by the following rule: Let us identify the letter \( x \) as \( d \log z \) and the letter \( y \) as \(-d \log(1 - z)\). Then \( \Omega_{\text{KZ}} = xX + yY \). We define \( f^*(x) \) and \( f^*(y) \) to be the pull-back \( f^*d \log z = d \log f(z), -f^*d \log(1 - z) = -d \log(1 - f(z)), \) respectively. Note that these one forms are again expressed as linear combinations of \( x \) and \( y \). We write it as

\[ (f^*(x), f^*(y)) = (x, y)A(f), \]

where \( A(f) \) is a numerical 2 \( \times \) 2 matrix. Then we define \( f_*(X) \) and \( f_*(Y) \) as

\[ \begin{pmatrix} f_*(X) \\ f_*(Y) \end{pmatrix} = A(f) \begin{pmatrix} X \\ Y \end{pmatrix}. \]
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So we have
\[ f^* \Omega_{KZ} = f^*(x)X + f^*(y)Y = x f_*(X) + y f_*(Y). \] (24)

Then we have the following table:

|   | x | y | X | Y |
|---|---|---|---|---|
| 1 | x | y | X | Y |
| 1 - z | -y | -x | -Y | -X |
| \frac{1}{z} | -x | x + y | -X + Y | Y |
| \frac{1 - z}{z} | x + y | -y | X | X - Y |
| \frac{1}{z} | y | -x - y | -Y | X - Y |

\[ 1 - z : x \mapsto -y, \quad y \mapsto -x, \quad X \mapsto -Y, \quad Y \mapsto -X. \] (25)

These extends homomorphisms on \( h \), and \( H \) respectively, and satisfy
\[ (f \circ g)^* = g^* \circ f^*, \quad (f \circ g)_* = f_* \circ g_* \] (26)
\[ \sum_W f^*(w) W = \sum_W w f_*(W) \] (27)

and \( f^* \) is a \( \omega \)-homomorphism of \( h \). Note that \( f_* \circ g^* = g^* \circ f_* \) for any \( f, g \).

For any \( H \)-valued function \( F(X, Y; z) = \sum_W \ell(w; z)W \), we set
\[
\pi(f) F(X, Y; z) = f_*(f^*)^{-1} F(X, Y; z) \\
= F(f_*(X), f_*(Y); f^{-1}(z)) \\
= \sum_W \ell(w; f^{-1}(z)) f_*(W) \\
= \sum_W \ell(f^*(w); f^{-1}(z)) W.
\]

Since \( H = (f^*)^{-1} G_0 \) is a solution of the equation \( dH = (f^*)^{-1} \Omega_{KZ} H \), applying \( f_* \) to \( (f^*)^{-1} G_0 \),
\[ \pi(f) G_0(X, Y; z) = \sum_W \ell(f^*(w); f^{-1}(z)) W \] (28)
becomes a solution of (KZ) again. Note that this transformation is \( C \)-linear, but not \( H \)-linear, and satisfy
\[ \pi(f \circ g) = \pi(f) \circ \pi(g) \] (29)
for any \( f \) and \( g \). The asymptotic behavior of this solution around \( f(0) \) can be obtained by
\[ \pi(f) G_0(X, Y; z) \\
= (1 - f^{-1}(z))^{-f_*(Y)} G_0(f_*(X), f_*(Y); f^{-1}(z)) (f^{-1}(z))^{f_*(X)}. \]
Thus, from the uniqueness of the solutions satisfying the prescribed asymptotic behavior,

**Proposition 2.** We have

\[
\pi(1 - z)(G_0) = G_1, \tag{30}
\]

\[
\pi\left(\frac{1}{z}\right)(G_0) = G_\infty, \tag{31}
\]

\[
\pi\left(\frac{z}{z - 1}\right)(G_0) = G_0 \times \exp(\mp X \pi i), \tag{32}
\]

\[
\pi\left(\frac{1}{1 - z}\right)(G_0) = G_1 \times \exp(\mp Y \pi i), \tag{33}
\]

\[
\pi\left(\frac{z - 1}{z}\right)(G_0) = G_\infty \times \exp(\pm (-X + Y) \pi i), \tag{34}
\]

where \( z \in H_\pm \).

We should observe that in the latter three cases all the cut of the logarithms which appear in the singular parts of the solutions separate \( \mathbb{C} \) to \( H_+ \cup H_- \), for example,

\[
\log\left(\frac{z}{z - 1}\right) + \log(1 - z) - \log z = \mp \pi i \quad (z \in H_\pm).
\]

In particular (32) is explicitly written as

\[
\sum_w \text{Li}\left(\left(\frac{z}{z - 1}\right)^* (w); \frac{z}{z - 1}\right) W = \left(\sum_w \text{Li}(w; z) W\right) \times \exp(\pm X \pi i), \tag{35}
\]

where

\[
\left(\frac{z}{z - 1}\right)^* : \begin{array}{c}
x \mapsto x + y, \\
y \mapsto -y,
\end{array}
\]

so that the equality of the coefficient of \( W \) (a word \( \in \mathfrak{h}Y \)) gives rise to the Landen connection formula (2):

**Proposition 3.** We have

\[
\text{Li}\left(\left(\frac{z}{z - 1}\right)^* (w); \frac{z}{z - 1}\right) = \text{Li}(w; z), \tag{36}
\]

where \( w \) is a word \( \in \mathfrak{h}Y \).
Using the antipode $S$, we can describe the inverse of $G_1$ as follows:

$$G_1(X, Y; z)^{-1} = \sum_W \text{Li}((1 - z)^* w; 1 - z) S(W)$$

$$= \sum_W \text{Li}((1 - z)^* S(w); 1 - z) W$$

$$= \exp(-X \log z) \left( \sum_W \text{Li}(\text{reg} (1 - z)^* S(w); 1 - z) W \right) \exp(Y \log(1 - z))$$

$$= \exp(-X \log z) \mathcal{G}_0(-Y, -X; 1 - z)^{-1} \exp(Y \log(1 - z)).$$

so that the ratio of these two solutions is computed, by letting $z \to 0$ and $z \to 1$, as follows:

$$C^{(10)} = G_1(X, Y; z)^{-1} G_0(X, Y; z)$$

$$= \exp(-X \log z) \mathcal{G}_0(-Y, -X; 1 - z)^{-1} \mathcal{G}_0(X, Y; z) \exp(X \log z)$$

$$= \mathcal{G}_0(X, Y; 1) = \mathcal{G}_0(-Y, -X; 1)^{-1}.$$

Hence we obtain

$$C^{(10)} = \mathcal{G}_0(X, Y; 1) = \sum_W \text{Li}(\text{reg}(w); 1) W = \sum_W \hat{\zeta}(\text{reg}(w)) W = \varphi_{KZ}(X, Y)$$

and

$$C^{(10)} = \mathcal{G}_0(-Y, -X; 1)^{-1} = \varphi_{KZ}(-Y, -X)^{-1}$$

$$= \sum_W \text{Li}(\text{reg} \circ \tau(w); 1) W = \sum_W \hat{\zeta}(\text{reg} \circ \tau(w)) W,$$

where $\tau = \pi(1 - z) \circ S$ is an anti-involution which maps $x \mapsto y, y \mapsto x$ and preserves $h_0$. As a consequence, we have

**Proposition 4.** The Drinfel’d associator satisfies $[Dri90]$

$$\varphi_{KZ}(X, Y) \cdot \varphi_{KZ}(-Y, -X) = 1,$$

which is equivalent to a generalization of the duality formula in $[Zag94]$

$$\hat{\zeta}(\text{reg}(w)) = \hat{\zeta}(\text{reg} \circ \tau(w)),$$

where $w$ is an arbitrary word.

(This equivalency was firstly pointed out to the authors by Masanobu Kaneko in private communications.)

Moreover writing down $[37]$, we have

$$\sum_W \left( \sum_{w_1 w_2 = w} \text{Li}(\tau(w_1); 1 - z) \text{Li}(w_2; z) \right) W = \sum_W \hat{\zeta}(\text{reg}(w)) W,$$

which is equivalent to the Euler connection formula for multiple polylogarithms:
Proposition 5. We have

$$\sum_{w_1 w_2 \equiv w} \text{Li}(\tau(w_1); 1-z)\text{Li}(w_2; z) = \hat{\zeta}(\text{reg}(w)).$$

(40)

where $w$ is an arbitrary word.

Let us discuss more on the connection problem of \([\text{KZ}]\). The hexagon relations in \([\text{Dri90}]\) can be derived from a braid relation

$$\frac{1}{z} = (1-z) \circ \left(\frac{z}{z-1}\right) \circ (1-z) = \left(\frac{z}{z-1}\right) \circ (1-z) \circ \left(\frac{z}{z-1}\right).$$

(41)

First applying $\pi(1/z)$ to $G_0$, we have

$$G_\infty = \pi \left(\frac{1}{z}\right)(G_0) = \pi(1-z) \circ \pi \left(\frac{z}{z-1}\right) \circ (1-z)(G_0)$$

$$= \pi(1-z) \circ \pi \left(\frac{z}{z-1}\right) (G_0 \times \varphi_{\text{KZ}}(X,Y)^{-1})$$

$$= \pi(1-z)(G_0 \times \exp(\mp X\pi i)) \times \varphi_{\text{KZ}}(X,Y)^{-1}$$

$$= G_0 \times \varphi(X,Y)^{-1} \times \exp(\mp Y\pi i) \times \varphi_{\text{KZ}}(-Y,X-Y)^{-1}.$$  

By similar computation, we have

$$G_\infty = \pi \left(\frac{1}{z}\right)(G_0) = \pi \left(\frac{z}{z-1}\right) \circ (1-z) \circ \pi \left(\frac{z}{z-1}\right)(G_0)$$

$$= \pi \left(\frac{z}{z-1}\right) \circ (1-z)(G_0 \times \exp(\mp X\pi i))$$

$$= \pi \left(\frac{z}{z-1}\right) (G_0 \times \varphi_{\text{KZ}}(X,Y))^{-1} \times \exp(\mp Y\pi i))$$

$$= G_0 \times \exp(\mp X\pi i) \times \varphi_{\text{KZ}}(X,X-Y)^{-1} \times \exp((-X+Y)\pi i).$$

Therefore we have the hexagon relations:

$$\exp(\pm X\pi i) = \varphi_{\text{KZ}}(-X+Y,-X) \times \exp(\mp (-X+Y)\pi i)$$

$$\times \varphi_{\text{KZ}}(-X+Y,Y)^{-1} \times \exp(\pm Y\pi i) \times \varphi_{\text{KZ}}(X,Y).$$

(42)

4 Mellin transforms of polylogarithms and the sum formula for MZVs

The Mellin transform and the inverse Mellin transform were used in \([\text{OU}]\) to show that the reduced Ohno relation is converted to the Landen connection formula for MPLs. In this section, we will consider the Mellin transforms of the Euler connection formula and the Landen connection formula for polylogarithms.
We define the Mellin transform by
\[
M[\varphi(z)](\lambda) = \int_0^1 \varphi(z) z^{\lambda-1} \, dz,
\]
(43)
the inverse Mellin transform by
\[
\widetilde{M}[f(\lambda)](z) = \frac{1}{2\pi i} \int_C f(\lambda) z^\lambda \, d\lambda.
\]
(44)
For the details (the integral contour C in (44), and the relation between both transforms, for example), see [OU].

Now we calculate the Mellin transform of the Euler connection formula for the polylogarithms,
\[
\text{Li}_k(z) + \text{Li}_{k-1}(z)\text{Li}_1(1 - z) + \cdots + \text{Li}_1(z)\text{Li}_{1\cdots1}(1 - z) + \sum_{j=0}^{k-1} \text{Li}_{k-j}(1 - z) = \zeta(k).
\]
(45)
Since \(\text{Li}_k(z) = \sum_{n=1}^{\infty} \frac{z^n}{n^k} \) \((k \geq 2)\) is uniformly convergent for \(0 \leq z \leq 1\), and
\[
\text{Li}_{1\cdots1}(1 - z) z^{-\lambda-1} = \frac{1}{j!} (-\log z)^j z^{-\lambda-1} = \frac{1}{j!} \left( \frac{d}{d\lambda} \right)^j z^{-\lambda-1},
\]
we have
\[
M[\text{Li}_{k-j}(z)\text{Li}_{1\cdots1}(1 - z)](\lambda) = \frac{1}{j!} \left( \frac{d}{d\lambda} \right)^j \int_0^1 \text{Li}_{k-j}(z) z^{-\lambda-1} \, dz
\]
\[
= \frac{1}{j!} \left( \frac{d}{d\lambda} \right)^j \sum_{n=1}^{\infty} \frac{1}{n^{k-j}(n-\lambda)}
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{n^{k-j}(n-\lambda)^{j+1}}.
\]
Hence the sum \(\sum_{j=0}^{k-1} M[\text{Li}_{k-j}(z)\text{Li}_{1\cdots1}(1 - z)](\lambda)\) is shown to be
\[
\sum_{j=0}^{k-1} \sum_{n=1}^{\infty} \frac{1}{n^{k-j}(n-\lambda)^{j+1}} = \sum_{n=1}^{\infty} \frac{1}{n^k} \left( \frac{1}{n-\lambda} \right)^{k+1} \frac{1}{1 - \frac{n}{n-\lambda}}
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{n-\lambda} \left( \frac{1}{n^k} - \frac{1}{(n-\lambda)^k} \right)
\]
\[
= -\frac{\zeta(k)}{\lambda} + \frac{1}{\lambda} \sum_{m=0}^{\infty} \left( \frac{-k}{m} \right) \sum_{n=1}^{\infty} \frac{(-\lambda)^m}{n^{k+m}}
\]
\[ \zeta(k) + \frac{1}{\lambda} \sum_{m=0}^{\infty} \binom{m+k-1}{m} \zeta(k+m) \lambda^m. \]

The Mellin transform of the last term in (45) can be calculated as follows:

\[ \int_0^1 \frac{\text{Li}_{k+1}(1-z)}{z^{-\lambda+1}} \frac{dz}{1-z} = \sum_{n_1, \ldots, n_{k-1} > 0} \frac{1}{n_1^{\lambda} n_2 \cdots n_{k-1}} \int_0^1 z^{-\lambda+1} (1-z)^{n_1} \, dz \]

(by the integral representation of the beta function)

\[ = \frac{1}{\lambda} \sum_{n_1, \ldots, n_{k-1} > 0} \sum_{m=0}^{\infty} \frac{1}{n_1^{\lambda} n_2 \cdots n_{k-1}} \frac{n_1!}{(n_1-\lambda)(n_1-1-\lambda) \cdots (1-\lambda)} \]

(by some combinatorial consideration)

\[ = \frac{1}{\lambda} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \binom{k-1+j-1}{j} S(k+m, (k-1)+j) \lambda^m \]

\[ = \frac{1}{\lambda} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \binom{k+j-2}{j} S(k+m, (k-1)+j) \lambda^m, \]

where \( S(n, r) \) denotes the sum of all MZVs of weight \( n \) and depth \( r \). Thus we obtain, for \( k \geq 2, m \geq 0, \)

\[ \sum_{j=0}^{m} \binom{k+j-2}{k-2} S(k+m, k-1+j) = \binom{m+k-1}{k-1} \zeta(k+m). \quad (46) \]

which is rewritten, by putting \( n = k+m, d = k-1+j, \) as

\[ \sum_{d=k-1}^{n-1} \binom{d-1}{k-2} S(n, d) = \binom{n-1}{k-1} \zeta(n) \quad (2 \leq k \leq n). \quad (∇) \]

From this we can easily prove the sum formula

\[ S(n, r) = \zeta(n) \quad (n \geq 2, \ n \geq r \geq 1) \quad (47) \]

by induction on \( r \).
Proof. That \( S(n, n-1) = \zeta(n) \) follows from \( \bigvee \) with \( k = n \). For \( r < n - 1 \), we write \( \bigvee \) as

\[
S(n, r) + \sum_{d=r+1}^{n-1} \binom{d-1}{r-1} S(n, d) = \binom{n-1}{r} \zeta(n).
\]

From the induction hypothesis, we have

\[
S(n, r) + \sum_{d=r+1}^{n-1} \binom{d-1}{r-1} \zeta(n) = \binom{n-1}{r} \zeta(n).
\]

Noting that

\[
\sum_{d=r+1}^{n-1} \binom{d-1}{r-1} = \binom{n-1}{r} - 1,
\]

we obtain \( \bigotimes \).  

Next we consider the Mellin transform of the Landen connection formula for polylogarithms:

\[
\text{Li}_m(z) = -\sum_{j=1}^{m} \sum_{\text{weight } m \text{ length } m-j+1} \text{Li}_c \left( \frac{z}{z-1} \right).
\] (48)

For \( m = 2 \), it is nothing but the Landen formula for the dilogarithm

\[
\text{Li}_2(z) = -\text{Li}_2 \left( \frac{z}{z-1} \right) - \text{Li}_1 \left( \frac{z}{z-1} \right). \] (49)

First we compute the Mellin transform of this formula. The Taylor expansion of (49) of both sides reads

\[
\sum_{n=1}^{\infty} \frac{z^n}{n^2} = \sum_{n_1 > n_2 > 0} \frac{z^{n_2}}{n_1(n_1-n_2)} + \sum_{n_1 > n_2 > 0} \frac{z^{n_1}}{n_1(n_2-n_1)}.
\]

Applying the Mellin transform to both sides above, we have

\[
\sum_{n=1}^{\infty} \frac{1}{n^2(n-\lambda)} = \sum_{n_1 > n_2 > 0} \frac{1}{n_1(n_1-n_2)(n_2-\lambda)} + \sum_{n_1 > n_2 > 0} \frac{1}{n_1(n_2-n_1)(n_1-\lambda)}
\]

\[
= \sum_{n_1 > n_2 > 0} \frac{1}{n_1(n_1-\lambda)(n_2-\lambda)}.
\]

The Taylor expansion of the both sides above at \( \lambda = 0 \) reads

\[
\sum_{l=0}^{\infty} \zeta(3+l)\lambda^l = \sum_{l=0}^{\infty} \left\{ \sum_{c_1+c_2=l, c_1, c_2 \geq 0} \zeta(2+c_1, 1+c_2) \right\} \lambda^l,
\]
which yields the sum formula for MZVs of the depth 2:

\[ \zeta(3 + l) = \sum_{c_1 + c_2 = l \atop c_1, c_2 \geq 0} \zeta(2 + c_1, 1 + c_2). \] (50)

Now we consider the general case. What we have to show is

**Lemma 6 (cf. [OU03]).** For \(1 \leq j \leq m\),

\[ \sum_{n_1 > \cdots > n_m > 0} \frac{z^{n_j}}{n_1 \prod_{i \neq j} (n_i - n_j)} = - \sum_{\text{weight } m} \text{Li}_c \left( \frac{z}{z - 1} \right). \] (51)

**Proof.** We prove this by induction on \(m\). For \(m = 1\), it is obvious. Suppose that it holds for \(m - 1\). Let \(j \neq 1, m\). Then we have

\[
\frac{d}{dz} \left( \text{the LHS of (51)} \right) = \sum_{n_1 > \cdots > n_m > 0} \frac{n_jz^{n_j-1}}{n_1(n_1 - n_j) \cdots (n_{j-1} - n_j) \cdot (n_{j+1} - n_j) \cdots (n_m - n_j)} \]

Putting \(n_i = l_i + \cdots + l_m \quad (1 \leq i \leq m)\), we have

\[
\sum_{l_1, \ldots, l_m=1}^\infty \left\{ \frac{1}{l_1 + \cdots + l_{j-1}} - \frac{1}{l_1 + \cdots + l_m} \right\} \times
\frac{(-1)^{m-j} z^{l_j+\cdots+l_m-1}}{(l_2 + \cdots + l_{j-1}) \cdots l_{j-1} \cdot l_j \cdots (l_j + \cdots + l_{m-1})}
\]

\[
= \sum_{l_2, \ldots, l_{m-1}=1}^\infty \left\{ \sum_{l_1=1}^{l_j+\cdots+l_m} \right\} \times \left( \sum_{l_{m}=l_1}^{l_j+\cdots+l_{m-1}+1} \frac{1}{l_1 + \cdots + l_{m-1}} \cdot \frac{(-1)^{m-j} z^{l_j+\cdots+l_{m-1}-1}}{(l_2 + \cdots + l_{j-1}) \cdots l_{j-1} \cdot l_j \cdots (l_{j+1} + \cdots + l_m)} \right)
\]

\[
= \frac{1}{1-z} \sum_{l_1, \ldots, l_{m-1}=1}^\infty \left\{ \sum_{l_1=1}^{l_j+\cdots+l_{m-1}} \frac{(-1)^{m-j} z^{l_j+\cdots+l_{m-1}-1}}{(l_2 + \cdots + l_{j-1}) \cdots l_{j-1} \cdot l_j \cdots (l_{j+1} + \cdots + l_m)} \right\} \times
\]

\[
+ \frac{1}{1-z} \sum_{l_1, \ldots, l_{m-1}=1}^\infty \left\{ \sum_{l_1=l_j+\cdots+l_{m-1}+1}^{l_j+\cdots+l_{m-1}} \frac{(-1)^{m-j} z^{l_j-1}}{(l_2 + \cdots + l_{j-1}) \cdots l_{j-1} \cdot l_j \cdots (l_{j+1} + \cdots + l_m)} \right\} \times
\]

\[
\sum_{l_1=1}^{l_j+\cdots+l_{m-1}} \frac{1}{l_1 + \cdots + l_{j-1}} - \frac{1}{l_1 + \cdots + l_{m-1}} \right\} \times
\]

\[\cdots \]
The Taylor expansion of the both sides yields the sum formula (47). Using the differential relation, we obtain (51) for \( \lambda \).

The Mellin transform of the above reads

\[
\sum_{n=1}^\infty \frac{1}{n^m(n-\lambda)} = \sum_{j=1}^m \sum_{n_1, \ldots, n_m > 0} \frac{z^{n_j}}{n_1 \prod_{i \neq j} (n_i - n_j)}
\]

The Mellin transform of the above reads

\[
\sum_{n=1}^\infty \frac{1}{n^m(n-\lambda)} = \sum_{j=1}^m \sum_{n_1, \ldots, n_m > 0} \frac{1}{n_1 \prod_{i \neq j} (n_i - n_j)(n_j - \lambda)}
\]

The Taylor expansion of the both sides yields the sum formula (47).
Appendix 1: Knizhnik-Zamolodchikov equation over the configuration space $F_3(C)$

Let $\mathfrak{P}_n = \mathbb{C}\langle\langle X_{ij}\rangle\rangle_{1 \leq i \neq j \leq n}$ be an algebra with the defining relations

$$
\begin{align*}
X_{ij} &= X_{ji}, \\
[X_{ij}, X_{kl}] &= 0, \quad (i, j, k, l \text{ distinct}) \\
[X_{ij}, X_{ik} + X_{kj}] &= 0, \quad (i, j, k \text{ distinct})
\end{align*}
$$

(52)

Putting $z_{ij} := z_i - z_j$, we consider the following system of differential equations:

$$
dW = \left( \sum_{i < j} X_{ij} d \log z_{ij} \right) W. \quad (KZ_n)
$$

This system is integrable because of (52) (cf. [Kas95]).

In what follows, we consider only the case of $n = 3$. We set $T = X_{12} + X_{13} + X_{23}$ which belongs to the center of $\mathfrak{P}_3$.

**Proposition 7.** Solutions to $(KZ_3)$ satisfying the following asymptotic behavior exist,

$$
W_{ij/k} \sim z_{ji} \frac{X_{ik} + X_{jk}}{z_{ki}} \quad (|z_{ji}| << |z_{ki}|),
$$

(53)

and are expressed in terms of the solutions $G_0$ and $G_1$ of $(KZ)$ as follows:

$$
W_{ij/k} (z_1, z_2, z_3) = G_0 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{ki}} \right) z_{ki}^T,
$$

(55)

$$
W_{i(jk)} (z_1, z_2, z_3) = G_1 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{ki}} \right) z_{ki}^T.
$$

(56)

**Proof.** We set

$$
W(z_1, z_2, z_3) = G \left( \frac{z_{ji}}{z_{ki}} \right) z_{ki}^T.
$$

Then $G$ satisfies

$$
dG \left( \frac{z_{ji}}{z_{ki}} \right) z_{ki}^T + G \left( \frac{z_{ji}}{z_{ki}} \right) z_{ki}^T d \log z_{ki} = \left( \sum_{p < q} X_{pq} d \log z_{pq} \right) G \left( \frac{z_{ji}}{z_{ki}} \right) z_{ki}^T,
$$

so that we have

$$
dG \left( \frac{z_{ji}}{z_{ki}} \right) = \left( X_{ij} d \log \frac{z_{ji}}{z_{ki}} + X_{jk} d \log \left( 1 - \frac{z_{ji}}{z_{ki}} \right) \right) G \left( \frac{z_{ji}}{z_{ki}} \right).
$$

(57)

Taking into account [53], we obtain the formula [55].

\[\square\]
Proposition 8. The solutions above satisfy the connection formulas

\[ W_{i(jk)}(z_1, z_2, z_3) \times \varphi_{KZ}(X_{ij}, -X_{jk}) = W_{(ij)k}(z_1, z_2, z_3), \]
\[ W_{(ji)k}(z_1, z_2, z_3) \times \exp(\pm X_{ij} \pi i) = W_{(ij)k}(z_1, z_2, z_3) \]
\[ \frac{z_{ji}}{z_{ki}} \in \mathbb{H}_+, \]
\[ W_{i(kj)}(z_1, z_2, z_3) \times \exp(\pm X_{jk} \pi i) = W_{i(kj)}(z_1, z_2, z_3) \]
\[ \frac{z_{ji}}{z_{ki}} \in \mathbb{H}_+. \]

Here in each equation, \( \frac{z_{ji}}{z_{ki}} \in \mathbb{H}_+ \) corresponds to the analytic continuation of the paths Figure 1-4:

Proof. Proof of (58). We have

\[ W_{(ij)k}(z_1, z_2, z_3) = G_0 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{ki}} \right) \times z_{kj}^T, \]
\[ W_{i(kj)}(z_1, z_2, z_3) = G_1 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{ki}} \right) \times z_{ki}^T. \]

Hence we have

\[ W_{(ij)k}(z_1, z_2, z_3) = G_0 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{ki}} \right) \times z_{kj}^T = G_1 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{ki}} \right) \times \varphi_{KZ}(X_{ij}, -X_{jk}) \times z_{kj}^T = W_{i(kj)} \times \varphi_{KZ}(X_{ij}, -X_{jk}). \]

Thus we have (58). Proof of (59). We have

\[ W_{(ji)k}(z_1, z_2, z_3) = G_0 \left( X_{ij}, -X_{ik}; \frac{z_{ji}}{z_{kj}} \right) \times z_{kj}^T = G_0 \left( X_{ij}, -X_{ik}; \frac{z_{ji}/z_{ki}}{z_{ji}/z_{ki} - 1} \right) \times z_{kj}^T = \left( \frac{z}{z - 1} \right)_* \pi \left( \frac{z}{z - 1} \right) \left( G_0 \left( X_{ij}, -X_{ik}; \frac{z_{ji}}{z_{ki}} \right) \right) \times z_{kj}^T = \left( \frac{z}{z - 1} \right)_* \left( G_0 \left( X_{ij}, -X_{ik}; \frac{z_{ji}}{z_{ki}} \right) \times \exp(\mp X_{ij} \pi i) \right) \times z_{kj}^T \]
Figure 1: $z_j$ goes around $z_i$ by counter-clockwise

Figure 2: $z_k$ goes around $z_j$ by counter-clockwise

Figure 3: $z_k$ goes around $z_i$ and $z_j$ by counter-clockwise

Figure 4: $z_i$ goes around $z_j$ and $z_k$ by counter-clockwise
Using this equation we obtain series w.r.t. $X$.

Proof of (60). We have

$$= G_0 \left( X_{ij}, X_{ij} + X_{ik}; \frac{z_{ji}}{z_{ki}} \right) \times \exp(\mp X_{ij} \pi i) \times \frac{z^T_{kj}}{z_{kj}}$$

$$= \left( \frac{z_{kj}}{z_{ki}} \right)^{-X_{ij} - X_{ik}} \frac{z_{ji}}{z_{ki}} \quad \frac{G_0 \left( X_{ij}, X_{ij} + X_{ik}; \frac{z_{ji}}{z_{ki}} \right)}{G_0 \left( X_{ij}, X_{ij} + X_{ik}; \frac{z_{ji}}{z_{ki}} \right)} \times \frac{z^T_{kj}}{z_{kj}} \times \exp(\mp X_{ij} \pi i) \times \frac{z^T_{kj}}{z_{kj}}.$$

Because $\sum W wW$ is exponential of Lie series, $G_0$ is also exponential of Lie series w.r.t. $X$ and $Y$. So adding any central element of Lie algebra to $X$ or $Y$ does not change $G_0$, in particular

$$\overline{G_0} \left( X_{ij}, X_{ij} + X_{ik}; \frac{z_{ji}}{z_{ki}} \right) = G_0 \left( X_{ij}, X_{ij} + X_{ik} - T; \frac{z_{ji}}{z_{ki}} \right) = G_0 \left( X_{ij} - X_{jk}; \frac{z_{ji}}{z_{ki}} \right).$$

Using this equation we obtain

$$W_{(ij)k}(z_1, z_2, z_3)$$

$$= \left( \frac{z_{kj}}{z_{ki}} \right)^{X_{jk}} \frac{G_0 \left( X_{ij}, X_{ij} - X_{jk} - T; \frac{z_{ji}}{z_{ki}} \right) \times z^T_{kj} \times \exp(\mp X_{ij} \pi i)}{G_0 \left( X_{ij}, X_{ij} - X_{jk}; \frac{z_{ji}}{z_{ki}} \right)}$$

$$= W_{(ij)k}(z_1, z_2, z_3) \times \exp(\mp X_{ij} \pi i),$$

where $\frac{z_{ji}}{z_{ki}} \in H \pm$. Thus we have (60).

Proof of (60). We have

$$W_{i(kj)}(z_1, z_2, z_3)$$

$$= G_1 \left( X_{ik}, -X_{kj}; \frac{z_{ki}}{z_{ji}} \right) \times \frac{z^T_{ji}}{z_{ji}}$$

$$= G_0 \left( X_{ik}, -X_{kj}; \frac{1}{z_{ji}/z_{ki}} \right) \times \varphi_{KZ}(X_{ik}, -X_{kj})^{-1} \times \frac{z^T_{ji}}{z_{ji}}$$

$$= \left( \frac{1}{z} \right) \circ \pi \left( \frac{1}{z} \right) \left( G_0 \left( X_{ik}, -X_{kj}; \frac{z_{ji}}{z_{ki}} \right) \times \varphi_{KZ}(X_{ik}, -X_{kj})^{-1} \times \frac{z^T_{ji}}{z_{ji}} \right)$$

$$= \left( \frac{1}{z} \right) \left( G_0 \left( X, Y; \frac{z_{ji}}{z_{ki}} \right) \varphi_{KZ}(X, Y)^{-1} \exp(\mp Y \pi i) \varphi_{KZ}(-Y, X - Y)^{-1} \right) \bigg|_{X = X_{ik}}^{Y = Y_{kj}} \times \varphi_{KZ}(X_{ik}, -X_{kj})^{-1} \times \frac{z^T_{ji}}{z_{ji}}$$

$$= G_0 \left( -X + Y, Y; \frac{z_{ji}}{z_{ki}} \right) \varphi_{KZ}(-X + Y, Y)^{-1} \exp(\mp Y \pi i) \varphi_{KZ}(-Y, -X)^{-1} \bigg|_{X = X_{ik}}^{Y = Y_{kj}} \times \varphi_{KZ}(X_{ik}, -X_{kj})^{-1} \times \frac{z^T_{ji}}{z_{ji}}$$

$$= G_0 \left( -X_{ik} - X_{kj}, -X_{kj}; \frac{z_{ji}}{z_{ki}} \right) \varphi_{KZ}(X_{ij}, -X_{kj})^{-1} \times \frac{z^T_{ji}}{z_{ji}} \times \exp(\pm X_{kj} \pi i).
(in the same way as above)

\[ G_0 \left( X_{ij}, -X_{kj}; \frac{z_{ji}}{z_{kli}} \right) \varphi_{kz}(X_{ij}, -X_{kj})^{-1} \times z_{kli}^T \times \exp(\pm X_{kj}\pi i) \]

\[ = G_1 \left( X_{ij}, -X_{kj}; \frac{z_{ji}}{z_{kli}} \right) \times z_{kli}^T \times \exp(\pm X_{kj}\pi i) \]

\[ = W_{i(jk)}(z_1, z_2, z_3) \times \exp(\pm X_{jk}\pi i) \]

where \( \frac{z_{ji}}{z_{kli}} \in H_+. \) Thus we have (60).

**Proof of (61).** We have

\[ W_{(ij)k}(z_1, z_2, z_3) \]

\[ = G_0 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{kli}} \right) \times z_{kli}^T \]

\[ = G_0 \left( X_{ij}, -X_{jk}; \frac{z_{ji}}{z_{kli}} - 1 \right) \times z_{kli}^T \]

\[ = \left( \frac{z}{1-z} \right) \circ \pi \left( \frac{1}{1-z} \right) \left( G_0 \left( X_{ij}, -X_{jk}; \frac{z_{ik}}{z_{jk}} \right) \right) \times z_{kli}^T \]

\[ = \left( \frac{z}{1-z} \right) \left( G_1 \left( X_{ij}, -X_{jk}; \frac{z_{ik}}{z_{jk}} \right) \times \exp(\pm X_{jk}\pi i) \right) \times z_{kli}^T \]

\[ = G_1 \left( -X_{ij} - X_{jk}, -X_{ij}; \frac{z_{ik}}{z_{jk}} \right) \times \exp(\pm X_{ij}\pi i) \times z_{kli}^T \]

\[ = \left( \frac{z_{jk}}{z_{ik}} \right) X_{ij} G_1 \left( X_{ki}, -X_{ij}; \frac{z_{ik}}{z_{jk}} \right) \times \exp(\pm X_{ij}\pi i) \times \left( \frac{z_{ki}}{z_{jk}} \right)^T \times z_{jk}^T \]

Here we introduce \( G_1 \) by

\[ G_1(X, Y; z) = z^X \times \overline{G_1}(X, Y; z) \times (1 - z)^{-Y}. \]

\( G_1 \) is also exponential of Lie series, in the same way above, we get

\[ W_{(ij)k}(z_1, z_2, z_3) \]

\[ = \left( \frac{z_{ji}}{z_{jk}} \right) X_{ij} G_1 \left( X_{ki}, -X_{ij}; \frac{z_{ik}}{z_{jk}} \right) \times z_{jk}^T \times \exp(\mp(X_{ik} + X_{jk})\pi i) \]

\[ = W_{k(ij)}(z_1, z_2, z_3) \times \exp(\mp(X_{ik} + X_{jk})\pi i). \]

where \( \frac{z_{ji}}{z_{kli}} \in H_+. \) Thus we have (61).
The last equation in the proposition can be shown as follows:

\[ W_{ijk}(z_1, z_2, z_3) = G_1 \left( x_{ij} - x_{jk}, \frac{z_{ij}}{z_{ki}} \right) \times z_{ki}^T \]

\[ = G_0 \left( x_{ij}, -x_{jk}, \frac{z_{jk}}{z_{ki}} \right) \times \varphi_{KZ}(x_{ij}, -x_{jk})^{-1} \times z_{ki}^T \]

\[ = \left( \frac{1}{1 - z} \right) \circ \pi \left( \frac{z - 1}{z} \right) \left( G_0 \left( x_{ij}, -x_{jk}, \frac{z_{jk}}{z_{ij}} \right) \right) \times \varphi_{KZ}(x_{ij}, -x_{jk})^{-1} \times z_{ki}^T \]

\[ = \left( \frac{1}{1 - z} \right) \left( G_\infty \left( x_{ij}, -x_{jk}, \frac{z_{jk}}{z_{ij}} \right) \times \exp(\pm(x_{ij} - x_{jk})\pi i) \right) \times \varphi_{KZ}(x_{ij}, -x_{jk})^{-1} \times z_{ki}^T \]

\[ = G_\infty \left( x_{jk}, x_{ij} + x_{jk}, \frac{z_{jk}}{z_{ij}} \right) \times \exp(\pm x_{ij}\pi i) \times \varphi_{KZ}(x_{ij}, -x_{jk})^{-1} \times z_{ki}^T \]

\[ = G_0 \left( x_{jk}, x_{ij} + x_{jk}, \frac{z_{jk}}{z_{ij}} \right) \exp(\mp x_{jk}\pi i) \varphi_{KZ}(x_{jk}, x_{ij})^{-1} \exp(\mp x_{ij}\pi i) \]

\[ = G_0 \left( x_{jk}, x_{ij} + x_{jk}, \frac{z_{jk}}{z_{ij}} \right) \exp(\mp x_{jk}\pi i) \times z_{ki}^T \]

\[ = G_0 \left( x_{jk}, -x_{ki}, \frac{z_{kj}}{z_{ij}} \right) \times z_{ij}^T \exp(\mp (-x_{ij} - x_{ik})\pi i) \]

\[ = W_{ijk}(z_1, z_2, z_3) \times \exp(\pm(x_{ij} + x_{ik})\pi i), \]

where \( \frac{z_{ij}}{z_{ki}} \in H_\pm. \]

From this proposition, by comparing two ways to analytic continuation as in \[Kas95\], we obtain so called hexagon relation for the Drinfel’d associator.

By substituting \( \varphi \) satisfy

\[ \exp((x_{ik} + x_{jk})\pi i) \]

\[ = \varphi_{KZ}(x_{ik}, x_{ij}) \exp(x_{ik}\pi i) \varphi_{KZ}(x_{ik}, x_{jk})^{-1} \exp(x_{jk}\pi i) \varphi_{KZ}(x_{ij}, x_{jk}), \]

\[ \exp((x_{ij} + x_{ik})\pi i) \]

\[ = \varphi_{KZ}(x_{jk}, x_{ik})^{-1} \exp(x_{ik}\pi i) \varphi_{KZ}(x_{ij}, x_{ik}) \exp(x_{ij}\pi i) \varphi_{KZ}(x_{ij}, x_{jk})^{-1}. \]

Thus using Landen and Euler connection formulas, we obtain the hexagon relations.
The generalized zeta function introduced by Hurwitz (Hurwitz zeta function, for short) is, by definition,

\[ \zeta(s, z) = \sum_{k=0}^{\infty} \frac{1}{(k+z)^s}, \]

where we suppose that \( 0 \leq z < 1 \). The series is absolutely convergent for \( \Re s > 1 \), and is analytically continued to the whole \( s \)-plane as a meromorphic function. Evidently, \( \zeta(s, 1) = \zeta(s) \), which is the Riemann Zeta function. Furthermore, they satisfy a functional relation

\[ \zeta(s, z) = \Gamma(1-s) \left\{ (2\pi i)^{s-1} L(1-s, z) + (-2\pi i)^{s-1} L(1-s, 1-z) \right\}, \]

which was established by Hurwitz himself [WW96]. Here

\[ L(s, z) = \sum_{n=1}^{\infty} \frac{e^{2\pi inz}}{n^s} \]

is a generalized polylogarithm and \( \Gamma(s) \) is Euler’s gamma function. Let call \( L(s, z) \) the Hurwitz relation. When \( z = 1 \), it reduces to the functional equation for the Riemann zeta function:

\[ \zeta(s) = 2^s \pi^{s-1} \Gamma(1-s) \sin \left( \frac{\pi s}{2} \right) \zeta(1-s). \]

To investigate analytic continuation of zeta functions, the sum formula of Euler-Maclaurin

\[ \sum_{r=0}^{\infty} f(r) = \int_0^{\infty} f(t) \, dt + \sum_{k=1}^{n} \frac{B_k}{k!} \{ f^{(k-1)}(\infty) - f^{(k-1)}(0) \} \]

\[ + \frac{(-1)^n}{n!} \int_0^{\infty} B_n(t) f^{(n)}(t) \, dt \]

is a useful tool. Here \( B_n(t) = B_n(t - [t]) \) ([t] denotes the integral part of \( t \), \( B_n(t) \) is the n-th Bernoulli polynomial defined by

\[ \sum_{n=0}^{\infty} \frac{B_n(t)u^n}{n!} = \frac{ue^{tu}}{e^u - 1}, \]
and $B_n = B_n(0)$ is the n-th Bernoulli number. Putting $f(t) = (t + z)^{-s}$, and $n = 2$ in (65), we have
\[
\zeta(s, z) = \frac{z^{1-s}}{s-1} + \frac{z^{-s}}{2} + \frac{sz^{-s-1}}{12} - \int_0^\infty \frac{B_2(t)}{2!} \left( \frac{d}{dt} \right)^2 \left\{ \frac{1}{(z+t)^s} \right\} dt \tag{66}
\]
Substituting the Fourier expansion
\[
B_2(t) = \frac{1}{\pi^2} \sum_{n=0}^\infty \frac{\cos(2\pi nt)}{n^2} \tag{67}
\]
into (66), making once partial integration, we obtain
\[
\zeta(s, z) = \frac{z^{1-s}}{s-1} + \frac{z^{-s}}{2} + \frac{sz^{-s}}{2\pi i} \sum_{l \neq 0} \frac{1}{l} \int_0^\infty \frac{e^{-2\pi ilzu}}{(1+u)^{s+1}} du. \tag{68}
\]
Now we observe the confluent hypergeometric equation
\[
x \frac{d^2 y}{dx^2} + (\gamma - x) \frac{dy}{dx} - \alpha y = 0. \tag{69}
\]
This equation has a regular singular point at $x = 0$, and an irregular singular point at $x = \infty$. The confluent hypergeometric series
\[
F(\alpha, \gamma; x) = \sum_{n=0}^\infty \frac{(\alpha)_n x^n}{(\gamma)_n n!}, \tag{70}
\]
and $x^{1-\gamma} F(\alpha - \gamma + 1, 2 - \gamma; x) \left( = e^x x^{1-\gamma} F(1 - \alpha, 2 - \gamma; -x) \right)$ form a system of fundamental solutions to (69) around $x = 0$. Let us introduce a function defined by
\[
U(\alpha, \gamma; x) = \frac{1}{\Gamma(\alpha)} \int_0^\infty e^{-xu} (1+u)^{\gamma-\alpha-1} u^{\alpha-1} du. \tag{71}
\]
This is a solution to (69) around $x = \infty$ \[Sla60\], and is connected to the former solutions by
\[
U(\alpha, \gamma; x) = \frac{\Gamma(1-\gamma)}{\Gamma(1+\alpha)} F(\alpha, \gamma; x) + \frac{\Gamma(\gamma-1)}{\Gamma(\alpha)} e^x x^{1-\gamma} F(1 - \alpha, 2 - \gamma; -x). \tag{72}
\]
Furthermore, for $\Re \alpha > 0$, we see that
\[
U(\alpha, \gamma; x) \sim x^{-\alpha}, \quad (|x| \to \infty). \tag{73}
\]
Substituting (71) to (68) with $\alpha = 1, \gamma = 1 - s$, and $x = -2\pi ilz$, we obtain
\[
\zeta(s, z) = \frac{z^{1-s}}{s-1} + \frac{z^{-s}}{2} + \frac{sz^{-s}}{2\pi i} \sum_{l \neq 0} \frac{1}{l} U(1, 1-s; -2\pi ilz). \tag{74}
\]
Here we should note that the infinite sum in (74) is absolutely convergent due to the asymptotic behavior (73). According to (72), we have a connection formula

\[ U(1, 1-s; -2\pi ilz) = \frac{1}{s} \left\{ F(1, 1-s; -2\pi ilz) - \Gamma(1-s)(-2\pi ilz)^s e^{-2\pi ilz} \right\}. \]  

(75)

Hence

\[ \frac{s^{z-s}}{2\pi i} \sum_{l \neq 0} \frac{1}{l} U(1, 1-s; -2\pi ilz) = \frac{z^{-s}}{2\pi i} \sum_{l \neq 0} \frac{1}{l} F(1, 1-s; -2\pi ilz) + \Gamma(1-s) \left\{ (2\pi i)^{s-1} \mathcal{L}(1-s, z) + (-2\pi i)^{s-1} \mathcal{L}(1-s, 1-z) \right\}. \]  

(76)

By virtue of the integral representation for \( F(\alpha, \gamma; x) \)

\[ F(\alpha, \gamma; x) = \frac{\Gamma(\alpha)}{\Gamma(\gamma-\alpha)\Gamma(\alpha)} \int_0^1 e^{zt} t^{\alpha-1} (1-t)^{\gamma-\alpha-1} dt, \]

we have

\[ \frac{1}{2\pi i} \sum_{l \neq 0} \frac{1}{l} F(1, 1-s; -2\pi ilz) = \frac{s}{\pi} \sum_{n=1}^{\infty} \int_0^1 \frac{\sin(2\pi nzt)}{n} (1-t)^{-s} dt \]

\[ = \frac{s}{\pi z^2} \left\{ \frac{\pi^2}{6} + (s+1) \int_0^1 \mathcal{B}_2(t)(1-t)^{-s-2} dt \right\}. \]

Since \( \mathcal{B}_2(t) = \pi^2(t^2 - t + 1/6) \) (0 \( \leq t \leq 1 \)), we have

\[ \frac{z^{-s}}{s-1} + \frac{z^{-s}}{2} + \frac{z^{-s}}{2\pi i} \sum_{l \neq 0} \frac{1}{l} F(1, 1-s; -2\pi ilz) = 0 \]

for 0 \( \leq z < 1 \). Thus we obtain the Hurwitz relation (64).

In the case of the q-analogue of the Hurwitz zeta function, the connection formulas for the hypergeometric function play the same role as in the present case \([\text{UN95a}]. \)
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