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Abstract

These lectures give a basic introduction to $\mathcal{N} = 4$ SYM theory and the integrability of its planar spectral problem as seen from the perspective of a recent development, namely the application of integrability techniques in the study of one-point functions in a defect version of the theory.
1 Introduction

\( \mathcal{N} = 4 \) super Yang-Mills (SYM) theory is a distinguished quantum field theory carrying the maximal amount of supersymmetry for a non-gravitational theory in four dimensions and being conformal even at the quantum level. It plays the role of...
the CFT in the AdS/CFT correspondence and it exhibits integrability at the planar level. As a matter of fact, since its formulation almost 40 years ago [1, 2] the theory has continuously revealed novel interesting features and keeps on doing so.

At the present time, the fundamentals of $\mathcal{N} = 4$ SYM theory are treated in several text books such as [3, 4], and there already exists a number of reviews discussing the integrability of the theory’s planar spectral problem [5, 6, 7, 8]. In these lectures, we will be brief about the basics of $\mathcal{N} = 4$ SYM theory and choose a slightly different perspective on its integrability properties, showing how the tools of integrability inherited from the planar spectral problem can be used to study one-point functions in a certain defect version of $\mathcal{N} = 4$ SYM theory. For a discussion of the role of $\mathcal{N} = 4$ SYM theory in the AdS/CFT correspondence, we refer to the lectures by G. Semenoff.

We start in section 2.1 by presenting the action of $\mathcal{N} = 4$ SYM theory and briefly reviewing its symmetries. This allows us to introduce the key concept of the dilatation operator, the diagonalisation of which constitutes the above-mentioned spectral problem. Furthermore, having at hand the explicit expressions for the symmetry generators will facilitate the discussion of symmetry breaking for the defect version of the theory.

Next, we move on to discussing in section 2.2 the two-point functions of $\mathcal{N} = 4$ SYM theory. By extracting the logarithmically divergent pieces of the two-point functions, one can read off the dilatation generator of the theory. For the analysis of (quantum) one-point functions, however, one needs not only the logarithmically divergent pieces but also the finite parts of the two-point functions. Hence, we have chosen to present in quite some detail the perturbative calculation of two-point functions in the scalar sector of the theory, whereby, in addition, we fill some gaps in the earlier reviews.

The dilatation operator of $\mathcal{N} = 4$ SYM theory can be identified with the Hamiltonian of an integrable spin chain, and at one-loop order specialising to the simplest possible sector of the theory this spin chain reduces to the Heisenberg spin chain [9]. The Hamiltonian of the Heisenberg spin chain can be diagonalised either by coordinate-space or algebraic Bethe ansatz techniques. These techniques were explained in detail in the lectures by J.L. Jacobsen. Here, we will only highlight in section 3 some features of the solution which will be of importance for the study of one-point functions, namely the parity properties of the eigenstates and their so-called Gaudin norm [10]. In addition, we will discuss, on a general level, how the spin-chain picture of $\mathcal{N} = 4$ SYM theory generalises to higher loop orders. Finally, we will summarise various observations concerning the non-planar spectral problem.

When defects or boundaries are introduced in a conformal field theory such as $\mathcal{N} = 4$ SYM theory, novel features emerge. Hence, the theory can have non-trivial one-point functions, and two-point functions between operators with unequal conformal dimension need no longer vanish. There exists a certain defect version of $\mathcal{N} = 4$ SYM theory in which some of the scalar fields acquire a vacuum expectation value characterised by a certain representation label $k$ and where one-point functions are non-trivial already at tree level. This defect conformal field theory (dCFT), moreover, has a holographic dual. The holographic dual consists of a so-called D5-D3
probe-brane system where a single probe D5 brane with geometry $AdS_4 \times S^2$ is embedded in the usual $AdS_5 \times S^5$ background of AdS/CFT and carries $k$ units of background gauge field flux on the $S^2$. For details, we refer to the lectures by G. Semenoff.

The remaining part of the lectures will be devoted to the study of this defect version of $\mathcal{N} = 4$ SYM theory. First, in section 4.1 we will analyse its symmetry properties making explicit the surviving part of the $\mathcal{N} = 4$ SYM symmetry algebra. Subsequently, we will demonstrate how the tools of integrability can be applied to the calculation of the one-point functions of the dCFT, first at tree level in section 4.2 and subsequently in section 4.3 at one-loop order. In particular, we will derive a closed expression for the one-point functions in the simplest so-called $SU(2)$ sector of $\mathcal{N} = 4$ SYM theory valid for any operator and for any value of the representation label $k$. For the tree-level calculation, the transfer matrix of the Heisenberg spin chain will be shown to play a crucial role, and for the one-loop calculation we will make use of our explicit quantum-field-theoretical computations in section 2.2. We will also briefly mention a proposal for an all loop so-called asymptotic one-point function formula. This formula correctly encodes all available one-loop data but whether or not the formula remains exhaustive at higher loop orders constitutes an open question.

We conclude our lectures by a discussion in section 5 of this as well as other open questions related to the defect version of $\mathcal{N} = 4$ SYM theory and in addition briefly list other recent applications of integrability in the context of $\mathcal{N} = 4$ SYM theory.

Throughout the lecture notes, exercises are provided in order to help the interested student acquiring some hands-on knowledge of the different concepts.

2 \( \mathcal{N} = 4 \) SYM theory and the spectral problem

2.1 Action and symmetries

2.1.1 Action

The maximally supersymmetric $\mathcal{N} = 4$ SYM theory in four dimensions can be constructed from $\mathcal{N} = 1$ SYM theory in ten dimensions via dimensional reduction. In this reduction, the ten-dimensional gauge fields splits into the four-dimensional gauge field $A_\mu$, $\mu = 0, 1, 2, 3$, and the six real scalars $\phi_i$, $i = 1, 2, 3, 4, 5, 6$. Similarly, the ten-dimensional Majorana-Weyl fermion $\psi$ splits into four four-dimensional Majorana fermions.

The action of $\mathcal{N} = 4$ SYM theory reads

\[
S_{\mathcal{N}=4} = \frac{2}{g_{\mathcal{N}M}^2} \int d^4x \text{tr} \left[ -\frac{1}{4} F_{\mu\nu}F^{\mu\nu} - \frac{1}{2} D_\mu \phi_i D^\mu \phi_i \\
+ \frac{i}{2} \bar{\psi} \Gamma_\mu D_\mu \psi + \frac{1}{2} \bar{\psi} \Gamma^i \phi_i [\phi_i, \psi] + \frac{1}{4} \left[ \phi_i, \phi_j \right] [\phi_i, \phi_j] \right], \tag{1}
\]
where the field strength $F_{\mu\nu}$ and the covariant derivatives $D_\mu$ are defined via
\begin{align*}
F_{\mu\nu} &= \partial_\mu A_\nu - \partial_\nu A_\mu - i[A_\mu, A_\nu], \\
D_\mu \phi_i &= \partial_\mu \phi_i - i[A_\mu, \phi_i], \quad D_\mu \psi = \partial_\mu \psi - i[A_\mu, \psi].
\end{align*}
(2)

Here, $\Gamma$ denotes the ten-dimensional gamma matrices which govern the coupling of the ten-dimensional fermion $\psi$ to the bosons. Exact expressions for $\Gamma$ and the reductions of $\Gamma$ and $\psi$ to four dimensions can be found in [11] in our conventions; for the present discussion, they are however not required.

We consider $\mathcal{N} = 4$ SYM theory with gauge group $U(N)$. All fields transform in the adjoint representation of the gauge group. We denote the colour components of, say, the scalars $\phi^i$ as $[\phi^i]_{ab}$, where $a, b = 1, \ldots, N$ are fundamental indices. We can build gauge-invariant local composite operators by taking traces of products of fields that transform covariantly under the gauge group.\(^1\) Moreover, we can take products of such single-trace operators to obtain multi-trace operators.

Mostly, we are restricting ourselves to the ’t Hooft limit, where $g_{\text{YM}} \to 0$, $N \to \infty$ while $\lambda = g_{\text{YM}}^2 N$ is kept fixed [12]. In this limit, only planar Feynman diagrams contribute to correlation functions, which is why it is also called the planar limit. Moreover, interactions that lead to splitting and joining of traces are suppressed, such that it is sufficient to look at operators with a fixed number of traces, typically single-trace operators. It is possible to go beyond the planar limit and do a double expansion in $\lambda$ and $\frac{1}{N}$. We refer to the lectures of G. Semenoff for a more detailed discussion of the ’t Hooft limit and the large-$N$ expansion.

From the action [1], we can derive the propagators. For example, the scalar propagator reads
\begin{equation}
\langle [\phi_i]_{ab}(x)[\phi_j]_{b'a'}(y) \rangle = \delta_{ij} \delta_{aa'} \delta_{bb'} \frac{g_{\text{YM}}^2}{8\pi^2} \frac{1}{(x-y)^2}.
\end{equation}
(3)

### 2.1.2 Symmetries

$\mathcal{N} = 4$ SYM theory exhibits an exceptional amount of symmetry. In its presentation, we follow the notation in [5]. The simplest of its symmetries is given by Poincaré symmetry, consisting of the six Lorentz transformations $M_{\mu\nu}$ and the four translations $P_\mu$. When treating fermions and dealing with supersymmetry, it is advantageous to exploit the decomposition of the Lorentz group $SO(1, 3) \simeq SU(2)_L \times SU(2)_R$. The generators of the Lorentz group then are $L^\alpha_\beta$ and $\tilde{L}^{\dot{\alpha}}_{\dot{\beta}}$. Moreover, the momentum generator can be written in terms of spinor indices as $P_{\alpha\dot{\alpha}} = P_\mu \sigma_\mu^{\alpha\dot{\alpha}}$, where $\sigma^\mu = (1, \sigma^1, \sigma^2, \sigma^3)$ with $\sigma^i$ being the Pauli matrices. The commutation relations of the Lorentz generators among themselves and with the momentum generator $P_{\alpha\dot{\alpha}}$ follow some general rules. For any generator $J$,\(^4\)
\begin{align*}
[L^\alpha_\beta, J_\gamma] &= \delta^\alpha_\gamma J_\beta - \frac{1}{2} \delta^\alpha_\beta J_\gamma, \\
[L^\alpha_\beta, J^\gamma] &= -\delta^\gamma_\beta J^\alpha + \frac{1}{2} \delta^\alpha_\beta J^\gamma, \\
[\tilde{L}^{\dot{\alpha}}_{\dot{\beta}}, J_\gamma] &= \delta^{\dot{\alpha}}_{\dot{\beta}} J_\gamma - \frac{1}{2} \delta^{\dot{\alpha}}_{\dot{\beta}} J_\gamma, \\
[\tilde{L}^{\dot{\alpha}}_{\dot{\beta}}, J^\gamma] &= -\delta^{\dot{\gamma}}_{\gamma} J^{\dot{\alpha}} + \frac{1}{2} \delta^{\dot{\alpha}}_{\dot{\beta}} J^\gamma,
\end{align*}
(4)

\(^1\)For the gauge fields, the covariant combinations are the field strength and covariant derivatives that can act on all fields.
which is understood to be applied for each index.

Using these rules, write down the explicit commutation relations \([L^\alpha_\beta, L^\gamma_\delta]\).

Two translations commute
\[
[P_{\alpha\dot{\alpha}}, P_{\beta\dot{\beta}}] = 0. \tag{5}
\]

In addition, \(\mathcal{N} = 4\) SYM theory is conformally invariant. At the classical level, this follows from the absence of masses and dimensionfull couplings in the action \([1]\). The fact that this symmetry is preserved at the quantum level is however non-trivial \([13, 14, 15]\). Conformal symmetry in particular implies the invariance under scale transformations, generated by the dilatation operator \(D\), and so-called special conformal transformations, generated by \(K^{\alpha\dot{\alpha}} = K_\mu (\sigma^\mu)^{\alpha\dot{\alpha}}\). They satisfy the commutation relations
\[
[K^{\alpha\dot{\alpha}}, P_{\beta\dot{\beta}}] = \delta^\alpha_\beta P_{\alpha\dot{\alpha}}, \quad [D, L^\alpha_\beta] = [D, \dot{L}^{\dot{\alpha}}_\dot{\beta}] = 0, \quad [D, K^{\alpha\dot{\alpha}}] = -K^{\alpha\dot{\alpha}}, \quad [K^{\alpha\dot{\alpha}}, P_{\beta\dot{\beta}}] = \delta^\alpha_\beta L^\beta_\alpha + \delta^\alpha_\beta \dot{L}^{\dot{\beta}}_\dot{\alpha} + \delta^\beta_\dot{\beta} \delta^{\dot{\alpha}}_\alpha D. \tag{6}
\]

The dilatations and special conformal transformations combine with the Poincaré transformations to form the conformal group \(SO(2, 4) \simeq SU(2, 2)\).

Furthermore, Poincaré symmetry can be enhanced by supersymmetry, of which \(\mathcal{N} = 4\) SYM theory has the maximal amount permitted in a theory without gravity. The supercharges \(Q^A\) and \(\dot{Q}_{\alpha A}\) have the following non-vanishing anticommutation relations among themselves:
\[
\{\dot{Q}_{\alpha A}, Q^B_\beta\} = \delta^B_\alpha P_{\alpha\dot{\alpha}}, \tag{7}
\]
while their behaviour under Lorentz transformations is determined via \([4]\). Maximal supersymmetry implies a bosonic R-symmetry with symmetry group \(SU(4) \simeq SO(6)\). The behaviour of a general generator \(J\) under R-symmetry transformations is determined by the following rule in analogy to \([4]\):
\[
[R^A_\beta, J_C] = \delta^A_\beta J_B - \frac{1}{4} \delta^A_\beta J_C, \quad [R^A_\beta, J^C] = -\delta^C_\alpha J^A + \frac{1}{4} \delta^A_\beta J^C. \tag{8}
\]

Finally, supersymmetry and conformal symmetry combine to superconformal symmetry with the superconformal charges \(S^\alpha_A\) and \(\dot{S}^{\dot{\alpha}}_{\dot{A}}\). The additional non-vanishing (anti)commutation relations are
\[
[D, Q^A_\alpha] = \frac{1}{2} Q^A_\alpha, \quad [D, \dot{Q}_{\dot{\alpha}A}] = +\frac{1}{2} \dot{Q}_{\dot{\alpha}A}, \quad [D, S^\alpha_A] = -\frac{1}{2} S^\alpha_A, \quad [D, \dot{S}^{\dot{\alpha}}_{\dot{A}}] = -\frac{1}{2} \dot{S}^{\dot{\alpha}}_{\dot{A}}, \quad \{\dot{S}^{\dot{\alpha}}_{\dot{A}}, S^\alpha_B\} = \delta^B_\alpha K^{\alpha A}, \quad [K^{\alpha A}, Q^B_\beta] = \delta^B_\beta \dot{S}^{\alpha}_{\dot{A}} A, \quad [K^{\alpha A}, \dot{Q}_{\dot{\beta}A}] = \delta^{\dot{\beta}}_{\dot{\beta}} S^\alpha_A, \tag{9}
\]
\[
\{S^\alpha_A, Q^B_\beta\} = \delta^A_\beta L^\alpha_\beta + \delta^\alpha_\beta \dot{L}^{\dot{\beta}}_{\dot{A}} + \frac{1}{2} \delta^\alpha_\beta \delta^B_\beta D, \quad [S^\alpha_A, P_{\beta\dot{\beta}}] = \delta^\alpha_\beta \dot{Q}_{\dot{\beta}A}, \quad \{S^\alpha_A, \dot{Q}_{\dot{\beta}B}\} = \delta^A_\beta \dot{L}^{\dot{\beta}}_{\dot{B}} - \delta^\alpha_\beta R^A_\beta + \frac{1}{2} \delta^\alpha_\beta \delta^B_\beta D, \quad [\dot{S}^{\dot{\alpha}}_{\dot{A}}, P_{\beta\dot{\beta}}] = \delta^{\dot{\beta}}_{\dot{\beta}} Q^A_\beta.
\]

Together, they generate the superconformal group \(PSU(2, 2|4)\). For the action of \(PSU(2, 2|4)\) on composite operators, see e.g. \([5]\).
Composite operators $O_i$ that are primary states of $PSU(2,2|4)$ can be characterised via the charges $[\Delta, J_L, J_R, r_1, r_2, r_3]$. Primary means that the operators are annihilated by all lowering operators $\{K^\alpha_\dot{\alpha}, S^A_\alpha, \dot{S}^{\dot{A}}_\dot{\alpha}, L^\alpha_\beta(\alpha < \beta), \dot{L}^{\dot{\alpha}}_{\dot{\beta}}(\dot{\alpha} < \dot{\beta}), R^A_B(A < B)\}$. All other operators, called descendents, can then be obtained by acting on the primaries with the raising operators $\{P^\alpha_\dot{\alpha}, Q^A_\alpha, \dot{Q}^{\dot{A}}_{\dot{\alpha}}_A, L^\alpha_\beta(\alpha > \beta), \dot{L}^{\dot{\alpha}}_{\dot{\beta}}(\dot{\alpha} > \dot{\beta}), R^A_B(A > B)\}$. The conformal dimension of the operator, $\Delta$, is measured by the dilatation operator $D$ and defines the behaviour of the operator under a scale transformation

$$x \rightarrow x' = \lambda x, \quad O_i(x) \rightarrow O'_i(x) = \lambda^\Delta O_i(\lambda x).$$

(10)

It will play a particular role in the following, as it can receive quantum corrections. The other charges are the left and right spin $j_L$ and $j_R$ as well as the three charges $r_1$, $r_2$ and $r_3$ characterising the $SU(4)$ representation in which the operator transforms.

A particular class of primary operators are also annihilated by some of the supercharges $Q^A_\alpha$ and $\dot{Q}^{\dot{A}}_{\dot{\alpha}}_A$, which are raising operators. Such primary operators are called BPS operators. From the anticommutation relations (9), it follows that their scaling dimensions are related to their spin and R-charge and hence protected from quantum corrections.

2.1.3 Correlation functions

In conformal field theories, conformal symmetry greatly restricts the form correlation functions can take. For instance, one-point functions of composite operators $O_i$ have to be constant by conformal symmetry and are normally taken to vanish. More generally, all correlation functions are fixed in terms of the so-called conformal data $(\Delta, \lambda)$. The $\Delta$’s are the conformal dimensions of the operators and the $\lambda$’s are called structure constants and describe three-point functions.

More precisely, the space-time dependence of two-point functions is completely fixed by the scaling dimensions of the operators

$$\langle O_i(x)\bar{O}_j(y) \rangle = \frac{M_{ij}}{|x-y|^{\Delta_i+\Delta_j}},$$

(11)

where $M_{ij} = 0$ for $\Delta_i \neq \Delta_j$. Moreover, conformal symmetry also fixes the three-point function up to the structure constant $\lambda_{ijk}$, which appears in the operator product expansion (OPE):

$$O_i(x)O_j(y) = \frac{M_{ij}}{|x-y|^{\Delta_i+\Delta_j}} + \sum_k \frac{\lambda_{ijk}^k}{|x-y|^{\Delta_i+\Delta_j-\Delta_k}} C(x-y, \partial_y)O_k(y),$$

(12)

where the sum over $k$ runs over conformal primary operators and the differential operator $C$ in (12) accounts for the presence of conformal descendants. The indices on $\lambda$ can be raised and lowered with the matrix $M$. The normalisation of $C$ is such that $C(x-y, \partial_y) = 1 + O(x-y)$. The scaling dimensions $\Delta_i$ and the structure constants $\lambda_{ijk}$, completely determine all four- and higher-point functions via repeated use of the OPE (12). Note that starting from four-point functions, a non-trivial dependence on conformal cross-ratios can occur.
2.2 Two-point functions and the spectral problem

Let us now calculate the two-point functions. For simplicity, we will in the following restrict ourselves to the leading large-$N_c$ planar limit. To keep the computation manageable, we further restrict to operators made only of the six scalar fields, the so-called $SO(6)$ sector\footnote{Note that this sector is not closed beyond one-loop order.} In more detail, let $I = \{i_1, i_2, \ldots, i_L\}$, with $i_n = 1, \ldots, 6$. We then define our un-renormalised operators by

$$O_{\text{bare}}^I = \text{tr}[\phi_{i_1} \phi_{i_2} \cdots \phi_{i_L}].$$

(13)

It is clear that $\Delta^{(0)} = L$. As correlation functions between single- and multi-trace operators are suppressed by powers of $\frac{1}{N}$, it is consistent to only consider single-trace operators. Since our operators do not contain derivatives, they are conformal primaries in the sense that $[K_\mu, O_{\text{bare}}^{I}(0)] = 0$. It is obvious from the propagator (3) that the two-point functions take the predicted form (11) at tree level. More precisely, we can write

$$\langle O_{\text{bare}}^I(x) \bar{O}_{\text{bare}}^J(y) \rangle_{\text{tree}} \propto \frac{1}{|x-y|^{2\Delta^{(0)}}} \delta_{IJ},$$

(14)

where $\Delta^{(0)}$ is the common classical scaling dimension of $O_{\text{bare}}^I$ and $O_{\text{bare}}^J$, obtainable by standard power counting. Due to the cyclic invariance of the trace, we identify indices that are cyclic permutations of each other. The bar denotes hermitian conjugation, which in the present case of real scalars only inverts the order of the fields in the trace.

At the quantum level, one observes the phenomenon of operator mixing, meaning that the two-point function between single-trace operators is no longer proportional to a delta-function. Furthermore, wave-function renormalisation is needed in order to render the correlation functions finite and a regularisation method has to be chosen. In the following, we will make use of dimensional regularisation, i.e.

$$S = \frac{2}{g_{\text{YM}}^2} \int d^4 x \mathcal{L} \to S_\varepsilon = \frac{2}{(g_{\text{YM}} \mu \varepsilon)^2} \int d^{4-2\varepsilon} x \mathcal{L},$$

(15)

where $\mu$ is a parameter with the dimension of mass. With this choice of regulator, dimensional analysis shows that the full two-point function takes the form

$$\langle O_{\text{bare}}^I(x) \bar{O}_{\text{bare}}^J(y) \rangle_\varepsilon = \sum_{n=0}^{\infty} (g \mu \varepsilon)^{2(\Delta^{(0)} + n)} \frac{\tilde{M}_{IJ}^{(n)}(\varepsilon)}{|x-y|^{2\Delta^{(0)} - 2\varepsilon(\Delta^{(0)} + n)}},$$

(16)

where we defined the effective planar loop coupling

$$g^2 = \frac{g_{\text{YM}}^2 N}{16\pi^2}.$$

(17)

In general, the $\tilde{M}_{IJ}^{(n)}(\varepsilon)$ will have poles at $\varepsilon = 0$, so one cannot simply take the $\varepsilon \to 0$ limit of (16). Usually, such divergencies are dealt with by adding counterterms to the
action. For \( \mathcal{N} = 4 \) SYM theory, it is not necessary to introduce such terms; instead one can render the correlation functions finite by a ‘rescaling’ of the operators alone.\(^3\)

We thus introduce renormalised operators by

\[
O_{\text{ren}}^I = Z_{IJ}(g_{\text{YM}}, \varepsilon) O_{\text{bare}}^J,
\]

where \( Z_{IJ}(g_{\text{YM}}, \varepsilon) \) is some numerical matrix with poles at \( \varepsilon = 0 \) such that the correlation functions of \( O_{\text{ren}}^I \) are finite.

In perturbation theory, if there are no conformal anomalies, the two-point function of the renormalised operators takes the form \(^1\) but with \( \Delta_I \) a power series in \( g \):

\[
\Delta_I = \sum_{n=0}^{\infty} g^{2n} \Delta_I^{(n)}. \tag{19}
\]

For historical reasons, the correction \( \Delta - \Delta^{(0)} \) is called the anomalous dimension, even though there is nothing anomalous about it. Looking at \(^1\), what must happen is that the \( \log((x-y)^2) \) terms resulting from the expansion of the summand in \( \varepsilon \) must exponentiate to form \( [(x-y)^2]^{\Delta} \). To see the exact mechanism, let us consider the simplified situation with only one operator. We first rewrite the bare two-point function as

\[
\langle O_{\text{bare}}^I(x) \bar{O}_{\text{bare}}^J(y) \rangle_\varepsilon = \frac{(g\mu^\varepsilon)^{2\Delta^{(0)}} \tilde{M}^{(0)}}{[(x-y)^2]^{(1-\varepsilon)\Delta^{(0)}}} \left( 1 + \sum_{n=1}^{\infty} (g^2 \mu^2 (x-y)^2)^{\varepsilon} \right)^n \frac{\tilde{M}^{(n)}}{\tilde{M}^{(0)}}
\]

\[
= \frac{(g\mu^\varepsilon)^{2\Delta^{(0)}} \tilde{M}^{(0)}}{[(x-y)^2]^{(1-\varepsilon)\Delta^{(0)}}} \exp \left( \sum_{n=1}^{\infty} (g^2 \mu^2 (x-y)^2)^{\varepsilon} \right)^n \mathcal{M}^{(n)} \right). \tag{20}
\]

At the second equality, we take the formal logarithm of the series. It is easy to see that the \( \mathcal{M}^{(n)} \) are expressible as polynomials in \( \tilde{M}^{(n)}/\tilde{M}^{(0)} \):

\[
\mathcal{M}^{(1)} = \frac{\tilde{M}^{(1)}}{\tilde{M}^{(0)}}, \quad \mathcal{M}^{(2)} = \frac{\tilde{M}^{(2)}}{\tilde{M}^{(0)}} - \frac{1}{2} \left( \frac{\tilde{M}^{(1)}}{\tilde{M}^{(0)}} \right)^2, \quad \text{etc.} \tag{21}
\]

If we also write \( Z \) as an exponential,

\[
Z = \exp \left( \sum_{n=1}^{\infty} g^{2n} Z^{(n)} \right), \tag{22}
\]

the renormalised two-point function is\(^4\)

\[
\langle O_{\text{ren}}^I(x) \bar{O}_{\text{ren}}^J(y) \rangle_\varepsilon = Z \langle O_{\text{bare}}^I(x) \bar{O}_{\text{bare}}^J(y) \rangle_\varepsilon Z^{-1}
\]

\[
\propto \exp \left( \sum_{n=1}^{\infty} g^{2n} \left( [\mu^2 (x-y)^2]^\varepsilon \mathcal{M}^{(n)} + 2Z^{(n)} \right) \right). \tag{23}
\]

\(^3\) Usually, this fact is expressed in the abbreviated form ‘\( \mathcal{N} = 4 \) SYM theory is finite’.

\(^4\) In this simple example with only one operator, we can clearly take \( Z^{(n)} \) to be real without loss of generality.
For this to be finite, we must be able to cancel all divergences with some appropriate choice of $Z$. If $\mathcal{M}^{(n)}$ had poles of higher degree than one, we would have divergent terms with a dependence on $(x - y)^2$, which could clearly not be cancelled. We conclude that we can expand $\mathcal{M}^{(n)}$ as

$$\mathcal{M}^{(n)} = -\frac{\Delta^{(n)}}{n\varepsilon} + \mathcal{M}^{(n),\text{fin}} + O(\varepsilon).$$  \tag{24}$$

The choice of the name of the $1/\varepsilon$ coefficient will become clear in a moment.

From (23) and (24), it is obvious that a consistent choice of $Z$ is

$$Z^{(n)} = \frac{\Delta^{(n)}}{2n\varepsilon},$$  \tag{25}$$

which only cancels the pole (minimal subtraction). With this, we can now take the limit $\varepsilon \to 0$ and find

$$\langle \mathcal{O}^{\text{ren}}(x) \mathcal{O}^{\text{ren}}(y) \rangle_{\varepsilon=0} = \frac{g^{2\Delta^{(0)}} \tilde{M}^{(0)}(\varepsilon = 0)}{[(x - y)^2]^\Delta} \exp \left( \sum_{n=1}^{\infty} g^{2n} \left( \mathcal{M}^{(n),\text{fin}} - \Delta^{(n)} \log \mu^2 (x - y)^2 \right) \right)$$

$$= \frac{(g\mu)^{2\Delta^{(0)}} \tilde{M}^{(0)}(\varepsilon = 0)}{[\mu^2 (x - y)^2]^\Delta} \exp \left( \sum_{n=1}^{\infty} g^{2n} \mathcal{M}^{(n),\text{fin}} \right),$$  \tag{26}$$

with $\Delta$ as defined in (19). We see that the divergences of the bare correlation functions have transformed into corrections to the scaling dimensions of the renormalised operators. Note that the mass scale $\mu$, which one could fear would spoil the conformality of the theory, ends up as a harmless overall normalisation constant. For this reason, in the literature it is common to simply set $\mu = 1$. With more than one operator, the above considerations still apply, with the added technical complication that $\mathcal{M}^{(n)}$ and $Z^{(n)}$ are matrices that do not necessarily commute.

Repeat, up to order $g^4$, the above analysis in the general case with several operators. For simplicity, assume that $\tilde{M}^{(0)}$ is proportional to the identity, and that the bare two-point function looks like

$$\langle \mathcal{O}^{\text{bare}}(x) \mathcal{O}^{\text{bare}}(y) \rangle_{\varepsilon} \propto \exp \left( g^2 [\mu^2 (x - y)^2]^{\varepsilon} \left( -\frac{D^{(1)}}{\varepsilon} + \mathcal{M}^{(1),\text{fin}} + O(\varepsilon) \right) \right.$$  

$$- g^4 [\mu^2 (x - y)^2]^{2\varepsilon} \left( \frac{D^{(2)}}{2\varepsilon} + O(\varepsilon^0) \right) + O(g^6) \right),$$  \tag{27}$$

where $D^{(1)}$ (but not $D^{(2)}$) is diagonal. Partial answer: Let $R$ be a Hermitian matrix such that $D^{(2)} + i[R, D^{(1)}]$ is diagonal, and set

$$Z = \exp \left( g^2 \left[ \frac{1}{2\varepsilon} D^{(1)} + iR - \frac{1}{2} \mathcal{M}^{(1),\text{fin}} \right] + g^4 \left[ \frac{1}{4\varepsilon} (D^{(2)} + i[R, D^{(1)}]) + O(\varepsilon) \right] \right).$$  \tag{28}$$
Then, the renormalised two-point function is finite, and the anomalous dimensions are the entries of the diagonal matrix

\[ g^2 D^{(1)} + g^4 (D^{(2)} + i [R, D^{(1)}]) . \] (29)

The higher loop calculations are most conveniently carried out in momentum space, where the contraction rules read

\[ \langle [\phi]_{ab} [\phi]_{b'a'} \rangle = \frac{(g_{YM \mu} \epsilon)^2}{2} \frac{\delta_{ab} \delta_{b'a'}}{p^2} , \quad \langle [A_\mu]_{ab} [A_\nu]_{b'a'} \rangle = \frac{(g_{YM \mu} \epsilon)^2}{2} \frac{\delta_{\mu\nu} \delta_{ab} \delta_{b'a'}}{p^2} . \] (30)

The transition from momentum space to configuration space is encoded in the formula

\[ \int \frac{d^{4-2\epsilon} p}{(2\pi)^{4-2\epsilon} [p^2]^s} e^{ip \cdot (x-y)} = \frac{\Gamma(2-\epsilon-s)}{4\pi^{2-\epsilon} \Gamma(s)} \frac{1}{[x^2-(x-y)^2]^{1-\epsilon}} . \] (31)

We denote by

\[ K(x, y) = \frac{(g_{YM \mu} \epsilon)^2}{2} \int \frac{d^{4-2\epsilon} p}{(2\pi)^{4-2\epsilon} [p^2]^s} e^{ip \cdot (x-y)} = \frac{(g_{YM \mu} \epsilon)^2}{2} \frac{\Gamma(1-\epsilon)}{4\pi^{2-\epsilon}} \frac{1}{[x^2-(x-y)^2]^{1-\epsilon}} , \] (32)

the scalar propagator in \((4-2\epsilon)\)-dimensional position space.

This results in the following more specific form of the two-point function of bare operators:

\[ \langle O^{\text{bare}}_I (x) \bar{O}^{\text{bare}}_J (y) \rangle = \sqrt{c_I c_J} N^{\Delta(0)} K(x, y)^{\Delta(0)} \left( \delta_{IJ} + \sum_{n=1}^{\infty} g^{2n} \tilde{M}^{(n)}_I (\epsilon) [\mu^2 |x - y|^2]^{n\epsilon} \right) . \] (33)

For convenience, we have pulled out the tree-level two-point function. The normalisation constants \(c_I\) are easily seen to be the number of cyclic permutations that leave \(I = \{i_1, i_2, \ldots, i_L\}\) invariant. For example,

\[ c_{\{5,5,5,5\}} = 4 , \quad c_{\{1,5,5,5\}} = 1 , \quad c_{\{1,5,5,1,5,5\}} = 2 . \] (34)

As we will explicitly show below, the divergence at one loop is a simple \(1/\epsilon\) pole. We can thus write

\[ \tilde{M}^{(1)} = -\frac{1}{\epsilon} D^{(1)} + \tilde{M}^{(1)\text{, fin}} + O(\epsilon) , \] (35)

with \(D^{(1)}\) and \(\tilde{M}^{(1)\text{, fin}}\) independent of \(\epsilon\). We now choose our renormalisation scheme as follows:

\[ O^{\text{ren}}_I = Z_{IJ} (g_{YM}, \epsilon) \frac{O^{\text{bare}}_J}{\sqrt{c_J}} , \] (36)

with

\[ Z = 1 + \frac{g^2}{2\epsilon} D^{(1)} - \frac{g^2}{2} \tilde{M}^{(1)\text{, fin}} . \] (37)

The motivation for this particular choice for the finite part is two-fold. First, as will become evident below, it leaves us with only one matrix to diagonalise and
secondly, as will become clear in section 4.3 it implies a convenient normalisation of the renormalised operators. The choice of \( Z \) in (37) results in the following expression for the renormalised two-point function:

\[
\langle \hat{O}_I^{\text{ren}}(x) \hat{O}_J^{\text{ren}}(y) \rangle_{\varepsilon=0} = N \Delta^{(0)}(x,y)^{\Delta^{(0)}} \left( \delta_{IJ} - g^2 D_{IJ}^{(1)} \log(\mu^2 |x-y|^2) + O(g^4) \right).
\] (38)

It is clear from (38) that, in order to determine the good conformal operators at the one-loop level and their corresponding conformal dimensions, one has to diagonalise the matrix \( D_{IJ}^{(1)} \) which is denoted as diagonalising the dilatation operator. More precisely, the eigenvectors of \( D^{(1)} \) are the good conformal operators and the corresponding eigenvalues are the associated conformal dimensions at one-loop order.

Said more formally, we should really set

\[
Z = U \left( 1 + \frac{g^2}{2\varepsilon} D^{(1)} - \frac{g^2}{2} \tilde{M}^{(1),\text{fin}} \right),
\] (39)

where \( U \) is a unitary matrix such that \( UD^{(1)}U^\dagger \) is diagonal. Then, the renormalised two-point function takes the proper form (11), with

\[
\Delta^{(1)}_I = [UD^{(1)}U^\dagger]_{II}.
\] (40)

Let us remark that it is necessary to know the two-point function at order \( g^2 \) to determine the \( g^0 \) piece of \( Z \) (i.e. \( U \)). This happens because we are really doing degenerate perturbation theory in the sense that several operators have the same value of \( \Delta^{(0)} \). As one can explicitly see from (28), this pattern continues at higher loop order (i.e. \( Z \) at one loop depends on the two-loop correlation function). The remainder of this section will be dedicated to explicitly determining \( D^{(1)} \) (and \( \tilde{M}^{(1),\text{fin}} \)) by a Feynman diagram calculation.

In the planar limit, the one-loop corrections to the two-point functions consist of three types of diagrams, see figure 1. The colour structure is completely fixed by the planar limit, so the interesting part is the flavour structure. By \( SO(6) \) symmetry, the self-energy diagram \( 1 \) must be proportional to \( \delta_{\mu\nu} \). Similarly, since the gauge field is not charged under \( SO(6) \), the gauge exchange diagram \( 2 \) must have the

---

**Figure 1:** Interaction part of the Feynman diagrams contributing to the two-point function at one-loop order.
structure $\delta_{ii'}\delta_{jj'}$. However, the four-point diagram \cite{16} allows for non-trivial flavour tensors. This is what leads to operator mixing at the one-loop level.

It happens that the most interesting diagram is also the easiest to compute, so let us begin by considering the diagram arising from the four-point interaction $\text{tr} ([\phi_i, \phi_j][\phi_i, \phi_j])$. Writing only the two fields of each operator that participate, we find the contribution

$$\langle [\phi_i \phi_j]_{ab}(x) [\phi_{i'} \phi_{j'}]_{a'b'}(y) \rangle_{(c)} = \frac{2N^2 \delta_{aa'}\delta_{bb'}}{(g_{\text{YM}} \mu^2)^2} (2\delta_{ij'} \delta_{j'i} - \delta_{ii'} \delta_{jj'} - \delta_{ij} \delta_{i'j'})$$

$$\times \int d^{4-2\varepsilon} z K(x, z)^2 K(z, y)^2. \quad (41)$$

We now insert the explicit form of the propagator using (31) and (32) to get

$$\ldots = \frac{2N^2 \delta_{aa'}\delta_{bb'}}{(g_{\text{YM}} \mu^2)^2} (2\delta_{ij'} \delta_{j'i} - \delta_{ii'} \delta_{jj'} - \delta_{ij} \delta_{i'j'})$$

$$\times \int \frac{1}{\Gamma(1-\varepsilon)^4} \Gamma(2-2\varepsilon) \frac{1}{4\pi^{2-\varepsilon}} \int d^{4-2\varepsilon} z \frac{1}{[(x-z)^2]^{2-2\varepsilon} [(z-y)^2]^{2-2\varepsilon}}. \quad (42)$$

This is a standard one-loop integral which can be evaluated using the formula (see e.g. \cite{10})

$$\int d^{4-2\varepsilon} p \frac{1}{[p^2]^{\alpha}([p-q]^2)^\beta} = \pi^{2-\varepsilon} G(\alpha, \beta) \frac{1}{[q^2]^{\alpha+\beta+\varepsilon-2}}. \quad (43)$$

Here, $G(\alpha, \beta)$ denotes the following combination of gamma functions,

$$G(\alpha, \beta) = \frac{\Gamma(\alpha + \beta + \varepsilon - 2) \Gamma(2-\varepsilon - \alpha) \Gamma(2-\varepsilon - \beta)}{\Gamma(\alpha) \Gamma(\beta) \Gamma(4-\alpha - \beta - 2\varepsilon)}. \quad (44)$$

We thus find

$$\langle [\phi_i \phi_j]_{ab}(x) [\phi_{i'} \phi_{j'}]_{a'b'}(y) \rangle_{(c)} = \frac{(g_{\text{YM}} \mu^2)^4 N^2 \Gamma(1-\varepsilon)^4 \delta_{aa'}\delta_{bb'}}{2^{11} \pi^{6-3\varepsilon}} \times (2\delta_{ij'} \delta_{j'i} - \delta_{ii'} \delta_{jj'} - \delta_{ij} \delta_{i'j'})$$

$$G(2-2\varepsilon, 2-2\varepsilon) \frac{1}{[(x-y)^2]^{2-3\varepsilon}}$$

$$= g^2 N K(x, y)^2 \delta_{aa'}\delta_{bb'} (2\delta_{ij'} \delta_{j'i} - \delta_{ii'} \delta_{jj'} - \delta_{ij} \delta_{i'j'})$$

$$\times \left( \frac{1}{\varepsilon} + 1 + \gamma_E + \log(\pi |x-y|^2) + O(\varepsilon) \right), \quad (45)$$

where $\gamma_E$ denotes the Euler-Mascheroni constant.

The second type of diagram which involves a pair of legs is the gauge boson exchange. The diagram is formed using two copies of the vertex $i \text{tr} ([\omega_{\mu} \phi_i][A_{\mu}, \phi_i])$. Explicitly, we find the contribution

$$\langle [\phi_i \phi_j]_{ab}(x) [\phi_{i'} \phi_{j'}]_{a'b'}(y) \rangle_{(b)} = \frac{-4\delta_{ii'}\delta_{jj'}\delta_{aa'}\delta_{bb'}N^2}{(g_{\text{YM}} \mu^2)^4} \times \int d^{4-2\varepsilon} z d^{4-2\varepsilon} w \left( K(x, z) \partial_{x\mu} K(z, y) - [\partial_{x\mu} K(x, z)] K(z, y) \right) K(z, w)$$

$$\times \left( [\partial_{y\mu} K(x, w)] K(w, y) - K(x, w) \partial_{w\mu} K(w, y) \right). \quad (46)$$
In this case, it is simpler to work in momentum space. We thus insert (32) and integrate over \( z, w \) and the momenta fixed by the resulting delta functions to find

\[
\ldots = -(g_{\text{YM}} \mu^2)^6 \delta_{ij} \delta_{kl} \delta_{ab} \delta_{bc} N^2 \int \frac{d^4 q}{(2\pi)^3} q^{i} q^{j} (x-y) H(q),
\]

with

\[
H(q) = \int \frac{(p_1 - p_2) \cdot (2q - p_1 + p_2)}{V}, \quad V = p_1^2 p_2^2 (p_1 - q)^2 (p_2 + q)^2 (p_1 + p_2)^2.
\]

To save space, we abbreviate

\[
\int \int = \int \frac{d^4 q_1 d^4 q_2}{(2\pi)^2(4-2\varepsilon)},
\]

here and in the following.

We now have to perform the integrals over \( p_1 \) and \( p_2 \). First, we rewrite the numerator as a linear combination of the factors in the denominator,

\[
(p_1 - p_2) \cdot (2q - p_1 + p_2) = -[p_1^2 + p_2^2 + (p_1 - q)^2 + (p_2 + q)^2] + (p_1 + p_2)^2 + 2q^2.
\]

By the evident symmetries of the diagram, we then find

\[
H = -4H_1 + H_2 + 2q^2 H_3,
\]

with

\[
H_1 = \int \frac{p_1^2}{V}, \quad H_2 = \int \frac{(p_1 + p_2)^2}{V}, \quad H_3 = \int \frac{1}{V}.
\]

The numerator of \( H_1 \) cancels one of the propagators, allowing us to perform the \( p_1 \) integral using (43). The remaining integral over \( p_2 \) then also follows from (43), and we obtain

\[
H_1 = \frac{1}{(4\pi)^4-2\varepsilon} G(1, 1) G(1, 1 + \varepsilon). \]

The \( p_1 \) and \( p_2 \) integrals decouple for \( H_2 \), and we immediately find

\[
H_2 = \frac{1}{(4\pi)^4-2\varepsilon} \frac{G(1, 1)^2}{[q^2]^{2\varepsilon}}.
\]

To get a closed expression for the final integral \( H_3 \) requires an extra trick. Here, we use integration by parts, following [17] [16]. We first observe that

\[
0 = \int \int (\partial_t \cdot p_1 + p_2 \cdot \partial_t) \frac{1}{V} = -2\varepsilon H_3 + \int \int \frac{p_2^2 - (p_1 + p_2)^2}{p_1^2 V} + \int \int \frac{(p_2 + q)^2 - (p_1 + p_2)^2}{(p_1 - q)^2 V}.
\]

We can now isolate \( H_3 \) and evaluate the remaining integrals by successive use of (43), with the result

\[
H_3 = \frac{1}{\varepsilon} \int \int \frac{p_2^2 - (p_1 + p_2)^2}{p_1^2 V} = \frac{1}{\varepsilon} \frac{1}{(4\pi)^4-2\varepsilon} \frac{G(1, 1)[G(2, 1 + \varepsilon) - G(2, 1)]}{[q^2]^{1+2\varepsilon}}.
\]
After the transformation back to real space, the final result for the diagram is

\[
([\phi_i \phi_j]_{ab}(x)[\phi_{i'} \phi_{j'}]_{b'a'}(y))_{(b)} = g^2 N K(x, y)^2 \delta_{ii'} \delta_{jj'} \delta_{aa'} \delta_{bb'} \left( \frac{1}{\varepsilon} + 3 + \gamma_E + \log(\pi|x - y|^2) + O(\varepsilon) \right). \tag{57}
\]

Let us remark that \(H_3\) is finite in four dimensions, in fact

\[
H_3 = \frac{3\zeta(3)}{27\pi^4} + O(\varepsilon). \tag{58}
\]

The Fourier transform yields an additional factor of \(\varepsilon\), meaning that the contribution of \(H_3\) to the two-point function is \(O(\varepsilon)\). In a one-loop calculation, \(H_3\) can thus be dropped.

Finally, we have the one-loop self-energy correction to the scalar propagator. The calculation again reduces to an application of (43). We omit the details, but see [18]. The one-loop corrected propagator is

\[
\langle [\phi_i(x)]_{ab}[\phi_j(y)]_{b'a'} \rangle = \delta_{ij} \delta_{aa'} \delta_{bb'} \left[ K(x, y) - g_{YM}^4 N \int \frac{d^4-2\varepsilon q}{(2\pi)^{4-2\varepsilon}} e^{iq(x-y)} G(1, 1) \frac{1}{(4\pi)^{2-\varepsilon} [q^2]^{1+\varepsilon} + O(g_{YM}^6)} \right] = \delta_{ij} \delta_{aa'} \delta_{bb'} K(x, y) \left[ 1 - 2g^2 \left( \frac{1}{\varepsilon} + 1 + \gamma_E + \log(\pi|x - y|^2) + O(\varepsilon) \right) + O(g^4) \right]. \tag{59}
\]

The planar two-point function of two single-trace operators now follows by inserting the corrections (45), (57) and (59) in the tree-level diagram. All told, we find

\[
\langle O_I^{\text{bare}}(x) O_J^{\text{bare}}(y) \rangle = \sqrt{c_I c_J} N^{\Delta(0)} K(x, y)^{\Delta(0)} \times \left[ \delta_{IJ} - g^2 \left( \frac{1}{\varepsilon} + 1 + \gamma_E + \log(\pi|x - y|^2) \right) D_{IJ}^{(1)} + g^2 O(\varepsilon) + O(g^4) \right], \tag{60}
\]

with

\[
D_{IJ}^{(1)} = \frac{1}{\sqrt{c_I c_J}} \sum_{n=1}^{L} \left( 2 - 2p_{n,n+1} + K_{n,n+1} \right) (\delta_{i_1,j_1} \delta_{i_2,j_2} \cdots \delta_{i_L,j_L} + \text{cyclic perm.}), \tag{61}
\]

This expression requires some explanation. First of all, we identify \(L + 1 = 1\). In the last factor, one should add cyclic permutation of the \(j_n\) indices relative to the \(i_n\) indices, e.g.

\[
\delta_{i_1,j_1} \delta_{i_2,j_2} \delta_{i_3,j_3} + \text{cyclic permutations}
\]

\[
= \delta_{i_1,j_1} \delta_{i_2,j_2} \delta_{i_3,j_3} + \delta_{i_1,j_2} \delta_{i_2,j_3} \delta_{i_3,j_1} + \delta_{i_1,j_3} \delta_{i_2,j_1} \delta_{i_3,j_2}. \tag{62}
\]

The sum in (61) is understood to be an operator acting on the Kronecker deltas. Specifically, \(p_{n,n+1}\) acts on the factors involving \(i_n\) and \(i_{n+1}\) as

\[
p_{n,n+1} \left( \cdots \delta_{i_n,j_m} \delta_{i_{n+1},j_{m+1}} \cdots \right) = \cdots \delta_{i_{n+1},j_m} \delta_{i_n,j_{m+1}} \cdots, \tag{63}
\]
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leaving all other factors invariant. Similarly, the action of $K_{n,n+1}$ is

$$K_{n,n+1} \left( \cdots \delta_{i_n,i_{m}} \delta_{i_{n+1},i_{m+1}} \cdots \right) = \cdots \delta_{i_n,i_{n+1}} \delta_{i_{m+1},i_m} \cdots .$$  \hspace{1cm} (64)$$

In this way, one generates the two non-trivial flavour structures we found in (45).

There is an important subsector of the $SO(6)$ sector called the $SU(2)$ sector. Here, we are only allowed to build operators using the two complex scalar fields $X$ and $Y$, defined by

$$X = \phi_1 + i\phi_4, \quad Y = \phi_2 + i\phi_5.$$  \hspace{1cm} (65)$$

The propagators look like

$$\langle [X]_{ab}(x)[\bar{X}]_{a'b'}(y) \rangle = 2\delta_{aa'}\delta_{bb'}K(x,y), \quad \langle [X]_{ab}[X]_{a'b'} \rangle = \langle [\bar{X}]_{a'b'}[\bar{X}]_{a'b'} \rangle = 0,$$  \hspace{1cm} (66)$$

and similarly for $Y$. Note the extra factor of two. The $SU(2)$ sector is closed to all loop orders, in contrast to the $SO(6)$ sector. It is easy to deduce the $SU(2)$ dilatation operator from the above computation. For $S = \{s_1, s_2, \ldots, s_L\}$ with $s_n = \uparrow, \downarrow$, let us define the bare operator

$$O^{\text{bare}}_S = \text{tr}[\phi_{s_1} \cdots \phi_{s_L}], \quad \phi_\uparrow = X, \quad \phi_\downarrow = Y.$$  \hspace{1cm} (67)$$

We then find

$$\langle O^{\text{bare}}_S(x)\bar{O}^{\text{bare}}_{S'}(y) \rangle = \sqrt{cSc'S'}(2N)^{\Delta^{(0)}}K(x,y)^{\Delta^{(0)}} \times \left[ \delta_{SS'} - g^2 \left( \frac{1}{\varepsilon} + 1 + \gamma_E + \log(\pi|x-y|^2) \right) D^{(1)}_{SS'} + g^2O(\varepsilon) + O(g^4) \right],$$  \hspace{1cm} (68)$$

with

$$D^{(1)}_{SS'} = \frac{2}{\sqrt{cSc'S'}} \sum_{n=1}^{L} (1 - \mathbb{P}_{n,n+1}) \left( \delta_{s_1,s'_1} \delta_{s_2,s'_2} \cdots \delta_{s_L,s'_L} + \text{cyclic perm.} \right).$$  \hspace{1cm} (69)$$

Here, $\mathbb{P}_{n,n+1}$ acts as in (63), but with $s$’s instead of $i$’s. Terms originating from the $SO(6)$ trace operator $K$ are seen to be proportional to $1 + i^2 = 0$.

Check the details of the reduction to the $SU(2)$ sector.

Since $D^{(1)}_{SS'}$ only involves the permutation operator $\mathbb{P}$, it is clear that the two-point function is only non-zero between operators with the same number of $X$ and $Y$ fields. Using the $SO(6)$ symmetry, it can be shown that this holds at all orders in $g$. When diagonalising the dilation matrix, one can thus restrict to operators with a fixed number of $X$’s and $Y$’s.

Using two $X$’s and two $Y$’s, one can form two bare single-trace operators. Construct the corresponding (one-loop) renormalised operators, and show that the anomalous dimensions are $\Delta^{(1)} = 0$ and $\Delta^{(1)} = 12$. 


2.2.1 Spin chains

Now that we have computed the one-loop dilatation operator $D^{(1)}$ in the planar limit, the natural next problem is to find its eigenvectors and eigenvalues. This is called the spectral problem. Let us consider operators of length $L$, so that their classical conformal dimension is $\Delta^{(0)} = L$. These operators form a vector space on which the dilatation operator acts. A general operator in this space is of the form

$$O = \Psi S O_{\text{bare}}^S,$$  \hspace{1cm} (70)

where the coefficient $\Psi$ is invariant under cyclic permutations,

$$\Psi\{s_1, s_2, \ldots, s_L\} = \Psi\{s_L, s_1, s_2, \ldots, s_{L-1}\}. \hspace{1cm} (71)$$

Now $\Psi$ can be seen as a vector in $\mathbb{C}^{2^L}$ (more precisely the cyclically invariant subspace of $\mathbb{C}^{2^L}$) since each index $s_i = \uparrow, \downarrow$ takes two values. In this language, $D^{(1)}_{SS'}$ actually defines an operator $H : \mathbb{C}^{2^L} \rightarrow \mathbb{C}^{2^L}$. To see this precisely, we note that the two-point function of two operators of the form (70) is

$$\langle O_1(x) \bar{O}_2(y) \rangle_\varepsilon = L(2N)\Delta^{(0)} K(x, y)\Delta^{(0)}$$

$$\times \langle \Psi_2 | 1 - g^2 \left( \frac{1}{\varepsilon} + 1 + \gamma_E + \log(\pi |x - y|^2) \right) H + g^2 O(\varepsilon) + O(g^4) | \Psi_1 \rangle. \hspace{1cm} (72)$$

Here, the inner product is the usual

$$\langle \Psi_2 | \Psi_1 \rangle = (\Psi_2^S)^* \Psi_1^S,$$  \hspace{1cm} (73)

and $H$ is given by

$$H = 2 \sum_{i=1}^L (1 - P_{i,i+1}), \hspace{1cm} (74)$$

where $P_{i,i+1}$ now denotes the operator which permutes two neighboring spins,

$$\langle P_{i,i+1} \Psi \rangle\{s_1, \ldots, s_L\} = \Psi\{s_1, \ldots, s_{i-1}, s_{i+1}, s_i, s_{i+2}, \ldots, s_L\}. \hspace{1cm} (75)$$

As a slight abuse of notation, we will also denote $D^{(1)} \equiv H$.

Derive (72) from (68). To get the combinatorial factors right, it is important to use that $\Psi_1$ and $\Psi_2$ are invariant under cyclic permutations.

The fact that $O$ is an eigenstate of the dilatation operator then simply translates to $\Psi$ being an eigenstate of $D^{(1)}$. The anomalous dimension of $O$ is then the eigenvalue of $\Psi$. It is obvious that the wave function $\Psi\{s_1, \ldots, s_L\} = \delta_{s_1, \uparrow} \ldots \delta_{s_L, \uparrow}$ corresponding to all the spins in the spin chain state pointing upwards is an eigenstate of $D^{(1)}$ with eigenvalue zero and correspondingly the operator $O$ built entirely from $X$-fields is an eigenstate of the dilatation operator and has anomalous dimension equal
This operator constitutes an example of a BPS operator and its anomalous dimension vanishes to all loop orders.

The operator $H$ is a sum of terms for which only neighbouring sites interact. For this reason, it is called a nearest-neighbour operator. We can rewrite (74) in a more familiar way by using the Pauli matrices

$$H = L - 4 \sum_{i=1}^{L} \vec{S}_i \cdot \vec{S}_{i+1}, \quad \vec{S} = \frac{1}{2} (\sigma_1, \sigma_2, \sigma_3) ,$$

where $\vec{S}_i$ is the spin operator acting on the $i$'th particle. The operator $H$ is the Hamiltonian of the well-known Heisenberg spin chain. This Hamiltonian is integrable, which means that its eigenvalues and eigenvectors can be found by the Bethe ansatz as we will discuss in the next section.

### 2.2.2 Other sectors

Here, we have derived the one-loop dilatation generator for operators belonging to the $SU(2)$ sector of $\mathcal{N} = 4$ SYM theory but the one-loop dilatation generator can be determined for any kind of composite operator [19]. When diagonalising the dilatation generator, however, one typically considers only a sub-sector which then must be closed under renormalisation. The closed sectors were classified in [19]. Most studied are the closed sectors of rank one of which there exist three. The simplest of these is the $SU(2)$ sector which we have treated above. With a step up in complexity one finds the $SL(2)$ sector, which is built from a complex scalar $X$ with arbitrary many covariant derivatives $D_{\lambda \mu}$ polarised in a single light-like direction. In contrast to the $SU(2)$ sector, the $SL(2)$ sector is non-compact. The third sector of rank one is the so-called $SU(1|1)$ sector which contains a bosonic as well as a fermionic field. An important phenomenon which occurs starting from two-loop order is that of the dilatation generator introducing length changing of the operators on which it acts. The smallest sector that exhibits length-changing is $SU(2|3)$. For a discussion of this sector, we refer to [20]. In contrast, the largest sector in which length is preserved is $PSU(1,1|2)$. This sector is treated in [21, 22].

### 3 The integrable Heisenberg spin chain in $\mathcal{N} = 4$ SYM theory

#### 3.1 One loop

A simple way of expressing the fact that the Heisenberg spin chain constitutes an integrable system is by stating that there exist $L$ local conserved charges $Q_1, Q_2, \ldots, Q_L$ which fulfil

$$[Q_i, Q_j] = 0, \quad i, j = 1, \ldots, L. \quad (77)$$

\(^5\)Obviously, the argument can be repeated with $\uparrow$ replaced by $\downarrow$ and $X$ replaced by $Y$.\]
The charges can be organized so that $Q_l$ involves interactions between $l$ neighbouring spins. The first charge $Q_1$ can be taken as the total momentum of the spin chain, the conservation of which obviously follows from the translational invariance of the chain. The second charge $Q_2$ can be taken as the Hamiltonian. The third charge $Q_3$, which will play a distinguished role in the following, can be chosen as

$$Q_3 = \sum_{i=1}^{L} [H_{i,i+1}, H_{i+1,i+2}],$$  \hspace{1cm} (78)

and there exists a certain boosting procedure which makes it possible to construct the remaining higher conserved charges \cite{23, 24}.

Another way of expressing the integrability of the Heisenberg spin chain is by stating that it can be solved by the algebraic Bethe ansatz approach, explained in the lectures by J.L. Jacobsen. In this approach one starts from a reference state

$$|0\rangle_L \equiv |\uparrow \cdots \uparrow\rangle_L,$$  \hspace{1cm} (79)

with all spins pointing upwards, say, and obtains the other highest-weight eigenstates by acting on the reference state with a number of creation operators $\hat{B}(u)$, each of which generates an appropriate linear combination of states where one spin-up has been replaced by a spin-down, thus lowering the total spin by one unit, i.e.

$$|u\rangle = \hat{B}(u_1) \ldots \hat{B}(u_M) |0\rangle_L.$$  \hspace{1cm} (80)

The creation operators depend on rapidity variables $u_i$. In order for $|u\rangle$ to be an eigenstate of the Heisenberg spin chain, the rapidities have to fulfill the Bethe equations

$$\left( \frac{u_k + \frac{i}{2}}{u_k - \frac{i}{2}} \right)^L = \prod_{j=1}^{M} \frac{u_k - u_j + i}{u_k - u_j - i}.$$  \hspace{1cm} (81)

The corresponding energy eigenvalue is

$$E = 2 \sum_{i=1}^{M} \frac{1}{u_i^2 + \frac{1}{4}},$$  \hspace{1cm} (82)

The algebraic Bethe ansatz simultaneously diagonalizes all the conserved charges of the spin chain. In particular, the total momentum of an eigenstate is

$$P = \sum_{i=1}^{M} p_i,$$ \hspace{0.5cm} where \hspace{0.5cm} $u_i = \frac{1}{2} \cot \frac{p_i}{2}.$  \hspace{1cm} (83)

As likewise explained in J.L. Jacobsen’s lecture, the spin chain eigenstates can also be found by the coordinate-space Bethe approach, which leads to the eigenstates
being expressible as a sum over plane waves. More precisely, the highest-weight eigenstates with $M$ spins flipped compared to the reference state in this approach take the following form

$$ |\vec{p} \rangle := |p_1, \ldots, p_M \rangle = \sum_{\sigma \in S_M} \sum_{1 \leq n_1 < \ldots < n_M \leq L} e^{i \sum_m (p_{\sigma_m} n_m + \frac{1}{2} \sum_{j < m} \theta_{\sigma_j, \sigma_m})} S^-_{n_1} \ldots S^-_{n_M} |0 \rangle,$$

(84)

where the sum runs over all permutations and where the variables $p_1, \ldots, p_M$ now clearly have the interpretation of the lattice momenta of the $M$ excitations (flipped spins). Moreover, up to an overall phase, the wave function (84) only depends on the two-body S-matrix of the system

$$ S_{ij} := e^{i \theta_{ij} - \theta_{ji}} = \frac{1 + e^{i p_i + i p_j} - 2 e^{i p_i}}{1 + e^{i p_i + i p_j} - 2 e^{i p_j}}. $$

(85)

We are actually free to multiply (84) with an arbitrary phase since this neither affects the spectrum nor the orthonormality of the Bethe vectors. We will fix the phase when we will discuss one-point functions in section 4.

The momentum variables are related to the rapidity variables as in (83) but notice that the states $|\vec{p} \rangle$ and $|u \rangle$ are not identical but only proportional to each other. The exact factor of proportionality was worked out in [25]. Whereas translational invariance tells us that the total momentum constitutes a good quantum number, the cyclicity of the single-trace operators tells us that this quantum number has to be a multiple of $2\pi$ for a Bethe state to qualify as a gauge-theory operator, i.e.

$$ P = \sum_{k=1}^M p_k = 2\pi n, \quad \text{or} \quad \prod_{k=1}^M \left( \frac{u_k + \frac{1}{2}}{u_k - \frac{1}{2}} \right) = 1. $$

(86)

In what follows, we will need the norm of a Bethe state (84). There is a elegant closed expression of determinant type due to Gaudin [10], see also [26]. Let us rewrite the Bethe equations (81) and introduce the function $\Phi$ as their logarithm

$$ 1 = \left( \frac{u_k - \frac{i}{2}}{u_k + \frac{i}{2}} \right)^L \prod_{j=1}^M \frac{u_k - u_j + i}{u_k - u_j - i} \equiv \exp[i\Phi_k]. $$

(87)

Then, the norm is given in term of the Jacobian matrix $G_{ij} = \partial u_i \Phi_j$:

$$ \langle u | u \rangle = \left[ \prod_{i=1}^M u_i^2 + \frac{1}{4} \right] \det G. $$

(88)

As mentioned above, the norm formula depends on the type of Bethe ansatz used and it will look different for the algebraic Bethe ansatz.

Now that we have described the eigenstates of the Heisenberg spin chain Hamiltonian, let us spell out the identification between spin-chain states and field-theory
operators explicitly. Let $|u\rangle$ be a Bethe state, then we can write

$$O \equiv \left( \frac{1}{2g} \right)^L \frac{Z}{\sqrt{L}} \frac{\text{tr} \prod_{l=1}^L \left( \langle \uparrow| \otimes X + \langle \downarrow| \otimes Y \right) |u\rangle}{\sqrt{\langle u|u \rangle}} ,$$  \hspace{1cm} (89)

where we have normalised the operators such that $M_{ij} = \delta_{ij}$. The explicit normalisation factor is most easily derived from (72) (since $|u\rangle$ is an eigenstate, we effectively have $H \to \Delta^{(1)}$). Requiring that the only one-loop correction to the two-point function is $\propto \log(x-y)^2$ (we work in units where $\mu = 1$) fixes the renormalisation constant to

$$Z = 1 + g^2 \Delta^{(1)} \frac{1}{2} \left( \frac{1}{\varepsilon} + 1 + \gamma_E + \log \pi \right) + O(g^4) .$$  \hspace{1cm} (90)

As an example, let us work out (89) for the Bethe states of length 2. The numerator of (89) becomes

$$\langle \uparrow\uparrow|u\rangle \text{tr}[XX] + \langle \uparrow\downarrow|u\rangle \text{tr}[XY] + \langle \downarrow\uparrow|u\rangle \text{tr}[YX] + \langle \downarrow\downarrow|u\rangle \text{tr}[YY].$$  \hspace{1cm} (91)

Then, for example for $|u\rangle = |0\rangle$ the corresponding operator becomes

$$O_{|0\rangle} \equiv \frac{1}{4\sqrt{2g^2}} \text{tr}[X^2],$$  \hspace{1cm} (92)

which has a unit-normalised two-point function as can be seen from (68).

Let us define a parity operation $P$ which acts on single-trace operators by inverting the orders of the fields inside the trace, i.e.

$$P \cdot \text{tr}[\phi_{i_1}\phi_{i_2} \cdots \phi_{i_L}] = \text{tr}[\phi_{i_L}\phi_{i_{L-1}} \cdots \phi_{i_1}].$$  \hspace{1cm} (93)

Obviously, the Heisenberg Hamiltonian commutes with the parity operation. This means that the spin-chain eigenstates can be chosen to be parity eigenstates as well. However, the spin-chain eigenstates generated by the algebraic Bethe ansatz are not parity eigenstates as parity anti-commutes with all the odd charges, in particular $Q_3$, i.e.

$$[H, P] = 0 , \quad \{Q_3, P\} = 0 .$$  \hspace{1cm} (94)

As usual, the parity operation changes the sign of all momenta and hence the sign of all rapidities and it squares to the identity. Let us denote by $|- u\rangle$ the state given by the right-hand side of (80) with each $u_i$ being replaced by $-u_i$. Then, $P|u\rangle$ can differ from $|- u\rangle$ by at most a phase factor. Since the Bethe equations (81), the cyclicity constraint (86) and the expression for the energy (82) are all invariant under $u_i \to -u_i$, the state $|- u\rangle$ is again a cyclically invariant eigenstate of $H$ with the same eigenvalue as $|u\rangle$. It thus follows that the eigenstates of $H$ can be separated into unpaired states for which $|u\rangle = |- u\rangle$ and paired states $|u\rangle$, $|- u\rangle$ for which $|u\rangle \neq |- u\rangle$. The unpaired states will play a distinguished role in section 4. These states are parity eigenstates and can be shown to fulfil

$$P|u\rangle_{\text{unpaired}} = (-1)^{M(L+1)}|u\rangle_{\text{unpaired}} , \quad Q_3|u\rangle_{\text{unpaired}} = 0 .$$  \hspace{1cm} (95)
The degenerate states in a parity pair are not states of a definite parity but can be combined into parity eigenstates, so-called parity pairs \((|+\rangle, |-\rangle)\), in the following way:

\[ |+\rangle = |\textbf{u}\rangle + |-\textbf{u}\rangle, \quad |-\rangle = |\textbf{u}\rangle - |-\textbf{u}\rangle, \tag{96} \]

where

\[ \mathcal{P}|+\rangle = (-1)^{M(L+1)}|+\rangle, \quad \mathcal{P}|-\rangle = -(-1)^{M(L+1)}|-\rangle, \tag{97} \]

and

\[ Q_3|+\rangle \propto |-\rangle, \quad Q_3|-\rangle \propto |+\rangle. \tag{98} \]

### 3.2 Higher loop orders

By doing explicit higher-loop computations following the same strategy as in section 2.2, one can likewise derive a perturbative expression for the dilatation operator, i.e.

\[ D = \sum_{n=0}^{\infty} g^{2n} D^{(n)}. \tag{99} \]

For the two-loop contribution, one finds [27]

\[ D^{(2)} = -2 \sum_{i=1}^{L} (\mathcal{P}_{i,i+2} - 1) + 8 \sum_{i=1}^{L} (\mathcal{P}_{i,i+1} - 1). \tag{100} \]

We notice, in particular, that the anomalous dimension of the BPS operator \(\text{tr}X^L\) stays zero at two-loop order as expected. When one diagonalised the dilatation operator including this correction term initially (by brute force), one observed that to order \(g^2\) the spectrum still contained the same number of pairs of degenerate eigenstates with opposite parity. This fact was viewed as a smoking gun of higher-loop integrability as it hinted at the continued existence of a conserved third charge [27]. Indeed, it is possible to perturbatively modify the third and the higher order charges by terms of order \(g^2\), i.e.

\[ Q_i = Q_i^{(0)} + g^2 Q_i^{(1)}, \tag{101} \]

in such a way that the quantum-corrected charges commute up to terms of order \(g^4\):

\[ [Q_i, Q_j] = O(g^4). \tag{102} \]

The same idea can be pursued at general loop order \(\ell\) where one would have

\[ Q_i = Q_i^{(0)} + g^2 Q_i^{(1)} + g^4 Q_i^{(2)} + \ldots + g^{2\ell} Q_i^{(\ell)}, \quad [Q_i, Q_j] = O(g^{2(\ell+2)}), \tag{103} \]

and one would denote the system as being perturbatively integrable. Here, the correction \(Q_i^{(\ell)}\) is an operator which involves \(i+\ell\) neighbouring spins. Concretely, the idea has been implemented up to four-loop order [28]. The algebraic Bethe ansatz approach does not apply to the quantum corrected system, where the interaction is no longer of nearest-neighbour type. Nevertheless, a modified, so-called asymptotic
Bethe ansatz exists. It has been argued for in a long series of papers where the focus was shifted from the Hamiltonian and the conserved charges to the two-body scattering matrix of the theory \cite{29} and the calculational effort was shifted from brute-force field-theoretical computations to symmetry considerations. The asymptotic Bethe equations read \cite{30}

\[
L \left( \frac{x(u_k + \frac{i}{2})}{x(u_k - \frac{i}{2})} \right) = \prod_{j=1, j\neq k}^{M} \frac{u_k - u_j + i}{u_k - u_j - i} \exp(2i\theta(u_k, u_j)), \tag{104}
\]

where \(\theta(u_k, u_j)\) is denoted as the dressing phase and is explicitly known \cite{31}. The Zhukovski variable \(x(u)\) is defined via

\[
u = x + \frac{g^2}{x}. \tag{105}\]

Furthermore, the cyclicity condition now reads

\[
\prod_{k=1}^{M} \left( \frac{x(u_k + \frac{i}{2})}{x(u_k - \frac{i}{2})} \right) = 1, \tag{106}
\]

and the expression for the energy eigenvalues is modified to

\[
E = \sum_{j=1}^{M} i \left( \frac{1}{x(u_j + \frac{i}{2})} - \frac{1}{x(u_j - \frac{i}{2})} \right). \tag{107}
\]

The dressing phase only plays a role at four-loop order and beyond. The Bethe equations (104) are asymptotic in the sense that they are only valid when expanded perturbatively to a given order \(n\) in \(g^2\) for operators whose length is smaller than or equal to \(n\). If this criterion is not fulfilled, one has to take into account wrapping corrections which, as indicated by their name, are corrections which occur when the spin-chain interaction wraps once or more around the operator \cite{32}, see figure 2.

The asymptotic Bethe equations give access to the spectrum at higher loops but not to the corresponding wave functions. Wave functions at higher loop orders can be generated by a technique known as \(\Theta\)-morphism \cite{33}.
3.3 Beyond the planar limit

The derivation in section 2.2 can be generalised to give the full one-loop dilatation operator and not only its large-$N$ limit. Including all terms, the action of the one-loop dilatation operator in the SU(2) sector can be expressed in terms of an effective vertex, acting on an operator $V$:

$$V = \sum_{n=0}^{\infty} g^{2n} V^{(n)}.$$  \hspace{1cm} (108)

The one-loop contribution reads

$$V^{(1)} = -\frac{2}{N} : \text{tr}[X,Y][\hat{X},\hat{Y}] : , \quad (\hat{X})_{ab} = \frac{\delta}{\delta X_{ab}},$$  \hspace{1cm} (109)

where the normal ordering symbol signifies that the derivatives are not allowed to act on fields belonging to the effective vertex itself. Going beyond the large-$N$ limit, one cannot restrict oneself to single-trace operators but has to consider also multi-trace ones since the action of the dilatation operator now leads to splitting and joining of traces as illustrated by the example below. Notice that we only show one out of four terms contributing to the dilatation generator and only one possible way of applying the derivatives:

$$\text{tr}(XY\hat{X}) \cdot \text{tr}(YXYX) \text{tr}(YX) = \text{tr}(XY\hat{XXX}) \text{tr}(YX)$$

$$= N \text{tr}(XYYYX) \text{tr}(YX) + \text{tr}(XY) \text{tr}(XYY) \text{tr}(YX) + \text{tr}(XYXXYYYX).$$

From this example, it should be clear that we can decompose the vertex representing the full one-loop dilatation operator for finite $N$ in the following way:

$$V^{(1)} = D^{(1)} + \frac{1}{N} D^{(1)} + \frac{1}{N} D^{(1)} - \frac{1}{N} D^{(1)},$$  \hspace{1cm} (110)

where $D^{(1)}$, which was given in (74), conserves the number of traces, $D^{(1)}$ increases the trace number by one and $D^{(1)}$ reduces the trace number by one. In the language of spin chains, $D^{(1)}$ splits a chain into two parts while $D^{(1)}$ joins two chains into one. In a similar manner, the full non-planar two-loop contribution to the dilatation operator can be expressed in terms of an effective vertex as [27]

$$V^{(2)} = D^{(2)} + \frac{1}{N} D^{(2)} + \frac{1}{N} D^{(2)} + \frac{1}{N^2} D^{(2)} + \frac{1}{N^2} D^{(2)},$$  \hspace{1cm} (111)

where $D^{(2)}$ was given in (100) and where $D^{(2)}$ increases the trace number by two and $D^{(2)}$ reduces the trace number by two.
By applying the effective vertex \((109)\) to an operator from the \(SU(2)\) sector, show that it reduces to the Hamiltonian of the Heisenberg spin chain in the limit \(N \to \infty\).

The splitting and joining of traces or spin chains constitute highly non-local interactions for which the traditional tools of integrability are not applicable. One naive thing that one can do is to consider a finite, closed set of multi-trace operators of a given length \(L\) and with a given number of excitations, \(M\), and diagonalise the dilatation operator including its non-planar terms by brute force in this subspace. Alternatively, one can at a slightly more advanced level start by diagonalising the planar part of the Hamiltonian, still in a finite, closed set of multi-trace operators, treat the \(\frac{1}{N}\) terms in the dilatation operator as a perturbation and do quantum-mechanical perturbation theory in \(\frac{1}{N}\). From these types of simple analyses, there are few things that one can learn \([27]\). First, one observes that the degeneracy between the planar parity pairs (the \(|\rangle\langle+|\), \(|-\rangle\langle-|\)) states) gets lifted when \(\frac{1}{N}\) corrections are taken into account. Thus, the smoking gun of integrability is no longer present. Furthermore, for states which are degenerate at the planar level, such as the planar parity pairs, the leading non-planar correction to the energy behaves as \(\frac{1}{N}\), whereas in the generic case the first non-planar correction behaves as \(\frac{1}{N^2}\). This is a simple consequence of quantum-mechanical perturbation theory. Finally, starting at the two-loop level, one finds that there are states which do not have a well-defined double expansion in \(g^2\) and \(\frac{1}{N}\).

Aiming at going beyond the planar level in a more systematic approach, a convenient basis of \(SU(2)\) operators might be the so-called restricted Schur polynomials, which constitute a basis of multi-trace operators that are orthogonal for finite \(N\). Studying the action of the one- and two-loop dilatation operator in this basis of operators, it is possible by imposing various limits on top of the large-\(N\) limit to find an integrable sub-system which, however, looks like a set of decoupled harmonic oscillators \([35]\).

Another direction of investigation, which can be viewed as the first step in going beyond the planar level, is the study of three-point functions as these can be seen as building blocks for non-planar correlation functions. Whereas in the study of the spectral problem of \(N = 4\) SYM theory one only needs the eigenvalues of the spin-chain Hamiltonian, in the study of the theory’s three-point functions the explicit form of the spin-chain eigenfunctions plays a crucial role. The study of three-point functions has recently been boosted by the development of the so-called hexagon-program, which is covered in the lectures by S. Komatsu.

4 \(N = 4\) SYM theory with a defect, one-point functions and integrability

Rather than computing three-point functions in \(N = 4\) SYM theory, we will focus on a related problem which also requires the knowledge of the explicit form of the Bethe wave functions. We will compute the one-point functions in a certain defect
version of $\mathcal{N} = 4$ SYM theory.

4.1 $\mathcal{N} = 4$ SYM theory with a defect

There exists a certain defect version of $\mathcal{N} = 4$ SYM theory for which half of the supersymmetries are preserved and for which a holographic dual exists. In this theory, a codimension-one defect is positioned at $x_3 = 0$ and divides space into two regions, $x_3 > 0$ and $x_3 < 0$. In the bulk, one still has $\mathcal{N} = 4$ SYM theory but with different gauge groups on the two sides of the defect. The gauge group for $x_3 < 0$ is $U(N - k)$, while the gauge group for $x_3 > 0$ is $U(N)$, see figure 3. The $U(N)$ symmetry for $x_3 > 0$, however, is broken by some of the scalar fields acquiring a non-trivial vacuum expectation value (vev) so that the gauge symmetry there is also effectively $U(N - k)$. Due to the non-vanishing vevs, one-point functions can be non-trivial on one side of the defect already at tree level. In addition to the usual action of $\mathcal{N} = 4$ SYM theory, the system has a three-dimensional action involving fields that are confined to the defect. These defect fields have self-interactions as well as interactions with the bulk fields of $\mathcal{N} = 4$ SYM theory \[36, 37\]. In the remainder of the lectures, we will only work at tree level and at one-loop order where the defect field theory does not come into play.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.jpg}
\caption{The defect theory.}
\end{figure}

4.1.1 Symmetries

Introducing the codimension-one defect at $x_3 = 0$ breaks several of the original symmetries of $\mathcal{N} = 4$ SYM theory discussed in section 2.1.2. To start with, let us analyse the minimal possible consequences of introducing the defect. The condition $x_3 = 0$ is preserved by the translations $P_\hat{\mu}$, $\hat{\mu} = 0, 1, 2$, but not by $P_3$. Similarly, the Lorentz transformations $M_{\hat{\mu}\hat{\nu}}$ preserve $x_3 = 0$, but $M_{\hat{\mu}3} = -M_{3\hat{\mu}}$ does not. The four-dimensional Poincaré symmetry is thus reduced to three-dimension Poincaré symmetry. A scale transformation $D$ preserves $x_3 = 0$ and so do the special conformal transformations $K_{\hat{\mu}}$ but not $K_3$. The four-dimensional conformal group $SO(4, 2) \simeq SU(2, 2)$ is thus reduced to the three-dimensional conformal group $SO(3, 2) \simeq Sp(4)$.

While this analysis is straightforward in vector indices, let us now redo it in spinor indices as a preparation for understanding the influence on supersymmetry. For convenience, we will assume here that the defect is at $x_2 = 0$ instead of $x_3 = 0$. 
Work out the similarity transformation that relates these cases.

Via the Pauli matrices $\sigma^\mu_{\alpha\dot{\alpha}}$, the Lorentz vector $P_\mu$ is translated to a $2 \times 2$ matrix. The condition that the component $P_2$ vanishes then translates to the matrix being symmetric. We thus have to determine the Lorentz transformations that yield symmetric matrices when applied to symmetric matrices. They are given by $L^\alpha_\beta = L^\alpha_\beta + \dot{L}^\dot{\alpha}_\dot{\beta}$. This explicitly shows how the four-dimensional Lorentz group $SO(1,3) \simeq SU(2)_L \times SU(2)_R$ is reduced to the three-dimensional Lorentz group $SO(1,2) \simeq SU(2)$.

Recalling that supercharges anticommute to translations \[^7\], some of the supersymmetry is necessarily broken as well. As the supercharges have spinor indices, we now benefit from the previous analysis in spinor indices. First, we observe that the preserved supercharges have to be spinors of $\hat{L}$. Second, they have to anticommute to a symmetric matrix in the spinor indices. This leads to half of the supercharges being preserved, namely $\hat{Q}^A_a = Q^A_a + \dot{Q}^A_a$. From this choice, we see that the anti-commutator of the $\hat{Q}$s is proportional to a symmetrised version of the momentum $P$, which does not contain $P_2$. In the same way, only half of the superconformal charges preserve $x_2 = 0$, as they anticommute to special conformal transformations. The preserved supercharges are manifestly real. Thus, the R-symmetry group $SU(4) \simeq SO(6)$ that acts on them is reduced to $SO(4) \simeq SO(3) \times SO(3)$. In total, the superconformal group $PSU(2,2|4)$ of $\mathcal{N} = 4$ SYM theory is thus reduced to $OSP(4|4)$.

So far, we have only considered the minimal effect of introducing a codimension-one defect into $\mathcal{N} = 4$ SYM theory. Depending on which fields occur on the defect and how they interact among themselves and with the fields of $\mathcal{N} = 4$ SYM theory, also more symmetry could be broken. However, there does indeed exist a defect action such that the (quantum) theory preserves $OSP(4|4)$, at least for $k = 0$ \[^{36}\].

4.1.2 Correlation functions

The correlation functions in a CFT with a boundary or a codimension-one defect are less restricted than for a usual CFT. This is due to the fact that a defect breaks part of the conformal symmetry, as just discussed. Already one-point functions of composite operators $O_i$ can be non-vanishing. The remaining conformal symmetry and the scaling dimension $\Delta_i$ of the operator fix the one-point functions up to a constant $a_i$ \[^{38}\]:

$$\langle O_i(x) \rangle = \frac{a_i}{x_3^{\Delta_i}}. \quad (112)$$

We see that one-point functions in a dCFT exhibit a complexity similar to three-point functions in a CFT. Two-point functions in a dCFT can be non-vanishing also for operators of unequal scaling dimensions and are fixed to be of the form

$$\langle O_i(x)O_j(y) \rangle = \frac{f(\xi)}{x_3^{\Delta_i}y_3^{\Delta_j}}, \quad (113)$$

\[^6\]Here, we identify dotted and undotted indices, so for example $\hat{L}^1_2 = L^1_2 + \dot{L}^1_2$. 
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where $f(\xi)$ is a function of the conformal ratio $\xi = \frac{|x - y|^2}{4x_3y_3}$.

Finally, all correlation functions in a dCFT should reduce to the corresponding correlation functions in the absence of the defect if the distance to the defect is large compared to the distance between the insertion points.

4.1.3 Vacuum expectation values

For our specific model, the vacuum expectation values that the scalar fields pick up are described by $SU(2)$ representations [39]. More precisely, for $x_3 > 0$

$$\phi_i^{cl} = -\frac{1}{x_3} \left( \begin{array}{cc} (t_i)_{k \times k} & 0_{k \times (N-k)} \\ 0_{(N-k) \times k} & 0_{(N-k) \times (N-k)} \end{array} \right), \quad i = 1, 2, 3, \quad (114)$$

$$\phi_i^{cl} = 0, \quad i = 4, 5, 6, \quad (115)$$

where the three $k \times k$ matrices $t_i, i = 1, 2, 3$ constitute a $k$-dimensional unitary, irreducible representation of $SU(2)$; in particular,

$$[t_i, t_j] = i\varepsilon_{ijk} t_k. \quad (116)$$

For $x_3 < 0$, all classical fields are vanishing.

4.1.4 Representation of the algebra of $SU(2)$

To be explicit, let us here spell out the $k$-dimensional irreducible representation. Introduce the standard $k \times k$ matrix units $E_{ij}$ that are zero everywhere except for a 1 at position $(i, j)$. These matrices satisfy the relation $E_{ij} E_{kl} = \delta_{kj} E_{il}$.

Next, we consider the following constants

$$c_i = \sqrt{i(k - i)}, \quad d_i = \frac{1}{2}(k - 2i + 1), \quad (117)$$

together with the following matrices

$$t_+ = \sum_{i=1}^{k-1} c_i E_{i+1}, \quad t_- = \sum_{i=1}^{k-1} c_i E_{i+1}, \quad (118)$$

The usual $k$-dimensional $SU(2)$ representation is then given by

$$t_1 = \frac{t_+ + t_-}{2}, \quad t_2 = \frac{t_+ - t_-}{2i}, \quad t_3 = \sum_{i=1}^{k} d_i E_{i}. \quad (119)$$

It is easy to check that these matrices satisfy the commutation relations [116]. For the important special case $k = 2$, the representation matrices are multiples of the Pauli matrices: $t_i|_{k=2} = \frac{1}{2} \sigma_i$.  
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The tree-level one-point function is obtained by inserting the classical solution into the operator. The operator is depicted by a dot and the insertion of the classical solution by a line with a cross at the end.

4.2 Tree-level one-point functions in the $SU(2)$ sector

At tree level, the one-point function is obtained by inserting the classical solution (114) in an operator, see figure 4. Clearly, only operators consisting solely of scalar operators can have a non-zero one-point function. In what follows, we will work in the planar limit so that we can apply the integrability techniques that were previously discussed. This means that we restrict to single-trace operators of the form

$$\mathcal{O} = \Psi_{i_1 \ldots i_L} \text{tr}(\phi_{i_1} \ldots \phi_{i_L}).$$

(120)

Inserting (114) into such an operator $\mathcal{O}$ then gives us at tree level

$$\langle \mathcal{O} \rangle_{\text{cl}} = (-1)^L \Psi_{i_1 \ldots i_L} \text{tr}(t_{i_1} \ldots t_{i_L}) \frac{x_L}{x_3}.$$ 

(121)

For any given operator, the above expression can straightforwardly be evaluated. However, this is hardly a constructive approach. For instance, to compute the one-point function of a scalar operator corresponding to a Bethe state, we would have to write out its explicit wave function. Instead, we will now derive by integrability techniques a closed formula for $\langle \mathcal{O} \rangle_{\text{cl}}$ which is expressed entirely in terms of the length, the number of excitations and the specific Bethe roots characterising the operator.

4.2.1 The matrix product state

From now on, let us restrict to the $SU(2)$ sector. The first step to a more systematic approach is the realisation that (121) can be written as an inner product between the Bethe state $|u\rangle$ corresponding to our operator via (89) and a so-called matrix product state (MPS):

$$|\text{MPS}\rangle_L = \text{tr} \prod_{n=1}^L \left[ t_1 \otimes |\uparrow\rangle_n + t_2 \otimes |\downarrow\rangle_n \right].$$

(122)

The subscript $n$ stands for the usual embedding in the $L$-fold tensor product, while the trace is as usual in colour space. The MPS depends on the length $L$ of the spin chain that we are considering, but in order to avoid cumbersome notation, we will from now on omit the subscript $L$. 
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Compute the MPS for $L = 2, 4$.

Using the explicit relation between the Bethe states and the field-theory operators (89), the problem of computing a one-point function then reduces to computing the following quantity

$$\langle O \rangle^{cl} = (-1)^L \left( \frac{1}{2g} \right)^L \frac{Z}{\sqrt{L}} \frac{C_k}{x_3^L}, \quad C_k = \frac{\langle \text{MPS}|u \rangle}{\sqrt{\langle u|u \rangle}},$$

where the various proportionality factors ensure that the operator is properly normalised.

There is the important subtlety that $C_k$ is only defined up to a phase. In our identification of the field-theory operator and Bethe state, we can always insert an additional phase factor. This obviously leaves the two-point function invariant, but it will affect the overlap with the MPS. In order to fix this ambiguity, we will always choose the overall phase such that $C_k$ is real and positive.

### 4.2.2 Generalities

It is easy to show that $C_k$ is only non-vanishing if both $L$ and $M$ are even, where $M$ is the number of excitations or equivalently the number of Bethe roots. Namely, the Lie algebra of $SU(2)$ admits an isomorphism where two of the $t$’s are mapped to $-t$. This isomorphism is realised by a similarity transformation which leaves the MPS invariant due to cyclicity of the trace. For example, consider the case when $(t_1, t_2, t_3) \rightarrow (-t_1, -t_2, t_3)$. This immediately implies that

$$\langle \text{MPS}|u \rangle = (-1)^L \langle \text{MPS}|u \rangle,$$

which means that $L$ has to be even. Similarly, it follows that $M$ has to be even. For details, we refer to [40].

Apart from these restrictions on the quantum numbers, for a non-zero overlap with the MPS we also need some restrictions on the Bethe roots. It is easy to see that the MPS is parity even, so only parity even Bethe states can have a non-trivial overlap with the MPS. Finally, it can be shown that $Q_3$ annihilates the MPS [40]. From [45], we then see that the only possible states that have a non-vanishing one-point functions are states that satisfy $|u\rangle = |-u\rangle$.

### 4.2.3 Vacuum

The first state to consider is the ferromagnetic vacuum (79), which corresponds to the operator $\text{tr}X^L$. Its one-point function is given by

$$C_k = \frac{\langle \text{MPS}|0 \rangle}{\sqrt{\langle 0|0 \rangle}} = \text{tr}(t_1^L) = \sum_{i=1}^k d_i^L = -2 \frac{B_{L+1}(1-k)}{L+1},$$

where $d_i$ are the coefficients defining the $SU(2)$ representation [117] and $B_{L+1}$ is the Bernoulli polynomial with index $L + 1$. We see that the one-point function is a polynomial in $k$ of degree $L + 1$. 
4.2.4 One-point functions for $k = 2$

The simplest case that we can consider for $M > 0$ is the case $k = 2$. This actually turns out to be a fundamental building block for the general $k$ case. For $k = 2$, the $t$-matrices are simple multiples of the Pauli matrices: $t_i = \frac{1}{2} \sigma_i$. They satisfy the following relations:

\[ t_i^2 = \frac{1}{4}, \quad t_i t_j = -t_j t_i \quad \text{for} \quad i \neq j. \]  

This means that the inner product of the MPS with a Bethe state \((84)\) dramatically simplifies. In particular, any trace factor can be easily evaluated:

\[
\text{tr}(t_{n1}^{-1} t_1 t_{2} t_{n2}^{-1} t_2 \ldots) = (-1)^{n_1+n_2+\ldots} \text{tr}(t_1^{L-M} t_2^M) = 2^{1-L} (-1)^{n_1+n_2+\ldots}.
\]

Thus, the inner product of a Bethe state with the MPS takes the following form:

\[
\langle \text{MPS} | u \rangle = 2^{1-L} \sum_{\sigma \in S_M} \sum_{n_i} \epsilon^{\sum_m (p_m n_m + \frac{1}{2} \sum_{j<m} \theta_{\sigma_m \sigma_j} n_m)} (-1)^{n_1+\ldots+n_M}.
\]

For two particles, compute the overlap $\langle \text{MPS} | u, -u \rangle$ and show that upon using the Bethe equations \((81)\) it becomes

\[
\langle \text{MPS} | u, -u \rangle = \frac{L}{2^{L-1}} \sqrt{\frac{u^2 + \frac{1}{4}}{u^2}}.
\]

Also show that $\langle u, -u | u, -u \rangle = L(L - 1)$ such that $C_2 = \frac{1}{2^{L-1}} \sqrt{\frac{u^2 + \frac{1}{4}}{u^2}} \sqrt{\frac{L}{L-1}}$.

To describe the overlap for a general number of excitations $M$, we introduce the following function

\[
K_{ij} := \frac{1}{2} \left[ \frac{1 + 4u_i^2}{1 + (u_i + u_j)^2} + \frac{1 + 4u_i^2}{1 + (u_i - u_j)^2} \right],
\]

and the following $\frac{M}{2} \times \frac{M}{2}$ matrix

\[
F_{ij} := \left( L - \sum_{n=1}^{M/2} K_{in} \right) \delta_{ij} + K_{ij}.
\]

The overlap is then given by

\[
\langle \text{MPS} | u \rangle_{k=2} = 2^{1-L} (\det F)^{M/2} \prod_{i=1}^{M/2} \frac{u_i^2 + \frac{1}{4}}{u_i^2}.
\]

In order to finally obtain the one-point function $C_2$, we need to divide by the norm of the Bethe state \((88)\). For states with paired rapidities $|u\rangle = |-u\rangle$, the norm formula

\[
31
\]
factorises. Let us order the roots as \{u_1, \ldots, u_M, -u_1, \ldots, -u_M\} and introduce the following $M_2 \times M_2$ dimensional matrices $G_\pm$:

$$G_\pm = \partial_{u_m} \Phi_n \pm \partial_{u_{m+M}} \Phi_n ,$$

then $\det G = \det G_+ \det G_-$. In terms of these matrices, the one-point function for $k = 2$ can finally be written as

$$C_2 = 2^{1-L} \sqrt{\frac{Q(\frac{1}{2})}{Q(0)}} \sqrt{\frac{\det G_+}{\det G_-}} ,$$

where $Q(u) = \prod_{i=1}^{M}(u-u_i)$ is the Baxter polynomial. This means in particular that $\langle \text{MPS}|u\rangle_{k=2} \sim \det G_+$. It is an interesting open question whether there is a state $|A\rangle$ such that $\langle A|u\rangle_{k=2} \sim \det G_-$. A formula of the same type as (132) has been obtained for the eigenstates of the $SU(3)$ spin chain [41], and this result has recently found application in the study of quantum quenches [42]. Furthermore, the expression (134) can be generalised to tree-level one-point functions of the $SU(3)$ sector of $N = 4$ SYM theory [41]. We note, however, that the $SU(3)$ sector is a closed sector only to one-loop order.

4.2.5 Néel state

There is actually an interesting relation of one-point functions $C_2$ to the condensed-matter literature. It turns out that the MPS is cohomologically equivalent to the so-called Néel state:

$$|\text{Néel}\rangle = |\uparrow\downarrow\uparrow\downarrow\ldots\rangle + |\downarrow\uparrow\downarrow\uparrow\ldots\rangle .$$

The Néel state is a state at half-filling, i.e. it has $M = L/2$. It can be shown [40] that

$$2^L \left(\frac{i}{2}\right)^M |\text{MPS}\rangle \bigg|_{M=L/2} = |\text{Néel}\rangle + S^- |\ldots\rangle .$$

One of the remarkable properties of the Bethe ansatz is that the Bethe states are highest-weight states. This means that $S^+|u\rangle = 0$ and thus for any Bethe state with $M = L/2$ the overlap of the MPS is the same as the overlap of the Bethe state with the Néel state, i.e. $2^{L-M}i^M(u|\text{MPS}) = \langle u|\text{Néel}\rangle$. This is a problem that has been studied in the condensed-matter literature [43].

This interesting relationship can be extended to general excitation numbers. Let $M = L/2 - 2m$, then

$$2^L \left(\frac{i}{2}\right)^M (2m)!|\text{MPS}\rangle \bigg|_{M=L/2-2m} = (S^+)^{2m}|\text{Néel}\rangle + S^- |\ldots\rangle .$$

The state $(S^+)^{2m}|\text{Néel}\rangle$ is called the $(2m)$-raised Néel state [44]. This means that the sought-after one-point functions can be rewritten in terms of a condensed-matter problem and the results from the condensed-matter literature then provide proofs of the formulas that we just presented above. [45]

Footnote 7: See also [45] for an alternative proof.
4.2.6 General $k$

The one-point function for general $k$ can be derived from the case $k = 2$ in a recursive way. This is due to the fact that there is a recursive relation between matrix product states with different values of $k$:

$$|\text{MPS}\rangle_{k+2} = T_1(\frac{k+1}{k-1})^L |\text{MPS}\rangle_{k-2}, \quad (138)$$

where $k \geq 2$ and $|\text{MPS}\rangle_0 = |\text{MPS}\rangle_1 = 0$.

Here, $T_1(v)$ is the transfer matrix of the XXX$_{1/2}$ Heisenberg spin chain, see J.L. Jacobsen’s lecture:

$$T_1(v) := \text{tr}_a(R_{aL} \ldots R_{a1}), \quad (139)$$

with the R-matrix

$$R(v) = 1 + \frac{\mathbb{P}}{v - \frac{1}{2}}, \quad (140)$$

which is expressed in terms of the permutation operator $\mathbb{P}$. As usual, the label $a$ refers to an auxiliary 2-dimensional space, $\mathbb{C}^2$, which is traced over in the definition of $T_1(v)$.

The idea behind the proof of formula (138) is to consider the local action of the R-operator. The matrix product state is formed out of the local building blocks

$$\left( t_1^{(k)} \otimes |\uparrow\rangle + t_2^{(k)} \otimes |\downarrow\rangle \right) \in \mathbb{C}^2 \otimes \text{GL}(\mathbb{C}^k). \quad (141)$$

Now, we add an additional auxiliary $\mathbb{C}^2$ space and consider the action of $R$ on the physical space which gives

$$R_{ia}(\frac{\mathbb{P}}{2}) \left[ |\uparrow\rangle \otimes t_1^{(k)} + |\downarrow\rangle \otimes t_2^{(k)} \right] =: \left( |\uparrow\rangle \otimes \tau_1^{(k)} + |\downarrow\rangle \otimes \tau_2^{(k)} \right) \in \mathbb{C}^2 \otimes \text{GL}(\mathbb{C}^{2k}),$$

where the matrices $\tau_{1,2}^{(k)}$ are given by

$$\tau_1^{(k)} = \begin{pmatrix} \frac{k+1}{k-1} t_1^{(k)} & 0 \\ \frac{1}{k-1} t_1^{(k)} & t_1^{(k)} \end{pmatrix}, \quad \tau_2^{(k)} = \begin{pmatrix} t_2^{(k)} & \frac{2}{k+1} t_1^{(k)} \\ \frac{k-1}{k+1} t_2^{(k)} & 0 \end{pmatrix}. \quad (142)$$

The important observation is now that there exists a similarity transformation $A$ such that

$$A \tau_i^{(k)} A^{-1} = \begin{pmatrix} t_i^{(k+2)} & 0 \\ \frac{k+1}{k-1} t_i^{(k-2)} & *_i \end{pmatrix}, \quad (143)$$

where $*_i$ stands for some irrelevant non-trivial entries. This relation immediately proves the recursion relation (138).

\footnote{This R-matrix is related to the one in J.L. Jacobsen’s notes by a rescaling and by taking the appropriate $\cos \gamma \rightarrow 1$ limit.}
Check that the transformation $U = \begin{pmatrix} 1 & 0 & \sqrt{3} & 0 \\ 0 & \sqrt{3} & 0 & 1 \\ i & 0 & -i\sqrt{3} & 0 \\ 0 & i\sqrt{3} & 0 & -i \end{pmatrix}$ identifies $\tau_{1,2}^{(4)} \sim t_{1,2}^{(4)}$.

As discussed in J.L. Jacobsen’s lecture notes, the Bethe states $|u\rangle$ are eigenvectors of the transfer matrix with eigenvalues

$$\Lambda(v|u) = \left(\frac{v + \frac{i}{2}}{v - \frac{i}{2}}\right)^L \prod_{i=1}^M \frac{v - u_i - i}{v - u_i} + \prod_{i=1}^M \frac{v - u_i + i}{v - u_i}.$$  \hfill (144)

The recursion relation (138) then fixes all overlap functions $C_k$ for even $k$ in terms of $C_2$ and $C_0 \equiv 0$ by the following recursion relation:

$$C_{k+2} = \Lambda\left(\frac{ik}{2}\{u_i\}\right) C_k - \left(\frac{k+1}{k-1}\right)^L C_{k-2}.$$  \hfill (145)

This then implies the following explicit form for the one-point function for $k > 2$:

$$C_k = i^L T_{k-1}(0) \sqrt{\frac{Q(\frac{i}{2})Q(0)}{Q^2(\frac{i}{2})}} \sqrt{\frac{\det G_+}{\det G_-}},$$  \hfill (146)

where

$$T_n(u) = \sum_{a=-\frac{n}{2}}^{\frac{n}{2}} (u + ia)^L \frac{Q(u + \frac{n+1}{2}i)Q(u - \frac{n+1}{2}i)}{Q(u + (a - \frac{1}{2})i)Q(u + (a + \frac{1}{2})i)}.$$  \hfill (147)

The function $T_n(u)$ can be identified as the transfer matrix of the Heisenberg spin chain where the auxiliary space is the $(n + 1)$-dimensional representation.

Since the recursion relation (138) goes in steps of two, the $k = 2$ result extends to all even $k$. Of course, equation (146) is well-defined for any $k$ and from numerical examples it is easily seen that it also works for odd $k$. Of course, by using (138), we see that for a proof of (146) for odd $k$ we only need a proof for $k = 3$. This is still an open question. However, there seems to be a remarkable relation between $C_2$ and $C_3$. From (146), we find

$$C_3 = 2^L \frac{Q(0)}{Q(\frac{i}{2})} C_2.$$  \hfill (148)

This suggest that $C_3$ and $C_2$ are related by Q-operators rather than a transfer matrix, which has been checked for states with length up to 8.

4.3 One-loop one-point functions in the $SU(2)$ sector

In order to calculate quantum corrections in the defect CFT, the action (1) has to be expanded around the classical solution (114):

$$\phi_i = \phi_i^c + \delta \phi_i.$$  \hfill (149)
As the vacuum expectation values differ among the different flavours and are given by non-diagonal matrices in colour space, this leads to a mass matrix that mixes the different flavour and colour components of the fields. This mixing problem was solved in \cite{48,11}. Moreover, the vacuum expectation values are proportional to the inverse distance to the defect, $1/x_3$, such that the mass eigenvalues depend on $1/x_3$ as well. Via a Weyl transformation, this $x_3$-dependence can be absorbed to obtain standard propagators in an effective (auxiliary) $AdS_4$ space \cite{49,48,11}.

At one-loop order, two different diagrams have to be considered for the one-loop correction to a one-point function of a single-trace operator built from scalars, see figure 5. The first of these diagrams, called the lollipop diagram, arises when expanding the composite operator to linear order in the quantum fields. It is given by

$$\langle O \rangle_{1\text{-loop},\text{lol}}(x) = \Psi^{i_1i_2\ldots i_L} \sum_{j=1}^{L} \text{tr}(\phi_{i_1}^{cl} \ldots \phi_{i_j}^{cl} \ldots \phi_{i_L}^{cl})(x) \int d^4y \sum_{\Phi_1,\Phi_2,\Phi_3} V_3(\Phi_1, \Phi_2, \Phi_3)(y) .$$

The sum in this expression is over all cubic vertices of the defect CFT, i.e. the original cubic vertices of $\mathcal{N} = 4$ SYM theory and the additional cubic vertices that arise from inserting one scalar vacuum expectation value into the quartic vertices of $\mathcal{N} = 4$ SYM theory. As can be seen from figure 5a, the lollipop diagram is one-particle reducible and stems from the one-loop correction to the classical solution (114):

$$\langle O \rangle_{1\text{-loop},\text{lol}}(x) = \Psi^{i_1i_2\ldots i_L} \sum_{j=1}^{L} \text{tr}(\phi_{i_1}^{cl} \ldots \langle \phi_{i_j} \rangle_{1\text{-loop}} \ldots \phi_{i_L}^{cl})(x) .$$

In \cite{48,11}, this correction was calculated and shown to vanish provided that the employed renormalisation scheme preserves supersymmetry:

$$\langle \phi_i \rangle_{1\text{-loop}}(x) = 0 .$$

**Figure 5:** Two diagrams have to be considered for the one-loop correction to a one-point function: the lollipop diagram (a) and the tadpole diagram (b).
This leaves us with the contribution of the diagram in figure 5d, called tadpole diagram. The tadpole diagram arises from expanding the composite operator to quadratic order in the quantum fields and contracting these two quantum fields with a propagator:

$$\langle O \rangle_{1\text{-loop),tad}}(x) = \sum_{j_1, j_2} \Psi^{i_1 \ldots i_{j_1} \ldots i_{j_2} \ldots i_L} \text{tr}(\phi_{i_1}^{cl} \ldots \phi_{i_{j_1}}^{cl} \ldots \phi_{i_{j_2}}^{cl} \ldots \phi_{i_L}^{cl})(x).$$

(154)

In addition to the above Feynman diagrams, the one-loop one-point function receives a contribution from the one-loop correction to the Bethe eigenstate, i.e. the two-loop eigenstate. As the $SO(6)$ sector is not closed under renormalisation beyond one-loop order, we thus have to restrict ourselves to the $SU(2)$ sector, which is closed at all loop orders. We decompose the complex scalars in the $SU(2)$ sector as

$$X = [X]_{n,n'}E_{n,n'} + [X]_{a,n}E_{a,n} + [X]_{a,n}E_{n,n} + [X]_{a,n}E_{a,n'},$$

(155)

and similarly for $Y$. The indices $n, n'$ take values $1, \ldots, k$ and the indices $a, a'$ run from $k + 1$ to $N$. In other words, $[X]_{n,n'}$ simply corresponds to the $k \times k$ block of the $N \times N$ $U(N)$ matrix.

The number of components in the $k \times k$ block does not scale with $N$ and the components in the $(N - k) \times (N - k)$ block drop out when multiplied from the left or the right with a classical field, which is non-vanishing only in the $k \times k$ block. Hence, the only contribution in the large-$N$ limit stems from the components in the $k \times (N - k)$ and $(N - k) \times k$ blocks. As these drop out unless they are neighbouring, we are back at the statement that only interactions among neighbouring fields contribute in the planar limit. Using dimensional regularisation in the $3 - 2\varepsilon$ directions parallel to the defect, the required propagators read [11]

$$\langle [X]_{n,a}(x)[X]_{a',n'}(x) \rangle = \langle [Y]_{n,a}(x)[Y]_{a',n'}(x) \rangle = \delta_{a,a'}\delta_{n,n'} \frac{g^2}{N} \frac{1}{(x_3)^2}$$

(156)

and

$$\langle [X]_{n,a}(x)[X]_{a',n'}(x) \rangle = -\langle [Y]_{n,a}(x)[X]_{a',n'}(x) \rangle$$

$$= \delta_{a,a'}[X^{cl}, Y^{cl}]_{n,n'}(x) \frac{2g^2}{N} \left( -\frac{1}{2\varepsilon} - \frac{1}{2} \log(4\pi) + \frac{1}{2} \gamma_E - \log(x_3) + \Psi(k+1) \right).$$

(157)

In these expressions, $\Psi$ denotes Euler’s digamma function. Inserting these propagators into (154) yields

$$\langle O \rangle_{1\text{-loop),tad}}(x) = \frac{g^2}{(x_3)^2} \sum_j \delta_{s_j=s_{j+1}} \Psi^{s_1 \ldots s_j s_{j+1} \ldots s_L} \text{tr}(\phi_{s_1}^{cl} \ldots \phi_{s_{j-1}}^{cl} \phi_{s_{j+1}}^{cl} \ldots \phi_{s_L}^{cl})(x)$$

$$+ 2g^2 \left( -\frac{1}{2\varepsilon} - \frac{1}{2} \log(4\pi) + \frac{1}{2} \gamma_E - \log(x_3) + \Psi(k+1) \right)$$

$$\times \sum_j \Psi^{s_1 \ldots s_j s_{j+1} \ldots s_L} \text{tr}(\phi_{s_1}^{cl} \ldots \phi_{s_{j-1}}^{cl} \phi_{s_{j+1}}^{cl} \phi_{s_{j+2}}^{cl} \ldots \phi_{s_L}^{cl})(x).$$

(158)
We observe that the first term, stemming from (156), is finite. The second term, stemming from (157), however, is (ultraviolet) divergent. The divergence has to be cancelled by the renormalisation constant $Z_O$, providing us with a second way to derive the one-loop dilatation operator (74)!  

Using the renormalisation constant (90) in the renormalisation scheme that leaves the one-loop two-point function normalised, we find

$$\langle ZO \rangle_{\text{1-loop,tad}}(x) = g^2 \left( \frac{1}{(x_3)^2} \sum_j \delta_{s_j = s_{j+1}} \Psi^{s_1 \ldots s_j \ldots s_j+1 \ldots s_L} \text{tr}(\phi^{cl}_{s_1} \ldots \phi^{cl}_{s_{j-1}} \phi^{cl}_{s_{j+2}} \ldots \phi^{cl}_{s_L})(x) \right) + g^2 \left( \frac{1}{2} - \log 2 + \gamma_E - \log(x_3) + \Psi(\frac{k+1}{2}) \right) \Delta^{(1)}(O)_{\text{tree}}(x)$$

(159)

for a one-loop eigenstate with one-loop anomalous dimension $\Delta^{(1)}$. The term proportional to $\log(x_3)$ accounts for the correction to the scaling dimension expected from (112), whereas the other terms contribute to the correction to the coefficient $a$ respectively $C$. While the second term in (159) is simply proportional to the tree-level one-point function, i.e. the overlap between the Bethe eigenstate and the MPS, the first term in (159) can be written as the overlap of the Bethe eigenstate with an amputated matrix product state (AMPS).

On the integrability side, the one-loop one-point function thus requires to calculate the overlap of the Bethe eigenstate with the AMPS and the overlap of the loop-corrected Bethe state [33] with the MPS. This calculation was done in [50] and shown to agree with the following conjecture for an all-loop asymptotic one-point function formula proposed there as well:

$$C_k = i^L \tilde{T}_{k-1}(0) \sqrt{\frac{Q(\frac{1}{2})Q(0)}{Q^2(\frac{k}{2})}} \sqrt{\frac{\det \tilde{G}_-}{\det \tilde{G}_+}} \tilde{F}_k,$$

(160)

where the Bethe roots are assumed to satisfy the all-loop asymptotic Bethe equations (104), which are also used to define $\tilde{G}_\pm$ in analogy to (133), and

$$\tilde{T}_n(u) = g^L \sum_{a=-\frac{n}{2}}^{\frac{n}{2}} x(u + ia)^L \frac{Q(u + \frac{n+1}{2}i)Q(u - \frac{n+1}{2}i)}{Q(u + (a - \frac{1}{2})i)Q(u + (a + \frac{1}{2})i)},$$

(161)

is the quantum transfer matrix. Moreover, the introduction of a flux factor $\tilde{F}_k$ was needed in (160), and it was found to be of the form

$$\tilde{F}_k = 1 + g^2 \left[ \Psi(\frac{k+1}{2}) + \gamma_E - \log 2 \right] \Delta^{(1)} + O(g^4).$$

(162)

The generalisation of $\tilde{F}_k$ to higher loops constitutes an open problem.

---

9The ultraviolet divergence occurring at an operator depends only on the operator but not on the quantity it occurs in. This way, the renormalisation constant and thus the dilatation operator can be determined from one-point functions, two-point functions, three- and higher-point functions, from form factors etc., or simply from calculating its vertex renormalisation as one would for computing a beta function.
5 Outlook

Integrability continues to reveal itself in connection with yet more observables of $\mathcal{N} = 4$ SYM theory. At the time of the major review [7], the integrability of the spectral problem was well understood and traces of integrability had been spotted in the form of a Yangian symmetry for tree-level and one-loop scattering amplitudes [51, 52]. Since then, the integrability properties of scattering amplitudes have been further elaborated via the introduction of a spectral parameter [53, 54, 55, 56]. Furthermore, integrability techniques have been applied to the study of polygonal Wilson loops [57, 58], dual to planar scattering amplitudes, as well as to smooth Maldacena-Wilson loops [59]. Form factors of $\mathcal{N} = 4$ SYM theory have been studied within the integrability language as well, both at weak coupling [60] and at strong coupling [61, 62]. In addition, it has been demonstrated that the Hagedorn temperature of $\mathcal{N} = 4$ SYM [63] can be obtained within the integrability framework. Finally, the tools of integrability inherited from the planar spectral problem have been exploited in the calculation of higher-point correlation functions, more precisely of three-point functions [25, 64, 33] and of four-point functions [65, 66, 67]. These efforts have recently been boosted by the development of the so-called hexagon techniques [68, 69, 70] covered in the lectures by S. Komatsu.

In these lectures, we have chosen to focus on the calculation of one-point functions in a certain defect version of $\mathcal{N} = 4$ SYM theory, which constitutes yet another novel arena for the application of integrability methods. Combining the tools of integrability with field-theoretical computations, we have arrived at a closed expression for the tree-level and one-loop one-point functions of the defect version of $\mathcal{N} = 4$ SYM theory dual to the D5-D3 probe-brane system with flux.

It would be interesting to carry out an integrability analysis of the one-point functions of the probe-brane system as well. For instance, one could imagine that an analysis of the classical equations of motion of open strings attached at one end to the boundary of AdS and at the other end to the probe brane would reveal some known or unknown system of integrable differential equations. So far, only a single classical solution of this type has been found, namely a solution corresponding to a point-like string [71, 46]. It should be possible to find solutions corresponding to various types of spinning strings as well (for a review see e.g. [72]), solutions which would correspond to non-protected operators in the field-theory language.

Obviously, a pressing question on the field-theory side is whether the closed one-point function formulas obtained at the two leading orders in perturbation theory can be extended to higher loop orders as in the case of the spectral problem. In [50], we took the first step in generalising the results to higher loop orders by proposing an asymptotic all-loop formula [160], where in analogy with the situation for the spectral problem the Zhukovski transformation [105] plays a key role. This formula agrees with a string-theory prediction [71] in a double-scaling parameter up to wrapping order but much more work is needed to confirm or possibly adjust the formula.

Another obvious question is whether integrability extends to other observables in the defect set-up. So far only a few examples of other observables have been studied, namely some Maldacena-Wilson loops [49, 73, 74] and two-point functions involving
either only BPS operators [75] or one operator of length two [76]. As mentioned earlier, the one- and two-point functions of the defect theory might have the virtue of providing input to the boundary conformal bootstrap programme [77, 78, 79].

There exists another defect version of $\mathcal{N} = 4$ SYM theory which like the present one is dual to a probe-brane system with flux, more precisely a non-supersymmetric D7-D3 probe-brane set-up [80]. For this set-up, only tree-level one-point functions have been considered and so far signs of integrability have not been observed [81]. It would be interesting to understand the apparent difference in the integrability properties of the two defect versions of $\mathcal{N} = 4$ SYM theory at a more fundamental level.

$\mathcal{N} = 4$ SYM theory has a three-dimensional somewhat close cousin, namely ABJM theory, which is an $\mathcal{N} = 6$ supersymmetric Chern Simons matter theory. For this theory, the planar spectral problem is likewise integrable and the theory has a holographic dual in the form of type IIA string theory on $AdS_4 \times CP^3$, see e.g. [82] for a review. In analogy with the $AdS_5/CFT_4$ situation, the dual string in the ABJM case allows for certain probe-brane systems with fluxes [83, 84, 85]. It would be interesting to study to which extent defect conformal field theories result from these brane constructions and if so carry through an analysis of their one-point functions and possibly reveal novel integrability structures.
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