Random Forest for Human Daily Activity Recognition
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Abstract. Machine learning classifiers are often used to evaluate the predicting accuracy of human activity recognition. This study aimed to evaluate the performance of random forest (RF) compared to other classifiers with considering the time taken to build the models. Human activity daily living data, namely walking, walking upstairs, walking downstairs, sitting, standing, and lying down were collected from smartphone-based accelerometer with sampling frequency of 50Hz. The dataset was evaluated using artificial neural network (ANN), k-nearest neighbors (KNN), linear discriminant analysis (LDA), naïve Bayes (NB), support vector machine (SVM), and random forest (RF). The results of the study showed that RF indeed predicted the activities with the highest accuracy. However, the time taken to build the models using RF was the second-longest after ANN.

1. Introduction

Human activity recognition is a popular topic because of its significance for various applications such as healthcare [1-3], sports science [4], surveillance [5], etc. In the healthcare industry, human activity recognition can be used to develop the correct diagnosis for patients. Whereas in sports science, it can be used to optimize athletes’ training and minimize the potential of injuries. The detection of human movements such as walking and running can also help surveillance and other purposes.

Human activity recognition can be done using the help of a triaxial accelerometer. There are various commercially available triaxial accelerometers. However, it might not comfortable for long-term usage and the motion sensors are sometimes costly. Smartphones with built-in triaxial accelerometer are the more practical and cheaper way to monitor human daily activity recognition [6]. Then the time human signal data collected needs to be analyzed and classified into several activities based on each pattern of the data. It is a challenging problem because there is no clear way to relate the signal data to a specific activity. The common approach is by extracting the features of the time series data and training machine learning models to classify each activity.

Although the machine learning method is considered robust and comprehensive [7], there is no certain classifier to be guaranteed as the best one with high accuracy in recognizing human activity. Past studies evaluated the performance of several classifiers in categorizing the activities accurately, and the results vary between studies. For instance, the K-Nearest Neighbors (KNN) showed a satisfactory result in the study by Bedogni et al [8]. However, in a comparative study, the KNN did not show a good result in classifying the activities [7]. Random forest (RF) was said to outperformed other classifiers, including the KNN, in predicting human activities correctly [7, 9]. Random forest is a decision tree’s classifier with the ability to improve the classification results by combining the bootstrap aggregating method and randomization in the selection of segmenting data nodes [9]. The
disadvantage of decision tree classifier is the time taken in model updating. Thus, the time spent for the analyses might not that worthy regardless of the high accuracy.

The performance evaluation in the past studies was mostly based on the accuracy of predicting the activities without considering the time taken in building the classifier models to classify the activities. Some classifiers might need a lot longer processing time than the other classifiers with slightly lower accuracies. This trade-off should be taken into consideration, especially if the gait signal data are collected in a long timeframe and the data need to be analyzed are very large. With that being said, this study aimed to evaluate the performance of random forest compared to other machine learning classifiers by considering the time taken to build the models.

This paper is organized as follows. Section 2 describes the methodology in obtaining the dataset and a brief description of the theoretical background behind features extraction and machine learning classifiers. Section 3 presents results and discussion. Finally, the conclusion is presented in section 4.

2. Methodology

The dataset used to evaluate the performance of random forest compared to other classifiers was taken from the study by Anguita et al. [6]. The data was collected using the triaxial accelerometer built-in Samsung smartphone. The dataset was collected from thirty subjects aged between nineteen and forty-eight and the smartphone was attached to the waist with the sampling frequency rate was set to 50 Hz. The subjects were asked to do walking, walking upstairs, walking downstairs, sitting, standing, and lying down. The dataset was pre-processed with a fifty percent overlapping window of 2.56s using a median filter and a third-order low pass Butterworth filter with a corner frequency of 20 Hz to remove noise.

2.1. Feature extraction

Two different modes of features can be extracted from human physiological data, namely time- and frequency-domain features. Time-domain refers to the variation of the amplitude of the signal with time. This mode does not require signal pre-processing. Whereas the frequency-domain is more robust, and it needs signal pre-processing such as the Fast Fourier Transform (FFT) [10]. In this study, the features are mean, standard deviation, mean absolute deviation, maximum, minimum, signal magnitude area, energy, interquartile range, and spectral entropy in both the time- and frequency-domain modes.

The mean acceleration data shows the overall effects of the activity. It is best to capture the subtle shifts in static accelerations from time period equal to or greater than the interval parameter [11]. The standard deviation describes the spread of the measurement values from the mean value. The low standard deviation shows the values are mostly close to the average, whereas the high standard deviation shows the values are spread out. This feature is often used to see the stability of the acceleration signal [12]. The mean absolute deviation is the mean of the absolute deviations from the mean acceleration to summarize the dispersion of the acceleration data. The maximum and minimum are the value of the peak of the acceleration data, it can be used to evaluate the variation of the acceleration as a function of time [11]. The signal magnitude area is a measure of the magnitude of a varying quantity. It is used to distinguish the moving activity from static activity [13].

Energy is calculated as the sum of squared discrete FFT to capture the data periodicity to discriminate the static activity from the dynamic activity such as walking [14].

\[
F(k) = \frac{1}{N} \sum_{j=0}^{N-1} b(j) e^{i 2 \pi k j / N}
\]

where, \( k = (0, 1, \ldots, N-1) \)

The interquartile range is a variability measure by dividing the dataset into quartiles, it is the first quartile subtracted from the third quartile. The last feature in this study is the spectral entropy to quantify the level of order in time series data. This feature is able to quantify the gait dynamics due to its sensitivity in quantifying the level of order in time-series data by distinguishing respective activities...
with similar energy values [3, 14]. The Shannon entropy is used as the feature, it utilizes the probability of the signal in discrete states to evaluate the repetitions in a signal data [14].

\[ H = -\sum_{i=0}^{N-1} p_i \log_2 p_i \]  

(2)

where, \( p \) is the probability of the event.

2.2. Classifiers

In this study, we compared the random forest (RF) to other classifiers: artificial neural network (ANN), k-Nearest neighbors (KNN), Fisher’s linear discriminant analysis (LDA), naïve Bayes (NB), and support vector machine (SVM). We used the Weka environment [15] by the University of Waikato to do the machine learning analyses.

The multilayer perceptron (MLP), a class of ANN, was used in this study. An MLP consists of at least three layers of nodes: an input layer, a hidden layer, and an output layer. The hidden and output layers utilize a nonlinear activation function. The MLP uses backpropagation for training, it is a powerful supervised learning technique that can distinguish data that are not linearly separable [16].

The KNN is a fast and simple supervised classifier since it does not require a learning process [17]. The data classification is done by determining the similarity between the training set and new observation that is assigned to the most similar class based on the most votes [18]. The similarity is decided by the Euclidean distance. Despite its simplicity, the KNN has been proven to be an effective classifier for human activity recognition [8].

The LDA is a supervised linear dimensionality reduction method that uses linear combinations to extract lower dimensional features [18]. It is used to ensure the projections of samples from different classes to a line are well-separated. The LDA is able to separate the classes with an obvious distance between mean values and small variances [18].

The NB is a simple supervised method with the assumption of conditional independence of the features [19]. It assumes each pair of features contribute independently regardless of the correlations between the value of the class variable. Although it has shown great results in medical applications due to its ability to do enough data pre-processing, past studies found that the independence assumption of the NB is not suitable for gait signals from accelerometer data [10, 20].

The SVM is a discriminative supervised machine learning method that places a decision hyperplane efficiently in pattern space to distinctly classify the patterns of the data points into different classes. The difference with the LDA is that the SVM selects the hyperplane with maximum margin distance [20]. Maximizing the margin will give more enforcement to classify the data points confidently. However, misclassifications are expected to happen in a few training data points when they cannot be separated perfectly.

The RF is a supervised method that constructs a large number of uncorrelated decision trees as an ensemble at training time with the output is the classification of individual trees [21]. It improves the classification performance by feature bagging which is the modification of the decision tree algorithm to select a random subset of the features [9, 21]. Each individual tree has a class prediction and the class with the most votes will become the model prediction. The RF is an effective method to rank the importance of variables in a classification problem naturally [15]. Unlike the other decision tree classifiers, each tree in the RF can only select a random subset of features that makes it possible to increase the variation among the trees in the model. Thus, the classification will result in higher accuracy considering the low correlation across trees. Although the RF could yield a better accuracy in the classification [7, 9], the large number of trees can make the algorithm too slow and ineffective for real-time predictions.

3. Results and Discussion

This study used both the time- and frequency-domain features in order to see which mode is better for acceleration data. The FFT was used to produce the frequency-domain features. The features were categorized into three different groups: time-domain, frequency-domain, and the combination of both time- and frequency-domain features. Then, these groups were evaluated using ANN, KNN, LDA,
NB, SVM, and RF. In this study, we were not only evaluating the accuracy of the classification but also considering the time taken to build the machine learning models. Table 1 shows the results of the evaluation.

| Table 1. Performance evaluation of the classifiers |
|-------------------------------------------------|
| Accuracy (%)                                    |
| Time-domain                                     |
| ANN     | 84.05 | 83.24 | 83.94 | 82.08 | 83.25 | 84.78 |
| KNN     |       |       |       |       |       |       |
| LDA     | 85.49 | 83.77 | 85.88 | 83.25 | 85.32 | 85.94 |
| NB      |       |       |       |       |       |       |
| SVM     | 85.99 | 85.06 | 85.84 | 82.75 | 85.79 | 87.16 |
| RF      |       |       |       |       |       |       |
| Frequency-domain                               |
| Time-domain                                     |
| ANN     | 10    | 0     | 0.01  | 0.01  | 0.15  | 2.42  |
| KNN     |       |       |       |       |       |       |
| LDA     | 7.76  | 0     | 0.01  | 0.01  | 0.15  | 1.88  |
| NB      |       |       |       |       |       |       |
| SVM     | 20.95 | 0     | 0.09  | 0.02  | 0.2   | 2.75  |
| RF      |       |       |       |       |       |       |
| Combined                                       |

Based on the calculation results, it is evident that the RF indeed outperformed the other classifiers in all data groups with the combined time- and frequency-domain features yielded the highest accuracy. This result is in agreement with previous studies [7, 9]. However, the time taken to build a model was the second-longest after the ANN.

In the time-domain group, only the ANN and RF resulted in an accuracy of 84%. Whereas in the frequency-domain group, the ANN, LDA, SVM, and RF derived the accuracy of 85%. The combined features group of time- and frequency-domain yielded the highest accuracy for all classifiers but the NB. It is interesting that in NB as a classifier, the frequency-domain is the group with the highest accuracy, and the accuracy decreased when the time-domain features were added.

From the evaluation result, we can see that the frequency-domain features give better accuracy than the time-domain features. It is because the frequency-domain features can analyze the non-linear signal data such as the acceleration data. The frequency-domain features can be used as the corrective measurement for time series data with noise disturbance in the system and it is able to capture the slight changes in the system [22].

As for the time taken to build the machine learning models, we can see that the KNN did not need time to build the model because the KNN does not need to train a model since it is an instance-based learning algorithm. The NB only needed 0.01s, 0.01s, and 0.02s to build the model for the time-domain, frequency-domain, and combined group, respectively. This is because the NB does not require the setting of tuning parameters. The third fastest classifier was the LDA with 0.01s, 0.02s, and 0.09s to build the model for the time-domain, frequency-domain, and combined group, respectively. The LDA is a fast classifier with great results in this study because the acceleration data are not linear [16]. The SVM yielded in somewhat similar accuracy as the LDA but it is slower than the LDA. In terms of classification, the LDA selects the hyperplane that separates all data points. While the SVM selects the hyperplane that separates only the points in the frontier between the classes [18]. Thus, the SVM requires a longer time than the LDA.

The time taken to build a model for the RF was 2.42s, 1.88s, and 2.75s for the time-domain, frequency-domain, and combined group, respectively. As we can see here, the frequency-domain features required less time than the time-domain and combined groups. The ANN required the longest time to build the models with 10s, 7.76s, and 20.95s for the time-domain, frequency-domain, and combined group, respectively. The ANN is time-consuming compared to the other classifiers although it is the second-best classifier in terms of accuracy. The training of the ANN is very extensive, and the training process is repeated until a good enough set of models are discovered.

The evaluation provides the trade-offs between accuracy and time taken to build machine learning models. From the evaluation, it is evident that the RF is preferable compared to the ANN since it yielded in higher accuracy but a faster time to build the models. Generally, the RF is the best classifier in terms of accuracy. However, if the data are larger and real-time, it might be better to use faster classifiers such as the LDA and SVM. In this study, the KNN also showed promising results although the accuracy is not as high as the RF.
4. Conclusion

This paper has presented the performance evaluation of random forest (RF) compared to other machine learning techniques, namely the artificial neural network (ANN), k-Nearest neighbors (KNN), Fisher’s linear discriminant analysis (LDA), naïve Bayes (NB), and support vector machine (SVM). In this paper, we compared both the accuracy and the time taken to build the machine learning models to see the trade-offs between the two. Based on the evaluation results, it can be concluded that the RF indeed outperformed the other machine learning techniques in terms of accuracy. However, the time taken to build the model is longer than the KNN, LDA, NB, and SVM. In conclusion, the RF is highly recommended for human daily activity recognition. However, if the data are large, the RF is a time-consuming method.
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