Gini in a Bottleneck: Gotta Train Me the Right Way
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Abstract

Due to the nature of deep learning approaches, it is inherently difficult to understand which aspects of a molecular graph drive the predictions of the network. As a mitigation strategy, we constrain certain weights in a multi-task graph convolutional neural network according to the Gini index to maximize the "inequality" of the learned representations. We show that this constraint does not degrade evaluation metrics for some targets, and allows us to combine the outputs of the graph convolutional operation in a visually interpretable way. We then perform a proof-of-concept experiment on quantum chemistry targets on the public QM9 dataset, and a larger experiment on ADMET targets on proprietary drug-like molecules. Since a benchmark of explainability in the latter case is difficult, we informally surveyed medicinal chemists within our organization to check for agreement between regions of the molecule they and the model identified as relevant to the properties in question.

1 Introduction

Multi-task graph convolutional neural networks (GCNs) have become competitive in predicting some molecular properties e.g. for drug screening [4, 8]. However, their opaque nature remains a stumbling block for wider adoption within the chemistry community. While several approaches exist for rationalizing the predictions of GCNs applied to molecular problems [1, 10, 17], we take a somewhat orthogonal approach and introduce a bottleneck in the training itself.

A typical architecture (see Figure 1a) converts the final node-level aggregations or “fingerprint” into the chemical targets of interest with a linear layer. In this work, we introduce a regularizer on the weights of this layer to enforce sparsity in the hopes that this will reduce the number of relevant node-level aggregations necessary to inspect to explain a model’s prediction. The usual $\ell_1$ or $\ell_2$ regularization is not appropriate here, as penalizing the magnitude of the weights directly damages the performance of regression metrics. Instead, we borrow from economics and use the Gini coefficient $[7, 14]$ as a regularizer:

$$g = \sum_{i}^{n} \sum_{j}^{n} \frac{|w_i - w_j|^2}{2n^2w}$$  \hspace{1cm} (1)

where $i, j$ range over all weights in the layer. The Gini coefficient ranges from zero to one: zero if all $w$ are equal and one if one $w_i$ is non-zero and the rest zero. Since weights of a linear transform are
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The training loss becomes $L/g^m$ where $L$ is the multi-task regression loss, and $m$ is a hyperparameter to tune the effect of the Gini regularization. These changes are illustrated in Figure 1b.

---

**2 Experiment Setup**

**Graph Convolutional Neural Network** We use molecular fingerprint convolutions [3] in all our network architectures and the QM9 dataset [11, 13] for training. We use the GCN multitask architecture given by [8] but with multitask targets adjusted for the QM9 dataset and a smaller featurization given in [6]. Since max and mean aggregations are applied to the node representations and concatenated to generate the molecular fingerprint, we apply separate Gini regularizers to weights of the output layer which operate on each aggregation. Though we are benchmarking against the Deepchem implementation [12, 15], we have implemented everything with Pytorch Geometric [5].

**Quantum Electronic Structure Calculations** To verify that the representations selected by our model have chemical relevance, we wish to compare them to some visual representation on the molecule. We chose the highest- and lowest-occupied molecular orbitals (HOMO and LUMO) as their energies are included as targets in QM9. Since the HOMO and LUMO electron densities have more complex spatial structures than node representations generated by molecular convolutions, which are limited to one real number per atomic site, we opt to compute the condensed Fukui function [9, 16]. The Fukui function gives the change in electronic population at the $k$ site for the removal or addition of one electron to the molecule:

$$f_k^- = \rho_k(N) - \rho_k(N-1)$$

$$f_k^+ = \rho_k(N+1) - \rho_k(N)$$

The $f_k^-$ and $f_k^+$ can be regarded as the relative nucleophilicity and electrophilicity of each site, respectively. Intuitively, sites with high nucleophilicity $f_k^-$ correspond to electron population in the HOMO, whereas sites with high electrophilicity $f_k^+$ correspond to electron population in the LUMO (if an electron were added to the molecule). We propose, therefore, that interpretable learned convolutional representations of the HOMO and LUMO will correspond to $f_k^-$ and $f_k^+$, respectively. The xtb [2] package is used to calculate the Fukui functions.
Figure 2: Illustration of weight values in final fully-connected layer for the column corresponding to the prediction of the HOMO energy. In the Gini-constrained explainable architecture, we can see that only about a dozen learned representations are relevant to this endpoint.

Table 1: Comparison of mean absolute error (MAE) of different architectures. The MTGCN (multi-task graph convolutional network) explainable model uses the architecture depicted in Figure 1b and Gini factor $m = 10$. Best values are bold. Explanations of each target is found in [11]. Additional targets $U, H, G$ are also computed but not shown, having very similar results as $U_0$.

| target | MTGCN Baseline | MTGCN Explainable | Single task GCN [15] |
|-------|----------------|--------------------|----------------------|
| $\mu$ | 0.615          | 0.604              | 0.583                |
| $\alpha$ | 1.961             | 2.567              | 1.370                |
| HOMO  | 0.00609         | **0.00606**        | 0.00716              |
| LUMO  | **0.00681**     | 0.00716            | 0.00921              |
| delta | **0.00896**     | 0.00913            | 0.01120              |
| R2    | 81.8            | 95.4               | **35.9**             |
| ZPVE  | 0.00409         | 0.00538            | **0.02999**          |
| $U_0$ | 10.544          | 13.077             | **3.410**            |
| $C_v$ | 0.846           | 1.112              | **0.650**            |

3 Results

Our reported results (Table 1) are the mean of random 5-fold cross-validation. HOMO and LUMO energy errors are stable across architectures, while other targets suffer some performance degradation from the multi-task setting and introduction of the Gini bottleneck. The effect of the Gini bottleneck on the weights of the final linear layer is depicted in Figure 2.

**HOMO and LUMO** Since we have removed the intermediate fully-connected layer in the explainable architecture (Figure 1b), each weight (Figure 2b) corresponds to the mean or max of a learned convolutional node-level representation. These representations are sparse enough to be considered individually, but for brevity’s sake we will combine them into one picture as a contribution-weighted linear combination of all node outputs (mean) or maximum node output (max) from the last graph convolutional layer. The contribution to the final prediction is $w_{ij} \tanh(f(x_i))$, where $w_{ij}$ is a weight in the last fully-connected layer corresponding to the $j^{\text{th}}$ endpoint and $i^{\text{th}}$ node representation, $x_i$. $f$ is max or mean. Figure 3 shows how the contribution-weighted sum of the node representations compare with the Fukui function for an example molecule from the QM9 dataset.

**Survey of Medicinal chemists** While the results on the QM9 dataset are encouraging, the molecules are not drug-like and the given targets reflect that. We retrained our model on a corpus of drug-like molecules [8] with measured targets of interest to medicinal chemists. Since the model had reasonable performance (similar to what is reported in [8]), we were confident we could generate good rationalizations of the various properties as in the previous section. We presented a few unseen examples to chemists within our organization in an interactive presentation with molecules labeled as in Figure 3 along with a few random but plausible alternatives. See Figure 4a for an example question. Agreement between the audience and the explainable model is summarized in Table 4b.
Figure 3: $f^{-}_k$ (Equation 2) and the unscaled contribution to the predicted HOMO energy for each site from the explainable GCN. In the accompanying plot, the hydroxyl group is isolated with the lowest $f^{-}_k$ value and least negative contribution to the HOMO energy prediction.

(b) Summary of responses

| Endpoint        | n  | Top 1 | Top 2 |
|-----------------|----|-------|-------|
| HSA Binding     | 6  | 0.67  | 1.00  |
| Melting Point   | 2  | 0.00  | 0.50  |
| Membrane affinity | 3 | 0.33  | 1.00  |
| Solubility      | 10 | 0.30  | 0.70  |

Figure 4: (a) Example solubility question, screenshot from presentation. In this case, a plurality of chemists agreed with the model. Note the high variation within the responses. (b) Fraction of questions where explanation proposed by our model was in the top or top two most chosen responses. n questions from each endpoint were posed. HSA is short for human serum albium. Further explanation of the targets can be found in [8].

4 Conclusions & Future Work

We demonstrated a new method for reducing the number of relevant learned representations for a regression target in a multi-task graph neural network. We further show that this constraint can be applied in some cases without degrading the model performance, and that the remaining representations are qualitatively connected to the predicted property.

In the future we want to combine this sparsity with orthogonalization techniques to make sure the relevant learned representations are not only few, but mutually informative. We will further explore how best to combine the representations into actionable rationalizations, and continue to query practicing chemists on the usefulness of the generated rationalizations.
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