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Abstract

We derive in a direct and rather straightforward way the null controllability of the $N$-dimensional heat equation in a bounded cylinder with boundary control at one end of the cylinder. We use the so-called flatness approach, which consists in parameterizing the solution and the control by the derivatives of a “flat output”. This yields an explicit control law achieving the exact steering to zero. Replacing the involved series by partial sums we obtain a simple numerical scheme for which we give explicit error bounds. Numerical experiments demonstrate the relevance of the approach.
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1 Introduction

The controllability of the heat equation was first considered in the 1-D case \cite{4,17,11,15} and very precise results were obtained by the classical moment approach. Next using Carleman estimates and duality arguments the null controllability was proved in \cite{7,13} for any bounded domain in $\mathbb{R}^N$, any control time $T$, and any control region. This Carleman approach proves very efficient also with semilinear parabolic equations \cite{7}. By contrast the interest for the numerical investigation of the null controllability of the heat equation (or of parabolic equations) is fairly recent: apart from \cite{3}, the first significant contributions are \cite{32,31,24,2,23,1,5}; see also \cite{8} for an application to some inverse problems. All the above results rely on some observability inequalities for the adjoint system. A direct approach which does not involve the adjoint problem was proposed in \cite{11,15,14,16}. In \cite{11} a fundamental solution for the heat equation with compact support in time was introduced and used to prove null controllability. The results in \cite{11,27} can be used to derive control results on a bounded interval with two or one boundary control in some Gevrey class, or on a bounded domain of $\mathbb{R}^N$ with a control supported on the whole boundary (see also \cite{16}). An extension of those results to the semilinear heat equation in 1-D was obtained in \cite{14} in a more explicit way through the resolution of an ill-posed problem with data of Gevrey order 2 in $t$.

In this paper, which builds on the preliminary versions \cite{19,20}, we derive in a straightforward way the null controllability of the heat equation in a bounded cylinder $\Omega = \omega \times (0,1) \subset \mathbb{R}^N$ with Neumann boundary control on $\omega \times \{1\}$. More precisely given any final time $T > 0$ and initial state $\theta_0 \in L^2(\Omega)$ we provide an explicit and very regular control such that the state reached at time $T$ is exactly zero. We use the so-called flatness approach \cite{6}, which consists in parameterizing the solution $\theta$ and the control $u$ by the derivatives of a “flat output” $y$; this notion was initially introduced for finite-dimensional (nonlinear) systems, and later extended to (in particular) parabolic 1-dimensional PDEs \cite{12,18,22,21}. Choosing a suitable trajectory for this flat output $y$ then yields an explicit series for a control achieving the exact steering to zero. Note this paper is probably the first example of using flatness for the motion planning of a “truly” $N$-dimensional PDE. Comparing our results to \cite{14,16} we note that: (i) our control is not supported on the whole boundary even in dimension $N > 1$; (ii) the control and the solution are Gevrey of order $s \in (1,2)$ in time; (iii) the control and the solution are developed in series whose easily computed partial sums yield accurate numerical approximations of both the control and the solution.

The paper runs as follows. In section 3 we consider the control problem in dimension $N = 1$. In Proposition 1 we investigate an ill-posed problem with Cauchy data in a Gevrey class and prove its (global) well-posedness.
Theorem 3 then establishes the null controllability in small time for any initial data in $L^2$. In section 4 we extend these results to the cylinder $\Omega = \omega \times (0,1) \subset \mathbb{R}^N$. Section 5 provides accurate error estimates when the various series involved are replaced by their partial sums. Finally in section 6 some numerical experiments demonstrate the interest of the approach.

2 Preliminaries (Gevrey functions)

In the sequel we consider series with infinitely many derivatives of functions. The notion of Gevrey order is a way of estimating the growth of these derivatives: we say that a function $y \in C^\infty([0,T])$ is Gevrey of order $s \geq 0$ on $[0,T]$ if there exist positive constants $M, R, k, s_1, s_2, \ldots, s_N$ such that

$$|y^{(p)}(t)| \leq M \frac{p!^s}{R^p} \quad \forall t \in [0,T], \forall p \geq 0.$$ 

More generally if $K \subset \mathbb{R}^N$ is a compact set and $y$ is a function of class $C^\infty$ on $K$ (i.e. $y$ is the restriction to $K$ of a function of class $C^\infty$ on some open neighbourhood $\Omega$ of $K$), we say $y$ is Gevrey of order $s_1$ in $s_2$ in $s_N$ in $x_1, x_2, \ldots, x_N$ on $K$ if there exist positive constants $M, R_1, \ldots, R_N$ such that $\forall x \in K$, $\forall p \in \mathbb{N}^N$

$$|\partial^{p_1}_{x_1} \partial^{p_2}_{x_2} \cdots \partial^{p_N}_{x_N} y(x)| \leq M \prod_{i=1}^N \frac{(p_i)!^s}{R_i^p}.$$ 

By definition, a Gevrey function of order $s$ is also of order $r$ for $r \geq s$. Gevrey functions of order 1 are analytic (entire if $s < 1$). Gevrey functions of order $s > 1$ have a divergent Taylor expansion; the larger $s$, the “more divergent” the Taylor expansion. Important properties of analytic functions generalize to Gevrey functions of order $s > 1$: the scaling, addition, multiplication and derivation of Gevrey functions of order $s > 1$ is of order $s$, see [25, 28, 30]. But contrary to analytic functions, Gevrey functions of order $s > 1$ may be constant on an open set without being constant everywhere. For example the “step function”

$$\phi_s(t) := \begin{cases} 1 & \text{if } t \leq 0 \\ e^{-(1-t)^{-k}} & \text{if } t \geq 1 \\ e^{-(1-t)^{-k} + e^{-t}} & \text{if } t \in (0,1), \end{cases}$$

where $k = (s-1)^{-1}$ is Gevrey of order $s$ on $[0,1]$ (and in fact on $\mathbb{R}$); notice $\phi_s(0) = 1$, $\phi_s(1) = 0$ and $\phi_s^{(i)}(0) = \phi_s^{(i)}(1) = 0$ for all $i \geq 1$.

In conjunction with growth estimates we will repeatedly use Stirling’s formula $n! \sim (n/e)^n \sqrt{2\pi n}$.

3 The one-dimensional heat equation

For simplicity we first study the 1-D heat equation

$$\partial_t \theta(t, x) - \partial_x^2 \theta(t, x) = 0, \quad (t, x) \in (0,T) \times (0,1) \quad (1)$$

$$\partial_x \theta(t, 0) = 0, \quad t \in (0,T) \quad (2)$$

$$\partial_x \theta(t, 1) = u(t), \quad t \in (0,T) \quad (3)$$

with initial condition in $L^2(0,1)$

$$\theta(0, x) = \theta_0(x), \quad x \in (0,1).$$

We claim the system (1)–(3) is “flat” with $y(t) := \theta(t,0)$ as a flat output, meaning there is (in appropriate spaces of smooth functions) a $1-1$ correspondence between arbitrary functions $t \mapsto y(t)$ and solutions of (1)–(3).

We first seek a formal solution in the form

$$\theta(t, x) := \sum_{i \geq 0} \frac{x^i}{i!} a_i(t)$$

where the $a_i$’s are functions yet to define. Plugging this expression into (1) yields

$$\sum_{i \geq 0} \frac{x^i}{i!} [a_{i+2} - a'_i] = 0,$$

hence $a_{i+2} = a_i'$ for all $i \geq 0$. On the other hand $y(t) = \theta(t,0) = a_0(t)$, and (2) implies $a_1(t) = 0$. As a consequence $a_{2i} = y^{(i)}$ and $a_{2i+1} = 0$ for all $i \geq 0$. The formal solution thus reads

$$\theta(t, x) = \sum_{i \geq 0} \frac{x^{2i}}{(2i)!} y^{(i)}(t) \quad (4)$$

while the formal control is given by

$$u(t) = \theta_x(t, 1) = \sum_{i \geq 1} \frac{y^{(i)}(t)}{(2i - 1)!} \quad (5)$$

We now give a meaning to this formal solution by restricting $t \mapsto y(t)$ to be Gevrey of order $s \in [0,2)$.

Proposition 1 Let $s \in [0,2)$, $-\infty < t_1 < t_2 < \infty$, and $y \in C^\infty((t_1, t_2])$ satisfying for some constants $M, R > 0$

$$|y^{(i)}(t)| \leq M \frac{i^s}{R^i}, \quad \forall i \geq 0, \forall t \in [t_1, t_2]. \quad (6)$$

Then the function $\theta$ defined by (4) is Gevrey of order $s$ in $t$ and $s/2$ in $x$ on $[t_1, t_2] \times [0,1]$, hence the control $u$ defined by (5) is also Gevrey of order $s$ on $[t_1, t_2]$.
\textbf{Proof.} We must prove the formal series
\[ \partial_t^m \partial_x^n \theta(t, x) = \sum_{2i \geq n} \frac{x^{2i-n}}{(2i-n)!} y^{(i+m)}(t) \]  
(7)

is uniformly convergent on \([t_1, t_2] \times [0, 1]\) with growth estimates of the form
\[ \left| \partial_t^m \partial_x^n \theta(t, x) \right| \leq C \frac{m! s^n}{R_1^s R_2^m}, \]  
(8)

By (6), we have for all \((t, x) \in [t_1, t_2] \times [0, 1]\)
\[ \left| \frac{x^{2i-n}}{(2i-n)!} y^{(i+m)}(t) \right| \leq \frac{M}{R_1^{i+m} (2i-n)!} \leq \frac{M'}{R_1^{i+m} (2i-n)!} \leq \frac{M'}{R_1^{i+m} (2i-n)!} \frac{2^{si} (2-2i \sqrt{\pi}) (2i)!}{2^{s-m}} \leq \frac{M'}{R_1^{i+m} (2i-n)!} \frac{2^{si} (2-2i \sqrt{\pi}) (2i)!}{2^{s-m}} \]
where we have set \(R_1 = 2^{-s} R\) and \(M' \geq M\) is a suitable constant; we have used Stirling's formula for \((2i)!\) and twice \((i+j)! < 2^{i+j+1} j!\). Since \(\sum_{2i \geq n} \frac{1}{R_1^{i+m} (2i-n)!} < \infty\) the series in (7) are uniformly convergent for all \(m, n \geq 0\), hence \(\theta \in C^\infty([t_1, t_2] \times [0, 1])\). Finally, since
\[ \sum_{2i \geq n} \frac{M'(\pi i)^{\frac{n}{2}}}{R_1^{i+m} (2i-n)!^{1+\frac{n}{2}}} \leq \frac{M' \pi^{\frac{n}{2}}}{R_1^{i+m} (2i-n)!^{1+\frac{n}{2}}} \leq CR_2^{-n} \]
where \(R_2 \in (0, \sqrt{R_1})\) and \(C > 0\) is some constant independent of \(n\), we have the desired estimates (8). \(\square\)

\textbf{Remark 2} Note the Cauchy-Kovalevsky theorem, see e.g. [10], only ensures for \(y \in C^\infty(0, T)\) the existence of solutions of the Cauchy problem composed of (1)-(2) and \(\theta(t, 0) = y(t)\) on a small neighborhood of \(x = 0\); whereas we are interested in non-analytic solutions \(\theta\) defined for all \((t, x) \in [0, T] \times [0, 1]\).

We now derive an explicit control steering the system from any initial state \(\theta_0 \in L^2(0, 1)\) at time 0 to the final state 0 at time \(T > 0\). Two ideas are involved: on the one hand thanks to the flatness property it is easy to find a control achieving the steering to zero starting from a certain set of initial conditions (step 2 in the proof of Theorem 3); on the other hand thanks to the regularizing property of the heat equation this set is reached from any \(\theta_0 \in L^2(0, 1)\) when applying first a zero control for some time (step 1 in the proof of Theorem 3).

\textbf{Theorem 3} Let \(\theta_0 \in L^2(0, 1), T > 0, \tau \in (0, T)\) and \(s \in (1, 2)\). Then there exists a function \(y : [\tau, T] \rightarrow \mathbb{R}\) Gevrey of order \(s\) on \([\tau, T]\) such that the control
\[ u(t) := \begin{cases} 0 & \text{if } 0 \leq t \leq \tau \\ \sum_{i \geq 1} \frac{y^{(i)}(t)}{(2i-1)!} & \text{if } \tau < t \leq T \end{cases} \]
steers the system (1)-(3) from the initial state \(\theta(0,) = \theta_0\) at time 0 to the final state \(\theta(T,) = 0\) at time \(T\).

Moreover \(u\) is Gevrey of order \(s\) on \([0, T]\); the solution \(\theta\) of (1)-(3) is Gevrey of order \(s\) in \(t\) and \(s/2\) in \(x\) on \([\varepsilon, T] \times [0, 1]\) for all \(\varepsilon \in (0, T)\).

\textbf{Proof.} We first apply a null control on \(0, \tau\) to reach a regular intermediate state (step 1), and then use the flatness property on \([\tau, T]\) to steer this intermediate state to 0 (step 2).

\textbf{Step 1: Free Evolution} Let \(u(t) = 0\) for \(t \in [0, \tau]\). Decompose \(\theta_0\) as the Fourier series of cosines
\[ \theta_0(x) = \sum_{n \geq 0} c_n \sqrt{2} \cos(n \pi x) \]
where the convergence holds in \(L^2(0, 1)\) and
\[ 2|c_0|^2 + \sum_{n \geq 1} |c_n|^2 = \int_0^1 |\theta_0(x)|^2 dx < \infty. \]
The solution starting from \(\theta_0\) then reads
\[ \theta(t, x) = \sum_{n \geq 0} c_n e^{-n^2 \pi^2 t} \sqrt{2} \cos(n \pi x) \]
and in particular
\[ \theta_\tau(x) := \theta(\tau, x) = \sum_{n \geq 0} c_n e^{-n^2 \pi^2 \tau} \sqrt{2} \cos(n \pi x). \]

\textbf{Lemma 4} \(\theta_\tau\) is analytic in \(\mathbb{C}\) and can be expanded as
\[ \theta_\tau(x) = \sum_{i \geq 0} y_i \frac{x^{2i}}{(2i)!}, \]
with
\[ |y_i| \leq C \left(1 + \frac{1}{\sqrt{\tau}}\right) \frac{\tau^i}{i^i} \]
and \(0 < C \leq K \sup_{n \geq 0} |c_n|\), where \(K\) is a universal positive constant.

\textbf{Proof of Lemma 4:} \(\theta_\tau\) is analytic in \(\mathbb{C}\) since for \(|x| \leq r\)
\[ \left| c_n e^{-n^2 \pi^2 \tau} \sqrt{2} \cos(n \pi x) \right| \leq C e^{-n^2 \pi^2 \tau + n \pi \tau}, \]
which ensures the uniform convergence of the series (10) in every open disk of radius \( r > 0 \). On the other hand

\[
\theta_r(x) = \sqrt{2} \sum_{n \geq 0} c_n e^{-n^2 x^2 r} \sum_{i \geq 0} (-1)^i \frac{(n \pi x)^{2i}}{(2i)!} = \sum_{i \geq 0} \frac{x^{2i}}{(2i)!} \left( \sqrt{2} \sum_{n \geq 0} c_n e^{-n^2 \pi^2 r} \left(-n^2 \pi^2\right)^i \right).
\]

The change in the order of summation will be justified once proved that

\[
\sum_{i,n \geq 0} \frac{(n \pi x)^{2i}}{(2i)!} e^{-n^2 \pi^2 r} < \infty, \quad \forall x \geq 0.
\]

For \( i \geq 0 \), let \( h_i(x) := e^{-\pi^2 x^2 (\pi x)^{2i}} \) and \( N_i := \left[ \left( \frac{1}{x^2 \pi^2} \right)^{\frac{1}{2}} \right] \). The map \( h_i \) is increasing on \( [0, \left( \frac{1}{x^2 \pi^2} \right)^{\frac{1}{2}}] \) and decreasing on \( \left( \left( \frac{1}{x^2 \pi^2} \right)^{\frac{1}{2}}, +\infty \right) \) hence

\[
\sum_{n \geq 0} h_i(n) \leq \int_{N_i} h_i(x) \, dx + h_i(N_i)
+ h_i(N_i + 1) + \int_{N_i+1}^\infty h_i(x) \, dx
\leq 2h_i \left( \left( \frac{i}{\pi^2 r} \right)^{\frac{1}{2}} \right) + \int_0^\infty h_i(x) \, dx
\leq C \frac{i!}{\tau^i} + \int_0^\infty h_i(x) \, dx;
\]

we have used Stirling’s formula for the last line. On the other hand integrating by parts yields

\[
\int_0^\infty h_i(x) \, dx = \frac{2i - 1}{2r} \int_0^\infty h_{i-1}(x) \, dx
= \frac{(2i - 1) \cdots 3 \cdot 1}{(2r)^i} \int_0^\infty e^{-\pi^2 x^2} \, dx
= \frac{(2i)!}{2^i (2r)^i} \cdot \frac{1}{\pi \sqrt{r}} \int_0^\infty e^{-x^2} \, dx
\leq C \frac{i!}{\tau^i \sqrt{r}},
\]

where we have again used Stirling’s formula. Therefore

\[
\left| y_i \right| \leq \sqrt{2} \sup_{n \geq 0} \left| c_n \right| \sum_{n \geq 0} h_i(n) \leq C \left( 1 + \frac{1}{\sqrt{r}} \right) \frac{i!}{\tau^i}
\]

Moreover

\[
\sum_{i,n \geq 0} \frac{(n \pi x)^{2i}}{(2i)!} e^{-n^2 \pi^2 r} \leq C \frac{1}{\sqrt{r}} \sum_{n \geq 0} \frac{i!}{(2i)!} \frac{x^{2i}}{\tau^i} < \infty
\]

since \( \frac{n^{2i}}{\tau^i} \sim \frac{1}{\tau^i} \). Lemma 4 is proved. \( \Box \)

The following lemma establishes another aspect of the regularizing properties of the heat equation.

**Lemma 5** The solution \( \theta \) defined by (9) is Gevrey of order 1 in \( t \) and 1/2 in \( x \) on \( [\varepsilon, \tau] \times [0, 1] \) for all \( \varepsilon \in (0, \tau) \).

**Proof of Lemma 5:** First notice that for all \( \delta > 0 \)

\[
\left( \delta k^2 \pi^2 \right)^m \frac{n}{\delta} e^{-\delta k^2 \pi^2}
= \left( \left( \delta k^2 \pi^2 \right)^m \frac{n}{\delta} e^{-\delta k^2 \pi^2} \right)^{\frac{1}{2}}
\leq m n^{\frac{1}{4}}
\]

by using \( x^p/p! \leq e^x \) twice. Hence for all \( m, n \geq 0 \)

\[
|\partial^m \partial_x^n \theta(t, x)|
\leq \sqrt{2} \sup_{k \geq 0} |c_k| \sum_{k \geq 0} (k \pi)^{2m+n} e^{-\frac{\pi}{4} k^2 \pi^2}
\leq \sqrt{2} \sup_{k \geq 0} |c_k| \sum_{k \geq 0} \left( \delta k^2 \pi^2 \right)^m \frac{n}{\delta} e^{-\frac{\pi}{4} k^2 \pi^2}
\leq \left( \sqrt{2} \sup_{k \geq 0} |c_k| \sum_{k \geq 0} e^{-\frac{\pi}{4} k^2 \pi^2} \right)^{\frac{1}{2}} m \frac{n^{\frac{1}{2}}}{\delta^{m}}
\]

Picking any \( \delta < \frac{\tau}{\varepsilon} \) the last series is obviously convergent, which proves \( \theta \) is Gevrey of order 1 in \( t \) and 1/2 in \( x \) on \( [\varepsilon, \tau] \times [0, 1] \) for all \( \varepsilon \in (0, \tau) \). \( \Box \)

**Step 2: Construction of the Control on \([\tau, T]\)**

**Lemma 6** Let \( 0 < \tau < T \) and \( 1 < s < 2 \). The function \( y : [\tau, T] \to \mathbb{R} \)

\[
y(t) := \phi_s \left( \frac{t - \tau}{T - \tau} \right) \sqrt{2} \sum_{n \geq 0} \left| c_n \right| e^{-n^2 \tau^2 t},
\]

is Gevrey of order \( s \) on \( [\tau, T] \) and satisfies for all \( i \geq 0 \)

\[
y^{(i)}(\tau) = y_i \quad \text{(11)}
y^{(i)}(T) = 0 \quad \text{(12)}
\]

\[
\left| y^{(i)}(t) \right| \leq C \sup_{n \geq 0} \left| c_n \right| \frac{t^s}{R}, \quad \forall t \in [\tau, T] \quad \text{(13)}
\]

for some constants \( C, R > 0 \) depending only on \( \tau, T, s \); \( \phi_s \) is a Gevrey “step function” (see introduction) and the \( y_i \) ‘s are as in Lemma 4.

**Proof of Lemma 6:** \( \tilde{y}(t) := \sqrt{2} \sum_{n \geq 0} c_n e^{-n^2 \pi^2 t} \) is clearly analytic on \( (0, +\infty) \) hence Gevrey of order \( s \) on \( [\tau, T] \), and satisfies for all \( i \geq 0 \)

\[
\tilde{y}^{(i)}(\tau) = \sqrt{2} \sum_{n \geq 0} c_n e^{-n^2 \pi^2 \tau} (-n^2 \pi^2)^i = y_i.
\]
As a consequence \( y \) is Gevrey of order \( s \) on \([\tau, T]\), and satisfies \( y^{(i)}(\tau) = y_i \) and \( y^{(i)}(T) = 0 \).

Finally for all \( t \in [\tau, T] \)

\[
\left| \tilde{y}^{(i)}(t) \right| \leq \sqrt{2} \sup_{n \geq 0} |c_n| \sum_{i=0}^{n} e^{-n^2 \pi^2 \tau} (n^2 \pi^2)^i \\
\leq \sqrt{2} \sup_{n \geq 0} |c_n| \frac{1}{i!} \sum_{i=0}^{n} e^{-n^2 \pi^2 \tau},
\]

where we have used \( x' | i! \leq e^x \) for \( x = n^2 \pi^2 \tau / 2 \); (13) then follows from [28, Theorem 19.7]. The proof of Lemma 6 is complete.

The control defined on \([\tau, T]\) by

\[
u(t) := \sum_{i \geq 1} \frac{y^{(i)}(t)}{2i - 1}!
\]

steers the system (1)–(3) from \( \theta_\tau \) at time \( \tau \) to 0 at time \( T \). Indeed the solution \( \theta \) on \([\tau, T]\) is given by (4), and by (11)–(12) satisfies \( \theta(\tau, \cdot) = \theta_\tau \) and \( \theta(T, \cdot) = 0 \). By Proposition 1 this solution \( \theta \) is Gevrey of order \( s \) in \( [\tau, T] \times [0, 1] \); on the other hand by Lemma 5 the solution \( \theta \) defined by (9) is Gevrey of order 1 in \( \tau \) and 1/2 in \( x \) on \([\epsilon, \tau] \times [0, 1] \) for all \( \epsilon \in (0, \tau) \). Since \( s > 1 \), to prove \( \theta \) is Gevrey of order \( s \) in \( \tau \) and \( s/2 \) in \( x \) on \([\epsilon, \tau] \times [0, 1] \) for all \( \epsilon \in (0, \tau) \) it is then sufficient to check \( \partial_\tau^k \theta(x^+, x) = \partial_\tau^k \theta(x^-, x) \) for \( k \geq 0 \) and \( x \in [0, 1] \). But by (11) the series (4) and (9) coincide at \( \tau = t \), hence do their (space) derivatives. Therefore

\[
\partial_\tau^k \theta(x^+, x) = \partial_\tau^k \theta(x^-, x) = \partial_\tau^k \theta(x^-, x).
\]

As a simple consequence \( u = \theta_\tau(t, 1) \) is Gevrey of order \( s \) on \([0, T]\), which concludes the proof of Theorem 3.

4 The N-dimensional heat equation

Let \( \omega \subset \mathbb{R}^{N-1}, N \geq 2 \), be a smooth\(^{\square}\) bounded open set, and \( \Omega := \omega \times (0, 1) \subset \mathbb{R}^N; x \in \Omega \) is written \( x = (x', x_N) \) with \( x' = (x_1, \ldots, x_{N-1}) \) \( \in \omega \) and \( x_N \in (0, 1) \). We are concerned with the null controllability of the system

\[
\begin{align*}
\partial_t \theta(t, x) &= \Delta \theta(t, x), \quad t \in (0, T), \quad x \in \Omega \quad \text{(14)} \\
\partial_\nu \theta(t, x^{'}, 1) &= u(t, x'), \quad t \in (0, T), \quad x' \in \omega \quad \text{(15)} \\
\partial_\nu \theta(t, x) &= 0, \quad t \in (0, T), \quad x \in \partial \Omega \setminus \omega \times \{1\} \quad \text{(16)}
\end{align*}
\]

\( (\Delta := \partial_1^2 + \cdots + \partial_N^2, \nu \) is the outward unit normal vector to \( \partial \Omega \), with initial condition in \( L^2(\Omega) \)

\[
\theta(0, x) = \theta_0(x), \quad x \in \Omega.
\]

1 Most results in this section are valid also for \( \omega = (0, 1)^{N-1} \)

Let \( (e_j)_{j \geq 0} \) be an orthonormal basis of \( L^2(\omega) \) such that each \( e_j \) is an eigenfunction for the Neumann Laplacian on \( \omega \). In other words \( e_j \in H^2(\omega) \) and

\[
-\Delta' e_j(x) = \lambda_j e_j(x), \quad x' \in \omega
\]

\[
\frac{\partial e_j}{\partial \nu'}(x') = 0, \quad x' \in \partial \omega,
\]

where \( \Delta' := \partial_{x_1}^2 + \cdots + \partial_{x_{N-1}}^2, \) \( \nu' \) is the outward unit normal vector to \( \partial \omega \); \( 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \lambda_{j+1} \), and \( e_0(x) = |\omega|^{-1/2} \). Note that by Weyl’s formula, see e.g. [26, Chapter 8][29, Section 15], there are constants \( A_1, A_2 > 0 \) such that

\[
A_1 j^{-\frac{n-1}{2}} \leq \lambda_j \leq A_2 j^{-\frac{n-1}{2}}, \quad j \geq 0.
\]

Now decompose \( \theta(t, x', 0) \) as

\[
\theta(t, x', 0) = \sum_{j \geq 0} z_j(t) e_j(x').
\]

We claim (14)–(16) is “flat” with \( z(t) := (z_j(t))_{j \geq 0} \) as a flat output, i.e. there is a 1-1 correspondence between arbitrary functions \( t \mapsto z(t) \) in a certain space and smooth solutions \( \theta \) of (14)–(16). Indeed the \( z_k \)’s hence \( z \) are obviously uniquely defined by a solution \( \theta \) of (14) since

\[
\int_\omega \theta(t, x', 0) e_k(x') dx' = \sum_{j \geq 0} z_j(t) \int_\omega e_j(x') e_k(x') dx' = z_k(t).
\]

Conversely, given a sequence \( z(t) = (z_j(t))_{j \geq 0} \) of functions in \( C^\infty(\mathbb{R}, [0, T]) \) we seek a formal solution in the form

\[
\theta(t, x', x_N) = \sum_{i \geq 0} \frac{x_N^i}{i!} a_i(t, x'),
\]

where the \( a_i \)’s are functions yet to be defined. Plugging this formal solution into (14) we find

\[
\sum_{i \geq 0} \frac{x_N^i}{i!} [a_{i+2}(t, x') - (\partial_{t} - \Delta') a_i(t, x')] = 0,
\]

hence \( a_{i+2} = (\partial_{t} - \Delta') a_i \) for all \( i \geq 0 \). Moreover

\[
a_0(t, x') = \theta(t, x', 0) = \sum_{j \geq 0} z_j(t) e_j(x') \quad \text{by (18)}
\]

and \( a_1 = 0 \) by (16). Therefore for all \( i \geq 0 \)

\[
a_{2i+1} = 0
\]

\[
a_{2i} = (\partial_{t} - \Delta') a_0
\]

\[
= \sum_{j \geq 0} (\partial_{t} - \Delta') [z_j(t) e_j(x')]
\]

\[
= \sum_{j \geq 0} e_j(x') (\partial_{t} + \lambda_j) z_j(t)
\]

\[
= \sum_{j \geq 0} e_j(x') e^{-\lambda_j t} y_j^{(i)}(t),
\]
where we have set $y_j(t) := e^{\lambda_j t} z_j(t)$. Clearly

$$
\theta(t, x', x_N) = \sum_{j \geq 0} e^{-\lambda_j t} e_j(x') \sum_{i \geq 0} y_j^{(i)}(t) \frac{x_N^{2i}}{(2i)!} \quad \text{(19)}
$$

$$
u(t, x') = \sum_{j \geq 0} e^{-\lambda_j t} e_j(x') \sum_{i \geq 1} \frac{y_j^{(i)}(t)}{(2i-1)!} \quad \text{(20)}
$$
is a formal solution of (14)–(16) uniquely defined by the $y_j$'s hence by the $z_j$'s.

We now give a precise meaning to this formal solution by restricting the $y_j$'s to be Gevrey of order $s \in [1, 2)$.

**Proposition 7** Let $s \in [1, 2)$, $0 < t_1 < t_2 < \infty$, and consider the sequence $y = (y_{j,i})_{j,i \geq 0}$ in $C^\infty([0, T])$ satisfying for some constants $M, R > 0$

$$
\left| y_{j,i}^{(i)}(t) \right| \leq M \frac{i!^s}{R^i} \quad \forall i, j \geq 0, \forall t \in [t_1, t_2]. \quad \text{(21)}
$$

Then the series in (19) is uniformly convergent on $[t_1, t_2] \times \Omega$ and its sum $\theta$ is Gevrey of order $s$ in $t, 1/2$ in $x_1, \ldots, x_{N-1}$, and $s/2$ in $x_N$; in particular (14)–(16) and (18) hold for all $(t, x) \in [t_1, t_2] \times \Omega$. Moreover the formal control $\nu$ defined by (20) is Gevrey of order $s$ in $t$ and $1/2$ in $x_1, \ldots, x_{N-1}$ on $[t_1, t_2] \times \Omega$.

**Proof.**

We first prove the formal series

$$
\partial_t^m (\Delta^t)^l \partial_x^n \theta(t, x', x_N) = \sum_{2i \geq n, j \geq 0} E_{i,j},
$$

where

$$
E_{i,j} := \frac{x_N^{2i-n}}{(2i-n)!} (-\lambda_j)^i e_j(x') \partial_t^m (e^{-\lambda_j t} y_{j,i}^{(i)}(t))
$$
is uniformly convergent on $[t_1, t_2] \times \Omega$ with an estimate of the form

$$
\left| \partial_t^m (\Delta^t)^l \partial_x^n \theta(t, x) \right| \leq C \frac{m!^s}{R_1^i} \frac{(2s)!}{R_2^i} \frac{n!^s}{R_2^i}
$$

for some positive constants $R_1, R_2, R_3$. In what follows $C > 0$ denotes a generic constant independent of $m, l, n, t, x$ that may vary from line to line.

Using (21),

$$
|E_{i,j}| \leq \frac{\|e_j\|_{L^\infty(\omega)}}{(2i-n)!} \sum_{k=0}^m \binom{m}{k} \left| y_{j,(i+k)}^{(i+k)}(t) \right| \lambda_j^{l+m-k} e^{-\lambda_j t_1}
\leq M \frac{m!}{(2i-n)!} \sum_{k=0}^m \frac{(i+k)!^s}{k! R^{i+k}} \frac{\lambda_j^{l+m-k} e^{-\lambda_j t_1}}{(m-k)!}
$$

Pick any $t_0 \in (0, t_1)$ such that $\delta := \frac{t_1-t_0}{2} < 2$, and any integer $\kappa > \frac{N-1}{2}$; by the Sobolev inequalities, see e.g. [9, Section 7.7],

$$
\|e_j\|_{H^\kappa(\omega)} \leq C \|e_j\|_{H^\kappa(\omega)} \leq C \lambda_j^{\delta}, \quad \text{(23)}
$$
hence $\|e_j\|_{L^\infty(\omega)} e^{-\delta \lambda_j} \leq C$. It follows that

$$
\lambda_j^{l+m-k} \|e_j\|_{L^\infty(\omega)} e^{-\delta \lambda_j} \leq C \frac{(2s)!}{(m-k)!} \frac{\lambda_j^{l+m-k}}{(m-k)!} \leq C \left( \frac{2}{\delta} \right)^{l+m-k} l!,
$$

where we have used $x^p e^{-x} \leq p!$ and $(p + q)! \leq 2^{p+q} p! q!$. Thus since $s > 1$

$$
|E_{i,j}| \leq C e^{-\lambda_j t_0} \left( \frac{2}{\delta} \right)^i \frac{m!}{(2i-n)!} \sum_{k=0}^m \frac{2^{m-k+s+i(k)} i^{s!} k!^s}{\delta^{m-k} R^{i+k}}
\leq C e^{-\lambda_j t_0} \left( \frac{2}{\delta} \right)^i \frac{m!}{(2i-n)!} \frac{2^{i+s} i^s}{\delta^{i} R^{i}}
$$

Now by Stirling’s formula

$$
\left( \frac{2}{\delta} \right)^i \sim (2i) \frac{1}{\delta} \left( \frac{\pi}{\delta} \right)^{1/2} \leq C \frac{(2i)^{1/2}}{R_2^i},
$$

where $R_2 < \sqrt{\delta}$. Likewise using also $(p + q)! \leq 2^{p+q} p! q!$

$$
\frac{i^s}{(2i-n)!} \sim \left( \frac{2s}{R} \right)^i \frac{(2i) i^s}{(2i-n)!} \frac{\pi^{1/2}}{2^{is}}
\leq \left( \frac{2s}{R} \right)^i \frac{(2i) i^s}{(2i-n)!} \frac{\pi^{1/2}}{2^{is}}
\leq \left( \frac{2s}{R} \right)^i \frac{\pi^{1/2}}{2^{is}} \frac{1}{2^{i-n}} \frac{1}{(2i-n)!} \frac{2^{i-n}}{R}
\leq C \frac{n!^s}{R_2^n} \frac{2^{i-n}}{(2i-n)!} \frac{\pi^{1/2}}{R}
\leq C \frac{R}{R_3^n} \frac{2^{i-n}}{(2i-n)!} \frac{\pi^{1/2}}{R}
$$

where $R_3 < \sqrt{\delta}$ and $\sum_{2i \geq n} A_{2i-n} < \infty$. Finally notice

$$
\left( \frac{2}{\delta} \right)^i \sum_{k=0}^m \frac{2^{s} k^s}{R^k} \leq C \frac{1}{R_1}
$$

if we set

$$
R_1 := \begin{cases} \frac{4R}{2s} & \text{if } R < 2^s, \\ \frac{2s}{4R} & \text{if } R = 2^s, \\ \frac{2s}{R} & \text{if } R > 2^s. \end{cases}
$$
Collecting the three previous estimates yields

\[ \sum_{2i \geq n} \sum_{j \geq 0} E_{i,j} \leq C \frac{m^l}{R_1^m} \left( 2 \frac{l}{2} \right) + \frac{n l^{2}}{2} \sum_{j \geq 0} e^{-\lambda_j t} \sum_{2i \geq n} A_{2i-n}. \]

The second series in the r.h.s. is convergent and so is the first one by (17). Thus (22) is proved, which shows \( \partial^m \partial^l \partial^l_{x_N} \theta \in C([t_1, t_2] \times \Omega) \) for all \( m, l, n \geq 0 \), hence \( \theta \in C^\infty([t_1, t_2] \times \Omega) \) by the Sobolev imbedding theorem.

To complete the proof of the proposition we must extend (22) to every derivative \( \partial^m \partial^l \partial^l_{x_N} \theta \) where \( \alpha' = (\alpha_1, \ldots, \alpha_{N-1}) \in \mathbb{N}^{N-1} \) and \( \partial^m_{x_N} = \partial^m_{x_N} \cdots \partial^m_{x_{N-1}} \). Pick any integer \( p \in (N-1, \infty) \). By the Sobolev inequalities

\[ \| v \|_{L^p(\omega)} \leq C \| v \|_{W^{1-\rho}(\omega)}. \]

Repeated applications of the classical elliptic estimate

\[ \| v \|_{W^{2,p}(\omega)} \leq C \left( \| \Delta v \|_{L^p(\omega)} + \| v \|_{L^p(\omega)} \right) \]

(where the constant \( C \) depends on \( p \)) yield for all \( l \in \mathbb{N}^* \)

\[ \| v \|_{W^{2,l}(\omega)} \leq C \left( \| v \|_{L^\infty(\omega)} + \sum_{k=1}^{l} \| \Delta^k v \|_{L^p(\omega)} \right). \]

As a consequence and using (24),

\[ \| v \|_{W^{2,l}(\omega)} \leq C \left( \| v \|_{L^\infty(\omega)} + \sum_{k=1}^{l} \| \Delta^k v \|_{L^p(\omega)} \right). \]

Pick any \( l \in \mathbb{N}^* \) and any \( \alpha' \in \mathbb{N}^{N-1} \) with \( |\alpha'| := \alpha_1 + \cdots + \alpha_{N-1} \in \{ 2l - 2, 2l - 1 \} \). Assume e.g. that \( |\alpha'| = 2l - 1 \), the computations being similar when \( |\alpha'| = 2l - 2 \). Then with (25) and (22),

\[ \left| \partial^m \partial^l \partial^l_{x_N} \theta(t, x) \right| \leq \| \partial^m \partial^l \partial^l_{x_N} \theta(t, x) \|_{W^{2l-1,\infty}(\omega)} \]

\[ \leq C \frac{m^l}{R_1^m} \sum_{k=0}^{l} \left( \frac{l}{2} \right)^{\frac{k}{2}} \frac{n l^{2}}{2} \frac{R_2^l}{R_3^{l-k}} \]

\[ \leq C \frac{m^l}{R_1^m} \left( l + 1 \right) \left( \frac{l}{2} \right)^{\frac{1}{2}} \frac{n l^{2}}{2} \frac{R_2^l}{R_3^{l-k}} \]

Pick \( R_2^l \in (0, R_2) \). Then \( (l + 1) \sqrt{2l} \leq C \frac{R_2^l}{R_3^{l-k}} \) hence

\[ (l + 1) \left( \frac{l}{2} \right)^{\frac{1}{2}} \frac{R_2^l}{R_3^{l-k}} \leq C \frac{R_2^l}{R_3^{l-k}} \leq C \frac{\alpha_1^{1/2} \cdots \alpha_{N-1}^{1/2}}{\sqrt{\alpha_1^{1/2} \cdots \alpha_{N-1}^{1/2}}}, \]

where we have used \( (2l - 1)! \leq (N - 1)! 2^{(N-1)l} \). Finally, setting \( R_2^l = \frac{R_3^{l-k}}{\sqrt{1^{N-1}}} \),

\[ \left| \partial^m \partial^l \partial^l_{x_N} \theta(t, x) \right| \leq C \frac{m^l}{R_1^m} \left( \frac{R_2^l}{R_3^{l-k}} \right)^{\frac{1}{1^{N-1}}} \frac{n l^{2}}{2} \frac{R_2^l}{R_3^{l-k}}. \]

which completes the proof of Proposition 7. \( \square \)

With Proposition 7 at hand, we can derive a constructive null controllability result. The approach is similar to and builds on the proof of Theorem 3.

**Theorem 8** Let \( \theta_0 \in L^2(\Omega), T > 0, \tau \in (0, T) \) and \( s \in (1, 2) \). Then there exists a sequence \((y_j)_{j \geq 0}\) of functions in \( C^\infty([\tau, T]) \) which are Gevrey of order \( s \) on \([\tau, T]\) and such that the control

\[ u(t, x') = \begin{cases} 0 & \text{if } 0 \leq t \leq \tau \\ \sum_{i \geq 1, j \geq 0} e^{-\lambda_j t} y_j^{(i)}(t) e_j(x') & \text{if } \tau < t \leq T. \end{cases} \]

steers the system (14)–(16) from the initial state \( \theta(0, \cdot) = \theta_0 \) at time 0 to the final state \( \theta(T, \cdot) = 0 \) at time \( T \).

Moreover \( u \) is Gevrey of order \( s \) in \( t \) and 1/2 in \( x_1, \ldots, x_{N-1} \) on \([0, T] \times \Omega\); the solution \( \theta \) of (14)–(16) is Gevrey of order \( s \) in \( t \), 1/2 in \( x_1, \ldots, x_{N-1} \), and \( s/2 \) in \( x_N \) on \([\varepsilon, T] \times \Omega \) for all \( \varepsilon \in (0, T) \).

**PROOF.**

**Step 1: Free Evolution** Let \( u(t, x') = 0 \) for \((t, x') \in [0, \tau) \times \omega \). Decompose \( \theta_0 \) as the Fourier series of cosines

\[ \theta_0(x', x_N) = \sum_{j, n \geq 0} c_{j, n} e_j(x') \sqrt{2} \cos(\pi x_N), \]

with convergence in \( L^2(\Omega) \) and \( \sum_{j, n \geq 0} |c_{j, n}|^2 < \infty \). The solution \( \theta \) of (14)–(16) starting from \( \theta_0 \) then reads

\[ \theta(t, x', x_N) = \sum_{j, n \geq 0} e^{-\lambda_j t} c_{j, n} e_j(x') \sqrt{2} \cos(\pi x_N). \]

In particular

\[ \theta(\tau, t, x') := \theta(\tau, x', x_N) = \sum_{j \geq 0} e^{-\lambda_j \tau} c_{j, n} e_j(x') \theta_{\tau, j}(x_N), \]

where by Lemma 4

\[ \theta_{\tau, j}(x_N) = \sum_{n \geq 0} c_{j, n} e^{-\pi^2 n^2 \tau} \sqrt{2} \cos(\pi n x_N) = \sum_{n \geq 0} \frac{\sqrt{2}}{(2n)!} \left( \sum_{i \geq 1} \frac{\pi^{2i}}{(2n)^{2i}} \right) \]

with \( |y_{j, i}| \leq C \left( 1 + \frac{1}{\tau^2} \right)^{j \pi^2 / \tau} \).
STEP 2: CONSTRUCTION OF THE CONTROL ON $[\tau, T]$ 
By Lemma 6 the functions $y_j$, $j \geq 0$, defined on $[\tau, T]$ by
\[
y_j(t) := \phi_s\left(\frac{t - \tau}{T - \tau}\right)\sqrt{2} \sum_{n \geq 0} c_{j,n} e^{-n^2\pi^2 t}
\]
are Gevrey of order $s$ on $[\tau, T]$, and satisfy for all $i \geq 0$
\[
y_j^{(i)}(\tau) = y_j, i
\]
\[
y_j^{(i)}(T) = 0
\]
\[
|y_j^{(i)}(t)| \leq C \sup_{j,n \geq 0} |c_{j,n}| \frac{t^s}{R^t}, \quad \forall t \in [\tau, T]
\]
for some constants $C, R > 0$ depending only on $\tau, T, s$.

The control defined on $[\tau, T]$ by (20) then steers the system (14)–(16) from $\theta_0$ at time $\tau$ to 0 at time $T$. Indeed the solution $\theta$ on $[\tau, T]$ is given by (19), and by (29)–(30) satisfies $\theta(\tau, \cdot) = \theta_\tau$ and $\theta(T, \cdot) = 0$. By Proposition 7 this solution $\theta$ is Gevrey of order $s$ in $t$, 1/2 in $x_1, \ldots, x_N$, and 1/2 in $x_1, \ldots, x_{N-1}$, and 1/2 in $x_N$, on $[\varepsilon, \tau] \times \Omega$ for all $\varepsilon \in (0, \tau)$. Since $s > 1$, to prove $\theta$ is Gevrey of order $s$ in $t$, 1/2 in $x_1, \ldots, x_{N-1}$, and 1/2 in $x_N$ on $[\varepsilon, \tau] \times \Omega$ for all $\varepsilon \in (0, \tau)$ it is then sufficient to check $\partial^k_\tau \theta(\tau^+, x) = \partial^k_\tau \theta(\tau^-, x)$ for $k \geq 0$ and $x \in \Omega$. But by (29) the series (19) and (27) coincide at $t = \tau$, hence so do their (space) derivatives. Therefore
\[
\partial^k_\tau \theta(\tau^+, x) - \Delta^k_x \theta(\tau^+, x) = \Delta^k_x \theta(\tau^-, x) - \partial^k_\tau \theta(\tau^-, x).
\]
As a simple consequence $u(t, x') = \partial_x \theta(t, x', 1)$ is Gevrey of order $s$ in $t$ and 1/2 in $x_1, \ldots, x_{N-1}$ on $[0, T] \times \varpi$, which completes the proof of Theorem 8. □

5 Numerical approximations

We now investigate numerical approximations of the control problem (14)–(16). We assume $N \geq 2$, the case $N = 1$ being similar and simpler. From section 4 we know the control $u$ achieving the exact control to zero is explicitly given by Theorem 8, with the functions $y_j$ and the coefficients $c_{j,n}$ defined by (28)–(26); the corresponding solution $\theta$ is given by (27) for $t \leq \tau$ and by (19) for $t \geq \tau$. The aim of this section is to show that approximating the various series by their truncated sums at given $\tau, \varpi \in \mathbb{N}$ provides very good approximations, and to give explicit error estimates.

We begin with the free evolution and consider
\[
\overline{\theta}(t, x', x_N) := \sqrt{2} \sum_{0 \leq j \leq \varpi} \sum_{0 \leq n \leq \varpi} c_{j,n} e^{-(\lambda_j + n^2\pi^2 t)} e_j(x') \cos(n\pi x_N)
\]
instead of the true solution (27). Clearly for $0 \leq t \leq \tau$
\[
\frac{\|\theta(t) - \overline{\theta}(t)\|_{L^2(\Omega)}}{\|\theta(t)\|_{L^2(\Omega)}} = \sum_{(j,n) \not\in [0,\varpi] \times [0,\varpi]} e^{-2(\lambda_j + n^2\pi^2 t)} |c_{j,n}|^2,
\]
hence $\overline{\theta} \rightarrow \theta$ in $C([0, \tau]; L^2(\Omega))$ as $\tau, \varpi \rightarrow \infty$. Moreover for $\tau' \in (0, \tau)$ and $\tau > 0$, $\overline{\theta} \rightarrow \theta$ in $C([\tau', \tau]; H^r(\Omega))$ as $\tau, \varpi \rightarrow \infty$.

The main result of this section concerns the convergence for $t \in [\tau, T]$ of the truncated sums
\[
\begin{align*}
\overline{\theta}(t, x', x_N) := & \sum_{0 \leq j \leq \varpi} \sum_{0 \leq n \leq \varpi} e^{-\lambda_j t} e_j(x') \sum_{1 \leq \ell \leq \varpi} \overline{y}_j^{(\ell)}(t) \frac{x^\ell}{(2\ell - 1)!} \\
\overline{\theta}(t, x', x_N) := & \sum_{0 \leq j \leq \varpi} \sum_{0 \leq n \leq \varpi} e^{-\lambda_j t} e_j(x') \sum_{0 \leq \ell \leq \varpi} \overline{y}_j^{(\ell)}(t) \frac{x^\ell}{(2\ell)!} \\
\overline{\theta}(t) := & \phi_s\left(\frac{t - \tau}{T - \tau}\right)\sqrt{2} \sum_{0 \leq n \leq \varpi} c_{j,n} e^{-n^2\pi^2 t}.
\end{align*}
\]
Let also $\hat{u}$ be the control defined by 0 for $t \in [0, \tau]$ and by $\overline{\theta}$ for $t \in (\tau, T]$ and $\hat{\theta}$ be the solution of (14)–(16) when $u$ is replaced by $\hat{u}$ (still starting from $\theta_0$ at time 0); $\hat{\theta}$ is thus the solution of the “true” control problem when using the approximated control $\hat{u}$ instead of the “ideal” control $u$. Notice $\hat{\theta}$ and $\theta$ agree on $[0, \tau]$, but $\hat{\theta}$ and $\overline{\theta}$ differ on $[\tau, T]$ (i.e. the solution produced by the truncated control is not the truncated solution).

Theorem 9 Let $\theta_0 \in L^2(\Omega)$, $T > 0$, $\tau \in (0, T)$, $s \in (1, 2)$ and $N \geq 2$. Then there are constants $C_1, C_2, C_3, C_4$ such that for all $t \in [\tau, T]$
\[
\frac{\|\theta(t) - \overline{\theta}(t)\|_{L^\infty(\Omega)}}{\|\theta_0\|_{L^2(\Omega)}} \leq C_1 f(\tau, \varpi, \tau) \|\theta_0\|_{L^2(\Omega)},
\]
where
\[
f(\tau, \varpi, \tau) := e^{-C_2 \varpi^2} + e^{-C_3 \tau} + e^{-C_4 \varpi^2}.
\]
In (32)–(33) one may choose $C_2 < A_1 \tau$ (see (17)), $C_3 < 2 - s$, and $C_4 < \pi^2 \tau$, while $C_1 = C_1(N, \omega, \tau, s, C_2, C_3, C_4)$.

PROOF. For $(t, x', x_N) \in [\tau, T] \times \varpi \times [0, 1]$
\[
|\theta(t, x', x_N) - \overline{\theta}(t, x', x_N)| \leq \Delta_1 + \Delta_2 + \Delta_3,
\]
where $\Delta_1$ is the error of the truncation of the control $\overline{\theta}$, $\Delta_2$ is the error of the truncation of the solution $\theta$, and $\Delta_3$ is the error of the approximated control $\hat{u}$.
\[ \Delta_1 := \sum_{j > \bar{J}} e^{-\lambda_j t} |e_j(x')| \sum_{i \geq 0} \left| \frac{y_j^{(i)}(t)}{(2i)!} \right| \]
\[ \Delta_2 := \sum_{0 \leq j \leq \bar{J}} e^{-\lambda_j t} |e_j(x')| \sum_{i > \bar{J}} \left| \frac{y_j^{(i)}(t)}{(2i)!} \right| \]
\[ \Delta_3 := \sum_{0 \leq j \leq \bar{J}} e^{-\lambda_j t} |e_j(x')| \sum_{0 \leq i \leq \bar{J}} \left| \partial_t^i \left[ \phi(t) \sum_{n \geq 1} c_{j,n} e^{-n^2 \pi^2 t} \right] \right| \]
and \( \phi(t) := \sqrt{2} \phi_s \left( \frac{t}{T - \tau} \right) \).

We first bound \( \Delta_1 \). On the one hand by (31) and \( s < 2 \)
\[ \sum_{i \geq 0} \left| \frac{y_j^{(i)}(t)}{(2i)!} \right| \leq \sup_{j,n \geq 0} |c_{j,n}| \sum_{i \geq 0} \frac{(i)!}{(2i)!} R^i \]
\[ \leq \sup_{j,n \geq 0} |c_{j,n}| \]
for some constant \( C = C(\tau, T, s) \). On the other hand using (23), (17) and \( x^p e^{-x} \leq p! \) and taking \( \rho \in (0, 1) \)
\[ e^{-\lambda_j \tau} \| e_j \|_{L^\infty(\omega)} \leq C e^{-\lambda_j \tau} \Lambda_j^\frac{\rho}{2} \]
\[ \leq C e^{-\lambda_j \rho \tau} \]
\[ \leq C e^{-A_1 \rho \tau |\tau|^{2/\pi}} , \]
where the constant \( C \) eventually depends on \( \tau, N \). But
\[ \sum_{j > \bar{J}} e^{-K_j \tau} \leq \int_{\bar{J}}^\infty e^{-K x^\tau} dx \]
\[ = \frac{1}{K'} \int_{\bar{J}}^\infty e^{-Ky^{\frac{1}{\rho}} - 1} dy \]
\[ \leq \frac{2^{1-K\tau}}{K' e^{K' - \bar{J}}} \quad \text{if } r \geq 1, \]
\[ \frac{2^{1-K\tau}}{K' e^{K' - \bar{J}}} \quad \text{if } r < 1, \]
where \( r, K, K' > 0 \) and \( K'' \in (0, K) \). Picking \( C_2 < A_1 \) then yields
\[ \sum_{j > \bar{J}} e^{-\lambda_j \tau} \| e_j \|_{L^\infty(\omega)} \leq C e^{-C_2 \tau^{2/\pi}}, \]
where \( C = C(\tau, N, C_2) \). We conclude by (35) and (37)
\[ \Delta_1 \leq \sum_{j > \bar{J}} e^{-\lambda_j \tau} \| e_j \|_{L^\infty(\omega)} \sum_{i \geq 0} \left| \frac{y_j^{(i)}(t)}{(2i)!} \right| \]
\[ \leq C e^{-C_2 \tau^{2/\pi}} \sup_{j,n \geq 0} |c_{j,n}| , \]
where \( C = C(\tau, T, N, C_2, s) \).

We next bound \( \Delta_2 \). By (31) and using Stirling’s formula for \( i! \) and \( (2i)! \)
\[ \sum_{i \geq \bar{\tau}} \left| \frac{y_j^{(i)}(t)}{(2i)!} \right| \leq C \sup_{j,n \geq 0} |c_{j,n}| \sum_{i \geq \bar{\tau}} \frac{(i)!}{(2i)!} R^i \]
\[ \leq C \sup_{j,n \geq 0} |c_{j,n}| \sum_{i \geq \bar{\tau}} \frac{i^{e-2-s} L^i}{(4R)^i} \]
\[ \leq C \sup_{j,n \geq 0} |c_{j,n}| \sum_{i \geq \bar{\tau}} \frac{i^{e-2-s} e^{-2-s} i (ln-1-1)}{(4R)^i} \]
for some constant \( C = C(\tau, T, s) \). Pick \( C_3 < 2 - s \) and \( s \in (C_3, 2 - s) \); then
\[ \frac{i^{e-2-s} e^{(2-s)(1-ln)i}}{(4R)^i} \leq C e^{-\sigma_i (ln i - 1)} \]
where \( C = C(s, \sigma, R) \), and
\[ \sum_{i \geq \tau} e^{-\sigma_i (ln i - 1)} \leq \int_{\tau}^\infty e^{-\sigma x (ln x - 1)} dx \]
\[ \leq C \int_{\tau}^\infty e^{-\sigma y} dy \]
\[ \leq C e^{-C_2 \tau \ln \tau} , \]
We conclude by (36)
\[ \Delta_2 \leq \sum_{0 \leq j \leq \bar{J}} e^{-\lambda_j \tau} \| e_j \|_{L^\infty(\omega)} \sum_{i \geq \bar{\tau}} \left| \frac{y_j^{(i)}(t)}{(2i)!} \right| \]
\[ \leq C \sup_{j,n \geq 0} |c_{j,n}| e^{-C_3 \ln \tau} \sum_{j,n \geq 0} e^{-A_1 \rho \tau |\tau|^{2/\pi}} \]
\[ \leq C \sup_{j,n \geq 0} |c_{j,n}| e^{-C_3 \ln \tau} , \]
where \( C = C(\tau, T, N, s, C_3) \), since the last series clearly converges.

We finally bound \( \Delta_3 \). Pick \( \rho \in (0, 1) \) and notice first
\[ \sum_{n \geq \bar{\pi}} e^{-n^2 \pi^2 \rho} \leq e^{-\bar{\pi}^2 \pi^2 \rho} \sum_{n \geq \bar{\pi}} e^{-p^2 \pi^2 \rho} \leq C e^{-\pi^2 \pi^2 \rho}, \]
the series being clearly convergent. Then for \( t \geq \tau \)
\[
\left| \partial_t^{\Delta} \sum_{n > \pi} c_{j,n} e^{-n^2 \pi^2 t} \right| = \left| \sum_{n > \pi} c_{j,n} (-n^2 \pi^2)^{\Delta} e^{-n^2 \pi^2 t} \right|
\leq \sup_{j,n > 0} |c_{j,n}| \sum_{n > \pi} (n^2 \pi^2)^{\Delta} e^{-n^2 \pi^2 \tau}
\leq \frac{d!}{(1-\rho)^{d!}} \sum_{n > \pi} e^{-n^2 \pi^2 \rho \tau}
\leq C \sup_{j,n > 0} |c_{j,n}| \frac{d!}{(1-\rho)^{d!}}
\]
where we have used the estimate \( x^i / i! \leq e^x \) for \( x = n^2 \pi^2 (1-\rho) \tau \). In other words \( t \mapsto \sum_{n > \pi} c_{j,n} e^{-n^2 \pi^2 t} \) is Gevrey of order 1 hence \( s \) on \([\tau, T]\). Since the product of functions Gevrey of order \( s \) is also Gevrey of order \( s \)
\[
\left| \partial_t^{\Delta} \left( \sum_{n > \pi} c_{j,n} e^{-n^2 \pi^2 t} \right) \right| \leq C e^{-\pi^2 \tau^{d-\rho \tau}} \sup_{j,n > 0} |c_{j,n}| \frac{d!}{R^{d!}}
\]
for some \( C, R \) depending on \( \tau, T, \rho, s \). We conclude by (36)
\[
\Delta_3 \leq \sum_{0 \leq j \leq 7} e^{-\lambda_3 \tau} |e_j| L^\infty(\omega) \sum_{0 \leq j \leq 7} C \sup_{j,n > 0} |c_{j,n}| \frac{d!}{(2\pi)^{d!}} \frac{e^{-C_4 \pi^2}}{(2\pi)^{d!}}
\leq C e^{-C_4 \pi^2} \sup_{j,n > 0} |c_{j,n}| \sum_{j > 0} e^{-A_1 \rho \tau j^2} \sum_{i > 0} \frac{d!}{(2\pi)^{d!}}
\leq C e^{-C_4 \pi^2} \sup_{j,n > 0} |c_{j,n}|,
\]
where \( C = C(\tau, T, \rho, s) \), since the last two series clearly converge; we have set \( C_4 := \pi^2 \rho \tau \).

Collecting (34), (38), (39) and (40) then yields (32).

**Corollary 10** Using the notations of Theorem 9 and \( q \in \mathbb{N}^* \), there are constants \( C'_1, C''_1 \) depending on \( N, \omega, \tau, s, C_2, C_3, C_4, q \) such that
\[
\|\theta - \bar{\theta}\|_{W^{q,\infty}((\tau, T) \times \Omega)} \leq C'_1 f(\tau, \rho, \pi) \|\theta_0\|_{L^2(\Omega)} \tag{41}
\|u - \bar{u}\|_{W^{q-1,\infty}((\tau, T) \times \Omega)} \leq C''_1 f(\tau, \rho, \pi) \|\theta_0\|_{L^2(\Omega)} \tag{42}
\]

**PROOF.** The proof of (41) runs along the same lines as the proof of Theorem 9. Indeed any additional factor in the \( \Delta_3 \)’s produced by a derivation in \( t, x' \) or \( x_N \) is absorbed by \( e^{-\lambda_3 \tau} \) or \( d! / (2\pi)^{d!} \). On the other hand (42) follows at once from (41) and the fact that \( \pi = \partial_{xx} \bar{\theta}(t, x', 1) \).

**Corollary 11** Using the notations of Theorem 9, there is a constant \( C''_1 = C''_1(N, \omega, \tau, s, C_2, C_3, C_4) \) such that
\[
\|\theta - \bar{\theta}\|_{L^\infty((0, T) \times \Omega)} \leq C''_1 f(\tau, \rho, \pi) \|\theta_0\|_{L^2(\Omega)} \tag{43}
\]

**PROOF.** Let
\[
\hat{\theta} := \theta - \frac{x^2_2}{2} (u(t, x') - \bar{u}(t, x'))
\]
\( \hat{\theta} \) is the solution of the initial–boundary-value problem
\[
\partial_t \theta(t, x) - \Delta \theta(t, x) = (\Delta - \partial_t) \left[ \frac{x^2_2}{2} (u - \bar{u}) \right], \quad t \in (0, T), x \in \Omega
\partial_t \hat{\theta}(t, x) = 0, \quad t \in (0, T), x \in \partial \Omega
\hat{\theta}(0, x) = 0, \quad x \in \Omega.
\]
Then (43) follows from (42) with \( q = 3 \) and classical semigroup estimates in \( C(\Omega) \).

6 Numerical experiments

We illustrate the approach on two numerical examples, in dimension 1 and 2.

**6.1 Example in dimension 1**

We have taken \( T = 0.35, \tau = 0.05, s = 1.65 \). The initial condition \( \theta_0 \) is a step function with \( \theta_0(x) = -0.75 \) on \([0, 1/2)\) and \( \theta_0(x) = 1.25 \) on \((1/2, 1]\), with nonzero Fourier coefficients \( c_0 = \frac{\sqrt{2}}{2\pi} \) and \( c_{2p+1} = \frac{(-1)^{p+1}}{2\pi} \frac{2\pi}{\tau} \) for \( p \geq 0 \); notice \( \theta_0 \) is not continuous and that its Fourier coefficients decay fairly slowly. The series for the control \( u \) and the function \( y \) of Theorem 3 have been truncated at a “large enough” order for a good accuracy, namely \( \tau = 35 \) and \( \pi = 25 \). For the Gevrey “step function” we have used
\[
\phi_s(t) := \begin{cases} 1 & \text{if } t \leq 0 \\ 0 & \text{if } t \geq 1 \\ 1 - t_0^k \varphi_s(\rho) d\rho \end{cases} \quad \text{if } t \in (0, 1),
\]
where \( k = (s-1)^{-1} \) and \( \varphi_s \) is the “bump function”
\[
\varphi_s(t) := \begin{cases} 0 & \text{if } t \notin (0, 1) \\ \exp\left(\frac{1}{2(1-\rho)}\right) & \text{if } t \in (0, 1) \end{cases}
\]
This “step function” was preferred to the one in section 2 because its derivatives are easier to compute formally.

Fig. 1 shows the (truncated) control \( \hat{u} \) given by Theorem 3, and Fig. 2 the resulting simulated temperature \( \hat{\theta} \) (using the notations of section 5). The simulation consists of a finite-difference semi-discretization in space with 100 cells, the resulting set of ODEs being integrated with a stiff implicit solver (Simulink ode15s); as expected \( \hat{\theta} \) closely agrees with the truncated series \( \bar{\theta} \).
Figure 1. 1D case: time evolution of the control $u(t)$.

Figure 2. 1D case: time evolution of the temperature $\theta(t,x)$.

6.2 Example in dimension 2

$T, \tau, s, \bar{s}, \bar{\tau}, \bar{\pi}$ are the same as previously, with moreover $\bar{\pi} = 25$ and $L = 1$. The initial condition is the “double step”

$$\theta_0(x_1, x_2) := \begin{cases} 
-1 & \text{if } (x_1, x_2) \in (0, \frac{1}{2}) \times (0, \frac{1}{2}), \\
1 & \text{if } (x_1, x_2) \in (0, \frac{1}{2}) \times (\frac{1}{2}, 1), \\
1 & \text{if } (x_1, x_2) \in (\frac{1}{2}, 1) \times (0, \frac{1}{2}), \\
-1 & \text{if } (x_1, x_2) \in (\frac{1}{2}, 1) \times (\frac{1}{2}, 1). 
\end{cases}$$

Its nonzero Fourier coefficients are

$$c_{2l+1, 2p+1} = -2 \frac{(-1)^{l+p}}{\pi^2 (2l+1)(2p+1)}, \; l, p \geq 0.$$

Figure 3. 2D case: time evolution of the control $u(t, x_1)$.

Fig. 3 shows the control $u(t, x_1)$ given by Theorem 8.
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