A C4.5 – CART DECISION TREE MODEL FOR REAL ESTATE PRICE PREDICTION AND THE ANALYSIS OF THE UNDERLYING FEATURES
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ABSTRACT: The machine learning approaches are used in different domains for price prediction. Real estate price prediction comes to fore in recent years. However, most of the studies focus on the prediction performance and the factors affecting the price are often ignored. In this study, a C4.5 – CART model to predict the residential real estate prices is developed. This model is capable of predicting both numeric and categorical price for real estate properties. In addition, the factors affecting the price are revealed and analyzed in detail. The performance of the developed model is compared to Direct Capitalization model, which is used as a gold standard in the domain. Both models are tested on a dataset that includes updated real time data that is gathered by a web scraper. For numeric prediction, RMSE of the developed model is 13.169 and 358.69 for the Direct Capitalization model. KAPPA and accuracy is used for the categorical prediction. The model has 81% KAPPA and 88% accuracy.
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1. INTRODUCTION

In today's volatile economy, determining the prices of properties by certain standards is very important for economic stability. The seller, the buyer and the intermediary stakeholders determine property prices for sales. Stakeholders offer prices within a certain range by evaluating the pros and
cons of the real estate by comparing them to other similar sales. However, the absence of a standard for the pricing makes price determination difficult and leads to extremely low or extremely high-end values in the market.

It is quite clear that a model should be created to establish a standard for the pricing. This model should determine the most effective parameters on the price for different conditions. When the studies in the literature are examined, it is seen that different methods are used to determine the real estate prices.

In the hedonic model (HM), price estimation is based on regression calculations. The parameters that are thought to affect the price is evaluated extensively (Ward and Gleditsch, 2019). In addition, a specific weight constant is determined for each of these parameters (Ward and Gleditsch, 2019). An expert opinion is required for this weighting scheme (Mayer et al., 2019). The disadvantages of these methods are the need for vast amount of parameters to determine the correct price and the need for expert opinion to calculate the weight of parameters.

Apart from HM there are studies that use machine learning (ML) for the price estimation. When the studies in this domain are examined, we see that mostly Artificial Neural Networks (ANN) (Varma et al., 2018; Wang et al., 2019), Deep Learning (DL) (Piao et al., 2019) and Regression (Rg) (Madhuri et al., 2019) methods are used. There are also studies that compare the ML methods with each other (Truong, 2020; Phan, 2018; Park and Bae, 2015).

Most of the studies, whether ML or HM, focus on the performance of the model in price prediction. Some studies (He et al., 2021; Sawant el al., 2018) list the factors that affect the price; however, the relation between these factors are not analyzed as a whole in most of the studies. Another deficit is that these studies focus on numerical price and are far from making a categorical evaluation.

Based on these shortcomings, we aim to create a model with high prediction performance and can learn by itself without the need for expert opinion and shows the effect of the parameters on this prediction. In order to achieve these goals, a model that uses CART (Breiman et al., 1984) for numerical price prediction and C4.5 (Salzberg, 1994) for categorical price classification is developed. To reveal the performance of the model, it is compared to the Direct Capitalization (DC), which is a sub branch of HM. Specific web scraper is designed to gather the real time data from the web. Both methods are run on the residential ads for sale in Cumhuriyet district in Canakkale.

2. RELATED WORK

Machine learning methods used for property price prediction can be grouped into regression, black box, and decision tree approaches. The paragraphs below, present the current machine learning studies for real estate price prediction in terms of the methods used, their advantages and drawbacks.

Most of the regression-based studies consider factors independently. They examine the relation between the price and a specific factor once at a time. (Rave et al., 2019) applied a linear regression-based approach to predict real estate prices. Although the focus of the study was price prediction, their main contribution was on big data regression.

(Wu et al., 2019) applied a similar model on spatiotemporal determinants. They used weights for geographical and temporal variables. With the use of weights, they stated that the regression model becomes more flexible in determining spatial and temporal variables.

(Manasa et al., 2020) compared the prediction performance of regression based models. Losso, ridge and linear regression models were compared in terms of error metrics and no significant difference was found. In general regression based methods can be used for numeric price prediction, however, they fail to perform well in categorical price prediction.

The black box approaches such as artificial neural networks (ANN) and its derivatives are also used in the related domain. (Li and Chu, 2017) used ANN for price prediction. Financial variables such as income, loan and growth rates were used to predict the house price indexes. They compared back propagation with radial basis networks and no significant differences were found.
In another ANN study (Zhang et al., 2012) factors other than the structural characteristics of the property were used for price prediction. In this study, parameters such as income, population, and gross domestic product were emphasized. Since studies using black box approaches focus on prediction performance, there are many studies comparing ANN with other machine learning methods. (Peter et al., 2020, Abidoye and Chan, 2017) presented a detail analysis of these studies.

In (Mukhlishin, 2017) study, ANN was compared to fuzzy and nearest neighbor models. Fuzzy model outperformed the ANN and, the effect of the variables used on the prediction result were not given.

In another study (Khalafallah, 2008) the effect of ANN architecture and hyper parameter tuning over the result was discussed. This study revealed that the architectural design and the hyper parameters could dramatically affect the prediction performance.

Among these studies, only (Abidoye and Chan, 2017) focused on the variable importance. These were given as relative importance measures. However, it did not show the relationship of the factors with each other or their cumulative effect on the result. Related studies show that black box approaches produce successful results in price prediction. However, the biggest disadvantage of these methods is the difficulty to show the effect of the variables on the outcome. The relative importance of the variables can be calculated. However, this imposes a large computational cost. As the hidden layers in the architecture increase, it becomes very difficult to make the relevant calculations.

Decision tree (DT) based methods are preferred in real estate price prediction as they can show the effects of variables on each other and on the result as rules. In addition, they both numerical and categorical predictions can be made. When the studies in the literature are examined, it is seen that CART and Random Forest (RF) methods are frequently used in real estate price prediction.

(Afonso et al., 2019) compared the prediction performances of RF and Recurrent Neural Network (RNN) based on root mean square log error. RF outperformed RNN. The effect of variables on the outcome was not examined for either method.

Hog et al. (2020) compared the performances of RF and Hedonic methods. With a 6%, deviation in the hit rate RF showed a better prediction. In the related study, the relative importance of the variables was also calculated. In this way, the effect of the variables on the result was determined. However, the interactions of the variables with each other were not analyzed.

(Levantesi and Piscopo, 2020) examined the effect of socioeconomic variables on price using RF. In this study, variables such as demand, population growth, and migration were used. (Breiman, 2001) variable importance was run on the RF model and the relative effect of the variables on the result was shown.

In another study, (Sawant et al., 2018) the prediction performance of the RF model was compared with DT. R-Squared and mean absolute error metrics were used, and in both metrics, RF gave slightly better results. Variable importance was also calculated. However, it is used for feature reduction rather than showing the effect of variables on the prediction.

When the studies in the literature are examined, it is seen that regression, black box and DT-based methods are frequently used in real estate price estimation. The regression-based methods suffer from poor performance of categorical prediction. Black box approaches are quite successful in learning nonlinear relationships in high-dimensional data. However, it is very difficult to show the effect of the variables on the result due to the black box characteristics. Although relative importance can be calculated for the variables, this calculation becomes very costly as the number of hidden layers and the number of nodes in each layer increase. DT is one of the methods that can show the effect of the variables on the result according to their interactions with each other. The RF, in the form of DT ensembles, further improves the prediction performance. However, since the ensemble is a kind of black-box approach, it becomes difficult to explain the effect of the variables on the result in the form of rules as in the DT. In the light of this information, DT was preferred in our study to make both categorical and numeric predictions and to reveal the importance of the variables on the result, as inter related rules.
3. MATERIAL and METHOD

3.1. Material

In order to create a price prediction model, residential for sale category in Canakkale Cumhuriyet district is gathered by a web scraper based on python scrapy library. There are 61 residential ads for sale in the dataset and 11 attributes for each. The attributes and data types are presented in Table 1.

| Attribute               | Data Type |
|-------------------------|-----------|
| Unit Price (TL)         | Numeric   |
| Residential Type        | Categorical |
| Number of Rooms         | Categorical |
| Area (gross) (m²)       | Numeric   |
| Current Floor           | Categorical |
| Building Age            | Numeric   |
| Heating                 | Categorical |
| Number of Floors        | Numeric   |
| Deed                    | Categorical |
| Facade                  | Categorical |
| Fuel Type               | Categorical |

Two different predictions are made, numerical and categorical, in the related study. For categorical prediction, unit price is divided into three classes as “High”, “Medium” and “Low”. In order to determine the relevant class labels, standard deviation (σ) and mean (\(\bar{x}\)) is used for the value range of the unit price. The relevant calculation is done as follows:

- Low = \([\text{Min Unit Price}, \text{Min Unit Price} + \sigma]\)
- Medium = \([\text{Min Unit Price} + 1, \bar{x} + \sigma]\)
- High = \([\bar{x} + \sigma + 1, \text{Max Unit Price}]\)

When the data set with categorical class labels is constructed according to the calculation above, there are 29 “Low”, 20 “Medium” and 12 “High” class residential.

3.2. Method

In this study, decision tree (DT) is used to predict the sale prices both numerically and categorically and to examine the factors affecting the prediction. In addition, the performance of the model is compared with the DC, which is frequently used in the price prediction for real estate. In this section, the details of both models are given.

3.2.1 Decision Tree Models

Two different models based on DT are developed in order to make both numeric and categorical prediction. DTs are preferred because of their visual interpretation. By this way, the parameters that affect the pricing are determined.

The CART (Breiman et al., 1984) is used because the “Unit Price” attribute is numerical. The branching criterion in the related tree is determined as least squares. Suppose that \(n\) is the number of data points, \(x_i\) denotes each single data point, \(C\) is the class label, \(V\) is the attribute vector and \(f\) is the prediction function. Then the error rate between the actual unit price and prediction is calculated as in Equation 1.
\[ \sum_{i=1}^{n} (C_i - f(v, x_i))^2 \] (1)

The maximum depth for the regression tree is set as 10. The pruning algorithm (Salzberg, 1994) is used to minimize the repetitive paths. The minimum size required for a node to be divided into sub-branches is 4, and the minimum data number for a leaf is 2.

Since there are both numeric and categorical attributes, C4.5 (Salzberg, 1994) is used for classification. For the relevant model, the information gain ratio is used as the branch criterion. By this way, bias towards attributes with larger value range is prevented. Suppose that \( C \) is the class label and \( D \) is the data belonging to a certain class. The probability of the data \( i \) to belong class \( C_i \), is \( p_i \). Then relevant ratio is calculated as in Equation 2.

\[ -\left( \sum_{i=1}^{m} p_i \log p_i \right) - \left( \sum_{i=1}^{m} p_i \log p_i \right) \left( \sum_{i=1}^{k} \frac{D_i}{D} \right) \] (2)

Similar to the regression tree in the first model, pruning is also used in the categorical model, the smallest node size is determined as 4 and the smallest leaf size is 2.

### 3.2.2 Direct Capitalization Model

DC is a sub branch of Hedonic calculation and widely preferred because it better states the financial and monetary condition of the property (Mayer et al., 2019). In this method, the value of a real estate is based on the annual rental income (Pinar and Demir, 2014). While applying the method, the expenses of the real estate and the rental losses due to its vacancy can be deducted (Onurlu, 2006; Yalçın et al., 2018). However, for the calculations made in the market, the expenses, loss caused by risk factors cannot always be estimated. For this reason, rental income can be used directly in the DC method (Michaletz and Artemenkov, 2018). Expenses and vacancy-rent loss are not taken into account in this study.

Capitalization rate (CR) is the rate calculated by dividing the annual rental yield of the real estate by the value. The most accurate approach to determine CR is to collect information from for sale and rental peers in the region. In the study, we also collected the rental information of the properties in the same region. The average unit price (AUP) is then calculated by the Equation 3. Here, \( p_r \) indicates the sale price and \( m \) gives the gross flat area.

\[ AUP = \frac{\sum_{i=1}^{j=n} p_r}{\sum_{i=0}^{n} m} \] (3)

AUP metric is used to calculate DC rate, which is the ratio between annual income and the AUP.

### 4. RESULTS

In this section, the results obtained from the DT model for categorical classification and unit price prediction are given and compared with the DC.

#### 4.1. Unit Price Prediction

Since the unit price is numeric, CART with least squares is used. The maximum depth, the smallest leaf size and min. number of examples for branching are determined as 10, 2 and 4 respectively.

In order to create the model and determine the performance criteria, training and test datasets should be produced from the original dataset. It is important to preserve the class distribution of the original dataset in training and test sets to avoid any bias. Since this established model makes unit price estimation, the training and test data are created according to the distribution of this attribute in the original data. For this, the values given in Table 2 are calculated in the first step.
Table 2. The distribution of the unit price

| Min Price (TL) | Max Price (TL) | Mean   | Standard Deviation |
|---------------|----------------|--------|--------------------|
| 2350          | 6847,826       | 3495,591 | 810,990            |

After the CART is built, we see that the most discriminative feature in the unit price prediction is the "Number of Rooms" attribute. According to the established tree, if the "Number of Room" attribute is "1+0" then the unit price is 3088 TL (Turkish Liras). For the values "3+2" and "5+1" the unit prices are predicted respectively as 6847 TL and 3111 TL. The tree structure is represented as sub-paths since it occupies a large space according to the rules specified in the page borders. The first two levels of the tree is given in Figure 1.

![Figure 1. The first two levels of the regression tree](image)

Given in Figure 1, apart from the branches for which direct price estimation is made, for some room numbers, branches are formed according to the "Floor" and "Facade" features. The subtrees formed for each room number value are presented in the following figures.

![Figure 2. Sub regression tree for residences with 1+1 rooms](image)

According to Figure 2, the most important attribute in the price prediction for the houses with 1+1 rooms is the "Floor". Accordingly, if the related house is on the first floor, the unit price prediction is given as 2983 TL. If the house is on the fourth floor, this time the area of the house is looked at, if the area is larger than 55 m², the unit price is 4000 TL, if it is smaller, the unit price is 4825 TL. If an apartment with 1+1 rooms is on the third floor, the "Facade" becomes important. If it is at a high...
entrance, the number of floors of the building gains importance. The subtree formed for an apartment with 2+1 rooms is given in Figure 3.

Figure 3. Sub-regression tree for residences with 2+1 rooms

According to Figure 3, "Facade" is the most important feature in price prediction for 2+1 flats. When the figure is examined, direct unit price prediction can be made for facades "East", "East-West", "North-East", "North-South-East", "North-South-West". For facades other than these, price predictions can be made by looking at the branches of the "Number of Floors", "Deeds" and "Floor" attributes.

The resulting subtree for the houses with 3+1 room number in Cumhuriyet district is given in Figure 4.

Figure 4. Sub-regression tree for residences with 3+1 rooms

For the flats with 3+1 rooms, the most important attribute in the price prediction is the “Current Floor” of the flat. While the unit price is predicted as 3076 TL for the flats on the top floor for the other floors, the prediction is made depending on the branching of the attributes of the flat area, “Building Age”, and “Number of Floors”.

For the flats with 4+1 and 4+2 rooms, the more compact subtrees are formed. That is because these flat types are very low in number Figure 5 represents the tree structures for these floor types.
The price prediction is based on the “Current Floor” attribute for both flat types. When estimating the price for both types of flats, a price estimation is made according to the “Floor” attribute. If the 4+1 flat is on the third floor, the predicted unit price is 3026 TL. The prediction for the fourth and top floors are 2702 TL and 4666 TL, respectively. For 4+2 flats, the predicted unit price for those located on the fifth floor is 5121 TL. Those located on the sixth floor are 4444 TL.

4.2. Categorical Price Prediction

In order to group the unit prices under three classes (as explained in section 2.1), we calculated the distribution of the prices. This distribution is given in the Figure 6.

Figure 6 shows that most of the data is grouped close to the average unit price. Data as far as the standard deviation in the +/- direction from the mean is grouped as normal, and unit price values outside these limits are grouped as low and high. The classes are formed accordingly and the histogram graph is given in the Figure 7.
As given in the Figure 7, 20% of the data classified as high and 13% of them are classified as low. In the training and test datasets, these ratios are maintained to avoid bias and data are randomly selected.

C4.5 (Salzberg, 1994) is used as the decision tree since there are both categorical and numerical features in the related data set. In order to be compatible with the regression-based decision tree, the highest depth is determined as 10, the smallest leaf size is 2, and the lowest number required for branching is 4.

After the decision tree is built, we see that the most important feature in categorical unit price estimation is “Residential Type”. The first five levels of the tree is given in the Figure 8.

Figure 8 shows that the prices of detached houses or villas are in the "High" class. Other attributes that are effective for unit price prediction are “Area” and “Number of Rooms”. The "Area" attribute at the fifth level of the tree is branched according to whether it is greater or less than 175 m². The two subtrees after this branching are given in Figure 9 and Figure 10.
According to Figure 9, if the age of the residential is older than six, then these residential grouped under “Low” class. Otherwise, the "Deed" attribute is checked. If there is a condominium, the price is in “Middle” class. If the deed is condominium and the number of rooms 3+1 and 4+1, these residential belong to class “High”. While those with 2+1 are in the “Middle” class.

When we look to the bottom right level of the C4.5 given in the Figure 8, another subtree is formed for cases where the "Area" attribute is less than 175 m². This sub tree is given in Figure 10.

According to Figure 10, the most important attribute in price classification is “Facade”. For residential on the west front, there is no probability of entering the “High” class, while the probability of entering the “Low” and “Middle “class is equal. The classification for the south facade is made according to the "Area" and "Building Age" attributes. Accordingly, flats on the south facade and larger than 122.5 m² are assigned to the “Middle” class.
4.3. Direct Capitalization Price Prediction

For DC calculation, the web scraper automatically gathers the information of the houses for sale and rental in the Cumhuriyet district. The unit prices for sale and rental residential in terms of TL/m² are given in the Table 3.

Table 3. The min, max and average unit prices for rental and sale residential

|          | Average | Min Average | Max Average |
|----------|---------|-------------|-------------|
| Rental   | 3495,591| 10,625      | 16,667      |
| Sale     | 13,239  | 2350        | 6847,826    |

The capitalization rate of the Cumhuriyet district, based on the numbers in Table 3, is calculated as 0.045447096. This rate is used in Equation 3 and the prediction of the DC is calculated as 3488.235 TL/m² for residential in sale.

5. PERFORMANCE COMPARISONS

The regression tree is used for the unit price prediction. Considering the related problem within the framework of multi-classification, there are 61 classes, which is the total number of advertisements in the dataset. In this case, traditional performance metrics might not yield healthy results. Therefore, we preferred Root Mean Square Error (RMSE) (Armstrong and Collopy, 1992), as the performance metric.

RMSE for CART model is 13.169, and 358.69 for the DC. The error rate of the regression tree is quite low compared to the DC for the numerical unit price prediction.

The categorical price prediction is a multi-classification problem with three classes. Kappa (Vanbelle, 2017) and accuracy metrics are used to compare DC and C4.5. The results of C4.5 are given in Table 4.

Table 4. The performance metrics for C4.5

|          | Accuracy | Kappa |
|----------|----------|-------|
|          | 0.8852   | 0.811 |

| Model Prediction | Actual |
|------------------|--------|
|                  | Low    | Medium | High  |
| Low              | 29     | 6      | 1     |
| Medium           | 0      | 14     | 0     |
| High             | 0      | 0      | 11    |

DC can predict lower and higher price for a given residential. Thus, DC gives two prediction models for the classification problem at the hand. The performance result of the first DC model, based on lower price prediction, is given in the Table 5.

Table 5. Performance criteria of the DC model established according to the lowest price prediction

|          | Accuracy | Kappa |
|----------|----------|-------|
|          | 0.754    | 0.633 |

| Model Prediction | Actual |
|------------------|--------|
|                  | Low    | Medium | High  |
| Low              | 29     | 10     | 0     |
| Medium           | 0      | 10     | 5     |
| High             | 0      | 0      | 7     |
According to Table 5, DC based on the lower price successfully classifies the prices of residential in the low class. However, the classification performance decreases for the middle and high classes.

The results of the DC model for the highest price are presented in Table 6.

Table 6. Performance criteria of the DC model established according to the highest price prediction

| Model Prediction | Actual      |        |        |
|------------------|-------------|--------|--------|
|                  | Low         | Medium | High   |
| Low              | 11          | 10     | 0      |
| Medium           | 18          | 16     | 0      |
| High             | 0           | 4      | 12     |

Table 6 shows that the DC model based on highest price is only successful for classifying the residential in high class. However, overall performance of the model is very low.

When the relevant tables are examined, the C4.5 model has a much better classification performance with 88% accuracy and 81% Kappa. On the other hand, DC has an average accuracy of 69.7% and average Kappa of 55%. These results indicate that the C4.5 classification model outperforms the domain standard, DC model.

6. CONCLUSION

There is no gold standard used by all stakeholders in estimating property prices for sale. Therefore, the general approach is to determine a price based on similar sale ads. The features of the similar properties are cross-compared and the price range is determined accordingly. However, the lack of a generally accepted standard may lead to incorrect pricing.

According to the literature search, it is seen that DC, is used to predict real estate prices (Adetiloye and Eke, 2014; Arslan, 2016). However, the success of this method depends on knowing the rental price of the property, as well as many other direct and indirect parameters (Wang et al., 2019; Yilmaz, 2019). If there is not enough expert opinion, the parameters are not examined, or the rental income is incorrect, the price is calculated incorrectly. In addition, the relevancy of the parameters are strongly dependent expert opinion which is subjective. Thus, DC itself cannot determine how the parameters affect the price. Apart from the traditional methods such as DC and Hedonic models, machine learning has just started to be used in the related field. However, studies focused on the prediction performance of the models rather than the factors affecting pricing.

In this study, our aim is to construct a model for the real estate price prediction and to find the parameters that affect pricing. In this way, a model is designed that can make price prediction without the need for rental information and an expert opinion.

The developed model is based on decision trees. Apart from the other studies, this model is able to make both numeric price prediction and categorical price classification. In order to make both estimations, CART (Breiman et al., 1984) is used for unit price prediction and C4.5 (Salzberg, 1994) is used for categorical price classification.

The relevant models are tested on the real estates for sale in the Cumhuriyet Neighborhood of Canakkale. In the numerical price prediction, the most important parameters are the "Number of Rooms", "Current Floor" and "Facade" attributes. According to the categorical classification, the parameters of "Residential Type", "Area" and "Number of Rooms" come to the fore.

The decision tree model is compared with the DC. The RMSE metric is used for this comparison. The RMSE for decision tree model is 13.169, while it is 358.69 for DC. In categorical price classification, KAPPA and accuracy is used as performance criteria. Accordingly, the decision tree model has 81% Kappa and 88% accuracy, while these metrics for DC is only 55% and 69.7%, respectively.
Considering the results obtained, the developed model shows a superior performance in both numerical and categorical price prediction. In addition, the parameters that affect the pricing are reveled and analyzed in detail.

We plan to expand the relevant study further and turn it into a model that is applied to the whole province and then to the whole of Turkey. After this stage, the related model is planned as an application that can produce reports on different roles and detail levels by making predictions for sale and rental of different types of real estate for users.
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