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Daniel Keith*, Yousun Chung, Ludwik Kranz, Brandur Thorgrimsson, Samuel K. Gorman, Michelle Y. Simmons

State preparation and measurement of single-electron spin qubits typically rely on spin-to-charge conversion where a spin-dependent charge transition of the electron is detected by a coupled charge sensor. For high-fidelity, fast readout, this process requires that the qubit energy is much larger than the temperature of the system limiting the temperature range for measurements. Here, we demonstrate an initialization and measurement technique that involves voltage ramps rather than static voltages allowing us to achieve state-to-charge readout fidelities above 99% for qubit energies almost half that required by traditional methods. This previously unidentified measurement technique is highly relevant for achieving high-fidelity electron spin readout at higher temperature operation and offers a number of pragmatic benefits compared to traditional energy-selective readout such as real-time dynamic feedback and minimal alignment procedures.

INTRODUCTION

Single-electron spin qubits localized in a quantum dot have shown notable progress in recent years with the demonstration of a number of high-fidelity single- and two-qubit gates (1–3). The application of a large static magnetic field, B, lifts the degeneracy of the electron spin states, |↓⟩ and |↑⟩, by an energy given by the Zeeman interaction, \( E_z = γ_e B \), where \( γ_e \) is the electron gyromagnetic ratio. This Zeeman energy can then be used as a method to perform single-shot initialization and measurement of the spin qubits by detuning the electrochemical potential of the quantum dot at the Fermi level of some tunnel coupled electron reservoir (4, 5). Broadening of the reservoir potential due to thermal fluctuations can lead to unwanted electron tunneling, which manifests as errors, lowering the fidelity of the readout process.

To date, three main single-shot readout processes have been developed: energy-selective measurement (ESM) (4), time-selective measurement (TSM) (6), or via a second exchange-coupled ancilla quantum dot using Pauli-spin blockade (7, 8). In all cases, the fidelity of the readout process is limited by the temperature of the system, which must be kept below the difference in qubit spin state energies. ESM (also known as Elzerman readout (4)) relies on the qubit states being separated in energy providing a state-dependent charge transition (1–3, 9, 10). Instead, TSM relies on the qubit states that have different tunnel rates for a particular charge transition (6). A nearby charge sensor is used to detect if (when) a charge transition occurs for ESM (TSM). Pauli-spin blockade readout, however, relies on measuring the singlet-triplet states in a double quantum dot, which can either be measured with a charge sensor (7, 11) or dispersively (12–15). While this technique shows promise for parity measurements (16), it requires an additional quantum dot per qubit in contrast to ESM and TSM, where a single charge sensor is used to measure several single-spin qubits (17, 18).

Standard ESM, the most common approach in quantum dot devices, relies on a three-level voltage pulse, which controls the electrochemical potential of the electron spin states (\( μ_{0\rightarrow 1} \) and \( μ_{0\rightarrow ↑} \)) around the Fermi level, \( E_F \), of a tunnel-coupled electron reservoir (see Fig. 1A). The first voltage pulse, which we call the load phase, is used to initialize the electron spin by positioning \( μ_{0\rightarrow 1} \) and \( μ_{0\rightarrow ↑} \) below \( E_F \), which allows an electron to tunnel from the reservoir to the quantum dot. In the read phase, the voltage pulse quickly moves \( μ_{0\rightarrow 1} \) and \( μ_{0\rightarrow ↑} \) such that \( E_F \) is situated between them. In this position, a spin-up electron is more likely to tunnel out to the reservoir compared to a spin-down electron. If a spin-up electron tunnels to the reservoir, then a spin-down electron can tunnel onto the quantum dot from the reservoir. This two-step tunneling process creates a “blip” in a nearby charge sensor response, which can be used to perform state-to-charge conversion of the electron spin state (see Fig. 1B) (4). For ESM, the density of states in the reservoir is broadened by an effective electron temperature \( T_e \), with an energy, \( k_B T_e \), where \( k_B \) is the Boltzmann constant. Therefore, there is some finite probability that a detected blip is actually due to a spin-down electron tunneling to the reservoir, which causes the spin-down electron to be counted as a spin-up. These unintentional spin-down tunnel events are the main source of error when performing ESM at small magnetic fields or at high temperatures (5). Last, the last voltage pulse empties the electron from the quantum dot regardless of the state of the qubit by positioning \( μ_{0\rightarrow 1} \) and \( μ_{0\rightarrow ↑} \) higher than \( E_F \).

The ESM technique described above has allowed above 99% fidelity for electron spin readout (17). However, the protocol relies on the precise alignment of both \( μ_{0\rightarrow 1} \) and \( μ_{0\rightarrow ↑} \) about \( E_F \). The alignment procedure is usually performed by measuring a so-called “spin-tail” by varying the read level from below \( E_F \) to above \( E_F \) and then determining the optimal read level by analyzing the measurement fidelity (5). In a large-scale quantum computing architecture, such precise alignment accuracies may not be feasible for each and every qubit on a time scale that is allowed by charge noise (19). In addition, ESM requires that the ratio of the spin-up and spin-down tunnel rates to the reservoir to be \( \sim 800 \) corresponding to \( E_Z > 13 k_B T_e \), when the reservoir is detuned midway between the Zeeman split spin states for high-fidelity readout (5). Recent proposals have investigated the possibility of operating spin qubits at temperatures above 1 K for increased cooling power for the cryogenic control electronics (20). It is therefore beneficial to have a readout protocol that can be used when \( E_Z > k_B T_e \). To this end, we demonstrate a
simple initialization and measurement procedure that can be used for high-fidelity, high-temperature qubit operation.

RESULTS
Here, we demonstrate an initialization and measurement technique—which we call ramped spin measurement (RSM)—that is resilient to high-temperature/low magnetic field operation and that scales better to a large number of qubits compared to ESM. The fundamental difference between RSM and ESM, which is subtle but has a considerable impact, is that the tunnel rates of the electron spin states are continuously varied in time during the protocol rather than being fixed. Using this protocol, we show that by using RSM, we can maintain \( >99\% \) spin readout fidelity for \( E_T \approx 7k_BT \) within a measurement time, \( t_{\text{meas}} \approx 250 \tau_{\text{out/in}} \), which we find to be comparable in time to ESM, but the RSM technique can be used to approximately double the temperature of ESM. In addition, the initialization procedure performed by ramping in the opposite direction to readout allows for fast initialization of the \( \mid \downarrow \rangle \) within \( t_{\text{init}} \approx 250 \tau_{\text{in}} \) and with fidelities \( >99\% \). Figure 1C compares the pulse scheme for RSM to the scheme described for ESM. Importantly, during the read phase, instead of pulsing to a single detuning value and waiting for the electron spin-up state to tunnel out to the reservoir, we ramp the detuning from below \( E_T \) to above \( E_F \). While the load and empty phases are equivalent to the ESM method, the read phase now involves determining when a blip occurred during the read phase rather than if a blip was detected (see Fig. 1D), which will alter how the RSM method should be analyzed and optimized.

The ramping fundamentally changes the way in which the spin-to-charge conversion process operates. First, the tunnel rates in and out of the quantum dot to an electron reservoir for the \( \mid \downarrow \rangle \) and \( \mid \uparrow \rangle \) states, \( \Gamma_{\text{in/out}} \) and \( \Gamma_{\text{in/out}} \), respectively, now become time dependent. Specifically, the tunnel out rates are slow at the beginning of the ramp and then increase over the duration of the ramp, while the tunnel in rates are fast at the start of the ramp and then decrease over time. Second, the time threshold is also redefined. For ESM, the time threshold is equivalent to the readout time and is chosen to determine if a blip is detected. If a blip is detected, then the qubit state is assigned to be \( \mid \uparrow \rangle \), whereas if no blip is detected before the time threshold, then the spin state is assigned to be \( \mid \downarrow \rangle \). However, for RSM, the time threshold is used to threshold when a blip occurred. If a blip is detected before the time threshold, then it is assigned to be \( \mid \uparrow \rangle \), and if it occurs after, then it is assigned as \( \mid \downarrow \rangle \). Because the electrochemical potentials of both spin states are above \( E_T \) at the end of the ramp, there is always a step detected, that is, the electron spin has to be in either \( \mid \uparrow \rangle \) or \( \mid \downarrow \rangle \).

The benefit of such a ramp pulse may not be immediately obvious as there is always an optimal energy position for ESM (5). However, RSM is advantageous for a number of pragmatic reasons. For ESM, especially at high temperature or low magnetic field operation, the optimal detuning position is relatively far from \( E_T \) to avoid thermal fluctuations; hence, the tunnel rates to the electron reservoir are slow. The slow tunnel rates mean that the readout time becomes proportionally slow and impractical to capture the relevant tunneling events. RSM can mitigate this long readout time by attempting readout at every detuning position for a short amount of time. Therefore, the measurements can achieve high fidelity while keeping the readout time relatively short compared to the slowest possible tunnel rates. Being able to measure where the tunnel rates are slowest is particularly important because this is where the ratio between the \( \mid \uparrow \rangle \) and \( \mid \downarrow \rangle \) tunnel rates is greatest, and they are easily distinguished. The alignment of the RSM protocol is thus comparatively simple and fast over the traditional spin–tail measurement (21), because it simply performs the same pulse sequence but is insensitive to the initial and final detuning positions of the ramp as long as the entire detuning region between \( \mu_{\text{det}} \) and \( \mu_{\text{ini}} \) is covered. Notably, the use of ramp pulses that have no sudden rising/falling edges that require high-frequency signals reduces the bandwidth requirements for fast pulsing thus has the consequence of being able to lower electron temperatures because additional filtering can be implemented to reduce the effect of electrical noise from external control equipment.

We model the time-varying tunnel rates of the spin states during the ramp as a nonhomogeneous Poisson process due to the independent nature of electron tunneling events. The nonhomogeneous Poisson process is defined by a rate function \( \lambda_{\uparrow\downarrow}(t) \), which describes the probability of an electron tunneling off the measured qubit at time \( t \) having not already tunneled before time \( t \). In this case, tunneling
of an electron from the qubit to the reservoir is dictated by a Fermi distribution of temperature $T_e$ corresponding to the effective electron temperature of the reservoir. During RSM, the detuning is ramped across the Fermi broadened electron transition during readout from an initial detuning point $c_0$ relative to the center of the transition with a ramp rate of $r = \epsilon_{\text{ramp}}/t_{\text{ramp}}$, where $\epsilon_{\text{ramp}}$ is the change in qubit detuning relative to the reservoir, and $t_{\text{ramp}}$ is the duration of the ramp. Hence, the rate function $\lambda^{\uparrow\downarrow}(t)$ is given by

$$\lambda^{\uparrow\downarrow}(t) = \frac{\Gamma}{\exp\left(-\frac{E^0 + rt}{k_B T_e}\right) + 1}$$

where $\Gamma$ is the maximum tunnel rate of the electron transition, $k_B$ is the Boltzmann constant, and the electron transitions for each spin state are separated by the Zeeman energy, i.e., $E_0^\uparrow = E_0^\downarrow - E_Z$. The tunneling event distributions during RSM are equivalent to the probability density function $f^{\uparrow\downarrow}(t)$, which, for a nonhomogeneous Poisson process can be calculated as

$$f^{\uparrow\downarrow}(t) = \lambda^{\uparrow\downarrow}(t) \exp\left(-\int_0^t \lambda(y) \, dy\right)$$

Substituting the rate equation from Eq. 1 into Eq. 2 results in the general normalized probability density function for RSM as

$$f^{\uparrow\downarrow}(t) = \frac{\Gamma \exp\left(-\Gamma t\right)}{\exp\left(\frac{E_0^\downarrow + rt}{k_B T_e}\right) + 1} \left(\frac{\exp\left(\frac{E_0^\downarrow + rt}{k_B T_e}\right) + 1}{\exp\left(\frac{E_0^\uparrow}{k_B T_e}\right) + 1}\right)^{\frac{\Gamma}{\epsilon_0^\uparrow - E_Z}}$$

Using this equation, it is possible to analytically model the electron system during RSM.

The fidelity of RSM can be quantified by the spin-up and spin-down fidelities, which are the probability of electrons correctly identified for each spin state, respectively. Given that, for RSM, a time threshold is used to distinguish between the spin states and hence their respective probability density functions, the spin-up (down) fidelity can be described in terms of the normalized cumulative density function (CDF) $C^{\uparrow\downarrow}$. In general, for a given time $T$, the CDF is defined as

$$C^{\uparrow\downarrow}(T) = \int_0^T f^{\uparrow\downarrow}(t) \, dt$$

Hence, by substituting in Eq. 3, this results in the specific CDF $C^{\uparrow\downarrow}(t)$ for RSM as

$$C^{\uparrow\downarrow}(t) = 1 - \exp\left(-\Gamma t\right) \left(\frac{\exp\left(\frac{E_0^\downarrow + rt}{k_B T_e}\right) + 1}{\exp\left(\frac{E_0^\uparrow}{k_B T_e}\right) + 1}\right)^{\frac{\Gamma}{\epsilon_0^\uparrow - E_Z}}$$

For a given value of the time threshold $t$, the spin-up fidelity $F^\uparrow(t)$ is given as $C^\uparrow(t)$, and the spin-down fidelity $F^\downarrow(t)$ is given as $1 - C^\downarrow(t)$. The fidelities can then be combined into a single metric, the visibility $V(t)$ as defined by

$$V(t) = F^\uparrow(t) + F^\downarrow(t) - 1 = C^\uparrow(t) + C^\downarrow(t)$$

To determine the measurement fidelity of the RSM using time thresholding, we determine the optimal signal value and the time value for determining when a $|\uparrow\rangle$ (or $|\downarrow\rangle$) is detected. First, with respect to the optimal time threshold $t_{\text{opt}}$, the maximal visibility is found when the following condition is met

$$\frac{\partial}{\partial t}(V(t_{\text{opt}})) = 0 = \frac{\partial}{\partial t}(C^\uparrow(t_{\text{opt}}) - C^\downarrow(t_{\text{opt}}))$$

Solving for $t_{\text{opt}}$ we find that

$$t_{\text{opt}} = \frac{k_B T_e}{r_e \log\left(\frac{X - 1}{\left(\frac{\epsilon_0^\uparrow - E_Z}{k_B T_e}\right) + 1}\right)}$$

for compactness. Together, these equations allow the analytic determination of the optimal time threshold and measurement fidelity for a given set of RSM parameters.

In Fig. 2A, we show an example calculation of the probability and cumulative distributions for RSM used to determine the readout visibility. There are two distinct peaks offset proportional to the Zeeman energy with $B = 2$ T and $T_e = 200$ mK corresponding to the tunneling of the spin-up and spin-down spin states. The visibility is shown as the black dashed line and has a maximum at $t_{\text{opt}}$. Hence, calculating these distributions when matched to an experiment can be used to determine the measurement fidelity and predict how the measurement will perform in varying scenarios.

We use the model to predict how RSM behaves in comparison to ESM in the presence of charge noise. In Fig. 2B, we show $1 - v$ visibility for the RSM, optimized ESM and ESM at zero detuning as a function of the measurement time, $t$ relative to the electron tunnel rate, $\Gamma$. We have included the effect of integrated charge noise on all three measurement schemes. The light (dark) regions correspond to the potential fluctuation in visibility for 10 mV (5 mV) of charge noise. RSM is particularly robust to charge noise (with errors smaller than the line width in Fig. 2B) as the ramp pulse can be arbitrarily larger than the qubit energy splitting while retaining a similar ramp rate ensuring that the ramp always pulses sufficiently far; hence, there is practically no variation in the visibility. Therefore, despite the slower measurement time relative to $\Gamma$, RSM outperforms ESM in terms of stability to charge noise with similar visibilities. The required ramp rate (and hence readout time) scale proportionately with $\Gamma$ such that the slower measurement time can be mitigated by increasing $\Gamma$ by tuning device tunnel barriers. Regardless of the readout method used, the signal to noise will ultimately limit the operable measurement bandwidth.

Next, in Fig. 2 (C and D), we show the dependence of the visibility and optimal measurement time for both RSM and ESM (optimized detuning and zero detuning). As expected, for both methods, the visibility of the readout increases with increasing magnetic field electron temperature ratios (larger $\gamma_B/k_B T_e$). RSM considerably outperforms ESM ($\epsilon = 0$) in terms of visibility but shows a similar
Fig. 2. Theoretical performance of ESM and RSM techniques as a function of magnetic field and temperature. (A) Probability densities, $f^\uparrow$ and $f^\downarrow$, and cumulative densities, $C^\uparrow$ and $C^\downarrow$, as a function of normalized time threshold for the spin-up (spin-down) electron in silicon for RSM at $B = 2$ T and $T_e = 200$ mK ($\gamma_e B/k_B T_e = 13.5$). The visibility $V$ shows a clear peak in between the $f^\uparrow$ and $f^\downarrow$ distributions where the optimal measurement time $t_{e,\text{opt}}$ is indicated by the vertical dotted line. (B) The complement of the visibility as a function of normalized total measurement time, $\Gamma t$, for RSM (blue) and ESM for an optimized detuning, $\epsilon$ (red) and $\epsilon = 0$ (black) with $\gamma_e B/k_B T_e = 6.7$. The darker red and black colors correspond to the variation in visibility for an integrated $5 \mu$eV charge noise and the lighter colored regions for $10 \mu$eV charge noise. Because RSM is robust to noise fluctuations, there is no change in the visibility for these typical values of charge noise. (C) The complement of the visibility RSM (blue) and ESM for an optimized detuning, $\epsilon$ (red) and $\epsilon = 0$ (black) as a function of $\gamma_e B/k_B T_e$. Both techniques show similar visibilities over the entire range of magnetic field and temperatures investigated with RSM outperforming ESM for large magnetic field to electron temperature ratios, $\gamma_e B/k_B T_e > 15$. (D) The optimal measurement time for RSM (blue), optimized detuning ESM (red), and ESM with $\epsilon = 0$ (black) as a function of $\gamma_e B/k_B T_e$. The ESM technique performs better (shorter $t_{e,\text{opt}}$) than the optimized ESM for low magnetic field to electron temperature ratios; however, $t_{e,\text{opt}}$ for optimized ESM drops substantially around $\gamma_e B/k_B T_e = 8$.

Table 1. Comparison of the minimum ratio of magnetic field to electron temperature and readout times (in terms of $\Gamma$) possible with different readout methods to achieve the specified readout fidelities. While thermal limitations make it harder to reach higher fidelities, RSM and optimally tuned ESM can achieve the same fidelity as practical ESM ($\epsilon = 0$) at double the temperature (half the $\gamma_e B/k_B T_e$ value).

| Method | 90% Fidelity | 99% Fidelity |
|--------|--------------|--------------|
|        | $\gamma_e B/k_B T_e$ | $\Gamma_{\text{opt}}$ | $\gamma_e B/k_B T_e$ | $\Gamma_{\text{opt}}$ |
| ESM    | $3.8$       | $651$       | $6.7$       | $339$       |
| ESM ($\epsilon = 0$) | $7.7$       | $4$         | $13.2$      | $7$          |
| RSM    | $4.0$       | $266$       | $7.0$       | $244$       |

dependence to the optimized ESM; however, at high magnetic fields ($\gamma_e B/k_B T_e > 15$), RSM also outperforms the optimized ESM. While ESM ($\epsilon = 0$) performs worst in terms of visibility, it is the fastest of the methods in terms of normalized readout time $\Gamma_{e,\text{opt}}$, all else remaining constant. For the other methods, at high $\gamma_e B/k_B T_e > 8$ values, ESM (optimized detuning) performs faster than RSM, but when $\gamma_e B/k_B T_e < 8$, the situation is reversed. More emphasis should be placed on the relative visibility performance though as the readout time is expected to scale linearly with the electron tunnel rate $\Gamma$, which can be tuned or engineered in a given device. Several take away points from Fig. 2 (C and D) are summarized in Table 1.

In Fig. 3A, we show experimental single shot-shot traces of RSM while initializing a random electron spin state on the same electron-spin device as measured by Watson et al. (17). By monitoring the moving average of the $\downarrow$ distribution, one can detect low-frequency detuning fluctuations in the device. The time threshold (black dashed line) can be adjusted either in real time or in post-processing by monitoring the position of the spin-down tunnel events (red crosses) to make the RSM robust to low-frequency noise during the measurement such that there will be no reduction in readout fidelity caused by an incorrect time threshold. To determine the fidelity histograms for each trace, we determine the time at which the first step is detected, $t_d$, and then build a histogram of $t_d$ for many experimental repetitions (examples are shown in Fig. 3B). The resulting histogram is shown in Fig. 3C as a function of magnetic field strength where a clear bimodal distribution can be seen. The two peaks in the histogram correspond to $\uparrow$ and $\downarrow$ spin states where we associate the shorter $t_d$ events to $\uparrow$ and the longer events to $\downarrow$. Fits (red lines in Fig. 3C) of our previously discussed theory to these $t_d$ histograms are used to characterize the RSM fidelity at each magnetic field strength.

In the experimental device, with optimized ramp rates, we obtain a state-to-charge conversion visibility of 99.89 ± 0.02% (99.95 ± 0.01%) at $B = 1.5$ T ($B = 0.8$ T) with an electron temperature of ~110 mK corresponding to $E_e/k_B T_e \approx 8.1$ ($E_e/k_B T_e \approx 9.8$) determined by the fit to our nonhomogeneous Poisson process (red lines in Fig. 3C). We compare this result to other single-shot electron spin readout experiments in semiconductors in Table 2. Here, RSM is performed at the lowest magnetic field, and one of the lowest values of $t_d$ compared to the previous experiments, while achieving one of the highest values of the state-to-charge visibility reaching above 99%. Even at these low magnetic fields, RSM achieves some of the highest values for $V$, comparable to the Watson et al. (17) experiment where they deliberately tuned close to the optimal ESM point (not $\epsilon = 0$) but not as high as quoted for the experiment at 5 T (21) where $\gamma_e B/k_B T_e$ is more than tripled.

Last, we turn to the fidelity of the initialization of the electron spin state, which can also be improved by ramping but now in the opposite direction compared to the readout protocol. Similarly, to the readout protocol, electrons will tunnel at a different times in the ramp dependent on their spin state. For initialization, the $\downarrow$ state will be loaded onto the quantum dot before the $\uparrow$ state because it is lower in energy. To investigate the initialization protocol, we perform the load ramp followed by a subsequent measurement as a function of the initialization ramp time, $t_{\text{init}}$, see Fig. 4A. The measured proportion of $\uparrow$ electrons as a function of $t_{\text{init}}$ is shown in Fig. 4B. We can see that as the ramp time becomes large compared to the tunnel in times of the electron, then the qubit is deterministically loaded into $\downarrow$. The relative population of the two spin states can be controlled continuously from ~50 to ~0% by changing the ramp time, which can be used to initialize different spin states.

Specifically, in our ramped initialization experiment, ramp times less than 100 μs saturated at random initialization, while ramp
times greater than 10 ms saturated at initializing $|\uparrow\rangle$. Intermedi-
ary time scales for the initialization ramp could be used to achieve
arbitrary spin-up fractions.

We define the initialization fidelity, $F_{\text{init}}$, as the accuracy at which
we can deterministically initialize $|\downarrow\rangle$. To accurately determine
$F_{\text{init}}$, we need to take into account the measurement fidelity because
that will contribute to the number of spin-up states we can detect.
The experimentally measured spin-up count, $M^\uparrow$, is given by

$$M^\uparrow = (1 - F_{\text{init}}) F^\downarrow + F_{\text{init}} (1 - F^\downarrow)$$

which can rearrange to obtain

$$F_{\text{init}} = \frac{F^\downarrow - M^\downarrow}{F^\downarrow + F^\downarrow - 1}$$

$$= \frac{F^\downarrow - M^\downarrow}{V}$$

Using the data from Fig. 4B and $F^\downarrow = 0.9979$, $F^\downarrow = 0.9955$, and
$M^\downarrow = 0.0064$ at $B = 2$ T, we find $F_{\text{init}} = 0.9981$, above the 99% error
threshold for fault-tolerant surface code algorithms.

We can also theoretically calculate the expected initialization fi-
delity $F_{\text{init}}$ for a range of $t_{\text{ramp}}$ values using the previously derived
probability density function (Eq. 3) and the experimental fit parame-
ters. The relevant electron tunneling rates between the reservoir
and quantum dot for initialization are the complement of the
relevant tunneling rates for readout. This symmetry means that
both initialization and readout can be described by the same
non-homogeneous Poisson process as long as a polarity change is made
to the detuning axis. Therefore, $f_{\text{init}}(t)$ describes the probability den-
sity function of a single spin-up (down) electron tunneling from
the reservoir to the quantum dot. The biggest difference between the
two processes is that initialization involves many possible electrons
in the reservoir of which only one (or none) is initialized onto the
quantum dot. To account for this difference when calculating the
probability of initializing a spin-up (down) electron $P_{\text{init}}^\downarrow(t)$, the proba-
bility that an electron of the opposite spin had not already tunneled
onto the quantum dot must be considered. Hence

$$P_{\text{init}}^\downarrow(t) = f_{\text{init}}(t) (1 - \int_0^{t_{\text{ramp}}} P_{\text{init}}^\downarrow(t') dt')$$

$$= f_{\text{init}}(t) (1 - P_{\text{init}}^\downarrow(t))$$

where the initialization fidelity is equal to the total probability that
a spin-down electron was initialized within the ramp time, i.e.

$$P_{\text{init}}^\downarrow = \int_0^{t_{\text{ramp}}} P_{\text{init}}^\downarrow(t) dt$$

Using Eq. 17, it is possible to predict the required ramp time to
initialize a certain level of initialization fidelity given a set of exper-
iment parameters.

**DISCUSSION**

In summary, we have proposed and demonstrated a readout tech-
nique for semiconductor spin qubits that can achieve high readout
fidelity in low-field/high-temperature contexts and is robust to electrical
noise. The readout protocol is a combination of energy-selective
spin readout (4) and time-dependent spin readout (6) and offers a
number of pragmatic advantages over both ESM and TSM, such as
From previous calibration of the measurement fidelity and the STM tip under lithographic conditions (3 to 5 V, 1 to 3 nA) to form a template, which was subsequently doped by exposing the surface to 20 Langmuir of PH₃ before annealing. The patterned phosphorus delta layer behaves quasi-metallically and is used to form a pair of donor dots, control electrodes, and a single electron transistor as charge detector. Last, the device was encapsulated with a ≈40-nm layer of epitaxially grown silicon with aluminum ohmic contacts used to connect to the buried phosphorus layer.

All electrical measurements of the device were performed at cryogenic temperature in a 3He/4He dilution refrigerator equipped with a 6 T superconducting magnet. The electron temperature was determined to be $T_e \approx 100$ mK from fits of RSMs to the nonhomogeneous Poisson process model. Direct current voltages/currents were applied/measured via twisted-pair wires to room temperature with voltages applied using a series of Stanford Research Systems SIM928 voltage sources, and the resulting current was measured via a Femto DLPCA-200 variable gain low-noise current amplifier. Higher-frequency waveforms were applied to a pair of control electrodes via coaxial cables and 1-kHz bias tees (100 kilohm, 1.5 nF) using a Tektronix AWG5204 arbitrary waveform generator.
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