Serosolver: an open source tool to infer epidemiological and immunological dynamics from serological data
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Abstract

We present a flexible, open source R package designed to obtain additional biological and epidemiological insights from commonly available serological datasets. Analysis of serological responses against pathogens with multiple strains such as influenza pose a specific statistical challenge because observed antibody responses measured in serological assays depend both on unobserved prior infections and the resulting cross-reactive antibody dynamics that these infections generate. We provide a general modelling framework to jointly infer these two typically confounded biological processes using antibody titres against current and historical strains. We do this by linking latent infection dynamics with a mechanistic model of antibody dynamics that generates expected antibody titres over time. This makes it possible to use observations of antibodies in serological assays to infer an individual’s infection history as well as the
parameters of the antibody process model. Our aim is to provide a flexible inference package that can be applied to a range of datasets studying different viruses over different timescales. We present two case studies to illustrate how our model can infer key immunological parameters, such as antibody titre boosting, waning and cross-reaction, and well as latent epidemiological processes such as attack rates and age-stratified infection risk.

**Introduction**

Serological assays measure the interaction of a virus with the antibody repertoire of an individual host [1]. Originally developed in the mid-20th Century, assays based on haemagglutination inhibition (HI) and viral neutralization (VN) are still widely used and are highly repeatable within the same lab [2]. These assays can be setup relatively easily when viral culture systems are in place and require no specialist kits. Usually, serum is diluted in 2- or 4-fold steps. Limiting dilutions with higher titres indicate a stronger antibody response, whereas titres below the limit of detection indicate the absence of a significant response. In influenza, ‘lower than 1:10’ is often the minimum reading and dilutions of 1:1024 or higher indicate strong antibody responses. The longevity of antibodies such as IgG make serological assays a key tool in epidemiological surveillance, particularly where virological assays are not possible and symptoms are non-specific or non-existent [3–6]. When only a single sample is available for an individual, a threshold titre is often used as evidence of prior exposure or protection or both, for example the commonly used threshold of 1:40 for influenza [7,8].

Paired blood samples and serological assays using known circulating strains can be used to estimate exposure within a specific period of time. Samples taken before and after an influenza season for which the main circulating strain is known can therefore be used to infer attack rates [9,10]. Samples are usually processed as a pair to limit the impact of between batch variability in testing. A ≥ 4-fold rise in titre against the circulating strain (homologous titre) between the pre- and post-exposure samples is typically assumed to be evidence of influenza infection. Because there is a degree of subjectivity in the characterization of a sample being a limiting dilution, a ≥ 4-fold difference, within a 2-fold dilution scheme, is deemed to be more robust against human
error than a $\geq$ 2-fold difference in assessing the presence of haemagglutination (for HI) or cell death (for VN) in each well of the assay plate [12, 13]. However, a Bayesian analysis of titre rise data has suggested that the somewhat arbitrary fourfold rise hides a substantial number of lesser true titre rises that may represent missed infections [14]. Individual-level differences in age, infection history, time between exposure and measurement, and virus-specific effects likely all play a role in generating sub-fourfold titre rises [15, 18].

Cross-reactivity complicates the interpretation of serological results when an individual may have been exposed to two or more antigenically related viruses. Two pathogens are considered antigenically related if exposure to one generates a cross-reactive antibody response to the other in a serological assay. For example, antibody responses against one dengue virus serotype can cross-react with another [19], as well as other flaviviruses such as Zika virus [20, 21]. Moreover, sequential lineages of individual influenza A subtypes cross-react with their precursors and progeny [22]. One popular use of HI assays is to assess the cross-reactivity between current influenza A sub-types. Naive ferrets are inoculated with one of a panel of current reference strains to produce virus-specific serum. HI titres are then measured for potentially novel viruses using stocks of these reference ‘antisera’ [23].

Recently, there have been a number of initiatives to refine the analyses of commonly available serological data. Antigenic cartography was developed to reduce complex tables of HI readings for novel viruses and reference antisera to two dimensional space, visualised as an ‘antigenic map’ [23, 25]. An individual’s entire antibody repertoire against an antigenically variable pathogen can be then projected as a surface over these antigenic maps, with the height of the surface at any specific point indicating the expected titre for that individual against a strain at that location in the map [26]. These ‘antibody landscapes’ can be used to generate biological insight by investigating how antibody profiles develop over an individual’s life [27]. Further, compartmental transmission models can be defined with explicit strata for each serological assay result and used to test hypothesis about the interplay of social mixing and pre-existing immunity [28]. These approaches retain much of the information present in the magnitude of an assay measurement that may be lost when using seroconversion and seropositivity thresholds.
Here, we present the R package **serosolver**, which is the latest version of a code base developed specifically to increase the epidemiological insight available from serological assays [27][29]. **Serosolver** takes assay results from one or more serum samples for an individual, which may have been tested against one or more related viral strains, and infers a history of infections for that individual that is consistent with the observed titres. It can jointly estimate the process parameters for the antibody kinetic process by simultaneously inferring infection histories for many people. We use a Bayesian approach and obtain correlated samples from the posterior densities for infection histories and process parameters. The required assumptions for some priors are straightforward and may incorporate previously observed immunological phenomena. Prior assumptions for infection histories and the process that generates them can also be incorporated, but can require additional justification, as we shall discuss.

The basic inference challenge can be summarised as follows. For a given set of serological data \( Y \), which may include assay measurements against one or more strains, we wish to obtain the joint posterior distribution of the process parameters \( \theta \), individual infection histories \( Z \) and temporal probability of infection in the population \( \phi \). This posterior is proportional to three components: (i) the observation and antibody process models \( f(Y_i|Z_i, \theta) \), which give the likelihood of observing a set of titres \( Y_i \) for each individual \( i \) at serum sampling times \( t_i \), given infection history \( Z_i \) and process parameters \( \theta \); (ii) the transmission level \( P(Z_{i,j}|\phi_j) \), which gives the probability of individual \( i \) having an infection with the strain circulating in time period \( j \), given population infection probability \( \phi_j \); and (iii) the prior level, giving the prior probability for the process parameters, \( P(\theta) \) and the prior probability of any infection at each time period \( j \), \( P(\phi_j) \). This results in the following expression:

\[
P(Z, \phi, \theta|Y) \propto \prod_{i=1}^{n} \left( \prod_{k \in t_i} f(Y_{i,k}|Z_i, \theta) \prod_{j=j_{min}}^{j_{max}} P(Z_{i,j}|\phi_j)P(\phi_j) \right)P(\theta) \\
\]

First we outline how this expression is flexibly implemented in the **serosolver** package, then we show how the package can be applied to cross-sectional and longitudinal influenza data from China and Hong Kong to infer key epidemiological and immunological values.
Design and Implementation

Antibody process model

For a given individual infection history and set of biological parameters, the antibody process model generates a set of expected log titres for that individual against all possible test strains. Following previous work [27], the expected log titre individual \( i \) has against the strain that circulated at time \( j \) when observed at time \( k \) is defined as a linear combination of the contribution of antibody responses from each prior infection:

\[
X_{i,j,k} = \sum_{m \in Z_i} s(Z_i, m) [\mu_1 d_1(j, m) + \mu_2 w(m, k) d_2(j, m)]
\]  

The model components are defined by:

1. Long-term boosting. This is defined by a parameter \( \mu_1 \), equivalent to the expected persistent rise in titre against a homologous strain following primary infection.

2. Short-term boosting. The transient component of the antibody dynamics is defined by \( \mu_2 w(m, k) = \mu_2 \max\{0, 1 - \omega t_m\} \), where \( \mu_2 \) is the boost in titre, \( \omega \) is a waning parameter to be fitted, and \( t_m = k - m \) is the time since infection with strain \( m \).

3. Long-term cross-reactive antibody response from related strains. We assume the level of cross-reaction between a test strain \( j \) and infecting strain \( m \in Z_i \) decreases linearly with antigenic distance (see Data section below for definition). The cross-reaction function is \( d_1(j, m) = \max\{0, 1 - \sigma_1 \delta_{m,j}\} \), where \( \delta_{m,j} \) is antigenic distance between strains \( j \) and \( m \), and \( \sigma_1 \) is a fitted parameter.

4. Short-term cross-reactive antibody response. Similar to the long-term response, except this can wane over time. Cross-reactivity between a test strain \( j \) and infecting strain \( m \) is defined as \( d_2(j, m) = \max\{0, 1 - \sigma_2 \delta_{m,j}\} \)

5. Antigenic seniority by suppression. This results in lower titres from later infections in comparison to earlier ones. In the model, this works by scaling the titre contribution by a factor \( s(Z_i, m) = \max\{0, 1 - \tau (N_m - 1)\} \), where \( N_m \) is the infection number (i.e., primary infection is 1, secondary is 2) and \( \tau \) is a fitted parameter.
The antibody process model can be reduced to simpler models by setting certain parameter values equal to 0. For example, a model without antigenic seniority can be created by setting $\tau = 0$ or a model with only waning responses by setting $\mu_1 = 0$.

In addition, serosolver can be extended to include more complex antibody kinetics, as described in Supplementary Material 2. We note that the additional immunological phenomena described in Supplementary Material 2 are not exhaustive, and additional mechanisms may easily be implemented by making minor modifications to the package code.

**Antigenic distance**

The antibody process model described in Equation 2 includes parameters which describe short- and long-term cross-reactive antibody processes. These processes depend on a metric of antigenic distance between each pair of strains [23]. In the model, the antigenic distance $\delta_{m,j}$ between strains $m$ and $j$ is therefore defined by a matrix of pairwise distances. Serosolver can accommodate antigenically varying strains (all $\delta_{m,j}$ are specified) or a single homologous strain (all $\delta_{m,j} = 0$). The extent to which strains are antigenically distinct or similar can be described using the distance matrix.

**Observation model**

The expected titre $X_{i,j,k}$ defined in Equation 2 feeds into the observation model, which converts the continuously valued model predicted titre into a discrete observed titre. The distribution of the observed titre consists of a normally distributed random variable $g(s)$ with mean $X_{i,j,k}$ and variance $\varepsilon$, which is then censored to account for integer-valued log titres in the assay. Hence the probability of observing an empirical titre at time $k$ within the limits of a particular assay $Y_{i,j,k} \in \{0, ..., Y_{\text{max}}\}$ given expected titre $X_{i,j,k}$ is,

$$P(Y_{i,j,k}|X_{i,j,k}) = f(Y_{i,j,k}|Z_i,\theta) = \begin{cases} \int_{Y_{i,j,k}}^{Y_{i,j,k}+1} g(s)ds & \text{if } Y_{i,j,k} \in \{1, Y_{\text{max}} - 1\} ; \\ \int_{-\infty}^{1} g(s)ds & \text{if } Y_{i,j,k} = 0 ; \\ \int_{Y_{\text{max}}}^{\infty} g(s)ds & \text{if } Y_{i,j,k} = Y_{\text{max}} . \end{cases}$$

(3)
Serosolver includes an additional option to include strain-specific measurement bias, which may arise through strain-specific differences in assay reactivity. Specifically, an additional observation error is added to the predicted log antibody titres; this measurement error can be different for each individual’s strain or can be specified for a group (or cluster) of strains. The predicted titre $X'_{i,j,k}$ taking into account strain-specific measurement bias is given as:

$$X'_{i,j,k} = X_{i,j,k} + \chi_j$$

Where $\chi_j$ is the measurement offset for strain $j$. The hierarchical form of the measurement bias term may also be specified by the user: $\chi_j$ may be estimated as an independent parameter for each $j$; may be assumed to come from a hierarchical distribution $\chi_j \sim \mathcal{N}(\bar{\chi}, \sigma^2_\chi)$; and may be fixed for particular strains/groups e.g., fixing $\bar{\chi} = 0$ or $\chi_{j_{max}} = 0$.

**Infection history model**

Serosolver tracks each individual’s infection history as a binary vector of latent states indicating the presence (1) or absence (0) of infection, where each element of the vector represents a time period during which individuals could be infected. The set of infection histories for the sample population are therefore described by a binary matrix, $Z$, where each row represents an individual, $i$, and each column represents a time, $j$, at which an individual could be infected once. The probability of the infection history matrix, $P(Z)$, is given by,

$$P(Z) = \prod_{i=1}^{n} \prod_{j_{min}}^{j_{max}} \left( P(Z_{ij}|\phi_j) P(\phi_j) \right).$$

Each infection event ($Z_{i,j}$) is the outcome of a single Bernoulli trial, with probability $P(Z_{i,j}|\phi_j) = \phi_j^{Z_{i,j}} (1-\phi_j)^{1-Z_{i,j}}$. The choice of the prior distribution for the probability of infection, $P(\phi_j)$, is discussed below and in further detail in Supplementary Material 1. The time resolution of infection times may be set by the user depending on the data; frequent sampling times affords greater time resolutions (e.g., months), whereas less frequent sampling may be better suited to cruder time resolutions (e.g., years).
The infection history posterior can be used to calculate a key epidemiological measure of interest: the population attack rate over time. Attack rates can be inferred through combining inferred infection histories post-hoc to estimate the proportion of at-risk individuals (those that were alive and in the sample) that were infected in a given time period. Summing the columns of the infection history matrix gives the total number of infections for a given time period, whereas summing the rows give the total number of lifetime infections for an individual. To ensure biological plausibility, individual infection histories are constrained to prevent infections before an individual is born and after the last time at which a serum sample was taken. A key feature of the package is that the user is given control over the prior assumptions for the infection history and the probability of infection in each time unit (months, years etc).

Application to influenza A/H3N2

The initial development of `serosolver` focused on influenza A/H3N2, which has circulated in human populations since 1968 and has undergone substantial antigenic evolution over this time \[23,32–34\]. Figure 1 illustrates how our analytical approach applies to influenza A/H3N2. In this case, we make the assumption that the antigenic distance between strains can be described by a two-dimensional distance, with strains moving through the space over time. The expected log antibody titre for a given individual against a specific strain at a specific time can therefore be predicted using this antigenic distance map, the antibody process model described by Equation \[2\] and the individual level infection histories. Finally, the observed log antibody titres can be used to infer individual level infection histories and antibody process parameters based on time of sampling and the observation model.

Data

The `serosolver` package requires two datasets as inputs. The first is an antigenic map, which defines the two-dimensional location of viruses that circulated at each time point during the period of interest, and hence can be used to calculate the pairwise antigenic distance between any two viruses (i.e., \(\delta_{m,j}\) in the antibody process model, for strains \(m\) and \(j\)). The model automatically sets the potential period during which individuals
Fig 1. Conceptual overview of the analytical approach used in serosolver, as applied to influenza A/H3N2. **Top panel:** antigenic map for influenza A/H3N2 using coordinates from [24], with different viruses coloured by year of isolation. Solid points show centroids across all strains isolated in a given year, hollow points show individual strains. Dashed line shows an antigenic summary path, generated by fitting a smoothing spline through the observed isolates. Points further apart in space are less cross-reactive. **Middle panel:** conceptual illustration of the antibody kinetics model. An individual is infected with the orange virus, which results in boosting and waning of homologous antibody titres. In parallel, antibodies that cross react with viruses at different points in antigenic space also boost and wane (green and blue viruses). The individual is later infected by the green virus, which leads to further boosting and waning of antibodies. **Bottom panel:** HI titres measured from serum samples taken at different times capture different parts of the homologous and cross reactive antibody kinetics. Different sampling strategies will represent different subsets of these measurements e.g., a cross-sectional study might inform a single subplot, whereas a longitudinal study might inform just the orange bars from each of the three subplots. Clearly a sampling strategy with multiple serum samples and many viruses tested per sample will provide the most information.
could have been infected based on the earliest and latest circulating strains in the antigenic map.

The second dataset consists of individual-level log titres against one or more viruses defined in the antigenic map. Each titre measurement is accompanied by a sampling time $k$ (i.e., when the serum sample was collected) and strain circulation time $j$ (i.e., when the strain was originally isolated).

**Inference**

**Prior assumptions**

Inference in `serosolver` is fully Bayesian, which means priors must defined for all model parameters and infection histories. The priors on the antibody process parameters are uniform by default, but users may create their own prior function, which may be based on previous analyses. For example, constrained estimates for the short term antibody waning parameters may be used to specify strong beta or Gaussian priors on some of the antibody kinetics parameters for analyses where serum samples may be poorly suited to inform such short term effects.

Priors on the infection histories require more consideration, as the prior also captures any assumptions regarding the infection generating process. Because the number of potential infection times and strains can be vast, the contribution of the infection history prior must be well characterised to avoid any unforeseen bias during inference. The prior assumption on the functional form of $\phi$, whether individual infection risks are independent at a given time $j$, and whether an individual’s risk of infection depends on infection outcomes at previous times can have important implications for the prior on key infection history summary metrics, such as the attack rate in a given time period and the lifetime number of infections for an individual.

Although the literature for Bayesian variable selection presents a number of potential options, infection states are influenced by epidemiological and immunological structures that are not well characterised by standard prior assumptions (i.e., highly dispersed attack rates and variation in individual-level susceptibility) [35]. We therefore provide the user with flexibility in the assumed infection history and attack rate priors, with different prior assumptions each bringing their own biases and rationale.
Serosolver includes four infection history prior options. We summarise these priors in the main text, though an extensive discussion is provided in Supplementary Material 1.

**Hyper-prior on the probability of infection over time, version 1:** Under this prior, the probability of infection is given by $\phi_j$. The infection generating process is:

$$
\phi_j \sim f(j) \quad (6)
$$
$$
Z_{i,j} \sim \text{Bernoulli}(\phi_j) \quad (7)
$$

where $f$ is a user specified function describing the prior distribution on $\phi$, $P(\phi_j)$. By default, $f$ is the uniform distribution, $\phi_j \sim \text{unif}(0,1)$, though it may be set to incorporate information related to transmission such as seasonality or changes in social behaviour.

**Beta prior on the probability of infection over time, version 2:** As in prior 1, this prior assumes that individuals are under a common infection process during a given window of time. However, by placing a beta prior with parameters $\alpha$ and $\beta$ and integrating over values for $\phi$, each $\phi$ need not be estimated explicitly. We have found that this improves convergence of the model fitting framework. The infection generating process is:

$$
\phi_j \sim \text{Beta}(\alpha,\beta) \quad (8)
$$
$$
Z_{i,j} \sim \text{Bernoulli}(\phi_j) \quad (9)
$$

The probability of infection in a given time period is independent of other time periods, but dependent on the infection status of other individuals in the population at that time. The prior on the per-capita attack rate is therefore a beta distribution, and the prior on the lifetime number of infections for any individual follows a binomial distribution.

**Beta-binomial prior on the total number of infections during an individual’s life, version 3:** Unlike priors 1 and 2, this prior assumes that an individual’s risk of infection at a given time is independent of all other individuals. Rather, a prior is placed on the total number of infections that an individual is expected to experience over the course of their life. This is the prior used in our previous
The infection generating process is assumed to be:

\[ p_i \sim \text{Beta}(\alpha, \beta) \] (10)

\[ Z_{i,j} \sim \text{Bernoulli}(p_i) \] (11)

The prior on the per-capita attack rate across all individuals therefore follows a binomial distribution, and the prior on the lifetime number of infections for any individual follows a beta-binomial distribution, with parameters \( \alpha \) and \( \beta \) that can be set by the user.

**Beta prior on the probability of any infection, version 4:** In the final prior version, infection states are assumed to be independently and identically distributed with respect to both time and individual under the following infection generating process:

\[ \phi \sim \text{Beta}(\alpha, \beta) \] (12)

\[ Z_{i,j} \sim \text{Bernoulli}(\phi) \] (13)

This assumption places a beta-binomial prior on both the number of infections at a given time \( j \) (the attack rate) and the number of lifetime infections experienced by individual \( i \).

**Markov Chain Monte Carlo**

**Serosolver** uses a custom, adaptive Markov Chain Monte Carlo (MCMC) framework to sample from the joint posterior distribution of \( \theta \) and \( Z \) conditional on the antibody titre data (Equation 1). The package jointly estimates \( \theta \) and \( Z \) using a Metropolis-Hastings algorithm, alternating between sampling values for \( \theta \) and \( Z \). The MCMC framework automatically tunes the proposal step size for \( \theta \), and changes the number of individuals sampled for \( Z \) to achieve a specified acceptance rate. Given that MCMC sampling of binary variables is a challenging problem \cite{35,36}, **serosolver** includes additional custom proposal steps included for \( Z \) to improve chain mixing. The full sampling algorithm for \( Z \) is described in **Supplementary Material 1**. Briefly, the
algorithm uses a random-scan Metropolis-within-Gibbs proposal on infection histories to either propose new infection states or swap the times of existing infection states. These steps were developed to improve MCMC mixing when the infection states in adjacent time periods may be highly correlated. Where automated tuning is insufficient to achieve good mixing, all of the parameters controlling the proposal algorithm are exposed to the user to be changed manually from their default values.

**MCMC diagnostics**

To ensure reliable MCMC model fitting, thorough convergence diagnostics must be calculated to ensure that separate MCMC chains have converged on the same distribution, are not trapped in local modes and provide estimates of the posterior distribution with sufficient sample size. Serosolver includes functions to test these criteria in two broad categories: (i) visual assessment of convergence and goodness of fit; (ii) metrics of convergence checking between-chain agreement, auto-correlation and effective sample size. Alongside existing tools in the coda and bayestools packages, these functions include: MCMC trace and density plots for antibody kinetics parameters; MCMC trace and density plots for inferred attack rates over time; MCMC trace and density plots for inferred infection histories; model predicted titres plotted against observed titres; and inferred attack rates over time. MCMC chain outputs are written to disk during the fitting procedure, and the chain outputs are compatible with the coda and bayesplot R packages. The full posterior distribution of infection states as augmented data is therefore easily recoverable for further analysis, for example regression analysis of numbers of infections during some period of time.

**Implementation**

In serosolver, model inputs and assumptions may be changed depending on the serological data and hypotheses under consideration. For example, in some cases the user may be most interested in short-term, fine-scale (e.g., weekly or monthly) dynamics of infection; in other situations, long-term annual dynamics may be of interest. Furthermore, although much of the development of this package came from analysis of influenza A/H3N2 dynamics, these concepts and inputs are easily adaptable to
antigenically stable pathogens by specifying the input antigenic map.

The package work flow is divided into a number of distinct stages, which handle the data and parameter inputs, simulation, inference, posterior diagnostics, and analysis (Fig 2). We developed the package to rely on only a few function calls for each of these stages, but with ample room for customisation and flexibility at each stage.

To set up the model, users only need to provide: a data frame describing the model parameters (they can also change a flag to fix or estimate any of the parameters); a data frame with the antibody titre data in long format; and an antigenic map describing the antigenic relationship between each strain. Examples of a typical data cleaning workflow are provided in Supplementary Material 4.

Serosolver allows users to create their own likelihood and prior functions on top of those provided by default, requiring only that they return a vector of likelihoods (one per individual), and accept arguments for a vector of parameters (matching those defined in the general serosolver model) and the infection history matrix. Users can specify which prior assumption about infection histories is used, as specified above. In addition to the range of inbuilt options, the modular workflow of serosolver means that custom extensions tailored to particular problems should be readily achievable with only minor modifications to the code. In particular, alternative antibody kinetics models that capture pathogen-specific immunology and alternative assumptions about the infection history generating process.

It is essential to run multiple chains to assess mixing properties and potential bias in any MCMC analysis. Furthermore, model comparison and sensitivity analyses are a common output of model fitting analysis. It is simple to use serosolver with a parallel back-end, either through a computing cluster or locally with packages such as doParallel [39] to generate multiple chains in parallel. The accompanying vignettes (Supplementary Material 3 and Supplementary Material 4) demonstrate how multiple chains may be run in parallel locally, but we note that much of our own work with serosolver is done using a high performance cluster.
Fig 2. Inputs and outputs for the serosolver R package. The package has two sets of inputs to define data and parameters. These feed into the process model that can either be used to simulate data by itself, or combined with observed data and MCMC to obtain three posterior outputs: individual-level infection histories, population probability of infection, and biological parameters. Once these posteriors have been obtained, serosolver can run MCMC diagnostics and plot key immunological and epidemiological processes.

Results

We present two case studies to highlight the range of insights that serosolver can generate from serological samples. These cover two types of study designs commonly used to examine epidemiological and immunological dynamics using serological data, which can be thought of as subsets of the observations shown in Fig 1, bottom panel. The first is a serological survey testing individuals against a single homologous strain, which can reveal short-term epidemic dynamics, analogous to observing each of the bars of a single colour from Fig 1. We use data from a longitudinal study conducted in Hong Kong between 2009 and 2011 to estimate short-term antibody kinetics parameters against A/H1N1pdm09 in a population with no prior immunity. The second type of study design involves testing samples against a panel of previously circulating strains, which can provide insights into historical patterns of infection, analogous to observing all of the bars within a single serum sample from Fig 1. To illustrate this application, we apply the package to cross-sectional samples tested against a panel of historical A/H3N2 influenza strains to infer infection histories and antibody kinetics.

Case Study 1

The first case study uses data from a cohort study in Hong Kong during and after the 2009 A/H1N1pdm09 outbreak [40]. With repeat serological samples tested against a
given virus, serosolver can reconstruct the unobserved infection dynamics from measured titres collected several months apart. It is also possible to examine these infection dynamics stratified by available demographic variables, such as vaccination status (Fig 3A) and age (Fig 3B). Finally, we can estimate biological parameters shaping the short-term antibody response (Fig 3C).

We were able to estimate quarterly exposure rates, which could include either infection or vaccination. The inferred peaks in exposure rates are consistent with the observed two waves of the 2009 pandemic. We investigated the impact of vaccination status and age on inferred exposure rates. We found differences in exposure rates in vaccinated individuals compared to unvaccinated individuals, with higher overall exposure rates in vaccinated individuals. Intuitively, we would expect infection rates to be lower in vaccinated individuals; however, the converse suggests that vaccination causes boosts in antibody titres that are being inferred as infections. Thus, an individual’s vaccination status is an important consideration when using serological data to infer infection history. Additionally, we observed clear differences in age-stratified exposure rates with exposure rates highest among adults and children, and lowest among the elderly, confirming previous findings of age-stratified exposure rates during the 2009 pandemic [41]. Finally, we aimed to characterise the short-term immune response following infection by estimating short-term antibody kinetics parameters. We found that there is a strong short term boost (16-fold rise) in antibody titre following infection which wanes by 3% every 4 months.

To assess whether data contain enough information to reliably estimate the infection histories and biological process parameters, serosolver can be used to run a simulation recovery study. For example, if data of the same structure as the A/H1N1pdm09 outbreak in Hong Kong are generated using plausible parameter values [27], it is possible to re-infer these parameters (Fig 4B) alongside the individual-level infection histories (Fig 4C) and overall probabilities of infection (Fig 4A). However, depending on the sampling frequency, number of tested strains and number of repeat measurements, there are varying levels of information to estimate these quantities. When antibody titre data is sparse, the priors placed on either the antibody parameters, infection histories or probability of infection parameters will have a greater effect on the estimation performance. We therefore recommend routine
Fig 3. Influenza A/H1N1pdm09 infection dynamics in Hong Kong cohort. 
A: Exposure rates in unvaccinated individuals. Red line shows median estimate from serosolver, with 95% credible intervals (CI); black line shows reported A/H1N1pdm09 isolates. B: Age-specific infection rates in unvaccinated individuals. Lines show median estimates from serosolver for each age group (red: <19, green: 19-64, blue: >64) with 95% CI. C: Posterior densities of process parameter estimates. Dashed vertical lines represent 2.5th, 50th, and 97.5th percentiles.

Case Study 2

The second case study considers cross-sectional serological samples collected in southern China in 2009, which were tested against nine historical influenza A/H3N2 strains that circulated between 1968 and 2008 [29,42]. Serosolver can be used to reconstruct
Fig 4. Simulation-recovery of parameter and infection estimates using simulated single strain longitudinal data in same format as the Hong Kong dataset. A: Model estimated attack rates versus ‘true’ attack rates. Solid line shows estimated attack rate with 50% and 95% credible intervals (CI); green dashed line shows true attack rates. B: ‘True’ process parameters used for simulation compared to estimated posterior densities. Black solid vertical lines indicate true parameter values; dashed vertical lines represent 2.5th, 50th, and 97.5th percentiles. C: Model predicted titres and inferred infections compared to observed titres and known infections. Black points indicate observed titres; black lines indicate posterior median model predicted titres; green shading shows 50% and 95% CI on model predicted latent titres; dashed vertical lines indicate the timings of true infections; blue shading indicates posterior probability of infection.

several features of the epidemiological and immunological dynamics. First, Fig 5A shows substantial variation in the inferred historical attack rates of A/H3N2, with clear periods of high incidence interspersed by periods of very low incidence (range of posterior medians: 3.63% to 95.2%). In these analysis, we used a weakly informative prior on the annual attack rate with a mode of 15% with prior version 2. Our posterior estimates were very similar to this, with a median inferred attack rate of 14.6%, suggesting either agreement between the data and prior or a lack of information in the data. We also identified clear age-specific patterns of infection. Fig 5D shows the median number of infections per 10 years alive stratified by age at the time of exposure.
These results agree with previous analyses that individuals are infected, or at least experience antibody boosting, less frequently as they get older [27]. Fig 5E shows the proportion of individuals infected at least once by a virus from each of the 14 antigenic clusters considered here stratified by age at the time of exposure. Inference of long-term biological parameters suggested that individuals experience a long-term antibody boost $\mu_1$ of 2.24 log units (posterior median, 95% CI: 1.95-2.51), corresponding to approximately a 4-fold boost to long term homologous titres that wanes with antigenic distance (long term cross reaction $\sigma_1 = 0.105$ posterior median, 95% CI: 0.0962-0.113) and decreases with each successive exposure (antigenic seniority parameter, $\tau = 0.0310$ posterior median, 95% CI: 0.0210-0.0415).

As with the first case study, simulation recovery was used to validate the ability of serosolver to correctly infer underlying processes from a given dataset (discussed in detail in Supplementary Material 4).

**Fig 5. Influenza A/H3N2 dynamics in southern China.** A: Inferred historical attack rates. Shaded regions show 50% and 95% credible intervals (CI), black line shows posterior median, dashed green line shows maximum posterior probability estimate; B: Example latent titre trajectory (dark grey region, light grey region and black line show 50% CI, 95% CI and posterior median estimates respectively) against observed titres (black dots) of inferred or one individual. D: Frequency of infection by age group. C: Posterior densities for the inferred antibody kinetics parameters, 95% CI and posterior medians shown as dashed lines. E: Per cluster attack rates in <20 and $\geq$20 age groups. Clusters with darker shading circulated for longer before succession.
Computational performance

Serosolver uses a C++ back-end with substantial optimisation to scale the model to large data sets and high infection time resolutions with reasonable run times. Table 1 displays the mean run time of 5 MCMC chains fitting the serosolver model to serological data of different dimensions. In the most complex scenario, which involves fitting the model to 164,000 antibody titre measurements and inferring the infection state of 1000 individuals at 164 different time points (164,000 infection states), effective sample sizes >200 are achievable for both the antibody process parameters and attack rate estimates in <12 hours. For smaller scale analysis (e.g., 100 individuals, <5000 titres), high effective sample sizes and well-mixed chains are easily generated within 30 minutes.
Availability and Future Directions

Serosolver provides a general inference framework to estimate epidemiological and immunological dynamics from serological data. The open source package is available from GitHub ([https://github.com/seroanalytics/serosolver](https://github.com/seroanalytics/serosolver)), with detailed accompanying vignettes covering the main implementation and case studies we describe here. The aim of this package is to provide an open source, modifiable framework to fit antibody kinetics models that also require inference of unobserved infections. Disparate serosurveys measuring antibody titres over time are often underpinned by comparable dynamics, and we therefore felt that a unifying tool to enable quick reproduction and direct comparison of analyses across different datasets would be a useful addition to the literature.

As well as the stand-alone applications we have illustrated in the case studies above, serosolver could easily link with traditional epidemiological analysis. The results presented here are not intended to be exhaustive analyses, but rather to demonstrate the utility and range of insights that can be generated from serological data. In particular, the posterior latent individual-level infection histories and titre trajectories could act as inputs into regression models. For example, serosolver outputs could be combined with syndromic or lab-confirmation data to examine the relationship between susceptibility and titre at time of infection [43]. These methods could also apply to other pathogens; a similar model structure has recently been used to examine latent titres for dengue [44].

Moreover, serosolver can incorporate prior knowledge on time of exposure either from surveillance data or, if relevant, temporal climate variables. In the case studies presented, we used relatively simple priors for the probability of infection. However, more complex temporal priors could be imposed by having a different prior distribution for the probability of at each time point (i.e., different value of $\alpha$ and $\beta$) to account for seasonality in transmission dynamics. In the future, we hope to extend serosolver to include non-linear feedback between past exposures and future risk, by embedding an epidemic model as well as the probability of infection [45]. In theory, this package could be used to generate an ongoing database of inferred immunological parameters, allowing estimates to be updated and combined between to better estimate attack rates and
infection histories in less data-rich cohorts.

Serosolver could also be used to inform the design of serological sample collection and testing. Given potential logistical or budgetary restrictions on analysis of stored sera or collection of new samples, serosolver could be used to simulate different study designs and show how accurately these designs could recover the main parameters of interest.

At present, serosolver focuses on inference for a single exposure type. However, for viruses like influenza and dengue, individuals may be exposed to multiple subtypes or serotypes in the same season. Exposure to one antigen may cross react with another antigen providing protection against antigens an individual has not been directly exposed to. For example, infection with influenza A/H1N1 may provide cross-reactive protection against other group 1 viruses, and A/H3N2 against group 2 viruses [46]. Additionally, the incorporation of multiple exposures can facilitate the inclusion of vaccine exposure. In influenza, where vaccination is recommended annually, exposure to vaccination is an important piece of the immunological life course puzzle of an individual [47]. In its current form, serosolver can estimate differences between exposures by being fit independently to different subtypes. It can also fit models separately to vaccinated or unvaccinated populations to estimate how serological dynamics vary between these groups. Although this is a useful first approximation, future versions of serosolver will include potential for multiple exposure types during the same season so that any interactions can be modelled explicitly.

There is increasing evidence that serological titre data contain substantial additional information about infection and immunity dynamics, which are not captured by simple four-fold rise metrics [14,44,48,49]. Furthermore, in multi-strain pathogen systems, evidence is mounting that individual-level heterogeneity in unobserved exposure histories is a key driver of susceptibility to infection and disease [26,47,50,51]. Serosolver provides a generic framework to extract this information from commonly collected data. As serological data become increasingly available, it will be important to develop modern analytical methods and tools that account for known biological and epidemiological processes that may confound or bias inference [49,52,54].
Supporting information

Supplementary Material 1. Full description and discussion of the infection history priors and their implications for inference.

Supplementary Material 2. Additional immunological mechanisms and how to modify code to incorporate alternative antibody kinetics.

Supplementary Material 3. Case study 1 vignette with all code required for model fitting, figure generation and simulation recovery.

Supplementary Material 4. Case study 2 vignette with all code required for model fitting, figure generation and simulation recovery.
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Table 1. Comparison of run time and posterior sampling efficiency across a range of serosurvey designs.

| Case study | Number of individuals | Mean run-time (minutes) | Number of observed titres | Number of time segments | $\theta$ ESS | Z ESS | $\theta$ ESS per minute | Z ESS per minute |
|------------|-----------------------|-------------------------|---------------------------|-------------------------|--------------|-------|------------------------|-----------------|
| 1          | 100                   | 6.41                    | 400                       | 4                       | 1020         | 5030  | 159                    | 784             |
| 1          | 100                   | 6.88                    | 400                       | 8                       | 998          | 41000 | 145                    | 5960            |
| 1          | 100                   | 7.87                    | 2000                      | 4                       | 1020         | 54500 | 111                    | 591             |
| 1          | 500                   | 13.8                    | 2000                      | 8                       | 1000         | 52800 | 145                    | 39500           |
| 1          | 500                   | 14.8                    | 2000                      | 16                      | 871          | 4650  | 111                    | 1740            |
| 1          | 500                   | 16.8                    | 2000                      | 16                      | 849          | 3840  | 50.5                   | 229             |
| 1          | 1000                  | 22.7                    | 400                       | 8                       | 987          | 22000 | 36.7                   | 45700           |
| 1          | 1000                  | 26.9                    | 400                       | 16                      | 913          | 4540  | 29.1                   | 817             |
| 1          | 1000                  | 31.4                    | 400                       | 41                      | 2030         | 2990  | 167                    | 245             |
| 2          | 100                   | 12.2                    | 800                       | 41                      | 2030         | 2990  | 167                    | 245             |
| 2          | 100                   | 18.8                    | 4100                      | 41                      | 1360         | 1980  | 72.4                   | 105             |
| 2          | 100                   | 19.0                    | 800                       | 82                      | 1190         | 2400  | 62.4                   | 126             |
| 2          | 100                   | 34.2                    | 8200                      | 82                      | 1070         | 1660  | 31.3                   | 48.6            |
| 2          | 100                   | 37.0                    | 800                       | 164                     | 1980         | 2470  | 53.5                   | 66.9            |
| 2          | 500                   | 38.0                    | 4000                      | 41                      | 1730         | 1860  | 45.4                   | 48.9            |
| 2          | 500                   | 51.2                    | 4000                      | 82                      | 1630         | 2500  | 31.8                   | 48.8            |
| 2          | 500                   | 72.3                    | 20500                     | 41                      | 1600         | 651   | 22.1                   | 9.01            |
| 2          | 1000                  | 73.6                    | 8000                      | 41                      | 1580         | 910   | 21.4                   | 12.4            |
| 2          | 500                   | 78.6                    | 4000                      | 164                     | 1550         | 2420  | 19.7                   | 30.8            |
| 2          | 100                   | 87.8                    | 16400                     | 164                     | 846          | 2100  | 9.63                   | 23.9            |
| 2          | 1000                  | 90.4                    | 8000                      | 82                      | 1550         | 2050  | 17.2                   | 22.7            |
| 2          | 500                   | 150.0                   | 41000                     | 82                      | 925          | 478   | 6.17                   | 3.19            |
| 2          | 1000                  | 153.0                   | 41000                     | 41                      | 1530         | 555   | 9.98                   | 3.63            |
| 2          | 1000                  | 182.0                   | 8000                      | 164                     | 1250         | 2270  | 6.89                   | 12.5            |
| 2          | 1000                  | 327.0                   | 82000                     | 82                      | 926          | 213   | 2.83                   | 0.65            |
| 2          | 500                   | 346.0                   | 82000                     | 164                     | 553          | 837   | 1.6                    | 2.42            |
| 2          | 1000                  | 674.0                   | 164000                    | 164                     | 310          | 416   | 0.46                   | 0.618           |