Analytic construction of baroclinic tori by non-linear summation
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In this paper analytical method for constructing baroclinic flow is presented. Presented method allows the construction of baroclinic tori with significant vertical shear, which are stable by the Solberg–Høiland criteria. The presented method can be used in the investigations of the influence of background structure on vertical-shear- and entropy-driven instabilities.
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1 Introduction

Angular momentum transfer to the periphery of astrophysical disks is one of the long-standing problems. However it remains relevant even today.

Turbulence driven by magneto-rotational instability (MRI) (based on the Velikhov-Chandrasekhar instability, Velikhov (1959); Chandrasekhar (1960) discovered by Balbus & Hawley (1991), does not occur in weakly ionized parts of disks. An example of such parts is the dead zones in protoplanetary disks (see Armitage (2011) and Turner et al. (2014) for detailed reviews).

Moreover, the $\alpha$-parameter of Shakura & Sunyaev (1973) provided by direct numerical simulation of MRI-driven turbulence does not exceed a value $\alpha \sim 0.03$ (Simon et al. 2012). At the same time, the interpretation of accretion disks observations indicates that $\alpha > 0.1$ (King et al. 2007, Suleimanov et al. 2008, Kotko & Lasota 2012, Lipunova 2013, Lipunova & Malanchev 2016).

Therefore alternative mechanisms of angular momentum transfer have to be sought.

One of such alternatives is a subcritical transition to turbulence through the transient growth of linear perturbations (see the review by Razdoburdin & Zhuravlev (2015) and references therein for more details). Unfortunately, numerical simulations in local approach do not show any subcritical transition in homogeneous, hydrodynamic, Keplerian flows (see Shen et al. 2006). However, this negative result may have been due to insufficient numerical resolution (see discussion in Mukhopadhyay et al. 2005 and Razdoburdin & Zhuravlev 2017).

Another alternative scenario is based on the instabilities that occur in stratified flows. This sort of instability is driven by the entropy gradient. First evidence for its existence was found by Klahr & Bodenheimer (2003) in global simulations of disk with radial entropy gradient. The authors called it a "global baroclinic instability" (GBI). However, the subsequent studies made by Klahr (2004) and Johnson & Gammie (2005) did not find any linear instability in the framework of the inviscid dynamics. Further, Johnson & Gammie (2006) did not find any instability in the shearing box model employing a nonlinear approach.

New impetus to entropy-driven instability was given in papers by Petersen et al. (2007a) and Petersen et al. (2007b). In contrast to Johnson & Gammie (2006), the authors took cooling function into account and used the spectral approach. They found a spontaneous formation of long-lived vortices, which produce density waves. Finally, Lesur & Papaloizou (2010) observed this instability in the local approach without any vertical stratification. The rate of angular momentum transfer by density-waves corresponds to the effective $\alpha \sim 10^{-3}$. The instability was found to be subcritical. This means that the instability operates only for finite amplitude perturbations with some threshold of their initial amplitude. Because of its local and subcritical nature, this instability is called now a "subcritical baroclinic instability" (SBI). The generation of perturbations with finite amplitude that gives rise to SBI was investigated in Klahr & Hubbard (2014) and Lyra (2014).

In presence of critical layers in stratified flow, zombie vortex instability (ZVI) can occur. Critical layers roll up into vortices, which give birth to other critical layers, which in turn produce new vortices. The corresponding angular momentum transfer was found to be $\alpha \sim 10^{-3}$ (see Marcus et al. 2013, Marcus et al. 2015, Marcus et al. 2016 for details).

Another kind of instability occurs in baroclinic flows. Baroclinic flow is the most general case of the rotating flow. In contrast with more particular case of barotropic flow, in
the baroclinic one the pressure cannot be represented as function of density alone. This means that cross product \( \nabla p \times \nabla \rho \neq 0 \). According to the Poincare-Wavre theorem, this means that the angular velocity of the fluid, \( \Omega \), is the function of both radial and vertical coordinates (see Tassoul [1978] for details).

Baroclinic flows are unstable owing to the so-called vertical shear or Goldreich – Schubert – Fricke (GSF) instability. It was first discovered independently in the papers by Goldreich & Schubert [1967] and Fricke [1968]. This instability is driven by the combination of vertical gradient of angular velocity (vertical shear) and heat transport. Linear and nonlinear regimes of this instability were investigated in Urpin & Brandenburg [1998], Urpin [2003], Arlt & Urpin [2004] in the context of disk physics. But only in Nelson et al. [2013] a clear evidence for turbulence and in Nelson et al. [2013] a clear evidence for turbulence and in Nelson et al. [2013] a clear evidence for turbulence and pressure at the boundary. The latter can be impor-

1 in some papers it is also called the vertical shear instability (VSI).

One of the important issues is the influence of the background structure on the properties of GSF-instability. In Barker & Latter [2015], the linear regime of this instability was investigated for both “locally isothermal” (as in Nelson et al. [2013]) and “locally polytropic” background models. The challenge of such investigations is in the construction of stationary baroclinic background. Since baroclinic flows are the most general case of stratified flow, their apprehensible construction is of interest in the context of the investigation how the background affects the SBI and ZVI (the most recent simulation has been performed by Richard et al. [2016]).

We will show in the following that the modification of ALA89 method allows us to construct baroclinic flow with coinciding surfaces of zero pressure and zero density. In such a flow entropy is finite and it is stable by Solberg–Høiland criterion.

### 2 Construction of baroclinic flow

Stationary axisymmetric flow in the Newtonian potential of the central body obeys the following set of equations:

\[
\frac{\partial p}{\partial r} = -\frac{\rho r GM}{(r^2 + z^2)^{3/2}} + \rho r \Omega^2 \tag{1}
\]

\[
\frac{\partial p}{\partial z} = -\frac{\rho z GM}{(r^2 + z^2)^{3/2}} \tag{2}
\]

Here, \( M \) is mass of the central body, \( G \) is gravitational constant and \( r \) and \( z \) are the cylindrical coordinates.

For parametrization of the problem, the parameter \( r_0 \) is chosen. It is equal to the distance at which the pressure reaches its maximum value on the equatorial plane. The rotation angular velocity at \( r = r_0 \) is denoted as \( \Omega_0 = \Omega(r = r_0, z = 0) \). Thus, \( \partial p/\partial r = 0 \) at \( r = r_0, z = 0 \), whereas \( GM = \rho_0^3 \Omega_0^2 \).

So, the set of hydrodynamic equations take the form:

\[
\frac{\partial p}{\partial r} = -\frac{\rho r_0^2 \Omega_0^2 r_0^3}{(r^2 + z^2)^{3/2}} + \rho r \Omega^2 \tag{3}
\]

\[
\frac{\partial p}{\partial z} = -\frac{\rho z \Omega_0^2 r_0^3}{(r^2 + z^2)^{3/2}} \tag{4}
\]

Equations 3 and 4 contain three unknown functions: \( \rho \), \( p \) and \( \Omega_0 \), and can not be solved without any additional assumptions.
2.1 Barotropic solutions

First, let us solve this set (following Goldreich et al. (1986), Kojima (1989), Kojima et al. (1989), Razdoburdin & Zhuravlev (2012) and others) for the particular case of barotropic flow with \( \Omega = \Omega_0 (r/r_0)^{-q} \) and adiabatic equation of state \( p = \rho^\gamma \).

With this simplifications, it is not difficult to obtain the solution of (3) and (4):

\[
\rho = \left( \frac{\Omega_0^2(y-1)}{\gamma} \right)^{1/(\gamma-1)} \left( \frac{1}{\sqrt{r^2 + z^2}} + \frac{r^{2-q}}{2 - 2q + C_q} \right)^{1/(\gamma-1)}
\]

(5)

\[
\rho = \left( \frac{\Omega_0^2(y-1)}{\gamma} \right)^{\gamma/(\gamma-1)} \left( \frac{1}{\sqrt{r^2 + z^2}} + \frac{r^{2-q}}{2 - 2q + C_q} \right)^{\gamma/(\gamma-1)}
\]

(6)

Here, \( C_q \) is an integration constant which can be easily found from the boundary condition \( \rho(r = [r_1, r_2], z = 0) = 0 \), where \( r_1 \) and \( r_2 \) are inner and outer radii of the flow.

\[
\frac{1}{r_1} + \frac{r_1^{2-q}}{2 - 2q} + C_q = 0
\]

(7)

\[
\frac{1}{r_2} + \frac{r_2^{2-q}}{2 - 2q} + C_q = 0
\]

(8)

This set contains the three unknowns: \( r_1, r_2 \) and \( C_q \). Thus, the torus is fully determined by setting one of them. However, it is more convenient to use the radial size of the torus \( R_d = r_2 - r_1 \) as the parameter. So, the final set for \( C_q, r_1 \) and \( r_2 \) take the following form:

\[
(2 - 2q) + r_1^{3-2q} + (2 - 2q)C_q r_1 = 0
\]

(9)

\[
(2 - 2q) + r_2^{3-2q} + (2 - 2q)C_q r_2 = 0
\]

(10)

\[
r_2 = R_d + r_1
\]

(11)

Thus, the barotropic solution of the set (3) and (4) is characterised by the following parameters: \( \gamma, R_d, r_0, q \) and \( \Omega_0 \). In this paper the parameters \( \gamma \) and \( \Omega_0 \) are specified by \( \gamma = 5/3 \) and \( \Omega_0 = 1 \).

2.2 Construction of barocline

As was mentioned previously, the method for the construction of baroclinic flows is based on ALA89. However, the details of the construction differ significantly.

The method proposed by ALA89 has significant drawbacks. One of them is a mismatch of the zero-density and the zero-pressure surfaces. In combination with the equation of state for an ideal gas, it results in infinite entropy at the surface of the zero pressure (as long as density does not vanish there). Another issue is the instability of the resulting barocline by the Solberg–Høiland criterion. Additionally, the method proposed by ALA89 does now allow the construction of highly baroclinic flows. Note that here we suggest the corrections that fix all the above drawbacks.

Let \( (p_1, p_1, \Omega_1) \) and \( (p_2, p_2, \Omega_2) \) be two explicit barotropic solutions of the set (3) and (4). Each solution is characterised by the same frequency \( \Omega_0 \) and adiabatic index \( \gamma \). However, their rotation index \( q \), scale parameter \( r_0 \) and radial size \( R_d \) differ.

Let us write the set of Euler equations for both of these solutions:

\[
\frac{\partial p_1}{\partial r} = -\frac{\Omega_0^2 r \beta_0 r_1}{(r^2 + z^2)^{3/2}} + \Omega_0^2 \rho_1 \left( \frac{r}{r_01} \right)^{-2q_1}
\]

(12)

\[
\frac{\partial p_1}{\partial z} = -\frac{\Omega_0^2 r \beta_0 r_1 z}{(r^2 + z^2)^{3/2}}
\]

(13)

\[
\frac{\partial p_2}{\partial r} = -\frac{\Omega_0^2 r \beta_0 r_2 r}{(r^2 + z^2)^{3/2}} + \Omega_0^2 \rho_2 \left( \frac{r}{r_02} \right)^{-2q_2}
\]

(14)

\[
\frac{\partial p_2}{\partial z} = -\frac{\Omega_0^2 r \beta_0 r_2 z}{(r^2 + z^2)^{3/2}}
\]

(15)

Now let’s multiply (12) and (13) by some real number \( \beta \), and (14) and (15) by the \( 1 - \beta \). Then, we add (12) to (14) and equation (13) to (15):

\[
\frac{\partial (\beta p_1 + (1 - \beta) p_2)}{\partial r} = -\frac{\Omega_0^2 r \beta \beta_0 r_1 \rho_1 + (1 - \beta) r_02 \rho_2}{(r^2 + z^2)^{3/2}}
\]

(16)

\[
\frac{\partial (\beta p_1 + (1 - \beta) p_2)}{\partial z} = -\frac{\Omega_0^2 \beta \beta_0 r_1 z \rho_1 + (1 - \beta) r_02 z \rho_2}{(r^2 + z^2)^{3/2}}
\]

(17)

Now, if the new functions

\[
p = \beta p_1 + (1 - \beta) p_2
\]

(18)

\[
\rho = \frac{\beta r_01 \rho_1 + (1 - \beta) r_02 \rho_2}{r_01}
\]

(19)

\[
\Omega^2 = \frac{\beta \beta_0 \Omega_1 \rho_1 \left( \frac{r}{r_01} \right)^{-2q_1} + (1 - \beta) \rho_2 \left( \frac{r}{r_02} \right)^{-2q_2}}{\rho}
\]

(20)
are defined, (16) and (17) take the form:

\[
\frac{\partial p}{\partial r} = -\frac{\rho r \Omega^2}{(r^2 + z^2)^{3/2}} + r \rho \Omega^2
\]

(21)

\[
\frac{\partial p}{\partial z} = -\frac{\rho 2 \Omega^2}{(r^2 + z^2)^{3/2}}
\]

(22)

Equations (21) and (22) are exactly the same as the set (3) and (4). It means that functions (18)–(20) are the solutions of Euler equations. Wherin \( \Omega \) is functions of both coordinates \((r, z)\). Thus, the solution describes baroclinic flow.

The problem of such a summation is a mismatch of the regions where the barotropic solutions are well defined (some regions lie inside the boundary of the first barotropic solution but outside the boundary of the second one). In the ALA89 pressure and density of barotropic solutions were redefined outside of the flow boundary to be negative. This is the reason for the mismatch between the zero-pressure and zero-density surfaces in the original method.

In this work the density and pressure of barotropic flows are defined to be equal to zero outside their boundaries. Since the barotropic solution (5) and (6) have spatial derivatives vanishing at the boundary, such an extension is smooth everywhere.

Unfortunately, the resulting baroclinic flow may acquire an infinite radial derivative of its thickness, \( dH/dr = \infty \), in the regions, where the barotropic boundaries intersect with each other. To solve this problem barotropic flows are chosen to lie one inside another like the matryoshka doll. For simplicity, \( r_{02} \) and \( R_{d2} \) are chosen in such a way, that the inner and outer radii of both barotropes coincide.

The baroclinic solution is determined by \( \beta, q_1, q_2, r_{01}, R_{d1}, \gamma \) and \( \Omega_0 \). Hereafter, only the flows with \( \Omega_0 = 1, \gamma = 5/3, r_{01} = 1 \) and \( R_{d1} = 1 \) will be considered.

Natural generalisation of the method is reduced to the summation of more than two barotropic solutions. In this case, the baroclinic solution is determined by the following functions:

\[
p = \sum_{i=1}^{N} \beta_i p_i
\]

(23)

\[
\rho = \sum_{i=1}^{N} \beta_i r_{0i}^3 \rho_i
\]

(24)

\[
\Omega^2 = \frac{\Omega_0^2}{\rho} \sum_{i=1}^{N} \beta_i \rho_i \left( \frac{r}{r_{0i}} \right)^{-2q_i}
\]

(25)

With additional condition \( \sum \beta_i = 1 \).

Because the inner and the outer radii of barotropes are matched, the barotropes with lower \( q \) lay inside the barotrope with the highest \( q \), so the thickness of the barocline is equal to the thickness of barotrope with the highest \( q \) for any radius. Since the density and pressure in barotropic solutions as well as their spatial derivatives vanish at the boundary, the resulting baroclinic solution is smooth everywhere inside their boundaries.

Note that the method does not naturally provide the positivity of \( \Omega^2, p \) and \( \rho \). Thus, sign of \( \Omega(r,z)^2, p(r,z) \) and \( \rho(r,z) \) must be checked for any baroclinic solution.

Construction of self-gravitating flow with non-zero vertical shear rate can also be in interest. For that case, solutions with zero vertical shear rate can be calculated, for example, with method described in Alin et al. (2017). Construction of baroclinic solution is similar to described above. The only difference is that value of \( \Omega_0^2 r_{0i}^3 \rho_{i0} \) must be the same for different barotropic solutions.

In present paper, we do not take self-gravitation into account. Investigation of baroclinic self-gravitating flows is an interesting subject to future studies.

2.3 Solberg–Høiland criterion

The stability of baroclinic torus with respect to axisymmetric adiabatic perturbations is determined by the well-known Solberg–Høiland criterion (see Tassoul (1978)):

\[
\frac{1}{r^2} \frac{\partial j^2}{\partial r} - \frac{1}{\rho C_p} \nabla \rho \cdot \nabla S > 0
\]

(26)

\[
-\frac{1}{\rho} \frac{\partial}{\partial z} \left( \frac{\partial^2 S}{\partial r \partial z} + \frac{\partial^2 S}{\partial z^2} \right) > 0
\]

(27)

It contains both the Rayleigh \( d^2 j/dr > 0 \) and the Schwarzschild \( ds/df > 0 \) conditions as particular cases.

Note that stability by Solberg–Høiland criterion does not mean stability to all sorts of linear perturbations. This criterion is valid only for axisymmetric perturbations (see...
In barotropic flows, pressure is a function of density only, that is why for this case the scalar product $\langle \nabla p \cdot \nabla \rangle = |\nabla p||\nabla p|$ and $G = 0$. In contrast, to the extremely baroclinic case: $\langle \nabla p \cdot \nabla \rangle = -|\nabla p||\nabla p|$ and $G = 1$.

In order to see the regions which give the main contribution to full baroclinicity, the quantity $g$ can be introduced:

$$g^2 = \frac{1}{2} - \frac{1}{2} \frac{\nabla p \cdot \nabla}{|\nabla p||\nabla p|}$$

Obviously, $g(r, z)$ takes the values from zero in regions where baroclinicity is negligible up to unity in extremely baroclinic regions.

### 2.5 Shear rates

The common way to measure radial shear rate is to use the factor $q_r = -\frac{\partial}{\partial r} \left( \frac{\Omega}{\Omega_i} \right)$. It is equal to $q_r = 3/2$ for Keplerian rotation and to $q_r = 2$ for iso-momentum rotation. In unstratified flows $q_r$ is a suitable indicator of stability since disks with $q_r > 2$ are unstable according to the Rayleigh criterion. However, in the case under consideration, the Rayleigh criterion is modified by the entropy gradient, see (26). So, if entropy gradient has a stabilising effect the regions with $q_r > 2$ can be stable.

The quantity $q_r$ represents the radial shear rate only. In order to describe the vertical shear, let us first consider the shear rate tensor $\epsilon_{ik}$. Which is related to the stress tensor in the following way:

$$\sigma_{ik} = \zeta (\text{div} \mathbf{v}) \mathbf{I} + \eta \epsilon_{ik},$$

where $\mathbf{I}$ is a unit tensor, and $\eta$ and $\zeta$ are coefficients of dynamic and bulk viscosities.

For axisymmetric flow with the solely nonzero azimuthal velocity only, the two components of $\epsilon_{ik}$ do not vanish:

$$\epsilon_{r \varphi} = r \frac{\partial \Omega}{\partial r},$$

$$\epsilon_{z \varphi} = r \frac{\partial \Omega}{\partial z}.$$

Thus, $q_r$ is equal to the dimensionless $r \varphi$ component of the shear rate tensor $\epsilon_{ik}$ taken with a negative sign. Correspondingly, the natural form of vertical shear rate $q_z$ is the dimensionless $z \varphi$ component of $\epsilon_{ik}$ taken with the negative sign:

$$q_z = -\frac{\epsilon_{z \varphi}}{\Omega} = -\frac{r}{\Omega} \frac{\partial \Omega}{\partial z}.$$

The distributions of $q_r(r, z)$ and $q_z(r, z)$ allow us to represent both radial and vertical shear rates in the flow.
3 Results

In order to show our method at work, several baroclinic flows are constructed. For all of them the sequence \( \{q_i\} \) is chosen in the form:

\[
q_i = q_s + \frac{i \cdot dq}{N},
\]

where \( i \) changes from 1 up to \( N - 1 \), \( dq = (q_e - q_s)/(N + 1) \).

This means that \( q_i \) changes from \( q_s + dq \) to \( q_e - dq \) with step \( dq \).

First, let us construct Solberg–Høiland-stable baroclinic flow specifying the sequence of \( \beta_i \) in the following way:

\[
\beta_i = \frac{(i + 1)^k}{\sum_{j=1}^{N-1} (j + 1)^k}
\]

(35)

The denominator in (35) provides a unit sum over all coefficients \( \sum \beta_i = 1 \).

The power \( k \) specifies the relative weights of barotropic solutions. For \( k = 0 \), all barotropes have the same weight. In figure (1), we show the dependence of global baroclinicity \( G \) on the number of barotropes \( N \) for different \( k \).

It is found that \( G \) increases monotonically up to some limit as \( N \) goes to \( \infty \). In turn, this limit has maximum at \( k = -2.5 \). Thus, the baroclinicity of the flow can be widely changed by changing \( N \). The highest baroclinicity that can be attained employing our method is \( G = 0.32 \). As can be seen, it exceeds the one obtained in [23] by more than an order of magnitude.

In order to demonstrate the profiles of physical values in the \( r\z \)-plane, let us choose \( q_s = 1.5, q_e = 2, N = 249 \), which correspond to \( dq = 0.002 \). Global baroclinicity of such a flow is equal to \( G = 0.26 \).

Such value of \( q_e \) results in significant difference of rotational profile from the Keplerian one. However, for \( q_e \) much closer to 1.5 results do not significantly change. For example, setting \( q_e = 1.55 \) results in the slight decrease of \( G \) only up to \( G = 0.18 \). Thus, our method allows to construct thin tori with significant baroclinicity too.

In figures (2), (3) and (4) the corresponding distributions of entropy, pressure and local baroclinicity \( g \), respectively, are shown. The pressure is maximum at the equatorial plane of the flow and decreases towards the boundary. At the same time, the entropy is maximum right at the boundary.

For unstratified flows with shear rate \( q_r = -\frac{\partial \Omega}{\partial r} > 2 \) the specific angular momentum decreases with the radius; therefore such flows are unstable according to the Rayleigh criterion. However, in the presence of stratification the condition of the flow stability changes (see inequality (26)). Since entropy increases and pressure decreases to the periphery of the torus, the second term in (26) becomes negative. This means that stratification stabilizes the flow, and regions with \( \partial \Omega/\partial r < 0 \) become stable. In figure (5) the distribution of radial shear rate in the \( r\z \)-plane is shown. In
spite of the existence of areas with \( q_r > 2 \), the flow is stable by the Solberg–Høiland criteria.

Note that stability of regions with \( q_r > 2 \) does not require the flow to be baroclinic but only to be pseudo-barotropic (see Tassoul (1978)). That is, if entropy is a decreasing function of density, which is finite for zero density, regions with \( q_r > 2 \) will also stabilized by the entropy gradient.

In figure 6 the distribution of vertical shear rate in the \( rz \)-plane is shown. The typical value of \( q \) is some dozens. So, the vertical shear is comparable to the radial shear.

The spatial distribution of \( q \) has several features. At first, it is antisymmetric with respect to the equatorial plane since \( \Omega(z) \) is symmetric. Second, \( q \) vanishes at some radius inside the torus. This result can be reproduced analytically by differentiating (25) over \( z \) taking into account what \( R_0 \) of combined barotropes have the values close to each other.

In order to construct the Solberg–Høiland-unstable barocline, the sequence \( \{\beta_i\} \) can be chosen in the following form:

\[
\beta_i = \frac{(i + 1)}{\sum_{i=1}^{N-1} (i + 1) - 2.2 \sum_{i=141}^{199} (i + 1)}
\tag{36}
\]

for \( 1 \leq i \leq 140 \) and \( 200 \leq i \leq 249 \), and

\[
\beta_i = -\frac{1.2 \cdot (i + 1)}{\sum_{i=1}^{N-1} (i + 1) - 2.2 \sum_{i=141}^{199} (i + 1)}
\tag{37}
\]

for \( 140 < i < 200 \). As in (35), here the denominator provides a unit sum of all coefficients \( \sum \beta_i = 1 \).

As a result, the maximum of entropy appears inside the flow, which leads to destabilization according to the Solberg–Høiland criterion. The resulting entropy, pressure and local baroclinicity distributions are shown in figures 7, 8 and 9, respectively. The baroclinicity of the flow is equal to \( G = 0.12 \).

### 4 Conclusions

In this work, we have been able to construct baroclinic tori that are exact solutions of an Eulerian equation in the point-mass Newtonian potential. A number of modifications to method proposed in ALA89 allows us make it free of significant drawbacks and construct the flow which is stable according to the Solberg–Høiland criterion; at the same time it has a significant degree of baroclinicity.

The parameters of the resulting tori can be easily varied by changing the construction parameters. The baroclinicity of the flow can be increased up to a significant value by increasing the number of the incoming barotropic solutions. The thickness of the flow is controlled by the parameter \( q_r \).

Presented method can be useful in the investigations of the dependence of GSF instability on the background properties such as global baroclinicity. And since the resulting
baroclinic flow have strong radial and vertical entropy gradients, it can be used also in investigations of entropy-driven instabilities as well.

Because of the significant stratification of the resulting baroclinic flow, the regions with radial shear rate \( q \) can be stable. The stability of such regions with respect to non-axisymmetric and/or to nonlinear perturbations potentially is an interesting subject to future studies.
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