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Abstract

Interaction frames play an important role in describing and understanding experimental schemes in magnetic resonance. They are often used to eliminate dominating parts of the spin Hamiltonian, e.g., the Zeeman Hamiltonian in the usual (Zeeman) rotating frame, or the radio-frequency-field (rf) Hamiltonian to describe the efficiency of decoupling or recoupling sequences. Going into an interaction frame can also make parts of a time-dependent Hamiltonian time independent like the rf-field Hamiltonian in the usual (Zeeman) rotating frame. Eliminating the dominant term often allows a better understanding of the details of the spin dynamics. Going into an interaction frame can also reduce the energy-level splitting in the Hamiltonian leading to a faster convergence of perturbation expansions, average Hamiltonian, or Floquet theory. Often, there is no obvious choice of the interaction frame to use but some can be more convenient than others. Using the example of frequency-selective dipolar recoupling, we discuss the differences, advantages, and disadvantages of different choices of interaction frames. They always include the complete radio-frequency Hamiltonian but can also contain the chemical shifts of the spins and may or may not contain the effective fields over one cycle of the pulse sequence.
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1 Introduction

Interaction-frame transformations are an essential tool and frequently utilized in magnetic resonance [1, 2, 3, 4]. Almost all Hamiltonians used in high-field NMR are expressed in an interaction frame generated by a rotation about the Zeeman Hamiltonian, an interaction frame that is often called the rotating frame [1, 2, 3, 4]. The main advantage of the technique is the simplification of the spin dynamics of the system described by the Liouville-von Neumann equation [5], without introducing approximations. This is often necessary to obtain a solution with a feasible amount of computational effort or to clarify the underlying physical processes. Different interaction frames can be used to highlight different aspects of the system and can provide advantages for subsequent treatments like operator-based perturbation theory [6, 7, 8], average Hamiltonian theory [9, 10] or Floquet theory [11, 12, 13, 14, 15] by reducing the energy-level spacing of the system.

The two most prominent analytical approaches in magnetic resonance, (standard) Floquet theory and average Hamiltonian theory (AHT) are restricted to periodic interaction frames that are repeated indefinitely, i.e., interaction frames following a periodic motion. We have recently introduced a continuous Floquet approach [16] that is also compatible with an arbitrary interaction-frame transformation and sequences, that can be limited in duration enabling, therefore, new possibilities and raising again the question of the choice of the interaction frame.

In this paper we analyze different interaction-frame transformations in the context of radio-frequency (rf) irradiation and show how they can be used to answer different questions. To illustrate the techniques, we use the example of chemical-shift selective irradiation schemes in solid-state NMR under magic angle spinning (MAS) [17, 18, 19, 20, 21, 22, 23]. Different interaction frames emphasize different aspects of a problem and effects will be observed in different orders of the series expansion. Often such different viewpoints enable a more complete understanding of the spin dynamics. In general, excluding an interaction from the interaction-frame transformation, hence isolating it, can be used to analyze its effects on the dynamics of the system. For example, the isotropic chemical shift can be excluded from the interaction frame and, therefore, the effect of the chemical...
shift is directly visible in this frame making the analysis simpler. This approach is explored in the context of homonuclear recoupling in section 2.2.1.

In a slightly different but related approach, the chemical shift is included in the interaction-frame transformation but the effective fields over one period of the irradiation scheme are taken out of the interaction frame by a second transformation (see section 2.2.3). Such a frame was first described in [24] and later used for the description of homonuclear recoupling under MAS [25] for the description of TOCSY transfer efficiencies [26]. Although isolating terms of the Hamiltonian from the interaction frame gives physical insights how the sequence works, the Hamiltonian becomes simpler as more terms are included into the interaction frame. A simple Hamiltonian is more convenient for subsequent treatments like perturbation theory, especially in higher orders. In addition, the accuracy of a specific order of the perturbation theory will increase when more of the dynamic is included into the interaction frame. Therefore, the simplest Hamiltonian, leads to the most precise and convenient perturbation treatment, which is the interaction frame including the complete rf-field and chemical-shift Hamiltonian.

2 Theory

2.1 General formalism

Interaction frames are unitary time-dependent transformations mediated by a propagator often based on a subset of the terms making up the total Hamiltonian. In general, a time-dependent Hamiltonian transforms under a unitary propagator as

$$H'(t) = U^\dagger(t) H(t) U(t) - i U^\dagger(t) \dot{U}(t)$$

(1)

Here, the interaction-frame Hamiltonian is characterized by an apostrophe. In the following we have basically only interaction-frame Hamiltonians, therefore we drop the apostrophe from now on for easier readability. The second term of the equation is sometimes referred as the Coriolis term and is only dependent on the propagator $U(t)$. It can also be seen as a correction term in the Liouville-von Neumann equation when going into an interaction frame. This term is responsible for the elimination of the terms of the Hamiltonian that are included in the interaction-frame transformation. However, if the transformation is not generated by the exponential of a term that is part of the Hamiltonian, the Coriolis term introduces an additional term in the Hamiltonian as in section 2.2.3. We will restrict our discussion here to interaction-frame transformations based on one-spin operators, i.e., radio-frequency irradiation and chemical-shift terms. The rotations of the interaction frame compared to the initial frame, i.e. the frame at time $t = t_0$ can be encoded in the matrix of one-spin coefficients $a_{\mu\nu}(t)$ called interaction-frame trajectory, such that

$$U^\dagger(t) I_\mu(t_0) U(t) = \sum_\chi a_{\mu\chi}(t) I_\chi(t_0)$$

(2)

where $I_\mu(t_0)$ indicate the spin operators in the initial frame with $\mu, \chi \in \{x, y, z\}$ or $\mu, \chi \in \{+, -, z\}$ or any other complete orthonormal basis set. Using continuous Floquet theory [16], the Hamiltonian in the interaction-frame is expressed as an (element-wise) inverse Fourier transform, whereas the spatial modulations due to MAS are encoded with a Fourier series expansion. We define the Fourier transform as

$$H(t) = \mathcal{F}^{-1}\{\hat{H}(\Omega)\} = \tau \int_{-\infty}^{\infty} \hat{H}(\Omega) e^{i\Omega t} d\Omega$$

(3)

$$\hat{H}(\Omega) = \mathcal{F}\{H(t)\} = \frac{1}{2\pi\tau} \int_0^\tau H(t) e^{-i\Omega t} dt$$

(4)

where $\tau$ is the duration of the rf-field irradiation [16]. As a result the interaction-frame Hamiltonian takes the general form

$$H(t) = \tau \sum_{n=-2}^{\infty} \int_{-\infty}^{\infty} \hat{H}^{(n)}(\Omega) e^{i\omega_r n t} e^{i\Omega t} d\Omega$$

(5)

where $\hat{H}^{(n)}(\Omega)$ is the frequency-domain Hamiltonian, i.e. the Fourier transform of the Hamiltonian. Here the superscript $(n)$ indicates the $n$th Fourier coefficient resulting from the modulation due to MAS rotation with the frequency $\omega_r$. In the case of MAS of spin-1/2 nuclei $n \in \{-2, -1, 0, 1, 2\}$, since the only spatial dependence
stems from the dipolar coupling or the chemical-shielding tensor which are rank-2 space tensors. The Fourier transformation, indicated by the a wide hat, is in respect to the spin-space modulation due to the interaction-frame transformation. Notice, that the spin-space modulations can encode multiples of the modulation frequency as well as the modulations by the effective fields. Under van Vleck perturbation theory \[6, 7, 8\], the first-order effective Hamiltonian has the form

\[ \hat{H}^{(1)} = \sum_{n=-2}^{2} \hat{H}^{(n)}(n\omega_t) \]  

which is the frequency-domain Hamiltonian summed at the resonance conditions \( \Omega = n\omega_t \). Based on this general formalism we consider a simple homonuclear spin system including only isotropic chemical shifts and dipolar couplings under general rf-field irradiation and MAS. The MAS time-dependent rotating-frame Hamiltonian is given by

\[ \mathcal{H}(t) = \sum_{i,j} \omega_{ij}(t)(3I_iI_j - I_iI_j) + \sum_{i=1}^{N} \omega_iI_i + \sum_{i=1}^{N} \omega_i(t)(\cos(\phi(t))I_{ix} + \sin(\phi(t))I_{iy}) \]  

Here we have already represented the MAS-modulated, time-dependent dipolar coupling as a Fourier series by

\[ \omega_{ij}(t) = \sum_{n=-2}^{2} \omega_{ij}^{(n)}e^{in\omega_t} \]  

2.2 Interaction frames

At this stage we have to decide which interaction frame we use for the analysis, i.e., which parts of the Hamiltonian to included into the interaction-frame transformation. There are two obvious choices: (i) We can either use only the rf-field Hamiltonian (see Eq. (7)) or (ii) we can use the isotropic chemical-shift term and the rf-field Hamiltonian (see Eq. (7)). This is illustrated in Fig. 1 where three different interaction frames are shown, one based on the transformation by the rf-field Hamiltonian only (IF1) and two based on the combined transformation by the rf-field and the chemical-shift Hamiltonian (IF2 and IF3). In the first case, we obtain an interaction-frame Hamiltonian that contains the modulated dipolar coupling and the chemical-shift terms. After Fourier transformation and Floquet theory we obtain a first-order effective Hamiltonian that contains the scaled chemical shifts and the resonant parts of the dipolar coupling. In the second case we only obtain a modulated generalized coupling term that contains zeroth-, first-, and second-rank two-spin terms. This is due to the fact, that the two spins are transformed by different interaction-frame trajectories due to the different chemical shifts. We can either directly apply Fourier transformation and Floquet theory on this modulated coupling and obtain a first-order effective Hamiltonian that contains all possible resonant two-spin terms (IF2). Alternatively we can take the effective fields out of the interaction frame (IF3) by a second interaction-frame transformation and obtain after Fourier transformation and Floquet theory a first-order effective Hamiltonian that contains the two effective fields and the resonant effective coupling terms. We will discuss these three cases in the next three sub sections.
1. Order
\[ S(t) + DD(t) + rf(t) \]
\[ F_S(t) + DD(n) \]

Figure 1: Schematic illustration of the three different choices of the interaction frames. In (IF1), the Hamiltonian is transformed into the interaction frame with the radio-frequency Hamiltonian. After Fourier transformation and using first-order Floquet theory, we end up with a scaled chemical-shift term and a scaled coupling term which consists only of second-rank contributions. In (IF2), the Hamiltonian is transformed into an interaction frame using the chemical-shift and the dipolar-coupling Hamiltonian. After Fourier transformation and using first-order Floquet theory, we obtain a scaled coupling term that contains zeroth-, first- and second-rank tensor components. The (IF3) case uses the same interaction-frame transformation as (IF2). However in (IF3) we apply a second transformation to eliminate the effective fields from the interaction frame thus reintroducing them in the Hamiltonian. After Fourier transformation and first-order Floquet treatment, we obtain an effective Hamiltonian that contains the time-independent effective fields and the scaled coupling term that can again contain zeroth-, first- and second-rank tensor components.

2.2.1 Interaction frame without chemical shift

In the first approach the isotropic chemical shift is not included in the interaction-frame transformation, to facilitate a better understanding of its effect on the transfer efficiency. The transformations of the Hamiltonian can be seen in Fig. 1 part (IF1). In the first step we go into an interaction frame with the rf-field Hamiltonian only, and leave the homonuclear coupling and the chemical-shift terms in the Hamiltonian. The interaction-frame transformation is accomplished by the unitary operator

\[ U(t) = \hat{T} \exp \left( -i \int_{t_0}^{t} H_{rf}(t') dt' \right) \]  

leading to the interaction-frame Hamiltonian

\[ H(t) = \sum_{i,j} \omega_{ij}(t) \frac{1}{2} \sum_{\mu,\nu} A_{\mu,\nu}(t) I_{\mu,i} I_{\nu,j} + \sum_{i=1}^{N} \sum_{\chi} \omega_{i,\chi}(t) I_{i,\chi} \]  

The coupling coefficients \( A_{\mu,\nu}(t) \) are defined as

\[ A_{\mu,\nu}(t) = 2 a_{z,\mu}(t)a_{z,\nu}(t) - \frac{1}{2} (a_{+,\mu}(t)a_{-,\nu}(t) + a_{-,\mu}(t)a_{+,\nu}(t)) \]  

At this stage we can calculate the first-order effective Hamiltonian using Fourier transformation and applying van Vleck perturbation theory, resulting in

\[ \hat{H}^{(1)} = \sum_{n} \hat{H}^{(n)}(n\omega_i) = \sum_{n} \sum_{i,j} \omega_{ij}^{(n)} \sum_{\mu,\nu} \hat{A}_{\mu,\nu}(n\omega_i) I_{\mu,i} I_{\nu,j} + \sum_{i=1}^{N} \sum_{\chi} \omega_i \hat{a}_{z,\chi}(0) I_{i,\chi} \]  

Note, that the coefficients \( \hat{A}_{\mu,\nu}(\Omega) \) and \( \hat{a}_{z,\chi}(\Omega) \) are identical for all spins, since the chemical shift is not included in the interaction frame and, therefore, all spin share a single frame of reference. It is convenient to align the effective chemical-shift vector \( \hat{a}_{z}(0) = (\hat{a}_{z,\chi}(0), \hat{a}_{z,y}(0), \hat{a}_{z,x}(0))^T \) and the z axis by a rotation. This will, however, lead to an additional mixing of the components of \( \hat{A}_{\mu,\nu}(\Omega) \).

2.2.2 Complete interaction frame

The second interaction frame we consider is the complete interaction frame where the chemical shift and the rf-field Hamiltonian are included into the interaction-frame transformation. As shown in Fig. 1 after we go into
the interaction frame we obtain only a modulated coupling term. The interaction-transformation is mediated by the unitary operator

\[ U(t) = \hat{T} \exp \left( -i \int_{t_0}^t [\mathcal{H}_{\text{rf}}(t') + \mathcal{H}_{\text{CS}}] \, dt' \right) \]  

(13)

Notice that every spin with a different chemical shift has its own interaction frame, because the isotropic chemical shift is included in the transformation. We end up with only a modulated effective coupling term that can have contributions from zeroth-, first-, and second-rank tensor components.

\[ \mathcal{H}(t) = \sum_{i,j} \omega_{ij}(t) \sum_{\mu,\nu} A_{\mu\nu}^{(ij)}(t) I_{\mu i} I_{\nu j} \]  

(14)

In this case, the coupling coefficients \( A_{\mu\nu}^{(ij)}(t) \) depend on the indices of the spins, since for different spins we will have different interaction-frame trajectories due to differences in the chemical shifts. Notice that \( A_{\mu\nu}^{(ij)}(t) \) are the weighting factor of the two-spin operators in the interaction frame and encode the information of the rf-field irradiation as well as the chemical shift. To obtain an effective Hamiltonian, we transform to the frequency domain and apply van Vleck perturbation theory to first order resulting in

\[ \mathcal{H}^{(1)} = \sum_{i,j} \sum_n \omega_{ij}^{(n)} \sum_{\mu,\nu} \hat{A}_{\mu\nu}^{(ij)}(n \omega_r) I_{\mu i} I_{\nu j} \]  

(15)

In this case, the effective Hamiltonian contains only a coupling term and the magnitude of the polarization transfer will only depend on the relative and absolute magnitude of the different two-spin terms. This is in contrast to IF1 (vide supra) and IF3 (vide infra) where we also have a scaled shift term that can truncate the polarization transfer mediated through the coupling term.

### 2.2.3 Interaction frame without effective fields

The third approach is similar to the previous one since we include the rf-field and the chemical shift into an interaction-frame transformation as a first step, leading to the Hamiltonian in Eq. (14). A repetitive pulse element will introduce a modulation frequency \( \omega_m = 2\pi/\tau_m \), where \( \tau_m \) is the duration of one basic element. In general, the direction of a spin before and after a basic element is not identical but rotated, which can be described by a rotation vector \( \vec{\beta}_{\text{eff}} \). The frequency associated by this rotation, is called the effective frequency and defined as \( \omega_{\text{eff}} = \vec{\beta}_{\text{eff}}/\tau_m \). Since the chemical shift has been included in the interaction-frame trajectory the effective frequency is, in general, different for each spin. In a second step we take the effective field out of the interaction-frame Hamiltonian by applying an interaction-frame transformation with

\[ U(t) = \exp \left( i \sum_i \vec{\omega}_{\text{eff}}^{(i)} \vec{I}_i t \right) \]  

(16)

This transformation introduces the effective fields explicitly in the interaction-frame Hamiltonian, due to the second term of Eq. (1), leading to the interaction-frame Hamiltonian

\[ \mathcal{H}(t) = \sum_{i,j} \omega_{ij}(t) \sum_{\mu,\nu} A_{\mu\nu}^{(ij)}(t) I_{\mu i} I_{\nu j} - \sum_i \vec{\omega}_{\text{eff}}^{(i)} \vec{I}_i \]  

(17)

Notice that the \( A_{\mu\nu}^{(ij)}(t) \) are not the same as defined in Eq. (14). However, the individual interaction-frame trajectories \( A_{\mu\nu}(t) \) differ only by a uniform rotation around the effective axis from the trajectories in the complete frame. To obtain an effective Hamiltonian we transform to the frequency domain and apply van Vleck perturbation theory to first order resulting in

\[ \mathcal{H}^{(1)} = \sum_{i,j} \sum_n \omega_{ij}^{(n)} \sum_{\mu,\nu} \hat{A}_{\mu\nu}^{(ij)}(n \omega_r) I_{\mu i} I_{\nu j} - \sum_i \vec{\omega}_{\text{eff}}^{(i)} \vec{I}_i \]  

(18)

For simplicity, we can again apply a rotation such that the z axis is aligned with the effective field direction of each spin as in section 2.2.1. This leads to a mixing of the various terms in the effective coupling Hamiltonian, and differing quantization axes for each spin.

### 2.3 Properties of the interaction frames and scaling factors

In the following, we discuss the three different interaction frames and how to assess the performance of an irradiation scheme by defining scaling factors for the example of homonuclear dipolar recoupling. In general,
the symmetry of the interaction-frame trajectory, i.e., the relation between its elements \( a_{\mu \nu} \), depends only on the choice of the basis operators and not on the interaction-frame transformation being used. A common choice of bases are the Cartesian operators represented by the Hermitian traceless Pauli matrices \( \{ I_x, I_y, I_z \} \) where the elements of the frequency-domain interaction-frame trajectory are Hermitian functions \( [16] \) or the basis formed by \( \{ I_x, I_y, I_z \} \). In the following we use the basis \( \{ I_x, I_y, I_z \} \), since it facilitates the understanding of recoupling efficiency in terms of zero-quantum (ZQ) and double-quantum (DQ) transfer more easily, than the Cartesian basis. In this basis the following relations always hold true

\[
[a^{(ij)}_{+}^{(t)}(t)]^* = a^{(ij)}_{-}^{(t)}(t) \quad \text{or} \quad [\hat{a}^{(ij)}_{+}^{(\Omega)}(\Omega)]^* = \hat{a}^{(ij)}_{-}^{(\Omega)}(-\Omega)
\]

\[
[a^{(ij)}_{+}^{(t)}(t)]^* = a^{(ij)}_{-}^{(t)}(t) \quad \text{or} \quad [\hat{a}^{(ij)}_{+}^{(\Omega)}(\Omega)]^* = \hat{a}^{(ij)}_{-}^{(\Omega)}(-\Omega)
\]

\[
[a^{(ij)}_{-}^{(t)}(t)]^* = a^{(ij)}_{+}^{(t)}(t) \quad \text{or} \quad [\hat{a}^{(ij)}_{-}^{(\Omega)}(\Omega)]^* = \hat{a}^{(ij)}_{+}^{(\Omega)}(-\Omega)
\]

\[
[a^{(ij)}_{z}^{(t)}(t)]^* = a^{(ij)}_{z}^{(t)}(t) \quad \text{or} \quad [\hat{a}^{(ij)}_{z}^{(\Omega)}(\Omega)]^* = \hat{a}^{(ij)}_{z}^{(\Omega)}(-\Omega)
\]

Notice that complex conjugation flips the sign of the indices as well as the argument in the case of the frequency-domain interaction-frame trajectory. Consequently there are at most five independent elements of the interaction-frame trajectory. Here, “independent” means that the elements cannot be expressed with each other using complex conjugation and/or inverting the sign of the argument. The symmetry of the elements of the interaction-frame trajectory are inherited by the coupling coefficients (see Eq. (11)), leading to

\[
[A^{(ij)}_{-}^{(t)}(t)]^* = A^{(ij)}_{+}^{(t)}(t) \quad \text{or} \quad [\hat{A}^{(ij)}_{-}^{(\Omega)}(\Omega)]^* = \hat{A}^{(ij)}_{+}^{(\Omega)}(-\Omega)
\]

\[
[A^{(ij)}_{+}^{(t)}(t)]^* = A^{(ij)}_{-}^{(t)}(t) \quad \text{or} \quad [\hat{A}^{(ij)}_{+}^{(\Omega)}(\Omega)]^* = \hat{A}^{(ij)}_{-}^{(\Omega)}(-\Omega)
\]

\[
[A^{(ij)}_{z}^{(t)}(t)]^* = A^{(ij)}_{z}^{(t)}(t) \quad \text{or} \quad [\hat{A}^{(ij)}_{z}^{(\Omega)}(\Omega)]^* = \hat{A}^{(ij)}_{z}^{(\Omega)}(-\Omega)
\]

Therefore there are at most 5 independent coupling coefficients. However, if the two spins have the same interaction-frame trajectory as in the interaction frame generated by the radio-frequency Hamiltonian (see section 2.2.1), we have in addition

\[
A_{\mu \nu}(t) = A_{\mu \nu}(t) \quad \text{or} \quad \hat{A}_{\mu \nu}(\Omega) = \hat{A}_{\mu \nu}(\Omega)
\]

which reduces the number of independent coefficients to four.

### 2.3.1 Properties of the interaction frame without chemical shift

As mentioned before, this frame is particularly useful to understand the role of the chemical-shift offset, since it is not contained in the frame. The additional chemical-shift term in the Hamiltonian is solely responsible for any chemical-shift-dependent effect since the modulated coupling term will be the same for all spin pairs. In general, there are three components per spin, which are proportional to \( \omega_i \hat{a}_{zz}(0), \omega_i \hat{a}_{zz}(-0) \) and \( \omega_i \hat{a}_{zz}(0) \). The direction defined by this vector is the same for every spin, whereas the length of the vector depends on the spin. However, in many pulse schemes with high enough symmetry with respect to the z direction \( \hat{a}_{zz}(0) \approx 0 \approx \hat{a}_{yz}(0) \) and, therefore, we can assume that the chemical-shift term has only a \( I_z \) component. In the following, we focus on this case, but the general case when \( \hat{a}_{zz}(0) \neq 0 \neq \hat{a}_{yz}(0) \) can be found in the SI. One possibility to quantify the effect of the chemical shift on the resonant coupling is via an additional interaction-frame transformation with the scaled chemical-shift term, leading to

\[
\bar{\mathcal{H}}^{(1)}(t) = \sum_{i,j} \sum_{\mu, \nu} \sum_{n} \omega^{(n)}_{ij} \hat{A}_{\mu \nu}(n \omega_i) I_{\mu} I_{\nu} \exp \left( i \frac{\hat{a}_{zz}(0)(\Theta_{\mu \nu}^{(ij)} t)}{2} \right)
\]

with

\[
\Theta^{(ij)} = \begin{pmatrix}
\omega_i + \omega_j & \omega_i - \omega_j & \omega_i \\
-\omega_i + \omega_j & -\omega_i - \omega_j & -\omega_i \\
\omega_j & -\omega_j & 0
\end{pmatrix}
\]

In Eq. (22) we see, that the truncation effect is caused by an averaging effect due to the phase factor \( \exp(i \frac{\hat{a}_{zz}(0)(\Theta_{\mu \nu}^{(ij)} t)}{2}) \). To see this effect more clearly, we average the Hamiltonian over the duration of the irradiation, leading to

\[
\frac{1}{T} \int_{-T/2}^{T/2} \bar{\mathcal{H}}^{(1)}(t) dt = \sum_{\mu, \nu} \sum_{n} \omega^{(n)}_{ij} \hat{A}_{\mu \nu}(n \omega_i) I_{\mu} I_{\nu} \sin \left( \frac{\hat{a}_{zz}(0)(\Theta_{\mu \nu}^{(ij)} t)}{2} \right)
\]
where sinc(x) = \frac{\sin(x)}{x}. Notice that for \( \hat{a}_{zz}(0) = 0 \) no truncation of the resonant dipolar-coupling term occurs, neither in the ZQ nor in the DQ term. Therefore, every broadband recoupling pulse scheme has to generate \( \hat{a}_{zz}(0) \approx 0 \). If \( \hat{a}_{zz}(0) \neq 0 \), the DQ and the ZQ terms will be truncated whenever \( \omega_i \pm \omega_j = 0 \) is not fulfilled, respectively. The strength of the truncation solely depends on the size of \( |\text{sinc}(\hat{a}_{zz}(0)\Theta_{ij})| \); the bigger this term, the stronger the truncation of the corresponding ZQ or DQ term in the Hamiltonian. Notice, that the duration of the irradiation also contributes to the strength of the truncation. Therefore a sensible definition of the scaling factor, which takes the truncation due to the chemical shift into account, is given by

\[
C_{ij}^{(\mu \nu)} = Q_{\mu \nu}^{(ij)} \sum_{n=-2}^{2} \left| \tilde{A}_{\mu \nu}(n\omega_r) \right|^2
\]

where we introduced a truncation factor as

\[
Q_{\mu \nu}^{(ij)} = \left| \text{sinc} \left( \frac{\hat{a}_{zz}(0)\Theta_{ij}}{2} \right) \right|^2
\]

The matrix \( C_{ij}^{(\mu \nu)} \) has the structure as shown in Eq. (29), consisting of at most 5 different elements. The function

\[
\Theta_{ij} = \begin{bmatrix}
I_0^+ & I_1^+ & I_0^- \\
\omega_i + \omega_j & \omega_i - \omega_j & 0 \\
-\omega_i - \omega_j & 0 & \omega_i \\
\omega_i & -\omega_j & 0
\end{bmatrix}
\]

\( \Theta_{ij} \) determines the suppression of the recoupling due to the isotropic chemical shifts. This is illustrated in Figure 2 (A) which depicts the conditions \( Q_{\mu \nu}^{(ij)} = 1 \), hence \( \Theta_{ij}^{(\mu \nu)} = 0 \), which are not truncated by the chemical shifts (blue \( \pm \) (SQ), black \( \pm \) (SQ), red \( \pm \) (DQ), green \( \pm \) (ZQ)). (B) plot of \( Q_{\mu \nu}^{(ij)} \) as a function of \( \Theta_{ij}^{(\mu \nu)} \) for \( \hat{a}_{zz}(0)T = 2 \). The FWHM of \( Q_{\mu \nu}^{(ij)} \) is indicated in the plot and given by \( \frac{2\pi^2(4 - \pi)}{3\hat{a}_{zz}(0)T} \). Therefore, the larger \( \hat{a}_{zz}(0)T \) the narrower the potential recoupling bandwidth around \( \Theta_{ij}^{(\mu \nu)} = 0 \). The elements of the matrix \( \Theta_{ij}^{(\mu \nu)} \) are given in (C).

\[
\Delta\omega \approx \frac{2\pi^2(4 - \pi)}{3\hat{a}_{zz}(0)T}, \quad \omega_0 = \frac{2\pi n}{\hat{a}_{zz}(0)T}, \quad n \in \mathbb{Z}
\]
Modification of the $C7^1_1$ pulse scheme for selective recoupling. As the basic element we can either use $(\beta, -\beta)$ or a post element $(\beta/4, -\beta, 3\beta/4)$. The minus sign means that the rotation is in the opposite direction, i.e. a phase shift of $\pi$ rad. Notice that the rf-field amplitude depends on the flip angle $\beta$, but the duration of the scheme stays the same.

The FWHM was approximated with the sine approximation formula by Bhaskara I. Notice that the FWHM of $Q^{(ij)}_{\mu\nu}$, and, therefore, the range of chemical-shift combinations which are not strongly truncated, is inversely proportional to $\bar{a}_{zz}(0) T$ (see Fig. 2 (B)).

### 2.3.2 Properties of the complete interaction frame

In the complete interaction frame every spin with a different chemical shift has its individual frame and, therefore, the aggregated interaction frame transformation has five independent coefficients. $\hat{A}^{(ij)}_{\mu\nu}(\Omega)$ encodes all the information of the irradiation and of the chemical shift. In addition, it directly scales the two-spin operators and, therefore, the effective dipolar coupling under the pulse sequence. As a result, we can directly characterize the effect of an irradiation scheme for a specific spin pair and get insight into the prevailing transfer mechanism (DQ, ZQ). One possibility to define such a scaling factor from $\hat{A}^{(ij)}_{\mu\nu}(\Omega)$ is

$$C^{(ij)}_{\mu\nu} = \sum_{n=-2}^{2} |\hat{A}^{(ij)}_{\mu\nu}(n\omega_r)|^2$$

This quantity can be interpreted as the magnitude of the resonance conditions given by the interplay between the spin modulation, i.e. the irradiation and the chemical shift, and the spatial modulation, i.e., the magic-angle spinning. Since $C^{(ij)}_{\mu\nu}$ is defined with an absolute square and a sum over a symmetric interval around 0, it has at most five different elements:

$$C^{(ij)} = \begin{pmatrix} C_{DQ} & C_{ZQ} & C_{SQ_1} \\ C_{ZQ} & C_{DQ} & C_{SQ_2} \\ C_{SQ_1} & C_{SQ_2} & C_{zz} \end{pmatrix}$$

The second major benefit of this frame, besides simplicity, is that it leads to the maximal reduction of the energy splittings in the Hamiltonian and, therefore, the fastest convergence of the perturbation series, compared to other frames. On the other hand, this frame does not offer any analytical understanding, neither of the role of the chemical shifts, nor of the effective field, because they are both contained in the modulations of the coupling term.

The features of this interaction frame makes it particular suitable for any application, where we want a simple and computationally efficient way to characterize the performance of a pulse scheme, including its chemical-shift offset dependence. For example, it is the most promising frame for the definition of the cost function for an optimization procedure.

### 2.3.3 Properties of the interaction frame without effective fields

The effective field frame is also an individual frame for each spin in the same way as the complete interaction frame (see section 2.3.2). In contrast to the chemical-shift interaction frame, the additional term, i.e., the effective field term, is time independent in the interaction frame and can be taken out. If we again consider the
case where $\omega_{\text{eff}}^{(i)}$ is close to the z axis, we can use the same procedure as in section 2.3.1. The general treatment can be found in the SI. We perform an additional interaction-frame transformation with the effective-field Hamiltonian on the first-order effective Hamiltonian and obtain a phase modulation of the coupling elements where the phase matrix is

$$
\Theta^{(ij)} = \begin{pmatrix}
\omega_i^{(eff)} + \omega_j^{(eff)} & \omega_i^{(eff)} - \omega_j^{(eff)} & -\omega_i^{(eff)} & \omega_i^{(eff)} \\
-\omega_i^{(eff)} + \omega_j^{(eff)} & -\omega_i^{(eff)} - \omega_j^{(eff)} & \omega_i^{(eff)} & -\omega_i^{(eff)} \\
\omega_j^{(eff)} & -\omega_j^{(eff)} & -\omega_j^{(eff)} & \omega_j^{(eff)} \\
-\omega_j^{(eff)} & \omega_j^{(eff)} & \omega_j^{(eff)} & -\omega_j^{(eff)}
\end{pmatrix}
$$

(30)

This leads again to a scaling factor due to the truncation of the coupling terms by the effective field which is given by

$$
C_{\mu\nu}^{(ij)} = Q_{\mu\nu}^{(ij)} \sum_{n=2}^{2} \left| A_{\mu\nu}^{(ij)}(n\omega_i) \right|^2
$$

(31)

where we introduced the truncation factor as

$$
Q_{\mu\nu}^{(ij)} = \left| \text{sinc} \left( \frac{\Theta_{\mu\nu}^{(ij)} T}{2} \right) \right|^2
$$

(32)

The more general case where the two effective fields are not along the z axis and have possibly different directions in space, requires first a coordinate transformation such that the effective fields are along the z axis. This will lead to a mixing of the various DQ, ZQ, and SQ terms in the effective Hamiltonian of Eq. (18). We will not discuss this case in more detail here, but it can be found in the SI.

### 3 Application to symmetry-based C sequences

Symmetry based CN$_n^a$ sequences [27] can be used as mixing sequences for broadband double-quantum recoupling experiments. The chemical-shift compensation, i.e., the scaling $\tilde{a}_{zz}(0) \approx 0$, is achieved by the basic building block of the sequence and not the phase rotation of the sequence. The basic building block can be any element which generates an identity propagator and is typically either a $(2\pi, -2\pi)$ element [28] or a so-called POST $(\pi/2, -2\pi, 3\pi/2)$ element [29]. The POST element ensures a more robust chemical-shift compensation over a larger range of chemical shifts, which corresponds to $\tilde{a}_{zz}(0) \approx 0$ for larger chemical-shift values.

The scaling factor of the dipolar recoupling characterized by $\left| A_{\mu\nu}^{(ij)}(n\omega_i) \right|^2$ is not strongly influenced by the choice of the basic building block as long as the basic-building block generates an identity operation, i.e., the direction of the interaction frame is the same before and after the basic element. As a consequence we can modify the basic building block of CN$_n^a$ sequences to make $\tilde{a}_{zz}(0)$ nonzero without compromising the recoupling efficiency significantly. Such a modified C sequence is depicted in Figure 3, where the basic building block of the C7$_2^1$ pulse sequence is modified. As shown in the Figure 4, $\tilde{a}_{zz}(0)$ can be tuned by changing the flip angle $\beta$ without influencing $\left| A_{\mu\nu}^{(ij)}(n\omega_i) \right|^2$ significantly.

This principle has been used in a series of selective dipolar recoupling sequences [17, 18, 19, 20, 21, 22] where either a numerical optimization or a modification of existing recoupling sequences was used to generate sequences that have good recoupling efficiency and poor chemical-shift compensation. However, the theoretical basis of these sequences was not always clearly stated in the publications. One of the proposed selective recoupling sequences uses explicitly the modification of the CN$_n^a$ sequences as discussed above [21]. Here, we use the analysis and design of these type of pulse schemes as a case study to illustrate the presented techniques and interaction frames.

Since our interest lies mainly in the chemical-shift compensation of the C7$_2^1$ pulse scheme, we begin our analysis in the interaction frame presented in section (2.2.1) and (2.3.1), where the influence of the chemical shift is isolated by keeping it in the Hamiltonian. The recoupling strength in this interaction frame is described by Eq. (25) that contains two quantities: (i) the dipolar scaling factor $A_{\mu\nu}(n\omega_i)$ which determines the maximal transfer efficiency and (ii) the scaling factor of the chemical-shift term $\tilde{a}_{zz}(0)$ that modulates the transfer efficiency through the $Q_{\mu\nu}^{(ij)}$ parameter (Eq. (26)), which describes the truncation of the effective dipolar coupling by the effective chemical shift. For the physical intuitive understanding of the working of such sequences and simple discussions, the interaction frame generated by the radio-frequency irradiation alone provides the best framework.

Figure 3 (A) shows a simple modification of the C7$_2^1$ double-quantum recoupling sequence [21] where the basic building block was modified from $(2\pi, -2\pi)_{\phi}$ to $(\beta, -\beta)_{\phi}$. The same principle can also be implemented for the POST basic element by going from $(\pi/2, -2\pi, 3\pi/2)_{\phi}$ to $(\beta/4, -\beta, 3\beta/4)_{\phi}$. Calculating the two scaling factors
Figure 4: Plot of $\tilde{a}_{zz}(0)$ and $\sum_n \tilde{A}_{DQ}(n\omega_i)$ for the pulse scheme of Fig. 3 as function of the flip angle $\beta$. (A) The larger $\tilde{a}_{zz}(0)$ the stronger the truncation due to the chemical shift, according to Eq. (26). For $\beta = \pi$ the polarization transfer is only truncated weakly in the case of the $(\beta, -\beta)$ element, however truncated strongly when using a POST element. As a result, the $(\beta, -\beta)_o$ element allows for a significant reduction of the required rf-field amplitude compared to the POST element. (B) Both basic elements lead to a similar $\sum_n \tilde{A}_{DQ}(n\omega_i)$ and therefore to a similar maximal transfer efficiency, which is not changed significantly in the relevant range for $\beta$.

Figure 6 illustrates the dependence of the recoupling bandwidth for the implementation with $\beta = 320^\circ$ on the mixing time $\tau_m$. Figure 6 (A) and (B) show the scaling factor of the interaction frame without chemical shift and without effective field given by Eq. (25) and Eq. (31), respectively. The expected linear dependence between the recoupling bandwidth (FWHM) and mixing time $\tau_m$ are in good agreement with the numerical simulations shown in Fig. 6 (D). The narrowing of the recoupling bandwidth for longer mixing times has been...
Figure 5: Scaling factor $C_{DQ}^{(ij)}$ in the interaction frames: (A) without chemical shift (Eq. (25)), (B) complete (Eq. (28)), (C) without effective fields (Eq. (31)). Subplot (D) shows the transfer efficiency obtained by numerical time-slicing simulations. The quantities are displayed as a function of the chemical shifts of a homonuclear two-spin system for the pulse scheme shown in Fig. (3) with the $(\beta, -\beta)_{\phi}$ basic element. In each grouping $\beta$ ranges from 280° to 440° in steps of 20°.
Figure 6: Scaling factor $C_{\text{DQ}}^{(ij)}$ in the interaction frames: (A) without chemical shift (Eq. (25)), (B) complete (Eq. (28)), (C) without effective fields (Eq. (31)) for the same $C7^1_1$ modification with $\beta = 320^\circ$ but different mixing times. Subplot (D) shows the transfer efficiency obtained by numerical simulations. The plots in a row are normalized to 1 among themselves. The mixing time $\tau_m$ ranges from 0.4 ms to 1.6 ms in steps of 0.4 ms. As expected we see a linear decrease of the FWHM of the recoupling bandwidth with increasing mixing times.

observed between SPR-5ᵦ and SPR-5ᵦ and reported in [20]. The observed decrease from $\sim 0.3 \text{ kHz}$ to $\sim 0.5 \text{ kHz}$ in the recoupling bandwidth between SPR-5ᵦ and SPR-5ᵦ can be accurately explained by the different mixing times, $\tau_m \approx 3.2 \text{ ms}$ and $\tau_m \approx 1.8 \text{ ms}$, used.

Notice that the dependence of the mixing time is explicitly introduced by the additional interaction-frame transformation in the case of the interaction frames without chemical shift and without effective field. However in the complete interaction frame the dependence on the mixing time is implicitly encoded in the coupling coefficients $A_{\mu \nu}^{(ij)}(n\omega_r)$.

4 Conclusion

In this paper we discuss the use of interaction-frame transformations in the context of continuous Floquet theory for solid-state NMR. Using the example of chemical-shift-selective recoupling with symmetry-based sequences, we illustrate how different interaction-frame transformations can be used for different situations and to answer different questions. By excluding a specific process or interaction from an interaction-frame transformation, its effect can be isolated and, therefore, understood in a simpler analytical way. As presented in section 2.2.1 and 2.2.3, the terms of interest can be excluded from the interaction-frame transformation in the beginning, or excluded with a subsequent second transformation, respectively. However the first approach is generally only possible, if the isolated interactions are explicitly given in the Hamiltonian, otherwise the second technique has to be used. In contrast to the interaction frames that isolate a specific term, all the single-spin terms can be included in the interaction frame. The Hamiltonian in this frame will always only contain two-spin terms, reducing the complexity significantly. Such an approach does not offer analytical insights of any particular effect, but leads directly to a scaling coefficient for the coupling strength which includes all the contributions encoded in the Hamiltonian. In the full interaction frame, the perturbation series convergence faster than in interaction frames, that do not include the complete single-spin dynamics. In addition, calculating higher-order terms in this interaction frame is more convenient, because of the simplicity of the Hamiltonian.
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1 Chemical-shift and effective-field frequencies

Figure 1 shows the sum of chemical shift frequencies and the sum of the effective-field frequencies as function of the chemical shift offset. As mentioned in the main text they can be used to give an estimate of the truncation effect. However they are in general less precise then the truncation factor $Q_{\mu\nu}$ and do not describe the effect of the mixing time on the truncation effect.

Figure 1: (A) Sum of the chemical shift frequency as function of the chemical shift offset. (B) Sum of the effective-field frequencies as function of the chemical shift offset. Both quantities give an qualitative estimate of the truncation effect.

2 Calculation of the scaling factors in the general case

2.1 Interaction frame without chemical shift

In this section we consider the general case, where $\tilde{a}_{z \chi}(0) \neq 0 \neq \tilde{a}_{z y}(0)$, for the Hamiltonian of section 2.2.1 in the main text

$$\hat{\mathcal{H}}^{(1)} = \sum_n \mathcal{H}^{(n)}(n\omega_i) = \sum_n \sum_{i,j} \omega_{ij}^{(n)} \sum_{\mu,\nu} \hat{A}_{\mu\nu}(n\omega_i) I_{\mu i} I_{\nu j} + \sum_{i=1}^N \sum_\chi \omega_i \tilde{a}_{z\chi}(0) I_{\chi i}$$

In this case we can align the effective chemical-shift vector $\tilde{a}_{z}(0) = (\tilde{a}_{z,x}(0), \tilde{a}_{z,y}(0), \tilde{a}_{z,z}(0))^T$ and the z axis by a (immediate) rotation $R_{\mu\nu}$. This leads to the rotated vector $\tilde{a}_{z}^{\prime}(0) = (0, 0, \tilde{a}_{z,z}(0))^T$, where we use the tilde to differentiate the rotated and the non-rotated vector. Now we can apply the same formalism as described in...
section 2.2.1 and obtain the scaling factor \( \tilde{C}_{\mu\nu} \). However, the rotation \( R_{\mu\nu} \) lead to an mixing of the components of \( \hat{A}_{\mu\nu}(\Omega) \). To account for this mixing we have to apply the inverse rotation on the scaling factor as

\[
C_{\mu\nu} = \sum_{\chi\chi'} \chi \chi' R_{\chi'\mu}^{(-1)} R_{\chi''\nu}^{(-1)} \tilde{C}_{\chi\chi'}
\]  

(2)

As a result we obtain the scaling factor \( C_{\mu\nu} \) in the usual spin basis, which can be interpreted as described in the main text.

2.2 Interaction frame without effective field

A similar treatment as shown in the precious section can be applied for the frame without an effective field, whenever \( \omega_{\text{eff},x} \approx 0 \approx \omega_{\text{eff},y} \). Because every spin has its unique interaction frame, we align the effective field vectors \( \vec{\omega}_{\text{eff}}^{(i)} \) with the z-axis for each spin \( (i) \) with an rotation \( i R_{\mu\nu} \). As a result the effective field vectors will be all aligned with the z-axis and hence we can apply the treatment as described in the main text and obtain the (rotated) scaling factor \( \tilde{C}_{\mu\nu}^{(ij)} \). As before we account for the mixing of \( \hat{A}_{\mu\nu}(\Omega) \) due to the rotations by inverting them at the end as

\[
C_{\mu\nu}^{(ij)} = \sum_{\chi\chi'} i R_{\chi'\mu}^{(-1)} j R_{\chi''\nu}^{(-1)} \tilde{C}_{\chi\chi'}^{(ij)}
\]  

(3)