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Abstract
In this paper, we study the optimal dividend problem assuming that the underlying reserve process follows the Sparre Andersen model. In this model, there is no constant restriction on the dividend rates, i.e., the optimization problem is of singular type. In this case, the value function is no longer bounded and the associated Hamilton–Jacobi–Bellman equation is a variational inequality involving a first-order integro-differential operator and a gradient constraint. We prove the regularity properties for the value function by constructing strategies and show that the value function is a constrained viscosity solution of the associated Hamilton–Jacobi–Bellman equation. In addition, we prove that the value function is the upper semicontinuous envelope of the supremum for a class of subsolutions.
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1 Introduction

The dividend problem was first posed by De Finetti [1] at the International Congress of Actuaries in 1957. He proposed that the insurance company has the option to pay out dividends to its shareholders, and the way of measuring the performance of the company is to look at the maximum possible dividend paid during its lifetime. For the optimal dividend problem, many works model the underlying surplus process by a Brownian motion with drift (see, for example Asmussen and Taksar [2] and Guo et al. [3]). The dividend optimization problem under the compound Poisson model is studied in Azcué and Muler [4], Belhaj [5] and Gerber and Shiu [6]. If the compound Poisson claim process is replaced by a renewal process, the model is known as the Sparre Andersen risk model [7]. Under this model, Li and Garrido [8] computed an integro-differential equation for the Gerber–Shiu function in the case of a barrier strategy, and Albrecher et al. [9] calculated the moments of the expected discounted dividend payments under a barrier strategy. Moreover, Albrecher and Hartinger [10] showed that even in the case of Erlang(2) distributed interclaim times and exponentially distributed claim amounts a horizontal barrier strategy is not optimal anymore, as it can be outperformed by a strategy that depends on the time elapsed since the last claim. Consequently, the optimal dividend problem under the Sparre Andersen models has since been listed as an open problem that requires attention (see Albrecher and Thonhauser [11]).

In this paper, we study the finite-time optimal singular dividend problem under the Sparre Andersen model we mentioned before. For Markov process, one can associate a Hamilton–Jacobi–Bellman (HJB) equation to the stochastic optimal control problem by dynamic programming principle (DPP). But for our problem, the Sparre Andersen model is no longer Markovian. To overcome this difficulty, we use the backward Markovization technique. More precisely, we recast the problem in a Markovian framework with expanded dimension representing the time elapsed after the last claim. This means there are three variables in our HJB equation. Another difficulty is that the dividend process is not necessarily absolutely continuous with respect to the Lebesgue measure. This gives rise to a gradient constraint in the HJB equation. All the above difficulties make it impossible to explore the classical solution for our HJB equation.

Since it is hard to conjecture the existence of continuously differentiable solutions for our HJB equations, it is natural to invoke the notion of viscosity solution as done by Azcué and Muler [12], Benth et al. [13] and Seydel [14]. Thus, we will explore this problem in the framework of viscosity solution. For past development on viscosity solutions, see Crandall and Lions [15], Crandall et al. [16], Lions [17,18] and Soner [19]. For detailed exposition of viscosity solution and the related DPP on optimal stochastic control, see Fleming and Soner [20] and Yong and Zhou [21].

Under the Sparre Andersen risk model, Bai et al. [22] studied the optimal dividend and investment problem with a ceiling on dividend rates. They showed that the value function is the unique constrained viscosity solution of the corresponding HJB equation. Based on [22], we explore the optimal singular dividend problem under the Sparre Andersen model, i.e., the jump dividend is allowed in our model. The difference between this paper and [22] primarily consists of three aspects:
In the context of showing the continuity of the value function with respect to initial wealth, Bai et al. [22] introduced a penalty function while we consider this question by constructing admissible strategies. This also leads to a difference in the proof of continuity of the value function with respect to the time elapsed since the last claim.

We extended the verification theorem because jump dividend is allowed in our model.

The structure of the HJB equation and the boundary condition of the value function are changed compared to those of Bai et al. [22]. Based on the HJB equation and the boundary condition, we construct a viscosity subsolution and a supersolution of the HJB equation and we provide a candidate for the value function.

The paper is organized as follows. In Sect. 2, we establish the basic setting, formulate the problem and introduce the backward Markovization technique. In Sect. 3, we study the properties of the value function and prove the continuity of the value function in the temporal variable. In Sect. 4, we validate the dynamic programming principle (DPP) and characterize the value function as a constrained viscosity solution of the associated HJB equation. In Sect. 5, we construct a viscosity supersolution and subsolution and show that the value function is the upper semicontinuous envelope of the supremum for a class of subsolutions.

2 Model and Assumptions

Let $(\Omega, \mathbb{P}, \mathcal{F})$ be a probability space and $(\mathcal{F}_t)$ a given filtration satisfying the usual conditions. We consider a renewal counting process $N = \{N_t\}_{t \geq 0}$ on $(\Omega, \mathbb{P}, \mathcal{F})$. Denote $\{\sigma_n\}_{n \geq 0}$ as the jump times of the renewal counting process $N$, and denote $T_i = \sigma_i - \sigma_{i-1}, i = 1, 2, \ldots$ as the waiting times between claims. We also assume that $\{T_i\}_{i=1}^{\infty}$ are independent and identically distributed with the common distribution $F : \mathbb{R}_+ \to [0, 1]$, and that there exists an intensity function $\lambda : [0, \infty[ \to [0, \infty[$ such that $\bar{F}(t) := \mathbb{P}\{T_1 > t\} = \exp\{-\int_0^t \lambda(u)du\}$. In other words, $\lambda(t) = f(t)/\bar{F}(t), t \geq 0$, where $f$ is the common density function of the $T_i$’s. An important feature of the Sparre Andersen model is the “compound renewal process” that describes the total claim process $\sum_{i=1}^{N_t} U_i$, where $N_t$ is the renewal process representing the frequency of claims up to time $t$, and $\{U_i\}_{i=1}^{\infty}$ is a sequence of random variables representing the size of incoming claims. We assume that the $U_i$ are independent, identically distributed with the common distribution $G : \mathbb{R}_+ \to [0, 1]$, and are independent of $N$. Denote $Q_t = \sum_{i=1}^{N_t} U_i, t \geq 0$. Since the process $Q_t$ is non-Markovian in general (unless the counting process is a Poisson process), we cannot use the dynamic programming approach directly. Instead, we use the so-called backward Markovization technique that was used in [22]. Thus, we need to introduce a new process

$$W_t = t - \sigma_{N_t}, \quad t \geq 0,$$

of the time elapsed since the last jump. We observe that $0 \leq W_t \leq t \leq T$. It is known that the process $(t, Q_t, W_t), t \geq 0$ is a piecewise deterministic Markov process (see,
e.g., Rolski et al. [23]). Throughout this paper, we consider the following filtration
\( \mathcal{F}_t \) for any time \( s \), where \( \mathcal{F} = \mathcal{F}^N \vee \mathcal{F}^W, t \geq 0 \). Here, \( \mathcal{F}^N, \mathcal{F}^W \) denote the natural filtrations generated by processes \( N, W \), respectively, with the usual \( \mathbb{P} \)-augmentation such that it satisfies the usual hypotheses; see, e.g., Protter [24].

An important feature of the dynamic optimal control theory is to allow the starting point to be any time \( s \in [0, T] \). In our Sparre Andersen model, we consider the initial time \( s \in [0, T] \) with the initial elapsed time \( W_s = w \) instead of \( t = 0 \). We consider the regular conditional probability distribution \( \mathbb{P}_s w(\cdot) = \mathbb{P}[\cdot | W_s = w] \) on \( (\Omega, \mathcal{F}) \) and consider the “shifted” version of process \( (Q, W) \) on space \( (\Omega, \mathcal{F}, \mathbb{P}_s w, \mathcal{F}_s) \), where \( \mathcal{F}_s = (\mathcal{F}_t)_{t \geq s} \). Next, we restart the clock at time \( s \in [0, T] \) by defining the new counting process

\[ N_t^s := N_t - N_s, t \in [s, T] \]

Then, under \( \mathbb{P}_s w, N^s \) is a “delayed” renewal process, in the sense that while its waiting times \( T_s \) satisfy the usual hypotheses

\[ T_s \sim \text{Exp}(\lambda(w)) \]

for simplicity. We call a control strategy \( \pi \) an \( \mathbb{F} \)-adapted Markov process defined on \( (\Omega, \mathcal{F}, \mathbb{P}_s w) \). We will rely on the following standing assumptions.

**Assumption 2.1** (a) The insurance premium \( p \) and discount factor \( c \) are all positive constants.
(b) The distribution function \( F \) (of \( T_i \)'s) and \( G \) (of \( U_i \)'s) are continuous on \( [0, +\infty] \).

The common density function of \( F \) is denoted by \( f(t) \); there exists a continuous and bounded intensity function such that \( \lambda(t) = f(t) / F(t) > 0, t \in [0, T] \). There exists a constant \( \Lambda > 0 \) such that for all \( w \in [0, T] \), it holds that \( \lambda(w) \leq \Lambda \).

From now on, we consider the optimal dividend problem. For a given \( s \in [0, T] \) and any dividend policy \( L_t^s, w \), where \( L_t^s, w \) denotes the cumulative dividend from time \( s \) to time \( t \), the stochastic differential equation (SDE) of the wealth process \( X_t^{\pi, x} \) satisfies

\[ X_t^{\pi, x} = x + p(t - s) - Q_t^s, w - L_t^s, w. \]

Denote \( (X^{\pi, x, w}, W, L) = (X^{\pi, s, x, w}, W^s, w, L^s, w) \) for simplicity. We call a control strategy \( \pi = \{L_t\}_{t \geq 0} \) admissible, if the following hold true:

(a) It is \( \mathcal{F} \)-predictable, nondecreasing and càglàd.
(b) For any time \( t \geq 0 \), the process \( L_t \) satisfies

\[ L_t \leq x + p(t - s) - Q_t^s, w, \quad (1) \]

which means that the dividend process \( L_t \) cannot cause bankruptcy. Denote \( U_{ad}^s, w [s, T] \) as the set of all admissible control strategies with initial wealth \( x \) and elapsed time \( w \) since the last jump at time \( s \). From (1), we observe that the set of admissible strategies
is related to the initial capital $x$, which is quite different from [22]. For the given initial data $(s, x, w)$, we define the cost function by
\[
J(s, x, w; \pi) = \mathbb{E}_{sxw} \left[ \int_s^{(\tau_{\pi,x} \wedge T)+} e^{-c(t-s)} dL_t \right] := \mathbb{E} \left[ \int_s^{(\tau_{\pi,x} \wedge T)+} e^{-c(t-s)} dL_t | X_s = x, W_s = w \right],
\]
where $\tau_{\pi,x} = \inf \{ t \geq s : X_{t,x}^\pi < 0 \}$ denotes the ruin time of the insurance company, and $c > 0$ is the discounting factor. From now on, denote $X_{t}^\pi = X_{t,x}^\pi$ and $\tau^\pi = \tau_{\pi,x}$ for simplicity, if such notation does not cause confusion. $J(s, x, w; \pi)$ is the expected total discounted amount of dividends before ruin. Our objective is to find the optimal strategy to maximize the expectation of cumulative discounted dividends. The value function is defined by:
\[
V(s, x, w) = \sup_{\pi \in U_{sxw}[s,T]} J(s, x, w; \pi).
\]
The function $V(s, x, w)$ should be defined on $\{ (s, x, w) : 0 \leq s \leq T, x \geq 0, 0 \leq w \leq s \}$. Thus, we introduce several notations for simplicity. Denote
\[
D := \{ (s, x, w) | 0 \leq s \leq T, 0 \leq x, 0 \leq w \leq s \},
\]
\[
\mathcal{D} := \text{int}D = \{ (s, x, w) \in D | 0 < s < T, 0 < x, 0 < w < s \},
\]
\[
\mathcal{D}^* := \{ (s, x, w) \in D | 0 \leq s < T, 0 \leq x, 0 \leq w \leq s \}.
\]
Here, we note that $\mathcal{D}^*$ does not include the boundary of $s = T$.

**Remark 2.1** As the singular dividend policy is admissible in our model, it may have a jump at any time $t \leq T$. Thus, the optimal choice at time $T$ is to pay the entire wealth as dividends.

### 3 Basic Properties of the Value Function

In this section, we present several propositions to characterize a number of regularity properties of the value function $V(s, x, w)$.

**Proposition 3.1** **Under Assumption 2.1**, the optimal return function $V$ is well defined on $D$, and for all $x \geq 0, s \in [0, T], w \in [0, s]$, it holds that $x \leq V(s, x, w) \leq x + p(T - s)$.

**Proof** From $E \left[ \int_s^{(\tau_{\pi,x} \wedge T)+} e^{-c(t-s)} dL_t \right] \leq L_{\tau_{\pi,x} \wedge T}$, we observe that for any strategy $\pi \in U_{sxw}[s,T]$, it holds that $J(s, x, w; \pi) \leq \mathbb{E}_{sxw} \left[ L_{(\tau_{\pi,x} \wedge T)+} \right]$. By (1), we observe that $L_{(\tau_{\pi,x} \wedge T)+} \leq x + p(T - s)$. On the other hand, the lower bound of $V$ is trivial. ∎
Proposition 3.2  Under Assumption 2.1, for all \((s, x, w), (s + h, x, w) \in D, h > 0\), it holds that \(0 \leq V(s, x, w) - V(s + h, x, w) \leq 2ph\).

Proof  The proof of the first inequality is identical to that of Proposition 3.3 in Bai et al. [22]. We omit it here. Now, we prove the second inequality. For any strategy \(\pi \in U_{ad}^{x, w}[s, T]\), we construct \(\pi^h \in U_{ad}^{x, w}[s, T]\) as follows:

\[
\pi^h_t = \begin{cases} 1 & \{t > T - h\} \pi^t_t + 1 & \{t = T - h\} \pi^p_t + 1 & \{t < T - h\} \pi^{all}_t \end{cases},
\]

where \(\pi^{all}\) means using the entire wealth as dividend immediately and \(\pi^p\) means paying dividend at rate \(p\). Denote \(\tau^h\) as the ruin time of strategy \(\pi^h\) and \(L^h_t\) as the corresponding cumulative dividend payments of \(\pi^h\). Thus,

\[
J(s, x, w; \pi^h) = \mathbb{E}_{sxw}[\int_{t = (T-h)^+}^{\tau_h^T} e^{-c(t-s)} \, dL^h_t]
\]

\[
= \mathbb{E}_{sxw}[\int_{s}^{t = (T-h)^+} e^{-c(t-s)} \, dL^h_t : \tau^h > T - h] + \mathbb{E}_{sxw}[\int_{s}^{t = (T-h)^+} e^{-c(t-s)} \, dL^h_t : \tau^h \leq T - h] + \mathbb{E}_{sxw}[\int_{s}^{T-h} e^{-c(t-s)} \, dL^h_t : \tau^h \leq T - h].
\]

(2)

Note that \(\pi^h |_{[s, T-h]}\) can be regarded as an admissible strategy of \(U_{ad}^{x, w}[s + h, T]\). Thus, we obtain

\[
\mathbb{E}_{sxw}[\int_{s}^{T-h} e^{-c(t-s)} \, dL^h_t : \tau^h > T - h] + \mathbb{E}_{sxw}[\int_{s}^{T-h} e^{-c(t-s)} \, dL^h_t : \tau^h \leq T - h] \leq V(s + h, x, w).
\]

(3)

Substituting (3) into (2), and considering that on \(\{\tau^\pi > T - h\}, X^h_{(T-h)^+} = 0\), and all dividends of \(\pi^h\) in the interval \([T - h, T]\) are less than \(ph\), we obtain

\[
J(s, x, w; \pi^h) \leq V(s + h, x, w) + \mathbb{E}_{sxw}[\int_{(T-h)^+}^{T-h} e^{-c(t-s)} \, dL^h_t : \tau^h > T - h]
\]

\[
\leq V(s + h, x, w) + ph.
\]

(4)
As there is no difference between $\pi^h$ and $\pi$ on $[s, T-h]$, we obtain
\[ J(s, x, w; \pi) - J(s, x, w; \pi^h) = \mathbb{E}_{sxw} \left[ \int_{T-h}^{(\tau^\pi \wedge T) +} e^{-c(t-s)} dL_t^\pi - \int_{T-h}^{(\tau^h \wedge T) +} e^{-c(t-s)} dL_t^h : \tau^\pi > T-h \right]. \] (5)

As the dividend strategy $\pi$ cannot cause bankruptcy, we observe that
\[ \mathbb{E}_{sxw} \left[ \int_{(T-h)-}^{(\tau^\pi \wedge T) +} e^{-c(t-s)} dL_t^\pi : \tau^\pi > T-h \right] \leq \mathbb{E}_{sxw} \left[ ph + X_{T-h}^\pi : \tau^\pi > T-h \right]. \] (6)

By definition, the dividend $\pi^h$ will have a jump at time $T-h$ on $\{\tau^\pi > T-h\}$; thus,
\[ \mathbb{E} \left[ \int_{(T-h)-}^{(\tau^h \wedge T) +} e^{-c(t-s)} dL_t^h : \tau^\pi > T-h \right] \geq \mathbb{E}_{sxw} \left[ X_{T-h}^\pi : \tau^\pi > T-h \right]. \] (7)

Substituting (6) and (7) into (5), we obtain
\[ J(s, x, w; \pi) - J(s, x, w; \pi^h) \leq \mathbb{E}_{sxw} \left[ ph + X_{T-h}^\pi - X_{T-h}^\pi : \tau^\pi > T-h \right] \leq ph. \] (8)

Combining (4) and (8), we obtain that for any strategy $\pi \in U_{ad}^{x,w}[s, T]$,
\[ J(s, x, w; \pi) - V(s+h, x, w) = J(s, x, w; \pi) - J(s, x, w; \pi^h) + J(s, x, w; \pi^h) - V(s+h, x, w) \leq 2ph. \]

The proof is complete by taking the supremum over all strategies $\pi \in U_{ad}^{x,w}[s, T]$. \hfill \Box

**Proposition 3.3** Under Assumption 2.1, the following holds:

(a) For any $x_1 \geq x_2 \geq 0$, $V(s, x_1, w) - V(s, x_2, w) \geq x_1 - x_2$;
(b) For any compact set $\mathcal{D}$, where $\mathcal{D}$ is a subset of $D$, the mapping $x \mapsto V(s, x, w)$ is uniformly continuous on $\mathcal{D}$.

**Proof** (a) For the first part, it is trivial to note that for any strategy $\pi_2 \in U_{ad}^{x_2,w}[s, T]$, we can construct $\pi_1$ such that $\pi_1$ has a jump dividend $x_1 - x_2$ at time $s$ and then follows the strategy $\pi_2$. Thus, we observe that $V(s, x_1, w) \geq J(s, x_1, w; \pi_1) = J(s, x_2, w; \pi_2) + x_1 - x_2$. As $\pi_2 \in U_{ad}^{x_2,w}[s, T]$ is arbitrary, taking the supremum over $U_{ad}^{x_2,w}[s, T]$, we obtain $V(s, x_1, w) - V(s, x_2, w) \geq x_1 - x_2$.

(b) Here, we borrow several arguments from Scheer and Schmidli [25]. Suppose that $h \geq 0$, and let $\pi$ be a strategy with initial capital $x$. Now, we construct another strategy $\tilde{\pi}$ that pays no dividend until some stopping time $\tau^h$ to be defined below. The
strategy \( \tilde{\pi} \in U_{\text{ad}}^{x-h,w} [s, T] \) is adjusted at time \( t^h \) so that two surplus processes \( X_t^{\pi,x} \) and \( X_t^{\pi,x-h} \) coincide from \( t^h \) on. Let \( t^h := \inf \{ t \geq s : L_t^\pi \geq h \} \) be the first time that \( h \) is compensated by paying dividends with strategy \( \pi \). We define the strategy \( \tilde{\pi} \) as follows:

\[
L_t^{\pi} = (L_t^\pi - h)^+ + \mathbf{1}_{\{t^h \leq t \leq T\}} \mathbf{1}_{\{t < \tilde{\tau}\}} + X_T^{\pi,x-h} \mathbf{1}_{\{t = T < t^h \land \tilde{\tau}\}},
\]

where \( (L_t^\pi - h)^+ = \max \{0, L_t^\pi - h\} \) and \( \tilde{\tau} = \inf \{ t \geq s : X_t^{\pi,x-h} < 0 \} \) is the ruin time of \( X_t^{\pi,x-h} \). Note that \( \tilde{\pi} \) is admissible. From the definition of \( \tilde{\pi} \), we obtain

\[
\mathbb{E}_{s,x,w} \left[ \int_s^{(\pi \land T)^+} e^{-c(t-s)} dL_t^\pi - \int_s^{t^h \land T} e^{-c(t-s)} dL_t^\pi : S \leq \tilde{\tau} \right] \\
\leq L_{(S \land T)^+}^\pi - L_{(S \land T)^+}^\pi \leq h. \tag{9}
\]

\[
\mathbb{E}_{s,x,w} \left[ \int_s^{(\pi \land T)^+} e^{-c(t-s)} dL_t^\pi - \int_s^{(\tilde{\tau} \land T)^+} e^{-c(t-s)} dL_t^{\tilde{\pi}} : S > \tilde{\tau}, \tilde{\tau} = \pi^\pi \right] \leq h. \tag{10}
\]

As for any strategy \( \pi \), the corresponding cost function is bounded, we obtain

\[
\mathbb{E}_{s,x,w} \left[ \int_s^{(\pi \land T)^+} e^{-c(t-s)} dL_t^\pi - \int_s^{(\tilde{\tau} \land T)^+} e^{-c(t-s)} dL_t^{\tilde{\pi}} : \tau^h > \tilde{\tau}, \tilde{\tau} \neq \pi^\pi \right] \\
\leq (x + pT) \int_0^\infty \mathbb{P} \left\{ \Delta X_t^{\pi,x-h} \in (y, y + h) | X_t^{\pi,x-h} = y \right\} F_{X_t^{\pi,x-h}}(dy) \\
= (x + pT) \int_0^\infty [G(y + h) - G(y)] F_{X_t^{\pi,x-h}}(dy), \tag{11}
\]

where \( G \) denotes the common distribution function of the claim size \( U_t \)’s. As \( G \) is uniformly continuous, we observe that for any \( \varepsilon > 0 \), there exists a constant \( \delta_1(x) > 0 \) such that for all \( h \leq \delta_1(x) \), we have \( G(y + h) - G(y) \leq \frac{\varepsilon}{2(x + pT)} \). Combining this with (9), (10) and (11), we obtain that for any \( \varepsilon > 0 \), there exists a \( \delta(x) = \min \{ \frac{\varepsilon}{2}, \delta_1(x) \} > 0 \) such that for all \( h < \delta(x) \) and any strategy \( \pi \in U_{\text{ad}}^{x,w} [s, T] \), it holds that

\[
J(s, x, w; \pi) \leq J(s, x - h, w; \tilde{\pi}) + \varepsilon \leq V(s, x - h, w) + \varepsilon.
\]

As \( \pi \) is arbitrary, we obtain that for a sufficiently small \( h \), \( V(s, x, w) - V(s, x - h, w) \leq \varepsilon \). This shows that \( V \) is continuous with respect to \( x \). Thus, for all compact sets, \( V \) is uniformly continuous with respect to \( x \).

\[\square\]

**Proposition 3.4** Under Assumption 2.1, for any \( h > 0 \) and \( 0 \leq s < s + h \leq T \), it holds that

(a) \( V(s + h, x, w + h) - V(s, x, w) \leq \left[ 1 - \exp \left\{ -ch - \int_w^{w+h} \lambda(u) du \right\} \right] V(s + h, x, w + h) \).
(b) \( V(s, x, w + h) - V(s, x, w) \leq 2ph + \left[1 - \exp \left\{ -ch - \int_{w}^{w+h} \lambda(u)du \right\} \right] V(s + h, x, w + h). \)

**Proof**  
(a) For all strategies \( \pi \in U_{\text{ad}}^{\pi, s, w + h}[s + h, T] \), \( \tilde{\pi}^{h} \in U_{\text{ad}}^{\pi, s, w}[s, T] \) is defined so that on the set \( \{ T_{1}^{s, w} > h \} \) the insurance company pays dividends at rate \( p \) during time \( [s, s + h] \), and then follows the strategy \( \pi \) during \( t \in [s + h, T] \); on set \( \{ T_{1}^{s, w} \leq h \} \), \( \tilde{\pi}^{h} \) pays no dividends before time \( T \) and then distributes the entire wealth as dividends at time \( T \) if \( X_{T}^{\tilde{\pi}^{h}} > 0 \). The rest of the proof is exactly the same as the proof of Proposition 5.1 of Bai et al. [22]. Depending on whether there are claims in the time interval \([s, s + h]\), we can deduce that

\[
V(s, x, w) \geq \exp \left\{ -ch - \int_{w}^{w+h} \lambda(u)du \right\} V(s + h, x, w + h). \tag{12}
\]

(b) We calculate the following directly:

\[
V(s, x, w + h) - V(s, x, w) = V(s, x, w + h) - V(s + h, x, w + h) + V(s + h, x, w + h) - V(s, x, w). \tag{13}
\]

Combining Proposition 3.2 and (12) with (13), we obtain the desired result (b). \( \square \)

**Proposition 3.5**  
Under Assumption 2.1, \( \lim_{h \downarrow 0} [V(s, x, w) - V(s, x, w + h)] = 0. \)

**Proof**  
From Proposition 3.4, we note that \( \lim_{h \downarrow 0} [V(s, x, w) - V(s, x, w + h)] \geq 0 \). We only need to prove the opposite inequality. By a direct calculation and Proposition 3.2, we obtain

\[
V(s, x, w) - V(s, x, w + h) \leq V(s, x, w) - V(s + h, x, w + h). \tag{14}
\]

For any strategy \( \pi \in U_{\text{ad}}^{s, w}[s, T] \), depending on whether there are claims between \([s, s + h]\), we obtain

\[
\mathbb{E}_{s, x, w} \left[ \int_{s}^{(\tau^{\pi} \wedge T)^{+}} e^{-c(t-s)} dL_{t}^{\pi} \right] - V(s + h, x, w + h) \\
= \mathbb{E}_{s, x, w} \left[ \int_{s}^{(\tau^{\pi} \wedge T)^{+}} e^{-c(t-s)} dL_{t}^{\pi} \mathbb{P}(T_{1}^{s, w} \leq h) \right] \mathbb{P}(T_{1}^{s, w} \leq h) \\
+ \mathbb{E}_{s, x, w} \left[ \int_{s}^{(\tau^{\pi} \wedge T)^{+}} e^{-c(t-s)} dL_{t}^{\pi} \mathbb{P}(T_{1}^{s, w} > h) \right] \mathbb{P}(T_{1}^{s, w} > h) \\
- V(s + h, x, w + h). \tag{15}
\]

For the first term of the right-hand side of (15), because \( \mathbb{P}(T_{1}^{s, w} \leq h) = 1 - \exp[-\int_{w}^{w+h} \lambda(u)du] \), we know that for a sufficiently small \( h \) and any compact set \( \mathcal{D} \), there exists a constant \( Q_{1}(\mathcal{D}) > 0 \) such that
\[\mathbb{E}_{s,w} \left[ \int_{s}^{(\tau^{\pi} \land T) +} e^{-c(t-s)} dL^{\pi}_{t} \mid T_{1}^{s,w} \leq h \right] \mathbb{P}(T_{1}^{s,w} \leq h) \leq Q_{1}(\mathcal{X})h, \quad (16)\]

which means that for all \(\varepsilon > 0\), there exists a constant \(\delta_{1} > 0\), such that for all \(0 < h < \delta_{1}\) and all strategies \(\pi \in U_{ad}^{x,w}[s, T],\)

\[\mathbb{E}_{s,w} \left[ \int_{s}^{(\tau^{\pi} \land T) +} e^{-c(t-s)} dL^{\pi}_{t} \mid T_{1}^{s,w} > h \right] \mathbb{P}(T_{1}^{s,w} > h) \leq V(s + h, x, w + h) - V(s + h, x, w + h). \quad (18)\]

As on \(\{T_{1}^{s,w} > h\}\), there is no claim on \([s, s + h]\), and it is clear that \(\tau^{\pi} > s + h\). Thus, we have that

\[\mathbb{E}_{s,w} \left[ \int_{s}^{(\tau^{\pi} \land T) +} e^{-c(t-s)} dL^{\pi}_{t} \mid T_{1}^{s,w} > h \right] \leq \mathbb{E}_{s,w} \left[ x + p h - X_{s+h}^{\pi} + V(s + h, X_{s+h}^{\pi}, w + h) \right] \cdot (19)\]

The inequality of (19) is based on the fact that \(L_{s+h}^{\pi} = x + p h - X_{s+h}^{\pi} \) on \(\{T_{1}^{s,w} \geq h\}\). Then, we can obtain

\[\mathbb{E}_{s,w} \left[ x + p h - X_{s+h}^{\pi} + V(s + h, X_{s+h}^{\pi}, w + h) \right] \cdot (20)\]

As \(0 \leq X_{s+h}^{\pi} \leq x + p h\) on \(\{T_{1}^{s,w} > h\}\), conditioning on whether \(X_{s+h}^{\pi}\) belongs to \([0, x]\), we can see that on \(\{0 \leq X_{s+h}^{\pi} \leq x, T_{1}^{s,w} > h\}\),

\[V(s + h, X_{s+h}^{\pi}, w + h) - V(s + h, x, w + h) \leq -(x - X_{s+h}^{\pi}),\]

and on \(\{x < X_{s+h}^{\pi} \leq x + p h, T_{1}^{s,w} > h\}\),

\[V(s + h, X_{s+h}^{\pi}, w + h) - V(s + h, x, w + h) \leq V(s + h, x + p h, w + h) - V(s + h, x, w + h).\]
Thus, we can see that
\[
\mathbb{E}_{s,x,w} \left[ x + ph - X_{s+h}^\pi + V(s+h, X_{s+h}^\pi, w+h) - V(s+h, x, w+h)|T_1^{s,w} > h \right] \\
\leq \; ph + V(s+h, x + ph, w+h) - V(s+h, x, w+h).
\]
(21)

Substituting (21) into (20) and combining this with (18), we obtain
\[
\mathbb{E}_{s,x,w} \left[ \int_s^{(\pi \wedge T)+} e^{-c(t-s)} dL_t^\pi |T_1^{s,w} > h \right] \mathbb{P}(T_1^{s,w} > h) - V(s+h, x, w+h) \\
\leq \; ph + V(s+h, x + ph, w+h) - V(s+h, x, w+h).
\]
(22)

By Proposition 3.3, \( \lim_{h \downarrow 0} V(s+h, x + ph, w+h) - V(s+h, x, w+h) = 0. \)
Thus, for all \( \varepsilon > 0 \), there exists a constant \( \delta_2 > 0 \) such that for all \( 0 < h < \delta_2 \),
\( V(s+h, x + ph, w+h) - V(s+h, x, w+h) \leq \frac{\varepsilon}{3} \) holds. Setting \( \delta_3 = \min\{\delta_2, \frac{\varepsilon}{3p}\} \),
for all \( 0 < h < \delta_3 \), substituting \( h \) in (22), we obtain
\[
\mathbb{E}_{s,x,w} \left[ \int_s^{(\pi \wedge T)+} e^{-c(t-s)} dL_t^\pi |T_1^{s,w} > h \right] \mathbb{P}(T_1^{s,w} > h) - V(s+h, x, w+h) \leq \frac{2\varepsilon}{3}.
\]
(23)

From (15), (17) and (23), we know that for all \( \varepsilon > 0 \), there exists a constant \( \delta_4 := \min\{\delta_1, \delta_3\} \) such that for all \( 0 < h < \delta_4 \) and all strategies \( \pi \in U_ad^{x,w}[s, T] \), it holds that
\[
\mathbb{E}_{s,x,w} \left[ \int_s^{(\pi \wedge T)+} e^{-c(t-s)} dL_t^\pi \right] - V(s+h, x, w+h) \leq \varepsilon.
\]
As \( \pi \in U_ad^{x,w}[s, T] \) is arbitrary, we have
\[
V(s, x, w) - V(s+h, x, w+h) \leq \varepsilon.
\]
(24)

From (14) and (24), we obtain \( \lim_{h \downarrow 0}[V(s, x, w) - V(s, x, w+h)] \leq 0. \)

**Corollary 3.1** The value function \( V \) is continuous on \( D \) and uniformly continuous on any compact set \( \mathcal{D} \).

**Proof** The proof is obtained directly from the above propositions. \( \square \)

**4 Dynamic Programming Principle and the HJB equation**

Now, we state the dynamic programming principle (DPP) for our optimization problem. We can refer to Soner [20] and Pham [26] for the derivation from the DPP to the HJB equation. For any strategy \( \pi \in U_ad^{x,w}[s, T] \), denote \( R_t^\pi = R_t^{\pi,x,s,w} = \ldots \)
We call $v$ a "constrained viscosity solution" of (26) on $\mathcal{D}^*$ if it is both a viscosity subsolution on $\mathcal{D}^*$ and a viscosity supersolution on $\mathcal{D}$.

Let $O \subseteq \mathcal{D}^*$ be a subset such that $\partial_T O := \{(T, y, v) \in \partial O \} \neq \emptyset$ and $\text{cl}(O)$ denote the closure of $O$. Denote $\text{USC}(O)$ as the set of all upper semicontinuous functions on $O$ and $\text{LSC}(O)$ as the set of all lower semicontinuous functions on $O$.

(a) We call $v \in \text{USC}(O)$ a viscosity subsolution of (26) on $O$ if $v(T, y, v) \leq y$ for $(T, y, v) \in \partial_T O$; for any $(s, x, w) \in O$ and $\varphi \in \mathcal{C}^{1,1}(\text{cl}(O))$ such that $0 = [v - \varphi](s, x, w) = \max_{(t, y, v) \in O} [v - \varphi](t, y, v)$, it holds that $\max \{1 - v_x, \mathcal{L}[\varphi]\}(s, x, w) \leq 0$.

(b) We call $v \in \text{LSC}(O)$ a viscosity supersolution of (26) on $O$ if $v(T, y, v) \geq y$ for all $(T, y, v) \in \partial_T O$; for any $(s, x, w) \in O$ and $\varphi \in \mathcal{C}^{1,1}(\text{cl}(O))$ such that $0 = [v - \varphi](s, x, w) = \min_{(t, y, v) \in O} [v - \varphi](t, y, v)$, it holds that $\max \{1 - v_x, \mathcal{L}[\varphi]\}(s, x, w) \geq 0$.

In particular, we call $u$ a "constrained viscosity solution" of (26) on $\mathcal{D}^*$ if it is both a viscosity subsolution on $\mathcal{D}^*$ and a viscosity supersolution on $\mathcal{D}$.
There is an equivalent formulation of viscosity solutions; the proof of equivalence of definitions is standard (e.g., see Benth et al. [13] and Awatif [27]). In this paper, we use both definitions interchangeably. Now, we introduce the alternative definition of viscosity solutions. Given a continuously differentiable function $\varphi$ and a continuous function $u$, we define the operator

$$\mathcal{L}[u, \varphi](s, x, w) := [-cu + \varphi_x + p\varphi_x + \varphi_w](s, x, w) + \lambda(w) \left[ \int_0^x u(s, x - \alpha, 0) dG(\alpha) - u(s, x, w) \right].$$

**Definition 4.2** Let $v \in \text{USC}(O)$; we call $v$ a viscosity subsolution of (26) on $O$ if $v(T, y, v) \leq y$ for $(T, y, v) \in \partial T O$; for any $(s, x, w) \in O$, $\varphi \in C^{1,1}(\text{cl}(O))$ such that

$$0 = [v - \varphi](s, x, w) = \max_{(t, y, v) \in O} [v - \varphi](t, y, v),$$

it holds that $\max\{1 - \varphi_x, \mathcal{L}[v, \varphi]\}(s, x, w) \geq 0$.

Let $v \in \text{LSC}(O)$; we call $v$ a viscosity supersolution of (26) on $O$ if $v(T, y, v) \geq y$ for all $(T, y, v) \in \partial T O$; for any $(s, x, w) \in O$ and $\varphi \in C^{1,1}(\text{cl}(O))$ such that

$$0 = [v - \varphi](s, x, w) = \min_{(t, y, v) \in O} [v - \varphi](t, y, v),$$

it holds that $\max\{1 - \varphi_x, \mathcal{L}[v, \varphi]\}(s, x, w) \leq 0$.

**Theorem 4.2** Assume that Assumption 2.1 holds. Then, the value function is a constrained viscosity solution of the HJB equation (26) on $\mathcal{D}^*$. 

**Proof** We omit the proof of $V$ being a viscosity supersolution since the proof is similar to that in Azcue and Muler [4] and Bai et al. [22].

Now, we prove that $V$ is the viscosity subsolution of the HJB equation on $\mathcal{D}^*$. If we assume the contrary, then there exists a point $(s, x, w) \in \mathcal{D}^*$ and $\psi^0 \in C^{1,1}(D)$ such that

$$0 = [V - \psi^0](s, x, w) = \max_{(t, y, v) \in \mathcal{D}^*} [V - \psi^0](t, y, v),$$

but $\max\{1 - \psi^0_x, \mathcal{L}(\psi^0)\}(s, x, w) = -2\eta < 0$, where $\eta > 0$ is a constant and $\mathcal{L}$ is the first-order integro-differential operator. Now, we show that there exists a function $\psi \in C^{1,1}(\mathcal{D}^*)$ and constants $\varepsilon > 0$ and $\rho > 0$ such that

$$\mathcal{L}[\psi](t, y, v) \leq -\varepsilon c, (t, y, v) \in \text{cl}(B_\rho(s, x, w) \cap \mathcal{D}^*) \setminus \{t = T\};$$

$$1 - \psi_x(t, y, v) \leq -\varepsilon c, (t, y, v) \in \text{cl}(B_\rho(s, x, w) \cap \mathcal{D}^*) \setminus \{t = T\};$$

$$V(t, y, v) \leq \psi(t, y, v) - \varepsilon, (t, y, v) \in \partial B_\rho(s, x, w) \cap \mathcal{D}^*,$$

where $B_\rho(R)$ denotes the open sphere centered at $R$ with radius $\rho$ and the notation $\text{cl}$ denotes the closure of sets.
Case I If \( x > 0 \), then we define \( \psi(t, y, v) := \psi^0(t, y, v) + \eta \frac{(t-s)^2 + (y-v)^2 + (v-w)^2}{\lambda(w)(x^2 + w^2)^2} \). By simple calculation, we have \( \max\{1 - \psi_x, \mathcal{L}[\psi]\}(s, x, w) \leq -\eta < 0 \). By the continuity of \( \psi_x \) and \( \mathcal{L}[\psi] \), we know that there exists a constant \( \rho > 0 \), such that

\[
\max\{1 - \psi_x, \mathcal{L}[\psi]\}(t, y, v) \leq -\frac{\eta}{2} < 0,
\]

\( (t, y, v) \in \text{cl}(B_\rho(s, x, w) \cap \mathcal{D}^*) \{t = T\} \).

Note that for all \( (t, y, v) \in \partial B_\rho(s, x, w) \cap \mathcal{D}^* \), the following holds:

\[
V(t, y, v) \leq \psi(t, y, v) - \frac{\eta \rho^4}{\lambda(w)(x^2 + w^2)^2}.
\]

If we choose \( \varepsilon = \min\left\{\frac{\eta \rho^4}{\lambda(w)(x^2 + w^2)^2}, \frac{\eta}{2c}\right\} \), then we obtain (27).

Case II If \( x = 0 \), then

\[
\max\left\{1 - \psi^0_x, \mathcal{L}[\psi^0]\right\}(s, 0, w) = \max\left\{1 - \psi^0_x, -c\psi^0 + \psi^0_x + p\psi^0_y + \psi^0_w - \lambda(w)\psi^0\right\}(s, 0, w) \leq -2\eta < 0.
\]

Define \( \psi(t, y, v) := \psi^0(t, y, v) + \eta [(t-s)^2 + y^2 + (v-w)^2] \). If we denote \( \varepsilon = \min\left\{\frac{\eta}{2c}, \eta \rho^2\right\} \) and perform a calculation similar to that of Case I, then we can show that (27) still holds. In the following, we will argue that (27) leads to a contradiction.

For any strategy \( \pi \in U_{ad}^{x,w}[s, T] \), denote \( R^x,t,w = (t, X^x,t,w, W^x,t,w) \). Additionally, we denote \( R_t = R^x,t,w \) for simplicity. Define \( \tau_\rho := \inf\{t > s : R_t \notin \text{cl}(B_\rho(s, x, w) \cap \mathcal{D}^*)\} \) and \( \theta := \tau_\rho \wedge T_s^x,w \). Applying Itô’s formula to \( e^{-c(t-s)}\psi(R_t) \), we get

\[
\psi(s, x, w) \geq \mathbb{E}_{s,x,w}\left[e^{-c(\theta-s)}\psi(\theta, X_\theta, W_\theta)\right] + \mathbb{E}_{s,x,w}\left[\int_s^\theta e^{-c(t-s)}c\varepsilon dt\right] + \mathbb{E}_{s,x,w}\left[\int_s^\theta e^{-c(t-s)}dL_t\right].
\]

(28)

On \( \{\tau_\rho < T_s^x,w, (\theta, X_\theta, W_\theta) \neq (\theta, X_{\theta+}, W_\theta)\} \), the wealth process jumps out of \( \text{cl}(B_\rho(s, x, w) \cap \mathcal{D}^*) \) due to dividend payments at time \( \theta \). There exists a random variable \( \nu \in [0, 1] \) and a point \( (\theta, X_\nu, W_\nu) \in \partial B_\rho(s, x, w) \cap \mathcal{D}^* \) such that \( X_\nu = X_\theta - \nu[L_{\theta+} - L_\theta] \). From (27), we observe that

\[
\psi(\theta, X_\nu, W_\nu) \geq V(\theta, X_\nu, W_\nu) + \varepsilon.
\]

\[
\psi(\theta, X_\theta, W_\theta) - \psi(\theta, X_\nu, W_\nu) \geq (c\varepsilon + 1)(X_\theta - X_\nu) = (c\varepsilon + 1)\nu(L_{\theta+} - L_\theta).
\]

(29)

From Proposition 3.3, we obtain

\[
V(\theta, X_\nu, W_\nu) \geq V(\theta, X_{\theta+}, W_\theta) + (1 - \nu)(L_{\theta+} - L_\theta).
\]

(30)
Combining (29) with (30), we observe that on \( \{ \tau_\rho < T_1^{s, w}, (\theta, X_\theta, W_\theta) \neq (\theta, X_{\theta+}, W_\theta) \} \),
\[
\psi(\theta, X_\theta, W_\theta) \geq V(\theta, X_{\theta+}, W_\theta) + \varepsilon + (L_{\theta+} - L_\theta).
\] (31)

On the other hand, on \( \{ \tau_\rho < T_1^{s, w}, (\theta, X_\theta, W_\theta) = (\theta, X_{\theta+}, W_\theta) \} \), \( (\theta, X_\theta, W_\theta) \in \partial B_\rho(s, x, w) \cap \mathcal{D}^* \), then we have
\[
\psi(\theta, X_\theta, W_\theta) \geq V(\theta, X_\theta, W_\theta) + \varepsilon = V(\theta, X_{\theta+}, W_\theta) + \varepsilon.
\] (32)

Similarly, in the case of \( \{ \tau_\rho \geq T_1^{s, w}, X_{T_1^{s, w}} < 0 \} \), we have
\[
\psi(\theta, X_\theta, W_\theta) = V(\theta, X_\theta, W_\theta) = 0.
\] (33)

In the case of \( \{ \tau_\rho \geq T_1^{s, w}, X_{T_1^{s, w}} \geq 0 \} \), we have
\[
\psi(\theta, X_\theta, W_\theta) \geq V(\theta, X_\theta, W_\theta) \geq V(\theta+, X_{\theta+}, W_{\theta+}) + L_{\theta+} - L_\theta.
\] (34)

Combining (31), (32), (33) with (34), we obtain
\[
\mathbb{E}_{s, x, w} \left[ e^{-c(\theta-s)} \psi(\theta, X_\theta, W_\theta) + \int_s^{\theta} e^{-c(t-s)} dL_t \right]
\geq \mathbb{E}_{s, x, w} \left[ e^{-c(\theta-s)} V(\theta, X_{\theta+}, W_\theta) + \int_s^{\theta+} e^{-c(t-s)} dL_t : \tau_\rho \geq T_1^{s, w} \right]
+ \mathbb{E}_{s, x, w} \left[ e^{-c(\theta-s)} V(\theta, X_{\theta+}, W_\theta) + \int_s^{\theta+} e^{-c(t-s)} dL_t + \varepsilon e^{-c(\theta-s)} : \tau_\rho < T_1^{s, w} \right].
\] (35)

Combining (28) with (35), we observe that
\[
\psi(s, x, w) \geq \mathbb{E}_{s, x, w} \left[ e^{-c(\theta-s)} V(\theta, X_{\theta+}, W_\theta) + \int_s^{\theta+} e^{-c(t-s)} dL_t \right]
+ \varepsilon - \varepsilon \mathbb{E}_{s, x, w} \left[ e^{-c(\theta-s)} : \tau_\rho \geq T_1^{s, w} \right]
\geq \mathbb{E}_{s, x, w} \left[ e^{-c(\theta-s)} V(\theta, X_{\theta+}, W_\theta) + \int_s^{\theta+} e^{-c(t-s)} dL_t \right]
+ \varepsilon \mathbb{E}_{s, x, w} \left[ 1 - e^{-c(T_1^{s, w}-s)} \right].
\] (36)

For \( h > 0 \), \( \theta + h \) is a stopping time. Recalling the dynamic programming principle (25) and the continuity of \( V \), letting \( h \downarrow 0 \), we obtain
\[ V(s, x, w) = \sup_{\pi \in U^i_{ad}[s, T]} \mathbb{E}_{x, w}^\pi \left[ \int_s^{\theta^+} e^{-c(t-s)} dL_t \right] + e^{-c(\theta-s)} V(\theta, X_{\theta^+}, W_{\theta}). \]  

(37)

As \( \mathbb{P}(T^s, w > s) = 1 \) and \( V(s, x, w) = \psi(s, x, w) \), we observe that (37) contradicts (36).

**Remark 4.1** From the aspect of surplus modeling, the main difference between our paper and [4,28–35] is that they study the dividend optimization of Markov process while we study the non-Markovian process. From the aspect of techniques, the idea of constrained viscosity solution is not only different from the pre-mentioned papers [28–35] in which they explore the smooth solution for the HJB equation but also different from Azcue and Muler [4] in which the notion of viscosity solution is also used.

## 5 The Candidate for the Value Function

In this section, we provide a candidate for the value function. Before we state the theorems, we introduce several notations.

**Definition 5.1** If \( u : D \to \mathbb{R}^3 \), define

\[ u^*(s, x, w) = \limsup_{r \downarrow 0} \sup \{ u(t, y, v) : (t, y, v) \in D \text{ and } \sqrt{|t-s|^2 + |y-x|^2 + |v-w|^2} \leq r \}. \]

We call \( u^* \) the upper semicontinuous envelope of \( u \). \( u^* \) is the smallest upper semicontinuous function satisfying \( u \leq u^* \).

Denote \( d_{\mathcal{D}}(s, x, w) \) the distance between \((s, x, w)\) and the boundary of \( \mathcal{D} \), which means

\[ d_{\mathcal{D}}(s, x, w) = (T - s) \wedge w \wedge \frac{\sqrt{2}}{2} (s - w) \wedge x. \]  

(38)

Recall the definition \( \mathcal{D} = \{(s, x, w) \in D | 0 < s < T, 0 < x, 0 < w < s\} \). We observe that \( d_{\mathcal{D}}(s, x, w) \leq \frac{T}{2 + \sqrt{2}} \).

From now on, denote \( M_1 := \left(\frac{\sqrt{2}}{2} + 1 + 2p\right)T + \frac{T}{2 + \sqrt{2}} \) and \( M_2 := -\left(\frac{\sqrt{2}}{2} + 1 + (c + A)\frac{2T}{2 + \sqrt{2}}\right)T \) for simplicity. In what follows, we construct a viscosity supersolution of (26) on \( \mathcal{D} \).

**Theorem 5.1** Define

\[ \overline{V}(s, x, w) = x + d_{\mathcal{D}}(s, x, w) + N_1(T - s), \]  

(39)

where the constant \( N_1 = \frac{\sqrt{2}}{2} + 1 + 2p \), and \( d_{\mathcal{D}} \) is defined in (38). Then, \( \overline{V} \) is a viscosity supersolution of (26) on \( \mathcal{D} \), and for all \((s, x, w) \in D, x + M_2 \leq \overline{V}(s, x, w) \leq x + M_1 \).
**Proof** Note that for all \((s, x, w) \in \mathcal{D}, d_{\mathcal{D}}(s, x, w) \leq \frac{T}{2+\sqrt{2}}\). Thus, it is obvious that for all \((s, x, w) \in D, x + M_2 \leq \overline{V}(s, x, w) \leq x + M_1\). Denote \(R := (s, x, w)\) for simplicity. Consider a function \(\phi \in C^{1,1}(\mathcal{D})\) such that \(\overline{V} - \phi\) attains its minimum at \(R\). Now, we discuss various cases.

Case I If \(\frac{\sqrt{2}}{2}(s - w) < w \land x \land (T - s)\), we observe that \(d_{\mathcal{D}}(s, x, w) = \frac{\sqrt{2}}{2}(s - w)\) near point \(R\); this leads to \((\phi_x, \phi_s, \phi_w)(R) = (1, \frac{\sqrt{2}}{2} - N_1, -\frac{\sqrt{2}}{2})\). Thus, we obtain

\[
\mathcal{L}[\overline{V}, \phi](R) = \left[-(c + \lambda(w))\overline{V} + \phi_s + p\phi_x + \phi_w\right](R) + \lambda(w) \int_0^x \overline{V}(s, x - u, 0)dG(u) < 0.
\]

Case II If \(w < \frac{\sqrt{2}}{2}(s - w) \land x \land (T - s)\), then \(\phi_w(R) = 1, \phi_s(R) = -N_1, \phi_x(R) = 1\). Similar to Case I, we can deduce that \(\max\{1 - \phi_x, \mathcal{L}[(\overline{V}, \phi)](R) \leq -N_1 + p + 1 < 0\). Similarly, we can verify that \(\overline{V}\) is a viscosity supersolution of (26) in other cases of \(\mathcal{D}\).

In what follows, we provide a subsolution of (26) on \(\mathcal{D}^*\).

**Theorem 5.2** Define

\[
\overline{V}(s, x, w) = x + d_{\mathcal{D}}(s, x, w) - N_2(T - s), \tag{40}
\]

where the constant \(N_2 = \frac{\sqrt{2}}{2} + 1 + (c + \Lambda)\frac{2T}{2+\sqrt{2}}\) and \(d_{\mathcal{D}}(s, x, w)\) is defined in (38). Then, \(\overline{V}\) is a viscosity subsolution of (26) on \(\mathcal{D}^*\), and for all \((s, x, w) \in D, x + M_2 \leq \overline{V}(s, x, w) \leq x + M_1\).

**Proof** It is obvious that for all \((s, x, w) \in D, x + M_2 \leq \overline{V}(s, x, w) \leq x + M_1\). Now, we show that \(\overline{V}\) is a viscosity subsolution of (26) on \(\mathcal{D}^*\). For a fixed point \(R := (s, x, w) \in D^*\), consider the function \(\varphi \in C^{1,1}(D)\) such that \(\overline{V} - \varphi\) reaches its maximum at \(R\).

Case I If \(x > \frac{T}{2+\sqrt{2}}\). First, we note that for all \(x > \frac{T}{2+\sqrt{2}}, x \leq \max\{T - s, w, \frac{\sqrt{2}}{2}(s - w)\}\), which means that for all \(x > \frac{T}{2+\sqrt{2}}, \varphi_x(R) = 1\). Obviously, this leads to \(\max\{1 - \varphi_x, \mathcal{L}[(\overline{V}, \varphi)]\}(R) \geq 0\). Thus, we have shown that \(\overline{V}\) is a viscosity subsolution on \([0, T] \times \frac{T}{2+\sqrt{2}}\), \(\infty \times [0, s]\).

Case II If \(R \in \text{int} \mathcal{D}^*\) and \(x > (T - s) \land w \land \frac{\sqrt{2}}{2}(s - w)\), then it is obvious that \(x\) is less than \(\frac{T}{2+\sqrt{2}}\). By several simple calculations, we obtain \(\varphi_x(R) = 2, \varphi_s(R) = N_2, \varphi_w(R) = 0\).

\[
\mathcal{L}[(\overline{V}, \varphi)](R) = \left[-(c + \lambda(w))\overline{V} + \varphi_s + p\varphi_x + \varphi_w\right](R) + \lambda(w) \int_0^x \overline{V}(s, x - u, 0)dG(u) > 0.
\]

Thus, \(\overline{V}\) is a viscosity subsolution of (26) at \(R\). Now, we prove a special case of the boundary.
Case III If $R = (0, 0, 0) \in \partial \mathcal{D}^*$, then $\varphi_y(R_0) \geq N_2, [\varphi_y + \varphi_z](R_0) \geq N_2, \varphi_x(R_0) \geq 1$. Thus, it is easy to verify that $\mathcal{L} [V, \varphi](R) \geq N_2 + p > 0$. Now, we observe that $V$ is a viscosity subsolution of (26) at $(0, 0, 0)$. We can prove other cases similarly. 

\[ \square \]

Lemma 5.1 Let $\overline{V}$ be the viscosity supersolution constructed in (39) and $V$ be the viscosity subsolution constructed in (40). Define

$$\omega(s, x, w) = \sup_{u \in \mathcal{G}} u(s, x, w),$$

where $\mathcal{G} := \{ u|u$ is a viscosity subsolution of (26) on $\mathcal{D}^*$ and $V \leq u \leq \overline{V}$ in $D\}$. Then, $\omega^*$ is a viscosity subsolution of (26) on $\mathcal{D}^*$ satisfying $x + M_2 \leq \omega^*(s, x, w) \leq M_1 + x$.

We omit the proof, one can refer to Crandall et al. [16] and Mou [36] for similar arguments. At this point, we are ready to provide the representation of the value function $V$.

Theorem 5.3 The value function $V = \omega^*$, where $\omega$ is defined in (41).

Proof From Lemma 5.1, we see that $\omega^*$ is a viscosity subsolution of (26). Note that the value function $V$ is a viscosity subsolution of (26) that satisfies $\overline{V} \leq V \leq V$. By the definition of $\omega^*$, we know that $\omega^* \geq V$. Now, we only need to show that $V \geq \omega^*$. Recall that $c > 0$ is the discount factor. Choose a sufficiently large $\tilde{K}$ such that $c\tilde{K} \geq 1$. Consider the function $V^\theta := \theta V + (\theta - 1)\tilde{K}$, where $\theta > 1$. Since $V$ is a supersolution, it is easy to verify that $V^\theta$ is also a viscosity supersolution of (26).

Indeed, consider any continuously differentiable function $\varphi$ such that $V^\theta - \varphi$ attains its minimum at $R_0$. Then, max \(1 - \left(\frac{\varphi}{\theta} - \frac{\theta - 1}{\theta} \tilde{K}\right)_x, \mathcal{L} [V, \frac{\varphi}{\theta} - \frac{\theta - 1}{\theta} \tilde{K}]\) \leq 0. Thus,

$$\max \left\{ 1 - \varphi_x, \mathcal{L} [V^\theta, \varphi] \right\} \leq -(\theta - 1),$$

which shows that $V^\theta$ is a viscosity supersolution of (26). Instead of comparing $\omega^*$ and $V$, we will compare $\omega^*$ and $V^\theta$. If we can show that $\omega^* \leq V^\theta$, then by simply letting $\theta \downarrow 1$, we obtain the desired comparison result $\omega^* \leq V$ in $D$. Observe that for all $(s, x, w) \in D, x + M_2 \leq V(s, x, w) \leq x + M_1$ and $x + M_2 \leq \omega^*(s, x, w) \leq x + M_1$; thus, we have

$$[\omega^* - V^\theta](s, x, w) \leq x + M_1 - \left[ \theta(x + M_2) + (\theta - 1)\tilde{K} \right] = (1 - \theta)x + (M_1 - \theta M_2 - (\theta - 1)\tilde{K}).$$

In view of (43), we can choose $b := \frac{M_1 - \theta M_2 - (\theta - 1)\tilde{K}}{\theta - 1}$ such that for all $x \geq b, \omega^* \leq V^\theta$. Although $D$ is unbounded, we can restrict our attention to the bounded domain

$$\mathcal{D}_b := \{(t, y, v)|0 \leq t < T, 0 \leq y < b, 0 \leq v \leq t\}$$

\[ \square \]
and prove that $\omega^* \leq V^\theta$ on $\mathcal{D}_b$. Now, we assume on the contrary that

$$M_b := \max_{\mathcal{cl}(\mathcal{D}_b)} [\omega^* - V^\theta] = (\omega^* - V^\theta)(\bar{s}, \bar{x}, \bar{w}) > 0$$

for some $\bar{R} := (\bar{s}, \bar{x}, \bar{w}) \in \mathcal{cl}(\mathcal{D}_b)$. Observe that we have only two cases $\bar{R} \in \mathcal{D}_b^0$ and $\bar{R} \in \mathcal{D}_b^1$ to consider, where $\mathcal{D}_b^1 := \partial \mathcal{D}_b \setminus \{t = T \cup \{y = b\}\}$ is the state constraint boundary restricted by $b$.

Case I Consider $\bar{R} \in \mathcal{D}_b^1$. The construction presented below is a suitable adaption of the construction of Benth et al. [13]. Denote $R := (t, y, v)$ for simplicity. As $\mathcal{D}_b$ is piecewise linear, there exist constants $h_0, k > 0$ and a uniformly continuous map $\eta : \mathcal{cl}(\mathcal{D}_b) \mapsto \mathbb{R}^3$ satisfying

$$B(R + h\eta(R), h\kappa) \subset \mathcal{D}_b^0 \quad \text{for all } R \in \mathcal{cl}(\mathcal{D}_b) \text{ and } h \in [0, h_0],$$

where $B(z, \rho)$ denotes the sphere with radius $\rho$ and center $z$. Note that $\eta(R)$ is a three-dimensional vector, we can write $\eta(R) = (\eta_1(R), \eta_2(R), \eta_3(R))$. For any $\kappa > 1$ and $0 < \varepsilon < 1$, define the function $\Phi(s, x, w, t, y, v)$ on $\mathcal{cl}(\mathcal{D}_b) \times \mathcal{cl}(\mathcal{D}_b)$ by

$$\Phi(s, x, w, t, y, v) = \omega^*(s, x, w) - V^\theta(t, y, v) - (\kappa(s - t) + \varepsilon \eta_1(\bar{R}))^2 - (\kappa(x - y) + \varepsilon \eta_2(\bar{R}))^2 - (\kappa(w - v) + \varepsilon \eta_3(\bar{R}))^2 - \varepsilon(s - \bar{s})^2 - \epsilon(x - \bar{x})^2 - \epsilon(w - \bar{w})^2.$$

Let $M_\kappa = \max_{\mathcal{cl}(\mathcal{D}_b) \times \mathcal{cl}(\mathcal{D}_b)} \Phi(s, x, w, t, y, v)$. Let $(s_k, x_k, w_k, t_k, y_k, v_k) \in \mathcal{cl}(\mathcal{D}_b) \times \mathcal{cl}(\mathcal{D}_b)$ be a maximizer of $\Phi$, i.e., $M_\kappa = \Phi(s_k, x_k, w_k, t_k, y_k, v_k)$. Then, we can get that for a fixed small number $\varepsilon_0$, $M_\kappa \geq \omega^*(\bar{s}, \bar{x}, \bar{w}) - V^\theta(\bar{s}, \bar{x}, \bar{w}) - \varepsilon^2|\eta(\bar{R})|^2 > 0$ for any $\kappa > 1$ and $\varepsilon < \varepsilon_0$. By (44), we assume that $\kappa$ is so large that $\bar{R} + \frac{\varepsilon}{\kappa} \eta(\bar{R}) \in \mathcal{D}_b^0$. From

$$\Phi(s_k, x_k, w_k, t_k, y_k, v_k) \geq \Phi \left(\bar{s}, \bar{x}, \bar{w}, \bar{s} + \frac{\varepsilon}{\kappa} \eta_1(\bar{R}), \bar{x} + \frac{\varepsilon}{\kappa} \eta_2(\bar{R}), \bar{w} + \frac{\varepsilon}{\kappa} \eta_3(\bar{R})\right),$$

we obtain that

$$|\kappa(s_k - t_k) + \varepsilon \eta_1(\bar{R})|^2 + |\kappa(x_k - y_k) + \varepsilon \eta_2(\bar{R})|^2 + |\kappa(w_k - v_k) + \varepsilon \eta_3(\bar{R})|^2 + \varepsilon(s_k - \bar{s})^2 + \epsilon(x_k - \bar{x})^2 + \epsilon(w_k - \bar{w})^2$$

$$\leq \omega^*(s_k, x_k, w_k) - V^\theta(t_k, y_k, v_k) - (\omega^* - V^\theta)(\bar{s}, \bar{x}, \bar{w}) - V^\theta(\bar{s}, \bar{x}, \bar{w}) + V^\theta \left(\bar{s} + \frac{\varepsilon}{\kappa} \eta_1(\bar{R}), \bar{x} + \frac{\varepsilon}{\kappa} \eta_2(\bar{R}), \bar{w} + \frac{\varepsilon}{\kappa} \eta_3(\bar{R})\right).$$

As $\omega^*$ and $-V^\theta$ are bounded on $\mathcal{cl}(\mathcal{D}_b)$, it follows that $|\kappa(s_k - t_k)|, |\kappa(x_k - y_k)|, |\kappa(w_k - v_k)|$ are uniformly bounded in $\kappa$. Hence, we have

$$s_k - t_k \to 0, x_k - y_k \to 0, w_k - v_k \to 0, \quad \text{as } \kappa \to \infty$$

and

$$\lim_{\kappa \to \infty} \left[\omega^*(s_k, x_k, w_k) - V^\theta(t_k, y_k, v_k)\right] \leq M_b.$$
Letting $\kappa \to \infty$ in (45) and using the upper semi-continuity of $\omega^*$, $-V^\theta$ in $\text{cl}(\mathcal{D}_b)$, we conclude that

$$|\kappa(s_k - t_k) + \varepsilon \eta_1(\bar{R})| \to 0, \quad |\kappa(x_k - y_k) + \varepsilon \eta_2(\bar{R})| \to 0,$$

$$|\kappa(w_k - v_k) + \varepsilon \eta_3(\bar{R})| \to 0,$$

$(s_k, x_k, w_k) \to \bar{R}$, $(t_k, y_k, v_k) \to \bar{R}$ and $M_k \to M_b$. Using the uniformly continuity of $\eta$, we can have that $t_k = s_k + \frac{b}{\kappa} \eta_1(s_k, x_k, w_k) + o\left(\frac{1}{\kappa}\right)$. Similarly, we get that $y_k = x_k + \frac{b}{\kappa} \eta_2(s_k, x_k, w_k) + o\left(\frac{1}{\kappa}\right)$, $v_k = w_k + \frac{b}{\kappa} \eta_3(s_k, x_k, w_k) + o\left(\frac{1}{\kappa}\right)$. Thus, combining this with (44) we obtain that $(t_k, y_k, v_k) \in \mathcal{D}_b^0$ for sufficiently large $\kappa$.

Now, we define

$$\phi(s, x, w) := V^\theta(t_k, y_k, v_k) + |\kappa(s - t_k) + \varepsilon \eta_1(\bar{R})|^2 + |\kappa(x - y_k) + \varepsilon \eta_2(\bar{R})|^2$$

$$+ |\kappa(w - v_k) + \varepsilon \eta_3(\bar{R})|^2 + \varepsilon(s - \bar{s})^2 + \varepsilon(x - \bar{x})^2 + \varepsilon(w - \bar{w})^2.$$

$$\varphi(t, y, v) := \omega^*(s_k, x_k, w_k) - |\kappa(s_k - t) + \varepsilon \eta_1(\bar{R})|^2 - |\kappa(x_k - y) + \varepsilon \eta_2(\bar{R})|^2$$

$$- |\kappa(w_k - v) + \varepsilon \eta_3(\bar{R})|^2 - \varepsilon(s_k - \bar{s})^2 - \varepsilon(x_k - \bar{x})^2 - \varepsilon(w_k - \bar{w})^2.$$

Noting that $V^\theta$ is a viscosity supersolution and $\omega^*$ is a viscosity subsolution, we get that

$$\max \left\{ 1 - 2\kappa \left[ |\kappa(x_k - y_k) + \varepsilon \eta_2(\bar{R})| \right],
- (c + \lambda(w_k)) V^\theta(t_k, y_k, v_k) + 2\kappa[|\kappa(s_k - t_k) + \varepsilon \eta_1(\bar{R})|]
+ 2p\kappa[|\kappa(x_k - y_k) + \varepsilon \eta_2(\bar{R})|] + 2\kappa[|\kappa(w_k - v_k) + \varepsilon \eta_3(\bar{R})|]
+ \lambda(v_k) \int_0^{x_k} V^\theta(t_k, y_k - u, 0)dG(u) \right\} \leq -(\theta - 1).$$

(46)

$$\max \left\{ 1 - 2\kappa[|\kappa(x_k - y_k) + \varepsilon \eta_2(\bar{R})| - 2\varepsilon(x_k - \bar{x})] - (c + \lambda(w_k))\omega^*(s_k, x_k, w_k)
+ 2\kappa[|\kappa(s_k - t_k) + \varepsilon \eta_1(\bar{R})|] + 2\varepsilon(s_k - \bar{s})
+ p\left[ 2\kappa[|\kappa(x_k - y_k) + \varepsilon \eta_2(\bar{R})|] + 2\varepsilon(x_k - \bar{x}) \right] + 2\kappa[|\kappa(w_k - v_k) + \varepsilon \eta_3(\bar{R})|]
+ 2\varepsilon(w_k - \bar{w}) + \lambda(w_k) \int_0^{x_k} \omega^*(s_k, x_k - u, 0)dG(u) \right\} \geq 0.$$  

(47)

Combining (46) with (47), we let $\kappa \to \infty$, $\varepsilon \to 0$ to obtain the desired contradiction

$$[c + \lambda(\bar{w})](\omega^* - V^\theta)(\bar{s}, \bar{x}, \bar{w}) < \lambda(\bar{w})(\omega^* - V^\theta)(\bar{s}, \bar{x}, \bar{w}).$$

Case II Let us consider the case $\bar{R} \in \mathcal{D}_b^0$. For any $\kappa > 1$, define the function $\Psi$ on $\text{cl}(\mathcal{D}_b) \times \text{cl}(\mathcal{D}_b)$ by

$$\square$$

Springer
\[ \Psi(s, x, w, t, y, v) = \omega^*(s, x, w) - V^\theta(t, y, v) - \frac{\kappa}{2} (s - t)^2 - \frac{\kappa}{2} (x - y) - \frac{\kappa}{2} (w - v)^2. \]

Let \( M_\kappa = \max_{\text{cl}(\mathcal{D}_b) \times \text{cl}(\mathcal{D}_b)} \Psi(s, x, w, t, y, v). \) Let \((s_\kappa, x_\kappa, w_\kappa, t_\kappa, y_\kappa, v_\kappa)\) be a maximizer. We have \( M_\kappa \geq M_b > 0 \) for all \( \kappa > 1. \) As \( \text{cl}(\mathcal{D}_b) \times \text{cl}(\mathcal{D}_b) \) is compact, we can find a subsequence that may be assumed to be \((s_\kappa, x_\kappa, w_\kappa, t_\kappa, y_\kappa, v_\kappa)\) itself such that \((s_\kappa, x_\kappa, w_\kappa, t_\kappa, y_\kappa, v_\kappa) \to (\hat{s}, \hat{x}, \hat{w}, \hat{t}, \hat{y}, \hat{v}). \) Since \( M_\kappa \geq \Psi(\hat{s}, \hat{x}, \hat{w}, \hat{s}, \hat{x}, \hat{w}), \)

we obtain

\[
\frac{\kappa}{2} (s_\kappa - I_\kappa)^2 + \frac{\kappa}{2} (x_\kappa - y_\kappa)^2 + \frac{\kappa}{2} (w_\kappa - v_\kappa)^2 
\leq \omega^*(s_\kappa, x_\kappa, w_\kappa) - V^\theta(t_\kappa, y_\kappa, v_\kappa) - \omega^*(\hat{s}, \hat{x}, \hat{w}) + V^\theta(\hat{s}, \hat{x}, \hat{w}). \quad (48)
\]

As all upper semicontinuous functions attain their maximum on any compact set, we obtain that \( \frac{\kappa}{2} (s_\kappa - t_\kappa)^2 + \frac{\kappa}{2} (x_\kappa - y_\kappa)^2 + \frac{\kappa}{2} (w_\kappa - v_\kappa)^2 \) is bounded uniformly in \( \kappa. \) Thus, we obtain \( s_\kappa - y_\kappa \to 0, s_\kappa - t_\kappa \to 0, w_\kappa - v_\kappa \to 0 \) as \( \kappa \to \infty, \) which means \( \hat{s} = \hat{t}, \hat{w} = \hat{v}, \hat{x} = \hat{y}. \) Letting \( \kappa \to \infty \) in (48), we get

\[
\lim_{\kappa \to \infty} \left[ \frac{\kappa}{2} (s_\kappa - I_\kappa)^2 + \frac{\kappa}{2} (x_\kappa - y_\kappa)^2 + \frac{\kappa}{2} (w_\kappa - v_\kappa)^2 \right] + \omega^*(\hat{s}, \hat{x}, \hat{w})
- V^\theta(\hat{s}, \hat{x}, \hat{w}) \leq \omega^*(\hat{s}, \hat{x}, \hat{w}) - V^\theta(\hat{s}, \hat{x}, \hat{w}).
\]

By the definition of \((\hat{s}, \hat{x}, \hat{w}), \) we obtain \( \hat{s} = \hat{s}, \hat{x} = \hat{x}, \hat{w} = \hat{w}. \) As \((\hat{s}, \hat{x}, \hat{w}) \in \mathcal{D}_b^0, \) we observe that for sufficiently large \( \kappa, (s_\kappa, x_\kappa, w_\kappa), (t_\kappa, y_\kappa, v_\kappa) \in \mathcal{D}_b^0. \) Note that for any given \( \kappa, \Psi(s, x, w, t, y, v) \) attains its maximum at \((s_\kappa, x_\kappa, w_\kappa, t_\kappa, y_\kappa, v_\kappa). \) Define the functions

\[
\phi(s, x, w) := V^\theta(t_\kappa, y_\kappa, v_\kappa) + \frac{\kappa}{2} (x - y)^2 + \frac{\kappa}{2} (s - t)^2 - \frac{\kappa}{2} (w - v)^2,
\]

\[
\psi(t, y, v) := \omega^*(s_\kappa, x_\kappa, w_\kappa) - \frac{\kappa}{2} (s_\kappa - t)^2 - \frac{\kappa}{2} (x_\kappa - y)^2 - \frac{\kappa}{2} (w_\kappa - v)^2.
\]

We observe that \([\omega^* - \phi](s, x, w) \) attains its maximum at \((s_\kappa, x_\kappa, w_\kappa) \in \mathcal{D}_b^0 \) and \([V^\theta - \psi](t, y, v) \) attains its minimum at \((t_\kappa, y_\kappa, v_\kappa) \in \mathcal{D}_b^0; \) \( \omega^* \) is a viscosity subsolution of (26), and \( V^\theta \) is a viscosity supersolution of (26); noting that \( \max \{1 - \psi, \mathcal{L}[V^\theta, \psi] \} \leq - (\theta - 1) \) because of (42), we obtain

\[
\max \left\{ 1 - \kappa (x_\kappa - y_\kappa), -(c - \lambda(w_\kappa)) \omega^*(s_\kappa, x_\kappa, w_\kappa) + pk(x_\kappa - y_\kappa)
+ \kappa (s_\kappa - t_\kappa) + \kappa (w_\kappa - v_\kappa) + \lambda(w_\kappa) \int_0^{x_\kappa} \omega^*(s_\kappa, x_\kappa - u, 0) dG(u) \right\} \geq 0, \quad (49)
\]

\[
\max \left\{ 1 - \kappa (x_\kappa - y_\kappa), -(c + \lambda(v_\kappa)) V^\theta(t_\kappa, y_\kappa, v_\kappa) + \kappa (s_\kappa - t_\kappa) + \kappa (w_\kappa - v_\kappa)
+ pk(x_\kappa - y_\kappa) + \lambda(v_\kappa) \int_0^{y_\kappa} V^\theta(t_\kappa, y_\kappa - u, 0) dG(u) \right\} \leq -(\theta - 1). \quad (50)
\]
From (50), we observe that \( \lim_{\kappa \to \infty} [1 - \kappa (x_\kappa - y_\kappa)] < 0 \). Combining this fact with (49) and (50) and letting \( \kappa \to \infty \), we obtain

\[-[c + \lambda(\bar{w})]M_b = -[c + \lambda(\bar{w})](\omega^* - V^\theta)(\bar{s}, \bar{x}, \bar{w}) > -\lambda(\bar{w})M_b,\]

which is a contradiction. Until now, we have shown that \( \omega^* \leq V \), which leads to \( \omega^* = V \).

**Remark 5.1** In fact, the proof of \( \omega^* \leq V \) implies the comparison principle. The comparison principle shows that for all supersolutions \( \bar{u} \) and subsolutions \( u \), if \( \bar{u} \) and \( u \) both satisfy the linear growth condition, then \( u \leq \bar{u} \). The comparison principle shows that the value function is the unique constrained viscosity solution of HJB equation satisfying the growth condition.

**Remark 5.2** If we consider the optimal singular dividend and investment problems, then we will add a second-order partial derivative about \( x \) in the HJB equation. All theorems can be verified similarly combining this paper and Bai et al. [22]. Currently, we focus on the analysis of optimal singular dividend problem. Thus, there is no second-order partial derivative in our HJB equation.

In the future, we will construct the auxiliary equations so that we can use their solutions to approximate the value function. Meanwhile, using the smooth solutions of the auxiliary equations we can construct the \( \varepsilon \)-optimal strategy for our problem. In our paper, there is a “max” operator in the HJB equation which makes our optimization problem far more complicated. The closest study to our HJB equation exploring the regularity of solutions of obstacle integro-differential operators is Caffarelli et al. [37]. In [37], the authors consider the obstacle problem in \( \mathbb{R}^n \)

\[
\min\{-Lu, u - \varphi\} = 0 \quad \text{in} \quad \mathbb{R}^n, \quad \lim_{|x| \to \infty} u(x) = 0, \quad (51)
\]

where \( L \) is an infinitesimal generator of a Lévy process, and \( \varphi \) is a given bounded differentiable function on \( \mathbb{R}^n \) that we call an obstacle. The authors showed that a solution of (51) belongs to \( C^{1,s} \) near all regular points, where \( s \in ]0, 1[ \). We can construct the auxiliary equations based on this result, and then we construct the \( \varepsilon \)-optimal strategy. Because the construction proof is too long, we will present it in our next paper.

**6 Conclusions**

In this paper, we consider the optimal dividend problem when the underlying reserve process is modeled by the Sparre Andersen model. We derive the verification theorem in the framework of viscosity solutions. Comparing to the classical verification theorem, the analysis of viscosity solutions is far more complex. We introduce the distance function to investigate the viscosity supersolution and subsolution. The results are then applied to express the optimal value function. Our finding demonstrates again that the
viscosity solution can serve as a powerful tool for dealing with stochastic optimal control problems. However, the strategy analysis is beyond the scope of this paper and it will appear in forthcoming research.
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