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Abstract: The main goal of this study was to measure the impact of the environmental, social, and governance (ESG) sustainability score and value added to companies’ market capitalization. Therefore, financial and sustainable performance were measured in a sample of 5557 companies divided into 9 economic sectors of activity from 78 countries and 6 regions (Americas: 2144; Asia: 1770; Europe: 1232; Oceania: 311; Africa: 90; United Kingdom: 10). The analyzed sample consisted of publicly traded companies ranked by market capitalization (from small-cap to large-cap), for which the ESG score was measured in the analyzed period: the financial year was 2019, before the advent of the COVID-19 pandemic. Using two methods (multiple linear regression and complementary quantile regression), we found a direct link between the ESG score and value added variables and market capitalization, with distinct impacts at the economic sector level for ESG score and relatively constant impact for value added.
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1. Introduction

The environmental (E), social (S), and (corporate) governance (G) indicators, or ESG, are non-financial factors that have become increasingly important and popular among investors. Studying ESG is a part of investment portfolio analysis that helps to identify opportunities and potential risks. Moreover, the indicator helps investors interested in sustainable investments to avoid investing in companies subject to financial risk due to environmental practices and controversial business practices. Although reporting an ESG indicator is not mandatory in annual companies’ statements, it is popular enough that more and more companies are reporting their progress in terms of corporate sustainability. Furthermore, institutions such as the Global Reporting Initiative (GRI) and the Sustainable Accounting Standards Board (SASB) help companies in defining, standardizing, and implementing these ESG factors.

The objective of the ESG indicator is to highlight the fact that beyond ethical concerns, these practices also lead to superior company performance. However, ESG substantially limits the options of investors because there are companies that perform well in terms of stock market price but act against the practices supported by the ESG framework.

The purpose of the current paper was to analyze the impact of sustainability and financial performance on market capitalization. The sample consisted of 5557 publicly listed companies; these companies were grouped into nine economic sectors of activity according to The Refinitiv Business Classification (TRBC) criteria and ordered based on their market capitalization value (from small-cap to large-cap; end of the financial year 2019). Sustainability was measured through the non-financial indicator ESG score (as developed by Refinitiv); the financial performance was based on value added (VA) computed from...
the companies’ consolidated financial statements and the values for the stock market capitalization were provided by Refinitiv.

This study aimed to (1) measure the impact of sustainability and financial performance on companies’ value and (2) analyze the intensity of the impact considering the economic sectors’ particularities.

The authors of previous studies have analyzed the impact of sustainability and financial performance on companies’ value, and mixed results have been obtained (as presented within the literature review). The current paper’s main contribution to the existing sustainable business performance literature is an analysis of the impact of the ESG score (as a measure of sustainability) on market capitalization. Secondly, by considering the value added measure of financial performance, we show how a company creates and distributes the value created (financial surplus) to stakeholders (such as shareholders, employees, customers, government, and local communities). Thirdly, in addition to previous research, the authors of this study considered a sample from all geographical areas divided into economic sectors of activity. Fourthly, we aimed to analyze whether the impact of the two variables (ESG score and value added) varied depending not only on the sector of activity but also on the quantile in which the company was placed, with the quantiles being established according to market value (from small-cap to large-cap).

This paper is structured as follows. Section 2 is a review of the literature on market capitalization as a measure of a company’s value and the factors that have an impact on it. Section 3 presents the used research methodology. The results are discussed in Section 4, and the paper concludes with Section 5 by highlighting the most important findings, limitations, main implications, and future research directions of this study.

2. Literature Review
2.1. Market Capitalization—A Company’s Value Metric

Establishing the value of a company is a topical issue for both practitioners and academics. Depending on the reason for the company’s evaluation, there are various approaches at hand: income-based approach, company-assets-based approach, comparative approach, and stochastic approach. Alongside establishing the value of a company, which constitutes the final step, it is important to also study the factors that influence it, as this can lead to the ability to accordingly maximize the company’s value. The value of a company is influenced by its financial performance, its tangible assets, and non-financial factors, such as its reputation and image. In recent decades, there has been an increased emphasis on corporate social responsibility by developing indicators to quantify the degree/level of corporate social responsibility (e.g., technology and human resource development, health and safety, and corruption). If companies choose to share some of their profits with community outreach programs, opting for sustainable business and community development, then investors should also develop investment behavior based on socially responsible investments (SRIs). Recently, a new research direction regarding the study of investor behavior in correlation with the principles of responsible investments has developed. As a guide for socially responsible investments, the ESG indicator has been created to guide investors when deciding to invest in companies that have sustainable practices that target both financial goals and ethical issues [1]. By applying the principles of ESG investing, an investor can track and avoid investing in companies whose operations are harmful to the environment and health, as well as other unethical practices. If its principles are integrated into portfolio theory, ESG has the potential to become an important factor that influences investments in firms’ stocks [2]. With this idea as a starting point, this paper was aimed to investigate whether ESG is a factor that has an impact on a company’s value.

The value of a company can be determined from different perspectives, with different objectives, and by using different calculation methodologies that could generate different values, such as enterprise value (EV), market capitalization (MC), Tobin’s Q, and book value (BV). A study by Morgan Stanley–Dean Witter Research identified that the most used methods of valuing companies are price-to-earnings ratio (PER), enterprise value/earnings
before interest, taxes, depreciation, amortization (EV/EBITDA), enterprise value to EBITDA growth (EV/EG), discounted cash flow (DCF), and price-to-book value (P/BV) [3].

The authors of this paper considered the value of a company to be given by market capitalization for the following rationale: if investors guide their investments in company shares by applying ESG investing principles, then the impact of investment decisions influences the market price of shares and, consequently, a company’s market capitalization. In both the literature and practical approaches, market capitalization is considered to be a metric for establishing the value of a company from a market perspective. Market capitalization is a metric that, in the opinion of some authors, “gives a clear picture of a company’s value” [4] and “is a measure of the value of a publicly traded company” [5]. This way of measuring the value of a company from a market perspective converged with the objective of our study to analyze the impact of sustainability and financial performance on market capitalization.

2.2. Factors Affecting the Company’s Value

In addition to financial factors, such as assets owned by a company, that influence its value, a series of studies have also analyzed the influence of other categories, namely the non-financial factors, that could exert an influence on the value of a company.

A study conducted on 400 companies from 10 different sectors of activity over 4 years identified the main financial and non-financial factors that significantly contributed to value creation in companies, namely [6]:

- Financial factors, such as market value and book value.
- Non-financial factors, such as human rights, product quality policy, compensation, benefits for employees, anti-discrimination practices, training for employees, and leadership ethics. In addition to these non-financial factors, another study by Tjahjadi identified that executive leadership and business strategy may be significant non-financial factors that influence a company’s performance and value [7].

Dang et al. [8] studied a sample of 214 companies using enterprise value (EV) and Tobin’s Q as company value methods, and they concluded that financial factors, such as return on assets (ROA), return on equity (ROE), and the size of a company, have a favorable and significant influence on EV and Tobin’s Q. Moreover, the capital structure was found to have a negative influence on EV and Tobin’s Q, but revenue growth had no influence. Based on these results, the authors recommended EV as a more favorable way of measuring company value than Tobin’s Q [8].

Other studies have reported that alongside financial leverage, earnings before interest, taxes, depreciation, and amortization (EBITDA) are financial factors that influence investment decisions and can, therefore, influence the market value of a company [9].

The authors of several studies explicitly analyzed the factors that influence a company’s market capitalization, a metric that we chose in this study as a way to measure the value of a public company. A study [10] conducted on all listed companies on the Amman Stock Exchange from 1978 to 2019 revealed that:

- Number of transactions, earnings per share (EPS), dividend yield ratio, and price per earnings (P/E) had significant impacts on market capitalization.
- Turnover ratio and price/book value (P/BV) had no impact on market capitalization.

Another study [11] conducted on 307 Italian listed companies during 2008–2017 identified that there was a “positive relationship between market capitalization and price/earnings ratio, operating income/turnover per share and working capital per share” and a “negative relationship between market capitalization and ROE, ROA and earnings yield”.

In addition to the abovementioned endogenous factors, market capitalization is also influenced by exogenous factors, such as GDP growth rate [12].

Value added (VA) is a financial factor that influences a company’s profitability, and this factor “can well quantitatively reflect the social responsibility of enterprises to various
stakeholders” [13], so it can influence the value of a company in terms of its attractiveness for present and potential shareholders [14]. Value added is a particularly important factor for a company and stakeholders because “value added can . . . be considered an appropriate indicator of the economic as well as the social role of a company within society” [15,16].

Corporate social responsibility (CSR) is an intensively studied non-financial factor of company value, but related results have not converged towards the same conclusions [17,18]. Some studies have shown that companies that have improved their CSR scores have also seen increases in their value [19], but other analyses have shown that investing in CSR is not beneficial to short-term profitability but may increase a company’s long-term value [20].

The more frequent use of ESG among companies and the blooming idea of integrating the ESG factor in sustainable investment decisions have led to studies that have analyzed the association between ESG performance and company value. Such studies will certainly increase in number in the coming years, given that regulation of ESG investment practices is desired and currently taking shape at the European Union level [21].

As companies place more and more importance on improving and publishing their ESG scores, they also change their perspective on value creation and aim to create sustainable, long-term value for shareholders and stakeholders [22,23]. Companies adopting ESG practice are pursuing not short-term profitability but the creation of long-term value not only for shareholders but also for stakeholders. On the one hand, long-term value creation is significantly influenced by a company’s financial performance and even more by non-financial factors, such as reputation, operating capabilities, management, transparency, employee satisfaction, stakeholders’ engagement, and customer value [24]. On the other hand, short-term investments to increase ESG scores correlate with lower dividend distribution rates, thus affecting shareholder returns [25].

For now, the role of the ESG score is still controversial [26,27], and an analysis of existing studies showed that the link between ESG and company value is uncertain [28] because it is influenced by how a company’s value is measured and the fact that ESG investing practices among investors are still in their infancy. However, a study of 350 listed UK companies demonstrated a direct link between ESG (both in total ESG score and its components) and company value measured with Tobin’s Q [29]. For emerging economies, it was identified that the publication of ESG ratings leads to increases in Tobin’s Q rates [30], but another study conducted on 412 German companies could not validate the existence of any link between ESG and Tobin’s Q [31].

Transparency and the publication of ESG performance reports influence a company’s short-term profitability, and investments in increasing the ESG performance have been proven to favorably influence the long-term financial performance of a company—in some cases even leading to an increase in the return on capital employed indicator (ROCE) [32]. These types of effects can guide an investor’s behavior in building their equity portfolio depending on his/her short (speculative), medium, or long-term strategic orientation [33]. The conclusions of these studies cannot be generalized, as shown by the following example: a study conducted on 1640 international companies from six different activity sectors showed that ESG disclosure adversely affected the company value measured with Tobin’s Q; ESG components were reported to increase company value at high scores or ratings and to decrease company value at low scores or ratings [34].

Giese et al. [35] studied whether there were causal relationships between ESG score and systematic risk, non-systematic company risk, and company value. Their analysis showed that companies that increased their ESG score registered (1) decreases in the systematic risk compared to companies that registered decreased or unchanged ESG scores; (2) decreases in the beta coefficient, the cost of capital, and (consequently) better company valuations; (3) improvements of (i.e., decreases in) the specific, non-systematic company risk.

To draw more relevant conclusions about the impact of ESG on a company’s value, a series of studies analyzed the relationships between ESG score and company performance and company value by separately analyzing the components of the ESG score and their impacts. The authors of other studies separately approached companies according to their
geographical distribution. In this regard, a study conducted on 73 companies in the tourism industry from Asia, Europe, and the USA identified that the environmental component of the ESG score had a positive but small influence on Asian companies, a positive and high influence on European companies, and a negative and high influence on U.S. companies. After researching the international banking sector, it was found that the environmental and governance components of the ESG score favorably influenced the value of banks measured with Tobin’s Q and that there was a negative and significant link between the social component and the bank value. These results changed if the studied sample was divided into banks operating in developed and emerging countries. Thus, for developed countries’ banks, only corporate governance performance has a positive and significant influence on Tobin’s Q, and the other two components of ESG do not exert any influence [36]. Consequently, no general accepted conclusion can be drawn regarding the influence of the ESG score and its components on the market value of companies [37]. On a similar note, another study of U.S. S&P 500-listed companies showed that the environmental component of the ESG score adversely affected return on assets (ROA) and return on equity (ROE) but favorably influenced Tobin’s Q, the social component of the ESG score negatively influenced ROA and ROE but favorably influenced Tobin’s Q, and the governance component of the ESG score positively influenced ROA and Tobin’s Q but negatively influenced ROE [38]; as such, all components of the ESG score were found to favorably influence Tobin’s Q, which can be used as an indicator to measure the value of a company. However, another similar study conducted on U.S. S&P 500 companies over 15 years presented opposite results: the link between the ESG score and company value also measured with Tobin’s Q was insignificant, improvements of the ESG score did not determine increases in the company value, and the connection between the ESG score and company value was not influenced by the type of activities carried out by the company (e.g., ethical or controversial activities) [39]. In their study, Atan and co-authors identified that [40]:

- There was no significant link between the ESG score, both in total and between its components, and the financial performance of a company measured with ROE and the value of the company measured with Tobin’s Q.
- There was a direct and significant link between the overall ESG score and the cost of capital measured by the weighted average cost of capital (WACC), but the relationships between the individual components of ESG and WACC were insignificant.

Research directions on the impact of the ESG score have been diversified to obtain the most reliable results. For instance, an analysis of the impact of negative news related to the ESG score on company value surprisingly revealed that negative news exerted a significant and favorable influence on company value based on market value, though a significant and negative influence on company value was calculated with accounting methods [41]. Another research direction is the identification of the potential direct impact of the ESG score on investors through the function of maximizing the utility of investments. Investors who incorporate ESG performance when building their stock portfolios have higher utility than those who do not [42]. According to the results of this study, those investors will orient their investments in stocks of high-performing companies from both the financial and ESG score perspectives. This aspect could influence the market capitalization of companies, an aspect that we intended to analyze in this paper. Deng and Cheng’s study [43] revealed that high ESG scores favorably influenced the stock market performance of a company measured by earnings per share (EPS). Based on this idea, the ESG score has become increasingly recognized by companies as an important intangible asset. A meta-analysis of 2200 studies on the link between ESG and corporate financial performance concluded that “90% of studies found a non-negative ESG–corporate financial performance relationship” [44].

However, some studies have found that good ESG scores correlate with higher returns on the shares of respective companies, with a lower risk for companies with good credit ratings [45–47]. Sassen and co-authors conducted a study of 8752 European companies and identified that companies that increased their ESG scores had the potential to increase
their company value, the vector showing that the impact of ESG on company risk tended to decrease at high ESG values [48].

To obtain more conclusive results compared to previous studies, we chose to use market capitalization to measure company value because it is more sensitive than previously used metrics to investors’ choices guided by the performance of the ESG score. Studies that have used Tobin’s Q as a measure of company value have generally not yielded definite results. To deeply analyze this link between company value and ESG on the one hand and VA on the other hand, we chose to divide the sample by economic sectors of activity and by quantiles.

3. Materials and Methods

3.1. Data and Sampling

In constructing the model for measuring the impact of ESG and the financial performance of the company on the market capitalization, we considered the following variables: market capitalization (MC), ESG score, and value added (VA).

The selected variables were calculated for the 2019 financial year to eliminate the outbreak of the COVID-19 pandemic as a possible influencing factor in our analysis.

The MC calculation of Thomson Reuters Refinitiv Eikon uses the total number of shares issued and held by internal and external shareholders, as well as the shares available for trading on the secondary capital market (free float shares) multiplied by the last closing price, according to the equation below [49].

\[
MC = (\text{Total Number of Outstanding Shares} + \text{Free Float Shares}) \times \text{Closing Price} \tag{1}
\]

Market capitalization, or simply market cap, measures a company’s total market value based on the total number of outstanding shares and the current market price. The number of outstanding shares refers to shares held by all the company’s shareholders. The market cap allows investors and analysts to classify companies into large-cap (10 billion USD or more), mid-cap (between 2 and 10 billion USD), and small-cap (between 300 million and 2 billion USD) companies. Additionally, this classification reveals the growth rate and risk for companies. Mega and large-cap companies have historically shown a slower growth rate but lower risk in comparison to micro and nano-cap companies that have the potential to grow at higher rates.

Although the market cap is an easy-to-use metric to evaluate companies, showing their true values as perceived by the overall market, the metric cannot be used to precisely indicate a company’s health, stability, and wealth.

Some analysts and most of the uninitiated can misinterpret the price of a share as an accurate description of a company’s worth and/or financial stability. Companies with high share prices are seen as more financially stable, and those with lower share prices are seen as undervalued and investment opportunities. A company’s effective value is not indicated by the share price, which instead shows the value as it is recognized by the capital market [49,50].

The ESG score used in the analysis was calculated and provided by Thomson Reuters Eikon Refinitiv; it ranged from 0 (weakest) to 100 (best). Furthermore, the score was divided into four groups according to its position relative to the three quartiles (each quartile representing the level of recorded performance), as shown in Table 1.
Table 1. ESG score.

| Group | Score Range | Description |
|-------|-------------|-------------|
| 1     | Between 0 and 25 | Companies with an ESG score below 1st quartile indicate a low level of ESG performance and a low level of transparency regarding reporting and public information on ESG data. Companies with an ESG score between the 1st and 2nd quartile indicate a satisfactory level of ESG performance with a moderate degree of transparency and reporting of public information on ESG data. Companies with an ESG score between the 2nd and 3rd quartiles indicate a good level of ESG performance with an above-average degree of transparency and reporting of public information on ESG data. Companies with an ESG score above the 3rd quartile indicate an excellent level of ESG performance with a high degree of transparency and reporting of public information on ESG data. |
| 2     | >25 and 50   | |
| 3     | >50 and 75   | |
| 4     | >75 and 100  | |

Source: Authors’ construction based on Refinitiv Eikon and Thomson Reuters’ ESG guideline.

VA represents the financial surplus formed at the company level, from which the stakeholders (employees, government, shareholders, etc.) will be remunerated. Additionally, VA shows the real contribution of a company, namely the wealth created through the work of its employees and the contribution of the company itself. This indicator must have a positive value and be as high as possible to satisfy all stakeholders. It can be calculated as the difference between the trade margin plus the production for the year and the intermediate consumption of goods and services from third parties or as the difference between total revenue and cost of goods sold; see equations below [51].

\[
VA = CM + EP - IC
\]

(2)

where CM = commercial margin; EP = exercise production; and IC = intermediary consumption by third parties.

\[
VA = \text{Total Revenue} - \text{Cost of Goods Sold}
\]

(3)

Equation (3) and the financial statements of the companies from the financial year 2019 (retrieved from the Thomson Reuters Refinitiv Eikon platform) were used for VA calculation in this study.

VA represents the wealth created by a company as an effect of the efficient use of its potential over the value of consumption of production factors from third parties, and it is one of the most important indicators to reflect the economic and financial performance of a company [52].

Based on VA, the true dimension of a company’s activity can be appreciated, as it is the expression of its role in the economic environment. Moreover, from the aspect of the contractual relations between a company and its partners, VA can be defined as the sum of the monetary accumulation that serves to remunerate the direct and indirect participants (namely stakeholders) in the activity of the company, as follows [53]:

- Employees are remunerated with salaries, material aids, profit participation, allowances, employer’s contribution for social health insurance, contributions to the unemployment fund, and other social debts.
- Government remunerated through taxes, fees, assimilated payments, and income tax.
- Creditors (borrowed capital) remunerated with interest and commissions, including leasing companies.
- Shareholders remunerated with dividends.
- Other stakeholders remunerated with compensations, donations, and assigned assets.
- The company itself is remunerated with self-financing; retained earnings, depreciation, and provisional expenses.
As a result, we analyzed the impact of ESG score and value added on market capitalization (see Figure 1).

Figure 1. Representation of the variables whose impact on a company’s market capitalization was measured. Source: Authors’ representation.

The chosen sample consisted of companies that were classified by economic sectors to determine the impact of the analyzed variables on the market cap at the general and sector levels. Both academics and practitioners use several methodologies to classify companies by sectors and industries, such as The Global Industry Classification Standard (GICS) developed by the financial company Morgan Stanley Capital International (MSCI) in collaboration with the rating agency Standard & Poor’s [54], The Industry Classification Benchmark (ICB) developed by Dow Jones & Company and the Financial Times Stock Exchange in London [55], and The Refinitiv Business Classification (TRBC) developed by the Canadian company Thomson Reuters Corporation. All three mentioned methodologies are recognized and used by analysts and investors to analyze and compare companies in various industries [56].

In our study, the sample of companies was classified according to the TRBC methodology in the following economic sectors: basic materials, consumer cyclical, consumer non-cyclical, energy, healthcare, industrials, real estate, technology, and utilities. The economic sectors that were not included in the analysis were academic and educational services, financials, government activity, and institutions, and associations and organizations [57].

For consistency, the Thomson Reuters methodology was chosen because the data from the financial statements and the ESG score were also collected from the Thomson Reuters Refinitiv Eikon platform [58]. A more detailed representation of the sample can be found in Table 2.

Table 2. ESG score and its components’ weights by sector.

| Economic Sector       | No. of Companies | E   | S   | G   | %    |
|-----------------------|------------------|-----|-----|-----|------|
| Basic Materials       | 681              | 39.6%| 38.0%| 22.4%| 100% |
| Consumer Cyclicals    | 1011             | 19.1%| 42.6%| 38.3%| 100% |
| Consumer Non-Cyclicals| 526              | 23.5%| 47.0%| 29.5%| 100% |
| Energy                | 388              | 34.5%| 42.0%| 23.5%| 100% |
| Healthcare            | 645              | 22.7%| 46.3%| 31.0%| 100% |
| Industrials           | 1100             | 23.7%| 43.9%| 32.4%| 100% |
| Real Estate           | 573              | 37.6%| 30.2%| 32.2%| 100% |
| Technology            | 348              | 23.1%| 49.3%| 27.6%| 100% |
| Utilities             | 285              | 42.5%| 32.5%| 25.0%| 100% |
| Entire Sample         | 5557             |      |      |     |      |

Source: Authors’ computation based on Refinitiv Eikon ESG and TRBC database.

The companies with missing data for any of the variables in the financial year 2019 were eliminated, so the sample consisted of 5557 companies from 78 countries and 6 regions (Americas: 2144; Asia: 1770; Europe: 1232; Oceania: 311; Africa: 90; United Kingdom: 10). The sectoral approach was based on The Refinitiv Business Classification.
3.2. Research Methodology

We started from the following hypotheses:

**Hypotheses 1 (H1):** At the sample level, there is a direct relationship between ESG score and value added (independent variables) and market cap (dependent variable).

**Hypotheses 2 (H2):** At the sector level, there is a direct relationship between ESG score and value added (independent variables) and market cap (dependent variable).

**Hypotheses 3 (H3):** At the sample level, the intensity of the relationship between ESG score and value added (independent variables) and market cap (dependent variable) varies according to the market cap quantile level of the companies.

**Hypotheses 4 (H4):** At the sector level, the intensity of the relationship between ESG score and value added (independent variables) and market cap (dependent variable) varies according to the market cap quantile level of the companies.

The quantile levels of market cap are denoted as $Q_1$: 5%; $Q_2$: 10%; $Q_3$: 25%; $Q_4$: 50%; $Q_5$: 75%; $Q_6$: 90%; and $Q_7$: 95%.

Thus, the proposed model is a multiple linear regression model:

$$\text{Market Cap} = f (\text{ESG score, value added})$$

Considering the findings from the literature review, we expected the ESG score to have a direct link to the stock market cap. We also expected value added to have a direct and positive impact in terms of financial performance on the market cap, given previous research.

Researchers (especially in the social sciences) use linear models, which are characterized by straight lines. These models are solved with analysis of variance (ANOVA) and regression, which are basically identical statistical systems [59,60]. The mathematical representation of a linear model is [60,61]:

$$\begin{align*}
Y &= \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_n X_n + \epsilon \\
\end{align*}$$

where $Y$ = dependent variable; $\beta_0$ = intercept; $\beta_{1,2,...n}$ = the parameters or the slope coefficients of the independent variables; $X_{1,2,...n}$ = the explanatory or independent variables; and $\epsilon$ = residual.

Starting from the formal equation of the linear model, there are simple linear regression functions or multiple regression functions. The simple regression function enables analysts and researchers to predict one variable (the outcome variable) based on the information known from another variable (the explanatory variable) [61]. The simple regression function is limited to the use of only two variables (continuous): the dependent and the independent variables. In contrast, as Greene [62] pointed out, the valuable purpose of the multiple regression function is its ability to spot the explanatory or independent effects of a group of variables on an outcome or dependent variable.

3.2.1. Assumptions of the Linear Regression Model

In social sciences, tests with idiosyncratic assumptions are commonly used as statistical procedures of the linear model. Statistical procedures (frequently tests based on the normal distribution) and assumptions are used to try to evaluate the quality of a model. According to Greene [62], Darlington and Hayes [63], and Field [60], linear models’ quality can be tested based on the following assumptions:

- Additivity and linearity: This first assumption considers the link between the dependent and independent variables and whether this relationship is accurately described by Equation (3). This assumption is important for a model because it shows if the scores of the independent variables are linearly related to the dependent ones. If the model has more than one independent variable, their combined effect properly
describes their effects added together. Even if the other assumptions are valid, the model is invalid if this first assumption is not true because it fails to accurately model the described process.

- Normal distribution: This second assumption considers whether the errors (or the residuals of the regression) between the dependent and independent variable(s) are normally distributed. This assumption can be checked by using a histogram. Additionally, if the data are not normally distributed, a non-linear transformation (i.e., log-transformation) should fix this problem.

- Homoscedasticity/homogeneity of variance: This third assumption, also spelled homoskedasticity, states that there is equal variance in the conditional distributions of \( \hat{Y} \) (predictable or dependent variable). In the case of minor violations of homoscedasticity (i.e., heteroscedasticity), this will not create much of a problem, but it is considered a violation of the assumptions for the linear regression model.

- Independence: This fourth assumption requires that the data are independent of the predictor or dependent variables.

As stated before, these assumptions validate the explanatory consistency of a model. Violated linearity simply indicates that a variable is not meaningful regarding what we are trying to estimate. The other assumptions of normality and homoscedasticity refer to the distributions of the errors in estimation, while independence refers to the fact that the errors in estimation are not correlated with each other.

According to Field [60], normality tests, such as the Kolmogorov–Smirnov and Shapiro–Wilk tests, tend to be inconclusive regarding the normality of large data series. In this case, the normality tests mattered little or not at all due to the central limit theorem that states that for large data series (it is widely accepted that a sample is large when it is >30), one can assume normality regardless of the shape of the data series. On smaller data series, one should be concerned with normality and apply the significance tests of normality. Additionally, if a data series is characterized by light or heavy-tailed distribution or by skew and kurtosis, the central limit theorem only applies if it is a large data series [60,64]. As a result, the assumption of normality should not be a problem when the data series is large enough, and normality tests are unnecessary.

The assumption of homoscedasticity in a linear regression model must be validated. Darlington and Hayes [63] suggested that the condition of homoscedasticity states that the residuals are equally variable conditioned on \( \hat{Y} \) and if this condition is not met, the residuals in estimation are heteroscedastic. Depending on the form of the heteroscedasticity, this can reduce the accuracy and statistical power of a regression model. The same authors [61] claimed that if this assumption is softly or moderately infringed, these accuracy and statistical power reductions should not be a concern.

To test the heteroscedasticity of residuals (errors) in a regression model, researchers, such as Levene (1960); Goldfeld and Quandt (1965); Breusch–Pagan (1979); Downs and Rocke (1979); White (1980); Cohen, West, and Aiken (2003); and Darlington and Hayes (2017), have proposed tests.

By applying the Breusch–Pagan test in our study, we analyzed whether the variance of the residuals was constant at each level of the predictor variables. If this assumption of homoscedasticity was violated, heteroscedasticity was indicated; this means that the variance of the residuals differed at different levels of the predictor variables [62], thus over or underestimating the predicted values.

### 3.2.2. Linear Regression Model and Logarithmic Transformation

Among the assumptions of the linear regression model, the linear relationship between the outcome (dependent variable) and the predictor(s) (explanatory variable(s)) is important.

The logarithmic transformation of variables is a common solution when there is a non-linear relationship between dependent and explanatory variables, or if the variables are highly skewed, they can be logarithmically transformed to be more normally distributed.
This will result in a “log-normal” distribution in which the logarithm is normally distributed \([65]\). Starting from the mathematical model of linear regression (5), we applied the logarithmic transformation of the variables in our study, resulting in the following model:

\[
\ln \hat{Y}_i = \hat{\beta}_0 + \hat{\beta}_1 \ln X_{1i} + \hat{\beta}_2 \ln X_{2i} + \ldots + \hat{\beta}_n \ln X_{ni}
\]  

Formally, our model is as follows:

\[
\ln MC_i = \hat{\beta}_0 + \hat{\beta}_1 \ln ESG\_Score + \hat{\beta}_2 \ln Value\_Added
\]  

where \(MC\) = market capitalization.

3.2.3. Quantile Regression Model and Logarithmic Transformation

Quantile regression was introduced in 1978 by Koenker and Bassett, and it is focused on conditional quantile functions; the model expresses quantiles of the conditional distribution of the response variable as functions of observed covariates \([66,67]\).

Additionally, Koenker and Hallock \([66]\) reported the use of quantiles as a suitable choice for an optimization problem. The quantile regression model uses the median instead of the mean to minimize the sum of absolute residuals (errors). Standard regression with OLS (ordinary least squares) only models the conditional mean, but quantile regression models the conditional median quantiles. Moreover, some of the advantages of quantile regression are that it is well-suited to larger sets of data and robust to response outliers, but one of its disadvantages is that it requires more computational power than standard regression.

The quantile regression model solves a problem by minimizing the median absolute deviation. It is almost the same process as that of standard linear regression, but in quantile regression, the beta coefficients are functions with a reliance on quantiles. The quantiles can be expressed as follows \([68]\):

The conditional \(\tau\) percentiles, \(\tau \in (0;1)\)

\[
\text{Percentile}_\tau (x,y) = x\beta_\tau
\]

The \(\tau\)th quantile (\(\tau \in (0;1)\)) of \(y\) is \(\mu_\tau\) such that

\[
\tau = \text{P} (y \leq \mu_\tau) \equiv F_y (\mu_\tau)
\]

As a result,

\[
\mu_\tau \equiv F_y^{-1} (\tau)
\]

Then, the standard linear regression and quantile regression models can be compared, as shown below \([69–71]\).

\[
\hat{Y}_i = \hat{\beta}_0 + \hat{\beta}_1 X_{1i} + \hat{\beta}_2 X_{2i} + \ldots + \hat{\beta}_p X_{pi}
\]  

The standard linear regression finds the optimum by minimizing the mean square errors, as follows:

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - (\beta_0 + \beta_1 X_{1i} + \beta_2 X_{2i} + \ldots + \beta_p X_{pi}))^2
\]  

Following the structure of the standard linear regression model, the quantile level (\(\tau\)) is modeled as follows:

\[
Q_{\tau} \hat{Y}_i = \hat{\beta}_1(\tau) + \hat{\beta}_1(\tau) X_{1i} + \hat{\beta}_2(\tau) X_{2i} + \ldots + \hat{\beta}_p(\tau) X_{pi}, i = 1, \ldots, n
\]
The quantile regression model uses the following equation to minimize the median absolute deviation:

$$\text{MAD} = \frac{1}{n} \sum_{i=1}^{n} p_{\tau}(Y_i - (\beta_0(\tau) + \beta_1(\tau)X_{i1} + \beta_2(\tau)X_{i2} + \ldots + \beta_p(\tau)X_{ip}))^2$$ (11)

In this case, the check functions use “p” by assuming asymmetric weights to the error depending on the quantile and the overall sign of the residuals (errors). “p” takes the following form: $p_{\tau}(u) = \tau \max(u, 0) + (1 - \tau) \max(-u, 0)$, where $u$ = errors of a single data point.

Following the structure of the standard linear regression model, we applied the logarithmic transformation of the variables in the case of the quantile regression model; the resulting model is:

$$Q_{\tau} \ln(MC) = \hat{\beta}_0(\tau) + \hat{\beta}_1(\tau)\ln\text{ESG Score} + \hat{\beta}_2(\tau)\ln\text{Value Added}$$ (12)

where $MC$ = market capitalization.

In our research, we performed and computed a quantile regression model, based on the abovementioned methodology, for 7 quantiles: $Q_1$: 0.05 (5th percentile); $Q_2$: 0.10 (10th percentile); $Q_3$: 0.25 (25th percentile); $Q_4$: 0.50 (50th percentile); $Q_5$: 0.75 (75th percentile); $Q_6$: 0.90 (90th percentile); and $Q_7$: 0.95 (95th percentile). The quantile regression model performed on the 7 quantiles comprises the following equations:

$$Q_{0.05} \ln MC = \hat{\beta}_0(0.05) + \hat{\beta}_1(0.05)\ln\text{ESG Score} + \hat{\beta}_2(0.05)\ln\text{Value Added}$$ (13)
$$Q_{0.10} \ln MC = \hat{\beta}_0(0.10) + \hat{\beta}_1(0.10)\ln\text{ESG Score} + \hat{\beta}_2(0.10)\ln\text{Value Added}$$ (14)
$$Q_{0.25} \ln MC = \hat{\beta}_0(0.25) + \hat{\beta}_1(0.25)\ln\text{ESG Score} + \hat{\beta}_2(0.25)\ln\text{Value Added}$$ (15)
$$Q_{0.50} \ln MC = \hat{\beta}_0(0.50) + \hat{\beta}_1(0.50)\ln\text{ESG Score} + \hat{\beta}_2(0.50)\ln\text{Value Added}$$ (16)
$$Q_{0.75} \ln MC = \hat{\beta}_0(0.75) + \hat{\beta}_1(0.75)\ln\text{ESG Score} + \hat{\beta}_2(0.75)\ln\text{Value Added}$$ (17)
$$Q_{0.90} \ln MC = \hat{\beta}_0(0.90) + \hat{\beta}_1(0.90)\ln\text{ESG Score} + \hat{\beta}_2(0.90)\ln\text{Value Added}$$ (18)
$$Q_{0.95} \ln MC = \hat{\beta}_0(0.95) + \hat{\beta}_1(0.95)\ln\text{ESG Score} + \hat{\beta}_2(0.95)\ln\text{Value Added}$$ (19)

By applying the abovementioned methodology (standard linear regression and quantile regression), we tried to understand if and how the dependent variables (ESG score and value added) impacted the predictor (market cap) at different levels. The quantiles represent market cap values: $Q_1$ and $Q_2$ (small-cap); $Q_3$ and $Q_4$ (mid-cap); and $Q_5$, $Q_6$, and $Q_7$ (large-cap). Following logarithmic transformation, we can say that a 1% increase in $\beta$ is associated with a $100 \times (1.01^\beta - 1)$ percent change in $Y$.

4. Empirical Results and Discussions

We computed the data for the entire sample grouped into nine economic sectors. We tested the assumptions of the linear regression model with IBM-SPSS V.28.0 (IBM: Armonk, NY, USA), and the results are shown in Table 3. As our data sample was large and had extreme values for the analyzed variables, we decided to replace each value “n” of our variables with $\ln(n)$. This log transformation process helped us to normalize the data set.

The histogram in Figure 2 shows that the data were normally distributed for the entire sample (5557). Figure 3 shows that there was linearity between the dependent variable (market cap) and each of the independent variables (ESG score and value added). Figure 4 shows that heteroscedasticity was present in the linear regression model at the sample level, as confirmed by the Breusch–Pagan test results of 0.0046 < 0.05 (rejecting the null hypothesis). The R-squared value for the entire sample (5557 companies) was 0.499, which indicates that 49.9% of the variation in the market cap could be explained by the ESG score and value added. Although the R-squared value was not high and the (standardized) regression coefficients of the ESG score (0.095) and value added (0.661) were positive and
statistically significant (Sig. 0.000), it can be stated that there was a positive link between them and the dependent variable, market cap.

Table 3. Multiple linear regression results.

| Economic Sectors      | N   | R-Squared | Durbin–Watson | Sig.  | ESG Score | Value Added | Tolerance | VIF  | Heteroscedasticity Test (Test Result, Sig.) |
|-----------------------|-----|-----------|---------------|-------|-----------|-------------|-----------|------|---------------------------------------------|
| Entire Sample         | 5557| 0.499     | 1.908         | 0.000 | 0.000     | 0.000       | 0.825     | 1.212| 0.0046                                     |
| Basic Materials       | 681 | 0.540     | 1.909         | 0.000 | 0.000     | 0.000       | 0.857     | 1.167| 0.7560                                     |
| Consumer Cyclicals    | 1011| 0.511     | 1.841         | 0.000 | 0.129     | 0.000       | 0.804     | 1.244| 0.0000                                     |
| Consumer Non-Cyclicals| 526 | 0.563     | 1.968         | 0.000 | 0.022     | 0.000       | 0.856     | 1.168| 0.8750                                     |
| Energy                | 388 | 0.597     | 1.855         | 0.000 | 0.000     | 0.000       | 0.856     | 1.168| 0.0000                                     |
| Healthcare            | 645 | 0.621     | 1.908         | 0.000 | 0.018     | 0.000       | 0.707     | 1.415| 0.5110                                     |
| Industrials           | 1100| 0.426     | 1.871         | 0.000 | 0.053     | 0.000       | 0.823     | 1.215| 0.0030                                     |
| Real Estate           | 573 | 0.574     | 2.111         | 0.000 | 0.000     | 0.000       | 0.875     | 1.143| 0.3260                                     |
| Technology            | 348 | 0.538     | 1.830         | 0.000 | 0.105     | 0.000       | 0.805     | 1.242| 0.0110                                     |
| Utilities             | 285 | 0.465     | 2.022         | 0.000 | 0.001     | 0.000       | 0.728     | 1.374| 0.6610                                     |

Source: Authors’ computations with IBM SPSS.

Figure 2. Histogram for the entire sample (5557). Source: Authors’ representation.

Figure 3. Scatterplots of the entire sample (5557): (a) Scatterplot for market cap and ESG score; (b) scatterplot for market cap and value added. Source: Authors’ representation.
Figure 3. Scatterplots of the entire sample (5557): (a) Scatterplot for market cap and ESG score; (b) scatterplot for market cap and value added. Source: Authors’ representation.

Figure 4. Scatterplot for market cap and residuals of the entire sample (5557). Source: Authors’ representation.

Following the same procedure, we also tested the assumptions of the linear regression model for the economic sectors of basic materials, consumer cyclicals, consumer non-cyclicals, energy, healthcare, industrials, real estate, technology, and utilities; the results are reported in the Supplementary Materials.

The results shown in Table 3 reveal that the R-squared had values between 0.465 for the utilities sector and 0.621 for the healthcare sector, indicating a variance in market cap that could be explained by the ESG score and value added in a proportion of 46.5% to 62.1%. However, for consumer cyclicals (Sig. 0.129), industrials (Sig. 0.053), and technology (Sig. 0.105), the ESG scores were not statistically significant, with $p$-values > 0.05. Value added proved to be statistically significant for all the analyzed sectors (Sig. 0.000 < 0.05).

The Durbin–Watson test for autocorrelation results were in the range between 1.5 and 2.5 for all the nine analyzed sectors; these values are considered normal and suggest no autocorrelation in the model.

VIF and tolerance values (shown in Table 3) indicated there was no multicollinearity in the model. In general, if VIF is >4 and tolerance <0.25, multicollinearity might have occurred [72].

Heteroscedasticity was tested, and the Breusch–Pagan test results (shown in Table 3) revealed that only for the three sectors of consumer cyclicals, industrials, and technology were the residuals (errors) the same across all values of the independent variables (ESG score and value added), and the model did not under or overestimate the predicted variable (market cap). For the other sectors of basic materials, consumer non-cyclicals, energy, healthcare, real estate, and utilities, heteroscedasticity was present in the model. As a result, the variance of errors was not the same across all the values of the independent variables and the predicted value could have been under or overestimated, especially in the case of extreme values.

Considering the fact that assumptions of the linear regression model were not met (i.e., homoscedasticity), we moved our attention to quantile regression, which is considered an extension of linear regression that can be used if the assumptions of linear regression are not met but also allowed us to estimate the median of various quantiles (or percentiles) and not the mean, as with linear regression [66], for a better understanding of the impact of ESG score and value added on market cap.
As mentioned in the methodology section, we computed the data in seven quantiles—
Q₁: 0.05 (5th percentile); Q₂: 0.10 (10th percentile); Q₃: 0.25 (25th percentile); Q₄: 0.50
(50th percentile); Q₅: 0.75 (75th percentile); Q₆: 0.90 (90th percentile); and Q₇: 0.95 (95th
percentile)—for the entire sample and economic sectors. The quantile regression results for
the seven quantiles for the entire sample (5557 companies) are shown in Table 4; in addition,
Figure 5 is a graphical representation that complements the quantile regression results to
aid understanding of the impact of ESG score and value added on market cap. The models of
the quantile regressions for each economic sector can be found in Appendix A, and their
corresponding graphical representations can be found in the Supplementary Materials.

Table 4. Quantile regressions for the entire sample (5557 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q₁        | ln ̂Y = −0.075 + 0.620lnX₁ + 0.576lnX₂ |
| Q₂        | ln ̂Y = 0.701 + 0.469lnX₁ + 0.629lnX₂ |
| Q₃        | ln ̂Y = 1.798 + 0.312lnX₁ + 0.671lnX₂ |
| Q₄        | ln ̂Y = 2.621 + 0.249lnX₁ + 0.684lnX₂ |
| Q₅        | ln ̂Y = 3.515 + 0.152lnX₁ + 0.695lnX₂ |
| Q₆        | ln ̂Y = 4.195 + 0.118lnX₁ + 0.690lnX₂ |
| Q₇        | ln ̂Y = 4.840 + 0.077lnX₁ + 0.662lnX₂ |

* No. of companies,  ̂Y = Maeket cap; X₁ = ESG score; X₂ = Value added. Source: Authors’ computation with IBM-SPSS.

Figure 5. Market cap evolution for the entire sample (5557). Source: Authors’ computation with OriginPro (OriginLab Corporation: Northampton, MA, USA).

At the sample level (5557 companies), the impact of the ESG score on quantile estimates
of market cap decreased as the value of the ESG score increased. In contrast, the impact
of value added on market cap quantile estimates increased as its values increased. To
conclude, we can state that for higher quantile estimates of market cap, the impact of ESG
score decreased while the impact of VA increased. Thus, the relationship between market
cap and both predictors (ESG score and VA) was positive, the difference is in its intensity
(decreasing for ESG for higher quantile estimates of market cap and increasing for VA
for higher quantile estimates of market cap). In the case of high values of the market cap
(Q₇), the impact of the ESG score was insignificant (0.077); we found the greatest impact
in the case of the low values of the market cap (Q₁), where the ESG score had the greatest
impact (0.620).

At the level of the economic sector, the impact of value added on the market cap
was the same as in the case of the entire sample: it increased as the value of the market
cap increased (see Appendix A). However, the impact of the ESG score presented some interesting particularities depending on the economic sector, as reported in Table 5.

**Table 5.** ESG score coefficients by sector in quantiles.

| Sector                        | Quantiles | Q1          | Q2          | Q3          | Q4          | Q5          | Q6          | Q7          |
|-------------------------------|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Basic Materials               |           | 0.612       | 0.526       | 0.403       | 0.221       | 0.078       | 0.073       | 0.034       |
| Consumer Cyclicals            |           | 0.407       | 0.322       | 0.214       | 0.119       | 0.061       | 0.060       | 0.015       |
| Consumer Non-Cyclicals        |           | 0.485       | 0.326       | 0.228       | 0.218       | 0.225       | 0.133       | 0.219       |
| Energy                        |           | 1.024       | 0.880       | 0.580       | 0.474       | 0.420       | 0.364       | 0.397       |
| Healthcare                    |           | 0.423       | 0.429       | 0.250       | 0.184       | 0.171       | 0.029       | 0.127       |
| Industrials                   |           | 0.660       | 0.525       | 0.267       | 0.098       | 0.003       | 0.081       | 0.040       |
| Real Estate                   |           | 0.389       | 0.378       | 0.419       | 0.432       | 0.496       | 0.333       | 0.334       |
| Technology Sector             |           | 0.043       | 0.048       | 0.010       | 0.195       | 0.224       | 0.247       | 0.233       |
| Utilities                     |           | 1.458       | 0.859       | 0.518       | 0.397       | 0.362       | 0.241       | 0.006       |

Source: Authors’ calculation.

Analyzing the quantile values from Table 5 regarding the impact of ESG score on market cap revealed the following:

- For the basic materials sector, at high values (large-cap), the ESG score had no impact (Q5, Q6, and Q7), and for low to medium values (small and mid-cap), the ESG score had moderate impact (Q1, Q2, Q3, and Q4), decreasing from one quantile to another.
- In the case of the consumer cyclicals sector, at low values (small-cap), the ESG score’s impact was moderate (Q1 and Q2); for medium values (mid-cap), the impact was low (Q3 and Q4), and for high values (large-cap), the impact was insignificant (Q5, Q6, and Q7). These results demonstrate that the ESG score did not have an impact on large-cap companies in the consumer cyclicals sector.
- For the consumer non-cyclicals sector, the impact of the ESG score was moderate (Q1 and Q2) at low values (small-cap) and low (Q3, Q4, Q5, Q6, and Q7) for medium and high values (mid-cap and large-cap).
- For the energy sector, the ESG score had a strong impact (Q1 and Q2) at low values (small-cap) and a low impact (Q3, Q4, Q5, Q6, and Q7) at medium and high values (mid and large-cap). We noticed the greatest direct and positive impact on the stock market cap in the energy sector.
- In the case of the healthcare sector, at low values (small-cap), the impact of the ESG score was strong (Q1 and Q2); at medium values (mid-cap), the impact was low (Q3 and Q4); and at high values (large-cap), the impact was insignificant (Q5, Q6, and Q7).
- In the case of the industrials sector, at low values (small-cap) and some medium values (mid-cap), the impact of the ESG score was moderate (Q1, Q2, and Q3); it was insignificant for the others (Q4, Q5, Q6, and Q7).
- At low, medium, and high values (small, mid, and large-cap), the impact of the ESG score was moderate for all quantiles of the real estate sector.
- For the technology sector, at medium and high values (mid and large-cap), the ESG score had a low but negative impact (Q3, Q5, Q6, and Q7), and at the lowest values (small-cap), it had an insignificant impact (Q1, Q2, and Q3).
- For the utilities sector, at low values (small-cap), the ESG score had a strong impact (Q1 and Q2); the impact decreased to moderate, low, and insignificant (Q3, Q4, Q5, Q6, and Q7) as the values increased (mid-cap and large-cap).

The results from quantile regression revealed that value added had the same impact regardless of sector: it increased as the values (small, mid, and large-cap) of the market cap increased. In contrast, the ESG score had a moderate and high (positive) impact on lower and medium values of market cap and a low (positive) impact for high values of market cap for most sectors except for technology, where the impact (even low impact) was negative for medium and high market cap values.
We also analyzed whether there were mean differences between the coefficients of the independent variables (ESG score and value added) from the quantile regression model between sample and sectors, as well as at the sectoral level. In this regard, we have applied several paired samples t-tests on the regression coefficients for the seven quantile models both between all sectors and between every sector and the whole sample. See Tables 6–8.

### Table 6. ESG score and value added coefficients, mean differences between samples and sectoral models.

| Sector                  | Sig. (2-Tailed) |
|-------------------------|-----------------|
|                         | ESG Score | Value Added |
| Basic Materials         | 0.762      | 0.115       |
| Consumer Cyclicals      | 0.001      | 0.001       |
| Consumer Non-Cyclicals  | 0.585      | 0.001       |
| Energy                  | 0.000      | 0.045       |
| Healthcare              | 0.119      | 0.759       |
| Industrials             | 0.184      | 0.593       |
| Real Estate             | 0.196      | 0.460       |
| Technology Sector       | 0.243      | 0.751       |
| Utilities               | 0.052      | 0.082       |

Source: Authors’ computation with IBM-SPSS.

### Table 7. ESG score coefficients and mean differences between sectoral models.

| Sector                  | Sig. (2-Tailed) |
|-------------------------|-----------------|
|                         | Basic Materials | Consumer Cyclicals | Consumer Non-Cyclicals | Energy | Healthcare | Industrials | Real Estate | Technology | Utilities |
| Basic Materials         | 0.000 | 0.021 | 0.028 | 0.000 | 0.000 | 0.020 | 0.792 | 0.000 | 0.011 | 0.038 | 0.039 | 0.039 | 0.039 | 0.039 |
| Consumer Cyclicals      | 0.000 | 0.020 | 0.021 | 0.000 | 0.000 | 0.000 | 0.000 | 0.030 | 0.029 | 0.029 | 0.029 | 0.029 | 0.029 | 0.029 | 0.029 |
| Consumer Non-Cyclicals  | 0.000 | 0.032 | 0.032 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Energy                  | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Healthcare              | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Industrials             | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Real Estate             | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Technology Sector       | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Utilities               | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

Source: Authors’ computation with IBM-SPSS.

### Table 8. Value added coefficients and mean differences between sectoral models.

| Sector                  | Sig. (2-Tailed) |
|-------------------------|-----------------|
|                         | Basic Materials | Consumer Cyclicals | Consumer Non-Cyclicals | Energy | Healthcare | Industrials | Real Estate | Technology | Utilities |
| Basic Materials         | 0.000 | 0.006 | 0.006 | 0.0125 | 0.025 | 0.429 | 0.470 | 0.241 | 0.126 | 0.703 | 0.028 |
| Consumer Cyclicals      | 0.000 | 0.029 | 0.029 | 0.025 | 0.039 | 0.039 | 0.268 | 0.126 | 0.026 | 0.006 | 0.000 | 0.001 |
| Consumer Non-Cyclicals  | 0.000 | 0.000 | 0.000 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| Energy                  | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Healthcare              | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Industrials             | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Real Estate             | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Technology Sector       | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Utilities               | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

Source: Authors’ computation with IBM-SPSS.

The results from Table 6 show no significant mean differences between the sample and sectoral models’ coefficients of ESG score and value added (values highlighted in grey; Sig. > 0.05), except for consumer cyclicals, energy, and consumer non-cyclicals sectors in the case of value added. This means that the ESG score and value added had similar impacts on the market cap in the sectoral and sample models.

The results from Table 7 show no significant mean differences between some sectoral models’ coefficients of the ESG score, for those sectors with values highlighted in grey (Sig. > 0.05), and for the other sectors, the ESG score had a higher impact on market cap.
The results from Table 8 show no significant mean differences between some sectoral models’ coefficients of the ESG score, for those sectors with values highlighted in grey (Sig. > 0.05), and for the other sectors, the ESG score had a higher impact on market cap.

5. Conclusions

Although there have been many previous studies on the relationship between ESG and company value, a generally accepted conclusion cannot be deduced from them. This is why the present study was conducted considering a large sample of 5557 companies from 9 different sectors of activity with global geographical distribution from 78 countries and 6 regions (Americas: 2144; Asia: 1770; Europe: 1232; Oceania: 311; Africa: 90; and United Kingdom: 10) according to the criterion of market capitalization. The methodology used in this study differed from that of previous studies in the variables considered for the company’s value and financial performance. In previous studies, Tobin’s Q was used to measure company value with uncertain results, so market capitalization was used in this study as a measure of company value. In terms of financial performance, a comprehensive indicator was chosen from the perspective of value creation and redistribution to stakeholders, namely value added. The variable common with other studies is the ESG as a non-financial indicator that could influence company value. Secondly, to obtain more conclusive results, two methods, linear regression and quantile regression, were applied to both the entire sample and to each sector of activity, this being a novel element compared to previous studies.

A definite result of this study that confirms previous studies’ results is the fact that value added was found to have a direct, positive, and significant influence on market cap for both the entire sample and all sectors (tested in hypotheses H1 and H2). Regarding the impact of ESG on company value at the level of the entire sample, the results of the present research converged with the results of previous studies [26,27,44] in showing a direct relationship of low and non-negative intensity. The sectoral and quantile approach registered certain specificities tested in hypotheses H2, H3, and H4.

This article’s main findings are as follows. Firstly, we found that ESG score and value added had impacts on the market cap of the analyzed companies (5557), which confirmed our first hypothesis (H1: At the sample level, there is a direct relationship between the ESG score and value added (independent variables) and market cap (dependent variable)) though was limited by the fact that the initial regression model was not validated due to heteroscedasticity. Secondly, the ESG score’s impact on market cap at the sector level was mixed, with three out of nine sectors showing no significant impact of the ESG score. For the other six sectors, there the ESG score had an impact, but the regression models could not be validated due to heteroscedasticity. Value added presented a significant impact at the level of all analyzed economic sectors, which partially confirmed the second hypothesis (H2: At the sector level, there is a direct relationship between the ESG score and value added (independent variables) and market cap (dependent variable)). Thirdly, at both the sample and sector levels, the impacts of ESG score and value added on the companies’ market capitalization differed according to the estimated quantile level of market cap, thus confirming the third and fourth hypotheses (H3: At the sample level, the intensity of the relationship between ESG score and value added (independent variables) and market cap (dependent variable) varies according to the market cap quantile level of the companies; H4: At the sector level, the intensity of the relationship between ESG score and value added (independent variables), and market cap (dependent variable) varies according to the market cap quantile level of the companies).

The results from the quantile regression showed that value added had a constant impact (high and positive) across all economic sectors of activity from small to large-cap companies, and, similarly to the impact of the ESG score, on market capitalization decreased at high values of market cap. The intensity of impact for value added was direct and increasing and for the ESG score was direct, decreasing, and in some cases insignificant on stock market capitalization.
However, what stands out are the impact of the ESG score on different values of market capitalization based on quantiles (from Q₁ (small-cap) to Q₇ (large-cap)) and the differences between sectors of activity. A high impact of the ESG score in the energy and utilities sectors for small-cap companies compared to low or no impacts in other sectors can be explained by several factors, such as compliance requirements and government regulations, which are stricter than in other sectors. Additionally, increases in energy consumption, the need for renewable energy, and pressure from shareholders oriented toward eco-investments have allowed the energy and utilities sectors to lead in terms of sustainable practices and to accordingly change their operations. Furthermore, these sectors managed to take advantage of the use of technology, facilitating the more efficient monitoring of processes. One of the most important findings was that renewable energy providers made their operation costs lower while the demand for green energy grew at a fast pace. Compared to traditional power plants, the lower cost of renewable energy comes from the lack of cost for raw materials (e.g., sun, water, and wind). When regulations become stricter in the other sectors of activity and operators begin to realize the long-term incentives of sustainable business practices, we might notice a higher impact of ESG. For now, eco-investors and regulatory scrutiny have caused the energy and utilities sectors to lead in terms of sustainability.

This study had some limitations, including the consideration of a single point in time as a period of analysis. The impact of ESG, being a relatively new concept that is still being developed as a tool for sustainability measurement, on companies over longer periods should be studied. Value added is a basic indicator of financial performance that shows the value created at the company level, which comprises not only the value created for shareholders but also all parties involved, namely stakeholders being bounded to companies for longer periods and reasons of greater need.

Despite issues caused by data availability and the short analysis period, this paper also generated relevant conclusions based on a large sample containing a variety of public traded companies, from small, mid, and up to large-cap companies. In addition, other factors, e.g., the ongoing COVID-19 pandemic crisis, could influence how companies perceive environmental, social, and governance issues, as well as the link between ESG and market capitalization of the companies. However, the results from our research contribute to a better understanding of how ESG (as an indicator of sustainability performance) and value added (as an indicator of financial performance) impact the market cap (company value) of companies from nine international sectors of activity (basic materials, consumer cyclical, consumer non-cyclical, energy, healthcare, industrials, real estate, technology, and utilities). The results of our paper can be of interest to both academics and practitioners (e.g., analysts) because it enriches the work already done in this direction, and second because ESG as a concept is growing into the mainstream. These results also provide critical insight into the differences between the impacts of these factors at different levels of market capitalization (small, mid, and large-cap). This research, conducted on 5557 companies from six regions (Americas: 2144; Asia: 1770; Europe: 1232; Oceania: 311; Africa: 90; and United Kingdom: 10), emphasizes that levels of market capitalization and sectoral characteristics prevail over regional peculiarities.

Still, the results have created the premises for future research. Building a sustainable future is a current and important concern in the governmental agenda. This means a fundamental change of the current business landscape, and analysis on sustainable business practices and performance management systems should be researched to achieve this goal. As the ESG becomes a standardized tool for measuring sustainability, allowing access to comparable historical data, it would be useful to extend the study to a longitudinal analysis.

**Supplementary Materials:** The following supporting information can be downloaded at: [https://www.mdpi.com/article/10.3390/su14042069/s1](https://www.mdpi.com/article/10.3390/su14042069/s1): Figure S1. Histogram for basic materials sector (681); Figure S2. Scatterplots for basic materials sector (681): (a) Scatterplot of market cap and ESG score; (b) Scatterplot of market cap and value added; Figure S3. Scatterplot of market cap and residuals for basic materials sector (681); Figure S4. Market cap evolution for basic materials sector
Figure S5. Histogram for consumer cyclicals sector (1011); Figure S6. Scatterplots for consumer cyclicals sector (1011): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S7. Scatterplot of market cap and residuals for consumer cyclicals sector (1011); Figure S8. Market cap evolution for consumer cyclicals sector (1011); Figure S9. Histogram for consumer non-cyclicals sector (526); Figure S10. Scatterplots for consumer non-cyclicals sector (526): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S11. Scatterplot of market cap and residuals for consumer non-cyclicals sector (526); Figure S12. Market cap evolution for consumer non-cyclicals sector (526); Figure S13. Histogram for energy sector (388); Figure S14. Scatterplots for energy sector (388): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S15. Scatterplot of market cap and residuals for energy sector (388); Figure S16. Market cap evolution for energy sector (388); Figure S17. Histogram for healthcare sector (645); Figure S18. Scatterplots for healthcare sector (645): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S19. Scatterplot of market cap and residuals for healthcare sector (645); Figure S20. Market cap evolution for healthcare sector (645); Figure S21. Histogram for industrials sector (1100); Figure S22. Scatterplots for industrials sector (1100): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S23. Scatterplot of market cap and residuals for industrials sector (1100); Figure S24. Market cap evolution for industrials sector (1100); Figure S25. Histogram for real estate sector (573); Figure S26. Scatterplots for real estate sector (573): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S27. Scatterplot of market cap and residuals for real estate sector (573); Figure S28. Market cap evolution for real estate sector (573); Figure S29. Histogram for technology sector (348); Figure S30. Scatterplots for technology sector (348): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S31. Scatterplot of market cap and residuals for technology sector (348); Figure S32. Market cap evolution for technology sector (348); Figure S33. Histogram for utilities sector (285); Figure S34. Scatterplots for utilities sector (285): (a) Scatterplot of market cap and ESG score; (b) scatterplot of market cap and value added; Figure S35. Scatterplot of market cap and residuals for utilities sector (285); Figure S36. Market cap evolution of utilities sector (285).

Author Contributions: Conceptualization, R.-A.S., D.M.M. and M.T.; methodology, R.-A.S. and M.T.; software, R.-A.S. and M.T.; validation, R.-A.S., D.M.M. and M.T.; formal analysis, M.T.; investigation, D.M.M.; resources, R.-A.S.; data curation, R.-A.S. and M.T.; writing—original draft preparation, R.-A.S. and D.M.M.; writing—review and editing, R.-A.S., D.M.M. and M.T.; visualization, R.-A.S.; supervision, D.M.M. and M.T.; project administration, R.-A.S.; funding acquisition, R.-A.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Lucian Blaga University of Sibiu and Hasso Plattner Foundation research grants LBUS-IRG-2021-07.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data that support the findings of this study are available from Thomson Reuters Eikon (Refinitiv: London, UK). Restrictions apply to the availability of these data, which were used under license for this study. Data are available at https://emea1.apps.cp.thomsonreuters.com/web/Apps/Corp?app=true&s=JNJ&st=RILC (accessed on 12 July 2021) with the permission of Thomson Reuters Eikon.

Acknowledgments: Project financed by the Lucian Blaga University of Sibiu and Hasso Plattner Foundation research grants LBUS-IRG-2021-07.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.
Appendix A. Quantile Regressions

The appendix contains tables with the quantile regression results.

Table A1. Quantile regressions: basic materials sector (681 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q1        | \( \ln \hat{Y} = 0.246 + 0.612 \ln X_1 + 0.552 \ln X_2 \) |
| Q2        | \( \ln \hat{Y} = 0.610 + 0.526 \ln X_1 + 0.624 \ln X_2 \) |
| Q3        | \( \ln \hat{Y} = 1.327 + 0.403 \ln X_1 + 0.695 \ln X_2 \) |
| Q4        | \( \ln \hat{Y} = 2.518 + 0.221 \ln X_1 + 0.703 \ln X_2 \) |
| Q5        | \( \ln \hat{Y} = 3.254 + 0.078 \ln X_1 + 0.758 \ln X_2 \) |
| Q6        | \( \ln \hat{Y} = 4.019 + 0.073 \ln X_1 + 0.723 \ln X_2 \) |
| Q7        | \( \ln \hat{Y} = 4.931 - 0.034 \ln X_1 + 0.687 \ln X_2 \) |

* No. of companies, \( \hat{Y} = \) Maeket cap; \( X_1 = \) ESG score; \( X_2 = \) Value added, Source: Authors’ computation with IBM-SPSS.

Table A2. Quantile regressions: consumer cyclicals sector (1011 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q1        | \( \ln \hat{Y} = -1.514 + 0.407 \ln X_1 + 0.882 \ln X_2 \) |
| Q2        | \( \ln \hat{Y} = -0.766 + 0.332 \ln X_1 + 0.867 \ln X_2 \) |
| Q3        | \( \ln \hat{Y} = 0.309 + 0.214 \ln X_1 + 0.885 \ln X_2 \) |
| Q4        | \( \ln \hat{Y} = 1.535 + 0.119 \ln X_1 + 0.861 \ln X_2 \) |
| Q5        | \( \ln \hat{Y} = 2.756 + 0.061 \ln X_1 + 0.801 \ln X_2 \) |
| Q6        | \( \ln \hat{Y} = 3.350 + 0.060 \ln X_1 + 0.801 \ln X_2 \) |
| Q7        | \( \ln \hat{Y} = 4.101 - 0.015 \ln X_1 + 0.774 \ln X_2 \) |

* No. of companies, \( \hat{Y} = \) Maeket cap; \( X_1 = \) ESG score; \( X_2 = \) Value added, Source: Authors’ computation with IBM-SPSS.

Table A3. Quantile regressions: consumer non-cyclicals (526 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q1        | \( \ln \hat{Y} = -0.211 + 0.485 \ln X_1 + 0.661 \ln X_2 \) |
| Q2        | \( \ln \hat{Y} = -0.018 + 0.326 \ln X_1 + 0.811 \ln X_2 \) |
| Q3        | \( \ln \hat{Y} = 1.053 + 0.228 \ln X_1 + 0.816 \ln X_2 \) |
| Q4        | \( \ln \hat{Y} = 2.118 + 0.218 \ln X_1 + 0.766 \ln X_2 \) |
| Q5        | \( \ln \hat{Y} = 2.793 + 0.225 \ln X_1 + 0.760 \ln X_2 \) |
| Q6        | \( \ln \hat{Y} = 3.499 + 0.133 \ln X_1 + 0.773 \ln X_2 \) |
| Q7        | \( \ln \hat{Y} = 3.523 + 0.219 \ln X_1 + 0.758 \ln X_2 \) |

* No. of companies, \( \hat{Y} = \) Maeket cap; \( X_1 = \) ESG score; \( X_2 = \) Value added, Source: Authors’ computation with IBM-SPSS.

Table A4. Quantile regressions: energy sector (388 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q1        | \( \ln \hat{Y} = -4.451 + 1.024 \ln X_1 + 0.929 \ln X_2 \) |
| Q2        | \( \ln \hat{Y} = -2.065 + 0.880 \ln X_1 + 0.762 \ln X_2 \) |
| Q3        | \( \ln \hat{Y} = -0.452 + 0.580 \ln X_1 + 0.830 \ln X_2 \) |
| Q4        | \( \ln \hat{Y} = 0.855 + 0.474 \ln X_1 + 0.784 \ln X_2 \) |
| Q5        | \( \ln \hat{Y} = 1.884 + 0.420 \ln X_1 + 0.750 \ln X_2 \) |
| Q6        | \( \ln \hat{Y} = 2.864 + 0.364 \ln X_1 + 0.709 \ln X_2 \) |
| Q7        | \( \ln \hat{Y} = 3.406 + 0.397 \ln X_1 + 0.652 \ln X_2 \) |

* No. of companies, \( \hat{Y} = \) Maeket cap; \( X_1 = \) ESG score; \( X_2 = \) Value added, Source: Authors’ computation with IBM-SPSS.
Table A5. Quantile regressions: healthcare sector (645 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q₁        | \( \ln \hat{Y} = 1.065 + 0.423 \ln X₁ + 0.591 \ln X₂ \) |
| Q₂        | \( \ln \hat{Y} = 1.350 + 0.429 \ln X₁ + 0.632 \ln X₂ \) |
| Q₃        | \( \ln \hat{Y} = 2.099 + 0.250 \ln X₁ + 0.728 \ln X₂ \) |
| Q₄        | \( \ln \hat{Y} = 3.029 + 0.184 \ln X₁ + 0.722 \ln X₂ \) |
| Q₅        | \( \ln \hat{Y} = 4.025 + 0.171 \ln X₁ + 0.673 \ln X₂ \) |
| Q₆        | \( \ln \hat{Y} = 5.331 - 0.029 \ln X₁ + 0.672 \ln X₂ \) |
| Q₇        | \( \ln \hat{Y} = 5.344 + 0.127 \ln X₁ + 0.619 \ln X₂ \) |

* No. of companies, \( \hat{Y} \) = Market cap; \( X₁ \) = ESG score; \( X₂ \) = Value added, Source: Authors’ computation with IBM-SPSS.

Table A6. Quantile regressions: industrials sector (1100 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q₁        | \( \ln \hat{Y} = 0.727 + 0.660 \ln X₁ + 0.416 \ln X₂ \) |
| Q₂        | \( \ln \hat{Y} = 1.612 + 0.525 \ln X₁ + 0.425 \ln X₂ \) |
| Q₃        | \( \ln \hat{Y} = 2.010 + 0.267 \ln X₁ + 0.640 \ln X₂ \) |
| Q₄        | \( \ln \hat{Y} = 2.817 + 0.098 \ln X₁ + 0.718 \ln X₂ \) |
| Q₅        | \( \ln \hat{Y} = 3.654 - 0.003 \ln X₁ + 0.745 \ln X₂ \) |
| Q₆        | \( \ln \hat{Y} = 4.334 - 0.081 \ln X₁ + 0.758 \ln X₂ \) |
| Q₇        | \( \ln \hat{Y} = 4.651 - 0.040 \ln X₁ + 0.735 \ln X₂ \) |

* No. of companies, \( \hat{Y} \) = Market cap; \( X₁ \) = ESG score; \( X₂ \) = Value added, Source: Authors’ computation with IBM-SPSS.

Table A7. Quantile regressions: real estate sector (573 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q₁        | \( \ln \hat{Y} = 1.836 + 0.389 \ln X₁ + 0.562 \ln X₂ \) |
| Q₂        | \( \ln \hat{Y} = 1.913 + 0.378 \ln X₁ + 0.612 \ln X₂ \) |
| Q₃        | \( \ln \hat{Y} = 2.449 + 0.419 \ln X₁ + 0.584 \ln X₂ \) |
| Q₄        | \( \ln \hat{Y} = 2.491 + 0.432 \ln X₁ + 0.651 \ln X₂ \) |
| Q₅        | \( \ln \hat{Y} = 2.718 + 0.496 \ln X₁ + 0.661 \ln X₂ \) |
| Q₆        | \( \ln \hat{Y} = 3.189 + 0.333 \ln X₁ + 0.738 \ln X₂ \) |
| Q₇        | \( \ln \hat{Y} = 3.314 + 0.334 \ln X₁ + 0.750 \ln X₂ \) |

* No. of companies, \( \hat{Y} \) = Market cap; \( X₁ \) = ESG score; \( X₂ \) = Value added, Source: Authors’ computation with IBM-SPSS.

Table A8. Quantile regressions: technology sector (348 *).

| Quantiles | Quantile Regression Equations |
|-----------|------------------------------|
| Q₁        | \( \ln \hat{Y} = 2.036 + 0.043 \ln X₁ + 0.699 \ln X₂ \) |
| Q₂        | \( \ln \hat{Y} = 3.105 - 0.048 \ln X₁ + 0.646 \ln X₂ \) |
| Q₃        | \( \ln \hat{Y} = 3.676 + 0.010 \ln X₁ + 0.631 \ln X₂ \) |
| Q₄        | \( \ln \hat{Y} = 4.532 - 0.195 \ln X₁ + 0.709 \ln X₂ \) |
| Q₅        | \( \ln \hat{Y} = 5.347 - 0.224 \ln X₁ + 0.677 \ln X₂ \) |
| Q₆        | \( \ln \hat{Y} = 5.996 - 0.247 \ln X₁ + 0.654 \ln X₂ \) |
| Q₇        | \( \ln \hat{Y} = 6.286 - 0.233 \ln X₁ + 0.641 \ln X₂ \) |

* No. of companies, \( \hat{Y} \) = Market cap; \( X₁ \) = ESG score; \( X₂ \) = Value added, Source: Authors’ computation with IBM-SPSS.
Table A9. Quantile regressions: utilities sector (285 *).

| Quantiles | Quantile Regression Equations |
|-----------|-------------------------------|
| Q1        | ln \( \hat{Y} = -2.386 + 1.458lnX_1 + 0.520lnX_2 \) |
| Q2        | ln \( \hat{Y} = -0.283 + 0.859lnX_1 + 0.596lnX_2 \) |
| Q3        | ln \( \hat{Y} = 1.673 + 0.518lnX_1 + 0.608lnX_2 \) |
| Q4        | ln \( \hat{Y} = 2.144 + 0.397lnX_1 + 0.682lnX_2 \) |
| Q5        | ln \( \hat{Y} = 2.956 + 0.362lnX_1 + 0.652lnX_2 \) |
| Q6        | ln \( \hat{Y} = 3.926 + 0.241lnX_1 + 0.633lnX_2 \) |
| Q7        | ln \( \hat{Y} = 4.651 - 0.006lnX_1 + 0.705lnX_2 \) |

* No. of companies, \( \hat{Y} \) = Maeket cap; \( X_1 \) = ESG score; \( X_2 \) = Value added, Source: Authors' computation with IBM-SPSS.
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