A Generalized Quantum Slepian-Wolf

Citation
Anurag Anshu, Rahul Jain, and Naqueeb Ahmad Warsi. 3/1/2018. “A generalized quantum Slepian-Wolf.” IEEE Transactions on Information Theory, 64, 3, Pp. 1436-1453.

Permanent link
https://nrs.harvard.edu/URN-3:HUL.INSTREPOS:37377692

Terms of Use
This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Open Access Policy Articles, as set forth at http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#OAP

Share Your Story
The Harvard community has made this article openly available. Please share how this access benefits you. Submit a story.

Accessibility
A generalized quantum Slepian-Wolf

Anurag Anshu∗ Rahul Jain† Naqueeb Ahmad Warsi‡

Abstract

In this work we consider a quantum generalization of the task considered by Slepian and Wolf [1] regarding distributed source compression. In our task Alice, Bob, Charlie and Reference share a joint pure state. Alice and Bob wish to send a part of their respective systems to Charlie without collaborating with each other. We give achievability bounds for this task in the one-shot setting and provide the asymptotic and i.i.d. analysis in the case when there is no side information with Charlie.

Our result implies the result of Abeyesinghe, Devetak, Hayden and Winter in [2] who studied a special case of this problem. As another special case wherein Bob holds trivial registers, we recover the result of Devetak and Yard [3] regarding quantum state redistribution.

1 Introduction

In information theory, one of the most fundamental problems is the task of source-compression. The answer to this problem was given by Shannon in his celebrated work [4]. Slepian and Wolf, in their work [1], studied this task in the distributed network setting, which consists of three parties Alice \((X_1, X_2, \ldots, X_n)\), Bob \((Y_1, Y_2, \ldots, Y_n)\) and Charlie, where \((X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)\) are pairs of independent and identically distributed correlated random variables. The goal here is that Alice needs to communicate \((X_1, X_2, \ldots, X_n)\) to Charlie and similarly, Bob needs to communicate \((Y_1, Y_2, \ldots, Y_n)\) to Charlie. Furthermore, Alice and Bob do not collaborate. From Shannon’s result, one can easily see that the amount of total communication needed to accomplish this task is \(nH(X) + nH(Y)\). However, the surprising feature of the result of Slepian and Wolf is that the amount of total communication only needs to be \(nH(XY)\). Furthermore, their result implies that there is a trade-off on the amount of communication between (Alice, Charlie) and (Bob, Charlie).

The quantum version of this problem was studied by Abeyesinghe, Devetak, Hayden and Winter in [2]. In this setting, there are four parties, Alice (M), Bob (N), Charlie and Reference (R), where Reference serves as a purifying system for Alice and Bob. The goal is that Alice needs to communicate the register M to Charlie and Bob needs to communicate the register N to Charlie, such that the final quantum state between Reference and Charlie is close to the original pure state between Reference, Alice and Bob. The work [2] studied above task in the asymptotic and i.i.d setting. The authors introduced a protocol termed Fully Quantum Slepian-Wolf and combined it with Schumacher’s compression [5] (using the notion of time-sharing) to obtain a rate pair.

The emerging framework of one-shot information theory is providing a new perspective on data compression and channel coding and is relevant in the practical scenarios. It has also led to new insights into the conceptual details of information theoretic protocols. This is largely because the notational complications arising due to many copies of the state are no longer present (although we note that the asymptotic and i.i.d setting also has its own conveniences). One-shot information theory has also found applications in both classical communication complexity [6, 7] and quantum communication complexity [8]. Many quantum tasks have been formulated

∗Centre for Quantum Technologies, National University of Singapore, Singapore. a0109169@u.nus.edu
†Centre for Quantum Technologies, National University of Singapore and MajuLab, UMI 3654, Singapore. rahul@comp.nus.edu.sg
‡Centre for Quantum Technologies, National University of Singapore and School of Physical and Mathematical Sciences, Nanyang Technological University, Singapore and IIITD, Delhi. warsi.naqueeb@gmail.com
in their one-shot setting, such as quantum state merging ([9, 10], originally introduced in [11]) and quantum state redistribution ([12, 13, 14], originally introduced in [3, 15]). A one-shot version of the distributed source compression with multiple senders was studied in the work [16], where the authors considered the entanglement consumption (in place of the quantum communication cost) of the protocol.

Given the importance of one-shot information theory, in this work we consider the one-shot version of the problem studied in [2]. To capture a more general scenario, along with the registers $M, N$ we also allow Alice, Bob and Charlie to have additional registers $A, B, C$ respectively. Thus, our setting is as follows, depicted in Figure 1.

Task 1: Alice (AM), Bob (BN), Charlie (C) and Reference (R) share a joint pure quantum state. The goal is that Alice needs to communicate the register $M$ to Charlie and Bob needs to communicate the register $N$ to Charlie, such that the final quantum state between Reference (R), Alice (A), Bob (B) and Charlie (CMN) is close to the original pure state between the parties. We allow pre-shared entanglement between (Alice, Charlie) and (Bob, Charlie) respectively.

This task is a natural generalization of the aforementioned task considered in [2] and also extends the well studied problem of quantum state redistribution [3, 15]. A special case when $A$ is trivial was considered by [17] in which they studied the trade-off between the amount of entanglement consumed between Alice and Charlie and the communication between Bob and Charlie. The task is also natural for the well studied simultaneous message passing model [18, 19, 20] in quantum communication complexity. Furthermore, in the setting of quantum communication complexity with three parties, all the parties receive an input and hence can have some side information about the messages from other parties. This is partially captured by above task, a caveat being that the restriction on shared entanglement may not be necessary in general in quantum communication complexity. A special case of the above task, the quantum state redistribution, has found important recent applications in quantum communication complexity [8].

In our results, we shall also consider a time-reversed version of the above task, as stated below.

Task 2: Alice (A), Bob (B), Charlie (CMN) and Reference (R) share a joint pure quantum state. The goal is that Charlie needs to communicate the register $M$ to Alice and the register $N$ to Bob, such that the final quantum state between Reference (R), Alice (M), Bob (N) and Charlie (C) is close to the original pure state between the parties. We allow pre-shared entanglement between (Alice, Charlie) and (Bob, Charlie) respectively.

The motivation to study this task comes from the fact that near-optimal one-shot bounds on the entanglement assisted quantum communication cost of quantum state merging have been obtained by constructing protocols for its time reversed version, quantum state splitting [10, 13].

Our Results: Our one-shot result is stated as Theorem 2. We emphasize upon two main ingredients:

- First is that the achievable rate region appears in terms of the max-relative entropy and the hypothesis testing relative entropy.

- Second is that the achievable rate region is a union of a family of achievable rate regions, each characterized by a quantum state that is close to original state $\Psi$ and satisfies some max-relative entropy constraints.

Using this, we are able to obtain the following achievable rate region for Task 1 in the asymptotic and i.i.d
Figure 1: Alice (AM), Bob (BN), Charlie (C) and Reference (R) share a joint pure quantum state ψ. The goal is that Alice needs to communicate the register M to Charlie and Bob needs to communicate the register N to Charlie, such that the final quantum state ψ′ between Reference (R), Alice (A), Bob (B) and Charlie (CMN) is close to the original pure state between the parties. Shared entanglement is allowed only between (Alice, Charlie) and (Bob, Charlie) respectively.

setting, when the register C is trivial:

\[
R_{A \rightarrow C} \geq \frac{1}{2} (I(RAB : M) - I(A : M)), \\
R_{B \rightarrow C} \geq \frac{1}{2} (I(RAB : N) - I(B : N)), \\
R_{A \rightarrow C} + R_{B \rightarrow C} \geq \frac{1}{2} \left( I(RAB : M : N) - I(A : M) - I(B : N) \right),
\]

where \(R_{A \rightarrow C}\) is the rate of quantum communication from Alice to Charlie, \(R_{B \rightarrow C}\) is the rate of quantum communication from Bob to Charlie and all the information theoretic quantities calculated above are with respect to the state \(\psi_{RAMBN}\) shared between Alice, Bob and Reference. Note that we have used a tripartite version of the mutual information, formally defined in Section 2.

An immediate consequence of the above result is the rate pair obtained for the task considered in [2], with the registers \(A, B\) being trivial. Moreover, if the registers \(B, N\) are trivial in the original task, then the task reduces to that of quantum state redistribution. In this case, the result of Theorem 2 also reproduces the bound given in [3, 15] for quantum state redistribution in the asymptotic and i.i.d. setting.

**Converse bounds:** There are two challenges for obtaining the one-shot converse rate region for our tasks. First is that a matching converse bound for the task of quantum state redistribution, which is a special case of our tasks, is not known in the one-shot setting and is a major open question in quantum information theory. Second, a matching converse for the task considered in [2] is not known even in the asymptotic and i.i.d. setting (as discussed in [2, Section 10]). We are not able to solve any of these challenges, but are able to show a matching one-shot converse for the achievable rate region of Task 2, in the special case where registers \(A, B\) are trivial (more details appear in Section 5). One might be tempted to suggest that this should imply a matching converse for Task 1 in the special case where registers \(A, B\) are trivial (in analogy with quantum state merging and quantum state splitting). Unfortunately this is not the case, since a general protocol for Task 1 might start with Alice and Bob distilling out a pure state on their registers, and then proceeding with a potentially easier communication task. This problem was already recognized in [2, Section 10], which led to a gap between their achievable rate region and their converse. We point out that this problem does not arise in Task 2, as Alice and Bob are not allowed to share entanglement before the protocol starts.
Techniques: Along with the inherent challenges of one-shot information theory, an additional challenge for extending the result of [2] is the absence of the notion of time sharing in the one-shot case. The idea of time-sharing is as follows: given two rates $R = (R_1, R_2)$ and $R' = (R'_1, R'_2)$ at which Alice and Bob can communicate to Charlie, one can construct a protocol which achieves the rate $\alpha R + (1 - \alpha)R'$ by using the first protocol for the first $\alpha n$ copies and using the second protocol for the last $(1 - \alpha) n$ copies (see [21], Page 534). It is clear that this technique cannot extend to the one-shot setting which considers just one copy of the input state. We overcome the obstacle of time sharing in the one-shot case by using the technique of convex-split [13] along with position-based decoding [22]. The convex-split technique allows one party to prepare a convex combination of states on the registers of other party, if the first party holds a purification of the registers of the second party. The concept of position-based decoding is essentially that of hypothesis testing on a global state.

The technical contribution of this work resides in two aspects. First is that we prove a new version of convex-split lemma [13], Page 3, which we refer to as tripartite convex-split lemma, which requires Charlie to prepare a convex combination of quantum states shared between three parties Reference, Alice and Bob. We prove the sufficient conditions which allow Charlie to prepare such convex combination with small error. The second technical contribution is in our asymptotic and i.i.d. analysis of the one-shot bounds. It can be seen that the time-sharing technique, along with the quantum state redistribution protocol of [3, 15], obtains the asymptotic and i.i.d. achievability result mentioned above [4]. Since our one-shot result has no time-sharing involved, we provide an explicit analysis of our bound when there are many independent copies of the state $\Psi$ shared between the parties, in the case where register $C$ is absent. For this, we exploit several properties of the quantum information spectrum relative entropy (introduced in [23, 24]; the classical information spectrum approach originated in [25]) to show the existence of a quantum state that is close to the original state $\Psi$ and satisfies several max-entropy constraints on the reduced systems (given explicitly in the statement of Theorem 4). A special case of this analysis has also appeared in the context of quantum channel coding for the quantum broadcast channel in [22], suggesting a wide applicability of the techniques developed in the proof of Theorem 4.

Organization

We provide our notations and useful facts in Section 2. We discuss our achievability protocol in Section 3 and the asymptotic and i.i.d. bounds in Section 4. We discuss a converse result in Section 5. We prove the tripartite version of convex-split lemma in Appendix A and give details of the asymptotic and i.i.d. analysis in Appendix B.

## 2 Quantum information theory

Consider a finite dimensional Hilbert space $\mathcal{H}$ endowed with an inner product $\langle \cdot, \cdot \rangle$ (in this paper, we only consider finite dimensional Hilbert-spaces). The $\ell_1$ norm of an operator $X$ on $\mathcal{H}$ is $\|X\|_1 \overset{\text{def}}{=} \text{Tr} \sqrt{X^\dagger X}$ and $\ell_2$ norm is $\|X\|_2 \overset{\text{def}}{=} \sqrt{\text{Tr}XX^\dagger}$. A quantum state (or a density matrix or a state) is a positive semi-definite matrix on $\mathcal{H}$ with trace equal to 1. It is called pure if and only if its rank is 1. A sub-normalized state is a positive semi-definite matrix on $\mathcal{H}$ with trace less than or equal to 1. Let $|\psi\rangle$ be a unit vector on $\mathcal{H}$, that is $\langle \psi, \psi \rangle = 1$. With some abuse of notation, we use $\psi$ to represent the state and also the density matrix $|\psi\rangle\langle\psi|$, associated with $|\psi\rangle$. Given a quantum state $\rho$ on $\mathcal{H}$, support of $\rho$, called supp$\rho$ is the subspace of $\mathcal{H}$ spanned by all eigenvectors of $\rho$ with non-zero eigenvalues.

The extremal points of the achievable rate region are $(R_{A\rightarrow C}, R_{B\rightarrow C}) = \left(\frac{1}{4}(RB : M | NC), \frac{1}{4}(RAM : N | C)\right)$ and $(R_{A\rightarrow C}, R_{B\rightarrow C}) = \left(\frac{1}{4}(RBN : M | C), \frac{1}{4}(RA : N | MC)\right)$. The first can be achieved by Bob sending $N$ to Charlie using quantum state redistribution, followed by Alice sending $M$ to Charlie, again using quantum state redistribution. Second can be achieved in analogous fashion. Any rate pair can then be achieved by time sharing between these two protocols.
A quantum register $A$ is associated with some Hilbert space $\mathcal{H}_A$. Define $|A| \stackrel{\text{def}}{=} \dim(\mathcal{H}_A)$. Let $\mathcal{L}(A)$ represent the set of all linear operators on $\mathcal{H}_A$. Let $\mathcal{P}(A)$ represent the set of all positive semidefinite operators on $\mathcal{H}_A$. We denote by $\mathcal{D}(A)$, the set of quantum states on the Hilbert space $\mathcal{H}_A$. State $\rho$ with subscript $A$ indicates $\rho \in \mathcal{D}(A)$. If two registers $A, B$ are associated with the same Hilbert space, we shall represent the relation by $A \equiv B$. Composition of two registers $A$ and $B$, denoted $AB$, is associated with Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$. For two quantum states $\rho \in \mathcal{D}(A)$ and $\sigma \in \mathcal{D}(B)$, $\rho \otimes \sigma \in \mathcal{D}(AB)$ represents the tensor product (Kronecker product) of $\rho$ and $\sigma$. The identity operator on $\mathcal{H}_A$ (and associated register $A$) is denoted $I_A$. For any operator $O$ on $\mathcal{H}_A$, we denote by $\{O\}_+$ the subspace spanned by non-negative eigenvalues of $O$ and by $\{O\}_-$ the subspace spanned by negative eigenvalues of $O$. For a positive semidefinite operator $M \in \mathcal{P}(A)$, the largest and smallest non-zero eigenvalues of $M$ are denoted by $\lambda_{\max}(M)$ and $\lambda_{\min}(M)$, respectively.

Let $\rho_{AB} \in \mathcal{D}(AB)$. We define

$$\rho_B \stackrel{\text{def}}{=} \text{Tr}_A \rho_{AB} = \sum_i (\langle i | \otimes I_B ) \rho_{AB} (| i \rangle \otimes I_B),$$

where $\{|i\rangle\}_i$ is an orthonormal basis for the Hilbert space $\mathcal{H}_A$. The state $\rho_B \in \mathcal{D}(B)$ is referred to as the marginal state of $\rho_{AB}$. Unless otherwise stated, a register missing from the subscript of a state will represent the partial trace over that register. Given a $\rho_A \in \mathcal{D}(A)$, a purification of $\rho_A$ is a pure state $\rho_{AB} \in \mathcal{D}(AB)$ such that $\text{Tr}_B \rho_{AB} = \rho_A$. A purification of a quantum state is not unique.

A quantum map $\mathcal{E} : \mathcal{L}(A) \to \mathcal{L}(B)$ is a completely positive and trace preserving (CPTP) linear map (mapping states in $\mathcal{D}(A)$ to states in $\mathcal{D}(B)$). A unitary operator $U_A : \mathcal{H}_A \to \mathcal{H}_A$ is such that $U_A^\dagger U_A = U_A U_A^\dagger = I_A$. An isometry $V : \mathcal{H}_A \to \mathcal{H}_B$ is such that $V^\dagger V = I_A$ and $VV^\dagger = \Pi_B$, for a projection $\Pi_B$ on $\mathcal{H}_B$. The set of all unitary operations on register $A$ is denoted $\mathcal{U}(A)$. For registers $A$ and $B$ with $|A| = |B|$, the operation that swaps these registers is $\text{SWAP}_{A,B} \stackrel{\text{def}}{=} \sum_{i,j} |i,j\rangle \langle j,i|$, for an arbitrary basis $\{|i\rangle\}_{i=1}^{|A|}, \{|j\rangle\}_{j=1}^{|B|}$ on $\mathcal{H}_A, \mathcal{H}_B$ respectively.

We shall consider the following information theoretic quantities. Let $\varepsilon \in (0, 1)$.

1. **Fidelity** [26] For $\rho_A, \sigma_A \in \mathcal{D}(A)$,

$$F(\rho_A, \sigma_A) \stackrel{\text{def}}{=} \| \sqrt{\rho_A} \sqrt{\sigma_A} \|_1.$$  

For classical probability distributions $P = \{p_i\}$, $Q = \{q_i\}$,

$$F(P, Q) \stackrel{\text{def}}{=} \sum_i \sqrt{p_i \cdot q_i}.$$

2. **Purified distance** [28] For $\rho_A, \sigma_A \in \mathcal{D}(A)$,

$$P(\rho_A, \sigma_A) = \sqrt{1 - F^2(\rho_A, \sigma_A)}.$$

3. **$\varepsilon$-ball** For $\rho_A \in \mathcal{D}(A)$,

$$B^\varepsilon(\rho_A) \stackrel{\text{def}}{=} \{\rho'_A \in \mathcal{D}(A) | P(\rho_A, \rho'_A) \leq \varepsilon\}.$$  

4. **Von-Neumann entropy** [29] For $\rho_A \in \mathcal{D}(A)$,

$$S(\rho_A) \stackrel{\text{def}}{=} -\text{Tr}(\rho_A \log \rho_A).$$

5. **Relative entropy** [30] For $\rho_A \in \mathcal{D}(A), \sigma_A \in \mathcal{P}(A)$ such that $\text{supp}(\rho_A) \subset \text{supp}(\sigma_A)$,

$$D(\rho_A \| \sigma_A) \stackrel{\text{def}}{=} \text{Tr}(\rho_A \log \rho_A) - \text{Tr}(\rho_A \log \sigma_A).$$
6. Max-relative entropy ([31]) For $\rho_A, \sigma_A \in \mathcal{P}(A)$ such that $\text{supp}(\rho_A) \subset \text{supp}(\sigma_A)$,

$$D_{\max}(\rho_A||\sigma_A) \overset{\text{def}}{=} \inf\{\lambda \in \mathbb{R} : \rho_A \leq 2^\lambda \sigma_A\}.$$ 

7. Smooth max-relative entropy ([31], see also [32]) For $\rho_A \in \mathcal{D}(A), \sigma_A \in \mathcal{P}(A)$ such that $\text{supp}(\rho_A) \subset \text{supp}(\sigma_A)$,

$$D^\varepsilon_{\max}(\rho_A||\sigma_A) \overset{\text{def}}{=} \sup_{\rho'_A \in B(\rho_A)} D_{\max}(\rho'_A||\sigma_A).$$ 

8. Hypothesis testing relative entropy ([33], see also [23]) For $\rho_A \in \mathcal{D}(A), \sigma_A \in \mathcal{P}(A)$,

$$D^\varepsilon_H(\rho_A||\sigma_A) \overset{\text{def}}{=} \sup_{0 \leq \Pi \leq 1, \Tr(\Pi \rho_A) \geq 1 - \varepsilon} \log \left( \frac{1}{\Tr(\Pi \sigma_A)} \right).$$ 

9. Information spectrum relative entropy ([23] [24]) For $\rho_A \in \mathcal{D}(A), \sigma_A \in \mathcal{P}(A)$ such that $\text{supp}(\rho_A) \subset \text{supp}(\sigma_A)$,

$$D^\varepsilon_s(\rho_A||\sigma_A) \overset{\text{def}}{=} \sup\{R : \Tr(\rho_A \{\rho_A - 2^R \sigma_A\}) \geq 1 - \varepsilon\}.$$ 

10. Information spectrum relative entropy [Alternate definition] For $\rho_A \in \mathcal{D}(A), \sigma_A \in \mathcal{P}(A)$ such that $\text{supp}(\rho_A) \subset \text{supp}(\sigma_A)$,

$$\tilde{D}^\varepsilon_s(\rho_A||\sigma_A) \overset{\text{def}}{=} \inf\{R : \Tr(\rho_A \{\rho_A - 2^R \sigma_A\}) \geq 1 - \varepsilon\}.$$ 

11. Mutual information For $\rho_{AB} \in \mathcal{D}(AB)$,

$$I(A : B)_\rho \overset{\text{def}}{=} S(\rho_A) + S(\rho_B) - S(\rho_{AB}) = D(\rho_{AB}||\rho_A \otimes \rho_B).$$ 

12. tripartite mutual information For $\rho_{ABC} \in \mathcal{D}(ABC)$,

$$I(A : B : C)_\rho \overset{\text{def}}{=} S(\rho_A) + S(\rho_B) + S(\rho_C) - S(\rho_{ABC})$$

$$= D(\rho_{ABC}||\rho_A \otimes \rho_B \otimes \rho_C).$$ 

We will use the following facts.

**Fact 1** (Triangle inequality for purified distance, [31] [28]). For quantum states $\rho_A, \sigma_A, \tau_A \in \mathcal{D}(A)$,

$$P(\rho_A, \sigma_A) \leq P(\rho_A, \tau_A) + P(\tau_A, \sigma_A).$$ 

**Fact 2** (Monotonicity under quantum operations, [35], [36]). For quantum states $\rho, \sigma \in \mathcal{D}(A)$, and quantum operation $\mathcal{E}(\cdot) : \mathcal{L}(A) \rightarrow \mathcal{L}(B)$, it holds that

$$D_{\max}(\rho||\sigma) \geq D_{\max}(\mathcal{E}(\rho)||\mathcal{E}(\sigma)),$$

$$F(\mathcal{E}(\rho), \mathcal{E}(\sigma)) \geq F(\rho, \sigma),$$

$$D^\varepsilon_H(\rho||\sigma) \geq D^\varepsilon_H(\mathcal{E}(\rho)||\mathcal{E}(\sigma)).$$ 

In particular, for bipartite states $\rho_{AB}, \sigma_{AB} \in \mathcal{D}(AB)$, it holds that

$$D_{\max}(\rho_{AB}||\sigma_{AB}) \geq D_{\max}(\rho_A||\sigma_A),$$

$$F(\rho_A, \sigma_A) \geq F(\rho_{AB}, \sigma_{AB}),$$

$$D^\varepsilon_H(\rho_{AB}||\sigma_{AB}) \geq D^\varepsilon_H(\rho_A||\sigma_A).$$
Fact 3 (Uhlmann’s Theorem, [27]). Let \( \rho_A, \sigma_A \in \mathcal{D}(A) \). Let \( \rho_{AB} \in \mathcal{D}(AB) \) be a purification of \( \rho_A \) and \( |\sigma\rangle_{AC} \in \mathcal{D}(AC) \) be a purification of \( \sigma_A \). There exists an isometry \( V : C \rightarrow B \) such that,

\[
F(|\theta\rangle\langle\theta|_{AB}, |\rho\rangle\langle\rho|_{AB}) = F(\rho_A, \sigma_A),
\]

where \( |\theta\rangle_{AB} = (I_A \otimes V)|\sigma\rangle_{AC} \).

Following fact implies the Pinsker’s inequality.

Fact 4 (Lemma 5,[37]). For quantum states \( \rho_A, \sigma_A \in \mathcal{D}(A) \),

\[
F(\rho, \sigma) \geq 2^{-\frac{1}{2}D(\rho\|\sigma)}.
\]

Fact 5 (Lemma B.7, [10]). For a quantum state \( \rho_{AB} \in \mathcal{D}(AB) \), it holds that \( D_{\max}(\rho_{AB} \| I_B) \leq 2 \log |B| \).

Fact 6 (Gentle measurement lemma,[38] [39]). Let \( \rho \) be a quantum state and \( 0 \leq A \leq 1 \) be an operator. Then

\[
F(\rho, \frac{A \rho A}{\text{Tr}(A^2 \rho)}) \geq \sqrt{\text{Tr}(A^2 \rho)}.
\]

Lemma 1. Consider a pure quantum state \( |\rho\rangle_{ORA} = \sum_i \sqrt{p_i} |i\rangle_O |\rho^i\rangle_{RA} \) and an isometry \( A = \sum_i P_i \otimes |i\rangle_O \), such that \( 0 < P_i < I_A, \sum_i P_i^2 = I_A \). Define the state \( |\rho^i\rangle_{ORA'} \overset{\text{def}}{=} \sum_i \sqrt{p_i} |i\rangle_O |\rho^i\rangle_{RA} |i\rangle_{O'} \) and let \( q_i \overset{\text{def}}{=} \text{Tr}(P_i^2 \rho_A) \).

Then it holds that

\[
F(|\rho^i\rangle_{ORA'}, A |\rho^i\rangle_{ORA} A^\dagger) \geq \sum_i p_i q_i.
\]

Proof. Consider the state

\[
A |\rho\rangle_{ORA} = \sum_{i,j} \sqrt{p_i} |i\rangle_O (I_R \otimes P_j) |\rho^i\rangle_{RA} |j\rangle_{O'}.
\]

We compute

\[
F(|\rho^i\rangle_{ORA'}, A |\rho\rangle_{ORA} A^\dagger) = |\sum_{i,j} \sqrt{p_i} |i\rangle_O (I_R \otimes P_j) |\rho^i\rangle_{RA} \langle j|_{O'} \rangle| \geq |\sum_i p_i \langle \rho^i \rangle_{RA} (I_R \otimes P_i) \rangle| = \sum_i p_i \text{Tr}(P_i \rho_A^i) \geq \sum_i p_i \text{Tr}(P_i^2 \rho_A^i),
\]

where the last inequality follows from the fact that \( P_i^2 \leq P_i \), which is implied by \( P_i \leq I_A \). This completes the proof by the definition of \( q_i \).

Fact 7 ([13]). Let \( \varepsilon, \delta \in (0,1) \) such that \( 2 \varepsilon + \delta < 1 \). Let \( \rho, \sigma \) be quantum states such that \( P(\rho, \sigma) \leq \varepsilon \). Let \( 0 \leq \Pi \leq I \) be an operator such that \( \text{Tr}(\Pi \rho) \geq 1 - \delta^2 \). Then \( \text{Tr}(\Pi \sigma) \geq 1 - (2 \varepsilon + \delta)^2 \). If \( \delta = 0 \), then \( \text{Tr}(\Pi \sigma) \geq 1 - \varepsilon^2 \).

Fact 8 (Hayashi-Nagaoka inequality, [23]). Let \( 0 \leq S \leq I, T \) be positive semi-definite operators. Then

\[
I - (S + T)^{-\frac{1}{2}} S (S + T)^{-\frac{1}{2}} \leq 2(I - S) + 4T.
\]
3 Achievable rate region for distributed quantum source compression with side information

We define our tasks formally below.

**Task 1**: There are four parties Alice, Bob, Charlie and Reference. Furthermore, Alice (AM), Bob (BN), Reference (R) and Charlie (C) share the joint pure state $|\Psi\rangle_{RAMBNC}$. Alice and Bob wish to communicate their registers $M$ and $N$ to Charlie such that the final state shared between Alice (A), Bob (B), Reference (R) and Charlie (CMN) is $\Phi_{RABCMN}$ with the property that $P(\Phi, \Psi) \leq \varepsilon$, where $\varepsilon \in (0, 1)$ is an error parameter. To accomplish this task, Alice and Charlie are also allowed pre-shared entanglement. Similarly, Bob and Charlie are allowed the same. See Figure [1](#).

To accomplish Task 1, we will first consider the *time-reversed* version defined as follows.

**Task 2**: There are four parties Alice, Bob, Charlie and Reference. Furthermore, Alice (A), Bob (B), Reference (R) and Charlie (CMN) share the joint pure state $|\Psi\rangle_{RAMBNC}$. Charlie wishes to communicate her register $R$ to Alice and $N$ to Bob such that the final state shared between Alice (AM), Bob (BN), Reference (R) and Charlie (C) is $\Phi_{RAMBNC}$ with the property that $P(\Phi, \Psi) \leq \varepsilon$, where $\varepsilon \in (0, 1)$ is an error parameter. To accomplish this task, Alice and Charlie are also allowed pre-shared entanglement. Similarly, Bob and Charlie are allowed the same.

**Main result: Achievable rate region for Task 2**

**Theorem 1.** Fix $\varepsilon_1, \varepsilon_2, \delta \in (0, 1)$ such that $\varepsilon_1 + 5\varepsilon_2 + 2\sqrt{\delta} < 1$. Let Alice (A), Bob (B), Reference (R) and Charlie (CMN) share the pure state $|\Psi\rangle_{RAMBNC}$. There exists an entanglement assisted quantum protocol with pre-shared entanglement of the form $|\theta_1\rangle \otimes |\theta_2\rangle$ (where $|\theta_1\rangle$ is shared between Alice, Charlie in some registers $E_{AC}$ and $|\theta_2\rangle$ is shared between Bob, Charlie in some registers $E_{BC}$), such that at the end of the protocol following properties hold.

- The global shared state is $|\Psi\rangle_{RAMBNCE_{AC}}^E_{BC}$ with $R$ belonging to Reference, (AM) belonging to Alice, (BN) belonging to Bob, (C) to Charlie, $E_{AC}$ belonging to (Alice, Charlie) and $E_{BC}$ belonging to (Bob, Charlie).

- There exist states $|\theta'_1\rangle_{E_{AC}}$ and $|\theta'_2\rangle_{E_{BC}}$ such that $P(|\Phi\rangle\langle\Phi|, |\Psi\rangle\otimes|\theta'_1\rangle\langle\theta'_1|\otimes|\theta'_2\rangle\langle\theta'_2|) \leq \varepsilon_1 + 5\varepsilon_2 + 2\sqrt{\delta}$.

The number of qubits that Charlie sends to Alice and Bob are $R_{C\rightarrow A}$ and $R_{C\rightarrow B}$ respectively, where the pair $(R_{C\rightarrow A}, R_{C\rightarrow B})$ lie in the union of the following achievable rate region: for every $\Psi_{RAMBNCE_{AC}}^E_{BC} \in B^{11}(|\Psi_{RAMBNC}\rangle)$ such that $\Psi_{RAB} \leq 2^{\delta} \Psi_{RAB}$ and states $\sigma_M, \omega_N$:

$$
\begin{align*}
R_{C\rightarrow A} &\geq \frac{1}{2} \left[ D_{\max} \left( \Psi_{RABM} \parallel \Psi_{RAB} \otimes \sigma_M \right) - D_{H}^{\varepsilon_2} \left( \Psi_{AM} \parallel \Psi_{A} \otimes \sigma_M \right) + \log \frac{1}{\varepsilon_2^2 \delta} \right], \\
R_{C\rightarrow B} &\geq \frac{1}{2} \left[ D_{\max} \left( \Psi_{RABN} \parallel \Psi_{RAB} \otimes \omega_N \right) - D_{H}^{\varepsilon_2} \left( \Psi_{BN} \parallel \Psi_{B} \otimes \omega_N \right) + \log \frac{1}{\varepsilon_2^2 \delta} \right], \\
R_{C\rightarrow A} + R_{C\rightarrow B} &\geq \frac{1}{2} \left[ D_{\max} \left( \Psi_{RABMN} \parallel \Psi_{RAB} \otimes \sigma_M \otimes \omega_N \right) - D_{H}^{\varepsilon_2} \left( \Psi_{AM} \parallel \Psi_{A} \otimes \sigma_M \right) \\
&\quad - D_{H}^{\varepsilon_2} \left( \Psi_{BN} \parallel \Psi_{B} \otimes \omega_N \right) + \log \frac{1}{\varepsilon_2^2 \delta} \right].
\end{align*}
$$

**Proof.** We divide our proof into the following steps.
1. Quantum states and registers involved in the proof: Fix $\Psi'_{RAB} \in \mathcal{B}^\varepsilon_1(\Psi_{RAB})$, states $\sigma_M, \omega_N$ and the pair $(R_{C\rightarrow A}, R_{C\rightarrow B})$ as mentioned in the lemma. Let $R_A \overset{\text{def}}{=} 2 \cdot R_{C\rightarrow A}$ and $R_B \overset{\text{def}}{=} 2 \cdot R_{C\rightarrow B}$. Let $r_A, r_B$ be such that

$$r_A \leq \frac{\epsilon^2}{4} \left( \parallel \Psi_{AM} \parallel \parallel \Psi_A \otimes \sigma_M \parallel + 2 \log \varepsilon \right),$$

$$r_B \leq \frac{\epsilon^2}{4} \left( \parallel \Psi_{BN} \parallel \parallel \Psi_B \otimes \omega_N \parallel + 2 \log \varepsilon \right).$$

Let $\Pi^A_{AM}$ and $\Pi^B_{BN}$ be projectors achieving the optimum in the definitions of $\frac{\epsilon^2}{4} \left( \parallel \Psi_{AM} \parallel \parallel \Psi_A \otimes \sigma_M \parallel \right)$ and $\frac{\epsilon^2}{4} \left( \parallel \Psi_{BN} \parallel \parallel \Psi_B \otimes \omega_N \parallel \right)$ respectively.

Introduce registers $M_1, M_2, \ldots, M_2 r_{2A} + r_A$ such that for all $i$, $M_i \equiv M$ and $N_1, N_2, \ldots, N_2 r_{2B} + r_B$ such that for all $i$, $N_i \equiv N$. For brevity, we define $\sigma^{(-j)} \overset{\text{def}}{=} \sigma_{M_1} \otimes \cdots \otimes \sigma_{M_{j-1}} \otimes \sigma_{M_{j+1}} \otimes \cdots \otimes \sigma_{M_2 r_{2A} + r_A}$ and $\omega^{(-k)} \overset{\text{def}}{=} \omega_{N_1} \otimes \cdots \otimes \omega_{N_{k-1}} \otimes \omega_{N_{k+1}} \otimes \cdots \otimes \omega_{N_2 r_{2B} + r_B}$. Consider the states,

$$\mu_{RABM_1 M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B} \overset{\text{def}}{=} \frac{1}{2^{R_A + r_A + R_B + r_B}} \sum_{j=1, k=1}^{2^{R_A + r_A}} \Psi_{RABM_j N_k} \otimes \sigma^{(-j)} \otimes \omega^{(-k)}$$

$$\xi_{RABM_1 M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B} \overset{\text{def}}{=} \Psi_{RAB} \otimes \sigma_{M_1} \otimes \cdots \otimes \sigma_{M_2 r_{2A} + r_A} \otimes \omega_{N_1} \otimes \cdots \otimes \omega_{N_2 r_{2B} + r_B}.$$ 

Note that $\Psi_{RAB} = \mu_{RAB}$. Let

$$|\theta\rangle = |\sigma\rangle_{M_1 M_1} \cdots |\sigma\rangle_{M'_{2A+1} r_{2A} M'_{2A+1} r_{2A}} |\omega\rangle_{N_1 N_1} \otimes \cdots \otimes |\omega\rangle_{N_{2r_{2A}+r_A} N_{2r_{2A}+r_A}}$$

be a purification of $\sigma_{M_1} \otimes \cdots \otimes \sigma_{M_2 r_{2A} + r_A} \otimes \omega_{N_1} \otimes \cdots \otimes \omega_{N_2 r_{2B} + r_B}$. Let

$$|\xi\rangle \overset{\text{def}}{=} |\Psi\rangle_{RABC M N} \otimes |\theta\rangle_{M'_{2A+1} r_{2A} M'_{2A+1} r_{2A} N'_{2r_{2A}+r_A} N'_{2r_{2A}+r_A} M_1 \cdots M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B}$$

be a purification of $\xi_{RABM_1 M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B}$.

Consider the following purification of $\mu_{RABM_1 M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B}$,

$$\frac{1}{\sqrt{2^{R_A + r_A} 2^{R_B + r_B}}} \sum_{j=1, k=1}^{2^{R_A + r_A} 2^{R_B + r_B}} |j, k\rangle_{JK} \otimes |\Psi\rangle_{RABC M N} \otimes |\sigma^{(-j)}\rangle \otimes |0\rangle_{M_j} \otimes |\omega^{(-k)}\rangle \otimes |0\rangle_{N_k},$$

where

$$|\sigma^{(-j)}\rangle \overset{\text{def}}{=} |\sigma\rangle_{M_1' M_1} \cdots \otimes |\sigma\rangle_{M_{j-1}' M_{j-1}} \otimes |\sigma\rangle_{M_{j+1}' M_{j+1}} \otimes \cdots \otimes |\sigma\rangle_{M'_{2A + r_A} M'_{2A + r_A}}$$

and

$$|\omega^{(-k)}\rangle \overset{\text{def}}{=} |\omega\rangle_{N_1' N_1} \otimes \cdots \otimes |\omega\rangle_{N_{k-1}' N_{k-1}} \otimes |\omega\rangle_{N_{k+1}' N_{k+1}} \otimes \cdots \otimes |\omega\rangle_{N'_{2r_{2A} + r_A} N'_{2r_{2A} + r_A}}$$

and $\forall j \in [2^{R_A + r_A}] : |\sigma\rangle M_j'$ is a purification of $\sigma_{M_j}$ and $\forall k \in [2^{R_B + r_B}] : |\omega\rangle N_k'$ is a purification of $\omega_{N_k}$.

We decompose the register $J$ into registers $J_1, J_2$ satisfying $|J_1| = 2^{R_A}$, $|J_2| = 2^{R_B}$. Similarly, we decompose the register $K$ into registers $K_1, K_2$ satisfying $|K_1| = 2^{R_A}$, $|K_2| = 2^{R_B}$. Using this, we obtain the following state as a purification of $\mu_{RABM_1 M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B} M_1 \cdots M_2 r_{2A} + r_A N_1 \cdots N_2 r_{2B} + r_B$:

$$|\mu\rangle \overset{\text{def}}{=} \frac{1}{\sqrt{2^{R_A + r_A} 2^{R_B + r_B}}} \sum_{j_1, j_2, k_1, k_2} |j_1, j_2, k_1, k_2\rangle_{J_1 J_2 K_1 K_2} \otimes |\Psi\rangle_{RABC M N} \otimes |\sigma^{(-j)}\rangle \otimes |0\rangle_{M_j'} \otimes |\omega^{(-k)}\rangle \otimes |0\rangle_{N_k'},$$
where, \( j_1 \in [1 : 2^{R_A}], j_2 \in [1 : 2^{R_B}], k_1 \in [1 : 2^{r_B}], k_2 \in [1 : 2^{r_B}] \), \( j \overset{\text{def}}{=} (j_1 - 1)2^{r_A} + j_2, k \overset{\text{def}}{=} (k_1 - 1)2^{r_B} + k_2 \).

Henceforth, we shall take the convention that \( j = (j_1 - 1)2^{r_A} + j_2, k = (k_1 - 1)2^{r_B} + k_2 \), whenever it is clear from the context.

Using the tripartite convex-split lemma (Lemma 2) and choice of \( R_A + r_A, R_B + r_B \), we have

\[
F^2(\xi_{RABM_1\ldots M_{2^{R_A}+r_A}N_1\ldots N_{2^{R_B}+r_B}}^1,\mu_{RABM_1\ldots M_{2^{R_A}+r_A}N_1\ldots N_{2^{R_B}+r_B}}^1) \geq 1 - (\varepsilon_1 + 2\sqrt{\delta})^2.
\]

Let \(|\xi'|\) be a purification of \(\xi_{RABM_1\ldots M_{2^{R_A}+r_A}N_1\ldots N_{2^{R_B}+r_B}}^1 \) (guaranteed by Uhlmann’s theorem, Fact 3) such that,

\[
F^2(|\xi'|,|\mu|) = F^2(\xi_{RABM_1\ldots M_{2^{R_A}+r_A}N_1\ldots N_{2^{R_B}+r_B}}^1,\mu_{RABM_1\ldots M_{2^{R_A}+r_A}N_1\ldots N_{2^{R_B}+r_B}}^1) \geq 1 - (\varepsilon_1 + 2\sqrt{\delta})^2.
\]

Let \( V' : CMN_1'\ldots M_{2^{R_A}+r_A}'N_1'\ldots N_{2^{R_B}+r_B}' \rightarrow J_1J_2K_1K_2CM_1'\ldots M_{2^{R_A}+r_A}'N_1'\ldots N_{2^{R_B}+r_B}' \) be an isometry (guaranteed by Uhlmann’s theorem, Fact 3) such that,

\[
V'|\xi| = |\xi'|.
\]

2. The protocol: Consider the following protocol \( \mathcal{P} \):

1. Alice, Bob, Charlie and Reference start by sharing the state \(|\xi|\) between themselves where Alice holds registers \(AM_1\ldots M_{2^{R_A}+r_A}\), Bob holds the registers \(BN_1\ldots N_{2^{R_B}+r_B}\), Charlie holds the registers \(CMN_1'\ldots M_{2^{R_A}+r_A}'N_1'\ldots N_{2^{R_B}+r_B}'\) and Reference holds the register \(R\). Note that \(|\Psi|_{RABCMN}^1\) is provided as input to the protocol and \(|\theta|\) is the additional shared entanglement of the form \(|\theta| = |\theta_1\rangle \otimes |\theta_2\rangle\), with \(|\theta_1|\) shared between (Alice, Charlie) in registers \(E_{AC} = M_1M_2\ldots M_{2^{R_A}+r_A}M_1'M_2'\ldots M_{2^{R_A}+r_A}'\) and \(|\theta_2|\) shared between (Bob, Charlie) in registers \(E_{BC} = N_1N_2\ldots N_{2^{R_B}+r_B}N_1'N_2'\ldots N_{2^{R_B}+r_B}'\).

2. Charlie applies the isometry \(V'\) to obtain state the \(|\xi'|\).

- At this stage of the protocol, the global state \(|\xi'|\) is close to the state \(|\mu|\), where Alice holds the registers \(AM_1\ldots M_{2^{R_A}+r_A}\), Bob holds the registers \(BN_1\ldots N_{2^{R_B}+r_B}\), Charlie holds the registers \(CM_1'\ldots M_{2^{R_A}+r_A}'N_1'\ldots N_{2^{R_B}+r_B}'\) and Reference holds the register \(R\).

3. Charlie measures the registers \(J_1, K_1\) and obtains the measurement outcomes \((j_1, k_1) \in [1 : 2^{R_A}] \times [1 : 2^{R_B}].\) He sends \(j_1\) to Alice and \(k_1\) to Bob using \(\frac{R_1}{2}\) and \(\frac{R_2}{2}\) qubits of respective quantum communication. Charlie, Alice and Bob employ coherent superdense coding (40, 41) using fresh entanglement to achieve this. Let the final register obtained with Alice be \(J_1'\) and with Bob be \(K_1'\).

- Note that the additional entanglement for coherent superdense coding is still shared between (Alice, Charlie) and (Bob, Charlie) respectively. Furthermore, the coherent superdense coding scheme does not output any registers other than \(J_1'\) and \(K_1'\).

- If global state in step 2 above were \(|\mu|\), the global state at this step would be

\[
|\mu^{(2)}\rangle = \frac{1}{\sqrt{2^{R_A+r_A}2^{R_B+r_B}}} \sum_{j_1,j_2,k_1,k_2} |j_1,j_2,k_1,k_2,J_1J_2K_1K_2\otimes |j_1,k_1\rangle J_1'K_1'\otimes |\sigma^{(-j)}\rangle \otimes |0\rangle_{M_j'} \otimes |\omega^{(-k)}\rangle \otimes |0\rangle_{N_k'}.
\]

- For a fixed pair \((j_1, k_1)\), we define the state

\[
|\mu^{(2)}_{(j_1,k_1)}\rangle = \frac{1}{\sqrt{2^{R_A+r_B}}} \sum_{j_2,k_2} |j_2,k_2,J_2K_2\otimes |\Psi\rangle_{RABCMN, J_1,k_1} \otimes |\sigma^{(-j)}\rangle \otimes |0\rangle_{M_j'} \otimes |\omega^{(-k)}\rangle \otimes |0\rangle_{N_k'}.
\]
4. This is the hypothesis testing step. Conditioned on \((j_1, k_1)\), Alice and Bob consider the following operations. Let
\[
\Pi^A_{j_2} \overset{\text{def}}{=} \Pi^A_{AMj} \otimes I_{M_1} \otimes \ldots I_{M_{j-1}} \otimes I_{M_{j+1}} \ldots \otimes I_{M_2R_A+r_A},
\]
with \(j = (j_1 - 1)2^{r_A} + j_2\) and \(\Pi^A \overset{\text{def}}{=} \sum_{j_2} \Pi^A_{j_2}\). Let
\[
\Pi^B_{k_2} \overset{\text{def}}{=} \Pi^B_{BNk} \otimes I_{M_1} \otimes \ldots I_{M_{k-1}} \otimes I_{M_{k+1}} \ldots \otimes I_{M_2R_B+r_B},
\]
with \(k = (k_1 - 1)2^{r_B} + k_2\) and \(\Pi^B \overset{\text{def}}{=} \sum_{k_2} \Pi^B_{k_2}\). Let \((\Pi^A)^0\), which is the operator \(\Pi^A\) raised to the power 0, represent the support of \(\Pi^A\). Similarly let \((\Pi^B)^0\) represent the support of \(\Pi^B\).

Alice applies the isometry \(\sum_{j_1} |j_1\rangle_jj_1' \otimes A_{j_1}^\dagger\), where
\[
A_{j_1} \overset{\text{def}}{=} \sum_{j_2} \sqrt{(\Pi^A)^{-\frac{1}{2}}} \Pi^A_{j_2} (\Pi^A)^{-\frac{1}{2}} |j_2\rangle_jj_2' + \sqrt{1 - (\Pi^A)^0} |0\rangle_jj_2'.
\]
Bob applies the isometry \(\sum_{k_1} |k_1\rangle_kk_1' \otimes B_{k_1}^\dagger\), where
\[
B_{k_1} \overset{\text{def}}{=} \sum_{k_2} \sqrt{(\Pi^B)^{-\frac{1}{2}}} \Pi^B_{k_2} (\Pi^B)^{-\frac{1}{2}} |k_2\rangle_kk_2' + \sqrt{1 - (\Pi^B)^0} |0\rangle_kk_2'.
\]

Above operations are coherent versions of the position-based decoding operation \[22\] and the outcome \(|0\rangle\) corresponds to Alice or Bob not being able to decode any location. Define
\[
|\mu^{(3)}_{(j_1,k_1)}\rangle = A_{j_1} \otimes B_{k_1} |\mu^{(2)}_{(j_1,k_1)}\rangle.
\]

- If the global state on Step 2 above were \(|\mu\rangle\), the resulting global state at this step would be
\[
|\mu^{(3)}\rangle = \frac{1}{\sqrt{2^{r_A+r_B}}} \sum_{j_1,k_1} |j_1,k_1\rangle_jj_1'K_1 \otimes |j_1,k_1\rangle_jj_1'K_1' \otimes |\mu^{(3)}_{(j_1,k_1)}\rangle.
\]

- Define the state
\[
|\mu^{(4)}\rangle = \frac{1}{\sqrt{2^{r_A+r_B}}} \sum_{j_1,k_1} |j_1,k_1\rangle_jj_1'K_1 \otimes |j_1,k_1\rangle_jj_1'K_1' \otimes |\mu^{(4)}_{(j_1,k_1)}\rangle,
\]

where
\[
|\mu^{(4)}_{(j_1,k_1)}\rangle \overset{\text{def}}{=} \frac{1}{\sqrt{2^{r_A+r_B}}} \sum_{j_2,k_2} |j_2,k_2\rangle_jj_2K_2 \otimes |j_2,k_2\rangle_jj_2K_2' \otimes |\Psi\rangle_{RABCM_jN_h} \otimes |\sigma^{(-j)}\rangle \otimes |0\rangle_{M_j'} \otimes |\omega^{(-k)}\rangle \otimes |0\rangle_{N_h'}.
\]

- We shall show in Claim 1 that \(|\mu^{(3)}\rangle\) is close to \(|\mu^{(4)}\rangle\).

5. Alice and Bob introduce the registers \(M, N\) in the states \(|0\rangle_M, |0\rangle_N\) respectively. Alice applies the operation
\[
\sum_{j_1,j_2} |j_1,j_2\rangle \langle j_1,j_2|_{j_1'j_2'} \otimes \text{SWAP}_{M,j_1},
\]
where \(j = (j_1 - 1) \cdot 2^{r_A} + j_2\). Similarly, Bob applies the operation
\[
\sum_{k_1,k_2} |k_1,k_2\rangle \langle k_1,k_2|_{k_1'k_2'} \otimes \text{SWAP}_{N,k_1},
\]
where \(k = (k_1 - 1) \cdot 2^{r_B} + k_2\).
• If the global state after step 4 were $|\mu^{(4)}\rangle$, the resulting global state at this step would be

$$|\mu^{(5)}\rangle \overset{\text{def}}{=} \frac{1}{\sqrt{2R_A + r_A} \cdot 2R_B + r_B} \sum_{j_1, j_2, k_1, k_2} |j_1, j_2, k_1, k_2\rangle |j_1, j_2, k_1, k_2\rangle \otimes |j_1, j_2, k_1, k_2\rangle |j_1, j_2, k_1, k_2\rangle J_1 J_2 K_1 K_2 \otimes |j_1, j_2, k_1, k_2\rangle J_1 J_2 K_1 K_2 \otimes |j_1, j_2, k_1, k_2\rangle J_1 J_2 K_1 K_2 \otimes |j_1, j_2, k_1, k_2\rangle J_1 J_2 K_1 K_2 \otimes |j_1, j_2, k_1, k_2\rangle J_1 J_2 K_1 K_2 \otimes |j_1, j_2, k_1, k_2\rangle |\sigma^{(-j)}\rangle \otimes |0, 0\rangle M_j^\dagger M_j \otimes |\omega^{(-k)}\rangle \otimes |0, 0\rangle N_k^\dagger N_k$$

$$= |\Psi\rangle_{RAMBNC} \otimes \left( \frac{1}{\sqrt{2R_A + r_A}} \sum_{j_1, j_2} |j_1, j_2\rangle |j_1, j_2\rangle |j_1, j_2\rangle J_1 J_2 K_1 K_2 \otimes |\sigma^{(-j)}\rangle \otimes |0, 0\rangle M_j^\dagger M_j \right)$$

$$\otimes \left( \frac{1}{\sqrt{2R_B + r_B}} \sum_{k_1, k_2} |k_1, k_2\rangle |k_1, k_2\rangle |k_1, k_2\rangle |k_1, k_2\rangle \otimes |\omega^{(-k)}\rangle \otimes |0, 0\rangle N_k^\dagger N_k \right),$$

which is of the form $|\Psi\rangle_{RAMBNC} \otimes |\theta_1^J\rangle_{E'_{AC}} \otimes |\theta_2^J\rangle_{E'_{BC}}$.

Let $E'_{AC}$ represent the registers $J_1 J_2 J_1 J_2 M_1 M_2 \ldots \otimes |\sigma^{(-j)}\rangle \otimes |0, 0\rangle M_j^\dagger M_j$ and $E'_{BC}$ represent the registers $K_1 K_2 K_1 K_2 N_1 N_2 \ldots N_1 N_2 \otimes |\omega^{(-k)}\rangle \otimes |0, 0\rangle N_k^\dagger N_k$. Let $|\Phi\rangle_{RAMBNC E'_{AC} E'_{BC}}$ be the output of the protocol $\mathcal{P}$.

3. Analysis of the protocol: We shall show that

$$P(\mu^{(5)}, \Phi_{RAMBNC E'_{AC} E'_{BC}}) \leq \epsilon_1 + 2\sqrt{\delta} + \delta \epsilon_2.$$  

For this, we shall use the following relations: $P(|\xi\rangle \langle \xi|, |\mu\rangle \langle \mu|) \leq \epsilon_1 + 2\sqrt{\delta}$ (Equation 1) and $P(\mu^{(3)}, \mu^{(4)}) \leq \delta \epsilon_2$ (to be shown in Claim 1 below).

Let $|\mu^{(6)}\rangle$ be the global quantum state obtained after the application of Step 5 of the protocol $\mathcal{P}$ on state $|\mu^{(3)}\rangle$. Thus, $|\mu^{(6)}\rangle$ is also the output obtained after the application of Steps 3–5 on the state $|\mu\rangle$. Using the monotonicity of fidelity under quantum operation (Fact 2), we have

$$P(\mu^{(6)}, \mu^{(5)}) \leq P(\mu^{(3)}, \mu^{(4)}) \leq \delta \epsilon_2.$$  

Moreover, by another application of monotonicity of fidelity under quantum operation (Fact 2) and the observation that $|\mu^{(6)}\rangle$ is the output of the action of Steps 3–5 on the state $|\mu\rangle$, we obtain

$$P(\mu^{(5)}, \Phi_{RAMBNC E'_{AC} E'_{BC}}) \leq P(|\mu\rangle \langle \mu|, |\xi\rangle \langle \xi|) \leq \epsilon_1 + 2\sqrt{\delta}.$$  

Thus, by the triangle inequality for purified distance (Fact 1) we conclude that

$$P(\mu^{(5)}, \Phi_{RAMBNC E'_{AC} E'_{BC}}) \leq P(|\mu\rangle \langle \mu|, |\xi\rangle \langle \xi|) + P(\mu^{(3)}, \mu^{(4)}) \leq \epsilon_1 + 2\sqrt{\delta} + \delta \epsilon_2.$$  

This is equivalent to the statement

$$P(|\Psi\rangle \langle \Psi|_{RAMBNC} \otimes |\theta_1^J\rangle \langle \theta_1^J|_{E'_{AC}} \otimes |\theta_2^J\rangle \langle \theta_2^J|_{E'_{BC}}, \Phi_{RAMBNC E'_{AC} E'_{BC}}) \leq \epsilon_1 + 2\sqrt{\delta} + \delta \epsilon_2.$$  

The number of qubits communicated by Charlie to Alice and Charlie to Bob in $\mathcal{P}$ is $\frac{R_A}{2}$ and $\frac{R_B}{2}$ respectively.

4. Hypothesis testing succeeds with high probability: We show the following claim.

Claim 1. It holds that $P^2(\mu^{(3)}, \mu^{(4)}) \geq 1 - 24\epsilon_2^2$.

Proof. We shall prove that for every $(j_1, k_1)$, it holds that $P^2(\mu^{(3)}_{j_1, k_1}, \mu^{(4)}_{j_1, k_1}) \geq 1 - 12\epsilon_2^2$, from which the claim is immediate. Appealing to symmetry, it is sufficient to consider the case $(j_1, k_1) = (1, 1)$, for which $j = j_2$ and $k = k_2$. Let $p_{j_2, k_2}$ be defined as follows:

$$p_{j_2, k_2} \overset{\text{def}}{=} \text{Tr} \left( (\Pi^A)^{-\frac{1}{2}} (\Pi^A)^{-\frac{1}{2}} \otimes (\Pi^B)^{-\frac{1}{2}} (\Pi^B)^{-\frac{1}{2}} (\Pi^B)^{-\frac{1}{2}} (\Pi^B)^{-\frac{1}{2}} |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2}} \otimes \sigma^{-j_2} \otimes \omega^{-k_2} \right).$$
if $\tilde{j}_2, \tilde{k}_2 \neq 0$,

$$p_{j_2,0|j_2,k_2} \overset{\text{def}}{=} \text{Tr} \left( (\Pi^A)^{-\frac{1}{2}} \Pi_{j_2}^A (\Pi^A)^{-\frac{1}{2}} \otimes (I - (\Pi^B)^0) |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2} \otimes \sigma^{-j_2} \otimes \omega^{-k_2}} \right),$$

if $\tilde{j}_2 \neq 0$,

$$p_{0,k_2|j_2,k_2} \overset{\text{def}}{=} \text{Tr} \left( (I - (\Pi^A)^0) \otimes (\Pi^B)^{-\frac{1}{2}} \Pi_{k_2}^B (\Pi^B)^{-\frac{1}{2}} |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2} \otimes \sigma^{-j_2} \otimes \omega^{-k_2}} \right),$$

if $\tilde{k}_2 \neq 0$ and

$$p_{0,0|j_2,k_2} \overset{\text{def}}{=} \text{Tr} \left( (I - (\Pi^A)^0) \otimes (I - (\Pi^B)^0) |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2} \otimes \sigma^{-j_2} \otimes \omega^{-k_2}} \right).$$

From Lemma 1, it holds that

$$F(A_1 \otimes B_1(\mu_{(2)}^{(2)}, \mu_{(1,1)}^{(4)})) \geq \frac{1}{2^{r_A + r_B}} \sum_{j_2, k_2} p_{j_2,k_2|j_2,k_2}.$$  

Since

$$\frac{1}{2^{r_A + r_B}} \sum_{j_2, k_2} p_{j_2,k_2|j_2,k_2} = 1,$$

we have that

$$\frac{1}{2^{r_A + r_B}} \sum_{j_2, k_2} p_{j_2,k_2|j_2,k_2} = 1 - \frac{1}{2^{r_A + r_B}} \sum_{j_2,k_2} \sum_{j_2 \neq j_2, k_2 \neq k_2} p_{j_2,k_2|j_2,k_2} = 1 - \sum_{j_2 \neq 1, k_2 \neq 1} p_{j_2,k_2|1,1},$$

where the last line follows by symmetry under interchange of registers $M_{j_2}, N_{k_2}$. Now, consider

$$\sum_{j_2 \neq 1, k_2 \neq 1} p_{j_2,k_2|1,1} = \text{Tr} \left( \left( I_A \otimes I_B - (\Pi^A)^{-\frac{1}{2}} \Pi_{j_2}^A (\Pi^A)^{-\frac{1}{2}} \otimes (\Pi^B)^{-\frac{1}{2}} \Pi_{k_2}^B (\Pi^B)^{-\frac{1}{2}} \right) |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2} \otimes \sigma^{-j_2} \otimes \omega^{-k_2}} \right)$$

\[ \overset{a}{\leq} \text{Tr} \left( \left( I_A - (\Pi^A)^{-\frac{1}{2}} \Pi_{j_2}^A (\Pi^A)^{-\frac{1}{2}} \right) \otimes I_B \cdot |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2} \otimes \sigma^{-j_2} \otimes \omega^{-k_2}} \right) \]

\[ \overset{b}{\leq} \text{Tr} \left( \left( 2(I_A - \Pi_{j_2}^A) + 4 \sum_{j_2 \neq 1} \Pi_{j_2}^A \right) |\Psi\rangle \langle \Psi|_{ABM_{j_2}N_{k_2} \otimes \sigma^{-j_2}} \right) \]

\[ \overset{c}{\leq} 4 \varepsilon_2^2 + 4 \cdot 2^{r_A - D_H^2(\Psi_{AM} \| \Psi_{\sigma M})} + 4 \cdot 2^{r_B - D_H^2(\Psi_{BN} \| \Psi_{\omega N})} \leq 12 \varepsilon_2^2, \]

where in (a) we use the operator inequality

$$(I - P \otimes Q) \leq I \otimes (I - Q) + (I - P) \otimes I,$$
for positive semidefinite operators $P, Q \preceq I$; (b) follows from the Hayashi-Nagaoka inequality (Fact 8), (c) follows from the definition of $\Pi^A, \Pi^B$ and the choice of $r_A, r_B$. This implies that $\frac{1}{2}A + r_B \sum_{j_2, k_2} p_{j_2, k_2} \geq 1 - 12\varepsilon_2^2$.

Thus, 
\[ F^2(\mu^{(3)}_{(1,1)}, \mu^{(4)}_{(1,1)}) = F^2(A_1 \otimes B_1(\mu^{(2)}_{(1,1)}), \mu^{(4)}_{(1,1)}) \geq (1 - 12\varepsilon_2^2)^2 \geq 1 - 24\varepsilon_2^2, \]
from which the claim concludes.

This completes the proof of the theorem.

Achievable rate region for Task 1

**Theorem 2.** Fix $\varepsilon_1, \varepsilon_2, \delta \in (0,1)$ such that $\varepsilon_1 + 5\varepsilon_2 + 2\sqrt{\delta} < 1$. Let Alice (AM), Bob (BN), Reference (R) and Charlie (C) share the pure state $|\Psi\rangle_{RABCMN}$. There exists an entanglement assisted quantum protocol, with entanglement shared only between (Alice, Charlie) and (Bob, Charlie), such that at the end of the protocol, Alice (A), Bob (B), Reference (R) and Charlie (CMN) share the state $\Psi'_{RABCMN}$ with the property that $P(|\Psi\rangle, |\Psi\rangle_{RAB}) \leq \varepsilon_1 + 5\varepsilon_2 + 2\sqrt{\delta}$. The number of qubits that Alice sends to Charlie is $R_{A \rightarrow C}$, while the pair $(R_{A \rightarrow C}, R_{B \rightarrow C})$ lie in the union of the following achievable rate region: for every $\Psi'_{RABCMN} \in B^{\Omega_1}(\Psi_{RABCMN})$ such that $\Psi'_{RAB} \leq 2^2\Psi_{RAB}$ and states $\sigma_M, \omega_N$:

\[
R_{A \rightarrow C} \geq \frac{1}{2} \left( D_{\max}(\Psi'_{RABM} \| \Psi_{RAB} \otimes \sigma_M) - D_{\max}(\Psi_{AM} \| \Psi_{A} \otimes \sigma_M) + \frac{1}{\varepsilon_2^2\delta} \right),
\]

\[
R_{B \rightarrow C} \geq \frac{1}{2} \left( D_{\max}(\Psi'_{RABN} \| \Psi_{RAB} \otimes \omega_N) - D_{\max}(\Psi_{BN} \| \Psi_{B} \otimes \omega_N) + \frac{1}{\varepsilon_2^2\delta} \right),
\]

\[
R_{A \rightarrow C} + R_{B \rightarrow C} \geq \frac{1}{2} \left( D_{\max}(\Psi'_{RABMN} \| \Psi_{RAB} \otimes \sigma_M \otimes \omega_N) - D_{\max}(\Psi_{AM} \| \Psi_{A} \otimes \sigma_M) - D_{\max}(\Psi_{BN} \| \Psi_{B} \otimes \omega_N) + \frac{1}{\varepsilon_2^2\delta} \right).
\]

**Proof.** Consider the protocol $\mathcal{P}$ as obtained in Theorem 1 for the Task 2, with the starting state $|\Psi\rangle_{RABMNC} \otimes |\theta_1\rangle_{E_{AC}} \otimes |\theta_2\rangle_{E_{BC}}$ (where $\theta_1$ and $\theta_2$ serve as pre-shared entanglement) and the final state $|\Phi\rangle_{RABCMNE_{AC}E_{BC}}$. Furthermore, as promised by Theorem 1, there exist states $|\theta'_1\rangle_{E'_{AC}}$ and $|\theta'_2\rangle_{E'_{BC}}$ such that 
\[ P(|\Phi\rangle_{RABCMNE_{AC}E_{BC}}, |\Psi\rangle_{RABMNC} \otimes |\theta'\rangle_{E_{AC}} \otimes |\theta'\rangle_{E_{BC}}) \leq \varepsilon_1 + 5\varepsilon_2 + 2\sqrt{\delta}. \]

Since the protocol can be viewed as a unitary by Charlie, followed by quantum communication from Charlie to Alice and Bob and then subsequent unitaries by Alice and Bob, this protocol can be reversed to obtain a protocol $\mathcal{P}'$. We take $\mathcal{P}'$ as the desired protocol for above task and let $\Psi'_{RABCMNE_{AC}E_{BC}}$ be the state obtained by running $\mathcal{P}'$ on $|\Psi\rangle_{RABMNC} \otimes |\theta'_1\rangle_{E'_{AC}} \otimes |\theta'_2\rangle_{E'_{BC}}$ (where $|\Psi\rangle$ serves as input to the protocol, $|\theta'_1\rangle$ serves as the shared entanglement between (Alice, Charlie) and $|\theta'_2\rangle$ serves as the shared entanglement between (Bob, Charlie)). From the relation $\mathcal{P}'(|\Phi\rangle_{RABMNC}) = |\Psi\rangle_{RABMNC} \otimes |\theta'_1\rangle_{E'_{AC}} \otimes |\theta'_2\rangle_{E'_{BC}}$ and the monotonicity of fidelity under quantum operations (Fact 2), we conclude

\[
P(|\Psi\rangle_{RABMNC} \otimes |\theta'_1\rangle_{E'_{AC}} \otimes |\theta'_2\rangle_{E'_{BC}}, |\Phi\rangle') = P(\mathcal{P}'(|\Phi\rangle_{RABMNC}), \mathcal{P}'(|\Psi\rangle_{RABMNC} \otimes |\theta'_1\rangle_{E'_{AC}} \otimes |\theta'_2\rangle_{E'_{BC}})) \leq P(|\Phi\rangle_{RABMNC} \otimes |\theta'_1\rangle_{E'_{AC}} \otimes |\theta'_2\rangle_{E'_{BC}}, |\Psi\rangle_{RABMNC} \otimes |\theta'_1\rangle_{E'_{AC}} \otimes |\theta'_2\rangle_{E'_{BC}}) \leq \varepsilon_1 + 5\varepsilon_2 + 2\sqrt{\delta}.
\]

This completes the proof.
4 Achievable rate region in the asymptotic and i.i.d. setting

In this section, we re-derive the result of [2], but without the use of time-sharing. Consider the asymptotic and i.i.d. version of Task 1 (Section 3) in the special case where register \( \mathbb{C} \) is trivial, i.e., the joint state between Alice, Bob and Reference is the n-fold tensor product of the state \(|\Psi\rangle_{\text{RAMBN}}\). Using Theorem 2 (with \( \sigma_M \rightarrow |\Psi_M\rangle, \omega_N \rightarrow |\Psi_N\rangle \)), Theorem 4 (in Appendix B) for the pure state \(|\Psi\rangle_{\text{RAMBN}}\) and Fact 10, we conclude that the rate pair \((R_{A\rightarrow C}, R_{B\rightarrow C})\) is asymptotic and i.i.d. achievable for Task 1, if it satisfies the following constraints:

\[
R_{A\rightarrow C} \geq \frac{1}{2} (I(RAB : M_\Psi) - I(A : M_\Psi)), \quad R_{B\rightarrow C} \geq \frac{1}{2} (I(RAB : N_\Psi) - I(B : N_\Psi)), \quad R_{A\rightarrow C} + R_{B\rightarrow C} \geq \frac{1}{2} (I(RAB : M : N_\Psi) - I(A : M_\Psi) - I(B : N_\Psi)).
\]

Quantum version of the achievable rate region obtained by Slepian and Wolf: An immediate corollary of above achievable rate region is the following. Consider the task in [2], which is a quantum version of the Slepian-Wolf protocol [1]. Alice \((M^n)\), Bob \((N^n)\), Reference \((R^n)\) share the joint pure state \(|\Psi\rangle_{\text{RMN}}\). Alice and Bob wish to communicate their registers \(M^n\) and \(N^n\) to Charlie such that the final state shared between Reference \((R_n)\) and Charlie \((C_n)\) is \(\Phi_{R_nM^nN^n}\) such that \(\lim_{n \to \infty} P(\Psi_{\text{RMN}} \rightarrow \Phi_{R_nM^nN^n}) = 0\). To accomplish this task, there exists an entanglement assisted protocol (with the entanglement shared between (Alice, Charlie) and (Bob, Charlie)) if the amount of communication from Alice to Charlie \((R_{A\rightarrow C})\) and Bob to Charlie \((R_{B\rightarrow C})\) satisfy the following constraints

\[
R_{A\rightarrow C} \geq \frac{1}{2} (I(R : M_\Psi)), \quad R_{B\rightarrow C} \geq \frac{1}{2} I(R : N_\Psi), \quad R_{A\rightarrow C} + R_{B\rightarrow C} \geq \frac{1}{2} (I(R : M : N_\Psi)).
\]

5 Converse bound

In this section, we establish a converse for Task 2 in the absence of registers \(A, B\). This matches with the achievable rate region in Theorem 1. We show the following theorem.

**Theorem 3.** Fix \(\varepsilon \in (0,1)\). Let Reference \((R)\) and Charlie \((CMN)\) share the pure state \(|\Psi\rangle_{\text{RCMN}}\). Let \(\mathcal{P}\) be an entanglement-assisted quantum protocol with the following properties.

- The pre-shared entanglement is of the form \(|\theta_1\rangle_{E_{CE_A}} \otimes |\theta_2\rangle_{E_{EB}}\), where \(|\theta_1\rangle_{E_{CE_A}}\) is shared between Alice \((E_A)\), Charlie \((E_{CA})\) and \(|\theta_2\rangle_{E_{EB}}\) is shared between Bob \((E_B)\), Charlie \((E_{CB})\).

- The quantum communication is from Charlie to Alice with \(R_{C\rightarrow A}\) qubits and from Charlie to Bob with \(R_{C\rightarrow B}\) qubits.

- At the end of the protocol, the joint quantum state \(\Phi_{\text{RMNC}}\) shared between Alice \((M)\), Bob \((N)\), Reference \((R)\) and Charlie \((C)\) satisfies \(\Phi_{\text{RMNC}} \in B^\varepsilon(\Psi_{\text{RMNC}})\).

Then there exists a quantum state \(|\Psi_{\text{RMNC}}\rangle \in B^\varepsilon(\Psi_{\text{RMNC}})\) with \(|\Psi_R\rangle = |\Psi_R\rangle\) and quantum states \(\sigma_M, \omega_N\) such
that

\[ R_{C \rightarrow A} \geq \frac{1}{2} D_{\max}(\Psi'_{RM} \parallel \Psi_R \otimes \sigma_M), \]

\[ R_{C \rightarrow B} \geq \frac{1}{2} D_{\max}(\Psi'_{RN} \parallel \Psi_R \otimes \omega_N), \]

\[ R_{C \rightarrow A} + R_{C \rightarrow B} \geq \frac{1}{2} D_{\max}(\Psi'_{RMN} \parallel \Psi_R \otimes \sigma_M \otimes \omega_N). \]

**Proof.** A protocol \( \mathcal{P} \) has the following steps, where the registers \( Q_A, Q_B \) serve as the message registers from Charlie to Alice and Bob, respectively.

- Charlie applies an encoding map \( \mathcal{E} : CMNEC_A E_C B \rightarrow CQ_A Q_B \) and communicates \( Q_A \) and \( Q_B \) to Alice and Bob, respectively.

- Alice applies a decoding map \( \mathcal{D}_A : E_A Q_A \rightarrow M \) and Bob applies a decoding map \( \mathcal{D}_B : E_B Q_B \rightarrow N \).

- The final quantum state is obtained in the registers \( RCMN \).

Let the quantum state on the registers \( RQ_A E_A Q_B E_B \) after Alice and Bob receive Charlie’s message be \( \Omega_{RQ_A E_A Q_B E_B} \). Observe that \( \Omega_{RE_A E_B} = \Psi_R \otimes (\theta_1)_{E_A} \otimes (\theta_2)_{E_B} \) and the final state \( \Phi_{RMNC} \) is equal to \( \mathcal{D}_A \otimes \mathcal{D}_B(\Omega_{RQ_A E_A Q_B E_B}) \). We have the following relations using Fact 5

\[
\begin{align*}
\log |Q_A| & \geq \frac{1}{2} D_{\max}(\Omega_{RQ_A E_A} \parallel \Omega_{RE_A} \otimes \frac{I_{Q_A}}{|Q_A|}) = \frac{1}{2} D_{\max}(\Omega_{RQ_A E_A} \parallel \Psi_R \otimes (\theta_1)_{E_A} \otimes \frac{I_{Q_A}}{|Q_A|}), \\
\log |Q_B| & \geq \frac{1}{2} D_{\max}(\Omega_{RQ_B E_B} \parallel \Omega_{RE_B} \otimes \frac{I_{Q_B}}{|Q_B|}) = \frac{1}{2} D_{\max}(\Omega_{RQ_B E_B} \parallel \Psi_R \otimes (\theta_2)_{E_B} \otimes \frac{I_{Q_B}}{|Q_B|}), \\
\log(|Q_A| \cdot |Q_B|) & \geq \frac{1}{2} D_{\max}(\Omega_{RQ_A E_A Q_B E_B} \parallel \Omega_{RE_A E_B} \otimes \frac{I_{Q_A}}{|Q_A|} \otimes \frac{I_{Q_B}}{|Q_B|}) = \frac{1}{2} D_{\max}(\Omega_{RQ_A E_A Q_B E_B} \parallel \Psi_R \otimes (\theta_1)_{E_A} \otimes (\theta_2)_{E_B} \otimes \frac{I_{Q_A}}{|Q_A|} \otimes \frac{I_{Q_B}}{|Q_B|}).
\end{align*}
\]

Define \( \Psi'_{RMNC} \) as \( \Phi_{RMNC} = \mathcal{D}_A \otimes \mathcal{D}_B(\Omega_{RQ_A E_A Q_B E_B}) \). It holds that \( \Psi' = \Phi = \Omega = \Psi \). Further, define \( \sigma_M \) as \( \mathcal{D}_A((\theta_1)_{E_A} \otimes \frac{I_{Q_A}}{|Q_A|}) \) and \( \omega_N \) as \( \mathcal{D}_B((\theta_2)_{E_B} \otimes \frac{I_{Q_B}}{|Q_B|}) \). Applying the monotonicity of max-relative entropy under quantum operations (Fact 2) in Equation 2 we obtain

\[
\begin{align*}
\log |Q_A| & \geq \frac{1}{2} D_{\max}(\mathcal{D}_A(\Omega_{RQ_A E_A}) \parallel \Psi_R \otimes \mathcal{D}_A((\theta_1)_{E_A} \otimes \frac{I_{Q_A}}{|Q_A|})), \\
\log |Q_B| & \geq \frac{1}{2} D_{\max}(\mathcal{D}_B(\Omega_{RQ_B E_B}) \parallel \Psi_R \otimes \mathcal{D}_B((\theta_2)_{E_B} \otimes \frac{I_{Q_B}}{|Q_B|})), \\
\log(|Q_A| \cdot |Q_B|) & \geq \frac{1}{2} D_{\max}(\mathcal{D}_A \otimes \mathcal{D}_B(\Omega_{RQ_A E_A Q_B E_B}) \parallel \Psi_R \otimes \mathcal{D}_A((\theta_1)_{E_A} \otimes \frac{I_{Q_A}}{|Q_A|}) \otimes \mathcal{D}_B((\theta_2)_{E_B} \otimes \frac{I_{Q_B}}{|Q_B|})),
\end{align*}
\]

Since \( R_{C \rightarrow A} = \log |Q_A|, R_{C \rightarrow B} = \log |Q_B| \), the theorem concludes. \( \square \)
Conclusion

In this work, we have studied two distributed quantum source compression tasks characterized by two senders-one receiver and one sender-two receivers, respectively. These cases generalize the distributed source compression tasks studied in [2] and [17] and the task of quantum state redistribution [3, 15]. We have obtained one-shot achievable rate regions for these tasks and shown matching converse in a special case.

An important question for our one-shot achievability results is to connect them to the relative entropy in the asymptotic and i.i.d. setting. We are able to achieve this for a special case of our Task (which is still general enough to include the task considered in [2]). But it is not clear to us how to achieve the same for our most general setting. In fact, a similar problem arises in attempting to extend our work to more complicated network scenarios. We are able to obtain one-shot achievable rate regions in complicated network scenarios that closely resemble the achievable rate region in Theorem 1. However, we are unable to show that such rate regions converge appropriately in the asymptotic and i.i.d. setting. We leave this as an important question to be pursued for future work.

Finally, we leave unexplored the study of a variant of our tasks where all the parties are allowed to pre-share tri-partite entanglement. Such a scenario might allow us to prove near optimal converse bounds for Task 1. This would be in striking contrast with the classical analogue studied by Slepian and Wolf [1], where the optimal rate region can be achieved without any shared randomness between the senders.
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A A variant of the convex-split lemma

In this section, we prove a tripartite variant of the convex split lemma, used in the proof of Theorem 1. We shall use the following fact.

**Fact 9** ([13]). Let \( \mu_1, \mu_2, \ldots, \mu_n, \theta \) be quantum states and \( \{p_1, p_2, \ldots, p_n\} \) be a probability distribution. Let \( \mu = \sum_i p_i \mu_i \) be the average quantum state. Then

\[
D(\mu\|\theta) = \sum_i p_i (D(\mu_i\|\theta) - D(\mu_i\|\mu)).
\]

Using this fact, we prove the following statement.

**Lemma 2** (tripartite convex-split lemma). Let \( \varepsilon, \delta \in (0, 1) \) such that \( \varepsilon + 2\sqrt{\delta} < 1 \). Let \( \rho_{RAB} \in \mathcal{D}(RAB), \sigma_A \in \mathcal{D}(A), \omega_B \in \mathcal{D}(B) \) be quantum states and \( \rho'_{RAB} \) be a quantum state satisfying \( \rho'_{RAB} \in \mathcal{B}^c(\rho_{RAB}) \). For some \( R_1, R_2 \geq 1 \), consider the following state

\[
\tau_{RA_1...A_2R_AB_1...B_2R_B} \overset{\text{def}}{=} \frac{1}{2^{R_A+R_B}} \sum_{i=1}^{2^R_A} \sum_{j=1}^{2^R_B} \rho_{RA_iB_j} \otimes \sigma_{A_i} \ldots \sigma_{A_{i-1}} \otimes \sigma_{A_{i+1}} \ldots \sigma_{A_{2^R_A}} \otimes \omega_{B_{i-1}} \otimes \ldots \otimes \omega_{B_{2^R_B}}
\]

on the registers \( A_1, A_2, \ldots, A_{2^R_A}, B_1, B_2, \ldots, B_{2^R_B} \), where \( \forall i \in [2^R_A], j \in [2^R_B] : \rho_{RA_iB_j} = \rho_{RAB}, \rho_{RA_i} = \rho_{RA} \) and \( \rho_{RB_j} = \rho_{RB} \). If

\[
R_A \geq D_{\max}(\rho'_{RA} \| \rho_{R} \otimes \sigma_A) + \log \frac{1}{\delta},
\]

\[
R_B \geq D_{\max}(\rho'_{RB} \| \rho_{R} \otimes \omega_B) + \log \frac{1}{\delta},
\]

\[
R_A + R_B \geq D_{\max}(\rho'_{RAB} \| \rho_{R} \otimes \sigma_A \otimes \omega_B) + \log \frac{1}{\delta},
\]

\[
\rho'_{R} \leq 2^{\delta} \rho_R
\]

then

\[
P(\tau_{RA_1A_2...A_2R_AB_1...B_2R_B}, \rho_{R} \otimes \sigma_{A_1} \otimes \sigma_{A_2} \otimes \ldots \otimes \sigma_{A_{2^R_A}} \otimes \omega_{B_1} \otimes \ldots \otimes \omega_{B_{2^R_B}}) \leq \varepsilon + 2\sqrt{\delta}.
\]

The proof closely follows the original proof of the convex split lemma from [13].

**Proof.** For brevity, we set

\[
k_1 \overset{\text{def}}{=} D_{\max}(\rho'_{RAB} \| \rho_{R} \otimes \sigma_A \otimes \omega_B),
\]

\[
k_2 \overset{\text{def}}{=} D_{\max}(\rho'_{RA} \| \rho_{R} \otimes \sigma_A),
\]

\[
k_3 \overset{\text{def}}{=} D_{\max}(\rho'_{RB} \| \rho_{R} \otimes \omega_B).
\]

We shall work with the state

\[
\tau'_{RA_1...A_2R_AB_1...B_2R_B} \overset{\text{def}}{=} \frac{1}{2^{R_A+R_B}} \sum_{i=1}^{2^R_A} \sum_{j=1}^{2^R_B} \rho'_{RA_iB_j} \otimes \sigma_{A_i} \ldots \sigma_{A_{i-1}} \otimes \sigma_{A_{i+1}} \ldots \sigma_{A_{2^R_A}} \otimes \omega_{B_{i-1}} \otimes \ldots \otimes \omega_{B_{2^R_B}}.
\]
Define,
\[ \rho^{-(i,j)} \overset{\text{def}}{=} \sigma_{A_1} \otimes \cdots \otimes \sigma_{A_{i-1}} \otimes \sigma_{A_{i+1}} \otimes \cdots \otimes \sigma_{A_2} \otimes \omega_{B_1} \otimes \cdots \otimes \omega_{B_{j-1}} \otimes \omega_{B_{j+1}} \otimes \cdots \otimes \omega_{B_2} \]
\[ \rho \overset{\text{def}}{=} \sigma_{A_1} \otimes \sigma_{A_2} \otimes \cdots \otimes \sigma_{A_2} \otimes \omega_{B_1} \otimes \omega_{B_2} \otimes \cdots \otimes \omega_{B_2} \]

Then
\[ \tau'_{RA_1A_2\ldots A_2R_A B_1B_2\ldots B_2R_B} = \frac{1}{2^{R_A+R_B}} \sum_{i,j} \rho'_{RA_iB_j} \otimes \rho^{-(i,j)} \]

Now, we use Fact 5 to express
\[ \text{D}\left( \rho'_{RA_1\ldots A_2R_A B_1\ldots B_2R_B} \parallel \rho_R \otimes \rho \right) \]
\[ = \frac{1}{2^{R_A+R_B}} \sum_{i,j} \text{D}\left( \rho'_{RA_iB_j} \otimes \rho^{-(i,j)} \parallel \rho_R \otimes \rho \right) \]
\[ - \frac{1}{2^{R_A+R_B}} \sum_{i,j} \text{D}\left( \rho'_{RA_iB_j} \otimes \rho^{-(i,j)} \parallel \tau'_{RA_1A_2\ldots A_2R_A B_1B_2\ldots B_2R_B} \right) \]
\[ \geq \text{D}\left( \rho'_{RA_iB_j} \parallel \tau'_{RA_iB_j} \right) \] as relative entropy decreases under partial trace. Moreover,
\[ \tau'_{RA_iB_j} = \frac{1}{2^{R_A+R_B}} \rho'_{RA_iB_j} \]
\[ + \frac{1}{2R_A} (1 - \frac{1}{2R_B}) \rho'_{RA_i} \otimes \omega_{B_j} \]
\[ + \frac{1}{2R_A} (1 - \frac{1}{2R_B}) \sigma_{A_i} \otimes \rho'_{RB_j} \]
\[ + (1 - \frac{1}{2R_A} - \frac{1}{2R_B} + \frac{1}{2^{R_A+R_B}}) \rho'_{R} \otimes \sigma_{A_i} \otimes \omega_{B_j} \]

By assumption,
\[ \rho'_{RA_iB_j} \leq 2^{k_1} \rho_R \otimes \sigma_{A_i} \otimes \omega_{B_j}, \quad \rho'_{RA_i} \leq 2^{k_2} \rho_R \otimes \sigma_{A_i}, \]
\[ \rho'_{RB_i} \leq 2^{k_3} \rho_R \otimes \omega_{B_i}, \quad \rho'_{R} \leq 2^{k_4} \rho_R. \]

Hence
\[ \tau'_{RA_iB_j} \leq (2^{k_1} + \frac{2^{k_2}}{2^{R_A}} + \frac{2^{k_3}}{2^{R_B}} + \frac{2^{k_1}}{2^{R_A+R_B}}) \rho_R \otimes \sigma_{A_i} \otimes \omega_{B_j}. \]
Since \( \log(A) \leq \log(B) \) if \( A \preceq B \), for positive semi-definite matrices \( A \) and \( B \), we have

\[
\begin{align*}
D\left( \rho'_{RA,B_j} \middle\| \tau'_{RA,B_j} \right) &= \text{Tr}(\rho'_{RA,B_j} \log \rho'_{RA,B_j}) - \text{Tr}(\rho'_{RA,B_j} \log \tau'_{RA,B_j}) \\
&\geq \text{Tr}(\rho'_{RA,B_j} \log (\rho \otimes \sigma_A \otimes \omega_B)) \\
&- \log \left( 2^\delta + \frac{2^{k_2}}{2^{R_A}} + \frac{2^{k_3}}{2^{R_B}} + \frac{2^{k_1}}{2^{R_A} \cdot 2^{R_B}} \right) \\
&= D\left( \rho'_{RA,B_j} \middle\| \rho \otimes \sigma_A \otimes \omega_B \right) \\
&- \log \left( 2^\delta + \frac{2^{k_2}}{2^{R_A}} + \frac{2^{k_3}}{2^{R_B}} + \frac{2^{k_1}}{2^{R_A} \cdot 2^{R_B}} \right).
\end{align*}
\]

Using in Equation 3, we find that

\[
\begin{align*}
D\left( \tau'_{RA1...A_2RA B_1B_2...B_2RB} \middle\| \rho \otimes \rho \right) \\
&\leq \frac{1}{2^{R_A} \cdot 2^{R_B}} \sum_{i,j} D\left( \rho'_{RA_iB_j} \middle\| \rho \otimes \sigma_A \otimes \omega_B \right) \\
&- \frac{1}{2^{R_A} \cdot 2^{R_B}} \sum_{i,j} D\left( \rho'_{RA_iB_j} \middle\| \rho \otimes \sigma_A \otimes \omega_B \right) \\
&+ \log \left( 2^\delta + \frac{2^{k_2}}{2^{R_A}} + \frac{2^{k_3}}{2^{R_B}} + \frac{2^{k_1}}{2^{R_A} \cdot 2^{R_B}} \right) \\
&\leq \log (1 + \delta + 3\delta).
\end{align*}
\]

Above, the last inequality follows by the lower bound on \( 2^{R_A}, 2^{R_B} \) and the fact that \( \delta < 1 \). Thus, by Fact 4 (which is the improved version of Pinsker’s inequality), we obtain

\[
P(\tau'_{RA1...A_2RA B_1B_2...B_2RB}, \rho \otimes \rho) \leq \sqrt{4\delta}.
\]

Since \( P(\tau'_{A_2...A_2RA B_2...B_2RB}, \tau_{A_2...A_2RA B_2...B_2RB}) \leq P(\rho'_{AB}, \rho_{AB}) \leq \epsilon \), triangle inequality for Purified distance (Fact 1) shows that

\[
P(\tau'_{RA1...A_2RA B_1B_2...B_2RB}, \rho \otimes \rho) \leq \epsilon + 2\sqrt{\delta}.
\]

This proves the lemma.

\[\square\]

**B Asymptotic and i.i.d. analysis**

An important property of the smooth information theoretic quantities is that in the asymptotic and i.i.d. setting, they converge to the relative entropy based quantities. In this section, we show this property for the one-shot bounds we obtain in Theorem 2 in the case where register \( C \) is absent.

**Facts used in the proof**

Following fact ensures that the smooth max-relative entropy and hypothesis testing relative entropy converge to suitable quantities in the asymptotic and i.i.d. setting.

---

22
Fact 10 \([42, 43]\). Let \(\varepsilon \in (0, 1)\) and \(n\) be an integer. Let \(\rho^{\otimes n}, \sigma^{\otimes n}\) be quantum states. Define \(V(\rho\|\sigma) = \mathrm{Tr}(\rho(\log \rho - \log \sigma)^2) - (D(\rho\|\sigma))^2\) and \(\Phi(x) = \int_{-\infty}^{x} \frac{e^{-x^2/2}}{\sqrt{2\pi}} dx\). It holds that

\[
D^\varepsilon_{\max}(\rho^{\otimes n}\|\sigma^{\otimes n}) = nD(\rho\|\sigma) + \sqrt{nV(\rho\|\sigma)}\Phi^{-1}(\varepsilon) + O(\log n),
\]

and

\[
D^\varepsilon_{\max}(\rho^{\otimes n}\|\sigma^{\otimes n}) = nD(\rho\|\sigma) + \sqrt{nV(\rho\|\sigma)}\Phi^{-1}(\varepsilon) + O(\log n).
\]

Following fact can be viewed as a triangle inequality for smooth max-relative entropy.

Fact 11. For \(\rho_A \in \mathcal{D}(A), \sigma_A, \tau_A \in \mathcal{P}(A)\), it holds that

\[
D^\varepsilon_{\max}(\rho_A\|\tau_A) \leq D^\varepsilon_{\max}(\rho_A\|\sigma_A) + D_{\max}(\sigma_A\|\tau_A).
\]

Proof. Let \(k \overset{\text{def}}{=} D_{\max}(\sigma_A\|\tau_A)\), which implies that \(\sigma_A \preceq 2^k\tau_A\). Let \(\rho_A' \in \mathcal{B}^\varepsilon(\rho_A)\) be the state achieving the infimum in \(R \overset{\text{def}}{=} D^\varepsilon_{\max}(\rho_A\|\sigma_A)\). Then \(\rho_A' \preceq 2^R\sigma_A \preceq 2^{R+k}\tau_A\). This implies that \(D_{\max}(\rho_A'\|\tau_A) \leq R + k\), which concludes the fact using the inequality \(D^\varepsilon_{\max}(\rho_A\|\tau_A) \leq D_{\max}(\rho_A'\|\tau_A)\).

Following is an important fact that relates the information spectrum relative entropy to the max-relative entropy.

Fact 12 (Lemma 12 and Proposition 13,\([42]\)). Let \(\varepsilon, \delta \in (0, 1)\) such that \(\varepsilon^2 + \delta < 1\). For quantum state \(\rho_A \in \mathcal{D}(A)\) and \(\sigma \in \mathcal{P}(A)\), it holds that

\[
D^{1-\varepsilon^2-\delta}(\rho_A\|\sigma_A) - 2\log \frac{1}{\delta} - 2 \leq D^\varepsilon_{\max}(\rho_A\|\sigma_A) \leq D^{1-\varepsilon^2+\delta}(\rho_A\|\sigma_A) + \log v(\sigma) + 2\log \frac{1}{\varepsilon} + \log \frac{1}{\delta},
\]

where \(v(\sigma_A)\) is the number of distinct eigenvalues of \(\sigma_A\). It also holds that

\[
D^{1-\varepsilon^2+\delta}(\rho_A\|\sigma_A) - 2\log \frac{1}{\delta} - 2 \leq D^\varepsilon_{\max}(\rho_A\|\sigma_A).
\]

Proof. The first part is essentially that given in \([42]\) (Proposition 13 and Lemma 12). For the second part, we note that the proof in \([42]\) (Proposition 12, Equation 23) directly proceeds for this case as well: setting \(R \overset{\text{def}}{=} D^\varepsilon_{\max}(\rho_A\|\sigma_A)\), it is shown that for any \(\delta' > 0\), it holds that

\[
\mathrm{Tr}(\rho_A\{\rho_A - 2^{R+\delta'}\sigma_A\}) \geq (\sqrt{1 - \varepsilon^2} - 2^{-\delta'/2})^2.
\]

Setting \(\delta' = \log \frac{1}{\delta}\), the inequality follows.

Following Fact immediately follows from the above Fact.

Fact 13. Let \(\varepsilon, \varepsilon_1 \in (0, 1)\). For quantum states \(\rho_A, \rho_A' \in \mathcal{D}(A)\) and \(\sigma_A, \sigma_A' \in \mathcal{P}(A)\), the following properties hold.

1. If \(\rho_A' \in \mathcal{B}^\varepsilon(\rho_A)\), then

\[
D^{1-\varepsilon^2-3\varepsilon_1^2}(\rho_A'\|\sigma_A) \leq D^{1-\varepsilon^2}_s(\rho_A\|\sigma_A) + \log v(\sigma) + 8\log \frac{1}{\varepsilon}
\]

and

\[
D^{1-\varepsilon^2+3\varepsilon_1^2}(\rho_A'\|\sigma_A) \leq D^{1-\varepsilon^2}_s(\rho_A\|\sigma_A) + \log v(\sigma) + 8\log \frac{1}{\varepsilon_1}.
\]
Proof. The items are proved as follows.

1. Consider the following series of inequalities, which follow by application of Fact 12 and the observation that $D_{\max}(\rho_A\|\sigma_A) \geq D_{\max}^{\delta+\varepsilon}(\rho_A'\|\sigma_A)$ for any $\delta > 0$.

\[
D_{\varepsilon}^{1-\varepsilon^2}(\rho_A\|\sigma_A) \leq D_{\varepsilon}^{1-\varepsilon^2}(\rho_A\|\sigma_A) + D_{\max}(\sigma_A\|\sigma_A') + \log v(\sigma) + 4 \log \frac{1}{\varepsilon_1}.
\]

Second expression of the item follows similarly.

2. Let $k \overset{\text{def}}{=} D_{\max}(\sigma_A\|\sigma_A')$. Consider the following series of inequalities, which follow by the application of Fact 12 and Fact 11.

\[
D_{\varepsilon}^{1-\varepsilon^2}(\rho_A\|\sigma_A) \leq D_{\varepsilon}^{1-\varepsilon^2}(\rho_A\|\sigma_A) - \log v(\sigma) - 4 \log \frac{1}{\varepsilon_1}
\]

Following fact relates the two definitions of the information spectrum relative entropy used in our proofs.

**Fact 14.** Fix an $\varepsilon \in (0,1)$. For quantum state $\rho_A \in \mathcal{D}(A)$ and operator $\sigma_A \in \mathcal{P}(A)$, we have that

\[
D_{\varepsilon}^{s}(\rho_A\|\sigma_A) \leq D_{\varepsilon}^{1-\varepsilon}(\rho_A\|\sigma_A).
\]

**Proof.** Let $R$ achieve the infimum in the definition of $D_{\varepsilon}^{1-\varepsilon}(\rho_A\|\sigma_A)$. Thus, we have that $\text{Tr}(\rho_A\{\rho_A - 2R\sigma_A\}_-) \geq \varepsilon$. Using the relation $\{\rho_A - 2R\sigma_A\}_- + \{\rho_A - 2R\sigma_A\}_+ = I_A$, we obtain $\text{Tr}(\rho_A\{\rho_A - 2R\sigma_A\}_+) < 1 - \varepsilon$. From the fact that $\text{Tr}(\rho_A\{\rho_A - 2R\sigma_A\}_+)$ is monotonically decreasing in $R$ (as shown in [21], Equation 17), we conclude the proof.

Following two facts are about some special properties of information spectrum relative entropy.

**Fact 15.** Let $\varepsilon \in (0,1)$. Let $\rho_A, \sigma_A \in \mathcal{D}(A)$ be quantum states such that $\rho_A \in \text{supp}(\Pi_A)$ for some projector $\Pi_A$ that commutes with $\sigma_A$. Then it holds that,

\[
D_{\varepsilon}^{s}(\rho_A\|\sigma_A) = D_{\varepsilon}^{s}(\rho_A\|\Pi_A\sigma_A\Pi_A).
\]
Proof. For any $k > 0$, it holds that
\[
\rho_A - 2^k \sigma_A = \Pi_A \rho_A \Pi_A - 2^k \Pi_A \sigma_A \Pi_A - 2^k (I_A - \Pi_A) \sigma_A (I_A - \Pi_A).
\]
Thus,
\[
\{\rho_A - 2^k \sigma_A\}_+ = \{\Pi_A \rho_A \Pi_A - 2^k \Pi_A \sigma_A \Pi_A\}_+ = \{\rho_A - 2^k \Pi_A \sigma_A \Pi_A\}_+.
\]
This completes the proof by using the definition of information spectrum relative entropy.

Fact 16. Let $\varepsilon \in (0,1)$, Let $\rho_A \in \mathcal{D}(A)$ be a pure quantum state and $\mu_A$ be the maximally mixed state on register $A$. Then
\[
D_\varepsilon^\rho(\rho_A||\mu_A) = D_{\text{max}}(\rho_A||\mu_A).
\]
Proof. By definition, we have $D_\varepsilon^\rho(\rho_A||\mu_A) = \sup R : \text{Tr}(\rho_A \{\rho_A - 2^R \mu_A\}_+) \geq 1 - \varepsilon$. Now the projector $\{\rho_A - 2^R \mu_A\}_+$ contains the support of $\rho_A$ if $R < \log \dim(A)$ and otherwise is a null projector. The constraint $\text{Tr}(\rho_A \{\rho_A - 2^R \mu_A\}_+) \geq 1 - \varepsilon > 0$ requires that $\{\rho_A - 2^R \mu_A\}_+$ be a non-null projector. This implies that $D_\varepsilon^\rho(\rho_A||\mu_A) = \log \dim(A)$, which is equal to the value of $D_{\text{max}}(\rho_A||\mu_A)$. This completes the proof.

Following fact relates a projection on one system of a bipartite pure state to a projection on the other system.

Fact 17. Let $\rho_{AB} \in \mathcal{D}(AB)$ be a pure quantum state. Let $\Pi_A$ be a projector on the support of $\rho_A$ that commutes with $\rho_A$. Then there exists a projector $\Pi_B$ acting on register $B$ (which we refer to as a dual to the projector $\Pi_A$) such that $\Pi_A \rho_{AB} \Pi_A = \Pi_B \rho_{AB} \Pi_B$, $\Pi_B$ commutes with $\rho_B$ and belongs to the support of $\rho_B$.

Proof. Let $d$ be the dimension of the subspace corresponding to $\Pi_A$. Since $\Pi_A$ and $\rho_A$ commute, there exists a basis $\{|e_i\}_i$ on register $A$ and a basis $\{|f_i\}_i$ on register $B$ such that
\[
\Pi_A = \sum_{i=1}^d |e_i\rangle \langle e_i|_A, \quad |\rho\rangle_{AB} = \sum_i \lambda_i |e_i\rangle_A |f_i\rangle_B.
\]
Define $\Pi_B \overset{\text{def}}{=} \sum_{i=1}^d |f_i\rangle \langle f_i|_B$. It can be verified that $\Pi_B$ satisfies the properties mentioned in the statement.

We shall also use the well known Chernoff bounds.

Fact 18 (Chernoff bounds). Let $\varepsilon \in (0,1)$. Let $X_1, \ldots, X_n$ be independent random variables, with each $X_i \in [0,1]$ always. Let $X \overset{\text{def}}{=} X_1 + \cdots + X_n$ and $\mu \overset{\text{def}}{=} \frac{1}{n} \sum X = \frac{\sum X_i + \cdots + X_n}{n}$. Then
\[
\Pr(X \geq n(\mu + \varepsilon)) \leq \exp\left(-n \frac{\varepsilon^2}{3\mu}\right)
\]
\[
\Pr(X \leq n(\mu - \varepsilon)) \leq \exp\left(-n \frac{\varepsilon^2}{2\mu}\right).
\]

Statement of the main theorem

Now we proceed to the main result of this section, which shows that given a pure state $\rho$, one can find a pure state $\psi$ close to $\rho$ that satisfies several constraints on the max-relative entropy.
Theorem 4. Let $\delta \in (0, \frac{1}{6000})$. Let $\rho_{RMN} \in D(RMN)$ be a pure quantum state. Fix an integer $n$ such that:

$$n > 10^5 \cdot \log \frac{2}{\delta} \cdot \max\left\{ \frac{S(\rho_M) \cdot \log(1/\lambda_{\min}(\rho_M))}{\delta^2}, \frac{S(\rho_N) \cdot \log(1/\lambda_{\min}(\rho_N))}{\delta^2}, \frac{S(\rho_R) \cdot \log(1/\lambda_{\min}(\rho_R))}{\delta^2} \right\}.$$ 

Then there exists a pure quantum state $\psi_{R^nM^nN^n}$ such that:

1. $P(\psi_{R^nM^nN^n}, \rho_{RMN}^\otimes n) \leq 60\sqrt{\delta}$.
2. $\psi_{R^n} \preceq (1 + 2000\delta)\rho_R^\otimes n$.
3. $D_{\max}(\psi_{R^nM^nN^n}\|\rho_R^\otimes n \otimes \rho_N^\otimes n) \leq D_{\max}^{\sqrt{\delta}}(\rho_{RMN}^\otimes n \|\rho_R^\otimes n \otimes \rho_{RM}^\otimes n) + 10\log \frac{1}{\delta} + 12n\delta + O(\log n)$.
4. $D_{\max}(\psi_{R^nM^nN^n}\|\rho_R^\otimes n \otimes \rho_{RM}^\otimes n \otimes \rho_{RMN}^\otimes n) \leq D_{\max}^{\sqrt{\delta}}(\rho_{RMN}^\otimes n \|\rho_R^\otimes n \otimes \rho_M^\otimes n \otimes \rho_N^\otimes n) + 10\log \frac{1}{\delta} + 12n\delta + O(\log n)$.

A warm-up lemma

We first prove a simpler version of Theorem 4 wherein we assume that each of the marginals of the quantum state $\rho_{RMN}$ are maximally mixed. More formally, we show the following lemma (note that the statement below is in fact in one-shot).

Lemma 3. Let $\delta \in (0, \frac{1}{7})$. Let $\rho_{RMN} \in D(RMN)$ be a pure quantum state such that $\rho_R = \frac{1}{|R|}, \rho_M = \frac{1}{|M|}, \rho_N = \frac{1}{|N|}$. Then there exists a pure quantum state $\rho''_{RMN} \in B^{\delta}(\rho_{RMN})$ such that:

1. $\rho''_R \leq \frac{\rho_R}{1 - 100\delta}$.
2. $D_{\max}(\rho''_{RMN}\|\rho_R \otimes \rho_N) \leq D_{\max}^{\delta}(\rho_{RMN}\|\rho_R \otimes \rho_N) + 6\log \frac{1}{\delta}$.
3. $D_{\max}(\rho''_{RM}\|\rho_R \otimes \rho_M) \leq D_{\max}^{\delta}(\rho_{RM}\|\rho_R \otimes \rho_M) + 6\log \frac{1}{\delta}$.
4. $D_{\max}(\rho''_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) \leq D_{\max}^{\delta}(\rho_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) + 21\log \frac{1}{\delta}$.

Proof. Below, we use the fact that maximally mixed quantum states have exactly one value. From Fact 12 (which relates the information spectrum relative entropy to the max-relative entropy) and Fact 13 (which relates the two definitions of information spectrum relative entropy), we conclude the following relations.

$$D_{1-2\delta}^\delta(\rho_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) \leq \bar{D}_{1-2\delta}^\delta(\rho_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) \leq D_{\max}^{\delta}(\rho_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) + 5\log \frac{1}{\delta},$$

$$D_{1-2\delta}^\delta(\rho_{RM}\|\rho_R \otimes \rho_M) \leq \bar{D}_{1-2\delta}^\delta(\rho_{RM}\|\rho_R \otimes \rho_M) \leq D_{\max}^{\delta}(\rho_{RM}\|\rho_R \otimes \rho_M) + 5\log \frac{1}{\delta},$$

$$D_{1-2\delta}^\delta(\rho_{RN}\|\rho_R \otimes \rho_N) \leq \bar{D}_{1-2\delta}^\delta(\rho_{RN}\|\rho_R \otimes \rho_N) \leq D_{\max}^{\delta}(\rho_{RN}\|\rho_R \otimes \rho_N) + 5\log \frac{1}{\delta}.$$ (4)
Let $k$ be the minimum achieved in $\tilde{D}_s^{2\delta^2}(\rho_{RM}\|\rho_R \otimes \rho_M)$. Let $\Pi^{\text{def}} = \{\rho_{RM} - 2^k \rho_R \otimes \rho_M\}$ – and define the state

$$\rho'_{RMN} = \frac{\Pi \rho_{RMN} \Pi}{\text{Tr}(\Pi \rho_{RMN})}.$$ 

It holds that $\text{Tr}(\Pi \rho_{RM}) \geq 1 - 2\delta^2$. We prove the following properties of $\rho'_{RMN}$. First item shows that $\rho'$ is close to $\rho$. Second and third items show that $\rho'$ now satisfies the desired max-relative entropy constraints on systems $R$ and $R,M$. Fourth item shows that $\rho'$ still retains the information spectrum relative entropy properties of $\rho$.

**Claim 2.** It holds that

1. $P(\rho'_{RMN}, \rho_{RMN}) \leq \sqrt{2}\delta$.
2. $\rho'_R \preceq \frac{\rho_R}{1 - 2\delta^2}$.
3. $D_{\text{max}}(\rho'_R \| \rho_R \otimes \rho_M) \leq \tilde{D}_s^{2\delta^2}(\rho_{RM}\|\rho_R \otimes \rho_M) + \log \frac{1}{1 - 2\delta^2}$.
4. $\tilde{D}_s^{s\delta^2}(\rho'_{RN} \| \rho_R \otimes \rho_N) \leq D_{\text{max}}^{\delta}(\rho_{RN}\|\rho_R \otimes \rho_N) + 13 \log \frac{1}{\delta}$.
5. $\tilde{D}_s^{s\delta^2}(\rho'_{RMN} \| \rho_R \otimes \rho_M \otimes \rho_N) \leq D_{\text{max}}^{\delta}(\rho_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) + 13 \log \frac{1}{\delta}$.

**Proof.** We prove each item as follows.

1. From the Gentle measurement lemma 6, we have $F^2(\rho'_{RMN}, \rho_{RMN}) \geq \text{Tr}(\Pi \rho_{RMN}) \geq 1 - 2\delta^2$. Thus, $P(\rho'_{RMN}, \rho_{RMN}) \leq \sqrt{2}\delta$.

2. Since $\rho_R \otimes \rho_M$ commutes with $\rho_{RM}$, $\Pi$ commutes with $\rho_{RM}$ as well. Thus,

$$\rho'_R = \frac{\Pi \rho_{RM} \Pi}{\text{Tr}(\Pi \rho_{RMN})} \preceq \frac{\rho_R \otimes \rho_M}{1 - 2\delta^2}.$$ 

Thus, we conclude the statement by tracing out register $M$.

3. By definition of $\Pi$, we have

$$\rho'_R = \frac{\Pi \rho_{RM} \Pi}{\text{Tr}(\Pi \rho_{RMN})} \preceq \frac{2^k \rho_R \otimes \rho_M}{1 - 2\delta^2}.$$ 

This concludes the statement from the definition of $k$.

4. From Equation 4 and Fact 13 (which relates the information spectrum relative entropies of two close-by quantum states), we have

$$\tilde{D}_s^{s\delta^2}(\rho'_{RN} \| \rho_R \otimes \rho_N) \leq D_{\text{max}}^{s\delta^2}(\rho_{RN}\|\rho_R \otimes \rho_N) + 8 \log \frac{1}{\delta^2} \leq D_{\text{max}}^{\delta}(\rho_{RN}\|\rho_R \otimes \rho_N) + 13 \log \frac{1}{\delta}.$$ 

5. Similar arguments as above imply that

$$\tilde{D}_s^{s\delta^2}(\rho'_{RMN} \| \rho_R \otimes \rho_M \otimes \rho_N) \leq D_{\text{max}}^{\delta}(\rho_{RMN}\|\rho_R \otimes \rho_M \otimes \rho_N) + 13 \log \frac{1}{\delta}.$$ 

$\square$
Let $k'$ be the minimum achieved in $\tilde{D}_s^{8\delta^2}(\rho'_{RN} \parallel \rho_R \otimes \rho_N)$. Let $\Pi' \defeq \{\rho'_{RN} - 2k' \rho_R \otimes \rho_N\}$ and define the state

$$\rho''_{RMN} \defeq \frac{\Pi'\rho'_{RMN}\Pi'}{\text{Tr}(\Pi'\rho'_{RMN})}.$$ 

It holds that $\text{Tr}(\Pi'\rho'_{RN}) \geq 1 - 8\delta^2$. We prove the following properties for $\rho''_{RMN}$. First property says that $\rho''$ is close to $\rho$. Second and third properties say that the max-relative entropy constraints on the registers $R$ and $R,N$ hold for $\rho''$. Fourth property says that the max-relative entropy constraint on $\rho''_{RM}$ continues to hold for $\rho''$ as well, even when the projector $\Pi'$ acted on a different subsystem. This uses Fact [17] in its argument. Fifth property shows that the max-entropy constraint holds on all the registers $R,M,N$.

**Claim 3.** It holds that

1. $P(\rho''_{RMN},\rho_{RMN}) \leq 5\delta$.
2. $\rho''_R \leq \frac{\rho_R}{1-10\delta^2}$.
3. $D_{\text{max}}(\rho''_{RN} \parallel \rho_R \otimes \rho_N) \leq D_{\text{max}}^\delta(\rho_{RN} \parallel \rho_R \otimes \rho_N) + 6\log \frac{1}{\delta}$.
4. $D_{\text{max}}(\rho''_{RM} \parallel \rho_R \otimes \rho_M) \leq D^\delta_{\text{max}}(\rho_{RM} \parallel \rho_R \otimes \rho_M) + 6\log \frac{1}{\delta}$.
5. $D_{\text{max}}(\rho''_{RMN} \parallel \rho_R \otimes \rho_M \otimes \rho_N) \leq D^\delta_{\text{max}}(\rho_{RMN} \parallel \rho_R \otimes \rho_M \otimes \rho_N) + 21\log \frac{1}{\delta}$.

*Proof.* We prove each item as follows.

1. This follows from the application of the Gentle measurement lemma [6]
2. This follows similarly along the lines of Item 2 in Claim [2]
3. This follows along the lines similar to Item 3, Claim [2]
4. We note that the projector $\Pi'$ commutes with $\rho'_{RN}$ and belongs to its support. Since $\rho'_{RMN}$ is a pure state, there exists a dual projector $\tilde{\Pi}$ acting on register $M$ that belongs to the support of $\rho'_M$ and commutes with $\rho'_M$ (Fact [17]). Further, $\tilde{\Pi}$ satisfies $\text{Tr}(\tilde{\Pi}\rho'_M) = \text{Tr}(\Pi'\rho'_{RN})$ and $\rho'' = \frac{\tilde{\Pi}\rho'_{RMN}\tilde{\Pi}}{\text{Tr}(\tilde{\Pi}\rho'_{RMN})}$. Thus, we find

$$\rho''_R \leq \frac{\tilde{\Pi}\rho'_{RMN}\tilde{\Pi}}{\text{Tr}(\tilde{\Pi}\rho'_{RMN})} \leq \frac{2^k\tilde{\Pi}\rho_R \otimes \rho_M\tilde{\Pi}}{1-10\delta^2} \leq \frac{2^k\rho_R \otimes \rho_M}{1-10\delta^2}.$$ 

Above, the second inequality follows from Item 3, Claim [2] This concludes the item, from the definition of $k$ and Equation [4]

5. Along the lines similar to Item 5, Claim [2] we have that

$$D_s^{25\delta^2}(\rho''_{RMN} \parallel \rho_R \otimes \rho_M \otimes \rho_N) \leq D^\delta_{\text{max}}(\rho_{RMN} \parallel \rho_R \otimes \rho_M \otimes \rho_N) + 21\log \frac{1}{\delta}.$$ 

But $\rho''_{RMN}$ is a pure quantum state. Thus from the choice of $\delta$, which ensures that $25\delta^2 < 1$ and Fact [16] (which shows that the smooth max-relative entropy and the information spectrum relative entropy coincide for pure states), we obtain

$$D_{\text{max}}(\rho''_{RMN} \parallel \rho_R \otimes \rho_M \otimes \rho_N) \leq D^\delta_{\text{max}}(\rho_{RMN} \parallel \rho_R \otimes \rho_M \otimes \rho_N) + 21\log \frac{1}{\delta}.$$ 
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This completes the proof of the lemma.

Proof of the main theorem

Now we proceed to the proof of Theorem 4. Its proof roughly follows the proof of Lemma 3 above. Additional care is required in the arguments due to the fact that the marginals of $\rho_{RMN}^{\otimes n}$ are not exactly uniform.

Proof of Theorem 4. Our proof is divided into three main steps.

Typical projection onto the subsystems $R$, $M$, $N$: For brevity, we set $\rho_{RMnNn}^{Rn} \overset{\text{def}}{=} \rho_{RMN}^{\otimes n}$. Let $\Pi_{Rn}$ be the projector onto the eigenvectors of $\rho_{Rn}$ with eigenvalues in the range $[2^{-n(S(\rho_R)+\delta)}, 2^{-(n(S(\rho_R)-\delta))}]$. Similarly, define $\Pi_{Mn}$, $\Pi_{Nn}$. Let $\mu_{Rn}, \mu_{Mn}, \mu_{Nn}$ be the uniform distributions in the support of $\Pi_{Rn}, \Pi_{Mn}, \Pi_{Nn}$, respectively. Using Chernoff bounds (Fact 18), we have that

$$\text{Tr}(\Pi_{Rn}^n \rho_{Rn}) \geq 1 - 2 \cdot \exp(-\frac{\delta^2 \cdot n}{S(\rho_R) \cdot \log(1/\lambda_{\min}(\rho_R))}) \geq 1 - \delta$$

for the choice of $n$. Similarly, $\text{Tr}(\Pi_{Mn}^n \rho_{Mn}) \geq 1 - \delta$ and $\text{Tr}(\Pi_{Nn}^n \rho_{Nn}) \geq 1 - \delta$.

Thus, the dimensions of the projectors $\Pi_{Rn}, \Pi_{Mn}, \Pi_{Nn}$ are in the range $[(1 - \delta)2^{n(S(\rho_R)-\delta)}, 2^{n(S(\rho_R)+\delta)}], [(1 - \delta)2^{n(S(\rho_M)-\delta)}, 2^{n(S(\rho_M)+\delta)}]$ and $[(1 - \delta)2^{n(S(\rho_N)-\delta)}, 2^{n(S(\rho_N)+\delta)}]$, respectively. Following relations are now easy to observe.

\[
\begin{align*}
(1-\delta)2^{-2n\delta}\Pi_{Rn}\rho_{Rn}\Pi_{Rn} & \preceq \mu_{Rn} \\
& \preceq (1+\delta)2^{2n\delta}\Pi_{Rn}\rho_{Rn}\Pi_{Rn} \preceq (1+\delta)2^{2n\delta}\rho_{Rn}, \\
(1-\delta)2^{-2n\delta}\Pi_{Mn}\rho_{Mn}\Pi_{Mn} & \preceq \mu_{Mn} \\
& \preceq (1+\delta)2^{2n\delta}\Pi_{Mn}\rho_{Mn}\Pi_{Mn} \preceq (1+\delta)2^{2n\delta}\rho_{Mn}, \\
(1-\delta)2^{-2n\delta}\Pi_{Nn}\rho_{Nn}\Pi_{Nn} & \preceq \mu_{Nn} \\
& \preceq (1+\delta)2^{2n\delta}\Pi_{Nn}\rho_{Nn}\Pi_{Nn} \preceq (1+\delta)2^{2n\delta}\rho_{Nn}.
\end{align*}
\]

Now, define the state

$$\rho_{RMnNn}^{Rn} \overset{\text{def}}{=} \frac{\Pi_{Rn} \otimes \Pi_{Mn} \otimes \Pi_{Nn} \rho_{RnMnNn} \Pi_{Rn} \otimes \Pi_{Mn} \otimes \Pi_{Nn}}{\text{Tr}(\Pi_{Rn} \otimes \Pi_{Mn} \otimes \Pi_{Nn})}.$$ 

We will establish the following claims about $\rho_{RMnNn}^{Rn}$.

Claim 4. It holds that

1. $F(\rho_{RMnNn}^{Rn}, \rho_{RMnNn}^{Rn}) \geq 1 - 64\delta$.
2. $\text{Tr}(\rho_{RnMnNn} \Pi_{Rn} \otimes \Pi_{Mn} \otimes \Pi_{Nn}) \geq 1 - 64\delta$.
3. $\rho_{RMnNn}^{Rn} \in \text{supp}(\Pi_{Rn} \otimes \Pi_{Mn} \otimes \Pi_{Nn})$.
4. $\rho_{Rn}^{Rn} \leq \frac{1}{1 - 64\delta} \rho_{Rn}$, $\rho_{Mn}^{Mn} \leq \frac{1}{1 - 64\delta} \rho_{Mn}$, $\rho_{Nn}^{Nn} \leq \frac{1}{1 - 64\delta} \rho_{Nn}$.

Proof. We prove each item in a sequence below.

1. This is a straightforward application of Gentle measurement lemma (Fact 6 and Fact 7).
2. This follows along similar lines as argued above.

3. This follows since \((\Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n}) \rho_{R^n M^n N^n} (\Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n}) \preceq \Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n} \).

4. We proceed as follows for \(\rho'_{R^n} \).

\[
\rho'_{R^n} = \frac{1}{\text{Tr}(\rho_{R^n M^n N^n} (\Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n}))} \text{Tr}_{M^n N^n} (\rho_{R^n M^n N^n} (\Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n})) \\
\preceq \frac{1}{\text{Tr}(\rho_{R^n M^n N^n} (\Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n}))} \text{Tr}_{M^n N^n} (\rho_{R^n M^n N^n} (\Pi_{R_n} \otimes \Pi_{M^n} \otimes \Pi_{N^n})) \\
= \frac{1}{\Pi_{R^n} \rho_{R^n} \Pi_{R^n}} \leq \frac{1}{1 - 64\delta_{R^n}} \rho_{R^n}.
\]

Last inequality is due to Item 2 above and the fact that \(\Pi_{R_n} \) is a projector onto certain eigenspace of \(\rho_{R^n} \). Same argument holds for \(\rho_{M^n} \) and \(\rho_{N^n} \).

\(\square\)

**Switching to the information spectrum relative entropy:** Using above claim, we now proceed to the second step of our proof. As a corollary from the Claim (Item 1), along with Fact 12 we conclude

\[
D_1^{1-90\delta} (\rho_{R^n M^n N^n} \parallel \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}) - 2 \log \frac{1}{\delta} \leq D_{\max}^{9\sqrt{7}} (\rho'_{R^n M^n N^n} \parallel \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}) \\
\leq D_{\max}^{9\sqrt{7}} (\rho_{R^n M^n N^n} \parallel \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}). \tag{6}
\]

Fact 15 implies that

\[
D_1^{1-90\delta} (\rho'_{R^n M^n N^n} \parallel \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}) = D_1^{1-90\delta} (\rho'_{R^n M^n N^n} \parallel \Pi_{R^n} \rho_{R^n} \Pi_{R^n} \\
\otimes \Pi_{M^n} \rho_{M^n} \Pi_{M^n} \otimes \Pi_{N^n} \rho_{N^n} \Pi_{N^n})).
\]

Let \(v \overset{\text{def}}{=} v(\Pi_{R^n} \rho_{R^n} \Pi_{R^n} \otimes \Pi_{M^n} \rho_{M^n} \Pi_{M^n} \otimes \Pi_{N^n} \rho_{N^n} \Pi_{N^n}) \), which is the number of distinct eigenvalues of
Combining this with Equation 6, we conclude that

\[ D_n^{1-90\delta} \left( \rho_{R^n M^n N^n} \right) \]

\[ \Pi_{M^n} \rho_{M^n} \Pi_{M^n} \otimes \Pi_{N^n} \rho_{N^n} \Pi_{N^n} \].

We apply Fact 13 along with Equation 5 to conclude that

\[ D_n^{1-90\delta} \left( \rho_{R^n M^n N^n} \| \Pi_{R^n} \rho_{R^n} \Pi_{R^n} \otimes \Pi_{M^n} \rho_{M^n} \Pi_{M^n} \otimes \Pi_{N^n} \rho_{N^n} \Pi_{N^n} \right) \]

\[ \geq D_n^{400\delta} \left( \rho_{R^n M^n N^n} \| \mu_{R^n} \otimes \mu_{M^n} \otimes \mu_{N^n} \right) \]

\[ - \log \frac{2^{6n\delta}}{(1 - \delta)^3} - \log v - 5 \log \frac{1}{\delta} \]

Combining this with Equation 6, we conclude that

\[ D_n^{400\delta} \left( \rho_{R^n M^n N^n} \| \mu_{R^n} \otimes \mu_{M^n} \otimes \mu_{N^n} \right) \]

\[ \leq D_{\max}^\delta \left( \rho_{R^n M^n N^n} \| \rho_{R^n} \otimes \rho_{M^n} \right) \]

\[ + 8 \log \frac{1}{\delta} + 6n\delta + \log v. \]

(7)

In the same way, we can argue that

\[ D_n^{400\delta} \left( \rho_{R^n M^n N^n} \| \mu_{R^n} \otimes \mu_{M^n} \right) \]

\[ \leq D_{\max}^\delta \left( \rho_{R^n M^n N^n} \| \rho_{R^n} \otimes \rho_{M^n} \right) \]

\[ + 8 \log \frac{1}{\delta} + 6n\delta + \log v. \]

(8)

and

\[ D_n^{400\delta} \left( \rho_{R^n M^n N^n} \| \mu_{R^n} \otimes \mu_{M^n} \right) \]

\[ \leq D_{\max}^\delta \left( \rho_{R^n M^n N^n} \| \rho_{R^n} \otimes \rho_{M^n} \right) \]

\[ + 8 \log \frac{1}{\delta} + 6n\delta + \log v. \]

(9)

Removing large eigenvalues from a subsystem: Let \( k \) be the minimum achieved in \( D_n^{400\delta}(\rho_{R^n M^n} \| \mu_{R^n} \otimes \mu_{M^n}) \).

For brevity, set \( \Pi' \) \( \equiv \{ \rho_{R^n M^n} - 2^k \rho_{R^n} \otimes \rho_{M^n} \} \) and define the state

\[ \rho_{R^n M^n N^n}'' \equiv \frac{\Pi' \rho_{R^n M^n N^n}'' \Pi'}{\text{Tr}(\Pi' \rho_{R^n M^n N^n}'' \Pi')}. \]

It holds that \( \text{Tr}(\Pi' \rho_{A^n B^n}'') \geq 1 - 400\delta \). We prove the following properties for \( \rho_{R^n M^n N^n}'' \).

Claim 5. It holds that

1. \( P(\rho_{R^n M^n N^n}'' \| \rho_{R^n M^n N^n}'' \leq 30\sqrt{\delta} \).

2. \( \rho_{R^n}'' \leq (1 + 1000\delta) \rho_{R^n}, \rho_{M^n}'' \leq (1 + 1000\delta) \rho_{M^n}, \rho_{N^n}'' \leq (1 + 1000\delta) \rho_{N^n} \). Furthermore, \( \rho_{R^n}'' \in \text{supp}(\Pi_{R^n}), \rho_{M^n}'' \in \text{supp}(\Pi_{M^n}), \text{ and } \rho_{N^n}'' \in \text{supp}(\Pi_{N^n}) \).

3. \( D_{\max}(\rho_{R^n M^n}'' \| \rho_{R^n} \otimes \rho_{M^n}) \leq D_{\max}^\delta(\rho_{R^n M^n}'' \| \rho_{R^n} \otimes \rho_{M^n}) + 9 \log \frac{1}{\delta} + 12n\delta + \log v \).

4. \( D_n^{1300\delta}(\rho_{R^n M^n N^n}'' \| \mu_{R^n} \otimes \mu_{M^n} \otimes \mu_{N^n}) \leq D_{\max}^\delta(\rho_{R^n M^n N^n}'' \| \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}) + 8 \log \frac{1}{\delta} + 6n\delta + \log v \).

\[ \tilde{D}_n^{1300\delta}(\rho_{R^n M^n N^n}'' \| \mu_{R^n} \otimes \mu_{N^n}) \leq D_{\max}^\delta(\rho_{R^n N^n}'' \| \rho_{R^n} \otimes \rho_{N^n}) + 8 \log \frac{1}{\delta} + 6n\delta + \log v. \]
Proof. We prove the items in the respective sequence.

1. From Gentle measurement lemma \textbf{6} we have that $F^2(\rho_{R^nM^nN^n}^\prime, \rho_{R^nM^nN^n}^\prime) \geq \text{Tr}(\Pi'\rho_{R^nM^nN^n}^\prime) \geq 1 - 400\delta$. Using Claim \textbf{4} (Item 1) and triangle inequality for purified distance (Fact \textbf{1}), we obtain that $P(\rho_{R^nM^nN^n}^\prime, \rho_{R^nM^nN^n}^\prime) \leq 30\sqrt{\delta}$.

2. Since $\mu_{R^n} \otimes \mu_{M^n}$ is uniform in the support of $\rho_{R^nM^n}^\prime, \rho_{R^nM^n}^\prime$ commutes with $\mu_{R^n} \otimes \mu_{M^n}$. This immediately implies that $\Pi'$ commutes with $\rho_{R^nM^n}^\prime$. Thus, we conclude that

$$\rho_{R^nM^n}'' = \frac{\Pi'\rho_{R^nM^n}'\Pi'}{\text{Tr}(\Pi'\rho_{R^nM^n}')} \leq \frac{\rho_{R^n}'}{1 - 400\delta},$$

where the inequality follows from the relation $\text{Tr}(\Pi'\rho_{R^nM^n}') \geq 1 - 400\delta$. Invoking Claim \textbf{4} (Item 4), we obtain

$$\rho_{R^n}' \leq \rho_{R^n}'' \leq \rho_{R^n} \leq \rho_{R^n}.$$  

Similarly, we obtain $\rho_{M^n}' \leq \rho_{M^n}'' \leq \rho_{M^n}$. The inequality $\rho_{N^n}' \leq \rho_{N^n}'' \leq \rho_{N^n}$ follows from the fact that $\Pi'$ does not act on register $N^n$. First part of the item now follows since $\frac{\rho_{M^n}'}{1 - 410\delta} < 1 + 1000\delta$ for the choice of $\delta$.

For the second part, we use the fact that $\rho_{R^n}' \in \text{supp}(\Pi'\rho_{R^n})$ and the relation $\rho_{R^n}'' \leq \rho_{R^n}' \leq \rho_{R^n}$ established above. Same argument holds for $\rho_{M^n}' \leq \rho_{M^n}''$, $\rho_{N^n}' \leq \rho_{N^n}''$.

3. By definition of $\Pi'$, we have that

$$\Pi'\rho_{R^nM^n}'\Pi' \leq 2^k\text{Tr}(\Pi'\rho_{R^nM^n}'\Pi') \leq 2^k\mu_{R^n} \otimes \mu_{M^n},$$

where last inequality holds since $\mu_{R^n} \otimes \mu_{M^n}$ is uniform and $\Pi'$ is in its support. Thus,

$$\rho_{R^nM^n}'' = \frac{\Pi'\rho_{R^nM^n}'\Pi'}{\text{Tr}(\Pi'\rho_{R^nM^n}')} \leq \frac{2^k}{1 - 400\delta} \cdot \mu_{R^n} \otimes \mu_{M^n}.$$  

From Equation \textbf{5}, this further implies that

$$\rho_{R^nM^n}'' \leq \frac{(1 + \delta)^2 \cdot 2^{2n\delta} \cdot 2^k}{1 - 400\delta} \cdot \rho_{R^n} \otimes \rho_{M^n}.$$  

This proves the item after using Equation \textbf{8} to upper bound $k$.

4. Applying Fact \textbf{13} we conclude from Equation \textbf{7} that

$$D_s^{1 - 400\delta} (\rho_{R^nM^nN^n}'' \| \mu_{R^n} \otimes \mu_{M^n} \otimes \mu_{N^n}) \leq D_{\max}^5 (\rho_{R^nM^nN^n}'' \| \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}) + 8 \log \frac{1}{\delta} + 6n\delta + \log v.$$  

Now we use Fact \textbf{13} along with the Item 1 above, which says that $P(\rho_{R^nM^nN^n}'' \| \rho_{R^nM^nN^n}) \leq 30\sqrt{\delta}$, to conclude that

$$D_s^{1 - 400\delta} (\rho_{R^nM^nN^n}'' \| \mu_{R^n} \otimes \mu_{M^n} \otimes \mu_{N^n}) \leq D_{\max}^5 (\rho_{R^nM^nN^n}'' \| \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}) + 8 \log \frac{1}{\delta} + 6n\delta + \log v.$$  

Second expression in this item follows similarly using Equation \textbf{9}.  

32
Removing large eigenvalues from another subsystem: Let $k'$ be the minimum achieved in $\hat{D}_s^{1300\delta} (\rho_{R^0, N^0}^{\mu} \| \mu_{R^0} \otimes \mu_{N^0})$. For brevity, set $\Pi'' \overset{\text{def}}{=} \{ \rho_{R^0, N^0}^{\mu} - 2k' \mu_{R^0} \otimes \mu_{N^0} \}_-$ and define the state

$$
\rho_{R^0, M^n, N^n}'' \overset{\text{def}}{=} \frac{\Pi'' \rho_{R^0, M^n, N^n} \Pi''}{\text{Tr}(\Pi'' \rho_{R^0, M^n, N^n} \Pi'')}.
$$

It holds that $\text{Tr}(\Pi'' \rho_{A^n, B^n}'' \geq 1 - 1300\delta$. We prove the following properties for $\rho_{R^0, M^n, N^n}''$.

**Claim 6.** It holds that

1. $P(\rho_{R^0, M^n, N^n}'' \| \rho_{R^0, M^n, N^n}) \leq 60\sqrt{\delta}$.
2. $\rho_{R^0}'' \leq (1 + 2000\delta) \rho_{R^0}$.
3. $D_{\text{max}}(\rho_{R^0, N^n}'' \| \rho_{R^0} \otimes \rho_{N^n}) \leq D_{\text{max}}^{\sqrt{\delta}}(\rho_{R^0, N^n} \| \rho_{R^0} \otimes \rho_{N^n}) + 10 \log \frac{1}{\delta} + 12n\delta + \log v$.
4. $D_{\text{max}}(\rho_{R^0, M^n}'' \| \rho_{R^0} \otimes \rho_{M^n}) \leq D_{\text{max}}^{\sqrt{\delta}}(\rho_{R^0, M^n} \| \rho_{R^0} \otimes \rho_{M^n}) + 10 \log \frac{1}{\delta} + 12n\delta + \log v$.
5. $D_{\text{max}}(\rho_{R^0, M^n, N^n}'' \| \rho_{R^0} \otimes \rho_{M^n} \otimes \rho_{N^n}) \leq D_{\text{max}}^{\sqrt{\delta}}(\rho_{R^0, M^n, N^n} \| \rho_{R^0} \otimes \rho_{M^n} \otimes \rho_{N^n}) + 10 \log \frac{1}{\delta} + 12n\delta + \log v$.

**Proof.** We prove each item as follows.

1. This follows similarly along the lines of Item 1 in Claim 5.
2. This follows similarly along the lines of Item 2 in Claim 5.
3. This follows similarly along the lines of Item 3 in Claim 5 and also uses Item 4 of Claim 5.
4. We note that the projector $\Pi''$ commutes with $\rho_{R^0, M^n}''$ and belongs to its support. Since $\rho_{R^0, M^n, N^n}''$ is a pure state, there exists a dual projector $\Pi$ acting on register $M^n$ that belongs to the support of $\rho_{M^n}''$ and commutes with $\rho_{M^n}''$ such that $\text{Tr}(\Pi \rho_{R^0, M^n, N^n}'' \Pi) = \text{Tr}(\Pi'' \rho_{R^0, M^n, N^n}'' \Pi)$ and $\rho_{R^0, M^n, N^n}'' = \frac{\Pi'' \rho_{R^0, M^n, N^n} \Pi''}{\text{Tr}(\Pi'' \rho_{R^0, M^n, N^n} \Pi'')} \Pi''$

Thus, we find

$$
\rho_{R^0, M^n}'' \leq \frac{\Pi'' \rho_{R^0, M^n} \Pi''}{1 - 1300\delta} \leq \frac{2k' \Pi \mu_{R^0} \otimes \mu_{M^n} \Pi}{1 - 1700\delta} = \frac{2k' \mu_{R^0} \otimes \mu_{M^n}}{1 - 1700\delta}.
$$

Above, the second inequality is immediate from the definition of $\rho_{R^0, M^n}''$ (and also appears in the proof of Item 3, Claim 5). Last inequality follows from the observation that $\Pi$ is in the support of $\rho_{M^n}''$ and hence in the support of $\Pi M^n$, as implied by Claim 5 (Item 2). This ensures that $\Pi$ is in the support of $\mu_{M^n}$. The item concludes by using Equation 5.

5. From Claim 5 (Item 4), and Fact 13 we conclude that

$$
\begin{align*}
D_{s}^{1/5000\delta} (\rho_{R^0, M^n, N^n}'' \| \mu_{R^0} \otimes \mu_{M^n} \otimes \mu_{N^n}) \\
&\leq D_{\text{max}}^{\sqrt{\delta}}(\rho_{R^0, M^n, N^n} \| \rho_{R^0} \otimes \rho_{M^n} \otimes \rho_{N^n}) \\
&+ 10 \log \frac{1}{\delta} + 6n\delta + \log v.
\end{align*}
$$
But observe that $\rho''_{R^n M^n N^n}$ is a pure state. Thus, from the choice of $\delta$ which ensures that $5000\delta < 1$ and Fact 16, we have that

$$D_{\text{max}} \left( \rho''_{R^n M^n N^n} \parallel \mu_{R^n} \otimes \mu_{M^n} \otimes \mu_{N^n} \right)$$

$$\leq D_{\text{max}}^{\sqrt{\delta}} \left( \rho_{R^n M^n N^n} \parallel \rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n} \right)$$

$$+ 10 \log \frac{1}{\delta} + 6n\delta + \log v.$$

The item now follows from Equation 5.

Now the value of $v$, which is the number of distinct eigenvalues of $\Pi_{R^n} \rho_{R^n} \Pi_{R^n} \otimes \Pi_{M^n} \rho_{M^n} \Pi_{M^n} \otimes \Pi_{N^n} \rho_{N^n} \Pi_{N^n}$, is upper bounded by the number of distinct eigenvalues of $\rho_{R^n} \otimes \rho_{M^n} \otimes \rho_{N^n}$. This is at most $n^{2|R| + 2|M| + 2|N|}$. This proves the theorem, combining with the Claim 6 and setting $\psi_{R^n M^n N^n} = \rho''_{R^n M^n N^n}$. □