Application of Docker Swarm cluster for testing programs, developed for system of devices within paradigm of Internet of things
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Abstract. Today, a description of various Internet devices very often appears on the Internet. For the efficient operation of the Industrial Internet of things, it is necessary to provide a modern level of data processing starting from getting them from devices ending with returning them to devices in a processed form. Current solutions of the Internet of Things are mainly focused on the development of centralized decisions, projecting the Internet of Things on the set of cloud-based platforms that are open, but limit the ability of participants of the Internet of Things to adapt these systems to their own problems. Therefore, it is often necessary to create specialized software for specific areas of the Internet of Things. This article describes the solution of the problem of virtualization of the system of devices based on the Docker system. This solution allows developers to test any software on any number of devices forming a mesh.

1. Introduction

Internet of Things (IoT) is a system of interconnected computer devices, mechanisms and computers, objects, animals or people that have unique identifiers and the ability to transfer data over the network without human intervention. An example of a participant in an IoT ecosystem can be a car with built-in sensors that warn the driver of the danger, or it can be a person with a medical bracelet, which collects health data and then sends them to the doctor.

But, the Internet of things is not just the devices connected to the Internet. This is a system of devices that has three properties: first - connection to the Internet, second - the interaction of devices, third is the ability to analyze the situation and make a decision for a person, the ability to guess his future actions and desires.

In fact, people started talking about the Internet of things in the beginning of the 20th century.

So, in 1926 Nikola Tesla in an interview given to Collier's magazine said that in the future, the radio will be transformed into a "big brain". All things will become a part of a single whole, and management tools will easily fit in a pocket.

The first Internet thing appeared in 1990. It was a toaster.

In 1999, at the meeting of the developers of sensory technologies, a new loud term was required, meaning a big step forward. Then Kevin Ashton first proposed the term "Internet of Things".

In 2003, about 6.3 billion people lived on the planet, and 500 million devices were connected to the Internet. If one divides the number of connected devices by the number of people on the planet, one will get that for each person there is less than one device. Thus, according to Cisco's definition, in
2003, the Internet of things had not existed yet. Smartphones that time only appeared on the market. Let us recall that Steve Jobs announced the iPhone only four years later - in 2007.

In 2010, the number of connected devices grew to 12 billion, while the world population was 6.8 billion people. Thus, for the first time in history, each person has had more than one connected device.

Therefore, scientists believe that the transition from the "Internet of people" to the "Internet of things" occurred in 2009.

Today there is also the industrial Internet of things, when interaction through the Internet occurs at the level of industrial machines and systems. But, despite the fairly long development of IoT technologies, there are still many problems in this area.

For the efficient operation of the Industrial Internet of things, one needs to provide a modern level of data processing from getting them from devices to returning them to devices in a processed form.

According to forecasts for 2020, there will be 20 million smart devices in the world that can communicate with each other. When developing software for IoT, it is necessary to have the device itself, which is not always possible. The solution to this problem is virtualization.

Many devices of the Internet of things have low computing powers, but if these devices are combined into a cluster, the total capacity will be sufficient for solving various applied problems. An example of such task is real-time recognition of car numbers. Its solution consists of two stages:

1. union of devices into a cluster;
2. distribution of computing tasks by cluster nodes.

This article describes these two stages. A possible solution for creating a test stand from various IoT devices for testing software and the functioning of a system of devices based on the Docker platform is considered. The obtained results were tested on the task of testing the developed software for recognizing car numbers on images and video.

The content of the article is as follows. Section 1 describes the main stages and trends in the development of IoT. Section 2 describes similar research in the field of IoT. In Section 3, the existing methods of virtualization are considered and the way of virtualizing the level of the operating system chosen by the authors, namely Docker, is justified. Section 4 shows the use of the Docker platform to create a virtual environment for testing software for analyzing images or video in identifying vehicle numbers. Section 5 focuses on the ability of Docker to consolidate individual physical or virtual machines into clusters. This mode allows users to emulate situations when several devices are in the same network. Section 6 provides an example of how a web service works to distribute tasks on cluster nodes. In Section «Conclusion», the results of research are summed up.

2. Related Works

Due to the fact that the Internet of things is a very rapidly developing field, in the last 5 years there have appeared a lot of research related to this field. Most of these research are related to application aspects, with reliability and security, with the processing of a large data flow, with the reliability and performance of networks.

So, throughout the last decade, many researchers have dedicated their contributions to handling the bottleneck issue. At the service level, a data reduction could be accomplished by aggregation and compression techniques, regardless of application information, for example, in [1]. Along with a reducing amount, the quality of service (QoS) such as throughputs and delays could also be specified and controlled [2]. Above the service level, the solutions on application level exploit user-specified requirements to draw only requested data streams (i.e., drop unrequested streams) [3-5]. Solution of the problem of bottlenecks on the local gateway is considered in article [6].

The problem of information compression is discussed in [7], where it is said that although the typical network bandwidth available in mobile devices has been improving it remains limited with the rise in communication activity. Therefore, data could be optimised on the device to make it more suitable for the available network bandwidth. A scalable real-time data sharing system can be built by
using existing message formats, messaging architectures and compression techniques. The article considers the problem of the bandwidth limitation and scalability issue with special focus on the impact of message compression in such networks [7].

The problems of processing large data are discussed in [8]. Paper [8] focuses on the specific problem of Big Data classification of network intrusion traffic. It discusses the system challenges presented by the Big Data problems associated with network intrusion prediction. The prediction of a possible intrusion attack in a network requires continuous collection of traffic data and learning of their characteristics on the fly.

When the problem concerns large amounts of data, it is always relevant to the question of the application of high-performance systems and special boards. A number of publications are also devoted to this [9-11].

However, employing multicore in mobile devices triggers a new issue. As the number of cores increases, the power consumption used by cores becomes a significant portion in mobile devices. The increased power consumption puts pressure on the energy resource in a mobile device due to the limitation in battery capacity [12]. In addition, it causes the high internal temperature in a mobile device [13], having a potential to result in the thermal runaway [14].

Sensor networks offer a powerful combination of distributed sensing, computing and communication. They lend themselves to countless applications and, at the same time, offer numerous challenges due to their peculiarities, primarily the stringent energy constraints to which sensing nodes are typically subjected. The distinguishing traits of sensor networks have a direct impact on the hardware design of the nodes at least four levels: power source, processor, communication hardware, and sensors. [23]

A lot of research is devoted to information security issues. The proposed in [15] method can detect and report the possible IoT attacks with three types: jam-attack, false-attack, and reply-attack automatically.

Because the resources of IoT’s front devices are constrained, many security mechanisms are hard to be implemented to protect the IoT networks. Some lightweight encryption methods are considered as the core technology to build the security mechanism of IoT [16], but considering the increments of the hacker’s computation ability (the usage of Cloud Computing, Distributed Computing, Quantum computation, etc.), those lightweight cryptography methods are going to be crushed in the foreseeable future. Other kinds of security enforcement methods, such as the intrusion detection system, should be considered to protect the IoT networks [17].

And of course a lot of research is being done in the field of applying the technology of the Internet of things to different spheres of human activity. There is a mechanism for determining the health of the elderly on the basis of daily activities [18], a new medical information system called Alarm Net designed for smart healthcare [19], use of sensors and sensor networks to reduce GHG emissions and to evaluate their impact on the environment [20] and other studies.

All these studies are undoubtedly very important, but there is an immediate group of issues without which the Internet of things simply can not exist. These questions concern the organization of the Internet of things. First of all, these are networks [21,22].

Getting nearer to the world of the Internet of Things, a variety of promising applications, for instance, health monitoring, product monitoring, structure monitoring, smart appliance control, and smart buildings, have emerged. Those applications can be driven by up to petabyte scale of data streams. A high volume of collected values and metadata, as well as a variety and velocity of the streams, are challenging.

Towards the world of the Internet of Things, people utilize knowledge from sensor streams in various kinds of smart applications. The number of sensing devices is rapidly increasing along with the amount of sensing data.

In view of the large difference in sensory devices, research in the field of building and testing systems from various interconnected devices of the Internet of things is very important today.

In this area, it is necessary to identify research related to virtualization.
Given the fact that many companies are adopting a virtual desktop infrastructure (VDI) for private cloud computing to reduce costs and enhance the efficiency of their servers, some studies were devoted to the search of various desktop virtualization solutions based on systems, such as VMware, Citrix, and Microsoft [24].

With the advancement of computing and network virtualization technology, the networking research community is interested in network emulation. Compared with network simulation, network emulation can provide more relevant and comprehensive details. In [25] EmuStack, a large-scale real-time emulation platform for Delay Tolerant Network (DTN) is proposed.

Emulab [26] is one of the well-known testbeds using the container virtualization in Linux. Due to the efficiency of container, Emulab possesses a good support for scalability. Although these technologies introduced in Emulab are not the latest now, the design philosophies are still helpful for current researchers to design large-scale test bed. Additionally, Lantz et al. [27] designed Mininet based on the container virtualization technique including processes and network namespaces technique. Mininet can support SDN and run on a single computer. Handigol et al. [28] further improved Mininet performance with enhancements to a resource provisioning, isolation, and monitoring system. Besides, Handigol replicated a number of previously published experimental results and proved that Linux Container (LXC) [29] technology is not only lightweight but also possesses a good fidelity and performance. In order to perform an in-depth performance evaluation of LXC, Xavier et al. [30] conducted a number of experiments to evaluate various compute virtualization technologies and finally proved that LXC virtualization has a near-native performance on CPU, memory, disk, and network.

In this article, the authors want to show the application of the Docker system for virtualization.

3. Choosing a way of virtualization

Today there are different ways of virtualization:

1. Emulation of equipment. This type of virtualization involves the joint development of hardware and embedded software. Using this approach, a virtual machine (VM) of hardware is created on the host system for simulating the required hardware.

In order for the developers of embedded software not to depend on the availability of real hardware, they can use virtual equipment for testing and developing software.

The main problem in the case of hardware emulation is a strong slowdown in the performance of running programs in a virtual environment. This happens due to making software simulation of hardware. In this case, the slowdown can reach 100 times. Nevertheless, hardware emulation has significant advantages over other ways of virtualization. For example, when using this type of virtualization may be used an operating system that is designed for PowerPC® on a system with an ARM processor, and can also manage multiple virtual machines, each of which will be modeled by another processor.

2. Full (hardware) virtualization. This virtualization model uses middleware software, a hypervisor, or a virtual machine manager. The hypervisor is the connecting node between the hardware and the guest OS.

The virtual machine manager must have installed protection, because the hardware of the guest OS does not belong to it, but is shared by the manager. Hardware virtualization is used to create corporate systems. In this case, large vendors such as VMware, IBM and Microsoft are creating their own virtualization platforms based on hardware virtualization technologies Intel VT (VT-x), AMD-V.

3. Paravirtualization is another way of virtualization, which has some similarities with full virtualization. This virtualization approach uses a hypervisor only to share access to hardware resources. In this case, the code that concerns virtualization is combined in the OS. This approach helps the complete removal of such operations as recompilation or interception, because the guest OS and the host operating system are combined during the virtualization process. But to achieve this result, it is necessary that the guest operating system be modified for the hypervisor and this fact is a
disadvantage of this type of virtualization, because not every OS has open source code for modification.

But, despite the significant disadvantage due to the necessary changes in the kernel code of the guest OS, paravirtualization provides performance comparable to the performance of real systems. In this case, as in the case of full virtualization, different operating systems can simultaneously be supported.

4. Operating system level virtualization. If this type of virtualization is used, the guest operating systems are created above the host operating system. Therefore, this method supports a single operating system and, in general, guest OS (containers) are isolated from each other. In order to share resources between containers, it is necessary to make changes to the core of the host operating system (for example, OpenVZ), but this minus is leveled by native performance, without imposing any costs for virtualization of devices. This approach is used in Virtuozzo / OpenVZ, Linux Containers (LXC), KVM, Docker.

From the above discussed methods of virtualization to develop and test the software, the authors used virtualization of the operating system level, namely the Docker software. This method allowed us to cover a much larger number of devices compared to the ways in which the equipment is emulated.

4. Using the Docker platform to create a virtual environment

Docker is an open platform for container virtualization on Linux. As it was mentioned above, this software uses operating system-level virtualization and has a requirement for a specific version of the Linux kernel, i.e. 3.10 or higher.

Using Docker processes can be run in an isolated environment. The process running in Docker assumes that it works in a minimal environment, where except it there are only its child processes. Although the process is running in the same operating system as other normal processes, this process simply does not see them, exactly as it does not see the files and everything else outside of its isolated area.

The minimum environment in which the process runs is called the container. The container is an isolated operating system with its own network, files and devices. The container can interact with both the main operating system and with other containers, for example, mount certain folders and files, use a common network, open any necessary ports.

To create a docker container, it is necessary to use images. The image is a template that contains the operating system and the necessary applications. Images can be located either locally or in a special public registry (dockerhub). The image template is described declaratively in the Dockerfile, using a special syntax. Next, let us consider an example of an image template that contains the operating system Ubuntu and has preinstalled software OpenALPR.

```
FROM ubuntu:16.04
RUN apt-get update
&& apt-get install -y
openalpr
openalpr-daemon
openalpr-utils
libopenalpr-dev
WORKDIR /data
ENTRYPOINT ["alpr"]
```

OpenALPR - free software created in C ++ that allows one to analyze images or video to identify car numbers.

In order to create an image from the template, it is necessary to use the command «docker build». As a result, one obtained a ready environment, which can be run on an unlimited number of containers.

Below are the results obtained with the software OpenALPR, which was launched in a container:

docker build --tag openalpr

docker run openalpr
5. Combining IoT devices in the cluster

It should be noted that Docker has the ability to combine separate physical or virtual machines into clusters, this possibility is called «swarm». This mode allows users to emulate situations when several devices are in the same network.

Using Docker Swarm, it is necessary to test the prototype. To do this, it is necessary to create nodes using the Docker Machine. Docker Machine is a tool that turns virtual or physical servers into Docker nodes. At the moment, Docker Machine includes about 12 drivers for various cloud platforms, including Amazon EC2, VirtualBox, Google Cloud Platform and OpenStack.

For testing, there were 3 virtual nodes using the following command sequence:

```
docker-machine create -d virtualbox node1
docker-machine create -d virtualbox node2
docker-machine create -d virtualbox node3
```

Next, it is necessary to define the roles for the created nodes and make the network:
```
docker swarm init --advertise-addr 192.168.99.100
```
Swarm initialized: current node (wlx5xrspv4enim4c1xbmcuo) is now a manager.
```
docker network create --driver overlay --subnet 192.168.1.0/24 --opt encrypted mesh-network
```

After creating a «swarm» cluster, one can create and launch services. For testing, it is necessary to create two images. The first will contain the broker's code; the second image will contain the agent code. Next, it is necessary to create a configuration file docker-compose.yml, which will describe the services and deployment rules. To combine all services into a single network, one uses networks section. The cluster is created using the command «docker stack deploy -c docker-compose.yml mesh» (fig. 1).

```
5. Combining IoT devices in the cluster

The docker-compose.yml will contain the following rules:

1. the broker service must be deployed on a node that acts as a manager;
2. the service agent must be located on the nodes acting in the role of workers;
3. the number of instances of the service «agent» must be equal to two.

Below is the code of the broker:
```
version: "3"
services:
  broker:
    image: sergeyleti/broker
    ports:
deploy:
  mode: global
placement:
  constraints: [node.role == manager]
agent:
  image: sergeyleti/agent
deploy:
  replicas: 2
placement:
  constraints: [node.role == worker]

networks:
  default:
  external:
    name: mesh-network

6. An example of the functioning of a web service for task distribution on cluster nodes

After the cluster is created, the broker of task and its web interface will be available on port 54859. View information about the available devices (Fig. 2) by clicking on the link http://<broker_ip>:54589/devices/info/all. It can be seen that agents are started only on two nodes; this is confirmed by the available information about the resources.

```json
{
  "192.168.1.1": {},
  "192.168.1.10": {},
  "192.168.1.2": {
    "cpu": {
      "percents_free": 99.0,
      "percents_load": 1.0
    },
    "memory": {
      "free": 144165684,
      "total": 1044127744,
      "use": 899932100
    },
    "processes": {
      "count": 2
    }
  },
  "192.168.1.3": {
    "cpu": {
      "percents_free": 96.6,
      "percents_load": 3.4
    },
    "memory": {
      "free": 144175312,
      "total": 1044127744,
      "use": 900378432
    },
    "processes": {
      "count": 2
    }
  },
  "192.168.1.4": {
    "cpu": {
      "percents_free": 96.0,
      "percents_load": 4.0
    },
    "memory": {
      "free": 144162816,
      "total": 1044127744,
      "use": 899665928
    },
    "processes": {
      "count": 2
    }
  },
  "192.168.1.5": {},
  "192.168.1.6": {}
}
```

Figure 2. The status of all devices in the network.
To test the system, it is necessary to create a task by clicking on the link http://<broker_ip>:54589/task/spawn, fill out the form and send the task for execution. Figure 3 shows a screenshot of the task creation form, which determines the vehicle number from the photo, using the ALPR (Automatic license-plate recognition) technology.

![Task creation form](image)

**Figure 3.** The task creation form

The car number recognition software is added to the agent image and is available in the container. The result of solving this problem is shown in Figure 4.
Figure 4. The result of the task of recognizing the number of the car

The task distribution statistics is available at http://<broker_ip>:54589/tasks/stat. The screenshot with the output of the result is presented below in Figure 5.

Figure 5. The task distribution statistics

This example illustrates the possibility of testing software developed for IoT. Docker Swarm cluster allows one to add an unlimited number of nodes, and Docker allows one to run an unlimited number of containers on these nodes, which allows one to do full-scale testing that is close to real conditions.

7. Conclusion

IoT technology at the moment is a promising technology that can radically change the world. But today, in this new paradigm of communication between people and things, there are many problems that need to be solved, and one of them is the possibility of testing software in conditions close to real.

Based on the results of the done work, one can conclude that Docker and container virtualization is ideally suited for the development and testing of software in the field of IoT. Isolation of processes in containers allows increasing the level of security of IoT devices, the ability to create various configurations of virtual environments, testing more thoroughly and comprehensively the created software and reducing the number of defects.
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