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The essence of context awareness has changed the revolution of ubiquitous computing, and the wireless sensor network technologies paved the way towards many applications. Activity recognition is a key component in identifying the context of a user for providing services based on the application. In this study, we propose a context management model that is based on activity recognition. The model is composed of four components: a set of sensors, a set of activities, a backend server with machine learning algorithms, and a GUI application for the interaction with the user. A prototype is developed to show the usability of the proposed model. As a pilot testing, only accelerometer data of an Android phone is used to identify the activities of daily living (ADLs): sitting, standing, walking, and jogging. A good accuracy of results that is about 96% on average is achieved in all activities.

1. Introduction

Context awareness is an essential part of ubiquitous and pervasive computing, and activity recognition is the key component in context management. With the advancement in wireless sensor network technology, the task of context-awareness has become achievable to some extent but still needs a lot more efforts to design and develop more generic models that fit into many applications. The advances in wireless sensors and sensors network, pervasive computing, and artificial intelligence have contributed a lot to overcome the challenges we face in our daily life [1]. By using these technologies, we might design and develop systems that can meet the requirements of the users according to their needs and current situation.

The design and development of generic context-aware systems is not an easy task to achieve because of the diverse nature of applications and their demands. As mentioned, activity recognition is a key to identify the context; therefore, various systems including the wearable computing technology have been developed to recognize the users’ activities and context [2–6]. The most acceptable definition of context in the research community is defined by Abowd et al. [7] as "any information that can be used to characterize the situation of entities (i.e., whether a person, place or object) that are considered relevant to the interaction between a user and an application, including the user and the application themselves.” Each entity is categorized into identity, location, time, and activity. The categories identity, time, and location can be identified easily up to acceptable accuracy by using GPS, compass, and other technologies. The major focus of the researchers in the context management is towards the activity recognition which is more complex and challengeable.

Although a number of applications using different techniques and methods have been developed to identify the context of a user through activity recognition, these cannot have the flexibility to identify new activities dynamically and leads to application specific approach. In our study, we propose an approach through which new activities as desired can be added to the system for future identification. The idea is to develop a system as a generic (not fully automatic) approach that could be deployed in wireless sensors network environments depending upon the available resources, infrastructure, and technology.

For the recognition of activities, the system has a defined set of data models (data model and algorithm are used interchangeably at some places) trained for specific activities identification using available sensors data. In order to cope with the new requirement, first add a new activity and a set of sensors categorized for that activity into the system, perform
that activity, get the data, train the data model for that activity, and implement the algorithm which provides the best results for future recognition of the same activity. The training and development of data model through machine learning algorithms is performed on the backend server due to extensive resource utilization of supervised learning approaches. Once the data model is developed, it could be implemented on smartphone or any other device for interaction with the user.

To prove the usability of the approach, a prototype is developed. ADL including sitting, standing, walking, and jogging are recognized on real data after developing the data model through training phase. Only accelerometer sensor of smartphone is used for these activities recognition. J48, logistic regression, and Naïve Bayes algorithms are used for comparison based on the previous finding in the literature.

The remainder of the paper is organized as follows. Some related works and comparative contribution points are presented in Section 2. Section 3 describes the design and features of the proposed model. In Section 4, implementation of the prototype is described, that is, data acquisition, data classification, and so forth. Section 5 describes experiments and results. Finally, the conclusion and future work are presented in the last section.

2. Related Work

Activity recognition as the basic component in context acquisition has become a hot research topic by providing personalized support in many applications in general and especially in healthcare. The data obtained from sensors is manipulated through machine learning algorithms to infer the user current activity. The activity recognition system can be categorized into two broad categories [8]: video-sensor-based activity recognition (VSAR) and physical-sensor-based activity recognition (PSAR). Physical-sensor-based AR can be further divided into wearable-sensor-based activity recognition (WSAR) and object-usage-based AR (OUAR). We are here concerned with physical-sensor-based activity recognition, so a brief overview of the related work in this area is presented.

As mentioned, healthcare monitoring applications have become prominent in this field of research. These applications can be divided into 5 categories [9]: ADL, fall and movement detection, location tracking, medication intake, and medical status monitoring. Jafari et al. [10] proposed a methodology to identify the fall of a patient among other movement activities using 3-axis accelerometer as a wearable and through mobile platform. Postural orientation techniques [11] are used to identify the sit-stand, stand-sit, lie-stand, and stand-lie movements. Neural networks and k-nearest neighbor classifications are used to achieve the accuracy up to 84%. Similarly, to distinguish between fall and ADL, a study [12] was conducted using triaxial accelerometer.

A debate in the research community regarding the use of sensors for better results as wearable versus deployed in the environment and less versus more sensors is continued, but still there is no optimized solution. Different approaches have their own advantages and limitations. Bao and Intille [4] developed and evaluated algorithms to determine the daily activities of human using 5 biaxial accelerometers which are worn on the different parts of the subject. They support the usage of more sensors on different parts of the body for better results and achieve an average of 84% accuracy in determining the different activities. A work on identifying the user activities using cell phone accelerometers [5] under the Wireless Sensor Data Mining (WISDM) [13] project was conducted to identify the daily activities including sitting, standing, walking, jogging, ascending stairs, and descending stairs. Supervised learning approach was used by getting the data from 29 subjects, and an accuracy of above 90% is achieved. The authors in the study [5] claimed that a better accuracy can be achieved even with less number of sensors by accumulating a large data as opposed to the study in [4].

Much more work has been conducted in the area that can be found in the literature. A survey on context-aware systems was presented in [14] to show the common architecture principles of the context-aware systems. A conceptual layered framework that is common in many context-aware systems is presented as from bottom to top: sensors → raw data retrieval → preprocessing → storage/management → application. A review of sensor-based activity recognition systems and a survey on wireless sensor networks for healthcare are presented in [8, 9], respectively. A number of referred papers from these studies can be studied for a more in-depth knowledge in the area.

Almost all of the systems have a predefined set of activities and infrastructure of a defined set of sensors to predict the users’ activities, lacking in the flexibility of the system to add new activities. New activities cannot be predicted without having major changes in the system. We have designed and tried to develop a full working model that caters all the basic characteristics of these systems and be adaptive to new requirements. The idea is to categorize all possible available sensors into a defined classification based on the activities that can be predicted through these sensors. New sensors can be added to the system through available universal interfaces in the wireless technology, and new activities can be added dynamically to handle the new situations in the system. Through the system, we can add new activity, select sensors for data, perform activity to train the data model, and implement the data model for the prediction of new added activity in future.

3. Proposed Model

The present study aims to develop a context management system based on activity recognition in the wireless sensors network environment. Basically, the proposed system is designed to achieve the following basic functionalities:

(i) predict an activity that is already registered in the system;
(ii) update the context of the user based on the identified activity;
(iii) add a new activity to the system through a software application;
(iv) select a set of sensors for getting the data for the specific activity;
(v) store the data locally on the device (smartphone, PDA, etc.) while performing the activity;
(vi) send the data to the server for training based on supervised learning;
(vii) implement the algorithm on the device for the prediction of new activity in future;
(viii) show the status of the user while running the application on the device.

The basic architecture of the system is presented in Figure 1. It is composed of four major components including a set of sensors, a set of activities, a backend server for machine learning algorithms’ processing, and an application to interact with the system. A brief description of these components is presented in the proceeding subsections. When the application is started, it predicts the user activity, updates the context, and shows the user's status if the activity is identified. If the activity is new, it can be added and sensors can be selected to predict that activity. New activity is performed while sensors are taking and storing the data to a storage device. The data is processed through machine-learning algorithms, and algorithm is implemented for the future prediction of the activity. The flow of information is presented in Figure 2, in the form of a flowchart.

3.1. A Set of Sensors. In order to cover the maximum activities in daily life, we need to define a comprehensive list of sensors along with their characteristics to relate with the activities. It is not very straightforward, since the usage of the sensors depends on many factors especially on the type of application. A comprehensive classification of sensors is shown in Table 1 based on measurands, technological aspects, detection means, conversion phenomena, materials, and field of application that was presented by White [15].

The idea behind the design of the generic model is to start from the identification of daily living activities through basic sensors and provide the flexibility in the system to add new sensors by using wireless technology like ZigBee [17]. Adding new activities and introducing new sensors keeping in view the wireless technology can lead to the flexibility of implementation of new applications, but there is an overlap among the activities and associated sensors. A single activity...
Table 1: Sensors’ classification [15].

| Measurands      | Technological aspects       | Detection means   | Conversion phenomena | Materials   | Fields of application        |
|-----------------|----------------------------|-------------------|----------------------|-------------|-----------------------------|
| Acoustic        | Sensitivity                | Biological        | Biological           | Inorganic   | Agriculture                  |
| Biological      | Measurand range            | Chemical          | Chemical             | Organic     | Automotive                  |
| Chemical        | Stability                  | Electric          | Physical             | Conductor   | Civil engineering, construction |
| Electric        | Resolution                 | Magnetic          | Other                | Insulator   | Distribution, Commerce, finance |
| Magnetic        | Selectivity                | Electromagnetic wave | Semiconductor | Liquid, gas, or plasma | Domestic appliances |
| Mechanical      | Speed of response          | Heat, temperature | Mechanical substance | Energy, power | Energy, power |
| Optical         | Ambient conditions allowed | Mechanical displacement or wave | Biological | Environment, meteorology, and security | Health, medicine |
| Radiation       | Overload characteristics   | Radioactivity, radiation | Other | Information, telecommunication | Manufacturing |
| Thermal         | Operating life             | Other             | Other                |             | Marine                       |
| Other           | Output format              | Cost, size, and weight | Other | Military | Scientific measurement |
|                 |                            |                   |                      |             | Space                        |
|                 |                            |                   |                      |             | Transportation                |

can be identified by using more than one sensor (using one at a time), and a single sensor can be used to identify different activities (one at a time). Similarly, some complex activities cannot be determined by a single sensor, so the exact mapping of sensors to activities is a big question. As a starting point, we are considering basic sensing functions, for example, movement, force, light, temperature, humidity, audio, and proximity to identify the common daily living activities.

3.2. A Set of Activities. As mentioned in the previous section that there is no exact relationship among daily living activities and type of sensors to measure or identify those activities. A number of articles have been written on the identification of daily living activities using wearable sensors and/or placed in the environment [18]. Different activities in the smart home environment have been detected, that is, preparing snack, breakfast, lunch and dinner, listening music, taking medication, toileting, cleaning, and so forth.

In our approach, we are trying to develop a system through which we can add new activities dynamically to meet the desired requirements. First, we are considering the basic daily living activities like sitting, standing, walking, and jogging. With the experiments, we can better judge to associate a particular set of activities and required sensors.

3.3. Backend Server. The supervised learning approach is being utilized in our system that requires heavy resources for the execution of machine learning algorithms that is why a backend server is required. Once the data is collected through sensors for a particular activity, it transfers to the server for the training of the data model. WEKA [19] is a collection of machine learning algorithms for data mining which is being used to train and test the data model. Once the data model is implemented, it has to be transferred to the device, that is, smartphone, PDA, and so forth for the prediction of activity in future.

3.4. GUI Application. An application is required through which the user can interact with the system. The main features of the applications are as follows:

(i) show the status of the user based on activity identification;
(ii) add a new activity and select sensors if required;
(iii) collect the data while performing the activity and store locally;
(iv) send the data to backend server for training and development of the data model;
(v) implement the algorithm for future prediction of the activity.

4. Prototype

This is an initial effort to identify the user activity as a part of our context-awareness research system. The full fledge implementation of the model will definitely take time. In order to show the usability of the system, we have developed an application for Android platform having the basic functionalities:

(i) add a new activity that annotate the sensors’ data;
(ii) select a sensor (currently only from the Android device);
| Sensor                      | Signal type      | Sample rate | Behavioral biomarker                                                                 |
|-----------------------------|------------------|-------------|--------------------------------------------------------------------------------------|
| ECG                         | Electric         | 250 Kbs     | Beat-to-beat variability of the heart and heart waveform characteristics              |
| Sphygmomanometer            | Electromechanical| <1 Hz       | Blood pressure                                                                       |
| Electromyography (EMG)      | Electromechanical| 2 kHz       | Muscle movement                                                                      |
| Accelerometers or gyroscopes| Electromechanical| 100 kHz     | Body worn, embedded in everyday devices or environmental for motion, gate, and movements|
| Respiration                 | Electromechanical| 150 Hz      | Breathing rate                                                                        |
| Inclinometer                | Electromechanical| 100 Hz      | Walking uphill or motion/movement of a device                                        |
| Pulse ox                    | Optical          | <1 Hz       | O₂ saturation and uptake                                                              |
| Gate/falls                  | Electromechanical| 100 kHz     | Footfall, stride, and motion                                                          |
| Heart rate                  | Electromechanical| 60 kHz      | General pulse with no ECG information                                                 |
| EEG                         | Electromechanical| 250 Kbs     | Brainwave activity                                                                   |
| Dexterity                   | Mechanical       | 100 kHz     | Finger dexterity, endurance                                                          |
| Temperature                 | Thermal          | <1 Hz       | Body temperature and environmental temperature                                        |
| Eating                      | Electromechanical| 250 Kbs     | Chewing or mouth motion                                                               |
| Voice recognition           | Acoustic         | 250 Kbs     | Pauses, key words, and queries for daily testing                                      |
| Eye motion and gaze         | Optical          | 250 Kbs     |                                                                                      |
| Galvanic skin response      | Electrochemical  | <1 Hz       | Salt change or chemical changes on the skin                                           |
| Sleep quality               | Electromechanical| 250 Kbs     | Actigraphy in the bed                                                                 |
| Vascular Doppler acoustics  | Acoustical       | 250 Kbs     | Heartbeat and respiration from RF Doppler readings                                     |
| Chemical sensing            | Chemical         | <1 Hz       | Environmental chemicals, food spoiling due to forgetting                              |
| Passive IR motion           | Thermal          | <1 Hz       | Motion or activity in room for activity-daily-living detection                        |
| Doors open or closed        | Mechanical       | <1 Hz       | Doors, drawers, or closets opening for activity-daily-living detection                |
| Light sensors               | Optical          | <1 Hz       | Light activity in a room; doors, drawers, or closets opening for activity-daily-living detection |
| Airflow                     | Electromechanical| 100 kHz     | Lung capacity or airflow in the environment                                           |
| Voice-level sensing         | Acoustical       | 250 Kbps    | Speech volume for the patient                                                         |
| Speech attenuation          | Acoustical       | 250 Kbps    | Patients ability to project speech                                                    |
| Verbal pausing               | Acoustical       | 250 Kbps    | Duration of pauses                                                                   |
| Medication adherence        | Mechanical       | <1 Hz       | Medication adherence                                                                 |
| Appliance usage             | Electrical       | <1 Hz       | Activities of daily living (TV, radio, fridge, microwave, electric stove, gas stove, etc.) |
| Strain                      | Mechanical       | 250 Kbs     | Activity of daily living (general motion, chair occupancy, and floor movement)       |
| Pressure                    | Mechanical       | 100 kHz     | Activity of daily living, bed activity, and embedded scales                          |

(iii) collect and store the data locally on the device (CSV format) while performing activity;
(iv) send data to the backend server for training and developing the data model;
(v) implement the data model on server and send it to the device for future prediction of activity.

Figure 3 shows the procedure of our method applied for this application.

4.1. Data Acquisition. Accelerometer is a common sensor in most of mobile devices in the market. We used Google Nexus S to calculate the x, y, and z values of the accelerometer. Eclipse [20], IDE, and Android APIs are used to develop a simple software application to collect the data and store it in...
The activities are performed by two persons, and each activity is carried out 6–10 minutes. The activities are repeated for the reliability of the data. The carrying of phone varies from person to person; we carry the Android phone in front pants leg pocket facing the screen outwards while performing activities for these initial experiments. Later on, we could do experiments by placing the phone in different positions. In all the activities, we collected accelerometer data every 20 ms and 50 samples per second. We collected the mean value of a second for each activity. The data is then sent to the backend server for further processing.

4.2. Data Classification. The WEKA [19] tool is used for the classification of data, and three algorithms including J48, logistic regression, and Naïve Bayes are used. The selection of these algorithms is based on previous work [5, 6, 21] on accelerometer data which reported the good accuracy in activity recognition. The acquired data is used to train the data model for activity recognition, and then the data model is implemented for the future prediction of the activity. The detailed experiments using mentioned algorithms are explained in the next section. While running the application, the accelerometer data is continuously obtained, and the corresponding activity is recognized. Figure 4 shows the data acquisition and classification procedure.

5. Experiments and Results

This section describes the experiments we performed, and then a discussion on the results of activity recognition follows. As described in the previous section, we collected the data through smartphone accelerometer and sent it to the server for classification process. Graphs are plotted on the data obtained from the conducted experiments. The samples of data in the form of graphs are shown in Figure 5. The x-axis represents the time, and y-axis represents the accelerometer values of x, y, and z.

The behavior of data in different activities can be seen in Figure 5. It has been observed that the data pattern seems to be steady in case of sitting, standing, and walking activities for all x, y, and z values, whereas it shows large variations in case of jogging activity. The reason of this behavior can be understood by knowing the x-, y-, and z-axes on the smartphone representing the x-, y-, and z-axes of accelerometer data as in Figure 6 [22]. As mentioned earlier, the x-, y- and z-axes values are dependent on the position of the smartphone with the user. The Android phone was carried in front pants leg pocket facing the screen outwards while performing activities. As we can see from Figure 6 that if the phone is stable on a table, we should have the z-axis value that is equal to earth gravity, and x- and y-axis values should be zero, but the optimization of results depends on some filtering processes and integration of the gyroscope and compass data to minimize the ambient affects on acceleration. We are using only the accelerometer data and applying the classification rules by machine learning algorithms.

In case of sitting activity, we can see that x-, y- and z-axis values are stable and x- and y-axis values are close to zero and z-axis is approaching to earth gravity value. The position of smartphone is in front pants leg pocket facing the screen outwards. The x-, y- and z-axes are also stable in the standing position because there is no linear acceleration, and we can see that there is change in the y- and z-axis values as compared to sitting activity because of the position of the phone. In case of walking, the values are stable because there is no big linear acceleration in axis, but these values may vary from person to person based on the height and walking speed of a person. There is more fluctuation in jogging activity because of rapid change in acceleration.

The results obtained through WEKA tool by using J48, logistic regression, and Naïve Bayes algorithms for classification process are given in Tables 3, 4, and 5. Tenfold cross-validation is used for all experiments. J48 is the extended version of J45 decision tree learner implemented by WEKA tool [23]. Table 3 presents the confusion matrix for J48. The matrix in Table 3 shows that 305 instances are correctly and 9 instances are incorrectly classified. An overall accuracy of 97.13% is achieved. 100% accuracy is achieved in walking activity, whereas 94.73%, 98.01%, and 96.15% accuracies are achieved in sitting, standing, and jogging activities, respectively.

Table 4 represents the confusion matrix for logistic regression algorithm. An overall accuracy of 93.31% is achieved by correctly classifying 293 instances out of 314 instances. Standing and walking activities achieved 100% accuracy by this method, whereas an accuracy of 96.49% in sitting and 81.73% in jogging is achieved.

In case of Naïve Bayes algorithm, we achieved an overall accuracy of 98.72%. The confusion matrix for this approach is given in Table 5. From total 314 instances, 310 are classified correctly. In this approach, 100% accuracy is achieved in the case of jogging activity. Similar to logistic regression approach, an accuracy of 96.49% is achieved in sitting activity. Accuracy of 99% in standing and 98% in walking activity is achieved.

By summarizing the results achieved through all three algorithms, it can be seen that there is no big difference in identifying the activities which have regular data patterns as shown in the graphs of sitting, standing, and walking activities. However, the Naïve Bayes algorithm provides a better accuracy in jogging activity which does not have the steady patterns in data instances. The percentage of results correctly identified by all three algorithms is presented in Table 6.

### Table 4: Confusion matrix for logistic regression

| Activity      | Sitting | Standing | Walking | Jogging |
|---------------|---------|----------|---------|---------|
| Sitting       | 54      | 0        | 0       | 3       |
| Standing      | 0       | 99       | 0       | 2       |
| Walking       | 0       | 0        | 52      | 0       |
| Jogging       | 1       | 2        | 1       | 100     |

### Table 6: Classification accuracies

| Activity | J48 Accuracy | Logistic Regression | Naïve Bayes |
|----------|--------------|---------------------|-------------|
| Sitting  | 97.13%       | 97.73%              | 96.49%      |
| Standing | 100%         | 98.01%              | 96.15%      |
| Walking | 98.01%       | 96.49%              | 96.49%      |
| Jogging | 96.49%       | 96.49%              | 98.72%      |
6. Conclusion and Future Work

In this paper, we proposed a context management model based on activity recognition in wireless sensors network technology. The model is composed of 4 basic components: a set of sensors, a set of activities, a backend server with machine learning algorithms, and a GUI application to interact with the system. The usability of the model is tested by a

**Table 4: Confusion matrix for logistic regression.**

|       | Sitting | Standing | Walking | Jogging |
|-------|---------|----------|---------|---------|
| Sitting | 55      | 0        | 0       | 2       |
| Standing| 0       | 101      | 0       | 0       |
| Walking | 0       | 0        | 52      | 0       |
| Jogging | 2       | 16       | 1       | 85      |

**Table 5: Confusion matrix for Naïve Bayes.**

|       | Sitting | Standing | Walking | Jogging |
|-------|---------|----------|---------|---------|
| Sitting | 55      | 0        | 0       | 2       |
| Standing| 0       | 100      | 0       | 1       |
| Walking | 0       | 0        | 51      | 1       |
| Jogging | 0       | 0        | 0       | 104     |

**Table 6: Accuracies of activity recognition.**

| Method                | Sitting | Standing | Walking | Jogging | Overall |
|-----------------------|---------|----------|---------|---------|---------|
| J48                   | 94.73%  | 98.01%   | 100%    | 96.15%  | 97.13%  |
| Logistic regression   | 96.49%  | 100%     | 100%    | 81.73%  | 93.31%  |
| Naïve Bayes           | 96.49%  | 99%      | 98%     | 100%    | 98.72%  |
simple prototype through a smartphone to predict the basic daily living activities of the user. As an initial study, we used only the accelerometer of Android phone to predict sitting, standing, walking, and jogging activities. An accuracy of up to 96% on average to predict the activities is achieved during these initial experiments. A prominent advantage of the proposed model is to predict the new activities for the context management systems through the combination of sensors and adapting the system with the most suitable set of sensors for a particular set of activities that provide good results.

We have initiated the research process of context-awareness, and this study is the starting point. Later on, we will do more experiments to predict complex ADL not only with the use of sensors in mobile devices but also on the body of the user and in environment.
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