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Abstract

Our objective is to efficiently design a robust projection matrix $\Phi$ for the Compressive Sensing (CS) systems when applied to the signals that are not exactly sparse. The optimal projection matrix is obtained by mainly minimizing the average coherence of the equivalent dictionary. In order to drop the requirement of the sparse representation error (SRE) for a set of training data as in \cite{15}, we introduce a novel penalty function independent of a particular SRE matrix. Without requiring of training data, we can efficiently design the robust projection matrix and apply it for most of CS systems, like a CS system for image processing with a conventional wavelet dictionary in which the SRE matrix is generally not available. Simulation results demonstrate the efficiency and effectiveness of the proposed approach compared with the state-of-the-art methods. In addition, we experimentally demonstrate with natural images that under similar compression rate, a CS system with a learned dictionary in high dimensions outperforms the conventional wavelet dictionary in which the SRE matrix is generally not available. Simulation results demonstrate the efficiency of the proposed approach compared with the state-of-the-art methods. In addition, we experimentally demonstrate with natural images that under similar compression rate, a CS system with a learned dictionary in high dimensions outperforms the conventional wavelet dictionary in which the SRE matrix is generally not available. Simulation results demonstrate the efficiency and effectiveness of the proposed approach compared with the state-of-the-art methods.
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1. Introduction

Since the beginning of this century, Compressive Sensing or Compressed Sensing (CS) has received a great deal of attention \cite{1} - \cite{3}. Generally speaking, CS is a mathematical framework that addresses accurate recovery of a signal vector $x \in \mathbb{R}^N$ from a set of linear measurements

$$y = \Phi x \in \mathbb{R}^M$$

(1)

where $M \ll N$ and $\Phi \in \mathbb{R}^{M \times N}$ is referred to as the projection or sensing matrix. CS has found many applications in the areas such as image processing, machine learning, pattern recognition, signal detection/classification etc. We refer the reader to \cite{5} \cite{6} and the references therein to find the related topics mentioned above.

Sparsity and coherence are two important concepts in CS theory. We say a signal $x$ of interest approximately sparse (in some basis or dictionary) if we can approximately express it as a linear combination of few columns (also called atoms) from a well-chosen dictionary:

$$x = \Psi \theta + e$$

(2)

where $\Psi \in \mathbb{R}^{N \times L}$ is the given or determined dictionary, $\theta \in \mathbb{R}^L$ is a sparse coefficient vector with few non-zero elements, and $e \in \mathbb{R}^N$ stands for the sparse representation error (SRE). In particular, the vector $x$ is called (purely or exactly) $K$-sparse in $\Psi$ if $\|\theta\|_0 = K$ and $e = 0$ and approximately $K$-sparse in $\Psi$ if $\|\theta\|_0 = K$ and $e$ has relatively small energy. Here, $\|\theta\|_0$ denotes the number of non-zero elements in $\theta$ and $0$ represents a vector whose entries are equivalent to 0. Through this paper, we say $\theta$ is $K$-sparse if $\|\theta\|_0 = K$ regardless whether $e = 0$.

Substituting the sparse model (2) of $x$ into (1) gives

$$y = \Phi \Psi \theta + \Phi e \triangleq D \theta + \Phi e$$

(3)

where the matrix $D \triangleq \Phi \Psi$ is referred to as the equivalent dictionary of the CS system and $e \triangleq \Phi e$ denotes the projection noise caused by SRE. The goal of a CS system is to retrieve $\theta$ (and hence $x$) from the measurements $y$. Due to the fact that $M \ll L$, solving $y \approx D \theta$ for $\theta$ is an undetermined problem which has an infinite number of solutions. By utilizing the priori knowledge that $\theta$ is sparse, a CS system typically attempts to recover $\theta$ by solving the following problem:

$$\theta = \arg \min_{\theta} \|\theta\|_0 \text{ s.t. } \|y - D \theta\|_2 \leq \|e\|_2$$

(4)

which can be solved by many efficient numerical algorithms including basis pursuit (BP), orthogonal matching pursuit (OMP), least absolute shrinkage and selection operator (LASSO) etc. All of the methods can be found in \cite{5} \cite{7} and the references therein.

To ensure exact recovery of $\theta$ through (4), we need certain conditions on the equivalent dictionary $D$. One of such conditions is related to the concept of mutual coherence. The mutual coherence of a matrix $D \in \mathbb{R}^{M \times L}$ is denoted by

$$\mu(D) \triangleq \max_{1 \leq i \neq j \leq L} |D(i,j)|$$

(5)
where \( G = D^T D \) is called the Gram matrix of \( D = DS_n \) with \( S_n \) a diagonal scaling matrix such that each column of \( D \) is of unit length. Here \(^T\) represents the transpose operator. It is known that \( \mu(D) \) is lower bounded by the Welch bound

\[
\mu(D) \geq \sqrt{\frac{M}{ML-L^2}}, \quad \text{i.e., } \mu(D) \in \left[ \sqrt{\frac{M}{ML-L^2}}, 1 \right].
\]

The mutual coherence \( \mu(D) \) measures the worst-case coherence between any two columns of \( D \) and is one of the fundamental quantities associated with the CS theory. As shown in [3], when there is no projection noise (i.e., \( \epsilon = 0 \)), any \( K \)-sparse signal \( \Theta \) can be exactly recovered by solving the linear system (6) as long as

\[
K \leq 1 \left[ 1 + \frac{1}{\mu(D)} \right] (6)
\]

which indicates that a smaller \( \mu(D) \) ensures a CS system to recover the signal with a larger \( K \). Thus, [8] [9] proposed methods to design a dictionary with small mutual coherence. For a given dictionary \( \Psi_\star \), the mutual coherence of the equivalent dictionary is actually determined or controlled by the projection matrix \( \Phi \).

So it would be of great interest to design \( \Phi \) such that \( \mu(D) \) is minimized. Another similar indicator used to evaluate the average performance of a CS system is named absolute mutual coherence \( \mu_{av} \). The definition of \( \mu_{av} \) is given as follows:

\[
\mu_{av}(D) \triangleq \frac{\sum_{(i,j)\in S_{av}}|G(i,j)|}{N_{av}}
\]

where \( S_{av} \triangleq \{(i,j) : \hat{\mu} \leq |G(i,j)| \} \) with \( 0 \leq \hat{\mu} < 1 \) as a prescribed parameter and \( N_{av} \) is the number of components in the index set \( S_{av} \).

There has been much effort [10] - [14] devoted to designing an optimal \( \Phi \) that outperforms the widely used random matrix in terms of signal recovery accuracy (SRA). However, all these methods are based on the assumption that the signal is exactly sparse under a given dictionary, which is not true for practical applications. It is experimentally observed that the sensing matrix designed by [10] - [14] based on mutual coherence results in inferior performance for real images (which are generally approximately but not exactly sparse under a well-chosen dictionary). To address this issue, the recent work in [15] [16] proposed novel methods to design a robust projection matrix when the SRE exists.\(^1\) Through this paper, similar to what is used in [15] [16], a robust projection (or sensing) matrix means it is designed with consideration of possible SRE and hence the corresponding CS system yields superior performance when the SRE \( \epsilon \) in (2) is not nil. However, the approaches in [15] [16] need the explicit value of the SRE on the training dataset, making them inefficient in several aspects. First, many practical CS systems with predefined analytical dictionaries (e.g., the wavelet dictionary, and the modulated discrete prolate spheroidal sequences (DPSS) dictionary for sampled multiband signals [17]) actually do not involve any training dataset and hence no SRE available.

In order to design the robust projection matrix for these CS systems using the framework presented in [15] [16], one has to first construct plenty of extra representative dataset for the explicit SRE with the given dictionary, which limits the range of applications. Second, even for the CS system with a dictionary learned typically on a large-scale dataset, we need a lot of memories and computations to store and compute with the huge dataset as well its corresponding SRE for designing a robust sensing matrix. Moreover, if the CS system is applied to a dynamic dataset, e.g., video stream, it is practically impossible to store all the data and compute its corresponding SRE. Therefore, the requirement of the explicit value of SRE for the training dataset makes the methods in [15] [16] limited and inefficient for all the cases discussed above.

In this paper, to drop the requirement of the training dataset as well as its SRE, we propose a novel robust projection matrix framework only involving a predefined dictionary. With this new framework, we can efficiently design projection matrices for the CS systems mentioned above. We stress that by efficient method for robust projection matrix design (which is the title of this paper), we are not providing an efficient method for solving the problems in [15] [16]; instead we provide a new framework in which the training dataset and its corresponding SRE are not required any more. Experiments on synthetic data and real images demonstrate the proposed sensing matrix yields a comparable performance in terms of SRA compared with the ones obtained by [15] [16].

Before proceeding, we first briefly introduce some notation used throughout the paper. MATLAB notations are adopted in this paper. In this connection, for a vector, \( v(k) \) denotes the \( k \)-th component of \( v \). For a matrix, \( Q(i,j) \) means the \( (i,j) \)-th element of matrix \( Q \), while \( Q(k,:) \) and \( Q(:,k) \) indicate the \( k \)-th row and column vector of \( Q \), respectively. We use \( I \) and \( I_x \) to denote an identity matrix with arbitrary and \( L \times L \) dimension, respectively. The \( k \)-th column of \( Q \) is also denoted by \( q_k \). Trace \( \text{trace}(Q) \) denotes the calculation of the trace of \( Q \). The Frobenius norm of a given matrix \( Q \) is \( \|Q\|_F = \sqrt{\sum_{i,j} |Q(i,j)|^2} = \text{trace}(Q^T Q) \), where \( T \) represents the transpose operator. The definition of \( l_p \) norm for a vector \( v \in \mathcal{R}^N \) is \( \|v\|_p \triangleq \left( \sum_{k=1}^{N} |v(k)|^p \right)^{\frac{1}{p}} \), \( p \geq 1 \).

The remainder is arranged as follows. Some preliminaries are given in Section 2 to state the motivation of developing such a novel model. The proposed model which does not need the SRE is shown in Section 3 and the corresponding optimal sensing problem is solved in this section. The synthetic and real data experiments are carried out in Section 4 to demonstrate the efficiency and effectiveness of the proposed method. Some conclusions are given in Section 5 to end this paper.

### 2. Preliminaries

A sparsifying dictionary \( \Psi \) for a given dataset \( \{x_k\}_{k=1}^{P} \) is usually obtained by considering the following problem

\[
\{\Psi, \theta_k\} = \arg \min_{\Psi, \theta_k} \sum_{k=1}^{P} \|x_k - \Psi \theta_k\|_2^2 \quad \text{s.t. } \|\theta_k\|_0 \leq K \quad (7)
\]
which can be addressed by some practical algorithms \cite{18}, among which the popularly utilized are the K-singular value decomposition (K-SVD) algorithm \cite{19} and the method of optimal direction (MOD) \cite{20}. As stated in the previous section, the SRE \( \mathbf{e}_t = \mathbf{x}_t - \mathbf{G}\mathbf{G}^T \mathbf{e}_t \) is generally not nil. We concatenate all the SRE \( \{\mathbf{e}_t\} \) into an \( N \times P \) matrix:

\[
\mathbf{E} = \mathbf{X} - \mathbf{G}\mathbf{G}^T
\]

which is referred to as the SRE matrix corresponding to the training dataset \( \{\mathbf{x}_t\} \) and the learned dictionary \( \mathbf{G} \).

The recent work in \cite{15} \cite{16} attempted to design a robust projection matrix with consideration of the SRE matrix \( \mathbf{E} \) and proposed to solve

\[
\mathbf{G} = \arg \min_{\mathbf{G}} \| \mathbf{I} - \mathbf{G}^T \mathbf{G} \|_F^2 + \lambda \| \mathbf{G} \|_F
\quad (8)
\]

or

\[
\mathbf{G} = \arg \min_{\mathbf{G}} \| \mathbf{G} - \mathbf{G}^T \|_F^2 + \lambda \| \mathbf{G} \|_F^n
\quad (9)
\]

where \( \mathbf{H}_k \) is the set of relaxed equiangular tight frames (ETFs):

\[
\mathbf{H}_k = \{ \mathbf{G} \mid \mathbf{G} = \mathbf{G}^T, \mathbf{G}(i,i) = 1, \forall i, \max_{i \neq j} |\mathbf{G}(i,j)| \leq \xi \}.
\]

Compared to \cite{3}, which requires the Gram matrix of the equivalent dictionary close to an identity matrix, \cite{9} relaxes the requirement of coherence between the equivalent dictionary but is much harder to solve. See \cite{15} \cite{16} for more discussions on this issue.

We remark that to ensure the designed sensing matrix by \cite{8} or \cite{9} be robust to the SRE for all the signals of interest, the SRE matrix \( \mathbf{E} \) should be well representative, i.e., we need sufficient number of training signals \( \mathbf{x}_t \). As stated in \cite{15} \cite{16}, these methods (\cite{8} and \cite{9}) can be applied naturally when the dictionary is learned by algorithms like K-SVD with plenty of training data \( \{\mathbf{x}_t\} \), since the SRE \( \mathbf{E} \) is available without any additional effort. However, this could be prohibitive when the CS system with an analytic dictionary is applied to some arbitrary signals (but still they are approximately sparse in this dictionary), since there are no sufficient number of data available to obtain the SRE matrix \( \mathbf{E} \). For example, one may only want to apply the CS system to an arbitrary image with the wavelet dictionary. Also, these methods are prohibitive for a dictionary trained on large datasets with millions of training samples and in a dynamic CS system for streaming signals. To train such a dictionary, we have to conduct online algorithms \cite{21} \cite{22} which typically apply stochastic gradient method where in each iteration a randomly selected tiny part of the training signals called mini-batch instead of the whole data is utilized for computing the expected gradient. In these cases, additional efforts are needed to obtain the SRE matrix \( \mathbf{E} \) and it is usually prohibitive to compute and store \( \mathbf{E} \) for all the training dataset. All of these situations make the approach proposed in \cite{15} \cite{16} become limited.

Aiming to obtain a neural network well expressing the signals of interest, an empirical strategy widely used by deep learning community is to utilize a huge training dataset so that the network can extract more important features and avoid overfitting. Similar to this phenomenon, a dictionary trained on a huge dataset is also expected to contain more features of the represented signal. Simulation results shown in Section 4 demonstrate that a CS system with such a dictionary and designing a projection matrix designed on this dictionary yields a higher reconstruction accuracy on natural images than the one with a dictionary obtained from a small dataset. The recent work in \cite{26} \cite{27} stated that a dictionary learned with larger patches (e.g., \( 64 \times 64 \)) on a huge dataset can better capture features in natural images. In this paper, we also attempt to experimentally investigate the performance of designing a projection matrix on a high dimensional dictionary. These also motivate us to develop an efficient method for designing a robust sensing matrix without the requirement of the SRE matrix \( \mathbf{E} \) as it is not easy to obtain for the above two situations.

In the next section, we provide a novel framework to efficiently design a robust sensing matrix, and more importantly, it can be applied to the situation when the SRE matrix \( \mathbf{E} \) is not available.

### 3. A Novel Approach to Projection Matrix Design

In this section, we provide an efficient robust sensing matrix design approach which drops the requirement of training signals and their corresponding SRE matrix \( \mathbf{E} \). Our proposed framework is actually inspired by \cite{8} and \cite{9} from the following two aspects.

#### 3.1. A Novel Framework for Robust Projection Matrix Design

First note that the energy of SRE \( \| \mathbf{E} \|_F^2 \) is usually very small since the learned sparsifying dictionary is assumed to sparsely represent a signal well as in \cite{2}. Otherwise if \( \| \mathbf{E} \|_F \) is very large, it indicates that the dictionary is not well designed for this class of signals and it is possible that this class of signal can not be recovered from the compressive measurements no matter what projection matrix is utilized. It follows from the norm consistent property that

\[
\| \mathbf{G} \|_F \leq \| \mathbf{G} \|_F \| \mathbf{E} \|_F
\]

which implies informally that a smaller sensing matrix \( \| \mathbf{G} \|_F \) yields a smaller projected SRE \( \| \mathbf{G} \|_F \).

Also as illustrated before that the amount of training data should be sufficient so that they can represent the class of targeted signals, the energy in the corresponding SRE matrix \( \mathbf{E} \) should spread out in every elements. In other words, one can view the expected SRE as an additive Gaussian white noise. In this situation, we have the following result.

\footnote{The dimension of a dictionary in such a case becomes high compared with the moderate dictionary size shown in \cite{19}. In fact, the name of a high dimensional dictionary in this paper means the dictionary obtained by training on a larger size of represented signal.}
Lemma 1. Suppose $E(:, k) = e_k, \forall k = 1, \cdot \cdot \cdot P$ are i.i.d Gaussian random vectors with each of zero mean and covariance $\sigma^2 I$. Then for any $\Phi \in \mathbb{R}^{M \times N}$, we have
\[
\mathbb{E} \left[ \| \Phi E \|_F^2 \right] = P \sigma^2 \| \Phi \|_F^2.
\] (11)
where $\mathbb{E}$ denotes the expectation operator.

Moreover, when the number of training samples $P$ approaches to $\infty$, we have $\| \Phi E \|_F^2$ converges in probability and almost surely to $\sigma^2 \| \Phi \|_F^2$. In particular,
\[
\sqrt{P} \left( \frac{\| \Phi E \|_F^2}{P} - \sigma^2 \| \Phi \|_F^2 \right) \overset{d}{\to} \mathcal{N}(0, 2\sigma^2 \| \Phi \Phi^T \|_F^2)
\] (12)
where $\mathcal{N}(\mu, \varsigma)$ denotes the Gaussian distribution of mean $\mu$ and variance $\varsigma$, and $\overset{d}{\to}$ means convergence in distribution.

Proof. For each $k$, we first define $d_k = \Phi e_k$. Since $e_k \sim \mathcal{N}(0, \sigma^2 I)$, we have $d_k \sim \mathcal{N}(0, \sigma^2 \Phi \Phi^T)$. Let $\Phi \Phi^T = \mathcal{Q} \Lambda \mathcal{Q}^T$ be an eigendecomposition of $\Phi \Phi^T$, where $\Lambda$ is an $M \times M$ diagonal matrix with the non-negative eigenvalues $\lambda_1, \ldots, \lambda_M$ along its diagonal. We have
\[
\|d_k\|_2^2 = \|\mathcal{Q}^T d_k\|_2^2
\]
and
\[
\|\mathcal{Q}^T d_k\|_2 \sim \mathcal{N}(0, \sigma^2 \Lambda).
\]
For convenience, we define new random variables $c = \mathcal{Q}^T d_k$ and $b_k = \frac{1}{\lambda_i \sigma^2} c^2(1), b_2 = \frac{1}{\lambda_2 \sigma^2} c^2(2), \ldots, b_M = \frac{1}{\lambda_M \sigma^2} c^2(M)$. It is clear that $b_1, b_2, \ldots, b_M$ are independent random variables of $\chi_1^2$ distribution, the chi-squared distribution with 1 degree of freedom.

Now we compute the mean of $\|\Phi e_k\|_F^2$:
\[
\mathbb{E}[\|\Phi e_k\|_F^2] = \mathbb{E}[\|d_k\|_2^2] = \mathbb{E}[\|e\|_F^2]
\]
\[= \sum_{i=1}^M \lambda_i \sigma^2 \mathbb{E}[b_i] = \sum_{i=1}^M \lambda_i \sigma^2 \]
\[= \text{trace}(\sigma^2 \Phi \Phi^T) = \sigma^2 \|\Phi\|_F^2
\] (13)
where the second line we utilize $\mathbb{E}[\chi_1^2] = 1$. The variance of $\|\Phi e_k\|_F^2$ is given by:
\[
\text{Var}[\|\Phi e_k\|_F^2] = \text{Var}[\|d_k\|_2^2] = \text{Var}[\|e\|_F^2]
\]
\[= \sum_{i=1}^M \lambda_i^2 \sigma^4 \text{Var}[b_i] = 2 \sum_{i=1}^M \lambda_i^2 \sigma^4 \]
\[= 2\text{trace}(\sigma^2 \Phi \Phi^T) = 2\sigma^4 \|\Phi \Phi^T\|_F^2
\] (14)
where the second line we utilize $\text{Var}[\chi_1^2] = 2$, and the third line follows because $\Phi \Phi^T = \mathcal{Q} \Lambda^2 \mathcal{Q}^T$.

Thus, we obtain (11) by noting that
\[
\mathbb{E}[\|\Phi E\|_F^2] = \mathbb{E} \left[ \sum_{k=1}^P \|\Phi e_k\|_2^2 \right] = P \sigma^2 \|\Phi\|_F^2
\]
It follows from (13) and (14) that $\{\|\Phi e_1\|_F^2, \ldots, \|\Phi e_P\|_F^2\}$ is a sequence of independent and identically distributed random variable drawn from distributions of expected values given by $\sigma^2 \|\Phi\|_F^2$ and variances given by $2\sigma^4 \|\Phi \Phi^T\|_F^2$. Thus, by the law of large numbers [29], the average $\frac{\|\Phi E\|_F^2}{P}$ converges in probability and almost surely to the expected value $\sigma^2 \|\Phi\|_F^2$ as $P \to \infty$.

Finally, the central limit theorem [29] establishes that as $P$ approaches infinity, the random variables $\sqrt{P} \left( \frac{\|\Phi E\|_F^2}{P} - \sigma^2 \|\Phi\|_F^2 \right)$ converges in distribution to a normal $\mathcal{N}(0, 2\sigma^2 \|\Phi \Phi^T\|_F^2)$.

In words, Lemma 1 indicates that when the number of training samples approaches to infinity, $\|\Phi E\|_F^2$ is proportional to $\|\Phi\|_F^2$. Inspired by (11)-(12), it is expected that without any training signals and their corresponding SRE matrix $E$, a robust projection matrix can be obtained by solving the following problem
\[
\Phi = \arg \min_\Phi f(\Phi) \equiv \|I_L - \Psi \Phi^T \Phi \Psi\|_F^2 + \lambda \|\Phi\|_F^2
\] (15)
or
\[
\Phi = \arg \min_\Phi f(\Phi, G) \equiv \|G - \Psi \Phi^T \Phi \Psi\|_F^2 + \lambda \|\Phi\|_F^2
\] (16)
Here, with abuse of notation, we use both $f$ to denote the objective function in (15) and (16). However, it should be clear from the context as we always use $f(\Phi)$ to represent the one in (15) and $f(\Phi, G)$ to represent the one in (16). Since the more training samples can better represent the signals of interest and the SRE, (12) indicates that the sensing matrices obtained by (15) and (16) are more robust to SRE than the ones obtained by (8) and (9). This is demonstrated by experiments in Section 3.

The numerical algorithms is presented to solve (15) and (16) in the following section.

3.2. Efficient Algorithms for Solving (15) and (16)

Note that $f(\Phi)$ is a special case of $f(\Phi, G)$ with $G = I_L$. Thus, we first consider solving
\[
\min_\Phi f(\Phi, G) \equiv \|G - \Psi \Phi^T \Phi \Psi\|_F^2 + \lambda \|\Phi\|_F^2
\] (17)
with an arbitrary $G$. To that end, we introduce a low-rank minimization problem
\[
\min_{A, G} g(A, G) \equiv \|G - \Psi \Phi^T \Phi \Psi\|_F^2 + \lambda \text{trace}(A)
\]
\[
s.t. \quad \text{rank}(A) \leq M, A \succeq 0
\] (18)
By eigendecomposition of $A$, it is clear that (17) is equivalent to (18). The problem (17) is often referred to as the factor problem of (18). Also note that $g(A, G)$ is convex function of $A$ for any fixed $G$, though the problem (18) is nonconvex because of the rank constraint. The recent work [24] has shown that a number of iterative algorithms (including gradient descent) can provably solve the factored problem (i.e., (17)) for a set of low-rank matrix optimizations (i.e., (18)). Thus, in this paper,
the Conjugate-Gradient (CG) \textsuperscript{[30]} method is utilized to solve \textsuperscript{[17]}\textsuperscript{[3]} The gradient of \( f(\Phi, G) \) in terms of \( \Phi \) is given as follows:

\[
\nabla_\Phi f(\Phi, G) = 2\Phi - 4\Phi \Psi \Psi^T + 4\Phi \Psi \Psi^T \Phi \Psi \Psi^T
\]

(19)

After obtaining the gradient of \( f(\Phi, G) \), the toolbox \texttt{minFunc}\textsuperscript{[4]} \textsuperscript{[25]} is utilized to solve \textsuperscript{[17]} with CG method. We note that the gradient-based method only involves simple matrix multiplication in \textsuperscript{[19]}, without requiring performing SVD and matrix inversion. Hence it is also suitable for designing the projection matrix for a CS system working on high dimensional signals.

We now turn to solve \textsuperscript{[16]} which has two variables \( \Phi \) and \( G \in H_\Psi \). A widely used strategy for such problems is the alternating minimization \textsuperscript{[10]} \textsuperscript{[11]} \textsuperscript{[15]} \textsuperscript{[16]}. The main idea behind alternating minimization for \textsuperscript{[16]} is that we keep one variable constant (say \( \Phi \)), and optimize over the other variable (say \( G \)). Once \( G \) is fixed, as we explained before, we utilize CG method to solve \textsuperscript{[17]}. On the other hand, the solution to minimizing \( f(\Phi, G) \) can be simply obtained by projecting the Gram matrix of the equivalent dictionary onto the set \( H_\Psi \) when we fix \( \Phi \). The main steps of the algorithm are outlined in Algorithm 1.

**Algorithm 1**

**Initialization:** Set \( k = 1 \), \( \Phi_0 \) as a random one and the number of iterations \( \text{Iter} \).

**Step I:** Set \( \tilde{G}_k = \Psi^T \Phi_{k-1} \Psi \) and then project it onto the set \( H_\Psi \):

\[
G_k(i, j) = \begin{cases} 
1, & i = j, \\
\tilde{G}_k(i, j), & i \neq j, |\tilde{G}_k(i, j)| \leq \xi, \\
\xi \cdot \text{sign}(\tilde{G}_k(i, j)), & i \neq j, |\tilde{G}_k(i, j)| > \xi,
\end{cases}
\]

where \( \text{sign}(\cdot) \) is a sign function.

**Step II:** Solve \( \Phi_k = \arg\min_\Phi f(\Phi, G_k) \) with CG.

If \( k < \text{Iter} \), set \( k = k + 1 \) and go to Step I. Otherwise, terminate the algorithm and output \( \Phi_{\text{Iter}} \).

**Remarks:**

- It is clear that this approach is independent of training data and can be utilized for most of CS systems as long as the sparsifying dictionary \( \Psi \) is given.

- Even in the case where the SRE matrix \( E \) is available, it is much easier and more efficient to solve \textsuperscript{[15]} than \textsuperscript{[8]} since typically the number of columns in \( E \) is dramatically greater than the size of \( \Psi \) and \( \Phi \), i.e., \( P \gg M, N, L \).

- Simulation results with synthetic data and natural images (where the SRE matrix \( E \) is available) show that the proposed method also yields a comparable performance to or outperforms the methods in \textsuperscript{[15]} \textsuperscript{[16]} in terms of SRA. Moreover, the experiments on natural images show that designing a projection matrix on a given dictionary which is learned with large dataset or high-dimensional training signals can improve SRA significantly with the same compression rate \( \psi \). However, it requires a great deal of memory to store the SRE matrix \( E \) for either large dataset or high-dimensional training data.

4. Simulation Results

In this section, we perform a set of experiments on synthetic data and natural images to demonstrate the performance of the CS system with projection matrix designed by the proposed methods. For convenience, the corresponding CS systems are denoted by \( \text{CS}_{MT} \) with \( \Phi \) obtained via \textsuperscript{[15]} and \( \text{CS}_{MT-ET} \) with \( \Phi \) obtained via \textsuperscript{[16]}, and are compared with the following CS systems: \( \text{CS}_{\text{randn}} \) with a random projection matrix, \( \text{CS}_{\text{LH}} \) with the sensing matrix obtained via \textsuperscript{[8]} \textsuperscript{[15]}, \( \text{CS}_{LH-ET \Phi} \) with the sensing matrix obtained via \textsuperscript{[15]} \textsuperscript{[16]}, and \( \text{CS}_{\text{DCS}} \textsuperscript{[28]} \). It was first proposed in \textsuperscript{[28]} that simultaneously optimizing \( \Phi \) and \( \Psi \) for a CS system results in better performance in terms of SRA. In the sequel, we also examine this strategy in natural images and the corresponding CS system is denoted by \( \text{CS}_{\text{S-DCS}} \). For simplicity, the parameter \( \xi \) in \( H_\Psi \) is set to Welch bound in the following experiments.

The SRA is evaluated in terms of the peak signal-to-noise ratio (PSNR) \textsuperscript{[5]}

\[
\rho_{\text{PSNR}} = 10 \times \log_{10} \left( \frac{(2^r - 1)^2}{\rho_{\text{MSE}}} \right) \text{ dB}
\]

with \( r = 8 \) bits per pixel. We also utilized the measure \( \rho_{\text{MSE}} \):

\[
\rho_{\text{MSE}} = \frac{1}{N \times P} \sum_{k=1}^{P} \| x_k - \hat{x}_k \|_2^2
\]

where \( x_k \) is the original signal, \( \hat{x}_k = \Psi \tilde{\Theta}_k \) stands for the reconstructed signal with \( \tilde{\Theta}_k \), the solution of \textsuperscript{[4]}, and \( P \) is the number of patches in an image or the testing data.

A. Synthetic Data Experiments

An \( N \times L \) dictionary \( \Psi \) is generated with normally distributed entries, and then is normalized so that each column has unit norm. We also generate a random \( M \times N \) matrix \( \Phi_0 \) (where each entry has Gaussian distribution of zero-mean and variance 1) as the initial condition for all of the aforementioned projection matrices. \( \Phi_0 \) is also utilized as the sensing matrix in \( \text{CS}_{\text{randn}} \).

---

\textsuperscript{3}We note that both of the methods shown in \textsuperscript{[15]} \textsuperscript{[16]} need to calculate the inversion of \( \Psi \Psi^T \). However, in practice, the learned dictionary sometimes is ill-conditioned, which may cause numerical instable problem if directly applying their methods. Thus, as global convergence of many local search algorithms for solving similar low-rank optimizations is guaranteed in \textsuperscript{[23]}, CG is chosen to solve \textsuperscript{[17]}. Obviously, if the aforementioned problem does not happen in practical cases, the method in \textsuperscript{[15]} \textsuperscript{[16]} can be used to address \textsuperscript{[15]}\textsuperscript{[16]} yield a similar solution in the following experiments.

\textsuperscript{4}We note that \texttt{minFunc} is a stable toolbox that can be efficiently applied with millions of variables.
The synthetic data for training and testing is obtained as follows. A set of $2P$ $K$-sparse vectors $\{\mathbf{v}_k \in \mathbb{R}^L\}$ is generated as the sparse coefficients where each non-zero elements of $\{\mathbf{v}_k\}$ is randomly positioned with a Gaussian distribution of zero-mean and unit variance. The set of signal vectors $\{\mathbf{x}_k\}$ is produced with $\mathbf{x}_k = \mathbf{y}_k + \mathbf{e}_k \sim \Delta \{\mathbf{v}_k\} + \mathbf{e}_k$, where $\mathbf{y}_k$ is the given dictionary and $\mathbf{e}_k$ is the random noise with Gaussian distribution of zero-mean and variance $\sigma_e^2$ to yield different signal-to-noise ration (SNR) (in dB) of the signals. Clearly, $\mathbf{x}_k^{(0)}$ is exactly $K$-sparse in $\mathbf{y}_k$, while $\mathbf{x}_k$ is approximately $K$-sparse in $\mathbf{y}_k$.

Denote $\mathbf{X} = \mathbf{X}^{(0)} + \Delta$ as the signal matrix of dimension $N \times 2P$, where $\mathbf{X}^{(0)}(:, k) = \mathbf{x}_k^{(0)}$ and $\Delta(:, k) = \mathbf{e}_k$. We use the SRE matrix $\mathbf{E} = \Delta(:, 1 : P)$ in (8) and (9) whose solutions are used for $CS_{LH}$ and $CS_{LH-ETF}$, respectively. The data $\mathbf{X}(:, P + 1 : 2P)$ is utilized for testing the CS systems. The measurements $\{\mathbf{y}_k\}$ are obtained by $\mathbf{y}_k = \mathbf{P}\mathbf{x}_k(:, P + k)$, $\forall k \in (0, P)$ where $\mathbf{P}$ is the projection matrix of the CS systems. For simplicity, OMP is chosen to solve the sparse coding problem throughout the experiments.

With the synthetic data, we conduct three set of experiments to demonstrate the performance of our proposed framework for robust projection matrix design, i.e., (15) and (16). In these three set of experiments, we respectively show the convergence of CG method, the effect of $\lambda$ and the signal recovery accuracy of the proposed projection matrices $CS_{MT}$ and $CS_{MT-ETF}$ versus different SNR of the signals.

1) Convergence Analysis: Let $M = 20$, $N = 60$, $L = 100$ and $K = 4$. We utilize CG to solve (15). We note that a random dictionary with well-conditioned is chosen and thus we also compute the closed-form solution shown in (13) for (15). The objective value obtained by the closed-form solution is denoted by $f^*$ and is compared with the CG method. The evolution of $f(\mathbf{\phi})$ for different $\lambda$ is shown in Figure 1. We note that different $\lambda$ results in different functions $f(\mathbf{\phi})$ and hence different $f^*$. We observe global convergence of CG method for solving (15) with all the choices of $\lambda$.

2) The Choice of $\lambda$: With $M = 20$, $N = 60$, $L = 80$, $K = 4$ and SNR $= 15$ dB, we check the effect of the trade-off parameter $\lambda$ in terms of $\rho_{\text{mse}}$ for $CS_{MT}$ and $CS_{MT-ETF}$. The $\lambda$ is chosen from 0 to 2 with step size 0.01. The evaluation of $\rho_{\text{mse}}$ versus different $\lambda$ is depicted in Figure 2.

Remark 1:

- As seen from Figure 2, different $\lambda$ yields different performance in terms of $\rho_{\text{mse}}$ for this practical situation where the SNR is 15dB. It is clear that a proper choice of $\lambda$ results in significantly better performance than other values, especially for $CS_{MT-ETF}$. Clearly, the advantage of the proposed method is shown by comparing the cases for $\lambda = 0$ and other values of $\lambda$ as the former corresponds to the traditional approaches which do not take the SRE into account. In the sequel, we simplicity search the best $\lambda$ (with which the CS systems attain the minimal $\rho_{\text{mse}}$ for the test data) within $[0, 1]$ for each experiment setting.

- According to this experiment, if $\lambda$ is well chosen, $CS_{MT-ETF}$ has better performance than $CS_{MT}$ in terms of $\rho_{\text{mse}}$. However, the performance of $CS_{MT-ETF}$ is more sensitive than with $\lambda$ than $CS_{MT}$. We will show in the next experiment that the performance of $CS_{MT-ETF}$ outperforms $CS_{MT}$ in synthetic data when the SNR is not too small. However, for natural images which have relatively large SRE, $CS_{MT}$ always has better performance than $CS_{MT-ETF}$. This phenomenon is also observed for $CS_{LH}$ and $CS_{LH-ETF}$ in (15) (16). Thus, we only consider the performance of $CS_{MT}$ and $CS_{LH}$ for the natural images in next section.

Figure 1: Evolution of $f(\mathbf{\phi})$ in (15) for different values of $\lambda$ versus iteration, where the sparsity level is set to $K = 4$. Here $k$ represents the iteration of the CG method.

Figure 2: Performance evaluation: $\rho_{\text{mse}}$ versus the values of $\lambda$, where the sparsity level is set to $K = 4$ and SNR $= 15$ dB.
60, \( L = 80, K = 4 \) and \( P = 1000 \), we compare our CS systems \( CS_{MT} \) and \( CS_{MT-ETF} \) with other CS systems for SNR varying from 5 to 45 dB. Figure 3 displays signal reconstruction error \( \rho_{mse} \) versus SNR for all six CS systems.

![Graph showing reconstruction error \( \rho_{mse} \) versus SNR for CS systems](image)

Figure 3: Reconstruction error \( \rho_{mse} \) versus SNR for each of the six CS systems.

Remark 2:

- It is clear that the sensing matrices obtained via (15) and (16) have at least similar performance to the ones obtained via (8) and (9) 15, 16. though our proposed framework does not utilize the SRE matrix \( E \). We also observe that \( CS_{MT-ETF} \) outperforms \( CS_{LH-ETF} \) when SNR is larger than 15 dB. This demonstrates the effectiveness of our proposed framework in Section 3 and verifies our argument in Lemma 1 that the sparse representation error is not explicitly required.

- As seen from Figure 3, \( CS_{MT} \) has slightly better performance than \( CS_{MT-ETF} \) when the SNR is smaller than 15 dB. In other words, we recommend to utilize \( CS_{MT} \) (with the sensing matrix obtained via (15)) when the sparse representation error is relatively large, e.g., natural images, which meets our claims in Remark 1.

B. Natural Images Experiments

In this section, three set of experiments are conducted on natural images. Through these experiments, we verify the effectiveness of the proposed framework for robust sensing matrix design in Section 3 and demonstrate the reason for dropping the requirement on the SRE matrix \( E \). As we explained before, since the SRE is relatively large for natural images, \( CS_{MT} \) and \( CS_{LH} \) are respectively superior to \( CS_{MT-ETF} \) and \( CS_{LH-ETF} \). Thus, we only show the results for \( CS_{MT} \) and \( CS_{LH} \).

In the first set of experiments, we compare the performance of \( CS_{MT} \) and \( CS_{LH} \) when a set of training signals and the corresponding SRE matrix \( E \) are available. In the second set of experiments, we design the projection matrix with a dictionary learned on a much larger training dataset. The performance of CS systems with a higher dimensional dictionary is given in the Experiment C. We observe that a CS system with a higher dimensional dictionary and a projection matrix designed by our proposed algorithm yields better SRA under the same compression rate. Both training and testing datasets used in these three set of experiments are extracted as follows from the LabelMe database 31. Note that Data I is extracted with small patches and Data II is obtained by sample larger patches for the third experiment.

Training Data I: A set of \( 8 \times 8 \) non-overlapping patches is obtained by randomly extracting 400 patches from each image in the whole LabelMe training dataset. We arrange each patch of \( 8 \times 8 \) as a vector of \( 64 \times 1 \). A set of \( 400 \times 2920 = 1.168 \times 10^6 \) training samples is obtained to train the sparse dictionary.

Testing Data I: A set of \( 8 \times 8 \) non-overlapping patches is obtained by randomly extracting 15 patches from 400 images in LabelMe testing dataset as the testing data.

Training Data II: The training data contains a set of \( 16 \times 16 \) non-overlapping patches which are obtained by randomly extracting 400 patches from the whole images in the LabelMe training dataset. Each \( 16 \times 16 \) patch is then arranged as a length-256 vector. A set of \( 1.168 \times 10^6 \) training samples is utilized.

Testing Data II: The testing data is extracted in the same way for the training data but from the LabelMe testing dataset. We randomly extract 8000 testing samples from 400 images with each sample an \( 16 \times 16 \) non-overlapping patch.

Experiment A: small dataset and low dimensional dictionary

We perform the same experiment as in 15 to demonstrate the effectiveness of the proposed CS system \( CS_{MT} \) without using the SRE \( E \). The training data is obtain by randomly chosen 6000 samples from Training Data I and the K-SVD algorithm is used to train the dictionary \( \Psi \).

Similar to 15, the parameters \( M, N, L \) and \( K \) are set to 20, 64, 100 and 4, respectively. The trade-off parameter \( \lambda \) in \( CS_{LH} \) is set to 0.1 to yield a highest \( \rho_{psnr} \) for Testing Data I. We also set \( \lambda = 0.1 \) for the proposed CS system \( CS_{MT} \).

The behavior of the five projection matrices in terms of mutual coherence and projection noise is examined and shown in Table 1. In order to illustrate the effectiveness of the proposed projection matrix, ten natural images are conducted to check its performance in terms of PSNR. The results are shown in Table 2.

Remark 3:

- As seen from Table 1, the results are self-explanatory. It shows that \( CS_{MT} \) has small \( \| \Phi \|_F \) and also small projection noise \( \| \Phi E \|_F \). This supports the proposed idea of using \( \| \Phi \|_F \) as a surrogate of \( \| \Phi E \|_F \) to design the robust projection matrix.

- As shown in Table 2, we observe that \( CS_{MT} \) outperforms \( CS_{LH} \) in terms of \( \rho_{psnr} \) for most of the tested images.
We note that as long as an image can be approximately sparsely represented by the learned dictionary Ψ, it is expected that the CS system CSMT yields reasonable performance for this image since the sensing matrix utilized in CSMT considers almost all the patterns of the SRE rather than a fixed one (as indicated by (12) and thus is robust to SRE.

We also observe that CS5−DCS has highest ρpnr; this is because CS5−DCS simultaneously optimizes the projection matrix and the sparsifying dictionary. It is of interest to note that CS5−DCS also has small ||Φ||F and ||ΦE||F (as shown in Table 1). This again indicates that it is reasonable to minimize ||Φ||F to get small projection noise ||ΦE||F.

Experiment B: large dataset and low dimensional dictionary

In this set of experiments, we first learn a dictionary on large-scale training samples, i.e., Training Data I, and then design the projection matrices with the learned dictionary. As discussed in the previous section, the large-scale training dataset makes it inefficient or even impossible to compute the SRE matrix E. Therefore, it is inefficient to utilize the methods in [15] [16] as they require the SRE matrix E. Similar reason holds for CS5−DCS. Fortunately, the following results show that the proposed CS system CSMT performs comparably to CS1LH.

The online dictionary learning algorithm in [24] [23] is chosen to train the sparsifying dictionary on the whole Training Data I. For a fair comparison, we calculate the SRE E off-line for CS1LH in this experiment. The same M, N, L, K in Experiment A are used in this experiment. λ = 0.9 and λ = 1e−3 are selected for CSMT and CS1LH, respectively. We note that the choice of λ for CS1LH is very sensitive to E. This is because the two terms ||IT − ΨT ΦΨ||F and ||ΦE||F in (3) for CS1LH have different physical meanings and more importantly, the second term ||ΦE||F increases when we have more number of training data, while the first term is independent of the training data. Thus, we need to decrease λ for CS1LH when we increase the number of training data.

Remark 4:

- As shown in Table 3 benefiting from large-scale training samples, the performance of both CS1LH and CSMT has been improved compared with the one in Table 2. Moreover, we also observe that CSMT performs similarly to CS1LH. It is of interest to note that the PSNR for CSMT in Table 3 is higher than the one for CS5−DCS in Table 2 for most of the tested images. This suggests that if the dictionary and the projection matrix are simultaneously optimized by online algorithm with large dataset, the performance of the corresponding CS system can be further improved since joint optimization (CS5−DCS) is expected to have better performance than only optimizing projection matrix with a given dictionary (CSMT) under the same

settings. We note that the proposed framework for projection matrix design can be utilized for online simultaneous optimization of the dictionary and the projection matrix. Investigation along this direction is on-going.

- We compare the computational complexity of our proposed method with the one in [15] [16]. The later mainly consists of two more steps: the calculations of the SRE matrix E and EE′T. Calculating E involves the OMP algorithm [32] with computational complexity of O(PNK log(L+1)K3)), where we repeat that P, N, L and K denote the number of samples, the dimension of signal, the number of atoms in dictionary and the sparsity level, respectively. The complexity for calculating EE′T is O(PN2). Thus, compared with CSMT, CS1LH needs at least more computational time of O(PNK2L2 log(L+PNLK3+PN2)). In the set of next experiments, we will show the advantage of designing the projection matrix on a high dimensional dictionary. With N and L increasing, the efficiency of the proposed method CSMT becomes more distinct.

Experiment C: large dataset and high dimensional dictionary

Inspired by the work in [26], we attempt to design the projection matrix on a high dimensional dictionary in this set of experiments. The reason to utilize a high dimensional dictionary is as follows. The sparse representation of a natural image X can be written as,

\[ X = \hat{X} + E \]

\[ \hat{X} \triangleq \Psi \Theta \]

where E is the sparse representation error. We first recover Θ by solving a set of (3) and then take \( \hat{X} = \Psi \Theta \) as the recovered image. It is clear that no matter what projection matrix is utilized, the best we can obtain is \( \hat{X} \) instead of X. Thus, with a dictionary which can capture more information of the training data and better represent X with \( \hat{X} \), the corresponding CS system is expected to yield a higher SRA. As stated in [26], training the dictionary with larger patches results in smaller sparse representation errors for natural images. However, training dictionary on larger patches, we have to train on a large-scale dataset to better represent the signals of interest. This demonstrates the efficiency of the proposed method for designing a robust projection matrix on a high dimensional dictionary as this method drops the requirement of the SRE matrix E which is not only in high dimension, but also large-scale.

The parameters M, N, L, K and λ are set to 80, 256, 800, 16 and 0.5, respectively. Due to the fact that CSMT has a similar performance with CS1LH and the choice of λ for CS1LH is very sensitive to E, we omit the performance of CS1LH in this experiment. The simulation results are presented in Table 4. In order to demonstrate the visual effect clearly, two images Lena

\[ \text{in order to compare with CS1LH, we still compute the SRE matrix E for the training data though it requires abundant of extra storage and computation resources}. \]
and Mandrill are shown in Figs. 4 and 5, respectively. For a clear comparison, We choose the projection matrices and corresponding dictionary which yields the highest average $\rho_{pnn}$ from Table 2 to Table 4 in Figs. 4 and 5.

Remark 5:

- We observe that for the CS systems $CS_{randn}$ and $CS_{DCS}$, designing the projection matrix on a high dimensional dictionary results in similar performance to what is shown in Experiments A and B with the same compression rate $\frac{M}{N}$. Moreover, $CS_{DCS}$ has lower $\rho_{pnn}$ in Experiments B and C than Experiment A. However, the proposed CS system $CS_{MT}$ has increasing $\rho_{pnn}$ from Experiment A to Experiment C. This indicates the effectiveness of the proposed method for a CS system with a higher dimensional dictionary.

- We also investigate the influence of the parameters $M$, $L$, and $K$ to the above mentioned CS systems. The simulation results on Testing Data II are given in Fig.s 6 to 8. As can be observed, the proposed CS system $CS_{MT}$ has highest $\rho_{pnn}$ among the three CS systems.

- The recent work in [33] states that it is possible to train the dictionary on millions of training signals whose dimension is also more than one million. The proposed method can be utilized to design a robust projection matrix on such high dimensional dictionaries since it gets rid of the requirement of the SRE matrix $E$. Note that in this case, more efforts for efficiently solving (15) are needed. A full investigation regarding this direction belongs to a future work.

Three sets of experiments on natural images are conducted to illustrate the effectiveness and efficiency of the proposed framework in Section 3. A dictionary trained on a larger dataset can better represent the signal and the corresponding CS system yields better performance in terms of SRA. Additionally, a high dimensional dictionary has more freedom to represent the signals of interest. The CS system with a high dimensional dictionary and a projection matrix obtained by the proposed
Figure 4: Lena and its reconstructed images from the corresponding CS systems. (a) The original. (b) $CS_{\text{rand}n}$ (Experiment B). (c) $CS_{\text{DCS}}$ (Experiment A). (d) $CS_{\text{LH}}$ (Experiment B). (e) $CS_{\text{S-DCS}}$ (Experiment A). (f) - (h) $CS_{\text{MT}}$ (From Experiment A to Experiment C). The corresponding $\rho_{\text{psnr}}$ can be found from Table 2 to Table 4.
Figure 5: Mandrill and its reconstructed images from the corresponding CS systems. (a) The original. (b) $CS_{\text{randn}}$ (Experiment B). (c) $CS_X$ (Experiment A). (d) $CS_{LH}$ (Experiment B). (e) $CS_{X-DCS}$ (Experiment A). (f) - (h) $CS_{MT}$ (From Experiment A to Experiment C). The corresponding $\rho_{\text{psnr}}$ can be found from Table 2 to Table 4.
method results in higher $\rho_{psnr}$. However, both cases need to
train the dictionary on a large-scale training dataset, making it
inefficient or even impossible for computing the SRE matrix $E$.

One of the main contributions in this paper is proposing a new
framework that is independent of the SRE matrix $E$.

5. Conclusion

This paper considers the problem of designing a robust pro-
jection matrix for the signals that are not exactly sparse. A
novel cost function is proposed to decrease the influence of
SRE for the measurements and at the same time is indepen-
dent of training data and the corresponding SRE matrix (the
independence of training data saves computations for practical
designing). As shown in Lemma $\text{I}$, we state that discarding the
SRE matrix in designing procedure is reasonable as it is equiv-
alent to the case when we have infinite number of training sam-
ple. We thus utilize $\|\Phi\|_F$ as an surrogate to the projected SRE
$\|\Phi E\|_F$ to design the sensing matrices. The performance of de-
signing projection matrices with dictionaries either learned on
large-scale training dataset or of high dimension is experimen-
tally examined. The simulation results on synthetic data and
natural images demonstrate the effectiveness and efficiency of
the proposed approach. It is of interest to note that the pro-
posed method yields better performance when we increase the
dimension of the dictionary, which surprisingly is not true for
the other methods.

Our proposed framework for designing robust sensing
matrices—which shares similar structure to that in $[15]$ $[16]$—
simultaneously minimizes the surrogate of sparse representa-
tion error (SRE) and the mutual coherence of the CS systems.
Thus we need extract effort (like Figure 2) to find an optimal
$\lambda$ that well balances these two terms. An ongoing research is
to come up with a new framework without requiring balanc-
ing the tradeoff between minimizing the mutual coherence and
decreasing the projected SRE.
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