Data-driven detector signal characterization with constrained bottleneck autoencoders
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ABSTRACT: A common technique in high energy physics is to characterize the response of a detector by means of models tuned to data which build parametric maps from the physical parameters of the system to the expected signal of the detector. When the underlying model is unknown it is difficult to apply this method, and often, simplifying assumptions are made introducing modeling errors. In this article, using a waveform toy model we present how deep learning in the form of constrained bottleneck autoencoders can be used to learn the underlying unknown detector response model directly from data. The results show that excellent performance results can be achieved even when the signals are significantly affected by random noise. The trained algorithm can be used simultaneously to perform estimations on the physical parameters of the model, simulate the detector response with high fidelity and to denoise detector signals.
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1 Introduction

In high energy physics (HEP), an usual analysis strategy is that of comparing experimental measurements to synthetic datasets generated by means of a simulator. Given a simulation model, the synthetic data can be tuned by changing the underlying model parameters allowing to compute best fit points and confidence intervals. However, to accurately model a system a precise quantitative knowledge of its behavior is necessary. Sometimes, such a knowledge is only partial, and the discrepancies between the simulated and the measured datasets lead to systematic errors, decreasing the experimental sensitivity.

In general, HEP simulations consist of two parts: the propagation of particles in the detector and the detector response. Whereas the same modeling of physics can be used in a large variety of experiments, the detector response is often quite specific. Hence, dedicated characterization studies of a detector are often necessary typically consisting of a multitude of smaller characterizations tasks each describing the behavior of either a sub-detector module or an individual channel. Modeling the detector signals is often non-trivial due to the many effects that can arise in the detector response, either in the signal production (e.g. quenching, de-excitations, etc), in the signal transport (e.g. field non-uniformities, attenuation, diffusion, reflections, spreading, etc) or in the sensor response (e.g. saturation, after-pulsing, cross-talk, etc). Therefore, mismodeling often arises in the detector simulation leading to systematic errors. To improve this, data-driven solutions that characterize
the signal with high fidelity are of great interest as they can be used to replace, or improve, the inaccurate detector response models. Due to this, a usual practice is that of adjusting laboratory measurements with functions and use them to characterize the detector signal. Although this is useful for a number of problems, this method is not quite general, as it works only for scalar detector signals. If the signal is instead an array, such as a waveform, the problem grows in complexity. Due to this, simplifying assumptions must often be made which introduce modeling errors. In this article, we present and discuss how constrained autoencoders can be used to learn the underlying unknown detector response models directly from data examples. We illustrate the potential of this method through the study of a toy model producing signal waveforms and we discuss how the trained algorithm can be used to perform parameter estimations, simulate the detector response with high fidelity and to effectively denoise detector signals.

1.1 Problem definition

Consider the deterministic response of a detector as a transformation \( f \) that maps a set of physics parameters, \( \mathcal{P} \), (e.g. track position, angle, energy deposit, etc) into a set of detector signals \( \mathcal{S} \), namely,

\[
f(\mathcal{P}) \mapsto \mathcal{S}; \quad f^{-1}(\mathcal{S}) \mapsto \mathcal{P}.
\] (1.1)

Then, our aim is to learn transformations \( \hat{f} \) (and \( \hat{f}^{-1} \)) as similar as possible to \( f \) (and \( f^{-1} \)) directly from data with the only requirement of knowing the set of \( \mathcal{P} \) playing a role in the system and being able to collect data samples of \( \mathcal{S} \) for known \( \mathcal{P} \) configurations. Noticeably, this single condition can often be satisfied, as output signals \( \mathcal{S} \) can be recorded in the laboratory while determining \( \mathcal{P} \) with the aid of additional instruments. An exemplifying toy model is presented in the following subsection.

1.2 Toy problem

We will use a toy transformation \( f \) given by:

\[
\mathcal{S}(x) = f(\mathcal{P} = \{\theta, \eta\})(x) = (1 + 0.5\theta)\mathcal{M}(-7|1 + 0.3\theta) + \mathcal{M}(7(\eta - 1)|1.2 + \theta)
\] (1.2)

Where the shorthand notation \( \mathcal{M}(\mu|\sigma) \) has been used to define a Moyal distribution [1] with location parameter \( \mu \) and scale \( \sigma \), which describes the energy loss of a charged relativistic particle due to ionization of the medium and approximates the Landau distribution with a systematically lower tail. This model takes two generic input physics parameters \( \mathcal{P} = \{\theta, \eta\} \). To give some physical intuition on the model it has been inspired to resemble the response of a scintillating bar, similar to the signals reported in ref. [2]. Under this picture, the first (second) Moyal distribution can be interpreted as accounting for the direct (reflected) scintillating light reaching a photosensor in one end of the bar. Then, one can think of the parameter \( \theta \) as accounting for the track angle, related to the light yield, and of \( \eta \) as the distance at which the track has crossed the bar with respect to the photosensor, introducing a time delay in the measured signal. If \( x \) is interpreted as time, a signal \( s(x) \) is measured in the detector at discrete consecutive instances of \( x \). In this way, the array of signals \( \mathcal{S} \) constitutes a 1D waveform.

Now consider the following situation. The scintillating bar of the previous example can be measured in the laboratory such that a collection of \( \mathcal{S} \) can be recorded. For each of this signals, \( \mathcal{P} \) is
also determined with the aid of additional instruments, e.g. additional position sensitive detectors. However, the experimenter is unaware of the true functional form of \( f \), which can be in practice arbitrarily complex, but desires to learn \( f \), its inverse transformation, or both, out of the collected sets of \( \tilde{s} \) and \( \tilde{p} \).

In this article, we will use the toy model above to generate data instances of \( \tilde{s} \) and \( \tilde{p} \) artificially, reproducing what could be collected in the laboratory. Later, we will pretend that \( f \) is unknown, and we will face the problem of learning \( \hat{f} \) and \( \hat{f}^{-1} \) as close as possible to \( f \) and \( f^{-1} \) directly from the synthetic data examples.

2 Autoencoders

Over the last years deep learning methods have become crucial for modern data analysis and have started to play a important role in HEP. So far, most solutions have been reached through supervised algorithms, particularly applied to classification problems, with deep neural networks at the forefront. Recently, deep generative models have aroused as a novel unsupervised alternative, able to deal with both labeled and unlabeled datasets and to learn sophisticated transformation between spaces of very different dimensionality [3]. Autoencoders are a particular type of this novel algorithms. In autoencoders (AEs) a real input of arbitrary dimensionality \( \mathbb{R}^A \) is mapped into a real space output of the same dimensionality by following a set of transformations characterized by a bottleneck architecture. The bottleneck, often referred to as the latent space, has a reduced dimensionality \( \mathbb{R}^B \), where typically \( A \gg B \). As the algorithm is trained to minimize the difference between the input and the output distributions the autoencoder learns a compact representation of the data which is encoded into the latent space. Due to this, the transformation which maps the input into the latent space is named the encoder whereas the transformation which maps the latent space into the output is named the decoder.

Despite their recent appearance in the physics literature, AEs have already been studied for several interesting HEP applications. On one hand, AEs can be used to compress data by storing the much lighter latent space representation [4–6]. On the other hand, AEs average out the noise from different data examples during training and, therefore, they have great potential to denoise signals [7–9]. AE transformations are greatly interesting by themselves. If an AE is trained using non-anomalous signals, for instance produced with a well understood simulation, the AE reconstruction error can later be used to identify outliers and tag them as anomaly candidates. Thus, so far, anomaly detection has been among the most widely explored applications involving AEs in the HEP literature [10–14]. AEs can also be used to learn signal or background distributions directly from data. In this applications, AEs enable the generation of synthetic data by sampling in the latent space, an option explored in several studies [15–17]. However, if the latent space is unconstrained, no physical interpretation can be made of the latent space. Due to this, architectures in where the bottleneck is constrained have been studied in computer science, leading to the proposal of modified AEs, such as the Bounded-Information-Bottleneck AE (BIB-AE) [18]. The main difference with a standard AE is that in these modified algorithms additional information in the form of labels is used in the training phase in order to make the latent space interpretable. In HEP, this approach has been first explored recently via an algorithm dubbed the end-to-end Sinkhorn AE. Its use has been explored in the context of producing complex high fidelity simulation outputs for calorimeters by
replacing simulators with AEs trained in simulated data [19, 20]. This has the main advantage of reducing the time and computational cost of generating simulated events. In this article, we further discuss the potential of latent space constrained autoencoders in HEP. In particular, we focus on a powerful and unexplored application: its use for data-driven detector signal characterization and, even more, how the same trained algorithm can be used not only to generate signals but also to do physical parameter estimations and signal denoising.

2.1 The constrained bottleneck autoencoder

We will use a modified AE, similar to the BIB-AE, with simple features which, for generality, will be referred to as a constrained bottleneck autoencoder. A sketch of the algorithm is presented in figure 1. Its main features are as follows: for training, events consisting of signals $s$ associated to physical configuration parameters $p$ are given as the input to the algorithm. The algorithm then performs a series of sequential transformations which generate an output signal $s'$ with equal dimensionality to $s$. The bottleneck $p'$ corresponds to the centermost transformation layer and has the same dimensionality as $p$. With the former settings, the network weights specifying the encoder and decoder transformations $\hat{f}^{-1}$ and $\hat{f}$, corresponding to our target interest (see section 1.1), can be optimized by minimizing the loss over the set of input examples. Such loss consists of the sum of two terms. On one hand, the mean squared error (MSE) between $s$ and $s'$ which accounts for the similarity of the input and output signals. On the other hand, the MSE between $p$ and $p'$ which accounts for the similarity between the latent space and the physical configuration parameters.

![Figure 1](https://via.placeholder.com/150)

Figure 1. Sketch of the constrained bottleneck autoencoder under discussion.

2.2 Architecture and implementation

The former architecture design has been driven by simple principles. In the first place, using convolutional transformation allows to identify patterns arising in the correlations among neighbor signal values. The number of iterations, filters, kernel size and stride were chosen after a set of
dedicated architectural tests on the overall performance of the network. In the second place, the use of fully connected layers allows to combine the information from the different convolution filters and provides to the algorithm enough flexibility in the encoder and decoder transformations. Such flexibility is crucial, as our AE has a constrained bottleneck, and therefore, learning \( \hat{f} \) and \( \hat{f}^{-1} \) is significantly more challenging than in the unconstrained case. In this sense, stacking N-times the former layers allows to organically increase the complexity of the network, either by increasing the number of filters, the number of repetitions, or both.

3 Methodology

3.1 Dataset generation

A dataset has been generated by producing a set of 50k statistically independent \( \tilde{s} \). Each instance of \( \tilde{s} \) has been generated using uncorrelated flat random values of \( \theta \in [0, 1] \) and \( \eta \in [0, 1] \) and by evaluating \( f \), as defined in eq. 1.2, a total of \( 2^{10} = 1024 \) equidistant times along an interval of \( x \in [-10, 10] \). In this way, the signals \( \tilde{s} \) are waveforms of 1024 values. For training purposes the waveforms have been normalized. This can be achieved in general by applying the change of variable: \( \tilde{s} = (\tilde{s} + \text{offset})/\text{scale} \). For convenience, we have used \( \text{offset} = 0.1 \) and \( \text{scale} = 0.8 \) such that after adding noise to the waveforms (explained below), the signals are made of values largely contained in the interval \( [0, 1] \). An illustration of the normalized waveforms provided by the toy model in eq. 1.2 is presented in figure 2.

![Figure 2](image-url)

**Figure 2.** Functional normalized shape of \( f(\tilde{p}) \) as described in Eq 1.2. A colormap of \( \theta \) for a series of slices of \( \eta \) is used to illustrate the dependency on both parameters.

In a realistic case, the waveforms would be affected by random fluctuations. To show the robustness of the method to random noise and to illustrate its denoising potential prior to the signal normalization each value of \( \tilde{s} \) has been varied independently, adding to it the result of random sampling from a Gaussian with the mean at the original signal value and a sigma of 0.05. At the normalization scale = 0.8, this level of noise corresponds to 6.25% of the maximum possible signal amplitude. Example results of a set of 15 randomly chosen instances of \( \tilde{s} \) compared to their associated \( f(\tilde{p}) \) are presented in figure 3.
Figure 3. Examples of 15 random noisy waveforms in the test dataset compared to its original functional shape, specified by eq. 1.2.

3.2 Training

For training and testing the system the dataset of 50k examples has been split into two separate datasets: a training dataset with 40k signals and a test dataset with the remaining 10k events. The autoencoder has been trained for 10 epochs (complete cycles to all the data), using the Adam optimizer [21] with an initial learning rate of $5 \times 10^{-4}$ and a mini-batch size of 32 (which determines the amount of examples that are processed before updating the network parameters). During training the network weights are optimized by minimizing the loss function, which as earlier anticipated in figure 1, consists on the addition of the minimum squared error of the signal reconstruction accuracy and the latent space matching accuracy. The training for which the results are reported took about 50 min in a standard computer.¹

4 Results and discussion

The performance of the trained algorithm can be evaluated for different purposes. In the first hand, the quality of the learned $\hat{f}^{-1}(\tilde{s}) \mapsto \tilde{p}$ transformation is relevant to do estimates of the physical parameters $\tilde{p}$ using signals as input. On the second hand the quality of the learned $\hat{f}(\tilde{p}) \mapsto \tilde{s}$ is relevant to model the detector response and to produce realistic signals $\tilde{s}$, e.g. if the algorithm is

¹2.3 GHz dual-core Intel Core i5.
embedded in a Monte Carlo simulation. Notably, since the algorithm learns from multiple examples the random noise is averaged out, such that \( \hat{f}(\tilde{s}) \) generates noiseless signals \( \tilde{s}' \), even if it learns from noisy examples \( \tilde{s} \). Due to this, the transformation \( f^{-1}(\hat{f}(\tilde{s})) \mapsto \tilde{s}' \) can be used to denoise signals. We study each of these tasks separately and discuss them below.

### 4.1 Reconstruction of the physical parameters

The distribution of the reconstructed physical parameters, \( \tilde{p} = \{\theta, \eta\} \), associated to the signals for the whole test dataset of 10k events is figure 4. The results are presented in slices of true \( \eta \) and in a colormap of \( \theta \) allowing to qualitatively understand the 2D latent space distributions in the whole phase-space. As expected, the encoder learns a transformation that maps signals \( \tilde{s} \) associated to transformations determined by values of \( \tilde{p} = \{\theta, \eta\} \) to a latent space \( \tilde{p}' = \{\theta', \eta'\} \) where the typical distance between \( \tilde{p} \) and \( \tilde{p}' \) is small. This is explicitly shown in figure 5 where the errors in each of the reconstructed physical parameters is presented as a 2D plot showing pairs of reconstructed \( \{\theta', \eta'\} \) and their 1D marginal distributions. Notably, the errors are Gaussian distributed, and show negligible bias and a very narrow standard deviation. The width of the distribution is different for the two parameters. This is expected, as the two parameters affect differently the waveform shape. In particular, looking into figure 2 it is clear that a wide range of \( \theta \) can render very similar waveforms, as for instance for small \( \eta \) values. From these results on the reconstructed latent space two major conclusions can be extracted. In the first place the algorithm is able to effectively learn the transformation \( \hat{f}^{-1}(\tilde{s}) \mapsto \tilde{p}' \), allowing to do parameter estimations directly from detector signals. In the second place, no outliers are observed and the error distribution is Guassian allowing to easily and reliable associate errors to the parameters estimated by means of this method.
4.2 Signal generation

Figure 6. Functional shape of $\hat{f}(\bar{p})$ as learned by the algorithm. A colormap of $\theta$ for a series of slices of $\eta$ is used to illustrate the dependency on both parameters.

Figure 7. Subtraction of figure 2 and figure 6 to illustrate the difference of $f(\bar{p}) - \hat{f}(\bar{p})$.

The trained model can be used to characterize the transformation across the whole phase space, as presented in figure 6. In the ideal case, this scan should be equivalent to that earlier presented in figure 2. Eye inspection allows to draw qualitative conclusions. In the first place, overall, the algorithm has learned a transformation $\hat{f}(\bar{p})$ directly from data examples which generally resembles the true one, and the predicted signals do not show worrisome artifacts or instabilities. This is remarkable given that the transformation is learned from noisy data examples but the algorithm directly provides a denoised output. To draw quantitative conclusions, in figure 7 we present a plot of the difference of the true and the learned model, namely a plot of $f(\bar{p}) - \hat{f}(\bar{p})$. For the majority of the phase-space the variations are very small, typically well contained within 2% of the maximum amplitude. The largest differences are below 4% of the maximum amplitude and are therefore sensibly smaller than the simulated noise level.

4.3 Signal denoising

Finally, as we have learned both $\hat{f}(\bar{s}) \leftrightarrow \bar{p}'$ and $\hat{f}^{-1}(\bar{p}) \leftrightarrow \bar{s}'$, we can study the reconstruction of $f^{-1}(\hat{f}(\bar{s})) \leftrightarrow \hat{s}'$. This has two main advantages. On one hand the results of the composite transformation map noisy signals to denoised signals. In the second hand, the errors in the reconstruction of
physical parameters and in the generation of signals are correlated, and in consequence the composite transformation might have a superior performance than the two individual transformations.

To evaluate the quality of the reconstructed denoised signals \( \tilde{s}_0 \) from noisy signals \( \tilde{s} \), the output of \( \hat{f}^{-1}(\tilde{f}(\tilde{s})) \rightarrow \tilde{s}' \) has been compared to \( f(\tilde{p}) \) for the 10k events in the test dataset. The results are presented in figure 8. In the left of the figure, the signal reconstruction error distributions for all waveform positions multiple of 16 are presented. The decision of showing only one in every 16 positions is driven by a clearer visualization, reducing the number of distributions from 1024 to 64. To show information for all the waveform positions, in the right part of the figure aggregated results for all the 1024 positions are shown. These aggregated results consists of a distribution of the 1024 median positions in each waveform position (orange), and the 1024 mean\( \times 10^4 \) values reconstructed in any position for all events (cyan).

The results allow to draw numerous conclusions. In the first place, across all waveform positions the errors in the median are remarkably small, with a typical bias (standard deviation) similar to 0.3% (0.2%) of the maximum amplitude. The error in all reconstructed signals, is slightly wider but still of excellent quality with a typical bias of (standard deviation) 0.3% (0.7%). In the second place the reconstructed signals in all positions are densely packed around the median without any significant outlier. The maximum error for the 64 positions under consideration is comparable with noise fluctuations and a very smooth and well controlled signal prediction by the network across the whole test dataset is observed.

To illustrate the accuracy and signal fidelity of the results presented in figure 8 all the 10k events in the test dataset have been sorted by their mean squared signal reconstruction error. Waveforms at different error percentiles are presented in figure 9, being the percentile 0 (percentile 100) the event with minimum (maximum) signal reconstruction error. The results show excellent prediction fidelity across all percentiles with very minor differences even for percentile 100.
Figure 9. The input noisy signal $\tilde{s}$ is compared to the denoised generated signal $\tilde{s}'$ and to the true shape of the toy model $f(\tilde{p})$ for a total of 35 examples in the test dataset. The examples are chosen by their mean squared reconstruction error percentile. Percentile 0 (100) corresponds to the best (worse) reconstructed signal in the whole test dataset of 10k waveforms.
5 Conclusions

An algorithm consisting of a constrained bottleneck autoencoder has been presented as a reliable solution for the task of characterizing multidimensional signals directly from data. In particular, a toy problem has been presented and used to generate data. This data has been distorted by random noise and used to train and test the algorithm, blind to the toy model underlying functional form. Overall, the results show excellent performance in learning the true distribution mapping physical parameters into signals and the inverse of this distribution.

We have shown how to use the trained algorithm to do parameter estimations directly from signals and how to associate errors to this estimates. We have presented how, given some input physical parameters, the algorithm can be used to model signals with good precision and hence it is a suitable candidate to characterize the detector response in Monte Carlo simulations. Finally, we have shown the excellent potential of this algorithm in denoising signals.

Each of the former results open potential applications in HEP were the treatment and analysis of multidimensional signals, such as waveforms, is widely spread. In addition, the excellent accuracy this method in mapping signals to signals allows to envision compression applications in which the much lighter bottleneck representation is stored instead of the full signal.
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