Abstract—We present a new approach to the statistical characterization of the second order scattering fading (SOSF) channel model, which greatly simplifies its analysis. Exploiting the unadvertised fact that the SOSF channel can be seen as a continuous mixture of Rician fading channels, we obtain expressions for its probability density function and cumulative density function that are numerically better-behaved than those available in the literature. Our approach allows for obtaining new results for the SOSF model, such as a closed-form expression for its moment-generating function, as well as the characterization of the average channel capacity. Relevantly, and somehow counterintuitively, we observe that in the presence of a strong line-of-sight (LOS) component, the channel capacity of a LOS plus double-Rayleigh scattered diffuse component is larger than its LOS plus Rayleigh (i.e. Rician-like) counterpart.

Index Terms—Second order scattering fading, Rician fading, Ergodic capacity, Asymptotic capacity

I. INTRODUCTION

The statistical characterization of the small-scale random fluctuations of the signal amplitude in a wireless communication context has been one of the key problems in the wireless arena [1]. Because classical models arising from the central limit theorem like Rayleigh or Rice have shown to be insufficient to accurately fit experimental data in many scenarios, a number of more general and sophisticated models have been proposed to better reflect the specific propagation effects that affect the radio signal [2–6].

A relevant example of such generalized models is the second-order scattering fading (SOSF) channel [3, 7]. This model is a particular case of a family of multiple-order scattering fading channels [3], which are built from the combination of a finite number of increasing order scattering terms. For the second order case, the received signal is expressed as the combination of a line-of-sight (LOS) component, plus a Rayleigh-diffused scattering component and a double-Rayleigh scattering component. Therefore, the SOSF fading model has a solid motivation from a physical perspective, in the sense that it captures situations (e.g. propagation in the presence of diffracting wedges like rooftops or building corners) on which the signal propagation is affected by the keyhole effect [8]. Reported measurements in quite dissimilar wireless environments like indoor [9], indoor-to-outdoor, outdoor-to-indoor [10], peer-to-peer [11], urban, suburban, forest [7] or more recently in high speed railway [12], provide experimental support to this claim. Hence, the SOSF fading model is indeed well-suited to recreate a wide variety of propagation effects.

However, similarly to other state-of-the-art fading models in the literature [2–6], this often comes at the price of an increased mathematical complexity, which ultimately hinders the understanding of how the fading model parameters impact on performance metrics such as outage probability or channel capacity. This drawback is specially accentuated in the case of the SOSF channel, as its probability density function (PDF) and cumulative distribution function (CDF) involve an infinite integration of Bessel functions of the first kind and zero order. The oscillating nature of the integrand poses a significant inconvenient for the numerical evaluation of PDF and CDF [3, 13], and further analytical manipulations for performance analysis purposes are also complicated. In turn, to the best of our knowledge the capacity of SOSF channels remains unknown.

In this paper, we propose a different approach to the analysis of SOSF fading channels which completely avoids these drawbacks, and also facilitates the performance analysis of wireless communication systems operating over this otherwise unwieldy fading channel. We show that the SOSF fading channel can be seen as a continuous mixture of Rician fading channels, i.e. it can be expressed in terms of an underlying Rician random variable (RV), conditioned to an exponentially-distributed ancillary RV. Therefore, its PDF and CDF can be expressed in terms of a single integral involving the Rician PDF and CDF, which are considerably better-behaved than the previously available expressions. We also obtain a closed-form expression for the moment generating function (MGF) of the SOSF channel for the first time in the literature. Closed-form expressions for the PDF, CDF and MGF of all the special cases included in the SOSF model are also obtained. Besides, our approach naturally simplifies the performance analysis in this scenario, as readily available results in the literature for the Rician case can be leveraged to analyze the SOSF case by an additional integration over an exponential distribution. This is illustrated by analyzing the average capacity of SOSF channels, for which we observe some insightful effects not previously reported in the literature.

The remainder of the paper is organized as follows: in section II we briefly revisit the SOSF physical model. In section III we carry out the statistical characterization of the SOSF model, obtaining a collection of expressions for the PDF, CDF and MGF of the general SOSF fading distribution,
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and all the special cases derived from it. Section [V] is devoted to analyze the average capacity of the SOSF channel, with a special focus on the high signal-to-noise (SNR) ratio regime. Finally, the main conclusions are drawn in section [V].

Notation: The expectation and the absolute value of a RV $X$ are denoted as $\mathbb{E}[X]$ and $|X|$ respectively. The notation $X|Y$ will stand for $X$ conditioned to $Y$. We write $X \sim N_c(\mu, \sigma^2)$ to denote that $X$ is distributed as a circularly-symmetric complex Gaussian RV with complex mean $\mu$ and variance $\sigma^2$. The symbol $\equiv$ indicates equality in distribution.

II. System Model

The received signal under SOSF fading is modeled as a random variable $S$ given by

$$S = \omega_0 e^{j\phi} + \omega_1 G_1 + \omega_2 G_2 G_3,$$

(1)

where $\omega_0 e^{j\phi}$ is the LOS component with weighting factor $\omega_0$, and $\phi$ is a random phase uniformly distributed in $[0, 2\pi)$. $G_i$ for $i = 1, 2, 3$ are independent random variables distributed as $N_c(0, 1)$ so that the term $\omega_1 G_1$ corresponds to a Rayleigh fading component (first-order scattering), whereas the last term $\omega_2 G_2 G_3$ models a double-Rayleigh fading component (second-order scattering). The parameters $\omega_0$, $\omega_1$ and $\omega_2$ are non-negative real-valued constants that determine the relative level of each fading component. Notice that the mean square value of $S$ is given by $\mathbb{E}[|S|^2] = \omega_0^2 + \omega_1^2 + \omega_2^2$. Without loss of generality, we will consider a normalized SOSF channel with $\omega_0^2 + \omega_1^2 + \omega_2^2 = 1$.

The SOSF fading model is often specified by an alternative set of parameters $(\alpha, \beta)$, defined as

$$\alpha = \frac{\omega_2^2}{\omega_0^2 + \omega_1^2 + \omega_2^2}, \quad \beta = \frac{\omega_0^2}{\omega_0^2 + \omega_1^2 + \omega_2^2}.$$  

(2)

The parameters $(\alpha, \beta)$ are constrained to the triangle $\alpha \geq 0$, $\beta \geq 0$ and $\alpha + \beta \leq 1$.

The model described in (1) encompasses a number of fading models as special cases, like Rician fading when $\omega_2 = 0$, with $K$ factor given as $K = \frac{\omega_1}{\omega_2}$, Rayleigh and double-Rayleigh (RDR) fading for $\omega_0 = 0$, double-Rayleigh and LOS (DRLOS) for $\omega_1 = 0$, double-Rayleigh (DR) in case $\omega_0 = \omega_1 = 0$, or Rayleigh fading when $\omega_0 = \omega_2 = 0$. Table I summarizes all special cases associated to specific values of the set of parameters $(\omega_0, \omega_1, \omega_2)$ and $(\alpha, \beta)$. Dashes in Table I indicate that the corresponding parameter can take any value as long as it meets the constraints of being non-negative and $\omega_0^2 + \omega_1^2 + \omega_2^2 = 1$ or equivalently $\alpha + \beta \leq 1$. Fig. I shows the triangular domain of $\alpha$ and $\beta$, on which the three sides and three vertices of the triangle have been labeled with the corresponding SOSF distribution type.

Let $\gamma$ denote the random instantaneous signal to noise ratio (SNR) of the fading signal and let $\bar{\gamma}$ denote the average received SNR. Thus, we have $\gamma \propto |S|^2$, with $\mathbb{E}(\gamma) = \bar{\gamma}$ being the average SNR.

Table I: Special cases in SOSF channel model

| Fading                | $\omega_0$ | $\omega_1$ | $\omega_2$ | $\alpha$ | $\beta$ |
|-----------------------|------------|------------|------------|-----------|---------|
| Rice                  |            |            |            | 0         | $\alpha + \beta = 1$ |
| Double-Rayleigh & LOS (DRLOS) | 0         | 0          |            | $\alpha + \beta = 1$ |
| Rayleigh and double-Rayleigh (RDR) | 0         | 0          | 0          | 1         |
| Rayleigh (DR)         | 0          | 0          | 0          | 1         |
| Static                | -          | 0          | 0          | 1         |

![Fig. 1. Triangle of permissible values of parameters $\alpha$ and $\beta$ and SOSF distribution designs associated to particular values of the parameters.]

III. Statistical Analysis

In this section, we provide new expressions for the SOSF statistics. Specifically, we will characterize the PDF, CDF and MGF of the receive SNR $\gamma$; note that the PDF and CDF expressions for the received signal envelope $|S|$ can be directly obtained by a simple change of variables.

A. Derivation of the PDF

Our goal is to obtain an expression for the PDF of the instantaneous receive SNR $\gamma$, $f_\gamma(\gamma)$. The starting point in our derivation is (1), so that the squared signal envelope can be expressed as

$$|S|^2 = \frac{\gamma}{\bar{\gamma}} = |\omega_0 e^{j\phi} + \omega_1 G_1 + \omega_2 G_2 G_3|^2.$$  

(3)

Since $G_3$ is a circularly-symmetric RV with zero-mean, we can express $G_3 = |G_3| \cdot e^{j\phi_3}$, with $\phi_3$ uniformly distributed in $[0, 2\pi)$ and $|G_3|$ being Rayleigh distributed. Because of $G_2$ being also circularly symmetric, the distribution of $G_2$ is the same as the distribution of $G_2 \cdot e^{j\phi_3}$. Thus, we have that

$$|S|^2 \equiv |\omega_0 e^{j\phi} + \omega_1 G_1 + \omega_2 G_2 |G_3|^2 = C.$$  

(4)

Let us define the ancillary RV $X$ as $X \equiv |G_3|^2$, which follows an exponential distribution. Conditioning $S$ in (4) on a particular value of $X = x$ we have

$$C|(X = x) = |\omega_0 e^{j\phi} + \omega_1 G_1 + \omega_2 \sqrt{X} G_2|^2.$$  

(5)
The two last terms in (5) correspond to the sum of two RVs distributed as \( N_c(0, \omega_1^2) \) and \( N_c(0, \omega_2^2 x) \), respectively. This is equivalent to one single RV distributed as \( N_c(0, \omega_1^2 + \omega_2^2 x) \). Hence, we have that \( C(X = x) \) is built from the sum of a LOS and a Rayleigh component. With all these considerations, the distribution of \( \gamma (X = x) \triangleq \gamma_x = \gamma \cdot C(X = x) \) is a conditional Rician distribution with PDF given by

\[
f_{\text{Rice}}(\gamma; K_x, \bar{\gamma}_x) = \frac{1 + K_x}{\bar{\gamma}_x} e^{-\frac{1 + (1 + K_x) x}{\bar{\gamma}_x}} \times I_0 \left( \sqrt{\frac{K_x (1 + K_x) \bar{\gamma}_x}{\gamma}} \right), \quad \gamma \geq 0
\]  

(6)

where \( I_0(\cdot) \) denotes the modified Bessel function of the first kind and zero order, with

\[
\bar{\gamma}_x \triangleq E(\gamma_x) = \omega_0^2 + \omega_1^2 + \omega_2^2 x = \bar{\gamma} (1 - \alpha (1 - x)),
\]

(7)

\[
K_x = \frac{\omega_0^2}{\omega_1^2 + \omega_2^2 x} = \frac{\beta}{1 - \beta - \alpha (1 - x)}.
\]

(8)

Finally, averaging (6) over the distribution of \( X \), we can obtain the PDF of the SOSF channel model as

\[
f_\gamma(\gamma) = \int_0^\infty f_{\text{Rice}}(\gamma; K_x, \bar{\gamma}_x) \cdot f_X(x) dx,
\]

(9)

where \( f_X(x) = e^{-x}, \quad x \geq 0 \). Substituting (2), (7) and (8) into (6) and (9), we finally get

\[
\begin{align*}
  f_\gamma(\gamma) &= \int_0^\infty \frac{1}{(1 - \beta - \alpha (1 - x))} e^{-\frac{(1 - \beta - \alpha (1 - x)) x}{\bar{\gamma}}} \times I_0 \left( \sqrt{\frac{2 \bar{\gamma}}{(1 - \beta - \alpha (1 - x))}} \right) e^{-x} dx. \\
  \text{Equation (10) constitutes a novel expression for the PDF of the instantaneous SNR in a SOSF fading channel, and is an alternative to the one proposed in the literature [3, 9] that requires the integration of a highly oscillatory function over an infinite range, as:}
\end{align*}
\]

\[
f_\gamma(\gamma) = \int_0^\infty \frac{2 J_0 \left( \sqrt{\bar{\gamma} z} \right) J_0 \left( \sqrt{\beta \bar{\gamma} z} \right)}{4 + \alpha \bar{\gamma} z^2} e^{-\frac{(1 - \beta - \alpha (1 - x)) x^2}{4}} z dz.
\]

(11)

Compared to the original expression in (11), our approach has numerous benefits: first, the numerical integration in (10) is well-behaved, as the integrand is the Rician PDF itself, instead of the product of two Bessel functions of the first kind and zero order \( J_0(\cdot) \) that compromise conventional numerical methods. Secondly, as we will later see, expressing the SOSF channel as a continuous mixture of Rician channels greatly simplifies the use of this fading model for performance analysis purposes. Third, when \( \omega_0 = 0 \) (i.e. \( \beta = 0 \)) the special cases of the SOSF channel arise as a continuous mixture of Rayleigh fading channels, since \( K_x = 0 \). This will also help simplifying the analysis of still rather complicated distributions such as the RDR case. Fourth, a direct observation of (10) indicates that \( S \) can be generated from only two complex Gaussian RVs, instead of three as suggested by [3].

Specializing \( \alpha \) and \( \beta \) in (10) with the values indicated in Table I we can obtain a PDF expression for all particular fading distributions in closed-form, as summarized in Table I. For the Rician, Rayleigh and static cases, the derivation is straightforward and the result is well-known, so that they are omitted for the Table for the sake of compactness. For the other three cases we have:

1) **DRLOS**: Setting \( \alpha + \beta = 1 \) in (10), the integral reduces to that in (14) eq. (6.653)], which matches the result proposed in Table I equation (12).

2) **RDR**: Setting \( \beta = 0 \) in (10), the integral matches the definition of the generalized incomplete gamma function\(^3\) in [13] and also used in [15, 17], as \( \Gamma(a, x, b) = \int_x^\infty t^{a-1} e^{-t} e^{-\frac{1}{b}} dt \) yielding the RDR PDF shown in Table I equation (13).

3) **DR**: Setting \( \beta = 0 \) and \( \alpha = 1 \) in (12) we get the DR distribution PDF shown in Table II equation (14) which is in agreement with the expression proposed in [18].

### B. Derivation of the CDF

Following the same procedure as with the PDF, we can obtain an expression for the CDF of the SOSF model by averaging the CDF of a Rician distribution conditioned to a fixed value \( X = x \). The CDF of \( \gamma_x \) is given in (11) as

\[
F_{\text{Rice}}(\gamma; K_x, \bar{\gamma}_x) = 1 - Q_1 \left( \sqrt{2 K_x} \sqrt{\frac{2 (1 + K_x) \gamma}{\bar{\gamma}_x}} \right),
\]

(15)

where \( Q_1(\cdot, \cdot) \) is the Marcum Q-function and \( \bar{\gamma}_x \) and \( K_x \) are those previously defined in (7) and (8). Averaging (15) over the values of \( X \), we obtain

\[
F_\gamma(\gamma) = \frac{1}{2} - \frac{x}{2} - \frac{K_x}{2} e^{-x} dx.
\]

(16)

Again, equation (16) is a novel expression for the CDF of the instantaneous SNR in a SOSF fading channel. Because the integrand is a CDF itself, it does not oscillate and is a numerically well-conditioned alternative to the expression commonly used in the literature [3, 9].

The CDF of the special cases of the SOSF channel can be obtained either by specializing \( \alpha \) and \( \beta \) in (16) according to Table I, or by integrating the corresponding PDFs shown in Table I. This second approach yields closed-form solutions in a rather straightforward procedure as follows:

1) **DRLOS**: The integration of (12) with respect to \( \gamma \) yields an integral that is solved in (14) eq. (6.653)], and results in the closed-form CDF expression in Table III equation (17).

2) **RDR**: In order to integrate (13) with respect to \( \gamma \), we use the relationship \( \int_0^\infty \Gamma(0, x, z) dz = e^{-x} - \Gamma(1, x, b) \) (see Appendix A) to obtain the expression for the RDR CDF given in table II equation (18).

3) **DR**: Setting \( \beta = 0 \) and \( \alpha = 1 \) in (17), we get the DR distribution CDF shown in table II equation (19). The obtained expression is in accordance to that proposed in [18].

\(^3\)Not to be confused with a different generalization of the incomplete gamma function defined as \( \Gamma(a, z_1, z_2) = \int_{z_1}^{z_2} t^{a-1} e^{-t} dt \).
TABLE II
SOSF CHANNEL PDFS (SPECIAL CASES).

| Fading | \( f_\gamma(\gamma), \, \gamma > 0 \) |
|--------|---------------------------------|
| SOSF   | \[
\int_0^{\infty} \frac{1}{(1-\beta-\alpha(1-x))^{\alpha/\gamma}} e^{-\frac{\beta \gamma}{1-\beta-\alpha(1-x)}} I_0 \left( \frac{2 \sqrt{\beta \gamma}}{(1-\beta-\alpha(1-x))} \right) e^{-x} \, dx \]
|        | [10]                            |
| DRLOS  | \[
\begin{align*}
\text{and} & \quad \frac{2}{(1-\beta)^{\gamma}} I_0 \left( \frac{2 \sqrt{\beta \gamma}}{(1-\beta)^{\gamma}} \right) K_0 \left( 2 \sqrt{\beta \gamma} \right), \quad 0 < \gamma < \beta \gamma \\
\text{or} & \quad \frac{2}{(1-\beta)^{\gamma}} K_0 \left( \frac{2 \sqrt{\beta \gamma}}{(1-\beta)^{\gamma}} \right) I_0 \left( 2 \sqrt{\beta \gamma} \right), \quad \gamma > \beta \gamma 
\end{align*}
|        | (12)                            |
| RDR    | \[
\frac{1}{\alpha \gamma} e^{-a} \frac{\Gamma \left( 0, \frac{1-\alpha}{\alpha \gamma} \gamma \right)}{\gamma} 
\] |
|        | (13)                            |
| DR     | \[
\frac{2 \gamma}{\beta} K_0 \left( \frac{2 \sqrt{\beta \gamma}}{\gamma} \right) 
\] |
|        | (14)                            |

TABLE III
SOSF CHANNEL CDFs (SPECIAL CASES).

| Fading | \( F_\gamma(\gamma), \, \gamma > 0 \) |
|--------|---------------------------------|
| SOSF   | \[
1 - \int_0^{\infty} Q_1 \left( \sqrt{\frac{2 \beta}{1-\beta-\alpha(1-x)}} \right) e^{-x} \, dx \]
|        | [16]                            |
| DRLOS  | \[
\begin{align*}
\text{and} & \quad \frac{2}{(1-\beta)^{\gamma}} K_0 \left( 2 \sqrt{\beta \gamma} \right) \left( \frac{\beta}{1-\beta} \right)^{\gamma/2} I_1 \left( \frac{\beta}{1-\beta} \right), \quad 0 < \gamma < \beta \gamma \\
\text{or} & \quad \frac{2}{(1-\beta)^{\gamma}} I_0 \left( 2 \sqrt{\beta \gamma} \right) \left( \frac{\beta}{1-\beta} \right)^{\gamma/2} K_1 \left( 2 \sqrt{\beta \gamma} \right), \quad \gamma > \beta \gamma 
\end{align*}
|        | (17)                            |
| RDR    | \[
1 - e^{-a} \frac{\Gamma \left( 0, \frac{1-\alpha}{\alpha \gamma} \gamma \right)}{\gamma} 
\] |
|        | (18)                            |
| DR     | \[
1 - 2 \sqrt{\frac{\beta}{\gamma}} K_1 \left( \frac{2 \sqrt{\beta \gamma}}{\gamma} \right) 
\] |
|        | (19)                            |

C. Derivation of the MGF

The MGF of the SNR for the SOSF channel model is not known. A direct inspection of (5) reveals that the MGF of the conditional SNR \( \gamma_x \) is that of the Rician distribution, as (11)

\[
\mathcal{M}_{Rice}(s; K_x, \gamma_x) = \frac{1 + K_x}{1 + K_x - s \gamma_x} e^{K_x \gamma_x},
\]

hence

\[
\mathcal{M}_\gamma(s) = \int_0^{\infty} \mathcal{M}_{Rice}(s; K_x, \gamma_x) \cdot f_X(x) \, dx.
\]

Substituting \( K_x \) and \( \gamma_x \) from (8) and (7) in (20), and then (20) in (21), we can write after some manipulations

\[
\mathcal{M}_\gamma(s) = \frac{-e^{s(1-\alpha)\gamma-1}}{s^\gamma \alpha} \int_0^{\infty} \frac{1}{s^{\gamma(1-\alpha)\gamma}} e^{-\frac{\beta \gamma}{s^\gamma \alpha}} e^{-z} \, dz.
\]

The integral in (22) corresponds to the previously introduced generalized incomplete gamma function \( \Gamma \), so we can finally write

\[
\mathcal{M}_\gamma(s) = \frac{-e^{s(1-\alpha)\gamma-1}}{s^\gamma \alpha} \Gamma \left( 0, \frac{s(1-\alpha-\beta)\gamma - 1}{s \alpha \gamma} \right) \frac{\beta}{\alpha}.
\]

D. Tail approximation for the CDF

It is also possible to obtain a tail approximation for the SOSF CDF in the form of

\[
F_\gamma(\gamma) \approx \frac{a}{d} \left( \frac{\gamma}{\bar{\gamma}} \right)^d,
\]

where \( d \) is the diversity order and \( a \) is a power offset also related to the coding gain \( \bar{\gamma} \).
TABLE IV
SOSF CHANNEL MGFs (SPECIAL CASES).

| Fading | $MGF_x(x)$ $s < 0$ |
|--------|------------------|
| SOSF   | $-e^{rac{s(1-\alpha-\beta)-1}{s\gamma\alpha}}\Gamma\left(0, \frac{s(1-\alpha-\beta)\gamma - 1}{s\alpha}\beta\right)$ (23) |
| DRLOS  | $-e^{rac{s(1-\alpha-\beta)-1}{s\gamma\alpha}}\Gamma\left(0, \frac{1-\alpha}{s\gamma\beta}\right)$ (24) |
| RDR    | $-e^{rac{s(1-\alpha-\beta)-1}{s\gamma\alpha}}E_1\left(\frac{s(1-\alpha)\gamma - 1}{s\alpha}\right)$ (25) |
| DR     | $-e^\frac{-x^\alpha}{s\gamma}E_1\left(\frac{x^\alpha}{s\gamma}\right)$ (26) |

Conditioning to $(X = x)$, the tail approximation of the conditioned SOSF distribution is given by

$$F_{\gamma}(x) \approx \frac{a_x}{d} \left(\frac{x}{\gamma_x}\right)^d,$$  (28)

where $d = 1$ and $a_x = (1 + K_x)e^{-K_x}$, with $K_x$ and $\gamma_x$ given by (7) and (8). Integrating (28) over $x$, we obtain the desired tail approximation for the SOSF distribution in (27), with $d = 1$ and

$$a = \frac{e^{\frac{1-\beta-\alpha}{\alpha}}}{\alpha} \Gamma\left(0, \frac{1-\beta-\alpha}{\alpha}, \frac{\beta}{\alpha}\right).$$ (29)

IV. Performance analysis over SOSF channels

A. Formulation

One of the key observations of our approach is the fact that the SOSF channel can be regarded as a continuous mixture of Rician fading channels. This somehow resembles similar connections recently unveiled in the literature, which express the two-wave with diffuse power (TWDP) fading channel as a continuous mixture of Rician fading channels [20], or the Nakagami-$q$ fading channel as a continuous mixture of Rayleigh fading channels [21]. Leveraging this fundamental connection between the SOSF distribution and an underlying conditional Rician distribution, it is possible to analyze general performance metrics for the SOSF channel by using readily available results for the Rician case. This is formally stated in the following lemma, as follows:

**Lemma 1.** Let $H(\gamma)$ be any arbitrary performance metric depending on the instantaneous SNR $\gamma$, and let $\overline{H}_R(\gamma, K)$ be such performance metric in Rician fading with average SNR $\gamma$ and Rician parameter $K$, obtained by averaging over an interval of the PDF of the SNR, i.e.,

$$\overline{H}_R(\gamma, K) = \int_0^b H(y) f_y(y; \gamma, K) dy,$$  (30)

with $0 \leq a < b \leq \infty$, and $f_y(y; \gamma, K)$ is the PDF of the SNR in Rician fading. Then, the performance metric in SOSF channels with average SNR $\gamma$ and shape parameters $\alpha$ and $\beta$, denoted as $\overline{H}_S(\gamma; \alpha, \beta)$, can be calculated as

$$\overline{H}_S(\gamma; \alpha, \beta) = \int_0^\infty \overline{H}_R(\gamma_x, K_x) e^{-x} dx,$$  (31)

where $\gamma_x$ and $K_x$ are defined in (7) and (8).

**Proof:** The performance metric $\overline{H}_S(\gamma; \alpha, \beta)$ is obtained as

$$\overline{H}_S(\gamma; \alpha, \beta) = \int_0^b H(y) f_y(y; \gamma, \beta) dy,$$  (32)

where $f_y(x; \gamma, \beta)$ is the PDF of the SNR in SOSF channels given in (10), where the dependence on $\alpha$ and $\beta$ is indicated for the sake of notational clarity. Thus, we can write

$$\overline{H}_S(\gamma; \alpha, \beta) = \int_0^b \int_0^\infty e^{\frac{-y - \beta(1 - \gamma)}{\gamma}} dy, (33)$$

By reversing the order of integration and using (5), we have

$$\overline{H}_S(\gamma; \alpha, \beta) = \int_0^\infty \int_0^b H(y) e^{\frac{-K_x y}{\gamma_x}} e^{-K_x e^{\frac{1+K_x y}{\gamma_x}}} dy e^{-y} dx,$$  (34)

where $\gamma_x$ and $K_x$ are given in (7) and (8). Identifying the inner integral as $\overline{H}_R(\gamma_x, K_x)$, (31) is finally obtained.

**Lemma 1** can be seen as a general framework to analyze the performance of communication systems operating in SOSF channels, for which previous results are available for the Rician case. We will exemplify its use in the following subsection, by conducting a capacity analysis in SOSF channels.

B. Application example: average capacity

The average channel capacity in fading channels is defined as

$$C = B \int_0^\infty \log_2(1 + \gamma) f_y(\gamma) d\gamma,$$  (35)

where $B$ is the bandwidth, $\gamma$ is the instantaneous receive SNR and $f_y(\gamma)$ is the PDF of $\gamma$, i.e. the fading distribution. This capacity coincides with the ergodic capacity of a fading channel with an optimal rate adaptation policy and constant transmit power, for which channel state information is only available at the receiver side [22, eq. (8)]. Without loss of generality, we will consider a normalized bandwidth $B = 1$ in the following derivations.

Even though the average capacity is known for most popular fading channels distributions (see [23] and the references therein), this is not the case for the SOSF channel. Substituting $f_y(\gamma)$ by (10) in (35), the capacity is obtained in a double integral form. However, because of the appealing numerical properties of the PDF in (10), such integral can be efficiently evaluated numerically.

In order to obtain a better insight into the effect of the SOSF channel parameters $\alpha$ and $\beta$ on the channel capacity, we carry out an asymptotic analysis in the high-SNR regime using the

As stated in [3], a sufficient condition for this double integral to be reversible is that $H(x)$ is a nonnegative continuous function. This is the case of conventional performance metrics of interest, such as channel capacity, symbol error rate or outage probability.
Asymptotic capacity

\[ \log_2(\gamma) + \log_2(\beta) + 2\gamma_e + \int_0^{\infty} E_1 \left( \frac{\beta}{1 - \beta} - x \right) e^{-x} dx \]

for the SOSF fading channel as a direct application of Lemma 1 yields the asymptotic capacity in the high-SNR regime for the Rician case in [20, eq. (64)]

\[
\begin{align*}
C_{\text{Rice}}|_{\gamma \rightarrow \infty} &\approx \log_2(\gamma) + \log_2 \left( \frac{K}{\gamma} \right) + \log_2(e) E_1(K), \\
\end{align*}
\]

direct application of Lemma 1 yields the asymptotic capacity for the SOSF fading channel as

\[
C|_{\gamma \rightarrow \infty} \approx \log_2(\gamma) - t,
\]

where the parameter \( t \) can be regarded as a capacity loss with respect to the AWGN case. This expression is new in the literature to the best of our knowledge. We note that the integral term in (37) only needs to be evaluated once, as it does not depend on the average SNR \( \bar{\gamma} \). For all special cases of the SOSF channel, it is possible to obtain a closed-form expression for the asymptotic capacity; these are summarized in Table V where \( \gamma_e \) is the Euler-Mascheroni constant. Specifically, expressions for DRLOS, DR, and RDR are obtained as follows:

1) DRLOS: Setting \( \alpha + \beta = 1 \) in (37), the integral can be solved using [14, eq. (6.226)]. This yields expression (40) of Table V.

2) DR: We must first set \( \alpha = 1 \), and take the limit of (37) when \( \beta \rightarrow 0 \). Taking into account that \( E_1(x) \rightarrow -\gamma_e - \log(x) \) when \( x \rightarrow 0 \), and using [14, eq. (4.331.1)], expression (41) in Table V is obtained after some algebraic manipulation. The resulting expression agrees with that proposed in [25].

3) RDR: Proceeding in the same manner as with the DR case, and using the identity [14, eq. (4.337.1)], we reach the expression shown in equation (41) of Table V.

### TABLE V

| Fading   | Asymptotic capacity |
|----------|----------------------|
| SOSF     | \( \log_2(\gamma) + \log_2(\beta) + 2\gamma_e \) + \int_0^{\infty} E_1 \left( \frac{\beta}{1 - \beta} - x \right) e^{-x} dx |
| Rice     | \( \log_2(\gamma) + \log_2(\beta) + \log_2(e) E_1 \left( \frac{\beta}{1 - \beta} \right) \) |
| DRLOS    | \( \log_2(\gamma) - 2\gamma_e \) |
| RDR      | \( \log_2(\gamma) - \log_2(\gamma) + \log_2(e) E_1 \left( \frac{1 - \alpha}{\alpha} \right) \) |
| Rayleigh | \( \log_2(\gamma) - \log_2(e) \gamma_e \) |
| DR       | \( \log_2(\gamma) - 2\log_2(e) \gamma_e \) |
| AWGN     | \( \log_2(\gamma) \) |

### C. Numerical results

In Fig. 2 the exact and asymptotic capacity of different SOSF channels using the expressions previously derived are depicted as a function of the average SNR \( \bar{\gamma} \). The AWGN channel capacity (corresponding to the static case) is also included as an upper bound, which will be used as a benchmark for comparison purposes. The exact capacity has been calculated by substituting (10) in (35) and performing numerical integration, while the asymptotic capacity has been obtained using the corresponding expressions shown in Table V. Results have also been validated with Monte Carlo simulations, which are not overlaid in the figure for the sake of clarity. As expected, the asymptotic capacity tends to the exact capacity for high SNR for all the cases considered in the plot. We also observe a worse-than-Rayleigh behavior for some of the SOSF combinations due to the presence of the DR component.

The dependence of the asymptotic capacity on the SOSF shape parameters \( \alpha \) and \( \beta \) is better visualized in the 3D plot in Fig. 3, on which the capacity loss with respect to the AWGN case \( t \) is plotted as a function of \( \alpha \) and \( \beta \), for all the values within the valid triangular domain (see Fig. 1), considering a sufficiently high average SNR \( \bar{\gamma} = 40 dB \).

We see that the cut obtained by setting \( \alpha = 0 \) in the 3D plot corresponds to a Rician distribution [26] and runs from the Rayleigh at coordinate \( (\alpha, \beta) = (0, 0) \) with a capacity loss of \( \log_2(e) \gamma_e = 0.83 \) bps/Hz to the AWGN case at coordinate \( (0, 1) \) which is the reference capacity value. Setting \( \beta = 0 \), the resulting curve corresponds to the RDR distribution [41] that ranges from the Rayleigh distribution at \( (0, 0) \) to the DR distribution at coordinate \( (1, 0) \). We have also highlighted the DRLOS curve obtained by setting \( \alpha + \beta = 1 \), that starts in the AWGN case and ends in the DR distribution. Notice that the maximum capacity loss for the SOSF channel corresponds to the DR case, taking the value \( 2 \log_2(e) \gamma_e = 1.67 \) bps/Hz, i.e. twice as much as in the Rayleigh case.
From the inspection of Fig. 3 we may conclude that in general terms, the asymptotic capacity loss decreases with increasing $\beta$ (LOS component) and decreasing $\alpha$ (DR component) which is a logical behavior. Although this is true for parameter $\beta$ (capacity loss decreases with increasing LOS component), a closer look into the variation of the asymptotic capacity loss with respect to $\alpha$ reveals a somehow unexpected behavior. For a fixed value of $\beta$, the value of $\alpha$ indicates the relative weight between the Rayleigh and the DR components, with $\alpha = 0$ corresponding to only Rayleigh component and $\alpha = 1 - \beta$ to only DR component. Given that the DR component is more fluctuating than the Rayleigh one, an increase in the capacity loss (i.e. a worse capacity) as $\alpha$ grows would be expected. This can be seen for instance in the curve corresponding to the RDR distribution ($\beta = 0$) in Fig. 3. However, this is not true for the whole range of $\beta$.

In order to better illustrate this behavior, we plot the derivative of the asymptotic capacity loss with respect to $\alpha$ in Fig. 4, i.e. $\frac{\partial \log_{10}(\bar{\gamma})}{\partial \alpha} | \bar{\gamma} \geq \gamma_{th} = 40 \text{dB}$, for different values of $\beta$ using (37). We see that this derivative takes negative values, specially for high values of $\beta$ (i.e. stronger LOS). This implies a decrease in capacity loss i.e. a larger capacity as $\alpha$ grows. In other words, in the presence of a significant LOS component, the SOSF channel has a larger capacity with a higher proportion of a DR component than a Rayleigh one.

This effect is also observed when studying the outage probability, defined as the probability that the instantaneous SNR falls below a given threshold $\gamma_{th}$, which can be directly computed from the CDF as $OP = Pr\{\gamma < \gamma_{th}\}$. This is illustrated in Fig. 5 where the OP for for $\beta = 0.7$ grows as $\alpha$ is decreased. We also note the tightness of the tail approximations for the CDF given by (27).

V. CONCLUSION

We provided an alternative formulation for the statistics of SOSF channels, which has numerous practical advantages over the original one. By identifying the SOSF channel as a conditional Rician channel averaged over an exponential distribution, simpler expressions for the PDF and CDF of this relevant fading distribution are obtained, together with a novel expression for the MGF. A general way to conduct the performance analysis of wireless communication systems operating over SOSF channels is also introduced. Strikingly, in the presence of a reasonably high LOS component, a double-
Rayleighdiffused component is less detrimental for system performance than a Rayleigh-diffused one.

APPENDIX

In this appendix the relation \( \int_{0}^{b} \Gamma(0, x, z) dz = e^{-x} - \Gamma(1, x, b) \) is demonstrated.

Proof: Starting with the definition of the generalized incomplete gamma function
\[
\Gamma(a, x, b) = \int_{x}^{\infty} t^{a-1} e^{-t} e^{-\frac{b}{t}} dt, \quad (45)
\]
we can write
\[
\int_{0}^{b} \Gamma(0, x, z) dz = \int_{0}^{b} \left( \int_{x}^{\infty} t^{-1} e^{-t} e^{-\frac{z}{t}} dt \right) dz. \quad (46)
\]
Interchanging the order of integration we have
\[
\int_{0}^{b} \Gamma(0, x, z) dz = \int_{x}^{\infty} t^{-1} e^{-t} \left( \int_{0}^{b} e^{-\frac{z}{t}} dz \right) dt. \quad (47)
\]
The inner integral takes the value \( t(1 - e^{-\frac{1}{t}}) \). Substituting in (47) we get
\[
\int_{0}^{b} \Gamma(0, x, z) dz = \int_{x}^{\infty} e^{-t} dt - \int_{x}^{\infty} e^{-t} e^{-\frac{1}{t}} dt, \quad (48)
\]
where the second term corresponds to the definition of the generalized incomplete gamma function (45) with parameter \( a = 1 \), resulting in
\[
\int_{0}^{b} \Gamma(0, x, z) dz = e^{-x} - \Gamma(1, x, b). \quad (49)
\]
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