Embedded multiport data buffer for a solid-state drive controller
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Abstract Solid-state drives (SSDs) for mobile and embedded systems may not provide very high performance by today’s standards; however, they are small, low cost and consume little power. SSD controllers are thus designed as DRAM-less chips. SRAM cells created by the IC foundry as a standard module are embedded in the SSD controller as data buffer and can be single-port or two-port. In an SSD controller, more than two IPs simultaneously access the same SRAM, such as the CPU, data interface, and multiflash memory channel. It is thus complicated to exchange data between multiple ports. A new architecture of the multi-port data buffer (M-Buffer) is proposed in this study to solve this problem. M-Buffer is composed of wide SRAM, a smart arbitrator and several interface port logics. The M-Buffer can be designed as a reusable architecture and is small, low cost and consumes little power.
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1. Introduction

The recent explosion of information has spawned semiconductor technologies that help to store large amounts of data with a high degree of reliability and high performance at a lower cost with ever smaller form factors. Due to several advantages, including markedly faster read/write speeds, lower power consumption, and no noise, solid-state drives (SSDs) have become the technology of choice to replace traditional hard disk drives (HDDs) [1, 2, 3, 4, 5, 6]. An SSD consists of a controller ASIC (Application Specific Integrated Circuit) and a group of flash memory chips. Usually, a data stream is stripped among these flash memory chips using multiple flash channels [7, 8, 9, 10, 11, 12, 13, 14, 15].

A data buffer is a necessary component of an SSD controller for data transmission and exchange. Most SSD solutions use an external dynamic RAM (DRAM) chip attached to the flash controller to obtain a large buffer capacity [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. A controller that is attached to external DRAM supports a multidata interface (typically AXI) that is easy for other IP integration. Auxiliary DRAM achieves strong performance, particularly high speeds in random read or write throughput, which are important in some applications, such as disk arrays for servers. SSD solutions attached to auxiliary DRAM can provide the desired storage device’s performance for these applications. However, auxiliary DRAM has disadvantages: additional DRAM increases material cost, and data may be lost in the case of sudden power-off.

However, there are some applications, such as those in mobile or embedded systems, which demand only a basic SSD module with acceptable performance, small size, low cost, low power consumption, and high reliability. In this study, an SSD controller is designed without attached DRAM but with embedded SRAM. The embedded SRAM cell, which is proposed by the IC foundry as a standard module, is used as the data buffer for the SSD controller.

Controllers generally include only single-, two- or dual-port SRAM. However, in an SSD controller, more than two IPs, such as the CPU, data interface, and multi-flash memory channel, simultaneously access the same SRAM [12, 13]. Traditional SRAM is thus not suitable for SSD data buffers. In this study, we propose the embedded multiport data buffer SRAM (M-buffer) for an SSD controller.

In this paper, section 2 describes the typical SSD controller architecture and then the SSD controller architecture with M-buffer SRAM. Section 3 describes the design of the M-buffer SRAM. Section 4 presents and discusses the experiment results of this study, and section provides the conclusions of this study.

2. SSD controller

We first provide an overview of the system architecture of an SSD. An SSD consists of a group of NAND flash memory modules (chips) and a controller. A host computer communicates with the SSD through a high-speed host interface (e.g., SAS, SATA, PCIe bus), which connects to the SSD controller. The controller is then connected to each of the NAND flash chips via memory channels.

Fig. 1 shows the typical architecture of an SSD controller. The SSD controller manages the NAND flash memory and handles I/O requests received from the host [7, 13]. The flash memory is spread across multiple flash chips, where each chip contains one or more flash dies. Contemporary SSDs typically have 4-16 flash chips and have as many as 16 dies per chip. Each chip is connected to one or more physical memory channels, and these memory channels are not shared across chips.

Each flash memory channel has its own data and control connection to the SSD controller. The connection for each channel is typically an 8- or 16-bit wide bus between the controller and one of the flash memory chips. Both data and flash commands can be sent over the bus.

To perform these tasks, the controller runs firmware,
which is often referred to as the flash translation layer (FTL). FTL tasks are executed on one or more embedded processors inside the controller. The controller has access to DRAM, which can be used to store various controller data (e.g., how host memory addresses map to physical SSD addresses) and to cache relevant SSD pages. When the controller handles I/O requests, it performs a number of operations on the data, such as scrambling the data to improve raw bit error rates and performing ECC encoding/decoding.

A typical SSD controller with DRAM achieves strong performance, particularly high speeds in random read or write throughput but also has some disadvantages. The DRAM interface has more than twenty pins between the DRAM and the controller, and the DRAM interface on the controller chip also occupies the die area, thus increasing die size and package cost. An onboard DRAM chip requires an additional PCB (printed circuit board) area, which may be unfeasible for small form-factor applications.

In this study, an SSD controller is designed without attached DRAM, as shown in Fig. 2. In the proposed architecture, multiple data buffer SRAM is embedded in an SSD controller; thus, DRAM is not required. This design is small, low cost, consumes little power, and is highly reliable; however, random data access speeds are slightly lower than other designs. In general, an SSD controller with DRAM can only be used as the CPU’s code memory, stack and variable memory. In some cases, single-port SRAM can also be used in some control logic designs as a ping-pong data buffer. Two- or dual-port SRAM is typically designed as FIFO (first-in-first-out) for data synchronization or data transmission. However, for an N port SOC system, such as an SSD controller, N ports must access the SRAM simultaneously, including the CPU, multilash memory channel and high-speed host interface. For example, if N/2 ports write and N/2 ports read simultaneously, in general, N single-port SRAM is required. However, it is complex for the SSD controller to achieve such a multi-segmented data transfer with one- to N-port data striping.

In this study, an M-buffer SAM architecture is designed for on-chip multiple-port buffer access. Fig. 3 shows the proposed M-buffer SAM structure, which includes one large single-port SRAM with a wide data bus, a highly efficient arbiter and an N interface logic module.

To achieve multiple port access, the M-Buffer bandwidth must match the sum of each port bandwidth. For an N-port M-Buffer

\[
BW(SRAM) \geq \sum_{i=0}^{N} BW(port_i) \quad (1)
\]

where the operator BW is the bandwidth. Assuming that there are N ports, and that each port has the same bus as \(W_{port}\) and the same frequency \(f_{port}\), the total port bandwidth is:

\[
BW(SRAM) = N \times W_{port} \times f_{port} \quad (2)
\]

Time-division multiplexing is commonly applied in this situation. When the SRAM frequency is the same as the port frequency, a single SRAM port has a bus width of \(W_{SRAM} = N \times W_{port}\). The arbitrator then decides which port can connect to the SRAM to access relevant data. The arbitrator uses round-robin mode, and the port is connected with an interface logic module to M-Buffer. The interface N logic module with a small FIFO balances the different data widths between the port and SRAM.

Fig. 4 shows the M-Buffer running time. From cycle 0 to N – 1 with a round-robin arbitrator, each port accesses the SRAM in one cycle. If port0 is the read operation, the interface 0 logic module obtains \(W_{SRAM}\) bit Data0 from SRAM on Cycle0. Then, port0 sends data on Cycle1 and obtains \(W_{port}\) bit data on each clock. Until Cycle n, interface 0 obtains the next \(W_{SRAM}\) bit Data1. Port0 sends the last part of Data0 and then continues to transfer the first part of Data1 during the next cycle. The same process occurs with interface 1, 2, etc. On the port side, each clock obtains
W_{port} bit data and determines the bandwidth requirements for W_{port} × f_{port}.

Compared to SRAM’s time consumption, the write time of a M-Buffer port can be designed exactly as with SRAM. However, the port read time is different because M-Buffer obtains data from the SRAM depending on the arbitrator. The read latency ranges from 0 to N – 1 cycle.

### 3.2 Arbitrator optimization

The round-robin arbitrator is not the most effective system when all ports are not active concurrently. Even though only one port is active during data transfer, the system still has the maximum read latency N – 1 cycle. For some N port systems, if M(M ≤ N) ports access the M-Buffer at peak, the SRAM bandwidth can decrease to \( \sum_{i=0}^{M} BW(\text{port}_i) \), which can achieve the proposed design easily and reduces the logic size.

In the conventional method, a port only can have one of only two statuses: active or inactive. In general, a port is active if there are input data. The status can be defined as:

\[
P(i) = \begin{cases} 
1, & \text{ith port is active} \\
0, & \text{ith port is not active}
\end{cases} (3)
\]

When port \( i \) is chosen, the controller processes the port request if port \( i \) is set to active status.

When we search all ports, input ports can be calculated by \( \sum_{i=0}^{M} [P(i) = 1] \), where \( \{X\} \) is the Iverson bracket and equals 1 when statement \( X \) is true, and 0 otherwise. Although this process cannot skip ports that have access to data, it can respond to many low-cost requests.

We define \( N \) interfaces as a loop; therefore, there are \( NT \) interfaces in \( T \) loops. The \( i \)th accessed interfaces at the \( j \) loop are named \( I_j(i) \), which contains \( D_j(i) \) bytes of data. If the data are input and subjected to uniform distribution, the total input data are \( \frac{N \times D_j(i)}{2} \) during a loop.

To use the arbitrator efficiently, we improve the arbitrator optimization and define the active probability of interface \( i \) as \( P_j(i) \) on the \( j \)th loop. First, we calculate current busy status using accessed data in the past loops:

\[
P_j(i) = \sum_{l=1}^{k} D_{j-l}(i) \quad (4)
\]

The active probability of interface \( i \) as \( P_j(i) \) can be obtained by:

\[
P_j(i) = \frac{R_j(i)}{N} \sum_{i=1}^{N} R_j(i) \quad (5)
\]

To ensure that all data is transferred properly, two rules are used to allocate the number of interfaces:

1) At least an interface is assigned if \( P_j(i) > 0 \).
2) The assigned number \( s \) is greater than or equal to one of \( t \) if \( P_j(i) > P_j(t) \).

A simple access implementation is applied, followed by a threshold. To solve the problem of allocation without a loss of generality, we select \( n \) probabilities: \( \{P_j(1), \cdots P_j(M)\} \), where \( P_j(i) > 0, M \leq N \).

Furthermore, the corresponding numbers of allocations are \( n_1, \cdots n_M \). The condition of \( n_1 + \cdots + n_M = N \) is thus satisfied. Following the previous two limited rules, the task of finding a proper allocation method is set to:

\[
\min \sum_{i=1}^{M} |P_j(i) - \frac{N_j}{N}| \quad (6)
\]

The solution can be determine by following the following three steps. First, we allocate every port to an interface. This operation can guarantee that Rule 1 is strictly performed. Second, we allocate \( N – M \) interfaces for the remaining \( M – 1 \) ports:

\[
P_{\min}(i') = \min\{P_j(1), \cdots , P_j(M)\} \quad (7)
\]

\[
P_{\max}(i') = \max\{P_j(1), \cdots , P_j(M)\} \quad (8)
\]

The residual of probabilities can be obtained by \( P_j(i) = P_j(i) - P_j(i = 1, \cdots , M) \). Then, we calculate the step length:

\[
\Delta = \frac{P_j(i)}{N - M - 1} \quad (9)
\]

Last, we select port \( i' \), which has the maximum residual probability, and allocate it to one interface. The corresponding probability is decreased by \( P_{\max}(i') – \Delta \). To repeat Steps 2 and 3, we allocate all the remaining \( N – M \) interfaces. To improve the efficiency of the arbitrator and avoid long-term missed nodes, the proposed method uses cross-cycle evaluation to access the port by \( P(i,j) > P(i + n, j - 1) \), \( n = 1, 2, \cdots \).

During a loop, the mean accessed data can be calculated by:

\[
E[\text{cycle}(j)] = \frac{\sum_{i} [P(i,j-1) > T]D(i,j-1)}{N} \quad (10)
\]
where \( E[\text{cycle}(j)] > \frac{NTD(i)}{2} \) if \( T \) is greater \( T(i)/2 \), which indicates that the proposed method has data that is more frequently accessed than the method in Eq. (1) during a loop. Because \( D(i, j) \geq D(i, j - 1) \) and \( P(i, j) \geq P(i, j - 1) \), true accessed data are greater than \( E[\text{cycle}(j)] \). To mitigate missed access, we also set \( T \) to be a small value.

An intelligent round-robin arbitrator with a smart skip function will improve performance by only scheduling an interface that has operation requests. The difference between a normal round-robin arbitrator and a round-robin arbitrator with smart skip is shown in Fig. 5. If Interface1 and Interface3 have no access requests, then the later arbitrator will skip them.

### 4. Experiment results

To evaluate the real system performance and reliability of the proposed algorithm, a real SSD controller was designed to obtain real results. The designed SATA SSD controller has no external DRAM interface, and each flash channel can drive one 8- or 16-bit bus flash memory interface. SSDs with eight flash channels and one on-chip MCU are used, and there are a total of 10 buffer access ports, including one SATA port, eight flash ports and one CPU port, that access data simultaneously. The SSD architecture can support up to eight flash memory channels with a SATA 6.0 Gb/s data transfer rate.

#### 4.1 Physical area of the M-buffer SRAM

The flash controller requires memory for both the mapping buffer and data cache. Without a DRAM system, the total SRAM size is typically 1 to 2 MB to meet the SSD performance requirement.

If we use the typical ping-pong FIFO SRAM mode, the system consists of \( N \) SRAM cells with a row bit of 32. Each SRAM cell size can be 4/8/16/32 K depending on the flash algorithm. If we use the M-Buffer SRAM method, the row bit of M-Buffer SRAM cells is 128.

After developing a single-port SRAM 65 nm process, we found that the area was not linear with density. Table I shows the SRAM memory size and area. The column (real area) is the area implemented on place and route in each SRAM.

| SRAM Cell type | Columns Words | Row bits (bit) | SRAM total byte (Kbyte) | Area (um2) | Area real (um2) |
|----------------|---------------|---------------|-------------------------|------------|-----------------|
| 1              | 1024          | 32            | 4                       | 27855.17   | 34939.17        |
| 2              | 2048          | 32            | 8                       | 55078.4    | 65444.4         |
| 3              | 4096          | 32            | 16                      | 118743.04  | 132935.04       |
| 4              | 8192          | 32            | 32                      | 196485.12  | 215349.12       |
| 5              | 8192          | 128           | 128                     | 725528.16  | 762044.16       |

We know that the area of M-buffer SRAM is the smallest.

#### 4.2 SSD performance with M-buffer SRAM

A controller with the architecture shown in Fig. 6 was designed without auxiliary DRAM and constructed as a real silicon chip. Wafers were manufactured by a 65-nanometer semiconductor process, and the layout of this chip is shown in Fig. 7.

The chip was 3908 \( \times \) 3746 \( \mu \text{m} \) and was packaged with a 207-ball BGA. The chip supports up to eight flash channels running in parallel and was contained 1 MB of embedded M-Buffer SRAM. The chip’s packaging cost was lower than comparable chips because there are no DRAM pads/pins. In a real system, a DRAM chip is no longer required and does not occupy space on the PCB. Table II shows that the proposed method is cost-effective compared with the DRAM-based method.
faces is proposed. The proposed architecture can be helpful in future research of embedded SSDs. A designer can also standardize the M-Buffer; for different applications, using an M-buffer adds or reduces the number of interfaces to meet the whole chip’s requirements. The port protocol can also be designed as a popular bus protocol, such as AHB/AXI/Wishbone. Using an M-Buffer reduces chip size, keeps costs low and reduces power consumption. The proposed system can also use more memory, and the more memory the system uses, the better the advantage of M-Buffer. This architecture was also demonstrated proven in real silicon on an SSD controller chip in this study.
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