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A vehicle motion state prediction algorithm integrating point cloud timing multiview features and multitarget interaction information is proposed in this work to effectively predict the motion states of traffic participants around intelligent vehicles in complex scenes. The algorithm analyzes the characteristics of object motion that are affected by the surrounding environment and the interaction of nearby objects and is based on the complex traffic environment perception dual multiline light detection and ranging (LiDAR) technology. The time sequence aerial view map and time sequence front view depth map are obtained using real-time point cloud information perceived by the LiDAR. Time sequence high-level abstract combination features in the multiview scene are then extracted by an improved VGG19 network model and are fused with the potential spatiotemporal interaction of the multitarget operation state data extraction features detected by the laser radar by using a one-dimensional convolution neural network. A temporal feature vector is constructed as the input data of the bidirectional long-term and short-term memory (BiLSTM) network, and the desired input-output mapping relationship is trained to predict the motion state of traffic participants. According to the test results, the proposed BiLSTM model based on point cloud multiview and vehicle interaction information is better than other methods in predicting the state of target vehicles. The results can provide support for the research to evaluate the risk of intelligent vehicle operation environment.

1. Introduction

The effective motion state prediction of surrounding traffic participants by intelligent vehicles in complex scenes is an important link to realize driverless technology. In this work, microlevel data, such as the driving track, velocity, and acceleration of the moving target, are obtained using sensor equipment, including light detection and ranging (LiDAR) and cameras. Employing data from research fields that include state estimation [1], intention recognition [2], trajectory prediction [3], intelligent driving [4], driving behavior analysis [5], and safety risk detection [6] can assist intelligent transportation systems in improving traffic safety and reduce accidents.

Dynamic object state prediction can predict an object’s future state by using its perceived historical state information. At present, mainstream methods mainly include traditional, machine learning, and depth learning methods. Traditional methods are largely based on the assumption of object kinematics, where prediction results are calculated by establishing kinematic or dynamic models to estimate the propagation of object motion state with time. Ammoun and Nashashibi [7] used a linear Kalman filter to estimate and propagate future states and predict trajectory by constructing a vehicle dynamics model. The state estimation included position, velocity, and acceleration [8, 9]. Kim and Yi [10] defined the expected yaw rate required for lane change and curve and added this to the extended Kalman filter [11]. In order to further improve prediction accuracy, Schreier et al.
Bayesian network [13–15]. Tran et al. [16–18] learned the trajectory prediction methods based on machine learning. Real trajectory in predictions of more than 1 second, such characteristics of dynamic objects and can only obtain accurate results in a very short time. As they do not match the real trajectory in predictions of more than 1 second, such methods may not be effective in practical applications. Trajectory prediction methods based on machine learning mainly include Gaussian process, hidden Markov model, or Bayesian network [13–15]. Tran et al. [16–18] learned the model parameters of vehicle trajectory through a Gaussian process, and Patterson et al. [19, 20] used a mixed Gaussian model to learn the vehicle trajectory generation model. Streubel et al. [21, 22] independently predicted the discrete action of each object using a hidden Markov model. However, in real scenes, the assumption of total independence is typically unrealistic. Gindele et al. [23] formulated a more complex model based on vehicle interaction by using a dynamic Bayesian network to predict vehicle trajectory, but the network was more expensive to calculate. These methods become complicated when processing high-dimensional data and require manually designed input features to capture context information. This limits the flexibility of learning algorithms, resulting in poor performance. In addition, such methods can only predict the behavior of specific entities. With the success of deep learning in various computer vision and robotics fields, many researchers have begun to introduce deep learning into trajectory prediction tasks [24]. Most trajectory prediction methods based on deep learning use the recurrent neural network (RNN) and its variant structure long short-term memory (LSTM) or gated recursive unit (GRU) to model the behavior of objects. For example, Kim et al. [25] built an aerial map grid using the LSTM model to establish an LSTM structure for each vehicle and employed past trajectory data to predict the position of the vehicle in the grid in the next 2 s. Deo et al. [26] used the LSTM encoding decoding structure to first identify the vehicle maneuvers (left lane change, straight lane change, and right lane change) and then carried out multimodal prediction based on different manners. As these methods regard each vehicle as a separate object for independent prediction, they are only suitable for high-velocity scenes with simple motion modes [27–30]. In complex urban scenes, the future movement of targets and cars is affected by the movement of other objects and the spatial environment. To improve the accuracy of trajectory prediction by addressing complexity, researchers have begun to model the social interaction between multiple objects and the constraints of scene context based on object trajectory prediction [31–35]. Alahi et al. [36] proposed the social LSTM model, which captured the social interaction of the target by running a maximum pool of the state vector of the nearby target within a predefined distance range. However, this interaction did not model the social interaction of the distant target. Vemula [37] proposed a social attention model, which did not require the restriction of the local neighborhood hypothesis, and predicted target trajectories based on the social interactions of all targets in space through attention mechanism and spatiotemporal mapping [38]. Sadeghian et al. [39] proposed an attention recurrent neural network, which used the past motion trajectory of the target and the top view image of the navigation scene as inputs, and obtained more accurate prediction results by learning the influence of the spatial environment on the target trajectory. Haddad et al. [40] used a spatiotemporal graph model to encode the motion influence of static objects in the scene on targets and the interaction between targets. Sadeghian et al. [41] proposed the SoPhie model, which used an attention mechanism to help the model extract the most prominent part in the image related to the path and the interaction information between different targets to predict the motion trajectory of the target. Given the current research progress, some achievements have been made in moving target state prediction for urban scenes, most studies only consider the interaction between objects, and the context information of the running scene is obtained from a single perspective of the sensor. There is limited research on the method of moving target state prediction integrating environmental view features and multitarget interactive information. This paper presents a vehicle motion state prediction method that integrates the multiview characteristics of point cloud timing and multiobjective interactive information by analyzing the characteristics that object motion in urban scenes is affected by the interaction of other surrounding objects and the surrounding environment. Our contributions are mainly given by

(1) Vehicle mounted dual multiline LiDAR data acquisition system. In order to effectively obtain the interaction information between the surrounding environment of intelligent vehicles and traffic participants in complex traffic scenes, an on-board dual multiline LiDAR environment sensing technology is proposed. The point cloud data collected by the LiDAR on the upper side of the on-board mounting bracket are used to obtain the global environmental map information in real time. The point cloud collected by the LiDAR on the lower side is used to detect the operation status data of traffic participants in real time.

(2) Point cloud multiview environment feature extraction network. In order to effectively extract the characteristics of the surrounding environment of intelligent vehicles in complex traffic scenes, two improved VGG19 network models are used to extract the multiview features of point cloud. One improved VGG19 network branch is used to extract the features of point cloud depth map, and the other improved VGG 19 network branch is used to extract the features of point cloud aerial view map.

(3) Multiobjective interactive information extraction network. In order to effectively extract the interaction relationship between intelligent vehicles and surrounding target vehicles in complex traffic scenes, the multitarget historical motion state data obtained
by lidar are input into 1dcnn network, and the network outputs the potential space-time interaction relationship between vehicles.

(4) A vehicle motion state prediction model integrating multiview features of point cloud and multitarget interactive information. The output features of the point cloud multiview feature extraction network and the multitarget interactive information extraction network are fused, and the BiLSTM model and the BiLSTM network structure are input. The long-term dependence between sequences is captured through the forward-backward network, and then, the motion state of the target vehicle is predicted.

2. Background

In order to effectively collect the interaction information between the surrounding environment of intelligent vehicles and traffic participants in complex traffic scenes, an environment sensing technology based on dual multiline LiDAR is proposed in this paper. The installation position of the dual multiline LiDAR system is shown in Figure 1, where the LiDAR adopts the vertical installation mode. The LiDAR located on the upper side of the vehicle is used to obtain the global environmental map information in real time and generate the time sequence top view aerial view map and global environmental map information in real time and the multitarget information interaction network for complex traffic scenes worksto estimate the future state according to its own running state, combined with the spatiotemporal interaction relationship of the surrounding environment. In order to effectively mine the interactive features in complex traffic data, the input data should include parameters of vehicle size, operation state, and spacetime relationship between vehicles.

The LiDAR located at the lower side of the vehicle is used to detect the operation status data of traffic participants in real time and obtain the complex interaction information between traffic participants.

The mathematical model of the installation position of the dual multiline LiDAR system is as follows:

\[
\begin{align*}
    d_i &= h_i \times \tan(\alpha_i + i \times \Delta\varnothing), \\
    d_i &= h_i \times \tan(\alpha_i + i \times \Delta\varnothing), \\
    d_i &= h_i \times \tan(\alpha_i), \\
    d_i &= h_i \times \tan(\alpha_i),
\end{align*}
\]

where \( \uparrow \) represents the radar on the upper side in the dual LiDAR system, \( \downarrow \) represents the radar on the lower side in the dual LiDAR system, and \( h \) is the height of the center point of the LiDAR relative to the ground. \( \alpha \) is the included angle between the horizontal line of the LiDAR center and the lowest scanning line, \( \Delta\varnothing \) is the vertical angular resolution of the LiDAR, \( d \) is the distance between the ground intersection of the lowest scanning line and the ground projection point of the LiDAR center, and \( d_i \) is the projection distance of the scanning line above the \( i \)-th horizontal plane of the LiDAR on the ground.

\[
\begin{bmatrix}
    u \\
    v \\
    1
\end{bmatrix} =
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\]

where \( (u, v) \) is the pixel coordinate, \( (X_C, Y_C, Z_C) \) is the camera coordinate, \( (X_L, Y_L, Z_L) \) is the LiDAR coordinate, \( R_{L-C} \) represents the rotation matrix from the LiDAR coordinate system to the camera coordinate system, and \( T_{L-C} \) represents the three-dimensional translation vector from the LiDAR coordinate system to the world coordinate system. \( u_0, \), \( v_0 \) is the internal parameter of the camera, \( f \) is the focal length of the camera, and \( Z_C \) is the depth value corresponding to the current image coordinate \( (u, v, 1)^T \).

2.2. Multiobjective Information Interaction Network for Complex Traffic Scenes. The multitarget information interaction network in a complex traffic scene is shown in Figure 3. The red vehicle is an intelligent vehicle equipped with a LiDAR sensor, and its operation state model is as follows:
\( O^{(t)} = [L, W, X^{(t)}, Y^{(t)}, V^{(t)}, (X^{(t-5)}, Y^{(t-5)}) \ldots (X^{(t-1)}, Y^{(t-1)})] \).

where \( L \) is the length of the intelligent vehicle, \( W \) is the width of the intelligent vehicle, and \( X^{(t)}, Y^{(t)} \) are the horizontal and vertical axis coordinates of the center point of the onboard LiDAR, respectively. \( V^{(t)} \) is the instantaneous velocity of the intelligent vehicle, and \( (X^{(t-5)}, Y^{(t-5)}) \ldots (X^{(t-1)}, Y^{(t-1)}) \) are historical tracks.

The green vehicle \( O_1 \) in front of the adjacent right is perceived by the onboard LiDAR of the intelligent vehicle. The blue vehicle \( O_2 \) is at the rear right, and the yellow rear vehicle \( O_3 \) is a surrounding vehicle whose state behavior needs to be predicted. The green vehicle \( O_1 \) in the front right position is an example of the target, and its operation state model is as follows:

\[
O^{(t)} = \left[ L_1, W_1, X_1^{(t)}, Y_1^{(t)}, a_1^{(t)}, V_1^{(t)}, \psi_1^{(t)}, \omega_1^{(t)}, (X_1^{(t-5)}, Y_1^{(t-5)}) \ldots (X_1^{(t-1)}, Y_1^{(t-1)}) \right],
\]

where \( L_1 \) is the target vehicle length, \( W_1 \) is the target vehicle width, \( X_1^{(t)}, Y_1^{(t)} \) is the horizontal and vertical axis coordinate value of the center point of the target vehicle, \( a_1^{(t)} \) is the instantaneous acceleration of the target vehicle, \( V_1^{(t)} \) is the instantaneous velocity of the target vehicle, \( \psi_1^{(t)} \) is the instantaneous yaw angle, and \( (X_1^{(t-5)}, Y_1^{(t-5)}) \ldots (X_1^{(t-1)}, Y_1^{(t-1)}) \) are historical tracks.

The red smart car and the green vehicle in the front right position are referred to as \( O_1 \), the left rear blue vehicle is \( O_2 \), and the yellow rear vehicle is \( O_3 \). The multiobjective information interaction network model of complex traffic scene is as follows:

\[
O^{(t)} = [O_1, O_1^{(t)}, O_2^{(t)}, O_3^{(t)} \ldots (X_1^{(t)}, Y_1^{(t)}), (X_2^{(t)}, Y_2^{(t)}), (X_3^{(t)}, Y_3^{(t)})] \ldots,
\]

where \( X_1^{(t)}, Y_1^{(t)} \) refer to the horizontal and vertical axis coordinate values of the nearest point cloud coordinate point of the green vehicle in front of the right relative to the center point of the onboard LiDAR; \( X_2^{(t)}, Y_2^{(t)} \) refer to the horizontal and vertical axis coordinates of the nearest point cloud coordinates of the left rear blue vehicle relative to the center point of the onboard LiDAR; and \( X_3^{(t)}, Y_3^{(t)} \) refer to the horizontal and vertical axis coordinates of the nearest point cloud coordinates of the yellow rear vehicle relative to the center point of the onboard LiDAR.
3. Methodology

3.1. Multiview Feature Extraction Network. To overcome data potential limitations [42], we propose a multiview feature fusion network. Two improved VGG19 network models are used to extract point cloud multiview features in this work. One branch extracts point cloud depth map features, and the other branch extracts point cloud aerial view features. The improved VGG19 network model adds several convolution layers on the basis of a shallow convolution neural network (CNN). Since adding a convolution layer is more conducive to image feature extraction than adding a full connection layer, the improved VGG19 network model can more easily overcome the lack of diversity and complexity of traffic scenes than a shallow convolution neural network and ultimately achieve a better spatiotemporal feature extraction effect. As shown in Figure 4, the input layer image size is 224 × 224 pixels, the number of channels is 3, and the VGG19 model has 16 convolution layers in total. There is a max-pooling layer behind the convolution layers 2, 4, 8, 12, and 16. The convolution kernel size in the convolution layer ranges from 224 × 224 reduced by half to 14 × 14. In this way, the use of progressively decreasing convolution kernel is equivalent to adding implicit regularization, which can improve the feature extraction ability of the network and increase its operation velocity. The improved VGG19 has four full connection layers, and the number of neurons is 4096, 4096, 1000, and 5, respectively. The last layer splices and outputs the high-level abstract combination features under the multiview scene extracted from the corresponding time-series point cloud depth map and point cloud aerial view.

3.2. Multiobjective Interactive Information Extraction Network. Convolution neural network (CNN) is based on convolution calculations. Unlike manual design and feature extraction, CNN can automatically extract deep-level features. In CNN, the input data are first transformed by a series of chain convolution kernels with a nonlinear activation function, which is equivalent to the application of a series of chain multichannel nonlinear filters. The network learns the complex characteristics of data by stacking multiple convolution layers and using a nonlinear activation function. The multiobjective interaction relationship corresponds to one-dimensional time series, so 1DCNN can be used to extract the potential interaction relationship. Specifically, the corresponding local information can be calculated by sliding the convolution kernel of a specific size through the local area of the input data. Convolution layer is the core of 1DCNN network, including convolution and excitation operation. Using convolution check, all image pixels on the input point cloud multiview go through it, and to add an offset coefficient \( b_l \) to the output image, the characteristic image is obtained by nonlinear transformation with excitation function. The mathematical expression of convolution layer operation is as follows:

\[
Z_l = f \left( \sum_{i=1}^{6} x_{i-1}^{l} k_{i}^{l} + b_{l} \right),
\]

where \( l \) is the \( l \)-th convolution layer; \( Z_l \) is the \( l \)-th output layer \( l \); \( b_{l} \) is the \( l \)-th offset of convolution kernel; \( x_{i-1}^{l} \) is the \( l \)-th input layer; \( f \) is the activation function; and \( k_{i}^{l} \) is the weight. In order to avoid the disappearance of gradient, alleviate the occurrence of over fitting, accelerate the convergence speed, and improve the accuracy, \( ReLU \) is selected as the activation function in this paper.

As shown in Figure 5, the multitarget interactive information extraction network inputs the LiDAR to obtain the multitarget historical motion state data of the time sequence frame of the complex traffic scene, outputs the potential space-time interaction diagram of the corresponding time sequence frame extracted through the 1DCNN network, and represents each dynamic target with a node. The nodes corresponding to any two targets in the same point cloud frame are connected with a solid line to represent the space edge, and the same target in adjacent frames is connected with a dotted line to represent the time edge.

4. Model Construction

4.1. Model Framework. The overall network architecture of the vehicle motion state prediction model integrating point cloud multiview features and multiobjective interactive information proposed in this paper is shown in Figure 6. The network is mainly composed of a point cloud multiview.
Figure 3: Multiobjective information interaction network in a complex traffic scene.

Figure 4: Multiview feature extraction network.

Figure 5: Multiobjective interactive information extraction network.
feature extraction network, multiobjective interactive information extraction network, and a two-way long-term and short-term memory network. By inputting the historical motion state of multiple targets in the complex traffic scene obtained by sensors such as LiDAR and the corresponding time-series point cloud aerial view and point cloud forward-looking depth map, the network outputs the motion state of multiple targets in the future.

4.2. Model Implementation. Because LSTM network can learn and remember useful information and forget useless information through the training process to capture the dependence between the front and back long-distance time series traffic scene data, but it cannot encode the back and forward information. The BiLSTM [43] layer is composed of forward and backward LSTM layers. LSTM is an evolution of the traditional RNN network. Its internal memory unit can indicate the forgetting time of historical information and the disappearance caused by backpropagation errors in the update time of new information. LSTM can effectively learn sequence information by capturing long-distance dependencies. The structure of LSTM is shown in Figure 7.

The mathematical model of the LSTM structural unit is given by

\[
\begin{align*}
    f_i^{(t)} &= \sigma \left( b_f^i + \sum_j U_{i,j}^f x_j^{(t)} + \sum_j W_{i,j}^f h_{j}^{(t-1)} \right) \\
    S_i^{(t)} &= f_i^{(t)} S_i^{(t-1)} + g_i^{(t)} \sigma \left( b_g^i + \sum_j U_{i,j}^g x_j^{(t)} + \sum_j W_{i,j}^g h_{j}^{(t-1)} \right) \\
    g_i^{(t)} &= \sigma \left( b_g^i + \sum_j U_{i,j}^g x_j^{(t)} + \sum_j W_{i,j}^g h_{j}^{(t-1)} \right) \\
    h_i^{(t)} &= \tanh \left( S_i^{(t)} d_i^{(t)} \right) \\
    q_i^{(t)} &= \sigma \left( b_q^i + \sum_j U_{i,j}^q x_j^{(t)} + \sum_j W_{i,j}^q h_{j}^{(t-1)} \right)
\end{align*}
\]

where \( f_i^{(t)} \) is the output of the forget gate, \( S_i^{(t)} \) is update the status in the cell, \( g_i^{(t)} \) is the gate value entered for the current time, \( h_i^{(t)} \) is the output of the current time, \( h_i^{(t-1)} \) is the output of the previous time, \( q_i^{(t)} \) is the output gate, and \( x_i^{(t)} \) is the input vector for the current time. Moreover, \( b_f^i, U_{i,j}^f, \) and \( W_{i,j}^f \) are, respectively, the input bias, input weight, and cycle weight of the forget gate; \( b_g^i, U_{i,j}^g, \) and \( W_{i,j}^g \) are, respectively, the input bias, input weight, and cycle weight of the output gate; and \( b_q^i, U_{i,j}^q, \) and \( W_{i,j}^q \) are, respectively, the input bias, input weight, and cycle weight of the input gate. Finally, \( \tanh \) is a hyperbolic tangent function, \( \sigma \) is the sigmoid activation function, and \( i, j \) is the number of neurons, \( i, j = 1, 2, \cdots, n. \)

Step 1. The output features of the point cloud multiview feature extraction network and the multitarget interactive information extraction network are fused to obtain the feature vector \( f^{(t)} \) at the current time;

Step 2. To effectively reduce the problem of large network prediction error caused by different orders of magnitude and feature extraction methods between the original data, the feature vector \( I^{(t)} \) is normalized by the formula, that is, Z-score standardization, and the data are transformed into a dimensionless form.

\[
w_{out} = \frac{I^{(t)} - \text{mean}}{\text{std}},
\]

where \( w_{out} \) is the dimensionless data, \( \text{mean} \) is the mean of the original data, and \( \text{std} \) is the standard deviation of the original data.

Step 3. The dimensionless data \( w_{out} \) are added into the bidirectional long-term and short-term memory (BiLSTM) network structure (shown in Figure 8) to capture the long-term dependency between sequences through the forward and backward network.

In (9), \( x_i \) is \( w_{out} \) eigenvectors in the output data, \( b_i \) is the offset of the hidden unit of the eigenvector in the BiLSTM network, \( h_i \) is an LSTM unit composed of feature sequences input from front to back, \( h_i \) is an LSTM unit composed of feature sequences input from back to front, \( y_i \) is the corresponding output result after the eigenvector passes through the BiLSTM network, \( W \rightarrow h_i \) is the weight from the forward LSTM layer to the output layer, and \( W \rightarrow h_i \) is the weight from the input layer to the backward LSTM layer [44].

\[
\begin{align*}
    h_i &= \text{LSTM} \left( x_i, h_{i-1} \right) \\
    \bar{h_i} &= \text{LSTM} \left( x_i, \bar{h_{i-1}} \right) \\
    y_i &= W \rightarrow h_i + W \rightarrow \bar{h_i} + b_y
\end{align*}
\]

Step 4. After effective fitting, the data \( y_i \) output the target state prediction value through two full connection layers in turn.

5. Experiments and Results

In order to verify the effectiveness of the vehicle motion state prediction method integrating point cloud timing multiview features and multitarget interactive information, an intelligent vehicle experimental platform is used for data collection, as illustrated in Figure 9. The experimental platform vehicle is a Shanghai Volkswagen Langyi 2013 1.6L automatic comfort version, measuring 46 05 mm × 1765 mm × 1460 mm (length × wide × height). The platform includes RS-LiDAR-16 LiDAR, RS-LiDAR-32 LiDAR, a Gigabit Ethernet switch, algorithm processor, notebook computer, uninterrupted power supply, and other equipment. The 16 line LiDAR can scan the surrounding environment with a vertical field of view angle of \(-15°~15°\) and a horizontal angle of view of \(360°\), with a maximum ranging range of 150 m and an output of \(32 \times 10^4\) points per second, with the scanning frequency set to
The 32-wire LiDAR can scan the surrounding environment with a vertical field of view angle of $-25^\circ$–$15^\circ$ and a horizontal angle of view of $360^\circ$, with a maximum ranging range of 200 m and an output of $60 \times 10^4$ points per second, with the scanning frequency set to 20 Hz. The laptop is equipped with an Ubuntu 16.04 operating system, CUDA 9.0 deep learning parallel computing acceleration kit, independent graphics card NVIDIA GeForce GTX 1650 GPU, and Intel Core i5-9300H CPU with 2.4 GHz and 16 GB memory. The algorithm processor has built-in efficient environment detection-related algorithms. The Gigabit Ethernet switch ensures high-velocity data transmission of the data acquisition platform, and the uninterrupted power source provides a reliable power supply for the experimental acquisition equipment. The environmental point cloud data collected by LiDAR are sent to the Gigabit Ethernet switch through an Ethernet cable and transmitted to the algorithm processor for environmental information detection. The results are sent to the notebook computer for storage and secondary operation processing visualization through Ethernet.

As shown in Figure 10, the test route is a two-way four-lane urban road from the Liuhe intersection of the East Second Ring Road to Nanzhou Bridge in Qixing District, Guilin, Guangxi. The route has a total length of 4.2 km, including a straight road and a curve with the approximate lengths of 3.6 and 0.6 km, respectively, and a velocity limit of 60 km/h. Before the test, the tester checked to ensure that the test vehicle and instruments were in good working condition. During the test, the tester drove from the starting point at Liuhe intersection to the endpoint (destination) of Nanzhou Bridge, which took approximately 7 minutes. In order to fully collect the point cloud scene data and vehicle interaction information of the road section, the tester drove the intelligent vehicle experimental platform back and forth 40 times to collect data from different target vehicles; to minimize the interaction between the front target vehicle and its surrounding vehicles during the data collection process of the intelligent vehicle experimental platform, the experimental data selected the data collected when the intelligent vehicle was driving behind the target vehicle and its surrounding vehicles and focused on extracting the scene data of single-vehicle operation, and interactions between two, three, and four vehicles for analysis. The visualization effect of the obtained data in the Robot Operating System (ROS) environment is shown in Figure 11.
The motion parameter information of surrounding traffic participants in complex scenes obtained by the intelligent vehicle experimental platform is shown in Table 1.

The intelligent vehicle experimental platform was returned 40 times, and the following data collection scenes of different target vehicles were screened and divided. The sample division of the training set and test set is shown in Table 2. In the different types of car-following scenarios, 100 groups of car-following data are used as the training set, and 30 groups of car-following data are used as the test set.

In order to verify the effectiveness of the proposed BiLSTM model, the model was implemented on the Keras deep learning platform based on TensorFlow and compared with FC, NN, and LSTM on the same dataset. The layer structure, output shape, and parameter number of the comparative experimental network model are shown in Table 3.

The difference between the predicted value and the real value must be calculated to effectively evaluate the effect of the target vehicle state prediction model. Generally, the mean square error (MSE) is used as the evaluation index for prediction results, and the calculation formula is shown as follows:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (A_i - F_i)^2,$$

where $A_i$ is the predicted value and $F_i$ is the true value. The smaller the index $MSE$, the closer the predicted value is to the real value, which proves that the model has better performance and strong feature expression ability [45]. In order to effectively analyze the interaction and time-space relationship between vehicles in complex traffic scenes, this paper focuses on the prediction effect of vehicle global position $X$, global position $Y$, relative velocity $V$, and other parameters.

As shown in Figures 12(a)–12(d), the intelligent vehicle experimental platform follows the vehicle, and the targets are single-vehicle operations and two-, three-, and four-vehicle interactions. The MSE loss value of the global position $X$ of the target vehicle is iterated 300 times. Results in the figure indicate that the effect of using the BiLSTM model is better than that of FC, NN, and LSTM models.

Figures 13(a)–13(d) show the intelligent vehicle experimental platform results using the MSE loss value of the global position $X$ of the target vehicle iterated 300 times based on the point cloud multiview. The following scenario targets are single-vehicle operations and two-, three-, and four-vehicle interactions. The effect of using the BiLSTM model is better than that of FC, NN, and LSTM models. The statistical results are shown in Table 4. The MSE loss value of the global position $X$ of the target vehicle in single-vehicle operations and two-, three-, and four-vehicle interaction scenarios based on point cloud multiview is lower than that in the single-vehicle operation and two-, three-, and four-vehicle interaction scenarios.

As shown in Figures 14(a)–14(d), the intelligent vehicle experimental platform follows the vehicle, and the targets are single-vehicle operations and two-, three-, and four-vehicle interactions. The MSE loss value of the relative velocity $V$ of the target vehicle is iterated 300 times. As illustrated, the effect using the BiLSTM model is better than that of FC, NN, and LSTM models.

Figures 15(a)–15(d) show the following scene of the intelligent vehicle experimental platform where the MSE loss value of the target vehicle is iterated 300 times based on the multiview of the point cloud. The targets are single-vehicle operations and two-, three-, and four-vehicle interactions. The effect of using the BiLSTM model can be observed as better than that of the FC, NN, and LSTM models. The statistical results are shown in Table 5. The MSE loss value of the global position $X$ of the target vehicle in the single-vehicle operations and two-, three-, and four-vehicle interactions based on point cloud multiview is lower than that in the single-vehicle operations and two-, three-, and four-vehicle interaction scenarios.

As shown in Figures 16(a)–16(d), the intelligent vehicle experimental platform follows the vehicle, and the targets are single-vehicle operations and two-, three-, and four-vehicle interactions. The MSE loss value of the target vehicle relative velocity $V$ is iterated 300 times. The effect of using the BiLSTM model is illustrated as better than that of FC, NN, and LSTM models.

Figures 17(a)–17(d) show the following scene of the intelligent vehicle experimental platform, where the MSE loss value of the target vehicle relative velocity $V$ is iterated 300 times based on the multipoint cloud view. The target is single-vehicle operations and two-, three-, and four-vehicle interactions. As illustrated in the figure, the effect of using the BiLSTM model is better than that of FC, NN, and LSTM models. The statistical results are shown in Table 6. The MSE loss value of the target vehicle relative velocity $V$ under the single-vehicle operations and two-, three-, and four-vehicle interaction scenarios based on point cloud multiview is lower than that of single-vehicle operations and two-, three-, and four-vehicle interaction scenarios.

As shown in Table 7, when the number of epoch is 300, the global position $X$ average MSE, global position $Y$ average MSE, and relative velocity $V$ average MSE of BiLSTM model are significantly lower than those of other models; the average running time of FC model is the smallest, and the average running time of LSTM model is close to that of BiLSTM model. Considering the calculation cost of the model, it can be seen that BiLSTM model has the best timeliness.
Figure 9: Intelligent vehicle test platform.

Figure 10: Test route and road information collection.
In order to further study the relationship between the prediction algorithm model, point cloud multiview, and multivehicle interaction information, the prediction effects of FC, NN, LSTM, and BiLSTM models on the same target vehicle state in the same scene were analyzed. As shown in Figures 18(a)–18(c), the dotted line of the predicted value of the red BiLSTM model is best matched with the solid line of the blue real value. Therefore, the BiLSTM model is superior to FC, NN, and LSTM models in predicting the state of target vehicles.

The prediction effect of the BiLSTM model on the target vehicle state was further analyzed when different numbers of vehicles interact in the same scene. As shown in Figures 19(a)–19(c), the dotted line of the predicted value of the green

---

**Figure 11**: Vehicle interaction scenario. (a) Single-vehicle operation. (b) Two-vehicle interaction. (c) Three-vehicle interaction. (d) Four-vehicle interaction.

**Table 1**: Motion parameter information of surrounding traffic participants in complex scenes.

| Information category | Describe                                                                 | Unit       |
|----------------------|--------------------------------------------------------------------------|------------|
| Time                 | Vehicle LiDAR data acquisition time                                      | s          |
| Pointcloud           | Current frame environment point cloud                                     | —          |
| Timestamp            | Timestamp when the target is perceived                                   | s          |
| ID                   | Tracker ID when the perceived target is tracked                           | —          |
| Location             | Position of the target center in the global coordinate system            | m          |
| Length × width × height | Target bounding box size                                          | m          |
| Nearest point        | Coordinates of the point closest to the radar in the target bounding box in the global coordinate system | —          |
| Velocity             | Velocity vector of target in global coordinate system                    | m/s        |

**Table 2**: Data set division.

| Car following scene   | Training set | Test set |
|-----------------------|--------------|----------|
| Single-vehicle operation | 100          | 30       |
| Two-vehicle interaction    | 100          | 30       |
| Three-vehicle interaction | 100          | 30       |
| Four-vehicle interaction      | 100          | 30       |
single-vehicle interaction scene is best fit with the solid line of the blue real value. Therefore, the prediction effect of the BiLSTM model on the target vehicle state in the single-vehicle interaction scene is better than that of multivehicle interaction.

The prediction effect of the BiLSTM model based on point cloud multiview on the target vehicle state when different numbers of vehicles interact in the same scene was also analyzed. As shown in Figures 20(a)–20(c), the green dotted line of the predicted value based on the point cloud multiview single-vehicle interaction scene fits best with the solid blue line of the real value. Therefore, the prediction effect of the BiLSTM model on the target vehicle state of single-vehicle interaction scene based on point cloud multiview is better than that of multivehicle interaction.
It can be seen from the comparison between Figures 19 and 20 that the fitting degree of the dotted line of the predicted value based on point cloud multiview and vehicle interaction information of each color with the solid line of the blue real value is higher than that of the dotted line of the predicted value based on vehicle interaction information with the solid line of the blue real value only. Therefore, the effect of the BiLSTM model on target vehicle state prediction based on point cloud multiview and vehicle interaction information is better than that based on vehicle interaction information only.
Figure 14: MSE loss value of global position Y of the target vehicle in different interaction scenarios. (a) Single-vehicle operation. (b) Two-vehicle interaction. (c) Three-vehicle interaction. (d) Four-vehicle interaction.

Figure 15: Continued.
Table 5: MSE statistics of the target vehicle global position Y of each prediction model in different interaction scenarios and based on point cloud multiview.

| Combination type of scenario and multiview | FC      | NN      | LSTM    | BiLSTM  |
|-------------------------------------------|---------|---------|---------|---------|
| Single-vehicle operation                  | 0.8603  | 0.8059  | 0.0442  | 0.0324  |
| Single-vehicle operation + multiview      | 0.8206  | 0.8041  | 0.0311  | 0.0262  |
| Two-vehicle interaction                    | 0.9565  | 0.8628  | 0.0753  | 0.0584  |
| Two-vehicle interaction + multiview       | 0.7057  | 0.6706  | 0.0391  | 0.0301  |
| Three-vehicle interaction                 | 1.1467  | 0.9292  | 0.0674  | 0.0482  |
| Three-vehicle interaction + multiview     | 0.8440  | 0.7958  | 0.0282  | 0.0134  |
| Four-vehicle interaction                   | 1.0361  | 0.8102  | 0.0729  | 0.0648  |
| Four-vehicle interaction + multiview      | 0.9250  | 0.6871  | 0.0606  | 0.0182  |

Figure 15: MSE loss value of global position Y of the target vehicle based on point cloud multiview in different interaction scenarios. (a) Single-vehicle operation + multiview. (b) Two-vehicle interaction + multiview. (c) Three-vehicle interaction + multiview. (d) Four-vehicle interaction + multiview.

Figure 16: Continued.
Figure 16: MSE loss value of the target vehicle relative velocity V in different interaction scenarios. (a) Single-vehicle operation. (b) Two-vehicle interaction. (c) Three-vehicle interaction. (d) Four-vehicle interaction.

Figure 17: MSE loss value of the target vehicle relative velocity V based on point cloud multiview in different interaction scenarios. (a) Single-vehicle operation + multiview. (b) Two-vehicle interaction + multiview. (c) Three-vehicle interaction + multiview. (d) Four-vehicle interaction + multiview.
Table 6: MSE statistics of the target vehicle relative velocity $V$ of each prediction model in different interaction scenarios and based on point cloud multiview.

| Combination type of scenario and multiview | FC    | NN    | LSTM  | BiLSTM |
|-------------------------------------------|-------|-------|-------|--------|
| Single-vehicle operation                   | 0.7510| 0.7291| 0.0115| 0.0110 |
| Single-vehicle operation + multiview      | 0.6296| 0.6175| 0.0108| 0.0103 |
| Two-vehicle interaction                    | 0.7441| 0.7281| 0.0244| 0.0174 |
| Two-vehicle interaction + multiview       | 0.7385| 0.7236| 0.0164| 0.0161 |
| Three-vehicle interaction                  | 0.7653| 0.7473| 0.0244| 0.0156 |
| Three-vehicle interaction + multiview     | 0.6538| 0.6496| 0.0148| 0.0121 |
| Four-vehicle interaction                   | 0.7193| 0.7166| 0.0238| 0.0120 |
| Four-vehicle interaction + multiview      | 0.6880| 0.6543| 0.0179| 0.0155 |

Table 7: Performance comparison statistics of prediction model.

| Model parameter                      | FC    | NN    | LSTM  | BiLSTM |
|--------------------------------------|-------|-------|-------|--------|
| Global position $X$ average MSE      | 0.5831| 0.4818| 0.0240| 0.0176 |
| Global position $Y$ average MSE      | 0.9118| 0.7957| 0.0520| 0.0364 |
| Relative velocity $V$ average MSE    | 0.7112| 0.6957| 0.0180| 0.0148 |
| Average running time (s)             | 0.0318| 0.0475| 0.0726| 0.0774 |

Figure 18: Prediction effect of the model on the state of the same target vehicle in the same scene. (a) Position $X$ predictive value. (b) Position $Y$ predictive value. (c) Velocity $V$ predictive value.
Figure 19: Prediction effect of the BiLSTM model on the target vehicle state when different numbers of vehicles interact in the same scene. (a) Position X predictive value. (b) Position Y predictive value. (c) Velocity V predictive value.

Figure 20: Continued.
6. Conclusions

A complex traffic environment perception technology based on two multiline LiDAR was proposed to effectively predict the motion state of traffic participants around intelligent vehicles in complex scenes. A vehicle motion state prediction algorithm integrating point cloud timing multiview features and multitarget interactive information was proposed to analyze the influence of the target vehicle motion state affected by the interaction between the surrounding environment and objects. With the help of real-time point cloud information perceived by the LiDAR, the time sequence aerial view map and the time sequence front view depth map were obtained, and the time sequence high-level abstract combination features in the multiview scene were extracted using an improved VGG19 network model. Both were fused with the potential spatiotemporal interaction features of extracting the multitarget operation state data detected by the laser radar using a one-dimensional convolution neural network. The temporal feature vector was constructed as the input data of the BiLSTM network, and the desired input-output mapping relationship was trained to predict the motion state of traffic participants. The test results showed that the prediction effect of state parameters, such as global position X, global position Y, and relative velocity V of the target vehicle using the BiLSTM model, was better than the FC, NN, and LSTM models. The prediction effect of the target vehicle state based on point cloud multiview and vehicle interaction information was also better than that based on vehicle interaction information only. How to effectively evaluate the risk of intelligent vehicle operation environment remains a challenge. In future work, we plan to research the prediction of the operational risk field of intelligent vehicles based on dual multiline LiDAR.
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