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Abstract
We study dense packings of a large number of congruent non-overlapping circles inside a square by looking for configurations which maximize the packing density, defined as the ratio between the area occupied by the disks and the area of the square container. The search for these configurations is carried out with the help of two algorithms that we have devised: a first algorithm is in charge of obtaining sufficiently dense configurations starting from a random guess, while a second algorithm improves the configurations obtained in the first stage. The algorithms can be used sequentially or independently. The performance of these algorithms is assessed by carrying out numerical tests for configurations with a large number of circles.

Keywords Circle packing · Optimization
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1 Introduction

In this paper we consider the problem of packing $N$ congruent circles inside a square of side $L$. We ask what is the maximal density $\rho$ that can be achieved if the circles are not allowed to overlap but they can be in contact with each other or with the border of
the square. The density of the packing can be expressed as
\[ \rho = \frac{A_{\text{circles}}}{A_{\text{square}}} = \frac{N\pi r_0^2}{L^2}, \] (1)
where \( r_0 \) is the radius of the circles and it is bound by the maximal density for circle packing in the plane [7]
\[ \rho \leq \rho_{\text{plane}} \equiv \frac{\pi}{\sqrt{12}} \approx 0.9069. \] (2)

Thus the quest for optimality amounts to finding either the largest \( r_0 \) for a square of given \( L \), or the smallest \( L \) for \( N \) given circles of radius \( r_0 \). Refs. [18, 19] by Schaer and Schaer and Meir are the first papers where optimal solutions for packing of equal circles inside a square are discussed (nine and eight circles respectively), although Schaer mentions that the optimal solution for six circles had been found earlier by Ronald L. Graham (unpublished). Over the years, several researchers have studied this problem, finding the optimal solutions up to \( N = 33 \)\(^1\) (a partial list of references can be found in [22, Table 1.3]). The case \( N = 36 \), which corresponds to a square packing, also appear to be optimal. In parallel, there has also been an effort to obtain approximate packings, without a proof of optimality, using numerical methods (see also [22, Table 1.3]). It is also worth mentioning [10] contains a recent literature review on circle and sphere packing problems. In addition to these references, Specht has created a digital repository that contains approximate configurations for packing of circles (not necessarily being identical) in different domains [20]. This page contains a large number of configurations, obtained by different researchers and it constitutes a remarkable source of information for anyone interested in circle packing: for the square, the largest configuration reported in [20] contains 9996 circles (it must be said, however, that for very large \( N \) many of the configurations reported in [20] are most likely not optimal\(^2\)). Not surprisingly, finding high density configurations rapidly becomes a very demanding task for \( N \gg 1 \).

Other domains for which circle packing has been studied are the circle, equilateral and isosceles triangles and rectangles of different proportions (see [20, 22] for the relevant bibliography). A full account of the previous literature on this subject goes beyond our possibilities and the reader interested in this topic should refer to [10, 20, 22] and references therein. The purpose of our paper is to focus on the specific problem of circle packing inside a square and to describe an alternative method to obtain dense configurations, by extending a method previously devised by Nurmela and Östergård in [13].\(^3\)

The general problem of packing \( N \) circles inside a finite domain on the plane is interesting under different perspectives: to a general audience, it may appeal because it is an example of a problem that one encounters in everyday life, trying to adjust a

\(^1\) The optimal solutions for \( N = 31, 32, 33 \) have been proved recently by Markót in [12].

\(^2\) Notice for example that the density reported for \( N = 2000 \) is smaller than the density reported for \( N = 500 \).

\(^3\) The ideas at the base of our algorithm, however, can be generalized to containers of different shape.
number of (not necessarily rigid) objects in the smallest area (volume) possible (in this case, circle packing may constitute an excessive idealization of a realistic situation); to a different scale the problem is relevant in industrial and commercial applications, where fitting the largest number of equal objects in a minimal space brings an economical advantage (additionally, one may think of the situation in which a maximal number of objects needs to be produced out of a given quantity of material, something that must present often to a tailor or a carpenter, just to mention two examples); to mathematicians, the question of finding optimal arrangements (packings) is interesting per se, particularly taking into account the apparent simplicity of the problem and the difficulty in reaching rigorous results\(^4\); to physicists, this problem is relevant in describing the behavior of real physical systems, with short range (contact) interactions between the components. One of such applications is the study of the properties of granular materials [4, 17, 21]. Additionally, it must be mentioned that circle packing is a NP hard optimization problem [10].

The paper is organized as follows: in Sect. 2 we describe the algorithms; in Sect. 3 we apply the algorithms to calculate dense configurations for selected numbers of disks (particularly for large \(N\) values we are able to improve the results reported in [20]); finally in Sect. 4 we resume our findings and briefly discuss the possible directions of future work.

2 The Method

In this section we will present our computational method for the calculation of dense packings of \(N\) congruent circles in a square. The method relies on two algorithms that can be used either sequentially or independently, depending on the needs. We proceed now with a detailed discussion of these algorithms.

2.1 Algorithm 1

The first algorithm is an evolution of the packing algorithm first introduced by Nurmela and Östergård in [13]. We will first describe the essence of their method and then illustrate ours. The goal is to determine the maximum radius of \(N\) congruent disks that can be fitted inside a square of fixed side length; the disks are allowed to be in contact, both with other disks and with the border of the square, but must not overlap. Calling \(2r_0\) the minimal distance between any two disks and \(\ell\) the side of the square in which the centers of the disk are confined (therefore the disks are contained inside a square of side \(\ell + 2r_0\)), the corresponding packing density will be

\[
\rho = \frac{N\pi r_0^2}{(\ell + 2r_0)^2}.
\]

\(^4\) Kepler’s conjecture, regarding sphere packing in three-dimensional Euclidean space, has been proved only in recent times by Thomas Hales [9], despite being put forward by Kepler in 1611. Needless to say, that the optimal configuration has been empirically known to generations of greengrocers without a formal training in mathematics!
The method of [13] is based on the minimization of the “energy” function

\[ V = \sum_{i=2}^{N} \sum_{j=1}^{i-1} \left( \frac{\lambda}{r_{ij}^2} \right)^s, \]  

(4)

where \( r_{ij} \) is the Euclidean distance between the centers of two circles and \( \lambda \) is a parameter introduced to avoid numerical overflows. The exponent \( s > 0 \) is a real parameter that determines the short and long range behavior of the potential. For \( s = 1/2 \), for instance, (4) is the total electrostatic energy of \( N \) equal charges, confined in a given domain. The minimization of this function, particularly for the case where the domain is the surface of a sphere, is known as Thomson’s problem and it has been studied by several authors [5, 6, 15, 23, 24]. However, the Coulomb interaction is long-range and therefore it is not suited for the problem of packing, where the circles interact only when they are in contact. Indeed, the appropriate energy function for packing should have \( s \gg 1 \).

The first step taken in [13] is to transform the original constrained optimization problem, corresponding to finding a minimum of the potential \( V \) of (4), to an unconstrained optimization problem, which is easier to solve. This task is achieved by expressing the Cartesian coordinates \((x_i, y_i)\) of the centers of the circles as

\[ (x_i, y_i) = \frac{\ell}{2} (\sin t_i, \sin u_i), \quad -\frac{\pi}{2} \leq t_i, u_i \leq \frac{\pi}{2}, \]  

(5)

where \( i = 1, 2, \ldots, N \) and \( \ell \) is the side length of a square containing the centers of the circles (in the following we will work with \( \ell = 1 \) without loss of generality).

The transformed problem can be attacked by assigning the initial positions of the circles randomly (or according to a suitable criteria) and then proceeding with the minimization of the energy function corresponding to an appropriate value of \( s \). As we mentioned earlier, finding a good packing requires \( s \gg 1 \), but if \( s \) is chosen too large at the beginning of the calculation, the interaction between points will be too weak and the resulting configuration will not be dense. On the other hand, if \( s \) is too
small, the interaction is long-range, with a single point being able to interact with all remaining points; in this case, the center of the box will be depleted (a point in this region will have more neighbors and it will be convenient to move it toward the border) and the corresponding packing density will be low. For this reason, Nurmela and Östergård start with a moderately small value of $s$, say $10 \leq s \leq 100$, finding the minimum of the corresponding energy function. We call $s_{\text{in}}$ the initial value of $s$. Once that minimum is obtained the process is repeated, using the configuration just obtained as initial guess and making the change $s \rightarrow 2s$ inside the energy function. The process is iterated many times, until convergence is reached, typically up to values of $s \approx 10^6$. During these steps the parameter $\lambda$ is set equal to the square of the minimal distance between any two circles, and it is recalculated from time to time to avoid numerical instabilities caused by working with exceedingly small or large numbers. The packings obtained in this way are then further improved by identifying the disks that are possibly touching other disks or the border of the square; in this way one obtains a system of nonlinear equations that can be solved numerically.

We now describe our algorithm, starting with a key observation: an efficient optimization requires to take into account the different nature of the points that do not touch the border of the square (internal points) and those that are in contact with the border of the square (border points). At equilibrium, the resultant of the forces acting on each of the internal points must vanish, whereas for the border points only the component tangent to the border vanishes. For this reason, if a point has reached the border at some stage of the calculation it is extremely unlikely that it can be moved inside afterwards. In fact, the configurations will tend to maintain or increase the number of border points as the iterations proceed.\footnote{A similar problem was observed by one of us, while studying the Thomson’s problem in a disk [1]: in that case, it was found that the energies of the configurations have a strong dependence on the number of border points and that the search for a global minimum of the total energy requires to generate configurations with the appropriate number of border points.}

In the original algorithm in [13] there is no mechanism preventing the internal points from being deposited on the border if $s$ is small enough and this explains why the authors start their calculation with a rather large value of $s$. To avoid these complications we modify the energy functional (4) to

$$V = \sum_{i=2}^{N} \sum_{j=1}^{i-1} \left( \frac{\lambda}{r_{ij}^2} \right)^s \mathcal{F}_{ij}(\epsilon, \alpha), \quad (6)$$

with

$$\mathcal{F}_{ij}(\epsilon, \alpha) \equiv [(1 + \epsilon - \sin^2 t_i)(1 + \epsilon - \sin^2 t_j)(1 + \epsilon - \sin^2 u_i)(1 + \epsilon - \sin^2 u_j)]^\alpha, \quad -\frac{\pi}{2} \leq t_i, u_i \leq \frac{\pi}{2}, \quad (7)$$

and $\epsilon > 0$ and $\alpha \leq 0$. Observe that for $\alpha = 0$, the function (6) reduces to (4), while for $\alpha < 0$, it is energetically favorable to move the points away from the border of the square; in this way, configurations with a low border occupancy can be obtained even for modest values of $s$.\footnote{A similar problem was observed by one of us, while studying the Thomson’s problem in a disk [1]: in that case, it was found that the energies of the configurations have a strong dependence on the number of border points and that the search for a global minimum of the total energy requires to generate configurations with the appropriate number of border points.}
Fig. 2 Example of configurations of $N = 100$ circles obtained for $s = 1/2$ starting from the same initial random arrangement using the functional of (6) (left figure) and of (4) (right figure). The disks at a minimal distance are colored.

Starting from an initial random configuration, for a sufficiently small value of $s$, we iterate the basic algorithm of Nurmela and Östergård (NÖ), applied to the new functional (6), and progressively relax the border repulsion as $s$ increases. Specifically we use $\alpha = -1/s$ and keep $\epsilon$ fixed at some small positive value (for example, $\epsilon \approx 10^{-10}$).\(^6\) Given the higher computational cost of working with the functional (6), and taking into account that the effect of $F$ is negligible when $s$ is large enough, one can switch to the original functional (4) in this case (typically we use $s > 10^3$).

The algorithm is composed of the following steps:

1. Generate a random set of $N$ points inside a square of side $\ell = 1$.
2. Define the energy functional (6), with $s = s_{\text{in}}$ and with $\alpha(s)$ such that $\lim_{s \to \infty} \alpha(s) = 0$ (for instance $\alpha(s) = -1/s$); the initial value of $s$, $s_{\text{in}}$, may be chosen arbitrarily, but it is convenient that it is not too large, to allow better results.
3. Minimize the functional in step (2) and use the configuration obtained as new initial configuration, now with $s' = \kappa s$, with $\kappa > 1$ (typically we use $\kappa \approx 1.5$, or $\kappa \approx 2$, as done in [13]).
4. Repeat step (3) until reaching a large value of $s$ (in most of our calculations we have used $s_{\text{fin}} = 10^6$, but larger values might be used if convergence was not reached).
5. Compare the density of the configuration obtained at step (4) with the best density for $N$ circles obtained in earlier iterations and, if the current density improves the previous record, store the new configuration.
6. Repeat steps (1)–(5) a large number of times (for $N \leq 100$, one can easily perform 1000 trials in a limited time).

We briefly discuss some of the features of the algorithm, with the help of figures and numerical tests.

In Fig. 2 we display two configurations of $N = 100$ circles obtained for $s_{\text{in}} = 1/2$, starting from the same initial random arrangement, using either the functional of (6) (left figure) or of (4) (right figure). In this second case the majority of the circles is on

\(^6\) Of course, different choices for $\alpha$ could be considered, keeping in mind that we want $F$ to provide sufficient border repulsion at the start of the process and $F \to 1$ at the end of the process.
the border of the square: if this configuration is evolved to larger and larger values of $s$, the maximal packing density will then be determined by the side of the square with the largest number of circles. On the other hand, the modification introduced with the functional (6) allows one to start the algorithm with lower values of $s_{\text{in}}$, for which the interaction between points is larger, without increasing the number of border points.

In Fig. 3 we report the results of a computational experiment that we have performed with 1000 random trials using our improved algorithm (left plot) and the original algorithm of Nurmela and Östergård (right plot). In both cases the initial configurations are chosen randomly, as well as the initial value of $s$. For the plot on the left $s_{\text{in}}$ has been selected randomly in the interval $(3, 9)$, whereas for the plot on the right $10 < s_{\text{in}} < 20$. In both plots only the results with density above 0.79 are reported (blue points are used for $0.79 \leq \rho < 0.799$, red points for $0.799 \leq \rho < 0.8$ and green points for $\rho \geq 0.8$).

The different performance of the two algorithms is quite clear from the plots: in the case of our algorithm, there are 409, 86, and 10 points in the three regions of density specified above; in the case of the NÖ algorithm these numbers drop to 16, 3, and 0 (the highest density configuration has not been produced).

A second aspect that emerges from these plots is that $s_{\text{in}} \approx 6$ is more likely to produce the optimal packing for the case of the present algorithm, whereas $s_{\text{in}} \approx 12$ seems to produce the best (but not optimal) density for the NÖ algorithm.

In Fig. 4 we show the histograms for the frequency of generating configurations with density in a given range for the case of $N = 100$ circles using 1000 trials. The blue and red histograms are obtained using the NÖ algorithm with $s_{\text{in}} = 6$ (blue) and $s_{\text{in}} = 10$ (red); the orange histogram is the result obtained using the algorithm of the present paper with $s_{\text{in}} = 6$. From these results, one can estimate the probability of generating a configuration with density above a certain value: for instance, using the NÖ algorithm the probability of generating a configuration with density above 0.8 is less than 0.1 (0.058 and 0.097 for $s_{\text{in}} = 6$ and $s_{\text{in}} = 10$ respectively), whereas for the modified algorithm it is 0.993. In the original scheme of [13] the distributions are strongly peaked at a rather modest value of the density and generating a high density configuration is extremely unlikely. For the modified algorithm presented in this paper, on the other hand, the distribution is moved to higher densities and spread over a larger interval. In this case a modest number of trials may produce nearly optimal configurations.
Fig. 4 Histograms for frequency of generating configurations with density in a given range for the case of $N = 100$ circles and using 1000 trials. The blue and red histograms are obtained using the NÖ algorithm with $s_{\text{fin}} = 6$ (blue) and $s_{\text{fin}} = 10$ (red); the orange histogram is the result obtained using the algorithm of the present paper with $s_{\text{fin}} = 6$. The dashed vertical line corresponds to the density reported in the repository of Specht [20], $\rho = 0.8300308$.

Fig. 5 $T_{\text{NÖ}}/T_{\text{improved}}$ for configurations up to 70 circles. Higher values of the ratio mean that the improved algorithm is more effective in reaching dense configurations.

Our programs run typically slightly slower for the modified algorithm than for the original algorithm, however in most cases the time required to achieve a higher density configuration is much smaller. In Fig. 5 we have compared the times taken for both algorithms (we call them $T_{\text{NÖ}}$ and $T_{\text{improved}}$ respectively) to converge to the solutions given in [20] within an absolute margin of $10^{-3}$, using the same initial configurations, for $2 \leq N \leq 70$ and with a maximum number of 1000 trials. Quite often the modified algorithm is able to reach the solution of [20] even when the NÖ algorithm has not converged within 1000 trials. In many cases there is a substantial gain in time ($T_{\text{NÖ}} \gg T_{\text{improved}}$).

Although in our calculations with Algorithm 1 we have used $s_{\text{fin}} = 10^6$, we have observed that typically for $s \approx 10^3 \leq s \leq 10^6$, the configurations change only slightly: in other words, if a configuration is not very dense at $s = 10^3$ it is very unlikely that it will produce a dense configuration at $s = 10^6$. This simple observation may be used to obtain consistent gains in the time execution of the program.
2.2 Algorithm 2

The configurations found with the first algorithm can be improved by solving the system of nonlinear equations that correspond to the contacts between different circles and between the circles and the walls of the container. If this system has a solution, the configuration will be obtained with high precision; if the system has no solution, on the other hand, one should eliminate some of the contacts which possibly correspond to having different circles at very close distance, but not in contact. This refinement process is explained in [13, 14].

Of course, one could directly apply the refinement to the configurations obtained with the first algorithm, in a similar way to what done in [13], but in general the packing density would only increase slightly (although the configuration would be determined very accurately). This kind of refinement is certainly preferable when the packing configuration is nearly optimal (which is more difficult to expect when \( N \) is very large).

Here we describe a second algorithm that can be applied to a densely packed configuration of circles (such as for instance those obtained using Algorithm 1) to increase the packing density (either finding a denser, different configuration or improving the current configuration). The algorithm is composed of the following steps:

1. Take a configuration of densely packed disks (for example obtained with Algorithm 1) and perturb randomly the position of the circles.
2. Treat the centers of the circles as point-like particles repelling with an interaction \((\lambda/r^2)^{s_{\text{in}}}, \) with \( \lambda = r_{\text{min}}^2, r_{\text{min}} \) being the closest distance between any two points in this set.
3. Minimize the total energy of the system, \((6), \) for \( s = s_{\text{in}} \) (typically, at the beginning we choose \( s_{\text{in}} \approx 10^2 - 10^3 \)).
4. Let \( s' = \kappa s, \) with \( \kappa > 1, \) and repeat step (3) using the configuration obtained there as the initial configuration; iterate these steps up to a sufficiently large value of \( s, \) until convergence has been reached.
5. If the final configuration of step (4) has a higher density of the configuration of (1), use it as new initial configuration and repeat the steps (1)–(4) as many times as needed, each time updating the initial configuration to be the densest configuration.
6. If after some iterations the process cannot easily improve the density, modify step (1), by making the amplitude of the random perturbation smaller and repeat the steps (2)–(5) (in general the initial value of \( s_{\text{in}} \) will then be taken to be larger).
7. Stop the algorithm when convergence has been reached (or when the assigned number of iterations has been completed).

The operation of perturbing the positions of the disks at step (1) motivates the physical analogy of improving the arrangement of a large number of small, rigid bodies inside a container by gently shaking it [2]: for example, Pouliquen et al. have shown that one can obtain dense packings of uniform spheres if the beads are poured slowly inside a container which is horizontally shaken [16]. More recently, Baker and Kudrolli have performed similar experiments with beads with the shape of platonic solids [3]. For this reason we will also refer to Algorithm 2 as to the “shaking algorithm”.

 Springer
### 3 Numerical Results

In this section we present the numerical results obtained using the algorithms described in this paper on selected configurations. In most of the cases presented here the Algorithm 1 has been applied with a limited number of trials, particularly for configurations containing a large number of circles.

In Table 1 we report the best densities obtained for a given $N$, with a given number of trials and starting with $s = s_{in}$, using either Algorithm 1 (fourth column), Algorithms 1 and 2 (fifth column), or Algorithm 2 (seventh column), using as initial configuration the corresponding configuration reported in [20] (sixth column). Results that improve the density of [20] are underlined. Remarkably, for all $N$ considered in the table we have been able to improve the previous records of density.

In particular, Algorithm 2 can be used independently of Algorithm 1, as long as one can provide a sufficiently dense configuration of disks: in general, the computational cost of applying Algorithm 2 is also smaller than for Algorithm 1. In this respect, Algorithm 2 can be used in conjunction with any packing algorithm to check whether the configuration can be improved when $N$ is very large.

In Fig. 6, we show the histogram of the densities obtained using Algorithm 1 with 1000 trials. The vertical dashed line corresponds to the result reported in [20], while the red dotted curve correspond to the gaussian fit frequency $\rho \approx \alpha e^{-\beta (\rho-\gamma)^2}$ with $\alpha = 4.13 \times 10^{-2}$, $\beta = 6.23 \times 10^4$, and $\gamma = 8.38 \times 10^{-1}$.

In this case, Algorithm 1 fails to improve the density reported in [20] with 1000 trials and the application of Algorithm 2 to the best configuration found in this way only increases slightly the density (see columns 4 and 5 of the table); however, by applying Algorithm 2 to the configuration of [20], we manage to obtain a larger density (column 7 of the table). The fact the increase of the density is modest may signal that the refinement process carried out in [20] did not converge fully.

---

Table 1  Numerical results obtained with the improved algorithm (only the first ten decimals of the results of [20] are reported here)

| $N$  | # of trials | $s_{in}$ | $\rho$ Algorithm 1 | $\rho$ Algorithm 1+2 | [20] | [20] + Algorithm 2 |
|------|-------------|----------|---------------------|----------------------|------|-------------------|
| 254  | 1000        | 4        | 0.849002495        | 0.849002608          | 0.8501278714 | 0.8501434314       |
| 500  | 40          | 3        | 0.861469117        | 0.863118997          | 0.8641899871 | 0.8641942995       |
| 999  | 40          | 2        | 0.872033110        | 0.874817581          | 0.8558502576 | –                 |
| 2000 | 40          | 2        | 0.874958653        | 0.875264480          | 0.8639231178 | –                 |
| 3000 | 40          | 1        | 0.879847778        | 0.880856846          | 0.8821229717 | 0.8900843290       |
| 4000 | 40          | 1        | 0.879476539        | 0.880026692          | 0.7915325405 | –                 |
| 9996 | 8           | 1        | 0.881622922        | 0.881724377          | 0.8091772569 | –                 |

The results that are underlined improve the corresponding results of [20]

---

7 The only criterium that we have used to select a configuration has been to require a large number of circles and that it had been obtained before.

8 The gaussian fit may be used to roughly estimate the number of trials needed to obtain a configuration with density above a certain value.
Fig. 6  Histogram of the densities for 254 circles in a square, using the improved algorithm (Algorithm 1) with $s_{\text{inf}} = 4$. The vertical dashed line in the histogram is the result reported in [20], while the red dotted curve correspond to the gaussian fit frequency $f(\rho) \approx \alpha e^{-\beta(\rho-\gamma)^2}$ with $\alpha = 4.13 \times 10^{-2}$, $\beta = 6.23 \times 10^4$, and $\gamma = 8.38 \times 10^{-1}$.

Fig. 7  Left plot: Best configuration obtained for 254 circles ($\rho = 0.8501434314$); Right plot: Best configuration reported in [20] for 254 circles ($\rho = 0.8501278714$)

In the left plot of Fig. 7 we display the configuration corresponding to this density: different colors are used to symbolize the number of closest neighbors of a given circle: black, orange, yellow, light and darker green, blue and dark blue are used to represent from 0 to 6 neighbors (notice however that not all colors show up in this plot). A tolerance of $10^{-4}$ is used to decide whether two circles are touching or not. A similar plot for the configuration of [20] is displayed in the right figure.

For configurations that do not possess any symmetry, as in the present case, there are eight different orientations of the points, which all correspond to the same configuration. To avoid ambiguities we have adopted the convention to choose the orientation for which the center of mass of the circles falls in the region $0 \leq \phi \leq \pi/4$.9 This convention is very practical at the time of comparing different configurations, as it can

9 It is easy to convince oneself that an appropriate rotation of $0, \pi/2, \pi$, or $3\pi/2$ radians, possibly followed by a reflection about the line $y = x$, will always bring the center of mass of an arbitrary configuration to lie in this region.
be appreciated from Fig. 7. However, a purely graphical comparison may be difficult for configurations with very large number of circles and more quantitative criteria is preferable: for this reason we have defined the quantity

\[ \nu = \frac{1}{N \overline{D}} \sum_{j=1}^{N} d_{j}^{(\text{min})}, \]

where \( \overline{D} \) is the average diameter of the circles of the two configurations and \( d_{j}^{(\text{min})} \) is the minimal distance of the \( j \)th circle of the first configuration from any of the circles of the second configuration (the two configurations need to be oriented in the canonical form). Finding \( \nu \ll 1 \) is an indication of the similarity of the two configurations: in the present case we have found \( \nu = 0.0099911 \), which supports the conclusions reached based on the graphical inspection.

The configurations in Fig. 7 display a large V-shaped fault along which the circles are approximately arranged on a hexagonal lattice. Additionally, a milder horizontal fault, with two regions slightly shifted horizontally, is also observed.

The presence of domains with different arrangements, or even with the same arrangement but separated by a fault, in some way is similar to what is observed in the case of the Thomson problem, where the occurrence of defects is crucial in lowering the total energy of the system \([5, 23, 24]\). In absence of borders, the circles would pack more effectively by allowing each circle to be at the center of a hexagonal cell, with a neighbor circle located at each of the corners of the hexagon. It is interesting that the faults in many cases resemble the trajectory of a bouncing ball (the angles of \( \pi/3 \) that the “trajectory” forms with the border allows hexagonal packing in each of the three subdomains).

In the remaining figures similar plots are displayed for configurations with \( N = 500, 999, 2000, 3000, 4000, \) and \( 9996 \) circles. For the case of 999 we have compared three sets of results obtained with our algorithm, but with different \( s_{\text{in}} \), obtaining for the majority of trials better results than \([20]\) in all three cases.

In Fig. 8 we display the histogram of the densities for 500 circles in a square, using Algorithm 1 with \( s_{\text{in}} = 3 \) and just 40 trials. The density of the best configuration

\[ \begin{array}{c|c|c|c|c|c|c} \hline \rho & 0.840 & 0.845 & 0.850 & 0.855 & 0.860 & 0.865 \\ \hline \text{frequency} & 0.00 & 0.05 & 0.10 & 0.15 & 0.20 & 0.25 \\ \hline \end{array} \]

Fig. 8 Histogram of the densities for 500 circles in a square, using the Algorithm 1 with \( s_{\text{in}} = 3 \) and just 40 trials. The vertical dashed line in the histogram is the result reported in \([20]\)
Fig. 9 Best configuration obtained for 500 circles ($\rho = 0.8641942995$)

Fig. 10 Histogram of densities using Algorithm 1 and $s_{\text{in}} = 2, 4, 6$ (blue, red, and orange respectively) for $N = 999$ circles. The dashed vertical line corresponds to the density reported in the repository of Specht [20], $\rho = 0.8558502$

found in this way falls below the density of [20] (although the subsequent application of Algorithm 2 is able to improve this result); as for the case of 254 circles, when Algorithm 2 is applied to the configuration of [20] the latter is slightly improved (see Fig. 9) with $\nu = 0.00424$ (such a small value signals that the two configurations are essentially equivalent).

For 999 circles Algorithm 1 is able to improve the configuration of [20] consistently, as one can see from Fig. 10, where we plot the histogram of frequency for obtaining dense configurations using Algorithm 1 with $s_{\text{in}} = 2, 4, 6$ (blue, red, and orange respectively) with 40 trials for each case. By then applying Algorithm 2 to the best configuration found with Algorithm 1 we are able to still improve the density: the corresponding configuration is shown in Fig. 11. In this case the value $\nu = 0.70586$ confirms that our configuration is very different from that of [20].

The cases of 2000, 4000, and 9996 circles are similar to the one of 999, in the sense that Algorithm 1 is able to find a better configuration than the one of [20], and the
subsequent application of Algorithm 2 further improves the density (see Figs. 12, 13, 16, 17, and 18).

The case of 3000 circles is more interesting since the configuration of [20] is both dense and regular, as shown in the right plot in Fig. 15 (it might even appear to be a good candidate for a global maximum of the density). Algorithm 1 is not able to improve the result of [20] in 40 trials, although getting rather close; Algorithm 2, does improve the configuration obtained with Algorithm 1, but again it does not overcome [20]. By applying Algorithm 2 directly to the configuration of [20], however, we obtain a denser (and less regular) configuration: it is interesting to observe that in this case faults resembling a bouncing ball trajectory appear (Fig. 15, left).

As a final test of the effectiveness of Algorithm 2 we have applied it to the configurations reported in [20] for \( N \leq 650 \), using 10 trials for each \( N \). The densities of the configurations that have been improved are available as supplementary material to this paper at the publisher site and can also be downloaded from the Colima Repository at https://ucrcpam.ucol.mx.
Fig. 13  Best configuration obtained for 2000 circles ($\rho = 0.875264480$)

Fig. 14 Histogram of the densities for 3000 circles in a square, using Algorithm 1 with $s_{in} = 1$ and 40 trials. The vertical dashed line in the histogram is the result reported in [20]

Fig. 15  Left plot: Best configuration obtained for 3000 circles ($\rho = 0.8900843290$); Right plot: Configuration reported in [20] ($\rho = 0.8821229717$)
As a technical note, most of the calculations have been carried out on a computer AMD Ryzen 9 3950x with 16 double core processors and on an Intel Xeon E5-2640 with eight double core processors. On the first machine the average time (in seconds) needed to obtain one configuration with Algorithm 1 is approximately described by the fit $-0.234N + 0.0101N^2$.

Both algorithms have been implemented in python, using the numba compiler [11], which allows to consistently speed up the calculations with respect to pure python and make it competitive with C++ (see [8] for a comparison of C++ and numba for the $N$-queens problem).

The data of the configurations obtained in this paper can be found in the Colima Repository of Computational Physics and Applied Mathematics (CRCPAM) at https://ucrcpam.ucol.mx.
4 Conclusions

Finding a nearly optimal packing of $N$ equal circles inside a square is a challenging task: as a matter of fact, proofs of optimality exist only for configurations of up to 33 and for 36 circles, while obtaining numerically good candidates to optimal solutions is also very demanding, given the proliferation of possible configurations with very similar density, for $N \gg 1$ ([20] reports the current best numerical results for circle packing in a square).

In this paper we have introduced two algorithms that can produce dense packing configurations of congruent circles inside a square. The effectiveness of the algorithms is shown by running numerical experiments for different $N$ and improving the best results in the literature. Finding the configurations corresponding to a global maximum of the packing density can be a prohibitive task for the systems of the size that we are considering here (up to several thousands disks), but at least we provide an efficient computational tool to produce highly dense packings.

The algorithms that we have introduced can be described as an example of basin-hopping with threshold acceptance, as the configurations that do not improve the density are rejected. An alternative direction that could be interesting to explore in the future would be introducing a fictitious temperature in the problem, that would allow to sample the low-lying solutions at least for low temperatures.\(^{10}\)

The extension of the methods discussed in the present paper to more general packing problems is currently underway. It is worth saying that the fundamental idea of our Algorithm 1 (i.e., border repulsion) can be applied to systems with a different interaction than the contact interaction corresponding to a packing problem. For the case of Coulomb repulsion, for instance, one is dealing with a Thomson problem in a square (or any other domain for that matter) and the computational gains introduced by the border repulsion should still be present in this case. In [1], which deals with the

---

\(^{10}\) D.J. Wales, private communication, 2021.
Thomson problem inside a circle and inspired the original idea for the present work, one of us observed that the path to reaching optimal solution is definitely shortened by controlling (although in a different way) the number of peripheral charges. Actually, we expect that the effectiveness of our method for packing should drastically increase for packing problems in three dimensions: because of Gauss’ law, the charges distribute on the surface of a conductor, and therefore the NO algorithm should possibly need to use larger values of $s_{in}$, compared to its two-dimensional analog. However, using larger values of $s_{in}$ is likely to affect the ability to select a tight arrangement of spheres inside the volume. No such problem is expected in our algorithm, where the screening of the border in the early stages allows it to work with modest values of $s_{in}$ and thus effectively reach dense configurations.\[11,12\]
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