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Abstract—We consider a robotic vehicle tasked with gathering information by visiting a set of spatially-distributed data sources, the locations of which are not known a priori, but are discovered on the fly. We assume a first-order robot dynamics involving drift and that the locations of the data sources are Poisson-distributed. In this setting, we characterize the performance of the robot in terms of its sensing, agility, and computation capabilities. More specifically, the robot's performance is characterized in terms of its ability to sense the target locations from a distance, to maneuver quickly, and to perform computations for inference and planning. We also characterize the performance of the robot in terms of the amount and distribution of information that can be acquired at each data source. The following are among our theoretical results: the distribution of the amount of information among the target locations immensely impacts the requirements for sensing targets from a distance; performance increases with increasing maneuvering capability, but with diminishing returns; and the computation requirements increase more rapidly for planning as opposed to inference, with both increasing sensing range and maneuvering ability. We provide computational experiments to validate our theoretical results. Finally, we demonstrate that these results can be utilized in the co-design of sensing, actuation, and computation capabilities of mobile robotic systems for an information-gathering mission. Our proof techniques establish novel connections between the fundamental problems of robotic information-gathering and the last-passage percolation problem of statistical mechanics, which may be of interest on its own right.
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I. INTRODUCTION

The Unmanned Aerial Vehicle (UAV) technology thrived during the last decade. Today, the diverse UAV market offers products with a wide range of size, power, speed, endurance, agility, and payload capacity properties, and with staggering granularity. The ability to produce and utilize UAVs with such diversity has made a number of new civilian applications commercially viable, particularly in the agriculture, security, humanitarian assistance, and disaster response domains, as evidenced by the large and increasing number of technology companies that aim to utilize UAVs in these domains.

Developing the enabling hardware, algorithms, and software still remains one of the prominent challenges. However, given the diversity of the UAV market today and the range of the potential applications, new research challenges emerge around the system design aspects, for instance, to answer the question:

How can we choose the best UAV system that can address a given UAV mission, with provable guarantees on performance?

For example, consider the persistent monitoring of an agricultural field. Suppose the UAVs are tasked with locating and picturing the potential anomalies, where the locations of anomalies are not known to the UAV a priori, but they are discovered on the fly. Once the location with a potential anomaly is detected from a distance, e.g., after that location enters the robot’s vision range, the observing UAV may choose to fly over for a close-up picture to confirm the anomaly. Then, given the size of the field and how frequently the potential anomalies arise, how shall we choose the sensing, agility, and computation capabilities of the UAVs, in order to ensure that anomalies can be detected before they adversely affect the field? Note that the choice of these properties ultimately determines the the size, power, endurance, speed, and payload capacity of the UAV that shall be utilized in this mission.

Currently, such design problems are addressed in an ad-hoc manner, for instance through guesswork, or at best through extensive simulation studies. Unfortunately, rigorous mathematical tools that provide valuable insight into these system design problems still remain largely unavailable, with the exception of a few very recent results which we discuss below.

In this paper, we focus on a problem that involves informa-
tion gathering, which arises in a number of UAV applications. We consider the design of sensing, agility, and computation capabilities of a robotic vehicle that is tasked with gathering information from spatially-distributed data sources. Specifically, we prove a number of results that characterize the performance of the system in terms of (i) the distance from which the robot can locate the data sources, (ii) the agility of the robot, (iii) the onboard computational capabilities of the robot, and (iv) the amount and distribution of information at the field. These results characterize certain sensing, agility, and computation requirements for UAVs designed to execute a certain class data gathering missions. As a result, they provide insight into how to best select UAVs for the mission at hand.

Our technical approach is to reduce a certain class of data gathering problems to a maximum reward collection problem. First, we show that a discrete version of this maximum reward collection problem is closely related to a widely-studied model in statistical mechanics, namely the last-passage percolation model. Then, we analyze this problem utilizing certain results available in the statistical mechanics literature. Finally, we extend our results in the discrete domain to continuous spaces.

A. Related Work

There are a number of relevant problems studied in the literature, including the traveling salesman problem, the vehicle routing problem, the orienteering problem, and the persistent monitoring problem.

1) Traveling Salesman Problem (TSP): The TSP problem has been widely studied in the theoretical computer science and the operations research literature [1]–[4]. Given a list of \( n \) cities and the distances between every pair of them, the TSP problem is to find the shortest tour that visits each of the cities once before returning to the starting city. Although the problem is NP-hard in general, practical heuristics [5], polynomial-time approximations [6], branch-and-bound techniques [7] and learning algorithms [8] have been developed. In relation to the present paper, Beardwood et al. [9] consider the stochastic TSP problem where the \( n \) points are independently and uniformly distributed over a bounded region. More recently, the traveling salesperson problem for the Dubins vehicle (DTSP), i.e., a non-holonomic vehicle that is constrained to move along planar paths of bounded curvature, was also studied [10], [11].

2) Vehicle Routing Problem (VRP): VRP is a generalization of the TSP problem [12]–[15]. In the VRP, a fleet of vehicles, which start from a central depot, seek to service customers. Similar to TSP, a number of exact and approximate algorithms have been proposed for solving this problem [16]–[20]. A version of the VRP problem for single vehicle is due to Wilson and Colvin [21], where customer requests appear dynamically. Dynamic and stochastic routing problems are also studied as an extension of their deterministic counterparts [22]. For example, Bertsimas and Ryzin [23] consider the the dynamic traveling repairman problem (DTRP), in which the demands for service arrive according to a Poisson process, and they provide a lower bound on the average total waiting time of demands.

The underlying maximum-reward motion problem that we study also has a stochastic and dynamic nature, since the targets are stochastically placed and they are encountered in a dynamic manner as the targets get in the sensing range of the vehicle. However, the maximum-reward motion problem differs from the stochastic and dynamic versions of the TSP and the VRP in a number of ways. Most importantly, the maximum-reward motion problem, the vehicle is governed by dynamics with drift and it is not constrained to visit all of the target locations. Moreover, the dynamic nature arises from the vehicle’s motion, rather than as a spatio-temporal process that is independent of the motion of the vehicle. Also, the reward placed on the targets is an essential part of the problem. Since, TSP and VRP problems constrain the vehicle to visit all of the targets, placing reward on the targets does not change the solution. Hence, we believe that the maximum-reward motion problem introduced in this paper is a fundamental stochastic dynamic decision-making problem on its own right. Its differentiating key attribute is the following: The drift affecting the vehicle does not allow visiting all of the targets, and the vehicle must choose targets based on the reward.

3) Orienteering Problem (OP): The OP originates from orienteering, an outdoor sport where a set of locations are specified. Scores are associated with these locations, and competitors seek visit a subset of these locations within a fixed amount of time in order to maximize the total score. The orienteering problem is closely tied to the traveling salesmen problems (TSP) and the vehicle routing problems (VRP), and has been studied extensively in the operations research community. Its variants are also known as the maximum collection problem [24], [25], selective traveling salesman problem [26], traveling salesman problems with profits [27], and the bank robber problem [28]. This problem has been shown to be NP-hard [29], and the recent paper [30] provides a complete survey on the literature of the OP, including their variants, applications and solutions. Several heuristic methods have been proposed to tackle the OP since the early days, including deterministic and Monte-Carlo based heuristics [31], a so-called center-of-gravity heuristic [29], and many more [32], [33]. Other algorithms are also presented in the literature, including branch-and-cut algorithms [34] for finding the optimal solution, optimization-base methods [35], and search-based algorithms [36]. Researchers have also extended the OP to the case with multiple vehicles, also known as the Team Orienteering Problem [37]–[42].

The difference between the orienteering problem and this maximum-reward problem is three-fold. Firstly, in the maximum-reward problem the motion of robot is governed by its dynamics (and drift). Secondly, the OP problem is deterministic, and in comparison the maximum-reward problem has stochastic and dynamic nature arising from the robot’s motion. Finally, the OP problem considers a finite-distance path (or limited-time path); whilst in this maximum-reward problem, our analysis focuses on the scaling of the performance.

4) Persistent Monitoring: The data-gathering problem which we consider is also similar to the recently-proposed persistent monitoring problems that seek to generate an optimal control strategy for a team of agents to monitor a dynamically changing environment. There exist many different formulations and applications of the persistent monitoring problem [43],
For example, a persistent monitoring task with the objective to minimize an uncertainty metric is considered in [45–47]. A different formulation of the persistent monitoring problem is studied in [48], where robots move along fixed paths in a changing environment. In [50], [51], Alamdari et al. consider path planning problem for a robot to monitor a known set of features of interest, where the environment is represented as a weighted graph. In a more recent work [52], Yu et al. focus on a stochastic model of occurrence of events, where the precise occurrence time is not known a priori.

The data-gathering problem which we study differs from the problems in these references with its stochastic and dynamic nature. Moreover, our analysis fundamentally differs from these references, since we focus mainly on the asymptotic performance analysis of an optimal algorithm for a fundamental problem, while the references develop complex algorithms, often based on mathematical programming.

The particular special case that we focus on is similar to the dynamic boundary guarding problem [53], [54] studied by Smith et al., where the service robot they study is constrained on a line segment while our robot can move freely along the $x_2$ dimension so long as the speed is bounded. Our work differs in two key aspects. First, our problem definition is more general in a number of aspects. We consider problems where the agent can move freely, whereas the aforementioned references consider a vehicle confined to a box. We attach a reward to each target and aim to maximize total reward, while the said references references maximize the number of targets visited, which is recovered when all reward is equal in our problem. Second, our proof techniques utilize techniques from statistical mechanics, specifically the last-passage percolation problem, whereas they base their analysis on the methods of combinatorial optimization in stochastic domains. In fact, the generality we provide comes with the novel connections we introduced some of the analysis for the discrete lattices presented in Section II. However, the other results in this paper, including all results in Section IV, are new. The contribution of this paper is three-fold. First, we formulate the maximum-reward motion problem, which serves as a novel mathematical foundation for the analysis of a class of data-gathering problems in robotics. Second, we provide a rigorous analysis of the robot performance, given its sensing, actuation, and computation properties at the same time in a stochastic environment. We close this gap by introducing a new foundational problem. Different from the existing literature, this problem involves a vehicle moving with drift in an environment where the tasks are distributed randomly and each target is associated with a random reward. The vehicle is endowed with a limited sensing range. In this foundational problem, the vehicle is tasked with collecting the maximum reward as it navigates through its environment. This foundational problem, which we call the maximum-reward motion problem, is illustrated in Figure 1. We present this problem in detail in Section II-A. We present an important special case in Section II-B which we believe is the simplest version of the problem that still maintains its core properties. In Sections III and IV we analyze this new foundational problem.

This foundational problem is connected with problems involving data gathering with agile robotic vehicles. We outline these connections briefly in Section II-C and then we devote Section VI to describe this connection in detail.

5) Cyber-Physical Systems: Our work is in the same domain of the recent work exploring the theory of cyber-physical systems design and co-design [55–57]. This recent line of work aims to cast the design problem that arise in cyber-physical systems and robotics as optimization problems. Our work is complementary, and it can be considered in this emerging field of design.

It is worth noting that a dual of the maximum-reward problem has been studied [58]. The authors investigate high-speed navigation through a randomly-generated obstacle field, where only the statistics of the obstacles are given. They show that with a simple dynamical model of the vehicle, the existence of an infinite collision-free trajectory through the environment exhibits a phase transition, i.e., there is an infinite collision-free trajectory almost surely when the speed is below a threshold and it will collide with some tree eventually otherwise. In [59], they show that a planning algorithm based on state lattices can navigate the robot with limited sensing range. A similar problem is also studied in [60].

6) Percolation Theory and Queues in Tandem: Finally, our work is closely tied to the literature of percolation theory (specifically, last-passage percolation [61]–[64] and related research on queues in tandem [67], [68]. A complete survey

on last-passage percolation model with general weights can be found in [69]. It can be shown that under certain technical assumptions the two models are equivalent, and results from the percolation theory have been applied in systems of queues in tandem. Recent work by Somanath et al. also applies similar models to control theory and robotics [70].

B. The Maximum-reward Motion Problem

As we briefly surveyed above, there are a number of problems that have been studied towards understanding missions involving autonomous vehicles in data gathering applications. However, we observe that there are no foundational problems that include sensing, agility, and computation properties at the same time in a stochastic environment. We close this gap by introducing a new foundational problem. Different from the existing literature, this problem involves a vehicle moving with drift in an environment where the tasks are distributed randomly and each target is associated with a random reward. The vehicle is endowed with a limited sensing range. In this foundational problem, the vehicle is tasked with collecting the maximum reward as it navigates through its environment. This foundational problem, which we call the maximum-reward motion problem, is illustrated in Figure 1. We present this problem in detail in Section II-A. We present an important special case in Section II-B which we believe is the simplest version of the problem that still maintains its core properties. In Sections III and IV we analyze this new foundational problem.

This foundational problem is connected with problems involving data gathering with agile robotic vehicles. We outline these connections briefly in Section II-C and then we devote Section VI to describe this connection in detail.

C. Contributions

A preliminary version of this paper appeared in the Workshop on Algorithmic Foundations of Robotics [71], where we introduced some of the analysis for the discrete lattices presented in Section III. However, the other results in this paper, including all results in Section IV, are new. The contribution of this paper is three-fold. First, we formulate the maximum-reward motion problem, which serves as a novel mathematical foundation for the analysis of a class of data-gathering problems in robotics. Second, we provide a rigorous analysis of the robot performance, given its sensing, actuation and computation capabilities. This is achieved by establishing connections with the last-passage percolation problem in statistical mechanics. Third, we apply our results to gain insights for the design of UAV systems.

Our thorough analysis reveals a number of insights, which are explained in detail in Section VI. In particular, we find:

- The vehicle can navigate almost optimally, i.e., as if it had infinite sensing range, even with very little sensing range (required sensing range scales only logarithmically with increasing mission length), when the value of information is bounded almost surely for each target location; on the contrary, when the value of information on each target is Pareto distributed (a heavy tailed distribution),
Drift Operating in a Stochastic Environment

Consider a robotic vehicle navigating in a stochastic environment, where the locations of targets are distributed randomly and each target location is associated with a random reward value. The precise locations of all of the targets are unknown to the robot a priori. Instead, the vehicle discovers the target locations and the reward associated with the targets on the fly. To model this phenomenon, we consider a target-detection region attached to the vehicle. When the targets get inside the detection region of the robot, the locations of the targets and the reward associated with them become known to the robot. The vehicle can then choose which locations to visit and collect the reward associated with these visited targets.

Note that, when subject to differential constraints involving substantial drift, the vehicle must visit the most valuable targets in the direction of drift selectively, in order to maximize the total reward it collects. This often comes at the expense of skipping some of the target locations, for instance, those that are orthogonal to the drift direction. See Figure 1.

In this section, we present the reward collection problem in a general form. In the next section, we introduce a special case that captures all key aspects of the problem. This special case is also analytically tractable. In particular, we can derive the aforementioned fundamental limits for this special case.

The online motion planning problem is formalized as follows in its most general form:

**Dynamics:** Consider a mobile robotic vehicle that is governed by the following equations:

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)), \\
y(t) &= g(x(t))
\end{align*}
\]

where \(x(t) \in X \subset \mathbb{R}^m\) represents the state, \(u(t) \in U \subset \mathbb{R}^n\) represents the control input, \(y(t) \in \mathbb{R}^2\) is the position of the robot on the plane where the targets lie, \(X\) is called the state space, and \(U\) is called the control space. A state trajectory \(x : [0, \tau] \rightarrow X\) is said to be a dynamically-feasible state trajectory and \(y : [0, \tau] \rightarrow \mathbb{R}^2\) is said to be a dynamically-feasible output trajectory, if there exists \(u : [0, \tau] \rightarrow U\) such that \(u, y, \text{ and } x\) satisfy Equation (1) for all \(t \in [0, \tau]\).

We are particularly interested in the case when the robot is subject to drift, for instance, when the robot can not come to a full stop instantly or can not even substantially slow down. Examples include fixed-wing airplanes, racing cars, large submarines, and speed boats. In Section II-B, we will present a dynamic system model, which we believe is the simplest model that captures this drift phenomenon.

**Targets and reward:** The target locations and the reward associated with the targets are assumed to be generated by a stochastic marked point process. A marked point process is defined as a random, countably-infinite set of pairs \(\{(p_i, m_i) : i \in \mathbb{N}\}\).

---

**TABLE I. SUMMARY OF RESULTS**

| Required sensing range \(S\) for mission length \(L\) | \(S = O(\log(L))\) |
| Impact of robot agility \(\alpha\) on mean reward | \(R_2^* = O(\alpha^{1/2})\) |
| Computational requirement for motion planning | \(C_p = O(\lambda^* \alpha^* S^* e)\) |
| Computational requirement for inference tasks | \(C_I = O(\psi \alpha e)\) |

---

1 Let us note at this point that “dynamical systems with drift” can be defined precisely, for instance, through differential geometry [14]. However, we will not need such differential-geometric definitions in this paper, since we focus on a particular system with drift (introduced in Section II-B), and we leave the generalization to other drift systems to future work.

2 Strictly speaking, stochastic point processes are formalized using counting measures [13]. For the sake of the simplicity of the presentation, we will avoid these measure-theoretic constructs, and instead we will use the simpler notation adopted by Stoyan et al. [15].
\[i \in \mathbb{N}, \text{ where } p_i \in \mathbb{R}^2 \text{ is the location of point } i \text{ in the infinite plane and } m_i \in M \text{ is the mark associated with point } i. \text{ We denote this random set by } \Psi. \text{ With a slight abuse of notation, we denote by } \Psi(A) \text{ the number of points in a subset } A \in \mathbb{R}^2 \text{ of the infinite plane. Given a point } p \text{ of the point process, we denote its mark by } r(p). \text{ In our case, the locations } \{p_i\} \text{ of the points represent the locations of the targets, and the marks } \{m_i\} \text{ represent the reward associated with the targets. Hence, the mark set is the set of all non-negative real numbers, } i.e., M = \mathbb{R}_{\geq 0}. \text{ Following Stoyan et al. [74], we make the following technical assumptions: (i) any bounded subset of the plane contains finitely many points, } i.e., |\Psi(A)| < \infty \text{ for all bounded measurable } A \subset \mathbb{R}^2; (ii) no two points are located at the same location, } i.e., p_i \neq p_j \text{ for all } i \neq j, \text{ almost surely.}

**Target-sensing region:** The locations of the targets and the reward associated with them is not known a priori, but is revealed to the robot in an online manner. This aspect of the problem is formalized as follows. Let \( P_\Psi(\cdot) \) denote the target-detection region of the robot that associates each state \( z \) at the same location, \( X \) \text{ the plane contains finitely many points, } i.e., |\Psi(z)| < \infty \text{ for all bounded measurable } A \subset \mathbb{R}^2; (ii) no two points are located at the same location, \( i.e., p_i \neq p_j \text{ for all } i \neq j, \text{ almost surely.}

**Task:** The robot is assigned the task of collecting maximum total reward, subject to all of the constraints outlined above. We formalize this objective of the problem as follows. Suppose the stochastic marked point process that represents the targets is defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \(\Omega\) is the sample space, \(\mathcal{F}\) is the \(\sigma\)-algebra, and \(\mathbb{P}\) is the probability measure. Define \(\mathcal{F}_t\) as the \(\sigma\)-algebra generated by the random variables \(\bigcup_{t \in [0,\tau]} P_\Psi(\omega(t))\). A feasible control policy is a stochastic process \(\mu = \{u(t) : t \in [0,\tau]\}\), such that \(u(t)\) is defined on \((\Omega, \mathcal{F}_t, \mathbb{P})\), for all \(t \geq 0\). This definition implies that the control policy depends only on the locations and the reward of the targets that are detected by the robot up until time \(t\), but not at times greater than \(t\). Note that the control policy may depend on the statistics of the stochastic marked point process, if any statistics are known a priori.

Given a control policy \(\mu = \{u(t) : t \in [0,\tau]\}\), let us denote the collection of resulting state trajectories by \(\{x_\mu(t) : t \in [0,\tau]\}\) and the collection of the output trajectories by \(\{y_\mu(t) : t \in [0,\tau]\}\), which are stochastic processes defined on the same probability space as the control policies.

Let \(Y(\mu; \psi)\) denote the set of targets visited by the robot under control policy \(\mu\) and when the realization of the stochastic marked point process for the targets is \(\psi\), i.e.,

\[Y(\mu; \psi) = \{p \in \psi : y_\mu(t) = p \text{ for some } t \in [0,\tau]\}.\]

With a slight abuse of notation, let \(T(\mu; \psi)\) denote the total reward collected by the robot when it visits these targets, i.e.,

\[T(\mu; \psi) = \sum_{p \in Y(\mu; \psi)} r(p).\]

Then, the **maximum-reward motion problem** is to find a control policy \(\mu\) such that the total reward \(T(\mu; \psi)\) is maximized for all realizations of \(\psi\) of the point process \(\Psi\).

We stress that an algorithmic solution to this problem (i.e., computing such a policy) is often simple, particularly when the point process \(\Psi\) is completely random (e.g., a Poisson process). Instead of designing new algorithms, we are more interested in analytically deriving the maximum reward that can be achieved by an optimal algorithm. Such analyses may allow robotics engineers to design robotic systems, e.g., by choosing the sensing, actuation, and computation capabilities of the robots, such that they best fit the application at hand.

**B. Problem 2: Maximum-reward Motion with Lipschitz-continuous Paths in a Poisson Target Field with I.I.D. Rewards**

In this section, we present a two-dimensional special case. We believe this is the simplest case that captures all key aspects of the problem we presented above, namely: (i) the dynamics with drift, (ii) the stochastic nature of the environment, and (iii) the online (dynamic) nature of the task. This simple case is particularly relevant to the motivational example presented in Section [I] on information gathering. Furthermore, this case is also analytically tractable.

**Dynamics:** Let \(X = \mathbb{R}^2\), and define the dynamics governing the robot with the following ordinary differential equation:

\[\begin{align*}
\dot{x}_1(t) &= v, \\
\dot{x}_2(t) &= u(t),
\end{align*}\]

where \([x_1(t) \ x_2(t)] \in \mathbb{R}^2\) denotes the state of the robot, \(v\) is a constant, and \(|u(t)| \leq w\) is the control input. This robot travels with constant speed \(v\) along the longitudinal direction (\(x\)-axis) and with bounded speed \(u\) in the lateral direction (\(y\)-axis). We define the agility of the robot as \(\alpha = w/v\). The larger this number \(\alpha\), the more maneuverable the robot is.

**Targets and reward:** The target locations are generated by a two-dimensional Poisson point process with intensity \(\lambda\). That is, the number of targets \(\Psi(A)\) for any region \(A \subset \mathbb{R}^2\) follows a Poisson distribution, i.e., \(\Psi(A) \sim \text{Poisson}(|A|\lambda)\). The reward associated with each target is chosen from a common distribution independently. Let \(r(p)\) denote the reward associated with the target at location \(p \in \mathbb{R}^2\). Then, \(r(p_i) : i \in \mathbb{N}\) are independent identically distributed random variables.

**Target-sensing region:** The robot has a fixed target-sensing range \(m\). That is, when the robot is at state \(x(t) = [x_1(t) \ x_2(t)]\), it obtains the target’s information, namely its location \(p = [p_1 \ p_2]\) and the associated reward \(m\), for all targets located in \(P_\Psi(x(t)) = \{p \in \mathbb{R}^2 : 0 \leq p_1 - x_1(t) \leq m \text{ and } (p, m) \in \Psi\}\).

**C. Data Gathering and Inference with Gaussian Noise**

We established that the maximum-reward motion in stochastic environments is a foundational problem. How is this problem related to data gathering with an agile robotic vehicle?

In this section, we relate the maximum-reward motion problem with a special data-gathering problems as follows. We consider a robot tasked with estimating a fixed scalar \(\theta\)...
from spatially-distributed measurements corrupted by Gaussian noise. As the robot navigates through the two-dimensional environment, it observes various candidate locations where measurements can be taken. The robot also observes the "value of the information" that these locations may potentially provide, if the robot visits that location and measures θ. Based on the locations and their potential value of information, the robot must decide a subset of the locations to visit, and collect noisy measurements of the variable θ at each of those locations.

The higher the value of information, the less noisy will be the observation at that location. Let the prior belief on θ be Gaussian-distributed with mean μ₀ and variance 1/β₀, i.e.,

\[ \theta \sim \mathcal{N}(\mu_0, 1/\beta_0). \]

Let the likelihood function of measurement yᵢ of θ also be Gaussian distributed, centered at θ with variance 1/βᵢ, i.e.,

\[ yᵢ|θ \sim \mathcal{N}(θ, 1/βᵢ). \] (3)

Notice that βᵢ is the precision of measurement yᵢ. Given sensor measurements \( y = [y₁, y₂, ..., yₙ] \), we can derive the posterior probability of θ conditioning on y using Bayes’ rule,

\[ \theta|y \sim \mathcal{N}(\mu_n, 1/β_n), \]

with the updated mean \( \mu_n \) and variance \( 1/β_n \) satisfying

\[ β_n = β₀ + β₁ + \cdots + βₙ. \] (4)

Suppose the potential sensing locations are randomly distributed in the environment, and the robot is tasked with estimating θ, subject to the differential constraints given by Equation (2). The robot does not know the precise locations where measurements can be taken, but instead these target locations are discovered on the fly. Once a target location \( p_i \) enters the target-detection region of the robot, the robot observes the precision \( β_i \) of the corresponding measurement at \( p_i \). If the robot chooses the visit \( yᵢ \), then it will measure \( θ \), where the measurement is corrupted with Gaussian noise of variance \( 1/βᵢ \).

The robot is assigned the task of estimating θ as best as possible as its navigates through the field, and its performance is measured by the variance of the posterior distribution (the lower the better). This problem is a specific instance of the maximum-reward motion problem defined in Section II-B in this setting, the “reward” associated with sensing location \( yᵢ \) is precisely \( βᵢ \). This problem is also motivated by the selection of unattended ground sensors, which we discuss as an application in Section VI-B. However, in Sections III and IV, where we present our main results, we will focus on the maximum-reward problem, since we believe that the maximum-reward problem represents a more general setting.

III. PRELIMINARIES: LAST PASSAGE PERCOLATION AND THE ANALYSIS OF MOTION ON STATE LATTICES

In this section, we develop some preliminaries. Specifically, we introduce a discrete problem that approximates the continuous problem of Section II and we devote this section to the analysis of this discrete problem. Many of our main results presented in the next section are obtained as the limiting cases of our results for the discrete problem in this section.

The approximate problem is constructed by using a lattice-based discretization. Note that lattice-based motion planning algorithms have long been widely adopted in robotics applications [76], [79]. These algorithms form a directed lattice in the state space of the robot and select the optimal path through this lattice. This task is often computationally efficient, making it a practical approach even for challenging problem instances.

We analyze this discrete problem and the resulting lattice-based planning algorithm, by establishing connections between this class of problems and a class of problems in non-equilibrium statistical mechanics. Roughly speaking, we view the robot as a particle traveling in a stochastic field. This perspective allows us to directly apply some of the recent results from the last-passage percolation problem [61], [64], [65], [69].

In what follows, we describe the lattice-based discretization in Section III-B. We introduce a lattice-based planning algorithm in Section III-C. We analyze the fundamental limits of the problem in Section III-D and the performance of the iterative planning algorithm in Section III-E.

A. The Last Passage Percolation Problem

A graph \((V, E)\) is called a \(d\)-dimensional regular lattice, if \(V = \mathbb{Z}^d\), and \((v, v') \in E\) if and only if \(v = (v^1, v^2, ..., v^d)\) and \(v' = (v^1, v^2, ..., v^{k-1}, v^k, v^k+1, ..., v^d)\) for some \(k\). The two-dimensional regular lattice is illustrated in Figure 2a.

![Two-dimensional lattice](image)

(a) The two-dimensional lattice.

![Two-dimensional lattice as the discretization of Equation 2.](image)

(b) Two-dimensional lattice as the discretization of Equation 2.

![A lattice with Dubins paths.](image)

(c) A lattice with Dubins paths.

Fig. 2. The two-dimensional directed regular lattice, \(\mathbb{Z}^2\), is illustrated in Figure (a). An example state-lattice for a curvature-constrained Dubins vehicle, is shown in Figure (b). The latter lattice can be embedded in \(\mathbb{Z}^2\).

Let \(|v|\) denote the distance of the vertex \(v\) from the origin, measured by the number of vertices that any path between these two vertices has to visit. In other words, for the vertex...
v as a d-dimensional vector of natural numbers, i.e., \( v = (v_1, v_2, \ldots, v_d) \in \mathbb{N}^d \), we know that \( |v| = |v|_1 = \sum_{j=1}^{d} v_j \).

Let \( \Pi(v_0, v) \) denote the set of all possible paths that start from vertex \( v_0 \in V \) and end at vertex \( v \in V \). With a slight abuse of notation, let \( \Pi(v_0, n) \) denote the set of all paths that start at vertex \( v_0 \) and cross exactly \( n \) vertices. When \( v_0 \) is the origin, i.e., \( v_0 = 0 \), we drop it from the notation, and we simply write \( \Pi(v) \) for the set of all paths that start from the origin and end at vertex \( v \). Then, the maximum total reward starting from \( v_1 \) and reaching \( v \) on a d-dimensional regular lattice is defined as:

\[
T_d(v_0, v) := \max_{\pi \in \Pi(v_0, v)} \sum_{v \in \pi} r(v),
\]

where we write \( v \in \pi \), when a path \( \pi \) crosses a vertex \( v \). We denote the maximum total reward by a path that starts from \( v_1 \) and crosses at most \( n \) vertices as:

\[
T_d(v_0, n) := \max_{\pi \in \Pi(v_0, n)} \sum_{v \in \pi} r(v).
\]

Finally, when \( v_0 = 0 \) (i.e., when the paths start at the origin), we simply drop it from the notation: We write \( T_d(v) \) and \( T_d(n) \) for \( T_d(0, v) \) and \( T_d(0, n) \), respectively.

If a vertex \( v \) is exactly \( n \) steps away from the origin, i.e., \( |v| = n \), then \( \Pi(v) \subset \Pi(n) \). Since \( \Pi(v) \) is a subset, it is obvious that its maximum reward cannot exceed that of \( \Pi(n) \). In other words, \( T_d(v) \leq T_d(n) \).

B. Problem 3: Maximum-reward Motion on State Lattices

In this section, we formulate a discrete problem that resembles Problem 2 of Section II-B. This new problem indeed captures a discretized version of Problem 2. However, we stress that the problem presented in this section is not a special case.

**Dynamics:** A \( d \)-dimensional directed regular state lattice \( L_d = (V, E) \) is a graph that satisfies: (i) \( V \) is a countable set of vertices such that each vertex \( v \in V \) is in a state of the vehicle; (ii) \( E \subset V \times V \) is a set edges, such that for all \( (v, v') \in E \), there exists a dynamically-feasible trajectory \( x_v : [0, \tau_v] \rightarrow X \) that connects \( v \) and \( v' \), i.e., \( x(0) = v_1 \) and \( x(\tau_v) = v_2 \); (iii) \( L_d \) is isomorphic to a d-dimensional regular lattice.

Therefore, the dynamics of Equation 2 can be discretized as a two-dimensional directed regular state-lattice, as given in Figure 2b. An example state-lattice for a non-holonomic vehicle is shown in Figure 2c. Both examples are isomorphic to the two-dimensional regular lattice in Figure 2a.

**Targets and reward:** Each vertex \( v \in V \) is associated with an independent, identically distributed random reward \( r(v) \).

**Target-detection range:** The target-detection range is a positive number \( m \). Any vertex reachable with a path of length \( m \) is considered to be within the target-detection range. That is, the vehicle can observe the reward \( r(v) \) for all vertices that are within a distance of \( m \) to the vehicle.

**Task:** The vehicle is again tasked with moving through its environment and maximizing the total reward collected.

From Figure 2b, we see that Problem 3 of this section is a discrete version of the Problem 2 of Section II-B. We stress that Problem 3 of this section can be more general. For example, the state lattice in Figure 3 represents the Dubins vehicle dynamics.

In the rest of Section III we analyze Problem 3. This analysis will be used for deriving our main results for Problem 2. These results will be presented in Section IV.

C. Iterative Motion Planning Algorithm for State Lattices

A path on \( G = (V, E) \) is a sequence of vertices, \( (v_1, v_2, \ldots, v_k) \), such that consecutive vertices are connected with an edge, i.e., \( (v_i, v_{i+1}) \in E \) for all \( i \in \{1, 2, \ldots, k-1\} \). The set of all paths on \( G \) that starts at vertex \( v \) is denoted by \( \text{Paths}(v) \).

We consider the following motion planning algorithm. Suppose the vehicle starts at an initial state \( z_{\text{init}} \in V \). In each iteration, the maximum-reward path, say \( (v_1, v_2, \ldots, v_k) \), within the “visible” portion of the lattice is computed, and the vehicle executes the resulting dynamically-feasible trajectory until its end. The same procedure is repeated, after the vehicle reaches the final state \( v' = x_C(\tau_{v'}) \).

We call this algorithm the **iterative lattice-based online motion planning algorithm**, which we formalize in Algorithm 1.

The GetCurrentState() procedure returns the current state of the robot, and Execute(x) refers to the command that makes the robot follow the trajectory \( x \). The algorithm first retrieves the robot’s current state (Line 2). Subsequently, it observes the reward associated with the vertices for the visible region of the lattice (Line 3). Then it searches for the optimal path over this region (Line 4). Finally, it executes this path until the vehicle reaches the end of the path (Line 5).

This procedure continues for \( N \) iterations (Lines 1.5).

**Algorithm 1 Iterative lattice-based online motion planning**

1: for \( t = 1, \ldots, N \) do
2: \( \text{state} \leftarrow \text{GetCurrentState}() \)
3: \( \text{PerceiveEnvironment}() \)
4: \( \pi \leftarrow \arg \max_{\pi} \{ T(\pi) : \pi \in \text{Paths(state)} \} \)
5: \( \text{Execute}(\pi) \)

In Line 4 the algorithm computes the maximum-weight path on a finite weighted graph. Let us note that this problem is NP-hard in general [80]. However, the problem can be solved efficiently on acyclic graphs [80].

In what follows, we analyze the performance of Algorithm 1 on the 2-dimensional directed regular state-lattice (and more generally, \( d \)-dimensional regular lattices).

D. Mean Reward with Unlimited Sensing Range

In this section, we analyze the maximum reward that robot can collect, if it had infinite sensing range. The results of this section can be regarded as fundamental limits: Even when the robot has infinite sensing range, the reward it can collect is bounded by what we report in this section.

\[\text{Acyclic graphs arise in lattice-based motion planning, for instance, when the robot does not return to previously visited locations, i.e., the robot constantly explores new regions in the environment. When lattice-based motion planning algorithms are applied to robots subject to substantial drift, the resulting lattice is also often acyclic. It is easy to show that any state lattice for the system presented in Section II-B is acyclic.}\]
For our analysis, we focus on the maximum reward collected per unit distance traveled, which we call the mean reward. We define the maximum mean reward as follows:
\[ R_d^* := \frac{T_d^*(n)}{n}. \]

First, we show that the limit \( R_d^* := \lim_{n \to \infty} \mathbb{E}[R_d^*(n)] \), which we call the expected maximum mean reward, is well defined.

**Theorem 1.** The following holds:
\[ \lim_{n \to \infty} \mathbb{E}[R_d^*(n)] = \lim_{n \to \infty} \frac{\mathbb{E}[T_d^*(n)]}{n} = \sup_{n \in \mathbb{N}} \frac{\mathbb{E}[T_d^*(n)]}{n} \in \mathbb{R} \cup \{\infty\}. \]

The proof can be found in Appendix A. For general distributions, the value of \( R_d^* \) can not be computed directly. However, we can compute asymptotics for special cases of light-tailed (exponential and geometric distributions, specifically) and heavy-tailed distributions.

A distribution is light tailed if its tail is bounded by an exponentially decreasing function. For example, Gaussian, geometric, exponential and all bounded distributions are light-tailed, while Pareto, lognormal, Cauchy and Student’s t distributions are heavy-tailed. More precisely:

**Definition 1** (See [81]). The distribution \( F \) is said to be light-tailed, if it has an exponentially bounded tail, i.e., for some \( a, b > 0 \), we have \( 1 - F(x) \leq ae^{-bx} \), for all \( x > 0 \). A heavy-tailed distribution is one that is not light-tailed.

1) Light-tailed reward distributions: The following theorem shows that, when the reward distribution is a light-tailed distribution, the maximum mean reward is bounded.

**Theorem 2** (See Theorem 4.1 in [69]). Suppose the rewards \( r \) are independent and identically distributed with distribution \( F \), such that
\[ \int_0^\infty (1 - F(s))^{1/d} \, ds < \infty, \tag{5} \]
then \( R_d^* \) is finite for any \( d \geq 2 \), i.e.,
\[ R_d^* = \lim_{n \to \infty} \mathbb{E}[R_d(n)] = \lim_{n \to \infty} \mathbb{E}\left[\frac{T_d^*(n)}{n}\right] = c_1 \]
for some finite constant \( c_1 \in \mathbb{R} \).

The proof can be found in Appendix B. Note that Equation 5 is only very slightly stronger than the existence of a finite \( d \)th moment, i.e., \( \mathbb{E}[r^d] < \infty \). Moreover, when the dimension is \( d = 2 \) and if rewards follow exponential or geometric distributions (both satisfy Equation 5), then \( R_2^* \) can be computed explicitly.

**Proposition 1.** For exponential and geometric reward distributions with mean \( \mu \) and variance \( \sigma^2 \) on a two-dimensional lattice, the expected maximum mean reward \( R_2^* \) can be computed explicitly
\[ R_2^* = \mu + \sigma. \]

The proof is given in Appendix C.

2) Heavy-tailed reward distributions: We just showed that, for all light tailed distributions, \( R_2^* \) is finite. In contrast, the following theorem states that, when the reward distribution is heavy-tailed, \( R_2^* \) is infinite.

**Theorem 3** (See Proposition 2 in [82]). Suppose the rewards are independent and identically distributed and \( \mathbb{E}[r^d] = \infty \), then \( R_2^* = \infty \).

Here we consider a specific instance of the heavy-tailed distribution family, the Pareto distribution, which is commonly used to describe the allocation of wealth among individuals or distribution of income. More specifically,

**Definition 2** (Pareto Distribution). The Pareto distribution with index parameters \( x_m \) and \( \alpha \) is defined as follows:
\[ \mathbb{P}(X \leq x) = \begin{cases} 1 - \left( \frac{x}{x_m} \right)^\alpha, & x \geq x_m \\ 0, & x < x_m \end{cases} \]

For a Pareto distribution, more accurate results regarding the growth rate of \( T_2^*(n) \) can be obtained as follows:

**Proposition 2.** Suppose the rewards \( r \) are independent and Pareto distributed with parameter \( \alpha \in (0, 2) \). Then, the optimal mean reward \( R_2^* \) is infinite. Moreover, the growth rate of \( T_2^*(n) \) is at the order of \( n^{2/\alpha} \), i.e.,
\[ T_2^*(n) = O\left(n^{2/\alpha}\right), \quad R_2^*(n) = O\left(n^{2/\alpha-1}\right). \]

The proof is given in Appendix D.

E. Mean Reward with Limited Sensing Range

In this section, we consider robots with a limited sensing range. Suppose the sensing range is \( m \). To travel a distance of \( n \) vertices, we follow the best path for \( m \) steps, and then repeat this procedure, until the \( n \)th vertex is reached. We are particularly interested in comparing the reward collected with limited sensing range in this way to the reward collected with unlimited sensing range as described in the previous section.

Let \( T_1 \) denote the maximum total reward collected by a path that starts from the origin vertex, \( 0 \), and has length \( m \), i.e., \( T_1 := T_d^*(0, m) \). Let \( v_1 \) denote the vertex where the maximum-reward path achieving reward \( T_1 \) ends. More generally, define \( T_k := T_d^*(v_{k-1}, m) \), where \( v_k \) is the vertex the path achieving reward \( T_{k-1} \) ends. Assume \( n \) is a multiple of \( m \). Define:
\[ T_{\text{iterative}}(n; m) := \sum_{i=1}^{n/m} T_i. \tag{6} \]

Finally, define the mean reward collected by the robot in \( n \) steps with sensing range \( m \) as:
\[ R_{\text{iterative}}(n; m) = \frac{T_{\text{iterative}}(n; m)}{n}. \]

In our analysis, we compare mean reward \( R_{\text{iterative}}(n; m) \) with \( R_d^* \). Recall that the former is the mean reward that the
robot can collect with limited sensing range \( m \), and the latter is the mean reward with unlimited sensing distance.

Surprisingly, the difference in performance between the unlimited versus limited sensing range turns out to be drastically different, when the distribution of the reward is light tailed versus heavy tailed. We analyze both cases in this order.

1) Light-tailed reward distributions: Theorem 4 shows that when the reward is in the light-tailed family, iterative motion planning algorithms achieve near-optimal performance even with very limited sensing range.

**Theorem 4.** Suppose the rewards \( r \) are independent, identically distributed and satisfy Equation 5. Then, for any \( \delta > 0 \), there exists a constant \( c \) such that \( R_{\text{iterative}}(n, c \log n) \) converges to \( R_\ast \) in probability, i.e.,

\[
\lim_{n \to \infty} P \left( \left| R_{\text{iterative}}(n, c \log n) - R_\ast \right| \geq \delta \right) = 0.
\]

The proof of Theorem 4 is provided in Appendix E. Roughly speaking, Theorem 4 implies that the robot can navigate to any vertex that is \( n \) steps away almost optimally (as if it had infinite sensing distance), even when its sensing range is only \( c \log n \). This result is remarkable, as \( \log n \) is much smaller than \( n \). Our simulation results provided in Section V support our conjecture when \( d = 2 \).

2) Heavy-tailed reward distributions: We consider the case where the rewards follow a Pareto distribution on a two-dimensional regular lattice, i.e., \( d = 2 \). We show that the iterative motion planning algorithm can not achieve a near-optimal performance with limited sensing distance \( o(n) \).

**Theorem 5.** Suppose the assumptions of Proposition 2 hold. Then, there exists a probability space \( (\Omega, F, P) \) such that when \( M(n) \) is a sub-linear function of \( n \), i.e., \( \lim_{n \to \infty} M(n)/n = 0 \), we have

\[
\lim_{n \to \infty} \frac{R_{\text{iterative}}(n; M(n))}{R_\ast(n)} = 0.
\]

See Appendix F for the proof. Roughly speaking, Theorem 5 states that, if the sensing range of the robot is slightly less than \( n \), then the reward collected will be much lower.

The findings of this section are summarized below.

**Remark 1.** According to Theorem 4 when the reward follows a light-tailed distribution, \( c \log n \) sensing range is adequate to navigate optimally (as if the robot had infinite sensing range). However, according to Theorem 5 when the reward distribution follows the Pareto law (a heavy-tailed distribution), any non-negligible limitation in sensing range leads to substantial losses in performance.

IV. **Analysis of the Continuous Problem**

In this section, we return to Problem 2 (see Section II-B), namely the maximum-reward motion problem in \( \mathbb{R}^2 \). We study this problem, assuming (i) unit agility, (ii) infinite sensing range, and (iii) infinite computation capability. We find the necessary requirements on agility, sensing range, and computation capabilities that will allow the robot to perform close to these fundamental limits.

Our analysis is based on our results presented in Section III. Specifically, we show that the continuous problem is the limiting case of the discrete Problem 3 (see Section III-B).

This section is organized as follows. In Section IV-A we analyze the fundamental limits of robot performance, given infinite sensing range with unit agility. We introduce the iterative motion planning algorithm in Section IV-B and study its performance under limited sensing range in Section IV-C for different types of reward distributions. In Section IV-D we move on to requirements on robot agility. In Section IV-E we study the computational workload for motion planning and inference tasks, respectively.

A. Fundamental Limits: The Analysis of Mean Reward with Infinite Sensing Range and Unit Agility

Let \( \Pi(L) \) be the set of all feasible paths that start from the origin and travels a distance of \( L \) in the longitudinal direction, i.e., the \( x_1 \) axis. Recall the assumption that the reward locations \( \{p_i\} \) are generated by a Poisson point process with intensity \( \lambda \). The amount of reward at each target is an i.i.d. random variable \( r(p_i) \) that follows some common reward distribution.

Let \( T_\ast(L) \) denote the optimal total reward collected by following any path in \( \Pi(L) \) with infinite sensing distance, i.e.,

\[
T_\ast(L) := \max_{\pi \in \Pi(L)} \sum_{p_i \in \pi} r(p_i).
\]

Let \( R_\ast(L) \) denote the optimal mean reward collected in the same manner, i.e.,

\[
R_\ast(L) := \frac{T_\ast(L)}{L}.
\]

Throughout this section, we assume unit robot agility \( \alpha = 1 \), and we analyze the total reward that the robot can collect.

The first two results for the continuous problem are extensions of Theorem 2.

**Theorem 6 (Well-posedness of the Mean Reward).** Suppose the reward locations are generated by a Poisson point process with intensity \( \lambda \) on \( \mathbb{R}^2 \). The reward associated with each target is chosen from a common distribution \( F \) independently. The robot dynamics satisfies the following ordinary differential equation:

\[
\dot{x}_1(t) = v, \quad \dot{x}_2(t) = u(t), \quad |u(t)| \leq v.
\]

Then,

\[
\lim_{L \to \infty} \frac{E T_\ast(L)}{L} = \sup_L \frac{E T_\ast(L)}{L}.
\]

The proof for both Theorem 6 is given in Appendix G. For simplicity of notation we will define this optimal mean reward as

\[
R_\ast := \sup_L \frac{E T_\ast(L)}{L}.
\]

Next, we compute asymptotics for the optimal mean reward. As in the discrete case, we consider the light-tailed and heavy-tailed reward distributions separately.
1) Light-tailed reward distributions: The following theorem is the continuous counterpart of Theorem 2 and it shows that, when the reward distribution is light-tailed, the maximum mean reward is bounded.

**Theorem 7** (Mean Reward Asymptotics for Light-tailed Rewards). Suppose the conditions of Theorem 6 hold, and the rewards $r(v)$ are independent, identically distributed, and satisfy Equation 5. Then, $R^*_d$ is finite for any $d \geq 2$, i.e.,

$$\lim_{n \to \infty} E[R^*_d(n)] = \lim_{n \to \infty} \frac{E[T^*(n)]}{n} = c_2$$

for some finite constant $c_2 \in \mathbb{R}$.

Interested reader please refer to the proof for Theorem 1 in [83], which applies the subadditive ergodic theorem.

2) Heavy-tailed reward distributions: In contrast, the following theorem shows that, when the reward distribution is heavy-tailed, $R^*_d$ is infinite. This theorem is the continuous counterpart of Theorem 3.

**Theorem 8** (Mean Reward for Heavy-Tailed Rewards). Suppose the conditions of Theorem 6 hold and the rewards satisfy $E[r^2] = \infty$. Then, the optimal mean reward $R^*_2$ is infinite.

The proof is in Appendix [H]. Similar to the case with discrete lattices, more accurate results can be derived for the Pareto distributions.

**Proposition 3** (Mean Reward Asymptotics for Pareto Rewards). Suppose the conditions of Theorem 6 hold, and the rewards $r$ are Pareto-distributed with parameter $\alpha \in (0, 2)$. Then, the optimal mean reward $R^*_2$ is infinite. Moreover, the growth rate of $T^*_2(L)$ is order $L^{2/\alpha}$, i.e.,

$$T^*_2(L) = O \left( L^{2/\alpha} \right),$$

$$R^*_2(L) = O \left( L^{2/\alpha - 1} \right).$$

The proof is given in Appendix [I].

B. The Iterative Motion Planning Algorithm

Similar to the planning algorithm on discrete lattices, in the continuous space the planning algorithm proceeds in an iterative manner. Suppose the robot starts at an initial state $z_{init}$. First, the best feasible trajectory $x_c : [0, T_x] \to X$ within the “visible” region of the lattice is computed, and the robot follows this dynamically-feasible trajectory until the end. After the robot completes this trajectory, the same procedure is repeated. This algorithm is formalized in Algorithm 2.

Let $\text{PerceiveEnvironment}()$ (Line 4) be a procedure that returns the set of targets/rewards that are visible to the robot. The robot then computes the optimal path within the set of trajectories $\text{Paths(state)}$ to maximize the total reward collected (Line 5). In this problem, $\text{Paths} = \{ \pi : x_1 = v, |x_2| \leq w \}$. The procedure $\text{Execute}(\pi)$ (Line 6) commands the robot to move along the planned path $\pi : [0, m/v] \to X$ and returns the total reward collected along this path. After completion of this command, the entire procedure is repeated until time $\text{distance}_{x_{init}}$ is greater than travel distance $L$ (Lines 2-8).

**Algorithm 2** Receding-horizon online motion planning

```plaintext
1: $\text{distance}_{x_{init}} \leftarrow 0$
2: While $\text{distance}_{x_{init}} < L$ do
3: $\text{state} \leftarrow \text{GetCurrentState}()$
4: $\text{PerceiveEnvironment}()$
5: $\pi \leftarrow \arg \max \{ T(\pi) : \pi \in \text{Paths(state)} \}$
6: $T_i \leftarrow \text{Execute}(\pi)$
7: $Q \leftarrow Q + T_i$
8: $\text{distance}_{x_{init}} \leftarrow \text{distance}_{x_{init}} + m$
```

C. Sensing Requirements

We denote the sensing distance by $S$. Define $T_i$ is the amount of total reward collected during the $i$th iteration of Algorithm 2 and let $T_{\text{iterative}}(L; m)$ denote the total reward collected with Algorithm 2 throughout the entire mission, i.e.,

$$T_{\text{iterative}}(L; S) := \sum_{i=1}^{L/S} T_i.$$

Define the mean reward collected by the Algorithm 2 by

$$R_{\text{iterative}}(L; S) := \frac{T_{\text{iterative}}(L; S)}{L}.$$

In this section, we analyze the mean reward collected by the algorithm for two different reward distributions: (i) when the rewards are almost-surely bounded, (ii) when the rewards follow the Pareto distribution. The former is a light-tailed distribution, whereas the latter is a heavy-tailed distribution.

1) Light-tailed reward distributions: The following result extends Theorem 9 and shows that the receding horizon algorithm still has near-optimal performance even in the continuous problem, when the sensing distance $m$ is at the order of $\log L$.

**Theorem 9** (Sensing range requirements for light-tailed rewards). Suppose the conditions of Theorem 6 hold. Then, for any $\delta > 0$, there exists some constant $c_3 > 0$ such that

$$\lim_{m \to \infty} P \left( |R_{\text{iterative}}(L; c_3 \log L) - R^*_2| \geq \delta \right) = 0.$$

2) Heavy-tailed reward distributions: The following theorem shows that, when the rewards follow the Pareto distribution (a heavy-tailed distribution), then the

**Theorem 10** (Sensing range requirements for Pareto rewards). Suppose the assumptions of Proposition 3 hold. Then, there exists a probability space $(\Omega, \mathcal{F}, P)$ such that, for any sublinear function $S(L)$, i.e., $\lim_{L \to \infty} S(L)/L = 0$, we have

$$\lim_{L \to \infty} \frac{\mathbb{E}[R_{\text{iterative}}(L; S(L))] - \mathbb{E}[R^*_2(L)]}{L^{2/\alpha - 1}} = c_4$$

for some positive constant $c_4$.

To avoid repetition we don’t provide a detailed proof for Theorem 10 since the proof techniques are identical to Theorem 5.
D. Agility Requirements

In this section, we examine how agility impacts the performance of the robot, measured by the total reward collected. The main result of this section is the following:

**Theorem 11 (Agility Requirements).** Suppose the reward locations are generated by a Poisson point process with intensity $\lambda$ on $\mathbb{R}^d$. The robot dynamics satisfies the following ordinary differential equation:

$$\dot{x}_1(t) = v, \quad \dot{x}_2(t) = u(t),$$

where $|u(t)| \leq w$. Then for any finite $L > 0$, there exists a constant $c_5 > 0$ that is independent of $A$ (but depends on $L$) such that

$$E[R_4^*(L)] = c_5\sqrt{\alpha},$$

where $\alpha = w/v$ is the agility of the robot.

E. Computation Requirements

In this section, we analyze the computational capabilities required on board the robot to perform the inference and planning tasks for data gathering. Specifically, we first analyze the amount of computational operations required to run the planning algorithm presented in Algorithm 2. We then analyze the amount of computational operations required to run inference algorithms, e.g., in the setting described in Section II-C.

a) On motion planning: The planning algorithm, presented in Algorithm 2, is called periodically. Recall that $S$ is the sensing range of the robot and $L$ is the length of the mission. Then, the planning algorithm is called exactly $L/S$ times over the course of the mission. The planning procedure itself is a dynamic programming algorithm that computes the optimal path on an acyclic graph with $N$ nodes, where $N$ is the number of targets that are within the sensing range of the robot when the algorithm is called. The dynamic programming requires $O(N^2)$ steps. The expected value of the number can be computed as follows. The area of the target-detection region is of order $\alpha S^2$. Since the target locations are Poisson distributed with intensity $\lambda$, we have $E[N] = O(\lambda S^2)$. This yields $O((\lambda \alpha S^2)^2)$ computational operations each time the planning algorithm is called. We normalize this number by the time it takes the robot to traverse this distance, i.e., by $S/v$. Then, the asymptotic running time complexity for motion planning is

$$C_p = O\left(\frac{(\lambda \alpha S^2)^2}{S/v}\right) = O\left(\lambda^2 \alpha^2 S^3 v\right).$$

b) On inference task: The robot must perform some form of inference each time it visits a target location, processing the data collected at the same location. Hence, the computational complexity of inference tasks is the number of tasks visited. The number of targets visited is analyzed similarly to the amount of reward collected. Following the proof of Theorems 7 and 11, we find that the number of targets visited while traversing a distance $S$ is $O(\sqrt{\alpha} S)$. We assume that there is a constant number of operations performed at each location for inference. Then, the total number of sensing operations is $O(\sqrt{\alpha} S)$. We normalize this number with the time it takes to travel distance $S$ to arrive at the number of computational operations per unit time devoted to inference. The time is $S/v$. Hence, the computational runtime complexity of inference is

$$C_I = O\left(\frac{\sqrt{\alpha} S}{S/v}\right) = O\left(\sqrt{\alpha} v\right).$$

V. Computational Experiments

This section is devoted to the results of Monte-Carlo simulation studies that verify our theoretical results in Sections III and IV. We consider the discrete and continuous problems separately, and in each case we study the robot performance with different reward distributions, including geometric, exponential, Bernoulli, and Pareto.

A. Optimal Mean Reward on Discrete Lattices

![Fig. 3. Optimal mean reward vs. travel distance on a two-dimensional regular lattice. The rewards associated with each vertex on the lattice are independent and identically distributed according to (a) exponential, (b) geometric, (c) Bernoulli and (d) Pareto distributions, respectively.](image)

In this section, we verify Theorems [13] and Propositions [11] in Monte-Carlo simulations. We consider a robot moving on a two-dimensional regular lattice, where the rewards are independent and identically distributed. We examine the optimal mean reward collected over the course of motion, and the results are shown in Figure 3. In this set of experiments, the rewards follow geometric, exponential, Bernoulli, and Pareto distribution, respectively.

The exponential, geometric, Bernoulli distributions, shown in Figure 3(a)-(c), all belong the light-tailed family. Therefore, as predicted by Theorems [13] their mean reward converges quickly towards a finite constant. In addition, the mean reward of both the geometric and exponential distributions converges...
to $R^*_2 = \mu + \sigma$ (indicated by the red lines), which is the optimal mean reward predicted by Propositions 1.

On the other hand, Figure 3(d) shows the log-log plot with rewards being Pareto-distributed (with parameter $\alpha = 1.5$). The mean reward increased to infinity with the travel distance, as dictated by Theorem 3 for all heavy-tailed distributions. Since Figure 3(d) is a log-log plot, the mean reward grows with travel distance $n$ at a rate of $n^{2/\alpha - 1}$, as predicted by Proposition 2.

B. Sensing Range on Discrete Lattices

In this section, we verify Theorem 45 in Monte-Carlo simulations. We consider a robot moving on a state lattice with limited sensing range $m$. It runs Algorithm 1. We fix the error level $\delta = 0.1$. We let the robot travel with Algorithm 1 until the mean reward it collects during one iteration of the receding-horizon algorithm is at least $\delta$ less than the optimal. In other words, the robot stops if $T_i/m < R^*_2 - \delta$ for the $i$th iteration. In Figure 4, we plot the distance traveled in this way versus the sensing range of the robot. Each data point is an average over 1000 trials. We consider exponential, geometric, Bernoulli and Pareto reward distributions.

Notice that Figure 4(a)-(c) are semi-log plots, so the expected distance of travel scale exponentially with increasing sensing range for the light-tailed distributions. In other words, the sensing range is a logarithm of the distance traveled, as is stated by Theorem 4.

We run a slightly different experiment with Pareto-distributed rewards, where the robot stops if $T_i/m < R^*_2(m^{-1}) - \delta$ and $m$ is the sensing range. This is due to the fact that, based on Theorem 2, $R^*_2 = \infty$ for all heavy-tailed rewards, so the distance-of-travel would have been 0. In Figure 4(d) shows the result, where the distance of travel increases only linearly (not exponentially) and is therefore much worse than the light-tailed distributions. This is consistent with our Theorem 5.

C. Mean Reward in Continuous Spaces

In this section, we verify Theorems 6-8 as well as Proposition 3 in Monte-Carlo simulations. We consider the continuous problem described in Section II-B. The target locations are distributed according to a Poisson process with intensity 1. We consider rewards that are distributed according to the exponential, geometric, Bernoulli and Pareto distributions. In Figure 5, we plot the mean reward versus the travel distance for each of these reward distributions. As predicted by Theorems 6-8, as travel distance increases, the mean reward seems to converge towards a finite value for light-tailed distributions, as shown in Figure 5(a)-(c). In Figure 5(d), however, we show a log-log plot with Pareto rewards. It is clear that the optimal mean reward is not only diverging to infinity, but also growing at a rate of $O(L^{2/\alpha - 1})$ as the travel distance $L$ increases, as predicted by Proposition 3.

D. The Impact of Sensing Range On Performance

In this section, we verify Theorem 910 in Monte-Carlo simulations. We consider the problem setup presented in Section II-B. The target locations are distributed according to a Poisson process with intensity $\lambda = 1$. The robot has limited sensing range, and it runs Algorithm 2. We fix a sensing range $S$, and we let the robot travel until the mean reward it collects goes under the value that is $\delta$ away from the optimal. We
record the distance the robot can travel in this manner.

In Figures 6(a)-(c), we plot this distance traveled versus the sensing range in semi-log plots. We started the experiment with for exponentially distributed, geometric distributed and Bernoulli rewards, respectively. Notice that the distance traveled in this manner grows exponentially with increasing sensing range. Hence, in other words, the sensing range required to traverse a certain distance increases only logarithmically with the travel distance. The robot’s performance, in terms of the reward collected, is still guaranteed to be a constant factor away from the optimal.

In Figure 6(d) we show the experiment with Pareto-distributed rewards. Similar to Section V-B, we run a slightly different experiment where the baseline mean reward is $R_2(S^{1.5})$ instead of $R_2$, where $S$ is the sensing range. The optimal distance travelled is increasing only linearly with the sensing range $S$.

E. The Impact of Agility on Performance

In this section, we verify Theorem 11 in Monte-Carlo simulations. We consider the problem setup described in Section II-B. The locations of the targets are distributed according to a Poisson process with intensity $\lambda = 10$, and the rewards are exponentially distributed with unit mean. The travel distance is fixed to $L = 30$. In these simulations, we vary the agility parameter and we observe how the mean reward varies. The results are shown in Figure 7. Each data point is averaged over 300 independent trials.

Notice that the mean reward follows the $\sqrt{A}$ rule, where $A$ is the agility of the robot, as stated by Theorem 11.

F. Requirements on Computation

In this section, we verify our claims in Section IV-E in Monte-Carlo simulations. We consider the setting of the problem presented in Section II-B. The robot travels with limited perception range, and, and we take a look at how sensing range and agility impacts the computation time devoted to planning and inference tasks. The results are presented in Figure 8 for computation time devoted to motion planning, and in Figure 9 for computation time devoted to inference.

In Figure 8(a), we find that the computation time for motion planning scales as $S^4$, where $S$ is the sensing range, each time the algorithm is run. Hence, the computation required for motion planning is $S^3$ per unit distance. In Figure 8(b), we observe that the computation time increases quadratically with increasing values of the agility parameter $\alpha$. Notice that the computation time devoted to motion planning scales quadratically with increasing agility, as predicted in Section IV-E.

In Figure 9(a), we observe that the computation time devoted to inference (as measured by the number of inference tasks) is constant with increasing sensing range. In Figure 9(b), we see that the computation time devoted to inference grows roughly as $\sqrt{\alpha}$, where $\alpha$ is the agility of the robot, as predicted in Section IV-E.

Fig. 7. Mean reward versus robot agility for the simulation where the intensity $\lambda$ of the Poisson point process is 10 and the reward follows an exponential distribution with mean 1.

Fig. 8. Mean runtime of dynamic programming for motion planning versus sensing range $m$ and robot agility $\alpha$. The intensity of the Poisson point process is $\lambda = 1$ and the reward follows a bernoulli distribution with $p = 0.5$. 
In this section, we provide a brief discussion on our theoretical results, and illustrate how they can be used to gain valuable insight into design problems involving autonomous vehicles utilized in data gathering applications. First, in Section VI-A, we outline the insights that our major findings presented in Section IV provide. Second, in Section VI-B, we consider a sensor selection problem involving an aerial vehicle gathering data from unattended ground sensors, where we analyze sensing with homogeneous versus heterogeneous sensors.

VI. DISCUSSION

In this section, we discuss our major results in the context of the data-gathering problem presented in Section II-C from the perspective of sensor precision, sensing range, agility, and computation capabilities. The main objective of this section is to establish the connections between the data-gathering problem presented in Section II-C and the maximum-reward motion problem we presented in II-B and analyzed in Section IV.

a) On sensor precision: Recall from the data-gathering problem that the sensing precision $\beta$ corresponds to the reward in the maximum-reward motion problem. Hence, the larger the sensor precision $\beta$ in the former, the higher the corresponding reward in the latter. Then, according to Theorem 6, the precision of the estimate of the unknown variable $\theta$ will increase linearly with travel distance $L$, almost surely. Furthermore, the total precision of the estimate is at least $L \cdot \sqrt{\lambda \mathbb{E}[(\beta)^2]}$, where $\lambda$ is the intensity of the target locations and $\beta$ is a random variable (either geometric or exponential) that denotes the precision of each measurement.

Hence, we find that both increasing measurement precision ($\beta$) and increasing travel distance ($L$) has non-diminishing returns for the data-gathering problem outlined in Section II-C.

b) On sensing range: The sensing range has different implications depending on the distribution of the precision of each measurement. If the precision of the measurements are light-tailed, then the precision of the estimate of $\theta$ increases linearly with increasing distance. Furthermore, according to Theorem 9, even with a sensing distance of $\log(L)$, the precision of the estimate of $\theta$ is almost as good as the precision of the same estimate when the sensing distance is $L$, if the vehicle travels a distance of $L$, with high probability. In other words, it is possible to achieve near-optimal estimation performance with little sensing distance for light-tailed reward.

However, when the precision of the measurements is distributed according to the Pareto distribution with parameter $\alpha \in (0, 2)$, then the precision of the estimate increases super-linearly with increasing sensing distance. Furthermore, according to Theorem 10, it is impossible to obtain near-optimal estimation performance with small sensing distance for Pareto reward with parameter $\alpha \in (0, 2)$, which is a heavy-tailed distribution. We conjecture that this result applies to all heavy tailed distributions of the precision of the measurements.

c) On agility: According to Theorem 11, the precision of the estimate increases with increasing agility $\alpha = w/v$, where $w$ is the maximum lateral speed and $v$ is the longitudinal speed of the vehicle (see Section II-B). However, the increase comes with diminishing returns, proportional to $\sqrt{\alpha}$.

d) On computation workload: The computational workload is determined with the sensing range and the agility of the robot. The quantification of the computational workload for the data-gathering problem of Section II-C follows that of the maximum-reward problem, the analysis for which was presented in Section IV-E.

The computational workload can be partitioned into two activities, namely motion planning and inference. The motion planning task consists of determining the set of target locations to be visited each time a new target gets in the sensing distance of the vehicle. The computational workload for this task increases substantially with increasing sensing distance and robot agility. Specifically, the computational workload for planning increases as $O(\alpha^2 S^3)$ per unit time, where $S$ is the sensing distance and $\alpha$ is the robot agility.

The inference task consists of incorporating the new measurements to improve the estimate. This task may be computationally challenging as it may involve image analysis, sensor fusion, etc. The computational workload for this task increases proportionally with $\sqrt{\alpha}$, where $\alpha$ is the agility of the robot. It is independent of the sensing range.

B. Case Study: Unattended Ground Sensor Selection

In this section, we present a short case study that involves a UAV tasked with estimating an unknown variable $\theta$ with data acquired from Unattended Ground Sensors (UGS) that are randomly distributed over a region of interest.

The UGS technology is an emerging technology that may have substantial impact in environmental monitoring, surveillance, and reconnaissance. The UGS often house primitive sensors that record various measurements, e.g., seismic, acoustic, magnetic, temperature, and humidity measurements, continuously for extended time periods, e.g., for several months. They are often deployed sparsely, which prevents formation of ad-hoc networks. However, the data they record can be collected by UAVs that fly over the sensors.

In this section, we demonstrate how our analysis can be utilized to arrive at fundamental results for a certain kind of UGS selection problem. Specifically, we consider a problem

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig9.png}
\caption{Average number of inference tasks (targets visited) versus sensing range $m$ and robot agility $\alpha$. The number of targets visited grows with the robot’s sensing distance but quickly reaches a plateau, and is linear with robot agility $\alpha$.}
\end{figure}
where each UGS provides a measurement of the hidden variable $\theta$ corrupted with Gaussian noise. The precision of the measurement may depend on the quality of the UGS. We assume that the UAV recognizes each UGS from a certain distance, and learns the precision of the measurement that is obtained by that UGS. The UAV must plan its path carefully to best estimate the unknown variable $\theta$. Clearly, this problem is the same as the problem which we presented in Section II-C.

Suppose we have the option to choose the sensors before they are distributed in the field. Due to limited budgets, the average quality of sensors is fixed and the total number of sensors is given, i.e.,

$$E[\beta_i] = \mu_\beta,$$

where $\mu_\beta$ is some positive constant and $\lambda$ is known. With above constraints, we would like to address the following question: Which one of the following two strategies yields a higher level of confidence for the estimation?

1) Assign the same level of precision to all sensors, i.e., $\beta_i = \mu_\beta$ for all $i$

2) Randomize the level of precision $\beta_i$ over some probability distributions $F_{\beta_i}$ with mean $\mu_\beta$

In the former option, all sensors are of the same quality; in the latter one, some sensors provide more precise (less noisy) measurements, while some others provide less precise (noisy) measurements, when compared to the former option.

Notice that this sensor selection problem is an instance of the maximum-reward motion problem presented in Section II-B.

In this case, the reward is the precision $\beta_i$ of the measurement that the $i$th UGS provides, hence the quality of that UGS.

Let us analyze the performance of each of the strategies by computing the total reward collected in each case. As we established in the previous section, the total reward is proportional to the precision of our estimate of the hidden variable $\theta$ by visiting the unattended ground sensors.

The first strategy assigns equal precision to all UGS sensors. For optimal performance, the robot should visit as many sensors as possible in order to maximize the total precision gain. The resulting performance is analyzed below.

**Theorem 12** (Adapted From [52]). Suppose the reward locations are generated by a Poisson point process with intensity $\lambda$ on $\mathbb{R}^2$ and all reward is 1. The robot dynamics satisfies the following ordinary differential equation:

$$\dot{x}_1(t) = v, \quad \dot{x}_2(t) = u(t),$$

where $|u(t)| \leq v$ (i.e., the robot agility is 1). Then

$$\lim_{L \to \infty} \frac{T(L)}{L} = \sqrt{2\lambda} \quad \text{almost surely.}$$

Theorem 12 provides the expected optimal mean reward collected when the rewards are equal to 1 surely. Therefore, it follows that the average number of sensors visited is $\sqrt{2\lambda}$, and hence the overall precision gain would be $L \cdot \sqrt{2\lambda} \cdot E[\beta]$. The second strategy, on the other hand, utilizes sensors with random precisions (for instance, when the precisions follow an exponential distribution with mean equal to the homogeneous strategy). The exact $R^2_\text{EF}$ for the Poisson random reward field is out of reach at the moment, but the computational experiments in Figure 4(a) show that when the mean $E[\beta] = 1$, the expected precision gain is at least 2.1, much higher than the expected precision gain $\sqrt{2}$ when using homogeneous sensors. By the comparison of light-tailed (bounded variance) and heavy-tailed (infinite variance) distributions, we conjecture that the higher variance of the distributions, the better performance we can expect from the deployment of random-precision sensors.
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APPENDIX A

PROOF FOR THEOREM 1

Let’s first introduce the definition of subadditivity and the Fekete’s Subadditive Lemma.

Definition 3 (Subadditivity [84]). A sequence \( \{a_n\}, n \geq 1 \), is called subadditive if it satisfies the inequality
\[
a_{n+m} \leq a_n + a_m.
\]

A sequence is superadditive if
\[
a_{n+m} \geq a_n + a_m.
\]

Lemma 1 (Fekete’s Subadditive Lemma [84]). For every subadditive sequence \( \{a_n\}_{n=1}^{\infty} \), the limit \( \lim_{n \to \infty} \frac{a_n}{n} \) exists and is equal to \( \inf \frac{a_n}{n} \).

Now we return to the proof for Theorem 1.

Proof: From Proposition 2.1 in [69] we learn that \( \mathbb{E}[T^*_d(n)] \) is superadditive, i.e., the sequence \( -\mathbb{E}[T^*_d(n)] \) is subadditive. Then the result follows directly from Lemma 1.

APPENDIX B

PROOF FOR THEOREM 2

The problem of computing the maximum reward that the optimal path on a lattice can possibly collect is called the last passage percolation problem [69] in statistical mechanics, and it has connections with non-equilibrium statistical mechanics problems involving corner growth [85]. This problem has attracted tremendous attention in the past. In particular, the function \( T_d^*(v_{\text{dest}}) \) has been analyzed extensively. Let us recall some of the main results from this literature and subsequently state and prove our main results for this section.

Definition 4 (Shape function). The function \( g(\cdot) \), defined as
\[
g(\mathbf{v}) := \sup_{k \in \mathbb{N}} \frac{\mathbb{E}[T^*_d(k \mathbf{v})]}{k},
\]
is called the shape function.

Firstly, the maximum reward towards any destination \( v \) has been shown to converge to a limit, when reward is independent and identically distributed.

Proposition 4 (See Proposition 2.1 in [69]). Assume the reward \( r(\mathbf{v}) \) at each vertex \( \mathbf{v} \) is an i.i.d. random variable and \( \mathbb{E}[r(\mathbf{v})] < \infty \). Then, \( T^*_d(k \mathbf{v}) \) converges to the shape function \( g(\mathbf{v}) \) almost surely as \( k \) diverges to infinity, i.e.,
\[
\mathbb{P}\left( \lim_{k \to \infty} \frac{T^*_d(k \mathbf{v})}{k} = g(\mathbf{v}) \right) = 1,
\]
and for all \( \alpha > 0 \),
\[
\alpha g(\mathbf{v}) = g(\alpha \mathbf{v}).
\]

That is, for any \( \mathbf{v} \), the maximum reward \( T^*_d(\mathbf{v}) \) converges to the shape function \( g(\mathbf{v}) \), almost surely. However, this limit may be infinite, depending on the distribution of \( r(\mathbf{v}) \). Martin [69] provides a almost optimal necessary condition for the finiteness of the shape function \( g \) as follows.

Theorem 13 (See Theorem 4.1 in [69]). If the reward distribution \( F \) satisfies Equation 5 i.e.,
\[
\int_0^\infty (1 - F(s))^{1/d} ds < \infty,
\]
then \( g(\mathbf{v}) < \infty \) for all \( \mathbf{v} \in \mathbb{R}^d_+ \).

Now we proceed to the proof for Theorem 2.

Proof: By the superadditivity of \( \mathbb{E}[T^*_d(n)] \) we have
\[
\mathbb{E}[T^*_d(n1)] \leq \mathbb{E}[T^*_d(nd)] \leq \mathbb{E}[T^*_d(2nd1)/2],
\]
where \( 1 = (1, 1, \ldots, 1) \). If we divide the above inequalities all by \( nd \), then for large \( n \) both the left-hand-side and right-hand-side converge to the same constant due to the convergence result in Proposition 4. It immediately follows that
\[
\lim_{n \to \infty} \mathbb{E}\left[ \frac{T^*_d(nd)}{nd} \right] = \lim_{n \to \infty} \mathbb{E}\left[ \frac{T^*_d(n1)}{n} \right] = \frac{g(1)}{d}.
\]

Therefore, if Equation 5 holds, we have
\[
\mathcal{R}^*_d = \lim_{n \to \infty} \mathbb{E}[\mathcal{R}^*_d(n)] = \lim_{n \to \infty} \mathbb{E}\left[ \frac{T^*_d(n)}{n} \right] = \frac{g(1)}{d},
\]
which is a finite constant by Theorem 13.

APPENDIX C

PROOF FOR PROPOSITION 1

The results in [69] show that the shape function \( g(\mathbf{v}) \) can be computed exactly for at least two cases, namely, when the distribution \( F \) of reward \( r(\mathbf{v}) \) at each vertex is either an exponential distribution or a geometric distribution. More specifically, if the reward distribution \( F \) is an exponential distribution with parameter \( \lambda = 1 \), then the shape function \( g \) defined in Proposition 1 is
\[
g((v_1, v_2)) = (\sqrt{v_1} + \sqrt{v_2})^2, \quad \text{for all } (v_1, v_2) \in \mathbb{N}^2.
\]

If the reward distribution \( F \) is a geometric distribution with parameter \( p \), i.e., \( \mathbb{P}(X = k) = p(1 - p)^{k-1} \) for \( k = 1, 2, \ldots \), then the shape function is
\[
g((v_1, v_2)) = \frac{v_1 + 2\sqrt{v_1v_2(1-p)} + v_2}{p}, \quad \text{for all } (v_1, v_2) \in \mathbb{N}^2.
\]

Following Equation 7 in Appendix B, we readily derive that for both the geometric and exponential distributions
\[
\mathcal{R}^*_2 = g(1)/2 = \mu + \sigma.
\]

Computing the shape function for other reward distributions, however, remains a long-standing, well-known open problem [69].
APPENDIX D
PROOF FOR PROPOSITION 2

Let’s first introduce a lemma that is useful for our proof.

Lemma 2 (See Theorem 2.1 in [86]). Suppose the CDF $F(x)$ is regularly varying with index $\alpha \in (0, 2)$. Let $a_n = F^{-1}(1 - 1/N)$, for all $N \in \mathbb{N}$. Then, $a_n^{-2} T(n)$ converges in distribution to a random variable $T$ that is almost surely finite.

Now, we return to the proof of Proposition 2. For the Pareto distribution with parameters $x_m > 0$ and $\alpha \in (0, 1)$, it is easy to derive that

$$a_n^{-2} = F^{-1}(1 - 1/n^2) = x_m \cdot n^{2/\alpha}$$

By Lemma 2, we have that $a_n^{-2} T_2(n)$ converges to a (non-trivial) random variable $T$ in distribution with $T < \infty$ almost surely. That is,

$$\frac{T_2(n)}{n^{2/\alpha}} \rightarrow x_m \cdot T \quad \text{in distribution} \quad (9)$$

Note that $x_m \cdot T$ is almost surely bounded, which implies a finite expectation. It follows by the definition of $R^*_2$ that

$$\frac{R^*_2(n)}{n^{2/\alpha - 1}} \rightarrow x_m \cdot T \quad \text{in distribution}$$

From Theorem 1, we know that $R^*_2(n) \rightarrow R^*_2$ surely. Therefore, it can be seen that depending on the growth rate of $R^*_2(n)$ with respect to $n$, $\frac{R^*_2(n)}{n^{2/\alpha - 1}}$ might converge to 0, a finite positive constant $c$, or $\infty$.

By Skorokhod’s Representation Theorem [87], there exists a sequence of random variables $X_n$, defined on the same probability space, such that $X_n$ has the same distribution as $\frac{R^*_2(n)}{n^{2/\alpha - 1}}$ and that $X_n \rightarrow x_m \cdot T$ almost surely. Therefore we can apply Fatou’s Lemma [88] here and obtain

$$\lim_{n \rightarrow \infty} \inf E[X_n] \geq E[x_m \cdot T] > 0$$

which eliminates the possibility that $X_n$ (and therefore $\frac{R^*_2(n)}{n^{2/\alpha - 1}}$) converges to 0. In other words, $\frac{R^*_2(n)}{n^{2/\alpha - 1}}$ must converge to either a finite constant $c > 0$ or $\infty$, and hence $R^*_2(n)$ is at least of growth rate $n^{2/\alpha - 1}$. It immediately follows that

$$R^*_2 = \lim_{n \rightarrow \infty} E[R^*_2(n)] = \infty.$$

APPENDIX E
PROOF FOR THEOREM 4

To prove Theorem 4, we adopt a two-step strategy: we first “truncate” the original problem with light-tailed reward to a simplified problem with bounded reward, and then apply concentration of measure to show that the difference between the two problems is actually small.

A. “Truncated” Problem with Bounded Reward

Now let’s first consider a truncated version of the original problem. Instead of having light-tailed distributed reward, we define a new problem where the reward associated with vertex $v$ is now defined as $r^{(k)} = \max(r(v), L)$, where $L > 0$. We state the result for the truncated problem as follows.

**Lemma 3.** Suppose the rewards $r(v)$ are independent, identically distributed and almost surely bounded. Then, for any $\delta > 0$, there exists a constant $c$ such that $R^{\text{iterative}}_2(n, c \log n)$ converges to $R^*_2$ in probability, i.e.,

$$\lim_{n \rightarrow \infty} \mathbb{P}\left(|R^{\text{iterative}}_2(n, c \log n) - R^*_2| \geq \delta\right) = 0.$$

Before proving Lemma 3, we state an intermediate result that enables our proof. This intermediate result is a concentration inequality, which plays a key role in deriving many results in nonequilibrium statistical mechanics [89].

**Lemma 4 (See [89]).** Let $\{Y_i, i \in I\}$ be a finite collection of independent random variables that are bounded almost surely, i.e., $\mathbb{P}(|Y_i| \leq L) = 1$ for all $i \in I$. Let $C$ be a collection of subsets of $I$ with maximum cardinality $R$, i.e., $\max_{C \subseteq C} |C| \leq R$ and let $Z = \max_{C \subseteq C} \sum_{i \in C} Y_i$. Then for any $u > 0$,

$$\mathbb{P}(|Z - \mathbb{E}Z| \geq u) \leq \exp\left(- \frac{u^2}{64RL^2} + 64\right).$$

Now, we present the proof for Lemma 3.

**Proof for Lemma 3.** First, note that:

$$\lim_{n \rightarrow \infty} \mathbb{P}\left(|R^{\text{iterative}}_2(n, m) - R^*_d| \geq \delta\right) = \lim_{n \rightarrow \infty} \mathbb{P}\left(|R^{\text{iterative}}_2(n, m) - \frac{\mathbb{E}[T(n)]}{n} + \frac{\mathbb{E}[T(n)]}{n} - R^*_d| \geq \delta\right)$$

$$= \lim_{n \rightarrow \infty} \mathbb{P}\left(|R^{\text{iterative}}_2(n, m) - \frac{\mathbb{E}[T(n)]}{n}| \geq \frac{\delta}{2}\right) + \lim_{n \rightarrow \infty} \mathbb{P}\left(|\frac{\mathbb{E}[T(n)]}{n} - R^*_d| \geq \frac{\delta}{2}\right)$$

The second term is 0 by Theorem 1 so we focus on the first
term. Let’s define $\delta = \frac{a_4}{n}$. By the definition of $R_{\text{iterative}}(n, m)$:

$$\lim_{n \to \infty} \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

$$= \lim_{n \to \infty} \mathbb{P}( \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(m))}{m} \right| \geq \frac{\delta}{2} )$$

$$= \lim_{n \to \infty} \mathbb{P}( \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(n))}{m} \right| \geq \frac{\delta}{2} )$$

$$= \lim_{n \to \infty} \mathbb{P}( \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(m))}{m} + \frac{\mathbb{E}(T(m))}{m} - \frac{\mathbb{E}(T(n))}{n} \right| \geq \frac{\delta}{2} )$$

$$\leq \lim_{n \to \infty} \mathbb{P}( \left( \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(m))}{m} \right| + \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(n))}{n} \right| \right) \geq \frac{\delta}{2} )$$

$$\leq \lim_{n \to \infty} \mathbb{P}( \left( \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(m))}{m} \right| \geq \frac{\delta}{4} \right) \cup \left( \left| \frac{\sum_{i=1}^{n} T_i(m)}{n} - \frac{\mathbb{E}(T(n))}{n} \right| \geq \frac{\delta}{4} \right) )$$

$$\leq \lim_{n \to \infty} \mathbb{P}( \sum_{i=1}^{n} |T_i(m) - \mathbb{E}(T(m))| \geq \frac{\delta n}{4} )$$

$$+ \lim_{n \to \infty} \mathbb{P}( \left( \frac{\mathbb{E}(T(m))}{m} - \frac{\mathbb{E}(T(n))}{n} \right) \geq \frac{\delta}{4} )$$

Again by Theorem 1, both $\frac{\mathbb{E}(T(m))}{m}$ and $\frac{\mathbb{E}(T(n))}{n}$ converge to the same constant $R_d^*$ when $n$ and $m$ goes to infinity. Therefore, the second term vanishes. To help understand the proof, let’s explain the inequalities above. The inequality between line (11) and line (12) can be derived by using the fact that

$$\{|t_1 - \mathbb{E}(T)| + \{|t_2 - \mathbb{E}(T)| \geq \frac{\delta}{2} \}\} \subseteq \{|t_1 - \mathbb{E}(T)| \geq \frac{\delta}{4} \} \cup \{|t_2 - \mathbb{E}(T)| \geq \frac{\delta}{4} \}$$

Union bound is applied between between line (12) and line (13). Line (13) and line (14) comes from the simple fact that

$$\sum_{i=1}^{n} |T_i(m) - \mathbb{E}(T(m))| \leq \sum_{i=1}^{n} |T_i(m) - \mathbb{E}(T(m))|$$

Now let’s use Lemma 4. Let $Z$ be the collection of nodes in the lattice. Define $C = \{N(\pi), \pi \in \Pi \}$, where $N(\pi) = \{ \mathbf{v} \in \pi \}$ is the set of nodes in the path $\pi$. Then, for the maximum-reward path with at most $n$ steps, the maximum cardinality is $\max_{C \subseteq C} |C| \leq n$. Then, by substituting $T(n)$ for $Z$ in Lemma 4

$$P(|T(n) - \mathbb{E}(T(n))| \geq u) \leq \exp \left( - \frac{u^2}{64nL^2} + 64 \right).$$

Using the inequality we just derived and setting $m = c \log n$, we obtain

$$= \lim_{n \to \infty} \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

$$\leq \lim_{n \to \infty} \mathbb{P}( \sum_{i=1}^{m} |T_i(m) - \mathbb{E}(T(m))| \geq \frac{\delta m}{4} )$$

$$\leq \lim_{n \to \infty} \sum_{i=1}^{m} \mathbb{P}( |T_i(m) - \mathbb{E}(T(m))| \geq \frac{\delta m}{4} )$$

$$\leq \lim_{n \to \infty} \frac{n}{m} \cdot \exp \left( - \frac{(\frac{\delta m}{4})^2}{64mL^2} + 64 \right)$$

$$= \lim_{n \to \infty} \frac{1}{c \log n} \cdot \exp \left( - \frac{\delta^2}{1024L^2} \cdot c \log n + 64 \right)$$

The first inequality comes from line (14). Union bound is again applied between between line (15) and line (16). Lemma 4 is applied in line (17). Line (13) converges to 0 when the constant $c$ is sufficiently large, i.e., for any constant $c \geq \left( \frac{16L}{\delta} \right)^2$. □

B. Proof for the Light-tailed Problem

We proceed to prove results for the original problem with light-tailed reward (i.e., Theorem 2) by applying concentration of measure. Let’s first introduce a lemma.

**Lemma 5** (See [69], [89], [90]). Assume Equation 3 holds true. Then there exists $c = c(d) < \infty$ such that for all $L > 0$ and all $x < 1$, the shape function defined in Proposition 4 satisfies

$$g(x) - g(L)(x) \leq c \int_L^\infty (1 - F(x))^{1/4} dx.$$

Similar to the proof for Lemma 3 we will be using union bounds to break down the terms in the original inequality. More specifically,

$$\mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

$$= \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

$$\leq \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

$$+ \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

$$+ \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta )$$

The first and the third terms are the gap between the truncated and the original problems. By Lemma 3 both terms can be made arbitrarily small by choosing a large truncation threshold $L$. The second term also vanishes due to Lemma 3 when the sensing range is of order $O(\log n)$, as $n$ increases. Therefore, with proper choice of the threshold $L$ and sensing range $m = O(\log n)$,

$$\lim_{n \to \infty} \mathbb{P}( |R_{\text{iterative}}(n, m) - R_d^*| \geq \delta ) = 0.$$
APPENDIX F

**Proof for Theorem 5**

Recall that $T_{\text{iterative}}(n; m)$ is defined as $\sum_{i=1}^{n/m} T_i$ in Equation 6 where $T_i$ is the reward collected at the $i^{th}$ iteration in a receding horizon manner. We can apply the same argument in Appendix A to each $T_i$ and derive that

$$T_i = O(m^{2/\alpha}).$$

Therefore, we obtain

$$R_{\text{iterative}}(n; m) = \sum_{i=1}^{n/m} T_i(n) = O\left(m^{2/\alpha - 1}\right)$$

Since we already have $R^*_2(n) = O(n^{2/\alpha-1})$ from Proposition 2, it immediately follows that when $m = M(n)$ where $M(n)$ is a sub-linear function of $n$, we have

$$\lim_{n \to \infty} \frac{R_{\text{iterative}}(n; M(n))}{R^*_2(n)} = \lim_{n \to \infty} \left(\frac{M(n)}{n}\right)^{2/\alpha - 1} = 0$$

**APPENDIX G

Proof for Theorem 6**

The proof applies a similar argument to Appendix A using the lemma below (a continuous counterpart of Fekete’s subadditive lemma).

**Lemma 6** (See [91]). For every measurable subadditive function $f : (0, \infty) \to \mathbb{R}$, the limit $f(L) \to \infty$ exists and is equal to inf$_{L>0} \frac{f(L)}{L}$.

The function $\mathbb{E}[T^*_2(L)]$ is super-additive and by using the above lemma, it follows that the limit $\lim_{L \to \infty} \frac{\mathbb{E}[T^*_2(L)]}{L}$ exists and is equal to sup$_L \frac{\mathbb{E}[T^*_2(L)]}{L}$.

**APPENDIX H

Proof for Theorem 8**

Let’s denote the reachable region of the robot as $R$. First note that

$$T^*_2(L) = \max_{v \in R} r(v),$$

for all $v \in R$. If $\mathbb{E}r^d = \infty$, then for arbitrary $c > 0$ and infinitely many $L$, there must exist $v$ such that $r(v) \geq cL$. In other words, there exists infinitely many $L$ such that for any $c$,

$$R^*_2(L) = \frac{T^*_2(L)}{L} \geq \frac{\max_{v \in R} r(v)}{L} \geq c$$

Therefore, $R^*_2(L)$ does not concentrate, and thus $R^*_2 = \infty$.

**APPENDIX I

Proof for Proposition 3**

To analyze the continuous problem, we approximate the continuous reward field with a two-dimensional $N \times N$ regular lattice. This approximation turns the continuous problem into a discrete problem that we are already familiar with from previous discussions.

More specifically, consider the set $\{\frac{1}{n} * L, \frac{2}{n} * L, \ldots, \frac{n-1}{n} * L, L\}^2 \subset [0, L]^2$. Let the node $v = (i, j)$ on this discrete set be associated with $r^{(N)}_{i,j}$, which is the total reward that falls within the region $[\frac{i}{n} * L, \frac{i+1}{n} * L] \times [\frac{j}{n} * L, \frac{j+1}{n} * L]$ in the continuous model. This regions has an area of $s = \left(\frac{1}{n}\right)^2$.

Since the reward locations are distributed randomly in the field according to a Poisson process with parameter $\lambda$, the number of targets within any of such regions follows a Poisson distribution with intensity $p = \lambda \cdot s = \lambda \left(\frac{1}{n}\right)^2$. If we denote number of rewards within this region with a random variable $K \sim \text{Pois}(p)$, then the total reward is

$$r^{(N)}_{i,j} = \sum_{k=1}^{K} r_k,$$

where $r_k$ is drawn i.i.d. from the common reward distribution $F$.

Note that on this discrete set, all previous results (Theorems 1-5) apply. It remains to show that the discrete set is indeed a good approximate of the continuous model, and in fact this has been given in the proof for Theorem 2.1 in [66] for Pareto distributions. We rephrase the result in our notation as follows:

**Theorem 14.** $T^*_2(1)$ is almost surely finite and as $n \to \infty$

$$\frac{T(n)}{n^{2/\alpha}} \to T^*_2(1) \quad \text{in distribution},$$

where $T(n)$ is the total reward on the approximate lattice.

Again, by the Skorohod Representation Theorem, we can define all the variables on the same probability space in such a way that the convergence occurs almost surely.

It is easy to see that for arbitrary size $L > 0$, the optimal reward on the continuous space can be approximated by $T_{(Ln)}$. Therefore by Proposition 3 we have

$$T^*_2(L) = O(L^{2/\alpha - 1}).$$

**APPENDIX J

Proof for Theorem 11**

**Proof:** When $\alpha = 1$, the robot is operating on an isosceles right triangle region, as shown in Figure 11a. However, if $\alpha \neq 1$, the robot is operating on some isosceles triangle with the vertex angle being $2 \arctan \alpha$, as shown in Figure 11b.
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Fig. 11. The reachable set of the robot with drift, whose dynamics is described mathematically by Equations [9].
We extend all previous results to this isosceles triangle region by using the invariance property of Poisson point processes. By undergoing a deterministic transformation of the Poisson point process, we show the equivalence between this new problem (with non-unit $\alpha$) and the one with $\alpha = 1$.

More specifically, this transformation is characterized by the mapping theorem of Poisson point process in [92]. Formally, let $f: \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be the transformation between two Poisson point processes. If $f$ is an affine transformation
\[
f(x) = Ax + b,
\]
with $A \in \mathbb{R}^{2 \times 2}$ being invertible, then the transformed Poisson has the new intensity
\[
\nu(y) = \frac{1}{|A|} \lambda \left( f^{-1}(y) \right) \left( A^{-1}(y - b) \right),
\]
where $\lambda$ is the intensity of the original Poisson point process.

In this case, the transformation from an isosceles triangle to an isosceles right triangle is linear. Therefore, $f = Ax$, where
\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 1/\alpha \end{bmatrix},
\]
Geometrically, this transformation stretches (or compresses) the isosceles triangle vertically until the vertex angle is 90 degrees, as shown in Figure 11b. Note that we assume $\lambda$ is constant in this problem, and therefore the new intensity is $\nu = \alpha \cdot \lambda$. Therefore, the maximum-reward motion problem in $\mathbb{R}^2$, where a robot has agility $\alpha$ and the reward is generated by a Poisson point process with intensity $\lambda$, is equivalent to the maximum-reward motion problem with agility 1 and intensity $\alpha \lambda$, with respect to the mean reward collected.

Additionally, since the mean reward $\mathbb{E}[T(L)]$ grows proportionally with $\sqrt{\lambda}$, we conclude that it is also linear with $\sqrt{\alpha}$, i.e.,
\[
\mathbb{E}[T(L)] = c \sqrt{\alpha} = c \sqrt{w/v}.
\]
for some constant $c > 0$. \hfill \blacksquare