A stochastic binary model for regulation of gene expression to investigate treatment effects targeting RKIP
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Abstract: In this manuscript we use an exactly solvable stochastic binary model for regulation of gene expression to analyse the dynamics of response to a treatment aiming to modulate the number of transcripts of RKIP gene. We demonstrate the usefulness of our method simulating three treatment scenarios aiming to reestablish RKIP gene expression dynamics towards pre-cancerous state: i. to increase the promoter’s ON state duration; ii. to increase the mRNAs’ synthesis rate; iii. to increase both rates. We show that the pre-treatment kinetic rates of ON and OFF promoter switching speeds and mRNA synthesis and degradation will affect the heterogeneity and time for treatment response. Hence, we present a strategy for reducing drug dosage by simultaneously targeting multiple kinetic rates. That enables a reduction of treatment response time and heterogeneity which in principle diminishes the chances of emergence of resistance to treatment. This approach may be useful for inferring kinetic constants related to expression of antimetastatic genes or oncogenes and on the design of multi-drug therapeutic strategies targeting master regulatory genes.
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1. Introduction

Despite recent advances in our understanding of cancer biology, the use of quantitative methods to integrate the plethora of generated data to design treatments targeting metastasis is still in its infancy [1,2]. The genotypic variability and intrinsic randomness of biochemical reactions governing epigenetics underpin the multiplicity of cancer cell phenotypes commonly termed as tumor heterogeneity [3–8]. Additionally, cellular processes are controlled by several networks of chemical reactions characterized by changeable topologies and functional redundancies that equip cells with adaptation and robustness capabilities [9–12]. And, the numerous characteristic timescales of the chemical processes taking place inside the cell adds one more layer of cumbersoneness [13,14]. Thus, the enhancement of therapeutic strategies requires the analysis and the “engineering” of the dynamics of treatment response in a complex system composed by several interacting components having a multiplicity of characteristic time scales and subjected to randomness. Finding building blocks having those features may provide useful insights on how to orchestrate the dynamics of a such a complex system [15]. For that, the exactly solvable stochastic model for transcription of a binary gene [16–19] is a good candidate to be used as a prototype for simulating enhanced treatment strategies.

To develop our theoretical approach for therapeutic design we start selecting the gene encoding the Raf kinase inhibitory protein (RKIP) as a model system because it plays a major role on regulation of the dynamics of multiple components of a cell [20]. Because
cancer lethality is mainly caused by metastasis, the choice of RKIP is promising as its concentrations are typically reduced in metastatic cancers [21–23]. That negative correlation turns RKIP and RKIP-related gene signatures into useful biomarkers of metastatic risk in cancer patients [24]. The characterization of RKIP as an anti-metastatic gene is reinforced by experiments demonstrating that its overexpression blocks in vivo invasion and metastatic progression [25,26]. Hence, we focus on possible strategies to increase the amounts of RKIP in cancer cells by re-modulating its expression profiles towards the pre-cancer regimens.

For that goal, we simulate the effect of application of multiple drugs each targeting a different kinetic rate of a two state stochastic model for gene transcription. Because of treatment, we will consider the kinetic rates of the model to be time-dependent in response to drug application. That enables one to estimate the speed and heterogeneity of response to treatment by, respectively, computing the dynamics of the average number of transcripts and their variance. The exact solutions of the model at constant kinetic rates have two characteristic time scales, one related with the promoter state switching and the second being the mRNA lifetime. Recently, we demonstrated that the ratio between those two time scales may be used to classify the qualitatively distinguishable noise regimens of gene transcription on the binary model [19,27] and the reliability of information about the promoter state that is transmitted by gene products [28]. Here, we assume that the addition of a drug cause the kinetic rates of the model to become time dependent and that this effect decays exponentially such that has up to four additional time scales for the problem. Then, we show that treatment targeting a gene having a fast switching promoter, and expressing as a quasi-Poissonian process, enables the fastest and least heterogeneous response to treatment. If the gene has a slow switching promoter, the response will be slower and have higher heterogeneity. A gene expressing in bursty fashion will enable a fast response having maximal heterogeneity. Then, we build upon the previous analysis to design an enhanced treatment enabling a faster response with reduced heterogeneity that is independent of the pre-treatment time scales. The enhanced treatment is based on reduced drug dosages to reduce the chances of toxicity and emergence of resistance caused by compensatory effects [1,2].

The remaining of this manuscript is organized as follows. The assumptions underlying the qualitative and quantitative models that we propose are presented on Section 2. The obtained results are shown on Section 3 and we discuss them on Section 4. Our concluding remarks are presented on Section 5.

2. Methods and Models

Gene expression is the key mechanism keeping cell function by means of an extensive molecular machinery which transforms the genetic information into molecular function. Gene expression can be described as a two stages process, namely, the gene transcription that generates the mRNA, and the mRNA translation which has proteins as their products. Here we focus on gene transcription and provide a simplified picture of how it happens in eukaryotic cells: the RNA Polymerase protein complex (RNAPolII) binds to a specific region of a gene, the promoter site, and begins transcription elongation. The binding of RNAPolII to the promoter site may be regulated by its interaction with a DNA region called enhancer. The enhancers are regions of the DNA that interact with the transcription factors that can provide a positive or negative regulation of the binding of RNAPolII to the promoter site. This is the process that we will use to model RKIP transcription.

2.1. A brief description of the molecular role of RKIP

RKIP protein is a regulator of kinases that directly binds to Raf kinase [29] and is involved on regulation of signalling pathways such as the Raf-Mek-Erk cascade and the NF-xB-related pathways [30,31]. Both pathways modulate cell proliferation, the former regulates differentiation, while the latter is responsible for inflammation, and anti-apoptosis processes. In addition, RKIP modulates other fundamental cell signaling pathways involving heterotrimeric G-proteins, keap1/nrf2, STAT3 and GSK [32]. Because of its interaction
with multiple pathways, we consider RKIP as a master modulator of cellular processes. The amounts of RKIP proteins inside the cell can be regulated at multiple steps of expression, from pre-transcription of the gene to post-translation [33]. A plethora of metastatic solid tumors have RKIP downregulated or lost and experimental data suggests that that happens because of transcriptional or post-transcriptional regulation [24]. Here, we consider the that reduction on RKIP protein numbers happens because of repression of transcription.

Transcription of RKIP can be silenced by methylation of its promoter. Indeed, methylation-specific PCR (MSP) analysis has shown a sufficiently strong correlation between RKIP promoter methylation and low RKIP expression levels in cancer tumors, [24], like esophageal and gastric [34,35]. Histone modifications are also found as epigenetic mechanisms to regulate RKIP levels. Histone deacetylase inhibitors can increase RKIP transcripts [36,37]. Snail and BACH1 transcription factors can downregulate RKIP transcription by histone methyltransferases [38,39] and both are associated with epithelial-mesenchymal transition. Snail is a direct transcriptional repressor of the gene encoding the cell adhesion protein E-cadherin [40], and BACH1 is the basic leucine zipper protein expressed in mammalian tissue which positively regulates motility related genes that promote metastasis in breast cancers [41]. Expression of either Snail and BACH1 genes are self-repressed, and repressed by RKIP proteins. Additionally, BACH1 and RKIP combine into a bistable gene circuit that describe a switch for metastatic phenotype in tumor cellular population, as recently shown [39]. Taken together, those preliminary data indicate that RKIP expression levels may be used as a prognostic marker for survival probabilities and as a target for anti-metastatic treatment.

2.2. An effective model for regulation of gene expression

We interpret the gene as a source of gene products randomly switching between ON and OFF states. Synthesis of gene products takes place when the gene is ON at rate \( k \) while at OFF state there is no synthesis. The rate of degradation of gene products is denoted by \( \rho \). The gene switches from state ON to OFF, and from OFF to ON, with rates \( h \), and \( f \), respectively.

The aforementioned processes can be represented as a system of effective chemical reactions as given at Eqs. (1-4). We denote a gene product by \( P \) and its regulatory site by \( R \). In this manuscript, we consider the particular case of positive regulation of the gene by a transcription factor denoted by \( T_F \).

\[
\begin{align*}
R & \xleftarrow{k} R + P, \quad (1) \\
P & \xrightarrow{\rho} \emptyset, \quad (2) \\
R + T_F & \xrightarrow{f} RT_F, \quad (3) \\
RT_F & \xleftarrow{h} R + T_F. \quad (4)
\end{align*}
\]

Eqs. (1-2) indicate, respectively, the gene product synthesis and degradation. The switching from OFF to ON state because of the binding of the activating protein, and the inverse transition caused by its unbinding, are respectively indicated in Eqs. (3-4). One may also consider the case of a transcription factor being a repressor. Then the effective reactions Eqs. (3-4) denote the ON to OFF and OFF to ON state transitions, with rates transformed as \( f \rightarrow h \) and \( h \rightarrow f \).

This system of effective reactions is very simple if we consider the complexity of regulation of gene expression in mammals. However, such a simplification enables the construction of exactly solvable quantitative models having a smaller number of parameters which we can use to investigate hypothetical treatment strategies before doing experiments. One example is the use of reduced dose multi-drug treatment targeting a functional network. A given drug has a specific half-life and the multiple drugs act on a system will combine as multi-timescale processes. Combining the dosage and application agenda of those multiple drugs to ensure both effectiveness and non-toxicity may be a hard task and
a quantitative model may provide invaluable insights on the therapeutic design. Here we use the stochastic binary model for regulation of gene expression to investigate how the combination of two drugs modulates the dynamics of mRNA production.

2.3. An effective model for investigating regulation of gene expression dynamics after treatment

A biological interpretation of the effective model presented at Eqs. (1-4) is given. The rate \( k \) is proportional to the inverse of the time interval between two consecutive bindings of RNAPolII to the promoter site. It implies on assuming that transcription starts after a negligible interval following RNAPolII binding. Alternatively, it might be interpreted as the inverse of the average interval between initiation of two subsequent transcription processes. The first case implies on assuming the availability of large amounts of RNAPolIII and on interpreting \( k \) as a consequence of the affinity between the promoter and RNAPolIII. The second could be interpreted as the efficiency of the promoter on initiating transcription. Those two interpretations are not exclusive and, for simplicity, we refer to an increase on \( k \) as an increase on the efficiency of the promoter.

The rates of switching \( h \) and \( f \) are the inverse of the average time of availability and unavailability of the promoter for the binding of the RNAPolII, respectively. The value of those rates will be determined by the binding of transcription factors to the regulatory regions of the gene. Despite the amounts of transcription factors change with time, it is fair to assume that they will remain constant during some sufficiently short intervals. Hence, during those short time intervals, we may employ the effective model of Eqs. (1-4). The values of the switching constants will reflect the balance resulting from the binding of activators, repressors, quenchers, pioneer factors and other regulatory elements interacting with the regulatory regions of the gene.
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**Figure 1. Drugs aiming kinetic rates of RKIP transcription.** RNAPolII binds to the promoter region (when it is ON) of RKIP gene to synthesize mRNA (gene products). The switching between ON and OFF states is dependent of the regulatory components (proteins) surrounding the gene. *Drug 1* targets an activator protein and aims to increase the time of exposition of the promoter for binding of RNAPolII. *Drug 2* affects only the promoter by increasing its efficiency or the affinity of the promoter to the RNAPolII. A treatment consists of administering of a single or combinations drugs following a dose agenda.

Our model for regulation of gene expression suggests the design of multiple treatment strategies aiming to increase expression of RKIP gene. The model gives four kinetic rates which we may target by drugs. In the specific case of RKIP gene, one would attempt to increase \( k \) and \( f \) or to decrease \( \rho \) and \( h \). Those rates could be affected individually or collectively, in a coordinated manner, in case of a multi-drug therapy. In the scheme shown in Fig. 1 we consider the particular cases in which the treatment aims to: A) increase \( f \); B) increase \( k \); C) increase \( f \) and \( k \) concomitantly. We assume that a given treatment targets a rate exclusively, that is, the non-targeted rates will remain constant during treatment. Two mechanisms can be used for increasing RKIP expression levels:

i. **Promoter demethylation** Downregulation of RKIP has been associated with promoter methylation in many cancer types [34,35,42–44]. We suppose the use of a demethylation agent, namely, 5-Azacytidine (5-AzaC), to revert that (see scheme given in Fig. 2A in [18]). Consequently, expression levels of RKIP would be increased as previously tested in
We assume that at the maximal tolerated dose the effect of the drug is given by $\xi$. We denote the effect of the dose on the value of a kinetic constant by $f$, which, in reduced quantities, are associated with an increase on RKIP expression. Thus, one may propose a therapeutic strategy using NO donors, such as (Z)-1-[2-(2-aminoethyl)-N-(2-ammonio-ethyl) amino] diazen-1-iium-1, 2-diolate (DETANONOate) [40,46,47], to keep a constant inhibition of the NF-κB/SNAIL loop. As a consequence, we expect an increase on the levels of transcripts of RKIP (see scheme in Fig. 2B in [18]).

Finding drugs specifically targeting promoter demethylation of RKIP gene or transcription factors regulating RKIP expression levels is a challenge beyond the scope of this manuscript. Therefore, as a strategy to introduce our methodology, to set a clinically relevant time-scale, and to show the difficulties of combining multiple drugs having multiple targets and time scales we consider non-specific drugs. In that case, we are only considering the effect of the drug on the gene that we describe. The cellular level effects will not be considered here as those would require a more complex approach in which the dynamics of expression levels of multiple potentially interacting genes would need to be considered.

2.4. An approach for investigating treatment effects on RKIP expression dynamics

Our treatment strategies aim to increase $f$ and $k$. We assume that the drug effectiveness on those quantities decays exponentially, and the kinetic rates will return to their pre-treatment values. Hence, once treatment starts, the rates $f$ and $k$ become time-dependent with $f_0$ and $k_0$ being the OFF to ON and the synthesis rates, respectively, before treatment. We denote the effect of the dose on the value of a kinetic constant by $\xi$, where $0 < \xi \leq 1$. We assume that at the maximal tolerated dose the effect of the drug is given by $\xi = 1$ and that that dose raises the targeted rates to $f_1$ and $k_1$. That does not imply on the assumption of maximal efficiency of the drug effectiveness. Indeed, we consider that $\xi$ is the net effect of a given dose on its targeted rate. Hence, a given dose smaller than the maximal tolerated one will instantaneously affect its target rate towards $\xi_j f_1$ and $\xi_j k_1$, where $\xi_a$ and $\xi_b$ are non-linear functions of the dose. The time-dependent OFF to ON switching rate, $f(t)$, is

$$f(t) = \begin{cases} f_0, & 0 \leq t < \tau_1 \\ f_0 + [f_0(\tau_j) - f_0]e^{-\lambda_0(t-\tau_j)}, & \tau_j \leq t < \tau_{j+1} \end{cases}$$

(5)

and $k(t)$

$$k(t) = \begin{cases} k_0, & 0 \leq t < \tau_1 \\ k_0 + [k_0(\tau_j) - k_0]e^{-\lambda_0(t-\tau_j)}, & \tau_j \leq t < \tau_{j+1} \end{cases}$$

(6)

where $j = 1, \ldots, J - 1$ denotes the $j$-th drug application, $J$ is the amount of drug doses, $\tau_j$ is the time of the $j$-th drug application. At each application of the drug, the steady state condition is that of the untreated system, namely $f_0$ and $k_0$. $(\lambda_a, \lambda_b)$ denote the rates of exponential decay of the effect of the drugs on the rates $(f, k)$. As previously mentioned, we are considering that the effect of the drugs on their targeted rates is fast enough to be considered as instantaneous. Therefore, the values of the rates $f$ and $k$ immediately after the arrival of the $j$-th dose, respectively denoted by $f_0(\tau_j)$ and $k_0(\tau_j)$, will be considered as the initial conditions during the interval $\tau_j \leq t < \tau_{j+1}$. Note that the $j$-th dose adds up
to the drug amounts that are remainders from previous applications. Hence, the initial condition at the time $\tau_j$ is written as:

$$f_s(\tau_j) = f_1 \sum_{i=1}^{j} \sum_{a}^{} \sum_{b}^{} \rho_j (\tau_i) e^{-\lambda_a (\tau_j-\tau_i)}, \quad \tau_j = 0, \quad 0, \quad \tau_j,$$

$$k_s(\tau_j) = k_1 \sum_{i=1}^{j} \sum_{a}^{} \sum_{b}^{} \rho_j (\tau_i) e^{-\lambda_b (\tau_j-\tau_i)}, \quad \tau_j = 0, \quad 0, \quad \tau_j,$$

where the dose may be calibrated to generate a differential effect at each time instant to prevent toxic accumulation of drug quantities.

2.5. An approximate description of the stochastic binary gene expression dynamics with time-dependent kinetic rates

The randomness of intracellular phenomena suggests a description of the treatment effects on expression of RKIP gene to be built in terms of an stochastic process. Fig 1 suggests the existence of two random variables that determine the state of the system: the gene state, being ON or OFF, and the number of gene products, denoted by $n$. The description of the dynamics of the state of the system is given in terms of a probability distribution

$$\Pi(a_n(t), \beta_n(t)), \quad (9)$$

where $a_n(t)$, or $\beta_n(t)$, denote the probability of finding $n$ proteins at time $t$ when the gene is ON, or OFF, respectively. A master equation governing the probability distribution for an externally regulated gene can be written as:

$$\frac{d\alpha_n}{dt} = k(t)(\alpha_{n-1} - \alpha_n) + \rho[(n+1)\alpha_{n+1} - n\alpha_n] - h\alpha_n + f(t)\beta_n, \quad (10)$$

$$\frac{d\beta_n}{dt} = \rho[(n+1)\beta_{n+1} - n\beta_n] + h\beta_n - f(t)\beta_n, \quad (11)$$

where $h$ and $\rho$ are constants and Eqs. (5) and (6) give $f(t)$ and $k(t)$. The existence of time-dependent coefficients turns hard for one to solve Eqs. (10) and (11) analytically, and some numerical method needs to be employed. The interpretation of the master equation is built in terms of the coefficients $k(t), \rho, f(t)$, and $h$ as presented on the description of the Eqs. (1-4) and the cartoon shown on Fig. 1.

Here we propose to one to approximate the dynamics of the kinetic rates $f(t)$ and $k(t)$ of Eqs. (5) and (6) as piecewise functions assuming constant values during sufficiently short time intervals ensuring that the difference between the exact and approximated values lies within a given error size. Then, we may consider the model for constant kinetic rates during an interval which is exactly solvable. In that case, the initial condition of an interval is the final condition on its previous neighbor.

2.6. An exactly solvable model for benchmarking cancer treatment aiming to modulate gene expression levels

The master equation (10) and (11) with constant coefficients has been already proposed, and it is fully solvable at the stationary [16] and time-dependent regimes [17]. The existence of exact solutions enables one to calculate the time-dependent functions governing the first and the second moment of the number of gene products [18]. Here we write the explicit expressions governing the dynamics of the average number of gene products, $\langle n \rangle(t)$ and the standard deviation, $\sigma(t) = \sqrt{\langle n^2 \rangle(t) - \langle n \rangle(t)}$. We use Eqs. (1-4) and define the following constants:

$$N = \frac{k}{\rho}; \quad A_s = \frac{f}{f+h}; \quad e = \frac{f+h}{\rho}, \quad (12)$$

which are, respectively, the steady state expected number of gene products in case of a gene being fully ON, (we call it maximal mRNA number $N$); the steady state probability for
the gene to be ON \((A_s)\); the ratio of the gene switching rate between ON and OFF states to the degradation rate of the gene products (we call it switching speed \(e\)).

The average number of mRNAs and the standard deviation at the steady state regime are, respectively, denoted by \(\langle n \rangle_s\) and \(\sigma_s\). We write them as functions of the parameters of Eq. (12):

\[
\begin{align*}
\langle n \rangle_s &= A_s N, \\
\sigma_s^2 &= \langle n \rangle_s \left(1 + N \frac{1 - A_s}{1 + e}\right).
\end{align*}
\]

The dynamics of the average and standard deviation is denoted by \(\langle n \rangle(t)\) and \(\sigma(t)\), respectively, and we write:

\[
\begin{align*}
\langle n \rangle(t) &= \langle n \rangle_s + Y e^{-ept} + V e^{-pt}, \\
\sigma^2(t) &= \sigma_s^2 + U_1 e^{-ept} + V e^{-pt} + W_1 e^{-(1+e)pt} + X_1 e^{-2pt} - Y_2 e^{-2ept}.
\end{align*}
\]

The coefficients of the exponentials are integration constants given on the Appendix A.2. These solutions are obtained from a system of ordinary differential equation coupling the moments \(A_s\), \(\langle n_s \rangle\), and \(\langle n^2 \rangle\) which exact forms are given on Appendix A.3.

Eqs. (15) and (16) enable us to compute the evolution of the average number of products from RKIP gene and its standard deviation using a piecewise representation of the time-dependent rates \(f(t)\) and \(k(t)\) as we show on next section.

The decaying rate to steady state of both \(\langle n \rangle(t)\) (Eq. 15) and \(\sigma(t)\) (Eq. 16) can be established in terms of \(e\). For \(e \gg 1\), the terms \(e^{-ept}\), \(e^{-(1+e)pt}\) become null much faster than the term \(e^{-pt}\), which hence determines the approaching to steady state. Alternatively, for \(e \ll 1\), the term \(e^{-pt}\) will govern lifetime of the dynamical regime, that is, the regime during which \(\langle n \rangle(t)\) and \(\sigma(t)\) are varying with time.

Additionally, one may notice that \(e\) also reflects the ratio of the gene switching frequency to the degradation rate, the characteristic times of the two processes being coupled. Eq. (14) indicates that \(\sigma_s^2 \to \langle n \rangle_s\) when \(e \gg N > 1\). That coincides with the decaying to steady state being determined by the gene product degradation rate, as it happens on a Poisson process. On the other hand, when the gene switching decaying rate to steady state is prevalent, for \(e \ll 1\), \(\sigma^2\) will have larger values. Then, the gene switching will have a stronger effect on the fluctuations of the number of gene products.

### 2.7. Parameter values and conditions for treatment simulations

We describe simulation conditions for the three treatment scenarios. We denote the degradation rate of DETANONOate (acting on \(f\)) and 5-AzaC (acting on \(k\)) by \(\lambda_a\) and \(\lambda_b\), which values are \(\lambda_a = 0.05 \text{h}^{-1}\) [48] and \(\lambda_b = 0.25 \text{h}^{-1}\) (DB00928 entry at DrugBank [49]). The response generated on the kinetic rates by treatment at maximal tolerated dose is indicated by \(\xi_a = \xi_b = 1\). For a single dose, we assume that the drugs change the values of their targeted rates instantaneously after application, and for maximum tolerated dose, \(f \to f_1\) and \(k \to k_1\), as indicated by Eqs. (7) and (8), respectively. Note that the maximum tolerated dose is drug specific and its effect on each kinetic rate can be denoted by the value of \(\xi\).

The gene product of RKIP is assumed to be the mRNAs, which degradation rate is \(\rho = 0.17 \text{h}^{-1}\) [50]. The pre-treatment condition, occurring for \(0 \leq t < \tau_1\), is not be shown because we assume it as a stationary state so that we set \(\tau_1 = 0\). The pre-treatment condition is characterized by a low average copy number of RKIP mRNA’s (here chosen as \(\langle n \rangle_0 = 10\)). We arbitrarily assume that in pre-treatment condition, the levels of mRNA’s are \(8\times\) below what would be expected to be found in a non-metastatic cell. Hence, the treatment is assumed to be successful if it drives the probability of finding less than \(\langle n \rangle_T \approx 80\) mRNAs to a negligible value. That is an important requirement to minimize heterogeneity on treatment response.
The randomness of intracellular processes causes a variability on treatment response even under the hypothetical condition in which all individuals of a population of genetically identical cells absorb the same drug dosage. The heterogeneity of the response can be quantified by the standard deviation of the number of gene products. Hence, we first set \( \langle n \rangle_1 = 100 \) as the expression level aimed by treatment. This value is chosen assuming that a gene expressing an average of 100 mRNAs in a Poisson regime has the threshold value \( 80 = \langle n \rangle_1 - 2\sigma_1 \). Here, \( \sigma_1 = \sqrt{\langle n \rangle_1} \) is the standard deviation of a Poisson distribution having \( \langle n \rangle_1 \) as its average.

The dynamics of \( f \) and \( k \) are described by Eqs. (5) and (6). We approximate them as piecewise functions and compute the error using integrals of the exponential decays along each subinterval. Then, we set the length of each subinterval by fixing its error. The piecewise approximation enables the use of \( \phi_1 \) and \( \phi_2 \) quasi-Poisson distributions, and graphs \( B \) ensure that graphs \( A \) are distributions close to the limit of the bimodal regime, graphs \( C \) indicate the regime in which the probabilities are table-shaped for \( A_0 = A_1 = 0.5 \) (as indicated in graph \( C2 \)), graphs \( D \) indicate the quasi-Poisson distributions, and graphs \( E \) denote the bursting limit. The curves of the steady state probability distributions of finding \( n \) mRNAs, within the Fig. 2, are computed by Eq. (A1) and it is denoted by \( \phi_n \) in the Appendix A.1.

The parameters of the pre- and post-treatment probability distributions are fixed such that the steady state average number of mRNA’s will be \( \sim 10 \) and \( \sim 100 \), respectively. The bimodal distributions indicate that the mRNAs synthesized while the gene is ON will degrade fastly after the switching to the OFF state. For the table-shaped and quasi-
The post-treatment distribution parameters were set aiming to increase the average number of transcripts to be $\sim 100$. We disregarded the effect of the new parameter values on the variances, i.e., the heterogeneity of treatment response. We consider five initial conditions for the gene switching speed, $\epsilon_0 = (0.1, 1, 2, 10, 10)$, arranged in rows and indicated by A–E in the labels of respective graphs.

Graphs D and E have the same value for $\epsilon_0$ but represent different because of the differing values of $A_0$. The distributions for the treatment designs are arranged in columns: 1. DETANONate aiming the $f$ rate, 2. 5-AzaC aiming the $k$ rate, and 3. both drugs aiming both $f$ and $k$ rates, simultaneously.

Poissonian limits, the switching between ON–OFF states are, respectively, slow and fast enough to ensure that the mRNA degradation is compensated by its synthesis to generate the specific distributions. The burst limit is characterized by very short ON states during which the synthesis is very efficient while the OFF states duration is proportionally very long.

On next subsections we present the results of simulations of the treatment response dynamics considering the five pre-treatment conditions shown in Fig. 2. The Figs (3)–(5) show response after application of a single (or multiple) doses on graphs labeled as A–E (or F–J) followed by the number indicating the treatment scenario (1, 2 or 3). The pre-treatment conditions have $\epsilon_0 = (0.1, 1, 2, 10, 10)$. The black dashed lines indicate the aimed average value after treatment. The green lines indicate $\langle n \rangle(t)$ and the red lines indicate the values of $\langle n \rangle(t) \pm \sigma(t)$. The parameters of the treatment are set to enable the average number of
gene products to reach the post-treatment regime shown in Fig. 2 for each set of parameter values.

3.1. Treatment aiming the OFF to ON gene state switching rate

Fig. 3 shows a simulation of the dynamics of the average number of mRNAs and its standard deviation resulting from a change on $f$ after introduction DETANONOate. The absolute error of each subinterval of the piecewise approximation for $f(t)$ is $1 \times 10^{-4}$. We assume the rates ($k, h, p$) being constant during treatment. For obtaining graphs A1–D1 and F1–I1 we set $(k_0, N_0) = (k_1, N_1) = (18.5, 110)$ and $(A_0, A_1) = (0.09, 0.9)$. Graphs E1 and J1 have $(k_0, N_0) = (k_1, N_1) = (166.7, 1000)$ and $(A_0, A_1) = (0.01, 0.1)$ to ensure the bursting gene expression regime during the pre-treatment stage. On graphs A1–E1 (or F1–J1) we set $f_0 = (0.0015, 0.015, 0.03, 0.15, 0.017)$ and $f_1 = (0.14, 1.37, 2.73, 13.65, 0.18)$, such that, $h = (0.015, 0.15, 0.3, 1.52, 1.65)$ and $c_1 = (0.9, 9.1, 18.2, 91, 11)$ when we the given values of $A_0$, $A_1$ and $\rho$. The maximum tolerated dose is considered to cause the steady state ON state probability to be multiplied by ten, as indicated by the values of $A_0$ and $A_1$.

Figure 3. The dynamics of the number of RKIP mRNA (green solid line) and their standard deviation (red solid line) along the time for treatment aiming $f$ kinetic rate. The black dashed line at 80 indicates an arbitrary threshold on the number of RKIP mRNA. Graphs A1–E1 show single doses of drug with different progressive values to $\epsilon_0$ (shown within respective graph). Graphs F1–J1 show the same initial conditions that Graphs A1–E1 for 5 doses with time interval of 10h.

The first and second rows of graphs of Fig. 3 show the simulation of the dynamics of expression after one and five drug doses, respectively, under 5 pre-treatment conditions. Graphs A1 and B1 show the dynamics of response of the slow switching gene, a regime of synthesis of mRNAs which numbers are governed by a bimodal distribution at the steady state. For $\epsilon_0 = 0.1$ we have the slowest treatment response and return to pre-treatment conditions. The average number of mRNAs reaches a maximum of $\sim 80$ after $\sim 30$ h. The standard deviation is the second largest. Graphs A1 to D1 show the average mRNA number reaching or crossing the threshold in our simulations, the time for the average number to reach a maximum when $\epsilon_0 \geq 1$ is $\sim 20$ h and the noise of the response decreases as we increase $\epsilon_0$. The exception is shown on graph E1 where the noise is the largest and the time for the average number to reach a maximum is $\sim 10$ h. Note that in this case the average number does not cross the threshold and the lower line $\langle n(t) \rangle - \sigma(t)$ does not appear.

The response to multi-doses treatment is shown in graphs F1 to J1. The interval between doses was chosen to enable a sigmoidal-like response characterizing two distinct levels of expression with the average number increasing from 10 to at least $\sim 100$. Graph F1 shows that the slow switching gene also causes the slowest response as $\langle n(t) \rangle$ crosses the threshold after $\sim 18$ h. The curve for $\langle n(t) \rangle - \sigma(t)$ also crosses the threshold after $\sim 35$ h, which ensures a less heterogeneous response to treatment. Graphs G1 to I1 show the simulations for increasing values of the gene switching. Those simulations show that $\langle n(t) \rangle$ crosses the threshold after $\sim 10$ h, and the curves $\langle n(t) \rangle - \sigma(t)$ reach higher values, which establishes the response to treatment having the minimal heterogeneity. Graph J1
shows the response of a bursty gene which \( \langle n \rangle(t) \) crosses the threshold after \( \sim 12 \) h and reaches a maximal value of \( \sim 170 \). However, this regime causes the noisiest response as indicated by \( \langle n \rangle(t) - \sigma(t) \) not crossing the threshold. Note also that there are some “bumps” because the effect of the single dose is close to the maximum by the time of the next drug application. It is possible to prevent the bumps but we decided to show them to demonstrate that the time interval between drug dosages also requires one to consider the dynamics of the targeted gene.

3.2. Treatment aiming the RKIP mRNA synthesis rate

Fig. 4 shows the dynamics of the average number of RKIP’s mRNAs and its standard deviation under treatment with 5-AzaC. The absolute error of each subinterval of the piecewise approximation for \( k(t) \) is \( 1 \times 10^{-4} \). We assume that the rates \((f, h, \rho)\) remain constant during treatment, which implies on \( A_0 = A_1 \) and \( \epsilon_0 = \epsilon_1 \) also being constant. For graphs A2–D2 and F2–I2 we set \((k_0, N_0, k_1, N_1) = (3.3, 20, 33, 200), A_0 = 0.5 \) and \( f = h = (0.008, 0.08, 0.17, 0.83) \). For graphs E2 and J2 we set \((k_0, N_0, k_1, N_1) = (166.7, 1000, 1667, 10000), A_0 = 0.01 \) and \((f, h) = (0.017, 1.65) \).
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Figure 4. The dynamics of the number of RKIP mRNA (green solid line) and their standard deviation (red solid line) along the time for treatment aiming \( k \) kinetic rate. The black dashed line at 80 indicates an arbitrary threshold on the number of RKIP mRNA. Graphs A2–E2 show single doses of drug with different progressive values to \( \epsilon_0 \) (shown within respective graph). Graphs F2–J2 show the same initial conditions that Graphs A2–E2 for 10 doses with time interval of 4 h.

The first and second rows of graphs of Fig. 4 show the simulation of the dynamics of expression after one and ten drug doses, respectively, under 5 pre-treatment conditions.

The treatment do not affect either \( \epsilon \) or \( \rho \), the decaying rates of the system are not affected. Then, graphs A2 to E2 show that the average number of mRNAs will reach the maximum (\( \sim 35 \) molecules) after similar intervals of \( \sim 5 \) h and reach pre-treatment conditions after \( \sim 40 \) h. Graph A2 shows the condition with the second largest standard deviation. Graphs A2 to D2 show that the noise of response decreases with the increase of \( \epsilon_0 \). The bursty regime shown in graph E2 leads to the noisiest response. Indeed, \( \langle n \rangle(t) - \sigma(t) \) remains negative while \( \langle n \rangle(t) + \sigma(t) \) exceeds the threshold more than 2×.

The response to multi-doses treatment is shown in graphs F2 to J2. The interval between doses was chosen to enable a sigmoidal-like response with the average number reaching at least 100. All graphs show that \( \langle n \rangle(t) \) cross the threshold after \( \sim 10 \) h. That is because the response to treatments and interval between drug application is the same in all scenarios. Besides, since both \( \epsilon_0 \) and \( \rho \) are not affected, the decaying rates to pre-treatment conditions are not affected. In all scenarios, the curves for \( \langle n \rangle(t) - \sigma(t) \) do not cross the threshold because the treatment do not increase \( \epsilon_0 \) that would cause a reduction on the noise in mRNA synthesis in a given scenario. However, graphs F2 to I2 show that \( \langle n \rangle(t) - \sigma(t) \) reaches higher maximum values as \( \epsilon_0 \) increases. Graph J2 shows the response in case of transcriptional bursts, which leads to the most heterogeneous response to treatment as indicated by the curve \( \langle n \rangle(t) + \sigma(t) \) reaching the highest maximum.
3.3. Treatment with the two drugs concomitantly

Fig. 5 shows the dynamics of the average number of mRNAs and its standard deviation under treatment with both drugs: DETANONate and 5-AzaC. The absolute errors of each subinterval of the piecewise approximation for \( f(t) \) and \( k(t) \) are \( 1 \times 10^{-4} \) for both, respectively. The rates \((h, \rho)\) remain constant during treatment. For graphs A3–D3 (or F3–J3), we set \((k_0, N_0, k_1, N_1) = (18.5, 110, 33, 200), (A_0, A_1) = (0.09, 0.5), f_0 = (0.0015, 0.015, 0.03, 0.15)\) and \( f_1 = h = (0.015, 0.15, 0.3, 1.5)\). For graphs E3 and J3 we set \((k_0, N_0, k_1, N_1) = (167, 1000, 333, 2000), (A_0, A_1) = (0.01, 0.05), f_0 = 0.017, f_1 = 0.087\) and \( h = 1.65\). The values of \( A_0, A_1 \) and \( \rho \) results in \( \epsilon_1 = (0.18, 1.8, 3.6, 18, 10.4) \) on graphs A3–E3 (or F3–J3).
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**Figure 5.** The dynamics of the number of RKIP mRNA along the time for treatment with two drugs that aiming \( f \) and \( k \) kinetic rates are shown in green solid line and their standard deviation in red solid line. The threshold for RKIP is 80 and it is shown within graphs as black dashed line. Graphs A3–E3 show the single doses of both drugs for different progressive values to \( e_0 \) (indicate within each graph). Graphs F3–J3 show the same initial conditions that Graphs A3–E3 for multiple fractional doses of drug that target \( f \) (or \( k \)) with time interval of 10 h (or 4 h), in order, with 8 (or 20) doses in Graph F3 and 6 (or 15) doses in Graph G3–J3. The agenda of doses is shown in Table 1, where the number of doses of each drug and their respective fractions, \( \xi_a \) and \( \xi_b \) are detailed.

Fig. 5 shows the simulations of the dynamics of response to treatment. Graphs of first row indicate the results of simultaneous application of a single dose of both drugs. Second row shows the result of application of multiple doses with drug targeting \( f \) (or \( k \)) being applied every 10 h (or 4 h) accordingly with agenda in Table 1.

Graph A3 shows the dynamics of treatment response when the initial condition is set for a slow switching gene. The average number reaches a maximum of \( \sim 25 \) at \( t \sim 35 \) h. The maximum of \( \langle n \rangle(t) + \sigma(t) \) is \( \sim 70 \), a highly heterogeneous response if we consider that the maximum standard deviation is equal to the maximum average, that is, it is a super-Poissonian regime of gene transcription. The return to pre-treatment is slow as indicated by the decay of the average after \( \sim 200 \) h. In graphs B3, C3, and D3, the maximum average number of mRNAs is \( \sim 40, \sim 45 \), and 50, respectively, reached after 15 h, 12 h, 8 h. The curves \( \langle n \rangle(t) - \sigma(t) \) and \( \langle n \rangle(t) + \sigma(t) \) become closer with the increase of \( e_0 \) as shown from A3 to D3. The burst limit is different and, despite the high value of \( e_0 \), has larger noise as shown in graph E3. At this limit, \( \langle n \rangle(t) \) maximum is \( \sim 45 \) reached after \( \sim 8 \) h. \( \langle n \rangle(t) + \sigma(t) \) reaches a maximum of \( \sim 120 \), indicating the noisiest response. For all pre-treatment conditions, the average number has not crossed the threshold.

The response to multi-doses treatment is shown in graphs F3 to J3. Table 1 shows the sequences of applications of a given drug in fractions of maximal tolerated dose, \( \xi_a \) and \( \xi_b \). The values were chosen aiming that the total amount of drugs is reduced in comparison with the single drug treatment. We also attempt to ensure a sigmoidal-like response such that the average number will reach at least \( \sim 100 \). Graph F3 shows the dynamics of response for 8 (or 20) doses of drug targeting \( f \) (or \( k \)) with \( \xi_a \) and \( \xi_b \) ranging from 0.9 to 0.5 (details in Table 1). The agenda enables a reduction of 20% in comparison with application of full doses (\( \xi_a = \xi_b = 1 \)). Because the pre-treatment gene is in a slow switching regime that leads to the slowest response as \( \langle n \rangle(t) \) crosses the threshold after \( \sim 40 \) h. It also has
The time-dependence of \( \sigma \) post-treatment parameter values. A strategy to reduce previously from DETANONOate and 5-AzaC, respectively, while \( N \) within the graphs in Fig. 2:

Graphs G to J3 show the simulations of the response for 6 (or 15) doses of drugs \( a \) (or \( b \)) with \( \xi_a \) and \( \xi_b \) ranging from 0.8 to 0.5 (see the Table 1). The cumulative reduction in full doses range from 29% to 35% (or from 23% to 35%) in \( \xi_a \) (or \( \xi_b \)). Graphs G3 to I3 show that \( \langle n \rangle(t) \) crosses the threshold after \( \sim 15 \) h. The curves \( \langle n \rangle(t) \pm \sigma(t) \) become closer as the value of \( \epsilon \) increases which indicates the direction to design treatment strategies with reduced response heterogeneity. Graph J3 shows the bursty pre-treatment condition. Here, \( \langle n \rangle(t) \) crosses the threshold after \( \sim 22 \) h and \( \langle n \rangle(t) + \sigma(t) \) reaches \( \sim 200 \), which indicates the noisiest response.

### 3.4. Enhancing ineffective treatments aiming all kinetic rates of model

Response to enhanced treatment is shown in Fig. 6 for five qualitatively different initial conditions aiming at optimal distribution. The hypothetical drug cocktail targets all rates of the model and the we reach an optimal response time and heterogeneity reduction for all qualitatively distinguishable initial conditions which in previous subsections led to unsatisfactory results. The pre-treatment distributions are shown by the red curves within the graphs in Fig. 2: A2, B3, C2, D3, E3 which, respectively, describe a bimodal, bimodal limit, table shaped, quasi-poissonian and burst steady state regimes of gene transcription. Our goal was to keep the average numbers of mRNAs around 100 and their fluctuations above the threshold. The decaying rates of the drugs affecting the drugs \( k \), \( \rho \), \( f \), and \( h \) are denoted by \( \lambda_i \), where \( i \) indicates the rate targeted by the drug. The decaying rate of the the drugs is fixed in h\(^{-1} \): \((\lambda_k, \lambda_\rho, \lambda_f, \lambda_h) = (0.25, 6, 0.05, 0.053)\), and maximal tolerated dose of drug \( i \) is denoted by \( \xi_i \) (\( \xi_2 = 1 \)). The values of \( \lambda_f \) and \( \lambda_k \) are the same used previously from DETANONQate and 5-AzaC, respectively, while \( \lambda_\rho \) and \( \lambda_h \) values were set based on mRNA–microRNA binding duration time [51] and \( h \) in BACH1 half-life [52].

The time-dependence of \( h(t) \) and \( \rho(t) \) is described following the same framework used for \( k(t) \) and \( h(t) \) – see Eqs. (5-8). To obtain the dynamics of the average number of mRNAs and of the standard deviation, we extend the previous formulation of the master equation of Eqs. (10) and (11) to all kinetic rates.

The standard deviation of the post-treatment probability distribution is set to be

\[
\sigma_1 = \sqrt{N_1 A_1 \left[ 1 + N_1 \frac{(1 - A_1)}{1 + \epsilon_1} \right]},
\]

which has a local minimum at \( N_1 \to 0 \) and a local maximum at

\[
A_1 = \frac{1}{2} \left( 1 + \frac{1 + \epsilon_1}{N_1} \right),
\]

where \( N \) is the maximal mRNA number, \( A \) is the steady state probability for the gene to be ON, \( \epsilon \) is the gene switching speed (Eq. 12) and the subscript 1 indicates aimed post-treatment parameter values. A strategy to reduce \( \epsilon_1 \) is to keep \( N_1 \geq 1 + \epsilon_1 \) (or \( k_1 \geq f_1 + h_1 + \rho_1 \)), which ensures that \( \epsilon_1 \) approaches the local maximum as \( A_1 \to 1 \). The reduction of \( \epsilon_1 \) values depends on the mean number \( \langle n \rangle_1 \) desired, so that \( \langle n \rangle_1 \approx A_1(1 + \epsilon_1) \).

### Table 1. The fractions \( \xi_a \) and \( \xi_b \) of maximal tolerated dose for treatment agendas of pre-treatment conditions in Fig. 5

| Graph | Sequence of number of doses \( \times \) fraction for | Cumulative reduction in |
|-------|---------------------------------|------------------------|
|       | \( \xi_a \) | \( \xi_b \) | \( \xi_a \) | \( \xi_b \) |
| F3    | 3 \( \times \) 0.9; 4 \( \times \) 0.8; 1 \( \times \) 0.5 | \( 5 \times 0.9; 10 \times 0.8; 5 \times 0.7 \) | 20% | 20% |
| G3    | 3 \( \times \) 0.8; 1 \( \times \) 0.7; 2 \( \times \) 0.5 | \( 5 \times 0.8; 10 \times 0.75 \) | 32% | 23% |
| H3    | 3 \( \times \) 0.8; 1 \( \times \) 0.7; 2 \( \times \) 0.5 | \( 5 \times 0.8; 10 \times 0.75 \) | 32% | 23% |
| I3    | 4 \( \times \) 0.7; 1 \( \times \) 0.6; 1 \( \times \) 0.5 | \( 15 \times 0.7 \) | 35% | 30% |
| J3    | 3 \( \times \) 0.7; 1 \( \times \) 0.65; 2 \( \times \) 0.6 | \( 5 \times 0.7; 5 \times 0.65; 5 \times 0.6 \) | 29% | 35% |
To enhance the previously ineffective treatments designs, we used the aforementioned optimization approach. Drugs dose and interval of application are set to enable $c_1 = 91$, which was found to be the value leading to the successful treatment design shown in Graphs D1 of Fig. 2. Indeed, that resulted on the best response dynamics of average number of RKIP mRNA’s as shown in Graph I1 of Fig. 3.

Graphs A4 and B4 show the dynamics of response to enhanced treatment when pre-treatment RKIP gene transcription is governed by a slow switching promoter giving raise to bimodal probability distributions ($c_0 \leq 1$). The previously ineffective treatment design aimed a bimodal and table-shaped regimens are, respectively, shown by green lines of Graphs A2 and B3 in Fig. 2. The dynamics of response to the enhanced treatment designs are shown in Graphs A2* and B3* of Fig. 6. Both optimized responses resulted from similar changes in kinetic parameters that caused an increase on $A_1$ and a reduction on $N_1$ and have similar agendas (detailed in Appendix B).

Enhanced treatment design aiming a pre-treatment fast switching gene shown in Graphs C4 and D4 of Fig. 6. The initial probability distributions are table-shaped and quasi-poissonian and have $c_0 > 1$. Previously, the response dynamics to ineffective treatment designs are shown in Graphs C2 and D3 of Fig. 2. The response to enhanced treatment having reduced heterogeneity and increased speed is shown in Graphs C2* and D3* of Fig. 6. The enhanced treatment agendas were the same in both cases (see parameters and agendas in Appendix B). The value of $\langle n \rangle_1$ was reduced in comparison to the ineffective treatment design because of the decrease of $N_1$ not being compensated by the increase of $A_1$.

The ineffective treatment design for an initially bursty regimen of RKIP transcription shown in Graph E3 of Fig. 2) is enhanced. The resulting post-treatment distribution is a quasi-poissonian. The dynamics of response to enhanced treatment design is shown, respectively, in Graphs E3* and E4 of Fig. 6. This enhancement required the largest reductions in $\langle n \rangle_1$ in comparison to the ineffective design by increasing $A_1$ and decreasing $N_1$. Note, however, the clear reduction on the standard deviations (heterogeneity) of the response. The parameters values and agenda applied are detailed in Appendix B.

Figure 6. The enhanced treatment designs resulting from distributions of Graphs A2, B3, C2, D3 and E3 of Fig. 2. We simulate a hypothetical cocktail of drugs changing all rates ($f, k, h, \rho$). The first row of graphs shows the pre (red lines) and post (green lines) treatment probability distributions governing the mRNA numbers. An asterisk is added to the labels to indicate that we are simulating the enhanced treatment design. The average number $\langle n \rangle$ for all pre-treatment distributions is 10 and for each post-treatment distribution is (103, 88, 63, 63, 44) following graphs from left to right, respectively. The second row shows the respective dynamic of responses to enhanced treatment design in Graphs A4–E4. Green lines indicate the average numbers of RKIP mRNAs, $\langle n \rangle$. Red lines show the one standard deviation around the average, $\langle n \rangle \pm \sigma$. Black dashed lines at $\langle n \rangle = 80$ indicate the threshold separating the mRNA expression levels in a healthy (above line) and cancer (below) cell. The parameters of post-treatment distributions and the agenda of doses of each enhanced treatment design are shown in Appendix B.
4. Discussion

When the binary model for regulation of gene expression is considered, it is useful to characterize the pre-treatment gene expression regime in terms of $A_0$, $e_0$, and $N_0$ (see Eq. 12). Those rates will affect the pre-existing (and post-treatment) noise on the number of mRNAs, see Eqs. 13 and 14 (and Figs. 3, 4, 5 and 6). Furthermore, the time of response to treatment also depends on $e_0$, because the decaying to steady state regime of the average number of mRNAs and its variance have both $\rho$ and $\epsilon \rho$ as their smallest rates (see Eq. 15). For $\epsilon > 1$ and $< 1$ the time for the system to reach the steady state is, respectively, $\propto \rho^{-1}$ and $\propto (\epsilon \rho)^{-1}$.

All trajectories of the average values shown in graphs of Fig. 4 reach a maximal (Graphs A2 to E2) or cross the threshold (Graphs F2 to J2) after an approximately fixed interval. That is because the component $\propto e^{-\epsilon t} \rho$ of $\langle n \rangle(t)$ is null as the treatment do not change the steady state probability for the gene to be ON (see Eq. A4). Additionally, the noise on treatment response, measured in terms of the trajectories of $\langle n \rangle(t) \pm \sigma(t)$, is larger when we have the smaller values of the relative switching speed. Inspection of trajectories shown in graphs A to D and F to I of Figs. 3, 4, and 5 helps to identify those features.

The pre-treatment condition which enables the fastest and least heterogeneous response takes place for higher values of the relative switching speed and for the probability for the gene to be ON being $> 0.1$. Graphs D and I of Figs. 3, 4, and 5 show that those are the conditions enabling the smallest differences between trajectories $\langle n \rangle(t) \pm \sigma(t)$. At this limit the gene is behaving as a quasi-Poissonian source of transcripts [19]. As the value of the pre-treatment switching speed is reduced from towards two, we have an increase on the noise of the treatment response, though the speed of response does not increase significantly, as shown in graphs C and H of Figs. 3, 4, and 5.

The bursty pre-treatment regime ($\epsilon_0 = 10$) leads to the noisiest responses to treatment, although being among the fastest ones. The noisy response to treatment occurs partially because when we simulated treatment scenarios shown in graphs E and J of Figs. 3, 4, and 5, the value of the $A(t)$ remained small. In that case, the dynamics would still remain in a transcriptional bursty regime. The small increase on $A(t)$ is because we assumed that the maximal tolerated dose of the drug responsible for increasing $f$ would cause the probability of the ON state to be $10 \times$ larger, independent of its pre-treatment value. Such an assumption needs to be confirmed by experimental studies and an alternative formulation might be proposed because of a lack of confirmation. Graphs B to E and G to J of Figs. 3, 4, and 5 show that the time of response to treatment are all similar since the rates of decay to steady state are $\leq \rho$ for $\epsilon \leq 1$.

The slow relative switching speed pre-treatment condition (here we set $\epsilon_0 = 0.1$, 1) establishes a challenging regime to be approached. The response is slower and noisier if one takes the strategies considered here. Graphs A and F of Figs. 3 and 5 indicate that the increase on the average number of mRNA is the slowest when we have the minimal $\epsilon$ despite treatment increasing $f$ will cause an increase of the relative switching speed.

In the high noise responses the trajectories $\langle n \rangle(t) \pm \sigma(t)$, do not cross the threshold. It indicates that, in a population of cells having the same regulatory conditions of expression of RKIP gene, the response to treatment is heterogeneous and may be insufficient. Therefore, the dosage and target need to be constructed to ensure a reduction on the response heterogeneity. That can be carried out by increasing the switching speed such that the gene expression will approach a quasi-Poissonian regime. Increasing the switching speed has also the benefit of reducing the time of response to therapy.

The responses to enhanced treatments shown in Fig. 6 (Graphs A4–E4) indicate the potential of the our approach to help on the design of low dose multi-drugs administered in pulses. The three qualitatively different pre-treatment regimens, namely slow bimodal, fast quasi-Poissonian, and bursty, have distinguishable response curves. Those are resulting from specificities of the enhanced treatment design aiming at keeping average mRNA numbers and deviations (heterogeneity) above the threshold.
The synthesis of RKIP protein may have a non-linear dependence of the mRNA numbers, because translation can be regulated by mechanisms such as mRNA stability, translational control and proteosomal degradation [50]. Hence, a theoretical approach considering translation might required the addition of two or more characteristic timescales depending on protein synthesis and degradation [53]. We emphasize that the amounts of RKIP mRNAs in our model are the net effect of the enhanced treatment, since its expression results from the interaction with a complex gene network. Our approach, however, provides the building blocks of gene networks [15] that can be used to understand the functioning of larger modules [10–12] and, hence, to further enhance treatment designs of cancer at metastatic stage.

To further improve our approach one needs to perform a data-based validation of our model. One possible experiment would involve the decrease of RKIP levels, using a siRNA approach to simulate different levels of activation of the RKIP gene. This would be a more specific and precise way to interfere in the RKIP pathway than using 5-AzaC. We could make different levels of RKIP inhibition by siRNA and see if the modeling can predict MEK and ERK phosphorylation levels, the expression of MAPK-induced genes, and the consequence of these activations in cell migration, proliferation, and invasion. The siRNA approach is not able to check the OFF state of the RKIP gene, however it is possible to use a CRISPR/CAS9 system to eliminate the RKIP gene, and then have the OFF state information. Inference methods would be employed on the estimation of parameter values and RKIP mRNA numbers.

Those experiments would help on the understanding of how the environmental information is processed by cells by investigating how regulation of expression of RKIP gene affects its relative downstream kinases. In a recent work, we demonstrated that the slow switching speed regime maximizes the mutual information between the number of transcripts and promoter activity [28]. This regime also coincides with condition of highly heterogeneous and slow response to treatment. Hence, we may ask whether it is relevant for a master regulatory gene to transmit information about its own promoter state and in which cellular context, namely, in a cancerous or healthy one. The answer to this question is important because it helps us to understand the role of noise and the conditions under which its reduction is desirable [27] as it happens when we have a negatively self-regulating gene.

5. Conclusions

In this manuscript we present a stochastic binary model for transcription of RKIP gene having treatment induced time-dependent kinetic rates. The exact solutions of this model are approximated using the exact solutions of the equivalent model having stationary kinetic rates. This is the simplest exactly solvable model to describe the regulated transcription of RKIP gene. That enable us to simulate the effect of the application of a drug that changes one (or multiple) kinetic parameters participating on the regulation of RKIP gene. To demonstrate the usefulness of our approach, we simulate three scenarios in which we aim to increase the number of RKIP mRNAs by means of increasing the:

i. OFF to ON switching rate using DETANONate; ii. the synthesis rate using 5-AzaC; iii. both rates of a gene using both drugs together. We show that treatment response speed and heterogeneity depends on the pre-treatment state of the gene. Then, we present an enhanced treatment design that ensures reduced heterogeneity and time of response. Besides useful to inspect treatment designs, the response to treatment may be used on inference of the kinetic constants of a given gene in a synthetic system.
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Appendix A. Formulæ

Appendix A.1. Steady state quantities

The steady state values of the moments of the stochastic binary model for regulation of gene expression are written explicitly. Those quantities were computed elsewhere [15,17,54] and here we denote the steady state probabilities of finding \( n \) gene products and the gene ON or OFF as \( \tilde{\alpha}_n \) or \( \tilde{\beta}_n \), respectively. The steady state probability of finding \( n \) gene products is denoted by \( \tilde{\phi}_n \), where \( \tilde{\phi}_n = \tilde{\alpha}_n + \tilde{\beta}_n \), and explicitly, it is given by:

\[
\tilde{\phi}_n(A_s,e,N) = \frac{N^n}{n!}(A_s e + n, e + n - N)
\]

where \((a)_n \equiv a(a+1) \cdots (a+n-1)\) is the Pochhammer symbol and \( M(a,b,z) = \sum_{m=0}^{\infty} \frac{(a)_m}{(b)_m} z^m \) is the KummerM function ([55], page 503). The probability of finding the gene ON, denoted by \( A_s \), is \( A_s = \sum_{n=0}^{\infty} \tilde{\alpha}_n \). The average number of gene products, denoted by \( \langle n \rangle_s \), is \( \sum_{n=0}^{\infty} n \tilde{\alpha}_n \). The partial average number of gene products for the gene being ON, denoted by \( \langle n \rangle_{s,s} \), is \( \sum_{n=0}^{\infty} n \tilde{\alpha}_n \). The average square number of gene products, denoted by \( \langle n^2 \rangle_s \), is \( \sum_{n=0}^{\infty} n^2 \tilde{\alpha}_n \). Eq. (12) gives the definition of \( A_s \) as a function of the kinetic constants. The remaining moments can be written in terms of the parameters given at Eq. (12),

\[
\langle n \rangle_s = A_s N \frac{1+A_s e}{1+e}, \quad \langle n^2 \rangle_s = A_s N \left(1 + N \frac{1+A_s e}{1+e}\right).
\]

Appendix A.2. Coefficients of Eqs. (15) and (16)

\[
Y = N \frac{(A_0 - A_s)}{1-e}, \quad V = \langle n \rangle_0 - Y - \langle n \rangle_s,
\]

\[
U_1 = U - 2Y \langle n \rangle_s, \quad W_1 = W - 2YV, \quad X_1 = X - V^2,
\]

\[
U = Y \left[1 + 2N \frac{1-e(1-A_s)}{2-e}\right], \quad W = \frac{2N}{1-e} \left[N(1-A_s) \frac{e(A_s-A_0)-A_0}{e+1} - A_s \langle n \rangle_0 + \langle n \rangle_s \right],
\]

\[
X = \langle n^2 \rangle_0 - \langle n^2 \rangle_s - U - (1+2 \langle n \rangle_s)V - W.
\]

Appendix A.3. Exact formulas for \( A(t) \), \( \langle n \rangle(t) \), and \( \langle n^2 \rangle(t) \)

\[
A(t) = A_s + (A_0 - A_s) e^{-(h+f)t},
\]

\[
\langle n \rangle(t) = A_s N \left(1 - \frac{1}{1+e} e^{-(h+f)\frac{n}{e+1}}\right),
\]

\[
\langle n^2 \rangle(t) = A_s N \left(1 + N \frac{1}{1+e} \frac{1}{1+e} e^{-(h+f)\frac{n^2}{e+1}}\right).
\]
\[ \langle n_a \rangle(t) = \langle n_a \rangle_s + Re^{-(h+f)t} + Se^{-\rho t} + Te^{-(f+h+\rho)t}, \]  
(A11)

\[ \langle n^2 \rangle(t) = \langle n^2 \rangle_s + Ue^{-(h+f)t} + (1 + 2\langle n \rangle_s)Ve^{-\rho t} + We^{-(f+h+\rho)t} + Xe^{-2\rho t}, \]  
(A12)

where

\[ R = Y[1 - e(1 - A_i)], \]

(A13)

\[ S = A_A \langle n \rangle_s + \frac{A_A e - A_0}{1 - e}, \]

(A14)

\[ T = \langle n_A \rangle_0 - \langle n_A \rangle_s - R - S. \]

(A15)

**Appendix B. Treatment parameters and the agenda of doses for enhanced treatment designs**

The following table shows the treatment parameters used to obtain the graphs of Fig. 6. The post-treatment kinetic rates, \((k_1, \rho_1, f_1, l_1)\), and distributions parameters, \((N_1, A_1, \langle n \rangle_1, \sigma_1)\), where set to enable the enhanced treatment designs. The number of doses is represented by \(n_l\) and the time interval between them by \(\tau_0\), where \(i\) indicates the aimed kinetic rate. For all treatments, \(\epsilon_1 = 91, n_f = 3\) and \(\tau_f = 10\).

| Graph | \((k_1, \rho_1, f_1, l_1)\) | \((N_1, A_1, \langle n \rangle_1, \sigma_1)\) | \((n_k, n_{pt}, n_0)\) | \((\tau_k, \tau_{pt}, \tau_0)\) |
|-------|-----------------|-----------------|-----------------|-----------------|
| A4    | (112, 0.83, 58, 18) | (135, 0.76, 103, 11.8) | (8, 30, 30) | (4, 1, 1) |
| B4    | (91, 0.67, 40, 21) | (136, 0.65, 88, 11.6) | (8, 30, 15) | (4, 1, 2) |
| C4/D4 | (44, 0.42, 23, 15) | (106, 0.6, 63.6, 9.6) | (30, 30, 30) | (1, 1, 1) |
| E4    | (235, 1.17, 23, 83) | (201, 0.22, 44, 10.9) | (8, 10, 10) | (4, 3, 3) |
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