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Abstract

Surface realisation is the last but not the least phase of Natural Language Generation, which aims to produce high-quality natural language text based on meaning representations. In this article, we present our work on SimpleNLG-TI, a Tibetan surface realiser, which follows the design paradigm of SimpleNLG-EN. SimpleNLG-TI is built up by our investigation of the core features of Tibetan morphology and syntax. Through this work, we provide a robust and flexible surface realiser for Tibetan generation systems.

1 Introduction

Natural Language Generation (NLG) aims to produces Natural Language based on various input like meaning representations or numeric data. NLG systems can be classified into text-to-text or data-to-text system according to the system input. Most early generation work in Tibetan focused on text-to-text generation by Neural Networks, for instance, Poem Generation (Chajia, 2019), Machine Translation (Yachao, 2017), Question Answering (Sun et al., 2019; Xiaoying, 2017). There is still a lack of theoretical studies and available resources for Tibetan generation research. To solve the latter problem, this paper offers a practical tool, SimpleNLG-TI, for generating Tibetan text.

Classical pipeline model (Reiter and Dale, 1997) proposed that a generation process shall accomplish six tasks, according to which the last but not the least phase of the process is surface realisation. Surface realisation aims to produce strings that conform to grammar rules, therefore it plays an important role on improving readability of output. To build up SimpleNLG-TI, we solve key theoretical and practical problems in Tibetan realising. Firstly, we build up a linguistic rule bank for SimpleNLG-TI by exploring morphology and syntax features in Tibetan such as function words, inflection, word order. Secondly, in order to develop a practical surface realiser we investigate how to apply the framework of SimpleNLG-EN to SimpleNLG-TI properly and reuse its code \(^1\).

The rest of this paper is organised as follows. In section 2, we discuss some related work. In section 3, we discuss Tibetan morphosyntactic characteristics and how to apply them into SimpleNLG-TI. Evaluation process is introduced in section 4. And we end with conclusion and future work.

2 Related Work

As an important member of Sino-Tibetan language, Tibetan has 3 major dialect areas in China and is used by about 8 million people around the world. A classic work (de Körös, 1834) analyzed phonetic and morphology, and syntax features of Tibetan. A primary feature of Tibetan is its SOV word-order, for instance, in the predicate of example (1) འོ་ (eat) locates at the end of the sentence. Moreover, there are abundant reductions in Tibetan. Both the original case འོ་ and its reduction form འོ་ are correct in example (1). In most situation, the reduction form is preferred.

\(^1\)We referred to SimpleNLG v4.4.8 rewrite by Bjascob https://github.com/bjascob/pySimpleNLG.
In this work, the coverage of SimpleNLG-TI mainly refer to two highly-respected grammar books (Jumian, 1987; de Körös, 1834), which offer us clear and operable grammar. Besides of the earlier work of linguistics, rich language resources have been collected for studies in data-driven Tibetan processing, for instance, a large scale Tibetan corpus has been built up (Liu et al., 2012) which provides SimpleNLG-TI with an available vocabulary.

As a significant phase of NLG, surface realisation has attracted much research attention and many surface realisers have been developed such as KPM (Bateman, 1997), YAG (McRoy et al., 2000), and OPENCCG (White, 2006). SimpleNLG-EN is an open source project (Gatt and Reiter, 2009,?), which allows it to be integrated into various language generation applications. For instance, in sentence generating (Sheikha and Inkpen, 2011) and sentence summarizing (Khan et al., 2015). To realise well-formed text, SimpleNLG-EN adopts rule-based approach based on lexicon and rules with rich linguistic knowledge. The paradigm of SimpleNLG has been successfully implemented into many natural language such as Chinese SimpleNLG-ZH (Chen et al., 2018) and German SimpleNLG-DE (Braun et al., 2019), and SimpleNLG-EnFr (Vaudry and Lapalme, 2013).

3 Coverage of SimpleNLG-TI

SimpleNLG-TI employs the framework of SimpleNLG-EN because of its comprehensive linguistic component definition. In process of designing and developing SimpleNLG-TI, we firstly build up a component set contains content words, function words, and highly-frequent phrases. Then, to realise linguistic components into a well-formed string, we also establish a rule bank includes orthography, morphology and syntax rules by making use of linguistic knowledge in Tibetan grammar books.

The rich morphological features of Tibetan lead to challenge for surface realisation task. In this work, we only focus on core morphological and syntactic characteristics that play important roles on realisation. Table 1 shows how generates the following sentence by SimpleNLG-TI.

| Tibetan: ཤིང་མཁན་གྱིས་ཤིང་ལྟ་རེས་ཡིས་བཅད། | English: A carpenter cut down a tree with axe. |

3.1 Morphology

Nouns and verbs are morphology varied in Tibetan, therefore SimpleNLG-TI takes inflections of nouns and verbs into account because of its significant role in surface realising.

3.1.1 Collective markers

In Tibetan, the concept of plural is realised by using various plural marks like རྣམས, ཇོ་, མཐའ་དག, སོགས, ངོ་, and ཕམ་. SimpleNLG-TI can realise four commonly used plural marks, i.e., རྣམས, སོགས, བོད་, and ཙོ་. The first three marks can be used with most nouns, yet the last one usually only following inanimate nouns. We provide several examples of different usages of plural marks as followed.

Example (2) shows a common noun student with two different plural marks རྣམས and ཙོ་ respectively, both of which express the meaning of students. An example of inanimate noun table is made in example (3). example (4) and (5) are instances of how to expressing plural concept of pronouns by བོད་ and ངོ་.

| (2) རྣམས(student) རྣམས(students) | (3) ཙོ་(table) ཙོ་(tables) |
| (4) ངོ(I) ངོ(we) | (5) བོད(he) བོད(they) |
3.1.2 Verb Tense

Tibetan verbs have three forms of inflection, that is, tense, imperative and the change of voices. Clearly rules of morphology changes are not founded yet, therefore SimpleNLG-TI has adopted a simplified model for verb realising. Example (6) is the three forms of verb བཟ བཟའ ཟོ eat. Example (7) is a special case whose three inflection are the same, which is not uncommon in Tibetan. The lexicon of SimpleNLG-TI contains more than 1,500 monosyllabic verbs for now, which includes the above inflection information.

(6) བཟ བཟའ ཟོ
    present  past  future  imperative
    eat     ate    will eat do eat

(7) རེག རེག རེག རེག
touch   touched  will touch do touch
present  past  future  imperative

3.2 Syntax

A simple sentence is normally composed of nouns (or noun phrases), verbs (or verb phrases), and function words such as case and aspect. In this section, we discuss word order in Tibetan briefly, then explain how SimpleNLG-TI realises noun and verb phrases.

3.2.1 Word order

Primary word order in Tibetan is Subject-Object-Verb(SOV), which means predicate normally locates at the end of a sentence. A predicate is normally composed of a verb (or verb phrase) or an adjective (or adjective phrase) (Li and Long, 2012).

Example (8) is a simple sentence which is composed of a noun and verb phrase. Take the process of realising (8) as an example, SimpleNLG-TI firstly realises the noun as an independent component, and then separately generates the elements of the verb phrase as an object and complement. The sentence mentioned earlier in this section can be realised by SimpleNLG-TI as sentence (9). In addition to realising a noun phrase and a verb phrase in the same way of (8), the case mark ཆིི is an essential input.

(8) Tibetan: ཆིིལ་བུ་ཅིག ཁྱིིལ་བུ་ཅིག
    I have a book.

(9) Tibetan: དེ་རྒ་གིས་དེ་རྒ་ལ་མི་འགྲོ
    The carpenter the tree with an axe cut down.

3.2.2 Negation

Negation words are མི, མི, མེད, and མིན, which modify nouns, verbs and adjectives. In this work, we follow investigations proposed by (Jieben, 2012), thus the rules of negation words using by SimpleNLG-TI are listed here.

1. Both མི and མི are treated as prepositional negatives, which are used to modify verbs and adjectives.
2. Besides of POS (i.e., part-of-speech), tense also determines the choice of negation words. In SimpleNLG-TI, མི is usually used in present and future tense like (10) and མི often used in past tense such as example (11).

(10) ལྟ་ཁུང་བའི་ཤིང་ཁྲུལ་ཤིང་ལྟ་རེས་ཡིས་བཅད།
go to school don’t go to school
(11) ལྟ་ཁུང་བའི་ཤིང་ཁྲུལ་ཤིང་ལྟ་མི་རེས་ཡིས་བཅད།
will go to school will not go to school

3. མི and མི is negation of འབེད and འབེད.

(12) འབེད་དེ་དགེ་རྒན་མིན།
    I’m a teacher.
(13) འབེད་དེ་དགེ་རྒན་མིན།
    I’m not a teacher.

3.2.3 Noun phrase and Adjective phrase

SimpleNLG-TI is capable of realising a noun phrase whose head word is modified by an adjective or noun. When modification is an adjective, SimpleNLG-TI can realised a noun phrase in two ways:

1. noun + noun/adjective like example (13)
2. adjective/pronoun + case + noun such as example (14)

The realisation of an adjective phrase follows the way of noun phrases, for instance, example (15). The adjective phrase is realized as a noun phrase, the adjective is the center word which is modified by the adverb.

(13) ཕྱིི་ + ཁྱུང་ = ཕྱིི་ཁྱུང་
    flower + beautiful = flower beautiful
(14) ཕྱིི་ + སྡེར་ + ལེགས་ = ཕྱིི་ལེགས་སྡེར་
    horse + yak + sheep = horse yak sheep

(15) ཕྱིི་ + བུ་ + བུ་ = ཕྱིི་བུ་བུ་
    flower + beautiful + beautiful = flower beautiful beautiful
3.2.4 Verb phrase
Structure of verb phrases is varied, which is partial because the head words can be simultaneously modified by various components such as auxiliary, adverb, etc.

According to whether a verb phrase contains case or not, SimpleNLG-TI realises verb phrases as follows.
1. noun + verb: in example (16) and (17)
2. noun + (case) + verb: object-verb structure realising such as example (18) and (19)

(14) 
beauty + case + flower = beautiful flower

(15) 
very + beautiful = very beautiful

3.3 Punctuation
SimpleNLG-TI can realise two punctuation, that is vertical symbol | and phonetic node ‘. As one of the most widely-used punctuation in Tibetan, phonetic node ‘ is used to separate two syllables and vertical symbol | to indicate boundary of two words, pause of words and sentences, and full stop of sentences. In some cases, there are exception in the usage of them.

When a sentence is ended with the character ས, the sentence ends without vertical symbol | such as example (10). If the last letter of a sentence is ས, the sentence ends with the combination of ས and | as shown in example (11).

Normally, the phonetic node ‘ is used similar with the white space in English such as example (13). In the situation of reduction raised by case, the phonetic node ‘ will be removed. For instance, in example (14) phonetic node ‘ of the syllable ས is removed the case ས is reduced.

4 Evaluation
Following the evaluation approach in early work (Soto et al., 2017; Fuentes et al., 2018), SimpleNLG-TI is evaluated by comparing its output with a golden standard. When an output is completely identical with the golden standard, then we take SimpleNLG-TI passes this unit test.

In this work, we take a test set as our golden standard, which is manually translated from the test set of SimpleNLG-EN. SimpleNLG-TI has successfully passed all 84 unit tests, which cover Tibetan linguistic features previous described in this paper. The result shows that this work can be used as a practical tool for NLG in Tibetan.

5 Conclusion
In this work, we propose SimpleNLG-TI (a Surface Realiser) for Tibetan generation, which is based on the framework of SimpleNLG-EN. We investigate main linguistic features (morphology and syntactic characteristics) and apply them into the development of SimpleNLG-TI. The realisation results of SimpleNLG-TI show that it is capable of generating well-formed text and is feasible to be deployed in Tibetan generation systems.

In the future, we plan to improve the performance of SimpleNLG-TI by taking more features into account, for instance, other types of phrases like adjective phrases and complex words and phrases. Moveover, we would like to test SimpleNLG-TI with practical Tibetan generation systems. The full Python package of SimpleNLG-TI will be publicly released on Github².
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