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Abstract—We provide an analysis and interpretation of total variation (TV) minimization for semi-supervised learning from partially-labeled network-structured data. Our approach exploits an intrinsic duality between TV minimization and network flow problems. In particular, we use Fenchel duality to establish a precise equivalence of TV minimization and a minimum cost flow problem. This provides a link between modern convex optimization methods for non-smooth type problems and maximum flow algorithms. We show how a primal-dual method for TV minimization can be interpreted as distributed network optimization. Moreover, we derive a novel condition on the network structure and available label information that ensures that TV minimization accurately learns (approximately) piece-wise constant graph signals. This condition depends on the existence of sufficiently large network flows between labeled data points. We verify our analysis in numerical experiments.

I. INTRODUCTION

We consider machine learning using partially labeled network-structured datasets that arise in signal processing [2], image processing [3], social networks, internet and bioinformatics [4]. Such data can be described by an “empirical graph,” whose nodes represent individual data points that are connected by edges if they are “similar” in an application-specific sense. The notion of similarity can be based on physical proximity (in time or space), physical connection (communication networks), or statistical dependency (probabilistic graphical models) [6]-[8].

Besides graph structure, datasets carry additional information in the form of labels associated with individual data points. In a social network, we might define the personal preference for some product as the label associated with a data point (user profile). Acquiring labels is often costly and requires manual labor or experiment design. Therefore, we assume to have access to the labels of only a few data points of a small “training set.” This paper aims at learning or recovering the labels of all data points based on the knowledge of the labels of only a few data points.

Network models lend naturally to scalable algorithms via message passing over the empirical graph [9]. Moreover, semi-supervised learning (SSL) methods borrow statistical strength between connected data points to overcome the absence of label information [5]. Indeed, many SSL methods rely on a cluster assumption: labels of close-by data points are similar [5], [10]-[12]. This assumption is at the heart of many successful methods in graph signal processing [13], imaging [14], trend filtering [15], anomaly detection [16], information retrieval [17], and social networks [4]. We implement this cluster assumption by treating the labels of data points as graph signals with a small TV, which is the sum of the absolute values of signal differences along the edges in the empirical graph. This turns SSL into a TV minimization problem [11], [14], [15], [18], [19].

TV minimization problems in grid-structured image data have been studied in [14], [20]. For arbitrary networks, [15] studied the statistical properties of TV minimization when applied to noisy but fully observed labels. Considering partially labeled datasets (with arbitrary network structure), [1], [18], [21] offer sufficient conditions on the network structure and label information such that TV minimization accurately learns the labels of all data points. These conditions are somewhat difficult to verify, as they involve the (unknown) cluster structure of the empirical graph. We present a novel condition, which can be verified by network flow algorithms (see Section VI-A), ensuring TV minimization to accurately learn labels that form a piece-wise constant graph signal.

The cluster assumption used in this paper is different from the smoothness assumption widely used in graph signal processing [5], [10]. The smoothness assumption requires connected nodes to have similar labels by forcing them to live in a small subspace spanned by a few eigenvectors of the graph Laplacian. In contrast, the cluster assumption allows the labels to vary significantly over edges between two different clusters (see Section II-C for more details).

While minimizing TV as well as minimizing the Laplacian quadratic form are both special cases of \(p\)-Laplacian minimization [12], [22], their statistical and computational properties are quite different. While the Laplacian quadratic form is a smooth convex function, the TV is a non-smooth convex function that requires more advanced optimization techniques such as proximal methods [14], [23]. Statistically, TV-based learning may be accurate in cases where the Laplacian quadratic form minimizer fails.

We analyze TV minimization using a variant of the nullspace property which provides necessary and sufficient conditions for the success of \(\ell_1\) based methods [24]-[26]. In a similar spirit [27] studies recovery of sparse signals defined on the edges of the empirical graph. In contrast, we study piece-wise constant signals defined on nodes.

This paper continues our studies [1], [18], [19] of statistical and computational aspects of SSL via TV regularization. The central theme of this paper is the duality between TV minimization and network flow problems. The relation between network flow problems and energy minimization has been studied mainly for discrete-valued graph signals [28]-[30]. However, it is not obvious how to generalize these methods.
to real-valued graph signals.

It turns out that the duality between TV minimization and network flow problems can be established in an elegant fashion using the concept of convex conjugate functions. This duality allows us to apply efficient convex optimization methods for TV minimization (see Alg. 1) to solve network flow problems and, in the other direction, unleashes existing network-flow algorithms [31] for TV minimization.

Our detailed contributions are:

- Our main result is Proposition 1 which states that the dual of TV minimization is equivalent to a minimum-cost network flow problem (see Section II).
- An immediate consequence is Corollary 2 which characterizes the solutions of TV minimization. In contrast to our previous work, Corollary 2 does not involve any signal model, such as piece-wise constant signals.
- We provide a novel interpretation of a message passing algorithm [19, Alg. 2] for TV minimization as distributed network flow optimization (see Section IV).
- Proposition 3 provides a new condition ensuring that TV minimization is accurate. In contrast to previous work [11], this condition can be verified easily using existing network-flow algorithms (see Section VI-A).
- We verify our theoretical analysis of TV minimization by several numerical experiments (see Section VI).

Outline. In Section II, we formulate SSL for network-structured data as a convex TV minimization problem. We then discuss in Section III how a dual problem of TV minimization can be defined. Exploiting the relation between TV minimization and its dual, we discuss in Section IV how to apply a particular instance of a proximal method [23] to obtain a solution to TV minimization (and its dual). As detailed in Section V, the resulting algorithm can be implemented as message passing on the empirical graph. In Section VI, we present a sufficient condition on the available label information and the empirical graph such that TV minimization delivers accurate label estimates. Numerical experiments are discussed in Section VI.

II. Problem Formulation

We formalize SSL with network-structured data as an optimization problem. Section II-A introduces relevant concepts of graph theory. Section II-B introduces the cluster assumption using graph signals with a small TV. A particular class of such graph signals is constituted by piece-wise constant graph signals as defined in Section II-B. The cluster assumption leads naturally to a formulation of SSL as a TV minimization problem, which we define and discuss in Section II-C.

Let us fix some notation. Given a vector \( x = (x_1, \ldots, x_n)^T \), we define the norms \( \|x\|_1 := \sum_{i=1}^n |x_i| \) and \( \|x\|_{\infty} := \max_{i=1,\ldots,n} |x_i| \). The signum \( \text{sign}(x) \) of a vector \( x = (x_1, \ldots, x_d) \) is the vector \( \text{sign}(x_1), \ldots, \text{sign}(x_d) \) \in \mathbb{R}^d \) with \( \text{sign}(x_i) = 1 \) for \( x_i > 0 \), \( \text{sign}(x_i) = -1 \) for \( x_i \leq 0 \).

The spectral norm of a matrix \( A \) is denoted \( \|A\|_2 := \sup_{\|x\|_2=1} \|Ax\|_2 \). For a positive semidefinite (psd) matrix \( Q \in \mathbb{R}^{n \times n} \), with spectral decomposition \( Q = \text{USU}^T \) with the diagonal matrix \( S = \text{diag}\{s_i\}_{i=1}^n \), the square root of psd \( Q \) is \( Q^{1/2} := \text{US}^{1/2} \text{U}^T \) with \( S^{1/2} := \text{diag}\{\sqrt{s_i}\}_{i=1}^n \). For a given psd \( Q \) we define the norm \( \|x\|_Q := \sqrt{x^T Q x} \).

The subdifferential of a function \( g(x) \) at \( x_0 \in \mathbb{R}^n \) is 
\[
\partial g(x_0) := \{ y \in \mathbb{R}^n : g(x) \geq g(x_0) + y^T (x-x_0) \text{ for any } x \},
\]
and its convex conjugate function is defined as 
\[
g^*(y) := \sup_{y \in \mathbb{R}^n} y^T \hat{y} - g(y).
\] (1)

A. The Empirical Graph

Consider a dataset of \( N \) data points (a graph signal) that can be represented as supported at the nodes of a simple undirected weighted graph \( G = (\mathcal{V}, \mathcal{E}, \mathbf{W}) \), where \( \mathcal{V} \) are nodes, \( \mathcal{E} \) are edges and \( \mathbf{W} \) are edge weights. Following [5], we refer to the graph \( G \) as the empirical graph associated with the dataset.

The nodes \( i \in \mathcal{V} = \{1, \ldots, N\} \) of the empirical graph \( G \) represent the \( N \) individual data points. In many applications, the goal is to determine (or infer) some relevant property encoded in the non-zero pattern of the weight matrix \( \mathbf{W} \in \mathbb{R}^{N \times N} \).

The undirected edges \( \{i, j\} \in \mathcal{E} \) of the empirical graph \( G \) connect data points which are considered similar (in some domain-specific sense). It will be convenient to represent the edges by the numbers \( \{1, \ldots, E = |\mathcal{E}|\} \).

For an edge \( \{i, j\} \in \mathcal{E} \), the nonzero value \( W_{i,j} > 0 \) represents the strength of the connection \( \{i, j\} \in \mathcal{E} \). The edge set \( \mathcal{E} \) is encoded in the non-zero pattern of the weight matrix \( \mathbf{W} \in \mathbb{R}^{N \times N} \),
\[
\{i, j\} \in \mathcal{E} \text{ if and only if } W_{i,j} > 0.
\] (2)

The neighborhood \( \mathcal{N}(i) \) and weighted degree (strength) \( d_i \) of node \( i \in \mathcal{V} \) are defined, respectively, as
\[
\mathcal{N}(i) := \{ j \in \mathcal{V} : \{i, j\} \in \mathcal{E} \},
\]
\[
d_i := \sum_{j \in \mathcal{N}(i)} W_{i,j}.
\] (3)

The maximum (weighted) node degree is
\[
d_{\text{max}} := \max_{i \in \mathcal{V}} d_i = \max_{i \in \mathcal{V}} \sum_{j \in \mathcal{N}(i)} W_{i,j}.
\] (4)

Without loss of generality we consider only datasets whose empirical graph does not contain isolated nodes, i.e., we assume that \( d_i > 0 \) for every node \( i \in \mathcal{V} \).

For a given undirected empirical graph \( G = (\mathcal{V}, \mathcal{E}, \mathbf{W}) \), we orient the undirected edge \( \{i, j\} \) by defining the head as \( e^+ = \min(i, j) \) and the tail as \( e^- = \max(i, j) \). The undirected edge \( \{i, j\} \) with nodes \( i < j \) becomes the directed edge \( (i, j) \). We use \( G \) and \( \mathcal{E} \) to also denote the oriented empirical graph and its directed edges, respectively. The incidence matrix \( \mathbf{D} \in \mathbb{R}^{E \times N} \) of the empirical graph \( G \) is
\[
D_{e,i} = \begin{cases} W_e & \text{if } i = e^+ \\ -W_e & \text{if } i = e^- \\ 0 & \text{else.} \end{cases}
\] (5)
The rows of \( \mathbf{D} \) correspond to the edges \( e \in \mathcal{E} \) while the columns represent nodes \( i \in \mathcal{V} \) of the empirical graph \( \mathcal{G} \). The row representing \( e = \{i, j\} \) contains exactly two non-zero entries in the columns corresponding to the nodes \( i, j \in \mathcal{V} \). It will be convenient to define the directed neighbourhoods (see (3)) of a node \( i \in \mathcal{V} \) as

\[
\begin{align*}
\mathcal{N}^+(i) &= \{ j \in \mathcal{V} : \{i, j\} \in \mathcal{E}, i < j \}, \\
\mathcal{N}^-(i) &= \{ j \in \mathcal{V} : \{i, j\} \in \mathcal{E}, i > j \}.
\end{align*}
\] (6)

B. Cluster Assumption

We assume that labels \( x_i \) are known at only a few nodes \( i \in \mathcal{V} \) of a (small) training set \( \mathcal{M} \subset \mathcal{V} \) (see Fig. 1). Our goal is then to learn the unknown labels \( x_i \) for all data points \( i \in \mathcal{V} \backslash \mathcal{M} \) outside the training set. This learning problem, which is known as SSL, translates to a graph signal recovery problem within our setting.

Given the signal samples \( x_i \) for data points \( i \in \mathcal{M} \) in the training set, we want to recover the entire graph signal \( x \in \mathbb{R}^\mathcal{V} \). This learning (or recovery) problem is feasible if the underlying graph signal \( x \) has a known structure. As mentioned above, a particular structure is obtained if the labels \( x_i \) conform with the cluster structure of the empirical graph \( \mathcal{G} \). Consider the graph signal \( x \in \mathbb{R}^\mathcal{V} \) constituted by disjoint clusters \( \mathcal{C} \) of a node \( i \in \mathcal{V} \). The cluster assumption requires similar signal values \( x_i \approx x_j \) at nodes \( i, j \in \mathcal{V} \) in the same well-connected subset (cluster).

We measure the “clusteringness” of a graph signal \( x \) using the weighted TV \([15, 33]\)

\[
\|x\|_{TV} := \sum_{\{i, j\} \in \mathcal{E}} W_{i,j}|x_j - x_i|.
\] (7)

As the notation indicates, \( \|x\|_{TV} \) defines a seminorm for graph signals \( x \). It is only a seminorm since it is zero also for non-zero (but constant) graph signals. The incidence matrix \( \mathbf{D} \) of the (oriented) empirical graph \( \mathcal{G} \) allows us to represent the TV of a graph signal \( x \) as

\[
\|x\|_{TV} = \|\mathbf{D}x\|_1.
\] (8)

Using the TV (7) to guide learning (signal recovery) methods turns out to be useful statistically and computationally. Indeed, as we discuss below, minimizing TV results in labels (signals) which are constant over well-connected subsets (clusters) of data points. Moreover, TV minimization can be implemented as highly scalable message passing over the underlying empirical graph (see Alg. 2).

The most simple model for graph signals conforming with the cluster assumption are piece-wise constant signals \([2]\)

\[
x_i = \sum_{l=1}^{\lfloor x_i \rfloor} a_l \mathcal{T}_{C_l}[i] \quad \text{with} \quad a_l \in \mathbb{R}, \quad \mathcal{T}_{C_l}[i] := \begin{cases} 1 & \text{for } i \in C_l, \\ 0 & \text{else.} \end{cases}
\] (9)

The signal model (9) uses an arbitrary but fixed partition

\[
\mathcal{F} = \{C_1, \ldots, C_{\lfloor x_i \rfloor}\}
\]

constituted by disjoint clusters \( C_l \subset \mathcal{V} \) (see Fig. 1). Our analysis will be applicable for an arbitrary choice for the partition underlying the signal model (9). However, our results are most useful for partitions which consist of well connected clusters (see Definition 3).

We emphasize that the learning algorithm we propose in Section V does not require knowledge of the partition \( \mathcal{F} \) underlying the signal model (9). The partition is only required for the analysis of the learning accuracy of this algorithm (see Section V).

The signal model (9) is an idealization which crucially simplifies the analysis of the statistical properties of TV minimization (see Section II-C). The graph signals arising in many applications will typically not be perfectly constant over clusters. However, Theorem 3 remains useful as long as the data (labels) can be well approximated by a piece-wise constant graph signal (9).

In Section V we characterize (see Definition 3) those partitions \( \mathcal{F} \), used in the model (9), which allow for accurate recovery of a (approximately) piece-wise graph signal from its values \( x_i \) at the nodes \( i \in \mathcal{M} \) of the training set. Our results indicate that piece-wise constant signals (9) can be learned accurately if the partition \( \mathcal{F} \) has a boundary with small weights. The boundary \( \partial \mathcal{F} \) of \( \mathcal{F} \) consists of the edges connecting nodes from different clusters, i.e.,

\[
\partial \mathcal{F} := \{\{i, j\} \in \mathcal{E} \mid i \in C_l \land j \not\in C_l \land j \not\in C_l \}.
\]

The boundary \( \partial \mathcal{F} \) is the union of the cluster boundaries

\[
\partial C_l := \{\{i, j\} \in \mathcal{E} \mid i \in C_l \land j \not\in C_l \}.
\] (10)

Recovering a piece-wise constant graph signal (9) may seem trivial given the availability of efficient clustering methods \([34-36]\). Indeed, it is natural to first obtain the partition \( \mathcal{F} \) underlying (9) using some clustering method and then perform cluster-wise averaging in order to obtain an estimate for the coefficients \( a_l \) in (9). Despite the conceptual simplicity of this approach, it has some challenges. Most existing clustering methods involve design parameters such as the number of clusters or distribution parameters of probabilistic (stochastic block) models. The proper choice (or learning) of these parameters can be non-trivial. Moreover, clustering methods do not exploit label information.

In what follows, we show how the recovery problem lends naturally to a TV minimization problem which, in turn, can be solved by efficient convex optimization methods. The resulting
algorithm (Alg. 1) does not involve any design parameters and can be implemented as scalable message passing (Alg. 2) on the empirical graph.

C. TV Minimization

The TV of a piece-wise constant graph signal \( \tilde{x} \) is
\[
\|\tilde{x}\|_{TV} = \sum_{i,j \in E} W_{i,j}|x_j - x_i|
\]
\[
\sum_{i,j \in \partial E} W_{i,j}|x_j - x_i|
\]
\[
\leq \left( \sum_{i,j \in \partial E} W_{i,j} \right) \max_{l,l' \in \{1,\ldots,|\mathcal{F}|\}} |a_l - a_{l'}|.
\]

Thus, if the partition \( \mathcal{F} \) has a small weighted boundary \( \sum_{i,j \in \partial E} W_{i,j} \), the graph signals \( \tilde{x} \) have a small TV \( \|\tilde{x}\|_{TV} \) due to (11).

A sensible strategy for learning a piece-wise constant graph signal is therefore via minimizing the TV \( \|\tilde{x}\|_{TV} \) among all graph signals which are consistent with the known labels \( \{x_i\}_{i \in \mathcal{M}} \). This is formulated as the optimization problem
\[
\hat{x} \in \arg\min_{\tilde{x} \in \mathbb{R}^N} \sum_{i \in \mathcal{E}} W_{i,j} |\tilde{x}_{j} - \tilde{x}_i| \quad \text{s.t.} \quad \tilde{x}_i = x_i \text{ for all } i \in \mathcal{M}
\]
\[
\leq \arg\min_{\tilde{x} \in \mathbb{R}^N} \|D\tilde{x}\|_1 \quad \text{s.t.} \quad \tilde{x}_i = x_i \text{ for all } i \in \mathcal{M}.
\]

Since the objective function and the constraints in (12) are convex, the optimization problem (12) is a convex optimization problem \([32]\). In fact, (12) can be reformulated as a linear program \([32\) Sec. 1.2.2].

The solution to (12) might not be unique.\footnote{Assume that no initial labels are available such that the training set \( \mathcal{M} \) would be empty. Then, every constant graph signal solves (12).} Any such solution \( \hat{x} \) is characterized by two properties: (i) it is consistent with the initial labels, i.e., \( \hat{x}_i = x_i \) for all nodes \( i \in \mathcal{M} \) in the training set; and (ii) it has minimum TV among all such graph signals.

We solve (12) using a recently proposed primal-dual method \([37]\). This approach is appealing since it comes with a theoretical convergence guarantee and can be implemented efficiently as message passing over the underlying empirical graph (see Alg. 2 below). The resulting algorithm bears some similarity to the class of label propagation (LP) algorithms for SSL on graphs \([2], [18]\). Indeed, LP algorithms can be interpreted as message passing methods for solving the optimization problem \([5\) Chap. 11.3.4.4]:
\[
\hat{x}^{(LP)} \in \arg\min_{\tilde{x} \in \mathbb{R}^N} \sum_{i,j \in \mathcal{E}} W_{i,j}^2 (\hat{x}_i - \hat{x}_j)^2
\]
\[
\text{s.t.} \quad \hat{x}_i = x_i \text{ for all } i \in \mathcal{M}.
\]

The learning problem (13) amounts to minimizing the weighted sum of squared signal differences \( (\hat{x}_i - \hat{x}_j)^2 \) over edges \( \{i,j\} \in \mathcal{E} \) in the empirical graph. In contrast, TV minimization (12) aims to minimize a weighted sum of absolute values of the signal differences \( |\tilde{x}_i - \tilde{x}_j| \). It turns out that using the absolute values of the signal differences (the TV) instead of the sum of squared differences (as in LP) results in piece-wise constant graph signals (see 9). In contrast, LP methods smooth out abrupt signal variations (see Section VI), making them unsuitable for data which can be (approximately) represented by piece-wise constant graph signals. LP methods have been shown to fail dramatically for random geometric graphs \([11]\).

TV minimization (12) and LP (13) are special cases of \(p\)-Laplacian minimization (12)
\[
\hat{x}^{(p)} \in \arg\min_{\tilde{x} \in \mathbb{R}^N} \sum_{i,j \in \mathcal{E}} (W_{i,j}|\tilde{x}_i - \tilde{x}_j|^p)^{p}\]
\[
\text{s.t.} \quad \hat{x}_i = x_i \text{ for all } i \in \mathcal{M}.
\]

Indeed, TV minimization (12) is obtained from (14) when \( p = 1 \), while the LP problem (13) is obtained when \( p = 2 \). The limiting case of (14) for \( p \to \infty \), is known as the \textit{minimal Lipschitz extension problem}, is studied in \([22]\). The work \([22]\) presents efficient solvers and proves stability of the solutions for (12) in this limiting case. However, while the algorithms in \([22]\) have high (combinatorial) complexity, we can solve TV minimization using efficient convex optimization methods (see Section IV).

The TV minimization problem (12) is also closely related to graph trend filtering \([15]\) and the more general network Lasso (nLasso) \([21], [39]\).
\[
\hat{x}^{(nl)} \in \arg\min_{\tilde{x} \in \mathbb{R}^N} \sum_{i \in \mathcal{M}} (\hat{x}_i - x_i)^2 + \lambda \|\tilde{x}\|_{TV}.
\]

By Lagrangian duality \([32], [40]\), there are values (which may depend on the initial labels \( x_i \)) for \( \lambda \) in (15) such that solutions of (15) coincide with those of (12). The tuning parameter \( \lambda > 0 \) in (15) allows us to trade a small empirical error \( \sum_{i \in \mathcal{M}} (\hat{x}_i^{(nl)} - x_i)^2 \) against a small TV \( \|\hat{x}^{(nl)}\|_{TV} \) of the learned graph signal \( \hat{x}^{(nl)} \). Choosing a large value of \( \lambda \) enforces a small TV of the learned graph signal. Using a small value for \( \lambda \) puts more emphasis on the empirical error. In contrast to nLasso (15), TV minimization (12) does not require any parameter tuning.

III. THE DUAL OF TV MINIMIZATION

TV minimization (12) involves non-differentiable objective function, which rules out gradient (descent) methods. However, both the objective function and the constraint set of (12) have a simple structure individually. This compositional structure of (12) can be exploited by studying an equivalent dual problem. It turns out that this dual problem has an interpretation as network (flow) optimization \([31]\). Moreover, by jointly considered the primal TV minimization (12) and its dual we obtain an efficient method for simultaneously solving TV minimization (12) and its dual (see Section IV).

In order to formulate the dual problem we first reformulate TV minimization (12) as an equivalent unconstrained convex optimization problem
\[
\hat{x} \in \arg\min_{\tilde{x} \in \mathbb{R}^N} f(\tilde{x}) = g(D\tilde{x}) + h(\tilde{x}),
\]
an instance of network optimization for the empirical graph for a primal-dual method for solving (12) (see Section IV).

The constraint set \( \mathcal{Q} = \{ \hat{x} \in \mathbb{R}^N : \hat{x}_i = x_i \text{ for all } i \in \mathcal{M} \} \) collects all graph signals which match the labels \( x_i \) on the training set \( \mathcal{M} \). The (extended-value) function \( h(x) \) in (16) is the indicator function of the convex set \( \mathcal{Q} \) (see [22]).

We can view (16) as the primal problem (or formulation) of TV minimization (12). The dual problem associated with TV minimization (12) is

\[
\hat{y} \in \arg\max_{y \in \mathbb{R}^E} \tilde{f}(y) := -h^*(-D^T y) - g^*(y). \tag{17}
\]

The objective function \( \tilde{f}(y) \) of the dual problem (17) is composed of the convex conjugates (see (11)) of the components \( h(x) \) and \( g(y) \) of the primal problem (16). These convex conjugates are given explicitly by

\[
h^*(\hat{x}) = \sup_{z \in \mathbb{R}^N} z^T \hat{x} - h(z)
\]

\[
= \begin{cases} 
\infty & \text{if } \hat{x}_i \neq 0 \text{ for some } i \in \mathcal{V} \setminus \mathcal{M} \\
\sum_{i \in \mathcal{M}} \hat{x}_i x_i & \text{otherwise}, 
\end{cases} \tag{18}
\]

and

\[
g^*(y) = \sup_{z \in \mathbb{R}^E} z^T y - g(z) = \sup_{z \in \mathbb{R}^E} z^T y - \|z\|_1
\]

\[
= \begin{cases} 
\infty & \text{if } \|y\|_\infty > 1 \\
0 & \text{otherwise}. 
\end{cases} \tag{19}
\]

The relation between the primal problem (16) and the dual problem (17) is made precise in [41] Thm. 31.3. First, the optimal values of (16) and (17) coincide:

\[
\min_{x \in \mathbb{R}^N} g(D\hat{x}) + h(\hat{x}) = \max_{y \in \mathbb{R}^E} -h^*(-D^T y) - g^*(y). \tag{20}
\]

The identity (20) is useful for bounding the sub-optimality \( \|\hat{x}\|_{TV} - \|\hat{x}\|_{TV} \) of a given candidate \( \hat{x} \) to the TV minimization (12). According to (20), given any (dual) vector \( y \in \mathbb{R}^E \), we can bound the sub-optimality as

\[
\|\hat{x}\|_{TV} - \|\hat{x}\|_{TV} \leq \|\hat{x}\|_{TV} + (h^*(-D^T y) + g^*(y)). \tag{21}
\]

Another consequence of the duality result [41] Thm. 31.3] is a powerful characterization of the solutions of the primal (16) and dual problem (17). In particular, a pair of vectors \( \hat{x} \in \mathbb{R}^N \) and \( \hat{y} \in \mathbb{R}^E \) are solutions to the primal (16) and dual problem (17), respectively, if and only if

\[
-(D^T \hat{y}) \in \partial h(\hat{x}), D\hat{x} \in \partial g^*(\hat{y}). \tag{22}
\]

Given any solution \( \hat{y} \in \mathbb{R}^E \) to the dual problem (17), any solution \( \hat{x} \) to the primal problem (16) and, in turn, to TV minimization (12) must be such that conditions (22) are satisfied. The optimality condition (22) is the launching point for a primal-dual method for solving (12) (see Section [11]).

It turns out that the dual (17) of TV minimization (12) is an instance of network optimization for the empirical graph \( \mathcal{G} \). To show this, we need the following definition.

**Definition 1.** A network flow \( f : \mathcal{E} \to \mathbb{R} \) with supplies \( v_i \), at the nodes \( i \in \mathcal{V} \), assigns each directed edge \( e = (i, j) \in \mathcal{E} \) some value \( f_e \in \mathbb{R} \). The flow has to satisfy the conservation law:

\[
\sum_{j \in \mathcal{N}^+(i)} f(i, j) - \sum_{j \in \mathcal{N}^-(i)} f(j, i) = v_i \text{ for each } i \in \mathcal{V}. \tag{23}
\]

For a given empirical graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathbb{W}) \), we will consider flows that satisfy the capacity constraints:

\[
|f_e| \leq w_e \tag{24}
\]

for some edges \( e \in \mathcal{E} \). Thus, we interpret the weights \( w_e \) of the empirical graph as capacities of a flow network. At a later point, we will make explicit those edges for which the capacity constraints (24) has been satisfied.

We can associate any dual vector \( y \in \mathbb{R}^E \) with a particular flow \( f(y) \) whose values are given by \( f_e(y) := w_e y_e \). It is then easy to verify that the flow \( f(y) \) satisfies the capacity constraints (24) and the conservation law (23) with supplies \( v_i \) if and only if

\[
\|y\|_\infty \leq 1, D^T y = v \text{ with } v = (v_1, \ldots, v_N)^T \in \mathbb{R}^N. \tag{25}
\]

Thus, the magnitude \( |f_e| \) of a dual vector entry represents the fraction of the edge capacity \( w_e \) flowing through edge \( e \in \mathcal{E} \).

**Proposition 1.** The dual problem (17) of TV minimization (12) is equivalent to the network optimization problem

\[
\max_{f \in \mathcal{R}} \sum_{i \in \mathcal{M}} x_i \sum_{j \in \mathcal{N}(i)} f(i, j), \tag{26}
\]

with the constraint set \( \mathcal{R} \) consisting of all flows that conform with (24) and (23) with supplies \( v_i \) satisfying

\[
v_i = 0 \text{ for all unlabeled nodes } i \in \mathcal{V} \setminus \mathcal{M}. \tag{27}
\]

In particular, \( y \) solves (17) if and only if the flow \( f(y) \), defined edge-wise by \( f_e(y) := w_e y_e \), solves (26).

**Proof.** The (extended-value) functions (18) and (19), which constitute the dual problem (17), implicitly constrain the dual vector \( y \) to satisfy (25) with supplies of the form (27). Thus, any optimal dual vector \( \hat{y} \) induces a flow \( f(\hat{y}) \in \mathcal{R} \). For any \( y \in \mathbb{R}^E \) such that the flow \( f(y) \) belongs to \( \mathcal{R} \), the objective functions in (26) and (17) coincide.

The problem (26) is an instance of a minimum-cost flow problem discussed in [31] Ch. 1. Various methods for solving minimum-cost flow problems are presented in [31].

Combining Proposition 1 with the primal-dual optimality condition (22) provides a characterization of the solutions of TV minimization in terms of particular network flows.

**Corollary 2.** Given networked data with empirical graph \( \mathcal{G} \) and labels \( \{x_i\}_{i \in \mathcal{M}} \), consider some flow \( \hat{f} \) which solves the minimum-cost flow problem (26). Let us denote the set of edges which are not saturated in \( \hat{f} \) by

\[
\mathcal{U} := \{(i, j) \in \mathcal{E} : |f_e| < w_e \}. \tag{28}
\]

Then, any solution \( \hat{x} \) of (12) satisfies \( \hat{x}_i = \hat{x}_j \) for each \( e = (i, j) \in \mathcal{U} \). Thus, given some optimal flow \( \hat{f} \) which solves (26),...
any solution to TV minimization is constant along edges which are not traversed by ŷ.

Proof. For the optimal flow ŷ define the dual vector ŷ = ŷ vex. According to Proposition 6, ŷ is a solution to the dual problem (17). For this particular (optimal) dual vector ŷ, any solution x to TV minimization has to satisfy the optimality condition (22). Using the right-hand condition in (23) and the properties of the sub-differential ∂g*(y) (see (19) and (41), Sec. 3.2) yields the statement.

Note that, for a particular edge e = {i, j} ∈ E in the empirical graph, once we find at least one optimal flow ŷ such that |fe| < We we are assured that every solution to TV minimization is constant along that edge e. However, to apply Corollary 2 we need an efficient means to construct or characterize flows which are optimal in the sense of (26). While there exist some well-known methods for solving minimum-cost flow problems (see [31]), we consider Corollary 2 mainly useful for (partially) characterizing the solutions of TV minimization. In order to actually solve TV minimization we will apply a different method which starts directly from the optimality conditions (22).

IV. A PRIMAL-DUAL METHOD

The solutions x of (16) are characterized by (41)

\[ 0 \in \partial f(x). \] (28)

Proximal methods solve (16) via fixed-point iterations of an operator P whose fixed-points are the solutions x of (28).

\[ 0 \in \partial f(x) \text{ if and only if } x = P x. \] (29)

In general, the operator P is not unique, i.e., there are different choices for P such that (29) is valid. These choices result in different proximal algorithms (23). One useful choice for P in (29) is suggested by the characterization (22) of solutions to the primal (16) and dual (17) form of TV minimization (12). The resulting method has been presented in [19, Alg. 1].

Let us detail the derivation of [19] Alg. 1 which is re-stated as Alg. 1 below. Rewrite the two coupled conditions (22) as

\[ \hat{x} - \nabla \hat{y} \in \hat{x} + \hat{\partial h}(\hat{x}) \]

\[ 2 \Lambda \hat{y} + \hat{y} \in \Lambda \hat{\partial g}^*(\hat{y}) + \Lambda \hat{\partial h} + \hat{y}, \] (30)

with the invertible diagonal matrices (cf. (2) and (3))

\[ \Lambda := (1/2) \text{diag} \{\lambda_{i,j} = 1/W_{i,j}\} \}_{i,j} \in E \in \mathbb{R}^{E \times E} \]

\[ \Gamma := (1/2) \text{diag} \{\gamma_i = 1/d_i\} \}_{i=1}^N \in \mathbb{R}^{N \times N}. \] (31)

The particular choice (31) ensures that (17) Lemma 2]

\[ \|\Gamma^{1/2} \Lambda^{1/2}\|_2 < 1, \]

which, in turn, guarantees convergence of the iterative algorithm we propose for solving (16).

Using the concept of resolvent operators (32), Sec. 1.1., we further develop the characterization (30) of solutions x to TV minimization (12). To this end we define the resolvent operators for the (set-valued) operators Λ∂g* and Γ∂h (see (16) as

\[ (I + \Lambda \hat{\partial g}^*)^{-1}(y) := \arg \min_{z \in \mathbb{R}^E} g^*(z) + (1/2)\|y - z\|^2_{\Lambda^{-1}}. \]

\[ (I + \Gamma \hat{\partial h})^{-1}(x) := \arg \min_{z \in \mathbb{R}^N} h(z) + (1/2)\|x - z\|^2_{\Gamma^{-1}}. \] (32)

Applying [42] Prop. 23.2 and [42] Prop. 16.44 to the optimality condition (30) yields the equivalent condition (for x, ŷ to be primal and dual optimal)

\[ x = (I + \Gamma \hat{\partial h})^{-1}(\hat{x} - \nabla \hat{y}) \]

\[ \hat{y} - 2(I + \Lambda \hat{\partial g}^*)^{-1} \Lambda \hat{\partial h} \hat{x} = (I + \Lambda \hat{\partial g}^*)^{-1}(\hat{y} - \Lambda \hat{\partial h} \hat{x}). \] (33)

The characterization (33) of the solution x ∈ ℝ^N for the TV minimization problem (12) leads naturally to the following coupled fixed-point iterations for finding a solution x of (12):

\[ \hat{y}^{(k+1)} := (I + \Lambda \hat{\partial g}^*)^{-1}(\hat{y}^{(k)} + \Lambda \hat{\partial h}(2\hat{x}^{(k)} - \hat{x}^{(k-1)})) \]

\[ \hat{x}^{(k+1)} := (I + \Gamma \hat{\partial h})^{-1}(\hat{x}^{(k)} - \Gamma \nabla \hat{y}^{(k+1)}). \] (34)

Here, we used the diagonal matrices defined in (31) as well as the incidence matrix D (see (5)). The fixed-point iterations (34) are obtained as a special case of the iterations (37) Eq. (41) when choosing θ = 1 (using the notation in (37)).

We implement the updates (34) by using simple closed-form expressions for the resolvent operators (32) (see [14, Sec. 6.2.] for more details):

\[ (I + \Lambda \hat{\partial g}^*)^{-1}(y) = (\hat{y}_1, \ldots, \hat{y}_N)^T, \hat{y}_i = y_i / \max\{|y_i|, 1\} \]

\[ (I + \Gamma \hat{\partial h})^{-1}(x) = (t_1, \ldots, t_N)^T, t_i = \frac{x_i}{\hat{x}_i} \text{ for } i \in M \]

\[ \hat{x}_i \text{ otherwise.} \] (35)

Inserting (35) into the updates (34) yields Alg. 1 for solving TV minimization (12). Note that Alg. 1 is a special case of [14] Alg. 1 which uses a more general version of step 2 in Alg. 1 of the form x := x^{(k)} + θ(x^{(k)} - x^{(k-1)}). Thus, step 2 in Alg. 1 is obtained for the particular choice θ = 1. This choice ensures convergence of Alg. 1 with an optimal (worst-case) converge rate (see [19]). The tuning of θ is beyond the scope of this paper. Another difference between Alg. 1 and [14] Alg. 1 is the explicit computation of the running average in step 8 (which is required for the convergence analysis underlying Proposition 2).

We emphasize that Alg. 1 does not require knowledge of the partition P underlying signal model (9). It also does not involve any tuning parameters.

There are various possible stopping criteria in Alg. 1 including using a fixed number of iterations or testing for sufficient decrease of the objective function (see (43) and Section VII). For testing if the objective function is decreased sufficiently, we can use the duality bound (21) on the sub-optimality of the current objective function value ||x^{(k)}||_TV. When using a fixed number of iterations, the following characterization of the convergence rate of Alg. 1 is helpful.

Proposition 2 (19). Consider the sequences x^{(k)} and y^{(k)} obtained from the update rule (34) and starting from some initializations x^{(0)} and y^{(0)}. The averages

\[ x^{(K)} = (1/K) \sum_{k=1}^K x^{(k)}, \text{ and } \hat{y}^{(K)} = (1/K) \sum_{k=1}^K \hat{y}^{(k)} \] (36)
Initialize: $k := 0, \hat{x} = \hat{x}^{(-1)} = \hat{x}^{(0)} = \hat{y}^{(0)} := \mathbf{0}$, $\gamma_i := 1/d_i$, $\lambda_{i,j} := 1/(2W_{i,j})$.

1: repeat
2: $\hat{x} := 2\hat{x}^{(k)} - \hat{x}^{(k-1)}$
3: $\hat{y}^{(k+1)} := \hat{y}^{(k)} + \Lambda \hat{D} \hat{x}$ with $\Lambda = \text{diag}(\lambda_{i,j})\{i,j\} \in E$
4: $\hat{y}_e^{(k+1)} := \hat{y}_e^{(k+1)} + \max(1,|\hat{y}_e^{(k+1)}|)$ for every edge $e \in E$
5: $\hat{x}^{(k+1)} := \hat{x}^{(k)} - \Gamma^T \hat{y}^{(k+1)}$ with $\Gamma = \text{diag}(\{y_i\}_{i \in V})$
6: $\hat{x}_i^{(k+1)} := x_i$ for every labeled node $i \in M$
7: $k := k + 1$
8: $\hat{x}^{(k)} := (1 - 1/k)x^{(k-1)} + (1/k)\hat{x}^{(k)}$
9: until stopping criterion is satisfied

Output: labels $\hat{x}_i := \hat{x}_i^{(k)}$ for all nodes $i \in V$

Algorithm 1 Primal-Dual Method for TV Minimization

Input: empirical graph $G$ with incidence matrix $D \in \mathbb{R}^{E \times N}$ (see (5)), training set $M$ with labels $\{x_i\}_{i \in M}$.

obtained after $K$ iterations of (34), satisfy

$$\|\hat{x}^{(K)}\|_\text{TV} - \|\hat{x}\|_\text{TV} \leq (1/(2K)) \left( \|\hat{x}^{(0)}\|_1 + \|\hat{y}^{(0)}\|_1 - \|\hat{x}^{(K)}\|_1 \right)$$

with $\hat{y}^{(K)} = \sign(D \hat{x}^{(K)})$. Moreover, the sequence $\|\hat{y}^{(0)} - \hat{y}^{(K)}\|_\Lambda - 1$, for $K = 1, 2, \ldots$ is bounded.

According to (37), the sub-optimality of Alg. 1 after $K$ iterations is bounded as

$$\|\hat{x}^{(K)}\|_\text{TV} - \|\hat{x}\|_\text{TV} \leq c/K,$$

where the constant $c$ does not depend on $K$ but might depend on the empirical graph $G$, via its weighted incidence matrix $D$ (5), as well as on the initial labels $\{x_i\}_{i \in M}$. The bound (38) suggests that in order to ensure reducing the sub-optimality by a factor of two, we need to run Alg. 1 for twice as many iterations. The upper bound (38) is tight among all message passing (local) methods for solving (12). In particular, the rate $1/K$ cannot be improved for a chain-structured empirical graph (see (19)).

As indicated by (44) Thm. 3.2, Alg. 1 is robust to numerical errors arising during the updates, which can be a crucial property for high-dimensional problems.

The computational cost of one iteration in Alg. 1 is proportional to the number of edges in the empirical graph $G$. This can be verified by noting that Alg. 1 can be implemented as message passing on the empirical graph (see Alg. 2). Thus, for a fixed number $K$ of iterations, the computational cost of Alg. 1 is proportional to the number of edges in the empirical graph. In contrast, the computational cost of state-of-the-art maximum flow algorithms can be considerably higher (43, 45). Moreover, while Alg. 1 allows for a rather straightforward implementation on modern big data computing frameworks (see Section V.L.O), this is typically more challenging for maximum flow methods which are (partially) based on combinatorial search (see (37) Sec. 3.3.).

We now show how to obtain a scalable implementation of Alg. 1 using message passing over the underlying empirical graph $G$. This message passing formulation, summarized in Alg. 2 (being a slight reformulation of (19) Alg. 2), is obtained by implementing the application of the graph incidence matrix $D$ and its transpose $D^T$ (cf. steps 2 and 5 of Alg. 1) by local updates of the labels $\hat{x}_i$, i.e., updates which involve only the neighbourhoods $N(i)$, $N(j)$ of all edges $\{i,j\} \in E$ in the empirical graph $G$.

Note that executing Alg. 2 does not require global knowledge (such as the maximum node degree $d_{\text{max}}$ (4)) about the entire empirical graph. Indeed, if we associate each node in the data graph with a computational unit, execution of Alg. 2 requires each node $i \in V$ only to store the neighboring values $\{y_{(i,j)}, W_{i,j}\}_{j \in N(i)}$ and $x^{(k)}_i$. Moreover, the number of arithmetic operations required at each node $i \in V$ during each time step is proportional to the number $|N(i)|$ of its neighbours $N(i)$. Thus, Alg. 2 can be scaled to large datasets which can be represented as sparse networks having small maximum degree $d_{\text{max}}$ (4). The datasets generated in many important applications are accurately represented by such sparse networks (47).

Algorithm 2 Distributed Implementation of Alg. 1

Input: empirical graph $G = (V, E, W)$, training set $M$ with labels $\{x_i\}_{i \in M}$.

Initialize: $k := 0, \hat{x} = \hat{y}^{(0)} = \hat{x}^{(-1)} = \hat{x}^{(0)} = \mathbf{0}$, $\gamma_i := 1/d_i$.

1: repeat
2: for all nodes $i \in V$: $\hat{x}_i := 2\hat{x}_i^{(k)} - \hat{x}_i^{(k-1)}$
3: for all edges $e = (i, j) \in E$:
4: $\hat{y}_e^{(k+1)} := \hat{y}_e^{(k)} + (1/2)(\hat{x}_e - \hat{x}_e^-)$
5: for all edges $e \in E$:
6: $\hat{y}_e^{(k+1)} := \hat{y}_e^{(k+1)} + \max(1,|\hat{y}_e^{(k+1)}|)$ for all nodes $i \in V$:
7: for all labeled nodes $i \in M$: $\hat{x}_i^{(k+1)} := x_i$
8: $k := k + 1$
9: until stopping criterion is satisfied

Output: labels $\hat{x}_i := \hat{x}_i^{(k)}$ for all $i \in V$.

Alg. 1 implicitly also solves the dual problem (17) of TV minimization (12). We might therefore interpret Alg. 2 as a message passing method for network optimization. In particular, associate the current approximation $\hat{y}^{(k)}$ for the optimal dual vector $\hat{y}$ (see (17)) with the flow $f^{(k)}: E \rightarrow \mathbb{R}$ having values $f_e^{(k)} := W_e \hat{y}_e^{(k)}$. Then, step 4 of Alg. 2 aims at enforcing
the capacity constraint \( \| f(k) \| \) for the flow \( f(k) \). Moreover, step 5 amounts to updating the current signal estimate \( \hat{x_i} \), for each unlabeled node \( i \in \mathcal{V} \setminus \mathcal{M} \), by the (scaled) demand induced by the current flow \( f(k) \). Thus, for each unlabeled node \( i \in \mathcal{V} \setminus \mathcal{M} \), we might interpret the signal estimates \( \hat{x_i} \) as the (scaled) cumulative demand induced by the flows \( f(k') \) for \( k' = 1, \ldots, k \). The labeled nodes \( i \in \mathcal{M} \) have a constant supply \( \hat{x_i} = x_i \), whose amount is the label \( x_i \). Step 3 of Alg. 2 balances discrepancies between accumulated demands \( \hat{x_i} \) at the different nodes by adapting the flow \( f((i,j)) \) through an edge \( e = (i, j) \in \mathcal{E} \) according to the difference \( (\hat{x_i} - \hat{x_j}) \).

V. WHEN IS TV MINIMIZATION ACCURATE?

We now provide conditions which ensure that any solution \( \hat{x} \) of TV minimization (12) is close to the true underlying graph signal \( x \) \( \in \mathbb{R}^N \) which can be well approximated by a piece-wise constant graph signal (9).

Since TV minimization (12) is a particular case of \( \ell_1 \) minimization (26), successful recovery is ensured by the stable analysis nullspace property (see [18, Lemma 5]).

As we show in Proposition 3 the stable analysis nullspace property is ensured if the nodes in the training set are sufficiently well connected to the cluster boundaries \( \partial \mathcal{F} \). To this end, we define the notion of resolving training sets.

**Definition 3.** Consider a partition \( \mathcal{F} = \{C_1, C_2, \ldots, C_{|\mathcal{F}|}\} \) of the empirical graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{W}) \) into disjoint subsets of nodes (clusters) \( \mathcal{C}_l \subseteq \mathcal{V} \). A training set \( \mathcal{M} \subseteq \mathcal{V} \) resolves the partition \( \mathcal{F} \) if, for any collection of signs \( \{b_i \in \{-1, 1\}\}_{i \in \partial \mathcal{F}} \), there exists a flow \( f : \mathcal{E} \rightarrow \mathbb{R} \) such that

\[
\begin{align*}
|f(i,j)| &= b_{i,j}2W_{i,j} \quad \text{for each } (i,j) \in \partial \mathcal{F} \\
\sum_{(i,j) \in \mathcal{E}} f(i,j) - \sum_{(j,i) \in \mathcal{E}} f(j,i) &= 0 \quad \text{for each } i \in \mathcal{V} \setminus \mathcal{M}.
\end{align*}
\]

We highlight that Definition 3 is only required for the analysis of the solutions of TV minimization (12). In order to use Alg. 1 for solving (12), we do not need any to place any requirements on the training set \( \mathcal{M} \). We can perfectly use Alg. 1 also when the training set \( \mathcal{M} \) does not resolve the partition \( \mathcal{F} \) underlying the signal model (9). However, in this case we cannot guarantee that the estimate delivered by Alg. 1 is close to the true underlying graph signal.

It is important to note that Definition 2 involves both the labeled training set \( \mathcal{M} \) and the partition \( \mathcal{F} \). For a given training set \( \mathcal{M} \), we can increase the chance of satisfying (19) by optimizing the partition \( \mathcal{F} \) underlying (9). Enlarging the training set \( \mathcal{M} \) (by acquiring more labels), will increase the chance of satisfying (19) as there are fewer unlabeled nodes for which the last condition in (19) has to be ensured.

**Definition 4.** A balanced network flow (across cluster boundaries) between the labeled nodes \( \mathcal{M} \). These network flows have to be such that the boundary edges \( e \in \partial \mathcal{F} \) are flooded (or saturated) with an amount of flow at least \( 2W_e \). The training set \( \mathcal{M} \subseteq \mathcal{V} \) depicted in Fig. 1 resolves the partition \( \mathcal{F} = \{C_1, C_2\} \).

**Proposition 3** (Thm. 4 in [18]). Consider data with empirical graph \( \mathcal{G} \) and true labels \( x_i \), forming a graph signal \( x \in \mathbb{R}^N \). We are provided with observed labels \( x_i \) at nodes in the training set \( \mathcal{M} \). If \( \mathcal{M} \) resolves the partition \( \mathcal{F} = \{C_1, \ldots, C_{|\mathcal{F}|}\} \), any solution \( \hat{x} \) of (12) satisfies

\[
\| \hat{x} - x \|_{TV} \leq 6 \min_{\{a_i\}_{i \in \mathcal{M}}} \| x - \sum_{l=1}^{\mathcal{F}} a_l I_{\mathcal{C}_l} \|_{TV}, \quad (40)
\]

For convenience, we spell out a bound on the error \( \hat{x}_i - x_i \) itself which is a direct consequence of (40).

**Corollary 4.** Under the same assumptions as in Proposition 3 any solution of (12) satisfies

\[
\max_{i \in \mathcal{V}} \| \hat{x}_i - x_i \| \leq 6d_{\max} \min_{\{a_i\}_{i \in \mathcal{M}}} \| x - \sum_{l=1}^{\mathcal{F}} a_l I_{\mathcal{C}_l} \|_1, \quad (41)
\]

**Proof.** The bound (41) is obtained from (40) using the inequality \( \| z \|_{TV} \leq d_{\max} \| z \|_1 \) (see (7)) with the maximum weighted degree \( d_{\max} \).

Thus, if the training set \( \mathcal{M} \) resolves the partition underlying (9), any solution \( \hat{x} \) to TV minimization (12) is close (in TV seminorm) to the true labels if they can be well approximated by a piece-wise constant graph signal (9). For labels forming exactly a piece-wise constant signal, we can specialize Proposition 3 as follows.

**Corollary 5** (Thm. 3 in [18]). Consider data with empirical graph \( \mathcal{G} \) and true labels \( x_i \), forming a piece-wise constant graph signal \( x \in \mathbb{R}^N \) (see (9)) over the partition \( \mathcal{F} = \{C_1, \ldots, C_{|\mathcal{F}|}\} \). If the training set \( \mathcal{M} \) resolves \( \mathcal{F} \), the solution \( \hat{x} \) of (12) is unique and coincides with \( x \).

We emphasize that Alg. 1 does not require knowledge of the partition \( \mathcal{F} = \{C_1, \ldots, C_{|\mathcal{F}|}\} \). Indeed, we could use Alg. 1 to determine the clusters \( \mathcal{C}_l \) if the underlying labels \( x_i \) form a piece-wise constant signal \( x_i = \sum_{l=1}^{\mathcal{F}} a_l I_{\mathcal{C}_l} \) with \( a_l \neq a_{l'} \) for different clusters \( l \neq l' \).

**Proposition 5** and Corollary 5 require the partition \( \mathcal{F} \) in (9) to be resolved by the training set \( \mathcal{M} \). The direct verification if a given partition is resolved by a particular training set is computationally challenging as it involves an exponential number of constraints (39) to be evaluated. However, if the empirical graph is modeled using a probabilistic model, such as the stochastic block model (SBM) (36), we can make use of large deviation results to determine network parameter regimes such that (39) is satisfied with high probability (38).

We now show how to verify the validity of (39) using maximum flow algorithms (31), (49). To this end, we define a particular subgraph \( \tilde{G}_l \) associated with the clusters \( \mathcal{C}_l \) of a partition \( \mathcal{F} = \{C_1, \ldots, C_{|\mathcal{F}|}\} \) which is resolved by \( \mathcal{M} \).

**Definition 6.** For a given cluster \( \mathcal{C}_l \subseteq \mathcal{V} \) within the empirical graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{W}) \), we define the augmented cluster subgraph \( \tilde{G}_l = (\mathcal{V} \cup \{0\}, \mathcal{E}_l, \mathcal{E}_l(0)) \) with nodes are constituted by the cluster \( \mathcal{C}_l \) and the additional node 0. The edge set \( \mathcal{E}_l \) of \( \tilde{G}_l \) is defined as

\[
\mathcal{E}_l = \{(i, j) \in \mathcal{E} : i, j \in \mathcal{C}_l \} \cup \{(0, i) : i \in \partial \mathcal{C}_l \cap \mathcal{C}_l\}. \quad (42)
\]
Thus, the edges \( E_t \) of the augmented cluster subgraph \( G_t \) are constituted by (i) the intra-cluster edges \( \{i, j\} \in \mathcal{E} : i, j \in C_t \) connecting nodes within cluster \( C_t \) of the empirical graph \( G \) and (ii) one additional edge \( \{i, i\} \) for each node \( i \in \partial C_t \cap C_t \) on the boundary of cluster \( C_t \). The weights \( C_{e}^{(t)} \) of the edges \( e \in E_t \) in the graph \( G_t \) are defined as

\[
C_{e}^{(t)} := W_{i,j} \text{ for every edge } e = \{i,j\} \in \mathcal{E} \text{ with } i,j \in C_t
\]

and

\[
C_{(0,i)}^{(t)} := 2 \sum_{j \in N(i) \cap C_t} W_{i,j} \text{ for each node } i \in \partial C_t \cap C_t.
\]

To illustrate Definition 6, Fig. 2 depicts the augmented subgraphs of the clusters in the empirical graph in Fig. 1. Each subgraph is obtained from a cluster \( C_t \) by adding edges from each boundary node \( i \in \partial C_t \) to the augmented node \( 0 \). The numbers indicate the capacity constraints \((43)\) along the edges.

**Proposition 4.** Consider an empirical graph \( G = (\mathcal{V}, \mathcal{E}, \mathcal{W}) \) which is partitioned into the clusters \( \mathcal{F} = \{C_1, \ldots, C_{|\mathcal{F}|}\} \). Assume that each cluster \( C_t \) contains at least one labeled node \( i^{(t)} \in C_t \cap \mathcal{M} \) from the training set \( \mathcal{M} \subseteq \mathcal{V} \). If, for each cluster \( C_t \), the corresponding subgraph \( G_t \) (see Definition 6) supports a network flow (using the capacities \((43)\) and \((44)\) for the capacity constraints \((24)\) of value 2 \( \sum_{e \in \partial C_t} W_e \) between the source node \( i^{(t)} \) and the sink node \( 0 \), then the training set \( \mathcal{M} \) resolves the partition \( \mathcal{F} \).

**Proof.** Consider a particular cluster \( C_t \) containing the labeled node \( i^{(t)} \in C_t \cap \mathcal{M} \). By assumption, the associated subgraph \( G_t \) supports a network flow between \( i^{(t)} \) and the extra node 0 of value 2 \( \sum_{e \in \partial C_t} W_e \). The max-flow/min-cut theorem (see [50 Thm. 6.1.6]) implies that this flow value can only be achieved if, for each subset \( A \subseteq C_t \setminus \{i^{(t)}\} \), the total capacity of the edges \( \{i, j\} \in \mathcal{E} : i \in A, j \in C_t \setminus A \) is at least as large as twice the total capacity of the edges \( \{i, j\} \in \mathcal{E} : i \in A, j \in \mathcal{V} \setminus C_t \) for each cluster \( C_t \) of the partition \( \mathcal{F} \).

\[
\sum_{\{i,j\} \in \mathcal{E} : i \in A, j \in C_t \setminus A} W_{i,j} \geq 2 \sum_{\{i,j\} \in \mathcal{E} : i \in A, j \in \mathcal{V} \setminus C_t} W_{i,j}.
\]

The validity of \((43)\), for each cluster \( C_t \) of the partition \( \mathcal{F} \), implies via Hoffman’s circulation theorem [50 Thm. 10.2.7] the existence of a network flow satisfying the requirements \((39)\) for the training set \( \mathcal{M} \) to resolve the partition \( \mathcal{F} \).

In Section VI-A we will demonstrate the usefulness of Proposition 4 for certifying the accuracy of Alg. 1. Moreover, we can combine Proposition 4 with existing results from graph sampling to characterize TV minimization for empirical graphs that can be well approximated by an SBM. In particular, [48, Theorem 2.1] allows us to verify if the conditions of Proposition 4 are satisfied (with high probability) based on the expected values of cuts in the graph \( G \). According to Proposition 4 TV minimization is accurate if there exists a flow from the labeled nodes \( \mathcal{M} \cap C_t \) in each cluster to its boundary \( \partial C_t \) of value 2 \( \sum_{e \in \partial C_t} W_e \). A simple argument based on [48] Theorem 2.1 shows that this condition is satisfied with high probability for an SBM (with cluster sizes not too small), whenever

\[
|\mathcal{M} \cap C_t| p_{\text{in}} \gg 2 p_{\text{out}} (|\mathcal{V}| - |C_t|).
\]

Here, \( p_{\text{in}} (p_{\text{out}}) \) denotes the probability that two nodes from the same cluster (from different clusters) are connected by an edge. Condition \((46)\) allows to characterize parameter regimes for the SBM such that TV minimization can recover piecewise constant signals from a given number of labeled nodes. We will verify condition \((46)\) empirically in Section VI-B.

Proposition 3 and Corollary 5 requires each cluster \( C_t \) in \((9)\) to contain at least one labeled node \( i \in \mathcal{M} \) (see Definition 3). However, even if this condition is not met we still can say something about the solutions of TV minimization \((12)\). In particular, the optimality condition \((22)\) requires any solution \( \hat{x} \) of TV minimization \((12)\) to be constant around labeled nodes \( i \in \mathcal{M} \). The graph signal \( \hat{x} \) can only change along edges \( e = \{i,j\} \in \mathcal{E} \) which are saturated, i.e., \( |g_e| = 1 \) holds for every dual solution \( y \) of \((17)\) (see Corollary 2).

**VI. Numerical Experiments**

We assess the statistical and computational performance of Alg. 1 using numerical experiments involving synthetic and “real-world” data. The first experiment discussed in Section VI-A revolves around an ensemble of synthetic datasets whose empirical graphs consist of two clusters with varying level of connectivity. We verify the recovery condition provided by Proposition 3 by computing the recovery error of Alg. 1 as the cluster connectivity varies. Section VI-B discusses the application of TV minimization to a synthetic empirical graph generated using an SBM. In Section VI-C we verify the scalability of Alg. 1 by implementing its message passing formulation Algorithm 2 in a big data framework. Finally, in Section VI-D we discuss the application of Alg. 1 to data obtained from a Danish road network.

To allow for reproducible research, we have made the source code for the numerical experiments discussed in Section VI-A and Section VI-B available at [https://github.com/alexjungaalto/ResearchPublic/tree/master/TVMin](https://github.com/alexjungaalto/ResearchPublic/tree/master/TVMin). The source code for the numerical experiments discussed in Section VI-C and Section VI-D can be found at [https://github.com/Dru-Mara/GraphSignalRecovery](https://github.com/Dru-Mara/GraphSignalRecovery).

**A. Two-Cluster Graph**

In this experiment, we generate an empirical graph \( G \) by first generating two clusters \( C_1 \) and \( C_2 \) of size \( N/2 = 100 \) drawn
from an Erdős-Renyi ensemble with varying edge occurrence probability. We then connected those two clusters by randomly placing edges between them. The resulting empirical graph \( G \) is then assigned a piece-wise constant graph signal \( x \) of the form (9) using the partition \( \mathcal{F} = \{ C_1, C_2 \} \). We apply Alg. 1 to recover the graph signal \( x \) based only on its values at the nodes in the training set \( \mathcal{M} \) which contains exactly one node from each of the two clusters, i.e., \( |\mathcal{M}| = 2 \).

Using Proposition 4 we can verify if the partition \( \mathcal{F} = \{ C_1, C_2 \} \) is resolved by the training set \( \mathcal{M} \) by computing, for each cluster \( C_i \) the network flow between the labeled node \( i \in C_i \cap \mathcal{M} \) and the boundary \( \partial C_i \). Let \( \rho^{(l)}(i) \) denote the resulting flow value, normalized by the total weight of the boundary \( \sum_{e \in \partial C_i} W_e \). According to Proposition 4 the partition \( \mathcal{F} \) is resolved by \( \mathcal{M} \) if \( \rho^{(l)}(i) \geq 2 \) for all \( l = 1, 2 \).

In Fig. 3 we depict the normalized mean squared error (NMSE) \( \varepsilon := \frac{\|x - \hat{x}(k)\|_2^2}{\|x(k)\|_2^2} \) incurred by Alg. 1 (averaged over 10 i.i.d. simulation runs) for varying connectivity, as measured by the empirical average \( \bar{\rho} \) of \( \rho^{(1)} \) and \( \rho^{(2)} \) (which have the same distribution due to the symmetric graph construction). The results in Fig. 3 agree with our analysis (see Proposition 4 and Proposition 3) which predicts that TV minimization Alg. 1 is accurate (incuring small NMSE) if the cluster \( C_1 \) and \( C_2 \) are well connected such that \( \rho^{(1)}, \rho^{(2)} \geq 2 \).

As indicated in Fig. 3 TV minimization fails to recover piece-wise constant graph signals \( x \) of the form (9) if the cluster connectivity \( \bar{\rho} \) is too small. We have depicted, for one particular realization of the two-cluster graph \( G \) with connectivity \( \bar{\rho} \approx 0.26 \), the graph signal estimate obtained from TV minimization via Alg. 1 in Fig. 4. Clearly, in this case TV minimization fails to correctly identify the underlying cluster structure and assigns many nodes to the signal values of the wrong cluster. We have also included the estimates obtained from nLasso (15) for different choices for the parameter \( \lambda \). According to Fig. 4 the nLasso estimates tend to be forced towards zero while TV minimization results in signal values more close to the initial labels \( x_1 = 1/10 \) and \( x_{200} = -1/10 \).

**B. Stochastic Block Model**

In this experiment, we generate an empirical graph \( G \) using the SBM [30]. The graph \( G \) consists of three clusters \( C_1, C_2 \) and \( C_3 \), each consisting of 10 nodes. An edge is placed between nodes \( i, j \) with probability \( p_{in} \) if they are in the same cluster and with probability \( p_{out} \) if they are from different clusters.

The empirical graph \( G \) is then assigned a piece-wise constant graph signal \( x \) (see (9)) using the partition \( \mathcal{F} = \{ C_1, C_2, C_3 \} \). We apply Alg. 1 to recover the graph signal \( x \) from its values at the nodes in the training set \( \mathcal{M} \) which contains exactly five nodes from each cluster such that \( |\mathcal{M}| = 15 \).

The (non-rigorous) condition (46) suggests that Alg. 1 delivers an accurate estimate of \( x \) whenever \( p_{in} / p_{out} \gg (2/|\mathcal{M} \cap C_l|(|V| - |C_l|)) \) for all \( l = 1, 2, 3 \). Inserting the particular SBM parameters used in this experiment yields the condition \( p_{in} / p_{out} \gg 8 \).

In Fig. 5 we depict the normalized mean squared error (NMSE) \( \varepsilon := \frac{\|x - \hat{x}(k)\|_2^2}{\|x(k)\|_2^2} \) incurred by Alg. 1 (averaged over 100 i.i.d. simulation runs) for varying ratio \( p_{in} / p_{out} \) of SBM edge probabilities \( p_{in}, p_{out} \). The results in Fig. 5 agree with the (non-rigorous) condition \( p_{in} / p_{out} \gg 8 \) such that TV minimization correctly recovers a piece-wise constant graph signal from few labeled nodes.
C. Big Data Framework Implementation

We have implemented Alg. 2 using the higher-level programming interface GRAPHX [51] for the large-scale distributed computation framework SPARK [52]. The central concept of this framework is the distributed data structure (RDD) which is used to represent graph nodes, edges and associated signal values. Computations on graph data amount to transformations applied to RDDs. These RDD transformations are executed using efficient low-level distributed computing primitives [52].

Using this implementation, we applied 2 to synthetic data obtained from the Lancichinetti-Fortunato-Radicchi (LFR) network model [53]. The probabilistic LFR model is widely used for benchmarking network algorithms [53] and aims at imitating some key characteristics of “real-world” networks such as the internet [4].

In order to study the scalability of Alg. 2 we generated empirical graphs (using the LFR model) of varying size. We then measured the execution time of Alg. 2 for a fixed number of 100 iterations.

As indicated by Fig. 6, the execution time scales linearly with the size (number of nodes) of the empirical graph. Fig. 6 also illustrates the effect of adding worker nodes to the cluster. In particular, for an empirical graph with size $|V| = 10^5$, we determined the execution time of Alg. 2 when the number of worker nodes is increased from 1 up to 8. As expected, the execution time decreases with increasing number of worker nodes. This decrease in execution time is, however, not exactly proportional to the increase of worker nodes due to communication overhead and data fragmentation associated with parallel computation frameworks [54].

D. Road Network

In this experiment we consider a dataset with empirical graph $G_3 = (V, E, W)$ representing a road network in North Jutland (Denmark) [55], [56]. The edges $E$ of the graph $G_3$ represent segments of road, and the nodes $V$ are intersections or terminations of roads. The empirical graph $G_3$ contains $N \approx 4 \cdot 10^5$ nodes and $E \approx 3.7 \cdot 10^6$ edges. The edge weights $W_{i,j}$ are obtained from the great-circle distances between intersections, measured in kilometres.

Each node $i \in V$ of $G_3$ is labeled with the elevation $x_i \in \mathbb{R}$ (relative to sea level) of the corresponding location in the road network. We construct a training set $\mathcal{M}$ by selecting $|V|/10$ nodes of $G_3$ uniformly at random. Based on the labels of the nodes in the training set, we recover (predict) the labels on the remaining nodes using Alg. 1, nLasso [15] and LP [13]. The results are presented in Fig. 7 which depicts the NMSE achieved by the different algorithms after a certain number $k$ of iterations (the iterations of the three methods having similar computational complexity).

As indicated by Fig. 2 TV minimization Alg. 1 converges rapidly to a solution with smaller NMSE than nLasso (with manually tuned $\lambda$ in [15]) and LP [13].

VII. CONCLUSION

We have offered an analysis of the computational and statistical properties of TV minimization from a network flow perspective. Using a network flow perspective allowed us to derive conditions on network structure and available label information such that TV minimization accurately learns piecewise constant graph signals. We have also obtained a novel interpretation of primal-dual methods for TV minimization as distributed methods for network (flow) optimization.

Several topics for follow-up research can be identified. First, we plan to extend our network-flow based analysis of TV minimization to the closely related nLasso problem. This seems to be quite straightforward and might require merely a minor modification of the network flow constraints used to measure
cluster connectivity. Regarding computational properties of TV based methods, we consider extending work on partial linear convergence of non-smooth Lasso type problems to TV minimization and lasso. It turns out that such problems can be solved by iterative methods that converge linearly (at a geometric rate) up to a sub-optimality on the order of the intrinsic estimation error, which cannot be overcome by any algorithm. Using the duality of TV minimization and network flows, such results would have immediate consequences for the complexity of network flow (and clustering) problems. As to the statistical properties of TV minimization, it would be interesting to extend our analysis from piece-wise constant to piece-wise smooth graph signals.

We expect our work to initiate cross-fertilization between network science and compressive graph signal processing. Convex methods for TV minimization are computationally attractive methods for handling massive networks and it would be interesting to investigate if they might outperform state-of-the-art network algorithms in some settings.

On the other hand, the duality of TV minimization and network flow optimization suggests new routes for combining primal-dual methods for TV minimization with existing methods for clustering and computing (approximating) maximum network flows. In particular, we might use maximum flow methods to (approximately) solve the dual of TV minimization in order to obtain an initial solution for TV minimization via the primal-dual optimality condition presented in Section III. The initial estimates for the solutions of the primal and dual problem might then, in turn, be used to warm-start the primal-dual iterations underlying Alg. 1.
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