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\textbf{Abstract.} This paper presents the formalization of the matrix inversion based on the adjugate matrix in the HOL4 system. It is very complex and difficult to formalize the adjugate matrix, which is composed of matrix cofactors. Because HOL4 is based on a simple type theory, it is difficult to formally express the sub-matrices and cofactors of an \(n\)-by-\(n\) matrix. In this paper, special \(n\)-by-\(n\) matrices are constructed to replace the \((n-1)\)-by-\((n-1)\) sub-matrices, in order to compute the cofactors, thereby, making it possible to formally construct the adjugate matrices. The Laplace’s formula is proven and the matrix inversion based on the adjugate matrix is then inferred in HOL4. The paper also presents formal proofs of properties of the invertible matrix.
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\section{1 Introduction}

Matrix theory is widely applied in many areas, and a great deal of research and development is currently being conducted on vector, matrix, and space transformation in some theorem provers. Yatsuka Nakamura et al. presented the formalization of a matrix of real elements, and Nobuyuki Tamura et al. described the determinant and inverse of a matrix of real elements in Mizar\textsuperscript{4, 5}. Ioana Pasca formalized interval matrices and verified the conditions for their regularity in the COQ system\textsuperscript{7, 8}. Steven Obua described in\textsuperscript{6} how the vector and matrix can be formalized in Isabelle/HOL. John Harrison formalized the real vector type \(\mathbb{R}^N\) for a variable \(N\) and verified many properties about the real matrix and Euclidean space in HOL-light\textsuperscript{1, 2}. To the best of our knowledge, there is no explicit form of the inverse matrix in existing theorem provers.

* Corresponding author.
We think that there are two main difficulties in formalizing the matrix inversion. First, it is not easy to describe \((n-1)\)-ary space based on a simple type theory \([9, 10]\), even though sets with an \(n-1\) size can be generalized using the complement of one element subset \([11, 12]\). More importantly, \(R^{(n-1)\times(n-1)}\) and \(R^{n\times n}\) are different types, so it becomes very difficult to define the minor using the determinant of the sub-matrix. Accordingly, it is hard to explicate the inverse matrix using an analytic solution.

Indeed, it is very difficult to describe an \((n-1)\)-ary square matrix in HOL4. However, the cofactors of a matrix can be defined using the determinant of an \(n\)-by-\(n\) rather than an \((n-1)\)-by-\((n-1)\) matrix. Therefore, we constructed an \(n\)-by-\(n\) matrix, the determinant of which is equal to the cofactor. With such a method, the problem of the expression of the cofactor is solved. And then, the explicit form of the inverse matrix can be formalized using the adjugate matrix.

In this paper, we start from definitions of invertibility and the inverse matrix, and prove some important properties about the inverse matrix. Then, we systematically give formal definitions of the cofactor and the adjugate matrix, and formal proof of Laplace’s formula. Finally, we formalize the matrix inversion and prove some major theorems about it.

2 Formalization of the invertible matrix

2.1 Definition of invertibility and the inverse matrix

Nonsingular linear transformation and its inverse transform have been applied in many important areas. The matrix is the operator of the space transform. General linear groups are such groups, the objects of which are all nonsingular matrices of a given size and the operation is matrix multiplication, since every element in a group has to be invertible. The multiplicative inverse of a nonsingular matrix is the inverse matrix.

In linear algebra an \(n\)-by-\(n\) (square) matrix \(A\) is called invertible (it is also called non-singular or nondegenerate) if there exists an \(n\)-by-\(n\) matrix \(A'\) such that
\[
AA' = A'A = E
\]
where \(E_n\) denotes the \(n\)-by-\(n\) identity matrix and the multiplication used is ordinary matrix multiplication. If this is the case, then the matrix \(A'\) is uniquely determined by \(A\) and is called the inverse of \(A\), denoted by \(A^{-1}\).

Here, two definitions are involved. One is the invertibility of the matrix, and the other is the inverse matrix. Non-square matrices (\(m\)-by-\(n\) matrices for which \(m \neq n\)) have no inverses. However, in some cases, such an \(m\)-by-\(n\) matrix may have a left inverse or right inverse. Without loss of generality, the definitions are defined as followed in HOL4.

**Definition 1. invertible_def:**

\[
invertible(A : \mathbb{R}^{m \times n}) := \exists A' : \mathbb{R}^{n \times m}. \quad AA' = E \land A'A = E
\]
where the type of \( A \) is \( \mathbb{R}^{m \times n} \) denotes matrix \( A \) is the \( m \)-by-\( n \) real matrix, similar to the following. The first \( E \) denotes the \( m \)-by-\( m \) identity matrix and the second \( E \) denotes the \( n \)-by-\( n \) identity matrix, the same as below.

**Definition 2.** \( \text{MATRIX INV DEF} \):

\[
(A : R^{m \times n})^{-1} := \varepsilon A'( : R^{n \times m}) \quad AA' = E \quad A'A = E
\]

there is an \( \varepsilon \)-term in the definition, \( \varepsilon A'(: R^{n \times m}) \). \( AA' = E \wedge A'A = E \) denotes an \( A' \) such that \( AA' = E \wedge A'A = E \).

**2.2 Formalization and proof of important properties**

In accordance with the definition of the invertibility of a matrix, it is easy to prove the following two theorems.

**Theorem 1.** \( \text{MATRIX INV} \):

\[
\forall A (: R^{n \times n}). \text{invertible}(A) \Rightarrow AA^{-1} = E \wedge A^{-1}A = E
\]

**Theorem 2.** \( \text{INVERTIBLE MATRIX INV} \):

\[
\forall A (: R^{m \times n}). \text{invertible}(A) \Rightarrow \text{invertible}(A^{-1})
\]

Furthermore, the following properties hold for an invertible matrix \( A \).

**Theorem 3.** \( \text{MATRIX RMUL EQ} \):

\[
\forall A (: R^{m \times n})(X Y)(: R^{n \times p}). \text{invertible}(A) \Rightarrow (X = Y \Leftrightarrow AX = AY)
\]

**Theorem 4.** \( \text{MATRIX LMUL EQ} \):

\[
\forall A (: R^{m \times n})(X Y)(: R^{p \times m}). \text{invertible}(A) \Rightarrow (X = Y \Leftrightarrow XA = YA)
\]

The above theorems are succinct and symmetrical, but they are less conveniently expended in the practical proof. They can be changed into the following two theorems:

**Theorem 5.** \( \text{MATRIX EQ LMUL IMP} \):

\[
\forall A(: R^{m \times n})(X Y)(: R^{n \times p}). \text{invertible}(A) \wedge AX = AY \Rightarrow X = Y
\]

**Theorem 6.** \( \text{MATRIX EQ RMUL IMP} \):

\[
\forall A(: R^{m \times n})(X Y)(: R^{p \times m}). \text{invertible}(A) \wedgeXA = YA \Rightarrow X = Y
\]

Thus, it can be proved that the inverse of an invertible matrix’s inverse is itself.
Theorem 7. **MATRIX_INV_INV:**

\[ \forall A (:\mathbb{R}^{m \times n}). \text{invertible}(A) \Rightarrow (A^{-1})^{-1} = A \]

The nature of an invertible transformation can be described as follows:

Theorem 8. **MATRIX_INV_TRAN_UNIQ:**

\[ \forall A (:\mathbb{R}^{m \times n}) (x, y) (:\mathbb{R}^n). \text{invertible}(A) \land Ax = y \Rightarrow x = A^{-1}y \]

here, the type of \(x\) and \(y\) is \(\mathbb{R}^n\) denotes they are both \(n\)-ary real vectors.

The following theorems can be proven:

Theorem 9. **MATRIX_MUL_LINV_UNIQ:**

\[ \forall A (:\mathbb{R}^{m \times n}) (X, Y) (:\mathbb{R}^{n \times p}). \text{invertible}(A) \land AX = Y \Rightarrow X = A^{-1}Y \]

Theorem 10. **MATRIX_MUL_RINV_UNIQ:**

\[ \forall A (:\mathbb{R}^{m \times n}) (X, Y) (:\mathbb{R}^{p \times m}). \text{invertible}(A) \landXA = Y \Rightarrow X = YA^{-1} \]

Similarly, the following theorems hold for the square matrix \(A\):

Theorem 11. **MATRIX_LINV_UNIQ:**

\[ \forall (A, B) (:\mathbb{R}^{n \times n}). AB = E \Rightarrow A = B^{-1} \]

Theorem 12. **MATRIX_RINV_UNIQ:**

\[ \forall (A, B) (:\mathbb{R}^{n \times n}). AB = E \Rightarrow B = A^{-1} \]

The above theorems are all related to the inverse matrix, but do not indicate the explicit form of the inverse matrix. However, in practical applications it is very necessary to explicate the inverse matrix. For example, for non-singular linear transformations, their inverse transforms are always needed. In order to solve such problems, the explicit form of the inverse matrix must be formalized. There are many methods for achieving matrix inversion and an analytical solution is applied in this paper.

3 Formalizing the explicit form of the inverse matrix

Writing the adjugate matrix is an efficient way of calculating the inverse of small matrices. To determine the inverse, we calculate a matrix of cofactors:

\[
A^{-1} = \frac{[A_{00} A_{10} \cdots A_{(n-1)0} \\
A_{01} A_{11} \cdots A_{(n-1)1} \\
\vdots \vdots \ddots \vdots \\
A_{0n} A_{1n} \cdots A_{(n-1)(n-1)}]}{|A|} \tag{2}
\]

where \(|A|\) is the determinant of \(A\), and \(A_{ij}\) is the cofactor of the corresponding subscript elements of matrix \(A\).
3.1 Formalizing determinant

The determinant of an \( n \)-by-\( n \) matrix \( A \) is defined with the \textbf{Leibniz} formula.

**Definition 3.** \( \text{DET:\text{DEF}} \):

\[
\text{DET}(A : \mathbb{R}^{n \times n}) := \sum_{p \in S_n} \text{SIGN}(p) \prod_{i=0}^{n-1} a_{i,p(i)}
\]

It is denoted as \( |A| \). Here, the sum is computed over all permutations \( p \) of the set \( \{0, 1, \ldots, n - 1\} \). The signature of a permutation \( p \) is denoted as \( \text{SIGN}(p) \) and defined as +1 if \( p \) is even and -1 if \( p \) is odd. \( a_{i,p(i)} \) is the \( i \)-th row and the \( p(i) \)-th column element of the matrix \( A \).

\textbf{Cramer}'s rule is an explicit formula for the solution of a system of linear equations with as many equations as unknowns. The formula is valid whenever the system has a unique solution. It expresses the solution in terms of the determinants of the (square) coefficient matrix and of matrices obtained from it by replacing one column by the vector of the right-hand sides of the equations. Its formalization is as follows:

**Theorem 13.** \textbf{Cramer}:

\[
\forall A : \mathbb{R}^{n \times n} \times b. \\
|A| \neq 0 \Rightarrow (A \times x = b) \iff (x = \frac{\text{FCP k. DET(FCP i,j. if j = k then b ' i else A ' i ' j) / DET(A))}}{|A|})
\]

3.2 Formalizing the cofactor and the adjugate matrix

The difficulty of defining minor. In classical mathematical theory, the minor \( M_{ij} \) is defined as the determinant of the \((n-1)\times(n-1)\)-matrix that results from \( A \) by removing the \( i \)-th row and the \( j \)-th column. The expression \((-1)^{i+j} M_{ij}\) is known as cofactor \( A_{ij} \). However, with this definition it is very difficult to formalize the minor in a theorem prover. For example, in HOL4 an \( n \)-ary real vector type \( \mathbb{R}^n \) is formalized with \textit{real[’n]}[’n], where \( 'n \) is a type variable, supposing that \textit{dimindex}(sub1(’n)) = \( n - 1 \), it is still difficult to define an \((n-1)\)-ary real vector type \( \mathbb{R}^{n-1} \) in this way. Even if it could be expressed, \( \mathbb{R}^n \) and \( \mathbb{R}^{n-1} \) are
two different types, and so are $\mathbb{R}^{(n-1)\times(n-1)}$ and $\mathbb{R}^{n\times n}$. The type of determinant that was previously defined is $\mathbb{R}^{n\times n} \to \mathbb{R}$, but the type of the expected minor should be $\mathbb{R}^{(n-1)\times(n-1)} \to \mathbb{R}$. Therefore, it is also hard to define a minor with the determinant.

**Defining the cofactor by contributing the $n$-by-$n$ matrix.** To Define the cofactor with the determinant of $\mathbb{R}^{n\times n} \to \mathbb{R}$, it is essential to construct a matrix with $\mathbb{R}^{n\times n}$ that is the same size as the original matrix $A$. The following key point is to construct a matrix whose determinant is equal to the cofactor. When Cramer’s rule is formalized, $a_j$ is replaced with $b$ to obtain a new matrix. Similarly, the cofactor $A_{ij}$ can be expressed by the determinant of an $n$-by-$n$ matrix by replacing $a_j$ with a standard basis $e_i$ in matrix $A$. In order to simplify the proof, a more concise matrix can be used to define the cofactor.

**Definition 4. COFACTOR_DEF:**

$$A_{ij} := \text{DET} \begin{bmatrix} a_{00} & \cdots & a_{0(j-1)} & 0 & a_{0(j+1)} & \cdots & a_{0(n-1)} \\ \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{(i-1)0} & \cdots & a_{(i-1)(j-1)} & a_{(i-1)(j+1)} & \cdots & a_{(i-1)(n-1)} \\ 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\ a_{(i+1)0} & \cdots & a_{(i+1)(j-1)} & a_{(i+1)(j+1)} & \cdots & a_{(i+1)(n-1)} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\ a_{(n-1)0} & \cdots & a_{(n-1)(j-1)} & 0 & a_{(n-1)(j+1)} & \cdots & a_{(n-1)(n-1)} \end{bmatrix}$$

The type of definition above is $\mathbb{R}^{n\times n} \to \mathbb{N} \to \mathbb{N} \to \mathbb{R}$, which matches with the determinant defined previously. Therefore, the cofactor of the corresponding subscripts can be expressed, and its formal definition is described below:

val COFACTOR_DEF = Define
\text{‘(COFACTOR:real['n]['n]-> num -> num -> real) A i j =}
\text{DET ((FCP k l. if k = i then (if l = j then &1 else &0) else}
\text{(if l = j then &0 else A ' k ' l)):real['n]['n])'}

**Formalizing the adjugate matrix.** The transpose of the matrix of cofactors is known as the adjugate matrix, i.e.,

**Definition 5. ADJUGATE_MATRIX_DEF:**

$$\text{ADJUGATE\_MATRIX(A : \mathbb{R}^{n\times n}) := \{A_{ij}\}^T}$$

noted as $A^*$. In HOL4, it can be formally defined in the following way:

val ADJUGATE_MATRIX_DEF = Define
\text{‘(ADJUGATE\_MATRIX:real['n]['n]-> real['n]['n]) A =}
\text{TRANSP(FCP i j. COFACTOR A i j)'}
3.3 Formalizing and proving Laplace’s formula

The determinant of matrix $A$ is expanded along an arbitrary row or column as follows:

**Theorem 14.** \textit{LAPLACE,ROW}:

$$\forall A : \mathbb{R}^{n \times n} \ k. \ k < n \Rightarrow |A| = \sum_{j=0}^{n-1} a_{kj}A_{kj}$$

**Theorem 15.** \textit{LAPLACE,COLUMN}:

$$\forall A : \mathbb{R}^{n \times n} \ k. \ k < n \Rightarrow |A| = \sum_{i=0}^{n-1} a_{ik}A_{ik}$$

Likewise, these corollaries can be proven.

**Corollary 1.** \textit{LAPLACE,ROW, COROLLARY}:

$$\forall A (: \mathbb{R}^{n \times n}) \ i \ j. \ i < n \land j < n \land i \neq j \Rightarrow \sum_{k=0}^{n-1} a_{ik}A_{jk} = 0$$

**Corollary 2.** \textit{LAPLACE, COLUMN, COROLLARY}:

$$\forall A (: \mathbb{R}^{n \times n}) \ i \ j. \ i < n \land j < n \land i \neq j \Rightarrow \sum_{k=0}^{n-1} a_{ki}A_{kj} = 0$$

3.4 Proving the explicit form of the inverse matrix

Using the definition of matrix multiplication, the following theorems can be proven.

**Corollary 3.** \textit{LAPLACE, COROLLARY, LMUL}:

$$\forall A (: \mathbb{R}^{n \times n}). \ A A^* = |A| E$$

**Corollary 4.** \textit{LAPLACE, COROLLARY, RMUL}:

$$\forall A (: \mathbb{R}^{n \times n}). \ A^* A = |A| E$$

A square matrix $A$ is invertible if and only if its determinant is not 0.

**Theorem 16.** \textit{INVERTIBLE, DET, NZ}:

$$\forall A (: \mathbb{R}^{n \times n}). \ \text{invertible}(A) \Leftrightarrow |A| \neq 0$$

This theorem can be proven based on the definition of the inverse matrix and the properties of the determinant mentioned before.

Hence, the inversion of the invertible matrix can be explicated as follows:
\textbf{Theorem 17.} \textsc{Matrix.Inv.Explicit}:

\[ \forall A : \mathbb{R}^{n \times n}. \text{invertible}(A) \Rightarrow A^{-1} = \frac{A^*}{|A|} \]

Here is the formal proof in HOL4:

Moving the antecedent of the above goal into the assumptions and doing left multiplication with matrix \( A \) at both sides of the equation, the following form is obtained.

\[ AA^{-1} = \frac{AA^*}{|A|} \tag{3} \]

It can be proven by rewriting \textsc{Laplace.Corollary.LMul} and \textsc{Matrix.Inv}.

\section{Inverse transforming and solving the matrix equation}

After formalizing the matrix inversion, some questions about the inverse matrix can be expressed using its explicit form. As a consequence, the inverse of the nonsingular transformation can be formalized.

\textbf{Theorem 18.} \textsc{Tran.Inv.Explicit}:

\[ \forall A : \mathbb{R}^{n \times n} \times y : \mathbb{R}^n. \text{invertible}(A) \land Ax = y \Rightarrow x = \frac{A^*}{|A|} y \]

Solving the matrix equation with an invertible coefficient matrix is widely applied in robot, real-time simulations, and MIMO wireless communication. It can be represented in formal form as below:

\textbf{Theorem 19.} \textsc{Matrix.Mul.LInv.Explicit}:

\[ \forall A : \mathbb{R}^{n \times n} \times X Y : \mathbb{R}^{n \times m}. \text{invertible}(A) \land AX = Y \Rightarrow X = \frac{A^*}{|A|} Y \]

It can be proven using \textsc{Matrix.Inv.Explicit} and \textsc{Matrix.Mul.LInv.Uniq}.

\section{Conclusions}

To solve the problem of formalizing the cofactor, we proposed a method using the determinant of an \( n \)-by-\( n \) matrix to express the cofactor. Consequently, we formally described the explicit form of an inverse matrix using the adjugate matrix method, and proved some of the important properties. Our work enriched theories of HOL4 and is expected to extend the scope of application of HOL4.
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