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Abstract. We prove the time analyticity for weak solutions of inhomogeneous parabolic equations with measurable coefficients in the half space with either the Dirichlet boundary condition or the conormal boundary condition under the assumption that the solution and the source term have the exponential growth of order 2 with respect to the space variables. We also obtain the time analyticity for bounded mild solutions of the incompressible Navier–Stokes equations in the half space with the Dirichlet boundary condition. Our work is an extension of the recent work in Dong and Zhang (Time analyticity for the heat equation and Navier–Stokes equations. arXiv:1907.01687 (to appear in J Funct Anal)) and Zhang (Proc Am Math Soc 148(4):1665–1670, 2020), where the authors proved the time analyticity of solutions to the homogeneous heat equation and the Navier–Stokes equations in the whole space.
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1. Introduction

For parabolic equations, it is well known that solutions are analytic in the space variables under reasonable conditions on the coefficients and data. In fact, the space analyticity is a local property, meaning that to show the space analyticity at a given point, we only need to impose conditions in a neighborhood of it. In contrast, the time analyticity of solutions is a more delicate issue and is false in general. For example, it is not difficult to construct a solution of the heat equation in a finite space-time cylinder, which is not time analytic in a sequence of moments. The time analyticity is not a local property, so we need to impose certain growth conditions on solutions and data at infinity. Under additional assumptions, there are many time-analyticity results for the heat equation and other parabolic type equations. See, for example, [10,12,20,22,26].

In a related development, there have been increasing interest in the study of ancient solutions of parabolic equations, solutions that exist for all negative time. In [25], the authors proved that sublinear ancient solutions are constants. Later, it was shown in [21] that the space dimension of ancient solutions of polynomial growth is finite and these solutions are polynomials in time. In [5], a sharp dimension estimate was established. See also the papers [2,6] for applications in the study of mean curvature flow on manifolds, and [16] for the graph case. In a recent paper [28], the author observed that the ancient solution of heat equations with exponential growth with respect to the space variables is analytic in time. This result was extended in [9] to solutions with exponential growth of order 2 with respect to the space variables, which is a sharp condition. Moreover, the time analyticity of bounded mild solutions for the incompressible Navier–Stokes equations was also proved in [9] by using a real-variable argument.
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The goal of this paper is to extend the result in [9, 28] to inhomogeneous parabolic equations and the Navier–Stokes equations in the half space. More precisely, our first main result is the time analyticity for weak solutions of inhomogeneous parabolic equations with time-independent measurable coefficients in the half space with either the Dirichlet or the conormal boundary condition, under the assumption that the solution and the source term have the exponential growth of order 2 with respect to the space variables. For the proof, we first reformulate the problem to the whole space case by using the odd and even extensions. Then we apply an iteration argument used in [9] to estimate high-order time derivatives of the solution. See (2.19) below. We note that the method here can be applied to more general linear or nonlinear parabolic equations with inhomogeneous source terms.

For the Navier–Stokes equations, the space analyticity of solutions has been studied extensively in the literature. See, for example, [1, 3, 7, 14, 15, 17, 27] and the references therein. There are also many work regarding the time analyticity for the Navier–Stokes equations. In a four-page note [4], the authors proved that any bounded mild solution of the 3D Navier–Stokes equations is time analytic if the gradient of the solution and the pressure have sublinear growth with respect to the space variables. For the proof, we first reformulate the problem to the whole space case by using the odd and even controls, periodicity or the global integrability assumptions on the solutions. Also, in contrast to [13], we prove the time analyticity by using a real-variable argument and we do not impose any (almost) periodic functions was proved for the Navier–Stokes equations in [11]. In [12], the time analyticity was obtained for any weak solution in $C((0,T), W^{1,p}(\Omega))$ for $n/2 < p < \infty$ in a bounded smooth domain with the Dirichlet boundary condition. Later, Giga–Jo–Mahalov–Yoneda [13] proved the time analyticity of bounded uniformly continuous mild solutions to the Navier–Stokes equations with the Coriolis force and spatially almost periodic data. In [19], the author studied the analyticity radius of the space periodic solutions of the 2D Navier–Stokes equations. We point out that the proofs in these papers are based on a complexification argument. In a recent interesting paper, by using a direct energy-based method, Camliyurt–Kukavica–Vicol [3] established the instantaneous space-time analyticity and Gevrey regularity for the Navier–Stokes equations in the half space under the assumption that the initial data belongs to $H^1_0(\mathbb{R}^n_+) \cap H^4(\mathbb{R}^n_+)$ and satisfies suitable compatibility conditions.

Our second main objective of this paper is to prove the time analyticity of the bounded mild solution for the Navier–Stokes equations in the half space with the Dirichlet boundary condition. Compared to the results in [4, 12, 19], we consider the equations in the half space and we do not impose any gradient and pressure controls, periodicity or the global integrability assumptions on the solutions. Also, in contrast to [13], we prove the time analyticity by using a real-variable argument and we do not impose any (almost) periodicity condition. Finally, different from [3] in which solutions are assumed to be in the energy space, we consider bounded and continuous solutions which may not decay at the space infinity. Let us briefly describe the method of our proof. First we recall the formulation of mild solutions in the half space, which is given by convolutions of certain kernels with the initial data, the source term, and the square of the solution. See (3.11) below. These kernels have certain integrability properties, which ensure the local-in-time solvability of the initial value problem. In order to prove the time analyticity, we estimate higher order time derivatives of the solution. Here the difficulty is that we cannot directly take the time derivatives of the kernels because their derivatives are in general not integrable in space-time. To this end, we follow a technique used in [9] by using an algebraical manipulation of the kernels. Finally, by induction we bound the $k$th order time derivative of the bounded mild solution by $M^{k+1}k^k t^{-k}$ for any $t > 0$ for some large constant $M$, which implies the time analyticity of the solution.

We will present our results in Sect. 2 for linear parabolic equations and in Sect. 3 for the Navier–Stokes equations, respectively. The symbol ... $\lesssim$ ... stands for ... $\leq$ ... for a positive constant $C$. The notation $C$ with or without indices denotes a positive constant whose value may change from line to line. We use $\partial_i$ to denote $\partial_{x_i}$ for $i = 1, 2, \ldots, n$. Throughout the paper, the summation convention over repeated indices are used. Let $(t_0, x_0)$ be a given space-time point in $\mathbb{R}^{n+1}$. We denote the parabolic cylinder in $\mathbb{R}^{n+1}$ by
\[ Q_r(t_0, x_0) := \{ (t, x) : |x - x_0| < r, \ t \in (t_0 - r^2, t_0) \} \]
and the space ball by
\[ B_r(x_0) := \{ x : |x - x_0| < r \} . \]
Sometimes, we will ignore the center point \((t_0, x_0)\) to denote \(Q_r(t_0, x_0)\) by \(Q_r\) and \(B_r(x_0)\) by \(B_r\) if no confusion is caused. We also write \(x = (x', x_n)\) with \(x' = (x_1, x_2, \ldots, x_{n-1}) \in \mathbb{R}^{n-1}\).

2. Inhomogeneous Parabolic Equations in the Half Space

In this section, we consider the time analyticity of the divergence form parabolic equations

\[
\partial_t u - \partial_i (a_{ij}(x) \partial_j u) = \partial_i f_i(t, x) \quad \text{in} \ (-2, 0] \times \mathbb{R}^n_+
\]

with the Dirichlet boundary condition

\[
u|_{x_n=0} = 0
\]

or the conormal boundary condition

\[(a_{nj} \partial_j u + f_n)|_{x_n=0} = 0.\]

Here \((a_{ij})_{1 \leq i, j \leq n}\) are bounded measurable functions and satisfy the uniform ellipticity condition, \(\text{i.e.,}\) there exist two constants \(0 < \lambda < \Lambda < +\infty\) such that

\[\lambda |\xi|^2 \leq a_{ij}(x) \xi_i \xi_j, \quad |a_{ij}| \leq \Lambda \quad \text{for} \ \xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n.\]

We state the main result of this section as the following theorem.

**Theorem 2.1.** Let \(u\) be a weak solution of (2.1) with boundary condition (2.2) or (2.3). Assume that

\[|u(t, x)| \leq A_1 e^{A_2 |x|^2} \quad \text{in} \ (-2, 0] \times \mathbb{R}^n_+,\]

and the source term \(f_i\) satisfies

\[|\partial^k f_i(t, x)| \leq A_1 C^k k! e^{A_2 |x|^2} \quad \text{in} \ (-2, 0] \times \mathbb{R}^n_+, \quad k \in \{0\} \cup \mathbb{N}, \ 1 \leq i \leq n.\]

Then \(u = u(t, x)\) is analytic in time at any point \((t_0, x)\) for \(t_0 \in [-1, 0]\) with the radius \(\delta\) depending only on \(n, A_2, \lambda, \text{and} \ \Lambda\). Moreover, we have for any \(t \in [t_0 - \delta, t_0 + \delta]\),

\[u(t, x) = \sum_{j=0}^{+\infty} d_j(t_0, x) \frac{(t - t_0)^j}{j!},\]

with

\[|d_j(t_0, x)| \leq A_1 A_3^{j+1} j! e^{2A_2 |x|^2},\]

where \(A_3\) depends only on \(n, A_2, \lambda, \text{and} \ \Lambda\).

**Remark 2.2.** The result in Theorem 2.1 also holds for more general linear parabolic equations

\[
\partial_t u - \partial_i (a_{ij}(x) \partial_j u) + b_i(x) \partial_i u + \partial_i (\tilde{b}_i(x) u) + c(x) u = f(t, x) + \partial_i f_i(t, x)
\]

with bounded and measurable coefficients \(b_i, \tilde{b}_i, \text{and} \ c, \text{and data} f \text{ satisfying suitable growth condition. In this paper we do not make this generalization since the essential idea of the proof is the same as that in Theorem 2.1.}\n
The first step of our proof is to extend our problem to be the one in the whole space by using odd and even extensions. This is possible because we do not impose any regularity assumption on the coefficients and data with respect to \(x\).
2.1. Reformulation in the Whole Space

We take different extensions for the Dirichlet and conormal boundary conditions.

Case 1: The Dirichlet boundary condition.

If the boundary condition is given by (2.2), we make the following extension. For \((t, x) \in (-2, 0] \times \mathbb{R}^n\), let
\[
\bar{u}(t, x) = \operatorname{sgn}(x_n)u(t', x', |x_n|),
\]
\[
\bar{f}_i(t, x) = \begin{cases} 
\operatorname{sgn}(x_n)f_i(t', x', |x_n|), & i \neq n, \\
 f_i(t', x', |x_n|), & i = n,
\end{cases}
\]
and
\[
\bar{a}_{ij}(t, x) = \begin{cases} 
\operatorname{sgn}(x_n)a_{ij}(t', x', |x_n|), & i \neq n, j = n \text{ or } i = n, j \neq n, \\
a_{ij}(t', x', |x_n|), & \text{otherwise}.
\end{cases}
\]

Case 2: The conormal boundary condition.

If the boundary condition is given by (2.3), we make the following extension. For \((t, x) \in (-2, 0] \times \mathbb{R}^n\), let
\[
\bar{u}(t, x) = u(t', x', |x_n|),
\]
\[
\bar{f}_i(t, x) = \begin{cases} 
f_i(t', x', |x_n|), & i \neq n, \\
\operatorname{sgn}(x_n)f_i(t', x', |x_n|), & i = n,
\end{cases}
\]
and
\[
\bar{a}_{ij}(t, x) = \begin{cases} 
\operatorname{sgn}(x_n)a_{ij}(t', x', |x_n|), & i \neq n, j = n \text{ or } i = n, j \neq n, \\
a_{ij}(t', x', |x_n|), & \text{otherwise}.
\end{cases}
\]

In both cases, it is easily seen that \(\bar{u}\) is a weak solution of the following equation in the whole space \((-2, 0] \times \mathbb{R}^n\):
\[
\partial_t \bar{u} - \partial_i(\bar{a}_{ij}(x)\partial_j \bar{u}) = \partial_i \bar{f}_i(t, x) \tag{2.7}
\]
with \(\bar{a}_{ij}\) satisfying the assumption (2.4) and \(\bar{u}\) and \(\bar{f}_i\) satisfying the assumptions (2.5) and (2.6) in Theorem 2.1. Moreover, according to our extensions, \(\bar{u} \equiv u\) in the half space \((-2, 0] \times \mathbb{R}^n_+\). Later on, we will prove the time analyticity for solutions of (2.7). For simplicity, we will drop the tildes in (2.7) if no confusion is caused.

2.2. Proof of Theorem 2.1

First we state two useful lemmas. The first one is the Caccioppoli inequality (energy estimates) and the other is the local boundedness estimate for (2.7). Their proofs are standard and thus omitted.

Lemma 2.3 (Caccioppoli inequality). Let \(0 < r < R < \infty\) and \(u\) be a weak solution of (2.7). Then we have
\[
\|
\nabla u \n\|_{L^2(Q_r)} \leq \frac{C}{R - r} \|
 u \n\|_{L^2(Q_R)} + C \sum_{i=1}^{n} \|
 f_i \n\|_{L^2(Q_R)}, \tag{2.8}
\]
where the constant \(C\) depends only on \(\lambda\), \(\Lambda\), and \(n\).

Lemma 2.4 (Local boundedness estimate). Let \(p > n + 2\) and \(u\) be a weak solution of (2.7). Then we have the following
\[
\|
 u \n\|_{L^\infty(Q_{R/2})} \leq CR^{-n/2} \|
 u \n\|_{L^2(Q_R)} + CR^{1-(n+2)/p} \sum_{i=1}^{n} \|
 f_i \n\|_{L^p(Q_R)} \tag{2.9}
\]
for any \(0 < R < \infty\), where the constant \(C\) depends only on \(\lambda\), \(\Lambda\), \(p\), and \(n\).
Using the local boundedness estimate (2.9) and by setting $R = 1/\sqrt{k}$, $k \in \mathbb{N}$, and $p = \infty$, we have
\[
\sup_{Q_{\frac{1}{2}\sqrt{R}}(t_0, x_0)} |u| 
\leq C(\sqrt{k})^{\frac{3}{2}+1} \|u\|_{L^2(Q_{\frac{1}{\sqrt{R}}}(t_0, x_0))} + C(\sqrt{k})^{-1} \sum_{i=1}^{n} \|f_i\|_{L^\infty(Q_{\frac{1}{\sqrt{R}}}(t_0, x_0))}.
\] (2.10)

Note that for any $l \in \mathbb{N}$, $\partial_l^j u$ is a solution of the following equation
\[
\partial_t \partial_l^j u - \partial_i (a_{ij}(x) \partial_j \partial_l^j u) = \partial_i \partial_l^j f_i(t, x), \quad (t, x) \in (-\infty, 0] \times \mathbb{R}^n.
\] (2.11)

To be rigorous, here and in the sequel we need to first take the finite-difference quotients and then pass to the limit. From (2.10), we get
\[
\sup_{Q_{\frac{1}{2}\sqrt{R}}(t_0, x_0)} |\partial_l^j u| 
\leq C(\sqrt{k})^{\frac{3}{2}+1} \|\partial_l^j u\|_{L^2(Q_{\frac{1}{\sqrt{R}}}(t_0, x_0))}
\]
\[
+ C(\sqrt{k})^{-1} \sum_{i=1}^{n} \|\partial_l^i f_i\|_{L^\infty(Q_{\frac{1}{\sqrt{R}}}(t_0, x_0))}.
\] (2.12)

Before proceeding further, we give a useful lemma.

**Lemma 2.5.** Let $u$ be a weak solution of (2.7) and $\partial_t u \in L^2$. For any $0 < r < +\infty$ and $S < T$, denote $(S, T) \times B_r(0)$ by $Q$. For $\delta > 0$, define
\[
Q_\delta := \bigcup_{z \in Q} Q_\delta(z).
\]

Then we have,
\[
\|\partial_t u\|_{L^2(Q)} \leq C \delta \sum_{i=1}^{n} \|\partial_i f_i\|_{L^2(Q^i)} + C \delta^{-1} \left(\|\nabla u\|_{L^2(Q^i)} + \sum_{i=1}^{n} \|f_i\|_{L^2(Q^i)}\right),
\]
where $C$ depends only on $\lambda, \Lambda, \text{ and } n$.

The essential idea of proving Lemma 2.5 comes from [8], where the authors considered the case $f_i \equiv 0$. For completeness, we present the proofs here for the case $f_i \not\equiv 0$.

**Proof.** Set
\[
r_k = \sum_{l=1}^{k} \frac{\delta}{2^l}, \quad s_k = \frac{r_k + r_{k+1}}{2}, \quad k = 1, 2, \ldots.
\]

Denote
\[
Q^{(0)} := Q, \quad Q^{(k)} := Q^{s_k}, \quad \text{and} \quad \tilde{Q}^{(k)} := Q^{r_k}, \quad \text{for } k = 1, 2, \ldots.
\]

Let
\[
A_k = \|\partial_i u\|_{L^2(Q^{(k)})} \quad \text{for } k = 0, 1, 2, \ldots,
\]

and
\[
B = \|\nabla u\|_{L^2(Q^i)} + \sum_{i=1}^{n} \|f_i\|_{L^2(Q^i)}.
\]

Denote by $\psi_k(t, x)$ a smooth function which vanishes near $\partial Q^{(k)}$ and satisfies
\[
\psi_k(t, x) = 1 \quad \text{in } Q^{(k)}, \quad |\nabla \psi_k|^2 + |\partial_i \psi_k| \leq C \left(\frac{2^k}{\delta}\right)^2.
\]
Testing (2.7) with $\partial_t \psi_k^2$, we get
\[
\int_{Q^{(k)}} (\partial_t u)^2 \psi_k^2 + \int_{Q^{(k)}} (a_{ij} \partial_j u + f_i) \partial_i (\partial_t u \psi_k^2) = 0.
\]
Then by Young’s inequality,
\[
\int_{Q^{(k)}} (\partial_t u)^2 \psi_k^2 \, dy
ds
= - \int_{Q^{(k)}} (a_{ij} \partial_i \partial_t u \partial_j \psi_k^2 + 2a_{ij} \psi_k \partial_i \partial_j u \partial_i \psi_k + f_i \partial_i \partial_t u \psi_k^2 + 2f_i \partial_i \partial_t \psi_k \partial_i \psi_k) \leq C \int_{Q^{(k)}} |\nabla \partial_t u| |\nabla u| \psi_k^2 + \frac{1}{4} \int_{Q^{(k)}} (\psi_k \partial_t u)^2 + C \int_{Q^{(k)}} |\nabla u|^2 |\nabla \psi_k|^2 + \int_{Q^{(k)}} \sum_{i=1}^n |f_i| |\nabla \partial_t u| \psi_k^2 + \frac{1}{4} \int_{Q^{(k)}} (\psi_k \partial_t u)^2 + 4 \int_{Q^{(k)}} \sum_{i=1}^n |f_i|^2 |\nabla \psi_k|^2.
\]
The above inequality implies that for any $\varepsilon > 0$,
\[
A_k \leq \varepsilon \|\nabla \partial_t u\|_{L^2(\tilde{Q}^{(k)})} + C (2^k \delta^{-1} + \varepsilon^{-1}) B,
\] (2.13)
where $C$ depends only on $\Lambda$ and $n$.
Since $\partial_t u$ satisfies
\[
\partial_t \partial_t u - \partial_i (a_{ij}(x) \partial_j u) = \partial_i f_i(t, x),
\]
by using the Caccioppoli inequality (2.8), we have
\[
\|\nabla \partial_t u\|_{L^2(\tilde{Q}^{(k)})} \leq C \frac{2^k}{\delta} \|\partial_t u\|_{L^2(Q^{(k+1)})} + C \sum_{i=1}^n \|\partial_i f_i\|_{L^2(Q^{(k+1)})}.
\] (2.14)
Inserting (2.14) into (2.13), we get
\[
A_k \leq \varepsilon \frac{C 2^k}{\delta} A_{k+1} + C \varepsilon \sum_{i=1}^n \|\partial_i f_i\|_{L^2(Q^{(k+1)})} + C (2^k \delta^{-1} + \varepsilon^{-1}) B.
\]
By choosing $\varepsilon = \frac{\delta}{3C 2^k}$, we obtain that
\[
A_k \leq \frac{1}{3} A_{k+1} + C \frac{\delta}{2^k} \sum_{i=1}^n \|\partial_i f_i\|_{L^2(Q^k)} + C \frac{2^k}{\delta} B.
\] (2.15)
Multiplying both sides of (2.15) by $3^{-k}$ and summing over $k$, we get
\[
\sum_{k=0}^{\infty} 3^{-k} A_k \leq \sum_{k=1}^{\infty} 3^{-k} A_k + \sum_{k=0}^{\infty} \sum_{i=1}^n \frac{C \delta}{2^k} \|\partial_i f_i\|_{L^2(Q^k)} + C \frac{\delta}{\delta} \sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k B.
\]
Therefore, by absorbing the first summation on the right-hand of the above inequality, we get
\[
A_0 \leq C \delta \sum_{i=1}^n \|\partial_i f_i\|_{L^2(Q^0)} + \frac{C}{\delta} B.
\]
This proves the lemma.

Now we continue the proof of Theorem 2.1. For integers $j = 1, 2, \ldots, k+1$, consider the domains
\[
\Omega_j^1 = \left\{(t, x) | |x - x_0| < \frac{j}{\sqrt{k}}, \ t \in (t_0 - \frac{j}{k}, t_0) \right\},
\]
\[
\Omega_j^2 = \left\{(t, x) | |x - x_0| < \frac{j + 0.5}{\sqrt{k}}, \ t \in (t_0 - \frac{j + 0.5}{k}, t_0) \right\}.
\]
It is easily seen that for $j = 1, 2, \ldots, k,$

$$
\Omega_j^1 \subset \Omega_j^2 \subset \Omega_{j+1}^1 \subset \Omega_{k+1}^1.
$$

From Lemma 2.5, we get

$$
\| \partial_t u \|_{L^2(\Omega_j^1)} \leq \frac{C}{\sqrt{k}} \sum_{i=1}^{n} \| \partial_i f_i \|_{L^2(\Omega_j^2)} + C \sqrt{k} \Big( \| \nabla u \|_{L^2(\Omega_j^2)} + \sum_{i=1}^{n} \| f_i \|_{L^2(\Omega_j^2)} \big) \Big).$$

Therefore,

$$
\| \partial_t u \|_{L^2(\Omega_j^1)} \leq C \sqrt{k} \Big( \| \nabla u \|_{L^2(\Omega_j^2)} + \sum_{i=1}^{n} \| f_i \|_{L^2(\Omega_j^2)} \big) \Big). \quad (2.16)
$$

Again using (2.8), we have

$$
\| \nabla u \|_{L^2(\Omega_j^2)} \leq C \sqrt{k} \| u \|_{L^2(\Omega_j^1)} + C \sum_{i=1}^{n} \| f_i \|_{L^2(\Omega_j^1)}.
$$

The above inequalities (2.16) and (2.17) indicate that

$$
\| \partial_t u \|_{L^2(\Omega_j^1)} \leq Ck \| u \|_{L^2(\Omega_{j+1}^1)} + C \sqrt{k} \sum_{i=1}^{n} \| f_i \|_{L^2(\Omega_{j+1}^1)}.
$$

Since $\partial_t^l u$ also satisfies (2.11), we have

$$
\| \partial_t^{l+1} u \|_{L^2(\Omega_j^1)} \leq Ck \| \partial_t^l u \|_{L^2(\Omega_{j+1}^1)} + C \sqrt{k} \sum_{i=1}^{n} \| \partial_t^l f_i \|_{L^2(\Omega_{j+1}^1)}.
$$

By iterating over $l$ from $k - 1$ to 0, we get

$$
\| \partial_t^k u \|_{L^2(\Omega_1^1)} \leq Ck^k \| u \|_{L^2(\Omega_{k+1}^1)} + \sum_{l=0}^{k} \sum_{i=1}^{n} C^{k-l+1} k^{k-l-1/2} \| \partial_t^l f_i \|_{L^2(\Omega_{k+1}^1)}.
$$

Combining (2.12) and (2.18), we have

$$
\| \partial_t^k u(t_0, x_0) \|
\leq Ck^k \| u(t_0, x_0) \|_{L^2(\Omega_{k+1}^1)} + C \sum_{l=0}^{k} \sum_{i=1}^{n} C^{k-l+1} k^{k-l-1/2} \| \partial_t^l f_i \|_{L^2(\Omega_{k+1}^1)}.
$$

Now suppose that $u$ and $f$ satisfy the bounds in (2.5) and (2.6). Substituting these into the above inequality and using Hölder’s inequality, we get

$$
| (\partial_t^k u)(t_0, x_0) | \leq A_1 A_3^{k+1} e^{2A_2 |x_0|^2} k^k
$$

for some $A_3$ depending only on $n$, $A_2$, $\lambda$, and $\Lambda$. Fixing an $R > 0$, for any $x \in B_R(0)$, $t_0 \in [-1, 0]$, and any $j \in \mathbb{N}$, by Taylor’s formula, we have

$$
u(t, x) = \sum_{i=0}^{j-1} \partial_t^i u(t_0, x) \frac{(t - t_0)^i}{i!} = \frac{\partial_t^j u(\tau, x) (-t - t_0)^j}{j!}, \quad (2.20)$$

where $\tau = \tau(t, t_0, x, j)$ lies between $t$ and $t_0$. When $|t - t_0| \leq \delta$ for a sufficiently small $\delta > 0$, we see that the right-hand side of (2.20) converges to zero when $j$ goes to infinity, which means that $u(t, x)$ is analytic in time at $t = 0$ with the radius $\delta$. Hence by letting $j \to \infty$, we have

$$
u(t, x) = \sum_{j=0}^{\infty} d_j(t_0, x) \frac{(t - t_0)^j}{j!} \text{ for } |t - t_0| \leq \delta, \ x \in B_R(0), \ t \in [-1, 0].$$
with $d_j(t_0, x) = \partial_t^j u(t_0, x)$ satisfying
\[
|d_j(t_0, x)| \leq A_1 A_3^{k+1} e^{2A_2|x|^2} j!
\]
for some $A_3$ depending only on $n$, $A_2$, $\lambda$, and $\Lambda$.

3. The Navier–Stokes Equations in the Half Space

3.1. Bounded Mild Solutions in the Half Space

Let us recall some basic facts from [18, 23, 24] about the initial-boundary problem of the linear Stokes equations with $u = (u_1, \ldots, u_n) : (0, \infty) \times \mathbb{R}^n_+ \to \mathbb{R}^n$:

\[
\begin{aligned}
\partial_t u + \nabla p - \Delta u &= f, \quad \text{div } u = 0, \\
u(0, x) &= u_0(x), \\
u(t, x)|_{x_0=0} &= 0,
\end{aligned}
\tag{3.1}
\]

where $u_0(x)$ satisfies $\nabla \cdot u_0(x) = 0$, $u_0|_{x_0=0} = 0$.

First let us assume that $f(t, x)$ is a smooth vector field and decays sufficiently fast at infinity. We decompose $f(t, x)$ into the gradient and solenoidal parts by the standard formula
\[
f(t, x) = \nabla \Phi(t, x) + Qf(t, x) = Pf + Qf,
\]
where
\[
\Phi(t, x) = -\int_{\mathbb{R}^n_+} \nabla_y N(x, y) \cdot f(t, y) \, dy,
\]
\[
N(x, y) = E(x - y) + E(x - y^*)
\]
is the Green function of the Neumann problem for the Laplace operator in the half space, and
\[
E(z) = \begin{cases} 
-\frac{1}{n(n-2)\alpha(n)} |z|^{2-n}, & n > 2, \\
\frac{1}{2\pi} \ln |z|, & n = 2
\end{cases}
\]
is the fundamental solution of the Laplace operator. Here $\alpha(n)$ denotes the volume of the unit ball in $\mathbb{R}^n$ and $y^* = (y', -y_n)$. Thus,
\[
Qf(t, x) = f(t, x) + \nabla_x \int_{\mathbb{R}^n_+} \nabla_y N(x, y) \cdot f(t, y) \, dy
\]
satisfies the condition
\[
\text{div } Qf = 0, \quad (Qf)_n|_{x_0=0} = 0.
\]

The solution of (3.1) has the representation formula
\[
u_i(t, x) = \int_{\mathbb{R}^n_+} G_{ij}(t; x, y) u_0(j(y) \, dy + \int_0^t \int_{\mathbb{R}^n_+} G_{ij}(t - \tau; x, y) (Qf)_j(\tau, y) \, dyd\tau.
\]

See, for instance, Page 1727 of [24]. The elements of the matrix $G$ are given by
\[
G_{ij}(t; x, y) = \delta_{ij} (\Gamma(t, x - y) - \Gamma(t, x - y^*)) \\
+ 4(1 - \delta_{jn}) \partial_{x_j} \int_0^1 \int_{\mathbb{R}^{n-1}} \partial_{x_i} E(x - z) \Gamma(t, z - y^*) dz,
\]
where $\Gamma(t, x)$ is the fundamental solution of the heat equation. Moreover, if we write $G_{ij}$ as

$$G_{ij} = \delta_{ij} \Gamma(t, x - y) + G^*_{ij},$$  \hspace{1cm} (3.2)$$

then $G^*_{ij}$ have the following estimate.

**Proposition 3.1** (Equation (2.38) of [23]). For any multi-indices $m = (m', m_n)$ and $k = (k', k_n)$, the kernel functions $G^*_{ij}(t; x, y)$ satisfy

$$|\partial_s^s \partial_x^k \partial_y^m G^*_{ij}(t; x, y)| \leq C^s s^s C_{k,m} t^{-s - \frac{m_n}{2}} (t + x_n^2)^{-\frac{k_n}{2}} (|y| + t)^{-\frac{n + |k'| + |m'|}{2}} e^{-\frac{cy^2}{2}},$$

where $C$ is a constant independent of $s$ and $C_{k,m}$ depends only on $k$ and $m$.

**Remark 3.2.** Equation (2.38) of [23] contains a less explicit constant $C^s s^s C_{k,m}$, which depends on $k$, $m$, and $s$. By an inspection of the proof in [23], we see that it can be replaced with $C^s s^s C_{k,m}$.

Now in order to define mild solutions of the Navier–Stokes equations, we assume that the source term $f$ is in the divergence form $f = \nabla \cdot F$, where $F = (F_{ij})_{1 \leq i, j \leq n}$ with $F_{nm}|x_n=0 = 0$ for $m = 1, 2, \ldots, n$. The $j$th component of $\nabla \cdot F$ is given by

$$[\nabla \cdot F]_j = \sum_{i=1}^n \partial_i F_{ij}.$$  

Next we give the representation of $Q(\nabla \cdot F)$. As was shown in Proposition 3.1 of [18],

$$Q(\nabla \cdot F) = \nabla \cdot F',$$

where

$$F'_{km} = F_{km} - \delta_{km} F_{nn} + (1 - \delta_{nk}) \partial_{x_m} \left[ \sum_{q=1}^n \int_{R^n_+} \partial_{y_q} N(x, y) F_{kq}(t, y) \, dy \right.  
+ \int_{R^n_+} (\partial_{y_n} N(x, y) F_{nk}(t, y) - \partial_{y_k} N(x, y) F_{nn}(t, y)) \, dy \bigg].$$  \hspace{1cm} (3.3)$$

Before proceeding further, we give some notation and equalities. Denote

$$N^-(x, y) = E(x - y) - E(x - y^*),$$

which is the Green function of the Dirichlet problem for the Laplace operator in the half space. Let $\beta$ and $\gamma$ take values in $\{1, 2, \ldots, n - 1\}$, and $i$, $j$, $k$, $m$, and $q$ take values in $\{1, 2, \ldots, n\}$. It is easily seen that

$$\partial_{y_q} N(x, y) = -\partial_{x_q} N(x, y),$$
$$\partial_{y_q} N^-(x, y) = -\partial_{x_q} N^-(x, y),$$
$$\partial_{y_q} N(x, y) = -\partial_{x_q} N^-(x, y).$$  \hspace{1cm} (3.4)$$

Now from (3.3), we have

$$F'_{nm} = F_{nm} - \delta_{nm} F_{nn}, \quad m = 1, 2, \ldots, n.$$  \hspace{1cm} (3.5)$$
Using (3.3) and (3.4), we have

\[
F'_{\beta \gamma} = F_{\beta \gamma} - \delta_{\beta \gamma} F_{nn} + \partial_{x_{\gamma}} \left( \sum_{q=1}^{n} \int_{\mathbb{R}^n_+} \partial_{y_q} N(x, y) F_{\beta q}(t, y) \, dy \right) \\
+ \int_{\mathbb{R}^n_+} \left( \partial_{y_n} N(x, y) F_{\beta n}(t, y) - \partial_{y_n} N(x, y) F_{nn}(t, y) \right) \, dy \\
= F_{\beta \gamma} - \delta_{\beta \gamma} F_{nn} - \partial_{x_{\gamma}} \left( \sum_{q=1}^{n-1} \int_{\mathbb{R}^n_+} \partial_{x_q} N(x, y) F_{\beta q}(t, y) \, dy \right) \\
- \partial_{x_{\gamma}} \int_{\mathbb{R}^n_+} \partial_{x_n} N^{-}(x, y) F_{\beta n}(t, y) \, dy \\
- \partial_{x_{\gamma}} \int_{\mathbb{R}^n_+} \partial_{x_n} N^{-}(x, y) F_{n\beta}(t, y) + \partial_{x_{\gamma}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{nn}(t, y) \, dy. \\
\tag{3.6}
\]

Using the properties of \(E(x, y)\), we rewrite \(F'_{\beta n}\) as follows. From (3.3) and (3.4), we have

\[
F'_{\beta n} = F_{\beta n} + \partial_{x_n} \left[ \sum_{q=1}^{n} \int_{\mathbb{R}^n_+} \partial_{y_q} N(x, y) F_{\beta q}(t, y) \, dy \right] \\
+ \int_{\mathbb{R}^n_+} \left( \partial_{y_n} N(x, y) F_{\beta n}(t, y) - \partial_{y_n} N(x, y) F_{nn}(t, y) \right) \, dy \\
= F_{\beta n} - \sum_{\gamma=1}^{n-1} \partial_{x_{\gamma}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{\beta \gamma}(t, y) \, dy + \partial_{x_{\beta}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{nn}(t, y) \, dy \\
- \partial_{x_n}^2 \int_{\mathbb{R}^n_+} N^{-}(x, y)(F_{\beta n} + F_{n\beta})(t, y) \, dy \\
= F_{\beta n} - \sum_{\gamma=1}^{n-1} \partial_{x_{\gamma}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{\beta \gamma}(t, y) \, dy + \partial_{x_{\beta}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{nn}(t, y) \, dy \\
+ (-\Delta_x + \sum_{\gamma=1}^{n-1} \partial_{x_{\gamma}}^2) \int_{\mathbb{R}^n_+} N^{-}(x, y)(F_{\beta n} + F_{n\beta})(t, y) \, dy \\
= F_{\beta n} - \sum_{\gamma=1}^{n-1} \partial_{x_{\gamma}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{\beta \gamma}(t, y) \, dy + \partial_{x_{\beta}} \int_{\mathbb{R}^n_+} \partial_{x_n} N(x, y) F_{nn}(t, y) \, dy \\
- (F_{\beta n} + F_{n\beta}) + \sum_{\gamma=1}^{n-1} \partial_{x_{\gamma}}^2 \int_{\mathbb{R}^n_+} N^{-}(x, y)(F_{\beta n} + F_{n\beta})(t, y) \, dy. \\
\tag{3.7}
\]

Here in the second equality, we used (3.4), and in the fourth equality, we used that \(N^{-}\) is the Green function of the Dirichlet problem for the Laplace operator in the half space. Thus, inserting (3.5), (3.6) and (3.7) into \(\nabla \cdot F'\) and by a simply calculation, we get

\[
[Q(\nabla \cdot F)]_j = \nabla \cdot F' = \sum_{k=1}^{n} \partial_{x_k} F_{kj} - \partial_{x_j} F_{nn} - \sum_{\beta=1}^{n-1} \partial_{x_{\beta}} (F_{\beta n} + F_{n\beta}) \delta_{nj} + h_j,
\]

where \(h_j\) has the form

\[
h_j = \sum_{\beta, \gamma, i, k, l} C_{j\beta, k \gamma, l} \int_{\mathbb{R}^n_+} \partial_{x_q} N^{\pm}(x, y) F_{kl}(t, y) \, dy. \\
\tag{3.8}
\]
and $C_{j\beta\gamma qkl}$ are constants. Now we use integration by parts to obtain

$$
\int_0^t \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, y) \left[ \tilde{Q}(\nabla \cdot F) \right]_j(\tau, y) \; dy \; d\tau
= \int_0^t \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, y) \left[ \partial_{y_k} \tilde{F}_{kj} - \partial_{y_j} \tilde{F}_{n\alpha} - \partial_{y_\beta} (\tilde{F}_{n\beta} + \tilde{F}_{n\alpha}) \delta_{nj} + \tilde{h}_j \right](\tau, y) \; dy \; d\tau
= - \int_0^t \int_{\mathbb{R}^n_+} \partial_{y_k} \tilde{G}_{ij}(t - \tau; x, y) \tilde{F}_{kj}(\tau, y) \; dy \; d\tau + \int_0^t \int_{\mathbb{R}^n_+} \partial_{y_j} \tilde{G}_{ij}(t - \tau; x, y) \tilde{F}_{nn}(\tau, y) \; dy \; d\tau
+ \int_0^t \int_{\mathbb{R}^n_+} \partial_{y_\beta} \tilde{G}_{in}(t - \tau; x, y)(\tilde{F}_{n\beta} + \tilde{F}_{n\alpha})(\tau, y) \; dy \; d\tau
+ \int_0^t \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, y) \tilde{h}_j(\tau, y) \; dy \; d\tau.
$$

By (3.8), we further calculate $I_i$ as

$$
I_i = \sum_{j,\beta,\gamma,q,k,l} C_{j\beta\gamma qkl} \int_0^t \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, y) \partial^2_{y_\beta y_\gamma} \int_{\mathbb{R}^n_+} \partial_{y_q} N^\pm(z, y) \tilde{F}_{kl}(\tau, z) \; dz \; dy \; d\tau
= \sum_{j,\beta,\gamma,q,k,l} C_{j\beta\gamma qkl} \int_0^t \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, y) \partial^2_{z_\beta z_\gamma} \int_{\mathbb{R}^n_+} \partial_{y_q} N^\pm(z, y) \tilde{F}_{kl}(\tau, y) \; dy \; dz \; d\tau
= \sum_{j,\beta,\gamma,q,k,l} C_{j\beta\gamma qkl} \int_0^t \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, y) \left[ \partial^2_{y_q y_\gamma} \partial_{z_q} N^\pm(z, y) \right] \tilde{F}_{kl}(\tau, y) \; dy \; dz \; d\tau
= \sum_{j,\beta,\gamma,q,k,l} C_{j\beta\gamma qkl} \int_0^t \int_{\mathbb{R}^n_+} \partial^2_{y_q y_\gamma} \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, z) \partial_{z_q} N^\pm(z, y) \; dz \; \tilde{F}_{kl}(\tau, y) \; dy \; d\tau.
$$

Set

$$
K_{ijq}(t; x, y) = \int_{\mathbb{R}^n_+} \tilde{G}_{ij}(t - \tau; x, z) \partial_{z_q} N^\pm(z, y) \; dz.
$$

Then we have

$$
I_i = \sum_{j,\beta,\gamma,q,k,l} C_{j\beta\gamma qkl} \int_0^t \int_{\mathbb{R}^n_+} \partial^2_{y_q y_\gamma} K_{ijq}(t - \tau; x, y) \tilde{F}_{kl}(\tau, y) \; dy \; d\tau.
$$

**Proposition 3.3** (Proposition 3.1 of [24]). The kernels $K_{ijq}$ satisfy

$$
|\partial_t^s \partial_y^{k'} K_{ijq}(t; x, y)| \leq C^s s^s C_{k'} t^{-s} (|x - y|^2 + t)^{-\frac{n-1+|k'|}{2}}.
$$
Now if the source term on the right-hand side of (3.1) is $f = \nabla \cdot F$, the solution is given by

$$u_i(t, x) = \int_{\mathbb{R}^n_+} G_{ij}(t; x, y)u_{0j}(y) \, dy + \int_0^t \int_{\mathbb{R}^n_+} G_{ij}(t - \tau; x, y)[\mathbb{Q}(\nabla \cdot F)]_j(\tau, y) \, dyd\tau$$

$$= \int_{\mathbb{R}^n_+} G_{ij}(t; x, y)u_{0j}(y) \, dy - \sum_{k,j=1}^n \int_0^t \int_{\mathbb{R}^n_+} \partial_y G_{ij}(t - \tau; x, y)F_{kj}(\tau, y) \, dyd\tau$$

$$+ \sum_{j=1}^n \int_0^t \int_{\mathbb{R}^n_+} \partial_y G_{ij}(t - \tau; x, y)F_{nn}(\tau, y) \, dyd\tau$$

$$+ \sum_{\beta=1}^{n-1} \int_0^t \int_{\mathbb{R}^n_+} \partial_y G_{in}(t - \tau; x, y)(F_{\beta n} + F_{n\beta})(\tau, y) \, dyd\tau$$

$$+ \sum_{j,\beta,\gamma,k,l} C_{j\beta\gamma kl} \int_0^t \int_{\mathbb{R}^n_+} \partial_y^2 G_{ij}(t - \tau; x, y)K_{ijq}(\tau, y) \, dyd\tau. \tag{3.9}$$

For the incompressible Navier–Stokes equations in the half space

$$\begin{cases}
\partial_t u + u \cdot \nabla u - \Delta u + \nabla p = \nabla \cdot F, \\
\text{div } u = 0, \\
u(0, x) = u_0(x), \\
u(t, x)|_{x_n=0} = 0,
\end{cases} \tag{3.10}$$

where $F = (F_{ij})_{1 \leq i, j \leq n}$ with $F_{nm}|_{x_n=0} = 0$ for $m = 1, 2, \ldots, n$, we can rewrite the first equation as

$$\partial_t u - \Delta u + \nabla p = -\nabla \cdot (\nabla \cdot u) + \nabla \cdot F = \nabla \cdot (F - u \otimes u).$$

Substituting $F_{kl}$ with $F_{kl} - u_k u_l$ in (3.9), we finally get the formulation of mild solutions to (3.10):

$$u_i(t, x) = \int_{\mathbb{R}^n_+} G_{ij}(t; x, y)u_{0j}(y) \, dy$$

$$+ \sum_{k,j=1}^n \int_0^t \int_{\mathbb{R}^n_+} \partial_y G_{ij}(t - \tau; x, y)(u_k u_j - F_{kj})(\tau, y) \, dyd\tau$$

$$- \sum_{j=1}^n \int_0^t \int_{\mathbb{R}^n_+} \partial_y G_{ij}(t - \tau; x, y)(u_n^2 - F_{nn})(\tau, y) \, dyd\tau \tag{3.11}$$

$$- \sum_{\beta=1}^{n-1} \int_0^t \int_{\mathbb{R}^n_+} \partial_y G_{in}(t - \tau; x, y)(2u_\beta u_n - F_{\beta n} - F_{n\beta})(\tau, y) \, dyd\tau$$

$$- \sum_{j,\beta,\gamma,k,l} C_{j\beta\gamma kl} \int_0^t \int_{\mathbb{R}^n_+} \partial_y^2 G_{ij}(t - \tau; x, y)(u_k u_l - F_{kl})(\tau, y) \, dyd\tau.$$
Proof. For simplification, we ignore the indices, signs, and constants in the formula (3.11) if no confusion is caused and write it as

\[
\begin{align*}
\frac{\partial u}{\partial t} = & \int_{\mathbb{R}^n_+} G(t; x, y) u_0(y) \, dy + \int_{\mathbb{R}^n_+} \nabla_y G(t; x, y) (u^2 + F) (\tau, y) \, dyd\tau \\
& + \int_{\mathbb{R}^n_+} \nabla^2_y K(t; x, y) (u^2 + F) (\tau, y) \, dyd\tau \\
= & \int_{\mathbb{R}^n_+} G(t; x, y) u_0(y) \, dy + \int_{\mathbb{R}^n_+} \tilde{K}(t; x, y) (u^2 + F) (\tau, y) \, dyd\tau,
\end{align*}
\]

(3.12)

where \( \tilde{K} := \nabla_y G + \nabla^2_y K \). In order to solve the equation (3.12), we define the function space

\[
C_b((0, T) \times \mathbb{R}^n_+) := \left\{ u \in C((0, T) \times \mathbb{R}^n_+) : |u| \leq C_* (\|u_0\|_{L^\infty(\mathbb{R}^n_+)} + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} ) \right\},
\]

where \( C_* \) will be determined later.

Define

\[
\begin{align*}
u^0(t, x) := & \int_{\mathbb{R}^n_+} G(t; x, y) u_0(y) \, dy.
\end{align*}
\]

From Proposition 3.8 below for the estimate of \( G \), we have

\[
\|u^0\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} \leq \|u_0\|_{L^\infty(\mathbb{R}^n_+)} \|G(t; x, y)\|_{L^1_b} \leq C_0 \|u_0\|_{L^\infty(\mathbb{R}^n_+)}.
\]

We then solve the equation 3.12 by the method of successive approximation:

\[
u^{m+1}(t, x) = u^0(t, x) + \int_{\mathbb{R}^n_+} \tilde{K}(t; x, y) ((u^m)^2 + F) (\tau, y) \, dyd\tau,
\]

(3.13)

for \( m = 0, 1, \ldots, \) in \( C_b((0, T) \times \mathbb{R}^n_+) \) by choosing \( C_* = 2C_0 \) and a suitably small \( T \).

Indeed, if

\[
|u^m(t, x)| \leq 2C_0 (\|u_0\|_{L^\infty(\mathbb{R}^n_+)} + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} ),
\]

then from (3.13) and Proposition 3.8 for the estimates of \( \nabla_y G \) and \( \nabla^2_y K \), we have for any \((t, x) \in (0, T) \times \mathbb{R}^n_+\),

\[
\begin{align*}
|u^{m+1}(t, x)| & \leq \|u^0\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} + \|(u^m)^2 + |F|\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} \int_{\mathbb{R}^n_+} \tilde{K}(t; x, y) \, dyd\tau \\
& \leq C_0 \|u_0\|_{L^\infty(\mathbb{R}^n_+)} + \left( 8C_0^2 (\|u_0\|_{L^\infty(\mathbb{R}^n_+)}^2 + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)}^2 ) + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} \right) \\
& \cdot \int_{\mathbb{R}^n_+} \frac{C}{\sqrt{t - \tau}} \, d\tau \\
& \leq C_0 \|u_0\|_{L^\infty(\mathbb{R}^n_+)} + C \sqrt{t} \left( 8C_0^2 (\|u_0\|_{L^\infty(\mathbb{R}^n_+)}^2 + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)}^2 ) + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} \right) \\
& \leq 2C_0 (\|u_0\|_{L^\infty(\mathbb{R}^n_+)} + \|F\|_{L^\infty((0, T) \times \mathbb{R}^n_+)} )
\end{align*}
\]
provided that $T$ is sufficiently small. This shows that $u^{m+1} \in C_0((0, T) \times \mathbb{R}_+^n)$. Moreover, from (3.13), it is easily seen that

$$|u^{m+1} - u^m| \leq \left| \int_0^t \int_{\mathbb{R}_+^n} \tilde{K}(t - \tau; x, y)((u^m)^2 - (u^{m-1})^2)(\tau, y) \, dy d\tau \right|$$

$$\leq \|(u^m)^2 - (u^{m-1})^2\|_{L^\infty((0,T) \times \mathbb{R}_+^n)} \left| \int_0^t \int_{\mathbb{R}_+^n} \tilde{K}(t - \tau; x, y) \, dy d\tau \right|$$

$$\leq \|u^m - u^{m-1}\|_{L^\infty((0,T) \times \mathbb{R}_+^n)} \|u^m + u^{m-1}\|_{L^\infty((0,T) \times \mathbb{R}_+^n)} \left| \int_0^t \|\tilde{K}(t - \tau; x, y)\|_{L^1} d\tau \right|$$

$$\leq 4C_0(\|u_0\|_{L^\infty(\mathbb{R}_+^n)} + \|F\|_{L^\infty((0,T) \times \mathbb{R}_+^n)}) \|u^m - u^{m-1}\|_{L^\infty((0,T) \times \mathbb{R}_+^n)} C\sqrt{T}$$

$$\leq \frac{1}{2}\|u^m - u^{m-1}\|_{L^\infty((0,T) \times \mathbb{R}_+^n)}$$

by choosing a sufficiently small $T$ such that

$$4CC_0(\|u_0\|_{L^\infty(\mathbb{R}_+^n)} + \|F\|_{L^\infty((0,T) \times \mathbb{R}_+^n)})\sqrt{T} \leq 1/2.$$

Finally the Banach fixed point theorem indicates that the sequence $u^m$ has a unique limit which is a solution of (3.12). \hfill \Box

### 3.2. Time Analyticity

The main result of this section is the following theorem.

**Theorem 3.5.** Let $C_0 > 0$ be a constant. Assume that $u$ is a bounded mild solution of the Navier–Stokes equations (3.10) on $[0, 1] \times \mathbb{R}_+^n$ with $|u| \leq C_0$ and $F(t, x)$ satisfies

$$\|t^k \partial_t^k F\|_{L^\infty((0,\infty) \times \mathbb{R}_+^n)} \leq C_0^{k+1} k^k$$

(3.14)

and $F_{nm}|_{x_n=0} = 0$ for $m = 1, 2, \ldots, n$. Then for any $k \geq 1$, we have

$$\sup_{t \in (0,T]} t^k \|\partial_t^k u(t, \cdot)\|_{L^\infty(\mathbb{R}_+^n)} \leq M^{k+1} k^k$$

for a sufficiently large constant $M$. Consequently, $u(t, x)$ is analytic in time for $t \in (0,1]$.

The proof of Theorem (3.5) relies on taking time derivatives of the integral representation (3.11). Here a difficulty is that the time derivatives of the kernel $G_{ij}$ and $K_{ij}$ are not locally integrable in space time near the origin, let alone the high order derivatives. We will follow the technique used in [9] to allow differentiation. The following lemmas will be used frequently.

**Lemma 3.6** (Lemma 3.1 of [9]). For any $k \geq 1$, we have

$$\sum_{j=1}^{k-1} \binom{k}{j} j^{j-2/3}(n-j)^{n-j-2/3} \leq Ck^{k-2/3},$$

where $C$ is a constant independent of $k$.

**Lemma 3.7** (Lemma 3.2 of [9]). Let $f$ and $g$ be two smooth functions on $\mathbb{R}$. For any integer $k \geq 1$, we have

...
Using Proposition 3.1, we have
\[
\partial_t^k (t^k f(t)g(t)) = \sum_{j=0}^{k} \binom{k}{j} \partial_t^j (t^j f(t)) \partial_t^{k-j} (t^{k-j} g(t))
\]

\[-k \sum_{j=0}^{k-1} \binom{k-1}{j} \partial_t^j (t^j f(t)) \partial_t^{k-1-j} (t^{k-1-j} g(t)).\]

By applying Propositions 3.1 and 3.3, we deduce the following estimates for the kernels \(G_{ij}\) and \(K_{iqj}\).

**Proposition 3.8.** There exists a constant \(C\), independent \(k\), such that for any \(k \in \mathbb{N} \cup \{0\},\)

\[
\|t^k \partial_t^k G_{ij}(t; x, y)\|_{L^1_y} \leq C^{k+1} k^k, \quad \|t^k \partial_t^k \nabla_y G_{ij}(t; x, y)\|_{L^1_y} \leq C^{k+1} k^{k-1/2},
\]

\[
\|t^k \partial_t^k \partial_{qj_1} K_{iqj}(t; x, y)\|_{L^1_y} \leq C^{k+1} k^{k-1/2}. \tag{3.15}
\]

**Proof.** We only prove the first inequality of (3.15) as the others are essentially the same. From (3.2)

\[
\|t^k \partial_t^k G_{ij}(t; x, y)\|_{L^1_y} \leq ||t^k \partial_t^k \Gamma(t; x, y)\|_{L^1_y} + \|t^k \partial_t^k G_{ij}^*(t; x, y)\|_{L^1_y}.
\]

Since

\[
\Gamma(t; x, y) = (4\pi t)^{-n/2} \exp\left(-\frac{|x-y|^2}{4t}\right) \quad \forall t > 0,
\]

by using the semi-group property of \(\Gamma\), for any \(t > 0,\)

\[
|\partial_t^k \Gamma(t; x, y)| \leq C_k k^n t^{-n/2} \exp\left(-\frac{|x-y|^2}{8t}\right).
\]

Thus a direct calculation shows that

\[
\|t^k \partial_t^k \Gamma(t; x, y)\|_{L^1_y} \leq CC^k k^k. \tag{3.16}
\]

Using Proposition 3.1, we have

\[
\|t^k \partial_t^k G_{ij}^*(t; x, y)\|_{L^1_y}
\]

\[
\leq C^k k \int_{\mathbb{R}_+^n} (|x - y'|^2 + t)^{n/2} e^{-\frac{c_y^2}{t}} dy'
\]

\[
\leq C^k k \int_{\mathbb{R}_+^n} (|x' - y'|^2 + |x_n + y_n|^2 + t)^{n/2} e^{-\frac{c_y^2}{t}} dy_n dy'
\]

\[
\leq C^k k \int_{\mathbb{R}_+^n} (|x' - y'|^2 + y_n^2 + t)^{n/2} e^{-\frac{c_y^2}{t}} dy_n dy'.
\]

Here in the last line, we used the fact that \(x_n + y_n \geq y_n\) since \(x, y \in \mathbb{R}_+^n\). Making a change of variables \(x' - y' := y'\) and still denoting \(y'\) by \(y',\) we have

\[
\|t^k \partial_t^k G_{ij}^*(t; x, y)\|_{L^1_y}
\]

\[
\leq C^k k \int_{\mathbb{R}_+^n} (|y'|^2 + y_n^2 + t)^{n/2} e^{-\frac{c_y^2}{t}} dy_n dy' \quad (y \rightarrow y \sqrt{t})
\]

\[
= C^k k \int_{\mathbb{R}_+^n} (|y'|^2 + y_n^2 + 1)^{n/2} e^{-c_y^2} dy_n dy'
\]

\[
\leq C^k k \int_{\mathbb{R}_+^n} (|y'|^2 + 1)^{n/2} dy' \leq C C^k k^k. \tag{3.17}
\]

A combination of (3.16) and (3.17) proves the first inequality of (3.15). \(\square\)

Theorem 3.5 is a direct consequence of the following proposition.
Under the assumptions of Theorem 3.5, for any $k \geq 1$, we have
\[
\sup_{t \in (0, T]} \| \partial_t^k (t^k u(t, \cdot)) \|_{L^\infty(\mathbb{R}^n)} \leq M^{k-1/2} k^{-2/3}
\] (3.18)
for a sufficiently large $M \geq 1$.

**Proof.** For simplicity, we still abbreviate (3.11) by (3.12). From Proposition 3.8, we have for any $j \in \mathbb{N} \cap \{0\}$,
\[
\| t^j \partial_t^j \tilde{K}(t, x, y) \|_{L_1^y} \leq C^{j+1} j^j t^{-1/2}.
\]
Using the Leibniz rule and Lemma 3.6, we have
\[
\| \partial_t^j (t^j \tilde{K}(t, x, y)) \|_{L_1^y} \leq C^{j+1} j^j t^{-1/2}
\] (3.19)
and
\[
\| \partial_t^j (t^k G(t, x, y)) \|_{L_1^y} \leq C^{j+1} j^j.
\] (3.20)

Now we prove Proposition 3.9 by induction. Using (3.12), we obtain
\[
\partial_t^k (t^k u(t, x)) = \partial_t^k \left( \int_{\mathbb{R}^n_t} t^k G(t, x, y) u_0(y) \, dy \right)
\]
\[
+ \partial_t^k \left( t^k \int_0^t \int_{\mathbb{R}^n_t} \tilde{K}(t - \tau; x, y) F(\tau, y) \, dyd\tau \right)
\]
\[
+ \partial_t^k \left( t^k \int_0^t \int_{\mathbb{R}^n_t} \tilde{K}(t - \tau; x, y) u(\tau, y) \, dyd\tau \right)
\]
\[= I_1 + I_2 + I_3.
\]
By using (3.20), we have
\[
|I_1| \leq \| u_0 \|_{L^\infty(\mathbb{R}^n)} \| \partial_t^k (t^k G) \|_{L^1} \leq C_0 C^{k+1} k^{-2/3} \leq M^{k-2/3} k^{-2/3}
\]
for a sufficiently large $M$. To estimate $I_2$, we proceed as follows
\[
I_2 = \partial_t^k \left( (t - \tau + \tau)^k \int_0^t \int_{\mathbb{R}^n_\tau} \tilde{K}(t - \tau; x, y) F(\tau, y) \, dyd\tau \right)
\]
\[
= \sum_{j=0}^k \binom{k}{j} \partial_t^{k-j} \int_0^t \int_{\mathbb{R}^n_\tau} (t - \tau)^j \tilde{K}(t - \tau; x, y) \tau^{k-j} F(\tau, y) \, dyd\tau
\]
\[
= \sum_{j=0}^k \binom{k}{j} \partial_t^{k-j} \int_0^t \int_{\mathbb{R}^n_\tau} \partial_t^j ((t - \tau)^j \tilde{K}(t - \tau; x, y)) \tau^{k-j} F(\tau, y) \, dyd\tau
\] (3.21)
\[
= \sum_{j=0}^k \binom{k}{j} \partial_t^{k-j} \int_0^t \int_{\mathbb{R}^n_\tau} \partial_t^j (\tau^j \tilde{K}(t, x, y))(t - \tau)^{k-j} F(t - \tau, y) \, dyd\tau
\]
\[
= \sum_{j=0}^k \binom{k}{j} \int_0^t \int_{\mathbb{R}^n_\tau} \partial_t^j (\tau^j \tilde{K}(t, x, y)) \partial_t^{k-j} ((t - \tau)^{k-j} F(t - \tau, y)) \, dyd\tau
\]
where in the fourth line of the above equality, we made a change of variables $\tau$ to $t - \tau$. From (3.14), the Leibniz rule, and Lemma 3.6, we have,
\[
\| \partial_t^k (t^k F) \|_{L^\infty((0, \infty) \times \mathbb{R}^n_\tau)} \leq C^k k^{k-1}.
\] (3.22)
The above inequality (3.22), (3.19), and Lemma 3.6 together imply

\[ |I_2| \leq \sum_{j=0}^{k} \binom{k}{j} \| \partial_t^j (\tau \bar{K}(\tau)) \|_{L^\infty((0, t) \times \mathbb{R}_+^n)} \| \partial^{k-j}_{t} ((t - \tau)^{k-j} F(t - \tau, y)) \|_{L^\infty((0, t) \times \mathbb{R}_+^n)} \]

\[ \leq \sum_{j=0}^{k} \binom{k}{j} \int_0^t \tau^{-1/2} d\tau \cdot Cj+1 j^{-2/3} C^{k-j+1} (k - j)^{k-j-2/3} \]

\[ \leq C^{k+1} k^{-2/3} t^{1/2} \leq M^{k-2/3} k^{-2/3}, \quad \text{(recalling } t \leq 1). \]

For \( I_3 \), similar to (3.21) we have

\[ I_3 = \sum_{j=0}^{k} \binom{k}{j} \int_0^t \int_{\mathbb{R}_+^n} \partial_t^j (\tau \bar{K}(\tau; x, y)) \partial_t^{k-j} ((t - \tau)^{k-j} u^2(t - \tau, y)) \ dy d\tau. \tag{3.23} \]

We estimate the right-hand side of (3.23) by considering \( j = 0, k \) and \( 1 \leq j \leq k - 1 \) separately. By the inductive assumption and Lemmas 3.6 and 3.7, we have

\[ |\partial_t^k (t^k u^2(t, y))| \]

\[ = |2u(t, y) \partial_t^k (t^k u(t, y)) + \sum_{j=1}^{k-1} \binom{k}{j} \partial_t^j (t^j u(t, y)) \partial_t^{k-j} (t^{k-j} u(t, y)) | \]

\[ - k \sum_{j=0}^{k-1} \binom{k-1}{j} \partial_t^j (t^j u(t, y)) \partial_t^{k-1-j} (t^{k-1-j} u(t, y)) | \]

\[ \leq 2C_0 |\partial_t^k (t^k u(t, y))| + M^{k-3/4} k^{k-2/3}, \]

and for \( j = 1, 2, \ldots, k - 1 \),

\[ |\partial_t^j (t^j u^2(t, y))| \leq M^{j-3/4} j^{j-2/3} \]

for a sufficiently large \( M \). With these in hand, similar to (3.21) we get

\[ |I_3| = \int_0^t \int_{\mathbb{R}_+^n} \partial_t^k (\tau \bar{K}(\tau; x, y)) u^2(t - \tau, y) \ dy d\tau \]

\[ + \int_0^t \int_{\mathbb{R}_+^n} \bar{K}(\tau; x, y) \partial_t^k ((t - \tau)^k u^2(t - \tau, y)) \ dy d\tau \]

\[ + \sum_{j=1}^{k-1} \binom{k}{j} \int_0^t \int_{\mathbb{R}_+^n} \partial_t^j (\tau \bar{K}(\tau; x, y)) \partial_t^{k-j} ((t - \tau)^{k-j} u^2(t - \tau, y)) \ dy d\tau \]

\[ \leq \int_0^t C^{k+1} k^{-2/3} \tau^{-1/2} C_0^2 \ d\tau \]

\[ + \int_0^t C^{\tau^{-1/2}} \left[ 2C_0 \| \partial_t^k ((t - \tau)^k u(t - \tau, \cdot)) \|_{L^\infty} + M^{k-3/4} k^{k-2/3} \right] \ d\tau \]

\[ + \sum_{j=1}^{k-1} \binom{k}{j} \int_0^t C^{j+1 j^{-2/3} \tau^{-1/2} M^{k-j-3/4} (k - j)^{k-j-2/3} \ d\tau \]

\[ \leq C^{t^{1/2}} M^{k-2/3} k^{-2/3} + 2C_0 C \int_0^t (t - \tau)^{-1/2} \| \partial_t^k (\tau^k u(t, \cdot)) \|_{L^\infty} \ d\tau. \]
Combining the estimates of $I_1$, $I_2$, and $I_3$, and setting $\Psi(t) := \|\nabla_t^k(t^k u(t, \cdot))\|_{L^\infty}$, we get by a second iteration and using Fubini’s theorem that

$$
\Psi(t) \leq CM^{k-2/3}k^{2/3} + C \int_0^t (t - \tau)^{-1/2} \psi(\tau) \, d\tau
$$

$$
\leq CM^{k-2/3}k^{2/3} + C \int_0^t (t - \tau)^{-1/2} \left( M^{k-2/3}k^{2/3} + C \int_0^\tau (\tau - s)^{-1/2} \psi(s) \, ds \right) \, d\tau
$$

$$
\leq CM^{k-2/3}k^{2/3} + C^2 \int_0^t (t - \tau)^{-1/2} \int_0^\tau (\tau - s)^{-1/2} \psi(s) \, ds \, d\tau
$$

$$
\leq CM^{k-2/3}k^{2/3} + C^2 \int_0^t \psi(s) \left( \int_s^t (t - \tau)^{-1/2} (\tau - s)^{-1/2} \, d\tau \right) \, ds
$$

$$
\leq CM^{k-2/3}k^{2/3} + C^2 \int_0^t \psi(s) \, ds.
$$

We then conclude (3.18) by applying the Gronwall inequality and taking a sufficiently large $M$. The proposition is proved. \hfill \Box

**Proof of Theorem 3.5.** Note that

$$
\partial_t^k (t^j u) = k \partial_t^{k-1} (t^{j-1} u) + t \partial_t^k (t^{j-1} u).
$$

Letting $j = k$, by Proposition 3.9 we have

$$
\sup_{t \in (0,T]} \|t \partial_t^k (t^{k-1} u)\|_{L^\infty} \leq M^{k-1/2}k^{2/3} + M^{k-3/2}(k - 1)^{1-2/3}k
$$

$$
\leq M^k(1 + 1/M)k^k.
$$

Then by induction, we get for $j = 0, 1, \ldots, k$,

$$
\sup_{t \in (0,T]} \|t^j \partial_t^k (t^{k-j} u)\|_{L^\infty} \leq M^k(1 + 1/M)j^k k^k.
$$

Taking $j = k$, we obtain

$$
\sup_{t \in (0,T]} \|t^k \partial_t^k u(t, \cdot)\|_{L^\infty(\mathbb{R}^n_+)} \leq M^k(1 + 1/M)^k k^k = (M + 1)^k k^k.
$$

This finishes the proof of Theorem 3.5. \hfill \Box
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