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ABSTRACT
Mobile digital billboards are an effective way to augment brand-awareness. Among various such mobile billboards, taxicab rooftop devices are emerging in the market as a brand new media. Motov is a leading company in South Korea in the taxicab rooftop advertising market. In this work, we present a lightweight yet accurate deep learning-based method to predict taxicab’s next locations to better prepare for targeted advertising based on demographic information of locations. Considering the fact that next POI recommendation datasets are frequently sparse, we design our presented model based on neural ordinary differential equations (NODEs), which are known to be robust to sparse/incorrect input, with several enhancements. Our model, which we call LightMove, has a larger prediction accuracy, a smaller number of parameters, and/or a smaller training/inference time, when evaluating with various datasets, in comparison with state-of-the-art models.

CCS CONCEPTS
• Computing methodologies → Machine learning; Neural networks.
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1 INTRODUCTION
Mobile digital billboards promise to augment brand-awareness by targeting audiences of a specific demographic group at a particular location and time. In particular, a 2020 Nielsen report says that digital taxi rooftop billboards show more promising performance experiences than any other out of home media in the New York
market [25]. According to the report, watching an advertisement on a digital taxicab rooftop leads to actions for about 46% of viewers, such as searching websites, using hashtags, downloading apps, etc. Due to such high potentiality, several start-up players like Firefly (invested by Google ventures), Uber powered by Adomni, and Motov strive to win in the market.

Among them, Motov is a leading startup company in South Korea and is currently running about a thousand taxicab rooftops in South Korea and is supposed to increase its number up to 5,000 by the end of 2021, delivering millions of impressions per month — an impression means a target audience is exposed once to our advertisement. In addition, Motov’s digital taxicab rooftop device is equipped with diverse sensors such as gyroscopes, accelerometers, a WiFi sensor that captures surrounding pedestrians, an air quality sensor (e.g., dust density, CO2, etc.). These unique features enable advertisers to reach their target audience efficiently.

In our business, it is very important to predict the next locations of taxicabs in several minutes to prepare for targeted advertising. Given a predicted next location and its demographic statistics, we have to send image/video files to be displayed via 4G cellular network. Because taxicabs frequently enter communication shadow areas, where the cellular communication is unstable, we need to perform all these well before it happens (see Section 3.1 and Fig. 3).

This prediction is crucial in our business because we are paid by the number of impressions only to advertiser’s demographic targets.

Fortunately, similar problems have been solved by researchers. Next-Point-of-Interest (Next-POI) predictions are one of the most popular research topics in the field of location-based recommender systems [10, 23, 30, 33–37]. Many different approaches have been proposed to accomplish the task. They are mostly recurrent neural network (RNN)-based models. Two of the state-of-the-art models are DeepMove [10] and Flashback [32] whose research goals are the most similar to ours. However, their model efficiencies are not as high as our model in some datasets.

To this end, we propose an efficient model to predict next locations since we deliver millions of impressions per month and will deliver tens of millions of impressions per month soon according to a current growth rate, even a small prediction error rate may yield a non-trivial loss. Therefore, we pursue a method balanced between model size and accuracy. Our proposed model consists of four modules as shown in Fig. 1: i) an attentive short-term history module, ii) a long-term history module without attention, iii) a main neural ordinary differential equation (NODE) layer to generate the last hidden vector \( h(1) \) from the initial hidden vector \( h(0) \), and iv) a classifier to predict next locations.

Let \( t_k \) be the current time in a day, when we want to predict the next \( M \) locations of a taxicab. In the first module, we process the taxicab’s recent \( K \) locations at \( \{ t_1, \cdots, t_K \} \) with a dot-product-based attention mechanism — we call this set of \( K \) recent locations as session. In our work, both the session length \( K \) and the number of future locations to predict \( M \) can be varied, which make our method more practical. A similar thing happens in the second module with all other past locations, but we do not use attention here because it leads to better efficiency. Each module produces an initial vector from the short and long-term history, respectively. These two initial vectors are concatenated, denoted \( h(0) \) in the figure, and processed by a NODE layer to generate another hidden vector \( h(1) \), which will be concatenated with the taxicab embedding. Then, the last hidden vector is processed by the fourth module and we finally predict \( M \) next locations simultaneously. The most demanding part is how to design the NODE module because it processes all information. In fact, it occupies the biggest portion in our design.

The reason why we adopt NODEs to process the initial vector and derive the last hidden vector is twofold. First, we consider a limited set of information to predict next locations. In general, next locations are partially influenced by auxiliary environments, e.g., weather conditions, etc. To make our method applicable to any environments, however, we do not consider such auxiliary information while predicting next locations. To accomplish the challenging task with such limited information, we adopt NODEs which learn smooth homeomorphic functions (see Section 2.1) and are well-posed under the mild condition of locally Lipschitz (see Section 5.5). A similar design philosophy had been adopted in the field of recommender systems. For instance, LightGCN [14] uses only linear layers to process user/item embeddings and outperforms other non-linear collaborative filtering (CF) models because of the information-scarce environments of the task. According to them, highly non-linear models with overcapacity are easily over-fitted to data and hard to regularize in the field of CF. Our problem can also be understood as a geographical recommendation problem between locations and taxicabs because the relationship between them is analogous to that between items and users in CF. Therefore, we conjecture that their design philosophy holds in our setting and adopt NODEs to design our model. Our experimental results well justify our conjecture.

Second, NODEs are known for its good trade-off between model accuracy and size. In other fields, including computer vision, time-series forecasting, and so on, there have been reported multiple times that NODE-based models outperform existing conventional models and/or have a much higher model efficiency than them [2, 26]. We also aim at designing a lightweight model (in terms of the inference time) that shows a reasonable model accuracy.

However, it is still a hard problem how to design a lightweight NODE model with a sufficient model accuracy. In the basic forms of NODEs, we use a fixed set of parameters, denoted \( \theta_{\text{fixed}} \). In our advanced model, however, the parameters of NODEs are dynamically generated from input, denoted \( \theta_{\text{adaptive}} = g(\theta_{\text{fixed}}, h(0); \theta_0) \) where \( g \) is a parameter generation network and \( h(0) \) is an initial hidden vector. Note that \( g \) is to create a variation of \( \theta_{\text{fixed}} \) for \( h(0) \) rather than generating from scratch. In this way, we can generate a reliable set of parameters.

We conduct experiments with three datasets. Two of them are popular benchmark datasets for next-POI recommendation and one is our taxicab dataset, collected Fall 2020 with 177 taxicabs in the largest metropolitan area of South Korea. Our method shows the best accuracy in all datasets with much smaller model costs. Our contributions are as follows:

1. We design a lightweight yet accurate next-POI recommendation model based on NODEs.
2. We design our own NODE layer with various techniques: i) continuous GRU cells, ii) ODE state jumps, and iii) adaptive parameter generation.
3. Our model shows a near perfect accuracy for our dataset.
2 PRELIMINARIES & RELATED WORK

We introduce our literature survey and preliminary knowledge to understand our work.

2.1 Neural Ordinary Differential Equations (NODEs)

NODEs solve the following integral problem to calculate \( h(t_{i+1}) \) from \( h(t_i) \) [5]:

\[
h(t_{i+1}) = h(t_i) + \int_{t_i}^{t_{i+1}} f(h(t), t; \theta_f) dt,
\]

where \( f(h(t), t; \theta_f) \), which we call ODE function, is a neural network to approximate \( \hat{h} \) defined by \( \frac{dh(t)}{dt} \). To solve the integral problem, NODEs rely on ODE solvers, e.g., the explicit Euler method, the Dormand–Prince (DOPRI) method, and so forth [8].

Therefore, NODEs are typically understood as a continuous generalization of neural networks. In conventional neural networks, the time variable \( t \) for \( h(t) \) is typically a non-negative integer. In NODEs, however, \( t \) can be any arbitrary real number.

Let \( \phi_t : \mathbb{R}^{\text{dim}(h(t_0))} \rightarrow \mathbb{R}^{\text{dim}(h(t_m))} \) be a mapping from \( t_0 \) to \( t_m \) created by an ODE after solving the integral problem. It is well-known that \( \phi_t \) becomes a homeomorphic mapping; \( \phi_t \) is continuous and bijective and \( \phi_{t}^{-1} \) is also continuous for all \( t \in [0, T] \), where \( T \) is the last time point of the time domain [9, 24]. From this characteristic, it is known that the topology of the input space of \( \phi_t \) is preserved in its output space, and therefore, trajectories crossing each other cannot be represented by NODEs.

While preserving the topology, NODEs can perform machine learning tasks and it was shown in [31] that it increases the robustness of representation learning to adversarial attacks and unexpected inputs. We consider that this characteristic is also suitable for learning reliable hidden representations from past locations, when there is no abundant information. As mentioned earlier, our setting includes only taxicab locations without auxiliary information such as weather conditions, local events, and so on. We conjecture that NODEs that learn smooth homeomorphic functions are suitable for our challenging task as in [7, 14, 16, 17].

Instead of the backpropagation method, the adjoint sensitivity method is used to train NODEs for its efficiency and theoretical correctness [5]. After setting \( a_h(t) = \frac{dL}{dh(t)} \) for a task-specific loss \( L \), it calculates the gradient of loss w.r.t model parameters with another reverse-mode integral as follows:

\[
\nabla_{\theta_f} L = \frac{dL}{\partial \theta_f} = - \int_{t_m}^{t_0} a_h(t)^T \frac{\partial f(h(t), t; \theta_f)}{\partial \theta_f} dt.
\]

It is known that NODEs have a couple of advantages. First, NODEs can sometimes significantly reduce the required number of parameters when building neural networks [26]. Second, NODEs enable us to interpret the time variable \( t \) as continuous, which is discrete in conventional neural networks [5].

Homeomorphism and Model Reliability. It had been recently reported that the homeomorphic characteristic of NODEs brings non-trivial model reliability since it is guaranteed that NODEs produce similar hidden vectors for two similar inputs [9, 31]. In addition, LightGCN [14] was successful for collaborating filtering by adopting simple neural network architectures to prevent overfitting for sparse recommendation datasets. Most next POI recommendation datasets are also sparse since they contain only past trajectories without any auxiliary information. Inspired by LightGCN, we adopt NODEs to design our main module to process hidden vectors to prevent the situation that two similar trajectory patterns are mapped to too much different last hidden vectors.

2.2 ODE Solvers

There is an analogy between residual/dense connections and ODE solvers. ODE solvers discretize time variable \( t \) and convert an integral into many steps of additions [12]. For instance, the explicit Euler method can be written as follows in a step:

\[
h(t + s) = h(t) + s \cdot f(h(t), t; \theta_f),
\]

where \( s \), which is usually smaller than 1, is a configured step size of the Euler method. Note that this equation is identical to a residual connection when \( s = 1 \). To derive \( h(1) \) from \( h(0) \) with \( s = \frac{1}{2} \), for instance, we need two steps with the explicit Euler method.

Other ODE solvers use more complicated methods to update \( h(t + s) \) from \( h(t) \). For instance, the fourth-order Runge–Kutta (RK4) method uses the following method:

\[
h(t + s) = h(t) + \frac{s}{6} \left( f_1 + 2f_2 + 2f_3 + f_4 \right),
\]

where \( f_1 = f(h(t), t; \theta_f), f_2 = f(h(t) + \frac{s}{2} f_1, t + \frac{s}{2}; \theta_f), f_3 = f(h(t) + \frac{s}{2} f_2, t + \frac{s}{2}; \theta_f), \) and \( f_4 = f(h(t) + sf_3, t + s; \theta_f) \).

It is also known that dense convolutional networks (DenseNets [39]) and fractal neural networks (FractalNet [19]) are similar to RK4 (as so are residual networks to the explicit Euler method) [22].

2.3 Next-POI Recommendation

Next-POI recommendation is a popular topic and has many applications. Among them, the next-POI recommendation attracted much attention from the community and much research work has been conducted.

Zhao et al. designed a tensor factorization-based method with user-POI, POI-time, and POI-POI interaction records, which is one of the early work in this field [38]. He et al. also designed a similar tensor-based latent model to grasp latent check-in patterns and predict future patterns [13]. Feng et al. designed a special embedding-based mechanism for POI recommendation [11]. Liu et al. used a recurrent neural network (RNN) to capture spatial and temporal information [20]. Kong et al. and Zhao et al. integrated temporal and spatial gating mechanism into a RNN-based architecture [18, 37]. Chang et al. also proposed an advanced embedding method for POI recommendation [3]. Wang et al. developed a POI recommendation algorithm for mobile devices [28]. Manotumruksa et al. proposed a factorization-based method for collaborative filtering but their method shows good performance for next-POI recommendation [23]. However, all these methods do not explicitly consider attention among check-in patterns. In order to consider dependencies, Feng et al. proposed DeepMove which has a special attention mechanism [10]. Flashback [32] is one of the most recent methods, which shows the state-of-the-art accuracy in some cases.
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3 TAXICAB ROOFTOP ADVERTISING
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3.1 Necessity of Next POI Recommendation in Rooftop Advertising

However, it is not guaranteed that we can perform the steps (2-4) in the previous subsection promptly due to communication gray areas. Our main service target is the largest metropolitan area of South Korea, which have many high-rise buildings, and as a result, we suffer from many communication gray areas as shown in Fig. 3. In addition, it costs much expense to transfer advertising videos to taxicabs via a high-speed cellular network. Therefore, we rely on a relatively cheaper usage-based cellular network. For these reasons, it is practically impossible to implement real-time advertising services and we provide pseudo-real-time services. Therefore, it is crucial to predict where each taxicab will be shortly and make it ready with the best advertisement whose demographic targets are the best matched with its predicted location. Since each advertisement is paid by the number of impressions to his/her demographic targets, this task is crucial in our business. Therefore, our utmost interest is predicting taxicab locations in several minutes, i.e., five minutes in our experiments.

The other urgent prediction is to predict the current demographic information for each location because it is not the case that each location is frequently visited by our taxicabs. However, this is out of the scope of this paper.

4 PROBLEM DEFINITION

Let C be a set of taxicabs. Let \( x_t \in X \) be a location (more precisely, one-hot vector denoting a POI location) of a taxicab \( c \in C \) at time \( t \), where \( X \) is a set of all possible POIs. Given a set of recent \( K \) locations \( \{x_{t_1}, \ldots, x_{t_K}\} \) for \( c \), which we call session or short-term history, and its all other long-term past locations before the recent session, our task is to predict the next \( M \leq K \) locations that will be visited by the taxicab \( c \). Due to the challenging nature of the problem, we do not consider the case where \( M > K \).

| Telecom Company | Data Server |
|-----------------|-------------|
| Databases for subscribers and their randomized MAC addresses | (3) Aggregated demographic info |
| (1) Randomized WiFi MAC addresses | Data collection |
| (2) Randomized WiFi MAC addresses | Data processing |
| (1) WiFi Probe Requests | A taxi with an advertising device |

Figure 2: The service workflow of our taxicab rooftop advertising. See Section 3 for its detailed descriptions.

Figure 3: The necessity of NextPOI Recommendation in Rooftop Advertising. See Section 3.1 for its detailed descriptions.
We consider the following two cases of time: i) a pair of \( t_i \) and \( t_{i+1} \) has a fixed time interval for all \( i \), or ii) the time interval is varying from one pair to another. Our taxicab application falls into the first case. However, the second case also happens frequently in real-world applications. Thus, we consider both cases in our work to increase the applicability of our method.

One more requirement in our design is, while not sacrificing the model accuracy\(^1\), to reduce the cost of model in terms of the inference time. Since our platform will run five thousands of taxicabs by the end of this year and tens of thousands by the end of next year, the prediction model should be lightweight in terms of the above model cost definitions.

Definition 4.1 (Session). A session means a set of locations (with their timestamps) that are visited for a single purpose. In our taxicab application, we simply use recent \( K \) locations to approximate a session. In the variable time-interval applications, a new session begins if the recent interval is larger than a threshold, which is a widely-used heuristic \([10, 34]\).

Definition 4.2 (Trajectory). Given a taxicab \( c \in C \), a trajectory \( T_c \) means a sequence of sessions created by the taxicab. One taxicab generates one long trajectory in our dataset.

5 PROPOSED METHOD

In this section, we introduce our model, called LightMove. We first describe the overall architecture and then each part in detail.

5.1 Overall Architecture

Suppose a taxicab and its past locations. We want to predict its future locations. To this end, we design the model in Fig. 1. The several key design points

First, we learn an embedding vector for each location \( x \in X \). These embedding vectors are fed into our model given an input set of locations. We also learn an embedding vector for each taxicab.

Second, we separate the short-term and the long-term history while processing. The short-term location information, i.e., a recent session, is processed by a dot-product-based attention, and the same processing happens for the remaining long-term location information without attention. We concatenate them into \( h(0) \).

With the initial ODE state \( h(0) \), third, we use a NODE-based module to derive \( h(1) \). This module is the main processing area in our model and plays a key role in our task. We intentionally choose a NODE-based design at this step for its appropriateness to our task in that i) it learns a smooth homeomorphic mapping which is suitable for our information-scarce environment, and ii) it shows a low model cost.

Fourth, \( h(1) \) is concatenated with a taxicab embedding vector to constitute the last hidden vector, which will be used for our next \( M \) location predictions.

5.2 Attentive History Processing Modules

In this subsection, we describe attentive history processing modules for short and long-term past location information.

Let \( S = \{ x_t, \cdots, x_{t_K} \} \) be a recent session of a taxicab \( c \in C - x_t \) is typically a one-hot vector denoting a POI with a timestamp, which constitute a short-term history. Our first module is to properly process this session information to extract an initial short-term vector. We use the following dot-product-based attention:

\[
E_S = \text{lookup}(S),
\]

\[
A_S = \sigma(E_S \cdot E_S^\top),
\]

where lookup is a location/time embedding lookup function, which outputs an embedding matrix \( E_S \in \mathbb{R}^{\{|S| \times (D_{loc} + D_{time})\}} \) with a drop-out rate \( y \). \( D_{loc}, D_{time} \) mean the dimensionality of embedding for location and time – we divide the 24-hour band into slots and learn an embedding vector for each slot. In other words, \( E_S \) contains all those embedding vectors for the locations in \( S \). \( \sigma \) is a softmax function. Therefore, \( A_S \in [0,1]^{\{|S| \times |S|\}} \) is a matrix which contains pair-wise attention values among all those short-term locations.

After that, we use the following operation to derive an initial short-term matrix:

\[
H_S = A_S E_S.
\]

where \( H_S \in \mathbb{R}^{\{|S| \times (D_{loc} + D_{time})\}} \) is a matrix, each row of which is an initial vector for each location in \( S \).

We perform the same thing for a long-term location information \( L \) and derive an initial long-term matrix \( H_L \). However, we do not use any attention here because it increases the cost significantly and makes the entire model hard to train. In general, \( |L| > |S| \) and it requires much computation to process long-term history. Therefore, we strategically drop the attention for the long-term history processing. The initial vector \( H_{init} \in \mathbb{R}^{(|S|+|L|) \times (D_{loc}+D_{time})} \) is a concatenation of them as follows:

\[
H_{init} = H_S \odot H_L,
\]

where \( \odot \) is a concatenation operation.

Among various other possible attention alternatives, we use the dot-product-based pair-wise attention mechanism for its appropriateness to recommendation. In one of the most recent collaborative filtering research directions, for instance, they consider that a set of items purchased by a user creates a clique of items via the user, whose embedding vectors are highly correlated \([4, 14, 29]\). They explicitly build a bipartite graph between user and items and utilize its normalized Laplacian matrix to aggregate neighbors’ embedding vectors. Our proposed concept is somehow aligned with the notion but use a trainable attention method rather than relying on a fixed graph architecture.

5.3 NODE & Classification Modules

In the previous subsection, we showed how to calculate the initial matrix, denoted \( H_{init} \). In this subsection, we show how to evolve each initial vector (i.e., each row of \( H_{init} \)) with a NODE-based layer. With the \( i \)-th initial vector (row) \( h_i \) of \( H_{init} \), we use a NODE-based
layer to derive its hidden vector as follows:

\[
j_i(t_j) = h_i(t) + \int_0^{t_j} f(h_i(t), t, \theta_f) dt,
\]

(8)

\[
h_i(t_j) = \text{GRU}(j_i(t_1); \theta_{\text{GRU}}),
\]

(9)

\[
j_i(t_k) = h_i(t) + \int_0^{t_k} f(h_i(t), t, \theta_f) dt,
\]

(10)

\[
h_i(t_k) = \text{GRU}(j_i(t_2); \theta_{\text{GRU}}),
\]

(11)

\[
\vdots
\]

(12)

\[
j_i(1) = h_i(t) + \int_0^{t_1} f(h_i(t), t, \theta_f) dt,
\]

(13)

\[
h_i(1) = \text{GRU}(j_i(1); \theta_{\text{GRU}}),
\]

(14)

where \( h_i(t_0) = h_i \), \( 0 < t_i < t_j < t_k < 1 \), where \( i < j \), are intermediate time points, and \( J \) is the number of jumps between \( t = 0 \) and \( t = 1 \). In other words, our NODE layer evolves each initial vector (row) of \( H_{\text{init}} \) to derive its hidden vector with multiple jumps. Each jump is done by GRU in our design. The jump mechanism is frequently used in conjunction with NODEs [2, 27]. Our design for the ODE function \( f \), which approximates \( \frac{dh_i(t)}{dt} \), is as follows:

\[
r_i(t) = \Phi(W_i h_i(t) + U_i h_i(t) + b_r),
\]

(15)

\[
z_i(t) = \Phi(W_r h_i(t) + U_r h_i(t) + b_r),
\]

(16)

\[
m_i(t) = \tanh(W_m h_i(t) + U_m r_i(t) \odot h_i(t) + b_m).
\]

(17)

\[
\frac{dh_i(t)}{dt} = (1 - z_i(t)) \odot (m_i(t) - h_i(t)),
\]

(18)

where \( \odot \) is an elementwise multiplication, \( \Phi \) is a sigmoid activation. All those \( W, U, b \) parameters are trainable and denoted as \( \theta_f \). Our specific choices in Eqs. (15) to (18) are a continuous generalization of gated recurrent units (GRUs) [2].

Let \( H \) be the derived hidden matrix, the \( i \)-th row of which corresponds to \( h_i(t) \). We use the following classifier to predict the future \( M \) locations that will be visited by the target taxicab \( c \):

\[
H_{\text{last}} = \phi(H \oplus e_c),
\]

(19)

\[
P = \sigma(F_{\text{last}}(H_{\text{last}}; \theta_{\text{last}})),
\]

(20)

where \( \phi : \mathbb{R}^{(|S| + |L|) \times (D_{x0} + D_{x1} + D_{x2})} \rightarrow \mathbb{R}^{M \times (D_{x0} + D_{x1} + D_{x2})} \) is a resize operation, \( e_c \) is the embedding of the taxicab \( c \), and \( F_{\text{last}} : \mathbb{R}^{M \times (D_{x0} + D_{x1} + D_{x2})} \rightarrow \mathbb{R}^{M \times |X|} \) is a fully connected layer followed by a softmax. \( P \in [0, 1]^{|M \times |X|} \) contains future \( M \) location predictions for the taxicab \( c \). Each row of \( P \) corresponds to a standard classification over \( X \). The resize operation \( \phi \) can be designed as a fully connected layer, a matrix slice operation, and so forth.

5.4 Adaptive Parameter Generation

Our above design outperforms many baseline methods in our experiments. To further increase the model accuracy, we design an advanced architecture with generating parameters as follows:

\[
\theta_{\text{adaptive}} = g(\theta_f, h_i(t_0); \theta_g),
\]

(21)

\[
h_i(t_{j+1}) = h_i(t_j) + \int_{t_j}^{t_{j+1}} f(h_i(t), t, \theta_{\text{adaptive}}) dt, \text{ for each } j,
\]

(22)

where \( g : \mathbb{R}^{\text{dim}(\theta_f)} \rightarrow \mathbb{R}^{\text{dim}(\theta_{\text{adaptive}})} \) is a parameter generation function. \( \text{dim}(\theta_f) = \text{dim}(\theta_{\text{adaptive}}) \) in this function.

This adaptive parameter generation greatly increases the model accuracy, when the task is challenging, by producing parameters suitable for a certain input \( h_i(t_0) \) in the NODE layer. However, we do not allow a large difference between \( \theta_f \) and \( \theta_{\text{adaptive}} \) to make it as close to the original homeomorphic mapping as possible. As mentioned earlier, our NODE layer only with \( \theta_f \) learns a homeomorphic function and it can learn reliable representations when the information in input is scarce or contains unexpected patterns. Therefore, we want to stick to the original setting as much as possible even with the adaptive parameter generation. To this end, we generate parameters for \( z_i(t) \) of Eq.(16) only:

\[
W_z = \text{resize}(FC(W_z \odot h_i(t_0); \theta_W)),
\]

(23)

\[
U_z = \text{resize}(FC(U_z \odot h_i(t_0); \theta_U)),
\]

(24)

\[
b_z = FC(b_z \odot h_i(t_0); \theta_b),
\]

(25)

\[
z_i(t) = \Phi(W_z h_i(t) + U_z h_i(t) + b_z),
\]

(26)

where vec is a vectorization function and resize is a resize function to recover into the original matrix form. \( z_i(t) \) is called gating and plays a key role. Therefore, fine-tuning it for each input is a sensible approach to increase the capacity of the NODE layer if a dataset to predict is complicated, e.g. Foursquare in our experiments.

5.5 Training Algorithm

The overall training method in Algorithm 1 is similar to what used in DeepMove [10]. Each taxicab’s complete trajectory is divided into a set of training/validating/testing trajectories with a ratio of 70/15/15 in chronological order. A mini-batch is a single training trajectory for a taxicab (user). Due to the large sequence of the long-term history, denoted \( L \) in line 7, both DeepMove and our LightMove use one training trajectory in an iteration.

However, SERM [34] uses a mini-batch of multiple taxicabs (users) since it does not process the long-term history. It utilizes only the recent session to predict next \( M \) locations. However, this strategy shows relatively inaccurate predictions for our taxi dataset. Therefore, we stick to the proposed training method. While training in line 8, we use a cross-entropy loss with a \( L^2 \) regularizer for \( \theta \).

On the Tractability of Training the NODE layer. The ODE version of the Cauchy–Kowalewski theorem states that, given \( f = \frac{dh(t)}{dt} \), there exists a unique solution of \( h \) if \( f \) is analytic (or locally Lipschitz continuous). In other words, the ODE problem is well-posed if \( f \) is analytic [12]. In our case, the function \( f \) in Eqs. (15) to (18) uses only matrix multiplications and hyperbolic tangent/sigmoid activations that are all analytic. This implies that there will be only a unique optimal ODE, given an initial vector \( h(0) \). Because of i) the uniqueness of the solution and ii) analytic definitions of \( f \), we believe that our training method can find a good solution.

6 EXPERIMENTAL EVALUATIONS

In this section, we introduce our experimental environments and results. All experiments were conducted in the following software and hardware environments: Ubuntu 18.04 LTS, Python 3.6.6, Numpy 1.18.5, Scipy 1.5, Matplotlib 3.3.1, PyTorch 1.2.0, CUDA 10.0, and NVIDIA Driver 417.22, i9 CPU, and NVIDIA RTX Titan.
Algorithm 1: How to train LightMove

Input: Taxicabs C, Training Trajectories \( \{T_c\}_{c \in C} \), Validating Trajectories \( \{V_c\}_{c \in C} \), Initial Learning Rate \( \lambda \), Learning Rate Decay Factor \( \alpha \), \( L^2 \) Regularization Coefficient \( \beta \)

1. Let \( \theta \) be all parameters to learn and Initialize \( \theta \)

2. while the POI classification loss \( L \) is not converged do

   3. for Each taxicab \( c \in C \) do

      4. \( X \) gets the first 70\% sessions of a training trajectory \( T_c \)

      5. \( Y \) gets the last 30\% sessions of a training trajectory \( T_c \)

      6. \( S \leftarrow \) the recent session of \( X \)

      7. \( L \leftarrow \) all sessions of \( X \) before \( S \)

      8. /* Given \( S \) and \( L \), our training task is to predict \( Y \). */

      9. Train \( \theta \) with the short-term history \( S \) and the long-term history \( L \) to predict \( Y \).

10. Validate with \( V_c \) of all \( c \in C \) to update the best model checkpoint.

11. return \( \theta \);

| Table 1: Statistics of datasets |
|---------------------------------|
| Name    | #Taxicabs (Users) | #Locations (POIs) | #Logs |
|---------|-------------------|-------------------|-------|
| Taxi    | 177               | 584               | 353,419 |
| Foursquare | 15,639           | 43,380            | 293,559 |
| LA      | 153,626           | 734,559           | 1,192,572 |

6.1 Experimental Environments

6.1.1 Datasets. We use the following three datasets for our experiments. For thorough evaluations, we use not only our taxicab data but also other standard benchmark evaluation data for next-POI recommendation. Their statistics are summarized in Table 1.

1. Foursquare contains user check-in data for a year from Feb. 2010 in New York. Every check-in has a user ID, timestamp, and POI ID. We use the pre-processed data in [10], where low-frequency users are removed and check-in records are divided into sessions. There is at least 72-hour gap between two consecutive sessions after the pre-processing. The average session length is 8.64 check-ins in this dataset. This dataset is one of the most difficult ones for next-POI recommendation because POIs are located close to each other in New York. Sometimes multiple POIs are in a building.

2. LA is a Twitter dataset collected in Los Angeles from Aug. to Nov. 2014. It also contains many check-in records after discretizing the city of Los Angeles into many 500m×500m grid cells (POIs). We use the data pre-processed in [34] where two consecutive sessions have at least 10-hour time difference. The average session length is 9.1 check-ins in this dataset.

3. Taxi is our data collected in the largest metropolitan area of South Korea with 177 taxicabs for a month Fall 2020. Our 177 taxicabs provides 24/7 GPS logs every five minute to our server. One session duration is 45 minutes. Considering missing logs, there are 8.38 logs in a session in average. There are 584 locations that we are interested in. Each location has a size of approximately 100m×100m.

6.1.2 Baselines. A variety of method have been developed so far for POI recommendation. Among them, we consider the following models considering their popularity and impacts:

1. RNN, LSTM, BiLSTM, and GRU are classical recurrent neural network models which show good performance in dealing with sequential data [1, 6, 15].

2. DRCF [23] is a matrix factorization-based method for collaborative filtering but this model can be used for next-POI recommendations as well. This model does not consider long-term history.

3. SERM [34] is an advanced recurrent neural network model. However, it does not have any attention mechanism and does not consider long-term history. Both SERM and DRCF are fast because they do not consider long-term history.

4. DeepMove [10] is one of the state-of-the-art models. This model has its own attention mechanism.

5. Flashback [32] is one of the most recent methods in the next POI recommendation, which has a strong point in processing past historical trajectories.

6. LightMove is our proposed method and it has several variations. We use the following notation to denote those variations. ‘G’ or ‘L’ means we jump through either GRU or FC in Eqs. (9), (11), and (14). ‘0’, ‘2’, or ‘5’ means the number of jumps. ‘E’ or ‘R’ means the Euler or the RK4 method to solve our integral problems. ‘F’ stands for generating parameters for fine-tuning our model. For instance, therefore, LightMove(G2EF) means that we use two GRU-based jumps with the Euler method and the parameter generation method.

6.1.3 Hyperparameters. We consider the following hyperparameter ranges for our model and we use the recommended settings for the baseline models in their original papers and/or their respected GitHub repositories:

1. The location embedding size \( D_{loc} \) is in \{50, 100, 300, 500, 700\}.

2. The taxicab (user) embedding size \( D_{taxi} \) is in \{20, 40, 60, 80\}.

3. The time embedding size \( D_{time} \) is in \{5, 10, 20, 40\}.

4. The size of \( h(t) \) is in \{50, 100, 300, 500, 700\}.

5. The drop-out rate \( y \) is in \{0.3, 0.5\}.

6. The initial learning rate \( \lambda \) is in \{0.005, 0.05, 0.1\}. The learning rate decay factor \( \alpha \) is 0.9. Therefore, we multiply 0.9 to the learning rate every epoch. The minimum learning rate is 0.0005 and we do not decrease below it.

7. The \( L^2 \) regularization weight \( \beta \) is 0.00001.

8. We use the Adam optimizer to train.

6.1.4 Evaluation Methods. Given a dataset consisting of multiple taxicabs (users), we divide each taxicab’s entire trajectory into a split of training/validating/testing (70:15:15) periods in chronological order. It is guaranteed that if a taxicab exists in a testing case, it also exists in a training set in our setting. Another possible scenario is to train with a set of taxicabs and test with other remaining taxicabs. However, this configuration does not happen in our business. Therefore, we split an entire trajectory of a taxicab into training/validating/testing periods.
Table 2: Model performance comparison in Taxi. Since we now record millions of impressions per month and will show tens of millions per month by the end of this year according to the recent growth rate, a few percentage accuracy difference may lead to a large loss.

| Method               | Hits@1 | Hits@5 | Hits@10 | MRR  | #Params |
|----------------------|--------|--------|---------|------|---------|
| RNN                  | 0.1872 | 0.4917 | 0.6838  | 0.3411 | 66,154  |
| LSTM                 | 0.2440 | 0.5769 | 0.7275  | 0.4013 | 96,754  |
| BiLSTM               | 0.2731 | 0.5918 | 0.7388  | 0.4181 | 192,954 |
| GRU                  | 0.2272 | 0.5303 | 0.7045  | 0.3768 | 86,554  |
| SERM                 | 0.8958 | 0.9988 | 1.0000  | 0.9422 | 3,815,669 |
| DRCF                 | 0.9581 | 1.0000 | 1.0000  | 0.9880 | 248,603 |
| DeepMove             | 0.9435 | 0.9706 | 0.9759  | 0.9575 | 5,135,534 |
| Flashback(RNN)       | 0.9688 | 0.9770 | 0.9781  | 0.9729 | 2,262,254 |
| Flashback(LSTM)      | 0.9913 | 0.9990 | 0.9996  | 0.9946 | 3,553,704 |
| Flashback(GRU)       | 0.9934 | 0.9988 | 1.0000  | 0.9959 | 1,091,054 |
| LightMove(G0E)       | 0.3207 | 0.4290 | 0.4549  | 0.3938 | 3,182,573 |
| LightMove(G0R)       | 0.3165 | 0.4246 | 0.4499  | 0.3668 | 6,274,811 |
| LightMove(G0E)       | 0.3205 | 0.4290 | 0.4549  | 0.3938 | 3,321,494 |
| LightMove(G2E)       | 0.3025 | 0.4336 | 0.4698  | 0.3625 | 17s  |
| LightMove(G2R)       | 0.3025 | 0.4336 | 0.4698  | 0.3625 | 117s  |
| LightMove(L2E)       | 0.3167 | 0.4865 | 0.5301  | 0.3938 | 33s  |
| LightMove(L2R)       | 0.3167 | 0.4865 | 0.5301  | 0.3938 | 162s  |

In addition, we also split other datasets into the same ratio for training/validating/testing in chronological order for our experiments. In the field of next-POI recommendation, researchers have used several benchmark datasets without validation. They mostly reported the best accuracy observed during training, which is impractical considering our business model. Because we split in chronological order, there does not exist any point that can be adjusted in favor of us only except the splitting ratio. Moreover, a ratio of 70:15:15 is a sort of standard.

When we evaluate our method without validation, our model’s accuracy is far higher than what we will report in this paper in Foursquare. As mentioned earlier, however, this score is rather meaningless in practice when we deploy a model. Therefore, we split each dataset into the three pieces and all our source codes and datasets are available in https://github.com/Jinsung-Jeon/LightMove so one can easily reproduce.

For testing, we further divide a testing trajectory of a taxicab into a set of the first 70% and a set of the final 30% locations. Given the first 70%, we let various models predict the last 30% locations, which is the same for the training and validating tasks (cf. Fig. 4). For evaluation, we use the following accuracy metrics: i) Hits@1/5/10, and ii) mean reciprocal ranking (MRR). Both of them are frequently used to evaluate recommendations. We also report iii) the number of parameters, and iv) the inference time during testing.

6.2 Experimental Results

In Table 2, we list the results for Taxi. RNN/LSTM/GRU-based methods all show poor performance. Among baselines, DRCF, DeepMove, and Flashback work well. However, their overall performance is worse than LightMove(G2E), i.e., LightMove with two GRU-based jumps and the Euler ODE solver. LightMove(G2E) has much higher efficiency than LightMove(G2R), considering the simplicity of the Euler method.

Table 3 summarizes the results in Foursquare. DeepMove and Flashback show the state-of-the-art performance among all baselines. However, LightMove(L2EF) significantly outperforms them with a much smaller number of parameters.
6.3 Ablation & Sensitivity Analyses

**GRU vs. FC-based jumps.** Our method provides two options for the jumps in Eqs. (9), (11), and (14). The GRU-based jumps show better accuracy than those with FC in many cases. Therefore, our default model uses the GRU-based jumps.

**The Number of jumps.** We found that too many jumps sometimes cause over-fitting. In Taxi, for instance, LightMove(G2E) shows higher performance than LightMove(G5E) in all metrics. In Foursquare, 2 jumps also outperform 5 jumps although it has more complicated trajectories than Taxi — i.e., many POIs are located close to each other in New York and correctly predicting users’ next POIs is far more challenging than other cases. Therefore, we recommend 2 jumps in general.

**Euler vs. RK4.** According to our results, RK4 and the Euler method show comparable accuracy, e.g., an MRR of 0.9993 by LightMove(G2E) vs. 0.9991 by LightMove(G2R) in Taxi. Considering the high computational overhead of RK4, we think that the Euler method is a sensible choice in practice.

**Embedding Size.** We test with various time/user (taxicab)/location embedding sizes in Fig. 5. In Taxi, a dimension of 500 for location outperforms others whereas 50 is the best is LA, which is well-aligned with our earlier outcome that LA’s user movement patterns are simpler than those of other datasets and simple models work better than sophisticated models with overcapacity for LA.

6.4 Case Study

We introduce several visualizations of the prediction examples by our method and DeepMove. In Fig. 6, we show the predictions of two test cases. Red circles are true trajectories and blue crosses mean predicted trajectories. In the first test case, a taxicab moves from a corner to another corner. DeepMove does not predict appropriately in such cases. Its predictions say that the taxicab stays around a region whereas our LightMove correctly predicts for most of their locations.

In the last test case, however, both DeepMove and LightMove predict well for most of the locations. In general, DeepMove predicts well when a taxicab stays in a region rather than moving from one corner of the figure to another.

7 CONCLUSIONS

Taxicab rooftop billboards are effective in increasing brand-awareness according to a recent Nielsen report. For our mobile targeted advertising business, we tackled a practical problem of predicting next-POI locations of taxicabs. We adopt NODEs for designing our lightweight yet accuracy model. Our model shows the best accuracy for our dataset with a relatively faster inference time than state-of-the-art models. Our method also marked the best accuracy in all other standard benchmark datasets. Because we are paid by successful targeted impressions, our task is a key in maintaining our business sustainable.
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