In this paper, we address the task of determining whether a given utterance is directed towards a voice-enabled smart-assistant device or not. An undirected utterance is termed as a “false trigger” and false trigger mitigation (FTM) is essential for designing a privacy-centric non-intrusive smart assistant. The directedness of an utterance can be identified by running automatic speech recognition (ASR) on it and determining the user intent by analyzing the ASR transcript. But in case of a false trigger, transcribing the audio using ASR itself is strongly undesirable. To alleviate this issue, we propose an LSTM-based FTM architecture which determines the user intent from acoustic features directly without explicitly generating ASR transcripts from the audio. The proposed models are small-footprint and can be run on-device with limited computational resources. During training, the model parameters are optimized using a knowledge transfer approach where a more accurate self-attention graph neural network model serves as the teacher. Given the whole audio snippets, our approach mitigates 87% of false triggers at 99% true positive rate (TPR), and in a streaming audio scenario, the system listens to only 1.69s of the false trigger audio before rejecting it while achieving the same TPR.
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1. INTRODUCTION

User privacy is a fundamental concern in the design of smart-assistants on devices like mobile phones, smart speakers, watches, etc. Voice-operated smart-assistants typically rely on detecting a trigger-phrase with high fidelity before they send user audio to the server for ASR and further processing. However, on rare occasions, the trigger-phrase detection algorithm may be triggered by unintended audio which might be sent to the server for processing. In addition, there are some use-cases where the processing of user audio is not gated by detection of a trigger-phrase, e.g., when the device is listening to the user for a response to a device-generated query. In these cases, the smart assistant relies on other mechanisms than trigger-phrase detection to determine if the user intends to speak to the device or not. One such mechanism uses self-attention based graph neural networks (called “LatticeGNN” hereafter) to extract information from ASR lattices to detect whether the user audio contains spoken content directed towards the device or not. While LatticeGNN ensures that falsely triggered audio is accurately identified, there are limitations in its usage. Firstly, it is computationally heavy to run full-fledged general purpose ASR on devices with low-resource hardware. Second, LatticeGNN approach requires running ASR on full utterances and an early detection of false triggers is not possible. Moreover, any ASR based approach results in transcribing unintended audio, thereby raising privacy concerns. In contrast, an ideal user intent classifier system should be able to detect unintended audio as soon as possible without actually transcribing the spoken content in the audio. We address this task in the current work using on-device LSTM based FTM models.

Our approach is motivated by the hypothesis that acoustic embeddings may provide extra and complementary information to the ASR based cues for the FTM task. While ASR lattices focus on high-level information such as word/sentence hypotheses for determining device-directedness of the utterance, the acoustic embeddings focus on low-level information such as presence of speech, background noise, and acoustic environment. By using knowledge transfer, we aim to combine these complementary sources of information in a common acoustic embedding based model.

Utterance-level acoustic embeddings computed using LSTMs have been previously used in where they were combined with ASR decoding features for device-directed audio detection. Our approach depicted in Figure 1 differs from prior literature in multiple ways though. Firstly, we propose to make frame level decisions for device-directedness detection so that a falsely triggered audio can be detected and suppressed as soon as possible in a streaming audio scenario. In comparison, the prior literature makes FTM decisions only when the whole utterance has been processed which leads to unnecessary processing of unintended audio. Second, we perform knowledge transfer from an ASR-based LatticeGNN model during training of our LSTM models in order to achieve at least as good accuracy as the teacher LatticeGNN model. The trained LSTM models which generate acoustic embeddings have a small footprint so that they can run on the device. Third, our approach does not need to run ASR during inference and we do not perform model combination before making the final decision to mitigate a false trigger. So, the model is ASR-free at inference time. Further details on knowledge transfer training and streaming FTM decisions are presented in Section 3. Other prior approaches for device-directed utterance detection includes various trigger-phrase detection techniques explored in . Lattice-based techniques which complement trigger-phrase detection systems have been explored in .

The rest of the paper is organized as follows. Section 2 provides a brief background on LatticeGNN and the knowledge transfer approach to train LSTM-FTM models. Section 3 provides details of streaming on-device FTM experiments, results and analysis. Finally, Section 4 draws conclusions of this work.

2. OUR APPROACH

This section provides details of various components involved in the knowledge transfer approach for streaming FTM.
2.1. LatticeGNN FTM and Lattice Embeddings

LatticeGNN is a graph neural network that uses self-attention mechanism to process word lattices produced by ASR [1]. This approach can be motivated by the hypothesis that a device-directed utterance has speech content related to the device functions. Such utterances are often less noisy and the best sentence hypothesis has zero (or few) competing hypotheses in the ASR lattice. In contrast, false triggers typically originate either from background noise or from speech which sounds similar to the trigger-phrase. Multiple ASR hypotheses may be present as alternate paths in the lattices of false trigger utterances. These properties of the lattices can be analyzed using the LatticeGNN.

Fig. 2: LatticeGNN summarizes ASR lattice information in a lattice embedding.

Figure 2 depicts the LatticeGNN approach. LatticeGNN summarizes the lattice information into an embedding vector which is then used to make a decision on the utterance. Lattice embeddings are obtained by treating the lattice as a graph and processing it using multiple hidden layers of multi-headed self-attention operation. These embeddings have been shown to be highly informative for FTM task [12, 1], but they can be obtained only by running full-fledged ASR on the audio which is expensive to be run on-device and invades user privacy in case of a false trigger. Moreover, the LatticeGNN model needs to be retrained if the distribution of the input lattice features changes due to any changes in the acoustic model, language model or the ASR decoding parameters. To alleviate all these concerns, we propose to bypass ASR and estimate the lattice embeddings directly from the acoustic features of the utterances. We use existing knowledge transfer mechanism [13] as explained below.

2.2. Knowledge Transfer from LatticeGNN Embeddings to Acoustic Embeddings

Figure 3 depicts the knowledge-transfer approach. We start with a pretrained teacher LatticeGNN model which can generate useful lattice embeddings for any given lattice. This teacher model is used to generate lattice embeddings for all the utterances in the training dataset. A student LSTM model is then trained to take a sequence of acoustic features as input and estimate a sequence of frame-level embeddings of the same dimension as the lattice embedding. The acoustic embeddings from the student model are used for two tasks simultaneously: 1) a regression task to match the lattice embedding from the teacher LatticeGNN model and 2) a classification task to determine device-directedness of the utterance. The regression task acts as the bridge for knowledge transfer from the teacher LatticeGNN to the student LSTM model.

The FTM task is a binary classification between true triggers versus false triggers. The relevant frames of the audio are all labeled as either 1 for true triggers and 0 for false triggers. We minimize a binary cross entropy loss $\ell_{\text{BCE}}$ computed at each frame of the audio for training this task. We define the “trigger-phrase detection” event as the time instant when the beginning of the trigger phrase is detected by the on-device voice-trigger detection mechanism. We do not assign any labels to the first 50 frames (0.5s) of the audio as it contains extra padded audio from before this trigger-phrase detection event. We also assume that enough evidence is not accumulated in first 0.5s to make any predictions. Nevertheless, the first 50 frames are processed by the LSTM for making predictions for the later frames.

The teacher LatticeGNN model generates a single utterance-level embedding vector whereas the student LSTM generates an acoustic embedding for each frame of the audio. During training, we use the same utterance-level LatticeGNN embedding as the training target for each frame of the audio using a mean squared error loss $\ell_{\text{MSE}}$. The overall training objective is to minimize a combined loss defined as:

$$\ell_{\text{combined}} = \ell_{\text{BCE}} + \alpha \ell_{\text{MSE}}$$

where $\alpha$ is a tunable parameter which is used to weigh the importance of the two tasks during training. After training the student model, we only use the classification task for FTM. The final model is small-footprint and ASR-free.

2.3. Streaming FTM Using Acoustic Embeddings

A streaming FTM model can process audio as it arrives and generate an FTM score at each frame. The stream of scores forms a mitigation signal as shown in Figure 4. The signal oscillates initially before converging towards 0 or 1 as sufficient audio is processed. A streaming mitigation signal can be used in two ways in practice, as described in the following two sections.

2.3.1. Fixed Mitigation Delay Time

Mitigation delay time (MDT) $t_d$ is defined as the time delay in rejecting a false alarm. This time is measured from the trigger-phrase
detection event at 0.5s. In this approach, we set a fixed mitigation delay time of \( t_d \) seconds at which we make the decision to either continue processing the utterance or reject it if its mitigation signal goes below the threshold \( \tau \). By defining false alarm rate (FAR) as the fraction of total false triggers that are not rejected and true positive rate (TPR) as the fraction of true triggers that are not rejected, we can tune the threshold \( \tau \) between 0 and 1 to obtain a desired FTM performance in terms of low FAR and high TPR. FTM accuracy should improve as we increase \( t \) because it allows the LSTM model to accumulate more information about the nature of the utterance. Setting \( t_d = \text{utterance-length} \) is equivalent to using the last frame output of the LSTM network and this setting is expected to give the most accurate FTM performance.

### 2.3.2. Variable Mitigation Delay Time

In this approach, each utterance is considered to be a true trigger by default. We start monitoring the mitigation signal from 0.5s onward as shown in Figure [5]. We fix a threshold \( \tau \), (say \( \tau = 0.58 \) for example, depicted by red-line). As long as the mitigation signal stays above \( \tau \), we process the audio and keep treating it as device-directed. If the mitigation signal drops below \( \tau \) and the utterance hasn’t finished yet, we decide that the utterance is a false trigger and stop processing the audio any further. MDT \( t_d \) is the delay in mitigating a false trigger under this approach. A short MDT is desired for more privacy. As depicted in Figure [5], the utterance is rejected at a \( t_d = 5.50s \) after the trigger was detected. The other example depicts the case for \( \tau = 0.44 \) (blue-line). In this case, the utterance is rejected at \( t_d = 7.10s \). A shorter MDT and higher TPR is desirable. Under this approach, the FTM task will have following properties: \( \tau = 0.0 \) implies \( t_d = \text{utterance-length} \) and TPR=100%; and \( \tau = 1.0 \) implies \( t_d = 0.0s \), and TPR=0%.

## 3. EXPERIMENTS AND RESULTS

In this section, we provide details of our experiments, their results and subsequent analysis.

### 3.1. Dataset

Our FTM dataset for training the teacher LatticeGNN model consists of device-directed true trigger utterances and unintended false trigger utterances as summarized in Table [1]. The model is trained and tuned using Training and CV partitions respectively. During training of the student LSTM model, we augment the FTM Training partition with an additional ~1 million utterances of the true trigger class. These additional utterances provide us with extra training samples for knowledge transfer from the teacher model to the student model. We augment only the true trigger class with additional utterances because true trigger utterances are more readily available to us as compared to much rarer false trigger utterances. Lattice embeddings for the augmented dataset are generated by running ASR and using LatticeGNN on the ASR lattices. These embeddings serve as the training targets for the student model. All the evaluations are done on Eval set.

### 3.2. Models

The LatticeGNN model is a 2-layer 4-headed masked self-attention based graph neural network with 64-dimensional hidden state and it produces 64-dimensional lattice embeddings. More details on LatticeGNN architecture can be found in [1]. We consider the combination of LatticeGNN model (with 39,105 parameters) and the underlying ASR system (AM+LM with ~60 million parameters) as the overall teacher model here. The student LSTM model has 4 layers of uni-directional LSTM cells with a hidden dimension of 128. Input features for this model are 40-dimensional log filterbank energy vectors which are computed every 10ms. The output of the last LSTM layer is compressed to a 64-dimensional acoustic embedding at each frame. The student model has ~0.5 million parameters which is ~120x less than the teacher model.

### 3.3. Evaluation Metrics

For the fixed MDT approach, we use ROC curves comparing TPR and FAR metrics for different values of MDT. We prefer ROC curves with large area under the curve (AUC) and focus only on a high TPR (> 0.95) regime in our analysis plots. For variable MDT approach, we define a metric \( \text{average mitigation delay time} \ (t_d) \) as the mean of mitigation delay times computed over all the false triggers. If a false trigger is not rejected even after processing the whole utterance, we set \( t_d = \text{utterance-length} \) for that utterance. We analyze the performance of our streaming FTM model by comparing \( t_d \) versus TPR as we move the mitigation threshold. We expect our devices to have minimal \( t_d \) at high TPR so that the false triggers are rejected as soon as possible with minimal processing of the undirected audio whereas the true triggers are rarely rejected ensuring good user experience.

### 3.4. Results and Analysis

We compare the knowledge transfer-based streaming FTM approach to two baseline systems here: 1) the teacher LatticeGNN model and 2) a LSTM-based acoustic FTM model which is not trained using the knowledge transfer framework (\( \alpha = 0.0 \)). LatticeGNN FTM system acts as a strong baseline but it has more parameters and uses more computational resources than LSTM based acoustic FTM models. On the other hand, the baseline acoustic FTM has the same architecture and number of parameters as the knowledge transfer-based

| Class          | Training | CV  | Eval   |
|----------------|----------|-----|--------|
| True Triggers  | 133,575  | 14,840 | 13,000 |
| False Triggers | 29,231   | 3,314  | 7,459  |

Table 1: FTM dataset.
Fig. 6: Streaming FTM under fixed MDT approach using (a) student acoustic FTM and (b) baseline acoustic FTM model for different value of $t_d$’s. Teacher LatticeGNN model always processes the whole utterance.

student acoustic FTM. But it is expected to be a weak baseline as it does not leverage any information from LatticeGNN teacher model. During the training of student acoustic FTM, $\alpha = 0.1$ was found to be optimal for best mitigation performance on our CV set. Both the baseline and student acoustic FTM are trained and optimized using the same data. Note that the LatticeGNN model consumes ASR lattices obtained by processing entire utterances only and therefore, it is not a streaming model. Also, ASR lattices of abruptly clipped utterances (i.e. utterance not clipped at word or sentence boundaries) are not of good quality for training an accurate FTM model. The performance of LatticeGNN model should only be compared to the streaming acoustic FTM models when $t_d = \text{utt-length}$.

Figure 6 (a) and (b) show ROC curves using the fixed MDT approach detailed in Section 2.3.1 for different values of $t_d$. As expected, the FTM accuracy improves monotonically with increasing $t_d$ for both baseline and student acoustic FTM models. For all values of $t_d$, the student acoustic FTM outperforms the baseline acoustic FTM demonstrating the efficacy of our knowledge transfer approach. For $t_d = \text{utt-length}$, the student acoustic FTM further outperforms the teacher LatticeGNN model as well. Table 2 summarizes these results in terms of AUC and FAR metrics. The student acoustic FTM has the lowest FAR at TPR=0.99 and highest AUC metric. After processing only 2s of the utterances, the student acoustic FTM can successfully mitigate $\sim 80\%$ of false triggers while rejecting only $\sim 1\%$ of the true triggers.

Table 2: AUC and FAR for plots in Figure 6. BL=Baseline AcousticFTM, ST=Student AcousticFTM, LGNN=LatticeGNN.

![Fig. 6](image.png)

Figure 7 shows a plot between average mitigation delay time $\tilde{t}_d$ and TPR under the streaming FTM approach explained in Section 2.3.2 We observe that for any chosen TPR, the student acoustic FTM has smaller value of $\tilde{t}_d$ than the baseline acoustic FTM which means that we need to process less unintended audio to make the correct mitigation decisions. For example, at TPR=0.99, the student acoustic FTM requires only $\tilde{t}_d = 1.60s$ as compared to $\tilde{t}_d = 2.12s$ for baseline acoustic FTM. The improved performance of student acoustic FTM indicates that the knowledge transfer approach succeeds in transferring utterance-level knowledge from lattice embeddings to the framewise acoustic embeddings of the LSTM networks. Now, the acoustic embeddings from student network possess more accurate information about the device-directedness of the utterance from early on in the utterance than the embeddings from the baseline acoustic FTM, thereby resulting in early and accurate false trigger mitigation. Furthermore, the average duration of false triggers in Eval set is $\sim 5.44s$ which suggests that we can reject majority of false triggers much earlier without the need of running ASR on the complete utterances as done in the LatticeGNN approach.

4. CONCLUSIONS

In this work, we explored a streaming false trigger mitigation approach to minimize false triggers on voice-enabled smart assistant devices. The proposed approach can stop the processing of unintended audio as soon as there is enough evidence accumulated that the audio is not directed towards the device. Moreover, it does not need to transcribe the spoken content using ASR - which not only preserves user privacy but also alleviates the need of heavy computational resources. Using knowledge-transfer technique, we demonstrated that the performance of our small-footprint acoustic features based FTM can outperform the ASR-based FTM techniques. In future, the streaming FTM training can be modified such that the network is optimized to penalize late decisions and favor early mitigation of false triggers without rejecting true triggers. The proposed approach could also be extended to other tasks such as on-device streaming user intent classification.

5. ACKNOWLEDGMENTS

We would like to thank our colleagues John Bridle and Russ Webb for their insightful comments on this work.
6. REFERENCES

[1] Pranay Dighe, Saurabh Adya, Nuoyu Li, Srikanth Vishnubhotla, Devang Naik, Adithya Sagar, Ying Ma, Stephen Pulman, and Jason Williams, “Lattice-based improvements for voice triggering using graph neural networks,” in 2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2020.

[2] Siddharth Sigtia, Pascal Clark, Rob Haynes, Hywel Richards, and John Bridle, “Multi-task learning for voice trigger detection,” in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2020.

[3] Matthias Sperber, Graham Neubig, Ngoc-Quan Pham, and Alex Waibel, “Self-attentional models for lattice inputs,” in Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, Florence, Italy, July 2019, pp. 1185–1197, Association for Computational Linguistics.

[4] Roland Maas, Ariya Rastrow, Chengyuan Ma, Gautam Lan, Kyle Goehner, Gautam Tiwari, Shaun Joseph, and Björn Hoffmeister, “Combining acoustic embeddings and decoding features for end-of-utterance detection in real-time far-field speech recognition systems,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 5544–5548.

[5] Sri Harish Mallidi, Roland Maas, Kyle Goehner, Ariya Rastrow, Spyros Matsoukas, and Björn Hoffmeister, “Device-directed utterance detection,” Proc. Interspeech 2018, pp. 1225–1228, 2018.

[6] Che-Wei Haung, Roland Maas, Sri Harish Mallidi, and Björn Hoffmeister, “A study for improving device-directed speech detection toward frictionless human-machine interaction,” in Proc. Interspeech, 2019.

[7] Siddharth Sigtia, Rob Haynes, Hywel Richards, Erik Marchi, and John Bridle, “Efficient voice trigger detection for low resource hardware,” in Proc. Interspeech 2018, 2018, pp. 2092–2096.

[8] Kenichi Kumatani, Sankaran Panchapagesan, Minhua Wu, Minjae Kim, Nikko Strom, Gautam Tiwari, and Arindam Mandal, “Direct modeling of raw audio with DNNs for wake word detection,” in 2017 IEEE Automatic Speech Recognition and Understanding Workshop (ASRU). IEEE, 2017, pp. 252–257.

[9] M. Wu, S. Panchapagesan, M. Sun, J. Gu, R. Thomas, S. N. Prasad Vitaladevuni, B. Hoffmeister, and A. Mandal, “Monophone-based background modeling for two-stage on-device wake word detection,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), April 2018, pp. 5494–5498.

[10] Jinx Guo, Kenichi Kumatani, Ming Sun, Minhua Wu, Anirudh Raju, Nikko Ström, and Arindam Mandal, “Time-delayed bottleneck highway networks using a DFT feature for keyword spotting,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 5489–5493.

[11] Atta Norouzian, Bogdan Mazoure, Dermot Connolly, and Daniel Willett, “Exploring attention mechanism for acoustic-based classification of speech utterances into system-directed and non-system-directed,” in ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2019, pp. 7310–7314.

[12] W. Jeon, L. Liu, and H. Mason, “Voice trigger detection from LVCSR hypothesis lattices using bidirectional lattice recurrent neural networks,” in ICASSP 2019 - 2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), May 2019, pp. 6356–6360.

[13] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean, “Distilling the knowledge in a neural network,” arXiv preprint arXiv:1503.02531, 2015.