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Abstract

We propose a Deep learning-based weak label learning method for analysing whole slide images (WSIs) of Hematoxylin and Eosin (H&E) stained tumor cells not requiring pixel-level or tile-level annotations using Self-supervised pre-training and heterogeneity-aware deep Multiple Instance Learning (DeepSMILE). We apply DeepSMILE to the task of Homologous recombination deficiency (HRD) and microsatellite instability (MSI) prediction. We utilize contrastive self-supervised learning to pre-train a feature extractor on histopathology tiles of cancer tissue. Additionally, we use variability-aware deep instance learning to learn the tile feature aggregation function while modeling tumor heterogeneity. Compared to state-of-the-art genomic label classification methods, DeepSMILE improves classification performance for HRD from 70.43 ± 4.10% to 83.79 ± 1.25% AUC and MSI from 78.56 ± 6.24% to 90.32 ± 3.58% AUC in a multi-center breast and colorectal cancer dataset, respectively. These improvements suggest we can improve genomic label classification performance without collecting larger datasets. In the future, this may reduce the need for expensive genome sequencing techniques, provide personalized therapy recommendations based on widely available WSIs of cancer tissue, and improve patient care with quicker treatment decisions - also in medical centers without access to genome sequencing resources.
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1. Introduction

Early recognition of abnormalities in the DNA Damage Response (DDR) machinery in tumors can greatly support personalized medicine by identifying patients that may benefit from therapies that exploit DDR-related genomic alterations (van der Velden et al. (2019); Pearl et al. (2015); Pilié et al. (2019)). For example, Homologous Recombination Deficiency (HRD) and MicroSatellite Instability (MSI) can function as a biomarker indicating therapy sensitization in, respectively, breast cancer (Lord and Ashworth (2016)) and colorectal cancer (Kather et al. (2018); Mauri et al. (2020); Arena et al. (2020)) patients.

Currently, the most common techniques for determining HRD or MSI are next-generation whole genome and exome sequencing methods (Davies et al. (2017); Zhu et al. (2018)), targeted DNA sequencing methods using Polymerase Chain Reaction (Boland et al. (1998)), and immunohistochemistry methods (Kawakami et al. (1998)).
These techniques, however, are expensive, time-consuming, and not all globally accessible (Snowsill et al., 2017). Additionally, the molecular features that indicate functional deficiencies in the homologous recombination pathway, thus indicating targeted therapy sensitivity, are inconclusive and debated (Davies et al., 2017). Therefore, these techniques are not routinely applied in the clinic.

Generally, the golden standard for solid tumor diagnostics is the use of Hematoxylin & Eosin-stained (H&E) Whole-Slide Images (WSIs). In contrast to genome sequencing methods, H&E WSIs are easily accessible, inexpensive, and reflect the cellular and tissue morphology that result from genomic alterations. However, the morphology of the broad range of DDR defects has not yet been described. Therefore, H&E WSIs are, at present, not used to detect DDR defects in routine clinical diagnostics. This is a missed opportunity as employing H&E WSIs to detect DDR defects could assist personalized medicine by guiding early patient stratification for additional diagnostic tests or guiding therapy decisions. The digitization of WSIs has opened up doors for computational analysis to perform this task.

Recent work has shown great promise for deep learning methods for the computational analysis of digitized H&E WSIs for genomic status classification (Echle et al., 2020; Kather et al., 2020; Fu et al., 2020; Coudray et al., 2018). Although end-to-end supervised methods for a Convolutional Neural Network (CNN) on gigapixel WSIs exist, they require specialized implementations to circumvent the large memory requirements required for loss backpropagation with gigapixel images, and this leads to a low training and inference speed (Pinckaers et al., 2020; Chen et al., 2021). In contrast, two-stage methods stop the gradient at the tile feature extraction or tile aggregation level. Generally, these methods do not pass the entire WSI through a neural network but instead split the WSI into many small tiles which are the input to the network. Either the task is framed as tile-supervision, i.e., supervised learning from each tile to the WSI-level label after which the proportion of positively predicted tiles is said to be the WSI-level prediction (Kather et al., 2019, 2020; Echle et al., 2020; Fu et al., 2020), or it is framed as WSI-supervision in which the tiles are compressed using a pre-trained feature extractor to perform supervised classification of the WSI directly using all latent feature vectors of its constituting tiles as input. This can be framed as either full WSI-supervision (Tellez et al., 2020; Aswolinskiy et al., 2021) or weak WSI-supervision (Lu et al., 2021).

However, these methods have their limitations. Since the cellular and tissue morphology related to DDR defects are unknown, there are no spatial annotations to guide training. This is why tile-supervision uses the WSI-level label as a tile-level label, which results in a noisy supervisory signal since the signal of the DDR defect is, likely, not present in every tile. Noisy supervision, in turn, leads to large data requirements (Echle et al., 2020). Current WSI compression techniques report that the top performing self-supervised learning (SSL) method is a bidirectional generative adversarial network, which are notoriously difficult to train (Tellez et al., 2019) and are outperformed by supervised pre-training on large annotated datasets (Tellez et al., 2020). The field of SSL has grown quickly lately, however, and claims to close the gap between supervised and unsupervised learning in the natural image domain (Grill et al., 2020; Chen et al., 2020). In practice, though, most deep learning methods in histopathology do not use a domain-specific feature extractor altogether by employing an ImageNet pre-trained feature extractor (Coudray et al., 2018; Kather et al., 2019, 2020; Fu et al., 2020; Lu et al., 2021). Since natural scenes and medical images have strongly different data distributions, using an ImageNet pre-trained network might not be optimal (Ke et al., 2021; Raghu et al., 2019), and thus employing the latest SSL methods on unlabeled domain-specific data is a promising avenue to increase performance, generalizability, and robustness (Hendrycks et al., 2019).

In this paper, we investigate the effectiveness of SimCLR (Chen et al., 2020), which makes latent representations of heavily augmented versions of the same tile similar while making the latent representations of heavily augmented versions of different tiles distinct. SimCLR is used to pre-train a feature extractor without any spatial annotations or WSI-level labels. This feature extractor is evaluated and compared to the commonly used ImageNet pre-trained feature extractor on the downstream task of HRD and MSI classification. We research its relative effectiveness when finetuning the feature extractor with noisy WSI label tile-supervision, and in the case when we freeze the feature extractor to perform Attention-Based
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Deep Multiple Instance Learning (DeepMIL, [Ilse et al. (2018)]) on the tiles of a WSI. Finally, we propose a feature variability-aware variant of DeepMIL, which models tumor heterogeneity and further increases performance.

1.1. Contributions

The main contributions of this work can be summarized as follows: 1) We outperform existing tile-supervised WSI-label learning methods for HRD and MSI classification for a breast cancer and colorectal cancer dataset, respectively, using DeepMIL on top of tile latent features extracted by a feature extractor that is pre-trained on histopathology tiles using SimCLR. 2) We introduce VarMIL, which extends DeepMIL with a feature variability module to model tumor heterogeneity. VarMIL outperforms DeepMIL for HRD and MSI classification in a breast and colorectal cancer dataset, respectively. 3) We combine the above modules and propose a Deep learning-based weak label learning method for histopathology not requiring pixel-level or tile-level annotations using Self-supervised pre-training and heterogeneity-aware deep Multiple Instance Learning (DeepSMILE).

The paper is structured as follows: Section 2 provides an overview of previous work and positions our work within it. Section 3 describes the data used, followed by section 4 describing our model details. Section 5 describes all experiments. We conclude with the discussion and conclusion in section 6.

2. Related work

We distinguish between two-stage (not end-to-end) and one-stage (end-to-end) methods. DeepSMILE falls in the former category, and we position our work with respect to other two-stage methods in Table 1.

Two-stage methods generally cut the WSI into many small cropped patches, the tiles, which are processed to classify the WSI. In two-stage methods, one can distinguish between tile-supervised WSI-label methods, fully supervised, and weakly supervised methods.

2.1. Two-stage: tile-supervised WSI-label methods

Two-stage tile-supervised WSI-label methods assign the WSI-level label to each tile of a region of interest of a WSI and treat the tile classification as a supervised learning task. Most commonly, the patient-level label is computed as the fraction of positively classified tiles. This method has been applied to gene mutation classification in lung cancer ([Coudray et al. (2018)]), MSI status classification in colorectal and stomach cancer ([Kather et al. (2019); Echle et al. (2020)]), and a large variety of genomic, transcriptomic, and survival labels in pan-cancer tissue ([Kather et al. (2020); Fu et al. (2020); Echle et al. (2020)].

2.2. Two-stage: fully supervised methods

Two-stage fully supervised methods reduce the dimensionality of the WSI by replacing each tile in-place with its latent feature representation as encoded by a pre-trained feature extractor. The resulting compressed WSIs are subsequently used as input for fully supervised methods. Several methods can be employed to pre-train the feature extractor. Self-supervised methods ([Tellez et al., 2019]) and multi-task supervised pre-training on other tasks and data ([Tellez et al., 2020] [Aswolinskiy et al., 2021]) have been described for this task in the literature.

2.3. Two-stage: weakly supervised methods

In contrast to fully supervised methods, two-stage weakly supervised methods use a MIL approach. In a MIL approach, it is assumed that some of the unlabeled tiles (or instances) in the labeled WSI (or bag) contain the signal for the WSI-level label. These methods propose a linear or non-linear combination of the latent features or predicted scores of a selection of the tiles in a WSI to represent the WSI latent features. This WSI latent feature is then used to classify the WSI, so that a WSI-level loss can be computed and backpropagated through the classification network.

[Durand et al. (2016)] compute a score for each instance and use the top and bottom K scores to compute the bag-level prediction. [Courtiol et al. (2019)] extend the work by [Durand et al. (2016)] to tissue segmentation and WSI-level label classification using an MLP on the top and bottom instance scores. As in our work, [Ilse et al. (2018)] learn the bag-level classification by computing an attention-weighted mean of all tile feature vectors. This latent representation of the WSI is fed into an MLP to compute the bag label. [Lu et al. (2019)] used DeepMIL and showed
that pre-training a feature extractor with contrastive predictive coding (Oord et al., 2019) on histopathology tiles improves downstream malignancy classification performance when compared to an ImageNet pre-trained feature extractor, yet this has not been evaluated on full WSIs. Finally, Campanella et al. (2019) produce tile-level feature vectors and class scores using a network trained with a max-pooling MIL approach. The top 20 scored feature vectors are passed to an RNN to produce the WSI-level label to detect metastasis. Similarly, Valieris et al. (2020) have applied this method to predict HRD and mismatch repair deficiency, the DDR deficiency that is closely related to MSI.

2.4. End-to-end methods: contextless

Xie et al. (2020) cluster the latent features of tiles of a WSI into representative parts and concatenate each part's representative tile. This concatenation is mapped to the WSI-level label by a fully connected layer. For prostate cancer classification, they obtain similar results to the MIL-RNN method by Campanella et al. (2019). Although training is end-to-end, this method only concatenates tile-level features and thus does not model tile interactions to include higher-level spatial context.

2.5. End-to-end methods: context-aware

Pinckaers et al. (2020b) reduce the memory requirements of a CNN by 97% with a streaming CNN, which allows applying the CNN directly to megapixel histopathology images. Pinckaers et al. (2020a) further extended the method to accommodate gigapixel WSIs, applied to prostate cancer detection, reaching similar results to the MIL-RNN method by Campanella et al. (2019). Chen et al. (2021) instead leverage the unified memory mechanism and other GPU optimization techniques to overcome the memory constraints. Although these methods reach state-of-the-art results, streaming CNNs are approximately 16× slower than MIL methods during training and inference on WSIs at low resolution, which scales non-linearly with increasing resolution.

Our proposed method, DeepSMILE, is a two-stage weakly supervised method applied to HRD and MSI classification. Compared to the existing two-stage weakly supervised methods, it introduces the use of contrastive self-supervised learning methods to pre-train a histopathology-specific feature extractor. Furthermore, we introduce an extended version of DeepMIL that models tumor heterogeneity. We describe our model in detail in section 4.

3. Materials and methods

3.1. Data

We use digitized H&E tissue slides of breast (BC) and colorectal (CRC) cancer tissue to classify a tumor's genomic labels. These WSIs are large gigapixel images that can exceed 100,000×100,000 px, whereas the genomic labels are binary representations of complex genomic features derived from DNA sequencing results. This section describes the data collection and pre-processing steps for each dataset, and how the genomic labels are obtained.

3.1.1. Colorectal cancer tissue dataset: TCGA-CRC

We use the pre-processed colorectal tumor tiles extracted from Formalin-Fixed, Paraffin-Embedded (FFPE) WSIs from the Cancer Genome Atlas (TCGA) with accompanying binarized MSI labels from Kather (2019). We use the train-test split as given, and perform a 5-fold patient-level train-validation split. This dataset consists of 155,176 (train: 93,408, test: 61,768) tiles from 360 patients (train: 260, test: 100). The train and test set respectively consist of 39 and 26 MSI, and 221 and 74 MicroSatellite Stable (MSS) patients. The number of tiles per WSI ranges from 6 to 4,064 with an average of 375 tiles per WSI. We refer to this dataset as TCGA-CRC.

3.1.2. Breast cancer tissue dataset: TCGA-BC

We use all FFPE WSIs for BC tissue from TCGA (referred to as TCGA-BC), and retrieve genomic DDR-related labels, including HRD Score, from Knijnenburg et al. (2018). The HRD Score (Timms et al., 2014; Marquard et al., 2015) is a discrete score computed as the sum of the number of subchromosomal regions with allelic imbalance extending to the telomere (Birkbak et al., 2012), the number of chromosomal breaks between adjacent regions of at least 10 megabases (Popova et al., 2012), and the number of regions with a loss of heterozygosity event of intermediate size (Abkevich et al., 2012). Since the relationship of the HRD Score to actual homologous recombination functionality and cellular morphology is not known, we test two binarization
strategies to define the classification task of distinguishing HRD-high (assumed to be HR deficient and thus sensitive to targeted therapy) and HRD-low patients (assumed to be HR proficient and thus not sensitive to targeted therapy).

First, we split the score at the median \( m_{HRD} \), similar to previous work [Kather et al., 2020]. Secondly, we aim to provide a better supervisory signal by splitting the set in tertiles \( t_{HRD} \) and assigning a top-tertile or bottom-tertile label, discarding patients with an HRD score close to the median. That is,

\[
m_{HRD} = \begin{cases} 1, & \text{if } HRD_m > q(0.5; D^{TCGA-BC}) = 21 \\ 0, & \text{otherwise} \end{cases} \tag{1}
\]

where \( HRD_m \) is the HRD score of patient \( m \) and \( q(\alpha; D^d) \) indicates the \( \alpha \)-quantile of the HRD scores of the combined train and validation set of dataset \( d \). For \( t_{HRD} \):

\[
t_{HRD} = \begin{cases} 1, & \text{if } HRD_m \geq q(0.66; D^{TCGA-BC}) = 13 \\ 0, & \text{if } HRD_m \leq q(0.33; D^{TCGA-BC}) = 30 \end{cases} \tag{2}
\]

discard patient otherwise

The train-test splits for TCGA-BC are generated for those 940 patients provided by Knijnenburg et al. [2018] for which genomic labels and FFPE WSIs are available. The splits are patient-level stratified for the following subset of genomic labels: mHRD, core base mutation status, core strand mutation status, any mutation status, any MMR mutation status. We create a held-out test split of 25% (238 patients with 262 WSIs), leaving 75% (702 patients with 742 WSIs) for training and intermediate validation. Of the 75% for training and validation, we create a 5-fold train-validation split, so that 15% of all patients are used for validation and 60% for training.

Since not each patient has an HRD Score computed, the test set finally has 121 positive mHRD WSIs, 134 negative mHRD WSIs, 78 positive tHRD WSIs, and 105 negative tHRD WSIs. The train-validation set has 345 positive mHRD WSIs, 380 negative mHRD WSIs, 253 positive tHRD WSIs, and 244 negative tHRD WSIs.

The WSIs are tiled at a spacing of 1.143 microns per pixel (mpp) with a resolution of 224 × 224, resulting in an edge length of 256 µm. We selected the zoom level best representing this spacing, before downsampling. Background tiles were subsequently excluded. A tile is considered a background tile when more than half of its pixels have a pixel value over 240 and a Sobel gradient above 15 after conversion to grayscale as in Fu et al. [2020]. The number of tiles from TCGA-BC WSIs ranges from 131 to 11,029, with an average of 3,625 tiles per WSI.

When training the classifiers on the TCGA-BC dataset, we subsample 500 tiles randomly from each WSI that has more than 500 tiles to speed up the classification training.
process, similar to [Kather et al. (2020)]. After choosing the subsample, this is fixed for the rest of the training.

3.2. Evaluation

The model performance is evaluated using the area under the receiver operating characteristic curve (AUC), using the mean patient-level prediction scores for patients with multiple WSIs, compared to the genomic binary labels. For each experiment, we report the mean and standard deviation of the AUC scores on the test split for 5 different folds and visualize the curves. The complete experimental pipeline is summarized in Algorithm 1. We use common training, intermediate validation, and final validation steps as presented in Algorithm 1 line 13-28. We select the model with the highest patient-level AUC on the validation set for final validation on the test set.

4. Model

In this section we describe our model, which is a two-stage weakly supervised method, using self-supervised pre-training and feature variability-aware deep multiple instance learning. We will refer to this model as DeepSMILE (from Self-supervised heterogeneity-aware Multiple Instance LEarning). Our model is visualized in Figure 1 and its comparison to existing methods is summarized in Table 1.

We split this section into two parts. In the first part in section 4.1.1 we present how we train an in-domain pathology-specific feature extractor with SimCLR to extract the latent feature vector of each tile. In the subsequent section 4.2.3 we present VarMIL, which comprises the second stage of the model. This is a MIL approach extending DeepMIL, detailed in section 4.2.2, that models the variance of each latent feature of all instances in a bag.

In the experiments (section 5), we will compare DeepSMILE to a tile-supervised WSI-label learning baseline with an ImageNet pre-trained feature extractor as presented in section 4.2.1.

4.1. Feature extraction

4.1.1. Self-supervised pre-training

In the feature extraction stage, we use a CNN to map each tile of a WSI to a lower-dimensional representation.

Algorithm 1: Summary of experimental pipeline. Square brackets contain section number providing details for that step.

```plaintext
1 Download WSIs with matching genomic labels [sec 3.1]
2 Extract tissue-containing tiles from WSI [sec 3.1.2]
3 Split tiles on patient level into train and test set, create k-fold train-validation split from train set [sec 3.1.2]
4 Perform self-supervised pre-training on tiles from train set, save model weights, extract features from training and test tiles and save to disk [sec 4.1.1]
5 if pipeline == "baseline" then
6     model = ImageNet pre-trained CNN with tile-level MLP classifier [sec 4.2.1]
7     data_loader = load tiles as samples, with patient-level label per tile
8 else if pipeline == "DeepSMILE" then
9     model = VarMIL WSI-level classifier [sec 4.2.3]
10    data_loader = load latent features of all tiles of a WSI as samples, with patient-level label per sample
11 end
12 optimizer = ADAM [sec 4]
13 for fold in k_folds do
14    for epoch in epochs do
15    for (x, y, step) in data_loader do
16        pred = model.forward(x)
17        loss = WeightedCE(y, pred) [sec 4]
18        loss.backward()
19        optimizer.step()
20        if step % evaluate_every == 0 then
21            val_pred = model.forward(X_val)
22            AUC = compute_auc(val_pred, Y_val) [sec 3.2]
23            save(AUC, model)
24        end
25    end
26    Pick model with top AUC on val set [sec 3.2]
27    Use best model to evaluate performance on test set
28 end
29 Report k-fold $\mu \pm \sigma$ of patient-level AUC [sec 5]
```
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Figure 1: A visual summary of DeepSMILE. Top-left: We extract all non-background tiles from a WSI, and from each tile extract the latent feature vector using a domain-specific feature extractor pre-trained with SimCLR. Bottom-left: During pre-training, SimCLR transforms each image twice with random augmentations, extracts latent features using the backbone of interest, maps each vector to a projection head, and uses these to compute the loss. After training, the projection MLP is discarded and the backbone of interest is used to compress tiles. Top-right: VarMIL computes the attention-weighted mean and variance of all tile latent feature vectors. The concatenated mean and variance are passed to a linear classification layer to compute the WSI-level genomic label classification, and the loss is backpropagated through the right side of the system. Bottom-right: VarMIL computes the attention weight from each latent feature vector, and computes an attention-weighted mean and variance of all tile latent feature vectors of the WSI.

Formally, this neural network $z_{\theta}$ parametrized by $\theta$ maps the $i^{th}$ tile of patient $m$, $X^m_i$, into an $H$-dimensional vector $Z^m_i$:

$$Z^m_i := z_{\theta}(X^m_i)$$  \hspace{1cm} (3)

To find the parameters $\theta$ we use SimCLR, which is a contrastive self-supervised learning method. We thus obtain an in-domain histopathology-specific feature extractor without requiring pixel-level annotations or WSI-level labels. This is particularly relevant when the cellular and tissue morphologies related to the genomic label are unknown, as is the case with HRD and MSI.

The feature extractor $z_{\theta}$ is initialized using He initialization [He et al., 2015]. The loss function, data augmentations and their parameters are identical to those in Chen et al. (2020). We use the normalized temperature-scaled cross-entropy (NT-Xent) loss on projected latent feature vectors of images that are augmented using a random crop, random horizontal flip, color jitter, and a random grayscale transformation. A visual representation of SimCLR is provided in the lower-left frame of Figure 1.

The parameters $\theta$ are optimized using the Adam optimizer with a learning rate of $3 \times 10^{-4}$, $\beta_1 = 0.9$, $\beta_2 = 0.99$, with no learning rate schedule or weight decay.

Similar to previous work (Kather et al., 2019, 2020; Echle et al., 2020) we use different networks for TCGA-CRCk and TCGA-BC, where we use Resnet18 (He et al., 2016) and ShufflenetV2 (Ma et al., 2018) respectively.
This design choice was made to be able to directly compare the results. This difference in networks and dataset size leads to different choices in batch size and number of epochs. On TCGA-BC we train $z_0$ for 45 epochs with a batch size of 950, whereas we use 100 epochs and a batch size of 128 for TCGA-CRCk. The training takes approximately three days using four Nvidia Titan RTX cards (24GB VRAM).

4.2. Classification
To predict the genomic label, which is a whole-slide level label, we introduce VarMIL, an extension of DeepMIL which additionally takes the intra-WSI inter-tile variance of extracted tile features into account. We compare with two baseline models: DeepMIL and a tile-supervision baseline with a tile-level majority vote.

For each classification method, we used the weighted cross-entropy loss where the weight is selected to balance the classes.

As our method extends DeepMIL, we first introduce the baseline models in sections 4.2.1 and 4.2.2.

4.2.1. Baseline: tile supervised WSI-label learning
We compare against a tile-supervised method as used in, e.g., [Kather et al.] (2019, 2020) and [Fu et al.] (2020). In these models, the patient-level label is assigned to each tile from the tumor bed, and the classification task is defined to predict the WSI-level label directly from each individual tile. The final WSI-level prediction is defined as a variant of the majority vote, computed as the proportion of positively labeled tiles, that is:

$$p^m = \frac{1}{N} \sum_{i=1}^{I_m} \text{argmax} p^m_i,$$

where $I_m$ is the number of tiles for patient $m$ and $p^m_i$ is the two-dimensional class probability vector of tile $i$ for patient $m$ with the last index belonging to the positive class.

On TCGA-BC we follow the approach of [Kather et al.] (2020) and train a ShufflenetV2 for 4 epochs with a learning rate of $5 \times 10^{-3}$ and a batch size of 512. Whereas, on TCGA-CRCk, we follow the approach of [Kather et al.] (2019) and train a ResNet18 for 50 epochs with a batch size of 256, learning rate of $10^{-6}$ (selected following a hyperparameter search). For both datasets, we use the Adam optimizer with $\beta_1 = 0.9, \beta_2 = 0.99$, without a learning rate schedule, and evaluate the performance every 100 steps.

The convolutional layers are initialized using either an ImageNet pre-trained network or a self-supervised pre-trained network on histopathology tiles as presented in section 4.1.1. The final fully connected layers are re-initialized using He initialization. In contrast to [Kather et al.] (2020) we fine-tune all layers instead of only the last layers.

4.2.2. Weak label classification: DeepMIL
DeepMIL is a permutation-invariant MIL model that represents the bag-level latent features as the attention-weighted average of instance-level feature vectors. This bag-level representation is subsequently classified by a fully connected layer. DeepMIL is applied to the encoded tile feature vectors from the first stage as described in section 4.1.

The DeepMIL algorithm predicts for each patient $m$ an attention weight vector $d^m := (d^m_1, d^m_2, \ldots, d^m_I)$ where $I_m$ are the number of available tiles for this patient. This is computed as the softmax of the output of a two-layer multilayer perceptron (MLP) with weights $(W_i, b_i)_{i=1,2}$ on top of all tile-level feature vectors $Z^m$:

$$d^m := \text{softmax} (W_2 \tanh (W_1 Z^m + b_1 1_{1 \times I_m}) + b_2),$$

where the dimensionalities of the weights $(W_i, b_i)_{i=1,2}$ depend on the output dimension $H$ of the feature extractor of the first stage and the MLP dimension $v$. In particular $W_1 \in \mathbb{R}^{I \times H}, b_1 \in \mathbb{R}^I$ and $W_2 \in \mathbb{R}^{1 \times v}$ and $b_2 \in \mathbb{R}$. We define $1_{1 \times I_m}$ as $[1 \cdots 1] \in \mathbb{R}^{1 \times I_m}$, meaning that $b_1$ is added tile-wise to each $v$-dimensional column of $W_1 Z^m$.

The output of the MLP is 1-dimensional for each tile, and therefore $d^m \in \mathbb{R}^{I_m}$.

Subsequently the WSI-level representation $\bar{Z}^m \in \mathbb{R}^H$ is computed as the matrix-vector product between the attention vector $d^m$ and the tile feature vector matrix $Z^m \in \mathbb{R}^{H \times I_m}$ from (3):

$$\bar{Z}^m := Z^m d^m = \sum_{i=1}^{I_m} d^m_i Z^m_i,$$

Finally, the two class output probabilities $p^m = (p^m_+, p^m_-)$ are computed by a linear layer with trainable
weights \((W_\ell, b_\ell)\) on top of the WSI-level latent representation \(Z^m\):

\[
p^m = \text{sigmoid} \left( W_\ell Z^m + b_\ell \right), \tag{7}
\]

where \(W_\ell \in \mathbb{R}^{2 \times H}\) and \(b \in \mathbb{R}^2\). As in [Ilse et al. (2018)] we select \(\nu = 128\) and use the Adam optimizer with \(\beta_1 = 0.9\) and \(\beta_2 = 0.99\). The parameters are initialized using the He initialization. The batch size, learning rate, weight decay, and maximum tiles per WSI rate were found using hyperparameter search (see supplementary material). For the learning rate and weight decay, this results in values of \(5 \times 10^{-4}\) and \(10^{-4}\), respectively. On TCGA-BC we train for 16 epochs with a batch size of 16 on a subsample of 500 tiles per WSI and evaluate the performance every 5 iterations. For TCGA-CRCk we train for 16 epochs on all tiles with a batch size of 16, evaluated every 10 iterations.

To allow minibatch training, we pad \(Z^m\) with zero vectors up to a size of 550 when subsampling 500 tiles for TCGA-BC and up to a size of 11,000 for TCGA-CRCk.

4.2.3. Our method: Weak label classification with VarMIL

A limitation of DeepMIL is that the attention-weighted mean is unable to capture tile interactions and global, high-level features. This results in an aggregated feature vector that only represents local, tile-level features. However, global features, such as tumor border shape and intratumor heterogeneity, might be indicative of HRD or MSI. Therefore, we extend DeepMIL with an attention-weighted variance module, termed VarMIL, which computes the variability in features across tiles within a single WSI as a measure of tissue heterogeneity (see supplementary material for a more detailed motivation). In addition to \(\tilde{Z}^m\) from the original DeepMIL framework, we propose to model the feature variability of the tiles by adding a learned attention-weighted variance. The weighted variance for any patient \(m\) is defined as

\[
Z^m_{\sigma} = \frac{I_m}{I_m - 1} \sum_{i=1}^{I_m} \hat{a}^m_i (Z^m_i - \hat{Z}^m)^2 \tag{8}
\]

We then concatenate \(Z^m_\sigma\) and \(\tilde{Z}^m\) into a single vector, that is

\[
\hat{Z}^m := \begin{bmatrix} \tilde{Z}^m \ Z^m_\sigma \end{bmatrix}, \tag{9}
\]

which is the novel WSI-level latent representation that is passed to a linear layer with trainable weights \((W_\varphi, b_\varphi)\):

\[
p^m = \text{sigmoid} \left( W_\varphi \hat{Z}^m + b_\varphi \right), \tag{10}
\]

where \(W_\varphi \in \mathbb{R}^{2 \times \hat{H}}\) and \(b_\varphi \in \mathbb{R}^2\). We use the same hyperparameters and initialization as used for DeepMIL (section 4.2.2).

5. Experiments

5.1. Experiment 1: Self-supervised learning and VarMIL improve HRD Score classification in TCGA-BC

We perform an ablation study to show the added value of each of our proposed components on the downstream task of binarized HRD score classification on the TCGA-BC dataset (for dataset details, see section 3.1.2). More specifically, we present the AUC scores (computed with scikit-learn v0.22.1) and ROC curves for tile-supervised WSI-label learning, DeepMIL, and VarMIL on top of an ImageNet or in-domain SimCLR pre-trained feature extractor.

Table 2 and Figure 2 show that neither of the proposed components separately improve classification performance. We see, though, that a combination of a SimCLR pre-trained feature extractor with DeepMIL or VarMIL significantly improves performance. Compared to the ImageNet tile-supervision baseline, SimCLR-DeepMIL increases performance by 7.95% and 11.68% AUC for mHRD and tHRD, respectively, both with a lower standard deviation across training folds. Compared to SimCLR-DeepMIL, SimCLR-VarMIL further increases the performance by 0.57% and 0.7% AUC for mHRD and tHRD, respectively, with a further decreased variance across folds.

We present the ROC curves for all models for mHRD and tHRD classification performance in Figure 3 and Figure 4. These show that the reported improvements are consistent over the ROC curve.

5.2. Experiment 2: Self-supervised learning and VarMIL improve MSI classification on TCGA-CRCk

We evaluate the baseline and all models with a SimCLR pre-trained extractor initialization on the TCGA-CRCk dataset (for dataset details, see section 3.1.1) to classify
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Table 2: Comparison of DeepSMILE (SimCLR-VarMIL) to the baseline (ImageNet pre-trained tile-supervised WSI-label learning). Top row shows the results of our baseline model, second row shows same method but with a SimCLR pre-trained network. Third (fifth) row shows weak label learning with DeepMIL (VarMIL) on features extracted with an ImageNet pre-trained feature extractor, while the fourth (sixth) row uses a SimCLR pre-trained feature extractor. The top row of the rightmost column reproduces the same results of Kather et al. (2019) (reported as 77 (95% CI, 62–87)) with the same method on the same dataset. The following rows show the added effect of each our our proposed modules, illustrating that VarMIL on SimCLR extracted features outperforms the baseline.

| Extractor initialization | Classification Method | TCGA-BC mHRD | TCGA-BC tHRD | TCGA-CRCk MSI |
|--------------------------|-----------------------|-------------|-------------|--------------|
| ImageNet                 | Logistic Reg          | 64.23 ± 2.75| 70.43 ± 4.10| 78.56 ± 6.24 |
| SimCLR                   | Logistic Reg          | 63.67 ± 1.40| 69.60 ± 7.70| 77.97 ± 4.27 |
| ImageNet                 | DeepMIL               | 63.01 ± 1.13| 71.61 ± 3.24|              |
| SimCLR                   | DeepMIL               | 72.18 ± 2.51| 82.09 ± 1.64| 88.45 ± 3.74 |
| ImageNet                 | VarMIL                | 62.80 ± 1.16| 72.32 ± 1.50|              |
| SimCLR                   | VarMIL                | 72.75 ± 0.93| 83.79 ± 1.25| 90.32 ± 3.58 |

Figure 2: Results of Table 2 visualized with violin plots. Each color represents a model variation from one row from Table 2. Each violin plot visualizes the 5 ROCAUC scores obtained through evaluation on the test set of the color-defined model trained on 5 different train splits of the dataset defined on the x axis. Left: mHRD classification in TCGA-BC with all model variations. Middle: tHRD classification in TCGA-BC with all model variations. Right: MSI classification in TCGA-CRCk with the ImageNet-baseline and all SimCLR model variations.

MSI versus MSS tumors. Since this is a published preprocessed dataset, we can directly compare the results with those from Kather et al. (2019). From Table 2 we see that our ImageNet-initialized tile-supervision baseline achieves an AUC of 78.56 ± 6.24%, similar to the published results in Kather et al. (2019). Similar to Experiment 1 (section 5.1), we see that a SimCLR pre-trained feature extractor does not increase performance for the tile-supervision method. When we use the standard DeepMIL classification framework on top of SimCLR pre-trained extracted features, the mean AUC increases by 9.89% from 78.56 ± 6.24% to 88.45 ± 3.74% compared to the ImageNet tile-supervision baseline. VarMIL further increases the performance to 90.32 ± 3.58%. The ROC curves in Figure 5 show that the improvement is consistent over the entire curve.
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6. Discussion and conclusions

We proposed DeepSMILE, which uses a histopathology-specific self-supervised pre-trained feature extractor with VarMIL, a classification network that correctly deals with the weak label and learns an aggregation function over the tiles while modeling intratumor heterogeneity.

First, SimCLR was shown to be effective in the histopathology domain, even when using the transformations and hyperparameters that were optimized for the ImageNet dataset. Only when the tile latent features were extracted with a domain-specific SimCLR pre-trained feature extractor we noticed an improved performance with DeepMIL and VarMIL. This performance improvement was not seen when using DeepMIL or VarMIL on top of tile latent feature vectors extracted with an ImageNet pre-trained feature extractor. The tile-supervision baseline, however, did not benefit from a histopathology-specific feature extractor. The SimCLR-initialized tile-supervision model achieved similar results to the ImageNet-initialized tile-supervision model, indicating that the noisy supervision and tile prediction aggregation limits the maximum achievable model perfor-
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More specifically, when using a SimCLR pre-trained feature extractor, the attention-weighted mean of tile feature vectors as WSI-level latent representation is expressive for HRD and MSI classification. For all classification tasks on all datasets, DeepMIL increased AUC by up to 11.66% compared to tile-supervised WSI-label learning.

Finally, an attention-weighted variance of tile feature vectors adds valuable information for HRD and MSI classification. VarMIL increased performance by 0.5% to 2% AUC with a lower variance across training folds. For the MSI classification task, our achieved performance of 90.32% is significantly higher than the performance achieved with ImageNet tile-supervision on the same dataset by either Kather et al. (2019), Kather et al. (2020), or Echle et al. (2020). Additionally, the method presented by Valieris et al. (2020) shows no improvement on MSI classification for the TCGA stomach cancer dataset compared to Kather et al. (2019), while our method improves performance on TCGA-CRCk by 11.76%. Although a perfect comparison can not be made, the results hint at our method performing at least on par, or better, than the one introduced by Valieris et al. (2020). DeepSMILE achieved similar performance on HRD classification on TCGA-BC as Kather et al. (2020), while we did not use tumor bed annotations, stain normalization, or quality assessment of the WSIs.

6.1. Limitations

We acknowledge several limitations to the experimental setup and our proposed method.

Firstly, although the improvements of our proposed modules show similar dynamics in TCGA-CRCk and TCGA-BC, we can not reproduce the HRD classification results in TCGA-BC from Kather et al. (2020) with the ImageNet-initialized tile-supervision baseline. Since we follow a very similar training scheme and obtain the same results with the baseline for MSI classification on the pre-processed dataset published by Kather et al. (2019), the observed difference in TCGA-BC is likely due to different preprocessing steps. In our work, we view the tiles at a resolution of 1.143 mpp instead of 0.5 mpp. Additionally, we do not use tumor bed annotations. However, according to Kather et al. (2020), using only tiles from the tumor bed increases performance by a mere 1% AUC for HRD classification, which does not explain the gap we see. Therefore, we expect that viewing the tiles at a higher resolution would provide more information and could increase performance further. Future work could explicitly investigate the effect of different tile resolutions on downstream task classification performance to find the optimal preprocessing settings for this task.

Similarly, we have not explicitly investigated the added effect of self-supervised learning and VarMIL relative to varying pre-processing steps like tumor annotation or H&E normalization. We expect self-supervised pre-training to reduce the positive effect of stain normalization, and VarMIL to reduce the positive effect of tumor bed annotations. Since we see similar improvements with DeepSMILE in TCGA-BC (no stain normalization, no tumor bed annotation) and TCGA-CRCk (stain normalized, tumor bed annotated), however, our results indicate that the improvements are found independent of stain normalization and tumor bed annotations.

Thirdly, the performance of our proposed method can likely be improved by using wider and deeper feature extractors, pre-training for longer on a larger set of pan-cancer WSIs, and with domain-optimized hyperparameters and data augmentations for self-supervised pre-training in the histopathology domain.

Additionally, although we use an in-domain feature extractor by using self-supervised pre-training, the feature extractor is not further fine-tuned for the task at hand when using DeepMIL or VarMIL. Since we subsample 500 random tiles from the WSI, this would allow for end-to-end training and fine-tuning of the feature extractor, which may further improve performance.

Finally, although VarMIL models inter-tile feature heterogeneity, the model does not take into account feature interactions or spatial information of the tiles. Future research could investigate and compare the effectiveness and computational requirements of Neural Image Compression (Tellez et al. (2019)) and end-to-end context-aware learning (Pinckaers et al. (2020a); Chen et al. (2021)) for genomic label classification to our proposed method. Additionally, it could be interesting to investigate the performance of vision transformers (Dosovitskiy et al., 2020) on top of extracted latent feature vectors of all tiles of a WSI to model tile interactions with low computational complexity.
6.2. Conclusions

We have shown that self-supervised learning and weak label learning methods in computational histopathology can lift the performance of HRD and MSI classification directly from H&E WSIs without the necessity to collect larger datasets. In the future, these methods may reduce the need for expensive genome sequencing techniques, provide personalized therapy recommendations based on widely available H&E WSIs, and improve patient care with quicker treatment decisions - also in medical centers without access to genome sequencing resources.
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Appendix A. Decision for weighted standard deviation

We will explain this decision in more detail with a toy example below. Let’s imagine our WSIs have only 6 tiles, and that the feature describing each tile is 1-dimensional, e.g., the average nucleus size in that tile. We can imagine having two different WSIs, the first of which has most nuclei enlarged, and the other only part of the nuclei enlarged, but which are greatly enlarged. We would expect the first to be caused by, e.g., a TP53 mutation without HRD, whereas the second could be caused by HRD. The attention layer might have learned that only tiles with nuclei are important and sets the attention to all other tiles to 0, and will in-
Table B.3: Results of tile-supervision with majority vote with a variety of feature extractor initialization for TP53 mutation prediction. Each experiment was run for 4 epochs with a batch size of 512, with a learning rate of $5 \times 10^{-5}$, evaluated on the validation set every 100 steps. The model with the highest AUC on the validation set was used for prediction on the test set, for which the 5-fold mean and standard deviation is reported.

| pre-training method | Batch size (# GPUs) | Training time (hours) per epoch | # Epochs | Downstream task AUC% |
|---------------------|---------------------|---------------------------------|-----------|----------------------|
| BYOL                | 400 (1)             | 2.08                            | 5         | 69.87 ± 5.66         |
|                     |                     |                                 | 35        | 72.12 ± 5.44         |
|                     | 4000 (1)            | 2                               | 5         | 66.35 ± 4.90         |
|                     |                     |                                 | 35        | 69.15 ± 4.56         |
| SimCLR              | 500 (1)             | 1.4                             | 5         | 71.18 ± 3.77         |
|                     |                     |                                 | 35        | 70.54 ± 6.26         |
| ImageNet            | -                   | -                               | -         | 68.65 ± 7.48         |
| Random init         | -                   | -                               | -         | 60.34 ± 7.11         |

Figure B.6: Loss over time for SimCLR. SimCLR-500 is trained with a batch size of 500, whereas SimCLR-950 uses a batch size of 950.

Figure B.7: Loss over time for BYOL. BYOL-400 uses a batch size of 400, while BYOL-4000 uses a virtual batch size of 4000.

Appendix B.2. Hyperparameter sensitivity of DeepMIL

The experiments below are performed on extracted features using a feature extractor pre-trained with SimCLR-950 for 45 epochs. DeepMIL is generally trained with a mini batch size of 1 since the bag contains a variable number of instances. We use a batch size larger than one, and solve the variable size issue by padding each patient’s feature matrix with zero-vectors up to a predefined size. When using all available tiles, we pad up to 12,000 instances, since the largest WSI has 11,000 tiles, when subsampling 500 tiles we pad up to 550 instances, and when we subsample fewer than 500 tiles, we pad the patients with fewer tiles than this up to the number of subsampled tiles. The base setting is subsampling 500 tiles. To test the hyperparameter settings with DeepMIL we do a grid search and sample the batch size from $[1, 4, 8, 16]$ the learning rate and regularization from $[10^{-3}, 5 \times 10^{-4}, 10^{-4}, 5 \times 10^{-3}, 10^{-3}]$, and for the learning rate we additionally tested the effect of increasing it further to $5 \times 10^{-3}, 10^{-2}$, and $5 \times 10^{-2}$. For the subsampling experiments, we use all tiles or randomly sample 500 or 50 tiles from a patient. We compare performance on TP53 mutation prediction on the TCGA-BC dataset.

Effect of subsampling In Table B.4 we see that subsampling 50-500 tiles results in a similar performance as not subsampling any tiles. To enjoy the performance increase, faster training, and to allow inspection of a larger
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Table B.4: Results of DeepMIL on SimCLR-950 extracted features on TCGA-BC for a variety of subsampling sizes. Experiments are run for 8 epochs with a batch size of 16, learning rate of $5 \times 10^{-4}$, regularization of $10^{-4}$, evaluating every 10 steps and testing the model with the highest AUC on the validation set on the test set.

| # tiles for classifier training | Performance (AUC%) |
|--------------------------------|--------------------|
|                                | TP53               | mHRD               |
| All                            | 70.49 ± 5.06       | 67.42 ± 2.81       |
| 500                            | 73.42 ± 4.13       | 71.38 ± 4.14       |
| 50                             | 73.00 ± 4.45       | 74.04 ± 2.68       |

Table B.5: Results of DeepMIL on SimCLR-950 extracted features on TCGA-BC trained with a variety of batch sizes. Experiments are run on a subsample of 500 tiles for each patient for 16 epochs with varying batch size, learning rate of $5 \times 10^{-4}$ and regularization of $10^{-4}$, evaluating every 10 steps and testing the model with the highest AUC on the validation set on the test set.

| Batch size | Performance (AUC%) |
|------------|--------------------|
|            | TP53               |
| 1          | 72.47 ± 4.97       |
| 4          | 74.22 ± 5.15       |
| 8          | 73.74 ± 4.08       |
| 16         | 74.16 ± 4.54       |

variety of tiles, we perform the main experiments with a subsample of 500 tiles.

**Effect of minibatch training** Next, Table B.5 shows that the DeepMIL model is invariant to varying batch size on the large TCGA-BC dataset. To speed up training, we use a batch size of 16 for all our following experiments.

**Effect of learning rates and regularization** An overview of final TP53 classification performance of DeepMIL with a variety of training scheme parameters can be found in Table B.6 and shows us that the base parameters as previously published give us the best results.
### Table B.6: Results of hyperparameter grid search using DeepMIL for TP53 mutation prediction on the same feature vectors on TCGA-BC. Trained for 8 epochs with a batch size of 16, evaluating every 10 steps, with varying learning rate and regularization, trained on a subsample of 500 tiles.

| Learning rate | Regularization | $10^{-5}$ | $5 \times 10^{-5}$ | $10^{-4}$ | $5 \times 10^{-4}$ | $10^{-3}$ |
|---------------|----------------|-----------|-------------------|-----------|-------------------|-----------|
| $10^{-5}$     |                | 59.20 ± 7.10 | 59.21 ± 7.11 | 59.22 ± 7.10 | 59.20 ± 7.10 | 59.20 ± 7.08 |
| $5 \times 10^{-5}$ |                | 66.13 ± 8.17 | 66.13 ± 8.17 | 66.12 ± 8.18 | 66.11 ± 8.14 | 66.16 ± 8.17 |
| $10^{-4}$     |                | 67.42 ± 8.00 | 67.42 ± 7.99 | 67.41 ± 7.99 | 67.41 ± 8.01 | 67.44 ± 8.07 |
| $5 \times 10^{-4}$ |                | 72.33 ± 4.68 | 72.33 ± 4.72 | 72.34 ± 4.74 | 72.25 ± 4.85 | 72.12 ± 4.94 |
| $10^{-3}$     |                | 74.25 ± 4.62 | 74.17 ± 4.60 | 74.06 ± 4.65 | 74.00 ± 4.64 | 73.80 ± 4.55 |
| $5 \times 10^{-3}$ |                |              |               |          | 66.10 ± 1.03 |          |
| $10^{-2}$     |                |              |               |          | 62.19 ± 6.26 |          |
| $5 \times 10^{-2}$ |                |              |               |          | 61.95 ± 4.30 |          |