ON THE DEGREE FIVE $L$-FUNCTION FOR $\text{GSp}(4)$
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Abstract. We give a new integral representation for the degree five (standard) $L$-function for automorphic representations of $\text{GSp}(4)$ that is a refinement of an integral representation of Piatetski-Shapiro and Rallis. The new integral representation unfolds to produce the Bessel model for $\text{GSp}(4)$ which is a unique model. The local unramified calculation uses an explicit formula for the Bessel model and differs completely from that of Piatetski-Shapiro and Rallis.

1. Introduction

In 1978 Andrianov and Kalinin established an integral representation for the degree $2n + 1$ standard $L$-function of a Siegel modular form of genus $n$ [1]. Their integral involved a theta function and a Siegel Eisenstein series. The integral representation allowed them to prove the meromorphic continuation of the $L$-function, and in the case when the Siegel modular form has level 1 they established a functional equation and determined the locations of possible poles.

Piatetski-Shapiro and Rallis became interested in the work of Andrianov and Kalinin because it seemed to produce Euler products without using any uniqueness property. Previous examples of integral representations used either a unique model such as the Whittaker model or the uniqueness of the invariant bilinear form between an irreducible representation and its contragradient. It is known that an automorphic representation of $\text{Sp}_4$ (or $\text{GSp}_4$) associated to a Siegel modular form does not have a Whittaker model. Piatetski-Shapiro and Rallis adapted the integral representation of Andrianov and Kalinin to the setting of automorphic representations and were able to obtain Euler products [25]. However, the factorization is not the result of a unique model that would explain the local-global structure of Andrianov and Kalinin. They considered the integral

$$\int_{\text{Sp}_{2n}(\mathbb{A})/\text{Sp}_{2n}(F)} \phi(g)\theta_T(g)E(s, g)\,dg,$$

where $E(s, g)$ is an Eisenstein series induced from a character of the Siegel parabolic subgroup, $\phi$ is a cuspidal automorphic form, $T$ is an $n$-by-$n$ symmetric matrix determining an $n$ dimensional orthogonal space $V_T$, and $\theta^T_{\phi}(g)$ is the theta kernel.
for the dual reductive pair $\text{Sp}_{2n} \times O(V_T)$ given by

$$\theta^T_\varphi(g) = \theta^T_\varphi(g, 1) = \sum_{x \in \text{Mat}_2(F)} \omega(g, 1) \varphi(x),$$

where $\omega$ is the Weil representation for $\text{Sp}_{2n} \times O(V_T)$, and $\varphi$ is a Schwartz-Bruhat function on $M_2(\mathbb{A})$.

Upon unfolding, their integral produces the expansion of $\phi$ along the abelian unipotent radical $N$ of the Siegel parabolic subgroup. They refer to the terms in this expansion as Fourier coefficients in analogy with the Siegel modular case. The Fourier coefficients are defined to be

$$\phi^T(g) = \int_{N(F) \backslash N(\mathbb{A})} \phi(ng) \psi_T(n) \, dn.$$ 

Here, $T$ is associated to a character $\psi_T$ on $N(F) \backslash N(\mathbb{A})$. These functions $\phi^T$ do not give a unique model for the automorphic representation to which $\phi$ belongs. The corresponding statement for a finite place $v$ of $F$ is that for a character $\psi_v$ of $N(F_v)$ the inequality

$$\dim_{\mathbb{C}} \text{Hom}_{N(F_v)}(\pi_v, \psi_v) \leq 1$$

does not hold for all irreducible admissible representations $\pi_v$ of $\text{Sp}_{2n}(F_v)$.

However, Piatetski-Shapiro and Rallis show that their local integral is independent of the choice of Fourier coefficient when $v$ is a finite place and the local representation $\pi_v$ is spherical. Specifically, they show that for any $\ell_T \in \text{Hom}_{N(F_v)}(\pi_v, \psi_v)$ the integral

$$\int_{\text{Mat}_n(O_v) \cap \text{GL}_n(F_v)} \ell_T \left( \begin{bmatrix} g & t g^{-1} \\ & 1 \end{bmatrix} v_0 \right) \left| \det(g) \right|^{v-1/2} \, dg = d_v(s) L(\pi_v, \frac{2s + 1}{2}) \ell_T(v_0),$$

where $v_0$ is the spherical vector for $\pi_v$, $O_v$ is the ring of integers, and $d_v(s)$ is a product of local $\zeta$-factors. At the remaining “bad” places the integral does not factor, and there is no local integral to compute. However, they showed that the integral over the remaining places is a meromorphic function of $s$.

In this paper we present a new integral representation for the degree five $L$-function for $G\text{Sp}_4$ which is a refinement of the work of Piatetski-Shapiro and Rallis. One difference between our approach and that of Piatetski-Shapiro and Rallis is that we use the similitude groups $G\text{Sp}_4$ and $G\text{SO}_2$. A more significant difference is that instead of working with the full theta kernel, we use the theta lift to $G\text{Sp}_4$ of a character $\nu^{-1}$ of $G\text{SO}_2$,

$$\theta_\varphi(\nu^{-1})(g) = \int_{\text{SO}_2(F) \backslash \text{SO}_2(\mathbb{A})} \sum_{x \in V_2^2(F)} \omega(g, h_g h_1) \varphi(x) \nu^{-1}(h_g h_1) \, dh_1.$$ 

This difference has the striking effect of producing the Bessel model for $G\text{Sp}_4$ and the uniqueness that Piatetski-Shapiro and Rallis expected.

To be precise let $\pi$ be an automorphic representation of $G\text{Sp}_4(\mathbb{A})$, $\phi \in V_\pi$, $\nu$ an automorphic character on $G\text{SO}_2(\mathbb{A})$, the similitude orthogonal group that preserves
the symmetric form determined by the symmetric matrix $T, \theta_\varphi(\nu^{-1})$ as above, and $E(s, f, g)$ a Siegel Eisenstein series for a section $f(s, -) \in \text{Ind}_{P(\mathbb{A})}^{G(\mathbb{A})}(\delta_P^{1/3(s-1/2)})$. The global integral is

$$I(s; f, \phi, T, \nu, \varphi) = I(s) := \int_{Z_s \text{GSp}_4(\mathcal{F}) \backslash \text{GSp}_4(\mathbb{A})} E(s, f, g)\phi(g)\theta_\varphi(\nu^{-1})(g)\,dg.$$  

Section 8 contains the proof that $I(s)$ has an Euler product expansion

$$I(s) = \prod_{\nu < \infty} I_v(s),$$  

where integrals $I_v(s)$ are defined to be

$$I_v(s) = \int_{N(\mathbb{A}_\nu) \backslash G(\mathbb{A}_\nu)} f_v(s, g_v)\phi_v^{T, \nu}(g_v)\omega_v(g_v, 1)\varphi_v(12)\,dg_v.$$  

The function $\phi_v^{T, \nu}$ belongs to the Bessel model of $\pi_v$, and it is the uniqueness of this model that produces the Euler product.

Section 10 includes the proof that under certain conditions that hold for all but a finite number of places $\nu$, there is a normalization $I_v^*(s) = \zeta_v(s + 1)\zeta_v(2s)I_v(s)$ such that

$$I_v^*(s) = L(s, \pi_v \otimes \chi_T),$$  

where $\chi_T$ is a quadratic character associated to the matrix $T$. The computation of the local unramified integral uses the formula due to Sugano [34]. Section 13 deals with the finite places that are not covered in Section 10. For these places there is a choice of data so that $I_v(s) \equiv 1$. Section 14 deals with the archimedean places and shows that there is a choice of data so that one can control the archimedean places.

Combining these analyses gives the following theorem.

**Theorem 1.** Let $\pi$ be a cuspidal automorphic representation of $\text{GSp}_4(\mathbb{A})$, and $\phi \in V_\pi$. Let $T$ and $\nu$ be such that $\phi_v^{T, \nu} \neq 0$. There exists a choice of section $f(s, -) \in \text{Ind}_{P(\mathbb{A})}^{G(\mathbb{A})}(\delta_P^{1/3(s-1/2)})$ and some $\varphi = \otimes_v \varphi_v \in S(\mathcal{X}(\mathbb{A}))$ such that the normalized integral

$$I^*(s; f, \phi, T, \nu, \varphi) = d(s) \cdot L^S(s, \pi \otimes \chi_{T, v}),$$  

where $S$ is a finite set of bad places including all the archimedean places. Furthermore, for any complex number $s_0$, there is a choice of data so that $d(s)$ is holomorphic at $s_0$ and $d(s_0) \neq 0$.

Novodvorsky generalized the Bessel model to odd orthogonal groups and showed that it is unique [21]. This notion agrees with the Bessel model for $\text{GSp}_4$ through the isomorphism $\text{PGSp}_4 \cong \text{SO}_5$. However, there is no known (at least to the author) unique model generalization to higher rank symplectic groups. Therefore, the method in this paper does not seem to generalize to $\text{GSp}_{2n}$ for $n > 2$.  
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2. Notation

Let $F$ be a number field, and let $\mathbb{A} = \mathbb{A}_F$ be its ring of adeles. For a place $v$ of $F$ denote by $F_v$ the completion of $F$ at $v$. For a non-archimedean place $v$ let $\mathcal{O}_v$ be the ring of integers of $F_v$, and let $p_v$ be its maximal ideal. Let $q_v = |\mathcal{O}_v : p_v|$. Let $\varpi_v$ be a choice of uniformizer for $p_v$, and let $| \cdot |_v$ be the absolute value on $F_v$, normalized so that $|\varpi_v|_v = q_v^{-1}$.

For a finite set of places $S$, let $\mathbb{A}^S = \prod_{v \notin S} F_v$ and $\mathbb{A}^S = \prod_{v \in S} F_v$. In particular, $\mathbb{A}_\infty = \prod_{v<\infty} F_v$ and $\mathbb{A}_{\text{fin}} = \prod_{v<\infty} F_v$.

Denote by $\text{Mat}_n$ the variety of $n \times n$ matrices defined over $F$. $\text{Sym}_n$ is the variety of symmetric $n \times n$ matrices defined over $F$.

Let $G = \text{GSp}_4 = \{g \in \text{GL}_4| \, {}^t g J g = \lambda_G(g) J\}$, where

$$J = \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}.$$  

Fix a maximal compact subgroup $K$ of $G(\mathbb{A})$ such that $K = \prod_v K_v$, where $K_v$ is a maximal compact subgroup of $G(F_v)$, and at all but finitely many finite places $K_v = G(\mathcal{O}_v)$. According to [13] I.1.4 the subgroups $K_v$ can be chosen so that for every standard parabolic subgroup $P$, $G(\mathbb{A}) = P(\mathbb{A}) K$, and $M(\mathbb{A}) \cap K$ is a maximal compact subgroup of $M(\mathbb{A})$.

3. Orthogonal similitude groups

A matrix $T \in \text{Sym}_2(F)$ with $\det(T) \neq 0$ determines a non-degenerate symmetric bilinear form $(-, -)_T$ on $V_T = F^2$ defined by $(v_1, v_2)_T := {}^t v_1 T v_2$.

The orthogonal group associated to this form (and matrix $T$) is

$$O(V_T) = \{h \in \text{GL}_2| \, {}^t h T h = T\},$$

Similarly, the similitude group $\text{GO}(V_T) = \{h \in \text{GL}_n| \, {}^t h T h = \lambda_T(h) T\}$, and $\text{GSO}(V_T)$ is defined to be the Zariski connected component of $\text{GO}(V_T)$. Note that since $\dim(V_T) = 2$ and $h \in \text{GSO}(V_T)$, then $\lambda(h) = \det(h)$.

Let $\chi_T$ be the quadratic character associated to $V_T$. If $E/F$ is the discriminant field of $V_T$, i.e. $E = F \left(\sqrt{-\det(T)}\right)$, then

$$\chi_T : E^\times \to \mathbb{C}$$

is the idele class character associated to $E$ by class field theory. If the space $V_T$ is split, then $E = F$ and $\chi_T \equiv 1$. One has $\chi_T = \prod_v \chi_{T, v}$ where $\chi_{T, v}(a) = (a, -\det(T))_v$, and $(,)_v$ denotes the local Hilbert symbol [33] 0.3]. For a place $v$ of $F$ let $E_v = E \otimes F_v$. When $E/F$ is a quadratic extension and $v$ is a place of $F$ that remains inert in $E$, then $\chi_{T, v} \circ N_{E_v/F_v} \equiv 1$, where $N_{E_v/F_v}$ is the norm map [33] Chapter III, Proposition 1]. Note that $N_{E_v/F_v} = \det = \lambda_T$. If $v$ is a place of $F$ that splits in $E$, then $\chi_{T, v} \equiv 1$ and $E_v \cong F_v \oplus F_v$.  

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
3.1. The Siegel parabolic subgroup. Let $P = MN$ be the Siegel parabolic subgroup of $G$, i.e. $P$ stabilizes a maximal isotropic subspace $X = \text{span}_F\{e_1, e_2\}$, where $e_i$ is the $i$th standard basis vector. Then $P$ has Levi factor $M \cong \text{GL}_1 \times \text{GL}_2$ and unipotent radical $N \cong \text{Sym}_2 \cong \mathbb{G}_a^3$. For $g \in \text{GL}_2$, define

$$m(g) = \begin{bmatrix} g & tg^{-1} \end{bmatrix} \in M.$$ 

For $X \in \text{Sym}_2$, define

$$n(X) = \begin{bmatrix} I_2 & X \\ I_2 & \end{bmatrix} \in N.$$ 

Let $\delta_P$ be the modular character of $P$.

For $m = \begin{bmatrix} g & tg^{-1} \lambda \end{bmatrix} \in M$ and $n \in N$, $\delta_P(mn) = |\det(g)^3 \cdot \lambda^{-3}|_A$. Extend $\delta_P$ to all of $G$ by $\delta_P(pk) = \delta_P(p)$ for $p \in P$ and $k \in K$. This is well defined because $\delta_P(g) = 1$ for $g \in M \cap K$.

4. Bessel models and coefficients

4.1. The Bessel subgroup. Let $\psi$ be an additive character of $F \setminus \mathbb{A}$. There is a bijection between $\text{Sym}_2(F)$ and the characters of $N(F) \setminus N(\mathbb{A})$. For $T \in \text{Sym}_2(F)$ define

$$\psi_T : N(F) \setminus N(\mathbb{A}) \to \mathbb{C}, \quad \psi_T(n(X)) = \psi(\text{tr}(TX)).$$

Since $M(F)$ acts on $N(F) \setminus N(\mathbb{A})$, it also acts on its characters. Define $H_T$ to be the connected component of the stabilizer of $\psi_T$ in $M$. For $g \in \text{GL}_2$, define

$$b(g) = \begin{bmatrix} g & \det(g) \cdot tg^{-1} \end{bmatrix}.$$ 

Then

$$H_T = \left\{ b(g) \bigg| t_g T g = \det(g) \cdot T \right\}.$$ 

Then $H_T$ is an algebraic group defined over $F$ isomorphic to $\text{GSO}(V_T)$, where $V_T$ is defined as above. The action of $M(F)$ on the characters of $N(F) \setminus N(\mathbb{A})$ has two types of orbits. They are represented by matrices

$$T_\rho = \begin{bmatrix} 1 & 0 \\ \rho & 1 \end{bmatrix} \quad \text{with } \rho \notin F^{\times,2}, \quad \text{and} \quad T_{\text{split}} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$ 

The quadratic spaces corresponding to these matrices have similitude orthogonal groups

(2)

$$\text{GSO}(V_{T_\rho}) = \left\{ \begin{bmatrix} x & \rho y \\ y & x \end{bmatrix} \bigg| x^2 - \rho y^2 \neq 0 \right\}, \text{ and } \text{GSO}(V_{T_{\text{split}}}) = \left\{ \begin{bmatrix} x & \\ y & \end{bmatrix} \bigg| xy \neq 0 \right\}.$$ 

For the rest of this article assume that $\rho \notin F^{\times,2}$ and only consider $T = T_\rho$. This fact will be used in Section 9 to give the region of absolute convergence of the unfolded global integral. Additionally, certain double coset decompositions in Section 10 do not hold for this particular embedding of $\text{GSO}(V_{T_{\text{split}}})$. 
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into $GL_2$. Define the Bessel subgroup $R = R_T = H_T N$. Consider a character $\nu : H_T(F) \backslash H_T(\mathbb{A}) \rightarrow \mathbb{C}$. Then define
\[
\nu \otimes \psi_T : R(F) \backslash R(\mathbb{A}) \rightarrow \mathbb{C},
\]

\[
\nu \otimes \psi_T(tn) = \nu(t) \psi_T(n), \quad t \in H_T(\mathbb{A}), \; n \in N(\mathbb{A}).
\]

This is well defined since $H_T$ normalizes $\psi_T$.

Similarly, for a place $v$ of $F$ there are local characters $\nu_v \otimes \psi_{T,v} : R(F_v) \rightarrow \mathbb{C}$.

4.2. **Non-archimedean local Bessel models.** Let $v$ be a finite place of $F$. Let $\mathcal{B}$ be the space of locally constant functions $\phi : G(F_v) \rightarrow \mathbb{C}$ satisfying

\[
\phi(rg) = \nu_v \otimes \psi_{T,v}(r) \phi(g)
\]

for all $r \in R(F_v)$ and all $g \in G(F_v)$.

Let $\pi_v$ be an irreducible admissible representation of $G(F_v)$. Piatetski-Shapiro and Novodvorsky [22] showed that there is at most one subspace $\mathcal{B}(\pi_v) \subseteq \mathcal{B}$ such that the right regular representation of $G(F_v)$ on $\mathcal{B}(\pi_v)$ is equivalent to $\pi_v$. If the subspace $\mathcal{B}(\pi_v)$ exists, then it is called the $\nu_v \otimes \psi_{T,v}$ Bessel model of $\pi_v$.

4.3. **Archimedean local Bessel models.** Now suppose $v$ is an infinite place of $F$. Let $K_v$ be the maximal compact subgroup of $G(F_v)$. Let $\mathcal{B}$ be the space of functions $\phi : G(F_v) \rightarrow \mathbb{C}$ with the following properties [26]:

1. $\phi$ is smooth and $K_v$-finite.
2. $\phi(rg) = \nu_v \otimes \psi_{T,v}(r) \phi(g)$ for all $r \in R(F_v)$ and all $g \in G(F_v)$.
3. $\phi$ is slowly increasing on $Z(F_v) \backslash G(F_v)$.

Let $\pi_v$ be a $(g_v, K_v)$-module with space $V_{\pi_v}$. Suppose that there is a subspace $\mathcal{B}(\pi_v) \subseteq \mathcal{B}$, invariant under right translation by $g_v$ and $K_v$, and isomorphic as a $(g_v, K_v)$-module to $\pi_v$. Then $\mathcal{B}(\pi_v)$ is called the $\nu_v \otimes \psi_{T,v}$ Bessel model of $\pi_v$. In some instances the Bessel model at an archimedean place is known to be unique. For example, when $v$ is a real place and $\pi_v$ is a lowest or highest weight representation of $GSp_4(\mathbb{R})$, the Bessel model of $\pi_v$ is unique [26]. It is also known to be unique when the central character of $\pi_v$ is trivial [22]. The results of this article do not depend on the uniqueness of the Bessel model at any archimedean place; however, if the model is not unique, then there is no local integral.

4.4. **Bessel coefficients.** Let $A_0(G)$ be the space of cuspidal automorphic forms on $G(\mathbb{A})$. Suppose that $\pi$ is an irreducible cuspidal automorphic representation of $G(\mathbb{A})$ with space $V_\pi \subset A_0(G)$. Let $\omega_\pi$ denote the central character of $\pi$. Let $\phi \in V_\pi$.

Suppose that $\nu$ is as above. Denote by $Z_\mathbb{A}$ the center of $G(\mathbb{A})$ so $Z_\mathbb{A} \subset H_T(\mathbb{A})$. Suppose that $\nu|Z_\mathbb{A} = \omega_\pi^{-1}$. Define the $\nu \otimes \psi_T$ Bessel coefficient of $\phi$ to be

\[
\phi^{T,\nu}(g) = \int_{Z_\mathbb{A} R(F) \backslash R(\mathbb{A})} (\nu \otimes \psi_T)^{-1}(r) \phi(rg)dr.
\]

5. **Siegel Eisenstein series**

For more details about the Siegel Eisenstein series of $Sp_{2n}$ see Kudla and Rallis [16] and Section 1.1 of Kudla, Rallis, and Soudry [17].
**Definition 5.1** (Induced representation). The induced representation of \(\delta_P^{\frac{1}{2}}(s-\frac{1}{2})\) to \(G(\mathbb{A})\) is defined to be

\[
\text{Ind}^{G(\mathbb{A})}_{P(\mathbb{A})}(\delta_P^{\frac{1}{2}}(s-\frac{1}{2})) = \left\{ f : G(\mathbb{A}) \to \mathbb{C} \mid f \text{ is smooth, right } K\text{-finite, and for } p \in P(\mathbb{A}), \; f(pg) = \delta_P^{\frac{1}{2}(s+1)}(p)f(g) \right\}.
\]

For convenience write \(\text{Ind}(s) = \text{Ind}^{G(\mathbb{A})}_{P(\mathbb{A})}(\delta_P^{\frac{1}{2}}(s-\frac{1}{2}))\). \(\text{Ind}(s)\) is a representation of \((\mathfrak{g}_\infty, K_\infty) \times G(\mathbb{A}_{\text{fin}})\) under right translation. A standard section \(f(s,-)\) is one such that its restriction to \(K\) is independent of \(s\). Let \(f(s,-) \in \text{Ind}(s)\) be a holomorphic standard section. That is, for all \(g \in G(\mathbb{A})\) the function \(s \mapsto f(s,g)\) is a holomorphic function. For a finite place \(v\) define \(f_v^0(s,-)\) to be the function so that \(f_v^0(s,k) = 1\) for \(k \in K_v\). There is an intertwining operator \(M(s) : \text{Ind}(s) \to \text{Ind}(1-s)\). For \(\text{Re}(s) > 2\), \(M(s)\) may be defined by means of the integral [15, 4.1]

\[
M(s)f(s,g) := \int_{N(\mathbb{A})} f(s,wg) \text{d}n,
\]

where

\[
w = \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}.
\]

The induced representation factors as a restricted tensor product with respect to \(f_v^0(s,-)\): \(\text{Ind}(s) = \bigotimes_v \text{Ind}_v(s)\), and so does the intertwining operator \(M(s) = \bigotimes_v M_v(s)\). There is a normalization of \(M_v(s)\)

\[
M_v^*(s) = \frac{\zeta_v(s+1)\zeta_v(2s)}{\zeta_v(s-1)\zeta_v(2s-1)} M_v(s),
\]

where \(\zeta_v(\cdot)\) is the local zeta factor for \(F\) at \(v\) so that \(M_v^*(s)f_v^0(s,g) = f_v^0(1-s,g)\).

Define the Siegel Eisenstein series

\[
E(s,f,g) = \sum_{\gamma \in P(F)\backslash G(F)} f(s,\gamma g)
\]

which converges uniformly for \(\text{Re}(s) > 2\) and has meromorphic continuation to all \(\mathbb{C}\) [16]. Furthermore, the Eisenstein series satisfies the functional equation \(E(s,f,g) = E(1-s,M(s)f,g)\) [16, 1.5]. Later, it will be useful to work with the normalized Eisenstein series. Let \(S\) be a finite set of places, including the archimedean places, such that for \(v \notin S\), \(f_v = f_v^0\). Define

\[
E^*(s,f,g) = \zeta^S(s+1)\zeta^S(2s)E(s,f,g).
\]

Kudla and Rallis completely determined the locations of possible poles of the Siegel Eisenstein series [16]. The normalized Eisenstein series \(E^*(s,f,g)\) has at most simple poles at \(s_0 = 1,2\) [16, Theorem 1.1].

6. The Weil representation

6.1. The Schrödinger model. Consider the orthogonal space \(V_T\) with symmetric form \(\langle , \rangle_T\), and the four dimensional symplectic space \(W\) with symplectic form \(\langle , \rangle\). Let \(\mathbb{W} = V_T \otimes W\) be the symplectic space with form \(\langle , \rangle\) defined on pure tensors by \(\langle u \otimes v, u' \otimes v' \rangle = (u,u')_T \langle v, v' \rangle\) and extended to all of \(\mathbb{W}\) by linearity.
The Weil representation $\omega = \omega_{\psi_T}^{-1}$ is a representation of $\widetilde{\Sp}(\mathbb{W})$. Restrict $\omega$ to $\widetilde{\Sp}(W) \times O(V_T) \hookrightarrow \widetilde{\Sp}(\mathbb{W})$. Since the dimension of $V_T$ is even, there is a splitting $\Sp(W) \times O(V_T) \hookrightarrow \Sp(W) \times O(V_T)$ \cite[Remark 2.1]{Barthel}. Suppose that $X$ is a maximal isotropic subspace of $W$. Then $X = X \otimes_F V_T$ is a maximal isotropic subspace of $\mathbb{W}$. The space of the Schrödinger model, $S(X)$, is the space of Schwartz-Bruhat functions on $V$ of support. If $v$ is a place of $F$. If $v$ is a finite place, then $S(\mathcal{X}(F_v))$ is the space of locally constant functions with compact support. If $v$ is an infinite place, then $S(\mathcal{X}(F_v))$ is the space of $C^\infty$ functions all derivatives of which are rapidly decreasing. Identify $X$ with $V_T^2 = \Mat_2$. The local Weil representation at a finite place $v$ restricted to $\Sp(W)(F_v) \times O(V_T)(F_v)$ acts in the following way on the Schrödinger model:

$$
\omega_v(1, h)\varphi(x) = \varphi(h^{-1}x),
$$

$$
\omega_v(m(a), 1)\varphi(x) = \chi_{T,v} \circ \det(a) |\det(a)|_v \varphi(xa),
$$

$$
\omega_v(n(X), 1)\varphi(x) = \psi_{i_{T,v}}^{-1}(X)\varphi(x),
$$

$$
\omega_v(w, 1)\varphi(x) = \gamma \cdot \hat{\varphi}(x),
$$

where $\gamma$ is a certain eighth root of unity and $\hat{\varphi}$ is the Fourier transform of $\varphi$ defined by

$$
\hat{\varphi}(x) = \int_{V^{2}_T(F_v)} \varphi(x')\psi((x, x')_1)dx'.
$$

Here $(\cdot, \cdot)_1$ is defined as follows: for $x, y \in X = \Mat_2$, define $(x, y)_1 := \text{tr}(x \cdot y)$. Note that matrices of the form $m(a), n(X),$ and $w$ generate $\Sp_4$.

The space $S(\mathcal{X}(A))$ is spanned by functions $\varphi = \otimes_v \varphi_v$, where $\varphi_v = \varphi^0_v$ is the normalized local spherical function for all but finitely many of the finite places $v$. At an unramified place, $\varphi^0_v = 1_{\mathcal{X}(O_v)}$. The global Weil representation, $\omega = \bigotimes_v \omega_v$, is the restricted tensor product with respect to the normalized spherical functions $\varphi^0_v$.

Suppose that $F_v = \mathbb{R}$. Assume that $\psi_T = \exp(2\pi ix)$. Let $K_{1,v} = \Sp_4(\mathbb{R}) \cap O_4(\mathbb{R})$. Let $V^+_T$ and $V^-_T$ be positive definite and negative definite, respectively, subspaces of $V_T(F_v)$ such that $V_T(F_v) = V^+_T \oplus V^-_T$. For $x \in V_T$ define

$$(x, x)_+ = \begin{cases} (x, x) & \text{if } x \in V^+_T, \\ -(x, x) & \text{if } x \in V^-_T. \end{cases}$$

For $x \in V^+_T$ let $(x, x) = ((x_i, x_j)_{i,j}) \in V^2_T$. Define $\varphi^0_v(x) = \exp(-\pi \text{tr}((x, x)_+))$.

Now, suppose $F_v = \mathbb{C}$. Assume that $\psi_T = \exp(4\pi \text{tr}(x + \bar{x}))$. In this case $K_{1,v} \cong \Sp(4)$, the compact real form of $\Sp(4, \mathbb{C})$. There is a choice of basis so $(x, x)_+ = i\bar{x}x$, and $\varphi^0_v(x) = \exp(-2\pi \text{tr}((x, x)_+))$.

The subspace of $K_{1,v}$, finite vectors in the space of smooth vectors, $S_0(\mathcal{X}(F_v)) \subset S(\mathcal{X}(F_v))$, consists of functions of the form $p(x)\varphi_v^0$, where $p$ is a polynomial on $V_T^2(F_v)$.

6.2. **Extension to similitude groups.** Barthel describes how to extend the Weil representation to similitude groups in \cite{Barthel}. See also \cite[§3]{Barthel}, \cite{Barthel}, and \cite{Barthel}.

The Weil representation can be extended to the group

$$
Y = \{(g, h) \in \GSp_4 \times \GSO(V_T) \mid \lambda_G(g) = \lambda_T(h)\}.
$$
For \((g, h) \in Y\) the action of \(\omega_v\) is defined by
\[
\omega_v(g, h) \varphi(x) = |\lambda_T(h)|_v^{-1} \omega_v(g_1, 1) \varphi(h^{-1}x),
\]
where
\[
g_1 = \begin{bmatrix} I_2 & \lambda_G(g)^{-1} \cdot I_2 \end{bmatrix} g.
\]

Note that the natural projection to the first coordinate
\[
p_1 : Y \to \text{GSp}_4,
\]
\[
(g, h) \mapsto g
\]
is generally not a surjective map. Indeed, \(g \in \text{Im}(p_1)\) if and only if there is an \(h \in \text{GSO}(V_T)\) such that \(\lambda_G(g) = \lambda_T(h)\). Define \(G^+ := p_1(Y)\).

6.3. Theta lifts. Let \(H = \text{GSO}(V_T)\) and \(H_1 = \text{SO}(V_T)\).

Definition 6.1. The theta lift of \(\nu^{-1}\) to \(G^+(\mathbb{A})\) is given by the integral
\[
\theta_\varphi(\nu^{-1})(g) = \int_{H_1(F) \backslash H_1(\mathbb{A})} \sum_{x \in V_2^T(F)} \omega(g, h_g h_1) \varphi(x) \nu^{-1}(h_g h_1) dh_1.
\]

Here, \(h_g \in H(\mathbb{A})\) is any element so that \(\lambda_T(h_g) = \lambda_G(g)\). Note that Definition 6.1 is independent of the choice \(h_g\). Since \(H_1(F) \backslash H_1(\mathbb{A})\) is compact, the integral is termwise absolutely convergent [36].

There is a natural inclusion
\[G(F)^+ \backslash G(\mathbb{A})^+ \hookrightarrow G(F) \backslash G(\mathbb{A}).\]
Consider \(\theta_\varphi(\nu^{-1})\) as a function of \(G(F) \backslash G(\mathbb{A})\) by extending it by 0 [9 §7.2]. If \(\varphi\) is chosen to be a \(K\)-finite Schwartz-Bruhat function, then \(\theta_\varphi(\nu^{-1})\) is a \(K\)-finite automorphic form on \(G(F) \backslash G(\mathbb{A})\) [12].

7. The degree five \(L\)-function

The connected component of the dual group of \(\text{GSp}_4\) is \(G^0 = \text{GSp}_4(\mathbb{C})\) [5, I.2.2 (5)]. The degree five \(L\)-function of \(\text{GSp}_4\) corresponds to the map of \(L\)-groups [33, page 88],
\[\varrho : \text{GSp}_4(\mathbb{C}) \to \text{PGSp}_4(\mathbb{C}) \cong \text{SO}_5(\mathbb{C}).\]

We describe the local \(L\)-factor explicitly when \(v\) is finite and \(\pi_v\) is equivalent to an unramified principal series. Consider the maximal torus \(A_0\) of \(G\) and an element \(t \in A_0:\)

\[
t = \text{diag}(a_1, a_2, a_0 a_1^{-1}, a_0 a_2^{-1}) := \begin{bmatrix} a_1 & a_2 \\ a_0 a_1^{-1} & a_0 a_2^{-1} \end{bmatrix}.
\]

The character lattice of \(G\) is \(X = \mathbb{Z}e_0 \oplus \mathbb{Z}e_1 \oplus \mathbb{Z}e_2\), where \(e_i(t) = a_i\). The cocharacter lattice is \(X^\vee = \mathbb{Z}f_0 \oplus \mathbb{Z}f_1 \oplus \mathbb{Z}f_2\), where
\[
f_0(u) = \text{diag}(1, 1, u, u), \quad f_1(u) = \text{diag}(u, 1, u^{-1}, 1), \quad f_2(u) = \text{diag}(1, u, 1, u^{-1}).
\]
Suppose \( \pi_v \cong \pi_v(\chi) = \text{Ind}_{B(F_v)}^{G(F_v)}(\chi) \), where \( \chi(t) = \chi_1(a_1)\chi_2(a_2)\chi_0(a_0) \) and \( t \) is given by [5]. Then \( L^{G_0} = \hat{G} \) has character lattice \( X' = X^\vee \) and cocharacter lattice \( X'^{\vee} = X \). Let \( f'_i = e_i \in X'^{\vee} \). Define

\[
\hat{t} = \prod_{i=0}^{3} f'_i(\chi_i(\varpi_v)) \in L^{G_0}.
\]

Then \( \hat{t} \) is the Satake parameter for \( \pi_v(\chi) \) [2 Lemma 2]. The Langlands \( L \)-factor is defined in [5 II.7.2 (1)] to be

\[
L(s, \pi_v, \varrho) := \text{det}(I - g(\hat{t})q_v^{-s})^{-1}
\]

\[
= (1 - q_v^{-s})^{-1}(1 - \chi_1(\varpi_v)q_v^{-s})^{-1}(1 - \chi_1(\varpi_v)^{-1}q_v^{-s})^{-1}
\]

\[
= (1 - \chi_2(\varpi_v)q_v^{-s})^{-1}(1 - \chi_2(\varpi_v)^{-1}q_v^{-s})^{-1}.
\]

Let \( S \) be a finite set of primes, including the archimedean primes, such that if \( v \notin S \), then \( \pi_v \) is unramified. Then the partial \( L \)-function is defined to be

\[
L^S(s, \pi) = L^S(s, \pi, \varrho) = \prod_{v \notin S} L(s, \pi_v, \varrho).
\]

The product converges absolutely for \( \Re(s) \gg 0 \) [18].

8. Global integral representation

The main result of this section is Proposition 8.4 which states that the integral unfolds as an Euler product of local integrals.

As before, \( G = \text{GSp}_4 \), \( G_1 = \text{Sp}_4 \), \( P = MN \) is the Siegel parabolic subgroup of \( G \), and let \( P_1 = M_1N = P \cap G_1 \), where \( M_1 = M \cap G_1 \).

The global integral is

\[
I(s; f, \phi, \nu) = I(s) := \int_{Z_G(F) \backslash G(\mathbb{A})} E(s, f, g)\phi(g)\theta_{\varphi}(\nu^{-1})(g) \, dg
\]

\[
= \int_{Z_G(F)^+ \backslash G(\mathbb{A})^+} E(s, f, g)\phi(g)\theta_{\varphi}(\nu^{-1})(g) \, dg,
\]

where equality holds because \( \theta_{\varphi}(\nu^{-1}) \) is supported on \( G(F)^+ \backslash G(\mathbb{A})^+ \). The central character of \( E(s, f, \cdot) \) is trivial, and the central character of \( \theta_{\varphi}(\nu^{-1}) = \omega^{-1} \), so the integrand is \( Z_{\mathbb{A}} \) invariant. Since \( E(s, f, \cdot) \) and \( \theta_{\varphi}(\nu^{-1}) \) are automorphic forms, they are of moderate growth. Since \( \phi \) is a cuspidal automorphic form, it is rapidly decreasing on a Siegel domain [19 I.2,18]. Therefore, the integral converges everywhere that \( E(s, f, \cdot) \) does not have a pole.

Define

\[
\mathbb{A}^{x,+} := \lambda_T(H(\mathbb{A})), \quad F^{x,+} := F^{x} \cap \mathbb{A}^{x,+} \subseteq \mathbb{A}^{x,+},
\]

\[
\mathbb{A}^{x,2} := \{ a^2 \mid a \in \mathbb{A}^{x} \}, \quad C := \mathbb{A}^{x,2}F^{x,+} \backslash \mathbb{A}^{x,+}.
\]

There is an isomorphism

\[
Z_{\mathbb{A}}G_1(\mathbb{A})G(F)^+ \backslash G(\mathbb{A})^+ \cong C.
\]

The isomorphism is realized by considering the map from \( G(\mathbb{A})^+ \to C \), \( g \mapsto \lambda_G(g) \). It has kernel \( Z_{\mathbb{A}}G_1(\mathbb{A})G(F)^+ \). This fact is stated in [9].

Identify \( Z_{\mathbb{A}} \) with the subgroup of scalar linear transformations in \( H(\mathbb{A}) \).
Proposition 8.1. There is an isomorphism $Z_{\mathcal{H}} H_1(\mathcal{A}) H(F) \backslash H(\mathcal{A}) \cong \mathbb{C}$.

Proof. Consider the map $H(\mathcal{A}) \to \mathbb{C}$, $h \mapsto \lambda_T(h)$. This map is onto by the definition of $\mathbb{A}_{x,+}$. We must show that the kernel is $Z_{\mathcal{H}} H_1(\mathcal{A}) H(F)$. Suppose $\lambda_T(h) = a^2 \mu$, where $a \in \mathbb{A}_{x,2}$ and $\mu \in F_{x,+}$. By Hasse’s norm theorem [14], there is an element $h_\mu \in H(F)$ such that $\lambda_T(h) = \mu$. Let $z(a)$ be the scalar matrix with eigenvalue $a$. Since $\lambda_T(z(a)^{-1} h h_\mu^{-1}) = 1$, $h_1 = z(a)^{-1} h h_\mu^{-1} \in H_1(\mathcal{A})$. Therefore, $h = z(a) h_1 h_\mu$. This shows that $Z_{\mathcal{H}} H_1(\mathcal{A}) H(F)$ contains the kernel of this map. The opposite inclusion is obvious. This proves the proposition.

Fix sections

$$\mathcal{C} \to G(\mathcal{A})^+, \quad \mathcal{C} \to H(\mathcal{A}),$$

$c \mapsto g_c, \quad c \mapsto h_c$.

Proposition 8.2. There is a measure $dc$ on $\mathcal{C}$ and measures $dh_1$ and $dg_1$ on $H_1(F) \backslash H(\mathcal{A})$ and $G_1(F) \backslash G_1(\mathcal{A})$, respectively, such that

$$\int_{Z_{\mathcal{H}} H_1(\mathcal{A}) H(F) \backslash H(\mathcal{A})} \Phi(h) dh = \int_{\mathcal{C}} \int_{H_1(F) \backslash H(\mathcal{A})} \Phi(h_1 h_c) dh_1 dc$$

and

$$\int_{Z_{\mathcal{H}} G_1(F) \backslash G_1(\mathcal{A})^+} \Psi(g) dg = \int_{\mathcal{C}} \int_{G_1(F) \backslash G_1(\mathcal{A})} \Psi(g_1 g_c) dg_1 dc$$

for all $\Phi \in L^1(\mathcal{Z}_{\mathcal{H}} H(F) \backslash H(\mathcal{A}))$ and all $\Psi \in L^1(\mathcal{Z}_{\mathcal{H}} G(F) \backslash G(\mathcal{A})^+)$.

Proof. Let $dh$ denote the right invariant measure on $Z_{\mathcal{H}} H(F) \backslash H(\mathcal{A})$. Then by [27, Lemma 13.2] there are measures $dh_1$ and $dh_c$ that make (10) true for all $\Phi \in L^1(\mathcal{Z}_{\mathcal{H}} H(F) \backslash H(\mathcal{A}))$. Through the isomorphism of Proposition 8.1 define a measure $dc := dh_c$ on $\mathcal{C}$. By [9] define a measure $dg_c := dc$ on $Z_{\mathcal{H}} G_1(\mathcal{A}) G(F)^+ \backslash G(\mathcal{A})^+$. Then there is a choice of measures $dg$ and $dg_1$ that makes equation (11) true for all $\Psi \in L^1(\mathcal{Z}_{\mathcal{H}} G(F)^+ \backslash G(\mathcal{A})^+)$. □

Then (8) equals

$$\int_{\mathcal{C}} \int_{G_1(F) \backslash G_1(\mathcal{A})} E(s, f, g_1 g_c) \phi(g_1 g_c) \theta_\varphi(\nu^{-1})(g_1 g_c) dg_1 dc.$$

Denote the theta kernel by $\theta_\varphi(g_1 g_c, h_1 h_c) = \sum_{x \in V^2(F)} \omega(g_1 g_c, h_1 h_c) \varphi(x)$. Then

$$\theta_\varphi(\nu^{-1})(g_1 g_c) = \int_{H_1(F) \backslash H_1(\mathcal{A})} \theta_\varphi(g_1 g_c, h_1 h_c) \nu^{-1}(h_1 h_c) dh_1.$$

As noted in Section 6.3, this integral converges absolutely. The following adjoint identity holds for the global theta integral:

$$\int_{G_1(F) \backslash G_1(\mathcal{A})} \int_{H_1(F) \backslash H_1(\mathcal{A})} E(s, f, g_1 g_c) \phi(g_1 g_c) \theta_\varphi(g_1 g_c, h_1 h_c) \nu^{-1}(h_1 h_c) dh_1 dg_1$$

$$= \int_{H_1(F) \backslash H_1(\mathcal{A})} \int_{G_1(F) \backslash G_1(\mathcal{A})} E(s, f, g_1 g_c) \phi(g_1 g_c) \theta_\varphi(g_1 g_c, h_1 h_c) \nu^{-1}(h_1 h_c) dg_1 dh_1.$$. 
Since \( P_1(F) \backslash G_1(F) \cong P(F) \backslash G(F) \), then \( E(s, f, g) = \sum_{\gamma \in P(F) \backslash G(F)} f(s, \gamma g) = \sum_{\gamma \in P_1(F) \backslash G_1(F)} f(s, \gamma g) \). After expanding the theta kernel the inner integral of the right-hand side of (13) becomes

\[
\int_{P_1(F) \backslash G_1(\mathbb{A})} f(s, g_1 g_c) \phi(g_1 g_c) \sum_{x \in \mathbb{V}_F^2(F)} \omega(g_1 g_c, h_1 h_c) \varphi(x) \nu^{-1}(h_1 h_c) \, dg_1.
\]

The Levi factor of \( P_1 \) is \( M_1 \cong \text{GL}_2 \). The Weil representation restricted to this subgroup acts on \( S(\mathbb{A}) \) by \( \omega(m(y), 1) \varphi_1(x) = |\det(y)|_\mathbb{A} \varphi_1(xy) \) for \( \varphi_1 \in S(\mathbb{A}) \), \( y \in \text{GL}_2(\mathbb{A}) \), and \( x \in \text{Mat}_2(\mathbb{A}) \). Consider \( x \in \text{Mat}_2(F) \). If \( \det(x) = 0 \), then \( \text{Stab}_{\text{GL}_2(\mathbb{A})}(x) \) contains a normal unipotent subgroup. By the cuspidality of \( \phi \) this term vanishes upon integration.

Therefore, the integral in (14) equals

\[
\int_{\mathbb{A}(F) \backslash \mathbb{G}(\mathbb{A})} f(s, g_1 g_c) \phi(g_1 g_c) \sum_{x \in \mathbb{GL}_2(F)} \omega(m(x)g_1 g_c, h_1 h_c) \varphi(1_2) \, dg_1.
\]

Define

\[
\phi^T(g) := \int_{\mathbb{A}(F) \backslash \mathbb{G}(\mathbb{A})} \phi(n g) \nu^{-1}_T(n) \, dn.
\]

Then

\[
\int_{\mathbb{A}(F) \backslash \mathbb{G}(\mathbb{A})} \phi(n g) \omega(n g, h_2 h) \varphi(1_2) \, dn = \phi^T(g) \omega(g, h_2 h) \varphi(1_2).
\]

This follows since for \( n \in \mathbb{N}(\mathbb{A}) \) one has

\[
\omega(n g_1 g_c, h_1 h_c) \varphi(1_2) = \psi^{-1}_T(n) \omega(g_1 g_c, h_1 h_c) \varphi(1_2).
\]

The integral (15) becomes

\[
I(s) = \int_{\mathbb{C} \times H_1(F) \backslash H_1(\mathbb{A}) \backslash N(\mathbb{A}) \backslash G_1(\mathbb{A})} f(s, g_1 g_c) \phi^T(g_1 g_c) \times \omega(g_1 g_c, h_1 h_c) \varphi(1_2) \nu^{-1}(h_1 h_c) \, dh_1 \, dg_1 \, dg_c.
\]

Computing in the Weil representation

\[
\omega(g_1 g_c, h_1 h_c) \varphi(1_2) = |\lambda_G(g_c)|^{-1}_\mathbb{A} \omega(\ell(\lambda_G(g_c)^{-1}) g_1 g_c, 1) \varphi((h_1 h_c)^{-1}) = \chi^V \circ \det(h_1 h_c) |\lambda_G(g_c)|^{-1}_\mathbb{A} |\det(h_1 h_c)^{-1}|^{-1}_\mathbb{A} \times \omega(m(h_1 h_c)^{-1}) \ell(\lambda_G(g_c)) g_1 g_c, 1) \varphi(1_2).
\]
Here \( \ell(a) = \text{diag}(1, 1, a, a) \). For \( h \in H_T \), \( \det(h) \in N_{E/F}(E^\times) \). Therefore, \( \chi_V \circ \det(h) = 1 \). Combining this with the fact that \( |\lambda_G(g_c)|_\mathbb{A} = |\det(h_1 h_c)|_\mathbb{A} \) (see Section 3) and applying Proposition 8.1 produces
\[
\omega(g_1 h_c, h_1 h_c) \varphi(12) = \omega(m(h_1 h_c)^{-1} \ell(\lambda_G(g_c)^{-1}) g_1 h_c, 1) \varphi(12)
\]
(19)
\[
= \omega(b(h_1 h_c)^{-1} g_1 h_c, 1) \varphi(12).
\]
Since \( \lambda_G(b(h_1 h_c)) = \lambda_G(g_1 h_c) \), the map \( g_1 \mapsto b(h_1 h_c)g_1 h_c^{-1} \) sends \( G_1 \) to itself.

**Proposition 8.3.** Let \( dg \) be the right invariant measure on \( N(\mathbb{A}) \backslash G_1(\mathbb{A}) \), and let \( g \in P(\mathbb{A}) \subseteq G(\mathbb{A}) \). Then \( d(g h g^{-1}) = |\delta_P(g)|^{-1}_\mathbb{A} \cdot dg \).

**Proof.** Suppose \( dn \) is a Haar measure on \( N(\mathbb{A}) \) and \( dg \) is the right invariant measure on \( N(\mathbb{A}) \backslash G_1(\mathbb{A}) \) normalized so that for \( f \in L^1(G_1(\mathbb{A})) \),
\[
\int_{G_1(\mathbb{A})} f(g) \, dg = \int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} \int_{N(\mathbb{A})} f(n g) \, dn \, dg.
\]
Let \( g \in P(\mathbb{A}) \). The transformation \( h \mapsto g h g^{-1} \) preserves Haar measure on \( G_1(\mathbb{A}) \). Let \( E \) be a measurable subset of \( G_1(\mathbb{A}) \) of finite volume with respect to \( dg_1 \), and let \( \text{vol}(E) \) denote this volume. Then the volume of \( N(\mathbb{A}) \backslash N(\mathbb{A})E \) is given by the formula
\[
\text{vol}(N(\mathbb{A}) \backslash N(\mathbb{A})E) = \int_{N(\mathbb{A}) \cap E} f(n g) \, dn.
\]
Since \( d(g h g^{-1}) = |\delta_P(g)|^{-1}_\mathbb{A} \cdot dn \), then \( d(g h g^{-1}) = |\delta_P(g)|^{-1}_\mathbb{A} \cdot dg \).

Since \( \delta_P(b(h_1 h_c)) = 1 \), the map \( g_1 \mapsto b(h_1 h_c)g_1 h_c^{-1} \) preserves the right invariant measure on \( N(\mathbb{A}) \backslash G_1(\mathbb{A}) \). Substituting (19) into (16) and making the above change of variables gives
\[
I(s) = \int_{\mathcal{C}} \int_{H_1(F) \backslash H_1(\mathbb{A})} \int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} f(s, b(h_1 h_c)g_1) \phi^T(b(h_1 h_c)g_1) \times \omega(g_1, 1) \varphi(12) \nu^{-1}(h_1 h_c) \, d(g_1 h_1) dh_1 d g_1.
\]
The \( Z_h H_1(\mathbb{A}) H(F) \backslash H(\mathbb{A}) \) integral and the \( H_1(F) \backslash H_1(\mathbb{A}) \) fold together (\( H \) is abelian so \( h_c h_1 = h_1 h_c \)) to produce
\[
\int_{Z_h H(F) \backslash H(\mathbb{A})} \int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} f(s, b(h)g_1) \phi^T(b(h) g_1) \omega(g_1, 1) \varphi(12) \nu^{-1}(h_1 h_c) \, d(g_1) dh.
\]
(20)
Since \( b(h) \in P(\mathbb{A}) \) and \( \delta_P(b(h)) = 1 \), \( f(s, b(h)g_1) = f(s, g_1) \). Therefore, changing the order of integration in (20) and applying Proposition 8.1 produces
\[
\int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} f(s, g_1) \omega(g_1, 1) \varphi(12) \int_{Z_h H_\nu(F) \backslash H_\nu(\mathbb{A})} \phi^T(h g_1) \nu^{-1}(h) \, dh \, dg_1
\]
(21)
\[
= \int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} f(s, g_1) \phi^T,\nu(g_1) \omega(g_1, 1) \varphi(12) \, dg_1.
\]
(22)
The next section shows that (21) converges absolutely for \( \text{Re}(s) > 2 \), justifying the change in the order of integration.
Proposition 8.4. Let \( \phi^{T,\nu} = \bigotimes_v \phi_v^{T,\nu}, \) \( f(s,\cdot) = \bigotimes_v f_v(s,\cdot), \) and \( \varphi = \bigotimes_v \varphi_v. \) Then for \( \Re(s) > 2, \)

\[
E(s, f, g) \phi(g) \vartheta(\nu^{-1}, \varphi)(g) \, dg
\]

\[(\text{23})\]

\[
\int_{Z_\mathbb{A} G(F) \backslash G(\mathbb{A})} f(s, g) \phi^{T,\nu}(g) \omega(g,1) \varphi(12) \, dg
\]

\[(\text{24})\]

\[
\int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} f(s, g_\infty) \phi^{T,\nu}(g_\infty) \omega(g_\infty,1) \varphi(12) \, dg_\infty \cdot \prod_{v < \infty} I_v(s),
\]

where

\[
I_v(s) = \int_{N(F_v) \backslash G_1(F_v)} f_v(s, g_v) \phi_v^{T,\nu}(g_v) \omega_v(g_v,1) \varphi(12) \, dg_v.
\]

The uniqueness of the Bessel model is used to obtain the factorization in (24). When the local archimedean Bessel models are unique, the integral factors at these places as in (25).

9. Absolute Convergence of the Unfolded Integral

Proposition 9.1. The integral

\[
\int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} \int_{Z_\mathbb{A} H_T(F) \backslash H_T(\mathbb{A})} f(s, g) \phi^{T}(hg) \nu^{-1}(h) \omega(g,1) \varphi(12) \, dh \, dg
\]

converges absolutely for \( \Re(s) > 2. \)

Proof. This argument follows [20] to show that \( \phi \) is bounded on \( G(\mathbb{A}). \) By [19] Corollary I.2.12, I.2.18, \( \phi \) is rapidly decreasing. To be precise, suppose \( \mathcal{S} \) is a Siegel domain for \( G(\mathbb{A}). \) Let \( G(\mathbb{A})^1 := \bigcap_\chi \ker |\chi|_{\mathbb{A}}, \) where the \( \chi \) range over rational characters of \( G. \) Then \( G(\mathbb{A})^1 = \{ g \in G(\mathbb{A}) \mid |\lambda_G(g)|_{\mathbb{A}} = 1 \}. \) Therefore, \( G_1(\mathbb{A}) \subset G(\mathbb{A})^1. \)

Definition 9.2 (A rapidly decreasing function on \( G(\mathbb{A}) \) [19, I.2.12]). A function \( \phi : \mathcal{S} \to \mathbb{C} \) is rapidly decreasing if there exists an \( r > 0 \) such that for all real positive valued characters \( \lambda \) of the standard maximal torus \( A_0, \) there exists \( C_0 > 0 \) such that for all \( z \in Z_\mathbb{A} \) and \( g \in G(\mathbb{A})^1 \cap \mathcal{S}, \) the following inequality holds:

\[
|\phi(zg)| \leq C_0 ||z||^r \lambda(a(g)),
\]

where \( || \cdot || \) is the height function on \( G(\mathbb{A}) \) and \( a(g) \) is defined so that if \( g = nak \), then \( a(g) = a, \) where \( n \in N_0, \) the unipotent radical of the Borel, \( a \in A_0, \) and \( k \in K. \)

By choosing \( z = 1 \) and \( \lambda \) to be the adelic norm of the similitude character in (27), then the right-hand side of the inequality equals \( C_0 \) for \( g \in \mathcal{S} \cap G_1(\mathbb{A}). \) Therefore, \( \phi \) is bounded on \( \mathcal{S} \cap G_1(\mathbb{A}). \) However, \( \phi \) is \( G(F) \) invariant, so \( \phi \) is bounded on \( G(F)(\mathcal{S} \cap G_1(\mathbb{A})) \supseteq G_1(\mathbb{A}). \)

The quotients \( Z_\mathbb{A} H_T(F) \backslash H_T(\mathbb{A}) \) and \( N(F) \backslash N(\mathbb{A}) \) are compact. Therefore, \( |\nu(r)| = |\psi_T(r)| = 1 \) for all \( r \in H_T(\mathbb{A}) \cap G_1(\mathbb{A}) \) and all \( n \in N(\mathbb{A}). \) Assume that all representatives \( r \in Z_\mathbb{A} H_T(F) \backslash H_T(\mathbb{A}) \) are chosen so that \( r \in G_1(\mathbb{A}). \) Then \( rg_1 \in \ldots \)
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$G_1(\mathbb{A})$ and $|\phi(r g_1)| |\nu^{-1}(r)| < C_0$. Furthermore, since $\nu_{|Z_\mathbb{A}}$ agrees with the central character of $\phi$, (9) holds for all $r \in H_T(\mathbb{A})$. Then

$$\int_{Z_\mathbb{A} H_T(F) \backslash H_T(\mathbb{A})} |\phi^T(hg)| |\nu^{-1}(h)| dh = \int_{Z_\mathbb{A} R(F) \backslash R(\mathbb{A})} |(\nu \otimes \psi_T)^{-1}(r)| \phi(r g_1) dr \leq \text{vol}(Z_\mathbb{A} R(F) \backslash R(\mathbb{A})) \cdot C_0.$$  

Therefore,

$$\int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} \int_{Z_\mathbb{A} H_T(F) \backslash H_T(\mathbb{A})} |f(s, g)| |\phi^T(hg)| |\nu^{-1}(h)| |\omega(g, 1) \varphi(12)| dh \, dg \leq C \int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} |f(s, g)| |\omega(g, 1) \varphi(12)| \, dg.$$

The Schwartz-Bruhat function $\varphi$ is $K$-finite, as is $f(s, -)$, so there is some open subgroup $K_0 \leq K$ such that $[K : K_0] = n < \infty$, and $\varphi$ and $f(s, -)$ are $K_0$-invariant. Let $\{k_i\}_{1 \leq i \leq n}$ be a set of irredundant coset representatives for $K/K_0$. We have $G_1(\mathbb{A}) = P_1(\mathbb{A}) K$. Suppose that $p = m(a)n \in P_1(\mathbb{A})$ and $k \in k_i K_0$. Define $\varphi_i := \omega(k, 1). \varphi$. Then we have $\omega(pk, 1) \varphi(12) = \psi_T(n) \chi_V \circ \det(a) \, \det(a)|_{\mathbb{A}} \varphi_i(a)$. Therefore,

$$\int_{N(\mathbb{A}) \backslash G_1(\mathbb{A})} |f(s, g)| |\phi^T(g)| |\omega(g, 1) \varphi(12)| \, dg$$

$$\leq \int_{N(\mathbb{A}) \backslash P_1(\mathbb{A})} \int_{K} |\delta_P(p)^{-1/3} \varphi(p)^{2/3} | f(s, k) | \omega(pk, 1) \varphi(12) | \, dp \, dk$$

$$\leq \text{vol}(K_0) \times \sum_{i=1}^{n} |f(s, k_i)| \int_{\text{GL}_2(\mathbb{A})} |\varphi_i(a)| \, \det(a)|_{\mathbb{A}}^{s-1} da.$$  

Absolute convergence of (26) depends only on the convergence of each of these integrals. The Schwartz-Bruhat function $\varphi_i = \bigotimes \varphi_{i,v}$ is rapidly decreasing, i.e. $\varphi_{i,v}$ is compactly supported at each finite place $v$, and $\varphi_i$ is rapidly decreasing when $v$ is archimedean. Let $Q$ be the Borel subgroup of $\text{GL}_2$, and let $L = \prod L_v$, where $L_v$ is the maximal compact subgroup of $\text{GL}_2(F_v)$ so that $\text{GL}_2 = QL$. There is a compact finite index open subgroup $L_i \leq L$ such that $\varphi_i$ is $L_i$-invariant. Let $\varphi_{ij}$, $j = 1, \ldots, m$, be the $L$ translates of $\varphi_i$. Then

$$\int_{\text{GL}_2(\mathbb{A})} |\varphi_i(a)| \, \det(a)|_{\mathbb{A}}^{s-1} da = \text{vol}(L_i) \times \sum_{j=1}^{m} \int_{Q(\mathbb{A})} |\varphi_{ij}(b)| \, \det(b)|_{\mathbb{A}}^{s-1} db.$$
For each of these integrals one has
\[
\int_{Q(\mathbb{A})} |\varphi_{ij}(b)| \det(b)^{s-1} db \\
= \int_{\mathbb{A}^\times \mathbb{A}^\times \mathbb{A}} \left| \varphi_{ij} \left( \begin{bmatrix} a_1 & x \\ a_2 & 2 \end{bmatrix} \right) \right| \left| a_1|_{\mathbb{A}}^{s-1} \right| a_2|_{\mathbb{A}}^{s-1} \left| \frac{a_1}{a_2} \right|^{-1} dx \frac{da_1}{|a_1|_{\mathbb{A}}} \frac{da_2}{|a_2|_{\mathbb{A}}} 
\]
\[
= \int_{\mathbb{A}^\times \mathbb{A}^\times \mathbb{A}} \left| \varphi_{ij} \left( \begin{bmatrix} a_1 & x \\ a_2 & 2 \end{bmatrix} \right) \right| \left| a_1|_{\mathbb{A}}^{s-3} \right| a_2|_{\mathbb{A}}^{s-1} dx da_1 da_2. 
\]
(28)

Since \( \phi_{ij} \) decreases rapidly as \( |a_1|_{\mathbb{A}}, |a_2|_{\mathbb{A}}, \) and \( |x|_{\mathbb{A}} \) become large, the integral (28) converges for \( Re(s) > 2. \)

\[ \square \]

**Corollary 9.3.** There exists \( C \in \mathbb{R} \) so that for every \( g_1 \in G_1(\mathbb{A}), |\phi^{T,\nu}(g_1)| \leq C. \)

**Remark 1.** Absolute convergence of the integral right of the line \( Re(s) = 2 \) is the best one could hope for since the Eisenstein series \( E(s, f, -) \) has a possible pole at \( s = 2 \) by Section 5 and [16, Theorem 1.1].

10. **Computation of the unramified integral**

The local integral is
\[
I_v(s) = \int_{N(F_v) \setminus G_1(F_v)} f_v(s, g) \phi^T_{v,\nu}(g) \omega_v(g, 1) \varphi_v(1_2) \, dg. 
\]

Let \( v \) be a finite place. As before, \( T = \begin{bmatrix} 1 & 0 \\ 0 & -p \end{bmatrix}. \)

**Definition 10.1.** The data for the integral \( I_v(s) \) are unramified if all of the following hold:
1. \( K_v = G(O_v), \) and by the \( p \)-adic Iwasawa decomposition, \( G(F_v) = P(F_v)K_v. \)
2. \( \phi^T_{v,\nu} = \phi^T_{v,\nu}^{\nu_2} \) is the normalized local spherical Bessel function, i.e. it is right \( K_v \)
invariant.
3. \( \varphi_v = \varphi_v^0 = 1_{\text{Mat}_{2,2}(O_v)} \) is the normalized spherical function for the Weil representation.
4. \( f_v(g, s) = f_v^0(g, s) = \delta_{P_v}^{s+1/4}(g), \) where the modulus character is extended to the entire group \( G(F_v) \) by \( \delta_{P_v}(p) = \delta_{P_v}(p) \) for \( p \in P(F_v) \) and \( k \in K_v. \)
5. \( \nu(H_T(O_v)) = 1. \)
6. \( \rho \in \mathcal{O}_v^\times. \)

Assume that all the data are unramified for \( I_v(s). \) This is the case for almost every \( v. \)

Let \( P_1 = P \cap G_1, M_1 = M \cap G_1 \cong \text{GL}_2, \) and \( K_{1,v} = K_v \cap G_1(F_v). \) With these assumptions the integrand of (29) is constant on double cosets \( N(F_v) \setminus G_1(F_v)/K_{1,v}. \)

By the \( p \)-adic Iwasawa decomposition, \( G_1 = P_1(F_v)K_{1,v}, \) and since \( M_1(F_v) \cong N(F_v) \setminus P_1(F_v) \) representatives may be found among representatives for \( M_1(F_v)/ (M_1(F_v) \cap K_{1,v}). \) By [3],

\[
\text{GL}_2(F) = \bigsqcup_{j \geq 0} H(F_v) \left[ \omega^j \begin{bmatrix} & v \\ 1 & \end{bmatrix} \right] \text{GL}_2(F_v).
\]

(30)
Let \( j \geq 0 \), and define
\[
H^j(O_v) := H(F_v) \cap \left[ \frac{\omega_v^{-j}}{1} \right] \GL_2(O_v) \left[ \frac{-1}{1} \right].
\]
Note that \( H^j(O_v) \subseteq H(O_v) \).

Recall that \( E \) is the discriminant field of \( V_T \). Define \( E_v := E \otimes_F F_v \). Let \( (E_v) \) denote the Legendre symbol which equals \(-1, 0, \) or \( 1 \) according to whether \( v \) is inert, ramifies, or splits in \( E \). By elementary number theory, \( (E_v) = 0 \) for only finitely many primes \( v \). This case is not considered. The author refers to the case when \( (E_v) = -1 \) as the inert case and the case when \( (E_v) = 1 \) as the split case.

In each case \( E_v^\infty \cong H(F_v) \). If \( (E_v) = -1 \), then \( E_v/F_v \) is an unramified quadratic extension. If \( (E_v) = 1 \), then \( E_v \cong F_v \oplus F_v \). In this case there is an isomorphism \( \iota : H(F_v) \rightarrow (F_v \oplus F_v)^\infty \). Let \( \Pi_1 := \iota^{-1}(1, \omega_v) \) and \( \Pi_2 := \iota^{-1}(1, \omega_v) \). Then \( \det \Pi_i \in \mathfrak{p} \) for \( i = 1, 2 \), and assume \( \Pi_1 \Pi_2 = \text{diag}(\omega_v, \omega_v) \).

10.1. The inert case.

**Proposition 10.2.** If \( (E_v) = -1 \), then a complete set of irredundant coset representatives for \( N(F_v) \backslash G_1(F_v)/K_1 \) is given by
\[
m(\left[ \begin{array}{cc} \omega_v^{n+j} & \omega_v^n \\ 1 & 1 \end{array} \right]),
\]
where \( j \geq 0 \), \( n \in \mathbb{Z} \), and \( h \) runs over a set of representatives for \( H(O_v)/H^j(O_v) \).

**Proof.** This follows from the above decomposition (30) and the fact that \( H(F_v) = Z(F_v)H(O_v) \), where \( Z \) is the center of \( GL_2 \). \( \square \)

Since
\[
\omega_v(m(g), 1)\varphi_v^\circ(12) = \chi_{T,v} \circ \det(g) | \det(g)|_v \varphi_v^\circ(g),
\]
only \( g \in GL_2(F_v) \cap \text{Mat}_{2,2}(O_v) \) are in the support of \( g \mapsto \omega_v (m(g), 1)\varphi_v^\circ(12) \). Hence, a complete set of irredundant representatives for the cosets in the support of \( \omega_v (m(g), 1)\varphi_v(12) \) is given by the representatives listed above with \( n \geq 0 \).

**Proposition 10.3.** The various components of the integrand are computed as follows:

\[
(31) \quad \delta_P^{-\frac{1}{2}} \left( m \left( \left[ \begin{array}{cc} \omega_v^{n+j} & \omega_v^n \\ 1 & 1 \end{array} \right] \right) \right) = q_v^{-(2n+j)(s+1)},
\]

\[
(32) \quad \omega_v \left( m \left( \left[ \begin{array}{cc} \omega_v^{n+j} & \omega_v^n \\ 1 & 1 \end{array} \right] \right), 1 \right)^{\varphi_v^\circ(12)} = \chi_{T,v} (\omega_v^{2n+j}) q_v^{-(2n+j)},
\]

\[
(33) \quad \text{vol} \left( N(F_v) \backslash N(F_v) m \left( \left[ \begin{array}{cc} \omega_v^{n+j} & \omega_v^n \\ 1 & 1 \end{array} \right] \right) K_{1,v} \right) = q_v^{6n+3j}.
\]

**Proof.** The proof of (31) is just an application of (3.1), and (32) follows from Section 6.1.

For (33) normalize measures \( dv \) on \( N \) and let \( d\tilde{g} \) be a right invariant measure on \( N(F_v) \backslash G_1(F_v) \) normalized so that \( \text{vol} \left( N(F_v) \backslash N(F_v) K_{1,v} \right) = 1 \). Let \( h \) be a representative for an element of \( H(O_v)/H^j(O_v) \), and let
\[
A(h, j, n) = N(F_v) \backslash N(F_v) m \left( \left[ \begin{array}{cc} \omega_v^{n+j} & \omega_v^n \\ 1 & 1 \end{array} \right] \right) K_{1,v}.
\]
Then \( \text{vol}(A(h, j, n)) = \delta_P^{-1} \left( m \left( \left[ \begin{array}{cc} \omega_v^{n+j} & \omega_v^n \\ 1 & 1 \end{array} \right] \right) \right) = q_v^{6n+3j} \). \( \square \)
Note that the integrand does not depend on the coset of $H(O_v)/H^j(O_v)$.

**Lemma 10.4** ([3] Lemma 3.5.3]. The index $[H(O_v) : H^j(O_v)] = q^j(1 - (\frac{E}{q}) \frac{j}{q})$ for $j \geq 1$.

The local integral (29) is

$$I_v(s) = (1 + \frac{1}{q}) \sum_{j,n \geq 0} \phi_v^{T,\nu} \left( m \left( \left[ \frac{\omega_v^{n+j}}{\omega_v^n} \right] \right) \right) \chi_T(\omega_v^j)q_v^{2n(1-s)}q_v^{j(2-s)}$$

(34)

$$- \frac{1}{q} \sum_{n \geq 0} \phi_v^{T,\nu} \left( m \left( \left[ \frac{\omega_v^n}{\omega_v^n} \right] \right) \right) q_v^{2n(1-s)}.$$

10.2. The split case.

**Proposition 10.5.** If $(\frac{E}{q}) = +1$, then a complete set of irredundant coset representatives for $N(F_v) \backslash G_1(F_v)/K_1$ are given by

$$m \left( h \Pi_i^k \left[ \frac{\omega_v^{n+j}}{\omega_v^n} \right] \right),$$

where $i = 1, 2, j, k \geq 0$, $n \in \mathbb{Z}$, and $h$ are representatives for $H(O_v)/H^j(O_v)$.

**Proof.** For every $(x, y) \in (F_v \oplus F_v)^\times$ there are unique integers $k_1$ and $k_2$ such that $(x, y) = (\omega_v^{k_1}, \omega_v^{k_2}) \cdot u$, where $u \in O_v^\times \oplus O_v^\times$. If $k_1 > k_2$, then let $i = 1$. Otherwise $i = 2$. Let $n = \min\{k_1, k_2\}$, and $k = k_i - n$. The result then follows from the decomposition [30].

**Proposition 10.6.** The various components of the integrand are computed as follows:

$$\delta_P^{\frac{2n}{3} + \frac{k}{3}} \left( m \left( h \Pi_i^k \left[ \frac{\omega_v^{n+j}}{\omega_v^n} \right] \right) \right) = q_v^{-(2n+j+k)(s+1)},$$

$$\omega_v \left( m \left( h \Pi_i^k \left[ \frac{\omega_v^{n+j}}{\omega_v^n} \right], 1 \right) \chi_v(1) = \chi_T, v(\omega_v^{2n+j+k})q_v^{-(2n+j)},$$

$$\text{vol} \left( N(F_v) \backslash N(F_v) m \left( h \Pi_i^k \left[ \frac{\omega_v^{n+j}}{\omega_v^n} \right] \right) K_{1,v} \right) = q_v^{6n+3j+3k}.$$

**Proof.** The only non-trivial part is the volume computation which follows from an argument that is similar to the proof of [3] Lemma 3.5.3].

The local integral (29) is

$$I_v(s) = (1 - \frac{1}{q}) \sum_{i=1, 2} \sum_{j,n \geq 0} \phi_v^{T,\nu} \left( m \left( \Pi_i^k \left[ \frac{\omega_v^{n+j}}{\omega_v^n} \right] \right) \right) q_v^{(2n+k)(1-s)}q_v^{m(2-s)}$$

(35)

$$+ \frac{1}{q} \sum_{i=1, 2} \sum_{n \geq 0} \phi_v^{T,\nu} \left( m \left( \Pi_i^k \left[ \frac{\omega_v^n}{\omega_v^n} \right] \right) \right) q_v^{(2n+k)(1-s)}.$$

The expressions (34) and (35) will be evaluated using Sugano’s formula.
11. Sugano’s formula

The results of this section were obtained by Sugano [34], but we follow the treatment found in Furusawa [8].

Define

\[ h_v(\ell, m) = \begin{bmatrix} \varpi_v^{2m+\ell} & \varpi_v^{m+\ell} & 1 \\ \varpi_v^m & 1 & 0 \\ \varpi_v^m & 0 & 1 \end{bmatrix}. \]

The local spherical Bessel function is supported on double cosets

\[ \bigsqcup_{\ell, m \geq 0} R(F_v) h_v(\ell, m) GSp_4(O_v). \]

In [34] Sugano explicitly computes the following expression when \( \phi^{T,\nu} \) is spherical:

\[ C_v(x, y) = \sum_{\ell, m \geq 0} \phi^{T,\nu}_v(h_v(\ell, m)) x^m y^\ell. \]

Since the data are unramified, then \( \pi_v \) is isomorphic to an unramified principal series representation. We describe this more precisely.

Let \( P_0 \) be the standard Borel subgroup of \( G \) with Levi component

\[ M_0 = \{ \text{diag}(a_1, a_2, a_3, a_4) | a_1 a_3 = a_2 a_4 \}. \]

There exists a character \( \gamma_v : M_0(F_v) \to \mathbb{C}^\times \) that is trivial on \( M_0(O_v) \) such that \( \pi_v \cong \text{Ind}_{P_0(F_v)}^{G(F_v)}(\gamma_v) \). Then \( \gamma_v \) is determined by its values:

\[ \begin{align*}
\gamma_{1, v} &= \gamma_v(\text{diag}(\varpi_v, \varpi_v, 1, 1)), \\
\gamma_{2, v} &= \gamma_v(\text{diag}(\varpi_v, 1, 1, \varpi_v)), \\
\gamma_{3, v} &= \gamma_v(\text{diag}(1, 1, \varpi_v, \varpi_v)), \\
\gamma_{4, v} &= \gamma_v(\text{diag}(1, \varpi_v, \varpi_v, 1)).
\end{align*} \]

Note that \( \gamma_{1, v} \gamma_{3, v} = \gamma_{2, v} \gamma_{4, v} = \varpi_{\pi, v}(\varpi_v) \). Let

\[ \epsilon_v = \begin{cases} 0 & \text{if } (\frac{E_v}{v}) = -1, \\
\nu(\Pi_1) & \text{if } (\frac{E_v}{v}) = 0, \\
\nu(\Pi_1) + \nu(\Pi_2) & \text{if } (\frac{E_v}{v}) = 1. \end{cases} \]

Theorem 11.1 ([34], [8]).

\[ C_v(x, y) = \frac{H_v(x, y)}{P_v(x)Q_v(y)}, \]
where
\[ P_v(x) = (1 - \gamma_1 v^2)(1 - \gamma_2 v^2)(1 - \gamma_3 v^2), \]
\[ Q_v(y) = \prod_{i=1}^{4} (1 - \gamma_i v^{3/2} y), \]
\[ H_v(x,y) = (1 + A_2 A_4 xy^2)\{ M_1(x) (1 + A_2 x) + A_2 A_4 A_1^{-1} xy^2 \} - A_2 A_4 y - A_2 A_4 P_v(x) y^2, \]
\[ M_1(x) = 1 - A_1^{-1} (A_1 + A_2)^{-1} (A_1 A_5 \alpha + A_4 \beta - A_1 A_5^2 - 2 A_1 A_2 A_4) x + A_1^{-1} A_5^2 A_4 x^2, \]
\[ M_2(x) = 1 + A_1^{-1} (A_1 A_2 - \beta) x + A_1^{-1} A_2 (A_1 A_2 - \beta) x^2 + A_2^3 x^3, \]
\[ \alpha = q_v^{3/2} \sum_{i=1}^{4} \gamma_i v, \quad \beta = q_v^{-3} \sum_{1 \leq i < j \leq 4} \gamma_i v \gamma_j v, \]
\[ A_1 = q_v^{-1}, \quad A_2 = q_v^{-2} \nu(\omega_v), \quad A_3 = q_v^{-3} \nu(\omega_v), \quad A_4 = - q_v^{-2} \left( \frac{E}{v} \right), \]
\[ A_5 = q_v^{-2} \epsilon_v. \]

The parameters \( \gamma_i v \) differ from the parameters of Section \( \ref{sec:parameters} \) One verifies that
\[ \gamma_1 v^2 \gamma_2 v = \chi_1^2 \chi_2 \chi_0^2 (\omega_v) = \chi_1 \omega_2 \omega_v (\omega_v), \]
\[ \gamma_1 v^2 \gamma_4 v = \chi_1 \chi_2 \chi_0^2 (\omega_v) = \chi_1 \omega_2 \omega_v (\omega_v), \]
\[ \gamma_2 v \gamma_3 v = \chi_1 \chi_0^2 (\omega_v) = \chi_2 \omega_2 \omega_v (\omega_v), \]
\[ \gamma_3 v \gamma_4 v = \chi_2 \chi_0^2 (\omega_v) = \chi_1 \omega_2 \omega_v (\omega_v). \]

\begin{equation}
(36)
\end{equation}

**Proposition 11.2.** Let \( P_1, P_2 \in X \cdot C[X], \) i.e. \( P_i \) have constant coefficient \( 0. \) Then \( C_v(P_1(q^{-\alpha}), P_2(q^{-\alpha})) \) converges absolutely for \( Re(s) \gg 0. \) Therefore, the terms of this series may be rearranged without affecting the sum.

The proposition is a consequence of the following lemma which is the local version of Corollary \( \ref{cor:localversion} \)

**Lemma 11.3.** For each place \( v \) of \( F, \) there is a constant \( A_v > 0 \) and a real number \( \alpha \) independent of \( v \) so that
\[ |\phi_{T,v}^v(g_v)| \leq A_v |\lambda_v(g_v)|^\alpha. \]

**Proof.** Again, we follow \( \cite{20} \). Pick a place \( w \not\sim \infty. \) Then for \( g \in G(\mathbb{A}) \) one may write \( g = z_w g_1, \) where \( g_1 \in G(\mathbb{A})^1 \) and \( z_w \) is in the center of \( G(F_w). \) Then by Corollary \( \ref{cor:localversion} \) there is an \( A > 0 \) such that
\[ |\phi_{T,v}^v(g)| = |\omega_{T,v}(z_w)| w |\phi_{T,v}^v(g_1)| \mathbb{A} \leq A \cdot |z_w|_w^\beta = A \cdot |\lambda_v(g)|_v^{\beta/2}. \]

Let \( g_0 \in G(\mathbb{A}) \) so that \( \phi_{T,v}^v(g_0) \neq 0. \) Then for each place \( v \) define
\[ A_v := A \times \prod_{w' \neq v} \frac{|\lambda_v(g_0,v')|^{\beta/2}}{|\phi_{T,v}^v(g_0,v')|_v}, \]
and let \( \alpha = \beta/2. \) \( \square \)
If Re(s) is sufficiently large (to account for A_v and the coefficients of P_i), then comparing the series C_v(P_1(q^{-s}), P_2(q^{-s})) to a doubly geometric series completes the proof of the proposition.

12. Computing the local integral

We carry out the computations in the split case and leave the simpler inert case to the reader. Since \( \chi_{T,v}(\varpi_v) = (\frac{E}{v}) = 1 \), \( \chi_{T,v} \) does not appear in this part of the calculation. Since

\[
m \left( \Pi_i \right) \left[ \varpi_v^{n+j} \varpi_v^n \right] = b(\Pi_i^k)z(\varpi_v^{-j-n-k})h_v(2n + k, j),
\]

then (38) becomes

\[
I_v(s) = (1 - \frac{1}{q}) \sum_{i=1,2} \sum_{j,n,k \geq 0} \omega_{\pi,v}(\varpi_v)^{-j-n-k} \times \nu(\Pi_i)^k \phi_v^{T,\nu}(h_v(2n + k, j)) q_v^{(2n+k)(1-s)} q_v^{(2-s)}
\]

(37)

\[
\frac{1}{q} \sum_{i=1,2} \sum_{j,n,k} \omega_{\pi,v}(\varpi_v)^{-n-k} \nu(\Pi_i)^k \phi_v^{T,\nu}(h_v(2n + k, j)) q_v^{(2n+k)(1-s)}.
\]

First, suppose \( \nu(\Pi_1) \neq \nu(\Pi_2) \), which is equivalent to \( \nu(\Pi_1)^2 \neq \omega_{\pi,v}(\varpi_v) \). Let

\[
\eta_1 := \frac{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)^2}{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)^2 - 1}, \quad \eta_2 := \frac{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)^2}{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)^2 - 1},
\]

\[
\theta_1 := \frac{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)}{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)^2 - 1}, \quad \theta_2 := \frac{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)}{\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_1)^2 - 1}.
\]

Since \( \nu(\Pi_1) \cdot \nu(\Pi_2) = \omega_{\pi,v}(\varpi_v) \), then \( \eta_1 + \eta_2 = 1 \) and \( \theta_1 + \theta_2 = 0 \).

Combining terms in (37) with \( 2n + k = \ell \) gives

\[
I_v(s) = \sum_{i=1,2} \left( 1 - \frac{1}{q} \right) \eta_i \sum_{\ell, m \geq 0} (\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_i) q^{1-s})^{\ell}(\omega_{\pi,v}(\varpi_v)^{-1} q^{2-s})^m
\]

\[
\times \phi_v^{T,\nu}(h_v(2\ell, m))
\]

(38)

\[
- (1 - \frac{1}{q}) (\eta_i - 1) \sum_{\ell, m \geq 0} (\omega_{\pi,v}(\varpi_v)^{-1/2} q^{1-s})^{2\ell}(\omega_{\pi,v}(\varpi_v)^{-1} q^{2-s})^m
\]

\[
\times \phi_v^{T,\nu}(h_v(2\ell, m))
\]

\[
- (1 - \frac{1}{q}) \theta_i \sum_{\ell, m \geq 0} (\omega_{\pi,v}(\varpi_v)^{-1/2} q^{1-s})^{2\ell+1}(\omega_{\pi,v}(\varpi_v)^{-1} q^{2-s})^m
\]

\[
\times \phi_v^{T,\nu}(h_v(2\ell + 1, m))
\]

\[
+ \frac{1}{q} \eta_i \sum_{\ell \geq 0} (\omega_{\pi,v}(\varpi_v)^{-1}\nu(\Pi_i) q^{1-s})^\ell \phi_v^{T,\nu}(h_v(\ell, 0))
\]

\[
- \frac{1}{q} (\eta_i - 1) \sum_{\ell \geq 0} (\omega_{\pi,v}(\varpi_v)^{-1/2} q^{1-s})^{2\ell} \phi_v^{T,\nu}(h_v(2\ell, 0))
\]

\[
- \frac{1}{q} \theta_i \sum_{\ell \geq 0} (\omega_{\pi,v}(\varpi_v)^{-1/2} q^{1-s})^{2\ell+1} \phi_v^{T,\nu}(h_v(2\ell + 1, 0)).
\]

Then applying the identities \( \eta_1 + \eta_2 = 1 \) and \( \theta_1 + \theta_2 = 0 \) to (38) gives
Proposition 12.1. When $\left( \frac{E}{d} \right) = +1$ and $\nu(\Pi_1) \neq \nu(\Pi_2)$, the unramified local integral is given by

$$I_v(s) = \left( 1 - \frac{1}{q_v} \right) \eta_1 \cdot C_v(\omega_{\pi,v}(\varpi_v)^{-1} q_v^{2-s}, \omega_{\pi,v}(\varpi_v)^{-1} \nu(\Pi_1) q_v^{1-s})$$

$$+ \left( 1 - \frac{1}{q_v} \right) \eta_2 \cdot C_v(\omega_{\pi,v}(\varpi_v)^{-1} q_v^{2-s}, \omega_{\pi,v}(\varpi_v)^{-1} \nu(\Pi_2) q_v^{1-s})$$

$$- \frac{1}{q_v} \eta_1 \cdot C_v(0, \omega_{\pi,v}(\varpi_v)^{-1} \nu(\Pi_1) q_v^{1-s})$$

$$- \frac{1}{q_v} \eta_2 \cdot C_v(0, \omega_{\pi,v}(\varpi_v)^{-1} \nu(\Pi_2) q_v^{1-s}).$$

Proposition 12.2. When $\left( \frac{E}{d} \right) = +1$ the unramified local integral is

$$I_v(s) = (1 + q_v^{-s})(1 - q_v^{-s-1})$$

$$- (1 - \gamma_1 \gamma_2 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s}) - (1 - \gamma_1 \gamma_2 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s})^{-1}$$

$$- (1 - \gamma_2 \gamma_3 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s}) - (1 - \gamma_3 \gamma_4 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s})^{-1}$$

$$= \zeta_v(s+1)^{-1} \zeta_v(2s)^{-1} L(s, \pi_v \otimes \chi_{T,v}).$$

Proof. When $\nu(\Pi_1) \neq \nu(\Pi_2)$, this follows from applying Sugano’s formula to (12.1), and this computation was verified with Mathematica. To extend the identity to all values of $\nu(\Pi_1)$ and $\nu(\Pi_2)$ satisfying $\nu(\Pi_1) \nu(\Pi_2) = \omega_{\pi,v}(\varpi_v)$, observe that the right-hand side of (37) is equal to

$$\sum_{i=1,2} \sum_{j,n,k \geq 0} A(j) \phi_v^{T,j}(h_v(2n+k,j)) X^Y Z^k,$$

with $X = \omega_{\pi,v}(\varpi_v) q_v^{2-s}$, $Y = \omega_{\pi,v}(\varpi_v) q_v^{2-2s}$, $Z = \omega_{\pi,v}(\varpi_v) \nu(\Pi_i) q_v^{1-s}$, $A(0) = 1$, and $A(j) = 1 - \frac{1}{q}$ otherwise. This is an absolutely convergent power series for $Re(s) \gg 0$, and convergence is uniform as $\nu(\Pi_1)$ and $\nu(\Pi_2)$ vary in a compact set. Furthermore, for $\nu(\Pi_1) \neq \nu(\Pi_2)$ the sum is equal to a rational function in $q^{-s}$ that remains continuous for all values of $\nu(\Pi_1)$ and $\nu(\Pi_2)$ such that $\omega_{\pi,v}(\varpi_v) \nu(\Pi_1) \nu(\Pi_2) = 1$. Then by uniform convergence the equality holds for all such values of $\nu(\Pi_1)$ and $\nu(\Pi_2)$. \hfill \square

Similarly,

Proposition 12.3. When $\left( \frac{E}{d} \right) = -1$, the unramified local integral is

$$I_v(s) = (1 - q_v^{-s})(1 - q_v^{-s-1})$$

$$+ (1 + \gamma_1 \gamma_2 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s}) - (1 + \gamma_1 \gamma_2 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s})^{-1}$$

$$+ (1 + \gamma_2 \gamma_3 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s}) - (1 + \gamma_3 \gamma_4 \omega_{\pi,v}(\varpi_v)^{-1} q_v^{-s})^{-1}$$

$$= \zeta_v(s+1)^{-1} \zeta_v(2s)^{-1} L(s, \pi_v \otimes \chi_{T,v}).$$

13. Ramified integrals at finite places

Consider the local integral at a finite place $v$, where some of the data may be ramified as

$$I_v(s) = \int_{N(F_v) \backslash G_1(F_v)} f_v(s, g) \phi_v^{T,j}(g) \omega_v(g, 1) \varphi_v(12) dg.$$

Let $K_{P,v} = P(F_v) \cap K_v$. Let $K_{P_1,v} = P_1(F_v) \cap K_v = K_1 \cap K_{P,v}$. 
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Proposition 13.1. Let \( h : K_{P,v} \backslash K_v \to \mathbb{C} \) be a locally constant (i.e. smooth) function. Then there exists \( f_v(s, -) \in \text{Ind}(s) \) such that for all \( k \in K_v \), \( f(s, k) = h(k) \).

**Proof.** This proposition follows from [7, Proposition 3.1.1]. \( \square \)

Proposition 13.2. There exists a \( K_v \)-finite section \( f_v(s, -) \in \text{Ind}(s) \), and a \( K_v \)-finite Schwartz-Bruhat function \( \varphi_v \in \mathcal{S}(\mathbb{K}(F_v)) \) such that \( I_v(s) \equiv 1 \).

**Proof.** This argument comes directly from [23].

Suppose that \( K_0 \) is an open compact subgroup of \( G_1(F_v) \) so that \( \phi_v^{T, \nu} \) is right \( K_0 \) invariant. Consider the isomorphism \( p : M_1 \to \text{GL}_2 \), \( m(a) \to a \). Let \( K_\phi \) be an open compact subgroup of \( \text{GL}_2(F_v) \) such that \( K_\phi \subset p(M_1(F_v) \cap K_0) \cap \ker \chi_T \circ \det \). Let \( \varphi_v = 1_{K_\phi} \). Since \( \varphi_v \) is a smooth function, there exists an open compact subgroup \( K' \subset G_1(F_v) \) such that \( \omega_v(k, 1) \varphi_v = \varphi_v \). Let \( K = K_{P_1,v} \backslash K_{P_1,v} \cdot (K' \cap K_0) \). By Proposition 13.1 there is \( f_v(s, -) \in \text{Ind}(s) \) so that \( f_v(s, -)|_{K_1} = 1_{K_{P_1,v} \cdot (K' \cap K_0)} \). Then

\[
I_v(s) = \int_{N(F_v) \backslash G_1(F_v)} f_v(s, g) \phi_v^{T, \nu}(g) \omega_v(g, 1) \varphi_v(12) \, dg
\]

\[
= \int_{K_{P_1,v} \backslash K_{1,v}} \int_{\text{GL}_2(F_v)} \delta_F(m(a))^{-1} f_v(s, m(a)k) \phi_v^{T, \nu}(m(a)k) \times \omega_v(m(a)k, 1) \varphi_v(12) \, da \, dk
\]

\[
= \int_{K_{P_1,v} \backslash K_{1,v}} \int_{\text{GL}_2(F_v)} |\det(a)|^{-s-2} \phi_v^{T, \nu}(m(a)k) \omega_v(m(a)k, 1) \varphi_v(12) \, da \, dk
\]

\[
= \int_{\text{GL}_2(F_v)} |\det(a)|^{-s-1} \phi_v^{T, \nu}(m(a)k) \chi_T(\det(a)) 1_{K_\phi}(a) \, da.
\]

For \( a \in K_\phi \), \( |\det(a)|_v = 1 \), and \( \phi_v^{T, \nu}(m(a)) = 1 \), then

\[
\int_{\text{GL}_2(F_v)} |\det(a)|^{-s-1} \phi_v^{T, \nu}(m(a)k) \chi_T(\det(a)) 1_{K_\phi}(a) \, da
\]

\[
= \int_{K_\phi(K' \cap K_0)} \phi_v^{T, \nu}(k) \, dk.
\]

After normalizing measures and \( \phi_v^{T, \nu} \), \( I_v(s) \equiv 1 \). \( \square \)

14. Ramified integrals at infinite places

Consider the integral at the infinite places from Proposition 8.4,

\[
I_\infty(s) = \int_{N(\mathbb{A}_\infty) \backslash G_1(\mathbb{A}_\infty)} f(s, g) \phi_v^{T, \nu}(g) \omega(g, 1) \varphi(12) \, dg.
\]
Proposition 14.1. For every complex number \(s_0\) there is a choice of data \(f(s, -) \in \text{Ind}(s)\), and \(\varphi = \varphi_\infty \otimes \varphi_\text{fin} \in \mathcal{S}(\mathcal{X}(\mathbb{A}))\) such that \(I_\infty\) converges to a holomorphic function at \(s_0\) and \(I_\infty(s_0) \neq 0\).

The proof of this proposition is essentially given in [25, §2], but is reproduced here with necessary changes.

Proof. By the Iwasawa decomposition, \(G_1(\mathbb{A}_\infty) = P_1(\mathbb{A}_\infty)K_\infty\), where \(P_1\) has Levi factor \(M_1 \cong \text{GL}_2\). The integral \(I_\infty(s)\) may be broken up as an \(M_1(\mathbb{A}_\infty)\) integral and a \(K_\infty\) integral:

\[
I_\infty(s) = \int_{K_\infty} \int_{\text{GL}_2(\mathbb{A}_\infty)} \delta_P(m(a))^{-1} f(s, m(a)k) \phi^{T,\nu}(m(a)k) \omega(m(a)k, 1) \varphi(12) \, da \, dk
\]

\[
= \int_{K_\infty} \int_{\text{GL}_2(\mathbb{A}_\infty)} |\det(a)|^{-2s} \phi^{T,\nu}(m(a)k) \omega(m(a)k, 1) \varphi(12) \, da \, dk.
\]

Here \(|\cdot|\) denotes the valuation on \(\mathbb{A}_\infty\) defined by \(|x|_\infty = \prod_v |x_v|_v\), and \(\det(a) \in \mathbb{A}_\infty\) with \(v\) coordinate equal to \(\det(a_v)\). Since \(f(-, s)\) is a standard section, it is independent of \(s\) when restricted to \(K_\infty\). Write \(f(k, s) = f(k)\) for \(k \in K_\infty\). The integral

\[
A(k, s) := \int_{\text{GL}_2(\mathbb{A}_\infty)} |\det(a)|^{-2s} \phi^{T,\nu}(m(a)k) \omega(m(a)k, 1) \varphi(12) \, da
\]

gives a function on \((M_1(\mathbb{A}_\infty) \cap K_\infty) \setminus K_\infty = (P_1(\mathbb{A}_\infty) \cap K_\infty) \setminus K_\infty\). The function \(\varphi\) was chosen to be \(K\)-finite; in particular, it is \(K_\infty\)-finite. Suppose that \(\varphi = \bigotimes_v \varphi_v\) and \(\varphi_\infty = \bigotimes_v |\cdot|_\infty \varphi_v\). Since the integrand of (40) is a smooth function of \(k\), in the region of absolute convergence, \(A(-, s)\) is a smooth function.

There is some choice of data so that \(A(1, s_0) \neq 0\). The function \(\varphi_\infty\) is \(K_\infty\)-finite. Let \(\varphi_\infty^0 = \bigotimes_v |\cdot|_\infty \varphi_v^0(X_v).\) According to (6.1) it is of the form

\[
\varphi_\infty(X) = p(X)\varphi_\infty^0(X),
\]

where \(X = \bigotimes_v |\cdot|_\infty X_v \in \mathcal{X}(\mathbb{A}_\infty)\) and \(p(X)\) is a polynomial on \(\mathcal{X}(\mathbb{A}_\infty)\). In particular, \(|\det(X)|_\infty\) is a polynomial in \(\mathcal{X}(\mathbb{A}_\infty)\). Pick \(p(X)\) to be of the form

\[
p(X) = q(X) \cdot |\det(X)|_n^n,
\]

where \(q(X)\) is a polynomial in \(\mathcal{X}(\mathbb{A}_\infty)\) and \(n \in \mathbb{N}\). By Corollary 9.3 \(\phi^{T,\nu}\) is bounded, so in particular it is bounded on \(M_1(\mathbb{A}_\infty)\). Therefore,

\[
A(1, s_0) = \int_{\text{GL}_2(\mathbb{A}_\infty)} |\det(a)|^{s_0-1-n} q(a) \phi^{T,\nu}(m(a)) \, da.
\]

For \(\text{Re}(s_0 - 1 + n) \gg 0\) the integral converges absolutely. Indeed, \(\varphi_\infty^0\) decays exponentially as the entries of \(a\) become large, while the rest of the integrand has polynomial growth at infinity. As the entries of \(a\) become small, so does \(|\det(a)|^{s_0-1-n}\). The other terms in the integrand are bounded.

By assumption on \(\phi\), there is some \(g \in G_1(\mathbb{A}_\infty)\) so that \(\phi^{T,\nu}(g) \neq 0\). By the Iwasawa decomposition we can write \(g_\infty = n a' k\), where \(n \in N(\mathbb{A}_\infty), a' \in M_1(\mathbb{A}_\infty)\), and \(k \in K_{1,\infty}\). Since \(K_{1,\infty}\) acts on the space of \(\pi\), replace \(\phi\) with \(\pi(k)\phi\) because the action of \(\pi\) is compatible with taking Bessel coefficients. Assume \(k = 1\). Since
Proof. There is a finite set of places including all the archimedean places. Furthermore, for any complex number $s_0$, the data may be chosen so that $d(s)$ is holomorphic at $s_0$ and $d(s_0) \neq 0$.

15. Proof of Theorem 1

This section summarizes the results of the previous sections to prove Theorem 1 which is restated here.

Theorem 1. Let $\pi$ be a cuspidal automorphic representation of $\text{GSp}_4(\mathbb{A})$ and $\phi = \bigotimes_v \phi_v \in \mathcal{V}_\pi$ be a decomposable automorphic form. Let $T$ and $\nu$ be such that $\phi^{T,\nu} \neq 0$. There exists a choice of section $f(s, -) \in \text{Ind}_{P(\mathbb{A})}^{\text{G}(\mathbb{A})}(\delta_P^{1/3(s-1/2)})$ and some $\varphi = \bigotimes_v \varphi_v \in \mathcal{S}(\mathcal{X}(\mathbb{A}))$ such that the normalized integral

$$I^*(s; f, \phi, T, \nu, \varphi) = d(s) \cdot L^S(s, \pi \otimes \chi_T),$$

where $S$ is a finite set of bad places including all the archimedean places. Furthermore, for any complex number $s_0$, the data may be chosen so that $d(s)$ is holomorphic at $s_0$ and $d(s_0) \neq 0$.

Proof. There is a finite set of places $S$ including all the archimedean places, such that for $v \notin S$, the conditions in Definition 10.1 are satisfied. Consider the normalized Eisenstein series $E^s(s, f, g) = \zeta^S(s + 1) \zeta^S(2s) E(s, f, g)$ that was described in 14. Define $I^*(s; f, \phi, T, \nu, \varphi)$ to be the global integral defined in 8 except that $E(s, f, g)$ is replaced by $E^*(s; f, g)$.

By Proposition 8.4 the integral factors as

$$I^*(s; f, \phi, T, \nu, \varphi) = I_\infty(s) \times \prod_{v \notin S} I_v(s) \times \prod_{v \in S} I_v^*(s).$$

Here, $I_v^*(s) = \zeta_v(s + 1) \zeta_v(2s) I_v(s)$. According to Proposition 12.2 and Proposition 12.3 for $v \notin S$,

$$I_v^*(s) = L(s, \pi_v \otimes \chi_{T, v}).$$

By Proposition 13.2 for every finite place $v \in S$, there is a choice of local section $f_v(s, -)$ and local Schwartz-Bruhat function $\varphi_v$ so that

$$I_v(s) \equiv 1.$$

By Proposition 14.1 there is a choice of data at the infinite places, $f_\infty(s, -)$ and $\varphi_\infty$, so that $I_\infty(s)$ is holomorphic at $s_0$ and $I_\infty(s_0) \neq 0$.

Choose $f(s, -) = \bigotimes_v f_v(s, -)$ so that $f_v(s, -)$ is the choice specified above for $v \in S$, and the local spherical section otherwise. Similarly, choose $\varphi = \bigotimes_v \varphi_v$ so that $\varphi_v$ is the choice specified for $v \in S$, and the local spherical Schwartz-Bruhat function otherwise. This completes the proof of the theorem. 

\[ \square \]
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