The memory for time and space differentially engages the proximal and distal parts of the hippocampal subfields CA1 and CA3
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Abstract

A well-accepted model of episodic memory involves the processing of spatial and non-spatial information by segregated pathways and their association within the hippocampus. However, these pathways project to distinct proximodistal levels of the hippocampus. Moreover, spatial and non-spatial subnetworks segregated along this axis have been recently described using memory tasks with either a spatial or a non-spatial salient dimension. Here, we tested whether the concept of segregated subnetworks and the traditional model are reconcilable by studying whether activity within CA1 and CA3 remains segregated when both dimensions are salient, as is the case for episodes. Simultaneously, we investigated whether temporal or spatial information bound to objects recruits similar subnetworks as items or locations per se, respectively. To do so, we studied the correlations between brain activity and spatial and/or temporal discrimination ratios in proximal and distal CA1 and CA3 by detecting Arc RNA in mice. We report a robust proximodistal segregation in CA1 for temporal information processing and in both CA1 and CA3 for spatial information processing. Our results suggest that the traditional model of episodic memory and the concept of segregated networks are reconcilable, to a large extent and put forward distal CA1 as a possible “home” location for time cells.

Author summary

Departing from the most influential model of episodic memory (the two-streams hypothesis), we have recently proposed a new concept of information processing in the hippocampus according to which “what” one remembers and “where” it happens might be processed by distinct subnetworks segregated along the proximodistal axis of the hippocampus, a brain region tied to memory function, instead of being systematically integrated...
at this level. Here, we focused on the processing of temporal and/or spatial information in the proximal and distal parts of CA1 and CA3 in mice to test whether the two concepts are reconcilable. To do so, we used an imaging method with cellular resolution based on the detection of the RNA of the Immediate Early Gene (IEG) Arc, which is tied to synaptic plasticity and memory demands, and correlated imaging results with memory performance. Our data confirm the existence of subnetworks segregated along the proximodistal axis of CA1 and CA3 that preferentially process spatial and non-spatial information and suggest a key involvement of distal CA1 in temporal information processing. In addition, they show that the two models are complementary to a large extent and posit the “segregated” model as a viable alternative for the two-streams hypothesis.

Introduction

In the early 1980s, Mishkin and colleagues proposed a very influential model of episodic memory according to which spatial and non-spatial information emerging from the dorsal and the ventral visual pathways would be integrated into episodes at the level of the hippocampus [1,2]. This model considers information related to the features of objects and their location as non-spatial and spatial information, respectively, while the temporal information bound to these objects is not considered even though this dimension constitutes a key feature for the memory of episodes [3]. Clear empirical evidence for the integration of this spatial and non-spatial information at the level of the hippocampus and possible mechanisms underlying such an integration are still missing. In addition, it is not known whether such an integration would still take place if only one of the dimensions of the memory is salient, i.e., when the integration of both dimensions is not “necessary.” Moreover, the cortical areas constituting the last relay of the “extended” ventral and dorsal pathways, namely the lateral entorhinal cortex (LEC) and the medial entorhinal cortex (MEC), respectively, preferentially project at distinct proximodistal levels of the hippocampal subfield CA1. Indeed, the LEC that essentially processes non-spatial information preferentially projects to the distal part of CA1 (away from the dentate gyrus [DG], i.e., close to the subiculum; Fig 1A). In contrast, the MEC, more sensitive to spatial content, preferentially projects to the proximal part of CA1 (close to the DG and CA2) [4–13]. In addition, the proximal and distal parts of CA3 send segregated projections to CA1. Distal CA1 primarily receives projections from the proximal part of CA3 (close to the DG) and proximal CA1 from distal CA3 (away from the DG, i.e., close to CA2) [14–18]. Furthermore, the distal part of CA3 receives projections from the enclosed blade of the DG, which is tuned to spatial information, as well as from the crest and the exposed blade. Moreover, entorhinal cortex (EC) cells send most of their inputs at this level because EC cells synapse at the level of the lacunsum moleculare, which is quasi nonexistent at the proximal levels of CA3. In comparison, the proximal part of CA3 receives fewer projections from the enclosed blade of the DG and fewer entorhinal inputs, among which LEC inputs which preferentially deal with non-spatial content [19–23].

Altogether, these findings led us to recently suggest the existence of distinct “spatial” and “non-spatial” hippocampal subnetworks segregated along the proximodistal axis of the hippocampus that would preferentially be engaged either when only the spatial dimension or only the non-spatial dimension of a memory is salient, i.e., when the integration of both dimensions is not “necessary” (Fig 1B and 1C) [24,25]. These networks were termed “spatial” and “non-spatial” subnetworks with regards to their relative ability (i.e., not absolute) to process non-spatial and spatial information, i.e., the “non-spatial” subnetwork processes non-spatial
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Fig 1. Schematic representation of the “spatial” (green) and the “non-spatial” (red) hippocampal subnetworks and conceptual schemas of models of spatial and non-spatial information processing in the medial temporal lobe. (A) The LEC and MEC project to CA1 at different proximodistal levels. Proximal CA3 projects preferentially to distal CA1, and distal CA3 projects preferentially to proximal CA1. Proximal CA3 is less connected to the enclosed blade of the DG than distal CA3. Of note, this diagram is not quantitative. For the sake of clarity, projections were drawn as reaching distinct neurons. However, the model does not imply this to be mandatory. (B–D) Schemas of models of information processing in the hippocampus [24,25], only the “spatial” subnetwork (proximal CA1 and distal CA3) would be recruited if the salient
information over spatial information, whereas the “spatial” network favors the processing of spatial information over non-spatial information.

Evidence for a functional segregation along the proximodistal axis of CA1 and CA3 is sparse, but its existence is supported by recent electrophysiological and Arc imaging studies. An electrophysiological study from the Moser laboratory reported a stronger engagement of proximal CA1 over distal CA1 for the processing of spatial stimuli [10]. Conversely, we showed a stronger recruitment of distal CA1 over proximal CA1 for the processing of non-spatial (odor-based) information in a previous Arc imaging study [24]. In addition, activity differences along the proximodistal axis of CA1 were reported to be attenuated with aging and proximodistal theta activity coherence to be reduced in the dorsal hippocampus of a rodent animal model of epilepsy [26–27]. Furthermore, some of these reports and others also showed a preferential involvement of proximal CA3 for the retrieval of non-spatial memory and that of distal CA3 for the processing of spatial locations [24–25]. Finally, a proximodistal segregation of CA3 was also reported in terms of pattern completion and pattern separation [28–29].

Still, very little is known about these hippocampal subnetworks. Specifically, it is unclear whether non-spatial information other than objects or odors, such as temporal information, would also preferentially recruit the proximal CA3–distal CA1 “non-spatial” network. This hypothesis is substantiated by the fact that studies focusing on temporal bridging have indeed targeted distal CA1/the distal half of CA1 [30–38]. However, their focus was not the investigation of proximodistal differences in CA1; therefore, whether temporal information also preferentially engages the “non-spatial” subnetwork remains to be thoroughly tested. Also, it is not known whether spatial information related to items such as objects (i.e., object-in-place information) would primarily engage the distal CA3–proximal CA1 “spatial” network, as is the case for locations. Finally, it is not clear whether the concept of segregated information processing in the hippocampus and the traditional model of episodic memory are supported by distinct neural substrates or whether they are variations of one and the same principle supported by the same neural networks that are recruited depending on the nature of the salient dimensions of the memory (Fig 1B–1D).

To address these questions, we investigated which areas—among the distal and proximal parts of CA1 and CA3—are tuned to temporal information, spatial information, or both types of information. To do so, we used a spontaneous object-recognition memory task that allows for the evaluation of distinct discrimination ratios for the retrieval of the temporal aspect of a memory (“when” the objects were presented) and that of its spatial aspect (“where” the objects were located) [39–42, Fig 2A].

Since performing electrophysiological recording simultaneously in 4 brain areas remains a major challenge and since the coordinates of the proximal and distal parts of CA1 and CA3 vary greatly along the transverse axis of the hippocampus because of its folding, we favored a high-resolution imaging approach (i.e., to the cellular level) over lesion/inactivation/optogenetic approaches because the latter approaches would be unlikely to yield the spatial resolution necessary to tease apart the specific function of the proximal and distal parts of CA1 and CA3 in mice. This molecular imaging technique is based on the detection of the RNA of the Immediate Early Gene (IEG) Arc that is commonly used to map brain activity in the medial temporal
lobe [45–47] and is tightly linked to plasticity processes [48]. In addition, Arc is more sensitive to memory demands than other IEGs [24,49,50] and allows for each cell activated at test to be

Fig 2. Memory task and location of the imaging frames. (A) Behavioral protocol. The animals were placed into an open field with 4 identical objects during the 10-min study phase 1, followed by a 50-min delay phase. After the first delay phase, animals returned to the same open field with a new set of 4 identical objects during the 10-min study phase 2. Following the second 50-min delay phase, memory for the spatial arrangement of the objects (where the objects were originally placed) and the temporal aspect of the task (when the objects were presented) was assessed by returning animals to the open field for a third time, with 2 copies of the objects from study phase 2 (recent stationary objects) and 2 copies of the objects from study phase 1 ("old" objects: one stationary and one displaced), and by measuring the time mice explored each object that was used to calculate discrimination ratios during the test phase. (B) Location of the imaging frames [49]. Black frames define the level at which images were taken with a 40× objective. Three images were taken per target area on nonconsecutive sections that covered approximately 400 microns. Counting was performed only on neurons as described in [43] and totaled approximately 270 neurons per area.

https://doi.org/10.1371/journal.pbio.2006100.g002

lobe [45–47] and is tightly linked to plasticity processes [48]. In addition, Arc is more sensitive to memory demands than other IEGs [24,49,50] and allows for each cell activated at test to be
detected. Arc RNA is visualized with the help of fluorescent tags, which allow for the percentage of cells engaged at test to be evaluated (Fig 3A–3D).

Materials and methods

Ethics statement

Procedures were approved by the Ruhr Universität Bochum Institutional Animal Use Committee and the LANUV (8.87–51.04.20.09.323).

Subjects

Adult male C57BL/6 mice (n = 26)—single-caged and kept under a reversed light/dark cycle—were tested during their active phase.

Materials

The apparatus was a 32 × 32 × 41 cm open field, placed in a dimly lit room. Extra-maze cues, as well as cues on the outside wall of the open field, served as spatial references. A video camera (Sony, HDR/CX500E) recorded the animals’ behavior for off-line analysis. Six copies of 2 different metallic objects were used for testing so that objects used during the test phase were duplicates of those during the study phases. Pilot studies showed that animals could distinguish between the 2 objects and had no aversion or preference for either object. The location of the recent, old, stationary, and displaced objects was counterbalanced between animals.
Habituation and testing

The habituation procedure occurred on 4 consecutive days, following a procedure described in Dere and colleagues [39]. In short, animals were habituated to the empty open field for 20 min during days 1 and 2. To encourage mice to explore all areas of the box (divided in 9 quadrants) and minimize the development of a spatial bias, 1 chocolate sprinkle was placed in the center of each quadrant. The absence or displacement of sprinkles and/or the presence of droppings in each quadrant at the end of each 20-min session were assessed and revealed that mice had explored each quadrant during each session. On days 3 and 4, animals were habituated to the presence of objects, which were not used on the testing day in conditions that mirrored those of the testing day (three 10-min trials, two 50-min delay periods). Animals were tested in groups of 9, plus 1 home-caged control that was placed in the same room but did not perform the task. On day 5, the testing procedure followed that of days 3 and 4, but the test phase was adapted for an optimal detection of Arc pre-mRNA (6-min test phase; Fig 2A). During study phase 1 and 2, animals were exposed to a set of 4 identical objects. During the first study phase, objects formed a triangle. During the second study phase, a different set of 4 identical objects formed a square. At test, duplicates of the objects previously studied were used. Two of the objects that had been the most recently explored (i.e., explored during study phase 2) were placed at the location they occupied then (the “recent stationary” objects). In addition, one of the objects that had been experienced earlier (i.e., during study phase 1) was also placed at the location it occupied then (the “old stationary” object), while another object of the same set was placed in a novel location (the “old displaced” object). After each trial, the open field and stimuli were cleaned with water and a solution containing 10% ethanol.

Behavioral analysis

Based on animals’ natural preference for novelty [51], a successful memory for a given spatial location (e.g., a successful spatial discrimination) is observed when the “displaced old” object is explored more than the “stationary old” object, and a successful memory for the temporal context in which the object was experienced (e.g., a successful temporal discrimination) is reflected by a longer exploration of the “stationary” old object compared with that of the average of the 2 “recent” objects [39–42]. A response pattern according to which mice explore the old displaced object more than the old stationary object and concomitantly the old stationary object more than recent objects suggests that mice have the ability to establish an integrated memory for events comprising information about “what,” “where,” and “when” [39]. The exploration time for an object was defined as the time spent in exploring an object, i.e., directing the nose at a distance <2 cm to the object and/or touching it with the nose, as originally described in Ennaceur and Delacour (1988) [51]. The animals’ exploratory behavior was recorded during each phase for off-line analysis and was used to calculate spatial and temporal discrimination indices at test (spatial and temporal D2s, respectively).

Performance was scored manually by 2 independent experimenters blind to experimental conditions and averaged. The scores of both experimenters were highly correlated (r = 0.879). Specifically, D2 scores were calculated for each animal with the following equations: spatial D2 = (exploration time displaced old object − exploration time stationary old object) ÷ total exploration time for both old objects; temporal D2 = (exploration time stationary old object − average exploration time both recent objects) ÷ (exploration time stationary old object + average exploration time both recent objects).

Fluorescent in situ hybridization

Following the standard protocol for detection of Arc, animals were euthanized immediately after the test phase, and as Arc pre-mRNA was detected, only Arc intranuclear signal was
observable [49,52–54]. In short, brains were removed, flash frozen in isopentane, and stored at −80˚C until sectioning. Brains were sectioned with a cryostat (Leica CM 3050 S; 8-μm–thick coronal sections), mounted on Polylysine slides (Thermo Scientific), and stored at −80˚C until in situ hybridization. Arc pre-mRNA probes were synthesized using the digoxigenin-labeled UTP kit (Roche Diagnostics). Following a similar fluorescent in situ hybridization (FISH) protocol as Nakamura and colleagues (2013) [24], slides were fixed with 4% buffered paraformaldehyde and rinsed with 0.1 M PBS. Slides were treated with an acetic anhydride/triethanolamine/hydrochloric acid mix, rinsed, and briefly soaked with a prehybridization buffer. The tissue was hybridized with the digoxigenin-labeled Arc probe overnight at +65˚C. Following hybridization, slides were rinsed with buffer solutions and treated with an antidigoxigenin-horseradish peroxidase (HRP) conjugate (Roche Molecular Biochemicals) and a cyanin-5 substrate kit (CY5, TSA-Plus system, Perkin Elmer). Nuclei were counterstained with 4’, 6’-diamidino-2-phenylindole (DAPI; Vector Laboratories).

Image acquisition and evaluation of Arc signal
To detect Arc, 1 slide per animal was processed. Slides contained 8 nonconsecutive brain sections (approximately −3.00 mm AP; Fig 2B) [44], and images from 3 nonadjacent sections distant approximately 200 microns (i.e., covering approximately 400 microns) at this AP level were acquired. The number of activated neurons was evaluated on approximately 90 neurons per image on 3 nonadjacent sections (i.e., on approximately 270 neurons per area of interest). Of note, the distal CA3 window is located in the central portion of CA3, and not more ventrally, because the very ventral portion of CA3 belongs to proximal CA3 (close to the DG). Images were captured with a Keyence Fluorescence microscope (BZ-9000E; Japan). Images were taken with a 40× objective (z-stacks of 0.7-μm–thick pictures; see example Fig 3A–3D). Exposure time and light intensity were kept similar for image acquisition. As first described in the seminal work of Guzowski and colleagues [49], contrasts were set to optimize the appearance of intranuclear foci [43, 44, 51, 52]. To account for stereological considerations, neurons were counted on 8-μm–thick sections that contained 1 layer of cells, and only cells containing whole nuclei were included in the analysis [55]. The quantification of Arc expression was performed in the median 60% of the stack in our analysis because this method minimizes the likelihood of taking into consideration partial nuclei and decreases the occurrence of false negative. This method is comparable to an optical dissection technique that reduces sampling errors linked to the inclusion of partial cells into the counts and stereological concerns because variations in cell volumes no longer affect sampling frequencies [56]. Also, as performed in a standard manner in Arc imaging studies, counting was performed on cells (>5 μm) thought to be pyramidal neurons or interneurons because small non-neuronal cells such as astrocytes or inhibitory neurons do not express Arc following behavioral stimulation [57]. The designation “intranuclear-foci–positive neurons” (Arc-positive neurons) was given when the DAPI-labeled nucleus of the presumptive neurons showed 1 or 2 characteristic intense intranuclear areas of fluorescence. DAPI-labeled nuclei that did not contain fluorescent intranuclear foci were counted as “negative” (Arc-negative neurons) [49]. Percentage of Arc-positive neurons was calculated as follows: Arc-positive neurons ÷ (Arc-positive neurons + Arc-negative neurons) × 100. The home-caged group was generated to control for Arc baseline expression, which is known to be low (S1 Fig and S4 Data).

Statistical analysis
All statistical analyses were implemented in the R statistical package (version 3.4.2). To assess the relationship between Arc expression and the spatial and temporal discrimination indices
D2_{space} and D2_{time}, 2 complementary analyses were conducted that led to comparable results: (i) fitting a linear mixed model to the Arc expression using the continuous discrimination indices and (ii) standard correlation analyses for each region separately.

For the first analysis, we estimated a linear mixed model that is conceptually comparable to a linear regression or partial correlations but explicitly models the repeated measurement of Arc expression from the same animals in the 4 brain regions and thus allows a comparison of the estimated effects across brain regions, as well as a comparison of the effects of both discrimination indices directly [58]. We used the “mixed” function in the “afex” package (version 0.18) [59], which in turn uses the “lme4” package (version 1.1) [60] for the estimation; p-values were computed using the Satterthwaite approximation of the degrees of freedom when assessing the significance of the fixed effects as well as using parametric bootstrapping, as implemented by the “mixed” function. The linear mixed model consisted of fixed effects for categorical variables “region” (CA1 and CA3) and “proximodistal” (proximal and distal) and the two discrimination indices (D2_{time} and D2_{space}) and their interactions. We specified a random intercept per animal as a random factor to explicitly model the repeated measurement of Arc expression. To conduct post hoc comparisons, we computed area-specific mean activity and the slopes of temporal and spatial discrimination indices of the fixed effects using the “lsmeans,” “lstrends,” and “cld functions” in the “lsmeans” package (version 2.27) [61]. Whether these area-specific effects were significantly different from 0 was assessed by inspecting the 95% CI—if the interval does not include 0, the effect is considered significantly different from 0.

By modeling the influence of the increase in both discrimination indices concurrently, we also estimated the increase in Arc expression when both the spatial and temporal discriminations were successful. Specifically, the slope for “space+time”—\( D2_{space+time} \)—which quantifies this increase, was estimated by calculating the sum of the slopes of spatial and temporal discrimination indices.

For visualization purposes, contour lines were used to represent the relative relationship between the discrimination indices and the Arc activity as predicted by the fitted model. Contour lines are extrapolated beyond experimental data points by visualizing the model prediction at those hypothetical discrimination ratios. Each line represents the set of spatial and temporal discrimination indices for which the mixed model predicts the same level of Arc activity. Note that these lines are parallel because the underlying model assumes a linear combination of the discrimination indices D2_{time} and D2_{space}. A non-linear model including quadratic terms and the interaction of the 2 discrimination indices gave comparable results, therefore only the simpler linear model is reported here.

For the second analysis (ii), we calculated standard correlation coefficients between the Arc expression and the spatial and temporal discrimination indices, respectively. This straightforward analysis minimizes potential problems related to misspecifying the above mixed model that could lead to higher rates of false positives [62] but does not explicitly model the influence of both discrimination indices at the same time (i.e., correlations between Arc expression and the spatial D2 ignore the potential influence of temporal D2, and vice versa).

**Results**

**Temporal and spatial discrimination ratios**

Patterns of object exploration varied between animals, leading to a substantial spread of the temporal and spatial discrimination indices (Fig 4). Discrimination indices did not correlate with the total objects exploration time during study phases 1 and 2 (66.48 s ± 6.19 s [D2_{time}: \( r = 0.21; p = 0.34 \); and D2_{space}: \( r = 0.056; p = 0.806 \]) and 66.26 s ± 7.49 s [D2_{time}: \( r = -0.07; \)
Distal CA1 is especially sensitive to temporal information, whereas proximal CA1 and CA3 and distal CA3 are primarily tuned to spatial information

A contour plot of predicted Arc expression as a function of the spatial and temporal D2s (Fig 4) showed that, while the recruitment of all 4 areas varied with the spatial D2 (albeit to different degrees), distal CA1’s engagement varied to a larger extent with the temporal D2, as indicated by the contour lines for distal CA1 being more vertical than horizontal. In contrast, the
contour lines for proximal CA1 and CA3 and distal CA3 (being more horizontal than vertical) reflected a stronger sensitivity for spatial discrimination.

In addition, statistical comparisons of the slope of D2\textsubscript{time} showed that Arc expression varied with the temporal D2—especially in distal CA1 (b = 11.32) and to a lesser extent in distal CA3 (b = 6.95)—but failed to do so in other areas (proximodistal by D2\textsubscript{time} interaction: $\chi^2(1) = 11.13; p = 0.002$; all other effects: all $p > 0.12$) (see also S1A and S1B Table). Moreover, further post hoc comparisons revealed that activity levels increased more as the temporal discrimination became higher in distal CA1 than in proximal CA1 ($b = 0.30$) or CA3 ($b = 3.67$) (both $p < 0.005$) and that distal CA3 activity varied more with D2\textsubscript{time} than proximal CA3 activity ($p = 0.048$). Notably, investigation of the CIs of the slopes underlined the robustness of the findings for distal CA1, as the standard 95% CI of the slope of D2\textsubscript{time} excluded 0 only in distal CA1 (i.e., the slope differed from 0), while a more relaxed 90% CI was necessary to get similar results for distal CA3. In other words, the slope of D2\textsubscript{time} differed from 0 for distal CA1 but not for distal CA3, suggesting a more robust tuning of distal CA1 than distal CA3 to temporal information. In summary, under standard statistical criteria, the present results suggest that especially distal CA1 is sensitive to the retrieval of temporal information.

In contrast to the D2\textsubscript{time} slopes, comparisons of the spatial D2 slopes showed that Arc expression increased in all areas as a function of spatial discrimination, although the extent to which this was the case differed by area (D2\textsubscript{space} effect: $\chi^2(1) = 17.98; p = 0.001$; region by D2\textsubscript{space} interaction: $\chi^2(1) = 5.20; p = 0.030$; region by proximodistal by D2\textsubscript{space} interaction: $\chi^2(1) = 10.16; p = 0.002$; no other interaction effect: $p > 0.050$; see also S1 Table). Indeed, post hoc comparisons showed that Arc expression in distal CA1 ($b = 7.56$) increased the least with increasing spatial discrimination and that this increase was not significantly different from 0 (i.e., the standard 95% CI for the slope of D2 space included 0, but a less strict 90% CI did not). In addition, the D2\textsubscript{space} slopes for the areas part of the “spatial” subnetwork—distal CA3 ($b = 24.52$) and proximal CA1 ($b = 16.62$)—were larger than those part of the “non-spatial” subnetwork—distal CA1 ($b = 7.56$) and proximal CA3 ($b = 13.49$) (distal CA3 versus proximal CA3: $p = 0.013$; distal CA3 versus distal CA1: $p = 0.0002$; proximal CA1 versus distal CA1: $p = 0.037$). Thus, these results indicate that proximal CA1 and CA3, and distal CA3, are most tuned to spatial information, whereas distal CA1 is least tuned to spatial information.

Finally, estimating the influence of both discriminations simultaneously (i.e., predicting how Arc activity changes when both dimensions are recalled as captured by the slope of “D2\textsubscript{space+time}”) revealed that all areas were recruited at a comparable level (main effect of D2\textsubscript{space+time}: $F_{(1,19)} = 15.41; p = 0.0009$; no other significant effects, all $p > 0.05$; see S1C Table).

Altogether, the linear mixed-model approach indicates that Arc activity in the distal CA1 most strongly relates to retrieving temporal information and that proximal CA1 and CA3 and distal CA3 are especially tuned to spatial information.

**Standard correlation analyses confirm a preferential tuning of distal CA1 to temporal information, and a preferential tuning of all other areas to spatial information**

As observed with the linear mixed-model approach, distal CA1 correlated with the temporal discrimination index ($r = 0.475; p = 0.026$; Fig 5) but not with the spatial discrimination index ($p = 0.65$; S2 Fig). In contrast, all other areas correlated with the spatial discrimination index (proximal CA1: $r = 0.723; p < 0.0001$; proximal CA3: $r = 0.675; p = 0.0006$; distal CA3: $r = 0.720; p = 0.0002$; Fig 5) but not with the temporal discrimination index (proximal CA1: $p = 0.17$; proximal CA3: $p = 0.14$; distal CA3: $p = 0.66$; S2 Fig).
In summary, these analyses show, in line with the mixed-modeling results, that distal CA1 is especially tuned to temporal information and proximal CA1 and CA3 as well as distal CA3 are tuned to spatial information.

Discussion

In the present study, we showed that processing temporal information bound to an object engages distal CA1 over proximal CA1, while processing spatial information about this object recruits proximal CA1 over distal CA1. In a striking contrast, distal CA3 was only slightly activated for the recall of temporal information, and both parts of CA3 were tuned to spatial information processing, albeit distal CA3 to a larger extent than proximal CA3. In addition, retrieving both types of information leads to a strong and comparable recruitment of all areas. Thus, our results suggest that retrieving one or more dimensions of a memory might rely on the same mechanism(s), supporting both the “segregated” and the “integrative” views of information processing in the hippocampus.

The proximodistal functional segregation is more pronounced in CA1 than CA3

One question we addressed in this study is whether the temporal content of an event is preferentially processed by the proximal CA3–distal CA1 “non-spatial” subnetwork as it was the case...
for other non-spatial information, such as odors [24]. This appears to be the case at the level of distal CA1 because Arc expression increased in this area as the temporal discrimination ratio did (Fig 4). In addition, the slope of temporal D2 was higher in distal CA1 than in proximal CA1 (or any other areas), showing for the first time that the temporal context of an event is topographically organized along the proximodistal axis of CA1. These results also indicate that processing temporal information recruits the same part of the “non-spatial” subnetwork as other non-spatial information, such as odors [24]. Moreover, Arc expression in distal CA1 correlates only with temporal discrimination ratios (and not with spatial ratios; S2 Fig), further supporting the idea of a selective role of distal CA1 in the processing of temporal information. The recruitment of distal CA1 is unlikely to solely reflect the processing of object information as activity patterns are strikingly different between areas despite the fact that the same objects’ information (in time or space) is processed.

In contrast to CA1, CA3 was not engaged to a critical extent in processing temporal information, indicating that the temporal content is differentially computed than object or odor information at this level. These findings provide further support to the lesion, in vivo electrophysiology, and optogenetic studies that have indicated a preferential role of CA1 in temporal information processing over that of CA3 and suggest that distal CA1 is likely to be the home location of the “time cells” recently identified in CA1 [31–38,63,64]. As a support for the latter hypothesis, a thorough review of these studies showed that distal CA1/the distal half of CA1 was indeed targeted in these reports. The hypothesis of a preferential involvement of distal CA1 in the processing of time is also indirectly supported by evidence from a trace eye-blinking conditioning study showing that reversible inactivation of the LEC (which preferentially projects to distal CA1) impairs the retrieval of a memory for an association between temporally discontinuous stimuli [65]. Likewise, in vivo electrophysiology and IEG studies showed that the perirhinal cortex, which provides major inputs to the LEC, plays an important role for temporal-order memory and for object memory across large delays [66–68]. This might indicate that the LEC is the source of temporal information provided to distal CA1. Preliminary data from the Moser laboratory using population-level analyses of electrophysiological recordings partly support this hypothesis by reporting that LEC’s involvement within this frame depends on tasks’ demands, with free foraging tasks eliciting a stronger temporal representation in the LEC than continuous alternation/back-and-forth running tasks [69]; of note, such tasks’ demand dependency in the LEC were also reported in recent lesion and Arc imaging studies, albeit for the processing object and space information [70,71]. Our findings of a preferential involvement of distal CA1 in time processing depart from the standard model of episodic memory which, by extrapolation, predicts that temporal information would rather be processed by proximal CA1 because it mainly receives projections from the MEC, a part of the “where–when” pathway [2,4]. Even though the effect of the reversible inactivation of the MEC on temporal encoding in CA1 might be controversial [65,72], the latter hypothesis is supported by some electrophysiology studies that brought evidence of an involvement of the MEC in the integration of elapsed time and distance and in the temporal organization of CA1 activity [73,74]. Thus, further studies comparing directly LEC and MEC function within this frame will be necessary to clarify the nature and the extent of the contribution of the LEC and the MEC to temporal information processing and, by extension, the role of the distal and proximal parts of CA1 within this frame.

The second question of the present study was to assess whether the processing of spatial information bound to objects was topographically organized along the proximodistal axis of the hippocampus as it was shown for locations [25], i.e., whether it would also preferentially recruit the “spatial” hippocampal subnetwork. Our results show that, in addition to increasing with the temporal discrimination ratio, Arc expression in distal CA1 also increased as a
function of the spatial discrimination index, indicating a relative tuning of distal CA1 to spatial information (Fig 4). However, and possibly as a further token of a preferential involvement of distal CA1 in the processing of temporal information, distal CA1 was the least tuned to the spatial discrimination when compared to all other areas. Indeed, the slopes of the spatial discrimination index for distal CA3 and proximal CA1 and CA3 were all larger than that of distal CA1. A key involvement of these regions was further supported by standard correlations and mixed-model analyses showing that Arc expression in proximal CA1 and both parts of CA3 correlated with spatial but not with temporal discrimination indices. This result confirms the central role of CA1 and CA3 in spatial memory as well as the existence of a functional segregation between the CA1 and CA3 subfields [30,75,76]. Moreover, because distal CA1 receives preferential projections from the LEC and proximal CA1 from the MEC, our findings are, by extension, in agreement with in vivo electrophysiology and Fos imaging studies that have shown that the LEC and the MEC are involved in the processing of object-in-place information [12,77–79]. These studies, however, did not directly assess the contribution of the proximal and distal parts of CA1 to the memory for object in place, but see Ito and Schuman [13]. In addition, our results show that processing spatial information bound to objects recruits the same part of the “spatial” subnetwork as processing locations because proximal CA1 was more tuned to spatial discrimination than distal CA1, and they indicate that the processing of object-in-place information is also topographically organized along the proximodistal axis of CA1. This finding, together with recent studies reporting a stronger engagement of proximal CA1 in the case of contextual changes and a weaker recruitment for non-spatial memory, shows that CA1’s functional segregation holds in various experimental settings and that the mechanism sustaining spatial information processing in CA1 could be the same when the information processed is related to a context or to an object (the object’s location) [24,10].

In CA3, a robust proximodistal segregation was also observed in terms of processing spatial information because distal CA3 was more tuned to spatial information than proximal CA3. This engagement of CA3 for spatial information processing is in line with previous lesion and electrophysiology studies—which, however, did not dissociate the contribution of proximal and distal parts of CA3 [80,81]. For example, lesions of CA3 impair object-place or odor-place-paired associations [82], and in vivo electrophysiological studies showed that spatial firing patterns in CA3 distinguish different environments in a foraging task [38]. Conversely, lesions of CA3 did not affect performance on an object–trace–odor task [63]. This stronger involvement of distal CA3 over proximal CA3 in dealing with object-in-place information matches results of a previous finding reporting a similar pattern for the processing of locations with a high-demand memory task [24], indicating that the proximodistal functional segregation in CA3 also holds independently of the type of spatial information processed (i.e., locations or object-in-place).

Thus, altogether, these data show that, at the exception of the temporal information in CA3, the retrieval of spatial (locations) or non-spatial (temporal) information bound to objects engages the same parts of CA1 and CA3 as retrieving information related to objects/odors or locations alone, respectively, indicative of a robust segregation of the spatial and non-spatial information along the proximodistal axis of CA1 and CA3.

The “segregated” and “integrated” views of information processing in the hippocampus are reconcilable

Finally, in the present study, we also asked whether the concept of a segregated processing of spatial and non-spatial information in the hippocampus and the standard concept of an integration of this information at this level are “compatible” and based on the same networks. To
be “compatible,” we hypothesized that, during memory retrieval, one of the subnetworks (“spatial” or “non-spatial”) would be recruited over the other when only one dimension of the memory is salient (spatial or non-spatial). In contrast, all areas would be activated to comparable levels when both dimensions are salient, i.e., no proximodistal differences would be observable in this case. Here, we report that, at the exception of the temporal information in CA3, proximodistal differences fitting the description of the “spatial” or “non-spatial” subnetworks were detected when animals discriminated on the basis of only spatial or temporal information as captured by the comparisons of the slopes of spatial or temporal discrimination indices, respectively. In addition, all areas were engaged to a similar extent when animals successfully discriminated based on the concurrent retrieval of both dimensions as substantiated by the comparisons of the slopes of the discrimination indices for space + time. Thus, these results indicate that the “segregated” and the “integrated” views of information processing in the hippocampus might be, to a large extent, based on the same principle(s) and networks but might differ in the nature and the number of dimensions of the memory to be retrieved.

Cautionary notes
The present study focused on assessing the tuning of the proximal and distal parts of CA1 and CA3 to spatial and temporal information. Assessing whether the spatial and the non-spatial dimension of the memory are combined or kept segregated when both dimensions are retrieved, identifying the specific processes underlying the patterns of activity reported, or the basis of interindividual differences in behavioral performance (i.e., whether mice preferentially processed temporal and/or spatial information or failed to do so) are beyond the scope of the study and will require further investigations. Moreover, despite the fact that Arc expression was reported to better reflect behavioral task demands than other IEGs, such as c-fos and zif268, and not simply stress levels or motor activity [24,49,50], the latter processes and others might still partially contribute to the levels of Arc expression observed at test. For this reason, it was crucial to keep experimental conditions (handling, number of stimuli, locomotor activity, etc.) identical across animals. Since under this condition it could be ruled out that between-area differences could not stem from differences in total objects exploration times (comparable for phase 1, 2, and 3) or from neophobia (all objects were experienced prior to the testing phase), between-area comparisons of Arc expression are expected to reflect the processing of spatial and/or temporal information. Furthermore, the proximodistal differences in patterns of activity reported here are unlikely to be a by-product of the anatomical levels at which CA1 and CA3 are imaged because proximodistal differences at these levels were also reported independently of whether the septal level, the temporal level, or the transverse axis of the hippocampus (at which the proximal and the distal parts of CA1 and CA3 are located at different dorsoventral levels) were imaged in a previous study [24].

In summary, these findings complement our recent studies that revealed that spatial information (location) and non-spatial information (odors) can be processed in a segregated manner within the hippocampus [24,25] by showing that temporal and spatial information bound to objects engage, at least part of, the same subnetworks. In addition, we identified the distal part of CA1 as a potential “hub” for time cells and showed that the new concept of segregated processing of spatial and non-spatial information within the hippocampus is, to a large extent, reconcilable with the traditional view of an integration of this information at the level of the hippocampus.

Supporting information
S1 Fig. Arc expression for the “Home-cage” group (i.e., baseline Arc expression). As shown in previous studies, baseline Arc expression in home-caged mice, which did not perform the
task but were present in the experimental room, was very low and ranged from 3.12% ± 0.86% to 3.4% ± 0.29%. This expression was comparable between proximal and distal parts of CA1 and CA3 (no significant region, proximodistal, or interaction effects). Bars represent group averages ± SEMs (underlying data in S4 Data).

(TIF)

S2 Fig. Complement to Fig 5 (i.e., additional nonsignificant correlation plots). Arc expression in proximal CA1 and CA3 and in distal CA3 does not correlate with the temporal discrimination index nor does Arc expression correlate with the spatial discrimination index in distal CA1 (underlying data in S1–S3 Data).

(TIFF)

S1 Table. Mixed-model analysis of Arc expression levels as function of discrimination indices. (A) ANOVA table of the mixed model: the model consists of fixed effects for the continuous discrimination indices and dichotomous “region” (CA1 versus CA3) and “proximodistal” (proximal versus distal) factors, as well as a random intercept for each animal. (B) Slopes for the spatial and temporal discrimination indices and post hoc comparisons of their difference. The slope of the trendline for temporal discrimination for distal CA1 is the steepest and the only one different from 0, indicating the highest correlation of Arc activity with temporal discrimination in this area (of note, D2time by region by proximodistal interaction effect is not significant because btime just failed to reach significance for distal CA3). In addition, distal CA1 activity increased the least with increasing spatial discrimination (bspace not different from 0), reflecting the weakest correlation with spatial discrimination for this area. (C) ANOVA table of mixed model of D2space+time, and interactions with “region” and “proximodistal” (underlying data in S1 Data, S2 Data and S3 Data).

(XLSX)

S1 Data. Total object exploration times (s) per mouse for phases 1, 2, and test.

(CSV)

S2 Data. Individual exploration times (s) of each object at test (used to calculate discrimination ratios).

(CSV)

S3 Data. Individual Arc expression (expressed as percentage of Arc-positive neurons) in distal and proximal CA1 and CA3 subregions of the hippocampus at test (used to perform correlations).

(CSV)

S4 Data. Individual Arc expression (expressed as percentage of Arc-positive neurons) in distal and proximal CA1 and CA3 subregions of the hippocampus of home-caged control mice. These mice did not perform the task and served to confirm that baseline Arc expression is low (these values were used for S1 Fig).

(CSV)
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