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ABSTRACT

The detection of small surface abnormalities on large complex free-form surfaces represents a significant challenge. Often surfaces abnormalities are less than a millimeter square in area but, must be located on surfaces of multiple meters square. To achieve consistent, cost effective and fast inspection, robotic or automated inspection systems are highly desirable. The challenge with automated inspection systems is to create a robust and accurate system that is not adversely affected by environmental variation. Robot-mounted laser line scanner systems can be used to acquire surface measurements, in the form of a point cloud (PC), from large complex geometries. This paper addresses the challenge of how surface abnormalities can be detected based on PC data by considering two different analysis strategies. First, an unsupervised thresholding strategy is considered, and through an experimental study the factors that affect abnormality detection performance are considered. Second, a robust supervised abnormality detection strategy is proposed. The performance of the proposed robust detection algorithm is evaluated experimentally using a realistic test scenario including a complex surface geometry, inconsistent PC quality and variable PC noise. Test results of the unsupervised analysis strategy shows that besides the abnormality size, the laser projection angle and laser lines spacing play an important role on the performance of the unsupervised detection strategy. In addition, a compromise should be made between the threshold value and the sensitivity and specificity of the results.

1. Introduction

Quality control is an essential part of all successful manufacturing operations, with the requirement for 100% inspection of manufactured items being common place in many industries. A particularly challenging inspection task involves the localisation of surface abnormalities on large area surfaces; for example, metal surface inspection is an important step in manufacturing of large and highly sculptured components such as car bodies. Localising small surface abnormalities is a difficult, time consuming and costly task, that must be undertaken to ensure the car body finish is blemish free following the painting process, and important factor for customer satisfaction and perceived quality. In other applications, early detection of such abnormalities has an important impact on the operation of critical components subjected to high stress, such rotating power generation components, where regular inspections are carried out not only at time of manufacturing, but also at regular intervals, to ensure reliable operation.

Traditionally, such inspections are carried out by a human expert; while the human is effective at locating abnormalities, they are subject to limitations in accuracy, consistency, speed and reliability. Therefore, strong motivation towards the automation of such surface inspection tasks has resulted in a range of different machine base inspection technologies.

Early inspection technology was based on the analysis of camera images, and many automatic inspection systems utilise colour and texture analysis of digital images; examples of recent works in this case are given in [1,2], which focus on the detection of rail defects and abnormalities on titanium-coated Aluminium surfaces. A good set of reviews covering less recent research can be found in [3–6]. The lack of 3D local information is one of the main limitations of image based inspection systems. Stereo vision systems [7,8] can maintain the 3D localisation requirement but, are not appropriate for flat surfaces where there are no prominent features available. Structured light scanners [9–11] avoid this issue by projecting a pattern of light and dark features on the target surface.

One highly successful widely available technology, which is
accurate, contactless and fast, is laser line scanning technology [12,13]. The low weight and compact size of laser line scanners allow them to be easily integrated with industrial robots to form a flexible inspection system. By using a robot to scan over a target surface, the laser scanner is able to acquire dense 3D PCs with micrometre level resolution. However, while large quantities of data can be quickly collected, the processing and analysis of this data to yield a robust inspection process still represents a significant challenge.

A considerable amount of research has been conducted on the use of laser scanners for automatic inspection in manufacturing applications. One group of strategies for surface abnormality detection is based on the use of an existing ideal CAD model. Examples of such strategies can be found in [14–18]. The dependency on an existing ideal model of the object is the main issue for CAD-based strategies. Techniques that are independent of a CAD model include [19], where a noise removal method was proposed to detect simple deformations in a PC that resembles outliers in a smooth surface. In [20], a technique for PC segmentation based on octree structures and recursive subdivision of the volume of a 3D mesh was introduced. The subdivision was performed based on thresholding the standard deviation of surface normal. Both of these strategies are based on subjective tuning of a threshold parameter. In [21] enhanced octree-based feature extraction was combined with segmentation and classification. Deviation in surface normal was also used as point weights in [22]. The limitations of these methods remain unclear, in terms of the size of abnormalities that can be detected, given variable scanner parameters, and PC quality, such as line spacing or point noise. Such considerations of this technology for the detection of large abnormalities have been studied in applications such as construction and civil engineering, where abnormalities are a few cm in sizes on concrete surfaces [23]. Conversely, there are no studies that have considered the use of laser scanners for relatively shiny metal surfaces with abnormalities in the µm or mm size domain.

This paper addresses the problem of abnormality detection on freeform metal surfaces using PCs generated from a robot mounted laser scanner. The work is based on the premise that successful abnormality detection not only depends on the detection algorithm, but it also depends on other important factors such as the shape and size of abnormalities, the quality of the acquired PC and the scan conditions. In addition, the choice of a supervised or unsupervised strategy can also be an important factor. For example, an unsupervised detection strategy is an advantage when enough training samples are not available, data quality is consistent and a certain amount of error is tolerable; however, a well-trained supervised detection is preferred when robustness is important, especially when the data quality is not consistent. Therefore, this work starts by first systematically demonstrating how PC quality (e.g. noise and missing points) is a function of scan parameters (e.g. laser projection angle and line spacing variability). The impact of PC quality, on the performance of an unsupervised abnormality detection algorithm is then determined experimentally; showing how performance is affected by factors such as PC quality, abnormality size and threshold parameters.

Then, to achieve a more robust detection process, a supervised abnormality detection algorithm is considered, based on a more realistic scenario. In the scenario considered, the qualities of the measured PCs are highly inconsistent. This is a result of the target surface which is significantly curved, and a robot scan path which does not fully match the surface shape; as a result there are inconsistent laser projection angles, geometrically dependent variation in lateral line spacing, and varying noise over the PC. However, despite the significant variation in PC quality, the proposed supervised algorithm is able to cope with these issues robustly.

The paper is organized as follows; Section 2 is about the materials and methods; the equipment setups used for this work and the data sets collected are described. Section 3 is focused on the theoretical concepts and calculations related to PC analysis. The experimental results collected to investigate optimum inspection strategies are presented in Section 4, and finally there is a discussion and conclusion in Sections 5 and 6 respectively.

2. Materials and methods

In this section, data preparation requirements are described for both the unsupervised algorithm, where experiment condition is controlled, as well as for the supervised algorithm where more realistic conditions apply. This includes the artefacts, laser scanners, robot system and reconstructed PCs. The sources of noise and uncertainties in the PCs are also explained.

2.1. Artefacts

Two different types of Artefacts were used in this work. One of them is a planar square shape artefact of 6 × 6 cm size with a 5 × 5 matrix of abnormalities. The abnormalities are diamond shape cavities. At each row the abnormalities are similar in size. The diameter of the abnormalities in the first two rows is approximately 700 µm across, and then this is reduced to 550 µm, 180 µm and 120 µm in the next three rows.

The second type of artefacts, are Aluminium curved surface objects. Two pieces of Aluminium surfaces of around 20 cm length and 10 cm width with different curvature levels are used. On the surfaces there are bumps and dents of approximately 700 µm–1 mm in diameter.

The large freeform aluminium artefact is representative (in terms of material and potential defects) of car body panels and similar large scale highly curved surfaces. On the other hand, the planar artefact is intended to present a variety of abnormalities of different sizes; allowing us to draw conclusions on the impact that abnormality size has on the accuracy of the detection algorithm.

2.2. Laser scanners

Two different laser scanners were used in this work that will be described in the following sections.

2.2.1. Micro epsilon laser scanner

For the analysis of the planar artefact, a Micro Epsilon 3D profile sensor, scan control 2900-50 Laser displacement measuring system, was used. It is an accurate commercial laser scanner, consisting of a laser light source, a sensor matrix. Fig. 2.1 shows an image of the micro epsilon sensor that was used. The optical system on the sensor projects the diffusely reflected light of the laser line onto a highly sensitive sensor matrix. In addition to distance information (z-axis), the

![Fig. 2.1. A Micro Epsilon laser scanner structure (image from Micro Epsilon [24]).](image-url)
controller also uses the camera image to calculate the position along the laser line (x-axis). These measured values are then output in a two-dimensional coordinate system that is fixed with respect to the sensor [24]. For this scanner, the number of points in a profile is 1280 and the adjacent point distances are 7.8 µm. At a middle z range, the resolution along the x axis is 40 µm and according to the data sheet of the sensor, the resolution along the z axis is 4 µm.

2.2.2. Custom made laser scanner

For the scan of the two curved shape Aluminium objects, a custom made laser scanner consisting of a Flexpoint MVnano, 450 nm, 1 mW, 30° fan angle, focusable laser and a Basler aca1600-20 gm GigE camera was used. Choosing a triangulation angle of 35° and a stand-off distance of 110 mm, the scanner resolution is calculated to be 84 µm/pixel (X direction, along the laser line) and 146 µm/pixel (Z direction, depth). This can be improved by fitting across the imaged laser line width, achieving sub-pixel resolution, as done by using the Halcon library [25] at the time of PC extraction (see Data sets in Section 2.3.2). The number of points per scan line is about 800. Therefore, the resolution of the custom laser scanner is less than the micro epsilon commercial laser scanner, adding an extra challenge to the detection problem for the curved aluminium surfaces.

2.2.3. Robot

For testing both types of laser scanners, they were mounted on a Fanuc LR Mate 200 iC industrial robot arm, driven by a R-30/A Mate controller. Fig. 2.2 shows the Fanuc robot with the mounted custom made laser scanner. Moving the scanners with the robot arm over an object allowed a surface scan to be done, with a resolution in Y direction defined only by the robot motion.

In the case of the curved Aluminium objects, the robot path was chosen such that the laser scanner was almost normal and at the same stand-off distance to the target surface. This allowed scanning of the large objects with substantial curvature and height variation, without losing laser scanner data due to exceeding the working distance of the scanner, or due to signal loss occurring at high angles (attributed to light scattering and back-reflection). However, this path was generated from the estimated target geometry, obtained via interpolation of a few sample points; as a consequence, the scanning path might not always accurately follow the object surface, resulting in sub-optimal data quality, especially due to the highly curved surfaces. Additionally, the scan was performed with fixed step size in the Y direction (dy), resulting in potentially varying lateral line spacing (Lx) on a curved object (See Fig. 2.3, constant dy, varying Lx). The scan steps (dy) were 500 µm for the less curved Aluminium object (L-L) and 250 µm for the highly curved one (H-H).

The scan step (dy) was 50 µm in scanning of the planar artefact. This high resolution allows subsampling the scan lines to repeat the analysis for different resolution levels of lateral line spacing. The angle between the laser and the surface normal was varied in the range of 0°–25° in steps of 5° in scanning experiments of the planar artefact. This angular variation influences the PC quality, which will be explained further in Section 2.4.

2.3. Data sets

In order to generate a 3D representation of the scanned objects, the 2D laser profiles acquired by the camera sensor should be used. In addition, the camera, laser and robot calibration information as well as the 3D transformations related to the robot movement during the scan are utilised.

2.3.1. Planar artefact data

The resulting 2D profiles of scan lines from the Micro Epsilon scanner are transformed into the robot coordinate system using a 3D hand-eye homogenous transformation matrix (the transformation from laser scanner to robot end-effector) and also the unique transformations from robot end-effector to robot base for each scan line. Fig. 2.4 shows the results of the reconstructed surfaces for six different projection angles. On the top right of each plot, a zoomed area around 45°µm < x < 460 µm, −80 µm < y < 80 µm is illustrated. It can be seen that the resulting PCs quality degrades severely for the last two angles and is poor at 15°. More explanations about PC quality and its relation to the projection angle will be given in Section 2.4. Due to the high resolution of these scans none of the abnormalities can be seen in Fig. 2.4. Fig. 2.5 shows the enlarged abnormalities of different sizes for the first three projection angles that have better PC qualities. These abnormalities mostly form a gap in scan lines. Although all abnormalities are clearly representing a gap in the scan lines, it is clear from the image that recognizing them from the PC is a significant challenge, especially for the smaller sizes. Fig. 2.6 compares the abnormalities of different sizes over the PC at a 5° projection angle. The two smallest abnormalities are indistinguishable from the normal regions.

2.3.2. Aluminium objects data

The curved shape Aluminium objects were scanned using the custom made laser scanner. Both objects contain distinct features, such as dents and bumps of about 700 µm–1 mm in diameter as shown in Fig. 2.7(a). In both cases, identical laser scanner settings were used, but the step size (dy) was changed, this was 500 µm and 250 µm for the L–L and H–H samples respectively. Subsequent laser line extraction and object reconstruction was performed using the Halcon image processing software library [25]. As each laser scanner image was taken, it was transformed into the robot base coordinate system that was chosen as a common coordinate system. Fig. 2.8 shows the two PCs and some of the abnormalities. As can be seen, the line spacing is not constant in both PCs due to the reasons explained in Section 2.2.3. The line spacing variability Li is shown as boxplots of the space between adjacent lines in Fig. 2.7(b). In addition, a ratio is computed as \( r = \frac{\max(L_i)}{\min(L_i)} \), \( i = 1, \ldots, N_{li} \) and \( N_{li} \) is the number of lines of a PC. \( r_{li-L} \approx 1.488 \) and \( r_{li-H} \approx 10.31 \) which also indicates the level of spacing variation in each case. Based on the line spaces and the abnormality sizes in Fig. 2.7(a), it is clear that an abnormality should be coincident with at least two or three lines in most parts of the PCs. However, they
might be missed if they are located on those few number of outlying lines with more than 1 mm spacing.

2.4. Noise and uncertainties

Generally, in a laser scanner system, there are different sources of inaccuracy that can result in uncertainty in a PC; for example, reflection from surface (depending on the type of surface) or on sharp edges due to the blooming effect, environmental effects such as light condition or dust, shadowing that might occur when a part of the object lies in the path from the projected laser line to the camera or systematic range error due to the difference in reflectivity of the surfaces elements [26]. These effects result in gaps and holes in a PC due to partial reflections. However, by appropriate choice of the laser-camera positions and their angle to the surface normal, and by controlling the environmental conditions, these effects can be alleviated.
In addition, any scanning process parameter that vary the CCD laser image properties such as aliasing effects and speckle effects [26] can be considered as a factor that can influence the PC quality [27]. One of the factors that reduce the noise is the choice of threshold value used for laser line segmentation from the image profiles. A high threshold value might cause useful data be incorrectly discarded. On the other hand, a low value, can safely keep all the line points, but might result in a noisier PC, especially in some local region. In the case of the Micro-Epsilon sensor, this threshold is fixed at 128 for the manual mode that is used for this work. In the case of custom-made laser scanner, the threshold is adjusted slightly lower to 100, when developing the reconstruction program in Halcon. Due to these low value thresholds, noise removal strategies are employed in this work to reduce the effect of noise.

Another important uncertainty factor is related to the angle between the camera and surface normal at the laser incident point ($\alpha_c$); the angle between the laser rays and surface normal, which is called the projection angle ($\alpha_p$); and the angle between the laser and camera, which is actually ($\alpha_c + \alpha_p$). The camera-laser angle is usually fixed in a laser scanner set-up. It is reported that the optimal angle for the latter is 90°, and for each of $\alpha_c$ and $\alpha_p$ is 0° [26]. These constraints are contradictory and a compromise in their values should be considered. For example, given a set-up with fixed ($\alpha_c + \alpha_p$), a reduction in $\alpha_p$ means an increase in $\alpha_c$. In our work, the use of a Micro Epsilon commercial laser
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Fig. 2.6. From left to right, abnormalities in about 120 µm, 180 µm, 570 µm, and 700 µm sizes at 5° projection angle are visualised over the PC. The red patches show the abnormalities and the blue points are the surrounding normal areas. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

![Fig. 2.7](image2)

Fig. 2.7. (a) The local abnormalities on the Aluminium object. (b) Boxplots of the lateral line spaces ($L_L$) for the two PCs. The central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points and the red crosses are outliers. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

![Fig. 2.8](image3)

Fig. 2.8. 3D Plots of the two PCs of Aluminium objects and the sample abnormal regions (the axes units are in mm). The lateral line spacing ($L_L$) is not constant.
scanner means it is not possible to control these angles. Therefore, we consider the set-up as a black box and apply a data driven strategy to find the best angle for abnormality detection. For this aim, the projection angle is varied as described in Section 2.3.1. As shown in Fig. 2.4 the variation in \( \theta_p \) has great impact on the quality of PC. Computational analysis of the resulting PCs quality will be described in Section 3.1.1 and also the obtained results together with abnormality detection performance as a function of the projection angle will be shown in Section 4.1. In the case of the custom made laser scanner, the camera-laser angle is \( 35^\circ \) and the laser was almost orthogonal to the surface during the scans, i.e. \( \theta_p = 0 \).

3. Data analysis

In this section, the analysis steps of the unsupervised approach, using the planar artefact to generate well controlled data will be explained first. Then, the proposed supervised strategy for the more realistic data scenario, using the curved surfaces, will be described comprehensively.

3.1. Unsupervised analysis

In this section, first the quality evaluation analysis for the planar artefact PCs will be described. Thereafter, the unsupervised abnormality detection strategy will be explained step by step. This strategy is used for the analysis of planar artefact data, with systematic variations in the threshold value, abnormality size, line space resolution and laser projection angle.

3.1.1. Computational analysis of PC quality

Different factors for the evaluation of PC quality have been reported in literature [28,29]. In this paper, the PC quality is evaluated based on completeness and noise. For the completeness measure, the idea used in [30] is considered. The number of missing data points over all the PC lines is divided by the total number of data points over the PC, including the valid data points and the missing ones. A missing data point is a point in the extracted lines in which, one of the 2D values is not measured properly, due to reflection, camera viewing angle or any other noise factors.

\[
\text{Missing Ratio} = \frac{\text{I(missing points)}}{\text{I(total points)}}
\]

The other quality factor that is computed is noise. It is measured as the standard deviation of the Euclidean distances of all points and their corresponding points on a locally fitted surface. For this aim, PCs are divided into patches of \( 2 \times 2 \text{ mm} \) and then, each patch is fitted to a plane surface. A limit of 20 points is considered for fitting a patch to a surface. That means that the patches with less than 20 points were not considered for noise evaluation. Since the acquired PCs in different projection angles vary in the number of total data points, the standard error of Euclidean distances is also computed to cancel the effect of the number of data points in the noise comparison.

3.1.2. Pre-processing

In order to alleviate the problem of low amplitude systematic noise and remove the outliers around the PCs, a smoothing filter is used for the data obtained from the Micro Epsilon. The MATLAB "pcdenoise" function was used. This function removes outlier points. A point is an outlier if the average distance to its k-nearest neighbours is above the specified threshold. In this work, \( k \) is chosen as four and the threshold is one standard deviation from the mean of the average distances.

3.1.3. Unsupervised abnormality detection

As seen in Fig. 2.5, the abnormalities of the planar artefact form gaps over the scan lines. Therefore, for abnormality detection, the Euclidean distances between the adjacent points \( i, j \) in each line is computed, \( d_{ij} \) and the points are assigned to the abnormal class \( C_{\text{abnormal}} \) if their distances are more than a threshold (see Eqs. (3.1) and (3.2)). Otherwise, they are assigned to the normal class \( C_{\text{normal}} \).

\[
d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}
\]

\[
\{ \begin{align*}
\text{if} \ d_{ij} > \text{threshold} & \quad i, j \in C_{\text{abnormal}} \\
\text{else} & \quad i, j \in C_{\text{normal}}
\end{align*}
\]

In this work, a PC obtained by the Micro Epsilon scanner consists of more than 1.5 million data points. To reduce the scale of the abnormality detection problem, the PC is subdivided into groups that each represent a surface patch of \( 2 \times 2 \text{ mm} \). In this way rather than considering data on a point by point basis, and the abnormality detection decision is made for each individual patch.

Due to the flat structure of the planar artefact, the lateral line spacing \( L_s \) and the step sizes \( d_y \) are equal in this case. Since we are interested to see how the resolution in lateral spacing between the lines affects the abnormality detection, subsampling of the lines is performed at \( s_p = \{1, 2, 3, 4, 5\} \) levels. As mentioned in Section 2.2.3, the line spacing resolution \( d_Y \) is 50 \( \mu \text{m} \) for the planar artefact. For each line spacing, the detection process is repeated based on different thresholds. The threshold values are varied based on the diameter of the abnormalities \( [700 \mu\text{m}, 550 \mu\text{m}, 180 \mu\text{m}, 120 \mu\text{m}] \) divided by two. Since the first two rows of the abnormality matrix have similar sizes, just one of them is considered.

3.1.4. Performance evaluation

The performance of this unsupervised binary classification is evaluated based on the performance of abnormality detection. In addition, from a manufacturing point of view, the most important factor is to detect the abnormalities, or true positives (TP). If misclassification occurs, then misclassification of a normal point as an abnormality, which is a false positive (FP), is less critical than classifying a true abnormal point as normal, which is a false negative (FN). Therefore, the receiving operating characteristic (ROC) curve is computed based on the true positive rate (TPR) or sensitivity as well as the true negative rate (TNR) or specificity [31]. They are computed as based on Eq. (3.3).

\[
\{ \begin{align*}
\text{sensitivity} &= \frac{\text{TP}}{\text{TP+FN}} \\
\text{specificity} &= \frac{\text{TN}}{\text{TN+FP}}
\end{align*}
\]

where TN is the true negative. An ROC curve is plotted as sensitivity versus the FPR or \( (1 - \text{specificity}) \). We are interested to have high TPR, ideally one, and a low FPR.

3.2. Supervised analysis

A robust supervised strategy is used for the analysis of the realistic data scenario described in Section 2.3.2. In this scenario the PCs acquired from the curved Aluminium objects are noisier and have a varying level of noise and lateral line spacing. In addition, the shapes of abnormalities are more complex than simple gaps in scan lines (see Fig. 2.8). The main aim of the supervised analysis is to classify the PCs local regions into one of the two normal or abnormal classes. For this aim, the abnormal PC areas were labelled manually and the remaining PC areas were assigned into the normal class. A supervised strategy requires dividing the PC data into training and test sets. Around two thirds of each PC was considered for training and the rest for test. The data selected for training was then used to form a classification model. This model was used in the test step to identify the abnormal areas of the test PC data. The proposed algorithm can be described as three main steps; pre-processing for smoothing and highly noisy data exclusion, followed by feature extraction and classification model training, finally followed by a test step.
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abnormalities of the planar artefact shown in Fig. 2.5 and Fig. 2.6. The regions with an evenly distributed spread of high level noise are already detected and excluded in the previous pre-processing step which alleviates the first problem. The choice of features can also help to reduce these problems.

For feature extraction, the labelled abnormal regions as well as some points from different normal regions of each PC training area are considered. An equal number of data points in the abnormal and normal classes is considered. That is due to the use of support vector machine (SVM) classifiers, whose decision boundaries are sensitive to unbalanced classes and can be skewed toward the dominant class. A local rectangle patch of points of only a few millimetres is considered around each point. An adaptive local mean filter is applied to the patch for denoising in the next step. The window size of the filter changes adaptively based on the sum of absolute values of gradients inside a patch, which shows the level of variability and noise in that patch. Thereafter, six different features are extracted, that will be described in the following subsections.

3.2.2.1. Normal features. One type of classic feature for abnormality detection is surface normal. For finding the normal to a patch, a surface is fitted to the patch points and then, the normal to the fitted surface is computed (see Fig. 3.5). This normal is initiated from the average coordinate of all points in the patch (P_i in Fig. 3.5). Then, the angle between the normal and the connecting vector between P_i and each point in the patch P_p is considered (α in Fig. 3.5). The deviation of α from 90° increases mainly when there are variations in a patch due to the existence of an abnormality or high level of noise. Recalling that the major noisy regions are excluded at the pre-processing step and the adaptive filtering alleviates the noise, we observed that the number of points with high level of deviations (e.g. more than 50°) is more in an abnormal patch than a noisy or regular one. Therefore, the first normal feature is defined as the number of points in the patch with high degrees of deviations \( f_{N1} = N(\Delta_\alpha > 50°) \) so that, \( \Delta_\alpha = |\alpha_p - 90°| \). The second feature is defined based on the absolute value of difference between \( \Delta_\alpha \) and their population mean \( \mu(\Delta_\alpha) \) so that, \( f_{N2} = |\Delta_\alpha - \mu(\Delta_\alpha)| \). The population mean is computed using all the samples in a patch. This feature can be discriminative in conditions that the number of abnormal points with large deviations is less compared to the majority of regular points in a patch.

3.2.2.2. Height features. A significant characteristic of most abnormal patches is the change in height of some points compared to the regular points. This can be quantified as a feature for each point in the patch \( f_{Zp} \), by fitting a surface to a patch and finding the differences in the original height of the points and the corresponding height in the fitted plane.

In addition, the height changes can be considered at each line within the patch. In this case, the absolute value of height deviations from the population mean at each line is considered \( f_{Zl} = |Zl - \mu(Zl)| \).

3.2.2.3. Chi-squared statistics (\( \chi^2 \)). Since in many cases, the abnormal points in a patch line have similar behaviour to a Gaussian distribution, the goodness of fit to a Gaussian is considered as a feature \( f_{\chi^2} \). The chi-squared statistic is a measure of the goodness-of-fit of the data to the Gaussian model. This statistic shows how many standard deviations each data point lies from the model and is computed using Eq. (3.4).

\[
\chi^2 = \sum_{i=1}^{L_p} \left( \frac{d_l - \mu(dl)}{\sigma(dl)} \right)^2
\]  

(3.4)

where, \( L_p \) is the number of points in a patch line, \( d_l = \sqrt{x_l^2 + y_l^2 + z_l^2} \) is the Euclidean distance of each point in the line from the origin, \( \mu(dl) \) and \( \sigma(dl) \) are the average and standard deviations of \( dl \) respectively. The lower \( \chi^2 \) values show better fit to a Gaussian.

3.2.2.4. Proximity features. In the case of abnormalities similar to the one shown in Fig. 2.8c, there is not any significant local variations in
height and there is only a gap of missing points in the PC lines. For these types of abnormalities, a proximity feature $f_{\text{prox}}$ is defined based on maximum distance of each point in a patch from its nearest point in the adjacent lines, $f_{\text{prox}} = \max(d_{\text{pr}}, d_{\text{ne}})$ so that, $d_{\text{ne}}, d_{\text{pr}}$ are the distances to the nearest points in the next and previous lines respectively. This feature is discriminative for the abnormal points before or after a line with a gap in, or the points located in peaks or valleys around the abnormality area. However, they may not be significantly different for the points within the line that the gap is located.

### 3.2.2.5. Feature transformation

An important requirement of a robust classification model is to be trained based on discriminative features. Meaning that, the features of different classes should be well separated from each other and the level of overlap between the features of the two classes should be as small as possible. As will be shown in Section 4.2.2, there exist some overlap between the features of normal and abnormal classes of the training data. In order to increase the distance of the training features of the two classes (F_tr), the well documented Generalised Rayleigh Quotient strategy for feature transformation is employed [32,33].

We consider the mean and covariance of the two normal and abnormal classes as $(\mu_{\text{no}}, \Sigma_{\text{no}})$ and $(\mu_{\text{abno}}, \Sigma_{\text{abno}})$. Then, the Generalised Rayleigh Quotient strategy is based on the within-class covariance $S_{\text{w}} = (\Sigma_{\text{no}} + \Sigma_{\text{abno}})$ and between-class covariance $S_{B} = n_{\text{no}} (\mu_{\text{no}} - \mu_{f}) (\mu_{\text{no}} - \mu_{f})^{T} + n_{\text{abno}} (\mu_{\text{abno}} - \mu_{f}) (\mu_{\text{abno}} - \mu_{f})^{T}$. $n_{\text{no}}$ and $n_{\text{abno}}$ are the number of samples in the two classes and $\mu_{f}$ is the total mean of all of the two class's features. The basic idea is to transfer the original training features ($F_{t} = F_{\text{no}} + F_{\text{abno}}$) into a new orthogonal space so that, the distance between the features in each class be minimized ($S_{\text{w}}$), while their distance to the features of the other class be maximized ($S_{B}$). The results should be a reduction in the overlap between the features of the two classes and this enhances the classification model. For this aim, the Eigen decomposition of $S_{\text{w}}^{-1} S_{B}$ is performed to find an Eigen vector that maximises the Generalised Rayleigh Quotient objective function:

$$
R(S_{w}, S_{B}, w) = \max_{w} \left( w^{T} S_{w}^{-1} S_{B} w \right)
$$

(3.5)

The resulting Eigen vector ($w$) corresponds to the largest Eigenvalue. Depending on the desired percentages of variation that is explained by the Eigen values, more than one Eigen vector can be used. In this work, the first three Eigen vectors, $W_{1, 2, 3}$ are used for transforming the training and test features ($F_{t}$) into an orthogonal feature space so that, $T_{w} = W_{1, 2, 3} F_{t}$ and $T_{w} = W_{1, 2, 3} F_{t}$. Then, having $n$ samples and $p$ features as $F_{t} \times p$, the transformed features will be $T_{w} \times 3$. The transformed features of the two classes will be better separated from each other as will be shown in Section 4.2.2.

### 3.2.2.6. Training a classification model

Using the transformed features $T_{w}$, an SVM classifier is trained. SVM is a kernel-based classification method, which is based on a maximum margin algorithm [34]. The reason for the choice of this classification method is that it is appropriate for data sets with linear or non-linear behaviour due to the use kernel functions in its' objective function. SVM maps features into a high dimensional feature space using the kernel so that the classification is performed more easily. For training an SVM classification model, an optimal kernel function as well as its associated optimal parameters should be found.

Usually, model selection strategies such as K-fold cross validation (CV) is used for tuning the kernels and parameters [34]. It divides the training data ($F_{t}$) into K roughly equal-sized folds and each time considers one of them as a validation set and trains a model using the rest of the folds (see Fig. 3.6a). For the $k^{th}$ fold, a candidate model (e.g. a candidate kernel) is fitted to the other ($K - 1$) folds of the data. Then, the model error (prediction or classification error) is calculated by applying the fitted model on the $k^{th}$ fold. This is done for $k = 1, 2, \ldots, K$. Combining this with the number of candidate models gives a validation error map. By averaging the error map over the K folds, the optimal model is identified based on the minimum average error (see Fig. 3.6b). The dimensionality of the average error map depends on the number of candidate parameters. For example, in this work, the choice of kernel and three related parameters are done using an 8-fold CV; the resulting five dimensional error map is averaged over the eight folds that give a four dimensional averaged error map. The minimum element of this map is used to find the optimum parameters among the candidates. In this work, the LibSVM [35] toolbox for MATLAB is used for the SVM algorithm.

### 3.2.3. Test step

A PC, acquired from the custom made laser scanner, typically is on the scale of a few hundred thousand points. Applying the feature extraction and classification on this large set of points is computationally intensive. In order to reduce the computational load, first a fast unsupervised thresholding strategy, similar to the method explained in Section 3.1.3, is applied on each PC. The threshold value is chosen based on the range of abnormality sizes.

The result of this unsupervised step provides all the suspicious points including abnormalities (TP), noisy and missing point areas (FP). Using this subset of data means the main analysis steps, including patching, adaptive filtering, feature extraction are performed only on the limited set of suspicious points. The learnt Eigen vectors $W_{1, 2, 3}$ (from the training data) is used for feature transformation afterwards, $T_{w} = F_{t} W_{1, 2, 3}$. Using the trained SVM classifier, the extracted features are classified into one of the normal or abnormal classes. During the feature extraction, when a patch is defined for one of the suspicious points, the analysis is also performed for any other suspicious points in that patch. In other words, more than one suspicious point might share the same patch.

### 4. Experimental results

In this section, the obtained results from both the unsupervised as well as supervised analyses strategies for the planar artefact and curved shape Aluminium object will be presented.

#### 4.1. Unsupervised analyses results

In this section, first, the evaluations of planar artefact PCs in terms of quality for different projection angles will be presented. Then, the unsupervised abnormality detection algorithm test results are described for all the controlled conditions and systematic variations.

##### 4.1.1. Quality computation results

The first experiment for the planar artefact evaluates the quality of the PCs, when scanned in different projection angles. As explained in

---

*Fig. 3.6. (a) The CV concept, (b) an example of a one dimensional averaged error map for selection of optimal model.*
Section 3.1.1, the quality was evaluated in terms of the number of missing points and deviations from a local fitted surface. Due to the lack of points in the 25° data (see Fig. 2.4), the PC in this projection angle could not be analysed. Table 4.1 presents the results. As can be seen, all of the calculated factors including the number of missing points in scan lines, the mean, standard deviations and standard errors of Euclidean distances from the locally fitted surfaces are increased as a result of increasing the projection angle of the laser scanner.

Due to the poor quality of the PCs and increased number of missing points acquired at the 15° and 20° projection angles, the PCs at these angles were not considered for the abnormality detection analysis.

4.1.2. Abnormality detection results

The second experiments for the planar artefact, is about abnormality detection. Four different factors were varied in this experiment; the systematic change in sizes of abnormalities of the planar artefact (see Fig. 4.1), the threshold for the unsupervised detection algorithm, the line resolution (step size dy) and the projection angle. The PCs were analysed based on the analysis procedures described in Section 3.1.

Fig. 4.2 shows the number of abnormalities that have been detected at a 5° projection angle by the unsupervised strategy for four sizes of abnormalities and for different threshold values and line resolutions. Since the first two rows have similar abnormality sizes, the results of just one of them are reported. As can be seen, the detection process improved for higher resolutions (smaller dy) and smaller threshold values. Although that is the desired result, the low threshold values increases the number of wrongly detected abnormalities dramatically. It is not feasible for an inspection system to re-check most parts of the object for abnormalities that are incorrectly detected.

The ROC curves for different lines spacing resolutions and threshold values at 5° projection angle are shown in Fig. 4.3. As can be seen, for small threshold values, both TPR and FPR increased. While the former is desirable, the latter results in a problem. In the worst case, when both the resolution and threshold were lowest in value, the FPR was one, meaning that all the normal patches were detected as an abnormal. It is therefore clear that a compromise should be made to have a high TPR but low FPR. The last two rows of abnormalities were hard to be seen therefore clear that a compromise should be made to have a high TPR and lowest FPR as well as the best FPR and TNR were obtained for 0° and then for 5°. Regarding the line resolutions, the higher resolutions obtained better results in terms of TPR and FNR but the FPR and TNR for them was also higher. This shows that, the higher the number of data points in the tested local patches, the better the abnormality detection. On the other hand, it is more probable that a normal point falsely be detected as an abnormal one among the many points in a highly dense patch.

In Fig. 4.5, the TPR, FPR, TNR and FNR verses different projection angles and threshold values are shown. Similarly, the worst TPR and FNR as well as the best FPR and TNR were obtained for 0° and the best TPR and FNR were achieved at 5°. The two smallest threshold values were the best in terms of TPR and FNR and the worst in terms of FPR and TNR.

4.2. Supervised analyses results

In this section the results of the pre-processing, combined with the training and test steps analysis performed on the curved shape Aluminium objects is presented.

4.2.1. Pre-Processing results

At the pre-processing step, the noise detection algorithm described in Section 3.2.1, found the regions of the PCs where a high level of noise exist. The distribution of noise over the H–H PC and the corresponding filtered noisy areas by the algorithm are shown in Fig. 4.6a and Fig. 4.6b respectively. Similar results are illustrated for L-L PC in Fig. 4.6c and Fig. 4.6d. Only the areas where there were a high level of noise spread were excluded and the local noisy areas were included in the data set to be analysed, and were treated by the adaptive mean filter before feature extraction.

4.2.2. Feature extraction and training step results

Based on the characteristics of the abnormalities of the L-L PC, that were explained in Section 3.2.2, five features including \(f_{\text{H1}}\), \(f_{\text{H2}}\), \(f_{\text{fP}}\), \(f_{\text{fT}}\), \(f_{\text{fZ}}\) were used for training a classifier for this PC. These features are appropriate for abnormalities that have deviations from surface normal and height in their structure and have a shape that can be approximated by a Gaussian profile.

In the case of H–H PC, besides these five features, the maximum distance between the nearest points in the adjacent lines \(f_{\text{prox}}\) was also used. Fig. 4.7 shows the extracted features from the H–H and L-L PCs. As can be seen in the distribution of features along the \(f_{\text{fT}}\) axis Fig. 4.7a and Fig. 4.7c, many abnormal features (in red colour) have high values ( > 50°) of \(\Delta_{\text{xy}}\) compared to the regular ones.

For a few abnormal features, \(\alpha_{\text{xy}}\) was close to 90° and therefore, their related \(f_{\text{fT}}\) was close to the regular features (in blue colour). That can also be observed along the \(f_{\text{E2}}\) axis. As expected, \(f_{\text{fZ}}\) is lower for most of the abnormal features that have a Gaussian shape behaviour compared to the regular features (see in Fig. 4.7a and Fig. 4.7c, the \(f_{\text{fZ}}\) axis). In the case of height features (Fig. 4.7b and Fig. 4.7d), \(f_{\text{fP}}\) shows better discrimination rather than \(f_{\text{E2}}\). This might be due to the fact that the former was computed using all data points in a patch while the latter was computed based on the data points of one line in a local patch. In the case of H–H, the last feature, \(f_{\text{prox}}\) shows a discriminative effect between the two classes. As shown in Fig. 4.7b, along the \(f_{\text{prox}}\) axis, the regular class features are grouped into two groups of low and
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**Table 4.1**
The quality parameters of the PCs acquired in different viewing angle. The distances are in mm unit.

| Proj. angle | 0° | 5° | 10° | 15° | 20° |
|-------------|----|----|-----|-----|-----|
| Missing ratio | 0.0019 | 0.0064 | 0.0144 | 0.4151 | 0.9282 |
| Mean eu. dist. | 0.0140 | 0.0167 | 0.0196 | 0.0236 | 0.0249 |
| Std. of eu. dist. | 0.0110 | 0.0129 | 0.0153 | 0.0186 | 0.0188 |
| Ste. of eu. dist. | 8.9261e-6 | 1.0521e-5 | 1.2557e-5 | 1.9848e-5 | 6.2474e-5 |

---

![Fig. 4.1. The matrix of abnormality sizes in µm on the planar artefact.](image)
high values. The low proximity features were extracted from the high resolution areas of the H–H, where the adjacent lines spaces were very low. Conversely, the regular points in the high spaced lines have high values of $f_{prox}$. In the case of abnormalities, most of their features are in the middle part of the $f_{prox}$ axis, except those located on the high spaced lines of the PC.

After feature extraction, the features were transformed into a new space, using the Rayleigh Quotient for increasing the distances of the features of the two classes, as explained in Section 3.2.2.5. The first three feature components in the new space are shown for L-L and H–H in Fig. 4.8. As can be seen, the training features are well separated in the new space and the classification performance was 100% and 98.913% for the training labelled data of H–H and L-L PCs respectively.

4.2.3. Test step results
At the test step, first the unsupervised thresholding were applied to detect the suspicious points as shown in Fig. 4.9 for H–H and L-L PCs. The suspicious points that were among the initially detected highly noisy areas (from the filtered list) are shown in black colour in the images. Those points weren’t considered in the next analysis steps. Then, based on the algorithm procedures explained in Section 3.2.3, the final abnormalities were classified (Fig. 4.9b and Fig. 4.9d). The program found all the abnormalities successfully for both PCs and there were no false positives in the case of L-L and only one false positive for H–H.

5. Discussion
The results obtained from the unsupervised strategy demonstrated the influences of the factors that were varied systematically over the data sets. Two key factors in this case are the choice of the threshold value for the unsupervised algorithm, and the sensitivity of the algorithm to the laser projection angle. An ideal inspection system should detect all the abnormalities and gain a sensitivity value equal to one, it should not misclassify any normal region as an abnormal one (an FPR value of zero or specificity of one); however, this optimal performance is not usually the case when systems are put in to practice. As such, the analysis of results from the Micro Epsilon scanner showed that by using small thresholds, high sensitivity is achieved but, the specificity dramatically decreases. Therefore, a compromise should be made in the choice of threshold. This is also acceptable empirically based on the fact due to the limits of the laser scanners resolution, it is impossible to detect the two smallest sized abnormalities that are located in the last two rows of the planar artefact. Hence, we do not expect the classification algorithm to detect them. While this represents a lower limit in terms of abnormality detection, it does mean that a proper threshold value can be chosen at a higher range e.g. in this work a value of half the size of the third smallest abnormality. Fig. 5.1 shows the detected number of abnormalities at each row of the planar object when different thresholds were chosen. As can be seen from Fig. 5.1, abnormalities can be successfully detected if the threshold size is at least less than the defect size.
As well as considering the resolution of the laser scanner device, it is also important to consider how this device is positioned relative to the target surface. In particular it has been shown that the laser projection angle with respect to the target surface is an important factor to consider. The analysis of PC data, acquired for a range of projection angles, showed that even though the best PC quality was achieved at 0°, the...
unsupervised abnormality detection algorithm has the worst results for this projection angle. This can be explained based on the geometrical characteristics of the diamond shape abnormalities. That means the surfaces within these abnormalities become better visible to the laser scanner at 5°. This was determined based on the data driven optimisation strategy that was applied. Based on the observed results, it is clear that the good PC quality at 0° helps to avoid misclassification of the normal regions of the PC so that, the best FPR is obtained in this angle and after that at 5°. Therefore, the interesting result of the data driven strategy suggests that, the 5° can be considered as the best compromise on the projection angle for having optimum TPR and FPR value.

Fig. 4.6. 3D representation of the H–H and L–L PCs, coloured based on the distribution of noise (a,c). the corresponding filtered regions (b,d). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4.7. The extracted features from (a,b) H–H PC, (c,d) L–L PC.
Regarding the proposed supervised technique, according to the results shown in Section 4.2.3, the unsupervised thresholding strategy that was applied initially on the curved objects data found a set of suspicious points that also included some normal points (FP) besides the abnormal points (TP). That indicates the important role of the proposed supervised feature extraction and classification algorithm for achieving robustness. One of the main issues in this work is the choice of features. Generally, it is desirable to choose the most discriminative features with minimum correlation or dependency. In order to test the advantage of keeping all selected features, the model performance was evaluated in terms of FP and FN as well as the classification performance at training step for different sub sets of features. Therefore, the classification model was trained separately using the two normal features, the two height features, the chi-squared feature for both L–L and H–H and also using the proximity feature for H–H and the performance was evaluated. As shown in Fig. 5.2, for both PCs, the best result was obtained using all the features. This demonstrates that each of the defined features characterize a unique aspect of the abnormalities that...
is important for discrimination.

Regarding the required time for inspection and analysis, the current inspection system is presented as a proof of principle and current inspection speed is on the order of 500 mm²/s. However, an optimized setup can perform orders of magnitude faster and can be achieved through more effective integration of robot and laser scanner. In addition, the use of high frequency line scanners, allowing for faster surface sweep, would also increase inspection speed. Having a previously trained classification model the data analysis time is also short. The running time of the test algorithm for finding abnormalities on the aluminium object, where the acquired PCs were on the order of 150 thousand data points, was 3.35 s (using MATLAB 2015). This make the use of proposed inspection strategy reasonable for real time applications.

6. Conclusion

In this paper two data analysis strategies for surface abnormality detection in the manufacturing domain were presented. The relationship between PC data quality, size of abnormalities and threshold parameters with the performance of an unsupervised thresholding abnormality detection algorithm was investigated. A commercial laser scanner, manufactured by Micro Epsilon, was used to scan a planar artefact in controlled conditions considering abnormality size, resolution and laser projection angles. The PCs quality in different projection angles was evaluated. In addition, the effect of abnormality size, threshold value, scan line resolution as well as the projection angle (PC quality) on the sensitivity and specificity of the unsupervised thresholding algorithm was studied. The results showed that using an intermediate threshold value of 225 µm, the best compromise in the desired TPR and FPR results can be achieved. In addition, based on the characteristics of the abnormalities and structure of commercial laser scanners, a 5° laser projection angle achieved the best compromise on discrimination of abnormalities from regular regions in terms of TPR and FPR. Furthermore, a robust supervised abnormality detection strategy was proposed for a more realistic data scenario, when the two different PCs with inconsistent quality and complex object shape was used. Results showed that robustness cannot be achieved in this condition using only an unsupervised thresholding strategy. However, using such a method prior to the supervised detection step is beneficial as it helps reducing the computation load for the subsequent supervised classification steps. The training classification performance of the proposed supervised strategy was 100% and 98.913% for the two PCs, all abnormalities were found in the test step and there was only one FP for one of the two tested PCs.

Acknowledgement

The authors acknowledge support from the EPSRC Centre for Innovative Manufacturing in Intelligent Automation, and the funding support from EPSRC for this work as part of grant EP/L01498X/1.

References

[1] Soukop D. Convolutional neural networks for steel surface defect detection from photometric stereo images. Adv Vis Comput Ser Lect notes comput sci 2016:8887:668-77.
[2] Win M, Bushroa AR, Hassan MA, Hilman NM, Ide-Ektextasbi A. A contrast adjustment-ment thresholding method for surface defect detection based on mesoeory. IEEE Trans Ind In 2015:11:642-9.
[3] Chin RT, Harlow C. Automated visual inspection: a survey. IEEE Trans Pattern Anal Mach Intell 1982:4:557-73.
[4] Newman TS, Jain AK. A survey of automated visual inspection. Comput Vis Image Underst 1995:61:231-62.
[5] Li Y, Gu P. Free-form surface inspection techniques state of the art review. Comput Des 2004:36:1395-417.
[6] Xie X. A review of recent advances in surface defect detection using texture analysis techniques. Lett Comput Vis Image Anal 2008:7:1–22.
[7] Murray D, Little J. Using real-time stereo vision for mobile robot navigation. Auton Robots 2000:8:161–71.
[8] Se S, Lowe D, Little J. Vision-based mobile robot localization and mapping using scale invariant features. Proceedings IEEE international conference on robotics and automation. 2001.
[9] Rocchini C, Cignoni P, Montani C, Pinge P, Scopigro R. A low cost 3D scanner based on structured light. Comput Graph Forum 2001:20.
[10] Zhang L, Curless B, Seitz SM. Rapid shape acquisition using color structured light and multi-pass dynamic programming. First international symposium on 3D data processing, visualization, and transmission. 2002. p. 1–13.
[11] Payeur P, Desjardins D. Structured light stereoscopic imaging with dynamic pseudorandom patterns. Lecture notes computer science. (Including subser lect notes artif intell lect notes bioinformatics) 5627. 2009. p. 687–96.
[12] Ferreira M, Moreira AP, Neto P. A low-cost laser scanning solution for flexible robotic cell; spray coating. Int J Adv Manuf Technol 2012:58:1031–41.
[13] Blasi F, Taylor J, Gourleyer L, Picard M, Borget L, Godin G, Geraldis JARM. Ultra-high-resolution 3D laser color imaging of paintings: the ultra-high-resolution 3D laser color imaging of paintings: the Mona Lisa by Leonardo Da Vinci. Proceeding 7th international conference on lasers in the conservation of artworks. 2007.
[14] Newman T, Jain A. A system for 3D CAD-based inspection using range images. Pattern Recognit 1995:28:1555–74.
[15] Lilienblum T, Albrecht P, Calow R, Michaelis B. Dent detection in car bodies. Pattern Recognit Proceedings. 15th Int. Conf., 2000 2000:775–8.
[16] Prieto F, Legare P, Boulanger P, Redarte T, Industrielle A, Villeurbanne E, et al. Inspection of 3D parts using high accuracy range data. Proc SPIE 2000:3966:82–93.
[17] Prieto F, Redarte T, Legare P, Boulanger P. An automated inspection system. Int J Adv Manuf Technol 2002:19:917–25.
[18] Hong-Soek P, Mani TU. Development of an inspection system for defect detection in pressed parts using laser scanned data. Proceding Eng 2014;69:931–6.
[19] Schall O, Belyaev A, Seidel H-P. Robust filtering of noisy scattered point data. Eurographics symposium point-based graphics. 2005.
[20] Woo H, Kang E, Semyung Wang KHL. A new segmentation method for point cloud data. Int J Mach Tools Manuf 2002;42:167–78.
[21] Yogeswaran A, Payeur P. 3D surface analysis for automated detection of deformations on automotive body panels In: InTech I, editor. New Adv. Veh Techn. Automot. Eng 2012. 978–953.
[22] Pauly M, Keiser R, Gross M. Multi-scale feature extraction on point-sampled surface. Comput Graph Forum 2003;22:281–9.
[23] Tang P, Akinzin B, Huber D. Characterization of three algorithms for detecting surface flatness defects from dense point clouds. ISKt/SPIE Electron Imaging 2009:7239.
[24] https://www.micro-epsilon.co.uk/2D_3D/laser-scanner/model-selection/. 2017-11-17 n.d.
[25] Gmbh MVTecSoftware, München G. Reference Manual. HALCON/Hevelop 1201 Ref Man http://www.mvtex.com/download/documentation/; 2015.
[26] Teutech C, Ioneberg T, Trostmann E, Weber M, Berndt D, Strohthote T. Evaluation and correction of laser-scanned point clouds. Videometrics VIII (electronic imaging 05), SPIE/Sf&T. 2005. p. 172–83.
[27] Feng HY, Liu Y, Xi F. Analysis of digitizing errors of a laser scanning system. Precis Eng 2001;25:185–91.
[28] Lartigue C, Contri A, Boudet P. Digitised point quality in relation with point
exploitation, Meas J Int Meas Confed 2002;32:193–203.

[29] Contri A, Bourdet P, Lartigue C. Quality of 3D digitised points obtained with non-contact optical sensors. CIRP Ann Manuf Technol 1999;51:443–6.

[30] Hodgson RJ, Kinnell P, Justham L, Lahoe N, Michael R J. Novel metrics and methodology for the characterisation of 3D imaging systems. Opt Lasers Eng 2017;91:169–77.

[31] James G, Witten D, Hastie T, Tibshirani R. An introduction to statistical learning. Springer; 2013.

[32] Parlett BN. The symmetric eigenvalue problem (Society for industrial and applied mathematics). Prentice-Hall; 1998.

[33] Sh. Yu, L. Tranchevent, Moor BMY. Kernel-based data fusion for machine learning: methods and applications in bioinformatics and text mining. Springer; 2011.

[34] Hastie T, Tibshirani R, Friedman J. The elements of statistical learning. Second ed. New York: Springer; 2009.

[35] Chang C, Lin C. LIBSVM: a library for support vector machines. ACM Trans Intell Syst Technol 2011;2:1–39.