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Abstract

For the analysis of contract texts, validated model texts, such as model clauses, can be used to identify used contract clauses. This paper investigates how the similarity between titles of model clauses and headings extracted from contracts can be computed, and which similarity measure is most suitable for this. For the calculation of the similarities between title pairs we tested various variants of string similarity and token based similarity. We also compare two additional semantic similarity measures based on word embeddings using pre-trained embeddings and word embeddings trained on contract texts. The identification of the model clause title can be used as a starting point for the mapping of clauses found in contracts to verified clauses.

1 Introduction

The calculation of text similarities is a key factor in the analysis of texts that consist of recurring text parts or that have to correspond to formulation patterns. In the insurance industry, there is a multitude of individual contracts between companies and insurance companies, or between insurance companies and reinsurance companies. However, most contracts more or less standardized clauses and text templates. In order to find the structure of a contract and to support the contract review, it is important to find all parts in the contract that are based on standardized clauses.

In our work, we compare a heading in the contract to be analyzed with all clause titles in a collection of model clauses. We have two reasons to do this title-based comparison: in the first place we work with scanned PDF texts. Thus we have to reconstruct the often complicated layout structure of the contract text. For the extraction of text we apply pdfminer, a Python PDF parser. We use a trained classifier to identify headers, footers, enumeration elements, headings, stamps and hand-written remarks. We describe our procedure of layout-based structure recognition and analysis in Josi and Wartena (2018). Once we can identify titles of model clauses, we know what type of formatting is used for clause titles, and we can split up the main part of the contract text into a list of clause text blocks. Second, comparing the text of the clause bodies with all possible candidate model clauses requires less effort, if our system identifies the model clause candidate(s) based on their titles. An overview of the work presented here and its place in the overall project workflow is given in Figure 1. The subject of this paper concerns the first point from Figure 1, the similarity calculation of the model clauses.

In some cases, the title found in a contract is identical to the title of a model clause. In many cases, however the titles differ. We can identify many patterns of variation, such as addition or omission of

1PDFMiner: https://pypi.org/project/pdfminer/
the word *Clause*, addition of a colon at the end, a number in the beginning, etc. Some examples of such variations are given in Table 1. In addition, we have OCR errors and errors in the extraction of the headings, especially when the headings consist of several lines and are placed in the left margin, which is quite normal for insurance contracts.

If we manually defined a number of patterns of allowed variations, we would risk overfitting on the clauses we have seen and missing many unseen variations. Instead, we would like to use a simple similarity measure to compare the clause titles. The rest of the paper deals with the selection of the best similarity measure for this task. In order to evaluate similarity measures we constructed two sets of clause titles. The first set contains pairs of corresponding and non-corresponding titles. The task here is to predict whether two titles correspond or not. The second set contains a large number of extracted headings from contracts. The task is to predict which headings correspond to the title of a model clause.

## 2 Related Work

The calculation of text similarity is used in many applications and projects and is constantly extended and improved. To calculate similarities between very short text pairs and to match the correct titles of the model clauses with the extracted headings, we have used state-of-the-art methods and measurement approaches which we have adapted for our application and trained with our data set of contract texts. The particular problem we faced is that the text pairs are very short. On average, the titles consist of 24 characters and not a single title has more than nine words.

Bär et al. (2012) define a semantic textual similarity with character and word n-grams by a semantic vector comparison and a word similarity comparison based on lexical-semantic sources is performed using various similarity features. The authors apply a logarithmic-linear regression model and use Explicit Semantic Analysis, a vector based representation of text for semantic similarity measurements, to replace nouns. Further evaluations of similarity measurements of longer sentences are described by Achananuparp et al. (2008). Their evaluation measures are based on semantic equivalence, when the sentence pairs do not have the same surface shape. Whereby: sentences are similar, when they are paraphrases of each other, contain the same subject, or when one sentence is the super set of the other.
In (Bhagat and Hovy, 2013) similarities of paraphrases are defined and analyzed in terms of e.g. synonym substitution or part substitution. In total they describe 25 possible substitution types. Some of these types are also contained in our dataset of clause titles and model clause titles. Kovatchev et al. (2018) compare texts with different lengths on the similarity of their meaning. They attach much importance to detailed error analysis and have built a corpus in which paraphrases and negations are annotated. For the text pairs, the similarity is measured by paraphrase deductions in both texts. Another approach focusing on the analysis of paraphrases is described by Benikova and Zesch (2017). In this paper, different granulation levels of paraphrase sentences and annotated verb argument structures of paraphrases are compared for the similarity calculation. They distinguish between event paraphrase, lexical paraphrase, wording and inverse lexical paraphrase. In (Agirre et al., 2012) the semantic equivalence of two texts with paraphrase differences is measured. This is achieved by using common tokens in the sentence. For the vectors of the sentences the cosine similarity is calculated. The text pairs in their work consist of 51 words up to 126 words. Gomaa and Fahmy (2013) suggest to combine several similarity metrics to determine string-based, corpus-based, and knowledge-based similarities. For the string based approach they use the Longest Common Sub String (LCS) algorithm and various editing distance metrics like Jaro, Damerau-Levenshtein and N-grams. For the term-based similarity measurement Manhattan Distance, Cosine similarity and Jaccard Distance. Also Aldarmaki and Diab (2018) evaluate combined models for similarity measurement and evaluate the results of a logistic regression classifier by calculating the cosine similarity between two sentence vectors. Lan and Xu (2018) compare and evaluate seven LSTM-based methods for sentence pair modeling on eight commonly used datasets, such as Quora (Question Pairs Dataset), Twitter URL Corpus, and PIT-2015 (Paraphrase and Semantic Similarity in Twitter). For small datasets, they propose the method Pairwise Word Interaction Model (introduced in (He and Lin, 2016)).

3 Chosen Similarity Measures

To determine the optimal similarity calculation of text pairs we use character-based and token-based measurement methods. As can be seen in Table 1, the text fragments of our text pairs are very short, sometimes a single title consists of only one word. The longest title has nine words in total, the shortest title consists of a total of 5 characters. Hence, we compare the similarity measurement methods on character and token basis.

In addition, we determine the similarity of the title pairs with the support of word embeddings. We use the Word Mover’s Distance measurement (Kusner et al., 2015), which combines word overlap with word similarities, thus considering substitution of words by semantically similar words. As another measurement, we have calculated the cosine distance of the average values of the word vectors to obtain an optimal threshold for separating the prediction of whether a title pair matches. For both methods using word embeddings we have used embeddings trained on a corpus of reinsurance contracts as well as embeddings from the pre-trained GoogleNews model.

3.1 Trigram Overlap

For the character-based similarity of the title pairs, we use the Jaccard coefficient of the set of all character trigrams that can be extracted from the titles. We do not use special symbols for the beginning and the end
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2 Used pre-trained model: GoogleNews-vectors-negative300.bin
of the string. This causes a slightly lower influence of changes at the beginning and the end of the string. We use N-grams based on the methodology of Markov (1913) and Shannon (1948) and the calculation of the Jaccard coefficient as described by Jaccard (1901).

3.2 Edit Distance

The edit distance between two strings is defined as the minimum number of edit operations necessary to change one string into the other one. We then use the edit distance to determine the number of edits in relation to the length of the strings. If \( d(s, t) \) is the edit distance between titles \( s \) and \( t \), we used \( \text{sim}_d = 1 - \frac{d(s, t)}{\max(|s|, |t|)} \). Thus the value of \( \text{sim}_d \) is 0 if no alignment is possible and 1 if \( s \) and \( t \) are identical. We calculate the distance between the title pairs based on the minimal edit distance (Levenshtein, 1966).

3.3 Weighted Edit Distance

The weighted edit distance makes use of includes the following penalties: for substitution, insertion and deletion we use a penalty of 0.1 if a non-alphabetic character is involved, and a penalty of 1.0 otherwise.

3.4 Word Overlap

To predict the best threshold between equivalent and non-equivalent title pairs based on their tokens, we calculate the word overlap with the Jaccard coefficient, as we did for the trigram overlap in Section 3.1. We include only words in the comparison and completely disregard differences in punctuation in all token based methods. Since titles consist of only few words and they often are not completely identical, we also test a variant using stemming. We used the Lancaster Stemmer (Paice, 1990) because it reduces the words to a very short stem allowing to match different words with the same root. The results are clearly better than those obtained using lemmatization only. In Table 2 some examples of stemmed title pairs are shown.

| Tokenized title pairs                  | Tokenized title pairs + Lancaster stemming                  |
|----------------------------------------|-------------------------------------------------------------|
| reinstatement clause                   | reinst claus                                                |
| reinstatements                        | reinst                                                     |
| reinstatement provisions               | reinst provid                                               |
| reinstatement                          | reinst                                                     |
| reinstatements                         | reinst                                                     |
| terrorism exclusion clause              | ter excl claus                                              |
| terror war exclusion                   | ter war excl                                                |

3.5 Vector Space Model

For the cosine similarity we again use stemmed titles. We experiment with two different vector weights: term frequency and tf.idf. We compute the idf weights on the set of all extracted headings and all titles of model clauses. Consequently, words like clause get a low weight.

3.6 Average Word Embeddings

We use two similarity measures in which the words are represented by word embeddings. These methods should be able to detect the similarity of two sentences in which a word is replaced by a synonym. As a first approach we represent a title by the average of all word embeddings of the words in the sentence. We use the cosine distance to compare the representations of two titles. We use these averaged word embeddings both with pre-trained embeddings and with embeddings trained on texts from the insurance domain.

In order to train domain-specific word embeddings, we used a collection of 3,730 insurance contracts with 15,831,789 lemmatized words after removing stop words and punctuation. We first use our developed
layout-based structural analysis method to separate the contents of the contracts from the text elements in
the headers and footers. For training word vectors we use the text from contract content. In addition, we
use the text of the model clauses and some other full texts from contracts.

The texts of the insurance contracts that we use for training our model are pre-processed. We use
the tokenization and sentence splitting of the Natural Language Toolkit (nltk)\(^3\). All texts are lemmatized
by the TreeTagger (Schmid, 1994). Finally, we remove all stop words (stop word list from nltk). The
Open-Source Toolkit gensim\(^4\) is used for vector modelling. We train vectors with 150 dimensions and
used a window size of 3.

### 3.7 Word Mover’s Distance

Word Mover’s Distance (WMD) is a measure that compares two probability distributions of words and
is defined as the minimum effort that is needed to move the probabilities from words in the starting
distribution to words in the other distribution. The effort is defined as the sum of the probabilities moving
from each word to another word multiplied with their distance, where the distance between two words
is defined as the Euclidean distance between the word embeddings of the words. In order to obtain a
similarity measure between 0 and 1 based on the WMD, we define
\[
sim_{\text{WMD}}(s, t) = \frac{1}{1 + \text{WMD}(s, t)}
\]

As weights for the word distribution we use again pure term frequency and tf.idf weighting, and again
we test the method with Google News Word embeddings and with our own word embeddings.

### 4 Experimental Setup

In the first experiment we evaluate the various distance measures on a classification task in which equivalent
pairs of titles have to be distinguished from non-equivalent pairs of titles. The second experiment is a
retrieval experiment in which all titles corresponding to the title of a model clause have to be found in a
set of all headings extracted from a number of contracts.

#### 4.1 Classification of Equivalent and Non-Equivalent Title Pairs

To calculate the similarity, we use 309 model clauses provided by the insurance company. We use a small
subset (3730 contracts) of a large number of available contracts for the development of analysis methods.
The methods are successively tested on a more comprehensive set of contracts. For the selection of a
similarity measure we took six contracts, extracted all headings and manually selected all model clauses
used in these contracts. This resulted in a set of 103 pairs where the model titles and our headings match
(our gold standard), and we built a negative test set with an incorrect assignment to a model clause title
(103 negative title pairs).

To find the threshold that marks the separation between positive and a negative pairs, for each above
mentioned similarity measure, we compute the accuracy with varying thresholds.

#### 4.2 Retrieval of Model Clause Titles from a Set of Extracted Title Candidates

We analyzed six contracts and extracted all clauses with their headings from all clause text sections
and manually annotated for each clause whether it corresponds to a model clause or not. The data set
consists of 494 extracted headings for which a match is to be found in the data set of 154 model clause
titles. The goal for the task at hand is to have an automatic method deciding for each heading, whether
it is the heading of a clause corresponding to a model case or not. We can either define this as a binary
classification problem or as a retrieval problem where we have to find all model clause headings from the
set of all headings.

We use a kind of nearest-neighbor approach to solve the task: if the similarity of a title with some
model clause title exceeds a defined threshold, we classify it as a model clause title. The goal of this

\(^3\)Natural Language Toolkit: [https://www.nltk.org](https://www.nltk.org)
\(^4\)Gensim library: [https://radimrehurek.com/gensim](https://radimrehurek.com/gensim)
experiment is to find the subset of extracted titles which match the titles of model clauses. The similarity to the most similar model clause title gives a natural way to rank the result. We evaluate this ranking with the typical evaluation measures for rankings: average precision and area under the ROC curve (AUC). We also determine the maximum achievable accuracy and the corresponding optimal threshold to split the ranking into relevant and non-relevant results.

5 Results

The results of the first experiment (described in Section 4.1) are summarized in Table 3 and Figure 3. Here we identify the threshold for which we achieved the highest accuracy. This describes the similarity of the corresponding title pairs for the similarity measurement method we used. Table 5 shows examples and their prediction values for incorrectly predicted title pairs from the first experiment.

In Table 5, for the title pair [BIOLOGICAL OR CHEMICAL MATERIALS EXCLUSION][Genetically Modified Organism Exclusion Clause - Exclusion] only the measurement method Cosine of weighted average word embedding with pre-trained vectors of Google made a correct prediction (with 0.42). The pair contains different words that are semantically related. This kind of paraphrase is only captured when the word embeddings are used. However, in other cases these methods find a similarity where the titles do not correspond: In the case of the title pair [Class of Business:][Service of Suit] both methods using Google’s
(a) String based methods

(b) Token based methods

Figure 3: Evaluate retrieval on decision of being a template heading

(a) Own Word Embeddings

(b) Google News Word Embeddings

Figure 4: Evaluate retrieval on decision of being a template heading, with Word Embeddings

pre-trained vectors made an incorrect decision. For title pairs like [Inspection of Records Clause][Access to Records] or [Choice of Law][Governing Law and Jurisdiction] the measurement methods with the pre-trained vectors and also the weighted cosine distance calculation made a correct prediction. The calculation of trigrams and word overlap give false negatives here.

The second experiment is described in Section 4.2. Table 4 and Figure 3 and 4 show the results for the methods that were used. Here we evaluated whether an extracted contract title corresponds to a model clause title. We show the threshold value we get for the highest accuracy. Then we calculate the average precision (AP) and the area under the curve (AUC).

6 Conclusion

The vector space model using cosine, stemming and tf.idf weights has achieved an accuracy of 0.98 in the classification task (experiment 1) and 0.91 in the retrieval task (experiment 2) and thus seems best suited to continue our work on contract analysis. The high accuracy of this method can be explained by the use of aggressive stemming, enabling the match of singular and plural forms of a word and by the use of idf weighting, which minimizes the influence of words like \textit{clause}, \textit{condition}, \textit{retro} that are often added or
Table 3: Experiment 1: Classification of title pairs into corresponding vs. non-corresponding ones - max. accuracy

| Method                                      | Max accuracy | (Threshold) |
|---------------------------------------------|--------------|-------------|
| **String based**                            |              |             |
| Trigram cosine                              | 0.96         | (0.33)      |
| Edit distance                               | 0.88         | (0.35)      |
| Weighted edit distance                      | 0.90         | (0.35)      |
| **Token based**                             |              |             |
| Word overlap                                | 0.89         | (0.13)      |
| Word overlap, stemming                      | 0.92         | (0.23)      |
| **Cosine, stemming, tf.idf**                | **0.98**     | (0.18)      |
| Cosine, stemming, tf                        | 0.93         | (0.38)      |
| **Custom Word Embeddings**                  |              |             |
| Cosine of averaged word embedding           | 0.92         | (0.60)      |
| Cosine of weighted average word embedding   | 0.94         | (0.33)      |
| Word Mover’s Distance, tf                   | 0.89         | (0.05)      |
| Word Mover’s Distance, tf.idf               | 0.90         | (0.05)      |
| **Google News Word Embeddings**             |              |             |
| Cosine of averaged word embedding           | 0.92         | (0.68)      |
| Cosine of weighted average word embedding   | 0.96         | (0.33)      |
| Word Mover’s Distance, tf                   | 0.93         | (0.25)      |
| Word Mover’s Distance, tf.idf               | 0.92         | (0.25)      |

Table 4: Results for Retrieval-Evaluation (Experiment 2). Average precision (AP), Area under the curve (AUC)

| Method                                      | AP  | AUC  | Max Accuracy | (Threshold) |
|---------------------------------------------|-----|------|--------------|-------------|
| **String based**                            |     |      |              |             |
| Trigram cosine                              | 0.79| 0.76 | 0.93         | (0.60)      |
| Edit distance                               | 0.73| 0.71 | 0.90         | (0.59)      |
| Weighted edit distance                      | 0.74| 0.73 | 0.91         | (0.64)      |
| **Token based**                             |     |      |              |             |
| Word overlap                                | 0.80| 0.76 | 0.93         | (0.40)      |
| Word overlap, stemming                      | 0.80| 0.76 | 0.93         | (0.40)      |
| Cosine, stemming tf.idf                     | 0.79| 0.76 | 0.91         | (0.60)      |
| Cosine, stemming tf                         | 0.79| 0.76 | 0.92         | (0.61)      |
| **Custom Word Embeddings**                  |     |      |              |             |
| Average word embedding                      | 0.75| 0.75 | 0.90         | (0.80)      |
| Cosine of weighted average word embedding   | 0.74| 0.75 | 0.90         | (0.68)      |
| Word Mover’s Distance, tf                   | 0.70| 0.72 | 0.88         | (0.14)      |
| Word Mover’s Distance, tf.idf               | 0.64| 0.67 | 0.87         | (0.27)      |
| **Google News Word Embeddings**             |     |      |              |             |
| Cosine of averaged word embedding           | 0.73| 0.76 | 0.90         | (0.76)      |
| Cosine of weighted average word embedding   | 0.73| 0.75 | 0.90         | (0.66)      |
| Word Mover’s Distance, tf                   | 0.76| 0.76 | 0.89         | (0.39)      |
| Word Mover’s Distance, tf.idf               | 0.77| 0.75 | 0.90         | (0.43)      |
Table 5: Incorrectly classified title pairs from experiment 1. Cells contain the computed similarity. In case the computed similarity leads to wrong classification (using the optimal threshold as given in the second line of the table), the cell has a red background.

| Title pair | Real | Trigram cosine | Word overlap, stemm. | Cosine, stemm., tf.idf | Google WMD, tf.idf | Google wgt. av. w2v |
|------------|------|----------------|----------------------|-----------------------|------------------|---------------------|
| Inspection of Records Clause | 0.60 | 0.30 | 0.34 | 0.28 | 0.43 |
| Access to Records | + | 0.17 | 0.23 | 0.25 | 0.33 |
| Choice of Law | + | 0.11 | 0.17 | 0.31 | 0.26 | 0.43 |
| Governing Law and Jurisdiction | + | 0.15 | 0.25 | 0.28 | 0.22 | 0.17 |
| NOTICE OF LOSS | + | 0.78 | 0.33 | 0.49 | 0.27 | 0.33 |
| Loss Settlements | + | 0.55 | 0.25 | 0.46 | 0.23 | 0.27 |
| Exclusions: | + | 0.36 | 0.1 | 0.07 | 0.22 | 0.42 |
| Exclusions (general) - Exclusions | + | 0.54 | 0.33 | 0.62 | 0.29 | 0.72 |
| Simultaneous Settlements Clause | + | 0.33 | 0.33 | 0.16 | 0.21 | 0.07 |
| Loss Settlements | + | 0.14 | 0.2 | 0.07 | 0.25 | 0.33 |
| BIOLOGICAL OR CHEMICAL MATERIALS EXCLUSION | + | 0.12 | 0.25 | 0.44 | 0.25 | 0.66 |
| Genetically Modified Organism Exclusion Clause - Exclusion | + | 0.14 | 0.25 | 0.24 | 0.23 | 0.23 |

removed from the standard title. Somewhat surprisingly, the WMD method does not give an equally good result. We attribute this to the fact that the exchange of synonyms rarely occurs in the title pairs. Thus, we also do not expect better results from other approaches using word embeddings.

Summarizing the result, we can conclude that there are no large differences between the different measures. In almost all cases, idf-weighting (using document frequency in headings) improves the results. Also, all methods using word embeddings yielded better results with the pre-trained Google News word embeddings than with the embeddings trained on our contract corpus.

Returning to our analysis of scanned PDF files: we need to find a significant number of model clause titles to find out what type of formatting is used for clause titles. Once we have detected the formatting of clause titles in a contract we can split up the contract into clauses, sub-clauses and so on and compare the full text of each clause with the model clause text. Experiment 2 shows that we can retrieve about half of the model clause titles with a precision of over 0.8 (see Figure [4]). Interestingly, this high precision combined with 50% recall is only reached by the Word Mover’s Distance with tf.idf values.
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