Directional differentiability for supremum-type functionals: statistical applications
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Abstract We show that various functionals related to the supremum of a real function defined on an arbitrary set or a measure space are Hadamard directionally differentiable. We specifically consider the supremum norm, the supremum, the infimum, and the amplitude of a function. The (usually non-linear) derivatives of these maps adopt simple expressions under suitable assumptions on the underlying space. As an application, we improve and extend to the multidimensional case the results in Raghavachari (1973) regarding the limiting distributions of Kolmogorov-Smirnov type statistics under the alternative hypothesis. Similar results are obtained for analogous statistics associated with copulas. We additionally solve an open problem about the Berk-Jones statistic proposed by Jager and Wellner (2004). Finally, the asymptotic distribution of maximum mean discrepancies over Donsker classes of functions is derived.
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1. Introduction

The general framework. The supremum or uniform norm has been systematically used in statistics to quantify the deviation between an observed phenomenon and a theoretical model. A well-known case is the goodness-of-fit problem, where the Kolmogorov distance (i.e., the uniform distance between distribution functions) is one of the main tools to carry out the testing procedures. In this context, the prototypical example is the Kolmogorov-Smirnov test in which the supremum norm of the difference between the empirical distribution function of the sample and the reference distribution function is employed. The sup-norm has also been notably considered in the literature of almost all fields of statistics such as robustness, density estimation, regression and classification, among others. The reason for the extensive use of this distance might rely on different factors: it has a clear and simple interpretation; it takes into account the global behaviour of the functions; and, in general, it is easy to compute.

The aim of this work is to discuss the (directional) differentiability of the supremum norm—as well as various related functionals that commonly appear in statistics—viewed...
as a real functional from the space of bounded functions defined on an arbitrary set or a measure space. We consider the supremum norm, the supremum, the infimum, and the amplitude of a real function. As an application, we use an extended version of the functional Delta method to derive the asymptotic distribution of many statistics that can be expressed in terms of these maps. In this way, we provide a simple and unified approach and the appropriate framework to deal with such type of statistics.

**The problem under study.** Throughout this work, \( \mathfrak{X} \) is a nonempty set and \( \ell^\infty(\mathfrak{X}) \) is the real Banach space of bounded functions \( f : \mathfrak{X} \rightarrow \mathbb{R} \), equipped with the supremum norm, \( \| f \|_\infty := \sup_{x \in \mathfrak{X}} |f(x)| \). If additionally \( (\mathfrak{X}, \mathcal{A}, \mu) \) is a measure space, where \( \mathcal{A} \) is a \( \sigma \)-algebra and \( \mu \) a positive measure, we denote by \( \ell^\infty(\mathfrak{X}, \mathcal{A}, \mu) \) the set of classes of equivalence of measurable and essentially bounded functions \( f : \mathfrak{X} \rightarrow \mathbb{R} \) with the norm \( \| f \|_{\ell^\infty(\mu)} := \operatorname{ess} \sup_{x \in \mathfrak{X}} |f(x)| \), where

\[
\operatorname{ess} \sup_{x \in \mathfrak{X}} := \inf \{ C \in \mathbb{R} : \mu(\{ x \in \mathfrak{X} : f(x) > C \}) = 0 \}.
\]

Important examples of this general setting are \( \mathfrak{X} = \mathbb{R}^d \) or \( \overline{\mathbb{R}}^d \) (\( d \geq 1 \)), with \( \mathbb{R} \equiv [-\infty, +\infty] \) the extended real line, and \( \mathfrak{X} = \mathfrak{X} \), a class of real functions. To avoid unnecessary repetitions, unless specifically mentioned, from now on we will only consider the supremum.

For \( q \in \ell^\infty(\mathfrak{X}) \), the quantity of interest that we want to estimate is \( \phi(q) \), where \( \phi \) is any of the following functionals:

\[
\delta(f) := \| f \|_\infty, \quad \sigma(f) := \sup_{\mathfrak{X}} f, \quad \iota(f) := \inf_{\mathfrak{X}} f, \quad \alpha(f) := \operatorname{amp}_\mathfrak{X} f, \quad f \in \ell^\infty(\mathfrak{X}), \quad (1.1)
\]

with \( \operatorname{amp}_\mathfrak{X} f := \sup_{\mathfrak{X}} f - \inf_{\mathfrak{X}} f \) (the amplitude of the function \( f \)).

We will assume that \( q \) can be estimated by \( \mathbb{Q}_n \), a random element taking values in \( \ell^\infty(\mathfrak{X}) \) a.s. satisfying

\[
r_n(\mathbb{Q}_n - q) \sim \mathbb{Q} \quad \text{in } \ell^\infty(\mathfrak{X}), \quad \text{as } n \rightarrow \infty, \quad (1.2)
\]

where \( r_n \) is a sequence of real numbers such that \( r_n \rightarrow \infty \), \( \mathbb{Q} \) is a tight Borel random variable in \( \ell^\infty(\mathfrak{X}) \), and we use the arrow ‘\( \sim \)’ to denote the weak convergence of probability measures in the sense of Hoffmann-Jørgensen (see van der Vaart and Wellner (1996)). The scaling \( r_n \) usually goes to infinity as the square root of \( n \), but its behaviour could be different in some examples. In van der Vaart and Wellner (1996) the theory of weak convergence is developed for a net of probability spaces, that is, a family of spaces indexed by a directed set. We recall that a directed set \( A \) is a non-empty set with a partial order relation ‘\( \preceq \)’ satisfying that for every \( a, b \in A \), there is \( c \in A \) such that \( a \preceq c \) and \( b \preceq c \). The results obtained in this paper could also be stated in terms of nets. Nevertheless, this generalization is not relevant for the applications considered in this work and it will not be considered in what follows.

For \( \phi \in \{ \delta, \sigma, \iota, \alpha \} \) in (1.1), we are interested in analyzing the asymptotic behaviour of the normalized estimator of \( \phi(q) \), that is, the statistic given by

\[
D_n(\phi) \equiv D_\phi(q, \mathbb{Q}_n, r_n) := r_n(\phi(\mathbb{Q}_n) - \phi(q)). \quad (1.3)
\]
Background. By the continuous mapping theorem, when \( q = 0 \) (the null function), the weak convergence in (1.2) directly implies that \( D_n(\phi) \sim Q(\phi(\mathbb{Q})) \). (Note that in this case ‘\( \sim \)’ is the usual convergence in distribution of random variables.) This situation often corresponds to the case in which \( D_n(\phi) \) is a normalized discrepancy – usually measured in terms of the sup-norm – for testing the null hypothesis \( H_0 : q = 0 \). In this setting, the limiting behavior of \( D_n(\phi) \) if \( q \neq 0 \) provides information regarding the asymptotic power of the underlying testing procedure. The classical result on the asymptotic distribution of the Kolmogorov-Smirnov statistic under the null hypothesis (see, e.g., van der Vaart (1998)) is a well-known example. It is also worth mentioning the usefulness of this approach for testing composite null hypotheses such as \( H_0 : q \leq 0 \). In this case, the limiting behavior of \( D_n(\phi) \) when \( q \neq 0 \) provides information about both asymptotic power (when \( q \not\leq 0 \)) and asymptotic null behavior (when \( q \leq 0 \) and \( q = 0 \)). In Beare and Moon (2015), Seo (2018) and Beare and Shi (2019), the focus is on asymptotic null behavior.

Finding the asymptotic distribution of \( D_n(\phi) \) in (1.3) when \( q \) is not identically zero is a more challenging problem. So far, this problem has been tackled generally for the sup-norm and some particular choices of the function \( q \). To the best of our knowledge, the first remarkable result in this direction was obtained by Raghavachari (1973). This author found the asymptotic distribution of the normalized version of the plug-in estimator of \( \phi(F - G) \) (for \( \phi \in \{ \delta, \sigma, \alpha \} \)) in the one-sample and two-sample cases when \( F \) and \( G \) are continuous univariate distribution functions. The results in Raghavachari (1973) have also been summarized in DasGupta (2008, Chapter 26). Over the years, the ideas in Raghavachari (1973) have been used and replicated by several authors to obtain different results in similar settings. A non-exhaustive list of these references is: Álvarez-Esteban et al. (2012), Álvarez-Esteban et al. (2016), Freitag et al. (2006), Schmoeller (1988), among others. In Genest and Nešlehová (2014), the authors discussed a test of radial symmetry for copulas in which the key element is the estimation of \( \| C - \bar{C} \|_{\infty} \), where \( C \) is a bivariate copula and \( \bar{C} \) is its survival copula. Dette et al. (2018b) used the same technique to find the asymptotic distribution of the estimator of \( \| m_1(\beta_1) - m_2(\beta_2) \|_{\infty} \), where \( m_1(\beta_1) \) and \( m_2(\beta_2) \) are regression functions with parameters \( \beta_1 \) and \( \beta_2 \), respectively. In Dette et al. (2018a, Theorem 6.1) a result in the same spirit as Raghavachari (1973) is obtained for convergence of suprema of non-centered processes indexed by directed sets (see Remark 3.2).

The proposed methodology. In all the previous references the approach used to compute the limiting distributions is based on the direct probabilistic analysis of the considered statistics. For instance, the proofs in Raghavachari (1973) are essentially based on a careful analysis of the behavior of the empirical process in the set of points around which the supremum in \( \| F - G \|_{\infty} \) is attained. However, we explore here an alternative, more general, approach. It is based on the idea that the statistics in (1.3) have indeed the usual form, suitable to apply the functional Delta method. Therefore, in light of (1.3), a direct and intuitive approach to find the asymptotic distribution of \( D_n(\phi) \) could be to analyze the differentiability of the maps in (1.1) and use the functional Delta method. In fact, as it will become evident in this work, looking at the behavior and analytic properties of the underlying functional is much more enlightening than working directly...
with the probability distribution of the statistic.

Though there are many possible ways of defining the concept of differentiability for maps between metric or normed spaces, Hadamard differentiability is perhaps the most convenient in this context as it is appropriate for applying the functional Delta method (see van der Vaart (1998, Section 20)). However, there are many important examples of maps which are not Hadamard differentiable. This is the case of the functionals in (1.1), which are clearly continuous but non-differentiable. Despite not being fully differentiable, we will show that these maps are Hadamard directionally differentiable. This weaker notion of differentiability was introduced by Shapiro (1990). Shapiro (1991) and Dumbgen (1993) (see also Römisch (2004)) independently showed that the Delta method still holds for directional differentiable maps. Recently, this idea has been successfully exploited in the econometric literature; see Beare and Moon (2015), Kaido (2016), Seo (2018), and Beare and Shi (2019). Fang and Santos (2019) illustrate in depth the applicability of the directional differentiability to a wide variety of problems in econometrics. See additionally Beare and Fang (2017) and Sommerfeld and Munk (2018).

Structure and main results. In Section 2 we give the necessary definitions, prove that the maps in (1.1) are Hadamard directional differentiable and determine their derivatives under very general assumptions. In particular, this implies that an extended version of the functional Delta method can be applied for these mappings. As far as the authors know, in the statistical community the Hadamard directional differentiability of the infimum under no additional conditions on the underlying space was first obtained by Römisch (2004, Proposition 1), after a personal communication of P. Lachout in 2004. Fang and Santos (2019, Lemma S.4.9) also obtained an expression for the Hadamard directional derivative of the supremum for continuous functions defined on a compact metric space.

In Section 2, besides reviewing the different notions of differentiability and the Delta method, we also obtain several original results.

(a) Theorem 2.1 in Section 2.2 follows the spirit of Römisch (2004, Proposition 1) though our proof is slightly different and we include the supremum norm (not covered in Römisch (2004)). In the rest of Section 2 we rely on this result to obtain simplified expressions for the derivatives of the mappings in (1.1) when the space \( X \) is endowed with additional structure.

(b) In Section 2.3 we assume that \( X \) is a compact metric space. The main novelty here is that the involved functions are not required to be continuous (and we continue to deal with the supremum norm). Fang and Santos (2019, Lemma S.4.9) is obtained as a particular case.

(c) In Sections 2.4 and 2.5 we consider the case in which \( X \) is a totally bounded metric space and a weakly compact subset of a Banach space, respectively. To the best of our knowledge, the corresponding differentiability results are new in the literature.

(d) In Section 2.6 we analyze in detail the situation in which \( X = \mathbb{R}^d \) and the functions belong to \( D(\mathbb{R}^d) \equiv \) the extension of the Skorohod space in \([0,1]^d\) (introduced in Neuhaus (1971)) to the whole \( \mathbb{R}^d \). The space \( D(\mathbb{R}^d) \) is an important subspace of \( C^\infty(\mathbb{R}_d) \) as it includes the paths of many well-known stochastic processes with
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jumps in their paths such as multivariate empirical processes. Hence, the functions in \( D(\mathbb{R}^d) \) are not necessarily continuous and the expressions of the derivatives of the maps are new.

The versatility of the proposed methodology is illustrated in depth in Sections 3-6, where we derive the asymptotic distribution of various statistics with no additional effort. We base the results on the directional differentiability of the functionals and the weak convergence of the underlying stochastic processes. Hence, this unifying approach allows us to reduce a usually difficult statistical problem to a much simpler analytical question related to the directional differentiability of the corresponding functional. Using these ideas, we obtain the following applications: In Section 3 we extend and give simpler and shorter proofs of the results in Raghavachari (1973) both in the one-sample and two-sample cases. The extension is carried out in different directions. Firstly, no assumption on the involved distribution functions is necessary to derive the asymptotic results. In contrast, in Raghavachari (1973) the continuity of the distribution functions is required. Secondly, the results are obtained in a multidimensional setting. We note that the proofs are very simple (compared with those in Raghavachari (1973)) because they just rely on the analysis of the differentiability of the functionals and the convergence of the associated processes separately. It should be further remarked that those works that have used the results and ideas in Raghavachari (1973) were forced to impose the continuity of the involved functions as an assumption in their statements; see for instance Álvarez-Esteban et al. (2016, Equation (11)), Freitag et al. (2006, Section 2) or Dette et al. (2018b, Assumption 7.4.). The regularity limitation of working with continuous functions is not mathematically aesthetic and it is in fact unnecessary, as we will show in this paper. Moreover, in Section 4 we will extend these results to copulas. Also, in Section 5, we apply this technique to solve an open question by Jager and Wellner (2004) related to the Berk-Jones statistic. Finally, in Section 6 we derive the asymptotic distribution for the plug-in estimators of maximum mean discrepancies with respect to a Donsker class.

The main results of this paper can also be applied to find the asymptotic distribution of the empirical risk over Donsker classes of functions and estimators of kernel distances. These applications are not included in the present paper due to the limited space available and they will be developed in future works.

2. Main results

In this section we introduce the definitions of directional differentiability of maps between Banach spaces, recall an extended version of the Delta method for these mappings, and discuss the analytic properties of the functionals introduced in Section 1 according to the mathematical structure of \( X \).
Directional differentiability and the Delta method

In many situations it is common to face the problem of estimating a transformation, \( \phi(\theta) \), of a (possibly infinite-dimensional) parameter \( \theta \). Typically, \( \theta \) is unknown but can be estimated by means of \( T_n \) and \( \phi \) is a map defined in a metric space. If \( \phi \) is smooth enough in a local neighborhood of \( \theta \)—for instance, differentiable at \( \theta \) in a precise sense—the asymptotic distribution of (the normalized version of) \( \phi(T_n) \) can be determined by expanding \( \phi \) around \( \theta \) and using an invariance principle for \( T_n \) in the underlying metric space. Of course, this is the key idea behind the \textit{(functional) Delta method}, one of the most frequently used methodologies in statistics to compute the limiting distribution of an estimator of a quantity of interest (see van der Vaart and Wellner (1996, Section 3.9)).

This technique is specially fruitful when dealing with the popular plug-in estimators, which, by construction, are functions of the empirical distribution function of the observed sample. In such cases, the powerful theory of weak convergence of empirical processes provides the suitable mathematical machinery to determine the asymptotic behaviour of this kind of estimators (see Giné and Nickl (2016)).

We start with the notion of Gâteaux directional differentiability.

\textbf{Definition 2.1.} Let \( D \) and \( E \) be real Banach spaces with norms \( \| \cdot \|_D \) and \( \| \cdot \|_E \), respectively. A map \( \phi: D \to E \) is said to be \textit{Gâteaux directionally differentiable} at \( \theta \in D \) tangentially to a set \( D_0 \subset D \) if there exists a map \( \phi'(\theta): D_0 \to E \) such that

\[
\left\| \frac{\phi(\theta + t_n h) - \phi(\theta)}{t_n} - \phi'(\theta)(h) \right\|_E \to 0,
\]

for all \( h \in D_0 \) and all sequences \( \{ t_n \} \subset \mathbb{R} \) such that \( t_n \downarrow 0 \).

It is well-known that Gâteaux differentiability is too weak for the Delta method to hold. To solve this problem, the directions along which we approach to \( \phi(\theta) \) in (2.1) have to be allowed to change with \( n \). This naturally leads to the concept of Hadamard directional differentiability. We follow Shapiro (1990) for the next definition.

\textbf{Definition 2.2.} In the context of the previous definition, we say that \( \phi: D \to E \) is Hadamard directionally differentiable at \( \theta \in D \) tangentially to a set \( D_0 \subset D \) if there exists a map \( \phi'_0: D_0 \to E \) such that

\[
\left\| \frac{\phi(\theta + t_n h_n) - \phi(\theta)}{t_n} - \phi'_0(h_n) \right\|_E \to 0,
\]

for all \( h \in D_0 \) and all sequences \( \{ t_n \} \subset \mathbb{R} \) and \( \{ h_n \} \subset D \) such that \( t_n \downarrow 0 \) and \( \| h_n - h \|_D \to 0 \).

Obviously, the Hadamard directional differentiability condition (2.2) is stronger than the Gâteaux notion (2.1). The only difference between the directional and the usual differentiability is that the derivative \( \phi'_0 \) is no longer required to be linear in Definitions 2.1 and 2.2. Nevertheless, if equation (2.2) is satisfied, then \( \phi'_0 \) is continuous and positive homogeneous of degree 1 (see Shapiro (1990, Proposition 3.1)).
**Remark 2.1.** If \( \phi \) is as in Definitions 2.1, and additionally \( \phi \) is locally Lipschitz, i.e., there exists a constant \( C > 0 \) such that \( \| \phi(f) - \phi(g) \|_E \leq C \| f - g \|_D \), for all \( f, g \in D \) in a neighborhood of each point of \( D \), then Hadamard directional differentiability is equivalent to the Gâteaux one (see Shapiro (1990, Proposition 3.5)). This condition is satisfied by \( \delta, \sigma, \alpha : \ell^\infty(\mathcal{X}) \to \mathbb{R} \) defined in (1.1). Hence, to check that the maps considered in Section 1 are Hadamard directionally differentiable at \( f \in \ell^\infty(\mathcal{X}) \) we only need to show Gâteaux directional differentiability.

The important fact about Hadamard directional differentiability is that it is the crucial condition to ensure the validity of the following extended (functional) Delta method.

**Proposition 2.1.** Let \( D \) and \( E \) be Banach spaces and \( \phi : D_\theta \subset D \to E \), where \( D_\theta \) is the domain of \( \phi \). Assume that \( \phi \) is Hadamard directionally differentiable at \( \theta \in D_\theta \) tangentially to a set \( D_0 \subset D \). For some sample spaces \( \Omega_n \), let \( T_n : \Omega_n \to D_\phi \) be maps such that \( r_n(T_n - \theta) \to T \), for some sequence of numbers \( r_n \to \infty \) and a random element \( T \) that takes values in \( D_0 \). Then, \( r_n(\phi(T_n) - \phi(\theta)) \sim \phi'_\theta(T) \). If additionally \( \phi'_\theta \) can be continuously extended to \( D \), then we have that \( r_n(\phi(T_n) - \phi(\theta)) = \phi'_\theta(r_n(T_n - \theta)) + o_P(1) \).

**Remark 2.2.** The detailed proof of Proposition 2.1 can be found in Shapiro (1991, Theorem 2.1) (see also Römisch (2004, Theorem 1) or Fang and Santos (2019, Theorem 2.1)), but it is essentially the same one as for the traditional Delta method; see van der Vaart (1998, Theorem 20.8). The key idea is to apply the extended continuous mapping theorem (van der Vaart and Wellner (1996, Theorem 1.11.1)) to the sequence of functionals defined by \( \phi_n(h) := r_n(\phi(\theta + r_n^{-1}h) - \phi(\theta)) \), \( n \in \mathbb{N} \).

In the present context, let us assume that \( \theta_n \to \theta \) and \( r_n(T_n - \theta_n) \to T \), and we want to determine conditions so that \( r_n(\phi(T_n) - \phi(\theta_n)) \sim \phi'_\theta(T) \). As it is pointed out in van der Vaart and Wellner (1996, p. 375), a stronger form of differentiability is needed to obtain such a “uniform” version of the Delta method.

**Definition 2.3.** In the context of Definition 2.1, we say that \( \phi : D \to E \) is uniformly Hadamard differentiable at \( \theta \in D \) tangentially to a set \( D_0 \subset D \) if there exists a map \( \phi'_\theta : D_0 \to E \) such that

\[
\left\| \frac{\phi(\theta_n + t_n h_n) - \phi(\theta_n)}{t_n} - \phi'_\theta(h) \right\|_E \to 0,
\]

for all \( h \in D_0 \) and all sequences \( \{t_n\} \subset \mathbb{R} \), \( \{\theta_n\} \subset D \) such that \( t_n \downarrow 0 \), \( \|\theta_n - \theta\|_D \to 0 \), and \( \|h_n - h\|_D \to 0 \).

If \( \phi \) is uniformly Hadamard differentiable at \( \theta \), \( \theta_n \to \theta \) and \( r_n(T_n - \theta_n) \sim T \), we still have that \( r_n(\phi(T_n) - \phi(\theta_n)) \sim \phi'_\theta(T) \); see van der Vaart and Wellner (1996, Theorem 3.9.5).
2.2. A general result on Hadamard directional differentiability

In the next theorem we show that the maps introduced in Section 1 are directionally differentiable at every function of $\ell^\infty(\mathcal{X})$, where $\mathcal{X}$ is an arbitrary space. In the sequel $\text{sgn}(\cdot)$ denotes the sign function.

**Theorem 2.1.** The maps $\delta, \sigma, \iota$ and $\alpha$ in (1.1) are Hadamard directionally differentiable at every $f \in \ell^\infty(\mathcal{X}) \setminus \{0\}$. For $g \in \ell^\infty(\mathcal{X})$, their derivatives are respectively given by

\[
\begin{align*}
\delta'_{\mu}(g) &= \lim_{\epsilon \downarrow 0} \sup_{A_{\mu}(f)} (g \cdot \text{sgn}(f)), \\
\sigma'_{\mu}(g) &= \lim_{\epsilon \downarrow 0} \sup_{A_{\mu}(f)} g, \\
\iota'_{\mu}(g) &= \lim_{\epsilon \downarrow 0} \inf_{B_{\epsilon}(f)} g, \\
\alpha'_{\mu}(g) &= \lim_{\epsilon \downarrow 0} \left( \sup_{A_{\mu}(f)} g - \inf_{B_{\epsilon}(f)} g \right),
\end{align*}
\]

(2.3)

where, for $\epsilon > 0$ and $h \in \ell^\infty(\mathcal{X})$, $A_{\epsilon}(h)$ and $B_{\epsilon}(h)$ are the superlevel and sublevel sets of $h$ defined by

\[
A_{\epsilon}(h) := \left\{ x \in \mathcal{X} : h(x) \geq \sup_{\mathcal{X}} h - \epsilon \right\} \quad \text{and} \quad B_{\epsilon}(h) := \left\{ x \in \mathcal{X} : h(x) \leq \inf_{\mathcal{X}} h + \epsilon \right\}.
\]

Moreover, if $(\mathcal{X}, \mathcal{A}, \mu)$ is a measure space, the result still holds if we substitute the suprema (respectively infima) by essential suprema (respectively infima) with respect to $\mu$.

**Proof.** We first start with $\sigma$ as the conclusion for the rest of the maps can be derived from this case. Let us fix $f \in \ell^\infty(\mathcal{X}) \setminus \{0\}$. For $n \in \mathbb{N}$ and each sequence of real numbers $\{s_n\}$ such that $s_n \uparrow \infty$, we consider $\sigma_n(f) : \ell^\infty(\mathcal{X}) \rightarrow \mathbb{R}$ defined by

\[
\sigma_n(f, g) := \sup_{\mathcal{X}} (s_n f + g) - s_n \sup_{\mathcal{X}} f, \quad g \in \ell^\infty(\mathcal{X}).
\]

(2.4)

From Remarks 2.1 and 2.2, it suffices to show that $\sigma_n(f, g) \rightarrow \sigma'_\mu(g)$, as $n \rightarrow \infty$, with $\sigma'_\mu(g)$ defined in (2.3). For $\epsilon > 0$ and $x \notin A_{\epsilon}(f)$, we have that

\[
s_n f(x) + g(x) - s_n \sup_{\mathcal{X}} f \leq \sup_{\mathcal{X}} g - s_n \epsilon.
\]

Hence, for all $\epsilon > 0$, we obtain that

\[
\limsup_{n \rightarrow \infty} \sigma_n(f, g) = \limsup_{n \rightarrow \infty} \left( \sup_{A_{\epsilon}(f)} (s_n f + g) - s_n \sup_{\mathcal{X}} f \right)
\]

\[
\leq \sup_{A_{\epsilon}(f)} g.
\]

(2.5)

Conversely, let us define

\[
h(\epsilon) := \sup_{A_{\epsilon}(f)} g, \quad \epsilon > 0.
\]

(2.6)
Observe that \( h \) is non-decreasing and thus the limit as \( \epsilon \) decreases to 0 exists and, by definition, coincides with \( \sigma'_f(g) \). For each \( m \in \mathbb{N} \), there exists \( x_m \in A_{1/m}(f) \) satisfying
\[
g(x_m) \geq h(1/m) - 1/m \quad \text{and} \quad f(x_m) \geq \sup_{x} f - 1/m. \tag{2.7}
\]
From (2.7), for each \( s_n \), we have that
\[
h(1/m) \leq g(x_m) + 1/m = s_n f(x_m) + g(x_m) - s_n f(x_m) + 1/m \leq \sigma_n(f, g) + (s_n + 1)/m. \tag{2.8}
\]
Now (2.8) implies that, for all \( n \in \mathbb{N} \),
\[
\lim_{n \to \infty} \sup_{\epsilon \downarrow 0} g = \lim_{m \to \infty} h(1/m) \leq \sigma_n(f, g). \tag{2.9}
\]
The proof corresponding to \( \sigma \) follows from (2.5) and (2.9).

Now, we consider the map \( \delta \) in (1.1). Assume that \( f \in \ell^\infty(X) \) with \( \|f\|_\infty > 0 \). For \( g \in \ell^\infty(X) \), we have to show that \( \delta_n(f, g) \to \delta'_f(g) \), as \( n \to \infty \), where \( \delta_n(f, g) := \|s_n f + g\|_\infty - s_n \|f\|_\infty \) and \( s_n \uparrow \infty \). First, for \( \epsilon < \|f\|_\infty/2 \) and \( s_n > 2\|g\|_\infty/\|f\|_\infty \), it is readily checked that \( s_n |f| + \text{sgn}(f) \cdot g \geq 0 \) globally on \( A_{1/\|f\|}(f) \). We hence conclude that
\[
\lim_{n \to \infty} \delta_n(f, g) = \lim_{n \to \infty} \sigma_n(|f|, g \cdot \text{sgn}(f)) = \sigma'_f(g \cdot \text{sgn}(f)) = \delta'_f(g).
\]
The proof for \( \epsilon \) and \( \alpha \) follows from the duality between supremum and infimum. Finally, the case in which \( X \) is a measure space can be treated in a similar way so it is therefore omitted.

As pointed out in the introduction, Römisch (2004, Proposition 1) provides the same result as Theorem 2.1 for the infimum. Obviously, the derivatives of the supremum and amplitude of a function can be derived from the infimum by duality. The additional contribution of Theorem 2.1 is the differentiability of the supremum norm operator, \( \delta \). Also, the proof we have included here is slightly different to the one in Römisch (2004). The expressions in (2.3) will be used throughout Sections 2.3-2.6 to obtain simplified expressions of the derivatives.

Theorem 2.1 ensures that the functionals in (1.1) are Hadamard directionally differentiable. Nevertheless, in general these maps are not in uniformly Hadamard differentiable (see Definition 2.3) as the following example shows.

**Example 2.1.** Let \( X \) be the interval \([0, 1]\) in \( \mathbb{R} \) and we consider the function \( f \equiv 1 \). For \( x \in [0, 1] \) and \( n \in \mathbb{N} \), let \( f_n(x) := 1 + x/n \), \( g(x) := 1 - x \), and \( s_n = n \). We have that \( f_n \to f \) in \( \ell^\infty(X) \) and it is easy to check that \( \sigma_n(f_n, g) = 0 \), where \( \sigma_n \) is given in (2.4). However, \( \sigma'_f(g) = \sup_{[0, 1]} g = 1 \). We conclude that \( \sigma \) is not uniformly Hadamard differentiable, and therefore neither are the rest of the maps in (1.1).
Following the same ideas as in the proof of Theorem 2.1, the following partial result can be proved.

**Corollary 2.1.** Let \( \delta, \sigma, \iota \) and \( \alpha \) be as in (1.1). For each \( f, g \in \ell^\infty(\mathcal{X}) \) and all sequences \( \{t_n\} \subset \mathbb{R}, \{f_n\}, \{g_n\} \subset \ell^\infty(\mathcal{X}) \) such that \( t_n \downarrow 0 \), \( f_n \to f \) and \( g_n \to g \) in \( \ell^\infty(\mathcal{X}) \), we have that

\[
\limsup_{n \to \infty} \frac{\delta(f_n + t_n g_n) - \delta(f_n)}{t_n} \leq \delta'_f (g), \quad \limsup_{n \to \infty} \frac{\sigma(f_n + t_n g_n) - \sigma(f_n)}{t_n} \leq \sigma'_f (g),
\]

\[
\liminf_{n \to \infty} \frac{\iota(f_n + t_n g_n) - \iota(f_n)}{t_n} \geq \iota'_f (g), \quad \limsup_{n \to \infty} \frac{\alpha(f_n + t_n g_n) - \alpha(f_n)}{t_n} \leq \alpha'_f (g),
\]

where \( \delta'_f, \sigma'_f, \iota'_f \) and \( \alpha'_f \) are given in (2.3).

In general, the reverse inequalities in (2.10) fail to hold because it is not possible to control the term \( (\phi(f_n) - \phi(f))/t_n \) \( \phi \in \{ \delta, \sigma, \iota, \alpha \} \), for all sequences \( \{t_n\} \subset \mathbb{R} \) and \( \{f_n\} \subset \ell^\infty(\mathcal{X}) \) such that \( t_n \downarrow 0 \) and \( f_n \to f \).

### 2.3. Compact metric spaces

In some occasions the limit in \( \epsilon \) of the derivatives in (2.3) can be removed. For example, if \( \mathcal{X} \) is a compact metric space, the derivatives can be characterized by means of convergent sequences in \( \mathcal{X} \) as the following corollary shows.

**Corollary 2.2.** In the context of Theorem 2.1, let us further assume that \( (\mathcal{X}, d) \) is a compact metric space. The derivatives in (2.3) can be expressed as

\[
\delta'_f (g) = \sup_{A_0([f]_d)} \frac{f \cdot \text{sgn}(f)}{|f|_d}, \quad \sigma'_f (g) = \sup_{A_0(f)} g^*_f,
\]

\[
\iota'_f (g) = \inf_{B_0(f)} g^*_f, \quad \alpha'_f (g) = \sup_{A_0(f)} g^*_f - \inf_{B_0(f)} g^*_f,
\]

where for \( h, l \in \ell^\infty(\mathcal{X}) \),

\[
A_0(h) := \left\{ x \in \mathcal{X} : \text{there exists } \{x_n\} \subset \mathcal{X} \text{ with } x_n \to x \text{ and } h(x_n) \to \sup_x h \right\},
\]

\[
B_0(h) := \left\{ x \in \mathcal{X} : \text{there exists } \{x_n\} \subset \mathcal{X} \text{ with } x_n \to x \text{ and } h(x_n) \to \inf_x h \right\},
\]

\[
h^*_x (x) := \sup \left\{ \limsup_{n \to \infty} h(x_n) : x_n \to x \text{ and } l(x_n) \to \limsup_{x} l \right\}, \quad x \in A_0(l),
\]

\[
h^*_x (x) := \inf \left\{ \liminf_{n \to \infty} h(x_n) : x_n \to x \text{ and } l(x_n) \to \liminf_{x} l \right\}, \quad x \in B_0(l).
\]

**Proof.** We only give a detailed proof for \( \sigma \) because the rest of the cases are analogous. We consider the sequence \( \{x_n\} \) satisfying (2.7) obtained in Theorem 2.1. As \( (\mathcal{X}, d) \) is...
compact, we can extract a convergent subsequence $x_{m_k} \to x$ in $\mathcal{X}$, as $k \to \infty$. From (2.7), we have that $x \in A_0(f)$ and, recalling (2.6), from Theorem 2.1, we obtain that
\[
\sigma'_f(g) = \lim_{k \to \infty} h(1/m_k) \leq \limsup_{k \to \infty} g(x_{m_k}) \leq g^*_f(x) \leq \sup_{A_0(f)} g^*_f. \tag{2.14}
\]

In the other direction, let $x \in A_0(f)$ and $\{x_n\} \subset \mathcal{X}$ such that $x_n \to x$ and $f(x_n) \to \sup_x f$. For each $\epsilon > 0$, we have that $x_n \in A_\epsilon(f)$, for $n$ large enough. We therefore conclude that
\[
\limsup_{n \to \infty} g(x_n) \leq \sup_{A_\epsilon(f)} g, \quad \text{for all } \epsilon > 0. \tag{2.15}
\]
The conclusion follows from (2.14), (2.15) and Theorem 2.1.

**Remark 2.3.** From the proof of Corollary 2.2 we see that the result is still valid for sequentially compact topological spaces. As this extension is not important for the applications in this work we will omit this framework in the following.

In the following, if $(\mathcal{X}, d)$ is a metric space we denote by $C(\mathcal{X}, d)$ the subset of continuous functions in $\ell^\infty(\mathcal{X})$. We observe that if $g \in C(\mathcal{X}, d)$, then $g^*_f(x) = g(x)$ ($x \in A_0(f)$) and $g^*_f(x) = g(x)$ ($x \in B_0(f)$), where $g^*_f$ and $g^*_f$ are defined as in (2.13). If we further assume that $f \in C(\mathcal{X}, d)$, we have that $A_0(|f|) = M^+(|f|)$, $A_0(f) = M^+(f)$ and $B_0(f) = M^-(f)$, where for $h \in \ell^\infty(\mathcal{X})$,
\[
M^+(h) := \{x \in \mathcal{X} : h(x) = \sup_{\mathcal{X}} h\} \quad \text{and} \quad M^-(h) := \{x \in \mathcal{X} : h(x) = \inf_{\mathcal{X}} h\}. \tag{2.16}
\]
This observation yields the following corollary.

**Corollary 2.3.** Let $(\mathcal{X}, d)$ be a compact metric space and let $\delta$, $\sigma$, $\iota$ and $\alpha$ be the maps defined in (1.1). The maps $\sigma$, $\iota$ and $\alpha$ are Hadamard directionally differentiable at any $f \in \ell^\infty(\mathcal{X})$ tangentially to the set $C(\mathcal{X}, d)$ with derivatives, for $g \in C(\mathcal{X}, d)$,
\[
\sigma'_f(g) = \sup_{A_0(f)} g, \quad \iota'_f(g) = \inf_{B_0(f)} g \quad \text{and} \quad \alpha'_f(g) = \sup_{A_0(f)} g - \inf_{B_0(f)} g. \tag{2.17}
\]
If additionally $f \in C(\mathcal{X}, d) \setminus \{0\}$, we have that
\[
\delta'_f(g) = \sup_{M^+(f)} (g \cdot \text{sgn}(f)), \quad \sigma'_f(g) = \sup_{M^+(f)} g, \quad \iota'_f(g) = \inf_{M^-(f)} g, \quad \alpha'_f(g) = \sup_{M^+(f)} g - \inf_{M^-(f)} g. \tag{2.18}
\]
where $M^+(\cdot)$ and $M^-(\cdot)$ are defined in (2.16).

The expression of the derivative $\sigma'_f$ in (2.18) for continuous functions defined on a compact metric space has been previously obtained in Fang and Santos (2019, Lemma
S.4.9). Observe that equalities in (2.17) are valid even when the function $f$ is not continuous (as in the more general Corollary 2.2). Note also that $M^+(f)$ (respectively, $M^-(f)$) in (2.16) is the set of extremal points corresponding to the sup-norm (respectively, the supremum and infimum) of $f$.

Another interesting question is to find conditions under which the derivatives of the maps are linear, i.e., the cases in which the mappings are fully Hadamard differentiable. This kind of results can be traced back to Banach (1936) (see also Leonard and Taylor (1983), Leonard and Taylor (1985), and the references therein). In these works the supremum norm differentiability was investigated from the point of view of functional analysis within the space $C(X,d)$, with $(X,d)$ a compact metric space. The following result, a direct consequence of Corollary 2.3, provides general outcomes in a different context. We denote by $\text{Card}(A)$ the cardinality of the set $A$.

**Corollary 2.4.** Assume that $(X,d)$ is a compact metric space and let $f \in \ell^\infty(X) \setminus \{0\}$. Let $A_0(\cdot)$ and $B_0(\cdot)$ be the sets in (2.12). For the maps defined in (1.1) we have that:

(a) The map $\delta$ is (fully) Hadamard differentiable at $f$ tangentially to the set $C(X,d)$ if and only if $\text{Card}(A_0(\{f\})) = 1$ and $(\limsup_{n \to \infty} \text{sgn}(f(x_n))) : x_n \to x$ and $|f(x_n)| \to \|f\|_{\infty} = \{c\}$. In such a case, $\delta'_f(g) = cg(x^*)$, where $A_0(\{f\}) = \{x^*\}$.

(b) The map $\sigma$ is (fully) Hadamard differentiable at $f$ tangentially to the set $C(X,d)$ if and only if $\text{Card}(A_0(f)) = 1$. In such a case, $\sigma'_f(g) = g(x^*)$, where $A_0(f) = \{x^*\}$.

(c) The map $\iota$ is (fully) Hadamard differentiable at $f$ tangentially to the set $C(X,d)$ if and only if $\text{Card}(B_0(f)) = 1$. In such a case, $\iota'_f(g) = g(x^-)$, where $B_0(f) = \{x^-\}$.

(d) The map $\alpha$ is (fully) Hadamard differentiable at $f$ tangentially to the set $C(X,d)$ if and only if $\text{Card}(A_0(f)) = \text{Card}(B_0(f)) = 1$. In such a case, $\alpha'_f(g) = g(x^*) - g(x^-)$, where $A_0(f) = \{x^*\}$ and $B_0(f) = \{x^-\}$.

Note that when $f \in C(X,d)$, we have that $A_0(\{f\}) = M^+(\{f\})$ in (2.16) and the condition $\text{Card}(A_0(\{f\})) = 1$ means that $f$ is a peaking function, that is, there exists $x^* \in X$ such that $|f(x^*)| = \|f\|_\infty$ and $|f(x^*)| > |f(x)|$, for all $x \in X$ with $x \neq x^*$.

From a statistical point of view, identifying the cases in which the maps are Hadamard differentiable has two important consequences when the limit in (1.2) is Gaussian: firstly, as the linear derivatives are (essentially) the evaluation at an appropriate point, by the extended Delta method (see Proposition 2.1), the asymptotic distribution of the statistic in (1.3) is normal; secondly, the standard bootstrap for (1.3) is consistent if and only if the underlying map $\phi$ is fully Hadamard differentiable (see Fang and Santos (2019, Theorem 3.1)).

### 2.4. Totally bounded metric spaces

If $Q$ is a tight Borel measurable map into $\ell^\infty(X)$ as in (1.2), then there is a pseudo-metric on $X$ such that the sample paths of $Q$ are uniformly continuous and $X$ is totally bounded (see van der Vaart and Wellner (1996, Lemma 1.5.9)). For statistical applications it is
therefore important to determine conditions under which the derivatives in (2.3) have similar expressions as those in Corollary 2.3 when the underlying space is totally bounded.

We recall that if \((\mathcal{X}, d)\) is a totally bounded metric space, \((\bar{\mathcal{X}}, d)\) is a compact metric space, where \(\bar{\mathcal{X}}\) is the completion of \(\mathcal{X}\) with respect to \(d\). Further, the space \(C_u(\mathcal{X}, d)\) of bounded and uniformly continuous functions \(f : \mathcal{X} \to \mathbb{R}\) is isometric to \(C(\bar{\mathcal{X}}, d)\). Each \(f \in C_u(\mathcal{X}, d)\) has a unique extension to a function \(\bar{f} \in C(\bar{\mathcal{X}}, d)\). For \(x \in \mathcal{X} \setminus \bar{\mathcal{X}}\), this extension is defined by \(\bar{f}(x) = \lim_{n \to \infty} f(x_n)\), with \(\{x_n\} \subset \mathcal{X}\) such that \(x_n \to x\) (in fact, Cauchy-continuity is enough to check that \(\bar{f}\) is well-defined, but uniform continuity suffices for our purposes).

In this setting, it is straightforward to check that Corollary 2.2 still holds if we substitute the sets \(A_0(\cdot)\) and \(B_0(\cdot)\) by

\[
\begin{align*}
\bar{A}_0(h) := & \left\{ x \in \bar{\mathcal{X}} : \text{there exists } \{x_n\} \subset \mathcal{X} \text{ with } x_n \to x \text{ and } h(x_n) \to \sup_x \bar{h} \right\}, \\
\bar{B}_0(h) := & \left\{ x \in \bar{\mathcal{X}} : \text{there exists } \{x_n\} \subset \mathcal{X} \text{ with } x_n \to x \text{ and } h(x_n) \to \inf_x \bar{h} \right\},
\end{align*}
\]

(2.19)

for \(h \in \ell^\infty(\mathcal{X})\). In particular, the following corollary, important for statistical applications in which \(\mathcal{X}\) is a class of functions (see Section 6), holds.

**Corollary 2.5.** Let \((\mathcal{X}, d)\) be a totally bounded metric space and let \(\delta, \sigma, \iota\) and \(\alpha\) be the maps defined in (1.1).

(a) The maps \(\sigma, \iota\) and \(\alpha\) are Hadamard directionally differentiable at \(f \in \ell^\infty(\mathcal{X})\) tangentially to the set \(C_u(\mathcal{X}, d)\) with derivatives, for \(g \in C_u(\mathcal{X}, d)\),

\[
\sigma'_f(g) = \sup_{\bar{A}_0(f)} \bar{g}, \quad \iota'_f(g) = \inf_{\bar{B}_0(f)} \bar{g} \quad \text{and} \quad \alpha'_f(g) = \sup_{\bar{A}_0(f)} \bar{g} - \inf_{\bar{B}_0(f)} \bar{g},
\]

where \(\bar{A}_0(\cdot)\) and \(\bar{B}_0(\cdot)\) are defined in (2.19).

(b) If additionally \(f \in C_u(\mathcal{X}, d) \setminus \{0\}\), we have that

\[
\delta'_f(g) = \sup_{\bar{M}^+(f)} (\bar{g} \cdot \text{sgn}(\bar{f})), \quad \sigma'_f(g) = \sup_{\bar{M}^+(f)} \bar{g}, \quad \iota'_f(g) = \inf_{\bar{M}^-(f)} \bar{g}, \quad \alpha'_f(g) = \sup_{\bar{M}^+(f)} \bar{g} - \inf_{\bar{M}^-(f)} \bar{g},
\]

where for \(h \in C_u(\mathcal{X}, d)\),

\[
\bar{M}^+(h) := \left\{ x \in \bar{\mathcal{X}} : \bar{h}(x) = \sup_x \bar{h} \right\} \quad \text{and} \quad \bar{M}^-(h) := \left\{ x \in \bar{\mathcal{X}} : \bar{h}(x) = \inf_x \bar{h} \right\}.
\]

**Remark 2.4.** Corollary 2.4 still holds if \((\mathcal{X}, d)\) is a totally bounded metric space and we replace \(C(\mathcal{X}, d), A_0(\cdot)\) and \(B_0(\cdot)\) with \(C_u(\mathcal{X}, d), \bar{A}_0(\cdot)\) and \(\bar{B}_0(\cdot)\) (defined in (2.19)), respectively.

### 2.5. Weakly compact sets

The compacteness assumption on \(\mathcal{X}\) in Corollaries 2.2 and 2.3 could be too demanding in some infinite-dimensional settings. A simple inspection of the proof of Corollary 2.2
shows that a similar result can be stated when $\mathcal{X}$ is a weakly compact subset of a Banach space by using Eberlein–Smulian theorem (see Conway (2013, p. 163)). In such a case, Corollary 2.2 still holds by substituting the sets $A_0(h)$ and $B_0(h)$ in (2.12) and the quantities $h_f^*(x)$ and $h_f^*(x)$ in (2.13) respectively by

$$A_0^w(h) := \left\{ x \in \mathcal{X} : \text{there exists } \{x_n\} \in \mathcal{X} \text{ with } x_n \to x \text{ and } h(x_n) \to \sup_{\mathcal{X}} h \right\},$$

$$B_0^w(h) := \left\{ x \in \mathcal{X} : \text{there exists } \{x_n\} \in \mathcal{X} \text{ with } x_n \to x \text{ and } h(x_n) \to \inf_{\mathcal{X}} h \right\},$$

and

$$h_f^{*,w}(x) := \sup \left\{ \limsup_{n \to \infty} h(x_n) : x_n \to x \text{ and } f(x_n) \to \sup_{\mathcal{X}} f \right\}, \quad x \in A_0^w(f),$$

$$h_f^{*,w}(x) := \inf \left\{ \liminf_{n \to \infty} h(x_n) : x_n \to x \text{ and } f(x_n) \to \inf_{\mathcal{X}} f \right\}, \quad x \in B_0^w(f),$$

where $x_n \to x$ stands for the weak convergence in the corresponding space. We recall that if $\{x_n\} \subset B$ with $B$ a Banach space, $x_n \to x$ means that $\varphi(x_n) \to \varphi(x)$ for all $\varphi \in B^*$, the topological dual space of $B$ formed by linear and continuous functionals from $B$ to $\mathbb{R}$. If $B = \mathcal{H}$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle$, the weak convergence amounts to $\langle x_n, y \rangle \to \langle x, y \rangle$, for all $y \in \mathcal{H}$.

In this context, we have analogous results as Corollaries 2.3 and 2.5 by changing the set of tangency points.

**Definition 2.4.** If $\mathcal{X}$ is a subset of a vector space, a function $g : \mathcal{X} \to \mathbb{R}$ is said to be prelinear on $\mathcal{X}$ if $\sum_{i=1}^{r} \lambda_i g(x_i) = 0$ whenever $\sum_{i=1}^{r} \lambda_i x_i = 0$, for $r < \infty$, $\lambda_i \in \mathbb{R}$ and $x_i \in \mathcal{X}$ ($i = 1, \ldots, r$).

Every prelinear function $g$ defined on $\mathcal{X}$ admits a unique extension to a linear function on $\text{span}(\mathcal{X})$, the linear span of $\mathcal{X}$ (see Dudley (1999, Lemma 2.30, p. 88)). This extension is given by

$$\tilde{g} \left( \sum_{i=1}^{r} \lambda_i x_i \right) = \sum_{i=1}^{r} \lambda_i g(x_i), \quad \text{with } x_i \in \mathcal{X} \text{ and } \lambda_i \in \mathbb{R} \quad (i = 1, \ldots, r).$$

In the following, if $(\mathcal{X}, d)$ is a metric space contained in a vector space, we denote by $\mathcal{C}_{pl}(\mathcal{X}, d)$ the subset of $\mathcal{C}(\mathcal{X}, d)$ formed by prelinear functions on $\mathcal{X}$. Further, if $\mathcal{B}$ is a Banach space with norm $\| \cdot \|$, $d_\mathcal{B}$ stands for the metric on $\mathcal{B}$, i.e., $d_\mathcal{B}(x, y) = \| x - y \|$ ($x, y \in \mathcal{B}$).

**Corollary 2.6.** Let $\mathcal{B}$ be a Banach space and let $\delta$, $\sigma$, $\iota$ and $\alpha$ be the maps in (1.1). Let us assume that the set $\mathcal{X} \subset \mathcal{B}$ satisfies the following two conditions:

(i) $\mathcal{X}$ is a weakly compact subset of $\mathcal{B}$.

(ii) For each $g \in \mathcal{C}_{pl}(\mathcal{X}, d_\mathcal{B})$, its linear extension $\tilde{g}$ in (2.23) is continuous on $\text{span}(\mathcal{X})$. 


Then, the maps $\sigma$, $\iota$ and $\alpha$ are Hadamard directionally differentiable at $f \in \ell^\infty(\mathfrak{X})$ tangentially to $\mathcal{C}_{pl}(\mathfrak{X},d_B)$ with derivatives, for $g \in \mathcal{C}_{pl}(\mathfrak{X},d_B)$,

$$
\sigma'_f(g) = \sup_{A^w_0(f)} g, \quad \iota'_f(g) = \inf_{B^w_0(f)} g \quad \text{and} \quad \alpha'_f(g) = \sup_{A^w_0(f)} g - \inf_{B^w_0(f)} g,$$

where $A^w_0(\cdot)$ and $B^w_0(\cdot)$ are defined in (2.21).

If additionally $f \in \mathcal{C}_{pl}(\mathfrak{X},d_B) \setminus \{0\}$, then the derivatives of $\delta$, $\sigma$, $\iota$ and $\alpha$ are as in (2.18).

**Proof.** As in the previous proofs, we only discuss the map $\sigma$. Let us assume $x \in A^w_0(f)$ (defined in (2.21)) and $g \in \mathcal{C}_{pl}(\mathfrak{X},d_B)$. We consider a sequence $\{x_n\} \subset \mathfrak{X}$ such that $x_n \rightharpoonup x$ and $f(x_n) \rightharpoonup \sup_{\mathfrak{X}} f$ (the existence of such a sequence is guaranteed by condition (i) and (2.7)). Condition (ii) and Hahn-Banach theorem imply that there exists a linear and continuous map, say $\tilde{g}$, defined on $\mathfrak{B}$ such that $\tilde{g} = \tilde{g}$ on span$(\mathfrak{X})$, and hence $\tilde{g} = g$ on $\mathfrak{X}$. As $\tilde{g} \in B^w$ and $x_n \rightharpoonup x$, we conclude that $\lim_{n \to \infty} g(x_n) = g(x)$. This shows that $g^*_w(x) = g(x)$, with $g^*_w$ defined as in (2.22), and the conclusion follows from the observation at the beginning of this section.

Finally, if $f \in \mathcal{C}_{pl}(\mathfrak{X},d_B)$, the same argument used before shows that $A^w_0(f) = M^*(f)$, where the set $M^*(\cdot)$ is defined in (2.16). \[\square\]

We observe that hypothesis (i) in the previous corollary is essential to extract a weakly convergent subsequence in $\mathfrak{X}$. We also observe that condition (ii) cannot be dropped as, in general, the linear extension $\tilde{g}$ of a function $g \in \mathcal{C}_{pl}(\mathfrak{X},d_B)$ is not necessarily continuous in span$(\mathfrak{X})$ as the following example shows: Let $\mathfrak{B}$ be an infinite-dimensional Banach space with norm $\| \cdot \|$. We consider $\mathfrak{X} = \{x_n\}_n \subset \mathfrak{B}$, where $x_0 = 0$ and $\{x_n\}_{n \in \mathbb{N}}$ is a linearly independent subset of $\mathfrak{B}$ such that $\|x_n\| = 1/n$ ($n \in \mathbb{N}$). It is easy to check that the function defined by $g(0) = 0$ and $g(x_n) = 1/\sqrt{n}$ ($n \in \mathbb{N}$) belongs to $\mathcal{C}_{pl}(\mathfrak{X},d_B)$, but its linear extension $\tilde{g}$ is not continuous because it is not bounded on the unit sphere since $\tilde{g}(x_n/\|x_n\|) = \sqrt{n}$ ($n \in \mathbb{N}$).

The following proposition provides easy to check conditions guaranteeing that Corollary 2.6 (ii) is fulfilled.

**Proposition 2.2.** Let $\mathfrak{B}$ be a Banach space with norm $\| \cdot \|$ and $\mathfrak{X} \subset \mathfrak{B}$. Let us assume that one of the following two conditions is satisfied:

(a) There exists $x \in \mathfrak{X}$ and $\delta > 0$ such that $B(x,\delta) := \{ y \in \mathfrak{B} : \| y - x \| \leq \delta \} \subset \mathfrak{X}$.

(b) $\mathfrak{B}$ is a Hilbert space and there exists $\{x_i\}_{i \in I} \subset \mathfrak{X}$, where $I$ is an arbitrary index set such that $\text{span}(\mathfrak{X}) = \text{span}(\{x_i\}_{i \in I})$, $\{x_i\}_{i \in I}$ are pairwise orthogonal and $c := \inf_{i \in I} \| x_i \| > 0$.

Then, for each $g \in \mathcal{C}_{pl}(\mathfrak{X},d_B)$, its linear extension $\tilde{g}$ in (2.23) is continuous on $\text{span}(\mathfrak{X})$.

**Proof.** Let us assume that (a) holds. As $g \in \mathcal{C}(\mathfrak{X},d_B)$, the condition $B(x,\delta) \subset \mathfrak{X}$ ensures that $\tilde{g}$ in (2.23) is continuous at $x$, and, by linearity, continuous on span$(\mathfrak{X})$. 


Assume now that (b) is satisfied. For $x \in \text{span}(\mathcal{X})$, we can write $x = \sum_{i=1}^{r} \lambda_i x_i$, with $\lambda_i \in \mathbb{R}$ ($i = 1, \ldots, r$). Taking into account that $\|x\| = \sum_{i=1}^{r} |\lambda_i| \|x_i\| \geq c \sum_{i=1}^{r} |\lambda_i|$, we finally obtain that

$$|\hat{g}(x)| \leq \|g\|_{\infty} \sum_{i=1}^{r} |\lambda_i| \leq \|g\|_{\infty} \|x\|/c.$$ 

The previous inequalities show that $\hat{g}$ is continuous on $\text{span}(\mathcal{X})$ and the proof is complete.

Closed bounded convex subsets of a reflexive Banach space are weakly compact (see Brezis (2010, Corollary 3.22)). Therefore, the hypotheses of Corollary 2.6 are general enough to include many infinite-dimensional sets. Thanks to Proposition 2.2, an important example covered by Corollary 2.6 is when $\mathcal{X}$ is the closed unit ball of a reflexive Banach space, and, in particular, the closed unit ball of a Hilbert space. On the other hand, working with prelinear functions could seem to be too restrictive. However, we point out that if $P$ is a probability measure and a set $\mathcal{X}$ is $P$-pre-Gaussian (Giné and Nickl (2016, Definition 3.7.26, p. 251)), there is a version of the $P$-bridge whose sample paths are prelinear (see Giné and Nickl (2016, Theorem 3.7.28, p. 252)). Such a version is usually called suitable.

**Remark 2.5.** Corollary 2.4 still holds with the obvious modifications if $\mathcal{X}$ is in the conditions of Corollary 2.6. It is enough to replace convergence with weak convergence and $C(\mathcal{X}, d)$, $A_0(\cdot)$ and $B_0(\cdot)$ with $C_{pl}(\mathcal{X}, dB)$, $A_{0w}(\cdot)$ and $B_{0w}(\cdot)$, respectively.

### 2.6. The case $\mathcal{X} = \bar{\mathbb{R}}^d$ and the Skorohod space $\mathcal{D}(\bar{\mathbb{R}}^d)$

Throughout this section $\mathcal{X} = \bar{\mathbb{R}}^d$ ($d \geq 1$) endowed with $d_e$, the metric corresponding to the Euclidean norm on $[0, 1]^d$ through a given homeomorphism. Hence, $(\bar{\mathbb{R}}^d, d_e)$ is a compact metric space and we can apply Corollaries 2.2 and 2.3 in Section 2.3.

Many important stochastic processes take values in the one-dimensional Skorohod space, $\mathcal{D}(\mathbb{R})$, consisting of all the càdlàg functions, that is, right-continuous functions having limit from the left at every point. This space provides a natural and convenient setting to analyze the behaviour of processes with unidimensional time parameter and jumps in their paths such as Poisson processes, Lévy processes, empirical processes or discretizations of stochastic processes, among others. Skorohod-type spaces are usually equipped with different norms to make them separable. However, we are only interested in a multidimensional extension of the Skorohod space viewed as a subset of $\ell^\infty(\mathbb{R}^d)$ with the supremum norm. The final aim of this section is providing alternative expressions for the directional derivatives in (2.11) when the involved functions belong to the $d$-dimensional Skorohod space.

The $d$-dimensional Skorohod space, introduced in Neuhaus (1971) (see also Bickel and Wichura (1971)) and more recently considered in Seijo and Sen (2011), is usually defined in compact rectangles of $\mathbb{R}^d$. We will firstly extend this space to functions defined in $\mathbb{R}^d$.
For $v \in \{-1, 1\}$ and $x \in \bar{\mathbb{R}}$, let

$$I_v(x) := \begin{cases} \emptyset, & \text{if } v = -1, x = -\infty, \\ [-\infty, x), & \text{if } v = -1, x \in (-\infty, +\infty], \\ (x, +\infty], & \text{if } v = +1, x \in [-\infty, +\infty), \\ \emptyset, & \text{if } v = +1, x = +\infty, \end{cases}$$

and

$$\tilde{I}_v(x) := \begin{cases} [-\infty, x), & \text{if } v = -1, x < \infty, \\ \bar{\mathbb{R}}, & \text{if } v = -1, x = +\infty, \\ \emptyset, & \text{if } v = +1, x = +\infty, \\ [x, +\infty], & \text{if } v = +1, x < \infty. \end{cases}$$

We consider $\mathcal{V} := \{-1, 1\}^d$ the set of $2^d$ vertices of $[-1, 1]^d$. For $v = (v_1, \ldots, v_d) \in \mathcal{V}$ and $x = (x_1, \ldots, x_d) \in \bar{\mathbb{R}}^d$, we define the $v$-quadrants of $x$ by

$$Q_v(x) := I_{v_1}(x_1) \times \cdots \times I_{v_d}(x_d) \quad \text{and} \quad \tilde{Q}_v(x) := \tilde{I}_{v_1}(x_1) \times \cdots \times \tilde{I}_{v_d}(x_d).$$

Observe that $Q_v(x) \subset \tilde{Q}_v(x)$, $\tilde{Q}_v(x) \cap \tilde{Q}_v(x) = \emptyset$ whenever $v, v' \in \mathcal{V}$ with $v \neq v'$, and $\cup_{v \in \mathcal{V}} Q_v(x) = \bar{\mathbb{R}}^d$, for all $x \in \bar{\mathbb{R}}^d$. Additionally, for each $x \in \bar{\mathbb{R}}^d$, there exists a unique $v_x \in \mathcal{V}$ such that $x \in Q_{v_x}(x)$. For instance, if $x \in \bar{\mathbb{R}}^d$, we have that $v_x = 1$, where $1 := (1, \ldots, 1)$.

With the previous concepts we can define the quadrant limits. Let us consider a function $f : \bar{\mathbb{R}}^d \to \mathbb{R}$, $v \in \mathcal{V}$ and $x \in \bar{\mathbb{R}}^d$. We say that $l \in \mathbb{R}$ is the $v$-limit of $f$ at $x$ if $Q_v(x) \neq \emptyset$ and for every sequence $\{x_n\} \subset Q_v(x)$ such that $x_n \to x$, we have that $f(x_n) \to l$. In such a case, we denote $l = f_v(x)$. Additionally, it is said that $f$ is continuous from above at $x \in \bar{\mathbb{R}}^d$ if $f_{v_x}(x)$ exists and $f_{v_x}(x) = f(x)$. We say that $f$ is continuous from above if it is continuous from above at every $x \in \bar{\mathbb{R}}^d$.

**Definition 2.5.** The Skorohod space on $\bar{\mathbb{R}}^d$, denoted by $\mathcal{D}(\bar{\mathbb{R}}^d)$, is the collection of all continuous from above real functions $f$ defined in $\bar{\mathbb{R}}^d$ for which the $v$-limit of $f$ exists for every $v \in \mathcal{V}$ and $x \in \bar{\mathbb{R}}^d$ such that $Q_v(x) \neq \emptyset$.

When $d = 1$, $\mathcal{D}(\mathbb{R})$ is usual Skorohod space on $\mathbb{R}$. The properties of the multidimensional Skorohod space in $[0, 1]^d$ shown in Neuhaus (1971) can be extended with no difficulty to $\mathcal{D}(\bar{\mathbb{R}}^d)$. For instance, the elements in $\mathcal{D}(\bar{\mathbb{R}}^d)$ belong to $\mathcal{D}(\mathbb{R})$ in each coordinate, have at most countably many discontinuities and all of them are of the “first class”. The fact that $\mathcal{D}(\bar{\mathbb{R}}^d) \subset \ell^\infty(\bar{\mathbb{R}}^d)$ follows from Neuhaus (1971, Corollary 1.6) by noting that functions in $\mathcal{D}(\bar{\mathbb{R}}^d)$ have finite quadrant limits at infinity points.

**Remark 2.6.** We observe that if $f \in \mathcal{D}(\bar{\mathbb{R}}^d)$ and $\{x_n\} \subset \tilde{Q}_v(x)$ such that $x_n \to x$, then $f(x_n) \to f_v(x)$. This follows from the fact that

$$\tilde{Q}_v(x) = \{y \in \bar{\mathbb{R}}^d : y \in Q_{v_x}(y) \cap \tilde{Q}_v(x)\},$$

where $\bar{A}$ denotes the closure of the set $A$. In other words, the functions in $\mathcal{D}(\bar{\mathbb{R}}^d)$ have quadrant limits in $\tilde{Q}_v(x)$. 
We are now in position to see how the derivatives in (2.11) look like when $X = \mathbb{R}^d$ and the functions on which they act belong to $\mathcal{D}(\mathbb{R}^d)$.

**Corollary 2.7.** For any $f \in \mathcal{D}(\mathbb{R}^d) \setminus \{0\}$, the maps $\delta, \sigma$ and $\alpha$ in (1.1) are Hadamard directionally differentiable at $f$ tangentially to $\mathcal{D}(\mathbb{R}^d)$. For $g \in \mathcal{D}(\mathbb{R}^d)$, their derivatives are given by

$$
\begin{align*}
\delta_f'(g) &= \max_{v \in V} \sup_{M^*_f(f)} (g \cdot \text{sgn}(f_v)), \\
\sigma_f'(g) &= \max_{v \in V} \sup_{M^*_f(f)} g_v, \\
\alpha_f'(g) &= \min_{v \in V} \inf_{M^*_f(f)} g_v, \\
\alpha'_f(g) &= \max_{v \in V} \sup_{M^*_f(f)} g_v - \min_{v \in V} \inf_{M^*_f(f)} g_v,
\end{align*}
$$

where for $h \in \mathcal{D}(\mathbb{R}^d)$,

$$
\begin{align*}
M^*_f(h) &= \{ x \in \mathbb{R}^d : Q_f(x) \neq \emptyset \text{ and } h_f(x) = \sup h \}, \\
M^*_f(h) &= \{ x \in \mathbb{R}^d : Q_f(x) \neq \emptyset \text{ and } h_f(x) = \inf h \}.
\end{align*}
$$

**Proof.** This corollary can be proved as Corollary 2.2 by taking into account Remark 2.6 and the following fact: As the number of non-empty quadrants of each point in $\mathbb{R}^d$ is finite, each sequence converging to a point $x \in \mathbb{R}^d$ has a subsequence contained in $\overline{Q_v(x)}$, for some $v \in V$. In particular, for every $h \in \mathcal{D}(\mathbb{R}^d)$, it holds that $A_0(h) = \cup_{v \in V} M^*_f(h)$ and $B_0(h) = \cup_{v \in V} M^*_f(h)$, where $A_0(h)$ and $B_0(h)$ are defined in (2.12). \hfill \square

The sets $M^*_f(h)$ (respectively, $M^*_f(h)$) in (2.25) might coincide for different $v \in V$. For instance, when $f$ is continuous, $M^*_f(f) = M^*(f|f)$, $M^*_f(f) = M^*(f)$, and $M^*_f(f) = M^-(f)$, for all $v \in V$, where $M^*(\cdot)$ and $M^-(\cdot)$ are defined in (2.16).

We emphasize that $g_v \equiv g$, for all $v \in V$, whenever $g \in C(\mathbb{R}^d, d_e)$. The following corollary is important for applications because many stochastic processes that commonly appear as weak limits of other processes have continuous paths a.s.

**Corollary 2.8.** For any $f \in \mathcal{D}(\mathbb{R}^d) \setminus \{0\}$, the maps $\delta, \sigma$ and $\alpha$ in (1.1) are Hadamard directionally differentiable at $f$ tangentially to $C(\mathbb{R}^d, d_e)$. For $g \in C(\mathbb{R}^d, d_e)$, their derivatives are given by

$$
\begin{align*}
\delta_f'(g) &= \max_{v \in V} \sup_{M^*_f(f)} (g \cdot \text{sgn}(f_v)), \\
\sigma_f'(g) &= \max_{v \in V} \sup_{M^*_f(f)} g_v, \\
\alpha_f'(g) &= \min_{v \in V} \inf_{M^*_f(f)} g_v, \\
\alpha'_f(g) &= \max_{v \in V} \sup_{M^*_f(f)} g_v - \min_{v \in V} \inf_{M^*_f(f)} g_v,
\end{align*}
$$

with $M_f^*(\cdot)$ and $M_f^*(\cdot)$ defined in (2.25).

If additionally $f \in C(\mathbb{R}^d, d_e)$, the derivatives are as in (2.18).
2.7. Statistical applications

In a wide variety of situations Theorem 2.1 and its subsequent corollaries, joint with the extended Delta method in Proposition 2.1, provide the right framework to obtain a number of significant examples in which the asymptotic distribution of a statistic of interest can be determined with ease. The combination of these results is summarized in the following theorem.

**Theorem 2.2.** Let \( q \in \ell^\infty(\mathbb{X}) \setminus \{0\} \) and assume that there exists \( Q_n \) taking values in \( \ell^\infty(\mathbb{X}) \) a.s. such that \( r_n(Q_n - q) \rightarrow Q \), for a sequence of real numbers satisfying that \( r_n \rightarrow \infty \) and a Borel random element \( Q \) in \( \ell^\infty(\mathbb{X}) \). Then, for \( \phi \in \{\delta, \sigma, \iota, \alpha\} \) in (1.1), we have that

\[
\lim_{n \to \infty} \frac{r_n(\phi(Q_n) - \phi(q))}{\sigma_q} = \phi_q'(Q), \tag{2.26}
\]

where the derivatives \( \phi_q' \) are given in (2.3). Moreover, we have that \( r_n(\phi(Q_n) - \phi(q)) = \phi_q'(r_n(Q_n - q)) + o_p(1) \).

Theorem 2.2 is still valid for the maps \( \sigma, \iota \) and \( \alpha \) when \( q \equiv 0 \) as \( \sigma_q'(g) = \sup g \), \( \iota_q'(g) = \inf g \) and \( \alpha_q'(g) = \text{amp}_g \) are continuous maps. Further, for those \( q \in \ell^\infty(\mathbb{X}) \) such that \( \phi_q' \) is linear, i.e., \( \phi \) is fully Hadamard differentiable at \( q \) (see Corollary 2.4 and Remarks 2.4 and 2.5), and when \( Q \) is Gaussian, we conclude that \( \phi_q'(Q) \) is normally distributed.

In this setting, despite \( \phi \in \{\delta, \sigma, \iota, \alpha\} \) in (1.1) not being uniformly Hadamard differentiable (see Example 2.1), if we know that \( q_n \rightarrow q \) in \( \ell^\infty(\mathbb{X}) \) and \( r_n(Q_n - q_n) \rightarrow Q \), we can still conclude that \( r_n(\phi(Q_n) - \phi(q_n)) \rightarrow \phi_q'(Q) \) if we assume: (i) \( \phi \) is fully Hadamard differentiable; (ii) the sequence \( r_n(q_n - q) \) is relatively compact. Further, if (i) is not satisfied and \( r_n(q_n - q) \rightarrow h \), we still have that \( r_n(\phi(Q_n) - \phi(q_n)) \rightarrow_d \phi_q'(Q + h) - \phi_q'(h) \).

See van der Vaart and Wellner (1996, p. 375) for details.

In what follows we will apply Theorem 2.2 in different contexts to obtain the asymptotic distribution of several statistics.

3. Distribution functions

Let \( \mathbf{X} \) and \( \mathbf{Y} \) be two non-degenerate random vectors taking values on \( \mathbb{R}^d (d \geq 1) \) with joint cumulative distribution functions \( F(x) := P(\mathbf{X} \leq x) \) and \( G(x) := P(\mathbf{Y} \leq x) \), \( x \in \mathbb{R}^d \), where ‘\( \leq \)’ stands for the coordinatewise order in \( \mathbb{R}^d \). The goal in this section is to estimate \( \phi(F - G) \), where \( \phi \in \{\delta, \sigma, \alpha\} \) are defined in (1.1).

**One-sample case:** In this situation we have at our disposal a random sample \( X_1, \ldots, X_n \) from \( \mathbf{X} \). We estimate \( F - G \) with \( F_n - G \), where \( F_n \) is the empirical distribution function of the observed sample, that is,

\[
F_n(x) := \frac{1}{n} \sum_{i=1}^{n} 1\{X_i \leq x\}, \quad x \in \mathbb{R}^d,
\]
and $1_A$ stands for the indicator function of the set $A$.

The problem consists in finding the behaviour, as $n \to \infty$, of

$$\begin{align*}
D_n(\delta) &= \sqrt{n} \left( \| F_n - G \|_\infty - | F - G |_\infty \right), \\
D_n(\sigma) &= \sqrt{n} \left( \sup (F_n - G) - \sup (F - G) \right) \\
D_n(\alpha) &= \sqrt{n} \left( \text{amp}(F_n - G) - \text{amp}(F - G) \right).
\end{align*}$$

(3.1)

When $F \neq G$, the asymptotic distribution of the statistics $D_n(\delta)$, $D_n(\sigma)$ and $D_n(\alpha)$ in (3.1) can be viewed as the limit under the alternative hypothesis of the corresponding two-sided and one-sided Kolmogorov-Smirnov test statistics and Kuiper statistic, respectively.

In this example, for $\phi \in \{\delta, \sigma, \alpha\}$, the statistics in (3.1) are $D_n(\phi) \equiv D_n(q, \bar{q}_n, r_n)$ in (1.3) with $q = F - G$, $\bar{q}_n = F_n - G$, and $r_n = \sqrt{n}$. The underlying normalized process, i.e., $r_n(q_n - q)$, is nothing but the multivariate empirical process (indexed by points),

$$E_n,F(x) := \sqrt{n}(F_n(x) - F(x)), \quad n \in \mathbb{N}, \quad x \in \mathbb{R}^d.$$  

(3.2)

When there is no confusion with respect to the underlying distribution, we simply use the notation $E_n$ for the empirical process in (3.2). As the collection of all indicator functions of lower (hyper)rectangles of $\mathbb{R}^d$, $\{1_{(-\infty, x_1] \times \cdots \times (-\infty, x_d]} : (x_1, \ldots, x_d) \in \mathbb{R}^d\}$, is Donsker (see van der Vaart and Wellner (1996, Example 2.1.3, p. 82)), the empirical process converges in law in $\ell^\infty(\mathbb{R}^d)$. The weak limit of $E_n$, denoted in the following by $\mathbb{B}_F$, is a $F$-Brownian bridge, that is, a centered Gaussian process with covariance function

$$E(\mathbb{B}_F(x)\mathbb{B}_F(y)) = F(x \wedge y) - F(x)F(y). \text{ (Here } x \wedge y \equiv (x_1 \wedge y_1, \ldots, x_d \wedge y_d) \text{ if } x = (x_1, \ldots, x_d) \text{ and } y = (y_1, \ldots, y_d).)$$

If $d = 1$, the assertion $\mathbb{B}_n \sim \mathbb{B}_F$ in $\ell^\infty(\mathbb{R})$ is nothing but the celebrated Donsker’s theorem (Kolmogorov-Doob-Donsker-Dudley central limit theorem). In such a case, $\mathbb{B}_F = \mathbb{B} \circ F$, where $\mathbb{B}$ is a standard Brownian bridge on $[0,1]$. When $d \geq 2$, $\mathbb{B}_F$ is also called a tied-down or pinned Brownian sheet based on the measure with distribution function $F$.

In this particular case we have that $F - G \in \mathcal{D}(\mathbb{R}^d)$, $E_n \in \mathcal{D}(\mathbb{R}^d)$ a.s., and $E_n \sim \mathbb{B}_F$ in $\ell^\infty(\mathbb{R}^d)$. Therefore, as a direct consequence of Theorem 2.2 and Corollary 2.7 we obtain the following result.

**Proposition 3.1.** Assume that $F \neq G$ and let $\mathbb{B}_F$ be an $F$-Brownian bridge. For $\phi \in \{\delta, \sigma, \alpha\}$, we consider the statistics $D_n(\phi)$ defined in (3.1). We have that $D_n(\phi) \sim \phi'_{F-G}(\mathbb{B}_F)$, where the derivatives $\phi'_{F-G}$ are given as in (2.24).

When $d = 1$, Proposition 3.1 improves Raghavachari (1973, Theorems 1, 2 and 3) as here $F$ and $G$ are not assumed to be continuous. If $F$ is continuous, then $\mathbb{B}_F \in \mathcal{C}(\mathbb{R}^d, d_x)$ a.s., and the limiting distributions in Proposition 3.1 have simpler expressions (see (2.18)). The following corollary provides a multidimensional extension of the results in Raghavachari (1973).

**Corollary 3.1.** In the conditions of Proposition 3.1, let us further assume that $F,G \in \mathcal{C}(\mathbb{R}^d, d_x)$ and we consider the sets $M^+(-)$ and $M^-(\cdot)$ defined in (2.16). We have that:
Directional differentiability for supremum-type functionals

\[(i)\] \(D_n(\delta) \sim \sup_{M^+(F-G)} (\mathbb{B}_F \cdot \text{sgn}(F-G))\);
\[(ii)\] \(D_n(\sigma) \sim \sup_{M^+(F-G)} \mathbb{B}_F\);
\[(iii)\] \(D_n(\alpha) \sim \sup_{M^+(F-G)} \mathbb{B}_F - \inf_{M^{-}(F-G)} \mathbb{B}_F\).

**Remark 3.1.** In the setting of the previous corollary, when \(M^+(F-G)\) (respectively, \(M^+(F-G)\), and \(M^{-}(F-G)\)) contains only one point, the mapping \(\delta\) (respectively, \(\sigma\) and \(\alpha\)) is fully Hadamard differentiable at \(F-G\) (see Corollary 2.4). In particular, the asymptotic distribution of \(D_n(\delta)\) (respectively, \(D_n(\sigma)\) and \(D_n(\alpha)\)) is a zero mean Gaussian distribution. The asymptotic variance can be directly computed from the covariances of \(\mathbb{B}_F\).

**Remark 3.2.** In Dette et al. (2018a, Theorem 6.1), the authors obtained a similar version of the results in Raghavachari (1973) for convergence of suprema of non-centered processes indexed by directed sets. Using the results in Section 2.3 we can state the following slightly more general result: Let \((T, d)\) be a compact metric space and \(\mu \in \mathcal{C}(T,d) - \{0\}\). Let \(\{X_a : a \in A\}\) be a net of random variables taking values in \(\ell^\infty(T)\) and \(r : A \rightarrow [0, \infty)\) satisfying that \(\lim a r_a = \infty\) (with \(r_0 = r(a)\)). Assume that \(Z_a := r_a(X_a - \mu) \sim Z \in \ell^\infty(T)\), where \(Z\) is a Gaussian random variable with paths in \(\mathcal{C}(T,d)\) a.s., then

\[D_n(\delta) = r_n(\|X_a\|_\infty - \|\mu\|_\infty) \sim \delta_\mu(Z) = \sup_{M^+(\mu)} \text{sgn}(\mu) Z.\]

It is worth noting that we can drop the assumption on the normalizing sequence \(r_n\) in Dette et al. (2018a, Theorem 6.1). A similar result can be provided when \((T,d)\) is a totally bounded metric space by using the results in Section 2.4 (see Corollary 2.5 (b)).

**Remark 3.3.** The results in the paper can be used to make inferences on the quantity \(\delta(F - F_0) = \|F - F_0\|_\infty\), where \(F_0\) is a fixed and known distribution function. It should be taken into account that in general the corresponding limiting distribution, \(\delta_\mu(F - F_0)(\mathbb{B}_F)\), cannot be approximated by a standard bootstrap approach. It is known that the standard bootstrap fails when the mapping is not fully Hadamard differentiable and the limit of the underlying process is Gaussian; see Fang and Santos (2019, Theorem 3.1). Observe that the map \(\delta\) is fully differentiable at \(F - F_0\) if and only if \(F - F_0\) is a peaking function (see Corollary 2.4). Therefore, an alternative approach has to be used if we do not assume this “peaking condition” on \(F - F_0\). In Fang and Santos (2019, Theorem 3.2) a method to consistently estimate this type of asymptotic distributions is proposed. The key idea is estimating in a suitable way the directional derivative. A detailed study of these topics is beyond the scope and space limitations of the present paper.

**Two-sample case:** Here, two (mutually independent) random samples are available, one of size \(n\) from \(F\) and another one of size \(m\) from \(G\). Let \(F_n\) and \(G_m\) be the empirical distribution functions of the two samples, respectively, and set \(N = \frac{nm}{n+m}\). The two-sided,
and one-sided Kolmogorov-Smirnov and Kuiper statistics in the two sample case are given by

\[
D_{n,m}(\delta) := \sqrt{N} \left( \| F_n - G_m \|_\infty - \| F - G \|_\infty \right),
\]

\[
D_{n,m}(\sigma) := \sqrt{N} \left( \sup(F_n - G_m) - \sup(F - G) \right)
\]

\[
D_{n,m}(\alpha) := \sqrt{N} (\amp(F_n - G_m) - \amp(F - G)).
\]

In the general setting specified in (1.3), this situation corresponds to the case \( q = F - G \), \( Q_{n,m} = F_n - G_m \) and \( r_{n,m} = \sqrt{N} \). Hence, we have that

\[
r_{n,m}(Q_{n,m} - q) = \sqrt{\frac{m}{n + m}} E_{n,F} - \sqrt{\frac{n}{n + m}} E_{m,G}
\]

with \( E_{n,F} \) and \( E_{m,G} \) independent empirical processes. We further observe that if the sampling scheme is balanced, that is, \( n/(n + m) \to \lambda \), with \( 0 < \lambda < 1 \) as \( n, m \to \infty \), then \( r_{n,m}(Q_{n,m} - q) \to \sqrt{1 - \lambda} B_F - \sqrt{\lambda} B_G \) in \( \ell^\infty(\mathbb{R}^d) \), where \( B_F \) and \( B_G \) are two independent Brownian bridges associated with \( F \) and \( G \), respectively. Hence, Theorem 2.2 and Corollary 2.8 directly imply the following result which improves and generalizes Raghavachari (1973, Theorems 4 and 5).

**Proposition 3.2.** Let us consider a sampling scheme such that as \( n, m \to \infty \), \( n/(n + m) \to \lambda \), with \( 0 < \lambda < 1 \) and let \( B_F \) and \( B_G \) be two independent Brownian bridges associated with \( F \) and \( G \), respectively. For \( \phi \in \{ \delta, \sigma, \alpha \} \), we consider the statistics \( D_{n,m}(\phi) \) defined in (3.3). We have that \( D_{n,m}(\phi) \to \phi'_{F-G}(\sqrt{1 - \lambda} B_F - \sqrt{\lambda} B_G) \), where the derivatives \( \phi'_{F-G} \) are given in (2.24). If we further have that \( F, G \in C(\mathbb{R}^d, d_{e}) \), then the derivatives can be expressed as in (2.18).

### 4. Copulas

In this section, for simplicity, we will assume that the involved distribution functions are continuous. Let us assume that the \( d \)-dimensional distribution function \( F \) has copula \( C \) and continuous marginal distribution functions \( F_1, \ldots, F_d \). In other words, \( F(x) = C(F_1(x_1), \ldots, F_d(x_d)) \), for \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \). Let \( F_n \) and \( F_{n,i} \) (\( i = 1, \ldots, d \)) be the empirical joint and \( i \)-th marginal distribution functions of a random sample of size \( n \) from \( F \). The *empirical copula* is

\[
C_n(u) := F_n(F_{n,1}^{-1}(u_1), \ldots, F_{n,d}^{-1}(u_d)), \quad u := (u_1, \ldots, u_d) \in [0, 1]^d,
\]

(4.1)

where \( F_{n,i}^{-1} \) stands for the generalized inverse of \( F_{n,i} \), i.e., the marginal quantile function of the \( i \)-th coordinate sample. The *empirical copula process* is defined by

\[
C_n(u) := \sqrt{n}(C_n(u) - C(u)), \quad n \in \mathbb{N}, \quad u \in [0, 1]^d.
\]

(4.2)
Empirical copula processes play the same role for copulas as empirical processes for distribution functions and they have been extensively used in goodness-of-fit testing problems for copulas (see Fermanian (2013) for an overview about this subject). Several works have been devoted to discuss the asymptotic behaviour of \( C_n \) in (4.2). For instance, in Segers (2012) (see also the references therein) it is shown that, under certain not very restrictive smoothness assumptions on the underlying copula \( C \), \( C_n \) converges weakly in \( \ell^\infty([0,1]^d) \). Specifically, let us assume that \( C \) satisfies the following regularity condition:

**Condition 1.** For each \( i \in \{1, \ldots, d\} \), the \( i \)-th first order partial derivative of \( C \), \( \partial_i C \), exists and is continuous on the set \( \{u = (u_1, \ldots, u_d) \in [0,1]^d : 0 < u_i < 1 \} \).

If Condition 1 is satisfied, \( C_n \sim C \) in \( \ell^\infty([0,1]^d) \) (see Segers (2012, Proposition 3.1)), where \( C \) is a Gaussian process that can be represented as

\[
C(u) = \mathbb{E}_C(u) - \sum_{i=1}^d \partial_i C(u) \mathbb{E}^{(i)}_C(u_i), \quad u = (u_1, \ldots, u_d) \in [0,1]^d,
\]

with \( \mathbb{E}_C \) a \( C \)-Brownian bridge (see Section 3) and \( \mathbb{E}^{(i)}_C(u_i) := \mathbb{E}_C(1, \ldots, 1, u_i, 1, \ldots, 1) \), the variable \( u_i \) appearing at the \( i \)-th entry.

Using Theorem 2.2 and Corollary 2.8, we immediately obtain the following result. Though details are omitted, similar results can be stated for the unilateral Kolmogorov-Smirnov and Kuiper statistics and the associated two sample problems. Therefore, we obtain analogous outcomes to those of Raghavachari (1973) for copulas instead of distribution functions.

**Proposition 4.1.** Let \( C \) be a copula satisfying Condition 1 and let \( C_n \) be as in (4.1). For any copula \( D \neq C \), the statistic

\[
T_n(C, D) := \sqrt{n} \left( \|C_n - D\|_\infty - \|C - D\|_\infty \right)
\]

converges in distribution to \( \delta_{C-D}^*(C) = \sup_{M^*(C-D)} (C \cdot \text{sgn}(C - D)) \), with \( C \) defined in (4.3) and the set \( M^*(\cdot) \) is given in (2.16).

For any bivariate copula \( C \), we consider the survival copula \( \tilde{C} \) defined by

\[
\tilde{C}(u, v) := u + v - 1 + C(1 - u, 1 - v), \quad (u, v) \in [0,1]^2.
\]

The statistic

\[
\tilde{T}_n(C) := \sqrt{n} \left( \|C_n - \tilde{C}_n\|_\infty - \|C - \tilde{C}\|_\infty \right),
\]

where \( C_n \) is given in (4.1), has been used in Genest and Nešlehová (2014) to derive a test of radial symmetry for bivariate copulas. The next proposition provides the asymptotic distribution of such statistic.

**Proposition 4.2.** Let \( C \) be a bivariate copula satisfying Condition 1 (for \( d = 2 \)). The statistic \( \tilde{T}_n(C) \) in (4.4) converges in distribution to

\[
\delta_{C-\tilde{C}}^*(C^*) = \sup_{M^*(C-\tilde{C})} (C^* \cdot \text{sgn}(C - \tilde{C}))
\]
where \( C^*(u,v) := C(u,v) - C(1-u, 1-v), (u,v) \in [0,1]^2 \), and \( C \) and the set \( M^*(\cdot) \) are defined in (4.3) and (2.16), respectively.

**Proof.** From Theorem 2.2, it will suffice to show that
\[
C^*_n := \sqrt{n} \left( C_n - \bar{C}_n - (C - \bar{C}) \right) \sim C^* \text{ in } \ell^\infty([0,1]^2).
\]
Observe that \( C^*_n(u,v) = \bar{C}_n(u,v) - \bar{C}_n(1-u, 1-v), (u,v) \in [0,1]^2 \), with \( \bar{C}_n \) being the empirical copula process defined in (4.2). Therefore, from Condition 1 together with Segers (2012, Proposition 3.1), and the continuous mapping theorem, we have that \( C^*_n \sim C^* \text{ in } \ell^\infty([0,1]^2) \) and the proof is complete. \( \square \)

5. On a question by Jager and Wellner related to the Berk-Jones statistic

Let \( F_n \) be the empirical distribution function of a sample of size \( n \) from a univariate random variable with continuous distribution function \( F \). Suppose that we want to test the null hypothesis \( H_0 : F = G \) versus the alternative \( H_1 : F \neq G \), where \( G \) is a fixed (and usually known) continuous distribution function. Berk and Jones (1979) (see also DasGupta (2008, Chapter 26.7)) introduced the test statistic
\[
R(F_n, G) := \sup_{x \in \mathbb{R}} K(F_n(x), G(x)),
\]
where
\[
K(x, y) := x \log \left( \frac{x}{y} \right) + (1-x) \log \left( \frac{1-x}{1-y} \right),
\]
for \( x \in [0,1] \) and \( y \in (0,1) \). (The values of \( K(x, y) \) when \( x = 0 \) and \( x = 1 \) are taken by continuity.)

For each \( x \in \mathbb{R} \), \( nK(F_n(x), G(x)) \) is the log-likelihood ratio statistic for testing \( H_0 : F(x) = G(x) \) against \( H_1 : F(x) \neq G(x) \). Hence, \( R(F_n, G) \) in (5.1) is nothing but the supremum of these pointwise likelihood ratio tests statistics. Additionally, \( K(x, y) \) is the Kullback-Leibler divergence between two Bernoulli distributions with means \( x \) and \( y \). Hence, \( K(x, y) \geq 0 \) with equality if and only if \( x = y \). In particular, \( R(F_n, G) = \| K(F_n, G) \|_\infty \).

Berk and Jones (1979) computed the asymptotic distribution of (the normalized version of) \( R(F_n, F) \), i.e., the distribution of the statistic under the null hypothesis \( F = G \). For a detailed proof, see Wellner and Koltchinskii (2003, Theorem 1.1) or Jager and Wellner (2007, Theorem 3.1). It holds that
\[
nR(F_n, F) - d_n \sim Y_4, \text{ as } n \to \infty,
\]
where \( P(Y_4 \leq x) = \exp(-4 \exp(-x)) \) for \( x \in \mathbb{R} \), i.e., \( Y_4 \) has double-exponential extreme value distribution, and
\[
d_n := \log_2 n - \frac{1}{2} \log_3 n - \frac{1}{2} \log(4\pi),
\]
with $\log_2 n := \log(\log n)$ and $\log_3 n := \log(\log_2 n)$.

In Jager and Wellner (2004, Question 2, p. 329), it was set out the open problem of finding the asymptotic behaviour of the Berk-Jones statistic under the alternative hypothesis. In other words, assuming that $F \neq G$, the question consists in finding conditions on $F$ and $G$ for which the statistic

$$B_n := \sqrt{n}(R(F_n, G) - R(F, G)),$$  

converges in distribution and, in such a case, identifying its weak limit, where $R(F, G)$ is given in (5.1) and $R(F, G) := \sup_{x \in \mathbb{R}} K(F(x), G(x))$.

Here we give a precise answer for the previous question. First, we note that $B_n$ in (5.3) has the general form of (1.3). In other words,

$$B_n = D_{\sigma}(q = K(F, G), Q_n = K(F_n, G), r_n = \sqrt{n}),$$  

where $\sigma$ is defined in (1.1). Therefore, from (5.4) and Theorem 2.2, to obtain the asymptotic distribution of $B_n$ in (5.3) it is enough to find the weak limit of the process $W_n$ given by

$$W_n := \sqrt{n}(K(F_n, G) - K(F, G)).$$  

This result is stated in the following theorem.

**Theorem 5.1.** Let us assume that the function $\log\left(\frac{F(1-G)}{G(1-F)}\right)$ is monotone around $\pm\infty$ and

$$\int_{\mathbb{R}} \log^2 \left(\frac{F(t)(1-G(t))}{G(t)(1-F(t))}\right) dF(t) < \infty.$$  

The process $W_n$ defined in (5.5) satisfies that $W_n \sim W$ in $\ell^\infty(\mathbb{R})$, where

$$W := B_F \log \frac{F(1-G)}{G(1-F)},$$  

and $B_F$ is an $F$-Brownian bridge.

**Proof.** Using Taylor’s theorem, we have that

$$K(F_n, G) - K(F, G) = (F_n - F) \frac{F(1-G)}{G(1-F)} - \frac{1}{2} \frac{(F_n - F)^2}{F_n^*(1-F_n^*)},$$  

where $F_n^*$ is between $F$ and $F_n$. We set

$$\tilde{W}_n := \sqrt{n}(F_n - F) \log \frac{F(1-G)}{G(1-F)}.$$  

From (5.5) and (5.7), we have that

$$\|W_n - \tilde{W}_n\|_{\infty} = \frac{\sqrt{n}}{2} \left\| \frac{(F_n - F)^2}{F_n^*(1-F_n^*)} \right\|_{\infty}. $$
Now, from (5.9) and Wellner and Koltchinskii (2003, equation (2.2)) (see also Jager and Wellner (2007, equation (9)), we obtain that

\[ \left\| \mathcal{W}_n - \tilde{\mathcal{W}}_n \right\|_{\infty} \overset{\text{st}}{=} \frac{1}{\sqrt{n}}(nR(F_n, F) - d_n) + \frac{d_n}{\sqrt{n}}, \]

(5.10)

where ‘\(\overset{\text{st}}{=}\)’ stands for equality in distribution. From (5.2) and (5.10), we conclude that \(\left\| \mathcal{W}_n - \tilde{\mathcal{W}}_n \right\|_{\infty} \overset{\text{d}}{\rightarrow} 0\). Hence, the processes \(\mathcal{W}_n\) and \(\tilde{\mathcal{W}}_n\) have the same asymptotic behaviour (see van der Vaart (1998, Theorem 18.10)). Finally, the conclusion follows from van der Vaart (1998, Example 19.12, p. 273).

**Remark 5.1.** As it follows from the proof of Theorem 5.1, the process \(\mathcal{W}_n\) behaves asymptotically as \(\tilde{\mathcal{W}}_n\) in (5.8), which is a weighted empirical process. Therefore, necessary and sufficient conditions for the convergence of the process \(\mathcal{W}_n\) defined in (5.5) are given by the Chibisov-O’Reilly theorem (see Shorack and Wellner (1986, p. 462)).

We are now in position to solve the question proposed in Jager and Wellner (2004).

**Corollary 5.1.** In the conditions of Theorem 5.1, the statistic \(B_n\) in (5.3) satisfies that

\[ B_n \overset{\text{d}}{\rightarrow} \sigma'_{K(F,G)}(\mathcal{W}) = \sup_{M^+(K(F,G))} \mathcal{W}, \quad \text{as } n \to \infty, \]

where \(\mathcal{W}\) is given in (5.6) and the set \(M^+(\cdot)\) is defined in (2.16).

**Remark 5.2.** Similar results can be stated for the family of test statistics \(S_n(s)\) based on \(\phi\)-divergences introduced by Jager and Wellner (2007). Details are omitted.

### 6. Maximum mean discrepancies

#### 6.1. Definition and examples

Let \(X\) and \(Y\) be two random variables taking values on a topological space \((\mathcal{X}, \tau)\) with Borel probability measures \(P\) and \(Q\), respectively. Throughout this section we will use the notation \(E_P(f)\) to denote the mathematical expectation of \(f\) with respect to the probability measure \(P\). We consider a statistic to measure the dissimilarity between \(P\) and \(Q\) (see Fortet and Mourier (1953) and Müller (1997)).

**Definition 6.1.** Let us consider a class \(\mathcal{X}\) of measurable functions \(f : \mathcal{X} \to \mathbb{R}\). The maximum mean discrepancy (MMD in short) between \(P\) and \(Q\) with respect to the class \(\mathcal{X}\) is defined by

\[ \text{MMD}[\mathcal{X}, P, Q] := \sup_{f \in \mathcal{X}} (E_P(f) - E_Q(f)). \]

(6.1)
To avoid indeterminate forms in the difference between expectations in (6.1), it is usually assumed that $\mathcal{X}$ is a subset of $C(\mathcal{X}, \tau)$, the class of bounded and continuous real functions on $\mathcal{X}$. The probability distribution of the variables is usually completely identified with the MMD with respect to $C(\mathcal{X}, \tau)$. In fact, if $(\mathcal{X}, d)$ is a metric space, then $P = Q$ if and only if $E_P(f) = E_Q(f)$, for all $f \in C(\mathcal{X}, d)$ (see Dudley (2002, Lemma 9.3.2)). However, the class $C(\mathcal{X}, d)$ is in general too large to deal with, so that suitable subsets are usually employed in practice. Another possibility is assuming that $b : \mathcal{X} \rightarrow [1, \infty)$ such that $E_P(b) < \infty$ and $E_Q(b) < \infty$. For simplicity, in the following we will not mention these necessary integrability requirements and we will assume that $\sup_{f \in \mathcal{F}} E_P(f), \sup_{f \in \mathcal{F}} E_Q(f) < \infty$.

We observe that when $\mathcal{X}$ is symmetric, that is, $-f \in \mathcal{X}$ whenever $f \in \mathcal{X}$, we have that $\text{MMD}[\mathcal{X}, P, Q] = \sup_{f \in \mathcal{X}} [E_P(f) - E_Q(f)]$. In other words, the MMD in (6.1) is the integral probability metric generated by $\mathcal{X}$ (see Müller (1997)). In Rachev et al. (2013, Section 4.4), it is also said that the metric has a $\zeta$-structure; see Zolotarev (1983). In this section we will also assume that $\mathcal{X}$ is symmetric.

Some frequently used probability metrics can be expressed as $\text{MMD}[\mathcal{X}, P, Q]$, for a suitable choice of the set of functions $\mathcal{X}$. In the following examples $X$ and $Y$ are two random variables with distribution functions $F$ and $G$ and associated probability measures $P$ and $Q$, respectively.

1. **Kolmogorov metric.** This distance is $\|F - G\|_\infty$, which is the integral probability metric generated by $\mathcal{X} = \{1_{(-\infty, x]} : x \in \mathbb{R}\}$. Further, it is also generated by the set of all functions of bounded variation 1 (see Müller (1997, Theorem 5.2)).

2. **$L^p$ metrics.** For $1 \leq p < \infty$, this metric is defined by $d_p(F, G) := \|F - G\|_p (1 : \| \cdot \|_p$ being the usual $L^p$-norm). When $X$ and $Y$ are integrable, $d_p$ admits the dual representation (see Rachev et al. (2013, p. 73)) $d_p(F, G) = \text{MMD}[\mathcal{X}_p, P, Q]$, where $\mathcal{F}_p$ is the class of all Lebesgue a.e. differentiable functions $f$ such that the derivative $f'$ satisfies $\|f'\|_q \leq 1$ ($q$ being the conjugate of $p$, i.e., $q$ is such that $1/p + 1/q = 1$).

3. **Wasserstein metric.** This distance is a particular and important case of the $L^p$-metric with $p = 1$. Its generator is also the class $\mathcal{X}_W \equiv \{\text{the set of functions } f : \mathbb{R} \rightarrow \mathbb{R} \text{ satisfying the Lipschitz condition } |f(x) - f(y)| \leq |x - y|, \text{ for all } (x, y) \in \mathbb{R}^2\}$. By the Kantorovich-Rubinstein theorem, $\|F - G\|_1 = \text{MMD}[\mathcal{X}_W, P, Q]$. In the context of image processing, this metric is called the earth mover’s distance (see Rubner et al. (2000)). The importance of the Wasserstein metric, as well as its relevance for optimal transport problems, has been summarized in Villani (2009, Section 6).

4. **Bounded Lipschitz metric.** This metric (see Huber (1981, p. 29)) is the integral probability metric generated by $\mathcal{F}_{BL} := \{f : \|f\|_{BL} \leq 1\}$, where $\|f\|_{BL} := \|f\|_L + \|f\|_\infty$ and $\| \cdot \|_L$ is the Lipschitz norm given by $\|f\|_L := \sup_{x \neq y \in \mathbb{R}} \frac{|f(x) - f(y)|}{|x - y|}$.

5. **Zolotarev ideal metrics of order $r$.** For $r \in \mathbb{N}$, let $Z_r$ be the class of $(r - 1)$-times continuously differentiable functions $f : \mathbb{R} \rightarrow \mathbb{R}$ satisfying the Lipschitz condition...
The use of the empirical counterpart of the MMD was already considered in [6.2]. An asymptotic result for the MMD over Donsker classes is the unit ball in a reproducing kernel Hilbert space (RKHS) (see Zolotarev metric of order \( r \)) and it has been extensively employed in machine learning when classifying X-ray astronomy data into stellar classes. The metric \( \zeta_2 \) has also been used to generate new distance measures for various integral probability metrics. The asymptotic behaviour of an estimator of the MMD is the unit ball in a reproducing kernel Hilbert space \( \mathcal{H} \), the associated MMD is called kernel distance.

6. Zolotarev metric of order \( r \) in \( L^p \): For \( r \in \mathbb{N} \), and \( 1 \leq p \leq \infty \), the metric \( \zeta_{r,p} \) is generated by \( Z_{r,p} \), the set of functions \( f : \mathbb{R} \rightarrow \mathbb{R} \) for which \( f^{(r+1)} \) exists and satisfies \( \| f^{(r+1)} \|_q \leq 1 \), where \( q \) is the conjugate of \( p \). Note that \( \zeta_{r,1} \equiv \zeta_{r+1} \) (the Zolotarev ideal metric of order \( r+1 \)). In risk theory, the metrics \( \zeta_{1,\infty} \) and \( \zeta_{1,1} \) are respectively called the stop-loss distance and the integrated stop-loss distance (see Denuit et al. (2005)).

7. Kernel distances: When \( \mathcal{F} = \{ f : \| f \|_{\mathcal{H}} \leq 1 \} \) is the unit ball in a reproducing kernel Hilbert space \( \mathcal{H} \), the associated MMD is called kernel distance.

### 6.2. An asymptotic result for the MMD over Donsker classes

The use of the empirical counterpart of the MMD was already considered in Fortet and Mourier (1953) and it has been extensively employed in machine learning when \( \mathcal{F} \) is the unit ball in a reproducing kernel Hilbert space (RKHS) (see Gretton et al. (2012)). In Sriperumbudur et al. (2012), the authors showed the consistency and rate of convergence of some estimators of various integral probability metrics. The asymptotic behaviour of an estimator of the Zolotarev metric of order \( r \) in \( L^p \) has been discussed in Cárcamo (2017). Here we provide a general result regarding the estimation of the MMD. We only consider the two sample case as this situation is the most frequently considered in the literature, but similar results can be obtained in the one sample case.

Let \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_m \) be two independent random samples from \( X \) and \( Y \) with probability measures \( P \) and \( Q \), respectively. We denote by \( P_n \) and \( Q_m \) the empirical measures associated with these samples, that is, \( P_n = n^{-1} \sum_{i=1}^{n} \delta_{X_i} \) and \( Q_m = m^{-1} \sum_{j=1}^{m} \delta_{Y_j} \), where \( \delta_a \) stands for the Dirac delta at the point \( a \). Given a class of functions \( \mathcal{F} \), the empirical counterpart of \( \text{MMD}[X, P, Q] \) in (6.1) is given by

\[
\text{MMD}[X, P_n, Q_m] = \sup_{f \in \mathcal{F}} \left( \frac{1}{n} \sum_{i=1}^{n} f(X_i) - \frac{1}{m} \sum_{j=1}^{m} f(Y_j) \right). \tag{6.2}
\]
In this section we are interested in the asymptotic behaviour of the quantity

\[
M_{n,m} := \frac{\sqrt{N}}{n} \left( \text{MMD}[\mathcal{X}, P_n, Q_m] - \text{MMD}[\mathcal{X}, P, Q] \right), \quad N \equiv \frac{nm}{n + m}.
\]

We observe that \(M_{n,m}\) is precisely \(D_{n,m}(\sigma) = D_\sigma(D, \mathcal{D}_{n,m}, r_{n,m})\) in (1.3), where the underlying space is \(\mathcal{X} = \mathcal{X}\); the target functional is \(D \in \ell^\infty(\mathcal{X})\) given by

\[
D(f) := E_P(f) - E_Q(f), \quad f \in \mathcal{X};
\]

its estimator is

\[
\mathcal{D}_{n,m}(f) := E_{P_n}(f) - E_{Q_m}(f) = \frac{1}{n} \sum_{i=1}^n f(X_i) - \frac{1}{m} \sum_{j=1}^m f(Y_j), \quad f \in \mathcal{X};
\]

and \(r_{n,m} := \sqrt{N}\). Therefore, from Theorem 2.2, to derive the asymptotic distribution of \(M_{n,m}\) in (6.3) we only need to study the weak convergence in \(\ell^\infty(\mathcal{X})\) of the process \(r_{n,m}(\mathcal{D}_{n,m} - D) =: \mathcal{G}_{n,m}\) given by

\[
\mathcal{G}_{n,m} := \sqrt{\frac{m}{n+m}} \mathcal{G}_{n,P} - \sqrt{\frac{n}{n+m}} \mathcal{G}_{m,Q}, \tag{6.5}
\]

where

\[
\mathcal{G}_{n,P} := \sqrt{n}(P_n - P) \quad \text{and} \quad \mathcal{G}_{m,Q} := \sqrt{m}(Q_m - Q)
\]

are two independent \(\mathcal{X}\)-indexed empirical processes associated with \(P\) and \(Q\), respectively. In other words, for \(f \in \mathcal{X}\), we have that

\[
\mathcal{G}_{n,P}(f) = n^{-1/2} \sum_{i=1}^n (f(X_i) - E_P(f)) \quad \text{and} \quad \mathcal{G}_{m,Q}(f) = m^{-1/2} \sum_{j=1}^m (f(Y_j) - E_Q(f)).
\]

Given a probability measure \(P\), we recall that a class of functions \(\mathcal{F}\) is said to be \(P\)-Donsker if \(\mathcal{G}_{n,P} \rightsquigarrow \mathcal{G}_P\) in \(\ell^\infty(\mathcal{X})\), where \(\mathcal{G}_P\) is a \(P\)-Brownian bridge, that is, \(\{\mathcal{G}_P(f) : f \in \mathcal{X}\}\) is a zero-mean Gaussian process with covariance function

\[
E[\mathcal{G}_P(f_1)\mathcal{G}_P(f_2)] = E_P(f_1f_2) - E_P(f_1)E_P(f_2), \quad f_1, f_2 \in \mathcal{X}.
\]

Additionally, \(\mathcal{F}\) is universal Donsker if it is \(P\)-Donsker, for every probability measure \(P\) on the sample space.

We observe that whenever \(\mathcal{F}\) is \(P\)-Donsker, the process \(\mathcal{G}_P\) can be uniquely extended to the \(d_P\)-closure of the symmetric convex hull generated by \(\mathcal{F}\) (see Giné and Nickl (2016, Theorem 3.7.28)), where \(d_P\) is the intrinsic pseudo-metric on \(\mathcal{F}\) defined by

\[
d_P(f, g) := E(\mathcal{G}_P(f) - \mathcal{G}_P(g))^2 = E_P(f - g)^2 - (E_P(f - g))^2, \quad f, g \in \mathcal{F}.
\]

To simplify the writing, we will not use a different notation for this extension of \(\mathcal{G}_P\).

We are in position to state the main result in this section that determines the asymptotic distribution of the statistic \(M_{n,m}\) in (6.3) over Donsker classes.
Theorem 6.1. Let $X$ and $Y$ be two random variables with probability measures $P$ and $Q$, respectively. Let us assume that

(a) The sampling scheme is balanced, that is, $n/(n+m) \to \lambda$, with $0 < \lambda < 1$, as $n,m \to \infty$.

(b) The class $X$ is simultaneously $P$ and $Q$-Donsker.

We consider the metric $d$ on $\mathcal{F}$ given by

$$d(f,g) := \sqrt{E_P(f-g)^2} + \sqrt{E_Q(f-g)^2}, \quad f,g \in \mathcal{F}. \quad (6.6)$$

We have that $(\mathcal{F},d)$ is a totally bounded metric space, the function $D$ in (6.4) belongs to $C_u(\mathcal{F},d)$ and the statistic $M_{n,m}$ defined in (6.3) satisfies that

$$M_{n,m} \Rightarrow \sup_{M^*(D,d)} G,$$

where $G := \sqrt{1-\lambda G_P} - \sqrt{\lambda G_Q}$ is a zero-mean Gaussian process with $G_P$ and $G_Q$ two independent $X$-indexed Brownian bridges associated with $P$ and $Q$, respectively, and

$$M^*(D,d) := \{ f \in (\mathcal{F},d) : E_P(f) - E_Q(f) = \text{MMD} \}$$

with $\mathcal{F}$ the $d$-completion of $\mathcal{X}$.

Proof. First, from (a) and (b) we have that $G_{n,m} \Rightarrow G$, where $G_{n,m}$ is in (6.5). Hence, by Theorem 2.2, $M_{n,m} \sim \sigma^s_P(G)$. Now, as $\mathcal{X}$ is $P$ and $Q$-Donsker, the pseudo-metric spaces $(\mathcal{X},d_P)$ and $(\mathcal{X},d_Q)$ are totally bounded, where $d_P$ and $d_Q$ are the natural pseudo-metrics given by $d^2_P(f,g) = E_S(f-g)^2 - (E_S(f-g))^2$, for $S \in \{ P, Q \}$ and $f,g \in \mathcal{F}$ (see Gine and Nickl (2016, Remark 3.7.27)). Further, $G_P \in C_u(\mathcal{X},d_P)$ and $G_Q \in C_u(\mathcal{X},d_Q)$ a.s. Now, as the class $X$ is bounded in $L^1(P)$ and $L^1(Q)$ (i.e., $\sup_{f \in X} |E_P(f)|, \sup_{f \in X} |E_Q(f)| < \infty$) and $(\mathcal{X},d_P), (\mathcal{X},d_Q)$ are totally bounded, using the same ideas as in the proof of Gine and Nickl (2016, Theorem 3.7.40, p. 262) we conclude that $(\mathcal{X},d_{L^2(P)})$ and $(\mathcal{X},d_{L^2(Q)})$ are also totally bounded, where $d^2_{L^2(S)}(f,g) = E_S(f-g)^2$ (for $S \in \{ P, Q \}$). It is easy to check that this implies that $(\mathcal{X},d)$ is totally bounded, where $d$ is in (6.6). On the other hand, by Cauchy-Schwarz inequality, we have that $|D(f) - D(g)| \leq d(f,g)$ and hence $D \in C_u(\mathcal{X},d)$. Further, the paths of $G$ are in $C_u(\mathcal{F},d)$ a.s. since $d_P, d_Q \leq d$. Therefore, the conclusion follows by applying Corollary 2.5 (b).

Condition (b) in Theorem 6.1 is the key assumption that has to be checked to apply the previous result. In other words, we have to ensure that $\mathcal{X}$ is $P$ and $Q$-Donsker. There are many results in the literature on empirical processes guaranteeing that a class of functions is Donsker (see van der Vaart and Wellner (1996)). For instance, it is well-known that the set of indicators generating the Kolmogorov distance is universal Donsker. The unit ball for the Bounded Lipschitz metric is $P$-Donsker whenever $P$ has some finite moments (see Nickl and Pötscher (2007, Corollary 5 and Remark 2)). In the same work, Nickl and Pötscher (2007) showed that bounded subsets of general function spaces
defined over $\mathbb{R}^d$ are Donsker under some appropriate conditions on the underlying probability measure. Examples include (weighted) Besov, Sobolev, Hölder, and Triebel type spaces. Some of these results have been extended in Šišperumbudur (2016).
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