We consider models of growing random trees $\{T_f(n): n \geq 1\}$ with model dynamics driven by an attachment function $f : \mathbb{Z}_+ \to \mathbb{R}_+$. At each stage a new vertex enters the system and connects to a vertex $v$ in the current tree with probability proportional to $f(\text{degree}(v))$. The main goal of this study is to understand the performance of root finding algorithms. A large body of work (e.g. [12, 26, 27]) has emerged in the last few years in using techniques based on the Jordan centrality measure [28] and its variants to develop root finding algorithms. Given an unlabelled unrooted tree, one computes the Jordan centrality for each vertex in the tree and for a fixed budget $K$ outputs the optimal $K$ vertices (as measured by Jordan centrality). Under general conditions on the attachment function $f$, we derive necessary and sufficient bounds on the budget $K(\varepsilon)$ in order to recover the root with probability at least $1 - \varepsilon$. For canonical examples such as linear preferential attachment and uniform attachment, these general results give matching upper and lower bounds for the budget. We also prove persistence of the optimal $K$ Jordan centers for any $K$, i.e. the existence of an almost surely finite random time $n^*$ such that for $n \geq n^*$ the identity of the $K$-optimal Jordan centers in $\{T_f(n): n \geq n^*\}$ does not change, thus describing robustness properties of this measure. Key technical ingredients in the proofs of independent interest include sufficient conditions for the existence of exponential moments for limits of (appropriately normalized) continuous time branching processes within which the models $\{T_f(n): n \geq 1\}$ can be embedded, as well as rates of convergence results to these limits.

1. Introduction.

1.1. Motivation. Driven by the explosion in the amount of data on various real world networks, the last few years have seen the emergence of many new mathematical network models. Goals underlying these models include (a) extracting unexpected connectivity patterns within in the network (e.g. community detection); (b) understand properties of dynamics on these real world systems such as the spread of epidemics and opinion dynamics; (c) understanding mechanistic reasons for the emergence of empirically observed properties of these systems such as heavy tailed degree distribution or the small world property. We refer the interested reader to [2, 36, 37, 11, 18, 45] and the references therein for a starting point to the vast literature on network models.

An increasingly important area in network analysis is the setting of dynamic or temporal networks (see [22, 33] and the references therein): networks that evolve and change over time. In the context of the probability community, one question that has attracted increasing
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attention falls under the branch of network archaeology [34]: trying to understand the evolution of a network based on only observing the current structure of the network. Prototypical questions in this area include the so-called Adam problem [12, 13]: can one reconstruct the original seed that was the genesis of the current network based off of only current structural (topological) information of the network without any other information such as time-stamps, labels etc. These questions have implications in a number of fields ranging from systems biology [34, 46] to the detection of sources of malicious information on social networks [43]. We give a precise description of the class of evolving network models considered in this paper in the next section and then describe the goals of seed-finding algorithms.

1.2. Model definition. Fix an attachment function \( f \). We will grow a sequence of random trees \( \{T_f(j) : 2 \leq j \leq n\} \) as follows (see Section 4 regarding related work for more general network models):

(i) For \( n = 2 \), \( T_f(j) \) consists of two vertices attached by a single edge. Label these as \( \{v_1, v_2\} \) and call the vertex \( v_1 \) as the “root” of the tree.

(ii) Fix \( n > 2 \). Let the vertices in \( T_f(n − 1) \) be labeled as \( \{v_1, . . . , v_{n−1}\} \). For each vertex \( v ∈ T_f(n − 1) \) let \( \deg(v) \) denote the degree of \( v \). A new vertex \( v_n \) enters the system. Conditional on \( T_f(n − 1) \), this new vertex attaches to a currently existing vertex \( v ∈ T_f(n − 1) \) with probability proportional to \( f(\deg(v)) \). Call the vertex that \( v_n \) attaches to, the “parent” of \( v_n \) and direct the edge from this parent to \( v_n \) resulting in the tree \( T_f(n) \).

Thus, for any \( n \), \( T_f(n) \) is a random tree on \( n \) labelled vertices \( \{v_1, . . . , v_n\} \) rooted at \( v_1 \).

To fix ideas, explicit examples of attachment functions include:

(a) **Uniform attachment**: \( f(\cdot) \equiv 1 \). In this case new vertices attach to existing vertices uniformly at random. The corresponding random tree is called the random recursive tree and has been heavily analyzed across probabilistic combinatorics and computer science [44, 17].

(b) **“Pure” preferential attachment**: \( f(k) = k \). Here new vertices attach to pre-existing vertices with probability proportional purely to the degree of the existing vertex [8].

(c) **Affine Preferential attachment**: \( f(k) = k + \beta \) for \( \beta \geq 0 \) [19]. This is a more general analogue of the pure preferential attachment model above in which one can ‘fine tune’ the attachment probability of the lower degree vertices via the parameter \( \beta \).

(d) **Sublinear attachment**: We define sublinear attachment as in [26, Def. 2]: An attachment scheme with function \( f \) is called sublinear if:

(i) \( f \) is non-decreasing and not identically equal to 1 with \( f(k) \geq 1 \) for all \( k \geq 1 \).

(ii) There exists \( \alpha \in (0, 1) \) such that \( f(k) \leq k^\alpha \) for all \( k \geq 1 \).

In particular, for any \( \alpha \in (0, 1) \), \( f(k) = k^\alpha \), \( k \geq 1 \), is a sublinear attachment function.

The following terminology will be useful in the sequel.

**Definition 1.1.** A collection of trees \( \{\mathcal{T}(n) : n \geq 1\} \) is called a sequence of growing trees if the sequence starts with some finite tree \( \mathcal{T}(1) \) with a distinguished vertex called the root and then, for each subsequent \( n, \mathcal{T}(n+1) \) is obtained from \( \mathcal{T}(n) \) by adding a single new vertex to \( \mathcal{T}(n) \) using a single edge from this new vertex to a vertex \( v ∈ \mathcal{T}(n) \).

1.3. Root finding algorithms and persistence. Let \( \mathbb{T} \) be the space of equivalence classes (upto isomorphisms) of finite unrooted and unlabelled trees. For a labelled (rooted or unrooted) tree \( \mathcal{T} \), write \( \mathcal{T}^o \) for the isomorphism class of \( \mathcal{T} \) in \( \mathbb{T} \). For \( t ∈ \mathbb{T} \) and vertex \( v ∈ t \) write \( (t, v) \) for the tree rooted at \( v \). For a rooted tree \( (t, v) \) and a vertex \( u ∈ t \) write \( (t, v)_{uv} \) to denote the subtree of \( u \) and it’s descendants (viewed as rooted tree with root \( v \)). Thus \( (t, v)_{uv} = (t, v) \).
Now fix $K \geq 1$ and a mapping $H_K$ on $\mathbb{T}$ that takes an input tree $t \in \mathbb{T}$ and outputs a subset of $K$ vertices from $t$.

**Definition 1.2 (Root finding algorithm).** Fix $0 < \epsilon < 1$ and $K \geq 1$. A mapping $H_K$ is called a budget $K$ root finding algorithm with error tolerance $\epsilon$ for the collection of random trees $\{T_f(n) : n \geq 2\}$ if

$$(1.1) \quad \liminf_{n \to \infty} \mathbb{P}(v_1 \in H_K(T_f(n)^\circ)) \geq 1 - \epsilon.$$

One of the most natural mechanisms to generate mappings $H_K$ is via centrality measures. Precisely given $t \in \mathbb{T}$: (a) For each vertex $v \in t$ compute a specific measure of centrality $\Psi_t(v)$. Examples of such measures are given below. This measure depends purely on the topology of the network as the standing assumption is that we do not have access to vertex labels or other information that could indicate age of vertices in the network. (b) For fixed $K$ let $H_{K,\Psi}(t)$ be the output of the “top” (could be largest or smallest depending on the centrality measure) $K$ vertices measured according to the above centrality measure. Write $H_{K,\Psi}(t) := (v_1,\Psi(t), v_2,\Psi(t), \ldots, v_K,\Psi(t))$ (for the time being breaking ties arbitrarily).

Two natural centrality measures are:

(i) **Degree centrality:** Here for $t$ and $v \in t$ let $\Psi_{\text{deg}}(v)$ denote the degree of the vertex. Thus in this case $H_{K,\Psi}(t)$ outputs the $K$ largest degree vertices. Properties of such centrality measures for probabilistic models of dynamic networks were studied in for example [15, 21, 6].

(ii) **Jordan centrality [28]:** This is the main centrality measure considered in this paper. For any finite set $A$ write $|A|$ for the cardinality of $A$. Now define

$$(1.2) \quad \Psi_t(v) := \max_{u \in t \setminus \{v\}} |(t, v)_u|$$

In words, viewing $v$ as the root of $t$, $\Psi_t(v)$ is the largest size of the family trees of the children of $v$. We sometimes put $t$ in the subscript to emphasize the dependence on the underlying tree $t$. Note that the above measure is maximized at vertices of degree one. Thus in this case vertices more central in the tree would have smaller $\Psi$-values. A vertex that minimizes the above centrality measure is called a Jordan centroid. In this case $H_{K,\Psi}(t)$ outputs the $K$ vertices with smallest $\Psi$-values.

A natural question then in the context of probabilistic models for evolving networks involves the notion of persistence.

**Definition 1.3 (Persistence).** Fix $K \geq 1$ and a network centrality measure $\Psi$. For the random tree process $\{T_f(n) : n \geq 2\}$ say that the sequence is $(\Psi, K)$ persistent if $\exists n^* < \infty$ a.s. such that for all $n \geq n^*$ the optimal $K$ vertices $(v_1,\Psi(T_f(n)^\circ), v_2,\Psi(T_f(n)^\circ), \ldots, v_K,\Psi(T_f(n)^\circ))$ remain the same and further the relative ordering amongst these $K$ optimal vertices remains the same.

Thus, for example, if $\Psi$ is the degree of a vertex (referred to as degree centrality) and $K = 1$ then an evolving network sequence would be $(\Psi, 1)$ persistent if, almost surely, the identity of the maximal degree vertex fixes after finite time. Persistence of centrality measures both allows one to estimate the initial seed using these measures and validates robustness properties of these measures. A weaker notion of persistence (specific to the Jordan centrality measure) was introduced in [26] in their analysis of sub-linear preferential attachment schemes:
DEFINITION 1.4 (Terminal centroid [26]). For a sequence of growing trees \( \{ T(n) : n \geq 1 \} \), say that a vertex \( v^* \in \bigcup_{n=1}^{\infty} T(n) \) is a terminal centroid if for every vertex \( u \neq v^* \in \bigcup_{n=1}^{\infty} T(n) \) there exists a finite time \( M := M(u) < \infty \) such that for all \( n \geq M(u) \),

\[
\Psi_{T(n)}(v^*) \leq \Psi_{T(n)}(u).
\]

Note that as described in [26], existence of a terminal centroid vertex \( v^* \) does not imply persistence as in Definition 1.3 since \( v^* \) might be a terminal centroid without being the centroid at any finite time \( n \). Thus this notion of persistence is weaker than Definition 1.3.

1.4. Informal description of our aims and results. This paper has the following two major aims:

(a) **Persistence of Jordan centrality and estimation of the root:** In the context of growing random trees, the Jordan centrality measure has been used in [12] to derive root finding algorithms when the underlying trees are grown using pure preferential attachment and uniform attachment. When the attachment function is sub-linear then existence of a terminal centroid (see Definition 1.4) was proven in [26]. The aim of this paper is to understand the performance of Jordan centrality for deriving root finding algorithms for random trees grown using general attachment functions \( f \). We will establish upper and lower bounds of the budget \( K \) in terms of the error tolerance \( \varepsilon \). In this same setting, we establish persistence (as in Definition 1.3) of the optimal vertices as measured via Jordan centrality thus ensuring robustness of these root finding procedures.

(b) **Properties of branching process limits:** There is a deep connection between the random tree models in Section 1.2 and supercritical continuous time branching processes [5, 24, 25, 35], also known as Crump-Mode-Jagers (CMJ) branching processes, see Lemma 2.5. A fundamental result in the theory of branching processes is the almost sure convergence of the appropriately normalized population size to a limiting random variable \( W_\infty \) (see Theorem 3.5). For specific models such as the uniform attachment scheme or the pure preferential attachment scheme, one can compute the limit distributions exactly and these play a major role in understanding the performance of root-finding algorithms, see e.g. [12]. Much less is known about these limit random variables for general \( f \) beyond continuity properties. The following two technical contributions in this paper lie at the heart of root detection algorithms for general \( f \), and are of independent interest.

Firstly, under some assumptions, we show that \( W_\infty \) has exponential tails. This result plays a major role in the analysis of root-finding algorithms. In particular, it is used to obtain precise quantitative bounds on the probability that the number of descendants of an individual \( v \) in the branching process exceeds the total number of descendants of a collection \( S \) of individuals (not containing \( v \)) for any large time in terms of the size of \( S \). This naturally translates to analogous estimates for growing random trees by their connection to continuous time branching processes.

In addition, we also provide convergence rates for the normalized population size to \( W_\infty \) in an appropriate sup-norm metric (Theorem 3.7 and Corollary 3.8). These results are used to furnish quantitative estimates for the probability that, for some \( K \in \mathbb{N} \), the Jordan centrality score of \( v_n \) takes one of the \( K \) smallest values in \( T(j) \) for any \( j \geq n \), for sufficiently large \( n \). An application of the Borel Cantelli Lemma then establishes persistence of the \( K \) most central vertices (as measured by Jordan centrality) in the growing network for any fixed \( K \in \mathbb{N} \) (Theorem 3.4).
1.5. Organization of the paper. We start by defining fundamental objects required to state our main results in Section 2. Our main results are in Section 3. In Section 4 we discuss the relevance of this work as well as related literature. The remaining sections are devoted to proofs of the main results.

2. Preliminaries.

2.1. Mathematical notation. We use \( \preceq_{\text{st}} \) for stochastic domination between two real valued probability measures. For \( J \geq 1 \) let \( [J] := \{1, 2, \ldots, J\} \). If \( Y \) has an exponential distribution with rate \( \lambda \), write this as \( Y \sim \exp(\lambda) \). Write \( \mathbb{Z} \) for the set of integers, \( \mathbb{R} \) for the real line, \( \mathbb{N} \) for the natural numbers and let \( \mathbb{R}_+ := (0, \infty) \). Write \( \overset{a.s.}{\longrightarrow}, \overset{P}{\longrightarrow}, \overset{d}{\to} \) for convergence almost everywhere, in probability and in distribution respectively. For a non-negative function \( n \mapsto g(n) \), we write \( f(n) = O(g(n)) \) when \( |f(n)/g(n)| \) is uniformly bounded, and \( f(n) = o(g(n)) \) when \( \lim_{n \to \infty} f(n)/g(n) = 0 \). Furthermore, write \( f(n) = \Theta(g(n)) \) if \( f(n) = O(g(n)) \) and \( g(n) = O(f(n)) \). Finally, we write that a sequence of events \( (A_n)_{n \geq 1} \) occurs with high probability (whp) when \( \mathbb{P}(A_n) \to 1 \) as \( n \to \infty \). To ease notation, for the rest of this article, we will write \( T^\circ(n) \) for \( (T_f(n))^\circ, n \geq 2 \).

2.2. Assumptions on attachment functions. Here we setup constructions needed to state the main results. We will need the following assumption on the attachment functions of interest in this paper. We mainly follow [24, 25, 35, 41].

**Assumption 2.1.**

(i) Every attachment function \( f \) is assumed to satisfy 
\[
\inf_{i \geq 1} f(i) > 0.
\]
(ii) Every attachment function \( f \) can grow at most linearly i.e. \( \exists C < \infty \text{ such that } \lim_{k \to \infty} f(k)/k \leq C. \) This is equivalent to there existing a constant \( C \) such that \( f(k) \leq Ck \) for all \( k \geq 1 \).
(iii) Consider the following function \( \hat{\rho} : (0, \infty) \to (0, \infty) \) defined via,
\[
\hat{\rho}(\lambda) := \sum_{k=1}^{\infty} \prod_{i=1}^{k} \frac{f(i)}{\lambda + f(i)}.
\]
Define \( \Delta := \inf \{ \lambda > 0 : \hat{\rho}(\lambda) < \infty \} \). We assume,
\[
\Delta < \infty \text{ and } \lim_{\lambda \uparrow \Delta} \hat{\rho}(\lambda) > 1.
\]

Using (iii) of the above Assumption and the monotonicity of \( \hat{\rho}(\cdot) \), there exists a unique \( \lambda^* := \lambda^*(f) \in (0, \infty) \) such that
\[
\hat{\rho}(\lambda^*) = 1.
\]
This object is often referred to as the Malthusian rate of growth parameter. The above assumptions are relatively standard and are required for well-definedness of an associated branching process in the next section. The next assumption is less standard.

**Assumption 2.2.** With \( \lambda^* \) denoting the Malthusian rate of growth parameter, \( \limsup_{i \to \infty} f(i)/i < \lambda^* \). In other words, \( \hat{\rho}(\limsup_{i \to \infty} f(i)/i) > 1 \).

Assumption 2.2 is algebraic in nature and can be verified for a given attachment function \( f \) via the explicit representation of \( \hat{\rho}(\cdot) \) given in (2.1). The following lemma gives some general settings where this assumption is satisfied.
Lemma 2.3. Assume \( f \) satisfies Assumption 2.1. Assumption 2.2 is satisfied if any of the following conditions hold:

(i) \( \exists C^* \geq 0 \) such that \( \lim_{i \to \infty} f(i) / i = C^* \);

(ii) \( \limsup_{i \to \infty} f(i) / i < f_* \).

In particular uniform attachment, (affine) preferential attachment and sublinear preferential attachment all satisfy Assumption 2.2.

Proof. If (i) holds, then Assumption 2.2 follows from [7, Lemma 8.1]. For the second assertion, observe that

\[
1 = \hat{\rho}(\lambda^*) = \sum_{k=1}^{\infty} \frac{1}{\lambda^* + f(i)} = \sum_{k=1}^{\infty} \left( \frac{f_*}{\lambda^* + f_*} \right)^k = \frac{f_*}{\lambda^*}.
\]

Therefore, if (ii) holds, then \( \lambda^* \geq f_* > \limsup_{i \to \infty} f(i) / i \).

Remark 1. If \( \sum_{i=1}^{\infty} 1 / f(i)^2 < \infty \), Assumption 2.2 implies (2.2) [6, Lemma 7.8].

2.3. Branching processes. Fix an attachment function \( f \) as above. We can construct a point process \( \xi_f \) on \( \mathbb{R}_+ \) as follows: Let \( \{E_i : i \geq 1\} \) be a sequence of independent exponential random variables with \( E_i \sim \exp(f(i)) \). Now define \( \sigma_i := \sum_{j=1}^{i} E_i \) for \( i \geq 1 \) with \( \sigma_0 = 0 \). The point process \( \xi_f \) is defined via,

\[
(2.4) \quad \xi_f := (\sigma_1, \sigma_2, \ldots).
\]

Abusing notation, we write for \( t \geq 0 \),

\[
(2.5) \quad \xi_f[0, t] := \# \{ i : \sigma_i \leq t \}, \quad \mu_f[0, t] := \mathbb{E}(\xi_f[0, t]).
\]

\( \xi_f, \mu_f \) can be naturally extended to measures on \( (\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+)) \). We will need a variant of the above objects: for fixed \( k \geq 1 \), let \( \xi_f^{(k)} \) denote the ‘shifted’ point process where the first inter-arrival time is \( E_k \). Namely, define the sequence,

\[
\sigma_{(k), i} = E_k + E_{k+1} + \cdots E_{k+i-1}, \quad i \geq 1.
\]

As before let \( \sigma_{(k), 0} = 0 \). Then define,

\[
(2.6) \quad \xi_f^{(k)} := (\sigma_{(k), 1}, \sigma_{(k), 2}, \ldots), \quad \mu_f^{(k)}[0, t] := \mathbb{E}(\xi_f^{(k)}[0, t]).
\]

As above, \( \xi_f^{(k)}[0, t] := \# \{ i : \sigma_{(k), i} \leq t \} \). We abbreviate \( \xi_f[0, t] \) as \( \xi_f(t) \) and similarly \( \mu_f(t), \xi_f^{(k)}(t), \mu_f^{(k)}(t) \). Note that \( \xi_f^{(k)}(\cdot) = \xi_f(\cdot) \).

Definition 2.4 (Continuous time branching process (CTBP)). Fix attachment function \( f \) satisfying Assumption 2.1(ii). A continuous time branching process driven by \( f \), written as \( \{\text{BP}_f(t) : t \geq 0\} \), is defined to be a branching process started with one individual at time \( t = 0 \) and such that this individual, as well as every individual born into the system, has an offspring distribution that is an independent copy of the point process \( \xi_f \) defined in (2.4). We refer the interested reader to [24, 5, 35] for general theory regarding continuous time branching processes. The branching processes under consideration also go by the name of Crump-Mode-Jagers (CMJ) branching processes. We will also use \( \text{BP}_f(t) \) to denote the collection of all individuals at time \( t \geq 0 \). We will use \( Z_f(t) \) or \( |\text{BP}_f(t)| \) to denote the number of individuals in the population at time \( t \). Note in our construction, by our assumption on
the attachment function, individuals continue to reproduce forever. Write \( m_f(\cdot) \) for the corresponding expectation i.e.,

\[
(2.7) \quad m_f(t) := \mathbb{E}(Z_f(t)), \quad t \geq 0,
\]

Under Assumption 2.1(ii), it can be shown [24, Chapter 3] that for all \( t > 0 \), \( m_f(t) < \infty \) and \( m_f(\cdot) \) is strictly increasing with \( m_f(t) \uparrow \infty \) as \( t \uparrow \infty \).

The connection between CTBP and the discrete random tree models in the previous section is given by the following result which is easy to check using properties of exponential distribution (and is the starting point of the Athreya-Karlin embedding [4]). Start with two vertices \( v_1 \) and \( v_2 \) connected by a single edge. Now let \( B^f(1)(\cdot), B^f(2)(\cdot) \) be two independent branching processes driven by \( \xi_f \) as in Definition 2.4 started from \( v_1 \) and \( v_2 \) respectively. Define \( \tilde{B}^f_f(t) := B^f(1)(t) \cup B^f(2)(t) \). For \( m \geq 3 \) label the vertices in \( \tilde{B}^f_f(\cdot) \) in order of their arrival into the system. Thus, for any \( t \geq 0 \), \( \tilde{B}^f_f(t) \) can be viewed as a labelled tree rooted at \( v_1 \), with edges between parents and their offspring. Write the natural filtration generated by both branching processes as \( \{ \mathcal{F}(t) : t \geq 0 \} \), where \( \mathcal{F}(t) := \sigma \{ (B^f(1)(s), B^f(2)(s)) : s \leq t \} \), \( t \geq 0 \). Define the sequence of stopping times:

\[
(2.8) \quad \eta^{m,2}_m := \inf \left\{ t \geq 0 : |\tilde{B}^f_f(t)| = m \right\}, \quad m \geq 2,
\]

where \( |\tilde{B}^f_f(t)| \) denotes the number of individuals in \( \tilde{B}^f_f(t) \) at time \( t \). In particular, by the labelling convention described above, the vertex arriving at time \( \eta^{m,2}_m \) is labelled as \( v_m \). Here we have added both 1, 2 in the superscript to make it clear that this stopping time depends on both branching processes.

**Lemma 2.5.** Fix attachment function \( f \) consider the sequence of random trees \( \{ T_f(m) : m \geq 2 \} \) constructed using attachment function \( f \) rooted at \( v_1 \). Consider the continuous time construction \( \{ \tilde{B}^f_f(t) : t \geq 0 \} \) as above. Then viewed as a sequence of growing random labelled rooted trees we have, \( \{ \tilde{B}^f_f(\eta^{m,2}_m) : m \geq 2 \} \overset{d}{=} \{ T_f(m) : m \geq 2 \} \).

**Remark 2.** Note that multiplying the function \( f \) by a scalar speeds up (or slows down) the continuous time branching process, but the law of the embedding \( \{ \tilde{B}^f_f(\eta^{m,2}_m) : m \geq 2 \} \) remains unaltered (as the associated stopping times also change). This is clear in the dynamics of the discrete time tree process as the attachment probabilities involve ratios of quantities involving \( f \), which do not change on multiplying \( f \) by a scalar.

3. Main Results.

3.1. **Bounds for root finding algorithms and persistence.** For the rest of this Section \( \Psi \) will denote the Jordan centrality measure as in (1.2) and for a fixed budget \( K \), \( H_{K,\Psi}(\cdot) \) will denote the corresponding Jordan centrality measure based root finding algorithm. For a given error tolerance \( \varepsilon \), let \( K_\Psi(\varepsilon) \) denote the smallest budget \( K \) such that \( H_{K,\Psi}(\cdot) \) is a root finding algorithm with error tolerance \( \varepsilon \) for the collection of random trees \( \{ T_f(n) : n \geq 2 \} \) (in the sense of Definition 1.2). If there is no finite \( K \) satisfying (1.1), we set \( K_\Psi(\varepsilon) = \infty \). The first theorem gives upper bounds on this budget \( K_\Psi(\varepsilon) \) to ensure recoverability of the root.

**Theorem 3.1 (Budget sufficiency bounds).** Suppose the attachment function \( f \) satisfies Assumptions 2.1 and 2.2.
(a) Suppose for some $C_f > 0$, $\beta \geq 0$, $f$ satisfies $f_* \leq f(i) \leq C_f \cdot i + \beta$ for all $i \geq 1$. Then $\exists$ positive constants $C_1, C_2$ such that for any error tolerance $0 < \varepsilon < 1$, the budget requirement satisfies,

$$K_\Psi(\varepsilon) \leq \frac{C_1}{\varepsilon(2C_f + \beta)/f} \exp(\sqrt{C_2 \log 1/\varepsilon}).$$

(b) If further the attachment function $f$ is in fact bounded with $f(i) \leq f^*$ for all $i \geq 1$ then one has for any error tolerance $0 < \varepsilon < 1$,

$$K_\Psi(\varepsilon) \leq \frac{C_1}{\varepsilon f^*/f} \exp(\sqrt{C_2 \log 1/\varepsilon}).$$

A natural question then is if there are qualitatively similar lower bounds for the budget if one does use Jordan centrality. This is the focus of the next result.

**Theorem 3.2 (Budget necessary bounds).** Suppose the attachment function $f$ satisfies Assumptions 2.1 and 2.2.

(a) If $\exists C_f > 0$ and $\beta \geq 0$ such that $f(i) \geq C_f \cdot i + \beta$ for all $i \geq 1$ then $\exists$ a positive constant $C'_1$ such that for any error tolerance $0 < \varepsilon < 1$,

$$K_\Psi(\varepsilon) \geq \frac{C'_1}{\varepsilon(2C_f + \beta)/f}(1).$$

(b) For general $f$ one has for any error tolerance $0 < \varepsilon < 1$,

$$K_\Psi(\varepsilon) \geq \frac{C'_1}{\varepsilon f^*/f(1)}.$$

Applying the above results for the special cases described in Section 1.2 result in the following bounds.

**Corollary 3.3 (Special cases).** For specific attachment functions the budget requirements for root finding algorithms using Jordan centrality satisfy:

(a) Uniform attachment: $\frac{C'_1}{\varepsilon} \leq K_\Psi(\varepsilon) \leq \frac{C'_1}{\varepsilon} \exp(\sqrt{C_2 \log 1/\varepsilon}).$

(b) Pure Preferential attachment:

$$\frac{C'_1}{\varepsilon^2} \leq K_\Psi(\varepsilon) \leq \frac{C_1}{\varepsilon^2} \exp(\sqrt{C_2 \log 1/\varepsilon}).$$

(c) Affine preferential attachment:

$$\frac{C'_1}{\varepsilon^{1+\beta}} \leq K_\Psi(\varepsilon) \leq \frac{C_1}{\varepsilon^{1+\beta}} \exp(\sqrt{C_2 \log 1/\varepsilon}).$$

(d) Sublinear preferential attachment:

$$\frac{C'_1}{\varepsilon^{1+\beta}} \leq K_\Psi(\varepsilon) \leq \frac{C_1}{\varepsilon^{1+\beta}} \exp(\sqrt{C_2 \log 1/\varepsilon}).$$

The above Corollary follows by directly applying Theorems 3.1 and 3.2.

**Remark 3.** While (b) in the above Corollary is a special case of (c), we included the additional case to highlight the sensitive dependence on $\beta$ of the above bounds. In particular as $\beta \to \infty$ upto first order $K_\Psi(\varepsilon) \asymp \varepsilon^{-1}$ which is the same as one has in the uniform attachment case.
The next result establishes robustness of the estimates using Jordan centrality. For centrality measure $\Psi$ and $K \geq 1$, recall the notion of $(\Psi, K)$ persistence in Definition 1.3.

**Theorem 3.4 (Persistence).** Let $\Psi$ denote the Jordan centrality as in (1.2). Under Assumptions 2.1 and 2.2, for any $K \geq 1$, the sequence of growing random trees $\{T_f(n) : n \geq 1\}$ is $(\Psi, K)$ persistent.

3.2. Branching process limits. Implicitly or explicitly, the main tool in the analysis of the Jordan centrality for growing random tree models are limits of appropriately normalized sizes of the associated branching processes. More precisely standard results about such branching processes [25] imply the following result.

**Theorem 3.5.** Under Assumptions 2.1 and 2.2 there exists a strictly positive random variable $W_\infty$ such that with $\lambda^*$ denoting the Malthusian rate of growth parameter (2.3),

\[
e^{-\lambda^* t} Z_f(t) \xrightarrow{a.s.} W_\infty, \quad \text{as } t \to \infty.
\]

Further $W_\infty$ is an absolutely or singular continuous random variable supported on all of $\mathbb{R}_+$.

The following technical results about the branching process form the core of the proofs of the previous two sections and are of independent interest.

**Theorem 3.6 (Exponential tails).** Under Assumptions 2.1 and 2.2 the branching process limit $W_\infty$ in Theorem 3.5 has a finite moment generating function in an open interval about the origin.

While Theorem 3.5 provides asymptotic information, the following two results quantify rates of convergence in this result and form the technical workhorse for the proof of Theorem 3.4.

**Theorem 3.7.** Under Assumptions 2.1 and 2.2, $\exists$ finite constants $C, C', \delta$ (depending on $f$) such that for any $t \geq 0$,

\[
\mathbb{P} \left( \sup_{s \in [t, \infty)} \left| e^{-\lambda^* s} Z_f(s) - W_\infty \right| > e^{-\delta t} \right) \leq C e^{-C't}.
\]

**Corollary 3.8.** Under the hypothesis of Theorem 3.7 there exists $C < \infty$ such that for any $A > 0$,

\[
\mathbb{P} \left( \sup_{s \geq 0} e^{-\lambda^* s} Z_f(s) \geq A \right) \leq C \log A / A^2.
\]

**Remark 4.** A natural object of interest that arises out of Theorem 3.4 is the random time $\Gamma := \inf \{ n \in \mathbb{N} : v_1, \Psi(T_f(\ell)^\circ) = v_1, \Psi(T_f(n)^\circ) \ \forall \ \ell \geq n\}$, namely, the first time after which the identity of the centroid remains the same as the tree grows. We believe that the rate of convergence result Theorem 3.7 will play a key role in analyzing this time as it gives a way to compare the appropriately scaled tree sizes to their (random) limits. However, a thorough analysis of $\Gamma$, including moment bounds, tail asymptotics, etc., will require a more explicit quantification of the constants $C, C'$ appearing in Theorem 3.7. Moreover, one will need more detailed information on the distributional properties of $W_\infty$ beyond the ones used in this article (finiteness of exponential moments and continuity properties). We will explore this in a subsequent article.
4. Discussion.

4.1. Related work. The general area of “network archaeology” [34] has witnessed enormous growth over the past decade. In the context of the probability community, the papers closest to this paper are [42, 43, 12, 26, 27]. Identifying the spread of “rumors” in networks was considered in [42, 43] where a “rumor centrality” measure was derived which later turned out [12] to have close connections to Jordan centrality as well as maximum-likelihood based schemes for estimating the root. Results similar to Theorems 3.1 and 3.2 were first obtained in [12] for the uniform attachment and pure preferential attachment schemes. In these special cases, the limit random variables for subtree sizes (or analogously the continuous time branching process limits) can be explicitly derived in terms of Gamma and Dirichlet distributions which allows a direct analysis of root finding algorithms based on Jordan centrality. Using a careful combinatorial analysis of the likelihood function, [12] were even able to derive lower bounds required for any root finding algorithm in the context of the uniform and pure preferential attachment models (in particular showing that for the uniform model $K(\epsilon)$ for any root finding algorithm with error tolerance $\epsilon$ has to satisfy $K(\epsilon) \geq \exp(\sqrt{\frac{1}{12} \log \frac{1}{\epsilon}})$). Further advances related to the uniform attachment scheme can be found in [32, 16]. For related questions on the influence of the initial seed on the distribution of trees grown using uniform or pure preferential attachment see [13, 14, 39].

The two papers most influential for this paper are [26, 27] which amongst various advances derived fundamental deterministic properties of the Jordan centrality measure for growing trees (see Section 6.1 for some examples). Further [26] was the first paper (that we are aware of) that used embeddings into continuous time branching processes to analyze Jordan centrality for sublinear preferential attachment models (see Section 1.2). For this class of models they were able to show existence of a terminal centroid (see Definition 1.4) but were unable to show the existence of persistence of Jordan centrality. Part of the reason was the lack of rates of convergence results for continuous time branching processes namely Theorems 3.7 and Corollary 3.8 in this paper. These results had to wait for the technical foundations laid in [7] where rates of convergence results were needed in the context of change point detection problems for evolving networks. Moreover, although the existence of a $K(\epsilon)$ for any $\epsilon \in (0, 1)$ was shown in [26] in the context of sublinear preferential attachment models, no explicit algebraic form was obtained. Here we connect $K(\epsilon)$ to the tail behavior of the random variable $W_{\infty}$ and use its exponential tails (established in Theorem 3.6) to obtain explicit upper and lower bounds on $K(\epsilon)$ for general attachment functions $f$. These bounds, in particular, coincide for uniform and affine linear preferential attachment models, strengthening the bounds obtained in [32].

4.2. Persistence of other centrality measures. The other major centrality measure for which questions such as persistence have been explored is degree centrality. As described in Definition 1.2, in this case for any budget $K$, one would output the $K$ vertices with maximal degree (the so called “hubs” of the network). Sufficient conditions for persistence of maximal degree vertices under convexity assumptions of the attachment function were obtained in [21] whilst more general sufficient conditions for a related evolving network model were derived in [15]. Most closely related to this paper is [6] where it was shown using martingale concentration techniques and continuous time branching processes that for a general attachment function $f$, the condition $\sum_{i=1}^{\infty} 1/(f(i))^2 < \infty$ (coupled with additional technical conditions) was necessary and sufficient for the emergence of persistent hubs. In the regimes of existence of persistent hubs, degree centrality (which is computationally much more efficient and extends to more general networks than trees) gives an alternative estimation procedure for the root. We plan to report on this in future research.
4.3. Related questions in probabilistic combinatorics. The other major area where notions similar to persistence have been explored has been in the context of the evolution of the connectivity structure in random graphs as first formulated by Erdős. Consider the Erdős-Rényi random graph process described as follows: start with $n$ vertices with no edges. At each stage an edge is selected uniformly at random amongst all possible $\binom{n}{2}$ edges and added to the system. The objects of interest now are the sizes (i.e. the number of vertices) of connected components. Erdős suggested viewing this process as a “race” between components in growing their respective sizes. Call the largest connected component at any given time as the leader. One of the questions raised by Erdős was to understand asymptotics for the leader time: the time beyond which the identity of the leader does not change, thus the leader persists for all periods of connectivity after this time. Rigorous results for asymptotics for this so called “leader problem” were derived in [31, 1].

4.4. Proof outline. The recurring theme in our proofs is an interplay between the discrete time attachment tree process $\{T_f(n) : n \geq 2\}$ and its continuous time embedding described in Section 2.3. This connection has been exploited before in the context of asymptotics related to local weak convergence [41], where one looks at asymptotic properties in a local neighborhood of a uniformly chosen vertex in $T_f(n)$ as $n \to \infty$. There one can rely on ‘softer’ properties like almost sure convergence of associated statistics in the CTBP to derive results for the attachment tree process. However, for analyzing centrality measures, one needs quantitative information on the rate of convergence of these statistics to their (random) limits and tail behavior of the limiting quantities. The key technical contributions of this article comprise obtaining rates of convergence in sup-norm for the normalized population size of the CTBP to its random limit $W_\infty$ (Theorem 3.7) and showing existence of exponential moments of the limiting random variable $W_\infty$ (Theorem 3.6). Theorem 3.7 is shown by extending techniques of [7]. Theorem 3.6 is shown by devising careful inductive arguments to estimate moments of an associated random variable $Y$ defined in (5.2) and then using results on solutions of recursive distributional equations.

For showing persistence (Theorem 3.4), the work of [26, 27] illustrates that comparing $\Psi$ values of two vertices $u$ and $v$ reduces to comparing sizes of associated subtrees rooted at $u$ and $v$ (see Lemma 6.1). Theorem 3.7 is then used to quantitatively estimate appropriately normalized subtree sizes by their random limits. This and an application of the Borel Cantelli Lemma yield Theorem 3.4. For deriving the budget sufficiency bounds, concentration arguments are used to show that the sizes of the two evolving subtrees obtained by deleting the edge between $v_1$ and $v_2$ do not become ‘very disproportionate’ in the sense that, with high probability, one is at least a suitably large multiple $M$ of the logarithm of the other uniformly over all large times (Lemma 6.3). This is then used to show that if the $i$-th added vertex has to ever attain a smaller $\Psi$ value than the root, the size of a subtree attached to it has to beat the collective size of approximately $M \log i$ independent subtrees attached to other vertices at some future time. Quantifying the probability of this happening is key to obtaining the explicit estimates in Theorem 3.1 and uses the exponential moment bound in Theorem 3.6 in a crucial way. For the budget necessary bounds, it is shown that, for any integer $K \geq 2$, the probability of the root not having one of the $\lfloor K/4 \rfloor$ smallest $\Psi$ values can be bounded below (up to a multiplicative constant) by the probability that the root is a leaf in $T_f(K)$ (Proposition 6.6). Lower bounding the latter probability leads to the bounds in Theorem 3.2.

5. Proofs: Branching process asymptotics. For the rest of the proof, to ease notation we write $\lambda$ instead of $\lambda^*$ for the Malthusian rate of growth as in (2.3).
5.1. Branching process preliminaries. We start by collecting some simple properties of branching processes that will be useful in the sequel. We start by describing one of the most famous examples of branching processes in continuous time.

Definition 5.1 (Rate \( \nu \) Yule process). Fix \( \nu > 0 \). A rate \( \nu \) Yule process is a pure birth process \( \{Y_\nu(t) : t \geq 0\} \) with \( Y_\nu(0) = 1 \) and where the rate of birth of new individuals is proportional to size of the current population. More precisely, \( \mathbb{P}(Y_\nu(t + dt) - Y_\nu(t) = 1|F(t)) := \nu Y_\nu(t) dt + o(dt) \) and \( \mathbb{P}(Y_\nu(t + dt) - Y_\nu(t) \geq 2|F(t)) := o(dt) \), where \( \{F(t) : t \geq 0\} \) is the natural filtration of the process.

There is a close connection between Yule processes and continuous time branching process. Precisely, consider a continuous time branching process as in Definition 2.4 with attachment function \( f(i) \equiv \nu \) for all \( i \). Write \( \text{Yule}_\nu(\cdot) \) for this process. Then it is easy to check that the process describing the size of the population \( \{[\text{Yule}_\nu(t)] : t \geq 0\} \) is an \( \mathbb{L}^2 \) bounded martingale, and thus \( \exists W > 0 \) such that \( Y_\nu(t) \exp(-\nu t) \) a.s. \( \to W \). Further \( W = \exp(1) \).

Recall that we assume that our attachment functions \( f \) grow at most linearly (i.e. \( f(i) \leq \overline{C}_f i \)) for some constant \( \overline{C}_f \). This motivates the next special case.

Definition 5.3 (LPA\(_{C,\beta}\) process). Fix \( C > 0 \) and \( \beta \geq 0 \). The continuous time branching processes as in Definition 2.4 with \( f(i) = C \cdot i + \beta \) will be referred to as the Linear preferential attachment process and will be denoted by LPA\(_{C,\beta}(\cdot)\).

The following result easily follows from properties of the Exponential distribution.

Lemma 5.2 ([38, Section 2.5]). Fix \( t > 0 \) and rate \( \nu > 0 \). Then \( Y_\nu(t) \) has a Geometric distribution with parameter \( p = e^{-\nu t} \). Precisely, \( \mathbb{P}(Y_\nu(t) = k) = e^{-\nu t} (1 - e^{-\nu t})^{k-1}, k \geq 1 \). The process \( \{Y_\nu(t) \exp(-\nu t) : t \geq 0\} \) is an \( \mathbb{L}^2 \) bounded martingale and thus \( \exists W > 0 \) such that \( Y_\nu(t) \exp(-\nu t) \) a.s. \( \to W \). Further \( W = \exp(1) \).

Recall that we assume that our attachment functions \( f \) grow at most linearly (i.e. \( f(i) \leq \overline{C}_f i \)) for some constant \( \overline{C}_f \). This motivates the next special case.

Proposition 5.4. (a) Suppose \( f_1, f_2 \) are two attachment functions with \( f_1(i) \leq f_2(i) \) for all \( i \geq 1 \). Then \( \exists \) a coupling of the branching processes \( \{\text{BP}_{f_1}(t) : t \geq 0\} \) and \( \{\text{BP}_{f_2}(t) : t \geq 0\} \) on the same space so that \( |\text{BP}_{f_1}(t)| \leq |\text{BP}_{f_2}(t)| \) for all \( t \geq 0 \).

(b) Let the attachment function \( f_* \) be \( f(i) \leq \overline{C}_f \cdot i + \beta \forall i \geq 1 \). Recall the continuous time construction in Definition 2.4 with two continuous time branching processes \( \text{BP}^{(i)} \) started from \( v_1 \) and \( v_2 \) with an edge between \( v_1 \) and \( v_2 \). We can couple \( \text{BP}^{(i)} \) with a linear preferential attachment process LPA\(_{C,\beta}\) and independently couple \( \text{BP}^{(2)} \) with a Yule process \( \text{Yule}_{\nu}(\cdot) \), such that

\[
|\text{BP}^{(i)}_{f_\ast}(t)| \leq |\text{LPA}_{C,\beta}(t)|, \quad |\text{BP}^{(2)}_{f_\ast}(t)| \geq |\text{Yule}_{\nu}(t)|, \quad t \geq 0.
\]

The following is a simple example of the use of the above result and lower bounding Yule processes.

Lemma 5.5. Assume \( f \) satisfies \( f_* := \inf_{i \geq 0} f(i) > 0 \). Let \( Z_f(t) = |\text{BP}_f(t)| \). Then for any \( t \geq 0 \) and \( \gamma > 0 \),

\[
\mathbb{P}(Z_f(t) \leq e^{tf_* / 2}) \leq e^{-tf_* / 2}, \quad \mathbb{E}(|Z_f(t)|^{1 - \gamma}) \leq e^{-tf_* / 2} + e^{-\gamma f_* t / 2}.
\]
PROOF. Consider the setting of Proposition 5.4 (a) with \( f_1(i) \equiv f_* \) for all \( i \) and \( f_2 = f \). In this case \( Z_{f_1}(\cdot) \) is a rate \( f_* \) Yule process. Thus Proposition 5.4 (a) coupled with Lemma 5.2 implies by the union bound,

\[
\mathbb{P}(Z_f(t) \leq e^{t/f_*}/2) \leq \mathbb{P}(Z_{f_1}(t) \leq e^{t/f_*}/2) \leq e^{-t/f_*}/2.
\]

This proves the first assertion of the lemma. The second assertion follows from the first assertion and the bound, \( \mathbb{E}([Z_f(t)]^{-\gamma}) \leq \mathbb{P}(Z_f(t) \leq e^{t/f_*}/2) + e^{-\gamma t/f_*/2}. \)

Now define the probability mass function,

\[
p_k = p_k(f) := \frac{\lambda}{\lambda + f(k)} \prod_{j=1}^{k-1} \frac{f(i)}{\lambda + f(i)}, \quad k \geq 1.
\]

Here we use the convention \( \prod_{j=1}^{0} = 1 \). The fact that \( \{p_k : k \geq 1\} \) is indeed a pmf follows from the definition of the Malthusian rate (2.3). For any \( k \geq 0 \) and \( t \geq 0 \), let \( D(k, t) \) denote the number of vertices with \( k \) children (alternatively out-degree \( k \)) in \( \text{BP}_f(t) \) and let \( D_n(k) \) denote the number of vertices with out-degree \( k \) in the attachment model \( T_f(n) \) with \( n \) vertices. Note that in both cases, other than the root, the out-degree of each vertex is the same as the degree of the vertex \(-1\). This explains the “+1” in the following well known result for convergence of the density of such vertices proved in [25] for branching processes, and in [41] (using CTBP techniques from [25]) for attachment trees.

Theorem 5.6 ([25, 41]). Let \( \{p_k : k \geq 1\} \) be the pmf as in (5.1). Under Assumption 2.1, for each fixed \( l \geq 0 \), \( D(l, t)/|\text{BP}_f(l, t)| \xrightarrow{a.s.} p_{l+1} \) as \( t \to \infty \). The same assertion holds for \( D_l(n)/n \) as \( n \to \infty \).

5.2. Proof of Theorem 3.5 and Theorem 3.6: Recall the arrival times \( \{\sigma_i : i \geq 1\} \) for the point process \( \xi_f \) in (2.4). Define

\[
Y = \sum_{i=1}^{\infty} e^{-\lambda \sigma_i}, \quad Y_m = \sum_{i=m}^{\infty} e^{-\lambda (\sigma_i - \sigma_m)}, \quad m \geq 0.
\]

Note that \( Y = Y_0 - 1 \). Observe that the limit random variable \( W_\infty \) of the branching process appearing in Theorem 3.5 satisfies the following recursive distributional equation [9, Equation (3)] (see also the paragraph following Equation (5) of [9]):

\[
W_\infty = \sum_{i=1}^{d} e^{-\lambda \sigma_i} W^{(i)}_\infty,
\]

where \( \{W^{(i)}_\infty : i \geq 1\} \) are a sequence of i.i.d. random variables with the same distribution as \( W_\infty \) and independent of the point process \( \{\sigma_i : i \geq 1\} \). Random variables satisfying such recursive distributional equations have been analyzed extensively (see e.g. [20, 29, 30, 10, 23]). In particular, by [40, Theorem 6] (or [3, Theorem 3.4]), finiteness of the moment generating function of \( Y \) in a neighborhood of zero guarantees the corresponding assertion for \( W_\infty \). The former is achieved in the following Proposition. Note that the law of the random variable \( Y \) depends in a non-trivial way on the attachment function \( f \) which, in turn, can be very general. The key technical contribution in the proof of the following Proposition is showing that Assumption 2.2 on the attachment function is all that is needed to guarantee existence of exponential moments of \( Y \). This level of generality is handled by resorting to a careful inductive argument to estimate the moments of \( Y \).
Proposition 5.7. Under Assumption 2.2, the random variable $Y$ satisfies $\mathbb{E}(e^{tY}) < \infty$ for some $t > 0$.

Proof. For $m \geq 0$ and $j \geq m$, write $\sigma_j^{(m)} = \sigma_j - \sigma_m = \sum_{i=m}^{j-1} E_i$. Now for any $k \geq 1$,

$$
\mathbb{E}(Y_m^k) = \mathbb{E}\left( \sum_{m \leq i_1, \ldots, i_k} \infty e^{-\lambda(\sigma_{i_1}^{(m)} + \cdots + \sigma_{i_k}^{(m)})} \right)
\leq \mathbb{E}\left( \sum_{m \leq i \leq j_k+1} \sum_{i \leq j_1, \ldots, j_{k-1}} \infty e^{-\lambda(\sigma_i^{(m)} + \sigma_{j_1}^{(m)} + \cdots + \sigma_{j_{k-1}}^{(m)})} \right)
= k \mathbb{E}\left( \sum_{i=m}^{\infty} e^{-\lambda k \sigma_i^{(m)}} \sum_{i \leq j_1, \ldots, j_{k-1}} \infty e^{-\lambda[(\sigma_j - \sigma_i) + (\sigma_{j_{k-1}} - \sigma_i)]} \right).
$$

Note that for any $i \geq m$, $\tilde{Y}_i := \sum_{i \leq j_1, \ldots, j_{k-1}} \infty e^{-\lambda[(\sigma_j - \sigma_i) + (\sigma_{j_{k-1}} - \sigma_i)]}$ is independent of $\sigma_i^{(m)}$ with the same distribution as $Y_i^{k-1}$. Using this and the explicit form of $\sigma_i^{(m)}$ as a sum of independent exponential random variables gives,

$$
\mathbb{E}(Y_m^k) \leq k \sum_{i=m}^{\infty} \mathbb{E}(Y_i^{k-1}) \cdot \prod_{j=m}^{i-1} \left( \frac{f(j)}{k \lambda + f(j)} \right).
$$

Here we use the convention $1 = \prod_{j=m}^{m-1}$. We will use (5.4) to obtain moment bounds. By Assumption 2.2 there exist $m_0 \geq 2$ and $\delta > 0$ such that the attachment function satisfies $f(l) \leq (\lambda - \delta)l$ for all $l \geq m_0$. Define

$$
\mu := \frac{\lambda}{\lambda - \delta}, \quad C_\mu := \frac{e^{(\mu - 1)/\mu}}{\mu - 1}.
$$

The following lemma derives moment bounds for $m \geq m_0$.

Lemma 5.8. For any $m \geq m_0$ and $k \geq 1$,

$$
\mathbb{E}(Y_m^k) \leq C_\mu^k (k \mu + m)^k.
$$

Proof. We will prove the above result via induction on $k$. Precisely, for $k \in \mathbb{N}$,

Induction hypothesis: (5.6) holds for the given choice of $k$ and all $m \geq m_0$.

First observe that for any fixed $k$, for $i > m \geq m_0$,

$$
\log \prod_{j=m}^{i-1} \frac{f(j)}{k \lambda + f(j)} \leq \log \prod_{j=m}^{i-1} \frac{(\lambda - \delta) j}{k \lambda + (\lambda - \delta) j} = \sum_{j=m}^{i-1} \log \left( 1 - \frac{k \mu}{k \mu + j} \right) \leq - \sum_{j=m}^{i-1} \frac{k \mu}{k \mu + j}.
$$

Bounding the final term by $-\int_{k \mu + m}^{k \mu + m} (k \mu / z) dz$ shows that for $i \geq m \geq m_0$ and $k \geq 1$,

$$
\prod_{j=m}^{i-1} \frac{f(j)}{k \lambda + f(j)} \leq \left( \frac{k \mu + m}{k \mu + i} \right)^{k \mu}.
$$

Further for any $k \geq 1$,

$$
\sum_{i=m}^{\infty} \frac{1}{(k \mu + i)^{k(\mu-1)+1}} \leq \int_{k \mu + m-1}^{\infty} \frac{1}{2^{k(\mu-1)+1}} dz \leq \frac{C_\mu}{k} \frac{1}{(k \mu + m)^{k(\mu-1)}},
$$

Using this and the induction hypothesis, we obtain the desired result.
where the last inequality follows upon checking the elementary inequality,
\[
\log \left( \frac{k\mu + m}{k\mu + m - 1} \right)^{k(\mu - 1)} \leq \frac{\mu - 1}{\mu}.
\]

**Induction base case** ($(k = 1)$): For any $m \geq m_0$,

\[
E(Y_m) = \sum_{i=m}^\infty \prod_{j=m}^{i-1} \frac{f(j)}{\lambda + f(j)} \leq \sum_{i=m}^\infty \left( \frac{\mu + m}{\mu + i} \right)^{\mu} \leq C_\mu(\mu + m),
\]

where the first bound follows from \((5.7)\) and the second from \((5.8)\). This verifies the induction hypothesis for $k = 1$.

**General case:** Now suppose the induction hypothesis is true for $k - 1$. By \((5.4)\), \((5.7)\) and the assumed bound on $E(Y_m^{(k-1)})$ we get,

\[
E(Y_m^k) \leq k \sum_{i=m}^\infty \left( \frac{k\mu + m}{k\mu + i} \right)^{k(\mu - 1)} C_\mu^{k-1}((k - 1)\mu + i)^{k-1}
\]

\[
\leq k(k\mu + m)^{k\mu} C_\mu^{k-1} \sum_{i=m}^\infty \frac{1}{(k\mu + i)^{(k\mu - 1) + 1}}.
\]

Now using \((5.8)\) on the last sum shows that $E(Y_m^k) \leq C_\mu^k(k\mu + m)^k$ verifying the induction hypothesis for $k$ and completing the proof of the Lemma.

We will now leverage the above bounds to complete the proof. Define,

**Lemma 5.9.** There exist constants $C_1, C_2 < \infty$ such that for any $k \geq 1$, $\Lambda_k \leq C_1C_2^k(k + 1)!$.

**Proof of Proposition 5.7:** Assuming Lemma 5.9, note that this immediately implies that $\forall t \in (0, C^{-1}_2)$, $E(e^{tY_0}) < \infty$. Since $Y_0 = Y + 1$, this completes the proof of the proposition.

**Proof of Lemma 5.9:** For $k \geq 1$, using \((5.4)\) for $m < m_0$ we get $E(Y_m^k) \leq S_1(k) + S_2(k)$ where

\[
S_1(k) := k \sum_{i=m}^{m_0} E(Y_i^{k-1}) \cdot \left[ \prod_{j=m}^{i-1} \left( \frac{f(j)}{k\lambda + f(j)} \right) \right] \leq k\Lambda_k \sum_{i=m}^{m_0} \theta^{i-m} \leq kD_\theta \Lambda_k - 1,
\]

where for the rest of this proof, $D_\theta = \sum_{j=0}^{\infty} \theta^j = 1/(1 - \theta)$. Similarly with $S_2(k) := k \sum_{i=m_0+1}^{\infty} E(Y_i^{k-1}) \cdot \left[ \prod_{j=m_0}^{i-1} \left( \frac{f(j)}{k\lambda + f(j)} \right) \right]$ we have,

\[
S_2(k) \leq \theta^{m_0-m} \cdot k \sum_{i=m_0+1}^{\infty} E(Y_i^{k-1}) \cdot \left[ \prod_{j=m_0}^{i-1} \left( \frac{f(j)}{k\lambda + f(j)} \right) \right] \leq 1 \cdot C_\mu^k(k\mu + m_0)^k,
\]

where to obtain the final inequality, we have used $\theta < 1$ and the same calculations as in \((5.10)\). Combining \((5.12)\) and \((5.13)\) gives,

\[
\Lambda_k \leq kD_\theta \Lambda_k - 1 + C_\mu^k(k\mu + m_0)^k, \quad k \geq 1.
\]
Using this bound recursively gives,

\begin{equation}
\Lambda_k \leq D_0^{k-1}k!\Lambda_1 + \sum_{j=0}^{k-1} D_0^j C^{k-j}_{\mu}( (k-j)\mu + m_0 )^{k-j} \frac{k!}{(k-j)!}.
\end{equation}

Note that for any \( j \leq k-1 \), \((k-j)\mu + m_0\)\(^{k-j}\) \leq (\max(\mu, m_0)\)\(^{k-j}\)(k-j+1)\(^{k-j}\). Further by Stirling’s bounds for factorials,

\begin{equation}
(k-j+1)^{k-j} \leq \frac{e}{\sqrt{2\pi}}(k-j)!e^{(k-j)}.
\end{equation}

Let \( \tilde{D} = \max\{D_0, eC_{\mu}\max\{\mu, m_0\}\} \). Using (5.16) we get

\[ C_{\mu}^k(k\mu + m_0)^k \leq \frac{e}{\sqrt{2\pi}}k!\tilde{D}^k, \]

while for \( 1 \leq j \leq k-1 \),

\[ D_0^j C_{\mu}^{k-j}( (k-j)\mu + m_0 )^{k-j} \frac{k!}{(k-j)!} \leq \frac{e}{\sqrt{2\pi}}\tilde{D}^k k!. \]

Using these bounds in (5.15) shows that the assertion of Lemma 5.9 holds with \( C_1 = (\Lambda_1 + e/\sqrt{2\pi}) \) and \( C_2 = \tilde{D} \).

**Proof of Theorem 3.5:** Note that Proposition 5.7 implies \( \mathbb{E}(Y^2) < \infty \). Combining this with Assumption 2.1, the positivity of \( W_\infty \) and the \( L^2 \) convergence assertion in (3.1) follow from [25, Corollary 4.2 and Theorem 4.3] while the a.s. convergence follows from [35, Theorem 5.4]. The assertion on the continuity and support of the distribution now follows from [9, Theorem 1 and Theorem 2].

**Proof of Theorem 3.6:** Recall that the limit random variable \( W_\infty \) of the branching process satisfies the recursive distributional equation (5.3). The finiteness of the moment generating function of \( W_\infty \) claimed in Theorem 3.6 now follows from [40, Theorem 6] (or [3, Theorem 3.4]) upon using Proposition 5.7, which establishes the finiteness of the moment generating function of \( Y \) in a neighborhood of the origin.

5.3. **Proof of Theorem 3.7 and Corollary 3.8:**

5.3.1. **Proof of Theorem 3.7:** Recall from Section 5.1 that for fixed \( l \geq 0 \), \( D(l, t) \) denotes the number of individuals with \( l \) children in \( BP_f(t) \). Let \( D(l, t) \) denote the corresponding set of vertices. Recall the asymptotics for these objects encapsulated in Theorem 5.6. We will use \( \{BP_f(t) : t \geq 0\} \) to also denote the natural filtration of the process. Note that conditional on \( BP_f(t) \), for a vertex \( v \in D(l, t) \), the point process describing the new offspring produced after time \( t \) has distribution \( \xi_f^{(v)} \) as in (2.6) (with \( \mu_f^{(v)} \) the corresponding mean measure) whilst all ensuing new children reproduce according to the original point process \( \xi_f \) (all of these point processes conditionally independent given \( BP_f(t) \)). Thus, recalling \( Z_f(t) := |BP_f(t)| \) and \( m_f(t) = E(Z_f(t)) \), it is easy to see that for any \( u \geq 0 \),

\begin{equation}
E(Z_f(t+u) | BP_f(t)) = \sum_{l=0}^{\infty} D(l, t) \left(1 + \int_0^u m_f(u-s)\mu_f^{(v)}(ds)\right) = \sum_{l=0}^{\infty} D(l, t)\lambda_f(u).
\end{equation}

The analysis hinges on the following technical tools derived in [7].

**Lemma 5.10.** Consider a branching process \( BP_f(\cdot) \) with attachment function \( f \). Then we have the following:
(a) If $f$ satisfies Assumptions 2.1 and 2.2, then by [7, Lemma 9.2], with $\{p_l \geq 0\}$ as in (5.1), $\{\lambda_l(\cdot) : l \geq 0\}$ as in (5.17) and $W_\infty$ as in Theorem 3.5, there exist constants $\varepsilon, C_1, C_2$ such that for all $t \geq 0$,

$$
\mathbb{E} \left( \sup_{u \in [0, t]} \left| e^{-\lambda t} \mathbb{E}(Z_f(t + u)) |BP_f(t)\right| - \sum_{l=0}^{\infty} \lambda_l(u) p_{l+1} W_\infty \right) \leq C_1 e^{-C_2 t}.
$$

(b) If $f$ satisfies Assumption 2.1, then by [7, Lemma 7.11], there exist constants $C_3, \gamma > 0$ and $0 < \omega < 1$ such that for all $t \geq 0$,

$$
\mathbb{P} \left[ \sup_{u \in [0, 1]} \left| e^{-\lambda t} Z_f(t + u) - e^{-\lambda t} \mathbb{E}(Z_f(t + u)) |BP_f(t)\right| \right] \leq \frac{C_3}{(Z_f(t))^\gamma}.
$$

**Remark 5.** In [7], part (a) above was shown to hold under the stronger condition that $\lim_{i \to \infty} f(t)/i \to C$. However, it was shown that this stronger condition implied the Assumption 2.2 which was then used in the proof without further reference to existence of the limit. Moreover, the finiteness of the second moment of $Y = \sum_{i=1}^{\infty} e^{-\lambda t}$, needed for the proof of part (a) in [7] is a direct consequence of Proposition 5.7.

Now write $A(t, u) := |e^{-\lambda t} Z_f(t + u) - e^{-\lambda t} \mathbb{E}(Z_f(t + u)) |BP_f(t)|$ for the object in Lemma 5.10 (b). Note that for any $\delta > 0$,

$$
P(\sup_{u \in [0, 1]} A(t, u) > e^{-\delta t}) \leq P(\sup_{u \in [0, 1]} A(t, u) > e^{-\delta t}, Z_f(t) \leq e^{(\lambda + \delta) t}) + P(Z_f(t) > e^{(\lambda + \delta) t}).
$$

By Proposition 5.7, $C_4 := \sup_{s \geq 0} e^{-\lambda s} \mathbb{E}(Z_f(s)) < \infty$. Thus by Markov’s inequality, for any $\delta > 0$, $t \geq 0$,

$$
P(Z_f(t) > e^{(\lambda + \delta) t}) \leq C_4 e^{-\delta t}.
$$

Now we deal with the first term in (5.18). With $\omega$ as in Lemma 5.10 (b), take $\delta \in (0, C_2/2)$ such that $\lambda - (\lambda + \delta) \omega > \delta$. With this choice of $\delta$, check that,

$$
\left\{ \sup_{u \in [0, 1]} A(t, u) > e^{-\delta t}, Z_f(t) \leq e^{(\lambda + \delta) t} \right\} \subseteq \left\{ \sup_{u \in [0, 1]} A(t, u) > e^{-\lambda t} (Z_f(t))^\omega, Z_f(t) \leq e^{(\lambda + \delta) t} \right\}.
$$

Thus Lemma 5.10 (b) (for the first inequality) and the second bound in Lemma 5.5 imply that,

$$
P(\sup_{u \in [0, 1]} A(t, u) > e^{-\delta t}, Z_f(t) \leq e^{(\lambda + \delta) t} \leq \mathbb{E} \left[ \frac{C_3}{(Z_f(t))^\gamma} \right] \leq C_5 e^{-C_4 t}.
$$

Using (5.19) and (5.20) in (5.18), we obtain

$$
P(\sup_{u \in [0, 1]} |e^{-\lambda t} Z_f(t + u) - e^{-\lambda t} \mathbb{E}(Z_f(t + u)) |BP_f(t)| > e^{-\delta t}) \leq C_7 e^{-C_8 t}.
$$

This bound, combined with Markov’s inequality and Lemma 5.10 (a) (recalling that $\delta \in (0, C_2/2)$), shows that for all $t \geq 0$,

$$
P(\sup_{u \in [0, 1]} e^{-\lambda t} Z_f(t + u) - W_\infty \sum_{l=0}^{\infty} \lambda_l(u) p_{l+1} > e^{-\delta t}) \leq C_9 e^{-C_{10} t}.
$$

Before proceeding we need the following identity.
Lemma 5.11. For any \( u \geq 0 \), \( \sum_{l=0}^{\infty} e^{-\lambda u \lambda t(u)p_{l+1}} = 1 \).

Proof. By Theorem 3.5, for any \( u \geq 0 \), \( e^{-\lambda(t+u)} Z_f(t + u) \overset{a.s.}{\rightarrow} W_\infty \) as \( t \to \infty \), with \( W_\infty > 0 \) a.s. Using (5.22) now concludes the proof.

Using Lemma 5.11 in (5.22) now shows that for all \( t \geq 0 \),

\[
(5.23) \quad \mathbb{P}\left[ \sup_{u \in [0,1]} \left| e^{-\lambda(t+u)} Z_f(t + u) - W_\infty \right| > e^{-\delta t} \right] \leq C_9 e^{-C_{10} t}.
\]

By the union bound, for any \( t \geq 0 \), \( \mathbb{P}\left( \sup_{s \geq t} \left| e^{-\lambda s} Z_f(s) - W_\infty \right| > e^{-\delta t} \right) \) can be bounded by

\[
\sum_{k=0}^{\infty} \mathbb{P}\left[ \sup_{u \in [0,1]} \left| e^{-\lambda(t+k+u)} Z_f(t + k + u) - W_\infty \right| > e^{-\delta(t+k)} \right] \leq \sum_{k=0}^{\infty} C_9 e^{-C_{10}(t+k)} \leq C_{11} e^{-C_{10} t},
\]

where the second inequality follows from (5.23). This concludes the proof of Theorem 3.7.

5.3.2. Proof of Corollary 3.8.: Note that for any fixed \( T > 0 \),

\[
\mathbb{P}\left( \sup_{s > T} e^{-\lambda s} Z_f(s) \geq A \right) \leq \mathbb{P}\left( \sup_{s > T} e^{-\lambda s} Z_f(s) - W_\infty \geq A/2 \right) + \mathbb{P}(W_\infty \geq A/2)
\]

\[
(5.24) \quad \leq C_1 e^{-C'T} + C_2/A^2,
\]

where the first bound in (5.24) follows from Theorem 3.7 and the second bound follows from Chebyshev’s inequality and Theorem 3.6 which in particular implies \( \mathbb{E}(W_\infty^2) < \infty \). Now we consider the interval \([0, T]\). Divide the interval into a partition \( 0 = t_0 < t_1 < \cdots < t_N = T \) of mesh size one (other than the last interval which could be of length \( \leq 1 \)). Since \( Z_f(s) \) is \( \uparrow \) in \( s \) a.s., we have for any \( i \), \( \mathbb{P}\left( \sup_{s \in [t_i, t_{i+1}]} e^{-\lambda s} Z_f(s) \geq A \right) \leq \mathbb{P}\left( e^{-\lambda t_i}, Z_f(t_{i+1}) \geq A \right) \). This can be bounded as,

\[
(5.25) \quad \mathbb{P}\left( e^{-\lambda t_i} Z_f(t_{i+1}) \geq Ae^{-\lambda(t_{i+1}-t_i)} \right) \leq C_3 / A^2,
\]

where for the last bound we have used the fact that Theorem 3.5 implies that \( \sup_t \mathbb{E}(e^{-\lambda M} Z_f(t)^2) < \infty \). Using (5.24) and (5.25) and the union bound now gives,

\[
\mathbb{P}\left( \sup_{s \geq 0} e^{-\lambda s} Z_f(s) \geq A \right) \leq C_1 e^{-C'T} + C_4(T + 1)/A^2.
\]

Taking \( T = M \log A \) for sufficiently large \( M \) completes the proof.

6. Proofs: Root finding algorithms.

6.1. Deterministic properties of Jordan centrality. The following lemma collects useful properties of the Jordan centrality measure \( \Psi \) defined in (1.2). We will only use property (a) in this paper, but list the other properties as they might be useful for readers unfamiliar with this centrality measure.

Lemma 6.1. Let \( t \in \mathbb{T} \) be a tree on \( n \geq 3 \) vertices and let \( v^* = v^*(t) \) denote a centroid of \( t \). The following properties hold for the centroid and the Jordan centrality measure:
(a) By [26, Lemma 13], for any two vertices \( u, v \in t \),
\[ \Psi_t(u) \leq \Psi_t(v) \iff |(t, v)_u| \geq |(t, u)_v|. \]

(b) By [27, Lemma 2.1] \( \Psi_t(v^*) \leq n/2 \). Further \( t \) can have at most two centroids which have to be adjacent to each other. If two distinct centroids \( u^* \) and \( v^* \) exist then
\[ \Psi_t(u^*) = |(t, u^*)_v|, \quad \Psi_t(v^*) = |(t, v^*)_u|. \]

(c) Consider a sequence of growing trees \( \{T(n) : n \geq 1\} \) with vertex set \( V(T(n)) = \{v_1, v_2, \ldots, v_n\} \) in order of appearance of the vertices. Let \( v^*(n) \) denote a centroid in \( T(n) \). Then by [27, Lemma 2.3] \( |(T_{n+1}, v_{n+1})_{v^*(n)}| \geq n/2 \).

6.2. Proof of Theorem 3.1: We will need a few preliminary results before commencing with the proof of the theorem. We first setup some notation. Fix an attachment function \( f \) (and recall \( f = \inf_{i \geq 1} f(i) \)). Further throughout this section we will assume \( f(i) \leq Cf \cdot i + \beta \) for all \( i \). Consider the following two associated branching processes:

(a) Let \( \{BP_f(t) : t \geq 0\} \) be the branching process where the root reproduces at constant rate \( f \) whilst all other individuals produce offspring using the usual offspring point process \( \xi_f \) as in (2.4). We will refer to this as the lower bounding branching process (owing to the next lemma). Write \( \{Z_f(t) : t \geq 0\} \) for the corresponding population size.

(b) Fix \( i \geq 0 \) and let \( \{BP^{(i)}_f(t) : t \geq 0\} \) be the branching process where the root uses the point process \( \xi^{(i)}_f \) as in (2.6) whilst all other individuals produce offspring using the usual offspring point process \( \xi_f \) as in (2.4). Note that \( BP^{(0)}_f = BP_f \).

**Lemma 6.2.** Suppose \( f \) satisfies Assumptions 2.1 and 2.2.

(a) For any \( i \geq 0 \) one can couple \( BP_f \) and \( BP^{(i)}_f \) so that \( |BP^{(i)}_f(t)| \geq Z_f(t) \) for all \( t \geq 0 \).

(b) Further writing \( W_\infty := \lim \inf_{t \to \infty} e^{-\lambda t} Z_f(t) \) we have \( W_\infty > 0 \) a.s. and \( \exists \kappa > 0 \) such that for all \( s \in (0, \kappa) \), \( \mathbb{E}(\exp(sW_\infty)) < \infty \).

**Proof.** Part (a) follows easily by comparing the rates of evolution of individual vertices in each of the two processes. To prove (b) first note that by (a), almost surely, \( \lim inf_{t \to \infty} e^{-\lambda t} Z_f(t) \leq \lim_{t \to \infty} e^{-\lambda t} |BP_f(t)| := W_\infty \) as in Theorem 3.5. Thus the second set of assertions about finite exponential moments follow from Theorem 3.6. To prove the first assertion, let \( \xi_t \) denote the time of birth of the first individual of the root in \( BP_f \) and for any \( s \geq 0 \) let \( Z_{f,1}(s) \) denote the size of the subtree of the first child of the root \( s \) units of time after birth of this child. Now for any \( t \geq \xi_1 \), one has \( e^{-\lambda t} Z_f(t) \geq e^{-\lambda(t-\xi_1)} Z_{f,1}(t-\xi_1) \). Since \( e^{-\lambda s} Z_{f,1}(s) \Rightarrow_{d} W_{1,\infty} \) as \( s \to \infty \), we have \( W_{1,\infty} = W_\infty \) as in Theorem 3.5, the first assertion on strict positivity follows from Theorem 3.5.

Now recall that in the continuous time construction of \( T_f(\cdot) \) in Lemma 2.5, the process evolves by starting two independent branching processes \( BP^{(i)}_f \) from the two initializers \( v_1 \) and \( v_2 \) which are connected by an edge. Define the stopping times
\[ \eta^{(i)}_j = \inf \left\{ t \geq 0 : |BP^{(i)}_f(t)| = j \right\}, \quad j \geq 1, \quad i = 1, 2. \]

Thus the stopping times \( \{\eta^{(i)}_j : j \geq 1\} \) track when the tree below \( v_1 \) becomes of size \( j \). The next lemma derives bounds showing that the tree below \( v_2 \) cannot be “too small” relative to the size of the tree below \( v_1 \) at any of these times. We need the following constants,
\[ C' = \frac{1}{2(2C_f + \beta)^2} \sum_{t=1}^{\infty} \frac{1}{t^2}, \quad B = \frac{4Cf \beta}{2C_f + \beta}. \]
Lemma 6.3. There exists a constant $D > 0$ such that for any $M > 0$ one can obtain integer $K_M \geq 2$ such that, with $B$ as in (6.2),

$$\mathbb{P} \left( \bigcup_{j=k}^{\infty} \left\{ |\text{BP}^{(2)}_f(\eta_j^{(1)})| \leq M \log j \right\} \right) \leq \frac{De^2\sqrt{(B+M)\log k}}{k^{\beta} \cdot (2C_f + \beta)}$$,

for any $k \geq K_M$.

Remark 6. Owing to the square root in the exponent appearing in the above bound, the bound is small for large $k$ (for fixed choice of $M$). Also note that, by symmetry, the same bound holds if we replace $\text{BP}^{(2)}_f$ by $\text{BP}^{(1)}_f$ and $\eta_j^{(1)}$ by $\eta_j^{(2)}$ in the above lemma.

Proof. To ease notation, in this proof we will write $\tilde{\eta}_j$ for $\eta_j^{(1)}$. Recall the upper bounding $\text{LPA}_{\epsilon_f, \beta}$ process for $\text{BP}^{(1)}_f$ as in Proposition 5.4(b). Define

(6.3) $$\tilde{\eta}_j := \inf \left\{ t \geq 0 : |\text{LPA}_{\epsilon_f, \beta}(t)| = j \right\}.$$ 

Obviously $\eta_j \geq \tilde{\eta}_j$. Further it is easy to check that

(6.4) $$\tilde{\eta}_j := \sum_{l=1}^{j-1} \frac{Y_l}{(2C_f + \beta) \cdot l - C_f},$$

where $\{Y_l : l \geq 1\}$ are a sequence of i.i.d. exponential rate one random variables. Now we derive a concentration bound for $\tilde{\eta}_k$ for $k \geq 2$ using standard moment generating function techniques. Note that for any $k \geq 2$, $\theta > 0$,

$$\log \mathbb{E} \left( e^{-\theta \tilde{\eta}_k} \right) \leq - \sum_{l=1}^{k-1} \log \left( 1 + \frac{\theta}{(2C_f + \beta)l} \right)$$

$$\leq - \sum_{l=1}^{k-1} \frac{\theta}{(2C_f + \beta)l} + \frac{\theta^2}{2(2C_f + \beta)^2} \sum_{l=1}^{\infty} \frac{1}{l^2} \leq - \frac{\theta}{(2C_f + \beta)} \log k + \theta^2 \tilde{c},$$

with $\tilde{c}$ as in (6.2). Therefore, for any $t > 0$,

$$\mathbb{P} \left( \tilde{\eta}_k \leq \frac{\log k}{2C_f + \beta} - t \right) \leq e^{\theta \left( \frac{\log k}{2C_f + \beta} - \log k \right)} \mathbb{E} \left( e^{-\theta \tilde{\eta}_k} \right) \leq e^{\theta^2 \tilde{c} - \theta t}.$$ 

Optimizing over $\theta$, we obtain for any $t > 0$ and $k \geq 2$,

(6.5) $$\mathbb{P} \left( \eta_k \leq \frac{\log k}{2C_f + \beta} - t \right) \leq \mathbb{P} \left( \tilde{\eta}_k \leq \frac{\log k}{2C_f + \beta} - t \right) \leq e^{-t^2/4\tilde{c}}.$$

For fixed $M$ and let

(6.6) $$M' := \frac{M}{f^2} + \frac{4\tilde{c} f}{2C_f + \beta}.$$

Moving to the evolution $\text{BP}^{(2)}_f(\cdot)$, again Proposition 5.4(b), note that $\text{BP}^{(2)}_f$ can be lower bounded by Yule$_{f_r}$. Thus for fixed $k$,

$$\mathbb{P} \left( |\text{BP}^{(2)}_f(\eta_k)| \leq 2 M \log k \right) \leq \mathbb{P} \left( \eta_k \leq \frac{\log k}{2C_f + \beta} - \sqrt{M' \log k} \right) + \mathbb{P} \left( \left| \text{Yule}_{f_r} \left( \frac{\log k}{2C_f + \beta} - \sqrt{M' \log k} \right) \right| \leq 2 M \log k \right).$$
Using (6.5) with \( t = \sqrt{M' \log k} \) to estimate the first term, and the explicit distribution of the Yule process from Lemma 5.2 along with the union bound to estimate the second term, we obtain after some algebra,

\[
\mathbb{P}(|\text{BP}^{(2)}_f(\eta_j)| \leq 2M \log k) \leq D'e^{2\sqrt{(B+M) \log k}}/k_f/(2C_f+\beta),
\]

where \( D' = 1 + \sup_{x \geq 0} 2x^2 e^{-x} \) and \( B \) is as in (6.2). Now for any \( m \geq 1 \), note that

\[
\bigcup_{j=k}^{m+1} \left\{ |\text{BP}^{(2)}_f(\eta_j)| \leq M \log j \right\} \subseteq \left\{ |\text{BP}^{(2)}_f(\eta_{km})| \leq M \log k^{m+1} \right\} \subseteq \left\{ |\text{BP}^{(2)}_f(\eta_{km})| \leq 2M \log k^m \right\}.
\]

Using this observation, along with (6.7), we get

\[
\mathbb{P}\left( \bigcup_{j=k}^{m+1} \left\{ |\text{BP}^{(2)}_f(\eta_j)| \leq M \log j \right\} \right) \leq \mathbb{P}\left( |\text{BP}^{(2)}_f(\eta_{km})| \leq 2M \log k^m \right) \leq D'e^{2\sqrt{(B+M)m \log k}}/k_f/(2C_f+\beta).
\]

(6.8)

Let \( \tilde{K}_M \geq 2 \) be such that \( e^{2\sqrt{(B+M) \log k}}/k_f/(2C_f+\beta) \leq \frac{1}{2} \) for all \( k \geq \tilde{K}_M \). Then, from the above bound, summing over \( m \geq 1 \),

\[
\mathbb{P}\left( \bigcup_{j=k}^{\infty} \left\{ |\text{BP}^{(2)}_f(\eta_j^{(i)})| \leq M \log j \right\} \right) \leq \sum_{m=1}^{\infty} D'e^{2\sqrt{(B+M)m \log k}}/k_f/(2C_f+\beta) \leq \sum_{m=1}^{\infty} D'e^{2\sqrt{(B+M)m \log k}}/k_f/(2C_f+\beta) \leq 2D'e^{2\sqrt{(B+M) \log k}}/k_f/(2C_f+\beta),
\]

for all \( k \geq \tilde{K}_M \). This completes the proof.

**Proof of Theorem 3.1:** We start with (a). We will continue to use the notation and constructs setup for the proof of Lemma 6.3. We will assume \( \{\eta_j(n) : n \geq 2\} \) has been constructed using the continuous time embedding as in Lemma 2.5 so that in particular \( \eta_j(n) = \text{BP}_f(\eta_n^{(i,2)}) \) for the stopping times \( \eta_n^{(i,2)} \) defined in (2.8). As under Definition 1.2, for \( K \geq 2 \), let \( H_{K,\psi}(\mathcal{T}(\eta_j(n))) \) denote the \( K \) vertices with the smallest \( \psi \) values. Recall the stopping times \( \eta_j^{(i)} : j \geq 1, i = 1, 2 \) defined in (6.1). For fixed \( M > 0 \), define

\[
S^K_M := \left( \bigcup_{j=\lfloor K/2 \rfloor + 1}^{\infty} \left\{ |\text{BP}^{(2)}_f(\eta_j^{(1)})| \leq M \log j \right\} \right) \cup \left( \bigcup_{j=\lfloor K/2 \rfloor + 1}^{\infty} \left\{ |\text{BP}^{(2)}_f(\eta_j^{(2)})| \leq M \log j \right\} \right).
\]

In words, this is the event when there exists a \( j \geq K \) such that one of the two subtrees starting from the two initiators \( v_1 \) and \( v_2 \) reaches size \( j \) but the other is still only logarithmic in this size. The following notation will be convenient later. For fixed \( M \) as above, let

\[
K_M = \tilde{K}_M \vee \inf \left\{ i \geq 4 : l/2 > M \log l/2 \vee l \geq i \right\}.
\]

Also note that for any \( i \geq 3 \),

\[
|\mathcal{T}^{(i)}(v_i)_{v_i} \rangle | \geq \min \left\{ |\text{BP}^{(1)}_f(\eta_i^{(1,2)})|, |\text{BP}^{(2)}_f(\eta_i^{(1,2)})| \right\}.
\]

**Lemma 6.4.** Fix \( K \geq K_M \) and consider the event \((S^K_M)^c\). On this event, for all \( i > K \),

\[
|\mathcal{T}^{(i)}(v_i)_{v_i} \rangle | \geq M \log (i/2).
\]
PROOF. For any $i \geq 2$, either $|\text{BP}^{i^{(1)}_{f}}(\eta^{(1,2))}_{i}| \geq i/2$ or $|\text{BP}^{i^{(2)}_{f}}(\eta^{(1,2))}_{i}| \geq i/2$. Fix $K \geq K_M$ and consider the event $(S^M_K)^c$. On this event, for fixed $i > K$, if $|\text{BP}^{i^{(1)}_{f}}(\eta^{(1,2))}_{i}| \geq i/2$ then $|\text{BP}^{i^{(2)}_{f}}(\eta^{(1,2))}_{i}| \geq M \log(i/2)$ and vice-versa. Using (6.10) and the definition of $K_M$ in (6.9) completes the proof.

Note that $\{v_1 \notin H_{K,\psi}(T^\circ(n))\} \subseteq \{\exists i > K : \psi_{T^\circ(n)}(v_i) \leq \psi_{T^\circ(n)}(v_1)\}$. Further by Lemma 6.1(a)

$$\{\exists i > K : \psi_{T^\circ(n)}(v_i) \leq \psi_{T^\circ(n)}(v_1)\} = \{\exists i > K : |(T^\circ(n), v_i)_{v_i}\downarrow| \geq |(T^\circ(n), v_i)_{v_i}\downarrow|\}.$$ 

Thus by the union bound and Lemma 6.4, for any $K \geq K_M$,

$$\begin{align*}
\Pr(v_1 \notin H_{K,\psi}(T^\circ(n)))
&\leq \Pr\left(\{\exists i > K : |(T^\circ(n), v_i)_{v_i}\downarrow| \geq |(T^\circ(n), v_i)_{v_i}\downarrow|\} \cap (S^M_K)^c\right) + \Pr(S^M_K),
&\leq \Pr(S^M_K) \\
&+ \sum_{i=K+1}^{n} \Pr(|(T^\circ(n), v_i)_{v_i}\downarrow| \geq |(T^\circ(n), v_i)_{v_i}\downarrow|, |(T^\circ(i), v_i)_{v_i}\downarrow| \geq M \log(i/2)).
\end{align*}$$

(6.11)

Consider any $M > 0$. Fix $K \geq K_M$ and $i \geq K$. We will analyze the contribution of the $i$-th term in the summand above.

**Lemma 6.5.** Consider the setting above. For any $M > 0$, fix $K \geq K_M$ and $i \geq K$. There exist constants $C_1^*, C_2^* > 0$ independent of $M$ such that

$$\limsup_{n \to \infty} \Pr\left(|(T^\circ(n), v_i)_{v_i}\downarrow| \geq |(T^\circ(n), v_i)_{v_i}\downarrow|, |(T^\circ(i), v_i)_{v_i}\downarrow| \geq M \log(i/2)\right) \leq \frac{C_1^*}{(i/2)^{C_2^* M}}.$$

**Proof.** We will switch back to continuous time to understand the evolution of $(T^\circ(\cdot), v_i)_{v_i}\downarrow$ and $(T^\circ(\cdot), v_i)_{v_i}\downarrow$. Note that, conditional on $T^\circ(i) = \text{BP}_f(\eta^{i^{(1,2))}_{i})$, these two processes evolve (conditionally) independently as follows:

1. the process $(T^\circ(\cdot), v_i)_{v_i}\downarrow$ evolves in continuous time as a continuous time branching process $\text{BP}_f$ originating at vertex $v_i$ as in Def. 2.4. We will denote this process by $\{T^\circ(\cdot) : t \geq 0\}$, with $T^\circ(0) = (T^\circ(i), v_i)_{v_i}\downarrow$ (tree with only one vertex $v_i$). Write for $t \geq 0$, $Y^{(1)}(t) := |T^\circ(\cdot)(t)|$.

2. the process $(T^\circ(\cdot), v_i)_{v_i}\downarrow$ evolves in continuous time as follows: for each vertex $v \in (T^\circ(i), v_i)_{v_i}\downarrow$ start a branching process where if vertex $v$ has degree $k \geq 1$ in $(T^\circ(i), v_i)_{v_i}\downarrow$ then the root of this branching process has offspring point process $\xi^{(k)}_f$ as in (2.6) whilst all ensuing individuals have the original offspring point process $\xi_f$. In the notation of Lemma 6.2, we start a branching process with distribution $\text{BP}_f^{(i)}(\cdot)$ below vertex $v$. We will let $T^{i \to 1}(\cdot)$ denote this (forest valued) process comprising branching processes originating from each vertex in $(T^\circ(i), v_i)_{v_i}\downarrow$. For $t \geq 0$, let $Y^{(2)}(t) := |T^{i \to 1}(\cdot)|$ denote the size of this process.

Now recall the lower bounding process from Lemma 6.2 and let $\{Z^{(j)}_f(\cdot) : j \geq 1\}$ be a sequence of i.i.d. processes with distribution $Z_f(\cdot)$ as in the lemma. On the set
\[
\left\{ |(T^o(i), v_1)_{i, j}| \geq M \log i/2 \right\},
\]

(6.12) \[
\sum_{j=1}^{[M \log(i/2)]} Z_{j}^{(j)}(\cdot) \leq \lambda(\cdot).
\]

Assuming these processes are constructed on the same probability space as \(\{Y^{(j)}(\cdot) : j = 1, 2\}\), we get for fixed \(i\),

\[
\limsup_{n \to \infty} P\left(|(T^o(n), v_1)_{i, j}| \geq |(T^o(n), v_1)_{i, j}|, |(T^o(i), v_1)_{i, j}| \geq M \log i/2 \right)
\]

\[
\leq \limsup_{t \to \infty} P\left(e^{-\lambda t} Y^{(i)}(t) \geq e^{-\lambda t} \sum_{j=1}^{[M \log(i/2)]} Z_{j}^{(j)}(t) \right)
\]

\[
\leq P\left(\limsup_{t \to \infty} e^{-\lambda t} Y^{(i)}(t) \geq \liminf_{t \to \infty} e^{-\lambda t} \sum_{j=1}^{[M \log(i/2)]} Z_{j}^{(j)}(t) \right)
\]

(6.13) \[
\leq P\left(W_{\infty} \geq \sum_{j=1}^{[M \log(i/2)]} W_{\infty}^{(j)} \right),
\]

where \(W_{\infty}\) has distribution as in Theorem 3.5 and independent of the \(i.i.d\) sequence \(\{W_{\infty}^{(j)} : j \geq 1\}\), which have distribution \(W_{\infty}\) as in Lemma 6.2. The second inequality above follows by Fatou’s Lemma.

By Lemma 6.2, \(W_{\infty}\) is a sub-exponential random variable with \(E(W_{\infty}) = \mu^* > 0\). Thus, there exist \(\bar{C}_1, \bar{C}_2 > 0\) (independent of \(M\)) such that,

(6.14) \[
P\left(\sum_{j=1}^{[M \log(i/2)]} W_{\infty}^{(j)} \leq \frac{\mu^*}{2} M \log (i/2) \right) \leq \frac{\bar{C}_1}{(i/2) \bar{C}_2 M^*}.
\]

Similarly since \(W_{\infty}\) has exponential tails by Theorem 3.6, there exist \(C_1', C_2'\) (independent of \(M\)) such that

(6.15) \[
P\left(W_{\infty} \geq \frac{\mu^*}{2} M \log i/2 \right) \leq \frac{C_1'}{(i/2) \bar{C}_2 M^*}.
\]

Combining (6.14) and (6.15) and using this in (6.13) completes the proof of the lemma. \(\blacksquare\)

**Completing the Proof of Theorem 3.1(a):** Consider (6.11). Using Lemma 6.3 for the first term and Lemma 6.5 for the second sum, we get that there exist positive constants \(C_1^*, C_2^*, C_{11}\) independent of \(M\) such that for any \(K \geq K_M\) (with \(D, B\) as in Lemma 6.3),

\[
\limsup_{n \to \infty} P( v_1 \notin H_{K, \psi(T^o(n)))} \leq \sum_{i=K+1}^{\infty} C_1^* (i/2) C_2^* M + 2 \frac{D e^{2 \sqrt{(B+M) \log ([K/2]+1)}}}{([K/2]+1) f_r/(2C_r+\beta)}
\]

\[
\leq \frac{C_{11}}{(K/2) C_2^* M^{1-1}} + 2 \frac{D e^{2 \sqrt{(B+M) \log ([K/2]+1)}}}{([K/2]+1) f_r/(2C_r+\beta)}.
\]

Choose \(M = M_0\) sufficiently large such that for all \(K \geq 4\),

\[
\frac{C_{11}}{(K/2) C_2^* M^{1-1}} \leq \frac{D}{([K/2]+1) f_r/(2C_r+\beta)}.
\]
Fixing this value of $M = M_0$, we get that there exist positive constants $C_1''$ and $C_2''$ such that

\begin{equation}
\limsup_{n \to \infty} \mathbb{P}(v_1 \notin H_{K, \psi}(T^o(n))) \leq 3 \frac{De^{2\sqrt{(B+M_0)\log((K/2)+1)}}}{(K/2)+1} \leq C_1'' e^{C_2'' \log K / \log f}\end{equation}

for all $K \geq K_M$. Choosing $K = \frac{C_1}{\sqrt{f}} \exp(\sqrt{C_2 \log 1/\varepsilon})$ (the bound in part (a) of the theorem) for appropriately chosen positive constants $C_1, C_2$ implies that

\[
\limsup_{n \to \infty} \mathbb{P}(v_1 \notin H_{K, \psi}(T^o(n))) \leq \varepsilon.
\]

This completes the proof of part (a).

Part (b) of the theorem follows similarly, except that now we use Yule$_{f'}$ to bound $BP_{\gamma}$ from above in Lemma 6.3 instead of $LPA_{\gamma}$. We omit the details.

6.3. **Proof of Theorem 3.2.** We will need two lemmas to prove the theorem. Recall that $T_f(K)^o$ denotes the tree $T_f(K)$ with all labels and root information removed. Define for $K \geq 2$, the event

\begin{equation}
A_K := \{v_1 \text{ is a leaf in } T_f(K)\}.
\end{equation}

In other words, in the evolution of the process $\{T_f(j) : 2 \leq j \leq K\}$, after $v_2$, all subsequent vertices attach to $v_2$ or its descendants. For $0 < \gamma < 1$, recall that $H_{[\gamma K], \psi}(T_f(n)^o)$ denotes the $\lceil \gamma K \rceil$ vertices in $T_f(n)$ with least $\Psi$ values.

**Proposition 6.6.** Under Assumptions 2.1 and 2.2, there exists $c > 0$ such that for all $K \geq 2$,

\[
\liminf_{n \to \infty} \mathbb{P}(v_1 \notin H_{[K/4], \psi}(T_f(n)^o)) \geq c \mathbb{P}(A_K).
\]

**Proof.** For $2 \leq i \leq K$, let $\tilde{T}^{(i)}(n) = (T^o(n), v_1)_{v_2 \downarrow}$. For $i = 1$, let $\tilde{T}^{(1)}(n) = (T^o(n), v_2)_{v_2 \downarrow} = T_f(n) \setminus (T^o(n), v_1)_{v_2 \downarrow}$, i.e. we remove $v_2$ and all of its descendants from $T_f(n)$ and consider the resulting tree, rooted at $v_1$. For $n \geq K$, define the two events,

\[
B_{n, [K/4]} := \{\Psi_{T^o(n)}(v_i) < \Psi_{T^o(n)}(v_1) \text{ for at least } \lceil K/4 \rceil \ v_i's \text{ in } \{2 \leq i \leq K\}\},
\]

and

\[
\tilde{B}_{n, [K/4]} := \{|\tilde{T}^{(i)}(n)| > |\tilde{T}^{(1)}(n)| \text{ for at least } \lceil K/4 \rceil \ v_i's \text{ in } \{2 \leq i \leq K\}\}.
\]

First note that for any $n \geq K$,

\[
\mathbb{P}(v_1 \notin H_{[K/4], \psi}(T^o(n))) \geq \mathbb{P}(v_1 \notin H_{[K/4], \psi}(T^o(n)) \cap A_K)
\]

\[
\geq \mathbb{P}(B_{n, [K/4]} \cap A_K) = \mathbb{P}(\tilde{B}_{n, [K/4]} \cap A_K).
\]

since by Lemma 6.1 (a), $A_K \cap B_{n, [K/4]} = A_K \cap \tilde{B}_{n, [K/4]}$. Define,

\[
\tilde{B}_{\infty, [K/4]} := \liminf_{n \to \infty} \tilde{B}_{n, [K/4]} = A_K \cap \tilde{B}_{n, [K/4]}.
\]

Thus by Fatou’s Lemma,

\begin{equation}
\liminf_{n \to \infty} \mathbb{P}(v_1 \notin H_{[K/4], \psi}(T^o(n))) \geq \mathbb{P}(\tilde{B}_{\infty, [K/4]} \cap A_K) \mathbb{P}(A_K).
\end{equation}

On the set $A_K$, conditional on $T_f(K)$ evolve the process in continuous time starting from $T_f(K)$. Precisely: each vertex $v \in T_f(K)$ with degree $\ell \geq 1$ starts a branching process with
distribution $BP_f(t)\) as in the setting of Lemma 6.2 where the root $v \in T_f(K)$ uses point process $\xi_f$ for it’s offspring, while other individuals use the original point process $\xi_f$ (conditionally independent across vertices given $T_f(K)$). For $1 \leq i \leq K$, we denote by $BP_{f,i}(\cdot)$ the branching process with root $v_i$. Thus we now have $K$ (conditionally independent) branching processes $\{BP_{f,i}(\cdot) : 1 \leq i \leq K\}.

As in the setting of Lemma 6.2, for $2 \leq i \leq K$, construct $K - 1$ corresponding lower bound branching processes $\{BP_{f,i}(\cdot) : 2 \leq i \leq K\}$ and let $W_{i}^{(1)} = \lim \inf_{t \to \infty} e^{-\lambda t} |BP_{f,i}(t)|$. Note that, conditional on $A_K$, $BP_{f,1}(\cdot)$ has the same distribution as the usual branching process $BP_f(\cdot)$. Thus by Theorem 3.5, $W_{i}^{(1)} := \lim \sup_{t \to \infty} e^{-\lambda t} |BP_{f,1}(t)|$ has the same distribution as $W_{\infty}$ in Theorem 3.5.

For the rest of the proof, we proceed conditional on $A_K$. Note that $\{W_{i}^{(1)} : 2 \leq i \leq K\}$ is a collection of $K - 1$ independent and identically distributed random variables, and also independent of $W_{\infty}^{(1)}$. By Lemma 6.2 (b), $W_{\infty}^{(1)} > 0$ almost surely, and hence we can pick $w > 0$ such that $P(W_{\infty}^{(1)} > w) \geq 1/2$. For $2 \leq i \leq K$, let $\tilde{X}_i = I \{W_{i}^{(1)} > W_{\infty}^{(1)}\}$. Observe that

$$P\left(\sum_{i=2}^{K} \tilde{X}_i \geq K/4\right) \geq P\left(\sum_{i=2}^{K} \tilde{X}_i \geq K/4, W_{\infty}^{(1)} \leq w\right)$$

$$\geq P\left(\sum_{i=2}^{K} I \{W_{i}^{(1)} > w\} \geq K/4, W_{\infty}^{(1)} \leq w\right)$$

$$= P\left(\sum_{i=2}^{K} I \{W_{i}^{(1)} > w\} \geq K/4\right) P(W_{\infty}^{(1)} \leq w).$$

(6.19)

The random variables $\{I \{W_{i}^{(1)} > w\} : 2 \leq i \leq K\}$ are a collection of independent Bernoulli random variables with success probability $P(W_{\infty}^{(1)} > w) \geq 1/2$. Therefore, by Azuma-Hoeffding inequality, $\exists c' > 0$ independent of $K$ such that

$$P\left(\sum_{i=2}^{K} I \{W_{i}^{(1)} > w\} \geq K/4\right) \geq 1 - e^{-c'K}. $$

Moreover, since $W_{\infty}^{(1)}$ has full support on $(0, \infty)$ by Theorem 3.5, $P(W_{\infty}^{(1)} \leq w) > 0$. Hence, by (6.19), we obtain $c > 0$ such that $\forall K \geq 2$,

$$P(\tilde{B}_{\infty,[K/4]} | A_K) \geq P(\exists \{K/4\} \ i's \in \{2, \ldots, K\}, \lim \inf_{t \to \infty} e^{-\lambda t} |BP_i(\cdot)| > \lim \sup_{t \to \infty} e^{-\lambda t} |BP_i(\cdot)||A_K) \geq P(\exists \{K/4\} \ i's \in \{2, \ldots, K\}, W_{\infty}^{(1)} > W_{\infty}^{(1)}) \geq P\left(\sum_{i=2}^{K} \tilde{X}_i \geq K/4\right) \geq c.$$

The proposition follows upon using the above lower bound in (6.18). 

\textbf{Proposition 6.7.} For $f$ satisfying Assumptions 2.1 and 2.2:

(a) Suppose $f(i) \geq C_f i + \beta \forall i \geq 1$. Then $\exists C > 0$ such that for all $K \geq 2$, $P(A_K) \geq C/Kf(1)/(2C_f + \beta)$.

(b) For general $f$ with $f_\ast = \inf_{i \geq 1} f(i)$, $\exists C > 0$ such that for all $K \geq 2$, $P(A_K) \geq C/Kf(1)/f_\ast$. 


Proof. We will prove (a). Proof of (b) follows the exact same steps with suitable modification (described below). Recall that we start the attachment tree process $T_f(\cdot)$ at $n = 2$ with two vertices connected by a single edge. Thus for $A_K$ to occur, all subsequent vertices $\{v_i: 3 \leq i \leq K\}$ should not attach to vertex $v_1$. Note that, conditioning on $T_f(K - 1)$, we have

$$\mathbb{P}(A_K) = \mathbb{E}\left(\mathbb{1}\{A_{K-1}\} \mathbb{P}(A_K|T_f(K - 1))\right) = \mathbb{E}\left[\mathbb{1}\{A_{K-1}\} \left(1 - \frac{f(1)}{\sum_{j=1}^{K-1} f(\deg(v_j))}\right)\right].$$

Note that by our assumption $\sum_{j=1}^{K-1} f(\deg(v_j)) \geq \sum_{j=1}^{K-1} (C_f(\deg(v_j)) + \beta) = (2C_f + \beta)(K - 1) - C_f$ (for part (b) one uses the lower bound $f(K - 1) instead; all the subsequent steps below are identical). Let $i_0 \geq 3$ be such that $(2C_f + \beta)(i_0 - 1) \leq 1/2$. Assuming $K > i_0$ and using the above recursion repeatedly we get, writing $C_0 := \mathbb{P}(A_{i_0}) > 0$,

$$\mathbb{P}(A_K) \geq C_0 \prod_{i=i_0}^{K-1} \left(1 - \frac{f(1)}{(2C_f + \beta)(i-1) - C_f}\right)$$

$$= C_0 \exp\left(\sum_{i=i_0}^{K-1} \log\left(1 - \frac{f(1)}{(2C_f + \beta)(i-1) - C_f}\right)\right).$$

(6.20)

Using Taylor’s expansion for log, check that

$$\exp\left(\sum_{i=i_0}^{K-1} \log\left(1 - \frac{f(1)}{(2C_f + \beta)(i-1) - C_f}\right)\right)$$

$$\geq C \exp\left(-\frac{f(1)}{2C_f + \beta} \sum_{i=i_0}^{K-1} \frac{1}{(i-1) - (C_f/(2C_f + \beta))}\right)$$

$$\geq C' \exp\left(-\frac{f(1)}{2C_f + \beta} \log K\right),$$

where $C > 0, C' > 0$ do not depend on $K$. Using this in (6.20) completes the proof. ■

Proof of Theorem 3.2: We will prove part (a) of the theorem using Propositions 6.6 and 6.7 (a). Part (b) of the theorem follows identically using Proposition 6.7 (b) instead.

By Propositions 6.6 and 6.7 (a)

$$\liminf_{n \to \infty} \mathbb{P}(v_1 \notin H_{\lfloor K/4 \rfloor} \Psi(T_f(n)^0)) \geq cC/K^{f(1)/(2C_f + \beta)}.$$

(6.21)

Thus letting $\tilde{K}(\varepsilon) = \lfloor (\frac{cC}{2})^{(2C_f + \beta)/f(1)} \rfloor$ shows that for all $\varepsilon$ small enough (to ensure $\tilde{K}(\varepsilon) \geq 4$),

$$\liminf_{n \to \infty} \mathbb{P}(v_1 \notin H_{\tilde{K}(\varepsilon)/4} \Psi(T_f(n)^0)) \geq 2\varepsilon > \varepsilon.$$

The theorem follows from this. ■

7. Proofs: Persistence. This section is dedicated to the proof of Theorem 3.4. We will follow the same broad approach as in [26, 27] but replacing their case specific estimates by the general estimates for attachment trees derived in the previous sections. For notational convenience, we will denote by $(v^*_{n,1}, v^*_{n,2}, \ldots, v^*_{n,n})$ the vertices of the attachment tree $T_f(n)$ ordered in ascending order of their $\Psi$ values, with ties being broken arbitrarily. The following lemma shows that for any fixed integer $K \geq 2$, $\sup_{n \geq K} n^{-1}\Psi(T_f(n))(v^*_{n,n})$ is strictly less than one almost surely.
LEMMA 7.1. Suppose Assumptions 2.1 and 2.2 hold. For any integer \( K \geq 2 \), almost surely, \( \sup_{n \geq K} \frac{\Psi_{T_f(n)}(v_{n,K})}{n} < 1 \).

**Proof.** Let \( v_1, \ldots, v_K \) denote the first \( K \) vertices in the attachment tree. For \( 1 \leq i \leq K \) and \( n \geq K \), denote by \( T_{i,n} \) the subtree of \( T_f(n) \) with \( v_i \) as the root in the forest formed by removing all the edges between \( v_1, \ldots, v_K \). Then it follows that for any \( n \geq K \) (see proof of [27, Lemma 4.1]),

\[
\frac{\Psi_{T_f(n)}(v_{n,K}^*)}{n} \leq \max_{1 \leq i \leq K} \frac{\Psi_{T_f(n)}(v_i)}{n} \leq 1 - \min_{1 \leq i \leq K} \frac{|T_{i,n}|}{n}.
\]

For \( 1 \leq i \leq K \), let \( d_i \) denote the degree of \( v_i \) in \( T_f(K) \). By using the continuous time embedding of the dynamics, for any \( 1 \leq i \leq K \),

\[
P \left( \inf_{n \geq K} \frac{|T_{i,n}|}{n} > 0 \mid T_f(K) \right) = P \left( \inf_{t \geq 0} \frac{BP_f(d_i)(t)}{\sum_{j=1}^{K} |BP_f(d_j)(t)|} > 0 \mid T_f(K) \right)
\]

where, conditionally on \( T_f(K) \), \( \{BP_f(d_i)(\cdot) : 1 \leq i \leq K\} \) are independent branching processes defined as in the setting of Lemma 6.2. Note that for any \( \ell \in \mathbb{N}_0 \) and \( t \geq 0 \), denoting by \( \sigma_\ell \) the birth time of the \( \ell \)-th child of the root, \( |BP_f(\ell)(t)| \) has the same distribution as the number of individuals in the subpopulation of \( BP_f(\sigma_\ell + t) \) excluding the first \( \ell \) children of the root and their descendants. Thus, for any \( 1 \leq j \leq K \), as \( \sigma_j < \infty \) almost surely,

\[
P \left( \sup_{t \geq 0} e^{-\lambda t} |BP_f(d_j)(t)| < \infty \mid T_f(K) \right) \geq P \left( \sup_{t \geq 0} e^{-\lambda t} |BP_f(t + \sigma_j)| < \infty \right)
\]

\[
= P \left( \lim_{t \to \infty} e^{-\lambda t} |BP_f(t)| < \infty \right) = P(W_\infty < \infty) = 1,
\]

where the first equality is due to the fact that \( BP_f(\cdot) \) is non-explosive (which follows from Assumption 2.1 (ii)), and the second equality is due to Theorem 3.5. Recall the lower bounding process \( BP_f \) in Lemma 6.2. By Lemma 6.2 (b),

\[
P \left( \inf_{t \geq 0} e^{-\lambda t} |BP_f(d_j)(t)| > 0 \mid T_f(K) \right) \geq P \left( \inf_{t \geq 0} e^{-\lambda t} |BP_f(t)| > 0 \right) = P(W_\infty > 0) = 1,
\]

where the second-to-last equality holds because \( |BP_f(t)| > 0 \) for all \( t \geq 0 \). Thus, using (7.3) and (7.4) in (7.2), for any \( 1 \leq i \leq K \),

\[
P \left( \inf_{n \geq K} \frac{|T_{i,n}|}{n} > 0 \mid T_f(K) \right) = P \left( \inf_{t \geq 0} \frac{e^{-\lambda t} |BP_f(d_i)(t)|}{\sum_{j=1}^{K} e^{-\lambda t} |BP_f(d_j)(t)|} > 0 \mid T_f(K) \right)
\]

\[
\geq P \left( \inf_{t \geq 0} e^{-\lambda t} |BP_f(d_j)(t)| > 0 \text{ and } \sup_{t \geq 0} e^{-\lambda t} |BP_f(d_j)(t)| < \infty \text{ for all } 1 \leq j \leq K \mid T_f(K) \right) = 1.
\]

The lemma follows from this and (7.1). \[ \blacksquare \]

Fix any integer \( K \geq 2 \). For \( n \geq K \), let \( K_n \) denote the set of all vertices \( v \) in \( T_f(n) \) with \( \Psi_{T_f(n)}(v) \leq \Psi_{T_f(n)}(v_{n,K}) \). Note that this set can have more than \( K \) elements if there are ties in \( \Psi \) values. Define \( K := \bigcup_{n \geq K} K_n \). This set consists of the vertices that take one of the \( K \) smallest \( \Psi \) values at some point of the tree evolution. We will show the following.
**Lemma 7.2.** Under Assumptions 2.1 and 2.2, $|K| < \infty$ almost surely.

**Proof.** For $\zeta \in (0, 1)$, define the event
\[
B_\zeta := \{\Psi_{T_f(n)}(v_{n,K}^*) \leq \zeta n \text{ for all } n \geq K\}.
\]
For $n \geq K$, define
\[
\mathcal{H}_n := \{v_n \in K\},
\]
namely, the event that the $n$-th vertex in the attachment tree has one of the $K$ least $\Psi$ values at some point in the future evolution of the tree. Fix any $\zeta \in (0, 1)$. By Lemma 6.1 (a), for any $n \geq K$ and any $m \geq n$,
\[
\Psi_{T_f(m)}(v_n) \leq \Psi_{T_f(m)}(v_{n,K}^*) \iff |(T^0(m), v_{n,K}^*)_{v_n}^+| \geq |(T^0(m), v_n)_{v_n}^+|.
\]
Let $\{v_{n,K}, u_1, \ldots, u_n\}$ denote the path in $T_f(n)$ between $v_{n,K}^*$ and $v_n$. Then, for any $n \geq K$, if the event $\{\Psi_{T_f(n)}(v_{n,K}^*) \leq \zeta n\}$ holds, we have
\[
|(T^0(n), v_n)_{v_n}^+| = n - |(T^0(n), v_{n,K}^*)_{u_n}^+| \geq n - \Psi_{T_f(n)}(v_{n,K}^*) \geq n(1 - \zeta).
\]
Now, conditional on $T_f(n)$, we run the attachment process in continuous time starting from initial configurations $(T^0(n), v_n)_{v_n}^+$ and $(T^0(n), v_{n,K}^*)_{v_{n,K}^+}$ as in the proof of Lemma 6.5 where each vertex in one of these two initial population graphs reproduces according to the point process shifted by its degree in the corresponding graph and the descendants of these vertices reproduce according to the original point process. For $t \geq 0$, write $Z^{(1)}(t)$ and $Z^{(2)}(t)$ for the total number of descendants of vertices in $(T^0(n), v_n)_{v_n}^+$ and $(T^0(n), v_{n,K}^*)_{v_{n,K}^+}$ respectively (counting the vertices in the initial configurations). Then, $Z^{(2)}(\cdot)$ has the same distribution as $Z_f(\cdot)$. Further, note that if the event $\{\Psi_{T_f(n)}(v_{n,K}^*) \leq \zeta n\}$ holds, we have by Lemma 6.2 and (7.5),
\[
Z^{(1)}(\cdot) \geq \sum_{j=1}^{\lfloor (1-\zeta)n\rfloor} Z^{(j)}_f(\cdot),
\]
where $\{Z^{(j)}_f(\cdot) : j \geq 1\}$ are i.i.d. copies of the lower bounding process $Z_f(\cdot)$ in Lemma 6.2. Thus, writing $\mu := \mathbb{E}\left(\inf_{t \geq 0} e^{-\lambda t} Z_f(t)\right)$ (which is positive by Lemma 6.2 (b)), for any $n \geq K$,
\[
P (B_\zeta \cap \mathcal{H}_n)
\leq P \left( \{\Psi_{T_f(n)}(v_{n,K}^*) \leq \zeta n\} \cap \{|(T^0(m), v_{n,K}^*)_{v_n}^+| \geq |(T^0(m), v_n)_{v_n}^+| \text{ for some } m \geq n\} \right)
\leq P \left( \{\Psi_{T_f(n)}(v_{n,K}^*) \leq \zeta n\} \cap \{Z^{(2)}(t) \geq Z^{(1)}(t) \text{ for some } t \geq 0\} \mid T_f(n) \right)
\leq P \left( Z^{(2)}(t) \geq \sum_{j=1}^{\lfloor (1-\zeta)n\rfloor} Z^{(j)}_f(t) \text{ for some } t \geq 0 \right)
\leq P \left( \sup_{t \geq 0} e^{-\lambda t} Z^{(2)}(t) \geq n(1 - \zeta)\mu/2 \right) + P \left( \sum_{j=1}^{\lfloor (1-\zeta)n\rfloor} \inf_{t \geq 0} (e^{-\lambda t} Z^{(j)}_f(t)) \leq n(1 - \zeta)\mu/2 \right).
By Corollary 3.8, there exists $C_1 > 0$ such that for any $n \geq K$,

\begin{equation}
\mathbb{P} \left( \sup_{t \geq 0} e^{-\lambda t} Z^{(2)}(t) \geq n(1 - \zeta)\frac{\mu}{2} \right) \leq C_1 \log \left( \frac{n(1 - \zeta)\mu}{(n(1 - \zeta)\mu)^2} \right).
\end{equation}

(7.7)

Note that for any $j \geq 1$, $
\inf_{t \geq 0} (e^{-\lambda t} Z^{(j)}(t)) \leq 1.$ Thus, by Azuma-Hoeffding inequality, there exists $C_2 > 0$ such that for any $n \geq K$,

\begin{equation}
\mathbb{P} \left( \sum_{j=1}^{\lceil n-\zeta \rceil} \inf_{t \geq 0} (e^{-\lambda t} Z^{(j)}(t)) \leq n(1 - \zeta)\frac{\mu}{2} \right) \leq e^{-C_2(1-\zeta)n}. \tag{7.8}
\end{equation}

Using (7.7) and (7.8) in (7.6), we conclude that $\sum_{n \geq K} \mathbb{P}(B_\zeta \cap H_n) < \infty$. Thus, for any $\zeta \in (0, 1)$, $|K| < \infty$ almost surely on the event $B_\zeta$. The lemma now follows upon noting from Lemma 7.1 that $\mathbb{P}(B_\zeta) \to 1$ as $\zeta \to 1$. \hfill \blacksquare

**Proof of Theorem 3.4:** For any $1 \leq i < j$, it follows from Theorem 3.5 that

\begin{equation}
\frac{|(T^*(n), v_i)_{v_{ij}}|}{|T^*(n), v_j)_{v_{ij}}|} \xrightarrow{a.s.} \frac{W^2_{\infty}}{W^2_{\infty}}, \quad \text{as } n \to \infty
\end{equation}

for absolutely continuous or singular continuous independent random variables whose distributions are determined by the tree $T_{\zeta}(j)$. In either case, $\mathbb{P}(W^2_{\infty} = W^i_{\infty}) = 0$ which, along with Lemma 6.1 (a), gives a random $n_{i,j} \in \mathbb{N}$ such that $\Psi_{T_{\zeta}(n)}(v_i) \neq \Psi_{T_{\zeta}(n)}(v_j)$ for all $n \geq n_{i,j}$. Hence, for any $N \in \mathbb{N}$, almost surely, there exists a (random) permutation $(\pi(1), \ldots, \pi(N))$ of $\{1, \ldots, N\}$ and $n_{N} \in \mathbb{N}$ such that

$$
\Psi_{T_{\zeta}(n)}(v_{\pi(1)}) < \cdots < \Psi_{T_{\zeta}(n)}(v_{\pi(N)}) \text{ for all } n \geq n_{N}.
$$

This observation readily implies for any $K, N \in \mathbb{N}$ with $N \geq K$,

$$
\mathbb{P}(\{T_{\zeta}(n) : n \geq 1\} \text{ is } (\Psi, K) \text{ persistent, } K \subset \{1, \ldots, N\}) = \mathbb{P}(K \subset \{1, \ldots, N\}).
$$

The theorem now follows by taking a limit as $N \to \infty$ on both sides of the equality above and using Lemma 7.2.
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