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Abstract. By studying the action of the Weyl group of a simple Lie algebra on its root lattice, we construct torsion free subgroups of small and explicitly determined index in a large infinite class of Coxeter groups. One spin-off is the construction of hyperbolic manifolds of very small volume in up to 8 dimensions.

Introduction

The starting point of this paper is the celebrated theorem that every irreducible representation of the Weyl group of a simple Lie algebra can be realized over $\mathbb{Q}$. The finishing point is the construction of hyperbolic manifolds of very small volume that provide partial solutions to the Siegel problem in low dimensions.

The Weyl groups are examples of Coxeter groups, and it is these, together with the study of their torsion free subgroups, that forms the bridge between the two sentences of the previous paragraph. The realizability over $\mathbb{Q}$ of a linear action $W \rightarrow \text{GL}(V)$ of a Weyl group $W$ is equivalent to the existence of a $W$-invariant lattice $L$ in the ambient space $V$ of the representation. In this paper we use the finite semi-direct product $L \rtimes W$ induced by this action to construct torsion free subgroups inside a large class of Coxeter groups to which the Weyl group $W$ is closely associated. Moreover, the indices of these subgroups are determined explicitly in terms of well known data associated to the Weyl group. As far as we are aware, this is the first such construction of this type.

A feature in recent years of the study of torsion free subgroups of Coxeter groups has been the application to the construction of hyperbolic manifolds. As with any large and seemingly intractable collection of mathematical objects, they are best observed through the eyes of invariants. For hyperbolic manifolds, the most fundamental and important invariant is hyperbolic volume, which “discretises” the situation: the set of possible volumes of hyperbolic manifolds in a fixed dimension form a well-ordered subset of $\mathbb{R}$, discrete even, if the dimension is not three. Moreover, the map $\text{vol} : \mathcal{M}_n \rightarrow \mathbb{R}$ from the set of isometry classes of finite volume hyperbolic $n$-manifolds is finite to one when $n \neq 2$.

As one of the first general results along these lines was obtained by Carl Ludwig Siegel in 1945, the Siegel (respectively weak Siegel) problem in dimension $n$ is: what is the minimum possible volume obtained by a complete hyperbolic $n$-orbifold (resp. $n$-manifold) without boundary? Our interest is exclusively in the weak problem, which, despite the diminutive (which we will drop from now on), is one with a long history. It can probably be most concisely summarized by saying that its solution in 2-dimensions is classical; in 3-dimensions a solution was announced recently in [14] (at least in the closed orientable case); in 4-dimensions it was first done in [22] (see also [9]) and a solution in 6-dimensions was recently announced in [11].

Many of these solutions have a heavy computational element. Now it turns out that among the Coxeter groups in the large class to which our construction applies, there are a number of

* Some of the results of this paper were obtained while the first author was visiting the Department of Mathematics, University of Sydney and the Institute for Geometry and its Applications, University of Adelaide. He is grateful for their hospitality and financial assistance. The research done at the University of Sydney was supported by a grant from the Australian Research Council.
geometric examples, ie: Coxeter groups generated by reflections in the faces of a Coxeter polytope in hyperbolic space. When specialized to these cases, our results yield manifolds that are of very small volume, often only twice the volume of a possible solution to the Siegel problem. They also have the virtue of being constructed algebraically rather than computationally.

The paper has been written so as to include in its audience workers in the field of geometric manifolds who may be less familiar with the technical details of Weyl groups and Coxeter groups. The first section is therefore a summary of the basic definitions and some of the results we will need later. Sections 2, 3 and 4 while the technical heart of the paper, can be glossed over on the first reading by those impatient to get to the geometrical consequences in §5. The main results are Theorems 7, 10.

1. Preliminaries on reflection groups

General references for this section are [2, 17, 19, 30]; the terminology below mostly follows [17].

1.1. Coxeter groups and reflection groups

Let $W$ be a group and $S \subset W$ finite. The pair $(W, S)$ is called a Coxeter group if $W$ admits a presentation with generators the $s \in S$, and relations,

$$ (st)^{m_{st}} = 1, $$

where $m_{st} = m_{ts} \in \mathbb{Z}^+ \cup \{\infty\}$ and $m_{st} = 1$ if and only if $s = t$. Associated to any Coxeter group is its symbol $\Gamma$, with nodes the $s \in S$, and where nodes $s$ and $t$ are joined by an edge labeled $m_{st}$ if $m_{st} \geq 4$ and an unlabeled edge if $m_{st} = 3$ (and so nodes $s$ and $t$ not connected correspond to $m_{st} = 2$). Conversely, any symbol $\Gamma$ with edges so labeled gives rise to Coxeter group $W(\Gamma)$, with generators the nodes of the symbol and relations (1) with $m_{st}$ the label of the edge connecting nodes $s$ and $t$.

If $T \subset S$ then the subgroup generated by the $s \in T$ is also a Coxeter group with symbol $\Delta \subset \Gamma$ obtained by removing the nodes not in $T$ and any edges incident with them. Write $W_T$ or $W(\Delta)$ for this, a visible subgroup of $W(\Gamma)$ (with parabolic, special parabolic and visual being alternative terms found in the literature). The Coxeter group $W(\Gamma)$ is irreducible when $\Gamma$ is connected, and if $\Gamma$ has connected components $\Gamma_i \subset \Gamma$, then the visible $W(\Gamma_i)$ are called the irreducible components of $W(\Gamma)$, with $W(\Gamma)$ the direct product of the $W(\Gamma_i)$.

A Coxeter group $W(\Gamma)$ can be realized as a reflection group via the reflectional (or geometric, or Tits) representation: let $V$ be the real vector space with basis $\{v_s \mid s \in S\}$ and symmetric bilinear form defined by,

$$ B(v_s, v_t) = -\cos \frac{\pi}{m_{st}}. $$

When $m_{st} = \infty$, set the product to be some real number $c_{st}$ with $c_{st} \leq -1$. For $u \in V$, define $\sigma_u : V \to V$ by $\sigma_u(v) = v - 2B(v,u)u$, and then the map $s \mapsto \sigma_s := \sigma_{v_s}$ extends to a faithful representation $\sigma : W(\Gamma) \to \text{GL}(V)$, irreducible when $W(\Gamma)$ is irreducible and $B$ non-degenerate. We will abbreviate $\sigma(g)(v)$ to $g(v)$.

The two most important classes of Coxeter groups for us will be the finite and hyperbolic: $W(\Gamma)$ is finite if and only if the form $B$ is positive definite, in which case $V$ is a Euclidean space with $W(\Gamma)$-invariant inner product $(v,u) := B(v,u)$.

A hyperbolic Coxeter polytope is an intersection $P = \bigcap_{s \in S} H^-_s$, of closed half spaces $H^-_s$ in $n$-dimensional hyperbolic space $\mathbb{H}^n$, bounded by hyperplanes $H_s$, any two of which are disjoint or subtend a dihedral angle of $\pi/m_{st}$. The group generated by reflections in the faces of $P$ is then a Coxeter group, and an abstract $W(\Gamma)$ is $n$-dimensional hyperbolic in this sense if there exist $c_{st}$’s such that the form $B$ above has signature $(1, n)$. In this case $c_{st} = -\cosh \eta_{st}$, for $\eta_{st}$ the distance between non-intersecting $H_s$ and $H_t$. 

1.2. Crystallographic groups and Weyl groups

A Coxeter group $W(\Gamma)$ is crystallographic if in the reflectional representation $W(\Gamma) \rightarrow \text{GL}(V)$ there is a $W(\Gamma)$-invariant lattice $L \subset V$ (one often sees in the literature a somewhat larger class of Coxeter groups referred to as crystallographic, namely the Weyl groups of Kac-Moody Lie algebras). A finite crystallographic Coxeter group is a Weyl group, and if $(u, v)$ is the inner product on $V$ from \cite{1} let

$$\langle u, v \rangle := \frac{2(u, v)}{(u, u)}.$$

The symbols for the irreducible Weyl groups are given in Table 1 using the alternative symbol convention where nodes $v_s$ and $v_t$ are joined by $\langle v_s, v_t \rangle$ unlabelled edges. We will tend to use this version when some additional labeling of the nodes might otherwise lead to an overly cluttered picture.\[1\] We have fixed a numbering of $S$ in the table, and throughout the paper we will write $v_i := v_{s_i}$ for the basis of the ambient space $V$ of the reflectional representation.

We use the Killing-Cartan notation from the classification of simple Lie algebras to denote the symbols for the irreducible Weyl groups. There are three infinite classical families, $A_n(n \geq 1), B_n(n \geq 2)$ and $D_n(n \geq 4)$, together with five exceptional groups $G_2, F_4, E_6, E_7$ and $E_8$. The subscripts give the rank of the group, which is just the number of nodes of the symbol.

There are a number of $W(\Gamma)$-invariant lattices in $V$, with the most fundamental being the root lattice, $L(\Gamma) = \mathbb{Z}\text{-span}\{x_s | s \in S\}$, where $x_s = v_s$ in types $A, D$ and $E$. Otherwise, for $L(B_n)$, let $x_i = v_i(i < n)$ and $x_n = \sqrt{2}v_n$; in $L(F_4)$ we have $x_1 = v_1, x_2 = v_2, x_3 = \sqrt{2}v_3, x_4 = \sqrt{2}v_4$ and $L(G_2) = \mathbb{Z}\text{-span}\{x_1 = v_1, x_2 = \sqrt{3}v_2\}$. The $W(\Gamma)$-action on the root lattice realizes the reflectional representation over $\mathbb{Q}$, and remarkably, any irreducible representation of a Weyl group can be so realized (see \cite{29}).

There is another interesting $W(\Gamma)$-invariant lattice in $V$: the weight lattice $\hat{L} = \hat{L}(\Gamma)$ is given by $\hat{L} = \{v \in V | \langle u, v \rangle \in \mathbb{Z} \text{ for all } u \in L\}$. One can also define $\hat{L}$ indirectly as the dual of the coroot lattice. The weight lattice has basis the simple weights $\omega_s$ defined by $\langle v_s, \omega_s \rangle = 1$ and $\langle v_t, \omega_s \rangle = 0$ for $t \neq s$. In particular $\hat{L}$ is a $\mathbb{Z}$-lattice of the same rank as $L$ and with $L \subset \hat{L}$. Thus the root lattice is a subgroup of finite index in the weight lattice, with this index called the index of connection (see Table 2).

The classical Weyl groups have alternative descriptions as groups of permutations of an orthonormal basis for $\hat{V}$ (or a space closely related to it). For type $A_n$ and basis $\{v_1, \ldots, v_n\}$, let $\hat{V}$ be an $(n + 1)$-dimensional Euclidean space with orthonormal basis $\{u_1, \ldots, u_{n+1}\}$, and embed $V \hookrightarrow \hat{V}$ via

$$v_i = \frac{1}{\sqrt{2}}(u_i - u_{i+1}) \text{ for } 1 \leq i \leq n.$$

The $W(A_n)$-action on $V$ extends to $\hat{V}$ with the $\{u_i\}$ a $W(A_n)$-invariant subset and the map $s_i \mapsto (u_i, u_{i+1})$ inducing an isomorphism $W(A_n) \rightarrow \mathfrak{S}(u_1, \ldots, u_{n+1}) \cong \mathfrak{S}_{n+1}$, the symmetric group of degree $n + 1$.

\[1\] The Weyl groups constitute almost all the finite Coxeter groups, with the only omissions being the dihedral groups and the symmetry groups of the 3-dimensional dodecahedron/icosahedron and the 4-dimensional 120/600-cell.
For types $B$ and $D$, let $\mathcal{G}^\pm(X)$ be the group of signed permutations of the set $X$, i.e: $\mathcal{G}^\pm(X) = \{\sigma \in \mathcal{G}(X \cup -X) \mid \sigma(-x) = -(\sigma x)\}$. The vectors $u_1, \ldots, u_n \in V$ defined by

$$v_i = \frac{1}{\sqrt{2}}(u_i - u_{i+1}) \text{ for } i < n, \text{ and } v_n = u_n,$$

form an orthonormal basis for $V$ and the map $s_i \mapsto (u_i, u_{i+1})(-u_i, -u_{i+1}), 1 \leq i < n$ and $s_n \mapsto (u_n, -u_n)$ induces an isomorphism $W(B_n) \to \mathcal{G}^\pm(u_1, \ldots, u_n)$. Taking instead $v_n = \frac{1}{\sqrt{2}}(u_{n-1} + u_n)$ and $s_n \mapsto (u_{n-1}, -u_n)(u_n, -u_{n-1})$, induces an isomorphism $W(D_n) \to \mathcal{G}^\pm(u_1, \ldots, u_n)$ onto a subgroup of index two, the even signed permutations $\mathcal{G}^\pm_e(u_1, \ldots, u_n)$.

Every Coxeter group has a length function $\ell : W(\Gamma) \to \mathbb{Z}^{\geq 0}$, where $\ell(g)$ is the smallest $r$ for which an expression $g = s_1 s_2 \ldots s_r$ exists, with the $s_i \in S$. In particular if $W(\Gamma)$ is finite, then there is a unique $w_{\ell}$, with maximal length, which, significantly for us, turns out to be an involution. If the $I_i$ are the connected components of $\Gamma$ and $\ell_i$ the length functions on the $W(I_i)$, then $\ell = \sum \ell_i$ is the length function on $W(\Gamma)$.

A Coxeter group $W(\Gamma)$ is of $(\pm 1)$-type if in the reflectional representation there is an element $g \in W$ acting on $V$ as the antipodal map, i.e: $g(v) = -v$ for all $v \in V$ (and then $g$ is the element $w_{\ell}$ of longest length\footnote{Geometrically, every Weyl group is the symmetry group of a solid polytope, indeed a regular polytope in types $A$, $B$ and $F$. Then $W$ has $(\pm 1)$-type when there is polytope whose vertices occur in antipodal pairs. These polytopes are all familiar except possibly in type $E$ (see \cite{7}).}). An irreducible group has $(\pm 1)$-type precisely when it has non-trivial center; every $W$ of $(\pm 1)$-type is finite; and $W$ is of $(\pm 1)$-type if and only if its irreducible components are of $(\pm 1)$ type \cite[Chapter V, \S 4, Exercises 2(b) and 3(c)]{2} or \cite[1.9]{24}.

A product involving all the elements of $S$ precisely once is called a Coxeter element, and if the symbol $\Gamma$ is a tree (in particular, if we have a Weyl group) then any two Coxeter elements are conjugate. In particular, the Coxeter elements all have the same order, the Coxeter number $h$. In the reflectional representation, the Coxeter elements have eigenvalues, $\zeta^{m_1}, \zeta^{m_2}, \ldots, \zeta^{m_n}$, with $\zeta$ a primitive $h$-th root of unity, and $0 \leq m_1 \leq m_2 \leq \cdots \leq m_n < h$ the exponents of $W(\Gamma)$. Every integer $1 \leq m < h$ relatively prime to $h$ is an exponent (although there may be others), and the order of a Weyl group is the product of the $m_i + 1$.

### 1.3. Torsion in Coxeter groups

In \S 3\S 3 we will want to show that certain subgroups of Coxeter groups are torsion free, i.e: contain no non-trivial elements of finite order, and the arguments will require a detailed knowledge of the location in a Coxeter group of the torsion. The first key result gives a rough description:

**Theorem 1** \cite[V.4.2]{2}, \cite[Proposition 1.3]{3}). Any element of finite order in a Coxeter group $W(\Gamma)$ is conjugate to an element of a finite visible subgroup $W(\Delta)$ for $\Delta \subset \Gamma$.

See also \cite[Theorem 1]{9} for a geometrical proof. In particular, if $f : W(\Gamma) \to G$ is a homomorphism, then ker $f$ is torsion free precisely when $f$ is faithful on the finite visible $W(\Delta)$ for $\Delta \subset \Gamma$. Indeed, if $\Delta_i \subset \Gamma$ are disjoint symbols with $fW(\Delta_1) \cap fW(\Delta_2) = \{1\}$, then $f$
is faithful on $W(\Delta_1 \coprod \Delta_2)$ if and only if $f$ is faithful on the $W(\Delta_i)$, so it is often possible to reduce consideration to the irreducible finite visibles.

Clearly a group is torsion free if it is free of $p$-torsion (elements of order $p$) for all primes $p$. The following is then typical of the results we will need, and follows from [4 §7] or [9] Theorem 5.

**Lemma 1.** Let $g \in W(B_n)$ be an element of $p$-torsion for $p > 2$ a prime. Then $g$ is conjugate to an element of the visible $W(A_{n-1}) = (s_1 \ldots, s_{n-1})$.

Because of the lemma, it will turn out that most of our efforts will be focused on the 2-torsion, for which there is a more precise classification due to Richardson [24] which we now summarize (see also [8][16]). First, if $W(\Psi)$ is an irreducible Weyl group, define a permutation $\pi_\Psi$ of the nodes of $\Psi$ as follows: if $\Psi$ is of $(-1)$-type then $\pi_\Psi$ is the identity permutation, otherwise, it is the unique symmetry of order 2 of the diagram. Now let $\Gamma$ be a symbol for any $(W,S)$ and $\Delta \subset \Gamma$ a subsymbol of $(-1)$-type with nodes $T \subset S$; for $s \in S$, let $\Delta(s)$ be the connected component of $T \cup \{s\}$ containing $s$; let $A(\Delta)$ be those nodes $s \in S \setminus T$ such that $\Delta(s)$ is not a symbol of $(-1)$-type.

Two subsymbols $\Delta, \Delta' \subset \Gamma$ are connected by an elementary $W(\Gamma)$-equivalence, written $\Delta \Rightarrow \Delta'$, if $\Delta'$ has nodes $T \cup \{s\} \setminus \{s'\}$, where $s \in A(\Delta)$ and $s' = \pi_\Delta(s)$. The two symbols are $W(\Gamma)$-equivalent if there is a sequence $\Delta = \Delta_0 \Rightarrow \Delta_1 \Rightarrow \Delta_2 \cdots \Rightarrow \Delta_k = \Delta'$ of elementary equivalences between them.

**Theorem 2 ([24] Theorem A).** The map $\Delta \mapsto w_\Delta$ induces a bijection from the set $\mathfrak{B}_\Gamma$ of $W(\Gamma)$-equivalence classes of subsymbols $\Delta \subset \Gamma$ of $(-1)$-type to the set of conjugacy classes of involutions in the Coxeter group $W(\Gamma)$.

For example, if $\Gamma = A_n$ ($n$ even) with subsymbols $\Delta, \Delta'$ the nodes $\{s_i \mid i \text{ odd}\}$ and $\{s_i \mid i \text{ even}\}$ respectively, then there is a series of elementary $W(\Gamma)$-equivalences that successively, working from right to left, move the nodes of $\Delta$ one place to the right, and so realizing a $W(\Gamma)$-equivalence between $\Delta$ and $\Delta'$.

As a corollary, if $W(\Gamma)$ is an irreducible Weyl group, then there is a unique class in $\mathfrak{B}_\Gamma$ containing symbols of maximal rank. Indeed, as an inspection of Table I shows, this class contains a single symbol, except when $\Gamma = A_n$ ($n$ even), when it contains the two symbols $\Delta, \Delta'$ of the previous paragraph.

**Proposition 1.** Let $W(\Gamma)$ be an irreducible Weyl group with Coxeter number $h$ even, $\xi \in W(\Gamma)$ a Coxeter element, and $\Delta \in \mathfrak{B}_\Gamma$ of maximal rank. Then $\xi^{h/2}$ is conjugate to $w_\Delta$.

**Proof.** By checking separately the cases, $\Gamma$ of $(-1)$-type, $\Gamma = A_n$ ($n$ odd), $\Gamma = D_n$ ($n$ odd), and $\Gamma = E_6$, one can show, using the exponents in Table I that the eigenvalues of $\xi^{h/2}$ are $-1, \ldots, -1, 1 \ldots, 1$, with the rank of $W(\Delta)$ number of $-1$’s.

2. Technical results on root lattices

This section studies in some detail the action of a Weyl group on certain vector spaces over the field $\mathbb{F}_2$ of order two. The reader who is more interested in the broad flow of the paper than this somewhat intricate combinatorics (one imagines this describes most readers) can safely skip the details: the key ideas are the sublattices $A_\ast \subset L$ defined after Lemma 2 the notions of admissibility and special admissibility after Proposition 5 and Theorems 3,5. These all play an essential role in [3] while Theorem 6 and Proposition 6 are used in [4].

**Lemma 2.** Let $W(\Psi)$ be an irreducible Weyl group of rank $n$, and $W(\Psi) \to GL(V)$ the reflectional representation. Then for any node $s \in \Psi$, there is a $u_s$ in the root lattice $L = \mathbb{Z}\text{-span}\{x_1\}$ such that $u_s \in \langle x_1, \ldots, \bar{x}_s, \ldots, x_n \rangle$$^\perp$. 


Proof.

1. slick proof: let \( u_s = \frac{L}{L} \omega_s \), with \( \omega_s \) the simple weight corresponding to \( s \) and \( \frac{L}{L} \) the index of connection.

2. simple-minded proof (but useful for later calculations): Depict \( u_s = \sum_{t \in S} \alpha_t x_t \) using the symbol \( \Psi \) by labeling the node \( t \) by \( \alpha_t \) and colouring black the distinguished node corresponding to \( s \). Letting \( \lambda_{st} = \langle v_s, v_t \rangle \langle v_s, v_t \rangle \), we have that \( u_s \) has the desired properties if and only if for every \( t \in S \setminus \{s\} \),

\[
2\alpha_t = \sum \lambda_{st} \alpha_{s'},
\]

where the sum is over all \( s' \in S \) with \( m_{s't} > 2 \) (i.e. all \( s' \) connected by an edge to \( t \), except if \( t \) is the node in \( B_n, F_4 \) or \( G_2 \) with an \( m_{st} = 4 \) or 6, and \( x_t = \sqrt{2} \) or \( \sqrt{3} \) times the length of \( v_t \). In this case we require

\[
2\alpha_t = \sum \alpha_{s'}
\]

instead. Thus it suffices to show that for any connected \( \Psi \) and distinguished black node \( s \), the vertices can be \( \mathbb{Z} \)-labeled satisfying conditions (2) and (3). We can almost always reduce to the case where \( s \) lies at the end of \( \Psi \), for suppose \( \Psi_1, \Psi_2 \) have distinguished black nodes at the end, labeled \( \alpha_1 \) and satisfying (2) and (3) above. Multiply the labels of \( \Psi_i \) by \( \alpha_j / \gcd(\alpha_1, \alpha_2) \) and fuse the black nodes:

\[
\begin{align*}
\Psi_1 & \quad \alpha_1 \\
\Psi_2 & \quad \alpha_2
\end{align*}
\]

The new symbol \( \Psi \) has a \( \mathbb{Z} \)-labeling satisfying (2) and (3) as long as in passing from the unfused to the fused symbols, no node moves from having to satisfy (2) to having to satisfy (3) or vice-versa. But the only time this happens is for the single pair \( (F_4, s_2) \), which we deal with separately. Thus, we just need to exhibit labelings in the other cases, where \( s \) is at the end of \( \Psi \). In types \( A \) and \( G \) they are,

\[
\begin{align*}
1 & \quad 2 & \cdots & \quad n-1 & \quad n \\
\end{align*}
\]

The asymmetry in \( G_2 \), despite the symmetry of the symbol, is due to the asymmetry of the basis \( \{x_1, x_2\} \) for the \( G_2 \)-root lattice. In type \( F \), we have,

\[
\begin{align*}
2 & \quad 3 & \quad 2 & \quad 1 \\
3 & \quad 6 & \quad 4 & \quad 2 \\
2 & \quad 4 & \quad 3 & \quad 2 \\
\end{align*}
\]

In type \( D \) we have,

removing the factor of 2 on the left when \( n \) is even; in type \( B \) we have,

again removing factors of 2, and finally in type \( E \):

\[
\begin{align*}
2 & \quad 4 & \quad 6 & \quad 5 & \cdots & \quad 10-n & \quad n-3 \quad 1 & \quad 2 & \quad 3 & \quad 4 & \quad 5 \\
3 & \quad n-1 & \quad 2n-6 & \quad 2n-8 & \cdots & \quad 0
\end{align*}
\]
In the middle situation for $E_7$, remove the factor of 2 that appears in each label. 

Now for the key player in this section. Let $W(\Psi)$ be an irreducible Weyl group of rank $n$, $s \in \Psi$ and $u_s \in L$ the vector of Lemma 2. Let $\Omega_s \subset L$ be the orbit under $W(\Psi)$ of $u_s$ and $\Lambda_s \subset L$ the sublattice spanned by $\Omega_s$. Thus $U_s = \Lambda_s \otimes \mathbb{R}$ is a $W(\Psi)$-invariant subspace of $V$, and as the reflectional representation is irreducible we have $U_s = V$, and so $\Lambda_s$ is a free $\mathbb{Z}$-module, of the same rank $n$ as $L$.

Consider $L/2L := L/2$, an $n$-dimensional vector space over $\mathbb{F}_2$, the subspace $\Lambda_s/2 \subset L/2$, and write $\pi$ for the image of $v \in L$ via the quotient map $L \to L/2$. When making statements about $\pi_s$ in the remainder of the paper, it is important to use the explicit $u_s$ given in the proof of Lemma 2 (particularly with factors of 2 removed!). As $2L$ is a $W(\Psi)$-invariant submodule, the $W(\Psi)$-actions on $L$ and $\Lambda_s$ induce actions on $L/2$ and $\Lambda_s/2$.

Let $s, t \in \Psi$, and since the Weyl groups all have symbols that are trees, there is a unique path containing a minimal number of edges connecting $s$ to $t$, with nodes $s = s_1, \ldots, s_k = t$ say. Let,

$$X^s_t = \{\pi_s, s_1(\pi_s), s_2s_1(\pi_s), \ldots, s ks_{k-1}s_1(\pi_s)\},$$

a collection of (at most) $k + 1$ vectors in $\Lambda_s/2$. Observe that for $t' \in \Psi$, the sets $X^s_t$ and $X^{t'}_t$ intersect in $\ell + 1$ vectors when the paths connecting $s$ to $t$ and $t'$ have in common an initial path containing $\ell$ edges, so in particular, $X^s_t \cap X^{t'}_t$ always contains at least two vectors.

For $s \in \Psi$, call a set of nodes $T \subset \Psi$ independent for $s$ when $\bigcup_{t \in T} X^s_t$ contains $m + 1$ linearly independent vectors in $\Lambda_s/2$, where $m$ is the number of nodes contained in the union of all the minimal paths connecting $s$ to the $t \in T$.

Finally, the independence data for $W(\Psi)$ is a labeling of the nodes of $\Psi$ by strings of the form,

$$t_1, \ldots, t_k, l_{t_1}, \ldots, l_{t_1}m, \ldots, l_{t_k},$$

such that if $T$ is a union of any subset of the $t_1, \ldots, t_k$ together with the $l$'s in exactly one of the $l_{t_1}, \ldots, l_{t_k}$, then $T$ is independent for the node $s$ having this label. As always, the node labels follow the conventions in Table 1 and if a node $s$ is labeled by 0, this indicates that $\{\pi_s\}$ is non-zero, but the vectors in $X^s_t$ are not independent for any $t$ (including $t = s$).

For example, in Proposition 4 an $s$ that is $\ell \equiv 2 \text{ mod } 4$ nodes from the righthand end of $\Psi = D_n$ has label $2, 1, n, 1, n - 1, n, n - 1$, indicating that, say

$$X^s_2 \cup X^s_{1} \cup X^s_{n-1} = X^s_{1} \cup X^s_{n-1} = \{\pi_s, s_1(\pi_s), s_{\ell-1}s_{\ell}(\pi_s), \ldots, s_{\ell}s_{\ell-1}(\pi_s),$$

$$s_{\ell}s_{\ell-1}s(\pi_s), \ldots, s_{\ell}s_{\ell-1}s(\pi_s)\},$$

consists of $n$ independent vectors in $\Lambda_s/2$. The barred $t$'s are meant to stop us from getting too carried away: $X^s_1 \cup X^s_{n-1} \cup X^s_n$ for instance contains too many (i.e. more than $n$) distinct vectors to be independent.

**Proposition 2.** The independence data for $\Psi = A_n$ is,

$$\ell \quad \bullet \quad \cdots \cdots \quad \bullet \quad \cdots \cdots$$

$$k$$

$$= \left\{\begin{array}{ll}
0, & \text{for } \ell/d, k/d \text{ odd} \\
1, n-1, & \text{for } \ell/d \text{ odd, } k/d \text{ even} \\
2, n, & \text{for } \ell/d \text{ even, } k/d \text{ odd}
\end{array}\right.$$

where $d = \gcd(\ell, k)$.

**Proof.** For the node $s$ indicated the vector $u_s \in L$ is given by,

$$k/d \quad 2k/d \quad (t-1)k/d \quad kt/d$$

$$\cdots \cdots \bullet \quad \cdots \cdots$$

$$2(\ell-1)/d \quad \ell/d$$

where at least one of $\ell/d$ and $k/d$ must be odd. Thus $\pi_s = 10\cdots101\cdots01$ or $10\cdots010\cdots01$ in the first case listed at the right in the Lemma, and $00\cdots001\cdots01$ or $10\cdots100\cdots00$ in the other two. It’s a straight out calculation from here on in. 

\[\Box\]
Proposition 3. The independence data for \( \Psi = B_n \) is,\[ \ell \]
\[ \bullet = \begin{cases} 0, & \text{for } \ell \text{ odd} \\ 2, n, & \text{for } \ell \equiv 0 \mod 4 \\ 1, 2, n - 1, \pi, & \text{for } \ell \equiv 2 \mod 4 \end{cases} \]
and the labeling of the right-most node is 0 for \( n \) odd, and \( n \) for \( n \) even.

The proof is completely analogous to Proposition 2 as is the proof of:

Proposition 4. The independence data for \( \Psi = D_n \) is,\[ \ell \]
\[ \bullet = \begin{cases} 0, & \text{for } \ell \text{ odd} \\ 2, n - 1, n, & \text{for } \ell \equiv 0 \mod 4 \\ 2, 1, n, 1, n - 1, n, n - 1, & \text{for } \ell \equiv 2 \mod 4 \end{cases} \]

Finally, we have

Proposition 5. The independence data for \( \Psi \) exceptional is,\[ F_4 \]
\[ G_2 \]
\[ E_6 \]
\[ E_7 \]
\[ E_8 \]

Now to another important concept. Let \( W(\Psi) \) be an irreducible Weyl group and \( s \in \Psi \). The pair \((\Psi, s)\) is said to be specially admissible if,

(i). in the root lattice \( L \) we have \( x_s = v_s \), and,

(ii). for every \( t \in \Psi \) such that the minimal path from \( s \) to \( t \) spans a subsymbol of type \( A \), we have the set \( \{t\} \) is independent for \( s \).

The pair is admissible if we have (i), and for every \( t \in \Psi \) such that the path from \( s \) to \( t \) spans a subsymbol of type \( A \) of odd rank, then \( \{t\} \) is independent for \( s \).

The first part of the definition is just an artificial device designed to exclude the pairs \((B_n, s_n), (F_4, s_3), (F_4, s_4)\) and \((G_2, s_2)\), for reasons that will be explained in the proof of Theorem 5 below. It is the second part that will prove natural and useful in [3] essentially because of the following observation: suppose that \( A_k \subset \Psi \) is the subsymbol spanned by such a path from \( s \) to \( t \), with nodes \( s = s_1, \ldots, s_k = t \). Then \( u_s \) is orthogonal to \( x_2, \ldots, x_k \), so is fixed by the reflections \( s_2, \ldots, s_k \). As \( \{1, s_1, s_2 s_1, \ldots, s_k \cdots s_1\} \) is a set of coset representatives for \( \langle s_2, \ldots, s_k \rangle \) in \( W(A_k) \), we get that \( X^s_t \) constitutes the whole \( W(A_k) \)-orbit of \( \pi_s \) in \( L/2 \). Thus \( T = \{t\} \) is independent for \( s \) is equivalent to this \( W(A_k) \)-orbit spanning a subspace of dimension \( k + 1 \).

Theorem 3. Let \( W(\Psi) \) be a classical irreducible Weyl group. Then the admissible (respectively specially admissible) pairs \((\Psi, s)\) are given by the following, where \( s = \bullet \) (resp. \( s = \circ \)),

\[ A_n \]
\[ D_n \]
\[ B_n \]

and in type \( A \) we have \( \ell = 2^a m_1, k = 2^b m_2 \) with the \( m_i \) odd, and \( a < b \); in types \( B \) and \( D \) we have \( \ell \equiv 0 \mod 4 \) and \( k \equiv 2 \mod 4 \).
The conditions in type $A$ turn out to be quite mild: if $n$ is even then all $(A_n, s)$ are admissible; if $n$ is odd then $k$ and $\ell$ have the same parity, and the condition becomes that they are both even, but with different 2-parts. The proof can be read straight off the diagrams in Propositions 2, 5 as can the proof of,

**Theorem 4.** Let $W(\Psi)$ be an exceptional irreducible Weyl group. Then the admissible (resp. specially admissible) pairs $(\Psi, s)$ are given by the following, where $s = \bullet$ (resp $s = \bigcirc$),

\[
\begin{array}{cccc}
G_2 & F_4 & E_6 & E_8 \\
\end{array}
\]

Another spin-off resulting from the independence data is the following,

**Theorem 5.** Let $W(\Psi)$ be an irreducible Weyl group of rank $n$ and $(\Psi, s)$ admissible. Then the subspace $A_s/2 \subset L/2$ is $n$-dimensional over $\mathbb{F}_2$.

**Proof.** The result follows as for any admissible pair $(\Psi, s)$ one can find a $T \subset \Psi$, with $T$ independent for $s$, and such that the union of the nodes in the minimal paths connecting $s$ to the $t \in T$ contains all but one of the nodes of $\Psi$. The pairs $(B_n, s_n)$, $(F_4, s_3)$, $(F_4, s_4)$ and $(G_2, s_2)$, while rather trivially satisfying condition (ii) in the definition of admissibility, do not have the property of the previous sentence, hence their exclusion. \qed

As an example, the pair $(\Psi, s) = \bullet \quad \bigcirc \quad \bigcirc$ is not admissible by Theorem 3 and for $t$ the rightmost node, $X_t^4$ is the $W(\Psi)$-orbit of $\pi_s$, and $A_s/2$ is a 1-dimensional subspace of $L/2$.

From now on we will only be interested in the sublattices $A_s \subset L$ where $(\Psi, s)$ is admissible, so that the vector spaces $A_s/2 \subset L/2$ coincide by Theorem 5. In the rest of this section we look at some aspects of the action of the Weyl group $W(\Psi)$ on $L/2$ as preparation for 4.

To this end, let $\text{End}(L/2)$ be the endomorphism algebra of the space, writing $g(\pi)$ for the image of $\pi \in L/2$ under $g \in W(\Psi)$. If $g$ is an involution then $(g + 1)^2 = 0$ in $\text{End}(L/2)$, hence $\text{im}(g + 1) \subset \ker(g + 1)$; moreover, $\ker(\ell_{gh^{-1}} + 1) = \ker(g + 1)$ and $\text{im}(\ell_{gh^{-1}} + 1) = h \text{im}(g + 1)$. Thus the dimension of the quotient space $\ker(g + 1)/\text{im}(g + 1)$ is an invariant of the conjugacy class of the involution $g$, and we have proved the first half of,

**Theorem 6.** Let $W(\Psi)$ be an irreducible Weyl group with even Coxeter number $h$ and $\xi$ a Coxeter element. Then the dimension $d_\Psi$ of the $F_2$ vector space

$$\ker(\ell_{h/2} + 1)/\text{im}(\ell_{h/2} + 1),$$

is independent of the choice of $\xi$, with these dimensions being,

| $\Psi$ | $A_n$ ($n$ odd) | $B_n$ | $D_n$ ($n$ even) | $D_n$ ($n$ odd) | $G_2$ | $F_4$ | $E_6$ | $E_7$ | $E_8$ |
|------|-----------------|------|-----------------|-----------------|------|------|------|------|------|
| $d_\Psi$ | 1 | $n$ | $n$ | $n - 2$ | 2 | 4 | 2 | 7 | 8 |

Note that the Theorem applies to all the Weyl groups except type $A_n$ for $n$ even. Determining these dimensions will take a little more brute force effort; indeed we will explicitly describe the image and kernel for a particular Coxeter element, as these descriptions will prove useful in Proposition 6 below.

**Proof.** First and easiest, if $\Psi$ has $(-1)$-type, then by Proposition $\xi^{h/2} = w_\Psi$ for any $\xi$ (as $w_\Psi$ is central), and $w_\Psi + 1$ is the zero map in $\text{End}(L/2)$. Hence $\{0\} = \text{im}(\xi^{h/2} + 1) \subset \ker(\xi^{h/2} + 1) = L/2$ and $d_\Psi = n$.

This leaves $A_n$ ($n$ odd), $D_n$ ($n$ odd) and $E_6$, for which we will consider the Coxeter element $\xi = s_1 \ldots s_n$, numbering, as always, from Table 1. For type $A$, let $\{u_1, \ldots, u_{n + 1}\}$ be the orthonormal basis realizing the isomorphism $W(A_n) \rightarrow \mathfrak{S}_{n + 1}$ from $\xi^{1/2}$ Then $\xi$ corresponds to
the \(n+1\)-cycle \((u_1, \ldots, u_{n+1})\) and \(\xi^{h/2}\) to \((u_1, u_{\ell+1})(u_2, u_{\ell+2}) \cdots (u_{\ell}, u_{n+1})\) for \(\ell = (n+1)/2\). Thus with \(\{x_i\}\) the basis for the root lattice, \(\xi^{h/2}\) interchanges \(x_i\) and \(x_{\ell+i}\) \((i \neq \ell)\) and sends \(x_\ell\) to \(-x_\ell\). Thus, \(\text{im}\ (\xi^{h/2} + 1) = \langle \pi_i + \pi_{\ell+i} \mid 1 \leq i < \ell \rangle \subset L/2\), a subspace of dimension \(\ell - 1\), which gives a kernel of dimension \(\ell\) and hence \(d_\Psi = 1\) as claimed. It will be useful though to have an explicit description: \(\ker (\xi^{h/2} + 1) = \text{im}\ (\xi^{h/2} + 1) \oplus \langle \pi_1, \ldots, \pi_{n-2} \rangle\).

For type \(D\) and its realisation \(W(D_n) \to \mathfrak{S}_6^+(u_1, \ldots, u_n)\) as the group of all signed permutations of \(\{u_1, \ldots, u_n\}\), the Coxeter element \(\xi\) corresponds to the even signed permutation at right. In particular, when \(n\) is odd, \(\text{im}\ (\xi^{h/2} + 1)\) is the 1-dimensional space spanned by \(\pi_{n-1} + \pi_n\) and \(\ker (\xi^{h/2} + 1) = \text{im}\ (\xi^{h/2} + 1) \oplus \langle \pi_1, \ldots, \pi_{n-2} \rangle\), giving the required \(d_\Psi = n - 2\).

Finally, \(E_6\) really can be done by brute force, ie:

by writing the generating reflections \(s_i\) as matrices in terms of the basis \(\{x_i\}\) for the root lattice and proceeding from there to get \(\text{im}\ (\xi^{h/2} + 1) = \langle \pi_1 + \pi_4, \pi_2 + \pi_5 \rangle\) and \(\ker (\xi^{h/2} + 1) = \text{im}\ (\xi^{h/2} + 1) \oplus \langle \pi_1 + \pi_2 + \pi_3, \pi_6 \rangle\). \(\square\)

We will use these descriptions in \([4]\) where not the quotient, but the difference \(\ker (\xi^{h/2} + 1) \setminus \text{im}\ (\xi^{h/2} + 1) \subset L/2\) will be a target which we want to “hit” with a certain endomorphism. As is so often the case in such situations, this will be possible if the target is big enough, in fact as it transpires, if the dimension \(d_\Psi > 1\).

**Proposition 6.** Let \(W(\Psi)\) be an irreducible Weyl group of rank \(n\) with the dimension \(d_\Psi > 1\) and Coxeter number \(h = 2^p q\) where \(p > 0\) and \(q\) odd. Then for the Coxeter element \(\xi = s_1 \cdots s_n\), and

\[
\alpha = 1 + \xi^q + \xi^{2q} + \cdots + \xi^{(2^{p-1}-1)q} \in \text{End}(L/2),
\]

there is a \(\pi \in L/2\) with \(\alpha(\pi) \in \ker (\xi^{h/2} + 1) \setminus \text{im}\ (\xi^{h/2} + 1)\).

**Proof.** We proceed again on a case by case basis, starting with the \(\Psi\) of \((-1)\)-type, for which the difference consists of all the non-zero vectors in \(L/2\) as \(d_\Psi = n\). Thus it suffices to show that \(\alpha \neq 0\) in \(\text{End}(L/2)\), and then we may choose any \(\pi \not\in \ker \alpha\). Now if \(p = 1\), then \(\alpha = 1\), and we are done, leaving \(\Psi = B_n\) and \(F_4\) in the \((-1)\)-type case to do.

For type \(B\) and the isomorphism from \(W(B_n)\) to the group \(\mathfrak{S}_n^\pm \{u_1, \ldots, u_n\}\) of signed permutations of the \(\{u_i\}\) of \([1, 2]\) the Coxeter element \(\xi\) is the signed permutation at right. The root lattice \(L(B_n)\) is spanned by the \(\{x_i\}\) with \(x_i = v_i\), \((i < n)\) and \(x_n = \sqrt{2}v_n\), and we can then read off the diagram that \(\alpha(x_1) = x_1 + x_{q+1} + \cdots + x_{kq+1}\) for \(k = (2^{p-1} - 1)\) when \(q > 1\), or \(\alpha(x_1) = 2(x_1 + \cdots + x_{n-1}) + x_n\) when \(q = 1\). In either case \(\alpha\) is not the zero map in \(\text{End}(L/2)\). We can do \(F_4\) by a similar brute force method to that employed for \(E_6\) in the proof of the previous result, checking that the map \(\alpha = 1 + \xi^3\) is not zero in \(\text{End}(L/2)\). In type \(D_n\) \((n\text{ odd})\) one can check that

\[
\alpha(x_{n-1}) = -(2^{p-1} - 1)(x_{n-1} - x_n) - \sum_{k=1}^{2^{p-1}-1} k(x_{kq} + x_{kq+1} + \cdots + x_{(k+1)q-1}),
\]
giving \(\alpha(\pi_{n-1}) \in \ker (\xi^{h/2} + 1) \setminus \text{im}\ (\xi^{h/2} + 1)\), while in \(E_6\), we have \(\alpha(\pi_1) = \pi_2 + \pi_3 + \pi_4 + \pi_6\), also hitting the target. \(\square\)

One can also play these games using a Coxeter element for some visible subgroup rather than all of \(W(\Psi)\), and this will pay dividends later when the visible subgroup has Coxeter number with a larger 2-part. For example, \(W(E_6)\) has \(h = 2^23\), whereas the visible \(W(D_5) = \langle s_2, \ldots, s_6 \rangle\) has \(h = 2^3\). We then have for \(\xi = s_2 \cdots s_6\) that

\[
\langle \pi_2 + \pi_3 + \pi_5, \pi_2 + \pi_6 \rangle = \text{im}\ (\xi^{h/2} + 1) \subset \ker (\xi^{h/2} + 1) = \text{im}\ (\xi^{h/2} + 1) \oplus \langle \pi_2, \pi_5 \rangle,
\]
in \(L/2\) for \(L\) the \(E_6\) root lattice. Moreover, \(\alpha = 1 + \xi + \xi^2 + \xi^3\), gives \(\alpha(\pi_1) = \pi_3 + \pi_4 + \pi_6 \in \ker (\xi^{h/2} + 1) \setminus \text{im}\ (\xi^{h/2} + 1)\).
3. Normal torsion free subgroups

In this section we construct, for a large class of Coxeter groups, normal torsion free subgroups whose index can be determined in terms of data associated to the Coxeter group.

Let \((W, S)\) be a Coxeter group with \(S = S_0 \cup \{t_1, \ldots, t_m\}\) and symbol \(\Gamma\) at right, where \(W(\Psi) = (W_{S_0}, S_0)\) is an irreducible Weyl group of rank \(n\), and for each \(s_i \ (1 \leq i \leq m)\), the pair \((\Psi, s_i)\) is admissible. Let \(\sigma : W(\Psi) \to \text{GL}(V)\) be the reflectional representation of the Weyl group, \(L \subset V\) the root lattice, and \(u_i = u_{s_i} \ (1 \leq i \leq m)\) the vectors in \(L\) given by Lemma 2.

Let \(A_i := A_{s_i} \ (1 \leq i \leq m)\). We will flip between the Abelian group and vector space structures on \(A_i/2\), with the context making clear which one we mean. Extend the \(W(\Psi)\)-action on \(A_i/2 = L/2\), to the direct product \(\prod A_i/2\) diagonally, i.e.: making \(g \in W(\Psi)\) send \((\bar{v}, \ldots, \bar{v}_m)\) to \((g(\bar{v}_1), \ldots, g(\bar{v}_m))\).

Form the semi-direct product \(\prod A_i/2 \rtimes W(\Psi) \cong (\mathbb{Z}/2)^{mn} \rtimes W(\Psi)\) induced by this action, every element of which can be expressed as an ordered pair \((v, g)\), where \(g \in W(\Psi)\) and \(v = (\bar{v}_1, \ldots, \bar{v}_m)\), with \(g\) and \(v\) (although not the \(v_i\)) uniquely defined. Moreover, \(\prod A_i/2\) is generated by the \(g\)-conjugates, \(g \in W(\Psi)\), of the vectors, \(u_i = (0, \ldots, \bar{u}_i, \ldots, 0)\), with the non-zero entry in the \(i\)-th position, and thus \(\prod A_i/2 \rtimes W(\Psi)\) is generated by the \(s_i\) in \(S_0\) and the \(u_i\) (it is because of the ease of this observation that we work here with \(A_i/2\), rather than \(L/2\)). Finally, the order of the semi-direct product is \(2^{mn}|W(\Psi)|\), with the Weyl group order the product of the \(m_i + 1\), for \(m_i\) the exponents in Table 2.

We now define a homomorphism

\[
\varphi : W(\Gamma) \to \prod A_i/2 \rtimes W(\Psi),
\]

as follows: let \(\varphi(s) = (0, s)\) for \(s \in S_0\), \(\varphi(t_i) = (u_i, 1)\), and extend linearly. Clearly, \(\varphi(t_i)^2 = (u_i, 1)^2 = (0, 1), \ (\varphi(t_i)\varphi(t_j))^2 = (u_i, 1)(u_j, 1)^2 = (0, 1)\) and \(\varphi(s)\varphi(s')^{m_{ss'}} = (0, 1)\) for \(s, s' \in S_0\). Thus for \(\varphi\) to be a homomorphism it remains to check that the \((st_i)^{m_{st_i}} = (0, 1)\) relations are satisfied in the image for \(s \in S_0\). As the \(u_i\) are orthogonal to the \(v_s\) for \(s \in S_0\setminus\{s_i\}\), we have \(u_i^s := s u_i s^{-1} = u_i\) in the semi-direct product, hence

\[
((0, s)(u_i, 1))^2 = (u_i + u_i^s, 1) = (0, 1),
\]

for these \(s\). Finally, for \(1 \leq i \leq m\),

\[
((0, s_i)(u_i, 1))^4 = (2u_i + 2u_i^s, 1) = (0, 1),
\]

and so \(\varphi\) is a homomorphism, surjective as the semi-direct product is generated by the images of the \(s \in S_0\) and the \(t_i\).

We now show that when the pairs \((\Psi, s_i)\) are specially admissible, the kernel of \(\varphi\) is torsion free, otherwise, if some are merely admissible, then it is almost torsion free, and the offending torsion can be pinpointed pretty accurately. The first step is to observe that if \(\Delta_1, \Delta_2 \subset \Gamma\) are disjoint subsymbols, then the \(\varphi W(\Delta_j)\) intersect trivially in \(\prod A_i/2 \rtimes W(\Psi)\). For, if \(\Delta \subset \Gamma\) is a subsymbol and \(g \in W(\Delta)\), then \(\varphi(g) = (v, g')\) where \(g' \in W(\Delta \cap \Psi)\), and \(v \in \prod A_i/2\) has \(i\)-th coordinate non-zero only if \(t_i \in \Delta\). The result now follows as the visible subgroups \(W(\Delta_j)\) intersect trivially, and by the uniqueness of the \((v, g)\) expression for elements of \(\prod A_i/2 \rtimes W(\Psi)\).

In particular, by the comments following Theorem 1 if \(\varphi\) is faithful when restricted to disjoint visible subgroups \(W(\Delta_1), W(\Delta_2)\), then it is also faithful on \(W(\Delta_1 \cup \Delta_2)\), and thus to show that \(\ker \varphi\) is torsion free, it suffices to show that \(\varphi\) is faithful on the finite visible \(W(\Delta)\), for connected \(\Delta \subset \Gamma\).

Before proceeding, we mention in passing that one may be tempted by a simpler choice for \(\varphi\), namely letting \(L\) be the lattice spanned by the \(W(\Psi)\)-orbit of all the \(\{u_1, \ldots, u_m\}\) simultaneously, forming \(A_i/2 \rtimes W(\Psi)\) and defining \(\varphi(s) = (0, s)\) and \(\varphi(t_i) = (u_i, 1)\). It turns out that
this \( \varphi \) is also faithful on the finite visible \( W(\Delta) \) for \( \Delta \subset \Gamma \) connected, but not generally on the finite visibles, because \( \varphi W(\Delta_i) \) with disjoint \( \Delta_i \) can have non-trivial intersection. For example, if \( \Psi \) is of type \( E_6 \) with the two admissible nodes,

\[
\begin{array}{c}
\Delta_1 \\
\begin{array}{c}
\Delta_2
\end{array}
\end{array}
\]

then for \( i = 1, 2 \), both \( 1 \neq (s_i t_i s_{i+2})^3 \in W(\Delta_i) \) map via this \( \varphi \) to the same non-trivial element of \( \Lambda/2 \rtimes W(\Psi) \).

**Lemma 3.** Let \( B_k \subset \Gamma \) contain one (hence exactly one) of the \( t_i \),

\[
\begin{array}{c}
\Delta
\end{array}
\]

Then \( \varphi \) is faithful on \( W(B_k) \) if and only if the \( W(\Delta) \)-orbit of \( \overline{w_i} \in L/2 \) spans a subspace \( U_i \subset L/2 \) of dimension \( k \).

In particular, by the comments following the definition of admissibility in \( \{2\} \) if the pair \( (\Psi, s_i) \) is admissible (respectively specially admissible) then \( \varphi \) is faithful on the visible \( W(B_k) \) with \( t_i \in B_k \) and \( k \) even (resp. for all \( k \)). The result follows since \( W(B_k) \cong (\mathbb{Z}/2)^k \rtimes W(\Delta) \), whereas, \( \varphi W(B_k) \cong U_i \rtimes W(\Delta) \), thinking of \( U_i \) as an Abelian group.

We are now ready for,

**Theorem 7.** Let \( \Gamma \) be the symbol \( (\dagger) \) with \( W(\Psi) \) an irreducible Weyl group of rank \( n \) and exponents \( m_i \), and the pairs \( (\Psi, s_i) \) specially admissible for all \( i \). Then \( \ker \varphi \subset W(\Gamma) \) is a torsion free subgroup of index

\[
[W(\Gamma) : \ker \varphi] = 2^{mn} \prod_{i=1}^{n} (m_i + 1).
\]

**Proof.** We have observed that it suffices to show that \( \varphi \) is faithful on the finite visible \( W(\Delta) \) for connected \( \Delta \subset \Gamma \). This follows immediately for \( \Delta \subset \Psi \), and if \( \Delta = \{ t_i \} \), then the faithfulness follows as \( \overline{w_i} \neq 0 \). The remaining possibility is that \( \Delta \) is of type \( B_k \) for \( k > 1 \) and containing (exactly) one of the \( t_i \) generators and this case follows by special admissibility and the comments following Lemma \( \{3\} \).

If some of the pairs are admissible but not specially admissible, we get elements of finite order in \( \ker \varphi \), but we can say where, and what they look like:

**Proposition 7.** Let \( \Gamma \) be the symbol \( (\dagger) \) with the pairs \( (\Psi, s_i) \) admissible, and let \( W(\Delta) \) be finite visible with \( \Delta \subset \Gamma \) connected. Then \( \ker \varphi \subset W(\Gamma) \) contains a non-trivial element \( g \in W(\Delta) \) of prime order if and only if there is \( \Upsilon = \prod \Delta_i \subset \Delta \) with the \( \Delta_i \) connected, and

(i). \( \Delta_1 \) of type \( B_k \) for \( k \) odd, and with a \( t_i \in \Delta_1 \) for some (hence exactly one) \( i \);

(ii). \( \Delta_i \) is of \( (-1) \)-type and contained in \( \Psi \) for \( i > 1 \);

(iii). \( g \) is conjugate to the element of longest length in \( W(\Upsilon) \).

**Proof.** As in the proof of Theorem \( \{7\} \) we can reduce to the case that \( \Delta \) has type \( B \) and contains (exactly) one of the \( t_i \) generators. Any element of prime order \( p > 2 \) in \( W(\Delta) \) is conjugate by Lemma \( \{1\} \) to an element in \( W(\Delta \cap \Psi) \). As \( \ker \varphi \) contains no such elements, it can only contain order \( p \) elements of order 2. By Theorem \( \{2\} \) any such \( g \) is conjugate to the element of longest length in a finite visible subgroup of \( (-1) \)-type, i.e. there is \( \Upsilon = \prod \Delta_i \subset \Delta \) with the \( \Delta_i \) connected and of \( (-1) \)-type, and with \( w_\Upsilon \in \ker \varphi \) for \( w_\Upsilon \) the element of longest length in \( W(\Upsilon) \).
If all the $\Delta_i \subset \Psi$ then $\varphi$ is faithful on the $W(\Delta_i)$, hence on the $W(\Gamma)$, so we must have one of the $t_i$ contained in $\Delta_1$, say, and thus $\Delta_1$ of type $B_k$. As $\Delta$ is connected we must also have the $\Delta_i \subset \Psi$ for $i > 1$. If $k$ is even, then $\varphi$ is faithful on $W(\Delta_1)$ by the admissibility of $(\Psi, s_1)$ and Lemma 3, and hence on $W(\Gamma)$. Thus, $\Delta_1 = B_k$ for $k$ odd as required. \hfill \Box

In order to get normal torsion free subgroups when some of the pairs are admissible but not specially admissible, we need to re-jig $\varphi$ a little to handle the torsion described in the Proposition. The idea is simple enough: we delve deeper into ker $\varphi$ to avoid the elements of longest length in type $B$ groups of odd rank. To this end, fix $i$ and let $g \in W(\Gamma)$ and $w$ a word representing it that contains $\lambda_{g_i}$ occurrences of the generator $t_i$. Define a map $f_i : S \to \mathbb{Z}/2$ that sends $t_i$ to 0 and $s \neq t_i$ to 1. As the Coxeter relations are satisfied in $\mathbb{Z}_2$ by the $f_i(S)$, the map extends to a homomorphism $W \to \mathbb{Z}/2$, with $f_i(g) = \lambda_{g_i}(\text{mod } 2)$). Thus the parity $\lambda_{g_i}(\text{mod } 2)$ of $\lambda_i$ is independent of the word $w$. Observe that as

$$w_{B_n} = (s_1 s_2 \cdots s_n s_{n-1} s_{n-1} \cdots s_1) \cdot (s_{n-2} s_{n-1} s_{n-1} s_{n-2}) \cdot (s_{n-1} s_{n-2} s_{n-1}) \cdot s_n,$$

we have $f_i(w_{B_n}) = n \pmod{2}$.

Let the nodes \{s_i\} giving the admissible pairs be divided \{s_1, \ldots, s_{\ell}, s_{\ell+1}, \ldots, s_m\}, with the first $\ell$ admissible but not specially admissible and the remaining specially admissible. Define

$$\varepsilon : W(\Gamma) \to \mathbb{Z}/2^\ell := \prod_{\ell \text{ copies}} \mathbb{Z}/2,$$

by $\varepsilon(g) = x_g = (f_1(g), \ldots, f_\ell(g)) \in \mathbb{Z}/2^\ell$, the $f_i$ as above, a product of homomorphisms, hence a homomorphism, and moreover, constant on each conjugacy class of $W(\Gamma)$. Now define

$$\varphi : W(\Gamma) \to \mathbb{Z}/2^\ell \times (\prod A_i/2 \rtimes W(\Psi)),$$

by $\varphi = \varepsilon \times \varphi$, i.e. $\varphi(g) = (\varepsilon(g), \varphi(g))$, also a homomorphism.

For each $(\Psi, s_i), 1 \leq i \leq \ell$, there must be a subsymbol $B_k \subset \Gamma$ of odd rank $k$ containing the Coxeter generator $t_i$, and with $\varphi$ not faithful on $W(B_k)$, since the pair is admissible but not specially admissible. In particular, ker $\varphi$ contains the element $w_i = w_T$ of longest length in $W(\Gamma)$ with $\Psi = \prod \Delta_i \subset B_k$ and $\Delta_1$ also a type $B$ of odd rank by Proposition 7. Then by (4), $f_i(w_i) = 1$, and $f_j(w_i) = 0$ for $j \neq i$. The result is that $\varphi(w_i) = (0, 1)$ and

$$\varepsilon(w_i) = x_i = (0, \ldots, 1, \ldots, 0),$$

with the 1 in the $i$-th position. Thus, $\varphi(w_i) = x_i, 0, 1)$, and we already have that $\varphi(s \in S_0) = (0, 0, s)$ and $\varphi(t_i) = (x_i, u_i, 1)$, so that $\varphi(w_T t_i) = (0, u_i, 1)$. As the group $\mathbb{Z}/2^\ell \times (\prod A_i/2 \rtimes W(\Psi))$ is generated by the $(x_i, 0, 1), (0, 0, s)$ and $(0, u_i, 1)$, we get that $\varphi$ is surjective.

If $\Delta \subset \Gamma$, then the image under $\varphi$ of $g \in W(\Delta)$ is $(x_g, v, g')$ with $g' \in W(\Delta \cap \Psi)$, and the $v \in \prod A_i/2$ and $x_g \in \mathbb{Z}/2^\ell$ having $i$-th coordinate non-zero only if $t_i \in \Delta$. Thus, $\varphi$, like $\varphi$, sends trivially intersecting visibles to trivially intersecting subgroups, so that if $\varphi$ is faithful on $W(\Delta_i)$ with $\Delta_i \subset \Gamma$ disjoint, then it is also faithful on $W(\Delta_1 \prod \Delta_2)$.

**Theorem 8.** Let $\Gamma$ be the symbol (†) with $W(\Psi)$ an irreducible Weyl group of rank $n$ and exponents $m_i$, and with the pairs $(\Psi, s_i), (1 \leq i \leq \ell)$ admissible but not specially admissible and the remaining pairs specially admissible. Then ker $\varphi \subset W(\Gamma)$ is a torsion free subgroup of index

$$[W(\Gamma) : \text{ker } \varphi] = 2^{mn+\ell} \prod_{i=1}^{n} (m_i + 1).$$

**Proof.** It suffices as before to show that $\varphi$ is faithful on the finite visible $W(\Delta)$ with $\Delta$ connected, which in turn follows if ker $\varphi$ contains no elements of prime order from such subgroups. Such an element $g \in $ ker $\varphi$ is contained in both ker $\varepsilon$ and ker $\varphi$, and the second of these, combined with Proposition 7, gives that $g$ is conjugate to the element $w_T$ of longest length in $W(\Gamma)$ where the $\Psi = \prod \Delta_i$ have the properties described in the Proposition. As $\varepsilon$ is constant on the conjugacy classes we have $w_T \in \text{ker } \varepsilon$ also. But $\lambda_i^{w_T} = 1$, as the element of longest length in a type $B$ group of odd rank contains an odd number of occurrences of $t_i$, and thus $\varepsilon(w_T) \neq 0$. This contradiction gives the result. \hfill \Box
4. Even bigger, non-normal, torsion free subgroups

In the last section we constructed normal torsion free subgroups in our family of Coxeter groups; in this, we extend them to larger non-normal torsion free subgroups. The strategy is simple: we look for subgroups \( H \) in the finite image \( W(\Gamma)/\ker \theta \), where \( \theta = \varphi \) or \( \tilde{\varphi} \), and with the property that no non-trivial element of finite order in \( W(\Gamma) \) maps via \( \theta \) into \( H \). Thus, \( \theta^{-1}H \subset W(\Gamma) \) will be a torsion free subgroup containing \( \ker \theta \), but with \( 1/|H| \)-th the index. Moreover, both the normality of the original group and the construction of the new one will have geometrical interpretations in the next section.

For simplicity we restrict our attention to cyclic \( H \) of order \( 2^p \) for some \( p \), and work just with \( \tilde{\varphi} \), pointing out where appropriate the corresponding results for \( \varphi \). Thus, with \( \tilde{\varphi} : W(\Gamma) \rightarrow \mathbb{Z}/2^p \times (\prod A_i/2 \times W(\Psi)) \) from \( \text{(3)} \) we seek an

\[
H = \mathbb{Z}/(2^p) \subset \mathbb{Z}/2^k \times (\prod A_i/2 \times W(\Psi)),
\]

with \( \tilde{\varphi}^{-1}H \subset W(\Gamma) \) torsion free.

Firstly, if \( \tilde{\varphi}^{-1}H \) contains non-trivial torsion, then it contains 2-torsion: if \( g \in \tilde{\varphi}^{-1}\mathbb{Z}/(2^p) \) has finite order then as \( \tilde{\varphi} \) kills no torsion in \( W(\Gamma) \), the image \( \tilde{\varphi}(g) \) has the same order in \( \mathbb{Z}/(2^p) \), and thus \( g \) has even order; some power of \( g \) thus has order 2, with order 2 image in \( \mathbb{Z}/(2^p) \).

We conclude that \( \tilde{\varphi}^{-1}\mathbb{Z}/(2^p) \) is torsion free if and only if there are no elements of order 2 in \( W(\Gamma) \) mapping via \( \tilde{\varphi} \) to \( H \); alternatively, \( H \) intersects trivially any conjugacy class of order two in \( \mathbb{Z}/2^k \times (\prod A_i/2 \times W(\Psi)) \) that is the image of a conjugacy class of elements of order 2 in \( W(\Gamma) \).

Thus, our efforts will be focused on the conjugacy classes of elements of order 2 in \( W(\Gamma) \) and \( W(\Gamma)/\ker \tilde{\varphi} \), as well as the relationship between them given by \( \tilde{\varphi} \). Let \( \mathcal{J}_\Gamma \) be the \( W(\Gamma) \)-equivalence classes of subsums of \((-1)\)-type from \( \text{(1)} \) and for \( \Delta \in \mathcal{J}_\Gamma \), let \( w_\Delta \) be the element of longest length in \( W(\Delta) \). Although the empty symbol is not of \((-1)\)-type, we adopt the convention \( w_\varnothing = 1 \). If \( \Delta \in \mathcal{J}_\Gamma \), write \( \mathcal{C}(\Delta) \) for the conjugacy class of \( w_\Delta \) in \( W(\Delta) \).

We can get a very rough parametrization of the conjugacy classes 2-torsion in the image group. First, we extend the notation of \( \text{(2)} \) so that if \( \alpha \in \text{End}(\prod A_i/2 = \prod L/2) \), then \( \ker \alpha \) and \( \text{im} \alpha \) are the direct sums of the kernels and images in \( \text{End}(A_i/2) \). Let \( \mathcal{T} \) be the set of triples \( (x, v, \Delta) \) where \( x \in \mathbb{Z}/2^k \), \( v \in \prod A_i/2 \) and \( \Delta \in \mathcal{J}_\Psi \cup \{\varnothing\} \).

**Lemma 4.** The map \( (x, v, \Delta) \mapsto (x, v, w_\Delta) \) induces a surjection from \( \mathcal{T} \) to the set of conjugacy classes of involutions in the group \( \mathbb{Z}/2^k \times (\prod A_i/2 \times W(\Psi)) \). Writing \( \mathcal{C}(x, v, \Delta) \) for the class that is the image of \( (x, v, \Delta) \in \mathcal{T} \), we have

(i) if \( \mathcal{C}(x_1, v_1, \Delta_1) = \mathcal{C}(x_2, v_2, \Delta_2) \) then \( x_1 = x_2 \) and \( \Delta_1 = \Delta_2 \);

(ii) the class \( \mathcal{C}(0, 0, \Delta) = \bigcup \{(0, u, g) \mid u \in \text{im} \( (g+1) \)} \), where the union is over all \( W(\Psi) \)-conjugates \( g \) of \( w_\Delta \).

**Proof.** If \( (x, v, g) \in \mathbb{Z}/2^k \times (\prod A_i/2 \times W(\Psi)) \), then \( (x, v, g)^2 = (0, (g+1)v, g^2) \), so that the element is an involution if and only if either \( g \) is the identity or \( g \) is an involution and \( v \in \ker(g+1) \). Thus every involution \( (x, u, g) \) is conjugate to a \( (x, v, w_\Delta) \) with the corresponding triple \( (x, v, \Delta) \in \mathcal{T} \), thus giving the surjectivity of the map. Clearly elements \( (x_1, v_1, g_1) \) and \( (x_2, v_2, g_2) \) are conjugate only if \( x_1 = x_2 \) and the \( g_i \) are conjugate in \( W(\Psi) \), and this gives the first part. The second part follows as \( (x, u, h)(0, 0, w_\Delta)(x, u, h)^{-1} = (0, (1 + hw_\Delta h^{-1})(u), hw_\Delta h^{-1}) \). \( \square \)

When the image group is \( W(\Gamma)/\ker \varphi \), the above goes straight through with pairs \( (v, \Delta) \) instead.

**Lemma 5.** Let \( \Theta \in \mathcal{J}_\Gamma \).

(i) \( \Theta \) is the disjoint union of a \( \Delta' \subset \Psi \) with symbols of type B containing a \( t_i \), and \( \tilde{\varphi} \mathcal{C}(\Theta) = \mathcal{C}(x, v, \Delta') \) for some \( x, v \).
(ii). Let $\Delta \in \partial \Phi$ be of maximal rank. If $\bar{\varphi} \mathcal{C}(\Theta) = \mathcal{C}(x, \varDelta)$ for some $x, \varDelta$, then $\Theta$ is a disjoint union of a $\varDelta'$ that is $W(\Psi)$-equivalent to $\varDelta$ together with some of the nodes $t_i$ where $s_i \not\in \varDelta'$.

(iii). If $\mathcal{C}(0, \varDelta) = \bar{\varphi} \mathcal{C}(\Theta)$ for $\Delta \in \partial \Phi$ of maximal rank, then $\mathcal{C}(0, \varDelta) = \mathcal{C}(0, 0, \varDelta)$.

It is the last part that is the really useful bit: only one of the classes of the form $\mathcal{C}(0, \varDelta)$, namely $\mathcal{C}(0, 0, \varDelta)$, lies in the image of the 2-torsion of $W(\Gamma)$, when $\varDelta$ is of maximal rank.

Proof. If $\Theta \in \partial \Gamma$ is connected and $\not\in \Psi$ then it contains one (hence exactly one) of the $t_i$ and so is of type $B$, giving the first part of (i). Observe that the image under $\bar{\varphi}$ of the $w_{Bn}$ given by $[4]$ collapses to the identity in the third component, and since $w_{\Theta}$ is the product of the elements of longest length in the irreducible components of $W(\Theta)$, we get $\bar{\varphi}(w_{\Theta}) = (x, v, w_{\varDelta'})$ for some $x$ and $v$ as claimed.

In part (ii), $\Theta$ must now be the disjoint union of a $\varDelta'$ that is $W(\Psi)$-equivalent to $\varDelta$ and some type $B'$ that contain various $t_i$'s. By checking through the possible $\Psi$ in Table II and the $\varDelta \in \partial \Phi$ of maximal rank, we can see that every $s \in \Psi$ not already in $\varDelta$ is joined by an edge to it. Thus, the only type $B'$ that remain disjoint from $\varDelta$ are the single nodes $t_i$ with $s_i \not\in \varDelta'$.

Now, for $\Theta$ of the form given in part (ii), the element $w_{\varDelta'}$ is the product of $w_{\varDelta'}$ with some of the $t_i$'s such that $s_i \not\in \varDelta'$. These $s_i$ must be admissible but not specially admissible, as for every specially admissible pair $(\Psi, s)$ we have $s \in \varDelta'$ by Theorems 10. Thus $\bar{\varphi}(w_{\varDelta'}) = (x, v, w_{\varDelta'})$, where $x$ contains a 1 in the $i$-th coordinate for each $t_i$ present, by the comments preceding Theorem 10. Since by Lemma 11, $\mathcal{C}(x, v, \varDelta') \neq \mathcal{C}(0, v, \varDelta)$ when $x \neq 0$, the only $\mathcal{C}(\Theta)$ mapping to $\mathcal{C}(0, v, \varDelta)$ is $\mathcal{C}(\varDelta') = \mathcal{C}(\varDelta)$ itself, for which we have $\bar{\varphi} \mathcal{C}(\varDelta) = \mathcal{C}(0, 0, \varDelta)$. □

If we have $\varphi$ instead, then the pairs $(\Psi, s_i)$ must all be specially admissible, so that if $\varphi \mathcal{C}(\Theta) = \mathcal{C}(v, \varDelta)$ for maximal $\varDelta$, then again $\mathcal{C}(\Theta) = \mathcal{C}(\varDelta)$, for which $\varphi \mathcal{C}(\varDelta) = \mathcal{C}(0, \varDelta)$. Here is the main result of the section:

Theorem 9. Let $W(\Gamma)$ be the Coxeter group $(\dagger)$, where $W(\Psi)$ is an irreducible Weyl group of rank $n$, with exponents $m_i$, the dimension $d_\Phi > 1$, Coxeter number $h = 2^q$ where $q > 0$ and $q$ odd, the first $\ell$ pairs $(\Psi, s_i)$ admissible and the remaining ones specially admissible. Then there is a Coxeter element $\xi \in W(\Psi)$, an $x \in \mathbb{Z}/2^\ell$ and a $\mathbf{u} \in \prod \Lambda_i/2$, such that $\zeta = (x, \mathbf{u}, \xi^q)$ generates a subgroup,

$$\langle \zeta \rangle \cong \mathbb{Z}/(2^p) \subset W(\Gamma)/\ker \bar{\varphi},$$

with $\bar{\varphi}^{-1}(\zeta) \subset W(\Gamma)$ torsion free of index $2^{2m+\ell-p} \prod_{i=1}^n (m_i + 1)$.

The evenness of the Coxeter number rules out the type $A$ of even rank and the dimension $d_\Phi > 1$ rules out the type $A'$ of odd rank. Everything else is ruled in.

Proof. We have $\xi^h = (kx, u + \xi^h(u) + \xi^2(u) + \cdots + \xi^{(k-1)q}(u), \xi^{kq})$. Let $\xi = s_1 \cdots s_n$, $x = 0$ and $u = (\pi, \ldots, \pi)$ where $\pi \in L/2$ is given by Proposition 6. Then $\xi^{2^p-1}$ has middle component $\alpha(u)$ for the $\alpha$ (see Proposition 6) and last component $\xi^{(2^p-1)q} = \xi^{h/2}$. Since $\alpha(u) \not\in \ker (\xi^{h/2}+1)$ we have by the proof of Lemma 10, that $\xi^{2^p-1}$ is an involution, and so $\langle \zeta \rangle \cong \mathbb{Z}/(2^p)$. Moreover, by Proposition 10, this involution lies in $\mathcal{C}(0, \alpha(u), \varDelta)$, where $\varDelta \in \partial \Phi$ of maximal rank, and by Lemma 11(iii), $\bar{\varphi}^{-1}(\zeta)$ is torsion free if $\mathcal{C}(0, \alpha(u), \varDelta) \not\in \mathcal{C}(0, 0, \varDelta)$. But one last application of Proposition 6, together with Lemma 11(ii), gives $\xi^{2^p-1} \not\in \mathcal{C}(0, 0, \varDelta)$, and we are done. □

In the case where all the $(\Psi, s_i)$ are specially admissible, the Theorem remains unchanged if $\bar{\varphi}$ is replaced by $\varphi$ (and the references to $x$ and $\mathbb{Z}/2^\ell$ removed of course). Finally, we wrap-up with an omnibus result,

Theorem 10. Let $W(\Gamma)$ be the Coxeter group with symbol $(\dagger)$, where

(i). $\Psi = A_n$ with $n$ odd. Then the element $\zeta = (0, u, \xi^h)$ for some $u$ and $\xi = s_1 \cdots s_n$, generates a subgroup $\cong \mathbb{Z}/2$ with $\bar{\varphi}^{-1}(\zeta)$ torsion free.

(ii). $\Psi = E_6$. Then if $\xi = s_2 \cdots s_n$ is a Coxeter element of the visible $W(D_5) = \langle s_2, \ldots, s_6 \rangle$, the element $\zeta = (0, u, \xi)$ for some $u$ generates a subgroup $\cong \mathbb{Z}/(2^3)$ with $\bar{\varphi}^{-1}(\zeta)$ torsion free.
Notice that while $E_6$ does in fact fall under the auspices of Theorem 9, the torsion free subgroup given there has twice the index as that given above. The proof of Theorem 10 is entirely analogous to Theorem 9 and uses the relevant calculations from the end of §2.

5. Geometric manifolds and their symmetries

Let $X$ be one of the three simply connected Riemannian $n$-manifolds of constant sectional curvature, i.e.: $X = \mathbb{S}^n$, the Euclidean space $\mathbb{E}^n$, or the $n$-dimensional hyperbolic space $\mathbb{H}^n$. Let Isom $X$ be the group of isometries of $X$ and $G \subset$ Isom $X$ a discrete subgroup. Then $G$ acts properly discontinuously on $X$, and in the presence of curvature (i.e. when $X \neq \mathbb{E}^n$), the volume of a fundamental region is an invariant for $G$, the covolume $\text{covol}(G)$.

If $G_1 \subset G_2 \subset$ Isom $X$ are discrete, then $M = X/G_1$ is a complete Riemannian $n$-manifold with constant sectional curvature that of $X$ if and only if $G_1$ acts freely. In this case $G_1 \cong \pi_1(M)$ and $M$ has volume $\text{vol}(M) = [G_2 : G_1] \text{covol}(G_2)$. Moreover, we have a free action whenever $G$ is torsion free (the converse is not true when Isom $X$ is compact, i.e. when $X = \mathbb{S}^n$, where discrete subgroups are necessarily finite, but there still exist free actions of non-trivial groups).

An automorphism of $M = X/G$ is an isometry $M \rightarrow M$, and the group Aut$(M)$ of all such is isomorphic to $N(G)/G$, where $N(G)$ is the normalizer in Isom $X$ of $G$. A subgroup $H \subset$ Aut$(M)$ acts freely on $M$ precisely when $G \lhd \eta^{-1}H$ is torsion free, for $\eta : N(G) \rightarrow N(G)/G$ the quotient homomorphism. Letting $\hat{M} = X/\eta^{-1}H$, then gives a Galois covering of manifolds $M \rightarrow \hat{M}$ with group of deck transformations $H$.

Suppose now that $G$ is (isomorphic to) a Coxeter group $W(\Gamma)$. Then $W(\Gamma)$ is finite when $X = \mathbb{S}^n$, an affine Weyl group (as in e.g. [17, Chapter 4]) when $X = \mathbb{E}^n$, and hyperbolic in the sense of [11] when $X = \mathbb{H}^n$. Looking more closely at $X = \mathbb{H}^n$, there is no general method for computing the covolumes of hyperbolic Coxeter groups. If the fundamental region is a polytope with a particularly simple structure, such as a simplex, then the covolumes have been computed [18]. If $n$ is even, one can instead appeal to homological considerations, for the Gauss-Bonnet(-Hirzebruch) formula [15, 28], gives

$$\text{covol}(W(\Gamma)) = \kappa_n \chi(W(\Gamma)), \text{ where } \kappa_n = 2^n(n!(-\pi)^{n/2}(n/2)!$$

and $\chi(W(\Gamma)) = \sum_i (-1)^i \text{rank}_{\mathbb{Z}} H_i(W(\Gamma))$ is the (group) Euler characteristic of $W(\Gamma)$. By [5], the computation of the Euler characteristic of a Coxeter group is a simple combinatorial exercise, requiring no more information than the symbol $\Gamma$ and the orders of the finite visible subgroups.

The upshot of all this is that Theorems 7 and 10 have direct geometric analogues. Here, for instance, is the one for Theorem 9.

**Theorem 11.** Let $W(\Gamma)$ be a hyperbolic Coxeter group with the symbol $(\uparrow)$ of [5] where $W(\Psi)$ is an irreducible Weyl group of rank $n$, with exponents $m_i$, dimension $d_\Psi > 1$, Coxeter number $h = 2^p q$ for $p > 0$ and $q$ odd, the first $\ell$ pairs $(\Psi, s_i)$ admissible and the remaining ones specially admissible. Then there is a Galois covering,

$$M \rightarrow \hat{M},$$

of $N$-dimensional hyperbolic manifolds, with deck transformation group $\mathbb{Z}/(2^p)$, and

$$\text{vol}(\hat{M}) = 4^{mn+\ell-p} \prod (m_i + 1) \text{covol}(W(\Gamma)),$$

where $N \geq n$ is the largest rank of a finite visible subgroup.

We finish with an explicit example. A $(n + 1)$-dimensional Lorentzian lattice is an $(n + 1)$-dimensional free $\mathbb{Z}$-module equipped with a $\mathbb{Z}$-valued bilinear form of signature $(n, 1)$. For each $n$, there is a unique such, denoted $I_{n,1}$, that is odd and self-dual (see [25, Theorem V.6], or [20, 21]). By [11], the group PO$_{n,1}\mathbb{Z}$ of (projectivised) automorphisms of $I_{n,1}$ acts properly.
discontinuously by isometries, and with finite covolume, on the hyperbolic space \( \mathbb{H}^n \) obtained by projectivising the negative norm vectors in \( I_{n,1} \otimes \mathbb{R} \).

Vinberg and Kaplinskaja showed [31][32] that the subgroup \( W(\Gamma) \) of PO\(_{n,1}\mathbb{Z} \) generated by reflections in positive norm vectors has finite index if and only if \( n \leq 19 \), thus yielding a family of finite covolume \( n \)-dimensional hyperbolic Coxeter groups for \( 2 \leq n \leq 19 \). Indeed, Conway and Sloane [6] Chapter 28] have shown that for \( n \leq 19 \) the quotient of PO\(_{n,1}\mathbb{Z} \) by \( W(\Gamma) \) is a subgroup of the automorphism group of the Leech lattice.

The group \( W(\Gamma) \) has symbol \( \infty \) and \( \circ \) when \( n = 2, 3 \), and when \( 4 \leq n \leq 9 \), the symbol shown above, with \( n + 1 \) nodes and the fundamental region a non-compact, finite volume \( n \)-simplex in \( \mathbb{H}^n \) (for \( 9 < n \leq 19 \), the region has a more complicated structure). The symbol \( \Psi \) is,

| \( n \) | 4 | 5 | 6 | 7 | 8 | 9 | \( \Psi \) |
|-----|----|----|----|----|----|----|------|
| A\(_4\) | D\(_5\) | E\(_6\) | E\(_7\) | E\(_8\) | \( \tilde{E}_8\) |

Thus, we have \( W(\Gamma) \) hyperbolic with the symbol (\( \dagger \)) of [3] and \( W(\Psi) \) an irreducible Weyl group when \( 3 \leq n \leq 8 \) (but for \( n = 2 \) and 9, \( W(\Psi) \) is the affine Weyl group \( \tilde{A}_1 \) and \( \tilde{E}_8 \)). By Theorems [3][4] the pair \( (\Psi, s) \), with \( s \) the red node, is admissible for \( n = 4, 6 \) and 8.

Thus, let \( \Psi = A_4, E_6 \) or \( E_8 \), with \( m = \ell = 1, h = 2^p q \) the Coxeter number of these three (with \( p = 0, 2, 1 \) respectively) and \( m_i \) the exponents (which are the positive integers relatively prime to the Coxeter number for \( A_4 \) and \( E_8 \), and these, together with 4 and 8 for \( E_6 \)). The covolume of \( W(\Gamma) \) can be computed using the Euler characteristic [5], but in this particular case Siegel [27] gave the volume in terms of a limit which was evaluated in [23] to give the following remarkable formula,

\[
\text{covol } W(\Gamma) = \frac{(2\pi \pm 1)^n}{n!} \frac{\pi^{n/2}}{n!} \prod_{k=1}^{n} |B_{2k}|,
\]

where \( B_{2k} \) is the \( 2k \)-th Bernoulli number, and we have the minus sign for \( n = 4, 6 \) and the plus sign for \( n = 8 \).

A direct application of Theorem [11] and the geometric analogue of Theorem [8] now gives a Galois covering, \( M \to \tilde{M} \), of 4, 6 and 8-dimensional hyperbolic manifolds, with deck transformation group \( \mathbb{Z}/(2^p) \), and

\[
\text{vol } (\tilde{M}) = 2^{n-p+1} \frac{(2\pi \pm 1)^n}{n!} \prod_{k=1}^{n} (m_i + 1) \prod_{k=1}^{n} |B_{2k}|.
\]

In 4-dimensions this translates to \( \frac{4\pi^2}{3} \), or a manifold of Euler characteristic \( \chi = 2 \). In 6-dimensions, we do even better if we use instead the geometric analogue of Theorem [10](ii), obtaining the volume \( \frac{16}{15} \pi^3 \), or a manifold of Euler characteristic \( \chi = -2 \).
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