Effectiveness of Floating-Point Precision on the Numerical Approximation by Spectral Methods

José A. O. Matos and Paulo B. Vasconcelos

Abstract: With the fast advances in computational sciences, there is a need for more accurate computations, especially in large-scale solutions of differential problems and long-term simulations. Amid the many numerical approaches to solving differential problems, including both local and global methods, spectral methods can offer greater accuracy. The downside is that spectral methods often require high-order polynomial approximations, which brings numerical instability issues to the problem resolution. In particular, large condition numbers associated with the large operational matrices, prevent stable algorithms from working within machine precision. Software-based solutions that implement arbitrary precision arithmetic are available and should be explored to obtain higher accuracy when needed, even with the higher computing time cost associated. In this work, experimental results on the computation of approximate solutions of differential problems via spectral methods are detailed with recourse to quadruple precision arithmetic. Variable precision arithmetic was used in Tau Toolbox, a mathematical software package to solve integro-differential problems via the spectral Tau method.
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1. Introduction

Two of the main goals when implementing numerical algorithms are correctness and speed—that is, to have the results with the required precision and as fast as possible. It is, in general, possible to improve one of these features at the cost of the other. Thus, in order to use better precision, we naturally lose performance because the number/complexity of computation is increased, with the opposite happening if we require less precision. From the 2008 revision [1], the IEEE 754 standard introduced a quadruple precision floating-point format (binary128).

Currently, this 128-bit floating-point type is mostly available only in software implementations. In general, there is a cost in computing performance when using higher precision numerical types (be it quadruple or others larger than double precision), because software-based solutions are being used, e.g., studies indicated that quadruple precision can be up to four orders of magnitude slower than double precision.

Seldom are stable numerical algorithms hindered from working within machine precision since double precision arithmetic is not sufficient. This is the case, among others, when facing ill-conditioned problems. By exploring floating point arithmetic with higher precision, for instance quadruple, the required accuracy can be achieved.

The different precision types can be available at the software or hardware level. Eventually it is fair to consider that hardware-based solutions are software written at a low level and fixed/imprinted on the processors, while software solutions can change and are,
thus, more flexible since they use the general architecture and, therefore, are not as fast as the hardware supported precision formats/types. Other than the usual precision formats, like single or double IEEE precision, current hardware already supports other extended formats, such as the x87 80-bit precision format (that C/C++ refers as long double). In the near future, hardware supporting multiprecision arithmetic, not only higher than double but also half precision, will have a huge impact on the performance whenever it can be explored.

Even for multiprecision based in software, the more general the implementation is, like arbitrary precision, the slower it is. Implementations of fixed multiprecision formats, like the quadruple precision, can take advantage of this by trading some generality for speed (e.g., [2,3]). One example of implementing a quadruple precision type (that is similar but not equal to IEEE quadruple precision) uses two double precision numbers to represent one quadruple precision, also known as double-double arithmetic.

Software-based solutions that implement arbitrary precision arithmetic are available in several environments, such as MATLAB with the symbolic math toolbox [4], Octave with the symbolic package [5], or other multiprecision packages, some of which are based on GNU GMP [6] or GNU MPFR underlying libraries [7].

More importantly is to notice that the 128-bit, or higher, floating-point arithmetic is not only needed for applications requiring higher precision but likewise to allow the computation of double precision results and to more accurately mitigate the round-off errors at intermediate calculation steps. Depending on the type of the problem being studied, the higher precision only needs to be applied at selected precision bottlenecks and, thus, only paying the speed penalty for precision where strictly required. This already happens in libraries, such as the C math library (like the GNU libc) where some of the calculations for the functions are done internally in extended double precision or higher with the results of the calculations being returned in double precision.

Another interesting use of multiprecision implementations in numerical algorithms with higher precision than double, is to benchmark the accuracy of results obtained using different internal implementations as well as the speed of each. That allows us to assess the goodness of each implementation both in terms of the speed and accuracy and, thus, to select the best candidate even if the usual/production implementation will be performed exclusively using the standard double precision.

Relevant research lines include the possibility of using higher precision to overcome inherent ill-conditioning only in parts of the code (e.g., polynomial evaluations) working as mixed-precision arithmetic to minimize the computational efforts. In comparison to our approach, accuracy is improved only when needed, not affecting the overall computational effort as much. For this approach, the Infinity Computer is an adequate computational environment where this arithmetic can be implemented [8], and in [9], some work on the solution of initial value problems by Taylor-series-based methods have already been made within this setup.

The use of such an approach for spectral methods is clearly an interesting line to investigate. Closely related to this line of research is the sinking-point [10], a floating point numerical system that tracks the precision dynamically through calculations. This works in contrast with IEEE 754 floating-point where the numerical results do not, inherently, contain any information about their precision. With this tracking mechanism, the system ensures the meaningfulness of the precision in the calculated result. The detection of unreliable computations on recursive functions based on interval extensions was addressed in [11].

In this work, experimental results on the computation of approximate solutions of differential problems via spectral methods will be exposed with recourse to multiprecision arithmetic via the variable-precision arithmetic (arbitrary-precision arithmetic) freely available in MATLAB and Octave.
2. The Tau Spectral Method

Finding accurate approximate solutions of differential problems is of crucial importance, particularly when facing large integration domains or on dynamical systems. Spectral-type methods, like the Tau method, provide excellent error properties: when the solution is smooth, exponential convergence can be expected. For a detailed explanation on the Tau method, we suggest, e.g., [12].

The Tau method attempts to express the sought solution as a linear combination of orthogonal polynomials that form the base functions. The coefficients of such a combination are the exact solution of a perturbed differential problem. In the Tau method, we obtain an \( n \)th degree polynomial approximation \( y_n \) to the differential problem’s solution \( y \) by imposing that \( y_n \) solves exactly the differential problem with a polynomial perturbation term \( \tau_n \) in the differential equation, or system of differential equations. To achieve good minimization properties for the error, \( \tau_n \) is projected onto an orthogonal polynomial basis.

Let

\[
D = \sum_{k=0}^{\nu} p_k \frac{d^k}{dx^k}
\]

represent an order \( \nu \) linear differential operator acting on the space of polynomials \( \mathbb{P} \), where \( p_k = \sum_{i=0}^{n_k} p_{k,i} x^i \) are polynomial coefficients, \( n_k \in \mathbb{N}_0 \), \( p_{k,i} \in \mathbb{R} \), and we let \( f \in \mathbb{P} \) with finite degree \( \lambda \). An approximate polynomial solution \( y_n \) for the linear differential problem

\[
\begin{aligned}
Dy &= f \\
c_i(y) &= s_i, \quad i = 1, \ldots, \nu
\end{aligned}
\]

is obtained in the Tau sense by solving the perturbed system

\[
\begin{aligned}
Dy_n &= f + \tau_n \\
c_i(y_n) &= s_i, \quad i = 1, \ldots, \nu
\end{aligned}
\]

A matrix representation of (2) can be obtained as

\[
\text{Ta} = \text{b}, \text{ with } T = \begin{bmatrix} C \\ D \end{bmatrix} \text{ and } b = \begin{bmatrix} s \\ f \end{bmatrix}
\]

where

\[
C = [c_{ij}]_{\nu \times \infty} = c_i(p_{j-1}), \quad i = 1, \ldots, \nu, \quad j = 1, \ldots,
\]

\[
D = \sum_{k=0}^{\nu} p_k(M)^k, \quad p_k(M) = \sum_{i=0}^{n_k} p_{k,i} M^i.
\]

\[
s = [s_1, \ldots, s_\nu]^T \text{ and } f = [f_1, \ldots, f_{n-\nu}, 0, 0, \ldots]^T \]

represent, respectively, the boundary conditions and the coefficients of the differential equation on the basis \( \mathbb{P} \). Matrices \( M \) and \( N \) stand, respectively, for the multiplication and differentiation operators.

This is known as an operational formulation of the Tau method and represents a convenient framework for the implementation of the method. All operations are translated into matrix formulations, like the multiplication \( (M) \) of polynomials and derivatives \( (N) \). The solution of the differential problem is obtained by solving a linear system of equations, where the infinite system (3) is truncated to order equal to the wanted polynomial degree approximation. If the problem is nonlinear, a linearization process is built.

The Tau Toolbox [13–15] provides a robust and stable numerical library for the solution of integro-differential problems using the Tau method. In particular, the operational matrices \( M \) and \( N \) are computed directly on the orthogonal basis, thus, avoiding the usual similarity transformation. Indeed, building those matrices on the orthogonal basis is demanding and tricky in contrast with the power basis, which is intuitive and trivial. The drawback is that the latter requires a change of basis (twice) introducing stability issues. The Tau Toolbox provides these matrices via explicit and/or recursive relations.

The operations involving changes of the polynomial basis and powers of matrices must be numerically tackled with expertise, otherwise the overall approach may not be stable. Let
\[ P = \{ P_0(x), P_1(x), \ldots \} \] be an orthogonal basis satisfying \( xP_j = \alpha_j P_{j+1} + \beta_j P_j + \gamma_j P_{j-1}, j \geq 0, \] \( P_0 = 1, P_{-1} = 0. \)

- A proper \texttt{polyval} function is deployed for orthogonal evaluation. If \( P^* \) are the corresponding orthogonal polynomials shifted to \([a, b]\) and \( x \) is a vector, then the evaluation of \( y_n(x) = \sum_{j=0}^{n} a_j P_j(x) \) is directly computed in \( P_n: \)

\[
\begin{align*}
P_0^* & = [1, \ldots, 1]^T \\
P_1^* & = \left( \frac{c_1 x + (c_2 - \beta_0) P_0^*}{a_0} \right) \\
P_i^* & = \left( \frac{(c_1 x + c_2 - \beta_{i-1}) P_{i-1}^* - \gamma_{i-1} P_{i-2}^*}{a_{i-1}} \right), \quad i = 2, 3, \ldots, n
\end{align*}
\]

where \( \odot \) is the element-wise product of two vectors, \( c_1 = \frac{2}{b-a} \) and \( c_2 = \frac{a+b}{b-a}. \)

- No change of basis is used via matrix inversion. If \( V \) satisfies \( a_P = V a_P \), where \( P \) and \( \hat{P} \) are the polynomial basis, then the coefficients of \( W = V^{-1} \) are computed without inverting \( V \) by the recurrence relation

\[
\begin{align*}
w_1 & = e_1 \\
w_{j+1} & = M w_j, \quad j = 1, 2, \ldots
\end{align*}
\]

where \( M \) is such that \( P x = \hat{P} M, w_j \) is the \( j \)th column of \( M \) and \( e_1 \) the first column of the identity matrix.

- All similarity transformations are avoided to ensure numerical stable computations. Recurrence relations to compute the elements of the multiplication and differentiation operators (matrices \( M \) and \( N \)) are computed directly on the orthogonal basis:

\[
M = [\mu_{ij}]_{i,j=1}^n = \begin{cases} \mu_{j+1,j} = \alpha_{j-1}, & \mu_{j,j} = \beta_j - 1, & \mu_{j,j+1} = \gamma_j - 1 \\ \mu_{i,j} = 0, & |i-j| > 1 \end{cases}
\]

\[
N = [\eta_{ij}]_{i,j=1}^n = \begin{cases} \eta_{i,j+1} = \frac{\alpha_{i+1} \eta_{i,i+1} + (\beta_{i} - \beta_{i-1}) \eta_{i,i} + \gamma_{i+1} \eta_{i,i+1} - \gamma_{i} \eta_{i-1,i}}{\alpha_{i}} \\ \eta_{j+1,j} = \frac{\alpha_{i+1} \eta_{i,i+1} + 1}{\alpha_{i}} \end{cases}
\]

These algorithms, among many others, are implemented in the Tau Toolbox library to ensure stability. The operational approach of the method, however, gives rise to operator matrices that can have increased condition numbers with the degree of the approximation. Solving ill-conditioned problems, even in the presence of a stable method, may lead to approximate solutions far from the required accuracy. It is at this point that variable precision can overcome the constraints imposed, inherently, by the data.

It is worth mentioning here that Tau Toolbox offers a post-processing phase based on the Frobenius–Padé approximation method to build rational approximations from the polynomial Tau approximation. This filtering extension improves the accuracy of the spectral approximation when working on the vicinity of solutions with singularities [16].

3. Numerical Experiments

In this section, we report the numerical results using variable precision arithmetic (VPA) in Tau Toolbox, mainly quadruple precision, emphasizing the complementary role that both quadruple and double precision can play in finding accurate approximate solutions.

In the first example, we illustrate the use of the Tau Toolbox to solve a boundary value problem, using double and quadruple precisions. The second example explores the properties of classical orthogonal polynomials to highlight the possibility of copying with more than the most usual Chebyshev basis and the use of high-level Tau Toolbox functions to overcome certain implementation technicalities. The third example shows that, for a set of initial value problems, the floating-point arithmetic together with the ill-conditioning of the data can lead to unsatisfactory accuracy results. The use of extended precision allows
us to obtain machine double precision, which is a relevant aspect to emphasize, allowing the circumvention of accuracy bottlenecks.

All the errors illustrated in the examples are true errors, since we are comparing the results with a known analytical solution. For regular computations, the error is controlled via the Cauchy relative error \( \frac{\| y_n - y_{n-1} \|}{\| y_n \|} \), for a given \( \ell \).

The machine used for the computations was an AMD Ryzen 7 4800H with 32.0 GB RAM memory.

3.1. Example 1

In this first example, we consider the solution of a boundary value problem

\[
(k^4 - 4k^3 x + 4k^2 x^2 + 2k^2 - 4kx + 1) \frac{d^2 y}{dx^2}(x) - k(k^2 - 2kx + 1) \frac{dy}{dx}(x) - 2k^2 y(x) = 0,
\]

for \( y(-1) = \frac{1}{1+k}, y(1) = \frac{1}{1-k} \), with the algebraic solution \( y(x) = (1 - 2kx + k^2)^{-\frac{1}{2}} \).

The code below shows how to use the Tau method to solve the problem using either double or quadruple precisions and considering a Chebyshev (of first type) basis. It closely follows the theoretical framework presented in Section 2, using Tau Toolbox functions to build the necessary intermediate matrices, e.g., \( C \) and \( D \), which internally process the \( M \) and \( N \) matrices described in (4).

```matlab
% differential problem
k = 0.4;
équation = @(x,y) (k^4-4*k^3*x+4*k^2*x^2+2*k^2-4*k*x+1)*... 
diff(y, 2)-k*(-2*k*x+k^2+1)*diff(y)-2*k^2*y;
domain = [-1, 1];
conditions = @(y) {y(-1)-1/(1+k); y(1)-1/(1-k)};
options = tau.settings('degree', 20, 'quadPrecision', true);
problem = tau.problem(equation, domain, conditions, options);

C = tau.matrix('condition', problem);
D = tau.matrix('operator', problem);

T = [C(:, 1:n); D(1:n-nu, 1:n)];
b = zeros(n,1); b(1) = 1/(1+k); b(2) = 1/(1-k);
a = T\b;
```

The user can use quadruple precision just by setting the quadPrecision flag to be true (as shown). By default, the precision is double, and the quadPrecision is false.

Results for the error with respect to the known exact solution are shown in Figure 1. In Figure 1b, for double precision arithmetic, machine precision is almost reached for polynomial degrees of \( n = 40 \) or higher. The accuracy is kept near the maximum possible accuracy for higher values of \( n \). With quadruple precision (Figure 1b) for \( n = 40 \), the accuracy is already under \( 10^{-16} \), and, for increasing values of the degree \( n \), the accuracy increases.
Figure 1. The true error for values of $n$ ranging from 20 to 100: (a) Double precision. (b) Quadruple precision. The increase in the polynomial degree of the solution of the differential problem leads to an increase in the accuracy of the solution, which reflects the stability of the Tau method in the Tau Toolbox; for double precision, a moderate value for the polynomial approximation is sufficient to reach machine precision and after that, a stagnation occurs, while for quadruple precision, more accurate results can be reached for higher polynomial degrees.

Figure 2 draws the norm of the true error for several values of $n$ using double and quadruple precisions. Both provide similar results for polynomial approximations with degrees smaller than $n = 35$, as expected. On one hand, the double precision cannot improve the accuracy of the solution for values larger than 40. On the other hand, quadruple precision continues to ensure better results until reaching the degree $n = 95$. In both cases, it is important to notice the robustness of the implemented method since there is no degradation of the accuracy for higher values of the polynomial degree.
Figure 2. The true error for values of $n$ ranging from 10 to 120. Notice the robustness of the implemented Tau method that faces no degradation in accuracy for increasing values of the polynomial degree with both double and quadruple precision.

The problem is not ill-behaved in terms of the data since the condition numbers of the Tau coefficient matrices are not very high (see Table 1). Later, we will deal with ill-conditioned problems.

Table 1. Condition numbers for the coefficient Tau matrix $T_n$.

| $n$   | 20    | 40    | 60    | 80    | 100   |
|-------|-------|-------|-------|-------|-------|
| cond($T_n$) | $5.1 \times 10^4$ | $8.8 \times 10^5$ | $4.5 \times 10^6$ | $1.4 \times 10^7$ | $3.5 \times 10^7$ |

Considering the largest value for $n$, the times required for parsing and building the matrix problem were 6 ms and 15.900 s, while those for the solution phase were 6 ms and 1.788 s, respectively for double and quadruple precision. An order of magnitude of four was found for the parsing and building process and of three for the solution phase. The solution phase represents a minor cost and includes the evaluation of the polynomial coefficients on the orthogonal basis, which is, in turn, more costly than the solver itself. The most demanding stages are the generation of the building blocks for the matrix formulation, where finding the operator matrix is, as expected, marginally more costly than the conditions matrix. This is clearly illustrated in Figure 3.
Figure 3. Time (in seconds) for double and quadruple precision for values of $n$ ranging from 10 to 120: (a) Double precision. (b) Quadruple precision. The pattern of the most time consuming parts of the code are similar, but building of the operator matrix $D$ is, in relative terms, more demanding for quadruple precision.

Figure 4 depicts the cost factor for quadruple vs. double precision. Broadly speaking, this factor can be considered as constant independently of the polynomial degree approximation. The complexity of the algorithm, in all parts examined, is around the same for both precision types, while slightly changing the multiplicative constant.

This time, analysis is reproduced with other ordinary differential problems, of initial or boundary conditions, with similar conclusions. Even if the time required for the quadruple approach is much higher than for double precision, it is moderate and acceptable (bearing in mind that the double precision computations are very fast). This functionality is to be used on the limited number of cases when the double precision does not enable good approximations. For many cases, the double precision is sufficient to ensure almost machine epsilon double precision (say $10 \times \text{eps}$) in Tau Toolbox.
3.2. Example 2

Now, we consider a set of boundary value problems and show how to use high level Tau Toolbox functions to help formulate and solve the problems with ease.

The family of orthogonal polynomials \( y_n(x) \) of degree \( n \), in an interval \([a, b]\), satisfies the relation

\[
g_2(x) \frac{d^2y_n}{dx^2}(x) + g_1(x) \frac{dy_n}{dx}(x) + a_n y_n(x) = 0
\]

where \( g_1 \) and \( g_2 \) are independent of \( n \) and the constant \( a_n \) only depends on \( n \) (see [17], Sections 22.1.3 and 22.6), and \( y_k = P_k \), with \( k = n - 1 \). For Chebyshev polynomials of the second type we have \( g_1(x) = (1 - x^2), g_2(x) = -3x, \) and \( a_n = n(n + 2) \), and for Legendre \( g_1(x) = (1 - x^2), g_2(x) = -2x, \) and \( a_n = n(n + 1) \). Problem (5) is fully specified in the interval \([-1, 1]\) with \( y(-1) = y(1) = 1 \) as boundary conditions.

The norm of the characteristic Equation (5) using Chebyshev of the second type and Legendre basis, for \( n = 40 \) is, respectively, \( 0 \) and \( 4.7 \times 10^{-13} \). Thus, whereas for Chebyshev, the machine precision is reached, for Legendre, that is not the case. For quadruple precision, the error of the Chebyshev basis is still within the maximum accuracy and, for Legendre, it is \( 1.6 \times 10^{-36} \), which allows us to offer an approximate solution with accuracy below machine precision (double).

The code, using the high level Tau Toolbox function \texttt{tau.solve}, is:

```matlab
% parameter
n = 10;

% differential problem
equation = @(x,y) (1-x^2)*diff(y,2)-2*x*diff(y)+n*(n+1)*y;
domain = [-1, 1];
conditions = @(y) {y(-1)-1; y(1)-1};
options = tau.settings('degree', n, 'basis', 'LegendreP');
problem = tau.problem(equation, domain, conditions, options);

% solution via tau method
yn = tau.solve(problem);
```

The user provides, in ordinary language, the parameters, the problem to be solved together with the conditions, and the degree of the wanted approximation. Then, the sought
solution is found via tau.solve, which builds the required objects, sets the algebraic Tau formulation, and solves the problem in the Tau sense.

The solution is given by $y_n = \sum_{i=0}^{\infty} a_i P_{n,i}$, where $P_n$ is an orthogonal (in the code shown Legendre) basis.

3.3. Example 3

This example shows that, for a set of initial value problems, the usual arithmetic together with the ill-conditioning of the data can lead to unsatisfactory results in terms of accuracy.

Let us consider the ordinary differential problem

$$(k - m)!x^m \frac{d^m y}{dx^m}(x) - k!y(x) = 0, \quad m \in \mathbb{N}, \quad m < k \text{ (fixed)}$$

with the initial conditions

$$y(-1) = (-1)^k$$
$$y'(-1) = k(-1)^{k-1}$$
$$\ldots$$
$$y^{(r)}(-1) = k!/(k - r)! (-1)^{k-r}, \quad r = 0, \ldots, m - 1.$$  

The analytical solution is $x^k$.

Since the solution is polynomial, the spectral method is expected to deliver the exact solution for the same polynomial degree approximation. However, this might not be the case due to the poor condition number of the linear system to be solved.

For this experiment, we tested the numerical approximation for $m = 4$ and $k = 5$. Since the derivative order along with the power exponent are small, a machine precision accuracy was expected for polynomial degree approximations equal to 5 and beyond. Figure 5 shows the true error (Figure 5a) and the residual (Figure 5b) for this specification and for several values of $n$, for double and quadruple precisions. Indeed, from $n = 5$ on, the solution is found within machine precision. The code is stable even when $n$ grows.

![Figure 5. Cont.](image_url)
For larger values of $m$ and/or $k$, problems can occur, mainly due to ill-conditioning. Figure 6 shows the results of similar experiments but with considering $m = 11$ and $k = 13$. The reciprocal condition estimator of the condition number is also drawn for each $n$ tested. The condition number of the problems to be solved is high, and thus the approximate solutions may not be computed accurately. It is clear that, for increasing values of $n$, the condition number increases (the reciprocal decreases).

Figure 6. Cont.
For double precision arithmetic, the quality of the approximate solution is poor since the error is, for all cases considered, high: the approximation cannot be delivered with more than two or three significant digits, thus, strongly under single precision accuracy.

On the other hand, with quadruple precision arithmetic, the approximation was obtained with machine double precision ($10^{-16}$). Even for the larger $n$, where the condition number is higher than $10^{50}$, an approximate solution can be obtained within machine double precision.

4. Conclusions

In this work, we extended the Tau Toolbox to work with variable precision arithmetic. This possibility is crucial to (i) accommodate ill-conditioned problems, which prevent stable algorithms from working within machine precision and (ii) distinguish between two different computational implementations of the same mathematical expression in terms of both the accuracy and speed. We compared both approaches for double and quadruple precision for several examples, including ill-conditioned problems. In those problems, the use of quadruple precision, used internally in the evaluations, allowed the method to achieve double precision, whereas lower than single precision was attained when the internal calculations were performed using double precision.

Spectral methods can deliver accurate approximation solutions, and thus the possibility to work with greater precision is a remarkable aspect. The Tau Toolbox allows the exploration of variable precision arithmetic with a single parameter specification. This is possible because the software package was built internally supporting different precision types and using naturally default double precision arithmetic.

The experimental results shown illustrate the efficiency of the use of quadruple precision on the computation of approximate solutions of differential problems via the spectral Tau method, in terms of the accuracy of the solution. Clearly, there is a time penalty that must be paid. In the near future, we expect that more widely used machine architectures will provide, natively, quadruple precision, which will mitigate the cost and, therefore, make its use more appealing. When that occurs, Tau Toolbox will be able to take immediate advantage since it is already prepared for this possibility.
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