Efficient learning of quantum noise
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Noise is the central obstacle to building large-scale quantum computers. Quantum systems with sufficiently uncorrelated and weak noise could be used to solve computational problems that are intractable with current digital computers. There has been substantial progress towards engineering such systems 9,10. However, continued progress depends on the ability to characterize quantum noise reliably and efficiently with high precision 10. Here, we describe such a protocol and report its experimental implementation on a 14-qubit superconducting quantum architecture. The method returns an estimate of the effective noise and can detect correlations within arbitrary sets of qubits. We show how to construct a quantum noise correlation matrix allowing the easy visualization of correlations between all pairs of qubits, enabling the discovery of long-range two-qubit correlations in the 14-qubit device that had not previously been detected. Our results are the first implementation of a provably rigorous and comprehensive diagnostic protocol capable of being run on state-of-the-art devices and beyond. These results pave the way for noise metrology in next-generation quantum devices, calibration in the presence of crosstalk, bespoke quantum error-correcting codes 10 and customized fault-tolerance protocols 11 that can greatly reduce the overhead in a quantum computation.

Useful large-scale quantum computers will require both careful calibration to reduce errors and some form of error correction before universal quantum computing can be realized. Due to crosstalk, optimal calibrations of gates depend on the other gates that are being implemented, which can reduce the overall system error rate by an order of magnitude 27. Furthermore, error-correction routines rely on knowing what the most likely error sources are. Error-correction routines that are optimized for the specific noise in a system can markedly outperform generic ones 11,12.

The calibration and error correction necessary for useful large-scale quantum computing therefore depends upon the ability to characterize the noise in large quantum systems. This characterization will become increasingly important as the field continues to progress 12. Unfortunately, current methods of characterizing noise are infeasible or report only a single summary statistic for how errors affect large-scale quantum devices. Some of the techniques related to RB provide more tomographic information 19–25. However, the protocol of ref. 26 is not robust to state preparation and measurement (SPAM) errors, while the protocols of refs. 26,27 lack the crucial digital processing steps needed to efficiently estimate correlations within arbitrary sets of qubits.

Here, we develop and experimentally implement a protocol based on the general method of ref. 26 that allows us to learn a complete description of the observed error rates (see Supplementary Information for a full definition) in a large-scale quantum device. Where the device is too large to allow a complete description of these error rates to be written or sufficient data to be practically gathered (say, ≳20 qubits), we show how to model the system in such a way that, with only mild and physically plausible assumptions, we can reconstruct the effective observed error rates to arbitrary model fidelity. The protocol is efficient in n, the number of qubits, and comes with mathematically rigorous guarantees on its convergence and performance, making only mild and physically plausible assumptions. Furthermore, the method is immune to systematic bias due to SPAM errors, and achieves both high precision and accuracy.

For any given noisy quantum system comprising n qubits, we can consider the average noise to have the special form of a Pauli channel 28. Although not every noise channel is a Pauli channel, practical methodologies have been developed to transform the noise to be exceptionally well approximated by a Pauli channel without introducing new errors 29,30. A Pauli channel $\mathcal{E}$ acting on a quantum state $\rho$ is of the form $\mathcal{E}(\rho) = \sum p(j) P_j \rho P_j^\dagger$, where $p(j)$ is the error rate associated with the Pauli operator $P_j$. The $p(j)$ form a probability distribution. They are closely related to, but distinct from, the eigenvalues of the Pauli channel, which are defined to be $\lambda(j) = 2^{-n} \text{Tr}(P_j \mathcal{E}(P_j))$. Thus, when a state $\rho$ is subjected to the noisy channel $\mathcal{E}$, $p(j)$ describes the probability of a multiqubit Pauli error $P_j$ affecting the system, while the respective eigenvalue describes how faithfully a given multispin Pauli operator is transmitted.

A protocol to measure a symmetrized characterization of the noise to additive precision was presented by Emerson et al. 26. Obtaining a complete description of the Pauli error rates requires learning more than just the single-Pauli eigenvalues or single-Pauli error rates 31, that is, those associated with the single-qubit Pauli operators such as $\sigma_x^{(1)}$ or $\sigma_z^{(1)}$. A complete description requires learning all of the noise correlations in the system, that is, how the probabilities of multiqubit Pauli operators, for example, $\sigma_x^{(1)} \otimes \sigma_z^{(2)} \otimes \sigma_x^{(3)}$, differ from the probabilities predicted under independent local noise. Knowing these correlations is essential for removing unwanted correlated errors 32, and for performing optimal quantum error correction 12. The number of all possible noise cor-
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results 1/2 random, but is rather an inversion gate returning the system to its initial state in the ideal case. Step 2 gathers output statistics from the measurement free from SPAM error. With a final reverse transformation in step 5, we reconstruct the entire list of effective observed error rates.

In step 1 we determine whether we wish to examine the correlations between qubits activated in single-qubit mode or when gates between the qubits are also used. Each red box in the quantum circuits of step 1 denotes a sequence of random Clifford gates, and the circuits themselves are run for varying lengths $m$ (with time moving from right to left). The final gate $C$ is not random, but is rather an inversion gate returning the system to its initial state in the ideal case. Step 2 gathers output statistics from the measurement results $x$, obtained in the experiments in step 1, and the empirically estimated probability distributions for these outcomes are transformed in step 3 via a Walsh–Hadamard transform. The transformed values are each fitted to an exponential decay in step 4, allowing us to reconstruct the averaged eigenvalues free from SPAM error. With a final reverse transformation in step 5, we reconstruct the entire list of effective observed error rates.

The protocol presented in Fig. 1 reconstructs the full probability distribution with a number of experiments that scales polynomially in $n$, but requires computational resources that scale with the (generally exponential) number of error rates to be estimated. The number of observed error rates scales as $2^n$, so to make our protocol truly scalable we need a method to estimate an efficient description of the noise that nonetheless captures the correlations in a transparent, systematic and physically motivated way.

To achieve an efficient protocol, scaling polynomially in $n$, we introduce the notion of a Gibbs random field (GRF) to describe the $p(j)$. A GRF is a strictly positive probability distribution that obeys certain conditional independence properties known as Markov conditions (Methods). These conditions restrict the range of possible correlations enough to make the problem of noise characterization tractable, but they allow sufficient expressive power that a GRF can accurately model noise in real devices. The underlying (but testable) assumption is that realistic devices will only have correlations between a bounded number of qubits.

When quantum noise is approximated by a GRF, the parameters of the GRF can be learned efficiently, precisely and accurately by only estimating the marginal distributions on the factors and their neighbours. When the factors have a small bounded size, then the protocol detailed in Fig. 1 applied to the subsets of qubits for each factor performs this estimation with aplomb. The specific methodology for estimating the global probability distribution as a GRF from the estimated marginals is discussed in Methods and Supplementary

---

### Table 1: Empirically Estimated Probabilities

| $n$ | $m$ | Probability Distribution Averages | $x_n$ | $x_1$ |
|-----|-----|-----------------------------------|-------|-------|
| 0   | 1   | 0.8956                           | 0.0025 | 0.18   |
| 1   | 1   | 0.0003                           | 0.0001 | 0.0000 |
Fig. 2 | Results from the protocol run in single-qubit mode. a. Spatial layout of the qubits in the 14-qubit Melbourne architecture. Edges in the schematic graph correspond to qubit pairs that can be coupled via a two-qubit gate. The factor graph below this is for a GRF that models quantum noise via spatially local correlations in the device. Each diamond-shaped node is a factor that can describe arbitrary correlations among the qubits connected to it. b. We can use the reconstructed probability distribution to look at the correlations between the probabilities of an error on each of the qubits, where the probability of an error on a particular qubit is treated as a random variable. These correlations can be plotted in the form of a correlation matrix calculated from the globally estimated distribution. Correlation matrices are always symmetric, so we plot separately the correlations from the global estimate (lower left) and the GrF reconstruction (upper right), assuming the factor graph in a. Grey background indicates a value of zero, and white (black) boxes indicate positive (negative) values in the range $[-1, 1]$ in proportion to their relative area. c. An example of how the spatial correlation of the qubits on the device translates to the layout in the correlation matrix. This example shows that, although qubit 1 and qubit 13 are spatially adjacent, they are not adjacent in the matrix. Right: the convention used to indicate error bars, using here $1\sigma$ bounds.

Information. Note that it is not necessary to know the topology of the GRF factor graph in advance; rather, it should be possible to learn the topology of a GRF that adequately describes the observed probabilities from the data themselves using techniques from classical machine learning. We discuss this briefly in Supplementary Information but it remains an open problem, although we aim to show how to learn the topology in future work.

Our first experiments were run using the single-qubit protocol on the 14-qubit superconducting quantum architecture Melbourne, made available by IBM through the IQX online quantum computing environment. After completion of stage 4 of the protocol, we
Our experiments give the first demonstration of a protocol that is practical, relevant and immediately applicable to characterizing error rates and correlated errors in present-day devices with a large (>10) number of qubits. This protocol opens myriad opportunities for novel diagnostic tools and practical applications. For example, structure learning heuristics can be applied to try to learn the most accurate and efficient GRF noise model that describes the error rates. In addition to the applications mentioned in the abstract, machine learning for fine-tuned error-correction decoders using the actual noise map of the device, quantum control for optimal gate synthesis, and noise-aware circuit compiling techniques are just some of the applications of this new method for characterizing quantum noise.
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Methods

Analysis of probability distributions. In this Letter we use various metrics to analyse the probability distribution returned by the protocol. Here, we formally define the terms we use. The relative entropy (also known as the Kullback–Leibler divergence) between two probability distributions is one measure, and is defined as

$$D(p||q) = \sum p(x) \ln \frac{p(x)}{q(x)}$$

(1)

The mutual information is a measure of the dependence between two random variables $X$ and $Y$, and it quantifies the amount of information obtained regarding one variable through observing the other. It is defined as

$$I(X;Y) = D(p(x,y)||p(x)p(y))$$

(2)

$$= \sum_{x,y} p(x,y) \ln \frac{p(x,y)}{p(x)p(y)}$$

(3)

where $D(p(x,y)||p(x)p(y))$ is the relative entropy between the joint probability distribution $p(x,y)$ and the marginal distribution on each of the random variables.

For each run of the protocol, we have a partitioning of the set of 14 qubits into disjoint sets $s$ that are acted upon by independent twirls. For each $s$ we define a random variable $Q_s$ that takes on the value 1 if no error acts on $s$ and 0 otherwise. For the single-qubit protocol, we have 14 random variables $Q_0, \ldots, Q_{13}$. We then calculate the mutual information between each pair of random variables. For the two-qubit protocol, $s$ comprises one or two qubits, depending on whether two-qubit gates were used on that pair or not.

Conditional mutual information represents the expected value of the mutual information of two random variables conditioned on the value of the third. In the present case we have

$$I(X;Y|Z) = \sum_{x,y} p(x,y|z) \ln \frac{p(x,y|z)}{p(x|z)p(y|z)}$$

(4)

$$= \sum_{x,y,z} p(x,y,z) \ln \frac{p(x,y,z)}{p(x,z)p(y,z)}$$

(5)

One can use the probability distribution to compute the covariance matrix between the observed error random variables. In the experiment presented in this paper, where we have observed errors, we can treat the qubits as 0/1 random variables representing no error/error. Then, if $x$ is a column vector representing an error pattern, we compute the covariance matrix $\Sigma$ as

$$\Sigma = E[xx^T]$$

(6)

where $x = E[x]$ and $E$ denotes the expected value over the probability distribution.

Given the covariance, it is simple to calculate the Pearson product–moment correlation coefficient matrix $Q$, obtained by dividing the covariance of the two variables by their standard deviation. This is the correlation matrix plotted in this Letter. In this case let $V = \text{diag}(\Sigma)$. Then we have

$$Q = V^{-1/2} \Sigma V^{-1/2}$$

(7)

In the case where we average over the Pauli group (instead of the Clifford group) to characterize the Pauli noise of the device (rather than the basis-averaged Pauli noise of the device presented here in our experiments), then the relevant qubit random variable can be characterized by the 2-qubit noise of the device presented here in our experiments), then the relevant group) to characterize the Pauli noise of the device (rather than the basis-averaged variables representing no error/error. Then, if this paper, where we have observed errors, we can treat the qubits as 0/1 random variables.

For the current experiment we can use the topology of the device to define a Markov network, where the connections in the graph are identical to the resonators between the qubits. The graph appears in Fig. 2. If we wish to enforce short-range correlations then we have

$$p(0,1,13,2,12,3,11,4,10,5,9,6,8,7) = p(0,1,13)$$

(12)

$$p(1,13,0,12,3,11,4,10,5,9,6,8,7) = p(1,13,0,12,3,11,4,10,5,9,6,8,7)$$

(12)

$$p(2,12,0,13,3,11,4,10,5,9,6,8,7) = p(2,12,0,13,3,11,4,10,5,9,6,8,7)$$

(12)

$$p(3,11,0,1,13,2,12,4,10,5,9,6,8,7) = p(3,11,0,13,2,12,4,10,5,9,6,8,7)$$

(12)

$$\ldots$$

(12)

where we have used numbers to represent random variables, for example 0 for $x_0$, to declutter the notation.

We can then use the chain rule to write the joint probability distribution as follows:

$$p(0,1,13) = p(0,13)p(1,3)$$

(12)

$$p(0,1,13) = p(0,13)p(1,3)$$

(12)

$$\ldots$$

(12)

then using equation (12), this simplifies to

$$p(0,1,13)p(1,3) = p(0,13)p(1,3)$$

(12)

$$\ldots$$

(12)

which we can calculate as

$$p(0,1,13)p(1,3) = p(0,13)p(1,3)$$

(12)

$$\ldots$$

(12)

Finally, we can use the probability distribution defined in equation (13) to reconstruct the GRF, that is, the probability distribution induced by the condition imposed by our chosen Markov conditions. A comparison between the observed probability distribution and that induced by, say, the GRF gives us a metric to observe how closely our device corresponds to a device that only has short-range correlations.

GRFs. Associated with any GRF is a factorization of the error rates, where each factor is a positive function depending only on a subset of the qubits. The factor graph, depicted in Fig. 2, has two types of node: one for the random variables and a subset

$$H(p, q) = \left(1 - \sum \sqrt{p(q)|q|}\right)^{1/2}$$

(9)

This distance is efficient to compute and is related to the more commonly used but difficult to compute notion of statistical distance (or total variational distance

$$\delta(p, q)$$

as

$$H^2(p, q) \leq \delta(p, q) \leq 2H(p, q)$$

(10)

where

$$\delta(p, q) = \frac{1}{2} \sum |p(j) - q(j)|$$

(11)

IBM Quantum Experience. The experiments reported here were conducted on the IBM Quantum Experience Melbourne device. Jobs were submitted via Qiskit” in two separate runs. The single-qubit experiment consisted of 1,000 different submissions. Each submission contained 11 single-qubit Clifford twirled on each of the 14 qubits for gate lengths $1, 5, 10, 15, 20, 30, 45, 60, 75, 90, 105$, with each gate length sequence requesting 1,024 shots. This meant in total 1,024,000 x 2 jobs were performed. For step 1 of the protocol (Fig. 1) simple least-squares fitting was used, although for any sequence length where the value was less than $(p + 1/16)$ those data and the data from longer sequences were discarded for the purposes of the fit.

With the two-qubit protocol the topology of the Melbourne device does not allow seven qubit pairs to be operated simultaneously. The qubits were grouped in a GRF as a distinct qubit pair, the remaining two qubits being operated in single-qubit-protooc mode. To determine which qubit pairs to activate, attention was paid to the reported fidelities of the CNOT gates. For instance, on 18 February
2019 the two-qubit gate between qubits 13 and 1 had a reported fidelity of 84.1% (other gates could be as high as 97%). The groupings shown in Fig. 3 were chosen to attempt to ensure wide coverage of the various two-qubit gates available while avoiding any gates with a reported fidelity close to or below 90%. Only one of the three configuration settings is reported in this Letter; the others appear in Supplementary Information. Because of the possibility that correlations within the device might change with recalibration, all the different runs shown in Fig. 3 were interleaved. In total there were 1,924 different submissions (of 11 different sequence lengths) for each of the three different configurations. One recalibration cycle did occur during the gathering of the data, although the fidelities of the two-qubit gates did not appear to change substantially as a result. The data do, however, represent an average of the noise that occurred in the machine during that time period. Given the reduced fidelity of the runs (since two-qubit gates have an infidelity an order of magnitude greater than that of the single-qubit gates), sequence lengths were reduced to 0...10. The 0 sequence, representing one single-qubit Clifford gate (that is, no two-qubit gate), was added to allow a more accurate determination of the A constant in the fit. As with the single-qubit runs, data with a value less than \( p_0 + \frac{1}{16}/4 \) were discarded for the purposes of the fit, although a minimum of three data points were retained.

Finally, in all cases an X gate was randomly compiled into the qubits of each sequence submitted, with the probability distribution interpreted accordingly to eliminate any bias in the SPAM\(^6\).

**Error bars.** All error bars shown here were calculated using non-parametric bootstrap methods. For each sequence length in each run the observed probability distributions of the measurement counts (step 2 in the protocol shown in Fig. 1) were resampled (with replacement) for the same number of measurements as used to originally gather the data. This was repeated 1,000 times. Each of these 1,000 sets of resampled distributions was then analysed in a manner identical to the original (steps 3, 4 and 5 of the protocol), to provide 1,000 bootstrapped samples of the SPAM-free probability vector (the bootstrapped probabilities). From this the appropriate confidence intervals to provide error bars can be constructed. With the mutual information estimates the mutual information between the qubits in question can be calculated 1,000 times and ordered, and by extracting the values at the appropriate location of the ordered values the confidence intervals are obtained (so for 1σ confidence intervals the 159th and 841st values are used). With the error bars on the correlation matrices the following conservative approach was adopted. Using the bootstrapped probabilities, 1,000 correlation matrices were constructed. Since there is no clear way to order such matrices, each individual cell on the matrices was treated separately, with the possible values for that cell location being ordered and the appropriate high/low values being extracted as before. While a matrix constructed from all the low (or high) values would not in itself be a valid correlation matrix, it is believed that the error bars still, conservatively, convey the confidence intervals for each of the individual values in the matrix. Finally, with the calculation of the JSD two different resampling techniques were utilized. In the first the GRF-reconstructed probability distribution for the originally observed distribution was compared with each of the bootstrapped probability distributions, and in the second a GRF distribution was constructed from each bootstrapped probability distribution and compared with the full bootstrapped distribution from which it was constructed. In all cases the error ranges were broadly similar and in this Letter the uncertainties quoted were taken from largest error ranges from either of the methodologies.
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