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Abstract

In this paper we find an integer $h = h(n)$ such that the minimum number of variables of a first order sentence that distinguishes between two independent uniformly distributed random graphs of size $n$ with the asymptotically largest possible probability $\frac{1}{4} - o(1)$ belongs to $\{h, h+1, h+2, h+3\}$. We also prove that the minimum (random) $k$ such that two independent random graphs are distinguishable by a first order sentence with $k$ variables belongs to $\{h, h+1, h+2\}$ with probability $1 - o(1)$.

1 Introduction

We say that $G_1, G_2$ are $k$-distinguishable, if there exists a first order (FO) sentence $\varphi$ with $k$ variables such that $G_1 \models \varphi$ while $G_2 \not\models \varphi$. In this paper we address the following question. Let $G_1^n, G_2^n$ be chosen uniformly at random and independently from the set of all graphs on $[n] := \{1, \ldots, n\}$. What is the minimum $k$ such that they are $k$-distinguishable?

The classical FO 0-1 law [5, 7] says that, for every fixed sentence, its truth value on the random graph on $n$ vertices approaches either 0 or 1 as $n \to \infty$. Therefore, fixed FO sentences do not distinguish between random graphs with high probability. However, if we allow the number of variables to grow with $n$, then this is not true. In this paper, we find the minimum number of variables of a FO sentence that distinguishes between two independent random graphs (up to a constant additive term bounded by 4).

Note that the number of variables is an important measure of complexity of a FO sentence. In particular, the problem of deciding whether a graph on $n$ vertices satisfies a FO sentence with $k$ variables can be solved in time $O(n^k)$ (see [12 Proposition 6.6]).

If we fix a sequence of sentences $\varphi = \varphi(n)$ in advance, then due to the independency, $P(G_1^n \models \varphi, G_2^n \not\models \varphi) \leq \frac{1}{4}$. However, if we choose $\varphi$ depending on the graphs (i.e. $\varphi$ is random), then it may happen that the graphs are distinguishable with probability close to 1. Below we give very sharp answers to the following questions.
1. What is the minimum (not random) number of variables of a FO sentence \( \varphi \) such that 
\[ \Pr(G_1^n \models \varphi, G_2^n \not\models \varphi) \] is bounded away from 0 (or even equals \( 1/4 - o(1) \))?

2. What is the minimum (random) \( k \) such that \( G_1^n, G_2^n \) are \( k \)-distinguishable?

To get a naive lower bound in both questions (that turns out to be very sharp), let us recall that the graphs satisfying \( k \)-extension axioms (that we define below) are not \((k + 1)\)-distinguishable. The extension axiom \( \varphi_k \) is the FO sentence with \( k + 1 \) variables saying that, for every \( k \)-set and its partition \( A \cup B \), there exists a vertex \( x \) outside the set adjacent to all vertices in \( A \) and no vertex from \( B \). Due to the following claim (see \([12, \text{Lemma 12.7}]\)), in order to prove that whp \( G_1^n, G_2^n \) are not \( k \)-distinguishable, it is sufficient to prove that with probability \( 1 - o(1) \) (with high probability or briefly whp) the uniformly sampled random graph \( G_n \) on \([n]\) satisfies \( \varphi_{k-1} \).

**Claim 1** If \( G_1, G_2 \) satisfy \( \varphi_k \), then there is no sentence with \( k + 1 \) variables distinguishing between \( G_1, G_2 \).

By the union bound
\[
\Pr(G_n \not\models \varphi_k) \leq \binom{n}{k} 2^k \left( 1 - \frac{1}{2^k} \right)^{n-k} = e^{f^{\text{ext}}(k)},
\]
where
\[
f^{\text{ext}}(k) = k \ln n - k \ln k + k \ln 2 - n2^{-k} + O(\ln k).
\]
Note that \( f^{\text{ext}}(k) > k(1 + o(1)) \) if \( k > \log_2 n \) and, for all \( k \),
\[
f^{\text{ext}}(k + 1) - f^{\text{ext}}(k) = \ln n + n2^{-k-1} - O(\ln k).
\]
Therefore, there is a unique \( \hat{k} \in [1, n] \) such that \( f^{\text{ext}}(\hat{k}) = 0 \):
\[
\hat{k} = \log_2 n - 2 \log_2 \ln n + \log_2 \ln 2 + o(1).
\]
Clearly, \( e^{f^{\text{ext}}(\lfloor \hat{k} \rfloor)} \leq 1 + o(1) \) and \( e^{f^{\text{ext}}(\lfloor \hat{k} \rfloor - 1)} = o(1) \). From this, we immediately get that whp \( G_1^n, G_2^n \) are not \( \lfloor \hat{k} \rfloor \)-distinguishable. It turns out that the lower bound is sharp up to a constant additive term.

**Theorem 1** Let \( \hat{k} \in [1, n] \) be the unique root of the equation \( f^{\text{ext}}(k) = 0 \).

1. The minimum \( k \) such that there exists a FO sentence \( \varphi \) with \( k \) variables satisfying \( \Pr(G_1^n \models \varphi, G_2^n \not\models \varphi) = \frac{1}{4} - o(1) \) belongs to \( \{\lfloor \hat{k} \rfloor + 1, \ldots, \lfloor \hat{k} \rfloor + 4\} \).

2. The minimum \( k \) such that \( G_1^n \) and \( G_2^n \) are \( k \)-distinguishable belongs to \( \{\lfloor \hat{k} \rfloor + 1, \lfloor \hat{k} \rfloor + 2, \lfloor \hat{k} \rfloor + 3\} \) whp.
The lower bound in both parts of Theorem 1 is already proven. Note that a weaker but asymptotically sharp upper bound \( \log_2 n(1+o(1)) \) (it differs from the lower bound by \( \Theta(\ln \ln n) \)) in the second part of Theorem 1 follows from the upper bound for the minimum quantifier depth of a FO sentence that defines a random graph whp [11]. The reason of why the random graph whp can be defined by a FO sentence with quantifier depth \( O(\log n) \) is that whp every two vertices have non-isomorphic neighborhoods, and so the upper bound is obtained by recursion, where for every vertex we write a sentence describing its neighborhood. Our proof strategy is absolutely different. We prove the first part of Theorem 1 in Section 2. In Section 3 we show that the same approach as in the proof in Section 2 can be used to prove part 2 of Theorem 1.

2 Proof of Theorem 1 part 1

The desired sentence that distinguishes between two random graphs says that there exists a set \( S \) that induces a specific subgraph with some additional restrictions on adjacencies between this set and all the other vertices. Let us first note that we are forced to make this property monotone (by the reason explained further). For that, we make the restrictions on subgraphs that induced by \( S \) to be downward closed. In other words, we construct a sequence of families of graphs \( \mathcal{F}_0 \subset \mathcal{F}_1 \subset \ldots \) on the vertex set \([k]\) such that \( \mathcal{F}_i \) is downward closed and also closed under isomorphism. It can be easily done by adding at each step a full single isomorphism class such that its number of edges is the same as on the previous step if possible, and has one more edge otherwise (the initial family is just a singleton consisting of an empty graph). For the random variable \( X(i) \) that counts the number of sets \( S \subset [n] \) such that \( G_n[S] \) (subgraph of \( G_n \) induced on \( S \)) is isomorphic to a graph from \( \mathcal{F}_i \), and there is no vertex \( x \) outside \( S \) adjacent to all vertices in \( S \). Note that for convenience and in order to making the considered events monotone, here we weaken the ‘extendibility’ condition 3

2.1 Expectation

Let \( k \) be large and let \( \mathcal{F}_k \) be a family of graphs on \([k]\) closed under isomorphism. Consider a uniformly distributed random graph \( G_n \) on \([n]\), and let \( X^\mathcal{F}_k \) be the total number of \( k \)-sets \( S \subset [n] \) such that \( G_n[S] \) (subgraph of \( G_n \) induced on \( S \)) is isomorphic to a graph from \( \mathcal{F}_k \), and there is no vertex \( x \) outside \( S \) adjacent to all vertices in \( S \). Note that for convenience and in order to making the considered events monotone, here we weaken the ‘extendibility’ condition
in the extension axioms (we consider only the partition \( S = A \sqcup B \), where \( A = S \), and \( B = \emptyset \)). Luckily it does not affect significantly the upper bound. We get

\[
E X^F_{[k]} = \binom{n}{k} \frac{|F_k|}{2^{k(k-1)/2}} \left( 1 - \frac{1}{2^k} \right)^{n-k} = e^{f_F(k)},
\]

\[
f_F(k) = k \ln n - k \ln k + k + \ln |F_k| - \frac{k(k-1)}{2} \ln 2 - n 2^{-k} + O(\ln k).
\]

Let \( k_F \in \mathbb{R} \) be such that \( f_F(k_F) = 0 \).

Let \( F \) be a graph on \([k]\) with a trivial automorphism group (it is easy to see that such a graph exists for large enough \( k \) — in particular, the random graph has no symmetries whp \([4]\)) and \( F_k^* \) contains all isomorphic copies of \( F \), i.e. \(|F_k^*| = k!\). Let \( F^0_k \subset F^1_k \subset \ldots \) be a sequence of graph families on \([k]\) considered in the beginning of the proof, i.e.

1. \( F^0_k \) is a singleton set containing only an empty graph,
2. for every \( i \), \( F^i_k \setminus F^{i-1}_k \) is a set of all isomorphic copies of a single graph \( F_i \) on \([k]\),
3. for every \( i \), \( F^i_k \) is downward closed (i.e., if \( H_1 \subset H_2 \) are graphs on \([k]\), and \( H_2 \in F^i_k \), then \( H_1 \in F^i_k \) as well).

Note that, for every \( i \), \(|F^i_k| - |F^{i-1}_k| \leq k!\) implying that \( E X_{F^i_k} - E X_{F^{i-1}_k} \leq E X_{F^*} \). If we can prove that, for some specific \( k \), \( E X^i_k \to 0 \) while, for large enough \( i \), \( E X^i_k \to \infty \), then we may hope that there exists \( i \) such that \( E X^i_k \to \ln 2 \). To show this, it is sufficient to prove that \( E X^i_k \to 0 \).

Now we let \( F_k = F_k^* \) and \( k = k^* \). Recall that \( E X^F_{[k]} \leq 1 \) and \( E X^F_{[k]} \geq 1 \). Let \( \Delta := k - [k] \).

Then

\[
f_F(k) - f_F([k]) = k^2 \ln 2 \left( 2^\Delta - 1 + o(1) \right).
\]

In order to be certain that \( E X^F_{[k]} \to 0 \), we need \( 2^\Delta - 1 \) to be bounded away from 0. Moreover, in order to have \( E X^F_{[k]} \to \infty \) for some \( i \), we need \( 2^\Delta - 1 \) not to be very large. The sufficient restriction \( 0.05 < \Delta \leq 0.55 \) is considered in the next section. For other values of \( \Delta \), we might slightly modify the sentence (and this is the reason why we get concentration in 4 points instead of 2).

\subsection*{2.1.1} \( 0.05 < \Delta \leq 0.55 \)

If \( \Delta > 0.5 \), then \( E X^F_{[k]} = o(1) \). If, at the same time, \( \Delta \leq 0.55 \), then \( 2^\Delta - 1 < \frac{1}{2} \). Therefore,

\[
\frac{2^{(|[k]|)}}{k!} E X^F_{[k]} \gg e^{f_F(k)} = 1
\]

implying that \( E X^F_{[k]} \to \infty \), where \( F^*_k \) is the set of all graphs on \([k]\). Let us recall that, for every \( i \),

\[
E X^i_{[k]} + E X^0_{[k]} \leq E X^i_{[k]} \leq E X^i_{[k]} + E X^i_{[k]}.
\]
Note also that $E[X_{[k]}^{F^0}] = \frac{1}{k} E[X_{[k]}^{F^*}]$ implying that $E[X_{[k]}^{F^0}] = o(1)$. Due to (2), we get that there exists $\mu = \mu(k)$ such that

$$E[X_{[k]}^{F^\mu}] = \ln 2 + o(1)$$

as needed. Note that $\{X_{[k]}^{F^\mu} = 0\}$ is expressed by a FO sentence with $|k| + 1 = |k - 0.05| + 1 \leq |\hat{k}| + 2$ variables. The latter inequality follows from the fact that $f_{F^0}(\hat{k} + 1.05) \rightarrow \infty$ implying that $k < \hat{k} + 1.05$. We compute the second moment of $X_{[k]}^{F^\mu}$ in Section 2.2.2.

### 2.1.2 $0.55 < \Delta \leq 0.95$

If $0.55 < \Delta \leq 0.95$, then our goal is to modify the definition of $X_k$ in a way such that the factor $(1 - \frac{1}{2k})^{-k}$ becomes $(1 - \frac{3}{2k})^{-k}$. Having that, we will get that $k_\Delta$ becomes roughly $k_\Delta + \log_2 3$, and $\Delta$ becomes roughly $\Delta + \log_2 3 - 2 \leq \log_2 3 - 1.05 < 0.55$.

Let $Y_k^{\mathcal{F}}$ be the total number of tuples $(v_1, v_2, S)$, where $v_1 \neq v_2 \in [n], S \in ([n]\{v_1, v_2\})$ such that $G_{n}[S]$ is equal to a graph from $\mathcal{F}_k$, and there are no vertices $x$ outside $S \cup \{v_1, v_2\}$ adjacent to all vertices from $S$ and at least 1 vertex among $v_1, v_2$. We have

$$EY_k^{\mathcal{F}} = \left(\frac{n}{2}\right)\binom{n-2}{k} |\mathcal{F}_k| \left(1 - \frac{3}{2^{k+2}}\right)^{n-k-2} = e^{g_\mathcal{F}(k)},$$

$$g_\mathcal{F}(k) = (k + 2) \ln n - k \ln k + k + \ln |\mathcal{F}_k| - \frac{k(k-1)}{2} \ln 2 - 3n2^{-k-2} + O(\ln k).$$

Let $k_\mathcal{F}' \in \mathbb{R}$ be such that $g_\mathcal{F}(k_\mathcal{F}') = 0$. Note that

$$k_\mathcal{F}' = k_\mathcal{F} + \log_2 \frac{3}{4} + o(1) = k_\mathcal{F} + \log_2 3 - 2 + o(1).$$

As above, letting $\mathcal{F}_k = \mathcal{F}_k^*$ and $k' = k_\mathcal{F}'$, we get that

$$\Delta' := k' - |k'| = \Delta + \log_2 \frac{3}{2} + o(1) - \left[\Delta + \log_2 \frac{3}{2} + o(1)\right] \in (0.1, 0.55)$$

since $0.55 < \Delta \leq 0.95$. Then $EY_{[k']}^{\mathcal{F}} = o(1)$ and

$$g_\mathcal{F}(k') - g_\mathcal{F}(|k'|) = (k')^2 \ln 2 \left(2^{\Delta'} - 1 + o(1)\right) < (k')^2 \ln 2 (0.47 + o(1))$$

implying that

$$\frac{2^{k'}}{k'}! \cdot EY_{[k']}^{\mathcal{F}} \gg e^{g_\mathcal{F}(k')} = 1.$$
As above, we get that there exists $\mu' = \mu'(k)$ and $\mathcal{F}_k^{\mu'}$ containing all isomorphic copies of $\mu'$ non-isomorphic graphs on $[k]$ such that

$$\mathbb{E}Y_{[k']^{\mu'}} = \ln 2 + o(1).$$

There exists a FO sentence describing \{\(Y_{[k']^{\mu'}} = 0\)\} with

$$\lfloor k' \rfloor + 3 \leq \lfloor k + 0.6 \rfloor + 3 \leq \lceil k \rceil + 4$$

variables. The inequalities follow from the fact that $g_{\mathcal{F}^*}(\hat{k} + 0.6) \to \infty$. We compute the second moment of $Y_{[k']^{\mu'}}$ in Section 2.2.3.

2.1.3 $\Delta \leq 0.05$ or $\Delta > 0.95$

Finally, let either $\Delta \leq 0.05$ or $\Delta > 0.95$ and $Z_k^\mathcal{F}$ be the total number of tuples $(v_1, v_2, v_3, S)$, where $v_1, v_2, v_3 \in [n]$ are distinct, $S \subseteq \binom{[n]}{3} \setminus \{v_1, v_2, v_3\}$ such that $G_n[S]$ is equal to a graph from $\mathcal{F}_k$, and there are no vertices $x$ outside $S \cup \{v_1, v_2, v_3\}$ adjacent to all vertices from $S$ and either to $v_3$ or to both $v_1, v_2$. We have

$$EZ_k^\mathcal{F} = 3 \left(\begin{array}{c} n \\ 3 \end{array} \right) \left(\begin{array}{c} n - 3 \\ k \end{array} \right) \frac{\left|\mathcal{F}_k\right|}{2^{\binom{k}{2}}} \left(1 - \frac{5}{2k + 3}\right)^{n-k-3} = e^{h_{\mathcal{F}}(k)},$$

$$h_{\mathcal{F}}(k) = (k + 3) \ln n - k \ln k + k + \ln |\mathcal{F}_k| - \frac{k(k - 1)}{2} \ln 2 - 5n2^{-k-3} + O(\ln k).$$

As above, letting $k'' \in \mathbb{R}$ be such that $f_{\mathcal{F}}(k''^*) = 0$, $\mathcal{F}_k = \mathcal{F}_k^*$, $k'' = k''^*$, $\Delta'' := k'' - \lfloor k'' \rfloor$, we get that

$$\Delta'' = k'' - \lfloor k'' \rfloor = \Delta + \log_2 \frac{5}{4} + o(1) - \left[\Delta + \log_2 \frac{5}{4} + o(1)\right] \in (0.25, 0.4)$$

implying

$$EZ_{[k'']}^\mathcal{F} = o(1), \quad \frac{2^{\binom{k''}{2}}}{k''^!}EZ_{[k'']}^\mathcal{F} \gg e^{h_{\mathcal{F}}(k'')} = 1$$

and the existence of $\mu'' = \mu''(k)$ and $\mathcal{F}_k^{\mu''}$ containing all isomorphic copies of $\mu''$ non-isomorphic graphs on $[k]$ such that

$$EZ_{[k'']}^\mathcal{F} = \ln 2 + o(1).$$

There exists a FO sentence describing \{\(Z_{[k'']}^{\mathcal{F}^{\mu''}} = 0\)\} with

$$\lfloor k'' \rfloor + 4 = \lfloor k'' - 0.25 \rfloor + 4 \leq \lceil \hat{k} - 0.09 \rceil + 4 \leq \lceil k \rceil + 4$$

variables. The inequalities follow from the fact that $h_{\mathcal{F}^*}(\hat{k} + 0.16) \to \infty$. We compute the second moment of $Z_{[k'']}^{\mathcal{F}^{\mu''}}$ in Section 2.2.4.
2.2 The second moment and \( \varphi \)-mixing

Let us recall that the \( m \)th factorial moment of a random variable \( \xi \) is \( \mathbb{E} \xi^{(m)} = \mathbb{E} \xi(\xi-1) \ldots (\xi-m+1) \) and that, for \( \xi \sim \text{Pois}(\lambda) \), \( \mathbb{E} \xi^{(m)} = \lambda^m \). It is well known that convergences of moments imply the convergence in distribution (in particular, in the case of the convergence to a Poisson random variable), see, e.g., \cite[Theorem 30.2]{2}. Therefore, in order to prove the first part of Theorem 1, it is sufficient to show that the \( m \)th factorial moment of a random variable, see, e.g., \cite[Theorem 30.2]{2}. Therefore, in order to prove the first part of Theorem 1, it is sufficient to show that the second factorial moment approaches \( (\ln 2)^2 \) while computing \( m \)th moments for \( m \geq 3 \) is not so evident. So, instead of computing all moments, we bound the probability of non-existence from below and above using \cite[Lemmas 4.1, 4.2]{9}. Let us recall these bounds.

Let \( A_1, \ldots, A_N \) be arbitrary events, and \( X = \sum_{i=1}^{N} I[A_i] \) count the number of events that occur. Consider an arbitrary directed graph \( D \) on the vertex set \([N]\), and define

\[
\psi_1 = \sum_{i=1}^{N} \sum_{(j,i) \in D, j < i} P(A_i \cap A_j), \quad \psi_2 = \sum_{i=1}^{N} \sum_{(j,i) \in D, j < i} P(A_i)P(A_j),
\]

\[
\varphi = \max_i |P(U_{(j,i) \notin D, j < i} A_i) - P(U_{(j,i) \notin D, j < i} A_j)|.
\]

In \cite{9}, it is proven that if \( \psi_1, \varphi = o(1) \), then \( P(X = 0) = \prod_{i=1}^{N} (1 - P(A_i)) + o(1) \).

Let \( X := X_{[k]}^\mu \), \( Y := Y_{[k']}^\mu \), \( Z := Z_{[k'']}^\mu \). Note that \( X = \sum_{i \in [(n)]} X_i \), where \( X_i = I[A_i^X] \) is Bernoulli random variable equals to 1 if the event \( A_i^X \) holds;

\[
A_i^X = \{ \text{ith } k\text{-set } S_i \text{ induces a copy of a graph from } \mathcal{F}^\mu \text{ in } G_n, \]

and there are no vertices outside \( S_i \) adjacent to all vertices of \( S_i \} \).

In the same way, we define \( Y = \sum_{i \in [(n-2)]} Y_i \), \( Z = \sum_{i \in [(n-3)]} Z_i \), where \( Y_i = I[A_i^Y] \), \( Z_i = I[A_i^Z] \).

\[
A_i^Y = \{ \text{ith } k\text{-tuple } (v_1^i, v_2^i, S_i) \text{ is such that } S_i \text{ induces a graph from } \mathcal{F}^\mu \text{ in } G_n, \]

and there are no \( u \notin S_i \sqcup \{ v_1^i, v_2^i \} \) adjacent to all vertices of \( S_i \) and at least 1 vertex among \( v_1^i, v_2^i \} \).

\[
A_i^Z = \{ (v_1^i, v_2^i, v_3^i, S_i) \text{ is such that } S_i \text{ induces a graph from } \mathcal{F}^\mu \text{ in } G_n, \]

and no \( u \notin S_i \sqcup \{ v_1^i, v_2^i, v_3^i \} \) is adjacent to all vertices of \( S_i \) and to either \( v_3^i \) or to both \( v_1^i, v_2^i \} \).

We define \( D^X, D^Y, D^Z \) in the most naive way: \( (i, j) \in E(D^{(i)}) \), if the \( i \)th and \( j \)th tuples are distinct and overlap. For these tuples of events we define \( (\psi_1^X, \psi_2^X, \varphi^X), (\psi_1^Y, \psi_2^Y, \varphi^Y), (\psi_1^Z, \psi_2^Z, \varphi^Z) \) as suggested above. If we show that all these parameters approach 0, then we immediately get \( P(X = 0) = e^{-EX(1+o(1))} = \frac{1}{2} + o(1) \), and the same holds for \( Y \) and \( Z \). Let us first show that \( \varphi^X, \varphi^Y, \varphi^Z = o(1) \).
2.2.1 $\varphi$-mixing

Note that $P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \bigg| A^X_i \right) - P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \right)$ is bounded from above by the probability that there exists a set $S_j$ such that

- $(j, i) \not\in D^X, j < i$,
- $S_j$ induces a copy of a graph from $\mathcal{F}^\mu$,
- there are no vertices outside $S_i \cup S_j$ adjacent to all vertices of $S_j$,
- and there is a vertex from $S_i$ that is adjacent to all vertices from $S_j$.

Therefore,

$$P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \bigg| A^X_i \right) - P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \right) \leq EX(1 - (1 - 2^{-k})^k)(1 + o(1)) \to 0. \quad (3)$$

On the other hand,

$$P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \bigg| A^X_i \right) = \frac{P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \cap A^X_i \right)}{P(A^X_i)}.$$

By construction, the events $\bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j$ and $A^X_i$ are monotone decreasing. Therefore, by FKG inequality [10, Theorem 2.12],

$$P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \right) \geq P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \right) P(A^X_i)$$

implying that

$$P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \bigg| A^X_i \right) \geq P\left( \bigcup_{(j,i) \not\in D^X \cap j<i} A^X_j \right). \quad (4)$$

Combining (3) with (4), we get that $\varphi^X = o(1)$ as needed.

The bounds for $\varphi^Y$ and $\varphi^Z$ are the same: the lower bound is immediate since $A^Y_i, A^Z_i$ are decreasing events. The upper bounds are similar to (3). Indeed, $P\left( \bigcup_{(j,i) \not\in D^Y \cap j<i} A^Y_j \bigg| A^Y_i \right) - P\left( \bigcup_{(j,i) \not\in D^Y \cap j<i} A^Y_j \right)$ is bounded from above by the probability that there exists a tuple $(v^1_j, v^2_j, S_j)$ such that

- $(j, i) \not\in D^Y, j < i$,
- $S_j$ induces a copy of a graph from $\mathcal{F}^{\nu'}$,
- there are no vertices outside $\{v^1_j, v^2_j, v^1_i, v^2_i\} \sqcup S_i \sqcup S_j$ adjacent to all vertices of $S_j$ and at least 1 vertex among $v^1_j, v^2_j$,
- there is a vertex from $S_i \sqcup \{v^1_i, v^2_i\}$ that is adjacent to all vertices from $S_j$ and at least 1 vertex among $v^1_j, v^2_j$. 
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Then
\[
P\left( \bigcup_{(j,i) \notin \mathcal{D}_r : j < i} A_j^2 \mid A_i^2 \right) - P \left( \bigcup_{(j,i) \notin \mathcal{D}_r : j < i} A_j^2 \right) \leq EY \left( 1 - (1 - 3 \cdot 2^{-k-2})^{k+2} \right) (1 + o(1)) \to 0.
\]
The proof of the upper bound
\[
P\left( \bigcup_{(j,i) \notin \mathcal{D}_r^z : j < i} A_j^2 \mid A_i^2 \right) - P \left( \bigcup_{(j,i) \notin \mathcal{D}_r^z : j < i} A_j^2 \right) \leq EZ \left( 1 - (1 - 5 \cdot 2^{-k-3})^{k+3} \right) (1 + o(1)) \to 0
\]
is identical.

### 2.2.2 The second moment of $X$

We here compute the second moment of $X := X_{[k]}^{d^n}$ or, more precisely, show that $\psi_1^X = o(1)$ and $\psi_2^X = o(1)$. We have

\[
\psi_1^X \leq \sum_{s=1}^{k-1} \binom{n}{k} \binom{k}{s} \binom{n-s}{k-s} \frac{|F_k^\mu|^2}{2^{k/2} \binom{k}{s}} \left( 1 - \frac{1}{2^s} + \frac{1}{2} \left( 1 - \frac{1}{2^{k-s}} \right)^2 \right) ^{n-2k+s}
\]

\[
\leq \left( \frac{n}{k} \right)^2 \frac{|F_k^\mu|^2}{2^{k/2} \binom{k}{s}} \sum_{s=1}^{k-1} \frac{k^s}{s!} \frac{k^s}{n^s} \left( 1 - \frac{2}{2^k} + \frac{1}{2^{2k-s}} \right) ^{n-2k+s}
\]

\[
\leq (EX)^2 (1 + o(1)) \sum_{s=1}^{k-1} \left( \frac{ek^2}{sn} \frac{s-1}{s} \right)^s \exp \left[ \frac{n}{2^{2k-s}} \right].
\]

There is $s_0 = k(1 - o(1))$ such that $\frac{n}{2^{2k-s}} = o(1)$ for all $s \leq s_0$. If $s_0 < s \leq k - 1$, then $\frac{n}{2^{2k-s}} = \frac{k^2 \ln n}{4} (1 + o(1))$. Therefore,

\[
\frac{\psi_1^X}{(EX)^2} \leq (1 + o(1)) \left( \sum_{s=1}^{s_0} \left( \frac{ek^2}{sn} \frac{s-1}{s} \right)^s \right.
\]

\[
+ \sum_{s=s_0+1}^{k-1} \exp \left[ -s \ln n + \frac{s^2}{2} \ln 2 \right] (1 + o(1)) \left( \frac{k^2 \ln 2}{4} (1 + o(1)) \right) \]

\[
\leq \sum_{s=1}^{s_0} \left( \frac{k^2}{2^{k/2}} \right)^s + \sum_{s=s_0+1}^{k-1} \exp \left[ - (1 + o(1)) \frac{k^2 \ln 2}{2} + \frac{k^2 \ln 2}{4} (1 + o(1)) \right] = o(1).
\]

Moreover,

\[
\psi_2^X = \sum_{s=1}^{k-1} \binom{n}{k} \binom{k}{s} \binom{n-k}{k-s} \left( \frac{|F_k^\mu|^2}{2^{k/2} \binom{k}{s}} \left( 1 - \frac{1}{2^k} \right) ^{n-k} \right)^2
\]

\[
= (EX)^2 \sum_{s=1}^{k-1} \binom{k}{s} \binom{n-k}{k-s} \left( \frac{ek^2}{sn} \right)^s \leq (EX)^2 \sum_{s=1}^{k-1} \left( \frac{ek^2}{sn} \right)^s = o(1).
\]
Note that, since $A_i^X$ are monotone decreasing, by FKG inequality, we have that $P(A_i^X \cap A_j^{X'}) \geq P(A_i^X)P(A_j^{X'})$ for all $i,j$. Therefore, $\phi_2^X \leq \phi_1^X$, and the same holds for $Y$ and $Z$. Therefore, we are actually not obliged to compute $\phi_2$ — it is sufficient to prove that $\phi_1 = o(1)$.

In the next two sections, we show that $\phi_1^Y = o(1)\ , \phi_2^Z = o(1)$, and this finishes the proof of the first part of Theorem 11.

### 2.2.3 The second moment of $Y$

Let $F$ be the family of graphs on $[k+2]$ that is obtained from $F_k^\mu$ by transforming each $F \in F_k^\mu$ into all possible $2^{k+2}$ graphs on $[k+2]$ containing $F$ as a subgraph.

We separately count contributions to $\psi_1^Y$ of pairs of overlapping tuples that have at most $k$ vertices in common, and pairs of tuples that have $k+1$ vertices in common. For any two tuples $(v_i^1, v_i^2, S_i)$ and $(v_j^1, v_j^2, S_j)$ that share $s \leq k$ vertices and a vertex $z \notin \{v_i^1, v_i^2, v_j^1, v_j^2\} \cup S_i \cup S_j$, the probability that $z$ is adjacent to all vertices of $S_i \cup S_j$ at least 1 vertex among $v_i^1, v_i^2$ and at least 1 vertex among $v_j^1, v_j^2$, is at most $\frac{9}{2^{2k+4-s}}$. Moreover, if $s = k+1$, then this probability can be bounded by $\frac{5}{2^{k+3}}$ since its maximum is achieved when $S_i = S_j$, $v_i^2 = v_j^2$, and $v_i^1 \neq v_j^1$. In this case, there are exactly 5 ways to draw edges from $z$ to $(v_i^1, v_i^2, S_i)$ and $(v_j^1, v_j^2, S_j) \cup S_j$ that satisfies the mentioned restrictions.

Therefore, we get

$$\psi_1^Y \leq \sum_{s=1}^{k} \binom{n}{k+2} \binom{k+2}{s} \binom{n-k-2}{k+2-s} \binom{k+2}{2} \frac{|F|^2}{2^{2(k+2)-(k-s)}} \left(1 - 2 \cdot \frac{3}{2^{k+2}} + \frac{9}{2^{2k+4-s}}\right)^{s-2(k+1)}$$

$$+ \left(\frac{n}{k+2}\right)(k+2)(n-k-2) \binom{k+2}{2} \frac{|F|^2}{2^{2(k+2)-(k+1)}} \left(1 - 2 \cdot \frac{3}{2^{k+2}} + \frac{5}{2^{k+3}}\right)^{n-k-3}$$

$$\leq ((EY)^2 + o(1)) \left(\frac{\sum_{s=1}^{k} \binom{k}{2} \binom{n-k-2}{k+2-s} \binom{k+2}{2} \frac{9n}{2^{2k+4-s}}}{n^{k+2}}\right)$$

$$+ \frac{(k+2)(n-k-2)}{n^{k+2}} \frac{2^{(k+1)}}{2^{2(k+1)}} \left(\frac{9n}{2^{2k+4-s}}\right)$$

$$\leq ((EY)^2 + o(1)) \left(\frac{\sum_{s=1}^{k} \binom{k}{2} \binom{n-k-2}{k+2-s} \binom{k+2}{2} \frac{9n}{2^{2k+4-s}}}{n^{k+2}}\right) + \frac{(k+2)!}{n^{k+2}} \frac{2^{(k+1)}}{2^{2(k+1)}} \left(\frac{9n}{2^{2k+4-s}}\right)$$

There is $s_0 = k(1-o(1))$ such that

$$\frac{n}{2^{2k+4-s}} = o(1) \text{ for all } s \leq s_0.$$

If $s_0 < s \leq k$, then

$$\frac{9n}{2^{2k+4-s}} \leq \frac{3}{4} \cdot \frac{3n}{2^{k+2}} = \frac{3k^2 \ln 2}{8}(1 + o(1)).$$

In the same way,

$$\frac{5n}{2^{k+3}} = \frac{5k^2 \ln 2}{12}(1 + o(1)).$$
Therefore,

\[
\frac{\psi^Y}{(EY)^2} \leq (1 + o(1)) \sum_{s=1}^{s_0} \left( \frac{e(k+2)^2}{sn} \right)^s \left( \frac{2^{s-1}}{2^{s-1}} \right) + \exp \left[ \left( -k \ln n + \frac{k^2}{2} \ln 2 \right) \left( 1 + o(1) \right) + \frac{5k^2 \ln 2}{12} \left( 1 + o(1) \right) \right]
+ \exp \left[ \left( -s \ln n + \frac{s^2}{2} \ln 2 \right) \left( 1 + o(1) \right) + \frac{3k^2 \ln 2}{8} \left( 1 + o(1) \right) \right]
\leq (1 + o(1)) \sum_{s=1}^{s_0} \left( \frac{k^2}{2k/2} \right)^s + \sum_{s=s_0+1}^k \exp \left[ - \left( 1 + o(1) \right) \frac{k^2 \ln 2}{8} \right]
+ \exp \left[ - \left( 1 + o(1) \right) \frac{k^2 \ln 2}{12} \right] = o(1).
\]

### 2.2.4 The second moment of \( Z \)

Let \( \mathcal{F} \) be the family of graphs on \([k+3]\) that is obtained from \( \mathcal{F}^{\mu''}_k \) by transforming each \( F \in \mathcal{F}^{\mu''}_k \) into all possible \( 2^{3+3k} \) graphs on \([k+3]\) containing \( F \) as a subgraph.

For any two tuples \((v^1_i, v^2_i, v^3_i, S_i)\) and \((v^1_j, v^2_j, v^3_j, S_j)\) that share \( s \leq k \) vertices and a vertex \( z \notin \{v^1_i, v^2_i, v^3_i, v^1_j, v^2_j, v^3_j\} \cup S_i \cup S_j \), the probability that \( z \) is adjacent to all vertices of \( S_i \cup S_j \), either to \( v^3_i \), or to both \( v^1_i, v^2_i \), and either to \( v^3_j \), or to both \( v^1_j, v^2_j \), is at most \( 25 \). Moreover, if \( s = k + 1 \), then this probability can be bounded by \( \frac{25}{2^{k+5}} \) since its maximum is achieved when \( S_i = S_j, v^3_i = v^3_j, v^1_i, v^2_i, v^1_j, v^2_j \) are all distinct. Finally, if \( s = k + 2 \), then this probability can be bounded by \( \frac{9}{2^{k+5}} \) since its maximum is achieved when \( S_i = S_j, v^3_i = v^3_j, v^1_i = v^1_j \), and \( v^1_i \neq v^1_j \).

We have

\[
\psi^Z \leq \sum_{s=1}^k 9 \left( \binom{n}{k+3} \binom{k+3}{s} \binom{n-k-3}{k+3-s} \binom{k+3}{3} \right)^2 \frac{|\mathcal{F}|^2}{2^{(k+3)-(s/2)}} \left( 1 - 2 \cdot \frac{5}{2^{k+3}} + \frac{25}{2^{2k+6-s}} \right)^{n-2k-6+s}
+ \sum_{s=s_0+1}^k \exp \left[ - \left( 1 + o(1) \right) \frac{k^2 \ln 2}{8} \right]
\leq (EZ)^2 + o(1) \left( \sum_{s=1}^k \frac{\binom{k+3}{s} \binom{n-k-3}{k+3-s} \binom{n}{k+3}}{\binom{n}{k+3}} \right) \binom{2}{s} \exp \left[ \frac{25n}{2^{k+5}} \right]
+ \frac{\binom{k+3}{2} \binom{n-k-3}{k+3} \binom{n}{k+3}}{\binom{n}{k+3}} \binom{2}{s} \exp \left[ \frac{17n}{2^{k+5}} \right] + \frac{\binom{k+3}{2} \binom{n-k-3}{k+3} \binom{n}{k+3}}{\binom{n}{k+3}} \binom{2}{s} \exp \left[ \frac{9n}{2^{k+4}} \right]
\]
\[
\leq ((EZ)^2 + o(1)) \left( \sum_{s=1}^{k} \left( \frac{e(k+3)^2}{sn} \right)^s \cdot 2^{s-1} \right) \exp \left[ \frac{25n}{2^{k+6-s}} \right] + \frac{(k+3)!}{n^k} 2^{\left( \frac{k+1}{2} \right)} \exp \left[ \frac{17n}{2^{k+5}} \right] + \frac{(k+3)!}{n^{k+1}} 2^{\left( \frac{k+2}{2} \right)} \exp \left[ \frac{9n}{2^{k+4}} \right].
\]

As above we find \( s_0 = k(1 - o(1)) \) such that \( \frac{n}{2^{k+6-s}} = o(1) \) for all \( s \leq s_0 \). Then

\[
\frac{\psi Z}{(EZ)^2} \leq (1 + o(1)) \sum_{s=1}^{s_0} \left( \frac{e(k+3)^2}{sn} \right)^s \cdot 2^{s-1} \exp \left[ \left( -k \ln n + \frac{k^2}{2} \ln 2 + \frac{9k^2 \ln 2}{20} \right) \right] + \exp \left[ \left( -k \ln n + \frac{k^2}{2} \ln 2 + \frac{17k^2 \ln 2}{40} \right) \right] + \sum_{s=s_0+1}^{k} \exp \left[ \left( -k \ln n + \frac{k^2}{2} \ln 2 + \frac{5k^2 \ln 2}{16} \right) \right] \leq (1 + o(1)) \sum_{s=1}^{s_0} \left( \frac{k^2}{2^{k/2}} \right)^s \exp \left[ -\left( 1 + o(1) \right) \frac{k^2 \ln 2}{20} \right] = o(1).
\]

3 Proof of Theorem 1 part 2

The proof strategy is very similar. The difference is that, instead of finding a monotone isomorphism-closed family of graphs such that the respective expected number is asymptotically a constant, we find a set \( S_1 \) in one of the random graphs (say, \( G_1 \)) that is ‘non-extendible’ in some sense, and show that in the other random graph whp any set \( S_2 \) that induces a subgraph isomorphic to \( G_1[S] \) is extendible.

Consider a uniformly distributed random graph \( G_n \) on \([n]\), and let \( X_k \) be the total number of \( k \)-sets \( S \subset [n] \) such that there is no vertex \( x \) outside \( S \) adjacent to all vertices in \( S \). Then

\[
EX_k = \binom{n}{k} \left( 1 - \frac{1}{2^k} \right)^{n-k} = e^{f(k)}, \quad \text{where} \quad f(k) = k \ln n - k \ln k + k - n2^{-k} + O(\ln k).
\]

Let \( k \in \mathbb{R} \) be such that \( f(k) = 0 \). Note that \( EX_{[k]} \leq 1 \) and \( EX_{[k]} \geq 1 \). Let \( \Delta := [k] - k \). Then

\[
f([k]) - f(k) = k^2 \ln 2 \left( 1 - 2^{-\Delta} + o(1) \right).
\]

Note that we need \( EX_{[k]} \to \infty \) in order to find in the first random graph a non-extendible \([k]-set \). Also, we need \([k]!2^{(\frac{[k]}{2})} [k]!2^{(\frac{[k]}{2})} \to 0 \) in order to show that in the second random graph there is no non-extendible \([k]-set \) that induces a graph isomorphic to the graph induced by \( S \) in the first random graph.

In order to be certain that \( EX_{[k]} \to \infty \), we need \( 1 - 2^{-\Delta} \) to be bounded away from 0. Moreover, in order to have \([k]!2^{(\frac{[k]}{2})} \to 0 \), we need \( 1 - 2^{-\Delta} \) not to be very large. Let us
first consider the sufficient restriction $0.05 \leq \Delta \leq 0.95$. For other values of $\Delta$, we will slightly modify the sentence in the same way as it was done in Section 2.1.2.

Since $1 - 2^{-\Delta}$ is bounded away both from 0 and from 1/2, we get that $EX_{[k]} \to \infty$ and $[k]!2^{(-[k]})EX_{[k]} \to 0$.

On the one hand, it means that $P(X_{[k]} > 0) \to 1$. Indeed, to show this, it is sufficient (by Chebyshev’s inequality) to prove that $EX_{[k]}(X_{[k]} - 1) = (1 + o(1))(EX_{[k]})^2$. Note that this second factorial moment equals to the summation over all choices of pairs of distinct $[k]$-set $S_1, S_2$ of the probability $P_{t,j}$ that each of the sets does not have a vertex outside adjacent to all vertices inside. In Section 2.2.2, we showed that the contribution of intersecting pairs is $o((EX_{[k]})^2)$. The contribution of non-intersection pairs is at most

$$\left(\frac{n}{[k]}\right)^2 \left(1 - \frac{2}{[k]}\right)^{n-2[k]} \sim (EX_{[k]})^2$$
as needed.

On the other hand, for a given graph $F$ on $[k]$, by the union bound, the probability that there is a set $S$ in $G(n, p)$ that induces a subgraph isomorphic to $F$ such that every vertex outside $S$ is not adjacent to at least 1 vertex of $S$ is at most

$$\left(\frac{n}{[k]}\right)[k]! \left(\frac{[k]}{2^{([k]}}}\right) \left(1 - \frac{1}{2[k]}\right)^{n-[k]} \to 0.$$

Note that $k = \hat{k} + o(1)$ (recall that $\hat{k}$ is defined in Section 11 as the unique root of the equation $f_{\text{ext}}(k) = 0$) implying (since $\Delta \geq 0.05$) that $[k] = [\hat{k}] = [\hat{k}] + 1$. The sentence requires $[k] + 1 \leq [\hat{k}] + 2$ variables.

Finally, let either $\Delta < 0.05$, or $\Delta > 0.95$. Let $Y$ be the total number of tuples $(v_1, v_2, S)$, where $v_1 \neq v_2 \in [n]$, $S \in ([n] \setminus \{v_1, v_2\})$, such that there are no vertices $x$ outside $S \cup \{v_1, v_2\}$ adjacent to all vertices from $S$ and at least 1 vertex among $v_1, v_2$. We have

$$EY_{\hat{k}} = \binom{n}{2} \binom{n-2}{k} \left(1 - \frac{3}{2^{k+2}}\right)^{n-k-2} = e^{g(k)},$$

$$g(k) = (k + 2) \ln n - k \ln k + k - 3n2^{-k-2} + O(\ln k).$$

Let $k' \in \mathbb{R}$ be such that $g(k') = 0$. Note that $k' = k + \log_2 3 - 2 + o(1)$ and

$$\Delta' := k' - [k'] = \Delta + \log_2 \frac{3}{2} + o(1) - \left[\Delta + \log_2 \frac{3}{2} + o(1)\right] \in (0.5, 0.65).$$

Then $EY_{[k']} \to \infty$ and $[k']!2^{(-[k'])}EY_{[k']} \to 0$ as needed. In the same way as above, applying the bounds from Section 2.2.3 and Chebyshev’s inequality, we get that $P(Y_{[k']} > 0) \to 1$. Also, for a given graph $F$ on $[[k']]$, by the union bound, the probability that there are a set $S$ and a
pair of distinct vertices $v_1, v_2$ outside $S$ in $G(n, p)$ such that $S$ induces a subgraph isomorphic to $F$ and every common neighbor $u \notin \{v_1, v_2\}$ of $S$ is not adjacent to any of $v_1, v_2$ is at most

$$\binom{n}{2} \left( \frac{n-2}{k} \right) \frac{[k]!}{2^{|k|}} \left( 1 - \frac{3}{2^{|k|+2}} \right)^{n-[k]-2} \to 0.$$ 

This finishes the proof of part 2 of Theorem 1 since the number of variables we need is $[k'] + 3 = [k + \log_2 3 - 2 + o(1)] + 3 = [\hat{k}] + 2 \leq \hat{k} + 3$.

4 Other logics and models of random graphs

Let us note that our results are immediately extended to infinite FO logic with finitely many variables [12, Section 11.1] since two graphs that satisfy the extension axiom $\varphi_k$ are not distinguishable in the fragment of this logic with $k + 1$ variables as well [12, Proposition 11.8]. On the other hand, there are monadic second order sentences such that their truth probability does not converge on $G_n$ to 0 or 1. Actually, 1 existential monadic quantifier and 2 FO variables is enough [13] to distinguish between two independent uniformly distributed random graph on $[n]$ at least for some sequences of $n$ (note that in the cited paper it is proven that there exist a sentence $\varphi$ and two sequences $n_i, m_i$ such that $P(G_{n_i} \models \varphi) \to 0$ and $P(G_{m_i} \models \varphi)$ is bounded away from 0; however, it is easy to see that the same method can be applied to show that there exists a sequence $n_i$ such that $P(G_{n_i} \models \varphi)$ is bounded away both from 0 and 1 for the same sentence $\varphi$). It would be interesting to know if the same number of variables is sufficient for all large enough $n$ to distinguish between two independent random graphs on $[n]$. It would also be of interest to study distinguishability of random graphs with other probability distributions. In particular, the classical 0-1 law [5, 7] can be generalized to the binomial random graph $G(n, p)$ for a wide range of edge probabilities $p$ (note that $p = 1/2$ corresponds to the considered in the paper uniform distribution): if $np^\alpha \to \infty$ for all $\alpha > 0$, then $G(n, p)$ obeys FO 0-1 law [17]. Our results can be also generalized to the same range of $p = p(n)$. In particular, for every constant $p \in (0, 1)$, we will also get concentration of the minimum number of variables required to distinguish between two random graphs in a set of constantly many numbers. Note that, in [11], it is proven that, for $p = 1/2$, there exists a sequence $\{n_i\}_{i \in \mathbb{N}}$ such that whp the minimum quantifier depth (and, therefore, the number of variables) of a FO sentence defining $G(n_i, 1/2)$ is concentrated in a set of 5 consecutive numbers. However, it is not clear if there is a constant-size concentration interval for the whole sequence of $n$ and also for other constant $p \in (0, 1)$.

The case $p = n^{-\alpha}$ is different. When $\alpha$ is rational and belongs to $(0, 1]$ or $\alpha = 1 + \frac{1}{m}$ for some $m \in \mathbb{N}$, then $G(n, p)$ does not obey FO 0-1 law [16] since, for any such $\alpha$, there exists a constant size strictly balanced graph with density $1/\alpha$ [14], and the number of isomorphic copies of such a graph in $G(n, n^{-\alpha})$ converges in distribution to a Poisson random variable (see [10, Theorem 3.19]). Therefore, with probability bounded away from 0, two independent copies of $G(n, p)$ can be distinguished by a FO sentence with constant number of variables.
(equal to the number of vertices in the mentioned strictly balanced graph). It is also not hard to see that, for every $\varepsilon > 0$, there exists a constant $k = k(\varepsilon)$ such that two independent random graphs are $k$-distinguishable with probability at least $1 - \varepsilon$, since the joint distribution of the numbers of copies of different strictly balanced graphs with the same density $1/\alpha$ converges to a vector of independent Poisson random variables (see [10, Remark 3.20]). It is not so clear how to construct a fix sentence with constantly many variables that distinguishes between two independent random graphs with probability arbitrarily close to $1 - \varepsilon$. However, we believe that this is possible and boils down to constructing strictly balanced graphs with fixed densities and linearly (in the number of vertices) growing number of automorphisms.

If $\alpha > 1$ and $\alpha \neq 1 + \frac{1}{m}$ for any $m \in \mathbb{N}$, then whp $G(n, p = n^{-\alpha})$ is a forest such that every tree with at most $\left\lfloor \frac{1}{\alpha} - 1 \right\rfloor$ vertices appears as a component in $G(n, p)$ at least $n^\varepsilon$ times (for sufficiently small constant $\varepsilon > 0$), and there are not trees of size $\left\lfloor \frac{1}{\alpha} - 1 \right\rfloor$ (see, e.g., [10, Theorems 3.4, 3.29]). Moreover, the number of components isomorphic to a fixed small tree satisfies the central limit theorem [15]. From this, it is not hard to derive that $n^\varepsilon$ variables is needed to distinguish between two independent copies of $G(n, p)$, and that this number is not concentrated in any bounded interval whp.

The most intriguing case is when $\alpha \in (0, 1)$ is irrational. Then the random graph $G(n, p = n^{-\alpha})$ obeys FO 0-1 law [16]. So, any fixed sentence does not distinguish between two independent random graphs whp. In the same way as in the case of rational $\alpha$, one may consider an infinite sequence of strictly balanced graphs $H_i$, $i \in \mathbb{N}$, such that the density $\rho(H_i) = \frac{|E(H_i)|}{|V(H_i)|}$ approaches $\frac{1}{\alpha}$ as $i \to \infty$. However, in order to make the expected number of $H_i$ to be asymptotically a constant, we need $|V(H_i)| = \Omega(\ln n)$. Nevertheless, we conjecture that for every $\varepsilon > 0$ and every $\frac{1}{2} < p < n^{-\varepsilon}$, the minimum number of variables of a FO sentence that distinguishes between two independent copies of $G(n, p)$ is $o(\ln n)$.

Finally, let us mention other random graph models, in particular random $d$-regular graphs $G_{n, d}$. Note that, in the dense case (say, $d = \frac{1}{2}n(1 + o(1))$), FO 0-1 law holds [8]. However, our results can not be immediately translated using, say, sandwiching techniques [6] since we need the coupling $G(n, p_1) \subset G_{n, d} \subset G(n, p_2)$ with $p_1, p_2$ very close to $d$ in order to translate the results, but this is not likely to be true. However, we believe that an analogue of Theorem 1 holds true for $G_{n, d}$ as well. Let us also mention the sparse case of constant degree $d$: two random $d$-regular graphs can be distinguished with constantly many variables since there is no FO 0-1 law due to the convergence to Poisson distribution of the number of constant size cycles [18]. On the other hand, for sufficiently small $\varepsilon > 0$, it is possible to construct 3-regular non-isomorphic graphs on $n$ vertices that can not be distinguished by at most $\varepsilon n$ variables in the first order logic with counting quantifiers (that is even stronger) [3]. It is natural to ask the same question about Cayley graphs. Do there exist 3-regular non-isomorphic Cayley graphs on $n$ vertices that can not be distinguished by at most $\varepsilon n$ variables in the first order logic with counting quantifiers? Note that whp 4 variables is enough to distinguish between two independent uniformly distributed random graphs by a FO sentence with counting [1].
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