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I. Introduction

In this paper we solve two closely related equations: (1) the time-dependent Schrödinger equation for a system of one-dimensional bosons interacting via a delta-function potential with particles confined to the half-line \( \mathbb{R}^+ \); and (2) the Kolmogorov forward equation (master equation) for the one-dimensional asymmetric simple exclusion process (ASEP) with particles confined to the nonnegative integers \( \mathbb{Z}^+ \). These give explicit formulas for (1) Green’s function for the \( \delta \)-function gas problem on \( \mathbb{R}^+ \); and (2) the transition probability for the half-line ASEP. These are both for systems with a finite number of particles.

We use coordinate Bethe Ansatz appropriately modified to account for confinement of the particles to the half-line. Formulas derived previously for the line \([9,10]\) are sums over the permutation group \( \mathfrak{S}_N \). We shall find that in our formulas for the half-line the group \( \mathfrak{S}_N \) (Weyl group \( \mathfrak{A}_{N-1} \)) gets replaced by the Weyl group \( \mathfrak{B}_N \). The fact that in the Bethe Ansatz for particles interacting via a \( \delta \)-function potential on the half-line the group \( \mathfrak{A}_{N-1} \) is replaced by the group \( \mathfrak{B}_N \) goes back to Gaudin \([4]\). See also \([5,6]\) for further developments.

The Lieb-Liniger \([8]\) \( \delta \)-function gas model and the ASEP have recently attracted much attention due to the close relationship of these models to exact solutions of the Kardar-Parisi-Zhang (KPZ) equation. Regarding these connections with KPZ, we refer the reader to two recent reviews \([1,2]\) and references therein.
Here is a description of the results. We first state the earlier results for \( \mathbb{R} \) and \( \mathbb{Z} \) and then indicate the analogues for \( \mathbb{R}^+ \) and \( \mathbb{Z}^+ \). The detailed statements and proofs are in Sections II and III, respectively.

For the \( \delta \)-function Bose gas on \( \mathbb{R} \), the Lieb-Liniger Hamiltonian for an \( N \)-particle system is

\[
H = -\sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2} + 2c \sum_{j<k} \delta(x_j - x_k).
\]

One seeks solutions to the time-dependent Schrödinger equation

\[
H \Psi = i \frac{\partial \Psi}{\partial t}
\]

that satisfies the initial condition

\[
\Psi(x_1, \ldots, x_N; 0) = \prod_j \delta(x_j - y_j)
\]

where \( y_1 < \cdots < y_N \). (From these we can produce the solution with arbitrary initial condition.) We consider the repulsive case \( c > 0 \).

The solutions are to be symmetric in the coordinates \( x_j \) (the Bose condition). From this one sees that it is enough to solve (1) in the region \( x_1 < \cdots < x_N \), subject to the boundary conditions

\[
\left( \frac{\partial}{\partial x_{j+1}} - \frac{\partial}{\partial x_j} \right) \Psi \bigg|_{x_{j+1} = x_j} = c \Psi \bigg|_{x_{j+1} = x_j}.
\]

The solution was found in [10], and was given as the sum over the permutation group \( S_N \) of multiple integrals. Specifically, define

\[
S(k) = -\frac{c - ik}{c + ik}, \quad \varepsilon(k) = k^2.
\]

For \( \sigma \in S_N \) an inversion in \( \sigma \) is an ordered pair \( (\sigma(i), \sigma(j)) \) in which \( i < j \) and \( \sigma(i) > \sigma(j) \). We set

\[
A_\sigma = \prod \{S(k_a - k_b) : (a, b) \text{ is an inversion in } \sigma\}.
\]

It was shown that \( \Psi_y(x; t) \), the solution of (1) that satisfies the initial condition (2) and boundary conditions (3), is

\[
\Psi_y(x; t) = \sum_{\sigma \in S_N} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} A_\sigma \prod_{j=1}^{N} e^{ik_{\sigma(j)}x_j} \prod_{j=1}^{N} e^{-ik_jy_j - it\varepsilon(k_j)} \, dk_1 \cdots dk_N.
\]

\(^1\) All integrals over \( \mathbb{R} \) are given the factor \((2\pi)^{-1}\).
In the asymmetric simple exclusion process, particles are at integer sites on the line. Each particle waits exponential time, and then with probability \( p \) it moves one step to the right if the site is unoccupied, otherwise it does not move; and with probability \( q = 1 - p \) it moves one step to the left if the site is unoccupied, otherwise it does not move. For \( N \)-particle ASEP a possible configuration is given by

\[
X = \{x_1, \ldots, x_N\}, \quad x_1 < \cdots < x_N, \quad (x_i \in \mathbb{Z}).
\]

The \( x_i \) are the occupied sites. Denote by \( P_Y(X; t) \) the probability that at time \( t \) the system is in configuration \( X \) given that initially it was in configuration \( Y = \{y_1, \ldots, y_N\} \).

The probability \( P_Y(X; t) \) is the solution of the differential equation

\[
\frac{d}{dt} u(X; t) = \sum_{i=1}^{N} \left[ p u(x_i - 1) (1 - \delta(x_i - x_{i-1} - 1)) + q u(x_i + 1) (1 - \delta(x_{i+1} - x_i - 1)) \\
- p u(x_i) (1 - \delta(x_{i+1} - x_i - 1)) - q u(x_i) (1 - \delta(x_i - x_{i-1} - 1)) \right]
\]

that satisfies the initial condition

\[
u(X; 0) = \delta_Y(X).
\]

(In the \( i \)th summand in (7) entry \( i \) is displayed and entry \( j \) is \( x_j \) when \( j \neq i \). Any \( \delta \)-term involving \( x_0 \) or \( x_{N+1} \) is replaced by zero.)

Equation (7) holds if \( u \) satisfies

\[
\frac{d}{dt} u(X; t) = \sum_{i=1}^{N} \left[ p u(x_i - 1) + q u(x_i + 1) - u(x_i) \right]
\]

for all \( x_1, \ldots, x_N \), and the boundary conditions

\[
p u(x_i, x_i) + q u(x_i + 1, x_i + 1) - u(x_i, x_i + 1) = 0
\]

for \( i = 1, \ldots, N - 1 \). (Here entries \( i \) and \( i + 1 \) are displayed.) One sees this by subtracting the right sides of (7) and (9).

The solution was found in [9, 11], and was given as the sum over \( \mathcal{S}_N \) of multiple integrals. We now define

\[
S(\xi, \xi') = -\frac{p + q \xi \xi' - \xi}{p + q \xi \xi' - \xi'}, \quad \varepsilon(\xi) = p \xi^{-1} + q \xi - 1,
\]

(11)
\[ A_\sigma = \prod \{ S(\xi_a, \xi_b) : (a, b) \text{ is an inversion in } \sigma \}. \]  

The result \cite{9} Theorem 2.1 was that if \( q \neq 0 \) then

\[ P_Y(X; t) = \sum_{\sigma \in S_N} \int_{\mathcal{C}^N} A_\sigma(\xi) \prod_i \xi_{\sigma(i)}^{x_i} \prod_i \left( \xi_i^{y_i - 1} e^{e^{(\xi_i)} t} \right) d\xi_1 \cdots d\xi_N \]  

\[ (13) \]

Here \( \mathcal{C} \) is a circle about zero which is so large that the \( S \)-factors are analytic for the \( \xi_i \) inside and on \( \mathcal{C} \).

We shall show that for the \( \delta \)-function Bose gas and ASEP on the half-line, both suitably interpreted, there are formulas analogous to \((6)\) and \((13)\). Instead of the sums being taken over \( S_N \) they are taken over the Weyl group \( B_N \), which is most conveniently interpreted here as the group of signed permutations. These are functions \( \sigma : [1, N] \to [-N, -1] \cup [1, N] \) such that \( |\sigma| \) is a permutation in the usual sense.

An inversion in \( B_N \) is defined to be a pair \((\pm \sigma(i), \sigma(j))\) with \( i < j \) such that \( \pm \sigma(i) > \sigma(j) \). For example, if \( \sigma = (-3, 1, -2) \) then the inversions are \((3, 1)\), \((3, -2)\), \((-1, -2)\), and \((1, -2)\).

In our final formulas, for the analogues of \((5)\) and \((12)\) we will define \( k_a = -k_{-a} \) and \( \xi_a = \tau/\xi_{-a} \) when \( a < 0 \). (Here \( \tau = p/q \)). There will be also be extra factors required, to take account of the behavior at zero. They are given in formulas \((15)\) and \((21)\) below. Just as the proof for the Bose gas on \( \mathbb{R} \) was more straightforward than for ASEP on \( \mathbb{Z} \), so will the proof for the Bose gas on \( \mathbb{R}^+ \) be more straightforward than for ASEP on \( \mathbb{Z}^+ \).

\section*{II. Bose Gas on the Half-Line}

Here in the equation \((1)\), the initial condition \((2)\), and the boundary conditions \((3)\) we assume that \( 0 < x_1 < \cdots < x_N \), and in the initial condition we assume that \( 0 < y_1 < \cdots < y_N \). The half-line restriction includes the hard-wall boundary condition

\[ \Psi(0^+, x_2, \ldots, x_N; t) = 0. \]  

\[ (14) \]

For this half-line case we define

\[ A_\sigma := (-1)^{\#\{i: \sigma(i) < 0\}} \times \prod_{\text{inversions } (a, b)} S(k_a - k_b). \]  

\[ (15) \]
Recall that the inversions are those in $B_N$ and we define $k_a = -k_{-a}$ when $a < 0$.

**Theorem.** The solution of equation (1), with initial condition (2) and boundary conditions (3) and (14), is

$$
\Psi_y(x; t) = \sum_{\sigma \in B_N} \int_\mathbb{R} \cdots \int_\mathbb{R} A_\sigma \prod_{j=1}^N e^{ik_{\sigma(j)} x_j} \prod_{j=1}^N e^{-ik_j y_j - it \varepsilon(k_j)} dk_1 \cdots dk_N. \tag{16}
$$

**Proof.** It is easy to see that (16) satisfies the equation (1). This is true no matter how the $A_\sigma$ are defined. Then, as in [10], the boundary conditions (3) will be satisfied if for all $\sigma \in B_N$,

$$
\frac{A_{T_i \sigma}}{A_\sigma} = S(k_{\sigma(i+1)} - k_{\sigma(i)}), \tag{17}
$$

where $T_i$ interchanges the values of $\sigma(i)$ and $\sigma(i + 1)$.

We first show that these are satisfied by

$$
A_\sigma^0 := \prod_{\text{inversions } (a,b)} S(k_a - k_b). \tag{15}
$$

The only things that can change when we apply $T_i$ to $\sigma$ are the inversions due to a pair $(\sigma(i), \sigma(i + 1))$. In the following table we list all possibilities for such pairs, then the ordering of the absolute values of the constituents, then the inversions they give rise to, then the inversions for the pair we get after switching the entries (i.e., applying $T_i$), then the product of the $S$-factors coming from the second set of inversions divided by the product of the $S$-factors coming from the first set of inversions. $\sigma, a, b > 0$.

| pair | ordering | inversions | inversions after switch | ratio of $S$-factors |
|------|----------|------------|------------------------|---------------------|
| $a, b$ | $a < b$ | $(b, a)$ | $S(k_b - k_a)$ |
| $a, b$ | $a > b$ | $(a, b)$ | $S(k_a - k_b)^{-1}$ |
| $-a, b$ | $a < b$ | $(b, -a)$ | $S(k_b + k_a)$ |
| $-a, b$ | $a > b$ | $(b, -a), (-b, -a)$ | $S(k_b + k_a)$ |
| $a, -b$ | $a < b$ | $(b, a)$ | $S(k_a + k_b)^{-1}$ |
| $a, -b$ | $a > b$ | $(b, a)$ | $S(k_a + k_b)$ |
| $-a, -b$ | $a < b$ | $(b, -a), (-b, -a)$ | $S(k_b - k_a)^{-1}$ |
| $-a, -b$ | $a > b$ | $(b, -a), (-b, -a)$ | $S(k_a - k_b)$ |

If we use $S(k)^{-1} = S(-k)$ we deduce that (17) is satisfied by the $A_\sigma^0$ in all cases.

Relations (17) also hold for the $A_\sigma$ since they hold for the $A_0^\sigma$ and the $T_i$ have no effect on the first factor in (15). Thus we have (3).

Now we show that (14) also holds. Pair $\sigma$ and $\sigma'$ if $\sigma'(1) = -\sigma(1)$ and $\sigma'(i) = \sigma(i)$ for $i > 1$. The inversions for $\sigma$ and $\sigma'$ are the same, so $A_\sigma^0 = A_{\sigma'}^0$. Since the number
of negative numbers in the ranges of $\sigma$ and $\sigma'$ differ by one, we have $A_\sigma + A_{\sigma'} = 0$ for each pair $(\sigma, \sigma')$. When $x_1 = 0$ the remaining factors in the integrands in (6) are the same for $\sigma$ and $\sigma'$, so the sum of the two integrands equals zero. Thus (14) holds.

It remains to verify the initial condition (2). It is enough to show that

$$\int_{\mathbb{R}} \cdots \int_{\mathbb{R}} A_\sigma \prod_{j=1}^{N} e^{ik\sigma(j)x_j} \prod_{a=1}^{N} e^{-ik_a y_a} dk_1 \cdots dk_N = 0$$

when $\sigma$ is not the identity permutation. We know from [10, Sec. 2.2] that this is true when all $\sigma(i) > 0$, so we may assume this is not the case. Let $-b = \sigma(j)$ be the most negative value of $\sigma$. Then the only inversions involving $b$ are of the form $(a, -b)$ or $(b, a)$. Therefore all $S$-factors involving $k_b$ are of the form $S(k_b \pm k_a)$. The other factors involving $k_b$ combine as $e^{-ik_b(x_j+y_b)}$. Since $S$ is analytic in the lower half-plane and $x_j, y_b > 0$, integration with respect to $k_b$ gives zero. Thus, (2) is satisfied.

### III. ASEP on the Half-Line

Here particles are restricted to the nonnegative integers $\mathbb{Z}^+$, where probabilities for the sites $x \in \mathbb{Z}^+$ are as before while a particle at 0 hops to the right with probability $p$ (if site 1 is unoccupied) and stays at 0 with probability $q$. We assume $q \neq 0$.

Now in the $i = 0$ term on the right side of (7) the first and last summands have the factor $1 - \delta(x_1)$, because a particle cannot move left from 0. This equation would hold if $u$ satisfied (9) and (10) as before, and in addition the boundary condition

$$u(0, x_2, \ldots, x_N) - \tau u(-1, x_2, \ldots, x_N) = 0. \quad (18)$$

With $S(\xi, \xi')$ defined by (11), we expect an analogue of (13) where the sum is over $\mathbb{B}_N$ and the analogue of the $A_\sigma$ would contain factors $S(\xi_a, \xi_b)$ with $(a, b)$ an inversion in $\sigma$. Recall that we use

$$\xi_{-a} = \tau/\xi_a, \quad (19)$$

where $\tau = p/q$. But there is a difficulty: since

$$S(\xi, \tau/\xi') = \frac{\xi + \xi' - p^{-1} \xi \xi'}{\xi + \xi' - q^{-1}},$$

a factor $S(\xi_a, \xi_b)$ has singularities on the contours when $a > 0$ and $b < 0$ since $\mathcal{C} \cap (q^{-1} - \mathcal{C}) \neq \emptyset$. This problem is avoided if the $\xi_a$ run over circles with center $1/2q$

---

5Inside small contours, which we may take in (13), there will be no singularities. But if we take small contours in (22) below the initial condition (18) will no longer be satisfied, even when $N = 1$, as is easily seen from (23). That explains the large contours.
and different radii. However, the argument that follows requires that the domain of integration be symmetric in the $\xi_a$. Therefore we average over all choices of radii for the $\xi_a$. To be precise, fix $R_1 < \cdots < R_N$ with the $R_a$ large, and denote by $C_a$ the circle with center $1/2q$ and radius $R_a$. We take as our domain of integration

$$\bigcup_{\mu \in \mathcal{B}_N} C_{\mu(1)} \times \cdots \times C_{\mu(N)}. \quad (20)$$

We now define

$$A_\sigma = \prod_{\sigma(i)<0} r(\xi_{\sigma(i)}) \times \prod_{\text{inversions } (a,b)} S(\xi_a, \xi_b), \quad (21)$$

where

$$r(\xi) := -\frac{1 - \xi}{1 - \tau \xi^{-1}}.$$

**Theorem.** For ASEP on the half-line we have

$$P_Y(X; t) = \frac{1}{N!} \sum_{\sigma \in \mathcal{B}_N} \int \cdots \int A_\sigma(\xi) \prod_i \xi_{\sigma(i)}^x \prod_i \left( \xi_i^{y_i-1} e^{\varepsilon(\xi_i) t} \right) d\xi_1 \cdots d\xi_N, \quad (22)$$

where $A_\sigma$ is given by (21) and the domain of integration by (20).

**Remark.** The ASEP on the half-line for $N = 1$ is one of the simplest examples of a birth-and-death process. Formula (22) for the transition probability then, $P_y(x; t) = \int_C \left[ x^{-y-1} - \left( \frac{1 - \tau/x}{1 - x} \right) \tau^x x^{-x-y-1} \right] e^{\varepsilon(\xi) t} d\xi$, (23)

is a known one [7, Chapter 4] for this special case of the birth-and-death process where the transition rates depend upon the states.

**Proof.** We must verify equation (9), boundary conditions (10) and (18), and initial condition (8).

Each term on the right side of (22) satisfies (9) no matter what the $A_\sigma$ are, so (9) holds for the sum.

As in (9), boundary conditions (10) will be satisfied if the $A_\sigma$ satisfy

$$\frac{A_{T_i,\sigma}}{A_\sigma} = S(\xi_{\sigma(i+1)}, \xi_{\sigma(i)}). \quad (24)$$

---

6See, e.g., [3, Chapter 17].

7This uses the fact that $\varepsilon(\xi)$ is invariant under the mapping $\xi \to \tau/\xi$. In the preceding section we used the fact that $\varepsilon(k)$ was invariant under $k \to -k$. 
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We first show these are satisfied by

\[ A_0^\sigma := \prod_{\text{inversions } (a,b)} S(\xi_a, \xi_b). \]

Using the easily verified identity

\[ S(\xi-a, \xi-b) = S(\xi_b, \xi_a), \tag{25} \]

we find that the analogue of the table in the last section is here

| pair   | ordering | inversions | inversions after switch | ratio of $S$-factors |
|--------|----------|------------|-------------------------|---------------------|
| $a, b$ | $a < b$  | $(a, b)$   | $(b, a)$                | $S(\xi_b, \xi_a)$  |
| $a, b$ | $a > b$  | $(a, b)$   | $(b, -a)$               | $S(\xi_a, \xi_b)^{-1}$ |
| $-a, b$| $a < b$  | $(a, b)$   | $(b, a)$                | $S(\xi_b, \xi_a)$  |
| $-a, b$| $a > b$  | $(a, b)$   | $(b, -a), (-b, -a)$    | $S(\xi_a, \xi_b)^{-1}$ |
| $a, -b$| $a < b$  | $(a, -b), (-a, -b)$ | $(b, a)$            | $S(\xi_a, \xi_b)^{-1}$ |
| $a, -b$| $a > b$  | $(a, -b)$ | $(b, a)$                | $S(\xi_b, \xi_a)$  |
| $-a, -b$| $a < b$ | $(-a, a), (a, b)$ | $(-b, -a), (b, -a)$ | $S(\xi_a, \xi_b)^{-1}$ |
| $-a, -b$| $a > b$ | $(a, -b)$ | $(-b, -a), (b, -a)$   | $S(\xi_b, \xi_a)$  |

If we use

\[ S(\xi, \xi') S(\xi', \xi) = 1 \tag{26} \]

we deduce that (24) is satisfied by the $A_0^\sigma$ in all cases.

The other boundary condition, (18), will be satisfied if

\[ \sum_{\sigma \in \mathbb{B}_N} A_\sigma (1 - \tau \xi_{\sigma(1)}^{-1}) = 0. \]

By (19) this may be written

\[ \sum_{\sigma \in \mathbb{B}_N} A_\sigma (1 - \xi_{-\sigma(1)}) = 0. \]

This will hold if, with $\sigma$ and $\sigma'$ paired as in the last section so that $\sigma'(1) = -\sigma(1)$, we have

\[ \frac{A_{\sigma'}}{1 - \xi_{\sigma'(1)}} = -\frac{A_\sigma}{1 - \xi_{\sigma(1)}}. \]

We find that if we define $A_\sigma$ as we did in (21) then this relation holds. (Observe that the product of $S$-factors for $\sigma$ and $\sigma'$ are the same since they have the same inversions.) And (24) continues to hold since the first factor in $A_\sigma$ is not affected by the $T_i$. 
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We now know that the equation and boundary conditions are satisfied, and it remains to verify the initial condition (8).

Denote by $I(\sigma)$ the $\sigma$-summand of the right side of (22) with $t = 0$. What we have to show is that

$$
\sum_{\sigma \in B_N} I(\sigma) = \delta_Y(X).
$$

We know from (11) that the sum over $\sigma \in S_N$ equals $\delta_Y(X)$. Therefore it remains to show that

$$
\sum_{\sigma \in B_N \setminus S_N} I(\sigma) = 0. 
$$

(27)

Henceforth we consider only $\sigma \in B_N \setminus S_N$, those for which some $\sigma(j) < 0$.

In the proof of this we use $i$ when $\sigma(i) > 0$ and $j$ when $\sigma(j) < 0$. It is convenient to make the substitutions $\xi_a \rightarrow \xi_a + 1/2q$, so that the $C_a$ become circles with center zero and the interesting part of the integrand becomes

$$
\prod_i \xi_{\sigma(i)}^{x_{\sigma(i)} - y_{\sigma(i)}} \prod_j \xi_{\sigma(j)}^{x_{\sigma(j)} - y_{\sigma(j)}} - 2 \prod_{i < j} \frac{\xi_{\sigma(i)} \xi_{\sigma(j)}}{\xi_{\sigma(i)} + \xi_{\sigma(j)}} \prod_{j < j'} \frac{\xi_{\sigma(j)} \xi_{\sigma(j')}}{\xi_{\sigma(j)} + \xi_{\sigma(j')}}. 
$$

(28)

By “the interesting part” we mean enough to show the location of the poles when we expand contours, and the orders of magnitude of the factors at infinity. (Observe that each $r(\xi_{\sigma(j)})$ is $O(\xi_{\sigma(j)})^{-1}$ at infinity, which accounts for the exponents $-2$ instead of $-1$ in the second product. It follows from identity (25) that an S-factor $S(\xi_a, \xi_b)$ coming from an inversion $(a, b)$ has poles only when $a > 0, b < 0$, which accounts for the last two products.)

We shall integrate with respect to some of the variables by expanding their contours, leaving us with lower-order integrals, the residues at the poles that are passed. After two steps we will be left with subintegrals in which two of the variables are equal.

Here is how we do it. Keep in mind our use of the indices $i$ and $j$. If $j_0$ is the largest $j$ we integrate with respect to $\xi_{\sigma(j_0)}$ by expanding its contour. We pass simple poles at the $-\xi_{\sigma(i_1)}$ with $i_1 < j_0$ and at the $-\xi_{\sigma(j_1)}$ with $j_1 < j_0$. After the integration the exponent of $\xi_{\sigma(i_1)}$ is reduced by $x_{j_0} + y_{\sigma(j_0)}$ and so the resulting exponent is at most $-2$, since $i_1 < j_0$. The resulting exponent of $\xi_{\sigma(j_1)}$ is even more negative.

The residue at $\xi_{\sigma(j_0)} = -\xi_{\sigma(i_1)}$ we integrate with respect to $\xi_{\sigma(i_1)}$ by expanding its contour. We pass simple poles at some $-\xi_{\sigma(j_1)}$ with $j_1 \neq j_0$, at some $\xi_{\sigma(i_2)}$ with $i_2 \neq i_1$, and at some $\xi_{\sigma(j_1)}$ with $j_1 \neq j_0$. Since after the first integration we have

\[ \text{Not all of these cases need actually arise. For example if } \sigma \text{ takes only one negative value then the only poles passed in this integration are at the } -\xi_{\sigma(i_1)} \text{ with } i_1 < j_0. \text{ Also, for each } i_1 \text{ or } j_1 \text{ only some of the contours in (20) contribute. See the discussion after the end of the proof.} \]
\( \xi_{[\sigma]([j_0])} = -\xi_{\sigma(i_1)} \), after this second integration we have \( \xi_{[\sigma]([j_1])} = \xi_{[\sigma]([j_0])} \) in the first case, \( \xi_{\sigma(i_1)} = \xi_{\sigma(i_2)} \) in the second case, and \( \xi_{[\sigma]([j_1])} = \xi_{\sigma(i_1)} \) in the third case.

The residue at \( \xi_{[\sigma]([j_0])} = -\xi_{\sigma(j_1)} \) we integrate with respect to \( \xi_{[\sigma]([j_1])} \). We pass poles at some \( -\xi_{\sigma(i_1)} \), at some \( \xi_{\sigma(i_1)} \), at some \( -\xi_{[\sigma]([j_2])} \) with \( j_2 \neq j_0, j_1 \), and at some \( \xi_{[\sigma]([j_2])} \) with \( j_2 \neq j_0, j_1 \). Since after the first integration we have \( \xi_{[\sigma]([j_0])} = -\xi_{\sigma(j_1)} \), after the second integration we have \( \xi_{[\sigma]([j_0])} = \xi_{\sigma(i_1)} \) in the first case, \( \xi_{[\sigma]([j_1])} = \xi_{\sigma(i_1)} \) in the second case, \( \xi_{[\sigma]([j_0])} = \xi_{[\sigma]([j_2])} \) in the third case, and \( \xi_{[\sigma]([j_1])} = \xi_{[\sigma]([j_2])} \) in the last case.

Thus after two integrations any nonzero \( I(\sigma) \) is represented as the sum of subintegrals in each of which two of the variables are equal. If we take two different \( \sigma \) we get different subintegrals.

Consider a subintegral where, say, \( \xi_{[\sigma]([j_1])} = \xi_{\sigma(i_1)} \), and correspondingly the subintegral where \( \xi_{[\sigma']([j_1])} = \xi_{\sigma'(i_1)} \). Both the domains of integration and the integrands are different for the two. But consider the permutations

\[
\sigma = (1, -2, 3, 5, -4), \quad \sigma' = (1, -5, 3, 2, -4).
\]

All entries of \( \sigma \) and \( \sigma' \) are the same except for entries 2 and 4. With \( j_1 = 2 \) and \( i_1 = 4 \) we have \( \sigma(j_1) = -2, \sigma(i_1) = 5 \) and \( \sigma'(j_1) = -5, \sigma(i_1) = 2 \). In both subintegrals \( \xi_2 = \xi_5 \). If we interchange the variables \( \xi_2 \) and \( \xi_5 \) in the \( \sigma' \)-integral then the domains of integration become the same for the two, by the symmetry of the original domain of integration \( ^9 \) and the integrands themselves become almost the same; what is different are only the \( S \)-factors arising from the two permutations.

This is quite general. For given \( a, b > 0 \), say that \( \sigma \) and \( \sigma' \) are \((a, b)\)-paired if they agree except for the positions of \( \pm a \) and \( \pm b \), and the positive numbers \( a \) and \( b \) are interchanged. The permutations in \((29)\) are \((2, 5)\)-paired. For subintegrals in which the variables \( \xi_a \) and \( \xi_b \) are equal, if permutations \( \sigma \) and \( \sigma' \) are \((a, b)\)-paired then what is different in the integrands after interchanging the variables \( \xi_a \) and \( \xi_b \) in the \( \sigma' \)-integral are only the \( S \)-factors arising from the two permutations. We shall show that when \( \xi_a = \xi_b \) the product of \( S \)-factors for \( \sigma \) and \( \sigma' \) are negatives of each other. (This whether or not we interchange the variables.) Thus, the sum of the two subintegrals equals zero.

In what follows we always assume that \( a < b \) and that \( \pm a \) appears before \( \pm b \) in \( \sigma \). (Otherwise we reverse the roles of \( \sigma \) and \( \sigma' \).) There are four situations, which depend on which pair of signs occurs. We consider them separately and, with obvious notation, we denote the four cases by \((+, +), (-, -), (+, -), (-, +)\). In example \((29)\) the sign pair is \((-, +)\).

In each case we show that when \( \xi_a = \xi_b \) the products of \( S \)-factors involving only \( \pm a \) and \( \pm b \) are negatives of each other, and that for any \( c \neq \pm a, \pm b \) the products

\[^9\]We explain this after the end of the proof.
of $S$-factors involving $\xi_{\pm c}$ and $\xi_{\mp a}$ or $\xi_{\mp b}$ are equal. This will give the desired result.

If $\sigma^{-1}(c)$ is outside the interval $(\sigma^{-1}(\pm a), \sigma^{-1}(\pm b))$ the $S$-factors in question are the same for $\sigma$ and $\sigma'$, so we will always assume $\sigma^{-1}(c)$ is inside this interval. For each of the four cases there will be five subcases, depending on the position of $c$ relative to $\pm a$ and $\pm b$, with the results displayed in tables. The first column will tell where $c$ is relative to $\pm a$ and $\pm b$, the second column will give the product of $S$-factors involving $\xi_{\pm c}$ and either $\xi_{\mp a}$ or $\xi_{\mp b}$ for $\sigma$, and the fourth column will give the corresponding product for $\sigma'$.

The case $(+, +)$: The only $S$-factor involving only $\pm a$ and $\pm b$ is $S(\xi_b, \xi_a)$ for $\sigma'$. This equals $-1$ when $\xi_a = \xi_b$. For $c \neq \pm a, \pm b$ the table described above is

\[
\begin{align*}
\xi &< -b & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_b) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_a) \\
-b < \xi < -a & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_a) \\
-a < \xi < a & S(\xi_a, \xi_c) & S(\xi_b, \xi_c) \\
\xi < a & S(\xi_{-c}, \xi_{-b}) S(\xi_c, \xi_{-b}) & S(\xi_b, \xi_c) S(\xi_{-c}, \xi_{-a}) \\
\xi > b & S(\xi_c, \xi_{-b}) & S(\xi_c, \xi_{-a})
\end{align*}
\]

If we use identity (25) in the second row and identity (26) in the fourth, we see that the two columns are the same when $\xi_a = \xi_b$.

The case $(-, -)$: Now the $S$-factors involving only $\pm a$ and $\pm b$ are $S(\xi_a, \xi_{-b}) S(\xi_{-a}, \xi_{-b})$ for $\sigma$ and $S(\xi_b, \xi_{-a})$ for $\sigma'$. These are clearly negatives when $\xi_a = \xi_b$. For $c \neq \pm a, \pm b$ we have the table

\[
\begin{align*}
\xi &< -b & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_b) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_a) \\
-b < \xi < -a & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_b) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_a) \\
-a < \xi < a & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_b) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_a) \\
\xi < a & S(\xi_{-c}, \xi_{-b}) S(\xi_c, \xi_{-b}) & S(\xi_b, \xi_c) S(\xi_{-c}, \xi_{-a}) \\
\xi > b & S(\xi_c, \xi_{-b}) & S(\xi_c, \xi_{-a})
\end{align*}
\]

Using (25) and (26) we see that the two columns are the same when $\xi_a = \xi_b$.

The case $(+, -)$: The $S$-factors involving only $\pm a$ and $\pm b$ are $S(\xi_a, \xi_{-b}) S(\xi_{-a}, \xi_{-b})$ for $\sigma$ and $S(\xi_b, \xi_{-a})$ for $\sigma'$, which are again clearly negatives of each other when $\xi_a = \xi_b$. For $c \neq \pm a, \pm b$ we have the table

\[
\begin{align*}
\xi &< -b & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_{-b}) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_{-a}) \\
-b < \xi < -a & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_{-b}) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_{-a}) \\
-a < \xi < a & S(\xi_a, \xi_c) S(\xi_{-a}, \xi_c) S(\xi_{-c}, \xi_{-b}) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_{-a}) \\
\xi < a & S(\xi_{-c}, \xi_{-b}) S(\xi_c, \xi_{-b}) & S(\xi_b, \xi_c) S(\xi_{-c}, \xi_{-a}) \\
\xi > b & S(\xi_c, \xi_{-b}) & S(\xi_c, \xi_{-a})
\end{align*}
\]

Using (25) we see that the two columns are the same when $\xi_a = \xi_b$. 
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The case \((-, +)\): The only \(S\)-factor involving only \(\pm a\) and \(\pm b\) is \(S(\xi_b, \xi_a)\) for \(\sigma'\), which equals \(-1\) when \(\xi_a = \xi_b\). For \(c \neq \pm a, \pm b\) we have the table

\[
\begin{array}{c|c|c|c}
 c < -b & S(\xi_a, \xi_c) S(\xi_{-c}, \xi_c) S(\xi_{-c}, \xi_b) & S(\xi_b, \xi_c) S(\xi_{-b}, \xi_c) S(\xi_{-c}, \xi_a) \\
-b < c < -a & S(\xi_{-a}, \xi_c) S(\xi_{c}, \xi_c) & S(\xi_{-c}, \xi_a) S(\xi_b, \xi_c) \\
-a < c < a & S(\xi_a, \xi_c) & S(\xi_b, \xi_c) \\
 a < c < b & 1 & S(\xi_b, \xi_c) S(\xi_c, \xi_a) \\
 c > b & S(\xi_c, \xi_b) & S(\xi_c, \xi_a)
\end{array}
\]

Using (25) and (26) we see that the two columns are the same when \(\xi_a = \xi_b\).

To recapitulate, each nonzero \(I(\sigma)\) with \(\sigma \in \mathbb{B}_N \setminus \mathbb{S}_N\) is a sum of lower-order integrals in each of which some \(\xi_a = \xi_b\). Denote by \(I_{(a, b)}(\sigma)\) the sum of the lower-order integrals for \(\sigma\), if any, in which \(\xi_a = \xi_b\). It follows from what we have shown that if we pair \(\sigma\) and \(\sigma'\) if they agree except for the positions of \(\pm a\) and \(\pm b\), and \(a\) and \(b\) are interchanged, then \(I_{(a, b)}(\sigma) + I_{(a, b)}(\sigma') = 0\). Therefore

\[
\sum_{\sigma} I_{(a, b)}(\sigma) = 0
\]

for each \((a, b)\). Summing over all pairs \((a, b)\) gives (27). This completes the proof of the theorem.

We now expand on the discussion following (29), and show that after the variable change the domains of integration for \(\sigma\) and \(\sigma'\) become the same. The initial domain of integration (20), after the substitutions \(\xi_a \to \xi_a + 1/2q\), we write as

\[
(\xi_a)_{a \leq N} \in \bigcup_{\mu \in \mathbb{S}_N} \prod_{a \leq N} C_{\mu(a)}.
\]

Now the \(C_a\) are circles with center zero. Because of the way the \(R_a\) were ordered, when we integrate with respect to \(\xi_{|\sigma|}(j_0)\) by expanding its contours we pass a pole at \(-\xi_{|\sigma|}(k_1)\) (where \(k_1\) equals an \(i\) or \(j\)) only for those contours for which \(\mu(|\sigma|(k_1)) > \mu(|\sigma|(j_0))\). This is a condition on \(\mu\), and our new domain of integration is a union of contours over only those \(\mu\) satisfying this condition:

\[
(\xi_{|\sigma|}(\ell))_{\ell \neq j_0} \in \bigcup_{\mu(|\sigma|(k_1)) > \mu(|\sigma|(j_0))} \prod_{\ell \neq j_0} C_{\mu(|\sigma|)(\ell)}.
\]

Then we integrate with respect to \(\xi_{|\sigma|}(k_1)\), and pass a pole at \(\pm \xi_{|\sigma|}(k_2)\) only for those contours for which \(\mu(|\sigma|(k_2)) > \mu(|\sigma|(k_1))\). The new domain of integration is a union over fewer \(\mu\):

\[
(\xi_{|\sigma|}(\ell))_{\ell \neq j_0, k_1} \in \bigcup_{\mu(|\sigma|(k_2)) > \mu(|\sigma|(j_0))} \prod_{\ell \neq j_0, k_1} C_{\mu(|\sigma|)(\ell)}.
\]

(30)
If we do the same for $\sigma'$ and take the the same $k_1$ and $k_2$, the corresponding domain of integration would be a union over different $\mu$ of different contours:

$$\left(\xi_{|\sigma'|(|\ell|)}\right)_{\ell \neq j_0, k_1} \in \bigcup_{\mu(|\sigma'|(k_1)) > \mu(|\sigma'|(k_0))}^{\mu(|\sigma'|(j)) > \mu(|\sigma'|(k_2))} \prod_{\ell \neq j_0, k_1} C_{\mu(|\sigma'|(\ell))}.$$

Suppose $\sigma$ and $\sigma'$ are $(a, b)$-paired. Switching the variables $\xi_a$ and $\xi_b$ in $\sigma'$ has the effect of replacing this by

$$\left(\xi_{|\sigma'|(|\ell|)}\right)_{\ell \neq j_0, k_1} \in \bigcup_{\mu(|\sigma'|(k_1)) > \mu(|\sigma'|(k_0))}^{\mu(|\sigma'|(j)) > \mu(|\sigma'|(k_2))} \prod_{\ell \neq j_0, k_1} C_{\mu(|\sigma'|(\ell))}.$$

Let $\nu$ be the permutation in $S_N$ that interchanges $a$ and $b$ and leaves the rest of $[1, N]$ fixed. If we replace $\mu$ by $\mu \nu$ on the right side (which we may do since $\mu$ denoted a generic permutation) then we obtain precisely (30). This is what we meant by the domains of integration for $\sigma$ and $\sigma'$ becoming the same after the variable switch.
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