Toward a grey box approach for cardiovascular physiome
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ABSTRACT The physiomic approach is now widely used in the diagnosis of cardiovascular diseases. There are two possible methods for cardiovascular physiome: the traditional mathematical model and the machine learning (ML) algorithm. ML is used in almost every area of society for various tasks formerly performed by humans. Specifically, various ML techniques in cardiovascular medicine are being developed and improved at unprecedented speed. The benefits of using ML for various tasks is that the inner working mechanism of the system does not need to be known, which can prove convenient in situations where determining the inner workings of the system can be difficult. The computation speed is also often higher than that of the traditional mathematical models. The limitations with ML are that it inherently leads to an approximation, and special care must be taken in cases where a high accuracy is required. Traditional mathematical models are, however, constructed based on underlying laws either proven or assumed. The results from the mathematical models are accurate as long as the model is. Combining the advantages of both the mathematical models and ML would increase both the accuracy and efficiency of the simulation for many problems. In this review, examples of cardiovascular physiome where approaches of mathematical modeling and ML can be combined are introduced.

INTRODUCTION

Since the birth of the modern concept of artificial intelligence (AI) in the 1950s [1], development has occurred in fits and starts; recently, with advances in computing hardware, AI is experiencing an unprecedentedly rapid growth and widespread adoption. Big data, which is indispensable in the application of AI, is now manageable by virtue of the increased computing power. Among the branches of AI, machine learning (ML) includes algorithms that can learn to predict outcomes given input data by means of training, which is a process of determining model parameters [2]. A set of ML algorithms utilizes artificial neural networks consisting of artificial neurons mimicking those of humans (Fig. 1A). The network consists of multiple layers composed of nodes at which values are computed based on the node values of the previous layer using the weights defined between each node of the adjacent layers (Fig. 1A). When the number of layers increases, the algorithm is called “deep learning” [3].

Traditionally, mathematical models were constructed to describe phenomena in nature or explain their mechanism, and predictions were made by solving model equations. This methodology is based on the notion that there are underlying laws for every phenomenon in nature. By contrast, the aforementioned AI approach does not consider any underlying laws, and can be applied to any phenomenon in nature or society even when constructing a mathematical model is difficult. Another benefit of using AI in prediction is that the computational speed is often higher than that of the traditional mathematical model. Conversely, a drawback of the AI approach is that it is inherently an approximation, and special care is required in situations where high accuracy is needed. Combining the advantages of both mathematical model and AI approach would increase both accuracy and efficiency of the simulation for...
Here, we review some of the examples in the area of cardiovascular physiome in which mathematical modeling and ML can be combined. Some of the popular ML techniques are explained first, and examples in the area of cardiovascular image processing, blood flow, cardiac electrical wave propagation, and drug toxicity analysis are introduced. We discuss combining mathematical models and ML approach to maximize the accuracy and efficiency of the simulations.

**MACHINE LEARNING METHODOLOGIES**

**Artificial neural network**

An artificial neural network (ANN) is a model of decision-making process, which uses artificial neurons mimicking those of humans. The decision is made based on the final values obtained from the computations defined by the structure of the network. The network consists of multiple layers composed of nodes (Fig. 1A). The value of each node is computed using the values of nodes in the preceding layer and the weights defined between each node. The following formula is typically used to compute the node values.

\[ y_j = \sum_{i=1}^{N} (w_{ij} \times x_i) + b_j \]

where \( y_j \) is the \( j \)th node value of the current layer, \( N \) is the number of nodes in the preceding layer, \( x_i \) is the \( i \)th node value of the preceding layer, \( w_{ij} \) is the weight specified between \( x_i \) and \( y_j \), and \( b_j \) is the \( j \)th constant called ‘bias’. The values of \( w_{ij} \) and \( b_j \) can be obtained using various algorithms given a set of known input and output data. The process of obtaining \( w_{ij} \) and \( b_j \) is called ‘training’. Once training is completed, i.e., the values of \( w_{ij} \) and \( b_j \) are obtained, an output can be calculated for a new set of input data. Many software libraries provide \( w_{ij} \) and \( b_j \) for a given set of input and output data. The quality of the output is dependent on the number of layers and nodes, and these numbers need to be ascertained for a given problem.

**Convolutional neural network**

Convolutional neural networks (CNN) are mainly used in image analysis [4]. A set of weights, usually in the form of a \( 3 \times 3 \) matrix, is shifted over the image pixels and multiplied with the pixel values to generate a new image (Fig. 1B). This new image contains the main features of the original one and is called the ‘feature map’. A large number of feature maps is usually generated, and after going through several layers, eventually converge to a single map or single value, which is the final prediction. The set of weights is called the ‘kernel’ or ‘filter’, and can be of any size such as \( 5 \times 5 \) or \( 7 \times 7 \). A CNN can be more efficient than an ANN because the number of weights can be much smaller (e.g., 9 in the case of a \( 3 \times 3 \) filter). The values of the weights are obtained using various algorithms given a set of input images and known output data (training). There are software libraries available to determine the adequate weights as in the case of an ANN. When a new input is provided, for which the output is not known, a prediction is made using the obtained weights. The quality of the output is dependent on the number of feature maps, layers and kernel size, and these numbers need to be ascertained for a given problem.

---

**Fig. 1. Schematic machine learning (ML) algorithm.** A set of the ML algorithms utilizing artificial neural network consisting of artificial neurons mimicking those of human (A), and convolutional neural network mainly used in image analysis (B).
Generative adversarial network

A generative adversarial network (GAN) is an unsupervised ML model which implies that training is performed without a known output [5,6]. A GAN is mainly used in image analysis to produce the images of certain features. Training is performed with two networks: a generator and a discriminator. A generator network produces an output image, and a discriminator network compares the output image to the real image. The training of the networks is performed in such a way that the discriminator quantifies the difference between the image generated by the generator and the real image, and the difference is minimized. ANNs or CNNs can be used for both the generator and discriminator networks.

APPLICATIONS OF MACHINE LEARNING TO PHYSIOMIC SIMULATIONS

Cardiovascular image processing

ML is increasingly used in cardiovascular image processing as it automates the process with greater accuracy [7-10]. It assists doctors in diagnosing and predicting diseases by accurately analyzing medical images. Increasingly sophisticated ML algorithms are being developed and applied in medical image analysis. The areas of application of ML in medical image analysis include image recognition, segmentation, registration, and reconstruction [11]. Bratt et al. [12] performed aortic flow quantification applying ML to the segmentation of the aortic valve. They designed an ML model to track the aortic valve borders using a neural network approach, and compared the results with manual segmentation in a validation cohort [12]. An extensive review can be found in [8,10,11]. This ML algorithm can be combined with a traditional mathematical method of image segmentation. Fig. 2 presents an example of coronary artery segmentation coupling ML with a traditional mathematical method. We developed this method for the construction of a patient-specific model of coronary arteries that can be used in the computational analysis of coronary hemodynamics. The outcome of the coupling method is better than that of the ML only method.

Blood flow simulation

A blood flow simulation requires blood vessel segmentation from medical images, and ML algorithm can improve its quality. In addition to the segmentation, the blood flow simulation itself can benefit from ML algorithms [13-16]. Itu et al. [17] developed an ML-based model for predicting the fractional flow reserve (FFR) in coronary arteries (Fig. 3). Their model predicted FFR along the centerline of the coronary tree, in contrast with invasively measured FFR. Their ML model was trained with data obtained by traditional mathematical modeling. They generated a total of 12,000 coronary arterial geometries with various parameters such as the stenosis location, lesion length, and branching angle. They solved Navier–Stokes equations for these geometries and used the resulting data as input and output sets for the training data for the ML model. When the new sets of patient-specific geometries were used as input data for the ML model, the output FFR results from the ML model were nearly identical to those from mathematical modeling. It only took seconds for the ML model to generate an FFR solution, which is a dramatic reduction of computation time compared with the several hours required for mathematical modeling. McKinley et al. [18] reproduced the perfusion maps of the brain using supervised ML techniques. They trained various ML models with various set and patch sizes to determine the effects of these parameters. The current chal-

Fig. 2. An example of image segmentation method coupling machine learning (ML) and mathematical segmentation algorithm. Here, three-dimensional model of coronary arteries was extracted from computed tomographic images.

Fig. 3. Comparison of the fractional flow reserve (FFR) contours of coronary arteries. (A) is computational fluid dynamics-based computed FFR distributions, and machine learning-based FFR distribution is shown in (B) (Figure from Itu L, et al. J Appl Physiol 2016;121:42-52 with permission [17]).
Challenges in applying ML in the blood flow simulation is the prediction of long-term behavior as the error accumulates at each time step.

**Cardiac electrical wave propagation**

The electrical wave propagation in the heart is another active research area where computer simulation plays a significant role. In the mathematical modeling approach, the governing equation of the electrical wave propagation is solved numerically to obtain the electrical potential distribution in the heart as a function of time. A limitation of this approach is that the computation time would be prohibitive for application in clinical settings. ML can be an alternative as the computation time is reduced significantly. Cantwell et al. [19] observed that the computation time for solving a two-dimensional diffusion equation can be reduced by a factor of 40 using a fully convolutional neural network even in the absence of a cellular electrophysiology model in the equation. We attempted to use ML techniques to obtain solutions to the two-dimensional diffusion equation with a cellular electrophysiology model. Fig. 4 shows the electrical wave propagation during 150 ms from an initial distribution of membrane potential. The results from the ML model are compared with those from the mathematical model solutions. The ML model used was an artificial neural network with three hidden layers. The number of nodes for each hidden layer was 64, 16, and 4. The simulation results from the mathematical modeling were used for the training data for the ML model. The input training data was the voltage at a node and the eight surrounding nodes at the previous time step, and the output training data was the voltage at the node at the current time step. A time step size of 0.5 ms was used for the ML model. The computation time for the ML model was reduced by a factor of thirty approximately compared to mathematical modeling. Another area of cardiac electrophysiology where ML is actively used is electrocardiogram (ECG) analysis. ECG morphology is automatically analyzed and classified into a specific type of arrhythmia. A review of various techniques and clinical implications can be found in [20].

**Drug toxicity analysis**

ML can be utilized in all stages of drug development from target validation to data analysis in clinical trials [21]. In particular, the effect of drugs on the prolongation of the QT interval in ECG is of interest as the QT interval prolongation is a risk factor for the Torsade de Pointes which can lead to a sudden cardiac death. Constructing a mathematical model of the heart and torso that provides ECG given the changes in ionic currents is one way of testing the effects of drugs on the QT interval. Leveraging ML can be a faster way to accomplish the same task. Costabal et al. [22] constructed an ML model for testing the effect of drugs on the QT interval (Fig. 5). They built a surrogate model for the QT interval using a Gaussian process regression combining information from the mathematical modeling. They performed a sensitivity analysis to determine the effect of each individual ionic current on the QT interval. A review of the applications of ML in drug development can be found in [21].

**GREY BOX APPROACH**

When a model is needed for the prediction of the future behavior of a system, the traditional approach is to derive mathematical equations reflecting the workings of the system. This approach may be called ‘white box’ because the inner workings of the model are clearly described in the model equations (Fig. 6). By contrast, the ML approach is often labeled ‘black box’ as the model parameters are determined independently from the underlying mechanisms supporting the system (Fig. 6). The advantage of the ‘white box’ approach is that the inner workings of the system are accurately reflected in the model equation, but the drawback is that the mechanisms should be known a priori to build the model equations, and the computational time is often prohibitive. The ‘black box’ approach, in contrast, does not require the system mechanisms to be known a priori, and as a result, it can be applied to any system even when the mechanisms are unknown. The ‘black box’ approach is generally faster than the ‘white box’ approach.
when performing simulations even though the accuracy is generally inferior to that of the ‘white box’.

Considering their benefits and drawbacks in the methodological aspect, an alternative method in cardiovascular physiome can be to combine these two approaches and only retain the strengths of each approach. Deist et al. [23] recently reported a simulation-assisted ML where they used approximate simulations in ML. Utilizing simulation results as training data in ML would be an-
other example of ‘grey box’ approach. This approach looks promising and more efforts are probably needed in this direction. In a grey box approach, there exist two distinct versions: black box oriented and white box oriented (Fig. 6).

**CONCLUSION**

ML techniques are increasingly gaining adoption in almost every area of industry and academia, and new methods are constantly being developed by numerous experts. Physiomic simulation is also an area where the role of ML is rapidly increasing. The ‘black box’ approach, however, comes with benefits and limitations, as does the traditional ‘white box’ approach. Combining the two methodologies by only retaining the strength of each approach appears promising for maximizing the accuracy and efficiency of the predictions.
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