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Abstract

Recent attempts at behaviour understanding through language grounding have shown that it is possible to automatically generate models for planning problems from textual instructions. One drawback of these approaches is that they either do not make use of the semantic structure behind the model elements identified in the text, or they manually incorporate a collection of concepts with semantic relationships between them. We call this collection of knowledge situation model. The situation model introduces additional context information to the model. It could also potentially reduce the complexity of the planning problem compared to models that do not use situation models. To address this problem, we propose an approach that automatically generates the situation model from textual instructions. The approach is able to identify various hierarchical, spatial, directional, and causal relations. We use the situation model to automatically generate planning problems in a PDDL notation and we show that the situation model reduces the complexity of the PDDL model in terms of number of operators and branching factor compared to planning models that do not make use of situation models.

1 Introduction

Libraries of plans combined with observations are often used for behaviour understanding (Ramírez and Geffner, 2011; Krüger et al., 2014; Yordanova and Kirste, 2015). Such approaches rely on PDDL-like notations to generate a library of plans and then reason about the agent’s actions, plans, and goals based on observations. Models describing plan recognition problems for behaviour understanding are typically manually developed (Ramírez and Geffner, 2009; Ramírez and Geffner, 2011; Baker et al., 2009). The manual modelling is however time consuming and error prone and often requires domain expertise (Nguyen et al., 2013).

To reduce the need of domain experts and to reduce the time required for building the model, one can substitute them with textual data (Philipose et al., 2004). More precisely, one can utilise the knowledge encoded in textual instructions to learn the model structure. Textual instructions specify tasks for achieving a given goal without explicitly stating all the required steps. On the one hand, this makes them a challenging source for learning a model (Branavan et al., 2010). On the other hand, they are usually written in imperative form, have a simple sentence structure, and are highly organised. Compared to rich texts, this makes them a better source for identifying the sequence of actions needed for reaching the goal (Zhang et al., 2012).

According to (Branavan et al., 2012), to learn a model for planning problems from textual instructions, the system has to: 1. extract the actions’ semantics from the text, 2. learn the model semantics through language grounding, 3. and finally to translate it into computational model for planning problems.

In this work we add the learning of a situation model as a requirement for learning the model structure. As the name suggests, it provides context information about the situation (Ye et al., 2012). It is a collection of concepts with semantic relations between them. In that sense, the situation model plays the role of the common knowledge base shared between different entities.

In this work, we show that a computational
model for plan recognition problems can benefit from a situation model, which describes the semantic structure of the model elements, as it (1) introduces additional context to the model and (2) it can be used to reduce the model complexity through action specialisation. We propose a method for learning the situation model from textual instructions that relies on language taxonomies, word dependencies and implicit causal relations to identify the semantic structure of the model. We use the situation model to generate planning operators for a planning problem in a Planning Domain Definition Language (PDDL) notation. We evaluate our approach by generating a model that describes the preparation of brownies. We compare the model complexity with and without the usage of the situation model in terms of number of operators and mean branching factor.

2 Related Work

The goal of grounded language acquisition is to learn linguistic analysis from a situated context (Branavan et al., 2011; Vogel and Jurafsky, 2010). This could be done in different ways: through grammatical patterns that are used to map the sentence to a machine understandable model of the sentence (Li et al., 2010; Zhang et al., 2012; Branavan et al., 2012); through machine learning techniques (Sil and Yates, 2011; Chen and Mooney, 2011; Benotti et al., 2014; Goldwasser and Roth, 2014; Kollar et al., 2014); or through reinforcement learning approaches that learn language by interacting with an external environment (Branavan et al., 2012, 2011, 2010; Vogel and Jurafsky, 2010; Babes-Vroman et al., 2012; Goldwasser and Roth, 2014; Kollar et al., 2014). Models learned through language grounding have been used for plan generation (Li et al., 2010; Branavan et al., 2012), for learning the optimal sequence of instruction execution (Branavan et al., 2011, 2010), for learning navigational directions (Vogel and Jurafsky, 2010; Chen and Mooney, 2011), and for interpreting human instructions for robots to follow them (Kollar et al., 2014; Tenorth et al., 2010).

All of the above approaches have two drawbacks. The first problem is the way in which the preconditions and effects for the planning operators are identified. They are learned through explicit causal relations, that are grammatically expressed in the text (Li et al., 2010; Sil and Yates, 2011). The existing approaches, however, either rely on initial manual definition to learn these relations (Branavan et al., 2012), or on grammatical patterns and rich texts with complex sentence structure (Li et al., 2010). Textual instructions however usually have a simple sentence structure where grammatical patterns are rarely discovered (Yordanova, 2015). The existing approaches do not address the problem of discovering causal relations between sentences, but assume that all causal relations are expressed within the sentence (Tenorth et al., 2010). In textual instructions however, the elements representing cause and effect are usually found in different sentences (Yordanova, 2015).

The second problem is that existing approaches either rely on manually defined situation model (Sil and Yates, 2011; Branavan et al., 2012; Goldwasser and Roth, 2014), or do not use one (Li et al., 2010; Branavan et al., 2011, 2010; Zhang et al., 2012; Vogel and Jurafsky, 2010). However, one needs a situation model to deal with model generalisation problems and as a means for expressing the semantic relations between model elements (Yordanova and Kirste, 2016; Yordanova, 2016). What is more, the manual definition is time consuming and often requires domain experts.

To address these two problems, in previous works we outlined an approach for automatic generation of behaviour models from texts (Yordanova and Kirste, 2016; Yordanova, 2016, 2017). In this work, we extend the approach by proposing a method for automatic generation of situation models. The method adapts the idea proposed by (Yordanova, 2015) to use time series analysis to identify the causal relations between text elements. Our approach uses this idea to discover causal relations between actions. It also makes use of existing language taxonomies and word dependencies to identify hierarchical, spatial and directional relations, as well as relations identifying the means through which an action is accomplished. The situation model is then used to generate planning operators that use the situation model’s semantic structure in order to specialise the operators and thus to reduce the model complexity. In the following, we describe the approach in details.

3 Approach

The goal of the work is to build a situation model for a given planning problem. In this sense, a sit-
ution model is the knowledge base containing all relevant information about a given situation. This information is represented in terms of entities describing the relevant elements for a given situation and the semantic relations between these entities. In the following we first discuss which elements are of interest for us and then we describe our approach for generating the situation model from textual instructions.

3.1 Identifying Elements of Interest

The first step in generating the situation model is to identify the elements of interest in the text. We consider a text to be a sequence of sentences divided by a sentence separator.

Each sentence in the text is then represented by a sequence of words, where each word has a tag describing its part of speech (POS) meaning.

In a text we have different types of words. We are most interested in verbs as they describe the actions that can be executed in the environment. The actions are then verbs in their infinitive form or in present tense, as textual instructions are usually described in imperative form with a missing agent.

We are also interested in those nouns that are the direct (accusative) objects of the verb. These nouns give us the elements of the world with which the agent is interacting (in other words, objects on which the action is executed).

Apart from the direct objects, we are also interested in any indirect objects of the action. Namely, any nouns that are connected to the action through a preposition. These nouns give us spacial, locational or directional information about the action being executed, or the means through which the action is executed (e.g. an action is executed “with” the help of an object). We denote the set of direct and indirect objects with \( O \).

3.2 Building the Initial Situation Model

Given the set of objects \( O \), the goal is to build the initial structure of the situation model from these elements. This structure consists of words, describing the elements of a situation and the relations between these elements. If we think of the words as nodes and the relations as edges, we can then represent the situation model as a graph.

Definition 1 (Situation model) Situation model \( G := (W, R) \) is a graph consisting of nodes represented through words \( W \) and of edges represented through relations \( R \), where for two words \( a, b \in W \), there exists a relation \( r \in R \) such that \( r(a, b) \).

The initial structure of the situation model is represented by a taxonomy that contains the objects \( O \) and their abstracted meaning on different levels of abstraction. To do that, a language taxonomy \( L \) containing hypernymy relations between the words of the language is used (this is the is-a relation between words).

To build the initial situation model, we start with the set \( O \) as the leaves of the taxonomy and for each object \( o \in O \) we recursively search for its hypernyms. This results in a hierarchy where the bottommost layer consist of the elements in \( O \) and the uppermost layer contains the most abstract word, that is the least common parent of all \( o \in O \). In that sense, a word at a higher abstraction level is the least common parent of some words on a lower abstraction level.

3.3 Extending the Situation Model

As the initial situation model contains only the abstraction hierarchy of the identified objects, we extend it by first including the list of all actions to the situation model and then adding the relations between actions and indirect objects and actions and direct objects to the graph.

On one hand, this step is performed in order to enrich the semantic structure of the model. On the other hand, it gives the basis for the planning operators, as the list of arguments in an operator is represented by all objects that are related to the action.

3.4 Adding Causal Relations

The last step is extending the situation model with causal relations. The causal relations provide the cause-effect relation between actions in the model. It is important for the planning problem, as the planning operators are defined through preconditions and effects, which in turn build up the causal structure of the planning problem.

To discover causal relations between actions in the text, we consider two cases: (1) relations between two actions in the text; (2) relations between two action-object pairs in the text. We consider the first case as there are actions that are not related to a specific direct or indirect object but that still are causally related to other actions. We consider the second case because applying one action on an
object can cause the execution of another action on the same object. We can think of the second case as a special case of the first, where we have filtered out any elements that could cause “noise” when searching for causality.

To discover causal relations between actions, we adapt the algorithm proposed by (Yordanova, 2015), which makes use of time series analysis. We start by representing each unique action (or each action-object tuple) in a text as a time series. Each element in the series is a tuple consisting of the number of the sentence in the text, and the number of occurrences of the action (tuple) in the sentence.

In order to discover causal relations based on the generated time series, we make use of the Granger causality test. It is a statistical test for determining whether one time series is useful for forecasting another. More precisely, Granger testing performs statistical significance test for one time series, “causing” the other time series with different time lags using auto-regression (Granger, 1969).

Generally, for two time series, we perform Granger test, and if the p value of the result is under the significance threshold, we conclude that the first time series causes the second, hence the first word causes the second. For example, we generate time series for the words “take” and “put” and after applying the Granger test, it concludes that the lagged time series for “take” significantly improve the forecast of the “put” time series, thus we conclude that “take” causes “put”.

Now that we have identified the causal relations between actions, we add them in the situation model. We do that by adding the set of new relations to the existing set of relations in the situation model. An example of a situation model can be seen in Figure 2.

### 3.5 Generating Planning Operators

In order to test whether the situation model reduces the complexity of the planning problem, we generate operators based on the situation model. Figure 1 shows an example of an operator in the Planning Domain Definition Language (PDDL). It consists of action name, parameters (or arguments), and preconditions, which tell us what constraints have to be satisfied for an action to be executable, and effects, which define how the action execution changes the world.

To generate an operator, we take the name from the set of actions in the situation model. Then, for each action \(a\), we take the set of arguments from the objects \(o \in O\) in the situation model that have object-verb relations to the action. The set of preconditions of an operator is then generated from the set of causal relations to actions, which cause a given action \(a\) to become executable. The set of effects consists of marking the action as executed with the given set of arguments and of negating the execution of another action if they are cyclic. Cyclic actions are actions that negate each other’s effects. For example, the execution of “put the apple on the table” negates the effect of the action “take the apple”. In that respect, for two operators \(a\) and \(b\) with cyclic relation, we have to negate the effects of \(a\) after executing \(b\) and vice versa, otherwise it will not be possible to execute these actions again.

### 4 Evaluation

To evaluate the approach, we generated a planning model from experiment instructions describing the preparation of brownies. Table 1 shows a small excerpt of the instructions.

| Step | Instruction |
|------|-------------|
| 1    | Open the brownie bag. |
| 2    | Put the scissors in the drawer. |
| 3    | Take the brownie bag and rip the brownie bag. |
| 4    | Put the ripped brownie bag in the sink. |
| 5    | Close the drawer. |

Table 1: Excerpt from instruction describing how to prepare brownies.
words have different meanings, we took the most frequently used meaning for each object. The Granger causality test was implemented in R in order to discover causal relations between the actions. Finally, the automatic generation of the situation model and the PDDL model were implemented in Haskell.

We generated a situation model which consisted of 29 objects and 10 actions identified in the text. Furthermore, 38 unique hyperonyms were identified for the 29 objects as well as 6 hyperonyms based on the relations of the indirect objects to the action. Finally, 12 causal relations were discovered. The resulting situation model contained 138 unique relations between the above identified elements. Figure 2 shows the resulting situation model for the brownies.

To evaluate the situation model, we investigated two hypotheses.

**H1** The situation model provides additional context knowledge and semantic structure to the planning problem.

**H2** The situation model reduces the planning model complexity compared to models that do not use situation models or only use manually defined situation models.

To investigate H1, we compared the PDDL model that makes use of the situation model ($PDDL_{sem}$) to: 1. a PDDL model containing only actions and no arguments. We call this model $PDDL_1$; 2. a PDDL model containing only the unique actions – arguments pairs discovered in the instructions. We call this model $PDDL_2$.

To investigate H2, we compared $PDDL_{sem}$ to: 1. a PDDL model that does not use a situation model. That is, each action template in the model has the same number of parameters, but they are all of the same type. In other words, any object can be used as argument for this action. We call this model $PDDL_3$; 2. a PDDL model that makes use of the hyperonyms extracted through WordNet. We assume this model represents a manually built situation model. We call this model $PDDL_4$; 3. a PDDL model that makes use of the hyperonyms extracted through WordNet and of the abstraction achieved through the relations between indirect objects and actions. We call this model $PDDL_5$.

We use the following metrics: number of operators and mean branching factor.

### 4.1 Results

The results for H1 can be seen in Table 2. They show that $PDDL_{sem}$ has much more operators than $PDDL_1$ and $PDDL_2$. This is apparent, as $PDDL_1$ uses only the action classes and does not have any arguments. $PDDL_2$ has arguments but these are only the concrete action – arguments pairs discovered in each sentence, so the model does not make any other combinations of arguments that might be applicable to the same action. $PDDL_{sem}$, however, generates the operators based on the identified PDDL action templates, making use of the situation model. This allows for various combinations of arguments when grounding the templates. On the one hand, this has the positive effect of actions and plan variability. The model will be able to explain many more vari-
Table 2: Comparison between \( \text{PDDL}_{\text{sm}} \), \( \text{PDDL}_1 \), and \( \text{PDDL}_2 \).

Table 3: Comparison between \( \text{PDDL}_{\text{sm}} \), \( \text{PDDL}_3 \), \( \text{PDDL}_4 \), and \( \text{PDDL}_5 \).

Figure 3: Branching factor for the different models for each time step.

5 Discussion and Conclusion

In this work we proposed an approach that generates situation models from textual instructions. It then uses the situation model to generate PDDL operators for planning problems. The results showed that the situation model introduces additional context information and semantic structure to the PDDL model. It also reduces the model complexity compared to models, which do not use situation models or which use manually developed situation models.

The automatically generated situation model provides valuable additional context information about the semantic structure behind the executed behaviour. It can potentially be used as a means to reason beyond the actions and the goal in the executed plan, namely by providing information about the situation in which the agent is acting.
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