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ABSTRACT The use of superior algorithms and complex architectures in language models have successfully imparted human-like abilities to machines for specific tasks. But two significant constraints, the available training data size and the understanding of domain-specific context, hamper the pre-trained language models from optimal and reliable performance. A potential solution to tackle these limitations is to equip the language models with domain knowledge. While the commonly adopted techniques use Knowledge Graphs Embeddings (KGEs) to inject domain knowledge, we provide a Knowledge Language Model (K-LM) to use the Resource Description Framework (RDF) triples directly, extracted from world knowledge bases. The proposed model works in conjunction with Generative Pretrained Transformer (GPT-2) and Bidirectional Encoder Representations from Transformers (BERT) and uses a well-defined pipeline to select, categorize, and filter the RDF triples. In addition, we introduce heuristic methods to inject domain-specific knowledge in K-LM, leveraging knowledge graphs (KGs). We tested our approaches on the classification task within the scholarly domain using two KGs, and our results show that our proposed language model has significantly outperformed the baselines and BERT for each KG. Our experimental findings also help us conclude the importance of relevance of KG used over the quantity of injected RDF triples. Also, each of our proposed methods for injecting the RDF triples has increased the overall model’s accuracy, demonstrating that K-LM is a potential choice for domain adaptation to solve knowledge-driven problems.

INDEX TERMS Deep learning, machine learning, knowledge graphs, knowledge graphs embeddings, GPT-2, BERT.

I. INTRODUCTION

Humans have the innate ability to elicit previously acquired knowledge and integrate it with newly learned concepts to solve tasks at hand. However, we have made remarkable progress in developing intelligent systems to mimic human-like abilities in recent times, still, these systems are limited in scalability and are very task-specific. For instance, the transfer learning [1] approach has left a mark in cross-domain adaptation, but it is limited to interrelated domains application. Similarly, the general language model (LM) Bidirectional Encoder Representations from Transformers (BERT) [2], pre-trained on Wikipedia1 and BookCorpus,2 has given promising results on specific Natural Language Processing (NLP) downstream tasks. But in the case of cross-domain adaptability, it lacks task-specific and domain-related knowledge, and hence more detailed fine-tuning strategy analyses are necessary to further improve the performance [3]. To overcome the constraint of domain-adaptation, approaches based on augmenting additional knowledge to LMs have turned out to be effective. One way to
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1https://www.wikipedia.org/
2https://huggingface.co/datasets/bookcorpus
inject general world knowledge is represented by Knowledge Graphs (KGs), which are well-known interlinked structured knowledge, comprised of triples [4]. A semantic triple, or RDF triple or triple, is the atomic data entity in the RDF data model. As the name indicates, a triple is a set of three items, subject (s), predicate (p), and object (o), that encodes the semantic data (e.g., `<Deep Learning, subject (s), predicate (p), and object (o), where the predicate (p) is the relationship between the subject and the object. A few of the popular general knowledge bases available in the public domain include WordNet\(^3\) [5], Cyc\(^4\) [6], DBpedia\(^5\) [7], YAGO\(^6\) [8], Freebase\(^7\) [9], NELL\(^8\) [10], and Wikidata\(^9\) [11]. The existing methods for injecting the world knowledge into the classification models use KGs in the form of Knowledge Graphs Embedding (KGE). KGEs are low-dimensional representation of knowledge graph’s entities and relations while preserving their semantic meaning [12] and are useful for tasks such as KG completion [13], relation extraction [14], [15], entity classification [16], [17], entity resolution [16], [18], etc. In the existing literature a plethora of knowledge representation approaches such as TransE [19], TransH [13], TransR [20], DistMult [21], ComplEx [22], RotatE [23], HolE [24], ConvE [25], ConvKB [26], DKRL [27] are available to transform triples into KGE. KGE has proven to be useful in incorporating world knowledge, but it is still debatable if the KGEs sufficiently capture KGs semantics [28]. Analyses from this work indicate that leveraging KGEs for semantic interpretability (as in the case of word embeddings) may seem intuitive, but this is not always the case because the performance of KGE is limited and is heavily dependent on the characteristics of the dataset. This conclusion is based on the evaluation of the semantic representation of KGEs. It is observed that for given KG entities, KGEs can learn certain semantic features, but this learning is non-uniform due to the varying quality of semantic representation across different entities within the dataset. These findings raise questions about the applicability and efficacy of KGEs not only for semantic capturing but also for link prediction [29], [30], [31] and triple completion.

Two of the available existing works tackled the challenge of semantics capturing associated with KGE, by using RDF triples as a direct source of knowledge [32], [33]. However, these works are far from mature and lack to answer some crucial knowledge fronts. For instance, they do not discuss the quantification of knowledge injection for achieving optimal classification performances. They also do not discuss the impact of using general KGs in domain-specific tasks. These limitations motivated our investigation of using triples as the source of semantic knowledge, and the challenges that arise in domain-specific and open-domain NLP downstream tasks. In this paper, we propose a LM (K-LM), which is the combination of BERT [34] and Generative Pretrained Transformer (GPT-2) [35], [36] for text classification. K in K-LM stands for knowledge, and LM is the language model. K-LM leverages world knowledge by incorporating additional knowledge in the form of triples to mitigate the prevalent knowledge gap scenarios. We have performed experiments on the scholarly domain using KGs of the same domain. Furthermore, we also introduce Deterministic and Non-deterministic strategies to seed the triples in the proposed LM for achieving optimal results in domain-specific and open-domain classification tasks. The contributions of our paper are, therefore:

- We provide an LM to directly inject world knowledge in the form of triples to address the knowledge gaps in domain adaptation, i.e., scholarly domain in this research work.
- We introduce different heuristic methods to select and filter the triples in the LM and provide a detailed analysis of the observed experimental results.
- We employ Deterministic and Non-deterministic strategies for the semantic evaluation of the input triples concerning the context-dependency.
- We experimentally compare the impact of quantity (varying number of triples injected per token in the input texts and size of KGs) vs. relevance (semantic co-relation of KGs for the given context) in the knowledge injection process.
- Finally, we provide a comprehensive discussion of the performances of different KGs used, their impact on knowledge injection, and the importance of the context captured by the triples in the process.

The rest of the paper is organized as follows. Section II presents some literature background and related works. Section III describes the motivations behind this work, provides details of the dataset, preprocessing steps, and KGs used for the experiments. It also includes the necessary notations used throughout the paper. Section IV presents the structure of the K-LM model and discusses the techniques and concepts developed to feed the triples in the K-LM. Section V presents the experimental evaluation and in-depth analyses of the obtained results. Finally, Section VI concludes the paper and presents the directions for future research.

II. RELATED WORK

This section briefly reviews the existing state-of-the-art techniques for augmenting knowledge in the form of triples for domain-specific and open-domain tasks. The pre-trained BERT model trained on cross-domain text corpora such as BookCorpus\(^10\) and Wikipedia\(^11\) has achieved significant performance on several NLP downstream tasks. Despite this
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The main goal of our work is to infuse domain knowledge in pre-trained language models to equip the models with additional knowledge available in the form of KGs and leverage the added knowledge to achieve higher accuracy in the classification tasks. In this work, we have used the K-LM model to tackle a binary classification task. More precisely, for a given text $t$ and a target class $c$, the objective is to infer a function $f(t, c) \rightarrow I$ that computes $1$ if $t$ belongs to the class $c$, otherwise $0$. Here $I$ is the binary label that can only take values in $(0, 1)$. To inject the domain knowledge in K-LM, we have used two KGs, namely AI-KG and AI-KG-Small. The details of K-LM and KGs are provided in subsequent sections. Our work introduces novel methods of using world knowledge and different processes of integrating the domain knowledge, which is fundamentally different from transfer learning. Our study also aims to benchmark the quantity of knowledge injection and introduce novel methods for filtering the triples to inject into classification models.

B. DATASET DESCRIPTION

We have performed our research study on the Scholarly Domain. The dataset we have considered is constituted by 30,023 abstracts of research papers in Computer Science from 2001 to 2019. The labels $1$ and $0$ represent if the underlying research paper belongs to the Artificial Intelligence (AI) domain or not. The distribution of the dataset is: Label-0 = 9,720, Label-1 = 20,303. From the given distribution of the scholarly dataset, it is evident that it is unbalanced, and the majority class is label 1, representing that most of the papers belong to the AI domain. To prepare the textual data, we have adopted standard preprocessing steps such as lowercasing the text, special characters removal, and tokenization. The input dataset is further divided into the train, validation, and test sets. The train set is used to fine-tune the model, while the model’s performance evaluation is done on the validation and test sets. The distribution of test, validation and train sets of the dataset is 60%, 20%, and 20%, respectively. For ease of understanding, we have listed the notations used throughout the paper in Table 1.

C. KNOWLEDGE GRAPHS

For our work, we have used KGs as a medium to infuse world knowledge for Scholarly Domain and the details of the used KGs are mentioned below.

- **AI-KG**: The Artificial Intelligence Knowledge Graph (AI-KG) is an automatically generated large-scale knowledge graph comprised of 857,658 research entities. AI-KG consists of 1.2 million statements and...
TABLE 1. Notations used.

| Notation     | Description                                                                 |
|--------------|-----------------------------------------------------------------------------|
| Uni-sub-triple | Triple extracted from AIKG and AI-KG-Small whose subject is a unigram (one word). |
| Bi-sub-triple  | Triple extracted from AIKG and AI-KG-Small whose subject is a bigram (two words). |
| Tri-sub-triple | Triple extracted from AIKG and AI-KG-Small whose subject is a trigram (three words). |
| AI-KG         | The Artificial Intelligence Knowledge Graph                                  |
| AI-KG-Small   | The subset of Artificial Intelligence Knowledge Graph                         |
| Full KG       | When all the triples of an entire input KG, are used.                        |
| K-LM          | The Language Model proposed in the paper which is combination of GPT-2 and BERT. |
| N             | The total number of triples present in the given KG (AI-KG and AI-KG-Small in our case). |
| U             | The number of unique triples present in the given KG. Unique triples are defined as the triples having distinct ‘subject’ entity. |
| L             | The length of the entity ‘subject’ of the triples.                           |
| TIT           | For a given KG and dataset used for our experiments, the total injectable triple is the number of triples that can be injected into the input sentence while fine-tuning K-LM. A triple is considered ‘injectable’ when its subject is present in the input sentence. |

A. CONCEPTS RELATED TO K-LM

This subsection describes the concepts and terminologies associated with K-LM used throughout the rest of the paper.

- **Unique Triples** - For a given KG having N triples, we define U as the triples having a distinct “subject” entity. Inherently, the triples are arranged in key-value pairs where key → s and value → (p, o). Consider the sentence - “Italy is home of culture and cuisine”, and a set of triples (Italy, Country, Europe), (Italy, famous, Pizza), (Italy, famous_for, Roman Architecture), and (Amsterdam, Capital_of, Netherlands). In the process of knowledge injection, when token *Italy* is queried, the *look-up* table returns all the triples with the “subject” *Italy*, and they are organized as follows: (’Italy’, [’country, Europe’, ’famous, Pizza’, ’famous_for, Roman Architecture’]). In this example \{N = 4\} & \{U = 2\}. Generating a KG aims at holistically covering the scope of the domain. But all the triples contained within the KG are not necessarily useful for a specific dataset. In this context, we propose U as the parameter to measure the relevance of the KG to the dataset. Quantitatively, the less the difference between N and U is, the more relevant the KG is.

- **Max Entity** - It is the parameter that controls the number of branches that can be associated with the tokens in the input sentence while injecting knowledge. For \{Max_Entity = 1\} one triple is associated with the corresponding token of the input sentence and for \{Max_Entity = 2\}, two triples will be associated with the same token, and so on. Note that even if \{Max_Entity ≥ 2\}, the number of triples associated with a particular token solely depends upon the triples’ availability in the KG. Should the number of available triples for a particular token be less than the value of Max_Entity, only the available triple(s) will be associated. We have demonstrated this trivial case in Figure 1. Consider the input sentence in Figure 1 and the tokens within: graph, and embedding. We assume that only one triple is available for token graph and more than two triples are available for token embedding for triples injection. Therefore, for \{Max_Entity = 2\} the resulting input sentence has only one triple (graph, uses, human scientific creativity) associated with the token graph while the token embedding has two triples associated, i.e., (embedding, represents, vectors in high-dimensions) and (embedding, are, compressed representation). However, a sentence tree can have multiple branches, i.e., several values of Max_Entity, but its depth is fixed to one, which means the entity names in triples will not further derive branches iteratively. For our experiments, we have used Max_Entity ∈ \{1, 2, 3, 4, 5\}.

14 million triples which are extracted from 333K research publications belonging to the AI domain. AI-KG describes 5 types of entities namely methods, metrics, materials, tasks and others linked by 27 relations. AI-KG is a rich source of world knowledge and is designed to support various intelligent services for analyzing and making sense of research dynamics, supporting researchers in their day-to-day work, and informing the decision of founding bodies and research policymakers. In this work, we have used AI-KG as a source of domain knowledge to infuse task-specific knowledge in the domain-adaptation scenario. AI-KG is generated by using the automatic pipeline mentioned in [43] and [44] before doing the transitive closure and linking the entities to Wikidata and CSO. The AI-KG dump can be downloaded in .ttl format from https://scholkg.kmi.open.ac.uk/.

- **AI-KG-Small** - It is the reduced version of AI-KG that is generated by post-processing of AI-KG by linking the entities to Wikidata and CSO. AI-KG-Small contains 12,094 triples, and the purpose of using AI-KG-Small is to study the “quantity vs. relevance” effect of triples for the given dataset.

IV. KNOWLEDGE-LANGUAGE MODEL

In this section, we provide in detail the concepts related to K-LM, followed by the framework and implementation of K-LM. At last, we describe the techniques developed to feed the triples in the K-LM.

B. ARCHITECTURE OF K-LM

Implementation of K-LM is a two-stage process and is executed by the K-LM Triple Selection and K-LM Classification Modules. The architecture of K-LM...
is presented in Figure 1. The objective of the K-LM Triple Selection Module is to filter and rank (if applicable) the triples provided in AI-KG or AI-KG-Small through a well-defined pipeline. The objective of the second module is to use the triples selected through the K-LM Triples Selection Module for injecting knowledge into the input sentences and then perform the classification task on the provided dataset. The K-LM Classification Module of K-LM takes inspiration from the LM model proposed in [32], which was used for binary classification tasks, such as the classification of online reviews for books, hotels, and shopping in the Chinese language.

As mentioned before, K-LM is the combination of GPT-2 and BERT. The GPT-2 is used in the K-LM Triples Selection Module for ranking the triples, while BERT is used in the K-LM Classification Module. Our central idea is to use the available world knowledge, independent of a particular experimental dataset; therefore, GPT-2 is not used for generating triples for our work because that will lead to knowledge injection based on the used dataset.

1) K-LM Triples Selection Module- This module performs the selection, filtering, and ranking of the triples, which are further used in the K-LM Classification module, for knowledge injection. The pipeline of the K-LM Triple Selection module as shown in Figure 1 is comprised of four sub-modules which are explained below.

- **Input Triples**- This sub-module is provided with the randomly distributed triples from the input KGs, i.e., AI-KG or AI-KG-Small.
- **Triples Categorization**- This sub-module performs categorization for generating input triples for the Triples Injection Methods. Four distinct categories of triples are produced by this sub-module, namely Uni-sub-triple, Bi-sub-triple, Tri-sub-triple, and Full KG. While Full KG contains all the triples of the input KG, Uni-sub-triple, Bi-sub-triple, and Tri-sub-triple are categorized based on the L of the input triples.
- **Triples Injection Methods**- This sub-module implements two methods, Forward and Reverse Injection for triples selection. The output of this sub-module consists of disordered triples. The Forward Injection method employs four techniques: Uni-sub-triple Injection, Bi-sub-triple Injection, Tri-sub-triple Injection and Full KG Injection. The Reverse Injection method uses the Reversion Full KG Injection technique to select the triples. At this stage, the disordered triples have two possibilities: a. They are either injected directly into the K-LM Classification Module or b. They are sent to the sub-module Triples Ranking to generate the ordered triples.

This scenario leads to the development of two approaches, namely Non-deterministic and Deterministic in the pipeline, representing the uniqueness and added advantage of K-LM. For ease of understanding, the Forward and Reverse Injection and the Non-deterministic and Deterministic approaches are explained separately in subsection IV-C.

- **Triples Ranking**- The ranking of triples finds extensive uses when the experimental dataset is small and the input KG is sparsely related to the given dataset. Therefore, this sub-module serves the purpose of infusing the triples based on the context of input sentences for optimal domain knowledge integration. This sub-module takes the disordered triples as input from the Triples Injection Methods and outputs the ranked triples. The process of ranking the triples is explained below in detail. The triples within the KGs (AI-KG and AI-KG-small) are stored in the look-up table and are fetched to the sub-module Triples ranking. To rank the triples, we have used GPT2LMHHeadModel, which is the GPT-2 Model transformer with a language modeling head on top, and the GPT-2 Tokenizer. The GPT-2 model has about 1.5 billion parameters trained on a dataset of 8 million web pages, which makes it very useful to predict the most likely word by interpreting a given sequence of words. In our case, for the given set of triples and context, GPT-2 takes as input each triple iteratively and inserts it in the input sentence providing a score for each sentence thus formed. The outputs are the scores for each sentence used with each triple, which we call probability score P. The value of P is related to the suitability of the underlying triple in the given context of the sentence. More precisely, for a given input sentence i = \{w_0, w_1, w_2, . . . , w_n\}, where \{w_i\} are the words of i, and the set of triples t = \{w_0, p_0, o_0\}, \{w_0, p_1, o_1\}, \{w_0, p_2, o_2\}; the score function is given by f_s(i, t_0^0) → \{P_0, P_1, . . . , P_n\}, where P_0, . . . , P_n are the probability scores for each triple ∈ t. Hence, in the above-mentioned set of triples t, {w_0} represents the common subject (and is also present in i) while \{p_0, p_1, p_2\} and \{o_0, o_1, o_2\} are the respective predicates and objects of the three triples. In this case, the score function f_s thus returns three probability scores (for each of the three triples having a common subject) P_0, P_1, and P_2. Based on the obtained probability scores of the sentence,

12 Refer to Table 1 for the definition of Uni-sub-triple, Bi-sub-triple, Tri-sub-triple triples and Full KG.
the triples are ranked (ordered) in decreasing value of relevance, i.e., the first triple in the ranking is the best fit for the input sentence. The relevance of triples for the input KG is measured by $TIT$. The higher the value of $TIT$ is, the more relevant the KG is to the dataset.

2) **K-LM Classification Module** - It consists of four elements, i.e., knowledge layer for injecting triples, embedding layer, seeing layer, and masked-transformer encoder. For an input sentence, the Knowledge Layer for Injecting Triples first injects the triples processed from the K-LM Triples Selection Module. The triples are injected in the form of $(s, p, o)$. The injection of triples transforms the input sentence into a sentence tree equipped with domain knowledge. The sentence tree thus generated is simultaneously fed to both embedding and the seeing layers. The embedding layer generates the embedding representation of the flattened input sentence tree, while the seeing layer generates a visible matrix.
The visible matrix contains the semantic information of the actual input sentence and provides control over the extent of mutual interaction between the tokens within the input sentence. This mechanism prevents the deviation and false semantic changes from the actual meaning of the original sentence by minimizing the semantic interference and KN caused by triples injection. K-LM is built on top of the BERT (transformer) model; therefore, it uses the same token, position, and segment embeddings approach to generate the embedding representation. The difference between the embedding layer of K-LM and BERT is the input type, i.e., K-LM takes sentence tree as input instead of token sequences. Further, the cumulative outputs of embedding and seeing layers are fed to the masked-transformer encoder (which is a modified BERT model in our case), that executes the binary classification task at hand, i.e., predicts each input data point as “paper belongs to AI-domain” or not.

C. TRIPLES SELECTION TECHNIQUES

The core idea of the K-LM Triple Selection Module is to provide the K-LM Classification Module with selected triples for knowledge integration. This subsection looks at the K-LM Triple Selection Module at the fine-grained level and provides further details about the internal mechanism of its sub-modules; Triples Injection Methods and Triples Ranking. The selection of triples follows the pipeline presented in Figure 2, where the input triples are first passed to Triples Categorization. In this sub-module, the triples are categorized based on the size \( L \) of the triples. The categorized triples are further processed in the sub-module Triples Injection Methods following Forward and Reverse Injection. These two methods uncover the behavior of K-LM in terms of integrating triples and the techniques we have developed for the optimal selection of triples. Forward and Reverse Injection methods and interdependencies with the other sub-modules are explained below.

1) **Forward Injection**- Inherently K-LM injects the triples based on the “sequence of occurrence” of words/tokens in the input sentence for a given set of input triples. For instance, consider the input sentence “graph embedding representation is the transformation of property of graphs to a vector or a set of vectors” and the set of triples:
   a) \(<\text{graph}, \text{uses}, \text{human scientific creativity}>\)
   b) \(<\text{embedding}, \text{represents}, \text{vector in high-dimensions}>\)
   c) \(<\text{graph embedding}, \text{uses}, \text{semi-supervised learning strategy}>\)
   d) \(<\text{graph embedding representation}, \text{incorporates}, \text{structural and topological feature}>\)

In the knowledge injection process, when the K-LM queries the tokens of the input sentence in the look-up table, it first takes into account the token graph followed by embedding based on their “sequence of occurrence”. Since the triples with the subject graph and embedding are already available as input triples, the K-LM automatically integrates these two triples in the sentence. The injection of these triples does not leave any further possibility to inject the triples with subjects <graph embedding> or <graph embedding representation>. We call this the default behavior of K-LM in which the priority of triples decreases through Uni-sub-triple, Bi-sub-triple and Tri-sub-triple triples. In simple words, the triples having the subject comprised of unigram get the highest priority. The advantage of this method is that it ensures the injection of the highest number of Uni-sub-triple triples because the existing number of Uni-sub-triple triples in AI-KG and AI-KG-Small is far more than Bi-sub-triple and Tri-sub-triple triples. The injection of the highest number of Uni-sub-triple triples is not always the optimal solution for incorporating domain knowledge, and it is obvious that the Bi-sub-triple and Tri-sub-triple triples capture more context and meaning. Therefore, having them at a lower priority can make the knowledge injection process prone to KN in the presence of general-purpose KG. Hence, to harness the maximum contextual knowledge from the KGs in the knowledge injection process, we have designed four distinct heuristic techniques within the Forward Injection method, namely Full KG Injection Uni-sub-triple Injection, Bi-sub-triple Injection, and Tri-sub-triple Injection to mitigate the impact of KN. These four techniques are explained below:

a) **Full KG Injection**- When the entire KG (containing Uni-sub-triple, Bi-sub-triple, and Tri-sub-triple triples) is used as the input source for the knowledge injection, we call it the Full KG Injection method. In this method, the triples are injected in the order as follows: Uni-sub-triple, Bi-sub-triple, and then Tri-sub-triple triples, i.e., based on increasing “\(L\)” as shown in Figure 2. Therefore, this technique of injecting triples prioritizes the triples so that first we get Uni-sub-triple, then Bi-sub-triple, and finally Tri-sub-triple triples for injection. Prioritizing the triples here refers to the selection of specific triples from the used KGs.

b) **Uni-sub-triple Injection**- It is the process of injecting only the Uni-sub-triple triples by filtering the Uni-sub-triple triples from the KGs used for our experiments.

c) **Bi-sub-triple Injection**- It is the process of injecting only the Bi-sub-triple triples by filtering the Bi-sub-triple triples from the KGs used for our experiments.

d) **Tri-sub-triple Injection**- It is the process of injecting only the Tri-sub-triple triples by filtering the Uni-sub-triple triples from the KGs used for our experiments.
2) **Reverse Injection**: The opposite process of the *Forward Injection*, i.e., prioritizing the triples in the order *Tri-sub-triple*, *Bi-sub-triple*, and *Uni-sub-triple* is named *Reverse Injection*. This method takes *Reverse Full KG* as input that has exactly the opposite priority order as compared to the *Full KG*. The downside arrows in Figure 2 corresponding to *Full KG Injection* and *Reverse Full KG Injection* show the decreasing priority of the triples. The advantage of this method is that it firstly selects *Tri-sub-triple* triples, which are semantically rich in our case, for injection and thus substantially reduces the number of triples required for enhancing K-LM’s performance.

Considering the examples (input sentence and the set of triples) used in the *Forward Injection* method; Figure 3 illustrates the sentence tree structure thus generated after employing the *Forward* and *Reverse Injection* methods using the *Full KG* as input triples. The vital point to note here is that *Forward* and *Reverse Injection* methods are the mandatory steps through which the triples have to pass and they are independent of the next sub-module *Triples ranking*. Depending upon the type of input triples required for knowledge injection, i.e., disordered or ordered (ranked) and are explained below.

1) **Non-deterministic Approach**: The triples received from the sub-module *Triples Injection Methods*
are selected through the techniques as shown in Figure 2. At this stage, their distribution in the look-up table remains random and they are independent of the “context” of the input sentences. Therefore, due to the varying order of triples’ arrangement, we call this random seeding of triples a Non-deterministic approach. In this approach, the triples are injected directly into the K-LM Classification Module.

2) Deterministic Approach - On the other hand, another possibility is to send the triples to the sub-module Triples Ranking. If this option is chosen, Triples Ranking ranks the input triples based on the probability score using GPT-2. Further, the ranked triples are organized in the look-up table using the ranking, and this ordered arrangement of triples is constant throughout the fine-tuning and inference stage. Triples ranking finds extensive uses when the experimental dataset is small and KG is sparsely related to the given dataset. We call this approach Deterministic and it is “context-dependent”.

In other words, the above two methods can also be looked at as context-aware and context-unaware approaches to seed triples in the knowledge injection process. The rationale behind developing these methods is finding a trade-off between “relevance of KG” and “computational complexity” and maximizing the generalization of triple’s injection. Hence, while the Deterministic approach gives an edge over the number of triples injections required to enhance the classification model’s performance, randomly seeding the triples is more aligned to make the knowledge injection process independent of the dataset.

V. EXPERIMENTS AND RESULTS

The server specifications we have used to develop our methods and perform the experiments are summarized in Table 2. The K-LM Classification Module of K-LM takes inspiration from the LM model proposed in [32] and the source code is available at Git-hub.16

A. EXPERIMENTS

In this paper, we have conducted our experiments within the Scholarly Domain to tackle a binary classification task by using the KGs AI-KG and its variant AI-KG-Small. The experiments performed can be summed up as a combination of approaches as below mentioned:

- Ranking the triples - We have used Deterministic and Non-deterministic approaches to perform the experiments with $Max\_Entity \in \{1, 2, 3, 4, 5\}$.

16https://github.com/vsrana-ai/K-LM
In this sub-section, we present the results obtained from our experiments. To make all the employed classification approaches comparable, we have used the same distribution of test, validation, and train sets of Scholarly dataset, which are 60%, 20%, and 20% respectively. In the baseline approaches, we have tackled the problem of binary classification using CML and DL approaches which do not use any additional domain knowledge, i.e., is independent of KGs. The results of the baselines of CML and DL approaches along with K-LM are summarized in Table 3.

Tables 4 and 5, summarize the results of five non-deterministic modes of triples injection with Max_Entity acquiring values from 1 to 5. Tables 6 and 7, summarize the results of five deterministic modes of triples injection with Max_Entity acquiring values from 1 to 5. Finally, Tables 8 and 9 summarize the comparative distribution of N, U, and the actual number of triples injected for each approach used in the experiments.

### C. RESULTS ANALYSIS

In this subsection, we provide insights from our results and in-depth analyses of the outcomes.

- The methods proposed to custom feed the triples into K-LM have shown superior performance and have outperformed the baselines, BERT base, and Full KG Injection significantly. The best performance from baselines is observed by BERT Base with an accuracy of 78.12, while K-LM has outperformed BERT Base with all the five knowledge injection methods; the highest accuracy being 81.98 when used with Tri-sub-triple Injection.

- Except for Tri-sub-triple Injection the remaining four techniques observe a consistent decline in the model's accuracy when Max_Entity increases from 1 to 5. There are two reasons behind this. First, Tri-sub-triple triples are very less in number as compared to Uni-sub-triple and Bi-sub-triple triples, which highlight the unique association of Tri-sub-triple triples with the context of the input sentence. Secondly, Tri-sub-triple triples are semantically rich and they capture more context as compared to Uni-sub-triple and Bi-sub-triple triples. So, when more Tri-sub-triple triples are injected, they relate to a large part of the input sentence and enhance the semantics of the input sentence with relevant knowledge that helps the classifier to predict classes. On the other hand, injecting too many Uni-sub-triple and Bi-sub-triple triples increases the chances of introducing irrelevant knowledge along with domain knowledge in the given context and hence makes the classifier prone to KN. The KN is inversely proportional to the model’s accuracy; hence, K-LM’s accuracy decreases with the increase in KN. Therefore, it can be concluded that {Max_Entity = 1} is the optimal value for knowledge.
TABLE 4. Performance of K-LM on the Scholarly dataset with AI-KG-Small (Non-deterministic triples seeding) using the proposed five modes of triples injection.

| Experiment | Full KG Injection | Uni-sub-triple Injection | Bi-sub-triple Injection | Tri-sub-triple Injection | Reverse Full KG Injection |
|------------|-------------------|--------------------------|-------------------------|--------------------------|---------------------------|
| Max_Entity=1 | 74.49 71.55 | 79.53 76.60 | 81.76 79.50 | 81.82 79.45 | 81.07 79.11 |
| Max_Entity=2 | 72.74 66.90 | 79.23 75.60 | 81.13 78.85 | 81.77 79.05 | 81.05 78.80 |
| Max_Entity=3 | 71.37 66.75 | 77.75 73.60 | 81.12 78.65 | 81.52 78.80 | 80.72 77.75 |
| Max_Entity=4 | 71.22 65.60 | 77.44 74.00 | 81.02 77.60 | 81.45 79.45 | 80.85 78.40 |
| Max_Entity=5 | 70.64 63.80 | 76.42 72.55 | 80.52 78.25 | 81.53 79.35 | 80.62 72.55 |

TABLE 5. Performance of K-LM on the Scholarly dataset with AI-KG (Non-deterministic triples seeding) using the proposed five modes of triples injection.

| Experiment | Full KG Injection | Uni-sub-triple Injection | Bi-sub-triple Injection | Tri-sub-triple Injection | Reverse Full KG Injection |
|------------|-------------------|--------------------------|-------------------------|--------------------------|---------------------------|
| Max_Entity=1 | 70.05 60.80 | 79.68 76.55 | 80.25 76.90 | 80.87 77.75 | 80.48 77.20 |
| Max_Entity=2 | 69.46 61.40 | 78.35 74.95 | 80.28 76.80 | 81.32 78.50 | 80.60 77.30 |
| Max_Entity=3 | 68.68 57.40 | 77.44 73.35 | 78.80 74.80 | 80.80 77.35 | 79.48 75.50 |
| Max_Entity=4 | 65.34 56.20 | 76.09 72.80 | 78.40 74.20 | 80.60 77.20 | 79.48 75.50 |
| Max_Entity=5 | 66.28 55.45 | 76.10 70.95 | 79.90 73.60 | 80.40 77.05 | 80.12 77.20 |

TABLE 6. Performance of K-LM on the Scholarly dataset with AI-KG-Small (Deterministic triples seeding) using the proposed five modes of triples injection.

| Experiment | Full KG Injection | Uni-sub-triple Injection | Bi-sub-triple Injection | Tri-sub-triple Injection | Reverse Full KG Injection |
|------------|-------------------|--------------------------|-------------------------|--------------------------|---------------------------|
| Max_Entity=1 | 75.55 69.85 | 80.25 76.50 | 81.25 78.15 | 81.98 79.05 | 80.72 77.90 |
| Max_Entity=2 | 72.79 67.50 | 79.33 75.00 | 80.47 77.35 | 81.82 78.90 | 80.80 77.40 |
| Max_Entity=3 | 72.87 67.15 | 78.70 75.35 | 80.68 77.30 | 80.68 77.80 | 80.05 77.20 |
| Max_Entity=4 | 71.92 66.80 | 77.19 73.50 | 80.60 77.20 | 81.68 78.55 | 80.58 77.40 |
| Max_Entity=5 | 71.12 64.80 | 76.57 72.65 | 80.45 76.80 | 81.52 78.45 | 79.93 76.95 |

TABLE 7. Performance of K-LM on the Scholarly dataset with AI-KG (Deterministic triples seeding) using the proposed five modes of triples injection.

| Experiment | Full KG Injection | Uni-sub-triple Injection | Bi-sub-triple Injection | Tri-sub-triple Injection | Reverse Full KG Injection |
|------------|-------------------|--------------------------|-------------------------|--------------------------|---------------------------|
| Max_Entity=1 | 70.47 66.15 | 80.67 78.20 | 80.95 78.50 | 80.98 78.15 | 81.35 79.20 |
| Max_Entity=2 | 70.12 64.12 | 78.65 75.30 | 80.22 77.20 | 81.58 79.55 | 80.43 77.75 |
| Max_Entity=3 | 69.89 59.10 | 77.44 73.85 | 79.62 76.85 | 81.30 79.55 | 80.7 78.30 |
| Max_Entity=4 | 68.22 57.31 | 76.72 73.30 | 79.13 76.00 | 81.42 79.15 | 80.52 77.65 |
| Max_Entity=5 | 67.47 54.22 | 76.37 71.55 | 78.93 75.55 | 81.72 79.25 | 80.07 77.25 |

TABLE 8. Triples distribution of AI-KG-Small for each experiment with Scholarly dataset.

| KG                     | Full Kg | Uni-sub-triple (Top-1000) | Bi-sub-triple | Tri-sub-triple | Reverse Full KG |
|------------------------|---------|---------------------------|--------------|---------------|-----------------|
| AI-KG-Small (Total)    | 12904   | 2027                      | 1719         | 325           | 2148            |
| AI-KG-Small (Unique)   | 2397    | 113                       | 401          | 82            | 498             |
| AI-KG-Small (Injected) | 360     | 113                       | 324          | 66            | 408             |

TABLE 9. Triples distribution of AI-KG for each experiment with Scholarly dataset.

| KG                     | Full Kg | Uni-sub-triple (Top-1000) | Bi-sub-triple | Tri-sub-triple | Reverse Full Kg |
|------------------------|---------|---------------------------|--------------|---------------|-----------------|
| AI-KG (Total)          | 1877453 | 37387                     | 402845       | 85206         | 273096          |
| AI-KG (Unique)         | 735884  | 201                       | 35876        | 11248         | 40862           |
| AI-KG (Injected)       | 166955  | 201                       | 23783        | 7283          | 25575           |

injection when Uni-sub-triple and Bi-sub-triple triples are used.

- Our experimental findings show that in the “quantity vs. relevance” of triples, the relevance of triple is of utmost importance, and it directly influences the K-LM’s performance. It can be understood by the fact that \(Max_{Entity}=1\) allows the injection of only one triple per token of the input sentence. For such an
arrangement of input sentences in the sentence tree, the size of KGs becomes irrelevant as the performance of K-LM becomes dependent on $U$, $TIT$ and its relevance to the semantic context. The results mentioned in the Tables 8 and 9 validate our propositions:

a) too much knowledge injection makes the K-LM prone to KN.

b) KGs with a low $N/U$ ratio are a better fit for knowledge injection, and so is the AI-KG-Small for our experiments.

c) Tri-sub-triple Triples injection requires significantly less number of triples injection, and that directly relates to less training time and resource requirement to conduct the experiments.

VI. CONCLUSION AND FUTURE WORK

Knowledge injection is a very delicate process; while too much knowledge injection makes the LM prone to noise and leads to false semantic changes, insufficient knowledge hardly improves the LM’s efficacy. In this work, we propose the LM, K-LM, and a well-defined pipeline to integrate world knowledge directly in the form of triples from available world knowledge. In the pipeline, first, we have designed and implemented methods such as Forward and Reverse Injection to select and filter the triples for the knowledge integration process. In the later stage, we have employed Non-deterministic and Deterministic approaches to tackle the “relevance vs. quantity” juxtaposition. Our results show the efficacy of the proposed knowledge injection methods, as each of them has significantly outperformed the CML and DL baselines. The results demonstrate that K-LM is a potential choice to solve knowledge-driven tasks by using a few triples and helps in the presence of small training data. Our work can be extended to other domains in real-life scenarios to achieve optimal classification models’ performances by only using a few triples as a source of external domain knowledge.

Since this is the first work towards quantifying the knowledge injection and implementing a pipeline to select and filter the triples, there is further scope for improvement in developing a more intelligent and optimized LM. Some limitations of the current work can be narrowed down to the manual selection of the Max_Entity parameter (used to control the number of triples associated per token of input sentences to mitigate the KN), the test of the K-LM for Scholarly Domain only, and the usage of one KG for the target domain (more KGs within the scholarly domain should be tested for a wider and more comprehensive analysis). Each of our proposed methods of injecting triples has outperformed the baseline approaches, with no method being a clear winner for all the values of Max_Entity $\in \{1, 2, 3, 4, 5\}$, used for our experiments. Therefore, it is an interesting future direction to automate the selection of the Max_Entity parameter by taking into account its dependency on the variables, such as Unique Triples of the input KG, context, and text length of input data, for an optimal knowledge injection.

To generalize the use of K-LM, the future direction of our work is also set to field-test K-LM beyond the Scholarly Domain in NLP downstream tasks [45]. In this regard, we target mental health and its sub-domains, which are considered complex research domains in healthcare, where the integration of external domain knowledge can lead to an increased reliability of the classification models. We also intend to use other state-of-the-art LR models such as Elmo [46], XLNet [47], etc. Further, we aim to develop novel techniques to generate KGs relevant to the available datasets of given domains to tackle more efficiently the problem of imbalanced datasets.
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