Gastrointestinal Disorder Detection with a Transformer Based Approach
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Abstract—Accurate disease categorization using endoscopic images is a significant problem in Gastroenterology. This paper describes a technique for assisting medical diagnosis procedures and identifying gastrointestinal tract disorders based on the categorization of characteristics taken from endoscopic pictures using a vision transformer and transfer learning model. Vision transformer has shown very promising results on difficult image classification tasks. In this paper, we have suggested a vision transformer based approach to detect gastrointestinal diseases from wireless capsule endoscopy (WCE) curated images of colon with an accuracy of 95.63%. We have compared this transformer based approach with pretrained convolutional neural network (CNN) model DenseNet201 and demonstrated that vision transformer surpassed DenseNet201 in various quantitative performance evaluation metrics.

Keywords—Vision transformer, Gastrointestinal Disorder, Transfer Learning, DenseNet201, ViT, Colon

I. INTRODUCTION

The gastrointestinal (GI) tract, also known as digestive tract is prone to several diseases such as polyps, ulcer, colorectal cancer, etc [1]. Common symptoms include pain or discomfort in the abdomen, loss of appetite, nausea and vomiting, abdominal discomfort and fatigue. Some of the GI diseases often lead to GI cancer, which is considered the second most common cancer worldwide [2]. One of the common diseases of the gastro-intestine is the muco-submucosal polyps, which are the results of chronic prolapse of the mucosa in intestine [3]. Polyps often don’t show a lot of symptoms in the early stages, but as it enlarges, it can block the opening to the small intestine. The symptoms for polyps might include blood in stool thus anemia, tenderness when the stomach is touched and nausea. These appear as polypoid mass in endoscopic imaging, and has an increased risk of cancer. Esophagitis is another common GI condition which is caused from the inflammation of the tube connecting the throat to the stomach. Esophagitis mainly causes difficulties in swallowing, chest pain, heart burn, swallowed food being stuck in esophagus [4]. Endoscopy usually shows rings of abnormal tissue. Ulcerative colitis, an inflammatory bowel disease, is also a frequently occurring condition, which causes inflammation in the GI tract along with abdominal pain, diarrhoea, fatigue and bloody stool.

These GI diseases often have overlapping symptoms, thus difficult to identify. Initial diagnosis of these diseases may lead to cure or prevention from developing fatal cancer. Although visual assessment of endoscopy images give an initial diagnosis, this is often time consuming and highly subjective [5]. Moreover, there might be radiologist deficiencies and other human factors which often lead to false positive or even false negative diagnosis, which can be detrimental for the patient [6]. Thus, a computer aided diagnosis would be valuable for high accuracy detection at the early stages.

In this paper, we classify endoscopic images for subjects with gastrointestinal diseases. For the classification task, we undertook two different approaches. We used vision transformer and transfer learning method with pretrained CNN architecture for the classification, and compared the results between these the two classification models. The gastrointestinal diseases for our data set consists of four classes:

- Healthy control, or normal class
- Ulcerative colitis
- Polyps and
- Esophagitis

Our contributions in this work are -

- We have utilized vision transformer based model (ViT) and pretrained CNN model DenseNet201 to detect three gastrointestinal diseases along with healthy colon from wireless capsule endoscopy images (WCE) curated images of colon
- We have conducted comparative analysis between the two models on various quantitative performance evaluation metrics and demonstrated the superior classifier

II. RELATED WORKS

Machine learning techniques have been previously used in the area of medicine for diagnosis purposes, such as using neural networks for classification of stomach cancer [7], deep learning [8] for stomach abnormality classification, etc.
In the paper by Escober et al. [9], they provided a method for classifying illnesses and abnormalities of the gastrointestinal tract in endoscopic pictures that outperformed existing approaches. The suggested technique is primarily focused on transfer learning via VGG16 convolutional neural network, which had previously been trained using the ImageNet dataset. CNNs [10], [11] have a number of distinct hidden layers, and one of their strongest skills is learning hierarchical concept representation layers that match to various degrees of abstraction. These networks perform best when the weights that fundamentally determine how the network operates are calculated using huge data. Unfortunately, because it is a costly operation, these big data sets are typically not accessible in the medical profession. Due to this, the authors proposed a transfer learning method for detecting gastrointestinal abnormalities and disorders in endoscopic images using the VGG16 [12] CNN which had already been trained using the ImageNet dataset.

Alexey Dosovitskiy et al. [13] looked into how Transformers might be used directly for image classification. They have developed a method for creating images as a series of patches that is then processed by a common Transformer encoder used in NLP. When combined with pre-training on substantial datasets, this method performs quite well. Vision Transformer (ViT) performs exceptionally well when the computational complexity of pre-training the model is taken into account, reaching the final state on most reduced pre-training cost. As a result, Vision Transformer is reasonably inexpensive to pre-train and meets or outperforms on numerous image classification datasets.

Scaling Vision Transformer [14] claims that huge models utilize high computation resources more effectively in addition to performing better with appropriate scaling of Transformers in NLP. Understanding a model’s scaling features is essential to properly developing subsequent generations since scale is a vital component in achieving outstanding outcomes. For ViT models with sufficient training data, the efficiency compute frontier typically resembles a power law. Importantly, in order to remain on this, one must concurrently scale computation and model capacity. If it fails to do so then additional compute becomes available which is not the best course of action.

Vision Transformers with Patch Diversification [15] utilized special loss algorithms in vision transformer training to successfully promote diversity among patch representations for enhanced discriminative feature extraction. Because it enables for training to be stabilized, we can now develop vision transformers that are wider and deeper. We could improve vision transformer performance by modifying the transformer architecture to include convolution layers. Data loss and performance loss occur as a result of the self-centered blocks’ preference to map different patches into equivalent latent models for visual transformers. Furthermore, without changing the transformer model structure, it is possible to train larger, deeper models and enhance performance on picture classification tasks by diversifying patch representations.

III. METHODOLOGY

In this paper, we have proposed a novel framework to detect gastrointestinal diseases from wireless capsule endoscopy (WCE) curated images with vision transformer (ViT) based model, and pretrained DenseNet201 [16]. The proposed framework is depicted in Fig. 1.

![Proposed gastrointestinal disease detection framework using ViT and DenseNet](image1.png)

**A. Dataset Description**

We have collected our dataset from Kaggle [17]. The dataset contained WCE images from inside the gastrointestinal (GI) tract. This dataset originally contained photos of 720 x 576 pixels of four classes: normal, ulcerative colitis, polyps, and esophagitis. We have used our machine learning models to classify this dataset into above mentioned four classes. Sample images from dataset is presented in Fig. 2. Training and test data distribution is presented in Fig. 3.

![Sample images from dataset](image2.png)

**Fig. 1: Proposed gastrointestinal disease detection framework using ViT and DenseNet**

**Fig. 2: Sample images from dataset. Top left is a normal colon image, top right is a ulcerative colitis diseased colon image, bottom left is a polyp, and bottom right is esophagitis diseased colon WCE image**
Fig. 3: Distribution of training and test data in four classes. Validation data are included in training data.

B. Dataset Preprocessing

We have divided the dataset into three sets: training set, validation set, and test set, to train and test our models on various quantitative performance evaluation metrics. We have utilized scikit library to split the dataset into training, test, and validation set. The dataset was split in the ration of 8:2. Further, the training set was again split into training set and validation set in 9:1 ratio. We have resized our images to 72x72x3 for Vision Transformer based model, and 224x224x3 for DenseNet201. Further, we have labeled the classes with numerical values for the models to classify. We have normalized the pixel values of images by dividing them by 255. To overcome data limitation, we have augmented our dataset images by Keras’ ImageDataGenerator function.

C. Model Architecture

1) DenseNet201: Dense Convolutional Network or DenseNet201 [18] was developed by Huang et al. It is a pretrained feed-forward convolutional neural network model where each layer is connected to every other layer. It has L(L+1)/2 connections, where L is the number of layers. In traditional convolutional neural network, L number of layers have L connections. Authors trained it on four benchmark tasks namely, CIFAR-10, CIFAR-100, SVHN, and ImageNet. In DenseNe architecture, $l^{th}$ layer gets feature maps from all the layers before it. Feature map of $l^{th}$ layer is defined by,

$$x_l = H_l([x_0, x_1, ..., x_{l-1}])$$

where, $x_l$ is the feature map of $l^{th}$ layer, $[x_0, x_1, ..., x_{l-1}]$ is feature maps produced in $0, ..., l-1$ layers, and $H_l$ is non-linear transformation function. A five layer dense block is depicted in Fig. 4.

As our classification task consists of four classes, we removed the top layer of DenseNet201 and added one dense layer consisting of 512 neurons with relu activation function and one output layer of four neurons with softmax activation function. We have used softmax activation function in the output layer as our task is a multiclass classification task. A brief overview of the model is presented in Fig. 5. Our custom DenseNet201 model contains a total of 66,493,508 parameters, of which 66,264,452 are trainable and 229,056 are non trainable. ImageNet Large-Scale Visual Recognition (ILSVRC) dataset [19] pretrained weights are used in this model. To train our model, we have used Adam optimizer with a learning rate of 0.00001, categorical cross entropy as our loss function. We have trained our model for 100 epochs and used early stopping function to avoid overfitting of the model.

2) Vision Transformer: Although transformers were predominantly used in natural language processing, Developed by Alexey Dosovitskiy et al. [13] showed pure transformer based approach to classify images can be an efficient alternative to traditional CNN models. They trained vision transformers (ViT) on image recognition benchmarks such as, ImageNet, CIFAR-100, VTAB, etc. and showed their high accuracy with significantly lower computational resources to train the models. This pretrained supervised machine learning algorithm splits images into patches and applies keys/tokens to those patches, similar to the working principal of transformers in natural language processing. A depiction of image from our training set divided into patches for training vision transformer is showed in Fig. 6.

In vision transformer based model, a 2D image $x \in \mathbb{R}^{H \times W \times C}$ is reshaped into flattened sequence of 2D patches $x_p \in \mathbb{R}^{N \times (P^2 \cdot C)}$. Here, where (H, W) = original image resolution, C = number of channels, (P, P) = image patch resolution. Number of patches is given by $N = HW/P^2$. N is also the length of transformer [13]. Positional embeddings
TABLE I: Parameters of vision transformer based classifier

| Parameters      | Values        |
|-----------------|---------------|
| Learning rate   | 0.0001        |
| Weight decay    | 0.0001        |
| Batch size      | 256           |
| Number of epochs| 100           |
| Image size      | 72x72         |
| Patch size      | 6x6           |
| Number of patches| 144          |
| Transformer layers| 8            |
| Projection_dim  | 64            |
| Transformer size| 64^2, 64      |
| MLP head        | (2042, 1048)  |

are assigned to the patches and each sequence of patches are attached with learnable embeddings. A brief overview of vision transformer based classification model used in our work is depicted in Fig. 7. Multi headed self attention block and multi layer perceptrons blocks are applied alternatively in transformer encoder. Layernorm and residual connections are applied before and after every block [13]. In our model, we have used patch size of 6x6, 144 patches per image, and 108 elements per image. Parameters used in our model is shown in table I.

Fig. 7: Overview of vision transformer architecture

IV. RESULT ANALYSIS

We have compared our models on different quantitative evaluation metrics. To quantify the performances of our models, we have tested them on our test set which was completely unseen to them. The metrics that were used to evaluate their performance are: accuracy (1), precision (2), recall (3), and f1 score (4). All these parameters were measured on test set. A comparative analysis on the models’ performances on these parameters are presented in table II.

Accuracy = \[ \frac{TN + TP}{TP + FP + TN + FN} \]  

Here, TN = True negative, TP = True positive, FN = False negative, FP = False positive.

Precision = \[ \frac{TP}{TP + FP} \]  

Here, TP = True positive, FP = False positive.

Recall = \[ \frac{TP}{TP + FN} \]  

Here, TP = True positive, FN = False negative.

F1 Score = \[ \frac{2 \times Precision \times Recall}{Precision + Recall} \]  

From Table II we can see that ViT based model outperformed DenseNet201 in test accuracy, where ViT scored 23.75% higher than DenseNet201.

In terms of precision, DenseNet201 scored 0.01 and 0.02 more than ViT in classifying normal and ulcerative colitis images. But in classifying polyps, ViT scored significantly higher, about 0.2 and 0.02 higher than DenseNet201.

In terms of recall, DenseNet201 and ViT scored same in classifying normal images, whereas, ViT scored 0.28 higher than DenseNet201 in classifying ulcerative colitis. Both the model scored same in esophagitis class. But DenseNet201 scored 0.02 higher than ViT in classifying polyps images.

In f1 scoring, both DenseNet201 and ViT scored 1.0 and 0.99 in classifying normal and ulcerative colitis images. On the
other hand, ViT scored 0.26, 0.06 higher than DenseNet201 in classifying polyps and esophagitis images.

We have also plotted confusion matrix of ViT and DenseNet201’s performance conducted on our test set which are depicted in Fig. 8 and Fig. 9 respectively.

From Fig. 8 we can see that ViT classifier detected 187 normal images correctly but misclassified one normal image. Whereas, DenseNet201 successfully classified 188 normal images. In case of Ulcerative colitis images, ViT classifier correctly classified 143 images out of 155. DenseNet201 correctly classified 103 ulcerative colitis images out of 155. ViT Classifier also could correctly classify 149 polyps images out of 164 whereas, in the case of DenseNet201 the number of correctly classified polyps images were 163 out of 164. Both ViT and DenseNet201 could correctly classify all the esophagus images in their test set.

Accuracy, loss, precision, and recall graph of ViT on test data is depicted in Fig. 10, and Fig. 11.

V. CONCLUSION

In this paper, we have used transfer learning approach with DenseNet201 and Vision Transformer based architecture to detect three gastrointestinal diseases: ulcerative colitis, polyps, and esophagitis, along with healthy colon images. Among the two models, Vision Transformer outperformed DenseNet201 with an accuracy of 95.63%, whereas in the case of DenseNet201 it was 71.88%. We have faced resource utility and data limitation in conducting our work. We resolved data limitation by adopting augmentation approach. We aim to resolve our infrastructural limitation in near future. In future we plan to work on larger range of gastrointestinal diseases with improved accuracy of vision transformer based approach. We aim to further ease the diagnosis with elastography technique using ultrasound [20], [21].
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