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Abstract: This paper addresses the problem of voltage restoration and reactive power sharing of inverter-based distributed generations (DGs) in an islanded microgrid subject to denial-of-service (DoS) attacks. Note that DoS attacks may block information exchange among DGs by jamming the communication network in the secondary control level of a microgrid. A two-layer distributed secondary control framework is presented, in which a state observer employing the multiagent system (MAS)-based ternary self-triggered control is implemented for discovering the average information of voltage and reactive power in a fully distributed manner while highly reducing communication burden than that the periodic communication way. The compensation for the reference signal to the primary control is acquired according to the average estimates to achieve voltage restoration while properly sharing reactive power among DGs. An improved ternary self-triggered control strategy integrating an acknowledgment (ACK)-based monitoring mechanism is established, where DoS attacks are modeled by repeated cycles of jamming and sleeping. A new triggering condition is developed to guarantee the successful information exchange between DGs when the sleep period of DoS attacks is detected. Using the Lyapunov approach, it is proved that the proposed algorithm allows agents to reach consensus regardless of the frequency of the DoS attacks, which maintains the accurate estimation of average information and the implementation of the secondary control objectives. The performance of the proposed control scheme is evaluated under simulation and experimental conditions. The results show that the proposed secondary control scheme can highly reduce the inter-agent communication as well as improve the robustness of the system to resist DoS attacks.
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1. Introduction

Distributed generation (DG) technology is characterized by low environmental pollution, high energy utilization rate, and flexible installation sites, which enhances the power supply reliability of the distribution network. Particularly in the case of natural disasters, it ensures the basic energy supply of critical infrastructure and residents in the remote areas [1]. To coordinate the contradiction between DGs’ intermittent characteristics and bulk power system, and fully exploit the benefit of DGs, the concept of microgrid was proposed at the beginning of this century [2]. A microgrid consists of distributed renewable resources, energy storage system, and various types of loads. It is capable of operating in either a grid-connected mode or an islanded mode, and handling the transitions between these two operation modes. In an islanded microgrid, the conventional control strategy...
produces the output voltage deviations from their nominal values as well as the failure of reactive power sharing among DGs connected via different line impedances, thereby affecting the power supply quality and system dynamic performance of microgrids [3,4].

The hierarchical control structure is an effective way for the coordination of multiple DGs in microgrids [5]. In order to maintain the stability of frequency and voltage, the primary control of a microgrid employs a droop control method that is completely decentralized and only depends on local information without requiring any communication between the DGs. However, the droop control causes deviations of the voltage and frequency from their nominal values. Hence, the secondary control level is necessary to compensate for the deviations caused by the primary droop technique. The tertiary control level is aimed at the economical dispatch and optimized management of power flow in the microgrid.

This paper aims to address the voltage restoration and reactive power sharing problem in the secondary control level of an islanded microgrid with multiple inverter-based DGs. In general, the secondary control strategies for microgrids are categorized into three types: centralized [6], distributed [7], and decentralized [8]. Microgrids are characterized by small electrical distances between DGs, lack of static compensation devices, and line impedance mismatch [9], which makes the primary droop control fail to achieve accurate reactive power sharing among the DGs. Such a failure in turn possibly causes DGs overloads and damages the stability of the whole system. The authors of [10,11] proposed centralized control architectures for voltage restoration and reactive power sharing, in which each DG demands to communicate with a central controller. The centralized manner requires a complicated two-way communication network and any single point failure may cause serious instability of the entire system. For enhancing the scalability and flexibility, a multiagent system (MAS)-based distributed secondary control scheme using only local neighbors’ information is more desirable in microgrids. Cooperative secondary controllers by using a multiagent pinning consensus [12], finite-time consensus [13], and distributed averaging proportional integral (DAPI) [14] have been deliberately designed for voltage or/and powering sharing control. Since the objective of most studies is to synchronize the voltages of DGs to nominal values, accurate reactive powering sharing among DGs is impossible. And most recent work does not consider the influence on the consensus algorithm of the potential malicious attacks induced by the communication network.

In the MAS-based distributed cooperative control scheme, each DG is considered as an agent that exchanges information with its neighbors through communication networks. Conventional continuous-signal-based communication requires real-time data transmissions between DGs. The continuous-time-based control method can hardly be realized due to the constraints of channel bandwidth and computing resources in practical engineering. Moreover, the sampled-data communication mechanism requires higher communication rates to satisfy the worst possible extreme situations, which would increase the burden of networks and cause time delay or packet loss. According to [15], the event-triggered communication mechanism was proposed for microgrid secondary control to realize need-based data exchanges while meeting the performance requirements. A similar event-triggered control strategy was also applied in [16]. However, it is noteworthy that event-triggered communication requires continuous monitoring of the state variables of agents, which would place a heavy computation burden on each DG local controller. Moreover, the objectives of the abovementioned event-triggered method are only to synchronize the output voltages of DGs to their nominal values or realize reactive power sharing without considering voltage restoration. To the author’s knowledge, the secondary control for average voltage restoration while maintaining reactive powering sharing using an appropriate event-triggered communication mechanism has not been discussed.

While the communication network facilitates distributed control strategies, it leads to the vulnerability of microgrids to malicious cyber attacks. In general, cyber attacks can be categorized into: denial-of-service (DoS) attacks and deception attacks. Deception attack, such as false data attack (FDIA) and replay attack, is to compromise the integrity of measurements or transmitted data packets, while DoS attack is to block legitimate data transmissions or interfere with receptions. In the
research field of the DoS attacks’ detection mechanism, a collaborative real-time intrusion detection approach based on blockchain combined with SVM was developed in [17]. In [18], a signal temporal logic (STL)-based attack detection strategy was presented that can detect both FDIA and DoS attacks for microgrids. In the aspect of the DoS attack-resilient secondary control scheme, a software-defined microgrid control architecture was designed for resilience against DoS attacks in [19]. A finite-time control strategy was proposed for a battery energy storage system under DoS attacks in [20], but a communication recovery mechanism must be added to ensure the robustness of the method. In [21], an event-triggered control strategy was proposed for voltage restoration of a microgrid subject to DoS attacks, but this method requires the system to meet exponential stability conditions, which limits its application range. In [22], the intermittent DoS attacks were modeled as time delay and the impact of attacks on microgrid stability was analyzed, but no mitigation measures were proposed. In [23], a resilient control scheme with the power talk mechanism was established which can detect DoS attacks through adjusting droop coefficients, but this method is sensitive to load changes. Due to the fact that no communication networks are required, a decentralized control scheme has the natural advantages of resisting cyber attacks. However, it is noteworthy that the secondary control with no communication networks is still an open research field and the main challenges are related to modeling, stability, and robustness [24]. Since distributed structures have been widely studied and applied in engineering, it is of significance to propose a distributed resilient secondary control strategy to ensure voltage restoration and reactive power sharing under DoS attacks, which motivate our research.

In this paper, we focus on the distributed secondary control for average voltage restoration and reactive power sharing of an islanded microgrid by taking into account the communication burden and the impact of DoS attacks. The communication mechanism of a distributed secondary controller is changed from the traditional periodic sampling manner to a new self-triggered manner in which continuous monitoring of neighboring DG’s state can be avoided. Considering DoS attacks prevent the information transmission between DGs, an acknowledgment (ACK)-based monitoring mechanism is developed to ensure successful communications once the sleep period of attack is detected. The main contributions of this paper are summarized as follows: (1) A two-layer secondary control scheme is proposed, where a state observer with ternary self-triggered control law is constructed and average voltages of DGs can be restored to their nominal values while maintaining accurate reactive power sharing. The communication burden between agents by our method can be highly reduced than that of the periodic way. (2) A class of time-sequence-based aperiodic DoS attacks is considered, an ACK-based monitoring mechanism is introduced to check whether the sleep period of DoS attacks has arrived. A new triggering condition is developed according to the monitoring results which ensures successful information exchanges when the sleep period is detected. (3) The stability of the proposed control strategy is proved using the Lyapunov method. The consensus of agents can be reached regardless of the frequency of DoS attacks which guarantees the achievement of secondary control objectives. Finally, simulation and experimental results are presented to verify the effectiveness and resilience of the proposed control scheme.

2. Problem Formulation

2.1. Dynamic Model of Inverter-Based Distributed Generations (DGs)

Figure 1 presents the block diagram of an islanded AC microgrid containing several DGs. Three-phase inverter-based DG$_i$ ($i=1,...,N$) is connected to the microgrid through a DC/AC inverter, an LC filter, and an output connector. Moreover, $L^i$, $R^i$ and $C^i$ represent the inductance, resistance, and capacitance of the LC filter, respectively. $L^i$, $R^i$ represent the inductance and resistance of the output connector, respectively.
The local control of $\text{DG}_1$ is made up of the droop-based power controller, PI voltage controller and PI current controller in a cascade configuration. The power controller provides the reference for the voltage controller and the reference angular frequency for the whole control system. For $\text{DG}_i$, droop technique which is used in the power controller describes the desired relationship between the frequency $\omega_i$ and active power $P_i$ and the relationship between the reference of output voltage magnitude $v_{\Delta,\text{mag}}$ and reactive power $Q_i$, which are given by

$$\begin{aligned}
    v_i^{\text{dref}} &= V_i^* - n_i^Q Q_i \\
    v_i^{\text{qref}} &= 0 \\
    \omega_i &= \omega_i^* - m_i^P P_i
\end{aligned}$$

where $v_i^{\text{dref}}$ and $v_i^{\text{qref}}$ are the $d$-axis and $q$-axis components of $v_{\Delta,\text{mag}}$, and output voltage $v_i^{\text{od}}$ can approach the reference value $v_{\Delta,\text{mag}}$ in steady-state. $m_i^P$ and $n_i^Q$ are the frequency and voltage droop coefficients. $P_i$ and $Q_i$ are fundamental components of active and reactive power which can be gained through a low-pass filter. $\omega_i^*$ and $V_i^*$ are the primary control reference, and $V_i^*$ is typically set equal to $V_{\text{norm}}$, where $V_{\text{norm}}$ is the nominal voltage.

According to the references by the power controller, $v_i^{\text{dref}}$ and $v_i^{\text{qref}}$, the differential algebraic equations of the voltage controller are written as

$$\begin{aligned}
    i_i^{\text{dref}} &= \left( K_{\text{pvi}} + \frac{K_{\text{wij}}}{s} \right) (v_i^{\text{dref}} - v_i^{\text{od}}) - \omega_b C_s v_i^{\text{oq}} + F_i i_i^{\text{od}} \\
    i_i^{\text{qref}} &= \left( K_{\text{pvi}} + \frac{K_{\text{wij}}}{s} \right) (v_i^{\text{qref}} - v_i^{\text{eq}}) + \omega_b C_s v_i^{\text{od}} + F_i i_i^{\text{od}}
\end{aligned}$$

where $K_{\text{pvi}}$ and $K_{\text{wij}}$ are the proportional and integral coefficients of the PI voltage control loop respectively, $F_i$ is the feedforward gain, and $\omega_b$ is the nominal angular frequency. By introducing feedforward quantities $F_i i_i^{\text{od}}$ and $F_i i_i^{\text{eq}}$, the dynamic performance of voltage controllers under disturbance can be improved. With adoption decoupling items $\omega_b C_s v_i^{\text{od}}$ and $\omega_b C_s v_i^{\text{eq}}$, the current in the $d$-$q$ axis can be completely decoupled, which ensures that $v_i^{\text{od}}$ and $v_i^{\text{eq}}$ are able to be controlled separately.

The current controller is responsible to make inductive currents $i_i^d$ and $i_i^q$ to track their references, $i_i^{\text{dref}}$ and $i_i^{\text{qref}}$, provided by the voltage controller. The output of the current controller can be expressed as
\[\begin{align*}
    v_i^{dPWM} &= \left( K_{PCI} + \frac{K_{CLI}}{s} \right) (i_i^{dref} - i_i^d) - \omega_b L_i i_i^{iq} \\
    v_i^{PWM} &= \left( K_{PCI} + \frac{K_{CLI}}{s} \right) (i_i^{qref} - i_i^q) + \omega_b L_i i_i^{id}
\end{align*}\]  

(3)

where \( K_{PCI} \) and \( K_{CLI} \) denote the proportional and integral coefficients of the PI current control loop respectively. The output of current controller, \( v_i^{dPWM} \) and \( v_i^{PWM} \), are used as references for the PWM generator.

With the differential equations for the series LC filter and output connector discussed in [25], the large-signal state space model of DG_i can be represented as the following nonlinear system:

\[\begin{align*}
    \dot{x}_{DGI} &= f_i(x_{DGI}) + g_i(x_{DGI})u_{DGI} + k_i(x_{DGI})D_i \\
    y_i &= h_i(x_{DGI})
\end{align*}\]  

(4)

where the state vector is

\[x_{DGI} = [\delta_i \, P_i \, Q_i \, \phi_{di} \, \phi_{qi} \, \gamma_{di} \, \gamma_{qi} \, i_i^d \, i_i^q \, v_i^o \, i_i^{op} \, i_i^{ip}]^T\]  

(5)

and the control input is \( u_{DGI} = [V_i^* \, \omega_i^*]^T \), the output is \( y_i = [\omega_i \, v_i^{op}]^T \), and the known disturbance is \( D_i = [\omega_{com} \, v_{pdi} \, v_{pqi}]^T \). The detailed expressions of \( f_i(x_{DGI}), g_i(x_{DGI}) \) and \( k_i(x_{DGI}) \), and the related parameters can be seen in [25], which are omitted here. The purpose of the proposed secondary control is to regulate the average voltage of overall DGs to the nominal value by adjusting the reference input \( V_i^* \) in Equation (1). Thus, the magnitude of output voltage \( v_i^{op} \) is able to restore while achieving accurately reactive power sharing among DGs.

2.2. Distributed Secondary Control Framework for Voltage and Reactive Power

Since the output voltage of DG is a local variable, the droop-based primary control causes voltage deviations from its nominal value. The voltage droop controller is unable to achieve accurate reactive power sharing among DGs operating in parallel owing to the influence of different line impedances. To overcome the drawbacks of primary control, secondary control is necessary to compensate for voltage deviations as well as maintain reactive power sharing. Conventional control strategy for voltage restoration and reactive power sharing is a centralized architecture, which requires a two-way communication network to collect information from all DGs and then calculate the average value of voltage and reactive power [26]. Such a centralized strategy may cause communication congestion and any single point failure can destroy the stability of the system. Different from the centralized way, this paper designs a MAS-based distributed control scheme which is depicted in Figure 2.

![Figure 2. The proposed distributed control frame for voltage and reactive power.](image-url)
As illustrated in Figure 2, the voltage and reactive power secondary control scheme proposed in this paper involves the estimation layer and the compensation layer. In the estimation layer, the global average information of voltage and reactive power can be obtained by a state observer employing a MAS-based ternary self-triggered control law (which will be presented in Section 3) in a fully distributed manner and then sent to the compensation layer. In the compensation layer, the reference signal $V_i^*$ is adjusted by PI controllers and then sent to the primary control level to realize voltage restoration and reactive power sharing. Unlike the conventional centralized structure, the MAS-based secondary control scheme can regulate the voltage and reactive power in the time scale of seconds, which improves the real-time response capability of the microgrid system.

In the estimation layer, the average estimates of voltage and reactive power on DG$_i$ can be defined as $x_i^{AVE} = (V_i^{AVE}, Q_i^{AVE})$. The state observer on DG$_i$ receives its neighbors’ estimated information $x_j^{AVE}$ ($j \in N_i$) via the communication network. Then, the observer updates its own estimates by processing the control input $u_i$ generated by the ternary self-triggered control law with its local voltage and reactive power measurements $x_i = \{V_i^{od}, Q_i\}$. According to the proving process and related conclusions in [27,28], when the communication topology is an undirected connected graph and the designed control law ensures the state variables $x_i^{AVE}$ ($i = 1, \ldots, N$) to achieve consensus, the average value of voltage and reactive power of overall DGs can be acquired by the state observer, which can be expressed as

$$\begin{align*}
\lim_{t \to \infty} V_i^{AVE}(t) &= \frac{1}{N} \lim_{t \to \infty} \sum_{i=1}^{N} v_i^{od}(t) \\
\lim_{t \to \infty} Q_i^{AVE}(t) &= \frac{1}{N} \lim_{t \to \infty} \sum_{i=1}^{N} Q_i(t)
\end{align*}$$

where $i = 1, \ldots, N$, and $N$ is the total number of DGs.

In the compensation layer, DG$_i$ measures the voltage error and compensates for the voltage deviation caused by the droop technique. The average estimate of reactive power is used as the reference to realize reactive power sharing among DGs. The voltage compensation $\delta V_i$ and reactive power compensation $\delta Q_i$ obtained by the PI controller can be represented as follows

$$\begin{align*}
\delta V_i &= \left(K_{PVi}^{AVE} + K_{PVi}^{AVE} \right) \left(V_{norm} - V_i^{AVE}\right) \\
\delta Q_i &= \left(K_{PQi}^{AVE} + K_{PQi}^{AVE} \right) \left(Q_i^{AVE} - Q_i\right)
\end{align*}$$

where $K_{PVi}^{AVE}$ and $K_{PQi}^{AVE}$ are the proportional and integral coefficients of voltage compensation for DG$_i$, respectively. $K_{PQi}^{AVE}$ and $K_{PQi}^{AVE}$ are the proportional and integral coefficients of reactive power compensation for DG$_i$, respectively.

According to the compensations, the reference signal $V_i^*$ sent to the power controller in the primary control level is updated to $V_{norm} + \delta V_i + \delta Q_i$, which can regulate the average voltage of all DGs to the nominal value. Meanwhile, the properly reactive power sharing among DGs can also be implemented regardless of the impact of line impedance.

3. Self-Triggered Control for Islanded Microgrids under DoS Attacks

In this section, we design an improved ternary self-triggered control law to maintain the voltage restoration and reactive power sharing for microgrids under DoS cyber attacks. First, the descriptions of communication topology and DoS attacks are presented. Then, an improved ternary self-triggered control law is established with an ACK-based monitoring mechanism and theoretical analysis is conducted to prove the convergence of the proposed control algorithm.

3.1. Communication Topology

To facilitate the MAS-based distributed secondary controller, each DG in the microgrid is considered as an agent that communicates with its neighbors via the communication network. The
communication topology is described as an undirected graph \( G = (V, \Xi) \), where \( V = \{1, \ldots, N\} \) denotes the set of agent nodes corresponding to DGs, and \( \Xi \subseteq V \times V \) is the set of edges corresponding to the communication links. Node \( j \) is a neighbor of node \( i \) if there is an edge defined as \((i, j) \in \Xi \). \( W = [w_{ij}] \in \mathbb{R}^{N \times N} \) is the adjacency matrix, where \( w_{ii} = 0 \) for all \( i \), and \( w_{ij} = 1 \) if \((i, j) \in \Xi \), otherwise, \( w_{ij} = 0 \). \( N_i = \{(i, j) \in \Xi \} \) is defined as the set of node \( i \)'s neighbors, and the degree of node \( i \) can be expressed as \( d_i = \sum_{j \in N_i} w_{ij} \). A path is defined as a connected edge in a graph, and the graph \( G \) is connected if there is a path between any two nodes.

**Remark 1:** For the brevity of analysis, it is supposed that the transmissions of the estimated average information of voltage and reactive power use the common communication topology. However, different topologies may be used for information exchanges in a practical microgrid system. It is worth pointing out that the proposed self-triggered control law can be extended to accommodate the case of different communication topologies as well.

### 3.2. Model of DoS Attacks

In cyber physical environments, the adversaries can conduct DoS attacks by jamming communication channels, disabling sending devices, and distorting communication protocols to make parts or all components of the control system inaccessible, which would cause data loss and control failure. In general, DoS attacks can be categorized into node-based attacks and link-based attacks [20]. Node-based attacks can prevent a node from sending its state to its neighbors, while link-based attacks block information exchange between two neighboring nodes. The MAS-based secondary control scheme of microgrid requires the communication topology to maintain connectivity. DoS attacks may destroy communication connections among neighboring DGs and even ruin the stability and convergence of the MAS-based secondary control strategy. Figure 3 shows the communication network of the microgrid system under DoS attacks.

![Figure 3. Communication topology and DoS attack sequence.](image)

As illustrated in Figure 3, the adversaries launch DoS attacks on the communication link \((i, j) \in \Xi\) to block the data transmission between \( \text{DG}_i \) and \( \text{DG}_j \). Since the adversaries with limited resources cannot continuously jam the channels for a long time, the sequence of DoS attacks repeats the cycles of jamming and sleeping. The set \( \{a_{ij}^k \geq 0\} \) and the set \( \{\tau_{ij}^k \geq 0\} \) are defined to represent the starting time instants and durations of the DoS attacks on the communication link \((i, j) \in \Xi\), in which \( k \in \mathbb{N}_0 \) and \( a_{ij}^k > a_{ij}^{k+1} + \tau_{ij}^k \) is satisfied. The \( k \)th attack interval can be expressed as \( A_{ij}^k = [a_{ij}^k, a_{ij}^{k+1} + \tau_{ij}^k] \), during which the information sharing is prevented between agents \( i \) and \( j \). In the time interval \([t_\omega, t]\), the total duration of the attacks \(|A_{ij}^{r_{(t_\omega,t)}}|\) on the communication link \((i, j) \in \Xi\) can be expressed as

\[
|A_{ij}^{r_{(t_\omega,t)}}| \leq \lambda_{ij} + \mu_{ij}(t - t_\omega)
\]

(8)

where the scalar \( \lambda_{ij} \geq 0 \) and \( \mu_{ij} \in (0, 1) \). Note that Equation (8) implies that \( \lim_{t \to \infty} |A_{ij}^{r_{(t_\omega,t)}}|/t \leq \mu_{ij} \), \( \mu_{ij} \) can be considered as the upper bound on the ratio of the total duration of DoS attacks in a long time interval. Since the jamming period cannot span the entire time, the longest duration for jamming...
period cannot be larger than \( \frac{\lambda^i}{1-\mu^i} \) and \( \lambda^i \) can be used to model the attacker’s capability for continuous jamming.

**Remark 2:** In a wireless communication network, the adversaries require energy for sending radio inference to block data transmissions. Due to resources and energy constraints, the adversaries cannot constantly jam the communication channels. Our DoS attack model can capture different scenarios, such as reactive, random, and periodic jamming attacks [29]. In a wired communication network, DoS attacks can be conducted with a flood of internet traffic to the targeted devices. The adversaries may keep the number of attacks small to make them less detectable [30]. Thus, DoS attacks cannot span the entire time and repeat the cycles of jamming and sleeping. Note that node-based DoS attacks can be considered as some or all of the links connected to the node subject to attacks. Our DoS attacks model can capture a more general scenario, in which communication links can be attacked independently.

### 3.3. Improved Ternary Self-Triggered Control Law Under DoS Attacks

To achieve the agent’s consensus while reducing communication requirements in the secondary control level, we improve the ternary control approach previously applied in [31,32]. The ternary variables of agent \( i \) is defined as \((x^i_{\text{AVE}}, u^i, \theta^i)\), where \( x^i_{\text{AVE}} \) is the state variable, \( u^i \) is the local control input, and \( \theta^i \) is the clock variable. The piecewise-constant control input \( u^i \) belongs to the set \( \{-\gamma, 0, \gamma\} \), where \( \gamma \) is a positive scalar. The evolution of the ternary variables of agent \( i \) can be described as

\[
\begin{aligned}
x^i_{\text{AVE}} &= u_i = \sum_{j \in N_i} u^j \\
\dot{u}^j &= 0 \\
\dot{\theta}^j &= -1
\end{aligned}
\]

(9)

where \( x^i_{\text{AVE}} = \{x^i_{\text{AVE}}, Q^i_{\text{AVE}}\} \) denotes the average estimate of voltage and reactive power in DG\(_i\). \( u^i \) denotes the control action caused by the relative state difference between neighboring agents \( i \) and \( j \), and the control action is fully distributed since the evolution of \( x^i_{\text{AVE}} \) only depends on \( x^j_{\text{AVE}} \) with \( j \in N_i \). \( \theta^i \) denotes the clock variable on the communication link \((i,j) \in \Xi\). When \( \theta^i \) reaches 0, agent \( i \) asks for the state of agent \( j \), then updates the control input \( u^i \) and resets the value of \( \theta^i \). Since the following update time is determined by \( \theta^i \) and precomputed at the update time, the system described as Equation (9) can realize self-triggered communication [31].

The detection function for DoS attacks on the communication link \((i,j) \in \Xi\) is defined as \( \delta^i(t) \in (0,1)\), and an assumption is proposed as follows.

**Assumption 1:** The detection function \( \delta^i(t) \in (0,1) \) indicates whether the communication link \((i,j) \in \Xi\) is in the presence of DoS attacks and only changes its value at the triggering time instants. Specifically, at triggering time instants, if an agent attempts to communicate with its neighbors and cannot receive the information, it implies that the communication link is suffering from the DoS attacks. Then, the detection function \( \delta^i(t) \) changes value from 1 to 0, denoted as \( \delta^i(t): 1 \rightarrow 0 \). When the attack shifts to a sleep period, an ACK-based monitoring mechanism is able to detect that the communication link returns to normal and there will be a successful information exchange between agents immediately. Then, the detection function \( \delta^i(t) \) changes value from 0 to 1, denoted as \( \delta^i(t): 0 \rightarrow 1 \).

**ACK-based monitoring mechanism:** At triggering time instants, if the communication attempts are denied by the attack, an ACK-based monitoring mechanism is activated to check whether the attack shifts to a sleep period. Specifically, when the communication attempt of DG\(_i\) is blocked due to the jamming period of DoS attack, DG\(_i\) continuously sends test data packets to DG\(_j\). When the attack shifts to a sleep period, DG\(_j\) will receive the test packets and send an acknowledgment (ACK) message back to DG\(_i\). It is assumed that the ACK message can be transmitted successfully and the transmission time is negligible, the proposed mechanism can detect the sleep period immediately. Such implementation is practical and also applied in the cybersecurity framework for power grids [33]. The ACK-based monitoring mechanism requires no extra calculation process. Thus, the
computational burden of the microcontroller is not increased and the real-time performance of the control scheme is not affected. From the above analysis, it can be seen that Assumption 1 is reasonable and feasible in practical engineering.

**Remark 3:** In the secondary control framework of microgrids, communication networks can be implemented by means of wired technologies such as RS-232, ModBus, and Power-Line Communication, or wireless technologies such as Wi-Fi and ZigBee. For a successful information exchange between agents, the protocols for data transmission such as TCP/IP and IEC 61850 are also needed [34]. Assumption 1 does not require the agents to detect the occurrence of the attack in real-time, but it needs agents to know the communication failure at triggering time instant is caused by DoS attacks. This is a general assumption in the attack-resilient control scheme [20–21,32]. In wireless communication networks, statistical metrics such as signal strength consistency, packet send ratio (PSR), and packet delivery ratios (PDR) can be adopted to detect radio interference induced DoS attacks [29]. In wired communication networks, computationally low-cost machine learning methods, such as SVM and neural networks, can detect DoS attacks according to the abnormal traffic features with high accuracy [30,35]. The abovementioned detection algorithms are not difficult to apply in microgrid systems, since the local microcontroller of DGs has powerful computing capacity.

The triggering conditions are defined as $S_1(t)$ and $S_2(t)$, and can be expressed as follows

$$\begin{align*}
S_1(t) &= \{(i, j) \in \Xi \mid \theta^{ij}(t) = 0\} \\
S_2(t) &= \{(i, j) \in \Xi \mid \delta^{ij}(t): 0 \rightarrow 1\}
\end{align*}$$

(10)

where $S_1(t)$ indicates that when clock variable $\theta^{ij}(t)$ reaches 0, there will be a communication attempt between neighboring agents $i$ and $j$; $S_2(t)$ is the ACK-based mechanism induced triggering condition and indicates that when the sleep period of DoS attacks is detected, agents $i$ and agent $j$ can successfully exchange information as well.

Define $dev^{ij} = x_i^{AVE} - x_j^{AVE}$ as the relative state difference between the agents $i$ and $j$, and the function $sign_{\varepsilon}(dev^{ij}) \in \{-\varepsilon, 0, \varepsilon\}$ can be expressed as

$$sign_{\varepsilon}(dev^{ij}) = \begin{cases} 
\varepsilon \text{sign}(dev^{ij}), & \text{if } |dev^{ij}| \geq \varepsilon \\
0, & \text{otherwise}
\end{cases}$$

(11)

where $\text{sign}(\cdot)$ denotes a sign function while the parameter $\varepsilon > 0$ determines the final consensus region of the algorithm.

According to the detection function and triggering conditions, the update laws of the local control input $u_i^{ij}(t)$ and the clock variable $\theta^{ij}(t)$ can be given by

$$u_i^{ij}(t) = \begin{cases} 
\delta^{ij}(t)sign_{\varepsilon}(dev^{ij}), & \text{if } \{(i, j) \in S_1(t) \land \delta^{ij}(t) = 1\} \text{ or } (i, j) \in S_2(t) \\
0, & \text{if } (i, j) \in S_1(t) \land \delta^{ij}(t): 1 \rightarrow 0
\end{cases}$$

(12)

$$\theta^{ij}(t) = \begin{cases} 
f_i^{ij}(x(t)), & \text{if } \{(i, j) \in S_1(t) \land \delta^{ij}(t) = 1\} \text{ or } (i, j) \in S_2(t) \\
0, & \text{if } (i, j) \in S_1(t) \land \delta^{ij}(t): 1 \rightarrow 0
\end{cases}$$

(13)

where

$$f_i^{ij}(x(t)) = \begin{cases} 
\frac{|dev^{ij}|}{2\gamma(d_i + d_j)}, & \text{if } |dev^{ij}| \geq \varepsilon \\
\frac{\varepsilon}{2\gamma(d_i + d_j)}, & \text{otherwise}
\end{cases}$$

(14)

Equations (12)–(14) suggest that the control input $u_i^{ij}(t)$ and the clock variable $\theta^{ij}(t)$ is updated synchronously according to the relative state difference $dev^{ij}$ when the communication link $(i, j) \in \Xi$ works in normal condition and $\theta^{ij}(t)$ reaches 0, or when the sleep period of attacks is detected by the ACK-based monitoring mechanism. When $\theta^{ij}(t)$ reaches 0 and the communication attempts are denied by the jamming period of attack, the control signal $u_i^{ij}(t)$ is set to 0. According to the above analysis, the successful communication time instants between agents $i$ and $j$ are discrete, and can be represented as
\begin{equation}
t_{ij}^j = \begin{cases} 
t_{ij}^k + f^ij (x(t^j_k)), & \text{if } \delta^ij(t^j_k) = 1 \\
0, & \text{if } \delta^ij(t^j_k) = 0 
\end{cases}
\end{equation}

where \( t_{ij}^k \) and \( t_{ij}^{k+1} \) are the \( k \)th and \((k+1)\)th successful communication time instants, respectively. Additionally, \( \delta^ij(t): 0 \to 1 \) denotes the latest detection that the DoS attacks shifts to a sleep period.

For the sake of clarity, our improved ternary self-triggered control law is summarized in Algorithm 1 and illustrated as below.

**Algorithm 1** Improved ternary self-triggered control law

**Initialization:** For agent \( DG_i \) \((i = 1, ..., N)\) and \( j \in N_i \), set clock variable \( \theta^ij(0) = 0 \), detection function \( \delta^ij(t) = 1 \), control input \( u^ij(0) = 0 \), and state variable \( x^AV^E(0) = \sum_{j \in N_i} u^ij(0) \).

for \( i = 1 \) to \( N \) do

for \( j = 1 \) to \( N_i \) do

while \( \theta^ij(t) > 0 \) do

\( x^AV^E(t) = \sum_{j \in N_i} u^ij(t) \);

end while

if \( \{(i, j)\} \in S_1(t) \land \delta^ij(t) = 1 \) or \( \{(i, j)\} \in S_2(t) \) then

update \( u^ij(t) = \delta^ij(t) \text{sign}_e(\text{dev}^ij) \);

update \( \theta^ij(t) = f^ij(x(t)) \);

end if

if \( \{(i, j)\} \in S_1(t) \land \delta^ij(t): 1 \to 0 \) then

update \( u^ij(t) = 0 \);

update \( \theta^ij(t) = 0 \);

end if

if \( \delta^ij(t) = 0 \) then

DG \( i \) constantly sends test data packets to \( DG_j \).

When \( DG_i \) receives the ACK message from \( DG_j \), **update** \( \delta^ij(t): 0 \to 1 \);

end if

end if

end for

end for

**Remark 4:** It is worth noting that when \( DG_i \) is plugged out, the neighbors of \( DG_i \) are unable to receive its state information either. In order to accommodate for the topology changes and plug-and-play operation, each DG is given a unique ID and equipped with a local information table to store the connectivity information of the communication network. This table can be represented by a “0-1” matrix, where “0” indicates the corresponding communication link is absent and “1” indicates the corresponding communication link is present. When \( DG_i \) is plugged out, it will send a message to its neighboring \( DG_j \) \((j \in N_i) \), and \( DG_j \) will delete the corresponding ID and update the local information table as well as its node degree \( d_j \). When a new DG (named \( DG_{N+1} \)) is plugged into the microgrid, it will be given a new ID and try to find the nearest neighbors with the flooding-based graph discovery algorithm [36]. The neighbors of \( DG_{N+1} \) will update their local information table and node degrees, and then interact with \( DG_{N+1} \) to implement the secondary control scheme proposed in this paper.

3.4. Stability Analysis

The convergence of the proposed improved ternary self-triggered control law under DoS attacks is analyzed in this subsection.

**Theorem 1.** For the system described as Equation (9), if topology \( G \) is undirected and connected, and DoS attack sequence that satisfies Equation (8), \( x^AV^E \) converges in finite-time to a point \( x^* \in \{ |x^AV^E(t) - x^AV^E(t) | < (N - 1)e, \forall(i, j) \in V \times V \} \) regardless the frequency of DoS attacks, for all \( i = 1, ..., N \). 

**Proof of Theorem 1.** The Lyapunov function \( V(t) \) can be defined as
\[ V(t) = \frac{1}{2} [x^{AVE}(t)]^T x^{AVE}(t) > 0 \]  

where \( x^{AVE}(t) = [x_1^{AVE}(t), ..., x_N^{AVE}(t)]^T \). Note that \( V(t) \geq 0 \) and we consider the evolution of \( \dot{V}(t) \).

Let \( t_{ij}^{\nu} \) denotes the latest triggering time instant. Firstly, we prove that there must exist a finite-time \( T^* \) such that, for every \((i,j) \in \Xi \) and every \( l \) with \( t_{ij}^{\nu} \geq T^* \), the control input \( u_{ij}(t) \) is set equal to 0 and stops to update. Using Equations (12)–(14), the derivative of V(t) can be expressed as

\[
\dot{V}(t) = \sum_{i=1}^{N} x_i^{AVE}(t) \dot{x}_i^{AVE}(t) = \sum_{i=1}^{N} [x_i^{AVE}(t) \sum_{j \in \mathcal{N}_i} u_{ij}(t)]
\]

\[
= \sum_{i=1}^{N} [x_i^{AVE}(t) \sum_{j \in \mathcal{N}_i} \delta_{ij}(t) \text{sign}_{\varepsilon} (\text{dev}_{ij}(t))] \\
= -\gamma \sum_{C(\delta_{ij}, \text{dev}_{ij})} \text{dev}_{ij}(t) \text{sign}_{\varepsilon} (\text{dev}_{ij}(t)) \tag{17}
\]

where \( C(\delta_{ij}, \text{dev}_{ij}) = (\delta_{ij}(t_{ij}^{\nu}) = 1 \text{ and } |\text{dev}_{ij}(t_{ij}^{\nu})| \geq \varepsilon, (i,j) \in \Xi \) represents the summation condition. \(|\text{dev}_{ij}(t_{ij}^{\nu})| \geq \varepsilon \) means that the agents \( i \) and \( j \) are not \( \varepsilon \)-close while \( \delta_{ij}(t_{ij}^{\nu}) = 1 \) means that the communication is allowed on link \((i,j) \in \Xi \) at the triggering time instant \( t_{ij}^{\nu} \). This summation condition follows from the fact that for any \((i,j) \in \Xi \), if \(|\text{dev}_{ij}(t_{ij}^{\nu})| \leq \varepsilon \) or \( \delta_{ij}(t_{ij}^{\nu}) = 0 \), we have \( u_{ij}(t) = 0 \) for \( t \in [t_{ij}^{\nu}, t_{ij}^{\nu+1}] \). In other cases, \( u_{ij}(t) \) is not equal to 0.

Using Equation (14), it can be observed that for \( t \in [t_{ij}^{\nu}, t_{ij}^{\nu+1}] \), if \( \text{dev}_{ij}(t_{ij}^{\nu}) \geq \varepsilon \), then we have

\[
x_{j}^{AVE}(t) - x_{j}^{AVE}(t) \geq x_{j}^{AVE}(t) - x_{j}^{AVE}(t) - Y(d_i + d_j)(t - t_{ij}^{\nu}) \\
\geq \frac{\text{dev}_{ij}(t_{ij}^{\nu})}{2} \tag{18}
\]

Similarly, if \( \text{dev}_{ij}(t_{ij}^{\nu}) \leq -\varepsilon \), then we have

\[
x_{j}^{AVE}(t) - x_{j}^{AVE}(t) \leq -\frac{\text{dev}_{ij}(t_{ij}^{\nu})}{2} \tag{19}
\]

The above inequalities imply that if \(|\text{dev}_{ij}(t_{ij}^{\nu})| \geq \varepsilon \), then \((x_{j}^{AVE}(t) - x_{j}^{AVE}(t))\) preserves the sign during continuous evolution, and consequently we have \( \text{sign}_{\varepsilon}(\text{dev}_{ij}(t)) = \text{sign}_{\varepsilon}(\text{dev}_{ij}(t_{ij}^{\nu})) \). According to this fact, the following inequality can be obtained

\[
\dot{V}(t) \leq -\gamma \sum_{C(\delta_{ij}, \text{dev}_{ij})} \frac{|\text{dev}_{ij}(t_{ij}^{\nu})|}{2} \\
\leq -\gamma \sum_{C(\delta_{ij}, \text{dev}_{ij})} \frac{\varepsilon}{2} \tag{20}
\]

Since \( \gamma \) is a positive scalar, it can be concluded that \( V(t) \) will decrease under the summation condition. However, there must exist a finite-time \( T^* \) such that for every \((i,j) \in \Xi \) and every \( l \) with \( t_{ij}^{\nu} \geq T^* \), \(|\text{dev}_{ij}(t_{ij}^{\nu})| < \varepsilon \) or \( \delta_{ij}(t_{ij}^{\nu}) = 0 \) holds true. This is because otherwise, \( V(t) \) would become negative which is in contradiction with the positive semi definiteness of Lyapunov function. From Equations (12)–(14), we can conclude that in both the cases \(|\text{dev}_{ij}(t_{ij}^{\nu})| < \varepsilon \) and \( \delta_{ij}(t_{ij}^{\nu}) = 0 \), the control input \( u_{ij}(t) \) is set equal to 0 and stops to update.

Then, \( u_{ij}(t) = 0 \) caused by the persistence of the jamming period can be excluded. According to the model of DoS attacks, the adversaries cannot permanently destroy the transmission capacity of communication links. This means that there must exist a successful triggering time instant \( t_{ij}^{\nu_{ij}(t_{ij}^{\nu})} < t_{ij}^{\nu_{ij}(t_{ij}^{\nu})} \) which can be ensured by the proposed ACK-based monitoring mechanism. Thus, \( u_{ij}(t) = 0 \) caused by the persistence of the jamming period can be excluded. It can be concluded that for all \((i,j) \in \Xi \) and \( t \geq T^* \), there must exist \(|\text{dev}_{ij}(t)| = |x_{j}^{AVE}(t) - x_{j}^{AVE}(t)| < \varepsilon \). Since each pair of neighboring agents differs by at most \( \varepsilon \) and the graph \( G \) is undirected and connected, the state variable \( x_{j}^{AVE}(t) \) can converge to a point \( x^* \) belonging to the set defined as follows.
\[ x^* \in \{ x_i^{AVE}(t) - x_j^{AVE}(t) < (N - 1)\epsilon, \forall (i, j) \in V \times V \} \]  

(21)

where \(N\) is the total number of agents. By choosing the appropriate value of \(\epsilon\), the range of the final consensus region can be small enough to improve the control accuracy of the proposed algorithm. Figure 4 shows the comparison of our algorithm and the method applied in [32].

**Remark 5:** Due to the distributed property, the proposed self-triggered control scheme is reliable and cost-efficient, and suitable for scalability and flexibility of microgrids. Continuous monitoring of the state variable is not required in our method, and each linked pair of agents can exchange information independently, which improves computation efficiency while reducing communication requirements. Compared with the method used in [32], our algorithm allows the agents to achieve consensus regardless of the frequency of DoS attacks. As illustrated in Figure 4, the minimal interval between any consecutive communication attempts for agents \(i\) and \(j\) can be represented as \(\Delta\) in [32]. However, this method becomes invalid in the case that the frequency of DoS attacks is larger than \(1/\Delta\), because all information exchanges are blocked on communication link \((i, j) \in \Xi\). By introducing the ACK-based monitoring mechanism, a new triggering condition is proposed to ensure the successful data transmissions when the attack shifts to a sleep period. Thus, even under high-frequency DoS attacks, the agent’s consensus can still be achieved by our algorithm.

### 4. Simulation Results and Discussion

In this section, the effectiveness of the proposed secondary control scheme for voltage restoration and reactive power sharing is verified by simulating an islanded microgrid using MATLAB/Simulink toolbox. As shown in Figure 5, the studied microgrid test system consists of 4 DGs, which are connected by series RL transmission lines. In the secondary control level, the communication links between the different DGs are indicated as dotted lines. The lines’ parameters, loads, and related control parameters of the microgrid test system are given in Table 1. In the simulation, we consider DoS attacks that affect each of the communication links independently. When DoS is present, the communication network in the secondary control level is modeled as a random connected undirected graph.

![Figure 5. Block diagram of the islanded microgrid test system.](image-url)
Table 1. Parameter values for simulation.

| Parameter | DG1&DG2 (45 kVA) | DG3&DG4 (34 kVA) |
|-----------|------------------|------------------|
| $R^o$ | 0.1 Ω | 0.1 Ω |
| $L^o$ | 1.35 mH | 1.35 mH |
| $m^p$ | $9.4 \times 10^{-5}$ | $1.3 \times 10^{-3}$ |
| $n^q$ | $1.3 \times 10^{-3}$ | $1.5 \times 10^{-3}$ |
| $K_{PV}$ | 0.1 | 0.1 |
| $K_{PV}$ | 420 | 420 |
| $K_{PC}$ | 15 | 10.5 |
| $K_{IC}$ | 20000 | 16000 |

| Line 1 | Line 2 | Line 3 |
|--------|--------|--------|
| $R_{11}$ | 0.23 Ω | 0.23 Ω |
| $L_{11}$ | 0.318 mH | 1.847 mH |

| Load 1 | Load 2 |
|--------|--------|
| 12kW+15kVar | 15.6kW+7.6kVar |

Secondary control parameters

| Parameter | Value |
|-----------|-------|
| $K_{PV}^{AVE}$ | 0.001 |
| $K_{PV}^{AVE}$ | 8 |
| $K_{PV}^{AVE}$ | 0.001 |
| $K_{PC}^{AVE}$ | 0.025 |
| $\varepsilon^V$ | 0.2 |
| $\varepsilon^Q$ | 0.08 |
| $\gamma^V$ | 4 |
| $\gamma^Q$ | 1.5 |

4.1. Load Change with the Proposed Control Scheme

In order to verify the effectiveness of the proposed self-triggered communication enabled secondary control scheme with sudden load changes, the simulation process is designed as follows: (1) At $t = 0$ s, the microgrid works in islanded mode at beginning, and only the primary control is activated with the reference voltage $V_i^*$ and angular frequency $\omega_i^*$ ($i=1,...,4$) set to 380 V and 100 π, respectively. (2) At $t = 1$ s, the proposed secondary control scheme is applied. (3) At $t = 4$ s, Load1 is reduced by the amount of 4 kVar. The simulation results are shown in Figures 6–8.

![Figure 6](image-url)
Figure 7. Evolution of control inputs for \( V^{AVE} \) and \( Q^{AVE} \) under load change: (a) control inputs for \( V^{AVE} \), (b) control inputs for \( Q^{AVE} \).

Figure 8. Triggering time instants of neighboring DGs: (a) triggering time instants for average voltage restoration control; (b) triggering time instants for reactive power sharing control.

As seen in Figure 6, at the beginning of the simulation, the output voltages of DGs are below the reference value due to the droop-based primary control, and each DG’s reactive power is operating at different output values due to the mismatch of line impedance. When the secondary control is applied at \( t = 1 \) s, the average value of voltage and reactive power can be estimated dynamically by our method in a distributed manner. The average voltage can be restored to the nominal value according to the compensation signal while properly sharing reactive power among DGs. Since the value of parameter \( \varepsilon \) is selected small enough, the consensus error can be negligible in engineering. When the load changes at \( t = 4 \) s, the proposed secondary control scheme can still ensure the control objectives after a transient process. As shown in Figure 7, the proposed ternary self-triggered control law is able to update the control inputs for \( V^{AVE} \) and \( Q^{AVE} \) at triggering time instants according to the relative state difference between agents. When the consensus is achieved, the control inputs are set to 0 and stop to update. Figure 8 illustrates the triggering time instants of neighboring DGs from 1 s to 2.5 s. As seen in Figure 8, since each linked pair of agents is equipped with a local clock, the neighboring DGs can exchange information independently when the local clock reaches 0. Before the consensus is achieved, the time intervals between the two consecutive triggering time instants are determined by the relative state difference of neighboring DGs. Compared with the conventional continuous-signal-based method, our proposed scheme provides the advantages of reduced communications while meeting the performance requirements of the secondary control.

4.2. Comparison with the Traditional Control Way
The results about microgrid secondary control for average voltage restoration and reactive power sharing are usually based on periodic communication mechanism [9,26]. Therefore, a comparison between the proposed self-triggered control and the traditional control is made in this subsection. The simulation results of the traditional control used periodic communication mechanism are shown in Figure 9. To compare the communication burden with the proposed strategy, for traditional control, periodic communication between neighboring DGs with a 5 ms interval is considered [15]. The comparison results about communication numbers and the average time interval during the time frame 1–2.5 s is depicted in Table 2.

![Figure 9. Performance of the traditional control with periodic communication mechanism: (a) DG output voltages; (b) evolution of the estimated average value of voltage $V_{AVE}$; (c) DG output reactive power; (d) evolution of the estimated average value of reactive power $Q_{AVE}$.](image)

| DGs   | Controllers         | Number of communications | Average time intervals |
|-------|---------------------|--------------------------|------------------------|
|       | Traditional control | Our method               | Traditional control    | Our method              |
| DG1&DG2 | Voltage            | 300                      | 141                    | 5 ms                    | 11 ms                  |
|       | Reactive power     | 300                      | 121                    | 5 ms                    | 12 ms                  |
| DG2&DG3 | Voltage            | 300                      | 165                    | 5 ms                    | 9 ms                   |
|       | Reactive power     | 300                      | 123                    | 5 ms                    | 12 ms                  |
| DG3&DG4 | Voltage            | 300                      | 139                    | 5 ms                    | 11 ms                  |
|       | Reactive power     | 300                      | 106                    | 5 ms                    | 14 ms                  |
| DG1&DG4 | Voltage            | 300                      | 102                    | 5 ms                    | 14 ms                  |
|       | Reactive power     | 300                      | 83                     | 5 ms                    | 18 ms                  |

As illustrated in Figure 9, due to the periodic communication mechanism, the voltage and reactive power curves are smoother by using traditional control. The proposed self-triggered control strategy only updates the control inputs according to the triggering conditions which cause a little oscillation in triggering time instants. However, in Table 2, the number of communication...
transmissions and the average time interval between two contiguous communications show the advantage of the self-triggered strategy compared with the periodic control strategy. It is concluded that, with the proposed self-triggered control strategy, the communication amount between neighboring DGs can be significantly reduced during the operation.

4.3. Plug-and-Play Operation with the Proposed Control Scheme

In this case study, the effectiveness of the proposed secondary control scheme under plug-and-play operation is verified. DG4 is plugged out and plugged back at $t = 1$ s and $t = 4$ s, respectively. The other simulation process is similar to the case study under load change. The simulation results are demonstrated in Figure 10.

![Figure 10](image)

**Figure 10.** Performance of the proposed control scheme under plug-and-play operation: (a) DG output voltages; (b) evolution of the estimated average value of voltage $V_{\text{AVE}}$; (c) DG output reactive power; (d) evolution of the estimated average value of reactive power $Q_{\text{AVE}}$.

Figure 10 shows the performance of the proposed secondary control scheme when the DG4 occurs plug-and-play operation. After DG4 is plugged out at $t = 1$ s, its output reactive power drops to 0. Considering that DG4 will be plugged back at $t = 4$ s, primary control is still activated for DG4 to make its voltage and frequency to meet the requirements of the plug-in operation. A decentralized frequency secondary control scheme (see Appendix A) is also applied at $t = 1$ s, which ensures all DGs operate at the same frequency when DG4 is plugged back at $t = 4$ s. While being plugged out, DG4 sends a message to its neighbors and all communication links connected to DG4 are deactivated. Nevertheless, the remaining communication links still contain a connected graph, and the proposed secondary control scheme is able to readjust the reactive power sharing among the remaining DGs while regulating the average voltage to the nominal value. When DG4 is plugged back, it can activate the related communication links and try to find its nearest neighbors by the aforementioned graph discovery algorithm. The simulation results show that our method can properly share the reactive power and achieve the average voltage recovery when DG4 is plugged back. Therefore, the proposed secondary control scheme can restore voltage and realize reactive load power sharing in the case of plug-and-play operation and communication topology changes.

4.4. Effectiveness of the Proposed Control Scheme under DoS Attacks
To validate the performance of the proposed secondary control scheme under DoS attacks, the communication link between DG1 and DG4 is supposed to be subject to the attacks after $t = 1$ s. The simulation results are illustrated in Figures 11–13.

![Graphs showing DG output voltages, estimated average voltage, DG output reactive power, and estimated average reactive power](https://example.com/graphs.png)

**Figure 11.** Performance of the proposed control scheme under DoS attacks: (a) DG output voltages; (b) evolution of the estimated average value of voltage $V_{AVE}$; (c) DG output reactive power; (d) evolution of the estimated average value of reactive power $Q_{AVE}$.

![Graphs showing control inputs for $V_{AVE}$ and $Q_{AVE}$](https://example.com/control_inputs.png)

**Figure 12.** Evolution of control inputs for $V_{AVE}$ and $Q_{AVE}$ under DoS attacks: (a) control inputs for $V_{AVE}$; (b) control inputs for $Q_{AVE}$. 
The simulation results in Figure 11 show that the proposed secondary control scheme is able to accurately estimate the average value of voltage and reactive power of overall DGs under DoS attacks, hence achieving the control objectives of voltage restoration and reactive power sharing. Compared with Figure 6, it can be known that DoS attacks weaken the control functions of each agent which increases the convergence time of the proposed strategy. Figure 12 shows that the DoS attacks can block the data transmissions on the communication link between DG1 and DG4. At the triggering time instants, communication attempts between agents are denied by the attack, which leads to the changes of the control inputs for $V^{AFE}$ and $Q^{AFE}$. Figure 13 illustrates the triggering time instants of DG1 and DG4 under DoS attacks. When DoS attack shifts to a sleep period, the ACK-based monitoring mechanism can detect that the communication link returns to normal, thus the successful communication attempt can be achieved. Our method ensures the immediate update of the control signals and consensus can be ultimately reached. It can be concluded that the control objectives of voltage restoration and reactive power sharing can still be implemented even under DoS attacks.

4.5. Performance Comparison under High-Frequency DoS Attacks

In this subsection, we will make a comparison between our method and the approach described in [32]. It is supposed that the attacker conducts DoS attacks with the same high frequency on the communication links (2, 3) and (3, 4) after the secondary control scheme is applied. The simulation results are shown in Figures 14 and 15.

**Figure 13.** Triggering time instants of DG1 and DG4 under DoS attacks: (a) triggering time instants for average voltage restoration control; (b) triggering time instants for reactive power sharing control.

**Figure 14.** Performance of the secondary control with the approach described in [32]: (a) DG output reactive power; (b) DG output voltages.
Figure 15. Performance of the secondary control with our algorithm: (a) DG output reactive power; (b) DG output voltages.

As can be seen in Figure 14, with the increase of the DoS attacks’ frequency, the secondary control with the approach described in [32] fails to realize proper reactive power sharing among DGs and regulate the output voltages to the wrong values. Since the frequency of the DoS attacks is larger than the frequency of communication attempts between the agents, all transmissions are blocked on communication links (2, 3) and (3, 4), and DG3 becomes an isolated node. Thus, the secondary control scheme becomes invalid since the convergence performance of the approach in [32] is destroyed, and the state observer cannot acquire the correct average information. On the contrary, as seen in Figure 15, our method is more robust to high-frequency DoS attacks, because it can ensure successful information exchanges when the sleep period of attacks is detected. By exploiting the ACK-based monitoring mechanism, the correct average information of voltage and reactive power can be obtained and the proper compensation signal is sent to the primary control level of each DG. Therefore, the consensus of agents can still be achieved and the secondary control objectives can be realized regardless of the DoS attacks’ frequency.

5. Experimental Verification

The proposed resilient control scheme has been experimentally validated in an islanded microgrid testbed with two DG units, as illustrated in Figure 16. The DG1 is included in Setup 1 and DG2 is included in Setup 2. The energy source in the DG unit is represented by a DC voltage source. The inverter is equipped in each setup working as the interfacing power converter between the DG and the loads. In the primary control level, each setup is equipped with a dSPACE Microlabbox board. The primary control loop which is developed using MATLAB/Simulink toolbox is compiled into dSPACE for execution. In the secondary control level, each setup is equipped with a PC platform which runs the dSPACE Control Desk program to manage the dSPACE controller. The PC platform collects the voltage and reactive power information from its local dSPACE and then transmits this information to the other PC using the TCP/IP protocol-based Ethernet links. Using the local and neighboring information, the proposed self-triggered control scheme can be realized on each PC platform to adjust the compensation terms in Equation (7) for each agent to meet the control objective of average voltage restoration and reactive power sharing. It is worth mentioning that the experimental implementation could be simplified by using only one dSPACE and only one PC to control all of the two DGs. However, such implementation conflicts the distributed nature of the proposed control scheme. The experimental testbed parameters are provided in Appendix B.
Since the DoS attack distorts the information exchanges between agents, such an attack is emulated through the on/off commands to the communication port of the PC platform. When the attacker starts to block the information transmission, the communication port of the PC platform in Setup 2 is turned off to emulate such an attack scenario. The real-time detection of such communication failure is not required. At the following triggering time instant, Agent 1 cannot receive the information from Agent 2 which implies that the communication link is in the presence of an attack. Then, the ACK-based monitoring mechanism is activated by Agent 1 to check whether the attack activity shifts to a sleep period. In order to emulate the sleep period of attack, the communication port of Agent 2 is turned on at a certain time instant. Agent 2 can receive the test packets and then send an ACK message to Agent 1. The two agents are able to exchange information and update according to Equations (12)–(14). The experimental results of the proposed control scheme are illustrated in Figures 17 and 18.
**Figure 17.** Performance of the proposed control scheme under DoS attacks: (a) reactive power; (b) average estimate of reactive power $Q^{AVE}$; (c) output voltage; (d) average estimate of voltage $V^{AVE}$.

In the experiment, the jamming intervals of DoS attacks are set as $t_a \in \{ [2.1 \, \text{s}, 2.2 \, \text{s}], [2.4 \, \text{s}, 2.6 \, \text{s}], [3.2 \, \text{s}, 3.5 \, \text{s}], [4.1 \, \text{s}, 4.3 \, \text{s}], [4.9 \, \text{s}, 5.0 \, \text{s}], [5.2 \, \text{s}, 5.4 \, \text{s}], [6.1 \, \text{s}, 6.4 \, \text{s}], [6.9 \, \text{s}, 7.0 \, \text{s}] \}$. During the jamming intervals, the communication attempts of the two agents are denied by the attack. As can be seen in Figure 17, when the secondary control is applied at $t = 2 \, \text{s}$, the proposed self-triggered control scheme is able to discover the average information of voltage and reactive power in the presence of DoS
attacks. The average voltage of all DGs can gradually restore to the nominal value. Meanwhile, accurate reactive power sharing can be achieved in steady-state. When load1 is decreased by the amount of 100Var at $t = 7$ s, voltage restoration and reactive power sharing can still be guaranteed after a transient process. Figure 18 shows that the control inputs only update at the triggering time instants and the proposed ACK-based mechanism is able to successfully detect that the DoS attack shifts to a sleep period. Taking the control input $u^V_1$ as an example, for $t \in [2.1$ s, $2.2$ s], $u^V_1$ is not affected by the attack since there is no triggering time instant during this jamming interval. For $t \in [2.4$ s, $2.6$ s], although the attacker starts to block the communication link at $t = 2.4$ s, $u^V_1$ changes to 0 at the triggering time instant $t = 2.46$ s due to the unsuccessful communication attempt between DG1 and DG2. Then, the ACK-based mechanism is activated to check whether the attack shifts to a sleep period. When the attack is cleared at $t = 2.6$ s, the ACK-based mechanism successfully detects that the communication link returns to normal. Then, DG1 receives the information from DG2 and $u^V_1$ updates according to the relative state difference between DG1 and DG2 immediately. It can be concluded that the proposed control scheme ensures the immediate update of the control signals when the attack shifts to a sleep period. Thus, the control objectives of voltage restoration and reactive power sharing can still be achieved even under DoS attacks.

6. Conclusions

In this paper, a resilient self-triggered control scheme is proposed for voltage restoration and reactive power sharing in an islanded microgrid under DoS attacks. A state observer with ternary self-triggered control law is constructed to acquire the average estimates of voltage and reactive power of overall DGs while reducing the communication amount effectively. Considering that the adversaries may conduct DoS attacks on the communication network to prevent data transmissions between DGs, an improved ternary control law with an ACK-based monitoring mechanism is proposed, which can ensure the agents to achieve consensus regardless of the frequency of DoS attacks. Thus, the robustness of the proposed control scheme is improved and the secondary control objectives can be ensured even under high-frequency DoS attacks. The simulation and experimental results verify the effectiveness of the proposed control scheme under cases of load changes, plug-and-play operation, and DoS attacks. In future research, we will focus on the improvement of our proposed control scheme, especially the robustness to resist different types of cyber attacks, such as false data injection and replay attacks.
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Appendix A

Decentralized frequency control

To compensate for the frequency deviation caused by droop technique, and ensure all DGs operate at the same frequency when DG4 is plugged back, a decentralized frequency secondary control scheme is applied and can be expressed as

$$
\begin{cases}
\omega_i = \omega^*_i - m^i P_i + \delta_i \\
\dot{\delta}_i = K^p_{pu}(\omega^*_i - \omega_i) + K^i_{iu}(\omega^*_i - \omega_i)dt
\end{cases}
$$

where $K^p_{pu}$ and $K^i_{iu}$ denote the proportional and integral gains of the PI controller respectively, and here we set $K^p_{pu} = 20$ and $K^i_{iu} = 60$. The dynamic frequency changes of DG1 to DG4 is illustrated in Figure A1.
Figure A1. Decentralized frequency control for DGs under plug-and-play operation.

Appendix B

Experimental testbed parameters.

Plant: $V_{dc} = 250$ V, $z_1 = 0.3 \Omega + 0.3 \text{mH}$, $z_2 = 0.3 \Omega + 0.3 \text{mH}$, load1=200Var, load2=700Var, $L = 0.5$ mH, $C = 50 \mu F$.

Controller: $V_1^* = 120$V, $K_{pq}^{AVG} = 0.001$, $K_{iq}^{AVG} = 6$, $K_{pq}^{AVE} = 0.001$, $K_{iq}^{AVE} = 0.03$, $\varepsilon^V = 0.1, \varepsilon^Q = 0.1$, $\gamma^V = 1, \gamma^Q = 1$.
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