ARTIFICIAL INTELLIGENCE TECHNIQUES FOR PREDICTING TIDAL EFFECTS BASED ON GEOGRAPHIC LOCATIONS IN GHANA
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Abstract. Tidal forces as a result of attraction of external bodies (Sun, Moon and Stars) through gravity and are a source of noise in many geoscientific field observations. The solid earth tides cause deformation. This deformation results in displacement in geographic positions on the surface of the earth. The displacement due to tidal effects can result in deformation of engineering structures, loss of lives, and economic cost. Tidal forces also help in detecting other environmental and tectonic signals. This study quantifies the effects of solid earth tides on stationary survey controls in five regions of Ghana. The study is in two stages: firstly, the solid earth tides were estimated for each control by a geometric approach (combining Navier's equation of motion and Love theories). Secondly, estimation using two artificial intelligence methods (Multivariate Adaptive Regression Splines (MARS) and Backpropagation Artificial Neural Network (ANN)). Based on statistical indices of Mean Square Error (MSE) and Correlation Coefficient (R), BPANN, and MARS models can be used as a realistic alternative technique in quantifying solid earth tides for the study area. The MSE and R (MSE; BPANN = 1.3249 × 10^{-04} and MSE; MARS = 2.2052 × 10^{-06}; R; BPANN = –0.6067 and R; MARS 0.6570) values indicate that MARS outperforms BPANN in quantifying solid earth tides in the study area. BPANN and MARS can be used as an efficient tool for quantifying tidal values based on geographic positions for geodetic deformation studies within the study area.
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Introduction

Earth tides movement within the solid earth is caused by the tidal forces from external bodies. In geodetic and survey measurements, there have been an increasing demand for precision and accuracy, hence the need to determine tidal effects on the surface of the earth and apply correction (Agnew, 2007). The frequent occurrence of disasters worldwide has incited the need for rigorous experimentation with advanced techniques that would help mitigate risk (Straser, 2010), as these disasters result in countless loss of lives and properties, thus, increasing the economic expenditure of nations. The mechanisms that triggers the earth deformation is being incited by lunar/solar gravitational interaction. In literature, several studies have been conducted to determine the relationship between lunar cycles and terrestrial cycles utilizing various mathematical models, but however are not yet conclusive (Kolvankar et al., 2010). These studies applied both numerical analysis and the usage of high sensor instruments for studying the tidal effects on the earth crust for geodetic deformation modelling. Notable among these are the use of Global Positioning System (GPS) (Yakubu, 2008; Rafiq & Santos, 2004), Advanced Laser Interferometer Gravitational Wave Observatory (aLIGO) (Kurinsky, 2013), Seismicity (Straser, 2010), Superconducting Gravimeters (Heping et al., 2005). Notable among the mathematical models include Numerical Analysis (Munk & Cartwright, 1966; Siek & Solomatine, 2010), Harmonics Analysis (Vaziri, 1997), and Interpolation techniques (Kalman, 1960). These methods are widely used in geodetic studies for tides predictions and modelling.

In this study, quantification of solid earth tides of survey control stations in five regions within Ghana was carried out to determine how significant the values are and its implementation in geodetic deformation. Numerical Analysis (Navier's equations of motion and Love theories) proposed by Torge (1991) and Kurinsky (2013) were adopted to quantify the tidal effects numerically. The study also assesses the performance of two artificial intelligence models (MARS and BPANN) as a realistic alternative technique in estimating the solid earth tides values. MARS and BPANN models which are both machine
learning techniques have the capabilities of forming linear relationships between nonlinear variables. These models were adopted due to their efficiencies and performance as indicated in existing literature. Notable literature includes tidal studies (Beltrami, 2008; Mendieta, 2001), slope stability analysis (Samui, 2013), modelling of the ionosphere (Durmaz & Karslioglu, 2011) and geodetic datum transformation (Ziggah et al., 2016a, 2016b). These models are highly regarded for their local characters modelling capabilities (Kutoglu, 2006) and a preferred predictive tool for finding solutions to some of the problems in surveying and geodesy. In this paper, the performance indicators such as the Mean Square Error (MSE) and Correlation coefficient (R) were used to validate the models. Modelling and predicting tides and their effect is a challenge due to the high and extremely non-linear relationship between the features that cause the deformation, hence, the need by the Authors to apply the mathematical relationship. Also, the applicability and performance valuation of these methods for quantifying tidal effect in Ghana have not been evaluated.

1. Study area and data used

The study area (Figure 1) formally known as Gold Coast is in West Africa and share boundaries with three neighboring countries, Cote d’Ivoire to the West, Burkina Faso to the North and Togo to the East. Ghana is administratively divided into 10 regions and 170 districts (Anane, 2015). Ghana lies within latitude 4° 44’ N to 11° 11’ N, and longitude 3° 11’ W to 01° 11’ E. The Gulf of Guinea of the Atlantic Ocean lies on the southern part of the country, forming a coastline of about 550 km long. Ghana covers a total land area of about 239 000 km². The Greenwich meridian passes through Tema near Accra making Ghana geographically the closest to the centre of the World (Mohammed, 2015). The notional point of intersection between the equator and longitude 00° located in the Atlantic Ocean is about 654 km from Accra (Mohammed, 2015).

Data used in this paper is a secondary data obtained from the Survey and Mapping Division of the Lands Commission, Ghana. The data consist of latitude and longitude of 94 surveyed stations and covers six regions (Southern part of Ghana). Sample of the data used is shown in Table 1. These data were used in quantifying solid earth tides for the study area.

| Latitude       | Longitude         |
|----------------|-------------------|
| 5.666000000000 | 0.42333333330    |
| 5.69666666670  | 0.31500000000    |
| 5.70383333330  | 0.07933333330    |
| 5.68833333330  | 0.05000000000    |
| 5.82783333330  | 0.06566666670    |
| 5.82000000000  | 0.18833333330    |
| 5.93683333330  | 0.05216666670    |
| 5.95116666670  | 0.19383333330    |
| 5.92283333330  | 0.20916666670    |
| 5.78666666670  | 0.43666666670    |

2. Methods used

2.1. Tidal potential

A functional form for the tidal potential was attained by projecting the geometric potential. This yields the following potential as denoted by Equation (1) (Kurinsky, 2013;...
where \( p \) is the average object distance, \( \Phi \) and \( \lambda \) are the latitude angle and longitude correspondingly, \( \phi = 90 - \Phi \) is the colatitude of the position, and \( \delta \) is the declination of the external body.

The two other terms initiate here are Doodson's constant, denoted by Equation (2) (Kuirinsky, 2013) as

\[
D = \frac{3}{4} GM_o \frac{a^2}{p^3}.
\]

The local hour angle \( H \) is given by Equation (3) (Kuirinsky, 2013) as

\[
H(T) = wT - \alpha - \lambda,
\]

where \( w \) is the sidereal velocity of the earth, \( T \) is the sidereal time and \( \alpha \) is the right ascension of the body (Kuirinsky, 2013).

### 2.2. Love parameterization

To employ the functional potential to model solid earth tides, a model which links the shape of the tidal potential to the earth deformation according to Equation (4) is given as (Kuirinsky, 2013);

\[
X_r = \frac{h T(Q)}{g}, \quad X_\phi = \frac{l T(Q)}{g \cos \phi}, \quad X_\lambda = \frac{l}{g \sin \phi} \frac{\partial T(Q)}{\partial \lambda},
\]

where the variables are well-defined in the potential, \( g \) is the gravitational acceleration at \( r \approx a \), and \( l \) and \( h \) are in the range (0,1) with typical values \( h \approx 0.06 \) and \( h \approx 0.08 \) (Kuirinsky, 2013).

### 2.3. Displacement

The tidal deformation of the earth is solved numerically. These displacements can be added to the position of the points in geocentric coordinates to obtain the new location of the points. The equations adopted include Equations (5) to (7) denoted as

\[
X_r = \frac{3hGM_r}{4gd^3} \left( \cos^2(\phi) \cos^2(\delta) \cos(2H) + \sin(2\phi) \sin(2\delta) \cos(H) + \frac{3}{4} \sin^2(\phi) \left( \sin^2(\delta) - \frac{1}{3} \right) \right) \cos(H) + \frac{3}{4} \sin^2(\phi) \left( \sin^2(\delta) - \frac{1}{3} \right);
\]

\[
X_\phi = \frac{3hGM_r}{4gd^3} \left( -\sin(2\phi) \cos^2(\delta) \cos(2H) + 2\cos(2\phi) \sin(2\delta) \cos(H) + 3 \sin(2\phi) \sin^2(\delta) \cos(H) \right);
\]

\[
X_\lambda = \frac{3hGM_r}{4gd^3} \left( \frac{3}{2} \cos^2(\phi) \cos^2(\delta) \cos(2H) + \sin(2\phi) \sin(2\delta) \sin(H) \right).
\]

In the equations, \( M_0 \) is object mass, and all other terms are defined in the sections.

### 2.4. Gravity tide

Gravity tides show that the moon and sun exist but does not provide much information about the physical earth (Agnew, 2007). This was computed using Equation (8) denoted as

\[
\delta g = \sum_{n=1}^{M} \delta_n N_n (\cos \phi),
\]

where \( \delta g \) is the gravity tide effect, \( g \) is the gravitational acceleration due to gravity, \( a \) is the radius of the earth, \( \delta_n \) is the gravimetric factor, \( N_n \) is calculated by the EGM2008 (Pavlis et al., 2008). Computed values from the EGM2008 model was based on the spherical harmonic equation (Lu et al., 2014) as in Equation (9):

\[
V_{(p,\phi,\lambda)} = \sum_{n=0}^{\infty} \frac{1}{p^{n+1}} \sum_{k=0}^{n} \frac{a_{nk} \cos k\lambda + b_{nk} \sin k\lambda}{p_{nk}(\cos \phi)},
\]

where \( (p, \phi, \lambda) \) are the spherical coordinates \( a_{nk} \) and \( b_{nk} \) are the coefficients of the Earth's gravity field \( p_{nk}(\cos \phi) \) represents the associated Legendre polynomials, \( n \) is the degree, and \( k \) is the order.

### 2.5. Resultant displacement

The resultant displacement was calculated according to Equation (10) given as

\[
ds = \sqrt{X_r^2 + X_\phi^2 + X_\lambda^2 + \delta g^2}.
\]

### 2.6. Multivariate Adaptive Regression Splines (MARS)

The MARS model is nonparametric (Friedman, 1991) and it works by dividing the variables into regions, producing each region a linear regression equation (Zabihi et al., 2014). Knots are the breaks values between the regions. The term basis functions (BFs) indicates the distinct intervals of the predictors (Samui & Kim, 2012). The general equation for the MARS model is given by Equation (11) (Samui, 2013):

\[
y = f(x) = a_0 + \sum_{n=1}^{N} \alpha_n \beta_n(x),
\]

where \( y \) is the dependent variable predicted by the function \( f(x) \), \( a_0 \) is a constant, and \( N \) is the number of terms, each of them formed by a coefficient \( \alpha_n \) and \( \beta_n(x) \) is an individual basis function or a product of two or more BFs. Two steps were used to develop the MARS model. In the first case, the forward algorithm, basis functions as define Equation (11). To achieve a better estimate...
of the dependent value, many basis functions are added in Equation (1) (Zabihie et al., 2016; Samuri & Kim, 2012). Due to the large number of basis used, the MARS model may experience overfitting (Friedman, 1991). To resolve the overfitting problem, a second case which is the backward algorithm is used. Results are achieved by eliminating redundant basis functions from Equation (11). Generalized Cross-Validation (GCV) is used in the MARS model to remove redundant basis functions (Samui & Kothari, 2012). Equation (12) GCV expression (Craven & Wahba, 1979):

$$ GCV = \frac{1}{N} \sum_{i=1}^{N} \left( y_i - f(x_i) \right)^2 \left( 1 - \frac{C(H)}{N} \right)^2, $$

(12)

where \(N\) is the number of data and \(C(H)\) is a complexity penalty that increases with the number of basis function (BFs) in the model and which is defined as denoted by Equation (13):

$$ C(H) = (h + 1) + dH, $$

(13)

where \(d\) is a penalty for each BFs included into the model and \(H\) is the number of basis functions in Equation (2) (Friedman, 1991; Samuri & Kothari, 2012).

2.7. Backpropagation Artificial Neural Network (BAPNN)

The BPANN is made up of an input layer, hidden layer(s) and an output layer. The output layer has processing neurons. Through a set of connection weight, the feeding layers has a feed forward training (Yegnanarayana, 2005). Inputting data is done at the input layer and the final results of the processing data is done at the output layer. The hidden layer is where the neurons receive the input data for processing. The number of hidden neurons is normally obtained through the sequential trial-and-error approach (Ziggah et al., 2016b). Normalization of the dataset is required in BPANN model formulation. In this paper, Equation (14) is used for the normalization of the input and output variables (Mueller & Hemond, 2013):

$$ y_i = y_{\text{min}} + \left( \frac{y_{\text{max}} - y_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \right) \times \left( x_i - x_{\text{min}} \right), $$

(14)

where \(y_i\) represents the normalized data, \(x_i\) is the measured coordinate value, while \(x_{\text{min}}\) and \(x_{\text{max}}\) represent the minimum and maximum values of the measured coordinates with \(y_{\text{max}}\) and \(y_{\text{min}}\) values set at 1 and -1, respectively.

2.8. Model performance assessment

To assess the accuracy of the models, performance indicators such as the Mean Square Error (MSE) and Correlation coefficient (R) were used as shown Equations (15) and (16) as

$$ MSE = \frac{1}{n} \sum_{i=1}^{n} (\alpha_i - \beta_i), $$

(15)

$$ R = \sqrt{\frac{\sum_{i=1}^{N} (Z_{\text{ja}} - Z_{\text{ja}})(Z_{\text{ip}} - Z_{\text{ip}})}{\sqrt{\sum_{i=1}^{N} (Z_{\text{ja}} - Z_{\text{ja}})\sum_{i=1}^{N} (Z_{\text{ip}} - Z_{\text{ip}})}}}, $$

(16)

where \(Z_{\text{ja}}\) and \(Z_{\text{ip}}\) are the actual and predicted \(Z_j\) values, respectively. \(Z_{\text{ja}}\) and \(Z_{\text{ip}}\) are the mean of actual and predicted \(Z_j\) values corresponding to \(N\) patterns. For an adequate model, the value of \(R\) should be close to one (Samui, 2013).

3. Results and discussion

The results for the computed displacement (Table 4) using Equation (10) for the various geographic coordinates of the covered regions is represented by Figure 2. It is observed that, the external bodies combined with gravity releases forces which causes movement within the earth crust. Based on geographic location, periodic monitoring of natural and engineering structures requires the computation of tidal effects.

In the models’ formulation, the independent variables were the geodetic coordinates (latitude and Longitude) denoted as \((\phi_{i,j}, \lambda_{i,j})\) and the dependent variable was the resultant displacement denoted as \((d_{s_{i,j}})\) respectively. In the MARS and BPANN models’ formulation, 70% of the dataset was used for training the model, and the 30% was used as test data. The optimal solution for the BPANN model after the trial and error training was \([2 17 1]\). Thus, 2 input variables, 17 hidden neurons and 1 output variable. In MARS model formulation, 15 basis functions were used in the forward training. 5 basis functions were used in the final model formulation for estimating the solid earth tides. This implies that 10 basis functions were removed due to overfitting during the backward training. Table 2 shows the models results for BPANN and MARS.

The basis functions equations used in the final MARS model for both training and testing dataset is tabulated in Table 3.

| PCI          | BPANN  | MARS  |
|--------------|--------|-------|
| Training     | 6.1017 \times 10^{-06} | 0.7389 | 6.1303 \times 10^{-07} | 0.7020 |
| Testing      | 1.3249 \times 10^{-04} | -0.6067 | 2.2052 \times 10^{-06} | 0.6570 |

The developed MARS and MLR equations for predicting the solid tides effects is shown by Equations (17) and (18) respectively.

\[ ds(i) = 0.014932 + 0.0206217 \times BF3 - 0.0474497 \times BF9 - 0.0291603 \times BF13 + 0.024131 \times BF15 - 0.0583432 \times BF17; \]

(17)
Table 3. Basis Functions Equations for the MARS Model

| Basis Functions | Equations                                      |
|-----------------|-----------------------------------------------|
| BF3             | \( \max(0, \text{LONG}_{i,j} - 2.71766) \)   |
| BF9             | \( \max(0, 2.71766 - \text{LONG}_{i,j}) \)    |
| BF13            | \( \max(0, \text{LAT}_{i,j} - 6.79333) \)     |
| BF15            | \( \max(0, \text{LAT}_{i,j} - 6.56500) \)     |
| BF17            | \( \max(0, \text{LONG}_{i,j} - 7.90000) \)   |

\[
ds(i) = -0.0000654 + 0.00103 \times \text{LONG}_{i,j} + 0.000605 \times \text{LAT}_{i,j}.
\] (18)

Table 4 shows a sample of the results obtained from the geometric computation using Equation (10) and the predicted values by the MARS and BPANN models. From Figure 3, it was observed that both models produce satisfactory results in estimating the tides effects. This implies that there is a good correlation between the independent variables and the dependent variables.

Table 4. Sample of Results Computed and Predicted (Units in metres)

| ID   | Longitude | Latitude | Computed Displacement | MARS   | BPANN  |
|------|-----------|----------|-----------------------|--------|--------|
| PT 1 | 3.1000    | 6.9417   | 0.0163                | 0.0141 | 0.0157 |
| PT 2 | 2.8600    | 6.7267   | 0.0134                | 0.0097 | 0.0109 |
| PT 3 | 2.9017    | 6.7650   | 0.0149                | 0.0112 | 0.0117 |
| PT 4 | 3.0400    | 6.7933   | 0.0145                | 0.0140 | 0.0129 |
| PT 5 | 2.9033    | 6.5650   | 0.0031                | 0.0064 | 0.0084 |
| PT 6 | 3.1067    | 6.6000   | 0.0071                | 0.0103 | 0.0099 |
| PT 7 | 2.5900    | 6.4150   | 0.0035                | 0.0038 | 0.0050 |
| PT 8 | 2.7467    | 6.4133   | 0.0004                | 0.0041 | 0.0056 |
| PT 9 | 2.9317    | 6.4233   | 0.0046                | 0.0068 | 0.0065 |
| PT 10| 3.0500    | 6.4233   | 0.0090                | 0.0086 | 0.0070 |

Figure 2. Graph of computed displacement for the six regions

Figure 3. Composite Graph of Computed Displacement and Predicted MARS and BPANN Models
Conclusions

The solid earth tides cause deformation of both natural and engineering structures. It is important to quantify the tidal effect and incorporate it in periodic deformation monitoring of structures. Tidal effects introduce noise position of structures at a magnitude which shows that without incorporating into proper monitoring of higher engineering structures will result in the likely future casualties which will cause loss of lives and properties. The aim of this present study was to quantify the effects of tides on the earth crust and see its implementation in geodetic deformation modelling through numerical quantities. This study is the first time in Ghana by utilizing MARS, BPANN and MLR models both theoretically and practically in quantifying solid earth tides effects for geodetic deformation modelling. Through the analysis of the results, we conclude that deformation of structures cannot be attributed to mining activities or poor monitoring of highly engineering structures. The external bodies together with gravity (invisible force) have an influence on the stationary positioning of structure and need to be incorporated into our daily monitoring of high engineering structures. Based on the finding in this study MARS, BPANN and MLR models can be used as a realistic alternative technique in quantifying solid earth tides. MARS outperform BPANN and MLR in quantifying the solid earth tides in terms of MSE and R. Geodesist and geotechnical engineers in Ghana can use the developed equations in estimating tidal values for deformation modelling. This study creates the opportunity for geospatial professionals in Ghana to realize the need to quantify tidal values into our daily deformation monitoring. Also, MARS, BPANN and MLR can be used as a robust tool in geodetic deformation modelling.
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