CONFLUENT CONFORMAL BLOCKS OF THE SECOND KIND

JONATAN LENELLS AND JULIEN ROUSSILLON

Department of Mathematics, KTH Royal Institute of Technology, 100 44 Stockholm, Sweden.

Abstract. We construct confluent conformal blocks of the second kind of the Virasoro algebra. We also construct the Stokes transformations which map such blocks in one Stokes sector to another. In the BPZ limit, we verify explicitly that the constructed blocks and the associated Stokes transformations reduce to solutions of the confluent BPZ equation and its Stokes matrices, respectively. Both the confluent conformal blocks and the Stokes transformations are constructed by taking suitable confluent limits of the crossing transformations of the four-point Virasoro conformal blocks.
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1. Introduction

Virasoro conformal blocks [4] are holomorphic building blocks of correlations functions in two-dimensional conformal field theories. The AGT correspondence [2] triggered the study of so-called irregular conformal blocks [3, 8, 9]. Such blocks arise when singularities of the Virasoro conformal blocks merge, thus giving rise to irregular singularities. The present work studies one of the simplest classes of irregular conformal blocks, namely, the blocks that arise when two regular singularities of the four-point Virasoro conformal block merge into an irregular singularity of rank one.

In the so-called BPZ limit [4], the four-point Virasoro conformal blocks degenerate to solutions of a hypergeometric equation with three regular singular points in the complex plane. Since the equation is second order, the solution space is two-dimensional. For each regular singularity, it is possible to choose a basis for the solution space which diagonalizes the corresponding monodromy matrix. More precisely, assuming without loss of generality that the three regular singularities are located at 0, 1, and ∞, there are vectors \( F^0(z) = (F^0_0(z), F^0_1(z)), p = 0, 1, \infty \), such that \( \{ F^0_p, F^1_p \} \) forms a basis of solutions for each \( p \) and

\[
F^0(e^{2i\pi} z) = M_0 F^0(z), \quad F^1(1 + e^{2i\pi} z) = M_1 F^1(1 + z), \quad F^\infty(e^{-2i\pi} z^{-1}) = M_\infty F^\infty(z^{-1}), \tag{1.1}
\]

where the three monodromy matrices \( M_p \), \( p = 0, 1, \infty \), are diagonal. The solutions \( F^0_1(z) \) can be expressed in terms of hypergeometric functions. The bases \( F^p \), \( p = 0, 1, \infty \), are known as the s-channel, t-channel, and u-channel degenerate conformal blocks, respectively, see e.g. [22]. In a similar way, the general (i.e. nondegenerate) s-channel, t-channel, and u-channel conformal blocks form infinite-dimensional bases for the space of four-point conformal blocks. The purpose of this paper is to describe what happens to these bases as the regular singular point at 1 tends to infinity and merges with the regular singular point at \( \infty \) to form an irregular singularity. In this limit, the hypergeometric equation degenerates into the confluent hypergeometric equation; we therefore call it the \textit{confluent} limit and the resulting conformal blocks \textit{confluent conformal blocks}.

In order to describe our results, it is convenient to first consider the hypergeometric case. The solutions \( F^0_1(z), p = 0, 1, \infty \), of the hypergeometric BPZ equation are most easily constructed by means of the Frobenius method. To apply this method in the case of \( p = 0 \) for example, one substitutes the ansatz \( z^\alpha(1 + a_1 z + a_2 z^2 + \cdots) \) into the equation and equates coefficients of powers of \( z \). It follows that there are two possible values \( \alpha_\pm \) of \( \alpha \), and that the associated power series coefficients \( a_\pm \) can be determined recursively (\( \alpha_\pm \) are the two solutions of the indicial equation and our assumptions on the parameters will be such that \( \alpha_+ \neq \alpha_- \)). This yields two solutions \( F^0_{\pm}(z) = z^\alpha(1 + \sum_{j=1}^\infty a_\pm^j z^j) \), which when combined into the vector \( F^0 = (F^0_0(z), F^0_1(z)) \) satisfy the desired relation in (1.1) with the diagonal monodromy matrix \( M_0 = \text{diag}(e^{\pm i\pi \alpha_+}, e^{\pm i\pi \alpha_-}) \). We emphasize that this construction relies on the fact that the two power series \( \sum_{j=1}^\infty a_\pm^j z^j \) converge in a neighborhood of \( z = 0 \).

In the confluent limit, the hypergeometric equation degenerates into the confluent hypergeometric equation, which has a regular singular point at 0 and an irregular singular point at \( \infty \). Since 0 is a regular singular point, a basis of solutions \( B(t) = (B_+(t), B_-(t)) \) which diagonalizes the monodromy matrix at 0 can be constructed with the help of the Frobenius method, as in the nonconfluent case. The solutions \( B^\pm(t) \) can be expressed in terms of the confluent hypergeometric function of the first kind (also known as Kummer’s function) and we therefore call them \textit{degenerate confluent conformal blocks of the first kind}.

Since the singular point at \( \infty \) is irregular, it is not possible to construct solutions near \( \infty \) in the same way. In fact, if one substitutes the ansatz \( t^\alpha e^{\beta t}(1 + d_1 t^{-1} + d_2 t^{-2} + \cdots) \) into the confluent equation and equates coefficients of powers of \( t \), one finds that there are two possible choices \( (\alpha_+, \beta_+) \) and \( (\alpha_-, \beta_-) \) of the parameters \( (\alpha, \beta) \). Given one of these choices, the associated power series coefficients \( d_\pm^j \) can be computed recursively. But in contrast to the regular case, the two power series \( \sum_{j=1}^\infty d_\pm^j t^{-j}, \) in general, do not converge anywhere in the complex \( t \)-plane. Thus it is not possible to construct solutions in this way. The best one can do is to find solutions whose asymptotic behavior as \( t \rightarrow \infty \) is given by these power series, see e.g. [21]. These solutions can be expressed in terms of the confluent hypergeometric function of the second kind (also known as Tricomi’s function) and we therefore call them \textit{degenerate confluent conformal blocks of the second kind}.

Since the asymptotic expansion of Tricomi’s function is only valid in a certain sector \( a < \text{arg} t < b \) of the complex \( t \)-plane, an infinite sequence of bases of solutions \( D_n(t), n \in \mathbb{Z} \), are needed to cover all values of \( \text{arg} t \). This is an example of the Stokes phenomenon. Thus each basis \( D_n(t) \) has the desired asymptotics
only in a sector $\Omega_n$ of the complex $t$-plane:

$$D_n(t) \sim D_{\text{asympt}}(t), \quad t \to \infty, \quad t \in \Omega_n,$$

where $D_{\text{asympt}}(t)$ denotes the formal asymptotic series

$$D_{\text{asympt}}(t) = \left( t^\alpha e^{\beta t} \sum_{j=1}^{\infty} d_j t^{-j} \right). \quad (1.2)$$

With our conventions, the Stokes sectors $\Omega_n$ are given by (see Figure 1)

$$\Omega_n = \left\{ -\frac{3\pi}{2} + \pi(n-1) < \arg t < \frac{\pi}{2} + \pi(n-1) \right\}, \quad n \in \mathbb{Z}. \quad (1.3)$$

![Figure 1. The Stokes sectors $\Omega_n$, $n = 1, 2, 3$, in the complex $t$-plane.](image)

Of particular interest are the connection matrices $C_n$ and the Stokes matrices $S_n$ which, by definition, are the unique $2 \times 2$ matrices such that

$$D_n(t) = C_n B(t), \quad D_{n+1}(t) = S_n D_n(t), \quad t \in \Omega_n, \quad n \in \mathbb{Z}. \quad (1.4)$$

These matrices can be obtained by taking appropriate confluent limits of the connection matrices which relate the three bases $F^p(z)$ of the hypergeometric BPZ equation.

The goal of this paper is to show that the above description of the hypergeometric BPZ limit can be generalized to the setting of nondegenerate conformal blocks. Whereas the space of solutions of the confluent hypergeometric equation is two-dimensional, the space of confluent conformal blocks is infinite-dimensional. The infinite-dimensional analogs of the bases $B(t)$ and $D_n(t)$, $n \in \mathbb{Z}$, will be denoted by $B(t) \equiv B(\theta; \sigma; \theta_0; t)$ and $D_n(t) \equiv D_n(\theta^*; \nu; \theta_0; t)$, respectively. Here $\theta_0, \theta, \theta_*$ are parameters characterizing the conformal dimensions of the fields entering the correlation function, while $\sigma$ and $\nu$ are continuous indices labeling the infinite set of basis elements. Elements of the basis $B(t)$ will be called confluent conformal blocks of the first kind.

Up to prefactors of the form $t^\alpha e^{\beta t}$, these blocks can be represented as power series in $t$ which are conjectured to converge in the whole complex plane $[9, 12, 13]$. Elements of the bases $D_n(t)$ will be called confluent conformal blocks of the second kind. These blocks are characterized by the fact that they admit a particular asymptotic expansion $D_{\text{asympt}}(\theta^*; \nu; \theta_0; t) \equiv t^n e^{\beta t} \sum_{j=1}^{\infty} d_j t^{-j}$ in the Stokes sectors $\Omega_n$ as $t$ approaches the irregular singularity. The power series part of this expansion is believed to diverge everywhere in the complex $t$-plane and no closed formula is known for its coefficients. The formalism of irregular vertex operators developed in [13] provides a recursive method to compute the coefficients of the series. A different but equivalent approach which relies on the computation of a term-by-term limit of the $u$-channel conformal blocks series expansion was proposed in [9, 12].

In this paper, we will take a different approach to the construction of the confluent conformal blocks of the second kind $D_n(t)$. As mentioned above, the infinite-dimensional analogs of the bases $F^p(z)$, $p = 0, 1, \infty$, are the $s$-channel, $t$-channel, and $u$-channel conformal blocks, which we denote by

$$F^0(z) \equiv F\left(\theta, \sigma; \theta_0; \theta_*; z\right), \quad F^1(z) \equiv F\left(\theta_* \sigma; \theta; \theta_0; 1 - \frac{1}{z}\right), \quad \text{and} \quad F^\infty(z) \equiv F\left(\theta_0 \sigma; \theta; \theta_*; \frac{1}{z}\right),$$

respectively. These blocks are related by crossing transformations which can be viewed as infinite-dimensional analogs of the connection matrices for the hypergeometric BPZ equation. By taking appropriate confluent
limits of these transformations, we will show that the relations in (1.4) admit the following generalizations in the context of nondegenerate conformal blocks:

\[ D_n(t) = C_n(t), \quad D_{n+1}(t) = S_n(t), \quad t \in \Omega_n, \quad n \in \mathbb{Z}, \quad (1.5) \]

where \( S_n \) and \( C_n \) are integral operators. The first of these relations, established in Theorem 1, provides a construction of the confluent conformal blocks of the second kind. Abusing notation and denoting the kernel by the same symbol as the operator, this relation can be written in more detail as

\[ D_n \left( \theta; \nu_n; \theta_0; t \right) = \int_{0}^{+\infty} d\sigma S_n \left[ \theta; \theta_0; \sigma \right] B \left( \theta; \sigma; \theta_0; t \right), \quad t \in \Omega_n, \quad n \in \mathbb{Z}, \]

where the integral kernel \( C_n \) will be computed explicitly, see equation (5.5). The second relation in (1.5), established in Theorem 2, provides an infinite-dimensional generalization of the famous Stokes phenomenon. It describes how the confluent conformal blocks of the second kind in different Stokes sectors are related to each other. In more detail, this relation can be written as

\[ D_{n+1} \left( \theta; \nu_{n+1}; \theta_0; t \right) = \int_{-\infty}^{+\infty} d\nu S_n \left[ \theta; \theta_0; \nu_{n+1} \right] D_n \left( \theta; \nu; \theta_0; t \right), \quad t \in \Omega_n \cap \Omega_{n+1}, \quad n \in \mathbb{Z}, \]

where the kernels \( S_n \) will be computed explicitly by taking suitable confluent limits of the Virasoro fusion kernel, see equation (5.9). In analogy with the finite-dimensional case, we refer to these transformations as Stokes transformations and to the corresponding kernels \( S_n \) as Stokes kernels.

We will verify explicitly that the constructions of the connection and the Stokes transformations are consistent with the BPZ limit in the sense that (1.5) reduces to (1.4) in this limit and that the following diagram commutes:

\[
\begin{array}{c}
\text{4-point Virasoro} \\
\text{conformal blocks} \\
\downarrow \text{BPZ limit} \\
\text{hypergeometric functions} \\
\downarrow \text{confluent limit} \\
\text{confluent} \\
\text{conformal blocks} \\
\downarrow \text{BPZ limit} \\
\text{confluent} \\
\text{hypergeometric functions}
\end{array}
\]

In symbols, this diagram takes the following form:

\[
\begin{array}{c}
\mathcal{F}_0^0(z), \mathcal{F}_1^1(z), \mathcal{F}_\infty^\infty(z) \\
\downarrow \text{BPZ limit} \\
\mathcal{F}_0^0(z), \mathcal{F}_1^1(z), \mathcal{F}_\infty^\infty(z) \quad \downarrow \text{BPZ limit} \\
\mathcal{B}(t), \mathcal{D}_n(t) \\
\end{array}
\]

1.1. Organization of the paper. The hypergeometric BPZ equation and its confluent limit are studied in Section 2. Section 3 reviews some properties of four-point Virasoro conformal blocks. In Section 4, we recall previous results on confluent conformal blocks of the first kind. The statements of our main results are gathered in Section 2.3. Finally, the appendix collects some results on two special functions which play a prominent role in the paper.

2. Confluence of the hypergeometric BPZ equation

We consider the hypergeometric BPZ equation and its confluent limit. The parameter \( b \) will be used to parametrize the central charge \( c \) of the conformal field theory according to

\[ c = 1 + 6Q^2, \quad \text{where} \quad Q = b + b^{-1}. \quad (2.1) \]

In addition to \( b \), the BPZ equation also depends on four conformal dimensions \( \Delta(\theta_0), \Delta(\theta_1), \Delta(\theta_\infty) \), and \( \Delta(\theta_{\text{degen}}) \), which we parametrize with the help of three parameters \( \theta_0, \theta_1, \theta_\infty \) according to

\[ \Delta(x) = \frac{Q^2}{4} + x^2, \quad \theta_{\text{degen}} = i\frac{Q}{2} + \frac{ib}{2}. \]

To begin with, we allow \( b, \theta_0, \theta_1, \theta_\infty \) to be any nonzero complex numbers such that \( \theta_1 \neq \theta_\infty \); later, in Section 2.3, we will assume that \( b > 0 \) for simplicity.
2.1. Hypergeometric BPZ equation. The BPZ equation is given by

\[
\left(-\frac{1}{b^2} \frac{\partial^2}{\partial z^2} + \frac{2z - 1}{z(z - 1)} \frac{\partial}{\partial z} - \frac{\Delta(\theta_0)}{z^2} - \frac{\Delta(\theta_1)}{(z - 1)^2} + \frac{\Delta(\theta_{\text{degen}})}{z(z - 1)}\right) F(z) = 0. \tag{2.2}
\]

It has three regular singular points at \(z = 0, 1, \infty\). Defining the functions \(F_\pm^p, p = 0, 1, \infty\), by

\[
F_\pm^0 (z) = z^{\frac{ib\theta_0}{2\pi} + ib\theta_0}(1 - z)^{\frac{ib\theta_1}{2\pi} + ib\theta_1} \left[ \frac{\frac{1}{2} + ib(\mp\theta_0 + \theta_1 + \theta_\infty), \frac{1}{2} + ib(\mp\theta_0 + \theta_1 - \theta_\infty)}{1 \mp 2ib\theta_0} \right],
\]

\[
F_\pm^1 (z) = (1 - \frac{1}{z})^{\frac{ib\theta_0}{2\pi} + ib\theta_1} z^{\frac{1}{2} + b^2 - ib\theta_\infty} \left[ \frac{\frac{1}{2} - ib(\theta_0 \mp \theta_1 - \theta_\infty), \frac{1}{2} + ib(\theta_0 \pm \theta_1 + \theta_\infty)}{1 \mp 2ib\theta_1} \right],
\]

\[
F_\pm^\infty (z) = \left( \frac{1}{z} \right)^{-\frac{1}{2} - b^2 + ib\theta_\infty} \left( 1 - \frac{1}{z} \right)^{\frac{ib\theta_0}{2\pi} + ib\theta_1} \left[ \frac{\frac{1}{2} + ib(\theta_0 + \theta_1 \mp \theta_\infty), \frac{1}{2} - ib(\theta_0 - \theta_1 \pm \theta_\infty)}{1 \mp 2ib\theta_\infty} \right],
\]

straightforward computations show that

\[
F_\pm^p (z) = \begin{cases} F_\mp^p (z) & \text{if } \theta_\infty \neq 0, \\ F_\mp^p (z) & \text{if } \theta_\infty = 0. \end{cases} \tag{2.3}
\]

is a basis of solutions of (2.2) that diagonalizes the monodromy operator at \(z = p\) for each \(p = 0, 1, \infty\). In fact, it is easy to see that the monodromy relations (1.1) hold with the diagonal monodromy matrices

\[
M_0 = \begin{pmatrix} e^{2\pi ib\theta_0} & 0 \\ 0 & e^{-2\pi ib\theta_0} \end{pmatrix}, \quad M_1 = \begin{pmatrix} e^{-2\pi ib\theta_1} & 0 \\ 0 & e^{2\pi ib\theta_1} \end{pmatrix}, \quad M_\infty = \begin{pmatrix} e^{2\pi ib\theta_\infty} & 0 \\ 0 & e^{-2\pi ib\theta_\infty} \end{pmatrix}.
\]

The bases \(F^p (z)\) are related by the connection matrices \(C_{pq}\) defined by

\[
F^p (z) = C_{pq} F^q (z), \quad p, q \in \{0, 1, \infty\}, \quad 0 < \arg z < \pi. \tag{2.4}
\]

A computation using the connection formulae for the Gauss hypergeometric function shows that

\[
C_{00} = e^{\frac{\pi ib\theta_0}{2}} \begin{pmatrix} e^{-\pi ib(\theta_0 + \theta_\infty)} & e^{\pi ib(\theta_0 + \theta_\infty)} \\ e^{-\pi ib(\theta_0 + \theta_\infty)} & e^{\pi ib(\theta_0 + \theta_\infty)} \end{pmatrix}, \tag{2.5a}
\]

\[
C_{10} = e^{\frac{\pi ib\theta_1}{2}} \begin{pmatrix} e^{-\pi ib(\theta_0 + \theta_\infty)} & e^{\pi ib(\theta_0 + \theta_\infty)} \\ e^{-\pi ib(\theta_0 + \theta_\infty)} & e^{\pi ib(\theta_0 + \theta_\infty)} \end{pmatrix}, \tag{2.5b}
\]

\[
C_{\infty 1} = \begin{pmatrix} e^{-\pi ib\theta_\infty} & e^{\pi ib\theta_\infty} \\ e^{-\pi ib\theta_\infty} & e^{\pi ib\theta_\infty} \end{pmatrix}, \tag{2.5c}
\]

2.2. Confluent BPZ equation. Let us write

\[
\theta_1 = \frac{\Lambda + \theta_0}{2}, \quad \theta_\infty = \frac{\Lambda - \theta_0}{2}, \quad z = \frac{t}{ib\Lambda}, \tag{2.6}
\]

where \(\Lambda\) and \(\theta_0\) are new parameters and \(t\) is a new complex variable. We are interested in the confluent limit \(\Lambda \to \infty\) in which the two nonzero regular singular points of the BPZ equation (2.2) merge at infinity. In this limit, equation (2.2) reduces to the confluent BPZ equation given by

\[
\left( \frac{\partial_t^2}{t} - \frac{b^2}{t^2} \frac{\partial_t}{t} - \frac{1}{4} + \frac{b^2 \Delta(\theta_0)}{t^2} - \frac{ib\theta_0}{t} \right) G(t) = 0. \tag{2.7}
\]

This equation has a regular singular point at \(t = 0\) and an irregular singular point of rank one at \(t = \infty\).
2.2.1. Degenerate confluent conformal blocks of the first kind. A basis of solutions that diagonalizes the monodromy operator at \( t = 0 \) is given by

\[
B(t) = t^{\frac{\pi i}{2}} \begin{pmatrix} M_{-i\theta_0, -i\theta_0}(t) \\ M_{-i\theta_0, i\theta_0}(t) \end{pmatrix},
\]

where \( M_{k,\mu}(t) \) is the Whittaker function of the first kind; it is defined in terms of the confluent hypergeometric function of the first kind \( _1F_1 \) by

\[
M_{k,\mu}(t) = e^{-\frac{i\pi}{2}t} \Gamma(1 + k + \mu) \cdot_{1F_1} \left( \frac{1}{2} - k - \mu; t \right).
\]

2.2.2. Degenerate confluent conformal blocks of the second kind. The procedure described in the introduction (see (1.2)) leads to the following formal asymptotic series which forms a formal basis of solutions of (2.7) diagonalizing the monodromy matrix at infinity:

\[
D_{\text{asymp}}(t) = t^{\frac{\pi i}{2}} \begin{pmatrix} e^{-\frac{i\pi}{2}t - ib\theta} _2F_0 \left( \frac{1}{2} - ib(\theta_0 - \theta_*), \frac{1}{2} + ib(\theta_0 + \theta_*); \frac{i}{t} \right) \\ e^{\frac{i\pi}{2}t - ib\theta} _2F_0 \left( \frac{1}{2} - ib(\theta_0 + \theta_*), \frac{1}{2} + ib(\theta_0 - \theta_*); \frac{i}{t} \right) \end{pmatrix}.
\]

Here \( _2F_0 \) denotes the formal power series

\[
_2F_0(\alpha, \beta; z) = \sum_{n=0}^{\infty} (\alpha)_n (\beta)_n \frac{z^n}{n!},
\]

where the Pochhammer symbol \( (q)_n \) is defined by \( (q)_n = q(q + 1) \cdots (q + n - 1) \).

Let \( \Omega_n \) be the Stokes sectors defined in (1.3). The basis of solutions \( D_n(t) \) of (2.7) which asymptotes to \( D_{\text{asymp}}(t) \) as \( t \to \infty \) in the Stokes sector \( \Omega_n \) can be expressed in terms of the Whittaker function of the second kind \( W_{k,\mu}(t) \) defined by

\[
W_{k,\mu}(t) = e^{-\frac{i\pi}{2}t + \frac{i\pi}{4}} U \left( \mu - k + \frac{1}{2}, 1 + 2\mu; t \right),
\]

where \( U(a, b, z) \) is the confluent hypergeometric function of the second kind:

\[
U(a, b, z) = \frac{\Gamma(1 - b)}{\Gamma(a - 1 + b)} \cdot_{1F_1} \left( a; b; z \right) + \frac{\Gamma(b - 1)}{\Gamma(a)} z^{1 - b} \cdot_{1F_1} \left( a + 1 - b; 2 - b; z \right) \quad (2.12)
\]

More precisely, using the asymptotic expansion

\[
W_{k,\mu}(t) \sim e^{-\frac{i\pi}{2}k^2} _2F_0 \left( \frac{1}{2} + \mu - k; \frac{1}{2} - \mu - k; \frac{-1}{t} \right), \quad |\arg t| < \frac{3\pi}{2}, \quad (2.13)
\]

the bases \( D_n(t) \) are found to be

\[
D_n(t) = t^{\frac{\pi i}{2}} \begin{pmatrix} e^{2\pi ib\theta} |\frac{n}{2} - \frac{1}{2}| \cdot_{2F_0} \left( \frac{1}{2} - \frac{n}{2}; |\frac{\theta - \theta_*}{\pi}| - \frac{1}{2}; t \right) \\ e^{-2\pi ib\theta} \cdot_{2F_0} \left( \frac{1}{2} - \frac{n}{2}; |\frac{\theta - \theta_*}{\pi}| + \frac{1}{2}; t \right) \end{pmatrix}, \quad t \in \Omega_n, \ n \in \mathbb{Z}, \quad (2.14)
\]

where \( |x| \) denotes the greatest integer less than or equal to \( x \). It follows from (2.14) that the bases \( D_n(t) \) satisfy the periodicity relation

\[
D_{n+2} \left( te^{2i\pi} \right) = e^{i\pi b^2} e^{2\pi ib\theta} \cdot_{3} \sigma_3 D_n(t), \quad n \in \mathbb{Z}, \quad (2.15)
\]

where \( \sigma_3 = \text{diag}(1, -1) \) denotes the third Pauli matrix.

2.2.3. Stokes matrices. The bases \( D_n(t) \) are connected by the Stokes matrices \( S_n \) which are defined by

\[
D_{n+1}(t) = S_n D_n(t), \quad n \in \mathbb{Z}. \quad (2.16)
\]

Because of the periodicity relation (2.15), there are only two independent Stokes matrices \( S_1 \) and \( S_2 \). In fact, starting from the relation \( D_{n+3}(te^{2i\pi}) = S_{n+2} D_{n+2}(te^{2i\pi}) \) and using (2.15), we obtain

\[
S_2 = e^{2\pi ib\theta} \cdot_{3} \sigma_3 S_1 e^{-2\pi ib\theta} \cdot_{3} \sigma_3. \quad (2.17)
\]
Using the following analytic continuation formula for the Whittaker function of the second kind:

\[
(-1)^m W_{k,m}(z e^{2\pi i m n}) = - \frac{e^{2i\pi k} \sin(2\pi m \mu) + \sin(\mu \pi(2m - 2))}{\sin 2\pi \mu} W_{k,m}(z) - \frac{2i \pi \sin(2\pi m \mu) e^{ik\pi}}{\sin(2\pi \mu) \Gamma(\frac{1}{2} + \mu - k) \Gamma(\frac{1}{2} - \mu - k)} W_{-k,m}(z e^{i\pi}),
\]

(2.18)

we infer that the Stokes matrices \( S_1 \) and \( S_2 \) are given by

\[
S_1 = \begin{pmatrix} 1 & 0 \\ \frac{1}{\Gamma(\frac{1}{2} - ib(\theta_0 + \theta_*))} & 1 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 1 & \frac{2i \pi e^{2i\pi b\sigma_*}}{\Gamma(\frac{1}{2} - ib(\theta_0 + \theta_*))} \\ 0 & 1 \end{pmatrix}.
\]

(2.19)

2.2.4. Connection matrices. The bases \( B(t) \) and \( D_n(t) \) are related by the connection matrices \( C_n \) which are defined by

\[
D_n(t) = C_n B(t), \quad t \in \Omega_n, \quad n = 1, 2, \ldots.
\]

(2.20)

Here and in what follows we have restricted ourselves to positive values of \( n \in \mathbb{Z} \) for simplicity.

**Proposition 2.1.** The connection matrices \( C_n \) are given by

\[
C_n = \begin{pmatrix} K_{++}^{(n)}(\theta_*, \theta_0) & K_{+-}^{(n)}(\theta_*, -\theta_0) \\ K_{-+}^{(n)}(\theta_*, \theta_0) & K_{--}^{(n)}(\theta_*, -\theta_0) \end{pmatrix}, \quad n = 1, 2, \ldots.
\]

(2.21)

where

\[
K_{++}^{(n)}(\theta_*, \theta_0) = -e^{2\pi i \left(\frac{1}{2} - \frac{1}{2}\right)(\frac{1}{2} + ib(\theta_0 - \theta_*))} \csc(\pi b^2) \\
\times \left(e^{-i \pi pb \theta} \cosh(\pi b (\theta_0 - \theta_*)) + \cosh(\pi b (\theta_0 - \theta_*) - ib)\right) \frac{\Gamma(2ib\theta_0) \Gamma(\frac{1}{2} + ib(\theta_0 + \theta_*))}{\Gamma(\frac{1}{2} - ib(\theta_0 + \theta_*))},
\]

(2.22)

\[
K_{+-}^{(n)}(\theta_*, \theta_0) = e^{-2\pi i \left(\frac{1}{2} - \frac{1}{2}\right)(\frac{1}{2} + ib(\theta_0 + \theta_*))} \frac{\Gamma(2ib\theta_0) \Gamma(\frac{1}{2} + ib(\theta_0 - \theta_*))}{\Gamma(\frac{1}{2} - ib(\theta_0 - \theta_*))}.
\]

**Proof.** It is easy to verify that the first connection matrix is given by

\[
C_1 = \begin{pmatrix} \frac{\Gamma(2ib\theta_0)}{\Gamma(\frac{1}{2} + ib(\theta_0 + \theta_*))} & \frac{\Gamma(-2ib\theta_0)}{\Gamma(\frac{1}{2} - ib(\theta_0 + \theta_*))} \\ \frac{\Gamma(\frac{1}{2} - ib(\theta_0 - \theta_*))}{\Gamma(\frac{1}{2} + ib(\theta_0 - \theta_*))} & \frac{\Gamma(2ib\theta_0)}{\Gamma(\frac{1}{2} + ib(\theta_0 - \theta_*))} \end{pmatrix}.
\]

(2.23)

Since

\[
C_n = \left( \prod_{k=1}^{n-1} S_{n-k} \right) C_1 = S_{n-1} S_{n-2} \cdots S_1 C_1, \quad n = 2, 3, \ldots
\]

(2.24)

it follows from (2.19) and (2.23) that (2.21) holds for \( n = 1 \) and \( n = 2 \). Moreover, by (2.20), the connection matrices \( C_n \) satisfy the periodicity relation

\[
C_{n+2} = e^{i\pi b^2} e^{2\pi ib\sigma_3} C_n e^{-i\pi b Q} e^{-2\pi ib\sigma_3}.
\]

(2.25)

Proceeding by induction, it is therefore sufficient to prove that

\[
C_{2j+1} = e^{i\pi j b^2} e^{2\pi ib\sigma_3} C_1 e^{-i\pi j b Q} e^{-2\pi ib\sigma_3}, \quad j = 1, 2, \ldots
\]

(2.26)

\[
C_{2j+2} = e^{i\pi j b^2} e^{2\pi ib\sigma_3} C_2 e^{-i\pi j b Q} e^{-2\pi ib\sigma_3}, \quad j = 1, 2, \ldots
\]

and direct computations show that the matrices defined in (2.21) obey these relations. □
2.3. Confluence of the solutions. In this subsection, we explain how to obtain the solutions of the confluent BPZ equation (2.7) from the solutions of the hypergeometric BPZ equation (2.2) by taking an appropriate confluent limit. Let us first set \( \theta_1 = \frac{\lambda \pm \theta \text{e}}{2ib\Lambda} \) and \( \theta_\infty = \frac{\lambda - \theta\text{e}}{2ib\Lambda} \). We introduce renormalized versions \( \tilde{F}^p(z, \Lambda) \) of the bases \( F^p(z) \) defined in (2.3) as follows:

\[
\begin{align*}
\tilde{F}^0(z, \Lambda) &= N_0(\Lambda)F^0(z), \\
\tilde{F}^1(z, \Lambda) &= N_\infty(\Lambda)F^1(z), \\
\tilde{F}_\infty(z, \Lambda) &= N_\infty(\Lambda)F_\infty(z),
\end{align*}
\]

where

\[
Q_\pm(\Lambda) = e^{-\frac{\pi(\pm)\text{e}}{2ib\Lambda}}e^{\frac{ib}{2}Q(\pm, \Lambda)}(ib\Lambda)^\frac{\pi(\pm)\text{e}}{2}. \tag{2.29}
\]

After performing the change of variables \( z = \frac{t}{ib\Lambda} \), equation (2.2) has three regular singular points at \( t = 0, t = ib\Lambda, \) and \( t = \infty \). The next proposition shows that the solution basis \( B(t) \) of the confluent BPZ equation defined in (2.8) is the confluent limit of the renormalized basis of solutions \( \tilde{F}^0(\frac{t}{ib\Lambda}, \Lambda) \) of the hypergeometric BPZ equation.

**Proposition 2.2.** We have

\[
\lim_{|\Lambda| \to \infty} \tilde{F}^0 \left( \frac{t}{ib\Lambda}, \Lambda \right) = B(t). \tag{2.29}
\]

**Proof.** The renormalized function \( \tilde{F}^0 \left( \frac{t}{ib\Lambda}, \Lambda \right) \) explicitly reads

\[
\tilde{F}^0 \left( \frac{t}{ib\Lambda}, \Lambda \right) = \left( 1 - \frac{t}{ib\Lambda} \right)^{\frac{\pi(\pm)\text{e}}{2}} e^{\frac{ib}{2}Q(\pm, \Lambda)}(ib\Lambda)^\frac{\pi(\pm)\text{e}}{2} \frac{2}{1 + 2ib\theta_0}.
\]

Since

\[
\lim_{\beta \to \infty} 2F_1 \left( \alpha, \beta; \frac{t}{ib\Lambda} \right) = 1F_1 \left( \alpha; \frac{t}{ib\Lambda} \right),
\]

the limit (2.29) follows. \[\square\]

We next explain how to recover the solution bases \( D_n \) of the confluent BPZ equation adapted to the irregular singular point at \( \infty \). Actually, the \( D_n \) can be obtained as the confluent limit in two different ways: either starting from \( \tilde{F}_\infty \) or from \( \tilde{F}^1 \). This is consistent with the fact that the two bases \( \tilde{F}_\infty \) and \( \tilde{F}^1 \) diagonalize the monodromy matrices at the two singular points that merge at \( \infty \) in the confluent limit.

For the rest of this section we assume that \( b, \Lambda > 0 \) for simplicity. Defining the renormalized connection matrices \( \tilde{C}_{pq} \) by the relation \( \tilde{F}^p = \tilde{C}_{pq} \tilde{F}^q \), we have

\[
\tilde{C}_{10}(\Lambda) = N_\infty(\Lambda)C_{10}N_0^{-1}(\Lambda), \quad \tilde{C}_{\infty 1}(\Lambda) = N_\infty(\Lambda)C_{\infty 1}N_\infty^{-1}(\Lambda), \quad \tilde{C}_{\infty 0}(\Lambda) = N_\infty(\Lambda)C_{\infty 0}N_0^{-1}(\Lambda), \quad \tilde{C}_{1\infty}(\Lambda) = N_\infty(\Lambda)C_{1\infty}N_\infty^{-1}(\Lambda), \tag{2.30}
\]

where \( C_{\infty 0}, C_{10}, \) and \( C_{\infty 1} \) are the connection matrices defined in (2.4). The crucial point is that (2.4) holds for \( 0 < \text{arg} z < \pi \). To access all the Stokes sectors \( \Omega_n \), it is therefore convenient to write

\[
z = \frac{te^{-2i\pi(j-1)}}{ib\Lambda}, \tag{2.31}
\]

where \( j \geq 1 \) is an integer and \( \epsilon = \pm 1 \). It is straightforward to show that \( 0 < \text{arg} z < \pi \) if and only if

\[
\frac{\epsilon \pi}{2} + 2\pi(j-1) < \text{arg} t < \frac{\pi}{2}(2 + \epsilon) + 2\pi(j-1). \tag{2.32}
\]

Decomposing the Stokes sector \( \Omega_n \) into the two halves \( \Omega^-_n \) and \( \Omega^+_n \) defined by

\[
\Omega^- = \left\{ -\frac{3\pi}{2} + \pi(n-1) < \text{arg} t < -\frac{\pi}{2} + \pi(n-1) \right\}, \quad \Omega^+ = \left\{ -\frac{\pi}{2} + \pi(n-1) < \text{arg} t < \frac{\pi}{2} + \pi(n-1) \right\}, \tag{2.33}
\]
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we infer from (2.32) that $0 < \arg z < \pi$ if and only if
\[
\begin{cases}
t \in \Omega_{2j+1}^0 = \Omega_{2j}^+, & \epsilon = +1, \\
t \in \Omega_{2j}^0 = \Omega_{2j-1}^+, & \epsilon = -1.
\end{cases}
\] (2.34)

Our next proposition utilizes (2.31) and (2.34) to construct the solution basis $D_n(t)$ everywhere in $\Omega_n$ from the renormalization solution bases $\tilde{F}^\infty$ and $\tilde{F}^0$.

**Proposition 2.3.** The following limits hold for any integer $j \geq 1$:

\[
\begin{align*}
\left(e^{i\pi b^2} e^{2i\pi \theta} \sigma_3\right)^{j-1} L_{\Lambda \to +\infty} \tilde{F}^\infty \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right) &= \begin{cases} 
D_{2j+1}(t), & t \in \Omega_{2j+1}^0, \epsilon = +1, \\
D_{2j}(t), & t \in \Omega_{2j}^0, \epsilon = -1,
\end{cases} \\
\left(e^{i\pi b^2} e^{2i\pi \theta} \sigma_3\right)^{j-1} \lim_{\Lambda \to +\infty} \tilde{F}^0 \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right) &= \begin{cases} 
D_{2j+1}(t), & t \in \Omega_{2j+1}^0, \epsilon = +1, \\
D_{2j-1}(t), & t \in \Omega_{2j-1}^0, \epsilon = -1,
\end{cases}
\end{align*}
\] (2.35a, 2.35b)

**Proof.** Let us first prove (2.35a). We start from the connection formula
\[
\tilde{F}^\infty \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right) = \tilde{C}_{\infty 0}(\epsilon \Lambda) \tilde{F}^0 \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right),
\] (2.36)

where the renormalized connection matrix $\tilde{C}_{\infty 0}$ is given by (2.30). The renormalized basis $\tilde{F}^0$ satisfies
\[
\tilde{F}^0 \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right) = \left(e^{i\pi b^2} e^{-2i\pi \theta} \sigma_3\right)^{j-1} \tilde{C}_{\infty 0}(\epsilon \Lambda) \left(e^{-i\pi b^2} e^{-2i\pi \theta} \sigma_3\right)^{j-1} \tilde{F}^0 \left( \frac{t}{ib\Lambda}, \epsilon \Lambda \right).
\]

Thus the connection formula (2.36) can be rewritten as
\[
\left(e^{i\pi b^2} e^{2i\pi \theta} \sigma_3\right)^{j-1} \tilde{F}^\infty \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right) = \left(e^{i\pi b^2} e^{2i\pi \theta} \sigma_3\right)^{j-1} \tilde{C}_{\infty 0}(\epsilon \Lambda) \left(e^{-i\pi b^2} e^{-2i\pi \theta} \sigma_3\right)^{j-1} \tilde{F}^0 \left( \frac{t}{ib\Lambda}, \epsilon \Lambda \right).
\]

Letting $\Lambda \to +\infty$ in this equation and using the limit (2.29) of $\tilde{F}^0 \left( \frac{t}{ib\Lambda}, \epsilon \Lambda \right)$, we find
\[
\left(e^{i\pi b^2} e^{2i\pi \theta} \sigma_3\right)^{j-1} \lim_{\Lambda \to +\infty} \tilde{F}^\infty \left( \frac{t e^{-2i\pi (j-1)}}{ib\Lambda}, \epsilon \Lambda \right) = \left(e^{i\pi b^2} e^{2i\pi \theta} \sigma_3\right)^{j-1} \lim_{\Lambda \to +\infty} \left( \tilde{C}_{\infty 0}(\epsilon \Lambda) \left(e^{-i\pi b^2} e^{-2i\pi \theta} \sigma_3\right)^{j-1} \tilde{F}^0 \left( \frac{t}{ib\Lambda}, \epsilon \Lambda \right) \right).
\] (2.37)

It remains to compute the limit of $\tilde{C}_{\infty 0}(\epsilon \Lambda)$. This matrix can be explicitly written as
\[
\tilde{C}_{\infty 0}(\epsilon \Lambda) = \begin{pmatrix} L^{(++)}_{\infty 0}(\theta_*, \theta_0, \epsilon \Lambda) & L^{(+-)}_{\infty 0}(\theta_*, -\theta_0, \epsilon \Lambda) \\ L^{(+)}_{\infty 0}(\theta_*, \theta_0, \epsilon \Lambda) & L^{(-)}_{\infty 0}(\theta_*, -\theta_0, \epsilon \Lambda) \end{pmatrix},
\]

where
\[
L^{(++)}_{\infty 0}(\theta_*, \theta_0, \epsilon \Lambda) = -ie^{i\pi (\theta_* - \theta_0)}(ib\Lambda)^{\frac{1}{2}+ib(\theta_0-\theta_*)} \frac{\Gamma(2ib\theta_0)}{(\frac{1}{2} + ib(\theta_0 + \theta_*)) \Gamma(\frac{1}{2} + ib(\theta_0 + \theta_*))},
\]
\[
L^{(+-)}_{\infty 0}(\theta_*, \theta_0, \epsilon \Lambda) = ie^{-i\pi (\theta_* - \theta_0)}(ib\Lambda)^{\frac{1}{2}+ib(\theta_0+\theta_*)} \frac{\Gamma(2ib\theta_0)}{(\frac{1}{2} + ib(\theta_0 - \theta_*)) \Gamma(\frac{1}{2} + ib(\theta_0 - \theta_*))},
\]

Using the asymptotic formula
\[
\Gamma(z+a) \sim \sqrt{2\pi} z^{z+a-\frac{1}{2}} e^{-\frac{1}{2}}, \quad z \to \infty, \quad z + a \in \mathbb{C} \setminus \mathbb{R} \leq 0, \quad |a| < |z|,
\] (2.38)

we obtain
\[
\lim_{\Lambda \to +\infty} L^{(++)}_{\infty 0}(\theta_*, \theta_0, \epsilon \Lambda) = -ie^{i\pi (\theta_* - \theta_0)}(ib\Lambda)^{\frac{1}{2}+ib(\theta_0-\theta_*)} \frac{\Gamma(2ib\theta_0)}{(\frac{1}{2} + ib(\theta_0 + \theta_*))},
\] (2.39)
\[
\lim_{\Lambda \to +\infty} L^{(+-)}_{\infty 0}(\theta_*, \theta_0, \epsilon \Lambda) = -ie^{-i\pi (\theta_* + \theta_0)} \frac{\Gamma(2ib\theta_0)}{(\frac{1}{2} + ib(\theta_0 - \theta_*))}.
\] (2.40)
Since \((-ib\Lambda)^\tau = e^{-i\pi\tau}(ib\Lambda)^\tau\), we infer that
\[
(ibe\Lambda)^{-\frac{1}{2} + ib(\theta_0 - \theta_\ast)} (-ibe\Lambda)^{-\frac{1}{2} - ib(\theta_0 - \theta_\ast)} = \begin{cases} 
-ie^{\pi b(\theta_\ast - \theta_0)}, & \epsilon = +1, \\
e^{-\pi b(\theta_\ast - \theta_0)}, & \epsilon = -1.
\end{cases}
\] (2.41)

Gathering the previous computations, it is straightforward to obtain the two limits
\[
\lim_{\Lambda \to +\infty} \hat{C}_{0\infty}(\epsilon\Lambda) = \begin{cases} 
C_3, & \epsilon = +1, \\
C_2, & \epsilon = -1,
\end{cases}
\] (2.42)
where the connection matrices \(C_n\) of the confluent BPZ equation are defined in (2.21). Moreover, the periodicity relation (2.25) implies that
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} C_3 \left( e^{-i\pi b Q e^{-2\pi b\theta_0 \sigma_3}} \right)^{j-1} = C_{2j+1},
\]
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} C_2 \left( e^{-i\pi b Q e^{-2\pi b\theta_0 \sigma_3}} \right)^{j-1} = C_{2j},
\]
for any integer \(j \geq 1\). Hence we have shown that
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} \lim_{\Lambda \to +\infty} \tilde{F}_0 \left( \frac{te^{-2\pi i(j-1)}}{ibe\Lambda}, \epsilon\Lambda \right) = \begin{cases} 
C_{2j+1}, & \epsilon = +1, \\
C_{2j}, & \epsilon = -1.
\end{cases}
\] (2.43)

Substituting (2.43) into (2.37), we obtain
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} \lim_{\Lambda \to +\infty} \tilde{F}_0 \left( \frac{te^{-2\pi i(j-1)}}{ibe\Lambda}, \epsilon\Lambda \right) = \begin{cases} 
C_{2j+1} B(t), & \epsilon = +1, t \in \Omega_{2j+1}, \\
C_{2j} B(t), & \epsilon = -1, t \in \Omega_{2j}.
\end{cases}
\] (2.44)

Since \(D_n(t) = C_n B(t)\) for \(t \in \Omega_n\) by (2.20), the confluent limit (2.35a) follows.

The proof of the second limit (2.35b) involves a similar computation. Indeed, we have
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} \tilde{F}_1 \left( \frac{te^{-2\pi i(j-1)}}{ibe\Lambda}, \epsilon\Lambda \right) = \left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} \hat{C}_{10}(\epsilon\Lambda) \left( e^{-i\pi b Q e^{-2\pi b\theta_0 \sigma_3}} \right)^{j-1} \tilde{F}_0 \left( \frac{t}{ibe\Lambda}, \epsilon\Lambda \right).
\] (2.45)

The renormalized connection matrix takes the form
\[
\hat{C}_{10}(\epsilon\Lambda) = \begin{pmatrix} 
L_{10}^{(+)}(\theta_\ast, \theta_0, \epsilon\Lambda) & L_{10}^{(+)}(\theta_\ast, -\theta_0, \epsilon\Lambda) \\
L_{10}^{(-)}(\theta_\ast, \theta_0, \epsilon\Lambda) & L_{10}^{(-)}(\theta_\ast, -\theta_0, \epsilon\Lambda)
\end{pmatrix},
\]
where
\[
L_{10}^{(+)}(\theta_\ast, \theta_0, \epsilon\Lambda) = (ib\Lambda e^{-\frac{1}{2} + ib(\theta_0 - \theta_\ast)}) \frac{\Gamma(2ib\theta_0)}{\Gamma\left(\frac{1}{2} + ib(\theta_0 + \theta_\ast)\right)} \frac{\Gamma(1 + ib\theta_\ast + ib\epsilon\Lambda)}{\Gamma\left(\frac{1}{2} + ib\theta_\ast + ib\epsilon\Lambda\right)},
\]
\[
L_{10}^{(-)}(\theta_\ast, \theta_0, \epsilon\Lambda) = (ib\Lambda e^{-\frac{1}{2} + ib(\theta_0 + \theta_\ast)}) \frac{\Gamma(2ib\theta_0)}{\Gamma\left(\frac{1}{2} + ib(\theta_0 - \theta_\ast)\right)} \frac{\Gamma(1 - ib\theta_\ast + ib\epsilon\Lambda)}{\Gamma\left(\frac{1}{2} + ib\theta_0 - ib\epsilon\Lambda\right)}.
\]

Using the asymptotics (2.38), a direct computation shows that
\[
\lim_{\Lambda \to +\infty} \hat{C}_{10}(\epsilon\Lambda) = \begin{cases} 
C_2, & \epsilon = +1, \\
C_1, & \epsilon = -1.
\end{cases}
\]

Finally, observing that
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} C_2 \left( e^{-i\pi b Q e^{-2\pi b\theta_0 \sigma_3}} \right)^{j-1} = C_{2j},
\]
\[
\left( e^{i\pi b^2 2\pi b\theta_\ast \sigma_3} \right)^{j-1} C_1 \left( e^{-i\pi b Q e^{-2\pi b\theta_0 \sigma_3}} \right)^{j-1} = C_{2j-1},
\]
for \(j = 1, 2, \ldots\), equation (2.35b) follows. ∎
Proposition 2.3 can be used to determine the Stokes matrices $S_n$ of the confluent BPZ equation defined by (2.16). In fact, consider the connection formula between the renormalized solution bases $\tilde{F}^\infty$ and $\tilde{F}^1$:

$$\tilde{F}^\infty \left( \frac{te^{-2i\pi(j-1)}}{ibe\Lambda}, \epsilon \Lambda \right) = \tilde{C}_\infty(\epsilon \Lambda) \tilde{F}^1 \left( \frac{te^{-2i\pi(j-1)}}{ibe\Lambda}, \epsilon \Lambda \right), \quad \epsilon = \pm 1. \tag{2.46}$$

Introducing the prefactors appearing in (2.35a) and (2.35b), this relation can be rewritten as

$$(e^{\pi b^2}e^{2\pi b\theta_s})^{j-1} \tilde{F}^\infty \left( \frac{te^{-2i\pi(j-1)}}{ibe\Lambda}, \epsilon \Lambda \right) = (e^{\pi b^2}e^{2\pi b\theta_s})^{j-1} \tilde{C}_\infty(\epsilon \Lambda) \left( (e^{\pi b^2}e^{2\pi b\theta_s})^{-j+1} \tilde{F}^1 \left( \frac{te^{-2i\pi(j-1)}}{ibe\Lambda}, \epsilon \Lambda \right) \right. \times \left. (e^{\pi b^2}e^{2\pi b\theta_s})^{j-1} \tilde{F}^1 \left( \frac{te^{-2i\pi(j-1)}}{ibe\Lambda}, \epsilon \Lambda \right) \right), \tag{2.47}$$

where

$$\tilde{C}_\infty(\epsilon \Lambda) = \left( \begin{array}{c}
\frac{\Gamma(1+i\theta_2(\epsilon \Lambda))\Gamma(-i\theta_2(\epsilon \Lambda))}{\Gamma\left(\frac{1}{2}+i\theta_2(\epsilon \Lambda)\right)\Gamma\left(\frac{1}{2}-i\theta_0(\epsilon \Lambda)\right)} \\
\frac{\Gamma\left(\frac{1}{2}+i\theta_0(\epsilon \Lambda)\right)\Gamma\left(\frac{1}{2}-i\theta_2(\epsilon \Lambda)\right)}{\Gamma\left(\frac{1}{2}+i\theta_2(\epsilon \Lambda)\right)\Gamma\left(\frac{1}{2}-i\theta_0(\epsilon \Lambda)\right)}
\end{array} \right) \left( \begin{array}{c}
\frac{1}{\Gamma(1+i\theta_2(\epsilon \Lambda))\Gamma(-i\theta_2(\epsilon \Lambda))}
\\
\frac{\Gamma\left(\frac{1}{2}+i\theta_2(\epsilon \Lambda)\right)\Gamma\left(\frac{1}{2}-i\theta_0(\epsilon \Lambda)\right)}{\Gamma\left(\frac{1}{2}+i\theta_0(\epsilon \Lambda)\right)\Gamma\left(\frac{1}{2}-i\theta_2(\epsilon \Lambda)\right)}
\end{array} \right) \left( \begin{array}{c}
e^{i\pi(b_1+\Lambda)}\Gamma(-ib_0(-\epsilon \Lambda))\Gamma(1+i\theta_2(\epsilon \Lambda))
\\
e^{i\pi(b_0+\Lambda)}\Gamma(1+i\theta_2(\epsilon \Lambda))\Gamma(-ib_0(-\epsilon \Lambda))
\end{array} \right), \quad \epsilon = \pm 1. \tag{2.48}$$

In each of the two cases $\epsilon = \pm 1$, one of the off-diagonal entries on the right-hand side of (2.48) has exponential decay, and it is straightforward to obtain

$$\lim_{\Lambda \to \infty} \tilde{C}_\infty(\epsilon \Lambda) = \begin{cases} S_2, & \epsilon = +1, \\ S_1, & \epsilon = -1, \end{cases} \tag{2.49}$$

where $S_1$ and $S_2$ are given by (2.19). Moreover, thanks to the periodicity relation (2.17),

$$(e^{\pi b^2}e^{2\pi b\theta_s})^{j-1} S_2 \left( e^{i\pi b^2}e^{2\pi b\theta_s} \right)^{-j+1} = S_2j, \tag{2.50}$$

for any integer $j \geq 1$. Recalling Propositions 2.3 and noting that

$$\Omega_{2j+1}^+ = \Omega_{2j+1}^- = \Omega_{2j+1} \cap \Omega_{2j}, \quad \Omega_{2j}^+ = \Omega_{2j-1}^+ = \Omega_{2j} \cap \Omega_{2j-1}, \tag{2.51}$$

it follows that the two relations

$$D_{2j+1}(t) = S_{2j}D_{2j}(t), \quad t \in \Omega_{2j+1} \cap \Omega_{2j},$$

$$D_{2j}(t) = S_{2j-1}D_{2j-1}(t), \quad t \in \Omega_{2j} \cap \Omega_{2j-1},$$

are recovered by taking the limit $\Lambda \to +\infty$ of (2.46) for $\epsilon = +1$ and $\epsilon = -1$, respectively.

3. Four-point Virasoro conformal blocks

The remainder of this article will be devoted to generalizing the picture developed in Section 2 to the case of generic four-point Virasoro conformal blocks. We start by recalling their main properties.

The (regular) 4-point conformal block is often represented in the literature by a trivalent graph encoding the expectation value of a composition of two primary vertex operators as follows:

$$\begin{array}{ccc}
\theta_1 \\
\theta_\infty \\
\theta_0 \\
\theta_s \\
\end{array} | \sigma_s \sigma_z \theta_0 \sigma_0 \theta_\infty \rangle \equiv \mathcal{F} \left( \begin{array}{c}
\theta_1 \\
\theta_\infty \\
\theta_s \\
\theta_0 \\
\end{array} \right) := \langle \Delta(\theta_\infty) | V_{\Delta(\theta_1)}^{\Delta(\theta_\infty),\Delta(\sigma_s)}(1) V_{\Delta(\theta_s),\Delta(\theta_\infty)}^{\Delta(\theta_0)}(z) | \Delta(\theta_0) \rangle.
\end{array}$$

It depends on the Virasoro central charge $c$, five conformal dimensions $\Delta(x) = \frac{c}{24} + x^2$ attached to the edges labeling highest weight modules, and the anharmonic ratio $t$ of four points on $\mathbb{C}P^1$. The vertices of the graph
represents chiral vertex operators [18]. The series representation for conformal blocks was made explicit by the discovery of the AGT relation [2] between two-dimensional conformal field theories and four-dimensional supersymmetric gauge theories. Denoting by $\mathcal{Y}$ the set of Young diagrams, the 4-point conformal block is expressed as [1, 14]

$$
\mathcal{F}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}; z) = z^{\Delta(\theta_1) - \Delta(\theta_0) - \Delta(\theta_1)} (1 - z)^{2\Theta(\theta_1 - \frac{\Theta}{2})} (\theta_1 - \frac{\Theta}{2}) \sum_{\lambda, \mu \in \mathcal{Y}} \mathcal{F}_{\lambda, \mu}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}) z^{\lambda + \mu},
$$

(3.1)

where $|\lambda|$ denotes the number of boxes in the diagram $\lambda \in \mathcal{Y}$. In order to write the coefficients $\mathcal{F}_{\lambda, \mu}$ explicitly, let $a_\lambda(\square)$ and $l_\lambda(\square)$ denote the arm-length and leg-length of the box $\square$ in $\lambda$. Moreover, for $\theta \in \mathbb{C}$ and $\lambda, \mu \in \mathcal{Y}$, introduce the Nekrasov functions $Z_{\lambda, \mu}(\theta)$ by

$$
Z_{\lambda, \mu}(\theta) = \prod_{\square \in \lambda} \left( i^b_\lambda (a_\lambda(\square) + \frac{1}{2}) - i^b (l_\mu(\square) + \frac{1}{2} + \theta) \right)
\prod_{\square \in \mu} \left( i^{b-1}_\mu (a_\mu(\square) + \frac{1}{2}) - i^b (l_\mu(\square) + \frac{1}{2} - \theta) \right).
$$

(3.2)

The expansion coefficients $\mathcal{F}_{\lambda, \mu}$ can then be expressed as

$$
\mathcal{F}_{\lambda, \mu}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}) = \prod_{s=\pm} Z_{\lambda, \mu}(\epsilon \theta_0 - \theta_0 + \sigma_s) Z_{\lambda, \mu}(\epsilon \theta_\infty + \theta_0 + \sigma_s) Z_{\lambda, \mu}(\epsilon \theta_\infty + \theta_1 - \sigma_s).
$$

The series in (3.1) is believed to be convergent inside the unit disk $|z| < 1$. Another hypothesis is that the only singularities of the conformal blocks as a function of $z$ are branch points at $0, 1, \infty [11, 24]$. Under this assumption, conformal blocks are naturally defined for $z \in \mathbb{C} \setminus ((-\infty, 0] \cup [1, \infty))$. Moreover, the conformal blocks are believed to be analytic in the external dimensions $\theta_\infty$, $\theta_0$, $\theta_1$, and meromorphic in the internal momentum $\sigma$, with the only possible poles at $\pm \sigma(s, n) = -\frac{1}{2}(mb + nb^{-1})$ for $m, n \in \mathbb{Z}_{>0}$, where $b$ appears in the parametrisation (2.1) of the Liouville central charge. The analytic continuation of the conformal blocks around the singular point $z = 0$ can be found from the expansion (3.1):

$$
\mathcal{F}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}; z ; z e^{\pm \frac{2i\pi}{3}}) = e^{\pm \frac{2i\pi}{3}(\Delta(\theta_1) - \Delta(\theta_0) - \Delta(\theta_1))} \mathcal{F}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}; z).
$$

(3.3)

3.1. Crossing transformations. The linear span of conformal blocks forms an infinite-dimensional representation of $\Gamma(\Sigma_{0,4}) = \text{PSL}_2(\mathbb{Z})$, the mapping class group of the four-puncture Riemann sphere. It is generated by the braiding $B$ and fusion $F$ moves, such that $F^2 = (BF)^3 = 1$. The three ways of splitting four points on $\mathbb{CP}^1$ into two pairs define the $s$, $t$, and $u$-channel bases for the space of conformal blocks. The cross-ratio argument of conformal blocks in these channels are chosen from $\{z, \frac{1}{z}\}$, $\{1 - z, \frac{1}{1 - z}\}$, and $\{\frac{1}{z}, \frac{1}{1 - z}\}$, respectively. The braiding move $B$ acts on the $s$-channel conformal blocks as follows:

$$
\mathcal{F}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}; z) = e^{\pm \frac{2i\pi}{3}(\Delta(\theta_1) - \Delta(\theta_0) - \Delta(\theta_1))} (1 - z)^{-2\Delta(\theta_1)} \mathcal{F}(\frac{\theta_1^*}{\theta_\infty}, \frac{\theta_2}{\theta_0}; \frac{z}{z - 1}), \quad \text{Im} z \geq 0.
$$

On the other hand, the fusion move $F$ is represented by the integral transform

$$
\mathcal{F}(\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}, \frac{\theta_1^*}{\theta_\infty}; z) = \int_{\mathbb{R}_+} d\sigma_f \mathcal{F}(\frac{\theta_1^*}{\theta_\infty}, \frac{\theta_2}{\theta_0}; \frac{z}{z - 1}).
$$

(3.4)

The kernel of this transformation, called the Virasoro fusion kernel, has been related to Racah-Wigner coefficients for a continuous series of representations of $\mathcal{U}_q(sl_2)$, and can be expressed as [16, 17]

$$
F[\frac{\theta_1}{\theta_\infty}, \frac{\theta_2}{\theta_0}; \frac{\theta_1^*}{\theta_\infty}, \frac{\theta_1^*}{\theta_\infty}] = \prod_{\epsilon, \epsilon' = \pm} g_\epsilon (\epsilon \theta_1 + \epsilon^* \epsilon_1) g_\epsilon (\epsilon \theta_0 - \theta_0 + \epsilon^* \epsilon_1) g_\epsilon (\epsilon \theta_\infty + \epsilon^* \epsilon_1) \prod_{\epsilon, \epsilon' = \pm} g_{\epsilon'} (\epsilon' \epsilon + 2 \epsilon \epsilon_1)
\int dx \prod_{\epsilon, \epsilon' = \pm} s_b(x + \epsilon \theta_1) s_b(x + \epsilon \theta_0 + \epsilon^* \epsilon_1) s_b(x + \epsilon \theta_\infty + \epsilon^* \epsilon_1),
$$

(3.5)

where the special functions $g_b(x)$ and $s_b(x)$ are defined in the appendix. For $0 < b \leq 1$, the integrand in (3.5) has eight vertical semi-infinite sequences of poles, four of them increasing and the other four decreasing; the
Utilizing the change of variables (the conformal dimensions are real and positive (which is Liouville’s spectrum), the contour of integration lies in the strip $\text{Im } x \in [-\frac{i\pi}{2}, 0]$. More generally, the fusion kernel (3.5) can be extended to a meromorphic function of all of its parameters provided that $c \in \mathbb{C} \setminus \mathbb{R}_{\leq 1}$, which corresponds to $b \notin i\mathbb{R}$.

Finally, further crossing transformations can be obtained by composing braiding and fusion moves. Let us fix $0 < \arg z < \pi$. The first two crossing transformations of interest are

$$F \left( \theta_i, \sigma_i, \frac{1}{z} \right) = \int_0^{+\infty} d\sigma \, e^{i\pi(\Delta(\theta_0)+\Delta(\theta_i)-\Delta(\sigma_i)-\Delta(\theta_0))} \, F \left[ \theta_0, \theta_i, \sigma_i ; \frac{1}{z} \right], \quad (3.6a)$$

$$F \left( \theta_i, \sigma_i, \frac{1}{z} ; 1 - \frac{1}{z} \right) = \int_0^{+\infty} d\sigma \, e^{i\pi(\Delta(\sigma_i)-\Delta(\theta_i)-\Delta(\theta_0))} \, F \left[ \theta_0, \theta_i, \sigma_i ; \frac{1}{z} \right]. \quad (3.6b)$$

Such transformations can be seen as infinite-dimensional analogs of the connection formulas for the BPZ equation given by the connection matrices (2.5a) and (2.5b), respectively. In Section 2, a suitable confluent limit of these matrices allowed us to recover the solutions of the confluent BPZ equation normalized at $t = \infty$ in any Stokes sector. We will adopt a similar approach to construct the confluent conformal blocks of the second kind in any Stokes sector. The last crossing transformation that we will use is

$$F \left( \theta_i, \sigma_i, \frac{1}{z} ; 1 - \frac{1}{z} \right) = \int_0^{+\infty} d\sigma \, F \left[ \theta_0, \theta_i, \sigma_i ; \frac{1}{z} \right] F \left[ \theta_0, \theta_i, \sigma_i ; 1 - \frac{1}{z} \right]. \quad (3.7)$$

This is the analog of the connection formula for the BPZ equation given by the connection matrix (2.5c). In Section 2, we recovered the Stokes matrices of the confluent BPZ equation by taking appropriate confluent limits of this connection matrix. We will use a similar approach to find the Stokes transformations acting on the confluent conformal blocks of the second kind.

4. CONFLUENT CONFORMAL BLOCKS OF THE FIRST KIND

The confluent conformal blocks of the first kind emerge as limits of the s-channel Virasoro conformal blocks. This confluent limit is analogous to the confinement of the hypergeometric function to $2F_1$ to $1F_1$. Utilizing the change of variables (2.6), the confluent conformal blocks of the first kind $B(t)$ can be expressed as [12]

$$B(t) \equiv B \left( \theta_s, \sigma_s, \theta_0 ; t \right) = \lim_{\lambda \to \infty} N_0(\Lambda) \, F \left( \frac{\lambda \Delta(\theta_s) + \sigma_s}{\lambda - \sigma_s} ; \frac{t}{i\lambda} \right), \quad (4.1)$$

where

$$N_0(\Lambda) = (ib\Lambda)^{-\Delta(\theta_0)-\Delta(\theta_i)+\Delta(\sigma)} \quad (4.2)$$

Equation (4.1) is an infinite-dimensional generalization of equation (2.29). The power series expansion of $B(t)$ can be found by substituting the series representation (3.1) for $F$ into (4.1) and computing the limit termwise. The result reads [12]

$$B \left( \theta_s, \sigma_s, \theta_0 ; t \right) = t^{\Delta(\sigma_s)-\Delta(\theta_0)+\Delta(\theta_s)} \, e^{-\pi(\theta_t - \frac{i\pi}{2})} \sum_{\lambda, \mu \in \mathbb{V}} B_{\lambda, \mu} \left( \theta_s, \sigma_s, \theta_0 \right) \left( \frac{t}{ib} \right)^{|\lambda|+|\mu|}, \quad (4.3)$$

where the coefficients $B_{\lambda, \mu}$ are given by

$$B_{\lambda, \mu} \left( \theta_s, \sigma_s, \theta_0 \right) = \frac{Z_{\lambda, \theta} (\theta_s + \sigma_s) \, Z_{\mu, \theta} (\theta_0 - \sigma_s)}{Z_{\lambda, \theta} (\theta_s + \sigma_s) \, Z_{\mu, \theta} (\theta_0 - \sigma_s)} \sum_{\lambda, \mu \in \mathbb{V}} Z_{\lambda, \mu} (\epsilon \theta_0 - \theta_t - \sigma_s) \, Z_{\mu, \theta_0} (\epsilon \theta_0 - \theta_t + \sigma_s),$$

with $Z_{\lambda, \mu} (\theta)$ defined by (3.2). It follows from the series representation (4.3) that $B$ diagonalizes the monodromy operator at $t = 0$:

$$B \left( \theta_s, \sigma_s, \theta_0 ; te^{-2i\pi k} \right) = e^{-2i\pi k(\Delta(\sigma_s)-\Delta(\theta_0)+\Delta(\theta_s))} B \left( \theta_s, \sigma_s, \theta_0 ; t \right), \quad k \in \mathbb{Z}, \quad (4.4)$$

5. MAIN RESULTS

Before stating our two main results, Theorem 1 and Theorem 2, we need to make some assumptions and define the confluent conformal blocks of the second kind.
5.1. **Assumptions.** In the remainder of this article, we make the following two assumptions.

**Assumption 5.1** (Analyticity of $B(t)$). We assume that the sum over $\lambda, \mu \in \mathbb{Y}$ in (4.3) converges and defines an entire function of $t$, which is furthermore analytic in the parameters $\theta_0, \theta_1, \theta_s$, and meromorphic in $\sigma_s$ except for possible poles located at $\sigma = \pm \sigma_s^{(m,n)}$ for $m, n \in \mathbb{Z}_{>0}$, where $\sigma_s^{(m,n)} = -\frac{1}{2}(mb + nb^{-1})$.

**Assumption 5.2** (Restrictions on the parameters). We assume that

\[
0 < b < 1, \quad \theta_0 \geq 0, \quad \theta_s \in \mathbb{R}. \tag{5.1}
\]

Assumption 5.1 is believed to be true [12]. Assumption 5.2 is made primarily for simplicity; we expect all our results to admit analytic continuations to more general values of the parameters, such as $b \in \mathbb{C} \setminus i\mathbb{R}$ and $(\theta_0, \theta_s) \in \mathbb{C}^2$.

5.2. **Confluent conformal blocks of the second kind.** Recall that Proposition 2.3 provides a construction of the solution bases $D_n(t)$ of the confluent BPZ equation in any Stokes sector $t \in \Omega_n$ from suitable confluent limits of the renormalized solutions bases $\tilde{F}^0, \tilde{F}^1, \tilde{F}^\infty$ of the hypergeometric BPZ equation. We will define the confluent conformal blocks of the second kind by generalizing Proposition 2.3 to the nondegenerate case. First, we define the renormalized four-point conformal blocks $\tilde{F}^0, \tilde{F}^1, \tilde{F}^\infty$ by

\[
\begin{align*}
\tilde{F}^0(z, \Lambda, \sigma_s) &= N_0(\Lambda) \mathcal{F}\left(\frac{\Delta + \theta_0}{\Delta - \theta_0}; \sigma_s, \frac{\theta_1}{\theta_0}; z\right), \\
\tilde{F}^1(z, \Lambda, \nu) &= z^{-2\Delta(\theta_0)}N_\infty(\Lambda, \nu) \mathcal{F}\left(\frac{\Delta - \theta_0}{\Delta + \theta_0}; \nu, \frac{\theta_1}{\theta_0}; \frac{1}{z}\right), \\
\tilde{F}^\infty(z, \Lambda, \nu) &= z^{-2\Delta(\theta_0)}N_\infty(\Lambda, \nu) \mathcal{F}\left(\frac{\Delta - \theta_0}{\Delta + \theta_0}; \nu, \frac{\theta_1}{\theta_0}; \frac{1}{z}\right),
\end{align*}
\]

(5.2)

where the normalization factor $N_0$ is given by (4.2) and the normalization factor $N_\infty$ is defined by

\[
N_\infty(\Lambda, \nu) = e^{i\pi\left(\Delta(\theta_0) + \frac{\nu^2 - \nu + \Lambda}{2} - \frac{\nu^2 - \nu - \Lambda}{2}\right)} \frac{(ib\Lambda)^{\frac{\nu^2 - \nu}{2}}}{\psi(\Lambda)}.
\]

We can now define the confluent conformal blocks of the second kind.

**Definition 5.3** (Confluent conformal blocks of the second kind). The confluent conformal blocks of the second kind $D_n^{\pm}(\theta_0; \nu; \theta_0; t)$ are defined by the following confluent limits for any integer $j \geq 1$:

\[
\begin{align*}
&\lim_{\Lambda \to +\infty} \frac{e^{2\pi(j-1)(\frac{\nu^2 - \nu}{2})}}{\psi(\Lambda)} \tilde{F}^\infty\left(\frac{tc^{-2\pi(j-1)}}{ib\Lambda}, \Lambda, \nu\right) = \begin{cases} \\
D_{2j+1}^{\pm}(\theta_0^\pm; \nu; \theta_0; t), & t \in \Omega_{2j+1}^\pm, \quad \epsilon = \pm 1, \\
D_{2j}^{\pm}(\theta_0^\pm; \nu; \theta_0; t), & t \in \Omega_{2j}^\pm, \quad \epsilon = \mp 1,
\end{cases} \tag{5.4a}
\end{align*}
\]

\[
\begin{align*}
&\lim_{\Lambda \to +\infty} \frac{e^{2\pi(j-1)(\frac{\nu^2 - \nu}{2})}}{\psi(\Lambda)} \tilde{F}^1\left(\frac{tc^{-2\pi(j-1)}}{ib\Lambda}, \Lambda, \nu\right) = \begin{cases} \\
D_{2j}^{\pm}(\theta_0^\pm; \nu; \theta_0; t), & t \in \Omega_{2j}^\pm, \quad \epsilon = \pm 1, \\
D_{2j-1}(\theta_0^\pm; \nu; \theta_0; t), & t \in \Omega_{2j-1}^\pm, \quad \epsilon = \mp 1,
\end{cases} \tag{5.4b}
\end{align*}
\]

where the “half” Stokes sectors $\Omega_{2n}^\pm$ are defined in (2.33) and the renormalized conformal blocks $\tilde{F}^\infty$ and $\tilde{F}^1$ are defined in (5.2).

5.3. **First main result.** Our first main result provides an explicit integral representation for the confluent conformal blocks of the second kind $D_n$ in terms of $B$. Let $g_0(z)$ and $s_0(z)$ be the special functions defined in the appendix. We define the kernel $C_n$ for any integer $n \geq 1$ by

\[
C_n\left[\theta_0, \nu; \theta_0, \sigma_s\right] = P^{(n)}\left[\theta_0, \nu; \theta_0, \sigma_s\right] \int_{\mathbb{C}} dx \, I^{(n)}\left[\theta_0, \nu; \theta_0, \sigma_s\right].
\]

\[
\int_{\mathbb{C}} dx \, I^{(n)}\left[\theta_0, \nu; \theta_0, \sigma_s\right],
\]

(5.5)
where the prefactor \( P^{(n)} \) is defined by:
\[
P^{(n)} \left[ \theta_1, \theta_0; \sigma_+ \right] = \left( e^{2i\pi(\frac{1}{2} + \frac{1}{4})} \Delta(\theta_0) + \Delta(\theta_1) - \Delta(\sigma_+) + \frac{\theta_0^2 + \theta_1^2}{2} - 2\nu^2 \right) \prod_{\epsilon = \pm} g_b \left( -\frac{iQ}{2} + 2\epsilon\sigma_+ \right) g_b \left( \nu - \frac{\theta_0}{2} + \epsilon\theta_0 \right) g_b \left( -\theta_1 + \epsilon(\nu + \frac{\theta_0}{2}) \right),
\]
(5.6)
and the integrand \( I^{(n)} \) is given by
\[
I^{(n)} \left[ x, \theta_1, \theta_0; \sigma_+ \right] = e^{(-1)^n + 1 + i\pi x (\frac{iQ}{2} + \frac{1}{4} + \theta_1 + \nu)} s_b \left( x + \frac{\theta_0}{2} + \nu - \theta_1 \right) \prod_{\epsilon = \pm} s_b \left( x + \frac{\theta_0}{2} + \nu - \frac{\theta_1}{2} - \theta_1 + \epsilon\sigma_+ \right). \tag{5.7}
\]

The integration contour \( C \) in (5.5) is defined as follows. In view of (A.9), the numerator in (5.7) has three decreasing semi-infinite sequences of poles, while the denominator has three increasing semi-infinite sequences of zeros. The contour \( C \) in (5.5) is any curve from \(-\infty, \infty\) which separates the increasing from the decreasing sequences. For example, if \((\theta_1, \sigma_+\nu) \in \mathbb{R}^3\), Assumption (5.2) implies that the decreasing sequences start at points on the horizontal line \( \text{Im} \, x = -\frac{iQ}{2} \), whereas the increasing sequences start at points on the real axis \( \text{Im} \, x = 0 \). Thus, in this case the contour \( C \) can be any horizontal line in the strip \( \text{Im} \, x \in [-\frac{iQ}{2}, 0] \). More generally, the function (5.5) extends to a meromorphic function of \((\theta_0, \theta_1, \sigma_+, \nu, \sigma_+)\) provided that \( b \notin i\mathbb{R} \).

The following theorem is our first main result. It describes how the confluent conformal blocks of the second kind \( D_n \) can be constructed from \( B \).

**Theorem 1** (Construction of the confluent conformal blocks of the second kind). Let \( \Omega_n \) denote the Stokes sectors defined in (1.3). The confluent conformal blocks of the second kind \( D_n \) admit the following integral representations:
\[
D_n \left( \theta_1, \nu; \theta_0; t \right) = \int_0^{+\infty} d\sigma_+ \, C_n \left[ \theta_1, \nu; \sigma_+ \right] B \left( \theta_0; \sigma_+; \theta_0; t \right), \quad t \in \Omega_n, \ n = 1, 2, \ldots \tag{5.8}
\]

The proof of Theorem 1 consists of computing suitable confluent limits of the crossing transformations (3.6) and is presented in Section 6.1. The representation (5.8) is an infinite-dimensional analog of the connection formulas (2.20) relating the bases of solutions \( D_n(t) \) and \( B(t) \) of the confluent BPZ equation.

### 5.4 Second main result.

We define the Stokes kernel \( S_n \) for any integer \( n \geq 1 \) by
\[
S_n \left[ \theta_1, \nu; \theta_0; \nu_1 \right] = \mathcal{P}_n \left[ \theta_1, \nu; \theta_0; \nu_1 \right] \int_S \mathcal{I}_n \left[ x, \theta_1, \nu; \theta_0, \nu_1 \right], \tag{5.9}
\]
where the prefactor \( \mathcal{P}_n \) is defined by
\[
\mathcal{P}_n \left[ \theta_1, \nu; \theta_0, \nu_1 \right] = e^{i\pi(\nu_0 + \nu_1 + \theta_1 + \frac{\theta_0^2}{4})(\nu_0 + \nu_1 + \theta_1 + \frac{\theta_0^2}{4})} \left( e^{i\pi(\nu_0 + \nu_1 + \theta_1 + \frac{\theta_0^2}{4})} \right)^{2\nu^2 - 2\nu_1 + 1}
\]
\[
\times e^{i\pi \left( \frac{Q^2}{2} - \frac{Q^2}{2}(\theta_0 - \theta_1) - \frac{\theta_0}{2}(\nu_0 - \nu_1 + \frac{\theta_0}{2}) - \theta_0 \theta_1 - \frac{\theta_1^2 + 1}{2} + \frac{1}{2} \right)}
\]
\[
\times \prod_{\epsilon = \pm} g_b \left( -\theta_0 + \epsilon(\nu_0 - \frac{\theta_0}{2}) \right) g_b \left( -\theta_1 + \epsilon(\nu_1 + \frac{\theta_0}{2}) \right), \tag{5.10}
\]
the integrand \( \mathcal{I}_n \) is given by
\[
\mathcal{I}_n \left[ x, \theta_1, \nu; \theta_0, \nu_1 \right] = e^{i\pi x \left( \nu_0 - \nu_1 + \frac{1}{2} \right) - iQ}
\]
\[
\times \frac{s_b \left( x + \nu_0 - \theta_1 \right) s_b \left( x + \theta_0 - \theta_1 \right) s_b \left( x + \frac{iQ}{2} + \theta_0 + (\nu_0 + \frac{\theta_0}{2} + \nu_1) \right)}{s_b \left( x + \frac{iQ}{2} + \nu_0 - \theta_1 \right) s_b \left( x + \frac{iQ}{2} + \theta_0 + (\nu_0 + \frac{\theta_0}{2} + \nu_1) \right)}, \tag{5.11}
\]

\[^1\text{Here and in what follows complex powers are defined on the universal cover of } \mathbb{C} \setminus \{0\}, \text{i.e., } (e^{2\pi i(\nu_0 - \nu_1 + \frac{1}{2})})^n = b^n e^{2\pi i \alpha(\nu_0 - \nu_1 + \frac{1}{2})}.\]
and the integration contour $S$ is such that it separates the two increasing sequences of poles of the integrand from the two decreasing ones. If $(\nu_n, \nu_{n+1}, \theta_t) \in \mathbb{R}^3$, then Assumption 5.2 implies that the integrand $\mathcal{I}_n$ has two increasing sequences of poles starting from points on the line $\text{Im} x = 0$, and two decreasing sequences of poles starting from points on the line $\text{Im} x = -\frac{\pi}{2\epsilon}$. Therefore, in this case the contour of integration $S$ can be chosen to be any curve in the strip $\text{Im} x \in \left[ -\frac{\pi}{2\epsilon}, 0 \right]$ going from $-\infty$ to $+\infty$. More generally, the Stokes kernel $S_n$ can be extended to a meromorphic function of $\theta_s, \theta_t, \theta_0, \nu_{n+1}, \nu_n$ provided that $b \notin i\mathbb{R}$.

The next theorem, which is our second main result, describes how the confluent conformal blocks in different Stokes sectors are related.

**Theorem 2** (Stokes transformations). For any integer $n \geq 1$, the confluent conformal blocks of the second kind in the two overlapping Stokes sectors $\Omega_n$ and $\Omega_{n+1}$ are related by

$$
\mathcal{D}_{n+1} \left( \theta^*_n; \nu_{n+1}; \theta_0; t \right) = \int_{-\infty}^{+\infty} d\nu_n \, S_n \left[ \theta^*_n, \theta_0; \nu_n \right] \mathcal{D}_n \left( \theta^*_n; \nu_n; \theta_0; t \right), \quad t \in \Omega_n \cap \Omega_{n+1}.
$$

(5.12)

The proof of Theorem 2 consists of taking suitable confluent limits of the crossing transformation (3.7) and is presented in Section 6.2. The Stokes transformations (5.12) are infinite-dimensional analogs of the equations (2.16) that relate the solutions $\mathcal{D}_n(t)$ of the confluent BPZ equation in different Stokes sectors.

5.5. Remarks. We conclude this section with some remarks on the definition (5.4) of $\mathcal{D}_n$. We observed in Section 2 that the solution basis $\mathcal{D}_n(t)$ given in (2.14) of the confluent BPZ equation asymptotes to the series $\mathcal{D}_{\text{asymp}}(t)$ given in (2.10) as $t$ approaches $\infty$ in the Stokes sector $\Omega_n$. Similarly, the confluent conformal blocks of the second kind $\mathcal{D}_n(t)$ are expected to admit a particular asymptotic expansion $\mathcal{D}_{\text{asymp}}(t)$ in $\Omega_n$. We believe that the expansion $\mathcal{D}_{\text{asymp}}$ coincides with the one given in [12, Eq. (1.7)]:

$$
\mathcal{D}_{\text{asymp}} \left( \theta^*_n; \nu; \theta_0 \right) = i^{\frac{\epsilon^2}{2} - 2\nu^2} e^{(\frac{\epsilon^2}{2} + \nu^2)} \left( 1 + \sum_{k=1}^{\infty} \hat{\mathcal{D}}_k \left( \theta^*_n; \nu; \theta_0 \right) \left( \frac{\epsilon}{i\nu} \right)^n \right),
$$

(5.13)

where the first two coefficients are given by

$$
\hat{\mathcal{D}}_1 \left( \theta^*_n; \nu; \theta_0 \right) = 4\nu^3 - (2\Delta(\theta_0) + 2\Delta(\theta_t) + \theta^2) \nu + (\Delta(\theta_t) - \Delta(\theta_0)) \theta_s,
$$

$$
\hat{\mathcal{D}}_2 \left( \theta^*_n; \nu; \theta_0 \right) = \frac{1}{2} \hat{\mathcal{D}}_1^2 \left( \theta^*_n; \nu; \theta_0 \right) + 3\nu \hat{\mathcal{D}}_1 \left( \theta^*_n; \nu; \theta_0 \right) - 2\nu^4 + (\Delta(\theta_t) - \Delta(\theta_0)) \theta_s \nu
$$

$$
+ \frac{\epsilon}{2} \left( 4\Delta(\theta_0) - \theta^2 \right) \left( 4\Delta(\theta_t) - \theta^2 \right) + \frac{\epsilon\nu}{\theta_s} \left( \theta^2 - 4\nu^2 \right).
$$

(5.14)

The leading asymptotics of the series in (5.13) was found in [9] by computing a confluent limit of the first terms in the series expansion of the $u$-channel four-point Virasoro conformal blocks. This recipe was extended to higher orders in [12]. The left-hand side of (5.4a) for $j = 1$ and $\epsilon = +1$ is similar to the right-hand side of [12, Eq. (1.7)]. However, here we take the confluent limit of the crossing transformation (3.6a) rather than of the series expansion of the $u$-channel conformal blocks.

The framework of irregular vertex operators developed in [13] provides a different but equivalent approach to the construction of $\mathcal{D}_{\text{asymp}}(t)$. The series in (5.13) is expected to diverge everywhere in the complex plane of $t$ and no closed formula is known for its coefficients.

Two observations suggest that the confluent conformal blocks of the second kind $\mathcal{D}_n(t)$ defined in (5.4) asymptote to $\mathcal{D}_{\text{asymp}}(t)$ as $t \to \infty$ in the Stokes sector $\Omega_n$. First, using (4.4), we observe that

$$
\mathcal{C}_n \left[ \theta^*_n, \theta_0; \nu \right] e^{\tau \Delta \left( \frac{\epsilon^2}{2} - 2\nu^2 \right)} e^{-2\pi i (\Delta(\sigma_0) - \Delta(\theta_t) - \Delta(\theta_0))} = \mathcal{C}_{n+2} \left[ \theta^*_n, \theta_0; \nu \right] \epsilon^2.
$$

(5.15)

It follows from this relation that the $\mathcal{D}_n(t)$ satisfy the periodicity relation

$$
\mathcal{D}_n \left( \theta^*_n; \nu; \theta_0; t e^{-2\pi i} \right) = e^{-2\pi i \frac{\epsilon^2}{2} - 2\nu^2} \mathcal{D}_{n+2} \left( \theta^*_n; \nu; \theta_0; t \right)
$$

(5.15)

and the phase in (5.15) corresponds to the formal monodromy of the asymptotic expansion (5.13).

---

1Equation (5.13) is equivalent to [12, Eq. 1.7] under the rescaling $t \rightarrow \frac{\epsilon}{t}$. 

2Equation (5.13) is equivalent to [12, Eq. 1.7] under the rescaling $t \rightarrow \frac{\epsilon}{t}$. 
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Second, comparison of the first few terms of $\mathcal{D}_{\text{asymp}}$ given by (5.14) with the ones of $D_{\text{asymp}}(t)$ given by (2.10) suggests that the following BPZ limit holds:

$$\lim_{\theta_i \rightarrow \frac{i\pi}{2} + \frac{\sigma}{2}} \left( \frac{\nu}{\nu - \frac{i\pi}{2} - \frac{\sigma}{2}} \right) \mathcal{D}_{\text{asymp}} \left( \theta_1; \nu; \theta_0; t \right) = D_{\text{asymp}}(t). \quad (5.16)$$

Moreover, we will show in Proposition 7.3 that $D_n(t)$ tends to the solution $D_n(t)$ of the confluent BPZ equation in the BPZ limit. Also, we know from Section 2 that $D_n(t)$ asymptotes to $D_{\text{asymp}}(t)$ at $t \rightarrow \infty$ in $\Omega_n$. We can summarize these observations as follows:

$$D_n(t) \xrightarrow{\text{BPZ limit}} D_{\text{asymp}}(t) \xrightarrow{\text{asymptotic expansion}} D_{\text{asymp}}(t)$$

This diagram suggests that the confluent conformal blocks of the second kind $D_n(t)$ asymptote to $D_{\text{asymp}}$ as $t$ approaches $\infty$ in the Stokes sector $\Omega_n$.

6. Proofs

We will establish Theorem 1 and Theorem 2 by computing suitable confluent limits of the crossing transformations (3.6) and (3.7), respectively.

6.1. Proof of Theorem 1. The proof of Theorem 1 is achieved by computing confluent limits of the crossing transformations (3.6a) and (3.6b). Let us first consider (3.6a). Introducing appropriate normalization factors and recalling the definitions (5.2) of $\hat{\mathcal{F}}^{(1)}$ and $\hat{\mathcal{F}}^{(0)}$, we can write (3.6a) as

$$\hat{\mathcal{F}}^{(1)} \left( \frac{2\pi t^{j-1}}{ib\epsilon\Lambda}, \epsilon\Lambda, \nu \right) = \int_0^{+\infty} d\sigma_s \frac{N_{\infty}(\epsilon\Lambda, \nu)}{N_0(\epsilon\Lambda)} e^{i\pi \left( \Delta(\theta_0) + \Delta(\frac{\Delta-\nu}{2}) - \Delta(\sigma_s) - \Delta \left( \frac{\Delta}{2} + \nu \right) \right)} \times F \left[ \frac{\theta_0, \theta_1, \frac{\Delta}{2} + \nu}{\Delta(\theta_0) - \Delta(\theta_s)} \right] \hat{\mathcal{F}}^{(0)} \left( \frac{2\pi t^{j-1}}{ib\epsilon\Lambda}, \epsilon\Lambda, \sigma_s \right).$$

Since $i\epsilon = e^{\frac{i\pi}{2}}$ for $\epsilon = \pm 1$, the factors in the first line of the integrand take the explicit form

$$\frac{N_{\infty}(\epsilon\Lambda, \nu)}{N_0(\epsilon\Lambda)} e^{i\pi \left( \Delta(\theta_0) + \Delta(\frac{\Delta-\nu}{2}) - \Delta(\sigma_s) - \Delta \left( \frac{\Delta}{2} + \nu \right) \right)} = e^{2i\pi \left( \frac{\Delta}{2} + \nu \right) \left( \Delta(\theta_0) + \Delta(\theta_s) - \Delta(\sigma_s) + \frac{\Delta^2}{2} - 2\nu^2 \right)} (b\Lambda) \Delta(\theta_0) + \Delta(\theta_s) - \Delta(\sigma_s) + \frac{\Delta^2}{2} - 2\nu^2. \quad (6.1)$$

Moreover, thanks to (3.3), the renormalized conformal blocks $\hat{\mathcal{F}}^{(0)}$ satisfies

$$\hat{\mathcal{F}}^{(0)} \left( \frac{2\pi t^{j-1}}{ib\epsilon\Lambda}, \epsilon\Lambda, \sigma_s \right) = e^{-2i\pi (j-1) \left( \Delta(\sigma_s) - \Delta(\theta_0) - \Delta(\theta_s) \right) \frac{\Delta^2}{2} - 2\nu^2}$$

On the other hand, using the confluent limit (4.1) of the s-channel conformal blocks, we obtain

$$e^{2i\pi (j-1) \left( \frac{\Delta^2}{2} - 2\nu^2 \right)} \lim_{\Lambda \rightarrow +\infty} \hat{\mathcal{F}}^{(1)} \left( \frac{2\pi t^{j-1}}{ib\epsilon\Lambda}, \epsilon\Lambda, \nu \right) = \int_0^{+\infty} d\sigma_s \left( e^{2i\pi (j-1) \left( \frac{\Delta^2}{2} + \nu \right)} b\Lambda \Delta(\theta_0) + \Delta(\theta_s) - \Delta(\sigma_s) + \frac{\Delta^2}{2} - 2\nu^2 \right) \times \lim_{\Lambda \rightarrow +\infty} F \left[ \frac{\theta_0, \theta_1, \frac{\Delta}{2} + \nu}{\Delta(\theta_0) - \Delta(\theta_s)} \right] B \left( \theta_s; \sigma_s; \theta_0; t \right). \quad (6.3)$$

The limit of the Virasoro fusion kernel $F$ remains to be computed. The conformal blocks are symmetric under any sign changes of the parameters, so the Virasoro fusion kernel also has this symmetry. Thus,
replacing \( \theta_i \) by \(-\theta_i\) in (3.5) and shifting the contour by \( x \to x + \nu - \frac{\theta_i}{2} \), we have

\[
F \left[ \frac{\theta_0, -\theta_1, \ldots, \frac{\theta_i + \nu}{2} + \nu}{s \Delta \frac{\theta_i}{2} s - k \sigma_{i-1} \sigma_i} \right] = \prod_{k = \pm 1} \frac{g_k(\frac{2\theta_i + k(\epsilon \Lambda + 2
u)}{2}) g_k(-\epsilon \Lambda + k \sigma_{i-1})}{g_k(-\epsilon \Lambda - \frac{\theta_i}{2} + k \sigma_{i-1}) g_k(-\theta_i + k(\epsilon \Lambda + \nu - \frac{\theta_i}{2}))}
\]
\[
\quad \times \prod_{k = \pm 1} \frac{g_k(\frac{\theta_i - \theta_j}{2} \sigma_{i-1} \sigma_i)}{g_k(\frac{\theta_i - \theta_j}{2} + 2k \sigma_{i-1} \sigma_i)} g_k(-\theta_i - k(\epsilon \Lambda + \nu - \frac{\theta_i}{2}))
\]
\[
\quad \times \int_F \frac{ds}{s} \frac{s(x - \theta_1 + \nu - \frac{\theta_i}{2} \epsilon \Lambda)}{s(x + \frac{\theta_i}{2} + 2\nu + \epsilon \Lambda)} \prod_{k = \pm 1} \frac{s(x - k \theta + \nu - \frac{\theta_i}{2} \epsilon \Lambda)}{s(x + \frac{\theta_i}{2} + 2\nu + \epsilon \Lambda)}.
\]

Using (A.7), it is straightforward to compute the asymptotics of the first line as \( \Lambda \to +\infty \):

\[
\prod_{k = \pm 1} \frac{g_k(\frac{2\theta_i + k(\epsilon \Lambda + 2\nu)}{2}) g_k(-\epsilon \Lambda + k \sigma_{i-1})}{g_k(-\epsilon \Lambda - \frac{\theta_i}{2} + k \sigma_{i-1}) g_k(-\theta_i + k(\epsilon \Lambda + \nu - \frac{\theta_i}{2}))} \sim e^{i\Phi} \left( \Delta(\sigma_{i+1}) - \Delta(\theta_i) - \frac{\theta_i^2}{4} \right)
\]
\[
\times e^{-i\pi \Lambda \left( \frac{\theta_i^2}{4} + \frac{\theta_i + \theta_j}{2} + \nu \right)} \left( \Delta(\theta_i) + \Delta(\theta_j) - \Delta(\sigma_{i+1}) - \frac{\theta_i^2}{4} - 2\nu^2 \right).
\]

Moreover, the asymptotic formula (A.11) for \( s_b \) yields, as \( \Lambda \to +\infty \),

\[
\frac{s_b(x - \theta_1 + \nu - \frac{\theta_i}{2} \epsilon \Lambda)}{s_b(x + \frac{\theta_i}{2} + 2\nu + \epsilon \Lambda)} \sim e^{i\Phi} \left( -\Delta(\theta_i) - \frac{\theta_i^2}{4} + 3\nu^2 - \theta_i + \nu \right)
\]
\[
\times e^{i\pi \Lambda \left( \frac{\theta_i^2}{4} + \frac{\theta_i + \theta_j}{2} + \nu \right)} e^{i\pi \Lambda (\frac{\theta_i^2}{4} + \frac{\theta_i + \theta_j}{2} + \nu)}. \quad (6.5)
\]

Multiplication of the preceding two equations produces a factor

\[
(e^{i\Phi} \Lambda^{-1} \left( \Delta(\theta_i) + \Delta(\theta_j) - \Delta(\sigma_{i+1}) - \frac{\theta_i^2}{4} - 2\nu^2 \right)) e^{i\pi \Lambda \left( \frac{\theta_i^2}{4} + \frac{\theta_i + \theta_j}{2} + \nu \right)}.
\]

The first part of this factor cancels part of the integrand in (6.3), and the second part yields the phase in the integrand of the confluent fusion kernel (5.5). Finally, the two families of confluent fusion kernels \( C_{2j+1} \) and \( C_{2j} \) are obtained after gathering the phases and taking \( \epsilon = +1 \) and \( \epsilon = -1 \), respectively. To summarize, we have shown that

\[
e^{2i\pi (j-1) \left( \frac{\theta_i^2}{4} - 2\nu^2 \right)} \lim_{\Lambda \to +\infty} \tilde{F}_\infty \left( \frac{te^{-2i\pi (j-1)}}{ib\epsilon \Lambda}, \epsilon \Lambda, \nu \right) = \int_0^{+\infty} ds \int_0^{+\infty} ds_2 \int_0^{+\infty} ds_1 \frac{N_{\infty}(\epsilon \Lambda, \nu)}{N_0(\epsilon \Lambda)} e^{i\pi (\Delta(\frac{\theta_i}{2} - \nu) - \Delta(\frac{\theta_i}{2} + \nu) - \Delta(\theta_i))}
\]
\[
\quad \times \frac{\theta_i, \theta_j, \frac{\theta_i + \theta_j}{2}}{\Delta \frac{\theta_i}{2} \Delta \frac{\theta_j}{2} \Delta \frac{\theta_i + \theta_j}{2}} F \left[ \frac{\epsilon \Lambda \sigma_1, \epsilon \Lambda \sigma_2, \epsilon \Lambda \sigma_3} \right] \tilde{F}_0 \left( \frac{te^{-2i\pi (j-1)}}{ib\epsilon \Lambda}, \epsilon \Lambda, \sigma_3 \right).
\]

The factors in the first line of the integrand take the form

\[
\frac{N_{\infty}(\epsilon \Lambda, \nu)}{N_0(\epsilon \Lambda)} e^{i\pi (\Delta(\frac{\theta_i}{2} - \nu) - \Delta(\frac{\theta_i}{2} + \nu) - \Delta(\theta_i))} = \left(e^{i\pi \theta i \epsilon \Lambda} \right) \Delta(\theta_0) + \Delta(\theta_1) - \Delta(\sigma_{i+1}) + \frac{\theta_i^2}{4} - 2\nu^2. \quad (6.6)
\]
Using the analytic continuation (3.3) and the confluent limit (4.1), we obtain
\[
e^{2i\pi(j-1)
\left(\frac{i^2}{2}-2\nu^2\right)} \lim_{\Lambda \to +\infty} \tilde{F}(\Lambda) = \int_{0}^{+\infty} d\sigma_s \left(\frac{e^{2i\pi(j-1)\frac{1}{b\Lambda}}}{ib\Lambda}\right) \Delta(\theta_0)+\Delta(\theta_1)-\Delta(\sigma_s)+\frac{\sigma_s^2}{2}-2\nu^2
\]
\[\times \lim_{\Lambda \to +\infty} F \left[\theta_0, \theta_1; \frac{\sigma_s}{\sigma_s^2} - \nu\right](\theta_s; \sigma_s; \nu; t). \tag{6.7}\]

Performing a contour shift \(x \to x + \nu - \frac{\theta}{\nu}\) and using the even symmetry of the bottom parameter of the Virasoro fusion kernel, we find from (3.5) that
\[
F \left[\frac{\theta_0, -\theta_1}{\sqrt{\Delta(\theta_0)-\Delta(\sigma_s) + \frac{\sigma_s^2}{2}-2\nu^2}}; \frac{\theta_0, \theta_1}{\sigma_s}\right] = \prod_{k=\pm1} \frac{g_b(\sigma_{\nu-k}\Delta(\theta_0)-\Delta(\sigma_s) + \frac{\sigma_s^2}{2}-2\nu^2)}{g_b(\sigma_{\nu+k}\Delta(\theta_0)-\Delta(\sigma_s) + \frac{\sigma_s^2}{2}-2\nu^2)} \sim e^{i\pi\Delta(\theta_0)-\Delta(\sigma_s) + \frac{\sigma_s^2}{2}-2\nu^2} \times e^{-i\pi(\theta_0+\frac{\theta_0^2}{2}+\theta_1+\nu)}
\]
and using (A.11) we find, as \(\Lambda \to +\infty\),
\[
\frac{s_b(x-\theta_1+\nu-\frac{\theta}{\nu})}{s_b(x+i\nu+2\nu-\nu)} \sim e^{i\pi\Delta(\theta_0)-\Delta(\sigma_s) + \frac{\sigma_s^2}{2}-2\nu^2} \times e^{-i\pi(\theta_0+\frac{\theta_0^2}{2}+\theta_1+\nu)}. \tag{6.9}\]

The multiplication of the preceding two equations produces a factor
\[
\left(\frac{e^{-i\frac{\pi\Delta(\theta_0)-\Delta(\sigma_s) + \frac{\sigma_s^2}{2}-2\nu^2}}}{\Lambda}\right) \left(\frac{e^{-i\pi(\theta_0+\frac{\theta_0^2}{2}+\theta_1+\nu)}}{\Lambda}\right)
\]
Substitution into (6.7) leads to the family of confluent fusion kernels \(C_{2j}\) and \(C_{2j-1}\) for \(\epsilon = +1\) and \(\epsilon = -1\), respectively. This proves (5.8) also for \(t \in \cup_{n=1}^{\infty} \Omega_n\) and concludes the proof of Theorem 1.

6.2. **Proof of Theorem 2.** Theorem 2 will be established by computing an appropriate confluent limit of the crossing transformation (3.7) relating the \(u\)- and \(t\)-channel conformal blocks. The cases of odd and even \(n\) will be considered separately.

6.2.1. **Derivation of the Stokes transformations for \(n = 2j - 1\).** The integrand in (3.7) is an even function of \(\sigma_t\) and the Virasoro fusion kernel \(F\) is an even function of \(\theta_t\). Thus, performing the change of variables
\[
\sigma_t = -\frac{\Lambda}{2} - \nu_{2j-1}, \tag{6.10}
\]
and using the symmetry \(\theta_t \to -\theta_t\) of the Virasoro fusion kernel, we can write (3.7) as
\[
\mathcal{F}\left[\sigma_t, \frac{1}{2}, \frac{1}{2}\right] = \int_{-\frac{1}{2}}^{+\infty} dv_{2j-1} \mathcal{F}\left[\theta_t, -\theta_t; \frac{\sigma_u}{2}, \frac{\theta_t}{\sigma_u}\right] \mathcal{F}\left[\theta_t, -\theta_t; \frac{\sigma_u}{2}, \frac{\theta_t}{\sigma_u}; \nu_{2j-1}, \sigma_u\right]. \tag{6.11}
\]

Introducing appropriate normalization factors, letting
\[
\theta_1 = -\frac{\Lambda + \theta_s}{2}, \quad \theta_\infty = -\frac{\Lambda - \theta_s}{2}, \quad \nu = \frac{te^{-2i\pi(j-1)}}{ib\Lambda}, \quad \sigma_u = \frac{-\Lambda}{2} + \nu_{2j},
\]
and concluding the proof of Theorem 2.
recalling the definitions (5.2) of \( \tilde{F}^\infty \) and \( \tilde{F}^0 \), and taking the limit \( \Lambda \to +\infty \), we can write (6.11) as

\[
\lim_{\Lambda \to +\infty} e^{2\pi i (j-1) \left( \frac{\nu^2}{2} - 2\nu_2^2 \right)} \tilde{F}^\infty \left( -\frac{t e^{-2\pi i (j-1)}}{i b \Lambda}, -\Lambda, \nu_2 \right) = \lim_{\Lambda \to +\infty} \int_{-\infty}^{+\infty} d\nu_{2j-1} e^{4\pi i (j-1) (\nu_2^2 - \nu_2^2)}
\]

\[
\times \frac{N^-_{\infty} (-\Lambda, \nu_2)}{N^-_{\infty} (-\Lambda, \nu_{2j-1})} F \left[ \frac{\Lambda - 2\nu_2^2}{2} - \theta, -\frac{2}{\nu - \nu_{2j-1}} \right] e^{2\pi i (j-1) \left( \frac{\nu^2}{2} - 2\nu_2^2 \right)} \tilde{F}^1 \left( -\frac{t e^{-2\pi i (j-1)}}{i b \Lambda}, -\Lambda, \nu_{2j-1} \right).
\]

Using the limits (5.4a) and (5.4b) for \( \epsilon = -1 \), we obtain

\[
D_{2j} \left( \theta_i; \nu_{2j}; \theta_0; t \right) = \int_{-\infty}^{+\infty} d\nu_{2j-1} e^{4\pi i (j-1) (\nu_2^2 - \nu_2^2)} e^{-i\pi \Lambda (\nu_2 - \nu_{2j-1})} (-ib\Lambda)^{2\nu_2^2 - 2\nu_{2j-1}}
\]

\[
\times \frac{N^-_{\infty} (-\Lambda, \nu_2)}{N^-_{\infty} (-\Lambda, \nu_{2j-1})} F \left[ \frac{\Lambda - 2\nu_2^2}{2} - \theta, -\frac{2}{\nu - \nu_{2j-1}} \right] \tilde{D} \left( \theta_i; \nu_{2j-1}; \theta_0; t \right).
\]

Deforming the contour of integration \( F \) in the expression (3.5) for the Virasoro fusion kernel by shifting \( x \to x - \frac{\Lambda - 2\nu_2^2}{2} \), we obtain

\[
F \left[ \frac{\Lambda - 2\nu_2^2}{2} - \theta, -\frac{2}{\nu - \nu_{2j-1}} \right] = X_1(\Lambda) \prod_{\epsilon = \pm 1} \frac{g_\epsilon \left( -\theta + \epsilon (\nu_2 - \nu_{2j-1}) \right) g_\epsilon \left( -\theta + \epsilon (\nu_2 + \nu_{2j-1}) \right)}{g_\epsilon \left( -\theta + \epsilon (\nu_2 - \nu_{2j-1}) \right) g_\epsilon \left( -\theta + \epsilon (\nu_2 + \nu_{2j-1}) \right)}
\]

\[
\times \int_{-\infty}^{+\infty} dx \tilde{X}_2(x, \Lambda) \frac{s_\epsilon(x, \Lambda) s_\epsilon(x + \theta, \theta)}{s_\epsilon(x + \frac{\Lambda - 2\nu_2^2}{2} + \nu_{2j-1}, \Lambda) s_\epsilon(x + \frac{\Lambda - 2\nu_2^2}{2} - \nu_{2j-1}, \Lambda)}
\]

where

\[
X_1(\Lambda) = \prod_{\epsilon = \pm} \frac{g_\epsilon \left( -\theta + \epsilon (\Lambda + 2\nu_2^2) \right) g_\epsilon \left( -\theta + \epsilon (\Lambda - 2\nu_2^2) \right)}{g_\epsilon \left( -\theta + \epsilon (\Lambda + 2\nu_{2j-1}) \right) g_\epsilon \left( -\theta + \epsilon (-\Lambda + 2\nu_{2j-1}) \right)},
\]

\[
X_2(x, \Lambda) = \frac{s_\epsilon(x, \Lambda) s_\epsilon(x + \theta, \theta)}{s_\epsilon(x + \frac{\Lambda - 2\nu_2^2}{2} + \nu_{2j-1}, \Lambda) s_\epsilon(x + \frac{\Lambda - 2\nu_2^2}{2} - \nu_{2j-1}, \Lambda)}.
\]

We have the following asymptotics as \( \Lambda \to +\infty \):

\[
X_1(\Lambda) \sim e^{\pi Q \Lambda} e^{-i\pi \theta \left( \theta_0 - \theta_0 - (\nu_2 - \nu_{2j-1}) (\nu_2 + \theta_0 + iQ (\nu_2 - \nu_{2j-1})) \right)} \Lambda^{-2\nu_2^2 + 2\nu_{2j-1}},
\]

\[
X_2(x, \Lambda) \sim e^{i\pi \Lambda (iQ - \nu_{2j-1} + i\nu_2)} e^{i\pi \theta \left( -\nu_{2j-1} + iQ \right)} e^{i\pi \left[ \frac{\nu_{2j-1}^2 + iQ (\nu_{2j-1} - \nu_2)}{2} \right]} e^{i\left[ \frac{\nu^2}{2} + iQ (\nu_2 - \nu_{2j-1}) \right]}
\]

\[
\times e^{i\pi \left[ \nu_{2j-1} (iQ - \theta_0 + \theta_0 + iQ) + \nu_2 (iQ - \nu_{2j-1} - \nu_2) \right] \nu_{2j-1} (iQ + \theta_0 + \nu_{2j-1})}.
\]

The Stokes kernels \( S_{2j-1}, j = 1, 2, \ldots \), are obtained after gathering the phases. This proves Theorem 2 for odd values of \( n \).

6.2.2. *Derivation of the Stokes transformations for \( n = 2j \).* We perform the following change of variables in the integrand of (3.7):

\[
\sigma_t = \frac{\Lambda}{2} - \nu_{2j}.
\]

The confluent limit of the crossing transformation (3.7) can then be written as

\[
\lim_{\Lambda \to +\infty} e^{2\pi i (j-1) \left( \frac{\nu^2}{2} - 2\nu_2^2 \right)} \tilde{F}^\infty \left( \frac{t e^{-2\pi i (j-1)}}{i b \Lambda}, \Lambda, \nu_{2j+1} \right) = \lim_{\Lambda \to +\infty} \int_{-\infty}^{+\infty} d\nu_{2j+1} e^{4\pi i (j-1) (\nu_2^2 - \nu_2^2)}
\]

\[
\times \frac{N^-_{\infty} (\Lambda, \nu_{2j+1})}{N^-_{\infty} (\Lambda, \nu_{2j})} F \left[ \frac{\Lambda - 2\nu_2^2}{2} - \theta, -\frac{2}{\nu - \nu_{2j-1}} \right] e^{2\pi i (j-1) \left( \frac{\nu^2}{2} - 2\nu_2^2 \right)} \tilde{F}^1 \left( \frac{t e^{-2\pi i (j-1)}}{i b \Lambda}, \Lambda, \nu_{2j} \right).
\]

Using the limits (5.4a) and (5.4b) for \( \epsilon = +1 \), we obtain

\[
D_{2j+1} \left( \theta_i; \nu_{2j+1}; \theta_0; t \right) = \int_{-\infty}^{+\infty} d\nu_{2j+1} e^{4\pi i (j-1) (\nu_2^2 - \nu_2^2)} e^{i\pi \Lambda (\nu_2 - \nu_{2j})}
\]

\[
\times \left( ib \Lambda \right)^{2\nu_2^2 - 2\nu_{2j}} \lim_{\Lambda \to +\infty} F \left[ \frac{\Lambda - 2\nu_2^2}{2} - \theta, -\frac{2}{\nu - \nu_{2j}} \right] D_{2j} \left( \theta_i; \nu_{2j}; \theta_0; t \right).
\]
The evaluation of the confluent limit of the Virasoro fusion kernel $F$ is similar to the evaluation presented in subsection 6.2.1. In the end, one arrives at the Stokes kernel $S_{2j}$, which proves Theorem 2 also for even values of $n$.

7. The BPZ limit

In this section, we verify explicitly that the connection formula (5.8) of Theorem 1 reduces to the connection formula (2.20) of the confluent BPZ equation in the BPZ limit. We also verify that the Stokes transformation (5.12) of Theorem 2 reduces to the Stokes formula (2.16).

We will make the following assumption on the BPZ limit of the confluent conformal blocks of the first kind $B(t)$.

**Assumption 7.1** (BPZ limit of $B(t)$). We assume that the following BPZ limit holds:

$$\lim_{\theta \to \frac{\pi}{2} + i\phi} \left( \sum_{\sigma \to \theta_0 + \frac{\pi}{2}} B(\theta_s; \sigma, \theta_0; t) \right) = B(t),$$

where $B(t)$ is the degenerate confluent block of the first kind defined in (2.8).

The limits in (7.1) can be verified numerically to high order by expanding both sides in power series of $t$, but we are not aware of an analytic proof.

7.1. BPZ limit of $C_n$. We first compute the BPZ limit of the right-hand side of equation (5.8).

**Proposition 7.2** (BPZ limit of $C_n$). Define $\nu_\pm = -\frac{\nu}{2} \pm \frac{\pi}{2}$. The following limit holds:

$$\lim_{\nu \to \nu_\pm} \int_0^\infty d\sigma C_n \left[ \theta_s, \frac{\nu_0}{\sigma_s} \right] B(\theta_s; \sigma, \theta_0; t) = C_n B(t), \quad n = 1, 2, \ldots,$$

where $B(t)$ is the solution basis for the confluent BPZ equation defined in (2.8).

**Proof.** The function $P^{(n)}$ defined in (5.6) can be split into two parts as follows:

$$P^{(n)} \left[ \theta, \frac{\nu}{\sigma} \right] = P_1(\nu, \theta_1, \theta_\sigma) P_2^{(n)} \left[ \theta, \frac{\nu}{\sigma} \right],$$

where

$$P_1(\nu, \theta_1, \theta_\sigma) = \frac{1}{g_b(-\theta_1 + \nu + \frac{\pi}{2}) g_b(-\theta_1 - \nu - \frac{\pi}{2})},$$

and

$$P_2^{(n)} \left[ \theta, \frac{\nu}{\sigma} \right] = \left( e^{2i\pi(\frac{\nu}{2} - \frac{\pi}{4})b} \right)^{\Delta(\theta_0) + \Delta(\theta_\sigma) - \Delta(\sigma) + \frac{\pi^2}{2} - 2\nu^2} \prod_{\epsilon = \pm} \frac{g_0(\epsilon \sigma - \theta_1) g_0(\epsilon \sigma - \theta_0) g_0(\epsilon \

\pi - \theta_0)}{g_0(-\frac{\pi}{2} + 2\epsilon \sigma) g_0(\nu - \frac{\pi}{2} + \epsilon \theta_0)}.$$}

Using this notation, recalling the definition (5.5) of $C_n$, and adopting the short-hand notation $B(t) \equiv B(\theta_1; \sigma; \theta_0; t)$, we can write the integral on the left-hand side of (7.2) as follows:

$$\int_0^\infty d\sigma C_n \left[ \theta_s, \frac{\nu_s}{\sigma_s} \right] B(t) = P_1(\nu, \theta_1, \theta_\sigma) \int_{\mathbb{R}_+} d\sigma_2 \int_{\mathbb{C}} dx P_2^{(n)} \left[ \theta, \frac{\nu_s}{\sigma_s} \right] I^{(n)} \left[ \frac{\theta_s}{\theta}, \frac{\nu_s}{\sigma_s} \right] B(t).$$

Before presenting a detailed evaluation of the BPZ limit of (7.5), we briefly describe the main idea of the argument. Recall that $0 < b < 1$. The special functions $s_b(z)$ and $g_b(z)$ defined in (A.1) and (A.2) possess semi-infinite sequences of poles, whose locations are given by (A.9) and (A.5), respectively. The prefactor $P_1(\nu, \theta_1, \theta_\sigma)$ in (7.5) satisfies

$$P_1(\nu, \theta_1, \theta_\sigma) = \frac{1}{g_b(-\frac{ib}{2} - \theta_1) g_b(\frac{ib}{2} - \theta_1)},$$

thus, by (A.5), $P_1(\nu, \theta_1, \theta_\sigma)$ has a double zero at $\theta_1 = \frac{ib}{2} + \frac{\pi}{2}$. In the BPZ limit, the contours of integration $\mathbb{C}$ and $\mathbb{R}_+$ in (7.5) are pinched between pairs of moving poles; a similar mechanism was described in [10, 11, 15]. For example, the pinching of the integration contour $\mathbb{R}_+$ is due to the factor...
\[ g_b(\sigma_s - \theta_0 - \theta_t) g_b(-\sigma_s + \theta_0 - \theta_t) \text{ in (7.4). Indeed, this factor has two poles which cross } \mathbb{R}_+ \text{ in the limit } \theta_t \to \frac{iQ}{2} + \frac{i}{2}; \text{ the pole of } g_b(\sigma_s - \theta_0 - \theta_t) \text{ located at } \sigma_s = \theta_0 + \theta_t - \frac{iQ}{2} \text{ crosses } \mathbb{R}_+ \text{ and collides with the pole } \sigma_s = \theta_0 - \theta_t + \frac{iQ}{2} + \frac{i}{2} \text{ of } g_b(-\sigma_s + \theta_0 - \theta_t), \text{ and the pole of } g_b(-\sigma_s + \theta_0 - \theta_t) \text{ located at } \sigma_s = \theta_0 - \theta_t + \frac{iQ}{2} \text{ crosses } \mathbb{R}_+ \text{ and collides with the pole } \sigma_s = \theta_0 - \theta_t + \frac{iQ}{2} - \frac{i}{2} \text{ of } g_b(\sigma_s - \theta_0 - \theta_t), \text{ see Figure 2b. Therefore, before taking the limit, we deform the contour } \mathbb{R}_+ \text{ to a new contour } \mathbb{R}'_+ \text{ as shown in Figure 2b and pick up two residue contributions from the two poles; these contributions are easily computed with the help of (A.6). A similar mechanism occurs for the integral over } x. \text{ In the end, after performing the deformations of both } \mathbb{C} \text{ and } \mathbb{R}_+, \text{ we are able to express the double integral on the right-hand side of (7.5) as a sum of three types of terms: terms which are regular at } \theta \text{ and collides with the pole of } \’ \text{ and } \nu \text{ for } \nu \to \nu+, \text{ separately.}

\textbf{The case } \nu \to \nu+. \text{ We first deform the contour } \mathbb{C} \text{ in (7.5) into a suitable contour } \mathbb{C}' \text{ such that no pole in } x \text{ crosses } \mathbb{C} \text{ in the limit } \nu \to \nu+. \text{ For } \nu = \nu+, \text{ we have}

\[ I(\nu) \left[ x \ \theta_t \ \nu \right] = e^{\frac{1}{2}A(-1)^n(b+Q-2i\theta_t) \frac{s_b(x+\frac{iQ}{2}-\theta_t)}{s_b(x+\frac{iQ}{2})} \times \prod_{j=\pm 1} \frac{s_b(x+\frac{iQ}{2}+\theta_0-\theta_s)}{s_b(x+\frac{iQ}{2}-\theta_0-\theta_s+j)\sigma_s}.} \]

\[ \text{In the limit } \theta_t \to \frac{iQ}{2} + \frac{i}{2}, \text{ the pole of } s_b(x + \frac{i}{2} - \theta_t) \text{ located at } x = -\frac{iQ}{2} - \frac{i}{2} + \theta_t \text{ crosses the contour of integration } \mathbb{C}' \text{ and collides with the pole of } s_b(x + \frac{iQ}{2})^{-1} \text{ located at } x = 0. \text{ Therefore, we choose to deform the contour } \mathbb{C}' \text{ as shown in Figure 2a, so that the integral over } \mathbb{C}' \text{ becomes an integral over } \mathbb{C}'' \text{ plus a residue at } x = \theta_t - \frac{iQ}{2} - \frac{i}{2}. \text{ Moreover, as described above, we deform the integration contour } \mathbb{R}_+. \text{ As in Figure 2b.}

\text{Using the contour deformations described in Figure 2, we find that the BPZ limit of (7.5) is given by}

\[ \lim_{\theta_t \to \frac{iQ}{2} + \frac{i}{2}} \lim_{\nu \to \nu_+} \int_0^{+\infty} d\sigma_s \ C_n[\nu \ \theta_t \ \nu] B(t) = T_1 + T_2 + T_3 + T_4, \quad (7.7) \]
where $T_1, T_2, T_3, T_4$ are given by

$$T_1 = \lim_{\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}} P_1(\nu_+, \theta_t, \theta_s) \int_{C'} ds \int_{C'} dx P_2^{(n)} \left[ \theta_t, \theta_0, \sigma_s \right] f^{(n)} \left[ x, \theta_t, \theta_0, \sigma_s \right] B(t),$$

$$T_2 = -2i\pi \lim_{\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}} P_1(\nu_+, \theta_t, \theta_s) \sum_{\epsilon = \pm 1} \int_{C'} dx \ \text{Res}_{\sigma_s = \theta_0 + \epsilon(\theta_t - i\frac{Q}{2})} \left\{ P_2^{(n)} \left[ \theta_t, \theta_0, \sigma_s \right] f^{(n)} \left[ x, \theta_t, \theta_0, \sigma_s \right] B(t) \right\},$$

$$T_3 = -2i\pi \lim_{\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}} P_1(\nu_+, \theta_t, \theta_s) \int_{\mathbb{R}'_+} ds \ P_2^{(n)} \left[ \theta_t, \theta_0, \sigma_s \right] x = \theta_t - i\frac{Q}{2} + i\frac{\epsilon}{2} \left\{ f^{(n)} \left[ x, \theta_t, \theta_0, \sigma_s \right] B(t) \right\},$$

$$T_4 = -4\pi^2 \lim_{\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}} P_1(\nu_+, \theta_t, \theta_s) \sum_{\epsilon = \pm 1} \epsilon \ \text{Res}_{\sigma_s = \theta_0 + \epsilon(\theta_t - i\frac{Q}{2})} \left\{ P_2^{(n)} \left[ \theta_t, \theta_0, \sigma_s \right] f^{(n)} \left[ x, \theta_t, \theta_0, \sigma_s \right] B(t) \right\}.$$

The contours $C'$ and $\mathbb{R}'_+$ are not pinched in the limit $\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}$. Therefore the double integral in $T_1$ is regular at $\theta_t = \frac{iQ}{2} + i\frac{\epsilon}{2}$; in view of the double zero of $P_1(\nu_+, \theta_t, \theta_s)$, it follows that $T_1 = 0$. On the other hand, we have

$$-2i\pi \ \text{Res}_{\sigma_s = \theta_0 + \epsilon(\theta_t - i\frac{Q}{2})} P_2^{(n)} \left[ \theta_t, \theta_0, \sigma_s \right] = g_\nu \left( \frac{iQ}{2} - 2\theta_t \right) C_\epsilon, \quad \epsilon = \pm 1,$$

(7.8)

where $C_\epsilon$ is regular in the limit $\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}$. Consequently, the pole of the right-hand side of (7.8) at $\theta_t = \frac{iQ}{2} + i\frac{\epsilon}{2}$ is only simple, so again, thanks to the double zero of $P_1(\nu_+, \theta_t, \theta_s)$, we have $T_2 = 0$. The term $T_3$ also vanishes because of a similar argument. Indeed, a calculation yields

$$-2i\pi \ \text{Res}_{x = \theta_t - i\frac{Q}{2} + i\frac{\epsilon}{2}} f^{(n)} \left[ x, \theta_t, \theta_0, \sigma_s \right] = e^{(-1)^{n+1} \frac{i\pi}{2}(b+Q+4Q) + 4\nu_\epsilon} \frac{1}{s_0(-\frac{Q}{2} + \theta_t)} \prod_{j = \pm 1} s_j(-\frac{iQ}{2} + \theta_t - \theta_s - j\sigma_s),$$

and the pole of this expression at $\theta_t = \frac{iQ}{2} + i\frac{\epsilon}{2}$ is only simple.

It only remains to compute $T_4$. Let us write

$$T_4 = \lim_{\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}} P_1(\nu_+, \theta_t, \theta_s) \sum_{\epsilon = \pm 1} X_\epsilon B,$$

where $X_\epsilon$ is defined for $\epsilon = \pm 1$ by

$$X_\epsilon = -4\pi^2 \epsilon \ \text{Res}_{\sigma_s = \theta_0 + \epsilon(\theta_t - i\frac{Q}{2})} \left\{ P_2^{(n)} \left[ \theta_t, \theta_0, \sigma_s \right] x = \theta_t - i\frac{Q}{2} + i\frac{\epsilon}{2} \left\{ f^{(n)} \left[ x, \theta_t, \theta_0, \sigma_s \right] B(t) \right\} \right\}.$$

A tedious but straightforward computation shows that

$$X_\epsilon = g_\nu \left( \frac{ib}{2} - \theta_t \right) g_\nu \left( \frac{iQ}{2} - 2\theta_t \right) \left( \frac{ib}{2} - \theta_t \right)^{-1} (\nu_\epsilon)^{n+1} (\nu_\epsilon + 4\nu_\epsilon) \left( \frac{1}{g_\nu(-\frac{Q}{2} + \theta_t)} \right)^{-1} \prod_{j = \pm 1} g_j \left( \frac{iQ}{2} + j\theta_t - \theta_s - \theta_s - j\sigma_s \right), \quad \epsilon = \pm 1.$$

(7.9)

Due to the first two factors on the right-hand side of (7.9), $X_\epsilon$ has a double pole at $\theta_t = \frac{iQ}{2} + i\frac{\epsilon}{2}$. This pole is canceled by the double zero of $P_1(\nu_+, \theta_t, \theta_s)$ and a computation yields, for $\epsilon = \pm 1$,

$$\mathcal{R}_\epsilon := \lim_{\theta_i \to \frac{iQ}{2} + i\frac{\epsilon}{2}} P_1(\nu_+, \theta_t, \theta_s) X_\epsilon = b^{-\frac{1}{2} - ib(\epsilon_0 - \theta_s)} e^{2ib\left( \frac{\epsilon_0}{2} + \epsilon_0 - \theta_s \right)} \frac{g_\nu(-\frac{iQ}{2} + 2\epsilon_0 + \epsilon_0 - \theta_s)}{g_\nu\left( \frac{ib}{2} - \epsilon_0 + 2\epsilon_0 \right) g_\nu\left( \frac{ib}{2} + \epsilon_0 + \epsilon_0 \right)}.$$

Using the identity (A.4) satisfied by the function $g_\nu(z)$, we find

$$\mathcal{R}_\epsilon = e^{-2ib\epsilon\theta_0} \frac{\Gamma(-2ib\epsilon\theta_0)}{\Gamma\left( \frac{1}{2} - ib(\epsilon_0 + \theta_s) \right)}, \quad \epsilon = \pm 1.$$

(7.10)

We conclude that

$$\mathcal{R}_+ = K^{(n)}_{\nu_+} (\theta_s - \theta_0), \quad \mathcal{R}_- = K^{(n)}_{\nu_-} (\theta_s, \theta_0),$$

(7.11)
where $K^{(n)}_{++,} (\theta_+, \theta_0)$ is defined in (2.22). Using the BPZ limit $B(t) \to B(t) = (B_+(t), B_-(t))$ given in (7.1), it is concluded that

$$
\lim_{\theta \to \frac{2i\tau}{4} + \frac{3}{4}} \lim_{\nu \to \nu_+} \int_0^{+\infty} d\sigma C_n \left[ \theta_+; \theta_0; \sigma \right] B (\theta_+; \sigma; \theta_0; t) = T_4 = R_- B_+ (t) + R_+ B_- (t)
$$

(7.12)

In view of the expression (2.21) for $C_n$, the right-hand side equals the second component of $C_n B(t)$. This completes the proof of the second component of (7.2).

**The case $\nu \to \nu_-$.** A similar mechanism occurs in this case. For $\nu = \nu_-$, we have

$$
I^{(n)} \left[ x; \theta_+, \theta_0^0; \nu \right] = e^{\nu \cdot (1-n-b+Q-2i\theta_0)} \frac{s_n \left( x - \frac{3}{2} \theta_0 \right)}{s_n \left( x + \frac{3}{2} \theta_0 \right)} \prod_{j=1}^{\infty} \frac{s_n \left( x - \frac{3}{2} + j \theta_0 - \theta_+ \right)}{s_n \left( x + \frac{3}{2} - \theta_+ + j \sigma_+ \right)}
$$

In the limit $\theta \to \frac{2i\tau}{4} + \frac{3}{4}$, the poles of $s_n \left( x - \frac{3}{2} \theta_0 \right)$ located at $x_1 \equiv \theta + \frac{3}{4} \theta_0 + \frac{3}{4} \theta_0$ and $x_2 \equiv \theta - \frac{3}{4} \theta_0 - \frac{3}{4} \theta_0$ cross the contour of integration and collide with the poles of $s_n \left( x + \frac{3}{2} \theta_0 \right)$ located at $x = +ib$ and $x = 0$, respectively. Deforming the contour $C'$ into $C''$ in a similar manner as before, and noting that the analogs of $T_1, T_2$, and $T_3$ vanish also in this case, we arrive at

$$
\lim_{\theta \to \frac{2i\tau}{4} + \frac{3}{4}} \lim_{\nu \to \nu_-} \int_0^{+\infty} d\sigma C_n \left[ \theta_+; \theta_0^0; \nu \right] B (\theta_+; \sigma; \theta_0; t) = -4\pi^2 \lim_{\theta \to \frac{2i\tau}{4} + \frac{3}{4}} P_2 (\nu_-, \theta_+, \theta_0)
$$

(7.13)

The residues at $x_1$ and $x_2$ can be computed using the property (A.8) of the function $s_n (z)$. We obtain

$$
X_1 := -2i \pi \text{Res} I^{(n)} \left[ x; \theta_+, \theta_0^0; \nu \right] = e^{\nu \cdot \pi \cdot (1-n-b+Q-2i\theta_0)} \frac{s_n \left( x - \frac{3}{2} \theta_0 \right)}{2s_n \left( \theta + \frac{3}{4} \theta_0 \right)} \prod_{j=1}^{\infty} \frac{s_n \left( x - \frac{3}{2} - j \theta_0 \right)}{s_n \left( x + \frac{3}{2} + j \sigma_+ \right)}
$$

$$
X_2 := -2i \pi \text{Res} I^{(n)} \left[ x; \theta_+, \theta_0^0; \nu \right] = e^{\nu \cdot \pi \cdot (1-n-b+Q-2i\theta_0)} \frac{s_n \left( x - \frac{3}{2} \theta_0 \right)}{2s_n \left( \theta - \frac{3}{4} \theta_0 \right)} \prod_{j=1}^{\infty} \frac{s_n \left( x - \frac{3}{2} + j \theta_0 \right)}{s_n \left( x + \frac{3}{2} - j \sigma_+ \right)}
$$

Defining $R_{j, \epsilon}$ for $j = 1, 2$ and $\epsilon = \pm 1$ by

$$
R_{j, \epsilon} = -2i \pi \lim_{\theta \to \frac{2i\tau}{4} + \frac{3}{4}} P_2 (\nu_-, \theta_+, \theta_0) \text{Res} \left[ \theta_+, \theta_0^0; \nu \right] \left\{ P_2^{(n)} \left[ \theta_+, \theta_0^0; \nu \right] X_j \right\} \text{Res}_{\sigma = \theta_0 + \epsilon \left( \theta + \frac{3}{4} \theta_0 \right)}
$$

a long computation yields, for $\epsilon = \pm 1$,

$$
R_{1, \epsilon} = - e^{\pi \left[ \frac{1}{2} + \frac{1}{2} \pi \right] \left( \frac{1}{2} - ib \theta_+ \right)} \left( \frac{1}{2} - ib \theta_+ + \epsilon \theta_0 \right) \left( \frac{1}{2} + ib \theta_+ - \epsilon \theta_0 \right)
$$

$$
R_{2, \epsilon} = - e^{\pi \left[ \frac{1}{2} + \frac{1}{2} \pi \right] \left( \frac{1}{2} - ib \theta_+ \right)} \left( \frac{1}{2} - ib \theta_+ + \epsilon \theta_0 \right) \left( \frac{1}{2} + ib \theta_+ - \epsilon \theta_0 \right)
$$

It follows that

$$
R_+ := R_{1,+} + R_{2,+} = K^{(n)}_{++,} (\theta_+, \theta_0), \quad R_- := R_{1,-} + R_{2,-} = K^{(n)}_{++,} (\theta_+, \theta_0),
$$

where $K^{(n)}_{++,} (\theta_+, \theta_0)$ is defined in (2.22). We conclude that

$$
\lim_{\theta \to \frac{2i\tau}{4} + \frac{3}{4}} \lim_{\nu \to \nu_-} \int_0^{+\infty} d\sigma C_n \left[ \theta_+; \theta_0^0; \nu \right] B (\theta_+; \sigma; \theta_0; t) = K^{(n)}_{++,} (\theta_+, \theta_0) B_+ (t) + K^{(n)}_{++,} (\theta_+, \theta_0) B_- (t).
$$

Recalling the expression (2.21) for $C_n$, this completes the proof also of the first component of (7.2). □
7.2. BPZ limit of $D_n(t)$. Our next proposition shows that the confluent conformal blocks of the second kind $D_n$ reduce to the degenerate confluent conformal blocks of the second kind $D_n$ in the BPZ limit.

**Proposition 7.3** (BPZ limit of $D_n(t)$). Define $\nu_{\pm} = -\frac{\theta}{2} \pm \frac{\nu}{2}$. The following BPZ limit holds:

$$\lim_{\theta \to \frac{\theta}{2} + \frac{\nu}{2}} \left( \lim_{\nu \to \nu_{-}} D_n \left( \nu_{i} ; \nu ; \theta ; t \right) \right) = D_n(t), \quad n = 1, 2, \ldots, \quad (7.14)$$

where $D_n \left( \nu_{i} ; \nu ; \theta ; t \right)$ is defined in (5.8) and $D_n(t)$ given in (2.14) is the solution of the confluent BPZ equation in the Stokes sector $\Omega_n$.

**Proof.** The proposition follows immediately from Proposition 7.2 and the identities (5.8) and (2.20). \qed

**Remark 7.4.** It can also be argued directly that $D_n(t) \to D_n(t)$ in the BPZ limit as follows. First, it is easy to verify that the prefactor $e^{2\pi i (j-1)(\theta^2/2-2\nu^2)}$ in (5.4) reduces to the prefactor $(e^{i\pi b} e^{2\pi b\theta, \sigma})^{j-1}$ in (2.35) in the BPZ limit. Second, using the convergent series expansions for the four-point conformal blocks, it can be verified numerically to high precision that the following limits hold:

$$\lim_{\theta \to \frac{\theta}{2} + \frac{\nu}{2}} \left( \lim_{\nu \to \nu_{-}} z^{-2\Delta(\theta_{i})} F \left( \theta_{0}^{0} ; \theta_{i}^{1} ; \nu \right) \right) = \hat{F}^1(z), \quad (7.15)$$

Performing the change of variables

$$\theta_{i} = \frac{\Lambda - \theta}{2}, \quad \theta_{\infty} = \frac{\Lambda - \theta}{2}, \quad \sigma_{t} = \frac{\Lambda}{2} - \nu, \quad \sigma_{a} = \frac{\Lambda}{2} + \nu,$$

the limits (7.15) imply that

$$\lim_{\theta \to \frac{\theta}{2} + \frac{\nu}{2}} \left( \lim_{\nu \to \nu_{-}} \hat{F}^{p}(z, \Lambda, \nu) \right) = \hat{F}^{p}(z, \Lambda) \quad (7.16)$$

for $p = 1, \infty$; in other words, that $\hat{F}^1 \to \hat{F}^1$ and $\hat{F}^{\infty} \to \hat{F}^{\infty}$ in the BPZ limit. Comparing (2.35) and (5.4), we see that these limits imply the limit $D_n(t) \to D_n(t)$.

7.3. BPZ limit of the Stokes transformations. Our next proposition provides the BPZ limit of the right-hand side of (5.12) in any odd Stokes sector.

**Proposition 7.5** (BPZ limit of $S_n$ for $n$ odd). For any integer $j \geq 1$ and any $t \in \Omega_{2j-1}$, it holds that

$$\lim_{\theta \to \frac{\theta}{2} + \frac{\nu}{2}} \left( \lim_{\nu \to \nu_{-}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d\nu_{2j-1} S_{2j-1} \left( \frac{\theta_{t}}{\theta_{0}}, \frac{\nu_{2j}}{\nu_{2j-1}} ; \theta_{0} ; \nu_{2j-1} ; \theta_{t} ; t \right) \right) = S_{2j-1}D_{2j-1}(t), \quad (7.17)$$

where $S_{2j-1}$ are the odd Stokes matrices of the confluent BPZ equation given by (see (2.17) and (2.19))

$$S_{2j-1} = e^{2\pi i (j-1)\sigma_{\nu} \sigma_{\nu}} S_{1} e^{-2\pi i (j-1)\sigma_{\nu} \sigma_{\nu}} \left( \begin{array}{cc} 1 & 0 \\ \frac{2i \nu_{2j-1} - 4b(j-1)\sigma_{\nu}}{\Gamma \left( \frac{\nu_{2j-1}}{2} - \nu_{2j-1} \right) \Gamma \left( \frac{\nu_{2j-1}}{2} + \nu_{2j-1} \right)} & 1 \end{array} \right), \quad j = 1, 2, \ldots, \quad (7.18)$$

and $D_{2j-1}(t)$ are the degenerate confluent conformal blocks of the second kind in the odd Stokes sectors defined in (2.14).

**Proof.** The proof is of the same complexity as the proof of Proposition 7.2 and we will only describe the main steps. We consider the Stokes kernel (5.9) for the value $n = 2j - 1$ and split the prefactor (5.10) into two parts:

$$P_{2j-1} \left( \theta_{t}, \theta_{0} ; \nu_{2j} \right) := P_{t} \left( \nu_{2j}, \theta_{t}, \theta_{0} \right) P'_{2j-1} \left( \theta_{t}, \theta_{0} ; \nu_{2j-1} \right),$$
where \( P_1(\nu, \theta_t, \theta_s) \) is given in (7.3) and \( \mathcal{P}'_{2j-1} \) is defined by

\[
\mathcal{P}'_{2j-1} \left[ x, \frac{\theta_t}{\theta_0}, \nu_+; \frac{\theta_s}{\theta_0}, \nu_{2j-1} \right] = e^{i\pi x (\nu_{2j-1} + \frac{\theta_s}{\theta_0}) - i\frac{Q}{2}} g_s \left( x = \theta_t - \theta_s \right) \times \frac{\delta_2(\nu_{2j-1} + \frac{\theta_s}{\theta_0})}{\delta_2(\nu_{2j-1} + \frac{\theta_s}{\theta_0})},
\]

(7.19)

In the BPZ limit, the integration contours \( \mathbb{R} \) and \( \mathcal{S} \) are pinched by colliding poles. The pinching of the contour \( \mathbb{R} \) is caused by the factor \( \prod_{\epsilon = \pm 1} g_b \left( -\theta_0 + \epsilon(\nu_{2j-1} + \frac{\theta_s}{\theta_0}) \right) \). Indeed, this factor has two poles which cross \( \mathbb{R} \) in the limit \( \theta_t \to \frac{iQ}{2} + \frac{ib}{2} \). Thus, the pole of \( g_b \left( \nu_{2j-1} + \frac{\theta_s}{\theta_0} - \theta_t \right) \) located at \( \nu_{2j-1} = -\frac{\theta_s}{\theta_0} - \frac{iQ}{2} + \theta_t \), as well as the pole of \( g_b \left( -\nu_{2j-1} - \frac{\theta_s}{\theta_0} - \theta_t \right) \) located at \( \nu_{2j-1} = -\frac{\theta_s}{\theta_0} + \frac{iQ}{2} - \theta_t \). Therefore, we deform \( \mathbb{R} \) into a new contour \( \mathbb{R}' \) so that the integral over \( \mathbb{R} \) turns into an integral over \( \mathbb{R}' \) plus two contributions originating from the residues at \( \nu_{2j-1} = -\frac{\theta_s}{\theta_0} \pm \frac{iQ}{2} - \theta_t \). Let us first consider the case \( \nu_{2j} \to \nu_+ \). The contour \( \mathcal{S} \) in (5.9) can be deformed into a suitable contour \( \mathcal{S}' \) such that no pole in \( x \) crosses \( \mathcal{S}' \) in the limit \( \nu_{2j} \to \nu_+ \). For \( \nu_{2j} = \nu_+ \), we have

\[
\mathcal{I}_{2j-1} \left[ x, \frac{\theta_t}{\theta_0}, \nu_+; \frac{\theta_s}{\theta_0}, \nu_{2j-1} \right] = e^{i\pi x (\nu_{2j-1} + \frac{\theta_s}{\theta_0}) - i\frac{Q}{2}} g_s \left( x = \theta_t - \theta_s \right) \times \frac{\delta_2(\nu_{2j-1} + \frac{\theta_s}{\theta_0})}{\delta_2(\nu_{2j-1} + \frac{\theta_s}{\theta_0})},
\]

(7.20)

In the limit \( \theta_t \to \frac{iQ}{2} + \frac{ib}{2} \), the pole of \( s_b \left( x + \theta_0 - \theta_t \right) \) at \( x = -\frac{iQ}{2} + \theta_t - \theta_0 \) crosses the contour of integration \( \mathcal{S}' \) and collides with the pole of \( s_b \left( x + \theta_0 - \frac{ib}{2} + \frac{iQ}{2} \right) \) at \( x = \frac{ib}{2} - \theta_0 \). Hence, similarly to what has been described in Figure 2, we deform the contour \( \mathcal{S}' \) downward past the moving pole so that the integral over \( \mathcal{S}' \) turns into a sum of an integral over \( \mathcal{S}'' \) and a residue contribution from \( x = -\frac{iQ}{2} + \theta_t - \theta_0 \). We find

\[
\lim_{\theta_t \to \frac{iQ}{2} + \frac{ib}{2}} \lim_{\nu_{2j} \to \nu_+} \int_{-\infty}^{+\infty} d\nu_{2j-1} \mathcal{S}_{2j-1} \left[ \frac{\theta_t}{\theta_0}, \nu_{2j}; \frac{\theta_s}{\theta_0}, \nu_{2j-1} \right] \mathcal{D}_{2j-1} \left[ \frac{\theta_t}{\theta_0}, \nu_{2j-1}; \theta_0; t \right] = -4\pi^2 \lim_{\theta_t \to \frac{iQ}{2} + \frac{ib}{2}} P_1(\nu_+, \theta_t, \theta_s) \times \sum_{\epsilon = \pm 1} \epsilon \mathcal{I}_{2j-1} \left[ x, \frac{\theta_t}{\theta_0}, \nu_+; \frac{\theta_s}{\theta_0}, \nu_{2j-1} \right] \mathcal{D}_{2j-1} \left[ \frac{\theta_t}{\theta_0}, \nu_{2j-1}; \theta_0; t \right].
\]

After long but straightforward computations, we obtain

\[
\zeta_+ := -4\pi^2 \lim_{\nu_{2j-1} \to -\frac{\theta_s}{\theta_0} - \frac{iQ}{2}} \mathcal{D}_{2j-1} \left[ \frac{\theta_t}{\theta_0}, \nu_{2j}; \frac{\theta_s}{\theta_0}, \nu_{2j-1} \right] \mathcal{I}_{2j-1} \left[ x, \frac{\theta_t}{\theta_0}, \nu_+; \frac{\theta_s}{\theta_0}, \nu_{2j-1} \right] \times \frac{\delta_2(\nu_{2j-1} + \frac{\theta_s}{\theta_0})}{\delta_2(\nu_{2j-1} + \frac{\theta_s}{\theta_0})},
\]

(7.21)

As shown by the first pair of \( g_b \)-functions, \( \zeta_+ \) has a double pole at \( \theta_t = \frac{iQ}{2} + \frac{ib}{2} \), so after multiplication by \( P_1(\nu_+, \theta_t, \theta_s) \), this yields a finite and nonzero result in the limit \( \theta_t \to \frac{iQ}{2} + \frac{ib}{2} \). In fact, a calculation gives

\[
\lim_{\theta_t \to \frac{iQ}{2} + \frac{ib}{2}} \zeta_+ P_1(\nu_+, \theta_t, \theta_s) = 1,
\]

(7.21)
which agrees with the $(2, 2)$ entry of the Stokes matrix $S_{2j-1}$ in (7.18). The other residue reads

$$\zeta_- := 4\pi^2 \nu_{2j-1} = \text{Res} \frac{P'_{2j-1}}{\nu_{2j-1}} \left[ x \theta_\nu \theta\nu \nu_{2j-1} \right] = b\left(\frac{iQ}{2} - \theta_0 + \theta_t \right) \left( -ib\left(\theta_0 - 3\theta_t + 4\theta_t \nu + iQ \right) + (Q + 2i\theta_t)(-4\theta_0 + 5\theta_t + 22\theta_t + 16\theta_t + \theta_0 + \theta_t + i(11 - 8j)Q) \right)$$

$$\times g_b\left(\frac{iQ}{2} - 2\theta_t\right) g_b \left( \frac{iQ}{2} - \theta_t \right) \left( -\frac{\theta_0 - \theta_t + \theta_0 + \theta_t}{\theta_0 - \theta_t} \right) \left( \theta_0 - \theta_t - \theta_0 + \theta_t \right) \prod_{\epsilon = \pm 1} \frac{g_b\left( -\frac{iQ}{2} + \theta_0 + \theta_t + \theta_0 \right)}{g_b\left( -\theta_0 + \epsilon(\theta_0 - \frac{iQ}{2}) \right)}.$$

The same $g_b$-factors appear as before; thus $\zeta_-$ also has a double pole at $\theta_0 = \frac{iQ}{2} + \frac{ib}{2}$ and we compute

$$\lim_{\theta_t \to \frac{iQ}{2} + \frac{ib}{2}} \zeta_- P_1(\nu_+, \theta_\nu, \theta_\nu) = -ib^{12} e^{-4\pi i b_\nu (j-1)} \frac{g_b\left( \frac{iQ}{2} + \theta_0 + \theta_t \right) g_b\left( \frac{iQ}{2} - \theta_0 + \theta_0 \right)}{g_b\left( \frac{iQ}{2} - \theta_0 + \theta_0 \right) g_b\left( \frac{iQ}{2} - \theta_0 + \theta_0 \right)} \left( \frac{2\pi i e^{-4\pi \nu_0 \nu} \nu_0 \nu_0}{\Gamma\left( \frac{\nu}{2} + ib(\theta_0 - \theta_0) \right)} \frac{1}{\Gamma\left( \frac{\nu}{2} - ib(\theta_0 - \theta_0) \right)} \right),$$

which agrees with the $(2, 1)$ entry of the Stokes matrix $S_{2j-1}$. Since we have shown in Proposition 7.3 that the BPZ limit of $D_{2j-1}(t)$ is equal to $D_{2j-1}(t)$, this completes the proof of the second component of (7.17).

The case $\nu_{2j} \to \nu_-$.

For $\nu = \nu_-$, we have

$$\zeta_\nu \nu_{2j-1} \left[ x \theta_\nu \theta\nu \nu_{2j-1} \right] = e^{i\pi x(\nu_{2j-1} + \frac{iQ}{2} + \frac{iQ}{2} - iQ)} \frac{s_b\left( x + \theta_0 - \theta_0 \right) s_b\left( x + \theta_0 + \frac{iQ}{2} + \frac{iQ}{2} - \theta_0 \right)}{s_b\left( x + \theta_0 + \frac{iQ}{2} + \frac{iQ}{2} - \theta_0 \right)}.$$ 

In the limit $\theta_t \to \frac{iQ}{2} + \frac{ib}{2}$, the poles of $s_b\left( x + \theta_0 - \theta_0 \right)$ located at $x_1 := \theta_0 - \frac{iQ}{2} + \theta_t$ and $x_2 := -\theta_0 - \frac{iQ}{2} + \theta_t - ib$ cross the contour of integration and collide with the poles of $s_b\left( x + \frac{iQ}{2} + \frac{iQ}{2} + \theta_0 \right)$ at $x = +\frac{iQ}{2} - \theta_0$ and $x = -\frac{iQ}{2} - \theta_0$, respectively. We deform the contour $S$ and pick up residues contributions from $x = x_1$ and $x = x_2$. We find the following analog of (7.20):

$$\lim_{\nu_{2j} \to \nu_-} \nu_{2j-1} \zeta_{P_1(\nu_+, \theta_\nu, \theta_\nu)} = -4\pi^2 \lim_{\theta_t \to \frac{iQ}{2} + \frac{ib}{2}} P_1(\nu_-, \theta_\nu, \theta_\nu) \left\{ \nu_{2j-1} \left[ x \theta_\nu \theta\nu \nu_{2j-1} \right] \prod_{\epsilon = \pm 1} \right\}.$$

Letting $X_j, j = 1, 2$, denote the two residue contributions

$$X_j = -2i\pi \text{Res}_{x=x_j} \left[ x \theta_\nu \theta\nu \nu_{2j-1} \right], \quad j = 1, 2,$$

we obtain

$$X_1 = e^{i\pi(\frac{iQ}{2} + \nu_{2j-1} + \frac{iQ}{2})} (\theta_0 - \theta_0 - \frac{iQ}{2}) \frac{s_b\left( \frac{iQ}{2} - \theta_0 - \theta_0 \right)}{s_b\left( \frac{iQ}{2} - \theta_0 - \theta_0 \right)};$$

$$X_2 = e^{i\pi(\frac{iQ}{2} - \nu_{2j-1} + \frac{iQ}{2})} (\theta_0 - \theta_0 + \theta_t - \frac{iQ}{2}) \frac{s_b\left( \theta_0 + \theta_t - \frac{iQ}{2} - \theta_0 \right)}{s_b\left( \theta_0 - \theta_t - \frac{iQ}{2} - \theta_0 \right)}.$$

Defining $R_{j,+}$ and $R_{j,-}$ for $j = 1, 2$ by

$$R_{j,\pm} = \mp 2i\pi \lim_{\theta_\nu \to \frac{iQ}{2} + \frac{ib}{2}} P_1(\nu_-, \theta_\nu, \theta_\nu) \text{Res}_{x=x_j} \left[ x \theta_\nu \theta\nu \nu_{2j-1} \right] X_j,$$

we have

$$R_{j,\pm} = \mp 2i\pi \lim_{\theta_\nu \to \frac{iQ}{2} + \frac{ib}{2}} P_1(\nu_-, \theta_\nu, \theta_\nu) \text{Res}_{x=x_j} \left[ x \theta_\nu \theta\nu \nu_{2j-1} \right] X_j.$$
long computations yield

\[ R_{1,+} = - R_{2,+} = e^{i \pi b^2} e^{\pi b (\theta_0 + (4j - 3) \theta_*)} \frac{\csc (\pi b^2)}{2} \frac{\Gamma \left( \frac{1}{2} + ib(\theta_0 - \theta_*) \right)}{\Gamma \left( \frac{1}{2} + ib(\theta_0 + \theta_*) \right)} , \]

\[ R_{1,-} = -ie^{i \pi b^2} e^{\pi b (\theta_0 + \theta_*)} \csc (\pi b^2) \cosh (\pi b(\theta_0 + \theta_*)), \]

\[ R_{2,-} = ie^{i \pi b^2} e^{\pi b (\theta_0 + \theta_*)} \csc (\pi b^2) \cosh (\pi b(\theta_0 + \theta_* + ib)). \]

Since \( R_{1,-} + R_{2,-} = 1 \) and \( R_{1,+} + R_{2,+} = 0 \), we recover the first row of the Stokes matrix \( S_{2j-1} \). The proof is complete. \( \square \)

The next proposition provides the BPZ limit of the right-hand side of (5.12) in any even Stokes sector. The proof involves a different set of colliding poles, but is otherwise similar to the proof of Proposition 7.5; it will therefore be omitted.

**Proposition 7.6 (BPZ limit of \( S_n \) for even \( n \)).** For any integer \( j \geq 1 \) and any \( t \in \Omega_{2j} \), it holds that

\[ \lim_{\theta_1 \to \frac{\pi}{2} + \Delta \theta} \left( \lim_{\nu_{2j+1} \to \nu_{-}} \int_{-\infty}^{+\infty} d\nu_{2j} S_{2j} \left[ \frac{\theta_{i}}{\theta_{n}}; \nu_{2j}; \nu_{2j}; \nu_{2j+1} \right] D_{2j} \left( \theta_{i}; \nu_{2j}; \theta_{0}; t \right) \right) = S_{2j} D_{2j}(t), \tag{7.24} \]

where \( S_{2j} \) are the even Stokes matrices of the confluent BPZ equation given by (see (2.17) and (2.19))

\[ S_{2j} = e^{2i \pi b(j-1) \theta}, S_{2} = e^{-2i \pi b(j-1) \theta}, \quad S_{2j} = \left( \begin{array}{c}
1 \\
0 \\
\frac{2i \pi b(j-1) \theta}{\Gamma(2) - ib(\theta_0 - \theta_*)} (\frac{1}{\Gamma(2) + ib(\theta_0 + \theta_*)})
\end{array} \right), \quad j = 1, 2, \ldots, \tag{7.25} \]

and \( D_{2j}(t) \) are the degenerate confluent conformal blocks of the second kind in the even Stokes sectors defined in (2.14).

### 7.4. Summary

The results of this section can be summarized as follows.

**Corollary 7.7.** In the BPZ limit, the connection formula (5.8) of Theorem 1 and the Stokes transformation (5.12) of Theorem 2 reduce to the connection formula (2.20) and the Stokes formula (2.16) for the confluent BPZ equation, respectively. Schematically, this can be expressed as

\[ D_{n}(t) = C_{n} B(t) \]

\[ D_{n+1}(t) = S_{n} D_{n}(t) \]

\[ D_{n}(t) = C_{n} B(t) \]

\[ D_{n+1}(t) = S_{n} D_{n}(t) \]

**Proof.** See Propositions 7.2-7.6. \( \square \)

### 8. Conclusions and perspectives

In this article we have constructed the confluent conformal blocks of the second kind. We also constructed the Stokes transformations which map such blocks in one Stokes sector to another. Both the confluent conformal blocks and the Stokes transformations were found by taking suitable confluent limits of the crossing transformations of the four-point Virasoro conformal blocks. We explicitly verified that in the BPZ limit the constructed blocks and the associated Stokes transformations reduce to solutions of the confluent BPZ equation and its Stokes matrices, respectively.

An interesting problem is to combine the holomorphic and anti-holomorphic confluent conformal blocks with an integration measure to construct confluent Liouville correlation functions. Such a construction should be possible by applying the confluence procedure that we have described to the Liouville correlations functions built from the \( s, t, \) and \( u \)-channel conformal blocks. The result is expected to be invariant under the generalized fusion and Stokes transformations that we have constructed in this article. Hence this generalized crossing symmetry would be translated into orthogonality relations satisfied by the confluent fusion and Stokes kernels. Moreover, there exist close connections between quantum Teichmüller theory and Liouville theory [19, 20]. The collision of holes in Teichmüller theory was studied in [6, 7]. It would be interesting to understand the connections between the above two subjects after taking the confluent limit.
Finally, the approach that we have developed can in principle be adopted to construct also confluent conformal blocks with irregular singularities of rank \( r > 1 \).

**Appendix A. Two special functions**

Equation (3.5) expresses the Virasoro fusion kernel in terms of two special functions \( s_b(z) \) and \( g_b(z) \). These functions are defined by

\[
s_b(z) = \exp \left[ \int_0^\infty \frac{dy}{y} \left( \frac{\sin 2yz}{2 \sinh b^{-1}y \sinh by} - \frac{z}{y} \right) \right], \quad |\text{Im} \, z| < \frac{Q}{2}, \tag{A.1}\]

and

\[
g_b(z) = \exp \left\{ \int_0^\infty \frac{dt}{t} \left[ \frac{e^{2izt} - 1}{4 \sinh bt \sinh b^{-1}t} + \frac{1}{4} z^2 \left( e^{-2bt} + e^{-2b^{-1}t} \right) - \frac{iz}{2t} \right] \right\}. \tag{A.2}\]

They are related to the functions \( G \) and \( E \) defined in [23, Eq. (A.3)] and [23, Eq. (A.43)] as follows:

\[
s_b(z) = G(b, b^{-1}; z), \quad g_b(z) = \frac{1}{E(b, b^{-1}; -z)}. \tag{A.3}\]

Both \( s_b \) and \( g_b \) are obviously invariant under the exchange of \( b \) and \( b^{-1} \). In what follows, we list some further properties of these functions which follow from (A.3) and the results of [23].

The function \( g_b(z) \) satisfies the difference equations

\[
\frac{g_b(z + \frac{iQ}{2})}{g_b(z - \frac{iQ}{2})} = b^{-ibz\sqrt{2\pi}} \frac{\Gamma \left( \frac{1}{2} - ibz \right)}{\Gamma \left( \frac{1}{2} + ibz \right)}, \quad \frac{g_b(z + \frac{ib}{2})}{g_b(z - \frac{ib}{2})} = b^{-ib\sqrt{2\pi}} \frac{\Gamma \left( \frac{1}{2} + \frac{ib}{2} \right)}{\Gamma \left( \frac{1}{2} - \frac{ib}{2} \right)}. \tag{A.4}\]

It has no zeros, but it has simple poles located at

\[
z_{k,l} = -\frac{iQ}{2} - ikb - ilb^{-1}, \quad k, l = 1, 2, \ldots. \tag{A.5}\]

Moreover,

\[
\text{Res}_{z=-\frac{iQ}{2}} g_b(z) = \frac{i}{2\pi} g_b \left( \frac{iQ}{2} \right). \tag{A.6}\]

As \( z \to \infty \) with \( \text{Re}(z) \geq 0 \), \( g_b \) satisfies\(^3\) (see [5, Eq. (A.23)])

\[
\log g_b \left( iz - \frac{iQ}{2} \right) = -\frac{1}{2} \pi^2 \log z + \frac{3}{4} z^2 + \frac{1}{2} Q^2 \log z - \frac{Q^2}{2} z - \frac{Q^2 + 1}{12} \log z + \mathcal{O}(z^0). \tag{A.7}\]

The function \( s_b \) is related to \( g_b \) by \( s_b(z) = \frac{g_b(z)}{g_b(-z)} \). It satisfies the difference equations

\[
\frac{s_b(z + \frac{ib}{2})}{s_b(z - \frac{ib}{2})} = 2 \cosh \pi bz, \quad \frac{s_b(z + \frac{ib}{2})}{s_b(z - \frac{ib}{2})} = 2 \cosh \frac{\pi z}{b}, \tag{A.8}\]

and it extends to a meromorphic function of \( z \in \mathbb{C} \) with simple poles and zeros located at

\[
z_{k,l} = -\frac{iQ}{2} - ikb - ilb^{-1}, \quad k, l = 1, 2, \ldots, \quad \text{(poles)}, \tag{A.9}\]

\[
z_{k,l} = \frac{iQ}{2} + ikb + ilb^{-1}, \quad k, l = 1, 2, \ldots, \quad \text{(zeros)}. \tag{A.9}\]

The residue at \( z = -iQ/2 \) is given by

\[
\text{Res}_{z=-\frac{iQ}{2}} s_b(z) = \frac{i}{2\pi}, \tag{A.10}\]

and the following asymptotic formulas hold as \( z \to \infty \):

\[
s_b(z) \sim \begin{cases} 
e^{-\frac{iQ}{2}
\left(z^2 + \frac{Q^2}{2}(b^2 + b^{-2}) \right)} \ , & |z| \to \infty , \ |\arg z| < 
\frac{\pi}{2} , \\
e^{\frac{iQ}{2}
\left(z^2 + \frac{Q^2}{2}(b^2 + b^{-2}) \right)} \ , & |z| \to \infty , \ |\arg z| > 
\frac{\pi}{2} . \tag{A.11}\end{cases}\]
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\(^{3}\)Comparing the definition of \( g_b(z) \) with [5, Eq. (A.3)], we have \( g_b(z - \frac{iQ}{2}) = \Gamma_b(z) \).
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