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Abstract

Set-valued classification, a new classification paradigm that aims to identify all the plausible classes that an observation belongs to, can be obtained by learning the acceptance regions for all classes. Many existing set-valued classification methods do not consider the possibility that a new class that never appeared in the training data appears in the test data. Moreover, they are computationally expensive when the number of classes is large. We propose a Generalized Prediction Set (GPS) approach to estimate the acceptance regions while considering the possibility of a new class in the test data. The proposed classifier minimizes the expected size of the prediction set while guaranteeing that the class-specific accuracy is at least a pre-specified value. Unlike previous methods, the proposed method achieves a good balance between accuracy, efficiency, and anomaly detection rate. Moreover, our method can be applied in parallel to all the classes to alleviate the computational burden. Both theoretical analysis and numerical experiments are conducted to illustrate the effectiveness of the proposed method.
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1 Introduction

In multicategory classification, traditional methods return a single class label as the prediction without a confidence measure attached. For points near the classification boundary where the classes overlap, these methods may misclassify with high probability. As classification and machine learning in general have played a more and more significant role in high-stake domains, these mistakes can incur severe consequences. To avoid making mistakes when they are likely to happen, set-valued classification methods have emerged (Herbei and Wegkamp, 2006; Shafer and Vovk, 2008; Dümbgen et al., 2008; Denis and Hebiri, 2017; Wang and Qiao, 2018; Zhang et al., 2018; Sadinle et al., 2019). A set-valued classifier may return multiple class labels as the prediction for each observation. Specifically, those near the boundary between classes may receive multiple labels as the prediction.

Herbei and Wegkamp (2006), Bartlett and Wegkamp (2008), Ramaswamy et al. (2015) and Zhang et al. (2018) proposed and developed Classification with a Reject Option (CRO) by training a classifier and a rejector at the same time. A rejector determines when to refuse to make a classification for ambiguous points (i.e. ambiguity rejection). In CRO, observations that are rejected have been predicted to a subset of all class labels. Conformal prediction (Vovk et al., 2005; Shafer and Vovk, 2008; Balasubramanian et al., 2014) is another increasingly popular framework that outputs a prediction set with a pre-specified confidence guarantee. Lei (2014), Wang and Qiao (2018) and Sadinle et al. (2019) considered the set-valued classification from an optimization perspective. In particular, the goal is to minimize ambiguity (defined as the expected size of the prediction set) while controlling class-specific misclassification rates. Denis and Hebiri (2015, 2017) worked with its dual problem, minimizing misclassification rates with the ambiguity controlled.

In many practical fields like intrusion detection, bank fraud prevention, and public health, new classes that did not exist in historical training data may appear as time
goes by. The aforementioned set-valued classification methods would be forced to classify new-class observations to an existing class. It is therefore important to design classifiers that are capable of anomaly detection (aka, outlier detection). In public health, decision-makers need to confidently identify the strain for a prevailing virus in a community. The fewer candidates there are, the more effective preventive measures can be deployed. Moreover, the possibility of a new virus (e.g. a new COVID-19 virus variant) requires the detection of new strains. This example shows the necessity of a set-valued classifier with the capacity of anomaly detection.

Recent works on adapting set-valued classifiers to handle anomaly data often focus on using the conformal prediction framework: first, a score function is obtained; second, a cutoff is determined using conformal splits; third, new observations are classified by thresholding the score with the cutoff. Hechtlinger et al. (2018) utilized the covariates’ density given class, \( p(\mathbf{x} | y) \), as the score. However, the acceptance region for each class is learned with no regards to any other class; in the sense of minimizing the ambiguity, this approach was shown to be suboptimal (Dümbgen et al., 2008). Guan and Tibshirani (2019) considered the classification problem between a given class \( k \) and the entire test data and thresholded the resulting estimates of \( p(y | x) \). Both methods depend on probability or density estimation, which is known to be a challenging task when the dimension \( p \) is large (Wu et al., 2010; Zhang et al., 2013). It is hence desirable to propose a method without estimating probability. Moreover, the score functions in the aforementioned works were estimated without the goal of ultimately minimizing the ambiguity in mind. For example, though the true score \( p(y | x) \) can guarantee the minimization of the ambiguity, empirically a finite-sample estimate may not share this property. In this article, we propose the Generalized Prediction Set (GPS) method to overcome these difficulties.

We have made four contributions in this article. First, we propose a new large-margin classification method for outlier detection without involving probability es-
timation. Our model is estimated by minimizing the empirical ambiguity and a penalty term that encourages outlier detection, subject to a bounded misclassification rate for each class. Second, using weighted kernel and regularization, we enable feature selection for our method in high-dimensional settings. Third, in contrast to methods that solve an optimization problem involving all the classes simultaneously, our proposed method is well positioned for parallel computing, hence, allowing fast classification even when there are many classes. Finally, we conduct a thorough theoretical analysis of the proposed method, showing that its true misclassification rate is bounded, the excess ambiguity is bounded, and it has variable selection consistency.

The rest of the paper is organized as follows. Section 2 provides some background on anomaly detection and set-valued classification. We introduce our method and the implementation algorithms in Section 3. Theoretical guarantees are provided in Section 4. In Section 5, we compare the proposed method with competing methods using simulated and real data. Some concluding remarks are given in Section 6 and proofs are in Appendix B.

2 Preliminaries

In this section, we review the background of the anomaly detection problem and set-valued classification methods.

2.1 Anomaly detection

We define anomaly detection as the identification of new observations that do not belong to the same distributions as the existing observations. We use the terms anomaly detection, outlier detection, and novelty detection interchangeably. Commonly used anomaly detection methods include one-class SVM (OCSVM), deep one-class classification (Ruff et al., 2018), density level set estimation (Breunig et al., 2000; Chen
et al., 2017), and positive-unlabeled learning (PU learning) (du Plessis et al., 2014).

Suppose we have a random sample \( \{x_i\}_{i=1}^m \) from \( \mathcal{X} \). Let \( \Phi : \mathcal{X} \rightarrow \mathcal{H} \) be a kernel map from the input space to the feature space. OCSVM (Schölkopf et al., 2000) aims to separate data features from the origin with a maximum margin. The OCSVM marks an observation \( x \) as an outlier if the decision function \( f(x) := w^\top \Phi(x) - \rho \) yields \( f(x) < 0 \), where \( w \) and \( \rho \) are obtained by solving

\[
\min_{w,\rho} \frac{\|w\|^2}{2} + \frac{1}{m\nu} \sum_{i=1}^m \xi_i - \rho, \quad \text{s.t.} \quad w^\top \Phi(x_i) \geq \rho - \xi_i, \; \xi_i \geq 0, \; i \in [m].
\] (1)

Here the tuning parameter \( \nu \) controls the number of observations treated as anomalies. To work with complex data, Ruff et al. (2018, 2021) achieved anomaly detection using deep learning, where new features are learned through a network and are then applied to the deep Support Vector Data Description (SVDD).

Steinwart et al. (2005) showed that anomaly detection can be achieved by solving a classification problem between all the normal, existing classes combined and the abnormal class, assuming that the proportion of the abnormal class is known. Motivated by this equivalency, they proposed to train a cost-sensitive SVM between these two classes. To the same token, by having prior information about the anomaly class, Liu et al. (2018) proposed Open Category Detection (OCD) with theoretical guarantee to achieve a pre-specified outlier detection rate via estimating the corresponding distribution. However, in practice, abnormal class data are not observed. To mine information about the abnormal class, du Plessis et al. (2014, 2015) proposed to classify between the entire training data with the entire test data; while the former contains normal classes only, the latter may contain abnormal classes. Various methods to estimate the proportion of the abnormal class have been proposed by Elkan and Noto (2008); Blanchard et al. (2010) and du Plessis et al. (2016).

Outlier detection can also be done in conjunction with a standard classification task. For example, both Jumutc and Suykens (2013) and Hanczar and Sebag
(2014) conducted two separated one-class SVMs in order to achieve binary classification and anomaly detection. Hechtlinger et al. (2018) proposed to use density level sets for the purpose of classification and anomaly detection. However, there is no theoretical guarantee for these methods. Other works related to classification and anomaly detection are open-set recognition (OSR) (Bendale and Boult, 2015) and out-of-distribution (OOD) detection (Yang et al., 2021). Both of them are to reject observations with lower scores (potential anomalies) at first, and then conduct standard single-valued classification for non-rejected observations.

2.2 Set-valued classification

Consider a multicategory classification setting with input space $\mathcal{X} = \mathbb{R}^p$ and labels $\mathcal{Y} = \{1, \cdots, K\}$. Let $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ come from an unknown distribution $\mathcal{P}$. One way to obtain set-valued classifiers is to conduct a series of hypothesis tests that determine if the test observation belongs to a given class $k$. The set of all observations that are not rejected as being from class $k$ is called the acceptance region for class $k$, denoted as $C_k \subset \mathcal{X}$. Given $C_k$, $k \in [K]$, a set-valued classifier $\phi : \mathcal{X} \mapsto 2^\mathcal{Y}$ can be defined as $\phi(x) = \{k : x \in C_k\}$, that is, all the classes whose acceptance regions contain $x$. Typically, there are two competing metrics for a set-valued classifier, accuracy, and efficiency. The accuracy may be quantified by misclassification rate $\mathbb{P}(Y \notin \phi(X))$ or class-specific misclassification rate $\mathbb{P}(Y \notin \phi(X) | Y = k)$, with the latter being the type I error rate for the hypothesis test. The efficiency is inversely measured by the ambiguity, defined as the cardinality of the prediction set $|\phi(x)| = \sum_{k=1}^{K} 1\{x \in C_k\}$. A set-valued classifier with $|\phi(x)| \equiv K$ everywhere is always correct, but contains no useful information. In practice, one may want to balance the two metrics and obtain a classifier with both high accuracy and high efficiency,
for example,

$$\min_{\phi} \mathbb{E}[|\phi(X)|], \quad \text{s.t.} \ P(Y \not\in \phi(X) \ | \ Y = k) \leq \gamma_k \text{ for } k \in [K].$$

In this paper we drop the common restriction $\mathcal{X} = \bigcup_{k=1}^{K} \mathcal{C}_k$ (Lei, 2014; Sadinle et al., 2019; Wang and Qiao, 2018). This means that it is possible for $\phi(x)$ to be empty for certain observations, that is, $x$ is unlike any of the existing classes represented in the training data. Note that observations with $|\phi(x)| = 0$ and $|\phi(x)| > 1$ correspond to outlier observations and ambiguity-rejected observations, respectively.

The Classification with Reject Options (CRO) literature typically consider the ambiguity-rejections (Ramaswamy et al., 2015; Zhang et al., 2018) only. Herbei and Wegkamp (2006) and Ramaswamy et al. (2015) used 0-$d$-1 loss to quantify the loss for different prediction errors. For example, each misclassification costs 1 and each rejection costs a pre-specified $d \in [0, (K - 1)/K]$. The Bayes optimal rule (Chow, 1970) under the 0-$d$-1 loss predicts label $k$ to $x$ if $k = \text{argmax}_{k'} P(Y = k' \ | \ x)$ and $P(Y = k \ | \ x) > 1 - d$, or rejects to predict $x$ otherwise. The plug-in classifier is obtained by first estimating $P(Y = k \ | \ x)$ and then plugging them into the Bayes optimal rule. Bartlett and Wegkamp (2008) used the bent hinge loss as a surrogate to the 0-$d$-1 loss and proved the Fisher consistency. Zhang et al. (2018) introduced a refine option to consider prediction sets with the cardinality between 1 and $K$.

3 Methodology

We first formulate the proposed GPS method as an optimization problem, which is decoupled into several sub-problems. To solve each sub-problem, we use kernel learning to find a decision function based on the training data from each of the $K$ classes and the test data. Finally, we extend the method to kernel feature selection, to improve its performance for high-dimensional data.
3.1 Overview of methodology

Suppose our training sample and test sample are two i.i.d. samples from distribution \(P\) and distribution \(Q\), respectively. There are \(K\) existing classes in both \(P\) and \(Q\); in addition, there are potentially new classes in \(Q\). Except for the new classes, the two distributions are only different in their prior probabilities for the \(K\) classes.

Assumption 1. For each \(k \in [K]\), the probability densities of \(X\) given class \(k\), \(p_k(x) = p(x \mid Y = k)\), are the same between distribution \(P\) and distribution \(Q\).

Let \(\phi(\cdot)\) be a set-valued classifier. Our goal is to maximize both efficiency and accuracy of \(\phi(\cdot)\) for future test data drawn from \(Q\). To this end, consider minimizing the ambiguity with class-specific misclassification rates bounded:

\[
\min_{\phi} \mathbb{E}_Q[|\phi(X)|], \quad \text{s.t. } \mathbb{P}_Q(Y \notin \phi(X) \mid Y = k) \leq \gamma_k \text{ for } k \in [K]. \tag{2}
\]

Since \(\mathbb{E}_Q[|\phi(X)|]\) does not depend on the class label \(Y\), it may be assessed using the unlabelled test data from \(Q\). Moreover, since we assume that \(p_k(x)\) is the same between both distributions, we have that \(\mathbb{P}_Q(Y \notin \phi(X) \mid Y = k) = \mathbb{P}_P(Y \notin \phi(X) \mid Y = k)\). This allows us to make use of the labeled training data from \(P\) to assess the misclassification rate in the constraint.

Recall that the set-valued classifier \(\phi(\cdot)\) is defined using all the \(K\) acceptance regions: \(\phi(x) = \{k : x \in C_k\}\). We typically use a decision function \(f_k : \mathcal{X} \mapsto \mathbb{R}\) to define \(C_k\), e.g., \(C_k = \{x : f_k(x) \geq 0\}\). Define the size (probability measure) of \(C_k\) as \(R(f_k) = \mathbb{P}_Q(f_k(X) \geq 0)\). Under these notations, \(\mathbb{E}_Q[|\phi(X)|] = \sum_{k=1}^{K} R(f_k)\). Therefore, the optimization (2) can be decoupled to \(K\) separate optimization problems: for each \(k \in [K]\), we solve

\[
\arg\min_{f_k \in \mathcal{F}} R(f_k), \quad \text{s.t. } R^+(f_k) \leq \gamma_k, \tag{3}
\]

where \(R^+(f_k) \triangleq \mathbb{P}_Q(f_k(X) < 0 \mid Y = k)\) and \(\mathcal{F}\) is a function space for \(f_k\). Through-
out this article, we consider the case $\gamma_k = \gamma$ for all $k$. Problem (3) is equivalent to the Neyman-Pearson classification (Scott and Nowak, 2005; Rigollet and Tong, 2011) in which class $k$ is considered as the null class and the test data is the alternative class.

In practice, one aims to estimate $f_k$ and $\phi$ based on labeled training data $\{(x_i, y_i = k)\}_{i \in G_k}$ along with unlabeled test data $\{x_j\}_{j \in G_{te}}$, where $G_k$ (with size $n_k := |G_k|$) and $G_{te}$ (with size $m := |G_{te}|$) are index sets for observations in class $k$ of the training data and a subset sampled from the test data respectively. The expectations $R^+(f_k)$ and $R(f_k)$ can be replaced by their counterparts under the empirical distributions for the training and test data respectively:

$$\min_{f_k \in F} \frac{1}{m} \sum_{j \in G_{te}} 1\{f_k(x_j) \geq 0\}, \quad \text{s.t.} \quad \frac{1}{n_k} \sum_{i \in G_k} 1\{f_k(x_i) < 0\} \leq \gamma. \quad (4)$$

### 3.2 Surrogate loss and kernel learning

It is challenging to solve problem (4) due to the use of the 0-1 loss in both the objective and the constraint. A common practice is to replace it by a convex surrogate loss function. Here we use hinge loss $\ell(u) = [1 - u]_+ = \max(0, 1 - u)$ to replace $1\{u < 0\}$ in the constraint of (4); likewise, $1\{u \geq 0\}$ in the objective is replaced by $\ell(-u)$. See Figure 5. In addition, we use penalty function $J(f_k)$ to control the complexity of decision functions so that (4) becomes:

$$\min_{f_k \in F} \frac{1}{m} \sum_{j \in G_{te}} [1 + f_k(x_j)]_+ + \lambda J(f_k), \quad \text{s.t.} \quad \frac{1}{n_k} \sum_{i \in G_k} [1 - f_k(x_i)]_+ \leq \gamma. \quad (5)$$

Here the decision function takes the form of $f_k(x) = w_k^\top \Phi(x) - \rho_k$. The first term $w_k^\top \Phi(\cdot)$ belongs to a Reproducing Kernel Hilbert Space (RKHS) $\mathcal{H}$ associated with kernel function $K(\cdot, \cdot)$ and $\Phi$ satisfies $K(x, x') = \langle \Phi(x), \Phi(x') \rangle$ for any $x, x' \in \mathcal{X}$. Popular choices of the kernel function include the linear kernel, polynomial kernel, and Gaussian kernel (Shawe-Taylor and Cristianini, 2004).
Moreover, following the common practice in the anomaly detection literature (Jumutc and Suykens, 2013; Schölkopf et al., 2018; Shilton et al., 2020), the penalty $J(f_k)$ is taken as $\frac{1}{2}\|w_k\|^2 - \rho_k$. Minimizing $-\rho_k$ encourages a small acceptance region for class $k$, by noting that the acceptance region is $\{x : w_k^T \Phi(x) \geq \rho_k\}$. As a consequence, this penalty improves the anomaly detection rate. With slackness variables $\eta_i := [1 - w_k^T \Phi(x_i) + \rho_k]_+$ and $\xi_j := [1 + w_k^T \Phi(x_j) - \rho_k]_+$, $C := (\lambda m)^{-1}$, $\Theta := \{w_k, \rho_k, \{\eta_i\}, \{\xi_j\}\}$, problem (5) becomes

$$\min_{\Theta} \frac{1}{2}\|w_k\|^2 - \rho_k + C \sum_{j \in G_{te}} \xi_j,$$

s.t. $\eta_i \geq 1 - w_k^T \Phi(x_i) + \rho_k$, $\xi_j \geq 1 + w_k^T \Phi(x_j) - \rho_k$, $\sum_{i \in G_k} \eta_i \leq n_k \gamma$, $\eta_i \geq 0$, $\xi_j \geq 0$. \hspace{1cm} (6)

Following the standard manipulations of the optimization problem using the Lagrange method and the KKT conditions, the dual problem of (6) is:

$$\min_{\alpha, \beta, \theta} \frac{1}{2} (\alpha^T G_1 \alpha + \beta^T G_2 \beta - 2\alpha^T G_3 \beta) - 1_{n_k}^T \alpha - 1_{m}^T \beta + n_k \theta \gamma,$$

s.t. $0 \preceq \alpha \preceq \theta \cdot 1_{n_k}$, $0 \preceq \beta \preceq C \cdot 1_{m}$, $1_{n_k}^T \alpha - 1_{m}^T \beta = 1$, $\theta \geq 0$, \hspace{1cm} (7)

where $G_1[i, i'] = K(x_i, x_{i'})$, $G_2[j, j'] = K(x_j, x_{j'})$, $G_3[i, j] = K(x_i, x_j)$, $\alpha = (\ldots, \alpha_i, \ldots)^T$, $\beta = (\ldots, \beta_j, \ldots)^T$, $i, i' \in G_k$, $j, j' \in G_{te}$. This is a quadratic programming (QP) and can be solved with many off-the-shelf packages. Once the dual problem returns minimizers $\hat{\alpha}$ and $\hat{\beta}$, we have $\hat{w}_k = \sum_{i \in G_k} \hat{\alpha}_i \Phi(x_i) - \sum_{j \in G_{te}} \hat{\beta}_j \Phi(x_j)$. Finally an estimate to $\rho_k$ can be obtained after plugging $\hat{w}_k$ back to the primal problem (6), which will become a linear programming with respect to $\rho_k, \eta_i$, and $\xi_j$. The estimated decision function for class $k$ is written as

$$\hat{f}_k(x) = \sum_{i \in G_k} \hat{\alpha}_i K(x, x_i) - \sum_{j \in G_{te}} \hat{\beta}_j K(x, x_j) - \hat{\rho}_k,$$
and the acceptance regions and the set-valued classifier can be obtained accordingly.

### 3.3 Kernel feature selection

For high-dimensional data, irrelevant or noisy features may degrade our set-valued classifiers’ performance in terms of efficiency, accuracy, and outlier detection. Feature or variable selection is necessary in these scenarios. For linear learning, sparse learning using sparsity penalties (Tibshirani, 1996; Zou and Hastie, 2005; Zhang, 2010) has been effective for feature selection. For kernel learning, Allen (2013) and Chen et al. (2018) studied weighted kernel feature selection methods. The main idea of these methods is to compute the kernel matrix based on weighted features with a weight vector $d$, and then impose a sparsity-inducing regularization for weight $d$ in the objective function. Adopting this idea, our decision function $f_k$ can be solved using the below optimization problem that enables kernel feature selection:

$$
\min_{d,\alpha,\rho_k} \frac{1}{m} \sum_{j \in G_{te}} \ell (-f_k(d \circ x_j)) + \lambda_1 J(f_k(d \circ \cdot)) + \lambda_2 \|d\|_1,
$$

$$
\text{s.t. } \frac{1}{n_k} \sum_{i \in G_k} \ell (f_k(d \circ x_i)) \leq \gamma, \ 0 \preceq d \preceq 1,
$$

(8)

where $\circ$ stands for the Hadamard product.

Our decision function $f_k(d \circ x) = g_k(d \circ x) - \rho_k$. The first term $g_k(d \circ \cdot)$ comes from a Reproducing Kernel Hilbert space (RKHS) associated with kernel function $K_d(\cdot, \cdot)$. Here we define $K_d(x_i, x_j) := K(d \circ x_i, d \circ x_j)$. By the Representer theorem (Kimeldorf and Wahba, 1971), for some $\alpha_i$ and $\rho_k$, the minimizer to (8) satisfies

$$
\hat{f}_k(x) = \sum_{i=1}^{n_k+m} \alpha_i K_d(x, x_i) - \rho_k.
$$
Moreover, the model complexity function is taken as

$$J(f_k(d \circ \cdot)) = \frac{1}{2} \sum_{i,j=1}^{n_k+m} \alpha_i \alpha_j K_d(x_i, x_j) - \rho_k.$$ 

Denote the kernel matrix $K_d$ with $K_d[i, j] := K(d \circ x_i, d \circ x_j)$. Let $C_1 := (\lambda_1 m)^{-1}$ and $C_2 := \lambda_2 / \lambda_1$. Then we rewrite (8) as

$$\begin{aligned}
\min_{d, \alpha, \rho_k} & \quad \frac{1}{2} \alpha^\top K_d \alpha - \rho_k + C_1 \sum_{j \in G_{te}} \ell (\rho_k - K_d[j, :] \alpha) + C_2 \|d\|_1, \\
\text{s.t.} & \quad \frac{1}{n_k} \sum_{i \in G_k} \ell (K_d[i, :] \alpha - \rho_k) \leq \gamma, \quad 0 \preceq d \preceq 1.
\end{aligned}$$

(9)

Neither the objective nor the first constraint in (9) is convex with respect to $(d, \alpha, \rho_k)$ despite the convex surrogate loss function (which we chose to be the hinge loss). To resolve this issue, we use an iterative approach by alternatively fixing $d$ while optimizing with respect to $(\alpha, \rho_k)$, which amounts to convex optimization, and fixing $(\alpha, \rho_k)$ while optimizing with respect to $d$. The latter optimization is still not convex. But we can use a linear approximation of the kernel matrix with respect to $d$ to make it convex (Zou and Li, 2008; Lee et al., 2012). In particular, we approximate the kernel matrix by expanding it at $d'$:

$$K_d[i, j] \approx K_{d'}[i, j] + \nabla K_{d'}[i, j] \top (d - d').$$

Define an $(n_k + m) \times (n_k + m)$ matrix $A_{d'}$ with $A_{d'}[i, j] = K_{d'}[i, j] - \nabla K_{d'}[i, j] \top d'$ and a $p \times (n_k + m)$ matrix $B_{\alpha}$ with $B_{\alpha}[\cdot, i] = \sum_{j=1}^{n_k+m} \alpha_j \nabla K_{d'}[i, j]$, where $p$ is the dimension of the data. These allow to approximate (9) with $(\alpha, \rho_k)$ fixed:

$$\begin{aligned}
\min_{d} & \quad \frac{1}{2} d^\top B_{\alpha} \alpha + C_1 \sum_{j \in G_{te}} \ell (\rho_k - A_{d'}[j, :] \alpha - B_{\alpha}[\cdot, j] \top d) + C_2 \|d\|_1, \\
\text{s.t.} & \quad \frac{1}{n_k} \sum_{i \in G_k} \ell (A_{d'}[i, :] \alpha + B_{\alpha}[\cdot, i] \top d - \rho_k) \leq \gamma, \quad 0 \preceq d \preceq 1.
\end{aligned}$$

(10)
The above optimization is convex with respect to \( \mathbf{d} \). The pseudocode of our method is outlined in Algorithm 1 (see the Appendix A.1).

After we have obtained the decision function \( \hat{f}_k(\mathbf{d} \circ \cdot) \) for \( k \in [K] \) from Algorithm 1, a set-valued classifier can be constructed as \( \hat{\phi}(\mathbf{x}) = \{ k \in [K] : \hat{f}_k(\mathbf{d} \circ \mathbf{x}) \geq 0 \} \). If \( \hat{f}_k(\mathbf{d} \circ \mathbf{x}) < 0 \) for all \( k \in [K] \) for some \( \mathbf{x} \), then \( \mathbf{x} \) is detected as an outlier.

4 Statistical learning theory

In this section, we study the theoretical properties of our proposed classifier. We will focus on the kernel learning setting. Without loss of generality, we consider the decision function for class 1. For simplicity, we abuse the notation slightly by letting \( f(\mathbf{x}) = f_1(\mathbf{d} \circ \mathbf{x}) \), omitting the weight \( \mathbf{d} \).

Let \( f \) be an element from the hypothesis space defined as \( \mathcal{F}_{s,s'} = \{ f : f(\mathbf{x}) = g(\mathbf{x}) - \rho, \ g \in \mathcal{H}_{K_d}, \ J(f) \leq s^2, \ ||\mathbf{d}||_1 \leq s', \ 0 \preceq \mathbf{d} \preceq 1 \} \). Let a subspace that contains decision functions with bounded class 1 misclassification error to be \( \mathcal{F}_{s,s'}^+(\gamma) = \{ f \in \mathcal{F}_{s,s'} : \mathbb{E}_Q[\ell(f(\mathbf{X})) | Y = 1] \leq \gamma \} \), and let its empirical counterpart to be \( \hat{\mathcal{F}}_{s,s'}^+(\gamma) = \{ f \in \mathcal{F}_{s,s'} : \frac{1}{n_1} \sum_{i \in G_1} \ell(f(\mathbf{x}_i)) \leq \gamma \} \). We consider an optimization problem equivalent to that of (8) by moving the penalties \( J(f) \) and \( ||\mathbf{d}||_1 \) to the constraints. Specifically, we consider

\[
\text{argmin}_{f \in \hat{\mathcal{F}}_{s,s'}^+(\gamma)} \frac{1}{m} \sum_{j \in G_1} \ell(-f(\mathbf{x}_j)). \tag{11}
\]

Denote \( \mathbb{P}(f(\mathbf{X}) \geq 0 | Y = 1) \) and \( \mathbb{E}[\ell(f(\mathbf{X})) | Y = 1] \) as the risk functions of class 1 data under the 0-1 loss and the \( \ell \) loss, respectively. Theorem 1 shows one can bound the former by controlling the empirical counterpart of the latter.

**Theorem 1.** Assume \( \kappa = \sup_{\mathbf{x} \in \mathcal{X}} \sqrt{||K_d(\mathbf{x}, \mathbf{x})||} \), and the loss function \( \ell \) in (11) has a sub-derivative bounded by \( c := \sup_{\mathbf{x} \in \mathcal{X}} |\ell'(\mathbf{x})| \). Let \( \hat{f} \) be a solution to (11). With
probability $1 - \zeta$ over the training sample (incl. $G_1$ and $G_{te}$), we have

$$
\mathbb{E}_Q \left[ \ell(\hat{f}(X)) \mid Y = 1 \right] \leq \frac{1}{n_1} \sum_{i \in G_1} \ell(\hat{f}(x_i)) + \frac{r(\zeta)}{\sqrt{n_1}},
$$

(12)

where $\{(x_i, y_i)\}_{i=1}^{n_1}$ are sampled from $\mathbb{P}_Q[\cdot \mid Y = 1]$, and $r(\zeta) = (\sqrt{2s} + 2)ck \cdot \left(2 + 3\sqrt{2 \log \frac{n}{\zeta}}\right)$.

For the Gaussian kernel, $\kappa = 1$. Theorem 1 applies to any convex loss function $\ell$ bounded from below by the 0-1 loss with a Lipschitz constant $c$ satisfying $|\ell(u_1) - \ell(u_2)| \leq c|u_1 - u_2|$ for any $u_1$ and $u_2$. In particular, $c = 1$ for the hinge loss, the Huberized squared hinge loss, and the logistic loss; the exponential loss has a Lipschitz constant only when the input space is bounded.

Bounding the empirical $\ell$-risk $\frac{1}{n_1} \sum_{i=1}^{n_1} \ell(\hat{f}(x_i))$ by $\gamma$ may still lead to $\mathbb{E}_Q[\ell(\hat{f}(X)) \mid Y = 1]$ exceeding $\gamma$. Hence, to better control the true misclassification rate, one can strengthen the constraint by bounding $\frac{1}{n_1} \sum_{i=1}^{n_1} \ell(\hat{f}(x_i))$ by $\gamma - \varepsilon$ with $\varepsilon = r(\zeta)/\sqrt{n_1}$.

Let the $\ell$-ambiguity be $\mathcal{R}_\ell(f) := \mathbb{E}_Q[\ell(-f(X))]$. Theorem 2 shows how do the sample size and hypothesis space affect the convergence of the estimation error $\mathcal{R}_\ell(\hat{f}) - \inf_{f \in \mathcal{F}_{s,s'}(\gamma)} \mathcal{R}_\ell(f)$.

**Theorem 2.** Under the assumption in Theorem 1 with Huberized squared hinge loss, let

$$
\hat{f} = \arg\min_{f \in \hat{F}_{s,s'}(\gamma - \varepsilon)} \frac{1}{m} \sum_{j \in G_{te}} \ell(-f(x_j)).
$$

With probability $1 - 2\zeta$, we have

(1) $\mathbb{E}_Q \left[ \ell(\hat{f}(X)) \mid Y = 1 \right] \leq \gamma$, and (2) $\mathcal{R}_\ell(\hat{f}) - \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma)} \mathcal{R}_\ell(f) \leq \frac{2r(\zeta)}{\sqrt{m}} + \frac{(4 + \delta)r(\zeta)}{\sqrt{n_1}\gamma - 2r(\zeta)}$.

In order to ensure an estimation $\hat{f} \in \mathcal{F}_{s,s'}^+(\gamma)$, by Theorem 1, we restrict the hypothesis space as $\hat{F}_{s,s'}^+(\gamma - \varepsilon)$. In this setting, the estimation error converges at a rate of $O\left(\frac{1}{\sqrt{m}} + \frac{1}{\sqrt{n_1}}\right)$. This indicates it is possible for the empirical $\ell$-ambiguity to
converge to its minimum in a given hypothesis space using our method. Note that Theorem 2 also applies to the hinge loss (where $\delta = 0$).

Proposition 3 allows to bound the excess ambiguity by the excess $\ell$-ambiguity.

**Proposition 3.** *(Rigollet and Tong, 2011)* Let $\mathcal{R}(\cdot)$ and $\mathcal{R}^+(\cdot)$ be defined using the 0-1 loss as in (3). Given any function $\tilde{f}$, the following inequality holds

$$\mathcal{R}(\tilde{f}) - \inf_{\mathcal{R}^+(f) \leq \gamma} \mathcal{R}(f) \leq \mathcal{R}_\ell(\tilde{f}) - \inf_{\mathcal{R}^+(f) \leq \gamma} \mathcal{R}_\ell(f).$$

Proposition 3 shows that we can control the excess ambiguity by controlling the excess $\ell$-ambiguity using a good estimate $\hat{f}$.

Let $d^* = (d^*_t)$ be the weight in $f^* \in \arg\inf_{f \in \mathcal{R}^{+}_\ell(\gamma)} \mathcal{R}_\ell(f)$. The important and unimportant features are referred as those $x_{i,t}$ with $d^*_t > 0$ and $d^*_t = 0$, respectively.

**Theorem 4.** Consider the hypothesis space as a Gaussian kernel RKHS and the input space $\mathcal{X}$ is bounded. Let a Lipschitz continuous loss function $\ell(u)$ be differentiable, and $\hat{d} = (\hat{d}_t)$ be the solution to (11). Assume $f^*$ has a sparse representation in the RKHS, and $\frac{\partial \mathbb{E}_{Q}[\ell(-f^*(X))]}{\partial d_t} \bigg|_{d_t=0, d_t'=d^*_t, \forall t' \neq t}$ are negative and non-negative for those important and unimportant features $x_{i,t}$, respectively, then

$$\mathbb{P}\left[\text{sign}(\hat{d}_t) = \text{sign}(d^*_t)\right] \rightarrow 1, \ t \in [p].$$

Under the assumption for the partial derivatives, the optimization procedure in (11) will lead to a solution where the weight $\hat{d}_t > 0$ for important features and $= 0$ for unimportant features, respectively, for a large enough sample. Similar assumptions were used in Fan and Peng (2004) and Fan and Lv (2010).
5 Numerical studies

For the GPS methods, we use cvxopt or scipy in Python to solve the convex optimization problems involved. For competing methods like kernel density estimation (KDE) (Hechtlinger et al., 2018), OCSVM (Schölkopf et al., 2000) and BSVM (Steinwart et al., 2005; du Plessis et al., 2014, 2015), we use their implementations in the scikit-learn library. For the BCOPS-RF method (Guan and Tibshirani, 2019) involving Random Forest, we implemented it based on the ensemble.RandomForestClassifier function in the scikit-learn library. We report the coverage rate \( |j \in \mathcal{G}_{te}: Y_j = k \& Y_j \in \phi(x_j)| / |j \in \mathcal{G}_{te}: Y_j = k| \), the average cardinality of the decision rule \( \frac{1}{m} \sum_{j \in \mathcal{G}_{te}} |\phi(x_j)| \), the average (conditional) cardinality given non-outliers \( \sum_{j \in \mathcal{G}_{te}} (|\phi(x_j)| \cdot 1\{Y_j \neq \text{Outlier}\})/ \sum_{j \in \mathcal{G}_{te}} 1\{Y_j \neq \text{Outlier}\} \), and the outlier detection rate \( \sum_{j \in \mathcal{G}_{te}} 1\{Y_j = \text{Outlier} \& |\phi(x_j)| = 0\} / \sum_{j \in \mathcal{G}_{te}} 1\{Y_j = \text{Outlier}\} \).

We report the average of these metrics after 200 replications on another subset of the test data not used in model training.

Figure 1: Example 1 and results of GPS classification. Left panel: The scatter plot for the first two dimensions. Colored contours are boundaries of acceptance regions for each of the four classes with \( \gamma = 5\% \). Middle panel: The scatter plot of the first two principle components for the test data. Right Panel: Same as the middle panel with the color of the circles indicating the predicted set of classes. The radius of the circles differ for different classes to allow the visualization of those points which are classified into multiple classes. Points whose true labels are not contained in the prediction set are labeled as black crosses. Points with empty prediction sets are marked as brown, that is, the outlier class.
5.1 Simulations

Example 1: We first generate data points from the outlier class which is a mixture of four uniform distributions (with equal weights) on four rectangle regions as shown in the left panel of Figure 1 (see the Appendix A.4). Then we generate data from four multivariate normal classes \((k = 1, \ldots, 4)\) where \(X \mid Y = k \sim \mathcal{N}(\mu_k, \Sigma_k), \mu_k = r_k(\cos \theta_k, \sin \theta_k)^\top, r_k \sim \text{Uniform}(0, 6), \theta_k \sim \text{Uniform}(0, 2\pi)\) and \(\Sigma_k^{1/2} = \text{diag}(\sigma_k, \sigma_k) + \varepsilon_k\), where \(\sigma_k \sim \text{Uniform}(0.8, 1.2)\) and \(\varepsilon_k \sim \text{Uniform}(-0.5, 0.5)\). After generating the above two-dimensional data, we augment them with eight independent noise variables which are normal distributed with mean 0 and standard deviation 0.1.

In Figure 1, the set-valued classifier is constructed based on first two dimensional data in left panel. The contours display the boundaries of acceptance regions for 4 classes. We can see the outlier class is successfully ruled out from those acceptance regions. For the middle panel, we project all dimensions onto the first two principle components and distinguish them by their corresponding true labels. Then predictions and detections returned by GPS are visualized by circles with different radius.

Table 1: Average performance metrics for Example 1

|       | KDE       | OCSVM     | BSVM      | BCOPS-RF  | GPS       | GPSKFS    |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| Class 1 | 0.963432 (0.001161) | 0.964854 (0.000852) | 0.962592 (0.001013) | 0.9601 (0.000926) | 0.959798 (0.001155) | 0.954419 (0.001283) |
| Class 2 | 0.95531 (0.001139) | 0.954323 (0.001054) | 0.966999 (0.000874) | 0.966385 (0.000941) | 0.957702 (0.000931) | 0.953851 |
| Cvg. rate | 0.95395 (0.001079) | 0.963451 (0.000816) | 0.960052 (0.000874) | 0.95673 (0.000941) | 0.959188 (0.000931) | 0.954885 |
| Class 3 | 0.952608 (0.001166) | 0.961199 (0.000866) | 0.961176 (0.001049) | 0.962935 (0.001001) | 0.956328 (0.001053) | 0.952011 (0.001275) |
| Class 4 | 1.229944 (0.002731) | 1.180821 (0.002715) | 1.024036 (0.006351) | 1.072269 (0.003577) | 0.97462 (0.001868) | 0.967706 |

|       | Card. 1.229944 (0.002731) | Card. 1.180821 (0.002715) | Card. 1.024036 (0.006351) | Card. 1.072269 (0.003577) | Card. 0.97462 (0.001868) | Card. 0.967706 |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| Cond. Card. | 1.620047 (0.003604) | 1.562107 (0.003602) | 1.334975 (0.005168) | 1.341478 (0.002621) | 1.288988 (0.002285) | 1.277959 |
| Detection rate | 0.976643 (0.001415) | 0.998787 (0.000234) | 0.938637 (0.010971) | 0.767202 (0.008296) | 0.998224 (0.000381) | 0.991713 (0.003438) |
in the right panel. Circles centering at the same observation but with different radius show that the cardinality of prediction set for that observation is more than 1. This means those observations are similar to others and are difficult to be confidently assigned by a single label. The black crosses denote those observations incorrectly detected as outliers or classified as other 3 classes. From the right panel, we can see that this type of decisions are more likely to appear on the tail of class distributions.

We set significance level $\gamma = 5\%$ in this simulation. Table 1 shows that all methods can control the coverage rate to be at least 95% for all classes on average. From the last three rows, we see that the proposed GPS and GPSKFS discover the outlier data with more than 99% probability, being on par with OCSVM and outperforming all other methods. Moreover, the average cardinality and the average conditional cardinality of the prediction sets returned by GPS and GPSKFS are the smallest among all methods.

**Example 2:** This example is similar to Example 3 in Wang and Qiao (2018). We first generate radius-angle pairs $(R, \theta)$, where $\theta \sim \text{Uniform}(0, 2\pi)$. $R \mid Y = 1 \sim \text{Uniform}(0, 5)$, $R \mid Y = 2 \sim \text{Uniform}(4, 9)$ and $R \mid Y = 3 \sim \text{Uniform}(8, 13)$. For the outlier class in the test data, $R \mid \text{outlier} \sim \text{Uniform}(15, 20)$. Then we define a 2-dimensional data vector $(R \cdot \cos \theta, R \cdot \sin \theta)$. Finally, we add 98 independent normal noise variables with mean 0 and standard deviation 1.

Similar to the data visualization in Example 1, we display the boundaries of the acceptance regions for Example 2 in the left panel of Figure 2. We show the first two principal components for the test data, with the true labels in the middle panel and with the predicted label sets in the right panel.

For this example, we set the significance level $\gamma = 1\%$. Table 2 shows that almost all methods can control the coverage rate to be close to 99% for all classes on average. The last three rows show the efficiency and outlier detection performance of these methods. Both GPS and GPSKFS have significantly smaller cardinalities (although
Figure 2: Example 2 and results of GPS classification. Left panel: The scatter plot for the first two dimensions. Colored contours are boundaries of acceptance regions for each of the four classes with $\gamma = 1\%$. Middle panel: The scatter plot of the first two principal components for the test data. Right Panel: Same as the middle panel with the color of the circles indicating the predicted set of classes. The radius of the circles differ for different classes to allow the visualization of those points which are classified into multiple classes. Points whose true labels are not contained in the prediction set are labeled as black crosses. Points with empty prediction sets are marked as blue, the outlier class.

Table 2: Average performance metrics for Example 2

|                  | KDE        | OCSVM      | BSVM       | BCOPS-RF   | GPS        | GPSKFS      |
|------------------|------------|------------|------------|------------|------------|-------------|
| Class 1          | 0.987115   | 0.976428   | 0.989296   | 0.986973   | 0.981963   | 0.979427    |
|                  | (0.000807) | (0.000959) | (0.000858) | (9e-04)    | (0.000926) | (0.000936)  |
| Cvg. rate Class 2| 0.990974   | 0.993547   | 0.992637   | 0.994336   | 0.992854   | 0.994052    |
|                  | (0.000561) | (0.000353) | (0.000573) | (0.000562) | (0.000419) | (0.000551)  |
| Class 3          | 0.988943   | 0.988907   | 0.987811   | 0.993519   | 0.983814   | 0.989801    |
|                  | (0.000668) | (0.000546) | (0.000774) | (0.000533) | (0.000703) | (0.00061)   |
| Card.            | 1.742601   | 1.080905   | 1.163262   | 1.794714   | 1.042262   | 0.623107    |
|                  | (0.003386) | (0.002137) | (0.00892)  | (0.011305) | (0.002198) | (0.001649)  |
| Cond. Cardi.     | 2.654633   | 2.274483   | 2.271912   | 2.483697   | 2.179741   | 1.31847     |
|                  | (0.002671) | (0.002598) | (0.006102) | (0.007604) | (0.002661) | (0.002458)  |
| Detection rate   | 0.333359   | 0.988376   | 0.832284   | 0.263899   | 0.976481   | 1           |
|                  | (0.002913) | (0.00045)  | (0.018087) | (0.00695)  | (0.001266) | (0)         |

GPS has a slightly smaller detection rate than OCSVM) compared to all other methods, while at the same time, GPSKFS has the striking outlier detection rate. The
Figure 3: Scree plot for different methods in terms of cardinalities and outlier detection rate with different non-coverage rates. The top and bottom panels are for Example 1 and Example 2, respectively.

GPSKFS significantly improves the performance of the regular GPS method.

Note that one should not evaluate rows in Table 1 and Table 2 separately as there exist trade-offs among non-coverage rate, the average cardinality, and the outlier detection rate, further demonstrated in Figure 3 (Example 1 in the top panel and Example 2 in the bottom). In the two left panels, with increasing non-coverage rates, the average cardinality and the average of conditional cardinality both decrease since the acceptance regions are becoming smaller. Shrinking acceptance regions also allow outlying points to be detected more easily, shown in the right panel. Figure 3 provides a way to choose the non-coverage rate $\gamma$ based on the data. For example, in Example 1, if one cares about the efficiency and the accuracy, then one can identify an elbow.
in the first two plots (such as $\gamma = 0.01$ or 0.02) which corresponds to $\gamma$ with low cardinality and reasonably low $\gamma$. One should also refer to the third plot to see if the outlier detection performance is acceptable. In Example 2, GPSKFS with a small $\gamma$ such as 0.01 would be sufficient to obtain an efficient and accurate classifier with a very high outlier detection rate. In practice, one can use a tuning data set or cross-validation to produce these plots.

5.2 Real data analysis

Zipcode: The first real example we consider is a hand-written zipcode dataset which consists of training data with 7291 observations and 256 features as well as test data with 2007 points. We first merge them together and treat labels 0, 6, 8, 9 as the normal classes and the remaining labels as the outlier. To generate our training data, we randomly sample from each of the normal classes with subsample sizes 550, 580, 495, and 574, respectively. The remaining data points from the normal classes, and

| Table 3: Average performance metrics for Zipcode data |
|-------------------|-------------------|-------------------|-------------------|-------------------|
|                  | KDE              | OCSVM             | BSVM              | BCOPS-RF          | GPS               | GPSKFS            |
| Class 1          | 0.991117 (0.000361) | 0.990761 (0.000319) | 0.993457 (0.000357) | 0.995633 (0.000257) | 0.990907 (0.000376) | 0.986328 (0.000393) |
| Cvg. rate Class 2 | 0.991915 (0.000543) | 0.989583 (0.000436) | 0.990241 (0.000481) | 0.986156 (0.000518) | 0.987301 (0.000552) | 0.982399 (0.000588) |
| Class 3          | 0.987302 (0.000664) | 0.982153 (0.000782) | 0.985098 (0.000698) | 0.984648 (0.000788) | 0.981102 (0.000833) | 0.969517 (0.000833) |
| Class 4          | 0.994114 (0.000258) | 0.99707 (0.000222)  | 0.992739 (0.000312) | 0.992456 (0.000366) | 0.990116 (0.000502) | 0.985439 (0.000515) |
| Card.            | 2.71731 (0.01002)  | 2.332223 (0.016826) | 0.682202 (0.012149) | 0.899256 (0.0103)  | 0.621457 (0.009297) | 0.520096 (0.005579) |
| Cond. Card.      | 2.694657 (0.010393) | 2.41925 (0.014163)  | 1.368261 (0.013598) | 1.473345 (0.009692) | 1.262108 (0.00936)  | 1.14894 (0.005256)  |
| Detection rate   | 0.032493 (0.000744) | 0.082452 (0.0002549) | 0.628362 (0.007725) | 0.469479 (0.005752) | 0.646673 (0.007275) | 0.716897 (0.004804) |
all points in the outlier class, will form the test data. Following Wang and Qiao (2018), we set the non-coverage probability as $\gamma = 0.01$ in this example.

**Phoneme (Speech Recognition):** This dataset with 4509 data observations and 256 features is formed by selecting five phonemes for classification based on digitized speech. The phonemes are transcribed as follows: “sh” as in “she”, “dcl” as in “dark”, “iy” as the vowel in “she”, “aa” as the vowel in “dark”, and “ao” as the first vowel in “water”. We treat class “sh” as the outlier in test data and sample the other four classes with size around 500 for training data. Here the non-coverage probability is also specified as 0.01 for each class.

|                | KDE      | OCSVM    | BSVM     | BCOPS-RF | GPS      | GPSKFS    |
|----------------|----------|----------|----------|----------|----------|----------|
| Class 1        | 0.980271 | 0.975932 | 0.992586 | 0.990774 | 0.975624 | 0.98067  |
| (0.000719)     | (0.000529) | (0.000548) | (0.000483) | (0.000866) | (0.000907) |
| Cvg. rate      |          |          |          |          |          |          |
| Class 2        | 0.995219 | 0.996666 | 0.99183  | 0.992273 | 0.989256 | 0.983437 |
| (0.000397)     | (0.000183) | (0.000439) | (0.000398) | (0.000509) | (0.000601) |
| Class 3        | 0.99362  | 0.988917 | 0.990333 | 0.993262 | 0.988117 | 0.983034 |
| (0.000452)     | (0.000329) | (0.000538) | (0.000521) | (0.000622) | (0.000666) |
| Class 4        | 0.990006 | 0.995385 | 0.994372 | 0.993214 | 0.993802 | 0.985954 |
| (0.000504)     | (0.000329) | (0.000394) | (0.000363) | (0.000411) | (0.000633) |
| Card.          |          |          |          |          |          |          |
| Cond. Card.    | 1.910706 | 1.4308   | 1.063633 | 1.289214 | 0.935682 | 0.914176 |
| (0.005553)     | (0.006762) | (0.014423) | (0.016904) | (0.003749) | (0.005313) |
| Detection rate | 0.250608 | 0.530173 | 0.881095 | 0.684472 | 0.981983 | 0.957807 |
| (0.004657)     | (0.006858) | (0.014379) | (0.017594) | (0.001574) | (0.009124) |

Table 3 and Table 4 display average performances over 200 replications for the Zipcode and Phoneme data, respectively. From these two tables, we see that the average class-specific coverage rate is close to the desired value. We see KDE and OCSVM not only have the worst outlier detection performance but also return prediction sets with much ambiguity (large cardinality). Additionally, our proposed
GPS methods significantly outperform all other methods. GPSKFS returns smaller prediction sets than GPS. In Table 4, the outlier detection rate from GPSKFS (with feature selection) is smaller than GPS on average, which is due to the extreme outlier rejection performance on several runs (see boxplots with cardinality = 0 in the right panel of Figure 4). In general, margin-based classifiers (OCSVM, BSVM, GPS, GPSKFS) outperform the plug-in methods (KDE, BCOPS-RF).

In Figure 4, we visualize the distributions of the different observed cardinalities returned by different models in the test data (not used in the training) for both real examples. Observations with zero cardinality are deemed outliers. The larger the cardinality is, the less informative the prediction set is. Generally, we can see KDE and OCSVM have a tendency to return larger and hence less informative prediction sets. In contrast, BSVM, GPS, and GPSKFS produce very few large prediction sets.

In summary, while we do not expect a single method to outperform all other methods in all metrics and situations, we have seen satisfactory results from the GPS methods.
6 Conclusion

Motivated by the necessity of set-valued predictions with low ambiguity and an outlier detection capacity in critical domains (e.g. in public health), we propose the GPS methods to conduct set-valued multicategory classification with many classes. Our proposed methods are capable of detecting novel classes in the test data that have not appeared in the training data. The GPS methods have a feature selection property in the kernel learning context. We make use of the “divide-and-conquer” strategy to break down a large-scale problem into many sub-problems, involving only two classes of data, namely an existing class $k$ and the subset of test data which may include a novel class. Because all the sub-problems can be solved in an embarrassingly parallel way, the computational time can be greatly reduced compared to solving a large-scale optimization problem involving all classes.

Instead of using the plug-in methods (e.g. KDE, BCOPS-RF), we solve each sub-problem by directly estimating the acceptance region through a constrained optimization problem. This has led to good generalization performance shown in our numerical studies. The Kernel Feature Selection mechanism can allow the proposed set-valued classifier to have better performance in terms of efficiency and outlier detection for high-dimensional data. Both theoretical and numerical studies demonstrate the usefulness of the proposed methods.

A possible future research direction is to develop methods without the need of test data. This may be done by learning an initial acceptance region for class $k$, and then improving it using data not from class $k$. Instead of the usage of test sub-sample in our proposed method, there are other works using auxiliary data (Hendrycks et al., 2018; Neal et al., 2018), e.g. outlier exposure data or generating synthetic data. However, we may fail to guarantee the key metric ambiguity in set-valued classification if using the aforementioned auxiliary data, although we have improved detection rate and controlled class-specific accuracy. Another interesting problem is
to generalize our methods to online learning (Kivinen et al., 2001; Lu et al., 2016; Zhang and Liao, 2019).
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A Numerical study details

A.1 Algorithm outline

Algorithm 1 Optimization with Weighted Kernel Feature Selection

Require: Initialize \((\alpha^{(0)}, \rho_k^{(0)}) = 0, d^{(0)} = 1\)

1: while \((\alpha^{(t)}, \rho_k^{(t)}, d^{(t)})\) not convergent do
2: \((\alpha^{(t)}, \rho_k^{(t)})\) = minimizer of problem (9) when fixing \(d = d^{(t)}\)
3: while \(d^{CV}\) not convergent do
4: \(d^{CV}\) = minimizer of problem (10) when fixing \((\alpha, \rho_k) = (\alpha^{(t-1)}, \rho_k^{(t-1)})\)
5: Compute a descent direction \(\Delta d = d^{CV} - d^{(t-1)}\). Conduct a line search to find \(\nu\) such that \(d^{(t-1)} + \nu \Delta d\) decreasing the objective function in problem (9) when fixing \((\alpha, \rho_k) = (\alpha^{(t-1)}, \rho_k^{(t-1)})\)
6: \(d^{(t-1)} = d^{(t-1)} + \nu \Delta d\)
7: \(d^{(t)} = d^{CV}\)
8: return \((\alpha^{(t)}, \rho_k^{(t)}, d^{(t)})\), and \(\hat{f}_k(d \circ \cdot)\)

A.2 Loss functions

Proposition 5 shows that we can obtain a local minimum of the objective in each iteration using Algorithm 1 under a certain loss function.

Proposition 5 (Proposition 1 in Allen (2013)). If the convex loss function in (9) and (10) is continuously differentiable with respect to \((\alpha, \rho_k)\), the kernel function is convex or concave and is continuously differentiable with respect to \(d\), then the solution obtained from Algorithm 1 converges to a local minimizer.

The hinge loss is not continuously differentiable as required by Proposition 5. One may substitute the hinge loss with a differentiable loss function such as the logistic loss, the squared hinge loss, or the Huberized squared hinge loss (Rosset and
Zhu, 2007):

\[ \ell(u) = \begin{cases} 
1 - u, & u \leq 1 - \delta \\
\frac{(1-u+\delta)^2}{4\delta}, & 1 - \delta < u \leq 1 + \delta \\
0, & u > 1 + \delta 
\end{cases} \]  

The parameter \( \delta \) here is specified by the user. From Figure 5 we see that the Huberized squared hinge loss approximates the hinge loss with small \( \delta \). In this paper we use the Huberized hinge loss with \( \delta = 0.1 \) to replace the hinge loss for kernel learning in order to improve the performance.

![Figure 5: 0-1 loss, hinge loss, and two Huberized loss functions.](image)

**A.3 Implementation details**

To choose the tuning parameters, the candidate hyper-parameters \( C_1, C_2 \) in GPSKFS is searched from grid \( \{1, 2, 3\} \) and \( 10^\{\pm1, \pm0.75, \pm0.5, \pm0.25, 0\} \), respectively. The hyper-parameter \( C \) in GPS is searched from the grid \( 10^\{\pm2, \pm1.5, \pm1, \pm0.5, 0\} \). For the \( \sigma \) parameter in the Gaussian kernel \( \exp(-\|x - x'\|^2/\sigma^2) \), we choose it from the \( \{25, 37.5, 50, 62.5, 75\} \)-th percentiles of all the pairwise weighted Euclidean distances over the training sample \( \|d \circ (x - x')\|_2 \), where \( d \) is the current estimated weight vector which can itself evolve in the iterations. For the KDE method, the bandwidth
is searched from a grid \( \{ \tilde{\sigma}(1), \tilde{\sigma}(1) + \frac{\hat{\sigma}_{(p)} - \hat{\sigma}_{(1)}}{p-1}, \ldots, \hat{\sigma}_{(p)} \} \times \left( \frac{4}{(p+2)n} \right)^{1/(p+4)} \) based on Silverman’s rule-of-thumb bandwidth estimator (Silverman, 2018), where \( \hat{\sigma}_{(1)} \) and \( \hat{\sigma}_{(p)} \) are the minimum and maximum standard deviation among all columns of data. We search parameter \( \sigma \) in the Gaussian kernel for both OCSVM and BSVM in the same way as in GPS. For BSVM, the parameter \( C \) is searched from the same grid as the one for \( C_1 \) in GPS. The parameter \( \nu \) in OCSVM is the upper bound of the overall proportion of points outside of any acceptance region, and hence is set as \( \gamma \), which is its class-specific counterpart in our paper. For BCOPS-RF, the maximum depth of the tree is searched from \{10, 20, \ldots, 90, 100\}. Minimum samples to split an internal node, minimum samples at a leaf node, and the number of trees are searched from \{2, 5, 10\}, \{2, 4, 6\}, and \{50, 150, 200\}, respectively. All parameters are determined such that the cardinality of the prediction set is minimized on the calibration data.

To conduct a fair comparison, we use the conformal inference framework for all classifiers. In particular, we make use of the split-conformal method (Lei et al., 2013; Lei, 2014; Lei et al., 2015), which does not incur much extra computation burden. For example, for the GPSKFS method, we take \( \hat{f}_k(d \circ x) \) as the conformal score function. Given any class \( k \), we randomly split the original training sample from class \( k \) with the test data (or its subset) into the training part and the calibration part. We use the first part to train the classifier and the second part to do the calibration and select tuning parameters. The threshold \( \hat{\tau}_k \) is determined based on pre-specified significance level \( \gamma \), where \( \hat{\tau}_k \) is taken as \((\gamma \times 100)\)-th percentile of the scores among the calibration data. Finally, the prediction set for a given \( x \) is \( \{ k \in [K] : \hat{f}_k(d \circ x) \geq \hat{\tau}_k \} \). Likewise, an outlier is detected when \( \hat{f}_k(d \circ x) < \hat{\tau}_k \) for all \( k \in [K] \). This improvement is applied to all competing methods with the conformal score function chosen appropriately for each method.

**Proposition 6.** Let \( \hat{\phi} \) be a prediction set induced by \( \hat{f}_k(d \circ \cdot) \), \( k \in [K] \) learned from a model under sample-splitting approach and \((X, Y)\) be an independent new instance,
then
\[ \mathbb{P}[Y \notin \hat{\phi}(X) \mid Y = k] \leq \gamma, \quad k \in [K] \]
for any distribution.

The proof of this proposition can be found in Lei et al. (2015). It theoretically guarantees accuracy as long as class-conditional distributions are preserved between training and test data, which is fulfilled by Assumption 1.

A.4 Simulation data

![Simulation data](image)

Figure 6: Distributions of performance metrics for Example 1: box plots of the coverage rate in the top panel, and histograms of the cardinality, the conditional cardinality, and the outlier detection rate in the bottom panel.

We also show distributions of the coverage rate in our simulation using box plots in the top panel of Figure 6. The bottom panel of Figure 6 shows the histograms of
these metrics in our simulation, which further confirm the high efficiency and high outlier detection of our proposed methods.

Figure 7: Distributions of performance metrics for Example 2: box plots of the coverage rate in the top panel, and histograms of cardinality, conditional cardinality, and outlier detection rate in the bottom panel.

Figure 7 gives more clear detail on performances, in which box plots of the coverage rates are displayed. From the bottom panel, we can see that the detection rate of plug-in methods (KDE and BCOPS-RF) has a scattered distribution. The prediction set cardinalities for GPSKFS are the smallest and the detection rate concentrates at 100%. This observation demonstrates the effectiveness of feature selection.
B Proofs

Proof of Proposition 5:

Proof. The loss function is always bounded below; to prove that it converges to a stationary point, it suffices to prove the Algorithm decreases in each step. Denote the original objective function in Problem (9) as \( \Psi(\alpha, \rho_k, d) \). It is easy to conclude \( \Psi(\alpha(t), \rho_k(t), d(t-1)) \leq \Psi(\alpha(t-1), \rho_k(t-1), d(t-1)) \) because updating for \((\alpha, \rho_k)\) when fixing \(d(t-1)\) is a convex optimization problem. Thus, it suffices to verify \( \Psi(\alpha(t-1), \rho_k(t-1), d(t)) \leq \Psi(\alpha(t-1), \rho_k(t-1), d(t-1)) \) when fixing \((\alpha(t-1), \rho_k(t-1))\) and updating for \(d\). We only focus on the case where \( \frac{\partial \Psi}{\partial d} \neq 0 \) at \((\alpha(t-1), \rho_k(t-1), d(t-1))\); otherwise we already arrive at a stationary point.

First of all, define

\[
G(d) = [g_{i,j}(d)]_{i,j} = \begin{bmatrix} K_d & e_1^\top d \\ \vdots & \ddots \\ e_p^\top d \end{bmatrix} \quad \text{and} \quad \tilde{\alpha} = \begin{bmatrix} \frac{1}{\sqrt{2}} \alpha \\ \sqrt{C_2} 1_p \end{bmatrix},
\]

where \( K_d \) is a \((n+m) \times (n+m)\) kernel matrix, \( e_l \) is a column vector with \( l \)-th element 1 but 0 elsewhere, and \( 1_p \) is a \( p \)-dimensional column vector with all 1’s. Given the above notations, the scalar \( K_d[j,:) \alpha \) for some \( j \) can be written as \( \sum_i \tilde{\beta}_i g_{i,j}(d) \) for some \( \tilde{\beta}_i \)'s. Then when fixing \((\alpha^{(t-1)}, \rho_k^{(t-1)})\), we write the original objective function as a function of \( d \) only:

\[
\Psi(d) = C_1 \sum_j \ell(\rho_k^{(t-1)}) - \sum_i \tilde{\beta}_i g_{i,j}(d)) + \sum_i \sum_j \tilde{\alpha}_i \tilde{\alpha}_j g_{i,j}(d).
\]

Since \( C_1 > 0 \) and \( \ell(\cdot) \) is convex, the objective function is still convex with respect to \( g_{i,j}(d) \). Without loss of generality and for the simplicity of notation, we can consider minimizing an objective function \( \Psi(d) = h(g(d)) \), where \( h(\cdot) \) is a continuously dif-
ferentiable and convex function, and $g(d)$ is continuously differentiable and convex or concave with respect to $d$ (because of the assumption for kernel functions and the property of $e_i^\top d$). Moreover, denote $\tilde{\Psi}_{d(t-1)}(d) = h(g(d(t-1)) + \nabla g(d(t-1))\top (d - d^{(t-1)}))$ as the approximated objective function where we linearize the kernel function at $d^{(t-1)}$ to obtain a convex optimization Problem (10). For this sub-optimization problem, we always have $\tilde{\Psi}_{d(t-1)}(d^{(t)}) \leq \tilde{\Psi}_{d(t-1)}(d^{(t-1)})$.

Now we only need to verify $\Psi(d^{(t)}) \leq \Psi(d^{(t-1)})$ for those cases (Allen, 2013): (1) $h(\cdot)$ is deceasing or increasing when $g(\cdot)$ is convex, and (2) $h(\cdot)$ is deceasing or increasing when $g(\cdot)$ is concave.

When $g(\cdot)$ is convex, we have $g(d) \geq g(d^{(t-1)}) + \nabla g(d^{(t-1)})\top (d - d^{(t-1)})$. If $h(\cdot)$ is decreasing, then we have

$$h(g(d)) \leq h(g(d^{(t-1)}) + \nabla g(d^{(t-1)})\top (d - d^{(t-1)}))$$

$$\Rightarrow h(g(d^{(t)})) \leq h(g(d^{(t-1)}) + \nabla g(d^{(t-1)})\top (d^{(t)} - d^{(t-1)}))$$

$$\Rightarrow \Psi(d^{(t)}) \leq \tilde{\Psi}_{d^{(t-1)}}(d^{(t)}) \leq \tilde{\Psi}_{d^{(t-1)}}(d^{(t-1)}) = \Psi(d^{(t-1)})$$

which implies the original objective function decreases at this step although the solution $d^{(t)}$ is obtained by solving Problem (10).

On the other hand, for any $0 \leq a \leq 1$, the convexity of $g$ yields

$$g(ad + (1-a)d^{(t-1)}) \leq ag(d) + (1-a)g(d^{(t-1)})$$

If $h(\cdot)$ is increasing and convex, then we have

$$\Psi(ad + (1-a)d^{(t-1)}) = h(g(ad + (1-a)d^{(t-1)})) \leq h(ag(d) + (1-a)g(d^{(t-1)}))$$

$$\leq ah(g(d)) + (1-a)h(g(d^{(t-1)}))$$

$$= a\Psi(d) + (1-a)\Psi(d^{(t-1)})$$

which implies $\Psi(d)$ is convex at the neighborhood of $d^{(t-1)}$, say $N(d^{(t-1)})$.

Since $\Psi(d)$ is locally convex in $N(d^{(t-1)})$, we can decrease it by taking a proper
direction. So we take $\Delta d = d^{CV} - d^{(t-1)}$ as a descent direction with a proper step size $s$ by the line search to decrease $\Psi(d)$, where $s$ is to make sure $\Psi(d)$ is decreased in the feasible region.

For the other two cases where $g(\cdot)$ is concave, similarly, we can verify $\Psi(d)$ also decreases when fixing $(\alpha^{(t-1)}, \rho_k^{(t-1)})$. Therefore, the solution obtained from the algorithm converges to a local minimizer. \hfill\Box

First of all, we need to introduce below lemma on the boundness of $\rho$ and $g$.

**Lemma 1.** Let $f(\cdot) = g(\cdot) - \rho \in \mathcal{F}_{s,s'}(s, s' \geq 0)$, where $g = \sum_{i=1}^{\gamma} \alpha_i \Phi(x_i)$ belongs to the Gaussian kernel RKHS. We have, $\rho \leq \sqrt{2}s + 2$ and $\|g\| \leq \sqrt{2}s + 2$. 

**Proof.** Under the Gaussian kernel, the distance from the hyper-plane to the origin is $\frac{\rho}{\|w\|} \leq 1$. Together with the hypothesis space complexity $\frac{1}{2}\|g\|^2 - \rho \leq s^2$, we have $\rho \leq \sqrt{2}s^2 + 1 + 1 \leq \sqrt{2}s + 2$ and hence $\|g\| \leq \sqrt{2}(s^2 + \sqrt{2}s + 2) \leq \sqrt{2}s + 2$. \hfill\Box

**Proof of Theorem 1:**

**Proof.** For simplicity, denote $\mathbb{E}_Q[\ell(f(X)) \mid Y = 1] = E_+ [\ell(f(X))]$ and hence $\mathbb{P}_Q[f(X) < 0 \mid Y = 1] \leq E_+ [\ell(f(X))]$. Define $\psi(S) = \sup_{f \in \mathcal{F}_{s,s'}} E_+ [\ell(f(X))] - \frac{1}{n} \sum_{x_i \in S} \ell(f(x_i))$ and let $S'$ be another sample from $\mathbb{P}_Q[\cdot \mid Y = 1]$ but only different from $S$ on one
observation \((x', 1)\). Thus

\[
\|\psi(S) - \psi(S')\| = \left\| \left( \sup_{f \in F_{s,s'}(\gamma)} E_+ [\ell(f(X))] - \frac{1}{n_1} \sum_{x_i \in S} \ell(f(x_i)) \right) - \left( \sup_{f \in F_{s,s'}(\gamma)} E_+ [\ell(f(X))] - \frac{1}{n_1} \sum_{x'_i \in S'} \ell(f(x'_i)) \right) \right\| \\
\leq \frac{1}{n_1} \sup_{f \in F_{s,s'}(\gamma)} \|\ell(f(x)) - \ell(f(x'))\| \leq \frac{c}{n_1} \sup_{f \in F_{s,s'}(\gamma)} \|g(x) - g(x')\| \leq \frac{2c}{n_1} \sup_{f \in F_{s,s'}(\gamma)} \|\langle g, K_d(x, \cdot) \rangle\| \leq \frac{2(\sqrt{2}s + 2)c\kappa}{n_1}.
\]

Together with McDiarmid inequality, with probability \(1 - \zeta\), we have

\[
\psi(S) \leq E_+ [\psi(S)] + (\sqrt{2}s + 2)c\kappa \sqrt{\frac{2 \log \frac{1}{\zeta}}{n_1}},
\]

and hence

\[
E_+ [\ell(f(X))] \leq \frac{1}{n_1} \sum_{i=1}^{n_1} \ell(f(x_i)) + E_+ [\psi(S)] + (\sqrt{2}s + 2)c\kappa \sqrt{\frac{2 \log \frac{1}{\zeta}}{n_1}},
\]
\[
\begin{align*}
E_+^{[\psi(S)]} &= E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} E_+ [\ell(f(X))] - \frac{1}{n_1} \sum_{x_i \in S} \ell(f(x_i)) \right] \\
&= E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} \left( \frac{1}{n_1} \sum_{x_i' \in S'} \ell(f(x_i')) \right) - \frac{1}{n_1} \sum_{x_i \in S} \ell(f(x_i)) \right] \\
&\leq E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} \frac{1}{n_1} \sum_{x_i' \in S'} \ell(f(x_i')) - \frac{1}{n_1} \sum_{x_i \in S} \ell(f(x_i)) \right] \\
&= E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} \frac{1}{n_1} \sum_{x_i \in S} \sigma_i [\ell(f(x_i')) - \ell(f(x_i))] \right] \\
&\leq E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} \frac{1}{n_1} \sum_{x_i \in S} \sigma_i \ell(f(x_i')) \right] + E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} \frac{1}{n_1} \sum_{x_i \in S} \sigma_i \ell(f(x_i)) \right] \\
&= 2 E_+ \left[ \sup_{f \in F_{s,s'}^+ (\gamma)} \frac{1}{n_1} \sum_{x_i \in S} \sigma_i \ell(f(x_i)) \right]
\end{align*}
\]

Applied again with McDiarmid inequality, with probability \(1 - \zeta\), we have

\[
\mathcal{R}_{n_1} (f \circ F_{s,s'}^+ (\gamma)) \leq \hat{\mathcal{R}}_{n_1} (f \circ F_{s,s'}^+ (\gamma)) + (\sqrt{2} + 2) c \kappa \sqrt{\frac{2 \log \frac{1}{\zeta}}{n_1}}.
\]

According to Talagrand’s lemma,

\[
\hat{\mathcal{R}}_{n_1} (f \circ F_{s,s'}^+ (\gamma)) \leq c \cdot \hat{\mathcal{R}}_{n_1} (F_{s,s'}^+ (\gamma)).
\]
Since
\[ \hat{R}_{n_1}(F_{s,s'}^+(\gamma)) = \mathbb{E} \sup_{f \in F_{s,s'}^+(\gamma)} \frac{1}{n_1} \sum_{x_i \in S} \sigma_i f(x_i) \]
\[ \leq \mathbb{E} \sup_{f \in F_{s,s'}^+(\gamma)} \frac{1}{n_1} \sum_{x_i \in S} \sigma_i \langle g, K_d(x_i, \cdot) \rangle + \mathbb{E} \sup_{f \in F_{s,s'}^+(\gamma)} \frac{1}{n_1} \sum_{x_i \in S} -\sigma_i \rho \]
\[ \leq \frac{(\sqrt{2}s + 2)}{n_1} \mathbb{E} \left[ \sum_{x_i \in S} \sigma_i \sqrt{K_d(x_i, x_i)} \right] \]
\[ \leq \frac{(\sqrt{2}s + 2)}{n_1} \left( n_1 \kappa \right)^{1/2} = \frac{(\sqrt{2}s + 2) \kappa}{\sqrt{n_1}}, \]
combining above results, with probability \(1 - 2\zeta\), we have
\[ \mathbb{E}_Q[\ell(f(X)) | Y = 1] \leq \frac{1}{n_1} \sum_{i=1}^{n_1} \ell(f(x_i)) + \frac{2(\sqrt{2}s + 2)c\kappa}{\sqrt{n_1}} + 3(\sqrt{2}s + 2)c\kappa \sqrt{\frac{2 \log \frac{1}{\zeta}}{n_1}}. \]

Before proving Theorem 2, we prove the below proposition.

**Proposition 7.** Let \( \nu(\gamma) = \inf_{f \in F_{s,s'}^+(\gamma)} \mathcal{R}_{\ell}(f) \), then \( \nu \) is a non-increasing convex function on \([0, 1]\).

**Proof.** \( \nu \) is non-increasing because of the definition of infimum. We now focus on the convexity. \( F_{s,s'}^+(\gamma) \) is compact due to continuity and boundedness of \( \ell \) and \( f \), therefore, there exits a \( f^\gamma \in F_{s,s'}^+(\gamma) \) such that \( \nu(\gamma) = \mathcal{R}_{\ell}(f^\gamma) \).

Let \( \nu(\gamma_1) = \mathcal{R}_{\ell}(f^\gamma_1), \nu(\gamma_2) = \mathcal{R}_{\ell}(f^\gamma_2) \) and define \( \gamma_\theta = \theta \gamma_1 + (1 - \theta) \gamma_2, f_\theta = \theta f^\gamma_1 + (1 - \theta) f^\gamma_2 \) for any \( \theta \in (0, 1) \), since \( \ell \) is convex, then we have
\[ E_+[\ell \circ f_\theta] \leq \theta E_+[\ell \circ f^\gamma_1] + (1 - \theta)E_+[\ell \circ f^\gamma_2] \leq \theta \gamma_1 + (1 - \theta) \gamma_2 = \gamma_\theta \]
and hence
\[ \nu(\theta \gamma_1 + (1-\theta)\gamma_2) = \nu(\gamma) \leq R(\ell f) \leq R(\ell f^{(1)}) + (1-\theta)R(\ell f^{(2)}) = \theta \nu(\gamma_1) + (1-\theta)\nu(\gamma_2). \]

Therefore, \( \nu \) is convex.

**Proof of Theorem 2:**

Proof. For any \( 0 \leq \gamma - \varepsilon_0 < \gamma - \varepsilon < 1 \), based on the properties of \( \nu(\cdot) \) we have
\[
\frac{\nu(\gamma - \varepsilon_0) - \nu(\gamma - \varepsilon)}{\varepsilon - \varepsilon_0} \leq \frac{\nu(\gamma - \varepsilon) - \nu(\gamma)}{-\varepsilon} = \frac{\varepsilon}{\varepsilon_0 - \varepsilon} (\nu(\gamma - \varepsilon_0) - \nu(\gamma - \varepsilon)).
\]

Now take \( \varepsilon_0 = \gamma \), we obtain
\[
\nu(\gamma - \varepsilon) - \nu(\gamma) \leq \frac{\varepsilon}{\gamma - \varepsilon} \left(2 + \delta \right),
\]

because we have \( f \equiv 1 + \frac{\delta}{2} \) satisfy the \( \ell \)-type I error and then \( R_\ell \equiv 2 + \frac{\delta}{2} \).

Let’s first define
\[
A = \left\{ \mathbb{E}_Q [\ell(Y f(X)) \mid Y = 1] - \frac{1}{n_1} \sum_{i=1}^{n_1} \ell(f(x_i)) < \varepsilon \right\},
\]
where
\[
\varepsilon = \frac{(\sqrt{2}s + 2)c_\kappa \left(2 + 3\sqrt{2 \log \frac{2}{\zeta}}\right)}{\sqrt{n_1}}.
\]

Based on the proof for Theorem 1, we have \( \mathbb{P}[A] \geq 1 - \zeta \).
\[
\mathcal{R}_\ell(\hat{f}) - \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma-\varepsilon)} \mathcal{R}_\ell(f) = \mathcal{R}_\ell(\hat{f}) - \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma-\varepsilon)} \mathcal{R}_\ell(f) \\
+ \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma-\varepsilon)} \mathcal{R}_\ell(f) - \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma-2\varepsilon)} \mathcal{R}_\ell(f) \\
+ \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma-2\varepsilon)} \mathcal{R}_\ell(f) - \inf_{f \in \mathcal{F}_{s,s'}^+(\gamma)} \mathcal{R}_\ell(f) \\
\leq 2 \sup_{f \in \mathcal{F}_{s,s'}^+(\gamma)} \left| \mathcal{R}_\ell(f) - \frac{1}{m} \sum_{j=1}^{m} \ell(-f(x_j)) \right| \\
+ 0 \\
\leq \frac{2\varepsilon}{\gamma - 2\varepsilon} \left( 2 + \frac{\delta}{2} \right) \quad \text{by Inequality (14)}
\]}

Recall empirical minimizer \( \hat{f} \in \mathcal{F}_{s,s'}^+(\gamma-\varepsilon) \subset \mathcal{F}_{s,s'}^+(\gamma) \). Define \( \bar{f} := \arg\inf_{f \in \mathcal{F}_{s,s'}^+(\gamma-\varepsilon)} \mathcal{R}_\ell(f) \), then the first part in first line on the right of the Inequality (15) bounded by twice of supremum is due to

\[
\mathcal{R}_\ell(\hat{f}) - \mathcal{R}_\ell(\hat{f}) = \mathcal{R}_\ell(\hat{f}) - \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) + \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) - \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) \\
+ \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) - \mathcal{R}_\ell(\hat{f}) \\
\leq \mathcal{R}_\ell(\hat{f}) - \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) + 0 - \left[ \mathcal{R}_\ell(\hat{f}) - \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) \right] \\
\leq 2 \sup_{f \in \mathcal{F}_{s,s'}^+(\gamma-\varepsilon)} \left| \mathcal{R}_\ell(f) - \frac{1}{m} \sum_{j=1}^{m} \ell(-f(x_j)) \right| \\
\leq 2 \sup_{f \in \mathcal{F}_{s,s'}^+(\gamma)} \left| \mathcal{R}_\ell(f) - \frac{1}{m} \sum_{j=1}^{m} \ell(-f(x_j)) \right|.
\]

The second line on the right of the Inequality (15) can be bounded by 0 since \( \mathcal{F}_{s,s'}^+(\gamma-2\varepsilon) \) is a subspace of \( \mathcal{F}_{s,s'}^+(\gamma-\varepsilon) \) and close to \( \hat{\mathcal{F}}_{s,s'}^+(\gamma-2\varepsilon) \) when sample size \( m \) is large enough.
Therefore, with probability $1 - 2\zeta$,
\[
\mathcal{R}_t(\hat{f}) - \inf_{f \in \mathcal{F}_{s,s'}^{+}(\gamma)} R_t(f) \leq \frac{2(\sqrt{2} s + 2) c \kappa (2 + 3 \sqrt{2 \log \frac{2}{\zeta}})}{\sqrt{m}} + \frac{(4 + \delta)\varepsilon}{\gamma - 2\varepsilon}.
\]

\[\Box\]

**Proof of Theorem 4:** We mainly follow the proof of the Theorem in Chen et al. (2018). Suppose $\|x\|_{\infty} = \kappa_0 < \infty$, loss function $\ell$ is differentiable with Lipschitz constant $c$.

**Proof.** Let $\hat{f}$ be the empirical risk minimizer. Based on Corollary 4.36 (RKHSs of differentiable kernels) in Steinwart and Christmann (2008) we have $\frac{\partial f(x)}{\partial d_t} \leq \sqrt{2 \kappa_0 \sigma}$ and hence $\frac{\partial \ell(f)}{\partial d_t}$ is still Lipschitz with Lipschitz constant $c' = \sqrt{2 \kappa_0 c \sigma}$. Then similarly to proofs of previous Theorem 1 and 2, with probability at least $1 - 3\zeta$, we have
\[
\left| \frac{\partial}{\partial d_t} \left\{ \mathbb{E}_Q[\ell(-\hat{f}(X))] - \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) \right\} \right| \leq \frac{(\sqrt{2} s + 2) c' \kappa (2 + 3 \sqrt{2 \log \frac{2}{\zeta}})}{\sqrt{m}},
\]
and
\[
\left| \frac{\partial}{\partial d_t} \left\{ \mathbb{E}_Q[\ell(-f^*(X))] - \mathbb{E}_Q[\ell(-\hat{f}(X))] \right\} \right| \leq \frac{2(\sqrt{2} s + 2) c' \kappa (2 + 3 \sqrt{2 \log \frac{2}{\zeta}})}{\sqrt{m}} + \frac{(4 + \delta)\varepsilon}{\gamma - 2\varepsilon} + D_s,
\]
where the approximation error $D_s := \inf_{f \in \mathcal{F}} \mathbb{E}_Q[\ell(-f(X))] - \mathbb{E}_Q[\ell(-f^*(X))] \to 0$ since $f^*$ has a sparse representation. Therefore, by the triangle inequality, with probability at least $1 - 3\zeta$ we have
\[
\left| \frac{\partial}{\partial d_t} \left\{ \mathbb{E}_Q[\ell(-f^*(X))] - \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) \right\} \right|_{d_t=0,d_t'=d_t',t\neq t'} \leq \frac{3(\sqrt{2} s + 2) c' \kappa (2 + 3 \sqrt{2 \log \frac{2}{\zeta}})}{\sqrt{m}} + \frac{(4 + \delta)\varepsilon}{\gamma - 2\varepsilon} + D_s,
\]
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Consequently, for those important features $x_{i,t}$ we have

$$\frac{\partial}{\partial d_t} \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) \bigg|_{d_t=0,d_{t'}=d^*_t,t \neq t'} < \frac{\partial \mathbb{E}_Q[\ell(-f^*(X))]}{\partial d_t} \bigg|_{d_t=0,d_{t'}=d^*_t,t \neq t'} + O \left( \max\left( \frac{1}{\sqrt{n_1}}, \frac{1}{\sqrt{m}}, D_s \right) \right),$$

and for those noise features $x_{i,t}$ we have

$$\frac{\partial}{\partial d_t} \frac{1}{m} \sum_{j=1}^{m} \ell(-\hat{f}(x_j)) \bigg|_{d_t=0,d_{t'}=d^*_t,t \neq t'} \geq \frac{\partial \mathbb{E}_Q[\ell(-f^*(X))]}{\partial d_t} \bigg|_{d_t=0,d_{t'}=d^*_t,t \neq t'} - O \left( \max\left( \frac{1}{\sqrt{n_1}}, \frac{1}{\sqrt{m}}, D_s \right) \right).$$

Finally, together with the assumption in Theorem 4 for important and unimportant features, we have

$$\mathbb{P} \left[ \text{sign}(\hat{d}_t) = \text{sign}(d^*_t) \right] \longrightarrow 1, \ t \in [p].$$