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Abstract
Mathematical analysis of quantum control landscapes, which aims to prove either absence or existence of traps for quantum control objective functionals, is an important topic in quantum control. In this work, we provide a rigorous analysis of quantum control landscapes for ultrafast generation of single-qubit quantum gates and show, combining analytical methods based on a sophisticated analysis of spectrum of the Hessian, and numerical optimization methods such as gradient ascent pulse engineering, differential evolution, and dual annealing, that control landscape for ultrafast generation of phase shift gates is free of traps.
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1. Introduction

Control of atomic and molecular systems is an important branch of modern science with various existing and prospective applications in various directions of quantum technologies [1–9]. In application to quantum computing, it can be used to generate with high fidelity quantum gates in a minimal time [10].

In this work we consider the problem of generating single qubit phase shift quantum gates. Single qubit phase shift gate with phase $\phi \in \{0, 2\pi\}$ in the computational basis can be
represented as a unitary $2 \times 2$ matrix

$$R_\phi = \begin{pmatrix} 1 & 0 \\ 0 & e^{i \phi} \end{pmatrix}.$$  

Up to an unphysical phase factor one has $R_\phi = W_\phi/2$, where $W_\phi = e^{i \sigma_z \phi}$ and $\sigma_z$ is the $z$-Pauli matrix. On ultrafast time scale, the influence of the environment often can be negligible and the dynamics of the qubit can be approximately described by Schrödinger equation:

$$i \frac{dU^f_t}{dt} = (H_0 + f(t)V)U^f_t, \quad U^f_{t=0} = I. \quad (1)$$

Here $H_0$ and $V$ are the free and interaction Hamiltonians (Hermitian $2 \times 2$-matrices), and $f$ is a coherent control. The free and interaction Hamiltonians are assumed to be non-commutative, $[H_0, V] \neq 0$, to exclude trivial case.

Typical choices for the space of controls are the spaces $L^1 = L^1([0, T], \mathbb{R})$ and $L^2 = L^2([0, T], \mathbb{R})$ which consist of all Lebesgue measurable functions $f : [0, T] \to \mathbb{R}$ such that, correspondingly, $\int_0^T |f(t)| dt < \infty$ and $\int_0^T f^2(t) dt < \infty$ (strictly speaking, elements of these spaces are equivalence classes of functions which coincide almost everywhere). The latter is a subspace of the former, $L^2 \subset L^1$. The space $L^1$ is the most general space of controls for which the Schrödinger equation (1) by Carathéodory’s existence theorem for every control $f$ has a unique absolutely continuous solution. The space $L^2$ is a Hilbert space (while $L^1$ is not), and this property is convenient for Hessian analysis performed in this work. For this reason, we use $L^2$ in this work as the control space. For numerical optimization we use finite dimensional subspaces of piecewise constant controls defined explicitly in section 5.2.

The goal of quantum control is to find a control $f$ such that the induced evolution $U^f_T$ is as close as possible to the target gate $W \in SU(2)$. The problem of generating a single qubit gate $W$ can be formulated as problem of maximizing the objective functional,

$$J_W[f] = \frac{1}{4} |\text{Tr}(W^\dagger U^f_T)|^2 \to \max. \quad (2)$$

Indeed, the maximum value $J_W[f^\ast] = 1$ is attained if and only if the control $f^\ast$ is such that $U^{f^\ast T}_T = e^{i \alpha} W$ for some (physically unrelevant) phase $\alpha$.

Trap is a control which is optimal only locally but not globally. The analysis of traps is important for practical design of control fields, where it can help to select between global and local search optimal control protocols. Global search protocols (e.g., genetic algorithms, simulated annealing, stochastic optimization) are the better choice if traps do exist, while local search protocols (e.g., gradient-type) are preferable if it is theoretically known that a given quantum control objective has no traps. In this situation local search protocols could be more efficient for finding optimal controls, while in the presence of traps their work can be hindered at a local maximum thereby preventing arrival of the maximum of the objective functional. Choosing an efficient strategy is especially important for laboratory optimization, where high number of iterations of the protocol is a time/energy/cost expensive.

An important problem in quantum control is to investigate whether traps can or cannot exist in quantum control landscapes [11–20]. The problem in its completeness is not yet solved [21, 22]. Much effort is directed towards ultrafast control at quantum speed limit [17, 23–31]. For this case, the absence of traps for control landscape of a two-level Landau–Zener
system at times around or greater quantum speed limit was rigorously proved in [17], and for some cases below quantum speed limit in [28, 32] (see also [33]). Numerical investigation of the control landscape for this system for a different from the present work control objective (transition probability) for times around the quantum speed limit was performed in [20]. Severe restrictions, e.g. considering piecewise constant controls with a small number of constant components, may destroy the trap-free property as shown for example on figure 1 in reference [17]. Thus when we discuss the absence of traps, we mean the restriction-free case with controls belonging to the functional space.

In this work we show, combining analytical and numerical results, that ultrafast generation of phase shift gates is also free of traps. The structure of the work is the following. In section 2 we outline known results. In section 3 main theoretical result of this work is formulated. Section 4 contains formulations and proofs of several lemmas which when combined give proof of the main theorem. Section 5 contains numerical analysis of the control landscape for various values of the parameters $\phi$ and $T$ using gradient ascent pulse engineering (GRAPE) [34] stochastic zeroth-order optimization methods of differential evolution (DE) [35, 36] and dual annealing (DA) [37–39].

2. Previous results

In [17, 18] it was proved that if $T$ is large enough then the control objective $J_W[f]$ for a qubit has no traps. Later in [32] for arbitrarily small time and for any $W$ such that $W \neq e^{i \omega W \sigma_z}$ (i.e., for any target gate except of phase shift gates) it was proved that traps also do not exist. For phase-shift gates traps were shown to not exist for any $T > 0$ if $\varphi_W \in (0, \pi/2)$ and for any $T > \pi - \varphi_W$ if $\varphi_W \in [\pi/2, \pi]$, in the units when the Hamiltonian is properly normalized. The only absent up to now case has been the analysis of traps for generating phase-shift gates with $\varphi_W \in [\pi/2, \pi]$ at a small time.

To explicitly formulate these previously known results on the absence of traps for controlled single qubit gate generation, consider the special constant control $f(t) = f_0$ and time $T_0$:

$$f_0 := \frac{-\text{Tr} H_0 V + 2 \text{Tr}(H_0 V)}{(\text{Tr} V^2)^2 - 2 \text{Tr}(V^2)},$$

$$T_0 := \frac{\pi}{||H_0 - I || \text{Tr} H_0/2 + f_0(V - I || V/2)||}.$$  

The following result was proved in [18, 32].

**Theorem 1.** Let $W \in SU(2)$ be a single qubit quantum gate. If $[W, H_0 + f_0 V] \neq 0$ then for any $T > 0$ traps do not exist. If $[W, H_0 + f_0 V] = 0$ then any control, except possibly $f \equiv f_0$, is not trap for any $T > 0$ and the control $f_0$ is not trap for $T > T_0$.

The case of whether control $f_0$ can be trap for $T < T_0$ was partially studied in [32]. Without loss of generality it is sufficient to consider the case $H_0 = \sigma_z$ and $V = v_x \sigma_x + v_y \sigma_y$, where $v_x, v_y \in \mathbb{R}$ ($v_x^2 + v_y^2 > 0$) and $\sigma_x, \sigma_y, \sigma_z$ are the Pauli matrices:

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  

In this case, the special time is $T_0 = \frac{\pi}{2}$ and the special control is $f_0 = 0$. 
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By theorem 1, if \([W, \sigma] \neq 0\), then for any \(T > 0\) there are no traps for \(J_W\). If \([W, \sigma] = 0\), then \(W = e^{iW_{\phi}} + i\beta\), where \(\phi_W \in (0, \pi)\) and \(\beta \in [0, 2\pi]\). The phase can be neglected, so without loss of generality we set \(\beta = 0\). Below we consider only such gates. The following result was proved in [32].

**Theorem 2.** Let \(W = e^{iW_{\phi}}\). If \(\phi_W \in (0, \frac{\pi}{2})\), then for any \(T > 0\) there are no traps. If \(\phi_W \in [\frac{\pi}{2}, \pi]\), then for any \(T > \pi - \phi_W\) there are no traps.

For fixed \(\phi_W\) and \(T\) the value of the objective evaluated at \(f_0\) is

\[
J_W[f_0] = \cos^2(\phi_W + T).
\]

If \(\phi_W + T = \pi\) then \(J_W[f_0] = 1\) and \(f_0\) is a global maximum. If \(\phi_W + T = \frac{\pi}{2}\) and \(\phi_W + T = \frac{3\pi}{2}\) then \(J_W[f_0] = 0\) and \(f_0\) is a global minimum.

In the present work we study the remaining case when \(\phi_W \in [\frac{\pi}{2}, \pi]\) and \(T < \pi - \phi_W\). In this case \(J_W[f_0] < 1\). We prove that for this case the special control \(f_0 = 0\) is a critical point for the objective functional \(J_W\) and that this point is not a saddle point. We prove that the Hessian of \(J_W\) at \(f_0\) is an injective compact operator which has only negative eigenvalues. In this case \(f_0\) could be either a (1) global maximum, (2) trap, or (3) trap in a more weak sense, such that a restriction of \(J_W\) to any finite dimensional subspace of \(L^2([0, T], \mathbb{R})\) would have local maximum at \(f_0\) while \(f_0\) is not a point of global maximum. Performed numerical simulations show that the first case has place, i.e., \(f_0\) is a point of global maximum, while giving a rigorous proof of this finding remains an open problem. The numerical results also show that for \(\frac{\pi}{2} \leq \phi_W \leq \pi\) and \(0 < T \leq \frac{\pi}{\phi_W}\) achieving the objective functional value 1, i.e., providing exact generation of phase shift gate, requires minimal time \(T_{\min} = \pi - \phi_W\).

### 3. Main theorem

We use the notations \(Y = W^\dagger U_f^\dagger\) and \(V_t = U_f^\dagger V U_f\) as considered in reference [32].

The Taylor expansion of the functional \(J_W\) at \(f\) up to the second order has the form:

\[
J_W[f + \delta f] = J_W[f] + \int_0^T \frac{\delta J_W}{\delta f(t)} \delta f(t) dt + \frac{1}{2} \int_0^T \int_0^T \text{Hess}(t, s) \delta f(t) \delta f(s) ds + o(\|\delta f\|^2_{L^2}), \quad \delta f \to 0.
\]

The linear term is determined by the integral kernel of the Fréchet derivative,

\[
\frac{\delta J_W}{\delta f(t)} = \frac{1}{2} \text{Tr}(Y^* \text{Tr}(YV_t))
\]

and determines the gradient of the objective; the second order term is the integral kernel of the Hessian,

\[
\text{Hess}(t, s) = \begin{cases} 
\frac{1}{2} \text{Tr}(YV_t \text{Tr}(Y^* V_s) - \text{Tr}(YV_s V_t)) \text{Tr}(Y^*), & \text{if } s \geq t \\
\frac{1}{2} \text{Tr}(YV_s \text{Tr}(Y^* V_t) - \text{Tr}(YV_t V_s)) \text{Tr}(Y^*), & \text{if } s < t.
\end{cases}
\]

The control \(f_0 = 0\) is a critical point, i.e., gradient of the objective evaluated at this control is zero. The Hessian at \(f_0 = 0\) has the form (see [32]):

\[
\text{Hess}(s, t) = -2t^2 \cos \phi \cos(2|t - s| + \varphi),
\]
when the control belongs to the space $L$.

Remark 2. As is mentioned in the introduction, in the previous works [18, 32] the case of the control belongs to the set $\mathcal{D}_2 := \{(\varphi_w, T) : 0 < T < \frac{\pi}{2}, \quad \varphi_w = \pi - T \}$; and

Remark 1. If $f_0$ is at least a strict local maximum on $L$.

Our main result is the following theorem.

\textbf{Theorem 3.} If $(\varphi_w, T) \in \mathcal{D}_1 \cup \mathcal{D}_3 \cup \mathcal{D}_4$, then the Hessian of the objective functional $J_W$ at $f_0 = 0$ is an injective compact operator on $L^2([0, T], \mathbb{R})$. Moreover,

(a) If $(\varphi_w, T) \in \mathcal{D}_1$, then Hessian at $f_0$ has only negative eigenvalues.

(b) If $(\varphi_w, T) \in \mathcal{D}_2 \cup \mathcal{D}_4$, then Hessian at $f_0$ has both negative and positive eigenvalues. In this case, the special control $f_0 = 0$ is a saddle point for the objective functional.

Remark 1. The second case was previously proved by Pechen and II’in in [32] using a different method. The first case has not been previously considered and is a new result of this work.

Remark 2. As is mentioned in the introduction, in the previous works [18, 32] the case when the control belongs to the space $L^1([0, T], \mathbb{R})$ was considered. In this case the Schrödinger equation (1) by Carathéodory’s existence theorem for every control $f$ has a unique absolutely continuous solution.

Let $\{e_i\}$ be an orthonormal basis in the Hilbert space $L^2([0, T], \mathbb{R})$, which consists of the eigenvectors of the operator Hess and $\{\lambda_i\}$ be the corresponding eigenvalues. Any $\delta f \in L^2([0, T], \mathbb{R})$ can be expanded in the Fourier series $\delta f = \sum_{i=1}^{\infty} c_i e_i$. Then for the quadratic form generated by Hess we have the expression

$$ (\text{Hess} \delta f, \delta f) = \int_0^T \int_0^T \text{Hess}(t, s) \delta f(t) \delta f(s) \, dt \, ds = \sum_{i=1}^{\infty} \lambda_i c_i^2. $$

If all eigenvalues $\{\lambda_i\}$ are negative, then the quadratic form is strictly negative, i.e. $(\text{Hess} \delta f, \delta f) < 0$ for any $\delta f \neq 0$. In this case, $f_0$ is at least a strict local maximum on any finite dimensional subspace of $L^2([0, T], \mathbb{R})$. In difference to [18, 32], where controls $f \in L^1([0, T], \mathbb{R})$ were considered, in the present paper we consider the case $f \in L^2([0, T], \mathbb{R})$, because in general the vectors $\{e_i\}$ do not form the Schauder basis in the space $L^1([0, T], \mathbb{R})$. 


Remark 3. A class of \(n\)-level systems with \(n \geq 4\) which have traps was discovered in [19]. These traps are constant controls. The Hessian of the objective functional computed at these controls has the form
\[
\text{Hess}(t, s) = A \cos(\varepsilon|t - s|) + B \sin(\varepsilon|t - s|) + C. \tag{9}
\]
It was shown in [19] that if \(A, B, \text{and} C\) satisfy certain relations then the Hessian (9) is strictly sign-definite. For the Hessian (8) these relations do not hold and we cannot use the method of [19] for analyzing this case. For this reason in the present paper we investigate the spectrum and eigenvalues of Hessian (8) to access properties of the control landscape.

4. Proof of the main theorem

In this section we will prove theorem 3. First we will prove that if \((\varphi_W, T) \in D_1 \cup D_3 \cup D_4\) then the Hessian of the objective functional \(J_W\) at \(f_0 = 0\) is an injective compact operator on \(L^2([0, T], \mathbb{R})\).

If \((\varphi_W, T) \in D_1 \cup D_3 \cup D_4\), then \(\sin 2\varphi = -\sin 2(\varphi_W + T) \neq 0\). Instead of Hessian, we can consider the integral operator
\[
K(s, t) = \frac{\cos(2|t - s| + \varphi)}{\sin \varphi}, \tag{10}
\]
Let
\[
h(t) = (Kg)(t) = -\frac{1}{\sin \varphi} \int_0^T \cos(2|t - s| + \varphi)g(s)ds
\]
\[
= -\frac{1}{\sin \varphi} \int_0^t \cos(2t - 2s + \varphi)g(s)ds
\]
\[
- \frac{1}{\sin \varphi} \int_t^T \cos(2s - 2t + \varphi)g(s)ds.
\]
Assume that the function \(g\) is continuous. Then \(h = Kg\) is \(C^2\)-smooth function on \([0, T]\). The first and second derivatives of \(h\) have the form
\[
h'(t) = \frac{2}{\sin \varphi} \left( \int_0^t \sin(2t - 2s + \varphi)g(s)ds - \int_t^T \sin(2s - 2t + \varphi)g(s)ds \right), \tag{11}
\]
\[
h''(t) = \frac{4}{\sin \varphi} \left( \int_0^t \cos(2t - 2s + \varphi)g(s)ds + \int_t^T \cos(2s - 2t + \varphi)g(s)ds \right)
+ 4g(t) = -4h(t) + 4g(t). \tag{12}
\]
So if \(g\) is continuous and \(h = Kg\), then the following equality holds
\[
h''(t) + 4h(t) = 4g(t). \tag{13}
\]
Let us show that the equality (13) holds in the weak sense for an arbitrary \(g \in L^2([0, T], \mathbb{R})\) and \(h = Kg\). Consider an arbitrary test function \(f\), i.e. \(f \in C^\infty([0, T], \mathbb{R})\) and the support of \(f\) belongs to the open interval \((0, T)\). Fubini’s theorem implies that
\[ \langle f'', h \rangle = \int_0^T f''(t)(Kg)(t)dt \]
\[ = -\frac{1}{\sin \varphi} \int_0^T \left( \int_0^T f''(t) \cos(2 |t-s| + \varphi)dt \right) g(s)ds. \] \hspace{1cm} (14)

The internal integral can be integrated two times by parts:
\[ \int_0^T f''(t) \cos(2 |t-s| + \varphi)dt = -4 \int_0^T f(t) \cos(2 |t-s| + \varphi)dt - 4 \sin \varphi f(s). \] \hspace{1cm} (15)

Substituting this expression into (14), we obtain
\[ \langle f, h'' \rangle = \langle f'', h \rangle = 4 \sin \varphi \int_0^T \left( \int_0^T f(t) \cos(2 |t-s| + \varphi)dt + 4 \sin \varphi f(s) \right) g(s)ds \]
\[ = -4 \langle f, h \rangle + 4 \langle f, g \rangle. \] \hspace{1cm} (16)

Thus equality (13) holds in the weak sense. As a result, we get that if \( h = 0 \), then \( g = 0 \). Hence the operator \( K \) is an injective compact operator on \( L^2([0, T], \mathbb{R}) \).

For any continuous \( g \), we can find \( h = Kg \) as a unique solution of ODE (13), which satisfies the initial conditions
\[ h(0) = -\frac{1}{\sin \varphi} \int_0^T \cos(2s + \varphi)g(s)ds, \] \hspace{1cm} (17)
\[ h'(0) = -\frac{2}{\sin \varphi} \int_0^T \sin(2s + \varphi)g(s)ds. \] \hspace{1cm} (18)

Let \( \mu \) be an eigenvalue of the operator \( K \) and \( g \) be the corresponding eigenfunction, so that \( h = Kg = \mu g \). Let \( \lambda = 1/\mu \). Then using (13), we obtain that
\[ h''(t) = 4(\lambda - 1)h(t). \] \hspace{1cm} (19)

In the following sections, we examine whether eigenvalue \( \mu \) can be positive.

**4.1. Case \( \lambda < 1 \)**

Consider the case \( \lambda < 1 \). Let \( a^2 = 4(1 - \lambda) \) and \( a > 0 \). If \( h \) satisfies (19) then \( h \) has the form
\[ h(t) = b \cos at + c \sin at \]
and
\[ g(t) = \frac{4 - a^2}{4}(b \cos at + c \sin at). \]

Substituting \( h \) and \( g \) in the initial condition (17), we obtain
\[ h(0) = b = -\frac{1}{\sin \varphi} \int_0^T \cos(2s + \varphi)g(s)ds \]
\[ = \frac{a^2 - 4}{4 \sin \varphi} \int_0^T \cos(2t + \varphi) \cos at dt + \frac{a^2 - 4}{4 \sin \varphi} \int_0^T \cos(2t + \varphi) \sin at dt. \] \hspace{1cm} (20)

This equality can be rewritten in the form
\[ 0 = A_1(a)b + A_2(a)c, \] \hspace{1cm} (21)
where

\[ A_{11}(a) = 2 \sin \varphi - a \sin(aT) \cos(2T + \varphi) + 2 \cos(aT) \sin(2T + \varphi), \]
\[ A_{12}(a) = a \cos(aT) \cos(2T + \varphi) + 2 \sin(aT) \sin(2T + \varphi) - a \cos \varphi. \]

Substituting \( h \) and \( g \) in the initial conditions (18), we obtain

\[
h'(0) = ac = -\frac{2}{\sin \varphi} \int_0^T \sin(2s + \varphi)g(s)ds
= \frac{a^2 - 4}{2 \sin \varphi} b \int_0^T \sin(2t + \varphi) \cos(at)dt + \frac{a^2 - 4}{4 \sin \varphi} c \int_0^T \sin(2t + \varphi) \sin(at)dt. \tag{22}
\]

This equality can be rewritten in the form

\[ 0 = A_{21}(a)b + A_{22}(a)c, \tag{23} \]

where

\[ A_{21}(a) = a \sin(aT) \sin(2T + \varphi) + 2 \cos(aT) \cos(2T + \varphi) - 2 \cos \varphi, \]
\[ A_{22}(a) = -a \sin \varphi + 2 \sin(aT) \cos(2T + \varphi) - a \cos(aT) \sin(2T + \varphi). \]

The function \( g(t) = \frac{\sin(aT)}{a^2}(b \cos at + c \sin at) \) is an eigenfunction of the operator \( K \) with the eigenvalue \( \mu = 1/\lambda = 4/(4 - a^2) \) if and only if \((x_1, x_2) = (b, c)\) is a nonzero solution of the linear system of equations

\[
\begin{cases}
A_{11}(a)x_1 + A_{12}(a)x_2 = 0 \\
A_{21}(a)x_1 + A_{22}(a)x_2 = 0.
\end{cases} \tag{24}
\]

Define the function of argument \( a \in \mathbb{R} \)

\[ F_{\varphi_{w,T}}^1(a) = A_{11}(a)A_{22}(a) - A_{12}(a)A_{21}(a). \]

By direct computations we get

\[ F_{\varphi_{w,T}}^1(a) = -4a - a^2 \sin(aT) \sin(2\varphi_{w}) - 4 \sin(aT) \sin(2\varphi_{w}) + 4a \cos(aT) \cos(2\varphi_{w}). \]

Nonzero solutions of the system (24) exists if and only if \( F_{\varphi_{w,T}}^1(a) = 0 \). Let us analyze positive roots of the function \( F_{\varphi_{w,T}}^1(a) \).

**Lemma 1.** The function \( F_{\varphi_{w,T}}^1 \) has infinitely many roots in the interval \((2, +\infty)\) for any \((\varphi_w, T) \in \mathcal{D}_1 \cup \mathcal{D}_2 \cup \mathcal{D}_4\). Hence, operator \( K \) has infinitely many negative eigenvalues.

**Proof.** If \( \varphi_w \neq \frac{\pi}{2} \) and \( \varphi_w \neq \pi \), then let \( a_n = (-\frac{2}{\pi} + 2\pi n)/T \) and \( a'_n = (\frac{2}{\pi} + 2\pi n)/T \). We have

\[
F_{\varphi_{w,T}}^1(a_n) \sim \frac{(2\pi)^2}{T^2} \sin(2\varphi_{w})n^2, \quad n \to +\infty,
\]
\[
F_{\varphi_{w,T}}^2(a'_n) \sim -\frac{(2\pi)^2}{T^2} \sin(2\varphi_{w})n^2, \quad n \to +\infty.
\]
The values of $F_{\varphi,W,T}^1(a_n)$ and $F_{\varphi,W,T}^1(d'_n)$ for sufficiently large $n$ have different signs. Since $F_{\varphi,W,T}^1$ is continuous, for sufficiently large $n$ there exists at least one root of this function in the interval $(a_n, d'_n)$ and at least one root in the interval $(d'_n, a_{n+1})$.

If $\varphi_W = 0$, then $a_n = \frac{a_0}{\pi} \sin a_0$ are roots of the function $F_{\varphi,W,T}^1$. If $\varphi_W = \pi$, then $d'_n = \frac{\pi}{2 \sin a_0}$ are roots of the function $F_{\varphi,W,T}^1$. This completes the proof.

Lemma 2. If $(\varphi_W, T) \in D_3$ such that $\varphi_W < \pi$, then $F_{\varphi,W,T}^1$ has a root in the interval $(0, 2)$. Hence in this case the operator $K$ has at least one positive eigenvalue.

Proof. The function $F_{\varphi,W,T}^1$ can be rewritten as

$$F_{\varphi,W,T}^1(a) = -4a - (a - 2)^2 \sin (aT) \sin(2\varphi_W) + 4a \cos(2\varphi_W + aT).$$

Let $a' = (2\pi - 2\varphi_W)/T$. If $(\varphi_W, T) \in D_3$ such that $\varphi_W < \pi$, then we have $a' \in (0, 2)$. The following inequality holds

$$F_{\varphi,W,T}^1(a') = (a' - 2)^2 \sin^2(2\varphi_W) > 0.$$

If $(\varphi_W, T) \in D_3$, then $\varphi \in (-\frac{\pi}{2}, -\pi)$. Hence,

$$F_{\varphi,W,T}^1(2) = -16 \sin^2 \varphi < 0.$$

Since the function $F_{\varphi,W,T}^1$ is continuous, there exists a root of this function in the interval $(a', 2)$. This completes the proof.

Lemma 3. If $(\varphi_W, T) \in D_1$, then the function $F_{\varphi,W,T}^1$ has no roots in the interval $(0, 2)$.

Proof. Fix any $a \in (0, 2)$. Let consider the function of two arguments $G_1(\varphi_W, T) = F_{\varphi,W,T}^1(a)$. In other words

$$G_1(\varphi_W, T) = -4a - (a^2 + 4) \sin(aT) \sin(2\varphi_W) + 4a \cos(aT) \cos(2\varphi_W).$$

Let consider the set $D_1$ of internal points of $D_1$, i.e.

$$\text{int } D_1 = \{(\varphi_W, T) : \varphi_W \in (\pi/2, \pi), T > 0, \varphi_W + T < \pi\}.$$

Let $\overline{D_1}$ and $\partial D_1$ denote the closure and the boundary of the set $D_1$. We have $\partial D_1 = I_1 \cup I_2 \cup D_2$, where $I_1 = \{\pi/2, T \in [0, \pi/2]\}, I_2 = \{(\varphi_W, 0), \varphi_W \in [\pi/2, \pi]\}$.

Now we will prove that maximum value of $G_1$ is zero on the boundary $\partial D_1$. Consider the cases:

(a) If $(\varphi_W, T) \in I_1$ then

$$G_1(\varphi_W, T) = G_1(\frac{\pi}{2}, T) = -4a - 4a \cos(aT) < 0.$$

(b) If $(\varphi_W, T) \in I_2$ then

$$G_1(\varphi_W, T) = G_1(\varphi_W, 0) = -4a + 4a \cos(2\varphi_W) \leq 0.$$

Note that we have equality only if $(\varphi_W, T) = (\pi, 0)$.
(c) Now let us show that $G_1(\varphi_w, T) < 0$ for all $(\varphi_w, T) \in D_2$. For this purpose we consider the function $H_1(x) = G_1(\pi - x, x)$ for $x \in [0, \frac{1}{2}\pi]$.

$$H_1(x) = -4a + (a^2 + 4) \sin(ax) \sin(2x) + 4a \cos(ax) \cos(2x).$$

The derivative of $H_1$ is

$$H_1'(x) = \frac{1}{x}(a^2 - 4) \sin(2x) \sin(ax) \cot(ax) - 2x \cos(2x).$$

The function $f(x) = x \cot x$ strictly decreases in the interval $(0, \pi)$ and, hence, $ax \cot(ax) - 2x \cos(2x) > 0$ and $H_1'(x) < 0$ for all $x \in (0, \frac{\pi}{2})$. Thus the function $H_1$ strictly decreases in the closed interval $[0, \frac{\pi}{2}]$. Since $H_1(0) = 0$, we have $H_1(x) < 0$ for all $x \in (0, \frac{\pi}{2})$. It implies that $G_1(\varphi_w, T) < 0$ for any $(\varphi_w, T) \in D_2$.

Now we will show that the function $G_1$ has no critical points on $\text{int} D_1$. Assume that there exists a critical point $(\varphi^*_w, T^*) \in \text{int} D_1$. Then

$$\begin{align*}
\partial_{\varphi_w} G_1(\varphi^*_w, T^*) &= -2(a^2 + 4) \sin(aT^*) \cos(2\varphi^*_w) - 8a \cos(aT^*) \sin(2\varphi^*_w) = 0 \\
\partial_T G_1(\varphi^*_w, T^*) &= -(a^2 + 4)a \cos(aT^*) \sin(2\varphi^*_w) - 4a^2 \sin(aT^*) \cos(2\varphi^*_w) = 0.
\end{align*}$$

(25)

Due to $(\varphi^*_w, T^*) \in \text{int} D_1$, we have $\sin(2\varphi^*_w) < 0$ and $\sin(aT^*) > 0$. Hence, system (25) can be rewritten as

$$\begin{align*}
\left\{ \begin{array}{l}
(a^2 + 4) \cot(2\varphi^*_w) + \cot(aT^*) = 0 \\
4a^2 \cot(2\varphi^*_w) + \cot(aT^*) = 0.
\end{array} \right.
\end{align*}$$

(26)

Due to $a \in (0, 2)$, we have $\frac{4a}{(\varphi^*_w)_{\text{int} D_1}} \neq \frac{(a^2 + 4)}{4a}$ and, hence, $\cot(2\varphi^*_w) = 0$ and $\cot(aT^*) = 0$. Then $\varphi^*_w = \frac{\pi}{4}$. Due to $(\varphi^*_w, T^*) \in \text{int} D_1$, we have that

$$0 < T^* < \pi - \varphi^*_w = \frac{\pi}{4}.$$  

(27)

Hence, $aT^* \in (0, \frac{\pi}{2})$ and $\cot(aT^*) > 0$. We get a contradiction. The function $G_1$ has not critical points on the open set $\text{int} D_1$. Hence, the function $G_1$ reaches its maximum value on $\overline{D_1}$ at the boundary point $(\pi, 0)$. Due to the point $(\pi, 0)$ does not belong to $D_1$, we have

$$G_1(\varphi_w, T) < G_1(\pi, 0) = 0,$$

for all $(\varphi_w, T) \in D_1$. Then $a \in (0, 2)$ is not a root of the function $F^1_{\varphi_w, T}$. This completes the proof.

4.2. Case $\lambda = 1$

If $\mu = 1$ is an eigenvalue of the operator $K$ then the corresponding eigenfunctions should have the form

$$h(t) = g(t) = ct + b.$$
Substituting this function in the initial conditions (17), we obtain

\[ h(0) = b = -\frac{1}{\sin \varphi}\int_0^T \cos(2t + \varphi)g(t)\,dt = -\frac{1}{\sin \varphi}\int_0^T \cos(2t + \varphi)(ct + b)\,dt. \]  

(29)

This equality can be rewritten as

\[ 0 = B_{11}c + B_{12}b, \]  

(30)

where

\[ B_{11} = -\cos \varphi + \cos(\varphi + 2T) + 2T \sin(\varphi + 2T), \]  

(31)

\[ B_{12} = 2(\sin(2T + \varphi) + \sin \varphi). \]  

(32)

Substituting \( h \) and \( g \) in the initial conditions (18), we obtain

\[ h'(0) = c = -\frac{2}{\sin \varphi}\int_0^T \sin(2t + \varphi)g(t)\,dt = -\frac{2}{\sin \varphi}\int_0^T \sin(2t + \varphi)(ct + b)\,dt. \]  

(33)

This equality can be rewritten as

\[ 0 = B_{21}c + B_{22}b, \]  

(34)

where

\[ B_{21} = \sin \varphi + \sin(\varphi + 2T) - 2T \cos(\varphi + 2T), \]  

\[ B_{22} = 2(-\cos(2T + \varphi) + \cos \varphi). \]

The function \( g(t) = ct + b \) is an eigenfunction of the operator \( K \) with the eigenvalue \( \mu = 1 \) if and only if \((x_1, x_2) = (c, b)\) is a nonzero solution of the system of linear equations

\[
\begin{cases}
B_{11}x_1 + B_{12}x_2 = 0 \\
B_{21}x_1 + B_{22}x_2 = 0.
\end{cases}
\]  

(35)

Such a solution exists if and only if

\[ \Delta = B_{11}B_{22} - B_{12}B_{21} = -2 \sin \varphi_W(\sin \varphi_W + T \cos \varphi_W) = 0. \]  

(36)

**Lemma 4.** If \((\varphi_W, T) \in D_1 \) then \( \mu = 1 \) is not an eigenvalue of the operator \( K \). If \((\varphi_W, T) \in D_3 \) such that \( \varphi_W = \pi \) then \( \mu = 1 \) is an eigenvalue of the operator \( K \).

**Proof.** If \( x \in (0, \frac{\pi}{2}) \) then \( 0 < x < \tan x \). Hence, if \((\varphi_W, T) \in D_1 \), then

\[ T < (\pi - \varphi_W) < \tan(\pi - \varphi_W) = -\tan \varphi_W. \]

Hence

\[ \Delta = -2 \sin \varphi_W \cos \varphi_W(\tan \varphi_W + T) < 0. \]

and \( \mu = 1 \) does not belong to the spectrum of the operator \( K \).

If \( \varphi_W = \pi/2 \) and \( \varphi_W + T < \pi \), then

\[ \Delta = -2 \sin \varphi_W(\sin \varphi_W + T \cos \varphi_W) = -2 \neq 0. \]

Hence, \( \mu = 1 \) is not an eigenvalue of \( K \). The second statement of the lemma is trivial. This completes the proof. \( \square \)
4.3. Case $\lambda > 1$

Consider the case $\lambda > 1$. Let $a^2 = 4(\lambda - 1)$ and $a > 0$. If $h$ satisfies (19) then $h$ has the form $h(t) = be^{at} + ce^{-at}$. Then

$$g(t) = \frac{4 + a^2}{4}(be^{at} + ce^{-at}).$$

Substituting $h$ and $g$ in the initial condition (17) gives

$$h(0) = (b + c) = -\frac{1}{\sin \varphi} \int_0^T \cos(2s + \varphi)g(s)ds$$

$$= -\frac{a^2 + 4}{4 \sin \varphi} \left( b \int_0^T \cos(2t + \varphi)e^{at}dt + c \int_0^T \cos(2t + \varphi)e^{-at}dt \right).$$

After calculating the integrals, this equality can be rewritten as

$$0 = C_{11}(a)b + C_{12}(a)c,$$

where

$C_{11}(a) = a \cos \varphi - 2 \sin \varphi - e^{aT}(a \cos(\varphi + 2T) + 2 \sin(\varphi + 2T)),$

$C_{12}(a) = -a \cos \varphi - 2 \sin \varphi + e^{-aT}(a \cos(\varphi + 2T) - 2 \sin(\varphi + 2T)).$

Substituting $h$ and $g$ in the initial conditions (18) gives

$$h'(0) = (ba - ca) = -\frac{2}{\sin \varphi} \int_0^T \sin(2s + \varphi)g(s)ds$$

$$= -\frac{a^2 + 4}{2 \sin \varphi} \left( b \int_0^T \sin(2t + \varphi)e^{at}dt + c \int_0^T \sin(2t + \varphi)e^{-at}dt \right).$$

After calculating the integrals, this equality can be rewritten as

$$0 = C_{21}(a)b + C_{22}(a)c,$$

where

$C_{21}(a) = a \sin \varphi + 2 \cos \varphi + e^{aT}(a \sin(\varphi + 2T) + 2 \cos(\varphi + 2T)),$

$C_{22}(a) = -a \sin \varphi + 2 \cos \varphi - e^{-aT}(2 \cos(\varphi + 2T) + a \sin(\varphi + 2T)).$

The function $g(t) = \frac{4 + a^2}{4}(be^{at} + ce^{-at})$ is an eigenfunction of the operator $K$ with the eigenvalue $\mu = \frac{1}{\lambda} = \frac{-a^2}{a^2 + 4}$ if and only if $(x_1, x_2) = (b, c)$ is a nonzero solution of the linear system

$$\begin{cases}
C_{11}(a)x_1 + C_{12}(a)x_2 = 0 \\
C_{21}(a)x_1 + C_{22}(a)x_2 = 0.
\end{cases}$$

Let us define the function of the argument $a$,

$$F^2_{\varphi W,T}(a) = C_{11}(a)C_{22}(a) - C_{12}(a)C_{21}(a).$$
Direct calculation gives the expression
\[ F_{\varphi_w,T}^2(a) = 8a - 2a^2 \sinh(aT) \sin(2\varphi_w) \]
\[ - 8a \cosh(aT) \cos(2\varphi_w) + 8 \sinh(aT) \sin(2\varphi_w). \]  

(40)

Nonzero solutions of the system (39) exists if and only if \( F_{\varphi_w,T}^2(a) = 0. \)

**Lemma 5.** If \((\varphi_w, T) \in D_1,\) then \( F_{\varphi_w,T}^2 \) has at least one positive root. Hence, in this case, the operator \( K \) has at least one positive eigenvalue.

**Proof.** Consider the case \( \varphi_w \in (0, \pi/2). \) Note that
\[ F_{\varphi_w,T}^2(a) \sim 8a(1 - \cos(2\varphi_w) + T \sin(2\varphi_w)), \quad a \to 0+ \]
\[ F_{\varphi_w,T}^2(a) \sim -a^2 e^{aT} \sin(2\varphi_w), \quad a \to +\infty. \]

If \( \varphi_w \in (0, \pi/2), \) then \( \sin(2\varphi_w) > 0 \) and hence,
\[ (1 - \cos(2\varphi_w) + T \sin(2\varphi_w)) > 0. \]

For sufficiently small \( a \) one has \( F_{\varphi_w,T}^2(a) > 0, \) while for sufficiently large \( a \) one has \( F_{\varphi_w,T}^2(a) < 0. \) Since the function \( F_{\varphi_w,T}^2 \) is continuous, it has at least one positive root. This completes the proof. \( \square \)

**Lemma 6.** If \((\varphi_w, T) \in D_1,\) then the function \( F_{\varphi_w,T}^2 \) has no positive roots.

**Proof.** Fix any \( a \in (0, 2). \) Consider the function of two arguments \( G_2(\varphi_w, T) = F_{\varphi_w,T}^2(a), \)
\[ G_2(\varphi_w, T) = 8a + 2(4 - a^2) \sinh(aT) \sin(2\varphi_w) - 8a \cosh(aT) \cos(2\varphi_w). \]

We show that the minimal value of \( G_2 \) is zero on the set \( \partial D_1 \) separately for various cases:

(a) If \((\varphi_w, T) \in I_1,\) then
\[ G_2(\varphi_w, T) = G_2\left(\frac{\pi}{2}, T\right) = 8a + 8a \cosh(aT) > 0. \]

(b) If \((\varphi_w, T) \in I_2,\) then
\[ G_2(\varphi_w, T) = G_2(\varphi_w, 0) = 8a - 8a \cos(2\varphi_w) \leq 0. \]

Note that we have the equality only if \((\varphi_w, T) = (\pi, 0).\)

(c) Now let us show that \( G_2(\varphi_w, T) < 0 \) for all \((\varphi_w, T) \in D_2.\) For this purpose consider the function \( H_2(x) = G_2(\pi - x, x), \) where \( x \in [0, \pi/2]. \) In other words,
\[ H_2(x) = 8a + (2a^2 - 8) \sinh(ax) \sin(2x) - 8a \cosh(ax) \cos(2x). \]

The derivative of \( H_2 \) is
\[ H_2'(x) = \frac{2}{x}(4 + a^2) \sin(2x) \sinh(ax) \coth(ax) - 2x \cot(2x). \]

For any \( x \in (0, \frac{\pi}{2}) \) the following estimates hold
\[ 2x \cot(2x) < 1 \]
\[ ax \coth(ax) > 1. \]
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This implies that \( ax \coth(ax) - 2x \cot(2x) > 0 \) and \( H_2'(x) > 0 \) for \( x \in (0, \frac{x}{2}) \). So the function \( H_2 \) strictly increases on \([0, \frac{x}{2}]\). Since \( H_2(0) = 0 \), we have \( H_2(x) > 0 \) for any \( x \in (0, \frac{x}{2}] \).

It means that \( G_2(\varphi, T) > 0 \) for any \((\varphi, T) \in D_2\).

Now we will show that the function \( G_2 \) has no critical points on \( int D_1 \). Assume that there exists a critical point \((\varphi, T^*) \in int D_1\).

Then

\[
\begin{align*}
\partial_{\varphi} G_2(\varphi, T^*) &= 4(4 - a^2) \sinh(aT^*) \cos(2\varphi) + 16a \cosh(aT^*) \sin(2\varphi) = 0 \\
\partial_T G_2(\varphi, T^*) &= 2a(4 - a^2) a \cosh(aT^*) \sin(2\varphi) - 8a^2 \sinh(aT^*) \cos(2\varphi) = 0.
\end{align*}
\]

If \((\varphi, T^*) \in int D_1\), then \( \sin(2\varphi) < 0 \) and \( \sinh(aT^*) > 0 \). Hence, system (41) can be rewritten as

\[
\begin{align*}
\frac{4 - a^2}{4a} \cot(2\varphi) + \coth(aT^*) &= 0 \\
\frac{4a}{a^2 - 4} \cot(2\varphi) + \coth(aT^*) &= 0.
\end{align*}
\]

Since \( \frac{4 - a^2}{4a} \neq \frac{4a}{a^2 - 4} \), we have \( \cot(2\varphi) = 0 \) and \( \coth(aT^*) = 0 \). But \( \cot(aT^*) = 0 \). We got a contradiction. The function \( G_2 \) has no critical points on the open set \( int D_1 \). Hence, the function \( G_2 \) reaches its minimum value on \( \partial D_1 \) at the boundary point \((\pi, 0)\). Due to the point \((\pi, 0)\) does not belong to \( D_1 \), we have

\[
G_2(\varphi, T) > G_2(\pi, 0) = 0
\]

for all \((\varphi, T) \in D_1\). Then \( a \in (0, 2) \) is not a root of the function \( F^2_{\varphi, T} \). This completes the proof.

4.4. Proof of the main theorem

In the case \((\varphi, T) \in D_1\), lemmas 1, 3, 4 and 6 together imply that \( K \) has only negative eigenvalues and, hence, Hess has only negative eigenvalues. If \((\varphi, T) \in D_3\), lemmas 1, 2 and 4 together imply that \( K \) has both negative and positive eigenvalues. If \((\varphi, T) \in D_4\), lemmas 1 and 5 together imply that \( K \) has both negative and positive eigenvalues. So, in the case \((\varphi, T) \in D_3 \cup D_4\), the operator Hess has both negative and positive eigenvalues and \( f_0 \) is a saddle point of the objective functional.

5. Numerical analysis showing when \( f_0 = 0 \) is a global maximum

5.1. Reduction to finite-dimensional optimization

The theoretical analysis above shows that Hessian computed at the control \( f_0 = 0 \) is negative definite. However, this analysis does not say whether control \( f_0 \) is a global maximum of the objective functional \( J_W \), or it is a trap for \( J_W \), or it is a trap in the weak sense such that if space of controls is restricted to class of piecewise controls \( P \text{ Const.}(\{0, T\}, Q) \subset L^2([0, T], \mathbb{R}) \), where \( Q \) is a compact set, then \( f_0 \) is a local but not global maximum of \( J_W \). Below we compute the exact analytical form of the objective for piecewise constant controls, and numerically analyze the landscape using GRAPE [34] through minfunc function built in MATLAB and also DE, DA through their implementations available in the library SciPy.

Due to the invariance property for \( J_W[f] \) with respect to \( \theta \) (see lemma 5 in [32]), it is sufficient to fix \( \theta = 0 \).
In the square domain
\[ D := D_1 \cup D_2 \cup D_3 \cup \left( \pi, \frac{\pi}{2} \right) = \left\{ (\varphi_W, T) : \frac{\pi}{2} \leq \varphi_W \leq \pi, \quad 0 < T \leq \frac{\pi}{2} \right\}, \]
consider the uniform grid
\[ G(D) := \left\{ (\varphi_W^j, T_i) : \varphi_W^j = \frac{\pi}{2} + \frac{\pi}{20} j, \quad j = 0, 10, \quad T_i = \frac{\pi}{20} i, \quad i = 1, 10 \right\}, \quad (44) \]
which consists of 110 nodes shown on figure 1. The grid \( G(D_1) \) (correspondingly, \( G(D_2) \) and \( G(D_3 \cup \left( \pi, \frac{\pi}{2} \right) \) ) consists of the nodes of \( G(D) \) which belong to \( D_1 \) (correspondingly, to \( D_2 \) and to \( D_3 \cup \left( \pi, \frac{\pi}{2} \right) \)). The numerical results below show that in the domains \( D_1 \) and \( D_2 \) the control \( f_0 \) is a global maximum of the objective functional \( J_W[f] \), in addition to the shown above analytically fact that \( J_W[f_0] = 1 \) for \( (\varphi_W, T) \in D_2 \).

**5.2. Exact form of the objective function for piecewise constant controls**

For each node \((\varphi_W^j, T_i)\), we restrict the space of controls to the set of piecewise constant controls
\[ f(t) = \sum_{k=1}^{K} a_k \chi_{[t_k, t_{k+1})}(t), \quad (45) \]
where \( a_k \in \mathbb{R} \) is the control amplitude during time interval \([t_k, t_{k+1})\) and \( \chi_{[t_k, t_{k+1})} \) is the characteristic function of this time interval. Uniform spacing is considered so that \( t_{k+1} = k \delta t \), where \( \delta t = T_i / K \). For the final time \( T_i \), we take \( K = 2i \). The minimal value \( K = 2 \) corresponds to the case \( T = T_1 = \pi / 20 \) (see on figure 1 the bottom horizontal line of the nodes); the maximal value \( K = 20 \) corresponds to the case \( T = T_{10} = \pi / 2 \) (see the upper horizontal line of the nodes). The value \( \delta t = \pi / 40 \) is the same for all \( i \).
Control now is vector \( \mathbf{a} = (a_1, \ldots, a_K) \in \mathbb{R}^K \). For GRAPE, no restrictions on \( a_k \) are placed. For stochastic methods, the control amplitudes are bounded, so that for some \( \nu > 0 \):

\[-\nu < a_k < \nu, \quad k = 1, \ldots, K.\]

For piecewise constant controls of the form (45), the evolution operator is the product of evolution operators at all time intervals,

\[ U_T^\mathbf{a} = U_K \ldots U_k \ldots U_1, \]

where \( U_k = e^{-i(\sigma_z + a_k \sigma_x) \delta t} \). Evolution operator \( U_k \) can easily be computed analytically using product rules for Pauli matrices. Indeed, for \( A_k = -(\sigma_z + a_k \sigma_x) \delta t \) one has

\[ A_k^2 = \delta t^2 (1 + a_k^2) \cdot \mathbb{1}. \]

Therefore

\[ U_k = e^{i A_k} = \sum_{n=0}^{\infty} \frac{(i A_k)^n}{n!} = \sum_{n=0}^{\infty} \frac{(i A_k)^{2n}}{2n!} + \sum_{n=0}^{\infty} \frac{(i A_k)^{2n+1}}{(2n+1)!} = \cos \alpha_k + i A_k \sin \frac{\alpha_k}{\alpha_k} \]

\[ = \cos \alpha_k - i \delta t (\sigma_z + a_k \sigma_x) \sin \frac{\alpha_k}{\alpha_k}, \]

where \( \alpha_k = \delta t \sqrt{1 + a_k^2} \). Thus, using sinc function \( \text{sinc} \alpha = \sin \alpha / \alpha \), we get

\[ U_T^\mathbf{a} = (\cos \alpha_K - i \delta t (\sigma_z + a_k \sigma_x) \text{sinc} \alpha_K) \ldots (\cos \alpha_1 - i \delta t (\sigma_z + a_1 \sigma_x) \text{sinc} \alpha_1) \]

(46)

This allows to write the objective as a function of the control,

\[ J_W[\mathbf{a}] = \frac{1}{4} |\text{Tr}(W^\dagger U_T^\mathbf{a})|^2 \rightarrow \max_\mathbf{a} \]

(47)

(the maximum is taken over \( \mathbf{a} \in \mathbb{R}^K \) for GRAPE and over \( \mathbf{a} \in [-\nu, \nu]^K \) for DE and DA).

5.3. GRAPE optimization

GRAPE can be conveniently applied for quantum control problems in cases when gradient of the objective can be analytically computed. Its first advantage is the ability to use analytical expression for the gradient. Second advantage is that GRAPE does not require setting constraints on the amplitude of the control. Third advantage for our control problem is that in the functional space of controls any control other that \( f_0 \) was proved to be not trap (while restricting the space of controls to piecewise constant controls with fixed \( K \) can produce traps).

For this problem, we compute gradient of the objective

\[ \text{grad} \ J_W[\mathbf{a}] = \frac{1}{2} \Im \left| \text{Tr}(Y^\dagger) \text{Tr}(YV_k) \right| \]

Here

\[ Y = W^\dagger U_T^\mathbf{a}, \]

\[ V_k = U_k^\dagger \ldots U_1^\dagger VU_1 \ldots U_k. \]

The algorithm starts by randomly generating, with the uniform distribution, the initial control \( \mathbf{a}_0 = (a_1, \ldots, a_K) \) where each \( a_k \in [-\delta; \delta] \) (\( A = 1 \) is chosen), and then shifting the control using the computed gradient value. For implementing GRAPE, we apply built in MATLAB.
function $f\text{minunc}$ for unconstrained optimization using value and gradient of the objective ($-J_W[a]$). In numerical simulations, for each node we make runs of GRAPE starting with two random initial points.

5.4. Differential evolution and dual annealing methods

The methods of DE and DA are zeroth-order optimization methods which use only values of the objective function and do not use gradient, Hessian, etc. These methods are stochastic methods used for an approximate global optimization. They were applied for example for numerical optimization of coherent and incoherent controls in an open quantum system [41, 42]. Since the SciPy library gives implementations of these methods to minimize the objective, the problem $-J_W[a] \rightarrow \min_{a \in [-\nu, \nu]^K}$ is considered. For numerical integration of the dynamical system, the tool odeint [40] available in the SciPy library is used. Taking into account the stochastic nature of DE and DA methods, we carry out two runs of each method for each node $(\varphi^*_W, T_i)$ with a subsequent comparison of the results of all runs.

5.5. The numerical simulations for the grid $G(D_1)$

In the domain $D_1$, for each $l \in \text{Ind}(G(D_1))$: (1) we numerically find the optimized vector $a = \tilde{a}^l$ and the corresponding maximal value $\hat{J}_W^l$ of the objective function $J_W[a]$ using GRAPE without constraints on the amplitude of the control, as well as the methods of DE and DA for $\nu = 50$; (2) compare the maximized value of the objective function with the value $J_W^l[0]$.

On the grid $G(D_1)$, the minimal value among the values $\{\hat{J}_W^l\}$ is close to 0.0245, and the maximal value is close 0.9755. In other words, exact generation of phase shift gate is not attained for any node of the grid $G(D_1)$. On figure 2(a), 45 star green markers show the values of $J_W$ on this grid. Figure 2(b) shows the graph of the table-defined function

$$\{\Delta_l\} := \{\hat{J}_W^l - J_W^l[0]\}$$

(48)

corresponding to the grid $G(D)$. For the grid $G(D_1)$, 45 star green markers at the bottom in figure 2(b) illustrate optimality of the control $f_0$. We have $\min_{l \in \text{Ind}(G(D_1))} \{\Delta_l\} \approx 4 \times 10^{-9}$, $\max_{l \in \text{Ind}(G(D_1))} \{\Delta_l\} \approx 2 \times 10^{-7}$, and $\frac{1}{45} \sum_{l \in \text{Ind}(G(D_1))} \Delta_l \approx 6 \times 10^{-8}$. Figure 2(c) shows the cumulative distribution function for the values $\{\log_{10} |\Delta_l| : l \in \text{Ind}(G(D_1))\}$. The computed values of the function $\{\Delta_l\}_{l \in \text{Ind}(G(D_1))}$ are given in table 1. The computed values of the function $\{\Delta_l\}_{l \in \text{Ind}(G(D_1))}$ are given in table 2. Thus, we conclude that for each node of the grid $G(D_1)$ the value $\hat{J}_W$ found by the optimization methods and the value $J_W^l[0]$ computed at the control $f_0$ coincide with high accuracy.

All 45 numerically optimized controls are represented by 330 values forming the array

$$\tilde{z} = \{\tilde{z}_{i,j}^{330} : k = \text{Ind}(G(D_1))\}.$$

We find that $\min_{1 \leq i \leq 330} \{\tilde{z}_i\} \approx -0.02$, $\max_{1 \leq i \leq 330} \{\tilde{z}_i\} \approx 0.02$, $\min_{1 \leq i \leq 330} \{|\tilde{z}_i|\} \approx 5 \times 10^{-7}$, and $\frac{1}{330} \sum_{i=1}^{330} |\tilde{z}_i| \approx 0.002$. Figures 2(e) and (f) show the cumulative distribution functions for the arrays $\{\tilde{z}_i^{330}\}_{i=1}^{330}$ and $\{|\tilde{z}_i^{330}|\}_{i=1}^{330}$, correspondingly. About 90% of the values $\{\tilde{z}_i^{330}\}$ are located between $-0.005$ and $0.005$. Thus, we conclude that the all 45 numerically optimized piecewise constant controls are close to the control $f_0$.

5.6. The numerical simulations for the grid $G(D_2)$

According to (6) we have $J_W[0] = 1$ for any $(\varphi_W, T) \in D_2$. Numerically we also find that with high accuracy $\hat{J}_W \approx 1$ for any $l \in \text{Ind}(G(D_2))$. The values of the function $\{\hat{J}_W^l\}_{l \in \text{Ind}(G(D_2))}$ are
Figure 2. Subplots (a) and (b) show the table-defined functions \( \hat{J}_W \) and \( \{ \Delta_l \} \) obtained using GRAPE, the methods of DE and DA (for the last two methods \( \nu = 50 \) is taken); the corresponding interpolation surfaces are also shown. Here 45 star green markers show points corresponding to the grid \( G(D_1) \); 10 square blue markers show points corresponding to the grid \( G(D_2) \); 55 circle red markers show points corresponding to the grid \( G(D_3 \cup (\pi, \frac{\pi}{2}) \) ). Other subplots illustrate the results computed using the methods of DE and DA. Subplot (c) shows the cumulative distribution function for \( \{ \log_{10} |\Delta_l| : l \in \text{Ind}(G(D_1)) \} \). Subplot (d) shows 55 sorted values \( \Delta_l \) for \( l \in \text{Ind}(G(D_3 \cup (\pi, \frac{\pi}{2})) \). With respect to the grid \( G(D_1) \), subplots (e) and (f) show the cumulative distribution functions for \( \{ \hat{z}_i \} \) and \( \{ |\hat{z}_i| \} \), correspondingly.

given in table 1. On figure 2(b) 10 square blue markers show differences \( \Delta_l \) for the grid \( G(D_2) \). The mean value is \( \frac{1}{10} \sum_{l \in \text{Ind}(G(D_2))} |\Delta_l| \approx 6 \times 10^{-6} \). All these ten differences almost equal to zero.

5.7 The numerical simulations for the grid \( G(D_3 \cup (\pi, \frac{\pi}{2})) \)

Using the numerical optimization methods, we find that for any node of the grid \( G(D_3 \cup (\pi, \frac{\pi}{2})) \) the maximum value \( \{ J_W \} \) of the objective functional \( J_W \) is almost equal to 1. This is illustrated by 55 circle red markers in figure 2(a). The values of \( \Delta_l \) for the grid \( G(D_3 \cup (\pi, \frac{\pi}{2})) \) are shown by 55 circle red markers on figure 2(b). We obtain \( \min_{l \in \text{Ind}(G(D_3 \cup (\pi, \frac{\pi}{2}))} \{ |\Delta_l| \} \approx \)
\begin{table}[h!]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$T_i$ & $\varphi^1_W$ & $\varphi^2_W$ & $\varphi^3_W$ & $\varphi^4_W$ & $\varphi^5_W$ & $\varphi^6_W$ & $\varphi^7_W$ & $\varphi^8_W$ & $\varphi^9_W$ & $\varphi^{10}_W$ & $\varphi^{11}_W$ \\
\hline
$T_{10}$ & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_9$ & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_8$ & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_7$ & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_6$ & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_5$ & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_4$ & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_3$ & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 & 1.0 \\
$T_2$ & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 & 1.0 \\
$T_1$ & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 & 1.0 \\
\hline
\end{tabular}
\caption{The obtained values (up to three digits) of the function $\{\tilde{J}_W\}_{i=1}^{110}$ for the grid (44). The values are shown on figure 2(a).}
\end{table}

\begin{table}[h!]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$T_i$ & $\varphi^1_W$ & $\varphi^2_W$ & $\varphi^3_W$ & $\varphi^4_W$ & $\varphi^5_W$ & $\varphi^6_W$ & $\varphi^7_W$ & $\varphi^8_W$ & $\varphi^9_W$ & $\varphi^{10}_W$ & $\varphi^{11}_W$ \\
\hline
$T_{10}$ & 0 & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 & 1.0 \\
$T_9$ & 0 & 0 & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 & 0.976 \\
$T_8$ & 0 & 0 & 0 & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 & 0.905 \\
$T_7$ & 0 & 0 & 0 & 0 & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 & 0.794 \\
$T_6$ & 0 & 0 & 0 & 0 & 0 & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 & 0.655 \\
$T_5$ & 0 & 0 & 0 & 0 & 0 & 0 & 0.024 & 0.095 & 0.206 & 0.345 & 0.5 \\
$T_4$ & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.024 & 0.095 & 0.206 & 0.345 \\
$T_3$ & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.024 & 0.095 & 0.206 \\
$T_2$ & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.024 & 0.095 \\
$T_1$ & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.024 \\
\hline
\end{tabular}
\caption{The obtained values (up to three digits) of the function $\{\Delta_i\}_{i=1}^{110}$ for the grid (44). The values are shown on figure 2(b).}
\end{table}

0.0024, $\max_{i \in \text{Ind}(\mathcal{G}(D_3 \cup (\pi, \frac{\pi}{2})))} |\Delta_i| \approx 1$, and $\frac{1}{110} \sum_{l \in \text{Ind}(\mathcal{G}(D_3 \cup (\pi, \frac{\pi}{2})))} |\Delta_l| \approx 0.37$. Figure 2(d) shows sorted values of $\Delta_i$. The values of $\{\tilde{J}_W\}_{i \in \text{Ind}(\mathcal{G}(D_3 \cup (\pi, \frac{\pi}{2})))}$ are shown in table 1. The values of $\{\Delta_i\}_{i \in \text{Ind}(\mathcal{G}(D_3 \cup (\pi, \frac{\pi}{2})))}$ are shown in table 2. For each node of $\mathcal{G}(D_3 \cup (\pi, \frac{\pi}{2}))$, comparing the maximum value $\tilde{J}_W$ obtained using the optimization methods with the value $J_W[0]$ informs that the control $f_0$ is not globally optimal for this grid.

All 55 numerically optimized piecewise constant controls are represented by 770 values forming the array

$$\tilde{z} = \{\tilde{z}_i\}_{i=1}^{770} = \left\{ \tilde{a}_{\cdot i} : \ k = 1, K, \ l \in \text{Ind}\left( \mathcal{G}\left( D_3 \cup (\pi, \frac{\pi}{2}) \right) \right) \right\}.$$ 

This array is characterized by $\min_{1 \leq i \leq 770} |\tilde{z}_i| \approx -50$, $\max_{1 \leq i \leq 770} |\tilde{z}_i| \approx 50$, $\min_{1 \leq i \leq 770} |\tilde{z}_i| \approx 0.002$, and $\frac{1}{770} \sum_{i=1}^{770} |\tilde{z}_i| \approx 18$. 
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5.8. Minimal final times

As figure 2(a) shows, if we fix the value $\phi_W^j$ and look for a minimal time to reach the boundary value $J_W = 1$, then we can take

$$T_i = \pi - \phi_W^j, \quad j \in \{0,10\}, \quad i \in \{1,10\}, \quad f(t) = 0 \quad \forall \ t \in [0,T_i],$$

i.e. we can take the corresponding node of the grid $\mathcal{G}(D_2)$ and the control $f_0$.

5.9. The piecewise constant controls with two variables

In this subsection we consider the case $K = 2$ and $T_1 = \pi/20$, so that $\delta T = T_1/K = T/2$. This case is considered as it allows for a simple visualization of the typical structure of the control landscape, similarly to that done in [17, 20] for a different objective functional. The objective functional $J_W[f]$ in this case reduces to the objective function $J_W[a]$ of $a = (a_1, a_2) \in \mathbb{R}^2$.

With the notations $\alpha_i = \delta t \sqrt{1 + a_i^2}$ for $i = 1, 2$, the objective function takes the exact analytical form

$$J_W[a] = 2 \cos \phi_W \left\{ \cos \alpha_1 \cos \alpha_2 - \delta t^2 (1 + a_1 a_2) \sin \alpha_1 \sin \alpha_2 \right\}$$

$$- 2 \delta t \sin \phi_W \left\{ \sin \alpha_1 \cos \alpha_2 + \sin \alpha_2 \cos \alpha_1 \right\}.$$  \hspace{1cm} (49)
Define on the set \([-\nu, \nu] \times [-\nu, \nu]\) the uniform grid with the step \(\Delta a = 1\),

\[
\begin{aligned}
\{(a_1', a_2') : a_1' &= -\nu + s\Delta a, \ s = 0, N, \ a_2' = -\nu + q\Delta a; \ q = 0, N, \ \Delta a = \frac{2\nu}{N}\}
\end{aligned}
\]

For each node \((a_1', a_2')\), the corresponding control is denoted as \(f^{a_1'}\). Consider the cases \((\varphi_W, T_1) = \left(\frac{\pi}{N}, \frac{s}{N}\right) \in G(D_1)\), \((\varphi_W, T_1) = \left(\frac{\pi}{N}, \frac{s}{N}\right) \in G(D_2)\), and \((\varphi_W, T_1) = \left(\pi, \frac{s}{N}\right) \in G(D_3)\). For each case, the corresponding control landscape is plotted on figure 3 by computing the values of the objective function \(J_W[a]\) for each node \((a_1', a_2')\). The presence of traps in these control landscapes is due to the strong constraints posed by the form of the control. Subplots (a) and (b) for the node \((\varphi_W, T_1) = \left(\frac{\pi}{N}, \frac{s}{N}\right) \in D_1\) show that: (1) \(a = (0, 0)\) is a global maximum with the objective value significantly smaller than 1; (2) traps exist. Subplot (c) for the node \((\varphi_W, T_1) = \left(\pi, \frac{s}{N}\right) \in D_3\), shows that \(a = (0, 0)\) is a saddle point. In this case, the maximum value \(J_W[a] = 1\) is reachable (in table 1, see for the case \((\varphi_W^{11}, T_1))\), but not at \(a = (0, 0)\). Subplot (d) for the node \((\varphi_W, T_1) = \left(\frac{19\pi}{20}, \frac{s}{N}\right) \in D_2\) shows that the global maximum with objective value 1 is achieved at \(a = (0, 0)\) implying precise generation of the quantum gate by the control \(f_0\).

6. Conclusion

In this work, we studied the problem of ultrafast controlled generation of single-qubit phase shift quantum gates. This problem can be reduced to the problem of maximization of the objective functional \(J_W\) parameterized by \(\varphi_W \in (0, \pi]\) in the case of the fixed time \(T < T_0 = \pi/2\). In [32] it was proved that the only possible trap for this objective functional is the special control \(f_0 = 0\) and it could potentially be trap only if \(\varphi_W \in [\frac{\pi}{2}, \pi]\) and \(T < \pi - \varphi_W\). It was known that this special control under these conditions is a critical point of the objective functional, but it was not known whether it is a saddle point, a global extremum point, or a trap. In this paper, we have investigated the Hessian of the objective functional \(J_W\) at \(f_0\) for various values \(\varphi_W \in (0, \pi]\) and for small times \(T\). In this case, the Hessian is an integral self-adjoint operator. Considering the inverse differential operator to the Hessian, we investigated its spectrum and eigenvalues. We show that for \(\varphi_W \in [\frac{\pi}{2}, \pi]\) and \(T \in (\pi - \varphi_W, \frac{\pi}{2}]\) and for \(\varphi_W \in (0, \frac{\pi}{2})\) and \(T \in (0, \frac{\pi}{2}]\) such that \(\varphi_W + T \neq \frac{\pi}{2}\) the special control \(f_0 = 0\) is a saddle point of the objective functional \(J_W\). This result was previously obtained in [32] by another method. A new result of this paper is the proof that for \(\varphi_W \in [\frac{\pi}{2}, \pi]\) and \(T < \pi - \varphi_W\) the Hessian is a negative definite operator. Thus, it is rigorously proved that in this case \(f_0\) is either a global maximum point, a trap, or a trap in the weak sense. The numerical analysis is further performed to show that this control is a global maximum point. The numerical results also show that for \(\frac{\pi}{2} \leq \varphi_W \leq \pi\) and \(0 < T \leq \frac{\pi}{2}\) achieving the objective functional value 1, i.e., providing exact generation of phase shift gate, requires a final time \(T\) being not less than the minimal time \(T_{min} = \pi - \varphi_W\). The exploited method based on Hessian analysis is potentially quite general and could be applied to the analysis of control landscapes for multi-level quantum systems and other control problems such as maximizing the transition probability to a target state and optimizing average value of a target observable, while the exact analysis may often be problem specific.
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