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ABSTRACT

Since the advent of COVID-19, the number of deaths has increased exponentially, boosting the requirement for various research studies that may correctly diagnose the illness at an early stage. Using chest X-rays, this study presents deep learning-based algorithms for classifying patients with COVID illness, healthy controls, and pneumonia classes. Data gathering, pre-processing, feature extraction, and classification are the four primary aspects of the approach. The pictures of chest X-rays utilized in this investigation came from various publicly available databases. The pictures were filtered to increase image quality in the pre-processing stage, and the chest X-ray images were de-noised using the empirical wavelet transform (EWT). Following that, four deep learning models were used to extract features. The first two models, Inception-V3 and Resnet-50, are based on transfer learning models. The Resnet-50 is combined with a temporal convolutional neural network (TCN) to create the third model. The fourth model is our suggested RESCOVIDTCNNet model, which integrates EWT, Resnet-50, and TCN. Finally, an artificial neural network (ANN) and a support vector machine were used to classify the data (SVM). Using five-fold cross-validation for 3-class classification, our suggested RESCOVIDTCNNet achieved a 99.5 percent accuracy. Our prototype can be utilized in developing nations where radiologists are in low supply to acquire a diagnosis quickly.

1. Introduction

A novel kind of viral pneumonia, coronavirus 2 (SARS-CoV-2), has been found in China (Lu et al. 2020). It is caused by the severe acute respiratory syndrome. In February 2020, the World Health Organization (WHO) named the virus COVID-19 and designated it a pandemic in March 2020. COVID-19 has been verified in approximately 239 million people worldwide, with 4.8 million fatalities as of October 15, 2021 (World Health Organization, 2021). Furthermore, many people may be infected with COVID-19 yet have no symptoms. These individuals do not show signs of COVID-19 sickness; instead, they are viral carriers who can disseminate the virus to susceptible persons (Huff and Singh, 2020).

Therefore, early diagnosis of the disease, even in the absence of symptoms, can control the spread of the virus and save the patient’s life.

Several indicators can help to diagnose the patient’s health status. The most common test for COVID-19 detection is the Reverse Transcription Polymerase Chain Reaction (RT-PCR) (Wu et al. 2020). However, RT-PCR is relatively low in sensitivity and time-consuming. Moreover, it is costly and requires specific materials and equipment, which are not easily accessible. Alternatively, various types of radiological imaging exist, such as X-rays and computed tomography (CT), to identify patients affected by Pneumonia. It is reported that COVID-19 patients’ lungs exhibit some visual features, such as markings and spots, that may distinguish COVID-19 positive cases from typical cases.
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Summary of automated COVID-19 detection systems developed. Unless stated otherwise, all accuracy results are reported according to 3 class classification (Normal, COVID-19, and Pneumonia) (2-Class and multi-class).

| Study | Dataset(s) | Classes | Classifier | Accuracy |
|-------|------------|---------|------------|----------|
| Ozturk et al. 2020 | CO19-Ximage (Cohen, 2020) and ChXimage (Wang et al. 2017), GitHub and Kaggle | Normal (500)COVID-19 (127) Pneumonia (500) | Darknet-19 | 2-Class: 98.08% 3-Class: 87.02% |
| Li et al. 2021 | | Normal (234)COVID-19 (87) | SVM | 100% |
| Asif et al. 2020 | CO19-Ximage (Cohen, 2020) and COVQU (Chowdhury et al. 2020; Rahman et al. 2021) | Normal (1,341)COVID-19 (864)Pneumonia (1,345) | Inception-V3. | 98.30% |
| Brunese et al. 2020 | CO19-Ximage (Cohen, 2020), X-Ray Image Dataset (Ozturk et al. 2020), and ChXimage (Wang et al. 2017) | Normal (3,520)COVID-19 (250)VGG16. Pneumonia (2,753) | VGG16. | 97.00% |
| Das et al. 2020 | X-Ray Image Dataset (Ozturk et al. 2020) | 1,000 chest X-rays images included Normal, COVID-19, and Pneumonia classes. | Xception model | 97.4 |
| Toraman et al. 2020 | CO19-Ximage (Cohen, 2020) and ChXimage (Wang et al. 2017), Kaggle. | Normal (1,050)COVID-19 (231)Pneumonia (1,050) | capsule neural network | 2-Class: 97.24% 3-Class: 84.22% |
| Zhang et al. 2020 | CO19-Ximage (Cohen, 2020), ChXimage (Wang et al. 2017), X-Ray Image Dataset (Ozturk et al. 2020), and Kaggle. | Normal (557)COVID-19 (234)Pneumonia (730) | Inception-V3 | 90.00% |
| Abraham et al. 2020 | CO19-Ximage (Cohen, 2020) and ChXimage (Mooney, 2020) | COVID-19 (453)non-COVID (497) | SqueezeNet + Darknet-53 + MobileNetV2 + Xception + ShuffleNet | 91.16% |
| Jain et al. 2020 | CO19-Ximage (Cohen et al. 2020) and ChXimage (Mooney, 2020) | Normal (315)COVID-19 (250)Bacterial Pneumonia (300)Viral Pneumonia (350) | ResNet50 and ResNet-101 | Multi-class: 97.77% |
| Ahbar et al. 2020 | CO19-Ximage (Cohen et al. 2020) and ChXimage (Mooney, 2020) | 94,323 chest X-rays images included Normal, COVID-19, Bacterial Pneumonia, and Viral Pneumonia classes. Normal (2,880)COVID-19 (415)Pneumonia (5,179) | Capsule Networks | Multi-Class: 95.70% |
| Heidari et al. 2020 | Mendeley Data (Kermany et al. 2018), COVQU (Chowdhury et al. 2020; Rahman et al. 2021), and CO19-Ximage (Cohen, 2020) | Normal (2,880)COVID-19 (415)Pneumonia (5,179) | VGG16 | 96.90% |
| Ismael and Şengir, 2021 | CO19-Ximage (Cohen, 2020) and CO19-Ximage (Mooney, 2020). | Normal (200)COVID-19 (180) | ResNet50 + SVM classifier with the Linear kernel function | 2-Class: 94.70% |
| Jin et al. 2021 | COVQU (Chowdhury et al. 2020; Rahman et al. 2021) and CO19-Ximage (Cohen, 2020) | Normal (600)COVID-19 (543)Pneumonia (600) | AlexNet + ReliefF + SVM | 99.43% |
| Demir, 2021 | ChXimage (Mooney, 2020) and ChXimage (Wang et al. 2017) | Normal (200)COVID-19 (361)Pneumonia (500) | LSTM | 97.11% |
| Sharifraz et al. 2021 | Omid Hospital in Tehran | Normal (256)COVID-19 (77) | CNN + SVM + Sobel filter DenseNet and CapsNet | 90.70% |
| Quan et al. 2021 | Coronaliax (Praveen, 2020) CO19-Ximage (Cohen, 2020), and COVQU | | | |
| Júnior et al. 2021 | CO19-Ximage (Cohen, 2020) and ChXimage (Mooney 2020) | Normal (2,917)COVID-19 (781)Bacterial Pneumonia (2,850)Viral Pneumonia (2,884) | CNN + PCA | 2-Class: 96-100% 3-Class: 96.79% |
| Das et al. 2021 | ChXimage datasets (Ahmad et al. 2020) and (Boudrioua et al. 2020) | Normal (8,851)COVID-19 (590)Pneumonia (6,057) | DenseNet | 92.00% |
| Albahi et al. 2021 | X-Ray Image Dataset (Ozturk et al. 2020) | Normal (500)COVID-19 (125)Pneumonia (500) | AlexNet + ResNet50 | 2-Class: 99.52% 3-Class: 87.64% |
| Irfan et al. 2021 | GitHub, COVID-19 radiography database, Kaggle, COVID-19 image data collection, and COVID-19 Chest X-ray Dataset | X-ray ImagesNormal (1100)COVID-19 (1900)Pneumonia (2000) CT ImagesNormal (610)COVID-19 | Hybrid deep neural networks (HDNN) consist of dropout, convolution, max-pooling layer, LSTM blocks, and a fully connected layer | 3-Class: 99% |

(continued on next page)
using radiological images (Balaha et al. 2021). Unlike RT-PCR and CT, chest X-ray is cheaper, less time-consuming, and readily available for screening. The X-ray has lower ionizing radiations than CT scans, which allows for multiple follow-ups on the effects of COVID-19 on lung tissue.

Therefore, chest X-ray images gathered from different databases have been used to detect COVID-19 disease in this paper. Sometimes noises appear in the X-ray images, which affects the diagnosis. To overcome this challenge, time-frequency analysis can be used to remove high-frequency components from the noisy images. Also, the image pre-processing step helps to further improve the model performance.

Many traditional machine learning techniques have been presented in the literature for the early diagnosis of COVID-19 (Heidari et al. 2020; Li et al. 2021; Sharifrazi et al. 2021; Júnior et al. 2021; Khan et al. 2021; Fan et al. 2021; Karthik et al., 2021). The convolutional neural network (CNN) (Le Cun et al. 2015), support vector machine (SVM) (Cortes and Vapnik, 1995), residual exemplar local binary pattern (ResExLBP), iterative RelieF (Li et al. 2021), and Sobel filter (Sobel and Feldman, 1968) have been used. Moreover, most previous works used deep learning networks to achieve good classification results. Ozturk et al. (2020) presented a deep learning structure based on a pre-trained model known as DarkCovidNet, and their proposed model was defined as a Darknet-19 classifier. The former models were used to diagnose X-ray lung images infected with COVID-19. Instead of building a model from scratch, this model used the DarkNet-19 classifier (Redmon and Farhadi, 2017). Their proposed model was tested with three different classes: COVID cases, normal, and pneumonia. The number of X-ray images was 1000, and they have obtained 98.08% and 87.02% accuracy rates for binary (i.e., normal and COVID-19) and three classes (i.e., normal, COVID-19, and Pneumonia) classifications, respectively. The proposed approach (Toraman et al. 2020; Afshar et al. 2020) used capsule networks to detect COVID-19 disease using X-ray images.

COVID-19 has recently been detected utilizing X-ray images using a variety of transfer learning approaches (Apostolopoulos and Mpsisena, 2020; Asif et al. 2020; Brunese et al. 2020; Das et al. 2020; Zhang et al. 2020; Abraham and Nair, 2020; Jain et al. 2020; Ismael and Şengür, 2021; Jin et al. 2021; Quan et al., 2021; Das et al. 2021). The researchers in (Das et al. 2020) used the Xception model to provide an automated deep transfer learning technique for identifying COVID-19 infection from chest X-rays using the Xception model. They used 500 normal, 500 pneumonia, and 125 COVID-19 X-ray images in their study, with a classification accuracy of 97.4%. For multi-classification diagnosis, Apostolopoulos and Mpsisena (2020) combined transfer learning models with a VGG-19 pre-trained model and reported an accuracy of 93.48 percent on test data. Multi-CNN was used to extract characteristics from chest X-ray pictures, and it consisted of several pre-trained CNNs (Abraham and Nair, 2020; Ismael and Şengür, 2021).

The researchers in (Das et al. 2020) developed an automated Covid-19 diagnostic technique based on the VGG-16 pre-trained model. On 2,905 chest X-ray pictures, their approach had a 97.67 percent accuracy. Despite all of these efforts, the following are the major research gaps in the automated identification of COVID-19:

### Table 1 (continued)

| Study          | Dataset(s)                          | Classification Model                                      | Accuracy   |
|---------------|-------------------------------------|----------------------------------------------------------|------------|
| Almalki et al. 2021 | COVID-19 Chest X-ray Dataset, Kaggle repository “Chest X-Ray Images,” a total of 1251 images were taken from the repositories: Normal (620 samples), Pneumonia (660 samples), Viral-pneumonia (654 samples), and Coronavirus (568 samples) | CoVIR-net Model (Inception + ResNet Models) | CoVIR-net + Random Forest, Multi-class: 97.29% |

### Table 2

Table 2 provides the details of the three datasets used and the number of selected images from each dataset.

| Datasets          | Databases         | Number of X-ray Chest Images in each dataset | Amount of X-ray Chest Images Selected for this Study |
|-------------------|-------------------|---------------------------------------------|------------------------------------------------------|
| Ozturk et al. 2020 | COVID-19: 125 images (Cohen, 2020) | COVID-19: 125 images                              | COVID-19: 125 images                                     |
| (Wang et al. 2017)| Normal: 500 images |                                          | Normal: 329 images                                          |
|                   | Pneumonia: 500 images |                                          | Pneumonia: 325 images                                          |
| Mooney, 2020      | Chest X-Ray Images (Mooney, 2020) | Normal: 1592 images                              | Normal: 1343 images                                          |
|                   |                   | Pneumonia: 4237 images                              | Pneumonia: 1345 images                                          |
| Chowdhury et al. 2021 | COVQU (Chowdhury et al. 2020) | COVID-19: 3616 images                              | COVID-19: 1545 images                                          |
|                   |                   | Normal: 10,192 images                              |                                                        |
|                   |                   | Pneumonia: 1345 images                              |                                                        |
|                   |                   | Total: 1670 images                                  |                                                        |
|                   |                   | COVID-19: 1670 images                               |                                                        |
|                   |                   | Normal: 1672 images                                 |                                                        |
|                   |                   | Pneumonia: 1670 images                               |                                                        |

Therefore, in this study, we developed a diagnostic method for the automated detection of COVID-19 infection using chest X-rays using the transfer learning method. The main contributions of this paper are:

- Investigation of various deep learning models for the automated detection of COVID-19, pneumonia, and normal X-ray chest images.
- Development of the RESCOVIDTCNNet model, which combines EWT, Resnet50, and a temporal convolutional neural network (TCN).
- The model was constructed utilizing more than 5000 X-ray chest scans, and the proposed model had the best results.
- The chest X-ray images were pre-processed using the empirical wavelet transform (EWT).

### 2. Related works

Several studies have recently been modified to diagnose COVID illnesses using chest X-ray pictures. Transfer learning approaches relying on (CNN) can be used for classification, feature extraction, and transfer learning (Zhang et al. 2020; Abraham et al. 2020; Jin et al. 2021; Quan et al. 2021; Das et al. 2021; Ozcan, 2021). Table 1 summarizes the results

### COVID-19 X-ray image: CO19-Ximage Chest X-Ray Images: Ch-Ximage ChestX-ray8: Ch-X8image.
of studies developed for the automated identification of COVID-19 utilizing X-ray images. Table 1 shows that there is still space to improve the model’s classification performance utilizing large, varied datasets. As a result, we’ve presented a new RESCOVIDTCNNet to categorize three pictures utilizing X-ray images and achieve maximum diagnostic accuracy. Table 2 show the datasets used in our study.

Overall, based on the above literature review, the suggested RESCOVIDTCNNet model is unique because it combines EWT with Resnet-50 and TCN. The data-gathering stage begins with collecting chest X-ray images from various sources. Second, EWT is utilized to increase the resolution of the input pictures during pre-processing. Third, feature extraction is proposed using Inception-V3 and Resnet-50, two pre-trained models. Finally, artificial neural networks (ANN) and support vector machines (SVM) are used in the classification stage. All of these strategies were included primarily to increase classification accuracy. The use of EWT and Resnet-50 helps improve the quality of X-ray pictures. The feature extraction stage is aided by a mix of Resnet-50 and Inception-v3 pre-trained models. TCN was then applied to the
retrieved features in order to extract even more prominent characteristics from the X-ray pictures.

3. Methodology

The methodology consists of four main phases essential for constructing the proposed deep learning models, as shown in Fig. 1. The first phase is the data acquisition phase, and in this step, four main datasets are selected containing X-ray chest images of COVID, normal, and pneumonia. The images are pre-processed using empirical wavelet transform (EWT) in the second filtration phase. Fig. 2 represents the three types of lung X-rays images.

Then in the feature extraction step, four main deep learning models are used: Inception-V3, Resnet50, Resnet50-TCN, and RESCOVIDTCNNet. Finally, these extracted features are classified using multilayer perceptron (MLP) and support vector machine (SVM) classifiers.

3.1. COVID19-Xray-Datasets

This section presents various lung X-ray images gathered from publicly available datasets required for COVID-19 diagnosis. We have taken care of two image selection criteria in this work: (i) balance the X-ray images number in each class and (ii) not choose the same image from different datasets twice. The first dataset used in this work was obtained by (Ozturk et al. 2020) and available on the Kaggle portal (Talo, 2020). The dataset in (Ozturk et al. 2020) was obtained from two different databases. The first database was collected (Cohen, 2020), called COVID-19 X-ray image. This database consists of 125 COVID-19 images. The second database was provided by (Wang et al. 2017), called ChestX-COVID-19, which consists of 125 COVID-19 images. This database is called COVQU. The main aim of this dataset is to determine how to estimate and cover an optimum local sparse structure in a convolutional vision network with conveniently available dense components. Inception-v3 (Szegedy et al. 2016) is widely used for image classification with a pre-trained deep neural network. It consists of two main types of convolutions: factorized and smaller. The former convolutions reduce the computational efficiency by decreasing the number of parameters included in the network. The latter convolutions are used to replace bigger convolutions to achieve faster training. In the Inception-v3 model, the basic convolution block, enhanced Inception modules, and task-specific classifiers are successively concatenated. Basic convolutional operations using 1 × 1 and 3 × 3 kernels are used to learn low-level feature mappings. Next, multi-scale feature representations are concatenated in the Inception module and fed into auxiliary classifiers with various convolution kernels to improve convergence performance. The fully connected layer converts multi-scale feature vectors into a one-dimensional vector, followed by 1 × 1 Inception modules. Finally, the Softmax classifier generates one vector with three classes of probability (i.e., Normal, COVID-19, and Pneumonia).

3.2 Preprocessing using empirical wavelet transform (EWT)

This paper used EWT (Gilles, 2013) to filter and pre-process the X-ray images. EWT is similar to wavelet transform, in which the transformation based on the EWT results in two main sets of details and the approximation coefficients. Let us consider a signal; the detail coefficients will be defined based on the convolution operation of the signal with EWT to obtain $\psi_n$, whereas the approximation coefficients will be known using the convolution of the signal using a scaling function defined as $\phi$. The details and the approximation coefficients are defined in the following equations, respectively.

$$W_l^j(n, t) = \langle s, \psi_n \rangle = \int s(t) \psi_n^*(t - t) dt$$

$$W_l^0(n, t) = \langle s, \phi_n \rangle$$

$$= \left( \hat{s}(\omega) \hat{\phi}(\omega) \right)^{-1}$$

The previous equations are considered the details and the approximation of the frequency components obtained from the EWT. Extension of EWT for the 2D image can be defined as 2D Littlewood-Paley EWT, 2D Curvelet EWT, 2D Empirical Ridgelet transform, and 2D tensor EWT. In this study, 2D Littlewood-Paley EWT is applied because it aims to construct of little-Paley wavelet filters in separate scales defined by various concentric rings. It detects the scales first and then detects the angular section with each scale ring. Let us consider $I$ to be an image, then the details and the approximation coefficients of 2D Littlewood-Paley EWT are defined using the following equations:

$$W_{lEWT}^j(n, t) = F_2^j(I)(\omega)\overline{F_2^j(\phi_n)(\omega)}$$

$$W_{lEWT}^0(n, t) = F_2^0(I)(\omega)\overline{F_2^0(\phi_n)(\omega)}$$

where $F_2$ and $F_2$ are the 2D pseudo-polar Fourier transform and its inverse. Then EWT is applied to each band of the image.

3.3 Transfer learning models based on Resnet50 and Inception-v3

In this study, ResNet-50 and Inception-v3 pre-trained CNN architectures are employed to classify the X-ray chest images into three classes: Normal, COVID-19, and Pneumonia.

ResNet: The residual neural network with 50 layers (ResNet-50) is a convolutional neural network variation of ResNet (He et al. 2016). This architecture was trained using a subset of the ImageNet database (Deng et al. 2009), which comprises over one million pictures from 1000 different classes. ResNet-50 is a deep residual learning framework-based network. These residual networks are more customizable, and utilizing deeper models can improve accuracy. ResNet-50’s residual function is made up of three weight layers: 11, 33, and 11 convolutions. The dimensions are reduced thanks to the 11 convolution layers. The 33% layer is used for input/output dimensions that are smaller. The residual connections in the ResNet-50 architecture aid in the maintenance of learnt knowledge and the reduction of model training time.

Inception: The main concept behind the Inception architecture is to determine how to estimate and cover an optimum local sparse structure in a convolutional neural network with conveniently available dense components. Inception-v3 (Szegedy et al. 2016) is widely used for image classification with a pre-trained deep neural network. It consists of two main types of convolutions: factorized and smaller. The former convolutions reduce the computational efficiency by decreasing the number of parameters included in the network. The latter convolutions are used to replace bigger convolutions to achieve faster training. In the Inception-v3 model, the basic convolution block, enhanced Inception modules, and task-specific classifiers are successively concatenated. Basic convolutional operations using 1 × 1 and 3 × 3 kernels are used to learn low-level feature mappings. Next, multi-scale feature representations are concatenated in the Inception module and fed into auxiliary classifiers with various convolution kernels to improve convergence performance. The fully connected layer converts multi-scale feature vectors into a one-dimensional vector, followed by 1 × 1 Inception modules. Finally, the Softmax classifier generates one vector with three classes of probability (i.e., Normal, COVID-19, and Pneumonia).

3.4 The proposed RESCOVIDTCNNet model

Due to their superior capability to capture temporal relationships in sequential data, recurrent neural networks (RNNs) are preferred for sequence modeling tasks. The RNNs, such as long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997), convolutional LSTM (ConvLSTM) (Xingjian et al. 2015), WaveNet (Oord et al., 2016), and gated recurrent unit (GRU) (Cho et al. 2014), can capture long-term relationships in sequences and have attained state-of-the-art results in
The TCN model (Bai et al. 2018) modifies the CNN model designed for sequence modeling tasks with causal constraints. The TCN outperformed the RNN and its derivatives LSTM (Breuel, 2015) and GRU (Lynn et al. 2019). Furthermore, the architecture of TCN is simpler and more straightforward than RNN and LSTM networks. In addition, the TCN, like standard CNNs, offers the advantages of convolution kernel sharing and parallel computation, which helps to minimize the calculation time. It may also use a 1D fully-convolutional network (FCN) architecture to transfer a sequence of varying lengths to an output sequence of the same length (Long et al. 2015). Furthermore, the TCN architecture’s convolutions are causal convolutions. TCN’s typical architecture is seen in Fig. 3.

The residual network is utilized in the TCN to prevent CNN performance from degrading as the number of layers increases. Each of the m residual blocks in the TCN layer contains two layers of dilated causal convolution. Weight normalization is also done to the convolutional filters in a residual block, with the rectified linear unit (ReLU) (Nair and Hinton, 2015) as the activation function. Because TCN has two dilated causal convolutions and non-linearities, the ReLU activation function must be utilized. After each dilated convolution, a dropout layer is added for regularization. The input and output widths in TCN might be varied. To account for the difference in input–output widths, an 11 convolution is utilized.

The dilated convolution adds certain weights to the convolution kernel while leaving the input data intact, increasing the size of the time series viewed by the network while keeping the amount of calculation relatively constant. Let an input sequence \( \{x_0, x_1, \ldots, x_T\} \in \mathbb{R}^n \), the dilated convolution operation \( F \) on the \( n \)-the element of the 1D sequence (Yan et al. 2020) is defined as:

\[
F(n) = (x * df)(n) = \sum_{i=0}^{k-1} f(i) \cdot x_{n – d \cdot i}
\]

where \( f : \{0, 1, \ldots, k-1\} \mapsto \mathbb{R} \) indicates the filter with size \( k \), the dilation -the coefficient is \( d \), and \( n – d \cdot i \) accounts for the direction of the past. As a result, dilation is the same as using a set step size between each pair of adjacent filter taps.

The extended convolution is simplified to a standard convolution with \( d = 1 \). The output of the top layer may reflect a wider variety of inputs with a bigger expansion, thereby increasing TCN’s receptive field. TCN can extend the receptive field in two ways: by raising the dilation factor \( d \) or by selecting bigger filter sizes \( k \). As an example, Fig. 3 depicts the dilated 1D convolutions with dilation factors \( d = 1; 2; 4 \) and filter size \( k = 3 \).

RESCOVIDTCNNet is the combination of Resnet-50 and TCN. This combination is constructed based on selecting the output obtained from the fully connected layer of Resnet50 and feeding it as an input to the TCN. TCN is designed and trained to classify the next \( l \) input series. Let us consider the results obtained from the fully connected layer of Resnet-50.
are defined in the following sequence \( x_0, x_1, \ldots, x_T \). The corresponding output that is going to be classified is defined as \( y_0, y_1, \ldots, y_T \). The overall structure of the proposed RESCOVIDTCNNet is shown in Fig. 4, and the pseudocode is provided in algorithm.1.

**Algorithm.1 Pseudocode for the proposed RESCOVIDTCNNet.**

| Input: | X-ray Chest Images for different types (Normal, COVID, Pneumonia) |
| Output: | Features extracted from RESCOVIDTCNNet |

**EWT (Pre-processing Step)**

Step1: The X-ray chest images are passed to the EWT for de-nosing and pre-processing.

Step2: Two Dimensional Littlewood-Paley EWT is presented To deal with 2D images.

Step3: The details and the approximation coefficients based on 2D Dimensional Littlewood-Paley EWT are obtained using the following equations:

\[
W^e_{LP}(n, t) = F^2(F^2(I(\omega))F^2(\psi_n(\omega))
\]

\[
W^e_{LP}(0, t) = F^2(F^2(I(\omega))F^2(\Delta_0(\omega))
\]

Step4: The X-ray chest images are reconstructed from the detailed coefficients of EWT.

**Resnet50 (Feature Extraction)**

Step5: The Pre-processed EWT X-ray chest images are passed to the transfer learning model known by Resnet50.

Step6: The images are passed to 5 main blocks. The first block consists of convolutional and max-pooling layers.

Step7: The second block consists of 9 convolutional layers, and the third block consists of 12 convolutional layers.

Step8: The output of the third block is based on the fourth block, which consists of 18 convolutional layers, and the output is passed to the fifth block, which consists of convolutional layers.

Step9: Then, an average pooling and fully connected layers are applied to the output of the fifth block.

Step10: A deep residual learning is presented to create shortcut connections by mapping the layers to residual known by \( H(x) \).

Step11: The nonlinear layers are mapped to another type of mapping function defined by:

\[
F(x) \rightarrow H(x) \rightarrow x
\]

**TCN (Feature Extraction)**

(continued)

TCN aims to satisfy two main constraints (Aksan and Hilliges, 2019): (i) the output of the TCN network should be equal to the length of the input, and (ii) it depends on the previous information obtained from the previous steps. TCN residual blocks are based on causal convolution in which each layer at an output time \( t \) is calculated with the region no later than time step \( t \) in the past layer. The causal convolutional layers have a problem of respective limited size, and to store a large amount of information, it is required to stack many layers. Therefore, dilated convolution is applied to permit an exponentially large receptive field. The dilated convolutional layers structure is shown in Fig. 4 (b). When the dilated convolutions increase with a dilated factor \( d \) in an exponent way, this leads to an increase in the size of the receptive field to cover a large number of inputs in the history.

The structure of the residual block is shown in Fig. 4 (c). Finally, the RESCOVIDTCNNet model consists of 4 main blocks. Each block consists of two dilated causal convolutional layers, weight normalization layers, and RELU activation functions. The result of each block is an input to the next block. The four blocks are executed, and then the whole model is ended by two main fully connected layers and a classification layer.

4. Experimental results

The outcomes of the suggested approaches achieved in the various
subsections are presented in this section. The first section covers the experimental setup as well as the software needed for de-noising, feature extraction, and classification. The outcomes of the EWT filtering procedure are shown in the second subsection. The training parameters necessary for deep learning training models are listed in the third subsection. Finally, the quantitative analysis of performance metrics produced from various deep learning models is described in the last subsection.

4.1. Experiment setup

The presented deep learning models and the classifiers used in this work were implemented using MATLAB software programming language. The classification stage and the performance measurements were obtained using WEKA software. The experiments were performed on a PC with Intel COREi9- 10,232 @ 1.80 GHz 1.99 GHz, 32 GB RAM. The total number of X-ray images (5012) was divided into three parts: training (60%), validation (20%), and test (20%). Five-fold cross-validation (CV) strategy was used to assess the model performance. The classification was performed using two MLP and SVM classifiers to choose the best performing classifier.

4.2. EWT pre-processing results on X-ray images

The initial X-ray chest scans revealed that EWT performed well. It increased the original image’s performance to get an SNR of 15.43 dB. In addition, salt and pepper noise with a variation of 0.05 is added to the original image to clarify the EWT’s performance. The difference is the quantity of salt and pepper noise added to the X-ray lung pictures. The reconstructed picture was of higher quality, free of noise, and had an SNR of 19.322 dB. Fig. 5 depicts EWT findings on the original X-ray picture (a) and the salt and pepper X-ray image (b).

4.3. Training parameters

Table 3 lists the parameters taken into account during hyper-parameter tuning of deep learning models. The optimizer, momentum, learn rate (drop factor, schedule, and drop period), initially learn rate, L2 regularization, gradient threshold technique and value, maximum epochs, and mini-batch size are all factors to consider. Furthermore, the best parameters for deep learning models are found through experimentation (Rehman et al., 2021; Sultan et al., 2019).

Throughout the training, the stochastic gradient descent with momentum (SGDM) and Adam’s optimizers were used. A random collection of data samples is used in the SGDM technique. In our study, the SGDM’s momentum value is 0.9, which helps in updating the previous iteration’s step to the current iteration. The three fundamental options for calculating the learning rate are schedule, period, and factor. The timetable is classified as ‘piecewise.’ Every epoch, a given learning rate factor updates the learning rate, whereas the learn rate drop period is the number of epochs used to reduce the learning rate.

The mini-batch size is a parameter that specifies a portion of a training set and may be used to compute the gradient and update the weights of the loss function. Another type of parameter, such as verbose

| Table 3 | Tuning parameters used for the transfer learning models. |
|---------|------------------------------------------------------|
| Training Parameters | InceptionV3 (sgdm) | Resnet-50 (sgdm) | Resnet-50-TCN (sgdm) | Adam (sgdm) |
| Initial Learn rate | 0.05 | 0.001 | 0.001 | 0.1 |
| Learn Rate Schedule | ‘piecewise’ | ‘piecewise’ | ‘piecewise’ | ‘piecewise’ |
| Learn Rate Drop | 0.4 | 0.7 | 0.7 | 0.5 |
| Factor | | | | |
| Learn Rate Drop | 4 | 10 | 10 | 8 |
| Period | | | | |
| Max Epochs | 200 | 150 | 150 | 4 |
| Mini Batch Size | 16 | 64 | 64 | 8 |
| Verbose | 1 | 1 | 1 | 1 |
| Verbose Frequency | 50 | 50 | 50 | 100 |
| (iterations) | | | | |
| Gradient Threshold | ‘L2 norm’ | ‘L2 norm’ | ‘L2 norm’ | ‘L2 norm’ |
| Method | Inf | Inf | Inf | Inf |
| Gradient Threshold | Inf | Inf | Inf | Inf |
| L2 Regularization | $1 \times 10^{-3}$ | $1 \times 10^{-8}$ | $1 \times 10^{-8}$ | $1 \times 10^{-6}$ |

| Table 4 | Performance parameters obtained using Inception V3 and Resnet50 models. |
|---------|------------------------------------------------------|
| Performance Measurement | Inception V3 | Resnet50 |
| | MLP | 1\(^{st}\)Fold | 2\(^{nd}\)Fold | 3\(^{rd}\)Fold | 4\(^{th}\)Fold | 5\(^{th}\)Fold | SVM | 1\(^{st}\)Fold | 2\(^{nd}\)Fold | 3\(^{rd}\)Fold | 4\(^{th}\)Fold | 5\(^{th}\)Fold |
| Accuracy | 97.71 | 95.91 | 96.51 | 96.51 | 94.81 | 97.61 | 94.42 | 96.71 | 95.41 | 94.31 |
| True Positive | 980 | 962 | 967 | 967 | 950 | 979 | 947 | 969 | 956 | 945 |
| False Positive | 23 | 41 | 35 | 35 | 52 | 24 | 56 | 33 | 46 | 57 |
| Kappa | 0.966 | 0.939 | 0.948 | 0.948 | 0.922 | 0.964 | 0.916 | 0.951 | 0.931 | 0.915 |
| TP Rate | 0.977 | 0.959 | 0.965 | 0.965 | 0.948 | 0.976 | 0.944 | 0.967 | 0.954 | 0.943 |
| FP Rate | 0.011 | 0.020 | 0.017 | 0.017 | 0.026 | 0.012 | 0.028 | 0.016 | 0.023 | 0.028 |
| Precision | 0.977 | 0.961 | 0.967 | 0.966 | 0.953 | 0.976 | 0.948 | 0.968 | 0.955 | 0.949 |
| MCC | 0.966 | 0.940 | 0.949 | 0.948 | 0.925 | 0.964 | 0.951 | 0.953 | 0.931 | 0.918 |
| ROC Area | 0.999 | 0.993 | 0.997 | 0.997 | 0.998 | 0.999 | 0.983 | 0.974 | 0.970 |
| FPR Area | 0.997 | 0.985 | 0.993 | 0.989 | 0.996 | 0.997 | 0.920 | 0.955 | 0.933 | 0.921 |
| Performance Measurement | Resnet50 | MLP | 1\(^{st}\)Fold | 2\(^{nd}\)Fold | 3\(^{rd}\)Fold | 4\(^{th}\)Fold | 5\(^{th}\)Fold | SVM | 1\(^{st}\)Fold | 2\(^{nd}\)Fold | 3\(^{rd}\)Fold | 4\(^{th}\)Fold | 5\(^{th}\)Fold |
| Accuracy | 98.006 | 96.809 | 97.904 | 97.604 | 98.403 | 97.607 | 96.909 | 97.505 | 96.706 | 98.004 |
| True Positive | 983 | 971 | 981 | 978 | 986 | 979 | 972 | 977 | 969 | 982 |
| False Positive | 20 | 32 | 21 | 24 | 16 | 24 | 31 | 25 | 33 | 20 |
| Kappa | 0.9701 | 0.9521 | 0.9686 | 0.9641 | 0.976 | 0.9641 | 0.9536 | 0.9626 | 0.9506 | 0.9701 |
| TP Rate | 0.980 | 0.968 | 0.979 | 0.976 | 0.984 | 0.976 | 0.969 | 0.975 | 0.967 | 0.980 |
| FP Rate | 0.010 | 0.016 | 0.010 | 0.012 | 0.008 | 0.012 | 0.015 | 0.012 | 0.016 | 0.010 |
| Precision | 0.980 | 0.969 | 0.979 | 0.976 | 0.984 | 0.976 | 0.970 | 0.975 | 0.968 | 0.980 |
| Recall | 0.980 | 0.968 | 0.979 | 0.976 | 0.984 | 0.976 | 0.969 | 0.975 | 0.967 | 0.980 |
| MCC | 0.970 | 0.953 | 0.969 | 0.964 | 0.976 | 0.964 | 0.954 | 0.951 | 0.951 | 0.970 |
| ROC Area | 0.998 | 0.996 | 0.996 | 0.998 | 0.999 | 0.987 | 0.979 | 0.987 | 0.981 | 0.991 |
| FPR Area | 0.997 | 0.994 | 0.994 | 0.996 | 0.999 | 0.986 | 0.995 | 0.992 | 0.995 | 0.973 |
and verbose frequency, is supplied for the progress of the training process and its iterations. The definition of being verbose is 1, but the frequency of being verbose is 50. The gradient threshold and the gradient threshold technique are two more elements to consider while training a model. For gradient values that exceed the threshold, the gradient threshold is a clipping technique. In our experiment, the gradient threshold technique are two more elements to consider while training a model. Each fold’s ROC curves were drawn to visually represent the performance (Yan et al. 2020). Table 4 shows the performance obtained for five-fold cross-validation obtained for Inception v3 and Resnet50 deep learning models obtained using MLP and SVM classifiers.

The performance of the MLP classifier using the Inception v3 model is greater than the SVM for folds 1, 2, 3, and 5, but the SVM classifier performed better than MLP for fold 3. On the other side, MLP with Resnet50 outperformed the SVM for 1, 3, 4, and 5 folds, whereas SVM outperformed MLP for fold 2 only.

### 4.4 Performance measurements

To determine the performance of the proposed methods, quantitative and qualitative analysis is applied. They are briefly explained below.

#### Quantitative Analysis

In this work, we have used accuracy (ACC), true positive (TP), true positive rate (TPR), false positive (FP), false-positive rate (FPR), kappa (K) (Nair et al. 2010), Matthews correlation coefficient (MCC), F1-score (F1), receiver operating statistic (ROC), precision, recall, and precision-recall curve (PRC) performance parameters to evaluate our proposed model. Each fold’s ROC curves were drawn to visually represent the performance (Yan et al. 2020). Table 4 shows the performance obtained for five-fold cross-validation obtained for Inception v3 and Resnet50 deep learning models obtained using MLP and SVM classifiers.

The performance of the MLP classifier using the Inception v3 model is greater than the SVM for folds 1, 2, 4, and 5, but the SVM classifier performed better than MLP for fold 3. On the other side, MLP with Resnet50 outperformed the SVM for 1, 3, 4, and 5 folds, whereas SVM outperformed MLP for fold 2 only.

#### Table 6

| Folds | Training Accuracy (%) | Validation Accuracy (%) |
|-------|-----------------------|-------------------------|
| Fold 1 | 99.890% | 99.700% |
| Fold 2 | 99.553% | 99.251% |
| Fold 3 | 99.457% | 99.241% |
| Fold 4 | 99.012% | 98.803% |
| Fold 5 | 99.912% | 99.850% |

and verbose frequency, is supplied for the progress of the training process and its iterations. The definition of being verbose is 1, but the frequency of being verbose is 50. The gradient threshold and the gradient threshold technique are two more elements to consider while training a model. For gradient values that exceed the threshold, the gradient threshold is a clipping technique. In our experiment, the gradient threshold is Inf, and the threshold approach is L2norm. The major purpose of this parameter is to make the weights as little as possible, but it does not make them zero, resulting in a non-sparse solution. The RESCOVIDTCNNet is trained using the same parameters as Resnet50-TCN, with the difference that the X-ray images are sent to EWT before the deep learning model is fed.
Fig. 6. (a) and (b) show the number of correctly and incorrectly classified images using five-fold cross-validation with various deep learning models, (c) and (d) describe the MCC and K values obtained with five-fold cross-validation using different deep learning models.

Fig. 7. (a) and (b) indicate the accuracy and the precision obtained using five-fold cross-using validation for various deep learning models, (c) and (d) shows the recall and F1-score obtained using five-fold cross-validation strategy for various deep learning models.
For ResNet50-TCN and our proposed RESCOVIDTCNNet, Table 5 illustrates the performance metrics achieved utilizing five-folds with MLP and SVM classifiers. It can be seen that the performance of the MLP classifier with the ResNet50 model yielded better results than the SVM for folds 1, 2, and 3, while the SVM classifier performed better than MLP for folds 4 and 5.

On the other hand, it can be noted from Table 7 that MLP performance with ResNet50 is the same as that of SVM for folds 1 and 3, whereas the performance of MLP is higher than SVM for folds 2, 3, and 5. Table 7 shows the performance matrices obtained with an average of the five-fold cross-validation strategy for four deep learning models with MLP and SVM classifiers. It can be realized from the table that our proposed RESCOVIDTCNNet surpassed other deep learning models using an MLP classifier.

Fig. 6 shows a graphical representation of the performance of four deep learning models using MLP and SVM classifiers. Fig. 6 (a) and (b) indicate the number of correctly and incorrectly classified instances. The red curve represents the MLP accuracy with four deep learning models, while the blue curve represents the SVM accuracy with the deep learning models. It can be realized from the table that our proposed RESCOVIDTCNNet surpassed other deep learning models using an MLP classifier.

Fig. 6 shows a graphical representation of the performance of four deep learning models using MLP and SVM classifiers. Fig. 6 (a) and (b) indicate the number of correctly and incorrectly classified instances. The red curve represents the MLP accuracy with four deep learning models, while the blue curve represents the SVM accuracy with the deep learning models. It can be realized from the table that our proposed RESCOVIDTCNNet surpassed other deep learning models using an MLP classifier.

ROC is used to predict the probability of the outcome based on the True positive rate (TPR) and False Positive rate (FPR). Therefore, it is essential to represent the ROC and AUC in each fold to show the results of all five folds. Fig. 8 represents the ROCs obtained using the deep learning models with the highest performance classifier (MLP). Fig. 8 (a) and (b) represent the results obtained from five-fold cross-validation for the InceptionV3 and ResNet50 models. Fig. 8 (c) and (d) describe the ROCs of ResNet50-TCN and RESCOVIDTCNNet.

Finally, the confusion matrix of the five folds is represented in Fig. 9. The confusion matrices obtained for each of the four deep learning models are shown in Figs—9 (a, b, c, and d). The green cells in each matrix represent the number of correctly classified instances during the five-fold cross-validation strategy for each class. In contrast, the red cells represent the misclassified instances. It can be noted from the confusion matrices that Inception V3 showed the lowest accuracy performance based on MLP. At the same time, the proposed RESCOVIDTCNNet achieved the highest accuracy performance with fewer misclassified instances in each class.

- Qualitative Analysis

This part presents the details of the folds and accuracy distribution in each fold of the deep learning models. The main aim of the qualitative analysis is to provide a good understanding of the results obtained by the deep learning models. Therefore, three different diagrams are illustrated to present the accuracy and detailed results of the deep learning models. The first diagram is the Taylor diagram which indicates several appropriate representations of the systems (Taylor, 2005). Furthermore, it provides a statistical summary of how the models or the system match each other in correlation and the standard deviation. Fig. 10 shows the Taylor diagram designed for the deep learning models. It can be seen

![Fig. 8. (a) and (b) represent the ROC obtained with five-fold cross-validation using InceptionV3 and ResNet-50, (c) and (d) describe the ROC for ResNet-50 with TCN and the proposed model using MLP.](image-url)
from the figure that the highest prediction performance can be realized from the RESCOVIDTCNNet as it has a correlation coefficient of 0.999 and a standard deviation of 0.1.

In contrast, Inception-V3 has the lowest performance, with a correlation coefficient of 0.971 and a standard deviation of 19. The second diagram presented is the box plot diagram which better indicates data spread. Our study is used to represent how the accuracies of the folds are spread out using the deep learning models with classifiers.

This diagram is drawn for the deep learning model to represent the results of the five-fold cross-validation. In other words, Fig. 11 (a) shows the results of the deep learning models obtained from the five-fold cross-validation using the ANN (MLP) classifier, while Fig. 11 (b) shows the results obtained with the SVM classifier. The third diagram is the spider plot which presents a visual tool that can be used to organize the data logically (Fig. 12). It is also defined as a tool that organizes concepts based on space, color, and images. This diagram is drawn in the form of a diamond shape to represent the performance of the deep learning models. Fig. 12 (a) shows the results of the deep learning models based on the folds in five-fold cross-validation using the ANN classifier, whereas (b) illustrates the results of the SVM classifier. It can be manifested clearly that Resnet-50TCN and RESCOVIDTCNNet have approached high accuracies in contrast with the inception-V3 and Resnet-50.

4.5. Computational complexity

The complexity of four deep learning models depends on several
factors: processing or the learning time taken during the training of each of the deep learning models. In addition to this, the number of layers and filters in each layer can result in variances in the complexity between different deep learning models (Gudigar et al., 2021; Bargshady et al. 2022). In our study, the complexity is evaluated based on the learning time, feature extraction from the fully connected layer, and classification of test data in each fold. We have employed five-fold cross-validation, whereby the training time is multiplied by 5. The training time of each Inception-V3, Resnet-50, Resnet-50-TCN, and RESCOVIDTCNNet are 3.5, 1.5, 1.75, and 1.85 h, respectively. The time required to extract the features from the Inception-V3, Resnet-50, Resnet-50-TCN, and RESCOVIDTCNNet are 5.5, 3.2, 3.5, and 3.7 min, respectively. Finally, the time for the classification using the main classifier is the same for all the deep learning models.

5. Discussion

This paper presents various deep learning methodologies used to classify three classes: COVID-19, normal, and pneumonia using X-ray images. The methodology consists of four main stages: data acquisition, pre-processing, feature extraction, and classification. During the data acquisition phase, 5012 X-ray chest images (1670 COVID, 1672 normal,
and 1670 pneumonia). Images are filtered using the empirical wavelet transform (EWT) process in the preprocessing stage. The application of our proposed approach is visualized in Fig. 13. The proposed RESCOVIDTCNNet with MLP classifier can be placed in the cloud, with an abundance of memory space to store the proposed model and pre-process the chest X-ray images for the classification task. The radiologist, who is the end-user of our proposed model, will be notified of the classification result so that he can confirm it. If a patient is classified as positive for COVID, the radiologist can take immediate action by informing the patient to quarantine him or herself and develop a suitable treatment regime for the patient.

It is important to know that the X-ray images do not contain noises. Still, the EWT improves the quality and enhances the proposed model’s classification accuracy. The next stage is the feature extraction, and in this stage, two main pre-trained models InceptionV3 and ResNet50, are used (Barua et al., 2021; Sharifraz et al., 2021). It was observed that the highest classification accuracy was obtained when fused with the temporal convolutional neural network (TCN). The ResNet50 showed a higher performance than InceptionV3. Therefore, it was chosen to fuse with TCN (ResNet50-TCN), also known as RESCOVIDTCNNet. As a result, the classification accuracy has improved from 97% to 99%. Finally, the last classification stage involves two main classifiers, namely ANN (MLP) and SVM, and the highest classification performance was achieved using MLP (Alizadehsani et al., 2021; Shoebili et al., 2020).

6. Advantages of the proposed model:

- It has enhanced the quality of the X-ray images using the EWT algorithm to reach higher SNR.
- It has improved the diagnosis performance of the novel RESCOVIDTCNNet using transfer learning models.
- Achieved the highest classification performance compared to the other related works developed using Chest X-ray images.

The limitation of our work is that the number of X-ray images used to develop the model is not large enough. Also, our proposed model misclassified 30 images from all folds.

7. Conclusions

Deep learning models based on the CNN architecture are provided in this paper to automatically detect the symptoms of COVID, normal, and pneumonia. Data capture, pre-processing, feature extraction, and classification are the four primary aspects of the suggested technique. The database of healthy, pneumonia, and COVID chest X-ray pictures of both genders and diverse age groups is employed in the first phase (data collecting). The X-ray pictures are filtered using EWT in the second phase (pre-processing), which provided an efficient SNR value to improve the original X-ray images. In the third phase (feature extraction), two transfer learning models (Inception-V3 and ResNet50) and one deep learning model developed based on the ensemble of ResNet50 and TCN are used to compare our proposed RESCOVIDTCNNet model, which is an ensemble of EWT, ResNet50, and TCN. Finally, the fourth phase (classification) uses two classifiers: MLP and SVM. Our results show that RESCOVIDTCNNet exhibited the highest accuracy of 99.5% in classifying the three classes. The main limitation of this work is that the number of images used in each class is not huge. Hence, we plan to validate our generated model using more images taken from diverse races and age groups in the future. Also, we intend to test our proposed system to detect other lung-related diseases like chronic obstructive pulmonary disease (COPD), asthma, and lung cancer. Future work to develop a deep learning model to perform classification tasks instead of a machine learning model like SVM and MLP used in this study will also be considered.
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