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**Abstract**

Object placement assessment (OPA) aims to predict the rationality score of a composite image in terms of the placement (e.g., scale, location) of inserted foreground object. However, given a pair of scaled foreground and background, to enumerate all the reasonable locations, existing OPA model needs to place the foreground at each location on the background and pass the obtained composite image through the model one at a time, which is very time-consuming. In this work, we investigate a new task named as fast OPA. Specifically, provided with a scaled foreground and a background, we only pass them through the model once and predict the rationality scores for all locations. To accomplish this task, we propose a pioneering fast OPA model with several innovations (i.e., foreground dynamic filter, background prior transfer, and composite feature mimicking) to bridge the performance gap between slow OPA model and fast OPA model. Extensive experiments on OPA dataset show that our proposed fast OPA model performs on par with slow OPA model but runs significantly faster.

**1. Introduction**

Image composition aims to cut the foreground from one image and paste it on another image to form a realistic-looking composite image. As a common image editing operation, image composition has a pivotal role in augmented reality, artistic creation, and automatic advertising [39, 48, 54]. The main challenges to create a realistic-looking composite can be summarized as the inconsistency between foreground and background [2, 28], which might be caused by the improper color/illumination, scale, location, perspective of foreground or the missing impact of foreground on the background (e.g., shadow, reflection). Most previous works on image composition targeted at solving one or several issues, like image harmonization [43, 6, 7], shadow generation [25, 19], and object placement learning [42, 52, 39].

In this work, we focus on object placement learning, which targets at finding reasonable location and scale of the foreground object. Object placement has a wide range of application scenarios. For example, in artistic creation, this technique could provide designers with feedback and make recommendation for them when they are placing objects. Another application is automatic advertising, which aims to help advertisers with automatic product insertion in the background scene [54]. Object placement learning can be treated as either a generative task or a discriminative task. The generative task aims to find one or multiple reasonable placements for the foreground object, as shown in Figure 1(a). Previous methods [5, 11, 31, 52, 12] take in a foreground and a background, predicting one or multiple plausible placements for the foreground object. However, they cannot enumerate all the reasonable placements efficiently and effectively. Alternatively, the discriminative task, also named as object placement assessment (OPA) [26], aims to verify whether the foreground object placement in a composite image is plausible. Recently, [26] released an Object Placement Assessment (OPA) dataset containing abundant composite images with annotated rationality labels, which paves the way for OPA task. [26] also proposed a simple baseline method simOPA, which predicts the rationality score for a composite image as shown in Figure 1(b).

One severe limitation of simOPA is inefficiency. Specifically, to enumerate all the reasonable placements, it needs to place the foreground at each location on the background and pass the obtained composite image through the model once, which is very time-consuming. In this paper, we ask the following question: given a scaled foreground and a background image, can we go through a model only once and predict the rationality scores for all locations? This new task is depicted in Figure 1(c). For ease of description, we refer to simOPA as Slow OPA (SOPA) model and the dense prediction model in Figure 1(c) as fast OPA (FOPA) model.

Since there is no previous literature on FOPA, we start constructing our FOPA model from scratch. One intuitive way is extracting the pixel-wise feature of background and the feature of foreground, based on which pixel-wise rationality score can be predicted by integrating the foreground feature and pixel-wise background feature. Specifically, we use U-Net structure [33] to extract the background feature map and an encoder to extract the foreground feature.
Figure 1: The comparison among generative model (a), slow object placement assessment model (b), and fast object placement assessment model (c). In (a), given the foreground, foreground mask, and background, the model generates a reasonable placement (e.g., location \((x,y)\) and scale \((w,h)\)) for the foreground. In (b), given the composite image and composite foreground mask, the model predicts a rationality score. In (c), with the same input as (a), the model predicts a rationality score map containing the rationality scores for all locations.

spired by recent works [20, 34, 29] using dynamic filter, we use foreground feature to generate dynamic filters, which are applied to the background feature map to produce the output feature map. Finally, we make pixel-wise prediction based on the output feature map and generate a rationality score map.

To boost the performance of FOPA model, we propose two techniques to transfer knowledge from SOPA model to FOPA model. The first one is background prior transfer. Since SOPA model captures rich prior knowledge to assess the rationality of object placement, we replace the background encoder parameters with SOPA model parameters and fix them during training. In this way, the background encoder can leverage the background prior knowledge encapsulated in the SOPA model. The second one is composite feature mimicking. Precisely, we enforce each pixel-wise feature in the output feature map to be close to the image-level feature of the corresponding composite image (place the foreground at this location on the background) extracted by SOPA model. In this way, the knowledge of composite image features, especially the subtle difference caused by placing the foreground at various locations, can be transferred from SOPA model to FOPA model.

Given a pair of scaled foreground and background, our model can predict the rationality scores for all locations and obtain a large number of realistic composite images efficiently. To further accelerate processing different foreground scales, we also explore one-hot scale encoding (see Section 3.1) to avoid passing through the foreground encoder for multiple times. We evaluate our proposed FOPA model on OPA dataset [26] and target at \(256 \times 256\) rationality score map, which has the same size as the input background. We observe that our FOPA model achieves comparable results with SOPA model for object placement assessment, but consumes much less resource than SOPA model for producing a complete rationality score map. Our contributions can be summarized as follows:

- We define a new task named fast object placement assessment (FOPA) and design a novel network structure for this task. Given a scaled foreground and a background image, we can go through the model only once and predict the rationality scores for all locations.

- We propose several innovations to bridge the gap between slow OPA and fast OPA, including foreground dynamic filter, background prior transfer, and composite feature mimicking.

- Extensive experiments on OPA dataset show that our proposed FOPA model performs on par with SOPA model but runs significantly faster.

2. Related Work

2.1. Image Composition

The goal of image composition is combining foreground and background as a realistic composite image. However, the fidelity and quality of composite images may be severely harmed by the inconsistency between foreground and background [2, 28]. For example, the foreground and background have incompatible color and illumination statistics. To tackle this issue, image harmonization [43, 6, 24, 15, 7, 36] aims to adjust the color and illumination of foreground to make it compatible with the background, yielding a harmonious composite image. Besides, the inserted foreground may also have impact on the background such as casting shadow or reflection, so some works [25, 19] attempted to generate plausible shadow for the inserted foreground. Another issue is that the location and scale of the inserted foreground might be un-
reasonable. To tackle this issue, object placement meth-
ods [9, 39, 54, 22, 42, 52] attempted to seek for the plau-
sible location and scale for the inserted foreground, which
will be detailed next.

2.2. Object Placement Learning

Existing works on object placement learning can be
roughly divided into generative model and discriminative
model. The generative model aims to generate reasonable
placements for the foreground to be pasted on the back-
ground. For example, the methods [11, 31, 10, 42] predicted
one plausible placement (e.g., bounding box, warping pa-
rameters) for the foreground based on a pair of foreground
and background. [52] predicted multiple plausible place-
ments by injecting a random vector into the generator. Nev-
evertheless, they are unable to predict all the reasonable place-
ments efficiently and effectively. Different from generative
model, the discriminative model aims to assess whether a
placement is plausible, which is referred to as object place-
ment assessment [26]. The discriminative model proposed in
[26] is simply a binary classification model which can
only evaluate the rationality of one composite image cor-
responding to one object placement at a time. Thus, it will
take heavy cost to find all the reasonable placements. There-
fore, given a pair of scaled foreground and background, we
design a fast object placement assessment model to obtain
all reasonable locations with just a single pass through the
network.

2.3. Dynamic Filter

The concept of dynamic filter [20, 34, 29] was pro-
posed to learn a variety of filtering neighborhood and fil-
tering operations. One type of approaches dynamically ad-
just the filtering neighborhoods by adaptive dilation factors
[33] or estimating the receptive fields [38]. Another type
of approaches first use a convolutional network or a mul-
tilayer perceptron to produce filters conditioned on an input,
and then apply the generated filters to another input
[49, 44, 37, 40, 8, 4, 47, 41, 55]. In contrast with the
traditional convolutional layer which fixes the learned filters
after training, the dynamic filter network generates filters
dynamically conditioned on an input to enhance the represen-
tation in a self-learning manner. Our method be-

longs to the second type of approaches, which have been
used in image classification [49, 4, 55], object detection
[44, 8], instance segmentation [44, 47, 41], semantic seg-
mentation [44, 37], image inpainting [44], and depth com-
pletion [40, 55]. In this work, we generate convolution fil-
ters dynamically based on the foreground and apply the fil-
ters to each location of background feature map, which has
never been explored before.

2.4. Feature Distillation

Knowledge distillation [18] targets at transferring knowl-
edge from a stronger teacher network to a weaker student
network, where teacher network is usually a large pre-
trained network to provide smoother supervision towards
the student network. Based on the type of knowledge, the
knowledge distillation can be divided into three groups [13]:
response-based [18], relation-based [50], and feature-based
[23] . Response-based knowledge distillation usually uses
the neural response of the last output layer of the teacher
model to supervise the student model [18, 51]. Relation-
based knowledge distillation [50, 30] pays more attention
to relationships between different model layers or data sam-
ples. Feature-based knowledge distillation [32, 46, 45] tar-
gets at both the output of the last layer and the output of
intermediate layers to supervise the training of the student
model, where the main idea is to directly match the fea-
ture activations of the teacher and the student. Our method
belongs to the feature-based knowledge distillation, which
has been used in image classification [32, 21, 17], seman-
tic segmentation [27, 35], object detection [3, 1], and face
recognition [46]. In this work, we employ feature distil-
luation/mimicking to help our FOPA model learn from pre-
trained SOPA model to bridge their performance gap.

3. Our Method

3.1. Network Architecture

An overview of our network is shown in Figure 2. Given
a foreground object O, the corresponding foreground mask
M, and a background image B, we expect to predict ratio-
nality score map R, in which each entry \( r_{i,j} \) means the ra-

tionality score of the composite image obtained by placing
the center of foreground object O at the location \( (i,j) \) on
the background B. Since our task needs to produce pixel-
wise classification results, which is analogous to segmen-
tation task, one natural thought is using popular encoder-
decoder structure (e.g., U-Net [33]) to make dense predic-
tions.

In detail, given a pair of foreground object of expected
scale and background, we place the scaled foreground ob-
ject O and its mask M at the centre of a black image with
the same size as background B, yielding O’ and M’. In
this way, the scale information of foreground is encoded in
the input. To accelerate processing different scales, we also
develop an accelerated version, in which we extract the fea-
ture of full-scale foreground and concatenate it with one-hot
scale encoding. The details of accelerated version will be
introduced in Supplementary. Then, we resize O’, M’, and
B to the network input size \( H \times W \) (e.g., 256 \times 256). Our
model has a foreground branch and a background branch.
The background branch is U-Net structure [33] with an en-
coder \( E_b \) and a decoder \( D_b \) to extract background feature.
map from background image \( B \). The foreground branch is an encoder \( E_f \) to extract foreground feature from the concatenated foreground image \( O' \) and its mask \( M' \). We adopt ResNet18 [16] for \( \{ E_f, E_b \} \) and the decoder structure in [33] for \( D_b \).

To simulate the process of pasting the foreground at each location on the background, we tend to integrate the foreground feature with pixel-wise background feature to predict a rationality score for each location. Inspired by recent works [34, 29], we adopt dynamic filter as the integration scheme. Specifically, we use foreground feature to generate dynamic filters, which act upon each location of background feature map.

### 3.2. Foreground Dynamic Filter

As shown in Figure 2, our dynamic filter module consists of a Kernel Generation Unit (KGU) which produces kernels conditioned on the foreground feature, and a dynamic filtering layer which applies the generated kernels to the background feature map. The structure of KGU is adopted from [20]. For efficiency, we generate depth-wise convolutional filters [14].

Through the foreground encoder \( E_f \), we obtain the intermediate features \( \{ f^{(l)}_{b,1} \}_{l=1} \) \((L = 4) \) from high resolution to low resolution. Through the background decoder \( D_b \), we obtain the intermediate features \( \{ F^{(l)}_{b,1} \}_{l=1} \) from high resolution to low resolution. As the first attempt, we apply the dynamic filters generated from the deepest foreground feature \( f^{L}_{b,1} \) to the last background feature map \( F^{1}_{b} \). Specifically, we feed \( f^{L}_{b,1} \) into KGU to generate depth-wise convolutional filters \( K^{L} \in \mathbb{R}^{k \times k \times d} \), in which \( k = 3 \) is the kernel size and \( d \) is the channel dimension. Then, we apply \( K^{L} \) to \( F^{1}_{b} \in \mathbb{R}^{H \times W \times d} \) with each \( k \times k \) convolution filter acting upon each channel in \( F^{1}_{b} \), producing the output feature map \( F^{1}_{o} \).

To further leverage the features of different scales, we extend the above single-scale dynamic filter to multi-scale dynamic filter. By taking two-scale dynamic filter as an example, we use \( f^{L-1}_{b,1} \) and \( f^{L}_{b,1} \) to generate \( K^{L-1} \) and \( K^{L} \) respectively, which are applied to \( F^{1}_{b} \in \mathbb{R}^{H \times W \times d} \) and \( F^{2}_{b} \in \mathbb{R}^{\frac{H}{2} \times \frac{W}{2} \times d} \) respectively. After obtaining two output feature maps \( F^{1}_{o} \in \mathbb{R}^{H \times W \times d} \) and \( F^{2}_{o} \in \mathbb{R}^{\frac{H}{2} \times \frac{W}{2} \times d} \), we add up \( F^{1}_{o} \) and upsampled \( F^{2}_{o} \) to construct the new feature map \( F^{1,2}_{o} \).

### 3.3. Background Prior Transfer

Recall that SOPA model takes in a composite image and its composite foreground mask to predict a rationality score. We conjecture that SOPA model captures rich prior knowledge (e.g., semantic information, geometric information) to assess the rationality of object placement. Hence, we consider replacing the background encoder parameters of \( E_b \) with SOPA model parameters. The only difference is that the input of \( E_b \) is pure background without composite foreground, so it is meaningless to concatenate composite foreground mask. Hence, we replace the composite foreground mask with an all-zero mask, which indicates the absence of composite foreground.

Next, we provide some more in-depth analyses for background prior transfer. On the one hand, we conjecture that SOPA model can extract rich information from composite image which is useful for assessing the rationality of object placement. For example, as shown in the rationality score map of SOPA (see Figure 3 and Supplementary), SOPA can learn both semantic information (e.g., suitable semantic region for the foreground) and geometric information (e.g., flat surface). On the other hand, we conjecture that SOPA model can capture the relation between foreground and background based on the composite foreground mask. In our background encoder, since the input mask is an empty mask, the function of background encoder \( E_b \) should be from the first aspect, that is, extracting rich background information (e.g., semantic information and geometric information) which is useful for object placement assessment.

During training, we adopt a two-stage training strategy. First, we train a SOPA model. Then, we initialize \( E_b \) with the trained SOPA model and freeze \( E_b \) when training our FOPA model. We have also tried updating \( E_b \) in the second training stage (see Section 4.3), but we witness significant performance drop probably due to the overfitting issue.

### 3.4. Composite Feature Mimicking

Inspired by previous literature on feature mimicking [23, 45], we incorporate a feature mimicking loss between the FOPA model and the SOPA model. Previous works [23, 45] simply performed mimicking between the features of the same image/region extracted from different models. Here, we perform feature mimicking in an innovative manner. Specifically, we use each pixel-wise output feature from our FOPA model to mimic the image-level feature of the corresponding composite image from SOPA model, because each pixel on the output feature map corresponds to a composite image obtained by pasting the foreground at this location.

One practical problem is that given a scaled foreground and a background, our used OPA dataset [26] only provides sparse annotations for a small proportion of pixels, so we only consider the set of annotated pixels \( S \). When training our FOPA model, we can obtain the pixel-wise output features for the annotated pixels \( (x, y) \in S \). We denote the pixel-wise feature at pixel \( (x, y) \) in \( F^{1,2}_{o} \) as \( F^{1,2}_{o}(x, y) \in \mathbb{R}^{d} \). In the meanwhile, we also use trained SOPA model to extract the image-level feature \( F^{1,2}_{o}(x, y) \in \mathbb{R}^{d} \) from the corresponding composite image. Since \( d \) and \( d \) may be different, we apply a fully-connected layer to \( F^{1,2}_{o}(x, y) \) to obtain
The feature mimicking loss is enforced between \( \hat{f}^{1,2}_o(x, y) \) and \( \hat{f}_{x,y} \) as follows,

\[
L_{\text{mimic}} = \sum_{(x,y) \in S} \| \hat{f}^{1,2}_o(x, y) - \hat{f}_{x,y} \|^2.
\] (1)

Note that our key point is transferring from slow model to fast model, rather than transferring from large model to small model. The input of slow model SOPA is concrete composite image, so SOPA feature can capture the detailed and accurate information of composite image. In contrast, the input of fast model FOPA is foreground and background, so FOPA needs to imagine the feature of each composite image by integrating the foreground feature and each pixel-level background feature, which is very challenging. Therefore, we assume that the detailed and accurate information in SOPA feature can provide useful guidance for FOPA. Another interpretation is that the background encoder \( E_b \) extracts the background feature, while the decoder \( D_b \) together with foreground dynamic filter learns the feature variation caused by pasting the foreground on the background to simulate composite image features.

Apart from the feature mimicking loss, the pixel-wise output feature \( f^{1,2}_o(x, y) \) is also supervised by the ground-truth rationality label (0 for unreasonable and 1 for reasonable) with a binary cross-entropy loss:

\[
L_{\text{bce}} = -\sum_{(x,y) \in S} \log(p_c(f^{1,2}_o(x, y))),
\] (2)

in which \( p_c(\cdot) \) is the prediction score for the ground-truth label \( c \). For the predicted rationality score map \( R \), each entry is \( r_{x,y} = p_1(f^{1,2}_o(x, y)) \). In summary, the total loss function of our FOPA model is

\[
L_{\text{total}} = L_{\text{bce}} + \lambda L_{\text{mimic}},
\] (3)

in which the trade-off parameter \( \lambda \) is set as 16 via cross-validation.

4. Experiments

In this section, we investigate the effectiveness of each component and compare our FOPA model with SOPA model. We also show that our method can help generate realistic composite image.

4.1. Dataset and Evaluation

To satisfy our requirement, i.e., the rationality labels of composite images obtained by pasting foregrounds with different scales at different locations on the backgrounds, we evaluate our model on the recently released Object Placement Assessment (OPA) dataset [26]. OPA dataset contains...
Table 1: Ablation studies of our FOPA method. In *dynamic filter*, † means concatenation strategy. In *SOPA init*, + (resp., ◦) means that the background encoder is initialized with trained SOPA model (resp., ImageNet-pretrained ResNet-18).

| dynamic filter | multi-scale | SOPA init | fix encoder | feature mimicking | F\textsubscript{1} | bAcc |
|----------------|-------------|-----------|-------------|-------------------|----------------|------|
| 1              | +           | +         | o           |                   | 0.692          | 0.777|
| 2              | +           | +         | o           | +                 | 0.713          | 0.787|
| 3              | +           | +         | +           |                   | 0.694          | 0.778|
| 4              | +           | +         | +           | +                 | 0.737          | 0.810|
| 5              | +           | +         | +           |                   | 0.724          | 0.796|
| 6              | †           | +         | +           |                   | 0.726          | 0.804|
| 7              | †           | +         | +           |                   | 0.717          | 0.795|
| 8              | +           | +         | o           | +                 | 0.743          | 0.812|
| 9              | +           | +         | +           | +                 | 0.776          | 0.840|

73,470 composite images with rationality labels, which are split into 62,074 training images and 11,396 test images, where the foregrounds/backgrounds have no overlap between training set and test set. For each composite image, its composite foreground, foreground mask, and original background image are also provided. To fit our model, we transform the image-level annotations in OPA to pixel-wise annotations. Specifically, given a background image and a foreground object of certain scale, we can collect the reasonable and unreasonable locations for this foreground based on the image-level annotations in OPA dataset. We refer to these locations as annotated pixels, in which the pixel-wise labels for the reasonable (resp., unreasonable) locations are set as 1 (resp., 0). More details can be found in Supplementary. Considering that the foregrounds/backgrounds have no overlap between training and test set, we transform the training set and test set in OPA dataset separately. Furthermore, a pair of scaled foreground and background in the training (resp., test) set is dubbed as a training (resp., test) pair. Finally, we have 14,587 training pairs and 2,568 test pairs. Note that the pixel-wise annotations are very sparse and each pair only has 4 annotated pixels on average. We utilize these annotated pixels for training and testing.

For evaluation metrics, following [26], we adopt F\textsubscript{1} score and balanced accuracy (bAcc) based on the annotated pixels.

4.2. Implementation Details

We train our model for 20 epochs using Adam optimizer with a learning rate of 0.0005, and reduce the learning rate by a factor of 2 every 2 epochs. We ensure that the hyperparameters and random seed do not change across experiments for consistency. For the model input, background and foreground images are resized to \( H \times W = 256 \times 256 \), so the size of rationality score map is also \( 256 \times 256 \). We use the feature dimension \( d = 64 \) and \( d = 512 \). We empirically set the dynamic kernel size \( k = 3 \) and set the trade-off parameter \( \lambda \) in Eqn. (3) as 16 via cross-validation. Our network is implemented using Pytorch 1.9.0 and trained on Ubuntu 18.04.1 LTS, with 64GB memory, Intel(R) Xeon(R) CPU E5-2678 v3, and one GeForce GTX 1080 Ti GPU.

4.3. Ablation Study

In this section, we investigate the effectiveness of each design in our method and report the results in Table 1. We first study the initialization strategy and training strategy of background encoder \( E_b \). For the initialization of \( E_b \), we try two strategies: trained SOPA model and ImageNet-pretrained ResNet-18 (marked with ◦). We also try fixing or updating \( E_b \) during training. As shown in Table 1, it is better to fix \( E_b \) (row 1 v.s. row 2, row 3 v.s. row 4), which is helpful to prevent the overfitting issue. The comparison between row 2 and row 4 demonstrates that the background prior knowledge encapsulated in the trained SOPA model is useful for object placement assessment.

Apart from the dynamic filter, which is capable of integrating foreground feature and pixel-wise background feature, there are also some alternatives to achieve the same goal. Here, we study another intuitive way to integrate foreground feature and pixel-wise background feature, i.e., concatenation (marked with †). In detail, we spatially replicate the foreground feature vector and concatenate it with the background feature map, which is followed by a \( 1 \times 1 \) conv to produce the output feature map. We can also extend concatenation to multi-scale concatenation, similar to multi-scale dynamic filter. For both dynamic filter and concatenation, we implement multi-scale (2 scales) and single-scale versions. The results in row 4-7 show that dynamic filter is more effective than concatenation and multi-scale implementation can further boost the performance.

Finally, we validate the effectiveness of feature mimicking. In row 1-7, we simply discard the feature mimicking loss by setting \( \lambda \) in Eqn. (3) as 0. By comparing row 2 (resp., 4) and row 8 (resp., 9), we observe that feature mimicking can significantly improve the performance. The im-
Figure 3: In (a), we compare the rationality score maps predicted by SOPA model and our FOPA model. We also display the positive (resp., negative) composite image with the highest (resp., lowest) rationality score. In (b), we show four triplets of background, foreground, and rationality score map predicted by our FOPA model to investigate the impact of foreground scale.

4.4. Comparison between FOPA and SOPA

To the best of our knowledge, SOPA [26] is the only existing discriminative approach for object placement, because the recently released OPA dataset [26] provides the possibility for researching on object placement assessment. The goal of this work is to accelerate SOPA while maintaining the effectiveness.

4.4.1 Effectiveness Comparison

We first report $F_1$ and bAcc of SOPA and FOPA in Table 2, from which we find that our FOPA model achieves comparable results with SOPA.
We visualize the predicted rationality score map of SOPA model and our FOPA model in the test set. For SOPA, we pass $256 \times 256$ composite images through the model one by one and concatenate $256 \times 256$ rationality scores as the entire rationality score map. From Figure 3(a), we can see that both SOPA model and FOPA model can roughly predict the distribution of reasonable object locations. Based on the score map generated by FOPA model, we create the composite image with the highest (resp., lowest) score, by pasting the foreground at the locations with the highest (resp., lowest) pixel-wise rationality score. It is obvious that the composite image with the highest (resp., lowest) score is reasonable (resp., unreasonable). More visualization results can be found in Supplementary.

For our FOPA method, we also investigate the impact of foreground scale on the predicted rationality score map. In Figure 3(b), it can be seen that the rationality score map changes dramatically as the size of the foreground changes. Some bright regions (e.g., desk) disappear when the foreground (e.g., keyboard) gets larger because there is not enough room to place the foreground any more.

### 4.4.2 Efficiency Comparison

First, we test the inference speed on a single NVIDIA GTX 1080 Ti GPU. Specifically, we run SOPA and FOPA over all 2,568 test pairs and calculate the average time of a single inference pass through the model (Time-s). FOPA is slower than SOPA because SOPA is a simple encoder while FOPA has more complex network structure with a foreground branch and a background branch. However, a single pass of SOPA can only predict the rationality score for one pixel while a single pass of FOPA can predict the rationality scores for all pixels. Therefore, we compare the inference time per test pair (Time-a), that is, the time required to predict a $256 \times 256$ rationality score map. The time of FOPA remains the same while the time of SOPA should be multiplied with the score map size $256 \times 256$. It can be seen that FOPA model runs $19000 \times$ faster than SOPA model, which demonstrates the efficiency of our FOPA model.

We also report the memory cost and FLOPs. Although SOPA has smaller memory cost for each run due to simpler model structure, we need to run SOPA for $256 \times 256$ times per test pair. The FLOPs per test pair of SOPA is dramatically larger than that of FOPA, which again proves the efficiency of our method. Therefore, our FOPA consumes much less resource than SOPA when producing a rationality score map.

### 4.5. Comparison with Generative Methods

Recall that the existing object placement learning methods can be divided into discriminative approach and generative approach (see Section 1 and 2.2). Although our focus is discriminative approach, we also compare with generative approaches for object placement assessment, because both types of approaches can be used to create reasonable composite images. We compare the quality of composite images generated by different discriminative approaches (SOPA and FOPA) and generative approaches (TERSE [42] and PlaceNet [52]) via user study. Due to the space limitation, the visualization results and the user study details are left to Supplementary.

### 5. Conclusion

In this paper, we have defined a new task named fast object placement assessment (FOPA) and designed a pioneering FOPA model equipped with a series of innovations (e.g., foreground dynamic filter, background prior transfer, composite feature mimicking). The performance of our FOPA model is on par with slow object placement assessment (SOPA) model, but FOPA model runs significantly faster to produce a rationality score map, which could greatly benefit composite image assessment and composite image generation.
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In this document, we provide additional materials to support our main paper. In Section 1, we explain the conversion from image-level annotation to pixel-wise annotation in detail. In Section 2, we explore an alternative approach to encode the foreground scale information, which can accelerate processing multiple foreground scales. In Section 3, we show more visualization results of SOPA and FOPA heatmaps. In Section 4, we compare with generative baselines via qualitative results and user study.

1. From Image-level Annotation to Pixel-wise Annotation

For slow object placement assessment (OPA) task, the input is a composite image and its composite foreground mask, while the output is image-level binary rationality score. The recently released Object Placement Assessment (OPA) dataset [1] contains 73,470 composite images with rationality labels, which can be directly used for slow OPA task. For fast object placement assessment (OPA) task, the input is a foreground with certain scale and its foreground mask as well as a background image, while the output is a rationality score map with the predicted rationality score for each location.

Therefore, we need to convert the image-level annotations in OPA dataset to pixel-wise annotations for fast OPA task, as shown in Figure 1. Specifically, given a pair of scaled foreground and background, we can collect the reasonable and unreasonable locations for this foreground based on the image-level annotations in OPA dataset, corresponding to positive pixels and negative pixels respectively. The other locations without annotations correspond to unlabeled pixels. The positive pixels, negative pixels, and unlabeled pixels form the entire rationality score map.

2. Encoding Foreground Scale Information

In our method, we include the foreground scale information by directly scaling the foreground image. Specifically, we place the scaled foreground object $O$ and mask $M$ at the centre of a $H \times W$ black image, resulting in the input foreground $O' \in \mathcal{R}^{H \times W}$ and $M' \in \mathcal{R}^{H \times W}$. However, one drawback of this strategy is that we need to pass through the foreground encoder $N_s$ times for $N_s$ foreground scales.

In this section, we explore an alternative approach to encode the foreground scale information, which can accelerate processing different foreground scales. Specifically, we resize $O$ and $M$ to fill up $H \times W$ input so that the foreground object fully occupies the input image, in which more details could be preserved but the scale information is lost. Then, we employ an one-hot vector to present the quantized foreground scale, which is concatenated with the output feature of foreground encoder. Precisely, we discretize foreground scale into $b$ bins and use a $b$-dim one-hot vector to indicate the corresponding bin. We vary $b$ in the range of [8, 16, 32] and report the results in Table 1. For one-hot encoding, larger $b$ generally performs better, but the results are still worse than scaling the foreground directly. Therefore, we can choose the suitable strategy to encode foreground scale information according to the requirement of efficiency and effectiveness.

3. More Visualization Results of SOPA and FOPA Heatmaps

Similar to Section 4.4 of the main paper, we first visualize the predicted rationality score map of SOPA model and our FOPA model in the test set in Figure 2. Specifically, SOPA model enumerates all foreground locations and predicts the rationality scores of obtained composite images, after which the rationality scores of all composite images constitute the complete rationality score map. In contrast, our FOPA model only needs to pass the foreground and background through the model once to yield a rationality score map. As shown in Figure 2, both SOPA model and FOPA model can roughly predict the distribution of reason-

Table 1: We compare two approaches to encode foreground scale information: “Ours” and “One-hot Scale Encoding” with different numbers of bins.

|       | Ours | One-hot Scale Encoding |
|-------|------|------------------------|
|       | 8    | 16                     | 32                     |
| $F_1$ | 0.776| 0.732                  | 0.744                  | 0.735                  |
| bAcc  | 0.840| 0.803                  | 0.812                  | 0.808                  |
Figure 1: The illustration of image-level annotations for composite images, and pixel-wise annotations for a pair of scaled foreground and background. The image-level label of the composite image obtained by placing the scaled foreground at certain location on the background is equal to the pixel-wise label at this location in the rationality score map.

able object locations. One observation is that our FOPA model can choose the semantically suitable area for the foreground object, for example, scissor on the shelf (row 1), keyboard on the table (row 5), boat on the lake (row 6), airplane in the sky (row 8). Another observation is that besides semantically suitable area, our FOPA model also takes depth and foreground scale into consideration when determining the reasonable location. For example, in row 2, our FOPA heatmap locates the distant road surface instead of covering all the road surfaces. Similar observations could be found in row 3 in Figure 3(a) of the main paper, e.g., our FOPA heatmap locates the nearby grassland while ignoring the distant grassland.

Based on the score map generated by our FOPA model, we create the positive (resp., negative) composite image with the highest (resp., lowest) score, by pasting the foreground at the location with the highest (resp., lowest) pixel-wise rationality score. The positive and negative composite images are shown in Figure 2. For positive composite images, the foreground is placed at reasonable location and the whole image looks realistic. For negative composite image, the foreground is floating in the air without supporting force, or has unreasonable occlusion, or appears at semantically unreasonable location, which makes the whole image apparently unrealistic.

4. Comparison with Generative Methods

Although our focus is discriminative approach, we also compare with generative approaches for object placement assessment, because both types of approaches can be used to create reasonable composite images. For discriminative models SOPA and FOPA, we obtain the positive composite image according to the highest (resp., lowest) pixel-wise rationality score in the score map, as described in Section 3. For generative models TERSE [2] and PlaceNet [3], we generate a reasonable placement and obtain the positive composite image. Note that FOPA and SOPA produce a rationality score map for a pair of scaled foreground and background. For fair comparison, when employing generative models TERSE and PlaceNet, we fix the foreground size and only predict a reasonable location for the foreground. We show the positive composite images generated by SOPA, FOPA, TERSE, and PlaceNet in Figure 3. We can see that the SOPA model and our FOPA model can generate more realistic composite images than TERSE and PlaceNet, while our FOPA runs 19000× faster than SOPA.

Furthermore, we compare the positive composite images generated by SOPA, FOPA, TERSE, and PlaceNet via user study. Specifically, we conduct user study on the 2,568 pairs of scaled foregrounds and backgrounds in the test set. For each test pair, we construct a group of four composite images which contain the positive composite images generated by SOPA, FOPA, TERSE, and PlaceNet. We invite 20 human raters to select the most realistic image from each group. Then, we calculate the percentage that the positive composite image generated by each method is selected as the most realistic one. The percentages of SOPA, FOPA, TERSE, and PlaceNet are 30.8%, 30.2%, 19.8%, and 19.2%, respectively. Overall, the results indicate that the SOPA model and our FOPA model can generate more realistic images.
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Figure 2: We compare the rationality score maps predicted by SOPA model and our FOPA model. We also display the positive (resp., negative) composite image with the highest (resp., lowest) rationality score.
Figure 3: We compare the positive composite images generated by SOPA, FOPA, TERSE, and PlaceNet.