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Abstract: Streamflow estimation methods that transfer information from an index gage to an ungauged site are commonly used; however, uncertainty in daily streamflow estimates are often not adequately quantified. In this study, daily streamflow was simulated at 1331 validation streamgages across the continental United States using four transfer-based streamflow estimation methods. Empirical 95 percent uncertainty intervals were computed for estimated daily streamflows. Uncertainty intervals were evaluated for reliability, sharpness, and overall ability to accurately quantify the uncertainty inherent in the estimated daily streamflow. Uncertainty intervals performed reliably in the Eastern U.S. and Pacific Northwest regions of the country, containing a median of 96 and 99 percent of the observed values respectively. Uncertainty intervals were less reliable in the Great Plains and arid Southwest regions, where uncertainty intervals contained a median of 83 and 94 percent of the observed streamflows respectively. Uncertainty interval performance was correlated with gage density and hydrologic similarity near the validation site, as well as the aridity and baseflow indices at the site.
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1. Introduction

Daily streamflow data are required in many water resources applications to characterize the quantity, timing, and frequency of high and low streamflow events at a location of interest. Applications requiring such information are wide ranging and include water availability assessments, dam operations, ecological protection and restoration, and urban land use planning and development [1–4]. While streamgage measurements are the best source of daily streamflow data, it is not feasible to operate long term continuous streamgages at every location of interest nor at every location that might be of interest in the future. When daily streamflow is needed but a streamgage is not available, streamflow may be estimated using process-based numerical models or statistical, transfer-based methods.

Process- and transfer-based models estimate ungauged streamflow in inherently different ways. Process models attempt to numerically represent the physical linkages of hydrologic processes such as evaporation, precipitation, or infiltration. In contrast, transfer-based models use various numerical transformations or statistical methods to infer the timing and magnitude of daily streamflow at an ungauged site from those at gaged sites. Transfer-based methods are sometimes preferred because of the time and data demands involved in developing and calibrating a process-based numerical model [5]. Both process-based and transfer-based models provide deterministic estimates of streamflow with little characterization of model uncertainty. This study evaluates a method to assess uncertainty
in deterministic models and documents the sensitivity of these methods to heterogeneous hydrologic conditions for two common transfer-based streamflow estimation methods.

The drainage area ratio method (DAR) is a straightforward transfer-based method of streamflow estimation in which streamflow at an index gage is scaled by the ratio of the drainage areas of the gaged and unaged site [6]. The DAR method has been shown to be accurate and unbiased in a number of regional studies [7–10]. Previous attempts to refine DAR methods include the use of an exponential scaling factor [9] or the incorporation of information from multiple index gages [5]. The DAR method is widely used because of its ease of application. However, few applications have considered the uncertainty of streamflow values estimated by the DAR method.

Nonlinear spatial interpolation using flow duration curves (QPPQ) use regional regression equations and interpolation to estimate a continuous flow duration curve at an ungaged site and then distributes the flow durations into a daily time series using streamflow from an index gage [11–14]. One advantage to this method is its ability to incorporate physiographic information from a basin in addition to the drainage area in order to explain variability in regional streamflow patterns. This method has been applied in many regions of the U.S. [14–17] under various names and is referred to in this document as the QPPQ method, as first described by Fennessey [11]. While it is possible to quantify the uncertainty in the flow duration curve quantiles when standard methods (e.g., regression-based regionalization) are used, it is unclear how that uncertainty can be translated into the resulting time series of estimated streamflow.

Both the DAR and QPPQ methods are popular and can provide reasonable estimates of streamflow at an ungaged location, but the uncertainty associated with daily streamflow estimates is often not adequately characterized or considered in the applications in which they are used. When described, the accuracy of these methods is typically presented as the Nash–Sutcliffe Efficiency (NSE) [18], average percent error, or other metrics of overall goodness of fit [19]. While these are important measures of overall model accuracy, they do not provide any information about the uncertainty of individual daily streamflow estimates. Understanding the uncertainty of specific estimates may be essential to inform water resource management.

One reason uncertain information is often omitted in streamflow estimation studies is that both process-based and transfer-based methods are less parametric than traditional statistical methods which complicates efforts to characterize uncertainty in any formal way. Consider a tool like ordinary least squares regressions: one can make parametric and nonparametric assumptions that allow for a characterization of parameter and prediction uncertainty. Of course, violating these assumptions limits the utility of uncertainty estimators. The practice of hydrograph simulation is an applied science that lacks such a theoretical underpinning. In the case of process-based methods, which attempt to represent underlying physical processes through mathematics, the study of uncertainty propagation is nascent. With transfer-based methods, it is perhaps possible to characterize some uncertainty (e.g., in regionalized flow duration curves of the QPPQ method), but how uncertainty is transferred across index gages is less well understood.

Bourgin et al. [20] introduced a method of estimating empirical uncertainty intervals for daily streamflow estimates from a rainfall runoff model at an ungaged location. The method uses distributions of error ratios from streamflow simulations at hydrologically similar gaged sites to estimate the uncertainty at an ungaged location. While Bourgin et al. applied the method to outputs from process-based models, the methodology could be similarly applied to transfer-based methods. Farmer and Levin [21] modified the method for use with a QPPQ simulation of daily streamflow in Massachusetts and showed that the method was generally reliable for characterizing the uncertainty in daily streamflow in this application. The performance of this method relies upon the ability to find a sufficient number of index gages that are hydrologically similar to the ungaged location. Streamflows in Massachusetts exhibit a high degree of hydrologic similarity and benefit from a dense network of daily streamflow gages, making it an ideal location for the implementation of these types of transfer-based simulation methods and uncertainty characterization. The method has not been applied in more hydrologically diverse regions such as semi-arid and arid environments which may exhibit less hydrologic similarity between streams. This study applies the empirical uncertainty
intervals across the continental United States and assesses the capability of the uncertainty intervals to accurately characterize uncertainty in estimated daily streamflow across a wide range of hydrologic regimes.

2. Materials and Methods

2.1. Study Area

Daily streamflow was estimated through a leave-one-out cross-validation procedure at 1331 gaged locations across the conterminous U.S. from the period of 1 October 1980 through 30 September 2013 (Figure 1) to simulate the application of these methods at ungaged locations. The Gages-II dataset [22] designates streamgages in basins that are minimally altered by human modification, dams, or water use, as reference gages. All locations were designated as a reference gage in the Gages-II dataset [22], had a period of record of at least 10 complete water years, and had non-zero streamflow for at least 50% of the period of record. The drainage areas of the selected sites ranged from 1.5 to 25,791 km². Gages used in this study, as well as observed data, metadata, and source code for all streamflow and confidence interval estimations are available in Levin [23].

Gage density—the number of streamgages per unit area—varies considerably across the U.S. Gage density is greatest in the Pacific Northwest mountain region and the Eastern U.S., with median gage densities of 82 and 105 gages per 500,000 km², respectively. Gages in these regions had a median distance of 17.3 km and 23.4 km, respectively, between them and the next nearest gage. Gage density was lowest in the Great Plains and arid Southwest regions with a median gage density of 46 and 48 gages per 500,000 km², respectively, and a median minimum distance of 29.0 and 30.8 km between gages, respectively. The Gages-II data set includes basin characteristics for each site compiled from various national scale data sets and include various climate, hydrologic, geologic, land use, and topographic categories [22]. These variables were used to examine potential correlations between basin characteristics and uncertainty interval performance.

![Figure 1. Locations of 1331 U.S. Geological Survey streamgages used as validation sites, and regions used for grouping study results.](image)

2.2. Streamflow Estimation Methods

Daily streamflow was estimated at each of the 1331 validation sites using two statistical, transfer-based methods which require the use of an index gage to determine the timing and magnitude of daily streamflow: the drainage area ratio method (DAR) and nonlinear spatial interpolation using flow duration curves (QPPQ). As the applications presented here are based on previous work [11,14,20,21], the description of methods provided here covers only the necessary fundamentals to understand the methods. Readers interested in the detailed development of each method are referred to the literature cited.
The drainage area ratio is simple to implement, requiring only a time series of index gage streamflows and the drainage areas of both the ungaged and index sites. The DAR method assumes the streamflow per unit area is equivalent at the ungaged and index-gaged basins and computes the daily streamflow at the ungaged basin as:

\[ Q_u = Q_i \left( \frac{A_u}{A_i} \right) \]  

(1)

where \( Q_u \) and \( Q_i \) are the daily streamflow at the ungaged and index gage site, respectfully and \( A_u \) and \( A_i \) are the drainage areas of the ungaged and index gaged basins, respectfully.

The application of the QPPQ method explored here uses regionalized regression equations to estimate streamflow quantiles at an ungaged site and an index gage to transform the flow duration curve into a daily time series. The regression-estimated streamflow quantiles are interpolated to produce a continuous flow duration curve. Then, the flow duration curve is parsed into a daily time series by assuming that the exceedance probability streamflow at the ungaged location occurs on the same day as the corresponding exceedance probability streamflow at an index gage. For example, if the streamflow at the index site on the first of January 2009 has an exceedance probability of 67%, then this same exceedance probability will be assumed for the first of January 2009 at the ungaged location. Absolute magnitude is then obtained by interpolating the exceedance probability of streamflow (67%, in this case) along the estimated flow duration curve at the target location.

To apply the QPPQ method at each validation site, an automated process was used to develop regression equations for streamflow at 27 quantiles with exceedance probabilities of 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 25, 30, 40, 50, 60, 70, 75, 80, 90, 95, 98, 99, 99.5, 99.8, 99.9, 99.95, and 99.98 percent. Streamflow data and basin characteristics from the Gages-II data set from all reference gages within a 400 km radius of the target site were used to fit the regression equations. Regression equations for the 27 exceedance probabilities were fitted at each validation site using an automated regression fitting and selection process as described by [24]. This method considers a wide range of covariates for each streamflow quantile, building candidate regression based on an exhaustive “best-subsets” procedure. Final regression equations all included the drainage area as an independent variable. Additionally, final regression equations were constrained such that the maximum number of independent variables was the minimum of \( N/20 \) (where \( N \) is the number of index gages) or 6 [22,24]. The best-subsets procedure builds all candidate models of a specified size (one, two, or three, etc., covariates) and ranks them by performance (here, defined by adjusted-R-squared). As the models are built independently for each quantile, a post-processing procedure is applied to limit the variability of included covariates by quantile. As described by Over et al. [24], consecutive quantiles are lumped into regimes (e.g., low, medium and high flows), and each quantile within a regime is estimated with the same covariates, determining the set of covariates that produces the best average performance across the regime.

2.3. Index Gage Selection Methods

Each streamflow method requires the use of an index gage to transfer the timing of the streamflows into a daily time series. Typically, the selection of an index gage hinges on some belief about hydrologic similarity for the intended application [25,26]. Two methods of index gage selection were used for each streamflow estimation method: nearest neighbor and map correlation. Nearest neighbor (NN) index selection uses the index gage closest in distance to the ungaged site [26], assuming separation distance to be a proxy for hydrologic similarity. Map correlation (MC) index selection hypothesizes that hydrologic similarity can be represented by the correlation of daily time series and that there is a relation between separation distance and correlation [25]. MC uses ordinary kriging to estimate the correlation of the streamflows at the ungaged site to all other nearby index gaged sites and chooses the index gage site with the highest predicted correlation [25]. In cases where the period of record at an index gage did not fully overlap the simulation period, the next-ranked index gage was chosen to estimate flows for the remaining time period.
The combination of two simulation and two index gage selection methods resulted in 4 unique time series of estimated streamflow at each validation site: NN-DAR, MC-DAR, NN-QPPQ, and MC-QPPQ. For each method, a leave-one-out cross-validation procedure was applied. One gaged site was selected to stand in as the target (ungaged) site. For the purposes of simulation, the streamflow record at this site was set aside. Using the records from the remaining gaged sites, the daily streamflow was simulated at the target site following each of the four methods. The gaged flow at the target site was then reintroduced to assess performance, representing an assessment of a completely ungaged site. Each gaged site was taken, in turn, to be the target site to allow for an analysis of performance across a range of hydroclimatic conditions.

2.4. Uncertainty Characterization

Uncertainty in streamflow simulations was estimated by developing uncertainty intervals for each daily streamflow estimate. Uncertainty intervals were constructed using a process developed by Bourgin et al. [20] for a distributed rainfall-runoff model and modified for use in a regional application of the QPPQ method by Farmer and Levin [21]. The process assumes that the distribution of relative errors of estimated streamflows at an ungaged location is similar to the distribution of relative errors of estimated streamflows at a hydrologically similar, gaged location. If this assumption is true, the relative errors of estimated streamflow at nearby gaged sites can be used to estimate the uncertainty at the ungaged site.

The process to estimate uncertainty intervals for daily streamflow at an ungaged site is summarized in Figure 2 (adapted from Farmer and Levin [21]) and described here. After simulating daily streamflows at the target (ungaged) site, potential index gages are ranked either by distance to the target site (for nearest neighbor simulations) or by the estimated correlation to the target site (for map correlation simulations). The five top-ranked index gages are chosen as first-order index gages (Figure 2A). Each first-order index gage is treated as if it were unaged and is simulated using the selected simulation method (QPPQ or DAR) five times, using five second-order index gages (Figure 2B). Second order index gages are chosen such that the similarity metric (either distance for NN or predicted correlation for MC) is as close as possible to the similarity metric between the target site and the first-order index gage. For example, if the distance between the target site and the first-order index gage is 10 km, the second order index gages (IGn,m) will be ranked by their distance to the first-order index gage and the five gages with distances nearest to 10 km would be chosen for the simulation. In simulating the daily streamflow at the first-order index gages a leave-two-out procedure was necessary. That is, the gaged streamflow of both the initial target site and the first-order index gage site being considered were set aside for simulation of the first-order index gage. This process results in 5 estimated daily time series for each first-order index gage.

Gaged data at the first-order index gages were used to compute daily error ratios, defined as the ratio of the observed daily streamflow to the simulated daily streamflow, for each of the 25 estimated time series (Figure 2C). In order to facilitate log transformation and prevent error ratios with zero in the denominator, a value of 0.0001 m³/s (0.0049 ft³/s) was added to all daily streamflow data and simulated streamflows were censored at this value. Because the distribution of error ratios may vary according to streamflow magnitude and timing, the streamflows and associated error ratios were grouped by month. In an effort to approximate the 95 percent uncertainty intervals, error ratios with 0.025 and 0.975 non-exceedance probability were computed from the distribution of error ratios for each month. These error ratios were applied multiplicatively to the estimated daily streamflow to produce the upper and lower bounds of the uncertainty interval:

\[ p_{2.5,d} \times Q_u < Q_u < p_{97.5,d} \times Q_u \]  

(2)

Where \( p_{2.5,d} \) and \( p_{97.5,d} \) are the monthly error ratios with non-exceedance probabilities of 0.025 and 0.975. While Farmer and Levin [21] used monthly error bins, other studies [20,27] binned error ratios by streamflow decile rather than by month. Initial exploration here found that binning by decile had only a marginal effect on the accuracy of uncertainty intervals and often produced erratic interval widths when streamflows in different deciles occur consecutively in the target site daily time series.
Monthly binning produced smoother, more continuous uncertainty intervals of daily streamflow, without affecting overall performance. In some cases, target gage simulations used more than one index gage when the primary index gage period of record did not cover the full simulation time period. For these cases, the uncertainty interval process was completed separately for each primary index gage used in the target gage simulation.

**Figure 2.** Schematic diagram of the process used to compute uncertainty intervals for daily streamflows. First order index gages are selected (A) and simulated as if they were ungaged using 5 second order index gages (B). Daily error ratios are grouped by month (C). Confidence intervals are computed by multiplying the daily estimated streamflow at the ungaged site by the 97.5 and 2.5 percentile error ratios of the appropriate month.

### 2.5. Evaluation of Uncertainty Intervals

Daily uncertainty intervals were evaluated for reliability and sharpness. Reliability refers to the consistency with which the interval is able to bound the observed value. The reliability of daily uncertainty intervals was evaluated using the coverage ratio (CR), defined as the proportion of daily streamflows that fall within the uncertainty interval. The coverage ratio of an interval should be roughly equal to the nominal uncertainty level. Here, we compute 95 percent uncertainty intervals, so the coverage ratio should equal 0.95.

The sharpness of an uncertainty interval refers to the width of an interval around an estimated quantity. The average width (AW) is a common indicator of sharpness:

\[
AW = \frac{1}{T} \sum_{t=1}^{T} Q^u_t - Q^l_t
\]

where \(Q^u_t\) and \(Q^l_t\) are the upper and lower bounds of the uncertainty interval at time \(t\). Ideally, intervals should be as narrow as possible while still maintaining an appropriate reliability. Intervals that are too wide will have a high coverage ratio but will overestimate the uncertainty of the
streamflow estimates and may be of limited use for decision making. Intervals that are too narrow will have low reliability because they will contain fewer observed values than the nominal probability of the interval. Measuring the average width of an interval alone is insufficient, as the optimal width is difficult to quantify.

Previous studies have used the average width index (AWI) to compare the AW of the uncertainty interval to the width of the 95th percentiles of the flow duration curve of the gaged streamflow [20,21]:

\[
AWI = 1 - \frac{AW}{AW_{clim}}
\]  

where \(AW_{clim}\) is calculated as the difference between the 97.5th and 2.5th percentile observed streamflow. The \(AW_{clim}\) describes the long-term streamflow variability at the site which is described by Bourgin et al. [20] as a climatological prediction. The AWI is an indicator of how well the uncertainty intervals are able to refine uncertainty information across the daily values compared to using a constant value defined by the long-term streamflow variability (\(AW_{clim}\)). For example, the \(AW_{clim}\) could be used as a static uncertainty interval for every daily estimated streamflow and would produce a coverage ratio of 0.95. However, this static interval lacks any temporal variability and would not be a useful indicator of daily uncertainty. Intervals with AWI > 0, are sharper than intervals developed from long-term streamflow variability, while intervals with a negative AWI lack precision compared to this baseline. Using this index, it is possible to determine whether the predicted uncertainty intervals are sharper than the intervals derived from long-term average conditions. However, as discussed previously, the value of this metric must be understood in the context of the reliability of the interval.

The AWI computed using \(AW_{clim}\) compares the width of the uncertainty interval to the natural variability of observed streamflow, which may indicate its usefulness in a given application, but does not address how well the uncertainty interval matches the level of uncertainty in a target site simulation. A target site at which daily streamflow is poorly simulated will need wide uncertainty intervals in order to encompass the large estimation errors. Therefore, a high AWI does not necessarily mean that the uncertainty intervals are wider than necessary or that the method used to produce the uncertainty interval has performed poorly; instead, a high AWI reflects the high uncertainty in the streamflow simulations at the first-order index gages used in computing the uncertainty intervals.

In this study we propose a new indicator, the average width ratio (AWR), to assess the uncertainty interval widths while also accounting for the level of uncertainty in the estimated streamflow time series. The AWR is computed similarly to the AWI but compares the AW of the computed uncertainty intervals to uncertainty intervals computed with the daily error ratios at the target validation site:

\[
AWR = \frac{AW}{AW_{targ}}
\]

where \(AW_{targ}\) is the average width of uncertainty intervals constructed using the 97.5th and 2.5th percentile error ratios from the same month at the validation site. An AWR of 10 indicates that the intervals are 10 times as large as those computed from the target simulation and may be wider than necessary to achieve the desired confidence level. An AWR less than 1 indicates the uncertainty intervals are narrower than intervals computed from the target site simulation. Intervals with AWR much lower than 1 will likely have unreliable (less than 0.95) coverage rates. Although an AWR near 1 is ideal, an interval with an AWR of one may not have a coverage ratio of 0.95 because the interval may be shifted higher or lower than those produced using the target site error distributions.

The interval skill (IS) combines both the CR and AW into a single metric to determine the overall ability of the uncertainty interval to both contain the measured value within the interval while also maintaining an appropriate interval sharpness [20,28]. The IS of the uncertainty interval is equal to the AW when the observed value falls within the interval and is given an additional penalty when
the observed value falls outside the bounds. To compute the IS, a scoring rule \( S_t \) is computed for each daily streamflow:

\[
S_t = \begin{cases} 
Q_t^u - Q_t^l & \text{if } Q_t^l \leq Q_{t}^{obs} \leq Q_t^u \\
Q_t^l - Q_t^l + \frac{2}{1 - \beta} (Q_t^l - Q_{t}^{obs}) & \text{if } Q_{t}^{obs} < Q_t^l \\
Q_t^u - Q_t^l + \frac{2}{1 - \beta} (Q_{t}^{obs} - Q_t^u) & \text{if } Q_{t}^{obs} > Q_t^u 
\end{cases}
\]

where the scoring rule \( \beta \) is equal to 95 percent. The IS is the average value of \( S_t \) across the entire daily time series. Bourgin et al. [20] introduce the interval skill score (ISS) which compares the IS to the IS\(_{clim} \), defined as the interval skill using the observed streamflow with non-exceedance probabilities of 0.025 and 0.975.

\[
\text{ISS} = 1 - \frac{\text{IS}}{\text{IS}_{clim}}
\]

Intervals with an ISS greater than 0 demonstrate both a high reliability and precision compared to the natural variability of the flow duration curve, while intervals with a negative ISS do not add any uncertainty information compared to static intervals based on the 97.5th and 2.5th percentiles of the flow duration curve at the target site.

For this study, similar to the AWR, we introduce the interval skill ratio (ISR) as the ratio of the IS of the uncertainty intervals to the IS\(_{targ} \) which is defined as the interval score resulting from uncertainty intervals produced by the 97.5 and 2.5 percentile error ratios from the target validation simulation.

\[
\text{ISR} = \frac{\text{IS}}{\text{IS}_{targ}}
\]

### 3. Results and Discussion

#### 3.1. Reliability of Empirical Uncertainty Intervals

Performance metrics of the validation site simulation and uncertainty intervals developed from all four streamflow methods are shown in Table 1 and Figure 3. Results were grouped into four geographic regions based on level 1 EPA Eco-regions [29] and similarity of results to facilitate geographic comparisons (Figure 1, Table 1). Overall goodness of fit of the validation site streamflow estimation methods was examined with the NSE [18] (Figure 3, Table 1). The NSE was computed on log-transformed streamflow to reduce oversensitivity to high flows. An NSE of 1.0 indicates that the estimates are identical to the observations; an NSE less than zero indicates that a long-term average value would hold more information than the estimates. Some have suggested that 0.5 be considered an acceptable level for performance in hydrology [30]. Median NSE values for daily streamflows across all validation site simulations were 0.61 and 0.54 for NN- and MC-DAR methods and 0.57 and 0.53 for NN- and MC-QPPQ methods respectively. The median NSE was highest in the Eastern U.S. region, ranging from 0.61 to 0.68, and lowest in the Southwest region, with median values ranging from −0.68 to 0.14 across simulation methods.

Across all sites, median coverage ratios were 0.97 and 0.96 for NN- and MC-DAR methods respectively, and 0.97 for both NN- and MC-QPPQ methods respectively. Median coverage ratios were highest in the Pacific Northwest and mountain region, ranging from 0.97 to 0.99, and in the Eastern U.S. region, ranging from 0.96 to 0.98 (Figure 3). Uncertainty intervals were less reliable in the Great Plains and Southwest regions, particularly for the MCDAR method, which had the lowest median coverage ratio of 0.82. Streamflow simulation and uncertainty interval reliability varied across months in some regions (Figure 4). Month-to-month variability in coverage ratio was minimal in the Eastern U.S. region and moderate in the Pacific Northwest and Great Plains regions. In the Southwest, coverage ratios were less reliable from July through November. Rainfall during these
months typically occurs in the form of intense, convective storms that may be spatially fragmented, making it difficult to replicate with statistical methods [31].
Table 1. Quantiles of performance metrics for simulation and uncertainty intervals of daily streamflow four simulation methods in four regions: Pacific Northwest (PNW), Southwest (SW), Great Plains (GP), and Eastern U.S. (E). Simulation methods include drainage area ratio using nearest neighbor index gage selection (NNDAR) and map correlation selection methods (MCDAR) and nonlinear spatial interpolation using flow duration curves (QPPQ) using nearest neighbor index gage selection (NNQPPQ) and map correlation index gage selection (MCQPPQ).

| Metric | Region | Number of Sites | 1%  | 5%  | 25% | 50% | 75% | 95% | 1%  | 5%  | 25% | 50% | 75% | 95% |
|--------|--------|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|        |        |                |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| NSE    | PNW    | 319            | −10 | −4.2| −0.14| 0.65| 0.85| 0.94| 0.98| −10 | −3.5| −0.01| 0.59| 0.80| 0.94| 0.97|
|        | SW     | 123            | −44 | −16 | −2.2 | −0.02| 0.46| 0.82| 0.91| −63 | −21 | −2.7 | −0.68| 0.23| 0.72| 0.82|
|        | GP     | 161            | −25 | −8.7| −0.19| 0.40| 0.66| 0.84| 0.86| −81 | −11 | −0.52| 0.21| 0.53| 0.78| 0.85|
|        | E      | 728            | −7.8| −0.99| 0.43| 0.68| 0.81| 0.93| 0.97| −5.9| −1.1| 0.34| 0.63| 0.67| 0.77| 0.90|
| CR     | PNW    | 319            | 0.44 | 0.64| 0.93| 0.99| 1.0 | 1.0 | 1.0 | 0.10| 0.49| 0.87| 0.97| 1.0 | 1.0 | 1.0 |
|        | SW     | 123            | 0.15 | 0.46| 0.72| 0.94| 1.0 | 1.0 | 1.0 | 0.11| 0.35| 0.67| 0.82| 0.96| 1.0 | 1.0 |
|        | GP     | 161            | 0.25 | 0.58| 0.87| 0.94| 0.99| 1.0 | 1.0 | 0.11| 0.60| 0.85| 0.93| 0.98| 1.0 | 1.0 |
|        | E      | 728            | 0.64 | 0.79| 0.93| 0.97| 0.99| 1.0 | 1.0 | 0.57| 0.75| 0.91| 0.96| 0.99| 1.0 | 1.0 |
| AWR    | PNW    | 319            | 0.16 | 0.91| 2.7 | 5.8 | 16  | 93  | 1760| 0.32| 1.1 | 2.2 | 3.7 | 7.8 | 107 | 626 |
|        | SW     | 123            | 0.18 | 0.68| 4.7 | 18  | 65  | 528 | 2080| 0.05| 0.25| 2.7 | 14  | 54  | 449 | 6850|
|        | GP     | 161            | 0.02 | 0.23| 1.1 | 7.4 | 55  | 558 | 3110| 0.02| 0.24| 1.4 | 5.6 | 35  | 781 | 17,100|
|        | E      | 728            | 0.08 | 0.33| 1.4 | 2.2 | 4.0 | 25  | 186 | 0.07| 0.20| 1.1 | 1.8 | 3.1 | 18  | 113 |
| ISR    | PNW    | 319            | 0.30 | 1.2 | 2.4 | 5.1 | 14  | 65  | 1470| 0.63| 1.2 | 2.06| 3.3 | 6.7 | 82  | 559 |
|        | SW     | 123            | 0.31 | 0.83| 4.0 | 15  | 47  | 317 | 1930| 0.06| 0.38| 2.8 | 13  | 38  | 304 | 5070|
|        | GP     | 161            | 0.02 | 0.23| 1.4 | 6.5 | 46  | 484 | 1950| 0.02| 0.24| 1.4 | 4.6 | 26  | 492 | 2840|
|        | E      | 728            | 0.08 | 0.36| 1.2 | 1.6 | 2.8 | 19  | 104 | 0.07| 0.23| 1.1 | 1.4 | 2.3 | 14  | 51  |
| AWI    | PNW    | 319            | −434 | −40 | −5.8 | −1.1 | 0.25 | 0.64 | 0.75 | −287 | −59 | −1.6 | −0.22 | 0.40 | 0.69 | 0.79 |
|        | SW     | 123            | −1590| −714| −75 | −18 | −5.7 | 0.07 | 0.36 | −9000| −1480| −62 | −13 | −1.7 | 0.34 | 0.69 |
|        | GP     | 161            | −3380| −819| −121| −24 | −6.6 | −1.1 | 0.43 | −21,800| −1510| −103 | −28 | −6.7 | −0.28 | 0.63 |
|        | E      | 728            | −104 | −35 | −2.4 | −0.12 | 0.3 | 0.55 | 0.64 | −99 | −35 | −2.1 | −0.02 | 0.39 | 0.62 | 0.70 |
| ISS    | PNW    | 319            | −340 | −27 | −3.5 | −0.45 | 0.39 | 0.70 | 0.78 | −211 | −36 | −1.4 | 0.06 | 0.49 | 0.74 | 0.79 |
|        | SW     | 123            | −1100| −204| −27 | −9.2 | −2.5 | 0.23 | 0.51 | −3280| −388 | −23 | −5.3 | −1.1 | 0.35 | 0.62 |
|        | GP     | 161            | −1960| −413| −46 | −8.8 | −1.9 | 0.13 | 0.53 | −3830| −607 | −32 | −10 | −1.9 | 0.28 | 0.66 |
|        | E      | 728            | −48  | −14 | −0.81| 0.30 | 0.55 | 0.69 | 0.75 | −49  | −16 | −0.77| 0.28 | 0.56 | 0.72 | 0.77 |
Table 1. (cont.) Quantiles of performance metrics for simulation and uncertainty intervals of daily streamflow four simulation methods in four regions: Pacific Northwest and mountains (PNW), Southwest (SW), Great Plains (GP), and Eastern U.S. (E). Simulation methods include drainage area ratio using nearest neighbor index gage selection (NNDAR) and map correlation selection methods (MCDAR) and nonlinear spatial interpolation using flow duration curves (QPPQ) using nearest neighbor index gage selection (NNQPPQ) and map correlation index gage selection (MCQPPQ).

| Metric | Region | Number of Sites | Quantiles of Metrics for NNQPPQ | Quantiles of Metrics for MCQPPQ |
|--------|--------|----------------|-------------------------------|-------------------------------|
|        |        |                | 1% | 5% | 25% | 50% | 75% | 95% | 1% | 5% | 25% | 50% | 75% | 95% |
| NSE    | PNW   | 319           | -9.1 | -2.6 | 0.08 | 0.57 | 0.80 | 0.92 | 0.95 | -9.3 | -3.1 | 0.15 | 0.56 | 0.81 | 0.91 | 0.96 |
|        | SW    | 123           | -18 | -9.5 | -1.2 | 0.06 | 0.49 | 0.83 | 0.87 | -16 | -9.6 | -1.5 | 0.14 | 0.49 | 0.80 | 0.84 |
|        | GP    | 161           | -47 | -7.2 | -0.63 | 0.26 | 0.57 | 0.82 | 0.86 | -29 | -7.6 | -0.66 | 0.20 | 0.53 | 0.76 | 0.84 |
|        | E     | 728           | -4.0 | -0.97 | 0.40 | 0.64 | 0.78 | 0.89 | 0.93 | -3.9 | -1.2 | 0.33 | 0.61 | 0.75 | 0.87 | 0.92 |
| CR     | PNW   | 319           | 0.38 | 0.62 | 0.90 | 0.98 | 1.0 | 1.0 | 1.0 | 0.26 | 0.54 | 0.89 | 0.98 | 1.0 | 1.0 | 1.0 |
|        | SW    | 123           | 0.34 | 0.51 | 0.73 | 0.94 | 0.99 | 1.0 | 1.0 | 0.45 | 0.57 | 0.73 | 0.94 | 1.0 | 1.0 | 1.0 |
|        | GP    | 161           | 0.39 | 0.64 | 0.84 | 0.92 | 0.98 | 1.0 | 1.0 | 0.42 | 0.60 | 0.84 | 0.93 | 0.98 | 1.0 | 1.0 |
|        | E     | 728           | 0.41 | 0.79 | 0.93 | 0.98 | 0.99 | 1.0 | 1.0 | 0.38 | 0.75 | 0.91 | 0.97 | 0.99 | 1.0 | 1.0 |
| AWR    | PNW   | 319           | 0.93 | 1.2 | 2.0 | 3.4 | 14 | 647 | 3820 | 0.93 | 1.2 | 2.0 | 3.7 | 15 | 1170 | 29,000 |
|        | SW    | 123           | 0.23 | 0.44 | 3.1 | 12 | 22 | 228 | 1890 | 26,500 | 0.20 | 0.49 | 3.1 | 11 | 186 | 1870 | 26,100 |
|        | GP    | 161           | 0.09 | 0.20 | 1.0 | 3.4 | 14 | 637 | 23,700 | 0.04 | 0.32 | 1.23 | 4.3 | 15 | 892 | 5750 |
|        | E     | 728           | 0.12 | 0.51 | 1.2 | 2.1 | 9.0 | 128 | 809 | 0.20 | 0.61 | 1.2 | 2.1 | 11 | 192 | 612 |
| ISR    | PNW   | 319           | -1540 | -482 | -4.8 | -0.55 | 0.35 | 0.67 | 0.75 | -13,100 | -826 | -6.3 | -0.69 | 0.35 | 0.69 | 0.79 |
|        | SW    | 123           | -29,200 | -3360 | -414 | -22 | -3.8 | 0.29 | 0.51 | -15,000 | -3800 | -371 | -30 | -5.8 | 0.09 | 0.63 |
|        | GP    | 161           | -45,700 | -2260 | -88 | -16 | -3.9 | -0.22 | 0.60 | -42,000 | -2060 | -127 | -27 | -4.7 | 0.15 | 0.70 |
|        | E     | 728           | -635 | -138 | -9.6 | -0.96 | 0.22 | 0.57 | 0.67 | -621 | -216 | -13 | -1.1 | 0.18 | 0.58 | 0.66 |
| AWS    | PNW   | 319           | -1090 | -281 | -3.3 | -0.13 | 0.45 | 0.71 | 0.76 | -8670 | -508 | -4.2 | -0.32 | 0.43 | 0.70 | 0.77 |
|        | SW    | 123           | -23,800 | -1500 | -151 | -9.0 | -1.6 | 0.61 | 0.70 | -12,000 | -1270 | -134 | -17 | -1.7 | 0.43 | 0.60 |
|        | GP    | 161           | -20,900 | -576 | -31 | -5.6 | -0.84 | 0.43 | 0.56 | -9300 | -824 | -45 | -9.9 | 1.2 | 0.40 | 0.55 |
|        | E     | 728           | -316 | -73 | -4.8 | -0.17 | 0.49 | 0.69 | 0.75 | -286 | -111 | -6.3 | -0.25 | 0.44 | 0.68 | 0.75 |
Figure 3. Distribution of streamflow simulation and uncertainty intervals performance for 1331 validation streamgage sites in four regions: Pacific Northwest and mountains (PNW), Southwest (SW), Great Plains (GP), and Eastern U.S. (E). Boxplot whiskers extend to the 10th and 90th percentiles of the distribution, box ends represent the 25th and 75th percentiles, and the horizontal line represents the median.

Figure 4. Monthly Nash–Sutcliffe efficiency of daily streamflow simulations and coverage ratio of 95 percent uncertainty intervals in four regions in the study area: Eastern U.S. (E), Great Plains (GP), Pacific Northwest and mountains (PNW), and Southwest (SW). Boxplot whiskers extend to the 10th and 90th percentiles of the distribution, box ends represent the 25th and 75th percentiles, and the horizontal line represents the median.

The reliability of uncertainty intervals can be affected by bias in the estimated validation streamflow time series. Because the uncertainty intervals are drawn from the pooled errors of 25 separate simulations, the error distributions used to compute the uncertainty intervals are typically...
distributed fairly evenly around 1 (that is, there are roughly an equal number of over- and under-
estimations of first-order donor streamflows). However, at a single target-site simulation, the
estimated streamflow time series may contain substantial, systematic bias if the relation between the
donor gage and the target stream is poorly characterized by the DAR, or if the flow duration curve is
poorly estimated by the regression equations in the QPPQ method. When error ratios from first-order
donors are multiplied by biased target-site estimated streamflow values, the uncertainty intervals
may also be biased and unreliable. In order to examine the degree to which bias in the validation site
estimated streamflow affects the reliability of the uncertainty intervals, the percent bias was
computed as:
\[
\text{percent bias} = 100 \times \frac{\sum (\hat{Q} - Q^{\text{obs}})}{\sum Q^{\text{obs}}}
\]  
(9)

where \( \hat{Q} \) and \( Q^{\text{obs}} \) are the estimated and observed daily streamflows. Figure 5 shows that coverage
ratios decrease as the percent bias deviates from 0, with average coverage ratios falling below 0.95
when the percent bias deviates from zero by about 10 percent. At a bias greater than ±30 percent,
uncertainty intervals may be unreliable, with average coverage ratios below 0.90. The Southwest
region had the highest proportion of highly biased validation simulations, with 67 percent of
simulations having a percent bias greater than ±30 percent across all four estimation methods. The
Great Plains and the Pacific Northwest regions had 45 and 47 percent of simulations with a bias
greater than 30 percent, respectively, and the Eastern region had the least biased simulations with
only 16 percent of simulations having a bias greater than 30 percent.

![Figure 5. Absolute value of the percentage bias of daily streamflow time series and the coverage ratio
associated with 95 percent uncertainty intervals of the streamflow time series. Blue line is a smoothed
conditional mean.](image)

### 3.2. Interval Sharpness

Uncertainty interval widths reflect the regional estimation accuracy; regions with higher
accuracy simulations have sharper uncertainty intervals. Uncertainty intervals typically ranged over
two or more orders of magnitude compared to the estimated daily streamflow. Intervals were
narrowest in the Pacific Northwest and Eastern U.S. regions, which in general had higher accuracy
simulations. Median lower bounds in these regions ranged from 0.17 to 0.23 times the estimated
streamflow across the four estimation methods, while the median upper bounds ranged from 5.9 to
14.0 times the estimated streamflow. In the Great Plains and Southwest regions, intervals were wider,
with median lower bounds ranging from 0.02 to 0.03 and upper bounds ranging from 123 to 261 times
the estimated streamflow. Because uncertainty intervals are based on a ratio of streamflows, the relative width of uncertainty intervals (as a percentage of estimated streamflow) were typically widest during low flow periods.

The width of the uncertainty intervals should reflect the level of uncertainty present in the estimated streamflow at the ungaged basin. At a poorly simulated basin, with large errors in daily estimated streamflow, intervals should be wide enough to encompass the magnitude of these estimation errors. In contrast, uncertainty intervals can be narrower while still maintaining an appropriate coverage ratio in well-simulated basins. Therefore, the absolute width of an interval, although useful for application purposes, is not appropriate for assessing the performance of the uncertainty interval. The AWR reflects how well the width of the intervals compares to the actual errors in the validation site simulation. Median AWR values ranged from about 1.8 to 2.7 across the different simulation methods in the Eastern U.S. region, indicating that the intervals in this region are generally of an appropriate width. Median AWR in the Pacific Northwest and Great Plains regions ranged from about 3.7 to 7.4. Interval widths in the Southwest were the largest compared to those produced by the validation site errors, with median AWR values ranging from about 13.5 to 17.8. Intervals in this region are wide compared to the errors within the target site time series.

The median AWI was below zero for all methods in the Southwest and Great Plains regions and near zero for all methods in Eastern U.S. and Pacific Northwest regions (Table 1). An AWI below zero indicates that the average width of the uncertainty intervals is wide compared to the overall width of the flow duration curve at the validation site. Figure 6 compares the AWI to the AWR for both MC simulation methods (NN simulations, not shown, were similar to MC simulations). Although the overall spatial patterns of AWI and AWR are similar, there are many locations, particularly in the Eastern U.S. region, where the AWI indicates an overly wide interval (AWI < 0) but where the AWR indicates an appropriate, or even narrow interval (AWR < 5) with respect to the errors at the validation site. Though investigation of physiographic drivers was beyond the scope of this work, results of preliminary analyses indicate that the discrepancies between AWI and AWR tended to align with situations where the region from which donors were drawn crossed some hydrologic barrier (e.g., mountains or shifts in eco-regions) and there was varied performance across this border.

Values for ISR mirrored those of the AWR. Median ISR values in the Eastern U.S. region ranged from about 1.4 to 2.1, reflecting the relatively sharp intervals and high coverage ratios in this region. ISR values were poorest in the Southwest region, with median values ranging from about 11.3 to 15.3 across simulation methods. The large intervals and lower reliability in the Southwest may limit the applicability of the uncertainty intervals in this region. Differences in performance among simulation methods were minor, with the exception of the eastern region, in which the DAR methods produced intervals that were narrower and had higher ISS than the QPPQ methods. Within all regions and methods, there was a high amount of variability in performance, indicating that even in regions with successful overall performance of uncertainty intervals, there are isolated sites which may perform poorly.
3.3. Sensitivity to Regional Factors

The success of the methods used in this paper to characterize uncertainty in DAR and QPPQ methods relies upon the availability of a sufficient number of hydrologically similar donor gages to the ungaged site. Both the hydrologic similarity of a region and the density of streamgages can affect uncertainty interval performance. Streamgage density is important because the procedure to compute uncertainty intervals requires simulations from several hydrologically similar gages. Sparsely gaged areas of the country may not have enough hydrologically similar gaged sites to adequately populate the distribution of relative errors. Hydrologic similarity is important because information regarding the timing and magnitude of streamflow and, for the DAR method, the magnitude of streamflows, is transferred from an index gage and sites that are highly correlated produce more accurate simulations [32]. Additionally, if there are few highly correlated index gages at a particular ungaged location, then the error ratios produced in the uncertainty estimation procedure may not adequately match those of the target site simulation.

Regional differences in simulation and uncertainty interval performance may be influenced by the relation between distance and correlation between gages (Figure 7). The eastern region is densely gaged, with a median of 105 gages per 500,000 km². Additionally, the relation between correlation and distance has less variability than other regions. Sites in this region had high NSE and coverage ratios, and also showed less variability in results than in other regions. The relation between distance and gage correlation in the Great Plains is similar to that of the Eastern region, except that the gage density is the lowest of the four regions, with a median gage density of 46 gages per 500,000 km². Variability in the NSE values and uncertainty interval performance may result from the sparseness of the gage network in this region. The low gage density necessitates using gages from further away, with a potentially lower correlation to the target site in order to perform the uncertainty interval procedure. The Pacific Northwest region has the second highest gage density, with a median of 82 gages per 500,000 km². However, there is high variability in gage correlation, even at close distances. In this region, although there are typically plenty of potential index gages nearby to choose from, the high level of variability increases the chance that a given simulation will select an index gage with a poor correlation to the target site. The increased heterogeneity in this region may explain the
increased variance in the NSE and coverage ratios. Finally, the Southwest region has a low gage density, with a median of 48 gages per 500,000 km² and also has a high amount of variability in gage correlation, resulting in lower overall performance of validation site simulations and uncertainty intervals.

![Distance between streamgages and correlation in daily streamflow for four regions in the study area: Eastern U.S. (E), Great Plains (GP), Pacific Northwest and mountains (PNW), and Southwest (SW). Blue line is a smoothed conditional mean.](image)

The hydroclimatic regime defines the relative predominance and seasonal patterns of evaporative or precipitation processes within a basin. Hydroclimatic and physical basin characteristics have been used to classify catchments with similar hydrologic signatures and to explain the performance of streamflow estimation. Singh et al. [33] found that across the continental United States, similarity in climate, soil, and land use characteristics were among the dominant basin characteristics that resulted in the best parameter transfer in a calibrated rainfall runoff model. Patil and Steiglitz [32] found that NSE of DAR-based streamflow estimation methods were higher in humid basins. The aridity index [34] was computed as the average annual precipitation/potential evapotranspiration (PET) for all basins. Across regions, lower aridity index (drier) was correlated with poorer NSE and coverage ratios (Figure 8). Uncertainty intervals were generally unreliable, with median coverage ratios below 0.95, in basins where the aridity index was less than one. In these basins, the mean annual PET exceeds annual precipitation. Baseflow index is a measure of the percentage of streamflow that is from baseflow. Within each region, baseflow dominated streams (baseflow index > 60%) generally had lower NSE than runoff-dominated streams but had higher coverage ratios and average width ratios (Figure 8). One potential reason for this result is that baseflow-dominated streams tend to have lower streamflow variability because of the relatively steady contribution of groundwater. If surrounding index gages do not share this high baseflow index, then the target simulation will likely have large errors and a low NSE. Additionally, in areas where the surrounding index gages are poorly simulated, uncertainty intervals will be wide and the low variability of the observed streamflow at the target site will lead to fewer observations outside the uncertainty intervals, leading to high coverage ratios.

While climate, baseflow, gage density, and hydrologic similarity explain some of the variability in the performance of the uncertainty intervals, there is no one basin characteristic that fully explains it. Even in regions with generally good at-site simulation and uncertainty characterization, there are outlying sites where the methods do not perform well. Patil and Steiglitz [32] suggest that while
regional performance of streamflow simulation methods may be explained by large scale variability in climate, geology, or other physical features, low performance at a specific site may be attributed to smaller scale climate variability or idiosyncratic hydrologic behavior at the site that is not representative of the surrounding areas.

Figure 8. Nash–Sutcliffe efficiency of daily streamflow estimates and coverage ratio and average width index (AWI) of 95 percent uncertainty intervals, grouped by aridity index (A–C) and baseflow index (D–E) at 1331 validation sites in four regions of the study area: Pacific Northwest and mountains (PNW), Southwest (SW), Great Plains (GP), and Eastern U.S. (E). Boxplot whiskers extend to the 10th and 90th percentiles of the distribution, box ends represent the 25th and 75th percentiles, and the horizontal line represents the median.

4. Conclusions

A method to produce empirical uncertainty intervals around daily estimated streamflows for four transfer-based estimation methods was tested across the conterminous United States. Uncertainty intervals at a target site were produced by transferring relative errors of estimated streamflow at hydrologically similar gaged sites for 1331 streamgages. Uncertainty intervals were evaluated using the coverage ratio, average width ratio, and interval skill ratio, which quantify the reliability, sharpness, and overall interval skill, respectively. Coverage ratios performed best in the Eastern U.S. region, with median coverage ratios ranging from 0.96 to 0.98 across four simulation methods. Median average width ratios ranged from 1.8 to 2.7. Uncertainty intervals in the Eastern U.S. region were reliable and the interval widths closely matched the magnitude of error ratios in the estimated streamflow time series at the target site. Intervals in the Pacific Northwest and Great Plains regions had median coverage ratios ranging from 0.92 to 0.99 across methods, and median AWR in these regions ranged from 3.7 to 7.4. Intervals in the Southwest performed the poorest, with median coverage ratios ranging from 0.82 to 0.94 and median AWR values ranging from 13.5 to 17.8. Intervals in this region were very large compared to the magnitude of error ratios present in the estimated streamflow time series. This lack of precision combined with low reliability, may make uncertainty intervals unsuitable for use in this region.

Uncertainty interval performance is associated with the correlation among nearby index gages and gage density. The Eastern region benefits from a very dense gage network combined with a high correlation among nearby gages. This makes it possible to find a highly correlated index gage for the target site simulation and an adequate number of similar index gages for use in the uncertainty interval estimation process. The Pacific Northwest region is very densely gaged, but there is
considerable variability in the correlation between nearby gages. Thus, although there are a large number of index gages to choose from, the inclusion of index gages that are poorly correlated to the target site may reduce the NSE at the target site or the performance of the uncertainty intervals. Simulations and uncertainty interval estimation in this region may benefit from more sophisticated screening of potential index gages than was used in this study. The Great Plains and Southwest regions have a lower density of gages and lower overall correlation between gages, resulting in overall poorer and more variable performance of streamflow simulations and uncertainty interval performance in these regions. Within each region, simulation accuracy and uncertainty interval performance showed some sensitivity to the aridity index and the baseflow index. Sites with higher aridity index (wetter conditions) had higher NSE and more reliable intervals and sites. Sites with higher baseflow contributions had lower NSE and as good or better coverage ratios than other validation sites within the same region.
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