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The US banking sector is composed of few very large banks and many small ones.¹ In fact, about 95 percent of all Federal Deposit Insurance Corporation-insured depository institutions are small, community banks.² Although these small banks hold only about 15 percent of total bank assets by value, many observers, bank supervisors, and monetary policymakers share the view that small, local banks fulfill an important role in the intermediation of credit in the US. Former Federal Reserve Governor (and current chairman) Jerome H. Powell expresses this view in his speech to the 2013 Community Banking Research Conference:

My colleagues on the Board of Governors and I understand the value of having a diverse financial system that includes a large and vibrant contingent of community banks. By fostering the economic health and vitality of local communities throughout the country, community banks play a central role in our national economy. One important aspect of that role is to serve as a primary source of credit for

¹ See Section 4 for a short summary or McCord and Prescott (2014) for detailed analysis.

² Traditionally, a community bank is defined as a small bank that operates in a single banking market. A single banking market is defined as a county in rural areas or as a metropolitan statistical area in urban areas; see, e.g., Powell (2016). A small bank is often defined as one with less than $1 billion in assets. Recently, however, many studies have used a $10 billion size cutoff instead. See Keeton et al. (2003) and Federal Deposit Insurance Corporation (2012).
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the small businesses that are responsible for creating a substantial proportion of all new jobs.\(^3\)

More specifically, small banks are thought of as having access to granular information about local business conditions. In its 2012 Community Banking Study, the FDIC states that small banks

[...] have specialized knowledge of their local community and their customers. Because of this expertise, community banks tend to base credit decisions on local knowledge and nonstandard data obtained through long-term relationships [...] This relationship approach to lending is particularly important to small businesses that rely on community banks for loans and other services.

Further, this granular information is thought of as containing early signals of changing business cycle conditions. In her address to the 2017 convention of the Community Bankers Association of Ohio, President Loretta J. Mester of the Federal Reserve Bank of Cleveland states:

Because of their important work, community bankers are among the most knowledgeable about changes in conditions on the ground in local areas. Such information often takes much longer to show up in official statistical reports. So I find the insights gained from speaking with bankers to be especially valuable as part of the mosaic of information I use in formulating my views on appropriate monetary policy.

In this article, our objective is to explore US commercial banking data and look for signs consistent with these widely held views about the special role of small banks. In particular, from these views we extract two hypotheses. First, if small banks indeed have access to some unique business cycle information not available to other financial intermediaries, then one could expect to see differences in how small and large banks’ profit margins react to changes in business cycle conditions. Second, if the advance information available to small banks comes from long-term relationships with local businesses, i.e., the borrowers, one could expect these differences to appear on the asset side of the banks’ balance sheet rather than on the liability side.

In the empirical literature on bank profitability, the net interest margin (NIM) is perhaps the most commonly used profit margin indicator. NIM is defined as the ratio of a bank’s net interest income and average earning assets. Net interest income, in turn, is the difference

\(^3\) Similar views have been expressed by other Federal Reserve officials; see, e.g., Keeton et al. (2003) and Mester (2017).
between interest earned on assets and interest incurred on liabilities. The cyclical properties of NIM have been studied extensively in aggregate US banking sector data. Using administrative data collected by the FDIC, Aliaga-Díaz and Olivero (2010, 2011) and Beabrun-Diant and Tripier (2015) show that the sector’s NIM is countercyclical. However, little is known about any heterogeneity in the cyclical properties of NIM between small and large banks.

In the first part of this article, we consider the first of our two hypotheses. We investigate the cyclical properties of NIM in the banking sector as a whole and, separately, among small and large banks. Our baseline definition of a small bank follows Kashyap and Stein (2000), where small banks are defined as all institutions below the 95th percentile of the size distribution by assets.4 We find that there is a significant difference in the cyclical behavior of NIM at large and small banks. Among large banks, similar to the earlier estimates obtained for all banks, the cyclical component of NIM exhibits negative correlation with the cyclical component of gross domestic product (GDP). We find a point estimate of this correlation coefficient of -0.33. Our main finding in this article is that, by contrast, among small banks, i.e., 95 percent of all banks, NIM is positively correlated with the business cycle. Among small banks, the estimated correlation between the cyclical components of average NIM and GDP is 0.34.

This empirical finding documents a significant difference between small and large banks, consistent with the view that the timing of business cycle signals received by small banks is different from the aggregate statistics. It is important, however, not to overstate our result. In this article, we report a difference in the correlations of small and large banks’ NIM with GDP without establishing causation.

In the second part of this article, we consider our second hypothesis, which points to the asset side of the balance sheet as the source of the discrepancy between the cyclical properties of small and large banks’ NIM. To investigate this hypothesis, we decompose the correlation of the net interest margin into a weighted average of correlations of the average yield on assets (interest income over average assets) and average funding costs (interest expense over average assets).

We find that the cyclical properties of the average yield on assets are virtually identical at small and large banks. We estimate the correlation

---

4 This definition of a small bank is also consistent with the definition of a community bank used recently by Federal Deposit Insurance Corporation (2012). It falls in between the traditional absolute community bank size cutoff of $1 billion in assets and the more recently used $10 billion. Our results are fairly robust to the choice of this relative cutoff, as we discuss in Section 5.
between the asset yield and GDP to be positive and virtually of the same magnitude at small and large banks.

Differences exist in the cyclical properties of the funding costs and in the weights with which the asset-yield and funding-cost correlations contribute to the cyclicality of NIM. While funding costs are procyclical among both small and large banks, the small banks’ correlation is much lower. In particular, it is lower than the correlation of the average asset yield, consistent with the small banks’ NIM being procyclical. Large banks’ NIM, in turn, is countercyclical because their funding costs are more strongly procyclical than their average asset yield.

These findings point to the liability side of the small banks’ balance sheet as the source of their procyclical profit margin. In this way, these findings seem to be at odds with the view that it is the small banks’ close relationships with their borrowers that gives small banks a special role in the intermediation of credit. Rather, these correlations point to the small banks’ relationships with their depositors. Consistent with this hypothesis, we show that small banks rely on deposits for their funding significantly more than large banks, while the compositions of small and large banks’ asset portfolios are less dissimilar.

Further, we find that the difference in the GDP correlations of asset income and funding costs is magnified among small banks by the relatively high magnitude of the weights with which these correlations contribute to the overall correlation of NIM with GDP. We attribute the magnitude of these weights to the lower volatility of NIM among small banks, which in turn can be accounted for by stronger correlation between small banks’ average asset yield and funding costs.

In sum, we view the fact that the cyclical behavior of net interest margins among small banks is very different from that of large banks as evidence supporting the view that small banks fulfill a special role in the intermediation of credit in the US. However, our decomposition of the cyclicality of NIM into cyclical correlations of the asset and liability sides of the balance sheet raises an interesting question about the role of the cost of deposit funding for the behavior of net interest margins at small banks. The relative cyclical insensitivity of the small banks’ average funding costs and their strong reliance on deposit funding suggest that the “sticky” properties of deposits documented by Driscoll and Judson (2013), Drechsler et al. (2017), and others could be more pronounced among small banks.

**Related literature** The paper in the literature most closely related to this article is Aliaga-Díaz and Olivero (2010). They show the countercyclicality of the NIM in the aggregate US banking sector both unconditionally and after conditioning on a set of monetary policy proxy variables. Our analysis here is disaggregated to small and large
banks. We present unconditional correlations in the text and include conditional regression analysis in Appendix B. Our main finding is the procyclicality of the average NIM among small banks.

There is a large empirical literature on the profitability of banks.\(^5\) Most of these studies, however, use aggregate country-level data or conduct cross-country comparisons, e.g., Albertazzi and Gambacorta (2009) and Borio et al. (2017). In particular, Claessens et al. (2017) document low levels of net interest margins in the current low nominal rate environment in a cross section of banks from forty-seven countries. In the US data, Covas et al. (2015) demonstrate the difference in the level of NIM between small and large banks in the last twenty years, as well as the widening of this spread since 2010. They do not systematically investigate the cyclical properties of NIM at small banks, which is our focus here.

In a recent working paper, Haubrich (2018) studies cyclical properties of banks’ capital ratios. Similar to our findings on NIM, he finds differences in the cyclical properties of small and large banks’ capital buffers.

Another related strand of the empirical literature on banking studies the role banks may play in the amplification of macroeconomic shocks and transmission of monetary policy shocks. Most of this literature, however, studies sector aggregates without disaggregating to small and large banks. In an influential exception, Kashyap and Stein (2000) examine the response of bank lending to changes in the stance of monetary policy. They find support for the so-called bank-lending transmission channel, where banks reduce the supply of loans to firms in the wake of a reduction in the supply of reserves. In particular, they find that this effect is stronger among small banks, whose balance sheets are relatively less liquid.

Drechsler et al. (2017, 2018) document banks’ market power in deposit markets by showing weak pass-through of changes in short-term interbank funding rates to deposit rates. They demonstrate a new transmission channel of monetary policy, where deposits flow out of the banking system when bond yields rise, to which banks respond with a contraction in lending. They show that the pass-through is weaker in more concentrated local markets, which is consistent with our findings because, as shown in Meyer (2018), small banks tend to operate in more concentrated local markets.

The article is organized as follows. Section 1 introduces the data used in our analysis. Sections 2 and 3 discuss the aggregate behavior

\(^5\) A separate literature surveyed in Hughes and Mester (2014) uses structural models to measure efficiency in banking.
of the NIM. Section 4 takes a look at the size distribution of banks. Section 5 discusses the cyclical behavior of NIM among small and large banks. Section 6 decomposes the cyclicity of NIM into cyclical properties of the asset and the liability sides of the balance sheet. Section 7 discusses the heterogeneity of small and large banks’ funding sources and asset portfolios. Section 8 concludes.

1. DATA

The primary data source for our analysis is the FDIC’s Statistics on Depository Institutions (SDI) dataset. The SDI contains quarterly Call Report data for all active FDIC-reporting institutions. Our sample starts in 1992:Q4 and ends in 2016:Q2. The SDI provides the NIM along with its components: interest income, interest expense, and earning assets. This level of detail allows us to compute NIM on earning assets held by small and large institutions, discuss the interest income side and the interest expense side of NIM separately, and show differences in the composition of small and large banks’ balance sheets.

To measure the business cycle, we use GDP reported by the Bureau of Economic Analysis (BEA). We convert GDP, and all FDIC data, into 2009:Q1 dollars using the BEA’s implicit price deflator.\(^6\)

2. NIM AT THE BANK AND SECTOR LEVEL

At the bank level, NIM in quarter \(t\) is defined as

\[
NIM_{i,t} := \frac{TII_{i,t} - TIE_{i,t}}{AEA_{i,t}},
\]

where \(TII_{i,t}\) is the total interest income and \(TIE_{i,t}\) is the total interest expense for bank \(i\) in period \(t\).\(^7\) Average earning assets, \(AEA_{i,t}\), is the average of quarter \(t\)’s and quarter \(t-1\)’s total earning assets for bank \(i\). As we see, the NIM represents an average spread between the rates at which a bank earns income on its assets and the rates at which it funds itself.

For the banking sector as a whole, we compute NIM as an average of individual banks’ NIM weighted by average earning assets:

\[
NIM_t := \sum_i NIM_{i,t} \cdot \frac{AEA_{i,t}}{\sum_i AEA_{i,t}} = \frac{\sum_i TII_{i,t} - \sum_i TIE_{i,t}}{\sum_i AEA_{i,t}}.
\]  \(1\)

\(^6\) In Appendix B, we also use the following covariates to check robustness of the correlations we find: the slope of the yield curve, the effective federal funds rate, and the yield on 3-month commercial financial paper. These series are provided by the Federal Reserve Board.

\(^7\) The difference \(TII_{i,t} - TIE_{i,t}\) is referred to as net interest income.
The second equality above shows that this calculation is equivalent to computing aggregate TII and TIE and dividing their difference by aggregate AEA.

Figure 1 plots NIM for the US banking sector from 1992:Q4 through 2016:Q2. Aggregate NIM has clearly been declining since the beginning of our sample, but with a significant amount of volatility, especially around the time of the Great Recession. The negative trend in NIM seen in our sample is persistent but not permanent. Using annual data that go back to 1970, Ennis (2004) shows a trough of the ratio of aggregate net interest income to bank assets in 1975 and an upward trend between 1975 and 1992, where our sample starts.
Table 1  Average Assets and Interest Income by Source

|                         | Domestic Office Loans | Foreign Office Loans | Trading Accounts | Securities | Financing Receivables | Federal Funds Sold | Balance due from Dep Inst | Other |
|-------------------------|-----------------------|----------------------|------------------|------------|-----------------------|-------------------|--------------------------|-------|
| % of Total Assets       | 53.18                 | 3.67                 | 4.76             | 19.18      | 1.17                  | 3.76              | 7.17                     | 7.11  |
| % of Interest Income    | 70.66                 | 5.33                 | 2.43             | 16.47      | 1.40                  | 2.07              | 1.23                     | 0.40  |
Table 2: Average Liabilities and Interest Expenses by Source

| Source               | Domestic Deposits | Foreign Office Deposits | Federal Funds Purchased and Other Deposits | Subordinated Notes and Debentures | Other |
|----------------------|-------------------|-------------------------|------------------------------------------|----------------------------------|-------|
| % of Total Liabilities | 66.76             | 12.40                   | 6.40                                     | 9.80                             | 1.14  |
| % of Interest Expense | 55.64             | 10.40                   | 6.25                                     | 20.70                            | 5.65  |

| Source               | Domestic Deposits | Foreign Office Deposits | Federal Funds Purchased and Other Deposits | Subordinated Notes and Debentures | Other |
|----------------------|-------------------|-------------------------|------------------------------------------|----------------------------------|-------|
| % of Total Liabilities | 66.76             | 12.40                   | 6.40                                     | 9.80                             | 1.14  |
| % of Interest Expense | 55.64             | 10.40                   | 6.25                                     | 20.70                            | 5.65  |
Components of the NIM

To provide some insight into the structure of the NIM, in Tables 1 and 2 we present average interest income and interest expense by source, as reported by banks to the FDIC. In addition, we provide the corresponding average assets and liabilities as a fraction of total earning assets and total liabilities. The percentages reported are computed as sample time averages weighted by the total size of the banking sector interest income \((TII_t)\).\(^8\)

As we see in Table 1, loans (domestic and foreign office loans combined) are the largest asset class, followed by securities. In the aggregate, banks in our sample earned 76 percent of their interest income from loans. Loans represented, on average, 57 percent of total assets.\(^9\) Securities generated on average 16 percent of interest income and represented 19 percent of total assets.

As for liabilities, we see in Table 2 that 68 percent of interest expenses arose from deposits (domestic and foreign office combined), which represented 77 percent of total average liabilities.

Next, we turn to the cyclical properties of the NIM.

3. CYCLICAL PROPERTIES OF THE NIM: AGGREGATE

Figure 2 plots the cyclical components of NIM and of log GDP.\(^10\) The NIM deviation from trend ranges from negative 67 basis points in 2009:Q1 to positive 32 basis points in 2010:Q1. The negative correlation between NIM and GDP is rather clearly visible in this picture. Indeed, the estimated Pearson correlation coefficient, presented in Table 3, is -0.30. This estimate is statistically significant with a \(p\)-value of 0.003 indicating a countercyclical relationship between NIM and GDP. This finding is similar to Aliaga-Díaz and Olivero (2010, 2011) and Beaubrun-Diant and Tripier (2015), who also find a negative and statistically significant correlation between NIM and GDP.\(^11\)

---

\(^8\) The weighted time average of income from a particular asset class is calculated as 
\[
\frac{\sum c TII_t}{\sum TII_t},
\]
where \(c\) refers to the asset class considered, e.g., domestic office loans, and \(t\) is the calendar-time quarter.

\(^9\) Table C1 provides a glossary of all variables used in the calculations.

\(^10\) We take the Hodrick-Prescott trend out from the level of aggregate NIM and from the log of real GDP. Our results do not depend on this method of detrending. In Appendix A, we discuss robustness to the alternative technique for removing trend that follows Hamilton (2016).

\(^11\) It is worth pointing out that the Great Recession does not drive this result. In the sample ending in 2005, Aliaga-Díaz and Olivero (2010) estimate this correlation at \(-0.237\).
In addition, Table 3 presents the correlation between NIM and GDP forwarded and lagged by one, two, four, and eight quarters. These lead-lag correlations show that, in this sample, GDP predicts NIM at durations up to one year, while NIM is not a significant predictor of GDP.

4. THE BANK SIZE DISTRIBUTION

As noted by Cuciniello and Signoretti (2015) and Ennis et al. (2016), among others, the aggregate statistics for the banking sector are primarily driven by large banks. The strong and growing concentration of assets in a small number of large banks is a well-known feature of the bank size distribution (see, e.g., McCord and Prescott [2014]).
Table 3  Correlation of NIM and GDP: All Banks 1992:Q4 through 2016:Q2

|       | L8Q  | L4Q  | L2Q  | L1Q  | GDP  | F1Q  | F2Q  | F4Q  | F8Q  |
|-------|------|------|------|------|------|------|------|------|------|
| NIM   | 0.0288 | -0.4812 | -0.5667 | -0.4855 | -0.3031 | -0.1671 | -0.1236 | 0.0173 | 0.1478 |
|       | 0.7913 | 0.0000 | 0.0000 | 0.0000 | 0.0030 | 0.1095 | 0.2405 | 0.8718 | 0.1743 |

Note: Lead-lag correlations reported for one, two, four, and eight quarters. P-value reported in italics.
Figure 3 displays the fraction of total assets in the US banking sector held by the largest 5, 2, and 1 percent of banks, as well as by the twenty largest institutions. The growing bank asset concentration is visible by all four of these measures. In 2016:Q2, 88 percent of all sector assets were held by the top 5 percent of institutions, up from 71 percent in 1992:Q4. The largest twenty banks held 62 percent of assets in 2016:Q2, up from 24 percent in 1992.

In this article, we define small banks as those outside the top 5 percent of the asset size distribution in any given time period (i.e., calendar quarter) in our dataset. Large banks are defined as those inside the fifth percentile.

12 The number of banks reporting to the FDIC decreased from approximately 14,000 in 1992:Q4 to 6,000 in 2016:Q2. Thus, the top 5 percent of banks in 2016 equals about 280 banks. The asset size cutoff thresholds, also at the end of the sample, are approximately $2.9B, $9.4B, $27.3B, and $123B for, respectively, the top 5 percent, 2 percent, 1 percent, and top twenty banks, all in current dollars.

13 We also report our correlation results for the top 2 and 1 percentile cutoffs, as well as for the top twenty banks.
5. CYCLICAL PROPERTIES OF NIM: SMALL VERSUS LARGE BANKS

We start out by presenting the time series of the level of NIM among small and large banks in our sample period. Figure 4 plots NIM levels for banks below and above the 95th percentile of the asset distribution. Note that the level of NIM at small banks is greater than the NIM at large banks in almost all quarters in the sample. This feature may reflect some local monopoly power of small banks in their local areas,
which could be offset by higher fixed cost, per dollar of assets, of smaller institutions.\footnote{See Drechsler et al. (2018).}

Covas et al. (2015) attribute the recent (since 2010) compression of NIM at large banks to smaller declines in funding costs relative to small banks and to declining interest income from short-term trading accounts, which makes up a greater percentage of interest income for large banks than for small banks.

We now turn to the cyclical component of the NIM at small and large banks.\footnote{For subgroups of banks, the cyclical component on NIM is computed the same way as the aggregate NIM series, i.e., by removing the Hodrick-Prescott trend.} Figure 5 plots the cyclical component of the NIM separately for the banks in the bottom 95 percent of the size distribution and in the top 5 percent. As we see in that figure, the time series of the NIM at large banks tracks very closely the aggregate NIM series shown in Figure 2. This indicates that the aggregate negative correlation between the NIM and GDP also holds for large banks. However, the NIM at small banks appears to be much less volatile and its co-movement with GDP is unclear from the graph.
Table 4 Correlation of NIM and GDP by Varying Size Cutoff

| Percentile Cutoff | Below  | Above   |
|-------------------|--------|---------|
| 95                | 0.3363 | -0.3328 |
|                   | 0.0009 | 0.0010  |
| 98                | 0.2549 | -0.3361 |
|                   | 0.0132 | 0.0009  |
| 99                | 0.2287 | -0.3346 |
|                   | 0.0266 | 0.0010  |
| Top 20            | -0.1139| -0.2948 |
|                   | 0.2742 | 0.0076  |

Note: P-value reported in italics.

Table 4 presents the estimated Pearson correlation of the NIM with GDP at large and small banks, where small banks are defined by four different size cutoffs. As expected, large banks have a statistically significant and negative correlation with GDP at all four cutoffs. The point estimates of the correlation coefficient are close to -0.3, i.e., similar to the aggregate correlation presented in Table 3.

The correlation of small banks’ NIM with GDP, however, is very different. As we see in Table 4, the average NIM in the group of all banks below the top 5, top 2, or top 1 percentile of the size distribution exhibits a statistically significant and positive correlation with GDP. That is, the sign of the correlation is opposite of that of the large banks and the aggregate. If the size cutoff is chosen to be just the twenty largest institutions, the correlation between NIM and GDP for small banks is no longer statistically different from zero.

The results presented in Table 4 highlight our main finding: in contrast to large banks and the aggregate, small banks’ NIM is procyclical.

The correlations presented here are unconditional. In Appendix B, we run several regressions to test the robustness of our findings by conditioning on several standard covariates. After controlling for the slope of the yield curve, the level of the federal funds rate, the commercial paper spread, and an indicator of the general stance of monetary policy, our result is unchanged: the NIM at small, i.e., the majority of, banks is procyclical while at large banks, and in the aggregate series, it is countercyclical.
In the remainder of this article, we explore the sources of this difference in the cyclical properties of NIM among small and large banks. In particular, we ask if this difference can be attributed to the cyclical properties of the asset side or the liability side of the banks’ balance sheet.

6. CYCLICAL PROPERTIES OF INTEREST INCOME AND INTEREST EXPENSE

In this section, we discuss the cyclicality of NIM in terms of the cyclicality of interest income on the asset side and the cyclicality of the interest expense on the liability side of the balance sheet.

For a given quarter \( t \), we define average asset yield (AAY) among banks as

\[
AAY_t := \frac{\sum_i TII_{i,t}}{\sum_i AEA_{i,t}}
\]

and average funding cost (AFC) as

\[
AFC_t := \frac{\sum_i TIE_{i,t}}{\sum_i AEA_{i,t}}.
\]

From equation (1), we have

\[
NIM_t = AAY_t - AFC_t
\]

in every quarter \( t \). We want to use this decomposition of the level of NIM to decompose the correlation of NIM with GDP into the corresponding correlations of AAY and AFC with GDP.

Denoting these correlations by, respectively, \( \rho_N \), \( \rho_A \), and \( \rho_L \), we have

\[
\rho_N = \frac{\sigma_A}{\sigma_N} \rho_A - \frac{\sigma_L}{\sigma_N} \rho_L,
\]

where \( \sigma_N \), \( \sigma_A \), and \( \sigma_L \) denote the respective standard deviations.\(^{16}\) As we see, the NIM correlation is the difference between the correlations of AAY and AFC weighted by standard deviations of AAY and AFC relative to the standard deviation of NIM.

Cyclicality of AAY and AFC among large and small banks

Table 5 presents the components of this decomposition estimated for all banks in the sample as well as separately for large and small banks. We start with the following three observations. First, AAY and AFC are strongly procyclical among both large and small banks. Second, the magnitude of the correlation between AAY and GDP is virtually

\[
\rho_N = \frac{\sigma_A \rho_A - \sigma_L \rho_L}{\sigma_N},
\]

where \( \sigma_Y \) is the standard deviation of GDP.

\(^{16}\)This formula follows from

\[
\rho_N = \frac{\text{cov}(NIM,GDP)}{\sigma_N \sigma_Y} = \frac{\text{cov}(AAY,GDP)}{\sigma_N \sigma_Y} - \frac{\text{cov}(AFC,GDP)}{\sigma_N \sigma_Y},
\]
Table 5 Decomposition of the NIM Correlation for All, Top 5 Percent, and Bottom 95 Percent of Banks

|             | $\rho_N$ | $\frac{\sigma_A}{\sigma_N}$ | $\rho_A$ | $\frac{\sigma_L}{\sigma_N}$ | $\rho_L$ |
|-------------|----------|-----------------------------|----------|-----------------------------|----------|
| All banks   | -0.30    | 3.25                        | 0.58     | 3.31                        | 0.66     |
| Large banks | -0.33    | 2.94                        | 0.57     | 3.00                        | 0.68     |
| Small banks | 0.33     | 5.11                        | 0.55     | 5.02                        | 0.49     |

Note: All $p$-values (not reported) are smaller than 0.001

the same among large and small banks. Third, AFC is significantly less cyclical at small banks than at large ones.

From these observations, we can conclude that it is the liability side of the balance sheet that drives our main result concerning the difference in the cyclical properties of NIM at large and small banks. With the correlation of the average yield on assets being virtually the same, small banks’ NIM is less cyclic than large banks’ because small banks’ funding costs, AFC, are more stable, i.e., their comovement with the business cycle is weaker. In particular, small banks’ NIM is procyclical because their average interest expenses are less strongly correlated with the business cycle than their average asset yields. Among large banks, in contrast, the funding costs are more strongly procyclical than the asset yields, implying countercyclical NIM.

Table 5 presents the decomposition of the NIM correlation for small and large banks defined by the 95 percent cutoff in the bank size distribution. Our conclusion about the relative importance of AFC for explaining the differences in the cyclical properties of NIM between small and large banks holds also for other cutoff thresholds.

Table 6 presents the correlations of NIM, AAY, and AFC at small banks defined by four size cutoffs. The first column, similar to Table 4, shows that the procyclicality of NIM among small banks becomes weaker as the definition of a small bank encompasses larger and larger institutions. The second and third columns show that the correlation of AAY does not change across the four definitions while the correlation of AFC becomes stronger, accounting for the procyclicality of small banks’ NIM becoming weaker and eventually, among all but the top twenty banks, becoming insignificant.\(^{17}\)

\(^{17}\) The ratios $\frac{\sigma_A}{\sigma_N}$ and $\frac{\sigma_L}{\sigma_N}$, which we do not report here for all size cutoffs, do not depend strongly on the size cutoff.
Table 6 Correlations of NIM, AAY, and AFC Among Small BanksDefined by Four Size Cutoffs

| Percentile Cutoff | $\rho_N$ | $\rho_A$ | $\rho_L$ |
|-------------------|---------|---------|---------|
| 95                | 0.33    | 0.55    | 0.49    |
| 98                | 0.25    | 0.56    | 0.51    |
| 99                | 0.22    | 0.57    | 0.53    |
| top 20            | -0.11   | 0.58    | 0.59    |

Note: The $p$-value for $\rho_N$ at top twenty banks is 0.27. All other estimates are significantly different from zero.

Volatility of AAY and AFC among large and small banks

In the decomposition given in Equation (2), the NIM correlation $\rho_H$ depends on the correlations of asset yields and funding costs, but also on the weights $\frac{\sigma_A}{\sigma_N}$ and $\frac{\sigma_L}{\sigma_N}$ that multiply these correlations. The estimated decomposition presented in Table 5 lets us make the following two observations about these weights. First, in each decomposition (i.e., for all, large, and small banks), the weights on the asset yields and funding costs are similar. Clearly, this means the standard deviations of AAY and AFC, $\sigma_A$ and $\sigma_L$, are similar in each group of institutions. Second, in the decomposition for large banks, the weights are slightly smaller than in the decomposition for all banks, while in the decomposition for small banks, the weights are much larger.

The size of these weights, clearly, affects the magnitude of the NIM correlation. In particular, the differences in the small and large banks’ weights account for the large difference in the correlation of small and large banks’ NIM despite the difference in the correlation of AFC being relatively small (and AAY virtually nonexistent). In this section, we ask if the large weights in the decomposition for small banks are due to high volatility of asset yields and funding costs or due to low volatility of small banks’ NIM.

Table 7 provides estimates of the standard deviation, i.e., volatility, of NIM, AAY, and AFC for all banks in the sample as well as for large and small banks separately.\(^\text{18}\) Clearly, small banks have lower volatility on all three measures. This leads us to conclude that the weights for

\(^{18}\) In this section, we present the results for largest 5 percent and smallest 95 percent of institutions. The estimates using the top 2 percent and the top 1 percent size cutoffs are similar.
Table 7  Standard Deviations of NIM and its Components for All, Top 5 Percent, and Bottom 95 Percent of Banks

|                | $\sigma_N$ | $\sigma_A$ | $\sigma_L$ |
|----------------|------------|------------|------------|
| All banks      | 0.37       | 1.21       | 1.24       |
| Large banks    | 0.44       | 1.28       | 1.31       |
| Small banks    | 0.19       | 0.97       | 0.95       |

Note: Values reported multiplied by $10^3$. All $p$-values (not reported) are smaller than 0.001.

the small banks are large because their NIM is less volatile, despite the fact that the standard deviations of their asset yields and funding costs are lower. 

Further, Table 7 shows that the standard deviation of NIM equals about a third of the standard deviation of asset yields or funding costs among large banks but only about a fifth among small banks. This suggests that asset yields and funding are more strongly correlated with each other for small banks than they are for large ones. Using the identity

$$\sigma_N^2 = \sigma_A^2 + \sigma_L^2 - 2\rho_{AL}\sigma_A\sigma_L,$$

we can compute the correlation between average asset yields and average funding costs, $\rho_{AL}$, from the estimates of the standard deviations $\sigma_N$, $\sigma_A$, and $\sigma_L$ given in Table 7. We find that, indeed, AAY and AFC are more closely correlated at small banks. The computed correlation is $\rho_{AL} = 0.955$ for all banks, 0.942 for large banks, and 0.981 for small banks.

7. BALANCE SHEET COMPOSITION AT SMALL AND LARGE BANKS

Having shown differences in the large and small banks’ cyclical properties of NIM, AAY, and AFC, we now ask if these differences are reflected in the composition of the average balance sheet of small and large banks.\(^{19}\)

Section 2 introduced the main classes of assets and liabilities held by banks. On the one hand, it is possible that small and large banks’

---

\(^{19}\)Debbaut and Ennis (2014) provide a detailed description of the average balance sheet of large US bank-holding companies between 2005 and 2011.
Table 8 Breakdown of Assets by Class as a Percent of Total Assets

| Asset Cutoff | Domestic Office Loans | Foreign Office Loans | Trading Accounts | Securities | Other |
|--------------|-----------------------|----------------------|-----------------|------------|-------|
| Aggregate    | 53.18                 | 3.67                 | 4.76            | 19.18      | 19.21 |
| 95 Below     | 64.01                 | 0.05                 | 0.04            | 23.37      | 12.53 |
| 95 Above     | 51.10                 | 4.37                 | 5.66            | 18.37      | 20.50 |
| 98 Below     | 64.16                 | 0.11                 | 0.08            | 23.11      | 12.54 |
| 98 Above     | 49.89                 | 4.74                 | 6.16            | 18.00      | 21.21 |
| 99 Below     | 63.75                 | 0.16                 | 0.14            | 22.86      | 13.09 |
| 99 Above     | 48.60                 | 5.19                 | 6.75            | 17.59      | 21.87 |
| Top 20 Below | 63.00                 | 0.43                 | 0.55            | 21.25      | 14.77 |
| Top 20 Above | 43.53                 | 6.86                 | 8.89            | 17.15      | 23.57 |

Note: Numbers reported are percents, averaged over time.

NIM, AAY, and AFC differ in their business cycle correlations because assets and liabilities held by large and small banks have inherently different business cycle properties. On the other hand, it is possible that assets and liabilities of small and large banks are homogeneous but are simply held by small and large banks in different proportions. Although a full investigation of these alternatives is beyond the scope of this article, we take a step toward it by presenting the average balance sheet composition of small and large banks.

Table 8 presents average asset portfolios for large and small banks over our sample period, where small banks are defined by four separate size cutoffs. The asset classes shown are domestic office loans, foreign office loans, trading accounts, securities, and other. The other class consists of balances from depository institutions, federal funds sold, and lease financing receivables. We observe that small banks hold a larger proportion of domestic office loans and securities than large banks, which in turn hold relatively more foreign office loans, trading accounts, and other. The differences in the asset composition, however, are not large. The average bank allocates 53 percent of assets to domestic office loans, the largest asset class across the board, while the average small bank (below the 95 percent cutoff) and the average large bank (top 5

---

20 The small/large banks’ average portfolio is a size-weighted sample-period average of the portfolios of all banks below/above the respective cutoff.

21 In Table 1, these subclasses are broken out separately but only reported for the aggregate (i.e., all banks) average portfolio.
percent) allocate, respectively, 64 and 51 percent of assets to domestic office loans. Further, these allocations do not vary with the size cutoff by much.

Differences between large and small banks are more pronounced on the liabilities side of the balance sheet, presented in Table 9. Looking at the 95 percent size cutoff, domestic office deposits account for 91 percent of total liabilities for small banks and only 62 percent for large banks. Large banks hold significant amounts of foreign office deposits, which are virtually unheld by small banks. Still, total deposits constitute a much smaller fraction of liabilities at large banks than at small. Further, the differences in the composition of liabilities between small and large banks depend strongly on the size cutoff. The average bank in the top percentile of the size distribution allocates less than 59 percent of liabilities to the domestic deposit class.

These observations lead us to conclude that balance sheet composition is an important factor behind the differences in the cyclical properties of asset yields, liability costs, and, consequently, net margins at small and large banks. Section 6 shows that small and large banks differ in the cyclical properties of their funding costs but are virtually homogeneous with respect to the cyclical properties of their asset returns. Correspondingly, Table 9 shows significant differences between small and large banks in the composition of liabilities, while Table 8 shows that the differences in the composition of assets are much smaller. While composition does not explain everything, these observations suggest it is important. In particular, the high proportion of funding obtained from domestic deposits seems to be important for the lower cyclicality of small banks' cost of funding and, therefore, also for the observed procyclicality of their NIM.
Table 9  Breakdown of Liabilities by Source as a Percent of Total Liabilities

| Asset Cutoff | Domestic Office Deposits | Foreign Office Deposits | Federal Funds Purchased | Demand Notes | Subordinated Notes and Debentures | Other |
|--------------|--------------------------|-------------------------|-------------------------|--------------|-----------------------------------|-------|
| Aggregate    | 66.76                    | 10.40                   | 6.25                    | 9.80         | 1.14                              | 5.65  |
| 95 Below     | 91.09                    | 0.14                    | 2.20                    | 5.44         | 0.04                              | 1.09  |
| 98 Above     | 62.10                    | 0.30                    | 3.33                    | 6.67         | 0.10                              | 1.37  |
| 99 Above     | 60.35                    | 13.41                   | 7.12                    | 10.73        | 1.45                              | 6.94  |
| Top 20 Below | 78.56                    | 0.53                    | 4.44                    | 8.08         | 0.20                              | 1.61  |
| Top 20 Above | 58.82                    | 14.66                   | 7.03                    | 10.54        | 1.55                              | 7.40  |

Note: Numbers reported are percents, averaged over time.
8. CONCLUSIONS

In this article, we analyze the comovement of bank NIMs with the business cycle both at the sector level and disaggregated for large and small banks. We find that the cyclical component of NIM among large and small banks responds differently to business cycle fluctuations. Specifically, while the average NIM at large banks (the top 5 percent of the size distribution by assets) is negatively correlated with the business cycle, the average NIM at small banks (the bottom 95 percent of the size distribution) is positively correlated with GDP. Due to the high degree of concentration of asset holdings in the banking sector, the aggregate, sector-wide correlation is nearly the same as that of the largest 5 percent of institutions, standing at about -0.3. The correlation computed for the bottom 95 percent banks is of the opposite sign and nearly the same magnitude, i.e., it stands at about +0.3. To our knowledge, our findings on small banks are novel to the literature. In an Appendix, we show our results to be robust to the detrending method and introducing controls for the stance of monetary policy.

We consider this finding to be broadly supportive of the widely held view that small banks occupy a special role in the intermediation of credit. However, when we decompose the cyclical properties of NIM into the asset and liability sides of the balance sheet, we find the liability side to be the driver. This points us to attribute the small banks’special role to their ability to keep their funding costs relatively insensitive to the business cycle rather than their ability to extract business-cycle-relevant information from their long-term relationships with borrowers.
APPENDIX

A: DETRENDING METHOD

In this article, we detrend our time series data with the Hodrick-Prescott (HP) filter. In this section of the Appendix, we consider an alternative detrending method proposed in Hamilton (2016), which defines the cyclical component as the deviation of actual data from their predicted values based on a linear projection from their own lags. For quarterly data, we follow Hamilton (2016) in using an eight-quarter ahead projection from a regression including four lags. Our results are robust to using this definition of the cyclical component of GDP and NIM. The estimated aggregate correlation coefficient is -0.4484 with the p-value of 0.0000, which shows a stronger negative correlation than the one we report in Table 3.

Similarly, when using the Hamilton method of detrending and recomputing the correlation between the cyclical components of GDP and NIM for small and large banks separately, i.e., the correlations presented in Table 4, we get estimates consistent with those obtained using the HP filter up to the 98th percentile asset cutoff, which indicates robustness of our results to the method of detrending. Likewise, our results concerning the asset- and liability-adjusted measures of NIM are robust. Detailed estimates of these correlations with the Hamilton detrending method are available upon request.

B: COVARIATES

In this section, we use a multivariate regression to check robustness of our correlation results to the stance of monetary policy. We consider the following four control variables: the slope of the yield curve, measured as the difference in the yields on 10-year and 3-month Treasury securities; the level of the effective federal funds rate; the spread on 3-month financial commercial paper over the 3-month Treasury yield;
and a simple indicator variable marking periods of contractionary, expansionary, and neutral monetary policy.

The policy-stance indicator is constructed, similar to Ennis et al. (2016), via two dummy variables: one indicating periods of increasing rates and the other periods of decreasing rates. In addition, the post-2007 period of zero nominal rates and large reserves outstanding is classified as a loose monetary policy stance. The effective federal funds rate path is presented in Figure B1 along with color-coded periods of contractionary, expansionary, and neutral monetary policy stances.

We run two regression specifications, with each specification consisting of independent regressions for large and small banks. In the first specification, presented in Table B1, we regress the cyclical component of the NIM on the cyclical component of GDP, one of our four monetary policy proxy variables, and an interaction term. In all cases, the coefficient on the GDP variable is negative for large banks and positive for small banks, confirming our unconditional correlation results. When using the effective federal funds rate or the commercial paper spread, these coefficients are statistically significant at the 5 percent level. When using the slope of the yield curve or our dummy variables as proxies for the stance of monetary policy, some coefficients become statistically insignificant at the 5 percent level.

In our second specification, presented in Table B2, we regress NIM on GDP and four lags of the proxy variable of interest. In all cases for small banks, the coefficient on GDP is positive and statistically significant at the 1 percent level, indicating that the positive correlation seen earlier is robust to controlling for monetary policy. Regarding large banks, the coefficients on GDP are all negative and at least statistically significant at the 10 percent level. The coefficient is significant at the 5 percent level when using the dummy variables for periods of increasing (decreasing) federal funds rate and is significant at the 1 percent level when using the effective federal funds rate and the spread on commercial financial paper.

Overall, these results indicate to us that the conclusions reached in the main body of the paper are statistically robust to including controls for the stance of monetary policy.

---

22 As noted by Borio et al. (2017), among others, the impact of interest rates on the NIM can be nonlinear. By including the interaction term, we can capture potential changes in the slope coefficient.

23 This conclusion is not overturned by the positive coefficient on the interaction term with the credit spread variable in specification (6) of the regression because the credit spread variable contains only the cyclical component of the spread, and, thus, it is very close to zero on average with small dispersion.
Table B1  Regression of Cyclical NIM on Cyclical GDP and other Covariates with Interaction Terms

| Variables          | (1)     | (2)     | (3)     | (4)     | (5)     | (6)     | (7)     | (8)     |
|--------------------|---------|---------|---------|---------|---------|---------|---------|---------|
| GDP                | 1.820*  | 0.490   | 3.124** | 5.721** | 2.291***| 5.084***| 0.430   | 6.520** |
|                    | (0.970) | (2.183) | (1.276) | (2.498) | (0.741) | (1.368) | (0.837) | (2.883) |
| Yield Curve Slope  | -0.000466| 0.0341**| -0.00520| -0.264  | 0.00121 | 0.00281 | 4.186   | 20.62** |
|                    | (0.00831)| (0.0161)| (0.00299)| (0.1081)| (0.00299)| (0.0415)| (0.0123)| (3.342) |
| FFR                |        |        | -0.328  | 0.307   |        |        |        |        |
|                    |        |        | (0.267) | (0.613) |        |        |        |        |
| ComPprFFRSpreadcyc#GDP| -0.00281| -0.183  |        |        | 4.186   | 20.62**|        |        |
|                    |        |        | (0.0415)| (0.123) | (3.342) | (8.274) |        |        |
| 1.FFR increase     |        |        |        |        | 0.00239 | -0.0509|        |        |
|                    |        |        |        |        | (0.0232)| (0.0552)|        |        |
| 2.FFR decrease     |        |        |        |        | -0.0361**| -0.00832|        |        |
|                    |        |        |        |        | (0.0169)| (0.0428)|        |        |
| 1.FFR increase #GDP|        |        |        |        | 3.668**| 5.867   |        |        |
|                    |        |        |        |        | (1.790)| (4.572) |        |        |
| 2.FFR decrease #GDP|        |        |        |        | 0.629  | 0.857   |        |        |
| Constant           | 0.00298| -0.0732**| 0.000308| 0.0106 | -0.000734| -0.00571| 0.0154 | 0.00956|
|                    | (0.0165)| (0.0330)| (0.0112)| (0.0260)| (0.00753)| (0.0160)| (0.0130)| (0.0356)|
| Observations       | 94      | 94      | 94      | 94      | 94      | 94      | 94      | 94      |
| R-squared          | 0.112   | 0.148   | 0.122   | 0.116   | 0.130   | 0.251   | 0.211   | 0.124   |

Note: Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1
### Table B2  Regression of Cyclical NIM on Cyclical GDP and other Lagged Covariates

| VARIABLES               | (1) Small Banks | (2) Large Banks | (3) Small Banks | (4) Large Banks | (5) Small Banks | (6) Large Banks | (7) Small Banks | (8) Large Banks |
|-------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| GDP                     | 3.445***        | -3.129*         | 2.641***        | -4.354***       | 2.177***        | -6.019***       | 2.106**         | -4.093**        |
|                         | (0.926)         | (1.679)         | (0.558)         | (1.487)         | (0.715)         | (1.448)         | (0.806)         | (1.614)         |
| L.Yield Curve Slope     | -0.0218         | 0.0186          | 0.0390          | 0.0457          | (0.0397)        | 0.0768          | -0.0574         | -0.1066         |
|                         | (0.0192)        | (0.0457)        | (0.0397)        | (0.0768)        | (0.0394)        | (0.0659)        | (0.0394)        | (0.0458)        |
| L2.Yield Curve Slope    | 0.0638**        | 0.0544          | -0.0574         | -0.1066         | 0.0175          | 0.0424          | 0.164**         | -0.6638**       |
|                         | (0.0397)        | (0.0768)        | (0.0394)        | (0.0458)        | (0.0198)        | (0.0498)        | (0.0270)        | (0.0877)        |
| L3.Yield Curve Slope    | -0.0175         | -0.0647         | 0.0297          | 0.0584          | -0.0266         | -0.229          | -0.0266         | -0.0297         |
|                         | (0.0458)        | (0.0877)        | (0.0270)        | (0.0877)        | (0.0662)        | (0.141)         | (0.0662)        | (0.141)         |
| L4.Yield Curve Slope    | 0.0297          | 0.0584          | -0.0266         | -0.229          | -0.0266         | -0.229          | -0.0266         | -0.229          |
|                         | (0.0297)        | (0.0877)        | (0.0662)        | (0.141)         | (0.0662)        | (0.141)         | (0.0662)        | (0.141)         |
| L.ComPprFFRSpreadcyc    | -0.00719        | -0.0033         | 0.00866         | 0.0033          | 0.0422          | 0.218           | 0.0422          | 0.218           |
|                         | (0.0051)        | (0.0064)        | (0.0269)        | (0.0064)        | (0.0422)        | (0.0912)        | (0.0422)        | (0.0912)        |
| L2.ComPprFFRSpreadcyc   | -0.00719        | -0.0033         | 0.00866         | 0.0033          | (0.0084)        | (0.0912)        | -0.00719        | -0.0033         |
|                         | (0.0051)        | (0.0064)        | (0.0269)        | (0.0064)        | (0.0422)        | (0.0912)        | (0.0084)        | (0.0912)        |
| L3.ComPprFFRSpreadcyc   | 0.00453         | 0.0139          | 0.0234          | 0.0445          | 0.0295          | 0.176           | 0.0295          | 0.176           |
|                         | (0.0295)        | (0.0912)        | (0.0234)        | (0.0445)        | (0.0295)        | (0.0912)        | (0.0295)        | (0.0912)        |
| L4.ComPprFFRSpreadcyc   | 0.0295          | 0.176           | 0.0234          | 0.0445          | 0.0295          | 0.176           | 0.0295          | 0.176           |
|                         | (0.0295)        | (0.0912)        | (0.0234)        | (0.0445)        | (0.0295)        | (0.0912)        | (0.0295)        | (0.0912)        |
| L.FFR_increase          | 0.0000000       | -0.600568       | 0.0000000       | -0.600568       | 0.0000000       | -0.600568       | 0.0000000       | -0.600568       |
| L.FFR_decrecence        | -0.00084        | -0.600568       | -0.00084        | -0.600568       | -0.00084        | -0.600568       | -0.00084        | -0.600568       |
| L2.FFR_increase         | 0.00043         | 0.0298          | 0.00043         | 0.0298          | 0.00043         | 0.0298          | 0.00043         | 0.0298          |
|                         | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        |
| L2.FFR_decrecence       | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         |
| L3.FFR_increase         | 0.00053         | 0.0139          | 0.00053         | 0.0139          | 0.00053         | 0.0139          | 0.00053         | 0.0139          |
|                         | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        |
| L3.FFR_decrecence       | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         |
| L4.FFR_increase         | 0.00053         | 0.0139          | 0.00053         | 0.0139          | 0.00053         | 0.0139          | 0.00053         | 0.0139          |
|                         | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        | (0.0042)        | (0.0084)        |
| L4.FFR_decrecence       | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         | -0.0084         |
| Constant                | -0.0038**       | 0.0651           | 0.00387         | 0.0160           | 1.0265          | -0.0623         | -0.0038**       | -0.00474        |
|                         | (0.0171)        | (0.0436)        | (0.00971)       | (0.0252)        | (0.00775)       | (0.0168)        | (0.0205)        | (0.0549)        |
| Observations            | 91              | 91              | 91              | 91              | 91              | 91              | 91              | 91              |
| R-squared               | 0.222           | 0.181           | 0.342           | 0.129           | 0.127           | 0.207           | 0.337           | 0.207           |

Note: Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1
Figure B1 Effective Federal Funds Rate
## C: GLOSSARY

### Table C1 Glossary of Variables

| Variable Name                                      | FDIC Variable ID | Formula                  |
|----------------------------------------------------|------------------|--------------------------|
| **Assets**                                         |                  |                          |
| Total Loans and Leases                             | lnlsgr           | lnlsgr-lnlsgrf-lsfor     |
| Total Loans & Leases held in Foreign Offices       | lnlsgrf          |                          |
| Lease Financing Receivables                        | ls               |                          |
| Lease Fin. Receiv. held in Foreign Offices          | lsfor            |                          |
| Total Securities                                   | sc               |                          |
| Trading Account Assets                              | trade            |                          |
| Cash Balances due from Depository Instit.          | chbal            |                          |
| Federal Funds Sold and Reverse Repo                | frepo            |                          |
| Total Assets                                        | asset            |                          |
| Earning Assets                                      | ernast           |                          |
| Domestic Office Loans                              | lnlsgr-lnlsgrf-lsfor|
| Foreign Office Loans                               | lnlsgrf          |                          |
| **Liabilities**                                     |                  |                          |
| Deposits held in Domestic Offices                  | depdom           |                          |
| Deposits held in Foreign Offices                   | depfor           |                          |
| Subordinated Debt                                  | subnd            |                          |
| Other Borrowed Funds                               | idobrmtg         |                          |
| Federal Funds Purchased and Repo                   | frepp            |                          |
| **Interest**                                        |                  |                          |
| Income (II)                                        |                  |                          |
| II from Domestic Office Loans                       | ilndom           |                          |
| II from Foreign Office Loans                        | ilnfor           |                          |
| II from Lease Financing Receivables                | ils              |                          |
| II from Securities                                 | isc              |                          |
| II from Trading Account Assets                     | itrade           |                          |
| II From Cash Balances due from Dep Insts           | ichbal           |                          |
| II from Federal Funds Sold & Reverse Repo          | ifrepo           |                          |
| Other Interest Income                              | iothii           |                          |
| Total Interest Income                              | intinc           |                          |
| **Expense (IE)**                                   |                  |                          |
| IE from Deposits held in Domestic Offices           | edepdom          |                          |
| IE from Deposits held in Foreign Offices            | edepfor          |                          |
| IE from Subordinated Notes & Debentures             | esubnd           |                          |
| IE from Other Borrowed Funds                       | ettlotmg         |                          |
| IE from Federal Funds Purchased & Repo              | efrepp           |                          |
| Total Interest Expense                             | eintexp          |                          |
| Net Interest Income                                | nim              | intinc-eintexp           |
| Net Interest Margin                                | nimy             |                          |
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