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We propose a ZigBee-based localization method that estimates the distance between ZigBee nodes employing the strength of wireless signal. It enables us to track the location of a user by means of trilateration, using the distance between fixed nodes deployed at predetermined locations and a mobile base station. In addition, we propose a method to determine the optimal placement of the fixed nodes using minimum Bayes error estimation based on Gaussian distributions. As a result, this method can accurately estimate the position of the mobile base station with a minimum number of fixed nodes.

1. Introduction

In recent decades, positioning systems such as GPS, dead reckoning techniques, and intensively installed RFID tags have been used to localize a user continuously. Although GPS localization is a popular method, it is not suitable for pedestrians since the accuracy of GPS data is relatively low (more than 10 m). Therefore, we propose a more accurate localization method using the signal strength between ZigBees, instead of GPS.

We use range-based ZigBee as landmarks and apply trilateration using wireless sensor network with those nodes to estimate the position of the user. Although arranging of the numerous landmarks improves the accuracy of localization, it increases the cost. Accordingly, we propose an efficient localization method using minimum Bayes error estimation for optimal placement by generating and modelling the signal. In order to verify the availability of the proposed method, we applied it to a guidance system for visually impaired person that was developed in our previous studies [1]. As a result, the method helps pedestrians arrive at their destination safely.

We summarize related research in Section 2. In Section 3, we describe the ZigBee-based localization method and the optimal placement of sensors in detail. In Section 4, we present the experimental results while applying the proposed method to the prototype system. Finally, we conclude our study in Section 5 and discuss future work.

2. Related Works

Localization methods can be categorized according to the underlying wireless-communication systems such as methods using Wi-Fi, ZigBee, and UWB (Ultra wideband) [2–5]. In addition, these methods are classified into several types depending on the implementation method such as Cell-ID location technique, screen analysis method, triangulation, and stochastic modelling method [6, 7].

While using Wi-Fi, it is unnecessary to install other devices and it provides position data because of the access points (APs) that have been placed for communication. However, the accuracy of the method is lower than that of other methods and it may cause more interference [8–10]. An alternative is ZigBee, which can be implemented with small-sized tags and its installation is simple. However, it requires an accurate propagation model and a detailed map [11–13]. UWB provides relatively high precision and low power consumption, but it is not suitable to be used as an outdoor landmark because it requires a large bandwidth and has a short transmission range [14, 15].
The Cell-ID location technique called the proximity method is the simplest technique for localization [16]. It determines the position of a user by checking whether that user is in a specified area called a cell. However, the cost of the method increases as the density of cells increases and the accuracy of localization depends strictly on the size of the cell. Triangulation is the most common method for localization by means of the angles from three positions to the user [17–19]. Its accuracy varies depending on existence of obstacles and the radio environment such as the reflection and refraction of radio wave. Another position estimation method is fingerprinting, which is based on a probabilistic model. It selects a large number of sample points and stores the signal characteristics of these points in a database. It estimates the position of user by searching for a sample point with similar characteristics to the signal of the user [20, 21]. This method shows the highest accuracy compared to other methods since it estimates position based on the location of the facilities as well as the orientation of the user. However, this method must acquire various signal characteristics for many sample points several times and update them whenever the location of obstacles changes. Further, searching the database is very complicated.

Our proposed method does not require many hardware devices and only uses range-based ZigBee with relatively high accuracy compared to universal ZigBee. In addition, we propose an optimal placement method based on Gaussian distribution that is able to cover the entire area with a minimum number of ZigBee nodes. Consequently, it provides exact position tracking with low cost. Furthermore, we verified that it helps persons with visual impairment to arrive at their destination safely outdoors by applying this method to a portable guidance system that we proposed previously [1].

3. A Localization via Efficient Placement of Wireless Sensors

In this section, we explain the trilateration technique for tracking the position of users and the optimal placement method of landmarks.

3.1. Localization Based on Wireless Sensor Network. Position estimation methods are categorized into range-based method that uses the distances of nodes and range-free method that uses inferred distances among neighbor nodes. We exploit the range-based method as it is regarded as being highly accurate when compared to other methods. We use SDS-TWR (symmetrical double-sided two way ranging) technique to measure the distance from the fixed node to the mobile (portable) base station [22]. We define ranging frame (frame) that means a special packet transmitted to measure the distance between two nodes. As shown in Figure 1, to measure the distance between node A and node B in the sensor network, we evaluate propagation time \( T_{frame} \). When the node A transfers a frame packet to node B, sending time stamp \( T_s \) is stored at the node A and receiving time stamp \( T_r \) is saved at the node B. If B receives the frame packet, it sends the ack packet to node A (see (1)). It measures the distance by multiplying the propagation speed and the propagation time between two nodes. Therefore, the technique enables us to measure accurate distance because it takes advantage of the difference between a packet’s transmission and reception time between two nodes.

\[
T_p = \frac{1}{2} \left( T_{ack} - T_{frame} \right) + \frac{1}{2} \left( T_{ack} - T_{frame} \right).
\]

We use a centralized star network topology since the fixed nodes only communicate with the mobile base station. After the closest three nodes from the mobile base station are selected, we perform trilateration to determine the relative position of the mobile base station. The position is measured by three fixed nodes and equations for the three circles derived from them [23]. As shown in Figure 2, the position of the mobile base station \( M \) is calculated from distances \( R_A \), \( R_B \), and \( R_C \), and the position of three fixed nodes \( A \), \( B \), and \( C \). \( S_0 \) plays a gateway role as a sink node that is connected to the location analysis program. It transmits commands and data to mobile base station. The position of the user is calculated using the localization program operated on computer with the mobile base station in real time.
We use a grid-based map building method that can be implemented easily in order to estimate the location of the user [24]. The map building for visually impaired persons is required for accurate modeling of hazardous objects in the surrounding environment. As shown in Figure 3, we have implemented the map authoring tool. It enables us to display detail information such as the position of the fixed nodes, departure point, destination, POI (point of interest), and obstacles.

Figure 4 shows the concept of the proposed localization method. The fixed nodes used as outdoor landmarks are installed by applying Bayes error estimation (see Section 3.2). Map database presents the position coordinate and ID (identification) of fixed nodes. Localization of mobile base station is estimated by means of trilateration and map building method.

3.2. Optimal Placement Based on Minimum Bayes Error Estimation. In order to estimate the position of the user accurately with a minimum number of fixed nodes, we use minimum Bayes error estimation based on Bayesian decision theory with Gaussian distribution. We virtually arrange fixed nodes densely on all possible paths. The method finds the layout with maximization of cumulative minimum Bayes error (MCM) by sequentially removing the node with a maximum error at each stage.

We generate a signal so as to reflect the characteristics that strength of ZigBee signal decreases depending on the distance. We consider simulated signals from an nth ZigBee node as a bivariate Gaussian distribution that is modelled by parameter with \( N(M, \Sigma) \), as shown in Figure 5(b). The signal is circularly radiated with the given distribution as described in Figure 5(c), which can be applied to the Bayes error estimation method to measure optimal displacement.

As depicted in Figure 5(a), the signal range of a node in polar coordinates is defined as a circle with radius \( r \) as follows:

\[
  r = x_1 \cos \theta + x_2 \sin \theta,
\]

\[
  X = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix} \begin{bmatrix} r_{\text{off}} \\ r_{\text{off}} \end{bmatrix} + \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix}.
\]

The signal consists of \( m \) concentric circles with offset \( r_{\text{off}} \). A signal is emitted at regular intervals \( \theta \) in the range from \(-\pi\) to \(+\pi\) in a circle. Equation (2) calculates radius \( r \), and (3) evaluates the position of a point \( r_{\text{off}} \) on the circle. We define linear discrimination function \( h_{\ell}(X) \) using the given signal models of two ZigBee nodes \( Z_q \) and \( Z_r \) as follows:

\[
  h_{\ell}(X) = \left( M_r - M_q \right)^T \Sigma^{-1} X_{\text{qi}} + \frac{1}{2} \left( M_q^T \Sigma^{-1} M_q - M_r^T \Sigma^{-1} M_r \right) \omega_a \ln \frac{P_q}{P_r},
\]

where the \( X_{\text{qi}} = \begin{bmatrix} x_{\text{qi1}} \\ x_{\text{qi2}} \end{bmatrix} \) represents an \( i \)th signal point as random vector, which is generated by \( \text{qth} \) ZigBee node \( Z_q \) that has the prior probability \( P_q = 0.5 = 1 - P_r \). The \( \omega \) is class variable and \( X_i \) can be classified to class \( \omega_q \) or \( \omega_r \) in binary classification. The sample parameters \( M_q = \begin{bmatrix} \mu_q1 \\ \mu_q2 \end{bmatrix} \) and \( \Sigma \) are the sample mean vector and covariance matrix, which are estimated with signals from the node \( Z_q \). The sample parameter estimations of given distribution are defined as follows:

\[
  \mu_q1 = \frac{1}{N} \sum_{i=1}^{N} X_{q1i}, \quad \mu_q2 = \frac{1}{N} \sum_{i=1}^{N} X_{q2i},
\]

\[
  \Sigma_q = \frac{1}{N} \sum_{i=1}^{N} \left( X_{qi} - M_q \right) \left( X_{qi} - M_q \right)^T = \Sigma_r = \Sigma.
\]
Figure 4: Localization concept: (a) layout of replaced ZigBees to be served as POIs, (b) a map indicating POIs and obstacles, (c) trilateration method using adjacent three ZigBees of user, and (d) localization algorithm to estimate position of user.

Figure 5: Signal generating simulation: (a) signal generation in polar coordinates, (b) signal model based on the Gaussian distribution, and (c) signal simulation for the MCMB.
In this case, the covariance matrix is denoted by $\Sigma$ because we use homogeneous modules with no constraints in each node and hence the values of $\Sigma_{q}$ and $\Sigma_{r}$ are the same (see (6)). $N$ is the total number of signal points. Since every node is considered as same emitting conditions (i.e., same distribution functions), (4) satisfies linear decision boundary. $\ln P_{q}/P_{r}$ is called the likelihood ratio as a threshold constant for decision [25], which is always the 0 as all the priors are set to equal probability.

Equation (4) satisfies the minimum Bayes error criterion to determine the decision boundary between the signal points from two nodes. As shown in Figure 6(a), the example case of the signal points of two nodes are represented by the classes, $\omega_{q}$ and $\omega_{r}$, and the Bayes error regions of the two classes are denoted by $\varepsilon_{q}$ and $\varepsilon_{r}$, respectively. In this figure, the decision boundary to distinguish signal points of two nodes with minimum Bayes error criterion is displayed on the dotted line on one-dimensional case. The minimum Bayes error estimation using linear decision function $h_{qr}(X)$ in two-dimensional space (Figure 6(b)) is defined as follows:

$$
\varepsilon_{q} = \int_{-\infty}^{0} p_{h}(h_{qr} | \omega_{q}) dh,
$$

$$
\varepsilon_{r} = \int_{0}^{\infty} p_{h}(h_{qr} | \omega_{r}) dh,
$$

where $\varepsilon_{q}$ and $\varepsilon_{r}$ are the minimum Bayes error that is obtained by sum of a region for false classification to an opposite class. To find optimal placement of all the ZigBee nodes in a field, we propose the MCMB method based on adaptive local optimization using minimum Bayes error criterion in (7). The following equations describe the MCMB which adaptively detects over-emitted area (i.e., excessive overlapped area) using discretized estimation of Bayes error:

$$
\psi(X_{i}, h_{qr}) = \begin{cases} 
1 & \text{if } h_{qr}(X_{i}) = r \\
0 & \text{otherwise}
\end{cases},
$$

where $q$ and $r$ are class variables and $\psi$ is binary function, which returns one to false classification. That requires parameters as decision function $h$ and feature vector $X$. $\varepsilon_{q}$ is a cumulative minimum Bayes error which is calculated with $N$ number of signal points from $K$ set of nearest ZigBee nodes such as $\{Z_{1}, Z_{2}, \ldots, Z_{K}\}$. The set of nearest ZigBee nodes is selected by whether range of signal overlaps or not with signal of current node.

The MCMB is determined by detecting node which has maximum $\varepsilon$ within calculated cumulative error set of $\{\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{K}\}$, and then this procedure iteratively performs until $\varepsilon$ reaches to termination threshold $\rho$. We set the two termination conditions for optimization process for trilateration, which are when overlapped regions are less than two nodes and when the maximum value is less than the threshold. We called a node to be removed as RN and Figure 7 shows an example of the MCMB method that adaptively determines an RN at each step and then removes it. After applying MCMB, only the optimal nodes for trilateration remain.

### 4. Experimental Results

#### 4.1. Accuracy Estimation Using Range-Based ZigBee

We carried out experiments with two different types of ZigBee modules to verify the effectiveness of the proposed method. One module measures the distance by means of the SDSL-TWR method (NanoLOC), and the other calculates the distance using only the RSSI (received signal strength indicator) value (Xbee). Xbee requires additional computation to convert the signal strength to distance. NanoLOC measures the distance using the difference of signal transmission time. Figure 8 shows the accuracy of the distances measured with the two types of modules. The horizontal axis represents the actual distance and the vertical axis displays the distance measured by the modules. Xbee shows a larger error than NanoLOC, as the RSSI signal is susceptible to interference from other signals. The accuracy of NanoLOC is much better than that of Xbee even though it does not use additional filtering operations.

#### 4.2. Analysis of Factors Influencing Sensor Placement

For accurate localization with minimal cost, we determine the factors that affect the accuracy of localization and evaluate how much each factor influences the accuracy. We select the factors as the sampling rate of the fixed node and the interval between consecutive nodes.

The first factor to have a strong influence on localization accuracy is the sampling rate of the node. In order to measure the accuracy with respect to the sampling rate, we set the sampling rate as manipulated factor and other variables as controlled factors. Specifically, we fix the interval of nodes as 20 m and the number of nodes is not considered since it does not affect sampling rate.

Table 1 shows the accuracy of distance measurement and signal loss depending on the sampling rate. We analyze 300, 600, 1200, 1500, and 3000 output data while changing the sampling rate to 10, 20, 40, 50, and 100 Hz during the 30 seconds. Signal loss is the percentage of lost data from the total sampled data at specific sampling rate. Accuracy is the ratio of error between the actual distance and the measured distance including lost data. In these experiments, maximum error bound is set to within ±1 m considering walking speed 4–5 km/h [26]. As described in Table 1, the accuracy at

| Sampling rate (Hz) | Signal loss (%) | Accuracy (%) |
|--------------------|-----------------|--------------|
| 10                 | 1.67            | 73           |
| 20                 | 2.33            | 80           |
| 40                 | 2.17            | 92           |
| 50                 | 9.33            | 84           |
| 100                | 36.67           | 56           |
Figures 6 and 7: Decision boundary for estimating minimum Bayes error in one-dimension (a) and two-dimension with a linear decision boundary when $\Sigma_1 = \Sigma_2$ (b).

Figure 7: An example of optimal nodes selections for trilateration: (a) the signal points of nodes and (b) the signal range boundary of nodes.
sampling rates from 10 Hz to 40 Hz is proportional to the amount of received data without being affected by the signal loss. In addition, the accuracy at sampling rates from 40 Hz to 100 Hz decreases as the excessive increase of data generates a bottleneck and rapidly increases the signal loss. When the amount of received data increases, accuracy increases in general. However, when the sampling rate exceeds a specific value, signal loss increases rapidly and accuracy reduces. We determined the optimal sampling rate to be 40 Hz.

Determining the distance between nodes is very important for the optimal placement. In these experiments, the distance between nodes is selected as the second factor for evaluation. In order to determine the signal coverage of the module, the distance between nodes is set to manipulated factor and the sampling rate of node is set to controlled factor which is determined by previous experiments.

To evaluate the accuracy with respect to the distance between nodes, we measure the data while arranging the node at regular intervals in a location where the interference of other signals is minimized. The error rate in this experiment is the percentage of erroneous data to total received data. We regard a data as an error when it is greater than 1 m which is tolerable distance in consideration of walking speed. Rate of signal loss is the percentage of lost data during a span of time.

**Figure 8** shows the distance accuracy comparison between the two modules: the horizontal axis represents the measured distance by the module and the vertical axis represents the actual distance.

**Figure 9** shows the error and loss rates of the received data with respect to the distance between the two nodes. We analyze the result for 1200 packets acquired from one node installed per unit distance, which is measured for 30 seconds at 40 Hz (optimal sampling rate determined in the previous experiment) in simulation. The results show that there are no error packets until the distance becomes greater than 40 m, as shown in Figure 10. Furthermore, the results show that the data loss linearly increases with the increase of the distance between the two nodes. We determine that optimal distance between the two nodes is about 40 m, which is the maximum distance without erroneous data with minimum cost. The data loss rate at 40 m is about 25%, but this does not influence the accuracy of trilateration considering the sampling rate and walking speed.

We select two factors to analyze the characteristics of range-based ZigBee module by performing a heuristic approach based on statistical analysis. We can find the optimal placement with experiments on the basis of these two factors even if the ZigBee is changed.

**4.3. Optimal Placement Using Proposed Method.** To find the optimal placement of nodes, we virtually arrange them with the determined factors which are described in the previous subsection. The experiment is performed in a 600 × 500 m area that includes a pedestrian road, as shown in Figure 10. We assign 52 POIs (red points) and 9500 candidate locations where the nodes can be replaced.

**Table 2** shows the results of cost savings and rate of unreached area in accordance with MCMB. The cost saving means the percentage of optimal nodes in total nodes (9500). The rate of unreached area represents the percentage of the area where the signal has not reached. The number of optimal nodes is determined according to MCMB. We arrange 9500 nodes in order to cover entire region.

As shown in **Table 2**, the minimum number of nodes for trilateration is increased as MCMB is increased. When MCMB is more than 2.0, the number of optimal nodes rapidly grows and cost saving is significantly reduced. The unreached area rate has decreased by increasing MCMB. If MCMB is more than 2.0, rate of unreached area becomes less than 1%. Based on the experimental results, we determine optimal MCMB as 2.0 in consideration of the cost and unreached area rate.

To verify the availability, we implemented an overlapping area estimation method and compared it with our method. The overlapping area method selects the minimum number of nodes required for trilateration by sequentially removing
Figure 10: Example of testbed: 2D map (a) and LANDSAT image (b).

Table 2: Cost saving and rate of unreached area dependence on MCMB.

| MCMB | Number of optimal nodes | Cost saving (%) | Unreached area rate (%) |
|------|------------------------|----------------|-------------------------|
| 1.0  | 47                     | 99.50          | 23.00                   |
| 1.2  | 55                     | 99.42          | 13.21                   |
| 1.4  | 61                     | 99.35          | 10.89                   |
| 1.6  | 68                     | 99.28          | 8.37                    |
| 1.8  | 71                     | 99.25          | 5.83                    |
| 2.0  | 76                     | 99.20          | 0.17                    |
| 2.2  | 219                    | 97.69          | 0.10                    |
| 2.4  | 589                    | 93.80          | 0.08                    |
| 2.6  | 1143                   | 87.96          | 0.03                    |
| 2.8  | 2340                   | 75.36          | 0.02                    |
| 3.0  | 4903                   | 48.38          | 0.00                    |

The optimal placement method consists of two steps. In optimization step, the proposed method determines an RNC (removable node candidate). In verification step, the RN is decided after we determine whether the RNC is required for trilateration (see Algorithm 1).

4.4. Localization Success Rate According to Interference. We have evaluated success rate of localization according to the rate of interference signals such as Wi-Fi. We measure success rate of arriving at the destination with four persons by using the proposed method. The interference rate is measured to relative interference strength by the number of access points (APs) of the Wi-Fi with the same frequency [27].

As shown in Table 4, the success rate is lower than 8% in places such as building with many Wi-Fi or other interference...
Table 3: Optimal number of ZigBee nodes using two methods.

| Estimation method       | Number of ZigBee nodes | Cost saving (%) | Unreached area rate (%) |
|-------------------------|------------------------|-----------------|-------------------------|
| Initial nodes           | Optimal nodes          |                 |                         |
| Bayes error             | 9500                   | 76              | 99.20                   | 0.17                     |
| Overlapping area        | 112                    | 98.82           | 6.74                    |

Table 4: Experiments’ relative comparison of success rate according to interference signal.

| Interference rate (%) | User 1 | User 2 | User 3 | User 4 |
|-----------------------|--------|--------|--------|--------|
| 10                    | 98     | 95     | 95     | 94     |
| 30                    | 69     | 65     | 65     | 63     |
| 50                    | 42     | 35     | 39     | 36     |
| 70                    | 13     | 10     | 16     | 14     |
| 90                    | 5      | 4      | 8      | 9      |

Function `optimization(Method)`
Input the method that will select to remove a ZigBee node
Output an image that indicates the optimal ZigBee placement

while stopFlag = true do
  if Method = BayesError then
    sortedList ← sortByBayesError()
  if Method = OverlappingArea then
    sortedList ← sortByOverlapArea()
  for all elements in the sortedList do
    stopFlag ← true
    if verification(index, sortedList) then
      remove the indexed node
      flag ← false
      break
  save all nodes in the output image
end

Function `verification(index, sortedList)`
Input index: criterion node, sortedList: all nodes’ List
Output true/false value if remaining ZigBee nodes are verified localization of all positions after the indexed node is removed
threshold ← the maximum value that can reliably measure distance by ZigBee node
tempNode ← indexed node
returnValue ← true
remove the indexed node in the sortedList
for all position which can walk in the map do
  for all elements in the sortedList do
    d ← distance between the current position and node
    if d < threshold then
      count++
      if count ≥ 2 then break
      if count < 2 then
        returnValue ← false
        break
  add the tempNode in the sortedList
return returnValue

Algorithm 1: Pseudocode for determining optimal nodes.
signal. In spots such as parks and playgrounds, the success rate presents as higher than 95% since other interference signal is less than 10% in the place. As a result, users can arrive at the destination if there is rarely an interference signal having same frequency band.

5. Conclusions

We proposed a localization method using the range-based ZigBee node. The ZigBee nodes were arranged at known places, and the position of a user with a mobile base station was accurately estimated by means of trilateration. In addition, we proposed a method of optimal placement of fixed nodes by applying Bayes error estimation based on Gaussian distributions. We verified the effectiveness of the proposed method that estimates the position of a user with high accuracy using a minimum number of fixed nodes.
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