Multiple Imputation for Biomedical Data using Monte Carlo Dropout Autoencoders
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Abstract—Due to complex experimental settings, missing values are common in biomedical data. To handle this issue, many methods have been proposed, from ignoring incomplete instances to various data imputation approaches. With the recent rise of deep neural networks, the field of missing data imputation has oriented towards modelling of the data distribution. This paper presents an approach based on Monte Carlo dropout within (Variational) Autoencoders which offers not only very good adaptation to the distribution of the data but also allows generation of new data, adapted to each specific instance. The evaluation shows that the imputation error and predictive similarity can be improved with the proposed approach.
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I. INTRODUCTION

Missing values are common in data science applications. Incomplete data usually lead to a decrease in models’ quality and even to wrong insights [1]. In medical framework, where decisions based on incomplete data can have important consequences, the simplest solution of dropping instances with missing values is unacceptable. Similarly, in biomedical applications, there is often not enough data and existing instances are difficult to obtain. On the other hand, data imputation techniques replace missing values with substitutes [2]. However, reasons for missing data need to be clarified before imputation. There are three main types of missing data: missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR). Values are considered MCAR when the probability that they are missing is independent both with the respect to possible values of the variable and with respect to other observable values in the data. The MAR case is characterized by the fact that the missing probability can be estimated from existing variables. When missing data is neither MCAR nor MAR, it is MNAR. In this case, reasons for a missing value can depend on other variables as well as on the analyzed variable. In the context of this paper, we assume the MCAR case.

The classical imputation methods generate a single value for one missing observation. The shortcoming of such an approach is that the uncertainty of the imputation process is not taken into account, and the generated value is implicitly considered correct. Actually, this assumes that the imputation model is perfect and does not to account for error in the imputation process. In order to overcome this drawback, each missing value could be replaced with several different values, reflecting the uncertainty about the missing information. This technique is frequently used for missing data imputation and is called multiple imputation (MI) [3]. However, due to different underlying assumptions, the challenge of MI face is a correct specification of the imputation model [4]. For instance, some imputation models are incapable of handling mixed data types (categorical and continuous), some have strict distributional assumptions (multivariate normality), and/or cannot handle arbitrary missing data patterns. The classical methods capable of overcoming these problems can be limited with respect to modeling highly nonlinear relationships, large amounts of data, and complicated attribute interactions that need to be preserved.

Recent advances in deep learning have established state-of-the-art results in many fields [5]. Deep architectures have the capability to automatically learn latent representations and complex inter-variable associations. Supervised and unsupervised methods like autoencoders (AE), variational autoencoders, and Generative Adversarial Networks (GANs) are applied within a range of practical problems. On the other hand, due to a pressing need for better understanding of model reliability, the Bayesian inference is increasingly used for deep learning models. One of the most efficient implementations of the Bayesian uncertainty estimation in neural networks is the Monte Carlo Dropout (MCD) method [6]. We combine unsupervised autoencoder modeling with Bayesian uncertainty estimation into a generative model aimed to improve existing state-of-the-art results in the missing data imputation.

The paper consists of six sections. In the Section II, we present a short overview of previous work done on the imputation methods. In Section III, we first describe the components forming our approach: autoencoders and variational autoencoders, followed by the main idea of our approach, i.e. the MCD method within autoencoders adapted for data imputation. We use denoising autoencoder methods as unsupervised learning methods and train a deep neural network to reconstruct an input that has been corrupted by missing values. The idea is to generate multiple outcomes for a single missing value and average the results using the MCD method. Section 4 describes the experimental scenario, as well as the publicly available data sets and the motivating real-
world data set. Results of the experiments are presented in Section V, and Section VI concludes the paper.

II. PREVIOUS WORK

The missing data imputation methods have been extensively investigated in many applicable areas, particularly in the biomedical domain. Due to complex experimental setting, limited budget, and participants that can choose to stop the experiments, even controlled studies in biomedical field have to deal with this problem. The prominent imputation methods keep the full data set size, but potentially introduce different kinds of imputation biases. A variety of imputation approaches were proposed [7]. Examples of simple approaches of are mean imputation, last value carried forward, and imputation based on logical rules. More sophisticated methods include random forest based imputation, and deep neural network based imputation [8, 9]. Deep generative models are highly flexible and can capture the latent structure of complex high-dimensional data to generate new values [3].

The most popular multiple imputation method among the classical approaches is MICE [10,11]. MICE consist of four different steps and imputes data on a variable by variable basis by specifying the imputation model per variable [12].

Deep generative models proved to be very powerful for various tasks such as computer vision and text mining. Encouraged with such results, researchers from different domains investigated the deep learning application to the generative and missing values imputation tasks. The first deep autoencoder model that performs multiple imputation was proposed by [20]. Other approaches are based on Generative Adversarial Networks (GANs) [13]. For instance, medGAN has been proposed to generate synthetic health care patient records [14], the GAN has been used to generate synthetic passenger name records [15], and Generative Adversarial Imputation Nets (GAIN) impute missing components conditioned on what is actually observed [16]. Different types of variational autoencoders have been proposed as data generators: from the text generating tasks [17] to the tasks where generated data shall preserve the distributional properties of the original data [18]. A method that enables a variational autoencoder to handle incomplete heterogenous data was proposed in [19] while the model introduced by [20] achieves multiple imputation based on overcomplete deep denoising autoencoders.

III. METHODS

In contrast to imputation techniques that impute only single missing value, in this work, we investigate generative autoencoders that can create a new data set, similar to the original one. The most popular methods used for generating new values from the observed ones within the medical data domain are GANs. GAN models consists of two parts: the generator and the discriminator. The generator brings noise into the generated results and tries to “fool” the discriminator by generating some instances far away from the original data distribution. In case the discriminator fails to perform its job properly, some of the generated instances can be far from the expected data distribution. For this reason, using GANs within the medical domain is questionable. Thus, there is a need for a deep learning generator that can be trusted. Thus, our main focus in this work is on improving existing autoencoder models. In this section, we first provide a brief overview of autoencoders and variational autoencoders, followed by the incorporation of Monte Carlo dropout within them.

A. Autoencoders (AEs)

Deep learning models rely on extraction of complex features from data. The goal is to transform the input from its raw format, to another, lower dimensional representation using a sequence of transformations incorporated in several layers of functional units. The resulting representation shall contain features that describe hidden characteristics of the input. Autoencoders (AEs) are deep learning models made of the two parts: an encoder network that compresses high-dimensional input data into a lower-dimensional representation vector and a decoder network that decompresses a given representation vector back to the original form [21]. As the reconstruction is based on the latent lower-dimensional space, AE can be used for both the dimensionality reduction task and to generate new observations from the distribution of the original data.

B. Variational Autoencoders (VAEs)

In 2013, Kingma and Welling [22] published a foundation for Variational Autoencoder (VAE) neural network, becoming one of the fundamental generative models. The main distinction between VAEs and AEs is the learning process where VAEs explicitly estimate the distribution from which the latent space is sampled [23]. Hence, VAEs store the latent variables in the form of probability distributions. This allows easy random sampling and interpolation.

C. Monte Carlo Dropout Method for Data Imputation

Since its introduction by Gal and Ghahramani in 2016 [6], the Monte Carlo Dropout (MCD) method has been implemented within various neural networks architectures, like convolutional and recurrent networks [24,25]. The properties of dropout [26] allowed its implementations within different machine learning prediction tasks [27,28,18]. In this work, we apply the MCD within the AE and VAE decoder layers in order to obtain multiple generated inputs. By averaging the output values for a specific missing value, we achieve better imputation accuracy than by using the classical approaches. The implementation of MCD within the AE and VAE (MCD-(V)AE) was first time proposed by [18] with the intention to improve subject specific generation from AE and VAE models. The architecture of this method is described in Fig1.
Once the autoencoder models are fitted on the training set, unused instances with missing values are used as an input to generate a new dataset that shall ideally contain the information from the original dataset and the input instances. The idea is to construct a model that absorbs most information from the data and uses dimensionality reduction property of AE or VAE to reduce the noise of random missingness. As shown in [18] the advantage of MCD-(V)AE model over other autoencoders is that it captures the specific distribution of the provided observations from which the generation is done. Hence, not relying on all the data can improve imputation error and better preserve true relationship among the attributes.

IV. EXPERIMENTS

A. Data sets

In our experiments, we used medical data from the UCI (University of California Irvine) repository, as well as the data on characteristics of milk collected at a Research and Development Station for Bovine, Arad, Romania in the context of a research project aiming to study the antimicrobial resistance induced in dairy animals. The data collected from 264 cows contain the following attributes: milk quantity, casein, fat, lactose, Ph level, protein, urea, and the number of somatic cells (NCS – an indicator of a potential infection). The characteristics of used datasets are presented in Table 1.

Table 1: The characteristics of the used data sets: N – the number of instances, a – the number of attributes, num –the number of numeric attributes, disc – the number of discrete attributes, C – the number of class values.

| Datasets          | N  | a  | num | disc | C  |
|-------------------|----|----|-----|------|----|
| Study-MILK        | 610| 11 | 11  | 1    | 2  |
| Brest-WISC        | 699| 9  | 9   | 1    | 2  |
| PIMA-diabetes     | 768| 8  | 8   | 1    | 2  |

B. Experimental Scenario

In our experiment, we only considered the instances with no missing values. To control the amount of missing values, we removed 10%, 30%, and 50% of the values randomly. In this way, missing values can be considered the result of a completely random process (MCAR), and the methods are fairly compared. In the tests, the missing values are masked by setting them all to -1. Each dataset is split into a training set (90%), on which the models are trained, and a testing set (10%), which is used for measuring the performance.

Generative models, which produce new datasets, are more difficult to evaluate. We used two measures: the imputation error measured with the root mean squared error (RMSE), and the predictive performance measured with the classification accuracy. The ability to preserve the prediction properties of the original data set was evaluated using the framework proposed by [29]. The idea is to compare the predictive properties of the two datasets, original one and the newly generated one, by computing the difference between the accuracies of the two corresponding models Δacc = accuracy(dataset1) – accuracy(dataset2). If this difference is close to 0, the new dataset preserves most of the predictive performance of the original dataset.

C. Implementation Details

The architecture of all the encoders includes 2 hidden layers with the size of 80 and 20, and the dropout rate of 0.2. With the MCD method, we generate multiple predicted values, and calculate the mean values of the results. We train all the models for 300 epochs. The link to the source code is provided at https://github.com/KristianMiok/MI_MCD_VAE.

V. RESULTS

We use the RMSE for the imputation error and Δacc for the predictive performance. The imputation error results for the four imputation models using 5-fold cross-validation are presented in the Tables 2, 3 and 4. The lowest error for each dataset is set in bold typeface.

Table 2: Comparing imputation error using RMSE for 10% missing data.

| Models     | MILK | WISC | PIMA |
|------------|------|------|------|
| AE         | 0.0536[0.0011] | 0.0764[0.0093] | 0.0656[0.0059] |
| VAE        | 0.0527[0.0015] | 0.0609[0.0038] | 0.0699[0.0083] |
| MCD-AE     | 0.0479[0.0015] | 0.0604[0.0053] | 0.0664[0.0082] |
| MCD-VAE    | 0.0465[0.0012] | 0.0593[0.0029] | 0.0646[0.0088] |

Table 3: Comparing imputation error using RMSE for 30% missing data.

| Models     | MILK | WISC | PIMA |
|------------|------|------|------|
| AE         | 0.1275[0.0080] | 0.1244[0.0170] | 0.1110[0.0046] |
| VAE        | 0.1129[0.0091] | 0.1122[0.0091] | 0.1166[0.0054] |
| MCD-AE     | 0.1059[0.0105] | 0.1129[0.0105] | 0.1141[0.0048] |
| MCD-VAE    | 0.0782[0.0051] | 0.1059[0.0080] | 0.1122[0.0051] |

Table 4: Comparing imputation error using RMSE for 50% missing data.

| Models     | MILK | WISC | PIMA |
|------------|------|------|------|
| AE         | 0.1413[0.0104] | 0.1490[0.0216] | 0.1413[0.0108] |
| VAE        | 0.1382[0.0072] | 0.1375[0.0092] | 0.1408[0.0072] |
| MCD-AE     | 0.1248[0.0091] | 0.1248[0.0091] | 0.1382[0.0072] |
| MCD-VAE    | 0.0976[0.0053] | 0.1276[0.0128] | 0.1381[0.0072] |

The RMSE values in the three tables suggest that the imputation error is reduced when MCD is used. While there is no clear pattern how the imputation error change with the percentage of missing values, it seems the MCD methods work well for all the three proportions of missing data. Apart for the PIMA dataset with 30% of missing values where AE model provides the best results, the MCD models are the preferred imputation methods in all the three experimental datasets.

Table 5: Comparing predictive properties between original and imputed data using Δacc score for 10% of missing values.

| Models     | MILK | WISC | PIMA |
|------------|------|------|------|
| AE         | 0.0131 | 0.0142 | 0.1365 |
| VAE        | -0.0072 | -0.0074 | 0.1429 |
| MCD-AE     | -0.009  | 0     | 0.1230 |
| MCD-VAE    | -0.010  | 0     | 0.1492 |
The differences in the prediction score $\Delta$acc is presented in Table 5 for 10% of missing value. The results show that using MCD within the AE and VAE models preserve relationships among the variables present in the original data. The low $\Delta$acc values for MCD methods indicate that prediction properties of original and generated data are similar.

VI. CONCLUSIONS

We investigate the Monte Carlo Dropout method within autoencoders and variational autoencoders used for multiple imputation. The obtained results, measured with the imputation error and difference in prediction accuracy, suggest that the data imputation performance of autoencoders is improved by using the MCD method.

While most of the imputation methods assume the data is missing at random, in the practice this is not always the case. Our further work will focus on the deep learning models that can handle more specific missing data problems.
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