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Abstract— Nowadays, the demand for an alternative to linear PID controllers has increased because of the rising expectations of the high-precision industry. The potential of reset controllers to solve this important challenge has been extensively demonstrated in the literature. However, similarly to other non-linear controllers, the stability analysis for these controllers is complex and relies on parametric models of the systems which may hinder the applicability of these controllers in industry. The well-known $H_\beta$ method tries to solve this significant issue. However, assessing the $H_\beta$ condition in the frequency-domain is complex, especially for high dimensional plants. In addition, it cannot be used to assess UBIBS stability of reset control systems in the case of resetting to non-zero values. These problems have been solved in this paper for the first order reset elements, and an easy-to-use frequency approach for assessing stability of reset control systems is proposed. The effectiveness of the proposed approach is demonstrated through a practical example.

I. INTRODUCTION

Technology developments in cutting edge industries have control requirements that cannot be fulfilled by linear controllers. To overcome this problem, linear controllers should be substituted with non-linear ones, for example reset controllers. These controllers have attracted significant attention due to their simple structure [1]–[9]. The advantages of reset controllers have been utilized to enhance the performance of several mechatronic systems (see, e.g. [10]–[16]). In 1958, the first reset element was introduced by Clegg [1]. The Clegg Integrator (CI) is an integrator which resets its state to zero when its input signal crosses zero. Extensions of the CI, which provide additional design freedom and flexibility, include First Order Reset Elements (FORE) [10], [17], Generalized First Order Reset Element (GFORE) [16], Second Order Reset Elements (SORE) [11], and Generalized Second Order Reset Element (GSORE) [16]. Several reset techniques, such as those based on reset bands [18], [19], fixed reset instants, partial reset (resetting to a non-zero value or resetting a selection of the controller states) [20], and the PI+CI approach [20] have also been studied to improve the performances of these controllers.

Stability is one of the most important requirements of every control system, and reset control systems are no exception [2], [6], [7], [9], [21]–[24]. Several researchers have analyzed the stability of reset controllers using quadratic Lyapunov functions [6], [9], [25], [26], reset instants dependent methods [23], [27], [28], passivity, small gain, and IQC approaches [21], [29]–[31]. However, most of these approaches are complex, need parametric models of the system, require solving LMI’s, and are only applicable to specific types of plants. As a result, these methods do not interface well with the current control design in industry which favours the use of frequency-domain methods. Several researchers have proposed frequency-domain approaches for assessing stability of reset controllers [2], [7], [32]. In [32], an approach for determining stability of a FORE in closed-loop with a mass-spring damper system has been proposed. The result in [7] is applicable to reset control systems under the specific condition $e(t)u(t) < \frac{u^2}{\varepsilon}$, $\varepsilon > 0$, in which $e(t)$ and $u(t)$ are the input and the output of the reset controller, respectively. This method is not usable in the case of partial reset techniques.

The $H_\beta$ condition has gained significant attention among existing approaches for assessing stability of reset systems [2], [9], [23]. When the base linear system of the reset controller is a first order transfer function, it provides sufficient frequency-domain conditions for uniform bounded-input bounded-state (UBIBS) stability. However, assessing the $H_\beta$ condition in the frequency-domain is complex, especially for high dimensional plants. Moreover, it cannot be used to assess UBIBS stability of reset control systems in the case of partial reset techniques. As a result, obtaining a general easy-to-use frequency-domain method for assessing stability of reset control systems is an important open problem.

In this paper, based on the $H_\beta$ condition, a novel frequency-domain method for reset controllers with first order base linear system is proposed. This can assess UBIBS stability of reset control systems in the frequency-domain. In this method, stability is determined on the basis of the frequency response of the base linear open-loop transfer function, and the $H_\beta$ condition does not have to be explicitly tested. Besides, this method is applicable to partial reset techniques.

The remainder of the paper is organized as follows. In Section II the problem is formulated. In Section III the frequency-domain approach for determining stability of reset control systems is presented. In Section IV the effectiveness of this approach is demonstrated via a practical example. Finally, some remarks and suggestions for future studies are presented in Section V.
II. PROBLEM FORMULATION

In this section the well-known reset structures GFORE and Proportional Clegg Integrator (PCI) are recalled. Then, the problem under investigation is posed. The focus of the paper is on the single-input-single-output (SISO) control architecture illustrated in Fig. 1. The closed-loop system consists of a linear plant with transfer function \( G(s) \), a linear controller with transfer function \( C_L(s) \), and a reset controller with base linear transfer function \( C_R(s) \). The state-space representation of the first order reset controller is

\[
\begin{align*}
\dot{x}_r(t) &= A_r x_r(t) + B_r e(t), \quad e(t) \neq 0, \\
x_r(t^+) &= \gamma x_r(t), \quad e(t) = 0,
\end{align*}
\]

in which \( x_r(t) \in \mathbb{R} \) is the reset state, \( A_r, B_r, \) and \( C_r \) are the dynamic matrices of the reset controller, \( -1 < \gamma < 1 \) determines the value of the reset state after the reset action, \( r(t) \in \mathbb{R} \) is the reference signal, \( y(t) \in \mathbb{R} \) is the output of the plant, and \( e(t) = y(t) - y(t^+) \) is the tracking error. The focus of this paper is on GFORE and PCI, which have been mostly used in practice. In the case of GFORE one has

\[
C_R(s) = \frac{1}{s + \theta_r} + 1,
\]

whereas for PCI one has

\[
C_R(s) = 1 + \frac{\theta_r}{s}.
\]

Thus, for GFORE, \( A_r = -C_r = -\omega_r \) (\( \omega_r \) is the so-called corner frequency), \( D_r = 0 \) and \( B_r = 1 \), whereas for the PCI, \( A_r = 0, \ C_r = \omega_r \) and \( B_r = D_r = 1 \).

Let now \( \mathcal{L}(s) = C_L(s) G(s) \) and assume that \( G(s) \) is strictly proper. Let the state-space realization of \( \mathcal{L}(s) \) be

\[
\begin{align*}
\dot{\xi}(t) &= A \xi(t) + B u_r(t) + B_d d(t), \\
y(t) &= C \xi(t),
\end{align*}
\]

where \( \xi(t) \in \mathbb{R}^{n_p} \) describes the state of the plant and of the linear controller \( (n_p \) is the number of states of the whole linear part), \( A, B, \) and \( C \) are the dynamic matrices, and \( d(t) \in \mathbb{R} \) is an external disturbance. The closed-loop state-space representation of the overall system can, therefore, be written as

\[
\begin{align*}
\dot{x}(t) &= \tilde{A} x(t) + \tilde{B} r(t) + \tilde{B}_d d(t), \quad e(t) \neq 0, \\
x(t^+) &= \tilde{A}_r x(t), \quad e(t) = 0, \\
y(t) &= \tilde{C} \xi(t),
\end{align*}
\]

where \( x(t) = [x_r(t)^T \; \xi(t)^T]^T \in \mathbb{R}^{n_p+1} \), and

\[
\tilde{A} = \begin{bmatrix} A_r & -B_r C_r \\ B C_r & A - B D_r C_r \end{bmatrix}, \quad \tilde{B} = \begin{bmatrix} 1 \\ D_r \end{bmatrix}, \quad \tilde{B}_d = \begin{bmatrix} 0 \\ B_d \end{bmatrix},
\]

\[
\tilde{A}_r = \begin{bmatrix} \gamma & 0 \\ 0 & I_{n_p \times n_p} \end{bmatrix}, \quad \tilde{C} = \begin{bmatrix} 0 & C \end{bmatrix}.
\]

The main goal of the paper is to provide frequency-domain sufficient conditions to assess UBIBS stability of the reset control system (5) with the control structure depicted in Fig. 1.

III. FREQUENCY-DOMAIN STABILITY ANALYSIS

In this section the main results, which are based on the so-called \( H_\beta \)-condition \cite{2, 6, 9}, are presented. Let

\[
C_0 = [\rho \; \beta C], \quad B_0 = \begin{bmatrix} 1 \\ 0_{n_p \times 1} \end{bmatrix}, \quad \rho > 0, \quad \beta \in \mathbb{R}.
\]

The \( H_\beta \) condition, in the case of the PCI and of the GFORE, states that the reset control system (5) with \( -1 \leq \gamma \leq 1 \), and \( r = d = 0 \) is quadratically stable if and only if there exist \( \rho > 0 \) and \( \beta \) such that the transfer function

\[
H(s) = C_0 (s I - \tilde{A})^{-1} B_0
\]

is Strictly Positive Real (SPR). This condition requires finding the parameters \( \rho \) and \( \beta \), which may be very difficult when the system has a high order transfer function. In the following, a method to determine stability without finding \( \rho \) and \( \beta \) is proposed.

To this end, define the Nyquist Stability Vector \( \psi(\omega) = [N_X \; \; N_Y]^T \) in a plane with axis \( \chi - \gamma \) (see Fig. 2) as follows.

**Definition 1**: The Nyquist Stability Vector is, for all \( \omega \in \mathbb{R}^+ \), the vector

\[
\psi(\omega) = [N_X \; \; N_Y]^T =
\]

\[
[L(j\omega) + \frac{1}{2}]^2 - \frac{1}{4} - \frac{1}{4} - \mathbb{R}(L(j\omega) \cdot C_R(j\omega)) + \mathbb{R}(C_R(j\omega))|^T,
\]

where \( L(s) = \mathcal{L}(s) C_R(s) \).

Let, for simplicity and without loss of generality, \( \psi(\omega) = \theta_N \in [-\frac{\pi}{2}, \frac{3\pi}{2}] \), and define the open set

\[
I_1 = \{ \omega \in \mathbb{R}^+ | 0 < \psi(\omega) < \frac{\pi}{2} \},
\]
\[ I_2 = \{ \omega \in \mathbb{R}^+ | \frac{\pi}{2} < \sqrt{N_1(\omega)} < \pi \}, \]
\[ I_3 = \{ \omega \in \mathbb{R}^+ | \pi < \sqrt{N_1(\omega)} < \frac{3\pi}{2} \}, \]
\[ I_4 = \{ \omega \in \mathbb{R}^+ | -\frac{\pi}{2} < \sqrt{N_1(\omega)} < 0 \}. \]

Defence now the \( H_\beta \) circle in the complex plane with centre \((-\frac{1}{2}, 0)\) and radius \( \frac{1}{2} \) (see Fig. 3). Then, the following statements hold:
- For all \( \omega \) such that \( L(j\omega) \) is outside the \( H_\beta \) circle \( N_X > 0 \).
- For all \( \omega \) such that \( L(j\omega) \) is on the \( H_\beta \) circle \( N_X = 0 \).
- For all \( \omega \) such that \( L(j\omega) \) is inside the \( H_\beta \) circle \( N_X < 0 \).

On the basis of the definition of the NSV, systems of Type I and of Type II, which are used to assess the stability of the reset control systems, are defined.

**Definition 2:** The reset control system (5) is of Type I if the following conditions hold.
1. For all \( \omega \in M = \{ \omega \in \mathbb{R}^+ | N_X(\omega) = 0 \} \) one has \( N_Y(\omega) > 0 \).
2. For all \( \omega \in Q = \{ \omega \in \mathbb{R}^+ | N_Y(\omega) = 0 \} \) one has \( N_Y(\omega) > 0 \).
3. At least one of the following statements is true:
   a) \( \forall \omega \in \mathbb{R}^+ : N_Y(\omega) \geq 0 \).
   b) \( \forall \omega \in \mathbb{R}^+ : N_Y(\omega) \geq 0 \).
   c) Let \( \delta_1 = \max \{ N_Y(\omega) \} \) and \( \Psi_1 = \min \{ N_Y(\omega) \} \).
      Then, \( \delta_1 < \Psi_1 \) and \( I_2 = \emptyset \).

**Remark 1:** Let
\[
\theta_1 = \min_{\omega \in \mathbb{R}^+} \sqrt{N_1(\omega)} = \sqrt{N_1}(\omega) = \sqrt{N_2}(\omega),
\]
where \( \sqrt{N_1} \) and \( \sqrt{N_2} \) are implicitly defined by equation (8).

Then, the conditions identifying Type I systems are equivalent to the condition
\[
\left( \frac{\pi}{2} < \theta_1 < \pi \right) \land \left( \frac{3\pi}{2} < \theta_2 < \pi \right) \land (\theta_2 - \theta_1 < \pi). \quad (9)
\]

**Definition 3:** The reset control system (5) is of Type II if the following conditions hold:
1. \( \mathcal{L}(s) \) does not have any pole at origin.
2. For all \( \omega \in M \) one has \( N_Y(\omega) > 0 \).
3. For all \( \omega \in Q \) one has \( N_Y(\omega) < 0 \).
4. At least one of the following statements is true:
   a) \( \forall \omega \in \mathbb{R}^+ : N_Y(\omega) \geq 0 \).
   b) \( \forall \omega \in \mathbb{R}^+ : N_Y(\omega) < 0 \).
   c) Let \( \delta_2 = \max \{ N_Y(\omega) \} \) and \( \Psi_2 = \min \{ N_Y(\omega) \} \).
      Then, \( \delta_2 < \Psi_2 \) and \( I_4 = \emptyset \).

**Remark 2:** The conditions identifying the Type II systems are equivalent to the following conditions:
1. \( \mathcal{L}(s) \) does not have any pole at origin.
2. \( 0 < \theta_1 < \frac{3\pi}{2} \) \land \( 0 < \theta_2 < \frac{3\pi}{2} \) \land (\theta_2 - \theta_1 < \pi). \quad (10)

On the basis of the above definitions the main result of this paper, which is a frequency-domain tool for determining stability of reset control systems, is presented.

**Theorem 1:** The reset control system (5) with GFORE or PCI is UBIBS stable if all the following conditions are satisfied.
- The base linear system is stable and the open-loop transfer function does not have any pole-zero cancellation.
- The reset control system (5) is either of Type I and/or of Type II.

**Proof:** Theorem 1 is proved in several steps.
- Step 1: It is shown that, by Hypothesis (II) of Theorem 1, it is possible to find \( \beta \) and \( \rho > 0 \) such that \( \mathcal{R}(H(j\omega)) > 0 \), \( \forall \omega \in \mathbb{R}^+ \).
- Step 2: For systems with poles at origin, it is shown that \( \lim_{\omega \rightarrow 0} \mathcal{R}(H(j\omega)) > 0 \).
- Step 3: It is shown that either \( \lim_{\omega \rightarrow 0} \mathcal{R}(H(j\omega)) > 0 \).
- Step 4: It is shown that \( (A,C_0) \) and \( (A,B_0) \) are observable and controllable, respectively. Thus, \( H(s) \) is SPR and the \( H_\beta \) condition is satisfied, and reset control system (5) with GFORE or PCI is UBIBS stable.

**Step 1:** The transfer function (7) can be rewritten as
\[
H(s) = \frac{y}{r} = \frac{\beta L(s) + \rho'C \xi(s)}{1 + L(s)}, \quad (\text{see also Fig. 5}). \quad (11)
\]
Let \( L(j\omega) = a + bj \) and \( C_R(j\omega) = aR + bR \). Then,
\[
\mathcal{R}(H(j\omega)) = \frac{\beta (a + \frac{1}{2})^2 + b^2 - \frac{1}{4}}{(a + 1)^2 + b^2} + \rho'(aR + b + aR). \quad (12)
\]
Define now the vector \( \xi \in \mathbb{R}^2 \) as \( \xi = [\beta \quad \rho]^T \) in the \( \chi - \Upsilon \) plane. Using Definition 1, equation (12) can be re-written as
\[
\mathcal{R}(H(j\omega)) = \frac{\xi \cdot \hat{N}^3}{(a + 1)^2 + b^2}. \quad (13)
\]
Then, the \( H_\beta \) condition reduces to
\[
\forall \omega \in \mathbb{R}^+ : \mathcal{R}(H(j\omega)) > 0 \iff \frac{\xi \cdot \hat{N}^3}{\hat{N} \neq 0} \iff \frac{\xi}{\hat{N} \neq 0} \neq 0. \quad (14)
\]
By (8), $\forall \omega \in \mathbb{R}^+$, $\hat{N}(\omega)$ is placed between the vectors $\hat{N}_1$ and $\hat{N}_2$ illustrated in Fig. 4. In other words,

$$\forall \omega \in \mathbb{R}^+: \theta_1 \leq \hat{N}(\omega) \leq \theta_2. \quad (15)$$

If $\beta > 0$, since $0 < \sqrt{\zeta^2 - \zeta^2 = \theta_1 < \frac{\pi}{2}}$, then $\theta_1 \in (-\frac{\pi}{2}, \pi)$ and $\theta_2 \in (-\frac{\pi}{2}, \pi)$. This implies the conditions (1) and (2) in Definition 2 and $I_3 = \emptyset$. If $\beta \leq 0$, then $\theta_1 \in (0, \frac{3\pi}{2})$ and $\theta_2 \in (0, \frac{3\pi}{2})$, which implies the conditions (1) and (2) in Definition 3 hold and $I_4 = \emptyset$. If $\theta_1 \in [0, \frac{\pi}{2}]$ and $\theta_2 \in [0, \frac{\pi}{2}]$, then

$$\Re(H(j\omega)) > 0 \iff \begin{cases} \theta_2 \in (0, \frac{\pi}{2}) \iff \beta > 0, \\ \theta_2 \in \left[\frac{\pi}{2}, \frac{\pi}{2} + \theta_1\right) \iff \beta \leq 0 \land \theta_1 > 0. \end{cases} \quad (16)$$

If $\theta_1 \in [0, \frac{\pi}{2}]$ and $\theta_2 \in \left[\frac{\pi}{2}, \pi\right]$, then

$$\Re(H(j\omega)) > 0 \iff \begin{cases} \theta_2 \in \left(\theta_2 - \frac{\pi}{2}, \frac{\pi}{2}\right) \iff \beta > 0 \land \theta_2 < \pi, \\ \theta_2 \in \left[\frac{\pi}{2}, \pi\right] \iff \beta \leq 0 \land \theta_1 > 0. \end{cases} \quad (17)$$

If $\theta_1 \in \left[\frac{\pi}{2}, \pi\right]$ and $\theta_2 \in \left[\frac{\pi}{2}, \pi\right]$, then

$$\Re(H(j\omega)) > 0 \iff \begin{cases} \theta_2 \in \left(\theta_2 - \frac{\pi}{2}, \frac{\pi}{2}\right) \iff \beta > 0 \land \theta_2 < \pi, \\ \theta_2 \in \left[\frac{\pi}{2}, \pi\right] \iff \beta \leq 0. \end{cases} \quad (18)$$

If $\theta_1 \in \left[\frac{\pi}{2}, \frac{3\pi}{2}\right]$ and $\theta_2 \in \left[\frac{\pi}{2}, \frac{3\pi}{2}\right]$, then

$$\Re(H(j\omega)) > 0 \iff \theta_2 \in \left(\theta_2 - \frac{\pi}{2}, \frac{\pi}{2}\right) \iff \beta < 0. \quad (19)$$

If $\theta_1 \in (0, \frac{\pi}{2})$ and $\theta_2 \in [\frac{\pi}{2}, \frac{3\pi}{2})$, then $\Re(H(j\omega)) > 0$ if and only if

$$\left(\theta_2 \in \left(\theta_2 - \frac{\pi}{2}, \theta_1 + \frac{\pi}{2}\right) \land \theta_2 - \theta_1 < \pi\right) \iff \beta < 0. \quad (20)$$

As a result,

$$\theta_2 - \theta_1 < \pi \iff \delta_2 < \psi_2. \quad (21)$$

Hence, by (16)-(21), Condition (3) of Definition 3 and Condition (2) of Remark 2 are obtained. If $\theta_1 \in (-\frac{\pi}{2}, 0]$ and $\theta_2 \in (-\frac{\pi}{2}, \frac{\pi}{2}]$, then

$$\Re(H(j\omega)) > 0 \iff \theta_2 \in (0, \theta_1 + \frac{\pi}{2}) \iff \beta > 0. \quad (22)$$

If $\theta_1 \in (-\frac{\pi}{2}, 0]$ and $\theta_2 \in \left[\frac{\pi}{2}, \pi\right)$, then $\Re(H(j\omega)) > 0$ if and only if

$$\left(\theta_2 \in \left(\theta_2 - \frac{\pi}{2}, \theta_1 + \frac{\pi}{2}\right) \land \theta_2 - \theta_1 < \pi\right) \iff \beta > 0, \quad (23)$$

hence

$$\theta_2 - \theta_1 < \pi \iff \delta_1 < \psi_1. \quad (24)$$

Therefore, by (16)-(18) and (22)-(24), Condition (3) of Definition 2 and Remark 1 are obtained.

---

**Step 2:** Let $L(s) = \frac{L'(s)}{s^n}$, with $n \geq 1$, $L'(0) \neq 0$. Equation (12) yields

$$\lim_{\omega \to 0} \Re(H(j\omega)) = \frac{\beta |L|^3 + \rho' \left(|L|C_R(0) \cos(C_R(0), L(0)) + \Re(C_R(0))\right)}{|L|^n} \quad (25)$$

For GFORE, equation (25) becomes

$$\lim_{\omega \to 0} \Re(H(j\omega)) = \beta + \rho' \lim_{\omega \to 0} \frac{\cos(C_R(0), L(0))}{|L|^n} + \frac{1}{|L|^n} = \beta > 0, \quad (26)$$

whereas in the case of PCI with $n = 1$ (25) becomes

$$\lim_{\omega \to 0} \Re(H(j\omega)) = \beta + \rho' \lim_{\omega \to 0} \frac{C_R(0) + 1}{|L|^2} = \beta + \rho' \frac{C_R(0)}{|C(0)|} \quad (27)$$

which, setting $\hat{N}^2 = [1 - \rho' \omega R]$, yields

$$\lim_{\omega \to 0} \Re(H(j\omega)) = \hat{\zeta} \cdot \hat{N}^2. \quad (28)$$

In addition,

$$\hat{N}^2 = \lim_{\omega \to 0} \hat{N}^2 \overset{(15)}{=} \theta_1 \leq \hat{N}^2 \leq \theta_2. \quad (29)$$

As a result, by Step 1, $\lim_{\omega \to 0} \Re(H(j\omega)) = \hat{\zeta} \cdot \hat{N}^2 > 0$. For PCI with $n > 1$

$$\lim_{\omega \to 0} \Re(H(j\omega)) = \beta + \rho' \lim_{\omega \to 0} \frac{\omega^n \cos(C_R(0), L(0))}{\omega} = \beta > 0. \quad (30)$$

It is therefore concluded that for systems with poles at the origin (i.e. $L(s) = e^{\theta s}$, $n \geq 1$, $L'(0) \neq 0$), $\beta > 0$. If $L(s)$ does not have any pole at origin, $\beta$ can be either positive or negative. As a result, by Step 1 and Step 2, if Hypothesis (II) holds

$$\exists (\beta \in \mathbb{R}, \rho' > 0) \land \forall \omega \in \mathbb{R}^+: \Re(H(j\omega)) > 0, \quad (31)$$

and also, the claims in Remark 1 and Remark 2 are true.

**Step 3:** Since $L(s)$ is strictly proper, it is possible to consider $\lim_{\omega \to \infty} |L| = \frac{|a_m + jb_m|}{|\omega|^n}$, $n \geq 2$. For GFORE, $|C_R| \approx$
\[ \frac{\omega_c}{\omega} \approx \frac{\omega_0^2}{\omega^2} \text{ for } \omega \text{ sufficiently large, hence, for } n = 2 \]

and setting \( \overline{N}(\omega) = [a_\infty \quad \omega_0^2]^T \), yields

\[ \lim_{s \to \infty} s^{-2} \Re \{ H(j\omega) \} = (\beta a_\infty + \rho' \omega_0^2) = \overline{\zeta} \cdot \overline{N}(\omega). \]  

(32)

In addition

\[ \overline{N}(\omega) = \lim_{s \to \infty} \left( \frac{N}{s^2} \right) \quad \theta_1 \leq \overline{\zeta} \cdot \overline{N}(\omega) \leq \theta_2. \]  

(33)

Thus, by Step 1, \( \lim_{s \to \infty} s^{-2} \Re \{ H(j\omega) \} = \overline{\zeta} \cdot \overline{N}(\omega) > 0 \). For GFORE with \( n > 2 \), \( \lim_{s \to \infty} s^{-2} \Re \{ H(j\omega) \} = \rho' \omega_0^2 > 0 \). For PCI, \( \lim_{s \to \infty} H(s) = \rho > 0 \). Hence, by Hypothesis (II), \( \lim_{s \to \infty} H(s) > 0 \) or \( \lim_{s \to \infty} s^{-2} \Re \{ H(j\omega) \} > 0 \).

Step 4: In order to show that the pairs \((A,C_0)\) and \((A,B_0)\) are observable and controllable, respectively, it is sufficient to show that the denominator and the numerator of \( H(s) \) do not have any common root. Let \( a_0 + jb_0 \) be a root of the denominator. Then

\[ 1 + R_L(a_0, b_0) + jL_L(a_0, b_0) = 0 \Rightarrow \begin{cases} 1 + R_L(a_0, b_0) = -1, \\ L_L(a_0, b_0) = 0 \Rightarrow b_0 = \mathcal{P}(a_0). \end{cases} \]  

(34)

If the numerator does not have a root at \( a_0 + jb_0 \), then

\[ \beta > 1 + R_L(a_0, b_0) + jL_L(a_0, b_0) + \rho' (R_L(a_0, b_0) + L_L(a_0, b_0)) \neq 0 \]  

(35)

For GFORE, by (35), this yields

\[ \beta \neq \frac{\rho' \omega_0^2}{a_0 + \omega_0^2} \quad \forall \quad b_0 \neq 0, \]  

(36)

and for PCI

\[ \beta \neq \frac{\rho' (a_0 + \omega_0^2)}{a_0} \quad \forall \quad b_0 \neq 0. \]  

(37)

Therefore, by Step 1, (36) and (37), it is possible to find a pair \((\beta, \rho')\) such that \( H(s) \) does not have any pole-zero cancellation.

Step 5: By Steps 1-4 and Hypothesis (I), we concluded that \( H(s) \) is SPR, and \((A,C_0)\) and \((A,B_0)\) are observable and controllable, respectively. Hence, according to the \( H_B \) condition [2], [6], [9], the system is quadratically stable. To complete the proof we have to show that the system is UBIBS stable. In [2], it has been shown that, for GFORE and PCI, when \( \gamma = 0 \) and the \( H_B \) condition is satisfied, the system is UBIBS. If \(-1 < \gamma < 1\), that proof is true and the system is UBIBS.

Remark 3: Since this frequency-domain theorem is based on the \( H_B \) condition, if one of the conditions (I) and (II) is not satisfied, then the system is not quadratically stable.

IV. AN ILLUSTRATIVE EXAMPLE

In this section an example is used to show how Theorem 1 can be used to study stability of reset control systems. For this purpose, the stability of a precision positioning system [16] controlled by a reset controller is considered. In this system (Fig. 6), three actuators are angularly spaced to actuate 3 masses (indicated by B1, B2, and B3) which are constrained by parallel flexures and connected to the central mass D through leaf flexures. Only one of the actuators (A1) is considered and used for controlling the position of mass B1 attached to the same actuator which results in a SISO system. This positioning stage with its amplifier is well modelled by the second order mass-spring-damper system [16] as following.

\[ G(s) = \frac{1.429 \times 10^8}{175.9 s^2 + 7738 s + 1.361 \times 10^6} \]  

(38)

In [16], a non-linear phase compensator, which is termed Constant in gain Lead in phase (CgLP) (for more details see [14], [16], [33]), has been used to improve the performance of the precision positioning stage. CgLp compensators, consisting of a lead filter and a GFORE, have been utilized along with a PID controller to give the overall controller

\[ C(s) = K_p \begin{pmatrix} \frac{1}{\omega_c^2 + 1} & \frac{\alpha}{\omega_c} & \frac{\alpha}{\omega_c} \\ \frac{\alpha}{\omega_c^2 + 1} & \frac{1}{\omega_c^2 + 1} & \frac{\alpha}{\omega_c} \\ \frac{\alpha}{\omega_c^2 + 1} & \frac{\alpha}{\omega_c^2 + 1} & \frac{1}{\omega_c^2 + 1} \end{pmatrix} \]  

(39)

in which \( \omega_c \) is the cross-over frequency and \( K_p, \gamma, d, \) and \( g \) are tuning parameters. In [16], five controllers with different values of \( K_p, \gamma, d, \) and \( g \) (see Table I) have been designed to provide 45° phase margin at \( \omega_c = 200 \pi \text{rad/s} \). This results in

\[ L(s) = \begin{pmatrix} \frac{K_p(\frac{s}{200\pi} + 1)(100 + 200\pi)(\frac{d^2}{200\pi^2} + 1)1.429 \times 10^8}{s(\frac{s}{200\pi} + 1)(\frac{d^2}{200\pi^2} + 1)(\frac{1}{175.9 s^2 + 7738 s + 1.361 \times 10^6})} \\ \frac{\alpha}{\omega_c} \end{pmatrix} \]  

(40)
As the reset element used in these controllers is a GFORE and \( L_i \) have a pole at the origin, we use Definition 2 to assess stability. The properties of \( \mathcal{N}_X(\omega) \) and \( \mathcal{N}_Y(\omega) \) for these controllers are listed in Table II. On the basis of this table all of these reset control systems are of Type I. To provide a better insight, the angels \( \sqrt{\mathcal{N}(\omega)} \) for these reset systems are plotted in Fig. 7. As demonstrated by the figure, for all of these systems \( \theta_1 \in (\frac{-\pi}{2}, \frac{\pi}{2}) \), \( \theta_2 \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) and \( \theta_2 - \theta_1 < \pi \), therefore, the condition in Remark 1 holds. Furthermore, the base linear systems of these controllers are stable and do not have any pole-zero cancellation in the open-loop transfer functions. Hence, by Theorem 1, all of these controllers give UBIBS stable reset control systems.

In order to verify the results, the \( H_\beta \) parameters for each reset system are listed in Table III. As demonstrated by the table, the \( H_\beta \) condition is satisfied which is consistent with our conclusion. The step responses of the reset control systems are plotted in Fig. 8 which demonstrates the performances of these controllers.

In summary, as shown by Table II and Fig. 7, the proposed results allow us determining stability of these reset control systems without computing values for the pair \( (\rho, \beta) \).

V. CONCLUSION

In this paper a novel frequency-domain method for determining stability properties of reset control systems has been proposed. This method is based on the \( H_\beta \) condition and it can assess stability of reset control systems using the frequency response of their base linear open-loop transfer function. Consequently, this method does not need an accurate parametric model of the system and solving LMIs. The effectiveness of the proposed method has been illustrated by one practical example. This method may increase usage of reset controllers in high-precision industry to improve performances of control systems.
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