Structure-based drug design with geometric deep learning
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Abstract

Structure-based drug design uses three-dimensional geometric information of macromolecules, such as proteins or nucleic acids, to identify suitable ligands. Geometric deep learning, an emerging concept of neural-network-based machine learning, has been applied to macromolecular structures. This review provides an overview of the recent applications of geometric deep learning in bioorganic and medicinal chemistry, highlighting its potential for structure-based drug discovery and design. Emphasis is placed on molecular property prediction, ligand binding site and pose prediction, and structure-based de novo molecular design. The current challenges and opportunities are highlighted, and a forecast of the future of geometric deep learning for drug discovery is presented.

1 Introduction

Structure-based drug design is based on methods that leverage three-dimensional (3D) structures of macromolecular targets, such as proteins and nucleic acids, for decision-making in medicinal chemistry.¹,² Structure-based modeling is well established throughout the drug discovery process, aiming to rationalize non-covalent interactions between ligands and their target macromolecule(s).³ The questions addressed with structure-based approaches include molecular property prediction, ligand binding site recognition, binding pose estimation, as well as de novo design.⁴–⁷ For such tasks, detailed knowledge of the 3D structure of the investigated macromolecular surfaces and ligand-receptor interfaces is essential. Recently, an emerging concept of neural-network-based "artificial intelligence", geometric deep learning, has been introduced to solve numerous problems in the molecular sciences, including structure-based drug discovery and design.⁸

Geometric deep learning is based on a neural network architecture that can incorporate and process symmetry information.⁹ Effective learning on three-dimensional (3D) graphs has become one of the primary functions of molecular geometric deep learning.¹⁰–¹⁴ Such methods, which were initially limited to small molecules, are now increasingly applied to macromolecules for structure-based drug design.¹⁵,¹⁶

This review provides a concise overview of geometric deep-learning methods for structure-based drug design and seeks to forecast future developments in the field. We focus on methods that use 3D macromolecular structure representations developed for rational drug design, emphasizing the most recent developments in both predictive and generative deep-learning methods for structure-based molecular modeling. The most relevant representations of 3D protein structures and the essential symmetry operations for geometric learning are discussed (Figure 1). Then, the most recent developments in the field are addressed (Figure 3), namely, (i) molecular property prediction (e.g., binding affinity, protein function, and pose scoring, Section 2), (ii) binding site and interface prediction (e.g., small molecule binding sites and protein-protein interfaces, Section 3), (iii) binding pose generation and molecular docking (e.g., ligand-protein and protein-protein binding, Section 4), and (iv) the structure-based de novo design of small-molecule ligands (Section 5).

1.1 Molecular representation

The representation of the macromolecular structure depends on the machine learning task and the chosen architecture. The three most prevalent macromolecular representations described in the recent literature are grids, surfaces, and graphs (Figure 1). These three representations have unique geometries and symmetries:⁹

- **3D grids** are defined by a Euclidean data structure consisting of voxels in 3D space. This Euclidean geometry features the individual voxels of the grid with a fixed neighborhood geometry, i.e., (i) each voxel has an identical neighborhood structure (defined by the number of neighbours and distances) and is indistinguishable from all other voxels from a purely structural perspective, and (ii) the voxels have a fixed order that is defined by the spatial dimensions of the grid.

- **3D surfaces** consist of polygons (faces) that describe the 3D arrangement of the mesh coordinates (“mesh space”). The polygons can be distinguished according to their chemical features and geometric features defined by the local geometry of the mesh.

- **3D graphs** are defined by a non-Euclidean data structure consisting of nodes (represented by the individual atoms) and their edges, which are defined by the neighboring nodes, e.g., through a
Figure 1: Overview of 3D representations of macromolecular structures used for geometric deep learning, illustrated for the human MDM2 protein (PDB-ID 4JRG). Ligand DF-1 was docked into the active site of MDM2. The highest-ranking docking pose is shown. DF-1 was automatically generated using a novel geometric deep-learning method (see Section 9 for details). The white and orange squares illustrate the feature vectors corresponding to the different representations. (A) 3D grid. (B) 3D surface. (C) 3D graph. For visual clarity, only covalent edges are shown.

1.2 Symmetry

Incorporating symmetry into the deep learning architecture to suit the input molecular representation and targeted property enables effective learning. The most relevant symmetry groups of molecular systems include the Euclidean group E(3), the special Euclidean group SE(3), and the permutation group (Figure 2). Both E(3) and SE(3) cover transformations in a 3D coordinate system, including rotations and translations, but only E(3) covers reflections. Therefore, SE(3) becomes relevant when a neural network aims to learn different outputs for chiral inputs. Both symmetry groups are essential for learning in 3D. The permutation group is primarily related to the influence of node (i.e., atom) numbering on neural network performance and is often incorporated via permutation-invariant pooling operators (e.g., sum, weighted-sum, max or mean). Concerning these three basic symmetry groups (E(3), SE(3) and permutation), the individual neural network layers $F$ can transform the input $X$ in an equivariant, invariant, or non-equivariant manner w.r.t. the different symmetry properties.

- **Equivariance.** $F(X)$ is equivariant to a transformation $T$ if the transformation of input $X$ commutes with the transformation of $F(X)$ via a transformation $T'$ of the same symmetry group: $F(T(X)) = T'(F(X))$. An example would be an E(3)-equivariant neural network that has access to the coordinate system (e.g., edge features that include relative coordinates) and predicts the dipole vector which rotates together with the input molecule.

- **Invariance.** Invariance is a special case of equivariance, where $F(X)$ is invariant to $T$ if $T'$ is the trivial group action: $F(T(X)) = T'(F(X)) = F(X)$. An example would be an E(3)-invariant neural network which has no access to the coordinate system, (e.g., edge features that only include pairwise distances) and predicts the same formation energy irrespective of how the input molecule is rotated, translated, or mirrored.

- **Non-equivariance.** $F(X)$ is neither equivariant nor invariant to $T$ when the transformation of the input $X$ does not commute with the transformation of $F(X)$: $F(T(X)) \neq T'(F(X))$. An example would be an E(3)-non-equivariant neural network that has access to the coordinate system (e.g., explicit spatial properties such as voxels in a 3D grid) for which the output does change, but not deterministically, w.r.t. to the alignment of the molecule. In such cases approximate invariance or equivariance can be learned through data augmentation.
Figure 2: Symmetry groups and transformations relevant for structure-based drug design. Symmetry transformations (lower panel) are shown exemplary as a rotation of a protein structure (gray) used as the input to a deep-learning model. The resulting effect on the output (orange) is shown both for the prediction of a vector (arrow) or a scalar (value: 4.73).

Neural-network-based approaches featuring equivariance\textsuperscript{19}, invariance\textsuperscript{20}, and non-equivariance\textsuperscript{21} (approximate invariance) to the E(3) or SE(3) symmetry groups are discussed below.

2 Molecular property prediction

This section discusses approaches that aim to predict a scalar quantity based on a macromolecular structure (potentially including a ligand), e.g., ligand-binding affinity prediction or docking pose scoring (see Figure 3, first row).

2.1 Grid-based methods

Several approaches represent the macromolecular structure on a 3D grid and employ convolutional neural networks (CNNs) to predict the property of interest. KDEEP estimates absolute binding affinities by representing the protein-ligand complex as a 3D grid in which each voxel is featuerized with channels encoding a set of pharmacological properties separately for protein and ligand. Owing to the lack of rotational invariance of 3D-CNNs, 90° rotations of the input at training time were used for data augmentation. Extending the approach of classical 3D-CNNs, 3D steerable CNNs can provide SE(3)-equivariant convolutions on grid-like data and have been used for the prediction of amino acid preference for the atomic environment and of the protein structural class. SE(3)-equivariance is achieved by using a linear combination of steerable kernels.\textsuperscript{19}

2.2 Surface-based methods

HoloProt, an approach for binding affinity and protein function prediction, encodes proteins across different length-scales by combining sequence-, surface-, and structure-based graph representations. A surface-level graph uses nodes on the triangulated protein surface annotated with physicochemical and geometric features, whereas a structure-level graph based on amino acid residue nodes captures the 3D structure. A multi-level message-passing network aggregates the information from surface- and structure-based representations, and combines it with the ligand graph to finally output the desired quantity (for binding affinity prediction).\textsuperscript{22}

2.3 Graph-based methods

Various methods use 3D graphs to capture the structure of a macromolecule and combine it with ligand information, either via separate ligand encoding or a macromolecule-ligand co-complex. By using 3D graphs instead of directly operating on the Cartesian atom coordinates, these approaches are often invariant to translation and rotation of the input structure.

The construction of 3D graphs differs among the various graph-based approaches. They either use an encoding of the node distances (atom-atom distance or residue-residue distance) as edge features, or different edge types (e.g., intra- and intermolecular edges to differentiate between ligand and protein subgraphs), or construct edges in the molecular graph if the node distance falls below a pre-defined threshold. These methods for graph construction are not mutually exclusive, and combinations between them exist.

As an example for directly using node distances, SIGN predicts protein-ligand binding affinities by using iterative interaction layers with either angle or distance awareness, to incorporate knowledge of spatial orientation during the message-passing steps. Another E(3)-invariant architecture, the 3D message-passing neural network DelFTa\textsuperscript{24}, trained on a data set of quantum-mechanical reference calculations\textsuperscript{25}, uses Fourier-encoded atom distances to predict Wiberg
bond orders of macromolecular molecules.\textsuperscript{24} Based on the E(3)-equivariant 3D message-passing neural network architecture SpookyNet\textsuperscript{10}, GEMS trains a machine learning force field on molecular fragments to obtain close-to-DFT accuracy for protein structures. By incorporating long-range interactions learned from top-down generated fragments, greater-than-expected flexibility of protein structures was discovered.\textsuperscript{16}

By combining direct distance encoding and different edge types, PIGNet\textsuperscript{26} aims to predict binding affinities. To this end, PIGNet uses physics-informed pairwise interactions modeled with a gate-augmented graph attention network\textsuperscript{26} In another approach, Lim \textit{et al.}\textsuperscript{27} classified ligands as either active or inactive against a given target by treating covalent and non-covalent interactions separately, while using distances for the description of non-covalent interactions. By subtracting the graph features obtained from the protein and ligand separately from those of the respective complex, the relevance of intermolecular interactions can be perceived by the network.\textsuperscript{27} Tackling the binding affinity prediction problem, PaxNet differentiates between local and non-local interactions with separate (but connected) message-passing schemes for each type of interaction. By using angle information only for local interactions and focusing on distances for non-local interactions, the computational cost of geometric deep learning operations can be minimized.\textsuperscript{28}

Examples of using different edge types include PotentialNet\textsuperscript{29} and InteractionGraphNet\textsuperscript{30} for binding affinity prediction, differentiating between covalent and non-covalent, respectively intra-and intermolecular graph convolutions. In another approach, Torng \textit{et al.}\textsuperscript{31} used an unsupervised graph-autoencoder to generate representative binding pocket representations followed by protein-level graph convolutions based on a Euclidean distance cutoff for active/inactive classification of a protein-ligand pair.\textsuperscript{31}

Departing from the direct use of the protein structure in the 3D graph, the recently introduced "Protein-Ligand Interaction Graphs" (PLIGs) incorporate information about the protein environment directly into the node features of the ligand graph, thereby reducing the size and complexity of the resulting graph structure.\textsuperscript{32}

### 2.4 Other methods

In addition to grids, surfaces, and graphs, various types of data have been used to model macromolecular structures. For example, Hermosilla \textit{et al.}\textsuperscript{33} approached the problem of protein fold and reaction classification as a learning problem on 3D point clouds, introducing an E(3)-invariant convolution operator that considers extrinsic (Euclidean) and intrinsic distances...
(covalent-only or covalent and non-covalent bond hop distance). A network architecture called PAUL predicts the root-mean-square-deviation of protein structure from an experimental structure directly from the 3D coordinates of atoms by using SE(3)-equivariant convolution filters.

3 Binding site/interface prediction

This section discusses approaches that aim to predict the parts of a macromolecular structure that can act as a binding site for small, drug-like ligands, or as an interaction interface for other macromolecules (see Figure 3, second row). Binding pose-generating methods that implicitly identify binding sites are discussed in Section 4.

3.1 Grid-based methods

DeepSite is an early approach that represents a protein using a regular 3D grid with voxels characterized by pharmacophoric features of nearby atom types. Using a sliding subgrid approach, the network outputs the probability that this sub-grid is close to a druggable binding site. RNet extended this approach to predicting ligand-binding sites of ribonucleic acid (RNA) structures.

3.2 Surface-based methods

MaSIF and its differentiable analogue dMaSIF use macromolecular surface representations for binding site prediction, and can also classify, e.g., pocket function. The surface-based approach describes individual points on the protein surface in geodesic space, such that distances between points correspond to the length of the path between them along the surface, rather than to the Euclidean distance. In a three-step approach, the surface is decomposed into individual patches. Points within each patch are featurized with geometric and chemical properties. Geodesic convolutions transform these features into a numerical vector for downstream tasks. The first two steps required expensive pre-computation in the original implementation, whereas dMaSIF is end-to-end differentiable and operates directly on atom types and coordinates. Another approach, PINet, uses a physics-inspired geometric deep learning network to identify interface regions between two interacting proteins by learning the complementarity of surface shape and physicochemical properties. Owing to the lack of rotational invariance in this network architecture, data augmentation using random rotations of the input structures is required.

3.3 Graph-based methods

Networks operating on 3D graph representations of molecular structures have been widely applied to binding sites and interface prediction. Examples of such approaches are roto-translation-invariant methods that use edge features (including distances and angles) to infuse the model with geometric understanding, followed by the prediction of pairwise residue-level interaction potential using either spatial graph convolutions or a graph transformer.

3.4 Other approaches

ScanNet uses an E(3)-invariant geometric deep learning model by applying structure-based linear Gaussian kernel filters to predict protein-protein and protein-antibody binding sites.

4 Binding pose generation/molecular docking

This section focuses on methods for docking pose generation, i.e., the generation of a suitable binding conformation between for either a small-molecule ligand and its macromolecular receptor, or between two macromolecular structures (see Figure 3, third row).

4.1 Graph-based and hybrid methods

EquiDock uses an SE(3)-equivariant message passing neural network combined with optimal transport to predict the binding pose between two protein molecules in a rigid-body, blind-docking fashion (which also entails detecting a suitable binding site). The network predicts a rotation matrix and a translation vector to move one protein structure into the binding pose while keeping the second protein fixed, guaranteeing that the resulting docking pose is invariant to the initial orientation and positioning of both binding partners. EquiBind extends this approach to the docking of flexible small-molecule ligand molecules to protein structures, incorporating changes in the torsion angles of rotatable bonds starting from a randomly generated conformer. Building on dMaSIF, another approach for rigid-body docking of protein complexes combines SE(3)-equivariant graph neural networks with surface fingerprints for atomic point clouds to estimate the surface shape complementarity of the two binding partners. In contrast to EquiDock, this approach generates and ranks multiple binding poses for each protein-protein pair. DeepDock constitutes a geometric deep-learning approach for predicting small-molecule binding poses by representing the binding site surface as a polygon mesh and the ligand as a molecular graph, and predicting a probability distribution over pairwise node distances between the ligand and protein. DiffDock uses a diffusion-based generative model for molecular docking. The approach generates a tunable number of ligand poses in a two-step process: First, a scoring model uses a reverse diffusion process that transforms random initial ligand poses into predicted poses by translation, rotation, and torsion angle changes. Second, a confidence model predicts a binary label indicating whether a generated ligand pose is below the 2 Å root-mean-square-distance threshold commonly used to evaluate binding pose accuracy. While
Figure 4: Structure-based *de novo* design with machine learning. A protein, or only its ligand-binding site, is processed using an encoder neural network, which transforms the protein representation into a 1D latent space. This latent space can then be transformed into SMILES-strings by a decoder neural network such as a chemical language model. The illustrated molecule DF-1 was designed using a novel, yet unpublished geometric deep-learning method to target MDM2 (*cf.* Section 9). The active binding site is colored on the protein surface. The 1D protein representation corresponds to the feature vector of the latent space.

the scoring model employs a residue-level 3D graph of the protein, the confidence model uses a full-atomistic 3D graph. The translation and rotation outputs of the scoring model are SE(3)-equivariant, whereas the torsion angle outputs and confidence model predictions are SE(3)-invariant. The approach substantially outperformed existing classical and deep learning-based approaches on a common docking benchmark.46

5 De novo design

*De novo* design methods aim to generate new molecular structures with desired biological and physical properties from scratch (see Figure 3, fourth row).47 The concept of deriving features from a protein binding site tailored for the use in automated *de novo* design dates back more than thirty years.48 Early structure-based *de novo* design approaches used to generate desired molecular structures iteratively by using either single atoms or fragments.49 Prominent algorithms included (i) linking50 (*i.e.* placing building blocks at key interaction sites of the receptor and linking them), (ii) growing51 (*i.e.* starting with a single building block at one of the key interaction sites of the receptor and growing to a complete ligand), and (iii) lattice-based design52 (*i.e.* starting from an atomic lattice in the receptor binding site consisting of sp\(^3\) carbon atoms and replacing them until a complete ligand is formed).

5.1 Chemical language models

More recently, deep learning has been used for *de novo* molecular design and has found various applications in medicinal chemistry and chemical biology.53 Currently, the most prevalent and successful deep learning models for *de novo* drug design, so called chemical language models (CLMs), learn on string-based molecular representations (*e.g.*, SMILES strings).54 Ligand-based *de novo* design with CLMs has led to the successful generation of molecules with desired physicochemical and biological properties.55–58 In this context, data augmentation based on non-canonical SMILES string enumeration59 and bidirectional learning60 has been shown to considerably improve the quality of the chemical language learned by CLMs. Such ligand-based deep generative methods have been extended to structure-based approaches that incorporate explicit information of the targeted protein (Figure 4). Convolutional neural networks using 3D-grid-based representation of the binding site of the protein as input have been proposed to learn a latent space that is then decoded to sequences (*i.e.* SMILES-string) using a CLM.61

5.2 Graph-based methods

Methods have been proposed that generate 3D structures of potential ligand molecules directly from the 3D structure of the macromolecular binding site. Ligands are constructed within the binding site in the form of a 3D graph.62,63 These models sample atoms sequentially from a learned distribution and have been shown to be applicable to a variety of molecular properties.64 Recent work has introduced E(3)-equivariant diffusion models that enable the generation of molecules as 3D graphs by learning to denoise a normally distributed set of points.65 This process has been extended to molecule generation from scratch within the binding site of macromolecules, as implemented in DiffSBDD66 and TargetDiff67. DiffLinker generates suitable linkers that connect fragments placed in the binding pocket68. Although these 3D graph-based *de novo* design models can construct a large fraction of novel molecules, their practical applications remain to be explored.
6 Outlook

Based on the success of these pioneering applications, we expect future work to extend equivariant neural networks and physics-inspired approaches to structure-based drug design. Previous studies have indicated that incorporating certain aspects of physics and symmetry into a model tends to increase the accuracy, generalizability, and interpretability of the predictions.\textsuperscript{26,69,70} We further expect that geometric deep learning research for structure-based drug design will follow trends in the pharmaceutical industry. These trends include a growing interest in protein-protein interaction inhibitors\textsuperscript{71}, induced proximity approaches such as molecular glues\textsuperscript{72} and proteolysis targeting chimeras (PROTACs)\textsuperscript{73}, as well as RNA-targeting therapeutics\textsuperscript{74}.

Novel applications in the field of structure-based binding affinity prediction will have to address the points of criticism directed toward existing methods. Recent work has shown that many deep learning architectures trained on the PDBbind\textsuperscript{75} data set merely memorize the training data rather than learning a meaningful mapping between protein-ligand structure and binding affinity, contributing to poor generalization performance in some cases. The use of protein-ligand complexes for model development often leads to similar performance compared to the use of ligand-only or protein-only descriptors.\textsuperscript{76} Future work in this area will likely benefit from suitable benchmarking data sets\textsuperscript{77,78}, and guidelines for building such data sets have been proposed.\textsuperscript{79} A promising example for such a data set is the recently released collection of binding affinities and X-ray co-crystal structures of PDE10A inhibitors.\textsuperscript{80} Included train-test splits mirroring different real-world lead optimization scenarios can be used to assess generalization performance.

3D-aware models, such as normalizing flow-based approaches, may appear at the forefront of future generative modeling studies.\textsuperscript{65} To comprehensively evaluate the utility of emerging new models in a real-world drug design context, experimental validation of the proposed molecular structures is paramount. Since not all computational groups working in this field will have the expertise, equipment, or desire to perform the required synthesis and experimental testing, collaborations with experimentalists will be highly valuable.
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9 Structure-based de novo design of DF-1

The ligand DF-1 displayed in Figures 1 and 4 was designed using a new geometric deep-learning method to target MDM2 (K. Atz, G. Schneider, unpublished). DF-1 was docked into the active binding site of the human MDM2 protein (PDB-ID 4JRG) using GOLD\textsuperscript{81}. The highest ranking docking pose is shown in Figure 1. DF-1 has an Euclidean distance of 0.48 (using ECFP\textsuperscript{4}) to the closest molecule (ChEMBL3653229) in the ChEMBL database\textsuperscript{83} (Version 29), and atomic- and graph-scaffolds that are not present in this database.
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