Elongational viscosity of weakly entangled polymer melt via coarse-grained molecular dynamics simulation
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We investigated the elongational flows of the weakly entangled linear polymer melt using a coarse-grained molecular dynamics simulation. We extended the uniform extensional flow (UEF) method developed by Nicholson and Rutledge (D. A. Nicholson and G. C. Rutledge, J. Chem. Phys., 145 244903 (2016)) for application to Langevin dynamics. We succeeded in observing the elongational viscosity of the weakly entangled linear polymer melt from the equilibrium state to the steady state using the extended UEF method, whereas the conventional rectangular parallelepiped shape technique for extensional flows has failed to do so for over 20 years.
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I. INTRODUCTION

Elongational flows are important in polymer processing. For fiber spinning, uniaxial elongational flow comprises the main part of the processing. Biaxial elongational flow appears in the film extruding process and planar elongational flow is found in a region of the cross-section during the molding process. To enhance the performance of the products, an understanding of molecular dynamics in polymer processing is important and the molecular dynamics (MD) simulation can be helpful. However, for over 20 years, it has been difficult to handle general elongational flows in MD simulation.

When considering elongational flow in MD simulation, we generally assume that the elongational axis is set parallel to the axis of the unit cell. When we apply a uniaxial elongation to the system, for example, the unit cell is deformed to the rectangular parallelepiped shape (RPS). This conventional RPS method for elongational flow fails at a finite strain where the unit cell collapses and the stress diverges or rapidly damps, where the simulation breaks down. The conventional RPS technique for the elongation is useful only for solids, not for liquids.

Using the Kraynik–Reinelt boundary conditions (KRBCs) for the Kraynik–Reinelt boundary conditions (KRBCs), where the unit cell at the initial state is tilted in the direction of elongation, the collapse of the unit cell in the planar elongational flow was avoided. In the case of planar elongational flow under the KRBCs, the periodic copies of the origin of the unit cell correspond to the initial square unit cell at a certain strain \( \varepsilon \), and then the collapsed unit cell can recover its original shape by switching the unit cell. This situation is similar to shear flow. When the shear strain \( \gamma \) is equal to unity, the periodic copies of the deformed unit cell correspond to the original square lattice. However, the KRBCs have not been considered applicable to uniaxial and biaxial elongational flows, because planar elongational flow is a two-dimensional flow but uniaxial and biaxial elongational flows are three-dimensional flows. Recently, Dobson and Hunt have generalized the KRBCs applicability to uniaxial and biaxial elongational flows and applied it to investigate the repulsive Lennard–Jones (LJ) fluid. Nicholson and Rutledge developed the uniform extensional flow (UEF) algorithm on the basis of the methods developed by Dobson, and applied it to study the crystal nucleation of \( n \)-eicosane (C\(_{20}\)) melts represented by a united atom (UA) picture under shear and uniaxial elongational flows.

To investigate the entangled polymer melts, coarse-graining in time and length scales is important because of the high computational costs due to the long relaxation time of polymers. The Kremer–Grest (KG) model is the representative model of coarse-grained molecular dynamics (CGMD) simulation for polymer melts, where a polymer is represented by beads and springs, and its dynamics is described by the Langevin equation of motion. Although we can find several works considering entangled polymer melts with UAMD, the CGMD is important for investigating polymer dynamics while maintaining a reasonable computational cost. As an example, Harmandaris et al. reported that the time scale accessible in CGMD with the 2:1 CG model (one monomer is mapped onto two CG particles) of polystyrene was about 500 times longer than that in UAMD, which is a brute force MD simulation neglecting only hydrogen atoms.

We apply the UEF algorithm to the KG model and investigate the rheological properties of typical elongational flows, such as uniaxial, biaxial and planar elongational flows. Uniaxial and biaxial elongational flows have not been investigated through conventional methods due to the technical difficulties discussed in a later section, while planar elongational flows of linear poly-
mer melts \textsuperscript{16, 17} and branched polymer melts \textsuperscript{18} have been investigated by KGMD (KGMD is not described by Langevin dynamics but by Newtonian dynamics) using KRBCs.

We expect that the viscosity growth curves in elongational flows are proportional to the linear viscosity growth curve $\eta_0(t)$ in the linear strain region as shown in the experimental observations \textsuperscript{19}. The linear viscosity growth curve is obtained from the time integral of the relaxation modulus $G(t)$ as

$$\eta_0(t) = \int_0^t G(t') dt',$$  \hspace{1cm} (1)

where $G(t)$ is defined in Appendix A. From linear viscoelastic theory \textsuperscript{20}, the uniaxial elongational viscosity $\eta_0(t)$, biaxial elongational viscosity $\eta_0(t)$, and planar elongational viscosity $\eta_0(t)$ in a linear (or small) strain region correspond to $3\eta_0(t)$, $6\eta_0(t)$, and $4\eta_0(t)$, respectively. When the strain or strain rate is high, the melts show nonlinear behavior deviating from the linear viscosity growth curves. This is called strain hardening (or strain softening), where the viscosity increases (or decreases) with increasing strain. Applying the UEF method to the polymer melts, we investigate the linear viscosity and the nonlinear viscosity in elongational flows. We expect that the UEF method will enable us to obtain the steady-state viscosity at the late stage.

When we handle long polymer chains with the UEF algorithm, the finite system size may affect the simulation results because the elongated polymer chains in elongational flows are folded through the periodic boundary conditions (PBCs). These chains, which are elongated but folded through the PBCs, might correlate with themselves when the system size is small. Therefore, we need to check the finite size dependency.

The second section shows the simulation methods. The third section shows the simulation results and discussion. We have obtained the viscosity growth curves and the steady-state viscosities in the typical elongational flows. The final section summarizes this work.

\section{METHODS}

To investigate the rheological properties of elongational flows, we use the KG model \textsuperscript{10}. The system consists of $M$ linear polymer chains, where a single polymer chain is represented by $N$ beads connected by $N-1$ springs. Each bead has the repulsive LJ potential and the finite-extensible-nonlinear-elastic (FENE) potential:

$$U_{\text{LJ}}(r) = 4\epsilon \left\{ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} + \frac{1}{4} \right\}, \hspace{1cm} (r < 2^{1/6}\sigma)$$

$$U_{\text{FENE}}(r) = -\frac{k R_0^2}{2} \ln \left\{ 1 - \left( \frac{r}{R_0} \right)^2 \right\}, \hspace{1cm} (r < R_0) \hspace{1cm} (2)$$

where $R_0$ is the maximum length of the spring and $k$ is the spring constant. The LJ energy $\epsilon$, the LJ radius $\sigma$, and the LJ mass $m$ are set to unity. The elementary bond length relaxation time $\tau = \sqrt{m/\epsilon}$ corresponds to the unit of time and the unit of stress is $\epsilon/\sigma^3$. Each LJ particle moves according to the Langevin dynamics equation

$$m \frac{d^2 \vec{r}_i}{dt^2} = -\sum_{j \neq i} \nabla U(r_{ij}) - \zeta \vec{v}_i + \vec{R}_i(t), \hspace{1cm} (4)$$

where $\vec{R}_i(t)$ is the random force acting on the $i$-th particle. The origin of the random force is the vibrational motion of molecules smaller than the LJ particle which consists of (or corresponds to) several monomer units. The random force is assumed to be Gaussian with a mean of zero and variance given by

$$\langle \vec{R}_i(t) \cdot \vec{R}_j(t') \rangle = 6\zeta k_B T \delta_{ij} \delta(t - t'), \hspace{1cm} (5)$$

where $k_B$ is Boltzmann’s constant, and $T$ is the temperature. The rheological properties are reflected in the stress tensor \textsuperscript{21}

$$\sigma_{\alpha\beta} = -\frac{1}{V} \sum_i \left( \sum_{\alpha \beta} \eta \vec{v}_i^\alpha \vec{v}_i^\beta + \sum_{\alpha \beta} F_i^\beta \right), \hspace{1cm} (\alpha, \beta = x, y, z) \hspace{1cm} (6)$$

where $V$ is the system volume, $N_{\text{tot}} = MN$ represents the total number of LJ particles in the system, $N_{\text{tot}}$ includes the periodic image particles, and $F_i$ is the force acting on the $i$-th particle represented in the right side of Eq. (4).

The values of the parameters summarized in Table I were determined so that the bead-spring chains cannot cross each other. To investigate a weakly entangled linear polymer melt, $M = 1000$ linear chains with $N = 100$ beads were randomly generated in a system and the mass density $\rho = m M N / V$ was set to 0.85. The size of the unit cell $L = (m M N / \rho)^{1/3}$ is 49.0. Equilibration was carried out for a sufficiently longer time than the longest relaxation time $\tau_1$ which was determined from the autocorrelation function of the 1st Rouse mode, defined in Appendix B. The number of entanglement points per chain $Z$ is less than 3 \textsuperscript{10}.

Applying a flow field to the system, the $i$-th particle moves according to the following SLLOD equations \textsuperscript{22}:

$$\frac{d\vec{r}_i}{dt} = \vec{v}_i + \vec{K} \cdot \vec{v}_i, \hspace{1cm} \frac{d\vec{v}_i}{dt} = \frac{\vec{F}_i}{m} - \frac{\vec{K}}{m} \cdot \vec{v}_i, \hspace{1cm} \vec{K} = \text{diag}(\dot{\epsilon}/2, -\dot{\epsilon}/2, \dot{\epsilon}) \hspace{1cm} (7)$$

where $\vec{K} = (\nabla \vec{v})^T$ is the velocity gradient tensor, and $\vec{v}$ is the external velocity field. When we consider a uniaxial elongation with a constant elongational rate $\dot{\epsilon}$,
any position $\vec{r}$ fixed in the system after an interval of time $t$ in the uniaxial elongational flow is

$$\vec{r}(t) = \text{diag}(\exp(-\dot{\varepsilon}t/2), \exp(-\dot{\varepsilon}t/2), \exp(\dot{\varepsilon}t)) \cdot \vec{r}(0).$$

To satisfy the PBCs, the unit cell is also deformed in accordance with Eq. (9). The system then grows exponentially in time. When $t \gg 1/\dot{\varepsilon}$, the system becomes very long along the $z$-axis and narrow in the $xy$-plane, and then the molecules correlate to themselves beyond the periodic boundaries. Therefore, the simulation in the conventional elongation by the RPS method breaks down at a finite strain that depends on the volume of the system. From the strain after time interval $t$, we can estimate the size of the rectangular parallelepiped unit cell: $L_z(t) = L_0 \exp(\varepsilon)$, $L_x(t) = L_y(t) = L_0 \exp(-\varepsilon/2)$, where $\varepsilon = \dot{\varepsilon}t$ and $L_0$ is the side length of the initial cubic cell. To achieve a steady state in uniaxial elongational flows, $\varepsilon \geq 4.5$ is required from the experimental observation [10]; that is, $L_z \geq 90.0L_0$ and $L_x = L_y \leq 0.1054L_0$ when $\varepsilon \geq 4.5$. The major axis $L_x$ becomes 90 times larger than $L_0$, and the minor axes $L_x$ and $L_y$ are approximately one-tenth of $L_0$. Therefore, for the RPS method, the volume of the system that is at least one hundred times larger than the stable volume of the system is needed. (When we start with $L_x(0) = L_y(0) = 100L_0$ and $L_z(0) = L_0$ where the volume of the system is 100 $L_0^3$, we can get the steady state [23].)

The UEF method [9] can remove the limitation originating in the elongational flow without increasing the computational cost. At the initial state, the basis vectors of the unit cell $\vec{b}_i^0 (i = 1, 2, 3)$ are set not to be parallel to the elongational axes $\vec{e}_i (\alpha = x, y, z)$. The initial basis vectors of the unit cell $\vec{b}_i^0$ are the eigenvectors of the matrix of the automorphisms $\vec{R}_i$ [8]. The basis vectors $\vec{b}_i(t)$ are deformed in the uniaxial elongational flow field in accordance with Eq. (9). Being different from the conventional RPS method, the deformed basis vectors $\vec{b}_i(t)$ can be transformed back into the original cubic configuration when the basis vectors $\vec{b}_i(t)$ correspond to the reproducible lattice:

$$\vec{b}_i(t) = \vec{R}_i \cdot \vec{b}_i^0$$

$$= M_{ij} \vec{b}_j^0 + M_{ij} \vec{b}_j \vec{b}_j^0$$

where $\vec{b}_j$ and $\vec{b}_j^0$ are integers. Equations (10) and (11) can be regarded as the eigenvalue equation

$$\vec{M} \cdot \vec{V} = \text{diag}(\lambda_1, \lambda_2, \lambda_3) \cdot \vec{V},$$

where $\vec{M}$ is the automorphism matrix composed of the integers $M_{ij}$, $\lambda_i = \exp(\kappa_i t)$ is the eigenvalues, and $\vec{V}$ is the eigenvector matrix composed of $\vec{b}_i^0$. Several automorphism matrices for elongational flows are summarized in Appendix C.

Once we have found the initial basis vectors $\vec{b}_i^0$ for elongational flows, we can apply elongational deformation repeatedly to the system. For example, we assume uniaxial elongation along the $z$-axis. The left figure shown in Fig. 1 represents the initial state of the unit cell $\vec{b}_i^0$ and the deformed unit cell $\vec{b}_i(t)$ at a finite strain $\varepsilon = \dot{\varepsilon}t$. When the strain $\varepsilon$ matches the generalized KRBCs $[7, 8]$, that is, when $\vec{b}_i(t)$ corresponds to the reproducible lattice, we can switch the squeezed unit cell to the cubic unit cell by shearing in a certain plane as shown in the right figure in Fig. 1 similar to the shear deformation. To reduce the lattice, Semaev’s algorithm [24] (see Appendix D) has been implemented in the UEF method.

The details of the UEF algorithm are found in Refs. [7–10] and the UEF method is now available as the USER-UEF package in LAMMPS [23]. However, this method is not applicable to Langevin dynamics as it is. We have extended their code [10] to make it applicable to Langevin dynamics [26]. The extension is simple. In the Langevin dynamics, the random force $\vec{R}_i(t)$ and the friction force $-\zeta \vec{v}_i$ work as the thermostat. The Langevin dynamics itself is treated in the framework of the micro canonical MD. Because the original UEF code does not support

| variable       | value | unit |
|----------------|-------|------|
| $R_0$          | 1.5   | $[\sigma]$ |
| $k$            | 30    | $[\epsilon/\sigma^2]$ |
| $k_B T$        | 1.0   | $[\epsilon]$ |
| $\zeta$        | 0.5   | $[m/\tau]$ |
| $\rho$         | 0.85  | $[m/\sigma^2]$ |
| $\Delta t$     | 0.01  | $[\tau]$ |
| $M$            | 1000  | [-]  |
| $N$            | 100   | [-]  |
| $L$            | 49.0  | $[\sigma]$ |

FIG. 1. Deformation (left) and reduction (right) processes of the periodic unit cell in the UEF algorithm. The open circles “o” represent the unit cell at the initial state. The filled circles “•” represent the unit cell at a certain strain $\varepsilon$ under uniaxial elongation. The squares “□” represent the unit cell after lattice reduction.
the micro canonical MD with the random force and the friction force, we added this part.

In the next section, we investigate uniaxial elongational flow of the weakly entangled polymer melt, and then discuss the finite size effect. Furthermore, biaxial elongational flow and planar elongational flow are also analyzed using our extended UEF code.

III. RESULTS AND DISCUSSION

In this section, we will show the numerical results obtained by our extended UEF code. In the first subsection, we investigate uniaxial elongational flow and compare the results obtained with the RPS method and the UEF method. We then focus on the finite size effect. Finally, we investigate biaxial elongational flow and planar elongational flow.

A. Uniaxial elongational flow: Comparison between the RPS method and the UEF method

In this subsection, we investigate the weakly entangled polymer melts under the uniaxial elongational flow \( \mathbf{K} = \text{diag}(-\dot{\varepsilon}/2, -\dot{\varepsilon}/2, \dot{\varepsilon}) \) and compare the conventional RPS method and the UEF method. We observe the viscosity growth curves of the uniaxial elongational viscosity \( \eta_0(t) = \sigma_u(t)/\dot{\varepsilon} \), where \( \sigma_u = \sigma_{zz} - (\sigma_{xx} + \sigma_{yy})/2 \). To reduce the noise in the data, the moving time averaging \( A(t) = \int_{t-\Delta}^{t+\Delta} A(t) \, dt/ \int_{t-\Delta}^{t+\Delta} dt \), where \( \Delta = 10^k \) and \( k \) is the maximum integer less than or equal to \( \log_{10} t - 1 \), was carried out for the viscosity growth curves. Data in the early stage, \( t < 0.01/\dot{\varepsilon} \), were omitted for clarity. The linear viscosity growth curve \( \eta_0(t) \) was determined from the relaxation modulus \( G(t) \), which is summarized in Appendix A.

At first, we tested the conventional RPS method to obtain the viscosity growth curve under uniaxial elongational flow. Figure 2 shows the viscosity growth curves of the uniaxial elongational viscosity obtained by the RPS method. As shown in Figure 2, linear viscosity in the linear strain region and strain hardening behaviors in the high-strain region were observed. However, each viscosity growth curve ends at a finite strain when \( \dot{\varepsilon} \geq 0.00004 \). At the end, the simulation breaks down when the size of the cell is comparable to the LJ particle size. We cannot obtain the steady-state viscosity from the RPS method for high strain rates.

By increasing the number of chains \( M \), it is believed that the finite size effect can, in general, be decreased. Figure 3 shows the case of \( M = 10000 \), a system that is ten times larger than the reference system. The viscosity growth curves show steady states when \( \dot{\varepsilon} < 0.0001 \). When \( \dot{\varepsilon} \geq 0.0001 \), however, the viscosity growth curve shows a peak at a finite strain \( \epsilon \approx 3 \) and then rapidly decreases to zero. This strain \( \epsilon \approx 3 \) is smaller than the experimental one \( \epsilon \geq 4.5 \) where the steady state was observed [19]. The anisotropy of the unit cell starts to affect the viscosity at this peak. To avoid the finite size effect, we need a large number of chains, that is, \( M > 10000 \), which would require enormous computational resources.

Next, we investigated uniaxial elongational flow using the UEF method. The growth curves of the uniaxial elongational viscosity \( \eta_0(t, \dot{\varepsilon}) \) are shown in Figure 4. Each viscosity growth curve corresponds to the linear viscosity growth curve \( 3\eta_0(t) \) as long as the strain \( \epsilon = \dot{\varepsilon}t \) is less than unity. When the strain \( \epsilon \) is larger than unity, strain hardening behavior is observed. When \( \epsilon \geq 4.5 \), the viscosity reaches the steady state, which is consistent with the experimental observation [19].

Figure 5 represents the steady-state viscosity of the uniaxial elongational flow \( \eta_u(\dot{\varepsilon}) \), plotted against the deformation rate \( \dot{\varepsilon} \). To obtain the steady-state viscosity, we carried out time averaging in the steady region.
FIG. 4. Time-dependent uniaxial elongational viscosity \( \eta_0(t, \dot{\varepsilon}) \) obtained by the UEF method. The number of polymer chains \( M \) is 1000. The solid line represents the linear viscosity growth curve \( 3\eta_0(t) \), and the symbols represent the elongational rates \( \dot{\varepsilon} \) from 0.00002 to 0.02.

\[
\eta_0(\dot{\varepsilon}) = \int_{t_{\text{min}}}^{t_{\text{max}}} \eta_0(t, \dot{\varepsilon}) dt / \int_{t_{\text{min}}}^{t_{\text{max}}} dt,
\]

where \( (t_{\text{min}}, t_{\text{max}}) = (10^5, 2 \times 10^5) \) for \( \dot{\varepsilon} \geq 10^{-4} \) and \( (t_{\text{min}}, t_{\text{max}}) = (10^6, 2 \times 10^6) \) for \( \dot{\varepsilon} < 10^{-4} \). The longest relaxation time \( \tau_1 \) and the Rouse relaxation time \( \tau_R \) were determined from the autocorrelation function of the 1st Rouse mode, as shown in Appendix B.

FIG. 5. Uniaxial elongational viscosities (the left vertical axis) and temperatures (the right vertical axis) at the steady state plotted against the deformation rate \( \dot{\varepsilon} \). When \( \dot{\varepsilon} > 10^{-3} \), the temperature is higher than unity. The number of polymer chains in the system \( M \) is 1000, and the size of the unit cell \( L \) is 49.0. The error bar represents the standard deviation.

The steady-state viscosity shows extensional thickening, where the viscosity increases with the deformation rate. When \( \dot{\varepsilon} \ll 1/\tau_1 \), the relaxation of the polymer chain is faster than the deformation of the flow, and then the steady-state viscosity corresponds to \( 3\eta_0(\infty) = 360 \) within the range of statistical error. When \( \dot{\varepsilon} \approx 1/\tau_1 \), the steady-state viscosity slightly higher than \( 3\eta_0(\infty) \).

The steady-state viscosity monotonically increases with \( \dot{\varepsilon} \) when \( 1/\tau_1 < \dot{\varepsilon} < 0.00063 \), where the polymer chains cannot be relaxed at the steady state. Especially in the region \( 1/\tau_R < \dot{\varepsilon} < 1/\tau_1 \), the viscosity drastically increases with the deformation rate \( \dot{\varepsilon} \). The highest value of the steady-state viscosity \( \eta_0^{\text{Max}} \) is 2153 at \( \dot{\varepsilon} = 0.00063 \). When \( \dot{\varepsilon} > 0.00063 \), the steady-state viscosity decreases. When \( \dot{\varepsilon} = 0.002 \) where the slope of \( \eta_0(\dot{\varepsilon}) \) changes discontinuously, the temperature is larger than 1.01.

The typical time for the onset of the reptation motion \( \tau_e \) has been estimated as 2000. When \( \dot{\varepsilon} > 1/\tau_e = 5.0 \times 10^{-5} \), the entanglements among chains are not generated by the reptation motion. In this high-deformation-rate region, the polymer chains orient along the z-axis. When \( \dot{\varepsilon} > 0.002 \), the steady-state viscosity shows plateau. In this region, however, the temperature becomes higher than unity, and the temperature is not controlled. In the case of a high-elongational-rate flow, the heat supplied from the outside is larger than the heat absorbed by the heat bath of the Langevin thermostat. The Langevin thermostat fails at the high-strain-rate region. Although the values of the steady-state viscosity when \( \dot{\varepsilon} > 0.002 \) exceeds the scope of the application of the Langevin thermostat, we have plotted them for reference. Even if we use the smaller time width \( \Delta t = 0.001 \) (which is one tenth the original one in Table. I), high-elongational-rate flow also exhibited the same results: the temperature was not controlled by the Langevin thermostat, as shown in Appendix B.

This temperature growth comes from the excluded volume effect in the high-deformation-rate flow, discussed in Appendix C.

When \( \dot{\varepsilon} < 1/\tau_1 \), the error bar in the steady-state viscosity increases with decreasing \( \dot{\varepsilon} \). These errors are caused by the thermal noise. By increasing the number of polymer chains \( M \), we can obtain more accurate data in the low deformation rate region.

FIG. 6. Comparison between the results of the UEF method and the RPS method; time-dependency (left) and steady-state (right).

Figure 6 compares the results obtained by the UEF method and the RPS method. For the short time period in Fig. 6(left), both methods show good agreements. The steady-state viscosity obtained by the UEF method and the peak value of the viscosity obtained by the RPS method are compared in Fig. 6(right). The
error bars shown in Fig. 5 are omitted for clarity. Although we know that the peak viscosity obtained by the RPS method with \(M = 1000\) chains is not accurate, it is displayed here for reference. When \(\dot{\epsilon} < 1/\tau_1\), we can see good agreement between the steady-state viscosity obtained by the UEF method and the peak viscosity obtained by the RPS method with \(M = 10000\) chains. When \(\dot{\epsilon} \approx \dot{\epsilon}_\text{c} \approx 3\) in the RPS method with \(M = 10000\). This strain is smaller than the value of the experimentally observed steady state \(\dot{\epsilon}_\text{c}\). The conventional RPS method underestimates the steady-state viscosity due to the finite size effect. Moreover, the RPS method requires a large system with \(M > 10000\), whereas the UEF method uses only \(M = 1000\) chains to reproduce the steady state.

The UEF method succeeded in obtaining the steady-state viscosity, whereas the RPS method failed to do so. In the next subsection, we will estimate an efficient system size to investigate the rheological properties of polymer melts with the UEF method.

### B. Finite size effect in the UEF method

In this subsection, we focus on the system size in the UEF method. A polymer chain in the unit cell with size \(L\) under PBCs is separated by \(L\) from itself. When this size \(L\) is smaller than the polymer size, the polymer chain can correlate with itself through PBCs. The size of the polymer is approximately represented by the radius of gyration \(R_g\) defined as follows:

\[
R_g^2 = \left(\frac{1}{N}\sum_{i=1}^{N}(\vec{r}_i - \vec{r}_{\text{cm}})^2\right), \quad (13)
\]

where \(\vec{r}_{\text{cm}} = \langle 1/N \sum_{i=1}^{N} \vec{r}_i \rangle\) is the center of mass of the chain. At the equilibrium state with \(M = 1000\), \(R_g = 5.1(\pm 1.2)\). The system size \(L\) should be at least larger than \(2R_g\) to prevent overlapping with itself. The stress tensor \(\sigma\) is the statistical variable with variance proportional to \(1/N_{\text{tot}}\). To decrease the variance, we need to handle the sufficiently large number of particles \(N_{\text{tot}}\) in the system.

Figure 7 shows the viscosity growth curves in uniaxial elongational flows with \(M = 10\) (left) and \(M = 100\) (right). The system size \(L\) is 10.5 when \(M = 10\), and \(L = 22.7\) when \(M = 100\). In both cases, it is difficult to find the correspondence with the linear viscosity growth curve \(3\eta_b(t)\) in the small-strain regime when \(\dot{\epsilon} \leq 0.00004(< 1/\tau_1)\) due to the thermal noise. On the other hand, the steady-state viscosity shows the correspondence between these cases within the error bar when \(\dot{\epsilon} \geq 0.0002\). The steady-state viscosity in the intermediate-strain-rate region, \(1/\tau_1 < \dot{\epsilon} < 1/\tau_c\), can be estimated when \(M = 100\), whereas it cannot when \(M = 10\). To investigate the flow when \(\dot{\epsilon} > 1/\tau_1\), we need \(M \geq 100\) at least from the rheological standpoint. In this work, we do not focus on individual molecular motions but on the rheological properties. Because the rheological properties are insensitive to individual molecular motions, it is difficult to observe self-correlation between a chain and its PBC image. If self-correlation occurs, the dynamics of the self-correlating chain will be different from the other dynamics. Further investigations for the molecular motions in the UEF framework are under way.

![FIG. 7. Time-dependent uniaxial elongational viscosity \(\eta_b(t, \dot{\epsilon})\) obtained by the UEF method. The numbers of polymer chains \(M\) are 10 (left) and 100 (right). The solid line represents the linear viscosity growth curve \(3\eta_b(t)\), and the symbols represent the elongational rates \(\dot{\epsilon}\) from 0.00002 to 0.001.](image)

### C. Biaxial elongational flow and planar elongational flow

In this subsection, we investigate the biaxial elongational flow \(\vec{K} = \text{diag}(\dot{\epsilon}, \dot{\epsilon}, -2\dot{\epsilon})\) and the planar elongational flow \(\vec{K} = \text{diag}(\dot{\epsilon}, -\dot{\epsilon}, 0)\) using the UEF method. As with uniaxial elongational flow, we observe the biaxial elongational viscosity \(\eta_b(t, \dot{\epsilon}) = \sigma_b(t)/\dot{\epsilon}\) and the planar elongational viscosity \(\eta_b(t, \dot{\epsilon}) = \sigma_p(t)/\dot{\epsilon}\), where \(\sigma_b = -\sigma_u\) and \(\sigma_p = \sigma_{xx} - \sigma_{yy}\) are the first normal stress difference of the biaxial and planar elongational flows, respectively.

The growth curves of the biaxial elongational viscosity \(\eta_b(t, \dot{\epsilon})\) are shown in Fig. 8. In the small-strain region of the biaxial elongational flow, the viscosity growth curves correspond to \(6\eta_b(t)\). As the strain increases, strain hardening behavior is observed and then the viscosity reaches the steady-state value as well as uniaxial elongational flow. Figure 9 shows the steady-state viscosity of the biaxial elongational flow \(\eta_b(\dot{\epsilon})\). When \(\dot{\epsilon} < 1/\tau_1\), the steady-state viscosity is slightly smaller than \(6\eta_b(\infty)\). The minimum value \(\eta_b^{\text{Min}}\) is 658 at \(\dot{\epsilon} = 0.000040\). When \(1/\tau_1 < \dot{\epsilon} < 0.001\), the steady-state viscosity monotonically increases and then shows plateau. When \(\dot{\epsilon} = 0.002\), the temperature exceeds 1.01. The maximum value of the steady-state viscosity \(\eta_b^{\text{Max}}\) within \(T < 1.01\) is 2082 at \(\dot{\epsilon} = 0.001\).

The maximum value of the steady-state viscosity in the biaxial elongational flow \(\eta_b^{\text{Max}}\) is smaller than that in the uniaxial elongational flow \(\eta_b^{\text{Max}}\). These elongational
flows cause the anisotropy in the orientation of polymer chains at the steady state. While the polymer chains orient along the $z$-axis in the uniaxial elongational flow, the polymer chains in the biaxial elongational flow are stretched in the $xy$-plane. The orientational order in the uniaxial elongational flow is higher than that in the biaxial elongational flow, resulting in the difference between these maximum values of the steady-state viscosity.

The minimum value of the steady-state viscosity in the biaxial elongational flow $\eta_0^{\text{min}}$ is smaller than the value of the linear viscosity $6\eta_0(\infty)$, while the uniaxial elongational flow shows the correspondence between the linear viscosity and the minimum value of the steady-state viscosity. In general, a low Weissenberg number (Weissenberg number $Wi = \dot{\varepsilon} \tau_1$) of less than unity is expected to represent the isotropic state of the system, namely, the Newtonian state. Because the system size grows exponentially in time in elongational flows, the anisotropy in the orientation of polymer chains exists even in the low-Weissenberg-number flow.

Finally, we investigated planar elongational flow using the UEF method. The growth curves of the planar elongational viscosity $\eta_p(t, \dot{\varepsilon})$ are shown in Fig. 11. In the small-strain region of the planar elongational flow, the viscosity growth curves correspond to $4\eta_0(t)$ and show strain hardening behavior in the high-strain region. Figure 11 shows the steady-state viscosity of the planar elongational flow $\eta_p(\dot{\varepsilon})$. When $\dot{\varepsilon} < 1/\tau_1$, the steady-state viscosity in the planar elongational flow corresponds to the linear viscosity $4\eta_0(\infty) = 480$ within the error bar. When $1/\tau_1 < \dot{\varepsilon} < 0.00079$, the steady-state viscosity increases.

FIG. 8. Time-dependent biaxial elongational viscosity $\eta_b(t, \dot{\varepsilon})$ obtained by the UEF method. The solid line represents the linear viscosity growth curve $6\eta_0(t)$, and the symbols represent the elongational rate $\dot{\varepsilon}$ from 0.00001 to 0.005.

FIG. 9. Biaxial elongational viscosities (the left vertical axis) and temperatures (the right vertical axis) at the steady state plotted against the deformation rate $\dot{\varepsilon}$. The number of polymer chains in the system $M$ is 1000, and the size of the unit cell $L$ is 49.0. The error bar represents the standard deviation.

FIG. 10. Time-dependent planar elongational viscosity $\eta_p(t, \dot{\varepsilon})$ obtained by the UEF method. The solid line represents the linear viscosity growth curve $4\eta_0(t)$, and the symbols represent the elongational rate $\dot{\varepsilon}$ from 0.00001 to 0.02.

FIG. 11. Planar elongational viscosities (the left vertical axis) and temperatures (the right vertical axis) at the steady state plotted against the deformation rate $\dot{\varepsilon}$. The number of polymer chains in the system $M$ is 1000, and the size of the unit cell $L$ is 49.0. The error bar represents the standard deviation.
monotonically. The maximum value of the steady-state viscosity $\eta_p^{\text{Max}}$ is 2166 at $\dot{\varepsilon} = 0.00079$. When $\dot{\varepsilon} > 0.002$, the temperature exceeds 1.01.

Figure 12 summarizes the steady-state viscosities of the shear flow $\eta_b(\dot{\gamma})$, uniaxial elongational flow $\eta_u(\dot{\varepsilon})$, planar elongational flow $\eta_p(\dot{\varepsilon})$, and biaxial elongational flow $\eta_b(\dot{\varepsilon})$. The steady-state viscosity of the shear flow $\eta_b(\dot{\gamma})$ is obtained in Appendix A. Error bars are omitted for clarity. When $\dot{\varepsilon} < 1/\tau_1$, we found that each viscosity corresponds to the linear viscosity: $\lim_{\dot{\varepsilon} \to 0} \eta_b(\dot{\gamma}) = \eta_0(\infty)$, $\lim_{\dot{\varepsilon} \to 0} \eta_u(\dot{\varepsilon}) = 3\eta_0(\infty)$, and $\lim_{\dot{\varepsilon} \to 0} \eta_p(\dot{\varepsilon}) = 4\eta_0(\infty)$, while $\lim_{\dot{\varepsilon} \to 0} \eta_b(\dot{\varepsilon}) < 6\eta_0(\infty)$. Increasing $\dot{\varepsilon}$ brings these three elongational viscosities close. When $\dot{\varepsilon} > 1/\tau_e$, the uniaxial and planar elongational viscosities show good agreement, whereas the biaxial elongational viscosity shows a different behavior. This agreement between the uniaxial and planar elongational viscosities in the high-deformation-rate region is in accordance with the theoretical prediction 19. On the steady-state uniaxial elongational viscosity and the steady-state shear viscosity, our results are consistent with the experimental finding 19.

IV. CONCLUSION

We investigated the uniaxial, biaxial, and planar elongational flows of the weakly entangled polymer melt with the KG model using the extended UEF method, which we developed. We succeeded in obtaining the viscosity growth curves and the steady-state viscosities in these elongational flows, although the conventional RPS method has failed to do so for over 20 years. In the low-deformation-rate region, $\dot{\varepsilon} < 1/\tau_1$, the steady-state viscosities of the uniaxial and planar elongational flows almost equal $3\eta_0(\infty)$ and $4\eta_0(\infty)$, respectively, although that of the biaxial elongational flow shows a slightly smaller value than $6\eta_0(\infty)$. In the intermediate-deformation-rate region between $1/\tau_1$ and $1/\tau_e$, the steady-state viscosity increases monotonically with $\dot{\varepsilon}$. Especially in the region $1/\tau_R < \dot{\varepsilon} < 1/\tau_e$, the steady-state viscosity drastically increases with $\dot{\varepsilon}$. When $1/\tau_e < \dot{\varepsilon}$, the steady-state viscosity show a peak in the uniaxial and planar elongational flows, and show plateau in the biaxial elongational flow. In the high-elongational-rate region, $\dot{\varepsilon} > 0.002(1/\tau_e)$, the temperature was not controlled by the Langevin thermostat. This temperature growth can be related to viscous heating [27]. The Langevin thermostat and also the other thermostats are based on the equilibrium theory and, they assume the constant temperature. Therefore, the local heating process is not considered well within the conventional framework. Further improvements of the thermostats for non-equilibrium dynamics are needed.

Although we have confirmed that the UEF method has been successful in obtaining the rheological properties of polymer melts, we have found several issues to consider. The molecules in the UEF framework can correlate with themselves through PBCs. To disturb the self-correlation, we need to estimate an optimal system size by observing molecular motions. The further investigations, not only for polymer melts but also for grafted nano particles, are now under way. The current UEF method assumes isotropy at the initial state. If we want to apply an elongation to an anisotropic system, e.g. a lamellar phase in a block copolymer melt, and observe the correlation between the elongational direction and the anisotropy, we need to prepare the initial state carefully. It is necessary to increase the choices of initial basis vectors $\vec{b}_i$. For this purpose, a search for automorphism matrices is important.

Our numerical results for the case of the weakly entangled polymer melt show extensional thickening, where the steady-state viscosity increases with the deformation rate. Recently, experiments have shown controversial results for entangled polymer melts and entangled polymer solutions [28–31]. Entangled polymer solutions have represented extensional thickening [28], while entangled polymer melts have represented extensional thinning [29]. Crossover between them has been observed, changing the concentration of polymers in solutions while keeping constant the number of entanglements [30–31]. Ianniruberto has proposed that the extensional thickening is due to the gradual loss of friction-coefficient reduction with decreasing polymer concentration or the entanglement density [32–34]. Although our case is not the entangled polymer solution but the weakly entangled polymer melt with $Z < 3$, extensional thickening has been observed due to the small entanglement density in our system. We are now conducting analysis of well entangled polymer melts and solutions. Further reports will be released in the future.

The UEF method is useful for the other CG models for entangled polymer melts [35–37]. Furthermore, it can ex-
tend the range of application of the multiscale simulation which is concurrently solving macroscopic fluid dynamics and microscopic polymer dynamics \(^{32,39}\). In particular, the multiscale simulation of fiber spinning \(^{40}\) and the film extruding process will be our future targets.
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**Appendix A: Linear viscoelasticity and shear viscosity**

The relaxation modulus \(G(t)\) and the Rouse relaxation behavior \(G(t) \sim t^{-1/2}\). The characteristic times \(\tau_e\), \(\tau_R\) and \(\tau_1\) are 2000, 10433 and 16308, respectively, obtained in Appendix B.

The relaxation modulus \(G(t)\) is obtained from the auto-correlation function of the shear stress \(\sigma_{xy}\). To improve accuracy, we average the auto-correlation functions over the possible directions:

\[
G(t) = \frac{V}{6k_B T} \left[ \langle \sigma_{xy}(t)\sigma_{xy}(0) \rangle + \langle \sigma_{yz}(t)\sigma_{yz}(0) \rangle + \langle \sigma_{yx}(t)\sigma_{yx}(0) \rangle \right]
+ \frac{V}{24k_B T} \left[ \langle N_{xy}(t)N_{xy}(0) \rangle + \langle N_{yz}(t)N_{yz}(0) \rangle + \langle N_{yx}(t)N_{yx}(0) \rangle \right],
\]

where \(N_{\alpha\beta} = \sigma_{\alpha\alpha} - \sigma_{\beta\beta}\). Here, we assume linear viscoelasticity and isotropy for the equilibrium system. The auto-correlation function \(\langle \sigma(t)\sigma(0) \rangle\) was obtained by using the multiple-tau method \(^{42}\). Figure 13 shows the relaxation modulus. The Rouse relaxation behavior \(G(t) \sim t^{-1/2}\) is found in the middle time range.

![Figure 13](image.png)

**Figure 13.** Relaxation modulus \(G(t)\) and the Rouse relaxation behavior \(G(t) \sim t^{-1/2}\). The characteristic times \(\tau_e\), \(\tau_R\) and \(\tau_1\) are 2000, 10433 and 16308, respectively, obtained in Appendix B.

Integrating \(G(t)\) as shown in Eq. 1, we obtain the linear viscosity growth curve \(\eta_0(t)\). In order to check the linear viscosity growth curve \(\eta_0(t)\), we have compared it with the shear viscosity growth curves \(\eta_s(t; \dot{\gamma}) = \sigma_{xy}(t)/\dot{\gamma}\), where \(\sigma_s = \sigma_{xy}\) and \(\dot{\gamma} = \kappa_{xy}\). To apply shear flow to the system, we used the Lagrangian rhomboid boundary conditions (LRBCs) \(^{[6,43,44]}\). The LRBCs are mathematically equivalent to the Lees–Edwards boundary conditions (LEBCs) \(^{[45]}\). Furthermore, the LRBCs are more suitable for parallel computing than the LEBCs \(^{[44]}\). We can confirm that the shear viscosity growth curve \(\eta_0(t)\) within a small strain \(\gamma = \dot{\gamma}t \approx 1\) corresponds to the linear viscosity growth curve \(\eta_0(t)\) as shown in Figure 14.

![Figure 14](image.png)

**Figure 14.** Time-dependent shear viscosity \(\eta_0(t; \dot{\gamma}) = \sigma_{xy}(t)/\dot{\gamma}\) under constant shear flows with shear rates \(\dot{\gamma}\) from 0.00001 to 0.1. The solid line represents the linear viscosity growth curve \(\eta_0(t)\) obtained from the relaxation modulus \(G(t)\).

The steady-state viscosity was obtained by time-averaging over the steady region, \(10^5 < t < 2 \times 10^5\) for \(\dot{\gamma} \geq 10^{-4}\) and \(10^4 < t < 2 \times 10^4\) for \(\dot{\gamma} < 10^{-4}\). Figure 15 shows the shear viscosity \(\eta_0(\dot{\gamma})\) and the temperature \(T\) at the steady state plotted against the shear rate \(\dot{\gamma}\). When \(\dot{\gamma} < \tau_1^{-1}\), the steady-state viscosity corresponds to the zero-shear viscosity \(\eta_0(\infty) = 120\) within the error bar. When \(\dot{\gamma} > \tau_1^{-1}\), the steady-state viscosity is smaller than \(\eta_0(\infty)\), representing shear-thinning behavior. When \(\dot{\gamma} > 0.005\), the temperature is larger than
FIG. 15. Shear viscosities (left vertical axis) and temperatures (right vertical axis) at the steady state. The horizontal axis represents the shear rate $\dot{\gamma}$. The horizontal line shown in the small shear rate represents the zero shear viscosity $\eta_0 = \eta_0(\infty)$. The number of polymer chains in the system $M$ is 1000. The error bar represents the standard deviation.

unity. The obtained steady-state viscosity shown in Fig. 15 is consistent with previous works [46, 47].

Appendix B: Rouse mode relaxation and relaxation times

In this appendix, we determine the characteristic relaxation times of weakly entangled polymer chain with $N = 100$. The longest relaxation time $\tau_1$ and the Rouse relaxation time $\tau_R$ are obtained from the Rouse mode relaxation [11, 48]. The $p$-th Rouse mode is

$$\dot{X}_p(t) = \sqrt{\frac{\alpha_p}{N}} \sum_{i=1}^{N} \tilde{r}_i(t) \cos \left( \frac{\alpha_p}{N} (i - \frac{1}{2}) \right). \quad (B1)$$

The normalized Rouse mode autocorrelation function of polymer melt is well described by the stretched exponential Kohlrausch-Williams-Watts (KWW) function,

$$\frac{\langle \dot{X}_p(t + t') \cdot \dot{X}_p(t') \rangle}{\langle \dot{X}_p(t')^2 \rangle} = \exp \left[ - \left( \frac{t}{\alpha_p} \right)^{\beta_p} \right], \quad (B2)$$

where $\alpha_p$ and $\beta_p$ are fitting coefficients. The longest relaxation time $\tau_1$ is obtained from the time integration of the KWW function of the 1st Rouse mode,

$$\tau_1 = \int_0^\infty \exp \left[ - \left( \frac{t}{\alpha_1} \right)^{\beta_1} \right] dt = \frac{\alpha_1}{\beta_1} \Gamma \left( \frac{1}{\beta_1} \right), \quad (B3)$$

where $\Gamma$ represents the gamma function.

Figure 16 shows the autocorrelation functions of the 1st Rouse mode with the KWW fitting lines (left) and the fitting coefficients of the KWW function $\alpha_1$ and $\beta_1$ (right) between $N = 2$ and $N = 400$.

FIG. 16. Autocorrelation functions of the 1st Rouse mode with the KWW fitting lines (left) and the fitting coefficients of the KWW function $\alpha_1$ and $\beta_1$ (right) between $N = 2$ and $N = 400$.

FIG. 17. The longest relaxation time between $N = 2$ and $N = 400$.

Appendix C: Automorphism matrices

Here we summarize the automorphism matrix $\hat{M}$. According to Dobson [11],

$$\hat{M}_s = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad (C1)$$

represents the Lees-Edwards boundary conditions (LEBCs) [45] or the Lagrangian rhomboid boundary con-
minimum at $m = 5$: of reproducible lattices represented by These three matrices, \( \hat{M}_1 \), \( \hat{M}_2 \), and \( \hat{M}_3 \), satisfy the following common eigenvalue equation with $k = 6$ and $m = 5$: \[
p(\lambda) = \lambda^3 - k \lambda^2 + m \lambda - 1 = 0, \]
where $\lambda$ is the eigenvalue of the matrix $\hat{M}_i$. Each coefficient in Eq. (C5) is related to the matrix $\hat{M}_i$: $k = \text{Tr}\hat{M}_i$, $m = (\text{Tr}\hat{M}_1^2 - \text{Tr}(\hat{M}_2^2))/2$, and $\det(\hat{M}_1) = 1$. The pairs $(k, m)$ must be integers for the reproducible lattice and lie in the region $m \leq k^2/4$ and $k \leq m^2/4$ for general extensional flows [3]. The polynomial $p(\lambda)$ has a local minimum at \[
\lambda_0 = \frac{k + \sqrt{k^2 - 3m}}{3}
\]
when $k^2 > 3m$. If the integer pair $(k, m)$ satisfies $p(\lambda_0) = 0$, time-periodic uniaxial and biaxial extensional flows are available. However, there are no integer pairs $(k, m)$ satisfying $p(\lambda_0) = 0$ [8]. Because the integer pair $(k = 6, m = 5)$ lies close to the line $k = m^2/4$, the lattice under uniaxial extensional flow is reproducible at the sacrifice of time or strain periodicity. We can find several matrices with integer components that satisfy Eq. (C5). Note that the initial basis vectors $\vec{b}_i^0$ depend on the automorphism matrix that we have chosen.

### Appendix D: Semaev’s algorithm

Semaev’s algorithm [24] has been implemented in the UEF method [6]. This algorithm is more efficient than the conventional lattice reduction algorithm, which is called as the Gaussian reduction algorithm or the LLL-algorithm [43]. The Gaussian reduction algorithm is based on the Gram-Schmidt projection scheme. Now, we consider two basis vectors $\vec{b}_1$ and $\vec{b}_2$ where $|\vec{b}_1| < |\vec{b}_2|$, and reduce them to $\vec{b}_1'$ and $\vec{b}_2'$ where $|\vec{b}_1'| \leq |\vec{b}_2'|$. From the Gram-Schmidt process, we can find a new vector $\vec{a}$ as follows:

\[
\vec{a} = \vec{b}_2 - x_1 \vec{b}_1, \quad x_1 = \frac{|b_{11}|}{|b_{12}|}, \quad (D1)
\]

where $b_{ij} = \vec{b}_i \cdot \vec{b}_j$ and $|| \cdot ||$ denotes the nearest integer function. If $|\vec{b}_1| < |\vec{a}| < |\vec{b}_2|$, set $\vec{b}_2 = \vec{a}$ and repeat the above process. Else if $|\vec{a}| \leq |\vec{b}_1|$, the reduced vectors are determined as $\vec{b}_1' = \vec{a}$ and $\vec{b}_2' = \vec{b}_1$. When $|\vec{a}| \geq |\vec{b}_2|$, the vectors $\vec{b}_1$ and $\vec{b}_2$ are not reducible, and then we set $\vec{b}_1' = \vec{b}_1$ and $\vec{b}_2' = \vec{b}_2$.

Since the above algorithm is a pairwise one, we have to check all vector pairs $\vec{b}_i$ and $\vec{b}_j$ in three dimension. Semaev’s algorithm [24] decreases the computational costs. Now we consider the basis vectors in three dimension $\vec{b}_1$, $\vec{b}_2$, and $\vec{b}_3$ where $|\vec{b}_1| \leq |\vec{b}_2| \leq |\vec{b}_3|$. At first, we reduce the vectors $\vec{b}_1$ and $\vec{b}_2$ using the above Gaussian reduction algorithm. Then, we reduce $\vec{b}_3$ to $\vec{a}$ if we find a minimum of $|\vec{b}_3 + x_2 \vec{b}_2 + x_1 \vec{b}_1| (\leq |\vec{b}_3|)$ with integers $x_1$ and $x_2$. The reduced vector $\vec{a}$ is represented as \[
\vec{a} = \vec{b}_3 + x_2 \vec{b}_2 + x_1 \vec{b}_1. \quad (D3)
\]

The integers $x_1$ and $x_2$ should satisfy $y_1 - 1 \leq x_1 \leq y_1 + 1$ and $y_2 - 1 \leq x_2 \leq y_2 + 1$, where

\[
y_2 = \frac{b_{12}b_{13} - b_{11}b_{23}}{b_{11}b_{22} - b_{12}b_{12}}, \quad (D4)
\]

\[
y_1 = \frac{b_{12}b_{23} - b_{22}b_{13}}{b_{11}b_{12} - b_{12}b_{12}}. \quad (D5)
\]

The denominator and the numerators of the above equations have the following vector relationships:

\[
b_{11}b_{22} - b_{12}b_{12} = (\vec{b}_1 \times \vec{b}_2)^2, \quad (D6)
\]

\[
b_{12}b_{13} - b_{11}b_{23} = \vec{b}_1 \cdot ((\vec{b}_1 \times \vec{b}_2) \times \vec{b}_3), \quad (D7)
\]

\[
b_{12}b_{23} - b_{22}b_{13} = (\vec{b}_3 \times (\vec{b}_1 \times \vec{b}_2)) \cdot \vec{b}_2. \quad (D8)
\]
If $|\vec{a}| < |\vec{b}_3|$, then set $\vec{b}_3 = \vec{a}$. Replace the subscripts of the basis vectors $\vec{b}_1, \vec{b}_2, \text{and} \vec{b}_3$ so that $|\vec{b}_1| \leq |\vec{b}_2| \leq |\vec{b}_3|$. Go back to the Gaussian reduction algorithm for $\vec{b}_1$ and $\vec{b}_2$, and then repeat the above processes until we get $|\vec{a}| \geq |\vec{b}_3|$. Finally, we will obtain the reduced basis vectors $\vec{b}_1, \vec{b}_2$, and $\vec{b}_3$.

**Appendix E: Temperature growth in high-strain rate flow**

In this appendix, we discuss the temperature in high strain rates. Figure 18 shows the time development of the temperature in uniaxial elongational flow as discussed in Sec. III A. When $\dot{\varepsilon} \geq 0.002$, the temperature deviates from unity. The deviation starts from the time when strain hardening appears, as shown in Fig. 4, while the temperature remains constant when the strain is small. The temperature growth apparently correlates with the nonlinear dynamics of polymer chains. Although we have tested the smaller time width $\Delta t = 0.001$ than the reference value $\Delta t = 0.01$, we are unable to find any improvements, as shown in the right graph in Fig. 18.

Moreover, we have checked the much smaller time width $\Delta t = 0.0001$ and the higher order algorithm for Langevin dynamics $[50, 51]$. However, these improvements of numerical integration scheme do not prevent the temperature growth. To understand the cause of the temperature growth, we have investigated molecular states in the steady flows, such as the averaged bond length and the bond orientation tensor, as shown in Appendix F.

**Appendix F: Bond length and eigenvalues of bond orientation tensor at steady-state flows**

In this appendix, we discuss the relationship between the temperature growth in the high-deformation-rate flows and the molecular states. The temperature at steady-state flows plotted against the deformation rate are summarized in Fig. 19. The temperature growth starts when the deformation rate is higher than $10^{-3}$ which is two times larger than $1/\tau_e$. Even in the shear flow, we can observe the temperature growth. At first, we have investigated the average FENE bond length as shown in Fig. 20. The average FENE bond length $\langle |\vec{r}| \rangle$ of the Kremer-Grest model in equilibrium is nearly equal to 0.965. When the deformation rate is higher than $1/\tau_e$, the average bond length increases in the elongational flows, while it is kept constant in the shear flow. From the discrepancy between the temperature growth and the bond length growth, the bond length growth is not the origin of the temperature growth.

FIG. 19. Temperature at steady state in shear flow, uniaxial, planar, and biaxial elongational flows.

FIG. 20. Average bond length at steady state in shear flow, uniaxial, planar, and biaxial elongational flows.

Next, we have investigated the normalized bond orientation tensor $\vec{O} = \langle \vec{n} \vec{n} \rangle$, where $\vec{n} = \vec{r}/|\vec{r}|$. The eigenvalues $\lambda_i$ ($i = 1, 2, 3$) of the bond orientation tensor $\vec{O}$...
FIG. 21. Eigenvalues of bond orientation tensor at steady states in uniaxial elongation (left top), biaxial elongation (right top), planar elongation (left bottom), and shear flow (right bottom).
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