A SPECTRAL ENABLED GAN FOR
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ABSTRACT

Time dependent data is a main source of information in today’s data driven world. Generating this type of data though has shown its challenges and made it an interesting research area in the field of generative machine learning. One such approach was that by Smith et al. who developed Time Series Generative Adversarial Network (TSGAN) which showed promising performance in generating time dependent data and the ability of few shot generation though being flawed in certain aspects of training and learning. This paper looks to improve on the results from TSGAN and address those flaws by unifying the training of the independent networks in TSGAN and creating a dependency both in training and learning. This improvement, called unified TSGAN (uTSGAN) was tested and compared both quantitatively and qualitatively to its predecessor on 70 benchmark time series data sets used in the community. uTSGAN showed to outperform TSGAN in 80% of the data sets by the same number of training epochs and 60% of the data sets in 3/4th the amount of training time or less while maintaining the few shot generation ability with better FID scores across those data sets.
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1 Introduction

Until the recent thrust in deep learning algorithms, and their continued success with many machine learning tasks, deep learning was thought to be for data generation. The work by Goodfellow et al. [1] introduced the concept of a Generative Adversarial Networks (GAN) to the community. Since then, Goodfellow’s paper has over 18000 citations with thousands of variations of GANs. It is worth noting that from all the GANs, there is only a fragment (less than 1%) of the total GAN methods dealing with one dimensional (1D) continuous valued time series data; the vast majority of them deal with images (for the sake of comparison, two dimensional (2D) data). This observation shows two things: first, GANs are really good at generating image data; second, there is a gap in time series generation methods using GANs. We believe this is due to the more developed image-based community for deep learning, more standardized data sets, larger data sets, and competitions for these algorithms. Throughout this paper our reference to time series is with respect to 1D continuous time series data.

Another sub-field of deep learning is few shot learning: the ability for an algorithm to learn its task with little training data. In the time series community there is again a lack of deep learning type data sets with millions of labeled samples publicly available, as noted by Dau et al. [2] in their paper addressing the community for a time series data archive. This cascades down to the few time series generation GANs that do exist, many use their own private data sets which are large enough to train their networks. This results in a lack of few shot approaches since publicly available large data sets are sparse.
## 2 Related Works

Generating time series data is a task that has been analyzed for years to help in many forecasting and prediction algorithms. Since uTSGAN addresses this gap in time series generation with GANs, we focus this related works on deep approaches to generate the same type of data, as well as GANs that deal with different conditional inputs similar to uTSGAN.

The past works using GANs on time series deal primarily with adopting the GAN framework and using recurrent neural networks (RNN) for the architecture of the generator and discriminator. Mogren [12] was one of the first authors to try time series generation with a continuous RNN-GAN (C-RNN-GAN). C-RNN-GAN uses long-short term memory (LSTM) networks for the generator and discriminator, taking advantage of their ability to learn sequential patterns over time. C-RNN-GAN uses a semi-conditional input [13] for their generation, having the random vector input be also conditioned with the generated data learned from the previous time step of the RNN.

Esteban et al. [14] worked on a similar method as Mogren, creating a Recurrent GAN (RGAN) and a Recurrent Conditional GAN (RCGAN). These approaches by Esteban et al. looked to mature the C-RNN-GAN by eliminating the conditional dependency of the generated data from previous time steps, as well as show the ability to generate time series with just a random input vector. Ramponi et al. [15] also worked on a conditional GAN called Time-Conditional GAN (T-CGAN) which utilized Convolutional Neural Network (CNN) in its generator and discriminator. This work wasn’t for generating time series from random input noise, rather trying to augment data with irregular time sampling, but we find the work showed great success with this task enough to be brought into our literature review. Many other papers since have utilized these two GANs in a magnitude of applications based research, generating time series data in diverse domains as text [16], finance [17], biosignals [18, 19], sensor [20], smart grid data [21], traffic [22], and renewable scenarios [23]. These works all have in common an underlying theme that conditional input is the best route in these GANs for generating realistic time series data.

Drawing inspiration from these works, uTSGAN uses conditioning for our time series generation, although we learn our conditioning instead of force feeding the networks. Different than these works is the choice of loss function for the networks. We use the WGAN loss [24, 25] in our work for its ability to combat mode collapse, as well as proven ability in generating better data than other objective functions. RNNs also have unstable training and vanishing gradients when being trained for easier tasks such as classification. In relation to the difficulty of a regular RNN, Esteban et al. [14] cites that the WGAN objective is difficult for RNNs due to the 1-Lipshitz constraint being kept throughout training. For this reason and the success of Ramponi et al. [15], we stray away from RNN architectures and instead opt for a architecture similar to the Fully Convolutional Network (FCN) [26] which has shown high achieving accuracy rates in time series classification. We look further into the GAN time series community to see if other works inspire uTSGAN for further development.

Though RNNs are the typical method for time series networks, there are other works that see the value in using the WGAN objective similar to ours. Smith et al. [27] used a simple, off the shelf WGAN, but with a residual network as the generator and a FCN as the discriminator. This work showed an importance of being able to uniquely turn a 2D WGAN into a 1D WGAN and produce decent time series data. Hartmann et al. [28] developed a GAN dealing strictly with electroencephaographic (EEG) time series data and a WGAN loss dubbed EEG-GAN. This paper used similar architectures as Ramponi et al. [15] with CNNs being used for their generator and discriminator, but did not have any conditioned input. They modified the WGAN loss by allowing the gradient penalty term to vary during training and using a training technique called progressive growing which allows the network to scale resolution during training [29]. EEG-GAN shows considerable results for EEG data, however, many hyperparameter tweaking and ad hoc training techniques were done unique to their EEG dataset in order to generate data.

Donahue et al. [30] looked at generating raw audio clips with a GAN called WaveGAN in an attempt to produce sound effect generation. Their approach used a 1D version of a 2D Deep Convolutional GAN (DCGAN) [31] and trained using the WGAN loss citing the same advantages of better training and generation of data. DCGANs tend to leave checkerboard-like artifacts in their generated samples [13], and when transferred to audio these artifacts come in the form of pitch noises that overlap other frequencies in the samples. To combat this, WaveGAN introduces a phase shuffle operation before the input to the discriminator. This in turns acts like adding noise to the input of the discriminator (both real and synthetic data), a technique to stabilize training by making the task more difficult for the discriminator and as a result allowing the generator to learn better [32, 29, 33].

Brophy et al. [34] looked at the time series generation differently with their WGAN inspired method for generating medical data. Instead of generating time series with a WGAN, the authors convert their time series data into an image and then utilize the WGAN’s image generation ability to generate synthetic time series images. Those generated images are then mapped back to time series data in which they use for comparison to the original data. Though the
method showed decent results, the ability to map the time series to and from an image is not well explained and further investigation is needed.

Brophy et al. were not the only researchers who saw promise in using GANs to generate images and then map those back to time series. This is seen plenty in a different attribute of time series data, speech and music generation. Donahue et al. [30] in the same paper as WaveGAN introduced SpecGAN, a semi-invertible spectrogram generating GAN. Citing the fact many breakthroughs in audio classification come from looking at spectrograms [35, 36], they felt there could be some use generating audio from the same time-frequency space. SpecGAN uses a similar DCGAN and WGAN loss as WaveGAN, but instead of generating audio it generates spectrograms. These synthetic spectrograms then have their preprocessing steps inverted and the Griffin-Lim algorithm 47 is used to estimate phase from the spectrogram in order to produce their audio signal. This Griffin-Lim algorithm is used to predict discarded phase information when a signal is converted into a spectrogram with a STFT. It iteratively attempts to find the waveform whose STFT magnitude is closest to the generated spectrogram. Griffin-Lim requires complex information generated from the spectrogram when the preprocessing steps are inverted in order to find the signal match.

Donahue et al. also introduced GANSynth [7], a generative model for synthesizing audio from modeling log magnitudes and instantaneous frequencies (IF) of the signal. In a similar fashion to SpecGAN, GANSynth generates log-magnitude spectrograms with either the phase information appended or IF. Unlike its closely related counterpart, GANSynth adds a conditional input of musical pitch to the generation model and the adds an auxiliary classifier to the discriminator in order to identify the pitch used. After the generation of either mixture occurs, the generated data is converted back to audio by performing the inverse STFT. To note, in all of the GANs dealing with this audio generation, the task is trained on a vast amount of data (millions of samples) and took several days for many of the networks to train. Our work agrees with Donahue et al. in which we see a benefit of generating time series data from the time-frequency domain due to its ability to carry vast amount of information about the signal not seen by the waveform itself.

A more recent paper by Kumar et al. introduced a text-to-speech GAN called MelGAN [37]. This model was part of an end to end approach where text sequences were fed into Seq2Seq (a text to mel-spectrogram network) producing a mel-spectrogram which was then used as the input into MelGAN to generate the synthetic audio clip. Though the task of text-to-speech is one out of scope of this paper, we do draw inspiration from MelGAN with their generator’s ability to produce audio from the mel-frequency cepstrum coefficients (MFCC) generated by their network. MelGAN also showed comparison with other text-to-speech competitors including Google’s WaveNet [38], WaveGlow [39], Tactron 2 [40], and ClairNet [41], showing comparable ability to these more complicated autoregressive deep learning models for this task.

Yoon et al. introduced TimeGAN [42] time in a recent paper for continuous time series generation. The authors mix the unsupervised learning framework of a GAN and the supervised training of autoregressive models for control of TimeGAN’s learning. This paper’s introduction to a supervised loss allows for better temporal behavior of the generated time series data and their embedding network inside, alongside the GAN architecture allows for a lower-dimensional adversarial learning space. TimeGAN showed good results on two open source data sets and used unique metrics to categorize their success against competitors.

The latest paper for time series generation comes from Smith et al. with their already mentioned time series GAN (TSGAN) [27]. TSGAN takes the best from many of these papers above and tries to simplify the creation of time series generation to just unsupervised learning and tries to let the novel architecture carry the workload. Similar to the reasons we mention above for uTSGAN, TSGAN uses conditioning input for the generation of time series signals and does so in the time-frequency domain. Since uTSGAN is inspired from TSGAN we will go into more detail about the methodology of the architecture in the next section of this paper.

3 Our Approach to uTSGAN

A brief review of TSGAN needs to be done to understand where uTSGAN is making contributions. TSGAN is a novel GAN architecture that uses two separate Wasserstein GANs (WGAN) in order to achieve its goal in time series generation. Note, for simplicity, here on out when we refer to WGAN we refer to the WGAN with gradient penalty (WGAN-GP) by Gulrajani et al. [25] and all WGAN notation is that of WGAN-GP. The TSGAN architecture can be seen in Fig 1 showing the two separate WGANs and their inputs/outputs. TSGAN starts by generating synthetic spectrogram images in $WGAN_x$ and feeds those images to $WGAN_y$. Again, it is important to note the difference here compared to the other spectrogram related papers in Section 2.

In the papers by Donahue et al. [30] and Kumar et al. [37] a visual representation of the signal was used to train their GAN. They also cited the ability for GANs to generate images extremely well compared to its efforts in time series generation, and the authors wanted to leverage this in their networks. In both papers, their the underlying spectral
Figure 1: TSGAN architecture, two separate WGANs with two separate tasks in their generation.

information was used for training and then used thereafter to achieve the time series generation. For example, Donahue et al. in SpecGAN produces spectrogram images similar to TSGAN, but they must convert their spectrogram image back to its linear-amplitude magnitude spectra (done by inverse their preprocessing steps) and then estimate the time series by another algorithm offline (Griffin-Lim) in order to produce their time series data.

This is not the case for TSGAN; instead of using spectra information directly, it relies on the image capture of the spectra in order to produce its time series. What does this mean? In essence, TSGAN takes an image of RGB values, representing the spectral information of the signal, and uses that information to infer and generate what time series signal created that spectrogram. This method eliminates the need for inverse preprocessing steps and does not rely on any underlying information which is needed when taking the STFT; i.e. window size, frequency, window type, hop length, etc. TSGAN is essentially a step in the right direction for a universal time series generation method, not dependent on the data being trained on or sub-characteristics of the data, i.e. frequency, collection methods, etc.

Where TSGAN faults though is two fold: first, its training is slow due to training two individual WGANs in serial to one another; second, there is no dependency on the two networks to perform optimally to assist one another in generation. Both of these issues are addressed in uTSGAN below and show how a simple combining the loss functions of $WGAN_x$ and $WGAN_y$ can generate better time series signals.

Our goal is to unify the TSGAN architecture by creating a single loss function that can be optimized over the entire system. This conversion to a single loss function will bring a faster/better convergence for training and help produce better generated samples in the 1D domain. We look to build our new loss function and method by adapting the work of Smith et al. [27] TSGAN’s dual independent loss functions. First we will review TSGAN’s original loss functions, then we will look at other works in the community which unify multiple generator architectures and multiple discriminator architectures to help us draw inspiration and credibility to create a single function describing two separate GANs. Lastly we will show the new loss function holds the same properties as each of the independent loss functions in the original paper by Smith et al. [27].
\[ WGAN_x = \mathbb{E}_{x \sim P_{\text{data}}}[D_x(x)] - \mathbb{E}_{z \sim \mathcal{N}(0,1)}[D_x(G(z))] \]
\[ GP_x = \lambda_x \mathbb{E}_{x \sim P_{\text{data}}}[(||\nabla_x D_x(x)||_2 - 1)^2] \]
\[ L_x(G, D_x, x, z) = \min_G \max_{D_x} WGAN_x + GP_x \quad (1) \]
\[ WGAN_y = \mathbb{E}_{y \sim P_{\text{data}}}[D_y(y)] - \mathbb{E}_{z \sim \mathcal{N}(0,1)}[D_y(F(G(z)))] \]
\[ GP_y = \lambda_y \mathbb{E}_{y \sim P_{\text{data}}}[(||\nabla_y D_y(y)||_2 - 1)^2] \]
\[ L_y(F, G, D_y, y, z) = \min_F \max_{D_y} WGAN_y + GP_y \quad (2) \]

TSGAN’s original architecture was modeled by two independent WGAN with gradient penalties, \( WGAN_x \) and \( WGAN_y \), both with their own loss function, Eq 1 and Eq 2, trained independently. Here we denote the first WGAN’s 2D generator and discriminator as \( G \) and \( D_x \), the second WGAN’s 1D generator and discriminator as \( F \) and \( D_y \), the random sampled vector as \( z \), the 2D spectrogram image data as \( x \), and the 1D time series data at \( y \). Also important to note are the gradient penalty terms in Eq 1 and Eq 2, which are the same gradient penalties from the original WGAN-GP paper by Gukrani et al. [25] constraining the gradients to be norm 1 and keep each WGAN 1-Lipshitz continuous. We will maintain these notions throughout this section and the rest of the paper. The two independent loss function TSGANs showed to perform well in generating time series data, however there are several drawbacks to this approach.

First, computationally this way is more expensive than just a single loss function to train. The method requires the training of \( WGAN_x \) and \( WGAN_y \) independently in serial which adds double the computational requirements to generate a single sample, \( F(G(z)) \), of time dependent data. This serial training is due to the architecture setup where the conditioned input to the 1D generator, \( F \), is only used after \( WGAN_x \) has been trained for that iteration. Second, with the original TSGAN setup, \( WGAN_y \) is completely dependent and conditioned on \( WGAN_x \)’s output; however in two independent loss functions there is no way to constrain the output of \( WGAN_x \) to generate good samples to feed into \( WGAN_y \). By combining the two loss functions, this dependency should be better conditioned during optimization by having \( F(G(z)) \) be purely impacted by \( G(z) \); essentially penalizing itself whenever a bad 2D generated sample \( G(z) \) constitutes a poor 1D generated sample \( F(G(z)) \). Ideally we look to merge the two loss functions together in order to show this relationship of the quality from \( WGAN_x \)’s 2D output to \( WGAN_y \)’s 1D output.

To achieve this desired loss function we draw some conclusions from other works in the community that look to train GANs with multiple generators or multiple discriminators in their architecture. Hoang et al. [43] created a system called Mixture Generative Adversarial Networks (MGAN) in which they show a system with multiple generators and one discriminator. The authors proposed using multiple generator networks inside MGAN in order to combat mode collapse in the generated samples. MGAN’s multiple generators learn multiple distributions and are then averaged in order to cover a larger, more diverse distribution covering different data modes.

\[ L_{MAD} = \min_{G_{1:K}, C} \max_D \mathbb{E}_{x \sim P_{\text{data}}} \log[D(x)] + \mathbb{E}_{x \sim P_{\text{model}}} \left[ \log(1 - D(x)) \right] \]
\[ -\beta \sum_{k=1}^{K} \pi_k \mathbb{E}_{x \sim P_{\text{model}}} \left[ \log C_k(x) \right] \]
\[ (3) \]

They set up their system using one discriminator, \( D \), some \( K \) generators, and one classifier, \( C \), which classifies which generator the generated sample came from. Looking at the loss function in Eq 3 we see the typical interaction between generators and discriminators with the first two terms, being that of the loss of a vanilla GAN from Goodfellow et al. [11]. The last term is a softmax portion of a multiclassification problem, i.e. the classification from which generator did the sample. In there we see they sum the expectations of each of the \( K \) generators and use this as their technique to pull together their generator outputs, but simple addition. This gives us cause to look into linearly adding our generator outputs as well since uTSGAN contains two separate generators. Where uTSGAN differs though is it contains two discriminators as well, while MGAN only has one.

Albuquerque et al. [44] looked into the case of GANs with multiple discriminators in their paper dealing solely with how to work optimization techniques around them. The authors show there are four types of optimization
strategies when dealing with multiple loss functions by looking at a method of multi-objective optimization by [45] called Multiple Gradient Decent (MGD) [46, 47]. In MGD, you treat some \( K \) number of loss functions, \( l(x) \), all independently working on some sample vector in the variable space \( x \) and define the new function we wish to optimize as \( L(x) = [l_1(x), l_2(x) ... l_K(x)]^T \). MGD will only work if \( L(x) \) is assumed to be a convex, continuously differentiable and smooth \( l_k(x) \forall k \in [1, 2, ..., K] \). MGD finds a common descent direction for \( L(x) \) by defining the convex hull the gradients of the loss functions, \( \nabla l_k(x) \) and finding the minimum norm element within it.

That norm element being what is used to update the gradient decent direction for the next iteration. Though MGD shows promise as the better optimization strategy for GANs in terms of quality of generated samples, Albuquerque et al. point out that this method is very computationally expensive when multiple discriminators are used in a GAN structure. For our case in an improved TSGAN loss function, we take this computational time into consideration, but we realize with only two independent loss functions we could still compute rather quickly. The reason we decide to choose another method rather than MGD is for the sake of unifying the loss functions instead of simply solving the optimization problem. We would rather have a single loss function showing the dependencies between \( WGAN_x \) and \( WGAN_y \) and not have their loss function be treated independently any longer.

Next, Albuquerque et al. look at methods tailored specifically around multiple discriminator GANs: Generative Multi-Adversarial Networks (GMAN) with its weighted average [48] and a method called average loss minimization [49]. To note, Albuquerque et al. propose their own method for optimization of multiple discriminators called hypervolume maximization [43] but similar to MGD it requires the loss functions to be treated independently and to use MGD for optimization. This is not the desired outcome for our new TSGAN loss function and we decide not to explore this method further.

Average loss minimization and GMAN’s weighted average are similar techniques to merge multiple loss functions. The approach by Durugkar et al. in GMAN consists of training some \( K \) number of unique discriminators and taking a softmax weighted arithmetic average of their outputs to train a single generator. The author’s loss function in Eq [4] now represents the entire system’s loss as a linearly combined combination of all the discriminator’s loss,

\[
L = \sum_{k=1}^{K} \alpha_k L_{D_k},
\]

where \( \alpha_k \) is the softmax weighting function for each of the \( K \) discriminators and \( L_{D_k} \) is the standard GAN loss function per discriminator. The idea of this softmax weighting is developed because the discriminators had different architectures that cause there to be some really strong discriminators and really weak ones (i.e. being able to tell the difference between generated and real samples easily for strong discriminators and vice versa for weak). An issue with many GANs is vanishing gradients due to weak gradients from strong discriminators and not allowing the generator to learn effectively and cause mode collapse. This method allows the generator to see the stronger gradients from the weaker discriminators in order to update and learn better. Durugkar et al. ran extensive experiments where the weighting scheme was changed from focusing on those weak discriminators and those strong and found that the simple average of discriminator’s losses provided the best values for both metrics in most of the considered cases quality of generated samples.

This result echoes to the proposed method by Neyshabur et al. of just a simple average loss minimization across the \( K \) different discriminators all of the same architecture. The idea behind their method is discriminator, \( D_k \), sees a different randomly projected lower dimensional version, \( z \), of the input image in order to better train the generator, \( G \), on these conditional inputs. The loss function, Eq [3] in this work by Neyshabur et al. looks similar to Eq [4] except now instead of a softmax the mean is taken throughout the discriminators.

\[
L = \sum_{k=1}^{K} \mathbb{E}_{z \sim p_z} \log D_k(G(z))
\]

High level, the discriminative tasks in the projected space are harder which means the discriminators have a harder time discriminating between real and fake samples. This makes the discriminators avoid early convergence and learning which in turn battles mode collapse in the generated samples [1]. We decide collectively from these two main results from Durugkar and Neyshabur, as well as the result from Hung et al., that we will use an average loss between our two network’s discriminators. Since our main goal is to merge the independent loss functions in TSGAN together to unify the learning and dependency between \( WGAN_x \) and \( WGAN_y \), using this simple average indeed combines the
two losses and then unifies the learning into one loss function. This means that our new unified loss function between $WGAN_x$ from Eq\[1\] and $WGAN_y$ from Eq\[2\] now becomes:

$$L_{TSGAN}(G, F, D_x, D_y, x, y, z) = \frac{1}{2}[L_x + L_y].$$  \hspace{1cm} (6)

The techniques described in the papers by Neyshabur et al. and Durugkar et al. deal primarily with the vanilla GAN loss function which has many problems with training and behaves poorly \[50\]. Since we are dealing with WGANs in our to deal with this training problems and improve stability of our uTSGAN, we must make sure that the new loss function can still be considered a WGAN loss function. In other words, can we confirm we maintain similar attributes to the original WGAN papers by Arjouksy et al. and Gulranjani et al. that has brought WGANs into such popularity in the community? We know WGANs are Lipshitz constrained and continuous which makes it possible for our gradient descent to work on optimization. So we ask the question, are the sum of two Lipshitz continuous functions still Lipshitz continuous? We know continuity is preserved through the summation of continuous functions under the triangle inequality. The Lipshitz constraint we know from Gulranjani et al. is Lipshitz continuous from the constraint on the gradient by penalizing the gradients to have norm at most one everywhere. So referring back to Eq\[1\] and Eq\[2\] we will continue to denote them as $L_x$ and $L_y$ that are Lipshitz continuous functions. We also know $L_x : \mathbb{R} \rightarrow \mathbb{R}$ and $L_y : \mathbb{R} \rightarrow \mathbb{R}$, $x, y \in \mathbb{R}$, and denote constants $C_x$ and $C_y$ as the Lipshitz constants for $L_x$ and $L_y$ respectively. Then:

$$| (L_x + L_y)(x) - (L_x + L_y)(y) | =$$

$$| L_x(x) + L_y(x) - L_x(y) - L_y(y) |$$

$$= | L_x(x) - L_x(y) + L_y(x) - L_y(y) |$$

$$\leq | L_x(x) - L_x(y) | + | L_y(x) - L_y(y) |$$

$$\leq C_x | x - y | + C_y | x - y | = (C_x + C_y) | x - y |,$$

so $L_x + L_y$ is Lipshitz constrained with constant $C = C_x + C_y$. By this, we can confirm $L_{TSGAN}$ is Lipshitz constrained and continuous and hence maintains the properties of WGANs. This is what we desire with our new loss function for our uTSGAN and training should be stabilized similar to that of the WGAN. We still train the discriminator with a training ratio to the generator’s single training update in order to preserve the works from the TSGAN and WGAN papers. With this new single loss function we cut the training time down simply by only having two discriminators update together instead of two discriminators updating in serial. We now use our uTSGAN to conduct similar experiments to the original TSGAN paper, showing qualitatively and quantitatively how uTSGAN improves time series generation.

## 4 Experiments and Results

### 4.1 Data

Like the original TSGAN paper, we perform our experiments on over 70 1D univariate time series data from the University of California Riverside (UCR) time series archive \[51\],[2]. The UCR archive has sub-data sets that span different types of collection methods of the time series data. For simplicity, we call these sub-data sets as data sets which we know come from the UCR data repository. These collection methods include: sensors, spectrograms, image translations, devices, motions, medical, simulations, traffic, speech, acoustic and audio. We focus on the univariate data and try to show the generation can be performed across these various signal types and refer the reader to the UCR archive for more information on each individual data set used.

We look at data sets that are binary classification problems as well as multiclass classification where the most classes taken into consideration are five. From here, we take a similar approach to Smith et al. in which we break those data sets into three different categories of training data size to better compare with the performance of TSGAN as well as show the ability for uTSGAN to generate time series in a few shot manner. Our split is 0-499 signals as small training data sets, 500-1000 signals as medium training data sets, and anything greater than 1000 as large training data sets. This break down for training data size is very different than what is typically expected for training data on image or audio generation tasks \[52\],[53\]. With that in mind, these data sets would all be small data for image tasks for GANs and one could argue showing any generations with this time series data would be considered few shot.

### 4.2 Training Process

Again, uTSGAN is trained similarly to the original TSGAN. We start by turning our real time series data into spectrogram images using a short-time Fourier transform (STFT) \[17\]. These spectrogram images are used for the real
data, \( x \), in comparison for uTSGAN’s 2D network, \( WGAN_y \). We carry no complex information into the network, rather we are using the RGB values of the spectrogram image, i.e. a matrix of [0-255] pixel intensities in each channel. Since these images are the power spectral density of the signal, we do realize they carry some spectral contents to them in their shape and patterns; this is what we feel helps enhance uTSGAN’s ability to generate realistic time series signals. Conditioning \( WGAN_y \) with these generated spectrograms from \( WGAN_x \) also helps in the generation of time series data seeing that relevant spectral information of the signal showing time frequency characteristics is present in the condition. \( WGAN_y \)’s discriminator, \( D_y \), is trained for some ratio versus the generator, \( G \), while at the same time \( WGAN_x \)’s discriminator, \( D_x \), and generator, \( F \), are trained under the same ratio. The only caveat to this is the output of \( G \) is fed into \( D_x \) during the training. We optimize our loss function using Adam [54] and our spectrograms are generated and plotted using Librosa [55] and then saved off as RGB images in JPG format.

### 4.3 Metrics

We use an adjusted 1D Fréchet Inception Score (FID) [56] for our metric to verify the quality of the generated time series data [28, 30, 37]. The FID score is a way of measuring the distance between a trained deep network’s features learned from real and synthetic data. These features are then fit into Gaussian distributions and the Frechet distance (or 2-Wasserstein distance) is used to measure their similarity. This metric has been shown to correlate well with images, specifically the quality of an image and not just how well the classification of the synthetic data is with a trained classifier (like with the Inception score [56]). One issue with this score in the 1D domain is there is no baseline standard classifier trained on a vast data set to pull these features from like in the image domain with the Inception [57] classifier and Imagenet data set [58]. Unlike images, which share natural inherent features for all natural images, time series data does not share similarities between collection modalities. This also makes sense since time series data is so different per application and the inherent features learned in an ECG signal is different than that learned in the stock market. So to still be able to use the FID score to measure our realistic quality of generated data, we create a unique classifier on each data set and pull features from that classifier. This of course is slightly skewed in calculation since it would be ideal to use a classifier with classification accuracy and the high accuracy on the data set being used this is not always the case, seeing many of these data sets have top classification rates of 50-70% with any classifier. With that, we use a FCN for our time series classification network to pull features citing it’s ability to generalize and perform well over the entirety of the UCR archive [26]. Though there isn’t a standard like the Imagenet data used for image FID metrics, we know FID score will share similar properties, i.e the lower the FID score the better the generation is and closer to the original data. For our results we show the average FID score of the generated data after 25 runs of generation.

### 4.4 Experimental Setup

For our experiments we work solely in Ubuntu 16.04 and code our approach in Python and Tensorflow 2.0 [59, 60]. We ran our TSGAN for one thousand epochs on each data set. Our batch size also differs with every data set trained on, this is due to the varying size of training data available for each data set. For each of our data sets we generate samples after 250, 500, 750, and 1000 epochs and then calculate the FID score at those specific epochs. Our hope is to show that with the combined loss function that uTSGAN converges faster to better generated results than the TSGAN. Our hardware is optimized for deep learning, using Nvidia Titan X GPU, an Intel Core i7 processor, 128G RAM, and a 1TB SSD hard drive.

### 5 Results

With the span of the 70 different data sets we see data that has extremely different characteristics. Some of the time series is smooth and follow similar sine wave oscillation, others are rapid in frequency change and sharp contrast between time steps with random jumps in values. This is another reason why we look for a spectral representation of the signal for the conditional input to \( WGAN_y \) in order to capture a lot of these differences in the time series universally.

#### 5.1 Empirical Qualitative Analysis

To begin, we look at the unified loss function of uTSGAN plotted versus number of epochs and in comparison both independent loss functions for TSGAN. Some of the data sets loss function can be seen in Fig[2]-Fig[7], which all show the comparison of different data sets. Here we have two large grouped data sets, one medium, and three small. Diving in further we can look at similarities between all these images as well as the generation of the time series. To begin, we see that the loss function for uTSGAN follows similar paths for all data sets shown. We believe this behavior is due to the invariant penalty of the network on itself by having to generate good spectrogram images in order to generate good time series data. When the time series data isn’t generated correctly, the network has to relearn the spectrogram
Figure 2: Yoga, large data set. Left column shows the uTSGAN and the right column is the TSGAN results after 1000 epochs of training. At the top of the figures we see the loss function graph of each methods. Notice, the TSGAN has two loss graphs, this is due to its two independent networks trained separately. Below these are the generated spectrogram images of class 1, two separate are shown to show generation of different signals spectrum is happening and not just replicating the same spectrogram. Below these are the generated time series signals for class 1 compared to the real signals to see how the generation should look visually. On the bottom of the figure is the FID score of the generated time series, again the lower the FID the better the generation resembles real data.

We also see in Fig 2 - Fig 7 that TSGAN's original loss for $WGAN_x$ converges extremely quickly while the loss for $WGAN_y$ does not. We believe this is because of the ability of WGANs to generate synthetic images extremely well to begin with and is their core function in the community. On top of that, spectrogram images do not share the same features or temporal conditions that natural images share which makes their generation an easier task than generating faces or animals that don’t look like Picasso paintings.

Digging deeper into the dependency issue first realized in the original TSGAN, we look at the loss of $WGAN_x$ and try to compare it to the generated time series from $WGAN_x$. Originally, there is no dependency mathematically related in the losses of the two independent networks in TSGAN, $WGAN_x$ and $WGAN_y$, which means that $WGAN_x$ can be feeding $WGAN_y$ great realistic spectrograms or horrible ones with no penalty. This is essentially what is happening with two independent loss functions. As we can see in Fig ?? the original TSGAN’s $WGAN_x$ is generating realistic spectrogram images from as little as 100 epochs of training (this is also seen throughout the data sets trained. Fig ?? we show a few). What is not happening though is the same quality of generation being done by $WGAN_y$ for the time series data in as little epochs as the spectrogram images and even after all training is done.
Figure 3: TwoLeadECG, large data set. Left column shows the uTSGAN and the right column is the TSGAN results after 1000 epochs of training. At the top of the figures we see the loss function graph of each methods. Notice, the TSGAN has two loss graphs, this is due to its two independent networks trained separately. Below these are the generated spectrogram images of class 1, two separate are shown to show generation of different signals spectrum is happening and not just replicating the same spectrogram. Below these are the generated time series signals for class 1 compared to the real signals to see how the generation should look visually. On the bottom of the figure is the FID score of the generated time series, again the lower the FID the better the generation resembles real data.

This shows that the condition of the spectrogram image to $WGAN_y$ in the original TSGAN is really not conditioning the network at all. What is really happening is a random input matrix is being given to $WGAN_y$ (which in this case is the generated spectrogram image generated from $WGAN_x$ per epoch) and then used for generating the time series data. This is no different than the original GAN method of generation by feeding some random vector to the generator every epoch, only in this case the random vector is in the shape of a random generated RGB values that are drawn from the space of generated spectrogram images. With this, it is impressive that TSGAN originally was able to generate such quality time series data as well as demonstrate few shot ability. We believe this is due to the power of the architecture in $WGAN_y$ which as described by Smith et al. as a 2D to 1D autoencoder. In there more information must be given to $WGAN_y$ to generate time series data from the random matrix instead of a random $N \times 1$ random input vector.

What we now show with our uTSGAN is the ability to have dependency across both $WGAN_x$ and $WGAN_y$ in their generation of both 2D and 1D data. Some examples can be seen more clearly in Fig 8 - Fig 13 showing the generation of spectrogram images and its corresponding time series data. In this, we want to also point out the FID score is shown at the bottom for each epoch of training. More statistical measures will be addressed regarding FID score shortly, but in Fig 8 - Fig 13, it can be seen that in every data set shown uTSGAN outperforms TSGAN in FID score before the 1000th epoch of training.
Figure 4: MiddlePhalanxOutlineCorrect, medium data set. Left column shows the uTSGAN and the right column is the TSGAN results after 1000 epochs of training. At the top of the figures we see the loss function graph of each methods. Notice, the TSGAN has two loss graphs, this is due to its two independent networks trained separately. Below these are the generated spectrogram images of class 0, two separate are shown to show generation of different signals spectrum is happening and not just replicating the same spectrogram. Below these are the generated time series signals for class 0 compared to the real signals to see how the generation should look visually. On the bottom of the figure is the FID score of the generated time series, again the lower the FID the better the generation resembles real data.

Also shown in Fig[8]- Fig[13] that is interesting is the quality of the spectrogram image being produced is extremely poor and noisy in the lower epochs of training (and not as clean even when training is complete) compared to the TSGAN’s generated spectrograms in fewer epochs. Though we do realize this isn’t the ideal scenario, what is shown is even when the generation of the spectrogram is poor it is still producing decent time series data. In some cases it’s seen that uTSGAN generates better quality time series data in as little as 250 epochs even with the spectrogram looking indistinguishable.

What was accomplished by unifying the loss functions in TSGAN is the two sub-networks, $WGAN_x$ and $WGAN_y$ now work together to generate better time dependent data. For an abstract analogy, please follow. In the original TSGAN, the generator $G$ of $WGAN_x$ is like a cousin to the generator $F$ in $WGAN_y$ while the discriminators in both, $D_x$ and $D_y$ are the bullies on the playground. Alone, $G$ can easily fend off their bully while $F$ has a hard time with theirs because $D_y$ is a much larger more dangerous bully. Once $G$ is done with $D_x$ they help out $F$ but from behind the fence because it’s not really their fight (i.e. shouting words of encouragement, or telling them how they dealt with their bully, etc.).

Now, with uTSGAN, $G$ takes the role of an older sibling instead of cousin, one that is more interested in helping $F$ fend off $D_y$ instead of just handling $D_x$ and there is no fence. Together, $G$ and $F$ help each other out, since $D_y$ is still the greater danger more emphasis is taken into dealing with that bully by both $G$ and $F$. While $D_x$ is dealt with in turn
**Figure 5:** Ham, small data set. Left column shows the uTSGAN and the right column is the TSGAN results after 1000 epochs of training. At the top of the figures we see the loss function graph of each methods. Notice, the TSGAN has two loss graphs, this is due to its two independent networks trained separately. Below these are the generated spectrogram images of class 1, two separate are shown to show generation of different signals spectrum is happening and not just replicating the same spectrogram. Below these are the generated time series signals for class 1 compared to the real signals to see how the generation should look visually. On the bottom of the figure is the FID score of the generated time series, again the lower the FID the better the generation resembles real data.
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once $D_y$ is at bay momentarily. This metaphor of big sibling helping little sibling and a two-on-two scenario versus a one-on-one is seen in Fig 8 - Fig 13 as well. The generator $G$ allows for its spectrograms to fault during training in order to help out the generation of $F$’s time series data. Though $D_X$ can distinguish $G$’s spectrograms from real ones easily alone, when $D_x$ is dealing with the loss of $D_y$ as well it allows $F$’s generation to happen better and quicker.

### 5.2 Quantitative Analysis

To reiterate, our experiments are over 70 different univariate data sets from the UCR’s time series archive. We now want to look at how well our uTSGAN performs on these data sets across multiple ran experiments and looking at different epoch outputs during training. During training, uTSGAN’s model and weights are saved at 250, 500, 750, and 1000 epochs (which is the end of our training). Once training is complete, we train an FCN on the original data set for 1000 epochs or until convergence through validation accuracy and we use this trained FCN network now to calculate our FID scores. Each uTSGAN model (250, 500, 750, 1000) is ran to generate synthetic data and then that data is used in comparison to the real data to determine the realism of the generated samples. FID scores were calculated in this fashion 25 times feeding different random vectors to $WGAN_x$ in order to generate different time series data in $WGAN_y$. Again, the FID scores in this paper are the average FID scores throughout these 25 different runs of the generation.
Figure 6: BeetleFly, small data set. Left column shows the uTSGAN and the right column is the TSGAN results after 1000 epochs of training. At the top of the figures we see the loss function graph of each methods. Notice, the TSGAN has two loss graphs, this is due to its two independent networks trained separately. Below these are the generated spectrogram images of class 1, two separate are shown to show generation of different signals spectrum is happening and not just replicating the same spectrogram. Below these are the generated time series signals for class 1 and compared to the real signals to see how the generation should look visually. On the bottom of the figure is the FID score of the generated time series, again the lower the FID the better the generation resembles real data.

With the 70 data sets, there are 28 data sets that are seen as small in training samples, 26 that are medium, and 16 that are large. For the delineation of small, medium, and large, we refer readers to subsection 4.1 for reference. At a high level, uTSGAN outperformed TSGAN in 55 of the 70 data sets by the 1000th epoch of training. In fact, uTSGAN achieved a lower FID score after 750 epochs of training in 43 of the 70 data sets. This alone shows empirically that uTSGAN trains better than that of TSGAN and converges to better generated time series quicker.

Breaking down the data sets by training size, the small training sets, uTSGAN outperforms TSGAN in FID score for only four of the data sets by the 250th epoch, 11 data sets by the 500th epoch, 16 data sets at 750th epochs, and 22 data sets by the 1000th epoch. This shows over the course of training uTSGAN is continuously getting better at generation. Another interesting statistic is when uTSGAN outperforms the 22 data sets in the small category, it does so by an average of 2.94 times better than TSGAN while in those six data sets in which uTSGAN never performed better than it was on average 0.36 times worse. This could be contributed to needing more time for the training, i.e. more epochs; but is more likely the case that the generated spectrograms are of poor quality compared to the time series contributed and that penalty in the loss function overwhelmed the time series.

For the medium training data sets, uTSGAN achieves better FID scores than ten data sets by the 250th epoch, twelve by the 500th epoch, 19 by the 750th epoch, and 22 by the end of training. Of those four data sets not achieving a better
Figure 7: Beef, small data set. Left column shows the uTSGAN and the right column is the TSGAN results after 1000 epochs of training. At the top of the figures we see the loss function graph of each methods. Notice, the TSGAN has two loss graphs, this is due to its two independent networks trained separately. Below these are the generated spectrogram images of class 1, two separate are shown to show generation of different signals spectrum is happening and not just replicating the same spectrogram. Below these are the generated time series signals for class 1 compared to the real signals to see how the generation should look visually. On the bottom of the figure is the FID score of the generated time series, again the lower the FID the better the generation resembles real data.

FID, uTSGAN was only 0.63 times worse than TSGAN while being 6.93 times better in those data sets it beat. This again shows progression of learning over time showing an increase in performance while training continues.

A similar story is seen when looking at those data sets classified as large training. uTSGAN outperforms four of the data sets by the 250th epoch, five by the 500th epoch, eight by the 750th epoch, and eleven by the end of training. Of those data sets which uTSGAN did not perform better, our FID score was only 0.39 times worse than that of TSGAN; while the winning data sets were 8.23 times better in FID scores.

Overall uTSGAN achieves FID scores 6.04 times better than the original TSGAN, showing the unified loss function and dependency in training is a value added to the time series generation. It also is important to note that during training, all data sets saw an increase in FID performance as training went on, showing consistent learning and generation happening in this unified architecture of sibling GANs.

6 Conclusion

The possibilities of solving rare, complex problems are endless if there was an abundance of data for each issue. If a researcher was able to supply an algorithm with enough data, the chance of solving large problems increase; e.g. forecasting weather patterns, predicting the stock exchange, identifying what a rare heart disease looks like in an ECG,
or catching a brain tumor in an EEG in the early stages. As can be imagined, some of these problems can’t supply a researcher with enough data and doing other means to collect the data is difficult. That is why data generation is such an important task in the machine learning community and supports large interest with researchers worldwide. These events described above are time series dependent events and it happens that time series data is one of the more complicated types of data to generate.

It wasn’t until recently that the first few shot approach, TSGAN, was published by Smith et al. that showed promise for data generation. In this paper though we express our concerns with TSGAN and address them accordingly to create a novel mathematical approach to similar few shot learning algorithm, uTSGAN. uTSGAN uses the same time frequency information which showed to help TSGAN in time dependent signal generation, but yet increases its ability by unifying both sub-networks inside the architecture. With this unification, we have shown uTSGAN can generate realistic time series on 70 public data sets standard to the time series community, spanning different tasks and collection modalities. We show our approach can generate data faster than TSGAN, achieving a higher FID score in more than 60% of the data sets compared in 75% of the training time needed. We also have shown that uTSGAN generates better quality time series over the same amount of training time, resulting in an FID score six times better than that of TSGAN in over 75% of the data compared.

Though we mention that the data used for uTSGAN generation have such small training size that all the data sets used could be considered few shot, we delineate the small training data sets of having less than 500 signals in their training.
From these 28 small size data sets and 26 medium size one (all 54 data sets have less than 1000 training signals), uTSGAN outperforms TSGAN on over 80% of the data sets tested by a combined factor almost five times better. This result shows the few shot ability of uTSGAN is preserved with this unification.

6.1 Future Work

Although we have shown some great progress in uTSGAN for time series generation, we definitely do not think we solved the problem of a universal generation method. There are several things we would like to advance in the generation ability and hope the community finds this work essential enough to advance as well. First, there needs to be a better way of quantitatively verifying the realism of the time series data being generated. The original paper for TSGAN classification metrics that show promise as well as 1D FID score, but there needs to be a universal way to generate any time series data and then compare to the original time series which meets standardization in the community.

As far as work on uTSGAN, we would like to see if there is any benefit for many of the training “tricks” used in image generation. Things like pixel normalization (of course mapped to 1D), progressively growing the signal, more conditioning of the input with actual spectral information and not just RGB values, injecting information in the layers while learning is going on [29][32][30]. Though these things are not of interest for this paper, it would be great to see application-based papers coming forward and finding tricks like these or different ones that push the data generation one step closer to realism. Also, we see the ability to add some auxiliary classifier to the end of the discriminator as well
Figure 12: BeetleFly class 1, small data set. Examples of spectrogram images and time series pair generated from uTSGAN for associated epochs and the FID score at each epoch. This shows uTSGAN consistently gets better at generation over training. It also depicts the dependency of the two networks, showing as the quality of the spectrogram gets better so does the time series generation.

Figure 13: Beef class 1, small data set. Examples of spectrogram images and time series pair generated from uTSGAN for associated epochs and the FID score at each epoch. This shows uTSGAN consistently gets better at generation over training. It also depicts the dependency of the two networks, showing as the quality of the spectrogram gets better so does the time series generation.

as conditioning the input of the generator into multi-class label approach to extend the generation task further. There needs to be some addressing of the noise added in during the training and how to smooth that out through generation. It could be that a simple filter at the end of the network would work or adding some technique like WaveGAN’s phase shuffling for audio samples [30].

We would also like to explore the unified loss function itself and see if penalizing the spectrogram image generation as well as the reconstruction of the time series data from the image can help in our task. Our interest in this goes back to Section 4 Fig 8 - 13, showing that as the spectrogram image begins to get more prominent and resemble the original spectrogram, the time series generation also increases. We saw uTSGAN show a better FID score as training continued and we expect this spectral conditioning and dependency now holds a key to unlocking better time series generation.

Lastly, we look to other approaches of not just our WGAN approach. With this unification, it is possible some of these GAN loss function with actual mathematical convergence could make generation easier, better, and faster than that of WGAN. We open up the research community to look into other architectural losses and networks in uTSGAN to extend the work further to come one algorithm closer to a universal time series generation method.
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