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Abstract—The emergence of infectious disease COVID-19 has challenged and changed the world in an unprecedented manner. The integration of wireless networks with edge computing (namely wireless edge networks) brings opportunities to address this crisis. In this paper, we aim to investigate the prediction of the infectious probability and propose precautionary measures against COVID-19 with the assistance of wireless edge networks. Due to the availability of the recorded detention time and the density of individuals within a wireless edge network, we propose a stochastic geometry-based method to analyze the infectious probability of individuals. The proposed method can well keep the privacy of individuals in the system since it does not require to know the location or trajectory of each individual. Moreover, we also consider three types of mobility models and the static model of individuals. Numerical results show that analytical results well match with simulation results, thereby validating the accuracy of the proposed model. Moreover, numerical results also offer many insightful implications. Thereafter, we also offer a number of countermeasures against the spread of COVID-19 based on wireless edge networks. This study lays the foundation toward predicting the infectious risk in realistic environment and points out directions in mitigating the spread of infectious diseases with the aid of wireless edge networks.
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I. INTRODUCTION

RECENTLY, the rapid spread of the new coronavirus disease (COVID-19) has brought serious challenges to the whole world. As a high infectious disease, the virus of COVID-19 could spread from humans to humans through respiratory droplets, aerosols and other transmission manners [1], [2]. This disease attacks the respiratory system of infected individuals and results in many symptoms, such as fever, fatigue, dry cough, muscular pain, and breathlessness. Therefore, taking effective countermeasures to combat the spread of the COVID-19 becomes an important research topic for researchers in different fields [3], [4].

A. Motivation

Research efforts from communications and computer communities have been conducted to fight against the spread of COVID-19. In particular, recent studies [5], [6], [7], [8] have investigated to deploy the Internet of medical things (IoMT) and establish the telemedicine platforms so as to mitigate the bottlenecks at public healthcare institutions. Meanwhile, data analytics and artificial intelligence (AI) techniques have been investigated to combat COVID-19 from different perspectives, such as diagnosis of new variants of COVID-19, spread prediction, and transmission risk analysis [9], [10], [11], [12], [13]. Moreover, blockchain techniques have been adopted for contact tracing with privacy preservation [14], [15], [16]. However, most of the aforementioned methods have stringent demands on the network performance, such as low latency, high bitrate, and the ability to handle requests from a large number of devices. These proposed methods may not be feasible for off-the-shelf network/computing infrastructures.

To fulfill the increasing computational/storage demands in IoMT and telemedicine systems, a typical solution is to outsource computational-complex tasks to remote cloud service providers, which have stronger computational capability than end devices. However, those cloud service providers are often owned by untrusted third parties, who may mistakenly or intentionally breach the data privacy [17], [18]. Meanwhile, uploading computing tasks to remote clouds inevitably leads to high latency. As an important complement to cloud computing, edge computing has recently appeared as a promising solution to IoMT [5], [19] since some computational tasks can be offloaded to nearby edge computing nodes. Edge computing nodes are typically deployed with existing wireless infrastructures (such as macro base stations, small base stations, access points, and IoMT gateways) to form wireless edge networks. In this paper, we investigate the adoption of wireless edge networks to analyze and combat the spread of COVID-19.
The spread prediction of COVID-19 is one of the most important countermeasures against the viral outbreaks [20]. For example, heat warning can provide a rough estimation on possible infectious people by analyzing thermal images [21]. Moreover, the prediction system based on the confirmed infection cases [22] can predict hazard areas. Despite the advent of these studies, most of them rely on data analysis at cloud servers, which have privacy-leakage risks (as analyzed above). In addition, the timely warning is crucial for an early warning and disease control while cloud services inevitably cause high latency. To address these issues, offloading the prediction tasks at edge nodes is a promising solution. To the best of our knowledge, there is no study on spread prediction of COVID-19 and investigation of countermeasures based on wireless edge networks.

B. Contributions

In this paper, we focus on establishing an analytical framework to analyze the infectious probability of susceptible individuals and providing early warnings by exploiting wireless edge networks. As indicated in previous studies [23], [24], [25], the infectious probability of a susceptible individual heavily depends on both the contact time and the distance between the infected individual and the desired susceptible individual. The detention time of individuals in a network is essentially available at an edge server by service providers (i.e., we use the detention time, which is longer than the contact time, to calculate the infectious risk). Moreover, the distance can be modelled by stochastic mechanism and stochastic geometry [23], [26], [27], [28]. Inspired by these previous findings, we then establish an analytical framework to evaluate the infectious probability of susceptible individuals. Moreover, we consider the impact of the mobility of individuals into our analytical framework. In particular, our framework consider three types of mobility models: the random direction (RD) model [29], [30], random walk model (RWK) [31], [32] and random waypoint (RWP) model [33], [34], [35]. Unlike other methods requiring the location or trajectory of each individual, our method can better protect the privacy of individuals since only the recorded detention time\(^1\) is used in our analysis. After establishing the analytical framework of the infectious probability and evaluating the impacts of multiple factors on the infectious probability by extensive simulations, we also discuss the countermeasures to combat the spread of infectious diseases like COVID-19 and its variants. For example, edge servers can offer early warnings to individuals within the same network as the infected individual so that the corresponding countermeasures (e.g., keeping social distance, wearing masks, and improving ventilation) can be done.

The main research contributions of this paper can be summarized as follows.

- In this work, we established a novel analytical framework to analyze the infectious probability of susceptible individuals within wireless edge networks. Deploying

\(^1\) The detection time or access time can be obtained by mobile service providers while less privacy is leaked in contrast to other pandemic surveillance methods, which require to access more user-privacy sensitive data [36].

\[1\]

\[\text{probability analysis. Section IV demonstrates the simulation results. Section V pointed out the future research directions.}\]

II. SYSTEM MODEL

This section presents the models including the network model, the infectious model and mobile models in Sections II-A, II-B II-C, respectively.

A. Network Model

Consider a wireless edge network as illustrated in Fig. 1, where a number of mobile users are connected with a base station, e.g., macro base station, Evolved Node B (eNB) in 4G LTE or gNode in 5G networks. The base station is equipped with an edge server, which can provide data storage and computation services for mobile users. In this paper, we also exploit the edge server to analyze the infectious probability and send early warnings.

There are two types of mobile users randomly distributed in this network. (1) The infected individuals are those individuals who have already been infected by the virus and may transmit the virus due to the high virus volume. (2) The susceptible individuals are those individuals who are not infected

\[\text{this analytical framework at wireless edge networks can potentially provide individuals with early warnings in time while leaking less privacy of individuals.}\]

- This analytical framework also investigates the effect of individual mobility on infectious probability. Specifically, the proposed framework considers the three most commonly used mobility models: the RD model, RWK model and RWP model. Extensive simulation results agree with the analytical results, implying the accuracy of the proposed framework.

- Analytical results suggest a number of countermeasures, such as early warning and social distancing. The integration of these countermeasures with wireless edge networks can effectively mitigate the spread of infectious diseases.

The remainder of the paper is organized as follows. Section II introduces the network model, the mobility models of individuals, and the infectious model. Section III presents the infectious probability analysis, including the analysis of static individuals and the impact of mobility on the infectious probability analysis. Section IV demonstrates the simulation results. Section VI concludes this paper. Section V pointed out the future research directions.

Fig. 1. System model of infectious probability analysis in wireless edge network.
and can nevertheless become infected by infected individuals due to the exposure to the infected individuals (especially in poorly ventilated environment or enclosed environment). Section II-B will present the infectious model. Both infected individuals and susceptible individuals are randomly distributed according to the uniform distribution. Moreover, those users are moving within this network according to different mobile patterns (they are modelled according to three types of mobility models in Section II-C). Note that both the number of infected individuals and the number of susceptible individuals are time-varying since some newly infected individuals (or susceptible individuals) may join the network while some of them may leave in this network due to the mobility of individuals. In addition, the susceptible individuals may become the infected individuals after being medical diagnosed or tested (e.g., nucleic acid tests).

The edge server can analyze the infectious risk based on the following available information. i) The statistical characteristics of individuals’ distribution (i.e., the location distribution of individuals) in the network area, can be obtained from the traffic management system or other related departments (or services). ii) Infected individuals can be obtained by Centers for Disease Control and Prevention (CDC) or other agencies though the privacy of the infected individuals can be properly protected by pseudonymity or other cryptographic schemes (i.e., hiding the exact individual identification). iii) The detention time of each individual (both infected individual and susceptible individual) is available by mobile services providers. With the availability of the above information, we aim to establish an analytical framework to analyze the infectious probability of each susceptible individual. In our framework, both specific location and trajectory of each individual are not used. Therefore, the risk of privacy disclosure for each individual is avoided. Without loss of generality, the analysis of the infectious probability is conducted by assuming the reference susceptible individual to be located at the center. Based on the analytical model, the edge server can calculate the infectious probability of each individual and send early warning messages to the individuals (or suggest the corresponding countermeasures in Section V).

B. Infectious Model

Although there are a number of studies on investigating the transmission of infectious diseases [23], [24], [25], [37], they are too complex to be directly adopted for the spread prediction of infectious diseases in the scenarios of wireless edge networks. Thus, it is a necessity to establish a simple yet effective infectious model for estimating infectious risks in a crowded scenario with the help of wireless edge networks.

As indicated by previous studies [23], [25], [37], [38], the infectious risk significantly drops with the increased distance between the infected individual and a susceptible individual. Inspired by these findings, we propose a simple-yet-effective infectious model with consideration of multiple factors (such as social distance, respiratory droplets, virus volume, time, and transmission factor of infectious virus). In this model, we first define the metric of instantaneous spreading volume of the virus transmitted from infected individuals to the susceptible individual within a unit of time because previous studies indicated the positive relation between the volume of virus and the infectious rate [25], [37], [38]. Specifically, $I_{inf}$ is given as follows,

$$I_{inf} = \sum_{i=1}^{N} V_i \cdot r_i^{-\eta},$$

where $N$ is the number of infected individuals, $V_i$ is the virus volume generated by the $i$th infected individual in the unit time period, $r_i$ is the distance from the $i$th infected individual to the susceptible individual, and $\eta$ is the path loss factor of the virus spreading that varies from 2 to 7 [25]. Note that the virus volume is a variable that varies with different infected individuals [39]. For example, a higher virus volume may be generated by infected individuals whose have more serious symptoms while the infected individuals with slight symptoms may generate fewer viral particles and have a smaller virus volume [38], [39]. We denote the maximal virus volume and the minimal virus volume generated by an infected individual by $V_M$ and $V_m$, respectively. Therefore, the virus volume $V_i$ generated by the $i$th infected individual varies from $V_m$ to $V_M$.

As shown in previous studies [25], [37], a higher virus volume leads to a higher chance of an individual being affected and a longer detention time (or contact time) leads to a higher risk of an individual being affected. We let $V_{th}$ denote the threshold virus volume that may lead a susceptible individual to become an infected individual. We then define the instantaneous infectious probability to evaluate the probability that a susceptible individual may become an infected individual within a unit of time. The instantaneous infectious probability is denoted by $P_{inf}$, which is expressed as follows,

$$P_{inf} = P(I_{inf} \geq V_{th}) = P \left( \sum_{i=1}^{N} V_i \cdot r_i^{-\eta} \geq V_{th} \right).$$

We next define the total risk of a susceptible individual becoming infected with consideration of the detention time. The total risk of a susceptible individual becoming infected is denoted by $R_{total}$. Since the detention duration $T$ that a susceptible individual is available at the edge server, we can calculate the total risk $R_{total}$ as follows,

$$R_{total} = \int_{0}^{T} P_{inf} dt = \int_{0}^{T} P \left( \sum_{i=1}^{N} V_i \cdot r_i^{-\eta} \geq V_{th} \right) dt.$$

C. Mobility Models

The mobility of an infected individual may affect the infectious probability of the susceptible individual due to the varied distance. Our analytical framework also considers three conventional mobility models, which are given as follows.

1) RD Model: Each infected individual moves toward a random direction within $[0, 2\pi]$, which is independent of other infected individuals. Meanwhile, the infected individual moves a random distance $R$ toward this direction at a constant
speed $v$. Upon his/her arrival of a certain location, another random direction and distance $R$ are chosen; this procedure repeats.

2) RWK Model: This model was originally proposed to describe the unpredictable movement of particles in nature [31]. In our framework, each infected individual moves toward a random direction within $[0, 2\pi)$, independently of the other infected individuals, and moves with a fixed distance $W$ toward this direction at a constant speed $v$. Similarly, another random direction is also chosen when the infected individual reaches a location. This procedure repeats the above steps.

3) RWP Model: In the beginning, each infected individual stops for a random time $T$ at his/her initial location. He/she then moves toward a random direction within $[0, 2\pi)$, independently of other infected individuals, and moves with a random distance $R$ toward this direction at a constant speed $v$. Upon his/her arrival, he/she stops for another random time $T$, then selects another random direction and distance $R$. This procedure repeats. During the procedures, both the speed $v$ and the pause time $T$ are random variables, which can be sampled independently from distributions $f_v(v)$ and $f_T(T)$, respectively. The distribution functions of $f_v(v)$ and $f_T(T)$ are usually assumed to be uniform distribution functions [34], [35], [40] though the authors in [41] mentioned that any distribution can be used (e.g., the beta distribution and discrete distributions).

III. INFECTIOUS PROBABILITY ANALYSIS

In this section, we focus on analyzing the infectious probability and deriving its closed-form expression.

Despite the advent of previous studies [42], [43], [44], there is no exact analytical expression for the probability density function (PDF) of instant infectious strength $I_{inf}$, which nevertheless is crucial for deriving the infectious probability. To address this issue, we separately analyze the virus volume of infected individuals and that from minor infected individuals, inspired by previous work [45]. The dominant infected individual is the nearest infected individual to the susceptible individual while the other infected individuals are minor infected individuals since airborne and droplet-borne infections are typically limited by distance [37]. Based on this consideration, we mainly investigate the effect of dominant infected individuals and approximate the aggregated impact from the rest of the infected individuals (namely minor infected individuals) to a Gaussian random variable. We first present an analysis on the infectious probability with static individuals in Section III-A and then extend our analysis to the scenarios of mobile individuals in Section III-B.

A. Infectious Probability With Static Individuals

According the infectious model in Eq. (1), we find that the infectious probability is mainly determined by two variables: the virus volume of the infected individual, and the distance between the susceptible individual and the infected individual. The virus volume of infected individuals follows the uniform distribution within $[V_m, V_M]$ (as given in Section II-B). We then have the probability density function of virus volume $V_i$ as follows,

$$f_V(V_i) = \frac{1}{V_M - V_m}, \quad V_m < V_i \leq V_M. \quad (4)$$

Compared to the virus volume generated by an infected individual, the distance between the reference susceptible individual and an infected individual $r$ has a more obvious impact on the infection process [37]. Since the reference susceptible individual is located at the center of circular area and each infected individual follows independent and identically distributed (i.i.d.) uniform distribution, the probability density function of $r$ is given by [46],

$$f_R(r) = \frac{2\pi r}{\pi D^2} = \frac{2r}{D^2}, \quad 0 < r \leq D. \quad (5)$$

We next have the following lemmas.

Lemma 1: When infected individuals are static, the distance between the susceptible individual and the dominant infected individual $R_1$ is given by

$$f_{R_1}(r_1) = \frac{2N r_1 (D^2 - r_1^2)^{N-1}}{D^{2N}}. \quad (6)$$

Proof: Since the dominant infected individual is the closest infected individual to the susceptible individual, the conditional cumulative distribution function (CDF) of $R_1$ can be computed by the approach in [45] as follows,

$$F_{R_1}(r_1) = P(r_1 \leq r) = 1 - P(\min \{R_N\} > r)$$

$$= 1 - P(R_1 > r, R_2 > r, \ldots, R_N > r)$$

$$= (1 - (1 - F_R(r)))^N, \quad (7)$$

where $(a)$ follows the i.i.d. nature of the set of distances $R_N$. Differentiating the above expression with respect to $r$, PDF of $R_1$ is given by

$$f_{R_1}(r_1) = N (1 - F_R(r_1))^{N-1} f_R(r_1)$$

$$= \frac{2N r_1 (D^2 - r_1^2)^{N-1}}{D^{2N}}. \quad (8)$$

For the susceptible individual situated at the origin, the PDF of the distances between the susceptible individual and the minor infected individuals $\{R_i\}$ conditioned on $R_1$ is given by

$$f_{R_i}(r_i \mid r_1) = \frac{2r_i}{D^2 - r_1^2}, \quad r_1 \leq r_i \leq D. \quad (9)$$

Lemma 2: When the infected individuals are static, the mean of the virus volume (excluding the virus volume from the dominant infected individual) conditioned on the distance between the susceptible individual and the dominant infected individual $R_1$ is

$$\mu_{N-1} = \frac{(N-1) (V_m + V_M) (D^2 - \eta u_i^2)}{(2 - \eta) (D^2 - u_1^2)}. \quad (10)$$
Proof: According to the definition of the mean value of a variable, we have the mean of the virus volume generated by minor infected individuals as follows,

$$
\mu_{I_{N-1}} = \mathbb{E}[I_{N-1} | R_1, V_1]
$$

$$
= (N-1) \mathbb{E}[V_i \cdot R_i^{-\eta} | R_1, V_1]
$$

$$
= (N-1) \int_{V_{m}}^{V_{M}} \int_{D_{r_i}}^{D_{r_i}} V_i \cdot r_i^{-\eta} f_{R_i}(r_i | r_1) \times f_V(V_i) dV_i dV_i
$$

$$
= (N-1) \int_{V_{m}}^{V_{M}} \int_{r_1}^{r_2} V_i f_V(V_i) dV_i \cdot \int_{r_1}^{r_2} r_i^{-\eta} f_{R_i}(r_i | r_1) dr_i,
$$

(11)

where (a) follows the conditional i.i.d. nature of the distances \( \{R_i\} \) and the i.i.d. nature of the virus volumes \( \{V_i\} \), (b) follows the independence between \( \{R_i\} \) and \( \{V_i\} \). Substituting (4) and (9) into (11), we have

$$
\mu_{I_{N-1}} = (N-1) \int_{V_{m}}^{V_{M}} \frac{V_i}{V_{M} - V_{m}} dV_i \int_{r_1}^{r_2} \frac{2 r_i^{1-\eta}}{2 - r_i^2} dr_i
$$

$$
= (N-1) \frac{(V_m + V_M)(2^{1-\eta} - u_1^{2-\eta})}{2 - u_1^2}.
$$

(12)

Lemma 3: When the infected individuals are static, the variance of virus volume (excluding virus volume generated by the dominant infected individual and the dominant infected individual \( U_1 \) is

$$
\sigma_{I_{N-1}} = (N-1) \left[ \frac{(V_m^2 + V_m V_M + V_M^2)(2^{1-\eta} - u_1^{2-\eta})}{3(1-\eta)(2 - r_1^2)} - \frac{(V_m + V_M)^2(2^{1-\eta} - u_1^{2-\eta})}{2 - u_1^2} \right].
$$

(13)

Proof: From the definition of conditional variance, we can calculate the conditional variance of virus volume at the susceptible individual excluding the virus volume from the dominant infected individual as follows,

$$
\sigma_{I_{N-1}} = \text{Var}[I_{N-1} | R_1, V_1]
$$

$$
= (N-1) \left[ \int_{V_{m}}^{V_{M}} \int_{r_1}^{r_2} (V_i r_i^{-\eta})^2 f_{V_i}(V_i) f_{R_i}(r_i | r_1) dr_i dV_i
$$

$$
- \left( \int_{V_{m}}^{V_{M}} \int_{r_1}^{r_2} V_i r_i^{-\eta} f_{V_i}(V_i) f_{R_i}(r_i | r_1) dr_i dV_i \right)^2 \right].
$$

(14)

Substituting (4) and (9) into (14), we derive

$$
\sigma_{I_{N-1}} = (N-1) \left[ \int_{V_{m}}^{V_{M}} \frac{V_i^2}{V_{M} - V_{m}} dV_i \int_{r_1}^{r_2} \frac{2 r_i^{1-2\eta}}{2 - r_i^2} dr_i
$$

$$
- \left( \int_{V_{m}}^{V_{M}} \frac{V_i}{V_{M} - V_{m}} dV_i \int_{r_1}^{r_2} \frac{2 r_i^{1-\eta}}{2 - r_i^2} dr_i \right)^2 \right] \right].
$$

(15)

We then derive the infectious probability of static infected individuals as follows.

Theorem 1: When the infected individuals are static, the infectious probability of a susceptible individual can be expressed by

$$
\mathbb{P}_{\text{inf}} \approx \int_{V_{m}}^{V_{M}} \int_{0}^{\frac{D}{2N}} Q \left( \frac{V_i - V_1 - \mu_{I_{N-1}}}{\sigma_{I_{N-1}}} \right) 
$$

$$
\times \frac{2N^2(D^2 - r_i^2)^{N-1}}{2D^2(NV_m - V_m)} dr_i dV_i.
$$

(16)

where \( Q(\cdot) \) is the \( Q \) function with the expression \( Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} t^2 \right) dt \).

Proof: The infectious probability of a susceptible individual can be computed by

$$
\mathbb{P}_{\text{inf}} = \int_{V_{m}}^{V_{M}} \int_{0}^{\frac{D}{2N}} P(\text{I}_{\text{inf}} > V_{th} | R_1, V_1) f_{R_i}(r_1) \times f_{V_i}(V_i) dr_i dV_i.
$$

(17)

As shown in (1), when the virus volume generated by an infected individual \( V_i \) is assumed to be uniformly distributed, \( I_{\text{inf}} \) becomes the sum of i.i.d. random variables. When the central limited theorem (CLT) is applied, the infectious probability can be computed by

$$
P(\text{I}_{\text{inf}} > V_{th} | R_1, V_1)
$$

$$
= P \left( \sum_{i \in \Phi} V_i \cdot r_i^{-\eta} > V_{th} | R_1, V_1 \right)
$$

$$
= P \left( I_{N-1} > V_{th} - V_1 \cdot r_1^{-\eta} \right)
$$

$$
\approx Q \left( \frac{V_m - V_1 \cdot r_1^{-\eta} - \mu_{I_{N-1}}}{\sigma_{I_{N-1}}} \right).
$$

(18)

Substituting (4), (6) and (18) into (17), we get the expression of \( \mathbb{P}_{\text{inf}} \) as given above.

With the expression of \( \mathbb{P}_{\text{inf}} \), we can calculate the total risk \( \mathbb{R}_{\text{total}} \) of a susceptible individual becoming infected after duration \( T \) in the network by substituting \( \mathbb{P}_{\text{inf}} \) into Eq. (3).

B. Effect of Mobility on Infectious Probability

Considering the scenarios that infected individuals move according to three different mobility models, we further analyze the infectious probability.

1) RD Model: Fig. 2(a) presents the trails of an infected individual walking within a circular area with the radius of 100 meters (m) following the RD model, where the moving time \( T \) is 2000 seconds (s), the pause time is 0.1 s and the moving speed varies from 1 meter/second (m/s) to 5 m/s. The distance between this infected individual to the susceptible individual at the center of this circular...
region is a random variable following the uniform distribution. The PDF of this random variable is the same as that in Eq. (5).

Therefore, when an infected individual moves following the RD model, the mobility does not impact the infectious probability. This result differs from the results when the infected individual moves following the RWK model and the RWP model, whose moving trails are given in Fig. 2(b) and Fig. 2(c), respectively. Next, we investigate the effect of mobility on the infectious probability when the infected individuals are moving with the RWK model.

2) RWK Model: We denote the distance between the $i$th infected individual and the reference susceptible individual by $l_i$, and the set of $N$ distances is $L_N$, and the radius of the circular network region is $D$. For simplicity of analysis, we assume the reference susceptible individual is located at the center of the circular network region. Although many studies also consider the RWK model [31], [32], both PDF and CDF of distance $l$ are not provided. Therefore, we need to derive PDF and CDF of distance $l$ between an infected individual to the susceptible individual in the RWK model first.

Lemma 4: When infected individuals are moving according to the RWK model, PDF $f_L(l)$ and CDF $F_L(l)$ of the distance between the susceptible individual and the infected individual $l$ is given by (19) and (20), as shown at the bottom of the page, respectively.

Proof: See Appendix A.
Based on PDF and CDF of the distance between the susceptible individual and the infected individual $t$, we have the following lemmas.

**Lemma 5**: When infected individuals are moving according to the RWK model, the distance $L_1$ between the susceptible individual and the dominant infected individual is given by

$$f_{L_1}(l_1) = N (1 - F_L(l_1))^{N-1} f_L(l_1),$$

where $f_L(l)$ and $F_L(l)$ are given by (19) and (20), respectively.

**Proof**: Since the dominant infected individual is the closest infected individual to the susceptible individual, the conditional CDF of $L_1$ can be computed by the following expression,

$$F_{L_1}(l_1) = \mathbb{P}(l_1 \leq l) = 1 - \mathbb{P}(\min \{L_N\} > l) = 1 - \mathbb{P}(L_1 > l, L_2 > l, \ldots, L_N > l)$$

$$= 1 - (1 - F_L(l))^{N},$$

where (a) follows the i.i.d. nature of the set of distances $L_N$. Differentiating the above expression with respect to $l$, PDF of $L_1$ is given by

$$f_{L_1}(l_1) = N (1 - F_L(l_1))^{N-1} f_L(l_1).$$

For the reference susceptible individual situated at the origin, PDF of the distance between the susceptible individual and the minor infected individuals conditioned on the distance $L_1$ between the susceptible individual and the dominant infected individual is given by

$$f_{L_1}(l_1 | l_1) = f_L(l_1), \quad l_1 \leq l_1 \leq D,$$

where $f_L(l)$ is given by (19).

**Lemma 6**: When the infected individuals are moving according to the RWK model, the mean of the virus volume (excluding the virus volume from the dominant infected individual) conditioned on the distance between the susceptible individual and the dominant infected individual $L_1$ is

$$\mu_{L_1} = \frac{(N - 1)(V_m + V_M)}{2} \int_{l_1}^{D} l_1^{-\eta} f_{L_1}(l_1) d l_1$$

**Proof**: According to the definition of the mean value of a random variable, we have the expression of the mean of virus volume from minor infected individuals as

$$\mu_{L_1} = \mathbb{E}[I_{N-1} | L_1, V_1]$$

$$= (N - 1) \mathbb{E}[V_1 \cdot L_1^{-\eta} | L_1, V_1]$$

$$= (N - 1) \int_{V_m}^{V_M} \int_{l_1}^{D} V_1 \cdot l_1^{-\eta} f_{L_1}(l_1 | l_1) f_{V_1}(V_1) d l_1 d V_1$$

$$= (N - 1) \int_{V_m}^{V_M} f_{V_1}(V_1) d V_1 \cdot \int_{l_1}^{D} l_1^{-\eta} f_{L_1}(l_1 | l_1) d l_1,$$

where (a) follows the conditional i.i.d. nature of the distance $\{L_i\}$ and the i.i.d. nature of the virus volume $\{V_i\}$, (b) follows the independence between $\{L_i\}$ and $\{V_i\}$. Substituting (4) and (24) into (26), we have

$$\mu_{L_1} = \frac{(N - 1)(V_m + V_M)}{2} \int_{l_1}^{D} l_1^{-\eta} f_{L_1}(l_1) d l_1.$$
Proof: By definition, the infectious probability of a susceptible individual when the infected individuals are moving according to the RWK model is given by
\[
P_{\text{inf}} = \int_{V_m}^{V_h} \int_{V_m}^{D} P(I_{\text{inf}} > V_h \mid L_1, V_1) f_{L_1}(l_1) f_{V_1}(V_1) dV_1 dV_1.
\]
(32)

As stated earlier, \(I_{N-1}\) is the sum of i.i.d. random variables. Therefore, by applying CLT, the infectious probability can be computed by CDF of a Gaussian random variable. We then have
\[
P(I_{\text{inf}} > V_h \mid L_1, V_1) = P(I_{N-1} > V_h - V_1 \cdot l_1^{-\eta})
\approx Q \left( \frac{V_h - V_1 \cdot l_1^{-\eta} - \mu_{I_{N-1}}}{\sigma_{I_{N-1}}} \right).
\]
(33)

Substituting (4), (23) and (33) into (32), we derive the expression of \(P_{\text{inf}}\) in (31).

3) RWP Model: We denote the distance between the \(i\)th infected individual and the reference susceptible individual by \(u_i\), and the set of \(N\) distances is \(U_N\), and the radius of the circular network region is \(D\). For simplicity of analysis, we assume the reference susceptible individual is located at the center of the circular network region. There are a number of studies on the RWP model [43], [44] and PDF of the distance \(u\) between an infected individual and the susceptible individual is given by [41] as follows,
\[
f_{U}(u) = \frac{2\pi u h(u)}{2\pi \int_{0}^{\infty} u \cdot h(u) du} = \frac{45u (1 - u^2)}{64} \int_{0}^{\pi} \sqrt{1 - u^2 \cos^2 \phi} \phi d\phi
\approx \frac{3}{\sum_{i=1}^{N-1} B_i} u^{\beta_1}, \quad 0 < u \leq 1,
\]
(34)

where \(h(u) = 2(1 - u^2) \int_{0}^{\pi} \sqrt{1 - u^2 \cos^2 \phi} \phi d\phi\), \(B_i = (1/73) \cdot [324, -420, 96]\), \(\beta_1 = [1, 3, 5]\), and (a) is derived because applying the exact pdf in complicated models may be time consuming as the exact expression of \(f(u)\) requires the numerical integration. This simplified PDF expression of \(f(u)\), which was proved to be accurate, is provided by [35].

Lemma 8: When infected individuals are moving according to the RWP model, the distance between the susceptible individual and the dominant infected individual \(R_1\) is given by
\[
f_{U_1}(u_1) = N \left( \left(1 - \sum_{j=1}^{N} \frac{C_j}{D^{\beta_j+1}} u_j^{\gamma_j} \right)^{N-1} \right)
\times \left(\sum_{i=1}^{3} \frac{B_i}{D^{\beta_i+1}} u_i^{\beta_i} \right).
\]
(35)

Proof: Similar to Lemma 1, we have the conditional CDF of \(u_1\) by
\[
F_{U_1}(u_1) = \mathbb{P}(u_1 \leq u) = 1 - \mathbb{P}(\min\{V_N\} > u)
= 1 - \mathbb{P}(U_1 > u, U_2 > u, \ldots, U_N > u)
= 1 - (1 - F_{U}(u))^N.
\]
(36)

Differentiating the above expression with respect to \(u\), PDF of \(u_1\) is obtained as
\[
f_{U_1}(u_1) = N(1 - F_{U}(u))^{N-1} f_{U}(u)
= N \left( 1 - \sum_{j=1}^{3} \frac{C_j}{D^{\beta_j+1}} u_j^{\gamma_j} \right)^{N-1} \left( \sum_{i=1}^{3} \frac{B_i}{D^{\beta_i+1}} u_i^{\beta_i} \right),
\]
(37)

where \(B_i = (1/73) \cdot [324, -420, 96]\), \(\beta_1 = [1, 3, 5]\), \(C_j = (1/73) \cdot [162, -105, 16]\) and \(\gamma_j = [2, 4, 6]\) as given by [35].

For the reference susceptible individual situated at the origin, PDF of the distances between the susceptible individual and the minor infected individuals conditioned on the distance between the susceptible individual and the dominant infected individual \(U_1\) is given by
\[
f_{U_1}(u_1 | u_1) = \frac{u_1 h(u_1)}{\int_{u_1}^{\infty} u_1 h(u_1) du_1}, \quad u_1 \leq u_1 \leq 1,
\]
(38)

where \(h(u_1) = 2(1 - u_1^2) \int_{0}^{\pi} \sqrt{1 - u_1^2 \cos^2 \phi} \phi d\phi\).

Lemma 9: When the infected individuals are moving according to the RWP model, the mean of virus volume (excluding the virus volume from the dominant infected individual) conditioned on the distance between the susceptible individual and the dominant infected individual \(U_1\) is
\[
\mu_{\gamma_{N-1}} = \frac{(N-1)(V_m + V_M) \int_{u_1}^{\infty} u_1^{1-\eta} h(u_1) du_1}{2 \int_{u_1}^{\infty} u_1 \cdot h(u_1) du_1},
\]
(39)

Proof: With the similar approach given in Lemma 2, according to the definition of the mean of a variable, we have the expression of the mean of virus volume from minor infected individuals as
\[
\mu_{\gamma_{N-1}}
= \mathbb{E} [I_{N-1} | U_1, V_1]
= (N-1)\mathbb{E} [V_1 \cdot U_1^{-\eta} | U_1, V_1]
= (N-1) \int_{V_m}^{V_M} \int_{r_1}^{1} V_1 \cdot r_1^{-\eta} f_{R_1}(r_1 | r_1) f_{V}(V_1) dr_1 dV_1
= (N-1)(V_m + V_M) \int_{u_1}^{\infty} u_1^{1-\eta} h(u_1) du_1,
\]
(40)

Lemma 10: When the infected individuals are static, the variance of virus volume (excluding virus volume from the dominant infected individual) conditioned on the distance
between the susceptible individual and the dominant infected individual \( U_1 \) is

\[
\sigma_{I_{N-1}^{\inf}}^2 = \text{Var}(I_{N-1}^{\inf} \mid U_1, V_i) = (N - 1) \left[ \int_{V_m}^{V_M} \int_{u_1}^{u_M} (V_i - u_1^{-\eta} V_i f(V_i) f_{U_1}(u_1) du_1 dV_i \right. \\
- \left. \left( \int_{V_m}^{V_M} \int_{u_1}^{u_M} V_i - u_1^{-\eta} V_i f(V_i) f_{U_1}(u_1) du_1 dV_i \right)^2 \right]
\]

\[
= (N - 1) \left[ \frac{(V_m + V_M)^2}{3} \int \frac{u_1^{-2\eta} h(u_1)}{u_1} \right. \\
- \left. \left( \int \frac{u_1^{-\eta} h(u_1)}{u_1} \right)^2 \right].
\]

**Proof:** With the similar approach given in Lemma 3, the conditional variance of virus volume at the susceptible individual excluding the virus volume from the dominant infected individual can be calculated by

\[
\sigma_{I_{N-1}^{\inf}}^2 = \text{Var}(I_{N-1}^{\inf} \mid U_1, V_i) = (N - 1) \left[ \int_{V_m}^{V_M} \int_{u_1}^{u_M} \frac{u_1^{-2\eta} h(u_1)}{u_1} du_1 dV_i \\
- \left( \int \frac{u_1^{-\eta} h(u_1)}{u_1} \right)^2 \right].
\]

We then have the following theorem of the infectious probability with the RWP model.

**Theorem 3:** When the infected individuals are moving according to the RWP model, the infectious probability of a susceptible individual is expressed by

\[
P_{\text{inf}} \approx \int_{V_m}^{V_M} \int_{u_1}^{u_M} \left[ \frac{V_0 - V_1 - u_1^{-\eta} - \mu I_{N-1}^{\inf}}{\sigma_{I_{N-1}^{\inf}}^2} \right] \\
\times f_{U_1}(u_1) du_1 dV_1,
\]

where \( f_{U_1}(u_1) \) is given by (37).

**Proof:** By definition, the infectious probability of a susceptible individual when the infected individuals are moving according to the RWP model is given by

\[
P_{\text{inf}} = \int_{V_m}^{V_M} \int_{0}^{1} P(I_{\text{inf}} > V_{\text{th}} \mid U_1, V_1) f_{U_1}(u_1) f_{V}(V_1) du_1 dV_1
\]

\[
\times \int_{V_m}^{V_M} \int_{0}^{1} P(I_{\text{inf}} > V_{\text{th}} \mid U_1, V_1) \cdot \frac{f_{U_1}(u_1)}{V_M - V_m} du_1 dV_1.
\]

As stated earlier, \( I_{N-1} \) is the sum of i.i.d. random variables. Therefore, by applying CLT, the infectious probability can be computed by CDF of a Gaussian random variable. Therefore, we have

\[
P(I_{\text{inf}} > V_{\text{th}} \mid U_1, V_1) = P \left( \sum_{i \in \Phi} V \cdot u_1^{-\eta} > V_{\text{th}} \mid U_1, V_1 \right)
\]

\[
= Q \left( \frac{V_{\text{th}} - V_1 \cdot u_1^{-\eta} - \mu I_{N-1}^{\inf}}{\sigma_{I_{N-1}^{\inf}}} \right).
\]

**IV. Numerical Results**

In this section, we conduct extensive Monte-Carlo simulations to compare simulation results with analytical results to evaluate the accuracy of the proposed analytical models. Throughout the entire section, the curves represent the analytical results and the markers represent the simulation results. We present the numerical results of the infectious probability \( P_{\text{inf}} \) with consideration of both static infected individuals and moving infected individuals (with different moving models).

**A. Infectious Probability With Static Individuals**

We first present the numerical results when the infected individuals are static. In the following results, the virus volume is normalized and the minimal virus volume \( V_m \) is chosen to be 0.5, and the maximal virus volume \( V_M \) is set to be 1.5. The path loss factor \( \eta \) is chosen from the range \([2, 7]\) [25].

Fig. 3 presents the first set of results of infectious probability \( P_{\text{inf}} \) in a small network area. In this set of results,
we compare the infectious probability $P_{\text{inf}}$ with the different number of infected individuals $N$, the radius of the virus spreading region $D$ and path loss factor $\eta$. From Fig. 3(a), we find that $P_{\text{inf}}$ significantly decreases when the threshold virus volume $V_{\text{th}}$ increases. In this figure, different colors of the curves and markers represent the results with different values of path loss factor $\eta$. When path loss factor $\eta$ decreases, $P_{\text{inf}}$ increases quickly, especially in Fig. 3(a). The number of infected individuals $N$ is 20 in both Fig. 3(a) and Fig. 3(b), while the radius of the results in Fig. 3(a) is smaller than that in Fig. 3(b); it implies the higher density of infected individuals in Fig. 3(a) than that in Fig. 3(b). As a result, $P_{\text{inf}}$ in Fig. 3(a) is much higher than that in Fig. 3(b). For example, when the virus volume threshold $V_{\text{th}}$ is 0.1 and path loss factor $\eta$ is 2, $P_{\text{inf}}$ in Fig. 3(a) is 0.9904 while $P_{\text{inf}}$ in Fig. 3(b) is only 0.2241. When the radius of the virus spreading region $D$ remains to be 100m, and the number of infected individuals reduces from 20 to 10 as shown in Fig. 3(b) and Fig. 3(c), respectively, we find $P_{\text{inf}}$ significantly decreases. For example, when the virus volume threshold $V_{\text{th}}$ is 0.1, and path loss factor $\eta$ is 2, $P_{\text{inf}}$ in Fig. 3(b) is 0.2241, while $P_{\text{inf}}$ in Fig. 3(c) is only 0.0113.

These results in Fig. 3 suggest two potentially effective methods to mitigate $P_{\text{inf}}$: 1) increasing the path loss factor $\eta$ of virus spreading and 2) reducing the density of infected individuals around the reference susceptible individual. These methods confirm with previous studies [37], [47] that effective countermeasures against the spreading of COVID-19 disease include keeping social distance, avoiding overcrowded environment, and wearing a surgical face mask.

Fig. 4 presents the results of infectious probability $P_{\text{inf}}$ versus the threshold of virus volume when $\eta = 3$ and $D = 20m$ when infected individuals are static.

Fig. 5 presents the set of results of infectious probability $P_{\text{inf}}$ in a large network area with a large number of infected individuals. In this set of results, we find that $P_{\text{inf}}$ decreases fast when the path loss factor $\eta$ increases. Compared with the set of results in Fig. 3, the results in Fig. 5 vary in a much smaller range of the threshold virus volume $V_{\text{th}}$. When the number of infected individuals $N$ decreases, the density of infected individuals in this network increases, and the $P_{\text{inf}}$ increases.

B. Infectious Probability With Mobile Individuals

We next present the numerical results when the infected individuals are moving according to the RWK model and RWP model. Kindly note that the results of infected individuals moving with the RD model are the same as the results of the static individuals because the mobility has no impact on the infectious probability as shown in Section III-B.1. We present the results of infected individuals moving with the RWK model and RWP model as follows.

1) Results With RWK Model: We first present the results of infectious probability when infected individuals are moving with the RWK model in a relatively small network area. Fig. 6 shows the results, where the network radius $D$ is assumed to be 100m and the moving distance of each infected individual is assumed to be 20m, the path loss factor $\eta$ is set to be 2.5. From Fig. 6, we find that the number of infected individuals $N$ is still one of the key factors to determine the infectious probability. In particular, when the threshold virus volume is $1 \times 10^{-3}$ and the number of infected individuals $N$ is 30, the infectious probability is nearly 0. However, when the number of infected individuals $N$ becomes 50 and the threshold virus volume remains to be $1 \times 10^{-3}$, the infectious probability sharply increases to be 1.

We then present the result of infectious probability with a larger network area. Fig. 7 presents the results. We can observe from Fig. 7 that the infectious probability drops fast as the threshold virus volume $V_{\text{th}}$ increases. For example, when the number of infected individuals $N$ is 300 and $V_{\text{th}}$ is $3 \times 10^{-5}$, the infectious probability is 0.9. When $V_{\text{th}}$ is increased to $3.4 \times 10^{-5}$, the infectious probability drops to nearly 0. Comparing Fig. 7 with Fig. 6, we can conclude that the infection risk for susceptible individuals becomes lower in a larger network area with a lower density of infected individuals.

We further investigate the impact of path loss factor $\eta$ on the infectious probability when infected individuals are moving with the RWK model. Fig. 8 plots the results. Comparing Fig. 8 with Fig. 3(b), where both two figures have the same number of infected individuals $N$ and network radius $D$, we find that the infectious probability in Fig. 8 is more sensitive to the path loss factor $\eta$. When the path loss factor $\eta$ increases from 2.3 to 2.5, the infectious probability significantly decreases. The reason for this phenomenon may lie in that the mobility leads to more contact chances (i.e., higher infectious risks) between the susceptible individuals and infected individuals, and the path loss factor $\eta$ may possibly determine whether the contact chances lead to the consequent infections to susceptible individuals.
2) Results With RWP Model: We next present the results of the infectious probability $P_{inf}$ with the RWP model. Fig. 9 presents the infectious probability $P_{inf}$ versus the threshold virus volume when the number of infected individuals $N$ is 20 and the radius of network area $D$ is 100. It is shown in Fig. 9 that the infectious probability $P_{inf}$ increases with the decreased path loss factor $\eta$. For instance, when the virus volume threshold $V_{th}$ is 0.01, $P_{inf}$ is 0.105 when $\eta$ is 3 though $P_{inf}$ increases to be 0.819 when $\eta$ becomes 2.

Moreover, we present the results of the infectious probability when infected individuals are moving with the RWP model.
RWP model in a larger network area. Fig. 10 plots the results of the impact of infected individuals (i.e., $N$) on the infectious probability when the path loss factor $\eta = 2.5$ and network radius $D = 1000\text{m}$. We observe that the infectious probability $P_{\text{inf}}$ increases when the number of infected individuals $N$ increases. For instance, when the virus volume threshold $V_{\text{th}}$ is $1 \times 10^{-3}$ and the number of infected individuals $N$ is 100, the infectious probability $P_{\text{inf}}$ is 0.064. However, $P_{\text{inf}}$ becomes 0.512 when $N$ increases to be 500. Comparing Fig. 10 with Fig. 9, we find the infection risk of susceptible individuals in a larger network area with lower density is lower than that in a smaller network with high density.

3) Results of Comparison: We next compare the impacts of three mobility models on the infectious probability $P_{\text{inf}}$ with path loss factor $\eta = 2.5$ and network radius $D = 100\text{m}$. Fig. 11 presents the results of $P_{\text{inf}}$ when 20 infected individuals are moving with the RD model, RWK model and RWP model. As mentioned before, the results of infected individuals moving with the RD model are the same as the results of static individuals because the mobility has no impact on the infectious probability as shown in Section III-B.1. Therefore, the green curve in Fig. 11 also represents the results of static individuals.

Fig. 11 shows that $P_{\text{inf}}$ with the RWP model is always higher than that with the RD model. This result can be easily explained with the help of Fig. 2(c) as given in Section III-B. From the walking trails of the infected individual, we find that the distances between the infected individuals and the susceptible individual (located at the center of the circular region) are not uniformly distributed. More specifically, the infected individuals more likely move to be closer to the center of the circular region than to the boundary. Therefore, the infected individuals have higher contact chances to the susceptible individual. Moreover, we also observe that $P_{\text{inf}}$ with the RWK model is higher than $P_{\text{inf}}$ with the RD model when $V_{\text{th}}$ is smaller than $3.6 \times 10^{-3}$. However, $P_{\text{inf}}$ with the RWK model is lower than that with the RD model when $V_{\text{th}}$ is larger than $3.6 \times 10^{-3}$. This phenomenon could probably be explained by the trails of the RWK model (given in Fig. 2(b)) since the individual usually moves in a restricted area, which is situated between the center and the boundary of the circular network. In this case, the infected individuals have lower contact chances to the susceptible individual compared with the RWP model.

Fig. 12 presents the results of $P_{\text{inf}}$ when 50 infected individuals are moving with three mobility models. Comparing Fig. 12 with Fig. 11, we observe that $P_{\text{inf}}$ with the RWP model is still higher than that with the RWP model when the number of infected individuals $N$ increases to 50. Moreover, $P_{\text{inf}}$ with the RWK model is higher than that with the RD model when $V_{\text{th}}$ is small (less than $7.3 \times 10^{-3}$). Similarly, $P_{\text{inf}}$ with the RWK model is higher than that with the RD model when $V_{\text{th}}$ is large. When the number of infected individuals $N$ increases from 20 to 50, $P_{\text{inf}}$ with all the three mobility models increases significantly.

V. COUNTERMEASURES BASED ON WIRELESS EDGE NETWORKS

The numerical results in Section IV offer many insightful implications. For example, the infectious probability $P_{\text{inf}}$ is
mainly influenced by the infectious model, the density of infected individuals, and the mobility models of individuals. Therefore, inspired by these findings, we can design countermeasures against the spread of COVID-19 based on wireless edge networks, as shown in Fig. 13. We summarize these countermeasures in the following three perspectives.

A. Informing Public to Keep Social Distance

Our numerical results show that the infectious probability is mainly affected by multiple factors, such as the path loss factor of virus spreading, the crowd density, and the mobility models. For example, the shorter radius of the virus spreading region will lead to the higher infectious probability. Thus, as an effective countermeasure suggested by many previous studies [37], keeping social distance is necessary, especially in the crowded environment.

With the aid of wireless edge networks, we can design a set of corresponding countermeasures to inform the public to keep social distance. For example, once the number of infected individuals is known by a nearby base station (e.g., a small base station in 4G/5G networks) and triggers the predefined threshold (e.g., 10 infected individuals), the edge server will broadcast notifications (e.g., sending text messages) to the public within this network so that the public can keep social distance (e.g., keeping a least 1 meter social distance) and wear surgery face masks.

Moreover, as shown previous studies [37], [47], COVID-19 and its variants have higher transmission risks in indoor environments or other places lacking enough ventilation. The integration of wireless edge networks with other services can potentially address this issue. In particular, the edge server deployed in approximation to the restaurant can automatically notify the central ventilation system to increase the speed of ventilation fans if the number of people in a room reaches a threshold (or being notified with an infected individual appearing in the restaurant). The number of people can be obtained by a crowd counter, which is connected to a nearby WiFi AP (or base station).

B. Isolating Infected Individuals in Time

As shown in recent studies [48], [49], in many population-dense countries and regions, there are much higher transmission risks of COVID-19 and its variants in nursing home than other places. Meanwhile, older adults living in nursing home often have higher fatalities than other healthy adults due to underlying comorbidity (i.e., the simultaneous existence of multiple diseases). Thus, it is crucial to protect older adults, especially in nursing home and other healthcare institutions.

The introduction of wireless edge networks can offer a potential solution to this issue. For example, once being informed with a number of infected individuals in nursing home, the edge server (located at the nursing home) can notify the healthcare workers to take necessary actions, e.g., isolating the infected individuals to negative pressure isolation rooms so as to reduce the risk of virus spreading.

C. Orchestration With Cloud Computing to Take New Countermeasures

There are a number of variants of SARS-CoV-2 since its outbreak in 2020. Each variant has different characteristics, such as fatalities, transmission risks, and immune escape, which pose the challenges in taking immediate and effective countermeasures against the spreading of the virus.

Wireless edge networks cannot work alone to address the challenges brought by new variants of COVID-19 due to the limitation of computing and storage capabilities of edge nodes. Thus, the orchestration of edge computing with cloud computing becomes a necessity to combat COVID-19 and its variants. Since cloud servers have powerful storage capacity, real-world epidemiological data (available through World Health Organization and CDC) can be saved at remote cloud servers. When the infectious model of a new variant is available (done by epidemiologists), CDC and other departments may make new countermeasures (policies) against the spreading of this new variant. Remote cloud servers may distribute both infectious models and new policies to edge nodes so that new countermeasures can be immediately made to different communities (e.g., older adults in nursing home).

VI. CONCLUSION

We have experienced the pandemic of COVID-19 around the world. This paper aims to provide precautionary measures against COVID-19 and other infectious diseases with the aid of wireless edge networks, which are essentially an integration of edge computing with wireless networks. In particular, we present an analytical framework to predict the infectious probability of infectious diseases with the assistance of wireless edge networks. Motivated by previous studies on transmission probabilities of infectious diseases, we propose a stochastic geometry-based method to analyze the infectious probability of individuals within wireless edge networks due to the availability of the recorded detention time of individuals and the density of infectious individuals and susceptible individuals. Compared with other methods that require the locations or trajectories of users, the proposed method can better protect the privacy of individuals since only the recorded detention time of individuals and the density of individuals in a network are required. Moreover, our analytical framework also considers three types of mobility models, thereby being closer to realistic scenarios. Extensive numerical results
show that analytical results well match simulation results, consequently validating the accuracy of the proposed model. In addition, we also offer a number of countermeasures against the spread of COVID-19 based on wireless edge networks, including notification to keep social distance, isolation of infected individuals, and orchestration with cloud computing. We believe that the in-depth integration of other technologies, such as AI and big data analytics with wireless edge networks can eventually combat the pandemic of COVID-19.

**APPENDIX A**

**Proof of Lemma 4**

Inspired by the previous study [41], we adopt a similar approach to derive the simplified probability density function \( f_L(l) \) of distance \( l \) between the infected individual and susceptible individual. In this appendix, we consider a circular area with radius \( D \) where a susceptible individual is located at the center of this circular area \( O \). Meanwhile, the infected individual is moving within this area according to the RWK model from the original point \( P_1 \) to the endpoint \( P_2 \). According to the RWK model, the length of line segment \( P_1 \rightarrow P_2 \) is a fixed value \( W \). Since the original location of the infected individual is uniformly distributed in the circular area, the length \( z \) of line segment \( P_1 \rightarrow O \) is given by the following equation,

\[
f_Z(z) = \frac{2z}{D^2}, \quad 0 < z \leq D. \tag{46}
\]

The endpoint \( P_2 \) will be located on the boundary of a circular area, which is centered at the original point \( P_1 \) with radius \( W \). In the moving process from \( P_1 \) to \( P_2 \), the location of the infected individual may be at each point of this circular area since the moving direction is randomly selected within \([0, 2\pi]\). We then derive the expressions of the probability density function \( f_L(l) \) of the distance \( l \) according to two different cases of \( z \) as follows.

**Case 1:** \( W \leq z \leq D \).

When the length \( z \) is determined, we can calculate the conditional CDF of \( l \),

\[
F_{L|Z}(l \mid z) = \frac{S}{\pi W^2}, \tag{47}
\]

where \( S \) is the target region satisfying the following condition: when the infected individual moves into the target area, the distance between this infected individual and the susceptible individual is smaller than \( l \). Therefore, we derive the cumulative probability that the distance between the infected individual and the susceptible individual is less than \( l \) with (47); this is consistent with the definition of \( CDF \).

According to the geometrical relationships of \( W, l \) and \( z \), we can calculate the area of target region. When \( W \leq z < l < W \), the area of target region is derived by

\[
S = \pi W^2 - 2(W^2 \sin \theta_1 W \cos \theta_1 + (l^2 - l \sin \theta_2 l \cos \theta_2) = W^2 \sin \theta_1 + l^2 \theta_2 - W z \sin \theta_1
\]

where \( \theta_1 \) equals to \( \arccos [(W^2 + z^2 - l^2)/(2Wz)] \), and \( \theta_2 \) equals to \( \arccos [(l^2 + z^2 - W^2)/(2lz)] \).

Similarly, when \( z \leq l < z + W \), the area of target region is calculated by

\[
S = \pi W^2 - [(W^2 \pi - \theta_1) - \sin \pi - \theta_1) - \sin \pi - \theta_1) - \sin \pi - \theta_1) = W^2 \sin \theta_1 + l^2 \theta_2 - W z \sin \theta_1
\]

Summarizing the above equations, we have the following expression of \( F_{L|Z}(l \mid z) \) as follows,

\[
F_{L|Z}(l \mid z) = \begin{cases} 
0, & 0 \leq l < z - W \\
\frac{W^2 \sin \theta_1 + l^2 \theta_2 - W z \sin \theta_1}{\pi W^2}, & z - W \leq l < z + W \\
1, & z + W \leq l < W, 
\end{cases}
\]

From the definition of Conditional CDF, we have

\[
F_{L|Z}(l \mid z) = \frac{\int_{-\infty}^{l} f(l, z) dz}{f_Z(z)}. \tag{48}
\]

After the transformation of (48), we can calculate the joint PDF of \( l \) and \( z \) as follows,

\[
f(l, z) = \frac{\partial}{\partial l} \left( F_{L|Z}(l \mid z) f_Z(z) \right),
\]

where \( f_Z(z) \) is given by (46).

According to the property of joint PDF, we have

\[
f_L(l) = \int_{-\infty}^{+\infty} f(l, z) dz = \int_{W}^{D} f(l, z) dz. \tag{49}
\]

We next derive the CDF by integrating PDF with \( l \),

\[
F_L(l) = \int_{-\infty}^{+\infty} f_L(l) dl = \int_{z-W}^{D} f_L(l) dl. \tag{50}
\]

**Case 2:** \( 0 \leq z < W \).

Adopting the same approach to Case 1, we derive the expression of \( F'_{L|Z}(l \mid z) \) as follows,

\[
F'_{L|Z}(l \mid z) = \begin{cases} 
\frac{l^2}{W^2}, & 0 \leq l < W - z \\
\frac{W^2 \sin \theta_1 + l^2 \theta_2 - W z \sin \theta_1}{\pi W^2}, & W - z \leq l < W + z \\
1, & W + z \leq l < D
\end{cases}
\]

Following the same derivation process in Case 1, we can derive the expressions of \( f(l, z) \), \( f_L(l) \) and \( F_L(l) \) on condition of \( 0 \leq z < W \).

The joint PDF of \( l \) and \( z \) is derived as follows,

\[
f(l, z)' = \frac{\partial (F'_{L|Z}(l \mid z) f_Z(z))}{\partial l},
\]

The expression of PDF of \( l \) is given by

\[
f'_L(l) = \int_{0}^{W} f'(l, z) dz. \tag{51}
\]

Then we have the CDF of \( l \) as follows,

\[
F'_L(l) = \int_{0}^{D} f'_L(l) dl. \tag{52}
\]
After the integration and summary of (49) and (51), we get the expression of $f_L(l)$ in (19). Similarly, after the integration and summary of (50) and (52), we get the expression of and the expression of $F_L(l)$ in (20) as given in Lemma 4.
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