Abstract. The article formalizes theoretical and methodological foundations of the use of parametric artificial intelligence technologies to ensure the security of sustainable society development. An algorithm for using an artificial neuron to describe a model of social development is proposed. Optimization of the processes of using neural networks in creating an expert system for forecasting safe social development is conducted.
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1. Introduction

Modern real systems (technical, economic, social, environmental, etc.) in the system of global world order are imperfect due to the complexity of internal relationships and the influence of a large number of parametric factors, which cannot be always predicted and taken into account. At the same time, systems of society development can change a mode (in a planned way or randomly), structure of elements, which identifies new states of a system and its security, which qualitatively differ from previous ones, defining unstable and unsteady development of all social processes. The above problems do not allow to describe in detail the processes using traditional approaches, in particular, causation in the form of comparative systems and theoretical models.

Today a new scientific trend is actively developing based on the representation of multidimensional social and public processes in the form of cognitive models and connections. Their use allows to describe the dynamics of complex social systems and to predict their future behavior and safe development.

2. Literature Survey

The methodological basis of our study is determined by the interpretation of forecasting methods, and features and patterns of the studied processes. We emphasize the following methods we need: 1) Formalized thinking.
The essence of the method is that the determining value of the ratio of the horizon of forecasting (warning period) $\Delta t$ and the evolutionary period (retrospective period) of the development of a social process $t_x$ is determined by the formula (Beatty, 1995):

$$\tau = \frac{\Delta t}{t_x}$$

(1)

If ($\tau << 1$) (the horizon of forecasting fits within the evolutionary cycle) then it is recommended to use formalized methods. With ($t \sim 1$) the possibility of dramatic changes in development, intuitive methods are significant and more effective.

1) According to the scientific works (Belkin and Niyogi, 2002; Krippendorff, 2004; Dalevska, N., Khohta, V., Kwilinski, A., & Kravchenko, S., 2019), formalized methods can be used before and after turning events. If several evolutionary periods fit within a social study period ($\tau >> 1$) then intuitive methods are used to develop forecasts (Kwilinski, A., 2019a,b).

2) Intuitive methods (Fernández-Rodríguez, et. al. 2000; Krizhevsky, A., Sutskever, Hinton, 2012; Watts, 1999). Intuitive methods are used when the object of forecasting is either too simple or so complex and unpredictable that it is almost impossible to analytically take into account the influence of many factors. Individual and collective peer reviews obtained in such cases are used as final forecasts or as initial data in integrated systems for forecasting safe social development. The content of intuitive forecasting methods consists in the intuitive choice of the most important and decisive ones from the numerous circumstances (Bilan, Y., Lyeonov, S., Lulyov, O., Pimonenko T., 2019).

3) The methods based on nonlinear models are thoroughly presented in the works (Jang, et. al. 1996; Jin, et. al. 2017; Poteete, et. al. 2010), remove the limitations inherent in statistical methods and satisfy the above requirements. Most of these methods belong to the category of artificial intelligence technologies. These are artificial neural networks and the latest means of optimization in determining the development and security of social processes.

3. Methods

The studies of the properties of macroeconomic systems (Goodfellow and Courville, 2016; Bikas, Saponaitë, 2018; Ostrom, 2009; Tkachenko, V., Kwilinski, A., Klyuchnik, M., & Tkachenko, I., 2019; Baltgailis, 2019; Selivanova-Fyodorova et al., 2019; Sriyan, 2019; Kuzmin et al., 2019; Kaluge, 2019; Vinogradova et al, 2019) under study indicate that it is possible to identify models of behavior of local, recurring social systems and to use them to forecast preserving or reversing a trend. For the macroeconomic systems under study, it makes sense to develop forecasting models that are able to “remember” past social situations and consequences (that is, their continuation) that are relevant to them, in order to further compare them with the situations that happen in the evolutionary development of society.

4. Results

A possible solution to the set task may be a database into which you can record social situations and manifestations encoded in a certain way. In order to make a forecast, one would have to review all the records, which must be very numerous in order to have a forecast of safe development with required accuracy. This idea is not constructive because of the complexity of data access and information matching criteria, and more. The ability to “remember” is inherent in technologies that are combined under the name Computational Intelligence (Laurier, et. al. 2016; Vasylieva, T., Lyeonov, S., Lulyov, O., & Kyrychenko, K., 2018) allowing to obtain continuous or discrete solutions as a result of modeling based on available data.
One of the subclasses of the discussed group of methods is neural networks (NN) using stochastic algorithms to forecast and manage the secure development of social processes through self-organization (Coppin, 2004; Lakhno, V., Malyukov, V., Bochulia, T., Hipters, Z., Kwilinski, A., & Tomashevska, O., 2018). These methods do not imply any restrictions on the nature of the input public information. These can be indicators of this interim series as well as information about the behavior of other public objects.

The processed information on social process data is numerical in nature allowing the use of NN, for example, as a model of systems with completely unknown characteristics. NN is a set of neurons connected in a certain way. A neuron is an elementary conversion component with a non-empty multitude of inputs that receive signals $x_1, x_2, \ldots, x_n$ (Fig. 1), a summation block, a block of signal conversion using an activation function and a single output – $Y$.

![Figure 1. An artificial neuron to describe a model of social development](image)

Each input has its own “weight” $w_i$ corresponding to the “strength” of the synaptic connection. The neuron works in two cycles. In the first cycle in the summation block the amount of excitation obtained by the neuron is calculated:

$$S = \sum_{i=1}^{n} x_i \times w_i = (X, W)$$

which can be conveniently represented as a scalar vector of inputs to a vector of weights. In the second cycle the total excitation is passed through the activation (conversion) function $F$, which determines the output signal $Y=f(S)$.

The multilayer network can form an arbitrary multidimensional function at the output at the appropriate choice of the number of layers, the range of signal changes and the parameters of neurons. The neural network implements the following conversion of the initial function:

$$y = f(x) = F \left\{ \sum_{iN} w_{k,j} x_i - \sum_{l2} w_{k,l} + \sum_{l1} w_{k,l} x_j - \theta_{l} \right\} - \theta_{j1} \ldots \theta_{jN} \right\}$$

where:
- $i$ – input number;
- $j$ – neuron number in a layer;
- $l$ – layer number;
Through the alternate calculation of linear combinations and nonlinear conversions, the approximation of an arbitrary multidimensional function is achieved with the appropriate choice of network parameters.

At the same time, adaptability refers to the process of changing the parameters and structure of the formed model at the initial uncertainty in working conditions, which has a volatile nature based on current input management information in order to achieve a certain condition characterized by a given threshold of accuracy. Mechanism of adaptation of models formed with the help of artificial intelligence system (artificial intelligence system – AIS). At the same time, as a rule, the topology of the network is considered to be unchanged, and tunable parameters are usually related to the parameters of neurons and the magnitude of synaptic weights.

Currently, there are many variations of neural networks capable of performing various operations with initial information. The most appropriate paradigm for forecasting the dynamic state of non-stationary macroeconomic systems is AIS with the following features (Gevrey, et. al. 2003):

a) by the method of learning – models with social direction or development vectors, to identify internal potential based on analysis of the history of society.

b) by the nature of propagation in information networks – recurrent networks based on the algorithm of propagation of error signals from the outputs of the neural network to its inputs, in the direction opposite to the direct propagation of signals in the normal mode of operation.

The above paradigm allows to use neural networks as a “black box”, which is “presented” the task input data and the response that corresponds to these data, previously discovered, when forming the parameters of social model development. AIS itself, in the process of safe development, must build within the “black box” the process under study (identify the dynamics) in order to produce the response that matches the correct one (Selsam, et. al. 2019). The more different pairs of the “initial data” on secure social development – the “response” will be given to NN, it will create the more adequate logical target decision-making function within the model of social development.

The significance of such a neural network concept regarding the task of forecasting the security of development is determined by the general principles of operation of multilayer perceptrons and includes three stages: 1) collection and preliminary processing of input data; 2) perceptron learning; 3) recognition (forecast) of the model of safe development of society (Hamill, 2017; Pająk, K., Kvilinskyi, O.; Fasiecka, O., & Miśkiewicz, R., 2017).

The pattern of the solution of the task of forecasting macroeconomic and social processes based on security principles can be presented in the form of a sequence of stages (Fig. 2).
At the initial stage, NN restores the target function using multiple sets of macroeconomic samples, that is, solves the task of interpolation of safe development. At the stage of using the formed NN model (forecasting), the network will use the restored dependency for forecasting, i.e. solve the task of extrapolation.

The ability to abstract at the stage of preliminary conversion allows AIS to ignore the secondary properties of the data set under study and to identify the main ones within the model of safe society development. However, these properties, given the set task of forecasting, can be a disadvantage, because sometimes a small property of the studied non-stationary processes in the rapidly changing economic situations can have a significant impact on social development and security characteristics in the future (Metelenko, et. al. 2019). In addition, the parameter setting process (parametric synthesis stage) of the neural network model is non-deterministic by nature, does not always sum up, requires the use of a large number of different heuristic tricks, depends significantly on the complexity of the initial data, the selected network architecture (NN structural synthesis stage) and computational resources.

The stages of preliminary conversion and parametric synthesis of NN determine the main points, keeping track of which allow you to create expert systems of forecasting with the help of the apparatus of artificial neural networks.

The stage of preliminary conversions is necessary for the neural network to solve the problem of extrapolation of initial values by solving the problem of interpolation of converted values of factors. It should be noted that the important stage of neural network computing is the stage of preliminary data conversion. The speed of modern learning algorithms, the ability of the neural network to remember (selection of characteristic patterns in instructive data) and the generalization (adequate processing of unused input signals for development security) depend exactly on what form the data is presented in, how their preliminary selection is performed. In addition, preliminary conversion allows ensuring the invariance of feature sets, as determined by the fact that the signals distributed over the neural network must be limited by the space determined by the asymptotic interval of the activation functions of the network neurons in the current model of social development.
The values of the signals of the first NN output layer may be in the interval [-2, 2]. The conversions performed in the second layer in the space of activation functions in the interval [-1, 1] “cut off” the informative part of the signal values above or below this interval. At the same time, the values that did not fall within this interval are approximated by the neural network with the values of the asymptotic activation functions (Kashima, et. al. 2003).

The above problems generally impose determinative constraints on the input and output samples of the input values given for the NN operation and as a whole determine the ability of the NN to make general conclusions – the NN can forecast the behavior of a particular social model only in the space of the activation function. At the same time, the multitude must contain the behavior of the indicator throughout the space. Only taking into account these constraints the NN is able to make general conclusions and consequently make forecasts. Thus, at the stage of preliminary conversions it is necessary to ensure invariance of the feature set so that they are located in the space of the activation function (Scarselli, et. al. 2009).

Let us consider a simple way of forming invariant images. The basic concept here is “window” (“immersion depth”), that is, the number of time periods (or other parameter by which extrapolation is conducted) into which vectors fall that are formed at the input and output of the network, for which \( n \) input neurons and \( m \) output neurons are allotted accordingly.

\[
X = \frac{x - \text{Min}}{\text{Max} - \text{Min}}
\]

\( \Delta t \)

input window

exit window

artificial intelligence system

Figure 3. The method of normalizing input and output images of the initial sample to ensure development security based on the parameter of elementary “windows”
The data of each of these vectors is limited by a range \([\text{Min}...\text{Max}]\). The simplest way to form the “window” in the space of the activation function of an artificial neuron would be to transform by the formula:

\[
\widehat{X} = \frac{x - \text{Min}}{\text{Max} - \text{Min}}
\]  

(4)

where:
- \(x\) – initial vector;
- \(\widehat{X}\) – scaled vector;
- \(\text{Max} \text{ and Min}\) – respectively maximum and minimum values of the “window”.

After such transformation, each vector consisting of \(n(m)\) consecutive values is normalized so that all its values lie in the range from 0 to 1. In this case, the values of the input and output images fit into the hypercubes of dimension \([0,1]^n\) and \([0,1]^m\) (Fig. 3).

While the above transformation by the formula (4) guarantees the invariance of the initial vectors of instructive samples, it is not optimal. The activation function that determines the specified values in the end must also be symmetrical. Thus, the initial magnitude of the features must be translated into space \([-1,1]\) (Zhang and Chen, 2018). Scaling is as follows:

\[
\widehat{X} = (x - m) \times c
\]  

(5)

the appropriate choice of the scale factor \(c\) allows you to perform the specified transformation; \(m\) – the average value of the set of input data.

However, when using the following formula 6 it is necessary to select the value of the scale factor, which is not convenient in most cases. The research used the empirical formula 5, which scales a vector from \([\text{MinR}, \text{MaxR}]\) to \([\text{MinC}, \text{MaxC}]\):

\[
\widehat{X} = \text{MinR} + \frac{(x - \text{MinC})}{(\text{MaxC} - \text{MinC})} \times (\text{MaxR} - \text{MinR})
\]  

(6)

Figure 4. The process of secure social development through the “window method”

The transformation by the formula (6) eliminates the above disadvantages of the formulae (4) and (5) and can be recommended when calculating the parameters of safe development. It should be noted during scaling the interval of the sample image should not coincide with the asymptotic interval of the activation functions. It is necessary to select a slightly smaller value of the window interval (in practice limited by 5% barrier) – this
action allows to improve the quality of NN use, since the activation function in this case will not try to approximate the values lying on the asymptote of the activation functions (Kipf and Welling, 2016).

Thus, forecasting based on elementary “windows” involves the use of two windows \( W^i \) and \( W^o \) (Fig. 4) with fixed sizes \( n \) and \( m \) respectively.

These windows, which are able to move in certain increment by a sequence of features, starting with the first element of the sample under study, and are intended to access time series data, with the first \( W^i \) window that receives such data transmitting them to the input of the neural network and the second \( W^o \) window to its output. Thus, at each step, \( W^i/W^o \) pairs form a set of secure system development sample.

Assuming the presence of latent dependencies in the sample sequence as a multiple of observations, then by instructing NN based on these observations you can obtain the necessary dependence, which can be used to build a forecasting model of artificial intelligence for the security of society development.

5. Discussion

Recommendations for further research are determined by the very structure of the cognitive network based on the procedure of back propagation of the network error, the pattern of signal distribution is identified, the error criteria are proposed increasing the quality of the network performance. It is promising to work in the area of evaluating the impact of modification of the basic back propagation algorithm on the speed and quality of development security of social systems and formations, in particular in the direction of introducing the accumulation of cumulative gradient by the sample of indicators and minimizing the cumulative quality criterion for all errors of individual development images, which will allow to increase the speed of convergence by 4-5 times compared to the basic algorithm and accelerate the methods neural network optimization and learning.

Conclusions

Thus, the use of artificial neural network apparatus allows to create functional models for forecasting the safe development of society, which are not set in advance but generated by the data itself – the sets used by the network to learn, but at the same time, there is a number of disadvantages not allowing to fully use NN in forecasting non-stationary macroeconomic and social processes, which are determined by a significant distortion of the results at the stages of model setting.

The developed recommendations touch upon the main stages of determining the quality of the created models to forecast the security of development based on the apparatus of AIS. The creation by means of “window” transformation operations and discrete differentiation of invariant images determines the possibility of extrapolation (forecasting) for the investigated non-stationary samples. The use of anti-gradient network setting methods based on nonlinear optimization algorithms allows you to successfully approximate the target function of NN in the points of local minima of the error function, which increases the quality of the model formed by the network.
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