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Abstract

We present a novel task scheduling scheme for accelerating computational applications involving distributed iterative processes that are executed on networked computing resources. Such an application consists of multiple tasks, each of which outputs data at each iteration to be processed by neighboring tasks; these dependencies between the tasks can be represented as a directed graph. We first mathematically formulate the problem as a Binary Quadratic Program (BQP), accounting for both computation and communication costs. We show that the problem is NP-hard. We then relax the problem as a Semi-Definite Program (SDP) and utilize a randomized rounding technique based on sampling from a suitably-formulated multi-variate Gaussian distribution. Furthermore, we derive the expected value of bottleneck time. Finally, we apply our proposed scheme on gossip-based federated learning as an application of iterative processes. Through numerical evaluations on the MNIST and CIFAR-10 datasets, we show that our proposed approach outperforms well-known scheduling techniques from distributed computing. In particular, for arbitrary settings, we show that it reduces bottleneck time by 91% compared to HEFT and 84% compared to throughput HEFT.
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1 INTRODUCTION

For the emerging wave of applications such as Internet-of-Things (IoT) and mobile-data, training Machine Learning (ML) models may need to be performed in a distributed fashion for reasons such as data privacy. This has given rise to Federated Learning (FL) frameworks which aim at preserving data privacy. Another reason for training ML models in a distributed manner is due to massive computations of their growing scale, hence careful allocation of processing ML models on distributed and networked computers plays a crucial role in significantly reducing the execution time.

Distributed ML applications such as FL, where model parameters are exchanged after certain number of iterations, fall under the umbrella of distributed iterative processes. Distributed iterative processes consist of multiple tasks with a given inter-task data dependency structure, i.e. each task generates inputs for certain other tasks. Such a distributed iterative process can be described by a directed graph, known as task graph, where vertices represent tasks of the process and edges indicate the inter-task data dependencies.

In each iteration of executing a distributed iterative process, every task requires to be executed and its processed data needs to be transferred to computing resources where its successive tasks located on. The total time taken by the task with a dominant combined computational time (for executing a task) and communication time (to transfer the processed data of a task), which is referred to as bottleneck time, will be equal to the required time for an iteration. Since the total time required to execute an iterative process for a certain number of iterations is equal to the summation of time required to complete each iteration, minimizing bottleneck time would consequently lead to decreasing the completion time of the entire process.

Bottleneck time minimization can be achieved through efficient task scheduling where tasks of an iterative process are assigned to appropriate distributed computing resources to be executed. Most prior task scheduling schemes are tailored to a particular class of task graphs called Directed Acyclic Graph (DAG) [5], [6], [7], [8], while the task graphs of distributed iterative processes that we consider belong to a broader class of directed graphs (with or without cycles). Furthermore, significant number of existing task scheduling schemes (e.g., [6], [9], [10], [11]) have focused on minimizing makespan, i.e. the time it takes to finish the execution for one set of inputs, which is meaningful only for a DAG-based task graph. Only few works have investigated minimizing bottleneck time (or equivalently maximizing throughput) such as [12].

The underlying methodology for task scheduling can be categorized into heuristic-based algorithms (e.g. [13]- [14]), meta-heuristic ones (e.g. [15], [16], [17], [18], [19], [20]), and optimization-based schemes (e.g. [21]- [22]). One of the most...
solve distributed iterative processes such that both computation and communication aspects are taken into account.

The main contributions of this paper are as follows:

- We formulate task scheduling of distributed iterative processes, which only requires task graph to a directed one, on distributed computing machines as an optimization problem.
- We propose a concrete SDP approximation for the aforementioned optimization problem and utilize a randomized rounding technique to achieve a feasible solution.
- We analyze the expected value of the bottleneck time of our proposed scheme.
- We provide a mathematical upper bound on the optimal solution.
- We evaluate the performance of our proposed scheme on real data and Gossip-based federated learning and show that it outperforms HEFT [6] and another approach [12] which investigated maximizing the throughput.

1.1 Prior Work

Efficient task scheduling plays a crucial role in improving the utilization of computing resources as well as reducing required time to executing tasks. Task scheduling can be categorized into multiple groups from different perspectives. For instance, from the type of tasks need to be processed perspective, task scheduling is traditionally divided into two categories, namely static and dynamic scheduling. The former is applicable when the information about tasks (such as required computational amount or deadline) and computing resources (such as processing power or communication delay) is available in advance while in the latter one the information of new task revealed during the execution of ongoing tasks. Another classification for task scheduling schemes is to divide them into two classes based on relationship of tasks: independent tasks and dependent tasks (realistic applications). Dependent tasks can be represented through a directed graph where tasks and inter-task data dependencies are represented as nodes and edges of the graph, respectively. The directed graph enforces inter-task dependencies by letting a task to be executed once all its predecessors are finished.

The other way of categorizing task scheduling schemes has to do with the type of algorithms aiming at assigning tasks to compute resources. Heuristic, meta-heuristic, and optimization-based are three categories of task scheduling schemes. Heuristic task scheduling schemes can be divided into quite a few sub categories based on their objectives such as load balancing [27], [28], [29], priority-based scheduling [30], [31], [32], task duplication [33], and clustering [34].

Since heuristic algorithms may considerably deviate from the optimal task scheduling, meta-heuristic and optimization-based schemes which aim at approximating the NP-hard optimization of task scheduling have attracted significant attention. Not only meta-heuristic and optimization-based schemes are suitable for solving large scale problems, they are practically efficient in leading to near optimal solutions. Some examples of meta-heuristic schemes are as follows: Particle Swarm Optimization [15], which, Simulated Annealing [16] - [17], Genetic-based approach [18], [19], [20].

Although there are very few work that have focused on providing a convex-relaxation based solution for the scheduling problem, they are not applicable to any distributed iterative process as they do not consider a general directed task graph (which may have cycles) [21], [22]. Furthermore, these schemes have focused on different objective functions with different constraints (such as letting task split across distributed computing machines) than minimizing bottleneck time. Finally, these works have not considered the fact that different links/paths between distributed computer machines may experience different communication bandwidth. To our knowledge, this is the first work that a) considers general directed graphs, b) minimizes the bottleneck time taking into account both the compute costs and heterogeneous network communication costs, and c) provides a convex-relaxation based solution.

The remaining of the paper is organized as follows: In the next section, we elaborate upon the problem formulation. In section 3 the proposed SDP approximation of our problem is derived. Finally, in section 4 we show the numerical results of the performance of our proposed scheme against well-known approaches.

2 Problem Statement

In this section, we now formulate minimizing the bottleneck time of any distributed iterative process where it has inter-task dependency. We first briefly elaborate upon gossip-based federated learning as an example of distributed iterative processes, then we focus on expressing the problem formulation.
2.1 Gossip-based Federated Learning

To preserve data privacy in distributed ML such as FL, secure communication links can be established across trusted distributed computing resources. A gossip-based FL scheme can be modeled as a network topology with a set of users denoted by \( \mathcal{U} \) where each user \( i, \forall i \in \mathcal{U} \), gossips its local model parameters to a pre-defined set of other users, denoted by \( \mathcal{U}_i \). Then, the network topology can be represented via a directed graph \( G_{FL} := (V_{FL}, E_{FL}) \) where \( V_{FL} := \{i|i \in \mathcal{U}\} \) and \( E_{FL} := \{e_{i,j}^{(FL)}|i \in \mathcal{U}, j \in \mathcal{U}_i\} \) indicate the set of vertices and edges, respectively. Each user aggregates the model parameters gossiped to it from other users and updates its local model parameters. Training convergence is accomplished by repeating the aforementioned procedure \(^3\).

2.2 Problem Formulation

We next show how to formally express bottleneck time minimization as an optimization problem. Every distributed iterative process (such as gossip-based FL) can be executed on a distributed computing platform where resources are interconnected via communication links. Hence, executing a distributed iterative process on distributed computing resources can be described by two separate directed graphs, namely task graph and compute graph which stand for the task structure of the distributed iterative process and the distributed computing platform, respectively. We next explain about each of these graphs as follows:

**Task Graph**: Since there are dependencies across different tasks, meaning that a task generates inputs for certain other tasks, we can model this dependency through a directional graph as depicted in Fig. 1. Unlike most prior work which considered Directed Acyclic Graph (DAG), we assume our task graph to be a general directed graph. Let us suppose to have \( N_T \) tasks \( \{T_i\}_{i=1}^{N_T} \) with a given task graph \( G_{Task} := (V_{Task}, E_{Task}) \) where \( V_{Task} := \{T_i\}_{i=1}^{N_T} \) and \( E_{Task} := \{e_{i,j'}|(i,i') \in \Omega \} \) respectively represent the set of vertices and edges (task dependencies) with \( \Omega := \{(i,i')\} \) if task \( T_i \) generates inputs for task \( T_{i'} \). Let us define \( p := [p_1, \ldots, p_{N_T}]^T \) as the required amount of computations of tasks.

![Fig. 1: An illustration of a task graph with five tasks.](image)

**Compute Graph**: Each task is required to be executed on a Compute node (machine) which is connected to other compute nodes (machines) through communication links (compute node and machine are interchangeably used in this paper). Let us suppose to have \( N_K \) compute nodes \( \{K_j\}_{j=1}^{N_K} \). Regarding the execution speed of compute nodes, we consider vector \( \mathbf{e} := [e_1, \ldots, e_{N_K}]^T \) as the executing speed of machines. The communication link delay between any two compute nodes can be characterized by bandwidth. In case of two machines not being connected to each other, we can assume the corresponding bandwidth is zero (infinite time for communication delay). Hence, the communication aspect of distributed computing nodes can be presented as a complete graph \( G_{Compute} := (V_{Compute}, E_{Compute}) \) where \( V_{Compute} := \{K_j\}_{j=1}^{N_K} \) and \( E_{Compute} := \{(b_{j,j'})|j \neq j'\} \) respectively indicate the set of compute nodes and links connecting them with \( b_{j,j'} \) as the bandwidth of the link from machine \( K_j \) to machine \( K_{j'} \). An illustration of a compute graph with \( N_K = 3 \) is shown in Fig. 2.

Since the result of executing a task is a model with same number of parameters, we can assume the communication delay across machines is denoted by matrix \( C \in \mathbb{R}^{N_K \times N_K} \).

We now elaborate upon how to formulate the bottleneck time of distributed iterative processes. In particular, we next present the objective function as well as constraints imposed due the nature of the problem.

**Objective Function**: we aim to obtain the optimal task mapper function, denoted as \( m(.) : V_{Task} \rightarrow V_{Compute} \), to assign task \( i \) to machine \( n(i) \) such that the bottleneck time is minimized. Regarding the bottleneck time, it is referred to maximum compute-communicate time over all tasks for a given task mapper matrix \( M \in \{0, 1\}^{N_T \times N_K} \) (equivalent of the mapper function \( m(.) \), where \( [M]_{i,j} = 1 \) if task \( i \) is assigned to compute machine \( j \); otherwise \( [M]_{i,j} = 0 \). By defining \( S := (G_{Task}, G_{Compute}, m(V_{Task})) \), the compute-communicate time of task \( i \) can be expressed as follows

\[
\tau_{\text{comp-\text{comm}}}^{(i)}(S) := \tau_{\text{comp}}^{(i)}(S) + \tau_{\text{comm}}^{(i)}(S) \quad \forall i,
\]

5. Through utilizing recently developed techniques such as \(^3\).
6. A complete graph is a type of graph in which any two different vertices are connected.
The objective function can be formally written as:

\[ t^*_{\text{Bottleneck}} := \min_{M \in \{0,1\}^{N_T \times N_K}} \max_i t^{(i)}_{\text{comp-comm}}(S). \]  

**Constraints**: since each task needs to be executed on a machine and then its results to be sent to others machines when executing the successive tasks, we can write these constraints as follows

\[ \sum_j [M]_{i,j} = 1 \quad \forall i, \]  

or equivalently rewriting as

\[ M 1_{N_K \times 1} = 1_{N_T \times 1}. \]  

**Optimization Problem**: by considering above objective function and constraints, the optimization problem would be as

\[ \min_{M \in \{0,1\}^{N_T \times N_K}} \max_i t^{(i)}_{\text{comp-comm}}(S) \]

\[ \text{s.t. } M 1_{N_K \times 1} = 1_{N_T \times 1}. \]  

We next write the objective function in terms of required task processing vector \( p \), machine execution speeds vector \( e \), communication delay matrix \( C \), and task mapper function in closed form. Each term of (1) can be further derived as

- \( t^{(i)}_{\text{comp}}(S) \): Since each machine runs all tasks assigned to it in parallel, the required time to execute task \( i \) is

\[ t^{(i)}_{\text{comp}}(S) = \frac{\sum_{r: m(r) = m(i)} p_r}{e_{m(i)}} \]  

where \( M_i \) indicates the \( i \)th row of matrix \( M \) and \( (a) \) follows from the fact that each row of matrix \( M \) has single 1 (due to the imposed constraint). By further simplification, (7) can be rewritten as follows

\[ t^{(i)}_{\text{comp}}(S) = M_i D M^T p = I_i D M^T p \quad \forall i, \]  

where \( I_i \) denotes an indicator row-vector of size \( N_T \) with \( i \)-th element equals 1 and the remaining are zeros, \( D := \text{diag}(1 \otimes e) \) and \( \otimes \) denotes component-wise division. By defining \( m := \text{vec}(M) \) and the fact \( \text{trace}(AXBX^T) = \text{vec}(X^T(B^T \otimes A)\text{vec}(X)) \) (\( \otimes \) indicates Kronecker product), we can rewrite (8) as

\[ t^{(i)}_{\text{comp}}(S) = \text{trace}\{I_i D M M^T p\} = \text{trace}\{M D M^T p I_i\} = m^T (D^T \otimes p I_i) m \quad \forall i, \]  

- \( t^{(i)}_{\text{comm}}(S) \): The result of computed task \( i \) needs to be transmitted to all machines assigned to execute successive tasks \( i' \) where \( e_{i,i'} \in E_{\text{Task}} \). Considering constraints (4), the communication delay time for sending result of task \( i \) from machine \( m(i) \) to machine \( i' \) is \( |C|_{m(i),m(i')} \). Since the result is required to be sent to all machines running the successive tasks, we would have

\[ t^{(i)}_{\text{comm}}(S) = \max_{i': e_{i,i'} \in E_{\text{Task}}} |C|_{m(i),m(i')} \quad \forall i. \]  

7. The CPU allocation is proportional to the size of required computations for tasks.
Further simplification leads to
\[
I_{\text{comm}}^{(i)}(S) = \max_{i',e_{i,i'} \in E_{\text{task}}} M_i C M^T_{i'}
\]
\[
= \max_{i',e_{i,i'} \in E_{\text{task}}} I_i M C M^T_{i'} I^T_{i'}
\]
\[
= \max_{i',e_{i,i'} \in E_{\text{task}}} m^T (C^T \otimes I^T_{i'} I_i) m \quad \forall i,
\]
\[
(11)
\]

By combining (9) and (11), the objective function can be written as follows
\[
\begin{aligned}
\min_{m \in \{0,1\}^{N_T \times K \times 1}} \max_{i,i',e_{i,i'} \in E_{\text{task}}} \left\{ m^T Q_{i,i'} m \right\} \\
\text{s.t. } H m = 1_{N_T \times 1},
\end{aligned}
\]
\[
(12)
\]
where
\[
Q_{i,i'} := D^T \otimes p I_i + C^T \otimes I^T_{i'} I_i
\]
\[
H := 1_{1 \times N_K} \otimes I_{N_T \times N_T}
\]
\[
(13)
\]
and \(I_{N_T \times N_T}\) is identical matrix of size \(N_T\) by \(N_T\).

Optimization problem (12) can be rewritten as
\[
\begin{aligned}
\min_{m \in \{0,1\}^{N_T \times K \times 1}} \ t \\
\text{s.t. } m^T Q_{i,i'} m \leq t \quad \forall i,i' : e_{i,i'} \in E_{\text{task}}, \\
H m = 1_{N_T \times 1},
\end{aligned}
\]
\[
(14)
\]

Since components of vector \(m\) in (14) only take integer values of 0 or 1, (14) is not Convex, hence obtaining the optimal solution for this BQP is cumbersome.

**Remark 1:** After making matrices \(Q_{i,i'}\) symmetric, i.e. replacing \(Q_{i,i'}\) with \(\frac{Q_{i,i'} + Q_{i',i}}{2}\), (14) is not necessarily Semi-Definite Positive (or Semi-Definite Negative).

Before proceeding with the relaxation of (14), let us first focus on two special cases of (14) in the following theorem and proposition.

**Theorem 1:** In case of assuming the communication delay is negligible compared to computational time, i.e. \(C = 0_{N_K \times N_K}\), no inter-task data dependency, and allowing at most single task to be executed on each machine, the optimal task mapper function \(m(.)\) can be obtained by assigning the available task with highest required computation to the available machine with the fastest execution speed, after sorting tasks and machines in terms of their required computations and execution speeds, respectively.

**Proof:** By sorting machines in term of their execution speeds (meaning the first machine is the fastest) and tasks in term of the required computations (meaning the first task needs the highest amount of computations), then task at index \(\ell\) of the sorted is executed by machine at index \(\ell\) of the sorted machines. Let us assume tasks \(i\) and \(k\) where \(p_i \geq p_k\) (i.e. task \(i\) has more computations than task \(k\)) are respectively executed on machines \(j\) and \(j'\). Then the bottleneck time would be \(t_1 = \max\{t_{\text{others}}, \frac{p_i}{e_{j,i}}, \frac{p_k}{e_{j',i}}\}\) where \(t_{\text{others}}\) represents the time for completing other tasks. By swapping task assignment of tasks \(i\) and \(k\), i.e. tasks \(i\) and \(k\) are respectively executed on machines \(j'\) and \(j\), then the required time would be \(t_2 = \max\{t_{\text{others}}, \frac{p_i}{e_{j',i}}, \frac{p_k}{e_{j,i}}\}\) \(\leq t_1\) due to \(\frac{p_i}{e_{j,i}} \leq \frac{p_i}{e_{j',i}} \leq \max\{\frac{p_j}{e_{j',i}}, \frac{p_k}{e_{j,i}}\}\) and \(\frac{p_k}{e_{j,i}} \leq \frac{p_k}{e_{j',i}} \leq \max\{\frac{p_j}{e_{j,i}}, \frac{p_k}{e_{j',i}}\}\). Therefore, one can easily see the aforementioned assignment of sorted tasks to sorted machines leads to an optimal solution.

**Proposition 1:** Suppose the communication delay to be negligible compared to computational time, i.e. \(C = 0_{N_K \times N_K}\), no inter-task data dependency, and the execution speed of all compute nodes to be identical, then the optimization problem (14) would be expressed as follows
\[
\min \max_{m(.)} \ t \sum_{\ell : m(t) = m(i)} p_{\ell},
\]
\[
(15)
\]
which is exactly the same as the problem of load balancing (minimizing the maximum load\(^8\) across \(N_K\) machines). In other words, (15) aims at assigning all \(N_T\) tasks across \(N_K\) machines such that the total computation time of all machines are nearly the same. The problem is NP-complete due to the followings:

- A non-deterministic polynomial-time algorithm can solve (15) by guessing an assignment of tasks into \(N_K\) machines, then verifying in polynomial time if all machines have the same computational load.
- The reduction from well-known NP-complete problem of Set Partitioning into our problem works in polynomial time. In particular, given \(N_T, N_K, \{p_i\}_{i=1}^{N_T}\) and a target value \(\theta = \frac{\sum p_i}{N_K}\), if there is a solver to our problem (i.e. verifying in polynomial time whether there exists an assignment of tasks with work load of at most \(\Theta\) for all machines), then the solver can determine if there is a solution to Set Partition problem with \(\{p_i\}_{i=1}^{N_T}\) as the instance inputs of Set Partition problem.

8. The load of each machine is defined as the sum of computational processing amounts of tasks assigned to it.
3  SEMI-DEFINITE PROGRAMMING (SDP) RELAXATION

Due to difficulty in solving (14), we next elaborate upon how we can relax the problem to a SDP problem which is easier to solve while leading to a desirable solution.

Since it is easier to apply approximation (on homogenized quadratic programming) of (14) when \( m \in \{-1, +1\}^{N_TN_K} \) rather than \( m \in \{0, 1\}^{N_TN_K} \), we rewrite (14) as

\[
\begin{align*}
\min_{x \in \{-1, 1\}^{N_TN_K}, t} & \quad x^TQ_{i,i'}x + 2\left(1_{N_TN_K}^TQ_{i,i'}x\right) + 1_{N_TN_K}^TQ_{i,i'}1_{N_TN_K} \leq 4t \quad \forall i, i' : e_{i,i'} \in E_{\text{Task}}, \\
\text{s.t.} & \quad Hx = (2 - N_K)1_{N_TN_K}, \\
& \quad x = xx^T, \\
& \quad \text{diag}(X) = 1,
\end{align*}
\]

by replacing \( m \) with \( \frac{x + 1}{2} \). We can reformulate (16) as the following optimization problem:

\[
\begin{align*}
\min_{x \in \mathbb{R}^{N_TN_K}, X \in \mathbb{R}^{N_TN_K \times N_TN_K}, t} & \quad t \\
\text{s.t.} & \quad <Q_{i,i'}, X> + 2\left(1_{N_TN_K}^TQ_{i,i'}x\right) + 1_{N_TN_K}^TQ_{i,i'}1_{N_TN_K} \leq 4t \quad \forall i, i' : e_{i,i'} \in E_{\text{Task}}, \\
& \quad Hx = (2 - N_K)1_{N_TN_K}, \\
& \quad X = xx^T, \\
& \quad \text{diag}(X) = 1,
\end{align*}
\]

where \( <Q_{i,i'}, X> := \text{trace}(Q_{i,i'}X) \). The optimization problem (17) is not Convex due to constraint \( X = xx^T \). A well-known SDP technique is to replace constraint \( X = xx^T \) with \( X \succeq xx^T \) where \( \succeq \) indicate semi-definite positive used for matrices. Therefore, the relaxed version of (17) would be

\[
\begin{align*}
\min_{x \in \mathbb{R}^{N_TN_K}, X \in \mathbb{R}^{N_TN_K \times N_TN_K}, t} & \quad t \\
\text{s.t.} & \quad <Q_{i,i'}, X> + 2\left(1_{N_TN_K}^TQ_{i,i'}x\right) + 1_{N_TN_K}^TQ_{i,i'}1_{N_TN_K} \leq 4t \quad \forall i, i' : e_{i,i'} \in E_{\text{Task}}, \\
& \quad Hx = (2 - N_K)1_{N_TN_K}, \\
& \quad \begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0, \\
& \quad \text{diag}(X) = 1.
\end{align*}
\]

Due to non-homogeneous structure of (18), i.e. appearance of both \( X \) and \( x \) in quadratic constraints which causes difficulty in rounding the final solution to a feasible point, we aim at re-formulating (18) into a new homogenized optimization problem as follows

\[
\begin{align*}
\min_{x \in \mathbb{R}^{N_TN_K}, X \in \mathbb{R}^{N_TN_K \times N_TN_K}, u \in \mathbb{R}, t} & \quad t \\
\text{s.t.} & \quad <Q_{i,i'}, X> + 2u1_{N_TN_K}^TQ_{i,i'}x + u^21_{N_TN_K}^TQ_{i,i'}1_{N_TN_K} \leq 4t \quad \forall i, i' : e_{i,i'} \in E_{\text{Task}}, \\
& \quad uHx = (2 - N_K)1_{N_TN_K}, \\
& \quad \begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0, \\
& \quad \text{diag}(X) = 1, \\
& \quad u^2 = 1.
\end{align*}
\]

By defining \( \tilde{x} := [x^T, u]^T \), we can rewrite (19) as follows

\[
\begin{align*}
\min_{\tilde{x} \in \mathbb{R}^{(N_TN_K + 1) \times 1}, \tilde{X} \in \mathbb{R}^{(N_TN_K + 1) \times (N_TN_K + 1)}, t} & \quad t \\
\text{s.t.} & \quad \tilde{Q}_{i,i'}, \tilde{X} \succeq 4t \quad \forall i, i' : e_{i,i'} \in E_{\text{Task}}, \\
& \quad \begin{bmatrix} \tilde{X} & \tilde{x} \\ \tilde{x}^T & 1 \end{bmatrix} \succeq 0, \\
& \quad \text{diag}(\tilde{X}) = 1,
\end{align*}
\]

where
In this section, we provide the numerical results obtained by applying our scheme in comparison with well-known techniques utilized for distributed computing such as HEFT [6] and throughput HEFT [12]. As far as the simulation settings are concerned, we perform scheduling of tasks for two different scenarios, 1) arbitrary distributed iterative process with pre-defined settings [10] and 2) gossip-based federated learning for the sake of classification of MNIST and CIFAR-10 datasets.

9. Replacing equality constraint with inequality for this constraint means that allowing tasks to be executed more than once which clearly, at the optimal point, results in the same solution as the case allowing tasks to be executed at only one machine. To see this, one can drop all but one of the machines each task needs to be run on, then it is clear these two cases leads to the same optimal solution.

10. The required amount of computations for tasks and execution speed of computing machines are known in advance. This case is utilized to illustrate the performance of different schedulers under any arbitrary settings.
become more dense (degree of vertices becomes larger). The reason behind this gain is due to the fact that each task has

The other interesting observation is that our proposed scheme significantly outperforms HEFT [6] and TP HEFT [12] well-known schemes such as HEFT [6] and TP HEFT [12]. In terms of bottleneck time for different setting of degrees of vertices: an optimization problem. In particular, our proposed scheme leads to 63%-91% reduction in bottleneck time compared to HEFT [6] and 41%-84% compared to TP HEFT [12]. Fig. 4 further shows the upper bound for our proposed scheme. One can see that even the upper bound of our proposed scheme is considerably lower than HEFT in most cases.

Fig. 3: The corresponding DAG of the task graph $G_{Task}$ depicted in Fig. 1 to be fed into HEFT-based schemes.

4.1 Distributed Iterative Process with Pre-defined Settings

In this part, we provide the numerical results for arbitrary task computation vector $p$ and arbitrary execution speed vector $e$ of distributed machines. Since HEFT-based schemes require the task graph to be a Directed Acyclic Graph (DAG), we next present how to construct a new DAG from a given task graph in order to feed into HEFT-based algorithms.

4.1.1 Creating a new DAG from $G_{Task}$ for HEFT-based Schemes

Let us define $G_{DAG} := (V_{DAG}, E_{DAG})$ as the corresponding DAG of the task graph $G_{Task}$. We determine set of vertices $V_{DAG}$ first, then set of edges $E_{DAG}$. Regarding $V_{DAG}$, it consists of all vertices of task graph $G_{Task}$ as well as the following vertices:

- Source vertex $S$.
- Intermediate vertices $T_{i,j}$’s for all $i$ and $j$ such that $e_{ij} \in E_{Task}$ (i.e. task $T_i$ is the parent of task $T_j$).
- Destination vertex $D$.

As far as $E_{DAG}$ is concerned, it includes the set of edges of task graph $G_{Task}$ and the following edges:

- Outgoing edges of vertex $S$: set of edges $\{e_{ST_i} \mid i : T_i \in V_{Task}\}$ which connects $S$ to vertex $T_i$ for all $T_i \in V_{Task}$.
- Incoming edges of intermediate vertices $T_{i,j}$’s: set of edges $\{e_{T_i,T_{i,j}} \mid i, j : T_i$ is the parent of task $T_j \}$ (i.e. $e_{ij} \in E_{Task}$).
- Incoming edges of vertex $D$: set of edges $\{e_{T_{i,j},D} \mid i, j : T_{i,j}$ connects vertex $T_{i,j}$ to vertex $D \}$ for all $i$ and $j$.

Therefore, we can formally present the aforementioned DAG as $G_{DAG} = (V_{DAG}, E_{DAG})$ where $V_{DAG} := V_{Task} \cup \{S, \{T_{i,j}\}_{i,j \in E_{Task} \setminus \{D\}}\}$ and $E_{DAG} := E_{Task} \cup \{e_{S,T_i} \mid i : T_i \in V_{Task}\} \cup \{e_{T_i,T_{i,j}} \mid i, j \}$ for all $i, j \in E_{Task} \setminus \{D\} \cup \{e_{T_{i,j},D} \mid i, j \}$.

An illustration of the corresponding DAG of the task graph $G_{Task}$ of Fig. 1 is shown in Fig. 3.

4.1.2 Numerical Results for Pre-defined Settings

Figure 4 shows the bottleneck time of our proposed scheme along SDP method with naive rounding (i.e. rounding the solution of SDP to the closest integer) against HEFT [6] and Throughput (TP) HEFT [12] for the following setting: $N_K = 4$ (four compute nodes), components of communication matrix $C$ are i.i.d. and drawn from $\mathcal{N}(0, \sqrt{10})$, execution speed of compute nodes are i.i.d. and drawn from $\mathcal{N}(0, 1)$. As it can be seen, our proposed scheme outperforms HEFT [6] due to the fact that HEFT schedule tasks based on the average communication delay of links while our scheme schedules based on actual communication delay through solving an optimization problem. In particular, our proposed scheme leads to 63%-91% reduction in bottleneck time compared to HEFT [6] and 41%-84% compared to TP HEFT [12]. Fig. 4 further shows the upper bound for our proposed scheme. One can see that even the upper bound of our proposed scheme is considerably lower than HEFT in most cases.

Figure 5 illustrates the comparison of our proposed scheme as well as the SDP approach with naive rounding against well-known schemes such as HEFT [6] and TP HEFT [12] in terms of bottleneck time for different setting of degrees of vertices of task graphs. In Fig. 5 $d_L$ and $d_H$ represent the minimum and the maximum degree of vertices of task graphs, respectively. Regarding the remaining settings, we consider the same settings as before with $N_T = 21$. The first observation of Fig. 5 is that the upper bound of our proposed scheme is considerably lower than HEFT scheme [6] (around 29%-39%). The other interesting observation is that our proposed scheme significantly outperforms HEFT [6] and TP HEFT [12] (59%-90% reduction in bottleneck time compared to HEFT [6] and 25%-82% compared to TP HEFT [12]) as task graphs become more dense (degree of vertices becomes larger). The reason behind this gain is due to the fact that each task has
more successors (children tasks) in dense task graphs. Hence, it is possible for one of these children to be scheduled on a machine with poor communication in HEFT-based schemes. Our scheme takes care of all communication links while HEFT-based schemes only consider average communication for links in their task mapping phase. Therefore, for a HEFT-based scheme, it is plausible to make inefficient assignment by scheduling a task on a machine with poor communication, hence resulting in large bottleneck time.

4.2 Gossip-based Federated Learning

In this part, we investigate the bottleneck time of performing an application of our optimization problem (6). In particular, the gossip-based federated learning can be formulated as optimization problem (6) where each task is associated with part of whole dataset (each task can be viewed as an user in a real-world gossip-based federated learning problem). In order to simulate the gossip-based federated learning, we considered 10 tasks that form a random task graph of $G_{\text{task}}$ where the degree of each vertex is random and drawn from Unif$(6, 7)$ distribution. As far as the gossipping of model parameters is
We select the classification of MNIST and CIFAR-10 datasets, through applying Convolutional Neural Network (CNN), as two examples of gossip-based federated learning which runs on distributed computing systems. Regarding the CNN incorporated in our simulation, we considered a CNN model with two convolutional layers as well as three fully connected layers. Based on the network delay and the size of model parameters that need to be gossiped across machines, we consider each component of communication matrix $C_{i,j}$ (for $i \neq j$), to be random and drawn from $\text{Unif}(0, 1)$ distribution.

Fig. 6 shows the bottleneck time of running the gossip-based federated learning on distributed computing systems with four different schedulers, namely HEFT [6], TP-HEFT [12], our SDP approach with naive rounding, and our proposed SDP scheme with randomized rounding. Since all schedulers assign tasks to compute machines based on required processing vector $p$, we design a pilot phase to estimate tasks’ required computations amount. To do so, since we evenly divide dataset among tasks, all tasks required computations are the same. Furthermore, for simplicity, we assume all compute machines are homogeneous, i.e. having the same execution speed. Hence, each task consider a small portion of its data to be used for the pilot step. To determine $p$, we first measure the time required to train the model for a task on a compute machine with pilot data, then multiplying it with execution speed of the compute machine. As one can easily observe, our two proposed SDP-based approach outperform HEFT [6] and TP-HEFT [12] in terms of bottleneck time of gossip-based federated learning while reaching high accuracy.

5 Conclusion
We proposed a new task scheduling scheme so as to speed up iterative processes which are run on distributed computing resources. We mathematically formulated our task scheduling problem as a BQP, then provided a Semi-Definite Programming based approximation to our problem as well as utilizing a randomized rounding technique. Moreover, we analyzed the expected value of bottleneck time and derived an upper bound for the optimal BQP. Finally, as a concrete application example, we considered gossip-based federated learning which fits distributed iterative process. We showed that our proposed scheme outperforms well-known techniques such as [6] and [12].
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11. The dependency of tasks are enforced by the task graph.
12. A simple aggregation is a weighted average of the model parameters.
13. This step is performed before running the gossip-based federated learning.
In this section, we prove that
\[ E_{z}[\hat{z}^T Q \hat{z}] = \frac{2}{\pi} \sum_{w,v} |Q|_{w,v} \arcsin(|\Sigma|_{w,v}) \] for \( z \sim \mathcal{N}(0, \Sigma) \).

\[
E_{z}[\hat{z}^T Q \hat{z}] = \mathbb{E}[\text{trace}\{Q \hat{z} \hat{z}^T\}] = \mathbb{E}[\sum_{w,v} |Q|_{w,v} \hat{z}_w \hat{z}_v]
\]

\[ = \sum_{w,v} |Q|_{w,v} \mathbb{E}[\hat{z}_w \hat{z}_v]
\]

\[ = \sum_{w,v} |Q|_{w,v} \mathbb{E}[\text{sign}(z_w) \text{sign}(z_v)]
\]

\[ = \sum_{w,v} |Q|_{w,v} \left( P_r[z_w \geq 0, z_v \geq 0] + P_r[z_w \leq 0, z_v \leq 0] - P_r[z_w \leq 0, z_v \geq 0] - P_r[z_w \geq 0, z_v \leq 0] \right), \] (28)

where \( P_r[A] \) denotes the probability of event \( A \). By defining random variable \( z := \frac{z_w - z_v}{\sqrt{1-\rho^2}} \) where \( \rho := \text{cov}(z_w, z_v) \), one can easily verify that \( z \perp z_w \) with \( z \) and \( z_w \) have zero-mean unit-variance normal distribution. Considering this, we have

\[
P_r[z_w \geq 0, z_v \geq 0] = P_r[z_w \geq 0, z \geq \frac{\rho}{\sqrt{1-\rho^2}} z_w]
\]

\[ = \int_{z_w=0}^{\infty} \int_{z=az_w}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} \, dz \, dz_w
\]

\[ = \frac{1}{2\pi} \left( \frac{\pi}{2} - \arctan(a) \right) = \frac{1}{2\pi} \left( \frac{\pi}{2} + \arcsin(\rho) \right), \] (29)
where \( a = \frac{-\rho}{\sqrt{1-\rho^2}} \). By following similar approach for \( Pr[z_w \leq 0, z_v \leq 0] \), \( Pr[z_w \leq 0, z_v \geq 0] \), and \( Pr[z_w \geq 0, z_v \leq 0] \), we can simplify (29) as

\[
E_z [\hat{z}^T Q \hat{z}] = \frac{2}{\pi} \sum_{w,v} |Q|_{w,v} \arcsin(\Sigma)_{w,v}.
\] (30)