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Abstract. A graph $G$ is $q$-Ramsey for a $q$-tuple of graphs $(H_1, \ldots, H_q)$ if for every $q$-coloring of the edges of $G$ there exists a monochromatic copy of $H_i$ in color $i$ for some $i \in [q]$. Over the last few decades, researchers have investigated a number of questions related to this notion, aiming to understand the properties of graphs that are $q$-Ramsey for a fixed tuple. Among the tools developed while studying questions of this type are gadget graphs, called signal senders and determiners, which have proven invaluable for building Ramsey graphs with certain properties. However, until now these gadgets have been shown to exist and used mainly in the two-color setting or in the symmetric multicolor setting, and our knowledge about their existence for multicolor asymmetric tuples is extremely limited. In this paper, we construct such gadgets for any tuple of cliques. We then use these gadgets to generalize three classical theorems in this area to the asymmetric multicolor setting.

1. Introduction

A graph $G$ is said to be $q$-Ramsey for a $q$-tuple of graphs $T = (H_1, \ldots, H_q)$, denoted by $G \rightarrow^q T$, if for every $q$-coloring of the edges of $G$ there exist a color $i \in [q]$ and a monochromatic copy of $H_i$ in color $i$. In the special case where $H_i \cong H$ for all $i \in [q]$, we write simply $H$ instead of the tuple $(H, \ldots, H)$ and say that $G$ is $q$-Ramsey for $H$. We refer to this setting as the symmetric case and simplify all other notation in a similar way. The celebrated theorem of Ramsey [32] establishes the existence of at least one $q$-Ramsey graph for any $q$-tuple of graphs $T$. It is then natural to study the collection of $q$-Ramsey graphs for a given $q$-tuple $T$. The case where $T$ is a tuple of cliques has been of fundamental importance in Ramsey theory and will be the focus of this paper.

A central question in this area asks for the smallest number of vertices in a $q$-Ramsey graph for a given $q$-tuple $T$, called the ($q$-color) Ramsey number of $T$ and denoted by $r_q(T)$. For tuples of cliques, this question has been studied since the early days of Ramsey theory in the work of Erdős and Szekeres [19] and Erdős [16]. Despite many years of research, even the 2-color Ramsey number $r_2(K_t)$ is far from being understood. The best known bounds for two colors are due to Spencer [41] and Campos, Griffiths, Morris, and Sahasrabudhe [11] (see also the papers by Sah [35] and Conlon [13]). In the multicolor symmetric setting the best known upper bound is obtained using the ideas from [19], while the lower bound was recently improved in a series of papers by Conlon and Ferber [14], Wigderson [43], and Sawin [37].

This line of research was then generalized to other graph parameters, studying their extremal behavior within the collection of all $q$-Ramsey graphs for a given $T$. One example is the so-called size-Ramsey number, denoted by $\hat{r}_q(T)$, which represents the minimum number of edges of such a graph. This notion was introduced by Erdős, Faudree, Rousseau, and Schelp [17]. Following an
argument due to Chvátal (presented in [17]), easily generalized to any tuple of cliques $T$, we know that $\hat{r}_q(T) = (r_q(T))^2$. Another example appears in the work of Folkman and was motivated by a question of Erdős and Hajnal [18]. Folkman [20] showed that, perhaps surprisingly, for every $t \geq 3$, there exists a graph that is 2-Ramsey for $K_t$ but contains no copy of $K_{t+1}$, thus establishing the existence of locally sparse Ramsey graphs for a given clique. This result was extended to general graphs and to multiple colors by Nešetřil and Rödl [31].

As any supergraph of a $q$-Ramsey graph for a given $T$ is itself $q$-Ramsey for $T$, to understand the collection of $q$-Ramsey graphs for $T$, it suffices to consider the ones that are minimal with respect to subgraph inclusion. More precisely, we say that a graph $G$ is $q$-Ramsey-minimal for $T$ if $G$ is $q$-Ramsey for $T$ and no proper subgraph $G' \subseteq G$ has this property. We denote the set of all such graphs by $M_q(T)$. In their seminal paper [8], Burr, Erdős, and Lovász proved several breakthrough results on the structure and properties of graphs in $M_2(K_s, K_t)$. In particular, settling a conjecture of Nešetřil, they proved the existence of infinitely many non-isomorphic 2-Ramsey-minimal graphs for $(K_s, K_t)$. They also determined the smallest possible minimum degree, vertex-connectivity, and chromatic number of a graph in $M_2(K_s, K_t)$ and showed that there exist 2-Ramsey-minimal graphs for $(K_s, K_t)$ with arbitrarily large maximum degree, chromatic number, or independence number.

The proofs of several of these results hinge on the existence of certain gadget graphs, called signal senders, introduced in the same paper. The work of Burr, Erdős, and Lovász was extended first by Burr, Faudree, and Schelp [9], who introduced another closely-related type of gadget, called a determiner. This line of research was continued by Burr, Nešetřil, and Rödl [10], who showed the existence of both types of gadgets for pairs of 3-connected graphs, and finally by Rödl and Siggers [33], who proved the existence of signal senders for 3-connected graphs in the symmetric setting for any number of colors. However, the general asymmetric case has been a stumbling point ever since Burr, Erdős, and Lovász [8] mentioned that the concepts and questions considered in their paper could be generalized to more than two colors.

In this article, we establish for the first time the existence of signal senders and determiners for arbitrary tuples of cliques. As stating the precise result requires some preparation, we defer the precise statement to the next section (see Theorem 2.9). We use these tools to generalize three classical results on the properties of $q$-Ramsey-minimal graphs for tuples of cliques, which we detail now.

1.1. **Ramsey infinite.** In [8], as an immediate consequence of the existence of signal senders, Burr, Erdős, and Lovász showed that for any integer $t \geq 3$ there are infinitely many non-isomorphic graphs that are 2-Ramsey-minimal for $K_t$. This result was strengthened first by Burr, Nešetřil, and Rödl [10] and more recently by Rödl and Siggers [33], who showed that, for all integers $q \geq 2$ and $t \geq 3$ and any sufficiently large $n$, there exist $2^{\Omega(n^2)}$ non-isomorphic graphs on at most $n$ vertices that are $q$-Ramsey-minimal for $K_t$.

In Section 3.1 we prove the following theorem, extending [33, Theorems 1.1 and 6.1] to an arbitrary number of colors in the asymmetric case.
Theorem 1.1. For any \( q \geq 2 \) and any tuple \( T = (K_{t_1}, \ldots, K_{t_q}) \) with \( t_1 \geq \cdots \geq t_q \geq 3 \), there exist constants \( c > 0 \) and \( n_0 > 1 \), such that for all \( n \geq n_0 \), there exist at least \( 2^{cn^2} \) non-isomorphic graphs on at most \( n \) vertices that are \( q \)-Ramsey-minimal for \( T \).

1.2. Minimum degree. Burr, Erdős, and Lovász \([8]\) also initiated the study of minimum degrees of Ramsey graphs. The parameter \( s_q(H_1, \ldots, H_q) \) is defined as the smallest minimum degree among all \( q \)-Ramsey-minimal graphs for \( (H_1, \ldots, H_q) \), that is,

\[
s_q(H_1, \ldots, H_q) = \min \{ \delta(G) : G \in \mathcal{M}_q(H_1, \ldots, H_q) \}.
\]

Burr, Erdős, and Lovász considered pairs of complete graphs and established that \( s_2(K_s, K_t) = (s - 1)(t - 1) \) for any \( s, t \geq 3 \). Dealing with symmetric tuples of cliques, Fox, Grinshpun, Liebenau, Person, and Szabó \([22]\) showed that \( s_q(K_t) \) is quadratic in \( q \), up to a polylogarithmic factor, when the size of the clique is fixed. The polylogarithmic factor was settled to be \( \Theta(\log q) \) when \( t = 3 \) by Guo and Warnke \([25]\), following earlier work in \([22]\). In the other regime, when the number of colors is fixed, Hán, Rödl, and Szabó \([26]\) showed that \( s_q(K_t) \) is quadratic in the clique size \( t \), again up to a polylogarithmic factor. Bounds that are polynomial in both \( q \) and \( t \) are also known, see \([2, 4, 22]\).

The symmetric case \( s_2(H) \) has been considered for various other classes of graphs. For example, Fox and Lin \([23]\) studied complete bipartite graphs, while Szabó, Zumstein, and Zürcher \([42]\) extended their work to several other classes of bipartite graphs, including trees and even cycles.

In \([3]\), Bishnoi, Clemens, Gupta, Liebenau, and the authors studied the parameter \( s_q \) in the asymmetric setting for the first time since the work of Burr, Erdős, and Lovász, focusing on tuples containing several cliques \( K_t \) and several cycles \( C_\ell \).

In this paper, we investigate the parameter \( s_q \) for general asymmetric tuples of cliques. In Section 3.2 we prove the following theorem, an extension of the main result in \([4]\) for asymmetric tuples of cliques.

Theorem 1.2. For any \( q \geq 2 \) and any tuple \( T = (K_{t_1}, \ldots, K_{t_q}) \) with \( t_1 \geq \cdots \geq t_q \geq 3 \), we have

\[
(t_1 - 1)(t_2 - 1) \leq s_q(T) \leq (8q(t_1 - 1) \log(t_1 - 1))^3.
\]

We believe that a similar approach to the one presented in Section 3.2 could be used to extend the bounds in \([22, 26]\). As the details would likely be rather technical, for the sake of simplicity we do not pursue this idea further in this paper.

1.3. Ramsey equivalence. The notion of Ramsey equivalence was introduced by Szabó, Zumstein, and Zürcher \([42]\) (although a question of this flavor was considered in earlier work by Graham, Łuczak, Rödl, and Ruciński \([24]\)) and arises from the following natural question. Which pairs of graphs \( H \) and \( H' \) have the same collection of \( q \)-Ramsey graphs? Fox, Grinshpun, Liebenau, Person, and Szabó \([21]\) explored this question when \( H \) is a clique. Their result, combined with the earlier work of Nešetřil and Rödl \([31]\), shows that there is no connected graph \( G \not\equiv K_t \) such that \( \mathcal{M}_2(G) = \mathcal{M}_2(K_t) \). The notion of Ramsey equivalence was further studied for instance in \([1, 5, 36]\). An asymmetric variant for pairs \((H_1, H_2)\) and \((H'_1, H'_2)\) was recently considered by the first author together with Clemens, Gupta, and Rollin \([7]\). Here we explore the notion of Ramsey equivalence...
in the multicolor asymmetric setting in more generality, allowing the two tuples to have different lengths.

**Definition 1.3.** Let \( q, \ell \geq 2 \) be integers, \( T \) be a \( q \)-tuple of graphs, and \( S \) be an \( \ell \)-tuple of graphs. We say that \( T \) and \( S \) are Ramsey-equivalent if, for any graph \( G \), we have \( G \rightarrow_q T \) if and only if \( G \rightarrow_\ell S \). In other words, \( T \) and \( S \) are Ramsey-equivalent if \( \mathcal{M}_q(T) = \mathcal{M}_\ell(S) \).

It is easy to check that adding any number of \( K_2 \)'s to a tuple of graphs \( T \) does not change the collection of Ramsey graphs. We ask which tuples of cliques are Ramsey-equivalent, apart from these degenerate examples. The first step towards addressing this question follows from the work of Nešetřil and Rödl [27], who proved that, for every \( q \geq 2 \) and every graph \( H \), there exists a graph \( G \) that is \( q \)-Ramsey for \( H \) and has the same clique number as \( H \). As a direct consequence, for any tuples of cliques \( T \) and \( S \), if the largest cliques in \( T \) and \( S \) have different sizes, then \( T \) and \( S \) are not Ramsey-equivalent.

Recent developments on the behavior of random graphs can also be used to improve this result. Indeed, the celebrated Kohayakawa-Kreuter conjecture [27] seeks an extension of the work of Rödl and Ruciński [34] to asymmetric tuples. The 1-statement of this conjecture was proven true by Mouset, Nenadov, and Samotij [30] in full generality, while the 0-statement was confirmed in the special case of cliques by Marciniszyn, Skokan, Spöhel, and Steger [29] (a full resolution was announced very recently by Christoph, Martinsson, Steiner, and Wigderson [12], following other recent progress by Kuperwasser, Samotij, and Wigderson [28] and Bowtell, Hancock, and Hyde [6]).

Given \( T = (K_{t_1}, \ldots, K_{t_q}) \), these results imply that \( n^{-1/m_2(t_1, t_2)} \) is a probability threshold for the binomial random graph\(^1\) \( G_{n,p} \) to be \( q \)-Ramsey for \( T \), where \( m_2(t_1, t_2) \) is a constant depending only on \( t_1 \) and \( t_2 \). Using simple properties of \( m_2(t_1, t_2) \) (see [29, 30]), it is easy to deduce that, if \( S = (K_{s_1}, \ldots, K_{s_\ell}) \), then \( (t_1, t_2) = (s_1, s_2) \) is necessary for \( T \) and \( S \) to be Ramsey-equivalent.

It is then natural to ask whether there exist any tuples of cliques that are Ramsey-equivalent. This question was answered in the negative by Graham, Łuczak, Rödl, and Ruciński [24, Corollary 1.1].

**Theorem 1.4** (Graham, Łuczak, Rödl, and Ruciński [24]). Let \( q, \ell \geq 2 \) be integers, and \( T, S \) be two tuples of cliques such that \( T = (K_{t_1}, \ldots, K_{t_q}) \) and \( S = (K_{s_1}, \ldots, K_{s_\ell}) \) with \( t_1 \geq \ldots \geq t_q \geq 3 \) and \( s_1 \geq \ldots \geq s_\ell \geq 3 \). Then \( T \) and \( S \) are Ramsey-equivalent if and only if \( T = S \).

The original proof relies on a stronger result. Graham, Łuczak, Rödl, and Ruciński showed that, given any two tuples of cliques \( T, S \) as in Theorem 1.4, we have \( \mathcal{M}_q(T) \subseteq \mathcal{M}_\ell(S) \) if and only if there exists a partition of \( S \) into \( q \) parts \( S_1, \ldots, S_q \), such that for all \( i \in [q] \), either \( S_i \) is empty or \( K_{t_i} \) is Ramsey for \( S_i \). In Section 3.3, we use the existence of signal senders and determiners for asymmetric tuples to obtain a new proof of Theorem 1.4.

\(^1\)The binomial random graph is a graph on vertex set \([n]\) in which every possible edge is inserted independently with probability \( p \).
Organization of the paper. In Section 2, we introduce key definitions and preliminaries and state our main technical result, Theorem 2.9. In Section 3 we prove Theorems 1.1, 1.2, and 1.4, assuming Theorem 2.9, which we prove in Section 4.

2. Preliminaries

Much of our notation is standard and similar to [3]. The length of a path in a graph is the number of edges it contains; the distance between two edges uv and xy in a graph is the length of a shortest path with one endpoint in \{u, v\} and one endpoint in \{x, y\}.

An \(\ell\)-graph is an \(\ell\)-uniform hypergraph, i.e., a hypergraph in which each hyperedge contains exactly \(\ell\) vertices. A circuit of length \(h\) in a hypergraph is a set of hyperedges \(\{e_1, \ldots, e_h\}\) such that \(\bigcup_{i=1}^{h} e_i \leq (\ell - 1)h\). The girth of a hypergraph is the length of its shortest circuit; if no circuit exists, the hypergraph is said to have infinite girth.

A digraph is a directed graph \(D = (V, E)\), where \(V\) is the set of vertices of \(D\) and \(E\) is a set of ordered pairs of vertices, called arcs. For clarity, we often denote the arc \((i, j)\) by \(\vec{ij}\) and write \(\vec{ijk}\) for the directed path with arcs \(\vec{ij}\) and \(\vec{jk}\). A 2-cycle in a digraph \(D = (V, E)\) is a pair of arcs \(\vec{ij}, \vec{ji} \in E\). Given a hypergraph \(G\), we let \(V(G)\) be its vertex set, and \(E(G)\) be its edge set. Given an edge \(e \in E(G)\), we write \(G - e\) for the spanning subgraph of \(G\) obtained by removing the edge \(e\).

Given hypergraphs \(G\) and \(H\), we say that \(G\) is \(H\)-free if it does not contain \(H\) as a not necessarily induced subgraph.

Given a digraph \(D = (V, E)\) and a vertex \(u \in V\), we write \(N^+_D(u)\) for the out-neighborhood of \(u\) in \(D\), i.e., \(N^+_D(u) = \{v \in V : \vec{uw} \in E\}\). Similarly, we denote the in-neighborhood of \(u\) in \(D\) by \(N^-_D(u)\). If \(G\) is an undirected graph, we simply write \(N_G(u)\) for the neighborhood of \(u\) in \(G\).

Unless otherwise specified, \(\mathcal{T}\) will always denote a \(q\)-tuple of cliques of the form \(\mathcal{T} = (K_{t_1}, \ldots, K_{t_q})\), where \(t_1 \geq \ldots \geq t_q \geq 3\). Given such a tuple \(\mathcal{T}\) and a subset \(X \subseteq [q]\), we write \(\mathcal{T}_X\) for the tuple \((K_{t_i})_{i \in X}\), that is, the \(|X|\)-tuple consisting of all cliques \(K_{t_i}\) such that \(i \in X\). For a subset \(X \subseteq [q]\), we write \(\overline{X}\) for the set \([q] \setminus X\).

Unless otherwise specified, the term coloring refers to an edge-coloring. If a coloring of a graph uses at most \(q\) colors, then we say that it is a \(q\)-coloring. Typically, the color palette in a \(q\)-coloring is taken to be the set \([q] = \{1, \ldots, q\}\). Given a \(q\)-coloring \(\varphi\) of a graph \(G\) and a subgraph \(F \subseteq G\), we will write \(\varphi|_F\) for the \(q\)-coloring induced by \(\varphi\) on the edges of \(F\). Given a \(q\)-tuple of graphs \((H_1, \ldots, H_q)\), we say that a \(q\)-coloring \(\varphi\) of a graph \(G\) is \((H_1, \ldots, H_q)\)-free if, for all \(i \in [q]\), the graph consisting of the edges in \(\varphi^{-1}\{i\}\) is \(H_i\)-free.

Recall that we write \(G \rightarrow_q \mathcal{T}\) to denote the fact that \(G\) is \(q\)-Ramsey for a \(q\)-tuple of graphs \(\mathcal{T}\). Similarly, we write \(G \rightarrow_q T\) when \(G\) is not \(q\)-Ramsey for \(\mathcal{T}\). When \(q\) is clear from context, we will sometimes suppress it from the notation.

The following result is a simple consequence of the work of Nešetřil and Rödl [31] discussed in the introduction. It will be handy both in the proof of our main result and in some of our applications.

**Theorem 2.1.** Let \(q \geq 2\) and \((K_{t_1}, \ldots, K_{t_q})\) be a \(q\)-tuple of cliques such that \(t_1 \geq \ldots \geq t_q \geq 3\). Then there exists a graph \(G\) containing no copy of \(K_{t_1+1}\) such that \(G \rightarrow_q (K_{t_1}, \ldots, K_{t_q})\).
The theorem follows immediately from [31, Theorem 1] by taking a graph $G$ that is $q$-Ramsey for $K_{t_1}$ and contains no copy of $K_{t_1+1}$.

We now introduce the two gadget graphs that are the focus of this paper. As discussed above, Burr, Faudree, and Schelp [9] introduced so-called determiners for pairs of cliques. The following definition, first used in [3], is a suitable generalization of this concept to the multicolor setting.

**Definition 2.2** (Set-determiner). Let $q \geq 2$ be an integer, $(H_1, \ldots, H_q)$ be a $q$-tuple of graphs, and $X \subseteq [q]$ be a non-empty subset of colors. An $X$-determiner for $(H_1, \ldots, H_q)$ is a graph $R$ with a distinguished edge $e$ satisfying the following properties:

- (R1) $R \rightarrow_q (H_1, \ldots, H_q)$.
- (R2) For any $(H_1, \ldots, H_q)$-free coloring $\varphi$ of $R$, we have $\varphi(e) \in X$.
- (R3) For any color $c \in X$, there exists an $(H_1, \ldots, H_q)$-free coloring $\varphi$ of $R$ such that $\varphi(e) = c$.

The edge $e$ is referred to as the signal edge of $R$.

In the special case where $X = \{c\}$ for some color $c$, these gadgets correspond precisely to the determiners introduced by Burr, Faudree, and Schelp in [9] and shown to exist for pairs of different complete graphs in the same paper. Subsequently, Burr, Nešetřil, and Rödl [10] showed that determiners exist for all pairs of non-isomorphic 3-connected graphs $(G, H)$. More recently, Siggers [39] showed that determiners exist for some pairs of the form $(C_\ell, H)$, and the authors together with Bishnoi, Clemens, Gupta, and Liebenau [3] showed that determiners exist for some specific tuples of cliques and cycles. Note that colors corresponding to isomorphic graphs in a given tuple $(H_1, \ldots, H_q)$ can be permutated, thus implying that an $X$-determiner can only exist for $(H_1, \ldots, H_q)$ if $H_i \not\cong H_j$ for any $i \in X, j \notin X$. In other words, if $i \in X$, then for any color $j$ such that $H_j \cong H_i$, it is necessary to have $j \in X$ for an $X$-determiner to exist.

Set-determiners allow us to pick which set the color of a certain edge should belong to. In order to have control over the specific color pattern we see on a set of edges, we also define the following more sophisticated gadget.

**Definition 2.3** (Set-sender). Let $q \geq 2$ be an integer, $(H_1, \ldots, H_q)$ be a $q$-tuple of graphs, and $X \subseteq [q]$ be any subset of colors. A negative (respectively positive) $X$-sender for $(H_1, \ldots, H_q)$ is a graph $S$ with distinguished edges $e$ and $f$, satisfying the following properties:

- (S1) $S \rightarrow_q (H_1, \ldots, H_q)$.
- (S2) For any $(H_1, \ldots, H_q)$-free coloring $\varphi$ of $S$, there exist colors $c_1, c_2 \in X$, with $c_1 \neq c_2$ (respectively $c_1 = c_2$), such that $\varphi(e) = c_1$ and $\varphi(f) = c_2$.
- (S3) For any colors $c_1, c_2 \in X$, with $c_1 \neq c_2$ (respectively $c_1 = c_2$), there exists an $(H_1, \ldots, H_q)$-free coloring $\varphi$ of $S$ with $\varphi(e) = c_1$ and $\varphi(f) = c_2$.

The edges $e$ and $f$ are referred to as the signal edges of $S$.

Note that an $X$-sender with $X \subseteq [q]$ is also an $X$-determiner for the same $q$-tuple with signal edge $e$ (or $f$). In the special case where $q = 2$ and $X = [2]$, $X$-senders correspond to the gadgets introduced by Burr, Erdős, and Lovász [8], which they called signal senders. The existence of
signal senders for pairs of complete graphs was established in [8, 9]. As in the case of determiners, this result was generalized to all pairs of 3-connected graphs in [10]. Rödl and Siggers [33] and Siggers [40] extended this result to the multicolor setting when \( H_i \cong H \) for all \( i \in [q] \) and \( H \) is either 3-connected or a cycle. In a later paper, Siggers [39] constructed signal senders for some pairs of the form \( (C_\ell, H) \).

These gadgets are used to force specific color patterns on well-chosen sets of edges. In applications, we usually start with some graph \( G \) and add set-senders and set-determiners in such a way that, in any \( (H_1, \ldots, H_q) \)-free coloring of the resulting graph, we obtain a particular color pattern on the edges of \( G \). More precisely, we will say that we attach a set-determiner \( R \) with signal edge \( e \) to an edge \( f \) of \( G \) to mean that we create a new graph as the disjoint union of \( R \) and \( G \), then merge the edges \( e \) and \( f \) (see Figure 2.1). In that case, for clarity, we sometimes say that we identify \( e \) with \( f \). Similarly, we will say that we join two edges \( a \) and \( b \) of \( G \) by a set-sender \( S \) with signal edges \( e \) and \( f \) to mean that we create a new graph as the disjoint union of \( S \) and \( G \), then merge the edges \( a \) and \( e \) together, and the edges \( f \) and \( b \) together (see Figure 2.2). Again, for clarity we usually say that we identify \( e \) with \( a \) and \( f \) with \( b \).

\begin{figure}[h]
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\includegraphics[width=0.7\textwidth]{fig21}
\caption{Attaching a set-determiner.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.7\textwidth]{fig22}
\caption{Joining the edges \( a \) and \( b \) by a set-sender.}
\end{figure}

In order for these constructions to be useful, we need to be able to control the new copies of \( H_1, \ldots, H_q \) that might be created while adding a set-sender or determiner to some graph. In particular, since we usually use these gadgets as black boxes, we would like to be able to obtain an \( (H_1, \ldots, H_q) \)-free coloring of the entire graph by simply giving each of the building blocks an \( (H_1, \ldots, H_q) \)-free coloring. This motivates the definitions of safe set-senders and safe set-determiners, in line with the concept developed by Siggers in [39].

**Definition 2.4 (Safe set-determiner).** Let \( X \subseteq [q] \) be any subset of colors and \( R \) be an \( X \)-determiner for \( (H_1, \ldots, H_q) \) with signal edge \( e \). We say that \( R \) is safe if Property (R3) can be replaced by the following:

\begin{enumerate}
\item[(R3')] For any color \( c \in X \), there exists an \( (H_1, \ldots, H_q) \)-free coloring \( \varphi \) of \( R \) such that:
\begin{itemize}
\item[–] \( \varphi(e) = c \).
\end{itemize}
\end{enumerate}
If $R$ is attached to any edge of another graph $G$, then a $q$-coloring $\psi$ of $G \cup R$ that extends $\varphi$ is $(H_1, \ldots, H_q)$-free if and only if $\psi|_G$ is $(H_1, \ldots, H_q)$-free.

In other words, if a safe $X$-determiner $R$ is attached to some base graph $G$, we can always extend an $(H_1, \ldots, H_q)$-free coloring of $G$ to an $(H_1, \ldots, H_q)$-free coloring of the entire graph $G \cup R$, provided that the signal edge of $R$ receives one of the colors from the set $X$. A safe set-sender is defined in a similar way.

**Definition 2.5** (Safe set-sender). Let $X \subseteq [q]$ be any subset of colors and $S$ be a negative (respectively positive) $X$-sender for $(H_1, \ldots, H_q)$ with signal edges $e, f$. Then $S$ is said to be safe if Property (S3) can be replaced by the following:

(S3’) For any colors $c_1, c_2 \in X$ with $c_1 \neq c_2$ (respectively $c_1 = c_2$), there exists an $(H_1, \ldots, H_q)$-free coloring $\varphi$ of $S$ such that:

- $\varphi(e) = c_1$ and $\varphi(f) = c_2$.
- If $S$ joins any two edges of another graph $G$, then a $q$-coloring $\psi$ of $G \cup S$ that extends $\varphi$ is $(H_1, \ldots, H_q)$-free if and only if $\psi|_G$ is $(H_1, \ldots, H_q)$-free.

We now prove that set-determiners for tuples of cliques are always safe, while set-senders for such tuples are safe provided that the two signal edges are sufficiently far apart. The proofs are similar to those provided for example in [3], so we only sketch them.

**Lemma 2.6.** For any $q \geq 2$ and any tuple $T = (K_{t_1}, \ldots, K_{t_q})$ with $t_1 \geq \ldots \geq t_q \geq 3$, any set-determiner for $T$ is safe.

**Proof.** Let $R$ be an $X$-determiner for $T$ for some subset $\emptyset \subset X \subset [q]$ and $e$ be its signal edge. Suppose $R$ is attached to some edge of a graph $G$. Notice that any clique of size at least three is fully contained either in $R$ or in $G$. This fact together with Property (R3) proves the claim. □

**Lemma 2.7.** For any $q \geq 2$ and any tuple $T = (K_{t_1}, \ldots, K_{t_q})$ with $t_1 \geq \ldots \geq t_q \geq 3$, if $S$ is a set-sender for $T$ with signal edges $e$ and $f$ such that the distance between $e$ and $f$ is at least three, then $S$ is safe.

**Proof.** The proof is very similar to that of the previous lemma. Let $S$ be an $X$-sender for $T$ for some subset $\emptyset \subset X$ and $e$ and $f$ be its signal edges. Suppose $S$ joins two edges of a graph $G$. Again, since the distance between $e$ and $f$ is at least three, any clique of size at least three is fully contained either in $S$ or in $G$. This fact together with Property (S3) proves the claim. □

We finally introduce the concept of a distinguishable tuple. Informally, we call a tuple $T$ distinguishable if all “useful” set-determiners and set-senders for $T$ exist and can be chosen to be safe.

**Definition 2.8** (Distinguishable). Let $q \geq 2$ and $T = (H_1, \ldots, H_q)$ be a $q$-tuple of graphs. For any graph $F$, define $X_F \subseteq [q]$ to be the set $X_F = \{i \in [q] : H_i \cong F\}$. We say that $(H_1, \ldots, H_q)$ is distinguishable if, for any graph $F$ such that $X_F \neq \emptyset$, the following hold:

- (i) There exists a safe $X_F$-determiner for $T$. 
(ii) If $|X_F| > 1$, then there exist safe positive and negative $X_F$-senders for $T$.

When working with tuples of cliques, we will often simplify notation and write $X_i$ instead of $X_{K_{t_i}}$. For example, by the above discussion we know that symmetric tuples $(H, \ldots, H)$, where $H$ is 3-connected or isomorphic to a cycle, are distinguishable, and that pairs of non-isomorphic 3-connected graphs are distinguishable. As explained above, if $X \cap X_F$ is a nontrivial subset of $X_F$ for some graph $F$, then no $X$-sender or $X$-determiner can exist (as we can simply permute the colors in $X_F$). Therefore, a tuple of graphs is distinguishable if the “most restrictive” possible gadgets exist.

We are ready to state our main result, establishing that any tuple consisting of nontrivial cliques is distinguishable.

**Theorem 2.9.** Let $q \geq 2$ and $t_1 \geq \ldots \geq t_q \geq 3$. The tuple $(K_{t_1}, \ldots, K_{t_q})$ is distinguishable.

---

**3. Applications of set-senders and set-determiners**

Before proving our main result (Theorem 2.9), we demonstrate its utility by proving Theorems 1.1, 1.2, and 1.4 as applications. We assume that Theorem 2.9 holds throughout the entire section. The results in this section mostly generalize known theorems from the symmetric setting, using set-senders and set-determiners instead of classical signal senders and determiners. For simplicity, when this is the case, we present only sketches of the proofs here. Readers familiar with previous work on this topic are free to skip this section.

**3.1. Ramsey infinite.** In this section we prove Theorem 1.1 assuming Theorem 2.9. This strengthens [33, Theorems 1.1 and 6.1] and extends these results to an arbitrary number of colors in the asymmetric case.

**Proposition 3.1.** Let $q \geq 2$ and $T = (K_{t_1}, \ldots, K_{t_q})$ be a $q$-tuple of cliques such that $t_1 \geq \ldots \geq t_q \geq 3$. Assume that any $q$-tuple of cliques is distinguishable. Then there exist constants $c = c(T) > 0$ and $n_0 = n_0(T) > 1$ such that, for all $n \geq n_0$, there exist at least $2^{cn^2}$ non-isomorphic graphs on at most $n$ vertices that are $q$-Ramsey-minimal for $T$.

The proof of this proposition relies on the following lemma.

**Lemma 3.2.** Let $1 \leq i < q$ and $t_1, \ldots, t_q$ be integers such that $t_1 = \ldots = t_i > t_{i+1} \geq \ldots \geq t_q \geq 3$. Assume that any $q$-tuple of cliques is distinguishable. Then there exists a constant $s = s(q, t_1, \ldots, t_q)$ such that for any graph $F \in \mathcal{M}_q(K_{t_1}, \ldots, K_{t_q})$, there exists a graph $G$ with the following properties:

(i) $G$ has at most $s|V(F)|$ vertices.

(ii) $G$ is $q$-Ramsey for $(K_{t_{i+1}}, \ldots, K_{t_q}, K_{t_{i+1}}, \ldots, K_{t_q})$.

(iii) Any subgraph $G' \subseteq G$ such that $G' \in \mathcal{M}_q(K_{t_{i+1}}, \ldots, K_{t_q}, K_{t_{i+1}}, \ldots, K_{t_q})$ contains $F$ as a subgraph.
Given \( t_1 = \ldots = t_i \geq t_{i+1} \geq \ldots \geq t_q \) and \( T^+ = (K_{t_1+1}, \ldots, K_{t_{i+1}}, K_{t_{i+1}+1}, \ldots, K_{t_q}) \), the proof of this lemma is a direct generalization of the work of Rödl and Siggers, [33, Lemma 6.2], using \( [i] \)-senders for \( T^+ \) when \( i \in \{2, \ldots, q-1\} \) and \( \{1\} \)-determiners for \( T^+ \) otherwise.

The proof of Proposition 3.1 then follows by repeated induction using Lemma 3.2, and is again a generalization of [33, Theorem 6.1]. The process can be summarized as follows. The base case of the induction deals with the symmetric tuple \((K_{t_q}, \ldots, K_{t_q})\), for which the theorem is true by [33, Theorem 1.1]. We then let \( i_1 \) be the largest index such that \( t_{i_1} > t_q \) in \( T \). By induction, repeated \((t_{i_1+1} - t_{i_1})\) times, applying Lemma 3.2 we obtain Proposition 3.1 for the tuple \((K_{t_{i_1}}, \ldots, K_{t_{i_1}+1}, K_{t_{i_1}+1}, \ldots, K_{t_q})\), with \( i_1 \) cliques of size \( t_{i_1} \) and \( t_{i_1+1} = \ldots = t_q \). We then repeat the induction, choosing \( i_2 \) to be the largest index such that \( t_{i_2} > t_{i_1} \), yielding Proposition 3.1 for the tuple \((K_{t_{i_2}}, \ldots, K_{t_{i_2}+1}, K_{t_{i_2}+1}, \ldots, K_{t_q})\). We repeat the process for each new clique size, until we obtain Proposition 3.1 for the tuple \((K_{t_1}, \ldots, K_{t_q})\). For example, to prove Proposition 3.1 for the tuple \((K_5, K_5, K_4, K_3, K_3)\), the repeated induction works with the following tuples:

\[
(K_3, K_3, K_3, K_3, K_3) \xrightarrow{\text{Lemma 3.2}} (K_4, K_4, K_4, K_3, K_3) \xrightarrow{\text{Lemma 3.2}} (K_5, K_5, K_4, K_3, K_3)
\]

The final counting argument is identical to the one used by Rödl and Siggers in [33, Theorem 6.1].

3.2. Minimum degree. In this section we prove Theorem 1.2 assuming Theorem 2.9. We start by generalizing the packing parameter defined in [22]. A color pattern on vertex set \( V \) is a collection of edge-disjoint graphs \( G_1, \ldots, G_m \) on the same vertex set \( V \).

Definition 3.3 (Packing parameter). For given integers \( q \geq 2 \) and \( t_1 \geq \ldots \geq t_q \geq 2 \), we define the packing parameter \( P_q(t_1, \ldots, t_q) \) to be the smallest integer \( n \) such that there exists a color pattern \( G_1, \ldots, G_q \) on vertex set \( [n] \) satisfying the following properties:

(i) \( G_i \) is \( K_{t_i+1} \)-free for every \( i \in [q] \).

(ii) For every vertex-coloring \( \lambda : [n] \rightarrow [q] \), there exists a color \( i \in [q] \) such that \( G_i \) contains a copy of \( K_{t_i} \) on the vertices of color \( i \).

For \( t_1 = \ldots = t_q \), this parameter was introduced in [22], where it was shown that, for all \( q \geq 2 \) and \( t \geq 3 \), we have \( s_q(K_t) = P_q(t-1, \ldots, t-1) \). We generalize this result to arbitrary tuples of cliques.

Proposition 3.4. Let \( q \geq 2 \) and \( T = (K_{t_1}, \ldots, K_{t_q}) \) be a \( q \)-tuple of cliques such that \( t_1 \geq \ldots \geq t_q \geq 3 \). If \( T \) is distinguishable, then

\[
s_q(T) = P_q(t_1-1, \ldots, t_q-1).
\]

The proof of the lower bound \( s_q(T) \geq P_q(t_1-1, \ldots, t_q-1) \) is identical to the symmetric case (see [22, Lemma 2.1]). The proof of the upper bound \( s_q(T) \leq P_q(t_1-1, \ldots, t_q-1) \) is a direct generalization of [22, Theorem 2.3], using the set-senders and set-determiners guaranteed by Theorem 2.9 instead of signal senders.
requires asymmetric generalizations of some known lemmas.

**Lemma 3.5.** Let $q \geq 2$ and $t_1 \geq \ldots \geq t_q \geq 3$. Then

$$t_1 t_2 \leq P_q(t_1, \ldots, t_q).$$

**Proof.** Let $n = P_q(t_1, \ldots, t_q)$, and $G_1, \ldots, G_q$ be a color pattern as guaranteed by Definition 3.3. Then for every vertex-coloring $\lambda : [n] \to [q]$, there exists a color $i \in [q]$ such that $G_i$ contains a copy of $K_{t_i}$ on the vertices of color $i$. This is true in particular for any such coloring using only the two colors $\{1, 2\}$. Therefore $G_1, G_2$ is a color pattern satisfying:

1. for every $i \in \{1, 2\}$, the graph $G_i$ is $K_{t_i+1}$-free, and
2. for every vertex-coloring $\lambda : [n] \to \{1, 2\}$, there exists a color $i \in \{1, 2\}$ such that $G_i$ contains a copy of $K_{t_i}$ on the vertices of color $i$.

Hence $n \geq P_2(t_1, t_2)$. The work of Burr, Erdős, and Lovász [8] establishes that $P_2(t_1, t_2) = t_1 t_2$ and we conclude that $n \geq t_1 t_2$.

The upper bound of Theorem 1.2 requires asymmetric generalizations of some known lemmas. Following a methodology initially developed by Dudek and Rödl [15] and then by Fox, Grinshpun, Liebenau, Person, and Szabó [22], the following lemma was proven by Bamberg, Bishnoi, and the second author [2] in the special case $t_1 = \cdots = t_q$. While the original result is stated in the language of finite geometry, we translate it here to the language of hypergraphs to avoid introducing a whole new set of definitions.

**Lemma 3.6.** Let $q \geq 2$ and $t_1 \geq \ldots \geq t_q \geq 2$. Let $s,k$ be positive integers. Suppose there exists a family $\mathcal{H}_1, \ldots, \mathcal{H}_q$ of edge-disjoint $s$-uniform hypergraphs on the same vertex set $V$, each of which is $k$-regular and has girth at least four. Suppose further that the hypergraph on $V$ with edge set $\bigcup_{i=1}^q E(\mathcal{H}_i)$ has girth at least three. If $s > 3qt_1 \ln t_1$ and $k > 3t_1(1 + \ln q)$, then $P_q(t_1, \ldots, t_q) \leq |V|$.

For simplicity, we present only a sketch of the proof here, explaining why the original lemma can be extended to the asymmetric setting.

**Proof.** The main ideas behind the construction when $t_1 = \cdots = t_q = t$ are as follows. Let $n = |V|$ and without loss of generality assume that $V = [n]$. For every hyperedge $E$ in every hypergraph $\mathcal{H}_i$, take a uniformly random equipartition\footnote{A partition where the sizes of any two parts differ by at most one.} of $E$ into $t$ parts, each choice of partition being made independently. For every $i \in [q]$, let $G_i$ be the graph on vertex set $[n]$ obtained by adding the following edges: for each hyperedge $E \in \mathcal{H}_i$, add a complete $t$-partite graph on the vertices of $E$, respecting the random partition of $E$ chosen earlier. Since the girth condition on $\mathcal{H}_i$ implies that any pair of hyperedges share at most one vertex, $G_i$ is then the union of disjoint Turán graphs. Each $G_i$ is $K_{t+1}$-free, and one can show that with the appropriate condition on $s$ and $k$, for every $i \in [q]$, with positive probability every set of at least $n/q$ vertices contains a copy of $K_t$ in $G_i$. This implies (by the pigeonhole principle) that, for every $q$-vertex coloring of $[n]$, there exists a color...
follows immediately from Theorem 3.9 that for any distinguishable tuple $T = (K_{t_1}, \ldots, K_{t_q})$ of cliques, where $3 \leq t_1 \leq \ldots \leq t_q$ and $3 \leq s_1 \leq \ldots \leq s_\ell$, there exists a family of $q$-vertex coloring of $[n]$, there exists a color $i \in [q]$ used on at least $n/q$ vertices. Thus, $G_i$ contains a copy of $K_{t_i}$ on the vertices of color $i$, and $n \geq P_q(t_1, \ldots, t_q)$.

Using a construction from [22], Bishnoi and the second author proved the following lemma in [4].

**Lemma 3.7** (Bishnoi and Lesgourgues [4]). Let $p$ be any prime power. There exists a family $\mathcal{H}_1, \ldots, \mathcal{H}_{p-1}$ of edge-disjoint $p$-uniform hypergraphs on the same vertex set $V$ of size $p^3$, each of which is $(p-1)$-regular and has girth at least four, and such that the hypergraph on $V$ with edge set $\bigcup_{i=1}^{p-1} E(\mathcal{H}_i)$ has girth at least three.

Lemmas 3.6 and 3.7 now imply the upper bound of Theorem 1.2.

**Corollary 3.8.** Let $q \geq 2$ and $t_1 \geq \ldots \geq t_q \geq 2$. Then

$$P_q(t_1, \ldots, t_q) \leq (8qt_1 \log t_1)^3.$$  

**Proof.** Let $q \geq 2$ and $t_1 \geq \ldots \geq t_q \geq 2$, and let $p$ be the smallest prime such that $p \geq 4t_1q \log t_1$. By Bertrand’s postulate, $p \leq 8t_1q \log t_1$. By Lemma 3.7, there exists a family of $q < p$ edge-disjoint $p$-uniform hypergraphs on the same vertex set $V$, each of which is $(p-1)$-regular and has girth at least four, and such that the hypergraph on $V$ with edge set $\bigcup_{i=1}^{q} E(\mathcal{H}_i)$ has girth at least three. Note that, for $t_1 \geq 2$ and $q \geq 2$, we have $p-1 \geq 3qt_1 \log t_1$ and $p-2 \geq 3t_1(1+\log q)$. By Lemma 3.6, $P_q(t_1, \ldots, t_q) \leq |V|$, and then $|V| = p^3$ yields the desired bound.

It follows from Proposition 3.4, Lemma 3.5, and Corollary 3.8 that for any distinguishable tuple of cliques $T = (K_{t_1}, \ldots, K_{t_q})$ with $t_1 \geq \ldots \geq t_q \geq 3$, we have

$$(t_1-1)(t_2-1) \leq s_q(T) \leq (8qt_1-1) \log(t_1-1))^3.$$  

Then Theorem 1.2 follows immediately from Theorem 2.9.

### 3.3. Ramsey equivalence

Recall that Theorem 1.4 states that any two nonempty tuples of cliques are not Ramsey-equivalent. Assuming Theorem 2.9, this result is a direct consequence of the following lemma. Note that, to avoid convoluted notation, in this section we will assume the cliques in a given tuple to be ordered in a nondecreasing fashion.

**Proposition 3.9.** For any $q, \ell \geq 2$, let $T = (K_{t_1}, \ldots, K_{t_q})$ and $S = (K_{s_1}, \ldots, K_{s_\ell})$ be two tuples of cliques, where $3 \leq t_1 \leq \ldots \leq t_q$ and $3 \leq s_1 \leq \ldots \leq s_\ell$. Suppose that $T$ and $S$ are both distinguishable. Then $T$ and $S$ are Ramsey-equivalent if and only if $T = S$. 


Proof. We reason by induction on \( q + \ell \). Note that the statement is trivially true for \( q + \ell = 2 \).

Assume now that the statement is true up to \( q + \ell - 1 \). Consider two tuples \( T = (K_{t_1}, \ldots, K_{t_\ell}) \) and \( S = (K_{s_1}, \ldots, K_{s_\ell}) \) with \( 3 \leq t_1 \leq \ldots \leq t_\ell \) and \( 3 \leq s_1 \leq \ldots \leq s_\ell \).

Trivially if \( T = S \) then \( T \) and \( S \) are Ramsey-equivalent. Assume now that \( T \neq S \). Our goal is to exhibit a graph \( G \) such that \( G \) is \( q \)-Ramsey for \( T \) but not \( \ell \)-Ramsey for \( S \) (or vice versa).

Assume first that \( t_i = s_i \) for all \( i \in [\min\{q, \ell\}] \). If \( q < \ell \), let \( G \in \mathcal{M}_q(T) \) and let \( e \in E(G) \). By minimality, we can find a \( T \)-free \( q \)-coloring \( \varphi \) of \( G - e \), and we extend \( \varphi \) to \( e \) by setting \( \varphi(e) = q + 1 \). As \( t_i = s_i \) for all \( i \in [q] \) and \( s_{q+1} \geq 3 \), this is an \( S \)-free \( \ell \)-coloring of \( G \), i.e., \( G \not\in \mathcal{M}_\ell(S) \), and hence \( T \) and \( S \) are not Ramsey-equivalent. The case where \( q > \ell \) is handled similarly.

We can therefore assume that there exists an index \( k \in [q] \) such that \( t_k \neq s_k \). Let \( i \) be the smallest such index, and without loss of generality assume that \( t_i < s_i \). Note that we therefore have

\[
(t_1 = s_1) \leq (t_2 = s_2) \leq \ldots \leq (t_i < s_i).
\]

As \( T \) is distinguishable, let \( R \) be a safe \( X \)-determiner for \( T \), with signal edge \( e \), where \( X = \{ j \in [q] : t_j = t_i \} \), that is, \( X \) is the set of all colors associated with cliques of size \( t_i \) in \( T \). By definition, \( R \rightarrow q T \) and therefore we can assume that \( R \rightarrow \ell S \), as otherwise we are done. Recall that \( T_X \) denotes the tuple \((K_{t_i})_{i \in X}\). We consider two cases.

**Case 1:** Assume that there exists an \( S \)-free \( \ell \)-coloring \( \varphi \) of \( R \) such that \( \varphi(e) = j \geq i \). Let \( F \) be a \( K_{t_i+1} \)-free graph such that \( F \in \mathcal{M}_{|X|}(T_X) \) (as guaranteed by Theorem 2.1). Note that \( F \) is also \( K_{s_j} \)-free, as \( t_i < s_i \leq s_j \). Attach a copy of \( R \) to each edge of \( F \). Call the resulting graph \( G \). As \( R \) is an \( X \)-determiner for \( T \), we have \( G \rightarrow q T \). On the other hand, we claim that \( G \rightarrow \ell S \). Indeed, apply \( \varphi \) to each copy of \( R \) so that \( F \) is monochromatic in color \( j \). As \( F \) is \( K_{s_j} \)-free and every clique on at least three vertices is fully contained either in \( F \) or in a copy of \( R \), this is an \( S \)-free \( \ell \)-coloring of \( G \).

**Case 2:** We can assume now that for any \( S \)-free \( \ell \)-coloring \( \varphi \) of \( R \), we have \( \varphi(e) < i \), that is \( R \) is a \( Y \)-determiner for \( S \), for some \( Y \subseteq \{1, \ldots, i - 1\} \). As \( |X| + |Y| < q + \ell \), by induction we know that \( T_X \) and \( S_Y \) are not Ramsey-equivalent. Again we consider two possibilities.

**Case 2.1:** Assume that there exists a graph \( F \) such that \( F \rightarrow T_X \) and \( F \rightarrow S_Y \). Then attach a copy of \( R \) to each edge of \( F \) and call the resulting graph \( G \). Because \( R \) is an \( X \)-determiner for \( T \) it follows that \( G \rightarrow q T \). However, since \( F \rightarrow S_Y \), there exists an \( S \)-free \( |Y| \)-coloring \( \psi \) of \( F \), using colors in \( Y \). Because \( R \) is also a \( Y \)-determiner for \( S \), the coloring \( \psi \) can be extended to all copies of \( R \) to an \( S \)-free coloring of \( G \), implying that \( G \rightarrow \ell S \).

**Case 2.2:** Assume that there exists a graph \( F \) such that \( F \rightarrow T_X \) and \( F \rightarrow S_Y \). Attach a copy of \( R \) to each edge of \( F \) and call the resulting graph \( G \). The argument is identical to the previous one, using the fact that \( R \) is a \( Y \)-determiner for \( S \) to deduce that \( G \rightarrow \ell S \), and that \( R \) is an \( X \)-determiner for \( T \) to conclude that \( G \rightarrow q T \). \( \square \)

4. Proof of Theorem 2.9

In this section we prove Theorem 2.9, that is, we construct set-determiners and set-senders for any tuple of cliques. The proof will be by strong induction on the number of colors \( q \). In Section 4.1,
we show that the existence of any one set-sender or set-determiner, combined with the induction hypothesis, yields the existence of all required gadgets. Section 4.2 introduces a standard construction due to Rödl and Siggers [33, Section 7]. In the symmetric setting, this construction yields a negative $[q]$-sender. However, for asymmetric tuples this construction does not necessarily produce a useful gadget immediately. The issue is that, since colors cannot be permuted as in the symmetric setting, we might not be able to guarantee that any “permissible” pair of colors can appear on the signal edges, that is, Property (S3) might fail to hold. We overcome this challenge in Section 4.3, using a series of constructions, starting with the basic one from Section 4.2, and with each new construction exhibiting “nicer” properties and bringing us closer to our goal.

Before we begin, we recall some notation, conventions, and facts that will be useful throughout. Unless otherwise specified, $T$ will always denote a $q$-tuple of cliques $(K_{t_1},\ldots,K_{t_q})$, where $t_1 \geq \ldots \geq t_q \geq 3$. We will often need to restrict our tuple. For a subset $X \subseteq [q]$, we write $T_X$ for the $|X|$-tuple containing only the cliques in $T$ whose indices are in $X$. When we refer to a $q$-coloring, we will normally assume that our color palette is the set $[q]$. However, when we work with a larger $q$-tuple $T$ and talk about a $T_X$-free coloring of some graph, for simplicity our convention will be that we color using the color palette $X$ (as opposed to $|[X]|$). For example, if $T = (K_a,K_b,K_c)$ and $X = \{1,3\}$, we have $T_X = (K_a,K_c)$ and a $T_X$-free coloring of some graph is a 2-coloring with colors $\{1,3\}$ with no $K_a$ in color 1 and no $K_c$ in color 3.

4.1. From set-senders to set-determiners and back. The proof of Theorem 2.9 will be by strong induction on the number of colors $q$. We will assume that any $q'$-tuple of cliques with $q' < q$ is distinguishable (cf. Definition 2.8). In this subsection, we show that in order to establish that a $q$-tuple is distinguishable, it suffices to be able to construct any one set-sender or set-determiner, that is, the existence of any set-sender or set-determiner, combined with the induction hypothesis yields the existence of all required gadgets.

**Proposition 4.1.** Let $q \geq 3$ and $T = (K_{t_1},\ldots,K_{t_q})$ with $t_1 \geq \ldots \geq t_q \geq 3$. Assume that any $q'$-tuple of cliques with $q' < q$ is distinguishable and that, for some non-empty set of colors $X \subseteq [q]$, there exists a safe $X$-determiner for $T$. Then $T$ is distinguishable.

**Proof.** Let $R$ be a safe $X$-determiner for $T$ for some $X \subseteq [q]$. For each $i \in [q]$, define the set $X_i = \{j \in [q] : t_i = t_j\}$. Notice that, by permuting the colors in the set $X_i$ for each $i \in [q]$, we can conclude that, for each $i \in [q]$, either $X_i \subseteq X$ or $X_i \cap X = \emptyset$.

First we build an $\overline{X}$-determiner $R^c$ for $T$, where we recall that $\overline{X}$ denotes the set $[q] \setminus X$. To do so, let $G$ be an $|X|$-Ramsey-minimal graph for $T_X$ and let $e$ be an arbitrary edge of $G$. Now we obtain $R^c$ from $G$ by attaching a copy of $R$ to every edge of $G$ except for $e$. Then using the properties of $R$ and its safeness, it is not difficult to verify that $R^c$ is indeed an $\overline{X}$-determiner with signal edge $e$. Moreover, by Lemma 2.6, $R^c$ is safe.

Now, by the induction hypothesis, we know that $T_X$ and $T_{\overline{X}}$ are both distinguishable. Let $i \in [q]$ and without loss of generality assume that $X_i \subseteq X$ (the case $X_i \subseteq \overline{X}$ is similar using $R^c$ instead of $R$). Now, let $R_i$ be a safe $X_i$-determiner and if $|X_i| > 1$ let $S_i$ be a safe positive or negative $X_i$-sender for $T_X$ (with color palette $X$). By attaching a copy of $R$ to every edge of $R_i$ or $S_i$, we
then obtain the required $X_i$-determiner and positive/negative $X_i$-sender for $T$ with the same signal edges as $R_i$ and $S_i$, respectively. The safeness of these gadgets also follows easily from the safeness of each building block.

**Proposition 4.2.** Let $q \geq 3$ and $T = (K_{t_1}, \ldots, K_{t_q})$ with $t_1 \geq \ldots \geq t_q \geq 3$. Assume that any $q'$-tuple of cliques with $q' < q$ is distinguishable and that, for some set of colors $\emptyset \subseteq X \subseteq [q]$, there exists a safe $X$-sender for $T$. Then $T$ is distinguishable.

**Proof.** Let $S$ be a safe $X$-sender for $T$. If $X \subsetneq [q]$, we can treat $S$ as an $X$-determiner whose signal edge is either of the signal edges of $S$ and apply Proposition 4.1.

Assume then that $X = [q]$. If $t_1 = t_q$, following the work of Rödl and Siggers [33], we know that positive and negative $[q]$-senders for $T$ exist with arbitrarily large distance between the signal edges. By Lemma 2.7, these senders are safe. So we may further assume that $t_1 > t_q$.

First suppose $S$ is a positive $X$-sender for $T$. Let $G$ be a copy of $K_{t_q}$ and $e$ be an edge disjoint from $G$. Join $e$ to every edge of $G$ by a copy of $S$ to obtain the graph $\tilde{G}$. It is then not difficult to check that $\tilde{G}$ is a $Y$-determiner for $T$ with signal edge $e$ for some set $Y$ containing 1 but not containing $q$. Indeed, if we assign color 1 to $e$ and each edge of $G$, then we can extend this to a $T$-free coloring of all of $\tilde{G}$ (by the safeness of each signal sender). In addition, $e$ cannot receive color $q$ in a $T$-free coloring of $\tilde{G}$, as in that case all edges of $G$ would also receive color $q$, a contradiction. Hence, we can apply Proposition 4.1 to complete the proof.

Finally, suppose $S$ is a negative $X$-sender for $T$. Let $e_1, \ldots, e_q, e_{q+1}$ be a matching. For any pair $(i, j)$ with $1 \leq i < j \leq q + 1$ except the pair $(i, j) = (q, q + 1)$, join the edges $e_i$ and $e_j$ by a copy of $S$, calling the newly constructed graph $\tilde{S}$. It is then not difficult to verify that $\tilde{S}$ is a safe positive $X$-sender for $T$ with signal edges $e_q$ and $e_{q+1}$. Then we are done using the previous case. □

**Remark 4.3.** Using similar arguments, we can build $X$-senders and $X$-determiners for any set $X$ of the form $X = \bigcup_{i \in I} X_i$ with $X \subsetneq [q]$. These gadgets graphs are not required for our purposes but could be useful for other applications.

4.2. The basic construction.

4.2.1. **Special hypergraph.** The construction described in this section is due to Rödl and Siggers [33, Section 7].

**Definition 4.4.** Let $q, \ell \geq 2$ be integers.

(i) An oriented $\ell$-graph $\mathcal{H}$ on vertex set $V = V(\mathcal{H})$ is a set of ordered $\ell$-element subsets of $V$, called arcs.

(ii) A $(q, \ell)$-pattern is an $\ell$-tuple of not necessarily distinct elements from $[q]$ (i.e., an element of $[q]^\ell$).

(iii) Given a set $\Phi \subsetneq [q]^\ell$ of forbidden $(q, \ell)$-patterns, a $q$-coloring $\chi : V(\mathcal{H}) \rightarrow [q]$ of the vertices of $\mathcal{H}$ is $\Phi$-avoiding if $(\chi(v_1), \ldots, \chi(v_\ell)) \not\in \Phi$ for any arc $(v_1, \ldots, v_\ell) \in E(\mathcal{H})$.

The following lemma establishes the existence of an oriented hypergraph $\mathcal{H}$ such that, in every $q$-coloring of the vertices of $\mathcal{H}$ that avoids a set of forbidden patterns, two special vertices are guaranteed to have distinct colors; the proof can be found in [33, Lemma 7.5].
Lemma 4.5 (Rödl and Siggers [33]). Given \( q, \ell, g \geq 2 \), let \( \Phi \subseteq [q]^\ell \) and assume \( \Phi \) contains the monochromatic pattern \((i, i, \ldots, i)\) for each \( i \in [q] \). Then there exists an oriented \( \ell \)-graph \( \mathcal{H} = \mathcal{H}(\Phi, q, \ell, g) \) with girth more than \( g \) and distinguished vertices \( u \) and \( u' \) satisfying the following properties:

(i) \( \mathcal{H} \) has a \( \Phi \)-avoiding \( q \)-vertex coloring.
(ii) There is no arc of \( \mathcal{H} \) containing both vertices \( u \) and \( u' \).
(iii) Under any \( \Phi \)-avoiding \( q \)-vertex coloring of \( \mathcal{H} \), the vertices \( u \) and \( u' \) receive different colors.

4.2.2. The core construction. Here we describe the basic construction as given in [33]. However, as we will see later, for asymmetric tuples this construction does not necessarily produce a useful gadget immediately. We will address this issue in the next subsection.

Let \( q \geq 2 \) and \( T = (K_{t_1}, \ldots, K_{t_q}) \) be any \( q \)-tuple of cliques with \( t_1 \geq \ldots \geq t_q \geq 3 \). Let \( F' \) be a \( q \)-Ramsey-minimal graph for \( T \) and \( xy \in E(F') \), and let \( F \) be obtained from \( F' \) by removing the edge \( xy \) (but keeping the endpoints).

First note that, by the minimality of \( F' \), there exists a \( T \)-free coloring of \( F \). We now claim that in any such coloring of \( F \) the vertex \( x \) must be incident to edges of every color. Indeed, let \( \chi \) be a \( T \)-free coloring of \( F \). For any \( t \geq 3 \), we have \( \delta(K_t) \geq 2 \), so if \( x \) has no incident edge in some color \( i \), we can extend \( \chi \) to a coloring of \( F' \) by setting \( \chi(xy) = i \). Then \( xy \) cannot participate in a new monochromatic clique, contradicting the fact that \( F' \) is \( q \)-Ramsey for \( T \). Therefore, the claim holds.

Let \( \ell = d_F(x) \), and fix an orientation \((x_1, \ldots, x_\ell)\) of the neighborhood of \( x \) in \( F \). Let \( \Phi \) be the set of \((q, \ell)\)-patterns \((c_1, \ldots, c_\ell)\) such that the following holds:

The \( q \)-coloring \( \chi \) of the edges \( xx_1, \ldots, xx_\ell \) of \( F \) defined by \( \chi(xx_i) = c_i \) cannot be extended to a \( T \)-free coloring of \( F \).

Note that \( \Phi \) contains all \((q, \ell)\)-patterns with fewer than \( q \) colors. Moreover, since \( F \) is not \( q \)-Ramsey for \( T \), there exists a \((q, \ell)\)-pattern not in \( \Phi \). Let \( \mathcal{H} \) be an oriented \( \ell \)-graph with girth at least four as guaranteed by Lemma 4.5 for the set \( \Phi \).

Let \( S = S(T) \) be the following graph (see Figure 4.1 for an illustration). For any arc \( a \in \mathcal{H} \), let \( F^a \) be a copy of \( F \) and \( x^a \) be the copy of \( x \) in \( F^a \) and identify the vertices of \( a \) with those of \( N_F(x^a) \), respecting the previously fixed orientation of \( N_F(x) \). Finally, identify the vertices \( x^a \) for all arcs \( a \) and call the resulting vertex \( x_0 \).

4.2.3. Properties of the basic construction. We write \( e = x_0u \) and \( f = x_0u' \).

Claim 4.6. The graph \( S \) has the following properties:

(a) \( S \) is not \( q \)-Ramsey for \( T \).
(b) In any \( T \)-free coloring \( \varphi \) of \( S \), the edges \( e \) and \( f \) receive different colors.
(c) The edges \( e \) and \( f \) are adjacent.
(d) There is no triangle containing \( e \) and \( f \) in \( S \).
Fig. 4.1. Core construction $F$, $S$, and the hypergraph $\mathcal{H}$, replicated from [33].

The proofs of (a) and (b) are given in Claims 7.7, 7.8, and 7.9 in [33]. Part (d) follows directly from Lemma 4.5(ii): As there is no arc of $\mathcal{H}$ containing $u$ and $u'$, there is no edge between $u$ and $u'$ in $S$.

Now, if the tuple $\mathcal{T}$ is symmetric, then this construction yields a negative $[q]$-sender for $\mathcal{T}$. Indeed, Property (S1) is guaranteed by Claim 4.6(a), Property (S2) is given by Claim 4.6(b), and Property (S3) is true also by Claim 4.6(a) since we can always permute colors. This negative $[q]$-sender can then be used to construct safe positive and negative $[q]$-senders using standard constructions (see [33]). Unfortunately, in the asymmetric setting Claim 4.6(a) does not allow us to conclude Property (S3). If there exists a color $c \in [q]$ such that $x_0u$ does not have color $c$ in any $\mathcal{T}$-free coloring, then $S$ is a safe $X$-determiner with signal edge $x_0u$ for some $\emptyset \subset X \subseteq [q] \setminus \{c\}$. A similar argument applies with $x_0u'$ instead of $x_0u$. In either case, we are done by Proposition 4.1. But it is possible that each of the $q$ colors can appear on each of $x_0u$ and $x_0u'$ in a $\mathcal{T}$-free coloring but Property (S3) still fails to hold. Thus, we will need to take the construction a step further to overcome this challenge. This is the content of the next subsection.

4.3. Building set-senders and set-determiners. We begin with some general statements and a definition that will be useful for our subsequent arguments. First we prove the following useful technical lemma, which allows us to put together two graphs and color each independently with a $\mathcal{T}$-free coloring to obtain a $\mathcal{T}$-free coloring of the larger graph (cf. safeness of set-senders and determiners).

**Lemma 4.7.** Let $\mathcal{T}$ be any $q$-tuple of cliques. Let $G_1$ and $G_2$ be two graphs with disjoint sets of vertices. For each $i \in [2]$, let $a_i, b_i, c_i \in V(G_i)$ be vertices such that $a_ib_i, b_ic_i \in E(G_i)$ but
Let $G$ be the (simple) graph obtained by identifying the following pairs of vertices: $a_1$ with $a_2$, $b_1$ with $b_2$, and $c_1$ with $c_2$ (see Figure 4.2). Call the newly obtained vertices $a$, $b$, and $c$, respectively. Then a $q$-coloring $\varphi$ of $G$ is $T$-free if and only if $\varphi$ induces a $T$-free coloring on each of $G_1$ and $G_2$. In particular, $G$ has a $T$-free coloring if and only if $G_1$ and $G_2$ have $T$-free colorings $\varphi_1$ and $\varphi_2$ satisfying $\varphi_1(a_1b_1) = \varphi_2(a_2b_2)$ and $\varphi_1(b_1c_1) = \varphi_2(b_2c_2)$.

**Proof.** We show the first part of the statement. The “in particular” part then follows immediately. If $\varphi$ is a $T$-free coloring of $G$, then it clearly induces $T$-free colorings on $G_1$ and $G_2$. We now prove the other direction. Let $\varphi$ be a coloring of $G$ and assume $\varphi|_{G_1}$ and $\varphi|_{G_2}$ are both $T$-free. Suppose for a contradiction that $\varphi$ is not $T$-free on $G$, that is, suppose there exists a color $i \in [q]$ and a copy $K$ of $K_{t_i}$ in color $i$ in $G$. Then $K$ must contain at least one edge from $E(G_1) \setminus E(G_2)$ and one edge from $E(G_2) \setminus E(G_1)$. Since by assumption neither $G_1$ nor $G_2$ contains an edge between the vertices $a$ and $c$, the clique $K$ must contain at least one vertex from each of $V(G_1) \setminus V(G_2)$ and $V(G_2) \setminus V(G_1)$. But two such vertices cannot share an edge in $G$ and thus cannot be part of $K$, a contradiction.

For a graph $G$ with distinguished edges $g_1$ and $g_2$, we will use a digraph to encode which pairs of colors can occur on the edges $g_1$ and $g_2$ in a $T$-free coloring of $G$.

**Definition 4.8 (Auxiliary digraph $D(T,G,g_1,g_2)$).** Let $T$ be a $q$-tuple of cliques and $G$ be a graph with two distinguished edges $g_1$ and $g_2$. We define $D = D(T,G,g_1,g_2)$ to be a digraph on vertex set $[q]$ in which, for any $i,j \in [q]$, the arc $i \rightarrow j$ is in $D$ if and only if there exists a $T$-free coloring of $G$ in which $g_1$ receives color $i$ and $g_2$ receives color $j$.

For example, if $G$ is Ramsey for $T$ then, for any edges $e$ and $f$, the digraph $D = D(T,G,e,f)$ contains no arcs. If $G$ is a negative $X$-sender for $T$ with signal edges $e$ and $f$, then $D = D(T,G,e,f)$ consists of a complete directed subgraph on $X$ (with arcs in both directions between any pair of vertices in $X$ but without loops), and $q - |X|$ isolated vertices. If $G$ is a positive $X$-sender for $T$ with signal edges $e$ and $f$, then $D = D(T,G,e,f)$ contains a loop at each vertex $i \in X$ and no other arcs.
In the remainder of this section, to avoid repetitions, $T$ always denotes a $q$-tuple of cliques $T = (K_{t_1}, \ldots, K_{t_q})$ with $q \geq 3$ and $t_1 \geq \ldots \geq t_q \geq 3$, $S = S(T)$ denotes the gadget $S$ as built in Section 4.2, with distinguished edges $e = x_0u$ and $f = x_0u'$, and $D = D(T, S, e, f)$ denotes the auxiliary digraph of $S$ as constructed in Definition 4.8. This definition implies that:

(i) In any $T$-free coloring $\varphi$ of $S$, if $\varphi(e) = i$, then $\varphi(f) \in N_D^+(i)$.
(ii) For any colors $i, j$ such that $j \in N_D^+(i)$, there exists a $T$-free coloring $\varphi$ of $S$ such that $\varphi(e) = i$ and $\varphi(f) = j$.

As explained in Section 4.2, if there exists a color that cannot appear on one of the distinguished edges of $S$ in any $T$-free coloring, then $S$ is already a set-determiner. The next lemma is a reformulation of this idea in the language of the auxiliary digraph $D$.

**Lemma 4.9 (Basic conditions).** Suppose that there exists a vertex $i \in [q]$ of $D$ such that the in- or out-neighborhood of $i$ in $D$ is empty, that is, $N_D^-(i) = \emptyset$ or $N_D^+(i) = \emptyset$. Then there exists a safe $X$-determiner for $T$ for some non-empty $X \subseteq [q]$.

**Proof.** Suppose the out-neighborhood of $i$ is empty. This means that $e$ cannot receive color $i$ in any $T$-free coloring of $S$. As $S$ is not $q$-Ramsey for $T$, it follows that $S$ is an $X$-determiner with signal edge $e$, for some non-empty subset of colors $X \subseteq [q] \setminus \{i\}$. By Lemma 2.6, it is furthermore a safe determiner. A similar argument applies when the in-neighborhood of $i$ in $D$ is empty with $f$ instead of $e$. \hfill \Box

First we show that if $D$ contains no 2-cycle, we can construct a suitable determiner.

**Lemma 4.10 (Existence of a 2-cycle).** If $D$ contains no 2-cycle, then there exists a safe $X$-determiner for $T$ for some $X \subseteq [q]$.

**Proof.** Suppose that $D$ contains no 2-cycles, in particular there is no $j \in [q]$ such that $j \in N_D^+(1)$ and $j \in N_D^-(1)$.

Let $A$ be the second out-neighborhood of 1 in $D$, that is, let $A$ be given by

$$A = \left\{ u \in [q] : \exists v \in [q], \ 1v \in E(D) \text{ and } vu \in E(D) \right\}.$$

We first claim that $A$ contains no color corresponding to a clique of size $t_1$, that is, $\{j : t_j = t_1\} \cap A = \emptyset$. Suppose there exists $j \in A$ with $t_j = t_1$. Thus, there exists a directed 2-path from 1 to $j$ in $D$. Let $k$ denote the intermediate vertex in one such path. We know that there exists a $T$-coloring in which $e$ receives color $k$ and $f$ receives color $j$. As $t_j = t_1$, by switching the roles of colors 1 and $j$ in this coloring, we obtain another $T$-free coloring of $S$ implying that $k1$ is also an arc of $D$, creating a 2-cycle $1k1$ in $D$, a contradiction.

Since the largest clique in $T_A$ has size at most $t_1 - 1$, using Theorem 2.1, there exists a $K_{t_1}$-free graph $H$ such that $H \to T_A$. Without loss of generality, let $V(H) = [m]$, and let $u$ and $v$ be distinct vertices disjoint from $H$. Add an edge between $v$ and $u$, and for every $x \in [m - 1]$ add an edge between $v$ and $x$. For every edge $h = xy \in E(H)$, with $1 \leq x < y \leq m$, let $S_1, S_2$ be two copies of $S$ with distinguished edges $e_1, f_1$ and $e_2, f_2$ respectively, and
– join $uv$ and $vx$ by $S_1$, identifying $uv$ with $e_1$ and $vx$ with $f_1$,
– join $vx$ and $h$ by $S_2$, identifying $vx$ with $e_2$ and $h$ with $f_2$.

Outside of the specified intersections, all copies of $S$ are vertex- and edge-disjoint. Call the resulting graph $G$. For clarity, for every $y > x$, there exists a copy $S_1$ of $S$ sitting on $uv$ and $vx$ and a copy $S_2$ of $S$ sitting on $vx$ and $xy$. Therefore, for every edge $h$ in $H$, the graph $G$ includes the subgraph displayed in Figure 4.3.

![Fig. 4.3. Proof of Lemma 4.10, subgraph of $G$ at every edge $h$ in $H$.](image)

We claim that $G$ is an $X$-determiner with signal edge $uv$ for some $X \subseteq [q]$. By Lemma 4.9, we may assume that there exist $k \in N_D^-(1)$ and $j \in N_D^-(k)$. By Claim 4.6(b), $D$ contains no loops, therefore we know that $k \neq 1$ and $k \neq j$, and as $D$ contains no 2-cycle we know that $1 \neq j$. Therefore $D$ contains the directed path $jk1$. In particular, we will show $1 \notin X$ and $j \in X$.

First we show that $G \not\to_T T$. Let $\varphi$ be the following coloring of $G$. Set $\varphi(uv) = j$. For every edge $vx$ with $x \in V(H)$, set $\varphi(vx) = k$, and for any edge $h \in E(H)$, set $\varphi(h) = 1$. As $k \in N_D^+(j)$ and $1 \in N_D^+(k)$, we can extend this coloring to the copies of $S$ so that each of these copies receives a $T$-free coloring. We claim that this yields a $T$-free coloring of all of $G$. Suppose not; then there exists a color $\ell \in [q]$ and a copy $K$ of $K_t$ that is monochromatic in color $\ell$. Now, if $K$ contains a vertex not in $V(H) \cup \{u, v\}$, this vertex must be contained within some copy of $S$ and because $K$ is a clique, all of its neighbors must be within this particular copy of $S$. This in turn implies that $K$ cannot be monochromatic because each copy of $S$ was given a $T$-free coloring, a contradiction.

Therefore $V(K) \subseteq V(H) \cup \{u, v\}$. As $H$ is monochromatic in color 1 and $K_{t_1}$-free and we added no further edges between the vertices of $H$, it follows that $V(K) \cap \{u, v\} \neq \emptyset$. Note that by construction the vertex $u$ does not have any neighbors in $V(H)$, so it cannot be part of $K$. If $v \in V(K)$, as any edge from $v$ to $V(H)$ corresponds to an edge $vx$ as shown in Figure 4.3, then $K$ must use at least one such edge and hence must be monochromatic in color $k \neq 1$. As $H$ is monochromatic in color 1, $K$ cannot contain any edge from $H$, so it must be fully contained in the star between $v$ and $V(H)$. This is, however, not possible since $t_\ell \geq 3$. Therefore $\varphi$ is a $T$-free coloring of $G$ with $\varphi(uv) = j$. 


Now, assume that there exists a $\mathcal{T}$-free coloring of $G$ with $\varphi(uv) = 1$. By Definition 4.8, every edge of $H$ is colored with a color in $A$, the second out-neighborhood of 1 in $D$. As $H \to \mathcal{T}_A$, this coloring is not $\mathcal{T}$-free, a contradiction.

Therefore $G$ is an $X$-determiner for $\mathcal{T}$ for some $X$ with $j \in X$ and $1 \notin X$, as required. By Lemma 2.6, it is furthermore a safe determiner. □

The next construction allows us to build a symmetric gadget, that is, a gadget for which each vertex has identical in- and out-neighborhood in its auxiliary digraph. This will considerably simplify all future arguments.

**Definition 4.11 (Symmetric construction $S^{\text{sym}}$).** Let $S_1$ and $S_2$ be two copies of $S$, with respective distinguished edges $e_1, f_1$ and $e_2, f_2$. We define $S^{\text{sym}} = S^{\text{sym}}(\mathcal{T})$ to be the following graph. Let $abc$ be a path on three vertices. Join $ab$ and $bc$ by $S_1$, identifying $ab$ with $e_1$ and $bc$ with $f_1$. Join $ab$ and $bc$ by $S_2$, identifying $ab$ with $f_2$ and $bc$ with $e_2$. See Figure 4.4 for an illustration. We let $ab$ and $bc$ be the distinguished edges of $S^{\text{sym}}$, and we further define $D^{\text{sym}} = D(\mathcal{T}, S^{\text{sym}}, ab, bc)$ to be the auxiliary graph of $S^{\text{sym}}$.

The next lemma shows that if $D$ contains at least one 2-cycle, then $S^{\text{sym}}$ satisfies all properties in Claim 4.6, while also being symmetric.

**Lemma 4.12.** Let $S^{\text{sym}}$ and $D^{\text{sym}}$ be as in Definition 4.11, with $ab$ and $bc$ being the distinguished edges of $S^{\text{sym}}$. If $D$ contains at least one 2-cycle, then $S^{\text{sym}}$ satisfies the following properties:

(a) $S^{\text{sym}}$ is not $q$-Ramsey for $\mathcal{T}$.

(b) In any $\mathcal{T}$-free coloring of $S^{\text{sym}}$, the edges $ab$ and $bc$ are assigned different colors.

(c) The edges $ab$ and $bc$ are adjacent.

(d) There is no triangle containing $ab$ and $bc$ in $S^{\text{sym}}$.

(e) For any pair of colors $i, j \in [q]$, there exists a $\mathcal{T}$-free coloring $\varphi$ of $S^{\text{sym}}$ with $\varphi(ab) = i$ and $\varphi(bc) = j$ if and only if there exists a $\mathcal{T}$-free coloring $\psi$ of $S^{\text{sym}}$ with $\psi(ab) = j$ and $\psi(bc) = i$. That is, $ij \in E(D^{\text{sym}})$ if and only if $ji \in E(D^{\text{sym}})$. 

![Fig. 4.4. The graph $S^{\text{sym}}$.](image)
Proof. For Property (a), as $D$ contains at least one 2-cycle, let $i, j \in [q]$ be such that $i \not\sim j \in E(D)$ and $j \not\sim i \in E(D)$. Then there exists a $\mathcal{T}$-free coloring of $S_1 \cong S$ in which $e_1$ receives color $i$ and $f_1$ receives color $j$ and a $\mathcal{T}$-free coloring of $S_2 \cong S$ in which $e_2$ receives color $j$ and $f_2$ receives color $i$. These two colorings agree on the edges $ab$ and $bc$ of $S_{\text{sym}}$, so Lemma 4.7 allows us to conclude that there exists a $\mathcal{T}$-free coloring of $S_{\text{sym}}$.

Property (d) follows easily from Claim 4.6(d). Property (c) is trivial by construction. Property (e) follows from the following fact: by Lemma 4.7, $S_{\text{sym}}$ has a $\mathcal{T}$-free coloring in which $ab$ has color $i$ and $bc$ has color $j$ if and only if $S_1$ has a $\mathcal{T}$-free coloring in which $e_1$ has color $i$ and $f_1$ has color $j$ and $S_2$ has a $\mathcal{T}$-free coloring in which $e_2$ has color $j$ and $f_2$ has color $i$; but $S_1$ and $S_2$ are copies of the same graph, so we can exchange these two colorings to obtain the required second coloring of $S_{\text{sym}}$.

Finally Property (b) is also not difficult to see: any $\mathcal{T}$-free coloring of $S_{\text{sym}}$ induces a $\mathcal{T}$-free coloring on the edges of $S_1$ and by Claim 4.6(b), we know that the edges $e_1 = ab$ and $f_1 = bc$ must receive different colors. \qed

Remark 4.13. Observe that Properties (a)–(d) of this “symmetrized” gadget $S_{\text{sym}}$ are exactly all the properties of $S$ from Claim 4.6. Therefore, whenever we are able to assume that $D$ contains at least one 2-cycle, we will (slightly abusing notation) assume that $S$ is itself symmetric, that is, Lemma 4.12(e) is true for $S$. This in particular means that, for any vertex $i \in V(D)$, we have $N^+_D(i) = N^-_D(i)$. When this holds, for convenience we will write $N_D(i)$ instead of $N^+_D(i)$ and $N^-_D(i)$.

The following construction will be useful in the subsequent proof.

Definition 4.14 (Claw construction). For given integers $h, d$ such that $h > d$, let $\text{Claw}_\mathcal{T}(h, d)$ be the following graph. Let $H$ be a copy of $K_h$ on vertex set $\{v_1, \ldots, v_h\}$ and $xy$ be a disjoint edge. Add edges from $x$ to the vertices $v_1, \ldots, v_d$ of $H$. For each $i \in [d]$, join the edges $xy$ and $x v_i$ by a copy of $S$, identifying $xy$ with $e$ in $S$ and $x y_i$ with $f$ in $S$. Finally add an edge from $x$ to $v_{d+1}$. See Figure 4.5 for an illustration.

The Claw construction allows us to build a gadget graph, very similar to $S$, but with “opposite” pairs of colors allowed on its distinguished edges.

Lemma 4.15. At least one of the following statements is true:

(i) There exists an $X$-determiner for $\mathcal{T}$ for some non-empty $X \subset [q]$.

(ii) There exist parameters $h, d$ such that $S^c = \text{Claw}_\mathcal{T}(h, d)$ is a gadget with distinguished edges $xy$ and $xz$ satisfying the following properties:

(a) $S^c$ is not $q$-Ramsey for $\mathcal{T}$.

(b) For every $\mathcal{T}$-free coloring of $S^c$ and for every $i \in [q]$, if $xy$ receives color $i$, then $xz$ receives a color in $[q] \setminus N^+_D(i)$.

(c) For any colors $i, j$ such that $j \in [q] \setminus N^+_D(i)$, there exists a $\mathcal{T}$-free coloring of $S^c$ such that $xy$ is colored $i$ and $xz$ is colored $j$. 

**Proof.** First note that, if \( D \) does not contain any 2-cycle, then we are done by Lemma 4.10. Therefore, we can assume that \( D \) contains at least one 2-cycle and hence, by Lemma 4.12 and Remark 4.13, that \( S \) is symmetric, that is, Lemma 4.12(e) is true for \( S \).

Let \( h = r_q(T) - 1 \), and for each \( 0 \leq d \leq h - 1 \), let \( G_d = \text{Claw}_T(h, d) \). Note that, in any \( T \)-free coloring of \( G_d \) (if such a coloring exists), if the edge \( xy \) has color \( i \in [q] \), then each edge \( xv_j \) for \( 0 \leq j \leq d \) in \( G_d \) must be colored with a color in \( N_D(i) \).

It is not difficult to check that \( G_0 \) is not Ramsey for \( T \): indeed, the choice of \( h \) implies that \( K_h \) has a \( T \)-free \( q \)-coloring, and \( G_0 \) consists of \( K_h \) and a pendent path \( yxv_1 \) of length two. Since every clique in \( T \) has size at least 3, this pendent path, irrespective of the coloring of its edges, cannot create a monochromatic clique. On the other hand, \( G_{h-1} \) is Ramsey for \( T \), as it contains a clique on \( r_q(T) \) vertices.

Let \( i \in [q] \) be fixed. By the previous paragraph, we know that \( G_0 \) has a \( T \)-free coloring in which \( xy \) receives color \( i \), while \( G_{h-1} \) has no such coloring. Let \( 0 \leq k_i < h - 1 \) be the maximum integer such that there exists a \( T \)-free coloring of \( G_{k_i} \) in which the edge \( xy \) is colored \( i \). Now, if \( k_i < k_j \) for some \( i, j \in [q] \), then \( G_{k_j} \) is an \( X \)-determiner for \( T \) with signal edge \( xy \), for some \( X \) with \( j \in X \) and \( i \not\in X \), hence verifying (i).

Assume now that \( k_1 = \cdots = k_q = k \) for some integer \( 0 \leq k < h - 1 \), and let \( z = v_{k+1} \). Set \( S^c = G_k \). We claim that this graph satisfies the required properties of (ii).

By the definition of \( k \), for any \( i \in [q] \), we have \( k_i = k \) and there exists a \( T \)-free coloring of \( S^c \) in which the edge \( xy \) is colored \( i \), hence verifying Property (a).

Assume that there exists a \( T \)-free coloring \( \varphi \) of \( S^c \) such that \( xy \) receives color \( i \in [q] \) and \( xv_{k+1} \) receives color \( j \in N_D(i) \). Note that \( G_{k+1} \) can be obtained from \( G_k \) by joining the edges \( xy \) and \( xv_{k+1} \) by a copy of \( S \) and adding the edge \( xv_{k+2} \) (see Figure 4.6). Apply \( \varphi \) as a partial-coloring of
By the definition of $i, j$, and by Lemma 4.7, we can extend $\varphi$ to the copy of $S$ joining the edges $xy$ and $xv_{k+1}$, forming a $T$-free coloring of $G_{k+1} - xv_{k+2}$.

Set $\varphi(xv_{k+2}) = i$. Recall that by Claim 4.6(b), we know that $i \not\in N_D(i)$. By construction, the common neighbors of $x$ and $v_{k+2}$ are all in $V(H)$. However, each edge $xv_{t_\ell}$ for $0 \leq \ell \leq k + 1$ must be colored with a color in $N_D(i)$, while $i \not\in N_D(i)$. As $t_i \geq 3$, the new edge $xv_{k+2}$ cannot be part of a monochromatic clique $K_{t_i}$ in color $i$, and therefore the coloring $\varphi$ is a $T$-free coloring of $G_{k+1}$, contradicting the maximality of $k$. Therefore in any $T$-free coloring $\varphi$ of $S^c$ such that $xy$ receives color $i \in [q]$, the edge $xv_{k+1}$ receives some color $j \in [q] \setminus N_D(i)$, verifying Property (b).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig46}
\caption{Fig. 4.6. Proof of Lemma 4.15, from $G_2$ to $G_3$.}
\end{figure}

Finally, to prove (c), let $i, j \in [q]$ be such that $j \not\in N_D(i)$. Let $\varphi$ be a $T$-free partial coloring of $S^c$ such that $xz$ is the only uncolored edge and $xy$ receives color $i \in [q]$, and set $\varphi(xz) = j$. Similarly to the above argument, the only common neighbors of $x$ and $z$ are vertices $v_{t_\ell}$ from $H$ with $0 \leq \ell \leq k$. However, each edge $xv_{t_\ell}$ for $0 \leq \ell \leq k$ must be colored with a color in $N_D(i)$, but $j \not\in N_D(i)$. Therefore, as $t_j \geq 3$, this is still a $T$-free coloring of $S^c$. \hfill $\square$

From now on, whenever we refer to the gadget $S^c$, we will assume that Lemma 4.15(ii) holds. We will further write $D^c = D(T, S^c, xy, xz)$ for its auxiliary digraph. Note that, for all $i \in [q]$, we have $N^+_D(i) = N^-_D(i)$ if and only if $N^+_D(i) = N^-_{D^c}(i)$. If these equalities hold, we will denote $N^+_D(i)$ and $N^-_D(i)$ by $N_{D^c}(i)$. The following observation will be useful in the subsequent proofs.

**Observation 4.16.** For any $i \in [q]$, we have $N^+_D(i) = [q] \setminus N^+_D(i)$. In particular $D^c$ contains a loop at every vertex and therefore $i \in N^+_D(i) \neq \emptyset$ for all $i \in [q]$.

We now present the final two intermediate constructions, obtained by joining copies of $S$ and $S^c$ in a sequential fashion.

**Definition 4.17** (Construction $T$). Let $S^c$ be the gadget from Lemma 4.15 with distinguished edges $e^c = xy$ and $f^c = xz$. Let $T$ denote the graph obtained from $S$ and $S^c$ as follows. Let $abcd$ be
a path with three edges. Join $ab$ and $bc$ by a copy of $S$, identifying $ab$ and $bc$ with the copies of $e$ and $f$ (respectively). Join $bc$ and $cd$ by a copy of $S^c$, identifying $bc$ and $cd$ with the copies of $e^c$ and $f^c$ (respectively). See Figure 4.7 (left) for an illustration. We let $ab$, $bc$ and $cd$ be the distinguished edges of $T$, and we further define $B = D(T, T, ab, cd)$ to be the auxiliary digraph of $T$.

**Definition 4.18 (Construction $T'$).** Let $S^c$ be the gadget from Lemma 4.15 with distinguished edges $e^c = xy$ and $f^c = xz$. Let $T'$ denote the graph obtained from $S$ and $S^c$ as follows. Let $pabcd$ be a path with four edges. Join $pa$ and $ab$ by a copy $S^c_1$ of $S^c$, identifying $pa$ and $ab$ with the copies of $e^c$ and $f^c$ (respectively). Join $ab$ and $bc$ by a copy of $S$, identifying $ab$ and $bc$ with the copies of $e$ and $f$ (respectively). Join $bc$ and $cd$ by a copy $S^c_2$ of $S^c$, identifying $bc$ and $cd$ with the copies of $e^c$ and $f^c$ (respectively). See Figure 4.7 (right) for an illustration. We let $pa$, $ab$, $bc$, and $cd$ be the distinguished edges of $T'$, and we further define $B' = D(T', T', pa, cd)$ to be the auxiliary digraph of $T'$.

![Fig. 4.7. Constructions $T$ (left) and $T'$ (right).](image)

Note that, although one could show it to be true, there is no immediate reason to assume that $T$ and $T'$ are symmetric, and hence that the in- and out-neighborhoods of all vertices in each of $B$ and $B'$ are identical. As this fact is not required in our proof, we omit its proof.

**Lemma 4.19 (Properties of $T$ and $T'$).** There exists an $X$-determiner for $T$ for some non-empty $X \subseteq [q]$, or the graphs $T$ and $T'$ as in Definitions 4.17 and 4.18 exist and satisfy the following properties:

(i) $T$ and $T'$ are not $q$-Ramsey for $T$.
(ii) For every $T$-free coloring of $T$, $ab$ and $cd$ receive different colors.
(iii) For any colors $i \in [q]$, $j \in N^+_D(i)$, and $k \in N^+_D(j)$, there exists a $T$-free coloring of $T$ such that $ab, bc, cd$ are colored $i, j, k$, respectively.
(iv) For any colors $i \in [q]$, $j \in N^+_D(i)$, $k \in N^+_D(j)$, and $\ell \in N^+_D(k)$, there exists a $T$-free coloring of $T'$ such that $pa, ab, bc, cd$ are colored $i, j, k, \ell$, respectively.
Proof. As before, note that, if $D$ does not contain any 2-cycle, then we are done by Lemma 4.10. Therefore, we can assume that $D$ contains at least one 2-cycle and hence, by Lemma 4.12 and Remark 4.13, that $S$ is symmetric.

We first show part (iii). Let $i \in [q]$ be any color, $j \in N_D(i)$, and $k \in N_{D^c}(j)$. Then, by the definition of $D$ and by Lemma 4.15(c), we can extend this coloring to the copies of $S$ and $S^c$ in $T$ so that each receives a $T$-free coloring. Using Lemma 4.7 twice (first adding the copy of $S$ to the path and then that of $S^c$ to the resulting graph), this is a $T$-free coloring of $T$. Part (iv) follows similarly. For part (i), we know using Lemma 4.9 that for any $i \in [q]$ there exists $j \in N_D^+(i)$, and by Observation 4.16 we have $j \in N_{D^c}^+(j)$. Therefore, it follows directly from (iii) that there exists a $T$-free coloring of $T$, and similarly for $T'$ using (iv).

For part (ii), consider a $T$-free coloring of $T$ and let $i$, $j$, and $k$ be the colors of the edges $ab$, $bc$, and $cd$, respectively. By the properties of $S$ and $S^c$, we must have $j \in N_D(i)$ and $k \in [q] \setminus N_D(j)$, or equivalently $i \in N_D(j)$ and $k \not\in N_D(j)$, and hence $i \neq k$. □

Lemma 4.20. There exists a safe $X$-determiner for $T$ for some non-empty $X \subseteq [q]$.

Proof. Once again, we can assume that $D$ contains at least one 2-cycle and hence, by Lemma 4.12 and Remark 4.13, that $S$ is symmetric. Further, we can assume that Lemma 4.15(ii) holds, as otherwise Lemma 4.15(i) holds and we are done.

Let $B$ and $B'$ denote the auxiliary digraphs of $T$ and $T'$ (respectively) as introduced in Definitions 4.17 and 4.18. By Lemma 4.19(ii) it follows that, for any $i \in [q]$, we have $i \not\in N_B^+(1)$. In particular $1 \not\in N_B^+(1)$. As in the proof of Lemma 4.10, we first claim that $N_B^+(1)$ contains no color corresponding to a clique of size $t_1$. Suppose there exists some $j \in N_B^+(1)$ with $t_j = t_1$. Thus, there exists $k \in [q]$ such that $k \in N_D(1)$ and $j \in N_{D^c}(k)$. Since $k \in N_D(1)$, there exists a $T$-free coloring of $S$ in which $e$ receives color 1 and $f$ receives color $k$. As $t_j = t_1$, by switching the roles of colors 1 and $j$ in this coloring, we obtain another $T$-free coloring of $S$ in which $e$ receives color $j$ and $f$ receives color $k$; hence $k \in N_D(j)$, which in turn implies $j \in N_D(k)$ and $j \not\in N_{D^c}(k)$, a contradiction. Therefore the largest clique in $T_{N_B^+(1)}$ has size at most $t_1 - 1$, and by Theorem 2.1, there exists a $K_{t_1}$-free graph $H$ such that $H$ is Ramsey for $T_{N_B^+(1)}$. Let $uv$ be an edge disjoint from $H$. We now consider two possible cases.

Case 1: $N_D(1) \subseteq [q] \setminus \{1\}$. Join $uv$ and every edge $h$ of $H$ by a copy of $T$, identifying the vertex $u$ with $a \in V(T)$, the vertex $v$ with $b \in V(T)$, and the edge $h$ with $cd \in E(T)$ (in an arbitrary fashion). We assume that, outside of the specified intersections, all copies of $T$ are vertex- and edge-disjoint. Call the resulting graph $G$. We claim that $G$ is an $X$-determiner with signal edge $uv$ for some non-empty $X \subseteq [q]$.

Because $N_D(1) \subseteq [q] \setminus \{1\}$, there exists $k \neq 1$ such that $k \not\in N_D(1)$; then $1 \not\in N_D(k)$ and $1 \in N_{D^c}(k)$. By Lemma 4.9, there exists $j \in N_D(k)$. Note that we trivially have $j \neq 1$ and $j \neq k$. Let $\varphi$ be the following coloring of $G$. Set $\varphi(uv) = j$. For every copy of $T$ in $G$, assign color $k$ to the copy of $bc$, and for any edge $h \in E(H)$, put $\varphi(h) = 1$. As $k \in N_D(j)$ and $1 \in N_{D^c}(k)$, by Lemma 4.19 we can extend this coloring to the copies of $T$ so that each of these copies has a $T$-free coloring. We claim that this yields a $T$-free coloring of all of $G$. Suppose not; then there exists a color $\ell \in [q]$ and a
copy $K$ of $K_{t\ell}$ that is monochromatic in color $\ell$. If $K$ contains a vertex in a copy of $T$ that is not contained in $V(H) \cup \{u, v\}$, then this vertex does not have any neighbors outside of this copy of $T$. Then the clique $K$ must be fully contained in this copy of $T$, which is not possible by our choice of coloring. Thus, $V(K) \subseteq V(H) \cup \{u, v\}$. But the subgraph of $G$ induced by $V(H) \cup \{u, v\}$ consists of a single edge in color $j$, a star in color $k$, and the $K_{t\ell}$-free graph $H$, which is monochromatic in color 1, a contradiction since $t\ell \geq 3$.

Suppose $\varphi$ is a $T$-free coloring of $G$ with $\varphi(uv) = 1$. Then every edge of $H$ is colored with a color in $N_B^-(1)$. As $H \rightarrow T_{N_B^-(1)}$, this coloring is not $T$-free. Therefore $G$ is an $X$-determiner for $T$, for some $X$ with $j \in X$ and $1 \notin X$, as required. By Lemma 2.6, it is furthermore a safe determiner.

**Case 2:** $N_D(1) = [q] \setminus \{1\}$, i.e., $N_{D^c}(1) = \{1\}$. This second case is very similar to the first one, using $T'$ instead of $T$. Recall that $H$ is a $K_{t\ell}$-free graph such that $H \rightarrow T_{N_B^+(1)}$, and $uv$ is an edge disjoint from $H$. For each edge $h$ of $H$, take a copy of $T'$ and identify the copy of $pa$ in $T'$ with the edge $uv$ and the copy of $cd$ in $T'$ with the edge $h$ in an arbitrary fashion. Call the resulting graph $G$. As before, we will show that $G$ is an $X$-determiner for $T$ with signal edge $uv$ for some non-empty set $X$ with $1 \notin X$.

We begin by showing that $G \rightarrow_q T$. For this, let $j \in N_B^-(1)$ and $k \in N_{D^c}(j)$. By Lemma 4.19(ii), we have $1 \notin N_B^-(1)$, and therefore $j \neq 1$. As $N_{D^c}(1) = \{1\}$, we know that $j \notin N_D(1)$, and hence $1 \notin N_{D^c}(j)$ and therefore $k \neq 1$. Then by Lemma 4.19(iv), $T'$ has a $T$-free coloring in which the edges $pa$, $ab$ and $cd$ receive colors $k$, $j$, and 1, respectively. We can then define a coloring $\varphi$ of $G$ by setting $\varphi(uv) = k$ and $\varphi(h) = 1$ for every $h \in E(H)$, and extending this coloring to all copies of $T'$ so that each of these copies receives a $T$-free coloring. To verify that $\varphi$ is a $T$-free coloring of $G$, notice that any clique containing a vertex from a copy of $T'$ that is not in $V(H) \cup \{u, v\}$ must be fully contained in that copy of $T'$. So it suffices to show that the subgraph of $G$ induced by $V(H) \cup \{u, v\}$ is $T$-free, which is easily seen to be true similarly to Case 1. Note that, since $N_D(1) = [q] \setminus \{1\}$, we have $N_{D^c}(1) = \{1\}$ and thus $N_{B'}^+(1) = N_B^+(1)$ and $H \rightarrow T_{N_B^+(1)}$. Therefore, as before, any coloring of $G$ that assigns the color 1 to $uv$ cannot be $T$-free.

Therefore $G$ is an $X$-determiner for $T$, for some $X$ with $k \in X$ and $1 \notin X$, as required. By Lemma 2.6, it is furthermore a safe determiner.

We now put everything together and prove our main theorem.

**Proof of Theorem 2.9.** We reason by strong induction on the number of colors $q$. For $q = 2$, following [8, 9] we know that for any $s, t \geq 3$ there exist signal senders for $(K_s, K_t)$ whose signal edges are arbitrarily far apart and that for any distinct integers $s, t \geq 3$, there exist red- and blue- determiners for $(K_s, K_t)$. By Lemmas 2.6 and 2.7 these gadgets are safe, and therefore any pair of cliques is distinguishable.

Let $q \geq 3$ and assume that any tuple of cliques with at most $q - 1$ elements is distinguishable. Let $T = (K_{t_1}, \ldots, K_{t_q})$ be a $q$-tuple of cliques with $t_1 \geq \ldots \geq t_q \geq 3$. By Lemma 4.20 there exists at least one safe set-determiner $T$, which together with Proposition 4.1 concludes the induction proof. □
5. Conclusion

We recall the following conjecture from [22] on the monotonicity of the minimum degree parameter.

**Conjecture 5.1** (Fox, Grinshpun, Liebenau, Person, and Szabó [22]). For all \( q \geq 3 \) and \( t \geq 3 \) we have \( s_q(K_t) \geq s_q(K_{t-1}) \).

We believe that the gadgets for asymmetric tuples developed in this article could be useful to prove the conjecture. Indeed, it is a direct consequence of the following statement, now accessible using our new set-senders and set-determiners for asymmetric tuples of cliques.

**Conjecture 5.2.** For any \( q \geq 2 \), \( t \geq 3 \), and \( 0 < k \leq q \), we have

\[
\left( s_q(K_t, \ldots, K_{t \underbrace{+1}}) \right)^{k \text{ times}} \leq \left( s_q(K_t, \ldots, K_{t \underbrace{+1}}) \right)^{q-k \text{ times}}.
\]

The use of signal senders and determiners in Ramsey theory extends beyond the setting of cliques. For instance, Burr, Nešetřil, and Rödl [10] showed the existence of appropriate gadgets for pairs \((H_1, H_2)\), where each of \( H_1 \) and \( H_2 \) is either 3-connected or isomorphic to \( K_3 \), and proved analogs of many of the results from [8, 9] in this setting as applications. Versions of the aforementioned results of Rödl and Siggers [33] were also shown by Siggers for odd cycles in [40, 38], for pairs of non-bipartite 3-connected graphs [39], and for certain pairs including cycles [39].

In light of these results, the question of existence of set-senders and set-determiners for any tuple of 3-connected graphs would be a natural continuation of the line of research pursued in this paper.

**Conjecture 5.3.** Any tuple \( T = (H_1, \ldots, H_q) \), where \( H_i \) is 3-connected or isomorphic to \( K_3 \), is distinguishable.
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