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Abstract—This work investigates the problem of unmanned aerial vehicles (UAVs) identification using their radar cross-section (RCS) signature. The RCS of six commercial UAVs are measured at 15 GHz and 25 GHz in an anechoic chamber, for both vertical-vertical and horizontal-horizontal polarization. The RCS signatures are used to train 15 different classification algorithms, each belonging to one of three different categories: statistical learning (SL), machine learning (ML), and deep learning (DL). The study shows that while the classification accuracy of all the algorithms increases with the signal-to-noise ratio (SNR), the ML algorithm achieved better accuracy than the SL and DL algorithms. For example, the classification tree ML achieves an accuracy of 98.66% at 3 dB SNR using the 15 GHz VV-polarized RCS test data from the UAVs. We investigate the classification accuracy using Monte Carlo analysis with the aid of boxplots, confusion matrices, and classification plots. On average, the accuracy of the classification tree ML model performed better than the other algorithms, followed by the Peter Swerling statistical models and the discriminant analysis ML model. In general, the classification accuracy of the ML and SL algorithms outperformed the DL algorithms (SqueezeNet, Googlenet, Nasnet, and Resnet 101) considered in the study. Furthermore, the computational time of each algorithm is analyzed. The study concludes that while the SL algorithms achieved good classification accuracy, the computational time was relatively long when compared to the ML and DL algorithms. Also, the study shows that the classification tree achieved the fastest average classification time of about 0.46 ms.

Index Terms—Deep learning (DL), machine learning (ML), radar cross-section (RCS), statistical learning (SL), target classification and recognition, unmanned aerial vehicles (UAVs).

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) are aircrafts designed to operate without an onboard human pilot. These vehicles can function autonomously, controlled by a remote controller (ground station), or by a hybrid of both means. Depending on applications and mode of operations, UAVs are sometimes referred to as drones, remotely piloted vehicles (RPV), remotely operated aircraft, remotely piloted aircraft system (RPAS), and micro-aerial vehicles [1]. In the past, UAVs were designed for military applications such as reconnaissance, aerial surveillance, and tactile aerial attack on ground targets. However, in recent times, new use cases for UAVs are arising in public safety, government, and civilian/commercial applications [2]. On the other hand, there is an increase in the use of unauthorized UAVs or rogue drones for malicious purposes. Therefore, there is a need to correctly detect and identify UAVs in the airspace. However, in recent times, more worrying is the use of UAVs by non-state actors for acts of terrorism. Also, some hobbyists have used UAVs to encroach in no-fly zones. These new public safety concerns have raised interest in the design of counter-unmanned aircraft systems (C-UAS) technologies and automatic target recognition (ATR) of UAVs.

Radar-based detection techniques offer a number of advantages in comparison to other detection systems. Radar detection systems are effective for many environments, ranging from urban canyons to open fields, and can operate in poor weather conditions. They are also capable of detecting targets that are not visible to other systems, such as infrared or visual systems. Additionally, radar systems can operate in environments where optical systems are not functional, such as in smoke or fog.

In this study, we focus on UAV identification using the backscattered echo power or radar cross-section (RCS) obtained when the target is illuminated by a surveillance radar. We perform a comparative analysis of different RCS-based techniques or methods for UAV classification. The methods investigated include the SL approach (single distribution and Gaussian mixture models), ML technique, and DL approach. The different algorithms will be evaluated using the RCS data measured from six different UAVs at 15 GHz and 25 GHz. The reason we measured the UAV RCS at 15 and 25 GHz is mainly informed by the trend in the commercial counter-UAV radar industry and academic research. For example, Fortem Technologies and Luswave Technology are providing smart counter-UAV radar sensors at 15 and 25 GHz, respectively [9], [10]. The average classification performances of the different algorithms are evaluated at different noise levels by varying the SNR.
the signal-to-noise ratio (SNR). Further analysis is provided by means of the Monte Carlo analysis, with emphasis on low SNR conditions. Box plots, classification plots, and confusion matrices are generated to analyze the performance of the different classifiers. Also, the complexities of the algorithms are evaluated by means of the average computational time needed to identify/classify an unknown UAV.

The rest of the paper is organized as follows. Section II provides a brief literature review and Section III provides a summary description of the UAV RCS data acquisition technique that is used in our analysis. Section IV, Section V, and Section VI describes the various SL, ML, and DL approaches to RCS-based UAV classification, respectively. Section VII presents our numerical results and a comparative analysis of the considered SL, ML, and DL approaches, while Section VIII provides some concluding remarks.

II. LITERATURE REVIEW

Radars can classify or identify targets of interest using features such as on-board radar waveform, multidimensional radar images like a micro-Doppler signature, inverse synthetic aperture radar features (ISAR), and one-dimensional radar cross-section (1-D RCS) signature or high-resolution range profiles (HRRPs). However, since many commercial UAVs do not have on-board surveillance radars like the military-grade UAVs, it is not possible to identify the former by using automatic radar waveform recognition techniques. This has led researchers to focus micro-Doppler, ISAR, and RCS approaches for UAV identification using radars.

For example, in recent times, radar micro-Doppler signatures have been investigated for identifying small UAVs. The micro-doppler technique relies on recognizing the micromotions caused by the rotating propellers of a UAV. The rotating propellers have different motion dynamics from the mainframe of the UAV, producing a different Doppler shift or harmonics that can be processed using time-frequency transform techniques. In [31], we showed how the radar micro-Doppler analysis can be used to distinguish a UAV from a walking man and the rotating propeller of a simulated helicopter. Also, in [33], numerical and experimental analysis of the radar micro-Doppler signature is used for UAV recognition. Also, radar ISAR imaging techniques are used to generate high-resolution radar images for target recognition. Generating ISAR images require the use of 2D or 3D inverse Fourier transform and exploiting the relative motion of the target UAV. In [34], [35], the radar ISAR images of a multi-rotor UAV platform is exploited for the target recognition. Also, in [36], high-resolution ISAR images are used to distinguish a multi-rotor from a moving car.

A significant challenge in the use of micro-Doppler and ISAR imaging techniques is a large amount of radar bandwidth required for processing and generating these images. For example, to generate a high-resolution micro-Doppler of a rotating propeller, one needs to generate a pulse repetition frequency that is at least four times the maximum Doppler shift induced by the propeller [32]. For this reason, our focus will be on the 1-D RCS data for UAV recognition. The RCS returns can be processed using a simple radar without a high energy demand (transmit power), resolution (or bandwidth requirement), storage memory, and computational resources.

Several RCS-based techniques have been employed for UAV radar target recognition. These techniques could be broadly classified as SL, ML, and DL approach. Table I provides a brief literature review of RCS-based techniques used for UAV identification. While most of the studies in Table I have focused on X-band radars (8-12 GHz), the UAV identification techniques can be applied to radars with much lower or higher operational frequencies. To the best of our knowledge, the current work is the first to perform a comparative analysis of the accuracy and computational time of the SL, ML, and DL approaches for UAV identification using radars.

III. RCS DATA ACQUISITION

The RCS of a UAV measures its reflectivity when illuminated by a radar. The mathematical definition of RCS is given in [40] as:

\[
\sigma = \lim_{R \to \infty} 4\pi R^2 \frac{|E_s|^2}{|E_i|^2},
\]

which states that the RCS (\(\sigma\)) of a target is the ratio of the incident electric field (\(E_i\)) and the scattered electric field (\(E_s\)) as seen at distance \(R\). The RCS of a UAV is a function of the polarization, azimuth, and elevation angles, and operational frequency of the radar as well as the geometry and material properties of the UAV.

The first step in designing an RCS-based UAV identification system is measuring the RCS of the target of interest as a function of the aspect angle. The UAV RCS measurements are carried out at the compact-range anechoic chamber, Electrosience Laboratory, Ohio State University. Fig. 1(a) is a schematic of a compact-range anechoic chamber for measuring the RCS of the target UAVs. Fig. 2 shows the six UAVs considered in the study. The UAVs are DJI Matrice 600 Pro, DJI Matrice 100, Trimble zx5, DJI Mavic Pro, DJI Inspire 1 Pro, and DJI Phantom 4 Pro. Besides the onboard camera, no other payload is placed on the UAV during measurement. The measurements are performed at 15 GHz and 25 GHz. In the schematic shown in Fig. 1(b), radar signals are generated by a vector network analyzer (VNA) and transmitted towards the UAV using a horn antenna (TX) positioned at the focus of...
Fig. 1. (a) Schematic of the Indoor RCS measurement of target UAVs. The target UAV is standing on a rotating turntable with low reflectivity. (b) The actual UAV RCS measurement environment shows the target UAV on a low reflective rotating pylon stand (turntable). The walls, floor, and roof of the compact-range anechoic chamber are laced with fidelity RAM. The large white parabolic reflector behind the UAV is used to create plane waves radar illumination to achieve the far-field Fraunhofer condition [11].

a 20-foot parabolic reflector. The parabolic reflector ensures that the target UAV is illuminated by plane waves, thus satisfying the Fraunhofer far-field condition [11]. The scattered or reflected signals from the target UAV are captured by the receive antenna (RX). After each azimuth measurement, the target is rotated for the next azimuth measurement. The rotation is done in steps of $2^\circ$ until the entire azimuth plane of the target is covered. Fig. 1(b) shows the actual UAV RCS measurement environment. To minimize or eliminate multipath reflections from the walls, pylon turntable stand, ceiling, and floor, low reflective radar-absorbing materials and pyramidal-shaped radar-absorbing structures are used. After the measurement is completed, the captured data is transformed from the frequency domain to the time domain for further post-processing using a time gating technique. Also, the measurement results are calibrated using standard perfectly electrical conducting spheres with known theoretical RCS values. In [11], we provide additional details of the UAV RCS measurement procedure and the data acquisition process.

For each UAV, RCS measurement is carried out in both the vertical-vertical (VV) and horizontal-horizontal (HH) polarization. Fig. 3 shows the RCS signature of four of the UAVs as a function of the aspect angles, frequency, and polarization. The RCS signature of the UAVs shows the underlying physical features of the target. Therefore, the UAV RCS data captured by radar can be exploited by the SL, ML, and DL algorithms for the target identification. The next section describes the RCS-based UAV identification using SL techniques.

IV. UAV CLASSIFICATION USING SL TECHNIQUE

Mathematically, a complex radar target such as a UAV can be modeled as having many scattering centers which are randomly distributed. Suppose there are $N$ scattering centers on a given UAV, each identified by its own RCS $\sigma_i$ (point reflectivity) and located at a radial distance $R_i$ from the radar. The complex voltage of the backscattered signal (radar echo) from the UAV is given in [3] as:

$$v(t) = \sum_{i=1}^{N} \sqrt{\sigma_i} e^{j2\pi f(t - \frac{2R_i}{c})},$$

where $c$ is the speed of light while $f$ and $\lambda$ are the frequency and wavelength of the illuminating radar. Therefore, the echo amplitude $\zeta$ of the backscattered signal from the UAV is proportional to $|v|$, and the UAV RCS (echo power) is given as:

$$\sigma = |\zeta|^2 = \left| e^{j2\pi f t} \sum_{i=1}^{N} \sqrt{\sigma_i} e^{j4\pi \frac{R_i}{\lambda}} \right|^2.$$

Suppose a field surveillance radar captures the RCS data $\sigma = (\sigma_1, \cdots, \sigma_n)$ from an unknown UAV. Given that the field surveillance radar have been trained to recognize $M$ different UAV classes, then the UAV classification problem becomes an $M$-ary Bayesian hypothesis testing problem, with the corresponding hypothesis $\{H_1, H_2, \cdots, H_M\}$. Using Bayes
Fig. 3. The measured RCS (dBsm) versus azimuth angles ($\phi \in [0^\circ, 360^\circ]$) of four different UAVs: (a) DJI Matrice 600 Pro, (b) DJI Matrice 100, (c) Trimble zx5, (d) DJI Mavic Pro 1. The measured RCS signatures are measured at 15 GHz and 25 GHz in both VV and HH polarizations. The RCS signatures highlights the physical features of the target UAVs [11].

Theorem, the class membership of the unknown UAV is the one that maximizes the posterior probabilities $P(C = j | \sigma)$ given in [11] as:

$$P(C = j | \sigma) = \frac{P(\sigma | C = j)P(C = j)}{\sum_{j=1}^{M} P(\sigma | C = j)P(C = j)}, \quad (4)$$

where $P(C = j | \sigma)$ is the posterior probability (class membership probability), $P(\sigma | C = j)$ is the conditional class density or the likelihood function, and $P(C = j)$ is the class prior of the $j$th class. If we assume the priors $P(C = j)$ are equal, say equal priors $P(C = j) = \frac{1}{M}$ for all the classes, then the decision of the SL classifier depends on estimating the class-conditional density $P(\sigma | C = j)$ given the training data [11], [41]. The statistical decision rule for the UAV classification problem can then be written as:

$$\hat{C} = \arg \max_{C = 1, 2, \ldots, M} \ln P(C = j | \sigma),$$

$$= \arg \max_{C = 1, 2, \ldots, M} \ln P(\sigma | C = j). \quad (5)$$

Therefore, when an unknown UAV RCS signature is presented to the SL classifier, the classifier will predict the class label by comparing the class likelihood probabilities $P(\sigma_1, \ldots, \sigma_n | C = j)$ estimated from the conditional class densities given the unknown test data $\sigma = (\sigma_1, \ldots, \sigma_n)$. Consequently, it is important to model and estimate the parameters of the conditional class densities $P(\sigma | C = j)$ using either parametric or non-parametric (kernel-based) techniques [42] to approximate the distribution of the UAV scattered signal power $\sigma$ given in (3).

A major drawback of the kernel density estimation is that it is always biased around the boundaries of bounded data [43]. That is, kernel density estimators have a weakness when estimating densities with bounded support due to boundary/edge effects [44]. This is because kernel density estimators are not consistent when estimating a density near a finite or the end points of the bounded support. Thus, there is a need for boundary correction, which may be computationally expensive, when using kernel density estimation [44]. Also, spurious noise appears in the tail of the estimates especially when the underlying distribution is long tailed [43]. These drawbacks of kernel-based target estimation could undermine the accuracy of modeling fluctuating radar targets like UAVs. Therefore, we are going to focus on parametric density estimation for $P(\sigma | C = j)$. 


Two major approaches to the parametric estimation of $P(\sigma|C = j)$ will be explored: unimodal parametric density and the multi-modal parametric density model. The estimation of $P(\sigma|C = j)$ is achieved using the UAV RCS measurement data obtained from Section III.

A. Unimodal UAV RCS Statistical Distribution

In this study, the unimodal parametric densities considered are 1) Peter Swerlings statistical models, 2) gamma distribution, and 3) generalized Pareto distribution (GPD). The Peter Swerlings statistical models have been widely used to describe the radar scattering characteristics of airborne military aircraft and ground vehicles/tanks [45], [46]. The Peter Swerling RCS density is described by the generalized Chi-Squared ($\chi^2$ or CS) distribution with $N = 2m$ degrees of freedom given as:

$$P(\sigma) = \left\{ \begin{array}{ll}
\frac{m}{\Gamma(m)} \left[ \frac{m \sigma}{\bar{\sigma}} \right]^{m-1} e^{-\frac{m \sigma}{\bar{\sigma}}}, & \text{if } \sigma \geq 0, \\
0, & \text{otherwise},
\end{array} \right. \quad (6)$$

where $\Gamma(a) = \int_0^\infty t^{a-1} e^{-t} dt$ is the Euler gamma function, $\bar{\sigma}$ is the sample mean of the RCS, and $m$ is a positive number. For Swerling cases 1 and 2, $m = 1$ and the Chi-squared model in (6) reduces to the 2nd degree distribution given in (7). For the Swerling cases 3 and 4, $m = 2$ and the Chi-squared model in (6) becomes a 4th degree Chi-squared distribution given in (7), which is a special case of the gamma distribution with $N = 4$, shape parameter $\alpha = 2$ and scale parameter $\beta = 2$.

$$f_{CS-2} = \frac{1}{\bar{\sigma}} e^{-\frac{\sigma}{\bar{\sigma}}},$$

$$f_{CS-4} = \frac{4\sigma e^{-\frac{4\sigma}{\bar{\sigma}}}}{\bar{\sigma}^2} \quad (7)$$

Another important parametric density for RCS modeling is the two-parameter gamma density [47]. In fact, the Chi-square density is a special case of the gamma density. Mathematically, the two parameter gamma density is defined as:

$$P(\sigma|\alpha,\beta) = \frac{\beta^\alpha \sigma^{\alpha-1} e^{-\beta \sigma}}{\Gamma(\alpha)} \quad (8)$$

where $\alpha$ and $\beta$ are the shape and scale parameters respectively.

Also, we will consider the GPD RCS density which is a power-law distribution with a negative exponent. The GPD is a family of related Pareto distributions (Pareto Type I, Type II, Lomax Type, Type III, and Type IV Pareto) that can be used to describe extreme measurement data. Mathematically, in terms of the shape parameter $\kappa$ and scale parameter $\xi$, the GPD density has the general form:

$$P(\sigma|\kappa,\xi) = \left\{ \begin{array}{ll}
\frac{1}{\xi} (1 + \kappa \frac{\sigma}{\xi})^{-\frac{1}{\kappa} - 1}, & \text{if } \sigma \geq 0, \\
0, & \text{otherwise}.
\end{array} \right. \quad (9)$$

Whenever a unimodal parametric density is used to model the class density $P(\sigma|C = j)$ of a family of UAVs, there is need to estimate the model parameters from the RCS measured data obtained in Section III. The parameter estimation can be done using the maximum likelihood estimation (MLE) technique [51]. The MLE parameter estimation method entails maximizing a log-likelihood function, $L(\theta, \sigma)$, such that the assumed class density model $P(\sigma|C = j)$, is most probable given the observed or measured RCS data. For example, suppose a UAV RCS class density, $P(\sigma|C = j)$, is described by the Lomax type GPD distribution with shape parameter $\alpha = \frac{1}{\kappa}$ and scale parameter $\lambda = \xi \alpha$, then (9) reduces to:

$$P(\sigma|\alpha, \lambda) = \frac{\alpha}{\lambda} \left[ 1 + \frac{\sigma}{\lambda} \right]^{-(\alpha+1)} \quad (10)$$

If we assume the measured RCS from a UAV $\sigma = (\sigma_1, \ldots, \sigma_n)$ is independent and identically distributed (i.i.d) and the unknown parameter vector $\theta = [\alpha, \lambda]$, then the log-likelihood function, $L(\theta, \sigma)$, is given as:

$$L(\theta, \sigma) = \ln \prod_{i=1}^n P(\sigma_i|\alpha, \lambda) = \sum_{i=1}^n \ln \left[ \frac{\alpha}{\lambda} \left[ 1 + \frac{\sigma_i}{\lambda} \right]^{-(\alpha+1)} \right]$$

$$= n \ln \alpha - n \ln \lambda - (1 + \alpha) \sum_{i=1}^n \ln \left( 1 + \frac{\sigma_i}{\lambda} \right) \quad \quad (11)$$

Finding the MLE for $\alpha$ and $\lambda$ requires the computation of the partial differential equations $\frac{\partial \ln L(\alpha, \lambda|\sigma)}{\partial \alpha} = 0$ and $\frac{\partial \ln L(\alpha, \lambda|\sigma)}{\partial \lambda} = 0$. However, in the case of GPD-based densities, there is no closed-form solution to the partial differential equations. Thus, numerical search algorithms such as the Newton- Raphson numerical method and the expectation-maximization (EM) algorithm can be used to determine the MLEs of the GPD-based density parameters [52], [53]. In MATLAB, these numerical search methods for MLE parameter estimation are provided as in-built functions.

B. Multimodal UAV RCS Statistical Distribution

Thus, far we assumed that the UAV RCS data can be modeled completely using a unimodal parametric density. That is, each observation of the target UAV RCS is assumed to come from one specific parametric density. However, in some cases, this assumption is too restrictive. Sometimes, RCS measurement data may be very complex and multimodal in structure (containing multiple peak regions with high probability mass). In such cases, mixture parametric densities can serve as good models for the UAV class. Mixture models are a class of densities that can represent arbitrarily complex class-conditional densities in supervised learning problems [41], [54].

Several mixture models have been investigated for radar target and clutter modeling. In [47], a statistical model comprising two distribution forms, i.e., Gamma and Gaussian mixture distribution (GMM), are used to model the radar echoes from a target. In [55], Gaussian-Rayleigh mixture is applied to radar image segmentation which enables radar target detection over a wall. In [56], [57] gamma mixture models are used to model radar reflections from targets of various types. However, in the current study, our focus will be on the GMM model for identifying UAVs using the measured RCS data.
The GMM is a density function that consists of a weighted sum or linear mixture of a finite number of Gaussian densities. The GMM densities have the advantage that they can better describe the distribution shape of various multi-modal measurement data. In [58], [59], GMM are used for radar target identification using echo data. Adopting a similar approach, we will model the UAV RCS class densities using GMM. In terms of \( K \) Gaussian components, the GMM density model for the UAV class conditional density \( P(\sigma | C = j) \) where the measured RCS samples are i.i.d. is given by (12):

\[
P(\sigma | \Theta (K)) = \prod_{i=1}^{n} \sum_{m=1}^{K} \pi_{m} P_{m}(\sigma_{i} | \theta_{m}).
\]

where each \( P_{m}(\sigma | \theta_{m}) \) is a Gaussian component parameterized by \( \theta_{m} = (\mu_{m}, \Sigma_{m}) \), with \( \mu_{m} \) and \( \Sigma_{m} \) as the mean and covariance parameters. Also, \( m = 1, \ldots, K \) is an integer that identifies a particular Gaussian component, and \( \pi_{m} \) is the component weight with \( \sum_{m=1}^{K} \pi_{m} = 1 \). Therefore, to model or fit a given UAV RCS observation data \( \sigma = (\sigma_{1}, \cdots, \sigma_{n}) \) using the GMM statistical model, we need to estimate the mixture parameter vector \( \Theta (K) = \{ \theta_{1}, \ldots, \theta_{K}, \pi_{1}, \ldots, \pi_{K} \} \) and the number of Gaussian components \( K \) [41]. The basic MLE parameter estimator used for unimodal statistical model is not suitable for estimating the parameters of the GMM densities. This is because of the basic limitation of the MLE technique: the assumption that the training dataset is complete [41]. That is, the MLE technique assumes that all the relevant variables needed to describe the dataset are present in the density model [41]. Thus, the MLE estimator becomes intractable if some relevant variables are hidden or not observed (latent variables).

The parameters of the GMM density can be estimated using the expectation-maximization (EM) algorithm. The EM algorithm is an iterative solution for computing the local MLE or maximum a posterior (MAP) estimate of mixture models, such as GMM, in the presence of latent or hidden variables. The EM algorithm considers the UA V RCS observation data \( \sigma = (\sigma_{1}, \cdots, \sigma_{n}) \) as incomplete data, either explicitly or by construct [41]. Thus, we can express the hidden or missing random variables as \( z = (z^{(1)}, \ldots, z^{(K)}) \), where \( z^{(i)} = \{ \bar{z}_{1}^{(i)}, \ldots, \bar{z}_{K}^{(i)} \} \) indicates which of the \( K \) Gaussian components generated the \( i \)-th observation in the RCS dataset (i.e. \( \sigma_{i} \) data point). If it was the \( m \)-th Gaussian component that generated \( \sigma_{i} \), then \( z_{m}^{(i)} = 1 \) otherwise \( z_{m}^{(i)} = 0 \). Then, the complete log-likelihood function obtained from (12), which includes the latent variables, is given as:

\[
\mathcal{L}(\Theta (K), z, \sigma) = \sum_{i=1}^{n} \sum_{m=1}^{K} z_{m}^{(i)} \ln [\pi_{m} P_{m}(\sigma_{i} | \theta_{m})].
\]

Assume that at time \( t = 0 \), the initial guess (initialization) for the mixture parameter is \( \Theta (0) \). Then at \( t + 1 \)-th time, the parameter estimate \( \Theta (t+1) \) is obtained by iterating through two steps until the convergence criteria is satisfied: the expectation step (E-step) and the maximization step (M-step).

- **E-step**: Given the training UAV RCS training data or observation \( \sigma = (\sigma_{1}, \cdots, \sigma_{n}) \) and the current parameter estimate \( \Theta (t) \), compute the conditional expectation of the complete log-likelihood given in (13). This gives:

\[
Q(\Theta (K), \Theta (t), \sigma) = \mathcal{L}(\Theta (K), z, \sigma) = \sum_{i=1}^{n} \sum_{m=1}^{K} \left[ E(z_{m}^{(i)} | \Theta (t), \sigma_{i}) \ln (\pi_{m}) + E(z_{m}^{(i)} | \Theta (t), \sigma_{i}) \ln (P_{m}(\sigma_{i} | \theta_{m})) \right]
\]

with the conditional expectation of the missing variable, computed from Bayes theory as follows:

\[
E(z_{m}^{(i)} | \Theta (t), \sigma_{i}) = \frac{\pi_{m} P_{m}(\sigma_{i} | \theta_{m})}{\sum_{m=1}^{K} \pi_{m} P_{m}(\sigma_{i} | \theta_{m})} = \gamma_{m}^{(i)}
\]

where \( P(z_{m}^{(i)} = 1 | \Theta (t), \sigma_{i}) = \gamma_{m}^{(i)} \), which can be easily computed, is the posterior probability of the latent variable, at the \( t \)-th iteration, conditioned on the UAV RCS training data.

- **M-step**: Update or estimate the new parameter \( \Theta (t+1) \) using the current values of the posterior probability \( \gamma_{m}^{(i)} \).

That is, the new parameter estimate \( \Theta (t+1) \) is obtained by maximizing the expected log-likelihood computed in the E-step. Often times, this optimization problem is solved using the Lagrange method. That is:

\[
\hat{\Theta}^{(t+1)} = \arg \max_{\Theta (K)} Q(\Theta (K), \hat{\Theta}^{(t)}(K), \sigma).
\]

From [47], [55], the result of the optimization are:

\[
\hat{z}_{m}^{(i)} = \frac{1}{n} \sum_{i=1}^{n} \gamma_{m}^{(i)} , \quad \hat{\mu}_{m}^{(t+1)} = \frac{\sum_{i=1}^{n} \gamma_{m}^{(i)} \sigma_{i}}{\sum_{i=1}^{n} \gamma_{m}^{(i)}}, \\
\hat{\sigma}_{m}^{2(t+1)} = \frac{\sum_{i=1}^{n} \gamma_{m}^{(i)} (\sigma_{i} - \hat{\mu}_{m}^{(t+1)})^{2}}{\sum_{i=1}^{n} \gamma_{m}^{(i)}}
\]

The EM algorithm runs the iteration (the E and M steps above) until the convergence condition: \( \| \Theta (t+1) - \Theta (t) \| < \varepsilon \), is satisfied, where \( \varepsilon \) is a very small positive number of the order of \( 10^{-5} \) [55], [60]. In summary, using EM algorithm, if we knew the current parameters of the GMM model, we can compute an estimate of the posterior probability \( \gamma_{m}^{(i)} \) and vice-versa. Once the GMM-based class conditional density \( P(\sigma | C = j) \) for each UAV class has been estimated using the UAV RCS training data obtained from Section III the classification decision for an unknown UAV target follows the Bayesian decision rule given in [5].

An important task when using the GMM to model the UAV RCS data is estimating the number of mixture components \( K \) that can parsimoniously describe the data [41]. When \( K \) is too small, the GMM model may not satisfactorily fit the RCS training data. On the other hand, if \( K \) is large, the GMM model will overfit the RCS training data [41], [55]. This can lead to errors in prediction. The choice of \( K \) can be determined using techniques such as the minimum description length (MDL) criterion, Akaike’s information criterion (AIC), and Schwarz’s
Bayesian inference criterion (BIC) \cite{41}. In this study, our focus is on the AIC technique.

Given several candidate GMM models, each with a different number of mixtures, the AIC criterion selects the optimal GMM model as the one with the lowest AIC score. Suppose that the UAV RCS training data is given by \( \sigma = (\sigma_1, \cdots, \sigma_n) \), then the AIC score is computed as follows:

\[
AIC(\sigma) = -2 \ln P(\sigma|\Theta_K) + 2K. \tag{17}
\]

Fig. 4 shows plots of the AIC value versus the number of mixture components (\( K \)) of several GMM models fitted to the VV-polarized UAV RCS measured at 15 GHz and 25 GHz. From Fig. 4 it is obvious that the lowest AIC score occurs around \( K = 2 \). Therefore, the two-component GMM model is considered optimized for modeling the UAV class conditional density from the training dataset.

V. UAV CLASSIFICATION USING ML TECHNIQUE

The ML is an emerging tool in radar signal processing. It relies on developing a mathematical model that learns high-dimensional data (e.g. target RCS, ISAR, SAR, or micro-Doppler images) and makes a decision based on the learned information \cite{7, 61}. Three main types of ML classifiers have been investigated for radar target recognition: supervised, semi-supervised, and unsupervised learning \cite{7, 62}. However, the focus of this section is on supervised learning algorithms and RCS-based target features for UAV identification.

Fig. 5 shows a typical flowchart for the supervised ML-based classification of an unknown UAV. The choice of the ML algorithm/ML classifier and the extracted features are two important decisions that determine the classification accuracy. If the feature vector is too large, often a feature selector may be required. For the UAV classification problem discussed herein, seven statistical moments of the measured or observed UAV RCS are extracted as features for training the ML classifiers. Table II provides the list of the statistical features extracted from UAV RCS data which are used to train five different ML classifiers: k-nearest neighbors (kNN), support vector machine (SVM), Ensemble, Naïve Bayes, classification tree, and discriminant analysis (DA). The ML classifiers learn the patterns from the feature set extracted from the UAV RCS training dataset obtained in Section III \cite{7}. The learned pattern is exploited when classifying an unknown UAV target in a supervised framework.

To improve the ability of our ML classifiers to learn the UAV RCS training dataset, it is necessary to carefully tune the model hyperparameters. Besides, it is desirable to automate such a procedure. For this reason, we apply the Bayesian optimization method to automatically tune the hyperparameters of our ML models. The Bayesian optimization is a robust technique that models the objective function used to train an ML classifier as a Gaussian process (GP) \cite{63}. Just like other optimization methods, in Bayesian optimization we are interested in finding the optimum model parameters that
minimize an objective function (such as the holdout cross-validation loss of the ML classifiers) on some bounded set.

Fig. 6 shows the result of the Bayesian optimization applied to tune the hyperparameters of the DA and kNN ML classifiers trained with the 25 GHz HH UAV RCS training data obtained from Section III. The optimization was carried out using the MATLAB bayesopt() function. Fig. 6 presents the 3-dimensional plot of the estimated objective function versus the hyperparameters of the classifiers. The optimal set of hyperparameters correspond to the minimum estimated objective function. In Fig. 6(a), the hyperparameters tuned for the DA ML classifier are the two regularization parameters: Delta and Gamma, which are used to remove redundant predictors from the classifier. On the other hand, in Fig. 6(b), the hyperparameters tuned for the kNN ML classifier are the number of neighbors (NumNeighbors) and distance metric (Distance).

The values of the critical ML model hyperparameters for different classifiers, obtained from the Bayesian optimization using the 25 GHz HH-polarized UAV RCS training data presented in Section III are as follows:

- **kNN**: Number of neighbors (NumNeighbors) = 1, Distance metric (Distance) = chebychev
- **DA**: Delta $= 7.9588 \times 10^{-5}$, Gamma = 0.2689
- **SVM**: Coding: onevsall, Box constraint (BoxConstraint) = 473.16, Kernel scale parameter (KernelScale) = 0.0014583
- **Ensemble**: Method= Bag, Number of ensemble learning cycles (NumLearningCycles) = 67, Minimum number of leaf node observations (MinLeafSize) = 86
- **Naive Bayes**: Distribution name: kernel, Width: 0.15096
- **Classification Tree**: MinLeafSize = 26

After training and optimizing the ML classifiers on the UAV RCS data, the models are ready for testing or classification.

VI. UAV CLASSIFICATION USING DL TECHNIQUE

DL algorithms are a subset of ML techniques and can be viewed as an extension of an artificial neural network (ANN) with representation learning [61]. ANN are bio-inspired networks and DL algorithms are structured on multiple layers of ANN designed to mimic the human brain functions [61]. Recently, several DL architectures such as deep neural networks, deep recurrent networks, and convolutional neural networks (CNN) have been applied to the problem of radar target recognition [7], [61], [62], [64]–[66]. For some applications, DL algorithms are preferred over traditional ML algorithms because the former do not require the manual extraction and selection of handcrafted features. For example, radar image classification using manually extracted features and traditional ML algorithms will require the skills of a subject-matter expert with strong domain knowledge of the target and flight terrain. Often, this is a time-consuming task.

Furthermore, most traditional ML techniques can only learn approximately limited types of decision boundaries. For example, the logistic regression ML algorithm can only learn linear decision boundaries. Thus, if the decision boundary is non-linear, such an algorithm will not do well in recognizing the specific radar targets. On the other hand, while the SVM algorithm can learn non-linear decision boundaries, it is sometimes difficult to choose the right kernel to achieve good accuracy performance. The DL frameworks are not without their challenges as they require large training data and more computational resources. Without sufficiently large training data, DL algorithms will overfit. Therefore, due to the unavailability of high-quality large or sufficient training data, pre-trained DL architectures are preferred to overtraining a network from scratch. The process of using pre-trained network to solve another classification problem is called transfer learning [65], [67]. That is, transfer learning algorithms leverage or seed valuable knowledge and experience from a previous domain to enhance the learning performance of the current domain.

In this section, we will investigate the performance of transfer learning DL frameworks for UAV classification using RCS-based input data. However, since the RCS-data is one-dimensional, it needs to be transformed into a two-dimensional image before feeding into the transfer learning DL classifier.
The CWT provides a T-F representation of a function or signal by windowing the signal with a wavelet function that is continuously scaled and shifted in time. Through the inclusion of all shift and scales, the CWT is able to represent the signal in two-dimension. Mathematically, the CWT of a signal \( x(t) \) captured by a radar receiver is defined as:

\[
CWT(t, \omega; x(t), \psi(t)) = \left( \frac{\omega}{\omega_0} \right) \int x(t') \psi^* \left( \frac{\omega}{\omega_0} (t' - t) \right) dt'
\]

(18)

where \( \psi(\cdot) \) is called the mother wavelet, is a continuous function in both time and the frequency domain. The ratio \( \left( \frac{\omega}{\omega_0} \right) \) is called the scale parameter. Basically, (18) is a decomposition of \( x(t) \) into a family of shifted and dilated wavelet basis functions \( \psi \left( \frac{\omega}{\omega_0} (t' - t) \right) \), whose width depends on the value of \( \omega \) at time \( t \) [68]. Therefore, by shifting \( \psi(\cdot) \) at a fixed \( \omega \) or dilating \( \psi(\cdot) \) at a fixed \( t \), the multiscale events of the scale parameter can be extracted or localized [68]. The resulting two-dimensional magnitude display of the CWT in (18) is called the scalogram.

Fig. 7(a) shows the CWT scalogram of the 25 GHz VV-polarized UAV RCS data measured from the DJI Matrice 600 Pro UAV. The CWT scalogram images contain the important features that can be learned by a transfer learning DL classifier. This is because the scalogram can simultaneously capture the slowly varying (low frequency) RCS fluctuations of the target UAV as well as the transient (time) characteristics. Thus, the enhanced color on the image indicates RCS returns with higher magnitude while the blurry portions indicate low magnitude RCS samples. The color distribution will indicate the RCS signature of the UAV in the T-F domain. To use a CWT scalogram as the input into a transfer learning DL classifier, the image has to be resized and processed to be compatible with the input size requirement of the network. For this reason, we further process the CWT scalogram image by taking the magnitude of the scalogram and rescaling it to the MATLAB colorbar [68]. The processed CWT scalogram image obtained from the 25 GHz VV-polarized UAV RCS data measured from the DJI Matrice 600 Pro UAV. We can see the processed radar image enhances the features of the CWT scalogram in Fig. 7(b). With enhanced image features, it may be easier for the DL classifier to perform UAV identification.

### A. CWT Time-Frequency Transform of UAV RCS Data

The objective of the transfer learning DL approach to RCS-based UAV classification is to apply knowledge or features learned from a different problem to a new problem rather than starting from scratch to train a DL model. That is, we take the layers from a pre-trained DL network and fine-tune it for use as the starting point for the RCS-based UAV identification.

This is because most transfer learning frameworks have internal structures that are designed to operate on 2-D image data feed [7], [61], [66]. For this reason, time-frequency (T-F) transform of the T-D RCS data or high-resolution radar (HRR) returns can be used to create two-dimensional radar images for the DL-based UAV target classification. As an example, in [66], HRR returns scattering from an aircraft are transformed to two-dimensional Short-time Fourier transform (STFT) images (spectrogram images) that are fed into a CNN network for target identification.

In general, the use of wavelet-based T-F transforms for the detection and classification of nonstationary signals (e.g., radar and sonar signals) has been well investigated [68]. The nonstationarity of the signal implies that the frequency of such a signal is time-dependent. Thus, the nonstationary signal is better analyzed using a joint T-F analysis. The T-F transforms can be grouped into two main types: linear and bilinear transforms [68]. Linear T-F includes the STFT, continuous wavelet transform (CWT), and adaptive T-F representation [68]. On the other hand, bilinear transforms include Wigner-Ville distribution (WVD), Cohen’s class distribution functions, and T-F distribution series (TFDS) [68]. Due to space limitations, the focus of this section will be the CWT transform for the transfer learning-based classification of UAVs. Next, we briefly discuss the CWT transform of the UAV RCS data.

### B. Transfer Learning DL Algorithms for UAV Identification

Fig. 7(b) shows the processed CWT scalogram image obtained from the 25 GHz VV-polarized UAV RCS data measured from the DJI Matrice 600 Pro UAV. We can see the processed radar image enhances the features of the CWT scalogram in Fig. 7(a). With enhanced image features, it may be easier for the DL classifier to perform UAV identification. Fig. 8 shows the processed CWT images of VV-polarized RCS data of the six UAVs measured at 15 GHz and 25 GHz. Comparing the processed CWT images, we observe the distinctive features that can aid the identification of the different UAVs. Therefore, to classify or identify unknown UAVs using radar, we feed the processed CWT image of the captured RCS into the transfer learning DL classifier.
SqueezeNet, a CNN-like architecture, is reported to achieve a classification accuracy and performance comparable to AlexNet on the ImageNet database challenge, with \(50 \times\) fewer parameters (reduced model size) than AlexNet \([69]\). In addition to SqueezeNet, we also included other transfer learning DL networks such as GoogleNet, ResNet 101, and NasNet-Mobile (NasNet) which are relatively heavier in their memory requirement and deeper in their complexity \([70]\). Table \(III\) provides a brief comparison of the structure of all the transfer learning DL classifiers used in the study. In comparison to the ML classifiers, the transfer learning DL classifiers do not need handcrafted (manually generated) features for training and testing the UAV recognition system. Instead, transfer learning DL classifiers use automatically generated features that are learned from the processed CWT scalogram images (input data) shown in Fig. \(8\).

**VII. RESULTS AND DISCUSSION**

In this section, we describe and compare the results of the UAV classification/recognition using all the 15 different SL, ML, and DL approaches presented in the last three sections. We investigate the effect of varying the SNR of the backscattered RCS data from a target UAV. All the analysis
described in this section is carried out using a 64 bit, 16 GB RAM, 3.4 GHz Intel i7-3770 personal computer (PC).

A. Comparison of UAV Recognition Algorithms Using the Complete RCS Data

Here, we analyze the performance of the 15 classifiers at different SNR using all azimuth RCS data from an unknown UAV. For example, given a time-domain RCS data \( v_k(t) \) backscattered from an unknown \( k \)-th UAV that is illuminated by a monostatic radar, we estimate the noise power \( \sigma_N^2 \) of the additive white Gaussian noise (AWGN) as [11]:

\[
\sigma_N^2 = P_k 10^{-SNR/10}, \tag{19}
\]

where

\[
P_k = \frac{1}{T} \int_0^T v_k(t)^2 \, dt = \begin{cases} \sum_{i=1}^N \sqrt{\sigma_{VV(i)}}^2, & \text{VV-polarization} \\ \sum_{i=1}^N \sqrt{\sigma_{HH(i)}}^2, & \text{HH-polarization} \end{cases}
\]

is the average power of the backscattered RCS return \( v_k \), \( T \) is the time interval of the data collection, and \( N \) is the number of discrete-time samples of the frequency domain RCS return. After estimating \( \sigma_N^2 \), we add the appropriate AWGN noise to the experimental RCS data to generate noisy RCS samples which are used to evaluate the algorithms. Recall, for the SL algorithms, the process of training the classifiers involves fitting the experimental UAV RCS data to the models and estimating the parameters of the models using either MLE or the EM algorithm as the case may be. For the ML and DL algorithms, we generate a training dataset, consisting of 100 RCS data of each UAV, by adding appropriate AWGN noise to the experimental UAV RCS data. The ML classifiers are trained by extracting and using as inputs a feature vector that consists of the seven handcrafted features, given in Table II. The ML classifiers are optimized by using the Bayesian hyperparameter optimization technique described in Section VI-A.

On the other hand, the DL algorithms are trained by converting the training dataset to CWT scalogram images as described in Section VI-A. Fig. 9 shows the average accuracy versus SNR plot for the 15 UAV classification algorithms.
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1. Introduction

The performance of classical and deep learning based models for classification of UAV RCS returns is quantitatively evaluated. The study focuses on the classification accuracy of 10 UAVs at different SNR levels. The classifiers include Naive Bayes, Classification Tree, Discriminant Analysis, kNN, SVM, and deep learning models like SqueezeNet, Googlenet, Resnet 101, and Nasnet.

2. Methodology

Data Collection:

The U.S. Army Aviation and Missile Research Development and Engineering Center supplied the clean UAV RCS test data. This includes the RCS returns for 10 different UAVs at a frequency of 15 GHz and 25 GHz.

Preprocessing:

The clean data is first preprocessed to enhance the signal-to-noise ratio (SNR). This involves applying filters and noise reduction techniques.

Feature Extraction:

The preprocessed data is then used to extract features that are relevant for classification. These features are used to train the classifiers.

Classification:

The extracted features are fed into the classifiers to perform the classification. The performance of each classifier is evaluated using metrics like accuracy, precision, recall, and F1 score.

3. Results

(a) 15 GHz VV-polarized RCS data

(b) 25 GHz VV-polarized RCS data

(c) 15 GHz HH-polarized RCS data

(d) 25 GHz HH-polarized RCS data

Fig. 10. Box plot analysis of the average classification at low SNR of -5 dB and 0 dB. The results are obtained after 10 Monte Carlo experiments.

15 GHz and 25 GHz RCS test data. In Fig. 9(a), at -5 dB SNR and using the 15 GHz VV-polarized UAV RCS returns, the discriminant analysis algorithm achieved the highest average accuracy of 45.33%, followed by the classification tree algorithm at 33.00% and the Swerling 3 and 4 models at 30.33%. The least performing algorithm at -5 dB SNR is the GPD with an average accuracy of 10.67%. In general, as the SNR increases the average accuracy of all the algorithms improves steadily. For example, at an SNR of 3 dB, the accuracy of discriminant analysis, classification tree, and Swerling case 3 and 4 models are 100%, 98.66%, and 97.66% respectively. Except for the SVM and GPD models, all other models achieve an average accuracy of 100% accuracy at 8 dB SNR.

From Fig. 9(a), we also see that the GPD model is the worst performing even at higher SNR. This is probably because GPD statistical models are mainly suited for modeling heavy-tail distributions and may not correctly fit the peak of the UAV RCS test dataset. A similar trend is observed for the -5 dB SNR case, exception for HH 25 GHz RCS boxplot analysis shown in Fig. 9(d).

3. Discussion

In this study, the performance of classical and deep learning based models for classification of UAV RCS returns is quantitatively evaluated. The study focuses on the classification accuracy of 10 UAVs at different SNR levels. The classifiers include Naive Bayes, Classification Tree, Discriminant Analysis, kNN, SVM, and deep learning models like SqueezeNet, Googlenet, Resnet 101, and Nasnet. The results obtained after 10 Monte Carlo experiments show that the discriminant analysis algorithm achieved the highest average accuracy of 45.33% at -5 dB SNR and using the 15 GHz VV-polarized UAV RCS returns, followed by the classification tree algorithm at 33.00% and the Swerling 3 and 4 models at 30.33%. The least performing algorithm at -5 dB SNR is the GPD with an average accuracy of 10.67%. In general, as the SNR increases the average accuracy of all the algorithms improves steadily. For example, at an SNR of 3 dB, the accuracy of discriminant analysis, classification tree, and Swerling case 3 and 4 models are 100%, 98.66%, and 97.66% respectively. Except for the SVM and GPD models, all other models achieve an average accuracy of 100% accuracy at 8 dB SNR.

From Fig. 9(a), we also see that the GPD model is the worst performing even at higher SNR. This is probably because GPD statistical models are mainly suited for modeling heavy-tail distributions and may not correctly fit the peak of the UAV RCS test dataset. A similar trend is observed for the -5 dB SNR case, exception for HH 25 GHz RCS boxplot analysis shown in Fig. 9(d).

B. Low SNR Performance Analysis: Boxchart and Confusion Matrices

To further analyze the performance of the classifiers at very low SNR, we performed 10 Monte Carlo experiments. In each Monte Carlo experiment, a set of 50 noisy RCS test data from each UAV is generated at 0 dB and -5 dB respectively. These noisy test data are fed into the 15 classifiers for UAV identification. The summary of the Monte Carlo experiment for SNR of 0 dB and -5 dB are depicted by the box charts (boxplots) shown in Fig. 10. In Fig. 10, each box, with its extending lines, is used to graphically display the maximum, minimum, median, lower and upper quartile, and an outlier in the Monte Carlo experiment for the given classifier. For the 0 dB SNR, Fig. 10(a) clearly shows that the classification tree algorithm is relatively better than the other models. The next best models are Peter Swerling’s statistical models and the discriminant analysis algorithm. A similar trend is observed for the -5 dB SNR case, exception for HH 25 GHz RCS boxplot analysis shown in Fig. 10(d). In general, the box charts
show that the ML and SL algorithms outperformed the DL algorithms at the low SNR scenarios considered. This may be due to the loss in information feature when the RCS data is transformed to RCS CWT images used as inputs into the DL classifiers. Also, DL algorithms are believed to perform better with very large training data. However, such a requirement will demand longer training times as compared to the SL and ML algorithms.

Although the box charts show the average performance of each algorithm, it does not provide information about the weakness of each classifier and what accounts for the misclassifications in the Monte Carlo test experiments. To evaluate how our model performed and where it went wrong at very low SNR, say 0 dB SNR, we generate the confusion matrices shown in Fig. [VI-B]. In Fig. [VI-B] we present the confusion matrices of the best and the worst classifiers after running 10 Monte Carlo test experiments with the VV 15 GHz UAV RCS test at 0 dB SNR. In each confusion matrix, the diagonal elements represent the instances of correct/accurate prediction of the identity of an unknown UAV by the given classifier while the off-diagonal elements are instances of misclassification.

Fig. [11(a)] and Fig. [11(b)] are the confusion matrix of the classification tree and the Swerling 1 and 2 models respectively. In these two classifiers, we see that the misclassification error at 0 dB SNR arises mainly from three instances: misclassifying DJI Phantom 4 Pro as DJI Matrice 100, misclassifying DJI Matrice 100 as DJI Inspire 1 Pro, and misclassifying DJI Phantom 4 Pro as DJI Matrice 100. However, the classification tree and the Swerling 1 and 2 models still achieved an average accuracy of 85.53% and 84% respectively at 0 dB SNR. The high accuracy shows that the classification tree and the Swerling 1 and 2 models are robust classifiers even at low SNR scenarios. On the other hand, Fig. [11(c)] and Fig. [11(d)] show the confusion matrix of the SVM and GPD classifiers respectively. From Fig. [11(c)] and Fig. [11(d)] we see that at 0 dB SNR, the SVM and GPD classifiers perform badly in recognizing most of the UAV RCS test samples. Therefore, SVM and the GPD classifiers cannot be trusted at such a low SNR (or even at high noise instances) for the given dataset.

The low SNR performances of the SVM and GPD classifiers could be improved if we train these underperforming models with noisy UAV RCS samples. However, training models with noisy data may force the models to overfit the noise samples in the dataset. That is, the models could end up learning the noise distribution instead of the actual UAV RCS data or signal. These issues will be investigated in future work.

C. Average Classification Time

To analyze the time-complexity of the different algorithms, we perform 10 Monte Carlo experiments and average the classification time. In each Monte Carlo experiment, a set of 50 noisy RCS test data from each UAV is generated at 0 dB SNR and fed into the 15 classifiers. The average computation times are provided in Table [IV] for both the VV and HH-polarized RCS returns from the UAVs at 15 GHz and 25 GHz. The table shows that the classification tree algorithm is the fastest with an average classification time of about 0.46 ms. This is closely followed by the kNN and discriminant analysis with an average classification time in the range 0.89 - 0.97 ms and 0.94 - 0.99 ms, respectively.
TABLE IV
THE AVERAGE COMPUTATIONAL TIME FOR THE RCS-BASED UAV CLASSIFICATION ALGORITHMS AFTER 10 MONTE CARLO EXPERIMENTS. RESULTS ARE PROVIDED FOR DIFFERENT FREQUENCY (FREQ.) AND POLARIZATION (POLAR.). THE CLASSIFICATION ALGORITHMS ARE 1: GMM, 2: GAMMA, 3: GPD, 4: SWERLING 1 AND 2, 5: SWERLING 3 AND 4, 6: KNN, 7: SVM, 8: ENSEMBLE, 9: NAIVE BAYES, 10: CLASSIFICATION TREE, 11: DISCRIMINANT ANALYSIS, 12: SQUEEZENET, 13: GOOGLENET, 14: RESNET, 15: NASNET

| Polar (GHz) | Freq. (GHz) | Average Computational Time (ms) |
|-------------|-------------|---------------------------------|
|             | SL          | ML                              | DL                              |
|             | 1           | 2                               | 3                               | 4                               | 5                               | 6                               | 7                               | 8                               | 9                               | 10                              | 11                              | 12                              | 13                              | 14                              | 15                              |
| VV          | 15          | 626.02                          | 660.09                          | 709.58                          | 612.18                          | 588.79                          | 0.92                           | 2.95                           | 38.39                          | 2.82                           | 0.46                           | 0.94                           | 27.20                          | 48.43                          | 163.05                         | 145.73                         |
| HH          | 15          | 580.26                          | 589.77                          | 569.80                          | 583.02                          | 579.14                          | 0.89                           | 3.78                           | 200.97                         | 2.80                           | 0.75                           | 0.95                           | 23.97                          | 48.18                          | 162.74                         | 156.02                         |

Among the DL classifiers, the Resnet 101 algorithm took a relatively long time to perform the classification. This is because, compared to the other DL classifiers, Resnet 101 has more depth (highly dense layers), more parameters, and occupies more space in the PC memory as shown in Table III. On the other hand, the SqueezeNet DL classifier, which is relatively less dense with fewer parameters, obtained relatively faster classification times as compared to the other DL classifiers. The next fastest DL classifier is the Googlenet followed by the Nasnet. On the other hand, the SL classifiers obtain relatively longer classification times as compared to the ML and DL classifiers. This is probably because the SL algorithms have to fit all the test data to class conditional distributions or densities. Fitting RCS data to SL models requires estimating model parameters using MLE or EM method for each test data using the different class conditional densities. This is an exhaustive process and accounts for the relatively longer computational times recorded by the SL classifiers. In general, Table IV shows that for the test datasets, the ML classifiers are much faster than the DL and the SL algorithms.

D. Classification Performance with Limited RCS Data Extracted from a Segment of the Target UAV

In Section VII-A, we presented the plot of the average classification accuracy versus SNR using all the RCS measured from all around the UAV ($\theta \in [0^\circ, 360^\circ]$) with a 2° increment. However, in practice, a radar may only be able to capture RCS reflection data from a limited area of the target UAV. For this reason, we decide to evaluate the performance of the classification algorithms in the case where the radar only captures RCS data from a 120° segment of the target. We assume the target is at the center of the segment (centered around 0° or $\phi \in [-60^\circ, 60^\circ]$).

Fig. 12 shows the average classification versus SNR for the 15 GHz HH-polarized RCS using the limited segment RCS returns from radar. Although with a little disparity in the accuracy values, Fig. 12 is similar to Fig. 9(c), which is obtained by using the RCS from all angles of the target UAVs. For example, at 0 dB SNR, Fig. 9(c) shows that the average classification accuracy of the classification tree, discriminant analysis, Swerling 3 and 4, and the GPD algorithms are 79%, 61%, 80.3%, and 19% respectively. On the other hand, Fig. 12 shows that the average classification accuracy of the classification tree, discriminant analysis, Swerling 3 and 4, and the GPD algorithms are 70.67%, 64%, 72%, and 5% respectively. Also, at 5 dB SNR, Fig. 9(c) shows that the average classification accuracy of the classification tree, discriminant analysis, Swerling 3 and 4, and the GPD algorithms are 100%, 100%, 100%, and 58.33% respectively. On the other hand, at 5 dB SNR, Fig. 12 shows that the average classification accuracy of the classification tree, discriminant analysis, Swerling 3 and 4, and the GPD algorithms are 87.33%, 100%, 87%, and 27.33% respectively. Therefore, we can conclude that the classification algorithms perform better with RCS data from every part of the UAV as compared to the RCS data from a limited segment of the UAV.

VIII. CONCLUSION

The article presents a comparative analysis of RCS-based techniques for UAV classification. We evaluate 15 different classifiers using the RCS measured from six UAVs at 15 GHz and 25 GHz. A brief description of the UAV RCS measurement setup and the classification methods is provided. Each of the 15 classifiers considered falls under one of three categories: SL, ML, and DL techniques. Our study shows that on average, the classification tree and Swerling statistical models achieved the best classification accuracy at low SNR scenarios. On the other hand, the SVM and GPD performed relatively worse compared to all other approaches.

In addition, we study the computational or time complexity of all the 15 classifiers by averaging the results of 10 Monte Carlo experiments. The results show that the classification tree ML classifier is the fastest with an average classification time of 0.46 ms, followed by the kNN and discriminant analysis classifiers with an average classification time of around 0.9 ms. Also, the time complexity analysis shows that the SL classifiers were the slowest due to the cost of model fitting and
parameter estimation. In comparison, the average classification time of the SL classifiers is above 500 ms.

Lastly, we investigate the case where the surveillance radar only obtains the RCS or scattered data from a limited segment of the target UAV. In this case, the average classification accuracy was a lower case as compared to the situation where the radar obtains RCS reflection from all sides on the target UAV. Even with a segment RCS data, the 15 classifiers could still recognize the UAV with good accuracy, especially at SNR above 5 dB. However, the average classification accuracy is better when the radar has obtains RCS from all segment of the target UAV. In the future, we hope to investigate how to discriminate UAVs and birds using RCS-based techniques. Also, we will consider the possibility of fusing data from radars and other sensor modalities (such as radio frequency, video camera, and microphone/acoustics) for improved UAV detection and identification.
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