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Abstract—Learning-based control methods utilize run-time data from the underlying process to improve the controller performance under model mismatch and unmodeled disturbances. This is beneficial for optimizing industrial processes, where the dynamics are difficult to model, and the repetitive nature of the process can be exploited. In this work, we develop an iterative approach for repetitive precision motion control problems where the objective is to follow a reference geometry with minimal tracking error. Our method utilizes a nominal model of the process and learns the mismatch using Gaussian Process Regression (GPR). The control input and the GPR data are updated after each iteration to improve the performance in a run-to-run fashion. We provide a preliminary convergence analysis, implementation details of the proposed controller for minimizing different error types, and a case study where we demonstrate improved tracking performance with simulation and experimental results.

I. INTRODUCTION

Learning-based control methods have been increasingly utilized in academia and industry to effectively incorporate data-driven learning methods into intelligent control frameworks. In most applications, online feedback is used in conjunction with a data-driven method to improve (or provide [1]) a plant model, which is then used by the controller to compute the next control action. The learning may occur simultaneously with the control evaluation or in sequential runs (i.e., iterations), depending on the system architecture and computational availability.

In this work, we focus on repetitive precision motion control tasks and learning in sequential iterations of the process, where a motion stage is tasked with tracking a given reference with the minimum error possible (see [2] for a literature survey). Many precision motion control applications leverage the repetitive nature of the task to develop run-to-run learning controllers that utilize the system response in a previous run to improve the control signal in the next run, where the control signal cannot be adjusted during runs. Iterative Learning Control (ILC) has been extensively applied for many repetitive precision motion control problems in the literature due to its high performance [3], [4]. ILC uses the nominal model of an uncertain plant and provides robustness to disturbances and model mismatches by leveraging online measurements from the plant [5]. Recent related work on run-to-run control includes [6], where the authors use a bounded linear approximation of a power system to derive robust convergence to an approximated fixed point. In [7], the authors have adopted a zeroth-order approximation of a generic nonlinear plant response from a previous run to show local convergence (under bounded modeling error). In all the aforementioned works, robust convergence often results in suboptimality as a function of the nominal model mismatch. Additionally, the measurements are not leveraged for improving the plant model itself for improved performance.

Learning-based tracking control is applied to many simultaneous (online) learning applications, including adaptive control [8], reinforcement learning [9], and Gaussian state-space models [1], [10]. However, these methods often rely on run-time adjustments of control inputs, which may be impractical for the processes of interest in this work. Additionally, learning-based control methods have been proposed for modeling the mismatch between a nominal plant model and the true plant [11], [12]. By utilizing a data-driven representation of the mismatch between the nominal model and the true plant, improved performance of the learning-based controllers has been demonstrated in multiple applications. However, the mismatch modeling approach has not been applied to the run-to-run control problem to augment the nominal model and improve controller performance. [13] develops a data-driven gradient estimation scheme for repetitive precision motion control, but the proposed framework does not have formal stability guarantees.

In this work, we propose a novel learning-based control framework that employs measurements from a previous run to augment the nominal plant model and provide convergence for an iterative precision motion control problem. The main contributions are:

• A new data-driven compensation method to improve the tracking accuracy of repetitive motion processes.
• A preliminary analysis of convergence of the proposed method in the iteration domain.
• A case study to illustrate the utility of the proposed work and preliminary experimental implementation.

The rest of the paper is structured as follows. Section II provides the preliminaries. Section III presents the proposed run-to-run (R2R) controller. Section IV provides a simulation case study and preliminary experimental results. Section V provides closing remarks and future directions.
II. PRELIMINARIES

A. Problem Setting

Figure 1 presents the control framework for the two-axis precision motion experimental testbed with the two axes (X-Y) and the tool tip (TT), which has the input-output dynamics (2). We have a reference geometry, denoted by \( r \), e.g., the octagonal geometry illustrated in Fig. 1, that we would like the TT to follow with minimal error. We assume that the process is repetitive in that the system is expected to track the same reference geometry in subsequent runs. The true output map of the precision motion system is modeled by a known nominal model and an initially unknown perturbation term. The nominal system model is taken as linear time invariant

\[
x_k(t+1) = Ax_k(t) + Bu_k(t),
\]

where \( t = 1, \ldots, n_k \) is the discrete time index of length \( n_k \in \mathbb{Z}_+ \), \( k = 1, 2, \ldots \) is the iteration index, \( x_k(t) \in \mathbb{R}^{n_x} \), \( u_k(t) \in \mathbb{R}^{n_u} \) are the nominal state vector and control input of iteration \( k \), respectively, and \( A, B \) are appropriately sized matrices. We assume fixed iteration length of \( n_i \in \mathbb{Z}_+ \) for simplicity, e.g. \( n_k = n_i \) for all \( k \). Then, the nominal-state-to-output measurement map of the system is given by

\[
y_k(t) = h(x_k(t), u_k(t)) + g(x_k(t), u_k(t)) + w(t),
\]

where \( y_k(t) \in \mathbb{R}^{n_y} \) is the measured output at iteration \( k \), \( g \) is the unknown systematic perturbation to the output measurement map, parametrized by the nominal state and the input, \( h \) is the nominal output model, and \( w(t) \) denotes the noise term, which is assumed to be i.i.d. with the distribution \( w(t) \sim \mathcal{N}(0, \Sigma_w) \) and a diagonal \( \Sigma_w \) to facilitate the proposed mismatch learning method. Please note that we use the terms run and iteration interchangeably.

We assume that \( h \) and \( g \) are iteration invariant. The nominal linear output model is given by \( h(x_k(t), u_k(t)) = C(Ax_k(t) + Bu_k(t)) \). The systematic (and potentially non-linear) perturbation \( g \), entering the output map, is initially unknown and we aim to learn \( g \) from output measurement corrupted by random noise. This model structure is similar to Wiener systems in the literature [14]. By assuming the unknown perturbation is part of the output map (2) and not the nominal system model (1), we simplify model complexity when predicting the true output by leveraging the nominal input-output map of the lifted system given below, since the future output predictions do not depend on the current output predictions. The lifted input-output mapping is

\[
y_k = Hu_k + \bar{H}x(0) + G(u_k, x(0)) + w,
\]

where \( y_k = [y_k(1)^T, \ldots, y_k(n_k)^T]^T \), \( w \) is defined similarly, \( u_k = [u_k(0)^T, \ldots, u_k(n_k-1)^T]^T \),

\[
H = \begin{bmatrix} CB & 0 \\ CA^{n_k-1}B & CB \end{bmatrix}, \quad \bar{H} = \begin{bmatrix} CA \\ \vdots \\ CA^{n_k} \end{bmatrix},
\]

and \( G(u_k, x(0)) \) denotes the output mismatch map as the concatenation of \( g(x_k(t), u_k(t)) \) for the lifted form. We assume that the initial condition \( x_0(0) \) is the same for all runs, assumed to be zero to simplify the notation.

The control objective is to improve the precision of the two dimensional (2D) motion stage by utilizing run-to-run (R2R) controller updates to have \( y_k \approx r \) as \( k \to \infty \). We denote the parametrization of the reference trajectory with respect to its arc-length \( s \in [0, L_r] \) as \( r(s) \) and the discretized representation of the reference signal as \( r \in \mathbb{R}^{n_r} \).

Several ways of quantifying tracking performance have been considered in the literature [15]. Here, two types of tracking error are considered. The individual axis error for the discretized trajectory is defined as \( e_k(j) = r(j) - y_k(j) \), where we have \( e_k(j) = [e^x_k(j), e^y_k(j)] \) for the errors of the two axes. The contouring error is defined as the minimum distance between an output point \( y_k(j) \) and the reference trajectory \( r(s) \). Let \( \hat{s} = \argmin_s \| r(s) - y_k(j) \| \) denote the curve-length that corresponds to the point on the reference closest to a current position \( y_k(j) \). Then, the contouring error \( \hat{e}(j) \) is defined as the distance between \( r(\hat{s}) \) and \( y_k(j) \).

B. Gaussian Process Regression

In this work, we leverage the repetitive nature of the run-to-run process to learn the unknown system dynamics \( g(x_k(t), u_k(t)) \) from the input and output data of the system. We apply Gaussian Process Regression (GPR) for modeling the output mismatch. GPR can provide accurate estimates with small datasets, and uncertainty bounds on the posterior predictions, which we exploit in the proposed controller.

Our dataset includes features of nominal state-input pairs, i.e., \((x^j, u^j)\), and noisy mismatch observations

\[
\delta^j = y^{j+1} - h(x^j, u^j) = g(x^j, u^j) + w^j.
\]

Denote the feature vector as \( z^j := [(x^j)^T, (u^j)^T]^T \), then the dataset is given by

\[
D = \{(Z, \Delta) \mid Z = [z^1, \ldots, z^{n_y}]^T, \Delta = [\delta^1, \ldots, \delta^{n_y}]^T\}.
\]

We call \( Z \), the set of features of the dataset, and \( \Delta \), the observations. Since the unknown function \( g \) is vector-valued, we utilize multiple GPRs, one per output channel. Let \( m \in \{1, \ldots, n_y\} \) denote a specific output dimension with a kernel function denoted with \( k^m(\cdot, \cdot) \). Then the GPR posterior predictions for a new feature \( z \) are given by

\[
\mu^m(z|D) = K_{zz}^m [K_{ZZ}^m + \sigma^2_m]^{-1} [\Delta],
\]

\[
cov^m(z|D) = K_{zz}^m - K_{zz}^m [K_{ZZ}^m + \sigma^2_m]^{-1} K_{zz}^m,
\]

where \( K_{ZZ} \) denotes a matrix of covariances with \( K_{ZZ}_{ij} = k(z^i, z^j) \), \( [\Delta]_m \) denotes the column of \( \Delta \) for the output channel \( m \), \( \sigma^2_m \) denotes the noise hyper-parameter of the GP.
and we assume zero prior mean without loss of generality. The remaining matrices $K_{Z Z}$, $K_{Z z}$, and $K_{z z}$ are evaluated similarly (e.g., see [11]). Here, we utilize the squared-exponential kernel for all output channels, 

$$k_{m}^{n}(z^{i}, z^{j}) = \sigma_{s,m}^{2}\exp\{-\frac{1}{2}\|z^{i} - z^{j}\|_{\Lambda_{m}}^{2}\},$$  
(5)

where $\sigma_{s,m}$ and $\Lambda_{m}$ are the variance and length-scale hyperparameters of the kernel, respectively. Note that other kernels may be utilized instead. The hyper-parameters $\theta_{m} = \{\sigma_{m}, \sigma_{s,m}, \Lambda_{m}\}$ for each channel are learned from training data by maximizing the log-likelihood of the observations, in an off-line preparation step. Note that learning $\sigma_{m}$ effectively corresponds to learning the noise variance of (2). The learned hyper-parameters are identically fixed throughout each iteration and are unchanged between the iterations.

Combining the GPs of each output channel, the resulting GP posterior distribution for estimating the unknown dynamics $g$ at the test point $z$, given the data $D$ is

$$p(z|D) \sim \mathcal{N}(\mu(z|D), \sigma(z|D)),$$  
(6)

where $\mu(z|D) = [\mu^{1}(z|D), \ldots, \mu^{n_{y}}(z|D)]^{T}$, and $\sigma(z|D) = \text{diag}\{\text{cov}^{1}(z^{i}|D), \ldots, \text{cov}^{n_{y}}(z^{i}|D)\}$, where $\text{diag}$ denotes a block diagonal matrix. The resulting output dynamics prediction including the GP approximation is given as

$$y_{k}^{p}(t + 1) = h(x_{k}(t), u_{k}(t)) + p(x_{k}(t), u_{k}(t)|D),$$  
(7)

where $y_{k}^{p}$ is the predicted output trajectory, and (7) is named as the output GP (OGP) method. Similarly we denote $y_{k}^{e}$ as the mean prediction of (7). OGP simplifies our model complexity and enables us to predict in the lifted domain (3). Additionally, the future output predictions do not depend on the current output prediction, eliminating the need for uncertainty propagation.

The dataset $D$ has a great effect on the quality (e.g., accuracy and uncertainty) of the GPR predictions. In general, whenever $z$ is close to a feature in $Z$, i.e. $\min_{z \in Z} \|z - \bar{z}\|$ small, we have higher confidence in the predictive covariance. Our goal is to update the dataset $D$ after each run to improve the quality of the GPR predictions by utilizing the most relevant datapoints. We provide further remarks on the dataset update in later sections.

### III. RUN-TO-RUN LEARNING-BASED CONTROLLER

After each iteration, we evaluate the control action for the next iteration by utilizing the input and the measurements from the current iteration. The iterative process is given by

$$u_{k+1} = \Pi(u_{k}, y_{k}|D_{k}),$$

where we utilize the dataset $D_{k} \in D$ at iteration $k$ to evaluate a new control action via the run-to-run control map $\Pi: \mathbb{R}^{n_{u}n_{i}} \times \mathbb{R}^{n_{y}n_{i}} \times D \rightarrow \mathbb{R}^{n_{u}n_{i}}$. We start by providing the update equations of the proposed controller, proceed with a preliminary analysis, and provide implementation details.

#### A. Update evaluation

The proposed controller updates for the map $\Pi$ for each iteration are given by the following two steps

$$v_{k+1} = u_{k} + W^{-1}(H^{T}Q(e_{k}) - Su_{k}),$$  
(8a)

$$u_{k+1} = \arg\{\min_{u \in U}\{J(y^{p}(u)|D_{k}) + \frac{1}{2\lambda_{k}}\|u - v_{k+1}\|^{2}\}\},$$  
(8b)

where we have $e_{k} = r - y_{k}$, $W = H^{T}QH + R + S$ with $Q, R, S$ symmetric positive definite weight matrices of appropriate dimensions, $\lambda > 0$ is the regularization weight, $U \subseteq \mathbb{R}^{n_{u}n_{i}}$ is a convex constraint set for the input, and finally $J(y^{p}(u)|D_{k})$ is a cost function for the contour error of the $y^{p}(u)$ predicted by the GP for input $u$; details are provided below. The weight $S$ penalizes the control effort, while $R$ penalizes the variation of the input signal between iterations. We utilize the nominal lifted model to evaluate an approximate input signal in the evaluation step (8a) and utilize the output mismatch model to improve the input in (8b). The step (8a) is a norm-optimal ILC update (e.g., [16]), which is interconnected with (8b).

1) Cost function: We denote $\epsilon(y)$, a general purpose error penalty, which may be designed based on the application of interest (e.g. the individual axis or contour error discussed above). We then define

$$J(y^{p}(u)|D) = ||\epsilon(y^{p}(u))||_{Q_{e}}^{2} + \Sigma(u|D)$$  
(9)

where $\epsilon(y^{p}(u))$ is an error metric for the mean prediction and $\Sigma(u|D) = \sum_{t} tr(\hat{Q}_{e}y^{2}(t))$ denotes the sum of the traces of covariances for the predicted trajectory with $\hat{Q}_{e}$ denoting the corresponding weights from $Q_{e}$. The cost function penalizes the tracking errors and the uncertainty over the output mismatch predictions.

2) Dataset update: The dataset $D_{k}$, used in (9), is re-evaluated at each iteration to improve the predictive performance of the GPR. We use the inputs and measurements from the current iteration to evaluate the features $z_{k}(t) = [x_{k}(t)^{T}, h_{k}(t)^{T}]^{T}$ and the mismatch observations $\delta_{k}(t) = y_{k}(t + 1) - h(z_{k}(t))$ as in (4).

The choice of dataset update rule depends on the expected change in process mismatch between runs and computational resources available. For rapidly changing processes, old data may deteriorate prediction accuracy; whereas for a slowly changing (or stationary) process in the R2R domain, keeping the data from a few or all past runs may be desirable. However as the dataset gets larger, the computational cost of predictions increases as well, thus a balanced design must be evaluated for the specific application at hand. Here, we adopt a dataset update rule that uses only the data from the most recent run for GPR predictions. Loosely speaking, due to the repetitive nature of the problem, the data sampled in the current iteration is expected to provide a high-performing dataset for predicting the mismatch in the next iteration. The dataset is then given by

$$D_{k} = (Z_{k}, \Delta_{k}),$$  
(10)
where we have the features \(Z_k = [z_k(0), \ldots, z_k(n_i-1)]^T\), and the observations \(\Delta_k = [\delta_k(0), \ldots, \delta_k(n_i-1)]^T\). Convergence properties of (8a)-(8b) with the update rule (10) are studied in the next section.

### B. Analysis

We state the convergence properties of (8) by analyzing the two steps (8a) and (8b) individually.

1) Update (8a): We assume that the true operator of (3), denoted by \(H_t\) lies in a unstructured norm-bounded uncertainty set around the nominal dynamics model \(H\). Following [16], we consider the optimization problem

\[
\min_{\phi} \{ ||e_{k+1}(\phi)||_Q^2 + ||\phi - u_k||_H^2 \},
\]

where we have the error model \(e_{k+1}(\phi) = r - (H\phi + w)\) for an input \(\phi\), and the previous control input \(u_k\). If we adopt a common assumption that the disturbance \(w\) is approximately repeatable in the lifted R2R domain during the experiments then by utilizing the tracking error from measurements, step (8a) in isolation (i.e., \(u_{k+1}\) set as \(v_k+1\)) converges monotonically to a fixed point. Thus, (8a) in isolation utilizes measurements to minimize (11) by utilizing the assumption on the relationship between the model \(H\) and \(H_t\). Refer to [16] for further details and derivations. Therefore, we have the step (8a) as a contraction. The fixed point of the robust ILC iteration (8a) is an approximation of the true fixed point due to model mismatch. Thus, we utilize the mismatch compensation through the GPR predictions to improve the steady state error in (8b).

2) Update (8b): Under the assumption that the GPR hyper-parameters are accurate approximations of the true hyper-parameters (so that the GPR predictions are accurate), we can predict the dataset for the next iteration (i.e., predicting for \(k + 1\) at run \(k\)) by utilizing the mean output predictions of (7), given low observation noise. The application domain of precision motion control often employs high-performance sensing, which justifies the low noise assumption. Consider the update (8b) in isolation (i.e., without the step (8a)), rewritten in the variable \(\xi\) as

\[
\hat{\xi}_{k+1} = \arg\min_{\xi \in U} \{ J(y^p(\xi)|D) + \frac{1}{2\lambda}||y - \hat{y}_k||_2^2 \}.
\]

We state the following properties for (12) and then sketch the proof of convergence for the combined (8a)-(8b).

**Proposition 1.** \(J(y^p(\hat{\xi}_{k+1})|D_{k+1}) \leq J(y^p(\hat{\xi}_{k+1})|D_{k})\) holds for the dataset update (10) in expectation over the predicted observations given the true hyper-parameters (\(\theta\)) and low observation noise.

**Proof.** Using the output prediction in (7) with the true \(\theta\) we predict the observed data in the next iteration \((k+1)\) to be \(y^p(\hat{\xi}_k+1)\) in expectation, from which the observations \(\Delta_{k+1}\) for the dataset \(D_{k+1}\) follows. Since both costs are evaluated with the same input, \(\hat{\xi}_{k+1}\), the cost \(J(y^p(\hat{\xi}_{k+1})|D_{k+1})\) has predictions at the locations of the features in \(D_{k+1}\). Thus, we approximate the predicted expectation to be the observations with low noise and get the error of the expected trajectory \(||e(y^p(\hat{\xi}_{k+1}))||_Q^2\) equal on both costs. Following the same reasoning and noting that the prediction uncertainty (i.e., the covariance matrix) is a function of the locations of the features we have \(\Sigma(\hat{\xi}_{k+1}|D_{k+1}) \leq \Sigma(\hat{\xi}_{k+1}|D_{k})\). Combining the stated arguments we arrive at the desired result.

**Proposition 2.** The optimal value of the cost function in (12) is nonincreasing in the iteration domain in expectation over the predicted observations such that

\[
J(y^p(\hat{\xi}_{k+1})|D_{k}) - J(y^p(\hat{\xi}_{k})|D_{k}) \leq -\frac{1}{2\lambda}||\hat{\xi}_{k+1} - \hat{\xi}_{k}||^2.
\]

**Proof.** Due to the regularization term \(||y - \hat{y}_k||_2^2\) in (12), for the minimizer \(\hat{\xi}_{k+1}\) we have that

\[
J(y^p(\hat{\xi}_{k+1})|D_{k}) + \frac{1}{2\lambda}||\hat{\xi}_{k+1} - \hat{\xi}_{k}||^2 \leq J(y^p(\hat{\xi}_{k})|D_{k-1})
\]

where we used the optimality condition for the optimization in (12), and Proposition 1.

We only sketch the convergence proof of (8a)-(8b) due to space limitations. The results outlined in the previous section imply that the updates in (8) are the interconnection of (8a), a contraction, and (8b), an optimization step with nonincreasing cost in the iteration domain. Observe that whenever both (8a) and (8b) share the same term in their cost function, i.e., \(||e(y^p(w))||_Q^2\), Proposition 2 holds for the interconnection whenever \(||v_{k+1} - u_k|| \leq \beta\), for some \(\beta > 0\). Then, by utilizing an invariance argument (e.g., LaSalle’s invariance principle) for the interconnection, it can be shown that the system response under the updates in (8a)-(8b) is convergent. The fixed point of the interconnection improves the steady state error of the step (8a) alone, since (8b) optimizes for the true model of the plant, given the dataset \(D_k\). We illustrate this improvement in the case study.

### C. Implementation details for 2D contouring control

In this section, we focus on the case when \(e\) denotes the contouring error. Following [17], we utilize a path parameter \(s(t+1) = s(t) + T\varphi(t)\) to approximate \(\hat{\xi}\), where \(T\) is the sampling time and \(\varphi(t)\) is the velocity along the path. Introduction of \(s(t)\) inherently creates a lag-error \(e^l(t)\) resulting from the mismatch between the true minimizer arc parameter \(\hat{\varphi}(t)\) and \(s(t)\) illustrated in Fig. 2. A linear approximation of the true contour error \(\hat{\epsilon}(t)\) denoted as \(e^c\) and lag error \(e^l\) along the path with respect to \(s(t)\) is

\[
e^c(t+1) = r_1'(s(t))(r_1(s(t)) - y_1(t + 1)) + r_2'(s(t))(r_2(s(t)) - y_2(t + 1)) + T\varphi(t),
\]

\[
e^l(t+1) = -r_1'(s(t))(r_1(s(t)) - y_1(t + 1)) + r_1'(s(t))(r_2(s(t)) - y_2(t + 1)),
\]

where the path variable is \(r(s) = [r_1(s), r_2(s)]^T\), \(r'(s) = [r_1'(s), r_2'(s)]^T\) is the normalized path derivative, and the subscripts 1 and 2 denote the axes of the 2D system.

To improve the accuracy of the contour error approximation, we require \(e^l\) to be very small, thus we apply a higher penalty than \(e^c\). The linearized error metric is then given as

\[
\hat{\epsilon}(t+1) = \Phi(s(t))[y^p(t+1)^T, \varphi(t)]^T + c(s(t)),
\]
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where \( \tilde{\epsilon}(t) = [\epsilon^l(t), \epsilon^c(t)]^T \), with \( \Phi(s(t)) \in \mathbb{R}^{2 \times 3} \) are the corresponding linear and affine terms from (13a)-(13b), and \( \mu(t) \) is the mean prediction of system output (7), given the nominal state and input.

The optimization step in (8b) is a nonlinear and nonconvex output control problem (OCP). Utilizing the GP approximation of the output map, we can write the OCP as

\[
\begin{align*}
\min_{\bar{u} \in \{\bar{u}, \bar{\sigma}\} \in \mathcal{P}} & \quad \frac{1}{2\lambda} ||\bar{u} - v_{k+1}||^2 + \sum_{t=1}^{n} ||\tilde{\epsilon}(t)||^2_2 + \text{tr}(Q_x y^2(t)) \\
\text{s.t.:} & \quad \mu^p(t+1) = h(x(t), u(t)) + p(x(t), u(t)|Dk) \\
& \quad x(0) = x_0, \ t = 0, \ldots, (n_t - 1), \\
& \quad s(t+1) = s(t) + T\phi(t), \ s(t) \in [0, 1]
\end{align*}
\]

where \( \mathcal{P} \) is the path velocity constraint set and the rest of the terms are introduced earlier. To improve the computational performance, following [17], [18] we resort to a receding horizon optimization procedure to solve the OCP. The resulting receding horizon problem is given by

\[
\begin{align*}
\min_{\bar{u} \in \{\bar{u}, \bar{\sigma}\} \in \mathcal{P}} & \quad \tilde{J}_f(\tilde{\epsilon}(\bar{N})|D) + \frac{1}{2\lambda} ||\bar{u} - v_{k+1}||^2
\\
& + \sum_{t'=t}^{N-1} \tilde{J}_t(\tilde{\epsilon}(t')|D) + \frac{1}{2\lambda} ||u(t) - v_{k+1}(t)||^2 \\
\text{s.t.:} & \quad \mu^p(t+1) = h(x(t), \bar{u}(t)) + p(x(t), \bar{u}(t)|D) \\
& \quad x(t') = \bar{x}(t'), \ s(t') = \bar{s}(t') \quad D = D_k(a, b, \alpha), \\
& \quad s(t+1) = s(t) + T\hat{\phi}(t), \ s(t) \in [0, 1]
\end{align*}
\]

where the constraint sets \( \bar{U} \) and \( \bar{P} \) are adjusted for the horizon length, and \( \bar{x}(t'), \bar{s}(t') \) are the initial conditions at each \( t' \). We use the shorthand \( \bar{N} = t' + N \) with the current time \( t' \) and the horizon length \( N \), and define the cost function

\[
\tilde{J}_t(\tilde{\epsilon}(t')|D) = ||\tilde{\epsilon}(t')||^2_2 + \text{tr}(Q_x y^2(t')) - \gamma \phi(t') + ||u(t)||^2_2 Q_u,
\]

with \( \gamma \in \mathbb{R}_+ \), and positive semidefinite weights \( Q_u, Q_x \), where the dependency on \( D \) has been omitted to simplify the notation. We define the dataset

\[
D_k(a, b, \alpha) = \{[z_k(\ell), s_k(\ell)] \mid \ell = [\alpha + a, \alpha + b]\}.
\]

While utilizing the receding horizon computation for the OCP, we also utilize a fixed window size of data points from the dataset \( D_k \) to improve the computational performance of the GPR within the optimization problem (15). A common choice for updating the dataset \( D \) when there is no previous iteration data is to use \( a = t' \), \( a = -n_w - 1 \), and \( b = -1 \), with \( n_w \) as the window size. However, since we have access to full data from the previous iteration (see (10)), we instead utilize \( a = \text{arg min}_{s} \{[s(t') - s_k(j)]\} \) with \( s_k = [s_k(1), \ldots, s_k(n_t)] \) as the vector of path parameter values from the previous iteration, and we take \( a = -n_w/2, b = n_w/2 \) for improved prediction performance, while keeping the learned hyper-parameters constant for the whole geometry on all iterations as explained in Section II-B.

By solving (15) in a receding horizon fashion and denoting the first optimal input of each step by \( u^*(t') \), we evaluate the optimal control input \( u_{k+1} = [u^*(0), \ldots, u^*(n_t-1)]^T \) for the next iteration in (8). The implementation of the proposed R2R controller is given in Algorithm 1.

### Algorithm 1 R2R control with mismatch compensation

1: **Input:** \( u_0, \theta, Q, R, S, T, W, r, Q_c, \lambda, r \)
2: \( k \leftarrow 0, u_k \leftarrow u_0 \)
3: **while** \( ||u_{k+1} - u_k|| \geq \epsilon \) **or** \( k \leq k_{\text{max}} \) **do**
4: Apply \( u_k \) to the real system (3) **and** measure \( y_k \).
5: Evaluate \( v_{k+1} \) via (8a).
6: Update the dataset \( D_k \) as given in (10).
7: Solve (15) in a receding horizon and evaluate \( u_{k+1} \).
8: \( k \leftarrow k + 1 \)
9: **end while**

### IV. PERFORMANCE RESULTS

Here we present a simulation study and preliminary experimental results to illustrate the controller performance.

#### A. Setup

For the simulation study, we identify two linear models from experimental data; a high-fidelity true system model to represent the true input-output map of the system in (2), and a low-fidelity nominal controller model for (1). The nominal model is a single input single output (SISO) model for each axis (position input, position output) and identical for both axes for simulation purposes, resulting in a two-input two-output system. Noise with zero mean and 1 micron standard deviation is added to the output measurements in simulation.

The experimental setup in Fig. 1 was used for preliminary experimental results. Input trajectories defining position mismatches for the machine at each iteration are computed by the controller and pushed to the machine. The position measurements of both axes are reported at the end of each run. Further details about the low-level controllers and the setup of the testbed are presented in [19]. The system has two axes with inconsistent dynamics resulting in high model mismatch, especially at corner geometries such as the ones in the octagonal reference. 2-state SISO nominal models per axis are obtained from experimental data.

In the case study, we also utilize an approximation of the OGPR term in (15), which we denote with A-GPR. In the approximation, we utilize a previous solution trajectory of (15) to predict the output mismatch term in (14) as a constant during the optimization, resulting in a quadratic program. This approximation is reasonable whenever solution trajectories do not vary too much between consecutive solutions of (15). We incorporate additional state constraints in (15) to force the solution trajectories to be close to their approximation points.

#### B. Results

1) **Simulation:** We compare the convergence performance of several controllers. The feed-forward controller (FF) uses only the nominal linear model of the system. The ILC uses only the update (8a) without mismatch compensation,
penalizing the individual axis error. The A-GPR controller uses the approximation described in the previous section. Finally, the controller denoted by F-GPR solves (15) with the full GPR model. We initialize the controllers with the $u_0$ corresponding to the reference geometry itself shown in Fig. 1. The simulation results are shown in Fig. 3 and the approximate percent improvements of the converged controllers are in Table IV-B.1. We see that the FF controller leads to minimal improvement due to the model mismatch. The Full-GPR solutions show the best result by improving the RMS error by 79% overall with the A-GPR controller performing comparably. With our current implementation on MATLAB using quadprog and fmincon as solvers requires 30.6 ± 1.4 seconds for A-GPR with $N = 50$ and 876 ± 67 seconds for the F-GPR with $N = 10$ for a single iteration on a PC with Intel i7-7700HQ CPU. We note that higher horizon length for F-GPR may further improve the controller performance at a higher computational cost.

### Table I

| Percent Improvement Results for Fig. 3 | FF | ILC | A-GPR | F-GPR |
|---------------------------------------|----|-----|-------|-------|
| N = 50                                | 4.8% | 59.6% | 75.9% | 79.0% |

#### 2) Experimental

For the experimental results, we utilize the A-GPR controller with $N = 50$.

Figure 4 illustrates the results of A-GPR on the experimental setup. We see an approximately 70.9% improvement of the RMS when compared to the initial RMS level in the experimental setup. The experimental results illustrate that the proposed approach is suitable for industrial applications and provides promising results for future research.

### V. Conclusion and Future Work

In this work, we present a novel run-to-run controller that utilizes machine learning methods to model the output mismatch of the nominal system model to improve tracking performance. The results demonstrate that the proposed controller works in practice and warrants future studies with optimized implementations for industrial settings. The proposed method may be applied to other domains such as robotic motion control and additive manufacturing applications with minimal modifications. Future work will focus on presenting the formal results on performance and a demonstration of the process on similar experimental setups by incorporating varying levels of model mismatch, imperfect learning, and output constraints to meet manufacturing requirements.
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