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Abstract
Knowledge-grounded dialogue generation is the process of formulating an informed response based on both the conversation context and external knowledge. Multi-modality in dialogue systems has paved the way for more robust conversational bots. Any multimodal system seeks to bridge the gap between language and vision by combining information from image, audio, video, and text, all of which are often complementary. In every task-oriented dialog system, product or service attributes are crucial for satisfying the user’s needs. We propose the task of knowledge grounded response generation in a multimodal task-oriented dialog setting. We employ a multi-modal knowledge grounded incremental transformer network to generate responses that combine information from context, visuals, and external knowledge. We prepare a Knowledge Grounded Multi-Modal Dialog (KGMMD) dataset to help users in more efficient decision making. Dialog utterances, accompanying images, and knowledge in the form of hotel reviews from the hotel domain are all included in the dataset. The newly formed KGMMD dataset has been subjected to both quantitative and qualitative analysis. Evaluation results on the KGMMD datasets show that the proposed methodology outperforms the baseline models for knowledge grounded multimodal response generation.

1 Introduction
Conversational agents now have more possibilities thanks to advances in artificial intelligence (AI). Human-machine interaction is an important application of artificial intelligence that assists people in their daily lives. AI advancements have resulted in the invention of personal assistants such as Apple’s Siri, Amazon’s Alexa, and Microsoft’s Cortana, which aid people in their daily tasks. Growing demands in numerous industries such as travel, entertainment, shopping, and so on necessitate conversational agents to communicate by merging information from various modalities to develop a robust system.

A multimodal dialogue system allows for interdisciplinary research by bridging the gap between visual and text information. Data from several dimensions, such as text, image, audio, and video, has been shown to offer all of the details required to build effective end-to-end dialogue systems (Le et al., 2019a; Saha et al., 2018). Multimodal conversational systems supplement existing dialogue systems by supplying information that unimodal systems lack. Several recent efforts on multimodal dialogue systems (Chauhan et al., 2019; Das et al., 2017; Le et al., 2019b) have spurred interest in this field by combining data from a variety of sources, including texts, and images.

Many natural language generation (NLG) tasks require semantic comprehension, especially when it is supplemented by real-world data. Building a good robust dialog system requires integrating the necessary subjects, entities, and relations mentioned in the user’s statement while also providing an acceptable answer (Wu et al., 2019; Agarwal et al., 2018b). It is critical to obtain precise information about the service requested by the user in order to accomplish
the user’s goals or objectives. For example, in the hotel domain, the conversational agent must know the pricing range, hotel location, number of people, and so on in order to provide the best accessible alternative to the user. We observe that these extra information can be provided by hotel reviews.

In Figure 1, we show some samples of dialogs from the newly constructed KGMMMD dataset that are related to the hotel domain. The figure demonstrates that graphics as well as textual information, are equally vital in any task-oriented system. From the example, we may note that incorporation of customer reviews leads to a more diverse response and engages the user in a long-term conversation.

In summary, the contributions of our current work are as follows:

1. We present a novel system for knowledge grounded dialog generation in a goal-oriented multimodal setting.

2. We create a large Knowledge Grounded Multi-Modal Dialogue (KGMMMD) dataset comprising of dialogs with textual and image information. This dataset contains conversations from the hotel domain with every conversation having images and review based external knowledge to facilitate efficient response generation.

3. We propose to use a multi-modal knowledge grounded incremental transformer framework for generating responses conditioned on the both images and external knowledge.

4. We observe from the automatic and manual evaluation metrics that our proposed framework can effectively capture the information from the associated knowledge and images provided in the newly created KGMMMD dataset.

2 Related Work

With the rapid growth of Artificial Intelligence (AI), there is a growing trend toward designing multimodal dialogue systems that use images, audio, and video in addition to text. Deep neural models are highly good at modeling dialogues, as demonstrated in (Shang et al., 2015; Vinyals and Le, 2015). The authors of (Sordoni et al., 2015) presented a hierarchical structure capable of maintaining prior information to capture the context of the user’s previous queries. Similarly, the hierarchical encoder-decoder framework was examined (Serban et al., 2016; Serban et al., 2017) in order to preserve the dependencies among utterances in a dialogue. In (Xu et al., 2019), the authors enhanced the hierarchical encoder-decoder framework by including a latent variable for interpreting the goals of discussions in a task-oriented dialogue system. Hierarchical pointer networks (Golchha et al., 2019) have also been used to generate responses in task-oriented dialogues.

In order to create a robust system, researchers are concentrating more towards merging several kinds of information, such as audio, images, video, and text. The study detailed in (Das et al., 2017; De Vries et al., 2017; Gan et al., 2019; Mostafazadeh et al., 2017) has helped to bridge the gap between vision and language. With the release of the DSTC7 dataset in (Le et al., 2019b), which used a multimodal transformer in order to represent the combined information from multiple modalities,
such as video and text. Similarly, the DSTC7 dataset was used for creation in (Le et al., 2019a; Lin et al., 2019; Alamri et al., 2018) by combining audio and visual elements. For building multimodal dialogue systems, recently a Multimodal dialogue (MMD) dataset (Saha et al., 2018), containing dialogues in the fashion domain was released. On the MMD dataset (Agarwal et al., 2018a; Agarwal et al., 2018b; Liao et al., 2018) used the hierarchical encoder-decoder paradigm by using information from text, images, and external knowledge bases. (Chauhan et al., 2019) recently proposed position-aware and attribute-aware attention for textual response generation. The authors of (Cui et al., 2019) generated responses on the MMD dataset using a hierarchical attention technique.

Memory networks (Sukhbaatar et al., 2015) were first employed to handle dialogue state and knowledge together (Bordes et al., 2017; Meng et al., 2018), and subsequently they were enhanced to include a copying mechanism (Madotto et al., 2018; Wu et al., 2019). For task-oriented dialogue generation, knowledge-based end-to-end memory networks have been established (Raghu et al., 2019; Reddy et al., 2019; Chen et al., 2019; Wang et al., 2020) using multi-level, working, and dynamic types of memory. In DDMN (Wang et al., 2020), a memory manager is used to dynamically track the flow of history information during conversations to retain the important parts from both the dialogues and KB.

The authors of (Wu et al., 2019) employed a encoder and a local decoder to exchange external knowledge in task-oriented dialogue settings. (Tian et al., 2019) examines a memory-augmented architecture capable of extracting critical information during training for better response generation. (Zhang et al., 2021) create a knowledge-grounded dialog system by making use of state-of-the-art pre-trained GPT-2 language model. (Agarwal et al., 2018b) built Text-only HRED (T-HRED) encoder-decoder model with context and knowledge extensions. They devised a mechanism to ground textual responses on knowledge (KB).

In this work, we demonstrate how appropriate knowledge can improve the task of multimodal dialogue generation. Our work focuses on creating knowledge grounded replies in a multimodal context using input from both text and images using a neural conversational model named MKGITN. Our method allows use of a large-scale knowledge base and exploits visual features to facilitate both the understanding of an utterance and the generation of a response with a novel multi-modal knowledge grounded incremental transformer model.

3 Methodology

3.1 Problem Statement

The aim of this work is to incorporate relevant reviews of hotels as knowledge base and associated images with the input utterances into the multi-turn conversations to generate contextually relevant textual responses. Let a whole dialogue containing K utterances be represented by \( U = u^{(1)},...,u^{(k)},...,u^{(K)} \). There is a knowledge base \( b^{(k)} \) associated with every utterance containing J words \( (b_1^{(k)},...,b_{i}^{(k)},...,b_{j}^{(k)}) \). Similarly, for every utterance \( u^{(k)} \), there are images also associated with the k-th utterance \( g^{(k)} = g_1^{(k)},...,g_{m}^{(k)},...,g_{M}^{(k)} \) which represents the image base related to the k-th utterance containing M images. Our aim is to generate a response \( u^{(k+1)} \) for the task of grounded multimodal conversations given the previous K utterances \( U_{\leq k} \) with related knowledge base \( B_{\leq k} \) and image base \( G_{\leq k} \).

As a result, the likelihood of generating target response \( u^{(k+1)} \) is computed as:

\[
P(u^{(k+1)}|U_{\leq k},B_{\leq k},G_{\leq k};\theta) = \prod_{k=1}^{K} P(u^{(k+1)}|U_{\leq k},B_{\leq k},G_{\leq k},u^{(k)};\theta)
\]

3.2 Self-Attention based utterance and knowledge encoder

We use a self-attention based encoder (Vaswani et al., 2017) to encode the knowledge sentence and current utterance independently. We use multi-head attention to estimate the features of the knowledge base, \( b^{(k)} \). The encoder receives a sequence of knowledge base word embeddings along with positional embedding as input.

\[
I_b^{(k)} = [b_1^{(k)},...,b_J^{(k)}]
\]

\[
b_j^{(k)} = e_{b_j} + PE(j)
\]
where $e_{b}$ is the word embedding of $b^{(k)}_{j}$ and PE(.) denotes the positional encoding function. There are two sublayers in each layer. A multi-head self-attention is the initial sub-layer. The second sub-layer is a fully connected feed-forward network. This FFN is made up of two linear transformations separated by a ReLU activation.

$$A^{(n)} = MultiHead(In^{(k)}_{b}, In^{(k)}_{b}, In^{(k)}_{b})$$

$$B^{(n)} = FFN(A^{(n)})$$

$$FFN(x) = max(0, xW_1 + b_1)W_2 + b_2$$

$$d^{(k)} = B^{(n)}$$

3.3 Image Encoder

To extract image features for all of the images in a given dialogue turn, a pre-trained VGG-19 (Simonyan and Zisserman, 2014) model is employed. To produce a global image context representation, the concatenation of single image features is fed into a single linear layer.

$$Img_{m}^{(k)} = VGG(g_{m}^{(k)})$$

$$Img_{c} = concat(Img_{1}^{(k)}, Img_{2}^{(k)}, ..., Img_{m}^{(k)})$$

$$Img_{f} = ReLU(W(Img_{c}) + bias)$$

$$r^{(k)} = Img_{f}$$

where $W$ and $bias$ are the trainable weight matrix and biases, respectively. Since there are only 5 photos in a single turn, zero vectors are evaluated in the absence of images.

3.4 Multi-modal knowledge grounded incremental transformer network

The multi-modal knowledge grounded incremental transformer network is a unified transformer encoder that encodes multi-turn utterances using an incremental encoding approach. We use a transformer encoder to encode the multi-turn knowledge and image grounded utterances. The knowledge features, image information, and context are incorporated into the current utterance’s features using multi-head attention. The architecture is shown in Figure 2.

Each layer is divided into five sub-layers. A multi-head self-attention on the output of the last layer is the first sub-layer:

$$C^{(n)} = MultiHeadAttn(S^{(n-1)}, S^{(n-1)}, S^{(n-1)})$$

where $S^{(0)} = In^{(k)}_{a}$. We apply a multi-head attention on the knowledge base representation in the second sub-layer. The third sub-layer is multi-head attention over the image representation. A multi-head context attention is applied in the fourth sub-layer:

$$D^{(n)} = MultiHeadAttn(C^{(n)}, d^{(k)}, d^{(k)})$$

$$E^{(n)} = MultiHeadAttn(D^{(n)}, r^{(k)}, r^{(k)})$$

$$F^{(n)} = MultiHeadAttn(E^{(n)}, c^{(k-1)}, c^{(k-1)})$$

where $c^{(k-1)}$ is the representation of the previous utterances. The fifth sub-layer is a position-wise fully connected feed-forward network:

$$S^{(n)} = FFN(F^{(n)})$$

$$c^{k} = S^{n}$$

3.5 Decoder

Similarly, the transformer decoder is used to decode the responses. The encoder and decoder layers are nearly identical, but the decoder layer now incorporates two multi-head attention layers for
self-attention and encoder-decoder attention, respectively.

\[ \mathbf{I}_{k+1} = [u_1^{(k+1)}, ..., u_{i-1}^{(k+1)}] \quad (17) \]

\[ \mathbf{P}^n = \text{MultiHeadAttn}(\mathbf{Q}^{(n-1)}, \mathbf{Q}^{(n-1)}, \mathbf{Q}^{(n-1)}) \quad (18) \]

where, \( \mathbf{Q}^{(0)} = \mathbf{I}_{k+1} \).

\[ \mathbf{R}^{(n)} = \text{MultiHeadAttn}(\mathbf{P}^{(n)}, \mathbf{c}^k, \mathbf{c}^k) \quad (19) \]

\[ \mathbf{Q}^{(n)} = \text{FFN}(\mathbf{R}^{(n)}) \quad (20) \]

To predict the next word, we utilize softmax to get the probabilities of the words decoded by the decoder.

\[ P(\hat{u}^{(k+1)}) = \text{softmax}(\mathbf{Q}^{(n)}) \quad (21) \]

### 3.6 Training Loss

\[ \text{Loss} = - \sum_{i=1}^{m} \log P(\hat{u}^{(k+1)}) \quad (22) \]

### 4 Datasets and Experiments

We give the details of the datasets used in our experiments, as well as a full summary of the experimental parameters.

#### 4.1 Dataset

One of the primary contributions of this work, as previously noted, is a large-scale Knowledge Grounded Multimodal Dialog dataset (KGMMD). The dataset contains dialogues with textual and visual information, as well as content related knowledge in the sequence of interactions. To assist customers in making informed judgments, relevant visuals relating to the products are used. The underlying knowledge comprises of reviews associated with every product mentioned in the conversation. This dataset will aid in the development of powerful multimodal goal-oriented discussion systems. KGMMD is an extension of Multi-domain Multi-modal Dialogue (MDMMD) dataset (Firdaus et al., 2021; Firdaus et al., 2020) having text-based and image-based conversations. Figure 1 in the introduction section provides a few samples from our freshly constructed dataset. In the following section, we provide the details of corpus creation, its statistics, and quality analysis, accompanied by references to the current goal-oriented conversation to demonstrate the use and relevance of our work.

#### 4.2 Process for Data Collection

Clients reserving hotels for various events such as excursions, conferences, parties, and so on are the focus of conversations in the hotel domain. The customer will need to see images of the rooms in order to choose the best one. When choosing a room, customers see at the different facilities such as a T.V., fan and an air cooler etc. This information is immediately evident through the photographs, which can assist the consumer in selecting the best accommodations for themselves.

In addition to the images, we augment the conversation with a grounded pair of utterance and response. We initially extract all of the hotel names from the dataset and then crawl their reviews\(^1\). We then use a pre-trained question creation technique to construct questions for all of the collected reviews\(^2\). All of the generated queries are transformed into user utterances. We use cosine similarity to select the most comparable sentence from the review to the produced question and assign it as the response for the related system response. Lastly, we give the matching review to the utterance-response pair as knowledge base (kb). In total, two such utterance-response pairs have been added to the original dataset. Finally, we use three human annotators to see if the augmented utterance-response combinations were out of context from the previous dialogue.

#### 4.3 Dataset Statistics

The statistics for the complete dataset are shown in Table 1. In the table, we show the total number of dialogues in the entire dataset, which includes both written and visual responses. The dataset is divided into three sections: train, test, and validation, comprising of 80%, 10%, and 10% of the conversation in each segment. Table 1 shows the details of the number of utterances, average turn per dialogue, as well as the average length of utterances.

---

\(^1\)tripadvisor.com

\(^2\)https://github.com/patil-suraj/question_generation
Table 1: Dataset details

|                  | Train  | Valid  | Test   |
|------------------|--------|--------|--------|
| #Conversation    | 38,361 | 4,795  | 4,794  |
| #Utterances      | 9,80,420 | 1,22,551 | 1,22,531 |
| Avg. length of utterances | 14.820 | 14.693 | 14.725 |
| Avg. # of Turns  | 10.779 | 10.782 | 10.769 |

4.4 Experimental setup and Evaluation metrics

In this section, we describe the implementation details, baselines and the evaluation metrics.

4.5 Implementation Details

We have used the existing pytorch based code framework by (Agarwal et al., 2018a) for our experiments. The encoder and decoder layers are both set to six, with 512-dimensional hidden states and a dropout of 0.1. In the feed-forward hidden layers, there are 8 multi-head attention heads and 2048 nodes. The word embedding dimension is empirically set to 512. For optimization, we use Adam (Kingma and Ba, 2014). VGG-19’s 4096-dimensional FC6 layer image representations were used.

4.6 Baseline Models

To demonstrate the utility of our model, we compare it to the following benchmarks:

1. HRED: The hierarchical encoder-decoder model (Serban et al., 2015; Serban et al., 2016) is used to establish this baseline. The words of the utterances are encoded by the encoder RNN, while the conversation history is encoded by the context RNN which is used to decode a response using another decoder RNN network.

2. MHRED: The second fundamental model is an extension of the first baseline model in which multi-modal information, such as images, is combined to provide a cohesive response. (Agarwal et al., 2018a).

3. HRED(+kb): This model is an extension of the HRED baseline (Agarwal et al., 2018b), in which we leverage review knowledge, which is encoded by the kb encoder before going through the decoder to generate suitable responses, in addition to the context encoder for encoding conversation history.

4. MHRED(+kb): The MHRED model is extended to MHRED(+kb) in which along with combining image output along with encoder output as in MHRED framework to include multimodal data, we also use review knowledge which is encoded by kb encoder before passing through the decoder to generate relevant responses.

5. MHRED(+attn): To capture relevant words in the input sequence, we apply word-level attention (Luong et al., 2015) on the encoder side of the MHRED model.

6. MHRED(+kb)(+attn): We utilise the knowledge base encoded by kb encoder and word level attention mechanism as in MHRED(+attn) model which is used by the decoder to generate contextual responses.

7. Transformer: This is a model based on the transformer encoder by (Li et al., 2019) which incrementally applies multi-head attention to build up the representation of the relevant conversation context.

8. MTransformer: We extend the first baseline of transformer model by including multi-modal information like images for generating logical responses. We apply a multi-head image attention layer and multi-head context attention to build up the representation of relevant context and image knowledge.

9. Transformer(+kb): Lastly, we again modify the Transformer model to accommodate the knowledge base by utilizing an extra multi-head knowledge attention layer over the already established multi-head context attention layer.

4.7 Evaluation Metrics

Automatic Evaluation: For evaluation, we choose BLEU (Papineni et al., 2002), F1³ and Embedding-based metrics⁴ (Liu et al., 2016) such as Greedy Matching, Vector Extrema and Embedding Average. BLEU and the unigram F1-score are used to calculate the word overlap between the ground truth and predicted response. Word-matching-based statistics have been replaced by embedding-based

³https://github.com/facebookresearch/ParlAI/blob/master/parlai/core/metrics.py
⁴https://github.com/Maluuba/nlg-eval
Table 2: Automatic and human evaluation metrics for baseline and our proposed (MKGITN) model. Leading results for each metrics are indicated with a bold face.

| Models                | BLEU-1% | BLEU-2% | BLEU-3% | BLEU-4% | F1% Embedding Average | Vector Extrema | Greedy Matching |
|-----------------------|---------|---------|---------|---------|------------------------|----------------|-----------------|
| HRED                  | 49.597  | 47.426  | 46.241  | 45.408  | 74.399                 | 0.948          | 0.795           | 0.896           |
| MHRED                 | 49.664  | 47.522  | 46.338  | 45.496  | 74.423                 | 0.947          | 0.793           | 0.895           |
| MHRED(+attn)          | 50.133  | 48.076  | 46.901  | 46.050  | 75.697                 | 0.948          | 0.803           | 0.903           |
| Transformer           | 50.498  | 48.426  | 47.244  | 46.394  | 75.910                 | 0.950          | 0.806           | 0.902           |
| MTransformer         | 51.626  | 49.743  | 48.614  | 47.781  | 77.597                 | 0.952          | 0.819           | 0.911           |
| HRED(+kb)             | 52.000  | 50.317  | 49.352  | 48.641  | 78.890                 | 0.954          | 0.824           | 0.915           |
| MHRED(+kb)            | 51.380  | 49.549  | 48.510  | 47.756  | 78.082                 | 0.951          | 0.818           | 0.911           |
| MHRED(+attn)(+kb)    | 52.009  | 50.153  | 49.060  | 48.249  | 78.627                 | 0.953          | 0.822           | 0.914           |
| Transformer(+kb)      | 53.096  | 51.365  | 50.310  | 49.514  | 79.570                 | 0.955          | 0.830           | 0.918           |
| MKGITN                | 53.271  | 51.607  | 50.582  | 49.803  | 79.846                 | 0.955          | 0.832           | 0.919           |

Table 3: Human assessment results for transformer based baseline models along with our proposed (MKGITN) model on the KGMMD dataset. The results in bold reflect the best value for the metric.

| Models    | Fluency | Adequacy | Knowledge Existence | Knowledge Correctness | Knowledge Relevance |
|-----------|---------|----------|---------------------|-----------------------|---------------------|
| Transformer | 1.83    | 1.64     | 1.25                | 1.125                 | 1.125               |
| Transformer (+kb) | 1.83    | 1.68     | 1.5                 | 1.44                  | 1.44                |
| MTransformer | 1.84    | 1.69     | 1.66                | 1.69                  | 1.69                |
| MKGITN    | 1.85    | 1.73     | 1.94                | 1.75                  | 1.81                |

Human Evaluation: Aside from the automatic evaluation, we chose 100 samples at random from the KGMMD dataset. We engage two experts, each with a post-graduate degree and relevant expertise, to serve as annotators for human judgment using the metrics below:

(i) Fluency: It’s a metric for measuring the grammatical correctness of a sentence. (ii) Adequacy: We evaluate the coherence of the generated response in relation to the conversation context. (iii) Knowledge Existence (KE): This statistic determines whether or not the response is knowledgeable. (iv) Knowledge Correctness (KC): It’s used to see if the knowledge in the generated responses is correct. (v) Knowledge Relevance (KR): This metric is used to determine whether or not the knowledge is right and relevant to the situation.

Each response is given a score of 0 to 2 (representing “incorrect,” “moderately correct,” and “perfect”) by the annotators. The annotators’ agreement is calculated using Fleiss’ kappa(Fleiss, 1971).

5 Results and Analysis

5.1 Automatic evaluation results

The results of utilizing automatic evaluation metrics on the KGMMD dataset are shown in table 2. On most measures, MKGITN outperforms the baseline models, highlighting the value of combining external knowledge with image features for the job of document-grounded multimodal dialogue generation. On KGMMD, MKGITN achieves a considerable increase in F1 score and BLEU-4 when compared to the previous best HRED-based models, achieving a new state-of-the-art. The results are all statistically significant (t-test with p-value at 0.05 significance level).

We saw a significant improvement in the automatic evaluation metrics from our models that incorporate multimodality, such as MHRED and MTransformer, indicating efficient use of visual information provided with the input utterances. MKGITN, on the other hand, is able to capture the dialogue context and successfully apply external information to generate proper responses, as evidenced by the significant improvement in all models when knowledge is used. Rather than relying on word overlaps, embedding-based metrics compute the cosine similarity between the predicted and reference sentences’ embeddings. All three metrics have
greatly improved, suggesting that our methodology is successful and outperforms the strongest baseline, MHRED(+kb)(+attn), by a significant margin.

Example 1:
Context: there are some possible hotels given below.
Ground Truth: fairfield by marriott amritsar golden tulip hyatt regency amritsar
Transformer(+kb): fairfield by marriott amritsar golden tulip hyatt regency amritsar
MKGITN: fabexpress hello homz bengali square trend paradise indore trend trend trend shivani.

Example 2:
Context: the fundamental specifications are as follows: plot no 63 offers a hot tub. sydney point is 2.8 miles from the guesthouse. what did sumit negi say was the best hospitality?
Ground Truth: really provided the best hospitality. 
KB: Stayed here for one night only. Room was neat and clean with the clean linen. Food was also tasty and hygienic. And the service... that was excellent. I met with mr sumit negi who was the manager there. Really provided the best hospitality. Definitely recommendable. ... will visit again. Thanks.
Transformer: thank you mr sumit patel, senior sales manager.
Transformer(+kb): I stayed here with my number of adults and one child.
MTransformer: really provided the best hospitality.
MKGITN: really provided the best hospitality.

Figure 3: Predictions from our proposed MKGITN model.

5.2 Human evaluation results
Table 3 shows the findings of the human evaluation. Because manual evaluation is costly, we only compare our proposed model to the four transformer-based models on KGMMMD. MKGITN has improved fluency and outperforms baseline models on both adequacy and knowledge-related criteria, showing high correlation with the automatic evaluation results. The annotators’ for human evaluation have kappa scores greater than 0.75, indicating that they all agree with each other.

In Figure 3, we present a few example conversations as predicted by the proposed (MKGITN) and baseline models (Transformer, MTransformer and Transformer(+kb)) on test set of KGMMMD dataset. In the first example, we may note that the proposed model (MKGITN) efficiently utilizes the image information associated with the conversation. As seen in the second example, the model correctly decodes the response using more detailed information from the review based knowledge.

5.3 Error Analysis
Using the generated responses, we conduct a thorough examination of our proposed model and classify the errors it encounters into the following categories:

1. Incorrect values: Because multiple products may have similar qualities, the model occasionally generates inaccurate values in the predicted utterance, such as hotel pricing, when compared with the gold utterance:
   Gold: Rs 5,305 3 nights for Rs 15,915; Predicted: Rs 36,480.
2. Incorrect knowledge: The model focuses on incorrect knowledge with respect to the conversational history since sometimes the knowledge contains extra information not related to the context.
   Gold: if you are a golfer - or even if you are not - staying at seaview is truly a treat; Predicted: if you are not staying at seaview is truly a great hotel - a long - term or stay.
Knowledge Base: We started staying at this hotel several years back for a junior golf tournament - we thought it was beautiful then. ... If you are a golfer - or even if you are not - staying at Seaview is truly a treat. Old school hospitality, beautiful furnishings, a quiet setting and just a short drive from AC...love this place!.

6 Conclusion
This research proposes a novel knowledge-driven paradigm for generating knowledge-based discussion in task-oriented settings. We employ both an image and an external knowledge base to support conversation understanding and generation. The results of the assessments on the KGMMMD dataset show that a multi-modal knowledge grounded incremental transformer network may provide factually correct and informative responses by combining grounded knowledge and multimodal information linked with input utterances.

The dataset, codes and models used to replicate our findings are available at https://github.com/deekshaVarshney/KGMMMD.git. We plan to leverage the sentiment values linked with the reviews in our knowledge base in the future to expand our work to sentiment and aspect based multimodal dialogue generation based on knowledge.
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