Deep Learning approach for Classifying Trusses and Runners of Strawberries
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Abstract. The use of artificial intelligence in the agricultural sector has been growing at a rapid rate to automate farming activities. Emergent farming technologies focus on mapping and classification of plants, fruits, diseases, and soil types. Although, assisted harvesting and pruning applications using deep learning algorithms are in the early development stages, there is a demand for solutions to automate such processes. This paper proposes the use of Deep Learning for the classification of trusses and runners of strawberry plants using semantic segmentation and dataset augmentation. The proposed approach is based on the use of noises (i.e. Gaussian, Speckle, Poisson and Salt-and-Pepper) to artificially augment the dataset and compensate the low number of data samples and increase the overall classification performance. The results are evaluated using mean average of precision, recall and F1 score. The proposed approach achieved 91%, 95% and 92% on precision, recall and F1 score, respectively, for truss detection using the ResNet101 with dataset augmentation utilising Salt-and-Pepper noise; and 83%, 53% and 65% on precision, recall and F1 score, respectively, for truss detection using the ResNet50 with dataset augmentation utilising Poisson noise.
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1 Introduction

Artificial Intelligence (AI) is commonly defined as the system’s ability to interpret external data correctly, to learn from such data, and to use the knowledge obtained to achieve specific goals and execute tasks through flexible adaptation, [1]. AI is used to perform complex tasks that would otherwise require humans to complete, leading to increased automation and precision when these tasks are completed. Deep Learning (DL) methods are widely used for pattern recognition
by simulating the brain plasticity. Convolutional Neural Networks (CNNs) are a type of DL algorithms for the classification of visual data.

Due to the fact that businesses are discovering that tasks can be automated using AI, the latter is becoming increasingly used to replace manual work, therefore lowering costs and minimising human error. Furthermore, with the current scarcity of seasonal employees in the United Kingdom, farmers are giving out fruits and vegetables to minimise wastes [2], hence the need to automate agricultural processes using AI. Strawberry cultivation is already being automated, and AI is being used to further automate the process. With this, it is possible to segment the images of strawberries by understanding their structure. In [3] the structure of a strawberry plant is detailed, as well as what each part of the structure does. Flowers and, eventually, fruits sprout from the trusses. Strawberry runners are horizontal stems that run above ground and create new clone plants at the end of the long stem. By taking the runner from the plant, farmers are able to preserve the strawberry varieties which are yielding better fruit. It is possible to detect which plants are more suited for farming using DL algorithms, and so boost strawberry harvest productivity.

In this paper, Semantic Segmentation is proposed to classify runners and trusses of strawberries from images and/or videos. The identification of trusses and runners is required to automate the process of auto pruning (old trusses and runners removal) and autonomous strawberry harvesting (ripping strawberries from their trusses). It is intended that the proposed methodology will help to improve farming processes and can be easily adopted to other crops. The remainder of this paper is composed of, Section 2 where we perform an extensive literature review of DL being used in farming. Section 3 explains the DL model to classify strawberry trusses and runners. Section 4 presents the results obtained by the proposed model and evaluates them, and Section 5 draws conclusions and future work.

2 Literature Review

AI is being used to increase the productivity and reduce wastes by enabling farmers to make informed decisions on farming practices [4]. Substantial studies have been conducted using different DL methods and computational models for the classification of fruits and plants [5,6,7].

Bargoti et al. [8] uses the Faster Region-based Convolutional Neural Network (R-CNN) for the classification of orchards, such as mangoes, almonds, and apples. The Faster R-CNN framework showed an outstanding performance on multiple orchard image data. The use of data augmentation techniques such as flip and scale augmentations were useful to improve performance with varying number of training images, resulting in equivalent performance with less than half the number of training images. The paper presented an F1 score of 90% for mangoes and apples classification.

Lamb et al. [9] proposed using a system based on CNNs for strawberry detection. Additionally, ablation studies are presented to validate the choice of the
Deep Learning approach for Classifying ... hyperparameters, framework, and network structure. The work also introduces input compression, image tiling, colour masking, and network compression to both the training data and network structure to improve precision and computational time. The implementation of the work was done using a Raspberry Pi 3B\textsuperscript{1} with a detection speed of 1.63 frames per second (fps) and an average precision of 84.2\%. Due to the system’s effectiveness, unmanned robots could be used to replace humans as harvesters, potentially increasing agricultural efficiency and lowering crop damage.

A high segmentation accuracy and effective extraction of greenhouse fruit parts can be achieved using Latent Dirichlet Allocation (LDA). Wang and Lihong \cite{10} performed an unsupervised segmentation of greenhouse plants based on Mean-Shift Bandwidths Searching Latent Dirichlet Allocation (MSBS-LDA). The comparison experiments show that the proposed MSBS-LDA algorithm achieves good expression of image detail and global structure information at the same time, allowing it to accurately include the lesion part of the plant and distinguish it from mosses of similar colour by adjusting the topic number.

Kestur et al. \cite{11} proposed the MangoNet architecture for mango classification using semantic segmentation. The MangoNet was trained using 11096 image patches of size 200×200 obtained from 40 images. Testing is carried out using 1500 image patches created from 4 test images. The results are analysed for performance of segmentation and detection of mangoes using the precision, recall and F1 score based on the contingency matrix. The authors claim that the model is robust for the mango detection, irrespective of scale, occlusion, distance and illumination conditions, characteristic to open field conditions. Whilst comparing the performance of the MangoNet with Faster Convolutional Network (FCN) architectures trained on the same data, MangoNet outperforms its variant architectures.

Titan et al. \cite{12} proposed the detection of apples in different growth stages using YOLOv3 model. This work considers fluctuating illumination, complex backgrounds, overlapping apples and branches and leaves. The images used were augmented using rotation transformation, colour balance transformation, brightness transformation and blur processing. The authors then used a DenseNet architecture to process feature layers with low resolution in the YOLOv3 network. This effectively enhances feature propagation, improves feature reuse and network performance. The YOLOv3 is an effective CNN architecture for the classification of apples under challenging classification scenarios (such as partial occlusion, low visibility, and severe weather conditions) and can be used in real-time applications \cite{12}.

Kang et al. \cite{13} suggested the DaSNet-v2 for instance segmentation on fruits, and semantic segmentation on branches. DaSNet-v2 uses ResNet101 achieves 86.8\%, 88\% and 87.3\% on recall, precision of detection, and accuracy of instance segmentation on fruits. The accuracy for branch segmentation is 79.4\%. DaSNet-v2 with light-weight backbone Resnet-18 achieves 85\%, 87\% and 86.6\% on recall, 86.8\%, 88\% and 87.3\% on recall, precision of detection, and accuracy of instance segmentation on fruits. The accuracy for branch segmentation is 79.4\%.

\footnote{Available online, \url{https://www.raspberrypi.com/products/raspberry-pi-3-model-b/}, last accessed 17/06/2022}
precision of detection, and accuracy of instance segmentation on fruits. As for accuracy of branch segmentation, the result obtained is 77.5%. The authors claim that DaSNet-v2 can robustly and efficiently perform the vision sensing for robotic harvesting in apple orchards.

Although the focus of this paper is on strawberry farming, the proposed methodology can be applied to other areas of farming (from production to commercialisation). Identifying strawberry diseases from its leaf can prevent damage to the fruit. Some diseases can be detected from the leaf, examples of which includes spot leaf, blight leaf and scorch leaf. Ramadani et al. [14] used ResNet50 architecture with 3600 images to create a model to identify strawberry diseases from its leaf. When a strawberry runner is replanted it will grow a clone of the original strawberry plant, hence being able to detect the leaf disease allows farmers to know in advance which plants are healthy. The model achieved 99.9% accuracy for the spot leaf, 99% for scorch leaf and 99.9% for a healthy leaf, therefore, showing that it is possible to identify diseases in strawberry leaves.

Emerging technology in this area supports farm tasks like yield mapping or robotic harvesting [15]. The latter can reduce the costs of labour and increase the overall quality of fruit produced. The research achieved higher accuracy of detection and quicker processing times in comparison to the traditional detectors. The authors in [15] claim that AI has great potential in the development of an autonomous and real time harvesting or yield mapping/estimation system. The framework is composed of an image library containing fruits and an improved faster R-CNN model generation for better performance evaluation.

Different DL methods were revised in this section for the classification of fruits and identification of diseases. Nevertheless, no work was found to the best of our knowledge for the classification of strawberry runners or trusses. In this paper, semantic segmentation using both ResNet50 and ResNet101 are proposed to classify runners and trusses of strawberry plants for future pruning and harvesting applications that can extended to other crops.

3 Methodology

A custom dataset was generated for this project, which is now publicly available [16]. The dataset is composed of 222 images, of which 194 images are for train and 28 images for testing. 57% of the images contain only trusses, 12% contain only runners, and the remaining 31% of the images contain both trusses and runners.

The semantic segmentation was done using the PixelLib library\(^2\) to train the model on the custom dataset. PixelLib offers the flexibility of training the model using ResNet50 and ResNet101 networks. In our work, we trained the model on both networks. Methodologies (such as Ga and Salt-and- artificially augment the dataset. The augmentation methods were used of the networks while training the model on the dataset. For each case, the training

\(^2\) Available online, [https://github.com/ayoolaolafenwa/PixelLib](https://github.com/ayoolaolafenwa/PixelLib), last accessed 17/06/2022
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Thirdly, evaluation; the evaluation is the Mean Average Precision (MAP). Judging by the MAP one should be able to know if the model will be successful for inference with sample images.

Lastly, inference; inference is the model’s final component. This component is responsible for checking the performance of the model on new images that are not within the dataset. An image is inputted, and the model detects the trusses and runners within that image and then outputs a new image with the bounding boxes and labels drawn around the trusses and runners that have been predicted within the image. The evaluation of this component is done using recall, precision, and F1 score. These values are calculated according to equations 1, 2 and 3 respectively.

\[
Recall : re = \frac{tp}{tp + fn}
\]

\[
Precision : pr = \frac{tp}{tp + fp}
\]

\[
F1-score : f1 = 2 \times \frac{pr.re}{pr + re}
\]

Where, \(tp\) is the true positives, \(tn\) is the true negatives, \(fp\) is the false positives and \(fn\) is the false negatives.

### 4 Results and Evaluations

This section presents the result for the classification of trusses and runners. Table 1 shows the results per network ResNet50, ResNet101 and per noise (i.e. Speckle, Salt-and-Pepper, Gaussian and Poisson).

| Architecture name | MAP (%) | Number of epochs | Augmentation type | Parametrization |
|-------------------|---------|------------------|------------------|-----------------|
| ResNet50          | 1.2086% | 300              | None             | None            |
| ResNet50          | 1.3281% | 300              | Speckle          | Severity = 2    |
| ResNet50          | 1.1368% | 300              | Salt-and-Pepper  | 0.1             |
| ResNet50          | 0.1333% | 300              | Gaussian         | scale=0.2 x 255 |
| ResNet50          | 0.5%    | 300              | Poisson          | 40              |
| ResNet101         | 1.3168% | 300              | None             | None            |
| ResNet101         | 0.0625% | 300              | Speckle          | Severity = 2    |
| ResNet101         | 0.4608% | 300              | Salt-and-Pepper  | 0.1             |
| ResNet101         | 1.0424% | 300              | Gaussian         | scale=0.2 x 255 |
| ResNet101         | 1.1125% | 300              | Poisson          | 40              |
Inference used ResNet101 for backbone with 300 epochs and Salt-and-Pepper augmentation added to 10% of the images in the dataset. The inference input and output image can be seen in figure 1 and figure 2.

![Fig. 1. Input image for inference component](Image)

![Fig. 2. Example of classification. The left figure shows trusses being classified, while the right image shows also trusses and runners.](Image)

Table 2 present the results for all models for trusses. It is possible to observe that irrespective of the augmentation, ResNet101 results for trusses show high precision (values ranging from 0.88 to 0.91). The best result is for ResNet101 is obtained for Salt-and-Pepper augmentation, 0.91, 0.95 and 0.92 for precision, recall and F1 score (results highlighted in dark grey). ResNet50 with Poisson augmentation, was able to successfully predict a large amount of trusses, having achieved 0.83, 0.53 and 0.65 for precision, recall and F1 score (results highlighted in light grey).
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Table 2. Recall, precision and F1 scores for trusses

| Architecture name | Augmentation type | Precision | Recall | F1 score |
|-------------------|-------------------|-----------|--------|----------|
| ResNet50          | Speckle           | 0.05      | 0.01   | 0.02     |
| ResNet50          | Salt-and-Pepper   | 0         | 0      | 0        |
| ResNet50          | Gaussian          | 0.26      | 0.04   | 0.07     |
| ResNet50          | Poisson           | 0.83      | 0.53   | 0.65     |
| ResNet101         | Speckle           | 0.88      | 0.83   | 0.85     |
| ResNet101         | Salt-and-Pepper   | 0.91      | 0.95   | 0.92     |
| ResNet101         | Gaussian          | 0.89      | 0.94   | 0.91     |
| ResNet101         | Poisson           | 0.89      | 0.95   | 0.91     |

Table 3. Recall, precision and F1 scores for runners

| Architecture name | Augmentation type | Precision | Recall | F1 score |
|-------------------|-------------------|-----------|--------|----------|
| ResNet50          | Speckle           | 0         | 0      | 0        |
| ResNet50          | Salt-and-Pepper   | 0         | 0      | 0        |
| ResNet50          | Gaussian          | 0         | 0      | 0        |
| ResNet50          | Poisson           | 0         | 0      | 0        |
| ResNet101         | Speckle           | 0.03      | 0.01   | 0.02     |
| ResNet101         | Salt-and-Pepper   | 0         | 0      | 0        |
| ResNet101         | Gaussian          | 0         | 0      | 0        |
| ResNet101         | Poisson           | 0         | 0      | 0        |

Table 3 present the results for all models for runners. Opposed to trusses, runners always show a low value for precision (values ranging from 0 to 3%). Similarly, this pattern can also be observed for recall and F1 score. As shown in Table 3 no model using ResNet50 as backbone were able to predict any runners. Except ResNet101 combined with Salt-and-Pepper augmentation, the results are similar. The former had 3 runners successfully predicted, which could a consequence of only have runners 43% of images. Furthermore, the model trusses and runners are very similar in shape and length and some runners were confused with trusses.

It is possible to observe that overall, ResNet101 outperformed ResNet50 when it comes to overall prediction of both trusses and runners.

5 Conclusions and Future Work

The main objective of this paper is to develop a AI System that is capable to visually identify runners and trusses in strawberry plants. The dataset contains annotated images of both trusses and runners, trusses on their own, runners on their own and also very blurry images of all the previous. It is also visible that the models struggle more with runners than trusses. ResNet101 results for trusses show high precision (values ranging from 88% to 91%) The best results
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for ResNet101 use Salt-and-Pepper augmentation, and achieved 91%, 95% and 92% for precision, recall and F1 score; and 83%, 53% and 65% on precision, recall and F1 score, respectively, for truss detection using the ResNet50 with dataset augmentation utilising Poisson noise. The results were expected because both Salt-and-Pepper and Poisson noises mimic the type of noise that cameras are exposed to in real and natural farming settings.

Implementing different augmentations tried to enhance detection of runners, however this not proved to be successful. There could be a number of different reason why the model struggles to classify runners. The difficulty resides in the fact that trusses and runners are very similar in size, shape, and colour. A possible way to improve results, one could try to apply different parameters to the image augmentations. A search space could be computed from combinations of the parameters, and using a meta-heuristic it would be possible to obtain better results. Alternatively, implementing other types of augmentation such as image rotation for training the models could potentially improve results. Future work also includes testing the model in a real scenario, where a pruning robot could use the model proposed in this work to automatically prune old trusses and runners.
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