Convolutional-Neural-Network-Based Partial Discharge Diagnosis for Power Transformer Using UHF Sensor
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ABSTRACT Given the enormous capital value of power transformers and their integral role in the electricity network, increasing attention has been given to diagnostic and monitoring tools as a safety precaution measure to evaluate the internal condition of transformers. This study overcomes the fault diagnosis problem of power transformers using an ultra high frequency drain valve sensor. A convolutional neural network (CNN) is proposed to classify six types of discharge defects in power transformers. The proposed model utilizes the phase–amplitude response from a phase-resolved partial discharge (PRPD) signal to reduce the input size. The performance of the proposed method is verified through PRPD experiments using artificial cells. The experimental results indicate that the classification performance of the proposed method is significantly better than those of conventional algorithms, such as linear and nonlinear support vector machines and feedforward neural networks, at 18.78%, 10.95%, and 8.76%, respectively. In addition, a comparison with the different representations of the data leads to the observation that the proposed CNN using a PA response provides a higher accuracy than that using sequence data at 1.46%.

INDEX TERMS Partial discharge (PD), fault diagnosis, power transformer, and convolutional neural network (CNN).

I. INTRODUCTION

Over the past several decades, with the development of the economy and the continuous advancement of society, the global energy industry has witnessed rapid growth, and electric energy demand has become increasingly vigorous. As the primary origin for changing the voltage, the power transformer, one of the most important components for maintaining stable operational conditions of a power system, assumes an inevitable role in the network of transmission and dispensing systems [1]–[3]. Working under factual conditions such as the process of manufacturing, installation, maintenance, and a prolonged period of operation, the transformer is unavoidably subjected to external factors such as power, apparatus, and heat. This may lead to the degradation of insulation over a period by gradual erosion in the winding, generating fractional release separator phenomena (partial discharge (PD)), compromising the stable operation condition of the entire system [4], [5]. In addition, if they are not detected at an early stage, PD failures will progressively evolve, and the transformer insulation will increasingly deteriorate. Ultimately, PD will develop into a discharge breakdown or spark discharge, which may result in full insulation deterioration and tremendous economic losses [6], [7]. As a result, monitoring and diagnostic techniques that assess the stable reliability, predict the presence, and identify the types of PD insulation defects in the transformer precisely in a timely manner are of great significance for enhancing the operational reliability of power transformers and maintaining the safe operation of the power grid and the electricity supply [8]–[10].

Electrical measurements based on IEC 60270 are widely used for power transformer testing during routine factory
tests [11]. However, it is difficult to measure and analyze PD owing to electromagnetic noise in the substations. This has led to numerous research endeavors in many nations to look for alternative methods of PD diagnosis. Recently, to identify PD signals, measurements using conventional-pulse current, high-frequency current, ultrahigh frequency (UHF), acoustic emission (AE), and dissolved gas analysis (DGA) have been gaining popularity in the monitoring and evaluation of power transformers [5]. Among these methods, the pulse current and DGA methods are not suitable for providing locations for PD sources, and the acoustic method has the disadvantage of diagnosing faults inside the power transformer [12], [13]. Therefore, the UHF method is widely used for PD diagnosis because of its high sensitivity and robustness to noise [13]. The recognition of UHF signals can provide extremely valuable information in analyzing the internal state, allowing one not only to identify faults in the device but also to determine what kind of faults they are, where they are, and how dangerous they are.

With the progression of signal processing techniques, numerous studies have focused on applying artificial intelligence and optimization techniques for the purpose of monitoring the condition of power system components as well as improving and enhancing the accuracy of diagnosing the fault, consisting of transformer fault diagnosis. Among the various detection techniques, UHF has shown promising results in PD recognition and classification [14]–[17]. Classical PD types have been measured using the UHF antenna, and then a concept based on zero-span was proposed for PD classification in [14]. An enhancement of the diagnostic process with more than one source of PD or interference was presented in [15]. In that study, wavelet-based time—frequency analysis was applied to find suitable features in PD data to distinguish between PD sources at different locations. This technique is based on calculating the similarity between pairs of signals that have been transformed into the time—frequency domain. For on-site PD, reliability of the diagnosis has been achieved using a redundant diagnosis strategy-based system [16].

With the recent and rapid growth of technology, machine learning algorithms, such as artificial neural networks (ANNs), support vector machines (SVMs), and decision trees [17]–[23] have been introduced in the literature as promising techniques for a fault diagnosis of a transformer. Of them, the combination of signal processing techniques and SVMs, which can handle the main issues of a “dimensionality disaster,” “over-fitting,” and local minimum point, has gained increasing prevalence [18]. To classify the PD types in a power transformer, feature extraction of the signals has been accomplished based on a wavelet analysis, and an improved bagging algorithm with a backpropagation neural network and an SVM were then used for the classification task [17]. However, it is challenging to accurately choose the appropriate model parameters, including the kernel function, which has a significant influence on the classification performance of an SVM [19], [20]. The fuzzy theory has a simple structure and achieves a fast diagnosis; however, its learning ability is insufficient, and it does not have the ability to take advantage of previous diagnosis results [21]. For a clear description of the uncertainties and to overcome the limitation of automatically adjusting a fuzzy rule diagnosis, one of the most widely used artificial intelligence methods, an ANN with superior learning capabilities, which generates an efficient structured network with weight vectors instead of fault diagnosis rules, has been introduced for a transformer fault prediction [22], [23]. Although an ANN has strong self-learning and a parallel processing capability to learn from the training data directly, tackling nonlinear relationships and generalized solutions for a new dataset, the convergence of the model is quite slow, oscillation occurs at times, and it easily falls into a local optima [18]. In addition, to acquire the best performance of the network, the selection of parameters of the ANN model, such as the number of hidden layers and the hidden neurons in each layer, must be properly considered. Despite the cooperation of features and the fact that such algorithms have achieved a substantial level of success, it has been perceived that such conventional methods have reached a bottleneck in their development, which restricts the further improvement of the pattern recognition accuracy.

To address these problems, various studies have been conducted using deep learning, which has been recognized as a mainstream of AI because deep learning has shown a much higher accuracy than other machine learning approaches. In particular, convolutional neural networks (CNNs), which have arguably the most widespread deep learning architecture, have increasingly shown prominent results for a variety of computer vision problems such as image classification, segmentation, detection, and video tracking, and have achieved prevailing success and an exemplary performance in the field of pattern classification and retrieval related tasks in recent years [24], [25]. It must first be recognized that the principal dominance of a CNN in comparison to its predecessors is that it automatically and adaptively learns representations by exploiting spatial or temporal correlations in the data based on the use of multiple feature extraction stages and detects the essential characteristics without any human surveillance. In comparison to other deep learning techniques, the complexity of a CNN and the difficulty of its training are greatly diminished through the sharing of parameters and local connections, which additionally decrease the risk of over-fitting [26]. In addition, constructing a network with a deep architecture utilizing a CNN is relatively easy. Similar to many other deep neural networks, the topology of a CNN is separated into multiple learning stages from the input to the output layers composed of a combination of multiple hidden layers, such as convolution layers, pooling layers, a dropout, and fully connected layers in the middle. Each layer has numerous filters, kernels, or neurons that respond to distinctive combinations of inputs from the prior layers, accomplish a convolution, and take its place with an optional non-linearity [27]. In addition to their sample efficiency in achieving accurate models, CNNs tend to be computationally
efficient, both because they require fewer parameters than fully connected architectures and because convolutions are easy to parallelize across GPU cores.

The main objective of this work is to develop a convolutional neural network (CNN) model to address the essential requirements of PD source classification in power transformers. We utilize the characteristics of CNNs to classify the incipient defects of power transformers using the phase–amplitude (PA) response of the PD signals as the input of the CNNs. The structure of the proposed CNN model in our experiment includes convolutional layers and max-pooling layers with the main task of performing feature extraction of the PRPD signal. The dropout and batch normalization hold the responsibility of preventing overfitting. In addition, fully connected layers are applied in our model as a function of mapping the extracted features into the final output, where a classification layer is employed to recognize different insulation faults for the power transformer. The main contributions of this article are as follows.

• A UHF drain valve sensor was used to capture the waves emitted by six types of discharge defects that may occur inside the power transformer [28], [29]. The performance of the proposed method was verified through experiments using artificial cells for the power transformer. In addition, noise is regarded as a normal state to analyze the influence of noise in PD classification.

• The PA response is obtained from the PRPD to decrease the size of the input matrix for the CNN. The PA response has different characteristics for each failure in the power transformer. The proposed CNN with the PA response has better classification performance than the CNN method using PRPDs and achieved a classification performance of almost 100%.

• The proposed CNN has higher classification accuracy than previous classification methods such as linear SVM, nonlinear SVM, and FNN. This is because the proposed CNN has the advantage of feature extraction based on the PA response.

The remainder of this article is organized as follows. In Section II, the description of PRPDs and noise measurements for power transformers is presented. Then, the proposed CNN-based classification method, including the input representation and the framework for CNN, is presented in Section III. Performance evaluations are presented in Section IV. We also compare the performance of the proposed method with other classification methods in this section. Finally, Section V concludes this article. In addition, the acronyms used in this article are listed in Table 1.

II. PRPD MEASUREMENT USING UHF SENSOR

In this section, we present our experimental setup and experimental results for PRPDs in order to investigate the assessment of the PD characteristics in the power transformer. Artificial cells are modeled for six types of faults in power transformers, and noise measurements are also conducted.
detector consists of a logarithmic amplifier and a peak detector, where the logarithmic amplifier is used for the dynamic range compression, and the peak detector is used to capture the maximum values of the UHF PD pulses [30]. After the peak detector, the DAS uses the ADC with $1024 \times f_m$ samples per second, where $f_m = 60$ Hz is the power frequency. The maximum value is then captured at every 8 samples in the DAS, and $P = 128$ samples in each power cycle were used for the PRPD measurements.

The measured signal for $M = 3600$ power cycles is defined in matrix form as

$$
X = \begin{bmatrix}
  x(1, 1) & x(1, 2) & \cdots & x(1, P) \\
  x(2, 1) & x(2, 2) & \cdots & x(2, P) \\
  \vdots & \vdots & \ddots & \vdots \\
  x(M, 1) & x(M, 2) & \cdots & x(M, P)
\end{bmatrix}, \quad (1)
$$

where $x(m, p) \in \{0, 1, \ldots, 255\}$ is the measured signal at the $p$-th data point for the $m$-th power cycle.

### B. PRPD MEASUREMENTS

PRPD measurements according to the form and characteristics of PD signals were performed in artificial cells filled with oil. Fig. 4 shows six artificial cells used for simulating various types of PD insulation defects in power transformers such as protruding electrode discharge, floating discharge, free particle discharge, surface discharge, bad contact between windings, and void PDs [31]. Moreover, the voltage divider and high-voltage AC source for generating PDs in the artificial cells were applied in the PRPD measurements. The test voltages for artificial cells relevant to each type in the experiment are given in Table 2.

![Block diagram of DAS.](image1)

**FIGURE 3.** Block diagram of DAS.

![Artificial cells: (a) protruding electrode, (b) particle, (c) floating, (d) surface, (e) bad contact between windings, and (f) void PDs.](image2)

**FIGURE 4.** Artificial cells: (a) protruding electrode, (b) particle, (c) floating, (d) surface, (e) bad contact between windings, and (f) void PDs.

Next, the matrix $X$ is defined as

$$
X = \begin{bmatrix}
  x(1, 1) & x(1, 2) & \cdots & x(1, P) \\
  x(2, 1) & x(2, 2) & \cdots & x(2, P) \\
  \vdots & \vdots & \ddots & \vdots \\
  x(M, 1) & x(M, 2) & \cdots & x(M, P)
\end{bmatrix}, \quad (1)
$$

where $x(m, p) \in \{0, 1, \ldots, 255\}$ is the measured signal at the $p$-th data point for the $m$-th power cycle.

### TABLE 2. Artificial cells under different voltage levels.

| No. | Artificial cells     | Voltage (kv) |
|-----|---------------------|--------------|
| 1   | Protruding electrode | 14.3         |
| 2   | Particle            | 23.0         |
| 3   | Floating            | 10.6         |
| 4   | Surface             | 14.0         |
| 5   | Turn-to-turn        | 4.0          |
| 6   | Void                | 10.5         |

Fig. 5 presents sequential data for PRPDs under six types of insulation defects with 3600 power cycles in the six artificial cells using the UHF drain valve sensor. As can be seen from Fig. 5a that the discharge pulses of the protruding electrode are observed separately at both a positive and negative half-cycle near 90° and 270°, which have a distribution similar to that of void discharge. However, the pulses of the void are sparser. For the floating and particle, there is an extremely condensed density of evident discharge pulses across all bands at different intensity ranges, as shown in Figs. 5b and 5c, in which the amplitude of floating PDs reaches a record-high of 250. Meanwhile, the discharge pulses of the turn to turn are mainly distributed in the first quadrant. In addition, it can be seen that some sparse pulses emerged in the third quadrant near 270°. Fig. 5d shows that the presence of surface PDs with high amplitude is found massively in the regions.

![Sequential phase-resolved PDs (PRPDs) for six fault types in power transformer: (a) protruding electrode, (b) floating, (c) particle, (d) surface, (e) turn-to-turn, and (f) void.](image3)
FIGURE 6. PA responses of PRPDs for six fault types in power transformer: (a) protruding electrode, (b) floating, (c) particle, (d) surface, (e) turn-to-turn, and (f) void.

around 0° - 90° in the positive band, and from 180° to 300° in the other band, and a smaller part at the end of the phase.

Fig. 6 shows the phase–amplitude (PA) response for PRPDs in 2D representation, where amplitudes of 3600 power cycles are accumulated to generate the PA response, and the number of PDs per 3600 power cycles is illustrated by different colors in a 2D representation. The PA response for PRPDs is defined as

\[
X_{\text{in}} = \begin{pmatrix}
  x_{\text{in}}(1,1) & x_{\text{in}}(1,2) & \cdots & x_{\text{in}}(1,P) \\
  x_{\text{in}}(2,1) & x_{\text{in}}(2,2) & \cdots & x_{\text{in}}(2,P) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{\text{in}}(K,1) & x_{\text{in}}(K,2) & \cdots & x_{\text{in}}(K,P)
\end{pmatrix},
\]

where \( K = 256, \sum_{k=1}^{K} x_{\text{in}}(k,p) = M, \) and \( x_{\text{in}}(k,p) \in \{0,1,\ldots,M\} \) is the number of cycles with an amplitude value \( k \) at the \( p^{th} \) phase with \( k = 1,2,\ldots,K \) and \( p = 1,2,\ldots,P \). Sequential PRPDs in (1) are transformed into the PA response in (2), so the size of the data is substantially decreased. It can be clearly seen from Fig. 6a and Fig. 6f that the PD activity of the defects protruding from the electrode and void are almost symmetric in two half-circles. In addition, the distribution of the fault floating activity, which is not symmetric, is also presented in Fig. 6b.

C. NOISE MEASUREMENTS

The noise was measured in a laboratory environment using the UHF drain valve sensor. Fig. 7 presents an example of noise signals for 3600 power cycles and the corresponding PA response in a 2D representation. Here, it can be seen that with small amplitudes, the pulses of noise signals are sparse and scattered without regularity in all ranges of phases and power cycles, as shown in Fig. 7.

III. PROPOSED CNN FOR PD DIAGNOSIS

In this section, we focus on CNN-based PRPD fault diagnosis. The proposed CNN architecture for classifying PRPDs in power transformers is shown in Fig. 8. The structure of the model is comprised of an input layer, convolutional layers, max-pooling, dropout, batch normalization, flatten, fully connected layers, and an output layer. In the input layer, the PA response, \( X_{\text{in}} \) in (2) is used for PRPDs, where the matrix size of \( X_{\text{in}} \) is smaller than that of sequential data \( \mathbf{X} \) in (1).

Table 3 shows the detailed structure of the proposed CNN model, where the total parameters for the training set number 145,331. To acquire the appropriate characteristics, the input...
data will be resized according to the designed CNN model. The convolutional layer is utilized directly to extract features from the input and map extracted features to form new feature maps. Specifically, using a convolution operation, the convolutional layers convolve the input of the local regions to extract the local features, which is usually referred to as weight-sharing and is afterward followed by the activation function to produce features of the output. It can be seen from Table 3 that, in all convolutional layers, we employed multiple filters with a kernel size of $5 \times 5$ and $3 \times 3$, which have the function of reducing the input size for the next convolution layer resulting in less computational complexity for the next network layer. In addition, it also plays a leading role in reducing the number of parameters, and consequently, the training efficiency of the model is substantially improved.

The activation function, which permits the network to obtain a nonlinear expression of the input to intensify the representation capacity and make the learned features increasingly divisible, is utilized. Owing to both the simplicity of the implementation and its good performance on a variety of predictive tasks, the rectified linear unit (ReLU), which accelerates the convergence of the CNNs, has become the most popular choice of activation function in recent years [32], [33]. The ReLU is defined as follows

$$f(z_l') = \max\{0, z_l'\} = \begin{cases} z_l', & z_l' \geq 0, \\ 0, & \text{else,} \end{cases}$$

in which $z_l'$ is an element of the outputs in the $l$-th convolutional layer. After the first two convolutional layers, the max-pooling layer, which plays the key role of increasing invariance to small local translations as well as decreasing the spatial size of the features and the number of subsequent learnable parameters of the network by subsampling, is employed [33], [34]. The max-pooling acts as a downsampling function with a view to reducing the size of the feature layout and obtaining location-invariant features. As can be seen in Table 3, with a $2 \times 2$-size window and the sampling window step size of 2, pooling layers separate the previous layer’s output into a nonoverlapping subregion and conducts a local max operation over the input features. With the proposed CNN model, after the convolution, ReLU, and pooling layer, dropout, and batch normalization which are used as regularization techniques to reduce the over-fitting and accelerate the training process of the network [35], [36]. By permitting some fraction of the nodes in each layer to be literally rejected before calculating the subsequent layer in each iteration during the training, the dropout technique handles the challenge of a large number of parameters, leading to an acceleration of the training process and the prevention of an overmatching. Likewise, batch normalization, a popular and effective technique that consistently accelerates the convergence of the networks, was also employed to avoid vanishing and exploding gradients mainly caused by the internal covariance shift throughout the training.

Finally, the classification layer, commonly called a softmax layer, comes after the fully connected layer. In this layer, the output value was designed to be equal to the number of objects to be classified, as can be seen in Table 3. The value was set to 7. The task here is to determine the probability of the input batch elements belonging to one of the categories and give the final probabilities for each label. During the classification process, an output value interval is produced with a range of 0–1 for seven different objects, which means that the output to be interpreted as the probability that a given item belongs to a particular class, based on the largest output value of the class, can then be chosen. This means that the output that produces a value of near 1 is perceived to be the object predicted by the network. At the output layer, the output for $C$ classes is obtained using a softmax activation function as

$$z = [z_1, \cdots, z_C]^T = \sigma(h),$$

FIGURE 8. Proposed CNN architecture.
where $z_j$ is the predicted interference representing the $j$-th category in the $C$ classes, $h = [h_1, \cdots, h_C]^T$ is the output of the last fully connected layer, and $\sigma(h)$ is the softmax function, which is defined as

$$z_j = \sigma(h)_j = \frac{e^{h_j}}{\sum_{i=1}^{C} e^{h_i}}. \quad (5)$$

During training, the parameters of the proposed CNN were learned through the minibatch $B$ to minimize the following loss function

$$J(\Theta) = \frac{1}{|B|} \sum_{b \in B} Loss(b), \quad (6)$$

where $\Theta$ is denoted as a correction of every learnable parameter in the model, and $|\cdot|$ is the number of elements in a set. In (5), the loss function is calculated based on the cross-entropy loss as follows

$$Loss(b) = - \sum_{i=1}^{C} t_i \log \left( \frac{z_i^{(b)}}{\sum_{j=1}^{C} z_j^{(b)}} \right). \quad (7)$$

where the superscript $(b)$ is the index for the $b$-th training sample in the minibatch $B$, $t_i = 1$ when the index $i$ is the index for the ground truth, and $t_i = 0$ otherwise. To minimize the loss function, stochastic gradient decent optimization algorithms such as AdaGrad, AdaDelta, and Adam [37]–[39] are used. Here, the Adam optimizer is used to update the network-learnable parameters.

**IV. PERFORMANCE EVALUATIONS**

In this section, the performance evaluation of partial discharge pattern recognition using PRPDs and noise measurements is demonstrated to clarify the results of the CNN algorithm for fault diagnosis in power transformers. The number of samples for noise and each defect in the experiments is shown in Table 4, where noise and six types of faults (protruding electrode, floating, particle, surface, turn-to-turn, and void) are considered and numbered as 0, 1, 2, 3, 4, 5, and 6, respectively.

In our experiments, all of the data was typically split into three parts (training set, validation, and test set) with 80%, 10%, and 10% samples of the data, respectively. Therefore, with 2736 samples in the entire dataset, the training database possesses 2188 samples in total. The validation and test set take up the same figure, at 274 each. During the training process, the optimization step was accomplished to acquire the optimized hyperparameters in accordance with the batch size, layer type, number of layers, and filter size. The proposed model was trained by utilizing different combinations of parameters, and the best combination was chosen. We carried out trials to alleviate the effects of random initial values on the network during our experiments, and then averaged the results to confirm the robustness of the proposed model. Table 5 shows the optimization of the maximum and minimum boundary range of each hyperparameter and whether the parameter was an integer or a real value. Among all models generated, the 16-layer CNN with a $5 \times 5$-size kernel in the first convolutional layer and a $3 \times 3$-size kernel in the rest of the layers using a learning rate, an exponential decay rate for the first moment, a minibatch size, and a learning rate drop factor of 0.0002, 0.5, 32, and 0.5, respectively, achieves the highest overall PD pattern recognition accuracy and the highest pattern recognition accuracy for every type of defect. In addition, the types of activation functions applied strongly affect the PD pattern recognition performance of the CNN. In this study, the performance of CNN was determined with different activation functions such as Tanh, Sigmoid, Swish, ReLU, and Leaky ReLU using the same optimized hyperparameters. The results show that the ReLU function has a higher pattern recognition accuracy than those of CNNs with the other four activation functions.

Table 5 presents the classification results of the performance evaluation of the proposed model based on different representations of the dataset. It can be seen that the proposed CNN model with both types of input data, sequential data, and PA response exhibit the appropriate results for the classification of the transformers’ discharge faults. Nevertheless, the proposed CNN when using the PA response achieves a 99.64% overall accuracy, which is 1.46% higher than when using the sequential data. Here, we use the PA response in (2) as the input of the proposed CNN. Regarding each defect,
from the table, it is obvious that the PD pattern recognition accuracy rate of the proposed CNN method utilizing the PA response as the input shows better results for most of the transformer incipient faults. However, as can be seen, with the “turn-to-turn” defect, the proposed model utilizing continuous data exhibits better characteristics than that using PA data. An analysis of the results shows that the proposed model also has the advantage of using continuous data in this case.

Fig. 9 provides a comparison of the evaluation performance of the proposed CNN model, FNN, and SVMs for partial discharge pattern recognition in a power transformer, where the SVMs use maximum values for power cycles at each phase as a feature vector. For comparison, we used linear and nonlinear SVMs with a radial basis function (RBF) and an FNN model as the baseline models [40], [41]. In the SVMs, the feature vector was obtained based on the maximum of the amplitudes from the PRPD, where the parameter \( C = 0.01 \) for the linear SVM and the parameters \( C = 0.01 \) and \( \gamma = 0.1 \) were chosen after parameter estimation using a grid search. The FNN model was designed with seven hidden layers, the total parameters of which were 4,203,847. In comparison with the proposed CNN method, it is evident that the FNN requires more learnable parameters despite the smaller number of hidden units than the CNN model. From Fig. 9, it is clearly observed that the proposed CNN model attained the highest overall classification accuracy performance (at roughly 99.64%), followed by the FNN and the linear and nonlinear SVM models, of which the linear SVM model is the least effective among the approaches. Note that the FNN is superior to the SVMs, and the nonlinear SVM with RBF is somewhat superior to the linear SVM. This is because the improvement in performance comes from the ability to automatically acquire characteristics of the PA response of PRPDs and recombine them to generate new features from the raw input. Meanwhile, the FNN used the raw input without the phase information of the PRPDs, and the SVMs used a manually created feature vector that combined the characteristics of PRPDs.

Using a PA response, the PD pattern recognition for the FNN and SVMs was also investigated, as shown in Table 7. It is clear that the accuracy rate of the PD pattern recognition of the proposed CNN for every type of transformer incipient fault is the highest among all methods, with an accuracy rate of 100% for almost all defect types. Meanwhile, with only 80.56% and 68.42% accuracy rates in recognizing the particle and void defects, respectively, the FNN model proved less viable in discriminating the defect types. Likewise, for the SVM, the linear and nonlinear versions are both capable of differentiating several faults, such as a protruding electrode and a surface defect with a nonlinear SVM, and the turn-to-turn defect and noise with a linear model. In particular, the protruding electrode and void classification accuracies of 40% and 57.89% are lower than the 60% and 42.11% of the proposed CNN, respectively, which indicates the inefficiency of the linear SVM model in the transformer fault classification.

Furthermore, in order to assert the advantages of the proposed CNN technique and to more intuitively reflect the accuracy of the classification results, the confusion matrix of the FNN is presented in Fig. 10. It can be seen in Fig. 10 that the proposed model shows the degree of distinction of
defect types as relatively high, with accuracy rates of 100% for the defect types of protruding electrode, floating, particle, surface, and void, and approximately 97.4% for the turn-to-turn fault, making it easier to differentiate the defect types. In addition, from Fig. 10a, we can see that among all of the faults, only the turn-to-turn fault is misidentified and incorrectly recognized as a void defect with 2.63%, indicating that the characteristics of the proposed model extraction perform well in other faults but lack the ability to identify the defect in turn-to-turn. This is because there is one sample of 38 samples in the test set according to the turn-to-turn defect, which has the same distribution as the void defect. Meanwhile, the CNN model has shown undisputed efficiency in distinguishing most of the faults. The FNN method has been perceived as less effective in identifying the defect types of protruding electrode, void, and noise. This performance is lower than that of the CNN model at 15%, 5.26%, and 10.53%, respectively.

To better understand the CNN model, we analyzed the internal representation of the trained network at the fully connected layer. Figs. 11a, 11b, and 11c show the t-distributed stochastic neighbor embedding (t-SNE) representations of vectors for the input and fully connected layers of the proposed CNN and FNN schemes, respectively. The t-SNE embedded high-dimensional vectors into 2D spaces while retaining the pairwise similarity [42]. As can be seen in Fig. 11a, the PD signals are very close to each other, so it is difficult to identify and recognize discharge defects precisely using the PD input signal. By contrast, Fig. 11b and Fig. 11c show that the vector of the fully connected layer of both models was much more dispersed when compared to the input vector. The vectors of the fully connected layer of the proposed CNN model for some data of the protruding electrode, void, and noise. This performance is lower than that of the CNN model at 15%, 5.26%, and 10.53%, respectively.

![FIGURE 11. Data visualization using t-distributed stochastic neighbor embedding (t-SNE) of 2188 training samples for (a) input data, (b) FC layer of proposed CNN, and (c) FC layer of FNN model.](image1)

**TABLE 7.** Comparison of classification performance with other methods using PA response.

| Fault types          | Linear SVM (%) | Nonlinear SVM with RBF (%) | FNN model (%) | Proposed CNN (%) |
|----------------------|----------------|----------------------------|---------------|------------------|
| Protruding Electrode | 40.0           | 100                        | 100           | 100              |
| Floating             | 86.96          | 93.48                      | 97.83         | 100              |
| Particle             | 91.67          | 80.56                      | 80.56         | 100              |
| Surface              | 92.11          | 100                        | 100           | 100              |
| Turn to turn         | 97.37          | 86.84                      | 97.37         | 97.37            |
| Void                 | 57.89          | 68.42                      | 68.42         | 100              |
| Noise                | 100            | 89.47                      | 89.47         | 100              |
| Overall              | 80.66          | 88.69                      | 90.88         | 99.64            |

**FIGURE 12.** Classification accuracy performance for different models in case of without noisy data.

**TABLE 8.** Training and testing time comparisons.

| Model type                  | Training time (min) | Test time on test set (s) |
|-----------------------------|---------------------|---------------------------|
| Linear SVM                  | 0.034               | ~ 0.009                   |
| Nonlinear SVM               | 0.0164              | ~ 0.110                   |
| FNN model                   | 0.89                | ~ 0.111                   |
| Proposed CNN                | 2.93                | ~ 0.161                   |
| Proposed CNN using PRPD     | 35.93               | ~ 1.05                    |
FIGURE 13. Confusion matrix for (a) proposed CNN and (b) FNN models in case of without noisy data.

which indicates the predominance of the proposed CNN over the FNN model. Therefore, our proposed method can serve as an effective partial discharge pattern recognition method for a power transformer.

Table 8 shows the training and testing time comparisons for the FNN, SVMs, and proposed CNN, where the timing was normalized to a hypothetical 1-GHz single-core CPU to make the measurement meaningful. In our experiments, with the same hardware configuration, the models were trained and tested on an NVIDIA Titan X GPU with 3584 cores, each running at 1.4 GHz. As can be seen, the proposed CNN model was slower with a 2.93-min training time compared to 0.89 and 0.034 min of the FNN and linear SVM model, respectively. However, a test period of roughly 0.161 s for the proposed model using a PA response is appropriate for an offline application. Moreover, to employ a different input, the use of a PA response from PRPDs for the dimension reduction of the CNN input. The experimental results revealed that the proposed CNN achieved a classification accuracy of 99.64% and had 18.78%, 10.95%, 8.76%, and 1.46% higher classification performance than linear SVM, nonlinear SVM, FNN, and CNN using PRPDs, respectively. The proposed CNN using the PA response can be applied to the fault diagnosis of other power equipment. In addition, further verification of the proposed method will be conducted using continuous data and the PA response based on mixed simulation PD signals and the actual transformer PD signals when considering real-world situations.

V. CONCLUSION

In this article, we proposed a CNN-based fault diagnosis method to detect defects in power transformers. PRPDs were obtained by utilizing a new UHF drain sensor and included six types of faults: protruding electrode, particle, floating, surface, bad contact between windings, and void. The proposed model uses the PA response from PRPDs for the dimension reduction of the CNN input. The experimental results revealed that the proposed CNN achieved a classification accuracy of 99.64% and had 18.78%, 10.95%, 8.76%, and 1.46% higher classification performance than linear SVM, nonlinear SVM, FNN, and CNN using PRPDs, respectively. The proposed CNN using the PA response can be applied to the fault diagnosis of other power equipment. In addition, further verification of the proposed method will be conducted using continuous data and the PA response based on mixed simulation PD signals and the actual transformer PD signals when considering real-world situations.
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