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Abstract

The ever-growing size of the datasets renders well-studied learning techniques, such as Kernel Ridge Regression, inapplicable, posing a serious computational challenge. Divide-and-conquer is a common remedy, suggesting to split the dataset into disjoint partitions, obtain the local estimates and average them, it allows to scale-up an otherwise ineffective base approach. In the current study we suggest a fully data-driven approach to quantify uncertainty of the averaged estimator. Namely, we construct simultaneous element-wise confidence bands for the predictions yielded by the averaged estimator on a given deterministic prediction set. The novel approach features rigorous theoretical guaranties for a wide class of base learners with Kernel Ridge regression being a special case. As a by-product of our analysis we also obtain a sup-norm consistency result for the divide-and-conquer Kernel Ridge Regression. The simulation study supports the theoretical findings.

1 Introduction

Consider a training sample of \( N \) i.i.d. response-covariate pairs \((y_i, X_i)\) from \( \mathbb{R} \times \mathcal{X} \) such that
\[
y_i = f^*(X_i) + \varepsilon_i
\]
for a compact \( \mathcal{X} \subseteq \mathbb{R}^d \), and noise \( \varepsilon_i \), which is centered conditional on \( X_i \). That is, we do not require independence of \( X_i \) and \( \varepsilon_i \), allowing for heteroscedasticity.
Throughout the paper we presume $X_i$ is distributed w.r.t. some continuous measure $\pi$. Also, let a deterministic prediction set $\{\tilde{X}_t\}_{t \in [T]} \subset X$ of size $T$ be also given. We wish to construct simultaneous confidence intervals, covering the elements of the vector

$$f^* := \left( f^*(\tilde{X}_1), f^*(\tilde{X}_2), ..., f^*(\tilde{X}_T) \right)^T$$

with a predefined probability $\alpha$. That is, we construct element-wise credible bounds for the vector $f^*$ of values of the unknown function $f^*$.

The problem can be naturally solved in a Bayesian setting with Gaussian Process Regression (GPR) being a popular and well studied option [Rasmussen and Williams, 2006, Bilionis and Zabaras, 2012, He and Siu, 2011, Chen et al., 2013]. Having imposed a prior over the true function $f^*$ and presumed a distribution of noise, one can obtain a posterior distribution over $f^*$ and construct a Bayesian credible set over $f^*$. Properties of the GPR posterior are well understood [van der Vaart and van Zanten, 2011, van der Vaart et al., 2009, Bhattacharya and Pati, 2017]. In contrast, the current study follows a fully frequentist line of thought. That is, no prior is imposed and existence of a single true function $f^*$ is presumed. Interest for the problem in a frequentist setting has been rising recently. [Yang et al., 2017] suggest to use GPR posterior to construct the sup-norm confidence bands relying on an asymptotic distribution. Fully data-driven approaches have been developed on top of Kernel Density Estimation [Hall and Horowitz, 2013, Cheng and Chen, 2019].

Another issue we address in this paper is the high computational cost of some regression approaches (e.g. GPR and Kernel Ridge Regression (KRR), yielding the same point-estimate), rendering them inapplicable to the modern-day datasets. To that end, among other options, mainly exploiting low-rank approximations [Schölkopf et al., 1998, Williams and Seeger, 2001, Rudi et al., 2015, Bach, 2013, Fine and Scheinberg, 2001], a divide-and-conquer algorithm may be employed. Assume, we are given a base algorithm $A_\rho$ (for $\rho$ being a hyperparameter), which, given a sample $\{(y_i, X_i)\}_{i=1}^n$ of an arbitrary size $n$, yields an estimator $\hat{f}_n$ of the true function $f^*$. The suggestion is to split the dataset into $P$ disjoint partitions and run the algorithm independently for each of them, thus obtaining $P$ estimators $\hat{f}_p$ and eventually averaging them. Not only does this allow for a trivial distributed implementation, but also drastically cuts the CPU-time if the computational complexity of $A_\rho$ is super-linear. E. g. for GPR (and KRR) time complexity is $O(N^3)$, while the use of the divide-and-conquer technique allows to
bring it down to $O(N^3/P^2)$. The strategy features the consistency guarantees for parametric $A_\rho$ of moderate dimensionality $d(n)/n \to c \in (0,1)$ [Rosenblatt and Nadler 2016]. Deisenroth and Ng [2015] have sped-up GPR using divide-and-conquer. In [Zhang et al., 2015] the Fast-KRR approach has been suggested, being the divide-and-conquer strategy, applied to KRR as the base algorithm. The properties of the point-estimate have been extensively studied [Szabó et al., 2015, Lin et al. 2017, Mücke and Blanchard, 2018]. Avanesov [2020] has suggested a bootstrap approach, quantifying uncertainty of the Fast-KRR estimator in terms of $L_2(\mathcal{X}, \pi)$-norm, which is of little use for the problem at hand as long as $\tilde{X}_i$ are not drawn from $\pi$ and we wish to construct element-wise bounds. In the current study we suggest to enrich the divide-and-conquer paradigm with a non-trivial bootstrap procedure (resembling the one suggested in Avanesov [2020]), yielding element-wise confidence bands for the averaged prediction.

The further hardship we cope with is heteroscedasticity. GPR presumes $\varepsilon_i$ to be Gaussian and i.i.d., and the credible bands it yields are of limited value under violation of the assumption. The frequentist study by Yang et al. [2017] relies on the same noise assumptions, while Avanesov [2020] drops Gaussianity, still requiring the noise to be i.i.d. In this paper we do not impose either.

The contribution of the paper consists in enriching the divide-and-conquer paradigm with a novel approach to constructing element-wise confidence bands for heteroscedastic regression. The method is computationally efficient and embarrassingly parallel. It does not rely on any kind of asymptotic distribution, being fully data driven. To the best of the author’s knowledge it is the first method of the kind. Validity of the approach is rigorously justified for a wide class of base algorithms. The developed theory is applied to Fast-KRR as a motivating example. As a byproduct of our analysis of KRR, we also obtain a sup-norm high-probability consistency bound for the averaged estimator. The formal results are supported by a simulation study.

2 The method

Consider an algorithm $A_\rho$ producing an estimator $\hat{f}_n$ given a sample of an arbitrary size $n$. Following the divide-and-conquer strategy, we split the set of indices $\{1, 2, \ldots, N\}$ into $P$ disjoint sets $\{S_p\}_{p=1}^P$ of size $S := |S_p| = N/P$ (we presume $N/P$ is natural for simplicity) and apply $A_\rho$ independently to each of the partitions $\hat{f}_p = A_\rho \left( \{X_i\}_{i \in S_p} \right)$.
Then average the produced estimators

\[
\tilde{f} := P^{-1} \sum_{p=1}^{P} \hat{f}_p.
\]

Similarly to \(f^*\) denote

\[
\hat{f}_p := \left( \hat{f}_p(X_1), \hat{f}_p(X_2), ..., \hat{f}_p(X_T) \right)^\top
\]

and its expectation as \(f^*_p := \mathbb{E} \left[ \hat{f}_p \right] \). In the same way we introduce

\[
\bar{f} := \left( \bar{f}(X_1), \bar{f}(X_2), ..., \bar{f}(X_T) \right)^\top.
\]

Now we wish to quantify the deviation of \(\bar{f}\) from \(f^*\) via providing the bands \(l_{\alpha}, u_{\alpha} \in \mathbb{R}^T\) such that

\[
\mathbb{P} \left\{ l_{\alpha} < \bar{f} - f^* < u_{\alpha} \right\} = 1 - \alpha
\]

for a given confidence level \(\alpha\). Here and below the signs > and < used for the vectors of the same dimensionality mean element-wise comparison. The complicated nature of the distribution of \(\bar{f}\) makes it difficult to choose the bands directly. To that end we suggest to define a bootstrap procedure, resampling the local estimators \(\hat{f}_p\) with replacement \(P\) times and averaging them, thus defining the random bootstrap measure \(P^\flat\). Namely,

\[
\hat{f}_p^\flat \sim \mathcal{U} \left\{ \{ \hat{f}_p \}_{p=1}^{P} \right\} \quad \text{for all } p \in [P]
\]

\[
P^\flat := P^{-1} \sum_{p=1}^{P} \hat{f}_p^\flat.
\]

Finally, choose the bands \(l^\alpha, u^\alpha \in \mathbb{R}^T\) s.t. the bootstrap counterpart of the estimator is covered with the nominal probability of \(1 - \alpha\)

\[
\mathbb{P}^\flat \left\{ l^\alpha < \bar{f}^\flat - \bar{f} < u^\alpha \right\} = 1 - \alpha,
\]

while the chance for each component \(\tilde{t}_t\) to violate the respective bound is the same

\[
\mathbb{P}^\flat \left\{ \left( l^\alpha \right)_t > \bar{f}^\flat - \bar{f}_t \right\} = \mathbb{P}^\flat \left\{ \bar{f}^\flat - \bar{f}_t > \left( u^\alpha \right)_t \right\} = c \in (0, 1) \quad \text{for all } t \in [T].
\]
Remark 1. As (1) suggests, we will draw \( P \) times with replacement during the bootstrap stage, thus defining the bootstrap sample to be of the same size as the real one. Choosing a smaller number of \( \hat{f}_p \) would lead to worse remainder term in Theorem 1, while choosing a larger one would not improve it.

We establish an upper bound for the divergence

\[
\Delta_P := \sup_{l,u \in \mathbb{R}^T} \left| P\left\{ l < \bar{f} - f^\ast < u \right\} - P^b\left\{ l < \bar{f}^b - \bar{f} < u \right\} \right|
\]

justifying the use of \( l^b \) and \( u^b \) instead of \( l^\alpha \) and \( u^\alpha \). As a motivating example of the base algorithm \( A_\rho \) we employ Kernel Ridge Regression (KRR) as performance of the point-estimate \( \bar{f} \) has been extensively studied for such a choice [Zhang et al., 2015, Szabó et al., 2015, Lin et al., 2017, Mücke and Blanchard, 2018]. Consider a kernel operator \( k(\cdot, \cdot) \), inducing a RKHS \( \mathcal{H}_k \) endowed with a norm

\[
\|f\|_{\mathcal{H}_k}^2 = \sum_{j=1}^{\infty} \frac{\langle f, \phi_j \rangle^2}{\mu_j},
\]

where \( \phi_j \in L_2(\mathcal{X}, \pi) \) and \( \mu_j \) are orthonormal eigenfunctions and eigenvalues of \( k(\cdot, \cdot) \) w.r.t. \( \pi \) (their existence is provided by Mercer’s theorem). The dot-product is also defined w.r.t \( \pi \). The KRR estimator is obtained based on a dataset \( \{ (y_i, X_i) \}_{i=1}^n \) through the following optimization problem

\[
\hat{f}_n := \arg \max_f \left\{ -\frac{1}{2n} \sum_{i=1}^n (y_i - f(X_i))^2 - \frac{\rho}{2} \|f\|_{\mathcal{H}_k}^2 \right\}.
\]

(2)

The behavior of the estimator has been investigated in great detail [Caponnetto and De Vito, 2007, Mendelson and Neeman, 2010, van de Geer, 2006, Koltchinskii et al., 2006, Zhang, 2005].

Remark 2. The suggested bootstrap procedure is substantially non-trivial. Standard bootstrap schemes usually suggest to resample the original data \( (y_i, X_i) \), while we resample the values \( \hat{f}_p \) of the local estimators \( \hat{f}_p \) instead, which resembles [Avanesov, 2020]. Further, in contrast to the classical bootstrap schemes, we do not construct the confidence set for a mean of the objects being bootstrapped \( \mathbb{E}\left[\hat{f}_p\right] = f^\ast_p \), but for the values of the unknown function \( f^\ast \) instead.

Remark 3. The computational complexity of the bootstrap procedure is \( O(P) \), so the overhead it poses is only marginal compared to obtaining the point-estimate.
A slightly different version of bootstrap may be employed to further improve efficiency of a distributed implementation. That is, sample $P$ i.i.d. multipliers $w_p$ s.t. $\mathbb{E}[w_p] = \text{Var}[w_p] = 1$ and define a multiplier bootstrap counterpart $\bar{f}^w := P^{-1} \sum_{p \in [P]} w_p \hat{f}_p$. All the results obtained for $\bar{f}$ also hold for $\bar{f}^w$, as their first two moments coincide.

3 Theoretical analysis

We open the section with some notation. For a function $\| \cdot \|$ denotes the $L_2(\mathcal{X}, \pi)$-norm, namely $\|f\|^2 = \int f^2 d\pi$. For a vector $\| \cdot \|$ denotes the $\ell_2$-norm. $\| \cdot \|_\infty$ denotes the sup-norm for functions (the largest absolute value), vectors and matrices (the largest absolute value of an element). $I$ stands for an identity operator. We also use $c$ and $C$ as generalized positive constants, whose values may differ from line to line and do not depend on $N, P, T$ and $f^*$. We use $\asymp$ to denote equality up to a multiplicative constant – namely, $a_i \asymp b_i$ implies $cb_i \leq a_i \leq Cb_i$ for all $i$. For two numbers $a$ and $b$ we use $a \vee b$ to denote the maximum of the two.

3.1 General theory

The theoretical analysis we develop is fairly general. That is, it applies to any learning algorithm $A_\rho$ with hyperparameter $\rho$ (be it uni- or multivariate, discrete or continuous), accepting an arbitrary number $n$ of response-covariate pairs $(y_i, X_i)$ and producing an estimator $\hat{f}_n : \mathcal{X} \rightarrow \mathbb{R}$. Surely, some assumptions are required. Specifically, we require control of variance and bias of the algorithm. But first, we need to define the mean of the estimator $f^*_\rho := \mathbb{E} \left[ \hat{f}_n \right] : \mathcal{X} \rightarrow \mathbb{R}$.

**Assumption 1** (Variance control). Let there be $\mathcal{V}_\rho(n)$ for the algorithm $A_\rho$ such that for all positive $x$ and natural $n$

$$\mathbb{P} \left\{ \sup_{t \in [T]} \left( \left| \hat{f}_n - f^*_\rho \right| (\tilde{X}_t) \right) \geq (1 + x) \mathcal{V}_\rho(n) \right\} \leq \exp(-x).$$

\[1\] Throughout the paper we formulate the properties of the base algorithm $A_\rho$ w.r.t. a sample of size $n$ which is not to be confused with $N$ being used to denote the size of the sample we apply the divide-and-conquer strategy to.
**Assumption 2** (Bias control). Let there be $B_\rho$ for the algorithm $A_\rho$ such that for all $\rho > 0$ and natural $n$

\[
\sup_{t \in [T]} \left| (f^* - f^*_\rho)(\tilde{X}_t) \right| \leq B_\rho.
\]

We also impose a lower bound on the variance of $\hat{f}_p(\tilde{X}_t)$

**Assumption 3.** Let there exist a positive $\sigma_\rho(S)$ such that for all $t \in [T]$

\[
\sigma_\rho(S) \leq \left( \text{Var}\left[ \hat{f}_p(\tilde{X}_t) \right] \right)^{1/2}.
\]

Also introduce a shorthand notation

\[
G_\rho(S) = \frac{V_\rho(S)}{\sigma_\rho(S)}.
\]

At this point we are ready to formulate the general bootstrap validity result.

**Theorem 1.** Let **Assumption 1**, **Assumption 2** and **Assumption 3** hold. Also let $P$ be sufficiently large, namely

\[
\frac{G_\rho(S) \log(TP) \log^2 P}{P} \leq 8^{-1}.
\]

Then

\[
\Delta \mathbb{P} \leq CP^{-1/6} \left( G_\rho(S) + \| f^* \|_{\infty}^{2/3} \right) \log^{7/6}(TP) \log(P) \left( \sqrt{T} + 1 \right)
\]

\[
+ \frac{C \sqrt{P} B_\rho \left( \sqrt{T} + 1 \right)}{\sigma_\rho(S)}.
\]

The remainder term may seem frustratingly cumbersome at first. Omitting logarithmic terms and assuming the bound in **Assumption 1** is tight in the sense $\sigma_\rho(S) \asymp V_\rho(S)$ (which might be hard to guarantee in practice, yet instructive to consider), we conclude, that for the remainder term to be small, it’s sufficient to guarantee

\[
\sigma_\rho(S) P^{-1/2} \gg B_\rho.
\]

In fact, the condition imposes **undersmoothness** (low bias – high variance regime), which is a common (and in a sense unavoidable) assumption employed to justify validity of the confidence sets [Knapik et al., 2011, Szabó et al., 2015, Ray et al.].
Really, $\sigma_P(S) P^{-1/2} \simeq \mathcal{V}_P(S) P^{-1/2}$ is effectively an upper bound for the variance of the averaged estimator $\tilde{f}$. A need for undersmoothness does indeed forbid the otherwise desired bias-variance trade-off, which suggests to equalize bias and variance. The necessary sacrifice can be quantified for a particular choice of $A_\rho$, as we do in Section 3.2 for KRR.

The proof strategy is common for bootstrap validity results and relies on Gaussian approximation. The first step is approximation of $\bar{f} - f^*_\rho$ with Gaussian $\gamma$. That is, by the means of CLT by Chernozhukov et al. [2017] we obtain an approximation uniform (just like the rest of approximations in the sketch) over $l, u \in \mathbb{R}^T$

$$P\{l < \bar{f} - f^* < u\} \approx P\{l < \gamma < u\}.$$ (3)

Using uniformity of the approximation we also have

$$P\{l < \bar{f} - f^* < u\} \approx P\{l < \gamma - (f^* - f^*_\rho) < u\}$$

and can use the anti-concentration result, namely Nazarov’s inequality [Nazarov, 2003]

$$P\{l < \bar{f} - f^* < u\} \approx P\{l < \gamma < u\}.$$ (4)

In fact, as Nazarov’s inequality dictates, for the approximation to hold it is necessary to ensure smallness of bias in comparison to variance, which is exactly where the need for undersmoothness comes from. The next step is to approximate $\bar{P} - \bar{f}$ with another Gaussian vector $\gamma^b$

$$P^b\{l < \bar{P} - \bar{f} < u\} \approx P^b\{l < \gamma^b < u\}.$$ (5)

Being both centered, $\gamma$ and $\gamma^b$ also have similar (in terms of sup-norm) covariance matrices. Empowered with this observation we can apply Gaussian approximation obtained by Chernozhukov et al. [2013], which yields

$$P\{l < \gamma < u\} \approx P^b\{l < \gamma^b < u\}.$$ (6)

Combining (4), (5) and (6), we arrive to $\Delta P \approx 0$. The strategy is implemented in Section B.

Remark 4. The decay of the remainder term in Theorem 1 is driven by $P^{-1/6}$, which is mainly due to the high-dimensional central limit theorem by Chernozhukov et al. [2017] (Lemma 10). Therein authors hypothesise optimality of the term up to the logarithmic factors.
Another strategy would be to use a more classical toolset, relying on the multivariate Bentkus’ CLT [Bentkus, 2005] and apply Pinsker’s inequality for Gaussian comparison. This would make $P$ enter the remainder term with square root instead of the power of $1/6$. Yet due to the low-dimensional nature of the results, the size $T$ of the prediction set will not enter the result only logarithmically anymore. We believe, this proof strategy would produce $\Delta_P = \tilde{O}(\sqrt{T/P})$ (up to polylog factors). There is another reason for us not to opt for this approach. It would require a lower bound for the smallest eigenvalue of $\text{Var} \left[ \hat{f}_\rho \right]$, which would impose a restriction on the choice of $\hat{X}_\nu$, forbidding, for instance, presence of two similar covariates.

### 3.2 Kernel Ridge Regression as the base algorithm

First of all, we impose a polynomial rate of decay on the eigenvalues of $k(\cdot, \cdot)$.

**Assumption 4** (Polynomial eigendecay). 
Let there exist a constant $b > 1$ s.t. for the $j$-th largest eigenvalue $\mu_j$ of $k(\cdot, \cdot)$

$$\mu_j \asymp j^{-b}.$$ 

A prominent example of a kernel which exhibits this behavior is the Matérn kernel. As demonstrated in [Yang et al., 2017], Assumption 4 holds for it with $b = 2\nu + d$, $\nu$ being its smoothness index. Another assumption we impose is uniform boundness of eigenfunctions. [Yang and Pati, 2017], [Bhattacharya and Pati, 2017] prove the assumption holds for Matérn kernel under uniform and normal distributions of covariates on a compact set.

**Assumption 5** (Boundness of eigenfunctions). 
Denote a normalized eigenfunction corresponding to the $j$-th largest eigenvalue as $\phi_j(\cdot)$. Let there exist a positive constant $C_\phi$ s.t.

$$\sup_j \|\phi_j\|_{\infty} \leq C_\phi.$$ 

Now consider an integral operator

$$W_k(f) = \int_X k(X, \cdot) f(X) d\pi(X)$$

and denote effective dimension as

$$T(\rho) := \text{tr} \left( (W_k + \rho I)^{-1} W_k \right).$$

Further, we impose a Hölder-type source condition [Mücke and Blanchard, 2018, Lin et al., 2017].
Assumption 6. Let there exist $r \in (1/2, 1]$ and $h \in L_2(\mathcal{X}, \pi)$ s.t. 

$$f^* = W_k^r(h).$$

For $r = 1/2$ this assumption boils down to $f^* \in \mathcal{H}_k$, but we have to impose a slightly more restrictive requirement. In conclusion we impose the sub-Gaussianity assumption over noise conditioned on covariate, that being a common relaxation of Gaussianity.

Assumption 7 (Sub-Gaussianity). Let there exist a constant $g^2$ s.t. for all $x \in \mathbb{R}$ and for all $i \in [N]$ a.s.

$$\mathbb{E}[\exp(a\varepsilon_i|X_i) \leq \exp\left(\frac{g^2a^2}{2}\right).$$

Under these assumptions it can be shown that Assumption 1 holds (due to Lemma 9) with

$$\mathcal{V}_\rho(n) = C\sqrt{\frac{T(\rho)}{n\rho^{1/b}}} \leq \frac{C}{\rho^{1/b}\sqrt{n}};$$

while Assumption 2 holds (by Lemma 15) with

$$B_\rho \leq \rho^{r-1/(2b)}\|h\|.$$ 

Equipped with these results it is relatively straightforward (see section C) to establish a high-probability bound for the estimator $\bar{f}$ in sup-norm if $A_\rho$ is KRR, complementing the various bounds on expected risk obtained in [Zhang et al., 2015, Szabó et al., 2015, Lin et al., 2017, Mücke and Blanchard, 2018].

Theorem 2. Let $A_\rho$ be KRR. Impose Assumption 4, Assumption 5, Assumption 6 and Assumption 7. Choose

$$\rho = cN^{-\frac{b}{2r'+1}}$$

for some $r' \leq r$ and also let

$$P \leq cN^{\frac{2r'-1}{2b'+1}}.$$ 

Then for all positive $x$ on a set of probability at least $1 - \exp(-x)$ we have

$$\|\bar{f} - f^*\|_\infty^2 \leq Cx^{5/2}g^2N^{-\frac{2b'r'-1}{2b'+1}} + CN^{-\frac{2b'r-1}{2b'+1}}\|h\|^2.$$
Also, under the same assumptions on the same set we have (as shown in [Avanesov, 2020])

\[ \| \tilde{f} - f^* \| \leq C x^{5/4} g N^{- \frac{b r'}{2 b r + 1}} + C N^{- \frac{b r}{2 b r + 1}} \| h \|. \] (10)

Investigating (9) and (10) makes it clear, that if we strove for a point estimate only it would be wise to choose \( r' = r \) to guarantee optimal bias-variance trade-off (in both \( L_2(\mathcal{X}, \pi) \)-norm and sup-norm), yet our goal is inference and thus we have to abandon optimality for the sake of undersmoothness, choosing \( r' < r \).

Finally, we are fully equipped to apply Theorem 1. Straightforward algebra yields the following result in terms of O-tilde notation, hiding the factors polylogarithmic in \( P \) and \( T \).

**Corollary 1.** Let \( \mathcal{A}_p \) be KRR. Impose \textbf{[Assumption 3]} \textbf{[Assumption 4]} \textbf{[Assumption 5]} \textbf{[Assumption 6]} \textbf{[Assumption 7]} Then for \( N, P, T \to +\infty \)

\[ \Delta P = \tilde{O} \left( N^{\frac{1}{2 b r + 1}} \left( P^{-1/6} + N^{- \frac{b r - r'}{2 b r + 1}} \right) \right). \] (11)

Moreover, under a further assumption \( G_\rho(S) \approx 1 \) we have

\[ \Delta P = \tilde{O} \left( P^{-1/6} + N^{- \frac{b (r - r')}{2 b r + 1}} \right). \] (12)

Clearly, the larger the gap between \( r' \) and \( r \), the further we stray from the optimal bias-variance trade-off thus reducing the accuracy of the point estimator.

Under \( G_\rho(S) \approx 1 \), which is the case, for instance for a uniform measure \( \pi \) and Gaussian noise \( \epsilon_i \), the gap may be arbitrarily small and still result in decay of the remainder term. At the same time, if we abandon such a non-realistic assumption, as (11) dictates, the necessary discrepancy still becomes marginal for highly smooth functions and kernels \( (b \gg 1) \) as only \( r' < r - 1/b \) is required for the decay.

A question necessary to consider is whether a choice of \( P \) and \( r' \), both satisfying (8) and providing decay of the remainder term (11) exists, so we can have consistency and bootstrap validity at the same time. Clearly, these requirements do not come into contradiction if \( r' > 1/2 + 1/(2b) \) and such a choice is feasible if \( r > 1/2 + 3/(2b) \). Again, this is only marginally more restrictive than the classical \( f^* \in \mathcal{H}_k \) for smooth functions \( (b \gg 1) \). We have so far ignored how much
accuracy of a point-estimate should a practitioner sacrifice. In the light of (8), the smallest reasonable choice of $r'$ is

$$r' = \frac{3}{4} r + \frac{1}{8b}$$

as for smaller $r'$ the first summands in (11) and (12) dominate. Substituting $r'$ to (9) and (10) proves the choice to lead to an estimator exhibiting only marginally slower convergence in comparison to the choice $r' = r$ for large $b$.

4 Experiment

In this section we apply the method to the simulated data and estimate the actual probability for the yielded bands to cover $f^*$. We sample the covariates uniformly $X_i \sim U[0, 1]$, $\tilde{X}_t \sim U[0, 1]$, the noise is Gaussian given the covariate, namely

$$\varepsilon_i \sim \mathcal{N}(0, e^{4|X_i - 0.5|})$$

and the true regression function $f^*(x) = \sin(2 \cdot 3.14 x)$. The sample size $N$ is chosen to be $2^{16}$, the number of partitions $P \in \{2^6, 2^7, ..., 2^{12}\}$ and the prediction set size $T \in \{2, 2^2, ..., 2^9\}$. We choose the kernel $k(\cdot, \cdot)$ to be Matérn with smoothness index $\nu = 7/2$ (meaning $b = 8$). The penalization parameter $\rho$ is chosen in accordance with (7) with $r' = 1/2$. The experiment is repeated 2000 times for each configuration and the estimated coverage probabilities are reported in Figure 1. The nominal level is chosen $\alpha = 0.95$. We see that the probability for the method to yield the bounds which actually cover the true values of $f^*$ does not depend on the size $T$ of the prediction set. Moreover, it meets the nominal level for $P \geq 128$ (in terms of 99% confidence intervals reported in Table 1 in Section A). Both of the findings are in line with the theoretical bootstrap validity result. As for the accuracy of the point-estimator $\bar{f}$, it declines only for $P \geq 2^{11}$ as such large numbers of partitions come into a contradiction with assumption (8). Thus, for a wide range of $P$ and any practical size of the prediction set we have a proper coverage probability without a significant sacrifice in accuracy.

The code is available on GitHub

[https://github.com/akopich/nonparregboot](https://github.com/akopich/nonparregboot)
Figure 1: Coverage probability in dependence on $P$ and $T$. The horizontal axis uses log-2 scale. The nominal coverage probability $\alpha = 0.95$. Each point is averaged over 1000 trials.
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### A Confidence intervals for the simulation study

| $T$   | $P = 2^6$    | $P = 2^7$    | $P = 2^8$    | $P = 2^9$    | $P = 2^{10}$ | $P = 2^{11}$ | $P = 2^{12}$ |
|-------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| $2^1$ | (.92, .96)   | (.92, .96)   | (.94, .97)   | (.94, .97)   | (.92, .96)   | (.92, .96)   | (.94, .97)   |
| $2^2$ | (.91, .95)   | (.92, .96)   | (.93, .96)   | (.93, .96)   | (.92, .96)   | (.92, .96)   | (.93, .97)   |
| $2^3$ | (.92, .96)   | (.92, .96)   | (.93, .96)   | (.93, .96)   | (.92, .96)   | (.92, .96)   | (.93, .97)   |
| $2^4$ | (.90, .94)   | (.91, .95)   | (.93, .97)   | (.91, .95)   | (.91, .95)   | (.94, .97)   | (.93, .97)   |
| $2^5$ | (.91, .95)   | (.93, .96)   | (.91, .95)   | (.92, .96)   | (.92, .96)   | (.93, .97)   | (.94, .97)   |
| $2^6$ | (.89, .94)   | (.93, .97)   | (.93, .97)   | (.94, .97)   | (.93, .96)   | (.94, .97)   | (.93, .97)   |
| $2^7$ | (.91, .95)   | (.92, .96)   | (.94, .97)   | (.93, .97)   | (.94, .97)   | (.93, .97)   | (.93, .97)   |
| $2^8$ | (.90, .95)   | (.91, .95)   | (.92, .96)   | (.94, .97)   | (.94, .97)   | (.94, .97)   | (.93, .97)   |
| $2^9$ | (.90, .94)   | (.92, .96)   | (.93, .96)   | (.94, .97)   | (.93, .97)   | (.93, .97)   | (.93, .96)   |

Table 1: 99%-confidence intervals for the coverage probabilities obtained in the simulation study. The intervals not including the nominal $\alpha = 0.95$ are shown in bold.

### B Proof of Theorem 1

Throughout the section we impose Assumption 1, Assumption 2 and Assumption 3. The first lemma implements (3).

**Lemma 1.**

$$\sup_{l,u \in \mathbb{R}^T} \left| \mathbb{P}\left\{ l < (\bar{f} - f_\rho^*) \sqrt{TP} < u \right\} - \mathbb{P}\left\{ l < \gamma < u \right\} \right| \leq R_G,$$

where

$$R_G := C \left( \frac{G_\rho(S)^6 \log^7(TP)}{P} \right)^{1/6}$$
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and

\[ \gamma \sim \mathcal{N} \left( 0, \text{Var} \left[ \hat{f}_p \right] \right). \]

**Proof.** Denote

\[ Z_p := \sigma_{\rho}(S)^{-1} \left( \hat{f}_p - f^* \right). \]

Now, clearly, \( \forall p \in [P] \) and \( \forall t \in [T] \)

\[ \text{Var} [Z_{p,t}] \geq 1. \]

Moreover, by Assumption 1 for all positive \( x \)

\[ \mathbb{P} \{ |Z_{p,t}| > (1 + x) \mathcal{G}_\rho(S) \} \leq \exp(-x). \]

Now, using the integrated tail probability expectation formula, we have

\[ \mathbb{E} \left[ |Z_{p,t}|^3 \right] \leq C \mathcal{G}_\rho(S)^3; \]
\[ \mathbb{E} \left[ |Z_{p,t}|^4 \right] \leq C \mathcal{G}_\rho(S)^4 \]

and

\[ \mathbb{E} \left[ \exp(Z_{p,t}/\mathcal{G}_\rho(S)) \right] \leq C. \]

Finally, we apply CLT (Lemma 10) which yields

\[ \sup_{l,u \in \mathbb{R}^T} \left| \mathbb{P} \left\{ l < P^{-1/2} \sum_{p=1}^P Z_p < u \right\} - \mathbb{P} \{ l < \gamma < u \} \right| \leq R_G, \]

where \( \gamma \sim \mathcal{N} \left( 0, \sigma_{\rho}(S)^{-2} \text{Var} \left[ \hat{f}_p \right] \right). \)

Now we demonstrate (4).

**Lemma 2.**

\[ \sup_{l,u \in \mathbb{R}^T} \left| \mathbb{P} \left\{ l < (\bar{f} - f^*) \sqrt{P} < u \right\} - \mathbb{P} \{ l < \gamma < u \} \right| \leq R_G + C \sigma_{\rho}(S)^{-1} \sqrt{P} B_\rho \left( \sqrt{\log T} + 1 \right), \]

where

\[ \gamma \sim \mathcal{N} \left( 0, \text{Var} \left[ \hat{f}_p \right] \right). \]
Proof. Re-writing the claim of Lemma 1 yields for an arbitrary deterministic $a \in \mathbb{R}^T$
\[\sup_{l,u \in \mathbb{R}^T} \left| \mathbb{P}\{l < (\bar{f} - f^* - a) \sqrt{P} < u\} - \mathbb{P}\{l + a \sqrt{P} < \gamma < u + a \sqrt{P}\}\right| \leq R_G.\]
Next we choose $a = f^*_p - f^*$ and use Assumption 2, obtaining
\[\|a\|_\infty \leq B.\]
Further, we apply Lemma 12 which bounds
\[\sup_{l,u \in \mathbb{R}^T} \left| \mathbb{P}\{l + a \sqrt{P} < \gamma < u + a \sqrt{P}\} - \mathbb{P}\{l < \gamma < u\}\right| \leq C \sigma_p(S)^{-1} \sqrt{P B_p \left(\sqrt{2 \log 2 T} + 2\right)}.\]
The triangle inequality completes the proof. \[\square\]

Now we establish a Gaussian approximation for the bootstrap estimator as the step (5) suggests.

Lemma 3. Let
\[\frac{G_p(S) \log(TP) \log^2 P}{P} \leq 8^{-1}.\] (13)
Then
\[\sup_{l,u \in \mathbb{R}^T} \left| \mathbb{P}^b\{l < (\bar{f} - \bar{f}^p) \sqrt{P} < u\} - \mathbb{P}^b\{l < \gamma^p < u\}\right| \leq R^p_G + 4P^{-1},\]
where
\[R^p_G := C \left(\frac{G_p(S)^6 \log^7(TP)}{P}\right)^{1/6} \log P\]
and
\[\gamma^p \sim \mathcal{N}\left(0, \text{Var}^p\left[\hat{f}_p\right]\right).\]

Proof. Here we will use the notation introduced in the proof of Lemma 1. Also define
\[Z^p_p := \sigma_p(S)^{-1} \left(\hat{f}_p - \bar{f}\right).\]
For all positive $x$ on a set of probability at least $1 - P \exp(-x)$ for all $p \in [P]$
\[|Z^p_p| < (1 + x) G_p(S).\]
Thus, on this set for all $t \in [T]$ and $p \in [P]$

\[
\mathbb{E} \left[ \left| Z_{p,t}^b \right|^3 \right] \leq C \left( (1 + x) G_p(S) \right)^3,
\]

\[
\mathbb{E} \left[ \left| Z_{p,t}^b \right|^4 \right] \leq C \left( (1 + x) G_p(S) \right)^4
\]

and

\[
\mathbb{E} \left[ \exp \left( \frac{Z_{p,t}^b}{(1 + x) G_p(S)} \right) \right] \leq C.
\]

Still conditioning on this set we can apply Hoeffding’s inequality. So, for all $y > 0$ on a set of probability at least $1 - 2T \exp(-y)$ for all $t \in [T]$

\[
\left| \frac{1}{P} \sum_{p=1}^{P} \left( (\hat{f}_p - f^*_p)^2 - \text{Var} \left[ (\hat{f}_p)_t \right] \right) \right| > (1 + x)^2 \mathcal{V}_p(S)^2 \sqrt{\frac{y}{2P}}.
\]

Now choose $x = 2 \log P$, $y = \log(TP)$ and notice, that under (13)

\[
\min_{t \in [T]} \text{Var}^b \left[ Z_{p,t}^b \right] \geq \sigma_p(S)^2 / 2.
\]

Finally, we are fully equipped to apply Lemma 10 and account for conditioning (Lemma 16).

Denote a diagonal matrix composed of diagonal elements of $\text{Var} \left[ \hat{f}_p \right]$ as

\[
\Lambda^{-2} = \text{diag} \left( \text{Var} \left[ \hat{f}_p \right]_{11}, \text{Var} \left[ \hat{f}_p \right]_{22}, \ldots, \text{Var} \left[ \hat{f}_p \right]_{TT} \right).
\]

The last but one ingredient is a concentration of the covariance matrix of $\bar{f}^b$ around the covariance matrix of its real-world counterpart $\bar{f}$.

**Lemma 4.** With probability at least $1 - P^{-10}$

\[
\left\| \text{Var} \left[ \Lambda \hat{f}_p \right] - \text{Var}^b \left[ \Lambda \hat{f}_p^b \right] \right\|_{\infty} \leq C \left( \|f^*\|_\infty^2 + \mathcal{G}_p(S)^2 \right) \log^{5/2} (P \lor T) \sqrt{\frac{1}{P}}.
\]

**Proof.** First, consider

\[
\tilde{f}_p := f^*_p + \Lambda \left( f^*_p - \hat{f}_p \right)
\]
and in the same way
\[ \tilde{f}_p \coloneqq \tilde{f} + \Lambda \left( \tilde{f} - \hat{f}_p \right). \]

Clearly,
\[ \text{Var} [\hat{f}_p] = \text{Var} [\Lambda \hat{f}_p] \quad \text{and} \quad \text{Var}^b [\tilde{f}_p] = \text{Var}^b [\Lambda \hat{f}_p]. \]

Now notice, \( \text{Var}^b [\tilde{f}_p] \) is actually an empirical covariance matrix
\[ \text{Var}^b [\tilde{f}_p] = \frac{1}{P} \sum_{p=1}^{P} (\tilde{f}_p - \bar{f})(\tilde{f}_p - \bar{f})^\top, \]
which boils the problem down to demonstrating the concentration of an empirical covariance matrix. We shall achieve that via applying Hoeffding’s inequality element-wise. By Assumption 1 with probability at least \( 1 - P \exp(-x) \) for all \( p \in [P] \)
\[ \left\| \tilde{f}^\top \hat{f}_p \right\|_{\infty} \lor \left\| \tilde{f}^\top \hat{f}_p \right\|_{\infty} \lor \left\| \hat{f}^\top \hat{f}_p \right\|_{\infty} \leq C \left( \| f^* \|_{\infty} + (1 + x) \sigma_{\rho}(S)^{-1} \mathcal{V}_{\rho}(S) \right)^2 \]
and hence
\[ \left\| (\tilde{f}_p - \bar{f})(\tilde{f}_p - \bar{f})^\top \right\|_{\infty} \leq C \left( \| f^* \|_{\infty} + (1 + x) \sigma_{\rho}(S)^{-1} \mathcal{V}_{\rho}(S) \right)^2. \]

Thus, by Hoeffding’s inequality we have for any positive \( y \)
\[ \mathbb{P} \left\{ \left\| \text{Var} [\hat{f}_p] - \text{Var}^b [\tilde{f}_p] \right\|_{\infty} > \frac{C^y (\| f^* \|_{\infty} + (1 + x) \mathcal{G}_{\rho}(S))^2}{\sqrt{P}} \right\} \leq T^2 \exp(-y^2) + P \exp(-x). \]

The choice \( y^2 = 10 \log P + 2 \log T \), and \( x = 11 \log P \) completes the argument. \( \square \)

Finally, we are ready to consummate the final step [6].

**Lemma 5.** Consider two independent centered Gaussian vectors \( X, Y \in \mathbb{R}^T \) with covariance matrices \( \text{Var} [\hat{f}_p] \) and \( \text{Var}^b [\tilde{f}_p] \) respectively. Let \( \sigma_{\rho}(S)^2 = \min_i \text{Var} [X_i] \). Then uniformly over \( l, u \in \mathbb{R}^T \) we have
\[ \left| \mathbb{P} \{ l < X < u \} - \mathbb{P} \{ l < Y < u \} \right| \leq C \Delta^{1/3} (1 \lor \log(TP))^{2/3} + 2P^{-10}, \]
where
\[ \Delta := C \frac{\left( \| f^* \|_{\infty}^2 + \mathcal{G}_{\rho}(S)^2 \right) \log^{5/2} (P \lor T)}{\sqrt{P}}. \]
Proof. We cannot apply Lemma 11 directly, as the variances of the components of $X$ are not constant (they depend on $S$). To mitigate the issue we apply it to vectors $X' = AX$ and $Y' = AY$ instead, employing Lemma 4. The rest is due to Lemma 16, accounting for conditioning and the fact that $\Delta \geq P^{-1}$.

Proof of Theorem 1. The argument consists in combining of Lemma 2, Lemma 3 and Lemma 5 by the means of the triangle inequality. Notice, $P^{-1}$ gets absorbed by the slower decaying terms, which yields

$$\Delta \leq C \left( P^{-1} \log^7(TP) \right)^{1/6} G(S) \log P$$

$$+ C \left( P^{-1} \left( \|f\|_4^4 + G(S)^4 \right) \right)^{1/6} \log \left( P \vee T \right) \log^{5/3}(PT)$$

$$+ C \sigma_p^{-1} \sqrt{P} B_p \left( \sqrt{\log T + 1} \right).$$

Finally, recall that $G(S) \geq c$ and thus $G(S)^6 \geq C G(S)^4$, which allows us to “combine” the first two lines.

C Proofs for KRR

We open the section with some notation. Consider the eigenvalues $\{\mu_j\}_{j=1}^\infty$ and normalized eigenfunctions $\{\phi_j(\cdot)\}_{j=1}^\infty$ of $k(\cdot, \cdot)$ w.r.t. the continuous measure $\pi$. Now for $f \in \mathcal{H}_k$ we have the vector $\theta$ of scaled expansion coefficients $\theta_j := \mu_j^{-1/2} \langle f, \phi_j \rangle$. Further, we introduce the design matrix $\Psi \in \mathbb{R}^{n \times \infty}$ s.t. $\Psi_{ij} = \sqrt{\mu_j} \phi_j(X_i)$. This allows for the following reformulation of the problem (2)

$$\hat{\theta} := \arg \max_{\theta} \left( \frac{L_p(\theta)}{2} - \frac{1}{2n} \|\Psi \theta - y\|^2 - \frac{\rho}{2} \|\theta\|^2 \right).$$

We also define

$$\theta^* := \arg \max_{\theta} \mathbb{E} [L(\theta)]$$

and its penalized counterpart

$$\theta^*_p := \arg \max_{\theta} \mathbb{E} [L(\theta)] - \frac{\rho}{2} \|\theta\|^2.$$
We also introduce a vector \( \epsilon \in \mathbb{R}^n \) s.t. \( \epsilon_i = \epsilon_i \). By the means of trivial calculus we have

\[
\nabla \zeta := \nabla (L(\theta) - \mathbb{E}_\epsilon[L(\theta)]) = \frac{1}{n} \Psi^T \epsilon
\]

and

\[
D^2_\rho := -\nabla^2 (L(\theta) - 2\rho \|\theta\|) = \frac{1}{n} \Psi^T \Psi + \rho I.
\]

Taylor expansion around the stationary point \( \hat{\theta} \) yields

\[
\nabla L_\rho(\theta) = -D^2_\rho (\theta - \hat{\theta}).
\]

Next, we notice \( \nabla \mathbb{E} [L_\rho(\theta^*_\rho)] = 0 \) and have

\[
\nabla L_\rho(\theta^*_\rho) = \nabla \zeta = -D^2_\rho (\theta^*_\rho - \hat{\theta}).
\]

Finally, relying on the fact that \( \rho > 0 \), thus \( D^2_\rho \) is invertible, we multiply both sides of the last equation by \( D^{-1}_\rho \), obtaining Fisher expansion

\[
D_\rho \left( \hat{\theta} - \theta^*_\rho \right) = D^{-1}_\rho \nabla \zeta. \tag{14}
\]

This result has been generalized in [Spokoiny and Panov, 2019] (Theorem 2.2).

Now consider a diagonal matrix \( M \in \mathbb{R}^{\infty \times \infty} \) s.t. \( M_{jj} = \mu_j \) and notice \( M^2 + \rho I = \mathbb{E} [D^2_\rho] \). This motivates the following design regularity assumption.

**Assumption 8** (Design regularity). Let there exist some positive \( \delta \) s.t.

\[
\left\| (M^2 + \rho I)^{-1/2} D^2_\rho (M^2 + \rho I)^{-1/2} - I \right\| \leq \delta < 1.
\]

Lemma 17 (proven in [Avanesov, 2020]) guarantees that it holds for a random design with \( X_i \) being i.i.d. and distributed w.r.t. a continuous measure.

**Lemma 6.**

\[
\sum_{j=1}^\infty \frac{\mu_j}{(\mu_j + \rho)^2} \leq \frac{\text{CT}(\rho)}{\rho}.
\]

**Proof.**

\[
\sum_{j=1}^\infty \frac{\mu_j}{(\mu_j + \rho)^2} \leq \frac{1}{\rho} \sum_{j=1}^\infty \frac{\mu_j}{\mu_j + \rho} = \frac{\text{CT}(\rho)}{\rho}.
\]

\( \square \)
In the rest of the section we implicitly impose Assumption 4, Assumption 5, and Assumption 7. The next lemma bounds the variance term in RKHS-norm.

**Lemma 7.** For all $x > 0$, $t > 2.6$

$$P \left\{ \left\| f^*_\rho - \hat{f}_n \right\|_{\mathcal{H}_k}^2 \leq Cxtg^2 \frac{T(\rho)}{n\rho} \right\} \geq 1 - e^{-x} - e^{-t/2}.$$

**Proof.** By construction, using Fisher expansion (14) and under Assumption 8 we have

$$\left\| f^*_\rho - \hat{f}_n \right\|_{\mathcal{H}_k}^2 = \left\| \theta^*_\rho - \hat{\theta} \right\|^2 = \left\| D^{-2} \nabla \zeta \right\|^2 = \frac{1}{n^2} \varepsilon^T \Psi^T \left( \frac{1}{n} \Psi^T \Psi + \rho I \right)^{-2} \Psi \varepsilon \leq \frac{1}{(1 - \delta)} \varepsilon^T \Psi^T \frac{1}{n^2} (M^2 + \rho I)^{-2} \Psi \varepsilon.$$

For every diagonal element of $A$ we have by Lemma 6

$$A_{ii} \leq \frac{C^2}{n^2} \sum_{j=1}^{\infty} \frac{\mu_j}{(\mu_j + \rho)^2} \leq \frac{C T(\rho)}{n^2 \rho}.$$

Thus, trivially

$$\text{tr} (A) \leq \frac{C T(\rho)}{n\rho},$$

$$\text{tr} (A^2) \leq \left( \frac{C T(\rho)}{n\rho} \right)^2$$

and

$$\|A\|_F = \sqrt{\text{tr} (A^\top A)} \leq \frac{C T(\rho)}{n\rho}.$$

Applying the Hanson-Wright inequality [Rudelson and Vershynin, 2013] followed by applying Lemma 17 finalizes the proof. \hfill \square
Lemma 8. Let
\[ P \leq cN\rho^{2/b}. \]  
(15)
Then for all \( x > 0 \)
\[ \mathbb{P}\left\{ \| f^* - \tilde{f}\|^2_{H_k} \leq Cx^{5/2}g^2 \frac{T(\rho)}{n\rho} \right\} \geq 1 - e^{-x}. \]

Proof. Via Fisher’s expansion (14) we have for each \( p \in [P] \)
\[ \hat{\theta}_p - \theta^* = D_{\rho}^{-2}(p) \sum_{i \in S_p} \psi(X_i) \epsilon_i, \]
under Assumption 8 we average over \( p \in [P] \)
\[ \| \bar{\theta} - \theta^*_p \| \leq \left\lfloor \frac{1}{1 - \delta} (M^2 + \rho I)^{-1} \Psi \epsilon \right\rfloor. \]
Now by the same argument as in Lemma 7 and using (15) (providing \((1 - \delta)^{-1} < ct\)) we obtain the claim after the choice \( x = t \).

Lemma 9. Assumption 1 holds for Kernel Ridge Regression with
\[ V_{\rho}(n) = C \sqrt{\frac{T(\rho)}{n\rho^{1/b}}}. \]
Moreover, under Assumption 4
\[ V_{\rho}(n) \leq C \frac{1}{\sqrt{n\rho^{1/b}}}. \]

Proof. For \( L_2(\mathcal{X}, \pi)\)-norm it is established in [Avanesov 2020] that for all \( x > 0, t > 2.6 \)
\[ \mathbb{P}\left\{ \| f^* - \hat{f}_n \|^2 \leq Cxg^2 \frac{T(\rho)}{n} \right\} \geq 1 - e^{-x} - e^{-t/2}. \]
Combining this bound with the claim of Lemma 7 by the means of Lemma 14 yields the first line of the claim. The second line follows from the well-known fact
\[ T(\rho) \leq C\rho^{-1/b}. \]
See any of [Zhang et al. 2015, Yang and Pati 2017, Spokoiny and Panov 2019, Avanesov 2020] for the proof.

Proof. of Theorem 2 The bound for RKHS-norm follows from Lemma 8 and Lemma 13 via the triangle inequality. The sup-norm bound follows from combining the bounds in \( L_2(\mathcal{X}, \pi)\) - and RKHS-norm by the means of Lemma 14.
D Tools

This section briefly cites the results we relied upon. First of all, we need a central limit theorem.

Lemma 10 (Corollary of the main theorem by Chernozhukov et al. [2017]). Consider centered i.i.d. $Z_1, Z_2, ..., Z_n \in \mathbb{R}^T$ with a covariance matrix $\Sigma$. Let there be $B_n > 0$ s.t. $\forall j \in [T], \forall k \in \{1, 2\}$

$$E \left[ |Z_{i,j}|^{2+k} \right] \leq B_n^k,$$

and

$$E \left[ \exp \left( |Z_{i,j}| / B_n \right) \right] \leq 2.$$

Then for $\gamma \sim \mathcal{N}(0, \Sigma)$

$$\sup_{l, u \in \mathbb{R}^T} \left| P \left\{ l < \frac{1}{n} \sum_{i=1}^n Z_i < u \right\} - P \left\{ l < \gamma < u \right\} \right| \leq C \left( \frac{B_n^2 \log^7 (Tn)}{n} \right)^{1/6}.$$

The next lemma may be obtained by applying the modification employed in the proof of Theorem 4.1 in Chernozhukov et al. [2017] to the proof of Theorem 2 in Chernozhukov et al. [2013].

Lemma 11. Consider a pair of independent centered Gaussian vectors $X, Y \in \mathbb{R}^T$ with covariance matrices $\Sigma_1$ and $\Sigma_2$ respectively. Let

$$\|\Sigma_1 - \Sigma_2\|_\infty \leq \delta.$$

Then uniformly over vectors $l, u \in \mathbb{R}^T$ we have

$$|P \{ l < X < u \} - P \{ l < Y < u \} | \leq B \delta^{1/3} \max_i \{1, \log(T/\delta)\}^{2/3},$$

where $B$ depends only on $\max_i \Sigma_{1,ii}$ and $\min_i \Sigma_{1,ii}$.

Now we cite the anti-concentration for multivariate Gaussian vectors.

Lemma 12 (Nazarov’s inequality [Nazarov 2003], Theorem 1 [Chernozhukov et al. 2017]). Consider a centered $p$-dimensional Gaussian vector $X \sim \mathcal{N}(0, \Sigma)$. Then for any deterministic $\delta > 0$

$$\sup_{y \in \mathbb{R}^p} \left( P \{ X < y + \delta \} - P \{ X < y \} \right) \leq \frac{\delta}{\sqrt{\min_i \Sigma_{ii}}} \left( \sqrt{2 \log p + 2} \right).$$
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We also need to control the bias of KRR with respect to $L_2(\mathcal{X}, \pi)$-norm and RKHS-norm.

**Lemma 13** (Theorem 4 [Smale and Zhou 2004]). Let Assumption 6 hold for $f^*$ with $r \in (1/2, 1]$ and $h \in L_2(\mathcal{X}, \pi)$. Then

$$\|f^*_\rho - f^*\| \leq \rho^r \|h\|$$

and

$$\left\| f^*_\rho - f^* \right\|_{\mathcal{H}_k} \leq \rho^{r-1/2} \|h\|.$$

Next we cite the result connecting the sup-norm, $L_2(\mathcal{X}, \pi)$-norm and RKHS-norm.

**Lemma 14** (Lemma 5.1 [Mendelson and Neeman 2010]). Under Assumption 4 and Assumption 5 for all $f \in \mathcal{H}_k$

$$\|f\|_\infty \leq C \|f\|_{\mathcal{H}_k}^{1/b} \|f\|_{\mathcal{H}_k}^{1-1/b}.$$ 

Combining Lemma 14 and Lemma 13 yields

**Lemma 15.** Under Assumption 4 and Assumption 5 let Assumption 6 hold for $f^*$ with $r \in (1/2, 1]$ and $h \in L_2(\mathcal{X}, \pi)$. Then

$$\left\| f^* - f^*_\rho \right\|_\infty \leq C \rho^{r-1/(2b)} \|h\|.$$ 

The next trivial lemma quantifies how much a measure of a set changes after conditioning.

**Lemma 16.** Consider a measure $\mathbb{P}$ and two measurable sets $A$ and $B$. Then

$$|\mathbb{P}\{A\} - \mathbb{P}\{A|B\}| \leq 2\mathbb{P}\{\bar{B}\}.$$

**Proof.**

$$|\mathbb{P}\{A\} - \mathbb{P}\{A|B\}| = |\mathbb{P}\{A|B\}\mathbb{P}\{B\} + \mathbb{P}\{A|\bar{B}\}\mathbb{P}\{\bar{B}\} - \mathbb{P}\{A|B\}|$$

$$= |\mathbb{P}\{A|B\}(\mathbb{P}\{B\} - 1) + \mathbb{P}\{A|\bar{B}\}\mathbb{P}\{\bar{B}\}|$$

$$\leq 2\mathbb{P}\{\bar{B}\}.$$
Further we cite a result which provides sufficient conditions for high probability of Assumption 8 to hold.

**Lemma 17** (Lemma 10 by Avanesov [2020]). Let \( \{\phi_j(\cdot)\}_{j=1}^{\infty} \) and \( \{\mu_j\}_{j=1}^{\infty} \) be eigenfunctions and eigenvalues of \( k(\cdot, \cdot) \) w.r.t. \( \pi \). Let Assumption 5 hold. Then Assumption 8 holds for some \( C > 0 \) and arbitrary \( t > 2.6 \) with

\[
\delta = C T(\rho) \left( \sqrt{\frac{t}{n}} + \frac{t}{n} \right)
\]

on a set of probability at least \( 1 - e^{-t/2} \).