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Abstract

One of the most important tasks for decision-making systems is obvious and intuitive visualization of input data. If they are displayed correctly and conveniently, this tool can become a very serious assistant for a decision-maker. Such a tool influences not only on the complexity of the decision-making process, but also the correctness and objectivity of the decisions made. Because of this so much attention is paid to this issue in various studies. However, nowadays the issue of displaying the dynamics of changes in structured data (data in which the observed value has an internal structure and consists of a large number of components) is not sufficiently developed. This paper focuses on these issues, provides a formal description of structured data, and suggests an approach to displaying the dynamics of their changes. The proposed approach to visualization allows to see both the general process of changing the observed value and the nature of changes in its internal structure. Separate charts give the opportunity to see the contribution of each component of a structured value and evaluate the dynamics of this contribution over time. The paper also shows the area of potential application of this approach, highlights its features and main prospects. Most of examples in the paper are based on the developed software package for modeling the situation with the spread of COVID-19 in Bryansk region, which used the proposed visualization option. There are also examples in which the proposed approach to visualization helps to get new information that is not visible when using other approaches to displaying structured data.
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1. Introduction

It is an obvious fact that the amount of data that needs to be analyzed when making management decisions greatly grows every year. At the same time, a man remains responsible for the analysis and final decision, that is, they depend on the decision-maker (DM). Modern decision support systems (DSS), based on mathematical methods, can partially replace human resources at the stage of processing initial data, but not at the stage of final decision-making. The lack of clear and structured information during the decision-making process makes it difficult, due to processing data of various nature, frequency of information updates over a short period of time, while the support and decision-making is always left to DM. Due to this need for operational research, it is required to provide high-quality visualization of constantly growing and developing volume of data that rapidly appears as a result of global scientific research around the world [1]. Range of research that actively involve the visualization as a mean of interaction with any type of data is constantly expanding. In turn, this leads of course to a significant increase in data volume, complexity of their structure, the use in the analysis of new data types as auxiliary or even major, information sources [2].
It is especially important to develop visualization methods if we deal with analyzing unusual data, dynamically changing over time. In this case, visualization methods are faced with a very important and not easy task of visual and intuitive display of unrolling a certain value change over time, showing the nature of this change, analysis and cooperation with the accepted solutions, the result of these solutions. To do this, visualization types such as graphs, bar charts, and histograms are used.

However, the situation with visualization can become very complicated if the quantity is multicocria [3] or consists of several components. In certain cases, it is useful and very important for DM to analyze not just the change in the observed value, but also the impact of measures taken on the structure of its components, the dynamics of changes in the structure and the contribution of components. This article is devoted to the visualization of such data.

2. Visual analysis of the dynamics of changes in structured values

2.1. The concept of a structured value

To begin with, we introduce a formalized concept of a structured value. This paper will consider the issues of visualizing the dynamics of changes in such data.

Let us introduce the concept of a structured value, the visualization of dynamic changes in which we will consider in this paper. Let's suppose we have some observed value $P$. This value includes several components $k_i$:

$$P = \sum_{i} k_i$$  \hspace{1cm} (1)

Thus, the observed value $P$ is decomposed into a number of components. And from the point of view of visualizing such values, two cases can be distinguished:

- $P$ value is decomposed into a small number of components (less than 5);
- $P$ value consists of a large number of components.

Both of these cases are identical in terms of mathematical description, but have significant differences in visualization. If a small number of components a person is able to visualize and see their structure, then in the case of a large number visual representation becomes more difficult and visual analysis becomes more complex. Let us call the value described above structured. In this case, the dynamics of changes in the structured value will be represented by such a dependence, in which at each specific moment $t_j$ the value $P(t_j)$ will be defined as the sum of the components $k_i(t_j)$:

$$P(t_j) = \sum_{i} k_i(t_j)$$  \hspace{1cm} (2)

This paper is devoted to visualization principles of this dynamics and these values.

2.2. Practical necessity of analyzing the dynamics of changes in structured values

Let's look at practical situations where visual analysis of structured data dynamics can be very useful.

During the quarantine period of the first half of 2020, a group of students and teachers at Bryansk State Technical University was engaged in constructing COVID-19 distribution models in AnyLogic. At the same time, a number of modeled and observed values were just composite and had the character described above.

One of the most important and critical indicators of spreading COVID-19 is the number of infected people (let's call it $INF$). It is this indicator that primarily determines quarantine measures, the complexity of epidemic control in a particular region, and various management decisions [4,5]. To display and visually analyze the dynamics of changes in the number of cases over time, you can use the classic method of displaying the curve as a function graph.

However, as practice has shown, the total number of cases in a particular region (or even a country) does not adequately describe the situation. Even if this value is normalized by the
region population (that is make the value relative), this is clearly not enough for the analysis. The fact is that \( INF \) value itself is a composite one by its nature and its constituent parts have quite different degrees of criticality and importance. For example, \( INF \) value can be decomposed into such components as the number of seriously ill patients (requiring connection to an artificial lung ventilator), the number of moderate-severity patients, and the number of patients who do not require hospital admission. Therefore, the same \( INF \) value in different regions may show the overall situation in completely different ways. To understand the situation correctly, it is important to see not only the indicator itself, but also the structure of its components, and evaluate the contribution of each component.

Besides, if the number of components is not very large, we can use traditional schemes for displaying and visual analysis, such as multiple graphs (for each criterion separately), column graphs, histograms and Temporal Networks. In recent years, the research community has also accumulated overwhelming evidence in favor of complex and heterogeneous connectivity patterns based on Temporal networks [6]. However, the situation becomes more complicated if the number of components increases. In this case, the visibility of traditional approaches is greatly reduced and attempts are being made to develop new methods and approaches in this way [7].

Let’s take another example. According to the World Health Organization (WHO), the incidence and severity of the disease in COVID-19 depends very much on the age. Therefore, it can be very useful to analyze the number of cases (\( INF \) indicator introduced before), but only in the context of the age of cases. That is, the components of this indicator should be considered as the number of cases of what age contributed to the total number of cases. This indicator and analysis can be useful for evaluating actions and decisions taken. For example, some restrictive measures may not lead to a decrease in the total number of cases, but may change the structure of this value, reducing the number of elderly patients, which is also a very important factor in the epidemic control [8].

At the same time, visual analysis by age is very time-consuming. It is difficult to estimate this indicator due to the large number of age options. Therefore, in most cases, reduction of the variants (components) is done by rounding the age to certain ranges [9]. An example of such rounding, taken from official statistics on age, gender, and disease, depending on the death of patients from infection caused by COVID-19 is shown in Table 1. The data are based on an official document dated February 28, 2020 from the WHO-China Joint Mission report [10].

| Age         | Number of infected people | Number of deaths | The likelihood of death of COVID-19 |
|-------------|----------------------------|------------------|-----------------------------------|
| 0-9 years   | 416                        | -                | -                                 |
| 10-19 years | 549                        | 7                | 0,2%                              |
| 20-29 years | 3619                       | 1                | 0,2%                              |
| 30-39 years | 7600                       | 18               | 0,2%                              |
| 40-49 years | 8571                       | 38               | 0,4%                              |
| 50-59 years | 10008                      | 130              | 1,3%                              |
| 60-69 years | 8583                       | 309              | 3,6%                              |
| 70-79 years | 3918                       | 312              | 8,0%                              |
| 80+ years   | 1408                       | 208              | 14,8%                             |

In the example given the age of patients is divided by 10 years. However, such rounding is associated with certain problems. Firstly, poorly chosen age ranges can lead to incorrect analysis and a strong distortion of the real situation. Secondly, by rounding up age ranges, we lose some of the information for analysis, which can be very significant. Thirdly, the selected ranges may vary greatly for different regions and countries, and to make the selection in each specific situation is a very time-consuming task [11]. Therefore, the important point is not to abandon the full range of ages, but to develop new principles for visualizing such data, which will take into consideration all the data in their original regardless of their gradation and components.
2.3. Existing approaches to displaying the dynamics of data changes

There are a lot of ways to show the dynamics of data changes. Let us consider the most commonly used options by the example of dynamics of developing COVID-19 on the territory of Bryansk region. The graphs show the dynamics of infections, recoveries, deaths due to COVID-19, the dynamic number of new infections, identified on the territory of Bryansk region, compared with the previous day and according to days since the first revealed infected person.

The most common option for displaying these data is to use traditional charts. In this case, time is X-axis, and the value under consideration is Y-axis (see Fig.1).

![Fig. 1. The graph of changes in the number of cases of COVID-19 per day](image)

If the data are structured, then several graphs are constructed for each of the components. An example of such graphs is shown in the first diagram of Fig. 2.

![Fig. 2. The number of infected, recovered, dead people from COVID-19](image)

However, it is good to analyze such graphs if the number of the observed values is small enough (one or two). If there are a lot of such values, the graph is difficult to read and it becomes very hard to draw any conclusions in this situation. Another problem is the difficulty of estimating the contribution of each component to the total. Based on such render methods, it is often impossible to analyze the overall situation of the epidemic growth in terms of the patient's age, gender, concomitant diseases, activities, etc. [12].

Another option, which is also often found in open sources of statistics, is a column chart. In this case, each component is displayed as a separate column of its own color, and the dynamics is displayed as a set of such columns. According to Yandex, Apple and Otonomo data, there is given an example of a column chart grouping changes in the level of activity of the Russian population in the period from February to June (see Fig.3).
Another fairly good rendering option is a radar chart and a pie chart [13]. In contrast to the previous versions, these methods are very good at visualizing the data structure, clearly showing the contribution of each component. However, they are very difficult to apply for showing the dynamics of changes in this data over time.

3. COVID-19 spread modeling system and problems of visualizing the dynamics of structured values in it

Epidemic outbreaks in various regions represent a special situation with a high level of uncertainty. In some regions, there was a noticeable repetition of the situation in the same scenario. In others, the situation was significantly different. A software package in AnyLogic environment was developed in Bryansk State Technical University [14]. The authors suggested using several modeling directions. The mixed simulation model was based on a combination of approaches: discrete-event directed modeling, agent-based modeling, and the system dynamics section. The use of classical approaches to epidemic modeling based on SEIRD model was proposed as the main method [15]. SEIRD disease distribution model belongs to a class of so-called compartmental models, the essence of which is to divide the population into several groups, i.e.: S (susceptible) means the number of people susceptible to the disease, E (exposed) is a group of infected people who are in the incubative stage, I (infected) means infected, R (recovered) stands for the number of people who recovered after the infection, D (dead) is dead. Each of the specified parameters forms variables that are part of a system of differential equations, which can be used to predict the dynamics of the epidemic.

As a result of analyzing a series of experiments conducted with COVID-19 disease development model it is possible to visualize the rate of infection spread with different behavior of people and various parameters, conditions and constrains. The screenshot of the system is shown in Fig. 4. The system was presented at the contest for the best scientific work "Modern scientific achievements. Bryansk-2020".

Fig. 3. Charts rendering the dynamics of COVID-19 in Bryansk region

Fig. 4. System of modelling COVID-19 in Bryansk region
Taking the known criteria as a basis, it is possible to demonstrate the development of infection spread, indicators of the level of disease severity [16]. We used a model that incorporated the main factors known at that time about the spread of infection among people. Specific indicators and coefficients were calculated based on similar data for Moscow region [17] and included in the complex for modeling the situation in Bryansk region. As a result, a model was built (see Fig. 5) that takes into account the following factors of COVID-19:

1. Immunity. The better the person’s immunity, the lower is the probability of COVID-19 infection (ImmunityRatio parameter of double type, which takes value from 0 to 1). Each object Person in the constructor is assigned with a random value in the range specified above.

2. Social responsibility (IsolationRate parameter of double type has a default value of 0.45) [18]. According to the emergency response centre of the Russian Federation, the level of social responsibility is approximately 45% (exactly following the doctor’s prescription and recommendations, as well as quarantine or self-isolation measures). The value of this parameter changes dynamically based on data received from Rospotrebnadzor (Russian Federal Service for Surveillance on Consumer Rights Protection and Human Wellbeing) and Johns Hopkins University.

3. ContactsPerDay parameter defines the average number of close contacts of the object Person per day.

4. The probability of contacts between people with different degrees of infection: the probability of contacts between infected people and healthy people (ProbabilityOfContactWithInfected parameter), the frequency of contact, and maintaining social distance (ContactFrequency parameter).

5. Accompanying coronavirus diseases (factor of a person’s going to the hospital in case of infection, accompanyingIllness parameter of boolean type).

6. The time to make a decision after infection symptoms onset is a factor that can be used to make a conclusion about the disease severity (whatToDoDays parameter is of int type and is set randomly from the above range for each object Person). According to statistics in the region [19], a person goes to the hospital or goes to self-isolation within 1-5 days. In this time range, a person begins to notice symptoms onset and deterioration of his health condition.

7. Mandatory self-isolation of people (start_isolations_event, if the threshold of sick people is exceeded, as well as based on data from the period of self-isolation in Bryansk region and orders of authorities – intervention).

8. The probability of virus spread is InfectionProbability parameter. The probability value depends on several factors, such as the use of personal protective equipment, wearing masks, washing hands, or touching the person’s respiratory organs and mucosa.

Based on the tasks and factors that affect the development of the spread of Covid-19 infection, the model is built using a system of differential equations described below:

\[
\begin{align*}
\text{ExposedRate} & = \text{Susceptible} \cdot \text{ContactsBetweenInfectedandHealthy} \cdot \text{Infectivity} \\
\text{InfectionRate} & = \frac{\text{Exposed}}{\text{AverageIncubationTime}} \\
\text{RecoveredRate} & = \frac{\text{Infected}}{\text{Duration} \cdot \text{ImmunityRatio}} \\
\text{Died} & = \text{RecoveredRate} \cdot \text{FatalityRate} \\
\text{RecInfectionRate} & = \text{RecoveredRate} \cdot (1 - \text{ImmunityRatio})
\end{align*}
\]

where: ExposedRate is the number of sick people per unit of model time, Susceptible is the number of people susceptible to infection with Covid–19 (taking into account factors such as weakened immunity, being in public places of large crowds, etc.), ContactsBetweenInfectedandHealthy is the average number of contacts between infected and healthy people, Infectivity is the probability of infection during the spread of an epidemic, InfectionRate is the rate of the disease progression, AverageIncubationTime is the average value of the incubation period, RecoveredRate is the number of people who set recovered from an illness (the absence of a virus in the body during testing) per unit of model time, Infected – infected people, Duration – mean time of disease progression, FatalityRate – number of people who
died per unit of model time, *Died* – percentage of mortality (probability of death based on patient statistics).

The structure of the simulation model of the disease development according to the unit of model time equal to one day is shown in Fig. 5.

Fig. 5. *System Dynamics Model of the spread Covid-19*

The color marker approach described below was used to display and visualize data on the dynamics of changes in structured values. This made it possible to present the results more clearly.

The data on the infection spread in Bryansk region obtained during modeling on the basis of open and publicly available information shows the feasibility of the model. The discrepancy between the currently modeled and real curves does not exceed 8%.

4. The proposed solution for visualizing the dynamics of changes in structured values based on color markers

4.1. Using color markers to display the structure of a composite value

As it was described above, in the framework of research and simulation of the situation with spreading COVID-19, conducted in Bryansk State Technical University, we used an approach to show the dynamics of changes in structured values, which is conventionally called the method of color stripes or color marker graph. The main idea of this approach is as follows.

Let us assume that we have a certain value $P(t)$, which value changes over time (the value under study depends on $t$ parameter). In this case, this value consists of different components. That means that at $t$ time moment $P(t)$ value can be decomposed into some components:

$$P(t) = \sum_{i} k_i(t). \tag{3}$$

For visual image of these data (both the graph of changes in the value itself and its components), we assign each component part $k_j$ a certain color (the so-called color marker):

$$\{k_1 \leftrightarrow \text{цвет}_1; \ k_2 \leftrightarrow \text{цвет}_2; \ldots; \ k_n \leftrightarrow \text{цвет}_n\}. \tag{4}$$

Then the curve of the value change $P(t)$ is rendered as a standard graph, plotting time along the abscissa axis, and the observed value itself along the ordinate axis. At the same time, $k_j(t)$
Component parts should be painted with the corresponding color marker. In this case, the graph of changes $P(t)$ will look like color bars of different widths (depending on the value of $k_i(t)$ components).

Now let us consider the example described in the previous chapter (analysis of changes in the number of cases in the context of disease severity). Let the analyzed value $P(t)$ be the total number of infected by COVID-19 at a certain time ($INF$ value introduced above). At the same time, as it is described above, not the graph of changes in the number of cases is of interest, but the analysis of the components of this number, that is how many of these cases are severe, how many are moderate, how many people do not require hospital admission, and how many are asymptomatic. In this case this value at time moment $t_i$ is decomposed as follows:

$$INF(t) = \sum_{i=1}^{4} k_i(t).$$

where: $k_1(t)$ is the number of seriously ill at time moment $t$; $k_2(t)$ is the number of hospital moderate-severity patients; $k_3(t)$ is the number of infected people who do not need hospital admission; $k_4(t)$ is the number of asymptotically infected.

Let us assign a color marker to each value. Then the general graph of changes in the epidemiological situation will take the form shown in Fig. 6.

![Graph showing a structured value in the form of color markers in the context of disease severity](image)

This graph is a more visual way to show than tabular data or other options discussed earlier. This display provides more information for analysis and additional conclusions, allows to see patterns or effects that are not visible in other versions of the image.

A distinctive feature of displaying with color markers is that this method allows decision maker to perform visual analysis that was previously unavailable when displaying as a regular graph. For example, Fig. 6 shows one feature according to the graph given. At time moment $t_k$ marked on the graph with a stipple line, some measures were taken that did not significantly reduce the increase in the total number of patients and significantly changed, the spread of COVID-19 ($INF$ value graph saves its nature). However, the decisions made at this moment allow to change the structure of $INF$ value significantly in the direction of reducing the number of seriously ill ($k_1$) and moderate-severity ($k_2$) patients which is more important than general trends of the target indicator. Fig. 6 shows these changes and gives the opportunity of visual analysis and search of similar periods. For example, the exponent form of the curve on the graph of epidemic development under normal conditions. This form determines the rapid growth of morbidity rate, which in turn greatly increases the burden on health authorities, thereby increasing mortality due to the lack of proper medical care and appropriate equipment. When a person’s social activity decreases by five times (self-isolation), there is a smooth evening of the curve on the graph. This scenario increases the overall duration of the
epidemic, but reduces the burden on health care, thereby reducing the number of patients who died. However, in the example given above (Fig. 6) there is a number of difficulties which make the visual analysis of the structure harder to realise. These difficulties include:

- in areas with a low \( \text{INF} \) target value, the color marker bars become narrow enough that any changes in them are not visible;
- in areas with a sharp change in the target value of \( \text{INF} \), a jump in the target indicator makes it difficult to analyze visually \( k_i \) components included in it.

In order to overcome these difficulties we suggest switching from absolute numbers to relative ones, i.e. construct color bars in a normalized variation:

\[
k'_i(t) = \frac{k_i(t)}{\text{INF}(t)},
\]

\[
\sum_{i=1}^{n} k'_i(t) = 1.
\]

In such variant the fluctuations of the target indicator or a small value will not make it difficult to perceive the structure. The analysis of changes in the structure becomes even clearer and any changes or external influences that displace the internal components of the value become clearer (see Fig. 7).

**Fig. 7. Graph of structural changes**

4.2. **Method generalisation for continuous data**

Let us consider another example of dynamic changes of structured data. In this case the observed value \( P(t) \) consists of a large number of \( k \) components. An example of such data is the previously considered analysis of morbidity rate in the context of patients’ age. As practice has shown with the spread of COVID-19, this parameter is also very important for analyzing the situation and making management decisions.

Formally, this task is expressed as follows. As before, we will use the number of patients at time moment \( t - \text{INF}(t) \) as the target value. However, we will consider the value of the composite value \( k_{\text{age}}(t) \) as the number of cases at time \( t \) at the \( \text{age} \), where \( \text{age} \) is in the range:

\[
0 \leq \text{age} \leq \text{MaxAge},
\]

where \( \text{MaxAge} \) is the maximum age of infected people.

Visual representation of such a value by conventional methods (graphs, charts, tables) is quite problematic as the number of components is high (in the extreme case age can be a continuous value) [20,21].

Very often, to analyze and interpret such data, rounding the parameter and switching to certain ranges are used. For example, the all-Russian operational headquarters for publications it was offered to replace age parameter with the following ranges:

- children, teenagers, and young people (under 30 years old);
middle-aged people (30-49 years old);
people aged 50-59 years;
old people over 60 years old.
However, this division is very conditional. This is confirmed by numerous publications in which the age ranges may be completely different. This is due to the fact that it is quite difficult to identify the most objective ranges for analysis. First of all, the following issues cause difficulties:

- the need for preliminary data analysis and the introduction of additional criteria for forming ranges;
- the potential for changing ranges over time, which leads to unreliability of data if hard boundaries are introduced;
- loss of information content and part of the information due to rounding data and bringing them to predefined ranges;
- increase of time required for data analysis due to the need for an additional step (selection of range boundaries);
- difficulties in arranging border ranges that depend on external influences (for example, range boundaries may have geographical or other dependencies).

In addition, it is worth noting that the selection of pre-defined ranges and rounding the observed value automatically lead the problem to analysis in purely subjective values, and objectivity of the display results will strongly depend on how well or unsuccessfully the range boundaries were selected.

To analyze these data, we offer a slightly different approach. Due to the difficulties in selecting ranges, we suggest abandoning them and visualizing the data not as color bands, but as a continuous gradient. To do this, a smooth color change is compared to the age and the target value graph is filled in according to the obtained values of the composite components. The resulting graph is shown in Fig. 8.

![Fig. 8. Graph of showing structured value by means of color markers in the context of patients’ age](image)

This display does not require analysis and selection of rounding limits. Data can be visualised immediately until they are not processed. In this case, the composition patterns will automatically adjust and display adequately, regardless of any external or internal influences.

5. Conclusion

In this paper, we have proposed a method that combines analysis and visualization of structured data. Most of the examples in the paper are given on the situation with COVID-19 development. This is due to the fact that we have tried and tested this visualization approach on the basis of the corresponding complex. However, the proposed method of displaying the dy-
namics of changes in the data structure in the form of color markers and gradients can be used in absolutely any areas where there is a need to display the dynamics of composite values, see and analyze the structure of these values.
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