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The nature of the superconducting order parameter in Sr$_2$RuO$_4$ has generated intense interest in recent years. Since the superconducting gap is very small, high-resolution methods such as scanning tunneling spectroscopy might be the best chance to directly resolve the gap symmetry. Recently, a Bogoliubov quasiparticle interference (BQPI) experiment has suggested that the $d_{x^2-y^2}$ gap symmetry is appropriate for Sr$_2$RuO$_4$. In this work, we use a material-specific theoretical approach based on Wannier functions of the surface of Sr$_2$RuO$_4$ to calculate the continuum density of states as detected in scanning tunneling microscopy experiments. We examine several different proposed gap order parameters and calculate the expected BQPI pattern for each case. Comparing to the available experimental data, our results suggest that a $s' + id_{xy}$ gap order parameter is the most probable state, but the measured BQPI patterns still display features unaccounted for by the theory for any of the states currently under discussion.
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I. INTRODUCTION

Sr$_2$RuO$_4$ [1–4] has once again been a topic of intense research interest recently. For long time it was discussed as a promising candidate for intrinsic topological superconductor in the light of arguments in favor of a $p+ip$ symmetry of the gap order, in particular early evidence from NMR [5]. Muon-spin rotation [6] and Kerr effect [7] measurements were argued to imply time-reversal symmetry (TRS) breaking [8] in the superconducting state, consistent with this picture. However, a number of thermodynamic measurements detected low-energy quasiparticle states, hinting at the existence of nodes or deep minima in the gap $\Delta(k)$ [9–12].

Recently, strong evidence against the chiral $p$-wave paradigm was provided by in-plane $^{17}$O nuclear magnetic resonance measurements [13,14] that found a substantial drop in the Knight shift below $T_c$. Arguments in favor of spin-singlet pairing were then drawn from the field dependence of the Knight shift in comparison to the change of the entropy from earlier specific heat experiments [15]. These measurements are complemented by observations of shifts in the elastic constants [16,17] together with experiments under strain [18] that indicate a two component nature of the order parameter. All these findings have led to a series of recent theoretical attacks on the question of superconductivity in Sr$_2$RuO$_4$ [19–35].

Sr$_2$RuO$_4$ is generally considered to be an unconventional superconductor, where electron pairing is mediated by the exchange of electronic excitations, so theories typically attempt to model the low-energy effective pairing interaction. The Fermi surface is dominated by three Ru $d$ orbitals $d_{xz}$, $d_{yz}$ that contribute mostly to quasi-1D bands, and $d_{xy}$ states dominating a 2D band. Electrons in these states interact via intrasite Coulomb $U$ interactions and Hund’s coupling $J$, with the $d_{xy}$ dominant bands thought to be more strongly correlated [36,37]. In addition, spin-orbit coupling plays a significant role [38,39]. Recent microscopic theories incorporate many of these ingredients [19–21,23–26,29,30,32,33,40,41], leading to a variety of predictions for $\Delta(k)$ depending on the assumed model and the applied methodology. These calculations point to a number of leading candidates which currently consist of the even-parity 1D irreducible representation $B_1g(d_{z^2-\gamma^2})$, multicomponent orders such as $d_{z^2-\gamma^2} + ig_{xy}(x^2-y^2)$ and $s' + id_{xy}$, as well as the 2D irreducible representation $E_{1g}(d_{xz} + id_{xy})$. A two-component state is generally thought to be important to explain the observation of time-reversal symmetry breaking, ultrasound [16,17], and recent $\mu$SR experiments under strain [18]. At zero strain, these can correspond either to the 2D representation, or to accidental degeneracies of two 1D representations.

Not all such proposals are consistent with existing experimental results, nor are all the interpretations of the experimental literature apparently consistent with one another [4]. In such a situation it would be very useful to have a direct measurement of the superconducting gap to distinguish among theories and thereby constrain the possible pairing mechanisms. The tiny size ($|\Delta| \lesssim 350$ $\mu$eV) [42,43] of the superconducting order parameter $\Delta(k)$ in Sr$_2$RuO$_4$ has hindered such measurements for a long time, as they require low temperatures and fine energy resolution to detect spectral features arising from the small gap. However, in principle Bogoliubov quasiparticle interference (BQPI) imaging is a powerful technique capable of high-precision measurement of multiband $\Delta(k)$ [44–47]. Interference of impurity-scattered quasiparticles produces real space Friedel oscillations in the
density of states (DOS) $\rho(\mathbf{r}, \omega)$ within the energy range of $\Delta(\mathbf{k})$, giving rise to complex patterns in the spatial Fourier transform spectrum $\rho(\mathbf{q}, \omega)$ that can in principle be measured in an STM experiment and interpreted in order to extract the gap structure. The BQPI technique was recently implemented to analyze $\Delta(\mathbf{k})$ in Sr$_2$RuO$_4$ [43]. This analysis, motivated with observations from recent work [12,13,19–21,48], suggested a $d_{x^2-y^2}$ superconducting gap symmetry for Sr$_2$RuO$_4$ by comparison with theoretical calculations of $\rho(\mathbf{q}, \omega)$ using simple low-harmonic gap candidates $\Delta(\mathbf{k})$. Such an approach is, however, limited by (a) loss of $\mathbf{q}$ space resolution when calculating BQPI on a simple Ru lattice system and (b) failure to include the rather complex gap structures, including accidental nodes, anticipated by microscopic theories [19,29,33].

In this work, we will adopt the Wannier-based $T$-matrix technique introduced in Refs. [49,50] through which one obtains BQPI images for real materials in their normal and superconducting states that are directly comparable to experiments. Unlike the theoretical approach used in Ref. [43] to obtain lattice DOS $\rho(\mathbf{R}, \omega)$, the Wannier-based $T$-matrix approach is used for evaluation of the continuum DOS $\rho(\mathbf{r}, \omega)$ dressed by real-space Wannier functions pertaining to the orbitals that have dominant contribution around the Fermi level of the material under consideration. These Wannier functions substantially modify the continuum DOS patterns, bringing in additional $\mathbf{q}(\omega)$ features in its Fourier transformed image. In addition, we take as representative of the various possible gap symmetries not only simple harmonics, but gaps derived from microscopic spin fluctuation pairing theory [29]. We find that definitive conclusions are difficult because of limited experimental tunneling spectra exhibiting superconductivity on the surface (i.e., with evidence of low-energy coherence peaks), and the fact that BQPI features are remarkably nondispersive in this system, even for highly anisotropic gap structures. The best fit to the data currently available [43] suggests a $s' + idy$ gap order parameter, but we discuss other alternatives in detail.

This paper is organized as follows: in Sec. II, we introduce the multiorbital Hubbard Hamiltonian with the pairing and impurity terms, and describe it using the Bardeen-Cooper-Schrieffer (BCS) equations in the Nambu spinor basis. We write down the equations for computing the lattice DOS and continuum DOS [49,50], in the presence of impurities using the $T$-matrix approach. In Sec. III, we demonstrate our BQPI findings first in the normal state, and second in the superconducting state of the material for which we borrow the singlet and composite gap order parameters as obtained in Refs. [19,29]. Finally, we present our conclusions in Sec. IV and possible future directions of investigation in this context.

II. MODEL

In this section, we will lay out the theoretical framework on how the surface of a material is imaged by STM. The full Hamiltonian has four terms, namely, the kinetic energy term $H_0$, the spin-orbit term $H_{\text{soc}}$, the BCS mean-field term $H_{\text{MF}}$, and a single-impurity term $H_{\text{imp}}$:

$$H = H_0 + H_{\text{soc}} + H_{\text{MF}} + H_{\text{imp}},$$

$$H_0 = \sum_{\mathbf{RR}_{\text{max}}} \sum_{\mathbf{RR}_{\text{min}}} \sum_{\mathbf{R}_{\text{imp}}} V_{\mathbf{RR},\mathbf{RR}_{\text{imp}}}^\text{imp} \sum_{\mathbf{msc}} c_{\mathbf{RR}, \mathbf{msc}}^\dagger c_{\mathbf{RR}_{\text{imp}}, \mathbf{msc}} + \Delta \Omega_{\mathbf{RR} \mathbf{RR}_{\text{imp}}} + \mu_0 \sum_{\mathbf{R}_{\text{imp}}} n_{\mathbf{R}_{\text{imp}}}^0,$$  

$$H_{\text{MF}} = - \sum_{\mathbf{RR}_{\text{max}}} \sum_{\mathbf{RR}_{\text{min}}} \sum_{\mathbf{R}_{\text{imp}}} \sum_{\mathbf{msc}} [\Delta_{\mathbf{RR} \mathbf{RR}_{\text{imp}}}^\text{imp} c_{\mathbf{RR}, \mathbf{msc}}^\dagger c_{\mathbf{RR}_{\text{imp}}, \mathbf{msc}} + h.c.],$$

$$H_{\text{imp}} = \sum_{\mathbf{R}_{\text{imp}}} V_{\mathbf{RR},\mathbf{RR}_{\text{imp}}}^\text{imp} c_{\mathbf{RR}, \mathbf{msc}}^\dagger c_{\mathbf{RR}_{\text{imp}}, \mathbf{msc}},$$

$H_{\text{soc}}$ will be introduced in the next subsection. Here, $c_{\mathbf{RR}, \mathbf{msc}}^\dagger$ ($c_{\mathbf{RR}, \mathbf{msc}}$) is the creation (annihilation) operator for an electron in the unit cell $\mathbf{R}$, orbital $m$ with spin $\sigma$. $V_{\mathbf{RR},\mathbf{RR}_{\text{imp}}}^\text{imp}$ is the amplitude for hopping from unit cell $\mathbf{R}$, orbital $m$ to the unit cell $\mathbf{R}'$, orbital $n$. The pairing field is given by $\Delta_{\mathbf{RR} \mathbf{RR}_{\text{imp}}}^\text{imp} = V_{\mathbf{RR},\mathbf{RR}_{\text{imp}}}^\text{imp} (c_{\mathbf{RR}, \mathbf{msc}}^\dagger c_{\mathbf{RR}_{\text{imp}}, \mathbf{msc}})$, where $V_{\mathbf{RR},\mathbf{RR}_{\text{imp}}}^\text{imp}$ is the effective attraction between unit cell $\mathbf{R}$, orbital $m$ and unit cell $\mathbf{R}'$, orbital $n$, $\mathbf{R}^*$ is the impurity site and $V_{\mathbf{RR},\mathbf{RR}_{\text{imp}}}^\text{imp}$ is the (on-site only) nonmagnetic impurity potential responsible for scattering of quasiparticles.

A. Noninteracting Hamiltonian

We will adopt the noninteracting tight-binding Hamiltonian model for Sr$_2$RuO$_4$ as used in Refs. [19,27,29]. It is composed of the three Ru orbitals: $d_{xz}$, $d_{yz}$, and $d_{xy}$. Fourier transforming the real space hoppings from $H_0$ fitted to ARPES measurements [51,52], one obtains the dispersions given by

$$\xi_{\mathbf{xz}}(k) = -2t_1 \cos k_x - 2t_2 \cos k_y - \mu,$$

$$\xi_{\mathbf{yz}}(k) = -2t_2 \cos k_x - 2t_1 \cos k_y - \mu,$$

$$\xi_{\mathbf{xy}}(k) = -2t_5 \cos k_x + 4t_4 \cos k_y \cos k_z - 2t_3 \cos 2k_y + 2t_2 \cos 2k_z - \mu,$$

where $\{t_1, t_2, t_3, t_4, t_5\} = [88, 80, 40, 5, 109]$ meV with the interorbital hybridization $g(\mathbf{k})$ set to 0 [see Eq. (2) below] and the chemical potential $\mu = 109$ meV. Atomic SOC is parametrized by $\lambda_{\text{soc}} = \lambda_{\text{soc}} \mathbf{L} \cdot \mathbf{S}$ and gives rise to orbital mixing on the Fermi surface sheets. We include SOC of $\lambda_{\text{soc}} \approx 40$ meV ($\approx 0.5t_1$) [19,27,29]. For the TRS-preserved normal state, we have doubly degenerate Kramer’s eigenvalues and the noninteracting Hamiltonian $\hat{H}$ in block-diagonal form can be represented in a pseudospin basis $\sigma = \pm(\mathbf{k})$. Here $\hat{H} = \sum_{\mathbf{k}\sigma} \Psi^\dagger(\mathbf{k}, \sigma) (H_0 + H_{\text{soc}}(\sigma)) \Psi(\mathbf{k}, \sigma)$, where

$$H_0 = \begin{pmatrix} \xi_{\mathbf{xz}}(k) & g(k) & 0 \\ g(k) & \xi_{\mathbf{yz}}(k) & 0 \\ 0 & 0 & \xi_{\mathbf{xy}}(k) \end{pmatrix},$$

$$H_{\text{soc}}(\sigma) = \frac{1}{2} \begin{pmatrix} 0 & -i\sigma \lambda_{\text{soc}} & i\lambda_{\text{soc}} \\ i\sigma \lambda_{\text{soc}} & 0 & -\sigma \lambda_{\text{soc}} \\ -i\lambda_{\text{soc}} & \sigma \lambda_{\text{soc}} & 0 \end{pmatrix},$$

and $\Psi(\mathbf{k}, \sigma) = [c_{\mathbf{xz}}(\mathbf{k})^\dagger, c_{\mathbf{yz}}(\mathbf{k})^\dagger, c_{\mathbf{xy}}(\mathbf{k})^\dagger]^T$, and $\Psi(\mathbf{k}, \sigma) = [c_{\mathbf{xz}}(\mathbf{k})^\dagger, c_{\mathbf{yz}}(\mathbf{k})^\dagger, c_{\mathbf{xy}}(\mathbf{k})^\dagger]^T$.

B. Superconducting gap

The full BCS Hamiltonian (implied by the underscore) is given by

$$\hat{H} = \begin{pmatrix} \hat{H}(\mathbf{k}) & \hat{\Delta}(\mathbf{k}) \\ \hat{\Delta}(\mathbf{k}) & -\hat{H}(-\mathbf{k}) \end{pmatrix},$$

where
written in the Nambu spinor basis \((\Phi^+(k), \Phi^T(-k))\) where \(\Phi^+(k) = (\Psi^+(k, +), \Psi^+(k, -))\). The superconducting gap in momentum space in the homogeneous system \(\Delta(k)\) is obtained from the spin-fluctuation pairing theory evaluations [19,29]. Diagonalizing \(\tilde{H}\) yields the eigenvalues \(\pm \epsilon_{\mu}(k)\) and the unitary transformation matrix \(\hat{U}(k)\) that diagonalizes \(\tilde{H}\). The orbitally resolved-gap structure \(\Delta^{\mu m}(k)\) is also expressed in this Nambu basis [50] (see Appendix B for theoretical details). We evaluate six different cases of pseudospin-singlet \(\langle \uparrow \downarrow | - | \downarrow \uparrow \rangle\) gap order parameters: simple intraband \(d_{\pi}^{\pi} \cdot \delta\) where \(\Delta_{\nu}(k) = \frac{\Delta}{2}(\cos k_x - \cos k_y)\), and the rest taken from Refs. [19,29] \(d_{\pi}^{\pi}, s', s + i d_{\pi}^{\pi}\) and \(s' + i d_{\pi}^{\pi}\). The spin-fluctuation mediated pairing theory for weakly coupled systems (like Sr\(_2\)RuO\(_4\)) enables one to find the phase diagram of the possible leading gap order parameters as a function of the on-site Coulomb repulsion \(U\) and Hund’s coupling \(J\) interaction terms [19]. The gap solutions \(d_{\pi}^{\pi}, s'\) and \(s' + i d_{\pi}^{\pi}\) are results of such an analysis pertaining to different \(U\) and \(J\) values. Furthermore, Ref. [29] also included the effect of nearest-neighbor Coulomb repulsion \(V\) to investigate the fate of the leading gap order which yields a robust \(s' + i d_{\pi}^{\pi}\) solution.

The orbitally resolved homogeneous DOS in the superconducting state is \(\rho^s(\omega) = -\frac{1}{\pi} \text{Im} \sum_k \hat{\mathcal{G}}_{\nu m}(k, \omega),\) where
\[
\hat{G}(k, \omega) = (\omega - \tilde{H}(k) + i\delta)^{-1},
\]
is the Green’s function for the BCS Hamiltonian. The real-space bare lattice Green’s function is obtained from the Fourier transform
\[
\hat{G}^0_{\nu m}(k, \omega) = \sum_k e^{-i(k \cdot R)} \hat{G}_{\nu m}^{0}(k, \omega) = \hat{G}^0_{\nu m}(k - R, \omega).
\]
(6)

C. Impurity states and \(T\)-matrix approach

With intraorbital, on-site impurity potential terms \(V_{\text{imp}}^{\nu m}\) in \(H_{\text{imp}}\) of Eq. (1), one constructs the lattice Green’s function in the presence of the impurity via the \(T\)-matrix approach:
\[
\hat{G}(R, R', \omega) = \hat{G}^0_{\nu m}(R - R', \omega) + \hat{G}^0_{\nu m}(R, \omega) \hat{T}(\omega) \hat{G}^0_{\nu n}(R', \omega).
\]
(7)
The \(T\) matrix is given by
\[
\hat{T}(\omega) = [1 - \hat{V}_{\text{imp}} \hat{G}(\omega)]^{-1} \hat{V}_{\text{imp}},
\]
where the local Green’s function is \(\hat{G}(\omega) = \sum_k \hat{G}_{\nu m}(k, \omega)\) and the diagonal matrix \(\hat{V}_{\text{imp}} = V_{\text{imp}}^{\nu m} \delta_{\nu n} \tau_z\) implying its expression in the Nambu spinor basis with
\[
\tau_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
(9)

D. Wannier functions to calculate continuum density of states

For a given voltage \(V\), the differential tunneling conductance in an STM experiment is given by [53]
\[
\frac{dI}{dV}(r, eV) = \frac{4\pi e}{h} |M|^2 \rho_{\text{tip}}(0) \rho(r, eV),
\]
where \(r = (x, y, z)\) denote the coordinates of the tip, \(\rho(r, eV)\) is the continuum LDOS (cLDOS), \(\rho_{\text{tip}}(0)\) is the DOS of the tip, and \(|M|^2\) is the square of the matrix element for the tunneling barrier. The following methodology to include the effect of Wannier functions in modifying the cLDOS was introduced in Refs. [49,50]. The cLDOS can be calculated by
\[
\rho(r, \omega) = -\frac{1}{\pi} \text{Im}G^{11}(r, r, \omega),
\]
where \(G^{11}(r, r, \omega) = \sum_{\nu m} \hat{G}_{\nu m}(r, r, \omega)\) is the normal part of the Nambu continuum \(\hat{G}\)’s Green’s function defined in a basis described by the field operators \(\psi_i(r)\). These are related to the lattice operators \(c_{\nu m, \omega}\) through the Wannier functions matrix elements \(w_{\nu m}(r)\) as \(\psi_i(r) = \sum_{\nu m} c_{\nu m, \omega} w_{\nu m}(r)\). Employing the Wannier basis transformation [49,50], we can obtain the continuum Green’s function as
\[
G_{\nu m, \omega}(r, r', \omega) = \sum_{\nu m, \omega} \hat{G}_{\nu m, \omega}(r, r') w_{\nu m}(r) w_{\nu m}(r')
\]
(12)
and thereafter, evaluate the cLDOS from Eq. (11). A simple Fourier transform of the cLDOS \(\rho(r, \omega)\) gives the Bogoliubov quasiparticle interference maps that can be compared directly to experimental measurements.

III. RESULTS

The Sr\(_2\)RuO\(_4\) crystal structure is composed of alternating layers of SrO and RuO\(_2\) planes. The cleaving of the sample in ultrahigh vacuum at low temperatures is considered to reveal atomically flat SrO cleaved surface [43]. However, an STM tip probing this surface is believed to be sensitive to the atomic wave functions of the Ru \(d\) orbitals that dominate the Fermi level, while the other atomic wave functions away from the Fermi level are effectively invisible for STM. An illustration of the Ru \(d\)–orbitals Wannier functions [as obtained from \(ab\) \(initio\) calculations described in Appendix A] is provided in Fig. 1. Notice the smaller \(z\) expanse of the \(d_{z^2}\) Wannier orbitals compared to \(d_{x^2}, d_{y^2}\) orbitals, making \(d_{z^2}\) orbital less likely to participate in tunneling through an STM tip located at a certain \(z\) height above the cleaved surface. This property might be altered on reconstructed surfaces [54]; in this work, we concentrate on the spectroscopic features at low energies assuming no reconstruction and a negligible effect from the van Hove singularities. Whether these effects are essential for the observation of superconductivity in Sr\(_2\)RuO\(_4\) is not presently clear, as the presence or absence of reconstruction is not always examined in the experimental data [42,43].

A. Homogeneous superconducting state

Figure 2(a) shows the Fermi surface (FS) for 2D Sr\(_2\)RuO\(_4\) with the corresponding dominant orbital contribution. There are three FS pockets: two quasi-1D bands that originate from Ru \(d_{x^2}\) (purple) and \(d_{y^2}\) (yellow) orbitals, leading to the electronlike \(\beta\) band centered at the \(\Gamma\) point and hololex \(\alpha\) band surrounding the \(M\) point; and the Ru \(d_{z^2}\) (blue) orbital generates the electronlike quasi-2D \(\gamma\) band centered at the \(\Gamma\) point. SOC lifts degeneracy of the \(\beta\) and \(\gamma\) bands along the diagonals in the first Brillouin zone (BZ) and introduces further interorbital hybridization as seen in Fig. 2(a).

Figure 3 shows the orbitally resolved homogeneous DOS \(\rho^s(\omega)\) in the superconducting state, with degenerate
FIG. 1. Isosurface plots of Ru $d_{xy}$, $d_{yz}$, and $d_{xz}$ Wannier orbitals in Sr$_2$RuO$_4$. The atoms Sr, Ru and O are depicted by the opaque spheres colored in green, white, and pink, respectively. The Ru atom is positioned at the center of the unit cell which has an in-plane lattice constant of $a = 3.8644$ Å as considered in the ab initio calculations described in Appendix A. The Wannier functions are depicted by the translucent red and blue colored lobes indicating opposite phases of the wave functions.

contributions from $d_{xz}$ and $d_{yz}$ orbitals depicted by the dark-yellow line and $d_{xy}$ orbital contribution in blue. Results are presented for six different pseudospin-singlet gap order parameters: (a) purely intraband $d_{v}^{5}s_{v-\gamma}$, (b) $d_{v}^{5}s_{v-\gamma}$, (c) $s'$, (d) $s' + id_{\gamma}$, (e) $s' + id_{\gamma}$, and (f) $d_{\gamma}^{5}s_{v-\gamma} + id_{\gamma}^{5}$. While the gap functions (b)–(f) correspond to specific cases of microscopic parameters discussed in those references, it was shown there that their structure was quite robust against changes of those parameters within reasonable ranges. Thus we hope therefore to identify qualitative BQPI structures that are driven by these features. Case (a) with $d_{v}^{5}s_{v-\gamma}$ order parameter was evaluated to compare directly with the BQPI analysis claims of Ref. [43]. The gap maximum value for all cases was chosen as $\Delta_0 = 3.5$ meV, as required with the $k$-grid size employed. A lower value of $\Delta_0$ would require a larger $k$-grid size for converged calculations; we verified that the qualitative features of computed BQPI patterns were robust against changes in the $k$ grid.

The gap functions studied here all possess nodes or extremely deep near nodes on the Fermi surface [19,29], such that spectra in Fig. 3 are all roughly V-shaped, consistent with STM measurements [42,43]. Certain small features related to the multiband character of Sr$_2$RuO$_4$ are clearly visible, however. One can clearly identify the coherence peaks appearing in the vicinity of $\Delta_0 = \pm3.5$ meV. Although some cases, particularly (e) with $s' + id_{\gamma}$ order parameter, show evidence of shoulders in the DOS at energies less than $\Delta_0$, this is not captured in experiments possibly due to: (1) the extremely high STM-bias resolution at low energies required to differentiate such a feature occurring below $\pm350$ μeV in the real system, and (2) smoothing of the DOS spectrum due to convolution with Fermi distribution function at finite temperatures as measured in the $dI/dV$ spectrum [53]. We have used $1000 \times 1000 k$ grid and a broadening parameter of 0.1 meV for the above calculations.

B. Inhomogeneous superconducting state

To consider scattering from a single pointlike impurity, we introduce an impurity substituting one of the atoms in the center of the cleaved surface and calculate the cLDOS over an area of $51 \times 51$ lattice constants. We consider a weak nonmagnetic impurity scatterer (Born limit) that is purely intraorbital, and diagonal in spin space, i.e., $(V_{\text{imp}}^\text{nn})_{xy} = 0.05$ eV appearing in Eq. (8). Modeling the disorder is the most uncertain part of this analysis, since we do not have microscopic knowledge of the sources of scattering. We therefore follow the simplest path by modeling impurities by a single $\delta$ function with a potential chosen to best reproduce the simpler normal state QPI pattern. Thus here we do not consider various forms of dressed impurity potentials arising from electronic correlations [55–64]. We evaluate the Wannier function-modified cLDOS pattern obtained from Eq. (11), first, for the normal state and next, for the superconducting states discussed under cases (a)–(f) in Sec. III A. The spatial cLDOS is calculated on the $xy$ plane at a specific $z$ height above the cleaved surface of the sample (here, $z = 4.93$ Å is used for the Wannier functions). The specific choice of $V_{\text{imp}}$ produces the QPI map of the normal state scattering processes at $\omega = 0$ eV as shown in Fig. 2(b) and shows qualitative agreement with experimental results of Refs. [43,65]. The normal state intraband scattering vectors connecting FS patches with similar orbital character across neighboring BZ are indicated by the red, green, black and blue arrows in Fig. 2(a). These specific $Q$ vectors are highlighted in Fig. 2(b) representing the normal state QPI map. The specific double-cross feature was also observed in earlier experimental work [43,65], but an interpretation of its origin was not discussed in those works. We found that most of the prominent $Q$ features, including the sharp double-cross feature, arise from inter and intraband $d_{xz/yz}$ scattering, as represented by the green, black, and blue arrows. One can notice less-intense $Q$ features corresponding to the suppressed tunneling matrix elements for $d_{\alpha}$ orbitals along the diagonals of the BZ indicated by the red arrow [which has been shown separately in Fig. 7(b)]. We have provided our detailed discussion about the $d_{xz/yz}$ orbitals contributions, as evidenced by the orbitally resolved normal state QPI maps, in Appendix C.

Next, we discuss the results for BQPI maps obtained in the superconducting state as shown in Fig. 4 for cases (a)–(f). The top row shows the experimental BQPI data [43] obtained at four different STM bias values $|\omega|$ expressed in units of
Before proceeding, we note one salient aspect of the application of the BQPI technique to SRO and other low-$T_c$ unconventional superconductors. We have emphasized the utility of the technique to provide information on the gap structure in superconductors with low $T_c$, such systems often have much larger Dirac cone anisotropies $v_F/\Delta \sim E_F/\Delta_0$ than, e.g., cuprates or Fe-based superconductors. As can be seen in the experimental data, there is therefore virtually no dispersion of the BQPI peak positions in the superconducting state, although the weights of these peaks change with bias. Colloquially, this is because the contours of constant quasiparticle energy are arcs rather than “bananas.” The dispersion takes place over a much smaller, and probably un-resolvable order, than, e.g., cuprates or Fe-based superconductors. As can be seen in the experimental data, there is therefore virtually no dispersion of the BQPI peak positions in the superconducting state, although the weights of these peaks change with bias. Colloquially, this is because the contours of constant quasiparticle energy are arcs rather than “bananas.” The dispersion takes place over a much smaller, and probably un-resolvable range of $q$. An analysis based on an analog of the “octet” model applied to cuprates [66] is therefore not possible, eliminating one of the most powerful tools to identify the gap structure from BQPI.

We are therefore limited to comparing theoretical and experimental QPI maps at different biases and attempting to identify the most qualitatively robust features. In Fig. 4, we arranged the rows of BQPI maps below the experimental data (first row) in a descending order starting from the case showing the most to the least consistency with the experimental patterns, i.e., second row for $s' + id_{x'y'}$, third for $s' + id_{xy}$, fourth for $d_{x'y'}^2$, fifth for $s'$, sixth for $d_{x'y'}$, and seventh for $d_{x'y'}^2 + ig_{xy}(s' - s'y')$. In other words, the BQPI pattern for $s' + id_{x'y'}$ order parameter shows the closest similarity at the four $q$ positions of the colored circles across all bias values, whereas $d_{x'y'}^2 + ig_{xy}(s' - s'y')$ order parameter shows the least correspondence with these four specific $q$ features. These four $q$ positions were first identified from their ubiquitous and robust presence across all bias values in the experimental BQPI maps, and thereafter, their corresponding presence in the theoretically predicted BQPI maps were investigated [43]. Furthermore, to quantify the similarities, we evaluated the mean-squared deviation (MSD) $\bar{\Delta y}(j)$ of the integrated intensities around the four specific $q$ points across all STM bias values for different order parameters $(j)$, weighted inversely by their extent of mismatch compared to their experimental counterparts. A summary score chart of this correspondence is quantified in Table I below and a more detailed description is given in Appendix D. Additionally, the experimental features at higher STM biases $|\omega|/\Delta = [0.58, 0.84]$ show

| Gap order | Weighted mean-squared deviation |
|-----------|---------------------------------|
| $s' + id_{x'y'}$ | 2.79 |
| $s' + id_{xy}$ | 2.93 |
| $d_{x'y'}^2$ | 2.94 |
| $s'$ | 3.07 |
| $d_{xy}$ | 3.17 |
| $d_{x'y'}^2 + ig_{xy}(s' - s'y')$ | 5.62 |

The table provides a summary of the weighted mean-squared deviation for various gap order parameters, indicating the closest match between theoretical and experimental BQPI patterns.
enhanced intensities along the square edges positioned around\(^{\pm 1.5\pi/a}\), as opposed to the lower biases \(|\omega|/\Delta = [0, 0.26]|\). This trend is also observed in the BQPI maps for the \(s' + id_{xy}\) and the \(s' + id_{x^2−y^2}\) order parameters, whereas the other order parameters tend to exhibit this feature at other bias values, not aligning with this trend. This enhanced square feature is believed to arise from increased scattering between gradually re-appearing normal-state-like Bogoliubov contours at higher bias values.

As discussed in Ref. \[43\], the \(d_{x^2−y^2}\) dominated \(\alpha, \beta\) bands are detected from the normal-state scattering interference wave vectors [blue, green, and black arrows in Fig. 2(a)] and subsequently, yield prominent signatures in the superconducting state. With the knowledge that our gap order parameter exhibits multiple nodes and/or minima in the vicinity of \((\pm \pi/a, \pm \pi/a)\) on \(\alpha, \beta\) bands, there could be numerous scattering-wave-vectors connecting these \(k\) regions. This gives rise to the rich and intricate BQPI patterns as observed in experiment and in our theoretical evaluations as well. However, we note that the most significant features highlighted by the blue, green and black circles (in Fig. 4) correspond to major scattering wave-vectors connecting the Bogoliubov contours along the \((\pm \pi/a, \pm \pi/a)\) on \(\alpha\) and \(\beta\) bands. Detecting BQPI intensities along the diagonal regions of the BZ is somewhat challenging in our numerical evaluations. This is because, in our current tight-binding model together with \textit{ab initio} derived Wannier functions, the small value of the \(d_{xy}\) Wannier function significantly suppresses the scattering matrix elements. Further details are discussed in Appendix C.

IV. SUMMARY

The question of the gap structure of \(\text{Sr}_2\text{RuO}_4\) in momentum space is difficult to address experimentally due to the small superconducting energy scales in this system. At present, Bogoliubov quasiparticle interference measurements appear to be the only method of pinning down the location of gap nodes. We have therefore performed 2D calculations of the real-space Wannier function-modified continuum electronic density of states for \(\text{Sr}_2\text{RuO}_4\). Using the \(T\)-matrix approach in combination with Wannier functions for analyzing scattering effects from a single impurity, we evaluated the real-space tunneling conductance map and displayed its Fourier transformed BQPI image to compare with STM measurements \[43\]. We have shown our evaluations for six possible pseudospin-singlet and composite gap order parameters: (a) purely intraband \(d_{x^2−y^2}\) parameter \((\frac{\pi}{a}(\cos k_x − \cos k_y))\), and the rest borrowed from Refs. \[19,29\]: (b) \(d_{x^2−y^2}\), (c) \(s'\), (d) \(s' + id_{x^2−y^2}\), (e) \(s' + id_{xy}\), and (f) \(d_{x^2−y^2} + ig_{xy}(x^2−y^2)\). Notice the V-shaped DOS spectrum across all cases.
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FIG. 3. Homogeneous orbitally resolved DOS in the superconducting state for six different gap order parameters: (a) \(d_{x^2−y^2}\), which is a simple intraband order parameter of \(\frac{\pi}{a}(\cos k_x − \cos k_y)\), and the rest taken from Refs. \[19,29\]. (b) \(d_{x^2−y^2}\), (c) \(s'\), (d) \(s' + id_{x^2−y^2}\), (e) \(s' + id_{xy}\), and (f) \(d_{x^2−y^2} + ig_{xy}(x^2−y^2)\). Notice the V-shaped DOS spectrum across all cases.
FIG. 4. BQPI maps obtained in the superconducting state from: (top row) experimental data [43] obtained at four different STM bias values $|\omega|/\Delta = [0, 0.26, 0.58, 0.84]$ as marked for each column, followed by our theoretical predictions for $s' + id_{xy}$, $s' + id_{x^2−y^2}$, $s'$, $d_{x^2−y^2}$, $d_{x^2−y^2}$, and $d_{x^2−y^2} + ig_{xy}(x^2−y^2)$. The most noticeable $q$-features across all bias values are encircled in red, green, blue, and black. Intensities in the region surrounding $q = (0, 0)$ have been suppressed for visual clarity.
Values of the order parameter and marker-size of each point is proportional to the gap magnitude \( \Delta(k_F) \) at the Fermi band \( k_F \) as it falls off away from the FS, a behavior which can be parametrized in terms of a Gaussian cutoff:

\[
\Delta_k(k) = \Delta_k(k_F)^{nm} \exp\left(-\frac{\left|\mu(k)/\Delta_C\right|^2}{\Delta_C^2}\right),
\]

(B1)

where \( \Delta_C = 10\Delta_0 \) and \( k_F^{nm} \) refers to nearest-neighbor \( k_F \) from \( k \). This provides a local picture of the internal orbital structure of a pair which continues out to a radius set by the coherence length \( \xi_0 \). While implementing this extrapolation, one should keep in mind the translational invariance condition for the BZ, i.e., to obtain \( \Delta_k(k) \) values in the 1st BZ \((-\pi/a : \pi/a)\), contributions of \( \Delta_k(k_F) \) values from the neighboring BZs \((-2\pi/a : 2\pi/a)\) should also be taken into account. The gap maxima value of \( \Delta_k(k) \) in the BZ can also be set to a chosen \( \Delta_0 \), for instance, 3.5 meV for our numerical purpose. The following describes the next steps of basis transformation from bands to orbital basis, for representing the gap (pairing) functions.

1. **Tight-binding Hamiltonian**

The noninteracting Hamiltonian \( \hat{H}(k) \) as in Eqs. (2) and (3) has the block diagonal structure:

\[
\hat{H}(k) = \begin{pmatrix}
H_0(k) + H_{soc}(+) & 0 \\
0 & H_0(k) + H_{soc}(-)
\end{pmatrix},
\]

(B2)

Since \( H_{soc}(\sigma = \pm) \) has imaginary components, diagonalization of \( \hat{H}(k) \) can yield eigenvectors that are linear combination of Kramer’s degenerate eigenstates owing to gauge-independence. To circumvent this, one can diagonalize \( H_\sigma(k) = H_0(k) + H_{soc}(\sigma) \) and obtain the unitary

APPENDIX A: FIRST-PRINCIPLES WANNIER FUNCTION CALCULATIONS

The Wannier functions in this work were derived following the same procedure as in Ref. [54]. In this work, however, no octahedral rotations were incorporated. Therefore we could use the \( \mathrm{Sr}_2\mathrm{Ru}_2\mathrm{O}_8 \) normal cell instead of a supercell. As a first step, we performed Density Functional Theory (DFT) calculations of monolayer \( \mathrm{Sr}_2\mathrm{Ru}_2\mathrm{O}_4 \) with an in-plane lattice constant \( a = 3.8644 \text{ Å} \) and a vacuum layer of roughly 20 Å. The corresponding unit cell is depicted in Fig. 5. Including the vacuum in our calculations allowed us to simulate the Wannier functions above the surface of \( \mathrm{Sr}_2\mathrm{Ru}_2\mathrm{O}_4 \) where the STM tip resides. For the DFT calculations we employed the Vienna \textit{ab initio} simulation package (VASP) [68,69]. We used the generalized gradient approximation of Perdew, Burke, and Ernzerhof [70], a plane-wave energy cut-off of 650 eV and a \( 7 \times 7 \times 1 \) k-mesh. In the second step, we derived the Wannier functions with the Wannier90 software [71]. Specifically, we projected the Ru-\( t_{2g} \) orbitals on the bands roughly within \([-9.55, 1.45]\) eV. Furthermore, we set \( \text{num}_{\text{iter}} = 0 \) and \( \text{dis}_{\text{num}_{\text{iter}}} = 10000 \), and took the inner frozen energy window to be roughly equal to \([-1.65, 1.45]\) eV.

APPENDIX B: REPRESENTING PAIRING FUNCTIONS IN ORBITALLY-RESOLVED NAMBU BASIS

The gap function obtained from Refs. [19,29] and illustrated in Fig. 6 are expressed as a function of the normal state Fermi surface (FS) \( \Delta_k(k_F) \), where the gap magnitude tends to be the largest compared to the rest of the BZ. To obtain the gap function over the full BZ as required in Eq. (4), one can extrapolate its value from the \( \mu \)th Fermi band \( \Delta_k(k_F) \) as it falls off away from the FS, a behavior which can be parametrized in terms of a Gaussian cutoff:

\[
\Delta_k(k) = \Delta_k(k_F)^{nm} \exp\left(-\frac{\left|\mu(k)/\Delta_C\right|^2}{\Delta_C^2}\right),
\]

(B1)

Since \( H_{soc}(\sigma = \pm) \) has imaginary components, diagonalization of \( \hat{H}(k) \) can yield eigenvectors that are linear combination of Kramer’s degenerate eigenstates owing to gauge-independence. To circumvent this, one can diagonalize \( H_\sigma(k) = H_0(k) + H_{soc}(\sigma) \) and obtain the unitary

1. **Tight-binding Hamiltonian**

The noninteracting Hamiltonian \( \hat{H}(k) \) as in Eqs. (2) and (3) has the block diagonal structure:

\[
\hat{H}(k) = \begin{pmatrix}
H_0(k) + H_{soc}(+) & 0 \\
0 & H_0(k) + H_{soc}(-)
\end{pmatrix},
\]

(B2)
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where \( \Delta_C = 10\Delta_0 \) and \( k_F^{nm} \) refers to nearest-neighbor \( k_F \) from \( k \). This provides a local picture of the internal orbital structure of a pair which continues out to a radius set by the coherence length \( \xi_0 \). While implementing this extrapolation, one should keep in mind the translational invariance condition for the BZ, i.e., to obtain \( \Delta_k(k) \) values in the 1st BZ \((-\pi/a : \pi/a)\), contributions of \( \Delta_k(k_F) \) values from the neighboring BZs \((-2\pi/a : 2\pi/a)\) should also be taken into account. The gap maxima value of \( \Delta_k(k) \) in the BZ can also be set to a chosen \( \Delta_0 \), for instance, 3.5 meV for our numerical purpose. The following describes the next steps of basis transformation from bands to orbital basis, for representing the gap (pairing) functions.
matrix \( U^\dagger(k) \) and then \( H_n(k) = H_0(k) + H_{\text{soc}}(-k) \), to obtain \( U(k) \), and form the unitary matrix \( U(k) \) such that

\[
U(k) = \begin{pmatrix}
U^\dagger(k) & 0 \\
0 & U^\dagger(-k)
\end{pmatrix}, \tag{B3}
\]

\[
U^\dagger(k)\hat{H}(k)U(k) = \begin{pmatrix}
E^\dagger(k) & 0 \\
0 & E^\dagger(-k)
\end{pmatrix}, \tag{B4}
\]

\( U^\dagger(k) \) diagonalizes \( \hat{H}(k) \) to yield Kramer’s degenerate pairs of eigenvalues \( E^\dagger(k) = E^\dagger(-k) \).

2. Pairing function

The gap part of the BCS Hamiltonian \( \hat{\Delta}(k) \) is constructed in the same basis as the \( \hat{H}(k) \). However, the gap values obtained from Eq. (B1) are represented in band pseudospin basis. For the three bands present in the \( \text{Sr}_2\text{RuO}_4 \) system and for pseudospin-singlet pairing with the Cooper-pair structure: \( |\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle \), we construct the gap matrix in this band pseudospin basis as \( \Delta_{\text{pseudo}}(k) \):

\[
\begin{pmatrix}
\Delta_1(k) & \Delta_2(k) & \Delta_3(k) \\
\Delta_2(k) & -\Delta_1(k) & \Delta_1(k) \\
\Delta_3(k) & \Delta_1(k) & -\Delta_1(k)
\end{pmatrix}, \tag{B5}
\]

where the pseudospin structure of the basis is \( (\uparrow, \uparrow, \downarrow, \downarrow, \uparrow) \). One constructs the gap part of the Hamiltonian in the Nambu basis as

\[
\hat{\Delta} = \begin{pmatrix}
0 & \Delta_{\text{pseudo}}(k) \\
\Delta_{\text{pseudo}}(k) & 0
\end{pmatrix}. \tag{B6}
\]

The unitary matrix in this Nambu basis

\[
U_N(k) = \begin{pmatrix}
U^\dagger(k) & 0 \\
0 & (U^\dagger(-k))^*-1
\end{pmatrix}, \tag{B7}
\]

that diagonalizes the noninteracting part of the Nambu Hamiltonian

\[
\hat{H}_N = \begin{pmatrix}
\hat{H}(k) & 0 \\
0 & -\hat{H}^T(-k)
\end{pmatrix}, \tag{B8}
\]

can be applied on \( \hat{\Delta} \) for unitary transformation from the band to orbital basis:

\[
U_N(k)\hat{\Delta}(k)U^\dagger_N(k) = \begin{pmatrix}
0 & \Delta(k) \\
\Delta^\dagger(k) & 0
\end{pmatrix}. \tag{B9}
\]

The matrix elements \( \Delta_{mn}(k) \) of the block \( \Delta(k) \) are the orbitally resolved gap structure in the Nambu basis. Its real-space representation is obtained by a simple Fourier transformation:

\[
\Delta_{mn}(R) = \frac{1}{N}\sum_k \Delta_{mn}(k)e^{-ik\cdot R}, \tag{B10}
\]

where \( R \) refers to different lattice sites centered around \((0,0)\). The amplitude \( \Delta_{mn}(R) \) encodes the internal spatial and orbital structures of the electron pair. With the information of \( \Delta_{mn}(R) \) and its simple inverse Fourier transformation back to momentum space, one can set up the full BCS Hamiltonian of Eq. (4) in combination with any tight-binding parameters.

APPENDIX C: ORBITAL CONTRIBUTION TO THE NORMAL STATE QPI PATTERNS

Here, we discuss the individual orbital contributions towards the normal state QPI pattern as shown in Fig. 7, evaluated as per the following equation for \( m \)-th orbital:

\[
\rho_m(r,\omega) = -\frac{1}{\pi}\text{Im} \sum_{\mathbf{R},\mathbf{R}'} \hat{G}_{\mathbf{ms},\mathbf{mr}}(\mathbf{R},\mathbf{R}',\omega)w_{\mathbf{R}m}(\mathbf{r})w_{\mathbf{R}r}(\mathbf{r}), \tag{C1}
\]

where \( \hat{G}_{\mathbf{ms},\mathbf{mr}}(\mathbf{R},\mathbf{R}',\omega) \) is the lattice Green’s function in the presence of impurities [Eq. (7)] and \( w_{\mathbf{R}m}(\mathbf{r}) \) are the Wannier functions matrix elements. First, we attribute the double-cross feature seen in Fig. 2(b) to intra and interband scattering between the \( d_{\alpha} \)- and \( d_{\beta} \)-dominated Fermi pockets in neighboring BZ. This can be verified from the \( d_{\alpha} \)-resolved QPI map in Fig. 7(a). These intraband scattering vectors have already been depicted in Fig. 2(a) by the green, blue and black arrows. We have not marked the interband scattering vectors, but they can be visualized as vectors connecting the \( d_{\alpha} \)-dominated parts of the \( \beta \) and the \( \alpha \) pockets, closely aligned along the black arrow in Fig. 2(a). The less-intense \( \mathbf{q} \)-features along the diagonal of the BZ, correspond to the suppressed tunneling matrix elements for \( d_{\gamma} \) orbitals as shown in Fig. 7(b). One of these features is marked by the red arrow in Fig. 2(b). Notice that the \( d_{\alpha} \) features are \( \sim 10 \) times stronger than the \( d_{\gamma} \) features. Note that the partial contribution to the density of states is given by the product of the lattice Green’s function and the Wannier functions [see Eq. (C1)]. To understand the difference in the intensities of the QPI maps, one needs to analyze the modulation of the lattice Green’s function in conjunction with the Wannier wave functions. In Fig. 8, we show a log10 plot of the orbitally resolved \( x,y \)-integrated ruthenium Wannier wave function amplitude as a function of the \( z \) value of the unit cell representing \( \text{Sr}_2\text{RuO}_4 \).
FIG. 8. A log 10 plot of the orbitally resolved $x, y$-integrated ruthenium Wannier wave function amplitude as a function of the $z$ value of the unit cell representing Sr$_2$RuO$_4$. The center of the unit cell containing the Ru atom has been marked by $z_{Ru}$ in the figure. The top surface of the unit cell is denoted by $z_{top}$. The Wannier wave functions for the $d_{xz}$ ($=d_{yz}$) orbitals (yellow line) expand beyond the unit cell along the $z$ direction with a larger magnitude compared to the restricted spread of the $d_{xy}$ orbitals (blue line).

The integrated Wannier function amplitude is symmetric around the Ru atoms for both the orbitals, as expected. However, the $d_{xz}$ ($=d_{yz}$) orbitals (yellow line) expand beyond the unit cell along the $z$ direction with a larger magnitude compared to the restricted spread of the $d_{xy}$ orbitals (blue line). At a distance of 4.93 Å above the surface, i.e., at $z = 13.93$ Å, where we carry out our calculations, the $d_{xz}$ ($=d_{yz}$) orbital integrated Wannier function amplitude is $\sim$10 times stronger than the $d_{xy}$ orbital. This ratio is exactly what we observe in the orbitally resolved QPI intensity differences in Fig. 7. This difference between the orbital wave function intensity washes out most of the $d_{xy}$ features and enhances the $d_{xz/yz}$ features in our BQPI maps.

APPENDIX D: DETAILED DESCRIPTION OF THE ANALYSIS OF THE BQPI PATTERNS FOR RANKING THE DIFFERENT GAP ORDER PARAMETERS

In this section, we describe the score assignment procedure for ranking the different order parameters as per their BQPI pattern matching with the experiments. As mentioned earlier, we identified four $q$ positions from their ubiquitous and robust presence across all STM bias values in the experimental BQPI maps and marked them in red, green, blue, and black colored circles (see Fig. 4, first row).

Next, we evaluate the integrated intensities of the BQPI maps around these four specific $q$ points, as a function of different STM bias values and for different order parameters along with the experimental data, as shown in Fig. 9. This was done by selecting a patch of $15 \times 15$ pixels centered at each colored circle. These intensities were normalized by the total integrated intensity over the full extended BZ at each STM bias for each order parameter. Next, we evaluate the mean-squared deviation (MSD) $\delta^2(i,j)$ of the integrated BQPI intensity between experimental and numerically evaluated BQPI maps for the 4 specific $q$-features centered inside the colored circles ($i$) for various gap order parameters ($j$). Table II quantifies the details of this analysis with rankings shown in descending order as before. The deviations are summed across all STM bias values. Since some $q$ points (example, red circle) tend to display a higher mean-squared deviation from the experimental counterpart than the other $q$ points, therefore, we assign a weight $w(i)$ corresponding to each colored circle to reflect the nature of this discrepancy. To evaluate this weight $w(i)$, first, we find the cumulative deviation corresponding to each colored circle across all order parameters. We pick the circle corresponding to the minimum of this cumulative deviation weight, i.e., the green point in this case. Next, we find normalized weights in units of this minimum cumulative weight by dividing the total weights by...
TABLE II. Table displaying the mean-squared deviation $\Delta y(j, i)$ of the integrated BQPI intensity between experimental and numerically evaluated BQPI maps, around the four specific $q$ features at the colored circles ($i$) (see Fig. 4) for various gap order parameters ($j$). The last two rows show the summed total weights $w(i)$ and the normalized weights $\bar{w}(i)$, as described in the text above in Appendix D.

| Gap order | Red point | Blue point | Green point | Black point |
|-----------|-----------|------------|-------------|-------------|
| $s^+ + id_{x^2-y^2}$ | 6.12 | 1.81 | 0.74 | 0.98 |
| $d_{x^2-y^2}$ | 4.63 | 1.70 | 0.82 | 1.94 |
| $d_{x^2-y^2}^2 + ig_{s}(s^2-y^2)$ | 3.45 | 1.31 | 0.62 | 3.72 |
| $s^+$ | 4.37 | 3.41 | 1.72 | 4.42 |
| $d_{x^2-y^2}$ | 6.13 | 2.24 | 0.68 | 0.65 |
| $s^+ + i d_{xy}$ | 5.99 | 1.15 | 0.55 | 1.93 |
| Total $w(i)$ | 30.69 | 11.62 | **5.13** | 13.64 |
| Normalized $\bar{w}(i)$ | 0.17 | 0.44 | 1.00 | 0.38 |

The minimum cumulative weight is 5.13 (written in bold in Table II). When we re-evaluate the weighted MSD $\bar{\Delta y}(j)$, we multiply the normalized weights $\bar{w}(i)$ with the MSD $\Delta y(j, i)$ corresponding to each circle $i$ for a specific gap order parameter $j$, to find the $\bar{\Delta y}(j)$. This $\bar{\Delta y}(j)$ score determines the ranking for the correspondence of the individual gap order parameters when matched with experimental BQPI patterns:

$$\bar{\Delta y}(j) = \sum_{i=1,2,3,4} \Delta y(j, i) \bar{w}(i)$$

as provided in Table I in the main text. An additional experimental feature is the enhanced intensities along the square edges positioned around $(\pm 1.5\pi/a)$ at higher STM biases $|\omega|/\Delta = [0.58, 0.84]$ as opposed to the lower biases $|\omega|/\Delta = [0, 0.26]$. We observe that the $s^+ + i d_{xy}$ order parameter also displays a similar trend in its BQPI map, while other order parameters display different trends. Our approach is based on the choice of dominant $q$ features and results might change if different choices were made. Unfortunately, we do not have a more robust way to approach this pattern-matching problem. We are restricted by the limited availability of experimental data at ultralow temperatures.
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