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Abstract: This paper discusses the beamforming algorithms used in developing an acoustic camera which can be used for the purpose of localizing sound sources. In order to design an acoustic camera which can display results in the form of an intensity map, it is necessary to determine the beamformed signal for all the desired incident angles, i.e. for all the desired pairs of azimuth and elevation angles. For the purpose of obtaining the beamformed signal required for localization of sound sources, two beamforming algorithms, which differ in the domain in which the beamforming is performed, were developed named respectively DAS¹.m and DAS².m. The aforementioned algorithms are implemented in the numerical computing environment MATLAB and furthermore compared in this paper. The beamforming was carried out using both of the aforementioned algorithms for all desired azimuth and elevation angle pairs and the obtained results were compared. In order to compare these two developed beamforming algorithms measurements were conducted in an open space using a Uniform Circular Array (UCA). The utilized UCA consists of 16 identical omnidirectional microphones which form a basic circular acoustic camera. The research showed that the DAS².m algorithm gives better results than the DAS¹.m algorithm, especially for the intensity maps of the average of the signal.
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1. Introduction

When speaking about the concept of smart cities, designing an efficient acoustic camera could present an innovative approach to noise monitoring and in addition to detection of uncommon sound sources (i.e. which could pose a certain risk or threat) in sound environments familiar to the residents. The acoustic camera is a microphone system consisting of a microphone array [1-4]. The spatial sound is recorded using a microphone array and a separate signal is generated for each microphone. Due to the geometric shift between the microphones, the sound reaches each microphone at a different time. The time delay between the signals recorded by the microphones in the array is referred to as Time Difference of Arrival – TDOA [5-7]. Adding the delay to a particular microphone enables directivity pattern shifting. The formation of the directivity pattern, i.e. beamforming, is a type of signal processing which enables the localization of a sound source. One of the simplest beamforming algorithms is the Delay and Sum – DAS algorithm [8-10]. Using such an algorithm achieves the amplification of the sound coming from a certain direction and in addition, provides the reduction of noise and reflections coming from the space surrounding the array.

In this paper two beamforming algorithms will be described and compared using the analysis of recorded audio signals. Reliable detection enables the determination of the Angle of Arrival (AoA) and thus the localization of the sound source that is being recorded. Beamforming algorithms described in this paper will be two DAS algorithms. The difference between the two algorithms is the domain in which
the signal delay is added. Both algorithms were implemented using MATLAB. The measurements were conducted in an open space using a 16-element uniform circular array (UCA) with a radius of 0.25 meters. Each of the array elements is a G.R.A.S. Type 40PH omnidirectional microphone [11]. A DJI Spark quadcopter was used as the recorded sound source [12].

2. Microphone Array

2.1. Time Difference of Arrival (TDOA)

Due to the difference in the distance the sound has to “travel” to reach each microphone in the array a time delay occurs between the signals that are being recorded by the microphones. This type of delay is named respectively Time Difference of Arrival (TDOA) and it can be utilized to localize the sound source. Adding the time delay to individual microphones in the array enables steering the directivity pattern in the desired direction. TDOA can be considered for two different cases; TDOA in a near field and TDOA in a far field. Whether the microphone array is located in the near or far field depends on the relative ratio between the distance from the sound source to the microphone array and the distance between adjacent microphones in the array.

When the microphone array is located in the far field, as shown in Figure 1, the sound form the source is radiated as a plane wave meaning that the incident angle \( \theta \), with respect to the array axis, will be equal for every microphone in the array. The signal coming from the source is represented by \( s(t) \). The additional distance that the sound has to “travel” to reach the \( i \)-th microphone \( m_i \), with respect to the reference microphone \( m_1 \), equals to \( d_i \cdot \cos \theta \), where \( d_i \) is the distance from the \( i \)-th microphone \( m_i \) to the reference microphone \( m_1 \). In the case of a linear array the microphones in the array are positioned equidistantly, i.e. \( d_i = d \), so that the distance to a particular microphone in the array is equal to \( i \cdot d \cdot \cos \theta \). For such linear array it is possible to define the time delay \( \tau_i \) for each one of the microphones \( m_i \). That time delay represents the TDOA for a uniform linear array in the far field and it can be calculated with the following equation [8]:

\[
\tau_i = \frac{d_i \cdot \cos \theta}{c} = \frac{i \cdot d \cdot \cos \theta}{c}
\]

(1)

where \( c \) is the speed of sound in air (i.e. \( c = 343 \text{ m/s} \)).

For every microphone \( m_i \) of the uniform linear array a signal is defined as:

\[
x_i(t) = s_k(t - \tau_i).
\]

(2)

Each of the signals \( x_i(t) \) can be represented by the phase shift of the incoming signal:

\[
x_i(t) = s_k(t)e^{-j\omega \tau_i}
\]

(3)

\[
x_i(t) = s_k(t)\frac{e^{j2\pi d_i \cos \theta}}{\lambda}
\]

(4)

that is, for \( \lambda = c/f_0 \):

\[
x_i(t) = s_k(t)\frac{e^{j2\pi d_i \cos \theta}}{\lambda}.
\]

(5)

In case of more than one source, i.e. there are \( K \) sources, and each microphone in the array has its own noise, the total signal of the \( i \)-th microphone is equal to the sum of contributions of the signals from all \( K \) sources and the noise of that \( i \)-th microphone, \( n_i(t) \):

\[
x_i(t) = \sum_{k=1}^{K} s_k(t)\frac{e^{j2\pi d_i \cos \theta}}{\lambda} + n_i(t).
\]

(6)

When the microphone array is located in the near field, as shown in Figure 2, the calculation becomes more complex as the incident angle for individual microphones is no longer the same, i.e. in the near field each microphone \( m_i \) has its own incident angle \( \theta_i \). From Figure 2 the distances \( r_1 \) and \( r_2 \) can be calculated using the cosine rule:

\[
r_2^2 = r_1^2 + d^2 + 2r_1d \cos \theta_1
\]

(7)

\[
r_3^2 = r_1^2 + 4d^2 + 4r_1d \cos \theta_1
\]

(8)

For a uniform linear array, the TDOAs in the near field are defined as:

\[
\tau_{12} = \frac{r_2 - r_1}{c}
\]

(9)
\[ \tau_{13} = \frac{\tau_2 - \tau_1}{c} \]  

(10)

The values of \( \theta_i, r_f, r_s \) and \( r_1 \) can be calculated by solving the system of equations (7), (8), (9) and (10), where \( \tau_1 \) and \( \tau_{13} \) can be obtained through processing of the signals recorded by the microphones in the array.

2.2. Beamforming

One of the most common and simplest beamforming algorithms is the Delay and Sum (DAS) algorithm (see Figure 3). The main idea upon which the algorithm is based is that the signals of individual microphones can be delayed by the calculated TDOA in order to obtain a constructive summation of the signals coming from the desired direction. The signals coming from other directions are out of phase and are therefore summed up destructively. Thus, the amplification of the signal from the desired direction, as well as attenuation of the signal from other directions, is achieved.

The DAS algorithm in the time domain can be divided into four phases:

1. Recording the sound source with the microphone array;
2. Determining the delay between the signals recorded by each microphone in the array;
3. Calculating the delay of the signals with respect to the desired direction to ensure that the part of the desired signal has the same phase on all channels;
4. Summation of signals on all channels and normalization of the sum with the number of microphones in the array.

Ideally, the far field scenario, shown in Figure 1, and a narrowband signal is assumed. If all the microphones are identical, the sound intensities \( W \) on all the microphones should be virtually equal, given the distance between the microphones \( d \) is relatively small:

\[ W = I \cdot S, S = 4\pi r^2 \rightarrow W = I \cdot 4\pi r^2, \]  

(11)

where \( I \) denote the intensity of a point source.

In the case of a known incident angle \( \theta \), the delay between the signals on individual microphones TDOA can be determined using equation (1). On the other hand, if the incident angle is unknown, the delay can be calculated using cross-correlation of the recorded signals. Cross-correlation of signals \( R_{ij} \) is a measure of similarity of two signals as a function of the time shift \( \tau \) between them and can be calculated using equation (12). The maximum cross-correlation value is achieved when there is a maximum overlap of two signals. Considering that the processing is performed on a signal which is sampled at a specific sampling frequency \( f_s \), the cross-correlation should be performed on a sampled signal as well.

\[ R_{ij}(\tau) = \sum_{k=0}^{N} x_i(k)x_j(k - \tau) \]  

(12)

The sampling frequency \( f_s \) causes some limitations when detecting the TDOA due to the spatial resolution of the system. The minimum distance \( d_{\text{min}} \) is defined as the distance at which the delay is equal to one sample.

\[ d_{\text{min}} = \frac{c}{f_s} \]  

(13)

In the DAS algorithm's third step, a delay is added to the signals recorded by each microphone in order that all of the signals have the same phase. The delayed signal of the \( i \)-th microphone is given by equations (14) and (15):

\[ y_i(t) = w_i(t - \tau_i(\theta)) + v_i(t) \]  

(14)

\[ y_i(t) = x_i(t) + v_i(t), i = 1, 2, 3, ..., M \]  

(15)

In equations (14) and (15) \( w_i \) represents the sound intensity attenuation which occurs as a result of sound propagation, whereas \( s(t) \) represents the sound source signal, and \( \tau(\theta) \) denotes the delay of the signal recorded by the \( i \)-th microphone with respect to the location of the sound source. Furthermore, \( v_i(t) \) indicates the noise of the \( i \)-th microphone, and \( t \) denotes time. Combination of equations (14) and (15) yields the equation for the total output signal:

\[ y(t) = \sum_{i=1}^{M} y_i(t) = \sum_{i=1}^{M} x_i(t) + v_i(t) \]  

(16)

In equation (16) the sum of all microphone output signals is divided by the number of microphones in the linear array giving the normalized signal value, i.e. the signal value that is approximately equal to the signal emitted by the sound source. Modifying equation (16) generates the equation for the total output signal in decibels:

\[ y_{dB} = 20\log_{10} \sum_{i=1}^{M-1} e^{j2\pi f t \cos \theta} \]  

(17)

In case of a uniform circular array, shown in Figure 4, the signal recorded by a certain microphone is given by the following equation:

\[ y_{dB} = 20\log_{10} \sum_{i=1}^{M-1} e^{j2\pi f t \cos \theta} \]  

(18)

where \( \varphi \) and \( \theta \) denote the desired azimuth and elevation angles respectively.
By organizing equation (18), equation (19) is obtained:

$$f_m(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} F(\omega) e^{i(\omega t - \frac{4\pi a t}{c} \sin \theta \cos(\frac{2\pi m}{M} - \phi))} d\omega$$  \hspace{1cm} (19)

Following the methodology in the case of the linear array, the total output signal of a uniform circular array is calculated as the sum of signals from all \(M\) microphones:

$$y(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} F(\omega) \cdot \frac{1}{M} \sum_{m=0}^{M-1} e^{i(\omega t - \frac{4\pi a t}{c} \sin \theta \cos(\frac{2\pi m}{M} - \phi))} d\omega$$  \hspace{1cm} (20)

Same as in the case of a linear array, the circular array can be steered in any direction. Time delay \(\tau_m\) which is calculated for each microphone before the summation of signals is given as follows:

$$\tau_m = \frac{a}{c} (\cos \phi \sin \theta \cos \frac{2\pi m}{M} + \sin \phi \sin \theta \sin \frac{2\pi m}{M})$$  \hspace{1cm} (21)

while the total output signal is equal to the normalized sum of signals from all \(M\) microphones:

$$g(t) = \frac{1}{M} \sum_{m=0}^{M-1} f_m(t + \tau_m)$$  \hspace{1cm} (22)

3. Beamforming by Means of Developed Algorithms

The measurements were performed using a 16-element uniform circular array with a radius equal to 0.25 meters, as shown in Figure 5. Each of the array elements is a G.R.A.S. Type 40PH omnidirectional microphone. Data acquisition was carried out using a National Instruments device NI cDAQ-9174 with four associated NI 9234 circuits, shown in Figure 6 [14]. Such device is used to discretize continuous signals, thereby converting them from analogue to digital form suitable for further analysis and processing. Analysis and processing of acquired signals was performed using MATLAB. For the purpose of beamforming, two algorithms were developed, named respectively \(DASt.m\) and \(DASf.m\).

In order for the results to be displayed in the form of an intensity map, it is necessary to determine the beamformed signal for all the desired incident angles. The beamformed signal is obtained using one of the beamforming algorithms, \(DASt.m\) or \(DASf.m\). The beamforming was performed for angles \(\phi \in [-45, 45]\) and \(\theta \in [-45, 45]\), where \(\phi\) and \(\theta\) are the desired azimuth and elevation angles respectively. For each of the microphones in the array a delay (23) was calculated for every observed point in space, i.e. for each azimuth and elevation angle pair.

$$\tau_m = \frac{a}{c} \left(\sin \theta \cos \left(\frac{2\pi m}{M} - \phi\right)\right)$$  \hspace{1cm} (23)

The value of the delay for a certain point in space refers to the delay of a particular microphone with respect to the centre of the microphone array. Hence the delay will be negative if, for a specific pair of azimuth and elevation angles, the signal reaches a microphone before it reaches the array centre. Likewise, the delay will be positive if the signal reaches the array centre first. For all of the recorded signals a comparison of the results was made using the two developed algorithms, \(DASt.m\) and \(DASf.m\).

3.1. The \(DASt.m\) Algorithm

The \(DASt.m\) algorithm separates the delay into an integer multiple of the sampling period and a non-integer part. The integer part is obtained by delaying the signal with a certain amount of samples, whereas a \(Finite Impulse Response (FIR)\) filter [15] is used to add the non-integer part of the delay. A shifted \(sinc\) function multiplied by a desired window is used...
to determine the coefficients of the FIR filter. The desired window can be chosen within the algorithm. The algorithm cannot process negative delay values and therefore all the delays need to be additionally shifted so that the delay with the smallest, i.e. most negative, value becomes the reference value. The output of the algorithm is the normalized sum of all delayed signals.

### 3.2. The DASf.m Algorithm

The DASf.m algorithm adds the delay to the signals in the frequency domain. The zero-padded Fast Fourier Transformation (FFT) \[15\] of the signal recorded by the microphones is multiplied by a frequency domain delay function which is shown with equation (24). The output of the algorithm is once again the normalized sum of all delayed signals.

\[ e^{-j\omega\tau_m} = e^{-j2\pi f\tau_m} \] (24)

Adding the delay in the frequency domain will result with more accurate results than delaying the signals in the time domain, however the frequency domain computation is significantly slower due to its complexity.

### 3.3. Algorithm Comparison Results

Table 1 provides a comparison of the results obtained using algorithms DASt.m and DASf.m. The intensity maps were made for a recording of a DJI Spark quadcopter, shown in Figure 7. The quadcopter was recorded using the previously described 16-element uniform circular array. Table 1 shows the intensity maps for two seconds of the recorded signal, with a division of the total signal into 200 milliseconds duration segments. For every 200 milliseconds duration segment, intensity maps for the maximum and the average of the signal are shown.

Table 1 shows that the DASf.m gives better results than the DASt.m algorithm, especially for the intensity maps of the average of the signal. It took 8 seconds to process one 200 milliseconds segment of the signal recorded with all 16 microphones using the DASt.m algorithm, therefore the processing of the 2 second duration signal, divided into 200 milliseconds duration segments, required 1.38 minutes. Using the DASf.m algorithm the required run times increased to 55 seconds for 200 milliseconds of the signal, and 9.23 minutes for the 2 seconds of the signal divided into 200 milliseconds segments. In our future work, the implementation of this algorithm in a Field-programmable Gate Array (FPGA) circuit is planned which will speed up the process and enable real-time analysis. It was therefore decided that the frequency domain beamforming will be used as this will produce more accurate results.

Table 1. The comparison of the results obtained using algorithms DASt.m and DASf.m.
| Duration segments (ms) | \( \text{DASt.m} \) Maximum | \( \text{DASt.m} \) Average | \( \text{DASf.m} \) Maximum | \( \text{DASf.m} \) Average |
|------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| 400 - 600              | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 600 - 800              | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 800 - 1000             | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 1000 - 1200            | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 1200 - 1400            | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 1400 - 1600            | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 1600 - 1800            | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
| 1800 - 2000            | ![Image]                   | ![Image]                   | ![Image]                   | ![Image]                   |
Table 2 provides a comparison of the intensity maps of the signal maximum and signal average recorded with a single microphone of the array and with all 16 microphones of the array. The beamforming was performed in the frequency domain using the DASf.m algorithm. Once more, the same 2 seconds of the signal were divided into 200 milliseconds duration segments shown in Table 1.

In addition, Table 2 shows that it is impossible to determine the position of the sound source using a single microphone, while using all the microphones of the circular array makes it possible to establish the location of the source either on the intensity map of the signal maximum or the intensity map of the signal average, and in the majority of cases the position is clearly visible on both intensity maps.

**Table 2.** Comparison of intensity maps of the maximum and average of the signal obtained using one microphone and all 16 microphones.

| Duration segment (ms) | 1 microphone | 16 microphones |
|-----------------------|--------------|---------------|
|                       | Maximum      | Average       | Maximum      | Average       |
|                       |              |               |              |               |
| 0 - 200               | ![Map](image1) | ![Map](image2) | ![Map](image3) | ![Map](image4) |
| 200 - 400             | ![Map](image5) | ![Map](image6) | ![Map](image7) | ![Map](image8) |
| 400 - 600             | ![Map](image9) | ![Map](image10) | ![Map](image11) | ![Map](image12) |
| 600 - 800             | ![Map](image13) | ![Map](image14) | ![Map](image15) | ![Map](image16) |
| 800 - 1000            | ![Map](image17) | ![Map](image18) | ![Map](image19) | ![Map](image20) |
| 1000 - 1200           | ![Map](image21) | ![Map](image22) | ![Map](image23) | ![Map](image24) |
4. Conclusions

The research presented in this paper showed that when designing an acoustic camera, one should follow the described procedure which contains several steps. One of the steps is to develop and test a beamforming algorithm for displaying results in the form of an intensity map. The main idea when using the Delay and Sum (DAS) algorithm is that the signals of individual microphones can be delayed by the calculated TDOA in order to obtain a constructive summation of the signals coming from the desired direction.

In our research two different beamforming algorithms DASF.m and DAST.m implemented in MATLAB were compared. The measurements were conducted in an open space using a 16-element Uniform Circular Array (UCA) i.e. in this paper a basic circular acoustic camera was used for conducting measurements. The research showed that DASF.m gives better results than the DAST.m algorithm, especially for the intensity maps of the signal average. Furthermore, results showed that it is impossible to determine the position of the sound source using a single microphone, while using all the microphones of the circular array makes it possible to determine the location of the source either on the intensity map of the signal maximum or the intensity map of the signal average. We denote that in most cases the position is clearly visible on both types of intensity maps.

The future work will be oriented on the implementation of the aforementioned beamforming algorithm in a Field-programmable Gate Array (FPGA) which will accelerate the process while enabling real-time analysis. This designed algorithm will be used in a prototype of an acoustic camera with Micro-electromechanical Systems (MEMS) microphones.

The research provided in this paper could serve as a powerful instrument in the concept of smart cities in terms of innovative approach to noise monitoring in urban areas. In addition, an efficient and appropriate acoustic camera could serve as a tool for detection of unfamiliar sound sources which could pose a certain risk or treat in acoustic environments which are familiar to the majority of urban residents.
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