Nucleus Segmentation of Cervical Cytology Images Based on Depth Information
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ABSTRACT In cervical cancer screening, accurate segmentation of cervical nucleus is a key part in the early diagnosis of cervical cancer. However, the cervical nucleus segmentation faces many great challenges owing to the overlapping cervical cells, uneven staining and poor contrast of cervical cytology smear images. In this paper, a tree domain structure and screening algorithm based on depth-first searching strategy are proposed to obtain candidate nucleus regions according to the annular clustering characteristics of nucleus depth information in cervical cytology images. Then, the candidate nucleus regions are finely segmented with an iterative level set algorithm based on adaptive radius morphological dilation. Experimental results are evaluated on the ISBI2015 public dataset. The performance of the proposed nucleus segmentation algorithm is higher than that of the state-of-the-art methods in terms of positive predictive value, negative predictive value, precision, recall of the cervical nucleus segmentation.

INDEX TERMS Cervical cancer screening, cervical cell, nucleus segmentation, tree domain structure.

I. INTRODUCTION Cervical cancer is one of the four common cancers in the world. Approximately 265,000 people die of cervical cancer each year [1], [2]. However, the early canceration of cervical cells has no visible symptoms of physical malaise or physiological reaction that are easily perceptible. A pathologist generally observes cervical cytology smears through a microscope and identifies abnormal cells on the basis of the morphology of cervical cells and their nuclei using the Papanicolaou (PAP) test. The PAP test is an effective means of detecting early cervical carcinogenesis through manual screening.

Screening of cervical cancer cell is a time-consuming task and highly repetitive work that requires the utmost attention of a pathologist. Even an experienced pathologist may have screening errors due to fatigue and decreased attention after long-term working. Therefore, a computer-aided diagnosis (CAD) system is needed to assist pathologists in the segmentation and identification of cervical cells.

The application of CAD reduces the workload of pathologists, allowing them to focus more on the diagnosis and identification of abnormal cervical cells. Consequently, the accuracy of PAP is improved, and the mortality of cervical cancer is reduced. In response to the lack of pathologists in developing countries, CAD improves the diagnostic efficiency of pathologists. When cervical cells have pathological changes, they show nucleus atypia, such as nucleus enlargement, hyperchromatism, membrane thickening and irregularity. From these nucleus atypia, the CAD system can be used to segment the nucleus and conclude whether cells have lesions or not. As the first step of the CAD system for cancer cell screening, accurate segmentation of the nucleus has a positive influence on the recognition of cervical cancer cell.

Cervical nucleus segmentation involves certain challenges, such as the overlapping cervical cells, uneven staining, poor contrast, and presence of neutrophils. Many scholars have conducted extensive research in the nucleus segmentation, and some algorithms have been proposed, including threshold methods [3]–[5], watershed methods [16]–[19], morphological algorithms [6]–[8], deformable models [9]–[13], template-matching algorithms [14], [15], graph-based...
segmentation algorithms [20], [21], region-based methods [22]–[25], clustering methods [26]–[29], and neural network methods [30]–[32].

The threshold method is a traditional method used in medical image segmentation, and it has low computational complexity. In a previous study, Santosh et al. utilized the fuzzy binarization algorithm to complete binary image segmentation, and then detected the candidate arrows by the connected component principle [3]. Phoulady et al. adopted an iterative threshold method to generate the candidate nuclei [4]. Lee et al. proposed an adaptive threshold method to segment cervical nuclei [5]. In the overlapping cell images, the threshold-based method often makes errors in segmentation, because the overlapping part of the cytoplasm is dark, and the intensity is close to that of the nucleus.

Watershed segmentation is a classical image segmentation algorithm. In some studies, the watershed algorithm based on marker control has shown a good effect on nucleus segmentation. Jung et al. utilized a marker extraction scheme based on the H-minima transform to obtain the optimal segmentation result [16]. Gençtav et al. adopted a multi-scale marker watershed method to segment the nuclei, and utilized a hierarchical clustering method to classify the nucleus and cytoplasm regions [17]. Tareef et al. used the triangular transformation algorithm to extract cell clumps and combined the simple linear iterative clustering (SLIC) algorithm with the marker-based watershed algorithm to extract the candidate nuclei [19]. The accurate extraction of marker is the biggest obstacle for the marker watershed algorithm, due to the uneven staining of the cell preparation process and the presence of neutrophils. Some scholars, like Plissiti et al. [6], [7], [18] and Tello-Mijares [8], utilized the morphological methods to extract nucleus marker.

Deformation model-based methods, such as active contour model (ACM), snake, and level set method, can extract object in medical images precisely. Hu et al. improved the ACM algorithm through appending a regional similarity term to the energy functional, which overcomes initialization problem of traditional algorithms [10]. Subsequently, the improved ACM algorithm was applied to the contour detection of nuclei. Plissiti et al. used the convex hull of the nucleus as the initial contour, and then utilized the Gradient Vector Flow (GVF) snake algorithm to refine the boundary of cervical nucleus [11]. Li et al. proposed radial gradient vector flow (RGVF) based on the GVF snake method to detect the boundary of cervical cells and nuclei, and obtained more accurate detection results for obscure boundaries [12]. To overcome topological constraint of the snake method, Husham et al. used the level set method to segment the nuclei [9]. The morphological method was adopted to detect the seed nodes for level set evolution. Subsequently, the level set algorithm based on the geometric deformation model was utilized to segment the nucleus boundary. In addition, Nosrati et al. used the star-shape prior based level set to segment the nuclei and cells in overlapping cervical cells, and obtained high experimental results on the ISBI2014 dataset [13]. The level set method has the advantages of not requiring explicit parameters and not being constrained by topology, but the algorithm has low calculation efficiency.

Chen et al. separated individual nuclei and adhesion nuclei by the template matching method [14]. First, a statistical model was obtained through the training dataset. Subsequently, the model was used to perform coarse segmentation of the nuclei. Bergmeir et al. utilized a template based on elliptical randomized Hough transform to identify the cervical nuclei [15]. The segmentation result of the template matching method is dependent on the representativeness of the training dataset. Obtain a representative training dataset is the biggest challenge faced by the method.

For graph-based image segmentation, Saha et al. used a priori knowledge of weighted circles to segment the nuclei, and obtained excellent results on the ISBI2014 dataset [20]. Zhang et al. utilized the local adaptive a graph cut method to segment the cervical nuclei, and obtained improved performance in the nucleus segmentation of abnormal cervical cells [21].

In recent years, region-based segmentation techniques have been explored in the field of cervical nucleus segmentation. Lu et al. [22] utilized the maximally stable extremal region (MSER) algorithm and nucleus ellipticity feature to identify and screen nuclei, and improved the algorithm in [23]. Oprisescu et al. applied region growth segmentation on the boundary detected by the Sobel operator [24]. Tello-Mijares et al. used mean-shift over-segmentation technology and region fusion algorithm to identify candidate nuclei [25]. The nucleus segmentation using a region-based method is susceptible to false positive nuclei in overlapping cervical cell images.

The clustering algorithm is an effective object segmentation method used by CAD system. Tello-Mijares et al. combined the multi-focus fusion algorithm with a mean-shift clustering segmentation algorithm to segment the best-focused cervical images [26], [27]. Fuzzy C-Means (FCM) algorithm and its improved algorithm were used extensively in segmenting brain magnetic resonance images. Saha et al. first adopted the FCM algorithm for overlapping cervical cytolgy image segmentation, which added a circular function to increase robustness [28]. In addition, they conducted further work on the basis of [28] and used MSER algorithm to adaptively calculate the spatial shape force threshold. As a result, the recall and accuracy rates were improved [29].

In recent years, neural network methods have achieved positive results in the field of medical image segmentation. Santosh et al. proposed a sequential classifier comprising a bidirectional long short-term memory classifier to detect annotated arrows [30]. Tareef et al. first performed super-pixel segmentation of the cervical cell image using the SLIC algorithm, and used a convolutional neural network (CNN) to identify the nuclei and cell clusters [31]. Song et al. used the CNN algorithm to segment cervical cell images [32].

Among these methods, some were tested on the ISBI2015 public dataset, which was presented in the Second Extended
Depth of Field-based Overlapping Cervical Cell Segmentation organized by the IEEE International Biomedical Imaging Symposium in New York, USA in April 2015. On the basis of the ISBI 2015 public dataset, Lu proposed a nucleus segmentation method [33]. First, the SLIC method and edge detection algorithm were used to obtain a super-pixel boundary map of the cervical cytology image. The Gaussian mixture model and MSER algorithm were adopted to extract the cell clumps and candidate nuclei. The algorithm harvested high nucleus segmentation accuracy on the ISBI2015 dataset. However, the application of the SLIC algorithm produces over-segmented nuclei, which can reduce recognition accuracy.

On the ISBI2015 dataset, Phoulady et al. applied an iterative threshold algorithm to obtain the nucleus boundary on the cervical cytoplasm images [4]. Lee et al. proposed a window-based local adaptive threshold method to segment the cervical nuclei [5]. This algorithm reached high nucleus recognition accuracy, but the choice of size of the local window had a major influence on the segmentation results. Tareef et al. used the triangular transformation algorithm to extract the cell clumps, combined the SLIC algorithm with the marker-based watershed algorithm to extract the candidate nuclei, and adopted the level set algorithm to finely segment the candidate nuclei [19]. The algorithm has low computational complexity but produces over-segmented pseudo-nuclei, which can reduce the recognition accuracy. Song et al. [32] used the CNN algorithm to classify each pixel in a cervical cytology sample into three categories: background, cell clump, and nucleus. This method has improved the accuracy of nucleus extraction. However, the large number of parameters, the huge quantity of training data required, and the high computational complexity are all problems that cannot be ignored in the algorithm.

A cervical smear is usually with certain thickness. It is observed through a microscope as shown in Fig. 1(a). In the same field of view, as the microscope eyepiece moves, a stack of focal plane images can be captured, which are referred to herein as a cervical cytology sample with depth information, as shown in Fig. 1(b). Each cell is shown in a focused or defocused state on one focal plane, as shown in Fig. 1(c). The best focused state image of each cell in the sample is combined into an image called an extended depth of field (EDF) [40] image, as shown in Fig. 1(d).

Although the EDF image obtains the best focused state images of the cells in the cervical cytology sample, due to cell overlap, the EDF image is unable to present the best focused states of all cells simultaneously. Therefore, the EDF image has lost some information of the cells, while the cervical cytology samples with depth information preserve the total original information. When we perform a clustering of cervical cytology samples with depth information, an annular characteristic is appeared surrounding the area of a nucleus. In our study, we’ll make use of these annular features to identify the nuclei and utilize the iterative level set algorithm based on adaptive radius morphological dilation to segment the nuclei finely.


II. METHODS

The algorithm is mainly divided into three steps. The first step is cell clump recognition, which is to obtain the interesting regions of nucleus recognition. In the second step, approximate segmentation is performed by constructing the tree domain and screening the candidate nuclei based on the depth-first strategy to obtain the candidate nuclei in the cell clump. In the third step, fine segmentation and pseudo-nuclei removal are performed. The process of nucleus segmentation algorithm is shown in Fig.2.

A. CELL CLUMP RECOGNITION

To obtain the interesting region of nucleus recognition, our algorithm recognizes the cell clumps by FCM clustering algorithm. The FCM clustering algorithm was proposed by...
Dunn [35] and Bezdek improved the algorithm in [36]. In this paper, we adopt Bezdek’s FCM algorithm to segment the cervical cell clumps. Denote \( I \) as a cervical cytology sample consisted of \( N \) focal-plane images, \( I^s \) as the \( s \)-th focal-plane image \((s = 1, 2, \cdots, N)\) and \( N \) as the total number of focal planes of a sample. Denote the gray value of the pixel at position \( i \) of the \( s \)-th focal-plane image as \( \text{gray}_i^s \). Thus, \( N \) gray values of the position \( i \) of the cervical cytology sample can be expressed as a gray vector \( X_{\text{gray}} = [\text{gray}_1^1, \text{gray}_2^1, \cdots, \text{gray}_N^1], (i = 1, 2, \ldots, P) \), where \( P \) is the total number of positions in the cervical cytology sample \( I \). Now, we use the Bezdek’s FCM algorithm to cluster the \( P \) gray vectors into three categories, corresponding to the nucleus, cytoplasm and background respectively. Denote \( V_k \) as the cluster centers, \((k = 1, 2, 3)\). The fuzzy partition matrix is defined as \( U = [u_{ik}]_{K \times P} \), where \( u_{ik}(1 \leq i \leq P, 1 \leq k \leq K, K = 3) \) represents the membership degree of the gray vector \( i \) to the category \( k \), and the membership degree should satisfy (1) and (2).

\[
\begin{align*}
    u_{ik} & \in [0, 1], \quad 1 \leq i \leq P, \quad 1 \leq k \leq K \quad (1) \\
    \sum_{k=1}^{K} u_{ik} &= 1, \quad 1 \leq i \leq P \quad (2)
\end{align*}
\]

The objective function of the FCM algorithm is defined as (3), where \( d \) is the Euclidean distance of the gray vector \( X_{\text{gray}} \) and the cluster center \( v_k \).

\[
J(U, V) = \sum_{k=1}^{K} \sum_{i=1}^{P} (u_{ik})^2 d^2(X_{\text{gray}}_i, v_k) \quad (3)
\]

FCM is based on the minimization of the objective function. The cluster centers are updated by (4) iteratively.

\[
v_k = \frac{\sum_{i=1}^{n} (X_{\text{gray}}_i u_{ik}^2)}{\sum_{i=1}^{n} u_{ik}^2} \quad (4)
\]

Afterwards, the membership degree matrix \( U \) is updated by (5).

\[
u_{ik} = \frac{1}{\sum_{j=1}^{K} (\frac{|X_{\text{gray}}_i - v_j|}{|X_{\text{gray}}_i - v_j|})^2} \quad (5)
\]

**Algorithm 1 Cell Clump Recognition Algorithm**

**Input:** Cervical cytology sample \( I \)

**Output:** Cell clump mask image \( I_{\text{Mask_clump}} \)

1: Set \( K = 3, \delta = 0.001, J_{\text{last}} = 100000 \)
2: \( [U, v] = \text{init_rand}(I, K) % \) Random initialization function
3: \( X_{\text{gray}} = \text{trans}(I) % \) Express \( I \) as gray vectors
4: while \( 1 \) do
5: \% Calculate the distance between \( X_{\text{gray}} \) and \( v_k \).
6: \( \text{foreach} \ X_{\text{gray}}_i \in X_{\text{gray}} \), \( v_k \in v \) do
7: \( \text{foreach} \ v_k \in v \) do
8: \( \text{dist} = \text{distance}(X_{\text{gray}}_i, v_k) \)
9: \( \text{end} \)
10: \( \text{end} \)
11: \% Calculate the objective function \( J \)
12: \( J = \text{cal}_J(U, \text{dist}) \)
13: if \( \text{abs}(J_{\text{last}} - J) < \delta \) then
14: \( \text{break} \)
15: \%Update \( U \), \( v \) based on (4) and (5)
16: \( [U, v] = \text{update}(X_{\text{gray}}, U, v) \)
17: \( J_{\text{last}} = J \)
18: \( \text{end} \)
19: \( \text{end} \)
21: \% Find categories of gray vectors by largest membership value and produce the category mask image
22: \( X_{\text{cate}} = \text{get_cate}(X_{\text{gray}}, U) \)
23: \( \text{mask_cate} = \text{trans_mask}(X_{\text{cate}}) \)
24: \% Perform a connected domain analysis to merge the nuclei and cytoplasm regions
25: \( I_{\text{Mask_clump}} = \text{mask_cate}(\text{mask_cate}) \)

**B. DISPERSION EFFECTS OF DEFOCUSING**

The gray value of nuclei in the cervical cytology sample is small relative to the cytoplasm region. Traditional nucleus segmentation methods for cervical EDF images are based on gray value, boundary, and gradient features [4], [5], [19], [23], [33]. They can segment large contrast nuclei in lower contrast cervical cytology images, as shown in Fig. 4. Examples of feature planes include the EDF plane, the optical path image (OP) plane, and the focal plane (FP) plane. The optical path plane forms a clear spot on the focal plane through the microscope, whereas the cervical cytology sample with depth information can preserve the total original information. So, the use of depth information can segment nuclei in lower contrast cervical cytology images, as shown in Fig. 3.

The principle of optical imaging of the microscope, as shown in Fig. 4, indicates that the point \( A \) on the object plane forms a clear spot on the focal plane through the microscope. As the focal plane moves, a clear spot cannot be formed on it, instead a blurred diffuse spot exists,
such as the elliptical region with the textured background in Fig. 4.

The principle of Fourier optical imaging states that the defocusing process can be regarded as a process of continuous low-pass filtering of the focal plane, i.e., the convolution process of point spread function (PSF) and the focal plane.

The nucleus dispersion process can be described as (6),

\[
\begin{align*}
\Omega_1 &= \Omega \otimes \sigma_1 \\
\Omega_2 &= (\Omega \otimes \sigma_1) \otimes \sigma_2 \\
& \vdots \\
\Omega_N &= ((\Omega \otimes \sigma_1) \otimes \ldots) \otimes \sigma_N 
\end{align*}
\]

where \( \Omega \) denotes the focused nucleus, \( \sigma_N \) denotes the \( N \)-th disperse convolution kernel, and \( \Omega_N \) denotes the disperse nucleus generated by \( N \) defocusing operations.

As the microscope eyepiece moves along the optical axis, different focal planes \( F_1, F_2, \ldots, F_N \) can be obtained. Assume that there are 4 two-dimensional planes with a resolution of 50 pix \( \times \) 50 pix in the field of view, as shown in Fig. 5(a). The current focal plane of the nucleus is \( F_1 \) with an elliptical shape of semi-major axe 12 and semi-minor axe 10 respectively, located at the center of the field of view, as shown in Fig. 5(b).

Assume that the gray value inside the nucleus in \( F_1 \) is 255, the gray value of other positions is 0, the disperse kernel is a Gaussian kernel with a size of 5, and the scale parameter \( \sigma \) is 1.5. Take the sample points \( A, B, C \) outside the nucleus and the sample points \( A', B', C' \) inside the nucleus with 2 pixels distance to the boundary, as shown in Fig. 5(b).

The gray value of the sample point \( i \) on the planes \( F_1, F_2, \ldots, F_N \) constitute the depth information vector \( [g^i_1, g^i_2, \ldots, g^i_N] \), where \( g^i_s \) represents the gray value of the position \( i \) of the plane \( s \), and \( N \) represents the number of planes. The distance between the two sample points \( i \) and \( j \) is defined as (7) based on the depth information of the sample.

\[
d_{i,j} = \sqrt{\sum_{s=1}^{N} (g^i_s - g^j_s)^2} \tag{7}
\]

The formula (7) is used to calculate the distance \( d(\cdot) \) in the objective function formula (3) in the FCM algorithm. After clustering, the sample points with approximate gray values are divided into the same class, forming an annular region around the nucleus.

Due to the dispersion effect of defocusing, the gray level around the nucleus varies uniformly. The farther away from the nucleus, the more the gray level is decreased. Moreover, around the nucleus, the pixels with the same distance to the nucleus have approximate gray values. Therefore, the pixels farther away from the nucleus form an annular region with a larger radius around the nucleus, while the pixels closer to the nucleus form another annular region with a smaller radius, which is embedded in the large one.

In the example of Fig. 5, the planes \( F_2, F_3, F_4 \) are obtained by the defocusing process. Together with the focal plane \( F_1 \), these planes comprise of the depth information samples under one field of view. For instance, the gray depth information of the six sample points in Fig. 5 is \( g^A = [0, 0, 0, 2], \ g^B = [0, 15, 24, 25], \ g^C = [0, 0, 7, 11], \ g^A' = [255, 186, 141, 110], \ g^B' = [255, 211, 172, 137], \) and \( g^C' = [255, 208, 158, 123] \). After FCM clustering, sample points \( A, B, C \) are classified into the same cluster and located in the same annular region. So do the sample points \( A', B', C' \). The focusing process is just the reverse of the defocusing process.

**C. NUCLEUS APPROXIMATE SEGMENTATION**

According to the annular structure generated in the nucleus defocusing process, we propose a nucleus segmentation...
algorithm based on the clustering of nucleus depth information. The algorithm is mainly divided into three parts: 1) preprocessing and clustering; 2) constructing the tree domain structure based on clustering results; and 3) screening the candidate nuclei within the tree domain.

1) PREPROCESSING AND CLUSTERING
The sample is affected by various noises, which result in many noise points in the clustering image, as shown in Fig. 6(a). So, we utilize a median filter to denoise each focal plane. After denoising, the gray vector of index position $i$ of sample $I$ is

$$\mathbf{X}_{\text{gray}_i} = [\text{gray}_{1i}^\text{med}, \ldots, \text{gray}_{Ni}^\text{med}]$$

where $N$ is the number of focal planes. In cervical cell images, gray value of nucleus is less than the cytoplasm and background, and different types of nuclei have different gray value properties. In different types of nuclei, the nuclei of cervical intraepithelial neoplastic cells and cancer cells are hyperchromatic, and the nuclei of overlapping cells are more hyperchromatic than those of normal cervical cells and weaker than those of abnormal cervical cells. Therefore, we can utilize the clustering of gray value to obtain nuclei. The FCM clustering algorithm is used again and we cluster the cell clump regions with the number of clusters $K = 30$ to obtain the annular regions. Here, the FCM algorithm is different from its first use for cell clump recognition in the clustering objects, the number of cluster categories, and the clustering aim. The clustering results are illustrated in Fig. 6(b).

![Fig. 6. Clustering results based on gray depth information. (a) Clustering result in original image. (b) Clustering result after median filtering denoising.](image)

For the ISBI2015 public dataset, when the number of clusters takes $K \in (0, 25]$, the nuclei with similar positions and similar gray value lead to regions joined together, such as two nuclei in the red marker in Fig.7(b). When the number of clusters is greater than 35, i.e. $35 \leq K$, some nuclei and their surrounding areas cannot form a closed annular region after clustering, as shown in the red dots in the partially enlarged images in Fig. 7(c). When the number of clusters is within the range $K \in (25, 35)$, a regular closed annular region can be formed around the nucleus, for instance, Fig. 7(d) shows the experimental results when the number of clusters is $K = 30$.

2) CONSTRUCTING TREE DOMAIN
The tree domain structure is constructed by the annular regions in the clustering result according to their inclusion relationship. The whole cell clump regions are firstly designated as the root domain, and then each annular region is filled. According to the features of images on the ISBI2015 dataset, the areas of nuclei are larger than 50 pixels. When the filling area is larger than 50 pixels, it may be a nucleus region and is regarded as a subdomain of the root domain. Afterwards, compute the inclusion relationships among all subdomains to generate the parent–child relationship. Finally, a tree domain structure based on the annular regions can be obtained, as shown in Fig. 8.

![Fig. 8. Tree domain of the annular region.](image)

3) CANDIDATE NUCLEI SCREENING
In many cases, the gray value of the cytoplasm fluctuates greatly due to overlapping cells. Therefore, many noise
regions, which are small in area and different in shape, occur in the clustering results. The properties of each subdomain in the tree, such as area and solidity, are compared with the nucleus properties. The subdomains that have the similar nucleus properties are retained, others are deleted. Thus, a minimal tree domain is produced, and the computational complexity can be considerably reduced.

There may be multiple annular regions around the nucleus, so the minimal tree domain is traversed based on the depth-first strategy. The “leaf” subdomain that has one or more “brother-node” subdomains or the subdomain that has only one downward branch but has at least one “brother-node” subdomain is selected as candidate nucleus.

D. NUCLEUS FINE SEGMENTATION AND PSEUDO-NUCLEUS REMOVAL

Among the candidate nuclei, some nucleus contours are insufficiently accurate, and some are pseudo-nuclei. In this study, an iterative level set algorithm based on adaptive radius morphological dilation (ADLS) is proposed to perform the fine contour extraction and remove most of the pseudo-nuclei.

The level set function surface [37, 38] can be defined as (9),

\[ \varphi(x, y, t) = \pm d' \]  

where \( d' \) represents the distance from the point on the level set surface to the zero level. The contour curve satisfies (10).

\[ \varphi(C(s, t), t) = 0 \]

The partial differential processing of (10) is as (11) and (12),

\[ \varphi_t + \nabla \varphi \cdot C(s, t) = 0 \]
\[ \nabla \varphi \cdot C(s, t) = 0 \]

where \( \nabla \varphi \) is the gradient of the level set function \( \varphi \). The unit normal vector of \( \varphi \) is expressed as (13).

\[ n = -\frac{\nabla \varphi}{|\nabla \varphi|} \]

The \( \varphi \) evolution process satisfies (14),

\[ \varphi_t + F|\nabla \varphi| = 0 \]

where \( F \) represents the velocity function. The target contour curve is obtained by (15).

\[ \Gamma(t) = \{x|\varphi(x, y) = 0\} \]

The level set algorithm is a method for the evolution of spatial surfaces. Despite a topological change occurs in the evolution, it will not affect the evolution process. In the fine segmentation of the nucleus, the candidate nucleus topology may change. So, in this study, we use the level set method to perform the fine segmentation of the nucleus.

However, the iterative level set method usually recognizes the boundary which is close to the initialization curve. If the boundary obtained by rough segmentation is used as the initialization curve of the level set method, we have to employ a morphological dilation approach to further process the coarse segmentation boundary, which usually exists inside the nucleus. In a field of view, there are usually many cells. Because the size, shape and texture of the nuclei are different, the boundary of the coarse segmentation is often aside from its real nucleus boundary. A fixed radius morphological dilation algorithm cannot differentially dilate the coarse segmentation curve to an appropriate position for all the cells. Therefore, we combine the adaptive radius morphological dilation algorithm with the iterative level set to find the optimal dilation radius of each nucleus coarse segmentation boundary, so that a precise boundary of each nucleus can be achieved.

Firstly, compute the mean gray value of a candidate nucleus region in each plane of sample \( I \), and find the focal plane that has the minimum mean gray value. Then perform morphological dilation operations on the candidate nucleus region at the focal plane found. Denote the original candidate nucleus region as \( bw \), the dilation region \( bw(i) \) is then obtained by (16), and the variance vector \( \bar{S} = [s_1, s_2, \ldots, s_l] \) of the dilation region \( bw(1), bw(2), \ldots, bw(i) \) is obtained by (17),

\[ \bar{S}_i = std(I, *bw(i)) \]

where \( i \) is the dilation radius, \( * \) is the morphological dilation operation, \( SE \) is the structural element with the dilation radius \( i \), “\(*\)” is the bitwise multiplication operation, and \( std \) is the variance operation.

The gradient vector \( \bar{V} = [v_1, v_2, \ldots, v_l] \) of the boundary mirror extended \( \bar{S} \) is defined as (18).

\[ v_l = s_{i+1} - s_{i-1} \]

Three spatial relationships and variance curves existed between the candidate nucleus boundary and the nucleus are shown in Fig. 9.

1) When the candidate nucleus boundary contains nucleus, the variance vector curve is relatively flat, as shown in Figs. 9(a), (d).

2) When the candidate nucleus is contained in the nucleus, the variance vector exhibits an “s”-shaped curve. When the candidate nucleus dilates in the nucleus, the gradient of the variance changes slowly and is a downward convex curve. The variance increases rapidly, when the candidate nucleus boundary intersects with the nucleus boundary. Afterwards, the variance curve tends to be flat and is an upward convex curve, as shown in Figs. 9(b), (e).

3) When an intersection exists between them, the variance vector curve is generally rising and then relatively flat, as shown in Figs. 9(c), (f).

Therefore, the point where the variance vector curve satisfies the convex condition and the absolute value of the gradient is the smallest is selected as the candidate nucleus dilation radius, as shown as (19).

\[ r = \{r|s_r \geq s_{r-1} + s_{r+1}/2\text{and} \min_{v_i}|v_i|\} \]
FIGURE 9. Three spatial relationships between candidate nuclei and nuclei and the variance curves. Three positional relationships between candidate nuclei and nuclei are shown in (a), (b) and (c) corresponding the containing, contained, and intersecting, respectively, where the red lines are the candidate nucleus boundaries and the blue lines are nucleus boundaries. Variance curves are shown in (d), (e) and (f) corresponding to the containing, contained, and intersecting relationships, respectively.

After the adaptive radius morphological dilation of the candidate nucleus boundary, the nucleus boundary can be accurately segmented by the iterative level set algorithm, and most of the pseudo nuclei can be removed. ADLS algorithm is shown in Algorithm 2.

III. EXPERIMENTS AND RESULTS

A. DATASET

The experimental samples in this study are based on the dataset published in the “The Second Overlapping Cervical Cytology Image Segmentation Challenge” organized by the IEEE International Biomedical Imaging Symposium. The dataset has a total of 17 samples, each of which contains 20 images of different depths in the same field of view, i.e., 20 different focal plane images in the same field of view. Each sample also includes an EDF image, in which each cell is focused. The image in the dataset is a gray image of size 1024*1024. Each sample contains approximately 40 cervical cells with different overlapping rate, contrast and texture. Eight samples in the dataset are defined as training dataset, and the training dataset is published nucleus and cytoplasm annotation images. The remaining nine samples are used as testing dataset, and only cytoplasm annotated images are published. Since this study is to investigate the nucleus segmentation of cervical cytology images, eight training samples are used as data for evaluating the performance.

Several measures such as the positive predictive value (PPV), negative predictive value (NPV) / sensitivity, harmonic average $F$ between PPV and NPV, accuracy have been defined in [32], [39] as (20), (21), (22), and (23) respectively, to evaluate the results of nucleus segmentation,

$$PPV = \frac{TP}{TP + FP}$$ (20)

$$NPV = \frac{TN}{TN + FN}$$ (21)

$$F = \frac{2*PPV*NPV}{PPV + NPV}$$ (22)

$$accuracy = \frac{TN + TP}{TN + TP + FN + FP}$$ (23)

where $TP$ represents the number of pixels correctly predicted as positive, $FP$ represents the number of pixels that are incorrectly predicted to be positive, $TN$ represents the number of pixels correctly predicted as negative, and $FN$ represents the pixel that is incorrectly predicted to be negative. A positive class indicates that the pixel is inside the nucleus, and a negative class indicates that the pixel is outside the nucleus.

B. RESULTS

The eight cervical cytology samples in the nucleus segmentation experiments were derived from the ISBI2015 training dataset. In Tables 1 and 2, our algorithms were compared with those of Lu et al. [23], Tareef et al. [19], and Phoulady et al. [4] in terms of object-based precision and recall measure. On the ISBI2015 training dataset, our procedure and Lu’s procedure code provided in [23] were run on the same computer and software platform.

In terms of object-based precision and recall metrics, the experimental results from our method were quantitatively compared with the results obtained by Lu’s method (Table 1). In eight cervical samples with a total of 320 nuclei,
Tareef's results were higher than those of the other two methods reported by Ling et al. [21] and Phoulady [4]. On the basis of precision metrics, the result of our algorithm was the same as method of Tareef et al. [19] but higher than that of the algorithm of Phoulady et al. [4].

On the ISBI2015 public dataset, the comparative experiment results of our algorithm, Lu et al. [23], Li et al. [12], Ling et al. [21], Al-Kofahi et al. [34], and Song et al. [32] based on pixel metrics were shown in Tables 3 and 4.

The experimental results for pixel-based precision, recall and DC metrics were quantitatively compared (Table 3). As shown in Table 3, the proposed algorithm and Lu’s algorithm obtained good results. The precision of our algorithm was 0.956, which was slightly higher than that of Lu’s algorithm. On the basis of the pixel recall and DC, the experimental results obtained by our algorithm were 0.919 and 0.934, respectively; the values were slightly lower than those of Lu’s algorithm (0.935 and 0.941, respectively).

In Table 4, the four algorithms of Li et al. [12], Zhang et al. [21], Al-Kofahi et al. [34], and Song et al. [32] were compared with our algorithm under three metrics: PPV, NPV, F. In terms of NPV and F, the results obtained by our method were 0.99 and 0.95, which were higher than those of the four other methods. The value of PPV in the current paper was competitive, as it was higher than those reported by Li et al. [12], Zhang et al. [21], and Al-Kofahi et al. [34], but slightly lower than that of Song et al. [32].

IV. DISCUSSION

A. COMPARISON AND ANALYSIS

The cell clump and approximate nucleus segmentation are two important parts of cervical nucleus segmentation process. In these two parts, the gray information of each position in the cervical cell sample was replaced with a depth information vector containing the gray values of the same position in all focal planes of the sample. Subsequently, the FCM clustering algorithm completed the segmentation of cell clumps with the number of clusters $K = 3$, and the segmentation of candidate nuclei with the number of clusters $K = 30$. Our algorithm could capture much comprehensive image information and obtain better nucleus detection results by using the depth

#### Table 1. Results of our algorithm and that of Lu in terms of $Pre_{obj}$ and $Rec_{obj}$.

| Algorithm | $c_d$ | $D$ | $Pre_{obj}$ | $Rec_{obj}$ |
|-----------|-------|-----|-------------|-------------|
| Lu [23]   | 250   | 310 | 0.806       | 0.781       |
| Our       | 270   | 319 | 0.846       | 0.844       |

#### Table 2. Results of our algorithm and those of Tareef and Phoulady in terms of $Pre_{obj}$ and $Rec_{obj}$.

| Algorithm | $c_d$ | $D$ | $Pre_{obj}$ | $Rec_{obj}$ |
|-----------|-------|-----|-------------|-------------|
| Tareef [19] | 36    | 42  | 0.97        | 0.86        |
| Phoulady [4] | 34    | 45  | 0.91        | 0.76        |
| Our       | 36    | 40  | 0.97        | 0.89        |

#### Table 3. Results of our algorithm and that of Lu in terms of $Pre_{pix}$, $Rec_{pix}$ and DC.

| Algorithm | $Pre_{pix}$ | $Rec_{pix}$ | DC |
|-----------|-------------|-------------|----|
| Lu [23]   | 0.95(±0.061)| 0.935(±0.051)| 0.941(±0.037) |
| Our       | 0.956(±0.06)| 0.919(±0.07) | 0.934(±0.04) |

#### Table 4. Results of our algorithm and those of four other algorithms in terms of $PPV$, $NPV$ and $F$.

| Algorithm | $PPV$ | $NPV$ | $F$ |
|-----------|-------|-------|-----|
| Li [12]   | 0.64  | 0.81  | 0.715 |
| Zhang [21] | 0.83  | 0.74  | 0.782 |
| Yousef [34] | 0.86  | 0.89  | 0.875 |
| Song [32]  | 0.95  | 0.93  | 0.94  |
| Our       | 0.91  | 0.99  | 0.95  |
FIGURE 10. Compare the detection results of each sample on ISBI2015 training dataset by our and Lu’s method. (a) Compare the detection results in object-based precision. (b) Compare the detection results in object-based recall.

As shown in Table 1, the object-based precision and recall metrics in the proposed algorithm were 4.7% and 7.5% higher than those of Lu’s algorithm, respectively. In order to evaluate the nucleus detection performance of ours and Lu’s method more objectively, we compared the detection results of each sample on the ISBI2015 training dataset.

We compared our method with Lu’s method in terms of the detection results of each sample on the ISBI2015 training dataset. The object-based precision and recall in the second, fourth, sixth, and eighth samples of our algorithm were not lower than that of Lu’s algorithm. For the first sample, the object-based recall of our algorithm was 11% higher than that of Lu’s algorithm, but the object-based precision was lower than that of Lu’s algorithm. The precision of our method was 2.2% higher than that of Lu’s method, and the recall rate was 9.8% lower than that of Lu’s method in the fifth sample. The Lu’s method was slightly better than our algorithm in terms of precision and recall only in the second sample. Overall, our method demonstrated better performance than Lu’s method in nucleus detection.

As shown in Fig. 11, the application of the depth information could segment nuclei with low contrast. The yellow regions in the first row of Fig. 11 were the correctly segmented nuclei of our method, but the Lu’s algorithm did not correctly segment the nuclei.

In terms of pixel-based precision, recall, and DC metrics, the distribution of our nucleus segmentation result was shown in Fig.12. The pixel-based precision in 30% of the detected nuclei was more than 0.99, and that of only 1.5% was less than 0.75. The number of nuclei with pixel-based recall over 0.75 accounted for 97.4% of correctly detected nuclei by our method. As shown in Fig.12, the DC of all correctly identified nuclei of our method was more than 0.77, of which 44% of nuclei had a DC value greater than 0.95.

The nucleus segmentation performances of our and Lu’s method were statistically analyzed with regard to pixel-based metrics on the ISBI2015 training dataset (Table 5). The percentages of nuclei with pixel-based precision reaching 0.8 and 0.9 were 97.4% and 90.4%, respectively, in the correctly detected nuclei; these values were higher than the results reported by Lu. The proportions of nuclei with recall over 0.8 and 0.9 of our method were 94.1% and 71.9%, respectively, which were lower than those of Lu’s method. In general, the pixel-based DC metric can better indicate the segmentation performance. Although the proportion of detected nuclei with DC higher than 0.9 was lower than that of Lu’s algorithm, 84% of nuclei detected in our method had a DC value greater than 0.9. The proportion of DC over 0.8 was as high as 98%, that is, the DC of almost all detected nuclei was greater than 0.8. Our algorithm was inferior to Lu’s method in terms of pixel-based recall and DC greater than 0.9. However our method had an advantage over pixel-based precision, and almost all the detected nuclei met the condition with DC more than 0.8. The accuracy and specificity of our method were 0.9952 and 0.9977, respectively. We performed McNemar’s test on the experimental results of the two methods, with $\alpha = 0.05$ as the statistically significant threshold. Since the P-value ($<0.0001$) was lower than our chosen significant threshold, we rejected the null hypothesis that the two model’s performances are equal. The experimental results showed that the accuracy and specificity of our method are higher than those of Lu’s method ($P$-value $<0.05$).

The metrics such as $PPV$, $NPV$, $F$ also could measure the performance of the boundary segmentation results. Table 4 showed that in terms of $PPV$, $NPV$ and $F$ our algorithm was higher than the methods in [12], [21] and [34], especially in $PPV$, which was higher than the other three methods by 23.5%, 16.8%, and 7.5%, respectively. Although the performance of our method based on $PPV$ metrics in Table 4 was lower than that of the CNN method in [32],
the value of NPV and $F$ of our method were 6% and 1% higher than those of the latter, respectively.

In summary, not only can the combination of depth information and ADLS algorithm identify the nuclei more accurately, but also can accurately segment their boundaries.

**B. COMPARISON OF FIXED AND ADAPTIVE RADIUS MORPHOLOGICAL DILATION APPROACHES**

The coarse segmentation boundary, which was the level set initialization curve, was generally inside the nucleus. The iterative level set algorithm based on fixed radius morphological dilation (FDLS) approach dilated the nucleus regions according to the preset fixed radius, and it could not dilate the coarse segmentation curves of different nuclei to their own optimal positions, respectively. The adaptive radius morphological dilation approach adjusted its dilation radius according to the difference of each nucleus. Therefore, in our method, the adaptive radius morphological dilation approach was combined with the iterative level set method so as to obtain a precise nucleus segmentation boundary.

Different fixed radius morphological dilation combined with the iterative level set algorithm gave different
performances in $\text{Pre}_{\text{obj}}$ and $\text{Rec}_{\text{obj}}$ (Table 4). It was not easy to determine a relative better dilation radius such as 10 without stepwise searching. On the other hand, once the coarse segmentation algorithm parameters were adjusted, the performance of the fixed radius morphological dilation method decreased sharply, and the relative better dilation radius must be re-searched. As a contrast, the adaptive radius morphological dilation approach combined with the iterative level set algorithm adjusted its dilation radius adaptively according to the coarse segmentation boundary of each nucleus and obtained the best performance 0.85 and 0.80 in $\text{Pre}_{\text{obj}}$ and $\text{Rec}_{\text{obj}}$ respectively.

### TABLE 6. Comparison of FDLS and ADLS.

| Algorithm | FDLS | ADLS |
|-----------|------|------|
| $\text{Radius}$ | 4 | 6 | 8 | 10 | 12 | 14 | -- |
| $\text{Pre}_{\text{obj}}$ | 0.79 | 0.75 | 0.80 | 0.84 | 0.80 | 0.81 | 0.85 |
| $\text{Rec}_{\text{obj}}$ | 0.53 | 0.67 | 0.79 | 0.84 | 0.79 | 0.74 | 0.84 |

### C. COMPUTATIONAL COMPLEXITY

For large-scale, high-resolution cervical cytology sample images, the computational complexity was a challenge for all the segmentation algorithms. The computational complexity was high when the traditional segmentation methods were used to process the cervical cytology images with deep information. How to make full use of the information of different depth of images while maintaining moderate complexity of algorithm was one of the difficult problems that scholars tried to solve. In this study, we explored a novel approach to reducing the computational complexity for multi-depth focal images. As the first step of the proposed nucleus segmentation algorithm, we converted the three-dimensional data of cervical cytology samples with depth information into two-dimensional data images with only k values. The amount of data of the clustered two-dimensional image to be handled was significantly reduced, and the nucleus region met an annular feature. Then, the tree domain structure was constructed using these annular features to identify the nuclei.

In the experiments, a cervical cytology sample contained 20 focal-plane images, and the data volume was 20 times that of the single EDF image. All the experiments were completed in the following computational environment: Windows7 operation system, Intel (R) core i5-3470 processor, 12 GB memory, 500 G hard disk. We run the proposed method codes and Lu’s method codes [23] separately on the Matlab R2018a platform. The experimental results showed that the proposed method handled the 20 focal-plane images and identified 258 nuclei in 960 seconds, with an average time of 3.7 seconds for a nucleus. The Lu’s method handled the single EDF image and identified 248 nuclei in 252 seconds, with an average time of 1.02 seconds for a nucleus, let alone the time of generating the EDF image. Relatively speaking, the proposed method could obtain more accurate segmentation results with moderate computational complexity.

### D. FURTHER WORK

Nucleus segmentation, as the first step of the CAD system, plays an important role in the cell detection and segmentation. The degree of nucleus atypia, such as nucleus enlargement, can reflect the abnormality of cells. The precise segmentation of nuclei implemented in our algorithm can ensure the exact extraction of nucleus area features. In the next step, we will continue to segment the cells located by the nuclei detected with the proposed algorithm in this paper and extract the lesion-related features of the nuclei and cytoplasm. On the basis of these extracted features, such as the nucleus area, and nucleus-to-cytoplasm ratio, the degree of abnormality of cells can be evaluated and provided to pathologists as evidence of cervical cancer. This process will reduce the work intensity of pathologist and increase the diagnostic accuracy of cervical cancer.

### V. CONCLUSION

The nucleus segmentation of cervical cytology images is a prerequisite for the computer-aided cervical cancer diagnosis. For the first time, the depth information in the cervical cytology images is used to segment the nuclei. The tree domain structure of the annular feature presented in the nucleus region after clustering is constructed to find those candidate nuclei. Furthermore, an iterative level set refinement segmentation algorithm based on adaptive radius morphological dilation is proposed to finely segment each candidate nuclei and remove the pseudo-nuclei. The experimental results show that the proposed nucleus segmentation algorithm for cervical smear images has high segmentation precision and a moderate computational complexity, especially for the case of poor contrast and overlapping cells.
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