MUSSOL: A Micro-Uas to Survey Ship Cargo hOLDs
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Abstract: Because of their high maneuverability and fast deployment times, aerial robots have recently gained popularity for automating inspection tasks. In this paper, we address the visual inspection of vessel cargo holds, aiming at safer, cost-efficient and more intensive visual inspections of ships by means of a multirotor-type platform. To this end, the vehicle is equipped with a sensor suite able to supply the surveyor with imagery from relevant areas, while the control software is supporting the operator during flight with enhanced functionalities and reliable autonomy. All this has been accomplished in the context of the supervised autonomy (SA) paradigm, by means of extensive use of behaviour-based high-level control (including obstacle detection and collision prevention), all specifically devised for visual inspection. The full system has been evaluated both in laboratory and in real environments, on-board two different vessels. Results show the vehicle effective for the referred application, in particular due to the inspection-oriented capabilities it has been fitted with.
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1. Introduction

Structural failures are the major cause of maritime accidents. For these reasons, an important part of the inspection effort focuses on ensuring that the hull surfaces and structures from the different vessel areas are all in good condition. Those structures and surfaces can be affected by different kinds of defective situations, such as coating breakdown, corrosion, and, ultimately, cracks. The presence and spread of these defects are indicators of the state of the vessel hull and, as such, an early detection prevents the structure from buckling or fracturing.

In this regard, since visual inspections are and will be an important source of information for structure condition assessment, it seems necessary to try to reduce the effort and cost related to these activities with the introduction of new technological tools which can complement and make safer the human inspections. This becomes particularly relevant for, at least, those ships where there is a real cost saving, i.e., the inspection is likely to result in no repair, so that the preparation of the vessel is indeed for the inspection itself [1].

Cargo holds and cargo tanks, which can be found in e.g., bulk carriers, container ships, tankers or general cargoes, are vessel areas that are considered by the H2020 ROBINS project (www.robins-project.eu, accessed on 27 August 2021) as representative of the operational scenarios where costs and risks connected to inspection activities are more significant. These environments feature wide volumes with significant heights, which typically require costly access means to reach highest points. Moreover, the large unobstructed heights between levels may imply safety risks for surveyors. In these environments, inspections are nowadays carried out by means of mainly scaffolding, portable ladders, and cherry pickers (see Figure 1).
Figure 1. Access means to be arranged for close-up inspection in typical cargo holds: cherry pickers, scaffolding, portable ladders, etc.

For such scenarios, it is clear the interest in the use of robotic platforms that permit surveyors to perform safer and more comfortable inspections. Aerial robots have already been shown as potential solutions for these cases, given their ability to reach areas hard to access for humans. However, manoeuvring these vehicles is not an easy task for a non-expert user. This suggests the idea of devising inspection-oriented platforms with usability in mind. Under this context, in this paper, we introduce MUSSOL, a novel and robust unmanned aerial platform specifically devised for collecting inspection data from the aforementioned vessels’ areas. In more detail, its control architecture is intended to fit the robot with enhanced functionalities and skills aiming at safer, more efficient and potentially more intensive visual inspections. To this end, MUSSOL is equipped with a sensor suite intended to supply the surveyor with inspection data from the areas that require attention, while, during inspections, the platform takes care of low-level control issues, as well as of its own preservation, thanks to its control architecture.

The control software has been implemented around the Supervised Autonomy (SA) paradigm [2], defining several autonomy levels and making extensive use of behaviour-based high-level control. In respect to our previous works in this area, the platform here described constitutes a new development, from both the hardware and software points of view, taking into account the lessons learnt from the performance of previous designs, as well as the advice from end-users (as part of the developments during the EU-H2020 project ROBINS). In respect to this and after a number of careful considerations, the full system has been designed (both hardware and software) with the visual inspection problem in mind, so that the result which is here described is fully oriented to generic visual inspection, with a particular focus on vessel inspection, and this can be considered as the main contribution of this work.
The rest of the paper is organized as follows: Section 2 overviews the platform requirements and reviews related works; Section 3 overviews the system developed, while Section 4 details the hardware integrated into the robot, and Section 5 describes the platform’s control architecture; Section 6 focuses on the interface with the user, considering either the available platform operation modes and commands, as well as the platform feedback to the operator, all this available through the system ground station; Section 7 reports on experimental results, collected from both laboratory environments and field trials; finally, Section 8 summarizes main conclusions and findings.

2. Platform Requirements and Related Work

The assessment of the structural integrity of a vessel entails, among others, the evaluation of the condition of different structures that can be found within vessel holds [1,3]. The fact that these holds consist of mainly high vertical structures is of particular relevance for close-up visual inspection procedures (see Figure 1), as this requires the provision of access means together with work at high altitude. Hence, to make proper repair/no repair decisions, the surveyor must be provided with imagery detailed enough so as to enable the remote visual assessment of the involved structures by means of the aerial platform imaging devices. Furthermore, the platform can either be required to sweep the relevant metallic surfaces and grab pictures at a rate compatible with its speed, or else provide visual evidence of the state of a particular area suspected of being defective. Those images are in turn desirable to be tagged with pose information, so that the areas suspected of being defective can be located on the vessel structure, and even revisited for comparing images across inspections.

Therefore, the main requirements for the aerial platform stem directly from the very nature of the inspection process: the vehicle must be able to perform vertical, stationary and low speed flight, as well as permit indoor flight. These requirements rapidly discard fixed-wing aircraft and focus the search on helicopter-type UAVs, naturally capable of manoeuvres such as hovering and vertical take-off and landing. Additionally, the platform should not only rely on GPS data for positioning because it could be required to operate indoors or in poor GPS reception areas (e.g., due to satellites being occluded by the vessel structures, multi-path effects, etc.).

Because of their fast deployment times and convenient size, a number of recent works have considered the use of multirotor-based vehicles within the context of the inspection and monitoring of industrial facilities and assets, for data collection at remote or safety-compromised areas, difficult to reach by humans and ground vehicles, and with large areas to be covered as fast as possible. The aforementioned works consider, among others, power plant boilers and chimneys [4–6], dam walls and penstocks [7,8], bridges [9–11], power lines [12–14], wind turbines [15,16], mines and tunnels [17,18], petrochemical facilities [19,20], and large-tonnage vessels [21,22]. A survey on existing UAS for the inspection of varied infrastructures can be found in [23].

The popularity that these vehicles have gained in recent years has led to the availability of a number of control and navigation solutions. They differ mainly in the sensors used to solve the navigation tasks, the amount of processing that is performed on-board/off-board, and the assumptions made about the environment. Apart from other devices, such as infrared and ultrasound sensors, laser scanners [24–27] and vision cameras [28–33] have become the preferred sensor modalities to undertake these tasks, mostly within Simultaneous Localization and Mapping (SLAM) frameworks and combined with Inertial Measuring Units (IMU).

The inspection solution presented in this paper is built on top of the previous experience of the research team, which has been involved in past research projects related to vessel inspection and many field trials on-board a diverse set of vessels: bulk carriers, oil tankers, containerships, and Ro-Ro vessels. More specifically, projects MINOAS and INCASS had among their goals the development of robotic devices that could be incorporated into visual inspection procedures. Their respective outputs comprised, among others,
first aerial platforms specifically designed for ship inspection (although with a different focus with regard to project ROBINS). Starting from the multi-rotor platforms developed along projects MİNOAS (first proof of concept, [34]) and INCASS (purely tele-operated platform, [35]), and taking into account the lessons learnt during the respective field trials, several options about structure, control approach, platform localization, capabilities and interface with the user have been considered and integrated within the framework of project ROBINS to increase the Technology Readiness Level (TRL) of the platform, with a special focus on platform autonomy and the development of a full inspection system around the SA paradigm (accordingly with end-user needs). A first, partial description of the cargo-hold inspection ROBINS platform can be found in [36].

3. System Overview

Operating an aerial robot in close proximity to a structure can be a challenging task due to complex environmental conditions and potentially poor situation awareness of the remote pilot. To reduce the mental workload of the pilot in these situations, it is clear that it is beneficial to provide the vehicle with its own situation awareness. Following this idea, the control architecture of the robot has been designed around the SA paradigm [2]. This model defines a framework for human-robot interaction that aims at the alleviation of stress on human users through an appropriate level of instructions and feedback. In other words, the human user is not burdened with the complete control of the system, and hence he can concentrate on the inspection task at hand.

The SA framework comprises five concepts: self preservation, which states that the robot itself is in charge of performing the necessary tasks to ensure its integrity; instructive feedback, used to provide the user with the same perception capabilities as the robot; qualitative instructions, to command the robot in an easy-to-understand manner; qualitative explanations, to show to the user what is happening using a language similar to the qualitative instructions; and a user interface to visualize the instructive feedback and allow the user to issue qualitative instructions. Figure 2 illustrates graphically the full visual inspection system, designed in accordance to the SA paradigm as explained above.

To implement the SA framework, the system architecture comprises two separate agents: the vehicle and the Base Station (BS). On the one hand, the aerial platform, which is fitted with suitable sensors and actuators, is in charge of working out the control-related issues required to successfully carry out the specific task. Moreover, the same autonomous controller is also in charge of the self-preservation of the platform. On the other hand, the base station allows the operator/surveyor to feed the robot with qualitative instructions by means of human-robot interaction devices. At the same time, the BS provides the operator/surveyor with information about the mission’s state and the robot status, using instructive feedback and qualitative explanations. The communication between both agents is performed via wireless connections. For the case of the aerial robot, the autonomous controller comprises a set of behaviours that are in charge of accomplishing the intended
task while ensuring the platform self-preservation. By way of illustration, a behaviour can be in charge of moving the platform as indicated by the user, another can prevent collisions with the surrounding obstacles, another can keep a constant distance to the inspected surface, etc.

This design introduces the user into the main control loop, allowing him to take control of the platform whenever necessary, e.g., to take the vehicle to a specific point of the environment (which cannot be reached autonomously, or just because allowing an autonomous operation can be unsafe), or maybe to perform an emergency, corrective action. In both cases, the operator is assisted at all time by the control software. Furthermore, the SA paradigm allows for the incorporation of as much autonomy as desired in order to provide additional levels of assistance for the task at hand (what, according to past experience, fully agrees with the end-user needs).

Summing up, the platform is hence fitted with a number of autonomous functionalities focusing on the particularities of visual inspection, but it is designed for safe tele-operation from its very inception. This permits performing certain inspection operations autonomously, and also allows the user to reach any point of the inspection area which cannot be attained autonomously, in a safe and assisted way to simplify the flight. Moreover, the user can take control at any moment during any flight, to introduce corrections or avoid a major problem. All this intends to make the platform a flexible and usable tool. The details of how MUSSOL accomplishes all this are given in the following sections.

4. Hardware Architecture and Sensor Suite

As for any other application of sufficient relevance, the design of the flying inspection tool requires accurate enough estimates of the platform state during flight, mostly comprising the vehicle pose and/or speed. As it is well known, flying inside enclosed spaces makes it difficult to use GNSS systems, such as GPS, for state estimation purposes. Furthermore, the large dimensions of holds and tank vessels make normally unfeasible the use of typical motion tracking systems (which in turn can be affected by the presence of traces of goods or rust particles). Because of that, the estimation of the vehicle state must rely on available on-board sensors, what requires fitting the platform with an adequate navigation sensor suite. For obvious reasons, the focus has been on lightweight devices that can be easily carried as payload by an aerial robot.

As already mentioned, the MUSSOL aerial platform implements a multi-rotor design, which takes, as a basis, the Matrice 100 quadrotor by DJI. This model is fitted, by default, with a Flight Management Unit (FMU) for platform stabilization in roll, pitch and yaw, and thrust control. This FMU is equipped with a 3-axis Inertial Measurement Unit (IMU) and a barometric pressure sensor. Additionally, the original configuration supplied by the platform’s manufacturer comprises a GPS receiver and a compass.

In order to enhance the platform with the capabilities required for the inspection task, the vehicle features the following additional sensors and devices:

- A lightweight laser scanner *Hokuyo UST-20LX*, which provides 20 m coverage for a 270° angular sector. This sensor is used to estimate 2D speed as well as to measure the distance to surrounding obstacles.
- A downward-looking *LIDAR-Lite v3* single-beam laser range finder used to supply height data for a maximum range of 40 m. This sensor complements the aforementioned barometric pressure sensor the vehicle is fitted with as part of its FMU. Vertical speed is estimated by proper differentiation of the height measurements.
- An upward-looking *TeraRanger Evo 60 m* Time-of-Flight (ToF) infrared range finder to supply the distance to the ceiling up to a maximum range of 60 m.
- Upward-oriented *MaxBotix HRLV EZ0* and backward-oriented *MaxBotix HRLV EZ4* ultrasonic sensors (US) to supply the distance to the closest obstacle upwards/backwards, up to a maximum range of 5 m (these sensors complement, respectively, the upward-looking IR ranger finder thanks to the US wider lobe, what allows detecting any close
obstacle above the platform during flight, and the laser scanner, which does not cover the 360°
circumference around the platform).

- An imaging system, including own light sources in the form of:
  - two front-looking pairs of LEDs, capable of delivering 2 × 613 lumens per pair
    (11.2 V, 3.92 W), and
  - one upward-looking pair of LEDs, with the same technical specifications;

- and two cameras to collect, from the vessel structures under inspection, two streams:
  - RGB-D images on demand, from an Intel Realsense D435i camera, integrating a 6 DOF IMU, and
  - video footage, by means of either: (1) a Zenmuse X3 camera, or (2) an auto-
    focus/zoom-capable Zenmuse Z3 camera, each mounted on a gimbal.

- An Ultra-Wide Band (UWB) Pozyx receiver/tag, used as part of a UWB-based global
  localization system.

- An embedded PC fitted with an Intel Core i7-8650U, 4 × 1.9 GHz processor with
  16 GB RAM. Among others, the on-board PC avoids sending sensor data to the base
  station, but processes them on-board and, thus, prevents communications latency
  inside critical control loops.

These devices have been chosen on the basis of the requirements stemming from the
application (outlined in Sections 1 and 2) as well as from lessons learnt from previous
developments and trials. Figure 3 shows the aerial platform, with detailed indication of
the localization of each main component.

**Figure 3.** View of the aerial platform with main components highlighted: laser scanner, range finders
to measure distance to bottom and to the ceiling, an imaging system with two cameras and LED-based
illumination, UWB receiver and an embedded PC. Main specifications are given in the bottom table.

| Size          | Flight time | Weight         | Propeller size | Obstacle det. range |
|--------------|-------------|----------------|----------------|---------------------|
| 900 × 900 × 350 mm | ≈15 min     | 3415 g         | 33 mm          | 20 m                |

Apart from other sensor suites capable of also supplying speed and height measure-
ments, the previous configuration allows navigation under low-light conditions, as re-
quired in certain vessel compartments such as e.g., oil tanker cargo holds, for which a
single manhole-sized entry point is typically available. Further, the LED-based system
is intended to facilitate the capture of useful images despite the absence of ambient lighting.
Thanks to a specific power system, they can be remotely dimmed from the embedded PC
to adjust light to the available ambient illumination and to the operating distance to the
walls during flight.
5. Control Architecture

As shown in Figure 4, the control architecture of the robot assimilates to a hierarchical layered structure, where each layer implements a different level of control. Moreover, mid- and high-level control layers run different robot behaviours that contribute to the generation of the final motion control command. Additional details follow next:

- The **low-level control layer** comprises attitude and thrust control, as well as the behaviours that check the viability of the flight. We make use of the DJI FMU services, through the DJI Software Development Kit (SDK), to make available this functionality.
- The **safety-oriented control layer** includes the Safety manager module, which comprises several robot behaviours that combine the user desired speed command with the available sensor data to obtain final and safe speed and height set-points that are sent to, respectively, the horizontal speed and height controllers.
- At the highest level of the hierarchy, the **application-oriented control layer** allows the execution of predefined missions by means of the Mission manager module, which is in charge of executing higher autonomy behaviours that implement missions defined as a set of way-points to attain. The corresponding motion commands are generated in sequence and issued to the corresponding position controller, while monitoring way-point achievement and overall correct mission execution.

Additionally, as shown in Figure 4, a **State estimation** module is transverse to all layers. This module is in charge of processing and fusing all the sensor data available on-board, to estimate with enough accuracy the platform state. The state estimate is employed in all control layers.

The vehicle control software has been designed around open-source components and following modularity and software reutilization principles. In this way, adapting the framework for different platforms involving different payloads, or the selective activation of software modules, can be performed in a fast and reliable way. The architecture has been developed on top of the Robot Operating System (ROS) and GNU Linux Ubuntu. Figure 5 details the software modules that lie on each layer. Further information can be found next.
5.1. State Estimation

5.1.1. Navigation Data Processing

The estimation of the robot state always starts by pre-processing the available navigation data, part of which are made available from the SDK functions provided by the base platform manufacturer, i.e., the IMU and the barometric altimeter. The remaining sensors become input data sources to the architecture through the respective device drivers/ROS nodes.

Referring specifically to sensor data processing, the IMU conditioner, the Laser range conditioner and the Laser scan conditioner modules counteract biases, filter outliers and/or perform roll and pitch compensation on the basis of the attitude estimates supplied by the IMU. Next, on the one hand, the processed scan feeds the Laser-scan matcher module, which computes the platform 2D roto-translation between consecutive scans using the IMU yaw for initialization. On the other hand, the processed height reaches the Vertical state estimator module which: (1) calculates the difference between two consecutive measurements and decides whether the change is due to motion along the vertical axis or because of a discontinuity in the floor surface (e.g., the vehicle overflies a table), and (2) supplies filtered height, vertical speed and acceleration coming from a linear Kalman Filter fed by the laser and barometric altimeters, as well as by the IMU. Finally, the resulting X, Y and Z velocities, together with the IMU accelerations, enter the Velocity estimator module to yield a final 3-axis speed estimation also by means of Kalman filtering. The Full state estimator module contributes as an additional source of data to the Velocity estimator module. Further detail on this link is given later in this section.

The UWB range conditioner module removes outliers in the estimated ranges (e.g., detected as sudden abrupt differences between consecutive ranges from the same beacon) by means of a smoothing filtering process. The resulting ranges feed the UWB position estimator module, which calculates an absolute position by means of a modified version of the well-known point cloud-alignment algorithm ICP (Iterative Closest Point). This variant performs point-to-sphere correspondences to estimate through an iterative process.
the translation required to compensate the distance from spheres centered at the current platform position to the corresponding anchors. See [37] for more details about this module.

Finally, the GPS conditioner module transforms from latitude/longitude measurements to a local coordinate system. As can be expected, GPS data contribute to the estimation of the vehicle state only if the GPS signal is available.

5.1.2. Platform State

During flight, the aerial platform is intended to collect inspection data on demand or at a fixed rate, e.g., 10 fps, as well as log flight data. Regarding the latter, the vehicle pose, i.e., 3D position and 3D attitude, as well as the distance to the inspected surfaces become of particular relevance in order to be able to associate to the data collected a position in the hold and scale information (ultimately, to characterize the defects found).

Besides, a secondary aim is to ensure proper surface coverage in order to supply the surveyor with complete information about the surface under inspection, e.g., a bulkhead. This is also to contribute, in an effective way, to the 3D reconstruction of the area from the visual data collected.

Consequently, to implement the aforementioned functionalities, the platform not only needs to estimate its speed but also determine its position with enough accuracy. Regarding the inspection itself, the general requirement on positioning accuracy is that it should be possible to map a defect to the structure it is in. In a bulk carrier vessel hold, the elements of reference for localizing any other element are typically the structural frames (see the bottom pictures at Figure 1); actually, this is the way how surveyors record the incidences found during an inspection, e.g., crack found between frames number 43 and 44. Therefore, position estimates should be accurate enough to be possible to determine the frames of the hull at both sides of the defect. The average distance between frames is of the order of meters, ranging from 800mm for transverse frames to 2400 mm for web frames [38], what gives an idea of the accuracy which is needed for this application.

The vehicle state comprises the platform pose \((x, y, z, \phi, \theta, \psi)\), the linear velocities \((\dot{x}, \dot{y}, \dot{z})\) and accelerations \((\ddot{x}, \ddot{y}, \ddot{z})\), and the angular velocities \((\dot{\phi}, \dot{\theta}, \dot{\psi})\). The Full state estimator (FSE) module shown in Figure 6 supplies these state estimates by fusing the available navigation data (once processed) and a number of different position sources. More precisely, the FSE module comprises two cascaded Extended Kalman Filters (EKF): the local EKF fuses navigation data from motion and relative-position sources, while, similarly to [39], the global EKF combines estimates from the local EKF with positioning data from global localization sources such as GPS and/or UWB-based position estimators, as well as from SLAM algorithms (whichever are available) fed by the on-board sensors.

For this particular application, this approach combining diverse platform motion/pose estimates in a two-tier fusion strategy has proved to result in reliable and robust estimates of the platform state, as it is shown in Section 7.

![Figure 6. Full state estimator module.](image-url)
To finish, notice that the Full state estimator also provides the Velocity estimator with per-axis velocity estimates, which are fed into the latter as additional observations (see Figure 5).

5.2. Low-Level Control

The low-level control layer, as previously indicated, makes use of the FMU services. It is in charge of controlling vertical motion, attitude stabilization and direct motor control. The embedded PC and the FMU communicate by means of a serial connection, through which motion commands with roll, pitch, vertical velocity and yaw-rate set-points are sent from within the corresponding control loops (by means of the corresponding SDK functions). The low-level control layer is also responsible of monitoring the connection with the RC as well as the battery voltage level (this status information is also made available by the SDK). When the link with the RC is interrupted and it cannot be restored after some seconds, the vehicle autonomously descends and lands. The same maneuver is performed when the battery voltage is below 10%. These two behaviours, namely connection lost landing and low battery landing, are mentioned here because they involve FMU services, although logically they are part of the behaviour-based architecture, which is detailed next.

5.3. Behaviour-Based Architecture

The speed commands fed into the low-level control layer are generated by a set of robot behaviours organized in a hybrid competitive-cooperative framework [40]. That is to say, on the one hand, higher priority behaviours can overwrite the output (or part of the output) of lower priority behaviours by means of a suppression mechanism taken from the subsumption architectural model (indicated as competitive mechanism in Figure 7). On the other hand, the cooperation between behaviours with the same priority level is performed through motor schemas, where the involved behaviours supply each a motion vector and the final output is their weighted summation (indicated as cooperative mechanism in Figure 7). An additional flow control mechanism selects, according to a specific input, among the outputs produced by two or more behaviours (indicated as selective mechanism in Figure 7).

Figure 7 details the behaviour-based architecture showing how the different behaviours are organized and how they contribute to the final speed command (see the bottom table at Figure 7). These behaviours have been identified as useful for visual inspection after a careful analysis of the inspection problem and taking into account the particularities of the platform involved. As shown in Figure 7, these behaviours are organized in a total of four general categories depending on its purpose: (A) behaviours to accomplish the user intention, (B) behaviours to ensure the platform safety within the environment, (C) behaviours to increase the autonomy level, and (D) behaviours to check flight viability. Behaviours in the first three categories run either within the Safety manager or within the Mission manager (see Figure 5), which in turn are part of, respectively, the Safety-oriented control layer and the Application-oriented control layer (see Figure 5). At last, category (D) groups those behaviours in charge of ensuring that the flight can start or progress at a certain moment in time. It comprises the two behaviours introduced in the previous section, i.e., the connection lost landing behaviour and the low battery landing behaviour, both making use of the FMU services, as mentioned before. Details follow next.
common notation \[ \vec{c} = (c_x, c_y, c_z) \]: generic velocity vector command
\[ \vec{c}_{ud} \]: user-desired 3D velocity vector command
\[ c_{\text{max}} \]: magnitude of the maximum speed command allowed
\[ h \]: vehicle height
\[ h_{\text{max}} \]: maximum height allowed
\[ d_{\text{min}} \]: minimum distance allowed to any obstacle
\[ \vec{c}_{\text{ag}}_{x, y} = \vec{c}_{ud}_{x, y} \cdot \min(1, \max(0, d_{ou} - d_{\text{min}})) \]
\[ d_{ou} \]: distance to the nearest obstacle along direction \( \vec{c}_{ud} \)
\[ d_{at} > d_{\text{min}} \]: distance to obstacles below which the vehicle speed starts to be attenuated (the vehicle speed is attenuated only if \( d_{ou} < d_{at} \))
\[ \vec{c}_{\text{ag}}_{z} = \vec{c}_{ud}_{z} \cdot \min(1, \max(0, h_{\text{max}} - h)) \]
\[ h_{at} < h_{\text{max}} \]: height above which the ascending speed starts to be attenuated

attenuated go
\[ \vec{c}_{\text{ag}}_{x, y} = \vec{c}_{ud}_{x, y} \cdot \min(1, \max(0, d_{ou} - d_{\text{min}})) \]
\[ d_{ou} \]: distance to the nearest obstacle along direction \( \vec{c}_{ud} \)
\[ d_{at} > d_{\text{min}} \]: distance to obstacles below which the vehicle speed starts to be attenuated (the vehicle speed is attenuated only if \( d_{ou} < d_{at} \))
\[ \vec{c}_{\text{ag}}_{z} = \vec{c}_{ud}_{z} \cdot \min(1, \max(0, h_{\text{max}} - h)) \]
\[ h_{at} < h_{\text{max}} \]: height above which the ascending speed starts to be attenuated

attenuated inspect
same as attenuated go, being only activated in the so-called inspection mode, where the vehicle maximum speed is reduced and the distance to the front surface is also limited, to enhance inspection data capture, e.g., images

prevent collision
\[ \vec{c}_{pc} = \vec{u}_{o} \cdot \min(c_{\text{max}}, K_{pc} \cdot (d_{\text{min}} - d_{o})) \]
\[ d_{o} \]: distance to the obstacle along direction \( \vec{u}_{o} \)
\[ K_{pc} \]: repulsion factor (away from the detected obstacle)
\[ d_{o} \]: distance to the obstacle along direction \( \vec{u}_{o} \)
\[ \vec{u}_{o} \]: unit vector pointing away from the detected obstacle
\[ (d_{\text{min}} - d_{o}) \]: the repulsion command is computed as the addition of the repulsion vectors for all directions \( \vec{u}_{o} \) considered

limit maximum height
\[ \vec{c}_{\text{lmh}} = (0, 0, \min(c_{\text{max}}, K_{\text{lmh}} \cdot \max(0, h - h_{\text{max}}))) \]
\[ K_{\text{lmh}} \]: attraction factor (towards the ground)

Figure 7. Behaviour-based architecture: (A) groups behaviours to accomplish the user intention, (B) groups behaviours that ensure the platform safety within the environment, (C) groups behaviours that increase the autonomy level, and (D) groups behaviours oriented to check flight viability. Behaviour combination mechanisms are highlighted with red arrows. The formulation of the behaviours adopting a potential fields approach is at the bottom table. On-board obstacle detection sensors supply the distances to surrounding obstacles.

5.4. Safety-Oriented Control

The main functionality of this layer is to preserve the integrity of the platform, generating safe control commands to operate the vehicle during an inspection flight. It comprises the Safety manager and Flight controller modules.

The Safety manager gives rise to velocity commands that combine the output of the behaviours that accomplish the user intention (Figure 7, category A) and the behaviours that account for the safety of the platform within the environment (Figure 7, category B). They are described in the following:

- **Behaviours to accomplish the user intention.** This group comprises the *attenuated go* and the *attenuated inspect* behaviours. The *attenuated go* behaviour propagates the user desired speed vector command, attenuating it towards zero in the presence of close obstacles. In more detail, when the vehicle is moving towards an obstacle, the speed
is reduced in accordance to the proximity to the obstacle. The speed is not attenuated when the user is intent to move the platform away from close obstacles. The \textit{attenuated inspect} behaviour proceeds in the same way, being only activated in the so-called \textit{inspection mode}. While in this mode, during an inspection, the vehicle maximum speed is reduced, to be compatible with image capture, and the distance to the inspected surface is also limited, to keep the platform at a close and constant distance to the front surface and prevent thus large changes in scale in the images collected. This not only provides the surveyor with easier-to-compare images, but also helps to reconstruct the surveyed area from images.

- \textit{Behaviours to ensure the platform safety within the environment}. This category includes the \textit{prevent collision} behaviour, which generates a repulsive vector to separate the platform from surrounding obstacles (including the ceiling), whose magnitude increases as a function of proximity. The joint actuation of this behaviour and the \textit{attenuated go} / \textit{attenuated inspect} behaviours implements the collision prevention and avoidance functionality on-board the platform.

Finally, the behaviour \textit{limit maximum height} produces an attraction vector towards the ground when the vehicle is approaching the maximum flight height.

On the other side, the \textit{Flight controller} is in charge of generating the commands that are sent to the FMU. This module implements a finite state machine that comprises four states: \textit{on ground}, \textit{taking off}, \textit{flying} and \textit{landing}. The transitions between the states take place when particular conditions are met. For example, the vehicle changes from \textit{on ground} to \textit{taking off} when the user issues the \textit{take-off} command. Some other transitions do not depend on the user commands but on sensor data and on the vehicle state, e.g., the vehicle changes from \textit{taking off} to \textit{flying} when the estimated height is above a certain value (0.3 m in the current configuration).

When the vehicle is in the \textit{flying} stage, two PID controllers are in charge of tracking the speed command in the longitudinal and lateral axes (respectively, X and Y axes), while the control on vertical motion runs inside the FMU. When the speed command along the vertical axis is zero, a height PID controller is activated to generate the velocity commands required to keep constant the platform height.

5.5. Application-Oriented Control

The main goal of this layer is to increase the autonomy level of the platform by means of inspection-oriented autonomous missions. Those missions are described in a qualitative way, e.g., sweep the front wall from end to end, using the graphical user interface (GUI), in accordance to the SA paradigm. Internally, this layer transforms user-specified missions into a sequence of platform motion commands. For now, autonomous inspection missions are defined in terms of way-points (to be reached by means of the \textit{Position controller}, which we refer to below), although it is intended to be highly extensible, to be able to incorporate additional autonomy, in any form, as it is available. The \textit{Mission manager} and the \textit{Position controller} modules make up this layer.

The \textit{Mission manager} is defined in terms of behaviours. These behaviours belong to category C in Figure 7. For now, this category comprises four behaviours, namely \textit{autonomous sweeping}, \textit{autonomous vertical inspection}, \textit{keep position} and \textit{go home}. The behaviour-based nature of the \textit{Mission manager} makes it highly extensible. This permits incorporating new, additional behaviours as needed, in order to boost the autonomy degree of the platform regarding specifically the inspection of vessels, as well as adapting it for other use-cases of interest.

The \textit{autonomous sweeping} behaviour generates a sequence of way-points to carry out autonomously the inspection of a wall, by sweeping it from end to end and from top to bottom (Figures 14, 16, 17 and 21 illustrate this task). The scope of the sweeping is indicated through the user interface in terms of the area to cover, $N \times M$ m. Way-points are considered reached by the behaviour if the platform is within a tolerance distance to the intended way-point. Similarly, the \textit{autonomous vertical inspection} behaviour, through the
appropriate sequence of way-points, makes the platform move along a vertical structure (e.g., a pipe or a ladder) to inspect it from both sides, going upwards to observe the structure from the left, and then downwards observing it from the right. The inspection can be performed up to the ceiling or up to a certain height specified by the user through the user interface. The *keep position* behaviour enables the position controller to make the platform keep the current position, what helps the user/pilot to operate the vehicle when it is moved in an undesired way, e.g., because of the wind. Finally, the *go home* behaviour makes the vehicle go back to the home position. This way-point is automatically defined after the platform take-off, or when the user invokes the *set home* action using the user interface. In this case, the current position of the platform is saved as the home position.

In all cases, the way-points generated are sent sequentially to the Position controller, which, in this case, runs a set of uncoupled position PID controllers that generate the required speed commands for the platform. It must be noticed that these commands are not the final speeds that reach the FMU, but they are consolidated within the Safety manager module to ensure that the platform integrity is preserved at all times.

6. Interface with the User

According to the SA paradigm, our solution comprises two main agents: the robot and the BS. In turn, the BS comprises a Ground Control Unit (GCU), which runs a web-based Graphical User Interface (GUI), and one or more Remote Controllers (RC). Besides, stemming from the inspection application, flights are performed under line-of-sight conditions since operations can take place inside the cargo hold under inspection. We consider next the aforementioned elements accordingly with the relevance that the interface with the user is credited with within SA.

The Ground Control Unit (GCU) is intended to allow for fast deployment times prior to starting any inspection flight. The GCU integrates all the required hardware components into a ruggedized case including an embedded PC (featuring an Intel Core i7-7567U 2; ×, 35; GHz, processor, 16 GB RAM, 240 GB-SSD and 2 TB-HD of storage space), a 15.6” integrated display, a dual-band router and a number of battery chargers (3 in the current configuration). The embedded PC runs ROS over GNU Linux Ubuntu and is linked to the robot via 5GHz Wi-Fi connections (which have shown to be compatible with the operating scenario). Battery chargers, powered directly by the GCU, allows charging batteries while performing inspection flights without bringing additional devices to the field. Additionally, the GCU can be powered from one of the batteries by DC/DC conversion whenever the AC power supply is not available, what has resulted very convenient to deploy the platform as soon as possible while in the field. Figure 8 shows some pictures of the GCU.

![Figure 8. Ground Control Unit (MUSSOL Nest).](image-url)
Within the SA framework, the interface between the robot and the operator is realized through qualitative instructions and explanations; that is to say, the user sends out high-level instructions to the platform through adequate Human Interaction Devices (HID), and it replies with instructive feedback. In our system, qualitative commands are issued through one or several RCs, e.g., a Radio Controller (R/C), a gamepad, etc. which can be used in combination with a mobile phone or tablet to provide the user with visual feedback (in our case, each R/C communicates with the FMU using the Lightbridge protocol by DJI, which has worked robustly in all cases under the operating conditions of a real vessel). While the platform is taking care of attitude stabilization, speed and height control, as well as prevents collisions, the user is only required to issue simple/qualitative commands related to the inspection operation, such as go up, go down, go left, go right, advance in a certain direction, etc. Moreover, the flight can take place following the specifications indicated by a surveyor, which in turn can be provided with an additional R/C connected in slave mode to the system, what allows him to set, among others, the orientation and the camera zoom, as well as take pictures or videos on demand, without disturbing the flight.

A web-based GUI has been developed to facilitate the visualization and interaction with the system through several types of devices. This GUI has been developed following responsive design principles to permit the visualization on different displays. HTML5, CSS and Javascript are the main technologies supporting the interface, in combination with the library ros.js, used to interact with ROS from Javascript client code. The web server runs on the GCU and is reachable from any device connected to the wireless network published by the dual-band router. Further qualitative commands can be issued from the input side of the GUI. Conversely, the output side of the GUI is employed for handling the robot feedback in an intuitive and rich way. By way of example, the GCU and the tablet that are seen in Figure 8 both show the web-based GUI.

7. Experimental Results

This section reports on the results of a number of experiments that involve the MUS-SOL system in different environments to illustrate and assess its capabilities regarding visual inspection. To be more precise, we provide results from experiments performed

- within a laboratory facility fitted with a motion tracking system (supplying highly accurate ground truth motion data for quantitative assessment of platform performance) and within a wider in-campus facility of around $30 \times 18 \times 12$ m ($L \times W \times H$), which permits evaluating the platform within a volume of a size similar to that of a typical cargo hold; and
- on-board real ships. (At this moment, it is worth noting the difficulties of testing inside real vessels because of the usual unavailability of these ships due to day-to-day operation, what requires looking for alternative testing environments.)

In all experiments, the global pose sources for the Global EKF (Figure 6) were the laser-based SLAM algorithm Gmapping [41] and the ICP-based method for UWB-based positioning described in [37]. Regarding the latter, the UWB beacons were spread all over the testing area at different heights. No GPS source was in use in any of the aforementioned environments.

7.1. Assessment of the Platform Capabilities

In this section, we report and discuss on some of the experiments performed to check quantitatively and qualitatively the capabilities of the platform. The experimental data have been logged from a number of flights involving different functionalities and trajectories. Each experiment pursues the evaluation of the correctness of the corresponding skill, together with the self-localization capability of the platform whenever ground truth data is available. In the figures, we show, among others, the final, fused pose produced by the Global EKF and the true positions supplied by the motion tracking system if available during the experiment; they are respectively labelled as global pose and ground truth in the different plots.
The first class of experiment that we report in this section illustrates the performance of the behaviours that are related to obstacle detection and collision prevention, which become crucial skills for the platform to be able to navigate safely within the environment either in a tele-operated way or autonomously. Results for the attenuated go and the prevent collision behaviours, part of the functionality of the Safety manager module, can be found in Figure 9. In this experiment, an R/C is used to issue commands to move the platform towards a wall, trying to make the robot collide. The plot shows how the longitudinal speed command produced by the Safety manager module coincides with a user command of 1 m/s until the wall in front of the vehicle becomes closer than 2.5 m (instant A), moment at which the user-desired velocity is attenuated by the attenuated go behaviour making the speed command decrease in accordance to the closeness to the wall. When the wall becomes closer than 1.3 m (instant B), which is the minimum distance allowed, the user-desired speed is completely cancelled by the prevent collision behaviour, and the final speed command becomes negative to separate the vehicle enough from the wall (what is achieved at instant C).

Figure 9. Performance of the behaviours related with collision avoidance.

Switching to the navigation skills, the first experiment of this class that we describe focuses on the evaluation of the self-localization capability of the platform as well as on its ability to obey the motion commands issued by the operator. Figure 10 reports on the results for this experiment, where the platform is tele-operated following a rectangular path at a constant height. As can be seen, the path estimated by the state estimation module looks very similar to the path provided by the motion tracking system. The positioning error along time between these two paths can be found in Figure 10 (right). As can be observed, the error committed by the state estimator is below 7 cm most of the time.

Figure 10. Tele-operated flight following a rectangle-like path at constant altitude: (left) estimated and true paths, (middle) 2D projection of the trajectory, (right) position estimation error. (All values are in meters.).
The next experiment evaluates the capability for hovering of the platform, which in turn involves the position control capability. Figure 11 shows the results corresponding to a 1-minute period after issuing a keep position command. Figure 11a shows the motion of the vehicle during the experiment and compares the estimated position with the ground truth as above. In this regard, Figure 11b provides the error committed by the state estimator along time. The plot of Figure 11c shows the distance of the vehicle to the commanded position along time, i.e., the error managed by the position control loop, while the histogram shown in Figure 11d shows the error for each axis separately in the form of the respective Probability Density Functions (PDF). As can be observed, the PDFs are all centered at zero and most part of the probability keeps confined within the interval ±5 cm with respect to the issued way-point. These results indicate that the vehicle is able to hover effectively in the consigned point.

Figure 11. 1-minute hovering flight: (a) estimated and true paths, (b) position estimation error, (c) distances to the consigned position, (d) PDFs of the differences with the consigned position for each axis separately. (All values are in meters.).

Also regarding the keep position capability, for the next experiment, we take the platform to a point in the middle of the laboratory, set it as the point to keep, and then we separate the platform from it on several occasions. After each separation, we observe how the control software makes the platform return to the set point. Figure 12 (left) shows true and estimated paths during the experiment, while Figure 12 (middle) plots the localization error (below 10 cm most of the time) and Figure 12 (right) shows the evolution of the distance between the platform and the point to keep (as can be observed from the six peaks, we separated the platform from the set-point on six occasions).

Figure 12. Keep-position experiment: (left) estimated and true paths, (middle) position estimation error, (right) distance to the return position. (All units are in meters.).

The next experiment evaluates further the performance of the vehicle when it is sent back to previously visited locations using the go to point command. Figure 13 reports on this experiment. It starts after situating the platform in the middle of the laboratory and saving this location. The platform is then successively displaced (by tele-operation) to four
different locations within the laboratory, and the corresponding points are recorded as way-points. Then, the platform is sent back to the initial position, closing a first loop within the laboratory. From this point, the platform is successively sent to the stored locations following the same sequence, making use of the go to point command every time, finishing again at the initial position. This process consisting of a set of autonomous displacements is repeated twice, performing a second and a third loop within the laboratory. The trajectory comprising the three loops (the tele-operated loop and the two autonomous loops) is shown in Figure 13 (left, middle). The error between the estimated and the actual positions, which is also below 10 cm most part of the time, can be found in Figure 13 (right). For ease of reference, Figure 13 shows as black crosses ‘×’ the way-points generated by the Mission manager module during flight. A way-point is considered attained when the robot is inside a 50 cm-sphere centred into the way-point (the sphere is shown in the plots in blue).

Following with way-point navigation, in Figure 14, we show results for a 5 × 3-meter autonomous sweeping at the laboratory, descending 1 m between transects. The area to sweep was configured through the web-based GUI, specifying the area width and height together with the step between transects; the sweeping starts at the point in 3D space where the operator activates the inspection mission, i.e., at the top-left corner of the intended path. The trajectories shown in Figure 14 indicate that the MAV is able to successfully perform an autonomous sweeping keeping the position error below 15 cm almost all the time (see Figure 14 (right)). For completeness, Figure 15 shows the same kind of results for a vertical inspection flight, with a performance similar to that of the autonomous sweeping skill.
Table 1 summarizes quantitatively the performance related to the self-localization capability of the platform for all the experiments reported up to now (the experiments are referenced by the number of the figure where the corresponding results have been shown). The table reports on the mean and the standard deviation of the error, as well as the Root Mean Squared Error (RMSE), for every case and globally, showing an average error of about 5–6 cm.

Table 1. Position estimation error metrics.

| Fig. Number | Figure 10 | Figure 11 | Figure 12 | Figure 13 | Figure 14 | Figure 15 | Global |
|-------------|-----------|-----------|-----------|-----------|-----------|-----------|--------|
| avg. error (m) | 0.040     | 0.020     | 0.043     | 0.046     | 0.084     | 0.069     | 0.050  |
| std. dev. (m)  | 0.016     | 0.009     | 0.026     | 0.022     | 0.043     | 0.050     | 0.028  |
| RMSE (m)      | 0.043     | 0.022     | 0.050     | 0.051     | 0.094     | 0.085     | 0.058  |

We switch now to a testing environment wider than the laboratory to observe the performance of the vehicle when operating within an inspection area whose dimensions are closer to the size of a typical cargo hold (the motion capture system was not available for this environment). Plots at Figure 16 report on some flights oriented to check the different skills. As can be observed, all the tests could be replicated without any difficulty.

Figure 17 plots two more autonomous sweeping flights which are worth commenting. As on previous occasions, the sweepings were respectively configured through the GUI to cover areas of 10 × 6 m (Figure 17 (top)) and 15 × 4 m (Figure 17 (bottom)) with 1 m descent when reaching the left/right end. As before, the plots also show the way-points generated by the Mission manager, and the 50-cm light blue spheres that can be observed on the rightmost/leftmost sides of both figures show the tolerance volumes as for the achievement of way-points. The ‘replicated’ way-points that can be observed at the right ends of some of the transects plotted at Figure 17 (bottom) are due to the fact that the sweeping was paused after issuing a motion command from the R/C: this functionality permits correcting the position of the platform if needed during autonomous operation. The sweeping was resumed after the rectification, what made the Mission manager generate new way-points as a consequence of the new position attained, and in order to travel the distance remaining up to the other end of the area to sweep.

Figure 15. Autonomous vertical inspection: (left) estimated and true paths, (middle) 2D projection of the trajectory, (right) position estimation error. In the plots, × in the center of a blue sphere denotes a way-point. (All units are in meters.)
To finish, in Figures 18 and 19, we show plots of several flights emulating more complex inspection scenarios within a cargo hold to illustrate additional functionalities which result from the control architecture the platform has been fitted with, and that result relevant from the inspection point of view. On the one hand, Figure 18 shows a sweeping operation where several points of interest that could be suspicious of being affected by some sort of defect are detected, recorded and visited again for closer inspection (supposedly under request of a surveyor attending the inspection operation). On this occasion, an occupancy grid is also included to show the coverage achieved by the inspection data, i.e., the imagery collected during flight; the collected RGB-D data was used to build the occupancy grid. On the other hand, Figure 19 plots two sweeping operations performed in a row to inspect two contiguous walls. This illustrates the performance achievable in

**Figure 16.** Experiments in a space whose size is similar to a cargo hold: (a) estimated path and (b) position estimation error for a 1-minute hovering flight; (c) estimated path and (d) distance to return position for a keep position experiment; (e) perspective and 2D projection of estimated path for a way-point visitation experiment, (f) for a sweeping flight and (g) for a vertical inspection flight. In the plots, × in the center of a blue sphere denotes a way-point. (All units are in meters.)
respect to how intensive data capture can be during inspection flights, as well as regarding the consistency of position estimates.

Figure 17. Autonomous sweepings of $10 \times 6$ m (top) and $15 \times 4$ m (bottom), descending 1 m between transects. In the plots, $\times$ in the center of a blue sphere denotes a way-point. (All units are in meters.).

Figure 18. (left) Sweeping operation (blue path) followed by way-point re-visitation (red path). (right) Occupancy grid to show the coverage achieved. (All units are in meters.).
7.2. Field Trials

The MUSSOL system has been submitted to several field trials on-board real vessels during its development. In this section, we report on the field trial that took place inside the cargo hold #2 of a 95,000 DWT bulk carrier (see Figure 20). For these experiments, the platform was developed up to the level described in this paper, and was used to perform the inspection of the different walls and structures of the cargo hold in the presence of an experienced surveyor. The operation was totally conducted by the surveyor, defining the areas from which visual data should be collected for the inspection to be relevant and giving instructions to reach specific points. Besides, using the secondary R/C (the one in slave mode), he was able to operate the camera at all time, setting its orientation and zoom to perform an effective inspection. Figure 21 shows the paths followed by the robot during different autonomous sweepings. The left and middle plots correspond to sweepings whose dimensions were specified by the user, while the rightmost plot corresponds to a sweeping flight autonomously covering all the frames of the port side wall of the cargo hold, from end to end (approx. 18 m). All was configured by means of a tablet displaying the GUI. Way-points are indicated similarly to the previous tests.
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8. Conclusions and Future Work

This paper introduces MUSSOL, a novel aerial robot intended for the visual inspection of cargo holds. The vehicle has been designed, in terms of locomotion abilities and operational features, to satisfy the scope of the survey activities, aiming at safer, more cost-efficient and more intensive inspection of wide spaces. A commercial platform has been used as a basis for the mechanical structure, being fitted with the sensing required to provide enhanced functionality and autonomy during inspection flights. A specifically designed base station complements the vehicle with computational resources and HIDs intended to facilitate the interaction with the robot and collect the inspection data.

To fit the platform with the necessary capabilities, a control architecture has been specifically designed and developed around the Supervised Autonomy (SA) paradigm. A number of suitable behaviours oriented towards visual inspection have been accordingly defined and integrated after analyzing the needs of visual inspection problems.

Successful performance, in the form of both qualitative and quantitative results, has been reported for a set of experiments aiming at assessing the different functionalities of the
platform. These experiments have been performed not only under laboratory conditions, but also within real vessels. After all these tests, some lessons have been learnt, to be addressed in the near future:

1. Although cargo holds are essentially similar from bottom to top, so that sensing from a 2D laser scanner results enough for navigation, a 3D laser scanner would provide enhanced perception. The incorporation of this kind of sensor will require changes at different levels of the control architecture here described, but with the benefit of enhanced capabilities.

2. UWB technology has been observed convenient for the operation inside vessels. In [37], we provide more detail in this regard, including the method currently running on-board the platform. This method involves pre- and post-processing stages able to deal successfully with the sort of range estimations returned by the UWB tag in cargo holds. These stages and the method itself are now in the process of being improved to enhance the quality of the position estimates that are reported in [37].

Additionally, given the general orientation of the platform for visual inspection applications, we are extending the capabilities of the platform to enable the inspection of other areas of the vessel, e.g., the outer hull, which also requires regular inspections as part of a general maintenance programme.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| BS           | Base Station                                     |
| FMU          | Flight Management Unit                           |
| GCU          | Ground Control Unit                              |
| GUI          | Graphical User Interface                         |
| HID          | Human Interaction Device                         |
| MAV          | Micro-Aerial Vehicle                              |
| RC           | Remote Controller                                 |
| R/C          | Radio Controller                                  |
| SA           | Supervised Autonomy (robot control paradigm)     |
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