Exploring the Design Rules for Efficient Membrane-Reshaping Nanostructures
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In this study, we investigate the role of the surface patterning of nanostructures for cell membrane reshaping. To accomplish this, we combine an evolutionary algorithm with coarse-grained molecular dynamics simulations and explore the solution space of ligand patterns on a nanoparticle that promote efficient and reliable cell uptake. Surprisingly, we find that in the regime of low ligand number the best-performing structures are characterized by ligands arranged into long one-dimensional chains that pattern the surface of the particle. We show that these chains of ligands provide particles with high rotational freedom and they lower the free energy barrier for membrane crossing. Our approach reveals a set of nonintuitive design rules that can be used to inform artificial nanoparticle construction and the search for inhibitors of viral entry.
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Our intuition for how nanostructures in nature operate is guided by experimental observation interpreted through mechanistic models. Such a strategy rests on the researchers’ ability to navigate the large phase space of possible models and parameters to capture the key physics behind complex nanoscale phenomena. Here, we take a reverse approach: Rather than deducing the design rules of nanostructures by observing nature, we specify the function that the nanostructure should perform and couple an optimization technique to coarse-grained molecular dynamics (MD) simulations to iterate upon its design.

Such a reverse approach enabled us to uncover design principles of membrane-reshaping nanostructures that we would not have a priori postulated based purely on physical intuition or observation. Specifically, we explored the solution space of ligand patterns on a nanoparticle that promote efficient and reliable cell crossing. By observing the structures as their performance improves, we identified nontrivial design rules that aid nanoparticle internalization. We then analyzed the kinetic and thermodynamic features of the well-performing designs to determine the physical mechanisms behind their efficiency.

MD model.—The nanoparticle is modeled as a rigid body, made up of a central particle that carries ligands on its surface which bind to a fluid membrane [Fig. 1(c)]. To curve the membrane and form a vesicle [1,2], a minimal total interaction strength between the ligands and the membrane is required. Importantly, for a given interaction strength, the efficiency of membrane crossing also depends on the ligand arrangement. For instance, if all the ligands are clustered at one pole, the nanoparticle binds strongly but cannot be internalized. To account for different ligand arrangements, the nanoparticle was fully covered by 72 ligand sites, while \( N \) of those are active and able to bind to the membrane beads via a Lennard-Jones potential of a depth \( \epsilon \) [Fig. 1(b)]. The membrane was modeled using a single-particle-thick model [3] that reproduces the mechanical properties of biological membranes and is capable of fission. Simulations were run using Langevin dynamics within LAMMPS [4] (see Methods in Supplemental Material [5]).

Optimization.—To explore efficient nanoparticle designs, we chose an evolutionary algorithm (EA) as an optimization technique due its ease of implementation, efficiency in exploring a large phase space, and ability to trace intermediate solutions. The procedure here starts with a random population of nanostructure designs, then measures how well the individual structures perform a specific task in MD, and finally uses an EA to select, mutate, and breed the fittest members of the population and using the resultant population to repeat the process [Fig. 1(a)]. We kept the total number of active ligands \( N \) and their binding strength to the membrane \( \epsilon \) constant for each MD or EA instance. The ligand designs were represented by 1D single-bit arrays [Fig. 1(b)], which enabled the following evolutionary algorithm operations: tournament selection, two-point crossover, and shuffling mutation. To avoid premature fixation, the population was split into independent “demes” and permitted to trade individuals every generation [11,12] (see Methods in Supplemental Material [5]).
As a measurement of the “fitness” of the nanoparticle, we used the degree of its wrapping by the membrane and its speed of membrane crossing:

\[
    f = \begin{cases} 
    R_c N_c, & \text{nonbudding}, \\
    R_c N_c + R_t t_b + R_b, & \text{budding}, 
    \end{cases}
\]

where \( N_c \) is the number of membrane beads in contact with the ligands with a weighting constant \( R_c \). When budding occurred, an additional reward \( R_b \) was given. To characterize the efficiency of budding, we measured the time of budding \( t_b \), normalized by the run-time of the total simulation \( t_{\text{run}} \), which is equal for all the simulations, and assigned it a weighting constant \( R_t \) (see Methods in Supplemental Material [5]).

The evolutionary algorithm was run for 35 generations across four demes, each containing 20 individual particles. Each particle was run under four randomized initial orientations with respect to the membrane plane to ensure the robustness of particle uptake. The average population fitness for a single generation is the average over all 80 individuals and their rotations. This was repeated for different numbers of active ligands (19 < \( N < 61 \)) and ligand-membrane attractions (3\( kT < \epsilon < 15 kT \)), producing a total population of around 1.30 \( \times 10^6 \) individuals, with 5.34 \( \times 10^5 \) being unique.

**Nanoparticle evolution.**—Nanoparticle designs in the first generation are typically not able to penetrate the membrane by the end of the MD run, whereas the evolved designs deform the membrane more strongly and eventually bud off [Fig. 1(c)]. Accordingly, the mean fitness of the whole population increases as the evolution progresses and eventually approaches saturation [Fig. 2(a)]. The fitness values are normalized by the mean fitness value of the population of randomly generated particles for the same \( \epsilon \) and \( N \), \( \langle F_r \rangle \), to indicate that the evolved particles outperform the randomly generated ones.

![FIG. 1. Combining molecular dynamics and an evolutionary algorithm.](image1)

(a) Graphical representation of the MD-EA scheme developed here. (b) The nanoparticle is covered by 72 ligands, of which \( N \) are active (in blue, represented as “1” in the nanoparticle “genome”) and can bind the membrane. (c) Example designs from three different generations along with a snapshot from the last time step of their simulation runs.

![FIG. 2. Performance of the evolved nanoparticles.](image2)

(a) The normalized population fitness for three examples of the active ligand number \( N \) and ligand-membrane interaction \( \epsilon \). The error bars represent the standard error of the mean fitness over the population of 80 individuals in one realization of the EA-MD algorithm. Fluctuations in this mean are to be expected, as not all mutations are beneficial. (b) The fraction of the entire population that successfully crossed the membrane at various values of \( N \) and \( \epsilon \). In the region around \( N \epsilon \approx 200 kT \) (marked with boxes), the population is made up of a mixed collection of budding and nonbudding particles. In the extreme of very high \( N \) and high \( \epsilon \), the particle often tears the membrane and simulations cannot be equilibrated (see Supplemental Material [5]).
Figure 2(b) illustrates the average population performance for a wide range of $N$ and $\epsilon$ values. For sufficiently large $N$ and $\epsilon$, almost every design will traverse the membrane successfully in the first generation, and in this regime the ligand arrangement is not the deciding factor.

Conversely, for low ligand numbers and low binding strengths, no particle designs can bud in, although their performance can improve with evolutionary time. In the regime of intermediate $N$ and $\epsilon$, the ligand arrangement is crucial for the nanoparticles’ budding performance. This is the regime we focus on and define it such that between 15% and 85% of the population penetrated the membrane, which corresponds to the mean total affinity of $N\epsilon = 248.5kT$ and a standard deviation of $28.8kT$ [boxed region in Fig. 2(b)]. We identified 60260 unique particle designs in this region, some of which performed excellently and some very poorly, which points to the importance of the ligands arrangement for efficient budding.

Structural characterization.—The difference between well and poorly performing particles is visible by eye, with the fit particles showing linearly connected ligands, while poorly performing particles have ligands disconnected from each other or highly clustered [Fig. 3(a)]. To objectively characterize nanoparticle designs, we translated the ligand positions on the surface of the particle into nodes of a network. The weights of the edges between the nodes, $w$, are set to the inverse of the great arc distance between the ligands $\delta$ [Fig. 3(b)]. As it uses only pairwise distances, this representation is rotationally invariant. Edges above a threshold of $3.3/\sigma_0$ were removed ($\sigma_0$ being the MD unit length), which retains only nearest and next-to-nearest neighbors.

We found that two topological graph properties distinguish between successful and unsuccessful designs: the graph density and the number of disconnected subgraphs. The graph density can be understood as a measure of how clustered and connected the points in the network are. For a particle $i$, it is defined as $d_i = (\langle 2|E_i|/|V_i|(|V_i| - 1) \rangle) = ((\langle \delta_i \rangle)/(|V_i| - 1))$, where $|E_i|$ and $|V_i|$ are the number of the particle network’s edges and vertices, respectively, and $\langle \delta_i \rangle$ is the average degree of all nodes in the network.

The number of disconnected subgraphs is the number of separate regions of a graph that share no common nodes; Subgraphs have no connecting edges between them. The population averages of these properties produced the mean density $D$ and subgraph number $S$ of designs at constant $N$. The same mean can be calculated for random particle designs at constant $N$, giving $D_r$ and $S_r$.

Analyzing successful designs.—The average normalized graph density $D/D_r$ and subgraph number $S/S_r$ for the budding and nonbudding population within the critical region from Fig. 2(b) are shown in Fig. 3(c). The main structural difference between the successful and non-successful designs is visible for low and intermediate ligand numbers ($N < 35$), where the number of possible variations in design is the largest. For larger values of $N$, differences in designs were mostly dependent on the evenness of coverage of the particle. Successful designs ($N < 35$) tend to have lower graph densities, meaning that the ligands have a lower average number of neighbours.

![Figure 3](image-url)
In contrast, such particles also have lower average subgraph numbers. Therefore, ligands in successful particles tend to be connected with one another by only few edges, covering a large angular range across the nanoparticle surface. Taken together, this indicates that successful designs are characterized by patterns in which most ligands are part of the same chainlike subgraph, like those visible in Fig. 3(a) and the inset in Fig. 3(c). Conversely, isolated “patches” of ligands perform very poorly [Fig. 3(a)]. Interestingly, designs that have ligands uniformly distributed across the nanoparticle also show poor performance, with budding times on average 30% longer than that of the evolved successful designs.

We noticed that unsuccessful designs often end up deforming the membrane but never becoming fully wrapped by it. To quantify this behavior, we measured the average rotational mean squared displacement $\Delta \theta^2 = \langle (\theta(\tau) - \theta(0))^2 \rangle$ as particles meet the membrane, bind to it, and deform it across the population of budding and nonbudding particles [Fig. 4(a)]. $\theta(\tau)$ is the angle at time $\tau$ between a predefined nanoparticle axis and a predefined vector. While at the beginning of the simulation the rotational displacement does not differ much between budding and nonbudding particles, a significant discrepancy appears prior to budding, where successful particles exhibit substantially larger rotational freedom compared to the nonbudding particles. This freedom enables particles to explore the transitional states needed to be able to wrap themselves in the membrane. Indeed, the frequency of budding events shown in Fig. 4(a) illustrates the direct correlation between rotational rearrangements and successful membrane budding. We also checked the case where rotational displacement is measured only until the point at which a particle buds, as opposed to for its full run length $t_{\text{run}}$, the difference between the budding and nonbudding population remains (Fig. S4 [5]).

Since for fixed $N$ and $\epsilon$ all the designs have the same free energy difference between wrapped and nonadsorbed states, the difference in their performances must arise due to different free energy landscapes they experience on the path to full wrapping. Figure 4(b) shows the budding free energy profile for one fit and unfit design, which carry the same total adhesion energy, computed using umbrella sampling with the degree of membrane wrapping as the reaction coordinate. Interestingly, the free energy minimum for the unfit particle is positioned at $\sim 75\%$ membrane wrapping and is separated from the full wrapping by a large barrier. The free energy profile for the fit particle, on the other hand, reaches the global free energy minimum at full wrapping, without encountering any significant energy barriers en route. Taken together, our analysis implies that, by enabling a large coverage of the nanoparticle curvature, the chains of ligands have two roles: (i) to allow for sufficient wrapping and (ii) to guide the rotational rearrangements to efficiently reach full wrapping.

Discussion.—By combining coarse-grained molecular dynamics simulations with evolutionary algorithms, we have been able to evolve nanostructures for a specific function, selected for the ability to bud across the cell membrane. Even in this seemingly simple case, this approach revealed novel design rules that would not have been easy to guess, even for a well-trained modeler. While the evolved designs do not necessarily point to the absolutely optimal ligand patterning for membrane uptake, their shapes do provide new avenues for efficient nanoparticle design. At intermediate and low ligand numbers, the MD-EA scheme identified the nanoparticle designs that have a low free energy barrier for membrane crossing. Such designs are characterized by long chains of ligands, where the chains rarely cross or branch but
which effectively cover the particle leaving few gaps. Ligand chains minimize the distance between successively adsorbed ligands and guide the membrane wrapping. Chains were often found together with small patches of ligands. While it is possible that such occasional patches have a functional role, this may also be due to the limited number of evolutionary cycles.

The superior performance of some structures is based purely on the kinetics, since the explored designs exist within a small range of total wrapping free energy. Indeed, for any practical application, the rate of membrane crossing is the key factor. We therefore believe that the design rules identified here can aid the design of artificial nanoparticles for cell delivery, as well as possibly explain ligand patterns found in nature. For instance, low-density lipoprotein particles appear to carry membrane-binding proteins arranged into long lines that envelope the particles [13]. Analogously, membrane-binding proteins on some viruses display linear chain arrangements [14–16]. However, unlike in our simulations, biological structures are not necessarily evolved to optimize one well-defined and unique function.

Previous studies incorporated evolutionary strategies within computer simulations mainly for the purpose of energy minimization [17–19] or optimization of interaction parameters [20,21]. Only a few studies used such a combined approach to evolve a structure for a certain function. Kriegman et al. [22] used an evolutionary algorithm within a physical engine environment to optimize for organism design of a desired locomotion. At the nanoscale, Srinivasan et al. [23] combined an EA with free energy calculations to reverse design sequences on DNA-grafted colloids for a target crystal structure. Miskin and Jaeger [24] combined evolution strategy with MD simulations to evolve a particle shape that produces granular packing of a desired mechanical response, which is the closest in spirit to this study.

While the previous body of work on the subject of nanoparticle uptake identified the importance of the nanoparticle shape [25–27] and ligand distribution [28], each of the studies explored only a small phase space of possible designs (∼10). Here we effectively explored tens of thousands of possible unique designs and have identified novel, improved design rules that previous studies did not consider. We envision that the approach developed here can be of great help in identifying the design principles of a range of nanostructures and nano-machines, such as protein filaments, lattices, and other higher-order structures, in the context of both biological and engineered systems.
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