This paper proposes a trilevel neural architecture search (NAS) method for efficient single image super-resolution (SR). For that, we first define the discrete search space at three-level, i.e., at network-level, cell-level, and kernel-level (convolution-kernel). For modeling the discrete search space, we apply a new continuous relaxation on the discrete search spaces to build a hierarchical mixture of network-path, cell-operations, and kernel-width. Later an efficient search algorithm is proposed to perform optimization in a hierarchical supernet manner that provides a globally optimized and compressed network via joint convolution kernel width pruning, cell structure search, and network path optimization. Unlike current NAS methods, we exploit a sorted sparsestmax activation to let the three-level neural structures contribute sparsely. Consequently, our NAS optimization progressively converges to those neural structures with dominant contributions to the supernet. Additionally, our proposed optimization construction enables a simultaneous search and training in a single phase, which dramatically reduces search and train time compared to the traditional NAS algorithms. Experiments on the standard benchmark datasets demonstrate that our NAS algorithm provides SR models that are significantly lighter in terms of the number of parameters and FLOPS with PSNR value comparable to the current state-of-the-art.

1. Introduction

Image super-resolution (SR) aims to enhance the resolution of a given image from low-resolution to high-resolution. It is well-known that image SR is an ill-posed problem, and lately, many deep learning-based methods have emerged to address it [6, 13, 30, 5, 29, 18, 15]. These methods generally have a set of neural computation blocks like residual blocks to better encode input images and a few upsampling layers to enhance spatial resolution. To further increase efficiency and performance of the designed SR network, as illustrated in Fig.(1), the conventional deep SR methods typically opt for the following variations on the trilevel neural architecture design: (a) A network-level optimization to properly position the upsampling layers [19, 12]. (b) A cell-level optimization to improve the capacities of encoding or upscaling [20, 4]. (c) A kernel-level optimization to make a trade-off between an operator’s capacity and its width (i.e., the number of input/output channels) for a compressed model [17, 7]. However, manually performing these optimizations for a favorable deep SR model requires a lot of time, effort, and domain expertise. Further, handcrafted architectures are often not optimal and may be computationally inefficient for real-world applications.

To overcome the above shortcomings, this paper proposes to automate the whole trilevel neural architectures’ design for efficient image SR. For that, we first suggest a comprehensive search space defined at three different levels (see Fig.1). Concretely, our network-level search space is composed of all the candidate network paths. Whereas, cell-level search space contains a mixture of all possible candidate operations, and the kernel-level search space is a single convolutional kernel with a defined subset of the kernel-width dimension §3. Since these designated search spaces are discrete, we perform a continuous relaxation of these search spaces to be optimized efficiently in a differen-
tiable manner. We follow DARTS [20] and AGD [7] to employ supercell and superkernel continuous relaxation modeling strategies to model kernel-level and cell-level search spaces, respectively. Yet, continuous modeling of network-level search space is a non-trivial task. One way to solve that is to adopt the trellis-like supernet from Auto-DeepLab [19], which combines all the possible paths in a compact network and finally selects the optimal path with maximum probability. However, in the trellis-supernet, any possible path’s information flow is highly-entangled within the trellis, and thus the derived path and cell architectures may not be optimal. Also, the length of the path we get from a trellis-like supernet is fixed. Hence, we strive for a network search modeling with relaxed disentangled network paths, where distinct paths contribute independently to the supernet such that the flow of the network paths becomes more flexible. To that end, we introduce a tree-like supernet modeling where paths are enumerated independently and are pruned once it makes reasonable contributions to the supernet (see Fig.1). Our tree-like supernet disentangles the sequential network path dependency and gives a better trade-off between memory consumption and cell sharing across layers.

Finally, we perform a new continuous relaxation of the designed trilevel representations i.e., supernet, supercell, and superkernel representation, for an enlarged search space. The enlarged search space allows us to perform a differentiable architecture search with gradient descent optimization to obtain an optimal supernet. The standard continuous relaxation uses softmax [20], which fails to produce sparse distribution. Hence, it struggles to seek the most dominant operation selected for an optimal architecture design. In that case, the softmax usage is likely to prevent the supernet from converging to a dominant candidate architecture. Therefore, we adhere to exploit a sparsestmax strategy for the continuous relaxation of our suggested trilevel search space. Sparsestmax generate sparse distribution [25] while preserving most of the attractive properties of softmax (e.g., differentiability and convexity). Nevertheless, the sparsestmax is still not aligned well with our sequential setup on the network-level search path. So, we use a sorted sparsestmax, where the network level path sparsity is arranged in descending order, which helps us prune the tail of the network path for significant model compression. We observed that sparsestmax generally gives excellent sparsity, i.e., a minimal number of candidates makes non-zero contributions to the supernet, such that it can be directly selected for the design of optimal architecture. Besides that, it enables us to go for a new NAS training scheme, where the training can be done from search rather than from scratch which is widely practiced by traditional NAS algorithms.

We report our results on two popular SR benchmarks, i.e., Set5 [1] and Set14 [31], as well as on the recent challenge benchmark [33]. Our best model is much lighter with performance as good as the recent state-of-the-art methods. To sum up, our paper makes the following contribution to NAS and image SR:

- We propose a NAS algorithm to simultaneously search our defined trilevel search space for an efficient image SR architecture design. For the continuous relaxation of the enlarged trilevel search space, we introduce a new three-level hierarchical supernet modeling.
- For the optimization of relaxed trilevel search space, we exploit a ordered sparsestmax that has excellent capacity to provide sparse distribution on candidate architectures. Our new change to NAS enables us to blur the discrepancy between the search and training phase, resulting in single phase continuous learning which leads to considerable training time reduction.
- SR model obtained by our proposed NAS is much lighter with PSNR value close to the best available methods.

2. Relevant Work

Several solutions to a single image super-resolution problem based on one-level and bi-level NAS core have appeared recently. Popular one-level NAS like the evolutionary algorithms (e.g., [23, 24]), and the reinforcement learning-based NAS methods (e.g., [34, 35]) introduced input/output channel numbers into their search space for optimization. Recently, Zhang et al. [32] suggested a differentiable width-level architecture search method. They aim to select an optimal policy by keeping the same kernel-width, half the kernel-width, and double the kernel-width at each layer. However, based on the supernet design of [32], the search cost can dramatically increase if the kernel-width search space is further enlarged. Other variants of one-level NAS is Liu et al. [20] cell-level NAS. They proposed to model the basic cell of the network with a directed acyclic graph (DAG). It further relaxed the discrete search space into a continuous one via a softmax combination of all candidate operations on each edge, which constitute a supernet. This continuous relaxation enables a differentiable optimization of the supernet. Though being effective, it typically suffers from problems such as a large gap between the supernet and stand-alone architecture [3], aggregation of skip-connections [4] and large memory consumption [2].

Under bi-level NAS core, Stamoulis et al. [27] encoded candidate cell-level operations and kernel-level expansions into a single superkernel for each layer of the one-shot NAS supernet. This encoding reduces the NAS problem to finding the subset of kernel weights in each ConvNet layer. Fu et al. [7] proposed AGD, a differentiable NAS method to compress GAN based SR generator. Instead of searching for GAN architecture from scratch as done in [10, 9], AGD [7] leverage knowledge from the pre-trained SR models via knowledge distillation. Using knowledge distillation, they apply a differentiable NAS framework [20] to
search for each cell’s optimal operation (referred as cell-level architecture search) and pruning of the input/output channels for each operation (i.e., kernel-level architecture search). However, AGD [7] overlooked the network-level search and kept the upsampling operations fixed at the network header part. Though the post-upsampling network design can be more efficient, lack of network-level optimization might have constrained the AGD performance. On contrary, Auto-DeepLab [19] proposes searching the network level structure along with the cell-level structure, which forms a hierarchical architecture search space. Concretely, it modeled the network-level search with one trellis-like supernet, where nodes represent the intermediate feature maps, and arrows between nodes indicate the corresponding cells. The trellis-like design allow the method to explore for a general network-level search space. Similarly, Guo et al. [12] used hierarchical NAS framework for SR problem [19]. The notable difference is that it leverages reinforcement learning for the cell-level and network-level architecture design. Exploring network-level design can be beneficial to the SR model. However, this work do not strive for kernel width pruning. Besides, the usage of reinforcement learning-based NAS introduces practical challenges.

3. Trilevel Architecture Search Space

To achieve the right balance between the model capacity and the model size with minimal loss in accuracy, we propose to search at kernel-level, cell-level, and network-level structures to get efficient SR network architecture. We exploit a novel structure for the network-level search space where all candidate network paths are enumerated in a tree structure. For the cell-level and kernel-level search space, we leverage DARTS [20] and AGD [7] methodology. In the following subsections, we describe them accordingly.

3.1. Network Level Search Space

Following AGD [7] and SRRResNet [14], we define our network-level search space. The reason for that is their supernet architecture choice makes most of the computation in low-resolution feature space to gain computational efficiency. By fixing our supernet’s stem, which consumes marginal computation, we focus on searching the path of the remaining five residual blocks and two upsampling blocks. We replace the dense blocks in residual-in-residual (RiR) modules with five sequential layers containing searchable cell-level operators and kernel-level widths. For efficient upsampling block design, we replace the two originally designed upsampling blocks [7]. Instead, we include one PixelShuffel block, which contains a convolution layer (with an output channel number being $n \times n \times 3$) [33], and a PixelShuffel layer to reach the target resolution with an upsampling factor of $n$. As the PixelShuffel block is fixed at the tail of the network [33], we add two regular convolution layers into the network-level search space so that we focus only on stacked five RiR blocks and two standard convolution layers for network path search.

To model the network-level search space, adopting the trellis-like structure from AutoDeep-Lab [19] seems like a feasible solution. However, as shown in Fig.2 (a), the trellis modeling aims to traverse all the sequential paths of the network blocks. Here, each path starts from the first node, representing the input feature map, and goes along a set of arrows to the target. Clearly, all the paths share most of the nodes and arrows. Such redundant sharing leads to extreme dependence among the paths, the cells, and the kernels as the paths hierarchically include them. Although the strong architecture sharing strategy saves a lot of training memory, it greatly limits the search space. Further, the tight entanglement is likely to harm the learning on each path’s contribution and the pruning of some redundant paths.

We propose a tree structure for a flexible network-level path search modeling to overcome the drawbacks mentioned above. As illustrated in Fig.2 (b), the tree modeling aims to traverse all the tree structure paths. Here, each node is merely connected to its father (if applicable) and children, and therefore, the dependency is highly relaxed. Nonetheless, we must maintain the associations at train time for lower memory consumption. Relaxing the correlations of different paths enables a flexible network-level search space. The lower dependency on paths may lead to a reliable association among cells and kernels due to their hierarchical connection, making their search spaces more general. Moreover, the introduced tree modeling enables better disentanglement among the paths allowing us to perform pruning on a redundant path. Also, it support the removal
of the candidate paths once they contribute to the supernet.

3.2. Cell Level and Kernel Level Search Space

To define the search space at kernel-level and cell-level, we followed AGD work [7]. At cell-level, we search for five RiR blocks with each block containing five searchable cells, i.e., in total, 25 searchable cells. For each cell, we select one of the following candidate operations:

- (i) Conv $1 \times 1$, (ii) Residual Block (2 layers of Conv $3 \times 3$ with a skip-connection), (iii) Conv $3 \times 3$, (iv) Depthwise Block (Conv $1 \times 1 + $ Depthwise Conv$3 \times 3 + $ Conv $1 \times 1$).

For kernel-level search, we follow [7] superkernel framework to model this search space. For each convolution kernel, we set up a superkernel which has the full channels. To prune the channel number of the superkernel, a set of searchable expansion ratios $\phi = [\frac{1}{3}, \frac{1}{2}, \frac{2}{3}, 1]$ is defined, and parameters $\gamma_i$ which indicates the probability to choose the $i$-th expansion ratio to be optimized.

4. Proposed Method

We propose a differentiable NAS algorithm that utilizes the suggested continuous relaxation of discrete trilevel search space §3. The key idea is to relax the discrete trilevel search space’s explicit selection to an implicit selection from a hierarchical mixture of all the involved candidates in the search space. The continuous relaxation enables us to select the candidate with the highest contribution to the supernet in a fully-differentiable manner. Subsequently, the whole supernet can be optimized to achieve an efficient architecture. One of the popular continuous relaxation strategies is to apply softmax to achieve a mixture of all candidate network operations. However, softmax cannot produce sparse distribution, and thus, it fails to reflect the dominant operation, which can be vital for an efficient architecture design. So, the usage of softmax can prevent the supernet from converging to a dominant candidate architecture. To address this issue, we propose sparestmax, which produces good sparsity over the continuous relaxation and can seek dominant candidate architectures while having properties such as convexity and differentiability like softmax.

Further, the suggested trilevel search space modeling facilitates the pruning of the paths, as discussed before. To prune the paths better, we additionally introduce a novel ordering constraint to the sparestmax. Ordering constraint makes the candidate paths to have heavier heads (i.e., with more dominant contributions to the path) and lighter tails (i.e., with marginal contributions to the path) so that tails can be easily removed. Consequently, our supernet generally converges to a reasonably sparse network due to the usage of ordered sparestmax on the mixture of all candidate networks. As a benefit, the candidate architecture given by the sparestmax activation is selected directly to design the optimal architecture. We observed that we get a marginal difference between the searched architecture and trained architecture, which provides an added advantage, i.e., we can start training the network from the parameters learned during the search phase rather than from scratch.

4.1. Sorted Sparestmax Supernet

To achieve a continuous relaxation of the discrete network-level search space, we suggest aggregating all the network paths with a set of continuous combination weights to constitute a supernet. This reduces the task of architecture search to learning the set of continuous variables and their intrinsic network parameters, and thus, the whole supernet can be optimized in a differentiable manner using gradient descent algorithms. In our introduced network backbone §3, since the upsampling layer is out of the network-level search space, each feature map (i.e., node) in the tree model can be used as the output of its corresponding path, and then the output can be fed into the upsampling layer to get the desired resolution. Hence, the aggregation over all the paths is reduced to the fusion over all the involved feature maps. In particular, we define a set of contribution weights $\beta$ for all the feature maps from the involved network paths based on our suggested tree model (Fig.2), and the output of the supernet is therefore a weighted combination of all the intermediate feature maps. Given a tree model of the network-level search space with $N$ paths being $P = \{P_1, \ldots, P_N\}$ where $P_i$ has $M_i$ feature maps, the output of the whole supernet (i.e., the mixture of all the candidate paths) is defined as:

$$O_{\text{tree}} = \sum_{i=0}^{N} \sum_{j=0}^{M_i} F_N(\beta_{i,j}; \beta) f_{i,j},$$

(1)

where $f_{i,j}$ is the feature map at the $j$-th layer of $P_i$, and $F_N(\beta_{i,j}; \beta)$ indicates the normalized combination weight over the feature map $f_{i,j}$.

We could follow differentiable NAS like [20, 7, 19] and apply softmax($\beta$) to normalize the combination weights which reflect the contribution of the candidates to the mixture. However, softmax generally produces non-zero parameters i.e. smoothly varying parameters. Hence, the candidate contributions is comparatively uniform, that is inferior in sparsity, which prevents the supernet from converging to a dominant candidate architecture. To address this issue, we use sparestmax [26] that produce sparse distributions while maintaining some useful properties of softmax:

$$F_N(\beta, r) := \arg\min_{q \in \Delta_{K-1}^r} \| q - \beta \|_2^2,$$

(2)

where $\Delta_{K-1}^r := \{ q \in \mathbb{R}^K | 1^T q = 1, \| q - u \|_2 \geq r, q \geq 0 \}$ indicates a simplex with a circular constraint $1^T q = 1, \| q - u \|_2 \geq r$, $u = \frac{1}{K}1$ is the center of the simplex, $1$ is a vector of ones, and $r$ is radius of the circle. The basic idea
of sparsestmax is that it returns the Euclidean projection of the input vector \( \beta \) onto the probability simplex. This projection is likely to touch the simplex boundary, in which case sparsestmax produces sparse distributions. To achieve a better sparsity, sparsestmax further introduces a circular constraint to the weights within each path, which ensures that all the zero weights appear at the tail of the path, and all the injection weights are descending along the path so that all the zero weights appear at the tail of the path. This motivates us to exploit a sorted sparsestmax. Hence, we further impose an ordering constraint to the weights \( \beta_i \) within each path \( p_i \). Intuitively, this helps the output feature maps from shallower layers to share more contributions to the supernet. Thus, we formulated the sorted sparsestmax as

\[
F_N(\beta, r) := \arg \min_{q \in \Delta_r^{-1}} \| q - \beta \|_2^2 + \lambda \sum_i \sum_j (\beta_{i,j} - \beta_{i,j-1})
\]

where \( \lambda \) is a trade-off constant.

Now, for its usage in our method, we apply sparsestmax directly to relax the discrete search space into a continuous one (since the cell-level network has no sequential properties). Notably, we define a set of operations’ contribution weights \( \alpha \), such that the output is a normalized weighted combination of all the candidate operations. For our task, the output of \( i^{th} \) cell \( C_i \) is the weighted sum of all the 4 features maps from the 4 candidate operations, i.e.,

\[
C_i = \sum_{o \in O} F_N(\alpha_i(o); \alpha_i) o(C_{i-1})
\]

where \( F_N \) corresponds to sparsestmax, \( o(C_{i-1}) \) is one operation selected from the cell-level space \( O \) over \( C_{i-1} \).

For the continuous relaxation of the kernel-level search space, one solution is to apply sparsestmax to combine all the involved kernels’ expansions. However, as the number of kernels is huge, and each one can have many different expansions, it leads to exponentially possible combinations. It is non-trivial to create a set of independent convolutional kernels with various widths for each candidate operator. So, we leave this direction to future work. We apply the differentiable Gumbel-softmax sampling to keep the setup consistent with AGD [7]. As for optimizing expansion ratio parameters \( \gamma \), we follow [7] to employ a sampling-based strategy. Especially at each step of optimization, we sample only one expansion ratio based on \( \gamma \) and train the model with the selected sub-kernel. Here, Gumbel-softmax [11] is introduced to approximate the sampling process. Thanks to the differentiable Gumbel-softmax, the ratio parameters \( \gamma \) can therefore be optimized in a differentiable framework.

### 4.2. Proxy Task and Optimization

For our trilevel NAS task, instead of training the model from scratch, we leverage the knowledge from pre-trained state-of-the-art image super-resolution models via knowledge distillation [7]. Concretely, we take a pre-trained ES
RGAN generator as our teacher model, and therefore, the proxy task in the search phase aims to search for a model \( G \) by minimizing the knowledge distillation distance \( d \) between the output from the model \( G \) and that from the teacher model \( G_0 \). Besides, for the image SR task, an efficient model is always favorable, so we consider involving the model efficiency term \( H \) in our target. Thus, the training objective of the proposed TrilevelNAS is formulated by

\[
\min_{G, \alpha, \beta, \gamma} \frac{1}{N} \sum_{i=0}^{N} d(G(x_i; \alpha, \beta, \gamma), G_0(x_i)) + \lambda f H(G; \alpha, \beta, \gamma)
\]

(5)

Here \( \alpha, \beta, \gamma \) are the parameters for the continuous relaxation of the trilevel architecture search space, \( d(G, G_0) \) is a distance for the image SR task, and \( H \) is the computational budget based constraint on the searched architecture. Following [7], we calculate \( d(G, G_0) \) with a combination of content loss \( L_c \) (avoid color shift), perceptual loss \( L_p \) (preserve visual and semantic details), and employ the model FLOPS as a measure of model efficiency.

The suggested continuous relaxation enables us to optimize the network parameters of \( G \), and all the supernet architecture weights \( \alpha, \beta, \gamma \). As the number of architecture parameters is much smaller than that of the network parameters, optimizing them jointly on one single training set is likely to overfit. Thus, we alternatively optimize the network weights and architecture parameters under the bi-level optimization framework following differentiable NAS methods. Specially, we separate the dataset into a train set and validation set, where the network weights and architecture parameters are optimized on these two separate sets of data, respectively. Further, since the converged architecture and finally selected architecture is close due to sparsestmax-based supernet relaxation, we go for the new NAS training scheme (i.e., training from search) instead of the conventional training scheme (i.e., training from scratch). Our proposed TrilevelNAS approach is outlined in Algorithm (1).

### 5. Experiments

We evaluate our Trilevel Neural Architecture Search (TrilevelNAS) on PSNR-oriented and visualization-oriented single image super-resolution tasks. For that, we performed search and training on DIV2K and Flickr2K datasets [28]. Further, we evaluated the searched architectures on popular benchmarks, including Set5 [1], Set14 [31], and DIV2K valid set. We use the PSNR as a quantitative metric to measure visual quality. Besides, we report the model size and FLOPS as quantitative metrics for model efficiency, where the FLOPS are calculated when processing a 256 \( \times \) 256 image. Notably, we implement the Network-Level search with two types of backbone design: (a) TrilevelNAS-A Similar to AGD [7], we search for a flexible path of 5 searchable RiR blocks and 2 upsampling blocks; (b) TrilevelNAS-B For a more efficient SR model, in this backbone, we replace the 2 upsampling layers with a single PixelShuffle block, and search for the path of 5 RiR blocks and 2 convolution layers.

### 5.1. Training Details

In differentiable NAS frameworks, optimization procedure generally consists of three steps: search, model discretization and train from scratch. In contrast, we propose a Train from Search framework without the need for a discretization step. Our train from search strategy helps to reduce the model discrepancy between supernet and the discretized stand-alone architecture. Additionally, the progressive sparsity property of sparsestmax encourages the supernet to converge to a sparse network.

- **Search:** Following AGD [7], we split the search process into two phases: the pre-train phase and the search phase. As a warm-up step in the pre-train phase, we use half of the training data to update the network weights for 100 epochs with an only content loss \( L_c \). After the pre-train phase, we alternatively update the network weights and architecture weights for 100 epochs on two equally split training data. For the PSNR-oriented model search, we only optimize with the content loss \( L_c \), and for visualization-oriented model search, we finetune with the perceptual loss for a better visual quality. Ultimately, the supernet converges to a single dominant path, where each searchable block has a single operation contribution.

- **Train from Search:** After the entire search process, we do not need a model discretization step with a completely converged supernet. Therefore, we can inherit the pre-trained network weights from the search stage as a good network initialization and continue to train the converged architecture. Following the same training process in AGD [7], for the PSNR-oriented SR model, we train
### Method Path Params GFLOPS PSNR Type

| Method          | Path | Params (M) | GFLOPS (256×256) | PSNR Set5 | PSNR Set14 | Type       |
|-----------------|------|------------|------------------|----------|----------|------------|
| ESRGAN [30]     | -    | 16.70      | 1176.6           | 30.44    | 26.28    | Manual     |
| ESRGAN-prune [16]| -    | 1.6        | 113.1            | 28.07    | 25.21    | Manual     |
| SRGAN [15]      | -    | 1.52       | 166.7            | 29.40    | 26.02    | Manual     |
| AGD [7]†        | -    | 0.56       | 117.7            | 30.36    | 27.21    | Bilevel NAS|
| AGD-AutoDeepLab | [0,0,1,0,0,1] | 0.71 | 165.8           | 30.48    | 27.23    | Trilevel NAS |
| TrilevelNAS-A   | [0,0,0,1,0,1] | 0.34 | 117.4        | 30.34    | 27.29    | Trilevel NAS |
| TrilevelNAS-B   | [0,0,0]       | 0.24       | 15.4             | 29.80    | 27.06    | Trilevel NAS |

**Table 1:** Quantitative results of visualization-oriented SR models with scaling factor 4. As for the listed Path results, we use ‘0’ to indicate a RiR block and ‘1’ is a Upsampling block/Conv layer in TrilevelNAS-A/TrilevelNAS-B respectively. † Reproduced AGD with official setup and implementation.

---

### Method Path Params GFLOPS PSNR Type

| Method          | Path | Params (M) | GFLOPS 256×256 | PSNR Set5 | PSNR Set14 | Type       |
|-----------------|------|------------|----------------|----------|----------|------------|
| ESRGAN [30]     | -    | 16.70      | 1176.6         | 30.44    | 26.28    | Manual     |
| HNAS*           | Up: 9th layer | 1.69 | 330.7           | 31.94    | 28.41    | Bilevel NAS |
| AGD [7]†        | -    | 0.90       | 140.2           | 31.85    | 28.40    | Bilevel NAS |
| AGD-AutoDeepLab | [0,0,1,0,0,1] | 0.71 | 165.8           | 31.83    | 28.38    | Trilevel NAS |
| TrilevelNAS-B   | [0, 0, 0, 0, 1] | 0.51 | 33.3            | 31.62    | 28.26    | Trilevel NAS |

**Table 2:** Quantitative results of PSNR-oriented SR models with scaling factor 4. As for the listed Path results, we use ‘0’ to indicate a RiR block and ‘1’ is a UpConv layer. Here, the following symbols indicates * Reproduced HNAS for PSNR-oriented ×4 SR tasks, † Reproduced with AGD official setup and implementation, ‡ Transferred from the visualization-oriented model, respectively.

---

5.2. Visualization-oriented SR Model Search

Adopting visualization-oriented ESRGAN [30] model as the teacher model, we apply the TrilevelNAS to search for a visualization-oriented SR model. We compare our method to state-of-art SR GAN models (ESRGAN [30], a pruned ESRGAN baseline [16] and SRGAN [15]) and NAS based visualization-oriented SR model (AGD [7]). Note that we reproduce the AGD search and training results with their official code and default experiment setup. Besides, compared to our Tree-supernet-based Trilevel NAS, we apply the Trellis-supernet design of AutoDeepLab to AGD backbone to implement Trilevel NAS for image SR task.

Table 1 show the statistical comparison of our approach against other competing methods. We additionally report the derived network path (‘0’ in path indicates the RiR block; In TrilevelNAS-A, ‘1’ represents an upsampling layer; In TrilevelNAS-B, ‘1’ is a convolution layer). Compared to the AutoDeepLab-based Trilevel NAS (AGD+AutoDeepLab), our TrellisNAS can prune RiR blocks or convolution layers, which significantly reduce model complexity. Without a significant change in performance, TrilevelNAS-A prune one redundant RiR block and derives a much lighter model with 0.34MB model size. Even with smaller model size, our model still has a comparable FLOPS against AGD. We notice that most of FLOPS consumption come from the blocks operating on high-dimension feature maps. Therefore, when searching for a flexible position of upsampling, if the upsampling appears at an early stage of the network, it is likely to have a dramatic increase in FLOPs consumption. Remarkably, our new backbone (TrilevelNAS-B) has the potential to search for a flexible network-level path with both small model size and light GFLOPs. Compared to original AGD and Trilevel-A, the FLOPs consumption of TrilevelNAS-B is reduced by 4×. We additionally compare the visual qualities of various SR models in Fig 3, and we can see that our TrilevelNAS can derive more efficient SR models without performance loss in visual quality.

5.3. PSNR-oriented SR Model Search

We additionally implemented the PSNR-oriented SR model search on DIV2K and Flickr2K datasets and used the PSNR-oriented ESRGAN model as our teacher model. In previous experiments, we have observed a clear FLOPS advantage of our new backbone (Trilevel-B) over the original backbone (Trilevel-A). In this section, we focus on the Trilevel search on our new backbone and aim for a more efficient SR model. We compare our derived model against our competitors in Table 2. With comparable performance, the derived PSNR-oriented SR model on the new back-
We introduced Trilevel NAS for a single image super-resolution task. Our work demonstrates the possibility of exploring the search space at network-level, study the effects of training under two different strategies i.e., train from scratch and train from search.

(a) Sorted Sparsestmax: For its study, we employ a novel sorted sparsestmax combination of intermediate feature maps to encourage a shallow and efficient SR model without much loss in performance. As formulated in Eq. 3, the ordering constraint factor $\lambda$ plays a trade-off of the major constraint and ordering constraint, and a large ordering constraint tends to enforce a shallow network. Here, we set $\lambda$ as 0, 0.01, 0.1, respectively, and study the effects of different ordering constraint strengths on path pruning and the network ability for visualization-oriented SR tasks. Table 4 show the derived paths and the corresponding model performance. We see that without a weight ordering constraint ($\lambda = 0$), the TrellisNAS prefers a full network path with 5 RiR blocks and 2 upsampling blocks. When we impose ordering constraint with $\lambda = 0.01$, 0.1, the tail RiR block is seen to be pruned, which yields more efficient SR models with small model size and FLOPs without loss in performance. (b) Softmax vs. Sparsestmax: To perform this ablation study, instead of applying softmax combinations of candidates, we propose using sparsestmax combination. With the same ordering constraint strategy for feature maps weights, we study the supernet optimization with softmax and sparsestmax combination, respectively. From Table 5, we can notice that with weight ordering constraint, softmax and sparsestmax can prune one or two RiR blocks and have comparable performance in PSNR. In contrast, sparsestmax converges to a more efficient model with a smaller model size and FLOPs consumption.

(c) Train from Search vs. Train from Scratch: Lastly, we study the effect of inheriting weights from the search phase. Fig. 4 shows the valid PSNR evolution of training from search and training from scratch, respectively, and we can observe a clear advantage of inheriting weights from the search phase. With the training from search strategy, we can converge to a better PSNR performance using fewer epochs.

6. Conclusion and Future Work

In this paper, we introduced Trilevel NAS for a single image super-resolution task. Our work demonstrates the possibility of exploring the search space at network-level, and how it compares against the softmax. Additionally, we

Please refer to supplementary materials for more training details

Table 3: Quantitative results on AIM 2020 Challenge [33]

| Method       | Path                  | Params (M) | GFLOPS | PSNR Val | Extra Ground Truth |
|--------------|-----------------------|------------|--------|----------|--------------------|
| NJU-MCG      | 0.43                  | 27.10      | 29.04  | ✓        | ✓                  |
| AiriA-CG     | 0.687                 | 44.98      | 29.00  | ✓        | ✓                  |
| HNAS [12]    | 1.69                  | 330.74     | 28.86  | ×        | ×                  |
| AGD [7]      | 0.45                  | 110.9      | 28.66  | ×        | ×                  |
| AGD-AutoDeepLab | 0.71                 | 165.8      | 28.83  | ×        | ×                  |

Table 4: Quantitative results of visualization-oriented SR models with scaling factor 4 for different ordering constraint strengths. As for the listed Path results, we use ‘0’ to indicate a RiR block and ‘1’ is a UpConv layer.

| $\lambda$ | Path                  | Params (M) | GFLOPS | PSNR Val | Set5 Truth |
|-----------|-----------------------|------------|--------|----------|------------|
| 0         | [0,0,1,0,0,1]         | 0.58       | 184.08 | 30.32    | 27.21      |
| 0.01      | [0,0,1,0,0,1]         | 0.52       | 169.69 | 30.34    | 27.20      |
| 0.1       | [0,0,0,1,0,1]         | 0.34       | 117.39 | 30.34    | 27.29      |

Table 5: Quantitative results comparison of visualization-oriented SR models searched using softmax and sparsestmax supernet.

| Method       | Path                  | Params (M) | GFLOPS | PSNR Val | Set5 Truth |
|--------------|-----------------------|------------|--------|----------|------------|
| Softmax      | [0,0,0,0,0,0,0,0,0]   | 0.47       | 154.80 | 30.34    | 27.28      |
| Sparsestmax  | [0,0,0,0,0,0,0,0,0]   | 0.34       | 117.39 | 30.34    | 27.29      |

Figure 4: Valid PSNR evolution of Train from Search and Train from Scratch.
cell-level, and the kernel-level. By introducing the proposed tri-level search space’s continuous relaxation, we build a hierarchical mixture of the network path. Instead of relying on the trellis-like network modeling, we show the utility of a tree-like supernet modeling with sparsestmax activation to the NAS framework. The architecture obtained after our proposed optimization show that, despite being much lighter, it can perform as good as the best available algorithms. For future work, we plan to apply the proposed sorted sparsestmax to further relax the kernel-level search space to achieve more effective SR (e.g., higher PSNR and better perceptual quality) with searched architectures as light as possible.
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Appendix

A. Implementation Details

In this section, we describe the implementation details of our trilevel NAS algorithm for the SR task. The search strategy using visualization and the PSNR-oriented teacher model is discussed, followed by the training strategy. The code is developed with Python 3.6 and Pytorch 1.3.1. The complete search process takes 8 GPU days on single NVIDIA Tesla V100 (16GB RAM) and the training of a PSNR-oriented and visualization-oriented SR model take 0.5 and 1.5 GPU days respectively.

A.1. Search

We implement our search phase using DIV2K and Flickr2K dataset [28].

(a) Visualization-oriented: Here, we took the visualization-oriented ESRGAN model as the teacher model for the SR model search task. Subsequently, we perform the search task in two phase: (a) Pretrain: using half of the training data, we optimize the content loss $L_c$ and train the supernet weights without updating architecture parameters. We train for 100 epochs using Adam optimizer, and at each optimization step, 3 patches of size $32 \times 32$ are randomly cropped. For architecture parameters, we use a constant learning rate $3 \times 10^{-4}$, and for network weights, we set the initial learning rate as $1 \times 10^{-4}$, decayed by 0.5 at $25$th, $50$th, $75$th epoch. (b) Search: optimizing content loss $L_c$ and perceptual loss $L_p$, we alternatively update the network weights and architecture weights for 100 epochs on two equally split training data. The optimizer follows the same setting as in the pretrain phase.

(b) PSNR-oriented: For this, we took the PSNR-oriented ESRGAN model as teacher model for SR model search and followed the similar procedure i.e., Pretrain and Search, and however, here we optimize only the content loss $L_c$ in the two phases.
### Table 6: Quantitative results comparison of BilevelNAS (kernel- and cell-level) and TrilevelNAS (kernel-, cell- and network-level).

| Method      | Path          | Params (M) | GFLOPS  | PSNR Set5 | PSNR Set14 |
|-------------|---------------|------------|---------|-----------|------------|
| BilevelNAS  | -             | 0.52       | 115.39  | 30.32     | 27.22      |
| TrilevelNAS | [0,0.0,1,0,1] | 0.34       | 117.39  | 30.34     | 27.29      |

A.2. Train

We inherit the weights from supernet and train with DIV2K and Flickr2K datasets [28] in the training phase. Patches of size $32 \times 32$ are randomly cropped, and the batch size is set to 16.

**Visualization-oriented:** SR model training is conducted in two steps: (a) **Pretrain** by minimizing content loss $L_c$ for 900 epochs. Adam optimizer is used with initial learning rate $1 \times 10^{-4}$ and learning rate decays by 0.5 at 225th, 450th, 675th epoch. (b) **Fine-tune** with perceptual loss $L_p$ for 1800 epochs. We also train with Adam optimizer with initial learning rate $1 \times 10^{-4}$, decayed by 0.5 at 225th, 450th, 900th, 1350th epoch.

**PSNR-oriented:** SR model is trained by minimizing the content loss $L_c$ for 900 epochs, and the optimizer follows the same setting as the pretrain phase in visualization-oriented model training. Note that, for the challenge setup, we only train our proposed model with DIV2K (without using extra data), and merely use a teacher for data distillation instead of using the ground truth for strong supervision, which might lead to marginally inferior performance. We first crop LR images in DIV2K into sub-images of size $120 \times 120$. We use Adam to train for 300 epochs, where the learning rate decays by 0.5 at 75th, 150th, 225th epoch.

### B. Ablation Study

We performed the following ablation study the advantage of performing trilevel NAS as compared to bilevel NAS [8] [19] using the sparsestmax continuous relaxation [26]. This experimental setup shall help understand the utility of exhaustive search to obtain the light-weight model without sacrificing much on the performance.

**Bilevel vs. Trilevel:** To show the necessity and advantage of introducing our network-level search in addition to cell-level and kernel-level search, we compare the BilevelNAS, which has a fixed network-level design (i.e., path: [0, 0, 0, 0, 0, 1, 1]) with our TrilevelNAS. For BilevelNAS, we use AGD [8], and for a fair comparison, we replace the original softmax combination in AGD with sparsestmax combination. From Table 6, we can conclude that the additional network-level search in TrilevelNAS enables us to derive a lighter model with comparable performance. It can be inferred from the Table 6 statistics that the number of parameters in our approach is significantly smaller as compared to BilevelNAS, whereas the PSNR value is slightly better with comparable GFLOPS on Set5 and Set14.

### C. Architecture Details

Table 7-10 present our derived network-level (path), cell-level (5 searchable operations in each RiR block) and kernel-level (output channel number) architectures. Table 7-8 show the SR architecture model obtained using visualization-oriented search strategy on DIV2K and Flickr2K dataset, whereas, Table 9-10 provide the SR architecture obtained using PSNR-oriented search strategy.

The obtained network-level path is shown in first row of the respective table. The entry ‘0’ and ‘1’ in the path-index row-vector indicates RiR block and upsampling/convolution layer respectively. In addition, we lists the cell-level structures (i.e., the selection of operations in OP1-OP5 in each RiR block) and the kernel-level structures (i.e., the selection of output channels from the full 64 channels) in Table 9-10. For each OP, the format $(A,B)$ indicates selecting the operation $A$ with its kernel width being $B$. Regarding the types of different OPs, DwsBlock, ResBlock, Conv symbolises depthwise convolution block, residual block and convolution block respectively.

### D. More Visualization Results

Figure 5 show the visual comparison of our approach against other competing methods. The last two columns in the figure show the results obtained using our approach with TrilevelNAS-A and TrilevelNAS-B search strategy, respectively. Clearly, our method supplies a significantly lighter model and provides a super-resolved image that is perceptually as good as, if not better, than other approach results.
Figure 5: Visualization results of different SR models on Set5, Set14 and DIV2K valid set. Our TrilevelNAS-A and TrilevelNAS-B achieve comparable visual quality with very light model.
Table 7: Visualization-oriented SR model architecture searched on DIV2K and Flickr2K dataset [28] with original AGD backbone (TrilevelNAS-A). We present the network-level architecture (i.e., path of stacking RiR blocks and upsampling layers), the cell-level structures (i.e., the selection of operations in OP1-OP5 in each RiR block) and the kernel-level structures (i.e., the selection of output channels from the full 64 channels). In the path, ‘0’ indicates a RiR block and the ‘1’ indicates a convolutional layer. For each OP, the format \((A, B)\) indicates selecting the operation \(A\) with its kernel width being \(B\).

| Path | [0, 0, 1, 0, 1] |
|----------------|-----------------|
| RiR Block ID | OP1  | OP2  | OP3  | OP4  | OP5  |
| 0         | (Conv 1 x 1, 64) | (Conv 3 x 3, 24) | (Conv 1 x 1, 24) | (Conv 3 x 3, 64) | (Conv 3 x 3, 64) |
| 1         | (DwsBlock, 32) | (DwsBlock, 32) | (DwsBlock, 64) | (Conv 3 x 3, 64) | (ResBlock, 64) |
| 2         | (Conv 1 x 1, 64) | (Conv 3 x 3, 64) | (Conv 1 x 1, 32) | (DwsBlock, 64) | (DwsBlock, 64) |
| 3         | (Conv 3 x 3, 24) | (Conv 3 x 3, 64) | (Conv 1 x 1, 32) | (Conv 3 x 3, 32) | (Conv 3 x 3, 64) |

Table 8: Visualization-oriented SR model architecture searched on DIV2K and Flickr2K dataset [28] with our proposed new backbone (TrilevelNAS-B). We present the network-level architecture (i.e., path of stacking RiR blocks and convolutional layers), the cell-level structures (i.e., the selection of operations in OP1-OP5 in each RiR block) and the kernel-level structures (i.e., the selection of output channels from the full 64 channels). In the path, ‘0’ indicates a RiR block and the ‘1’ indicates a convolutional layer. For each OP, the format \((A, B)\) indicates selecting the operation \(A\) with its kernel width being \(B\).

| Path | [0, 0, 0] |
|----------------|-----------------|
| RiR Block ID | OP1  | OP2  | OP3  | OP4  | OP5  |
| 0         | (DwsBlock, 32) | (Conv 1 x 1, 32) | (DwsBlock, 24) | (DwsBlock, 40) | (DwsBlock, 64) |
| 1         | (DwsBlock, 24) | (Conv 1 x 1, 56) | (Conv 3 x 3, 24) | (DwsBlock, 24) | (Conv 3 x 3, 64) |
| 2         | (ResBlock, 64) | (Conv 1 x 1, 24) | (Conv 1 x 1, 24) | (Conv 1 x 1, 24) | (Conv 1 x 1, 64) |

Table 9: PSNR-oriented SR model architecture searched on DIV2K and Flickr2K dataset [28] with our new backbone (TrilevelNAS-B). We present the network-level architecture (i.e., path of stacking RiR blocks and convolutional layers), the cell-level structures (i.e., the selection of operations in OP1-OP5 in each RiR block) and the kernel-level structures (i.e., the selection of output channels from the full 64 channels). In the path, ‘0’ indicates a RiR block and the ‘1’ indicates a convolutional layer. For each OP, the format \((A, B)\) indicates selecting the operation \(A\) with its kernel width being \(B\).

| Path | [0, 0, 0, 0, 1] |
|----------------|-----------------|
| RiR Block ID | OP1  | OP2  | OP3  | OP4  | OP5  |
| 0         | (Conv 1 x 1, 32) | (Conv 1 x 1, 24) | (DwsBlock, 64) | (Conv 3 x 3, 64) | (Conv 1 x 1, 64) |
| 1         | (DwsBlock, 32) | (ResBlock, 40) | (DwsBlock, 56) | (Conv 3 x 3, 40) | (Conv 3 x 3, 64) |
| 2         | (Conv 3 x 3, 64) | (Conv 1 x 1, 64) | (Conv 3 x 3, 24) | (Conv 1 x 1, 32) | (DwsBlock, 64) |
| 3         | (DwsBlock, 64) | (DwsBlock, 56) | (Conv 3 x 3, 24) | (Conv 3 x 3, 24) | (DwsBlock, 64) |
| 4         | (DwsBlock, 32) | (Conv 3 x 3, 64) | (Conv 3 x 3, 64) | (Conv 3 x 3, 24) | (Conv 3 x 3, 64) |

Table 10: PSNR-oriented SR model architecture searched on DIV2K and Flickr2K [28] with our proposed TrilevelNAS-B on AIM challenge [33]. We present the network-level structures (i.e., path of stacking RiR blocks and convolutional layers), the cell-level structures (i.e., the selection of operations in OP1-OP5 in each RiR block) and the kernel-level structure (i.e., the selection of output channels from the full 64 channels). In the path, ‘0’ indicates a RiR block and the ‘1’ indicates a convolutional layer. For each OP, the format \((A, B)\) indicates selecting the operation \(A\) with its kernel width being \(B\).

| Path | [0, 0, 1, 1] |
|----------------|-----------------|
| RiR Block ID | OP1  | OP2  | OP3  | OP4  | OP5  |
| 0         | (Conv 1 x 1, 40) | (Conv 1 x 1, 24) | (Conv 1 x 1, 56) | (ResBlock, 56) | (Conv 1 x 1, 64) |
| 1         | (DwsBlock, 64) | (DwsBlock, 56) | (Conv 3 x 3, 32) | (Conv 3 x 3, 24) | (Conv 1 x 1, 64) |