VECTOR VALUED MAXIMAL CARLESON TYPE OPERATORS ON THE WEIGHTED LORENTZ SPACES
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Abstract. In this paper, by using the idea of linearizing maximal operators originated by Charles Fefferman and the $TT^*$ method of Stein-Wainger, we establish a weighted inequality for vector valued maximal Carleson type operators with singular kernels proposed by Andersen and John on the weighted Lorentz spaces with vector-valued functions.

1. Introduction

In 1966, Lennart Carleson \[6\] established the almost everywhere convergence of Fourier series for square-integrable functions by proving the boundedness of weak type $(2, 2)$ of the operator, so-called the Carleson operator, which is defined by

$$Cf(x) = \sup_{\alpha \in \mathbb{R}} \left| \int_{-\pi}^{\pi} e^{-i\alpha y} f(y) \frac{dy}{x - y} \right|. \tag{1.1}$$

In 1968, Richard Hunt \[22\] generalized the Carleson theorem to $L^p[-\pi, \pi]$ spaces for $1 < p < \infty$. Next, in 1970 Per Sjölin \[32\] extended the theorem of Carleson to the higher dimensional space by studying the boundedness of the Carleson type operator on $L^p(\mathbb{R}^n)$ for $1 < p < \infty$, which is defined as follows

$$Sf(x) = \sup_{\alpha \in \mathbb{R}} \left| \int_{\mathbb{R}^n} e^{-i\alpha y} K(x - y) f(y) dy \right|. \tag{1.2}$$

where $K$ is an appropriate Calderón-Zygmund kernel in $\mathbb{R}^n$, that is, it satisfies the following conditions:

(a) $K \in C^{n+1}(\mathbb{R}^n \setminus \{0\})$;
(b) $K(tx) = t^{-n} K(x)$, for all $t > 0$;
(c) $\int_{S^{n-1}} K(x') d\sigma(x') = 0$.

More generally, Elias M. Stein and Stephen Wainger \[36\] considered the $L^p$-boundedness for the maximal Carleson type operators defined as follows. We
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denote by $P_\alpha(x) = \sum_{1\leq |\alpha| \leq d} \lambda_\alpha x^\alpha$. It is the polynomial in $\mathbb{R}^n$ of fixed degree $d$ with real coefficients $\lambda := (\lambda_\alpha)_{1\leq |\alpha| \leq d}$. Denote

$$T_\lambda(f)(x) = \int_{\mathbb{R}^n} e^{iP_\lambda(y)} K(y) f(x-y) dy.$$  \hspace{1cm} (1.3)

The maximal Carleson type operator associated with the family $\{T_\lambda\}$ then is defined by

$$T^*(f)(x) = \sup_\lambda \left| T_\lambda(f)(x) \right|,$$  \hspace{1cm} (1.4)

where the supremum is taken over all the real coefficients $\lambda$ of the polynomial $P_\lambda$. The well-known result given by Stein and Wainger [36] is as follows.

**Theorem 1.1** (Theorem 2 in [36]). Assume that $P_\lambda(x) = \sum_{2 \leq |\alpha| \leq d} \lambda_\alpha x^\alpha$ and the kernel $K$ satisfies the following conditions:

(i) $K$ is a tempered distribution and agrees with a $C^1$ function $K(x)$ for $x \neq 0$;

(ii) $\widehat{K}$ (the Fourier transform of $K$) in $L^\infty(\mathbb{R}^n)$;

(iii) $|\partial^\alpha_x K(x)| \leq A|x|^{-n-|\alpha|}$ for $0 \leq |\alpha| \leq 1$.

Then the maximal Carleson type operator $T^*$ is bounded on $L^p(\mathbb{R}^n)$ for $1 < p < \infty$.

The theory of weighted norm inequality for the Carleson type operator has been extensively studied by several authors (see, for example, [23, 29, 30] and references therein). Recently, Yong Ding and HongHai Liu [12] investigated the boundedness for maximal Carleson type operator $T^*$ on the weighted Lebesgue with non-smoothness kernels. More precisely, the kernel $K(x) = \frac{\Omega(x)}{|x|^2}$, where $\Omega$ is a measurable function on $\mathbb{R}^n \setminus \{0\}$ and satisfies the following properties:

$\Omega$ is a homogeneous function of degree zero;  \hspace{1cm} (1.5)

$\Omega$ is an integrable function on $S^{n-1}$ with zero average; \hspace{1cm} (1.6)

$\Omega$ satisfies an $L^q$-Dini function ($1 < q \leq \infty$), namely, $\int_0^1 \frac{\omega_q(\delta)}{\delta} < \infty$, where $\omega_q(\delta)$ is the integral continuous modulus of $\Omega$ of degree $q$. \hspace{1cm} (1.7)

In [11, and references therein], Nguyen Minh Chuong also introduced some other Carleson type operators and Bi-Carleson operators with well known interesting estimates.
In 1981, K. Andersen and R. John [1] established the weighted norm inequalities for vector-valued maximal functions and singular integrals on the space $L^p(\ell^r, \omega)$. The class of kernels in this work has the following properties:

$$|K(x)| \leq \frac{A}{|x|^n}, \quad |\tilde{K}(x)| \leq A; \quad (1.8)$$

$$|K(x-y) - K(x)| \leq \mu(|y| / |x|)|x|^{-n}, \text{ for all } |x| \geq 2|y|; \quad (1.9)$$

where $A$ is a constant and $\mu$ is non-decreasing on the positive real half-line, $\mu(2t) \leq C\mu(t)$ for all $t > 0$, and satisfies the following Dini condition

$$\int_0^1 \frac{\mu(t)}{t} dt < \infty. \quad (1.10)$$

Note that if $\Omega$ is integrable function on $S^{n-1}$ with zero average, homogeneous of degree zero and satisfies the Dini condition

$$\int_0^1 \frac{\omega(\delta)}{\delta} d\delta < \infty,$$

where

$$\omega(\delta) = \sup \left\{ \left| \Omega(x) - \Omega(y) \right| : |x| = |y| = 1, |x - y| \leq \delta \right\},$$

then the Calderón-Zygmund kernel $K(x) = \frac{\Omega(x)}{|x|^n}$ belongs to the Andersen-John type kernel as was mentioned above, that is, it satisfies the conditions $(1.8)$–$(1.10)$.

The goal of this paper is to prove the boundedness of vector-valued maximal Carleson type operators with singular kernels proposed by Andersen and John on the weighted Lorentz spaces by using the idea of linearizing maximal operators due to Charles Fefferman [14] and the $TT^*$ method of Stein-Wainger given in [36] (more precisely, Kolmogorov-Seliverstov’s stopping-time argument).

2. Vector-valued maximal operators

Before stating our results in this section, let us give some basic facts and notations which will be used throughout this paper. We denote by $\omega(x)$ a weight function, that is a nonnegative locally integrable function on $\mathbb{R}^n$. Given a measurable set $E$, $\chi_E$ denotes its characteristic function, and $\omega(E)$ denotes the integral $\int_E \omega(x) dx$. The letter $C$ denotes a positive constant which is independent of the main parameters, but may be different from line to line. For $f$ a measurable function on $\mathbb{R}^n$, the distribution function of $f$ associated with the measure $\omega(x) dx$ is defined as follows

$$d_f(\alpha) = \omega(\{|x \in \mathbb{R}^n : |f(x)| > \alpha\}).$$
The decreasing rearrangement of $f$ with respect to the measure $\omega(x)dx$ is the function $f^*$ defined on $[0, \infty)$ by

$$f^*(t) = \inf\{s > 0 : \int f(s) \leq t\}.$$ 

**Definition 2.1** (Section 2 in [10]). Let $0 < p, q \leq \infty$. The weighted Lorentz space $L_{p,q}^\omega(\mathbb{R}^n)$ is defined as the set of all measurable functions $f$ such that $\|f\|_{L_{p,q}^\omega(\omega)} < \infty$, where

$$\|f\|_{L_{p,q}^\omega(\omega)} = \left\{ \begin{array}{ll} \left(\frac{q}{p} \int_0^\infty \left[t^{1/p} f^*(t)\right]^q \frac{dt}{t}\right)^{1/q} , & \text{if } 0 < q < \infty, \\ \sup_{t>0} t^{1/p} f^*(t), & \text{if } q = \infty. \end{array} \right.$$ 

For simplicity, instead of $\|f\|_{L_{p,q}^\omega(\omega)}$, we use $\|f\|_{pq}$. It is useful to remark that when $p = q$, then $L_{\omega}^{p,p}(\mathbb{R}^n)$ is just the usual weighted Lebesgue space. For more details about the weighted Lorentz space as well as its applications, we refer the interested readers to the works [21, 10, 7, 18].

Let $\vec{f} = \{f_k\}$ be a sequence of measurable functions on $\mathbb{R}^n$. We denote

$$|\vec{f}(x)|_r = \left(\sum_{k=1}^\infty |f_k(x)|^r\right)^{1/r}.$$ 

As usual, the vector-valued weighted Lorentz space $L_{p,q}^\omega(\ell^r, \mathbb{R}^n)$ is defined as the set of all sequences of measurable functions $\vec{f} = \{f_k\}$ such that

$$\|\vec{f}\|_{pq} = \|\vec{f}\|_{L_{p,q}^\omega(\ell^r, \mathbb{R}^n)} = \|\|f\|(x)\|_r\|_{pq} < \infty.$$ 

We denote by $S$ the linear space of sequences $\vec{f} = \{f_k\}$ such that each $f_k(x)$ is a simple function on $\mathbb{R}^n$ and $f_k(x) \equiv 0$ for all sufficiently large $k$. It is interesting to remark that $S$ is dense in $L_{p,q}^\omega(\ell^r, \mathbb{R}^n)$ for all $1 \leq p, q, r < \infty$, see [4] [17].

Next, we present some basic facts on the class of weight functions $A(p, q)$. Let us be either $1 < p < \infty$ and $1 \leq q \leq \infty$ or $p = q = 1$. The weight function $\omega(x)$ is in $A(p, q)$ if there exists a positive constant $C$ such that for any cube $Q$, we have

$$\|\chi_Q\|_{pq} \|\chi_Q \omega^{-1}\|_{p'q} \leq C|Q|.$$ 

Note that in the particular case $p = q$, we have $A(p, p) = A_p$, the class of Muckenhoupt weighted functions [28]. Also, it is proved in [10] that when $1 < p < \infty$ and $1 < q \leq \infty$, then $A(p, q) = A_p$. Next, we recall several important results related to the class of weight functions $A(p, q)$, which are used in the sequel.

**Lemma 2.2** (Lemma 2.7 in [10]). Let $\omega(x) \in A(p, q)$. Then, $\omega \in A(r, s)$ if either $r = p$ and $1 \leq s \leq q$ or $r > p$ and $1 \leq s \leq \infty$. 

Lemma 2.3 (Lemma 4.4 in [10]). Let $1 < p < \infty, 1 < q \leq \infty$, and $\omega \in A(p,q)$. Then, there exist two real numbers $r, s$ greater than 1 with $r < p$ and $\omega \in A(r,s)$.

Lemma 2.4 (Lemma 2.8 in [10]). The weighted function $\omega \in A(p,1)$ if and only if there exists a positive constant $C$ such that for any cube, $Q$, and subset $E \subset Q$,

$$\frac{|E|}{|Q|} \leq C \left( \frac{\omega(E)}{\omega(Q)} \right)^{1/p}.$$

Lemma 2.5 (Corollary 9.2.6 in [19]). If $1 < p < \infty$ then $A_p = \bigcup_{q \in (1,p)} A_q$.

Lemma 2.6 (Lemma 2.5 in [10]). If $1 \leq q \leq p < \infty$ and $\{E_j\}_{j \geq 1}$ is a collection of sets such that $\sum_{j \geq 1} \chi_{E_j}(x) \leq C$, then

$$\sum_{j \geq 1} \|\chi_{E_j} f\|_{L^{p,q}(\omega)}^p \leq C \|f\|_{L^{p,q}(\omega)}^p.$$

Now, let us mention the important Marcinkiewicz interpolation type result related to the Lorentz spaces with vector-valued functions. For further information, the interested readers may refer to [21, 7] for the scalar-valued case and to [18] for the case of vector-valued functions.

Theorem 2.7. Suppose $T$ is a sublinear operator satisfying

$$\|T(\tilde{f})\|_{p_0'} \leq C_i \|\tilde{f}\|_{p_i'}, \quad i = 0, 1,$$

with $p_0 < p_1, p_0' \neq p_1'$. Then there is a positive constant $C_\theta$ such that

$$\|T(\tilde{f})\|_{p_\theta} \leq C_\theta \|\tilde{f}\|_{p_\theta'},$$

with $q \leq s$, $0 < \theta < 1$, and $\left( \frac{1}{p_0}, \frac{1}{p_0'} \right) = (1-\theta) \left( \frac{1}{p_0}, \frac{1}{p_0'} \right) + \theta \left( \frac{1}{p_1}, \frac{1}{p_1'} \right)$.

From Theorem 3.11 and Theorem 3.12 in [18], we also have the Riesz-Thorin interpolation type results related to the Lorentz spaces with vector-valued functions.

Theorem 2.8. If $T$ is a linear operator from $L^{p_0,q_0}(\ell^r, \omega) + L^{p_1,q_1}(\ell^r, \omega)$ to $L^{p_0,q_0'}(\ell^r, \omega) + L^{p_1,q_1'}(\ell^r, \omega)$ and

$$\|T(\tilde{f})\|_{p_i'} \leq C_i \|\tilde{f}\|_{p_i}, \quad i = 0, 1,$$

then we have

$$\|T(\tilde{f})\|_{p_0'} \leq C_0^{1-\theta} C_1^{\theta} \|\tilde{f}\|_{p_0'},$$

where $0 < \theta < 1$, $\left( \frac{1}{p_0}, \frac{1}{p_0'}, \frac{1}{q_0}, \frac{1}{q_0'} \right) = (1-\theta) \left( \frac{1}{p_0}, \frac{1}{p_0}, \frac{1}{q_0}, \frac{1}{q_0} \right) + \theta \left( \frac{1}{p_1}, \frac{1}{p_1'}, \frac{1}{q_1}, \frac{1}{q_1} \right)$ and $q_0' = q_0$. 
Theorem 2.9. Suppose $T$ is a linear operator from $L^{p_0,1}(\ell^r, \omega) + L^{p_1,1}(\ell^r, \omega)$ to $L^{p_0,\infty}(\ell^r, \omega) + L^{p_1,\infty}(\ell^r, \omega)$ satisfying

$$
\|T(\vec{f})\|_{p_i,\infty} \leq C_i \|\vec{f}\|_{p_i,1}, \quad i = 0, 1,
$$

with $p_0 \neq p_1$. Then we have

$$
\|T(\vec{f})\|_{p_0r} \leq C_0^{1-\theta} C_1^\theta \|\vec{f}\|_{p_1r},
$$

where $0 < \theta < 1$, $1 \leq r \leq \infty$ and $\frac{1}{p_0} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}$.

Let us recall that the Hardy-Littlewood maximal function is defined by

$$
Mf(x) = \sup_Q \frac{1}{|Q|} \int_Q |f(y)| \, dy,
$$

where the supremum is taken over all cubes $Q$ of Lebesgue measure $|Q|$, centered at $x$ with sides parallel to the coordinate axis. Denote $M(\vec{f})$ by $\{Mf_k\}$ for $\vec{f} = \{f_k\}$. By the definition of Lorentz spaces and Theorem 3.1 in [1] due to Andersen and John, the following lemma, which actually extends some matters in [10] to the case of vector-valued functions, is easily given. The proof is trivial and is left to the reader.

Lemma 2.10. Let $1 < r < \infty$, $1 < q \leq p < \infty$, and $\omega \in A(p,q)$. We then have

$$
\|M (\vec{f})\|_{L^{p,q}(\ell^r, \omega)} \leq C \|\vec{f}\|_{L^{p,q}(\ell^r, \omega)};
$$

for all $\vec{f} \in L^{p,q}(\ell^r, \omega)$.

Applying Lemma 2.10 and Theorem 2.7, we have the following result.

Theorem 2.11. Let $1 < p, q, r < \infty$ and $\omega \in A(p,q)$. Then, for every $\vec{f} \in L^{p,q}(\ell^r, \omega),

$$
\|M (\vec{f})\|_{L^{p,q}(\ell^r, \omega)} \leq C \|\vec{f}\|_{L^{p,q}(\ell^r, \omega)};
$$

Proof. The proof of the theorem is not difficult, but for convenience to the reader, we briefly give here. Indeed, by Lemma 2.3, there exists a real number $p_1$ for $1 < p_1 < p$ so that $\omega \in A(p_1,q_1)$. With the notation $q_1 = \min\{p_1, q\}$, we also have $\omega \in A(p_1,q_1)$ by Lemma 2.2. Similarly, choosing $p_2 > p$, we also have $\omega \in A(p_2,q_1)$. Now, using Lemma 2.10 and Theorem 2.7 we immediately obtain the desired result.

We also extend and research the object of the work [10] to vector-valued maximal functions. It seems to be difficult to work for the class of weights which are different from the Muckenhoupt weights. Applying some results of the work [11] and several techniques of K. Andersen and R. John [11] (more precisely, due to C. Fefferman and E. M. Stein [15]), we obtain the following
result, which extends and strengthens some interesting results due to H. M. Chung et al. in \cite{10}.

**Theorem 2.12.** If $1 < p, r < \infty$ and $\|M(\vec{f})\|_{L_p^p(\ell^r, \omega)} \leq C\|\vec{f}\|_{L_p^{1}(\ell^r, \omega)}$, for all $\vec{f} \in L_p^{1}(\ell^r, \omega)$ then $\omega \in A(p, 1)$. Conversely, there are two cases as follows:

(i) Let $1 < p, r < \infty$, $\omega \in \bigcup_{q \in (1, p)} A(q, 1)$. Then, for every $\vec{f} \in L_p^{1}(\ell^r, \omega)$,

$$\|M(\vec{f})\|_{L_p^p(\ell^r, \omega)} \leq C\|\vec{f}\|_{L_p^{1}(\ell^r, \omega)}.$$

(ii) Let $1 < p < r < \infty$, $\omega \in A(p, 1)$. Then, for every $\vec{f} \in L_p^{1}(\ell^r, \omega)$,

$$\|M(\vec{f})\|_{L_p^p(\ell^r, \omega)} \leq C\|\vec{f}\|_{L_p^{1}(\ell^r, \omega)}.$$

**Proof.** In order to prove the necessary condition, it is sufficient to choose $\vec{f} = (f, 0, ..., 0, ...)$. Then, by Theorem 1 in \cite{10}, it is immediately shown that $\omega \in A(p, 1)$. Next, we will prove the sufficient conditions of the theorem.

(i) Using Lemma 2.2 and Lemma 2.5, it is clear that

$$\bigcup_{q \in (1, p)} A(q, 1) = A_p.$$

Thus, by the result of Theorem 3.1 in \cite{11} and the property of Lorentz norms, we immediately obtain

$$\|M(\vec{f})\|_{L_p^p(\ell^r, \omega)} \lesssim \|\vec{f}\|_{L_p^{1}(\ell^r, \omega)}, \text{ for all } \vec{f} \in L_p^{1}(\ell^r, \omega).$$

(ii) As usual, we can assume without loss of generality that $\vec{f} \in S$. For $\alpha > 0$, from the Calderón-Zygmund decomposition \cite{34}, there exists a sequence of disjoint such that

$$|\vec{f}(x)|_r \leq \alpha, \; x \notin \Omega = \bigcup_{j=1}^{\infty} Q_j; \quad (2.1)$$

$$\alpha \leq \frac{1}{|Q_j|} \int_{Q_j} |\vec{f}(x)|_r dx \leq 2^n \alpha, \text{ for all } j \in \mathbb{Z}^+. \quad (2.2)$$

Note that $\vec{f} = \vec{f}' + \vec{f}''$, where $\vec{f}' = \{f'_k\}; f'_k(x) = f_k(x)\chi_{\mathbb{R}^n \setminus \Omega}(x)$. Hence, it is easy to see that

$$|M(\vec{f})(x)|_r \leq |M(\vec{f}')(x)|_r + |M(\vec{f}'')(x)|_r.$$

To obtain the desired result, it is sufficient to show that

$$\omega\left(\left\{ x \in \mathbb{R}^n : |M(\vec{f}'')(x)|_r > \alpha \right\}\right) \leq C_{r, p, \alpha, \vec{f}} \|\vec{f}''\|_{L_p^{1}(\ell^r, \omega)}; \quad (2.3)$$

and

$$\omega\left(\left\{ x \in \mathbb{R}^n : |M(\vec{f}'')(x)|_r > \alpha \right\}\right) \leq C_{r, p, \alpha, \vec{f}} \|\vec{f}''\|_{L_p^{1}(\ell^r, \omega)}. \quad (2.4)$$
By assuming that \( \omega \in A(p, 1) \) and \( r > p \), and applying Lemma 2.4, we get \( \omega \in A_r \). Thus, by Theorem 3.1 in [1], we obtain

\[
\omega \left( \left\{ x \in \mathbb{R}^n : |M(\tilde{f}) (x)|_r > \alpha \right\} \right) \leq C_r \alpha^{-r} \|	ilde{f}^+\|_{L^r(\mathbb{R}, \omega)}. \tag{2.5}
\]

Hence, by (2.1), the property of Lorentz norms and the inequality \( |\tilde{f}(x)|_r \leq \alpha^{-r} |\tilde{f}(x)|^p \), we easily imply that the inequality (2.3) holds.

To estimate the inequality (2.4), we need to define \( \tilde{f} = \{ \tilde{f}_k \} \) by

\[
\tilde{f}_k(x) = \begin{cases}
\frac{1}{|Q_j|} \int_{Q_j} f_k(y) \, dy, & x \in Q_j, j = 1, 2, \ldots, \\
0, & \text{otherwise.}
\end{cases}
\]

Here, we denote that \( \Omega = \bigcup_{j=1}^{\infty} Q_j \) and \( Q_j \) is the cube with the same center as \( Q_j \) but with diameter \( (Q_j) = 2n. \text{diameter}(Q_j) \). Next, we have to estimate the following inequality

\[
\omega(\Omega) \leq C \alpha^{-p} \|	ilde{f}\|_{L^{p,1}(\mathbb{R}, \omega)}. \tag{2.6}
\]

By \( \omega \in A(p, 1) \) and using Lemma 2.4 we have

\[
\frac{|Q_j|}{|Q_j|} \leq \left( \frac{\omega(Q_j)}{\omega(Q_j)} \right)^{1/p}, \text{ for all } j \in \mathbb{Z}^+.
\]

Therefore, \( \omega(Q_j) \leq C \omega(Q_j) \), for all \( j \in \mathbb{Z}^+ \). Thus, using the inequality (2.2), Hölder’s inequality in Lorentz space and the definition of \( A(p, 1) \), we obtain

\[
\omega(\Omega) \leq C \sum_{j \geq 1} \omega(Q_j) \leq C \alpha^{-p} \sum_{j \geq 1} \omega(Q_j) \left( \frac{1}{|Q_j|} \int_{Q_j} |\tilde{f}(x)|_r \omega^{-1} \omega dx \right)^p
\]

\[
\leq C \alpha^{-p} \sum_{j \geq 1} \omega(Q_j) |Q_j|^{-p} \|\chi_{Q_j} \tilde{f}\|_{L^{p,1}(\omega)} \|\chi_{Q_j} \omega^{-1}\|_{L^{p,\infty}(\omega)}^p
\]

\[
\leq C \alpha^{-p} \sum_{j \geq 1} \|\chi_{Q_j} \tilde{f}\|_{L^{p,1}(\omega)}^p.
\]

On the other hand, since the family of cubes \( \{ Q_j \} \) are disjoint, by Lemma 2.6 it implies that

\[
\sum_{j \geq 1} \|\chi_{Q_j} \tilde{f}\|_{L^{p,1}(\omega)}^p \leq \|\tilde{f}\|_{L^{p,1}(\mathbb{R}, \omega)}^p,
\]

which completes the proof of the inequality (2.6). As a consequence, we have

\[
\omega(\Omega) \leq C \alpha^{-p} \|	ilde{f}\|_{L^{p,1}(\mathbb{R}, \omega)}^p. \tag{2.7}
\]
Now, we consider the sequence $\mathbf{f}$. We also obtain in a similar argument way to the proof of (2.5) that

$$\omega \left( \left\{ x \in \mathbb{R}^n : |M(\mathbf{f})(x)| > \alpha \right\} \right) \leq C r^{-r} \int_{\mathbb{R}^n} |\mathbf{f}(x)| r^r \omega(x) dx. \quad (2.8)$$

From the definition of $\mathbf{f}$, it is clear that $\text{supp}(|\mathbf{f}| r) \subset \Omega$, and using (2.2), we get $|\mathbf{f}(x)| r \leq 2^n \alpha$. Therefore, by (2.7) and (2.8), it follows that

$$\omega \left( \left\{ x \in \mathbb{R}^n : |M(\mathbf{f})(x)| > \alpha \right\} \right) \leq C \int_{\Omega} \omega(x) dx \leq C. \alpha^{-p} \| \mathbf{f} \|_{L^{p,1}(\ell^r, \omega)}^p. \quad (2.9)$$

It is well known that Theorem 1 in [15], we have

$$M(f'_k)(x) \leq c M(f_k)(x), \quad x \notin \overline{\Omega},$$

and by (2.6), (2.9), we thus obtain the following inequality

$$\omega \left( \left\{ x \in \mathbb{R}^n : |M(f''_k)(x)| > \alpha \right\} \right) \leq \omega(\overline{\Omega}) + \omega \left( \left\{ x \notin \overline{\Omega} : |M(f''_k)(x)| > \alpha \right\} \right) \leq C. \alpha^{-p} \| \mathbf{f} \|_{L^{p,1}(\ell^r, \omega)}^p,$$

which completes the proof for the inequality (2.4). Finally, since $S$ is dense in $L^{p,1}(\ell^r, \omega)$, the proof of the theorem is finished. $\Box$

Let $\{K_k(x)\}$ denote a sequence of singular convolution kernels satisfying the above conditions (1.8)-(1.10) with a uniform constant $A$ and a fixed function $\mu$ not dependent of $k$. We define the singular integral operator $T_k$ and maximal singular integral operator $T^*_k$, respectively, as follows

$$T_k(f)(x) = p.v. \int_{\mathbb{R}^n} K_k(y)f(x-y)dy,$$

$$T^*_k f(x) = \sup_{\varepsilon > 0} \left| \int_{|x-y| > \varepsilon} K_k(y)f(x-y)dy \right|.$$

For $\mathbf{f} = \{f_k\}$, define $T(\mathbf{f}) = \{T_k(f_k)\}$ and $T^*(\mathbf{f}) = \{T^*_k(f_k)\}$. Now, we will give the vector-valued weighted norm inequalities for $T$ and $T^*$ on the weighted Lorentz spaces, which generalise some well-known results in [1].

**Theorem 2.13.** Let $1 < p, q, r < \infty$ and $\omega \in A(p,q)$. Then, for all $\mathbf{f} \in S$, we have

$$\|T^*(\mathbf{f})\|_{L^{p,q}(\ell^r, \omega)} \leq C \| \mathbf{f} \|_{L^{p,1}(\ell^r, \omega)}.$$

**Proof.** By strong arguments in the same way as Theorem 2.11 together with using Theorem 5.2 in [1] and Theorem 2.7, we obtain the desired result. $\Box$
Theorem 2.14. Let $1 < p < r < \infty$, and $\omega \in A(p,1)$. Then, for all $\vec{f} \in S$, we have
\[ \|T^*(\vec{f})\|_{L^p,\infty(\ell^r,\omega)} \leq C\|\vec{f}\|_{L^{p,1}(\ell^r,\omega)}. \]

Proof. By Lemma 5.1 in [1], there are two constants $C,\delta > 0$ such that
\[ d|T^*(\vec{f})|_r (2\alpha) \leq C_r \gamma^\delta d|T^*(\vec{f})|_r (\alpha) + dM(|\vec{f}|_r) (\gamma\alpha), \quad (2.10) \]
for all $\alpha, \gamma > 0$. The inequality (2.10) allows us to obtain
\[ \|T^*(\vec{f})\|_{L^p,\infty(\omega)} \leq 2C_r 1/p,\gamma^\delta/p \|T^*(\vec{f})\|_{L^p,\infty(\omega)} \]
\[ + \frac{2}{\gamma} \|M(|\vec{f}|_r)\|_{L^p,\infty(\omega)} + \frac{2}{\gamma} \|M(\vec{f})\|_{L^p,\infty(\omega)}. \]

Now, choose $\gamma = \gamma_0$, dependent of $p, r$, satisfying $1 - 2C_r 1/p,\gamma_0^\delta/p \geq \frac{1}{2}$. We then get
\[ \|T^*(\vec{f})\|_{L^p,\infty(\omega)} \leq \frac{4}{\gamma_0} \|M(|\vec{f}|_r)\|_{L^p,\infty(\omega)} + \frac{4}{\gamma_0} \|M(\vec{f})\|_{L^p,\infty(\omega)}. \]
Thus, by Theorem 2.12, the proof is completed. \qed

Obviously, Theorem 2.13 and Theorem 2.14 also allow us to obtain the following useful results.

Corollary 2.15. Let $1 < p, q, r < \infty$ and $\omega \in A(p,q)$. We then get
\[ \|T(\vec{f})\|_{L^{p,q}(\ell^r,\omega)} \leq C\|\vec{f}\|_{L^{p,q}(\ell^r,\omega)}, \]
for all $\vec{f} \in S$.

Corollary 2.16. If $1 < p < r < \infty$ and $\omega \in A(p,1)$, then we have
\[ \|T(\vec{f})\|_{L^{p,\infty}(\ell^r,\omega)} \leq C\|\vec{f}\|_{L^{p,1}(\ell^r,\omega)}, \]
for all $\vec{f} \in S$.

3. Vector-valued maximal Carleson type operator
In this section, we will discuss the boundedness of vector-valued maximal Carleson type operator on the weighted Lorentz spaces. We also consider the sequence of convolution kernels $\{K_k(x)\}$ as in Section 2 above. Let us denote by $P_\lambda(x) = \sum_{2 \leq |\alpha| \leq d} \lambda_\alpha x^\alpha$ the polynomial in $\mathbb{R}^n$ of fixed degree $d$ (no linear terms) with real coefficients $\lambda = (\lambda_\alpha)_{2 \leq |\alpha| \leq d}$. The vector-valued maximal Carleson type operator is defined by
\[ T^*(\vec{f}) = \{T_k^*(f_k)\}_{k=1}^\infty, \quad (3.1) \]
with
\[ T^*_k(f_k)(x) = \sup_{\lambda} |T_{\lambda,k}(f_k)(x)| = \sup_{\lambda} \left| \int_{\mathbb{R}^n} e^{iP_{\lambda}(y)} K_k(y) f_k(x - y) dy \right|, \]  
(3.2)
where the supremum is taken over all the real coefficients \( \lambda \) of the polynomial \( P_{\lambda} \). Our main results in this paper are the following.

**Theorem 3.1.** Let \( 1 < p, q, r < \infty \) and \( \omega \in A_p \). Then, we have
\[ \| T^*(\vec{f}) \|_{L^{p,q}(\ell^r, \omega)} \leq C \| \vec{f} \|_{L^{p,q}(\ell^r, \omega)}, \]  
(3.3)
for all \( \vec{f} \in L^{p,q}(\ell^r, \omega) \).

We are also interested in the scalar-valued maximal Carleson type operators on the weighted Lorentz space \( L^{p,1}(\omega) \).

**Theorem 3.2.** Let \( 1 < p < \infty \). Suppose that \( \omega \in A(p,1) \) and there exists a constant \( \varepsilon > 0 \) satisfying \( \omega^{1+\varepsilon} \in A_p \). Then, we have
\[ \| T^*(f) \|_{L^{p,\infty}(\omega)} \leq C \| f \|_{L^{p,1}(\omega)}, \]  
(3.4)
for all \( f \in L^{p,1}(\omega) \).

The idea for the proof of Theorem 3.1 and Theorem 3.2 mainly follows the arguments of Stein and Wainger in [36] (see also in [12]), namely, it is based on the Kolmogorov-Seliverstov stopping-time argument as well as some van der Corput estimates for oscillatory integrals. However, the class of singular convolution kernels considered in this section is relatively general and somewhat different from the kernels studied in [36], [12]. We also remark that the Stein-Weiss theorem on \( L^p \) interpolation with change of measure can not be extended to the Lorentz spaces, see in [16]. Thus, we need to give some new techniques for our arguments.

Before proving Theorem 3.1 and Theorem 3.2 for the sake of the reader, we want to recall some well-known results due to Stein and Wainger in [36], and due to Stein and Weiss in [33].

**Lemma 3.3** (Proposition 2.1 and Proposition 2.2 in [36]). Suppose that \( \varphi \) is a \( C^1 \) function defined in the unit ball \( U = \{ x \in \mathbb{R}^n : |x| \leq 1 \} \). Let \( P(x) = \sum_{1 \leq \alpha \leq d} \lambda_{\alpha} x^\alpha \), and let \( V \) be any convex subset of \( U \). Then, the following statements are true.

(i) There exists a positive constant \( C \) independent of \( P, \varphi, V \) such that
\[ \int_{V} e^{iP(x)\varphi(x)} dx \leq C |\lambda|^{-1/d} \sup_{x \in U} (|\varphi(x)| + |\nabla \varphi(x)|). \]

(ii) There exists a positive constant \( C \) independent of \( P \) such that
\[ |\{ x \in U : |P(x)| \leq \varepsilon \}| \leq C \varepsilon^{1/d} |\lambda|^{-1/d}, \]  
for all \( \varepsilon > 0 \).
Let us denote \( B_{33/16} = \{ x \in \mathbb{R}^n : |x| \leq 33/16 \} \). For any subset \( E \) of \( B_{33/16} \), we write \( (\chi_E)_a(x) = a^{-n} \chi_E(x/a) \). Given a positive real number \( \varepsilon \), the maximal function \( M_\varepsilon \) is defined as follows

\[
M_\varepsilon(f)(x) = \sup_{|E| \leq \varepsilon, a > 0} |f| * (\chi_E)_a(x),
\]

where the supremum is taken over all subsets \( E \) of \( B_{33/16} \) of measure less than \( \varepsilon \) and all \( a > 0 \).

**Lemma 3.4** (Proposition 3.1 in [36]). There exists a positive constant \( C \) independent of \( \varepsilon \) such that for all \( f \in L^2(\mathbb{R}^n) \),

\[
\| M_\varepsilon(f) \|_{L^2} \leq c \varepsilon^{1/2} \| f \|_{L^2}.
\]

Next, let us recall the Stein-Weiss interpolation theorem with change of measure.

**Theorem 3.5** (Theorem 2.11 in [33]). Let \( 1 < p_0, p_1 < \infty \) and \( u_0, v_0, u_1, v_1 \) be weighted functions. Suppose that the sublinear operator \( T \) satisfies \( \| T(f) \|_{L^{p_i}(u_i)} \leq C_i \| f \|_{L^{p_i}(v_i)} \), for \( i = 0, 1 \). Then, there exists a constant \( C \in (0, C_0^{-1} C_1^{1-\theta}) \) such that

\[
\| T(f) \|_{L^{p_0}(u_0)} \leq C \| f \|_{L^{p_0}(v_0)},
\]

where \( 1/p_0 = \theta/p_0 + (1-\theta)/p_1 \), \( u_\theta = u_0^{(p_0/p_0)\theta} u_1^{(p_0/p_1)(1-\theta)} \), \( v_\theta = v_0^{(p_0/p_0)\theta} v_1^{(p_0/p_1)(1-\theta)} \), for any \( 0 < \theta < 1 \).

As a consequence of Theorem 3.5, we also have the analogous result for the vector-valued case as follows.

**Corollary 3.6.** Let \( 1 < p_0, p_1, r_0, r_1 < \infty \) and \( u_0, v_0, u_1, v_1 \) be weighted functions. Suppose that \( T \) is a sublinear operator satisfying

\[
\| T(\vec{f}) \|_{L^{p_i}(\ell^{r_i}, u_i)} \leq C_i \| \vec{f} \|_{L^{p_i}(\ell^{r_i}, v_i)}, \quad i = 0, 1.
\]

Then, we have

\[
\| T(\vec{f}) \|_{L^{p_0}(\ell^{r_0}, u_0)} \leq C_0^{1-\theta} C_1^\theta \| \vec{f} \|_{L^{p_0}(\ell^{r_0}, v_0)},
\]

where \( 1/p_0 = \theta/p_0 + (1-\theta)/p_1 \), \( u_\theta = u_0^{(p_0/p_0)\theta} u_1^{(p_0/p_1)(1-\theta)} \), \( v_\theta = v_0^{(p_0/p_0)\theta} v_1^{(p_0/p_1)(1-\theta)} \), for any \( 0 < \theta < 1 \).

Now, we are in a position to give the proof of our main result. Firstly, we will solve Theorem 3.1 for the case \( p = q \).

**Theorem 3.7.** Let \( 1 < p, r < \infty \) and \( \omega \in A_p \). Then, we have

\[
\| T^*(\vec{f}) \|_{L^p(\ell^r, \omega)} \leq C \| \vec{f} \|_{L^p(\ell^r, \omega)},
\]

for all \( \vec{f} \in L^p(\ell^r, \omega) \).
The proof of Theorem 3.7. We can assume without loss of generality that \( \tilde{f} \in S \). Next, it is a simple matter to see that

\[
T^*_k(f_k)(x) = \sup_\lambda |T_{\lambda,k}(f_k)(x)| \leq \sup_{\lambda \neq 0} |T_{\lambda,k}(f_k)(x)| + |T_k(f_k)(x)|. \tag{3.6}
\]

For a simple function \( f_k \) and \( x \in \mathbb{R}^n \), there exists a sequence of measurable stopping-time functions \( \lambda(x, k) = \{\lambda_\alpha(x, k)\} \) satisfying

\[
|T_{\lambda(x, k),k}(f_k)(x)| \geq \frac{1}{2} \sup_{\lambda \neq 0} |T_{\lambda,k}(f_k)(x)|. \tag{3.7}
\]

For convenience, we set

\[
T_{\lambda}(\tilde{f})(x) = \{T_{\lambda(x, k),k}(f_k)(x)\}_{k=1}^\infty.
\]

From (3.6), (3.7) and Corollary 2.15 in order to prove the theorem, it is sufficient to show that there is a positive constant \( C \), not dependent on \( \lambda(x, k) \), such that

\[
\|T_{\lambda}(\tilde{f})\|_{L^p(\mathbb{R}^n, \omega)} \leq C\|\tilde{f}\|_{L^p(\mathbb{R}^n, \omega)}, \tag{3.8}
\]

In what follows, we follow some notations used in [12, 36]. As usual, we choose a nonnegative bump function \( \psi \in C_0^\infty(\mathbb{R}^n) \) such that \( \text{supp}(\psi) \subseteq \{y \in \mathbb{R}^n : 1/4 < |y| \leq 1\} \) and \( \sum_{j=-\infty}^{\infty} \psi_j(y) = 1 \), for all \( y \neq 0 \), where \( \psi_j(y) = \psi(2^{-j}y) \). We write \( N(\lambda) = \sum_{2 \leq |\alpha| \leq d} |\lambda_\alpha| \frac{1}{|\alpha|!} \) and \( \psi_{j,\lambda}(y) = \psi_j(N(\lambda)y) \). Then, the kernels \( K_k \) are decomposed as follows

\[
K_k(y) = \sum_{j=-\infty}^{0} \psi_{j,\lambda}(y)K_k(y) + \sum_{j=1}^{\infty} \psi_{j,\lambda}(y)K_k(y) \tag{3.9}
\]

\[
= K_{0,k}(y) + \sum_{j=1}^{\infty} K_{j,k}(y).
\]

Denote

\[
T_{\lambda(x, k),k}^0(f_k)(x) = \int_{\mathbb{R}^n} e^{iP_{\lambda(x, k)}(y)} K_{0,k}(y) f_k(x-y)dy,
\]

\[
T_{\lambda(x, k),k}^j(f_k)(x) = \int_{\mathbb{R}^n} e^{iP_{\lambda(x, k)}(y)} K_{j,k}(y) f_k(x-y)dy,
\]

\[
T_{\lambda}(\tilde{f})(x) = \{T_{\lambda(x, k),k}^0(f_k)(x)\}_{k=1}^\infty,
\]

\[
T_{\lambda}(\tilde{f})(x) = \{T_{\lambda(x, k),k}^j(f_k)(x)\}_{k=1}^\infty.
\]

By (3.9), we have

\[
\|T_{\lambda}(\tilde{f})\|_{L^p(\mathbb{R}^n, \omega)} \leq \|T_{\lambda}^0(\tilde{f})\|_{L^p(\mathbb{R}^n, \omega)} + \sum_{j=1}^{\infty} \|T_{\lambda}^j(\tilde{f})\|_{L^p(\mathbb{R}^n, \omega)}.
\]
Here, we write $a \lesssim b$ to mean that there is a positive constant $C$, independent of the main parameters, such that $a \leq Cb$. The next arguments are divided into the following several steps.

- **Step 1:** The estimate of $T^0_{\lambda(\cdot)}$.
  
  By a similar argument as in [12], we have
  
  \[ |T^0_{\lambda(x,k)}(f_k)(x)| \leq \left| \int_{|y| \leq \frac{1}{N(\lambda(x,k))}} e^{iP_{\lambda(x,k)}(y)} K_k(y) f_k(x-y) dy \right| + \left| \int_{\frac{1}{N(\lambda(x,k))} \leq |y| \leq N(\lambda(x,k))} |K_k(y)| |f_k(x-y)| dy \right| := I_1 + I_2. \]

  From condition (1.8) of the kernels $K_k$, it is not difficult to show that
  
  \[ I_1 \lesssim M(f_k)(x) + |T_k(f_k)(x)| + T^*_k(f_k)(x), \]
  
  and
  
  \[ I_2 \lesssim M(f_k)(x). \]

  Applying the boundedness of the vector-valued maximal functions and maximal singular integrals on the weighted Lorentz spaces in Section 2, there is a positive constant $C$ independent of $\lambda(\cdot)$ such that
  
  \[ \|T^0_{\lambda(\cdot)}(\tilde{f})\|_{L^p(\ell^r,\omega)} \leq C\|\tilde{f}\|_{L^p(\ell^r,\omega)}, \] (3.11)

  holds under the given conditions of Theorem 3.7.

- **Step 2:** The estimate of $T^j_{\lambda(\cdot)}$.
  
  We take another nonnegative bump function $\phi \in C_0^\infty(\mathbb{R}^n)$ such that $\|\phi\|_{L^1} = 1$ and $\text{supp}(\phi) \subseteq \{ y \in \mathbb{R}^n : |y| \leq 2^{-5} \}$. Let us denote $\phi_a(x) = a^{-n} \phi(x/a)$, for all $a > 0$. For some $\sigma > 0$ small enough, which will be taken later, we let $a_1 = \frac{2^{1-\sigma}}{N(\lambda(x,k))}$, and define
  
  \[ L_{j,\lambda(x,k)}(y) = K_{j,k} * \phi_{a_1}(y), \]
  
  and
  
  \[ R_{j,\lambda(x,k)}(y) = K_{j,k}(y) - L_{j,\lambda(x,k)}(y). \]

  From the definition of $L_{j,\lambda(x,k)}$, we have $L_{j,\lambda(x,k)} \in C_0^\infty(\mathbb{R}^n)$. We now estimate the support of the function $L_{j,\lambda(x,k)}$. Notice first that
  
  \[ \text{supp} \left( L_{j,\lambda(x,k)} \right) \subset \text{supp} \left( \phi_{a_1} \right) + \text{supp} \left( K_{j,k} \right). \]
By a trivial calculation, we have

Step 2.1:  

\[ \text{From the decomposition of kernels } K_j \]

We have

\[ \|u + v\| \leq \|u\| + \|v\| \leq \frac{2^j(1 + 2^{-5})}{N(\lambda(x, k))}, \]

and

\[ \|u + v\| \geq \|v\| - \|u\| \geq \frac{2^{j-5}(2^3 - 1)}{N(\lambda(x, k))}. \]

From the above estimates, we can obtain the following interesting inequality, which is actually better than one given in [12],

\[ \text{supp } (L_{j, \lambda(x, k)}) \subset \left\{ y \in \mathbb{R}^n : \frac{7.2^j}{32N(\lambda(x, k))} \leq |y| \leq \frac{33.2^j}{32N(\lambda(x, k))} \right\}. \]

Hence, we get

\[ \text{supp } (R_{j, \lambda(x, k)}) \subset \left\{ y \in \mathbb{R}^n : \frac{7.2^j}{32N(\lambda(x, k))} \leq |y| \leq \frac{33.2^j}{32N(\lambda(x, k))} \right\}. \]

We also define two useful vector-valued operators \( \mathcal{T}^j_{\lambda(x)} \) and \( \mathcal{R}^j_{\lambda(x)} \) as follows

\[ \mathcal{T}^j_{\lambda(x)}(\vec{f})(x) = \{ \mathcal{T}^j_{\lambda(x,k)}(f_k)(x) \}_{k=1}^{\infty} \text{ and } \mathcal{R}^j_{\lambda(x)}(\vec{f})(x) = \{ \mathcal{R}^j_{\lambda(x,k)}(f_k)(x) \}_{k=1}^{\infty}, \]

where

\[ \mathcal{T}^j_{\lambda(x,k)}(f_k)(x) = \int_{\mathbb{R}^n} e^{iP_{\lambda(x,k)}(y)}L_{j,\lambda(x,k)}(y)f_k(x - y)dy, \]

\[ \mathcal{R}^j_{\lambda(x,k)}(f_k)(x) = \int_{\mathbb{R}^n} e^{iP_{\lambda(x,k)}(y)}R_{j,\lambda(x,k)}(y)f_k(x - y)dy. \]

From the decomposition of kernels \( K_{j,k} \), it follows that

\[ \left| \mathcal{T}^j_{\lambda(x)}(\vec{f})(x) \right|_r \lesssim \left| \mathcal{R}^j_{\lambda(x)}(\vec{f})(x) \right|_r + \left| \mathcal{T}^j_{\lambda(x)}(\vec{f})(x) \right|_r. \quad (3.12) \]

• Step 2.1: The estimate of \( \mathcal{R}^j_{\lambda(x)} \).

By a trivial calculation, we have

\[ |R_{j,\lambda(x,k)}(y)| \leq \int_{\mathbb{R}^n} |K_k(y)||\psi_{j,\lambda}(y) - \psi_{j,\lambda}(y - z)||\phi_{a_1}(z)|dz \]

\[ + \int_{\mathbb{R}^n} |\psi_{j,\lambda}(y - z)||K_k(y) - K_k(y - z)||\phi_{a_1}(z)|dz \]

\[ = J_1 + J_2. \]
Using the mean value theorem and the property of kernel (1.8), we obtain that
\[ J_1 \leq \frac{A \|\nabla \psi\|_{L^\infty}}{|y|^n} \left( 2^{-j} N(\lambda(x,k)) \right) \int_{\mathbb{R}^n} |z| |\phi_{a_1}(z)| \, dz \]
\[ \leq A.2^{-5(n+1)} |B_n| \|\nabla \psi\|_{L^\infty}.\|\phi\|_{L^\infty}.2^{-j\sigma} \frac{1}{|y|^n} \]
\[ \lesssim 2^{-sj} \frac{1}{|y|^n} \]
where \(|B_n|\) denotes the Lebesgue measure of the unit ball in \(\mathbb{R}^n\).
Next, we observe that \(\text{supp}(\phi_{a_1}) \subseteq \{y \in \mathbb{R}^n : |y| \leq 2^{-5}a_1\}\). Therefore, we have the control
\[ J_2 \lesssim (a_1)^{-n} \int_{|z| \leq 2^{-5}a_1} |K_k(y) - K_k(y - z)| \, dz. \]
Take \(y \in \text{supp}(R_{j,\lambda(x,k)})\). For \(|z| \leq 2^{-5}a_1\), it can easily show that \(|y| > 2|z|\).
Then, following the property of kernel (1.8), we have
\[ |K_k(y) - K_k(y - z)| \leq \mu(|z|/|y|)|y|^{-n}. \]
Hence,
\[ J_2 \lesssim (a_1)^{-n} \frac{1}{|y|^n} \int_{|z| \leq 2^{-5}a_1} \mu(|z|/|y|) \, dz. \]
Since \(|z|/|y| \leq 2^{-j\sigma-2}\) and \(\mu(t)\) is non-decreasing, we obtain \(J_2 \lesssim \mu(2^{-j\sigma-2}) \frac{1}{|y|^n}\). Therefore,
\[ |R_{j,\lambda(x,k)}(y)| \lesssim \left( 2^{-j\sigma} + \mu(2^{-j\sigma-2}) \right) \frac{1}{|y|^n}. \]
By defining of the operator \(\mathcal{R}_{\lambda(x,k)}^j(f_k)\), we can show that
\[ \|\mathcal{R}_{\lambda(x,k)}^j(f_k)(x)\| \leq \int_{|2^{-j\sigma/2} \leq |y| \leq 2^{-j\sigma/2}} |R_{j,\lambda(x,k)}(y)| \cdot |f_k(x - y)| \, dy \]
\[ \lesssim \left( 2^{-j\sigma} + \mu(2^{-j\sigma-2}) \right) \int_{|2^{-j\sigma/2} \leq |y| \leq 2^{-j\sigma/2}} \frac{|f_k(x - y)|}{|y|^n} \, dy \]
\[ \lesssim \left( 2^{-j\sigma} + \mu(2^{-j\sigma-2}) \right) M(f_k)(x). \quad (3.13) \]
From [3,13] and Theorem 2.11 together with assuming \(\omega \in A_p\), we obtain that
\[ \|\mathcal{R}_{\lambda(x)}^j(\vec{f})\|_{L^p(\ell^r,\omega)} \lesssim \left( 2^{-j\sigma} + \mu(2^{-j\sigma-2}) \right) \|\vec{f}\|_{L^p(\ell^r,\omega)}. \quad (3.14) \]

**Step 2.2:** The estimate of \(\mathcal{S}_{\lambda(x)}^j\).
Although there is not the assumption of the homogeneous kernel as in [12], we may also give the boundedness of $L_{j,\lambda(x,k)}(y)$ here, that is,
\[
\left| L_{j,\lambda(x,k)}(y) \right| \leq A 2^{j\sigma_n} \left[ 2^{-j} N(\lambda(x,k)) \right]^n \rho_j(2^{-j} N(\lambda(x,k))) y \leq 2^{j\sigma_n} \left[ 2^{-j} N(\lambda(x,k)) \right]^n , \tag{3.15}
\]
where $\rho_j(y) = \int_{\mathbb{R}^n} \frac{|\psi(y-u)|}{|y-u|^n} |\phi(2^{j\sigma} u)| du$. Indeed, we have
\[
L_{j,\lambda(x,k)} \left( \frac{2^j y}{N(\lambda(x,k))} \right) = \int_{\mathbb{R}^n} \psi \left( \frac{2^j y}{N(\lambda(x,k))} - z \right) \phi \left( \frac{z}{a_1} \right) dz
\]
\[
= a_1^{-n} \int_{\mathbb{R}^n} \psi \left( 2^{-j} N(\lambda(x,k)) \left( \frac{2^j y}{N(\lambda(x,k))} - z \right) \right) K_k \left( \frac{2^j y}{N(\lambda(x,k))} - z \right) \phi \left( \frac{z}{a_1} \right) dz
\]
\[
= a_1^{-n} \int_{\mathbb{R}^n} \psi \left( y - 2^{-j} N(\lambda(x,k)) z \right) K_k \left( \frac{2^j y}{N(\lambda(x,k))} \right) \phi \left( \frac{z}{a_1} \right) dz.
\]
Set $u = 2^{-j} N(\lambda(x,k)) z$. It follows that $z/a_1 = 2^{j\sigma} u$. Therefore,
\[
\left| L_{j,\lambda(x,k)} \left( \frac{2^j y}{N(\lambda(x,k))} \right) \right|
\leq a_1^{-n} [2^j N(\lambda(x,k))]^n \int_{\mathbb{R}^n} \left| \psi(y-u) K_k \left( \frac{2^j y}{N(\lambda(x,k))} \right) \phi(2^{j\sigma} u) \right| du
\leq a_1^{-n} [2^j N(\lambda(x,k))]^n \frac{A}{[2^j N(\lambda(x,k))]^n} \int_{\mathbb{R}^n} \left| \frac{\psi(y-u)}{|y-u|^n} \right| \phi(2^{j\sigma} u) |du
\leq A 2^{j\sigma_n} \left[ 2^{-j} N(\lambda(x,k)) \right]^n \int_{\mathbb{R}^n} \left| \frac{\psi(y-u)}{|y-u|^n} \right| \phi(2^{j\sigma} u) |du. \tag{3.16}
\]
From the inequality (3.16), to prove the inequality (3.15), it is sufficient to show that $\rho_j(2^{-j} N(\lambda(x,k)))$ is upper bounded. But, this is not difficult, and its proof is left to the reader. We also have the following estimates
\[
\left| \Sigma^j_{\lambda(x,k)}(f_k)(x) \right| \leq \int_{\mathbb{R}^n} \left| L_{j,\lambda(x,k)}(y) \right| |f_k(x-y)| dy
\leq C 2^{j\sigma_n} \left[ 2^{-j} N(\lambda(x,k)) \right]^n \int_{\mathbb{R}^n} |f_k(x-y)| dy
\leq C 2^{j\sigma_n} M(f_k)(x).
\]
Consequently, we obtain that

\[ |\mathfrak{T}_j^L(\tilde{f})(x)|_r \lesssim 2^{j\sigma}|M(\tilde{f})(x)|_r. \]  

(3.17)

- **Step 2.2.1:** The estimate of \( \kappa_{j,r,k}(x,z) \) (see (3.18) below).

For \( j \in \mathbb{N} \), we denote \( A_{j,\lambda} \circ \lambda = \left( \frac{2^j}{N(\lambda)} \right)^{|\alpha|} \lambda_\alpha \right)_{2 \leq |\alpha| \leq d} \). For \( k \in \mathbb{N}, r > 0 \), we set

\( U_{j,r,k} = \{ x \in \mathbb{R}^n : r \leq |A_{j,\lambda(x,k)} \circ \lambda(x,k)| < 2r \} \),

and

\[ \Phi^\lambda(y) = e^{iP_\lambda(y)}L_{j,\lambda}(y). \]

For simplicity of notation, we denote \( \check{\Phi}^\lambda(y) = \bar{\Phi}(y) = e^{-iP_\lambda(-y)\overline{L_{j,\lambda}}(-y)} \). Thus, the operator \( \mathfrak{T}^{j,r,k} \) defined by \( \mathfrak{T}^{j,r,k}(f)(x) = \mathfrak{T}_j^{\lambda(x,k)}(f)(x)\chi_{U_{j,r,k}}(x) \) is of the form as follows

\[ \mathfrak{T}^{j,r,k}(f)(x) = \left( \int_{\mathbb{R}^n} \Phi^{\lambda(x,k)}(y)f(x-y)dy \right) \chi_{U_{j,r,k}}(x). \]

We quite look for the adjoint operator of \( \mathfrak{T}^{j,r,k} \), denoted by \( (\mathfrak{T}^{j,r,k})^* \), satisfying

\[ (\mathfrak{T}^{j,r,k})(\mathfrak{T}^{j,r,k})^*(f)(x) = \int_{\mathbb{R}^n} \kappa_{j,r,k}(x,z)f(z)dz, \]

where

\[ \kappa_{j,r,k}(x,z) = \Phi^{\lambda(x,k)} \ast \check{\Phi}^{\lambda(z,k)}(x-z)\cdot \chi_{U_{j,r,k}}(x)\cdot \chi_{U_{j,r,k}}(z). \]  

(3.18)

We choose \( x, z \in U_{j,r,k} \) and take \( h = \frac{N(\lambda(z,k))}{N(\lambda(x,k))} \). Below we will give the estimate of \( \kappa_{j,r,k}(x,z) \) by considering the following two cases.

- **Case 1:** Assume that \( h \leq 1 \). For \( P_{\lambda(x,k)}(y) = P_{A_{j,\lambda(x,k)} \circ \lambda(x,k)}(2^{-j}N(\lambda(x,k))y) \), we have

\[ \Phi^{\lambda(x,k)} \ast \check{\Phi}^{\lambda(z,k)}(2^ju/N(\lambda(z,k))) = (2^{-j}N(\lambda(z,k)))^n \times \]

\[ \int_{\mathbb{R}^n} e^{iP_{A_{j,\lambda(x,k)} \circ \lambda(x,k)}(y) - iP_{A_{j,\lambda(z,k)} \circ \lambda(z,k)}(u+hy)} L_{j,\lambda(x,k)}(y) \overline{L}_{j,\lambda(z,k)}(-u + hy)dy, \]

where \( L_{j,\lambda(z,k)}(y) = (2^{-j}N(\lambda(\cdot,k)))^{-n}L_{j,\lambda(\cdot,k)}(2^{-j}y/N(\lambda(\cdot,k))) \). By the information of \( L_{j,\lambda} \), we get

\[ \overline{L}_{j,\lambda(\cdot,k)} \in C_0^\infty(\mathbb{R}^n) \quad \text{and} \quad \text{supp}(\overline{L}_{j,\lambda(\cdot,k)}) \subseteq \left\{ \frac{7}{32} \leq |y| \leq \frac{33}{32} \right\}. \]
We only need to give $|u| \leq \frac{32\pi}{3}$ and define
\[ G(y) = \tilde{L}_{j,\lambda(x,k)}(y)\tilde{L}_{j,\lambda(z,k)}(-u + hy), \text{ for all } y \in \mathbb{R}^n. \]

Therefore, we have $G \in C_0^\infty(\mathbb{R}^n)$ and estimate as follows
\[ |\nabla G(y)| + |G(y)| \lesssim 2^{j\sigma + j\sigma} + 2^{2j\sigma}, \text{ for all } y \in \mathbb{R}^n. \quad (3.19) \]

Indeed, from (3.15), we get $|\tilde{L}_{j,\lambda(x,k)}(y)| \lesssim 2^{j\sigma}$ and $|\tilde{L}_{j,\lambda(z,k)}(-u + hy)| \lesssim 2^{j\sigma}$. Thus, we obtain
\[ |G(y)| \lesssim 2^{j\sigma}, \text{ for all } y \in \mathbb{R}^n. \quad (3.20) \]

By a trivial calculation, we have
\[ G_{y_1}(y) = (\tilde{L}_{j,\lambda(x,k)})_{y_1}(y)\tilde{L}_{j,\lambda(z,k)}(-u + hy) \]
\[ + \tilde{L}_{j,\lambda(x,k)}(y)(\tilde{L}_{j,\lambda(z,k)})_{t_1}(-u + hy)h. \quad (3.21) \]

Next, we get
\[ (\tilde{L}_{j,\lambda(x,k)})_{y_1}(y) = a_1^{-1}(2^{-jN}(\lambda(x,k)))^{-n-1}(K_{j,k} \ast (\phi_{t_1})_{a_1})(2^jy/N(\lambda(x,k))). \]

By a similar manner way to the proof of the inequality (3.15), we have
\[ |(K_{j,k} \ast (\phi_{t_1})_{a_1})(y)| \lesssim 2^{j\sigma}[2^{-jN}(\lambda(x,k))]^n, \text{ for all } y \in \mathbb{R}^n. \]

Therefore
\[ |(\tilde{L}_{j,\lambda(x,k)})_{y_1}(y)| \lesssim 2^{j\sigma + j\sigma}, \text{ for all } y \in \mathbb{R}^n. \quad (3.22) \]

Thus, we also have
\[ |(\tilde{L}_{j,\lambda(z,k)})_{t_1}(-u + hy)| \lesssim 2^{j\sigma + j\sigma}, \text{ for all } y \in \mathbb{R}^n. \quad (3.23) \]

Hence, by (3.21), (3.22) and (3.23), we obtain that
\[ |G_{y_1}(y)| \lesssim 2^{j\sigma + j\sigma}, \text{ for all } y \in \mathbb{R}^n, i = 1, 2, \ldots, n. \quad (3.24) \]

From (3.20) and (3.24), the proof of (3.19) is completed.

**Case 1.1**: $0 < h \leq h_0 < 1$, here $h_0$ is small positive number to be determined. We have
\begin{align*}
P_{A_{j,\lambda(x,k)} \circ \lambda(z,k)}(y) &- P_{A_{j,\lambda(x,k)} \circ \lambda(z,k)}(-u + hy) \\
&= \sum_{2 \leq |\alpha| \leq d} \left\{ (A_{j,\lambda(x,k)} \circ \lambda(x,k))_{\alpha} + O(h |A_{j,\lambda(z,k)} \circ \lambda(z,k)|) \right\} y^\alpha \\
&- h \sum_{i=1}^{n} P_{A_{j,\lambda(z,k)} \circ \lambda(z,k)}^{(i)}(u) y_i - P_{A_{j,\lambda(z,k)} \circ \lambda(z,k)}(-u) \\
&= Q_1(y) + Q_2(y) - P_{A_{j,\lambda(x,k)} \circ \lambda(z,k)}(-u).
\end{align*}
We observe that $Q_2$ is terms of degree 1 in $y$ in the phase $P_{A_j, \lambda(z,k)}(y) - P_{A_j, \lambda(z,k)}(-u + hy)$, with
$$
P^{(l)}_{A_j, \lambda(z,k)}(u) = \sum_{2 \leq |\alpha| \leq d} \alpha_i (A_j, \lambda(z,k) \circ \lambda(z,k))_\alpha u^\alpha - e_i.
$$
Hence, we have
$$
\left| \Phi^{(x,k)} * \Phi^{(z,k)} \left( 2^j u / N(\lambda(z,k)) \right) \right| = \left( 2^{-j} N(\lambda(z,k)) \right)^n \left( e^{i(Q_1(y) + Q_2(y))} G(y) dy \right). ~ (3.25)
$$
By the part (i) of Lemma 3.3, there exists a positive constant $C > 0$ independent of $Q_1, Q_2, G$ such that
$$
\left| \int_{|y| \leq \frac{h}{32}} e^{i(Q_1(y) + Q_2(y))} G(y) dy \right| \leq C \lambda^{-1/d} \sup_{y \in \{t \in \mathbb{R}^n : |t| \leq \frac{h}{4} \}} \left( |G(y)| + |\nabla G(y)| \right),
$$
where let $|\lambda| = \sum_{1 \leq |\alpha| \leq d} |\lambda_\alpha|$, with real coefficients $\lambda_\alpha$ of the polynomial function $Q_1(y) + Q_2(y)$. Using a similar argument as in [33], we also have $h_0 \in (0, 1)$ to $r \lesssim |\lambda|$. Thus, by (3.19), it implies that
$$
\left| \Phi^{(x,k)} * \Phi^{(z,k)} \left( 2^j u / N(\lambda(z,k)) \right) \right| \lesssim \left( 2^{-j} N(\lambda(z,k)) \right)^n r^{-1/d} 2^{j n_\sigma + j^*} \chi_{B_{33/16}}(u). ~ (3.26)
$$
\> Case 1.2: $h_0 < h \leq 1$. From (3.25), we get
$$
\left| \Phi^{(x,k)} * \Phi^{(z,k)} \left( 2^j u / N(\lambda(z,k)) \right) \right| \lesssim \left( 2^{-j} N(\lambda(z,k)) \right)^n \sup_{y \in \{t \in \mathbb{R}^n : |t| \leq \frac{h}{4} \}} |G(y)|.
$$
Hence, by (3.19), we obtain that
$$
\left| \Phi^{(x,k)} * \Phi^{(z,k)} \left( 2^j u / N(\lambda(z,k)) \right) \right| \lesssim \left( 2^{-j} N(\lambda(z,k)) \right)^n 2^{j n_\sigma + j^*}. ~ (3.27)
$$
For $\rho > 0$, denote
$$
E_{\lambda(z,k)}^j = \left\{ u \in B_{32/16} : \sum_{l=1}^n \left| P^{(l)}_{A_j, \lambda(z,k)}(u) \right| \leq \rho \right\}.
$$
Thus, it is not difficult to show that
$$
\left| \Phi^{(x,k)} * \Phi^{(z,k)} \left( 2^j u / N(\lambda(z,k)) \right) \right| \lesssim \left( 2^{-j} N(\lambda(z,k)) \right)^n \rho^{-1/d} 2^{j n_\sigma + j^*} \chi_{B_{33/16} \setminus E_{\lambda(z,k)}^j}(u). ~ (3.28)
$$
We also denote $\widetilde{E}_{\lambda(z,k)}^j = \{ u \in B_{32/16} : \left| \sum_{l=1}^n P_{A_j^{-1}(\lambda \circ \lambda(z,k))}^l (u) \right| \leq \rho \}$. We know that $\sum_{l=1}^n P_{A_j^{-1}(\lambda \circ \lambda(z,k))}^l (u) = \sum_{l=1}^n \sum_{2 \leq |\alpha| \leq d} \alpha_l (A_j^{-1}(\lambda \circ \lambda(z,k)))^l \alpha^{-\epsilon_l}$ is a polynomial in $\mathbb{R}^n$ of degree $\leq d$. Thus, by the part (ii) of Lemma 3.3 there exists a positive constant $C$ such that

$$|\widetilde{E}_{\lambda(z,k)}^j| \leq C \rho^{1/d} \left( \sum_{l=1}^n \sum_{2 \leq |\alpha| \leq d} \alpha_l (A_j^{-1}(\lambda \circ \lambda(z,k)))^l \right)^{-1/d},$$

for all $\rho > 0$. It is clear that $\sum_{l=1}^n \sum_{2 \leq |\alpha| \leq d} \alpha_l (A_j^{-1}(\lambda \circ \lambda(z,k)))^l \geq r$. Therefore, by choosing $\delta = \frac{1}{6d}$ and $\rho = (\tau)^{-d} r^{1/3}$, with $\tau$ being appropriately small, we estimate $|\widetilde{E}_{\lambda(z,k)}^j| \leq r^{-d}$. Since $E_{\lambda(z,k)}^j \subset \widetilde{E}_{\lambda(z,k)}^j$, we imply $|E_{\lambda(z,k)}^j| \leq r^{-4d}$.

From (3.26), (3.27) and (3.28), with any positive number $r$, we conclude that

$$|\Phi_{\lambda(z,k)} \ast \Phi_{\lambda(z,k)} (2j u/N(\lambda(z,k)))| \lesssim (2^{-j} N(\lambda(z,k)))^{n2j/\sigma+j} \times \left( r^{-d} \chi_{B_{33/16}} (u) + r^{-2d} \chi_{B_{33/16}} (u) + \chi_{E_{\lambda(z,k)}^j} (u) \right),$$

(3.29)

Case 2: If $h > 1$ and any positive number $r$, by a similar argument as above, we can also prove that

$$|\Phi_{\lambda(x,k)} \ast \Phi_{\lambda(x,k)} (2j u/N(\lambda(x,k)))| \lesssim (2^{-j} N(\lambda(x,k)))^{n2j/\sigma+j} \times \left( r^{-d} \chi_{B_{33/16}} (u) + r^{-2d} \chi_{B_{33/16}} (u) + \chi_{E_{\lambda(x,k)}^j} (u) \right),$$

(3.30)

Since the results in (3.29) and (3.30), for all $r > 0$, we conclude that

$$|\kappa_{j,r,k}(x,z)| \lesssim (2^{-j} N(\lambda(z,k)))^{n2j/\sigma+j} \times \left( r^{-d} \chi_{B_{33/16}} (2^{-j} N(\lambda(z,k)).(x-z)) + r^{-2d} \chi_{B_{33/16}} (2^{-j} N(\lambda(z,k)).(x-z)) \right) \chi_{E_{\lambda(z,k)}^j} (2^{-j} N(\lambda(z,k)).(x-z))$$

(3.31)

$$+ (2^{-j} N(\lambda(x,k)))^{n2j/\sigma+j} \times \left( r^{-d} \chi_{B_{33/16}} (2^{-j} N(\lambda(x,k)).(z-x)) + r^{-2d} \chi_{B_{33/16}} (2^{-j} N(\lambda(x,k)).(z-x)) \right) \chi_{E_{\lambda(x,k)}^j} (2^{-j} N(\lambda(x,k)).(z-x)) \right).$$

Here, we condition that $0 < r \leq |A_j \circ \lambda(z,k)|, |A_j \circ \lambda(z,k)| < 2r$ and $E_{\lambda(z,k)}^j \subset B_{33/16}$ satisfy $|E_{\lambda(z,k)}^j| \leq r^{-4d}$ and $\delta = \frac{1}{6d}$. 
Step 2.2.2: The boundedness of $\mathcal{T}_{\lambda}^j$ on $L^2(\ell^2, dx)$.

Thus, by (3.31), we have

$$\left| \left\langle (\mathcal{T}_{j,r,k}^j \mathcal{T}_{j,r,k}^k)^* (f), g \right\rangle \right|$$

$$\lesssim r^{-2\delta} \sum_{i=1}^6 I_i.$$

Applying the boundedness of the standard maximal function and Hölder’s inequality, we get

$$I_1, I_4 \lesssim r^{-2\delta} \| f \|_{L^2} \| g \|_{L^2},$$

and

$$I_2, I_5 \lesssim r^{-2\delta} \| f \|_{L^2} \| g \|_{L^2}.$$}

On the other hand, using Lemma 3.3, we have

$$I_3, I_6 \lesssim 2^{2j} \| f \|_{L^2} \| g \|_{L^2}.$$

Therefore,

$$\| \mathcal{T}_{j,r,k}^j \|_{L^2 \to L^2} \lesssim 2^{2j} \| f \|_{L^2} \| g \|_{L^2}.$$  \hspace{1cm} (3.32)

Next, for $k \in \mathbb{N}, x \in \mathbb{R}^n$, we imply $N(A_{j, \lambda} \circ \lambda(x,k)) = 2^j$ and exist $c_0 > 1$ such that $N(v) \leq c_0 |v|$, for all $v$ satisfying $N(v) \geq 1$. A consequence of the above arguments is that

$$\mathbb{R}^n = \bigcup_{\ell=0}^\infty U_{j, 2^j} \mathbb{R}^{L^2} \cup_{/c_0,k},$$

where $U_{j, 2^j} \mathbb{R}^{L^2} \cup_{/c_0,k}$’s have disjoint. Thus, by (3.32), we estimate that

$$\| \mathcal{T}_{\lambda}^j (f) \|_{L^2(\ell^2, dx)} \lesssim 2^{2j} \| f \|_{L^2(\ell^2, dx)}.$$  \hspace{1cm} (3.33)
• Step 2.2.3: Applying interpolation estimates of $\mathcal{F}_\lambda^j$.

Let $\theta = \frac{1}{2} \left| \frac{2}{p} - 1 \right| + \frac{1}{2} \in (0, 1)$ for convenience. We have $\left| \frac{2}{p} - 1 \right| < \theta$. It is clear that

$$\begin{cases}
p(1 + \theta) - 2 > 0, \\
2 - p(1 - \theta) > 0.
\end{cases}$$

We denote $s = \frac{2p\theta}{2 - p(1 - \theta)}$. From the above inequality, $s$ is defined well and $s > 1$. Hence, by (3.17) and Theorem 2.11 we have

$$\| \mathcal{F}_\lambda^j(f) \|_{L^s(\ell^2, dx)} \lesssim 2^{jn\sigma} \| f \|_{L^s(\ell^2, dx)}. \quad (3.34)$$

By the inequalities (3.35), (3.36) and using Theorem 2.8, it is not difficult to show that

$$\| \mathcal{F}_\lambda^j(f) \|_{L^p(\ell^2, dx)} \lesssim 2^{jn\sigma+j(1-\theta)\sigma/2-j\delta(1-\theta)} \| f \|_{L^p(\ell^2, dx)}. \quad (3.35)$$

On the other hand, by assuming $\omega \in A_p$, there is an $\varepsilon > 0$ such that $\omega^{1+\varepsilon} \in A_p$. Using (3.17) and Theorem 2.11 one has

$$\| \mathcal{F}_\lambda^j(f) \|_{L^p(\ell^2, \omega^{1+\varepsilon})} \lesssim 2^{jn\sigma} \| f \|_{L^p(\ell^2, \omega^{1+\varepsilon})}. \quad (3.36)$$

From the inequalities (3.35), (3.36) and applying Corollary 3.6 for $\theta_1 = \frac{\varepsilon}{1+\varepsilon} \in (0, 1)$, we imply

$$\| \mathcal{F}_\lambda^j(f) \|_{L^p(\ell^2, \omega)} \lesssim 2^{jn\sigma+j(1-\theta)\theta_1\sigma/2-j\delta(1-\theta)\theta_1} \| f \|_{L^p(\ell^2, \omega)}. \quad (3.37)$$

Now, we choose

$$\begin{align*}
m &= \frac{2r}{r+1} \quad \text{and} \quad \theta_2 = \frac{2(p-r)}{(r+1)p-2r}, \quad \text{if} \quad p > r, \\
m &= r \quad \text{and} \quad \theta_2 = \frac{1}{2}, \quad \text{if} \quad p = r, \\
m &= 2r \quad \text{and} \quad \theta_2 = \frac{2(r-p)}{2r-p}, \quad \text{if} \quad p < r.
\end{align*}$$

Therefore, we have $\theta_2 \in (0, 1)$, $m > 1$ and satisfy $\frac{1}{r} = \frac{\theta_2}{m} + \frac{1-\theta_2}{p}$. Thus, by (3.17) and Theorem 2.11 with $\omega \in A_p$, we get

$$\| \mathcal{F}_\lambda^j(f) \|_{L^p(\ell^m, \omega)} \lesssim 2^{jn\sigma} \| f \|_{L^p(\ell^m, \omega)}. \quad (3.38)$$

Then, by (3.37), (3.38) and Lemma 2.2 of paper [1], we have the following inequality

$$\| \mathcal{F}_\lambda^j(f) \|_{L^p(\ell^r, \omega)} \lesssim 2^{jn\sigma+j(1-\theta)\theta_1(1-\theta_2)\sigma/2-j\delta(1-\theta)\theta_1(1-\theta_2)} \| f \|_{L^p(\ell^r, \omega)}. \quad (3.39)$$

We choose $\sigma = \min \left\{ \frac{\delta(1-\theta)\theta_1(1-\theta_2)}{2n + (1-\theta)\theta_1(1-\theta_2)}, \frac{1}{2} \right\}$ such that $\sigma \in (0, 1)$. Let us $\beta_1 = -\left\{ n\sigma + (1-\theta)\theta_1(1-\theta_2)\sigma/2-\delta(1-\theta)\theta_1(1-\theta_2) \right\}$ be a positive real
number for simple symbol. We will obtain the boundedness of the operators \( \mathcal{X}_j^{\lambda} \) on \( L^p(\ell^r, \omega) \) space, i.e.,

\[
\| \mathcal{X}_j^{\lambda}(\vec{f}) \|_{L^p(\ell^r, \omega)} \lesssim 2^{-j\beta_1} \| \vec{f} \|_{L^p(\ell^r, \omega)}.
\]

(3.40)

From (3.14) and (3.40), we conclude that

\[
\| \mathcal{T}_j^{\lambda}(\vec{f}) \|_{L^p(\ell^r, \omega)} \lesssim \left( 2^{-j\beta_1} + 2^{-j\sigma} + \mu(2^{-j\sigma-2}) \right) \| \vec{f} \|_{L^p(\ell^r, \omega)}.
\]

(3.41)

• Step 3: The estimate of \( \mathcal{T}_j^{\lambda}(\vec{f}) \).

Thus, by (3.10), (3.11) and (3.41), in order to prove Theorem 3.7, it is sufficient to show that

\[
\sum_{j=1}^{\infty} \mu(2^{-j\sigma-2}) < \infty.
\]

Indeed, we let \( \varphi \in (0, 1) \), where \( \varphi \) will be chosen later. It follows that

\[
\sum_{j=1}^{\infty} \mu(2^{-j\sigma-2}) \leq \left( (1 - \varphi) \ln 2 \right)^{-1} \sum_{j=1}^{\infty} \int_{2^{-j\sigma-2}}^{2^{-j\sigma-(1+\varphi)}} \frac{\mu(t)}{t} dt.
\]

Let us denote that \( S_m = \sum_{j=1}^{m} \int_{2^{-j\sigma-2}}^{2^{-j\sigma-(1+\varphi)}} \frac{\mu(t)}{t} dt \). We choose \( n_0 \in \mathbb{N} \) such that \( n_0 > \frac{1-\sigma}{\sigma} \) and take \( \varphi = \left( 1 + \frac{1}{n_0} \right)(1 - \sigma) \in (0, 1) \). Since \( \varphi > 1 - \sigma \), we have

\[
2^{-m\sigma-2} < 2^{-(m\sigma-(1+\varphi))} < ... < 2^{-j\sigma-2} < 2^{-j\sigma-(1+\varphi)} < ... < 2^{-\sigma-2} < 2^{-\sigma-(1+\varphi)} < 1.
\]

Therefore,

\[
S_m \leq \int_{2^{-m\sigma-2}}^{1} \frac{\mu(t)}{t} dt.
\]

Hence, by (1.10), we estimate

\[
\sum_{j=1}^{\infty} \mu(2^{-j\sigma-2}) \lesssim \int_{0}^{1} \frac{\mu(t)}{t} dt < \infty,
\]

which completes the proof of Theorem 3.7 for the case \( \vec{f} \in S \). Finally, since \( S \) is dense in \( L^p(\ell^r, \omega) \), we may also extend the result to the whole of the space \( L^p(\ell^r, \omega) \). \( \square \)

The proof of Theorem 3.7. From Lemma 2.5, there exists a real number \( p_0 \) in \((1, p)\) so that \( w \in A_{p_0} \). Thus, by Theorem 3.7, we have

\[
\| \mathcal{T}^*(\vec{f}) \|_{L^{p_0}(\ell^r, \omega)} \leq C_0 \| \vec{f} \|_{L^{p_0}(\ell^r, \omega)},
\]

(3.42)
for all $\tilde{f} \in L^{p_0}(\ell^r, \omega)$. By choosing $p_1 > p$, we imply $\omega \in A_{p_1}$. Thus, using Theorem 3.7 again, we also have
\[
\| T^*(\tilde{f}) \|_{L^{p_1}(\ell^r, \omega)} \leq C_1 \| \tilde{f} \|_{L^{p_1}(\ell^r, \omega)},
\]
for all $\tilde{f} \in L^{p_1}(\ell^r, \omega)$. From (3.42) and (3.43), applying Theorem 2.7, we finish the proof.

Remark that, using Theorem 2.7 for the scalar-valued functions, we also have the $L^{p,q}$ boundedness for the maximal Carleson type operator $T^*$ in paper [12] as follows.

**Theorem 3.8.** Suppose that $1 < q \leq \infty$, $1 \leq q' < p < \infty$, $\omega \in A_{p/q}$ and $K(x) = \frac{\Omega(x)}{|x|^s}$, where $\Omega$ satisfies (L.3)-(L.7). Then, we have
\[
\| T^*(f) \|_{L^{p,q}(\omega)} \leq C \| f \|_{L^{p,q}(\omega)},
\]
for all $f \in L^{p,q}(\omega)$.

The proof of Theorem 3.8. In step 2.2.3 of Theorem 3.7, we need not to apply Lemma 2.2 of paper [1]. By (3.33), we have
\[
\| \check{T}_{\alpha,\beta}^j(f) \|_{L^p(dx)} \lesssim 2^{j\alpha} \| f \|_{L^p(dx)}.
\]
On the other hand, by assuming $\omega^{1+\varepsilon} \in A_p$, using (3.17) and Theorem 2.11 for the scalar-valued case, we get
\[
\| \check{T}_{\alpha,\beta}^j(f) \|_{L^p(\omega^{1+\varepsilon})} \lesssim 2^{j\alpha} \| f \|_{L^p(\omega^{1+\varepsilon})}.
\]
From the inequalities (3.44), (3.45) and applying Theorem 3.5 for $\theta_1 = \frac{1}{1+\varepsilon} \in (0,1)$, we imply
\[
\| \check{T}_{\alpha,\beta}^j(f) \|_{L^p(\omega)} \lesssim 2^{j\alpha} \| f \|_{L^p(\omega)}.
\]
Therefore, we have
\[
\| \check{T}_{\alpha,\beta}^j(f) \|_{L^p,\infty(\omega)} \lesssim 2^{j\alpha} \| f \|_{L^p,\infty(\omega)}.
\]
By choosing $\sigma = \min \left\{ \frac{\delta(1-\theta)\theta_1}{2n + (1-\theta)\theta_1}, \frac{1}{2} \right\}$ and $\beta_1 = -\left\{ n\sigma + (1-\theta)\theta_1\sigma/2 - \delta(1-\theta)\theta_1 \right\}$, we will have the boundedness of the operators $\check{T}_{\alpha,\beta}^j$ on $L^{p,1}(\omega)$ space, i.e,
\[
\| \check{T}_{\alpha,\beta}^j(f) \|_{L^{p,\infty}(\omega)} \lesssim 2^{-j\beta_1} \| f \|_{L^{p,1}(\omega)}.
\]
It is the biggest difference between Theorem 3.7 and Theorem 3.2 in the proof. The other results are estimated in the same way as Theorem 3.7. Therefore, by Theorem 2.12 Theorem 2.14 Corollary 2.16 for the scalar-valued case and the density of $S$, we finish the proof of Theorem 3.7 for the whole of the space $L^{p,1}(\omega)$. □
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