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Abstract

In this paper, we study an optimal control problem for a two-dimensional Cahn–Hilliard–Darcy system with mass sources that arises in the modeling of tumor growth. The aim is to monitor the tumor fraction in a finite time interval in such a way that both the tumor fraction, measured in terms of a tracking type cost functional, is kept under control and minimal harm is inflicted to the patient by administering the control, which could either be a drug or nutrition. We first prove that the optimal control problem admits a solution. Then we show that the control-to-state operator is Fréchet differentiable between suitable Banach spaces and derive the first-order necessary optimality conditions in terms of the adjoint variables and the usual variational inequality.
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1 Introduction

In recent years, the study of tumor growth has attracted a lot of interest. Various types of mathematical models have been developed to capture the dynamics of morphological changes of a growing solid tumor under many effects including cell-cell and cell-matrix adhesion, mechanical stress, cell motility, transport of nutrients, etc. (see [2, 15, 19, 21, 22, 33, 48] and the references therein). These mathematical models will be helpful to understand the complex biological and chemical processes that occur in tumor growth. Moreover, they are important for controlling the spread of a cancerous tumor to the surrounding tissue and will be helpful to find optimal treatment strategies.

In the classical description, interfaces between the tumor and healthy tissues are usually considered as idealized surfaces of zero thickness, which leads to the so-called sharp interface models. The sharp interface models are often difficult to analyze mathematically, and may break down when the interface undergoes topological changes such as self-intersection, pinch-off, and splitting. Alternatively, the diffuse interface models replace this hypersurface description of the interface with a thin layer where microscopic mixing of the macroscopically distinct components of matter are allowed [1, 4, 40]. This not only yields systems of equations that are better amenable to further analysis, but topological changes of the interface can also be handled naturally.

In this paper, we consider the following initial-boundary value problem of the Cahn–Hilliard–Darcy system:

\[
\begin{align*}
\partial_t \varphi + \text{div}(\varphi \mathbf{u}) &= \Delta \mu + \tilde{S} \quad \text{a.e. in } Q, \\
\mu &= -\Delta \varphi + f'(\varphi), \quad \text{with } f(\varphi) = \frac{1}{4} \varphi^4 - \frac{1}{2} \varphi^2, \quad \text{a.e. in } Q, \\
\mathbf{u} &= -\nabla p + \mu \nabla \varphi \quad \text{a.e. in } Q, \\
\text{div}(\mathbf{u}) &= S \quad \text{a.e. in } Q, \\
\partial_n \varphi &= \partial_n \mu = 0 \quad \text{and } \mathbf{u} \cdot \mathbf{n} = 0, \quad \text{a.e. on } \Sigma, \\
\varphi(0) &= \varphi_0 \quad \text{a.e. in } \Omega,
\end{align*}
\]

Here, \( \Omega \subset \mathbb{R}^2 \) is assumed to be a smooth bounded domain with boundary \( \Gamma := \partial \Omega \). We denote the outward unit normal field by \( \mathbf{n} \), and by \( \partial_n \) the outward normal derivative. Let \( T > 0 \) be a prescribed final time. We set

\[
Q_t := \Omega \times (0, t), \quad \text{and } \Sigma_t := \Gamma \times (0, t), \quad \text{for every } t \in (0, T),
\]

\[
Q := \Omega \times (0, T], \quad \text{and } \Sigma := \Omega \times (0, T].
\]

The Cahn–Hilliard–Darcy system \((1.1) - (1.6)\) (also referred to as Cahn–Hilliard–Hele–Shaw system in the context of a multi-phase fluid mixture confined in a porous medium like a Hele–Shaw cell), constitutes a diffuse interface model that arises in the study of morphological evolution in solid tumor growth, where all of the relevant physical parameters (including the thickness of the transition layers) are normalized to unity. It can be viewed as the simplest version of the general thermodynamically consistent diffuse interface model for tumor growth that was derived in [3, 22, 48] based on the principle of mass conservation together with the second law of thermodynamics (see also [29, 31] for recent developments). In this continuum framework, the scalar order parameter \( \varphi \)
represents the tumor volume fraction, \( \mathbf{u} \) is the advective velocity field, and \( \mu \) is the chemical potential. The phase function \( \varphi \) satisfies a mass balance law that is governed by a Cahn–Hilliard type equation with additional source term, while the cell velocity \( \mathbf{u} \) fulfills a generalized Darcy law where, besides the pressure gradient, there appears also the so-called Korteweg force due to the cell concentration. We remark that the chemical potential \( \mu \) is the variational derivative of the adhesion energy functional

\[
\mathcal{E}(\varphi) := \int_{\Omega} \left( \frac{1}{2} |\nabla \varphi|^2 + f(\varphi) \right) \, dx, \tag{1.7}
\]

in which the function \( f \) given in (1.2) can be regarded as a smooth double-well approximation of the physically relevant logarithmic potential [4]. The source terms \( \tilde{S} \) and \( S \) stand for the possible inter-component mass exchange as well as gains due to proliferation of cells and loss due to cell death. They may take different forms according to specific considerations in tumor modelling [15, 31, 33, 48]. For the sake of simplicity, we assume here that these source terms are given scalar functions only depending on time \( t \) and space \( x \). Concerning the scalar function \( p \), we see that it satisfies for almost every \( t \in (0, T) \) the elliptic boundary value problem

\[
-\Delta p(t) = S(t) - \text{div}(\mu(t) \nabla \varphi(t)) \quad \text{a.e. in } \Omega, \quad \partial_{\mathbf{n}} p(t) = 0 \quad \text{a.e. on } \Gamma. \tag{1.8}
\]

Clearly, \( p \) is only determined up to a constant due to the homogeneous Neumann boundary condition. Thus, we make \( p \) unique by always requiring that

\[
\text{mean } p(t) := \frac{1}{|\Omega|} \int_{\Omega} p(t) \, dx = 0 \quad \text{for a.e. } t \in (0, T), \tag{1.9}
\]

where \( |\Omega| \) denotes the two-dimensional area of \( \Omega \).

Besides extensive numerical studies on the Cahn–Hilliard–Darcy system and its variants (see [5, 20, 29, 46, 48] and the references therein), rigorous mathematical analysis has been carried out in the recent literature. For the simplest case with a regular potential function \( f \) and vanishing source terms such that \( \tilde{S} = S = 0 \), well-posedness and longtime behavior of the Cahn–Hilliard–Darcy system have been obtained in [39, 44, 45] (see also [32] for the recent contribution concerning the physically relevant logarithmic potential). Later in [38], the authors analyzed the system (1.1)–(1.6) with a regular potential function \( f \) and nonzero but equal sources \( \tilde{S} = S \). They proved the existence of global weak solutions and local strong solutions in both two and three dimensions. Moreover, when the spatial dimension is two, they were able to demonstrate the existence and uniqueness of global strong solutions as well as the convergence of any global solution to a single equilibrium as \( t \to +\infty \). Quite recently, progresses have been made for more general tumor growth models in [16, 25, 27, 28], where the existence of global weak solutions was established under suitable choices of boundary conditions. Besides, we refer to [10, 11, 23] for the analysis of a related model proposed in [33], where velocities are set to zero and the state variables are reduced to the tumor cell fraction and the nutrient-rich extracellular water fraction. We also mention that there are recent works on the nonlocal version of the Cahn–Hilliard–Darcy system [17, 18] and the related Cahn–Hilliard–Brinkman system [3, 14].
Based on the well-posedness result obtained in [38], we are interested in studying optimal control problems associated with the system (1.1)–(1.6) at least in the two-dimensional case. For this purpose, we write throughout this paper
\[ \tilde{S} = S + R. \] (1.10)

The quantity \( R \) will be taken as our control variable, and it represents an external source (say, a drug or a nutrient) that can be supplied to the system to monitor the size of the tumor fraction \( \varphi \). Then the optimal control problem under investigation reads as follows:

\begin{equation}
(CP) \quad \text{Minimize the tracking type cost functional}
\end{equation}

\[ J(\varphi, R) := \frac{\beta_1}{2} \int_{\Omega} |\varphi(T) - \varphi_\Omega|^2 \, dx + \frac{\beta_2}{2} \int_{Q} |\varphi - \varphi_Q|^2 \, dx \, dt + \frac{\beta_3}{2} \int_{Q} |R|^2 \, dx \, dt \] (1.11)

subject to the Cahn–Hilliard–Darcy system (1.1)–(1.6) and to the control constraint \( R \in \mathcal{R}_{ad} := \{ R \in L^2(Q) : R_{\min} \leq R \leq R_{\max} \text{ a.e. in } Q \} \). (1.12)

Here, \( R_{\min}, R_{\max} \in L^\infty(Q) \), the nonnegative constants \( \beta_1, \beta_2, \beta_3 \), and the target functions \( \varphi_\Omega \in L^2(\Omega), \varphi_Q \in L^2(Q) \) are prescribed. Then it easily follows that the set of admissible controls \( \mathcal{R}_{ad} \) is a nonempty, closed, bounded and convex subset in \( L^2(Q) \).

Let us now state the main results of this paper:

1. We establish the existence of optimal controls for problem (CP) (see Theorem 4.1);
2. We show that the control-to-state operator \( S \) defined by the Cahn–Hilliard–Darcy system (1.1)–(1.6) is Fréchet differentiable between appropriate Banach spaces (see Theorem 3.3);
3. We derive the first-order necessary optimality condition (see Theorem 4.2), in particular, in terms of a variational inequality involving the adjoint state (see Corollary 4.4).

To the best of our knowledge, the optimal control problem associated with the Cahn–Hilliard–Darcy system has never been considered in the literature. Concerning the optimal distributed/boundary control problems for Cahn–Hilliard type systems subject to various boundary conditions, we refer to [6,7,12,13,30,35,49,50] and references therein. When the fluid interaction is taken into account, we refer to [41] for the control problem of a nonlocal convective Cahn–Hilliard system and to [8,9] for a local convective Cahn–Hilliard system with dynamic boundary conditions in three dimensions of space. In both cases, the fluid velocity is used as the control. If one further assumes that the fluid velocity is governed by the Navier–Stokes system, in [26], the distributed optimal control problem of a two-dimensional nonlocal Cahn–Hilliard–Navier–Stokes system was analyzed, and the result was recently extended to the case with degenerate mobility and singular potential in [24]. We also would like to mention the papers [34,36,37], which deal with the optimal control problem for the time-discretized version of Cahn–Hilliard/Navier–Stokes systems in three dimensions.
As far as the Cahn–Hilliard–Darcy system is concerned, we recall that the uniqueness of global weak solutions to system (1.1)–(1.6) with a regular potential still remains to be an open issue even when the spatial dimension is two [38, 45]. However, in order to deduce a well-defined control-to-state operator, it requires the unique solvability of the state system itself. On the other hand, the derivation of the Fréchet differentiability of the control-to-state operator also requires that the solution to the state system be sufficiently regular. As a consequence, in this paper we have to confine ourselves to the spatially two-dimensional case, in which the existence of a unique global strong solution (at least on an arbitrary given time interval \([0, T]\)) can be established. Besides, we notice that our state system (1.1)–(1.6) indeed differs from the one that has been considered in [38], in which the source \(S\) was assumed to have zero mean value (in order to be consistent with the homogeneous Neumann boundary conditions (1.5)). In contrast to this, the control function \(R\) can no longer reasonably be expected to have a zero mean value, which in turn entails that in our situation the mean value of the order parameter \(\varphi\) is not necessarily conserved in time. Finally, we remark that based on our recent work [32], it is possible to extend the results in this paper to the more physical relevant case with singular potentials, and this will be illustrated in a forthcoming paper.

The remaining part of this paper is organized as follows: in Section 2, we give the general setting and present some preliminary results concerning the solutions to the state system (1.1)–(1.6). In Section 3, it is shown that the control-to-state mapping is Fréchet differentiable between suitable Banach spaces. The final Section 4 then brings the main results for the control problem (CP): existence of optimal controls, and the first-order necessary optimality conditions in terms of a variational inequality and the adjoint variables.

# 2 Results for the State System

In this section, we introduce some notations and present some results on the state system (1.1)–(1.6).

## 2.1 Preliminaries

As in the introduction, \(\Omega \subset \mathbb{R}^2\) is assumed to be a smooth bounded domain with boundary \(\Gamma := \partial \Omega\), and we write \(|\Omega|\) for its Lebesgue measure. Throughout the paper, we denote for a general real Banach space \(X\) by \(X^*\) its dual and by \(\langle \cdot, \cdot \rangle_{X^*, X}\) the dual pairing between elements of \(X^*\) and \(X\). Moreover, \(\|\cdot\|_X\) stands for the norm of \(X\) or any power of it. Notice that in two dimensions of space we have the dense, continuous and compact embeddings \(H^1(\Omega) \subset L^p(\Omega)\), for all \(p \in [1, +\infty)\), and \(H^2(\Omega) \subset C^0(\overline{\Omega})\). In particular, it holds that

\[
\|\varphi\|_{L^p(\Omega)} \leq C_{p, \Omega} \|\varphi\|_{H^1(\Omega)} \quad \forall \varphi \in H^1(\Omega), \quad p \in [1, +\infty),
\]

with positive constants \(C_{p, \Omega}\) that depend only on \(\Omega\) and \(p\).

We make frequent use of the following special cases of the Ladyshenskaya and Agmon inequalities, which are valid for regular two-dimensional domains:

\[
\|\varphi\|_{L^1(\Omega)} \leq C_{\Omega} \|\varphi\|_{L^2(\Omega)}^{1/2} \|\varphi\|_{H^1(\Omega)}^{1/2} \quad \forall \varphi \in H^1(\Omega),
\]
\[ \| \varphi \|_{L^\infty(\Omega)} \leq C_\Omega \| \varphi \|_{L^2(\Omega)}^{1/2} \| \varphi \|_{H^2(\Omega)}^{1/2} \quad \forall \varphi \in H^2(\Omega). \] (2.3)

Besides, we recall that standard elliptic estimates imply that for any \( \varphi \in H^4(\Omega) \) with \( \partial_n \varphi = \partial_n (\Delta \varphi) = 0 \) on \( \Gamma \), it holds that
\[ \| \varphi \|_{H^2(\Omega)} \leq C_\Omega \left( \| \Delta \varphi \|_{L^2(\Omega)} + \| \varphi \|_{L^2(\Omega)} \right), \] (2.4)
\[ \| \nabla \varphi \|_{H^2(\Omega)} \leq C_\Omega \left( \| \nabla \Delta \varphi \|_{L^2(\Omega)} + \| \varphi \|_{H^4(\Omega)} \right), \] (2.5)
\[ \| \Delta \varphi \|_{H^2(\Omega)} \leq C_\Omega \left( \| \Delta^2 \varphi \|_{L^2(\Omega)} + \| \Delta \varphi \|_{L^2(\Omega)} \right). \] (2.6)

In all of the above inequalities (2.2)–(2.6), the positive constant \( C_\Omega \) depends only on \( \Omega \).

### 2.2 Well-posedness and continuous dependence with respect to the source term

We shall make the following assumptions on the initial datum and source terms of our system.

(A1) \( \varphi_0 \in H^2(\Omega) \) and \( \partial_n \varphi_0 = 0 \) a.e. on \( \Gamma \).

(A2) \( S \in L^2(Q) \) and \( \int_\Omega S(t) dx = 0 \) for a.e. \( t \in (0, T) \).

(A3) There are an open set \( R \subset L^2(Q) \) such that \( R_{ad} \subset R \), and a constant \( \hat{R} > 0 \) such that \( \| R \|_{L^2(Q)} \leq \hat{R} \) for every \( R \in R \).

First, we present the following result on existence and uniqueness of global strong solutions to problem (1.1)–(1.6).

**Theorem 2.1.** Suppose that the assumptions (A1)–(A3) are satisfied. Then for any given \( T \in (0, +\infty) \) and \( R \in R \), the state system (1.1)–(1.6) with (1.8)–(1.9), admits a unique solution quadruple \( (\varphi, \mu, u, p) \) such that mean \( p(t) = 0 \) for a.e. \( t \in (0, T) \) and
\[ \varphi \in H^1(0, T; L^2(\Omega)) \cap C^0([0, T]; H^2(\Omega)) \cap L^2(0, T; H^4(\Omega)), \] (2.7)
\[ \mu \in C^0([0, T]; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)), \] (2.8)
\[ u \in L^2(0, T; H^1(\Omega)^2), \quad p \in L^2(0, T; H^2(\Omega)). \] (2.9)

Moreover, there is a constant \( M_1 > 0 \), which depends only on \( \| \varphi_0 \|_{H^2(\Omega)}, \Omega, T, \| S \|_{L^2(Q)} \) and \( \hat{R} \), such that
\[ \| \varphi \|_{H^1(0, T; L^2(\Omega))} \cap C^0([0, T]; H^2(\Omega)) \cap L^2(0, T; H^4(\Omega)) + \| \mu \|_{C^0([0, T]; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega))} + \| u \|_{L^2(0, T; H^1(\Omega)^2)} + \| p \|_{L^2(0, T; H^2(\Omega))} \leq M_1. \] (2.10)

**Proof.** We recall that a similar result on the existence, uniqueness and regularity has been proved in [38] Theorem 2.2 for the special case \( R = 0 \) by using a suitable Faedo–Galerkin procedure (see also [39] Theorem 1.1) for the case \( S = R = 0 \). A closer inspection of the proof given there reveals, however, that only minor and straightforward modifications are necessary to get these results also in our situation with the nonzero external source term \( R \in R \). Moreover, the uniform estimate (2.10) can be obtained following the argument in [38] Lemma 4.1] (see also [39] Section 4)]. \( \square \)
Remark 2.2. (1) In our current setting, we do not need to assume the zero mean constraint for the source term \( R \). However, this leads to the fact that the total mass \( \int_\Omega \varphi(t)dx \) is no longer conserved as in [38]. On the other hand, one can easily deduce that
\[
\left| \int_\Omega \varphi(t)dx \right| = \left| \int_\Omega \varphi_0 dx + \int_0^t \int_\Omega R(s)dx ds \right| \\
\leq \| \varphi_0 \|_{L^1(\Omega)} + T^{1/2} |\Omega|^{1/2} \tilde{R}, \quad \forall t \in [0, T].
\]

(2) By virtue of (2.7)–(2.10) and the Sobolev embedding theorem in two dimensions, we may without loss of generality assume that
\[
\max_{0 \leq j \leq 3} \| f^{(j)}(\varphi) \|_{C^0([0,T],L^\infty(\Omega))} + \| \mu \|_{L^2(0,T;L^\infty(\Omega))} + \| p \|_{L^2(0,T;L^\infty(\Omega))} \leq M_1, \tag{2.11}
\]
by choosing \( M_1 \) properly larger.

The next result is concerned with the stability property of the strong solution (i.e., continuous dependence) with respect to the control parameter \( R \) in a suitable topology. It will play an important role in proving the differentiability property of the control-to-state mapping defined by the state problem (1.1)–(1.6).

Lemma 2.3. Suppose that the assumptions (A1)–(A3) are fulfilled. If \( R_i \in \mathcal{R}, \, i = 1, 2, \) are given, and \( (\varphi, \mu, u_1, p_1), \, i = 1, 2, \) are the corresponding unique strong solutions to the state system (1.1)–(1.6) which satisfy (2.7)–(2.9), then there exists a constant \( M_2 > 0 \), which depends only on \( \| \varphi_0 \|_{H^2(\Omega)}, \, \Omega, \, T, \| S \|_{L^2(\Omega)} \) and \( \tilde{R} \), such that the following estimate holds true:
\[
\begin{aligned}
\| \varphi_1 - \varphi_2 \|_{H^1(0,T;L^2(\Omega)) \cap C^0([0,T];H^2(\Omega))} &+ \| u_1 - u_2 \|_{L^2(0,T;L^4(\Omega))} + \| p_1 - p_2 \|_{L^2(0,T;W^{2,4/3}(\Omega))} \\
&\leq M_2 \| R_1 - R_2 \|_{L^2(0,T;L^2(\Omega))}, \quad \forall t \in (0,T].
\end{aligned} \tag{2.12}
\]

Proof. Let
\[
R = R_1 - R_2, \quad \varphi = \varphi_1 - \varphi_2, \quad \mu = \mu_1 - \mu_2, \quad u = u_1 - u_2, \quad p = p_1 - p_2.
\]
It then readily follows that
\[
\begin{aligned}
\partial_t \varphi - \Delta \mu &= R - S \varphi - u \cdot \nabla \varphi_1 - u_2 \cdot \nabla \varphi \quad \text{a.e. in } Q, \tag{2.13} \\
\mu &= -\Delta \varphi + f'(\varphi_1) - f'(\varphi_2) \quad \text{a.e. in } Q, \tag{2.14} \\
u &= -\nabla p + \mu \nabla \varphi_1 + \mu_2 \nabla \varphi \quad \text{a.e. in } Q, \tag{2.15} \\
\text{div}(u) &= 0 \quad \text{a.e. in } Q, \tag{2.16} \\
-\Delta p &= -\text{div}(\mu \nabla \varphi_1) - \text{div}(\mu_2 \nabla \varphi) \quad \text{a.e. in } Q, \tag{2.17} \\
\partial_n \varphi &= \partial_n \mu = \partial_n p = u \cdot n = 0 \quad \text{a.e. on } \Sigma, \tag{2.18} \\
\varphi(0) &= 0 \quad \text{a.e. in } \Omega. \tag{2.19}
\end{aligned}
\]
Moreover, we have mean \( p(t) = 0 \) for almost every \( t \in (0,T) \). In what follows, we shall simply perform the estimates in a formal manner, since the arguments can be made rigorous within the approximation scheme devised in [38].
Let \( t \in (0, T] \) be fixed, but arbitrary. In addition, the letters \( C \) and \( C_i, i \in \mathbb{N} \), denote positive constants that only depend on the data of the state system (1.1)–(1.6) and on \( \tilde{R} \). The actual meaning of \( C \) may change between or even within lines. We also notice that (2.14), (2.18) and the uniform estimate (2.11) imply that

\[
|\text{mean } \mu(t)| = |\Omega|^{-1} \int_{\Omega} |f'(\varphi_1(t)) - f'(\varphi_2(t))| \, dx \leq C \|\varphi(t)\|_{L^2(\Omega)}.
\]

(2.20)

Therefore, it follows from Poincaré’s inequality that

\[
\int_0^t \|\mu(s)\|^2_{H^1(\Omega)} \, ds \leq C_1 \int_0^t (\|\nabla \mu(s)\|^2_{L^2(\Omega)} + \|\varphi(s)\|^2_{L^2(\Omega)}) \, ds.
\]

(2.21)

**First estimate:**

We multiply (2.13) by \( \varphi \), account for (2.14), and integrate over \( Q_t \). After integration by parts, we obtain that

\[
\frac{1}{2} \|\varphi(t)\|^2_{L^2(\Omega)} + \int_{Q_t} |\varphi|^2 \, dx \, ds
= \int_{Q_t} \varphi (f'(\varphi_1) - f'(\varphi_2)) \, dx \, ds + \int_{Q_t} R \varphi \, dx \, ds - \int_{Q_t} \varphi \varphi (S + u_2 \cdot \nabla \varphi) \, dx \, ds
- \int_{Q_t} \varphi (u \cdot \nabla \varphi_1) \, dx \, ds
= \sum_{j=1}^4 I_j,
\]

(2.22)

with obvious notation. We have, for any \( \gamma \in (0, 1) \) (to be chosen later),

\[
|I_1| + |I_2| \leq \gamma \int_{Q_t} |\varphi|^2 \, dx \, ds + C \int_{Q_t} |R|^2 \, dx \, ds + C (1 + \gamma^{-1}) \int_{Q_t} |\varphi|^2 \, dx \, ds,
\]

(2.23)

\[
|I_3| \leq \int_{0}^{t} \|\varphi(s)\|_{L^4(\Omega)} \left( \|u_2(s)\|_{L^4(\Omega)} \|\nabla \varphi(s)\|_{L^2(\Omega)} + \|\varphi(s)\|_{L^4(\Omega)} \|S(s)\|_{L^2(\Omega)} \right) \, ds
\leq C \int_{0}^{t} \left( \|u_2(s)\|_{L^4(\Omega)} + \|S(s)\|_{L^2(\Omega)} \right) \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds,
\]

(2.24)

\[
|I_4| \leq \int_{0}^{t} \|\varphi(s)\|_{L^4(\Omega)} \|u(s)\|_{L^2(\Omega)} \|\nabla \varphi_1(s)\|_{L^4(\Omega)} \, ds
\leq \frac{1}{4} \int_{0}^{t} \|u(s)\|^2_{L^2(\Omega)} \, ds + C \int_{0}^{t} \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds,
\]

(2.25)

where in the last estimate we employed the uniform estimate (2.10). Combining (2.22)–(2.25), we thus have obtained the estimate

\[
\frac{1}{2} \|\varphi(t)\|^2_{L^2(\Omega)} + (1 - \gamma) \int_{Q_t} |\varphi|^2 \, dx \, ds
\leq \frac{1}{4} \int_{0}^{t} \|u(s)\|^2_{L^2(\Omega)} \, ds + C \int_{Q_t} |R|^2 \, dx \, ds
\]
Moreover, by using Hölder’s inequality, (2.2) and (2.10), we have that

\[ Q \]

identities and integrate over \( Q_t \). After integration by parts, and in view of (2.14), we obtain the identity

\[
\frac{1}{2} \| \nabla \varphi(t) \|_{L^2(\Omega)}^2 + \int_{Q_t} |\nabla \mu|^2 \, dx \, ds + \int_{Q_t} |\nabla \varphi|^2 \, dx \, ds \\
= \int_{Q_t} R \mu \, dx \, ds + \int_{Q_t} \mu_2 (u \cdot \nabla \varphi) \, dx \, ds - \int_{Q_t} \mu (S \varphi + u_2 \cdot \nabla \varphi) \, dx \, ds \\
- \int_{Q_t} (f'(\varphi_1) - f'(\varphi_2)) \partial_t \varphi \, dx \, ds \\
= \sum_{j=1}^4 J_j , \quad (2.27)
\]

with obvious notation. Clearly, by virtue of (2.21) and Young’s inequality, we get

\[
|J_1| \leq \gamma \int_{Q_t} |\mu|^2 \, dx \, ds + \frac{C}{\gamma} \int_{Q_t} |R|^2 \, dx \, ds \\
\leq \gamma C_1 \int_{Q_t} |\nabla \mu|^2 \, dx \, ds + C (\gamma + \gamma^{-1}) \int_{Q_t} (|R|^2 + |\varphi|^2) \, dx \, ds . \quad (2.28)
\]

Moreover, by using Hölder’s inequality, (2.2) and (2.10), we have that

\[
|J_2| \leq \int_0^t \| \mu_2(s) \|_{L^4(\Omega)} \| u(s) \|_{L^2(\Omega)} \| \nabla \varphi(s) \|_{L^4(\Omega)} \, ds \\
\leq \frac{1}{4} \int_{Q_t} |\nabla u|^2 \, dx \, ds + C \int_0^t \| \mu_2(s) \|_{L^2(\Omega)} \| \mu_2(s) \|_{H^1(\Omega)} \| \nabla \varphi(s) \|_{L^2(\Omega)} \| \nabla \varphi(s) \|_{H^1(\Omega)} \, ds \\
\leq \frac{1}{4} \int_{Q_t} |\nabla u|^2 \, dx \, ds + \gamma \int_{Q_t} |\Delta \varphi|^2 \, dx \, ds \\
+ C(1 + \gamma^{-1}) \int_0^t (1 + \| \mu_2(s) \|_{H^1(\Omega)}^2) \| \varphi(s) \|_{H^1(\Omega)}^2 \, ds . \quad (2.29)
\]

We also, owing to (2.21), have that

\[
|J_3| \leq \int_0^t \| \mu(s) \|_{H^1(\Omega)} \left( \| S(s) \|_{L^2(\Omega)} \right) \| \varphi(s) \|_{L^4(\Omega)} \left( \| u_2(s) \|_{L^4(\Omega)} \right) \| \nabla \varphi(s) \|_{L^2(\Omega)} \, ds \\
\leq \int_0^t \| \mu(s) \|_{H^1(\Omega)} \left( \| S(s) \|_{L^2(\Omega)} \right) \, ds + \| u_2(s) \|_{L^4(\Omega)} \| \varphi(s) \|_{H^1(\Omega)} \, ds \\
\leq \gamma \int_{Q_t} |\nabla \mu|^2 \, dx \, ds \\
+ C(\gamma + \gamma^{-1}) \int_0^t (1 + \| S(s) \|_{L^2(\Omega)}^2 + \| u_2(s) \|_{L^4(\Omega)}^2) \| \varphi(s) \|_{H^1(\Omega)}^2 \, ds . \quad (2.30)
\]
For the estimation of $J_4$, we have to substitute for $\partial_t \varphi$ using equation (2.13). After integration by parts, we obtain that

$$J_4 = \int_{Q_t} \nabla \mu \cdot [\nabla (f'(\varphi_1) - f'(\varphi_2))] \, dx \, ds - \int_{Q_t} R (f'(\varphi_1) - f'(\varphi_2)) \, dx \, ds$$

$$+ \int_{Q_t} (S \varphi + u_2 \cdot \nabla \varphi) (f'(\varphi_1) - f'(\varphi_2)) \, dx \, ds$$

$$+ \int_{Q_t} (u \cdot \nabla \varphi_1) (f'(\varphi_1) - f'(\varphi_2)) \, dx \, ds$$

$$= \sum_{j=1}^4 J_4^{(j)}, \quad (2.31)$$

with obvious notation. From (2.11), we see that, almost everywhere in $Q_t$, it holds

$$|\nabla (f'(\varphi_1) - f'(\varphi_2))| \leq |f''(\varphi_1) - f''(\varphi_2)| |\nabla \varphi_1| + |f''(\varphi_2)| |\nabla \varphi|$$

$$\leq C (|\nabla \varphi_1| |\varphi| + |\nabla \varphi|).$$

Then it follows from (2.10) that

$$\int_0^t \|f'(\varphi_1(s)) - f'(\varphi_2(s))\|_{H^1(\Omega)}^2 \, ds$$

$$\leq C \int_0^t \left( \|\nabla \varphi_1(s)\|_{L^2(\Omega)}^2 \|\varphi(s)\|_{L^2(\Omega)}^2 + \|\varphi(s)\|_{H^1(\Omega)}^2 \right) \, ds$$

$$\leq C \int_0^t \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds. \quad (2.32)$$

We thus have, by Hölder’s inequality,

$$|J_4^{(1)}| \leq \int_{Q_t} |\nabla \mu|^2 \, dx \, ds + \frac{C}{\gamma} \int_0^t \|f'(\varphi_1(s)) - f'(\varphi_2(s))\|_{H^1(\Omega)}^2 \, ds$$

$$\leq \gamma \int_{Q_t} |\nabla \mu|^2 \, dx \, ds + \frac{C}{\gamma} \int_0^t \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds. \quad (2.33)$$

Moreover, we have

$$|J_4^{(2)}| \leq \int_0^t \|R(s)\|_{L^2(\Omega)} \|f'(\varphi_1) - f'(\varphi_2)\|_{L^2(\Omega)} \, ds$$

$$\leq C \int_{Q_t} (|R|^2 + |\varphi|^2) \, dx \, ds \quad (2.34)$$

as well as

$$|J_4^{(3)}| \leq \int_0^t \|S(s)\|_{L^2(\Omega)} \|\varphi(s)\|_{L^2(\Omega)} \|\nabla \varphi_1(s) - f'(\varphi_2(s))\|_{L^4(\Omega)} \, ds$$

$$+ \int_0^t \|u_2(s)\|_{L^4(\Omega)} \|\nabla \varphi(s)\|_{L^2(\Omega)} \|f'(\varphi_1(s)) - f'(\varphi_2(s))\|_{L^4(\Omega)} \, ds$$

$$\leq C \int_0^t (1 + \|S(s)\|_{L^2(\Omega)}^2 + \|u_2(s)\|_{L^4(\Omega)}^2) \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds. \quad (2.35)$$
Finally, by (2.10) and (2.32), we obtain
\begin{align*}
|J_4^{[4]}| & \leq \int_0^t \|u(s)\|_{L^2(\Omega)} \|\nabla \varphi_1(s)\|_{L^1(\Omega)} \|f'(\varphi_1(s)) - f'(\varphi_2(s))\|_{L^1(\Omega)} ds \\
& \leq \frac{1}{4} \int_{Q_t} |u|^2 \, dx \, ds + C \int_0^t \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds.
\end{align*}

Combining the estimates (2.26)–(2.36), we find that
\begin{align*}
\frac{1}{2} \|\varphi(t)\|_{H^1(\Omega)}^2 & + \frac{1}{4} \int_{Q_t} |u|^2 \, dx \, ds + (1 - 2\gamma) \int_{Q_t} |\Delta \varphi|^2 \, dx \, ds \\
& + (1 - (2 + C_1)\gamma) \int_{Q_t} |\nabla \mu|^2 \, dx \, ds \\
& \leq C(1 + \gamma + \gamma^{-1}) \int_{Q_t} |R|^2 \, dx \, ds + C(1 + \gamma + \gamma^{-1}) \int_0^t \Psi_1(s) \|\varphi(s)\|_{H^1(\Omega)}^2 \, ds,
\end{align*}

where, thanks to (A2) and (2.10), the function
\[ \Psi_1(s) = 1 + \|\mu_2(s)\|_{H^1(\Omega)}^2 + \|S(s)\|_{L^2(\Omega)}^2 + \|u_2(s)\|_{L^2(\Omega)}^2 \]
is known to belong to \( L^1(0,T) \). Hence, choosing \( \gamma \in (0, 1/(2 + C_1)) \), using standard elliptic estimates, and recalling (2.21), we conclude from Gronwall’s lemma that
\begin{align*}
\|\varphi\|_{C^0([0,\ell]; L^2(\Omega))} & + \|\mu\|_{L^2(0,\ell; H^1(\Omega))} + \|u\|_{L^2(0,\ell; L^2(\Omega))} \\
& \leq C \int_{Q_t} |R|^2 \, dx \, ds. 
\end{align*}

From (2.14), (2.32), (2.37), we also have
\begin{align*}
\|\varphi\|_{L^2(0,\ell; H^1(\Omega))}^2 & \leq C \int_{Q_t} |R|^2 \, dx \, ds. 
\end{align*}

**Third estimate:**

First, we infer from (2.10), (2.37), (2.38) and Hölder’s inequality that
\begin{align*}
\int_0^t \left( \|\nabla \mu(s) \cdot \nabla \varphi_1(s)\|_{L^2(\Omega)}^2 \right) ds \\
& \leq \int_0^t \left( \|\nabla \mu(s)\|_{L^2(\Omega)}^2 \|\nabla \varphi_1(s)\|_{L^2(\Omega)}^2 \right) ds \\
& \leq C \int_0^t \left( \|\mu(s)\|_{H^1(\Omega)}^2 \|\varphi_1(s)\|_{H^2(\Omega)}^2 \right) ds \\
& \leq C \int_{Q_t} |R|^2 \, dx \, ds
\end{align*}

and
\begin{align*}
\int_0^t \left( \|\nabla \mu_2(s) \cdot \nabla \varphi(s)\|_{L^2(\Omega)}^2 \right) ds \\
& \leq \int_0^t \left( \|\nabla \mu(s) \cdot \nabla \varphi(s)\|_{L^2(\Omega)}^2 \right) ds
\end{align*}
\[ \leq \int_0^t \left( \| \nabla \mu_2(s) \|_{L^2(\Omega)}^2 \| \nabla \varphi(s) \|_{L^4(\Omega)}^2 + \| \mu_2(s) \|_{L^4(\Omega)} \| \Delta \varphi(s) \|_{L^2(\Omega)}^2 \right) ds \]
\[ \leq C \int_0^t \| \mu_2(s) \|_{H^1(\Omega)}^2 \| \varphi(s) \|_{H^2(\Omega)}^2 ds \]
\[ \leq C \int_0^t \| \mu_2(s) \|_{L^2(\Omega)}^2 \| \varphi(s) \|_{H^2(\Omega)}^2 ds \]
\[ + C \int_0^t \| \mu_2(s) \|_{L^2(\Omega)} \| \Delta \mu_2(s) \|_{L^2(\Omega)} \left( \| \nabla \Delta \varphi(s) \|_{L^2(\Omega)} \| \nabla \varphi(s) \|_{L^2(\Omega)} + \| \varphi(s) \|_{L^2(\Omega)}^2 \right) ds \]
\[ \leq C \| \mu_2 \|_{C^0([0,t];L^2(\Omega))} \| \varphi \|_{L^2(0,t;H^2(\Omega))}^2 \]
\[ + C \frac{1}{2} \| \mu_2 \|_{C^0([0,t];L^2(\Omega))} \| \Delta \mu_2 \|_{L^2(0,t;L^2(\Omega))} \| \varphi \|_{C^0([0,t];L^2(\Omega))}^2 \]
\[ + C \| \mu_2 \|_{C^0([0,t];L^2(\Omega))} \| \Delta \mu_2 \|_{L^2(0,t;L^2(\Omega))} \| \nabla \varphi \|_{C^0([0,t];L^2(\Omega))} \| \nabla \Delta \varphi \|_{L^2(0,t;L^2(\Omega))} \]
\[ \leq C \int_{Q_t} |R|^2 \, dx \, ds . \quad (2.40) \]

Now notice that
\[
\text{div}(\mu \nabla \varphi_1 + \mu_2 \nabla \varphi) = \nabla \mu \cdot \nabla \varphi_1 + \mu \Delta \varphi_1 + \nabla \mu_2 \cdot \nabla \varphi + \mu_2 \Delta \varphi.
\]

Then the continuity of the embedding \( W^{1,4/3}(\Omega) \subset L^4(\Omega) \) in two dimensions of space and standard estimates for elliptic boundary value problems, applied to equation (2.17), yield the chain of estimates
\[
\| \nabla p \|_{L^2(0,t;L^4(\Omega))}^2 \leq C \| \nabla p \|_{L^2(0,t;W^{1,4/3}(\Omega))}^2 \leq C \| \text{div}(\mu \nabla \varphi_1 + \mu_2 \nabla \varphi) \|_{L^2(0,t;L^4(\Omega))}^2 \leq C \int_{Q_t} |R|^2 \, dx \, ds . \quad (2.41)
\]

On the other hand, from (2.2), (2.3), (2.37) and (2.38), we can deduce the following estimate:
\[
\int_0^t \left( \| \mu(s) \nabla \varphi_1(s) \|_{L^4(\Omega)}^2 + \| \mu_2(s) \nabla \varphi(s) \|_{L^4(\Omega)}^2 \right) ds \]
\[ \leq \int_0^t \left( \| \mu(s) \|_{L^8(\Omega)}^2 \| \nabla \varphi_1(s) \|_{L^8(\Omega)}^2 + \| \mu_2(s) \|_{L^8(\Omega)}^2 \| \nabla \varphi(s) \|_{L^8(\Omega)}^2 \right) ds \]
\[ \leq C \| \varphi_1 \|_{C^0([0,t];H^1(\Omega))}^2 \| \mu \|_{L^2(0,t;H^1(\Omega))}^2 \]
\[ + C \| \mu_2 \|_{C^0([0,t];L^2(\Omega))} \| \mu_2 \|_{L^2(0,t;H^1(\Omega))} \| \nabla \varphi \|_{C^0([0,t];L^2(\Omega))} \| \nabla \varphi \|_{L^2(0,t;L^2(\Omega))} \]
\[ \leq C \int_{Q_t} |R|^2 \, dx \, ds . \quad (2.42) \]

Therefore, it follows from (2.15), (2.41), and (2.42), that
\[
\| u \|_{L^2(0,t;L^4(\Omega))}^2 \leq C \int_{Q_t} |R|^2 \, dx \, ds . \quad (2.43)
\]

Fourth estimate:
where the function $\Psi_2$ follows from Gronwall’s lemma that
\[
\int Q_t \left( \phi(t) \right)^2 \, dx \, ds \leq C \int_0^t \| \phi(s) \|_{L^2(Q_t)}^2 \, ds + C \int_0^t \| S(s) \|_{L^2(Q_t)}^2 \, ds + C \int_0^t |R|^2 \, ds.
\]

As a consequence, we obtain that
\[
\frac{1}{2} \| \Delta \phi(t) \|_{L^2(Q_t)}^2 + \frac{1}{2} \int Q_t |\Delta^2 \phi|^2 \, dx \, ds \leq C \int_0^t \Psi_2(s) \| \Delta \phi(s) \|_{L^2(Q_t)}^2 \, ds + C \int_0^t |R|^2 \, ds,
\]
where the function $\Psi_2(s) = 1 + \| S(s) \|_{L^2(Q_t)}^2 + \| u_2(s) \|_{L^4(Q_t)}^2$ belongs to $L^1(0, T)$. Thus, it follows from Gronwall’s lemma that
\[
\| \Delta \phi \|_{C^0([0, t]; L^2(Q_t))} + \| \Delta^2 \phi \|_{L^2(0, t; L^2(Q_t))} \leq C \int_0^t |R|^2 \, dx \, ds.
\]
Therefore, invoking (2.6), (2.37), (2.38) and (2.45), we have the estimate
\[ \| \phi \|_{C^0([0,t];H^2(\Omega)) \cap L^2(0,t;H^4(\Omega))} \leq C \int_{Q_t} |R|^2 \, dx \, ds, \]
which together with (2.14) further yields that
\[ \| \mu \|_{L^2(0,t;H^2(\Omega))} \leq C \int_{Q_t} |R|^2 \, dx \, ds. \]
Finally, using comparison in equation (2.13) to estimate \( \partial_t \phi \), we obtain
\[ \| \phi \|_{H^1(0,t;L^2(\Omega))} \leq C \int_{Q_t} |R|^2 \, dx \, ds. \]
This concludes the proof of the assertion.

\section{Differentiability of the Control-to-State Operator}

Set
\[ V := H^1(0,T;L^2(\Omega)) \cap C^0([0,T];H^2(\Omega)) \cap L^2(0,T;H^4(\Omega)). \]
On account of the well-posedness result given by Theorem 2.1, the control-to-state operator given by
\[ S : L^2(Q) \to V, \quad R \in L^2(Q) \mapsto S(R) := \phi \in V, \]
is well defined and locally bounded, where \( \phi \) is the unique global strong solution to the state system (1.1)–(1.6) on the time interval \([0,T]\) corresponding to the given initial datum \( \phi_0 \in H^2(\Omega) \) with \( \partial_n \phi_0 = 0 \) on \( \Gamma \) and to the control \( R \in L^2(Q) \). Moreover, as a direct consequence of the stability result given by Lemma 2.3, we obtain the following continuity property for \( S \):

**Proposition 3.1.** Suppose that the assumptions (A1)–(A3) are satisfied. Then the control-to-state operator \( S : R \mapsto \phi \) is locally Lipschitz continuous as a mapping from \( L^2(Q) \) into the space \( V \).

In the remaining part of this section, we aim to establish the Fréchet differentiability of the control-to-state operator \( S : R \mapsto \phi \) in suitable Banach spaces.

\subsection{The linearized system}

To this end, we assume that \( R^* \in \mathcal{R} \) is fixed and the assumptions (A1)–(A3) are satisfied. Set
\[ \phi^* := S(R^*), \quad \mu^* := -\Delta \phi^* + f'(\phi^*), \quad u^* = -\nabla p^* + \mu^* \nabla \phi^*, \]

where the pressure variable \( p^*(t) \) is a solution to the elliptic problem, for almost every \( t \in (0, T) \),
\[
- \Delta p^*(t) = S(t) - \text{div}(\mu^*(t) \nabla \varphi^*(t)) \quad \text{in } \Omega, \quad \partial_n p^*(t) = 0 \quad \text{on } \Gamma. \tag{3.3}
\]
Clearly, \( p^*(t) \) is only determined up to a constant, and we make it unique by requesting that
\[
\text{mean } p^*(t) = 0 \quad \text{for a.e. } t \in (0, T). \tag{3.4}
\]
Then, by Theorem 2.1, the estimates (2.10), (2.11) are valid for the associated solution \((\varphi^*, \mu^*, u^*, p^*)\).

For a given function \( h \in L^2(Q) \), we then consider the linearized system
\[
\partial \xi + \text{div}(\varphi^* \mathbf{v}) + \text{div}(\xi u^*) = \Delta \eta + h \quad \text{a.e. in } Q, \tag{3.5}
\]
\[
\eta = -\Delta \xi + f''(\varphi^*) \xi, \quad \text{with } f''(\varphi^*) = 3\varphi_s^2 - 1, \quad \text{a.e. in } Q, \tag{3.6}
\]
\[
\mathbf{v} = -\nabla q + \eta \nabla \varphi^* + \mu^* \nabla \xi \quad \text{a.e. in } Q, \tag{3.7}
\]
\[
\text{div}(\mathbf{v}) = 0 \quad \text{a.e. in } Q, \tag{3.8}
\]
\[
\partial_n \xi = \partial_n \eta = 0 \quad \text{and } \mathbf{v} \cdot n = 0, \quad \text{a.e. on } \Sigma, \tag{3.9}
\]
\[
\xi(0) = 0 \quad \text{a.e. in } \Omega. \tag{3.10}
\]
The system (3.5)–(3.10) can be easily derived by linearizing the state system (1.1)–(1.6) at \((\varphi^*, \mu^*, u^*, p^*)\). We note that (provided the involved quantities are sufficiently smooth) the pressure variable \( q \) solves for almost every \( t \in (0, T) \) the elliptic boundary value problem
\[
\Delta q(t) = \text{div}(\eta(t) \nabla \varphi^*(t)) + \text{div}(\mu^*(t) \nabla \xi(t)) \quad \text{in } \Omega, \quad \partial_n q(t) = 0 \quad \text{on } \Gamma. \tag{3.11}
\]
Again, \( q \) is only determined up to a constant, and we make it unique by generally requesting that \( \text{mean } q(t) = 0 \) for almost every \( t \in (0, T) \). We also remark that (3.3), (3.7) and (3.8) imply the identity
\[
\text{div}(\varphi^* \mathbf{v}) + \text{div}(\xi \mathbf{u}^*) = \mathbf{v} \cdot \nabla \varphi^* + \mathbf{u}^* \cdot \nabla \xi + S \xi, \tag{3.12}
\]
and it follows from (3.3), (3.6) and (3.9) that \( \partial_n \Delta \xi = 0 \) a.e. on \( \Sigma \), at least formally.

We have the following well-posedness result.

**Lemma 3.2.** Suppose that the assumptions (A1)–(A3) are fulfilled and that \( R^* \in \mathcal{R} \) is given and \((\varphi^*, \mu^*, u^*, p^*)\) are defined as in (3.2)–(3.4). Then, for every \( h \in L^2(Q) \), the linearized system (3.5)–(3.11) admits a unique solution \((\xi, \eta, \mathbf{v}, q)\) such that \( \text{mean } q(t) = 0 \) for almost every \( t \in (0, T) \) and
\[
\xi \in H^1(0, T; L^2(\Omega)) \cap C^0([0, T]; H^2(\Omega)) \cap L^2(0, T; H^4(\Omega)), \tag{3.13}
\]
\[
\eta \in C^0([0, T]; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)), \tag{3.14}
\]
\[
\mathbf{v} \in L^2(0, T; L^1(\Omega)), \tag{3.15}
\]
\[
q \in L^2(0, T; W^{2,4/3}(\Omega)). \tag{3.16}
\]
Moreover, the linear mapping \( h \mapsto \xi \) is continuous as a mapping between \( L^2(Q) \) and the space
\[
\mathcal{W} := C^0([0, T]; H^1(\Omega)) \cap L^2(0, T; H^2(\Omega)).
\]
Proof. We shall use a Faedo–Galerkin approximation scheme for the existence result. To this end, consider the Neumann eigenvalue problem \(-\Delta w = \lambda w\) in \(\Omega\) with \(\partial_\omega w = 0\) on \(\Gamma\). It is well known that there exists a nondecreasing sequence \(\{\lambda_j\}_{j \in \mathbb{N}}\) of eigenvalues, where \(0 = \lambda_1 < \lambda_2 \leq \ldots\) and \(\lim_{j \to \infty} \lambda_j = +\infty\), and a sequence of associated eigenfunctions \(\{e_j\}_{j \in \mathbb{N}}\) which form a complete orthonormal basis in \(L^2(\Omega)\). In particular, \(e_1 \equiv |\Omega|^{-1/2}\) is a constant function, and, in view of the orthogonality, we have that mean \(e_j = 0\) for every \(j > 1\). For any \(n \in \mathbb{N}\), we introduce the \(n\)-dimensional space \(E_n := \text{span}\{e_1, \ldots, e_n\}\) and consider the problem of finding a function of the form

\[
\xi_n(x, t) = \sum_{j=1}^{n} g_{nj}(t)e_j(x), \quad \text{for} \quad (x, t) \in Q,
\]

for some \(g_{nj} \in H^1(0, T), 1 \leq j \leq n\), which satisfies the approximating system

\[
\begin{align*}
\partial_t \xi_n &= \Delta \eta_n + \widehat{\pi}_n(h - \text{div}(\varphi^* v_n) - \text{div}(\xi_n u^*)) \quad \text{a.e. in } Q, \quad (3.17) \\
\eta_n &= -\Delta \xi_n + \widehat{\pi}_n(f''(\varphi^*)\xi_n), \quad \text{with } f''(\varphi^*) = 3\varphi^{*2} - 1, \quad \text{a.e. in } Q, \quad (3.18) \\
v_n &= -\nabla q_n + \eta_n \nabla \varphi^* + \mu^* \nabla \xi_n \quad \text{a.e. in } Q, \quad (3.19) \\
\xi_n(0) &= 0 \quad \text{a.e. in } \Omega. \quad (3.20)
\end{align*}
\]

Here, \(\widehat{\pi}_n\) denotes the \(L^2(\Omega)\)-orthogonal projection onto the space \(E_n\), and \(q_n(t)\) solves for almost every \(t \in (0, T)\) the elliptic problem

\[
-\Delta q_n(t) = -\text{div}(\eta_n(t) \nabla \varphi^*(t)) - \text{div}(\mu^*(t) \nabla \xi_n(t)) \quad \text{a.e. in } Q,
\]

\[
\partial_t q_n(t) = 0 \quad \text{a.e. on } \Sigma, \quad (3.21)
\]

which entails that

\[
\text{div}(v_n) = 0 \quad \text{a.e. in } Q. \quad (3.22)
\]

Obviously, \(q_n(t)\) is only determined up to a constant. For the sake of simplicity, and without bearing on the analysis, we require that mean \(q_n(t) = 0\).

Taking the inner product of (3.17) and (3.18) with \(e_j, j = 1, \ldots, n\), we find that the approximating problem is equivalent to an initial value problem for an explicit system of \(n\) ordinary differential equations for the unknown functions \(g_{nj}, j = 1, \ldots, n\), in which the occurring nonlinearities are locally Lipschitz in the unknowns and all of the coefficient functions belong to \(L^2(0, T)\). Hence, by virtue of standard results for initial value problems for ordinary differential equations, there is some \(T_n \in (0, T]\) such that the discrete problem (3.17)–(3.22) has a unique solution \((g_{n1}, \ldots, g_{nn}) \in (H^1(0, T_n))^n\) which specifies the unique local solution of problem (3.17)–(3.22) on \(\Omega \times (0, T_n)\).

Notice that we have the regularity properties

\[
\xi_n \in H^1(0, T_n; L^2(\Omega)) \cap L^2(0, T_n; H^4(\Omega)),
\]

\[
\eta_n \in H^1(0, T_n; L^2(\Omega)) \cap L^2(0, T_n; H^2(\Omega)),
\]

\[
v_n \in L^2(0, T_n; H^1(\Omega)), \quad q_n \in L^2(0, T_n; H^2(\Omega)), \quad (3.23)
\]

as well as the boundary conditions

\[
\partial_n \xi_n = \partial_n(\Delta \xi_n) = \partial_n \eta_n = \partial_n q_n = v_n \cdot n = 0 \quad \text{a.e. on } \Gamma \times (0, T_n). \quad (3.24)
\]
In the following, we derive some a priori estimates, where the letters $C$ and $C_i$, $i \in \mathbb{N}$, denote positive constants that may depend on the data of the state system (1.1)–(1.6), (1.8)–(1.9), but neither on $t \in (0, T_n)$ nor on $n \in \mathbb{N}$. The actual meaning of $C$ may change between or even within lines. Repeatedly, we shall use the general bounds (2.10) and (2.11) for $(\varphi^*, \mu^*, \mathbf{u}^*, p^*)$ without further reference.

Let $t \in (0, T_n)$ be arbitrary, but fixed. To begin with, we observe that from (3.18) and (3.24) it follows that

$$|\text{mean } \eta_n(t)| = |\Omega|^{-1} \left| \int_\Omega \eta_n(t) \, dx \right| \leq C \int_\Omega |f''(\varphi^*(t)) \xi_n(t)| \, dx \leq C \|\xi_n(t)\|_{L^2(\Omega)},$$

whence, thanks to Poincaré’s inequality,

$$\int_0^t \|\eta_n(s)\|^2_{H^1(\Omega)} \, ds \leq C_1 \int_0^t \left( \|\nabla \eta_n(s)\|^2_{L^2(\Omega)} + \|\xi_n(s)\|^2_{L^2(\Omega)} \right) \, ds \quad \forall \, n \in \mathbb{N}. \quad (3.25)$$

In what follows, for the sake of a shorter exposition, we suppress the subscript $n$ during the subsequent calculations, writing it only at the end of the estimations.

**First estimate:**

We multiply (3.17) by $\xi_n$ and integrate over $Q_t$. Using integration by parts, we obtain from (3.18) the identity

$$\begin{align*}
\frac{1}{2} \|\xi(t)\|^2_{L^2(\Omega)} + \int_{Q_t} |\Delta \xi|^2 \, dxds &= \int_{Q_t} h \xi \, dxds + \int_{Q_t} f''(\varphi^*) \xi \Delta \xi \, dxds - \int_{Q_t} \text{div}(\varphi^* \mathbf{v}) \xi \, dxds - \int_{Q_t} \text{div}(\xi \mathbf{u}^*) \xi \, dxds \\
&= \sum_{j=1}^4 I_j,
\end{align*} \quad (3.26)$$

with obvious notation. By virtue of Young’s inequality, we have, for every $\gamma \in (0, 1)$ (to be chosen later), that

$$|I_1| + |I_2| \leq \gamma \int_{Q_t} |\Delta \xi|^2 \, dxds + \frac{1}{2} \int_{Q_t} |h|^2 \, dxds + C \left( 1 + \gamma^{-1} \right) \int_{Q_t} |\xi|^2 \, dxds. \quad (3.27)$$

Moreover, from (3.12) and Hölder’s inequality we conclude that

$$\begin{align*}
|I_4| &\leq \int_{Q_t} \left( |\mathbf{S}| \|\xi\|^2 + |\xi| \|\mathbf{u}^*\| \|\nabla \xi\| \right) \, dxds \\
&\leq \int_0^t \|\mathbf{S}(s)\|_{L^4(\Omega)} \left( \|\mathbf{S}(s)\|_{L^2(\Omega)} \|\xi(s)\|_{L^4(\Omega)} + \|\mathbf{u}^*(s)\|_{L^4(\Omega)} \|\nabla \xi(s)\|_{L^2(\Omega)} \right) \, ds \\
&\leq C \int_0^t \left( \|\mathbf{S}(s)\|_{L^2(\Omega)} + \|\mathbf{u}^*(s)\|_{L^4(\Omega)} \right) \|\xi(s)\|_{H^1(\Omega)}^2 \, ds, \quad (3.28)
\end{align*}$$

Finally, we infer from Hölder’s inequality and Young’s inequality that

$$|I_3| \leq \int_0^t \|\nabla \varphi^*(s)\|_{L^4(\Omega)} \|\mathbf{v}(s)\|_{L^2(\Omega)} \|\xi(s)\|_{L^4(\Omega)} \, ds.$$
\[ \leq C \int_0^t \|v(s)\|_{L^2(\Omega)} \|\xi(s)\|_{H^1(\Omega)} \, ds \]
\[ \leq \frac{1}{8} \int_0^t \|v(s)\|^2_{L^2(\Omega)} \, ds + C \int_0^t \|\xi(s)\|^2_{H^1(\Omega)} \, ds. \]  

Combining (3.26)–(3.29), we obtain the following estimate for all \( n \in \mathbb{N} \):
\[ \|\xi_n(t)\|^2_{L^2(\Omega)} + (2 - 2\gamma) \int_{Q_t} |\Delta \xi_n|^2 \, dx \, ds \]
\[ \leq \int_{Q_t} |h|^2 \, dx \, ds + \frac{1}{4} \int_0^t \|v_n(s)\|^2_{L^2(\Omega)} \, ds \]
\[ + C (1 + \gamma^{-1}) \int_0^t (1 + \|S(s)\|_{L^2(\Omega)} + \|u^*(s)\|_{L^4(\Omega)}) \|\xi_n(s)\|^2_{H^1(\Omega)} \, ds. \]  

Second estimate:

Next, we multiply (3.17) by \( \eta_n \), take the scalar product of (3.19) with \( v_n \), invoke (3.18), and integrate over \( Q_t \). After integration by parts, we obtain the identity
\[ \frac{1}{2} \|\nabla \xi(t)\|^2_{L^2(\Omega)} + \int_{Q_t} |\nabla \eta|^2 \, dx \, ds + \int_{Q_t} |v|^2 \, dx \, ds \]
\[ = \int_{Q_t} \eta (h - u^* \cdot \nabla \xi - S \xi) \, dx \, ds + \int_{Q_t} \mu^* v \cdot \nabla \xi \, dx \, ds - \int_{Q_t} f''(\varphi^*) \xi \partial_t \xi \, dx \, ds \]
\[ := \sum_{j=1}^{3} J_j, \]  

with obvious notation. Owing to (2.2), we infer from Hölder’s inequality and Young’s inequality that
\[ |J_2| \leq \int_0^t \|v(s)\|_{L^2(\Omega)} \|\mu^*(s)\|_{L^2(\Omega)} \|\nabla \xi(s)\|_{L^2(\Omega)} \, ds \]
\[ \leq \frac{1}{4} \int_{Q_t} |v|^2 \, dx \, ds + C \int_0^t \|\mu^*(s)\|_{L^2(\Omega)} \|\mu^*(s)\|_{H^1(\Omega)} \|\nabla \xi(s)\|_{L^2(\Omega)} \|\nabla \xi(s)\|_{H^1(\Omega)} \, ds \]
\[ \leq \frac{1}{4} \int_{Q_t} |v|^2 \, dx \, ds + \gamma \int_{Q_t} |\Delta \xi|^2 \, dx \, ds \]
\[ + C (1 + \gamma^{-1}) \int_0^t (1 + \|\mu^*(s)\|^2_{H^1(\Omega)}) \|\xi(s)\|^2_{H^1(\Omega)} \, ds. \]  

Moreover, thanks to (3.25), we get
\[ |J_1| \leq C \int_{Q_t} |\eta|^2 \, dx \, ds + \frac{C}{\gamma} \int_{Q_t} |h|^2 \, dx \, ds \]
\[ + \int_0^t \|\eta(s)\|_{L^4(\Omega)} \left( \|u^*(s)\|_{L^4(\Omega)} \|\nabla \xi(s)\|_{L^2(\Omega)} + \|S(s)\|_{L^2(\Omega)} \|\xi(s)\|_{L^4(\Omega)} \right) \, ds \]
\[ \leq \gamma \int_{Q_t} |\eta|^2 \, dx \, ds + \frac{C}{\gamma} \int_{Q_t} |h|^2 \, dx \, ds + C_1 \gamma \int_{Q_t} (|\nabla \eta|^2 + |\xi|^2) \, dx \, ds \]
\[ + C \gamma^{-1} \int_0^t \left( \|u^*(s)\|_{L^4(\Omega)}^2 + \|S(s)\|_{L^2(\Omega)}^2 \right) \|\xi(s)\|_{H^1(\Omega)}^2 \, ds \]
\[ \leq C \gamma \int_{Q_t} |h|^2 \, dx \, ds + 2 C \gamma \int_{Q_t} |\nabla \eta|^2 \, dx \, ds \]
\[ + C (1 + \gamma + \gamma^{-1}) \int_0^t \left( 1 + \|u^*(s)\|_{L^4(\Omega)}^2 + \|S(s)\|_{L^2(\Omega)}^2 \right) \|\xi(s)\|_{H^1(\Omega)}^2 \, ds. \quad (3.33) \]

Finally, we have, using integration by parts in time,
\[ J_3 = -\frac{1}{2} \int_{Q_t} \xi^2(t) f''(\varphi^*(t)) \, dx + \frac{1}{2} \int_{Q_t} \xi^2 f'''(\varphi^*) \partial_t \varphi^* \, dx \, ds := J_4 + J_5. \quad (3.34) \]

It holds that \(-f''(\varphi^*) = 1 - 3\varphi^2 \leq 1\), and thus
\[ J_4 \leq \frac{1}{2} \|\xi(t)\|_2^2. \quad (3.35) \]

Besides, it easily follows that
\[ J_5 \leq C \int_0^t \|\xi(s)\|_{L^4(\Omega)}^2 \|\partial_t \varphi^*(s)\|_{L^2(\Omega)} \, ds \]
\[ \leq C \int_0^t \left( 1 + \|\partial_t \varphi^*(s)\|_{L^2(\Omega)}^2 \right) \|\xi(s)\|_{H^1(\Omega)}^2 \, ds. \quad (3.36) \]

Combining the estimate (3.30) and (3.31)–(3.36), we have thus shown that for all \(t \in (0, T]\) it holds that
\[ \frac{1}{2} \left( \|\xi_n(t)\|_{L^2(\Omega)}^2 + \|\nabla \xi_n(t)\|_{L^2(\Omega)}^2 \right) + (1 - 2 C \gamma) \int_{Q_t} |\nabla \eta_n|^2 \, dx \, ds \]
\[ + (2 - 3\gamma) \int_{Q_t} |\Delta \xi_n|^2 \, dx \, ds + \frac{1}{2} \int_{Q_t} |\nu_n|^2 \, dx \, ds \]
\[ \leq C (1 + \gamma^{-1}) \int_{Q_t} |h|^2 \, dx \, ds + C (1 + \gamma + \gamma^{-1}) \int_0^t \Psi_3(s) \|\xi_n(s)\|_{H^1(\Omega)}^2 \, ds, \quad (3.37) \]

where the function
\[ \Psi_3(s) := 1 + \|S(s)\|_{L^4(\Omega)}^2 + \|u^*(s)\|_{L^4(\Omega)}^2 + \|\mu^*(s)\|_{H^1(\Omega)}^2 + \|\partial_t \varphi^*(s)\|_{L^2(\Omega)}^2 \]
is known to belong to \(L^1(0, T]\). Choosing \(\gamma \in (0, 1]\) appropriately small, and invoking (3.23) and standard elliptic estimates, we then conclude from Gronwall’s lemma the estimate
\[ \|\xi_n\|_{L^\infty(0, t; H^1(\Omega)) \cap L^2(0, t; H^2(\Omega))} + \|\eta_n\|_{L^2(0, t; H^2(\Omega))} + \|\nu_n\|_{L^2(0, t; L^2(\Omega))} \]
\[ \leq C \|h\|_{L^2(Q_t)}^2 \quad \text{for all } t \in (0, T_n) \text{ and } n \in \mathbb{N}. \quad (3.38) \]

Then we infer from (3.38), (3.38) and the standard elliptic estimate that
\[ \|\xi_n\|_{L^2(0, t; H^2(\Omega))} \leq C \|h\|_{L^2(Q_t)}^2 \quad \text{for all } t \in (0, T_n) \text{ and } n \in \mathbb{N}. \quad (3.39) \]
Third estimate:

Put

\[
\psi_n := \text{div}(\eta_n \nabla \varphi^*) + \text{div}(\mu^* \nabla \xi_n) = \nabla \eta_n \cdot \nabla \varphi^* + \eta_n \Delta \varphi^* + \nabla \mu^* \cdot \nabla \xi_n + \mu^* \Delta \xi_n.
\]

Recalling that \( \mu^* \in C^0([0,T]; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)) \) and \( \varphi^* \in C^0([0,T]; H^2(\Omega)) \), we obtain from (3.38), (3.39) and Hölder’s inequality the chain of estimates (in a similar manner as for (2.39), (2.40))

\[
\int_0^t \left\| \psi_n(s) \right\|^2_{L^{4/3}(\Omega)} \, ds \\
\leq \int_0^t \left( \left\| \nabla \eta_n(s) \right\|^2_{L^2(\Omega)} + \left\| \mu^*(s) \right\|^2_{L^2(\Omega)} \left\| \nabla \xi_n(s) \right\|^2_{L^4(\Omega)} + \left\| \nabla \varphi^*(s) \right\|^2_{L^4(\Omega)} \right) \, ds \\
\leq C \int_0^t \left( \left\| \eta_n(s) \right\|^2_{H^1(\Omega)} + \left\| \xi_n(s) \right\|^2_{H^2(\Omega)} \right) \, ds + C t^{1/2} \left\| \xi_n(s) \right\|_{C^0([0,t]; L^2(\Omega))} \\
\leq C \left\| h \right\|^2_{L^2(Q_t)} \quad \text{for all } t \in (0, T_n), \quad n \in \mathbb{N}.
\]

We thus can infer from the standard regularity theory of elliptic boundary value problems and from the embedding \( W^{1,4/3}(\Omega) \subset L^4(\Omega) \), which is valid in two dimensions of space, that

\[
\left\| \nabla q_n \right\|^2_{L^2(0,T_n; L^4(\Omega))} \leq C \left\| \nabla q_n \right\|^2_{L^2(0,T_n; W^{1,4/3}(\Omega))} \leq C \left\| q_n \right\|^2_{L^2(0,T_n; W^{2,4/3}(\Omega))} \leq C \left\| \psi_n \right\|^2_{L^2(0,T_n; L^{4/3}(\Omega))} \leq C \left\| h \right\|^2_{L^2(Q_t)}, \quad \forall n \in \mathbb{N}.
\]

Besides, we observe from (2.10), (3.38) and (3.39) that, for all \( n \in \mathbb{N} \),

\[
\int_0^t \left( \left\| \eta_n(s) \right\|^2_{L^2(\Omega)} \left\| \nabla \varphi^*(s) \right\|^2_{L^2(\Omega)} + \left\| \mu^*(s) \right\|^2_{L^2(\Omega)} \left\| \nabla \xi_n(s) \right\|^2_{L^2(\Omega)} \right) \, ds \\
\leq C \int_0^t \left( \left\| \eta_n(s) \right\|^2_{H^1(\Omega)} \left\| \nabla \varphi^*(s) \right\|^2_{L^2(\Omega)} + \left\| \mu^*(s) \right\|^2_{L^2(\Omega)} \left\| \nabla \xi_n(s) \right\|^2_{L^2(\Omega)} \right) \, ds \\
\leq C \left\| \varphi^* \right\|^2_{C^0([0,t]; H^2(\Omega))} \int_0^t \left\| \eta_n(s) \right\|^2_{H^1(\Omega)} \, ds \\
+ C \left\| \mu^* \right\|^2_{C^0([0,t]; L^2(\Omega))} \left\| \nabla \xi_n \right\|^2_{C^0([0,t]; L^2(\Omega))} \int_0^t \left\| \mu^*(s) \right\|_{H^1(\Omega)} \left\| \nabla \xi_n(s) \right\|_{L^2(\Omega)} \, ds \\
\leq C \left\| h \right\|^2_{L^2(Q_t)} \quad \text{for all } t \in (0, T_n), \quad n \in \mathbb{N}.
\]

Combining (3.40) and (3.41), we finally have shown that

\[
\left\| \nabla q_n \right\|^2_{L^2(0,T_n; L^4(\Omega))} \leq C \left\| h \right\|^2_{L^2(Q_t)}, \quad \forall n \in \mathbb{N}.
\]

Fourth estimate:
At this point, we are ready to test (3.17) by \( \Delta^2 \xi_n \in E_n \). We obtain, omitting again the subscript \( n \), for every \( t \in (0, T_n) \) the following identity:

\[
\frac{1}{2} \left\| \Delta \xi(t) \right\|^2_{L^2(\Omega)} + \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds
\]

\[
= \int_{Q_t} h \Delta^2 \xi \, dx \, ds + \int_{Q_t} \Delta (f''(\varphi^*) \xi) \Delta^2 \xi \, dx \, ds - \int_{Q_t} (\mathbf{v} \cdot \nabla \varphi^*) \Delta^2 \xi \, dx \, ds
\]

\[
- \int_{Q_t} S \xi \Delta^2 \xi \, dx \, ds - \int_{Q_t} (\mathbf{u}^* \cdot \nabla \xi) \Delta^2 \xi \, dx \, ds
\]

\[
:= \sum_{j=1}^5 K_j ,
\]

(3.43)

with obvious notation. Using the fact \( \varphi^* \in C^0([0, T]; H^2(\Omega)) \), Young’s inequality and (3.38), we have

\[
|K_1| + |K_2| \leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \int_{Q_t} |h|^2 \, dx \, ds + C \int_0^t \left\| \xi(s) \right\|^2_{H^2(\Omega)} \, ds
\]

\[
\leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \|h\|^2_{L^2(Q_t)}. \tag{3.44}
\]

Moreover, thanks to (2.10), (3.42), Hölder’s inequality and Young’s inequality, it holds that

\[
|K_3| \leq \int_0^t \|\nabla \varphi^*(s)\|_{L^4(\Omega)} \|\mathbf{v}(s)\|_{L^4(\Omega)} \|\Delta^2 \xi(s)\|_{L^2(\Omega)} \, ds
\]

\[
\leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \|h\|^2_{L^2(Q_t)}. \tag{3.45}
\]

Also, by virtue of (2.2), (2.9) and (3.38), we obtain

\[
|K_5| \leq \int_0^t \|\mathbf{u}^*(s)\|_{L^4(\Omega)} \|\nabla \xi(s)\|_{L^4(\Omega)} \|\Delta^2 \xi(s)\|_{L^2(\Omega)} \, ds
\]

\[
\leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \int_0^t \left\| \mathbf{u}^*(s) \right\|^2_{L^4(\Omega)} \|\nabla \xi(s)\|_{L^2(\Omega)} \|\nabla \xi(s)\|_{H^1(\Omega)} \, ds
\]

\[
\leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \left\| \xi \right\|_{C^0([0, t]; H^1(\Omega))}^2 \int_0^t \left\| \mathbf{u}^*(s) \right\|^2_{L^4(\Omega)} \, ds
\]

\[
+ C \int_0^t \left\| \mathbf{u}^*(s) \right\|^2_{L^4(\Omega)} \|\Delta \xi(s)\|^2_{L^2(\Omega)} \, ds
\]

\[
\leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \int_0^t \left\| \mathbf{u}^*(s) \right\|^2_{L^4(\Omega)} \|\Delta \xi(s)\|^2_{L^2(\Omega)} \, ds + C \|h\|^2_{L^2(Q_t)}. \tag{3.46}
\]

Finally, we have

\[
|K_4| \leq \int_0^t \|S(s)\|_{L^2(\Omega)} \|\xi(s)\|_{L^\infty(\Omega)} \|\Delta^2 \xi(s)\|_{L^2(\Omega)} \, ds
\]

\[
\leq \frac{1}{8} \int_{Q_t} |\Delta^2 \xi|^2 \, dx \, ds + C \int_0^t \left\| \xi(s) \right\|^2_{L^2(\Omega)} \|\xi(s)\|_{H^2(\Omega)} \, ds
\]
Combining (3.43)–(3.47), we obtain that
\[
\frac{1}{2} \|\Delta \xi(t)\|^2_{L^2(\Omega)} + \frac{1}{2} \int_{Q_t} |\Delta^2 \xi|^2\,dx\,ds \\
\leq C \int_0^t \left( \|S(s)\|^2_{L^2(\Omega)} + \|u^*(s)\|^2_{L^4(\Omega)} \right) \|\Delta \xi(s)\|^2_{L^2(\Omega)}\,ds + C \|h\|^2_{L^2(Q_t)}.
\] (3.48)

Applying Gronwall’s lemma, invoking standard elliptic estimates and (3.38), we then conclude that
\[
\|\xi_n\|^2_{L^\infty(0,T;H^2(\Omega)) \cap L^2(0,T;H^4(\Omega))} \leq C \|h\|^2_{L^2(Q)}, \quad \forall n \in \mathbb{N}. \tag{3.49}
\]

From (3.18) it also easily follows that
\[
\|\eta_n\|^2_{L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;H^2(\Omega))} \leq C \|h\|^2_{L^2(Q)}, \quad \forall n \in \mathbb{N}. \tag{3.50}
\]

Moreover, testing (3.17) by \(\partial_t \xi_n\), from the above estimates (3.49), (3.50) we can deduce that
\[
\|\xi_n\|^2_{H^1(0,T;L^2(\Omega))} \leq C \|h\|^2_{L^2(Q)}, \quad \forall n \in \mathbb{N}. \tag{3.51}
\]

From the previously shown estimates it immediately follows that \(T_n = T\) for all \(n \in \mathbb{N}\). Furthermore, combining these uniform estimates, we are able to conclude from the well-known compactness results (cf., in particular, [42, Sect. 8, Cor. 4]) that there is some quadruple \((\xi, \eta, v, q)\) such that, at least for some subsequence which is again indexed by \(n\) for simplicity,

\[
\xi_n \to \xi \quad \text{weakly-star in } H^1(0,T;L^2(\Omega)) \cap L^\infty(0,T;H^2(\Omega)) \cap L^2(0,T;H^4(\Omega))
\]
and strongly in \(C^0(\overline{\Omega})\),

\[
\eta_n \to \eta \quad \text{weakly-star in } L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;H^2(\Omega)),
\]

\[
v_n \to v \quad \text{weakly in } L^2(0,T;L^4(\Omega)),
\]

\[
q_n \to q \quad \text{weakly in } L^2(0,T;W^{2,4/3}(\Omega)).
\]

In view of these convergence results, it is then a standard matter (which may be left to the reader) to show that \((\xi, \eta, v, q)\) is in fact a solution to the linearized system (3.55)–(3.11) that enjoys the regularity properties asserted in (3.13)–(3.16). Observe, in this connection, that \(\xi \in H^1(0,T;L^2(\Omega)) \cap L^2(0,T;H^4(\Omega)) \subset C^0([0,T];H^2(\Omega)), \) which further entails the continuity of \(\eta\), i.e., \(\eta \in C^0([0,T];L^2(\Omega))\).

Next, we show that the solution to the linearized system (3.55)–(3.11) is indeed unique. To this end, assume that two solution quadruples \((\xi_1, \eta_1, v_1, q_1), \ i = 1, 2, \) with the regularity properties (3.13)–(3.16) are given. Then, for the difference functions
\[
\xi = \xi_1 - \xi_2, \quad \eta = \eta_1 - \eta_2, \quad v = v_1 - v_2, \quad q = q_1 - q_2,
\]
the equations (3.55)–(3.11) are fulfilled with \(h = 0\). Therefore, the estimations leading to (3.38) can be repeated for the continuous system, leading to the conclusion that (3.38)
holds true for \((\xi, \eta, v)\) with \(h = 0\), whence it follows that \(\xi = \eta = 0\) and \(v = (0, 0)\). As a consequence, we also have \(q = 0\). Thus, the uniqueness is proved.

It remains to show the continuity of the mapping \(h \mapsto \xi\). But this is an immediate consequence of (3.38) if the weak and weak-star sequential lower semicontinuity properties of the involved norms are taken into account. This concludes the proof of the assertion. \(\square\)

### 3.2 Fréchet differentiability of S

We are now in a position to prove the Fréchet differentiability of the control-to-state mapping \(S\). More precisely, we have the following result:

**Theorem 3.3.** Suppose that the assumptions (A1)–(A3) are fulfilled. Let, for any given \(R^* \in \mathcal{R}\), the global strong solution \((\varphi^*, \mu^*, u^*, p^*)\) be defined as in (3.2)–(3.4). Then the control-to-state operator \(S : L^2(Q) \rightarrow \mathcal{V}\) defined by (3.1) is Fréchet differentiable at \(R^*\) as a mapping from \(L^2(Q)\) into the space \(W := C^0([0, T]; H^1(\Omega)) \cap L^2(0, T; H^2(\Omega))\). Moreover, for any \(h \in L^2(Q)\) we have the identity

\[
DS(R^*)h = \xi,
\]

where \((\xi, \eta, v, q)\) is the unique solution to the linearized system (3.5)–(3.11) at the point \((\varphi^*, \mu^*, u^*, p^*)\) that corresponds to the function \(h\), subject to the constraint \(\text{mean } q(t) = 0\) for almost every \(t \in (0, T)\).

**Proof.** For any \(h \in L^2(Q)\), we denote by \((\xi^h, \eta^h, v^h, q^h)\) the unique solution to the linearized system (3.5)–(3.11) satisfying \(\text{mean } q^h(t) = 0\) for almost every \(t \in (0, T)\), and we note that by Lemma 3.2 the linear mapping \(h \mapsto \xi^h\) is continuous between \(L^2(Q)\) and the space \(W\).

Recall that the set \(\mathcal{R}\) is open in \(L^2(Q)\) (see (A3)), and thus there is some constant \(\Lambda > 0\) such that \(R^* + h \in \mathcal{R}\) whenever \(\|h\|_{L^2(Q)} \leq \lambda\) for some \(\lambda \in (0, \Lambda]\). In the following, we shall only consider such small perturbations \(h\). Let, for any such \(h \in L^2(Q)\),

\[
\varphi^h = S(R^* + h), \quad \mu^h = -\Delta \varphi^h + f'(\varphi^h), \quad u^h = -\nabla p^h + \mu^h \nabla \varphi^h,
\]

where mean \(p^h(t) = 0\), for a.e. \(t \in (0, T)\), and

\[
y^h = \varphi^h - \varphi^* - \xi^h, \quad z^h = \mu^h - \mu^* - \eta^h, \quad w^h = u^h - u^* - v^h, \quad r^h = p^h - p^* - q^h.
\]

Observe that mean \(r^h(t) = 0\) for a.e. \(t \in (0, T)\) as well.

According to the definition of the notion of Fréchet differentiability, it suffices to show the existence of an increasing function \(Z : (0, \Lambda] \mapsto (0, +\infty)\) such that

\[
\lim_{\lambda \searrow 0} \frac{Z(\lambda)}{\lambda^2} = 0
\]

and

\[
\|y^h\|^2_W \leq Z(\|h\|_{L^2(Q)}) \quad \text{for all } h \in L^2(Q) \quad \text{with } \|h\|_{L^2(Q)} \leq \Lambda.
\]

We are going to show that we may choose \(Z(\lambda) = \tilde{C} \lambda^4\) with some suitably chosen constant \(\tilde{C} > 0\). To this end, we first observe that, according to Theorem 2.1 and
Lemma 3.2 we have, for all admissible variations $h$ the following regularity properties for $(y^h, z^h, w^h, r^h)$:

\[
y^h \in H^1(0,T;L^2(\Omega)) \cap C^0([0,T];H^2(\Omega)) \cap L^2(0,T;H^4(\Omega)), \\
z^h \in C^0([0,T];L^2(\Omega)) \cap L^2(0,T;H^2(\Omega)), \\
w^h \in L^2(0,T;L^4(\Omega)), \\
r^h \in L^2(0,T;W^{2,4/3}(\Omega)).
\] (3.53)

Moreover, we see from Theorem 2.1 and Lemma 2.3 that there hold the bounds (2.10) and (2.11) for both $(\varphi^*, \mu^*, u^*, p^*)$ and $(\varphi^h, \mu^h, u^h, p^h)$, as well as the stability estimate

\[
\|\varphi^h - \varphi^*\|_{H^1(0,T;L^2(\Omega))} + \|\varphi^h - \varphi^*\|_{L^2(0,T;H^2(\Omega))} + \|\mu^h - \mu^*\|_{L^2(0,T;H^2(\Omega))} + \|u^h - u^*\|_{L^2(0,T;L^4(\Omega))} + \|p^h - p^*\|_{L^2(0,T;W^{2,4/3}(\Omega))} \\
\leq K_2 \|h\|_{L^2(0,T;L^2(\Omega))},
\] (3.54)

for some $K_2 > 0$ depending only on $\|\varphi_0\|_{H^2(\Omega)}$, $\Omega$, $T$, $\|S\|_{L^2(Q)}$ and $\hat{R}$. Besides, simple algebraic manipulations, together with the facts

\[
div(u^h) = div(u^*) = S, \quad div(v^h) = 0,
\]

yield that, by its definition, $(y^h, z^h, w^h, r^h)$ is a strong solution to the following problem on $Q$:

\[
\partial_t y^h - \Delta z^h = -y^h S - w^h \cdot \nabla \varphi^* - u^* \cdot \nabla y^h - (u^h - u^*) \cdot \nabla (\varphi^h - \varphi^*) \quad \text{a.e. in } Q, \tag{3.55}
\]

\[
z^h = -\Delta y^h + f'(\varphi^h) - f'(\varphi^*) - f''(\varphi^*) \xi^h \quad \text{a.e. in } Q, \tag{3.56}
\]

\[
w^h = -\nabla r^h + z^h \nabla \varphi^* + \mu^* \nabla y^h + (\mu^h - \mu^*) \nabla (\varphi^h - \varphi^*) \quad \text{a.e. in } Q, \tag{3.57}
\]

\[
div(w^h) = 0 \quad \text{a.e. in } Q, \tag{3.58}
\]

\[
-\Delta r^h = -div(z^h \nabla \varphi^*) - div(\mu^* \nabla y^h) - div((\mu^h - \mu^*) \nabla (\varphi^h - \varphi^*)) \quad \text{a.e. in } Q, \tag{3.59}
\]

\[
\partial_n y^h = \partial_n z^h = \partial_n r^h = 0 \quad \text{and } \quad w^h \cdot n = 0, \quad \text{a.e. on } \Sigma, \tag{3.60}
\]

\[
y^h(0) = 0 \quad \text{a.e. in } \Omega. \tag{3.61}
\]

We now perform a number of estimates for the system (3.55)-(3.61), where in the remainder of this proof the letters $C$ and $C_i$, $i \in \mathbb{N}$, stand for positive constants that may depend on the data but not on the choice of $h \in L^2(Q)$ that satisfies $R^* + h \in \mathcal{R}$ and $\|h\|_{L^2(Q)} \leq \Lambda$. The actual value of $C$ may change within lines or even within formulas. To begin with, we recall Taylor’s formula

\[
f'(\varphi^h) = f'(\varphi^*) + f''(\varphi^*) (\varphi^h - \varphi^*) + \frac{1}{2} f^{(3)}(\sigma^h)(\varphi^h - \varphi^*)^2,
\]

where $\sigma^h = a\varphi^h + (1-a)\varphi^*$ with some $a(x,t) \in [0,1]$ for $(x,t) \in Q$. Then, by the definition of $y^h$, we have that

\[
|f'(\varphi^h) - f'(\varphi^*) - f''(\varphi^*) \xi^h| \leq C |y^h| + C |\varphi^h - \varphi^*|^2 \quad \text{a.e. in } Q. \tag{3.62}
\]
We observe that (3.56) yields for almost every \( t \in (0, T) \) that
\[
|\text{mean } z^h(t)| \leq C \int_{\Omega} \left( |y^h(t)| + |\varphi^h(t) - \varphi^*(t)|^2 \right) \, dx,
\]
whence
\[
\int_0^t |\text{mean } z^h(s)|^2 \, ds \leq C \int_{Q_t} |y^h|^2 \, dxds + C \int_0^t \|\varphi^h(s) - \varphi^*(s)\|_{L^2(\Omega)}^4 \, ds.
\]
Thus, it follows from Poincaré’s inequality and (3.54) that
\[
\int_0^t \|z^h(s)\|^2_{H^1(\Omega)} \, ds \leq C \int_{Q_t} |\nabla z^h|^2 \, dxds + C \|y^h\|^2_{L^2(\Omega)} \, ds + C \|h\|^4_{L^2(Q_t)}.
\]

**First estimate:**

We multiply (3.55) by \( y^h \), account for (3.56), and integrate over \( Q_t \), where \( t \in (0, T] \). After integration by parts, we then obtain the identity
\[
\frac{1}{2} \|y^h(t)\|^2_{L^2(\Omega)} + \int_{Q_t} |\Delta y^h|^2 \, dxds = \int_{Q_t} (f'(y^h) - f'(\varphi^*) - f''(\varphi^*) \xi^h) \Delta y^h \, dxds
\]
\[
- \int_{Q_t} y^h (y^h S + w^h \cdot \nabla \varphi^* + u^* \cdot \nabla y^h) \, dxds
\]
\[
- \int_{Q_t} y^h \nabla (\varphi^h - \varphi^*) \cdot (u^h - u^*) \, dxds
\]
\[
:= \sum_{j=1}^{3} I_j,
\]
with obvious notation. From (3.62) and (3.54), we obtain for every \( \gamma \in (0, 1) \) (to be specified later) that
\[
|I_1| \leq \gamma \int_{Q_t} |\Delta y^h|^2 \, dxds + \frac{C}{\gamma} \int_{Q_t} |y^h|^2 \, dxds + \frac{C}{\gamma} \int_{Q_t} |\varphi^h - \varphi^*|^4 \, dxds
\]
\[
\leq \gamma \int_{Q_t} |\Delta y^h|^2 + \frac{C}{\gamma} \int_{Q_t} |y^h|^2 + \frac{C}{\gamma} \|h\|^4_{L^2(Q_t)}.
\]
Next, by virtue of \( \text{div}(u^*) = S \), Hölder’s inequality and Young’s inequality, we also have
\[
|I_2| = \left| \int_{Q_t} y^h \left( \frac{1}{2} y^h S + w^h \cdot \nabla \varphi^* \right) \, dxds \right|
\]
\[
\leq \int_0^t \|y^h(s)\|_{L^4(\Omega)} \left( \|y^h(s)\|_{L^4(\Omega)} \|S(s)\|_{L^2(\Omega)} + \|w^h(s)\|_{L^2(\Omega)} \|\nabla \varphi^*(s)\|_{L^4(\Omega)} \right) \, ds
\]
Moreover, using (3.54) once more, we see that

\[ |I_3| \leq \int_0^t \left| y^h(s) \right|_{L^2(\Omega)}^2 \left| \nabla (\varphi^h(s) - \varphi^*(s)) \right|_{L^4(\Omega)} \left| u^h(s) - u^*(s) \right|_{L^4(\Omega)} ds \]

\[ \leq \left| \varphi^h - \varphi^* \right|_{C^0([0,t];H^2(\Omega))} \left| u^h - u^* \right|_{L^2(0,t;L^4(\Omega))} \left| y^h \right|_{L^2(Q_t)} \]

\[ \leq \int_{Q_t} |y^h|^2 \, dx \, ds + C \| h \|_{L^2(Q_t)}^4. \]  

Combining (3.64)–(3.67), we have thus shown the estimate

\[ \| y^h(t) \|_{L^2(\Omega)}^2 + (2 - 2\gamma) \int_{Q_t} |\Delta y^h|^2 \, dx \, ds \]

\[ \leq \frac{1}{4} \int_{Q_t} |w^h|^2 \, dx \, ds + C \left( 1 + \gamma^{-1} \right) \| h \|_{L^2(\Omega)}^4 \]

\[ + C \left( 1 + \gamma^{-1} \right) \int_0^t \left( 1 + \| S(s) \|_{L^2(\Omega)}^2 \right) \| y^h(s) \|_{H^1(\Omega)}^2 \, ds. \]

Second estimate:

We now multiply (3.55) by \( z^h \), take the scalar product of (3.57) with \( w^h \), add the resulting identities, and integrate over \( Q_t \). After integration by parts, we then get

\[ \frac{1}{2} \| \nabla y^h(t) \|_{L^2(\Omega)}^2 + \int_{Q_t} |\nabla z^h|^2 \, dx \, ds + \int_{Q_t} |w^h|^2 \, dx \, ds \]

\[ = - \int_{Q_t} y^h S z^h \, dx \, ds - \int_{Q_t} z^h \mu^* \nabla y^h \, dx \, ds - \int_{Q_t} z^h (u^h - u^*) \cdot \nabla (\varphi^h - \varphi^*) \, dx \, ds \]

\[ + \int_{Q_t} \mu^* \nabla y^h \cdot w^h \, dx \, ds + \int_{Q_t} (\mu^h - \mu^*) \nabla (\varphi^h - \varphi^*) \cdot w^h \, dx \, ds \]

\[ - \int_{Q_t} \partial_t y^h \left[ f'(\varphi^h) - f'(\varphi^*) - f''(\varphi^*) \xi^h \right] \, dx \, ds \]

\[ := \sum_{j=1}^6 J_j, \]  

with obvious notation. We have, by the Hölder and Young inequalities and (3.63), that

\[ |J_1| \leq \int_0^t \| S(s) \|_{L^2(\Omega)} \| z^h(s) \|_{L^4(\Omega)} \| y^h(s) \|_{L^4(\Omega)} \, ds \]

\[ \leq \gamma \int_{Q_t} |\nabla z^h|^2 \, dx \, ds + C \gamma \| h \|_{L^2(Q_t)}^4 \]

\[ + C \left( \gamma + \gamma^{-1} \right) \int_0^t \left( 1 + \| S(s) \|_{L^2(\Omega)}^2 \right) \| y^h(s) \|_{H^1(\Omega)}^2 \, ds. \]
Moreover, by similar reasoning, we obtain

\[ |J_2| \leq \int_0^t \| z^h(s) \|_{L^4(\Omega)} \| u^*(s) \|_{L^4(\Omega)} \| \nabla y^h \|_{L^2(\Omega)} \, ds \]

\[ \leq \gamma \int_{Q_t} |\nabla z^h|^2 \, dx \, ds + C \gamma \| h \|_{L^2(Q_t)}^4 \]

\[ + C (\gamma + \gamma^{-1}) \int_0^t \left( 1 + \| u^*(s) \|_{L^4(\Omega)}^2 \right) \| y^h(s) \|_{H^1(\Omega)}^2 \, ds, \tag{3.71} \]

and

\[ |J_3| \leq \int_0^t \| z^h(s) \|_{L^2(\Omega)} \| u^h(s) - u^*(s) \|_{L^4(\Omega)} \| \nabla (\varphi^h(s) - \varphi^*(s)) \|_{L^4(\Omega)} \, ds \]

\[ \leq C \| \varphi^h - \varphi^* \|_{C^0([0,t];H^2(\Omega))} \| z^h \|_{L^2(Q_t)} \| u^h - u^* \|_{L^2(0,t;L^4(\Omega))} \]

\[ \leq \gamma \int_{Q_t} |\nabla z^h|^2 \, dx \, ds + C(\gamma + \gamma^{-1}) \| h \|_{L^2(Q_t)}^4 + C \gamma \int_0^t \| y^h(s) \|_{L^2(\Omega)}^2 \, ds. \tag{3.72} \]

We also have, invoking (2.2) and standard elliptic estimates, that

\[ |J_4| \leq \int_0^t \| \mu^*(s) \|_{L^4(\Omega)} \| \nabla y^h(s) \|_{L^4(\Omega)} \| w^h(s) \|_{L^2(\Omega)} \, ds \]

\[ \leq \frac{1}{4} \int_{Q_t} |w^h|^2 \, dx \, ds \]

\[ + C \int_0^t \| \mu^*(s) \|_{L^2(\Omega)} \| \mu^*(s) \|_{H^1(\Omega)} \| \nabla y^h(s) \|_{L^2(\Omega)} \| \nabla y^h(s) \|_{H^1(\Omega)} \, ds \]

\[ \leq \frac{1}{4} \int_{Q_t} |w^h|^2 \, dx \, ds + \gamma \int_{Q_t} |\Delta y^h|^2 \, dx \, ds \]

\[ + C(1 + \gamma^{-1}) \int_0^t \left( 1 + \| \mu^*(s) \|_{H^1(\Omega)}^2 \right) \| y^h(s) \|_{H^1(\Omega)}^2 \, ds. \tag{3.73} \]

Besides,

\[ |J_5| \leq \int_0^t \| \mu^h(s) - \mu^*(s) \|_{L^4(\Omega)} \| \nabla (\varphi^h(s) - \varphi^*(s)) \|_{L^4(\Omega)} \| w^h(s) \|_{L^2(\Omega)} \, ds \]

\[ \leq C \| \varphi^h - \varphi^* \|_{C^0([0,t];H^2(\Omega))} \| \mu^h - \mu^* \|_{L^2(0,t;H^1(\Omega))} \| w^h \|_{L^2(Q_t)} \]

\[ \leq \frac{1}{4} \int_{Q_t} |w^h|^2 \, dx \, ds + C \| h \|_{L^2(Q_t)}^4. \tag{3.74} \]

The estimation of \( J_6 \) requires some preparations. First notice that almost everywhere in \( Q \) it holds

\[ f'(\varphi^h) - f'(\varphi^*) - f''(\varphi^*) \varphi^h \]

\[ = \int_0^1 \frac{d}{ds} \left( f'(s \varphi^h + (1-s) \varphi^*) \right) ds - f''(\varphi^*) \varphi^h \]

\[ = (\varphi^h - \varphi^*) \int_0^1 f''(s \varphi^h + (1-s) \varphi^*) ds - f''(\varphi^*) \varphi^h \]
with obvious notation. Thus, using the estimate (2.11) for $\varphi^h$ and $\varphi^*$, we have almost everywhere on $Q$ the estimates

$$
|A^h| \leq C |\varphi^h - \varphi^*|^2,
$$

(3.75)

$$
|\partial_t A^h| \leq C |\varphi^h - \varphi^*| |\partial_t \varphi^h - \partial_t \varphi^*| + C |\varphi^h - \varphi^*|^2 (|\partial_t \varphi^h| + |\partial_t \varphi^*|).
$$

(3.76)

Now, we write $J_6$ as

$$
J_6 = -\int_{Q_t} f''(\varphi^*) y^h \partial_t y^h \, dx \, ds - \int_{Q_t} \partial_t y^h A^h \, dx \, ds := J_7 + J_8,
$$

(3.77)

with obvious notation. Clearly,

$$
J_7 = \frac{-1}{2} \int_{Q_t} \partial_t \left( f''(\varphi^*) |y^h|^2 \right) \, dx \, ds + \frac{1}{2} \int_{Q_t} |y^h|^2 f''(\varphi^*) \partial_t \varphi^* \, dx \, ds,
$$

that is, since $-f''(\varphi^*) = 1 - 3\varphi^2 \leq 1$,

$$
|J_7| \leq \frac{1}{2} \left\| y^h(t) \right\|^2_{L^2(\Omega)} + C \int_0^t \left\| \partial_t \varphi^*(s) \right\|_{L^2(\Omega)} \left\| y^h(s) \right\|^2_{L^4(\Omega)} \, ds

\leq \frac{1}{2} \left\| y^h(t) \right\|^2_{L^2(\Omega)} + C \int_0^t \left\| \partial_t \varphi^*(s) \right\|_{L^2(\Omega)} \left\| y^h(s) \right\|^2_{H^1(\Omega)} \, ds.
$$

(3.78)

Moreover,

$$
J_8 = -\int_{Q_t} \partial_t (y^h A^h) \, dx \, ds + \int_{Q_t} y^h \partial_t A^h \, dx \, ds,
$$

so that, owing to (3.76),

$$
|J_8| \leq \int_{\Omega} |y^h(t)||A^h(t)| \, dx + C \int_{Q_t} |y^h| |\varphi^h - \varphi^*| |\partial_t \varphi^h - \partial_t \varphi^*| \, dx \, ds

+ C \int_{Q_t} |y^h| |\varphi^h - \varphi^*|^2 (|\partial_t \varphi^h| + |\partial_t \varphi^*|) \, dx \, ds

\leq \frac{1}{4} \left\| y^h(t) \right\|^2_{L^2(\Omega)} + C \left\| \varphi^h(t) - \varphi^*(t) \right\|^4_{L^4(\Omega)}

+ C \int_0^t \left\| y^h(s) \right\|_{L^4(\Omega)} \left\| \varphi^h(s) - \varphi^*(s) \right\|_{L^4(\Omega)} \left\| \partial_t \varphi^h(s) - \partial_t \varphi^*(s) \right\|_{L^2(\Omega)} \, ds

+ C \int_0^t \left\| y^h(s) \right\|_{L^6(\Omega)} \left\| \varphi^h(s) - \varphi^*(s) \right\|^2_{L^6(\Omega)} \left( \left\| \partial_t \varphi^h(s) \right\|_{L^2(\Omega)} + \left\| \partial_t \varphi^*(s) \right\|_{L^2(\Omega)} \right) \, ds

\leq \frac{1}{4} \left\| y^h(t) \right\|^2_{L^2(\Omega)} + C \left\| h \right\|^4_{L^2(Q_t)}

+ C \left\| \varphi^h - \varphi^* \right\|_{C^0([0,1];H^1(\Omega))} \left\| \partial_t \varphi^h - \partial_t \varphi^* \right\|_{L^2(Q_t)} \left\| y^h \right\|_{L^2(0,t;L^2(\Omega))}.
$$
In this section, we establish our main results for the optimal control problem.

4 The Optimal Control Problem

As a consequence, we see that for all \( t \in (0, T) \), we deduce that

\[
\frac{1}{4} \left\| y^h(t) \right\|_{L^2(\Omega)}^2 + C \left\| h \right\|_{L^2(Q_t)}^2 + C \int_0^t \left\| y^h(s) \right\|_{H^1(\Omega)}^2 ds.
\]

Combining the estimates (3.69)–(3.79), we obtain the following inequality:

\[
\frac{1}{2} \left\| \nabla y^h(t) \right\|_{L^2(\Omega)}^2 + (1 - 3\gamma) \int_{Q_t} \left| \nabla z^h \right|^2 dxds + \frac{1}{2} \int_{Q_t} \left| w^h \right|^2 dxds
\]

\[
\leq \frac{3}{4} \left\| y^h(t) \right\|_{L^2(\Omega)}^2 + \gamma \int_{Q_t} \left| \Delta y^h \right|^2 dxds + C(1 + \gamma + \gamma^{-1}) \left\| h \right\|_{L^2(Q_t)}^2
\]

\[
+ C(1 + \gamma + \gamma^{-1}) \int_0^t \Psi_4(s) \left\| y^h(s) \right\|_{H^1(\Omega)}^2 ds,
\]

where the function

\[
\Psi_4(s) = 1 + \left\| S(s) \right\|_{L^2(\Omega)}^2 + \left\| u^*(s) \right\|_{L^2(\Omega)}^2 + \left\| \mu^*(s) \right\|_{H^1(\Omega)}^2 + \left\| \partial_t \varphi^*(s) \right\|_{L^2(\Omega)}^2
\]

is known to belong to \( L^1(0, T) \). Hence, adding the inequalities (3.68) and (3.80), we obtain

\[
\frac{1}{4} \left( \left\| \nabla y^h(t) \right\|_{L^2(\Omega)}^2 + \left\| y^h(t) \right\|_{L^2(\Omega)}^2 \right) + (2 - 3\gamma) \int_{Q_t} \left| \Delta y^h \right|^2 dxds
\]

\[
+ (1 - 3\gamma) \int_{Q_t} \left| \nabla z^h \right|^2 dxds + \frac{1}{4} \int_{Q_t} \left| w^h \right|^2 dxds
\]

\[
\leq C \left( 1 + \gamma + \gamma^{-1} \right) \left\| h \right\|_{L^2(Q_t)}^2 + C \left( 1 + \gamma + \gamma^{-1} \right) \int_0^t \Psi_4(s) \left\| y^h(s) \right\|_{H^1(\Omega)}^2 ds.
\]

Adjusting \( \gamma \in (0, 1) \) small enough and applying Gronwall’s lemma, using also the estimate (3.63), we deduce that

\[
\left\| y^h \right\|_{C^0([0, T]; H^1(\Omega) \cap L^2(0, t; H^1(\Omega)))} + \left\| z^h \right\|_{L^2(0, t; H^1(\Omega))} + \left\| w^h \right\|_{L^2(Q_t)} \leq C_2 \left\| h \right\|_{L^2(Q_t)},
\]

for all \( t \in (0, T) \). The condition (3.52) is therefore fulfilled with the choice \( Z(\lambda) = C_2 \lambda^4 \).

As a consequence, we see that

\[
\frac{\left\| S(R^* + h) - S(R^*) - \xi^h \right\|_W}{\left\| h \right\|_{L^2(Q)}} = \frac{\left\| y^h \right\|_W}{\left\| h \right\|_{L^2(Q)}} \leq \sqrt{C_2} \left\| h \right\|_{L^2(Q)} \to 0
\]

as \( \left\| h \right\|_{L^2(Q)} \to 0 \). This concludes the proof of the assertion.

\[\square\]

4 The Optimal Control Problem

In this section, we establish our main results for the optimal control problem (CP) stated in the introduction. In addition to the previous assumptions (A1)–(A3), we assume the following

(A4) The target functions satisfy \( \varphi_\Omega \in L^2(\Omega), \varphi_Q \in L^2(Q) \). The constants \( \beta_i, i = 1, 2, 3 \), are nonnegative but not all zero, and the functions \( R_{\min}, R_{\max} \in L^\infty(Q) \) satisfy \( R_{\min} \leq R_{\max} \) almost everywhere in \( Q \).
4.1 Existence

We begin with the result on the existence of an optimal control.

**Theorem 4.1.** Suppose that the assumptions (A1)–(A4) are satisfied. Then the optimal control problem \((\text{CP})\) admits at least one solution \((\varphi, R)\) such that \(R \in \mathcal{R}_{\text{ad}}\) and \(\varphi = S(R)\) is the unique global strong solution to problem \((1.1)–(1.6)\).

**Proof.** The proof essentially follows from the convexity/coercivity of the nonnegative cost functional \(J(\varphi, R)\). Consider the reduced cost functional

\[
\tilde{J}(R) : L^2(Q) \to [0, +\infty) \quad \text{such that} \quad \tilde{J}(R) := J(\varphi, R),
\]

for any \(R \in L^2(Q)\), where \(\varphi = S(R)\) is the corresponding unique global strong solution to problem \((1.1)–(1.6)\) with given initial datum \(\varphi_0\) and source \(S\) satisfying (A1), (A2). We observe that problem \((\text{CP})\) is equivalent to the minimization problem

\[
\min_{R \in \mathcal{R}_{\text{ad}}} \tilde{J}(R).
\]

Then we pick a bounded minimizing sequence \(\{R_n\}_{n \in \mathbb{N}}\), i.e., a sequence of admissible controls such that \(\lim_{n \to +\infty} \tilde{J}(R_n) = \inf_{R \in \mathcal{R}_{\text{ad}}} \tilde{J}(R)\) and put

\[
\begin{aligned}
\varphi_n &= S(R_n), \\
\mu_n &= -\Delta \varphi_n + f'(\varphi_n), \\
u_n &= -\nabla p_n + \mu_n \nabla \varphi_n,
\end{aligned}
\]

where \(p_n\) is the unique solution to the elliptic boundary value problem resembling \((1.8)\) with the constraint mean \(p_n(t) = 0\) for almost every \(t \in (0, T)\). Since \(\mathcal{R}_{\text{ad}}\) is a bounded closed subset of \(L^2(Q)\) (see (A4)), in view of Theorem 2.1, in particular (2.10), we may infer from standard compactness arguments (cf. [42, Sect. 8, Cor. 4]) that there are some \(R \in \mathcal{R}_{\text{ad}}\) and a quadruple \((\varphi, \mu, u, p)\) such that, at least for some subsequence which is again indexed by \(n\) for simplicity,

\[
\begin{aligned}
R_n \to R & \quad \text{weakly-star in} \ L^\infty(Q), \\
\varphi_n \to \varphi & \quad \text{weakly-star in} \ H^1(0, T; L^2(\Omega)) \cap L^\infty(0, T; H^2(\Omega)) \cap L^2(0, T; H^4(\Omega)) \quad \text{strongly in} \ C^0([0, T]; W^{1, r}(\Omega)) \text{ for } 1 \leq r < +\infty, \text{ in } C^0(\overline{Q}), \\
\mu_n \to \mu & \quad \text{weakly-star in} \ L^\infty(0, T; H^3(\Omega)), \\
u_n \to u & \quad \text{weakly in} \ L^2(0, T; H^2(\Omega)) \cap L^2(0, T; H^2(\Omega)), \\
p_n \to p & \quad \text{weakly in} \ L^2(0, T; H^2(\Omega)).
\end{aligned}
\]

It follows, in particular, that \(\varphi, \mu, u\) satisfy \((1.4)–(1.6)\). Moreover, we can deduce the following convergence results for nonlinear terms:

\[
\begin{aligned}
f'(\varphi_n) & \to f'(\varphi) \quad \text{strongly in} \ C^0(\overline{Q}), \\
\mu_n \nabla \varphi_n & \to \mu \nabla \varphi \quad \text{weakly in} \ L^2(Q)^2, \\
\text{div}(\varphi_n u_n) & \to \text{div}(\varphi u) \quad \text{weakly in} \ L^2(Q),
\end{aligned}
\]
\[ \text{div}(\mu_n \nabla \varphi_n) \to \text{div}(\mu \nabla \varphi) \quad \text{weakly in } L^2(0, T; (H^1(\Omega))^\prime). \]

These convergent results enable us to pass to the limit as \( n \to \infty \) in the state system (1.1)–(1.6), (1.8) (at least in the weak formulation), and noting that the constraint (1.9) also holds true. Thus, we infer that \((\varphi, \mu, u, p)\) is the (unique) solution to the state system associated with the control \( R \), namely, it holds \( \varphi = S(R) \). Therefore, the limit \((\varphi, R)\) is an admissible pair for the control problem (CP). It then follows from the sequential semicontinuity properties of the cost functional \( J \) that \((\varphi, R)\) is a solution to the control problem (CP) with \( R \) being an optimal control. \( \square \)

### 4.2 First-order necessary optimality conditions

With the Fréchet differentiability for \( S \) that has been shown in Theorem 3.3, we can conclude from the convexity of \( R_{ad} \) and the chain rule of differentiation the following first-order necessary optimality condition for problem (CP).

**Theorem 4.2.** Suppose that the assumptions (A1)–(A4) are fulfilled. Let \( R^* \in R_{ad} \) be a solution to the optimal control problem (CP) with the associated state \( \varphi^* = S(R^*) \). Then we have the following variational inequality

\[
\beta_1 \int_{\Omega} (\varphi^*(T) - \varphi_\Omega) \xi(T) \, dx + \beta_2 \int_{Q} (\varphi^* - \varphi_Q) \xi \, dxdt \\
+ \beta_3 \int_{Q} R^*(R - R^*) \, dxdt \geq 0 \tag{4.3}
\]

for all \( R \in R_{ad} \), where \( \xi \) is the first component of the unique solution to the linearized system (3.5)–(3.11) with \( h = R - R^* \).

**Proof.** Recalling the definition of the reduced cost functional \( \tilde{J} \) (see (4.1)) and invoking the convexity of \( R_{ad} \), we obtain (cf. [43, Lemma 2.21])

\[
(\tilde{J}'(R^*), R - R^*) \geq 0 \quad \forall R \in R_{ad}.
\]

By the chain rule, we have \( \tilde{J}'(R) = \tilde{J}'_{S(R)}(S(R), R) \circ DS(R) + \tilde{J}'_{R}(S(R), R) \), where for every fixed \( R \in L^2(Q) \), \( \tilde{J}'_{S}(\varphi, R) \) is the Fréchet derivative of \( \tilde{J}(\varphi, R) \) with respect to \( \varphi \) at \( \varphi \in \mathcal{W} \) and for every fixed \( \varphi \in \mathcal{W} \), \( \tilde{J}'_{R}(\varphi, R) \) is the Fréchet derivative with respect to \( R \) at \( R \in L^2(Q) \). Then, by a straightforward computation and using the fact \( DS(R^*)(R - R^*) = \xi \) (see Theorem 3.3), we obtain the variational inequality (1.3).

We now turn our interest to the derivation of first-order necessary optimality conditions, where we aim at expressing the two summands in the variational inequality (1.3) containing the component \( \xi \) (i.e., the solution to the linearized system (3.5)–(3.11)) in terms of the adjoint state variables.

To this end, assume that the assumptions (A1)–(A4) are satisfied and that a fixed optimal control \( R^* \in R_{ad} \) is given. Let \((\varphi^*, \mu^*, u^*, p^*)\) denote the corresponding unique solution to the state system (1.1)–(1.6), (1.8) established in Theorem 2.1. Moreover, let \((\xi, \eta, v, q)\) be the unique solution to the linearized system (3.5)–(3.11) according to
Lemma 4.2. We then consider the following adjoint system: find a quadruple \((p_1, p_2, p_3, p_4)\) such that

\[
- \partial_t p_1 - \mathbf{u}^* \cdot \nabla p_1 + \Delta p_2 - f''(\varphi^*) p_2 + p_3 \cdot \nabla \mu^* = \beta_2(\varphi^* - \varphi_Q) \quad \text{a.e. in } Q, \tag{4.4}
\]

\[
p_2 = \Delta p_1 + p_3 \cdot \nabla \varphi^* \quad \text{a.e. in } Q, \tag{4.5}
\]

\[
p_4 = \nabla p_4 - p_1 \nabla \varphi^* \quad \text{a.e. in } Q, \tag{4.6}
\]

\[
\text{div}(p_3) = 0 \quad \text{a.e. in } Q, \tag{4.7}
\]

with the following boundary and endpoint conditions:

\[
\partial_n p_1 = \partial_n p_2 = p_3 \cdot \mathbf{n} = 0 \quad \text{a.e. on } \Sigma, \tag{4.8}
\]

\[
p_1(T) = \beta_1 (\varphi^*(T) - \varphi_\Omega) \quad \text{a.e. in } \Omega. \tag{4.9}
\]

Besides, we see from (4.6)–(4.8) that \(p_4\) satisfies

\[
\Delta p_4 = \text{div}(p_1 \nabla \varphi^*) \quad \text{a.e. in } Q, \tag{4.10}
\]

\[
\partial_n p_4 = 0 \quad \text{a.e. on } \Sigma. \tag{4.11}
\]

Observe that \(p_4\) is only determined up to a constant. Thus, we make \(p_4\) unique by postulating that mean \(p_4(t) = 0\) for almost every \(t \in (0, T)\).

The adjoint system (4.4)–(4.9) turns out to be a backward-in-time problem and it can be easily derived by using the formal Lagrange method described in [43] with direct computations via integration by parts. Owing to the fact that we only have \(p_1(T) = \beta_1 (\varphi^*(T) - \varphi_\Omega) \in L^2(\Omega)\) (recall (A4)), the system (4.4)–(4.9) in general cannot be expected to enjoy a strong solution on \(Q\) (unless \(\beta_1 = 0\), or \(\varphi^*(T) = \varphi_\Omega\)), and the corresponding solution \((p_1, p_2, p_3, p_4)\) can only be expected to have a certain weaker regularity. Therefore, instead of the pointwise equations (4.4)–(4.9), \((p_1, p_2, p_3, p_4)\) should be understood as a solution satisfying the weak formulation:

\[
\langle -\partial_t p_1, \psi \rangle_{(H^2(\Omega))^\prime, H^2(\Omega)} + \int_\Omega \Delta p_1 \Delta \psi \, dx + \int_\Omega (p_3 \cdot \nabla \varphi^*) \Delta \psi \, dx
\]

\[
- \int_\Omega (f''(\varphi^*) \Delta p_1 + \mathbf{u}^* \cdot \nabla p_1) \psi \, dx - \int_\Omega f'''(\varphi^*)(p_3 \cdot \nabla \varphi^*) \psi \, dx
\]

\[
+ \int_\Omega (p_3 \cdot \nabla \mu^*) \psi \, dx
\]

\[
= \int_\Omega \beta_2(\varphi^* - \varphi_Q) \psi \, dx, \quad \text{for all } \psi \in H^2(\Omega) \text{ and a.e. in } (0, T). \tag{4.12}
\]

We have the following result on the existence of adjoint states.

Lemma 4.3. Suppose that the assumptions (A1)–(A4) are fulfilled and that the optimal control \(R^*\) as well as the associate state \((\varphi^*, \mu^*, \mathbf{u}^*, p^*)\) are given as above. Then the adjoint problem (4.4)–(4.12) admits a unique weak solution \((p_1, p_2, p_3, p_4)\) on \(Q\) satisfying

\[
p_1 \in H^1(0, T; (H^2(\Omega))^\prime) \cap C^0([0, T]; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)), \tag{4.13}
\]

\[
p_2 \in L^2(Q), \quad p_3 \in L^2(0, T; H^1(\Omega)^2), \quad p_4 \in L^2(0, T; H^2(\Omega)). \tag{4.14}
\]
Proof. The proof follows from a similar argument as that used in the proof of Lemma 3.2, namely, by means of the Faedo–Galerkin procedure. Therefore, we simply omit the implementation of the approximation scheme and just perform the necessary \textit{a priori} estimates. Taking $\psi = p_1$ in the weak form (4.12), we have

$$\begin{align*}
- \frac{1}{2} \frac{d}{dt} \|p_1\|_{L^2(\Omega)}^2 + \|\Delta p_1\|_{L^2(\Omega)}^2 &= - \int_\Omega (p_3 \cdot \nabla \varphi^*) \Delta p_1 \, dx + \int_\Omega \left[ f''(\varphi^*) \Delta p_1 + u^* \cdot \nabla p_1 \right] p_1 \, dx \\
&\quad + \int_\Omega f''(\varphi^*)(p_3 \cdot \nabla \varphi^*) p_1 \, dx - \int_\Omega (p_3 \cdot \nabla \mu^*) p_1 \, dx \\
&\quad + \int_\Omega \beta_2(\varphi^* - \varphi_Q) p_1 \, dx \\
&= \sum_{j=1}^5 I_j.
\end{align*}$$

(4.15)

Recalling the uniform estimate (2.10) for $\varphi^*$, we have

$$\|\text{div}(p_1 \nabla \varphi^*)\|_{L^{5/3}(\Omega)} \leq C \|\nabla p_1\|_{L^2(\Omega)} \|\nabla \varphi^*\|_{L^4(\Omega)} + C \|p_1\|_{L^4(\Omega)} \|\Delta \varphi^*\|_{L^2(\Omega)} \leq C \|p_1\|_{H^1(\Omega)}.$$

Then similar to (2.41), it holds that

$$\|\nabla p_4\|_{L^4(\Omega)} \leq C \|p_4\|_{W^{2,4/3}(\Omega)} \leq C \|\text{div}(p_1 \nabla \varphi^*)\|_{L^{5/3}(\Omega)} \leq C \|p_1\|_{H^1(\Omega)}.$$

(4.16)

On the other hand, it follows from Hölder’s inequality that

$$\|p_1 \nabla \varphi^*\|_{L^1(\Omega)} \leq C \|p_1\|_{L^8(\Omega)} \|\nabla \varphi^*\|_{L^8(\Omega)} \leq C \|p_1\|_{H^1(\Omega)},$$

which together with (4.16) yields

$$\|P_3\|_{L^1(\Omega)} \leq C \|p_1\|_{H^1(\Omega)}.$$

(4.17)

As a consequence, it follows that

$$|I_1| \leq \|P_3\|_{L^4(\Omega)} \|\nabla \varphi^*\|_{L^4(\Omega)} \|\Delta p_1\|_{L^2(\Omega)} \leq C \|p_1\|_{H^1(\Omega)} \|\Delta p_1\|_{L^2(\Omega)} \leq \frac{1}{8} \|\Delta p_1\|_{L^2(\Omega)}^2 + C \|p_1\|_{L^2(\Omega)}^2.$$

(4.18)

Next, using the fact $\text{div}(u^*) = S$, we have

$$|I_2| = \left| \int_\Omega \left( f''(\varphi^*) (\Delta p_1) p_1 + \frac{1}{2} u^* \cdot \nabla (p_1)^2 \right) \, dx \right|$$

$$= \left| \int_\Omega \left( f''(\varphi^*) (\Delta p_1) p_1 - \frac{1}{2} S(p_1)^2 \right) \, dx \right|.$$
From (4.15) and (4.18)–(4.22), we arrive at the following differential inequality:

\[ \leq \| f''(\varphi^*) \|_{L^\infty(\Omega)} \| \Delta p_1 \|_{L^2(\Omega)} \| p_1 \|_{L^2(\Omega)} + \| S \|_{L^2(\Omega)} \| p_1 \|_{L^4(\Omega)}^2 \]

\[ \leq \frac{1}{8} \| \Delta p_1 \|_{L^2(\Omega)}^2 + C (1 + \| S \|_{L^2(\Omega)}^2) \| p_1 \|_{L^2(\Omega)}^2. \]  

(4.19)

Besides, we have

\[ |I_3| \leq \| f''(\varphi^*) \|_{L^\infty(\Omega)} \| \mathbf{p}_3 \|_{L^4(\Omega)} \| \nabla \varphi^* \|_{L^4(\Omega)} \| p_1 \|_{L^2(\Omega)} \]

\[ \leq C \| p_1 \|_{H^1(\Omega)} \| p_1 \|_{L^2(\Omega)} \]

\[ \leq \frac{1}{8} \| \Delta p_1 \|_{L^2(\Omega)}^2 + C \| p_1 \|_{L^2(\Omega)}^2, \]  

(4.20)

\[ |I_4| \leq \| \mathbf{p}_3 \|_{L^4(\Omega)} \| \nabla \mu^* \|_{L^2(\Omega)} \| p_1 \|_{L^4(\Omega)} \]

\[ \leq C \| \nabla \mu^* \|_{L^2(\Omega)} \| p_1 \|_{H^1(\Omega)}^2 \]

\[ \leq \frac{1}{8} \| \Delta p_1 \|_{L^2(\Omega)}^2 + C (1 + \| \nabla \mu^* \|_{L^2(\Omega)}^2) \| p_1 \|_{L^2(\Omega)}^2, \]  

(4.21)

and

\[ |I_5| \leq \beta_2 \| \varphi^* - \varphi_Q \|_{L^2(\Omega)} \| p_1 \|_{L^2(\Omega)} \leq \| p_1 \|_{L^2(\Omega)}^2 + \frac{\beta_2^2}{4} \| \varphi^* - \varphi_Q \|_{L^2(\Omega)}^2. \]  

(4.22)

From (4.13) and (4.18)–(4.22), we arrive at the following differential inequality:

\[ - \frac{d}{dt} \| p_1 \|_{L^2(\Omega)}^2 + \| \Delta p_1 \|_{L^2(\Omega)} \leq \Psi_5(t) \| p_1 \|_{L^2(\Omega)}^2 + \beta_2 \| \varphi^* - \varphi_Q \|_{L^2(\Omega)}^2 \]  

(4.23)

for a.e. \( t \in (0, T) \), where \( \Psi_5(t) = 1 + \| S \|_{L^2(\Omega)}^2 + \| \nabla \mu^* \|_{L^2(\Omega)}^2 \in L^1(0, T) \). Then, by the (backward) Gronwall inequality, we obtain

\[ \| p_1(t) \|_{L^2(\Omega)}^2 + \int_t^T \| \Delta p_1(s) \|_{L^2(\Omega)}^2 ds \leq C \left( \| p_1(T) \|_{L^2(\Omega)}^2 + \beta_2 \| \varphi^* - \varphi_Q \|_{L^2(\Omega)}^2 \right), \quad \forall t \in [0, T]. \]  

(4.24)

The above estimate yields that \( p_1 \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)) \). Recalling (4.16) and (4.17), we also infer that \( p_4 \in L^2(0, T; W^{2,4/3}(\Omega)) \) and \( \mathbf{p}_3 \in L^2(0, T; L^4(\Omega)) \). Then, by a comparison argument in (4.12), we obtain \( \partial_t \mathbf{p}_1 \in L^2(0, T; (H^2(\Omega))^d) \), which further implies that \( p_1 \in C^0([0, T]; L^2(\Omega)) \). Since

\[ \| \text{div}(p_1 \nabla \varphi^*) \|_{L^2(\Omega)} \leq C \| \nabla p_1 \|_{L^4(\Omega)} \| \nabla \varphi^* \|_{L^4(\Omega)} + C \| p_1 \|_{L^\infty(\Omega)} \| \Delta \varphi^* \|_{L^2(\Omega)} \]

\[ \leq C \| p_1 \|_{H^2(\Omega)} \in L^2(0, T), \]

then, by the standard elliptic estimate, we infer that \( p_4 \in L^2(0, T; H^2(\Omega)) \). This fact and (4.16) yield that \( \mathbf{p}_3 \in L^2(0, T; H^1(\Omega))^d \).

Thus, we are able to prove the existence of a weak solution to the adjoint problem (4.6)–(4.12) satisfying the regularity properties (4.13)–(4.14). Besides, for this linear system, the proof of uniqueness is straightforward, and we omit the details here. \( \square \)
Now we are able to eliminate the function $\xi$ from the variational inequality (4.3) and, alternatively, form a first-order necessary optimality condition by the state system (1.1)–(1.6) for $\varphi^*$ together with the adjoint system (4.6)–(4.12):

**Corollary 4.4.** Suppose that the assumptions (A1)–(A4) are fulfilled, and let $R^* \in \mathcal{R}_{ad}$ be a solution to the optimal control problem (CP) with the associated state $\varphi^* = S(R^*)$ as well as the adjoint state $p_1$. Then we have the following variational inequality:

$$
\int_Q (p_1 + \beta_3 R^*) (R - R^*) \, dxds \geq 0 \quad \forall \, R \in \mathcal{R}_{ad}.
$$

(4.25)

**Proof.** We infer from (3.10), (4.9) and the Newton–Leibniz formula that

$$
\beta_1 \int_\Omega (\varphi^*(T) - \varphi_\Omega) \xi(T) \, dx = \int_0^T \frac{d}{dt} \left( \int_\Omega p_1 \xi \, dx \right) \, dt.
$$

(4.26)

On the other hand, taking $(\xi, \eta, v, q)$, which is the unique solution to the linearized system (3.5)–(3.11) with $h = R - R^*$, as test functions in the adjoint system (4.6)–(4.12), adding the results together and using integration by parts, we have

$$
\beta_2 \int_Q (\varphi^* - \varphi_Q) \xi \, dxdt
$$

$$
= - \int_0^T \langle \partial_t p_1, \xi \rangle_{(H^2(\Omega))^\prime, H^2(\Omega)} \, dt + \int_Q p_2 \Delta \xi \, dxdt
$$

$$
- \int_Q [u^* \cdot \nabla p_1 - f''(\varphi^*) p_2 + p_3 \cdot \nabla \mu^*] \xi \, dxdt
$$

$$
+ \int_Q (p_2 - \Delta p_1 - p_3 \cdot \nabla \varphi^*) \eta \, dxdt
$$

$$
+ \int_Q (p_3 - \nabla p_4 + p_1 \nabla \varphi^*) \cdot v \, dxdt - \int_Q \text{div}(p_3) \, dxdt
$$

$$
= - \int_0^T \frac{d}{dt} \left( \int_\Omega p_1 \xi \, dx \right) \, dt + \int_Q \left[ \partial_t \xi + \text{div}(\varphi^* v) + \text{div}(\xi u^*) - \Delta \eta \right] p_1 \, dxdt
$$

$$
+ \int_Q \left[ \eta + \Delta \xi - f''(\varphi^*) \xi \right] p_2 \, dxdt + \int_Q \text{div}(v) \, dxdt
$$

$$
+ \int_Q (v + \nabla q - \eta \nabla \varphi^* - \mu^* \nabla \xi) \cdot p_3 \, dxdt
$$

$$
= - \int_0^T \frac{d}{dt} \left( \int_\Omega p_1 \xi \, dx \right) \, dt + \int_Q (R - R^*) p_1 \, dxdt,
$$

(4.27)

where in the last step, we have used the equations (3.5)–(3.8) for $(\xi, \eta, v, q)$. Adding (4.26) and (4.27) together, we obtain

$$
\beta_1 \int_\Omega (\varphi^*(T) - \varphi_\Omega) \xi(T) \, dx + \beta_2 \int_Q (\varphi^* - \varphi_Q) \xi \, dxdt = \int_Q (R - R^*) p_1 \, dxdt.
$$

Hence, the variational inequality (4.25) is an immediate consequence of the above identity and (4.3).
Remark 4.5. When $\beta_3 > 0$, it follows from (4.25) that the optimal control $R^*$ is nothing but the $L^2(Q)$-orthogonal projection of $-\beta_3^{-1}p_1$ onto the closed convex set $\mathcal{R}_{ad}$. Then, by a standard argument, we infer the following pointwise condition:

$$R^*(x,t) = \max \left\{ R_{\min}(x,t), \ min \{ -\beta_3^{-1}p_1(x,t), R_{\max}(x,t) \} \right\}, \quad \text{for a.e. } (x,t) \in Q.$$ 
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