Deep learning techniques have the power to identify the degree of modification of high energy jets traversing deconfined QCD matter on a jet-by-jet basis. Such knowledge allows us to study jets based on their initial, rather than final energy. We show how this new technique provides unique access to the genuine configuration profile of jets over the transverse plane of the nuclear collision, both with respect to their production point and their orientation. Effectively removing the selection biases induced by final-state interactions, one can in this way analyse the potential azimuthal anisotropies of jet production associated to initial-state effects. Additionally, we demonstrate the capability of our new method to locate with precision the production point of a dijet pair in the nuclear overlap region, in what constitutes an important step forward towards the long term quest of using jets as tomographic probes of the quark-gluon plasma.

Introduction. Jets are collimated sprays of hadrons that are produced in hard QCD processes in high-energy particle collisions [1–3]. Within the context of heavy-ion collisions, they are witnesses to the creation of deconfined QCD matter, known as the quark-gluon plasma (QGP), which behaves very close to a perfect liquid [4–6]. During their passage through this medium, partonic jet modes are subject to momentum diffusion and energy loss by the radiation of soft quanta towards large angles, a phenomenon known as jet quenching [7–10]. Key information about the medium is contained in the detailed modification of these hard probes, turning them into essential tools on which tremendous theoretical and experimental effort is being devoted [11–16].

Using jets as differential probes of the spatio-temporal structure of the QGP created in heavy-ion collisions, aka jet tomography, is a long-standing goal [17–22]. On a jet-by-jet basis it is evident that the modifications induced by the medium follow from the local properties sampled along the jet trajectory from the hard production point out to the detector. The ability to unambiguously gauge the effect from the QGP on this level would lead to unprecedented precision in determining local properties of the fluid, including flow [23, 24], path-length dependence of modifications [25] and the possibility of observing deconfined quasi-particle degrees of freedom in the QGP [26–28]. Nonetheless, tomographic analyses on the level of inclusive jet populations have been hindered by intrinsic biases that accentuate samples experiencing small modifications over samples that are strongly affected [29]. Such biases arise due to the steeply falling spectrum of the jet initiator transverse momenta and strongly distort the magnitude of medium effects, e.g. the in-medium path-length distribution of surviving jets.

In this Letter we propose a technique, based on deep learning, that mitigates these bias effects and results in a better control of the path-length traversed by individual jets based on their level of modification. Given a measured jet at $p_{T}^{\text{initial}}$ the jet would have had, had it not interacted with a medium, see [30] for further details on how to establish such a correspondence. The technique uses only the information of the hadrons that are contained in the reconstructed jet and is easily adaptable to other model studies.

Having at hand an estimate of how much energy an individual jet has lost is a powerful tool that allows for many interesting applications [30]. Here, we demonstrate the usefulness of our approach to tomographic applications in two concrete examples. The first deals with reconstructing the true distribution of path-lengths that jets experience, eliminating the effects of “surface bias” [19, 20, 31] and revealing the potential contributions to jet azimuthal anisotropy that do not stem from final-state interactions. The second application combines the extraction of the lost energy with accessible knowledge about the orientation of the jet with respect to the event plane of the collision, as determined by the dominant azimuthal harmonic $v_2$ of the particle distribution. This allows to constrain the path length dependence separately for jets traveling parallel and transverse to the event plane of the collisions, refining the path to experimentally pinning down the original production point of a dijet pair. We expect this new development to importantly contribute to the set of tools aimed at the exploitation of energetic jets as tomographic probes of the QGP.

Quantifying energy loss jet-by-jet. In vacuum, high energy partons produced in a hard QCD collision relax their large virtuality down to the hadronization scale via successive splittings. The description of these processes is well controlled both from theory [32–34] and within Monte Carlo parton shower generators [35] through the appropriate implementation of the DGLAP evolution equations. In the medium, the presence of a significant phase space for vacuum-like emissions, occurring before any medium induced modifications have had the time to develop, has been firmly established [36–38]. The presence of this vacuum-like phase space, which strongly impacts the amount of jet energy loss based on the vacuum-
set scales governing jet activity (multiplicity, i.e. number of energy loss sources), is in fact what allows us to understand a great number of jet quenching observables, such as the relative suppression between jets and hadrons [36, 39], or the narrowing of the angular opening between the leading groomed subjets [40, 41]. In the leading-logarithmic approximation, it is legitimate to assume that the in-cone emissions that belong to the vacuum-like dominated region already define the energy that the jet would have had in the absence of the medium, which we call \( p_T^{\text{initial}} \). The presence of the medium alters this fairly developed structure, typically leading to energy loss due to transport of particles out of the jet cone and defining the jet energy in the medium, or simply \( p_T \).

Within this factorised picture, we can define what we call the energy loss ratio \( \chi \equiv p_T/p_T^{\text{initial}} \). In Ref. [30] we describe the matching procedure carried out at hadron level necessary to establish this connection between a quenched jet and its vacuum-like counterpart. In our previous and current work, we use the hybrid strong/weak coupling model [42–44] for the generation of the quenched jets. We extract \( \chi \) on a jet-by-jet basis by using jet images as inputs to a convolutional neural network (CNN), achieving a good degree of accuracy across a wide range in \( \chi \) [45]. We refer the interested readers to our previous paper [30] for further details on data pre-processing and software architecture (see also [46] for a complementary approach).

**Factoring out final-state effects.** In nucleus-nucleus collisions, the production of hard processes can be described by the Glauber model [47, 48], where the rate of collisions is governed by the inelastic cross section of nucleon-nucleon scatterings and the density of nucleons are described by the Woods-Saxon distribution. The distribution of production points is naturally strongly correlated with the distribution of path-lengths experienced by the entire jet population. However, jets that experience final-state interactions will tend to be more modified, and experience, on average, more energy loss if they originate from production points deep within the nuclear overlap region rather than from the surface. Therefore, selecting a jet population based on their final, measured transverse momenta will bias the jet selection toward short path-lengths, and small energy losses, leading to a “surface bias” [19, 20, 31]. In contrast, focusing on the original jet population, or selecting jets according to their initial transverse momentum, accessed with \( p_T^{\text{initial}} = p_T/\chi \), should recover the true path-length distribution associated to the underlying nuclear overlap density.

In order to visualize these aspects, we generate dijet events at \( \sqrt{s_{NN}} = 5.02 \text{ TeV} \) for PbPb collisions in the 0-5% centrality bin corresponding to around 700,000 samples of inclusive jets reconstructed with anti-\( k_T \) [49] and radius parameter \( R = 0.4 \) using FastJet [50]. In the left column of Fig. 1 we show the production point density of the hard QCD processes in the transverse plane using three different jet selections. In the top left panel, we select jets with a measured momentum \( p_T > 200 \text{ GeV} \) and plot the location where they were produced (taken directly from the model). This selection, referred to as the final energy selection (FES), is the only possible setup in experiments without the knowledge of \( \chi \). Taking the difference with respect to the actual production point density using the Glauber model in the top right plot of Fig. 1 we observe that, compared to the true geometrical distribution according to which the jets were produced, there is a relative absence of jets produced at the centre of the overlap region.

With a good estimate of the energy loss ratio \( \chi \) we can, however, perform a different jet selection. In the middle and bottom left plots of Fig. 1 we show the jet production points (again, supplied by the model) for the so-called initial energy selection (IES) with true, i.e. extracted directly from model data, and predicted, i.e. extracted by the trained CNN, \( \chi \) respectively, where we only include those jets with \( p_T^{\text{initial}} > 200 \text{ GeV} \) [51]. Remarkably, the differences with respect to the Glauber distribution, shown in the middle and bottom right right panels, display no
sizeable deviation beyond random noise. A detailed error analysis is presented in the supplementary material. This demonstrates that, by employing IES, we are able to mitigate almost all final-state effects, such as medium-induced energy loss, and we obtain a jet population that reflects the true path-length distribution experienced in a heavy-ion collision.

Selection bias effects affect not only the creation point distribution in the transverse plane but also the jet orientation with respect to the event plane of the collision [52]. In contrast to the production points shown in Fig. 1, the azimuthal distribution of particle production can be measured in experiments and quantified by the harmonic coefficients $v_n = \langle \exp[\ii n \phi]\rangle$, where $\phi$ is the azimuthal angle with respect to the event plane and the average is taken over all measured events. In particular, for high-$p_T$ probes, the second harmonic coefficient $v_2$ is given directly by $v_2 = \langle p_{T,x}^2 - p_{T,y}^2 \rangle / \langle p_{T,x}^2 + p_{T,y}^2 \rangle$. These momentum anisotropies can emerge both due to initial-state correlations and final-state interactions [53–55]. The former arise from quantum interference in the incoming nuclear wave-functions and dominate the observable signal of $v_2$ only at small multiplicities [56]. The latter are generally driven by the geometry of the collisions (the nuclear positions within the nuclei at a given impact parameter) [57, 58].

We show results for jet $v_2$ from the hybrid strong/weak coupling model in Fig. 2 in PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, using anti-$k_t$ and $R = 0.4$, as a function of centrality. The red dots correspond to the obtained $v_2$ using FES for jets with measured $p_T > 200$ GeV (we have checked that the results from the hybrid model reproduce experimental data on high-$p_T$ $v_2$ at $\sqrt{s_{NN}} = 2.76$ TeV [59] very well; see the supplemental material for more details). As the nuclear overlap region becomes more and more anisotropic with increasing impact parameter (increasing the centrality class), final-state energy loss effects increasingly enhance the relative contribution of the less quenched jets that propagate along the short axis of the collision. Thus, $v_2^{\text{FES}}$ is positive and grows with centrality. However, as the medium becomes smaller and colder at the most peripheral collisions, energy loss is reduced and $v_2^{\text{FES}}$ consistently decreases [57, 58].

On the other hand, the green and orange points in Fig. 2 correspond to the results for the IES procedure, using the true and predicted values of $\chi$, respectively, for jets with $p_T^{\text{initial}} > 200$ GeV. By removing the selection bias effect we reveal the initial-state orientation of hard jets in our model which, by construction, is random and therefore $v_2^{\text{IES}}$ is consistent with zero. Remarkably, the agreement between the green and orange dots demonstrates that our algorithm, having been trained on jets in the 0-5% centrality class, is generalizable across a wide range of centrality classes. We also note that our method would have yielded $v_2^{\text{IES}} \neq 0$ and revealed any remaining anisotropy associated to other hypothesized mechanisms, such as quantum correlations in the initial wave functions [60–64] or other quantum interference effects [65, 66] [67], although currently known mechanisms are conjectured to average out in large systems due to combinatorial effects. While such effects at high-$p_T$ are expected to be small within current models, finding evidence of such additional anisotropies in nucleus-nucleus collisions would support the idea of a common, underlying contribution to collective behavior across different system sizes.

**Jet tomography of the QGP.** We now turn to the final application of our tomographic studies using deep learning. Having established that we can restore the true path-length distribution of jets above, we can further narrow down the path-length selection by choosing jets within a class of energy loss ratios, i.e. by choosing jets in a specific range of $\chi$, similar in spirit to the uses of boson-jet selections [20, 22] in which the boson energy serves as a proxy for the initial hard parton energy. However, due to the many sources of fluctuations (from jet substructure fluctuations to fluctuations residing in the medium interactions), the correlation between $\chi$ and the path length is not as strong as one could have expected [30, 68]. Notwithstanding, from simple geometrical considerations the path-length distribution, and consequently the possible production points in the nuclear overlap area, can be constrained further by additionally constraining the direction of the jet propagation with respect to the event plane of the collisions. Concretely, we will consider jets propagating in-plane, i.e. parallel to the event plane, and out-of-plane, i.e. transverse to the event plane.

By combining our knowledge of the orientation of a jet with respect to the event plane with the degree of energy loss $\chi$, we present the localization of the production point of a given jet with a new level of precision.

![Fig. 2. Centrality dependence of $v_2$ for FES setup (red) and IES setup with true $\chi$ (green) and predicted $\chi^p$ (orange).](image-url)
FIG. 3. Creation point distributions in the transverse plane for the jets in 30-40% centrality and inclusive and sliced in different ranges of the predicted $\chi^p$ in four columns, respectively. The in-plane jets going left (blue) and right (red) are shown in the upper row and the out-of-plane jets going up (orange) and down (green) are shown in the lower row. The 2-D histogram in the bottom of each plot is the distribution of the inclusive in-plane (upper row) and out-of-plane (lower row) jets in this centrality.

In Fig. 3 we show results for around 900,000 jets, generated at $\sqrt{\sigma_{NN}} = 5.02$ TeV for PbPb collisions at 30-40% centrality and reconstructed using anti-$k_t$ and $R = 0.4$. In the upper (lower) row we have selected jets that are propagating in-plane (out-of-plane), which means they are approximately oriented along the short (long) axis of the nuclear overlap region. This corresponds to jets with distinctly positive (negative) $v_2$. In the bottom of each sub-figure in the upper (lower) row we also plot the average nuclear overlap density, represented by the in-plane (out-of-plane) jet production point distribution for FES inclusive in $\chi$, which has been rotated so that the event plane, and impact parameter vector, points along the x-direction. We can further slice the selection depending on which sense the jet is propagating: either left (in blue) or right (in red) for the in-plane jets, and either up (in orange) or down (in green) for the out-of-plane jets. The histograms in each of the first three columns display the creation point density for jets belonging to a given range of the predicted energy loss ratio $\chi^p$. Finally, the fourth column shows the results inclusive in predicted $\chi^p$ and corresponds to the production point distributions if we had no knowledge of the degree of in-medium modification.

Even though there is some degree of separation of the production point distributions for the $\chi$-inclusive jet selection, a large degree of overlap can be noticed. This situation changes radically by using our knowledge of predicted $\chi^p$ on a jet-by-jet basis [69]. The third column in Fig. 3 shows results for fairly unquenched jets, with $0.95 < \chi^p < 1$. In order to belong to this class, a jet propagating upwards (focusing first on the out-of-plane jets in the lower row) has to have traversed merely a short distance through the QGP and therefore its production point is predominantly localized in the upper part of the overlap region (and vice versa for a jet propagating downwards). This reasoning also applies, in reverse, for jets belonging to the very quenched class, with $0.25 < \chi^p < 0.75$, displayed in the leftmost column. In this case, a very quenched jet propagating upwards will have needed to traverse a long distance in the QGP, or analogously through a hot region, and consequently its production point will instead be predominantly localized in the lower hemisphere (and vice versa for the downward propagating case). Obviously, analogous arguments also apply for the in-plane cases plotted in the upper row of Fig. 3. The second column shows the notably overlapping transition region that bridges the gap between the fairly unquenched and very quenched classes of columns one and three, respectively.

Conclusions. In this Letter, we demonstrate the power of deep learning techniques to pin down the genuine nuclear density distributions that affect high-$p_T$ jet production in the transverse plane and the initial-state jet azimuthal anisotropies, quantifiable through the elliptic flow coefficient $v_2$, by learning the amount of energy loss $\chi$ on a jet-by-jet basis. In both cases, the final-state effects induced by the selection bias can be removed to a large extent by selecting a jet population according to their initial transverse momenta. It would be very interesting to assess the performance and $p_T$ reach of our technique when compared to other methods of obtain-
ing relatively unbiased distributions, such as the quan-
tile procedure [70, 71] or the use of boson-jet systems
[20, 43, 71]. We have argued that extracting the possible
initial-state anisotropies in nucleus-nucleus collisions can
serve to clarify the origin of the high-\(p_T\) \(v_2\) measured in
small systems, which currently seems in strong conflict
with an explanation based solely on energy loss physics.
Furthermore, by selecting jets according to the sign of
\(v_2\), we have shown the capability of our method to locate
with precision the jet creation point in the transverse
plane, representing a significant development towards us-
ing jets as tomographic probes of the QGP. The interplay
between the jet and the local properties of the medium,
such as the local hydrodynamic flow [23, 24, 72–74] or
temperature and density gradients [21, 22, 24], which
determine preferred directions and deformed radiation
spectra for the soft quanta emitted from the jet, could
also be used to greatly improve the prediction perform-
ance of \(\chi\) and even allow for a direct extraction of the
traversed length in the QGP. This is a challenging task
that will be tackled in future work.
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Supplemental Material

Generalizability

FIG. 4. Prediction performance of $\chi$ for collisional (upper) and radiative (lower) inspired energy loss rates within the hybrid model [42]. The $\chi$ range differs due to the different support of the different energy loss rates, which have fairly different $\chi$ distributions. The green color represents the probability to obtain a certain value of predicted $\chi$ given a true value of $\chi$. Each column is self-normalized. The red line with error bar quantifies the average and standard deviation of the predicted $\chi$ within the given true $\chi$ bin.

Within the hybrid strong/weak coupling model framework, we have tried prescriptions for the energy loss rate models other than the AdS/CFT one, such as the elastic/collisional and radiative inspired ones, which feature different path-length, temperature and parton energy dependence [42]. They serve as a preliminary verification on the generalizability of the network prediction. We show the prediction performance on both alternative energy loss prescriptions in Fig. 4, which can be compared with Fig. 8 of Ref. [30]. Having trained on the AdS/CFT inspired rate, one can see that the performance is still good. Further checks using a wider range of models will be done in upcoming work.

Error analysis

FIG. 5. Creation-point histogram of a genuine Glauber-like sampling for centrality 0-5% (upper) and pixel-wise standard deviation with respect to the jet creation-point histograms for different selections as a function of the number of samples (lower).

The Glauber creation-point histogram with $N = 10^7$ sampling are shown in the upper panel of Fig. 5. In the lower panel of Fig. 5 we show the sum of the pixel-pair-wise standard deviation between the different histograms in Fig. 1 and the Glauber one. One can see that the deviations between the Glauber, IES and IES-Predicted ones are closer, in contrast to the FES one (limited to approximately 250,000 samples), which shows that the deviation of FES is totally dominated by the surface bias physical effect and not by random noise. Deviations decrease...
with increasing number of jets used, limited to approximately 350,000 samples, reflecting the magnitude of the actual statistical errors (also note that our jet samples have physical weights associated with the jet $p_T$, largely reducing our effective sample number).

...the systematic errors due to the network prediction are not manifest with the current amount of jet samples (or statistics), as can be inferred from the blue curve of the lower panel.

### Model validation on jet $v_2$

**Fig. 6.** Histograms for the radial distance of the creation point in the transverse plane $R$ for different jet selections (upper) and some selected ratios among them (lower).

**Fig. 7.** Top: Centrality dependence of $v_2$ for FES setup (red) and IES setup with true $\chi$ (green). Bottom: $p_T$ dependence of $v_2$ for FES setup (red) and IES setup with true $\chi$ (green). Both results for the FES setup can be directly compared to ATLAS data (black) [59].

We show results for jet $v_2$ in Fig. 7 for PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, using anti-$k_t$ and $R = 0.2$, as a function of centrality (upper panel) and jet $p_T$ for centrality 30-40% (lower panel). The red dots correspond to the results using FES with $60 < p_T < 80$ GeV in the upper panel and $50 < p_T < 210$ GeV in the lower panel, which can be directly compared to ATLAS data [59], in black. Both the centrality and $p_T$ dependence of $v_2$ measured in experiments can be well described by the hybrid strong/weak coupling model. In addition, we also present the results with IES (with the cuts $p_T > 50$ GeV and...
$p_T/\chi > 125$ GeV) by green points. As observed in the main text, jet $v_2$ as a function of the centrality is consistent with zero (upper panel). The $p_T$-dependence of $v_2$ is quite similar to the FES when selecting jets above the employed $p_T/\chi$ cut, while the more quenched jets below this cut contribute with negative $v_2$ (lower panel).