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Abstract

We consider representation learning for proteins with 3D structures. We build 3D graphs based on protein structures and develop graph networks to learn their representations. Depending on the levels of details that we wish to capture, protein representations can be computed at different levels, e.g., the amino acid, backbone, or all-atom levels. Importantly, there exist hierarchical relations among different levels. In this work, we propose to develop a novel hierarchical graph network, known as ProNet, to capture the relations. Our ProNet is very flexible and can be used to compute protein representations at different levels of granularity. We show that, given a base 3D graph network that is complete, our ProNet representations are also complete at all levels. To close the loop, we develop a complete and efficient 3D graph network to be used as a base model, making our ProNet complete. We conduct experiments on multiple downstream tasks. Results show that ProNet outperforms recent methods on most datasets. In addition, results indicate that different downstream tasks may require representations at different levels. Our code is available as part of the DIG library (https://github.com/divelab/DIG).

1 Introduction

Proteins consist of one or more amino acid chains and perform various functions by folding into 3D conformations. Learning representations from proteins with 3D structures is crucial for a wide range of tasks [7, 32, 61, 63, 15, 51, 40]. In machine learning, molecules and proteins are usually modeled as graphs [30, 56, 13, 40, 27, 17, 16]. With the advances of deep learning, 3D graph neural networks (GNNs) have been developed to learn from 3D graph data [30, 27, 62, 54]. In this work, we build 3D graphs based on protein structures and develop 3D GNNs to learn protein representations.

Depending on the levels of granularity we wish to capture, we construct protein graphs at different levels, including the amino acid, backbone, and all-atom levels, as shown in Fig. 1. Specifically, each node in constructed graphs represents an amino acid, and each amino acid possesses internal structures at different levels. Importantly, there exist hierarchical relations among different levels. Existing methods for protein representation learning either ignore hierarchical relations within proteins [26, 33, 20, 64], or suffer from excessive computational complexity [25, 21]. In this work,
we propose a novel hierarchical graph network, known as ProNet, to learn protein representations at different levels. Our ProNet effectively captures the hierarchical relations naturally present in proteins. To fully capture 3D information with reasonable computational cost, we further develop a complete and efficient 3D graph network as the base model. Building on such a base model, we show our ProNet achieves complete representations for all levels efficiently.

By constructing representations at different levels, our ProNet effectively integrates the inherent hierarchical relations of proteins, resulting in a more rational protein learning scheme. Building on a novel hierarchical fashion, our method can achieve great efficiency, even at the most complex all-atom level. In addition, completeness at all levels enable models to generate informative and discriminative representations. Practically, ProNet possesses great flexibility for different data and downstream tasks. Users can easily choose the level of granularity at which the model should operate based on their data and tasks. We conduct experiments on multiple downstream tasks, including protein fold and function prediction, protein-ligand binding affinity prediction, and protein-protein interaction prediction. Results show that ProNet outperforms recent methods on most datasets. We also show that different data and tasks may require representations at different levels.

2 Hierarchical Representations of Protein Structures

2.1 Background

Proteins are highly complex macromolecules consisting of one or more chains of amino acids. Each chain may contain up to hundreds or even thousands of amino acids. Despite the vast variety of proteins in nature, proteins in living organisms are made up of 20 different types of amino acids. An amino acid consists of an amino (-NH$_2$) group, a carboxylic acid (-COOH) group, and an organic R group (also known as the side chain) that is unique to each amino acid. The functional groups are all attached to a central carbon atom, known as the alpha carbon (C$_\alpha$) [39]. The alpha carbons in the peptide chains, together with the corresponding amino group and carboxylic group, form the backbones of proteins. As shown in Fig. 1, for a protein, we represent each amino acid at three levels to capture different levels of the structure. Note that protein structures are traditionally organized into primary, secondary, tertiary, and quaternary levels, and our categorization of levels is different.

2.2 Notations & Definitions

3D Protein Graphs. Given a protein structure, we construct a 3D protein graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{R})$. Here, $\mathcal{V} = \{v_i\}_{i=1,...,n}$ is the set of node features, where each $v_i \in \mathbb{R}^{d_v}$ denotes the feature vector for node $i$. Importantly, we treat each amino acid in the protein as a node in this study. $\mathcal{E} = \{e_{ij}\}_{i,j=1,...,n}$ is the set of edges, where $e_{ij} \in \mathbb{R}^{d_e}$ denotes the edge feature vector for edge $ij$. Particularly, $\mathcal{R} = \{R_i\}_{i=1,...,n}$ is the set of position matrices, where $R_i \in \mathbb{R}^{k_i \times 3}$ denotes the position matrix for amino acid $i$. As shown in Fig. 1, an amino acid possesses a detailed inner structure at each hierarchical level. To further represent such inner structures, we use $k_i$ to denote the number of units for amino acid $i$ at each hierarchical level. Based on Sec. 2.1, we set $k_i = 1$ for the amino acid level, $k_i = 3$ for the backbone level, and $k_i$ as the total number of atoms in amino acid $i$ for the all-atom level. As the structure for a specific unit is fixed, we follow commonly-adopted settings and use an atom to represent the corresponding unit [27]. For example, as introduced in Sec. 2.1, a backbone
As proteins consist of amino acids, we naturally treat each amino acid as a node in protein graphs. Our ProNet presents a novel hierarchical learning fashion considering domain knowledge of proteins for effective and efficient learning. Specifically, ProNet treats each amino acid as a node and learns from different levels of inner structures within amino acids. Essentially, ProNet captures hierarchical relations inside an amino acid from the geometry perspective. Our hierarchical fashion is different from the mainstream hierarchical pipeline, which first treats each atom as a node and then treats inner structures at each level as subgraphs, finally employing 3D GNNs at each level to learn from these subgraphs and obtain representations as node features for the next level. Overall, the merits of our proposed hierarchical fashion are threefold. Firstly, the number of amino acids is much smaller than that of atoms in proteins. Hence, by treating each amino acid as a node, our fashion generates much smaller 3D graphs. Secondly, our method needs one 3D graph model with different GRs for each level based on domain knowledge of proteins. However, the mainstream fashion simply treats inner structures at each hierarchical level as 3D graphs, then needs one 3D graph model for each hierarchical level. Thus, the number of the used models is equal to that of the levels. Finally, our fashion has great flexibility to generate representations at all levels, while the mainstream method can only operate at the all-atom level. We demonstrate in Sec. [6] that the hierarchical fashion used in ProNet achieves slightly better performance and dramatically improved efficiency compared with the mainstream method.

2.3 Amino Acid Level

As proteins consist of amino acids, we naturally treat each amino acid as a node in protein graphs. Particularly, the coordinates for the center $C_\alpha$ are used as the position information of the node. This renders the most coarse-grained representation of each amino acid and the protein as shown in Fig.[1] Then we use a cutoff radius to define edges between nodes. Specifically, if the distance between two nodes is less than a predefined radius, there is an edge between these two nodes. Eventually,
we construct a 3D graph \( G = \{ V, E, R \} \) for each protein, as defined in Sec. 2.2. For each node \( i \), we use the one-hot embedding of the amino acid type as the initial node feature \( v_i \). A protein chain is essentially a sequence of amino acids, and such sequential information is shown to be crucial to determine protein functions. Hence, we follow existing studies \([24, 64]\) and integrate the sequential information in edge features. Specifically, for each edge \( ij \) that is from node \( i \) to node \( j \), the edge feature includes an embedding of the sequential distance \( j - i \). The shape of the position matrix \( R_i \) of a node \( i \) is \( 1 \times 3 \) since we only consider the position of the center \( C_i \) at this level. After constructing 3D protein graphs, we design an appropriate GR \( F(G)_{\text{base}} \) for our ProNet to encode 3D information at this level. Existing learning methods for 3D graphs either integrate partial 3D information or induce high computing complexity. For the purpose of accurate and efficient protein learning, we carefully design \( F(G)_{\text{base}} \), which is introduced in Sec. 4.

### 2.4 Backbone Level

Building on the proposed amino acid level representation, we further introduce the backbone structure for each amino acid to derive finer-grained protein representations. To this end, we propose the backbone level representation for our ProNet, as illustrated in Fig. 1. The position matrix \( R_i \in \mathbb{R}^{1 \times 3} \) for each node \( i \) contains three row vectors \( r_i^N, r_i^C, r_i^\alpha \), corresponding to the coordinates of atoms \( N_i, C_{\alpha_i}, C_i \) in the \( i \)-th amino acid, respectively. As the bond lengths and angles in a backbone triangle are fixed, we treat the backbone structure of an amino acid as a rigid triangle.

Apparently, as we treat amino acid backbones as rigid triangles, the remaining degree of freedom for geometric transformation is the rotation between two backbone planes. We propose to compute Euler angles to describe such rotation. Specifically, we compute three Euler angles \( \tau_1, \tau_2, \tau_3 \) between any two backbone coordinate systems. Firstly, we define a local coordinate system for the backbone of any amino acid \( i \) with three orthogonal vectors \( x_i, y_i, z_i \). As shown in Fig. 2(a), we compute the vectors as \( y_i = r_i^C - r_i^N, t_i = r_i^\alpha - r_i^C, z_i = t_i \times y_i, \) and \( x_i = y_i \times z_i \). We then define the Euler angles between the backbone local coordinate systems of two amino acids \( i \) and \( j \). As shown in Fig. 2(b), the intersection of two local systems is identified by the normal vector \( n = z_i \times z_j \). Based on this, the Euler angle \( \tau_{1ij} \) indicates the signed angle between \( n \) and \( x_i \), \( \tau_{2ij} \) is the angle between \( z_i \) and \( z_j \), and \( \tau_{3ij} \) is the angle from \( n \) to \( x_j \). By considering these three Euler angles, the orientation between any two backbone planes can be fixed. Thus, we formally write the GR for our ProNet at this level as \( F(G)_{\text{bb}} = F(G)_{\text{base}} \cup \{ (\tau_{1ij}, \tau_{2ij}, \tau_{3ij}) \}_{i=1,...,n, j \in N_i} \).

Note that most existing approaches directly integrate backbone structural information into amino acid features. These methods firstly compute three backbone torsion angles \( \omega_1, \omega_2, \) and \( \omega_3 \) \([24, 25, 15, 33]\) for each amino acid as shown in Fig. 2(c). Specifically, for the \( i \)-th amino acid, \( \omega_1, \omega_2, \) and \( \omega_3 \) are the bond rotation angles for the bonds connecting \( N_i, C_{\alpha_i}, C_{\alpha_j}, \) and \( C_i, \) respectively. Then they compute \( \sin \) and \( \cos \) values for the three torsion angles as part of the node features of amino acid \( i \). For any two amino acids \( i \) and \( j \), if we safely assume \( j > i \), the relative rotation of these two backbone triangles is determined by all the amino acids between \( i \) and \( j \) along the protein chain. Thus, the relative rotation is determined by all the \( (j - i + 1) \times 3 \) bond rotation angles \( \{ \omega_{1k}, \omega_{2k}, \omega_{3k} \}_{k=1,...,j} \) as shown in Fig. 2(c). However, our proposed backbone level method can determine the relative rotation for any two amino acids \( i \) and \( j \) by computing only three Euler angles \( \tau_{1ij}, \tau_{2ij}, \) and \( \tau_{3ij} \), regardless of the sequential distance \( j - i \) along the protein chain. Hence, our method can largely improve the efficiency for representation learning at this level.

### 2.5 All-Atom Level

To obtain the most fine-grained representations of proteins, we consider all atoms in each amino acid. Hence, different from the constructed 3D graphs for the above two levels, the position matrix \( R_i \) contains the positions of all atoms in amino acid \( i \). As introduced in Sec. 2.1, an amino acid consists of a backbone and a side chain. Building on our backbone level representation, we further incorporate side chain information, leading to the all-atom level representation for our ProNet as in Fig. 1.

As all bond lengths and bond angles in each amino acid are fully rigid, the degree of freedom we need to consider is torsion angles in side chains \([22]\). There are at most five torsion angles for any amino acid. For example, as shown in Fig. 3 in Appendix [A], the alanine has zero side chain torsion angle, the cysteine has only one, and the leucine has two. Note that only the amino acid arginine has five side chain torsion angles, and the fifth angle is close to 0. Therefore, we only consider the first four torsion
To demonstrate whether a GR \( F \) is complete, we need to prove in both aspects as below. We first need to show Eq. (3) holds from right to left, which is obvious in principle. This is because our proposed GR generates relative information such as distance, it is then naturally \( SE(3) \) invariant. In addition, the only difference between \( G^1 \) and \( G^2 \) lies in \( R^1 \) and \( R^2 \). Hence, for each \( i \), if \( R^1_i = R^2_i \) are in the same \( SE(3) \) group, \( F(G^1) = F(G^2) \) naturally holds. Secondly, we need to prove Eq. (3) holds from left to right. Essentially, to show a GR \( F(G) \) is complete, we need to prove that a 3D structure can be uniquely determined by this \( F(G) \). In the research area of 3D graph learning, there exist several 3D graph models that are either approximately complete or complete \([36, 31]\). In the rest of this section, we assume we have a complete base \( F(G)_{\text{base}} \) for regular 3D graphs, then further prove that \( F(G)_{\text{bb}} \) and \( F(G)_{\text{all}} \) are both complete.
3.1 Completeness of the Amino Acid Level

Given a protein, the constructed 3D protein graph at the amino acid level is a regular 3D graph \([36]\). By employing a base model with complete geometric representation \(F(G)_{\text{base}}\), the graph structure can be uniquely determined. Thus, completeness is naturally achieved at this level. More details about the complete base models are provided in Sec. [4].

3.2 Completeness of the Backbone Level

Given a complete \(F(G)_{\text{base}}\) and based upon the proposed Euler angles \(\tau^1, \tau^2, \text{ and } \tau^3\) in Sec. [2.4] the proposed GR \(F(G)_{\text{bb}}\) for the backbone level is complete, as stated in the following proposition.

**Proposition 1.** For a connected 3D protein graph \(G = (V, E, R)\) of the backbone level in which \(R = \{R_i\}_{i=1,...,n}\) and \(R_i \in \mathbb{R}^{3 \times 3}\), given a complete geometric representation \(F(G)_{\text{base}}\), the geometric representation \(F(G)_{\text{bb}} = F(G)_{\text{base}} \cup \{(\tau^1_{ji}, \tau^2_{ji}, \tau^3_{ji})\}_{i=1,...,n, j\in N_i}\) is complete.

We provide rigorous proof for Prop. [1] in Appendix [B.1] Intuitively, a complete GR at the backbone level can capture all 3D information of the backbone structure of a protein. As protein backbones largely determine protein functions, capturing fine details of them can benefit various tasks. Specifically, a protein backbone is connected by covalent bonds and hydrogen bonds. Patterns of hydrogen bonds determine the secondary structure of the protein [38, 41]. Therefore, our complete representations of backbone structures enable models to learn how a protein sequence folds into the secondary structure and further forms into current conformation, eventually determining protein functions.

3.3 Completeness of the All-Atom Level

As introduced in Sec. [2.5], the GR for the all-atom level \(F(G)_{\text{all}}\) considers four side chain torsion angles \(\chi^1_i, \chi^2_i, \chi^3_i, \chi^4_i\). Given a complete backbone representation \(F(G)_{\text{bb}}\), \(F(G)_{\text{all}}\) is complete as claimed in the following proposition.

**Proposition 2.** For a connected 3D protein graph \(G = (V, E, R)\) of the all-atom level, given a complete geometric representation \(F(G)_{\text{bb}}\), the geometric representation \(F(G)_{\text{all}} = F(G)_{\text{bb}} \cup \{(\chi^1_i, \chi^2_i, \chi^3_i, \chi^4_i)\}_{i=1,...,n}\) is complete.

The proof for Prop. [2] is provided in Appendix [B.2]. With the complete GR at the all-atom level, our method can fully capture 3D information of all atoms in a protein. Therefore, our method can distinguish any two distinct protein structures in nature. Especially, our all-atom method can capture side chain structures compared with the backbone level method. Side chains are important for proteins. The only difference among the 20 types of amino acids lies in distinct side chains [50]. Especially, the tertiary and quaternary structures of a protein are determined by interactions between side chains and environment [44]. In addition, interactions between side chains also play a crucial role in protein-protein and protein-ligand interactions [54, 4]. Overall, the all-atom method can capture more information for both inter- and intra-protein interactions, largely affecting protein functions.

4 Complete and Efficient Base Models

As introduced in Sec. [3.1], protein graphs at the amino acid level are regular 3D graphs. With a complete base model, we can achieve completeness at the amino acid level. There exist several 3D graph learning models [47, 30, 36, 31], among which SphereNet [36] is shown to be approximately complete. However, SphereNet is still not rigorously complete and not efficient enough for processing large protein graphs. To this end, we propose a complete and efficient model based on SphereNet [36]. Specifically, we first propose our complete GR \(F(G)_{\text{base}}\). Besides, our proposed message passing scheme also reduces the complexity by orders of magnitude compared with SphereNet. Finally, we slightly change the network architecture of SphereNet as the architecture of our ProNet in this study.

Similar to SphereNet, our \(F(G)_{\text{base}}\) can also be built on the spherical coordinate system. However, we propose a novel strategy to build the local coordinate systems. Specifically, for a protein graph at the amino acid level, we define a local coordinate system for each center node \(i\) based on the positions of nodes \(i, i-1,\text{ and } i+1\). Their positions are denoted as \(r_i, r_{i-1},\text{ and } r_{i+1}\), respectively. Here \(i-1\) and \(i+1\) are the two adjacent amino acids of node \(i\) in the amino acid sequence. We set the direction of \(r_{i-1} - r_i\) as \(z\)-axis, and the direction of \((r_{i-1} - r_i) \times (r_{i+1} - r_i)\) as \(y\)-axis. Here \(\times\) operation
denotes cross product between two vectors. Then \(x\)-axis is simply the cross product between \(y\)-axis and \(z\)-axis. With the built local coordinate system, the relative position of node \(j \in N_i\) to node \(i\) can be specified by the 3-tuple \((d, \theta, \phi)\) as in SphereNet. However, if we rotate the edge \(ji\), \(i\)'s local neighborhood keeps fixed, but the whole structure changes. Apparently, the edge rotation angle \(\tau\) is the only remaining degree of freedom to achieve completeness on the protein graph. Hence, we further include \(\tau_{ji}\), which is computed based on the positions of nodes \(i, j, i - 1, i + 1, j - 1, \) and \(j + 1\). Finally, for each neighboring node \(j\) of a center node \(i\), we derive a complete geometric representation \(F(G)_{\text{base}} = \{(d_{ji}, \theta_{ji}, \phi_{ji}, \tau_{ji})\}_{i=1,\ldots,n,j \in N_i}\). Detailed computing of the used four geometries is provided in Appendix C. Compared with SphereNet, our GR is able to guarantee completeness of the whole graph. In addition, SphereNet operates in 2-hop neighborhood, resulting in a complexity of \(O(nk^2)\) \cite{60}. Here \(n\) is the number of nodes in the graph, and \(k\) is the average degree. Our message passing scheme computes the 4-tuple \((d, \theta, \phi, \tau)\) within 1-hop neighborhood, significantly reducing the complexity to \(O(nk)\). Based on the proposed complete \(F(G)_{\text{base}}\) and message passing scheme, we design complete and efficient base models for protein learning. Overall, our base models are adapted from SphereNet considering our complete \(F(G)_{\text{base}}\) and efficient message passing scheme in Eq. 1. Detailed description of the network architecture of ProNet is in Appendix C.

5 Related Work

Protein representation learning. Learning protein representations is essential to a variety of tasks in protein engineering \cite{7,52,61,63,13,51,40,33}. Existing methods for protein learning consider different kinds of protein information, including amino acid sequences \cite{43,3,46,11,6}, protein surfaces \cite{14,53,8,49}, and protein 3D structures \cite{13,19,2,21,20,26,25,33,64}. Due to recent advances in protein structure prediction \cite{48,27,57,1}, structures of many proteins are becoming available with high accuracy. In addition, protein structures are crucial to determining protein functions. In this work, we focus on representation learning for proteins with 3D structures. Earlier studies formulate proteins as 3D grid-like data and employ 3D CNNs for learning \cite{10,56}. However, grid-like protein data is extremely sparse, leading to expensive learning cost and unsatisfactory performance. Hence, recent studies use 3D GNNs to process protein data modeled as 3D protein graphs \cite{21,20,26,24,64,33}. Based on the analysis in Sec. 2, previous methods on 3D protein graphs can be categorized into three levels, including amino acid level, backbone level, and all-atom level, as listed in detail in Appendix D. For example, GearNet \cite{64} treats an amino acid as a node in protein graphs and uses amino acid types as node features, thus it is categorized as an amino acid level method. GVP-GNN \cite{25} represents protein backbone structures with backbone dihedral angles computed from backbone atoms. Thus it is a backbone level method. IECConv \cite{21} treats each atom as a node in protein graphs, therefore, it is an all-atom level method.

Differences with our methods.

Existing methods on 3D protein graphs either neglect the important hierarchical relations naturally present in proteins, or induce excessive computing complexity. For example, to capture geometric information of all atoms, the vector-gated GVP-GNN \cite{25} treats each atom as a node in graphs and uses equivariant GNNs to update node features. Even though such atom-level learning method can be applied to a wide range of tasks as shown in Jing et al. \cite{25}, it fails to consider the important hierarchical information of proteins. As a result, the model can hardly infer inherent inner structures such as obtain backbones, side chains, or amino acids. In addition, as the number of atoms is much larger than that of amino acids in proteins, treating each atom as a node will generate extremely large 3D graphs. IECConv \cite{21} employs the mainstream hierarchical fashion as introduced in Sec. 2.2. It also treats each atom as a node in graphs and uses hierarchical pooling layers to capture hierarchical information. There needs to be one 3D graph model for each hierarchical level and a 3D model usually consists of several message passing layers. Overall, IECConv introduces excessive computing complexity.

6 Experiments

We evaluate our ProNet on various protein tasks, including protein fold and reaction prediction, protein-ligand binding affinity prediction, and protein-protein interaction prediction. We also conduct ablation study on the design of our all-atom method. The implementation of our methods is based on the PyTorch \cite{45} and Pytorch Geometric \cite{12}, and all models are trained with the Adam optimizer \cite{28}. 
6.1 Fold Classification

Protein fold classification [22, 32] is crucial to capture protein structure-function relations and protein evolution. Following the dataset and experimental settings in Hou et al. [22] and Hermosilla et al. [21], we evaluate the performance of our methods on the fold classification task. A detailed description of the data is provided in Appendix F. There are three test sets, including Fold, Superfamily, and Family. We report the accuracies on the three test sets and the average of the three accuracy values in Table 1. The results for baseline methods are taken from original papers [21, 49, 64, 33].

Table 1 shows that our methods achieve the best results on two of the three test sets and the best average value. For Superfamily and Family, our methods outperform all of the baseline methods and achieve similar performance as GearNet-Edge-IEConv. But GearNet-Edge-IEConv uses edge message passing scheme, which is more computational expensive than the node message passing scheme in our method, as discussed in Sec. 4 and Liu et al. [36]. For Fold, the most difficult one among the three test sets, all of our methods on three levels can significantly outperform baseline methods, and our ProNet-backbone improves the accuracy from 48.3% to 52.7%. Our methods also improve the average value from 72.7% to 74.1% and set the new state of the art.

6.2 Reaction Classification

Enzymes are proteins that act as biological catalysts. They can be classified with enzyme commission (EC) numbers which groups enzymes based on the reactions they catalyze [60, 42]. We follow the dataset and experiment settings in Hermosilla et al. [21] to evaluate our methods on this task. In total, this dataset contains 37,428 proteins from 384 EC numbers [5, 9]. Comparison results are summarized in Table 1 where the results for baseline methods are taken from original papers [21, 20, 33, 64]. Our methods achieve better or comparable results compared with previous methods. Note that IEConv methods [21, 20] are complicated and have larger numbers of parameters. Specifically, the numbers of parameters for IEConv methods are about 10M and 20M, while that of our methods are less than 2M. Notably, our ProNet-backbone performs best among three levels. This may indicate that our backbone level can capture more details from folding structures of proteins and thus has better predictions for protein functions.

6.3 Ligand Binding Affinity

Computational prediction of protein-ligand binding affinity (LBA) is essential for many downstream tasks in drug discovery as it mitigates the cost of wet-lab experiments and accelerates virtual screening [23]. In this task, we use the dataset curated from PDBbind [59, 37] and experiment settings in Somnath et al. [49]. We adopt dataset split with 30% and 60% sequence identity thresholds to verify the generalization ability of our models for unseen proteins.

Comparison results are summarized in Table 2 where the baseline results are taken from Somnath et al. [49] and Townshend et al. [56]. Results are reported for 3 experimental runs. The detailed standard deviation of experiment results are provided in Appendix C. Note that we include the results from Atom3D [56] for complete comparison with previous methods. However, the models in Atom3D [56] are trained with binding pockets only, making the task less challenging, while other methods do not consider such prior information in the input. The results show that our methods achieve either best or second best results on both splits and obtain significantly better results than
Table 2: Results on protein-ligand binding affinity prediction task. The top two results for each metric are highlighted as 1st and 2nd. * denotes methods trained with the complex binding pockets only.

| Method                      | Sequence Identity 30% | Sequence Identity 60% |
|-----------------------------|-----------------------|-----------------------|
|                             | 2nd       | 1st       | 2nd       | 1st       |
|                             | RMSE     | Pearson   | Spearman  | RMSE     | Pearson   | Spearman  |
| DeepDTA [43]                | 1.866    | 0.472     | 0.471     | 1.762    | 0.666     | 0.663     |
| Bepler and Berger (2019) [3]| 1.985    | 0.165     | 0.152     | 1.891    | 0.249     | 0.275     |
| TAPE [45]                   | 1.890    | 0.338     | 0.286     | 1.633    | 0.568     | 0.571     |
| ProtTrans [11]              | 1.544    | 0.438     | 0.434     | 1.641    | 0.595     | 0.588     |
| MaSIF [14]                  | 1.484    | 0.467     | 0.455     | 1.426    | 0.709     | 0.701     |
| Atom3D-3DCNN* [56]          | 1.416    | 0.550     | 0.553     | 1.621    | 0.608     | 0.615     |
| Atom3D-ENN* [56]            | 1.568    | 0.389     | 0.408     | 1.620    | 0.623     | 0.633     |
| Atom3D-GNN* [56]            | 1.601    | 0.545     | 0.533     | 1.408    | 0.743     | 0.743     |
| IEConv [27]                 | 1.554    | 0.414     | 0.428     | 1.473    | 0.667     | 0.675     |
| Holoprot-Full Surface [49]  | 1.464    | 0.509     | 0.500     | 1.365    | 0.749     | 0.742     |
| Holoprot-Superpixel [49]    | 1.491    | 0.491     | 0.482     | 1.416    | 0.724     | 0.715     |
| ProNet-Amino Acid           | 1.455    | 0.536     | 0.526     | 1.397    | 0.741     | 0.734     |
| ProNet-Backbone             | 1.458    | 0.546     | 0.550     | 1.349    | 0.764     | 0.759     |
| ProNet-All-Atom             | 1.463    | 0.551     | 0.551     | 1.343    | 0.765     | 0.761     |

previous state-of-the-art methods on the sequence identity 60% split. For our methods at different levels, the all-atom one is best on 5 out of 6 metrics. As the binding affinity may correlate to the chemical reactions on the side chain of a protein, the results may imply that the all-atom method can capture more information for both inter- and intra- protein interaction.

### 6.4 Protein Protein Interaction

Protein-protein interactions (PPI) are involved in most cellular processes and essential for biological applications [15]. For example, antibody proteins bind to antigens to recognize diseases [56]. Following the dataset [55, 58] and experiment settings in Townsend et al. [56], we predict whether two amino acids contact when the two proteins bind. The evaluation metric is AUROC. Results in Table 3 show that our all-atom level method outperforms all previous methods, improving the result from 0.866 to 0.871. In addition, the results for levels may imply that our all-atom representation can capture more minutiae from side chains on both interacting proteins and thus benefits the binding site prediction.

### 6.5 Observations and Ablation Studies

**Observations on methods of different levels.** Here, we further study how methods of different levels benefit various downstream tasks. As shown in Table 1, our ProNet-backbone outperforms the methods of the other two levels on function prediction tasks, including fold and reaction classification tasks. This indicates the backbone-level method can capture more details from the folding structure of proteins, making better predictions of protein functions. In contrast to function prediction tasks, as shown in Table 2 and Table 3, our ProNet-all-atom outperforms the methods of the other levels on most metrics of interaction prediction tasks, namely LBA and PPI tasks. This observation implies that our all-atom level method is able to capture fine-grained side chain structure information, eventually contributing to the predictions of binding affinity and binding sites for interacting proteins.

**Ablation studies on all-atom level.** We investigate three ways to achieve complete representations of proteins at all-atom level and explain why we choose the current all-atom level method as proposed in Sec. 2.5. The experiments are conducted on the fold classification dataset. Note that the training time in Table 4 is the average time per epoch, and the three methods use similar epochs to converge. The first baseline is "w/o Hierarchies",

Table 3: Comparison between existing methods and our methods. The top two results are highlighted as 1st and 2nd.

| Method                      | AUROC  |
|-----------------------------|--------|
| Atom3D-3DCNN [56]           | 0.844  |
| Atom3D-3DGNN [56]           | 0.669  |
| GVP-GNN [25]                | 0.866  |
| ProNet-Amino Acid           | 0.857  |
| ProNet-Backbone             | 0.858  |
| ProNet-All-Atom             | 0.871  |

Table 4: Comparison of three all-atom methods on the fold data. The best results are highlighted in the table.

| Method                  | Time (sec.) | Accuracy (%) |
|-------------------------|-------------|--------------|
|                         | Train       | Inference    | Fold | Sup. | Fam. | Avg. |
| w/o Hierarchies         | 181.2       | 18.1         | 36.9 | 49.5 | 94.2 | 60.2 |
| Mainstream Hierarchical | 148.7       | 17.7         | 51.5 | 68.7 | 99.0 | 73.1 |
| ProNet-All-Atom         | 32.1        | 6.3          | 52.1 | 69.0 | 99.0 | 73.4 |
which denotes that each atom is treated as a node in a 3D protein graph while the graph representation is generated using the complete base model. The performance of this method is unsatisfying, possibly due to the lack of hierarchical information in modeling amino acids. Besides, this method takes a longer time for both training and inference. The second baseline is “Mainstream Hierarchical” as introduced in Sec. 2.2 where we adopt a two-level architecture. The first level follows the ”w/o Hierarchies” method, and the second level treats each amino acid as a node with features obtained by aggregating representations of atoms in the corresponding amino acid. The computational cost is high since two models are involved in this method. The third method is ”ProNet-All-Atom” as illustrated in Sec. 2.5 As shown in Table 4, this ”ProNet-All-Atom” method achieves the best performance among the three methods with less computing time. Considering the efficiency and effectiveness, we choose the last one as our method at all-atom level.

7 Conclusion

Protein structures are crucial for protein functions and can be represented at different levels, including the amino acid, backbone, and all-atom levels. We propose ProNet to capture hierarchical relations among different levels and learn protein representations. Particularly, ProNet is complete at all levels, leading to informative and discriminative representations. Results show that ProNet outperforms previous methods on most datasets, and different tasks may require representations at different levels.
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A Side Chain Torsion Angles

Table 5: Atoms for computing the side chain torsion angles for each amino acid.

|   | $\chi^1$ | $\chi^2$ | $\chi^3$ | $\chi^4$ | $\chi^5$ |
|---|---|---|---|---|---|
| ALA | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},N_{\epsilon}$ | $C_{\gamma},N_{\epsilon},C_{\zeta}$ | $C_{\delta},N_{\epsilon},C_{\zeta},N_{\eta}$ |
| ARG | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},O_{51}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| ASN | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},O_{51}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| ASP | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},O_{51}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| CYS | $N,C_{\alpha},C_{\beta},S_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},S_{\epsilon}$ | $C_{\gamma},C_{\delta},S_{\epsilon},C_{\zeta}$ | $C_{\delta},S_{\epsilon},C_{\zeta},N_{\eta}$ |
| GLN | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| GLU | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| HIS | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},N_{51}$ | $C_{\beta},C_{\gamma},C_{\delta},N_{\epsilon}$ | $C_{\gamma},C_{\delta},N_{\epsilon},C_{\zeta}$ | $C_{\delta},N_{\epsilon},C_{\zeta},N_{\eta}$ |
| ILE | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| LYS | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| MET | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},S_{\epsilon}$ | $C_{\gamma},C_{\delta},S_{\epsilon},C_{\zeta}$ | $C_{\delta},S_{\epsilon},C_{\zeta},N_{\eta}$ |
| SER | $N,C_{\alpha},C_{\beta},O_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| THR | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| TRP | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |
| VAL | $N,C_{\alpha},C_{\beta},C_{\gamma}$ | $C_{\alpha},C_{\beta},C_{\gamma},C_{\delta}$ | $C_{\beta},C_{\gamma},C_{\delta},O_{\epsilon}$ | $C_{\gamma},C_{\delta},O_{\epsilon},C_{\zeta}$ | $C_{\delta},O_{\epsilon},C_{\zeta},N_{\eta}$ |

We list atoms used to compute side chain torsion angles for each amino acid in Table 5. Note that AlphaFold2 [27] also considers alternative side chain torsion angles. This is because some side chain parts are 180°-rotation-symmetric, and the torsion angle $\chi$ and $\chi + \pi$ result in the same physical structure with the internal atom names changed. But in our method, atom names are given, therefore, we do not need to consider the alternative side chain torsion angles.

B Proofs

B.1 Proof of the Completeness for Backbone Level Representation

Proof. Based on Def. 1, we need to prove that the coordinates of all backbone atoms in each amino acid can be uniquely determined given $F_{bb}(G)$. As $F(G)_{base}$ is complete for amino acid level, the positions of all alpha carbons in a 3D protein graph are determined as stated in Sec. 3.1. As introduced in Sec. 2.4, each backbone triangle is a rigid plane. Then the coordinates of all atoms within each plane can be uniquely determined by the local coordinate system for this backbone plane. Hence, building on the amino acid level, we only need to prove that the local coordinate system for each backbone plane can be uniquely determined.
We prove this by induction. First, we denote \( n \) as the number of nodes, i.e., amino acids, in a 3D protein graph. Apparently, the case \( n = 1 \) holds. Assume the case \( n = k \) holds that the GR \( \mathcal{F}(G)_{bb} \) is complete, thus, the locations of all the \( k \) backbone planes are uniquely determined. Then we need to prove the proposition holds for the \( n = k + 1 \) case. Without losing generality, we denote node \( j \) as the \( (k + 1) \)-th node, which is connected to node \( i \) among existing \( k \) nodes, forming a connected graph \( G \) of size \( (k + 1) \). We then prove that the local coordinate system of the \( (k + 1) \)-th backbone plane is uniquely determined by the proposed Euler angles \( (\tau_{j1}^1, \tau_{j2}^2, \tau_{j3}^3) \). As illustrated in Fig. 2(b), we use unit vectors \( (x_i, y_i, z_i) \) and \( (x_j, y_j, z_j) \) to denote the backbone coordinate axes of node \( i \) and node \( j \), respectively. The intersection vector between plane \( x_i, y_i \) and \( x_j, y_j \) is denoted as \( n = z_i \times z_j \). Given the Euler angles \( \tau_{ji}^1, \tau_{ji}^2, \tau_{ji}^3 \), we have

\[
\begin{align*}
x_i \cdot n &= \cos \tau_{ji}^1, \\
x_i \times n \cdot z_i &= \sin \tau_{ji}^1, \\
z_i \cdot z_j &= \cos \tau_{ji}^2, \\
z_i \times z_j &= \cos \tau_{ji}^3, \\
z_j \times z_j &= \sin \tau_{ji}^3.
\end{align*}
\]

Then we sequentially prove by contradiction that vectors \( z_j, x_j, \) and \( y_j \) can be uniquely determined by the Euler angles.

Assume the coordination system for the backbone of node \( j \) is not unique, i.e., there are alternative unit vectors \( (x_j', y_j', z_j') \) satisfying Eq. 4-8. And the alternative intersection vector is denoted as \( n' = z_i \times z_j' \).

**Step 1:** Prove the intersection \( n \) is unique.

Substituting \( n' \) into Eq. 4 and Eq. 5 and subtracting the derived equations with Eq. 4 and Eq. 5 respectively, we can derive that

\[
\begin{align*}
x_i \cdot (n - n') &= 0, \\
x_i \times (n - n') \cdot z_i &= 0.
\end{align*}
\]

Since vectors \( x_i \) and \( n - n' \) are on the same plane perpendicular to \( z_i \), there exist \( \lambda \neq 0 \) such that

\[
x_i \times (n - n') = \lambda z_i.
\]

Then we can derive that

\[
\lambda z_i \cdot z_i = 0.
\]

Since \( \lambda \neq 0 \) and \( z_i \) is a unit vector, Eq. 11 creates a contradiction. Therefore, such \( n' \) does not exist. The intersection vector \( n \) of the planes \( x_i, y_i \) and \( x_j, y_j \) is uniquely determined by the Euler angle \( \tau_{ji}^1 \).

**Step 2:** Prove \( z_j \) is unique.

Substituting \( z_j' \) into Eq. 6 and subtracting the derived equation with Eq. 6, we can derive that

\[
z_i \cdot (z_j - z_j') = 0.
\]

Besides, based on the proof in **Step 1**, we have

\[
n = z_i \times z_j,
\]

\[
n' = z_i \times z_j'.
\]

By subtracting the above equations on both sides, we have

\[
z_i \times (z_j - z_j') = 0.
\]

Eq. 12 and Eq. 14 are contradicted since the non-zero vector \( (z_j - z_j') \) is both parallel and perpendicular to the unit vector \( z_i \). Thus, \( z_j \) is uniquely determined by \( \tau_{ji}^1 \) and \( \tau_{ji}^2 \).

**Step 3:** Prove \( x_j \) is unique.

Substituting \( x_j' \) into Eq. 7 and Eq. 8 and subtracting the derived equations with Eq. 7 and Eq. 8 respectively, we can derive that

\[
n \cdot (x_j - x_j') = 0,
\]

\[
n \times (x_j - x_j') \cdot z_j = 0.
\]
As \((x_j - x_j')\) and \(n\) are on the same plane perpendicular to \(z_j\), \(n \times (x_j - x_j') = \mu z_j\) holds for some \(\mu \neq 0\). Thus, we can derive that
\[
\mu z_j \cdot z_j = 0,
\]
which is contradicted to the fact that \(\mu \neq 0\) and \(z_j\) is a unit vector. Therefore, \(x_j\) can not have alternative solutions, i.e., \(x_j\) is uniquely determined by \(\tau_{ji}^1, \tau_{ji}^2, \tau_{ji}^3\).

**Step 4:** Prove \(y_j\) is unique.

Since \(z_j\) and \(x_j\) are unique, \(y_j = z_j \times x_j\) is also uniquely determined by the Euler angles.

The GR \(\mathcal{F}(G)_{bb} = \mathcal{F}(G)_{base} \cup \{ (\tau_{ji}^1, \tau_{ji}^2, \tau_{ji}^3) \}_{i=1, \ldots, n, j \in N_i}\) on backbone level provides unique representation for different protein backbone structures. Thus, the backbone level representation \(\mathcal{F}(G)_{bb}\) is complete.

With the complete representation, we can compute the unique rotation matrix corresponding to the three static Euler angles \(\tau_{ji}^1, \tau_{ji}^2, \tau_{ji}^3\) as
\[
M = M_1 M_2 M_3,
\]
where
\[
M_1 = \begin{bmatrix}
\cos \tau_{ji}^1 & -\sin \tau_{ji}^1 & 0 \\
\sin \tau_{ji}^1 & \cos \tau_{ji}^1 & 0 \\
0 & 0 & 1
\end{bmatrix},
M_2 = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \tau_{ji}^2 & \sin \tau_{ji}^2 \\
0 & -\sin \tau_{ji}^2 & \cos \tau_{ji}^2
\end{bmatrix},
M_3 = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \tau_{ji}^3 & -\sin \tau_{ji}^3 \\
0 & \sin \tau_{ji}^3 & \cos \tau_{ji}^3
\end{bmatrix}.
\]

Thus, given the unit vectors \((x_i, y_i, z_i)\) of node \(i\), we can derive the backbone coordinate system of node \(j\) as
\[
\begin{bmatrix}
x_j \\
y_j \\
z_j
\end{bmatrix} = M \begin{bmatrix}
x_i \\
y_i \\
z_i
\end{bmatrix}.
\]

### B.2 Proof of the Completeness for All-Atom Level Representation

**Proof.** To prove completeness at the all-atom level, based on Def. 1, we need to prove the positions of all atoms in each amino acid are uniquely determined with \(\mathcal{F}(G)_{all}\). Since the GR at the backbone level is complete, the backbone structure of a given protein can be uniquely determined by \(\mathcal{F}(G)_{bb}\) as introduced in Sec. 3.2. Therefore, for each amino acid \(i\), we only need to prove that all the atoms of the side chain are uniquely determined by four side chain torsion angles. Note that all bond lengths and bond angles in each amino acid are fully rigid, thus we only consider the unit vector between two atoms in an amino acid. Here we provide rigorous proof for the amino acid cysteine. The proof can be generalized to other types of amino acids.

A cysteine has six atoms, including \(N, C_{\alpha}, C, O, C_{\beta}\), and \(S\). Firstly, the positions of \(N, C_{\alpha}, C\), and \(O\) are determined at the backbone level. We can easily further determine the position of \(C_{\beta}\) since the atoms \(N, C_{\alpha}, C\), and \(C_{\beta}\) are in a rigid group as shown in Table 2 of [27]. Therefore, we only need to prove that the position of atom \(S\) is uniquely determined. For an amino acid cysteine with node index \(i\), we use \(p_i^1, p_i^2\), and \(p_i^3\) to denote the unit vectors of \(r_i^{C_{\alpha}} - r_i^{C}, r_i^{C_{\alpha}} - r_i^{C_{\beta}}, r_i^{S_{\gamma}} - r_i^{C_{\beta}}\). The unit vectors of \(p_i^1 \times p_i^2\) and \(p_i^2 \times p_i^3\) are denoted as \(a_i\) and \(b_i\). Given the side chain torsion angle \(\chi_i^1\), we have
\[
\begin{align*}
a_i \cdot b_i &= \cos \chi_i^1, \\
a_i \times b_i \cdot p_i^2 &= \sin \chi_i^1.
\end{align*}
\]
Assume the position of atom \(S\) is not uniquely determined by \(\chi_i^1\), then there is an alternative position of \(S\) satisfying Eq. 19. The new unit vector from \(C_{\beta}\) to \(S\) is denoted as \(p_i'^2\), and \(b_i' = p_i^2 \times p_i'^2\). Substituting \(b_i'\) into Eq. 19 and subtracting the derived equations with Eq. 19, we can derive that
\[
\begin{align*}
a_i \cdot (b_i - b_i') &= 0, \\
a_i \times (b_i - b_i') \cdot p_i^2 &= 0.
\end{align*}
\]
Since vectors \(a_i\) and \(b_i - b_i'\) are perpendicular to \(p_i^2\), \(a_i \times (b_i - b_i') = \rho p_i^2\) holds for some \(\rho \neq 0\). Then we can derive that
\[
a_i \times (b_i - b_i') \cdot p_i^2 = \rho p_i^2 \cdot p_i^2 = 0.
\]
Since \(\rho \neq 0\) and \(p_i^2\) is a unit vector, Eq. 21 creates a contradiction. Therefore, such \(p_i'^2\) does not exist, and the position of atom \(S\) is uniquely determined by \(\chi_i^1\). 

\[\square\]
Table 6: Categorization of existing methods.

| Method         | Node       | Hierarchical Level | Completeness |
|----------------|------------|--------------------|--------------|
| Ingraham et al. [24] | Amino Acid | Backbone           | X            |
| GVP-GNN [26]    | Amino Acid | Backbone           | ✓            |
| GVP-GNN [25]    | Atom       | All-Atom           | ✓            |
| IEConv [21]     | Atom       | All-Atom           | √            |
| New IEConv [20] | Amino Acid | Backbone           | ✓            |
| HoloProt [49]   | Surface Mesh Vertex/ Amino Acid | Amino Acid + Surface | X          |
| GearNet [64]    | Amino Acid | Amino Acid         | X            |
| GearNet-IEConv  | Amino Acid | Backbone           | X            |
| DWN[33]         | Amino Acid | Backbone           | ✓            |
| **Ours**        | Amino Acid | Amino Acid + Backbone + All-Atom | ✓          |

C Base Models

C.1 Geometric Representation

The geometric representation at the amino acid level is \( F(G)_{\text{base}} = \{(d_{ji}, \theta_{ji}, \phi_{ji}, \tau_{ji})\}_{i=1,\ldots,n, j \in N_i} \) as introduced in Sec. [4]. For each edge \( ji \), we need to compute four geometries based on the positions of nodes \( i, j, i-1, i+1, j-1 \) and \( j+1 \). We use \( p_i^1, p_i^2, p_{ij}, p_j^1, p_j^2 \) to denote the unit vectors of \( r_{i-1} - r_i, r_{i+1} - r_i, r_j - r_i, r_{j-1} - r_j \) and \( r_{j+1} - r_j \). Then the four geometries for edge \( ji \) are computed based on

\[
\begin{align*}
    d_{ji} &= ||p_{ij}||_2, \\
    \theta_{ji} &= \arccos \left( p_i^1 \cdot p_{ij} \right), \\
    n_1 &= p_i^1 \times p_i^2, \quad n_2 = p_i^1 \times p_{ij}, \\
    \phi_{ji} &= \arctan2(n_1 \cdot n_2, n_1 \times n_2), \\
    p_i &= \begin{cases} p_i^2, & \text{if } j = i - 1 \\ p_i^1, & \text{otherwise} \end{cases}, \\
    p_j &= \begin{cases} p_j^2, & \text{if } i = j - 1 \\ p_j^1, & \text{otherwise} \end{cases}, \\
    n_3 &= p_{ij} \times p_i, \quad n_4 = p_{ij} \times p_j, \\
    \tau_{ji} &= \arctan2(n_3 \cdot n_4, n_3 \times n_4).
\end{align*}
\]

(22)

C.2 Model Architecture

Similar to SphereNet, our base model architecture contains an embedding layer, several interaction layers, and an output layer. The embedding layer constructs initial node features, edge features, and embeddings of distances and angles in geometric representations. Specifically, we use spherical harmonics to encode distances and angles in geometric representations as shown in Sec. 4 of Liu et al. [36] and Eq. 8-10 of Klicpera et al. [31]. Each of the interaction layers updates node features based on the message passing scheme in Eq. [1]. Specifically, for an interaction layer, the inputs are node features, edge features, and basis embeddings of geometric representations, and the outputs are updated node features. Given the inputs, we firstly construct several intermediate updated node features based on the edge features and basis embeddings, separately. Then we perform concatenation of these intermediate updated node features as input to MLPs and thus obtain the final output of this layer. The READOUT function in Eq. [2] is implemented in the output layer. It includes a summation function and several fully-connected layers. Overall, our base model is adapted from the architecture of SphereNet considering our complete and efficient message passing scheme in Eq. [1].

D Related Work

Based on the analysis in Sec. [2] previous methods on 3D protein graphs can be categorized into three levels, including amino acid level, backbone level, and all-atom level. We summarize existing methods in Table [6]. For each method, we provide the component each node represents, the level of information this method incorporates, and the completeness of the method at that level.
Table 7: Model and training hyperparameters for our method on different tasks.

| Hyperparameter         | Values/Search Space |
|------------------------|---------------------|
|                        | Fold               | Reaction | LBA       | PPI       |
| Number of layers       | 3, 4, 5            | 3, 4, 5  | 3, 4, 5   | 3, 4, 5   |
| Hidden dim             | 64, 128, 256       | 64, 128, 256 | 64, 128, 256 | 64, 128, 256 |
| Cutoff                 | 6, 8, 10           | 6, 8, 10 | 6, 8, 10  | 30        |
| Dropout                | 0.2, 0.3, 0.5      | 0.2, 0.3, 0.5 | 0.2, 0.3    | 0         |
| Epochs                 | 1000               | 400      | 300       | 20        |
| Batch size             | 16, 32             | 16, 32   | 8, 16, 32 | 8, 16, 32 |
| Learning rate          | 1e-4, 2e-4, 5e-4   | 1e-4, 2e-4, 5e-4 | 1e-5, 5e-5, 1e-4, 5e-4 | 1e-4, 2e-4, 5e-4 |
| Learning rate decay factor | 0.5               | 0.5      | 0.5       | 0.5       |
| Learning rate decay epochs | 100, 150, 200     | 50, 60, 70, 80 | 50, 70, 100 | 4, 8, 10 |

E  Experimental Setup

This section describes the full experiment setup for each task considered in this paper. All experiments are conducted on a single NVIDIA GeForce RTX 2080 Ti 11GB GPU. The search space for model and training hyperparameters are listed in Table 7. Note that we select hyperparameters at the amino acid, backbone, and all-atom levels by the same search space, and optimal hyperparameters are chosen by the performance on the validation set.

Similar to Hermosilla et al. [21], we apply data augmentation techniques to increase data on fold and reaction classification tasks. Specifically, for the input data, we apply Gaussian noise with a standard deviation of 0.1 and anisotropic scaling in the range [0.9, 1.1] for amino acid coordinates. The same noise is added to the atomic coordinates within the same amino acid, ensuring that the internal structure of each amino acid is not changed. We also mask the amino acid type with a probability of 0.1 or 0.2. For each interaction layer, we employ a Gaussian noise with a standard deviation of 0.025 to both features and Euler angles to further enhance the robustness of our models. We also find that warmup can further improve the performance on reaction classification.

We follow the experiment settings in Somnath et al. [49] for LBA tasks. Since our proposed methods focus on protein representation learning, we employ a two-branch network for a fair comparison. One branch of the network provides the representations for protein structures using our methods and the other branch generates the representations for ligands with a graph convolutional network. We employ the same architecture for the ligand branch as in Somnath et al. [49] and use our models as the protein branch. A few fully-connected layers are then applied to the concatenations of protein and ligand representations to obtain the final representation of the corresponding complex.

F  Dataset Description

Fold Dataset. We use the same dataset as in Hou et al. [22] and Hermosilla et al. [21]. In total, this dataset contains 16,292 proteins from 1,195 folds. There are three test sets used to evaluate the generalization ability, namely Fold in which proteins from the same superfamily are unseen during training, Superfamily in which proteins from the same family are unseen during training, and Family in which proteins from the same family are present during training. In this task, 12,312 proteins are used for training, 736 for validation, 718 for Fold, 1,254 for Superfamily, and 1,272 for Family.

Reaction Dataset. For reaction classification, the 3D structure for 37,428 proteins representing 384 EC numbers are collected from PDB [5], and EC annotations for each protein are downloaded from the SIFTS database [9]. The dataset is split into 29,215 proteins for training, 2,562 for validation, and 5,651 for testing. Every EC number is represented in all 3 splits, and protein chains with more than 50% similarity are grouped together.

LBA Dataset. Following Somnath et al. [49] and Townshend et al. [56], we perform ligand binding affinity predictions on a subset of the commonly-used PDBbind refined set [59, 57]. The curated dataset of 3,507 complexes is split into train/val/test splits based on a 30% or 60% sequence identity threshold to verify the model generalization ability for unseen proteins. For a protein-ligand complex, we predict the negative log-transformed binding affinity $pK = -\log_{10}(K)$ in Molar units.
PPI Dataset. Following the dataset and experiment settings in Townshend et al. [56], we predict whether two amino acids contact when the two proteins bind. We use the Database of Interacting Protein Structures (DIPS) [55] for training and make prediction on the Docking Benchmark 5 (DB5) [58]. The split of protein complexes ensures that no protein in the training dataset has more than 30% sequence identity with any protein in the DIPS test set or the DB5 dataset.

G Additional Experimental Results

Table 8: Results with standard deviation on LBA dataset split by sequence identity 30%. The top two results for each metric are highlighted as 1st and 2nd. * denotes methods trained with the complex binding pockets only.

| Method                  | Sequence Identity 30% |
|-------------------------|-----------------------|
|                          | RMSE             | Pearson | Spearman |
| DeepDTA [43]            | 1.866 ± 0.080 | 0.472 ± 0.022 | 0.471 ± 0.024 |
| Bepler and Berger (2019) [3] | 1.985 ± 0.006 | 0.165 ± 0.006 | 0.152 ± 0.024 |
| TAPE [46]               | 1.890 ± 0.035 | 0.338 ± 0.044 | 0.286 ± 0.124 |
| ProTrans [11]           | 1.544 ± 0.015 | 0.438 ± 0.053 | 0.434 ± 0.058 |
| MaSIF [13]              | 1.484 ± 0.018 | 0.467 ± 0.020 | 0.455 ± 0.014 |
| Atom3D-3DCNN* [56]      | 1.416 ± 0.021 | 0.550 ± 0.021 | 0.553 ± 0.009 |
| Atom3D-ENN* [56]        | 1.568 ± 0.012 | 0.389 ± 0.024 | 0.408 ± 0.021 |
| Atom3D-GNN* [56]        | 1.601 ± 0.048 | 0.545 ± 0.027 | 0.533 ± 0.033 |
| GVP-GNN* [25]           | 1.594 ± 0.073 |             |            |
| IEConv [21]             | 1.554 ± 0.016 | 0.414 ± 0.053 | 0.428 ± 0.032 |
| Holoprot-Full Surface [49] | 1.464 ± 0.006 | 0.509 ± 0.002 | 0.500 ± 0.005 |
| Holoprot-Superpixel [49] | 1.491 ± 0.004 | 0.491 ± 0.014 | 0.482 ± 0.032 |
| ProNet-Amino Acid       | 1.455 ± 0.009 | 0.536 ± 0.012 | 0.526 ± 0.012 |
| ProNet-Backbone         | 1.458 ± 0.003 | 0.546 ± 0.007 | 0.550 ± 0.008 |
| ProNet-All-Atom         | 1.463 ± 0.001 | **0.551 ± 0.005** | 0.551 ± 0.008 |

Table 9: Results with standard deviation on LBA dataset split by sequence identity 60%. The top two results for each metric are highlighted as 1st and 2nd. * denotes methods trained with the complex binding pockets only.

| Method                  | Sequence Identity 60% |
|-------------------------|-----------------------|
|                          | RMSE             | Pearson | Spearman |
| DeepDTA [43]            | 1.762 ± 0.261 | 0.666 ± 0.012 | 0.663 ± 0.015 |
| Bepler and Berger (2019) [3] | 1.891 ± 0.004 | 0.249 ± 0.006 | 0.275 ± 0.008 |
| TAPE [46]               | 1.633 ± 0.016 | 0.568 ± 0.033 | 0.571 ± 0.021 |
| ProTrans [11]           | 1.641 ± 0.016 | 0.595 ± 0.014 | 0.588 ± 0.009 |
| MaSIF [13]              | 1.426 ± 0.017 | 0.709 ± 0.008 | 0.701 ± 0.001 |
| Atom3D-3DCNN* [56]      | 1.621 ± 0.025 | 0.608 ± 0.020 | 0.615 ± 0.028 |
| Atom3D-ENN* [56]        | 1.620 ± 0.049 | 0.623 ± 0.015 | 0.633 ± 0.021 |
| Atom3D-GNN* [56]        | 1.408 ± 0.069 | 0.743 ± 0.022 | 0.743 ± 0.027 |
| IEConv [21]             | 1.473 ± 0.024 | 0.667 ± 0.011 | 0.675 ± 0.019 |
| Holoprot-Full Surface [49] | 1.365 ± 0.038 | 0.749 ± 0.014 | 0.742 ± 0.011 |
| Holoprot-Superpixel [49] | 1.416 ± 0.022 | 0.724 ± 0.011 | 0.715 ± 0.006 |
| ProNet-Amino Acid       | 1.397 ± 0.018 | 0.741 ± 0.008 | 0.734 ± 0.009 |
| ProNet-Backbone         | 1.349 ± 0.019 | 0.764 ± 0.006 | 0.759 ± 0.001 |
| ProNet-All-Atom         | **1.343 ± 0.025** | **0.765 ± 0.009** | **0.761 ± 0.003** |