Charger-mediated energy transfer for quantum batteries: an open system approach
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The energy charging of a quantum battery is analyzed in an open quantum setting, where the interaction between the battery element and the external power source is mediated by an ancilla system (the quantum charger) that acts as a controllable switch. Different implementations are analyzed putting emphasis on the interplay between coherent energy pumping mechanisms and thermalization.

I. INTRODUCTION

A battery is a physical system that is capable to store energy supplied by an external source, making it available to other devices. Its performance is characterized by several figures of merit gauging the amount of energy it can store and/or deliver as a function of its mass/volume and how these quantities vary over time. Motivated by the constant progress of miniaturization of electronic devices and stimulated by the success obtained in other sectors, increasing interest has been recently devoted to analyze the performances of “quantum batteries”, i.e. energy storing systems which, at least in principle, could exploit genuine quantum effects to obtain improved performances with respect to conventional (say classical) schemes.

The core of this idea ultimately relies on the possibility of achieving superior performances in the manipulation of energy by cleverly exploiting quantum resources. Starting from the seminal, but abstract works of Refs. 3–10, concrete implementations of quantum batteries have been proposed.11–13 At the same time, more sophisticated modelizations of the charging process have been presented14–16 which put emphasis on the problems that could arise at the interface between a quantum battery B and its external energy supply A, the “quantum charger” (also modelled as a quantum system). In particular, in Ref. 16 it was pointed out that quantum correlations between B and A, while possibly playing an important role in speeding up the charging of the battery, could result in a net detrimental effect by reducing the amount of energy that one could transform in useful work once having access to B alone (a reasonable scenario in any relevant practical applications). Building up from these observations, in the present work we introduce a further generalization of the quantum battery/quantum charger model by explicitly embedding the whole system into an external environment E whose action is effectively described in terms of a master equation.17 Accordingly, and at variance with previous proposals,17–19 in our approach the energy meant to be transferred to the quantum battery is not assumed to sit initially on the charger A. Instead, it is dynamically injected into the system thanks to the presence of E, either via thermalization or via coherent driving induced by external control, the ancilla A merely playing the role of an effective transducer capable to convert such inherently classical inputs into “quantum signals” for B. In this context, for different implementations of the A and B systems, we explicitly compute the total energy transferred to the battery and, using the results of Refs. 11 and 19, the fraction of it that turns out to be useful in terms of extractable work. Specifically, we are interested in studying the different ways in which the thermal and coherent driving mechanisms contribute to the process, enlightening possible cross-talking effects between the two. Interestingly enough, while typically the presence of thermal pumping tends to reduce the fraction of stored energy which can be extracted as work, in some implementations which exhibit effective nonlinearities in the coupling between A and B, we find evidences of a positive interplay which, for an assigned intensity of the coherent driving force, tends to increase the performances of the quantum battery, an effect which is reminding us of the noise assisted energy transfer observed in quantum biology.

Our Article is organized as following. In Sect. II we introduce the general model and the figures of merit we
are going to analyze. Sect. [III] reports the results we obtained when both the charger A and the battery B are harmonic oscillators, while Sect. [IV] deals instead with the two-qubit scenario. Finally, results for the hybrid case where A is a harmonic oscillator and B is a qubit are reported in Sect. [V]. A brief summary and our main conclusions are reported in Sect. [VI]. Useful technical details can be found in Appendices A-C.

II. GENERAL THEORY

The model we are interested in studying consists in three separate elements: a quantum battery B, an external energy supply E, and an ancillary quantum system A that acts as mediator between the other two elements, see Fig. [1]. Alternatively, one can interpret A as that part of a structured global bath AE, which is directly interacting with B, E representing instead the nonlocal degree of freedoms of the environment. In our treatment we shall represent A and B as actual quantum systems whose dynamics is determined by a Markovian Master Equation (ME) which effectively accounts for the presence of E. We thus describe the temporal evolution of the density matrix $\rho_{AB}(t)$ of the AB system as ($\hbar = 1$ throughout this Article):

$$\dot{\rho}_{AB}(t) = -i[H_A + H_B, \rho_{AB}(t)] + \lambda(t) L_{AB}(t)[\rho_{AB}(t)],$$

(1)

where $[\cdots, \cdots]$ denotes the usual commutator. In Eq. (1), the first term contains the free Hamiltonian of the system composed by the local (time-independent) contributions of A and B which, for sake of convenience, we shall assume to have zero ground-state energy. The second term, instead, is explicitly time dependent and refers to the AB interactions and to the charging terms of the model induced by the coupling between the external energy supply E and A. Here $\lambda(t)$ is a dimensionless function equal to 1 for $t \in [0, \tau]$ and 0 elsewhere, which we use for turning “on/off” such contributions, $\tau$ representing the charging time of the protocol. $L_{AB}(t)$ is instead a Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) super-operator\[,\] that contains both coherent and dissipative contributions. Explicitly, we write it as

$$L_{AB}(t)[\cdots] = -i\left[H_A(t) + H_{AB}^{(1)}, \cdots\right] + D_A^{(T)}[\cdots],$$

(2)

where $H_{AB}^{(1)}$ is the interaction Hamiltonian between the charger and the battery, $\Delta H_A(t)$ is a local modulation of the energy of A which is externally driven by classical fields that may inject energy into the system, and finally $D_A^{(T)}$ is a purely dissipative contribution that acts locally on A and which accounts for the local thermalization of A induced by a bosonic bath at temperature $T$ (no direct dissipation being assumed for B). In this scenario we assume that for $t < 0$, when A and B do not interact and are isolated from the rest, they are prepared in the ground state of the local terms $H_A$ and $H_B$ respectively, i.e.

$$\rho_{AB}(t \leq 0) = |0\rangle_0 |0\rangle_0 \otimes |0\rangle_0 |0\rangle_0 .$$

(3)

At time $t = 0$, A is attached to the external supply E by switching on the dissipator $D_A^{(T)}$ and (possibly) the modulation $\Delta H_A(t)$, while A and B begin to interact with each other. In the time window $[0, \tau]$ part of the energy coming from the outside—and going only to A at short time scales—flows to B thanks to the non-zero internal coupling term $H_{AB}^{(1)}$, which we assume to commute with the free Hamiltonian $H_A + H_B$,

$$[H_{AB}^{(1)}, H_A + H_B] = 0 .$$

(4)

At the end of the charging process, namely at time $\tau$ when $\lambda(t)$ returns to zero, we isolate again the system and turn the interaction between A and B off.

A. Figures of merit

Under the above conditions, we are interested in characterizing how efficiently energy can be transferred into the battery. For this purpose, we study the mean energy contained in B at the end of the charging process and the corresponding ergotropy\[,\] i.e., respectively, the quantities

$$E_B(\tau) \equiv \text{tr}[H_B \rho_B(\tau)] ,$$

(5)

$$E_B(\tau) \equiv E_B(\tau) - \min_{U_B} \left\{ \text{tr}_B H_B U_B \rho_B(\tau) U_B^\dagger \right\},$$

(6)

where $\rho_B(\tau) \equiv \text{tr}_A[\rho_{AB}(\tau)]$ is the reduced state of the battery at time $\tau$, and where minimization in Eq. (6) is performed over all the unitaries $U_B$ acting locally on such system. The first of these functions measures the total amount of energy that has been transferred to B thanks to the mediation of the charger A. The second, instead, provides us with the part of $E_B(\tau)$ which can be turned into work while having access to the battery alone, a reasonable scenario in many applications where A and E are not available to a generic end user.\[ Indeed, it may happen that part of the mean energy of B will be locked into correlations between such system and the charging device, preventing one from accessing it via local operations on the battery. The term we are subtracting from $E_B(\tau)$ in right-hand-side of Eq. (6) exactly targets such contributions. It formally corresponds to the expectation value $E_B^{(p)}(\tau) \equiv \text{tr}[H_B \rho_B^{(p)}(\tau)]$ of $H_B$ computed on the passive state $\rho_B^{(p)}(\tau)$, obtained by properly reordering the spectrum of $\rho_B(\tau)$ and replacing the associated eigenvectors with those of the system Hamiltonian—see Appendix A for details.

In what follows, we shall analyze the quantities $E_B(\tau)$ and $E_B(\tau)$, their ratio

$$R_B(\tau) \equiv E_B(\tau)/E_B(\tau),$$

(7)
as well as their associated mean charging powers
\[ P_B(\tau) = E_B(\tau)/\tau, \]
\[ \mathcal{P}_B(\tau) = \mathcal{E}_B(\tau)/\tau, \]
for different choices of A and B systems and for different energy-injection mechanisms. For all these models we shall enforce resonant conditions of the local energies of A and B, as well as for the driving term \( \Delta H_A(t) \). This will allow us to simplify the analysis by solving the ME in the time interval \([0, \tau] \) in the interaction picture representation where instead of \( \rho_B(t) \) one focuses on its rotated version
\[ \hat{\rho}_{AB}(t) = e^{i(H_A+H_B)t}\rho_{AB}(t)e^{-i(H_A+H_B)t}, \]
for which Eq. (1) for \( t \in [0, \tau] \) reduces to
\[ \dot{\hat{\rho}}_{AB}(t) = \mathcal{L}_{AB}[\hat{\rho}_{AB}(t)]. \]
Here, \( \mathcal{L}_{AB} \) is as in (2) but with \( \Delta H_A(t) \) replaced by the constant term \( \Delta H_A \equiv \Delta H_A(t = 0) \).

Most importantly, under the above conditions, both the mean energy \([3]\) and the ergotropy \([8]\) of B will be then directly computed on the reduced density matrix \( \rho_B(\tau) = tr_A[\hat{\rho}_{AB}(\tau)] \) of \( \rho_{AB}(\tau) \). Indeed, the latter differs from \( \rho_B(\tau) \) by a unitary rotation induced by \( H_B \), i.e. \( \hat{\rho}_B(\tau) = e^{iH_BT}\rho_B(\tau)e^{-iH_BT} \). Accordingly, we have
\[ \text{tr}[H_B\hat{\rho}_B(\tau)] = \text{tr}[H_B\rho_B(\tau)] = E_B(\tau) \]
which admits explicit integration. In particular, since the generator on the r.h.s. of Eq. (16) is quadratic in the field modes, the dynamics preserves the Gaussian character \([20]\) of the ground state \([3]\), which in this case is the zero Fock state of the A and B modes. Accordingly, a complete characterization of \( \hat{\rho}_{AB}(t) \) can be obtained by simply determining the first and second momenta of the field operators, i.e. by solving the sets \([17], [18]\), and \([19]\) of coupled linear differential equations. Specifically, using \( \langle x \rangle \equiv \text{tr}[x\hat{\rho}_{AB}(t)] \) to indicate the expectation value of a generic operator \( x \) on \( \hat{\rho}_{AB}(t) \), for the first moment we have
\[ \langle \dot{a} \rangle = -i(g(a^\dagger b) + F) - \gamma \langle a \rangle, \]
while, for the second moment, we have
\[ \langle \dot{\dot{a}} \rangle = -2i(g\langle a^\dagger b \rangle - \langle a^\dagger b \rangle^\dagger) - \gamma \langle a^\dagger a \rangle, \]
\[ \langle \dot{\dot{b}} \rangle = -2i(g\langle a b^\dagger \rangle + \langle a b^\dagger \rangle^\dagger) - \gamma \langle a b \rangle. \]
The above differential equations, together with the initial conditions associated with \([3]\), i.e.
\[ \langle a^\dagger a \rangle|_{t=0} = \langle b^\dagger b \rangle|_{t=0} = \langle a^2 \rangle|_{t=0} = \langle b^2 \rangle|_{t=0} = \langle a \rangle|_{t=0} = \langle b \rangle|_{t=0} = 0, \]
are all we need to solve for the evaluation of the figures of merit introduced in Sec. II A. In particular, \( E_B(t) \) simply corresponds to \( \omega_0\langle b^\dagger b \rangle|_{t=\tau} \) while for the ergotropy we can
\[ D_{\tau}^{[\sigma]}[\cdots] = x_A \cdots x_A^\dagger \frac{1}{2} \{ x_A^\dagger x_A, \cdots \}, \]
use the fact that $\hat{p}_0(\tau)$ is Gaussian so that we can use the results of Appendix A to express it as

$$E_{B}(\tau) = \omega_0 \left( \langle b\dagger b \rangle - \sqrt{\frac{D}{2}} - 1 \right)|_{t=\tau} , \quad (21)$$

with

$$D \equiv \left( 1 + 2 \langle b\dagger b \rangle - 2 \langle b\rangle^2 \right)^2 - 4 \left( \langle b\rangle^2 - \langle b\rangle^2 \right)^2 . \quad (22)$$

A. Analysis

The model exhibits an effective decoupling between thermal and coherent pumping, which is reflected by the fact that, for assigned values of $T$ and $F$, each of the functions $\langle x \rangle$ entering the Eqs. (17)-(19) can be expressed as the sum of two contributions,

$$\langle x \rangle = \langle x \rangle |_{F=0,T} + \langle x \rangle |_{F,T=0} \ , \quad (23)$$

with $\langle x \rangle |_{F=0,T}$ describing the solution of the differential equations in the absence of the coherent driving terms (i.e. with $F = 0$), and with $\langle x \rangle |_{F,T=0}$ describing instead the solution of the same equations with a thermal bath at zero temperature (i.e. $T = 0$)—see Appendix B. As a consequence of (23), for generic values of $T$ and $F$ we have

$$E_{B}(\tau)|_{F,T} = E_{B}(\tau)|_{F=0,T} + E_{B}(\tau)|_{F,T=0} . \quad (24)$$

An analogue simplification can also be observed for the ergotropy $\mathcal{E}_B(\tau)$. Indeed, notwithstanding the fact that such quantity has a nonlinear dependence on the first and second momenta of the fields operators—see Eqs. (21) and (22)—only the contribution associated with the coherent driving at zero temperature matters, i.e.

$$\mathcal{E}_B(\tau)|_{F,T} = \mathcal{E}_B(\tau)|_{F,T=0} = E_{B}(\tau)|_{F,T=0} \ , \quad \forall \ T \geq 0 , \quad (25)$$

the ergotropy of the purely thermal driving case being always null, i.e.

$$\mathcal{E}_B(\tau)|_{F=0,T} = 0 \ , \quad \forall \ T \geq 0 . \quad (26)$$

(Explicit proofs of the above expressions, as well as the derivation of the same relations which can be established for the local energy and ergotropy of the charger A, can be found in Appendix B.)

Equations (24)-(26) represent an important simplification, which allows us to address the functional dependence upon $T$ and $F$ of $E_B(\tau)$ and $\mathcal{E}_B(\tau)$ by studying separately their effects on the battery model. This is a peculiarity of the two-harmonic-oscillator model, which is not found in different implementations where instead one witnesses a non-trivial interplay between the coherent and thermal driving contributions—see next sections.

In the present case, the above identities imply that while non-zero values of $T$ and $F$ both add to $E_B(\tau)$, only the $F$ matters in the transferring of energy that is useful for future extractions of work. (A non-zero bath temperature can only decrease the ratio (7) but cannot deteriorate the net value of the ergotropy associated with a given choice of $F$.) Anticipating the analytic solutions we present in the coming subsections, examples of these behaviours can be found in Figs. 2 and 3, the first displaying the functional dependence of $E_B(\tau)$ and $\mathcal{E}_B(\tau)$ upon $\tau$ for various combinations of $N_b(T)$ and $F$, while the second presenting instead the ratio $R_B(\tau)$ for two different bath temperatures—and in the asymptotic values attained by $E_B(\tau), \mathcal{E}_B(\tau)$ in the $\tau \to \infty$ limit, i.e.

$$E_B(\infty) = \omega_0 N_b(T) + \omega_0 (F/g)^2 , \quad \mathcal{E}_B(\infty) = \omega_0 (F/g)^2 , \quad (27)$$

whose associated ratio (7)

$$R_B(\infty) = \frac{F^2}{g^2 N_b(T) + F^2} , \quad (28)$$

clearly exhibits a monotonic decreasing behaviour with respect to $T$.

1. Thermal energy supply regime ($F = 0, T$ generic)

Let us consider first the case where no coherent driving is present (i.e. $F = 0$) while A is in contact with a non-zero temperature bath (i.e. $T > 0$). As anticipated in Eq. (25), this regime represents a poor implementation of the charging of a quantum battery as it results in a zero value for the ergotropy $\mathcal{E}_B(\tau)$. For what concerns the mean energy of B, setting

$$\epsilon \equiv \sqrt{\gamma^2 - (4g)^2} , \quad (29)$$

explicit integration of Eqs. (17)-(20) yields

$$E_B(\tau)|_{F=0,T} = \omega_0 N_b(T) \left\{ 1 + \left( e^{-\frac{\gamma}{2} \tau} / \epsilon^2 \right)^2 \times \left[ 16g^2 - \gamma \epsilon \sinh(\epsilon \tau / 2) - \gamma^2 \cosh(\epsilon \tau / 2) \right] \right\} , \quad (30)$$

to be compared with

$$E_A(\tau)|_{F=0,T} = \omega_0 N_b(T) \left\{ 1 + \left( e^{-\frac{\gamma}{2} \tau} / \epsilon^2 \right)^2 \times \left[ 16g^2 + \gamma \epsilon \sinh(\epsilon \tau / 2) - \gamma^2 \cosh(\epsilon \tau / 2) \right] \right\} , \quad (31)$$

which instead represents the mean local energy of the ancillary system A at the end of the process. In the limit of large $\tau$, Eqs. (30) and (31) show convergency of $E_A(\tau)$ and $E_B(\tau)$ toward the same value $\omega_0 N_b(T)$, in agreement with the (local) thermalization of the two subsystems. The transient, however, exhibits two distinct regimes: an oscillating underdamped regime occurring for $\gamma < 4g$, and an overdamped regime for $\gamma \geq 4g$ characterized by a monotonic increment of $E_B(\tau)$, which for large enough $\gamma$ can be conveniently approximated as

$$E_B(\tau) \approx \omega_0 N_b(T) (1 - e^{-4g^2 \tau / \epsilon^2}) , \quad (22)$$
Consider next the scenario where $F \neq 0$ and the bath temperature is zero, i.e. $T = 0$. From Eqs. (24) and (25), it follows that this is the optimal setting in terms of our ability of maximizing the fraction of energy stored in B, which is available for work extraction at later times.

**2. Coherent energy supply regime ($T = 0, F$ generic)**

This feature has a profound impact on the timing of the process: a numerical analysis reveals in fact that the charging time of the battery (defined e.g. as the first time at which B reaches a given fraction of its asymptotic value $\omega_0 N_b(T)$), exhibits a non trivial dependence upon the parameters $\gamma$ and $g$ with optimal performances attained when they are close to the critical point $\gamma = 4g$. A clear evidence of this phenomenon can be found by looking at the maximum of the average storing power [8],

$$\bar{P}_B \equiv \max_{\tau} P_B(\tau),$$

which, as shown in panel c) of Fig. 4, acquires its largest value just below threshold. We anticipate that the same effect will be observed in all the other implementations we discuss in the remaining of this Article, at least when the coherent driving is not present (i.e. $F = 0$). A possible explanation of the arising of such fine tuning condition between $\gamma$ and $g$ in the optimization of the charging process can be found by noticing that while the battery needs a finite loss coefficient to be thermally excited, a too large value of the loss coefficient will tend to freeze the state of $A$ via an environment-mediated quantum Zeno effect [18], preventing the latter to efficiently transfer energy to B.
Indeed, in this case we have
\[ \mathcal{E}_B(\tau)|_{F,T=0} = E_B(\tau)|_{F,T=0}, \tag{33} \]
corresponding to the optimal value 1 for the ratio \( \frac{\gamma}{g} \) —the same identity applying also for the energy that resides on \( A \), i.e. \( \mathcal{E}_A(\tau)|_{F,T=0} = E_A(\tau)|_{F,T=0} \), see Eq. (B14). This result is a consequence of the fact that in the \( T = 0 \) regime the system \( AB \) remains in a factorized, pure coherent state at all times, see Eq. (B11) of the Appendix. Specifically, we have
\[
\hat{\rho}_{AB}(\tau) = |\alpha(\tau)\rangle_A \langle \alpha(\tau)| \otimes |\beta(\tau)\rangle_B \langle \beta(\tau)|,
\]
where, given \( \epsilon \) as in Eq. (29), \( \alpha(\tau) \) and \( \beta(\tau) \) are the following coherent amplitudes
\[
\alpha(\tau) = -i \frac{4F}{\epsilon} e^{-i\frac{\tau}{4}} \sinh(\epsilon \tau/4), \tag{35}
\]
\[
\beta(\tau) = -\frac{F}{g} \left\{ 1 - e^{-i\frac{\tau}{4}} \right\} \cosh(\epsilon \tau/4) + \frac{\gamma}{\epsilon} \sinh(\epsilon \tau/4) \right\}. \tag{34}
\]
The associated local mean energies are hence given by
\[
E_A(\tau)|_{F,T=0} = \omega_0 |\alpha(\tau)|^2 = \frac{16 \omega_0 F^2}{\epsilon^2} e^{-i\frac{\tau \gamma}{2}} \sinh(\epsilon \tau/4), \tag{36}
\]
and
\[
E_B(\tau)|_{F,T=0} = \omega_0 |\beta(\tau)|^2 = \frac{\omega_0 F^2}{g^2} \left\{ 1 - e^{-i\frac{\tau \gamma}{2}} \right\} \cosh(\epsilon \tau/4) + \frac{\gamma}{\epsilon} \sinh(\epsilon \tau/4) \right\}, \tag{37}
\]
which, thanks to Eqs. (33) and (B14), coincide with the ergotropies \( \mathcal{E}_A(\tau) \) and \( \mathcal{E}_B(\tau) \) of the two systems. One may observe that, for all non-zero values of the damping parameter \( \gamma \), in the limit \( \tau \to \infty \) the energy of \( A \) nullifies testifying that the ancilla asymptotically approaches its local ground-state eigenstate, while the coherent amplitude of \( B \) reaches a finite value \( \beta(\infty) = -F/g \). As this result is non-perturbative in \( g \), the energy stored in \( B \) in this regime can become very large resulting in
\[
E_B(\infty)|_{F,T=0} = \omega_0 (F/g)^2, \tag{38}
\]
with the charger \( A \) going back to the initial vacuum state after a transient. (Notice that is formally equivalent to directly attaching the driving to the battery \( B \) and putting it in contact with a zero-temperature thermal bath, with loss coefficient \( 2g \) rather than \( \gamma \).)

The way this asymptotic configuration is attained is not influenced by the specific value of \( F \) which in Eqs. (35), (36) appears as a multiplicative factor and does not affect the time scales—see Fig. 5. As discussed in Ref. 9 this peculiarity stems from the nature of the spectrum at hand, which is not upper bounded. What instead plays an important role in the transient is once more the ratio between \( \gamma \) and \( g \) which, as in the purely thermal energy supply scenario we analyzed before, can again be used to identify underdamped \( (\gamma < 4g) \) and overdamped \( (\gamma \geq 4g) \) regimes. Furthermore, as evident from panel (a) of Fig. 5 it is clear that losses tend to reduce the value of the maximum energy. The best configuration is approached for \( \gamma \to 0 \) where the energy dynamics of \( B \) becomes periodic in \( \tau \), i.e. \( E_B(\tau) = 4 \omega_0 F^2 \sin^2(\pi g \tau/2)/g^2 \), allowing the battery to reach an energy (and ergotropy) level which can be up to four times larger than the asymptotic value \( E_B(\infty) \), the smallest driving time \( \tau \) ensuring this result being \( \pi/g \). Under the same condition, a numerical evaluation shows that the associated energy storing power \( \dot{P}_B \) exhibits a maximum value \( \dot{P}_B \) equal to \( 0.33 \times (4 \omega_0 F^2/g) \) for an optimal charging time \( \sim 2.78/g \). This is rather different from what we witnessed in the purely thermal setting where instead the largest possible value of \( \dot{P}_B \) was attained for values of \( \gamma \) close to the threshold point—see panel c) of Fig. 4. A possible reconciliation of this discrepancy can be found by noting that in realistic models the quantities \( F \) and \( \gamma \) cannot be treated as independent parameters. For instance con-
considering a standard cavity-QED implementation of the model, from the microscopic derivation of the Lindblad equation, it is more correct to assume $F \approx F_0 \sqrt{\tau}$, indicating that the more the laser is able to pump energy in the system the more the system would be subject to losses, being it more strongly coupled with the external world. In such case, the analogy with the purely thermal setting is restored as it turns out that one must tune $\gamma$ with $g$ to obtain the highest charging power $P_B(\tau)$ in the shortest time—see panel b) of Fig. 5.

IV. TWO-QUBIT MODEL

In this Section we consider the case in which both the charger A and the quantum battery B are (resonant) two-level systems. For this purpose, indicating with $\omega_0$ the level spacing of A and B, we set the Hamiltonian terms entering the ME as

$$
\begin{align*}
H_A &= \frac{\omega_0}{2} (\sigma_A^z + 1), \quad H_B = \frac{\omega_0}{2} (\sigma_B^z + 1), \\
\Delta H_A(t) &= F(e^{-i\omega_0 t} \sigma_A^z + e^{i\omega_0 t} \sigma_A^x), \\
\Delta H_{AB}^{(1)} &= g (\sigma_A^z \sigma_B^z + \sigma_A^x \sigma_B^x),
\end{align*}
$$

(39)

where for $X = A, B$, $\sigma^{x,y,z}_X$ represent the Pauli matrices acting on the system $X$, and where $\sigma^z_X = [\sigma^x_X]^\dagger = (\sigma^x_X + i\sigma^y_X)/2$ is the corresponding two-level raising operator.

In the above expressions, $\Delta H_A(t)$ describes an external resonant driving field with amplitude $F$ while $H_{AB}^{(1)}$ is an exchange coupling term characterized by the coupling constant $g$ that commutes with the free component of the Hamiltonian. Regarding the GKSL dissipator $D_A^{(T)}$ of (2), setting $N_b(T)$ as in Eq. (14) and $D_A^{[\epsilon]}$ as in Eq. (13) we take

$$
D_A^{(T)} \equiv \gamma(N_b(T) + 1)D_A^{[\epsilon^+]} + \gamma N_b(T)D_A^{[\epsilon^+]},
$$

(40)

$\gamma$ fixing once again the time scale of the dissipation process.

In the interaction picture representation, the corresponding ME of the problem explicitly reads as

$$
\dot{\rho}_{AB}(t) = -i \left[ g (\sigma_A^z \sigma_B^x + \sigma_A^x \sigma_B^z) + F(\sigma_A^z + \sigma_A^x), \right] \rho_{AB}(t)
+ \gamma(N_b(T) + 1)D_A^{[\epsilon^+]}[\rho_{AB}(t)] + \gamma N_b(T) D_A^{[\epsilon^+]}[\rho_{AB}(t)],
$$

(41)

which admits analytical integration, e.g. representing the operators in a given basis and obtaining a Cauchy problem for a system of linear ordinary differential equations. Technical details are reported in Appendix C while here we comment the obtained solutions for the stored energy $E_B(\tau)$ and the associated ergotropy $E_\eta(\tau)$. Regarding these quantities, it is worth observing that, for the choice (39) of the local Hamiltonian $H_B$, Eqs. (5) and (9) yield

$$
E_B(\tau) = \frac{\omega_0}{2} \left[ 1 + r_z(\tau) \right],
$$

(42)

$$
E_\eta(\tau) = \frac{\omega_0}{2} \left[ r(\tau) + r_z(\tau) \right],
$$

(43)

where $r(\tau) \equiv |\vec{r}(\tau)|$ and $r_z(\tau)$ represent, respectively, the length and the $z$-component of the Bloch vector $\vec{r}(\tau)$ associated with the density matrix $\rho_B(\tau)$ of B—see Eq. (A9) of Appendix A for a derivation of this result.

A. Analysis

Since at low energy the two-harmonic oscillator model discussed in the previous Section has similar spectral properties to those of the two-qubit setting, we expect the two schemes to exhibit analogous performances in the low supply limit, i.e. for $F \ll g, \gamma$ and $k_B T \ll \omega_0$. 

---

**FIG. 5.** (Color online) Panel (a) $E_B(\tau)$ (in units of $\omega_0 F^2/g^2$)—Eq. (37)—as a function of $g\tau$ for the two-harmonic oscillator model. Different curves correspond to different values of the loss parameter $\gamma$. Black dotted line: $\gamma = 0$; red dashed line: $\gamma = 0.1\omega_0$; blue dash-dotted line: $\gamma = 0.4\omega_0$; black solid line: $\gamma = 0.8\omega_0$. Results have been obtained by setting $g = 0.2\omega_0$. Panel (b) Same as in panel (a) but for $F = F_0\sqrt{\tau}$. Different curves correspond to different values of the loss parameter $\gamma$. Red dashed line: $\gamma = 0.1\omega_0$; black solid line: $\gamma = 0.8\omega_0$; green dash-dotted line: $\gamma = 2\omega_0$; magenta dotted line: $\gamma = 5\omega_0$. We notice that in this case $\gamma$ needs to be tuned with $g$ in order to get high power in a short time. All results in this figure refer to the case of the purely coherent energy supply regime, i.e. $N_b(T) = 0$. 

---
On the contrary, for not negligible values of $F$ or $T$, the effective nonlinearities introduced by the finite dimensionality of the two-qubit model we are considering here, result in a more complex interplay between the coherent and incoherent pumping mechanisms than the one we discussed in Sect. III. Specifically, as will shall see, while still one cannot achieve non-zero values of $\mathcal{E}_B(\tau)$ in the absence of the external coherent driving (i.e. $F = 0$), decoupling rules similar to the ones reported in Eqs. (25) and (26) hold no longer for arbitrary values of the system parameters. In particular, it turns out that, at variance with the two-harmonic oscillator model, the presence of a non-zero temperature can strongly interfere with the ergotropy production. Interestingly enough, while typically such interference tends to reduce $\mathcal{E}_B(\tau)$, there are special settings of the system parameters for which one observes that a non-zero temperature can indeed result in a larger value of the attainable ergotropy. Evidences of such behaviours can be obtained by looking at the values that $E_B(\tau)$ and $\mathcal{E}_B(\tau)$ attain in the asymptotic $\tau \to \infty$ limit, which can be extrapolated from Eq. (41) by enforcing the stationary condition $\dot{\rho}_{AB}(t) = 0$. The resulting expressions for arbitrary values of $T$ and $F$ in this case are given by

\begin{align}
\frac{E_B(\infty)}{\omega_0} &= 1 - \frac{g^2 \gamma(2g^2 + \Gamma^2)}{32F^4(2g^2 + \gamma^2) + 4F^2\gamma^2 [24N_b(T)(N_b(T) + 1)g^2 + (2g^2 + \Gamma^2)] + 2g^2\Gamma^2(2g^2 + \Gamma^2)}, \tag{44} \\
\frac{\mathcal{E}_B(\infty)}{\omega_0} &= \frac{g\gamma(2g^2 + \Gamma^2)(\sqrt{4\gamma^2F^2 + g^2\Gamma^2} - g\Gamma)}{32F^4(2g^2 + \gamma^2) + 4F^2\gamma^2 [24N_b(T)(N_b(T) + 1)g^2 + (2g^2 + \Gamma^2)] + 2g^2\Gamma^2(2g^2 + \Gamma^2)}, \tag{45}
\end{align}

where $\Gamma$ is the renomalization of the loss coefficient $\gamma$ by the Bose occupation number $N_b(T)$ of the bath, i.e.

$$\Gamma \equiv \gamma(2N_b(T) + 1). \tag{46}$$

In Fig. 6 we display the functional dependence of the functions $E_B(\infty)$ and $\mathcal{E}_B(\infty)$ and of their ratio $R_B(\infty) = E_B(\infty)/E_B(\infty)$ in terms of $N_b(T)$ and $F$. As evident from panels a) and b) of the figure, when $F$ is sufficiently large, $\mathcal{E}_B(\infty)$ may indeed take advantage from an increase of the bath temperature.

As anticipated, no ergotropy can be generated by only having access to a purely thermal source. Indeed, for $F = 0$, Eqs. (44) and (45) give

$$E_B(\infty)|_{F=0,T} = \omega_0 N_f(T), \quad \mathcal{E}_B(\infty)|_{F=0,T} = 0, \quad \tag{47, 48}$$

where now

$$N_f(T) = \frac{1}{\exp[\omega_0/k_B T] + 1}, \tag{49}$$

is the fermionic occupation number. In the opposite regime, i.e. when the charging is purely coherent and the bath is at temperature $T = 0$, Eqs. (44) and (45) yield

$$E_B(\infty)|_{F,T=0} = \omega_0 \frac{(\gamma^2 + 8F^2)F^2}{16F^4 + \gamma^2(2F^2 + g^2)}; \tag{50}$$

$$\mathcal{E}_B(\infty)|_{F,T=0} = \omega_0 \frac{g\gamma^2(\sqrt{4F^4 + g^2} - g)}{2 \cdot 16F^4 + \gamma^2(2F^2 + g^2)}, \tag{51}$$

which we plot in Fig. 7 together with their ratio (7).

$$R_B(\infty)|_{F,T=0} = \frac{g\gamma^2(\sqrt{4F^4 + g^2} - g)}{2(\gamma^2 + 8F^2)F^2}. \tag{52}$$

As simple analysis of Eq. (52) reveals that in the large loss limit $\gamma \gg F$ and when $F$ and $g$ are tuned so that $F = (\sqrt{2} + 1)/2g \approx 1.09g$, the asymptotic ergotropy reaches its maximum value

$$\mathcal{E}_B(\infty)|_{F,T=0} = \frac{\sqrt{2} - 1}{2} \omega_0 \sim 0.207\omega_0, \tag{53}$$

which, incidentally, corresponds also to the absolute maximum of $\mathcal{E}_B(\infty)$ for arbitrary $T$, as evident from panel a) of Fig. 6. On the contrary, a close inspection of Eq. (52) reveals that the ratio achieves its absolute maximum value 1 in the small driving constant/low energy supply limit (i.e. for $F \ll g, \gamma$) for which one gets $E_B(\infty)|_{F,T=0} = \mathcal{E}_B(\infty)|_{F,T=0} \approx \omega_0(F/g)^2$. As anticipated at the beginning of this Section, this exactly reproduces the behaviour observed for the two-harmonic oscillator model at zero temperature.

1. Transients

We now analyze the performances of the model for finite values of $\tau$.

Let us first consider the case where no driving is at play ($F = 0$) while the temperature of the bath is finite ($N_b(T) > 0$) which is the only case for which we can present explicit analytical expressions. As for the case of the two-harmonic oscillator model, see Eq. (26), it turns
out that the ergotropy of the battery is always null at all times, i.e. $\mathcal{E}_B(\tau) = 0$, testifying that in the absence of the external driving the density matrix $\rho_B(\tau)$ is passive. Regarding the mean energy of $B$, by direct integration of the equation of motion we find

$$E_B(\tau) = \omega_0 N_f(T) \left\{ 1 + (e^{-\frac{1}{2}\tau}/\epsilon^2) \times \left[ \Gamma^2 - \epsilon^2 - \Gamma \epsilon \sinh(\epsilon \tau/2) - \Gamma^2 \cosh(\epsilon \tau/2) \right] \right\},$$

with $\Gamma$ and $N_f(T)$ as in Eqs. (40) and (49) respectively, and where

$$\epsilon \equiv \sqrt{\Gamma^2 - (4g)^2}. \quad (55)$$

For comparison, we also report the value of the local mean energy of $A$, which in the present case is given by

$$E_A(\tau) = \omega_0 N_f(T) \left\{ 1 + (e^{-\frac{1}{2}\tau}/\epsilon^2) \times \left[ \Gamma^2 - \epsilon^2 + \Gamma \epsilon \sinh(\epsilon \tau/2) - \Gamma^2 \cosh(\epsilon \tau/2) \right] \right\}. \quad (56)$$

One may notice that these expressions can be formally obtained from Eqs. (40) and (49), which apply for the two-harmonic oscillator model in the purely thermal setting (i.e. $F = 0$), by replacing $N_b(T) \rightarrow N_f(T)$, $16g^2 \rightarrow \Gamma^2 - \epsilon^2$, and $\gamma \rightarrow \Gamma$. Accordingly, in this regime the energy charging of the two-qubit model will closely resemble the one observed in Fig. 4 with an overdamped and underdamped regime, attained respectively for $\Gamma \geq 4g$ and $\Gamma < 4g$, the main difference being that now, because of Eq. (46), the critical threshold depends explicitly upon the bath temperature $T$.

To study the finite-time behaviour of $E_B(\tau)$ and $\mathcal{E}_B(\tau)$ in the case where $F$ is non-zero, we resort to numerical calculations. In particular, in Fig. 8 we present plots of these quantities for $T = 0$ (no thermal supply) obtained for different values of $F$, $g$, and $\gamma$. In Fig. 9 instead, a study of $E_B(\tau)$ is presented for fixed $F$ and various values of $N_b(T)$. Again, oscillatory behaviours can be observed which may lead to an increase of $\mathcal{E}_B(\tau)$ as a function of $T$. 

FIG. 6. (Color online) Panel (a) Two-dimensional color plot of $\mathcal{E}_B(\infty)$ (in units of $\omega_0$)—Eq. (55)—as a function of $F$ (in units of $\omega_0$) and $N_b(T)$ for the two-qubit model. Notice that $\mathcal{E}_B(\infty)$ reaches its maximum value [56] for $N_b(T) = 0$ (zero temperature) and $F \simeq 1.09g$. For large enough $F$ we notice that $\mathcal{E}_B(\infty)$ is not monotonically increasing in $N_b(T)$. Panel (b) $\mathcal{E}_B(\infty)$ (in units of $\omega_0$) as a function of $N_b(T)$. Different curves correspond to different values of $F$. Magenta solid line: $F = 0$ (which yields $\mathcal{E}_B(\infty) = 0$); green dash-dotted line: $F = 0.05\omega_0$; blue dashed line: $F = 0.1\omega_0$; red dotted line: $F = 0.5\omega_0$. The non-monotonic behaviour as a function of $N_b(T)$ is clearly evident for $F = 0.5\omega_0$. Panel (c) Same as in panel (a) but for the asymptotic value $E_B(\infty)$ of the energy stored in $B$—Eq. (14). Panels (d) Same as in panels (a) and (c) but for the ratio $R_B(\infty)$—Eq. (7) in the $\tau \rightarrow \infty$ limit. $R_B(\infty)$ reaches its maximum value for $N_b(T) = 0$ and in the $F \rightarrow 0$ limit. All results in this figure have been obtained by setting $g = 0.1\omega_0$ and $\gamma = \omega_0.$
FIG. 7. (Color online) Panel (a) $E_B(\infty)/\omega_0$ (red dashed line)—Eq. (51)—and $\mathcal{E}_B(\infty)/\omega_0$ (blue solid line)—Eq. (50)—as functions of $2F/g$, for the two-qubit model. Results in this panel have been obtained by setting $\gamma > F,g$. Panel (b) The ratio $R_B(\infty)$—Eq. (7) in the $\tau \to \infty$ limit—is plotted as a function of $2F/g$. Different curves correspond to different values of $\gamma$. Blue solid line: $\gamma \gg F,g$; red dash-dotted line: $\gamma/g = 5$; magenta dashed: $\gamma/g = 1$. Both panels refer to the purely coherent energy supply regime, i.e. $N_0(T) = 0$.

We conclude this Section by commenting about optimal charging times (either for $E_B(\tau)$ or $\mathcal{E}_B(\tau)$ which, for future reference, we study in the limit of strong coherent driving ($F \gg g$) and for weak dissipation $\gamma \approx 0$. In this limit, simple analytical solutions can be found, which for the mean energy results in $E_B(\tau) = \omega_0 \sin^2(\gamma \tau/2)$, indicating an optimal charging time $\pi/g$ that is independent of $F$.

V. HYBRID MODEL

The last model we consider assumes A to be a harmonic oscillator and B a qubit whose energy gap matches the frequency $\omega_0$ of A. Accordingly, the system Hamiltonian is taken to be

$$H_A = \omega_0 a^+ a \quad , \quad H_B = \frac{\omega_0}{2} (\sigma_B^++1) \quad ,$$

$$\Delta H_A(t) = F (e^{-i\omega_0 t}a^++e^{i\omega_0 t}a) \quad ,$$

$$H_A^{(1)} = g (a \sigma_B^++a^+ \sigma_B^-) \quad ,$$

while the dissipator $D_A^{(T)}$ is the same we used in Sec. III i.e. it is provided by Eq. (13). Switching to the interaction picture representation, the resulting ME (11) is hence given by

$$\dot{\rho}_{AB}(t) = -i [g (a \sigma_B^++a^+ \sigma_B^-) + F (a^++a), \rho_{AB}(t)]$$

$$+ \gamma (N_b(T) + 1)D_A^{(\alpha)}[\rho_{AB}(t)] + \gamma N_b(T)D_A^{(\alpha)}[\rho_{AB}(t)] \quad .$$

(58)

Being the system hybrid and infinite-dimensional, the integration methods adopted in the previous two cases cannot be applied as they will produce an infinite set of coupled differential equations. Instead, we resort to the characteristic function approach [26–28] which allows one to cast Eq. (58) into a finite set of linear partial differential equations that can be solved numerically. By choosing this approach, we pass from infinite square matrices (density matrix formalism) to four complex functions for describing the system’s state. For this purpose, we decompose $\dot{\rho}_{AB}(t)$ into the basis of the energy eigenstates $\{|0\}_B,|1\>_B\}$, of $H_B$, i.e.

$$\dot{\rho}_{AB}(t) = \sum_{ij} \dot{\rho}_{A}^{(ij)}(t) \otimes |i\>_B \langle j| \quad .$$

(59)

Here, $\dot{\rho}_{A}^{(ij)}(t) \equiv B\langle i | \dot{\rho}_{AB}(t) | j \rangle_B$ are operators of A which we express as a convolution integral,

$$\dot{\rho}_{A}^{(ij)}(t) = \int \frac{d^2\beta}{\pi} \chi_{ij}(\beta,t)D(-\beta) \quad ,$$

(60)

over a complex variable $\beta$ of the displacement operator $D(\beta) \equiv \exp(\beta a^+ - \beta^* a)$ and

$$\chi_{ij}(\beta,t) \equiv \text{tr}_A \left[D(\beta)\dot{\rho}_{A}^{(ij)}(t)\right]$$

(61)

where the latter quantity is the associated (symmetrically ordered) characteristic $\chi$-function. They inherit from $\dot{\rho}_{AB}(t)$ the following constraints

$$\chi_{00}(0,t) + \chi_{11}(0,t) = 1 \quad ,$$

(62)

$$\chi_{ij}(\beta,t) = \chi_{ji}^*(-\beta,t)$$

(63)

the first deriving from the normalization of $\dot{\rho}_{AB}(t)$, the second from its self-adjointness. Furthermore, considering that B is a qubit so that Eqs. (42) and (43) can be still exploited, Eq. (43) allows us to express the quantity of interest in the following compact form

$$E_B(\tau) = \omega_0 \chi_{11}(0,\tau)$$

(64)

$$\mathcal{E}_B(\tau) = \frac{\omega_0}{2} \left[\sqrt{(\chi_{11} - \chi_{00})^2 + 4|\chi_{10}|^2 + \chi_{11} - \chi_{00}}\right]_{t=0} \quad .$$

Replacing Eq. (61) into (59) and exploiting the algebra of the harmonic oscillator, we can now recast the ME (58) into a set of partial differential equation for $\chi_{ij}(\beta,t)$, i.e.

$$\dot{\chi}_{ij} = -ig\chi_{ij} \left[\delta^2 + 2iF \chi_{ij}\right]$$

(65)

$$- \gamma \left[(N_b(T) + \frac{1}{2}) (x^2 + y^2) + \frac{1}{2} (x\partial_x + y\partial_y)\right] \chi_{ij}$$

$$+ \gamma N_b(T)D_A^{(\alpha)}[\rho_{AB}(t)] \quad .$$


where $x$ and $y$ are the real and imaginary components of $\beta = x + iy$ and $\mathcal{I}_{ij} [\vec{\chi}]$ are differential terms describing the energy exchange between the harmonic oscillator and the qubit.
as we turn on ground state with zero energy, and energy is dynamically acts as mediator between E and B. At the beginning charger A interacts with an external energy supply E, in Sect. IV, and, finally, one in which A is a harmonic oscillator B are described by harmonic oscillators, described in this Section. Indeed, the quantum harmonic oscillator A can host an arbitrarily large number of excitations coming from the interaction with the coherent source, while ergotropy on B is generated, while, regarding the two previous cases. Specifically, we have studied three models. For the case where $F = 0$ (no coherent driving) our findings are in agreement with the two previous cases. Specifically, no ergotropy on B is generated, while, regarding the thermal protocol ($F > 0$, $T = 0$), ergotropy and energy coincide. This happens because A and B remain uncorrelated during the system’s evolution. (ii) In the case of the thermal protocol ($F = 0$, $T > 0$), the ergotropy is always zero. This holds true for all models. (iii) In the case of two qubits in the mixed regime ($F > 0$, $T > 0$) (while typically non-zero temperature tends to reduce the ergotropy) there are special settings for which finite temperature is beneficial for the ergotropy. This is a consequence of the non-linear character of this model, which leads to a non-trivial interplay among coherent and incoherent channels. (iv) In the hybrid model, the time at which energy and ergotropy are maximal decreases monotonically with the driving field $F$. This peculiarity stems from the structure of the Hilbert space of the hybrid model and can be compared with the energy dynamics derived in Ref. [8] in a closed (i.e. Hamiltonian) setting.

VI. SUMMARY AND CONCLUSIONS

In this Article we have studied charger-mediated energy transfer for quantum batteries via an open system approach. Specifically, we have studied three models. One in which both the charger A and the quantum battery B are described by harmonic oscillators, described in Sect. II, one in which both A and B are qubits, described in Sect. IV] and, finally, one in which A is a harmonic oscillator and B is a qubit, see Sect. V. In all cases, the charger A interacts with an external energy supply E, and acts as mediator between E and B. At the beginning of the charging protocol, both A and B are in the ground state with zero energy, and energy is dynamically injected into the system thanks to the presence of E, either via the presence of a thermal bath at temperature $T$ or via a coherent driving field of amplitude $F$. Particular attention has been devoted to the maximum extractable work from B, i.e. the so-called ergotropy.

Our main findings can be summarized as following. (i) The case of two harmonic oscillators is profoundly different from the other two cases. Because of the linearity of the system, in the case of two harmonic oscillators there is no interplay between the coherent and incoherent energy supplies. In particular, in the coherent protocol ($F > 0$, $T = 0$), ergotropy and energy coincide. This happens because A and B remain uncorrelated during the system’s evolution. (ii) In the case of the thermal protocol ($F = 0$, $T > 0$), the ergotropy is always zero. This holds true for all models. (iii) In the case of two qubits in the mixed regime ($F > 0$, $T > 0$) (while typically non-zero temperature tends to reduce the ergotropy) there are special settings for which finite temperature is beneficial for the ergotropy. This is a consequence of the non-linear character of this model, which leads to a non-trivial interplay among coherent and incoherent channels. (iv) In the hybrid model, the time at which energy and ergotropy are maximal decreases monotonically with the driving field $F$. This peculiarity stems from the structure of the Hilbert space of the hybrid model and can be compared with the energy dynamics derived in Ref. [8] in a closed (i.e. Hamiltonian) setting.
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Appendix A: Details on the ergotropy functional

Let $\rho$ be the density matrix of a system characterized by a Hamiltonian $H$, which we present in terms of their spectral decompositions:

$$\rho = \sum_n r_n |r_n\rangle\langle r_n| , \quad (A1)$$

$$H = \sum_n e_n |e_n\rangle\langle e_n| . \quad (A2)$$

Here, $\{ |r_n\rangle\}_n$ and $\{ |e_n\rangle\}_n$ represent the eigenvectors of $\rho$ and $H$, respectively, and $r_0 \geq r_1 \geq \ldots$ and $e_0 \leq e_1 \leq \ldots$ are the associated eigenvalues, which we have been
FIG. 10. (Color online) Panel (a) $E_B(\tau)$ (in units of $\omega_0$) as a function of $g\tau$, for the hybrid model. Different curves refer to different values of $F$ (in units of $\omega_0$). Green solid line: $F = 0.1\omega_0$; red dashed line: $F = 0.5\omega_0$; blue dash-dotted line: $F = 1.5\omega_0$. Panel (b) Same as in panel (a) but for $\underline{\varepsilon}_B(\tau)$. Numerical results in panels (a)-(b) have been obtained by setting $g = 0.1\omega_0$, $\gamma = \omega_0$, and $N_b(T) = 0$. Panels (c) and (d) Same as in panels (a) and (b) but for $N_b(T) = 1$.

properly ordered. The passive counterpart of $\rho$ is defined as the following density matrix

$$\rho^{(p)} \equiv \sum_n r_n |e_n\rangle \langle e_n| .$$

(A3)

By construction, its mean energy is given by

$$E^{(p)} \equiv \text{tr}[H \rho^{(p)}] = \sum_n r_n \epsilon_n ,$$

(A4)

and, as mentioned in Sect. [II A], it corresponds to the last term in the r.h.s. of Eq. (6), i.e.

$$E^{(p)} = \min_U \text{tr} \left[ H U \rho U^\dagger \right] .$$

(A5)

Accordingly, the ergotropy $\mathcal{E}$ of the state $\rho$ can be conveniently expressed as

$$\mathcal{E} = E - E^{(p)} = \text{tr}[H(\rho - \rho^{(p)})] ,$$

(A6)

which makes it evident that zero values of $\mathcal{E}$ can be obtained only for those density matrices which are passive, i.e. for $\rho = \rho^{(p)}$. From the above construction it is also clear that states differing by a unitary transformation $V$ (e.g. $\rho$ and $\rho' = V \rho V^\dagger$) will have the same passive state. Accordingly, we can write the ergotropy of $\rho'$ as

$$\mathcal{E}' = \text{tr}[H(\rho' - \rho^{(p')})] = E' - E + \mathcal{E} ,$$

(A7)

with $E = \text{tr}[H \rho]$ and $E' = \text{tr}[H \rho']$ the mean energies of $\rho$ and $\rho'$, respectively.

Exploiting the above identities we can easily produce closed-form expressions for the ergotropy of special cases. Consider the case of a qubit with an Hamiltonian of the form $H = \omega_0(\sigma^z + 1)/2$ and density matrix

$$\rho = \frac{1}{2} (1 + \vec{r} \cdot \vec{\sigma}) ,$$

(A8)

with $\vec{r} = |\vec{r}|$. Eq. (A8) can be written in terms of expectation values of operators as

$$\rho = \frac{1}{2} (1 + \vec{r} \cdot \vec{\sigma}) ,$$

(A8)

where $\vec{r}$ is the $2 \times 2$ identity and $\vec{\sigma} \equiv (\sigma^x, \sigma^y, \sigma^z)$ and $\vec{r}$ are the Pauli and Bloch vectors, respectively. Then simple algebraic manipulations yield

$$\mathcal{E} = \frac{\omega_0}{2} (r + r_z) ,$$

(A9)

with $r = |\vec{r}|$. Eq. (A9) can be written in terms of expectation values of operators as

$$\mathcal{E} = \frac{\omega_0}{2} \left( \sqrt{\langle \sigma_z \rangle^2 + 4 \langle \sigma_+ \rangle \langle \sigma_- \rangle} + \langle \sigma_z \rangle \right) .$$

(A10)
With reference to Sect. [X] this form shows that when the energy is supplied only thermally, i.e. \( F = 0 \) and \( N_b(T) > 0 \), the ergotropy is null because \( \langle \sigma_z \rangle < 0 \) and \( \langle \sigma_+ \rangle \langle \sigma_- \rangle = 0 \) for all the time evolution.

We now discuss the case of two harmonic oscillators, see Sect. [III] In this case, a closed-form expression for the ergotropy can be derived by noticing that both the state of the system AB and the reduced states of A and B are Gaussian for all values of \( \tau \). Since we want to extract energy from B, from now on we just concentrate on the reduced density matrix of the quantum battery B. A Gaussian state \( \rho_G \) can be obtained from a thermal state \( \rho_\beta \propto \exp(-\beta H_B) \) by using the following identity\(^23\)

\[
\rho_G = D^\dagger(\alpha) S(\xi) \rho_\beta S(\xi) D(\alpha),
\]

where \( D(\alpha) = \exp(\alpha b^\dagger - \alpha^* b) \) and \( S(\xi) = \exp[\xi b^2 - \xi b^\dagger b]/2 \) are displacement and squeezing operators, respectively. Here, \( \alpha \) and \( \xi \) are the displacement and squeezing complex parameters\(^23\) that identify the Gaussian state, together with the real parameter \( \beta \).

We now observe that the ME (16) involves at most quadratic combinations of the operators \( a,b,a^\dagger,b^\dagger \). This implies that the resulting time evolution only maps Gaussian states into other Gaussian states, ensuring that \( \rho_B(\tau) \) can be written in the form (A11). Furthermore, noting that any thermal state is passive, the ergotropy of a Gaussian state can be written as the difference between the energy of \( \rho_G \) and the energy of the thermal state \( \rho_\beta \), which is connected to it via displacement and squeezing\(^23\).

\[
\mathcal{E}[\rho_G] = \omega_0 \text{tr}[b^\dagger b \rho_G] - \omega_0 \text{tr}[b^\dagger b \rho_\beta].
\]

Hence, in order to calculate the ergotropy of \( \rho_G \) we need to determine the mean occupation number \( n_\beta = \text{tr}[b^\dagger b \rho_\beta] \) of \( \rho_\beta \). We introduce the canonical variables of the joint system, \( x_A \equiv (a + a^\dagger)/\sqrt{2}, \ p_A \equiv (a - a^\dagger)/\sqrt{2i} \), \( x_B \equiv (b + b^\dagger)/\sqrt{2}, \ p_B \equiv (b - b^\dagger)/\sqrt{2i} \), the vector \( (x_A,p_A,x_B,p_B)^T \), and the covariance matrix \( \sigma_{ij} \equiv \text{tr}[\rho_G \langle \{ r_i - \langle r_i \rangle \} \{ r_m - \langle r_m \rangle \}] \), whose dynamics is determined by Eqs. (17)-(20), with \( i,m \in \{1, 2, 3, 4\} \). We also introduce \( \tau_B = (x_B,p_B)^T \) and the covariance matrix \( \sigma_B \) of B, which is nothing but the bottom-right \( 2 \times 2 \) block of the full covariance matrix \( \sigma \). Now, \( \sigma_B \) admits the following symplectic decomposition,

\[
\sigma_B = (2N_b(\bar{T}) + 1) S(\xi)^T S(\xi),
\]

where \( S \) is the symplectic matrix representation of the squeezing operator in Eq. (A11), \( S^T \) is its transpose\(^23\), \( \bar{T} = 1/(k_B \beta) \), and the function \( N_b(T) \) has been introduced in Eq. (14).

The matrix elements of \( \Sigma \) can be obtained from the identity \( S(\xi)^T r^{(B)}_i S(\xi) = \sum_m S_{im}(\xi) r^{(B)}_m \) and satisfy the symplectic group condition \( \Omega \Sigma S^T = \Omega \), with

\[
\Omega_{i,j} = -i[r^{(B)}_i, r^{(B)}_j] = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

By imposing the symplectic condition we find

\[
\text{det}(\sigma_B) = (2N_b(\bar{T}) + 1)^2
\]

and the desired expression for the ergotropy of B:

\[
\mathcal{E}_B = \omega_0 \left( \text{tr}[b^\dagger b \rho_G] - \sqrt{\text{det}(\sigma_B) - 1}/2 \right),
\]

with \( \rho_G = \rho_B(\tau) \) being the state of B at a generic time \( \tau \).

Finally, employing the definition of \( \tau^{(B)} \) in terms of the creation and annihilation operators \( b,b^\dagger \), one can easily write the determinant of \( \text{det}(\sigma_B) \) as in Eq. (22) of the main text.

**Appendix B: Energy and ergotropy decoupling for the two-oscillator model**

In this Appendix we present an explicit proof of the decoupling described in Eq. (23), which, for ease of notation, we rewrite here as

\[
\langle x \rangle = \langle x \rangle_{th} + \langle x \rangle_{co},
\]

where we introduced the simplified symbols \( \langle x \rangle_{th} \equiv \langle x \rangle |_{F=0,T} \) and \( \langle x \rangle_{co} \equiv \langle x \rangle |_{F,T=0} \).

According to our definitions, the quantities \( \langle x \rangle_{th} \) for all operators \( x \) appearing in Eqs. (17), (19) can be obtained...
by solving these equations with $F = 0$, i.e.

$$
\begin{align}
\dot{a}\th(t) & = -ig(b)\th(t) - \frac{\gamma}{2}\langle a\rangle\th(t), \\
\dot{b}\th(t) & = -ig(a)\th(t), \\
\dot{a}\b(t) & = i \left[ g(\langle a\rangle\b(t) - \langle b\rangle\b\th(t)) \right] - \frac{\gamma}{2}\langle a\b\rangle\th(t), \\
\dot{b}\b\th(t) & = 2g \Im(\langle a\b\rangle\th(t), \\
\dot{a}\b\th(t) & = -2g \Im(\langle a\b\rangle\th(t) - \gamma(\langle a\rangle\b)\th(t) + \gamma N_b(T), \\
\dot{a}\b\th(t) & = -2i g(ab)\th(t) - \gamma(\langle a\rangle)\th(t) - \frac{\gamma}{2} \langle ab\rangle\th(t), \\
\dot{b}\b\th(t) & = -2i g(ab)\th(t),
\end{align}
$$

with the initial conditions

$$
\begin{align}
\langle a\rangle\th(t) & = \langle b\rangle\th(t) = 0, \\
\langle a\b\rangle\th(t) & = \langle b\b\b\rangle\th(t) = \langle ab\rangle\th(t) = 0.
\end{align}
$$

(Eqs. B2)-(B3) imply

$$
\begin{align}
\langle a\rangle\th(t) & = \langle b\rangle\th(t) = 0, \\
\langle a\b\rangle\th(t) & = \langle b\b\b\rangle\th(t) = \langle ab\rangle\th(t) = 0.
\end{align}
$$

(B3)

at all times $t$.

Similarly, the functions $\langle x\rangle_{\co}$ solve Eqs. (17)-(19) with $N_b(T) = 0$, i.e.

$$
\begin{align}
\dot{a}_{\co}(t) & = -i(g(b)_{\co} + F) - \frac{\gamma}{2}\langle a\rangle_{\co}, \\
\dot{b}_{\co}(t) & = -ig(a)_{\co}, \\
\langle a\b\rangle_{\co}(t) & = i \left[ g(\langle a\rangle_{\co} - \langle b\rangle_{\co}) - F(\langle b\rangle_{\co})^* \right] - \frac{\gamma}{2}\langle a\b\rangle_{\co}, \\
\langle b\b\rangle_{\co}(t) & = 2g \Im(\langle a\b\rangle_{\co}), \\
\langle a\b\rangle_{\co}(t) & = -2 \Im(g(ab)_{\co} + F(\langle a\rangle_{\co}) - \gamma(\langle a\rangle_{\co}), \\
\langle a\b\rangle_{\co}(t) & = -2i g(ab)_{\co} + F(\langle a\rangle_{\co}) - \gamma(\langle a\rangle_{\co}), \\
\langle b\b\rangle_{\co}(t) & = -i g(\langle a\b\rangle_{\co} + \langle b\b\b\rangle_{\co} + F(\langle b\rangle_{\co}) - \frac{\gamma}{2} \langle ab\rangle_{\co}, \\
\langle b\b\rangle_{\co}(t) & = -2i g(ab)_{\co},
\end{align}
$$

(Eqs. B4)-(B5) imply

$$
\langle a\rangle_{\co}(t) = \langle b\rangle_{\co}(t) = 0, \\
\langle a\b\rangle_{\co}(t) = \langle b\b\b\rangle_{\co}(t) = \langle ab\rangle_{\co}(t) = 0.
$$

Therefore,

$$
E_{B}(\tau)_{|F=0,T} = \omega_{0} \left( \langle b\b\rangle_{\th}(t) - \frac{\sqrt{D_{th}} - 1}{2} \right)_{|t=\tau} = 0.
$$

(B9)

To prove Eq. (25), instead, we observe that Eqs. (B6) and (B7) admit solutions for the second-order momenta which can be written as products of those obtained for the first-order momenta, i.e.

$$
\langle xy\rangle_{\co} = \langle x\rangle_{\co}\langle y\rangle_{\co},
$$

(B10)

for all $x, y \in \{a, b, a^\dagger, b^\dagger\}$. Eq. (B10) implies that, during the time evolution, the state of the joint system AB is described by a product state of the form

$$
\tilde{\rho}_{AB}(t) = |\alpha(t)\rangle_{A} \langle \alpha(t)| \otimes |\beta(t)\rangle_{B} \langle \beta(t)|,
$$

(B11)

with $|\alpha(t)\rangle_{A}$ and $|\beta(t)\rangle_{B}$ coherent states of amplitudes $\alpha(t) \equiv \langle a\rangle_{co}$ and $\beta(t) \equiv \langle b\rangle_{co}$, respectively. This result could have been anticipated by noting that the ME for our model at $T = 0$ induces an evolution of the input vacuum state through the combined action of a purely lossy channel and a displacement operator. Using Eq. (B10) together with (B11) and Eqs. (B4)-(B5), it follows that the function (22) for generic values of $F$ and $N_b(T)$ can be expressed as

$$
D = (1 + 2 \langle b\b\rangle_{\th}(t))^2,
$$

(B12)

with no dependence from contributions associated with the coherent driving. Accordingly, replacing (B12) into (21), we conclude that

$$
E_{B}(\tau)_{|F,T=0} = \omega_{0} \langle b\b\rangle_{\co}(t) = E_{B}(\tau)_{|F,T=0} = 0
$$

(B13)

proving Eq. (25).

It is worth stressing that all the identities derived so far also hold for the local energy $E_{A}(\tau) \equiv \text{tr}[H_{A}\rho_{A}(\tau)]$ and the ergotropy $E_{A}(\tau) \equiv E_{A}(\tau) - E_{A}^{(p)}(\tau)$ of the ancillary
system $A$, i.e. explicitly
\[
E_A(\tau) |_{F,T} = E_A(\tau) |_{F=0,T} + E_A(\tau) |_{F,T=0} ,
\]
\[
\mathcal{E}_A(\tau) |_{F,T} = E_A(\tau) |_{F,T=0} ,
\]
\[
\mathcal{E}_A(\tau) |_{F=0,T} = 0 ,
\]
the first being just a trivial consequence of Eq. \([B1]\) for $x = a^\dagger a$, while the last two following from arguments similar to those we have adopted in deriving Eqs. \([26]\) and \([B13]\).

Appendix C: Solving the ME for the two-qubit model

In order to solve Eq. \([41]\) we expand all the operators appearing in it by utilizing a global basis set for the two-qubit system $\{|i\rangle\}_{i \in \{1,\ldots,4\}}$. We choose
\[
|1\rangle = |1\rangle_A |1\rangle_B , \quad |2\rangle = |1\rangle_A |0\rangle_B , \quad (C1)
\]
\[
|3\rangle = |0\rangle_A |1\rangle_B , \quad |4\rangle = |0\rangle_A |0\rangle_B ,
\]
where $|1\rangle_A(1) \rangle_B$ and $|0\rangle_A(0\rangle_B$ are the eigenvectors of the $\sigma_z^{(A)}(\sigma_z^{(B)})$ operators with eigenvalues $\pm 1$. Accordingly, we write $\tilde{\rho}_{AB}(t) = \sum_{i,j=1}^4 r_{ij}(t) |i\rangle \langle j|$, or, in matrix form,
\[
\tilde{\rho}_{AB}(t) = \begin{pmatrix}
  r_{11}(t) & r_{12}(t) & r_{13}(t) & r_{14}(t) \\
  r_{21}(t) & r_{22}(t) & r_{23}(t) & r_{24}(t) \\
  r_{31}(t) & r_{32}(t) & r_{33}(t) & r_{34}(t) \\
  r_{41}(t) & r_{42}(t) & r_{43}(t) & r_{44}(t)
\end{pmatrix} ,
\]
where $r_{ij}(t)$ being expansion coefficients. In this representation, the ladder operators $a, a^\dagger$ of the subsystem $A$ can instead be written as
\[
\sigma_A^- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \quad (C3)
\]
\[
\sigma_A^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \quad (C4)
\]
where $0$ is the $2 \times 2$ matrix with all null entries. Finally, the system Hamiltonian (up to an irrelevant additive constant) is represented by
\[
H(t) = \begin{pmatrix}
  \omega_0 & 0 & F e^{-i\omega_0 t} & 0 \\
  0 & 0 & g & F e^{-i\omega_0 t} \\
  F^* e^{i\omega_0 t} & g & 0 & 0 \\
  0 & F^* e^{i\omega_0 t} & 0 & -\omega_0
\end{pmatrix} \quad (C5)
\]
With these choices, Eq. \([41]\) translates into a first-order system of ordinary differential equations in the sixteen unknown functions $r_{ij}(t)$, which has to be solved under the initial conditions \([3]\) corresponding to $r_{ij}(0) = 1$ for $i = j = 4$ and zero otherwise.

Explicit expressions for the local energies of $A$ and $B$ can be obtained once the operators $\sigma_z^{(A)}$ and $\sigma_z^{(B)}$ are represented in the basis \([C1]\). It turns out that they take the following forms
\[
E_A(\tau) = \frac{\omega_0}{2} \left[ r_{11}(\tau) + r_{22}(\tau) - r_{33}(\tau) - r_{44}(\tau) + 1 \right] \quad (C6)
\]
and
\[
E_B(\tau) = \frac{\omega_0}{2} \left[ r_{11}(\tau) - r_{22}(\tau) + r_{33}(\tau) - r_{44}(\tau) + 1 \right] . \quad (C7)
\]
Finally, the ergotropy of $B$ reads as following
\[
\mathcal{E}_B(\tau) = \frac{\omega_0}{2} \times 
\]
\[
\times \left\{ \sqrt{4|r_{12} + r_{34}|^2 + [2(r_{11} + r_{33}) - 1]^2} + 2(r_{11} + r_{33}) - 1 \right\} . \quad (C8)
\]
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