This paper focuses on modeling of air-to-air combat via optimization-based control and game-theoretic approach. The flatness property of the dynamical system is used to present aircraft dynamics in terms of specific variables and their derivatives that can be described via a set of parameterized curves. With the help of game theory, the combat between two aircraft is translated into an optimization problem in terms of these parameterized curves. The optimization problem is solved with a moving time horizon scheme to generate optimal strategies for aircraft in aerial combat. In this way, the algorithm produces optimal feasible strategies that meet all the given and dynamical constraints. The method is demonstrated with aerial combat between two UAVs. Two different case studies are analyzed to show and validate the method.
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**I. INTRODUCTION**

Unmanned systems are becoming parts of civil and military aviation. They are replacing the manned systems in various aerial missions. However, it is a challenging issue to replace a manned platform by an unmanned system in aerial combat because of the dynamic nature of combat. An unmanned aerial vehicle (UAV) can be controlled remotely in an aerial combat. However, the UAV will be in a disadvantageous position against a manned platform because of the limited situation awareness of the UAV pilot, which originates from current pilot-vehicle interface technology. This limitation can be overcome via the automated combat maneuvering. Besides, an operator could improve vehicle performance and manage multiple UAVs in aerial combat by the help of automated combat maneuvering.

In spite of the advances made in missile technology and long range radar, modern fighter aircraft (e.g., F/A-22, F-15, and F-35) are still designed for close combat and military pilots are trained to effectively use in one-on-one aerial combat. The aerial combat has a vital role in military aviation. In air-to-air combat, the primary role of a combatant is destroying the enemy aircraft that is achieved by establishing air superiority over a battlefield. The key element that brings victory is always considered as achieving and maintaining air superiority that are affected by several factors such as performance of the aircraft, skill of pilot and combat tactics [1], [2]. The decision making, which contains evaluation of these factors, is a challenging subject due to the multiple decision makers that have conflicted interests. Besides, analysis of aerial combat tactics and technologies are expensive tasks in practice. Hence, we benefit from mathematical models, which are based on optimization, game theory and control theory, to analyze combat tactics and technologies. After creating a strategy generation platform for aerial combat, this platform can be used for decision support of the UAV operators, autonomous aerial combat, training of pilots and analyzing potential combat scenarios.

The modeling of aerial combat game has been studied from different aspects. The pursuit-evasion game problem is well-known version of these modeling perspectives, where the combatants have fixed roles. In the papers [3], [4], the authors generated reachable sets via Hamilton-Jacobi-Isaacs (HJI) partial differential equation to find solution for the pursuit-evasion game. The study [4] showed that the level set method can be used to calculate the backward reachable set for a two player differential game. However, this kind of methods suffers from curse of dimensionality. They are computationally inefficient. There are also alternative approaches to construct reachable sets. The zonotope-based reachability algorithms
such as [5] and the methods based on approximations that use oriented rectangular hulls such as [6] have been proposed. These methods have not been implemented for the pursuit-evasion game. However, if they are implemented, the inherited problems will still continue with these methods. The role of the combatant will be fixed, and the generated results will be a set instead of an optimal trajectory that can be used in an autonomous aerial combat. The pursuit-evasion game has been also evaluated using model predictive control. The studies [7], [8] presented a nonlinear model predictive tracking control algorithm that provided evasive maneuvers to a fixed-wing aircraft when confronted by an airborne adversary of a priori type. In these studies, it was needed to encode proven aircraft maneuvering tactics into the cost functions, because the required behaviours cannot be produced by the algorithm. Besides, the method was not capable of switching between pursuit and evasion roles. The rule-based structure is an alternative to model the air combat as in study [9].

In this study, a rule-based logic was used to generate strategies. The influence diagram is another approach to solve the problem as presented in [10] that contained the modeling of the decision-making process of the pilot for one-on-one aerial combat using an influence diagram. In the works [11], [12], the combat between helicopters was simulated via a game theoretic approach that tried to select optimal maneuver from a set of elemental maneuver such as steady flight, max load factor turn, etc. The authors of [13], [14] used approximate dynamic programming approach to produce maneuver inputs such as roll left, roll right and maintain the current bank for aerial combat on horizontal plane. In the studies [15], [16], the authors focused on a game theoretic hybrid system modeling approach that used real aerial combat maneuvers to obtain strategies for the engagement phase of the aerial combat. All of these methods (i.e., rule-based approaches, influence diagram, game theoretic formulation, approximate dynamic programming, maneuver-based approach) used a subset of the control actions as action space in spite of the fact that they proposed different approaches for strategy generation. This action space can contain elemental maneuvers such as turn, go along, roll left with a predefined angle or advanced combat maneuvers such as immelmann, split S, spiral dive.

In these cases, the method cannot search all of the movement space of the fighter. All of these methods share the same drawback originated from using the subset of the control inputs. When the input space is not discretized via maneuvers such as elemental or real air combat, the computation time is a challenging issue. The study [17] focused on generating combat strategies in continuous control space. However, it used a simplified aircraft model in 2D and an inefficient trajectory prediction strategy when evaluating the possible choices of the opponent.

In this study, we overcome these limitations. We present a method to model one-on-one aerial combat that is based on differential-flatness, curve parametrization, game theoretic evaluation and receding horizon control. The flat description of aircraft dynamics, which contains movements on horizontal and vertical planes, is presented that allows to represent the aircraft motion in terms of a set of specific variables and their derivatives. This property provides an opportunity to evaluate aircraft motion without integration of a set of differential equations. This leads to parametrization of aircraft trajectory in terms of these specific variables and their derivatives. By the help of game theory, the aerial combat is modeled as an optimization problem in terms of parametrized trajectories and performance constraints are also presented in this optimization scheme to generate feasible strategies for combatants. This method allows the presentation of the problem in a lower dimensional space with all given and dynamical constraints that speed up the strategy generation process. The created optimization problem is solved over a moving time horizon till the end to generate the combat strategies. For simulation purpose, we have implemented the algorithm to aerial combat between two UAVs. We demonstrated the success of the algorithm through two different scenarios.

The rest of the paper is organized as follows. The section II explains the smooth trajectory generation process. The section III contains the aircraft model, which can maneuver on horizontal and vertical planes, and flat description of this model. In the section IV, the one-on-one aerial combat is formulated as an optimization problem by the help of game theory and presented trajectory generation process. The details about optimization problem, generating reachable set of the enemy, initialization scheme, solution method and also receding horizon approach are given in this section. Section V contains the demonstrations. The aerial combats between two UAVs are analyzed to show and validate the methodology. Finally, concluding remarks are given in Section VI.

II. SMOOTH TRAJECTORY GENERATION

Let us focus on the continuous-time dynamical systems of the form:

\[
\dot{\chi}(t) = f(\chi(t), u(t)) \quad \chi(0) = \chi_0 \quad (1)
\]

where \(u(t) \in \mathbb{R}^m\) consists of the control inputs, \(\chi(t) \in \mathbb{R}^n\) contains the system states, and \(\chi_0 \in \mathbb{R}^n\) is the initial state of the system.

In the trajectory generation problem, a feasible trajectory \(t \mapsto (\chi(t), u(t))\) that starts from an assigned initial condition and ends in a specific final state while satisfying the system dynamics (1) should be generated. It is necessary to generate appropriate control inputs that are used to obtain the feasible trajectory by driving the system equation. In general, because of the integration of the system equation, this problem can be quite difficult. For nonlinear systems, it may pose some additional problems [18].

For differentially flat systems, the trajectory generation process can be more easily achieved. The dynamical system (1) is differentially flat if there are relations such that ([19]–[21])

\[
z = \kappa(x, u, \dot{u}, \ldots, u^{(r)}),
\]

\[
(\chi, u) = v(z, \dot{z}, \ldots, z^{(r-1)}, z^{(r)}).
\]
where \( \kappa, \nu \) are smooth functions, and \( z \) contains the flat outputs. In this case, all system dynamics can be expressed in terms of the flat outputs and their derivatives. This model and the system dynamics (1) are identical. Hence, it can be used to efficiently generate trajectories. The set of the equations (3) yields that for every given flat trajectory \( t \mapsto z(t) \), the evolution of the system variables \( t \mapsto \chi(t) \) and \( t \mapsto u(t) \) is also determined without integration of the differential equations. Furthermore, given a sufficiently smooth flat trajectory \( t \mapsto z^*(t) \), the corresponding feedforward \( u^* \) can be obtained directly via the equation (3).

A set of basis functions can be used to present each element of the flat output \( z \) such that

\[
z_i = \sum_{j=1}^{n_i} w_{ji} \phi_{ji}(t) = W_i \Phi_i(t)
\]

where, \( w_{ji} \) corresponds to a control point, \( \phi_{ji}(t) \) is a basis function and \( z = [z_1, z_2, \ldots, z_J]^T \).

There are many types of basis functions. In this study, we use the B-spline basis functions to present the flat outputs. Let \( \rho \) be a nonnegative integer and let \( \mathbb{T} = \{t_0, t_1, \ldots, t_m\} \) be a nondecreasing sequence of real numbers. The \( \rho \)th B-spline basis function of \( p \)-degree, denoted by \( N_{q,p}(t) \), is defined as [22]:

\[
N_{q,0}(t) = \begin{cases} 1 & \text{if } t_q \leq t < t_{q+1} \\ 0 & \text{otherwise} \end{cases}
\]

\[
N_{q,p}(t) = \frac{t - t_q}{t_{q+p} - t_q} N_{q,p-1}(t) + \frac{t_{q+p+1} - t}{t_{q+p+1} - t_{q+1}} N_{q+1,p-1}(t)
\]

When dealing with the dynamical systems, some of the geometric properties of the B-spline functions [22] have positive impact on the performance of the trajectory generation process. For example, a B-spline curve such as \( z_i \) is \( C^{p-1} \) in any \( t \in \mathbb{T} \), and \( C^{\infty} \) otherwise. It is a continuous and differentiable function. The combination of B-splines of lower order can be used to calculate the higher order derivatives of B-spline basis functions. Besides, the control points have linear impact on the higher order derivatives of the curve such that \( z_i^{(k)} = \sum_{j=1}^{N_i} w_{ji} \phi_{ji}^{(k)}(t) \), where \( \phi_{ji}^{(k)}(t) \) is \( k \)-order derivative of basis function. Furthermore, the B-spline functions satisfy that \( N_{q,p}(t) \geq 0 \) and \( \sum_{q=0}^{\infty} N_{q,p}(t) = 1, \forall t \in [t_0, t_m] \), and they have local support such that \( N_{q,p}(t) \neq 0 \) iff \( t \in [t_q, t_{q+p}] \). Therefore, the change in a specific control point only affects a specific region of the curve without influencing the rest of it.

Assume that there is a flat trajectory that is configured by a set of control points \( W \) for the dynamical system (1). This trajectory can be shaped via the control points in \( W \), and each control point has an impact on a specific region of this trajectory. However, some configurations of the control points can cause infeasible trajectories because of the violation of the dynamical constraints. To prevent infeasible trajectory generation, the trajectories of the system variables and control inputs can be expressed in terms of the control points \( W \) via the expressions in (3) and any violation in the performance constraints can be checked via these system trajectories. The violations can be prevented by finding the proper control inputs. Because of the local support property, it is not necessary to modify all of the control inputs to prevent a specific violation in a specific region of the trajectory. This property makes it easy to find the proper control inputs. In this study, we formulate and solve an optimization problem to generate appropriate control inputs that lead to feasible trajectories.

### III. CHARACTERIZATION OF AIRCRAFT DYNAMICS FOR MILITARY APPLICATIONS

This section contains the aircraft model for military applications, and the presentation of this model as a differentially flat system. Differential flatness is a structural property of a class of nonlinear dynamical systems, denoting that all system variables can be written in terms of a set of specific variables and their derivatives [19]–[21]. By using this property, aircraft dynamics can be evaluated via a set of algebraic equations without numerical integration.

The motion of aircraft can be expressed by the following set of differential equations:

\[
\dot{x} = V \cos(\psi) \cos(\gamma)
\]

\[
\dot{y} = V \sin(\psi) \cos(\gamma)
\]

\[
\dot{z} = V \sin(\gamma)
\]

\[
\dot{\psi} = \frac{L + T \sin(\alpha) \sin(\mu)}{mV} \cos(\gamma)
\]

\[
\dot{\gamma} = \frac{L + T \sin(\alpha) \cos(\mu) - g \cos(\gamma)}{mV}
\]

where \( x, y \) and \( h \) define the position of aircraft. The rest of the state variables are the speed \( V \), the heading angle \( \psi \) and the flight path angle \( \gamma \). The control variables are defined as the bank angle \( \mu \), the angle of attack \( \alpha \) and the thrust \( T \). \( L \) and \( D \) refer to lift and drag force, respectively. The mass of aircraft is symbolized as \( m \). The gravity is presented as \( g \).

The longitudinal load factor \( n_x \) and normal load factor \( n_z \) can be described as follows:

\[
n_x = \frac{T \cos(\alpha) - D}{mg}
\]

\[
n_z = \frac{L + T \sin(\alpha)}{mg}
\]

The equations of aircraft’s motion can be reorganized by using load factors as follows:

\[
\dot{x} = V \cos(\psi) \cos(\gamma)
\]

\[
\dot{y} = V \sin(\psi) \cos(\gamma)
\]

\[
\dot{h} = V \sin(\gamma)
\]

\[
\dot{\psi} = \frac{g n_x - \sin(\gamma)}{V \cos(\gamma)}
\]

\[
\dot{\gamma} = \frac{g}{V} (n_z \cos(\mu) - \cos(\gamma))
\]
where the longitudinal load factor \( n_x \), the normal load factor \( n_z \), and the bank angle \( \mu \) are the control inputs. We will use the set of differential equations (14)-(19) as aircraft model to represent the motion of a combatant during aerial combat.

This system is differentially flat, if flat outputs are chosen as \( x, y \) and \( h \):

\[
z = [z_1 \ z_2 \ z_3]^T = [x \ y \ h]^T
\] (20)

The other state variables, \( V, \psi \) and \( \gamma \) can be described in terms of the flat outputs. The equation (14), (15) and (16) can be used to calculate the speed \( V \) in terms of the flat outputs. By squaring the both sides of these equations and summing the squared equations, the square of the speed can be obtained. Then the speed \( V \) can be presented as follows:

\[
V = \sqrt{z_1^2 + z_2^2 + z_3^2}
\] (21)

The heading angle \( \psi \) can be expressed using the equation (14) and (15). Dividing eq. (15) by eq.(14), the tangent of the heading angle can be obtained. Then, the heading angle \( \psi \) is represented as follows:

\[
\psi = \arctan \left( \frac{z_2}{z_1} \right)
\] (22)

By using the equation (16), the flight path angle \( \gamma \) is described in terms of flat outputs with the equation below.

\[
\gamma = \arcsin \left( \frac{z_3}{V} \right)
\] (23)

where the speed \( V \) was already represented in terms of flat outputs in the eq. (21).

The derivatives of the speed \( V \), the heading angle \( \psi \) and the flight path angle \( \gamma \) can be calculated by taking the derivative of the equation (21), (22) and (23), respectively, that correspond to the following equations:

\[
\dot{V} = \frac{\dot{z}_1 z_3 + z_2 \dot{z}_3 + z_3 \dot{z}_2}{\sqrt{z_1^2 + z_2^2 + z_3^2}}
\] (24)

\[
\dot{\psi} = \frac{\dot{z}_2 z_1 - z_2 \dot{z}_1}{z_1^2 + z_2^2}
\] (25)

\[
\dot{\gamma} = \frac{\dot{z}_3 V - \dot{V} z_3}{V \sqrt{z_1^2 + z_2^2}}
\] (26)

The control inputs can also be formulated in terms of flat variables via the equation (17), (18) and (19). The bank angle \( \mu \) can be obtained using the equation (18) and (19). In eq. (18), \( \sin(\mu) = \psi V \cos(\gamma)/g n_c \) and, in eq. (19), \( \cos(\mu) = \dot{\gamma} V + g \cos(\gamma)/g n_c \). Then \( \mu \) can be found by dividing the first equation by the second equation as follows:

\[
\mu = \arctan \left( \frac{V \dot{\psi} \cos(\gamma)}{\dot{V} \psi + g \cos(\gamma)} \right)
\] (27)

where state variables \( V, \psi, \gamma \) and their derivatives were already presented in terms of flat variables in the equations (21)-(26). The longitudinal load factor \( n_x \) can be described in terms of flat outputs by reorganizing the eq. (17) as follows:

\[
n_x = \frac{\dot{V}}{g} + \sin(\gamma)
\] (28)

The last control variable \( n_z \) can be expressed by reorganizing the eq. (19) as follows:

\[
n_z = \frac{\dot{V} V}{g \cos(\mu)} + \frac{\cos(\gamma)}{\cos(\mu)}
\] (29)

The set of equations (20)-(29) presents the flat description of the aircraft model. The differential flatness relies on the representation of system variables in terms of the flat outputs and their derivatives. This characteristic provides an advantage when dealing with trajectories. Because of this property, the system dynamics can be described as analytic expressions in the flat output space without integrating any differential equation. Then, the objective of trajectory planning, which is to find a trajectory going from point \( a \) to \( b \), can be reduced to finding smooth curves that satisfy a set of defined conditions in the flat output space. In this methodology, firstly, all dynamical and environmental constraints are expressed in terms of flat outputs and their derivatives, then the trajectory planning problem is solved in the flat output space, and in the end, the variables are converted back to the original state and input space. In this way, the number of variables in the optimization problem is reduced to speed up the process.

IV. FORMULATION OF AERIAL COMBAT AS AN OPTIMIZATION PROBLEM

This section contains the construction of the optimization problem that models the decision process of a fighter in the presence of another decision maker. The decision makers are intelligent opponents who make decisions according to their own self-interest. This is the topic of game theory that focuses on decision process of players with conflicted interests [23].

A. AERIAL COMBAT BETWEEN AIRCRAFT

Let us consider that two combatants simultaneously make a decision without knowing how to other will act, where the fighters have completely opposing interests. This corresponds to a zero-sum game in which a gain for one decision maker leads to a loss for the other, and vice versa.

Suppose that the cost functions of the players are symbolized as \( L_i : U_b \times U_r \rightarrow \mathbb{R} \) for \( i = 1, 2 \), where \( U_b \) and \( U_r \) correspond to action spaces of the blue and red combatants, respectively. An important constraint for zero-sum games is:

\[
L_1(u_b, u_r) = -L_2(u_b, u_r)
\] (30)

which means that the opponents have completely conflicted interests and a loss for one player corresponds to the reward for other. The name of zero-sum originates from this property, which means that the sum of opponents’ costs is zero. Instead of defining two different cost functions, it is common to define a cost function \( L \) for first player. In this case, the goal of the blue fighter is to minimize \( L \), whereas the red aircraft
tries to maximize $L$. Thus $L$ can be considered as a reward for red, but a cost for blue.

There are some assumptions on the game setting. The players have knowledge of each other’s cost functions. This implies that each player completely understands the opponent’s motivation. The other assumption is that the players are rational, which corresponds to trying to get best reward whenever possible. The first player will not prefer a higher cost action to a lower cost action when it is available. Likewise, the second player will not choose an action that leads to lower cost. The final assumption is that both players make their decisions simultaneously without knowledge of opponents’ decisions. For any player, there is no information about the decision of opponent that can be exploited by the player.

Let us consider the game from the standpoint of blue. Applying worst-case analysis is rational that contains the evaluation of possible actions of the opponent to make a decision. This corresponds to selecting an action with minimum cost that the first player can guarantee itself no matter what the second player does. Let us define this selection as a security strategy for blue. A security strategy, $u^*_b$, for the blue aircraft can be formalized as:

$$u^*_b = \arg \min_{u_b} \left\{ \max_{u_r} \left\{ L(u_b, u_r) \right\} \right\}$$ (31)

Let us focus on the game from the perspective of red, which aims to maximize $L$. It can also use worst-case analysis, which means that it chooses an action that guarantees a high cost, in spite of the action of the first player. A security strategy, $u^*_r$, for red is described as:

$$u^*_r = \arg \max_{u_r} \left\{ \min_{u_b} \left\{ L(u_b, u_r) \right\} \right\}$$ (32)

The upper value, $\overline{L}$, and lower value, $\underline{L}$, of the game are defined as follows:

$$\overline{L} = \max_{u_r} \left\{ L(u^*_b, u_r) \right\}, \quad \underline{L} = \min_{u_b} \left\{ L(u_b, u^*_r) \right\}$$ (33)

An interesting relationship between the upper and lower values is that $\underline{L} \leq \overline{L}$ for a zero-sum game. This is shown by observing that

$$\underline{L} \leq L(u^*_b, u^*_r) \leq \overline{L}$$ (34)

in which $L(u^*_b, u^*_r)$ is the cost as a result of players’ security strategies. If the players are rational decision makers, then the resulting cost always lies between $\underline{L}$ and $\overline{L}$. If $\underline{L} = \overline{L}$, the security strategies are called a saddle point that refers to an equilibrium. For some games, the values are equal, but for many $\underline{L} < \overline{L}$ [24]. It is the property of the game.

Let us consider the cost function in an aerial combat. The cost can be presented as combination of angular relationship and range score. In air combat, a combatant tries to get an advantageous position to shoot the enemy. The most advantageous position for a fighter is the rear of the opponent. Therefore, combatants try to locate behind of their enemies. Aerial combat relative geometry showing Aspect Angle (AA), Bearing Angle (BA) and Heading Crossing Angle (HCA) are illustrated for blue in the Fig. 1. The aspect angle (AA) and bearing angle (BA) can be used to quantify this objective [25]. Let us focus on the blue combatant. The blue aircraft would like to minimize both angles to get air superiority. When $\text{AA}_b$ and $\text{BA}_b$ equal to zero, the blue aircraft’s orientation is perfect for shooting. The orientation goal can be presented via $\text{AA}_b$ and $\text{BA}_b$ as follows:

$$L_o = \frac{\text{AA}_b + \text{BA}_b}{\pi} - 1$$ (35)

The blue aircraft tries to minimize $L_o \in [-1, 1]$, whereas the red aircraft would like to maximize this score. The second objective is about range between combatants. The distance between aircraft must be smaller than a threshold, which corresponds to missile or gun range, for shooting. The range objective is described as a Gaussian distribution that is given by:

$$L_r = ae^{-(R - R_d)^2}$$ (36)

where $R \in \mathbb{R}_{>0}$ denotes the range between combatants. $R_d$ and $\sigma$ correspond to the desired range and standard deviation, respectively. In this study, the shooting range is taken as 300m. $R_d = 300$ and $\sigma = 100$ are chosen to construct the range score. The objective of combat can be represented as combination of these two functions as follows:

$$L = L_oL_r$$ (37)

The blue combatant desires to minimize the $L$, while the red fighter aspires to maximize it. As presented before, the blue aircraft applies the security strategy such that $\min_{u_b} \max_{u_r} L$. The blue combatant tries to minimize his maximum loss no matter what the red combatant does. This strategy gives the minimum amount of score that blue can guarantee himself.

Note that the formulation of the aerial combat as a zero-sum game is not an assumption. It is the consequence of the fighters’ objectives. The goal of air combat is to maneuver your aircraft into a position of advantage over the other aircraft, while minimizing risk to your own aircraft. As presented in the handbook of F-16 [25], the positional advantage can be presented in terms of aspect angle and bearing angle.
When this goal is used, the fighters have conflicted interests. A fighter maximizes its advantageous position, while minimizing the opponent’s advantageous position. Therefore, the problem is a zero-sum game. And the chosen objective function is practical as described in the handbook of F-16 [25]. Besides, there are several studies that use similar objective functions based on aspect angle and bearing angle such as [10]–[13].

Let us consider the case that the dynamical system for blue is presented in terms of flat outputs, and these outputs are described via B-spline curves. In this case, the objective can be formulated in terms of B-splines’ parameters:

$$\min_{P_b} \max_{u_r} F_L(t)$$

where $P_b$ consists of control points of B-spines that present the trajectory of the blue aircraft. $F_L(t)$ refers to the objective $L$ in terms of B-splines. Let $c$ be a new variable that is used to represent the objective function in standard optimization form. The new variable is restricted to be greater than objective function, $c \geq \max F_L(t)$, and it is tried to make $c$ as small as possible. The problem is represented as:

$$\min_{P_b} c$$

subject to: $F_L(\tilde{x}^r_{0}, \tilde{u}(t)) \leq c \quad \forall \tilde{u} \in \tilde{U}$

$$p(z) \leq r$$

$$q(z) = s$$

where $\tilde{u}$ corresponds to an action trajectory and $\tilde{U}$ contains samples for action trajectories. The state trajectory for red is symbolized as $\tilde{x}(x^r_0, \tilde{u})$, which is derived from $\tilde{u}$. $F_L(\tilde{x}^r_{0}, \tilde{u}(t))$ denotes the value of score for sampled state trajectory of red $\tilde{x}(x^r_0, \tilde{u})$ with respect to the set of decision variables $P_b$ at time $t$. The set of all state trajectories derived from action trajectories in $\tilde{U}$ creates the reachable set of the red aircraft. By evaluating each state in the sampled reachable set of the red aircraft, blue tries to find its security strategy. The vector $p(z)$ consists of the inequality constraints in output space such as speed constrains, orientation constrains etc. $r$ consists of the bounds for associated variables. The vector $q(z)$ contains the equality constraints in output space such as initial conditions, way-points etc.. The solution of this optimization problem gives the best strategy for the blue fighter. By constructing and solving the same problem from perspective of the red combatant, the optimal strategy for the red aircraft can also be generated.

**B. REACHABLE SET OF ENEMY AIRCRAFT**

The set of constraints in Eq. (40) contains the reachable set of the enemy aircraft. The reachable set of an aircraft can be generated via a sampling-based method. A state trajectory can be derived from an action trajectory $\tilde{u}$ as follows:

$$\chi(T) = \chi(0) + \int_0^T f(\chi(t), u(t))dt$$

where $\chi(0)$ is the initial state at time $t = 0$. Let $\tilde{x}(\chi_0, \tilde{u})$ denote the state trajectory over all time, obtained via integration (43). Let $U$ be the set of all permissible action trajectories on the time interval $[0, \infty)$. A state trajectory $\tilde{x}(\chi_0, \tilde{u})$ can be generated from each $\tilde{u} \in U$ via equation (43). The main question is which states in $X$ are visited by these trajectories? In general, it may not be possible to visit some states because of dynamical constraints. The set of states that can be reached from an initial condition is described as reachable set of the dynamical system.

Let $R(\chi_0, U) \subseteq X$ denote the reachable set from $\chi_0$, which is the set of all states that are visited by any trajectories that start at $\chi_0$ and are obtained from some $\tilde{u} \in U$ by integration. This can be expressed as

$$R(\chi_0, U) = \{x_1 \in X : \exists \tilde{u} \in U$$

and $\exists t \in [0, \infty)$ such that $\chi(t) = \chi_1\}$$

Under differential constraints, a sampling-based approach can be used by sampling the space of action trajectories to generate the time-limited reachable set. This results in a reduced set of possible action trajectories. The main difference in the current setting is that the approach here work with a sample sequence over $U$ to generate the reachable set.

**C. PERFORMANCE CONSTRAINTS**

In the optimization problem, the set of Eq. (41) symbolizes the inequality constraints in the flat output space. For example, $V$ is one of these constraints due to the limitation of system dynamics. Using Eq. (21), the speed can be bounded in terms of the parametrized curves as follows:

$$V_{min} \leq \sqrt{(W_1 \dot{\Phi}_1)^2 + (W_2 \dot{\Phi}_2)^2 + (W_3 \dot{\Phi}_3)^2} \leq V_{max}$$

The other performance parameters can also be bounded. For example, using the presented flat descriptions, the bank angle $\mu$ and the total lift factor $n$ can be limited as follows:

$$\mu_{min} \leq \arctan \left(\frac{\psi V \cos(\gamma)}{V \dot{\gamma} + g \cos(\gamma)}\right) \leq \mu_{max}$$

$$n^2 \leq n_{max}^2$$

where $n = \sqrt{n_x^2 + n_z^2}$. In the optimization problem, this kind of constraints can be enforced at the predefined points that are chosen uniformly over the time interval $[t_1, t_f]$. The equality constraints were also presented in Eq. (42). For example, the initial position and initial heading of aircraft are known and used as inputs. These variables can be described as equality constraints in the optimization scheme.
Let \([wp_x, wp_y]\) be the way-point that must be visited by aircraft at time \(t_w\), then this constraint can be represented as follows:

\[
W_1 \Phi_1(t_w) = wp_x \text{ and } W_2 \Phi_2(t_w) = wp_y
\]

(49)

In the same way, the heading constraint can be also formulated. Let \(\psi_d\) be the desired heading at time \(t_d\), then it is given as follows:

\[
\arctan(2(W_2 \Phi_2(t_d), W_1 \Phi_1(t_d))) = \psi_d
\]

(50)

D. Initialization Scheme

An optimization problem is said to be convex if the objective is a convex function, as well as the constraint set is a convex set. An optimization problem that violates either one of these conditions, i.e., one that has a non-convex objective, or a non-convex constraint set, or both, is called a non-convex optimization problem. A function \(f : S \rightarrow \mathbb{R}^n\) is convex if its domain \(S\) is a convex set and

\[
\forall s_1, s_2 \in S, \quad 0 \leq \alpha \leq 1 \Rightarrow \quad f(\alpha s_1 + (1 - \alpha)s_2) \leq \alpha f(s_1) + (1 - \alpha)f(s_2)
\]

(51)

In our problem, objective function and some of the constraints are non-convex. When dealing with a non-convex optimization problem, initial guess is important that can improve the performance of algorithm. The bounds of the decision variables should also be specified. In our case, the decision variables are control points that parametrize the location of the aircraft in \(x, y\) and \(h\). The bounds of control points can be specified via maximum speed and climb/descent ratio of the aircraft. Let \(\Gamma\) be the planning horizon, then the bounds for control points on \(x\)-axis and \(y\)-axis can be expressed as follows:

\[
(x_{\min}^b, x_{\max}^b) = (x_0 - 2V_{\max}\Gamma, x_0 + 2V_{\max}\Gamma)
\]

\[
(y_{\min}^b, y_{\max}^b) = (y_0 - 2V_{\max}\Gamma, y_0 + 2V_{\max}\Gamma)
\]

(52)

The control points that parametrize the \(z_1\) should be on the interval \([z_{\min}^b, z_{\max}^b]\) while the control points for \(z_2\) should be between \(y_{\min}^b\) and \(y_{\max}^b\). By setting bounds of each control point to these values, all of the feasible trajectories can be evaluated during optimization process without focusing on control points that violate the aircraft dynamics. As in the horizontal plane, the control points that specify the altitude can also be bounded via maximum rate of climb/descent:

\[
(h_{\min}^b, h_{\max}^b) = (h_0 - 2h_{\max}\Gamma, h_0 + 2h_{\max}\Gamma)
\]

(53)

The initial guess of the control points can be obtained via convex hull of the enemy’s reachable set. Let us define the convex set and convex hull. A set \(S \subseteq \mathbb{R}^{3n}\) is a convex set if the line segment connecting any pair of points of \(S\) lies entirely in \(S\), i.e.

\[
s_1, s_2 \in S, \quad 0 \leq \alpha \leq 1 \Rightarrow \alpha s_1 + (1 - \alpha)s_2 \in S
\]

(54)

The convex hull of a set \(S \subseteq \mathbb{R}^{3n}\) is the smallest convex set containing \(S\) [26], i.e.

\[
\text{conv}(S) := \bigcap \{ \tilde{S} \subseteq \mathbb{R}^{3n} : S \subseteq \tilde{S}, \tilde{S} \text{ is convex} \}
\]

(55)

For any finite convex set \(S = \{s_1, \ldots, s_k\}\) with \(k \in \mathbb{N}\) it follows that

\[
\text{conv}(S) = \bigg\{ \sum_{i=1}^{k} \alpha_is_i : \forall s_i \in S, \alpha_i \geq 0, i = 1, \ldots, k, \quad \sum_{i=1}^{k} \alpha_i = 1, k \in \mathbb{N} \bigg\}
\]

(56)

The control points can be initialized using the elements of the convex hull of enemy’s reachable set. The first control points are taken as current position of the fighter. The coordinates of the closest point on the convex hull to the current position of the aircraft are defined as second control points. The farthest point on the convex hull to the current location is used to specify the last control points. The other control vertices are taken as some of the points on the convex hull between closest and farthest points. Let us consider an illustrative example that the positions of the blue and red fighters are \([-250, 0, 3000]\) and \([250, 0, 3000]\) with 0 heading angle, respectively, as shown in Fig. 2. Assume that the performance constraints are as follows: \(V_{\min} = 30\ m/s, V_{\max} = 40\ m/s, \mu_{\min} = -30^\circ, \mu_{\max} = 30^\circ\), the number of control points that construct the curve for a flat output is 5 and the planning horizon is 20s. In this case, the reachable set of the red combatants consists of the grey points in the Fig. 2. The convex hull that contains the reachable set of red is illustrated via the black line in the Fig. 2. And, the initial control points on the horizontal plane for the blue aircraft are indicated via dashed blue circles that consist of the current position of the blue aircraft and the vertices on the convex hull of the red’s reachable set. These initial control points construct a curve that lies partly in the convex hull of the enemy’s reachable set. From perspective of aerial combat, this initialization strategy is logical that contains staying close to the enemy and intercepting enemy’s trajectory with an orientation advantage. If the aircraft has a disadvantage at the beginning of the combat, the strategy will also be logical that contains an initialized trajectory that closes to the dynamic limitations of the enemy. Therefore, the disadvantageous situation can also be resolved around this initialization.
E. SEQUENTIAL QUADRATIC PROGRAMMING

In this study, we use a Sequential Quadratic Programming (SQP)-based method that is presented in the paper [27] to solve the optimization problem in (39)-(42). Let us present the general nonlinear programming problem:

$$\min_{\chi \in \mathbb{R}^n} f(\chi)$$
subject to:
$$g_i(\chi) = 0, \quad i = 1, \ldots, m_e$$
$$g_i(\chi) \geq 0, \quad i = m_e + 1, \ldots, m$$
$$\chi_l \leq \chi \leq \chi_u$$

In the SQP-based methods, this problem is solved iteratively by updating the value of the vector $\chi$, which is initialized as $\chi^0$, via the following equation:

$$\chi^{k+1} := \chi^k + \alpha^k d^k$$

where superscript $k$ indicates the number of step. $d^k$ and $\alpha^k$ correspond to the search direction and the step length at the $k^{th}$ step, respectively. A quadratic programming sub-problem is solved to determine the search direction. This sub-problem is formulated by a quadratic approximation of the Lagrange function of the optimization problem and a linear approximation of the constraints $g_i$, where the Lagrange function is presented as follows:

$$L(\chi, \lambda) = f(\chi) - \sum_{i=1}^{m} \lambda_i g_i(\chi)$$

This sub-problem is of the following standard form of quadratic programming:

$$\min_{d \in \mathbb{R}^n} \frac{1}{2} d^T B^k d + \nabla f(\chi^k) d$$
subject to:
$$\nabla g_i(\chi^k) d + g_i(\chi^k) = 0, \quad i = 1, \ldots, m_e$$
$$\nabla g_i(\chi^k) d + g_i(\chi^k) \geq 0, \quad i = m_e + 1, \ldots, m$$

in a general SQP scheme, $B$ is taken as $\nabla^2 L(\chi, \lambda)$. In the paper [27], which is the used algorithm in this study, the objective function is replaced by a linear least squares term that utilizes the stable factorization of the matrix $B$. The details about the update and approximation strategies can be found in [27].

F. RECEDING HORIZON CONTROL

Receding horizon control (RHC) corresponds to solving an optimization problem in a receding time horizon to generate control actions for a system. Using system model and current state information, RHC generates the control strategy over a planning horizon via solving constrained optimization problem, but only implements the control actions for the control horizon. The optimization problem is solved at the time $t$ over the interval $[t, t + \Gamma]$, where $\Gamma$ denotes the planning horizon. Then, the optimal trajectory is used to drive the system from time $t$ to time $t + \delta$, where the $\delta$ corresponds to control horizon. Every $\delta$ seconds, this process is repeated to find a new optimal trajectory. In this study, we use the receding horizon approach to produce the strategies of the combatants. At every $\delta$ seconds, using initial conditions at the current time $t$, the optimization problem in (39)-(42) is solved over the interval $[t, t + \Gamma]$ for blue and also red, separately, and then the strategies for both fighters are implemented during $\delta$ seconds.
V. IMPLEMENTATIONS AND RESULTS

We analyze two different scenarios to show the validity of the method. The first scenario corresponds to equivalent initial conditions without any air superiority, while the second case examines the effect of a fighter’s initial orientation advantage during aerial combat. The performance limitations of the combatants are defined as $V_{\text{min}} = 30\, \text{m/s}$, $V_{\text{max}} = 40\, \text{m/s}$, $\mu_{\text{min}} = -30^\circ$, $\mu_{\text{max}} = 30^\circ$ and $n_{\text{max}}^2 = 7$. The degree of the B-spline curves is chosen as 4. The shooting clearance is described via combat angles and the range between the combatants. The range, aspect angle and bearing angle thresholds are taken as 300 m, 30° and 30°, respectively. It is assumed that the attacker has a shooting clearance to win the combat, when the range, attacker’s aspect angle and attacker’s bearing angle are smaller than the defined threshold values. During the implementations, the planning horizon $\Gamma$ is taken as 20 seconds and the control horizon $\delta$ is defined as 10 seconds. Hence, at every 10 seconds, optimal strategies for both blue and red are generated by solving the optimization problem over the 20 seconds time horizon and the strategies are used over the interval $[t, t+10]$ for each solution.

The first scenario begins with tail-to-tail position of the combatants at $(x_0, y_0, h_0) = (0, 0, 3000)$. Both combatants have $35\, \text{m/s}$ speed at the beginning of the combat. None of aircraft has air superiority with these initial conditions. The results of the aerial combat are illustrated in Fig. 3 and Fig. 4.

As shown in Fig. 4a and 4b, the constrained variables are within limits during aerial combat. The speed, load factor and also bank angle do not violate the bounds. The algorithm generates feasible strategies. The positions of the combatants are presented in Fig. 3a, Fig. 3b and Fig. 3c. At the beginning of...
the combat, the fighters are in symmetric conditions without any air superiority. This equivalent situation continues until the end of the implementation and the combatant comes symmetric orientation again around the end of implementation as shown in Fig. 3b. The combatants make circular motions to get a clearance for shooting and also try to stay close during combat due to the range score. They select optimal strategies to prevent the opponent’s victory and get an advantageous position to win the combat. However, none of them gets air superiority during combat and they end the combat at equivalent conditions. These results show that the algorithm is capable of generating rational outcomes for aerial combat between two equivalent aircraft in the symmetric initial conditions without any air superiority.

In the second scenario, the blue aircraft has an orientation advantage at the beginning of the combat. The initial conditions are specified as $(x_0^b, y_0^b, h_0^b) = (-250, 0, 3000)$, $\psi_0^b = 0$, $V_0^b = 35$ and $(x_0^r, y_0^r, h_0^r) = (250, 0, 3000)$, $\psi_0^r = 0$, $V_0^r = 35$. The security strategies are generated as solutions of the optimization problems with presented receding horizon scheme and the results are illustrated in Fig. 5 and Fig. 6. At the beginning of the combat, the blue fighter has air superiority without sufficient range for a shooting.

This orientation advantage continues for 3 seconds with lack of range feasibility for shooting as shown in Fig. 6a and Fig. 6b. The position information of the fighters are represented in Fig. 5a, Fig. 5b and Fig. 5c. During combat, the blue aircraft pursues the red combatant to obtain an advantageous position for shooting, while red tries to avoid the disadvantaged orientation. Towards the end of the simulation, the range between aircraft is close to the threshold of the feasible range and blue has sufficient bearing angle, but it loses the necessary aspect angle for shooting as shown in Fig. 6a. As presented in the results, the red combatant manages to escape from blue’s shooting via optimal strategy that causes either orientation infeasibility or range infeasibility for a shooting.

VI. DISCUSSION AND CONCLUSION
In this paper, flatness-based game theoretic approach has been used to create a platform to generate optimal combat strategies during one-on-one aerial combat. The approach used flatness property of the dynamical system to generate control and state sequences in terms of flat outputs that were formulated with B-spline curves. Then, the aerial combat has been presented as an optimization problem in terms of parameterized curves by the help of security strategy approach in game theory. In the optimization scheme, all initial conditions and dynamical constraints have been presented to generate feasible trajectories. For the simulation and demonstration purposes, the method has been implemented to aerial combat between two UAVs and the results have been presented. The results show that the proposed methodology is capable of providing solutions to the air combat of autonomous aerial vehicles.

The proposed method does not use a subset of control inputs. All of the control actions within the performance envelope of the aircraft can be used during the evaluation process. As presented in the implementations, the best one within these continuous control actions is chosen as optimal strategy, and this control strategy can take any value within the performance envelope. However, the vast majority of the previous studies made discretization assumption and used a subset of control inputs. As mentioned before, there are several approaches for autonomous aerial combat such as approximate dynamic programming, rule-based approaches, game theoretic formulation, maneuver-based approach, influence diagram. They use different strategies to generate trajectories. But all of them use a subset of the control actions as action space. This action space can contain elemental maneuvers such as turn, go along, roll left with a predefined angle or advanced combat maneuvers such as immelman, split S, spiral dive. In these cases, the method cannot search all of the movement space of the fighter. However, the proposed method does not discretize the control inputs, so there is no drawback originated from using the subset of the control inputs. In the comparison of a method based on continuous input space and the other one that uses a subset of control inputs, the first one has an obvious advantage.
In the literature, there are some studies based on Hamilton-Jacobi equations that use continuous input space. These approaches have some inherited drawbacks such as curse of dimensionality and preassigned fighter roles. The proposed method overcomes these drawbacks. Another drawback of these approaches is the utilization of the simplified aircraft model. Benefiting from flatness property, the proposed method makes the use of more complex nonlinear aircraft dynamics possible. As presented in the implementations, in this case, complex dynamic parameters such as load factor can be restricted as a performance index and more realistic aircraft trajectories can be generated.
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