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Abstract
In this paper, we investigate a variant of Ramsey numbers called defective Ramsey numbers where cliques and independent sets are generalized to $k$-dense and $k$-sparse sets, both commonly called $k$-defective sets. We focus on the computation of defective Ramsey numbers restricted to some subclasses of perfect graphs. Since direct proof techniques are often insufficient for obtaining new values of defective Ramsey numbers, we provide a generic algorithm to compute defective Ramsey numbers in a given target graph class. We combine direct proof techniques with our efficient graph generation algorithm to compute several new defective Ramsey numbers in perfect graphs, bipartite graphs and chordal graphs. We also initiate the study of a related parameter, denoted by $c_{k}^{G}(m)$, which is the maximum order $n$ such that the vertex set of any graph of order $n$ in a class $G$ can be partitioned into at most $m$ subsets each of which is $k$-defective. We obtain several values for $c_{k}^{G}(m)$ in perfect graphs and cographs.

Keywords Efficient graph generation · Perfect graphs · Chordal graphs · Bipartite graphs · Cographs

1 Introduction

Ramsey Theory deals with the existence of some unavoidable structures as the number of vertices in a graph grows. In (classical) Ramsey numbers, we are interested in the minimum order of a graph which guarantees the existence of a clique or an independent set of given sizes. It is well-known that the computation of Ramsey numbers is an extremely difficult task. For detailed information on this topic, see Radziszowski’s sur-
Defective Ramsey numbers are a variation of (classical) Ramsey numbers where sparse and dense sets are used instead of independent sets and cliques. A $k$-sparse $i$-set is a set $S$ of $j$ vertices of a graph $G$ such that each vertex in $S$ has at most $k$ neighbors in $S$. A $k$-dense $i$-set is a set $D$ of $i$ vertices of a graph $G$ that is $k$-sparse in the complement of $G$; or alternatively, each vertex in $D$ misses at most $k$ vertices of $D$ in its neighborhood. A set is said to be $k$-defective if it is either $k$-sparse or $k$-dense. The defective Ramsey number $R_k^G(i, j)$ is the smallest $n$ such that all graphs on $n$ vertices in the class $\mathcal{G}$ have either a $k$-dense $i$-set or a $k$-sparse $j$-set. A graph is said to be extremal for $R_k^G(i, j) = n$ if it is a graph of order $n - 1$ belonging to the class $\mathcal{G}$ and having neither $k$-dense $i$-set nor $k$-sparse $j$-set. If the defectiveness level is $k = 0$ (in which case the subscript 0 can be omitted), then it boils down to the classical Ramsey numbers. To establish that $R_k^G(i, j) = n$ for some $n$, one should show two things: (i) all graphs of order at least $n$ in $\mathcal{G}$ have either a $k$-dense $i$-set or a $k$-sparse $j$-set; (ii) there is at least one extremal graph for $R_k^G(i, j) = n$. We note that besides being interesting for its own, finding all extremal graphs for a Ramsey number can be also helpful in establishing the next (for $i + 1$ or $j + 1$ where all the other parameters are the same) Ramsey numbers.

Defective Ramsey numbers have been first introduced in [5] under the name of 1-dependent Ramsey numbers. Further defective Ramsey numbers have been computed in [3, 8] using direct proof techniques. As expected, the approach of establishing new defective Ramsey numbers using direct proof techniques has quickly attained its limits. As a remedy, in [1, 3], computer-assisted efficient graph generation methods have been combined with direct proof techniques to obtain new defective Ramsey numbers (and related parameters). Besides efficient graph generation algorithms, a recent trend is to consider defective Ramsey numbers in graph classes. This has been initiated in [9] where some 1-defective Ramsey numbers in perfect graphs have been computed. Further graph classes have been examined in [7] from the perspective of defective Ramsey numbers; namely, formulas for all or most cases have been established for defective Ramsey numbers in forests, cacti, bipartite graphs, split graphs and cographs, and the missing cases have been formulated as conjectures.

There is a close relationship between Ramsey numbers and the cocoloring problem where the vertices of a graph are partitioned into independent sets and cliques. A similar relationship exists between defective Ramsey numbers and the defective cocoloring problem where the vertices of a given graph are partitioned into $k$-defective sets. Given a graph $G$, a $k$-defective $m$-cocoloring of $G$ consists in a partition of the vertex set of $G$ into $m$ subsets such that each one is a $k$-sparse or a $k$-dense set. The parameter $c_k(m)$ is defined as the maximum order $n$ such that every $n$-vertex graph has a $k$-defective $m$-cocoloring. The classical version of this parameter (when $k = 0$) has been studied by Straights in [19] where $c_0(3) = 8$ is shown. Further values such as $c_1(2) = 7$, $c_1(3) \geq 11$ and $c_2(2) \geq 9$ are obtained by Ekim and Gimbel [8]. This parameter has
been formally defined by Akdemir and Ekim in [1] where the values $c_0(4) = 12$, $c_1(3) = 12$ and $c_2(2) = 10$ have been established via computer-assisted proofs using an efficient graph generation algorithm.

Our contribution: In this paper, we first provide a generic algorithm to compute defective Ramsey numbers in various graph classes. In Sect. 2, we explain our algorithm which is based on the idea of constructing all graphs (starting from order one) that do not contain $k$-dense $i$-sets nor $k$-sparse $j$-sets, and that belong to the desired graph class. It takes as input the defectiveness level $k$ as well as the orders $i$ and $j$ for the $k$-dense and $k$-sparse sets, respectively. When used in a recursive way along with a recognition algorithm for the target graph class, it results in the value of the defective Ramsey number in that class and all extremal graphs for it. All of our codes and the extremal graphs we obtain are available at https://github.com/yunusdemirci/DefectiveRamsey [14].

By combining our efficient graph generation algorithm with classical proof techniques, we extend the results in [7, 9] by establishing new defective Ramsey numbers in perfect graphs and bipartite graphs, and investigate chordal graphs which have not been addressed from this perspective to the best of our knowledge. In what follows, let $PG$, $BIP$ and $CH$ denote the classes of perfect, bipartite and chordal graphs, respectively.

In Sect. 3, we follow up the results in [9] by establishing new defective Ramsey numbers in perfect graphs. First, we give all extremal graphs for $R_1^{PG}(4, 8)$ (whose value has been already shown in [9] without providing all extremal graphs), and then establish that $R_1^{PG}(4, 9) = 19$ and $R_1^{PG}(4, 10) = 22$. We also compute several $k$-defective Ramsey numbers in perfect graphs for $k \in \{2, 3, 4\}$ as reported in Tables 2, 3 and 4 respectively. To conclude, we conjecture that there exists $l \geq 3$ such that $R_1^{PG}(4, j + l) \leq R_1^{PG}(4, j) + 3l$ for all $j \geq 1$.

Section 4 is devoted to bipartite graphs. In [7], all but exactly five 1-defective Ramsey numbers in bipartite graphs have been established and the conjecture $R_1^{BIP}(4, j) = 2j - 1$ has been suggested for the five remaining values, namely for $j \in \{10, 11, 12, 18, 19\}$. In this paper, we show that this conjecture does not hold for $j = 10$ and 11 by establishing that $R_1^{BIP}(4, 10) = 18$ and $R_1^{BIP}(4, 11) = 20$. Besides, we consider $k$-defective Ramsey numbers in bipartite graphs for $k \in \{2, 3, 4\}$ (for the first time) and provide several values in Tables 5, 6 and 7.

In Sect. 5, we consider $k$-defective Ramsey numbers in chordal graphs and report our findings in Tables 8, 9, 10 and 11 for $k = 1, 2, 3$ and 4 respectively. We also show that we have $R_k^{CH}(i, k + 2) = i$ for all $k \geq 1$ and $i \geq k + 2$; $R_k^{CH}(k + 2, j) = j$ for all $k \geq 1$ and $j \geq k + 2$; and $R_1^{CH}(4, j) = 2j - 2$ for all $j \geq 3$ building up on a result on cactus graphs obtained in [7].

It is important to note that the maximum defective Ramsey numbers we compute are of order 20 for both chordal and bipartite graphs, and of order 22 for perfect graphs. Indeed, it would not be possible to compute these values by considering all (unlabeled) graphs in a target graph class and checking for $k$-dense $i$-sets and $k$-sparse $j$-sets. The most efficient enumeration algorithms, by B. McKay [15], list all (unlabeled) connected chordal graphs up to 13 vertices, and all (unlabeled) perfect graphs up to 11 vertices. The efficiency of our algorithm is ensured by two main reasons. First,
we do not generate all graphs in the target class and then check if each one admits
the desired properties. Instead, we eliminate graphs which are not candidate for being
extremal graphs at early stages of the generation. On top of that, we perform the
recognition algorithms for graph classes efficiently by taking advantage of the fact
that the new graphs are obtained by adding only one vertex to the previously obtained
(sub-extremal) graphs which are already known to belong to the target graph class.

Besides computing new defective Ramsey numbers in perfect graphs, bipartite
graphs and chordal graphs, we also initiate the study of the parameter $c_k(m)$ in various
graph classes in Sect. 6. Formally, we define $c_k^G(m)$ as the maximum order $n$ such that
every $n$-graph in the graph class $G$ has a $k$-defective $m$-cocoloring. We first establish
a lower bound and an upper bound for the parameter $c_k^G(m)$. Then, in Sect. 6.1, we
focus on perfect graphs and show that $c_0^{PG}(m) = m(m + 3)/2$ for any $m$. Making
use of efficient graph generation algorithms, we also establish two values, namely
$c_1^{PG}(2) = 7$ (with exactly 24 extremal graphs) and $c_2^{PG}(2) = 11$, as well as the
bounds $13 \leq c_1^{PG}(3) \leq 14$ and $12 \leq c_3^{PG}(2) \leq 14$. Lastly, in Sect. 6.2, we investigate
the class of cographs, denoted by $CO$, using solely direct proof techniques. The main
result of this section is that $c_k^{CO}(2) = 3k + 5$ for all $k \geq 1$.

2 Computer Based Search for Extremal Graphs

In this section, we describe a generic algorithm to examine defective Ramsey numbers
in a graph class. In subsequent sections, we will use this algorithm to derive some new
values of defective Ramsey numbers in perfect graphs, bipartite graphs and chordal
graphs, as well as to find related extremal graphs. The codes of Algorithm 1 for perfect
graphs, bipartite graphs and chordal graphs and the lists of all extremal graphs obtained
in this paper are available in our github account [14].

Let $T_n^G(k, i, j)$ be the set of all graphs of order $n$ belonging to the graph class
$G$ and containing no $k$-dense $i$-set or $k$-sparse $j$-set. For any integer $n$, we will call a
$k$-dense $i$-set or a $k$-sparse $j$-set a forbidden $k$-defective set for $T_n^G(k, i, j)$. Note
that the set of all extremal graphs for $R_k^G(i, j)$ corresponds to the set $T_n^G(k, i, j)$ for
$n = R_k^G(i, j) − 1$. Accordingly, a graph in $T_n^G(k, i, j)$ for $n < R_k^G(i, j) − 1$ will be
called a sub-extremal graph for $R_k^G(i, j)$.

Our algorithm is based on the observation that every induced subgraph of an (sub-)
extremal graph is a sub-extremal graph. Consequently, it starts with a set $W$ of graphs
having no forbidden $k$-defective set for $T_n^G(k, i, j)$ and produces the set $K$ of all
graphs in $T_{n+1}^G(k, i, j)$ containing a graph in $W$ as induced subgraph. Clearly, if we
start with $n = 1$ and $W = \{K_1\}$, and run the algorithm recursively by taking the output
set $K$ as input for the next run until the returned set $K$ is empty, then the last value
of $n$ is equal to $R_k^G(i, j)$ and the last non-empty output set $K$ is equal to the set of all
extremal graphs for $R_k^G(i, j)$. Alternatively, we can achieve the same goal by starting
with the set of all sub-extremal graphs $T_n^G(k, i, j)$ for some $n < R_k^G(i, j)$.

**Algorithm 1: Sub-extremal**

**Input:** $W \subseteq T_n^G(k, i, j)$, parameters $k, i, j$ such that $i, j \geq k + 2$

**Output:** All graphs in $T_{n+1}^G(k, i, j)$ which contain at least one graph from $W$ as an induced subgraph

1. Let $K = \emptyset$.
2. for $G \in W$ do
3.   for $S \subseteq V(G)$ do
4.     Take the graph $G_S$ that is formed by adding a new vertex $v$ into $G$ and all edges between $v$ and all vertices in $S$.
5.     Let $u = \text{TRUE}$.
6.     for $I \subseteq V(G_S)$ such that $v \in I$ and $|I| \in \{i, j\}$ do
7.       if $|I| = i$ and $G[I]$ is $k$-dense then
8.         $u = \text{FALSE}$ and BREAK
9.       if $|I| = j$ and $G[I]$ is $k$-sparse then
10.      $u = \text{FALSE}$ and BREAK
11.     if $u$ then
12.       if $G_S \in G$ then
13.         Add $G_S$ into $K$.
14. Return a maximal non-isomorphic set of graphs in $K$.

Technically, Algorithm 1 takes as input a set $W$ of graphs on $n$ vertices which has no $k$-dense $i$-set and no $k$-sparse $j$-set. For each graph $G$ in the input set $W$, in lines 3 and 4, it constructs a new graph $G_S$ by adding a new vertex $v$ to $G$ in every possible way. Then, in lines 5–10, it examines all subsets of the new graph $G_S$ containing $v$, and eliminates those containing a forbidden $k$-defective set. In lines 11–13, only those graphs belonging to the graph class $G$ among the remaining ones are added to the output set $K$. Finally, an isomorphism check taken from [3] is applied to return a maximal set of non-isomorphic graphs in $K$. At the end, Algorithm 1 gives all graphs on $n + 1$ vertices in the studied graph class which has no forbidden $k$-defective set and having at least one graph from the input as an induced subgraph.

In the following remark, we summarize how Algorithm 1 can be used to produce all extremal graphs and thus the related defective Ramsey number for all parameters $k, i$ and $j$.

**Remark 2.1** If we input $W = T_n^G(k, i, j)$, then Algorithm 1 produces $T_{n+1}^G(k, i, j)$. For all integers $k, i$ and $j$, if we take $W = T_1^G(k, i, j) = \{K_1\}$ and apply Algorithm 1 recursively until the set $K = T_n^G(k, i, j)$ is empty, then $R_k^G(i, j) = n$ and $T_{n-1}^G(k, i, j)$ is the set of all extremal graphs for $R_k^G(i, j) = n$.

\( \Box \) Springer
All the algorithms in this paper are implemented in Python (except the improvement for the lower bounds on $c_1^{PG}(3)$ which is implemented in Julia) and executed on an Intel Core i7 machine with a 2.50-GHz clock speed and 8GB of RAM memory.

For the computation of 1-defective Ramsey numbers, we combined direct proof techniques with the use of Algorithm 1 and set the time limit to 2 days for perfect graphs, 1 day for bipartite graphs and 12 h for chordal graphs. For higher defectiveness values $k = 2, 3$ and 4, instead of setting a time limit, we rather limited the value of the defective Ramsey number to 15 in our tables. In most of the cases, these tables can be easily extended by allowing the algorithm to run longer; further details will be provided in related sections.

### 3 Defective Ramsey Numbers in Perfect Graphs

In this section, we use Remark 2.1 to compute new defective Ramsey numbers in perfect graphs and determine their extremal graphs. In line 12 of Algorithm 1, we use a straightforward algorithm for perfect graph recognition: according to the Strong Perfect Graph Theorem [4], a graph $G$ is perfect if and only if neither $G$ nor its complement contains an odd hole, that is, an induced cycle of odd length at least 5. To this end, we take all subsets of vertices of odd order at least five and eliminate the graph under consideration if such a set induces a cycle or the complement of a cycle. Note that we need to check perfectness only for graphs induced by subsets of vertices containing the newly added vertex since all the input graphs of Algorithm 1 are known to be perfect by definition of $T_n^{PG}(k, i, j)$, thus they do not contain odd holes or their complements.

Our first result is related to $R_1^{PG}(4, 8)$; its value has been shown to be 15 in [9], however only one extremal graph (the Heawood graph depicted in Fig. 1) has been reported. Here, we show that there are exactly three extremal graphs.

**Theorem 3.1** There are three extremal graphs for $R_1^{PG}(4, 8) = 15$, shown in Figs. 1, 2, and 3.

**Proof** By Remark 2.1, we identified $T_1^{PG}(1, 4, 8)$, that is all extremal graphs for $R_1^{PG}(4, 8)$, by running Algorithm 1 with parameters $k = 1, i = 4, j = 8$ and starting with $W = T_1^{PG}(1, 4, 8) = \{K_1\}$. \qed

Our next result is obtained using a combination of direct proof techniques and computer assisted search. We show that $R_1^{PG}(4, 9) \leq 19$ by using theoretical approaches whereas the lower bound comes from the extremal graph found by Algorithm 1.

**Theorem 3.2** We have $R_1^{PG}(4, 9) = 19$ with the unique extremal graph $G_4$ given in Fig. 4.

**Proof** Firstly, take a perfect graph $G$ on 19 vertices. We will show that it has either a 1-dense 4-set or a 1-sparse 9-set. If it has a 1-dense 4-set, we are done. So assume $G$ has no 1-dense 4-set. This implies in particular that $N(v)$ is 1-sparse for every vertex $v \in V(G)$. We will prove that $G$ has a 1-sparse 9-set by examining two cases:

\begin{itemize}
  \item[123] Springer
(i) If there exists a vertex $v$ of degree at most three, then $G - N[v]$ is a perfect graph on at least 15 vertices. By Theorem 3.1, $G - N[v]$ has a 1-sparse 8-set, say $S$. Then, $S \cup \{v\}$ is a 1-sparse 9-set in $G$, we are done.

(ii) If all vertices have degree at least four, take an arbitrary vertex $v$, and let $\{v_1, v_2, v_3, v_4\}$ be four neighbors of $v$. Since $G$ has no 1-dense 4-set, we have $N(v_i) \cap N(v_j) = \{v\}$ for all $i \neq j$ and $N(v_i) - N[v]$ is a 1-sparse set with at least two vertices (since $d(v_i) \geq 4$) for all $i = 1, 2, 3, 4$. Moreover, there are no edges between $N(v_i) - N[v]$ and $N(v_j) - N[v]$ since $G$ has no induced cycle of length five (by perfectness) or four (in case $v_i v_j \in E$, by the absence of 1-dense 4-sets). As a result, $\{v\} \cup (N(v_1) - N[v]) \cup (N(v_2) - N[v]) \cup (N(v_3) - N[v]) \cup (N(v_4) - N[v])$ contains a 1-sparse 9-set, we are done.
Secondly, we show that there is only one extremal graph for \( R_{PG}^{14}(4, 9) \) with 18 vertices. Let \( H \) be a perfect graph on 18 vertices which has no 1-dense 4-set and no 1-sparse 9-set. Note that if all vertices of \( H \) have degree at least four, then \( H \) has a 1-dense 4-set or a 1-sparse 9-set using the same arguments as in case (ii), a contradiction. If \( H \) has a vertex \( v \) of degree at most 2, then we obtain a 1-dense 4-set or a 1-sparse 9-set using the same arguments as in case (i). It follows that \( H \) has a vertex \( v \) of degree three such that \( G - N[v] \in T_{PG}^{14}(1, 4, 8) \). By Theorem 3.1, we have \( T_{PG}^{14}(1, 4, 8) = \{G_1, G_2, G_3\} \). So, every extremal graph for \( R_{PG}^{14}(4, 9) \) with 18 vertices should contain one graph in \( \{G_1, G_2, G_3\} \). Therefore, \( H \) can be obtained by running Algorithm 1 recursively by setting the parameters \( k = 1, i = 4, j = 9 \) and starting with \( W = \{G_1, G_2, G_3\} = T_{PG}^{14}(1, 4, 8) \subseteq T_{PG}^{14}(1, 4, 9) \) until output graphs have 18 vertices. It turns out that Algorithm 1 returns only one extremal graph \( G_4 \) with 18 vertices which is depicted in Fig. 4. In \( G_4 \), we note that vertex 18 has degree three and \( G - N[18] \) is isomorphic to \( G_3 \).

We now compute \( R_{PG}^{1}(4, 10) \). Again, we construct an extremal graph by using our computer based approach, and then we combine both theoretical results and Algorithm 1 to find the desired value. This time, we do not provide the full list of extremal graphs, but exhibit only one.

**Theorem 3.3** We have \( R_{PG}^{1}(4, 10) = 22 \).

**Proof** Firstly, we run Algorithm 1 by setting the parameters \( k = 1, i = 4, j = 10 \) and starting with \( W = T_{PG}^{18}(1, 4, 9) = \{G_4\} \subseteq T_{PG}^{18}(1, 4, 10) \) recursively until the output is empty. We observe that the output is empty for \( n = 22 \), meaning that there is no graph in \( T_{PG}^{22}(1, 4, 10) \) which contains \( G_4 \) as an induced subgraph. On the other hand, we obtain a unique graph in \( T_{PG}^{21}(1, 4, 10) \) that contains \( G_4 \) as an induced subgraph; the graph \( G_5 \) given in Fig. 5 has 21 vertices, \( G_5 - \{19, 20, 21\} \) induce \( G_4 \), and it has no 1-dense 4-set or 1-sparse 10-set. It follows that \( R_{PG}^{1}(4, 10) \geq 22 \). We note that since we do not start with the complete set \( T_{PG}^{18}(1, 4, 10) \) but instead with only a subset of it, our method does not guarantee the full list of extremal graphs for \( R_{PG}^{1}(4, 10) \). 

\(\Box\) Springer
Now, let $G$ be a perfect graph on 22 vertices. We will prove that $G$ has either a 1-dense 4-set or a 1-sparse 10-set. If $G$ has a 1-dense 4-set, we are done. So assume that $G$ has no 1-dense 4-set and we will prove that $G$ has a 1-sparse 10-set. As already stated, we know $G$ has no induced subgraph on 18 vertices that is isomorphic to $G_4$, the unique graph in $T_{18}^P(1, 4, 9)$. Thus, every induced subgraph of $G$ on 18 vertices has a 1-sparse 9-set. Now, take a vertex $v \in V(G)$. If $d(v) \leq 3$, then $G - N[v]$ has at least 18 vertices, thus contains a 1-sparse 9-set, say $J$. Then $J \cup \{v\}$ is a 1-sparse 10-set and we are done. Therefore, we assume that all degrees in $G$ are at least 4.

(i) If there exists a vertex of degree at least five, say $v$, let $v_1, v_2, v_3, v_4, v_5$ be five neighbors of $v$. Since $G$ has no 1-dense 4-set, $\{v_1, v_2, v_3, v_4, v_5\}$ is 1-sparse and any two of these five vertices have a unique common neighbor which is $v$. Moreover, for any $i \neq j$, we have that no neighbour of $v_i$ is adjacent to a neighbor of $v_j$ because $G$ has no induced cycle of length 5 (or 4). Since $d(v_i) \geq 4$ for all $i \in \{1, 2, 3, 4, 5\}$, the set $\bigcup_{i=1}^{5} (N(v_i) \setminus \{v\}) - \{v_1, v_2, v_3, v_4, v_5\}$ contains a 1-sparse 10-set, we are done.

(ii) If all vertices have degree four, take a vertex $v$ and its four neighbors $v_1, v_2, v_3, v_4$. Since $S = \{v, v_1, v_2, v_3, v_4\}$ has no 1-dense 4-set and $d(v_i) = 4$ for all $i \in \{1, 2, 3, 4\}$, $N(v_i) - S$ has at least two vertices for all $i$. If $|N(v_i) - S| \geq 3$ for some $i$, then $\bigcup_{i=1}^{4} N(v_i) - N(v)$ has a 1-sparse 10-set since $G$ has no 1-dense 4-set and no cycle of length 5, we are done. So, assume $|N(v_i) - S| = 2$ for all $i$, thus there are exactly two edges with both endpoints in $N(v)$, say without loss of generality $v_1v_2, v_3v_4 \in E(G)$. Note that $v$ is selected arbitrarily, therefore we can suppose that $N(u)$ contains exactly two edges for all $u \in G$. Let $N(v_i) - S = \{a_i, b_i\}$ for all $i$. Observe that $a_i b_i \in E(G)$ for all $i$ by our assumption. Moreover, since $G$ has no 1-dense 4-set and no cycle of size 5, there are no edges between two sets $\{a_i, b_i\}$ and $\{a_j, b_j\}$ for all $i \neq j$. Consider the sets $U = (N(a_1) \cup N(b_1)) - \{v_1, a_1, b_1\}$ and $V = (N(a_2) \cup N(b_2)) - \{v_2, a_2, b_2\}$. Observe that $|U| = |V| = 4$ and they are disjoint. Since $G$ has exactly 22 vertices, there exists a unique vertex in $V(G) - (S \cup \{a_1, b_1, a_2, b_2, a_3, b_3, a_4, b_4\}) \cup \{U \cup V\}$, say $p$. Note that $p$ has no neighbors in $S \cup \{a_1, b_1, a_2, b_2\}$ because $G$ has no 1-dense 4-set and no cycle of size 5. Since $d(p) = 4$, by the pigeonhole principle, $p$ has at least two neighbors.
We computed additional defective Ramsey numbers in perfect graphs by using Algorithm 1. Our results for defectiveness levels $k = 1, 2, 3$ and 4 are reported in Tables 1, 2, 3 and 4, respectively, with number of extremal graphs in parentheses (whenever we could obtain their full list).

In Tables 1, 2, 3 and 4, the bold printed numbers refer to those values computed in this study whereas normal fonts refer to the values known in the literature. Values which are already known in Table 1 are obtained in [9]. For the remaining tables, the only values which are already known follow from Lemma 2.1 in [7] which states that $R^{PG}_{k}(i, j) = j$ for all $j \geq k + 2$ (also $R^{PG}_{k}(i, k + 2) = i$ for all $i \geq k + 2$, by self-complementarity of perfect graphs) where $k \in \{2, 3, 4\}$. While we execute our algorithm for 2 days when we deal with the values in the 1-defective case, we could obtain all the values up to 15 in less than 4 h for $k$-defective cases for $k \geq 2$. In all computations, isomorphism checks are the most time consuming part as compared to checking perfectness and forbidden $k$-defective sets.

We conclude this section with a conjecture on the growth of $R^{PG}_{1}(4, j+3)$ for $j \geq 1$. A formula for the classical Ramsey numbers in perfect graphs has been provided in [2]. Namely, $R^{PG}_{1}(i, j) = (i - 1)(j - 1) + 1$ for all $i, j \geq 1$. It follows that $R^{PG}_{0}(4, j) = 3j - 2$. Since $R^{PG}_{1}(4, j) \leq R^{PG}_{0}(4, j)$, the value of $R^{PG}_{1}(4, j)$ does
not increase by more than three for consecutive values of \( j \) in the long run. However, the inequality \( R^G_1(4, j + 1) \leq R^G_1(4, j) + 3 \) does not hold in the light of our results \( R^G_1(4, 8) = 15 \) and \( R^G_1(4, 9) = 19 \). Likewise, \( R^G_1(4, j + 2) \leq R^G_1(4, j) + 6 \) does not hold neither since \( R^G_1(4, 8) = 15 \) and \( R^G_1(4, 10) = 22 \). Instead, we expect that the difference can be at most \( 3l \) in each \( l \) steps for some fixed \( l \geq 3 \), which holds for currently known values. Accordingly, we formulate the following conjecture.

**Conjecture 3.1** There exists \( l \geq 3 \) such that \( R^G_1(4, j + l) \leq R^G_1(4, j) + 3l \) for all \( j \geq 1 \).

### 4 Defective Ramsey Numbers in Bipartite Graphs

In [7], it has been shown that \( R^{BIP}_1(4, j) = 2j - 1 \) for all \( j \geq 8 \) except for \( j \in \{10, 11, 12, 18, 19\} \). It has been also conjectured that for \( j \in \{10, 11, 12, 18, 19\} \), we also have \( R^{BIP}_1(4, j) = 2j - 1 \). In this section, we first establish two of these missing numbers, namely for \( j = 10 \) and \( j = 11 \) by combining classical proof techniques and Algorithm 1. It turns out that the conjecture reflecting the general trend does not hold for \( j = 10 \) and \( j = 11 \). Subsequently, we compute some new values of \( k \)-defective Ramsey numbers in bipartite graphs for \( k \in \{2, 3, 4\} \), also by using Algorithm 1.

**Theorem 4.1** \( R^{BIP}_1(4, 10) = 18 \).

**Proof** From [7], we know \( R^{BIP}_1(4, 9) = 17 \) which trivially implies \( R^{BIP}_1(4, 10) \geq 18 \) since we can add an isolated vertex to the (unique) extremal graph of \( R^{BIP}_1(4, 9) \) (which has 16 vertices) and obtain a bipartite graph which has no 1-dense 4-set and no 1-sparse 10-set. Now, we will show that any bipartite graph on 18 vertices has either a 1-dense 4-set or a 1-sparse 10-set. Take a bipartite graph \( G \) on 18 vertices. If \( G \) has a 1-dense 4-set, we are done, thus assume that \( G \) has no 1-dense 4-set. We will prove that \( G \) has a 1-sparse 10-set. Suppose there exists a vertex \( v \) of degree at most 3. If \( G - N[v] \) has a 1-sparse 9-set, say \( J \), then \( J \cup \{v\} \) is a 1-sparse 10-set. Otherwise, \( G - N[v] \in T^BIP_m(1, 4, 9) \) for some \( m \geq 14 \). Noting that all graphs in \( T^BIP_m(1, 4, 9) \) where \( m \geq 14 \) can be produced by the Algorithm 1 by setting the parameters \( k = 1 \), \( i = 4 \), \( j = 10 \) and starting with \( W = T^BIP_{14}(1, 4, 9) \subseteq T^BIP_{14}(1, 4, 10) \). We run Algorithm 1 with these settings and observe that there is no bipartite graph on 18 vertices that has an induced subgraph from \( T^BIP_m(1, 4, 9) \) for \( m \geq 14 \). So, \( G - N[v] \) has again a 1-sparse 9-set, say \( J \), then \( J \cup \{v\} \) is a 1-sparse 10-set and we are done.

---

**Table 4** 4-defective Ramsey numbers in perfect graphs

| \( R^G_4(i, j) \) | 6     | 7     | 8     | 9     | 10    | 11    | 12    |
|-------------------|-------|-------|-------|-------|-------|-------|-------|
| 6                 | 6(33) | 7(33) | 8(33) | 9(33) | 10(33)| 11(33)| 12(33)|
Now, assume that all vertices in $G$ have degree at least four. Take a vertex $u$ with its four neighbors $u_1, u_2, u_3, u_4$. Since $G$ has no 1-dense 4-set, $u$ is the unique common neighbor of any two of $x_1, x_2, x_3, x_4$. Moreover, since $G$ is bipartite, $N(x_1) \cup N(x_2) \cup N(x_3) \cup N(x_4)$ is an independent set (thus a 1-sparse set) of size at least 13, which completes the proof.

**Theorem 4.2** $R_{BIP}^1(4, 11) = 20.$

**Proof** From [7], we know that there is a unique extremal graph, say $H$, on 16 vertices for $R_{BIP}^1(4, 9) = 17$. Consider the disjoint union of $H$ and $K_{1, 2}$. Clearly, this graph is a bipartite graph on 19 vertices and it has no 1-dense 4-set and no 1-sparse 11-set. Thus, $R_{BIP}^1(4, 11) \geq 20$.

Now, let $G$ be a bipartite graph on 20 vertices and let us show that it has either a 1-dense 4-set or a 1-sparse 11-set. If it has a 1-dense 4-set, we are done. So, assume $G$ does not contain a 1-dense 4-set. Let $(A, B)$ be a bipartition of $G$. If $|A| \geq 11$ or $|B| \geq 11$, then we are done by taking $A$ or $B$, respectively, as a 1-sparse set. Hence, assume $|A| = |B| = 10$. Besides, if $G$ has a vertex $w$ of degree at most one, wlog say $w \in A$, then $B \cup \{w\}$ is a 1-sparse 11-set. Thus, suppose all vertices in $G$ have degree at least two.

Take a vertex $\omega \in G$ of maximum degree $d(w) = k$. Say wlog $\omega \in A$ and let $N(w) = \{x_1, x_2, ..., x_k\}$ and $M_i = N(x_i) - \omega$. Assume wlog $|M_1| \leq |M_2| \leq \cdots \leq |M_k|$. Note that $M_i \cap M_j = \emptyset$ since $G$ has no 1-dense 4-set, and $|M_1| + |M_2| + \cdots + |M_k| \leq 9$. Hence, if $k \geq 6$, we get $|M_1| = |M_2| = 1$. Then $(A - w) \cup \{x_1, x_2\}$ is a 1-sparse 11-set and we are done. So, assume $k \leq 5$.

Now, if $G$ has no vertex of degree 3, then $|M_i| \in \{1, 3, 4\}$. Hence if $k \geq 4$, $|M_1| + |M_2| + |M_3| + |M_4| \leq 9$ implies $|M_1| = |M_2| = 1$ and we are done as previously. Since $k \neq 3$, we have $k = 2$ which means that we obtain again $|M_1| = |M_2| = 1$ and the result follows similarly. It follows that there exists a vertex $x$, say wlog in $A$, with $d(x) = 3$. Let $N(x) = \{a, b, c\}$. 

\[ \text{Springer} \]
We claim that $G$ has two adjacent vertices both of which has degree at most
three. If one of $\{a, b, c\}$ has the degree at most three, the claim holds. Assume
d$(a), d(b), d(c) \geq 4$, since $N(a) - \{x\}, N(b) - \{x\}$ and $N(c) - \{x\}$ are pairwise
disjoint subsets of $A - \{x\}$ and $|A - \{x\}| = 9$, we get $|N(a) - \{x\}| = |N(b) - \{x\}| =
|N(c) - \{x\}| = 3$. Take a vertex $y \in B - \{a, b, c\}$. Since $G$ has no 1-dense 4-set,
y has at most one neighbor from each one of $N(a) - \{x\}, N(b) - \{x\}, N(c) - \{x\}$, thus $d(y) \leq 3$. Therefore, there are at most $3 \times 7 + 4 \times 3 = 33$ edges between $A$
and $B$. Then, by the pigeonhole principle, there exists $z \in A - \{x\}$ with $d(z) \leq 3$. Since
$|N(z) \cap \{a, b, c\}| \leq 1$, $z$ should have a neighbor in $B - \{a, b, c\}$, and so the
claim holds. As a result, $G$ has two adjacent vertices $u$ and $v$ such that $d(u) \leq 3$
and $d(v) \leq 3$.

Since all degrees in $G$ are at least two, there are three cases:

1. $d(u) = d(v) = 2$. Let $c$ and $a$ be the unique neighbors of $u$ and $v$ other than $\{u, v\}$,
   respectively. Since $d(a) \geq 2$, $a$ has at least one neighbor other than $v$, take one of
   them and say $d$. Similarly, take a neighbor $b \neq a$ of $c$.

2. One of $u$ and $v$ has degree three, the other has degree two, wlog say $d(u) = 3$ and
   $d(v) = 2$. Let $c$ and $d$ be the neighbors of $u$ other than $v$. Since $d(v), d(c) \geq 2$ and
   $G$ has no 1-dense 4-set, $v$ and $c$ have distinct neighbors, say $a$ and $b$, respectively.

3. $d(u) = d(v) = 3$. Let $N(u) = \{v, c, d\}$ and $N(v) = \{u, a, b\}$.

Since $G$ has no 1-dense 4-set, all edges present between $\{u, v, a, b, c, d\}$ in each
case are given in Figs. 6, 7, and 8, respectively. Now, if $G - \{u, v, a, b, c, d\}$ has a
1-sparse 9-set, say $S$, then $S \cup \{u, v\}$ is a 1-sparse 11-set and we are done. So assume
$G - \{u, v, a, b, c, d\}$ has no 1-sparse 9-set. Then we have $G - \{u, v, a, b, c, d\} \in
\mathcal{T}_{14}^{BIP}(1, 4, 9)$. Using Algorithm 1, we found all 73 graphs in $\mathcal{T}_{14}^{BIP}(1, 4, 9)$,
and examined all possible ways to combining these 73 graphs with one of the Cases 1, 2 and
3 to construct a bipartite graph on 20 vertices with no 1-dense 4-set. For all the resulting
graphs, we could identify a 1-sparse 11-set, which proves that $R_1^{BIP}(4, 11) = 20$. 

Using Algorithm 1, we also compute some $k$-defective Ramsey numbers in bipartite
graphs for $k \in \{2, 3, 4\}$ where these values were not known previously. In [7], it has
been stated that $R_k^{BIP}(i, j)$ was open for $k + 3 \leq i \leq 2k + 2$ and $j \geq k + 2$ when
$k \geq 2$.

Using Algorithm 1, we found some non-trivial values of $R_k^{BIP}(k+3, j)$ for several
$j$ values. Note that we did not use bold font to distinguish newly computed values
since all values in Tables 5, 6 and 7 are new. All extremal graphs in these tables are
available in our github account [14]. Unlike for perfect graphs, we check bipartiteness
just before checking forbidden defective sets since bipartite graphs can be recognized
very efficiently as compared to perfect graphs. We note that in these calculations, we
obtained defective Ramsey numbers up to 15 in less than 5 min, so the following tables
can be extended by allowing the algorithm to run longer.

**Theorem 4.3** The following hold where we denote the number of extremal graphs in
parenthesis:

As supported by the above tables, we obtain the following result which settles one
of the aforementioned open cases for bipartite graphs pointed out in [7].
Table 5 2-defective Ramsey numbers in bipartite graphs

| \( R_{BIP}^2 (i, j) \) | 4   | 5   | 6   | 7   | 8     |
|------------------------|-----|-----|-----|-----|-------|
| 5                      | 5(1)| 6(4)| 8(1)| 10(2)| 11(56)|
| 6                      | 5(1)| 7(3)| 9(1)| 11(35)| 14(3) |
| 7                      | 5(1)| 9(2)| 11(6)| 13(249) |
| 8                      | 5(1)| 9(2)| 11(6)| 13(249) |

Table 6 3-defective Ramsey numbers in bipartite graphs

| \( R_{BIP}^3 (i, j) \) | 5   | 6   | 7   | 8   | 9   | 10    |
|------------------------|-----|-----|-----|-----|-----|-------|
| 6                      | 6(1)| 7(5)| 9(1)| 10(8)| 12(1)| 13(9) |
| 7                      | 6(1)| 8(2)| 10(1)| 12(2)| 14(26)|
| 8                      | 6(1)| 8(2)| 10(10)| 13(2)| 15(423) |
| 9                      | 6(1)| 8(2)| 13(5)| 15(40) |

Table 7 4-defective Ramsey numbers in bipartite graphs

| \( R_{BIP}^4 (i, j) \) | 6   | 7   | 8   | 9   | 10    |
|------------------------|-----|-----|-----|-----|-------|
| 7                      | 7(1)| 8(6)| 10(1)| 11(7)| 12(34)|
| 8                      | 7(1)| 9(2)| 11(1)| 12(29)| 14(16)|
| 9                      | 7(1)| 9(2)| 11(7)| 13(19)| 15(133)|
| 10                     | 7(1)| 9(2)| 11(7)| 13(70) |

Theorem 4.4  For all \( k \geq 1 \) and \( k + 3 \leq i \leq 2k + 2 \), we have \( R_{BIP}^k (i, k + 2) = k + 3 \).

Proof Consider a complete bipartite graph with one vertex in one part and \( k + 1 \) vertices in the other part. It has no \( k \)-dense \( i \)-set (since there are less than \( i \) vertices) and no \( k \)-sparse \((k + 2)\)-set (since there is a vertex of degree \( k + 1 \)). Now, take a bipartite graph of order at least \( k + 3 \). If one part contains \( k + 2 \) vertices, they form a \( k \)-sparse \((k + 2)\)-set. So assume each part contains at most \( k + 1 \) vertices. Then, any subset of \( k + 2 \) vertices containing at most \( k \) vertices from each side forms a \( k \)-sparse set. \( \square \)

5 Defective Ramsey Numbers in Chordal Graphs

In this section, we use Algorithm 1 as described in Remark 2.1 to compute new defective Ramsey numbers in chordal graphs and determine their extremal graphs. A graph is chordal if it contains no induced cycle of length four or more. Some characteristics of chordal graphs enable us to generate the set \( T_{CH}^{n+1} (k, i, j) \) in an efficient way (from the input set \( T_{CH}^n (k, i, j) \)). A vertex is called simplicial if its neighborhood induce a compete graph. A perfect elimination ordering \( \sigma \) in a graph is an ordering of the vertices of the graph such that, every vertex \( v \) is simplicial in the graph induced by the vertices coming after \( v \) in \( \sigma \). It is known that every chordal
Table 8 1-defective Ramsey numbers in chordal graphs

| $R_{1CH}^{CH}(i, j)$ | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|                       | 3(2)| 4(2)| 5(3)| 6(3)| 7(4)| 8(4)| 9(5)| 10(5)| 11(6)|
| 4                     | 4(2)| 6(1)| 8(1)| 10(1)| 12(1)| 14(1)| 16(1)| 18(1)| 20(1)|
| 5                     | 5(2)| 7(4)| 10(4)| 12(44)| 15(18)|
| 6                     | 6(2)| 8(8)| 12(17)| 14(1397)|
| 7                     | 7(2)| 10(1)| 14(68)|
| 8                     | 8(2)| 11(2)| 16(293)|
| 9                     | 9(2)| 12(4)| 18(1245)|

Theorem 5.1 The following hold where we denote the number of extremal graphs in parenthesis:

In what follows, we prove that the pattern that we observe for $R_{1CH}^{CH}(k + 2, j)$, $R_{k}^{CH}(i, k + 2)$ and $R_{1CH}^{CH}(4, j)$ in Tables 8, 9, 10, 11 holds for all $i$ and $j$. Moreover, we describe the unique extremal graph for $R_{1CH}^{CH}(4, j)$ for $4 \leq j \leq 11$. 
Table 9 2-defective Ramsey numbers in chordal graphs

| $R^{	ext{CH}}_{2}(i, j)$ | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|---------------------------|-----|-----|-----|-----|-----|-----|-----|
| 4                         | 4(4)| 5(4)| 6(4)| 7(4)| 8(4)| 9(4)| 10(4)|
| 5                         | 5(4)| 7(2)| 8(11)| 9(101)| 11(66)| 13(24)|
| 6                         | 6(4)| 8(8)| 10(2)| 12(45)| 14(92)|
| 7                         | 7(4)| 9(22)| 11(50)| 14(316)|
| 8                         | 8(4)| 11(1)| 12(469)|
| 9                         | 9(4)| 12(4)| 14(13)|
| 10                        | 10(4)| 13(11)| 15(194)|

Table 10 3-defective Ramsey numbers in chordal graphs

| $R^{	ext{CH}}_{3}(i, j)$ | 5   | 6   | 7   | 8   | 9   | 10  |
|---------------------------|-----|-----|-----|-----|-----|-----|
| 5                         | 5(10)| 6(10)| 7(11)| 8(11)| 9(12)| 10(12)|
| 6                         | 6(10)| 8(4)| 9(24)| 10(123)| 12(2)| 13(43)|
| 7                         | 7(10)| 9(19)| 11(4)| 12(151)| 14(2)|
| 8                         | 8(10)| 10(62)| 12(124)| 14(7)|
| 9                         | 9(10)| 12(2)| 13(1846)|

Table 11 4-defective Ramsey numbers in chordal graphs

| $R^{	ext{CH}}_{4}(i, j)$ | 6   | 7   | 8   | 9   | 10  | 11  |
|---------------------------|-----|-----|-----|-----|-----|-----|
| 6                         | 6(27)| 7(27)| 8(27)| 9(27)| 10(27)| 11(27)|
| 7                         | 7(27)| 9(10)| 10(64)| 11(360)| 13(4)| 14(24)|
| 8                         | 8(27)| 10(53)| 12(8)| 13(364)|
| 9                         | 9(27)| 11(207)| 13(322)|
| 10                        | 10(27)| 13(4)|

Lemma 5.2 [7] Let $G$ be a graph class containing all empty graphs. Then,

$$R^G_k (k + 2, j) = j \text{ for all } j \geq k + 2.$$

Since an empty graph is chordal, Lemma 5.2 implies the following:

Remark 5.1 $R^{	ext{CH}}_{k}(k + 2, j) = j$ for all $k \geq 1$ and $j \geq k + 2$.

By taking the complementary class, the following is implied by Lemma 5.2.

Corollary 5.1 Let $G$ be a graph class containing all complete graphs. Then,

$$R^G_k (i, k + 2) = i \text{ for all } i \geq k + 2.$$

Since a complete graph is chordal, Lemma 5.1 implies the following:
An extremal graph for $R_{1}^{CH}(4, j) = 2j - 2$ for $j \geq 3$
with $2j - 3$ vertices

**Remark 5.2** $R_k^{CH}(i, k + 2) = i$ for all $k \geq 1$ and $i \geq k + 2$.

**Theorem 5.2** $R_1^{CH}(4, j) = 2j - 2$ for all $j \geq 3$.

**Proof** Let $G$ be a chordal graph on at least $2j - 2$ vertices. If $G$ has a 1-dense 4-set, we are done. If not, $G$ does not contain a cycle of size 4 (as a partial subgraph) since it is 1-dense 4-set. Then, all 2-connected components of $G$ are either triangles or edges; thus, it is a cactus graph as any two cycles of it have no edge in common. Let $CA$ denote the class of cactus graphs. From [7], we know that $R_{1}^{CA}(4, j) = 2j - 2$ for all $j \geq 3$. It follows that $G$ contains a 1-sparse $j$-set, and we are done for all $j \geq 4$. We conclude the proof with the extremal graph (see Fig. 9) that has been constructed for cactus graphs in [7]. This is a graph on $2j - 3$ vertices with neither 1-dense 4-set nor 1-sparse $j$-set for all $j \geq 3$. $\square$

According to Table 8 obtained by Algorithm 1, the extremal graph described in Fig. 9 is the unique extremal graph for $R_{1}^{CH}(4, j) = 2j - 2$ for all $4 \leq j \leq 11$. However, we do not know if this trend continues for all $j \geq 12$.

### 6 Defective Cocolorings

In this section, we study the parameter $c_k^G(m)$ for perfect graphs and cographs. Recall that $c_k^G(m)$ is the maximum integer $n$ such that for every graph $G$ on $n$ vertices in the graph class $G$, the vertices of $G$ can be partitioned into $m$ subsets where each subset is $k$-defective (either $k$-dense or $k$-sparse). In other words, every graph in a class $G$ on at most $c_k^G(m)$ vertices can be $k$-defectively cocolored with at most $m$ colors. In this section, an extremal graph for $c_k^G(m) = n$ is a graph of order $n + 1$ that belongs to the class $G$ and whose vertices cannot be partitioned into at most $m$ sets each of which is $k$-defective.

We start with some general observations that will be useful when studying defective cocolorings in perfect graphs and in cographs. Since general graphs contain all graph classes, the following is an immediate consequence:

**Remark 6.1** For any graph class $G$ and all integers $k \geq 0$, $m \geq 1$, we have $c_k(m) \leq c_k^G(m)$.

This remark together with previously known results guide us through our research. From [1], we know $c_k(1) = k + 2$, $c_1(2) = 7$, $c_2(2) = 10$, and $c_1(3) = 12$. In the same paper, it is also conjectured that $c_k(2) = 3k + 4$. We first generalize the formula $c_k(1) = k + 2$ to graph classes.

**Lemma 6.1** For all integers $k \geq 0$ and all graph classes $G$ containing $K_{1,k+2}$, we have $c_k^G(1) = k + 2$. 
Consider the disjoint union of graph classes with an additional property on the class. We use the same idea as in \[1\] Lemma 6.3 with a slight modification, which yields an improvement.

For all integers \(m\), Theorem 6.1 we will present it here again with its proof. However, since the proof is not presented in detail and for the sake of completeness, \(m\) itself already requires at least \(m\) to be partitioned into \(m\) subsets such that each subset is \(m\)-sparse. So, \(m\) is \(m\)-dense; therefore it contains no vertex from \(m\) or else it would miss at least \(m\) vertices of \(m\cap K_{1+m(k+1)}\). As a result, \(m\) contains \(m\) and can to be partitioned into \(m\) many \(m\)-defective sets, which is a contradiction since \(m\) itself already requires at least \(m\) colors.

\[\text{Proof}\] The result follows by observing that \(K_{1,k+2} \in \mathcal{G}\) is not \(k\)-defective and each set of size \(k + 2\) is \(k\)-defective.

In [1], Straight’s formula from [19] has been generalized to the defective version as follows: \(c_k(m - 1) + t \leq c_k(m) \leq c_k(m - 1) + (m + 1)(k + 1)\) where \(t\) is any positive integer satisfying \(c_k(m - 1) + t \geq R_k(t, t)\). Next, we adapt the lower bound to graph classes.

**Lemma 6.2** If \(c_k^G(m - 1) + t \geq R_k^G(t, t)\) for some integers \(k \geq 0, m \geq 2, t \geq 1\) and graph class \(\mathcal{G}\), then we have \(c_k^G(m - 1) + t \leq c_k^G(m)\).

**Proof** Let us take a graph \(G \in \mathcal{G}\) on \(c_k^G(m - 1) + t\) vertices where \(c_k^G(m - 1) + t \geq R_k^G(t, t)\). By definition of \(R_k^G(t, t)\), \(G\) has a \(k\)-defective \(t\)-set, say \(T\). Now, \(G - T\) has \(c_k^G(m - 1)\) vertices, so it can be colored with \(m - 1\) colors where each color class is a \(k\)-defective set, which completes the proof.

Secondly, we show that the upper bound of the above inequality can be adapted to graph classes with an additional property on the class. We use the same idea as in [1] with a slight modification, which yields an improvement.

**Lemma 6.3** Let \(\mathcal{G}\) be a graph class that is closed under taking the disjoint union with any clique. Then we have \(c_k^G(m) \leq c_k^G(m - 1) + m(k + 1) + 1\).

**Proof** Take a graph class \(\mathcal{G}\) with desired property. Let us construct a graph lying in \(\mathcal{G}\) and having \(c_k^G(m - 1) + m(k + 1) + 2\) vertices which cannot be \(k\)-defectively cocolored using at most \(m\) colors. By definition of \(c_k^G(m - 1)\), there is a graph \(H \in \mathcal{G}\) on \(1 + c_k^G(m - 1)\) vertices that cannot be partitioned into \(m - 1\) many \(k\)-defective sets. Consider the disjoint union of \(K_{1+m(k+1)}\) and \(H\), say \(G\). Note that \(G \in \mathcal{G}\) by definition of \(G\), and it has \(c_k^G(m - 1) + m(k + 1) + 2\) vertices. Assume \(G\) can be partitioned into \(m\) subsets such that each subset is \(k\)-defective. By the pigeonhole principle, there is a subset \(S\) for which \(|S \cap K_{1+m(k+1)}| \geq k + 2\). Since \(S\) is a \(k\)-defective set and each vertex in \(S \cap K_{1+m(k+1)}\) has at least \(k + 1\) neighbors in \(S\), it follows that \(S\) is not \(k\)-sparse. So, \(S\) is \(k\)-dense; therefore it contains no vertex from \(H\) or else it would miss at least \(k + 2\) vertices of \(S \cap K_{1+m(k+1)}\). As a result, \(G - S\) contains \(H\) and can to be partitioned into \(m - 1\) many \(k\)-defective sets, which is a contradiction since \(H\) itself already requires at least \(m\) colors.

Now, we are ready to discuss the defective cocolorings in graph classes.

### 6.1 Perfect Graphs

Firstly, we establish the formula for the classical cocoloring in perfect graphs where the defectiveness level is zero. The next theorem can be found in [10] as Remark 4. However, since the proof is not presented in detail and for the sake of completeness, we will present it here again with its proof.

**Theorem 6.1** For all integers \(m \geq 1\), we have \(c_0^{\mathcal{P}\mathcal{G}}(m) = \frac{m(m + 3)}{2}\).
Proof  Firstly, consider the disjoint union of $K_i$ where $i \in \{1, 2, ..., m+1\}$. It is a perfect graph on $1 + 2 + ... + (m + 1) = \frac{(m + 1)(m + 2)}{2} = \frac{m(m + 3)}{2} + 1$ vertices. It can be easily seen that this graph cannot be partitioned into $m$ cliques or $m$ independent sets. Secondly, let us show that every perfect graph on $\frac{m(m + 3)}{2}$ vertices can be colored with $m$ colors such that each color class is either a clique or an independent set. We prove this by induction on $m$. The claim is trivial for $m = 1$. Assume it holds for smaller values of $m$, and take a perfect graph $G$ on $m \cdot (m + 3)$ vertices. If $\chi(G) \leq m$, then we are done. Assume $\chi(G) \geq m + 1$, we get $\omega(G) \geq m + 1$ since $G$ is perfect. Let us color a maximum clique with color $m$. Since the number of remaining vertices is at most $\frac{m(m + 3)}{2} - (m + 1) = \frac{(m - 1)(m + 2)}{2}$, they can be cocolored with $m - 1$ colors by the induction hypothesis, hence we are done. ⊓⊔

We can also note that we have $c_{PG}(1) = k + 2$ by Lemma 6.1 since all star graphs are perfect. We proceed with the computation of our parameter for non-trivial cases. We use a combination of theoretical analysis and computer assisted approach.

Theorem 6.2  We have $c_{PG}(2) = 7$ with 24 extremal graphs.

Proof  We note that $c_{PG}(2) \geq c_1(2) = 7$. Now, let us show that there are 24 extremal graphs; that is perfect graphs on 8 vertices that cannot be 1-defectively cocolored using at most 2 colors. Take a perfect graph on 8 vertices. If it has a 1-defective set of size 5, then two colors are enough since any set of three vertices is 1-defective. So any extremal graph on 8 vertices is free of 1-defective 5-sets, in other words, it belongs to the set $T_{PG}(1, 5, 5)$. Accordingly, we generated the set $T_{PG}(1, 5, 5)$ using Algorithm 1 starting with the single vertex graph as input. For each one of the resulting 824 graphs in $T_{PG}(1, 5, 5)$, we checked all possible partitions into two sets of four vertices each, and found that exactly 24 many of them cannot be partitioned into two 1-defective sets. The list of these 24 extremal graphs for $c_{PG}(2) = 7$ can be found in our github account [14].

Even though we could not find the number of extremal graphs, we get the exact value for $k = m = 2$.

Theorem 6.3  We have $c_{PG}(2) = 11$.

Proof  By Lemmas 6.1 and 6.3, we have $c_{PG}(2) \leq c_{PG}(1) + 7 = 11$. Let us now show that all perfect graphs on 11 vertices can be partitioned into two 2-defective sets. Take a perfect graph $G$ on 11 vertices. Since $R_{PG}(6, 6) = 10$ from [7], $G$ has a 2-defective 6-set, say $S$. If $G - S$ is 2-defective, we are done. So, assume $G - S$ is not 2-defective. Let $A$ be the set of all perfect graphs on 6 vertices that are 2-defective, and $B$ be the set of all graphs on 5 vertices that are not 2-defective. Then the vertex set of $G$ can be partitioned into two parts, one belonging to $A$ and the other one belonging to $B$. Using a computer, we enumerated all possible graphs obtained as a combination of two graphs $A$ and $B$ for some $A \in A$ and $B \in B$. We checked all such graphs and
concluded that they can all be partitioned into two 2-defective sets, hence the desired result.

Next, we investigate $c_1^{PG}(3)$ and $c_3^{PG}(2)$. For these parameters, we provide bounds with two or three possible values, leaving the computation of the exact value open.

**Theorem 6.4** We have $13 \leq c_1^{PG}(3) \leq 14$ and $12 \leq c_3^{PG}(2) \leq 14$.

**Proof** Using Lemma 6.3 and Theorem 6.2, we get $c_1^{PG}(3) \leq c_1^{PG}(2) + 7 = 14$. For the lower bound, we note that $c_1(3) = 12$ from [1], which implies $12 \leq c_1^{PG}(3)$. Then, we show by computer enumeration that $c_1^{PG}(3) \neq 12$. Indeed, $c_1^{PG}(3) = 12$ would imply that there is a perfect graph $G$ on 13 vertices which cannot be partitioned into three 1-defective sets. Besides, since $R_4^{PG}(5, 5) = 13$ from [9], $G$ has a 1-defective 5-set, say $J$. Then $G - J$ is a perfect graph on 8 vertices which cannot be 1-defectively cocolored with 2 colors. It follows from Theorem 6.2 that $G - J$ is one of the 24 extremal graphs for $c_1^{PG}(2) = 7$. Hence, $G$ is obtained as a combination of a 1-defective 5-set and one of these 24 extremal graphs. We checked all possible combinations (which took more than a month) and concluded that all such graphs can be partitioned into three 1-defective sets, which yields $c_1^{PG}(3) \neq 12$.

As for $c_3^{PG}(2)$, we have $R_3^{PG}(7, 7) = 11$ from [7] and $c_3^{PG}(1) = 5$ from Lemma 6.1. Thus, the inequality $c_k^{PG}(m - 1) + t \geq R_k^{PG}(t, t)$ holds for $k = 3$, $m = 2$ and $t = 7$, which gives $12 = c_3^{PG}(1) + 7 \leq c_3^{PG}(2)$ by Lemma 6.2. On the other hand, by using Lemmas 6.3 and 6.1, we get $c_k^{PG}(2) \leq c_k^{PG}(1) + 1 + 2(k + 1) = 3k + 5$ for all $k$, which implies $c_3^{PG}(2) \leq 14$.

### 6.2 Cographs

*Cographs*, denoted by $\mathcal{CO}$, is the class of graphs containing no induced path on four vertices. We start by noting that for the classical case ($k = 0$), we have $c_0^{CO}(m) = c_0^{PG}(m)$ since the extremal graph constructed in the proof of Theorem 6.1 is also a cograph and since $\mathcal{CO} \subset \mathcal{PG}$ we have $c_k^{PG}(m) \leq c_k^{CO}(m)$ for all $k$ and $m$.

**Remark 6.2** We have $c_0^{CO}(m) = \frac{m(m + 3)}{2}$.

Secondly, we have $c_k^{CO}(1) = k + 2$ from Lemma 6.1. Then, the next candidates for examination are $c_1^{CO}(2)$ and $c_2^{CO}(2)$. Both values can be found as a natural consequence of results in perfect graphs.

**Theorem 6.5** We have $c_1^{CO}(2) = 8$ and $c_2^{CO}(2) = 11$.

**Proof** Note that $c_1^{CO}(2) \leq c_1^{CO}(1) + 5 = 8$ from Lemma 6.3. Moreover, none of the extremal graphs in Theorem 6.2 is a cograph, which implies $c_1^{CO}(2) \geq 8$. On the other hand, since $c_2^{PG}(2) = 11$ from Theorem 6.3, we get $11 \leq c_2^{CO}(2) \leq c_2^{CO}(1) + 7 = 11$ by using Lemma 6.3, so the result follows. □
Now, we have $c_0^{CO}(2) = 5$, $c_1^{CO}(2) = 8$ and $c_2^{CO}(2) = 11$. In what follows, we show that this trend holds for all $k \geq 3$.

**Theorem 6.6** We have $c_k^{CO}(2) = 3k + 5$ for $k \geq 3$.

**Proof** We first observe that we have $c_k^{CO}(2) \leq c_k^{CO}(1) + 2(k + 1) + 1$ from Lemma 6.3. Since $c_k^{CO}(1) = k + 2$, we obtain $c_k^{CO}(2) \leq 3k + 5$ for $k \geq 3$.

Let $G$ be a cograph of order $3k + 5$. Since the complement of a cograph $G$ is also a cograph, and exactly one of $G$ or its complement $\overline{G}$ is disconnected [6], we assume without loss of generality that $G$ is disconnected. If $G$ has a $k$-defective $(2k + 3)$-set, we are done since every $(k + 2)$-set is $k$-defective. Therefore, assume $\alpha_k(G) \leq 2k + 2$ and $\omega_k(G) \leq 2k + 2$, and let $t$ be the number of connected components of $G$ whose size is at least $k + 1$. If $t \geq 3$, then choosing $k + 1$ vertices from each of these components forms a $k$-sparse $(3k + 3)$-set, which is a contradiction. Besides, if $t = 0$, then all vertices of $G$ is a $k$-sparse set. Thus, we need to examine two cases: $t = 1$ and $t = 2$.

Suppose $t = 2$, and let $U$ and $V$ be the components of $G$ with $|U| \geq k + 1$ and $|V| \geq k + 1$. Now, if $G - (U \cup V) \neq \emptyset$, take a vertex $x \in G - (U \cup V)$ and choose $k + 1$ vertices from each of $U$ and $V$. This forms a $k$-sparse $(2k + 3)$-set, which is a contradiction. Hence, we can assume $G$ has only two components $U$ and $V$. Now, if one of $U$ and $V$ has a $k$-sparse $(k + 2)$-set, without loss of generality say $U$, then a $k$-sparse $(k + 2)$-set of $U$ together with $k + 1$ vertices from $V$ form a $k$-sparse $(2k + 3)$-set, a contradiction. Since $R_k^{CO}(i, k + 2) = i$ for all $i \geq k + 2$ (by [7]), both $U$ and $V$ are $k$-dense, and we are done.

Suppose $t = 1$, and let $H$ be the connected component of $G$ with $|H| \geq k + 1$. Since $G$ is disconnected, $G - H$ is non-empty, and it forms a $k$-sparse set. Moreover, if we can take a $k$-sparse set from $H$ and add it into $G - H$, we get a $k$-sparse set, too. Hence, we have $\alpha_k(H) + |G - H| \leq 2k + 2$, which implies $\alpha_k(H) \leq |H| \geq k - 3$. Similarly, consider the largest $k$-dense subset of $H$. If its size is at least $|H| - k - 1$, we can add the remaining at most $k + 1$ vertices of $H$ into $G - H$ to obtain a $k$-sparse set. This gives a $k$-defective 2-cocoloring of $G$, and we are done. So, assume $\omega_k(H) \leq |H| - k - 2$. It follows that $\alpha_k(H) + \omega_k(H) \leq 2|H| - 2k - 5$, and since $|H| \leq 3k + 4$, we have $\alpha_k(H) \leq 2k + 1$ and $\omega_k(H) \leq 2k + 2$. Since $k + 2 \leq \alpha_k(H) + 1 \leq 2k + 2$, if $\omega_k(H) \neq 2k + 2$ then we have $k + 2 \leq \omega_k(H) + 1 \leq 2k + 2$ and thus $R_k^{CO}(\alpha_k(H) + 1, \omega_k(H) + 1) = \alpha_k(H) + \omega_k(H) - k$ from [7]. However, this gives

$$1 + |H| \leq R_k^{CO}(\alpha_k(H) + 1, \omega_k(H) + 1) \leq 2|H| - 3k - 5,$$

implying that $|H| \geq 3k + 6$, a contradiction with $|H| \leq 3k + 4$. As a result, we have $\omega_k(H) = 2k + 2$, implying that $|H| - k - 2 \geq 2k + 2$ and thus $|H| = 3k + 4$.

So, $H$ is a connected cograph on $3k + 4$ vertices with $\omega_k(H) = 2k + 2$, and $G - H$ is an isolated vertex. Let us consider $\overline{G}$ which consists of the join of the disconnected cograph $F = \overline{H}$ having $\alpha_k(F) = 2k + 2$ with a single vertex, say $u$. We will show that $\overline{G}$ can be partitioned into two $k$-defective sets.

Let $s$ be the number of connected components of $F$ whose size is at least $k + 1$. Since $\alpha_k(F) = 2k + 2$, we clearly get $s \in \{1, 2\}$. If $s = 2$, let $U_1$ and $V_1$ be components
of \( F \) with \(|U_1|, |V_1| \geq k + 1\). Since any subset of \( k + 1 \) vertices from each of \( U_1 \) and \( V_1 \) form a \( k \)-sparse set and \( \alpha_k(F) = 2k + 2 \), we have \( \alpha_k(U_1) = \alpha_k(V_1) = k + 1 \) and \( F - (U_1 \cup V_1) = \emptyset \). Again, by using \( R^\text{CO}_k(i, k + 2) = i \) for all \( i \geq k + 2 \) (by [7]), it follows that both \( U_1 \) and \( V_1 \) are \( k \)-dense. Since \( u \) is adjacent to all vertices in \( \overline{G} \), \( U_1 \cup \{u\} \) is \( k \)-dense too, thus \( \overline{G} \) can be partitioned into two \( k \)-defective sets.

Suppose \( s = 1 \) and let \( A \) be the connected component of \( F \) with \(|A| \geq k + 1\). Let \( S \) be a largest \( k \)-sparse set in \( A \), \( K \) be a largest \( k \)-dense set in \( A \), and write \( B = S - A \). Notice that if \(|A| - |S| \leq k + 1\), then \((A - S) \cup \{u\}\) is \( k \)-dense and \( S \cup B \) is \( k \)-sparse in \( \overline{G} \). Similarly, if \(|A| - |K| \leq k + 1\), then \((A - K) \cup B \) is \( k \)-sparse and \( K \cup \{u\} \) is \( k \)-dense. In both cases \( \overline{G} \) can be partitioned into two \( k \)-defective sets. Therefore, assume \(|A| - \alpha_k(A), |A| - \omega_k(A) \geq k + 2\), which gives \( 2|A| \geq \alpha_k(A) + \omega_k(A) + 2k + 4\). Moreover, since \( B \) is nonempty, we get \(|A| \leq 3k + 3\) and so \( k + 1 \leq \alpha_k(A), \omega_k(A) \leq 2k + 1\). Hence, since \( R^\text{CO}_k(\alpha_k(A) + 1, \omega_k(A) + 1) = \alpha_k(A) + \omega_k(A) - k \) from [7], we get \( 1 + |A| \leq \alpha_k(A) + \omega_k(A) - k \leq 2|A| - 3k - 4\), which leads \(|A| \geq 3k + 5\) and so a contradiction. As a result, \( \overline{G} \) can be partitioned into two \( k \)-defective sets, so can be \( G \), we are done.

\( \Box \)

7 Conclusion

In this work, we investigated the computation of defective Ramsey numbers and the parameter \( c^G_k(m) \) in restricted graph classes. We obtained several results for perfect graphs, bipartite graphs, chordal graphs and cographs. Our approach combines efficient graph generation methods with classical direct proof techniques. We believe that the generic framework that we offer for efficiently generating structured graphs with desired properties is a promising approach in Ramsey theory, and more broadly in extremal graph theory.
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