Abstract—Often, when dealing with real-world recognition problems, we do not need, and often cannot have, knowledge of the entire set of possible classes that might appear during operational testing. In such cases, we need to think of robust classification methods able to deal with the “unknown” and properly reject samples belonging to classes never seen during training. Notwithstanding, existing classifiers to date were mostly developed for the closed-set scenario, i.e., the classification setup in which it is assumed that all test samples belong to one of the classes with which the classifier was trained. In the open-set scenario, however, a test sample can belong to none of the known classes and the classifier must properly reject it by classifying it as unknown. In this work, we extend upon the well-known support vector machines (SVMs) classifier and introduce the open-set SVMs (OSSVMs), which is suitable for recognition in open-set setups. OSSVM balances the empirical risk and the risk of the unknown and ensures that the region of the feature space in which a test sample would be classified as known (one of the known classes) is always bounded, ensuring a finite risk of the unknown. In this work, we also highlight the properties of the SVM classifier related to the open-set scenario, and provide necessary and sufficient conditions for an RBF SVM to have bounded open-space risk.

Index Terms—Bounded open-space risk, open-set recognition, risk of the unknown, support vector machines (SVMs).

I. INTRODUCTION

MACHINE learning literature is rich with works proposing classifiers for closed-set pattern recognition, with well-known examples, including $k$-nearest neighbors (kNN) [1], random forests [2], support vector machines (SVMs) [3], and deep neural networks (DNNs) [4]. These classifiers were inherently designed to work in closed-set scenarios, i.e., scenarios in which all test samples must belong to a class used in training. What happens when the test sample belongs to a class not seen at training time? Consider a digital forensic scenario—e.g., source-camera attribution [5], printer identification [6]—in which law officials want to verify that a particular artifact (e.g., a digital photo or a printed page) did originate from one of a few suspect devices. The suspected devices are the classes of interest, and a classifier can be trained on many examples of artifacts from these devices and from other nonsuspected devices. When assigning the source for the particular artifact in question, the classifier must be aware that if the artifact is from an unknown region of the feature space—possibly far away from the training data—it cannot be assigned to one of the suspected devices, even if examples of those devices are the closest to the artifact. The classifier must be allowed to declare that the example does not belong to any of the classes it was trained on.

One possible way to address recognition in an open-set scenario is to use a closed-set classifier, obtain a similarity score—or simply the distance in the feature space—to the most likely class, apply a threshold on that similarity score aiming at classifying as unknown any test sample whose similarity score is below a specified threshold [7]–[9]. Mendes Júnior et al. [10] showed that when applying thresholds to the ratio of distances instead of distance itself results in better performance in open-set scenarios. Furthermore, recent works have shown theoretical and experimental inconsistencies on employing thresholded softmax probability scores of neural networks for open-set rejection in face recognition problems [11], [12].

Instead of using similarity-based algorithms, another alternative is to exploit kernel-based algorithms, such as support vector data description (SVDD) [13], [14] and one-class classifiers [15]—applied to the entire training set as a rejection function [16]. This approach is sometimes called classification with abstention. The idea is to have an initial rejection phase that predicts if the input belongs to one of the training classes or not (known or unknown). In the former case, a second phase is performed with any sort of multiclass classifier, aiming at choosing the correct class.

Another alternative method relies on having a binary rejection function for each of the known classes such that a test sample is classified as unknown when decisions are negative for every function. This is the case for any multiclass-from-binary classifier based on the one-versus-all approach [17]. Some recent works have explored this idea [5], [18]–[20] making efforts at minimizing the positively labeled open space (PLOS) for every classifier that composes the multiclass-from-binary one. In binary classification, PLOS refers to the open
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space that receives positive classification. Open space is the region of the feature space outside the support of the training samples [21]. In the multiclass level, a similar concept applies: known labeled open space (KLOS), i.e., the region of the feature space outside the support of the training samples in which a test sample would be classified as one of the known classes [10]. In this class of methods, the potential of binary methods can be highly explored to multiclass the known classes [10]. In this class of methods, the potential in which a test sample would be classified as one of the known classes is more exploited.

Furthermore, methods in this class can be adapted for multiple class recognition in open-set scenarios, as accomplished by Heflin et al. [22].

In this work, we propose the open-set SVMs (OSSVMs), that falls into the last class of methods and receives its name due to its ability to bound the PLOS for every classification in the binary level, consequently, bounding KLOS as well—when one-versus-all is applied. OSSVM relies on the optimization of the bias term with radial basis function (RBF) kernel taking advantage of the following property we demonstrate in this work: SVM with RBF kernel bounds the PLOS if and only if the bias term is negative.

Along with this work, we have evaluated multiple implementations of open-set methods for different datasets. For all those methods we have employed the open-set grid search, as it was showed by Mendes Júnior et al. [23] that it works better over the traditional form of grid search in open-set scenarios, 1

The remaining of this work is organized as follows. In Section II, we discuss some of the most important previous work in open-set recognition. In Section III, we introduce the OSSVM while, in Section IV, we present the experiments that validate the proposed method. Finally, in Section V, we present the conclusions and future work.

II. RELATED WORK

In this section, we review recent works that explicitly deal with open-set recognition in the literature, including some base works for them. We note that other insights presented in many existing works can be somehow extended to be employed for the open-set scenario. Most of those works, however, did not perform the experiments with appropriate open-set recognition setup.

Pritsos and Stamatatos [18] and Heflin et al. [22] presented a multiclass SVM classifier based on the one-class SVM (OCSVM) [15]. For each of the training classes, they fit an OCSVM. In the prediction phase, all n OCSVMs classify the test sample, in which n is the number of available classes for training. The test sample is classified as the class in which its OCSVM classified as positive. When no OCSVM classifies the test sample as positive, it is classified as unknown. Heflin et al. [22] extended the idea to multiple class classification, by allowing more than one OCSVMs to classify the example as positive; in this case, the example receives as labels all classes whose corresponding OCSVMs classify it as positive. Differently, Pritsos and Stamatatos [18] chose the more confident classifier among the ones that classify as positive.

In those works, OCSVM is used with the RBF kernel, which allows bounding the KLOS.

SVDD [13], [14] was proposed for data domain description, which means it is targeted to classify the input as belonging to the dataset or not (known or unknown). In general, any one-class or binary classifier can be applied in such cascade approach to reject or accept the test sample as belonging to one of the known classes and further defining which class it is. It is similar to the framework proposed by Cortes et al. [16] in which a rejection function is trained along with a classifier, however, in open-set scenario the classifier should be multiclass. For the case in which the rejection function accepts a sample, any multiclass classifier can be applied to choose the correct class.

In case of rejection, samples are classified as unknown.

Costa et al. [5], [24] proposed the decision boundary carving (DBC), an extension of the SVM classifier aiming at a more restrictive specialization on the positive class of the binary classifier. For this purpose, they move the hyperplane a value $\epsilon$ toward the positive class (in rare cases backwards). The value $\epsilon$ is obtained by minimizing the training data error. For multiclass classification, the one-versus-all approach can be employed and DBC uses the RBF kernel. Despite the specialized approach toward the positive class, DBC cannot ensure a bounded PLOS.

Scheirer et al. [21] formalized the open-set recognition problem and proposed an extension upon the SVM classifier called 1-versus-set machine (1VS).

Similar to the works of Costa et al. [5], [24], they move the main hyperplane either direction depending on the open-space risk. In addition, a second hyperplane, parallel to the main one, is created such that the positive class is between the two hyperplanes. This second hyperplane allows the samples “behind” the positive class to be classified as negative. Then a refinement step is performed on both hyperplanes to balance open-space risk and empirical risk. According to the authors, the method works better with the linear kernel, as the second plane does not provide much benefit for an RBF kernel which has a naturally occurring upper bound. A one-versus-all approach is used to combine the binary classifiers for open-set multiclass classification.

Scheirer et al. [19] proposed the Weibull-calibrated SVMs (WSVMs). The authors proposed the compact abating probability (CAP) model which decreases the probability of a test sample to be considered as belonging to one of the known classes when it is far away from the training samples. They use two stages for classification: a CAP model based on a one-class classifier followed by a binary classifier with normalization based on extreme value theory (EVT). The binary classifier seeks to improve discrimination and its normalization has two steps. The first aims at obtaining the probability of a test sample to belong to a positive/known class and the second step estimates the probability of it not being from the negative classes. Product of both probabilities is the final probability of the test sample to belong to a positive/known class. WSVM uses the RBF kernel and also the one-versus-all approach and ensures a bounded KLOS due to its one-class model.

Jain et al. [20] proposed the SVMs with probability of inclusion (PISVM), also based on the EVT. It is an algorithm.
for estimating the unnormalized posterior probability of class inclusion. For each known class, a Weibull distribution [25] is estimated based on the smallest decision values of the positive training samples. The binary classifier for each class is an SVM with RBF kernel trained using the one-versus-all approach, i.e., the samples of all remaining classes are considered as negative samples. They introduce the idea of cross-class validation which is similar to the open-set grid search formalized by Mendes Júnior et al. [23]. For a test sample, PISVM chooses the class for which the decision value produces the maximum probability of inclusion. If that maximum is below a given threshold, the input is marked as unknown. PISVM is not able to ensure a bounded PLOS and, consequently, nor the KLOS.

Also applying EVT, Rudd et al. [26] proposed a method purely based on Weibull extreme value distributions, named the extreme value machine (EVM). Their method generates a distribution for each of the known instances aiming at a separation from instances of other classes. In a later step, those distributions are summarized aiming at a tight probabilistic representation for each of the known classes. Test phase comprises the verification of pertinence to each of those distributions and examples are rejected when they are outliers for every distribution. As EVM creates CAP models, it is able to bound the KLOS.

Applying EVT in open-set recognition has been a recent research focus. Scheirer [27] presented an overview of how EVT have been recently applied to visual recognition, mainly on the context of open-set recognition. Notice that some of the previous EVT-based works are not capable of ensuring a bounded KLOS by solely relying on EVT models. In the case of Scheirer et al. [19], they ensure bounded KLOS based on one-class models but not on EVT models. For PISVM [20], Jain et al. did not prove their method is able to bound KLOS. In fact, PISVM can leave an unbounded KLOS when the value of the bias term of the SVM model is in the range of scores used to fit the Weibull model. As EVT for open-set recognition is a growing research area, we highlight that one of advantage of our proposed method, compared to EVT-based ones, relies on its simplicity. The proposed method is defined purely as a convex optimization problem, as it is for SVM. EVT-based methods require post-processing after an SVM model is trained, or—as it is the case of EVM—it requires an expensive model calculated per training instance. At testing phase, our proposed method requires just the prediction from the obtained SVM model, while SVM- and EVT-based methods require extra predictions from EVT models for each binary classifier that composes the multiclass one.

Mendes Júnior et al. [10] have shown that thresholding ratio of distances in the feature space for a nearest neighbor classifier is more accurate at predicting unknown samples in an open-set problem. The effectiveness of working with ratio of decision scores is confirmed by Vareto et al. [28], in which one of the best rejection threshold estimated for a face-recognition problem is established based on the ratio of the two highest scores obtained by a voting from a set of binary classifiers.

It is worth noticing that well-known machine learning areas have been investigated from the point of view of the open-set scenario, e.g., domain adaptation [29]–[32], genetic programming [33], object detection [34], incremental learning [35], etc., taking into account particularities from open-set recognition. Beyond those methods specifically proposed for open-set setups, many other solutions in literature can be investigated to be extended for open-set scenarios. In general, any binary classification method that aims at decreasing false positive rate [36] would potentially recognize unknown samples when composing such classifiers with one-versus-all approach. In general, recent solutions for open-set recognition problems have focused on methods that use samples of all known classes for training models for individual classes. That is different from generative approaches that checks if the test sample is in the distribution of each of the known classes, as it tries to use data from all classes for generating the model for each class. It differs from reject option [37], [38] in the sense that we do not want just to postpone decision making. Moreover, open-set recognition differs from domain adaptation and from transfer learning in the sense that transferring knowledge from one domain to another does not ensure the ability of identifying samples belonging to unknown classes.

Also, multiple researches have been recently accomplished considering open-set recognition for multiple applications, e.g., audio recognition [39], user identity verification [40], camera model identification [23], human activity recognition [41], etc. Geng et al. [42] presented a survey of the literature on open-set recognition; we refer the reader to their work for a more complete review of the literature.

III. OPEN-SET SUPPORT VECTOR MACHINES

One cannot ensure that the positive class of the traditional SVM has a bounded PLOS, even when the RBF kernel is used. The main characteristic of the proposed OSSVM is that a high enough regularization parameter ensures a bounded PLOS for every known class of interest, consequently, a bounded KLOS in one-versus-all multiclass level. The regularization parameter is a weight for optimizing the risk of the unknown in relation to the empirical risk measured on training data. In Section III-B, we present how to ensure a bounded PLOS using RBF kernel. In Section III-C, we present the formulation of the optimization problem of the OSSVM. To begin with, in Section III-A, we present some basic aspects of the SVM classifier.

A. Basic Aspects of Support Vector Machines

SVM is a binary classifier that, given a set $X$ of training samples $x_i \in \mathbb{R}^d$ and the corresponding labels $y_i \in \{-1, 1\}$, $i = 1, \ldots, m$, it finds a maximum-margin hyperplane that separates $x_i$ for which $y_i = -1$ from $x_j$ for which $y_j = 1$ [3]. We consider the soft margin case with parameter $C$.

The primal optimization problem is usually defined as

$$\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^m \xi_i$$

s.t. $y_i(w^T x_i + b) \geq 1 - \xi_i \quad \forall i$

$$\xi_i \geq 0 \quad \forall i.$$ (1)

(2)
To solve this optimization problem, we use the Lagrangian method to create the dual optimization problem. In this case, the final Lagrangian is defined as

$$L(\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \|w\|^2$$  \hspace{1cm} (3)

in which $w = \sum_{i=1}^{m} \alpha_i y_i x_i$ and $\alpha_i \in \mathbb{R}$, $i = 1, \ldots, m$, are the Lagrangian multipliers. Then, the optimization problem now is defined as

$$\min_{\alpha} \quad \mathcal{V}(\alpha) = -L(\alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} \alpha_i$$  \hspace{1cm} (4)

s.t.  $0 \leq \alpha_i \leq C$ \hspace{1cm} $\forall i$

$$\sum_{i=1}^{m} \alpha_i y_i = 0.$$ \hspace{1cm} (6)

The decision function of a test sample $x$ comes from the constraint in (1) and is defined as

$$f(x) = \text{sign}(w^T x + b) = \text{sign} \left( \sum_{i=1}^{m} y_i \alpha_i x_i^T x + b \right).$$ \hspace{1cm} (7)

Boser et al. [43] proposed a modification in SVM for the cases in which the training data are not linearly separated in the feature space. Instead of linearly separating the samples in the original space $\mathcal{X}$ of the training samples in $X$, the samples are projected onto a higher dimensional space $\mathcal{Z}$ in which they are linearly separated. This projection is accomplished using the kernel trick [44]. One advantage of this method is that in addition to separating nonlinear data, the optimization problem of the SVM remains almost the same: instead of calculating the inner product of the SVM remains almost the same: instead of calculating the addition to separating nonlinear data, the optimization problem

$$L(\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \|w\|^2$$ \hspace{1cm} (3)

in which $w = \sum_{i=1}^{m} \alpha_i y_i x_i$ and $\alpha_i \in \mathbb{R}$, $i = 1, \ldots, m$, are the Lagrangian multipliers. Then, the optimization problem now is defined as

$$\min_{\alpha} \quad \mathcal{V}(\alpha) = -L(\alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} \alpha_i$$ \hspace{1cm} (4)

s.t.  $0 \leq \alpha_i \leq C$ \hspace{1cm} $\forall i$

$$\sum_{i=1}^{m} \alpha_i y_i = 0.$$ \hspace{1cm} (6)

The decision function of a test sample $x$ comes from the constraint in (1) and is defined as

$$f(x) = \text{sign}(w^T x + b) = \text{sign} \left( \sum_{i=1}^{m} y_i \alpha_i x_i^T x + b \right).$$ \hspace{1cm} (7)

Proof: We know that

$$\lim_{d \to \infty} K(x, x') = 0$$ \hspace{1cm} (10)

in which $K(x, x')$ is the RBF kernel and $d = \|x - x'\|$. For the cases in which a test sample $x$ is far away from every support vector $x_i$, we have that

$$\sum_{i=1}^{m} y_i \alpha_i K(x_i, x)$$

also tends to 0. From (8) it follows that:

$$f(x) = \text{sign}(b)$$

when $x$ is far away from the support vectors. Therefore, for negative values of $b$, $f(x)$ is always negative for far away $x$ samples. That is, samples in a bounded region of the feature space will be classified as positive. For the only if direction, let $b$ be positive. Then, for far away $x$ examples we have $f(x) = \text{sign}(b) > 0$, i.e., positively classified samples will be in an unbounded region of the feature space when $b$ is positive.

Theorem 1 can be applied not only to the RBF kernel of (9) but to any RBF [47] kernel satisfying (10), e.g., generalized T-student kernel, rational quadratic kernel, and inverse multiquadric kernel [48], however, for the remaining part of this work, we focus on the RBF kernel of (9).

Fig. 1 depicts the rationale behind Theorem 1 on a two-dimensional (2-D) synthetic dataset. The $z$-axis represents the decision values for which possible 2-D test samples $(x, y)$ would have for different regions of the feature space. Training samples are normalized between 0 and 1. Note in the subfigures that for possible test samples far away from the training ones, $(2, 2)$, the decision value approaches the bias term $b$. Note in Fig. 1(c) that an unbounded region of the feature space would have samples classified as positive. Consequently, all those samples would be classified as class 3 by the final multiclass-from-binary classifier. In general SVM usage, both positive and negatives biases occur as $b$ depends on the training data.

In case of SVMs without explicit bias term [49], [50], $b = 0$ is implicit. Consequently, the decision function is defined as

$$f(x) = \text{sign} \left( \sum_{i=1}^{m} y_i \alpha_i K(x_i, x) \right).$$

For test samples far away from the support vectors, we have that $\sum_{i=1}^{m} y_i \alpha_i K(x_i, x)$ converges to 0 from the bottom or from the above, depending on the training samples. Consequently, a bounded PLOS cannot be ensured in all cases.

Theorem 1 also provides a solution to the problem of unbounded PLOS. We can ensure a bounded PLOS by simply employing an RBF kernel and ensuring a negative $b$. In Section III-C, we present a new SVM optimization objective that optimizes the margin while ensuring the bias term $b$ is negative.

2In some implementations, including the LibSVM library [46], the decision function is defined as $f(x) = \text{sign}(w^T x - \rho)$ instead of the one in (7). In that case, instead of ensuring a negative bias term $b$, one must ensure a positive bias term $\rho$ to bound the PLOS.

3The main difference from the SVM without bias term to the traditional SVM is that the constraint in (6) does not exist in the dual formulation.
Fig. 1. Behavior of the SVM with a RBF kernel on a 2-D synthetic dataset. Image on the top-left depicts the Boat dataset [51]. (a)–(c) Correspond to the red, green, and blue classes of the Boat dataset, respectively. x, y axes in (a)–(c) represent the two features of the dataset (the dataset is normalized between 0 and 1). z-axis shows the value of the decision function $\sum_{i=1}^{m} y_i \alpha_i K(x_i, x) + b$ [(8) without sign function] and the colored lines in the walls depict the point 0, that separates the positive class from the negative one [equivalent to the sign function of (8)]. Note in (c) that an unbounded region of the feature space remains in the positive side, as $b > 0$ and $f(x, y) \approx b$ for $(x, y)$ points far away from support vectors.

TABLE I
GENERAL CHARACTERISTICS OF THE METHODS COMPARED IN THE EXPERIMENTS

| Method     | RBF kernel | EVT based | One-class based | Bounded KLOS |
|------------|------------|-----------|----------------|--------------|
| SVM        | ✓          | ✓         | ✓              | ✓            |
| SVM\textsuperscript{OC} | ✓          | ✓         | ✓              | ✓            |
| SVDD\textsuperscript{OC} | ✓          | ✓         | ✓              | ✓            |
| DBC        | ✓          | ✓         | ✓              | ✓            |
| IVS        | ✓          | ✓         | ✓              | ✓            |
| WSVM       | ✓          | ✓         | ✓              | ✓            |
| FISVM      | ✓          | ✓         | ✓              | ✓            |
| OSSVM      | ✓          | ✓         | ✓              | ✓            |

C. Optimization to Ensure Negative Bias Term $b$

As we discussed in Section III-B, we must ensure a negative $b$ to obtain a bounded PLOS. For this, we define the OSSVM optimization problem as

$$\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i + \lambda b$$

subject to the same constraints defined in (1) and (2), in which $\lambda$ is a regularization parameter that trades off between the empirical risk and the risk of the unknown.

From (11), the dual formulation has the same Lagrangian defined in (3). Consequently, we have to optimize the same function as defined in (4) with the constraint in (5). However, the constraint in (6) is replaced by the constraint

$$\sum_{i=1}^{m} \alpha_i y_i = \lambda.$$ (12)

The same sequential minimal optimization (SMO) algorithm proposed by Platt [52], with the working set selection (WSS) proposed by Fan et al. [53], for optimizing ensuring the constraint in (6) can be applied to this optimization containing the constraint of (12). As the main idea of the SMO algorithm is to ensure that $\sum \alpha_i y_i$ remains the same from one iteration to the other, before the optimization starts, we initialize $\alpha_i$ such that $\sum \alpha_i y_i = \lambda$. For this, we let $\alpha_i = \lambda / m_p \forall i$ such that $y_i = 1$, in which $m_p$ is the number of positive training samples.
Proposition 1: For the SVM with soft margin, the maximum valid value for $\lambda$ is $Cm_p$.

Proof: From (5), $0 \leq \alpha_i \leq C$. The maximum value $\lambda = \sum \alpha_i y_i$ is thus obtained by setting $\alpha_i = C$ for $i$ such that $y_i = 1$ and setting $\alpha_i = 0$ for $i$ such that $y_i = -1$. This yields $\lambda = Cm_p$.

During optimization, we must ensure $\lambda \leq Cm_p$, given that if $\lambda > Cm_p$, the constraint in (5) would be broken for some $\alpha_i$.

Despite Proposition 1 saying that it is allowed $\lambda = Cm_p$, when it happens, we have that $\alpha_i = C$ for $y_i = 1$ and $\alpha_i = 0$ for $y_i = -1$, and there will be no optimization. In this case, despite satisfying the constraints, there is no flexibility for changing values of $\alpha_i$ because, for each pair $\alpha_i, \alpha_j$ selected by the WSS algorithm, we must update $\alpha_i = \alpha_i + \nabla_\alpha$, $\alpha_j = \alpha_j + \nabla_\alpha$ when $y_i \neq y_j$ and $\alpha_i = \alpha_i - \nabla_\alpha$, $\alpha_j = \alpha_j + \nabla_\alpha$ when $y_i = y_j$. For any $\nabla_\alpha \neq 0$, the constraint $0 < \alpha_i < C$ would break for either $\alpha_i$ or $\alpha_j$, for any selected pair. Then, in practice, we grid search $\lambda$ in the interval $0 \leq \lambda < Cm_p$.

Proposition 1 holds true for any kernel, however, the formulation in (11) only has the open-set properties previously discussed with an RBF kernel, as we have observed through Theorem 1.

Proposition 2: There exists some $\lambda$ such that we can obtain a bias term $b < 0$ for the OSSVM with an RBF kernel $K$ such that $0 < K(x, x') \leq 1$ when $C \geq 1$.

Proof: From the Karush–Kuhn–Tucker (KKT) [1] conditions, the bias term is defined as

$$b = y_i - \sum_{j=1}^{m} \alpha_j y_j K(x_i, x_j)$$

$$= y_i - \sum_{j: y_j = 1}^{m} \alpha_j K(x_i, x_j) + \sum_{j: y_j = -1}^{m} \alpha_j K(x_i, x_j)$$

for any $i$ such that $0 < \alpha_i < C$. Now, let us consider two possible cases: 1) $y_i = 1$ and 2) $y_i = -1$. For case 1), we have

$$b = 1 - \alpha_i - \sum_{j: y_j = 1}^{m} \alpha_j K(x_i, x_j) + \sum_{j: y_j = -1}^{m} \alpha_j K(x_i, x_j)$$

as $K(x_i, x_i) = 1$. Note that $0 < K(x, x') \leq 1$. To show that there exists some $\lambda$ such that $b < 0$, we analyze the worst case, i.e., when the kernel in the second summation—for negative training samples—is 1. Then, we have

$$b = 1 - \alpha_i - \sum_{j=1}^{m} \alpha_j K(x_i, x_j) + \sum_{j=1}^{m} \alpha_j K(x_i, x_j)$$

From (12), we have

$$\sum_{j=1}^{m} \alpha_j = \sum_{j=1}^{m} \alpha_j - \lambda.$$
In this case, to ensure $b < 0$ it is sufficient to let

$$\lambda > Cm_p - 1 - C \sum_{j=1}^{m} K(x_i, x_j)$$

which is possible to obtain for any value of $C$ in such way that $\lambda \leq Cm_p$ of Proposition 1 is also satisfied.

In Proposition 2, we considered a very extreme case for the proof. For example, in case 1—for $i$ such that $y_i = 1$—we considered $K(x_i, x_j) = 1$ for $j$ such that $y_j = -1$ and $K(x_i, x_j) \approx 0$ for $j$ such that $y_j = 1, j \neq i$. It means that all negative samples have the same feature vector of sample $x_i$ under consideration and all positive samples are far away from sample $x_i$. In practice, we do not have the $\lambda$ nearly as constrained as in the proof to ensure a negative bias term. Moreover, in our experiments with the SVM, we observed that oftentimes the bias term is negative for a binary classifier trained with the one-versus-all approach, i.e., it is often the case that even with $\lambda = 0$ the bias will be negative. More details about this behavior is shown in Section IV-F.

One can argue that instead of defining the new optimization problem of (11), the SVM decision function of (8) could be simply changed to

$$f(x) = \sum_{i=1}^{m} y_i x_i^T x + b > \epsilon \quad (15)$$

in order to bound the PLOS, in which $\epsilon$ is a parameter that could be defined after the optimization process. As (15) is equivalent to

$$f(x) = \text{sign} \left( \sum_{i=1}^{m} y_i x_i^T x + b - \epsilon \right)$$

the PLOS could be bounded if and only if $\epsilon \geq b$. However, this simplified approach has drawbacks. The value of $b$ can only be known after the SVM optimization process is completed and it depends on the training data. Notice that the introduction of $\epsilon$ is equivalent to performing a parallel translation of the optimal hyperplane. As SVM only optimizes the empirical risk, the final model would not be optimal neither according to the empirical risk itself nor the open-space risk. On the other hand, OSSVM optimizes both the empirical risk and the open-space risk and the separation hyperplane obtained by OSSVM is not necessarily parallel to the position of the hyperplane that would be obtained by the traditional SVM on the same training data.

In the Appendix, we present the complete formulation of the optimization problem for the OSSVM classifier.\footnote{Source code, extended upon the LibSVM implementation [46], is available through https://pedromjr.io/OSSVM.html.}

Choosing the $\lambda$ Parameter for the OSSVM: Proposition 2 states that we can find a $\lambda$ parameter that ensures a bounded PLOS for the optimization problem presented above. To ensure this, models with a non-negative bias term receive accuracy of $-\infty$ on the validation set, during the grid search. Nevertheless, we cannot ignore that, in special circumstances, certain $\lambda$ values allow a negative bias term during the grid search but not for training in the whole set of training samples. In this case, once the parameters are obtained by grid search, if the obtained $\lambda$ does not ensure a negative bias term for the whole training set, one would need to retrain the classifier with an increased value for $\lambda$, until a negative bias term is obtained for the final model. However, for grid search, we assume the distribution of the validation set, a subset of the training set, represents the distribution of the training set; that is one possible explanation as for why in our experiments we did not need to retrain the classifier with a value of $\lambda$ larger than the one obtained during grid search, as all values of $\lambda$ obtained during grid search were able to ensure a negative bias term for all binary classifiers.

In summary, OSSVM optimizes the bias term $b$ in order to ensure a bounded PLOS for every binary classifier. The PLOS is bounded if and only if $b < 0$. The $\lambda$ parameter introduced by OSSVM is responsible for optimizing $b$, taking into account the risk of the unknown.

IV. EXPERIMENTS

In this section, we present the experiments and details for comparing the proposed method with the existing ones in the literature, discussed in Section II. In Section IV-A, we summarize the baselines. In Section IV-B, we describe the evaluation measures used in our experiments. In Section IV-C, we describe the datasets and features. In Section IV-D, we present initial results regarding the behavior of the methods in feature space. Finally, we present the results with statistical tests in Section IV-E, finishing this section with some remarks in Section IV-F.

A. Baselines

In this work, we employ the one-class–based method of Pritsos and Stamatatos [18] for comparison, hereinafter referred to as Multiclass One-Class support vector machines ( SVMOC ). Although Pritsos and Stamatatos [18] used a OCSVM as the method to define a rejection function for each class, one could also use a SVDD [13], [14], since it is also a form of one-class classifier. We also implemented this alternative to SVMOC and refer to it as multiclass SVDD (SVDDOC).

Despite dealing with a multiclass problem, Costa et al. [5], [24] evaluated their method DBC in the binary fashion by obtaining the accuracy of individual binary classifiers. They did not present the multiclass version of the classifier directly. Therefore, in this work, we consider their method with the one-versus-all approach in the experiments. The test sample is classified as unknown when no binary classifier classifies it as positive. Complementarily, it is classified as the most confident class when one or more classifier tags it as positive.

Besides those methods, we have employed SVM [46], 1VS [21], WSVM [19], PISVM [20], and EVM [26] as baselines for our experiments. Among those methods, only one-class–based methods, EVM and OSSVM are able to ensure a bounded KLOS. We summarize the methods in Table I.

We have employed the open-set grid search approach for the existing methods in the literature, as in previous work it has been demonstrated to better estimate the parameters for classifiers in open-set scenarios [23]. Except for EVM,
all compared methods are SVM-based. Parameters of the proposed method and baselines were obtained through grid search. All SVM-based methods have fixed $C = 1$. For RBF-based methods, the $\gamma$ parameter were searched in $\{2^{-15}, 2^{-13}, \ldots, 2^{15}\}$. The $\nu$ parameter of SVM suggested were searched among 21 values linearly spaced in $[0, 1]$. The $p_A$ and $p_R$ parameters of the 1VS were both searched in $\{2^{-3}, 2^{-2}, \ldots, 2^2\}$. The $\delta_t$ threshold for WSVM’s $\text{CAP}$ model was fixed in 0.001, as specified by Scheirer et al. [19], and the $\delta_R$ were searched in $\{2^{-7}, 2^{-6}, \ldots, 2^0\}$. The $\text{PISVM}$’s threshold were searched among 20 values linearly spaced in $[0, 1]$. The $\lambda$ parameter of OSSVM were searched among 20 values linearly spaced in $[0, C_m\nu]$.

B. Evaluation Measures

Most of the proposed evaluation performance measures in the literature are focused on binary classification, e.g., traditional classification accuracy, $f$-measure, etc. [54]. Even the ones proposed for multiclass scenarios—e.g., average accuracy, multiclass $f$-measure, etc.—usually consider only the closed-set scenario. Recently, Mendes Júnior et al. [10] have proposed normalized accuracy (NA) and open-set $f$-measure (OSFM) for multiclass open-set recognition problems. In this work, we apply such measures and further extend the NA to harmonic NA (HNA), based on the harmonic mean [55], as shown in

$$
\text{HNA} = \begin{cases} 
0, & \text{if } \text{AKS} = 0 \text{ or } \text{AUS} = 0 \\
\frac{2}{\text{AKS} + \text{AUS}}, & \text{otherwise.} 
\end{cases}
$$

(16)

In this case, AKS is the accuracy on known samples and AUS is the accuracy on unknown samples. AKS is the accuracy obtained on the testing instances that belong to one of the classes with which the classifier was trained. AUS is the accuracy on the testing instances whose classes have no representative instances in the training set.

One advantage of HNA over NA is that when a classifier performs poorly on AKS or AUS, HNA drops toward 0. One biased classifier that blindly classifies every example as unknown would receive NA of 0.5 while HNA would be 0. However, notice that 0.5 is not the worst possible accuracy for NA, as some methods—trying to correctly predict test labels—can have its NA smaller than 0.5. The worst case for NA—when it is 0—would be when all known samples are classified as unknown and all unknown samples classified as belonging to one of the known classes. On the other hand, the worst case for HNA would be when at least one of such cases happens.

For experiments in this work, we have considered NA, HNA, macro-averaging open-set $f$-measure (OSFM$_M$), and microaveraging open-set $f$-measure (OSFM$_\mu$). For a fair comparison with previous methods in [19]-[21] and [26]—which only showed performance figures using the traditional $f$-measure—we also present results regarding the traditional multiclass $f$-measure [54] considering both macro-averaging $f$-measure (FM$_M$) and microaveraging f-measure (FM$_\mu$).

C. Datasets

For validating the proposed method and comparing it with existing methods, we consider nineteen datasets. In the 15-Scenes [56] dataset (with 15 classes), the images are represented by a bag-of-visual-word vector created with soft assignment [57] and max pooling [58], based on a codebook of 1000 scale invariant feature transform (SIFT) codewords [59]. Letter [60], [61] dataset (with 26 classes) represents the letters of the English alphabet (black-and-white rectangular pixel displays). The KDDCUP [62] dataset (with 32 classes) represents an intrusion detection problem on a military network environment and its feature vectors combine continuous and symbolic features. In the Auslan [63] dataset (with 95 classes), the data was acquired using two Fifth Dimension Technologies (5DT) gloves hardware and two Ascension Flock-of-Birds magnetic position trackers. In the Caltech-256 [64] dataset (with 256 classes), the feature vectors consider a bag-of-visual-words characterization approach, with features acquired with dense sampling. SIFT descriptor for the points of interest, hard assignment [57], and average pooling [58]. Finally, for the ALOI [65] dataset (with 1000 classes), the features were extracted with the Border/Interior (BIC) descriptor [66]. These datasets or other datasets could be used with different characterizations, however, in this work, we focus on the learning part of the problem rather than on the feature characterization one.

For the ImageNet dataset, we performed experiments on 360 classes of ImageNet 2010 that has no overlap with the 1000 classes in ImageNet 2012 [67]. Those images were made available by Bendale and Boult [68]. The network used for feature extraction on those 360 classes was trained on ImageNet 2012. We used a different dataset for training the network aiming at avoiding considering as unknown the classes that could be known from the point view of the network, i.e., classes for which the network learns how to represent. We trained a GoogLeNet [69] network and extracted the features from its last pooling layer. We applied principal component analysis (PCA) [70] to reduce from 1024 features to 100.

For CIFAR10 [71] and MNIST [72] datasets, we employed publicly available networks [73], [74], respectively, for training and extracting features. Differently than for ImageNet, we did not avoid training the networks on the classes to be used on the open-set experiments. Consequently, each network was trained on all 10 classes included on those datasets.

In Table II, we summarize the main features of the considered datasets in terms of number of classes, number of samples, dimensionality, and approximate number of samples per class. All other datasets in Table II not specified herein are obtained from penn machine learning benchmark (PMLB) [75] data repository.

D. Decision Regions

We start presenting results on artificial 2-D datasets so that decision regions of each classifier can be visualized. For these cases, we show the region of the feature space in which a possible test sample would be classified as one of the known classes or unknown. We also show how each classifier handles the open space. Fig. 2 depicts the images of decision regions.

5 Aiming at keeping the same setup across all datasets (see Section IV-E), for KDDCUP, we have joined training and testing datasets for the experiments. As WSVM cannot fit the model with classes with few samples, aiming at a paired experiment, we have kept only the classes with 10 or more samples.
Fig. 2. Decision regions for the Cone-torus dataset. Nonwhite regions represent the region in which a test sample would be classified as belonging to the same class of the samples with the same color. All samples in the white regions would be classified as unknown. (a) SVM. (b) SVM\textsuperscript{OC}. (c) SVDD\textsuperscript{OC}. (d) DBC. (e) 1VS. (f) WSVM. (g) PISVM. (h) EVM. (i) OSSVM.

TABLE II
GENERAL CHARACTERISTICS OF THE DATASETS EMPLOYED IN THE EXPERIMENTS

| Dataset            | # classes | # samples | # features | # samples/class mean | # samples/class min | # samples/class max |
|--------------------|-----------|-----------|------------|----------------------|---------------------|---------------------|
| yeast              | 9         | 1,479     | 8          | 364                  | 20                  | 463                 |
| mf2eat-morphological | 10        | 2,000     | 10         | 200                  | 200                 | 200                 |
| mf2eat-ternike     | 10        | 2,000     | 10         | 200                  | 200                 | 200                 |
| mf2eat-karhunen    | 10        | 2,000     | 10         | 200                  | 200                 | 200                 |
| mf2eat-fourier     | 10        | 2,000     | 10         | 200                  | 200                 | 200                 |
| led7               | 10        | 3,000     | 10         | 320                  | 270                 | 440                 |
| led24              | 10        | 3,200     | 10         | 320                  | 296                 | 337                 |
| optdigits          | 10        | 5,620     | 10         | 543                  | 554                 | 572                 |
| pendigits          | 10        | 10,992    | 10         | 1,099                | 1,055               | 1,144               |
| CIFAR10            | 10        | 50,000    | 10         | 5,000                | 5,000               | 5,000               |
| MNIST              | 10        | 55,000    | 10         | 5,500                | 5,500               | 5,500               |
| movement\_libras   | 15        | 350       | 15         | 24                   | 24                  | 24                  |
| 15-Scenes          | 15        | 4,495     | 15         | 299                  | 210                 | 410                 |
| KROKOPT            | 18        | 28,056    | 18         | 1,569                | 1,470               | 1,640               |
| Letter             | 26        | 20,000    | 26         | 769                  | 734                 | 813                 |
| KDDCUP             | 32        | 10,337    | 32         | 320                  | 11                  | 500                 |
| Auslan             | 95        | 146,349   | 95         | 1,547                | 1,390               | 1,598               |
| Caltech-256        | 256       | 29,780    | 256        | 100                  | 116                 | 80                  |
| ImageNet           | 360       | 190,780   | 360        | 530                  | 520                 | 530                 |
| ALOI               | 1000      | 108,000   | 1000       | 108                  | 108                 | 108                 |

TABLE III
PERCENTAGE OF BINARY CLASSIFIERS WITH NEGATIVE BIAS TERM PER DATASET FOR ONE-VERSUS-ALL AND ONE-VERSUS-ONE APPROACHES

| Dataset            | SVM one-vs-all | SVM one-vs-one |
|--------------------|----------------|----------------|
| yeast              | 93.33%         | 26.40%         |
| mf2eat-morphological | 98.33%       | 39.66%         |
| mf2eat-ternike     | 98.33%         | 47.11%         |
| mf2eat-karhunen    | 98.89%         | 62.13%         |
| mf2eat-fourier     | 97.78%         | 57.70%         |
| ml2eat-factors     | 99.44%         | 41.82%         |
| led7               | 100.0%         | 57.36%         |
| led24              | 100.0%         | 50.00%         |
| optdigits          | 99.44%         | 69.25%         |
| pendigits          | 96.11%         | 64.25%         |
| CIFAR10            | 100.0%         | 38.70%         |
| MNIST              | 99.44%         | 43.52%         |
| vowel              | 98.33%         | 67.10%         |
| movement\_libras   | 100.0%         | 49.96%         |
| 15-Scenes          | 99.00%         | 56.92%         |
| KROKOPT            | 95.67%         | 40.25%         |
| Letter             | 99.67%         | 55.75%         |
| KDDCUP             | 99.33%         | 49.79%         |
| Auslan             | 99.00%         | 42.50%         |
| Caltech-256        | 98.00%         | 48.75%         |
| ImageNet           | 99.33%         | 45.08%         |
| ALOI               | 97.67%         | 52.50%         |

Mean 98.50% 50.30%

for the Cone-torus dataset [51]. In Fig. 2(i), as expected, we see that the OSSVM gracefully bounds the KLOS; any sample that would appear in the white region would be classified as unknown.

E. Results

We performed a series of experiments simulating an open-set scenario in which 3, 6, 9, and 12 classes are available for training the classifiers. Remaining classes of each dataset are unknown at training phase and only appear on testing stage. Since different datasets have a different number of known classes, the fraction of unknown classes—or the openness [21]—varies per dataset. For each dataset, method, and number n of available classes, we run ten experiments by choosing n random classes for training, among the classes of the dataset. Selected sets of classes are used across each experiment with different classifiers. In addition, the same samples used for training one classifier C\textsubscript{i} is used when training another classifier C\textsubscript{j} (a similar setup is adopted for the testing and validation sets), which is referred to as a paired experiment. 6

Following the method of Demšar [76], we have employed Bonferroni-Dunn statistical test for comparing OSSVM with baselines considering a confidence interval of 95%. In critical difference (CD) diagrams in Fig. 3, we define OSSVM as the control method and compare it with baselines for all the measures—NA, HNA, OSFM\textsubscript{M}, OSFM\textsubscript{μ}, FM, FM\textsubscript{μ}. We see in those figures that OSSVM stands at first place for most of the considered measures, however, the EVT-based methods PISVM and EVM follow it closely. OSSVM, then, turns out to be a competitive alternative for recognition in open-set scenarios, with the advantage of its simplicity and guarantee of closing the KLOS. 7

F. Remarks

It is remarkable the frequency of negative bias terms in the binary classifiers that compose the multiclass-from-binary one-versus-all SVM. Most of the binary classifiers for the one-versus-all approach already have the correct negative bias term, as shown in Table III. To better understand the reason, we

6Mendes Júnior et al. [23] present additional experiments with the OSSVM method we are proposing herein.

7Raw results obtained in our experiments as well as the source-code to perform the complete statistical analysis are available through https://pedroromjunior.github.io/OSSVM.html.
also obtained the frequency of binary classifiers with negative bias term using the one-versus-one approach, also shown in Table III. In this case, only about half of the binary classifiers have negative bias term.

An informal explanation for this behavior is that in the one-versus-all approach, we have more negative than positive samples—and more than one class in the negative set. Then, it is more likely to have the negative samples "surround" the positive ones helping the SVM to create a bounded PLOS for the positive class. This intuition is confirmed by Fig. 1. For both classes 1 and 2, the SVM creates a bounded PLOS (negative bias term) because class 3 (blue) is negative for those binary classifiers and it surrounds the positive class in both cases. Considering class 3 as positive, we have no negative samples surround the positive class. That is why, in this case, the PLOS is unbounded (non-negative bias term).

The high frequency of negative bias term for the one-versus-all explains why some authors in the literature have been reporting good accuracy for detection problems using SVMs with RBF kernels. For a detection problem, we have one class of interest and multiple others that we consider as negative for what we have access to train with. As the number of negative samples is usually larger, it is more likely to have a classifier with bounded PLOS for detection problems.

Despite most of the cases the SVM obtains the correct bias term for the one-versus-all approach, the optimization problem presented in Section III also optimizes the risk of the unknown. That is, it optimizes for recognition in open-set scenario.

V. CONCLUSION AND FUTURE WORK
In this work, we presented sufficient and necessary conditions for the SVM with RBF kernel to have a finite risk of the unknown. We then showed that by reformulating the RBF SVM optimization policy to simultaneously optimize margin and ensure a negative bias term, the risk of the unknown is bounded and it provides a formal open-set recognition algorithm.

The proposed OSSVM method extends upon the traditional SVM’s optimization problem. The objective function is changed in the primal problem, but the Lagrangian for the
dual problem remains the same. In the dual problem for the OSSVM, only a single constraint differs from the SVM’s dual problem. Therefore, the same SMO algorithm [52] can be used to ensure the new constraint is satisfied between iterations. Also, the same WSS algorithm [53] can be applied.

A limitation of the proposed method is that it can only be applied to specific kinds of kernel: the ones that tends to zero as the two given instances get far apart from each other. Among the well-known kernels, only RBF has this property, but others are available, e.g., generalized T-student, rational quadratic, and inverse multiquadric kernels [48]. Another limitation of this work is the lack of a proof that ensures the parameters selected during grid search phase can always generate a model, on the training phase, which has a negative bias term for bounding KLOS.

As future work, one can investigate alternative forms for ensuring a bounded PLOS for specific implementations of SVMs that do not rely on the bias term—as the ones in Vogt [49] and Kecman et al. [50]. As discussed in Section III-B, the SVM without the bias term cannot ensure a bounded PLOS, as it depends on the shape of the training data. However, a simple solution can be obtained by training the SVM without bias term and establishing an artificial negative bias term in the decision function. In this case, research can be done on how to obtain this artificial bias term. Another alternative is to consider an optimization problem with a fixed negative bias term [52].

Another future work is to investigate properties of the multiclass-from-binary SVM with the one-versus-one approach. In a binary SVM, at least one of the two classes must include all the remaining space and so it must be infinite. We observed experimentally that, according to the way the probability is calculated for each binary classifier [77], [78] and according to the way the probability estimates are combined in the multiclass-from-binary level [79], depending on the threshold established, a bounded KLOS can occur but cannot be ensured. Future work relies on investigating mechanisms to always ensure a bounded KLOS for one-versus-one approach and, consequently, a limited risk of the unknown. This is worth investigating because some works in the literature have presented better results with the one-versus-one than one-versus-all approach for closed-set problems [80]. We then hypothesize that, for one-versus-one approach, this investigation should be accomplished in the probability estimation or/and probability combination.

Finally, the guarantees we present in this work are valid for the feature space of the feature description. Ensuring a bounded mapping from the original feature space of the data to the space of feature description remains an open research problem associated to each description method.

APPENDIX

COMPLETE OSSVM FORMULATION

The optimization problem for the OSSVM classifier is defined as

$$\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i + \lambda b$$

s.t. \(y_i(w^T x_i + b) - 1 + \xi_i \geq 0\)

\(\xi_i \geq 0\).

Using the Lagrangian method, we have the Lagrangian defined as

$$L(w, b, \xi, \alpha, r) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i + \lambda b - \sum_{i=1}^{m} r_i \xi_i$$

$$- \sum_{i=1}^{m} \alpha_i [y_i(w^T x_i + b) - 1 + \xi_i]$$

(17)

in which \(\alpha_i \in \mathbb{R}\) and \(r_i \in \mathbb{R}\), \(i = 1, \ldots, m\), are the Lagrangian multipliers.

First, we want to minimize with respect to \(w, b\), and \(\xi_i\), then we must ensure

$$\nabla_w = \frac{\partial}{\partial b} L = \frac{\partial}{\partial \xi_i} L = 0.$$

Consequently, we have

$$w - \sum_{i=1}^{m} \alpha_i y_i x_i = 0 \implies w = \sum_{i=1}^{m} \alpha_i y_i x_i \quad (18)$$

$$\lambda - \sum_{i=1}^{m} \alpha_i y_i = 0 \implies \sum_{i=1}^{m} \alpha_i y_i = \lambda \quad (19)$$

$$C - \alpha_i - r_i = 0 \implies r_i = C - \alpha_i. \quad (20)$$

As the Lagrangian multipliers \(\alpha_i, r_i\) must be greater than 0, from (20) we have the constraint \(0 \leq \alpha_i \leq C\) as a consequence of the soft margin formulation in the dual problem. This is the same constraint we have in the traditional formulation of the SVM classifier.

Using (18)–(20) to simplify the Lagrangian in (17), we have

$$L(w, b, \xi, \alpha) = \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j x_i^T x_j + C \sum_{i=1}^{m} \xi_i$$

$$+ b \sum_{i=1}^{m} \alpha_i y_i - C \sum_{i=1}^{m} \xi_i + \sum_{i=1}^{m} \alpha_i \xi_i$$

$$- \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i x_i^T x_j - b \sum_{i=1}^{m} \alpha_i y_i$$

$$+ \sum_{i=1}^{m} \alpha_i - m \sum_{i=1}^{m} \alpha_i \xi_i$$

which simplifies to

$$L(\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j x_i^T x_j$$

$$= \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \|w\|^2. \quad (21)$$

Equation (21) shows the same Lagrangian of the traditional SVM optimization problem. The optimization of the bias term \(b\) relies on the constraint in (19).

Therefore, the dual optimization problem is defined as

$$\min_{\alpha} \mathcal{L}(\alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} \alpha_i.$$
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