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ABSTRACT

Providing accurate estimated time of package delivery on users’ purchasing pages for e-commerce platforms is of great importance to their purchasing decisions and post-purchase experiences. Although this problem shares some common issues with the conventional estimated time of arrival (ETA), it is more challenging with the following aspects: 1) Inductive inference. Models are required to predict ETA for orders with unseen retailers and addresses; 2) High-order interaction of order semantic information. Apart from the spatio-temporal features, the estimated time also varies greatly with other factors, such as the packaging efficiency of retailers, as well as the high-order interaction of these factors. In this paper, we propose an inductive graph transformer (IGT) that leverages raw feature information and structural graph data to estimate package delivery time. Different from previous graph transformer architectures, IGT adopts a decoupled pipeline and trains transformer as a regression function that can capture the multiplex information from both raw feature and dense embeddings encoded by a graph neural network (GNN). In addition, we further simplify the GNN structure by removing its non-linear activation and the learnable linear transformation matrix. The reduced parameter search space and linear information propagation in the simplified GNN enable the IGT to be applied in large-scale industrial scenarios. Experiments on real-world logistics datasets show that our proposed model can significantly outperform the state-of-the-art methods on estimation of delivery time.

CCS CONCEPTS

- Computing methodologies → Neural networks; Learning latent representations.

KEYWORDS

Delivery Time Estimation, Estimated Time of package Arrival, Inductive Graph Transformer, Graph Convolutional Networks

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

WSDM ’23, February 27-March 3, 2023, Singapore, Singapore
© 2023 Association for Computing Machinery.
ACM ISBN 978-1-4503-9407-9/23/02... $15.00
https://doi.org/10.1145/3539597.3570409

1 INTRODUCTION

The invention of the World Wide Web enables users to share information and products on the Web, which eventually drives the development of e-commerce platforms [30]. The contemporary prevalence of e-commerce leads to millions of packages being delivered worldwide every day [8, 27]. Retailers on e-commerce platforms show consumers various information about their products and services, such as prices, descriptions, and estimated delivery time. The delivery time is valued more important than price when consumers have a deadline to receive their packages. It has been shown to affect the decisions of 87% online consumers [5]. Hence, the accurate estimation of package arrival time (ETA) not only impacts the e-commerce revenue but also shapes the consumers' expectations. Either over-promising or under-promising ETA may result in detriment of online retailers and consumers.

In practice, the physical delivery time is always subject to uncertainty due to the packaging efficiency of retailers, inventory, scheduling, or transportation factors. In our scenario, we study the origin-destination (OD) delivery time estimation, which aims to predict the package delivery time given the information of retailer, OD addresses, and payment time. Although the OD travel time estimation is widely studied in the transportation domain [16, 22], its challenges are usually different from those of OD ETA in the delivery scenario. For example, both problems face the challenges of the absence of route information and efficiently utilizing the spatio-temporal features. However, the OD ETA in the delivery scenario inevitably involves predicting orders with unseen retailers or addresses, etc. Furthermore, its prediction greatly according to multiplex signals (e.g., retailer, address, payment time) and the high-order interaction of these signals.

Existing works in the transportation domain [15, 16, 22] either assume all origins and destinations can be observed for spatial network construction or make straightforward use of the raw features. Graph-based methods [15, 22] exploit the power of graph neural networks (GNNs) to learn the representations of trips. However, these approaches require that all addresses in the OD graph are present during model training, making them hard to be generalized...
to unseen trips. Another line of work [31, 35] utilizes deep neural networks to predict ETA based on the raw features. However, they failed in capturing the high-order semantic information that occurred in the interactions between the attributes of a package (e.g., retailer, addresses, and payment time), which may also affect the accuracy of ETA prediction. The closest study is the food delivery time estimation conducted by Alibaba group on Ele.me [43]. However, it focuses on city-level food delivery and highlights its contributions on feature engineering of existing models.

In this paper, we propose an inductive graph transformer (IGT) for the estimation of package delivery time on a national level. Contrary to currently coupled graph transformers [10, 17] that leverage transformer as a substitution of information aggregator in GNN, we decouple the GNN and transformer pipeline in IGT. Specifically, we use transformer as a regression function and frame collected orders into sentences of NLP. Analogous to word in a sentence for language processing, we denote retailer, addresses, and payment time as “element” in an order. In this way, we can represent orders as a heterogeneous graph with different types of nodes (i.e., element) and capture the high-order semantic relations with information propagation of GNN. Furthermore, we adapt our model to large-scale scenarios by simplifying GNN with the removal of non-linear activation and linear transformation matrix. In the following sections, we will be using the terms “element” and “node” interchangeably based on the discussed context. With our simplified GNN, the embeddings of unseen elements in an order can be approximated from the observed neighbor elements. In practice, orders have periodicity and recurring natures. We capture the temporal evolution of elements with a gated recurrent unit (GRU) [3]. Finally, we fuse the node embeddings and raw features of orders into a transformer-like architecture for ETA prediction.

In summary, the contributions made in this work are as follows:

- We propose an inductive graph transformer for ETA prediction in package delivery. Instead of coupling transformer as an alternative attention mechanism for neighborhood information aggregation in GNNs, we use a decoupled architecture that feeds both extracted heterogeneous information from GNNs and raw features of orders into transformers for ETA prediction.
- We design a simplified heterogeneous graph convolutional network that can encode high-order semantic information of orders into latent element embeddings and dynamically update element embeddings with GRU. Specifically, we remove the non-linear activation and the linear transformation matrix of the current graph convolutional network to adapt to large-scale industrial scenarios. As a result, only the linear operator for information aggregation and propagation is retained in IGT.
- We conduct comprehensive experiments on two large-scale logistics datasets, and the results show that the proposed model is significantly superior to the existing methods.

2 RELATED WORK

2.1 Estimated Time of Arrival

Previous ETA prediction methods can be categorized into two main groups: 1) route-based methods and 2) OD-based models.

2.1.1 Route-based Methods. Apparently, route-based models take route information into consideration. With the available of route information, a line of work uses (graph) neural networks to encode the spatial and temporal dependency. For example, WDR [33] devises a Wide-Deep-Recurent (WDR) architecture based on sequential features to formulate ETA as a regression problem. CompactETA [12] and ConSTGAT [11] exploit graph attention networks (GAT) [29] on a spatio-temporal graph for representation learning. HetETA [15] models different turning directions into a heterogeneous information graph and then learns the representation of the graph for ETA prediction. Note that the road structure in HetETA is assumed to be static, which is different from the package delivery in which graphs evolve dynamically. In logistics system, DeepETA uses a spatial-temporal sequential neural network to capture the regularity of the delivery pattern and the sequence of packages in a delivery route [35]. The above networks assume the nodes are present in the training of the embeddings and do not apply to inductive settings.

2.1.2 OD-based Methods. Due to privacy consideration, it is usually difficult to obtain the path information in many application scenarios. Under such a setting, OD-based methods that utilize the features of origin and destination are proposed for ETA prediction. In [31], the authors propose a simple model to predict travel time of a given trip by weighing the travel time of neighbors. The neighbors are filtered according to both the spatial information of origin and destination and the temporal information of trip starting time. Li et al. develop a novel representation learning framework for travel time prediction, which uses road network, spatio-temporal smoothing prior, and additional trip attributes to represent the real world trip attributes [22]. The model can distill road network information in historical trips for accurate ETA prediction. However, it assumes the path information can be observed in historical trips, which is lack of generalization. The most relevant existing work is the ETA prediction for food delivery [43], which is as complex as our problem because it is dependent on numerous features from couriers, restaurants, and traffic. However, this work mainly focuses on the exploitation of feature engineering to feed existing models.

2.2 Graph Transformers

Transformer [28], GNNs, and their variants have achieved great success in many fields. A line of work has been proposed recently to fuse the two as a graph transformer. For example, Yun et al. develop graph transformer networks on heterogeneous graphs targeting to transform a given heterogeneous graph into a meta-path based graph and then perform convolution consequently [37]. Notably, their focus behind the use of attention framework is for interpreting the generated meta-paths. Another line of transformer on heterogeneous information networks is developed in [17]. The proposed graph transformer uses transformer to substitute the attention mechanism in GAT. Furthermore, Zhou et al. propose a transformer based generative model which generates temporal graphs by directly learning from dynamic information in networks [38]. In [10], the authors propose a generalization of transformer neural network architecture for homogeneous graphs of arbitrary structure. These existing methods generally employ the attention mechanism.
in transformer for information aggregation. It is difficult to apply
them to inductive graphs.

3 PROBLEM STATEMENT
This paper targets to solve the ETA prediction problem based on
historical order delivery information. In our scenario, the platform
will generate an order either after consumers have paid for their
products or when the consumers are viewing a product page. We
formally define an order and the problem of delivery time estimation
as follows.

Definition 3.1: Order. An order is represented as a tuple: \( x_i =
(r_i, o_i, d_i, t_i) \), where \( r_i \) denotes the retailer, \( o_i, d_i \) are the origin
location and destination of the order, respectively. \( t_i \) is the payment
time of this order. Each element in an order tuple is coupled with a
hand-crafted dynamic feature vector describing its statistical infor-
mation. Thus, we can denote the dataset with \( N \) historical orders
by \( X = \{ x_i | i = 1, 2, \cdots, N \} \), and the associated delivery time by
\( y = \{ y_i | i = 1, 2, \cdots, N \} \). A delivery time \( y_i \) usually is calculated
from the payment to the time when the order is signed.

Definition 3.2: Problem of Delivery Time Estimation. Given a set
of historical orders \( X \), the delivery time \( y \) and the input features \( Z \),
we aim to estimate the delivery time \( y_q \) of a query order \( x_q \).

4 INDUCTIVE GRAPH TRANSFORMER
Since graph convolutional network (GCN) [20] was first outlined to
generalize convolutional neural networks (CNNs) on graph struc-
tured data, GCN and its variants have been successfully applied to
various domains [2, 32, 36, 39–42]. As the order graph can be easily
constructed from the historical orders. Each element in an order
tuple is represented as node in the order graph, and two nodes are
linked if they have occurred in the same order. Considering the
computational complexity of dealing with large-scale order graphs,
we further limit the links to adjacent elements of an order.

Definition 4.1: Construction of Heterogeneous Graph. Specifically,
given an order \( (r_i, o_i, d_i, t_i) \), the retailer node \( r_i \) can only connect
to the sender address node \( o_i \). The sender address node \( o_i \) can link
to both the retailer node \( r_i \) and the receiver address \( d_i \), and so forth.
That is, each order will generate only 6 edges instead of 12. In this
way, the dense of the graph can be cut down by half. Meanwhile,
the information from one node can be propagated to any other
nodes via stacking more convolutional layers of GCN.

With the constructed heterogeneous graph, we can decouple the
data into a set of bipartite graphs. We graph convolution on the
bipartite graphs. The transformation operator and activation
layer in GCN pose prohibitive cost for large-scale graphs. We
simplify the graph convolutional layer with linear computation.
However, apart from the structural information, the nodes in the
graph may exhibit different temporal patterns. We adopt GRU to
analyze temporal correlations on time-series axis at the node-level.
GRU solves the vanishing gradient problem of a standard recurrent
neural network (RNN) by using update gate and reset gate. Com-
pared with the long short-term memory (LSTM) network. GRU is
faster to train due to the fewer number of weights and parameters
to update during training. The output of GRU as well as the raw input
features are feed into a transformer variant for final prediction.
Figure 1 shows the overall framework of the proposed IGT model.

It consists of two main modules: 1) TinyGCN (i.e., Temporal and
Heterogeneous GCN) and 2) ETAformer (i.e., ETA Prediction with
Transformers). Next, we introduce the details of each component.

4.1 TheGCN
Suppose \( G = (V, E) \) be the order graph derived from historical or-
ders, where \( V \) and \( E \) denote the node set and edge set respectively.
Each node \( v \in V \) and each edge \( e \in E \) are associated with type
mapping functions. Our scenario includes four types of nodes and
one type of edges. Hence, the constructed graph will be a heteroge-
eous graph. We first introduce how GCN works on homogeneous
graphs, then we show how to apply the convolutional operator to
heterogeneous graphs. A typical GCN on homogeneous graphs that
recursively updates the hidden embedding \( \hat{H}^l \) at the \( l \)-th layer is
defined as:

\[
\hat{H}^l = \sigma(A \hat{H}^{l-1}W^l),
\]

where \( W \) is the learnable transformation matrix and \( \sigma(\cdot) \) is a non-
linear function, e.g., the ReLu function. \( A = \hat{D}^{-1/2}(A+I)\hat{D}^{-1/2} \) is
the re-normalization of the adjacency matrix \( A, \hat{D} = \text{diag}(d_1, \cdots, d_{|V|}) \)
is the diagonal degree matrix of \( A + I \), where each entry on the
diagonal is equal to the sum of the degree matrix \( d_i = 1 + \sum j a_{ij} \).
Each node \( q_i \) in the graph has a corresponding \( D \)-dimensional
latent feature vector \( h_i \in \mathbb{R}^D \). The initial feature matrix \( H^0 =
[h_0, \cdots, h_{|V|}]^T \) stacks \( |V| \) feature vectors on top of one another.

In order to apply the graph convolution operator on heteroge-
eous graphs, a couple of GCN variants are proposed in other domains
[26, 44]. However, they are both computationally expensive and
prone to over-fitting. Inspired by the study of simplified
homogeneous SGC [34], we design a heterogeneous GCN which
works on heterogeneous graphs. A typical GCN on homogeneous graphs that
recursively updates the hidden embedding \( H^l \) at the \( l \)-th layer is
defined as:

\[
H^l = \sigma(A \hat{H}^{l-1}W^l),
\]

where \( W \) is the learnable transformation matrix and \( \sigma(\cdot) \) is a non-
linear function, e.g., the ReLu function. \( A = \hat{D}^{-1/2}(A+I)\hat{D}^{-1/2} \) is
the re-normalization of the adjacency matrix \( A, \hat{D} = \text{diag}(d_1, \cdots, d_{|V|}) \)
is the diagonal degree matrix of \( A + I \), where each entry on the
diagonal is equal to the sum of the degree matrix \( d_i = 1 + \sum j a_{ij} \).
Each node \( q_i \) in the graph has a corresponding \( D \)-dimensional
latent feature vector \( h_i \in \mathbb{R}^D \). The initial feature matrix \( H^0 =
[h_0, \cdots, h_{|V|}]^T \) stacks \( |V| \) feature vectors on top of one another.

In order to apply the graph convolution operator on heteroge-
eous graphs, a couple of GCN variants are proposed in other domains
[26, 44]. However, they are both computationally expensive and
prone to over-fitting. Inspired by the study of simplified
homogeneous SGC [34], we design a heterogeneous GCN which
towards computationally efficiency without compromising the per-
formance. Compared with SGC [34], we further remove its trans-
formation matrix to reduce the parameter search space. This allows
our model to be trained with large-scale datasets. Given the het-
erogeneous graph \( G \), we first construct a set of bipartite subgraphs
based on the combinations of the node types. Suppose the number
of node types is \( n \), the number of bipartite subgraphs will not ex-
ceed \( \binom{n}{2} = \frac{n(n-1)}{2} \). Furthermore, we construct a sub-graph \( G' \) from
the original graph \( G \) based on the two node types \( i \) and \( j \). In \( G' \), the
type of a node belongs to either \( i \) or \( j \), and any two nodes in
subgraph \( G' \) will be linked if they are connected in the original
graph \( G \). As \( G' \) is undirected, we have \( G' = G' \). We denote the
adjacency matrix of \( G' \) as \( A' \):

\[
A' = \begin{pmatrix}
0 & R \\
R^T & 0
\end{pmatrix},
\]

and each entry \( R_{uv} \in R \) is 1 if node \( u \in G' \) is connected with
node \( v \in G' \) in \( G \); Otherwise, \( R_{uv} \) is set to 0. Following [20], we
also perform the re-normalization trick on \( A' \), resulting as \( \hat{A}' \).
To perform convolution operation on bipartite graphs, we update the
vanilla GCN in Eq. (1) as:

\[
H^l' = \hat{A}' H^{l-1} \hat{W}'^l,
\]

where \( H^l' \) denotes the embeddings of nodes in \( G' \) at the \( l \)-th GCN
layer. Suppose the number of nodes with type \( i \) is \( N_i \), then \( H_i \in
\mathbb{R}^{N_i \times D} \) is the feature matrix of node type \( i \) by stacking this type of
nodes on top of one another. Analogously, $H^t_{i,j} \in \mathbb{R}^{(N_i+N_j) \times D}$. Note that Eq. (3) simplifies the vanilla GCN by removing both the collapsing weight matrix and the non-linear layer, which further simplifies SGC [34] with the removal of the non-linear activation. Meanwhile, the reduction of trainable parameters prevents the model from over-fitting. The linear information propagation enables the model to be computationally efficient. We name this simplified graph convolution for bipartite graphs as Bipartite SGC in Figure 1.

As one type of nodes may be involved in multiple bipartite graphs and participate the information propagation simultaneously, we aggregate the propagated information for each type of nodes within each layer as follows,

$$H^t_i = \text{AGGREGATE}(\{H^t_{i,j} : N_i \} \, j = 1, ..., n, \, \text{and} \, G_{i,j} \neq \emptyset),$$

where AGGREGATE is an aggregation function, and $n$ is the number of node types. Here, we use the sum aggregation. Other aggregation operators [4] can also be applied for aggregating the embeddings of nodes belonging to the same type. In Eq. (4), we use the slice operator to extract the embeddings of $i$-type nodes.

One benefit of such information aggregation within each layer is that the information from different types of nodes can be completely integrated with each other. The integrated information is then fed into the next layer for propagation. Another benefit is that TempGCN updates the embeddings of all nodes instead of a batch of nodes in each iteration to avoid the memory staleness problem [18].

With the information obtained in each layer, we update the nodes’ final embeddings at time $t-1$ by aggregating all intermediate embeddings. That is:

$$H^{t-1}_{i} = \text{AGGREGATE}(H^0_i, H^1_i, ..., H^t_i),$$

where $L$ is the number of propagation layers. The aggregation function AGGREGATE can be any functions discussed in [4]. Here, we use the mean aggregation for final node updating.

To further fuse the temporal information into the learnt embeddings $H^{t-1}_i$ at time $t-1$, we use the gating mechanisms to control and manage the flow of information.

$$H^t_i = \text{UPDATE}(H^{t-1}_i, Z^t_i),$$

where $Z^t_i$ is the raw input feature vectors of $i$-type elements in orders at time $t$. Here, UPDATE is a learnable update function, e.g., a recurrent neural network such as LSTM or GRU. In this work, we adopt the GRU network because it owns fewer number of gates and is as effective as LSTM.

Note that we use a normalized adjacency matrix constructed from historical orders to avoid data leakage in model training stage. However, in inference stage, we use the normalized adjacency matrix built upon both training and test data [14]. Under inductive setting, our proposed TempGCN can fuse information from its neighbors within the same order $x_i$ to learn the embeddings of unseen nodes. In extreme cases, all nodes in $x_i$ are never observed in training, which means that no neighbor information can be used. TempGCN adopts GRU to update the node’s embeddings from raw input features. Hence, raw features will be used to estimate the delivery time of this order.

### 4.2 ETAformer

The standard transformer is designed for word prediction, and a sentence is treated as a fully connected graph. An order in our scenario is analogy to a sentence in natural language processing (NLP) with less than tens or hundreds of elements. As such, the ETA prediction is substantially amenable to transformers. Large transformer models can be trained on such fully connected graphs. Furthermore, each word attends to each other word in a sentence in the transformer architecture, which enables the high-order interactions among words. In NLP, the prediction of a word in a sentence can vary with context, other words etc. Equivalently, in our scenario, the ETA prediction relies not only on the raw features from retailers, addresses, payment time, but also the high-order interactions of these features. However, the standard transformer assumes words are encoded within the same embedding space. In practice, the nodes in heterogeneous graph may vary in feature size as they belonging to different types. Thus, to encapsulate the input feature vectors into transformer, we first need to reshape the feature space. That is:

$$e_i = f(z_i, h^t_i),$$

where $z_i$ is the raw feature of node $i$, $h^t_i$ is the output embedding of node $i$ from TempGCN, and $f$ is a mapping function to align nodes.
Algorithm 1 Pseudo-code for Inductive Graph Transformer (IGT)

1: **Inputs:** Set of orders \( X \), the associated delivery time \( y \) and input feature vectors \( Z \).
2: Construct heterogeneous graph \( G \) from \( X \).
3: Initialize latent embeddings \( H^0 \) of nodes in \( G \) with Xavier.
4: Extract bipartite subgraphs with node type \( i \) and \( j \) \( G_{i,j} \) from \( G \) and the latent embeddings \( H^0_{i,j} \) from \( H^0 \).
5: for \( X' \) in \( X \) do  
   6:     \( i \) in \( [1, ..., L] \) do \( \triangleright \) layer-wise propagation  
   7:         for \( j \) in \( [1, ..., n] \) do  
   8:             \( H^l_{i,j} = \hat{A}_{i,j} H^l_{i,j}^{-1} \) \( \triangleright \) bipartite SGC  
   9:         end for  
  10:     end for  
  11: end for  
6: for \( i \) in \( [1, ..., n] \) do  
12:     \( H^l_i = \text{AGGREGATE}((H^l_{i,j} : \mathcal{N}_i)) \) \( \triangleright \) Eq. 4  
13: end for  
14: end layer propagation loop  
15: for \( i \) in \( [1, ..., n] \) do  
16:     \( H^l_i^{-1} = \text{AGGREGATE}(H^l_i, H^l_j, ..., H^l_k) \) \( \triangleright \) Eq. 5  
17:     \( H^l_i = \text{UPDATE}(H^l_i^{-1}, Z^l_i) \) \( \triangleright \) Eq. 6 for temporal update  
18: end for  
19: \( \hat{y}^l = \text{ETAformer}(H^l, Z^l) \) \( \triangleright \) ETA prediction  
20: \( \mathcal{L} = \text{MAE}(\hat{y}^l, \hat{y}^l) \) \( \triangleright \) loss  
21: \( \mathcal{L}.\text{backward}() \) \( \triangleright \) back-propagate  
22: end for

with the same dimensionality. An intuitive function is using multilayer perceptron (MLP) to map features of different dimensional spaces to the same space. However, it introduces additional parameters to the model, so we adopt zero-padding on each node of an order. Finally, we reshape the order into \( x^i \in \mathbb{R}^{n \times W} \), where \( n \) is the number of elements in an order and \( W \) is the padded embedding size of each element.

For capturing the order-level information, we prepend a learnable header token similar to that of BERT [7] and ViT [9]. In implementation, we use a MLP with one hidden layer for token learning. On positional encodings, existing graph transformers design various methods to preserve the distance information between nodes. Our decoupled architecture utilizes the standard positional encoding of transformer. Because an order \( x_q \) in our scenario can be naturally framed as a sequence of elements. The header token \( e^h \), positional encodings \( e^p \) and mapped node embeddings \( e^q \) of \( x_q \) are then fed into the transformer variants. Upon the output, we finally use a layer normalization (LN) and a single layer MLP to predict the ETA, as shown in Figure 2.

Formally, we denote the raw feature of a query order \( x_q \) as \( x_q = (x^1_q, x^2_q, ..., x^n_q) \), where \( x^i_q \) is the raw feature of \( i \)-th element in the order. The ETA prediction of order \( x_q \) based on the transformer-like models can be presented as follows,

\[
\begin{align*}
\bar{e}^q &= f(x_q, h^l_q), \\
\bar{e}^h &= \text{Transformer}(\bar{e}^h, e^p, e^q), \\
\hat{y}_q &= \text{MLP}(\text{LN}(\bar{e}^h)).
\end{align*}
\]

Figure 2: The architecture of ETAformer.

Table 1: Statistics of experimental datasets.

| Datasets | D1   | D2     |
|----------|------|--------|
| # of orders | 3,753,393 | 1,817,766 |
| # of retailers | 4,729 | 8,741 |
| # of days | 110 | 47 |
| validation/test days | (10, 15) | (5, 10) |
| # of orders in test | 61,647 | 348,037 |
| # of orders with unseen retailers | 913 | 930 |
| # of orders with unseen addresses | 61 | 3 |

4.3 Model Training

For training the proposed IGT model, we utilize the Adam [19] as the optimizer, and use the Mean Absolute Error (MAE) as our loss function. Considering a set of \( N \) samples \( y = (y_1, y_2, \cdots, y_N) \) representing the ground truth and the associated predictions \( \hat{y} \), the MAE-based loss function is defined as follows:

\[
\mathcal{L} = \text{MAE}(y, \hat{y}) = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|.
\]

The details of the optimization algorithm used to learn the IGT model are summarized in Algorithm 1.

5 EXPERIMENTS

5.1 Experimental Datasets

We utilize two large-scale logistics datasets collected from one of the world’s largest e-commerce platforms to evaluate the performance of IGT as well as the baselines.

5.1.1 Data Description and Statistics. The first dataset contains 0.38 million samples from 4,729 retailers (denoted by D1), ranging from January 3rd to April 22nd, 2021. The second dataset includes
1.8 million samples collected from 8,741 retailer (denoted by D2), ranging from June 3rd to July 22nd, 2021. The two datasets are not only different in graph size, collected time, but also in collection regions. Both datasets are orders targeting a fixed receiving city. Specifically, D1 is collected with all the orders sent to Weihai, China. D2 is for packages oriented to Hangzhou, China. The population of the receiving city of Hangzhou is 3 times more than it is in Weihai. From Table 1, we can also observe that the retailers in D2 are relatively more active than those in D1 with an average of 208 orders. For ETA prediction, we follow the chronological data splitting for training, validation, and test. To be specific, we split the orders in the last 25 days of D1 by 10:15 as validation and test, the last 15 days of D2 by 5:10, orders from other days are used for training. In Table 1, we denote the unseen nodes (e.g., retailers, addresses) as the nodes in test that never occurred in training. Note that the datasets also collect the evolving features of retailer, payment time, sender address, and receiver address.

To facilitate our interpretation of the prediction results on different datasets, we plot the histogram of the diurnal pattern on order payment time in Figure 3. From the plots, we can observe the payment time pattern is consistent with human regularity. The two datasets also vary in order volume, that is, the number of orders received in Hangzhou is almost an order of magnitude of Weihai at each payment time.

![Figure 3: Diurnal pattern of orders. y-axis is in log scale.](image)

### 5.2 Comparison Methods and Metrics

We compare the proposed IGT model with the following baselines. 1). **Linear Regression (LR)** models the delivery time of orders by training a linear regression model based on the raw features of orders. We use the LR in scikit-learn [25] for evaluation. 2). **XGBoost** [1] is a gradient boosting decision tree based regression model. The input is the same as the LR model. We use the XGBoostRegressor in xgboost 1 with MAE as its evaluation metric. 3). **MURAT** [22] captures underlying road network structures as well as spatio-temporal prior knowledge for OD travel time estimation. The road information is not available in our dataset, the OD graph is built upon the sender and receiver address. We use both ResNet18 and deep feed forward neural networks (DNN) to map the learned representations to target tasks. In our scenario, we found DNN performs better than ResNet18. The reported results in our paper are based on DNN. 4). **xDeepFM** [23] learns both low- and high-order feature interactions in both explicit and implicit fashions in an extreme deep factorization machine framework. We transform the recommendation task into a regression task for ETA prediction. 5). **TEMP** [31] is an OD-based approach for travel time estimation. It averages the scaled travel times of all neighboring routes with similar origin and destination for ETA prediction. 6). **Deep-ETA** [35] is an end-to-end network for last-mile package delivery estimation. It not only takes route features into consideration but also encodes the spatial and temporal information in deep neural networks for ETA prediction. As no route information is available in our data, we use the sender and receiver addresses as the route history. 7). **HetETA** [15] targets to estimate the arrival time of taxis within a city. It uses gated convolutional neural networks and ChebNet [6] to capture the relations between through spatial and temporal perspectives. This method relies on the trajectory information. Again, as our data lacks this type of information, we perform Het-ChebNets only on the road network. The road network is built up as the same as MURAT.

#### 5.3 Performance Comparison

All models are trained on a single GeForce RTX 2080 Ti with 11 GB memory. For traditional machine learning models, we feed full training data into LR, XGBoost, and TEMP for ETA prediction. Other models are trained in batches with a size of 8192. We monitor the loss over the validation set and apply early stopping if no improvement happens after 100 consecutive epochs. Considering the model convergence, the total epochs for training are fixed at 1000. We initialize the latent embeddings $H^0$ of nodes in $G$ with the Xavier method [13], tune the number of layers $L$ of GCN in (1, 2, 3, 4, 5), and the embedding size $D$ of nodes in (16, 32, 64, 128, 256). We implement our model 2 in PyTorch [24].

Following [22], we evaluate our model and all baselines under the metrics of MAE, Mean Absolute Percentage Error (MAPE), and Mean Absolute Relative Error (MARE). The definitions of MAPE and MARE are as follows,

\[
\text{MAE}(\hat{y}, y) = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|, \quad (10)
\]

\[
\text{MARE}(\hat{y}, y) = \frac{\sum_{i=1}^{N} |\hat{y}_i - y_i|}{\sum_{i=1}^{N} y_i}, \quad (11)
\]

Analogous to MAE defined in Eq. (9), $y$ denotes the ground truth of package delivery time, $\hat{y}$ denotes the predicted delivery time, and $N$ denotes the number of samples in test data.

Table 2 presents the performance comparison between the proposed IGT model and the baselines on two datasets. The results on three metrics show our proposed model is capable of improving the best baseline by more than 6%. Especially on dataset D1, IGT gains significant improvement over the best baseline by up to 11%. Compared with D2 in Table 1, D1 is more sparse. The averaged number of orders for each retailer is 0.7 and 4.4 per day in D1 and D2, respectively. The results between D1 and D2 indicate that IGT performs better with sparse graph. However, sparsity may partially contribute to the performance. We analyze why the performance of the two datasets vary heavily through the perspective of information theory.

We utilize entropy to quantify the entropy of the distribution of delivery time under a payment time.

---

1. https://xgboost.readthedocs.io

2. Source code is available at: https://github.com/enoche/IGT-WSDM23.
Table 2: Performance comparison on ETA prediction between our model and the baselines. We mark the best results on each dataset under each metric in Bold face, and the second best underlined. Improvement (%) is calculated between the best result achieved from the baselines and the result of our model.

| Datasets | Metric | LR | XGBoost | MURAT | xDeepFM | TEMP\textsuperscript{rel} | DeepETA | HetETA | IGT | Improvement (%) |
|----------|--------|----|---------|-------|---------|----------------|---------|--------|-----|-----------------|
| D1       | MAE(hours) | 23.46 | 11.94 | 12.15 | 11.85 | 17.19 | 16.61 | 13.41 | **10.53** | 11.14 |
|          | MAPE(%)  | 31.28 | 15.46 | 16.11 | 15.73 | 26.48 | 26.38 | 18.86 | **13.35** | 13.65 |
|          | MARE(%)  | 34.02 | 17.32 | 17.62 | 17.18 | 24.93 | 24.09 | 19.45 | **15.28** | 11.06 |
| D2       | MAE(hours) | 10.75 | 8.16 | 8.83 | 7.99 | 10.53 | 14.58 | 10.57 | **7.39** | 6.13 |
|          | MAPE(%)  | 26.21 | 17.24 | 19.31 | 16.50 | 24.37 | 35.69 | 24.66 | **14.22** | 9.82 |
|          | MARE(%)  | 22.92 | 17.39 | 18.83 | 17.03 | 22.45 | 31.08 | 22.53 | **15.75** | 6.11 |

where \( S^t \) is the set of delivery time for orders placed at \( t \). The entropy is larger for orders with greater divergent delivery time that placed at the same time \( t \). As such, we plot the entropy of the two datasets with regard to the payment time in Figure 4. The figure reveals dataset D1 has a larger averaged entropy value than that of dataset D2. As a result, the MAE value for D1 is much larger than D2 for all models. We will re-examine the variation of entropy in Section 5.6.

As for the baselines, the performance of LR is poor mainly because it can only use the raw features for regression tasks. Other regression models such as XGBoost and xDeepFM can capture the interactions between features, thus achieving better performance. TEMP\textsuperscript{rel} improves LR on both datasets implying the importance of spatial (i.e., longitude, latitude) and temporal information in ETA prediction. The performance of MURAT, DeepETA and HetETA is compromising as they are designed to take advantage of route information for ETA prediction. However, MURAT and HetETA utilize graph representation learning to learn the meaningful embeddings of OD links and achieve better performance over DeepETA. Similarly, our model also uses graph learning (i.e., GCN) to capture the structural information between orders. Nevertheless, we focus on node representation learning, and a link that connects retailer, addresses and payment time is represented by concatenating the embeddings of these nodes.

Figure 4: Entropy of the delivery time for orders placed at payment time.

5.4 Ablation Study
We perform ablative study on each component of IGT to examine its contribution in ETA prediction. Recalling that IGT consists of two components, namely Tin\textsuperscript{rel}GCN and ETAformer. The decoupled architecture of IGT enables us to perform ETA prediction on each component without the prerequisite of the other one. First, to evaluate Tin\textsuperscript{rel}GCN, we feed the concatenation of the latent embeddings obtained from Tin\textsuperscript{rel}GCN into a single layer MLP for ETA prediction. As for ETAformer, it can cope with the raw features directly. We report the performance on the two datasets under each metric in Table 3.

The results show that ETAformer achieve better performance than Tin\textsuperscript{rel}GCN in ETA prediction. Because ETAformer acts on inter-order, it further explores the high-order interactions between elements of an order. Comparing the performance of Tin\textsuperscript{rel}GCN with that of xDeepFM in Table 2, we can observe that merely using of Tin\textsuperscript{rel}GCN in IGT can obtain competitive performance to xDeepFM. Because Tin\textsuperscript{rel}GCN is also able to extract the high-order information between orders by virtue of linear information propagation. The training time in Table 2 demonstrates Tin\textsuperscript{rel}GCN is significantly faster than ETAformer. The combination of Tin\textsuperscript{rel}GCN and ETAformer gains significant improvements over the baselines.

5.5 Hyper-parameter Study
We examine how the number of layers \( L \) and the embedding size \( D \) of nodes in Tin\textsuperscript{rel}GCN affect the performance of IGT. We collect the MAE performance of IGT under the grid-search of hyper-parameters \( L \) and \( D \) on both datasets (D1 and D2) and plot the heatmap in Figure 5. We observe that the dimensionality \( D \) of the hidden embeddings in Tin\textsuperscript{rel}GCN has a more decisive impact on the ETA prediction. Stacking too many layers \( L \in\text{Tin\textsuperscript{rel}GCN} \) may result in over-smoothing [21] and degenerate the prediction performance. A good choice for the dimensionality of hidden embeddings may depend on the number of orders in the dataset.

5.6 Inductive and Transductive Learning of IGT
We further analyze the prediction results with regard to the types of nodes and the number of orders in each node type. Especially, we examine the prediction performance of IGT under inductive setting where nodes have no historical orders. In our analysis, we compare IGT with xDeepFM to elucidate the use cases where IGT may provide a significant edge.
Payment time. We plot the ETA prediction performance of IGT and xDeepFM with regard to payment time in a day in Figure 6, from which we can observe that our proposed model always shows better performance against the best baseline method xDeepFM at every payment time. Obviously, the performance of both models exhibits certain fluctuations over payment time. When comparing Figure 6 with Figure 3 and Figure 4, we find the entropy of the delivery time on orders is highly correlated with the prediction results. More orders for training may not improve the ETA prediction performance of the models. It is rational because larger entropy makes the models unable to estimate the delivery time accurately. Both models show large prediction error around 15:00 on the two datasets. The reason is that courier companies usually dispatch the collected packages to the next station around 15:00, products ordered after this time need to wait for the next dispatching slot. In both datasets, our proposed IGT shows marginal improvements over xDeepFM around the peaks.

Retailer and address. As both datasets have orders with unseen retailers and addresses, we can evaluate the performance of IGT under inductive settings. We take data binning to reduce the cardinality of the number of orders with regard to retailer and address. To be specific, we divide the number of orders \( N \) received by one retailer into groups: unseen (\( N = 0 \)), small (\( 0 < N \leq 100 \)), medium (\( 100 < N \leq 500 \)) and large (\( 500 < N \)). Similarly, we divide the number of orders \( N \) associated with sender addresses into groups: unseen (\( N = 0 \)), small (\( 0 < N \leq 500 \)), medium (\( 500 < N \leq 1000 \)) and large (\( 1000 < N \)). We plot the prediction performance on groups with a size larger than 50 in Figure 7. In inductive learning setting, IGT shows better prediction performance than xDeepFM on both datasets under retailer and address. Note that IGT reduces the MAE value by half of xDeepFM on unseen addresses of dataset D1. Although the number of orders on unseen addresses is relatively small as the prediction values show higher variance, we can see IGT is superior to xDeepFM in inductive learning from the left part of Figure 7. The right part of Figure 7 shows that both models do not always learn well with the accumulation of historical orders from the same retailer or address. Especially on dataset D1, larger number of orders from retailers degrades the performance of both models. Compared with the retailer perspective, the accumulation of orders on address shows continuous improvements from both models on the two datasets.

Figure 5: Hyper-parameter study of IGT.

Figure 6: ETA prediction performance with regard to payment time in a day.

Figure 7: Inductive and transductive learning of IGT with regard to nodes with different number of historical orders.

6 ONLINE EXPERIMENT

To further evaluate the effectiveness of IGT, we evaluate its performance online. We evaluate the performance of IGT on the e-commerce platform for one week. We split out the entire user requests by 1/10 to test our model. The MAE, MAPE and MARE are 9.86 hours, 14.36% and 15.83%, respectively. Compared with Table 2, the national level evaluation performance is between that of D1 and D2. The results indicate cities with a larger population usually have lower MAE on ETA prediction. Compared with the original served model, our model can reduce the average predictive error (i.e., MAE) by 15%.

7 CONCLUSION AND FUTURE WORK

In this paper, we propose an inductive graph transformer (IGT) to estimate the package delivery time. We use a decoupled architecture to capture both the high-order interactions of orders via a temporal and heterogeneous GCN and the interactions of elements in an order through a transformer-based model. The information of unseen nodes can be learnt by propagating messages from neighboring nodes in our model. Hence, both structural information and raw features can be utilized in the transformer-based model for accurate ETA prediction. In our model, IGT, we simplify GCN by removing both its non-linear layer and the transformation matrix. This allows industrial scenarios to apply IGT on large-scale datasets. Experimental results on two large-scale offline logistics datasets demonstrate the effectiveness of IGT in both inductive and transductive learning. We further evaluate the performance of the model in a national level for online test. IGT is promising in enhancing the user experiences of billions of customers in deployment on e-commerce platforms. For future work, we will focus on providing confidence intervals on ETA prediction instead of a point estimation.
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