ABSTRACT

For future surveys of fast radio bursts (FRBs), we clarify information available from cosmic dispersion measures (DMs) through cross-correlation analyses of foreground dark matter haloes (hosting galaxies and galaxy clusters) with their known redshifts. With a halo-model approach, we predict that the cross-correlation with cluster-sized haloes is less affected by the details of a halo’s mass profile, whereas the cross-correlation with small mass haloes is less affected by the details of the halo’s mass profile. For massive haloes, the cross-correlation at angular scales of $\lesssim 3$ arcmin is sensitive to gas expelled from the halo centre due to galactic feedback. Assuming 20,000 FRBs over 20,000 deg$^2$ with a localisation error being 3 arcmin, we expect that the cross-correlation signal at halo masses of $M_h \gtrsim 10^{12} - 10^{14} M_\odot$ can be measured with a level of $\sim 1\%$ precision in a redshift range of $0 < z < 1$. Such precise measurements enable one to infer the linear mass variance smoothed at $8 h^{-1}$ Mpc, mean mass density, mean baryon density, the present-day Hubble parameter and fraction of free electrons in cosmic photons today), whereas the gas-to-halo mass relation in galaxies and clusters can be constrained with a level of $10\%-20\%$. Furthermore the cross-correlation analyses can break the degeneracy among $\Omega_b$, $h$ and $f_e$ inherent in the DM-redshift relation. Our proposal opens new possibilities for FRB cosmology, while it requires extensive galaxy redshift catalogues and further improvement of the halo model.
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1 INTRODUCTION

Understanding the evolution of cosmic baryons is crucial in modern astronomy. The mean energy density of cosmic baryons has been tightly constrained from measurements of temperature and polarization fluctuations in the cosmic microwave background (CMB; e.g. Bennett et al. 2013; Planck Collaboration et al. 2020) and primordial deuterium abundance based on big-bang nucleosynthesis (Cooke et al. 2018). Although these probes have provided information about cosmic baryons in the early universe (e.g. Peebles & Yu 1970; Sunyaev & Zeldovich 1970), late-time information is required for a complete understanding of cosmic baryons. The cosmic baryons form large-scale structures through gravitational collapse with dark matter, whereas their cooling and heating processes play an essential role in forming stars and galaxies. Observational estimates have shown that the star formation in galaxies is an inefficient process, even at present, and a large fraction of cosmic baryons would remain in the gaseous phase of the universe (e.g. Fukugita et al. 1998; Fukugita & Peebles 2004). This implies that most baryonic matter in the late-time universe has not been observed, thereby motivating us to develop observational methods to seek the so-called missing baryons.

Most missing baryons are expected to be found in diffuse intergalactic media, which are too faint to detect on an individual basis (see e.g. Bonamente et al. 2016; Nicastro et al. 2018, for recent observational efforts). Various observational probes have been proposed to study diffuse baryonic matter between galaxies and stars (e.g. Bregman 2007; McQuinn 2016; Pérox & Howk 2020, for reviews). Among them, we study the dispersion measure (DM) defined as the column density of free electrons in this paper.

The DM is defined as the integral of the number density of free electrons along a line-of-sight direction. The DM has been commonly measured from a frequency-dependent arrival time in radio pulses, allowing us to study electrons in the vicinity of the Milky Way with pulsars so far (e.g. Taylor & Cordes 1993; Crawford et al. 2001; Cordes & Lazio 2002; Yao et al. 2017). New milli-second radio transients located at extragalactic distances, referred to as fast radio bursts (FRBs; Cordes & Chatterjee 2019, for a recent review), have opened a new window for studying the statistical properties of free electrons in an expanding universe (e.g. Ioka 2003; Inoue 2004; Macquart et al. 2020). Ongoing radio transient surveys are aimed at constructing a large sample of FRBs and revealing their origin. They include the Australian Square Kilometre Array Pathfinder...
(ASKAP\textsuperscript{1}) and the Canadian Hydrogen Intensity Mapping Experiment (CHIME\textsuperscript{2}), already providing information about hundreds of FRBs over a sky (e.g. Petroff et al. 2017; The CHIME/FRB Collaboration et al. 2021). Future surveys, such as the Square Kilometre Array (SKA\textsuperscript{3}), the DSA-2000\textsuperscript{4} (Hallinan et al. 2019), and the Canadian Hydrogen Observatory and Radio-transient Detector (CHORD) (Vanderlinde et al. 2019), will further improve the detection rate of FRBs, making \( \sim 10000 \) events available in decades (e.g. Connor et al. 2016; Hashimoto et al. 2020).

Because the DM contains all free electrons intervening between a given FRB and us, it is non-trivial how we can learn the redshift evolution of cosmic baryons from DM statistics, even if numerous FRBs become available. To separate the observed DM into several pieces at different redshifts, cross-correlation analyses with galaxies and galaxy clusters have been proposed (e.g. McQuinn 2014; Shirasaki et al. 2017; Madhavacheril et al. 2019; Rafiei-Ravandi et al. 2020). There are two classes of cross-correlations: the angular correlation between the observed DM and spatial positions of galaxies (clusters) (e.g. McQuinn 2014; Fujita et al. 2017; Shirasaki et al. 2017; Madhavacheril et al. 2019) and the correlation between spatial positions of FRB sources and galaxies (clusters) (e.g. Shirasaki et al. 2017; Ravi 2019; Rafiei-Ravandi et al. 2020). In this study, we work with the former cross-correlation because it is more sensitive to spatial distributions of electrons in and around gravitationally bound objects, referred to as dark matter haloes. Notably, one can extract the information about cosmic free-electron distributions from the latter cross-correlation by dividing FRB sources into subsamples using their DM estimates (Rafiei-Ravandi et al. 2020).

The information contained in cross-correlation has not been explored in detail. McQuinn (2014) showed that cross-correlation can be useful to statistically detect missing baryons around galaxies, whereas cosmological information in the cross-correlation has not been discussed. Fujita et al. (2017) considered DM-cluster correlation functions as a probe of missing baryons beyond cluster virial radii. Shirasaki et al. (2017) proposed cross-correlations as a probe of redshift distributions and host environment of FRBs, but they ignored non-linear effects in the cross-correlation for simplicity. Ravi (2019) studied a possibility of measuring the circumgalactic and intergalactic baryons with a sample of well-localized FRBs. Madhavacheril et al. (2019) focused on using FRBs as a probe of gas densities around galaxies, which is a key quantity in another cosmological observable of the kinematic Sunyaev-Zel’dovich (SZ) effect (Sunyaev & Zeldovich 1980). Rafiei-Ravandi et al. (2020) have shown a realistic forecast of the detectability of FRB-galaxy cross-correlations in ongoing and future surveys, whereas it is still unclear what physics we can learn from a precise measurement of the cross-correlation. Actual analyses with available FRBs and galaxies have already shown a marginal detection of the cross-correlation (Rafiei-Ravandi et al. 2021; Connor & Ravi 2021). Hence, it is timely to study the information content of cross-correlations as probes of missing baryons and cosmology.

In this study, we show that the precise measurement of cross-correlations constrains gas physics and cosmology separately (by breaking the degeneracy). We improve the previous analyses of cross-correlation using a flexible and efficient physical model of cosmic gas density around a given dark matter halo (Aricò et al. 2020) and clarify possible degeneracy between cosmological parameters and assumed baryonic physics. We adopt a halo-model approach (e.g. Cooray & Sheth 2002) to predict cross-correlation and its statistical uncertainty for a given survey configuration. Then, we study the information contents of the cross-correlation in terms of an expected signal-to-noise ratio (SNR) and a forecast of the expected constraints of relevant physical parameters via Fisher analysis. Using the Fisher forecast, we find that cross-correlation allows us to place a tight constraint on cosmological parameters such as the mass variance at linear scales, the average number density of free electrons in intergalactic media, and gas-to-halo mass relation from galaxy- to cluster-sized haloes.

The rest of this paper is organised as follows. We introduce the observables of interest and the theory of the cross-correlation analysis in Section 2. Next, we describe our model of gas density and the cross-correlation based on the halo model in Section 3. The survey configuration in the Fisher forecast is summarised in Section 4. Section 5 presents the key results, whereas we discuss the limitations of our analysis in Section 6. Finally, concluding remarks are provided in Section 7. In the following, In and log represent the natural logarithm and logarithm to base 10, respectively. We also provide a list of variables used in this paper in Table 4.

2 PRELIMINARIES

In this study, we work with an expanding flat geometry universe described using the Friedmann-Robertson-Walker (FRW) metric. Under general relativity, late-time expansion of the universe is governed by the following equation:

\[ H(z) = H_0 \sqrt{\Omega_M (1 + z)^3 + \Omega_{DE} (1 + z)^3(1 + w_0)}, \]

where \( z \) is the redshift, \( H(z) \) is the Hubble parameter and \( H_0 = 100 \text{ km/s/Mpc} \) is the present value of \( H(z) \). In Eq. (1), \( \Omega_M \) and \( \Omega_{DE} \) are the dimensionless density parameter of cosmic matter and dark energy (DE), respectively. It holds that \( \Omega_{DE} = 1 - \Omega_M \) for the flat geometry. We introduce an equation-of-state parameter of DE \( w_0 \) and simply assume no redshift dependence of the equation-of-state for DE. Notably, \( w_0 = -1 \) sets the DE to a cosmological constant \( \Lambda \). For a given \( H(z) \), the radial comoving distance to redshift \( z \) is computed as

\[ \chi(z) = \int_0^z \frac{c \, dz'}{H(z')}, \]

where \( c \) is the speed of light. In the following, we will use \( z \) and \( \chi \) interchangeably.

2.1 Projected number density field of haloes

Let us assume that we have a sample of haloes distributed over a solid angle of the survey field. The angular number density of haloes per unit steradian can be written as follows:

\[ n_h(\theta) = n_h^{2D} \left[ 1 + c_h^{2D}(\theta) \right], \]

where \( c_h^{2D}(\theta) \) is the projected number density fluctuation field, which is dimension-less. \( n_h^{2D} \) is the mean number density, expressed in terms of the halo mass function as follows:

\[ n_h^{2D} = \int_{\chi_{\text{min}}}^{\chi_{\text{max}}} d\chi \, \chi^2 \int dM \frac{dn}{dM}(M, \chi) S(M, \chi). \]

where \( dn/dM \) is the halo mass function, and \( S(M, \chi) \) is the selection function of halo mass. We introduce a specific form of \( S \) in Subsection 4.1. We here set the range of comoving distances of interest to

\[ 10 \text{ Mpc} \leq d \leq 1000 \text{ Mpc}. \]

---

\textsuperscript{1} https://www.atnf.csiro.au/projects/askap/index.html
\textsuperscript{2} https://chime-experiment.ca/en
\textsuperscript{3} https://www.skatelescope.org/the-ska-project/
\textsuperscript{4} http://www.deepsynoptic.org
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\( x^{L, \text{min}} \leq x \leq x^{L, \text{max}} \). The 2D field \( \hat{\delta}^{2D}(\theta) \) is expressed in terms of the 3D number density field of haloes as follows:

\[
\hat{\delta}_h^{2D}(\theta) \equiv \frac{1}{\bar{\rho}_h} \int_{x^{L, \text{min}}}^{x^{L, \text{max}}} d x \, x^2 \int d M \frac{d n}{d M} \left( M(x) S(M, \chi) \right) \times \delta_h(x, \chi; M).
\]

Here, we introduce the 3D number density fluctuation field of haloes, \( \delta_h \), via \( n_h(x; M) = \frac{d n}{d M} \left[ 1 + \delta_h(x; M) \right] \), where \( n_h(x; M) \) is the 3D number density field at the position, \( x = (\chi, \theta, \chi) \), for haloes of mass \( M \).

### 2.2 Dispersion measure field

In this study, we decompose the observed DM along a given line-of-sight into three components:

\[
D_{\text{obs}} = D_{\text{MW}} + D_{\text{LSS}} + D_{\text{source}},
\]

where \( D_{\text{MW}} \) represents contributions from the Milky Way, \( D_{\text{source}} \) represents contributions at the position of the FRB source of interest (basically from the host galaxy, see Subsection 6.3 for details), and \( D_{\text{LSS}} \) includes other contributions from intervening electrons between the source and observer. Notably, LSS means large-scale structures, and \( D_{\text{LSS}} \) comprises circumgalactic, intergalactic and intracluster media. In the following, we pay special attention to \( D_{\text{LSS}} \), which is expected to be a dominant contribution when the FRB source locates at extra-galactic distance scales.

Considering an FRB at an angular position \( \theta \) on the sky and redshift \( z_s \), we formally express \( D_{\text{LSS}} \) as

\[
D_{\text{LSS}}(\theta, z_s) = \int_0^{x_s} d x \, n_c(x, \chi, \chi) \left( 1 + z(\chi) \right),
\]

where \( x_s = \chi(z_s) \), and \( n_c(x) \) is the comoving number density of free electrons. The average number density of free electrons in intergalactic media is given by (Deng & Zhang 2014)

\[
\bar{n}_c(z) = \frac{\bar{\rho}_b}{\mu_e m_p} f_c(z),
\]

where \( \bar{\rho}_b \) is the cosmological baryon density in comoving units, \( m_p \) is the proton mass, \( \mu_e = (X_p + Y_p)/2 \) is the mean molecular weight of electrons, \( X_p \) and \( Y_p \) represent the primordial mass fractions of hydrogen and helium, respectively. In this article, we set \( X_p = 1 - Y_p = 0.76 \). In Eq. (8), we introduce \( f_c(z) \), which describes the fraction of free electrons in the cosmic electron number density and depends on redshift due to reionisation. At a redshift \( z_s \), \( D_{\text{LSS}} \) is expressed as follows:

\[
D_{\text{LSS}}(\theta, z_s) = \int_0^{x_s} d x \, W_c(\chi) \left( 1 + \delta_c(\chi, \theta, \chi) \right),
\]

where \( W_c(\chi) = \frac{\bar{\rho}_b}{\mu_e m_p} f_c(z(\chi)) \left( 1 + z(\chi) \right) \),

\[
D_{\text{LSS}}(\theta, z_s) = \int_0^{x_H} d x \, K_c(\chi) \left( 1 + \delta_c(\chi, \theta, \chi) \right),
\]

where \( x_H \) is the comoving distance to \( z \to \infty \) and \( p(\chi) \) represents the redshift distribution of FRBs. Notably, we reverse the order of integration in \( \chi \) and \( \chi' \) to derive Eq. (11). We adopt the following functional form of \( p(\chi) \):

\[
p(\chi) = p_2(z) \left( \frac{dz}{d\chi} \right)^{-1},
\]

where \( \Theta(x) \) is the Heaviside step function, \( \alpha \) and \( z_{\text{max}, \ell} \) are free parameters in the model of \( p(\chi) \). We here assume a simple form of Eq. (14) to mimic an actual redshift distribution of FRBs, but our cross-correlation analysis does not require a precise determination of individual FRB redshifts. Our cross-correlation analysis uses the redshift information from other galaxy observations, allowing us to constrain the FRB redshift distribution. In this paper, our baseline model assumes \( \alpha = 3.5 \) and \( z_{\text{max}, \ell} = 5.0 \), which set the median redshift to 0.577. The current observation suggests that a major population of FRBs should have the source redshift less than unity (The CHIME/FRB Collaboration et al. 2021). Notably, we set the normalisation \( p_0 \) in Eq. (14) by imposing \( \int_0^{\infty} dz \, p_2(z) = 1 \). Our baseline model of the redshift distribution largely corresponds to the scenario of FRBs following the star-formation history (e.g. Muñoz et al. 2016), whereas the realistic values of \( \alpha \) and \( z_{\text{max}, \ell} \) depends on the properties of survey instruments and the origin of FRBs. When making a forecast of parameter constraints, we vary the parameter of \( \alpha \) to marginalise the uncertainty of the redshift estimation.

Although the redshift distribution of FRBs is uncertain at present, we find that our Fisher analysis in Subsection 5.3 is less sensitive to the choice of \( \alpha \) as long as we vary the fiducial \( \alpha \) by \( \pm 1 \). Note that \( \alpha = 2.5 \) and \( \alpha = 4.5 \) set the median redshifts of 0.80 and 0.44, respectively. The expected cosmological constraints can be affected by the change of \( \alpha = 3.5 \pm 1 \) with a level of ~1%.

### 2.3 Cross-correlations

Our primary focus is to extract the information about cosmic free electrons from cross-correlation analyses between the projected halo density field \( \hat{\delta}_h^{2D} \) and the DM-field \( D_{\text{obs}} \). First, we define a two-point cross-correlation function as follows:

\[
\xi_{\text{HD}}(\theta) = \langle \hat{\delta}_h^{2D}(\theta_1) D_{\text{obs}}(\theta_2) \rangle = \langle \hat{\delta}_h^{2D}(\theta_1) D_{\text{LSS}}(\theta_2) \rangle = \langle \hat{\delta}_h^{2D}(\theta_1) D_{\text{MW}}(\theta_2) \rangle
\]

where \( \langle \cdot \cdot \rangle \) represents an ensemble average, \( \theta \equiv [\theta_1 - \theta_2] \), and we ignore possible correlations among \( \hat{\delta}_h^{2D} \), \( D_{\text{MW}} \) and \( D_{\text{source}} \). It holds that \( \langle \delta_h^{2D} D_{\text{MW}} \rangle = 0 \) because we consider the halo sample at extra-galactic scales. On the other hand, there may exist correlations between \( \delta_h^{2D} \) and \( D_{\text{source}} \) provided some FRBs occur inside the haloes of interest (e.g. Shirasaki et al. 2017). Nevertheless, the correlation of \( \langle \delta_h^{2D} D_{\text{source}} \rangle \) is largely uncertain at present because it is related to the origin of FRBs. Notably, \( D_{\text{source}} \) has been estimated to be \( \lesssim 200 \text{ pc/cm}^3 \) for FRB host galaxies with known redshifts, except for FRB 190520 (e.g. Spitler et al. 2016; Chatterjee et al. 2017; Tendulkar et al. 2017; Kokubo et al. 2017; Bassa et al. 2017; Prochaska et al. 2019; Ravi et al. 2019; Bannister et al. 2019; CHIME/FRB Collaboration et al. 2020; Chittidi et al. 2020; Bhandari et al. 2020a,b; Mannings et al. 2020; Marcote et al. 2020; Macquart et al. 2020; Simha et al. 2020; Law et al. 2020; Heintz et al. 2020; James et al. 2021; Bhardwaj et al. 2021). Hence, we simply ignore the term of \( \langle \hat{\delta}_h^{2D} D_{\text{source}} \rangle \) in the cross-correlation function. We briefly discuss the impact of \( \langle \hat{\delta}_h^{2D} D_{\text{source}} \rangle \) on our analysis in Subsection 6.3, whereas we leave the investigation of \( \langle \hat{\delta}_h^{2D} D_{\text{source}} \rangle \) for future studies.
The cross-correlation in Fourier space is called the cross power spectrum\(^5\), which is defined as follows:

\[
(\delta_h^2(\ell_1) D_{\text{LS}}^2(\ell_2)) \equiv (2\pi)^2 \delta_{\text{D}}^{(2)}(\ell_1 + \ell_2) C_{\text{hh}}(\ell_1),
\]

where \(C_{\text{DD}}\) is the cross power spectrum, \(\delta_{\text{D}}^{(n)}(x)\) is the \(n\)-dimensional Dirac delta function, \(\delta_{\text{D}}^{(2)}\) is the Fourier transform of \(\delta_{\text{D}}^{(2)}\) and so on.

The cross power spectrum is equivalent to the Fourier transform of \(\varepsilon_{\text{hh}}\), and it holds that

\[
\varepsilon_{\text{hh}}(\ell) = \int \frac{d^2 \ell'}{(2\pi)^2} C_{\text{hh}}(\ell') \exp(i \cdot \ell).
\]

Then, we relate the two-point correlation function \(\varepsilon_{\text{hh}}\) with clustering information of underlying 3D fields \(\delta_h(x, M)\) and \(\delta_e(x)\). Using Eqs. (5) and (11), we obtain

\[
\varepsilon_{\text{hh}}(\ell) = \frac{1}{\bar{n}_e} \int_{x_{\text{min}}}^{x_{\text{max}}} d\chi_1 \chi_1^2 \int_0^\chi \int d\chi_2 K_e(\chi_2)
\times \int dM \frac{dn}{dM} (M, \chi_1) S(M, \chi_1) \int \frac{d^3 k}{(2\pi)^3} P_{\text{he}}(k, M, \chi_1, \chi_2)
\times \exp[ik_\perp (\chi_1 - \chi_2)] \exp[ik_\parallel (\chi_1 - \chi_2)],
\]

where \(\mathbf{k} = (k_\perp, k_\parallel)\), we perform the Fourier transform of the 3D fields of \(\delta_h\) and \(\delta_e\), and define the 3D power spectrum as

\[
(\delta_h(k_\perp, M, \chi_1) \delta_e(k_\parallel, M, \chi_2)) \equiv (2\pi)^3 \delta_{\text{D}}^{(3)} \left(k_\perp + k_\parallel\right) P_{\text{he}}(k, M, \chi_1, \chi_2).
\]

We adopt the Limber approximation (Limber 1954) so that

\[
\int \frac{dk_\parallel}{2\pi} P_{\text{he}}(k, M, \chi_1, \chi_2) \exp[i k_\parallel (\chi_1 - \chi_2)]
\approx P_{\text{he}}(k, M, \chi_1, \chi_2) \delta^{(1)}(\chi_1 - \chi_2).
\]

Using Eq. (17), we obtain

\[
C_{\text{hh}}(\ell) = \frac{1}{\bar{n}_e} \int_{x_{\text{min}}}^{x_{\text{max}}} d\chi K_e(\chi) \int dM \frac{dn}{dM} (M, \chi) S(M, \chi)
\times P_{\text{he}}\left(k = \frac{\ell}{\chi}, M, \chi\right).
\]

where we use \(k, \chi = \ell\) to derive Eq. (21). In the following, we study the cross power spectrum \(C_{\text{hh}}\) to extract the clustering information of cosmic free electrons around a given sample of haloes and cosmological parameters. For a simpler notation, we write \(P_{\text{he}}(k = \ell/\chi, M, \chi)\) as \(P_{\text{he}}(k = \ell/\chi, M, \chi)\) below.

### 3 MODEL OF FREE ELECTRONS

#### 3.1 Halo model

To compute the cross power spectrum \(C_{\text{hh}}\), we need the model of the 3D power spectrum of \(P_{\text{he}}\) defined in Eq. (19). We adopt a halo-model approach (Cooray & Sheth 2002; Rafiei-Ravandi et al. 2020) to compute \(P_{\text{he}}\).

The halo model assumes that all free electrons are associated with the density of gas in haloes. Under this assumption, the power spectrum can be decomposed into two parts:

\[
P_{\text{he}}(k, M, \chi) = P_{\text{he}}^{1h}(k, M, \chi) + P_{\text{he}}^{2h}(k, M, \chi),
\]

where \(z\) is the redshift corresponding to a given comoving distance \(y\). The former and latter on the right-hand side in Eq. (22) are 1- and 2-halo terms, respectively. The 1-halo term arises from the two-point correlation in single haloes, whereas the 2-halo term expresses the two-point correlation function between neighbouring haloes. Considering that free electrons around a halo of \(M\) follow a spherical density profile of \(n_{\text{e},h}(r, M, \chi)\), we obtain

\[
P_{\text{he}}^{1h}(k, M, \chi) = \frac{\bar{n}_{\text{e},h}(k, M, \chi)}{\bar{n}_{\text{e},\text{hm}}(z)},
\]

\[
P_{\text{he}}^{2h}(k, M, \chi) = \frac{\bar{n}_{\text{e},h}(k, M, \chi) P_{\text{he}}(k, M, \chi)}{\bar{n}_{\text{e},\text{hm}}(z)} \times P_{\text{hh}}(k, M, \chi, z),
\]

where \(\bar{n}_{\text{e},h}\) is the Fourier transform of the density profile \(n_{\text{e},h}(r, M, \chi)\), and \(P_{\text{hh}}(k, M, \chi, z)\) is the 3D power spectrum between \(\delta_h(x, M)\) and \(\delta_e(x, M')\) at redshift \(z\). We adopt the linear approximation for \(P_{\text{hh}}(k, M, \chi, z)\):

\[
P_{\text{hh}}(k, M, \chi, z) = b_h(M, \chi) b_h(M', \chi) P_L(k, z),
\]

where \(b_h\) is the linear halo bias, and \(P_L\) represents the linear matter power spectrum.

To specify our halo model, we set the halo mass of \(M\) by a spherical overdensity mass at 200 times the critical density, referred to as \(M_{200c}\) in the literature. For this mass, we adopt the model of the halo mass function in Tinker et al. (2008) and the linear halo bias in Tinker et al. (2010). In addition, we compute the linear matter power spectrum using a Boltzmann code (CAMB, see Lewis et al. 2000, for details). The key ingredient of our model, \(n_{\text{e},\text{hm}}\), is set in the next subsection.

#### 3.2 Two-component gas model

For the number density profile of electrons around a halo, we adopt the model developed in Schneider & Teissier (2015; Aricò et al. 2020). The model assumes that gas in a given halo of \(M\) comprises two components: a hot gas, assumed to be in hydrostatic equilibrium inside haloes, and a gas ejected from the halo due to some feedback processes by, e.g. active galactic nuclei (AGN).

We consider four free parameters for the gas model: a typical distance scale of ejected gas from the halo centre \((\eta)\), a characteristic halo mass for which 50% of the gas in a halo is in the hot bound state \((M_\eta)\), mass dependence of the gas depletion by the feedback \((\beta)\), and a characteristic halo mass providing the stellar mass fraction of 0.023 at \(z = 0\) \((M_0)\). Aricò et al. (2020) calibrated these parameters with a set of hydrodynamical simulations so that the model can reproduce the power spectrum of the matter density fields in the simulations. Notably, direct calibrations of gas density profiles were not performed in Aricò et al. (2020).

Hence, the model is still phenomenological and not accurate enough for some purposes (e.g. the application to real data in the future). Nevertheless, we find that the halo-model prediction with the gas model in Aricò et al. (2020) can explain cross power spectra based on the TNG simulation (Springel et al. 2018) within a level of ~ 25%–30% at a wide range of halo masses, redshifts and multipoles \(\ell\) (also see Appendix B). We believe that our model is sufficient to study information contents in the cross power spectra of \(C_{\text{hh}}\) at

---

\(^5\) In this paper, we work with a flat-sky approximation. The power spectrum is defined in Fourier space throughout our paper. Hence, a multipole \(\ell\) consists of real numbers. In Eq. (17), the norm of multipole \(\ell = |\ell|\) is loosely related to an angular separation \(\theta\) by \(\ell = 1/\theta = 3437 (\theta/1\text{arcmin})^{-1}\).
this early stage. We leave more careful modelling of \( C_{\text{BD}} \) for future studies.

Table 1 lists our model parameters and the inferred values from the analysis in Aricò et al. (2020) for different hydrodynamical simulations.

Apart from the parameters for gas density, we also introduce two nuisance parameters to marginalise over uncertainties in baryonic effects in total matter density profiles in single haloes (\( A_{\text{DK15}} \) in Eq. [28]) and the amplitude in the fraction of free electrons in cosmic baryon density (\( A_{e,\text{norm}} \) in Eq. [36]).

### 3.2.1 Bound gas

For the hot gas component, the mass density profile is modelled as

\[
\rho_{BG}(r) = f_{BG} M \begin{cases} y_0 \left( 1 + x \right)^{\Gamma} & r < r_{200c}/\sqrt{3} \\ y_1 \left( 1 + x \right)^{-2} & r_{200c}/\sqrt{3} \leq r < r_{200c} \\ 0 & r \geq r_{200c} \end{cases},
\]

where \( r_{200c} \) is given by \( r_{200c} = (1 + z) \left( 3 M / (4\pi \rho_{\text{crit}}(z)/200) \right)^{1/3} \) and \( \rho_{\text{crit}}(z) = 3 H^2(z)/(8\pi G) \) is the critical density in the universe at redshift \( z \), \( x = r/r_s \) and \( r_s \) is the scale radius of the Navarro-Frenk-White (NFW) profile for dark matter haloes (Navarro et al. 1996). Notably, we work with the comoving coordinate. To compute the scale radius, we introduce a halo concentration parameter as \( c_h = r_{200c}/r_s \). We adopt the model of \( c_h \) in Diemer & Kravtsov (2015) with a free normalisation, i.e.

\[
c_h(M, z) = A_{DK15} c_{DK15}(M, z),
\]

where \( A_{DK15} \) is a free parameter and \( c_{DK15} \) is the model in Diemer & Kravtsov (2015). Notably, \( c_{DK15} \) depends on the amplitude and shape of the linear matter power spectrum \( P_L \) (see Diemer & Kravtsov 2015, for details). Hence, the concentration shows a cosmological dependence; it is also affected by baryonic feedback processes in single haloes (e.g. Duffy et al. 2010). Thus, we include the free parameter \( A_{DK15} \) to marginalise the baryonic effects in \( c_h \). The inner slope of \( \Gamma \) in Eq. (27) is defined such that the hydrostatic gas has the same slope of the NFW at \( r = r_{200c}/\sqrt{3} \). To be specific, it is given by

\[
\Gamma(M, z) = \frac{\left( 1 + 3c_h/\sqrt{3} \right) \ln \left( 1 + c_h/\sqrt{3} \right)}{\left( 1 + c_h/\sqrt{3} \right) \ln \left( 1 + c_h/\sqrt{3} \right) - c_h/\sqrt{3}}.
\]

The normalisation factors \( y_0 \) and \( y_1 \) are set so that the profile can be continuous and \( \int 4\pi r^2 d r \rho_{BG}(r) = f_{BG} M \). We assume that the gas fraction \( f_{BG} \) depends on the mass \( M \) and redshifts \( z \):

\[
f_{BG}(M, z) = \frac{\Omega_b/\Omega_M - f_{\text{star}}(M, z)}{1 + (M_c/M)^\beta},
\]

where \( f_{\text{star}} \) describes the stellar-to-halo mass ratio, \( M_c \) and \( \beta \) are free parameters in the model. The explicit form of \( f_{\text{star}} \) is given in Appendix A; it contains a single free parameter \( M_{1,0} \) giving \( f_{\text{star}} = 0.023 \) at \( M = M_{1,0} \) and \( z = 0 \).

### 3.2.2 Ejected gas

The gas ejected from the halo is assumed to follow the density distribution below:

\[
\rho_{\text{EG}}(r) = \frac{f_{\text{EG}} M}{(2\pi r_{eo}^2)^{3/2}} \exp \left( -\frac{1}{2} \left( \frac{r}{r_{eo}} \right)^2 \right),
\]

where the profile is derived via a Maxwell-Boltzmann velocity distribution of the particles expelled by the AGN under simple circumstances (Schneider & Teyssier 2015). The radius \( r_{eo} \) is a parameter in the model. For convenience, we introduce a dimensionless parameter for \( r_{eo} \):

\[
r_{eo} = 0.75 \eta r_{\text{esc}},
\]

where \( \eta \) is the model parameter and \( r_{\text{esc}} \) is the halo escape radius. We estimate \( r_{\text{esc}} \) by the distance travelled by a gas particle with a constant halo escape velocity over a time-scale of a half Hubble time. For the mass of \( M, r_{\text{esc}} \) is given by \( 7.07 r_{200c} \). The mass fraction of ejected gas is simply set as follows:

\[
f_{\text{EG}}(M, z) = \frac{\Omega_b/\Omega_M - f_{BG}(M, z) - f_{\text{star}}(M, z)}{r_{eo}}.
\]

### 3.2.3 Conversion of gas into electrons

For given density profiles of \( \rho_{BG} \) and \( \rho_{\text{EG}} \), we convert the gas mass density into the number density of electrons with a constant factor:

\[
n_{e,h}(r, M, z) = \frac{\rho_{BG}(r, M, z) + \rho_{\text{EG}}(r, M, z)}{\mu_e(z)m_p},
\]

where \( \mu_e(z) \) is an effective molecular weight of electrons at different \( z \). We simply set \( \mu_e(z) = (X_p + Y_p)/2 \). Notably, our results are insensitive to the choice of \( \mu_e(z) \) because the normalisation is cancelled in the halo model (see Eqs. [23]-[25]).

### 3.3 Fraction of free electrons in cosmic baryons

The overall amplitude of \( C_{\text{BD}} \) depends on the fraction of free electrons in baryon density, \( f_e \) in Eq. (8). At high redshifts \( (z \gtrsim 6) \), the gas is
expected to still be neutral. At lower redshifts, the fraction of free electrons would rapidly grow because of hydrogen reionisation and increases further at the epoch of helium reionisation. Even after the helium reionisation, the fraction can decrease because some fraction of the electrons may be confined in stars and black holes.

We use a realistic model of $f_e(z)$, which has been calibrated in Takahashi et al. (2021). The model is given by

$$f_e(z) = 0.475(z + 0.703)^{0.02} \left[ 1 - \tanh(3.19(z - 5.42)) \right], \quad (35)$$

where $f_e(z)$ can reproduce the fraction of free electrons in the TNG simulation. To make our halo model self-consistent, we include the possible dependence of $f_e$ on gas-to-star conversion and possible uncertainties in Eq. (35). Our final model of $f_e(z)$ is then given by

$$f_e(z) = A_{e,\text{norm}} f_{e,T21}(z) \left( \frac{\rho_{\text{tot, gas}}(z; M_{1,0})}{\rho_{\text{tot, gas}}(z; M_{1,0})_{\text{TNG}}} \right), \quad (36)$$

where $A_{e,\text{norm}}$ is a free parameter in the model, and we define

$$\rho_{\text{tot, gas}}(z; M_{1,0}) = \int dM \frac{dn}{dM}(M; z) M \left[ \frac{\Omega_b}{\Omega_M} = f_{\text{star}}(M, z) \right], \quad (37)$$

and $\rho_{\text{tot, gas}}_{\text{TNG}}$ represents the result when we set $M_{1,0} = 2.2 \times 10^{10}\ h^{-1}M_\odot$.

4 ANALYSIS SETUP

In this section, we summarise the setup for cross-correlation analyses in an FRB hypothetical survey. We assume that halo/FRB catalogues covering a sky of 20000 deg$^2$ are available. This sky coverage can be available in upcoming/ongoing full-sky surveys of SPHEREx$^6$ (Doré et al. 2018) and eROSITA$^7$ (e.g. Merloni et al. 2012).

4.1 Foreground haloes

We consider an ideal setup of foreground halo samples to give some sense of how much information contents can be extracted from cross-correlation analyses. For cross-correlations, we study three mass-limited samples with $M \geq M_{\text{thr}}$ at five redshift bins. As a representative example, we use three mass thresholds of $M_{\text{thr}} [h^{-1}M_\odot] = 10^{12}, 10^{13}$ and $10^{14}$. The halo masses of $10^{12}, 10^{13}$ and $10^{14} h^{-1}M_\odot$ largely correspond to the galaxy main sequence, red luminous galaxies and galaxy clusters, respectively (Wechsler & Tinker 2018). We further assume that the halo catalogue contains no satellite galaxies for simplicity. In this setup, the mass selection function $S(M)$ is simply given by $S(M) = \Theta(M - M_{\text{thr}})$. For the redshift bins, we set the edge of each bin to $0 < z < 0.2, 0.2 < z < 0.4, 0.4 < z < 0.6, 0.6 < z < 0.8$ and $0.8 < z < 1.0$. We assume that the redshifts of individual haloes are precisely measured and do not consider any errors in their redshift measurements. A more realistic model of galaxies and clusters based on, e.g. halo occupation distribution (e.g. Berlind et al. 2003) would be relevant to actual analyses, but we leave it for future studies. Figure 1 shows the redshift distribution of the foreground halo samples and FRBs.

It would be worth noting that halo catalogues with precise redshift measurements are likely available in the range of $0 < z < 1$ in the future. On galaxy-sized haloes, there already exist wide-area catalogues of spectroscopic redshifts covering $z \lesssim 0.7$, provided by the 6dF Galaxy Survey$^8$ (e.g. Jones et al. 2009), the Sloan Digital Sky Survey (SDSS)$^9$ (e.g. Adelman-McCarthy et al. 2007; Abazajian et al. 2009), the SDSS’s Baryon Oscillation Spectroscopic Survey (BOSS) (e.g. Dawson et al. 2013) and the WiggleZ Dark Energy Survey$^{10}$ (e.g. Drinkwater et al. 2018). In addition, upcoming surveys can make catalogues of spectroscopic redshifts at $0.7 < z < 1$ available. Those include the Subaru Prime Focus Spectrograph (PFS)$^{11}$ (Takada et al. 2014), the Dark Energy Spectroscopic Instrument (DESI)$^{12}$ (DESI Collaboration et al. 2016), and SPHEREx.

On cluster-sized haloes, the SDSS imaging data enable us to construct a wide-area catalogue of $\sim 10^{14} M_\odot$ haloes in the range of $0.1 < z < 0.6$ with an empirical optical cluster finder (e.g. Rykoff et al. 2014; Oguri et al. 2018). Ongoing multi-wavelength surveys, e.g. the South Pole Telescope (SPT)$^{13}$ (e.g Bleem et al. 2020), the Atacama Cosmology Telescope (ACT)$^{14}$ (e.g. Hilton et al. 2018) and eROSITA, can complete clusters with their mass of $\gtrsim 10^{14} M_\odot$ at $z \lesssim 1$ with more secure finders. The redshifts of galaxy clusters can be calibrated with a sample of spectroscopic galaxies through cross matching on an object-by-object basis and/or cross-correlation analyses.

4.2 Properties of FRBs

For the cross-correlation analysis, we have to set the average angular number density of FRBs $n_{\text{FRB}}$, the variance of DM associated with FRB host galaxies, denoted as $\sigma_{\text{DM}}$, and the angular resolution of FRB position’s $\Delta\theta_{\text{FRB}}$. We assume that $D_{\text{MW}}$ can be precisely subtracted from the observed DM and ignore possible small variance from the residual of $D_{\text{MW}}$. We also assume that the redshift distribution FRBs is given by Eq. (14). For a given $\Delta\theta_{\text{FRB}}$, we compute a smearing effect on the cross power spectrum due to the uncertainty

---

$^6$ https://spherex.caltech.edu/
$^7$ https://www.mpe.mpg.de/eROSITA
$^8$ http://www.6dfgs.net/
$^9$ https://www.sdss.org/
$^{10}$ https://wigglez.swin.edu.au/site/forward.html
$^{11}$ https://pfs.ipmu.jp/
$^{12}$ https://www.desi.lbl.gov/
$^{13}$ https://pole.uchicago.edu/public/Home.html
$^{14}$ https://act.princeton.edu/
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of the FRB locations as follows (Rafiei-Ravandi et al. 2020):
\[ C_{\text{HD}}(\ell) \rightarrow C_{hD}(\ell) \mathcal{B}(\ell), \]  
\[ \mathcal{B}(\ell) = \exp{\left(-\frac{(\Delta \theta_{\text{FRB}} \ell)^2}{16 \ln 2}\right)}, \]  
(38)
(39)
where \( \Delta \theta_{\text{FRB}} \) provides a full width at half maximum in the Gaussian probability distribution of angular positions for individual FRBs.

For our fiducial case, we set \( \bar{n}_{\text{FRB}} = 1 \) deg\(^{-2} \), \( \sigma_{\text{DM}} = 60 \) pc/cm\(^3\), and \( \Delta \theta_{\text{FRB}} = 3 \) arcmin. We set the value of \( \bar{n}_{\text{DM}} = 60 \) pc/cm\(^3\) following the estimate of the probability distribution of \( D_s \) source in Macquart et al. (2020). Our fiducial values of \( \bar{n}_{\text{FRB}} \), \( \Delta \theta_{\text{FRB}} \) can be realised in future FRB surveys (e.g. CHIME/FRB Collaboration et al. 2018), whereas we will examine two other cases of \( \bar{n}_{\text{FRB}} \), \( \Delta \theta_{\text{FRB}} = (0.1 \) deg\(^{-2} \), 1 arcmin) and (10 deg\(^{-2} \), 10 arcmin) as required. Note that we test how the parameters of \( \bar{n}_{\text{FRB}} \), \( \sigma_{\text{DM}} \) and \( \Delta \theta_{\text{FRB}} \) can affect our cross-correlation measurements in Subsection 5.2.2 in details.

4.3 Statistical errors

To compute the statistical error, we assume that the relevant random fields of \( \delta_{\text{h}}^2 \) and \( D_{\text{obs}} \) follow Gaussian statistics. Although either field is not Gaussian in reality, we expect that the statistical error in our cross-correlation analysis is largely determined by the finite sampling effect of FRBs (i.e. the shot noise in Eq. (41); also see Rafiei-Ravandi et al. 2021, for an actual data analysis). When the finite sampling effect is dominated, any non-Gaussian contributions to the statistical errors would be less important (e.g. see Section VII in Rafiei-Ravandi et al. 2020).

When we measure the cross power spectrum at bins of multipole \( \ell \) with a bin width being \( \Delta \ell \), the covariance matrix of two power spectra is expressed as follows:
\[ \text{Cov}\left[C_{hD}(\ell_i, z_{\mu}, M_{\text{thr}, p}), C_{hD}(\ell_j, z_{\nu}, M_{\text{thr}, q})\right] \]  
\[ = \frac{\delta_{ij}^K}{f_{\text{sky}} 2\ell_i \Delta \ell} \int d\chi \chi^2 \left\langle \frac{\chi^{2}}{\mathcal{B}(\ell)} \right\rangle \]  
\[ \times b_{\text{obs}}(\ell, \chi) b_{\text{obs}}(\ell, \chi), \]  
(40)
where \( C_{hD}(\ell_i, z_{\mu}, M_{\text{thr}, p}) \) is the cross power spectrum at \( \ell = \ell_i \) for haloes with \( M \geq M_{\text{thr}, p} \) at the \( \mu \)-th redshift bin, \( C_{\text{DD}} \) is the auto power spectrum of \( D_{\text{obs}} \), \( C_{hD}(\ell, z_{\mu}, M_{\text{thr}, p}, M_{\text{thr}, q}) \) represents the power spectrum between two halo samples of \( M \geq M_{\text{thr}, p} \) and \( M \geq M_{\text{thr}, q} \) at the \( \mu \)-th redshift bin, \( f_{\text{sky}} \) is the fraction of the sky coverage, and \( \delta_{ij}^K \) is the Kronecker delta symbol.

Using the Limber approximation, we write the auto power spectrum of \( D_{\text{obs}} \) as follows:
\[ C_{\text{DD}}(\ell) \simeq C_{\text{DD, IGM}}(\ell) \mathcal{B}(\ell) + \frac{\sigma_{\text{DM}}^2}{\bar{n}_{\text{FRB}}}, \]  
(41)
\[ C_{\text{DD, IGM}}(\ell) = \int_0^{\delta_{\chi}^K(\chi)} d\chi \frac{K_{2}^{\delta}(\chi)}{\chi^2} P_{\delta}(\chi), \]  
where \( P_{\delta}(\chi) \) is the 3D auto power spectrum of \( \delta_{\chi}(x) \). We adopt the fitting formula of \( P_{\delta}(\chi) \) in Takahashi et al. (2021). Note that we ignore contributions from the clustering of sources in Eq. (41), but they are expected to be sub-dominant (e.g. Shirasaki et al. 2017).

Similarly, the power spectrum of \( C_{hD} \) is expressed as follows:
\[ C_{hD}(\ell, z_{\mu}, M_{\text{thr}, p}, M_{\text{thr}, q}) = C_{\text{hD, cl}}(\ell, \mu, p, q) + \frac{\sigma_{pq}^{2}}{\bar{n}_{\text{FRB}}} \]  
\[ C_{\text{hD, cl}}(\ell, \mu, p, q) = \int_{\chi_{\text{min}, \mu}}^{\chi_{\text{max}, \mu}} d\chi \chi^2 \left\langle \frac{\chi^{2}}{\mathcal{B}(\ell)} \right\rangle b_{\text{obs}}(\ell, \chi) b_{\text{obs}}(\ell, \chi) \]  
(44)
where \( \chi_{\text{min}, \mu} \) and \( \chi_{\text{max}, \mu} \) set the boundary in the range of comoving distances at the \( \mu \)-th redshift bin, and
\[ b_{\text{obs}}^{2}(\chi) = \frac{1}{\bar{n}_{\text{FRB}}} \int dM \frac{dn}{dM} (M, \chi) S_{p}(M), \]  
(45)
\[ b_{\text{obs}}(\ell, \chi) = \int dM \frac{dn}{dM} (M, \chi) S_{p}(M) b_{h}(M, z), \]  
(46)
\[ S_{p}(M) = \Theta(M - M_{\text{thr}, p}). \]  
(47)

4.4 Fisher matrix

To quantify information contents in \( C_{hD} \), we measure the constraining power of some physical parameters based on a Fisher formalism. Suppose that we measure the cross power spectra \( C_{hD} \) for three mass-limited halo catalogues at five redshift bins. Then, we construct the data vector of \( D \) as follows:
\[ C_{\mu, p} = \{C_{hD}(\ell_1, z_{\mu}, M_{\text{thr}, p}), C_{hD}(\ell_2, z_{\mu}, M_{\text{thr}, p}), \cdots, C_{hD}(\ell_N, z_{\mu}, M_{\text{thr}, p})\} \]  
\[ D = \{C_{1,1}, C_{1,2}, C_{1,3}, C_{2,1}, C_{2,2}, C_{2,3}, \cdots, C_{5,1}, C_{5,2}, C_{5,3}\}, \]  
(48)
where we set the number of \( \ell \) bins to \( N \), and the data vector comprises \( N \times 3 \times 5 \) power spectra. We perform a logarithmic binning in a range of \( 10 < \ell < \ell_{\text{max}} \) with the logarithmic bin width being \( \Delta \ln \ell = 0.4 \). We will examine two cases of \( \ell_{\text{max}} = 3000 \) and 10000. We consider the Fisher analysis with \( \ell_{\text{max}} = 3000 \) as our baseline, whereas the results with \( \ell_{\text{max}} = 10000 \) can give some sense of how much information remains at sub-arcmin scales.

For physical parameters of interest \( s \), the Fisher matrix is then defined as follows:
\[ F_{ij} = \sum_{\alpha, \beta} \frac{\partial D_{\alpha}}{\partial s_{i}} \text{Cov}^{-1}_{\alpha \beta} \frac{\partial D_{\beta}}{\partial s_{j}} + \frac{1}{2} \sum_{\alpha, \beta, \gamma, \delta} \text{Cov}^{-1}_{\alpha \gamma} \frac{\partial \text{Cov}_{\alpha \gamma}}{\partial s_{i}} \text{Cov}^{-1}_{\beta \delta} \frac{\partial \text{Cov}_{\beta \delta}}{\partial s_{j}}, \]  
(50)
where \( \text{Cov} \) is the covariance matrix for the data vector \( D \), which is given by Eq. (40). Throughout this paper, we ignore the second term in the right-hand side of Eq. (50) because the covariance scales with the inverse of the survey area, and it is expected to be sub-dominant for the analysis with 20000 deg\(^2\). When \( \Delta s \) represents the statistical error in the parameter of \( s_i \) inferred from a measurement of \( D \), the inverse of the Fisher matrix \( F_{ij}^{-1} \) provides an estimate of the correlation between \( \Delta s_i \) and \( \Delta s_j \).

In our setup, we have six parameters to compute the linear matter power spectrum \( P_L(k, z) \) and the property of dark matter haloes: the dimensionless Hubble parameter \( h \), equation-of-state parameter of the DE \( w_0 \), matter density \( \Omega_M \), baryon density \( \Omega_B \), spectral index of primordial power spectrum \( n_s \) and linear mass variance smoothed with the scale of \( 8 \) h\(^{-1}\) Mpc at \( z = 0 \), \( \sigma_8 \).

In addition, there are four parameters to determine the gas properties around dark matter haloes, referred to as \( \eta \), \( M_c \), \( \beta \) and \( M_{1,0} \) (see...
Table 2. The list of parameters in our Fisher analysis. Assuming three different mass-limited samples, we have 16 parameters in total, consisting of 6 cosmological parameters, 4 astrophysical parameters (see Table 1 for details), 2 nuisance parameters in the halo concentration (Eq. [28]) and \( f_e \) (Eq. [36]), 3 thresholds of the mass-limited samples, and 1 for the FRB redshift distribution (see Eq. [14]). Note that the parameters of \( M_{\text{c}}, M_{1,0} \) and \( M_{\text{thr},i} \) \((i = 1, 2, 3)\) are in units of \( h^{-1} M_\odot \). For the fiducial astrophysical parameters, we use the values relevant to the TNG simulation.

| Parameters                  | Fiducial | Gaussian prior \( \sigma_{\text{prior},i} \) |
|-----------------------------|----------|-----------------------------------------|
| **Cosmology**               |          |                                         |
| \( h \)                     | 0.673    | 0.1                                     |
| \( \Omega_0 \)              | -1       | 0.2                                     |
| \( \Omega_M \)              | 0.315    | 0.10                                    |
| \( \Omega_b \)              | 0.0491   | 0.020                                   |
| \( \sigma_8 \)              | 0.831    | 0.1                                     |
| \( n_s \)                   | 0.965    | 0.1                                     |
| **Astrophysics (Gas)**      |          |                                         |
| \( \log \eta \)             | \((0.14)\) | No prior adopted                       |
| \( \log M_c \)              | \((2.3 \times 10^3)\) | No prior adopted                     |
| \( \log \beta \)            | \((4.09)\) | No prior adopted                        |
| \( \log M_{1,0} \)          | \((2.2 \times 10^9)\) | 0.5 dex                               |
| **Astrophysics (Nuisance)** |          |                                         |
| \( A_{\text{DK15}} \)       | 1        | 0.3                                     |
| \( A_{\text{e,norm}} \)     | 1        | 0.2                                     |
| **Halo mass**               |          |                                         |
| \( \log M_{\text{thr},1} \) | 12       | 0.3 dex                                 |
| \( \log M_{\text{thr},2} \) | 13       | 0.3 dex                                 |
| \( \log M_{\text{thr},3} \) | 14       | 0.3 dex                                 |
| **FRB redshifts**           |          |                                         |
| \( \alpha \)                | 3.5      | No prior adopted                        |

Table 1 and Subsection 3.2 for details) and two nuisance parameters of \( A_{\text{DK15}} \) and \( A_{\text{e,norm}} \). To make our analysis realistic as possible, we allow the mass thresholds of \( M_{\text{thr}} \) \(= 10^{12}, 10^{13} \), \( 10^{14} h^{-1} M_\odot \) and the parameter of the FRB redshift distribution \((i.e. \alpha \text{ in Eq. [14]}\) to vary.

Therefore, we have \( 6 + 4 + 2 + 4 = 16 \) free parameters in the model of our data vector \( \mathbf{D} \). Owing to the strong degeneracy among parameters in the power spectra, we need to introduce loose priors for a realistic forecast of parameter constraints. Thus, we compute the Fisher matrix as follows:

\[
F = F_{\text{model}} + F_{\text{prior}},
\]

where \( F_{\text{model}} \) is computed from Eq. (50) with the power spectra of \( C_{\text{BD}} \), and \( F_{\text{prior}} \) represents the prior information. We assume that the loose prior on the \( i \)-th parameter is given by Gaussian with the variance, \( \sigma_{\text{prior},i} \). In this case, the prior term is expressed as

\[
F_{\text{prior},ij} = \delta_{ij} \sigma_{\text{prior},i}^{-2}.
\]

In this paper, we examine if our analysis can bring independent cosmological information from other probes. Hence, we set the prior information of cosmological parameters to be non-informative as possible. For the cosmological parameters, our prior width is larger than the 10\( \sigma \) level in the latest analysis of cosmic microwave background by the Planck (Planck Collaboration et al. 2020). Among six cosmological parameters, the prior in \( \Omega_0 \) and \( h \) is the most important for our cross-correlation analysis. Note that the amplitude of our cross-correlation scales with \( \Omega_0 \hbar \).

Table 2 summarises the fiducial value of the parameter to compute \( \mathbf{F}_{\text{model}} \) and the loose prior width of \( \sigma_{\text{prior},i} \). Notably, the mass selection function (or \( M_{\text{thr}} \) in our case) and the stellar-to-halo mass relation \((M_{1,0})\) can be tightly constrained from other methods, such as stacked weak lensing (e.g. Hikage et al. 2013; Zu & Mandelbaum 2015; Murata et al. 2018) and abundance matching analyses (e.g. Behroozi et al. 2013, 2019). We also include the prior information of \( A_{\text{e,norm}} \), which is broadly consistent with the analysis in Li et al. (2020) who provided an observational constraint on \( f_e \) using the DM-\( z \) relation from five localised FRBs.

5 RESULTS

5.1 Comparisons of our model and TNG

We first compare our fiducial model of the cross power spectrum \( C_{\text{BD}} \) with the counterpart in the TNG300-1 simulation (Marinacci et al.
2018; Naiman et al. 2018; Nelson et al. 2018; Pillepich et al. 2018; Springel et al. 2018). The TNG team computed the astrophysical processes (such as gas dynamics, star formation and AGN feedback) and the gravitational evolution using the moving-mesh code AREPO (Springel 2010). The box size was 205 h⁻¹Mpc with the number of particles being \( N_\text{p} = 2500^3 \), where \( N_\text{p} \) is the same for baryon and dark matter particles at the starting redshift \( (z = 127) \). Each baryon particle has one of three forms: gas, star or black hole. Free electrons are included in the gas particles.

Mock DM maps have been computed from the projection of gas particles in the TNG simulations at different redshifts in a light cone. We use 27 realisations of the light-cone catalogues of dark matter haloes and DM maps in Takahashi et al. (2021). Single light-cone halo catalogues and DM maps cover a sky coverage of \( 6 \times 6 \text{deg}^2 \) in which 5400^2 light rays are homogeneously emitted from the observer; i.e. the resulting angular resolution is 4 arcsec (= 6 deg/5400). To increase the number of realisations, the simulation coordinates were randomly shifted and swapped when defining the light cone in their ray-tracing pipeline. We select dark matter haloes by imposing \( M_{200c} \geq 10^{13} \text{h}^{-1} M_\odot \) and \( 0.4 < z < 0.6 \) in the light-cone catalogues and then perform the cross-correlation analysis with DM maps at the source redshift of \( z_s = 1 \). Notably, the simulated DM maps do not contain the contribution from \( D_{\text{MW}} \). We set \( \Delta \ell_{\text{FRB}} = 0 \) in the cross-correlation analysis for simplicity. We summarise how to measure the power spectrum from the simulation data and results for halo samples as varying the selection of halo masses and redshifts in Appendix B. Caution that we set \( z_s = 1 \) only when comparing our model with the simulation results in this subsection and Appendix B. Otherwise, our model adopts the redshift distribution of FRBs in Eq. (14).

Figure 2 shows our baseline model of the cross power spectrum and comparisons with the simulation results. The dashed line in the upper panel is the 2-halo term arising from the two-point correlation between separated haloes (Eq. [24]), whereas the solid line includes the correlation sourced by free electrons inside single haloes (Eq. [22]). At \( \ell \lesssim 10^3 \) (corresponding angular scale of \( < 3 \text{arcmin} \)), the 2-halo term becomes subdominant, and most cross-correlation signals can be explained by free electrons inside haloes. We find that our model provides a reasonable fit to the simulation result for \( \ell \lesssim 10^3 \), although the model of free electrons is not calibrated with electron density profiles in the hydrodynamical simulation (see, Arićò et al. 2020, for details of the calibration).

Note that our model is phenomenological and relies on various fitting formulae for large-scale structures. To further improve the model precision, we may need to consider various points, such as possible changes of the polytropic index of gas density at central regions of haloes (see e.g. McDonald et al. 2013, for examples of cluster-sized haloes), non-linear halo bias (e.g. Mead & Verde 2021) and baryonic effects on statistical properties of haloes (e.g. Bocquet et al. 2016; Beltz-Mohrmann & Berlind 2021). These points should be considered in the near future; they are beyond the scope of this study. We revisit the limitation of our model in Subsection 6.1.

5.2 Information contents

5.2.1 Parameter dependence

Next, we study the dependence of the cross power spectrum on model parameters. Figure 3 shows some representative examples of predicted power spectra as varying relevant cosmological and astrophysical parameters. In this figure, we consider seven cases as follows:

(i) fiducial cosmological and astrophysical parameters as listed in Table 2;

(ii) The cosmology with a higher \( \sigma_8 \) by 0.07 and the fiducial astrophysics;

(iii) The cosmology with a higher \( \Omega_\text{b} \) by 10\% and the fiducial astrophysics;

(iv) The cosmology with a higher \( \eta \) by 10\% and the fiducial astrophysics;

(v) The fiducial cosmology and the astrophysical model with a higher \( M_\odot \) by 0.2 dex (= 58.4\%;

(vi) The fiducial cosmology and the astrophysical model with a higher \( \beta \) by 0.2 dex.

We now consider the mass-limited samples of \( M_{200c} \geq 10^{12}, 10^{13} \text{h}^{-1} M_\odot \) at the redshift of \( 0 < z \leq 0.2 \). We adopt Eq. (14) for the redshift distribution of FRBs from this section. In each panel, the blue circles with error bars show the model (i), whereas the orange solid, green dotted, pink dashed, brown dashed-dotted, purple dashed-dotted and grey dotted lines represent model (c-i), (c-ii), (c-iii), (a-i), (a-ii) and (a-iii), respectively. The black error bars are estimated as in Subsection 4.3 when the sky coverage of 20000 deg^2, \( \bar{n}_{\text{FRB}} = 1 \text{deg}^{-2} \) and \( \sigma_{\text{DM}} = 60 \text{pc/cm}^3 \) are adopted. In the figure, we ignore the smearing effect \( B(\ell) \) for simplicity. Note that the cross power spectrum will be exponentially suppressed at \( \ell \gtrsim 3800 (\Delta \ell_{\text{FRB}}/3 \text{arcmin})^{-1} \) if the smearing effect is included. In each panel in the figure, the bump in \( \ell^{1.5} C_{\text{DD}} \) at \( \ell \lesssim 100 \) is determined by the 2-halo term, whereas the counterpart at \( \ell \gtrsim 1000 \) is dominated by the 1-halo term.

Cosmological dependence

Models (c-i)-(c-iii) highlight the cosmological dependence on the cross power spectrum. A higher \( \Omega_\text{b} \) can increase the abundance of free electrons in the universe, enhancing the cross power spectra regardless of the halo mass threshold. A similar enhancement can be seen when one increases the Hubble parameter \( h \) because the overall amplitude of cosmic DM scales with \( \Omega_\text{b} h \) (see Eqs. [9] and [10]).

Nevertheless, the cross-correlation allows us to break the degeneracy of \( \Omega_\text{b} \) and \( h \) using the 2-halo term. The 2-halo term is proportional to the linear matter power spectrum \( P_L \), and the location of the peak of \( P_L \) is determined by the scale of matter-radiation equality. The comoving wave number at the peak relates with the horizon scale at the matter-radiation equality and varies with \( \Omega_{\text{DM}} h^2 \) (e.g. Eisenstein & Hu 1998). Hence, increasing \( h \) can make the 2-halo term of \( C_{\text{DD}} \) shift towards higher \( \ell \). This effect causes the difference of the 2-halo term between models (c-ii) and (c-iii). The dependence of the 1-halo term on \( \Omega_\text{b} \) and \( h \) is also helpful to break the degeneracy because the halo concentration can depend on the shape of \( P_L \), which is determined by the physical baryon density \( \Omega_\text{b} h^2 \). Notably, the parameters of \( \Omega_\text{b} \) and \( h \) can change the shape of \( C_{\text{DD}} \) compared with the fiducial case, whereas the fraction of electrons in cosmic baryon density \( f_e \) changes the amplitude of \( C_{\text{DD}} \) alone. Hence, a detailed

15 At the initial redshift, there are 2500^3 gas particles in the simulation, while no stars and black holes exist. As time evolves, star formation begins in high-density regions, where some gas particles are destructed and stellar or black-hole particles are produced with certain conditions. This process does not exactly conserve the number of baryon particles, and thus \( N_\text{p} \) for baryons slightly decreases from the initial number (2500^3).

16 In the previous work (Takahashi et al. 2021), 10 DM maps were prepared. In this paper, we added 17 mock maps repeating the same procedure.
Figure 3. The parameter dependence of cross power spectra between haloes and DM. The left, middle and right panels show the power spectrum for the mass-limited samples with $M \geq 10^{12}$, $10^{13}$ and $10^{14} h^{-1} M_{\odot}$ at $0 < z \leq 0.2$, respectively. Each top panel shows the change of the power spectra as varying the cosmological parameters of $\Omega_{b}, h$ and $\sigma_{8}$, and the astrophysical parameters of $M_{e}$, $\eta$ and $\beta$ (see Table 1 and Subsection 3.2 for details about our model of gas). In the bottom, we show the fractional difference among the power spectra. The error bars in this figure is set by the Gaussian statistical uncertainty for the survey sky coverage of 20000 deg$^2$, the mean FRB number density of 1 deg$^{-2}$ and the variance of host-galaxy DM being 60 pc/cm$^3$. We here do not include the smearing effect due to localisation errors of FRBs for simplicity. The blue points represent our fiducial model with the best-fit cosmological model by Planck Collaboration et al. (2016) and the astrophysics mimicking the TNG simulation (Springel et al. 2018), while the orange solid, green dotted, pink dashed, brown dashed-dotted, purple dashed-dotted and grey dotted lines are the models with higher $\sigma_{8}$, $\Omega_{b}$, $h$, $M_{e}$, $\eta$ and $\beta$, respectively. Note that $M_{e}$ gives a halo mass scale above which more than half of gas in the halo is bound, $\eta$ determines a typical distance scale of ejected gas from the halo centre due to feedback processes, and $\beta$ controls the gas-to-halo mass relation.

Figure 4. The cumulative SNR (S/N) of cross power spectra between DM and dark matter haloes. In each panel, we show the SNR for a given mass-limited halo sample at different redshift bins as varying the maximum multipoles ($\ell_{\text{max}}$) used in the cross-correlation analysis. The blue thin, orange thick, green dashed, pink think dashed and brown dotted-dashed lines show the SNR at the redshift bin of $0 < z \leq 0.2$, $0.2 < z \leq 0.4$, $0.4 < z \leq 0.6$, $0.6 < z \leq 0.8$ and $0.8 < z \leq 1$, respectively. The left, middle and right panels represent the results for the mass-limited samples with $M \geq 10^{12}$, $10^{13}$ and $10^{14} h^{-1} M_{\odot}$, respectively. In this figure, we assume that 20000 FRBs are available over 20000 deg$^2$ and the variance of host-galaxy DM being 60 pc/cm$^3$ with the localisation error of 3 arcmin. Note that a measurement with S/N = 100 indicates that the amplitude of the cross power spectrum can be measured with a 1% level of precision.

The cross-correlation analysis enables us to break the degeneracy among $\Omega_{b}, h$ and $f_{b}$. Note that the cross-correlation with galaxies at different redshifts can provide information of the redshift dependence of $f_{b}$ in principle.

Because the halo concentration $c_{h}$ increases with $\sigma_{8}$ (e.g. Ludlow et al. 2014), the gravitational potential of a halo deepens, and baryons can be more concentrated in our model. This effect makes the 1-halo term of $C_{\ell}^{m, h}$ higher as $\sigma_{8}$ increases. On the other hand, the $\sigma_{8}$ dependence of the 2-halo term can change with a different mass threshold. The 2-halo term is proportional to $P_{L}$ and the linear halo bias $b_{h}$. The halo bias for more massive haloes decreases with $\sigma_{8}$, but the bias of galaxy-sized haloes is less sensitive to $\sigma_{8}$ (e.g. Mo & White 1996; Sheth & Tormen 1999). This effect makes the 2-halo term larger at lower mass-limited samples. Hence, the degeneracy between $\Omega_{b}h$ and $\sigma_{8}$ can be efficiently broken with multiple mass-limited samples.
For other cosmological parameters, we briefly summarise prominent effects in the cross-correlation analysis. The parameter $n_s$ changes the $\ell$ dependence of the 2-halo term at $\ell \leq 100$ regardless of halo selections, whereas the change in the halo concentration by $n_s$ affects the shape of 1-halo term. The redshift dependence of $C_{\alpha\beta}$ is useful to determine the cosmological parameters of $\Omega_M$ and $w_0$ because these parameters govern the expansion rate at the late-time universe (Eq. [1]). In general relativity, the expansion rate also determines the redshift dependence of the linear matter power spectrum (e.g. Linder 2005). Hence, the measurement of the 2-halo terms at different redshifts allows us to constrain $\Omega_M$ and $w_0$.

Astrophysical dependence

The difference among models (a-i), (a-ii) and (a-iii) shows the dependence of the cross power spectrum on the astrophysical parameters. First, we find that cluster-sized haloes are less sensitive to the astrophysical parameters provided the parameters around the TNG-like values are considered. Because most baryons around clusters are made of free electrons and bound within their virial regions, the 1-halo term for the sample with $M_{200c} \geq 10^{14} h^{-1} M_\odot$ is mainly determined by the amount of cosmic baryons in a cluster, scaling with $\Omega_b/\Omega_M$. As going to lower masses, stars and ejected gas affect the 1-halo term. Increasing $M_c$ means that the amount of bound gas decreases at $M_{200c} \geq 10^{13} h^{-1} M_\odot$, making the 1-halo term for $M_{200c} \leq 10^{13} h^{-1} M_\odot$ smaller. When setting $\eta$ larger, the amount of free electrons within a halo decreases at a fixed halo mass. Because the ejected gas plays a role in the haloes with $M_{200c} < M_c$, in our model, the cross-correlation with a smaller mass $M_{200c}$ is more sensitive to the change in $\eta$. The parameter $\beta$ controls how rapidly the gas is expelled from haloes as the halo masses decrease. A larger $\beta$ increases the amount of bound gas at $M_{200c} > M_c$, whereas the bound gas decreases at $M_{200c} < M_c$. Because our fiducial model assumes $M_c \sim 2 \times 10^{13} h^{-1} M_\odot$, the cross power spectra for the mass-limited samples of $M_{200c} \geq 10^{12}$ and $10^{13} h^{-1} M_\odot$ are affected by the change in $\beta$. Notably, the 2-halo terms are less sensitive to the astrophysical parameters regardless of the halo selection.

5.2.2 Signal-to-noise ratio

Another important measure of the information contents is the SNR ($S/N$). It is defined as follows:

$$\frac{(S/N)^2}{\sum_{a \beta} D_{a \beta} \text{Cov}^{-1}_{a \beta} D_{a \beta}},$$

where our data vector $D$ is given by Eq. (49), and we define the covariance matrix in Eq. (40). In Eq. (52), the sum takes over a range of $\ell_{\min} < \ell < \ell_{\max}$. We perform a logarithmic binning in $\ell$ with $\ell_{\min} = 10$ and $\Delta \ln \ell = 0.4$.

Figure 4 shows the SNR as a function of $\ell_{\max}$ when we assume that 20000 FRBs are available over 20000 deg$^2$ and set $\sigma_{DM} = 60$ pc/cm$^3$ and the localisation error of $\Delta \theta_{FRB}$ = 3 arcmin. We find that a mass-limited halo sample with a higher mass threshold at lower $\ell$ tends to show a larger SNR. Cross-correlation analyses with a large $\ell_{\max}$ make the SNR higher in general, but this is not the case when we include the smearing effect, as in Eq. (39). Because we work with $\Delta \theta_{FRB}$ = 3 arcmin in the figure, the SNR cannot increase at $\ell_{\max} \geq 16 \ln 2/\Delta \theta_{FRB} \approx 3800$ or larger. Nevertheless, our halo model predicts that the SNR for most mass-limited samples can reach an order of 100 if we will be able to use 20000 FRBs over 20000 deg$^2$. This indicates that the amplitude of $C_{\alpha\beta}$ can be measured with a 1% level of precision in future cross-correlation analyses. The large SNR is mainly driven by the 1-halo terms (the correlation due to free electrons in single haloes).

Figure 5 summarises how the SNR depends on the parameters for a hypothetical FRB survey. In the figure, we consider the cross power spectra of the three mass-limited samples at $0.2 < z < 0.4$ in 20000 deg$^2$, whereas we vary one of the survey parameters of the mean number density of FRBs $n_{FRB}$, the variance of host-galaxy DM $\sigma_{DM}$ and the angular resolution of FRBs $\Delta \theta_{FRB}$. For the cross power spectra at $10 < \ell < 3200$, the available number of FRBs in a given survey coverage is a primary parameter to determine the SNR. We find that the SNR can be degraded by a factor of 2–3 when changing $n_{FRB} = 1$ deg$^{-2}$ to 0.1 deg$^{-2}$. The variance of host-galaxy DM $\sigma_{DM}$ affects the SNR as well. The SNR can change by $\sim 1.5$–2 within a plausible range of $40 \leq \sigma_{DM} [\text{pc/cm}^3] \leq 80$. To extract full information in the power spectra at $10 < \ell < 3200$, we require an angular resolution of 1 arcmin. The figure indicates that collecting many FRBs without a detailed localisation is not optimal to have a great SNR at $\ell \leq 3000$.

5.3 Fisher forecasts

We now summarise the results of our Fisher analysis on physical parameters, which are relevant to the cross power spectra between haloes and DM. We examine three hypothetical FRB data with $(n_{FRB}, \Delta \theta_{FRB}) = (1 \text{deg}^{-2}, 3')$, $(0.1 \text{deg}^{-2}, 1')$, and $(10.0 \text{deg}^{-2}, 10')$ to bracket possible configurations of future FRB surveys. Note that we set the variance of host-galaxy DM $\sigma_{DM} = 60$ pc/cm$^3$ for every result in this subsection.

Table 3 provides a summary of our Fisher forecasts of six cosmological parameters ($h$, $w_0$, $\Omega_m$, $\Omega_b$, $\sigma_8$ and $n_s$), three gas parameters ($\eta$, $M_c$ and $\beta$), one nuisance parameter for the fraction of free electrons in cosmic baryon density $\alpha_{e,\text{norm}}$ and one parameter for the FRB redshift distribution $\sigma$. In the table, we highlight that the $1\sigma$ constraints within a 1% and 5% level of precision in red and black bold letters, respectively. Our forecasts are promising. For a given survey covering 20000 deg$^2$, our Fisher analysis showcases a great potential of the cross power spectra $C_{\alpha\beta}$ as follows:

- The cross power spectra can place constraints of $w_0$, $\Omega_M$, $\sigma_8$ and $n_s$ with a ~5% level provided 20000 FRBs with an arcmin-level localisation are available. Notably, the expected constraints do not rely on any prior information from other measurements, e.g. CMB.
- The cross power spectra enable us to calibrate two astrophysical parameters of $\eta$ and $M_c$ with a level of 1%–2%. The former provides a typical propagation length scale of ejected gas from halo centres, whereas the latter determines a characteristic halo mass above which more than half of the gas in the halo is in a hot and bound state.
- The parameter constraint with $(n_{FRB}, \Delta \theta_{FRB}) = (1 \text{deg}^{-2}, 3' \text{arcmin})$ can be similar to the one with $(n_{FRB}, \Delta \theta_{FRB}) = (10 \text{deg}^{-2}, 10' \text{arcmin})$. The FRB catalogues with bad localisation are still able to place meaningful constraints of cosmology and gas physics in a wide range of halo masses, provided one can set the average number density of FRBs to $\sim 10 \text{deg}^{-2}$.
- The information of $C_{\alpha\beta}$ at $\ell \sim 10^4$ is crucial for precise estimation of physical parameters when the FRB number density is of an order of $\sim 0.1 \text{deg}^{-2}$.
- The tomographic analysis with halo samples at different redshift bins is efficient to calibrate the redshift distribution of FRBs, although we require some prior knowledge to set a reasonable parametric form of the redshift distribution (see e.g. Qi & Wei 2021).

Expected constraints of the astrophysical parameters by the cross power spectra $C_{\alpha\beta}$ can provide a powerful test for modelling cosmic
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baryons with hydrodynamical simulations. Figure 6 shows the expected 1σ constraints of the three parameters \( \eta, \beta \) and \( M_c \) in our halo model by the cross power spectra. The figure clearly demonstrates that the limits of the three parameters allow us to distinguish among possible feedback models in the evolution of baryons by cosmological hydrodynamical simulations.

5.4 Implications

We now summarise some implications by our Fisher analysis in Subsection 5.3. We study three subjects in modern cosmology and astrophysics: (i) global mass contents in the late-time universe at \( z < 1 \), (ii) the gas-to-halo mass relation and (iii) the impact of baryons on total matter density distributions. To do so, we generate 10^6 realisations of model parameters following a multivariate random Gaussian distribution with the covariance being the inverse of the Fisher matrix. Our model parameters and their central values are listed in Table 2. Using the chain of the random model parameters, we evaluate an expected confidence level of some derived parameters, which are more relevant to subjects (i)-(iii). When generating the random model parameters, we set the Fisher matrix by assuming a hypothetical FRB survey with \( \delta_{\text{FRB}} = 1 \text{ deg}^{-2} \), \( \sigma_{\text{DM}} = 60 \text{ pc/cm}^3 \) and \( \Delta_{\text{FRB}} = 3 \text{ arcmin} \). We include a non-informative prior term in the Fisher matrix (Table 2). We use the information on a set of the cross power spectra with \( \eta_{\text{max}} = 3000 \). See Subsection 4.1 for the foreground haloes in our hypothetical analysis.

5.4.1 Global mass contents

The CMB has been widely used to constrain the average mass density of several components so far; the CMB physics is mainly determined by density fluctuations in the early universe at \( z \sim 1100 \). Any other measurements of the density fluctuations at lower redshifts would provide a powerful test of the standard A Cold Dark Matter (ΛCDM) model, allowing us to explore possible deviations of the ΛCDM cosmology by new physics (see e.g. Weinberg et al. 2013, for a review). The fluctuations in cosmic mass density at low redshifts can be measured with weak gravitational lensing effects in galaxy images (see e.g. Kilbinger 2015, for a review). A primary cosmological parameter in modern weak lensing surveys is given by \( S_8 = \sigma_8(\Omega_M/0.3)^{0.5} \) (e.g. Jain & Seljak 1997; Hall 2021), and the latest weak lensing measurements have constrained \( S_8 \) with a level of 0.02–0.03 (e.g. Hikage et al. 2019; Asgari et al. 2021; Secco et al. 2021). As the precision of the lensing measurement increases, a tension appears between the \( S_8 \) inferred from the late-time lensing measurements and the counterpart predicted by the CMB constraints. The origin of this \( S_8 \) tension is still under debate, while it is obviously imperative to test the tension with various approaches, which are independent of weak lensing analyses and CMB.

We expect that the cosmological signal of \( C_{100} \) at \( \ell \leq 100 \) and its redshift evolution offer a powerful means of determining the linear growth of density perturbations. Our Fisher analysis predicts that the cross-correlation can place a constraint of \( S_8 = 0.851 \pm 0.012 \) at a 68% confidence level. This constraint is sufficiently precise to test the \( S_8 \) tension in modern cosmology. Note that the constraint of \( S_8 \) is less dependent on the choice of prior in the cross-correlation analysis. Even if excluding the non-informative prior, our Fisher analysis shows that \( S_8 = 0.851 \pm 0.012 \) (68%) can be realised with the cross-correlation analysis.

The mean baryon density has been precisely determined by the CMB and big-bang nucleosynthesis; these probes rely on the physics in the primordial photon-baryon plasma. Measurements of \( \Omega_b \) at low redshifts are always crucial because they should provide a valuable check for the understanding of the baryonic universe. Macquart et al. (2020) provided a 10%-level constraint of \( \Omega_b h \) with the relation between observed DM and host-galaxy redshifts. Note that the limit in Macquart et al. (2020) degenerates with the fraction of free electrons in cosmic baryon density, \( f_e \) in Eq. (8). Hence, other statistical observables of DM would provide some benefits to break the degeneracy among \( \Omega_b, h \) and \( f_e \).

As shown in Subsection 5.2.1, we found that precise measurements of the cross-correlation between DM and dark matter haloes allow
breaking the degeneracy in principle. To demonstrate the constraining power of the cross-correlation, we compute confidence levels in a $\Omega_h h - A_{\text{norm}}$ plane via the Fisher analysis (see Eq. [36] for the definition of $A_{\text{norm}}$). Figure 7 shows the expected confidence levels in the $\Omega_h h - A_{\text{norm}}$ plane with the cross-correlation analysis. The figure illustrates that we can constrain the two parameters simultaneously, even without any prior on $A_{\text{norm}}$. Assuming the prior of $A_{\text{norm}}$ with a level of 0.2, we also find that the cross-correlation can place a constraint of $(\Omega_h/0.049) (h/0.67) A_{\text{norm}} = 0.993^{+0.030}_{-0.036}$ (68%).

We also comment on the possibility of constraining the Hubble parameter $h$ with the cross-correlation. Our Fisher analysis shows that a 5%–level constraint of $h$ can be possible if we impose a non-informative prior (see Table 3). This expected constraint is not tight enough to test the so-called Hubble tension in modern cosmology (e.g. Riess 2020, for a review); a combined analysis of the cross-correlation with the DM-redshift relation of ~100 localised FRBs would further improve the constraint (e.g. Wu et al. 2021).

### 5.4.2 Gas-to-halo mass relations

The gas mass as a function of the total mass in a halo, referred to as gas-to-halo mass relation, is a paramount scaling relation in modern astronomy. Precise estimates of the gas-to-halo mass relation can improve the understanding of galaxy formation processes (e.g. van de Voort & Schaye 2012; Hummels et al. 2013; Ford et al. 2016; van de Voort et al. 2016; Davies et al. 2019; Lim et al. 2021). The gas-to-halo mass relation in clusters is of great interest for cluster cosmology (see e.g. Giodini et al. 2013, for a review). In addition, the gas-to-halo mass relation in galaxy-sized haloes plays an essential role in understanding the formation and evolution of galaxy clusters.
role in providing a theoretical interpretation of various observables. The observables include the thermal SZ effect (e.g. Greco et al. 2015; Vikram et al. 2017; Hill et al. 2018; Menke et al. 2021), kinematic SZ effect (e.g. Hand et al. 2012; Hernández-Monteagudo et al. 2015; Schaan et al. 2016; Sugiyama et al. 2018), X-ray luminosity (e.g. Leauthaud et al. 2010; Anderson et al. 2015; Babyk et al. 2018) and some combinations (e.g. Wu et al. 2020; Schaan et al. 2021).

In our theoretical model, the gas mass for a halo of $M$ is as follows:

$$M_{\text{gas}}(< r_{\text{out}}; M) = \int_0^{r_{\text{out}}} dr 4\pi r^2 \left( \rho_{\text{BG}}(r, M) + \rho_{\text{EG}}(r, M) \right),$$

where $r_{\text{out}}$ is a boundary radius, $\rho_{\text{BG}}$ and $\rho_{\text{EG}}$ represent the bound and ejected components, respectively (see Subsection 3.2 for details). The astrophysical parameters in Table 1 determine the gas mass $M_{\text{gas}}$. Hence, we can infer the gas-to-halo mass relation within our halo-model framework from the precise measurements of the parameters of $\eta, M,e, \beta$ and $M_{1/3}$.  

Figure 8 summarises an expected constraint of the mass fraction of gas in haloes at three halo masses. In the figure, we define the gas mass fraction as $f_{\text{gas}} = M_{\text{gas}}(< r_{200c})/M_{200c}$. From Table 1, we find that the measurement of $C_{\text{tid}}$ in our fiducial setup can place a constraint of $f_{\text{gas}} = (2.20^{+0.48}_{-0.30}) \times 10^{-3}$, $(1.22^{+1.52}_{-0.43}) \times 10^{-2}$ and $0.154^{+0.014}_{-0.020}$ for the haloes with their mass of $M = 10^{12} h^{-1} M_{\odot}$, $10^{13} h^{-1} M_{\odot}$ and $10^{14} h^{-1} M_{\odot}$, respectively. We also show the constraint of $f_{\text{gas}}$ from previous galaxy surveys. The above error is set by a 68% confidence level for the full fiducial setup. In addition, the cross-correlation analysis allows us to calibrate the gas-to-halo mass relation at cluster scales with a level of $\sim 10\%$, providing informative prior for cluster cosmology. Recalling that the small-scale cross-correlation can be sensitive to baryon distribution, whereas the large-scale counterpart is mostly determined by cosmology (see Subsection 5.2.1 for details). Notably, the measurement of $C_{\text{tid}}$ scales with the number density of free electrons, whereas the X-ray luminosity varies with the density squared and can be subject to the gas clumpiness (e.g. Nagai & Lau 2011; Vazza et al. 2013; Battaglia et al. 2015).

### 5.4.3 Sub-grid physics in hydrodynamical simulations

Although most cosmic mass densities comprise dark matter, baryons still affect the statistical properties of total mass density distributions in the universe (e.g. Chisari et al. 2019, for a review). Hydrodynamical simulations are the most accurate techniques for predicting the impact of baryons on fluctuations in the cosmic mass density; the simulation itself has a fundamental limit of the resolution of masses or length scales. To include astrophysical processes associated with smaller scales than the resolution limit, the hydrodynamical simulation requires the implementation of various sub-grid recipes. Some relevant processes include the initial mass function, supernovae and...
AGN feedback and metal enrichment. The sub-grid physics has to be calibrated so that the simulation can explain observations, and its impact can be dependent on the assumed cosmology in the simulation. Because a cosmological hydrodynamical simulation is very time-consuming in general, a flexible method to evaluate the baryonic effects on the matter-density fluctuations is demanded.

Recently, van Daalen et al. (2020) analysed various hydrodynamical simulations to study how the sub-grid physics recipes affect the matter power spectrum. Regardless of details in the recipes, they found a tight correlation (with a $\sim 1\%$-level scatter) between the mean baryon fraction inside haloes and the power spectrum suppression. For a comoving wave number of $k$ in units of $h$ Mpc$^{-1}$, the correlation at $z = 0$ is approximated as follows:

$$
\frac{P_{w/baryon}}{P_{No\ baryon}} = 1 - \frac{2^a + 2^b (c \bar{f}_{bar, 200c})^{b-a}}{k^{-a} + (c \bar{f}_{bar, 200c})^{b-a}} \exp(\frac{d}{\bar{f}_{bar, 200c} + e}),
$$

where $P_{w/baryon}$ is the non-linear matter power spectrum with baryonic effects, $P_{No\ baryon}$ is the matter power spectrum expected in dark-matter-only N-body simulations, $\bar{f}_{bar, 200c}$ is the baryon mass fraction in haloes of $M_{200c} = 10^{14} M_\odot$ divided by $\Omega_\Lambda/\Omega_M$, and fitting parameters are given by $a = 2.111, b = 0.0038, c = 1.371, d = -5.816, and e = -0.4005$. Note that Eq. (54) holds for the EAGLE, BAHAMAS, Cosmo-OWLS, IllustrisTNG and Horizon-AGN simulations. Arélo et al. (2020) also found that the $\bar{f}_{bar, 200c}$ dependence in Eq. (54) could be explained by the gas model in Subsection 3.2 and the stellar-to-halo mass relation in Appendix A. Specifically, the baryon fraction in the model is computed as follows:

$$
\bar{f}_{bar, 200c} = \left[ \frac{M_{gas(< r_{200c})}}{M} + f_{star}(M) \right] \left( \frac{\Omega_\Lambda}{\Omega_M} \right)^{-1},
$$

where $M_{200c} = 10^{14} M_\odot$. $M_{gas(< r_{200c})}$ is given by Eq. (53), and $f_{star}(M)$ is the stellar mass fraction provided in Appendix A.

Using the Fisher matrix of our astrophysical parameters ($\eta, M_c, \beta$ and $M_1, 0$), we found that the expected constraint of $\bar{f}_{bar, 200c}$ by the measurements of $C_{\delta\delta}$ is $\bar{f}_{bar, 200c} > 0.914 (0.789)$ with a 68% (95%) confidence level. According to Eq. (54), this lower limit of $\bar{f}_{bar, 200c}$ can provide a stringent limit of $|P_{w/baryon}/P_{No\ baryon} - 1| \lesssim 0.03$ at $k = 1$ h Mpc$^{-1}$ at the 95% confidence level. Hence, the cross power spectrum with dark matter haloes and FRBs has a great potential of constraining the baryonic effect on the small-scale matter power spectrum, which is the main theoretical uncertainty in weak lensing cosmology today (see e.g. Mandelbaum 2018, for a review).

### 6 LIMITATIONS

Before concluding, we summarise the major limitations in our correlation statistics between dark matter haloes and cosmic DMs. The following issues will be addressed in future studies.

#### 6.1 Precise calibration of halo model

As shown in Subsection 5.1 and Appendix B, our model of gas in a halo can provide a fit to the power spectra in the TNG simulation within a level of $\sim 25\%$ over a wide range of angular scales, halo masses and redshifts. Nevertheless, the 25%-level precision in our model is insufficient to obtain unbiased estimates of the cosmological and astrophysical parameters from future measurements of $C_{\delta\delta}$. We now list points to be considered for more precise models of $C_{\delta\delta}$ below.

Provided that the localisation error of FRBs is set to $O(1)$ arcmin, the smallest relevant comoving scale to $C_{\delta\delta}$ is of an order of $\sim 200$ kpc at $z = 0.1$ and becomes larger as $z$ increases. For galaxy-sized haloes, the scale of $200$ kpc provides a typical expansion of the circumgalactic medium (see e.g. Tumlinson et al. 2017, for a review). On the other hands, $200$ kpc corresponds to a central region of cluster-sized haloes. Gas cooling due to some strong feedback at the cluster core must be accounted for, while various observational information about the ‘warm’ circumgalactic medium at the edge of galaxy-sized haloes would be useful (e.g. Singh et al. 2018; Mas-Ribas & Hennawi 2018).

When applying actual data of galaxies and clusters, we also require more realistic recipes to include satellite galaxies and the scatter in mass-to-observable relations for galaxy clusters. A halo occupation model (e.g. Berlind et al. 2003) and/or forward modelling approach (e.g. Lima & Hu 2005) would be promising. Further, the scatter in the gas-to-halo mass relation can be linked to some secondary halo parameters, such as shapes, ages and mass accretion rates (e.g. Green et al. 2020, for a cluster scaling relation). Our model cannot account for possible correlations between the selection function of haloes and secondary halo parameters.

On larger scales beyond the virial regions of haloes, the clustering of two separated haloes mainly contributes to the expected signal of $C_{\delta\delta}$. We adopt a linear bias to compute the clustering signal as in Eq. (26), but it is an inaccurate approximation at scales of $O(10)$ Mpc (e.g. Mead & Verde 2021). At sufficient large scales, our model predicts that the signal of $C_{\delta\delta}$ scales with $\sim b_h b_f$, where $b_h$ is the linear halo bias and $b_f$ is the fraction of free electrons in the cosmic baryon number density. The SNR of the clustering signal can reach $\sim 10$–$50$ if 20000 FRBs in a sky coverage of $20000$ deg$^2$ are available (see Figure 4). This indicates that we would require a model of $f_e$ with a 2%-level precision, but our model of $f_e$ still relies...

---

**Figure 8.** Expected constraints of the gas mass fraction at three halo masses of $M_{200c} = 10^{12}, 10^{13}$ and $10^{14} h^{-1} M_\odot$ at $z = 0$. We compute the gas mass fraction within the radius of $r_{200c}$, divided by the cosmic baryon fraction ($\Omega_\Lambda/\Omega_M$). The blue points with error bars show the limits with a 68% confidence level, derived via our Fisher analysis of the cross power spectra between dark matter haloes and DM. We assume that $20000$ FRBs are available in the sky of $20000$ deg$^2$ and set the variance of host-galaxy DM and the localisation error to $60$ pc/cm$^3$ and $3$ arcmin, respectively. The solid black line shows our fiducial gas-to-halo mass relation expected in the TNG simulation. The other lines represent the relations for the other hydrodynamical simulations.
on phenomenological fitting functions based on the TNG simulation (Takahashi et al. 2021). A more physically motivated description of $f_r$ is demanded to consider some galactic feedback processes. Notably, our model cannot fully account for warm-hot intergalactic medium (WHIM) in cosmic filaments (Cen & Ostriker 1999). The ejected gas components in our model may be responsible for some parts of WHIM; we completely ignore the accretion of flesh gas through the filaments.

6.2 Realistic statistical errors

We employ a Gaussian approximation to compute the statistical errors of the cross power spectrum $C_{\ell\ell}$. Non-linear gravitational growth in cosmic mass density can induce a complex coupling of density fluctuations with different Fourier modes. The mode coupling effect causes a four-point correlation among relevant observables and increases the statistical errors (e.g. Takada & Hu 2013). For example, Connor & Ravi (2021) claimed the detection of a large DM from nearby dark matter haloes of galaxies at distances of $< 40$ Mpc. Such nearby objects can induce additional scatterings of our cross-correlation and affect the parameter inference in principle. The additional sample variance can be interpreted as the four-point correlation arising from Poisson number fluctuations of galaxies in the survey window (see e.g. Sato et al. 2009; Osato & Takada 2021, for other cosmological observables). Although the four-point correlation can be computed in a halo-model approach, we leave its impact on parameter forecasts for future studies.

In practice, the localisation error of FRBs may depend on the sky coordinate of FRBs, making the function of Eq. (39) more complicated (e.g. Rafiei-Ravandi et al. 2021). More realistic treatments of the localisation error would be needed in actual measurements of $C_{\ell\ell}$. The redshift distribution of FRBs is a key ingredient in the cross-correlation analysis. A set of localised FRBs with sub-arcseconds is needed to have a reasonable estimate of the redshift distribution. Target selection in a small sky coverage may be subject to the sample variance (see e.g. Cunha et al. 2012, for similar studies in the light of photometric redshifts in galaxy imaging surveys). It would be interesting to study how many FRBs have to be localised with a level of sub-arcseconds and how wide sky coverage is required for a precise inference of the redshift distribution. The one-point probability distribution of observed DMs can provide complementary information about the redshift distribution of FRBs (Shirasaki et al. 2017). In addition, we may use another FRB observable of the scattering time\(^{17}\) to control the variance of the host-galaxy DM (e.g. Chawla et al. 2021; Cordes et al. 2021), but more investigations would be required.

6.3 DMs from FRB sources

We have ignored possible contributions from interstellar media or stellar discs at FRB sources (i.e., basically from the host galaxies) to the cross-correlation analysis, although this contribution is largely dependent on the origin of FRBs. We now provide a rough order-of-magnitude estimate based on a halo model.

We first assume that the physical sizes of FRB sources are small enough to be approximated as point sources. This assumption is expected to be valid provided FRBs are associated with astrophysical compact objects with a short duration of $\sim 1$ ms (e.g. Bhandari et al. 2020a), and we work with scales larger than $\sim 100$ kpc. Then, we write cumulative DMs from FRB sources as follows:

$$D_{\text{source}}(\theta) = \frac{1}{N_{\text{FRB}}} \int_0^{\chi H} d\chi \chi^2 f_{\text{duty}}(\chi) \int dM \frac{dn}{dM} (M, \chi) \times P(M, z(\chi)) \frac{1}{\tau_s} \left( 1 + \frac{\delta_h \chi \theta \chi; M) \right),$$

where $P(M, z)$ represents the number of FRB sources in a halo of $M$ at the redshift $z$, $\tau_s$ is the column density of free electrons around single FRBs and $f_{\text{duty}}(\chi)$ provides the fraction of observed FRBs to their total number. For simplicity, we ignore any dependence of $\tau_s$ on halo masses, redshifts and other properties. Notably, $\tau_s$ should be evaluated by the average column density over the orientation of stellar discs in FRB host haloes.

In Eq. (56), we can normalise $P(M, z)$ by $\int dM P(M, z) = 1$ at each redshift, without loss of generality. Using recent observational constraints in Heintz et al. (2020), we find that $P(M, z)$ can be approximated as a log-normal distribution in terms of stellar masses\(^{18}\):

$$P(M, z) = P(M_{\text{star}}(M, z)) \frac{dM_{\text{star}}}{dM},$$

$$P(M_{\text{star}}) = \frac{1}{M_{\text{star}} \ln 10 \sigma \sqrt{2\pi}} \exp \left[ -\frac{(\ln M_{\text{star}} - \mu)^2}{2\sigma^2} \right].$$

where $M_{\text{star}}(M, z)$ is the stellar mass (in units of $M_\odot$) in a halo of $M$ at $z$, $\mu = 9.30$ and $\sigma = 0.77$. The stellar-to-halo mass relation is given in Appendix A. Then, the fraction of $f_{\text{duty}}$ is determined so that the redshift distribution of FRBs follows Eq. (14). Specifically, we set $f_{\text{duty}}$ by

$$p(\chi) = \chi^2 f_{\text{duty}}(\chi) \int dM \frac{dn}{dM} (M, z(\chi)).$$

where the normalisation is given by $\int d\chi p(\chi) = 1$.

The halo model predicts that the cross-correlation between $D_{\text{source}}$ and $\delta_h^{2D}$ scales with $\tau_s$ and

$$f_{\text{eff,FRB}} = \frac{1}{N_{\text{FRB}}} \int_{\chi_{\text{min}}}^{\chi_{\text{max}}} d\chi \chi^2 f_{\text{duty}}(\chi) \times \int dM \frac{dn}{dM} (M, \chi) S(M) P(M, z(\chi)),$$

where $f_{\text{eff,FRB}}$ represents the fraction of FRB host haloes that share the selection of halo masses and redshifts with $\delta_h^{2D}$. For mass-limited samples with $M \geq 10^{12} h^{-1} M_\odot$, our fiducial model with Eq. (58) predicts that $f_{\text{eff,FRB}}/10^{-4} = 0.37, 1.36, 1.81, 1.69$ and $1.32$ at $0 < z < 0.2, 0.2 < z < 0.4, 0.4 < z < 0.6, 0.6 < z < 0.8$ and $0.8 < z < 1.0$, respectively. On the other hand, we find that $f_{\text{eff,FRB}}$ is smaller than $10^{-7}$ for mass-limited samples with $M \geq 10^{14} h^{-1} M_\odot$ for all relevant redshift bins.

For comparison, the DM by free electrons distributed in a halo\(^{19}\) of $M$ in a narrow redshift range can roughly scale with

$$420 \text{ pc/cm}^3 \left( \frac{f_{\text{gas}}(M, z)}{0.15} \right) \left( \frac{M}{10^{14} M_\odot} \right)^{1/3} \left( \frac{H(z)}{100 \text{ km/s/Mpc}} \right)^{4/3},$$

\(^{17}\) A FRB pulse can be broadened because of multi-path propagation by scattering (e.g. Blandford & Narayan 1985). The scattering time provides a typical time scale of the temporal broadening of FRBs by the scattering due to electron density variations along a line of sight.

\(^{18}\) Note that $P(M, z)$ is poorly understood yet. A recent observation implies that a typical host halo mass of FRBs may be cluster-sized (Rafiei-Ravandi et al. 2021), but more observations are required to make a robust conclusion.

\(^{19}\) We evaluate this as $(X_p + Y_p/2) \left[ f_{\text{gas}} M (2r_{200c}) \right] [(4/3) \pi r_{200c}^3 m_p]^{-1}.$
where $f_{\text{gas}}$ is the mass fraction of gas in a halo, and it depends on the halo mass and redshift. Suppose that a typical value of $\bar{\tau}_s$ ranges from $100-1000 \text{pc}/\text{cm}^3$, we expect $f_{\text{eff,FRB}} \bar{\tau}_s \ll 1 \text{pc}/\text{cm}^3$ for cluster-sized haloes, while $f_{\text{eff,FRB}} \bar{\tau}_s \sim 0.01 - 0.1 \text{pc}/\text{cm}^3$ can be possible for galaxy-sized haloes. Hence, the cross-correlation for cluster-sized haloes is less affected by the near-source plasma, allowing us to perform a robust cosmological analysis. To constrain astrophysical parameters, we require a cross-correlation function with less massive haloes. Because Eq. (62) gives $\sim 0.9 \text{pc}/\text{cm}^3$ at the mass of $\sim 10^{12} M_\odot$ in our fiducial scenario ($f_{\text{gas}}/0.15 \approx 10^{-2}$ at $M \sim 10^{12} M_\odot$), the near-source plasma with $f_{\text{eff,FRB}} \bar{\tau}_s \sim 0.01 - 0.1 \text{pc}/\text{cm}^3$ may affect the cross-correlation for galaxy-sized haloes. Thus, we expect that the near-source plasma can be a major systematic source to constrain astrophysics. Future studies need to develop a more realistic model of $D_{\text{source}}$ by incorporating the physics of compact objects.

6.4 Possible extensions

So far we have worked with the single projected DM field, but this choice is not optimal to extract the information in the halo-DM cross correlations. One can use the observed DM values of individual FRBs as an indicator of their redshifts and divide the FRBs into several bins with their DM estimates (e.g. Rafiei-Ravandi et al. 2020, 2021). Such a DM-binned analysis would be helpful not only to constrain the underlying distribution of FRB redshifts, but also to mitigate possible systematic effects due to correlations between haloes and FRB sources in same redshift bins (see Subsection 6.3). When dividing FRBs with their DMs, we have to include the contribution of DMs within FRB host galaxies (i.e. $D_{\text{source}}$) in our model properly. At this early stage, the modelling of $D_{\text{source}}$ cannot be as precise as our halo model of large-scale structure. Another issue in the analysis with DM bins is a modulation effect of the observed FRB number density as pointed out in Rafiei-Ravandi et al. (2020). Because free electrons in the large-scale structure are inhomogeneous, the redshift distribution of FRB sources should depend on angular coordinates after one imposes the selection of observed DMs. This modulation effect makes our halo-model formulation more complicated. Furthermore, potential selection biases in FRB observations (e.g. selection against high-DM FRBs) can severely affect the cross-correlation analysis with the binning of DMs. Hence, we restrict ourselves to the single projected DM field in the present paper, while it would be interesting to explore how much additional information can be extracted with DM-binned cross correlation functions.

We also assume that precise redshift catalogues of galaxies and clusters are available in the analysis, but it would be important to include realistic redshift errors of foreground halo catalogues in the halo model for future applications, especially when one would work on galaxy imaging data with photometric redshifts. Interesting candidates of galaxy imaging surveys include the ten-year Rubin Observatory Legacy Survey of Space and Time (LSST)\textsuperscript{20} and Euclid\textsuperscript{21}. In general, photometric redshift sample would have a denser number density than the spectroscopic counterpart, allowing to reduce shot-noise errors in small-scale cross-correlations.

7 CONCLUSIONS AND DISCUSSIONS

In this article, we studied information contents in cross-correlation analyses with dark matter haloes and DMs arising from large-scale structures. Near-future observations of FRBs will allow us to perform a statistical analysis of the DM over many lines of sight. The cross-correlation of the DM and the position of dark matter haloes provides a powerful means of studying the redshift evolution in free electrons and the non-linear baryonic process of gas in single dark matter haloes. We adopted a halo-model approach to predict an expected cross-correlation signal of the DM and several mass-limited halo samples. Our halo model assumes a two-phase gas scenario, which had been calibrated with a set of hydrodynamical simulations (Aricò et al. 2020). We also considered a realistic redshift evolution of the average number density in free electrons, which is consistent with the IllustrisTNG simulations (Springel et al. 2018; Takahashi et al. 2021). Our model has six parameters to set the cosmological evolution of dark matter haloes, and four parameters to characterise the gas density profile in single haloes, the gas-to-halo mass relation and the stellar-to-halo mass relation.

According to a rich phenomenology in the halo model, we improved our previous results (Shirasaki et al. 2017) by accounting for non-linear gravitational and baryonic effects in the cross-correlation analysis. Our findings in this study are summarised below.

(i) Our halo model predicts that a cross power spectrum with cluster-sized haloes at $\ell \lesssim 10^4$ is sensitive to the cosmological parameters, but it is less affected by astrophysics. Moreover, a cross power spectrum with group- and galaxy-sized haloes would contain the information about baryonic physics at angular scales of $\lesssim 10$ arcmin. Therefore, a combined analysis of the cross-correlation with haloes at different halo masses would be efficient to constrain cosmology and astrophysics separately.

(ii) The normalisation of the cross power spectrum scales with a combination of $\Omega_0 h f_e$ ($\Omega_b$, $h$ and $f_e$ are the mean baryon density, the present-day Hubble parameter and the fraction of free electrons in cosmic baryon density today, respectively), whereas the shape of the power spectrum is affected by $\Omega_b$ and $h$ but not by $f_e$. Hence, a detailed analysis of the cross-correlation can break the primary degeneracy of $\Omega_b h f_e$ in principle.

(iii) Assuming that 20000 FRBs are available in a sky coverage of 20000$\text{deg}^2$ with a plausible scatter of the DM in FRB host galaxies and the localisation error of FRBs being 3 arcmin, we found that the SNR of the cross power spectrum at $\ell \lesssim 3000$ can reach $\sim 100$ for haloes in a wide range of masses and redshifts. This indicates that the future FRB data will allow us to measure the cross-correlation signal with a level of $\sim 1/100 - 1\%$ precision.

(iv) We performed a Fisher analysis to forecast parameter constraints with cross-correlation analyses with dark matter haloes and the DM from the future FRB data. We found that the cosmological parameters could be constrained with a level of 5%, even if informative priors from the CMB are excluded. On the astrophysical parameters, the cross-correlation analysis could put a tight constraint of a typical propagation length scale of ejected gas from halo centres and a characteristic halo mass below which more than half of the gas in the halo comprises the ejected component.

(v) The expected parameter constraints by the cross-correlation can shed light on the tension of gravitational growth of cosmic mat-
matter density fluctuations. We expect that the cross-correlation has a potential of constraining $\sigma_8 = \sigma_r(\Omega M_0/0.3)^{0.5}$ with a level of $\Delta_8 = 0.851 \pm 0.012$ (68% CL), where $\Omega M_0$ and $\sigma_r$ represent the mean cosmic mass density and the linear mass variance smoothed by $8h^{-1}$ Mpc, respectively. In addition, the amplitude of the cross-correlation function can place a meaningful limit of the mean baryon density at low redshifts. The expected limit by the future cross-correlation is $(\Omega_M/0.049) (h/0.67) (f/0.95) = 0.993^{+0.030}_{-0.036}$ at a 68% confidence level. These limits would provide an important consistency test of structure formation in an expanding universe based on low-redshift information alone.

(vi) The cross-correlation with haloes and DM in future FRB surveys can also place a stringent limit on the gas-to-halo mass relation and the baryon content (i.e. the sum of stars and gas) in cluster-sized haloes. The expected limit on the gas-to-halo mass relation allows us to pin down which existing galaxy formation models can explain our baryonic universe. The stringent limit of the baryon content in clusters would provide a reasonable estimate on the strength of feedback by AGN, bracketing baryonic effects on spatial clustering in large-scale structures.

Our results provide a major step forward to precision cosmology with FRBs, but there are some limitations to apply our method to future datasets. We require a more precise model for the cross-correlation between haloes and DM. Our halo model can produce the cross power spectra for mass-limited haloes in the TNG simulations with a level of 25%. Note that the gas model in this study has been calibrated so that it can provide a reasonable fit to non-linear matter power spectra in simulations. We expect that a direct calibration of gas density profiles around single haloes in the simulations can improve the model accuracy but leave it for future studies. In addition, more observational studies are crucial in determining the redshift distribution of FRBs at a given observational condition. We adopt a simple parametric model of the redshift distribution, but this has to be improved before a large sample of FRBs would be available. Further, we ignore possible contributions from near-source plasma in the interstellar medium (i.e., basically from the host galaxy) to the cross-correlation analysis. We provided a rough order-of-magnitude estimate of the near-source plasma in Subsection 6.3, but more realistic modelling associated with astrophysics of compact objects will be needed for future studies.
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APPENDIX A: A MODEL OF STELLAR-TO-HALO MASS RELATION

In this appendix, we summarise a model of stellar masses as a function of halo masses and redshifts. We adopt the model in Aricò et al. (2020), which follows the parametrisation from the abundance matching analysis in Behroozi et al. (2013).

The stellar mass fraction in a halo is given by

$$f_{\text{star}}(M, z) = \epsilon \left( \frac{M_1}{M} \right)^{10 \log(M_1/M) - g(0)},$$

(A1)

where

$$g(x) = -\log(10^{\alpha x}) + \delta \frac{\log(1 + e^{\nu x})}{1 + e^{\nu x}},$$

(A2)

and $\alpha, \delta, \gamma, \epsilon$ and $M_1$ are redshift-dependent parameters in the model. We set the model parameters at $z = 0$ with the results in Kravtsov et al. (2018), while the redshift dependence is assumed to be the same as in Behroozi et al. (2013). To be specific, the parameters are given by

$$\nu(a) = \exp(-4a^2),$$

(A3)

$$\log M_1 = \log(M_{1,0}) + m_{1,a}(a - 1) + m_{1,z} z,$$

(A4)

$$\log \epsilon = \log(\epsilon_0) + \delta_a(a - 1) + \delta_z z,$$

(A5)

$$\alpha = \alpha_0 + \alpha_a(a - 1),$$

(A6)

$$\delta = \delta_0 + \delta_a(a - 1) + \delta_z z,$$

(A7)

$$\gamma = \gamma_0 + \gamma_a(a - 1) + \gamma_z z,$$

(A8)

where $a = 1/(1 + z)$ and $m_{1,a} = -1.793, m_{1,z} = -0.251, \epsilon_0 = 0.023, \epsilon_a = -0.006, \epsilon_a = -0.119, \alpha_0 = -1.779, \alpha_a = 0.731, \delta_0 = 4.394, \delta_a = 2.608, \delta_z = -0.043, \gamma_0 = 0.547, \gamma_a = 1.319,$ and $\gamma_z = 0.279$.

In this paper, we regard $M_{1,0}$ as a single free parameter in the model and fix the other parameters.

APPENDIX B: DETAILED COMPARISONS OF CROSS POWER SPECTRA WITH HALO MODEL AND TNG

We now compare our model of the cross power spectrum between dark matter haloes and DMs with the counterpart in the TNG simulations.

When computing the cross power spectrum, we use 27 realisations of the DM maps at source redshifts being 1 in Takahashi et al. (2021). We also consider three mass-limited samples of haloes for our cross-correlation analysis. We work with the halo samples with their masses greater than $10^{12}, 10^{13}$ and $10^{14} h^{-1} M_\odot$. We divide the halo redshifts into five bins of $0 < z < 0.2, 0.2 < z < 0.4, 0.4 < z < 0.6, 0.6 < z < 0.8$ and $0.8 < z < 1.0$ to study the redshift dependence.

For a given halo sample, we construct the over density field in the halo number density on $5400 \times 5400$ grids in a sky of $6 \times 6 $ deg$^2$. Note that the same angular grid is adopted in the DM maps. For a given set of DM map $D(\theta)$ and halo over-density field $\delta_h(\theta)$, we estimate the cross power spectrum as follows:

$$\hat{C}_{hD}(f) = \frac{1}{N_f} \sum_{t \neq t_f \in \ell} \text{Re} \left[ \hat{\delta}_{hD}^* (f) \hat{D} (f) \right],$$

(B1)
where the summation runs over modes whose lengths lie in the range \( \ell - \Delta \ell / 2 \leq |\ell| \leq \ell + \Delta \ell / 2 \) for the assumed bin width \( \Delta \ell \). \( \delta_h^{2D}(\ell) \) is the Fourier counterpart of \( \delta_h^2(\ell) \). \( \bar{\delta}_h^{\phi}(\ell) \) is the complex conjugate of \( \bar{\delta}_h^{\phi}(\ell) \) and \( \text{Re}[\chi] \) takes the real part of a given complex number \( X \). In Eq. (B1), \( N_\ell \) represents the number of Fourier modes in a given bin of \( \ell \). We set the width to \( \Delta \ln \ell = 0.23 \) in the range of \( 100 < \ell < 10^4 \).

Figure B1 summarises the comparison of our model of \( C_{\text{MD}} \) and the simulation results. For the simulation results, we show the average power spectrum over 27 realisations; the error bars represent the standard deviation divided by \( \sqrt{27} \). For a visualisation purpose, we multiply the power spectra in the range of \( 0 < \ell < 0.2, 0.2 < \ell < 0.4, 0.4 < \ell < 0.6, 0.6 < \ell < 0.8 \) and \( 0.8 < \ell < 1.0 \) by \( 10^9, 10^{-0.4}, 10^{-0.8}, 10^{-1.2} \) and \( 10^{-1.6} \), respectively. The figure illustrates that our model can provide a fit to the simulation results in a wide range of \( \ell \), halo masses and redshifts. The model precision reaches about 25%; overall shapes of the power spectrum are well explained by our halo model. Our model relies on several fitting formulas of large-scale structures. We also summarised some action items to develop a more precise model of \( C_{\text{MD}} \) in Subsection 6.1.

### Table 4. Variables used in this paper.

| Symbols | Definition | Eq.s |
|---------|------------|------|
| \( H(z) \) | Hubble parameter at redshift \( z \) | (1) |
| \( \chi(z) \) | Radial comoving distance to \( z \) | (2) |
| \( n_{2D}^{\rho_h} \) | Average surface number density of haloes | (3) |
| \( \delta_h^2 \) | Projected number density fluctuation of haloes | (3) |
| \( \Delta n / \Delta M \) | Halo mass function | (5) |
| \( S(M, \chi) \) | Selection function of haloes with mass \( M \) at \( \chi \) to define \( \delta_h^{2D} \) | (5) |
| \( D_{\text{SW}} \) | Dispersion measure (DM) in the Milky Way | (6) |
| \( D_\text{LS} \) | DM from electrons in large-scale structures | (6), (9) |
| \( d \) | Host-galaxy DM | (6), (56) |
| \( f \) | Fraction of free electrons in the cosmic electron number density | (8) |
| \( p_\ell(z) \) | Redshift distribution of FRBs | (14) |
| \( \tilde{C}_{\ell \phi} \) | Two-point cross-correlation between observed DMs and \( \delta_h^{2D} \) | (15) |
| \( \sigma_{\text{DD}} \) | Cross power spectrum between observed DMs and \( \delta_h^{2D} \) | (16) |
| \( \sigma_D^{(n)} \) | \( n \)-dimensional Dirac delta function | (16) |
| \( P_{\text{rec}} \) | Power spectrum between free electron and halo density fields in 3D | (19) |
| \( n_{bh} \) | A spherical electron density profile around a halo | (23)-(25) |
| \( \rho_{\phi h} \) | Mass density profile of a hot gas component | (27) |
| \( \rho_{\text{EG}} \) | Mass fraction of the hot gas component | (27) |
| \( \rho_{\text{EG}} \) | Mass fraction of the hot gas component | (27) |
| \( \rho_{\text{EG}} \) | Mass fraction of the hot gas component | (27) |
| \( \rho_{\text{EG}} \) | Mass fraction of the hot gas component | (27) |
| \( \Delta \theta_{\text{FRB}} \) | Angular resolution of FRB position's | (39) |
| \( B \) | Smearing effect on \( C_{\text{MD}} \) due to position errors of FRBs | (39) |
| \( C_{\text{DD}} \) | Power spectrum of observed DM | (41) |
| \( \sigma_{\text{DM}} \) | Variance of host-galaxy DM | (41) |
| \( \eta_{\text{FRB}} \) | Average surface number density of FRBs | (41) |
| \( C_{\text{hh}} \) | Power spectrum of \( \delta_h^2 \) | (43) |
| \( F_{ij} \) | Fisher matrix | (50) |
| \( S/N \) | Signal-to-noise ratio | (52) |
| \( M_{\text{gas}} \) | Gas mass of a halo | (53) |
| \( P_{\text{NFW}} \) | Non-linear matter power spectrum with baryonic effects | (54) |
| \( P_{\text{NoNFW}} \) | Non-linear matter power spectrum without baryonic effects | (54) |
| \( \rho_{\text{EM}} \) | Baryon mass fraction in haloes with their mass of \( 10^{14} M_\odot \) | (54), (55) |
| \( P(M, z) \) | Selection function of FRBs as a function of halo mass \( M \) at redshift \( z \) | (56), (58) |
| \( \ell_{\text{eff,FRB}} \) | Fraction of FRB hosts that share the mass/redshift selection with \( \delta_h^{2D} \) | (61) |
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Figure B1. Comparison of the cross power spectra between haloes and DM in TNG simulations with our halo model. In each top panel, the different symbols show the power spectra at five redshift bins of $0 < z \leq 0.2$, $0.2 < z \leq 0.4$, $0.4 < z \leq 0.6$, $0.6 < z \leq 0.8$ and $0.8 < z \leq 1.0$; the error bar is the standard deviation for the average over 27 realisations. The lines are our model predictions. From left to right, we show the comparison for haloes with their masses greater than $10^{12}, 10^{13}$ and $10^{14} h^{-1} M_{\odot}$. To avoid any confusion, we multiply the power spectra at each redshift bin by $\chi(z)$. Each bottom panel shows the ratio of the power spectrum between the simulation results and halo-model counterparts. The grey shaded region in the bottom highlights ±25%-level differences.
