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Abstract—Pairwise learning is receiving increasing attention since it covers many important machine learning tasks, e.g., metric learning, AUC maximization, and ranking. Investigating the generalization behavior of pairwise learning is thus of significance. However, existing generalization analysis mainly focuses on the convex objective functions, leaving the nonconvex learning far less explored. Moreover, the current learning rates derived for generalization performance of pairwise learning are mostly of slower order. Motivated by these problems, we study the generalization performance of nonconvex pairwise learning and provide improved learning rates. Specifically, we develop different uniform convergence of gradients for pairwise learning under different assumptions, based on which we analyze empirical risk minimizer, gradient descent, and stochastic gradient descent pairwise learning. We first successfully establish learning rates for these algorithms in a general nonconvex setting, where the analysis sheds insights on the trade-off between optimization and generalization and the role of early-stopping. We then investigate the generalization performance of nonconvex learning with a gradient dominance curvature condition. In this setting, we derive faster learning rates of order $O(1/n)$, where $n$ is the sample size. Provided that the optimal population risk is small, we further improve the learning rates to $O(1/n^2)$, which, to the best of our knowledge, are the first $O(1/n^2)$-type of rates for pairwise learning, no matter of convex or nonconvex learning. Overall, we systematically analyzed the generalization performance of nonconvex pairwise learning.
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1 INTRODUCTION

Pairwise learning focuses on learning tasks with loss functions depending on a pair of training examples, and thus has great advantage in modeling relative relationships between paired samples. As an important field of modern machine learning, pairwise learning instantiates many well-known learning tasks, for instance, similarity and metric learning [11], [33], [48], [57], AUC maximization [16], [17], [23], [45], [54], [84], [90], [92], [97], bipartite ranking [1], [13], [14], [59], gradient learning [63], [64], minimum error entropy principle [25], [31], multiple kernel learning [38], and preference learning [22], etc.

Since its significance, there has been an increasing interest in the generalization performance analysis of pairwise learning to understand why it performs well in practice. Generalization analysis investigates how the predictive models learned from training samples behave on the testing samples, which is one of the primary interests in the machine learning community [3, 37, 46, 56, 88]. In contrast to the classical pointwise learning problems where the loss function involves single instances, pairwise learning loss concerns pairs of training samples. This coupled construction leads to the fact that the empirical risk of pairwise learning has $O(n^2)$ dependent terms if there are $n$ training samples [11]. The fundamental assumption of independent and identical distributed (i.i.d.) random variables is thus violated for the empirical risk of pairwise learning, which, unfortunately, renders the standard generalization analysis in the i.i.d. case not applicable in this context.

There are many existing studies on the generalization performance of pairwise learning, but they have the following limitations. Firstly, they typically are not general. Specifically, most of the existing work studies specific instantiations, for instance, bipartite ranking or AUC maximization [40]. On the contrary, there is far less work studying the generalization performance under the framework of pairwise learning [39], [41]. Secondly, they mostly require convexity conditions [41]. In the related work of learning the unified pairwise framework, [34], [52], [85] investigate the online pairwise learning, which is different from the offline setting of this paper, while [67], [77] study the variants of stochastic gradient descent (SGD). The most related work to this paper is [39], [40], [41]. In [40], the authors study the generalization performance of regularized empirical risk minimizer (RRM) via a peeling technology in uniform convergence. In [39], the authors establish the relationship between the generalization measure and algorithmic stability, and then use this connection to study the generalization performance of RRM and SGD. While in [41], the authors initialize a systematic generalization analysis of SGD under milder assumptions via algorithmic stability and uniform convergence of gradients. However, the above works [34], [39], [40], [41], [52], [67], [77] are almost limited to the convex learning, and even often requiring the restrictive strong convexity condition. An exception is [41], where nonconvex learning is involved. Thirdly, in [41], the authors only investigate the SGD, where there are two learning rates derived for nonconvex pairwise learning. One is of order $O(\sqrt{d/n})$, provided with high probability under general nonconvex assumptions, while another is of order $O(n^{-\frac{1}{2}})$, provided in expectation under an extra gradient dominated assumption [41], where $n$ is the sample size and $d$ is the dimension of parameter space.
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However, one can see that these rates are of slower order.

Motivated by these problems, our goal is to provide a systematic and improved generalization analysis for nonconvex pairwise learning. Our contributions are summarized as follows.

- We study the generalization performance of the rarely explored nonconvex pairwise learning problems. Our analysis is performed on the general pairwise learning framework and spans empirical risk minimizer (ERM), gradient descent (GD), and stochastic gradient descent (SGD).
- We first consider the general nonconvex learning and provide learning rates for these algorithms. Our analysis reveals that the optimization and generalization should be balanced for achieving good learning rates, which sheds insights on the role of early-stopping. The derived rates are based on our developed uniform convergences of gradients for pairwise learning, which may be of independent interest.
- We then study the nonconvex learning with a commonly used curvature condition, i.e., the gradient dominance assumption. We establish faster $O(1/n)$ order learning rates. If the optimal population risk is small, we further improve this learning rate to $O(1/n^2)$. To our best knowledge, the $O(1/n)$ rate is the first for nonconvex pairwise learning, and the $O(1/n^2)$ rate is the first for pairwise learning, whether in convex learning or nonconvex learning.

This paper is organized as follows. The related work is reviewed in Section 2. In Section 3, we introduce the notations and present our main results. We provide the proofs in Section 4. Section 5 concludes this paper. Some discussions and proofs are deferred to the Appendix, including a systematic comparison with the related work.

2 RELATED WORK

This section introduces the related work on generalization performance analysis of pairwise learning based on different approaches.

Algorithmic stability is a popular approach to study the generalization performance of pairwise learning. It is also a fundamental concept in statistical learning theory [9, 10, 36], which has a deep connection with learnability [71, 74, 76]. A training algorithm is stable if small changes in the training set result in small differences in the output predictions of the trained model [9, 1, 24] establish the relationship between generalization and stability for ranking. [33, 33] study the regularized metric learning based on stability. [32, 89] consider differential privacy problems in pairwise setting. [77] uses stability to study the tradeoff between the generalization error and optimization error for a variant of pairwise SGD. [89] starts the studying of pairwise learning framework via algorithmic stability. They provide an improved stability analysis based on [10], and further use it to establish learning rates for RRM and SGD. [41] further provides generalization guarantees for pairwise SGD under milder assumptions. Although algorithmic stability has been widely employed in pairwise learning, it generally requires convexity assumptions [41], which means that the above studies are mostly limited to convex learning. Moreover, the strong convexity condition is often required when establishing faster learning rates. However, it is known that the strong convexity condition is too restrictive [35].

Another popular approach employed for pairwise learning is uniform convergence [4, 5, 39, 59, 60]. An advantage of uniform convergence is that it can imply meaningful learning rates for nonconvex learning [18, 21, 39, 41, 61]. In the related work of uniform convergence, [11, 13, 14, 15, 19, 23, 31, 40, 71, 92] focus on the specific instantiations of pairwise learning, i.e., metric learning, ranking or AUC maximization. They often bound the generalization gap by its supremum over the whole (or a subset of) the hypothesis space. Then, some space complexity measures, including VC dimension, covering number and Rademacher complexity, can be adopted to prove the learning rates of the generalization performance. [49] studies the pairwise learning framework via the uniform convergence technique. But they require a strong convexity assumption. In a very recent work, [41] develops uniform convergence of gradients for pairwise learning based on [42], and further use it to investigate the learning rates of SGD in nonconvex pairwise learning. The uniform convergence of gradients has recently drawn increasing attention in nonconvex learning [18, 21, 42, 61, 67] and stochastic optimization [53, 94, 95], which is a gap between the gradients of the population risk and the gradients of the empirical risk. However, these works are limited to the pointwise learning setting. In this paper, we study the more complex pairwise learning and provide improved uniform convergence of gradients than [41], based on which we investigate the learning rates for generalization performance of nonconvex pairwise learning. As discussed before, the dependency in the empirical risk hinders the standard i.i.d technique. To overcome this difficulty, we need to decouple this dependency so that the standard generalization analysis established for independent data can be applied to this context. Furthermore, we develop different uniform convergence of gradients under different assumptions. For the demand of the proof, we also create two more general forms of the Bernstein inequality of pairwise learning, which may be of independent interest and benefit the Bernstein inequality’s broader applicability (please refer to Appendix for details).

Except for the algorithmic stability and uniform convergence, convex analysis is employed in online pairwise learning [34, 85]. The tool of integral operator is also used to study the generalization of pairwise learning, but is often limited to the specific least square loss functions [25, 93].

3 MAIN RESULTS

3.1 Preliminaries

Let $P$ be a probability measure defined over a sample space $Z$ and $P_n$ be the corresponding empirical probability measure. Let $f(\cdot, z, z') : W \mapsto R$ be a random objective function depending on random variables $z, z' \in Z$, where $W$ is a parameter space of dimension $d$. In pairwise learning, we aim to minimize the following expected risk

$$F(w) = E_{z, z'}[f(w; z, z')],$$

(1)
where $E_{z,z'}$ denotes the expectation with respect to (w.r.t.) $z, z' \sim P$. In (1), $F(w)$ is also referred to as population risk. $z$ and $z'$ can be considered as samples, $w$ can be interpreted as a model or hypothesis, and $f(\cdot, \cdot, \cdot)$ can be viewed as a loss function.

A well-known example of (1) is the pairwise supervised learning. Specifically, in the supervised learning, $Z = X \times Y$ with $X \subset \mathbb{R}^d$ being the input space and $Y \subset \mathbb{R}$ being the output space ($d'$ may not equal to $d$). Let $S = \{z_1, ..., z_n\}$ be a training dataset drawn independently according to $P$, based on which we wish to build a prediction function $h : \mathcal{X} \rightarrow \mathbb{R}$ or $h : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$. Considering the parametric models, in which the predictor $h_w$ can be indexed by a parameter $w \in \mathcal{W}$, and defining $\ell(w; z, z')$ as the loss that measures the quality of $h_w$ over $z, z' \in \mathcal{Z}$, where $\ell : \mathcal{W} \times \mathcal{Z} \times \mathcal{Z} \rightarrow \mathbb{R}$, the corresponding expected risk of supervised learning can be written as

$$F(w) = E_{z,z'}[\ell(w; z, z')]. \quad (2)$$

In contrast to the traditional pointwise supervised learning problems where the quality of a model parameter $w$ is measured over an individual point, a distinctive property of (2) is that the performance of $h_w$ should be quantified on pairs of data samples. Note that the minimization of (1) is more general than supervised learning in (2) and could be more challenging to handle [24, 76].

From (1), we know that the population risk $F(w)$ measures the prediction performance of $w$ over the underlying distribution. However, $P$ is typically not available and what we get is only a set of i.i.d. training samples $S$. In practice, we minimize the following empirical risk as an approximation [82]

$$F_S(w) = \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} \ell(w; z_i, z_j), \quad (3)$$

where $[n] = \{1, ..., n\}$. In optimizing (3), some popular algorithms are proposed including empirical risk minimizer (ERM), gradient descent (GD), and stochastic gradient descent (SGD). For this reason, we will provide generalization analysis for these algorithms. We now introduce some notations used in this paper. Denote $\| \cdot \|$ to be the $L_2$ norm in $\mathbb{R}^d$, i.e., $\|w\| = (\sum_{i=1}^d |w_i|^2)^{1/2}$. Let $B(w_0, R) := \{w \in \mathbb{R}^d : \|w - w_0\| \leq R\}$ denote a ball with center $w_0 \in \mathbb{R}^d$ and radius $R$. We assume that there is a radius $R_1$ such that $W \subseteq B(w^*, R_1)$. Let $e$ be the base of the natural logarithm.

For a better understanding of the pairwise learning framework, we now provide two examples to explain it.

- **Bipartite ranking.** In ranking problems, we aim to learn a good estimator $h_w : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ which can correctly predict the ordering of pairs of binary labeled samples, i.e., predicting $y > y'$ if $h_w(x, x') > 0$. The performance of $h_w$ at examples $(z, z')$ can be measured by choosing the $0 - 1$ loss. However, the $0 - 1$ loss is hard to be optimized in practice, one often employs surrogate losses [15]. By considering the convex surrogate losses $\ell : \mathbb{R} \rightarrow \mathbb{R}_+$, the loss function of ranking is of the form $f(w; z, z') = \ell(\text{sign}(y - y')h_w(x, x'))$, where $\text{sign}(x)$ is the sign of $x$. Common choices of the surrogate loss $\ell$ include the hinge loss and the logistic loss [62].

- **Metric learning.** Let’s consider the supervised metric learning with the label space $\mathcal{Y} = \{-1, +1\}$. Under this setting, we want to learn a distance metric function $h_w(x, x') = \langle w, (x - x')(x - x')^T \rangle$ such that a pair $(x, x')$ of inputs from the same class $(y = y')$ are close to each other while a pair from different classes $(y \neq y')$ have a large distance $h_w(x, x')$ [41]. However, considering the convex surrogate loss function $\ell$, a common choice of the loss function in supervised metric learning is of the form $f(w; z, z') = \ell(yy'(1 - h_w(x, x'))) [33, 41]$. Moreover, one can refer to [48] for examples of unsupervised metric learning, where the authors study the similarity-based clustering learning under the framework of pairwise learning.

### 3.2 Uniform Convergence of Gradients

Uniform convergence of gradients measures the deviation between the population gradients $\nabla F$ and the empirical gradients $\nabla F_S$, where $\nabla$ denotes the gradient operator. In this subsection, we aim to provide improved uniform convergence of gradients than the associated one in [41]. Before providing the main theorems, we first introduce a crucial assumption.

**Assumption 1.** For all $w_1, w_2 \in \mathcal{W}$, we assume that $\nabla f(w_1; z, z') - \nabla f(w_2; z, z')$ is a $\gamma$-sub-exponential random vector. That is there exists $\gamma > 0$ such that for any unit vector $u \in B(0, 1)$ and $w_1, w_2 \in \mathcal{W}$,

$$E\left\{\exp \left(\frac{|u^T(\nabla f(w_1; z, z') - \nabla f(w_2; z, z'))|}{\gamma \|w_1 - w_2\|}\right)\right\} \leq 2.$$

**Remark 1.** This assumption is stronger than the smoothness of the population risk, but much milder than the uniform smoothness condition (Assumption 3). Please refer to Section 4.1 for the proof.

Based on Assumption 1, we have the first theorem on uniform convergence of gradients.

**Theorem 1.** Suppose Assumption 1 holds. Then for any $\delta \in (0, 1)$, with probability $1 - \delta$, for all $w \in \mathcal{W}$, we have

$$\|\langle \nabla F(w) - \nabla F_S(w)\rangle - \langle \nabla F(w^*) - \nabla F_S(w^*)\rangle\| \leq c\gamma \max \left\{\|w - w^*\|, \frac{\sqrt{d + \log \left(\frac{4\log(4\sqrt{2R_1n})}{\delta}\right)}}{n}\right\},$$

where $c$ is an absolute constant and $w^* \in \arg\min_w F(w)$.

**Remark 2.** Uniform convergence of gradients is firstly studied in convex learning [94, 95]. Recently, uniform convergence of gradients of nonconvex learning is also proposed based on different techniques. Specifically, [61] is based on covering numbers, [21] is based on a chain rule for vector-valued Rademacher complexity, [42] is based on Rademacher chaos complexity, [18] is based on the gradient of the Moreau envelopes, and [62] is based on a novel uniform localized convergence technique. However, the above-mentioned works are limited to the pointwise learning.
case. In Theorem 1 we present the uniform convergence of gradients for the more complex pairwise learning. As discussed in Section 2 a key difference between pointwise learning and pairwise learning is that the gradient of the empirical risk in pairwise learning (see 3) involves $O(n^2)$ dependent terms, which makes the proof of Theorem 1 more challenging.

We now introduce a Bernstein condition at the optimal point, based on which we will show Theorem 2.

**Assumption 2.** The gradient at $w^*$ satisfies the Bernstein condition, i.e., there exists $D_\ast > 0$ such that for all $2 \leq k \leq n,
\[ E[\|\nabla f(w^*; z, z')\|^k] \leq \frac{k!}{2} E[\|\nabla f(w^*; z, z')\|^2]^D_\ast^{k-2}.\]

**Remark 3.** Assumption 2 is pretty mild since $D_\ast > 0$ only depends on gradients at $w^*$. Moreover, the Bernstein condition is milder than the bounded assumption of random variables and is also satisfied by various unbounded variables [82]. Please refer to [82] for more discussions on this assumption.

**Theorem 2.** Suppose Assumptions 1 and 2 hold. For any $\delta > 0$, with probability at least $1 - \delta$, for all $w \in W$, we have
\[
\|\nabla F(w) - \nabla F_S(w)\| \leq c_7 \max \{\|w - w^*\|, \frac{1}{\delta}\} \times \left(\sqrt{\frac{d + \log \frac{\log (\sqrt{D_\ast} + 1)}{\delta}}{n}} + \sqrt{\frac{\log \frac{\log (\sqrt{D_\ast} + 1)}{\delta}}{n}}\right) + 4D_\ast \log \frac{4}{\delta} + \frac{8E_\ast \log (\sqrt{\delta})}{\delta} \right) \log \frac{1}{\delta},
\]
where $c$ is an absolute constant and $w^* \in \arg\min_{w \in W} F(w)$.

**Remark 4.** There is only one uniform convergence of gradients for pairwise learning, developed in [41]. We now compare our uniform convergence of gradients with [41]. Under uniformly smooth assumption (Assumption 4), [41] shows that with probability at least $1 - \delta$
\[
\sup_{w \in B(0, R)} \|\nabla F(w) - \nabla F_S(w)\| \leq c_7 (\beta R + b) \sqrt{n} \left(2 + \sqrt{96(\log 2 + d \log 3e)} + \sqrt{\log(1/\delta)}\right),
\]
where $b = \sup_{z, z' \in Z} \|\nabla f(0; z, z')\|$. Compared with [41], we successfully relax the uniform smoothness assumption to a milder Assumptions 1. Moreover, the factor in [4] is $c_7 (\beta R + b)$, while in Theorem 2 is $c_7 \max \{\|w - w^*\|, \frac{1}{\delta}\}$, not involving a term $\sup_{z, z' \in Z} \|\nabla f(0; z, z')\|$ that may be very large. We emphasize that it is the construction of the factor that allows us to derive improved learning rates when considering Assumption [5].

In the following, we further provide an improved uniform convergence of gradients when the PL curvature condition (gradient dominance condition) is satisfied.

**Assumption 3.** Fix a set $W$. For any function $f: W \rightarrow \mathbb{R}$, let $f^* = \min_{w \in W} f(w)$. $f$ satisfies the Polyak-Lojasiewicz (PL) condition with parameter $\mu > 0$ on $W$ if
\[
f(w) - f^* \leq \frac{1}{2\mu} \|\nabla f(w)\|^2, \quad \forall w \in W.
\]

**Remark 5.** PL condition is also referred to as “gradient dominance condition” [21]. This condition means that the suboptimality of function values can be bounded by the squared magnitude of gradients, which can be used to bound how far away the nearest minimizer is in terms of the optimality gap. It is one of the weakest curvature conditions and is widely employed in nonconvex learning [12, 33, 41, 42, 44, 72, 87, 89], to mention but a few. Under suitable assumptions on the input, many popular nonconvex objective functions satisfy PL condition, including neural networks with one hidden layer [51], ResNets with linear activations [26], robust regression [53], linear dynamical systems [27], matrix factorization [53], phase retrieval [80], blind deconvolution [50], mixture of two Gaussians [8], etc.

**Theorem 3.** Assume Assumptions 1 and 2 hold. Suppose the population risk $F$ satisfies Assumption 5 with parameter $\mu$. Then for any $\delta > 0$, when $n \geq c_\gamma^2(d + \log \frac{\log (\sqrt{D_\ast} + 1)}{\delta})$, with probability at least $1 - \delta$, for all $w \in W$, we have
\[
\|\nabla F(w) - \nabla F_S(w)\| \leq \frac{\|\nabla F_S(w)\| + \frac{\mu}{\delta}}{\sqrt{n}} + 4\sqrt{\frac{2E_\ast \log (\sqrt{\delta})}{\delta}} \log (\delta).
\]

**Remark 6.** It is clear that (5) implies
\[
\|\nabla F(w)\| \leq \frac{2\|\nabla F_S(w)\| + \frac{\mu}{\delta}}{\sqrt{n}} + 4\sqrt{\frac{2E_\ast \log (\sqrt{\delta})}{\delta}} \log (\delta).
\]

Typically, we call $\|\nabla F_S(w)\|^2$ the optimization error and $\|\nabla F(w) - \nabla F_S(w)\|^2$ the statistical error (or generalization error) [42], since the former is related to the optimization algorithms, such as GD and SGD, and the latter is related to approximating the true gradient with its empirical form. In Theorem 3 $\|\nabla F_S(w)\|$ can be tiny since the optimization algorithms, such as GD and SGD, can optimize it to be small enough. $\|\nabla F(w^*; z, z')\|^2$ is also tiny since it depends on the gradient on the optima and involves an expectation operator [41, 43, 53, 54]. Therefore, compared with Theorems 1 and 2 and 4, this uniform convergence of gradients is clearly tighter. Moreover, the fact that our established convergence of gradients scales tightly with the optimal parameter, i.e., the gradient norms at the optima $w^*$, largely contributes to derive faster $O(1/n^2)$ rates of this paper, which is a remarkable advance compared to [4].
### 3.3 Empirical Risk Minimizer

Generalization performance means the generalization behavior of the trained model on testing examples. Let $w(S)$ be the learned model produced by some algorithms on the training set $S$. In Section 3.3, we first consider the general nonconvex learning problems and present the learning rate for the gradient norm of the population risk, i.e., $\| \nabla F(w(S)) \|$. After that, we study the nonconvex learning with the PL condition and provide learning rates for the generalization performance gap $F(w(S)) - F(w^*)$, where $w^* = \arg\min_{w \in W} F(w)$. In this section, we consider the ERM problem. In ERM, we focus on the optima $w^*$ of the empirical risk $F_S$, i.e., $w^* = \arg\min_{w \in W} F_S(w)$.

**Theorem 4.** Suppose the empirical risk minimizers $w^*$ exists. Assume Assumptions 1 and 2 hold. For any $\delta \in (0, 1)$, with probability at least $1 - \delta$, we have

$$
\| \nabla F(w^*) \| = O\left( \sqrt{d + \log \log n}\right).
$$

**Remark 7.** When Assumption 1 and 2 hold, Theorem 4 shows that the learning rate of $\| \nabla F(w^*) \|$ is of order $O\left( \sqrt{d + \log \log n}\right)$. Note that this bound does not require the uniform smoothness condition (Assumption 3). Although it is hard to find $w^*$ in nonconvex learning, this learning rate is meaningful by assuming the ERM has been found. Moreover, this learning rate may be comparable to the classical $O\left( \sqrt{d \log n}\log(d/\delta)\right)$ in the stochastic convex optimization [25], without requiring the convexity condition.

**Theorem 5.** Suppose Assumptions 1 and 2 hold, and the population risk $F(w)$ satisfies Assumption 3 with parameter $\mu$. For any $\delta \in (0, 1)$, with probability at least $1 - \delta$, when

$$
n \geq \frac{\gamma^2(d + \log(\sqrt{\log n} + 1/\delta))}{\mu},
$$

we have

$$
F(w^*) - F(w^*) = O\left( \frac{\log^2 1/\delta}{n^2} \right).
$$

If further assume $E[\| \nabla f(w^*; z, z') \|]^2 = O\left( \frac{1}{n} \right)$, we have

$$
F(w^*) - F(w^*) = O\left( \frac{\log^2 (1/\delta)}{n^2} \right).
$$

**Remark 8.** Theorem 5 shows that when population risk $F(w)$ satisfies the PL condition, we can provide much faster learning rate than Theorem 4. The learning rate can even up to $O(1/n)$. Note that the term $E[\| \nabla f(w^*; z, z') \|^2]$ is tiny since it depends on the optima $w^*$ and involves the expectation operator $\mathbb{E}$, as discussed in Remark 6. Moreover, from (35), one can see that if $f$ is nonnegative and $\beta$-smooth, $E[\| \nabla f(w^*; z) \|^2] \leq 4\beta F(w^*)$. It is notable that the assumption $F(w^*) \leq O(1/n)$ is also common and can be found in [39], [41], [43], [45], [79], [94], [95], which is natural since $F(w^*)$ is the minimal population risk. We now compare our result with the most related work [40], [44]. [40] studies the learning rate of generalization performance gap of regularized empirical risk minimizers (RRM) via uniform convergence technique. Under the Lipschitz continuity condition and the strong convexity condition, Theorem 1 and Theorem 2 in [40] provide $O\left( \log^{2/3}(d/\delta) \right)$ order rates. [44] studies the generalization performance gap of RRM via algorithmic stability. Under the Lipschitz continuity and strong convexity conditions, Theorem 3 in [44] provides $O\left( \log \log(1/\delta) \right)$ order rates. By the comparison, we have established much faster learning rates, significantly, under a nonconvex learning setting.

### 3.4 Gradient Descent

We now analyze the generalization performance of gradient descent of pairwise learning, where the algorithm is shown in Algorithm 1. Denote $A \times B$ if there exists universal constants $C_1, C_2 > 0$ such that $C_1 A \leq B \leq C_2 A$. Similarly, we first introduce a necessary assumption.

**Assumption 4 (Smoothness).** Let $\beta > 0$. For any sample $z, z' \in Z$ and $w_1, w_2 \in W$, there holds that

$$
\| \nabla f(w_1; z, z') - \nabla f(w_2; z, z') \| \leq \beta \| w_1 - w_2 \|.
$$

**Remark 9.** The uniform smoothness condition is commonly used in nonconvex learning [18], [21], [28], [41], [42], [61]. As discussed in Section 3.3, Assumption 4 implies Assumption 3. Thus, the established uniform convergence of gradients is also correct under Assumption 3. In the following, we require this assumption to derive the optimization error bound, i.e., $\| \nabla F_S(w(S)) \|$. 

**Theorem 6.** Suppose Assumptions 2 and 3 hold and the objective function $f$ is nonnegative. Let $\{w_t\}$ be the sequence produced by Algorithm 1 with $\eta_t = \eta_1 t - \theta$, $\theta \in (0, 1)$ and $\eta_1 \leq 1/\beta$. For any $\delta \in (0, 1)$, with probability at least $1 - \delta$, when $T = (nd^{-1})^{1/\beta}$, we have

$$
\frac{1}{T} \sum_{t=1}^{T} \eta_t \| \nabla F(w_t) \|^2 \leq O\left( \frac{d + \log \log n}{\sqrt{nd}} \right).
$$

**Remark 10.** To our best knowledge, this is the first work that investigates the learning rates of GD for nonconvex pairwise learning. Theorem 6 shows that for pairwise GD, one should select an appropriate iterative number for early-stopping to achieve a good learning rate. In the proof, [28] reveals that we should balance the optimization error (optimization) and the statistical error (generalization), which demonstrates the reason for early-stopping. According to Theorem 6, the optimal iterative number should be chosen as $T \approx (nd^{-1})^{1/\beta}$ for polynomially decaying step sizes.

**Theorem 7.** Suppose Assumptions 2 and 3 hold and the objective function $f$ is nonnegative. Assume the empirical risk $F_S$ satisfies Assumption 3 with parameter $\mu$. Let $\{w_t\}$ be the sequence produced by Algorithm 1 with $\eta_t = 1/\beta$. For any $\delta \in (0, 1)$, with probability at least $1 - \delta$, we have

$$
F(w_{T+1}) - F(w^*) \leq O\left( \frac{1 - \mu}{\beta} T \right) + O\left( \frac{\log^2 (1/\delta)}{n^2} + \frac{F(w^*) \log (1/\delta)}{n} \right).
$$

**Algorithm 1 GD for Pairwise Learning**

**Input:** initial point $w_1 = 0$, step sizes $\{\eta_t\}$, and dataset $S = \{z_1, ..., z_n\}$

1. for $t = 1, ..., T$
2. update $w_{t+1} = w_t - \eta_t \nabla F_S(w_t)$
3. end for
Algorithm 2 SGD for Pairwise Learning

Input: initial point $w_1 = 0$, step sizes $\{\eta_t\}_t$, and dataset $S = \{z_1, \ldots, z_n\}$

1: for $t = 1, \ldots, T$ do
2: draw $(i_t, j_t)$ from the uniform distribution over the set $\{(i, j) : i, j \in [n], i \neq j\}$
3: update $w_{t+1} = w_t - \eta_t \nabla f(w_t; z_{i_t}, z_{j_t})$
4: end for

If further assume $F(w^*) = O\left(\frac{1}{n}\right)$ and choose $T \asymp \log n$, we have

\[ F(w_{T+1}) - F(w^*) = O\left(\frac{\log^2(1/\delta)}{n^2}\right). \]

Remark 11. For brevity, we show Theorem 7 with a step size $\eta_t = 1/\beta$. Indeed, Theorem 7 is correct for any $0 < \eta_t \leq 1/\beta$. Theorem 7 reveals that when $F_S$ satisfies the PL condition, the generalization error gap of GD is of a faster rate $O\left(\frac{1}{n} \log(1/\delta)\right)$ than Theorem 5. If we suppose the optimal population risk is small as assumed in [...] we further obtain faster learning rate of order $O\left(\frac{\log^2(1/\delta)}{n^2}\right)$.

3.5 Stochastic Gradient Descent

Stochastic gradient descent optimization algorithm has found wide application in machine learning due to its simplicity in implementation, low memory requirement and low computational complexity per iteration, as well as good practical behavior [...]. The description of SGD of pairwise learning is shown in Algorithm 2. We also first introduce a necessary assumption.

Assumption 5. Assume the existence of $G > 0$ and $\sigma > 0$ satisfying

\[ \sqrt{\mathbb{E}_t} \|\nabla f(w_t; z, z')\| \leq G, \forall t \in \mathbb{N}, z, z' \in \mathbb{Z}, \quad (7) \]

\[ \mathbb{E}_{i_t, j_t} \left[ \|\nabla f(w_t; z_{i_t}, z_{j_t}) - \nabla F_S(w_t)\|^2 \right] \leq \sigma^2, \forall t \in \mathbb{N}, \quad (8) \]

where $\mathbb{E}_{i_t, j_t}$ denotes the expectation w.r.t. $i_t$ and $j_t$.

Remark 12. In Assumption 5, (7) is much milder than the bounded gradient assumption (see Appendix A) since $\eta_t$ is typically small [...]. As such, the setting of this paper. Assumption 5 is a common assumption in the generalization performance analysis of SGD [...].

Theorem 8. Suppose Assumptions 2 and 5 hold. Let $\{w_t\}_t$ be the sequence produced by Algorithm 2 with $\eta_t = \eta t^{-\theta}$, $\theta \in (0, 1)$ and $\eta t \leq \frac{1}{16G}$. Then, for any $\delta > 0$, with probability $1 - \delta$, when $T \asymp \left(\frac{nd}{\delta}\right)^{1/\theta}$, we have

\[ \left(\sum_{t=1}^{T} \eta_t^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 \right) \leq \begin{cases} O\left(\frac{\sqrt{d}}{\sqrt{n}} \log^{3}(1/\delta)\right), & \text{if } \theta < 1/2, \\ O\left(\frac{\sqrt{d} \log(T/\delta)}{\sqrt{n}} \log^{3}(1/\delta)\right), & \text{if } \theta = 1/2, \\ O\left(\frac{\sqrt{d} \log(1/\delta)}{\sqrt{n}} \log^{3}(1/\delta)\right), & \text{if } \theta > 1/2. \end{cases} \]

Remark 13. Similar to Theorem 8, Theorem 8 also implies a trade-off between the optimization error (optimization) and the statistical error (generalization) for SGD, as revealed in [...]. Theorem 8 suggests that we achieve similar fast learning rates for polynomially decaying step size with $\theta \in [1/2, 1]$. While for the varying $T \asymp \left(\frac{nd}{\delta}\right)^{1/\theta}$, the optimal iterative number should be chosen with $\theta = 1/2$ or closing to $1/2$. We compare Theorem 8 with the most related work [...]. Theorem 8 also studies SGD of nonconvex pairwise learning, and provide $O\left(\frac{\log n \log^{3}(1/\delta)}{n^2} + \frac{F(w^*) \log (1/\delta)}{n}\right)$ order rates, which has the same order $O\left(\frac{1}{\sqrt{n}}\right)$ as ours. However, the proof technique between Theorem 8 and [...]. Another difference is that [...]. Theorem 8 is thus served as an important complementary result for nonconvex pairwise learning.

Theorem 9. Suppose Assumptions 2 and 5 hold, and the objective function $f$ is nonnegative, and suppose empirical risk $F_S$ satisfies Assumption 3 with parameter $\mu$. Let $\{w_t\}_t$ be the sequence produced by Algorithm 2 with $\eta_t = \eta t^{-\theta}$, $\theta \in (0, 1)$ and $\eta t \leq \frac{1}{16G}$. Then, for any $\delta > 0$, with probability at least $1 - \delta$ over the sample $S$, choosing $T \asymp n^{\theta}$ if $\theta \in (0, 1/2)$, $T \asymp n^{2}$ if $\theta = 1/2$ and $T \asymp n^{\theta}$ if $\theta \in (1/2, 1)$, when $n \geq cT^2(\alpha, \log(16 \log(\frac{1}{\sqrt{n}}))) + \frac{\mu^2}{\mu^2}$, we have

\[ F(w_{T+1}) - F(w^*) = O\left(\frac{\log^2(1/\delta)}{n^2} + \frac{F(w^*) \log (1/\delta)}{n}\right). \]

If further assume $F(w^*) = O\left(\frac{1}{n}\right)$, we have

\[ F(w_{T+1}) - F(w^*) = O\left(\frac{\log^2(1/\delta)}{n^2}\right). \]

Remark 14. Theorem 9 reveals that under the PL condition, the learning rate of SGD can be significantly improved compared to Theorem 8. In the related work, if $f$ is nonnegative, Lipschitz continuous and smooth, $F_S$ satisfies the PL condition, and Assumption 5 holds, the learning rate derived for $E[F(w_{T+1}) - F(w^*)]$ in [...]. If $f$ is smooth, $F(w_{T+1}) - F(w^*)$ is of order $O(\log n \sqrt{T})$. By taking the optimal $T \asymp n$, the learning rate becomes $O(n^{-2} \log n)$, which is much slower than results of Theorem 9. To our best knowledge, the $O\left(\frac{1}{\sqrt{n}}\right)$ rate is the first for SGD in nonconvex pairwise learning, and the $O\left(\frac{1}{n}\right)$ rate is also the first whether in convex or nonconvex pairwise learning.

Theorem 10. Suppose Assumptions 2 and 5 hold, and the objective function $f$ is nonnegative, and suppose empirical risk $F_S$ satisfies Assumption 3 with parameter $2\mu$. Let $\{w_t\}_t$ be the sequence produced by Algorithm 2 with $\eta_t = \frac{1}{\mu (t+\theta)}$ such that $t_0 \geq \max \left\{ \frac{n}{\delta}, 1 \right\}$ for all $t \in \mathbb{N}$. Then, for any $\delta > 0$, with probability at least $1 - \delta$ over the sample $S$, when $n \geq cT^2(\alpha, \log(16 \log(\frac{1}{\sqrt{n}})))$ and $T \asymp n^{\theta}$, we have

\[ F(w_{T+1}) - F(w^*) = O\left(\frac{\log n \log^{3}(1/\delta)}{n^2} + \frac{F(w^*) \log (1/\delta)}{n}\right). \]
If further assume $F(w^*) = O \left( \frac{1}{n^2} \right)$, we have

$$F(w_{T+1}) - F(w^*) = O\left( \frac{\log n \log^3(1/\delta)}{n^2} \right).$$

**Remark 15.** Theorem 4.4 improves Theorem 4.2 with a better iterative complexity when selecting the special step size. If we take $T \asymp n$, the learning rate of the generalization performance gap is of order $\frac{\log n \log^3(1/\delta)}{n^2}$, which is still faster than the existing rates in the related work, as discussed before. Additionally, please refer to Table 4 in Appendix A for a systematic comparison with the related work.

### 4 Proofs

In this section, we provide proofs of theorems in Section 3.

#### 4.1 Proof of Remark 1

**Proof.** According to the uniform smoothness condition, for any sample $z, z' \in Z$ and $w_1, w_2 \in W$, there holds

$$\|\nabla f(w_1; z, z') - \nabla f(w_2; z, z')\| \leq \beta \|w_1 - w_2\|.$$  

Then, for any unit vector $u \in B(0, 1)$, we have

$$|u^T(\nabla f(w_1; z, z') - \nabla f(w_2; z, z'))| \leq \|u\| \|\nabla f(w_1; z, z') - \nabla f(w_2; z, z')\| \leq \beta \|w_1 - w_2\|,$$

which implies

$$\frac{|u^T(\nabla f(w_1; z, z') - \nabla f(w_2; z, z'))|}{|w_1 - w_2|} \leq 1.$$

Then we get

$$E\left\{ \exp \left( \ln \frac{2 |u^T(\nabla f(w_1; z, z') - \nabla f(w_2; z, z'))|}{\beta \|w_1 - w_2\|} \right) \right\} \leq 2.$$

So we obtain that $\frac{\nabla f(w_1; z, z') - \nabla f(w_2; z, z')}{\|w_1 - w_2\|}$ is a $\frac{2}{\beta}$-sub-exponential random vector, for all $w_1, w_2 \in W$.

Furthermore, when Assumption 4 holds, according to Jensen’s inequality, we can derive that

$$\exp \left\{ E \left( \frac{|u^T(\nabla f(w_1; z, z') - \nabla f(w_2; z, z'))|}{\beta \|w_1 - w_2\|} \right) \right\} \leq 2,$$

which means

$$E[\|\nabla f(w_1; z, z') - \nabla f(w_2; z, z')\|] \leq \beta \|w_1 - w_2\|.$$

Further by Jensen’s inequality, we obtain

$$\|\nabla F(w_1) - \nabla F(w_2)\| \leq \beta \|w_1 - w_2\|.$$

The proof is complete. 

#### 4.2 Proof of Theorem 4.4

The proof is inspired by the recent breakthrough work [87]. To prove Theorem 4.4, we need many preliminaries on generic chaining and two more general forms of the Bernstein inequality of pairwise learning. Considering the length limit, we leave the introduction of this part to Appendix B.

**Proof.** We define $V = \{v \in \mathbb{R}^d : \|v\| \leq \max\{R_1, \frac{1}{n}\}\}$. For all $(w, v) \in W \times V$, let $g_{(w,v)} = (\nabla f(w; z, z') - \nabla f(w^*; z, z'))^T v$. Also, for any $(w_1, v_1)$ and $(w_2, v_2) \in W \times V$, we define the following norm on the product space $W \times V$,

$$\|(w_1, v_1) - (w_2, v_2)\|_{W \times V} = \left( \|w_1 - w_2\|^2 + \|v_1 - v_2\|^2 \right)^{\frac{1}{2}}.$$

Define a ball $B(\sqrt{r}) = \{(w, v) \in W \times V : \|w - w^*\|^2 + \|v\|^2 \leq r\}$. Given any $(w_1, v_1)$ and $(w_2, v_2) \in B(\sqrt{r})$, we make the following decomposition

$$g_{(w_1, v_1)}(z, z') - g_{(w_2, v_2)}(z, z') = (\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T v_1$$

$$- (\nabla f(w_2; z, z') - \nabla f(w^*; z, z'))^T v_2$$

$$= (\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2)$$

$$+ (\nabla f(w_2; z, z') - \nabla f(w^*; z, z'))^T v_2$$

$$- (\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T v_2$$

$$= (\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2)$$

$$+ (\nabla f(w_2; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2).$$

Since $(w_1, v_1)$ and $(w_2, v_2) \in B(\sqrt{r})$, there holds that

$$\|w_1 - w^*\| \|v_1 - v_2\| \leq \sqrt{r} \|v_1 - v_2\|.$$

(9)

And, according to Assumption 11, we know that $\frac{\nabla f(w_1; z, z') - \nabla f(w_2; z, z')}{\|w_1 - w_2\|}$ is a $\gamma$-sub-exponential random vector for all $w_1, w_2 \in W$, which means

$$E\left\{ \exp \left( \frac{(\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2)}{\gamma \|w_1 - w^*\| \|v_1 - v_2\|} \right) \right\} \leq 2.$$

(10)

Now, combined with (10) and (9), and according to Definition 3 of Appendix B, we know that $(\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2)$ is also $\gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\|$ sub-exponential. Similarly, we can derive that

$$\|w_1 - w^*\| \|v_2\| \leq \sqrt{r} \|v_1 - v_2\|.$$

Also, there holds that

$$E\left\{ \exp \left( \frac{(\nabla f(w_1; z, z') - \nabla f(w_2; z, z'))^T (v_2)}{\gamma \|w_1 - w^*\| \|v_1 - v_2\|} \right) \right\} \leq 2.$$

Thus, we know that $(\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T v_2$ is also $\gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|$ sub-exponential.

Till here, for any $(w_1, v_1)$ and $(w_2, v_2) \in B(\sqrt{r})$, we obtain

$$E\left\{ \exp \left( \frac{g_{(w_1, v_1)}(z, z') - g_{(w_2, v_2)}(z, z')}{2 \gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|} \right) \right\} \leq \frac{1}{2} \exp \left( \frac{(\nabla f(w_1; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2)}{\gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|} \right)$$

$$+ \frac{1}{2} \exp \left( \frac{(\nabla f(w_2; z, z') - \nabla f(w^*; z, z'))^T (v_1 - v_2)}{\gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|} \right) \leq 2,$$

(11)

where the first inequality follows from Jensen’s inequality. And $\frac{g_{(w_1, v_1)}(z, z') - g_{(w_2, v_2)}(z, z')}{2 \gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|}$ is a $2 \gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|$ sub-exponential random variable, that is

$$\|g_{(w_1, v_1)}(z, z') - g_{(w_2, v_2)}(z, z')\|_{\text{Orlicz}-1} \leq 2 \gamma \sqrt{r} \|w_1 - w^*\| \|v_1 - v_2\| \|v_2\|.$$

(12)
Then, the next step is to apply the Bernstein inequality of pairwise learning (Lemma 10 of Appendix B) to $g(w_1, v_1)(z, z') - g(w_2, v_2)(z, z')$. From (12), we know that the Bernstein parameters of sub-exponential $g(w_1, v_1)(z, z') - g(w_2, v_2)(z, z')$ are $2\gamma \sqrt{R}(w_1, v_1) - (w_2, v_2) \|w \times v\|$ (see Lemma 13 of Appendix B). Now, we can derive that

$$\Pr\left(\left|\left(P - P_n\right)\left[g(w_1, v_1)(z, z') - g(w_2, v_2)(z, z')\right]\right| \geq 2\gamma \sqrt{R} \left\|\left(w_1, v_1\right) - \left(w_2, v_2\right)\right\|_{W \times V} \right) \leq 2e^{-u}, \quad (13)$$

where $\left|\frac{1}{2}\right|$ is the largest integer no greater than $\frac{1}{2}$ and "Pr" means probability. According to Definition 3 of Appendix B (3), implies that the process $(P - P_n)\left[g(w_1, v_1)(z, z')\right]$ has a mixed sub-Gaussian-sub-exponential increments w.r.t. the metric pair $\left(\frac{2\gamma \sqrt{R}\|w \times v\|}{\frac{1}{2}}, \|w \times v\|\right)$. Hence, from the generic chaining for a mixed process with tail increments in Lemma 7 of Appendix B for all $\delta (0, 1)$, with probability at least $1 - \delta$, we have

$$\sup_{\|w - v\|^2 \leq \varepsilon} \left|\left(P - P_n\right)\left[g(w, v)(z, z')\right]\right| \leq C\left(\gamma_2 \left(B(\sqrt{R}), \|w \times v\| \right) \frac{2\gamma \sqrt{R}}{\frac{1}{2}} + \gamma_1 \left(B(\sqrt{R}), \|w \times v\| \right) \frac{\gamma \sqrt{R}}{\frac{1}{2}} + \gamma \frac{\log \frac{1}{\delta}}{\frac{1}{2}} \right).$$

From Lemma 5 of Appendix B, the $\gamma_1$ functional and the $\gamma_2$ functional can be bounded by the Dudley’s integral, which implies that there exists an absolute constant $C$ such that for any $\delta (0, 1)$, with probability at least $1 - \delta$

$$\sup_{\|w - v\|^2 \leq \varepsilon} \left|\left(P - P_n\right)\left[g(w, v)(z, z')\right]\right| \leq C\gamma \sqrt{\left(\frac{d + \log \frac{\log n}{\delta}}{\frac{1}{2}} + \frac{d + \log \frac{\log n}{\delta}}{\frac{1}{2}}\right), \quad (14)$$

where the inequality follows from (B.3) of [87]. Till here, the next step is to apply Lemma 5 of Appendix B to (14).

We set $T(f) = \|w - w^*\|^2 + \|v\|^2$, $\psi(r; \delta) = \gamma \sqrt{\frac{d + \log \frac{\log n}{\delta}}{\frac{1}{2}} + \frac{d + \log \frac{\log n}{\delta}}{\frac{1}{2}}}$, since $\|w - w^\ast\|^2 + \|v\|^2 \leq R_1^2 + R_2^2 + 1 + \frac{1}{n}$, we set $R = 2R_1^2 + 1 + \frac{1}{n}$. And let $\frac{c}{n} = \frac{2}{|\mathcal{V}|}$. Applying Lemma 5 we obtain that for any $\delta (0, 1)$, with probability at least $1 - \delta$, for all $w \in \mathcal{W}$ and $v \in \mathcal{V}$,

$$\left(P - P_n\right)\left[g(w_1, v_1)(z, z')\right] = \left(P - P_n\right)\left[\left(\nabla f(w, z, z') - \nabla f(w^*, z, z')\right)\right]^T v$$

$$\leq \psi \left(\max \left\{\|w - w^\ast\|^2 + \|v\|^2, \frac{2}{n^2}\right\} \frac{\delta}{\log\left(Rn^2\right)}\right)$$

$$= \psi \left(\max \left\{\frac{\delta}{\log\left(Rn^2\right)} \left(\frac{d + \log\left(Rn^2\right)}{\frac{1}{2}} + \frac{d + \log\left(Rn^2\right)}{\frac{1}{2}}\right)}\right)$$

Now, we choose $v$ as $\max \left\{\|w - w^\ast\|^2, \frac{1}{n}\right\} \left(P - P_n\right)\left[\nabla f(w, z, z') - \nabla f(w^*, z, z')\right]$. It is clear that

$$\|v\| = \max \left\{\|w - w^\ast\|^2, \frac{1}{n}\right\} \frac{\delta}{\log\left(Rn^2\right)} \leq \max \left\{R_1, \frac{1}{n}\right\},$$

which belongs to the space $\mathcal{V}$. Plugging this $v$ into (13), we obtain that for any $\delta (0, 1)$, with probability at least $1 - \delta$, for all $w \in \mathcal{W}$,

$$\left(\left(P - P_n\right)\nabla f(w, z, z') - \nabla f(w^*, z, z')\right)$$

$$\leq C\gamma \max \left\{\|w - w^\ast\|^2, \frac{1}{n}\right\} \left(\frac{d + \log\left(Rn^2\right)}{\frac{1}{2}} + \frac{d + \log\left(Rn^2\right)}{\frac{1}{2}}\right).$$

Since $R = 2R_1^2 + \frac{1}{n}$, (16) thus implies that

$$\left(\left(P - P_n\right)\nabla f(w, z, z') - \nabla f(w^*, z, z')\right)$$

$$\leq C\gamma \max \left\{\|w - w^\ast\|^2, \frac{1}{n}\right\} \left(\frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}} + \frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}}\right).$$

The proof is complete.

4.3 Proof of Theorem 2
Proof. From Theorem 1 we have

$$\|\nabla F(w) - \nabla F_S(w)\|$$

$$\leq \|\nabla F(w^\ast) - \nabla F_S(w^\ast)\| + C\gamma \max \left\{\|w - w^\ast\|^2, \frac{1}{n}\right\} \left(\frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}} + \frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}}\right).$$

(17)

where the inequality follows from that $\|\nabla F(w) - \nabla F_S(w)\| - \|\nabla F(w^\ast) - \nabla F_S(w^\ast)\| \leq \|\nabla F(w) - \nabla F_S(w)\| - \|\nabla F(w^\ast) - \nabla F_S(w^\ast)\|$. Denote $\xi_{n, R_1, d, \delta} = \frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}} + \frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}}$. We are now to prove the bound of $\|\nabla F(w^\ast) - \nabla F_S(w^\ast)\|$. It is clear that $\nabla F(w^\ast) = 0$. From Lemma 12 of Appendix B and Assumption 2 we have the following inequality for any $\delta > 0$, with probability at least $1 - \delta$

$$\|\nabla F^\ast - \nabla F_S(w^\ast)\|$$

$$\leq \sqrt{\frac{2E[\|\nabla f(w^\ast, z, z')\|^2]}{\frac{1}{2}} + \frac{D_n \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}}. \quad (18)$$

Plugging (18) into (17), we obtain that for any $\delta > 0$, with probability at least $1 - \delta$

$$\|\nabla F(w) - \nabla F_S(w)\|$$

$$\leq C\gamma \max \left\{\|w - w^\ast\|^2, \frac{1}{n}\right\} \left(\frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}} + \frac{d + \log\left(\sqrt{2}Rn^2\right)\frac{1}{2}}{\frac{1}{2}}\right).$$

The proof is complete.
4.4 Proof of Theorem 3

Proof. Denote \( \xi_{n,R_1,d,\delta} = \sqrt{\frac{d + \log_2(\sqrt{7} R_{n+1})}{n}} \). According to Theorem 2, for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \), we have the following inequality

\[
\| \nabla F(w) - \nabla F_S(w) \| \leq \sqrt{\frac{8E[||\nabla f(w^*; z, z')||^2]}{n}} \log \frac{2}{\delta} + \frac{4D_* \log \frac{4}{n}}{n} + C\gamma \max\left\{ \left\| w - w^* \right\|, \frac{1}{n} \right\} \xi_{n,R_1,d,\delta}. \tag{19}
\]

This implies that

\[
\| \nabla F(w) \| - \| \nabla F_S(w) \| \leq C\gamma \max\left\{ \left\| w - w^* \right\|, \frac{1}{n} \right\} \xi_{n,R_1,d,\delta}.
\]

According to Remark 1, Assumption 1 implies the population risk \( F(w) \) is \( \gamma \)-smooth. Moreover, when \( F(w) \) is smooth and satisfies the PL condition, there holds the following error bound property (refer to Theorem 2 in [26])

\[
\| \nabla F(w) \| \geq \mu \| w - w^* \|.
\]

Thus, we have

\[
\mu \| w - w^* \| \leq \| \nabla F(w) \| \leq \| \nabla F_S(w) \| + \sqrt{\frac{8E[||\nabla f(w^*; z, z')||^2]}{n}} \log \frac{4}{\delta} + \frac{4D_* \log \frac{4}{n}}{n} + C\gamma \max\left\{ \left\| w - w^* \right\|, \frac{1}{n} \right\} \xi_{n,R_1,d,\delta}.
\]

(20)

And according to [69], there holds the following property for \( \gamma \)-smooth functions \( f: \)

\[
\frac{1}{2\gamma} \| \nabla f(w) \|^2 \leq f(w) - \inf_{w \in W} f(w). \tag{21}
\]

Thus we have

\[
\frac{1}{2\gamma} \| \nabla F(w) \|^2 \leq F(w) - F(w^*) \leq \frac{\| \nabla F(w) \|^2}{2\mu}, \tag{22}
\]

which means that \( \frac{\mu}{\gamma} \leq 1 \). Let \( \epsilon = \max\{4C_2^2, 1\} \), when

\[
n \geq \frac{c_\gamma^2(d + \log_2 \sqrt{\frac{7}{2} R_{n+1}})}{\mu^2},
\]

we have \( C\xi_{n,R_1,d,\delta} \leq \frac{\mu}{2} \), followed from the fact that \( \frac{\mu}{\gamma} \leq 1 \). Plugging \( C\xi_{n,R_1,d,\delta} \leq \frac{\mu}{2} \) into (20), we can derive that

\[
\| w - w^* \| \leq \frac{1}{2\mu} \left( \| \nabla F_S(w) \| + \frac{4D_* \log(4/\delta)}{n} \right)
\]

\[
+ \sqrt{\frac{8E[||\nabla f(w^*; z, z')||^2]}{n}} \log(4/\delta) \frac{1}{2\mu} + \frac{\mu}{2n}. \tag{23}
\]

Then, substituting (23) into (19), we derive that for all \( w \in W \), when \( n \geq \frac{c_\gamma^2(d + \log_2 \sqrt{\frac{7}{2} R_{n+1}})}{\mu^2} \), with probability at least \( 1 - \delta \)

\[
\| \nabla F(w) - \nabla F_S(w) \| \leq \| \nabla F_S(w) \|
\]

\[
+ \frac{\mu}{n} + 2\frac{4D_* \log(4/\delta)}{n} + 2 \sqrt{\frac{8E[||\nabla f(w^*; z, z')||^2]}{n}} \log(4/\delta).
\]

The proof is complete.

4.5 Proof of Theorem 4

Proof. Plugging \( w^* \) into Theorem 2 we have

\[
\| \nabla F(w^*) \| - \| \nabla F_S(w^*) \| \leq \sqrt{\frac{8E[||\nabla f(w^*; z, z')||^2]}{n}} \log \frac{4}{\delta} + \frac{4D_* \log \frac{4}{n}}{n} + C\gamma \max\left\{ \left\| w^* - w^* \right\|, \frac{1}{n} \right\} \xi_{n,R_1,d,\delta}.
\]

Since \( w^* \) is the ERM of \( F_S \), there holds that \( \nabla F_S(w^*) = 0 \). Thus, we can derive that

\[
\| \nabla F(w^*) \| \leq \sqrt{\frac{8E[||\nabla f(w^*; z, z')||^2]}{n}} \log \frac{4}{\delta} + \frac{4D_* \log \frac{4}{n}}{n} + C\gamma \left( R_1 + \frac{1}{n} \right)
\]

\[
\times \left( \frac{d + \log_2 \sqrt{\frac{7}{2} R_{n+1}}}{n} \right) + \frac{d + \log_2 \sqrt{\frac{7}{2} R_{n+1}}}{n} \right).
\]

4.6 Proof of Theorem 5

Proof. Since \( F(w) \) satisfies the PL condition with parameter \( \mu \), we have

\[
\| F(w) - F(w^*) \| \leq \frac{\| \nabla F(w) \|^2}{2\mu}, \quad \forall w \in W.
\]

Therefore, to bound the excess risk \( F(w^*) - F(w^*) \), we need to bound the term \( \| \nabla F(w^*) \|^2 \). Plugging \( w^* \) into Theorem 3 and 6, for any \( \delta > 0 \), when \( n \geq \frac{c_\gamma^2(d + \log_2 \sqrt{\frac{7}{2} R_{n+1}})}{\mu^2} \), with probability at least \( 1 - \delta \),

\[
\| \nabla F(w^*) \| \leq 2 \| \nabla F_S(w^*) \| + \frac{\mu}{n} + \frac{8D_* \log(4/\delta)}{n} + \frac{4E[||\nabla f(w^*; z, z')||^2]}{n} \log(4/\delta),
\]

Since \( \nabla F_S(w^*) = 0 \), we have \( \| \nabla F_S(w^*) \| = 0 \). We can derive that

\[
F(w^*) - F(w^*) \leq \frac{2D^2 \log^2(4/\delta)}{\mu n^2} + \frac{6E[||\nabla f(w^*; z, z')||^2]}{\mu n} \log(4/\delta) \leq \frac{2D^2 \log^2(4/\delta)}{\mu n^2} + \frac{2\mu}{n^2}.
\]

The proof is complete.

4.7 Proof of Theorem 6

Proof. According to Assumption 3 and \( \eta_1 \leq 1/\beta \), we can derive that

\[
F_S(w_{t+1}) - F_S(w_t) \leq \eta_t \| \nabla F_S(w_t) \| \leq \frac{\beta}{2} \| w_{t+1} - w_t \|^2 - \eta_t \| \nabla F_S(w_t) \|^2
\]

\[
= - \eta_t \| \nabla F_S(w_t) \|^2 + \frac{\beta}{2} \eta_t^2 \| \nabla F_S(w_t) \|^2
\]

\[
= \left( \frac{\beta}{2} \eta_t^2 - \eta_t \right) \| \nabla F_S(w_t) \|^2
\]

\[
\leq - \frac{1}{2} \eta_t \| \nabla F_S(w_t) \|^2.
\]
which implies that
\[ \eta_t \| \nabla F_S(w_t) \|^2 \leq -2(F_S(w_{t+1}) - F_S(w_t)). \]

Take a summation from \( t = 1 \) to \( T \), we have
\[ \sum_{t=1}^{T} \eta_t \| \nabla F_S(w_t) \|^2 \leq 2(F_S(w_1) - F_S(w_{T+1})). \] (25)

Furthermore, we derive that
\[ \sum_{t=1}^{T} \eta_t \| \nabla F(w_t) \|^2 \leq 2 \sum_{t=1}^{T} \eta_t \| \nabla F(w_t) - \nabla F_S(w_t) \|^2 + 2 \sum_{t=1}^{T} \eta_t \| \nabla F_S(w_t) \|^2 \]
\[ \leq 2 \sum_{t=1}^{T} \eta_t \max_{t \in 1, \ldots, T} \| \nabla F(w_t) - \nabla F_S(w_t) \|^2 + O(1), \]
which implies that with probability at least \( 1 - \delta \)
\[ \frac{1}{\sum_{t=1}^{T} \eta_t} \sum_{t=1}^{T} \eta_t \| \nabla F(w_t) \|^2 \]
\[ \leq 2 \max_{t \in 1, \ldots, T} \| \nabla F(w_t) - \nabla F_S(w_t) \|^2 + \left( \sum_{t=1}^{T} \eta_t \right)^{-1} O(1) \]
\[ \leq \left( \sum_{t=1}^{T} \eta_t \right)^{-1} O(1) + 2 \max_{t \in 1, \ldots, T} \left[ C \beta \max \left\{ \| w_t - w^* \|, \frac{1}{n} \right\} \right]
\times \left( \sqrt{\frac{d + \log \frac{4 \log(\sqrt{2T(n+1)})}{\delta}}{n}} + \frac{d + \log \frac{4 \log(\sqrt{2T(n+1)})}{\delta}}{n} \right)^2, \] (26)
where \( O(1) \) in the first inequality is due to (25) and the nonnegative property of \( f \), and where the second inequality holds since Theorem 2 and that Assumption 4 implies Assumption 1 (see Remark 1).

We now prove the bound of \( \| w_t - w^* \| \). Since \( w_1 = 0 \) and \( w_{t+1} = w_t - \eta_t \nabla F_S(w_t) \), we have \( w_{t+1} = \sum_{k=1}^{t} - \eta_k \nabla F_S(w_k) \). And according to Schwartz’s inequality, we have
\[ \left\| \sum_{k=1}^{t} \eta_k \nabla F_S(w_k) \right\|^2 \leq \left( \sum_{k=1}^{t} \eta_k \right) \left( \sum_{k=1}^{t} \eta_k \left\| \nabla F_S(w_k) \right\|^2 \right) \]
\[ \leq \left( \sum_{k=1}^{t} \eta_k \right) \left( \sum_{k=1}^{t} \eta_k \left\| \nabla F_S(w_k) \right\|^2 \right) \leq \left( \sum_{k=1}^{t} \eta_k \right) O(1). \]

Then we have
\[ \left\| w_{t+1} - w^* \right\| \leq \left\| w_t - w^* \right\| \]
\[ = \left\| \sum_{k=1}^{t} \eta_k \nabla F_S(w_k) \right\| + \left\| w^* \right\| \leq O \left( \left( \sum_{k=1}^{t} \eta_k \right)^{\frac{1}{2}} \right). \]
If \( \theta \in (0, 1) \), then \( \sum_{k=1}^{t} \eta_k \leq \frac{t^{1-\theta}}{1 - \theta} \). Thus, we have the following result uniformly for all \( t = 1, \ldots, T \)
\[ \| w_{t+1} - w^* \| = O \left( T^{\frac{1-\theta}{2}} \right) \quad \text{if} \ \theta \in (0, 1). \] (27)
Therefore, plugging (27) into (26), we get that with probability at least \( 1 - \delta \)
\[ \frac{1}{\sum_{t=1}^{T} \eta_t} \sum_{t=1}^{T} \eta_t \| \nabla F(w_t) \|^2 \leq \left( \sum_{t=1}^{T} \eta_t \right)^{-1} O(1) \]
\[ + O \left( \frac{d + \log \frac{4 \log(\sqrt{2T(n+1)})}{\delta}}{n} \right)^2 T^{1-\theta}, \] (28)
If we choose \( T \geq (nd^{-1})^{\frac{1}{2(1-\theta)}} \), then we derive that
\[ \frac{1}{\sum_{t=1}^{T} \eta_t} \sum_{t=1}^{T} \eta_t \| \nabla F(w_t) \|^2 \leq O \left( \frac{d^2 + d^{-\frac{1}{2}} \log \frac{n}{\delta}}{n^2} \right). \]
The proof is complete. \( \square \)

4.8 Proof of Theorem 7

Proof. By (24) and the PL condition of \( F_S \), we can prove that
\[ F_S(w_{t+1}) - F_S(w_t) \leq -\frac{1}{2} \eta_t \| \nabla F_S(w_t) \|^2 \]
\[ \leq -\mu \eta_t (F_S(w_t) - F_S(w^*)), \]
which implies that
\[ F_S(w_{t+1}) - F_S(w^*) \leq (1 - \mu \eta_t)(F_S(w_t) - F_S(w^*)). \]
If \( \eta_t \leq \frac{1}{\mu} \), then \( 0 < 1 - \mu \eta_t < 1 \) since \( \frac{1}{\mu} \leq 1 \) according to (22). Taking over \( T \) iterations, we get
\[ F_S(w_{T+1}) - F_S(w^*) \leq (1 - \mu \eta_T)^T (F_S(w_1) - F_S(w^*)). \] (29)

If \( \eta_t = 1/\beta \), combined with (29), the smoothness of \( F_S \) (see (21)), and the nonnegative property of \( f \), it can be derived that
\[ \| \nabla F_S(w_{T+1}) \|^2 = O \left( (1 - \mu/\beta)^T \right). \] (30)
Furthermore, since \( F_S \) satisfies the PL assumption with parameter \( \mu \), we have
\[ F(w_{T+1}) - F(w^*) \leq \frac{\| \nabla F(w_{T+1}) \|^2}{2\mu}, \quad \forall w \in W. \] (31)
So to bound \( F(w_{T+1}) - F(w^*) \), we need to bound the term \( \| \nabla F(w_{T+1}) \|^2 \). And there holds
\[ \| \nabla F(w_{T+1}) \|^2 \leq 2 \| \nabla F(w_{T+1}) \| + 2 \| \nabla F_S(w_{T+1}) \|^2. \] (32)
For the first term \( \| \nabla F(w_{T+1}) - \nabla F_S(w_{T+1}) \|^2 \), from Theorem 3 for all \( w \in W \), when \( n \geq \frac{c \beta^2 (d + \log \frac{4 \log(\sqrt{2T(n+1)})}{\delta})}{\mu^2} \), with probability at least \( 1 - \delta \), there holds
\[ \| \nabla F(w_{T+1}) - \nabla F_S(w_{T+1}) \| \leq \frac{\| \nabla F_S(w_{T+1}) \|}{\mu} + \frac{8D_1 \log(4/\delta)}{n} + \frac{4}{n} \sqrt{2E[\| \nabla f(w^*; z^*) \|^2] \log(4/\delta)} \]. (33)
Therefore, plugging (33), (30) and (32) into (31), we derive with probability at least $1 - \delta$

$$F(w_{T+1}) - F(w^*) \leq O\left((1 - \frac{H}{\beta})^T\right) + O\left(\log^2(1/\delta) n^2 \right) + \mathbb{E}\left[\|\nabla f(w^*; z, z')\|^2\right] \log(1/\delta).$$

(34)

When $f$ is nonnegative and $\beta$-smooth, from Lemma 4.1 of [79], we have

$$\mathbb{E}\left[\|\nabla f(w^*; z, z')\|^2\right] \leq 4\beta f(w^*; z, z'),$$

thus we have

$$\mathbb{E}\left[\|\nabla f(w^*; z, z')\|^2\right] \leq 4\beta F(w^*).$$

(35)

By (35), (34) implies

$$F(w_{T+1}) - F(w^*) \leq O\left((1 - \frac{H}{\beta})^T\right) + O\left(\log^2(1/\delta) n^2 \right) + F(w^*) \log(1/\delta).$$

The proof is complete. \hfill \Box

4.9 Proof of Theorem 8

We first introduce some necessary lemmas on the empirical risk.

Lemma 1. [47] Let $\{w_t\}_t$ be the sequence produced by Algorithm 2 with $\eta_t \leq \frac{1}{2T}$ for all $t \in \mathbb{N}$. Suppose Assumptions 4 and 5 hold. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$, there holds that

$$\sum_{k=1}^{T} \eta_k \|\nabla F_S(w_k)\|^2 = O\left(\log \frac{1}{\delta} + \sum_{k=1}^{T} \eta_k^2\right).$$

Lemma 2. [47] Let $\{w_t\}_t$ be the sequence produced by Algorithm 2 with $\eta_t \leq \frac{1}{2T}$ for all $t \in \mathbb{N}$. Suppose Assumptions 4 and 5 hold. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$, there holds uniformly for all $t = 1, \ldots, T$

$$\|w_{t+1} - w^*\| = O\left(\left(\sum_{k=1}^{T} \eta_k^2\right)^{1/2} + 1\right)\left(\sum_{k=1}^{T} \eta_k^{1/2}\right) \log\left(\frac{1}{\delta}\right).$$

Lemma 3. [47] Let $\{w_t\}_t$ be the sequence produced by Algorithm 2 with $\eta_t = \frac{1}{2T + t_0}$ such that $t_0 \geq \max\left\{\frac{A^2}{\mu}, 1\right\}$ for all $t \in \mathbb{N}$. Suppose Assumptions 4 and 5 hold, and suppose $F_S$ satisfies Assumption 3 with parameter $2\mu$. Then, for any $\delta > 0$, with probability at least $1 - \delta$, there holds that

$$F_S(w_{T+1}) - F_S(w^*) = O\left(\frac{\log(T) \log^{3}(1/\delta)}{T}\right).$$

Lemma 4. [22] Let $e$ be the base of the natural logarithm. There holds the following elementary inequalities.

(a) If $\theta \in (0, 1)$, then $\sum_{k=1}^{T} k^{-\theta} \leq t^{1-\theta}/(1 - \theta)$;
(b) If $\theta = 1$, then $\sum_{k=1}^{T} k^{-\theta} \leq \log(T)$;
(c) If $\theta > 1$, then $\sum_{k=1}^{T} k^{-\theta} \leq \frac{\theta}{1 - \theta} T^{1-\theta}$.

Now, we begin to prove Theorem 8.

Proof. Similar to the proof of Theorem 6. Firstly, we have

$$\sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 \leq 2\sum_{t=1}^{T} \eta_t \|\nabla F(w_t) - \nabla F_S(w_t)\|^2 + 2\sum_{t=1}^{T} \eta_t \|\nabla F_S(w_t)\|^2$$

$$\leq 2\sum_{t=1}^{T} \eta_t \max_{t=1, \ldots, T} \|\nabla F(w_t) - \nabla F_S(w_t)\|^2$$

$$+ O\left(\sum_{t=1}^{T} \eta_t^2 + \log\left(\frac{1}{\delta}\right)\right).$$

with probability at least $1 - \delta/3$, which also implies that with probability at least $1 - 2\delta/3$,

$$\left(\sum_{t=1}^{T} \eta_t\right)^{1/2} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 \leq 2\max_{t=1, \ldots, T} \|\nabla F(w_t) - \nabla F_S(w_t)\|^2$$

$$+ \left(\sum_{t=1}^{T} \eta_t\right)^{1/2} O\left(\sum_{t=1}^{T} \eta_t^2 + \log\left(\frac{1}{\delta}\right)\right)$$

$$\leq \left(\sum_{t=1}^{T} \eta_t\right)^{1/2} O\left(\sum_{t=1}^{T} \eta_t^2 + \log\left(\frac{1}{\delta}\right)\right)$$

$$+ 2\max_{t=1, \ldots, T} \left\{C\beta \max\left\{\|w_t - w^*\|, \frac{1}{n}\right\}\right\}$$

$$\times \left(\sum_{t=1}^{T} \eta_t^2 + \log\left(\frac{1}{\delta}\right)\right).$$

(36)

According to Lemma 2 and Lemma 4 with probability $1 - \delta/3$, we have the following inequality uniformly for all $t = 1, \ldots, T$

$$\|w_{t+1} - w^*\| =\begin{cases} O(\log(1/\delta) T^{2\theta - \theta}, & \text{if } \theta < 1/2 \\ O(\log(1/\delta) T^{2\theta - 1/2} T^{1-\theta}, & \text{if } \theta = 1/2 \\ O(\log(1/\delta) T^{2\theta - 1}, & \text{if } \theta > 1/2. \end{cases}$$

(37)

Moreover, according to Lemma 4 we have

$$\left(\sum_{t=1}^{T} \eta_t\right)^{-1/2} O\left(\sum_{t=1}^{T} \eta_t^2 + \log\left(\frac{1}{\delta}\right)\right)$$

$$\leq\begin{cases} O(\log(1/\delta) T^{2-\theta}, & \text{if } \theta < 1/2 \\ O(\log(T) T^{2-\theta}), & \text{if } \theta = 1/2 \\ O(\log(1/\delta) T^{2-1}, & \text{if } \theta > 1/2. \end{cases}$$

(38)

Denote $\xi_{n, \delta} = d + \log\log(n) \log^2(1/\delta)$. Plugging (37) and (38) into (36), we finally get that with probability $1 - \delta$

$$\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2$$

$$\leq\begin{cases} O(\xi_{n, \delta}) T^{2-3\theta} + O(\log(1/\delta) T^{2-\theta}), & \text{if } \theta < 1/2 \\ O(\xi_{n, \delta}) T^{2-\theta}, & \text{if } \theta = 1/2 \\ O(\xi_{n, \delta}) T^{2-1} + O(\log(1/\delta) T^{2-1}), & \text{if } \theta > 1/2. \end{cases}$$

If $\theta < 1/2$, we choose $T \approx (n d^{-1})^{\frac{1}{2(1-\theta)}}$. If $\theta = 1/2$, we set $T \approx n d^{-1}$. While if $\theta > 1/2$, we set $T \approx (n d^{-1})^{\frac{1}{2(1-\theta)}}$. Then
we can prove the learning rates of Theorem 8. The proof is complete.

4.10 Proof of Theorem 9

Proof. If Assumptions 2 and 4 hold and $F_S$ satisfies Assumption 3 with parameter $\mu$, from (6), we know that for all $w \in \mathcal{W}$ and any $\delta > 0$, with probability at least $1 - \delta/2$, when $n \geq c_3 d \log \left(\frac{16 log_2(\mathcal{H} n)}{\delta}\right)$, we have

\[
\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 \leq 16 \left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F_S(w_t)\|^2 + \frac{4\mu}{n^2} + \frac{32D_2^2 \log^2(8/\delta)}{n^2} + \frac{16E[\|\nabla f(w^*: z, z')\|^2]}{n} \log(8/\delta).
\]

(39)

When $\eta_t = \eta_1 t^{-\theta}$, $\theta \in (0, 1)$ with $\eta_1 \leq \frac{1}{2\mu}$ and Assumptions 3 and 5 hold, according to Lemma 1 and (38), we obtain the following inequality with probability at least $1 - \delta/2$,

\[
\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F_S(w_t)\|^2 = \begin{cases} O(\log(1/\delta)T^{-\theta}), & \text{if } \theta < 1/2; \\ O(\log(T/\delta)T^{-1/2}), & \text{if } \theta = 1/2; \\ O(\log(1/\delta)T^{\theta-1}), & \text{if } \theta > 1/2. \end{cases}
\]

Plugging (40) into (39), with probability at least $1 - \delta$, we derive that

\[
\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 = \begin{cases} O(\xi_n, w^*, \delta) + O(\log(1/\delta)T^{-\theta}), & \text{if } \theta < 1/2; \\ O(\xi_n, w^*, \delta) + O(\log(T/\delta)T^{-1/2}), & \text{if } \theta = 1/2; \\ O(\xi_n, w^*, \delta) + O(\log(1/\delta)T^{\theta-1}), & \text{if } \theta > 1/2, \end{cases}
\]

where $O(\xi_n, w^*, \delta) = O(\log^2(1/\delta) + F(w^*) \log(1/\delta))$, and where $F(w^*)$ exists due to (35).

When $\theta < 1/2$, we set $T \approx n^{\theta}$, then we obtain the following result with probability at least $1 - \delta$,

\[
\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 = O\left(\frac{\log^2(1/\delta)}{n^2} + \frac{F(w^*) \log(1/\delta)}{n}\right).
\]

When $\theta = 1/2$, we set $T \approx n^{\theta}$, then we obtain the following result with probability at least $1 - \delta$,

\[
\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 = O\left(\frac{\log^2(1/\delta)}{n^2} + \frac{F(w^*) \log(1/\delta)}{n}\right).
\]

When $\theta > 1/2$, we set $T \approx n^{\theta}$, then we obtain the following result with probability at least $1 - \delta$,

\[
\left(\sum_{t=1}^{T} \eta_t\right)^{-1} \sum_{t=1}^{T} \eta_t \|\nabla F(w_t)\|^2 = O\left(\frac{\log^2(1/\delta)}{n^2} + \frac{F(w^*) \log(1/\delta)}{n}\right).
\]

The proof is complete.

4.11 Proof of Theorem 10

Proof. Since $F_S$ satisfies the PL assumption with parameter $2\mu$, we have

\[
F(w) - F(w^*) \leq \frac{\|\nabla F(w)\|^2}{4\mu}, \forall w \in \mathcal{W}.
\]

(41)

So to bound $F(w_{T+1}) - F(w^*)$, we need to bound the term $\|\nabla F(w_{T+1})\|^2$. And there holds that

\[
\|\nabla F(w_{T+1})\|^2 \leq 2\|\nabla F(w_{T+1}) - \nabla F_S(w_{T+1})\|^2 + 2\|\nabla F_S(w_{T+1})\|^2.
\]

(42)

From Theorem 3 if Assumptions 2 and 4 hold and $F_S$ satisfies Assumption 3 for all $w \in \mathcal{W}$ and any $\delta > 0$, with probability at least $1 - \delta/2$, when $n \geq c_3 d \log \left(\frac{16 log_2(\mathcal{H} n)}{\delta}\right)$, there holds

\[
\|\nabla F(w_{T+1}) - \nabla F_S(w_{T+1})\| \leq \|\nabla F_S(w_{T+1})\| + \frac{2\mu}{n}\frac{8D_2 \log(8/\delta)}{n} + \frac{4\sqrt{n}F(w^*) \log(8/\delta)}{n}.
\]

(43)

where $F(w^*)$ follows from (35). For the second term $\|\nabla F_S(w_{T+1})\|^2$, according to the smoothness property of $F_S$ (see (21)) and Lemma 3 it can be derived that with probability at least $1 - \delta/2$,

\[
\|\nabla F_S(w_{T+1})\|^2 = O\left(\frac{\log(T) \log^3(1/\delta)}{T}\right).
\]

(44)

Plugging (44) into (43), we can derive that

\[
\|\nabla F(w_{T+1}) - \nabla F_S(w_{T+1})\|^2 = O\left(\frac{\log(T) \log^3(1/\delta)}{T}\right) + O\left(\frac{\log^2(1/\delta)}{n^2} + \frac{F(w^*) \log(1/\delta)}{n}\right).
\]

(45)

Therefore, substituting (45) and (44) into (42), we derive that

\[
\|\nabla F(w_{T+1})\|^2 = O\left(\frac{\log(T) \log^3(1/\delta)}{T}\right) + O\left(\frac{\log^2(1/\delta)}{n^2} + \frac{F(w^*) \log(1/\delta)}{n}\right).
\]

(46)

Further substituting (46) into (41) and choosing $T \approx n^2$, we finally obtain with probability at least $1 - \delta$

\[
F(w_{T+1}) - F(w^*) = O\left(\frac{\log n \log^3(1/\delta)}{n^2} + \frac{F(w^*) \log(1/\delta)}{n}\right).
\]

The proof is complete.

5 Conclusion

We studied the generalization performance of nonconvex pairwise learning given that it was rarely studied. We established several uniform convergences of gradients, based on which we provided a series of learning rates for ERM, CD, and SGD. We first investigated the general nonconvex setting and then the nonconvex learning with a gradient dominance curvature condition. Former demonstrated how the optimal iterative numbers should be selected to balance the generalization and optimization, shed insights on the role of early stopping, and the latter highlight the established learning rates which are significantly faster than the state-of-the-art, even up to $O(1/n^2)$. Overall, we provide a relatively systematic study of nonconvex pairwise learning.
Appendix A
Comparison with the Related Work

In Table 1 we compare our learning rates with the most related work [39, 40, 41]. They also study the pairwise learning framework [39, 40, 41], as discussed in the main paper. For brevity, we just give the main assumptions on the objectives. Other assumptions of the related work and this paper, such as the boundedness of the choice of step sizes, and the Bernstein condition, etc. are omitted. Since [39, 40, 41] all assume that f is nonnegative, we thus also omit it. Here, “Lip” means Lipschitz continuous. A function f is G-Lipschitz continuous if |f(w) − f(w′)| ≤ G∥w − w∥ for all w, w′ ∈ W. If f is continuously differentiable, then f is G-Lipschitz if and only if ∥∇f(w)∥ ≤ G for all w ∈ Rd. ∥∇f(w)∥ ≤ G is the boundedness assumption of gradients mentioned in Remark 12. A function f is ξ-strongly-convex w.r.t. ∥·∥ if |f(w) − f(w′) − ⟨wk − w′, ∇f(w′)⟩| ≥ ξ/2∥w − w′∥2 for all w, w′ ∈ W. When ξ = 0, we say f is convex. “Low noise” means that E[∥F(w; ·, z)∥2] = O(1/n) or F(w) = O √n. “Assum 5” means Assumption 5. “PL” means Assumption 1. “Generalization Performance Gap” means F(w(S)) − F(w∗). “Norm of Gradient” means ∥F(w(S))∥ = O(1/√n). “In expectation” means studying the learning rate of E[F(w(S))]. “In probability” learning rates are useful to understand the robustness of optimization algorithms and is much more challenging to be derived than “In expectation” ones [9, 10, 36].

From Table 1 one can see that we have provided a relatively systematic study of nonconvex pairwise learning. In the general nonconvex setting, when considering the low-dimensional case, our O √n learning rate of SGD is comparable to the corresponding rate O(log n/√n) established in convex learning in [39]. In nonconvex learning with the PL condition, we have established significantly faster learning rates than the state-of-the-art, even up to O(1/n2), which is the first O(1/n2)-type of rate for pairwise learning. Note that although the “Low noise” condition is also used in [41], only presents O(log n/√n) order rate, moreover, derived just in expectation.

Appendix B
Preliminaries of Section 4.2

We first provide a lemma on uniform localized convergence.

Lemma 5 [86, 87]. For a function class G = {gf : f ∈ F} and functional T : F → [0, R], suppose there is a function ψ(r; δ) (possibly depending on the samples), which is non-decreasing with respect to r and satisfies that ∀δ ∈ (0, 1), with probability 1 − δ, ∀r ∈ [0, R],

\[ \sup_{f ∈ F : T(f) ≤ r} (P − P_n)g_f ≤ ψ(r; δ). \]

Then, given any δ ∈ (0, 1) and r0 ∈ [0, R], with probability at least 1 − δ, for all f ∈ F,

\[ (P − P_n)g_f ≤ ψ \left( \max \{2T(f), r_0\}; \frac{δ}{2 \log_2 \frac{2R}{r_0}} \right). \]

In the following, we introduce some important definitions and lemmas on generic chaining.

Definition 1 (Orlicz-α Norm [19]). For every α > 0, we define the Orlicz-α norm of a random v:

\[ \|v\|_{\text{Orlicz}-α} = \inf \{ K > 0 : E \exp((|v|/K)^α) ≤ 2 \}. \]

A random variable (or vector) X ∈ Rd is K-sub-exponential if ∀λ ∈ Rd, we have

\[ ||λ^T X||_{\text{Orlicz}-α} ≤ K\|λ\|_2. \]

A random variable (or vector) X ∈ Rd is K-sub-Gaussian if ∀λ ∈ Rd, we have

\[ ||λ^T X||_{\text{Orlicz}-2} ≤ K\|λ\|_2. \]

Definition 2 (Orlicz-α Processes [19]). Let \{X_f\}_{f ∈ F} be a sequence of random variables. We call \{X_f\}_{f ∈ F} an Orlicz-α process for a metric d(·, ·) on F if

\[ ||X_{f_1} − X_{f_2}||_{\text{Orlicz}-α} ≤ d(f_1, f_2), \forall f_1, f_2 ∈ F. \]

Typically, we call Orlicz-1 process the sub-exponential increments and Orlicz-2 process the sub-Gaussian increments.

Definition 3 (mixed sub-Gaussian-sub-exponential increments [19]). A process \{(X_w)_{w ∈ W}\} is called mixed mixed sub-Gaussian-sub-exponential increments w.r.t. the metric pair \((d_1(·, ·), d_2(·, ·))\) if for all \(w_1, w_2 ∈ W\) and \(v \neq 0\),

\[ Pr \left( ||X_{w_1} − X_{w_2}|| ≥ \sqrt{ud_1(w_1, w_2) + ud_2(w_1, w_2)} \right) ≤ 2e^{-u}, \]

where “Pr” means probability.

Definition 4 (γα-functional [19]). A sequence F = \{(F_n)_{n ≥ 0}\} of subsets of F is called admissible if \(|F_0| = 1\) and \(|F_n| = 2^n\) for all \(n ≥ 1\). For any \(0 < α < ∞\), the γα-functional of (F, d) is defined as

\[ γα(F, d) = \inf \sup_{F \neq d} \sum_{n=0}^{∞} 2^n/α d(f, F_n), \]

where the infimum is taken over all admissible sequences and we define d(f, F_n) = inf_{F \neq d} d(f, t).

Definition 5 (Covering number [41, 82]). Assume (H, d) be a metric space and F ⊆ H. For any ε > 0, a set F_ε is called an ε-cover of F if for any f ∈ F we have an element g ∈ F_ε such that d(f, g) ≤ ε. We denote N(F, d, ε) the covering number as the cardinality of the minimal ε-cover of F:

\[ N(F, d, ε) = \min \{|F_ε| : F_ε \text{ is an ε cover of } F \}. \]

Lemma 6 (Dudley’s integral bound for γα-functional [19], 65). There exists a constant c_α dependent to α such that

\[ γα(F, d) ≤ c_α \int_0^{∞} (\log N(F, d, ε))^{1/α} de, \]

where N(F, d, ε) is the covering number of F.

Lemma 7 (generic chaining for a process with mixed sub-Gaussian-sub-exponential increments [19]). If \{(X_f)_{f ∈ F}\} has mixed sub-Gaussian-sub-exponential increments w.r.t. the metric
pair \((d_1(\cdot, \cdot), d_2(\cdot, \cdot))\), then there are absolute constants \(c_1, c_2\) such that \(\forall \delta \in (0, 1)\), with probability at least \(1 - \delta\),

\[
\sup_{w \in W} \|X_f - X_{f_0}\| \leq c_1(\gamma_2(F, d_2) + \gamma_1(F, d_1)) + c_2\left(\sqrt{\log \frac{1}{\delta}} \sup_{f, f' \in F} [d_2(f_1, f_2)] + \sqrt{\log \frac{1}{\delta}} \sup_{f, f' \in F} [d_1(f_1, f_2)]\right).
\]

After the introduction of generic chaining, we are to provide two general Bernstein inequalities for pairwise learning. Existing Bernstein inequalities in pairwise learning are almost all provided for bounded random variables \([14, 30, 68, 70]\). Moreover, although the Bernstein inequality of pairwise learning is often used in machine learning literature, it isn’t easy to find clear proof. Here, we derive two more general forms of the Bernstein inequality of pairwise learning, which can be satisfied by various unbounded variables, and provide the proof, which may benefit the wider applicability of the Bernstein inequality.

**Lemma 8.** Suppose \(T\) is a random variable that can be written as

\[
T = \sum_{i=1}^{N} p_i T_i, \quad \text{where} \sum p_i = 1, p_i \geq 0 \quad \forall i.
\]

Then we have

\[
\Pr(T \geq t) \leq \sum_{i=1}^{N} p_i \mathbb{E}[e^{\lambda(T_i - t)}].
\]

**Proof.** According to Markov’s inequality

\[
\Pr(T \geq t) \leq e^{-\lambda t} \mathbb{E}[e^{\lambda T}] = \mathbb{E}[e^{\lambda(T - t)}].
\]

Then, by Jensen’s inequality,

\[
\exp(\lambda T) = \exp(\lambda \sum p_i T_i) \leq \sum p_i \exp(\lambda T_i).
\]

Thus, we have

\[
\Pr(T \geq t) \leq \sum_{i=1}^{N} p_i \mathbb{E}[e^{\lambda(T_i - t)}].
\]

The proof is complete. \(\square\)

**Lemma 9.** \([82]\) Given a random variable \(X\) with mean \(\mu = \mathbb{E}[X]\) and variance \(\sigma^2 = \mathbb{E}[X^2] - \mu^2\), we say that Bernstein’s condition with parameter \(b\) holds if

\[
|\mathbb{E}[(X - \mu)^k]| \leq \frac{1}{2} k! \sigma^2 b^{k-2} \quad \text{for } k = 2, 3, 4, \ldots.
\]

If the Bernstein’s condition is satisfied, we have for all \(\lambda \in (0, 1/b)\)

\[
\mathbb{E}[e^{\lambda(X - \mu)^2}] \leq e^{\frac{\lambda^2 \sigma^2}{b^2}}.
\]

**Remark 16.** The Bernstein condition is milder than the bounded assumption of random variables and is also satisfied by various unbounded variables \([82]\).

**Lemma 10** (Bernstein inequality for pairwise learning). Let \(Z_1, \ldots, Z_n\) be real-valued and independent variables taking values in \(\mathcal{Z}\), and let \(q : \mathcal{Z} \times \mathcal{Z} \to \mathbb{R}\). Assume that \(\sigma^2\) is the variance of \(q(Z, Z')\). Suppose that the Bernstein’s condition in Lemma 9 holds for any \(q(Z, Z')\), i.e., for \(k = 2, 3, 4, \ldots\)

\[
|\mathbb{E}[(q(Z, Z') - \mathbb{E}_Z.Z'[q(Z, Z')])^k]| \leq \frac{1}{2} k! \sigma^2 b^{k-2}.
\]

Then, for any \(u \geq 0\),

\[
\Pr\left(\frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) - \mathbb{E}_Z.Z'[q(Z, Z')] \geq \sqrt{\frac{2 \sigma^2 u}{n-1}} + bu \right) \leq e^{-u},
\]

where \([\frac{n}{2}]\) is the largest integer no greater than \([\frac{n}{2}]\).
Proof. According to [14], we have the following representation of U-statistic of order 2

\[
\frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) = \frac{1}{n!} \sum_{\pi} \frac{1}{\prod_{i=1}^{n} \pi_i} \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} q(\pi(i), \pi(i+1 \cdot \frac{n}{2})),
\]

where the sum is taken over all permutations \(\pi\) of \(\{1, \ldots, n\}\). Denote \(V(S) = \frac{1}{\lfloor \frac{n}{2} \rfloor} \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} q(\pi(i), \pi(i+1 \cdot \frac{n}{2}))\), one can see that

\[
\frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) = \frac{1}{n!} \sum_{\pi} V(S)
\]

and each term on the right-hand is a sum of \(\lfloor \frac{n}{2} \rfloor\) independent random variables.

We now set \(p_i = \frac{1}{n}\), \(N = n!\) and \(T = \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j)\). According to Lemma 8 and the fact that \(\mathbb{E}[e^{\lambda S}]\) is independent of the permutation of \(Z_i\)'s, we know that the next step is to bound the term \(\mathbb{E}[\exp(\lambda V(S))]\). We consider that \(V(S) = \frac{1}{\lfloor \frac{n}{2} \rfloor} \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} q(Z_i, Z_i+1 \cdot \frac{n}{2})\).

Denote \(\mu = \mathbb{E}[q(Z, Z')]\). We can derive the following inequality

\[
\mathbb{E}[e^{\lambda V(S)} - \mu] = \mathbb{E}[\exp(\lambda \left( \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} \left( \frac{q(Z_i, Z_i+1 \cdot \frac{n}{2})}{\lfloor \frac{n}{2} \rfloor} - \frac{\mu}{\lfloor \frac{n}{2} \rfloor} \right) \right))]
\]

\[
\leq \left[ \exp \left( \frac{\lambda^2 \sigma^2}{2 \left( \frac{1}{\lfloor \frac{n}{2} \rfloor} \right)^2} \left( 1 - \frac{b \lambda}{\lfloor \frac{n}{2} \rfloor} \right) \right) \right]^{\lfloor \frac{n}{2} \rfloor} = \exp \left( \frac{\lambda^2 \sigma^2}{2 \left( \frac{1}{\lfloor \frac{n}{2} \rfloor} \right)^2} \left( 1 - \frac{b \lambda}{\lfloor \frac{n}{2} \rfloor} \right) \right)
\]

where the inequality follows from Lemma 9 and the fact that for \(k = 2, 3, 4, \ldots\)

\[
\left| \mathbb{E} \left[ \left( \frac{q(Z_i, Z_i+1 \cdot \frac{n}{2})}{\lfloor \frac{n}{2} \rfloor} - \frac{\mu}{\lfloor \frac{n}{2} \rfloor} \right)^k \right] \right| \leq \frac{1}{2} k! \frac{\sigma^2}{\left( \frac{1}{\lfloor \frac{n}{2} \rfloor} \right)^2} \left( \frac{b}{\lfloor \frac{n}{2} \rfloor} \right)^{k-2}.
\]

Thus, we should minimize

\[
\frac{\lambda^2 \sigma^2}{2 \left( \frac{1}{\lfloor \frac{n}{2} \rfloor} \right)^2} - \lambda t
\]

to find the best \(\lambda\). We now introduce its Fenchel-Legendre dual function \(\psi^*(t) = \sup_{\lambda \in (0, 1/b)} (\lambda t - \frac{\lambda^2 \sigma^2}{2 \left( \frac{1}{\lfloor \frac{n}{2} \rfloor} \right)^2})\).

Following (2.5) of [3] and introducing \(h(u) = 1 + u - \sqrt{1 + 2u}\), we have

\[
\psi^*(t) \geq \frac{\sigma^2}{2b^2} h\left( \frac{bt}{\sigma^2} \right).
\]

Therefore, we get

\[
Pr \left( \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) - \mathbb{E}[q(Z, Z')] \gtrless t \right) \leq \exp \left( - \frac{\sigma^2}{2b^2} h\left( \frac{bt}{\sigma^2} \right) \right).
\]

Since \(h\) is an increasing function from \((0, \infty)\) onto \((0, \infty)\) with inverse function \(h^{-1}(u) = u + \sqrt{2u}\) for \(u > 0\) [8], we finally get

\[
\psi^*^{-1}(u) = \sqrt{2u} \frac{\sigma^2}{\lfloor \frac{n}{2} \rfloor} + \frac{bu}{\lfloor \frac{n}{2} \rfloor}.
\]

Hence, we have the following equivalent inequality

\[
Pr \left( \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) - \mathbb{E}_Z, Z' [q(Z, Z')] \gtrless \frac{2\sigma^2 u}{n^2} + \frac{bu}{n} \right) \leq e^{-u}.
\]

The proof is complete. \(\square\)

Lemma 11 (Vector Bernstein inequality [69, 78, 86]). Let \(Z_1, \ldots, Z_n\) be a sequence of i.i.d. random variables taking values in a real separable Hilbert space. Assume that \(\mathbb{E}[Z_i] = \mu, \mathbb{E}[\|Z_i - \mu\|^2] = \sigma^2, \forall i \leq n\). The vector Bernstein’s condition with parameter \(b\) holds if for all \(1 \leq i \leq n\),

\[
\mathbb{E}\|Z_i - \mu\|^k \leq \frac{k!}{2} \sigma^2 b^{k-2}, \ k = 2, 3, \ldots
\]

Then, \(\forall \delta \in (0, 1), \) with probability at least \(1 - \delta\)

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} Z_i - \mu \right\| \leq \sqrt{\frac{2\sigma^2 \log \frac{2}{\delta}}{n} + \frac{b \log \frac{2}{\delta}}{n}}.
\]

Lemma 12 (Vector Bernstein inequality for pairwise learning). Let \(Z_1, \ldots, Z_n\) be independent random variables taking values in \(\mathcal{Z}\). Let \(q : \mathcal{Z} \times \mathcal{Z} \rightarrow \mathcal{H}\), where \(\mathcal{H}\) is a real separable Hilbert space. Assume that \(\sigma^2\) is the variance of \(q(Z, Z')\). Suppose the Bernstein’s condition with parameter \(b\) holds, i.e., for any \(q(Z, Z')\),

\[
\mathbb{E}[q(Z, Z') - \mathbb{E}_Z, Z' [q(Z, Z')]] \leq \frac{k!}{2} \sigma^2 b^{k-2}, k = 2, 3, \ldots
\]

Then, \(\forall \delta \in (0, 1), \) with probability at least \(1 - \delta\)

\[
\left\| \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) - \mathbb{E}_Z, Z' [q(Z, Z')] \right\|
\]

\[
\leq \sqrt{\frac{2\sigma^2 \log \frac{2}{\delta}}{n} + \frac{b \log \frac{2}{\delta}}{n}}.
\]

Proof. According to [14], we have the following representation of \(U\)-statistic of order 2

\[
\frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) = \frac{1}{n!} \sum_{\pi} \frac{1}{\prod_{i=1}^{n} \pi_i} \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} q(\pi(i), \pi(i+1 \cdot \frac{n}{2})).
\]

Since \(\| \cdot \|_2\) involves an expectation, it is clear that

\[
\left\| \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_j) - \mathbb{E}_Z, Z' [q(Z, Z')] \right\|
\]

\[
\leq \frac{1}{n!} \sum_{\pi} \left\| \frac{1}{\lfloor \frac{n}{2} \rfloor} \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} q(\pi(i), \pi(i+1 \cdot \frac{n}{2})) - \mathbb{E}_Z, Z' [q(Z, Z')] \right\|
\]

\[
= \left\| \frac{1}{\lfloor \frac{n}{2} \rfloor} \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} q(\pi(i), Z_{\pi(i)+1 \cdot \frac{n}{2}}) - \mathbb{E}_Z, Z' [q(Z, Z')] \right\|
\]

Then according to Lemma 11 and the assumption in Lemma 12 we obtain that

\[
\left\| \frac{1}{n(n-1)} \sum_{i,j \in [n], i \neq j} q(Z_i, Z_{\pi(i)+1 \cdot \frac{n}{2}}) - \mathbb{E}_Z, Z' [q(Z, Z')] \right\|
\]

\[
\leq \sqrt{\frac{2\sigma^2 \log \frac{2}{\delta}}{n} + \frac{b \log \frac{2}{\delta}}{n}}.
\]
The proof is complete.

Lemma 13. \[\text{If } Z_1, \ldots, Z_n \text{ are sub-exponential random variables, then the classical Bernstein's inequality (see Theorem 2.10 in } [8] \text{ holds with}\]

\[\sigma^2 = \frac{1}{n} \sum_{i=1}^{n} ||Z_i||_{Orlicz-1}, \quad b = \max_{1 \leq i \leq n} ||Z_i||_{Orlicz-1}.\]
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