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Abstract

Network function virtualization (NFV) and software defined networking (SDN) are two promising technologies to enable 5G and 6G services and achieve cost reduction, network scalability, and deployment flexibility. However, migration to full SDN/NFV networks in order to serve these services is a time consuming process and costly for mobile operators. This paper focuses on energy efficiency during the transition of mobile core networks (MCN) to full SDN/NFV networks, and explores how energy efficiency can be addressed during such migration. We propose a general system model containing a combination of legacy nodes and links, in addition to newly introduced NFV and SDN nodes. We refer to this system model as partial SDN and hybrid NFV MCN which can cover different modes of SDN and NFV implementations. Based on this framework, we formulate energy efficiency by considering joint routing and function placement in the network. Since this problem belongs to the class of non-linear integer programming problems, to solve it efficiently, we present a modified Viterbi algorithm (MVA) based on multi-stage graph modeling and a modified Dijkstra’s algorithm. We simulate this algorithm for a number of network scenarios with different
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fractions of NFV and SDN nodes, and evaluate how much energy can be saved through such transition. Simulation results confirm the expected performance of the algorithm which saves up to 70% energy compared to network where all nodes are always on. Interestingly, the amount of energy saved by the proposed algorithm in the case of hybrid NFV and partial SDN networks can reach up to 60-90% of the saved energy in full NFV/SDN networks.

Index Terms

5G and 6G, Energy efficiency, network function virtualization, software defined networking.

I. INTRODUCTION

The increase in the number of mobile devices, new services, and applications is leading to an exponential rise in the data traffic in mobile networks. In order to handle such traffic, improve deployment flexibility, and reduce the costs of the service, the fifth-generation mobile networks and beyond (5G and 6G) should rely on new concepts and architectures [1]. Besides, energy consumption in mobile networks increases by 10% annually and should be appropriately handled [2]. The use of software-defined networking (SDN) and network function virtualization (NFV) in the core of 5G can satisfy the new services’ demands in the mobile core network (MCN), as well as considerably increase energy efficiency in these very systems.

NFV leverages the concept of virtualization to network functions (NFs) in which a software implementation of NFs is decoupled from the hardware infrastructure. In this context, virtualized NFs (VNFs) can be installed in/removed from a server, or migrate from one server to another in a straightforward manner. This flexibility in NFV enables the migration of VNFs from under-utilized hardware in order to turn them off and achieve higher energy efficiency [3]. On the other hand, SDN separates the data and control planes and carries out all the control decisions in the network with centralized controllers called SDN controllers. By a centralized control view, SDN provides a more efficient network control for the operators to attain higher network utilization. For instance, from an energy efficiency perspective, SDN controllers can reroute network paths in such a way that under-utilized links and nodes can be turned off [4]. Inherent potentials of these two complementary technologies in increasing the energy efficiency of the networks can be deployed using the concepts of multi-domain and recursive orchestration in 5G [5].

The architecture of MCN of 5G and 6G can be evolutionary, in a way that part of the legacy MCN entities are virtualized or software-defined enabled, while a subset of internal
functionalities and existing interfaces remain intact [1]. This way, the running cost of MCN of 5G and 6G reduces. Thus, evolutionary architecture for MCN of 5G and 6G, e.g. [6]–[8], is backward compatible. Motivated by the aforementioned observations, in this paper, an evolutionary architecture for MCN of 5G and 6G is considered as follows:

- The transmission network is assumed to be partial SDN, in which some part of the nodes in the network are equipped with SDN technology, while the rest of the nodes remain working independently.
- NFs of the data plane are executed in the form of hybrid NFV. This way, some NFs are executed on servers, and some of them are executed on physical function nodes.

This hybrid deployment can also model transition of the cellular networks from fourth-generation (4G) to 5G and 6G. Mainly because the transition budgets are limited, and only a part of the network can be upgraded at a time, especially for large-scale networks. In addition, as an emerging technology, SDN is not mature enough to replace the whole traditional network in a single step. Therefore, gradual software-defined and MCN implementation sounds inevitable to assess SDN feasibility in next generation of wireless networks. Evidently, the transition time is likely to extend over a several years span. During the transition, SDN should coexist with traditional networks [1]. In the partial SDN network, we can still implement centralized control of these SDN-enabled devices to save energy. However, the hybrid SDN is not as effective and flexible as in full SDN. Similarly, due to the implementation problems and costs, operators seem to be imperceptibly moving towards full NFV networks. Such arguments have led to works such as [6] and [9] to consider hybrid NFV architectures for 5G and 6G MCN.

In this paper, we consider a partial SDN and hybrid NFV network, as shown in Fig. 1 which can model different modes of combinations of SDN and NFV with traditional networking during this transition. In this network, we only consider the data plane where NFs are implemented as hybrid NFV (on servers or physical function nodes), and the transport network is partial SDN. We assume that an orchestrator performs all functions of control plane and control tasks related to NFV and SDN. The proposed system model is comprehensive for SDN/NFV networks where it can be deployed for full/partial SDN networks, full/hybrid NFV networks, or (partial) SDN/(hybrid) NFV networks.

For this setup, we formulate the problem of energy efficiency of the MCN of 5G, and propose an algorithm to save energy in the network. Based on the proposed algorithm, the unused nodes and links in the network are turned off to consume less energy. Our contributions
are summarized as follows:

- This paper provides a framework to model the MCN of 5G during transition from 4G to 5G.
- The presented work is the first to address the problem of saving energy in partial SDN and hybrid NFV MCN through the transition to 5G. Although energy efficiency, in traditional networks, SDN networks, and partial SDN networks is a well-studied problem, saving energy in partial SDN and hybrid NFV is a new problem that has not been addressed to the best of our knowledge.
- Energy efficiency in SDN/NFV networks is comprehensively modeled, including different modes of SDN/NFV networks, e.g., (partial)SDN, (hybrid)NFV, partial SDN/hybrid NFV, partial SDN/full NFV, and full SDN/full NFV networks.
- The problem of energy efficiency in the considered network is formulated as a non-linear integer programming (NLIP). The objective is to minimize the power consumption of the network components by turning off the unused or less-loaded components.
- Because of the NP-hardness of the resulting optimization problem, a suboptimal algorithm based on the Viterbi Algorithm (VA) is proposed to solve the optimization problem. The algorithm starts via assigning weights to all nodes and links based on their on/off-states, as
well as their energy consumption levels. The network is modeled as a multi-stage graph, and a candidate set determines the paths of flows, the type of NFs, and their locations to run for each flow. Ultimately, paths are selected based on a modified Dijkstra’s routing algorithm (MDRA). We refer to this algorithm as modified Viterbi algorithm (MVA).

- Simulation results demonstrate that the performance of the network, in terms of energy efficiency, can be very close to optimum without a full migration to a SDN-NFV platform.

The rest of the paper is organized as follows. Related work is presented in Section II. In Section III the system model is described. In Section IV the problem formulation of energy efficiency in partial SDN and hybrid NFV MCN for 5G is introduced. Subsequently, in Section V an efficient algorithm based on MVA is proposed and its computational complexity are presented. In Section VI the performance of our proposed algorithm is evaluated for different network sizes. Finally, Section VII concludes the paper.

II. RELATED WORK

In this section, we first investigate the literature on the energy efficiency in SDN networks. Then, we review some results on the energy efficiency in the partial SDN networks. At the end of this section, we study the papers that focus on energy efficiency in the NFV.

For full SDN networks, there exists a large body of works focusing on the energy efficiency either in data center networks, e.g., [10]-[14], or on the conventional data networks, e.g., [15]. For the former cases, usually under-utilized data centers are switched off via SDN controllers [10], [11]. However, for the latter case, by considering the physical structure of switches, heuristic algorithms are proposed to reduce the energy consumption [16], [17]. None of these two cases is related to MCN and to fill this gap, we study the energy efficiency for the MCN armed by SDN and NFV for different scenarios of implementation e.g., partial SDN and hybrid NFV.

In [4], the problem of energy saving in partial SDN networks is addressed by switching off the SDN links and nodes. Those links and nodes are chosen through optimizing a novel objective function using a heuristic algorithm. In [2], a partial SDN is deployed via a green abstraction layer which belongs to the European Telecommunications Standards Institute (ETSI) [19]. In this standard, multi energy-aware states are considered for the devices. In each state, the device consumes a certain amount of energy and attains a specific performance.

1Partial SDN networks are first mathematically introduced in [18] where a fraction of switches are equipped with SDN capability.
NFV placement problems have received a lot of interest recently [20], [21], [3], [22], [23] apply the Viterbi algorithm to solve their NFV resource allocation problems. In [3], [24] where NFVs are allocated to servers in the network to optimize objective functions, e.g., energy efficiency, subject to network limitations and required quality of services. These problems are inherently high dimensional and complex problems [25]. For instance, [24] deploys a Markov decision process to minimize energy consumption in NFV based networks. In [22], [26], the cost of energy is also taken into account. Specifically in [22], four types of costs are considered including a cost for deploying a new VNF and the energy cost of running a VNF.

The authors of [27] also use migration to decrease energy consumption in the cloud data centers where it models the energy consumption of cloud network by considering the computing costs of the virtual elements on the physical servers, the migration cost for virtual elements across the servers, and the costs of transferring data between the virtual elements. In addition, it introduces a weight parameter to avoid excessive load of virtual element migrations. Reference [28] designs a dynamic energy-saving model with NFV technology using an M/M/c queuing network with the minimum capacity policy where a certain amount of load is required to start the virtual machine, and an energy-cost optimization problem is formulated with capacity and delay as constraints. In [29], a new energy smart service function chain orchestrator is proposed in which NFV placement is adjusted to utilize more renewable energy in telecommunication networks. A resource allocation problem, considering constraints on delay, link utilization, and server utilization, is presented in [30], which enables energy-aware SFC for SDN-based networks. In order to achieve the trade-off among energy saving, bandwidth usage minimization, and migration cost reduction, the authors of [31] propose a VNF consolidation method (VCMM), which determines appropriate servers to be turned off by leveraging neural network with multiple characteristics of network status as input. VCMM migrates VNFs on servers to turn them off by adopting a greedy mechanism. Evidently none of the mentioned recent works considers the hybrid system model of SDN and NFV based networking. In this paper we introduce a general system model to fulfill this gap. [32] addresses energy efficiency in NFV/SDN for internet of things networks where a new incentive mechanism exploratory works among energy suppliers and consumers is designed in order to encourage consumers to adjust their energy consumption based on available resources. In this paper, we propose a general system model which can be utilized for any type of full, partial, and non SDN/NFV networks. Saving energy in partial SDN and hybrid
NFV MCNs is a new problem that has not been addressed to the best of our knowledge. The presented model and energy efficiency formulation for MCN networks can formulate the transition from 4G to 5G.

III. System Model

We consider a partial SDN and hybrid NFV MCN, represented by an undirected graph \( A = \{N, E\} \), where \( N = \{1, 2, \cdots, N\} \) denotes the set of all nodes including SDN, NFV, and legacy nodes, and \( E = \{1, 2, \cdots, E\} \) denotes the set of \( E \) undirected links connecting the nodes. In this setup, we assume that a central orchestrator is responsible for providing coordination among all domain controllers, i.e., an SDN controller and the management layers of the legacy nodes. Each mobile traffic flow is specified by its own rate limit and a specific set of NFs, which should be run on this flow in a specific order, called the service chain of this flow. In order to establish an end to end connection for this flow, a specific route to transfer data between the assigned nodes should be determined. In what follows, we provide a mathematical model to represent network limitations and flow characteristics.

A. Network Function Structure

In this setup, the set of all NFs are represented by \( G = \{g_1, g_2, \cdots, g_K\} \) where each service chain of a flow is a specific subset of \( G \) with predetermined order introduced by the orchestrator. All these NFs can be run in a virtualized manner, referred to VNFs in this case. \( g_k \) can be VNF \( k \) or implemented in a physical function node permanently as an NF.

When \( g_k \) is a VNF, it requires a set of resources \( C_{g_k} = \{c_{l,k}^1, c_{l,k}^2, \cdots, c_{l,k}^L\} \) where \( c_{l,k}^l \) represents the required resource of category \( l \) for VNF \( g_k \). In addition, the amount of ingress traffic rate that \( g_k \) in a virtualized manner can process is \( r_k \). We refer to \( r_k \) as a processing capacity of VNF \( g_k \) [22].

B. Flow Representation

We assume that flow arrivals occur in a time-slotted manner, and the flows are received during a time-slot to be served at the beginning of the following time-slot. Consider a set of flows in a network as \( F \). Each mobile traffic flow \( f \) can be represented as \( f = (s^f, d^f, r^f, G^f) \) where \( s^f, d^f \) and \( r^f \) denote the source, the destination, and the amount of incoming rate of flow \( f \in F \), respectively. Here, we show a service chain of flow \( f \) as \( G^f = \{g^f_1, g^f_2, \cdots, g^f_{\bar{K}^f}\} \), which is a set of NFs with a specific order to be run over flow \( f \). \( \bar{K}^f \) denotes the number of NFs running over flow \( f \), and \( g^f_k \) denotes \( \bar{k}^{th} \) NF that must be run for flow \( f \). Note that
$g'_k$ also belongs to $\mathcal{G}$, however to show the order of NFs for each flow and their related sequences, we use this notation per flow. The orchestrator has knowledge about which $g_k$ is related to $g'_k$. In this paper, to denote the mapping of $g_k$ to $g'_k$ via Orchestrator, we use the following notation

$$\chi^f_{k \rightarrow k}(g_k) = g'_k \quad \forall g_k \in \mathcal{G}, \ \forall g'_k \in \mathcal{G}', \ \forall f,$$

where $\chi^f_{k \rightarrow k}(g_k)$ represents the mapping stored in the orchestrator and utilized during the service time of flow $f$.

C. Nodes’ Categories and Features

In the mixed structure of traditional SDN and NFV-based networks in our setup, to run a service chain of any user’s request and provide the connections, there exist four sets of network nodes, i.e.,

- $\mathcal{N}_T = \{1, 2, \cdots, N_T\}$ as the set of traditional switches, called non-SDN nodes;
- $\mathcal{N}_S = \{1, 2, \cdots, N_S\}$ as the set of SDN enabled switches, called SDN nodes;
- $\mathcal{N}_N = \{1, 2, \cdots, N_N\}$ as the set of NFV based servers running NFs in a virtualized manner and is referred to as NFV nodes;
- $\mathcal{N}_M = \{1, 2, \cdots, N_M\}$ as the set of physical function nodes, such as nodes of serving gateways (SGW) and packet data network gateways (PGW) and is called non-NFV nodes.

As a result, the total number of nodes in the network is $N = N_T + N_S + N_N + N_M$. Each node $u \in \mathcal{N}$ has two states: 1) On-state in which $u$ is on; and, 2) Off-state where $u$ is off. The orchestrator has access to the states of all nodes however, the state of SDN/NFV nodes, e.g., $\mathcal{N}_N \setminus \mathcal{N}_T$ can be dynamically adjusted. To represent states of the nodes, we define $\alpha(u)$ as

$$\alpha(u) = \begin{cases} 
0, & \text{if } u \in \mathcal{N}_N \setminus \mathcal{N}_T \text{ is in off-state}, \\
1, & \text{otherwise.}
\end{cases}$$

To run a set $\mathcal{G}^f$ for each flow $f \in \mathcal{F}$, orchestrator requires information about NFs that each $u \in \mathcal{N}_M \cup \mathcal{N}_N$ can run, and the amount of capacity of each $u \in \mathcal{N}_M \cup \mathcal{N}_N$. Each non-NFV node $u \in \mathcal{N}_M$ can run a predetermined set of NFs. Let $\mathcal{G}_u = \{g_{u1}, g_{u2}, \cdots, g_{uk_u}\}$ represent the NFs which are run in node $u \in \mathcal{N}_M$. Each node $u \in \mathcal{N}_M$ (SGWs and PGWs) has limited capacity of ingress rate denoted by $r_u$.

Each NFV node $u \in \mathcal{N}_N$ can run all NFs in $\mathcal{G}$, and has a limited capacity for $L$ types of required resources of NF. This limitation is denoted by $c_u = \{c^1_u, c^2_u, \cdots, c^L_u\}$ where $c^l_u$ is the
maximum capacity of node \( u \) for type \( l \) of resources. At any instance, each node \( u \in \mathcal{N} \) can just run one instance of VNF \( k \). Specifically, if NF \( g_k \) is run over \( u \in \mathcal{N} \cup \mathcal{M} \), we define
\[
\mu^k_u = \begin{cases} 
1, & \text{if node } u \in \mathcal{N} \cup \mathcal{M} \text{ runs } g_k, \\
0, & \text{otherwise}.
\end{cases}
\]
To demonstrate that flow \( f \) is served by node \( u \) to run \( g_k \), we define
\[
\mu^k_{uf} = \begin{cases} 
1, & \text{if node } u \text{ is selected to run } g_k \text{ of flow } f, \\
0, & \text{otherwise}.
\end{cases}
\]
One practical point is that there exists a situation that more than two consecutive NFs are run in one node \( u \in \mathcal{M} \) for flow \( f \). In this situation the incoming rate to non-NFV node \( u \in \mathcal{M} \) is equal to the rate of the first NF of flow \( f \) deployed on \( u \in \mathcal{M} \). To consider this point in our formulation, for all \( u \in \mathcal{M} \), we define the following variable
\[
\zeta^k_{uf} = \begin{cases} 
0, & \text{if } \mu^k_{uf} \mu^{k-1}_{uf} = 1, \\
1, & \text{otherwise}.
\end{cases}
\]

D. Notations for Links and Paths

In our system model, \((u, v) \in \mathcal{E}\) is a physical connection between two nodes \( u \in \mathcal{N} \) and \( v \in \mathcal{N} \). Each node \( u \in \mathcal{M} \) only connects to a switch with a link, and the switch connects to other switches with one or more links. For each link \((u, v) \in \mathcal{E}\), \( c(u, v) \) denotes its capacity. When \( u \) or \( v \in \mathcal{N} \setminus \mathcal{N}_T \), link \((u, v)\) is referred to a SDN link, and a set of all SDN links is denoted by \( \mathcal{E}_S \subseteq \mathcal{E} \). In our setup, for each SDN link, orchestrator considers two states: 1) \textit{On-state} if link \((u, v) \in \mathcal{E}_S\) is on; 2) \textit{Off-state} if \((u, v) \in \mathcal{E}_S\) is off. To denote the on and off-states of link \((u, v) \in \mathcal{E}_S\), we define
\[
\beta(u, v) = \begin{cases} 
1, & \text{if } (u, v) \in \mathcal{E}_S \text{ is active}, \\
0, & \text{otherwise}.
\end{cases}
\]
Note that the orchestrator can control on-states and off-states of all SDN links.

When a physical connection between two nodes \( u \) and \( v \) does not exist, we consider a set of paths between two nodes denoted by \( \mathcal{P}_{u \rightarrow v} = \{\mathcal{P}^1_{u \rightarrow v}, \mathcal{P}^2_{u \rightarrow v}, \ldots, \mathcal{P}^{J_{u \rightarrow v}}_{u \rightarrow v}\} \), where \( J_{u \rightarrow v} \) denotes number of all paths between nodes \( u \) and \( v \). To mathematically represent which path \( \mathcal{P}^j_{u \rightarrow v} \) is selected for the flow \( f \), we define
\[
\Gamma^{j}_{uf} = \begin{cases} 
1, & \text{if } \mathcal{P}^j_{u \rightarrow v} \text{ is selected for flow } f \text{ between nodes } u \text{ and } v, \\
0, & \text{otherwise}.
\end{cases}
\]
and, to show whether or not physical connection \((u', v')\) belongs to path \(P_{u \rightarrow v}^j\), we define

\[
\rho_{u \rightarrow v}^j(u', v') = \begin{cases} 
1, & \text{if physical connection } (u', v') \text{ belongs to } P_{u \rightarrow v}^j, \\
0, & \text{otherwise}.
\end{cases}
\]

If two different nodes \(u\) and \(v\) run \(g_k^f\) and \(g_{k+1}^f\), a path from \(P_{u \rightarrow v}\) is selected for flow \(f\). For the case that one node \(u \in \mathcal{N}_M \cup \mathcal{N}_N\) are run \(g_k^f\) and \(g_{k+1}^f\), we denote a communication path between this two NFs by \(P_{u \rightarrow u} = \{(u, u)\}\) with infinite capacity.

### E. Energy Model of Nodes and Links

When each node \(u \in \mathcal{N}_T \cup \mathcal{N}_S\) is in on-state, its consumed power is almost constant. Here, we assume that this power is equal to a maximum consumed power of node \(u \in \mathcal{N}_T \cup \mathcal{N}_S\), i.e., \(P_{u \max}\) \[4\]. For NFV and non-NFV nodes, a linear model of power consumption is assumed for on-states \[34\]. For instance, when the ingress rate of node \(u \in \mathcal{N}_N \cup \mathcal{N}_M\) increases, the consumed power increases accordingly. In this paper, we consider following expression for power consumption of a node \(u \in \mathcal{N} \setminus \mathcal{N}_T\)

\[
a(u) = \begin{cases} 
P_{u \max}, & u \in \mathcal{N}_S \text{ is in on-state}, \\
(\theta + (1 - \theta) \frac{r_c^u}{r_u^u}) P_{u \max}, & u \in \mathcal{N}_N \cup \mathcal{N}_M \text{ is in on-state}, \\
0, & u \in \mathcal{N} \setminus \mathcal{N}_T \text{ is in off-state},
\end{cases}
\]

where \(P_{u \max}\) is the maximum power consumed in node \(u\) and \(\theta\) is a ratio of idle state power to full load power. An idle state represents the state that \(u\) is in on-state, however, there is no incoming flow for \(u\). \(r_c^u\) and \(r_u^u\) denote the amount of current ingress traffic rate and maximum ingress traffic rate of the node \(u \in \mathcal{N}_N \cup \mathcal{N}_M\), respectively.

Consumed power for link \((u, v) \in \mathcal{E}\) is constant in on-state \[4\]. When \((u, v) \in \mathcal{E}_S\) is in off-state, its consumed power is equal to zero. Therefore, consumed power cost of link \((u, v)\) can be modeled as

\[
a(u, v) = \begin{cases} 
P_{(u,v) \max}, & (u, v) \in \mathcal{E} \setminus \mathcal{E}_S \text{ or } (u, v) \in \mathcal{E}_S \text{ is in on-state}, \\
0, & \text{otherwise}.
\end{cases}
\]

From the above definitions, the presented system model has included different modes of SDN/NFV networks, e.g., traditional, (partial)SDN, (hybrid)NFV, partial SDN/hybrid NFV, partial SDN/full NFV, and full SDN/full NFV networks.

### IV. Problem Formulation

In this section, we introduce a problem formulation for energy-efficient resource allocation, where the objective is to minimize the number of active nodes and links. To state this
formulation mathematically, we initiate our discussion by introducing practical constraints in our proposed model.

When a node $u$ is in off-state, all physical connected links to this node should be in off-states, and vice versa. This constraint is represented as

$$C1: \beta(u, v) \leq \alpha(u), \quad \forall u, v \in \mathcal{N}, \forall (u, v) \in \mathcal{E},$$

$$C2: \alpha(u) \leq \sum_{\{v| (u,v) \in \mathcal{E}\}} \beta(u,v), \quad \forall u \in \mathcal{N},$$

where $C1$ forces all links connected to node $u$ to be in off-states if node $u$ is in off-state, and $C2$ is utilized to turn off node $u$ if all related links are in off-states.

To select node $u$ for running an NF $g_k^f$ of flow $f$, this NF first should be run one of the nodes eligible to run this function. We can represent this condition as

$$C3: \mu_{u}^{k_f} \leq \mu_{u}^{k}, \quad \forall g_k^f \in \mathcal{G}^f, \forall u \in \mathcal{N}_M \cup \mathcal{N}_N, \forall f.$$

Here, we assume that NF splitting is not allowed. Therefore, each NF of flow $f$ must be run entirely in one node. Mathematically, this point can be represented as

$$C4: \sum_{u \in \mathcal{N}_M \cup \mathcal{N}_N} \mu_{u}^{k_f} = 1, \quad \forall g_k^f \in \mathcal{G}^f, \forall f,$$

meaning that each $g_k^f$ is only run in one node [20].

The sum of required capacities of type $l$ of placed VNFs in node $u$ should not exceed from the capacity of that node. We show this capacity limitation as

$$C5: \sum_{k=1}^{K} \mu_{u}^{k_f} c_{k}^{l} \leq \alpha(u) c_{u}^{l}, \quad \forall l, \forall u \in \mathcal{N}_N.$$

where right and left sides of inequality are the capacity of type $l$ and the used capacity of type $l$ of node $u$, respectively.

Another important point is when each flow $f$ passes through some of NFs, e.g., tunneling and encryption, data rate of flow $f$ will be changed due to additional overheads and signaling procedures in wireless networks [33]. Therefore, in this context for each $g_k^f$, it is assumed that there exists $\gamma_k^f \geq 0$, such that when the incoming data rate of flow $f$ to $g_k^f$ is equal to $r_f$, the outgoing rate of flow $f$ from $g_k^f$ is equal to $\gamma_k^f r_f$. Thus, the ingress capacity limitation of non-NFV node $u \in \mathcal{N}_M$ is defined as

$$C6: \sum_{k \in \mathcal{G}^f} \sum_{f} \zeta_{u}^{k_f} \mu_{u}^{k_f} r_f \prod_{j=1}^{k-1} \gamma_j^f \leq \alpha(u) r_u, \quad \forall u \in \mathcal{N}_M.$$
For nodes \( u \in \mathcal{N} \), there is no need to check that the previous function is executed at those nodes. Therefore, the ingress capacity limitation of VNF \( k \) placed in node \( u \in \mathcal{N} \) can be expressed as

\[
C_7: \sum_{\forall f} \mu_{fu}^k r^f_j \prod_{j=1}^{k-1} \gamma_{j}^f \leq r_k, \quad \forall g_k \in \mathcal{G}, \forall u \in \mathcal{N}.
\]

After determining the places where all \( g_k^f \in \mathcal{G}^f \) in the network are run, one complete path between nodes should be assigned. To set this point, first, the source \( s_f \) should be connected to the node \( u \) running \( g_1^f \). This constraint can be represented as

\[
C_8: \sum_{j=1}^{J_{s_f \rightarrow u}} \Gamma_{s_f \rightarrow u}^j = \mu_{u}^{1f}, \quad \forall f, \forall u \in \mathcal{N}_M \cup \mathcal{N}_N.
\]

where \( \mu_{u}^{1f} \) denotes whether the first function of flow \( f \) is executed in node \( u \) or not. If it is executed, from the source to node \( u \) only one path is selected. Then, all other nodes running \( g_k^f \in \mathcal{G}^f \) should be connected based on the order of \( g_k^f \) in \( \mathcal{G}^f \). This consecutive ordering of paths can be represented as

\[
C_9: \sum_{j=1}^{J_{u \rightarrow v}^f} \Gamma_{u \rightarrow v}^j = \mu_{u}^{k-1f} \mu_{v}^{k-1f}, \quad \forall f, \forall u, v \in \mathcal{N}_M \cup \mathcal{N}_N,
\]

meaning that only one path is selected between the nodes which run consecutive NFs. Finally, the destination should be connected to the node running the last NF \( (g_k^f) \) of flow \( f \). This constraint is also represented as

\[
C_{10}: \sum_{j=1}^{J_{u \rightarrow df}^f} \Gamma_{u \rightarrow df}^j = \mu_{u}^{k-1f} \quad \forall f, \forall u \in \mathcal{N}_M \cup \mathcal{N}_N.
\]

Consequently, from C8-C10, one complete path between the source and the destination of each flow is created. To provide reliable communication for different flows in the network, besides limitations on links capacity, we should consider an upper limit on link utilization to prevent unbounded queuing delay. The capacity used in link \((u, v)\) is calculated in (1). Each link \( (u, v) \) is located in the path between two nodes \( u' \) and \( v' \), where they are executed at two successive functions of flow \( f \), respectively. Thus, the ingress rate of node \( v' \) is equal to the rate passed through link \((u, v)\). In (1), \( \zeta_{u}^{k} r^f_j \prod_{j=1}^{k-1} \gamma_{j}^f \) calculates ingress rate of node \( v' \) which is equal to the rate of link \((u, v)\). \( \mu_{v'}^{k} \) ensures that the \( k^{th} \) function of flow \( f \) runs in node \( v' \). \( \Gamma_{u' \rightarrow v'}^j \) and \( \rho_{u \rightarrow v'}^{j(u',v')} \) specify that the \( j^{th} \) path is selected for \( u' \rightarrow v' \) of flow \( f \) and link \((u, v)\) is in \( j^{th} \) path, respectively. Finally, to calculate the amount of capacity used by link \((u, v)\), all functions and flows are added together.
$$c^c(u, v) = \sum_{\forall f_j \in G_f \forall v' \in N_{M \cup N_N}^c, v' \neq u} \sum_{j=1}^{J_{u' \rightarrow v'}} (\bar{f}_j(u,v) + f_j) \Gamma_{u' \rightarrow v'} \mu_{v'}^{f_j} \zeta_{v'}^{f_j} r_f \prod_{j=1}^{k-1} \gamma_{f_j}.$$  \hspace{1cm} (1)$$

$$\min_{\alpha(u), \beta(u, v), \mu^k_u, \mu^k_{u' \rightarrow v'}} Z(\alpha(u), \beta(u, v), \mu^k_u, \mu^k_{u' \rightarrow v'}, \Gamma_{fj}^{u \rightarrow v'})$$

subject to \hspace{1cm} C1-C11$$

$$\alpha(u), \beta(u, v), \mu^k_u, \mu^k_{u' \rightarrow v'}, \Gamma_{fj}^{u \rightarrow v'} \in \{0, 1\}.$$

In order to avoid congestion in the links, we consider a margin for the maximum links capacity and define $0 < \tau(u, v) \leq 1$ as a utilization factor of link $(u, v)$. Then, for link $(u, v) \in E$, we add the following constraint:

$$C11: c^c(u, v) \leq \tau(u, v) \beta(u, v) c(u, v), \ \forall (u, v) \in E.$$ 

where $c^c(u, v)$ denotes the used capacity of link $(u, v)$ and must be less than the multiplication of the link capacity $c(u, v)$, the link state $\beta(u, v)$, and the link utilization $\tau(u, v)$.

To reach energy efficiency in the proposed framework, we define a new utility function as

$$Z(\alpha(u), \beta(u, v), \mu^k_u, \mu^k_{u' \rightarrow v'}, \Gamma_{fj}^{u \rightarrow v'}) = \sum_{u \in N \setminus N_T} a(u) \alpha(u) + \sum_{(u, v) \in E_S} a(u, v) \beta(u, v),$$

where the first term of the objective function shows the sum of the consumed power of all nodes except non-SDN nodes, i.e., $u \in N \setminus N_T$, and, the second term represents the sum of power consumed by all SDN links $(u, v) \in E_S$. Given the above objective function and the constraints from C1-C11, the problem of energy efficient optimization is formulated in (2).

All variables of the optimization problem (2) are integers; thus, the problem is an integer programming. Several variables are multiplied together in C11, and so the optimization problem is non-linear. Therefore, the optimization problem belongs to the class of non-linear integer programming (NLIP) problems, which are known to be computationally complex. Even for simpler scenarios, for a large set of predefined paths, it is not trivial to solve the problem [35]. Consequently, proposing efficient algorithms with tractable computational complexity is essential. To reach this goal, we propose the Modified Viterbi Algorithm (MVA) to determine the place where all NFs are run and the routing between the nodes. In our proposed algorithm, instead of selecting one path for VA in each stage [36], we store $\Psi^f_{k'}$-tuple of paths in stage $k$ for some integer $\Psi^f_k$. We will show that such modification can
| Table I: Parameters |
|---------------------|
| Symbol | Description |
| \( \mathcal{N} \) | Set of nodes |
| \( \mathcal{N}_T \) | Set of non-SDN switches |
| \( \mathcal{N}_S \) | Set of SDN switches |
| \( \mathcal{N}_M \) | Set of non-NFV nodes |
| \( \mathcal{N}_N \) | Set of NFV enabled nodes |
| \( \mathcal{E} \) | Set of links |
| \( \mathcal{E}_S \) | Set of SDN links |
| \( \mathcal{G}_f \) | Set of NFs |
| \( \mathcal{G}_f \) | Set of NFs of flow \( f \) |
| \( \mathcal{G}_u \) | Set of NFs of \( u \in \mathcal{N}_M \) |
| \( \mathcal{C}_u \) | Set of resources capacity of server node \( u \) |
| \( \mathcal{C}_k \) | Set of resources requirements of VNF \( k \) |
| \( \mathcal{P}_{u \rightarrow v} \) | Set of all paths between nodes \( u \) and \( v \) |
| \( \mathcal{P}_{u \rightarrow v}^{f}_{s_k} \) | Path related to edge \( \langle u_{k-1}, u_k \rangle \) |
| \( \Pi_k^{s_k} \) | Set of selected nodes in stage \( s_k \) for flow \( f \) |
| \( \tilde{C} \) | Capacity matrix of a candidate path |
| \( \tilde{K}_f \) | Number of NFs for flow \( f \) |
| \( a(u) \) | Power cost of \( u \) |

| Symbol | Description |
|--------|-------------|
| \( \gamma^f_k \) | Data rising factor of NF \( g^f_k \) |
| \( c^f_k \) | Resource capacity of type \( l \) of node \( u \) |
| \( c^f_k \) | Resources requirements of type \( l \) VNF \( k \) |
| \( r_u \) | Maximum ingress traffic flow of node \( u \in \mathcal{N}_N \cup \mathcal{N}_M \) |
| \( r_k \) | Maximum ingress traffic flow of VNF \( k \) |
| \( P_{u}^{\text{max}} \) | Maximum consumed power of node \( u \) |
| \( a(u, v) \) | Power cost for \( (u, v) \) |
| \( c(u, v) \) | Capacity of \( (u, v) \) |
| \( \tau \) | Max link utilization |
| \( r^f \) | Traffic of flow \( f \) |
| \( s^f \) | Source of flow \( f \) |
| \( d^f \) | Destination of flow \( f \) |
| \( s^f_k \) | Stage \( k \) of flow \( f \) |
| \( g^f_k \) | \( k^{th} \) NF of flow \( f \) |
| \( \rho^f_{u' \rightarrow v'}(u', v') \) | To show if \( (u', v') \) exists in \( \mathcal{P}_{u \rightarrow v}^{f} \) |
| \( w^f(u) \) | Weight of \( u \) |
| \( w^f(u, v) \) | Weight of \( (u, v) \) |

In Tables I and II, the parameters and the variables are summarized, respectively.

V. THE PROPOSED ALGORITHM

In this section, we introduce the steps of the proposed algorithm to solve the optimization problem. First, we present the weight assignment strategy based on the on and off-states and types of the nodes and the links. The weights are determined based on the energy consumption of the nodes or the links. If a node or a link is used, its weight is assigned by the amount considerably increase the energy efficiency of this type of network. At the same time, the complexity of the algorithm remains polynomial in time. In Tables I and II the parameters and the variables are summarized, respectively.
of increased energy consumption of the network. The network is modeled by a multi-stage graph for each flow. The sets of candidate nodes for running NFs in each stage and paths between the stages are determined based on MVA. This algorithm is briefly demonstrated in Fig. 2 and Fig. 3 plots the flowchart of the algorithm. The algorithm is run for each flow. We assume that for the first flow, i.e., $f = 1$, all nodes and links are in off-states. The weight assignment strategy of all nodes and links is updated for each flow.

A. Weight Assignment Strategy

We consider the weight assignment of each node $u \in N_S \cup N_T$ for flow $f$ as

$$w^f(u) = \begin{cases} 
\varepsilon(u), & \text{if } u \in N_T \text{ or } u \in N_S \text{ is in on-state}, \\
P_{u}^{\text{max}}, & \text{if } u \in N_S \text{ is in off-state},
\end{cases}$$

where $0 < \varepsilon(u) \ll 1$, and $\varepsilon(u) < a(u)$. Using this weight assignment strategy, we try to force the algorithm to utilize the resources of nodes $u \in N_S \cup N_T$ which are in on-state. This is because for switches in our setup, we assume that the consumed power depends on the states (on/off) of a switch and it is not related to the load of the switch. Consequently, this weight assignment strategy tries to keep off-state nodes in the same states.

For the nodes running NFs, in addition to the difference between the power consumed in off-state and on-state, power consumption in on-state also depends on traffic load of that node. Accordingly, we define the following weight assignment strategy

$$w^f(u) = \begin{cases} 
\theta P_{u}^{\text{max}}, & \text{if } u \in N_M \cup N_M \text{ is in off-state}, \\
(1 - \theta) \frac{P_{u}^{\text{max}}}{r_{u}^{f}}, & \text{if } u \in N_M \cup N_M \text{ is in on-state},
\end{cases}$$

From practical considerations, we have $\theta P_{u}^{\text{max}} \gg (1 - \theta) \frac{P_{u}^{\text{max}}}{r_{u}^{f}}$. Therefore, still via this strategy, we insist to keep the off-state nodes in those states.

Similarly, for each link $(u, v)$, we consider the following weight assignment strategy

$$w^f(u, v) = \begin{cases} 
\varepsilon(u, v), & \text{if } (u, v) \in \mathcal{E} \setminus \mathcal{E}_S \text{ or } (u, v) \in \mathcal{E}_S \text{ is in on-state}, \\
a(u, v), & \text{if } (u, v) \in \mathcal{E}_S \text{ is in off-state},
\end{cases}$$

where $0 < \varepsilon(u, v) \ll 1$, $\varepsilon(u, v) \ll a(u, v)$. Remarkably, since orchestrator cannot control the on-state and off-state of $u \in N_T$ and $(u, v) \in \mathcal{E} \setminus \mathcal{E}_S$, and since the configuration of these nodes and links from off-state to on-state is time consuming, it is preferable to keep these nodes in on-states. Therefore, in our weight assignment strategies, the weights of these nodes and links are assigned to $w^f(u) = \varepsilon(u)$, $w^f(u, v) = \varepsilon(u, v)$, respectively.
B. Proposed Algorithm Based on Multi-Stage Graph Modeling

After the weight assignment strategy, for each flow $f$, a set of nodes running a set $G^f$ should be determined. Then, the NFs and their related nodes should be connected through network paths based on the order of NFs in $G^f$, which are determined by the orchestrator.

The placement of NFs and routing between nodes are two major interrelated tasks for our algorithm. To jointly perform these two tasks, we resort to the multi-stage graph model [22]. In our algorithm, a set of candidate nodes enabled to run $g^f_k$ is the candidate set of stage $k$, as shown in Fig. 2. Let the stage of $k_f$ to be denoted as $s^f_k$. We consider source and destination as two predetermined stage of $s^f_0$ and $s^f_{K_f + 1}$, respectively. Therefore, a multi-stage graph in our algorithm has $K_f + 2$ stages. Between two consecutive stages, corresponding to two consecutive NFs in $G^f$, i.e., $g^f_k$ and $g^f_{k+1}$, there exists a set of edges related to paths between candidate nodes of stages $k_f$ and $k_f + 1$.

Note that this algorithm is executed for each flow $f$, and, between each node in stages $k_f$ and each node in stage $k_f + 1$, only one edge is selected. This edge corresponds to the shortest path based on the weight assignment strategy from Dijkstra’s algorithm [37], discussed in Section V-C.

1) Candidate Set Selection: For each $g^f_k \in G^f$, the candidate set should be chosen based on the capability of nodes to run $g^f_k$ and their capacities. In the initial phase of our proposed algorithm, for each flow $f$, we should update the capacity of nodes and links based on the place where running NFs and routing of flows 1 to $f - 1$. In the followings formulas, we
Fig. 3: Flowchart of the algorithm.
show how this update can be performed from C5, C6, and C7. First to verify which node
\( u \in \mathcal{N} \) is capable to run \( g^f_k \) in terms of available capacity, we consider
\[
\tilde{c}^f_u = \alpha(u) c^f_u - \sum_{k=1}^{K} \mu^k f \tilde{c}^f_k, \quad \forall l, \ \forall u \in \mathcal{N},
\]
which shows the updated capacity limit of node \( u \in \mathcal{N} \) for type \( l \) resource of flow \( f \). Therefore, to verify if node \( u \in \mathcal{N} \) can run NF \( g^f_k \), the following modified constraint of C5 can be applied
\[
\tilde{C}^f 5 : c^f_k \leq \tilde{c}^f_u, \quad \forall l, \ \forall u \in \mathcal{N}.
\]
Similarly, the ingress capacity of node \( u \in \mathcal{N}_M \) for flow \( f \) is updated according to
\[
\tilde{r}^f_u = \alpha(u) r^f_u - \sum_{f=1}^{f-1} \sum_{k \in \mathbb{G}^f} \zeta^k f \mu^k f r^f_j \prod_{j=1}^{k-1} \gamma^f_j, \quad \forall u \in \mathcal{N}_M.
\]
Therefore, to verify if node \( u \in \mathcal{N}_M \) has appropriate ingress capacity for flow \( f \), following modified version of C6 is applied
\[
\tilde{C}^f 6 : \sum_{k \in \mathbb{G}^f} \zeta^k f \mu^k f r^f_j \prod_{j=1}^{k-1} \gamma^f_j \leq \tilde{r}^f_u, \quad \forall u \in \mathcal{N}_M.
\]
Also, the updated ingress capacity of VNF \( k \) placed in node \( u \in \mathcal{N} \) can be expressed as
\[
\tilde{r}^f_{ku} = r^f_k - \sum_{f=1}^{f-1} \mu^k f r^f_j \prod_{j=1}^{k-1} \gamma^f_j, \quad \chi^f_k (g^f_k) = g^f_k,
\]
and, the modified ingress capacity limitation of VNF \( k \) placed in node \( u \) based on C7 can be examined by
\[
\tilde{C}^f 7 : \sum_{k \in \mathbb{G}^f} \zeta^k f \mu^k f r^f_j \prod_{j=1}^{k-1} \gamma^f_j \leq \tilde{r}^f_{ku}, \quad \forall u \in \mathcal{N}_M.
\]
In our algorithm, for each flow \( f \), we will verify \( \tilde{C}^f 5 - \tilde{C}^f 7 \) to derive the candidate set of stage \( \tilde{k}_f \) which is denoted by \( \Pi^f_k \).

2) Path Selection: After selecting nodes for all stages, the paths between nodes in any
two consecutive stages should be determined in order to build the end to end connection
between source and destination of flow \( f \). First, in order to find these paths, we must update
the capacity limitation of all links \((u, v)\) in the network based on the traffic flow of \( f = 1, \cdots, f - 1 \), which is defined in accordance with (3).

In (3), \( \tilde{c}^f(u, v) \) is the utilized capacity of link \((u, v)\) by flows \( f = 1, \cdots, f - 1 \). Therefore, C11 can be modified by (4).

Our objective is to minimize the energy consumption of the network. So, next, we need to
propose an algorithm to find a path with the least weight, based on the energy consumption
\[
\hat{c}^f(u,v) = \tau(u,v) \beta(u,v) c(u,v) - \sum_{f=1}^{f-1} \sum_{g_k' \in G_f} \sum_{v' \in N_{\mathcal{M}} \cup N_{\mathcal{N}}, v' \neq u'} \sum_{u' \in N_{\mathcal{M}} \cup N_{\mathcal{N}}} J_{u' \rightarrow v'} \rho_{u' \rightarrow v'}^{(u,u')} I_{u' \rightarrow v'}^{fj} \mu_{v'} c_{v'}^{k_f} r_f \prod_{j=1}^{k-1} \gamma_k^f.
\]

(3)

\[
\tilde{C}^{11} : \sum_{g_k' \in G_f} \sum_{v' \in N_{\mathcal{M}} \cup N_{\mathcal{N}}, v' \neq u'} \sum_{u' \in N_{\mathcal{M}} \cup N_{\mathcal{N}}} J_{u' \rightarrow v'} \rho_{u' \rightarrow v'}^{(u,u')} I_{u' \rightarrow v'}^{fj} \mu_{v'} c_{v'}^{k_f} r_f \prod_{j=1}^{k-1} \gamma_k^f \leq \hat{c}^f(u,v), \forall (u,v) \in \mathcal{E}.
\]

(4)

of nodes and paths. To reach this goal, we develop a Modified Viterbi Algorithm (MVA) in which an MDRA is applied to find only one path between nodes of each two consecutive stages. Our proposed MDRA will be explained in Section \textbf{V-C}.

For two consecutive stages \(s_{k-1}^f\) and \(s_k^f\), we obtain edge \((\tilde{u}_{k-1}^f, \tilde{u}_k^f)\) for \(\tilde{u}_{k-1}^f \in \Pi_{k-1}^f\), \(\tilde{u}_k^f \in \Pi_k^f\) based on our proposed algorithm in Section \textbf{V-C} where its output is \(\tilde{w}_k^f(\tilde{u}_{k-1}^f, \tilde{u}_k^f)\) defined as a weight of a path \(\mathcal{P}_{k-1}^f \rightarrow \tilde{u}_k^f\) for edge \((\tilde{u}_{k-1}^f, \tilde{u}_k^f)\).

In stage \(s_k^f\), MVA intends to choose a number of \(\psi_k^f\) paths from \(s_k^d\) to \(\tilde{u}_k^f\) with the smallest weights, \(\forall \tilde{u}_k^f \in \Pi_k^f\). To do so, for each node \(\tilde{u}_{k-1}^f \in \Pi_{k-1}^f\) and each node \(\tilde{u}_k^f \in \Pi_k^f\), MVA considers the edge \((\tilde{u}_{k-1}^f, \tilde{u}_k^f)\). Consequently, the candidate paths leading to \(\tilde{u}_k^f\) are the union of the ones stored in each of nodes \(\tilde{u}_{k-1}^f \in \Pi_{k-1}^f\) extended by \(\mathcal{P}_{k-1}^f \rightarrow \tilde{u}_k^f\), with their corresponding weights computed as the summation of the weights of the two distinct parts of the path, i.e., \(\tilde{w}_k^f(\tilde{u}_{k-1}^f, \tilde{u}_k^f)\) added to the weight of the path stored in \(\tilde{u}_{k-1}^f\). Then, the paths eligible to be stored in node \(\tilde{u}_k^f\) are the \(\psi_k^f\) paths with the smallest weights chosen from the aforementioned paths.

As mentioned before there is a chance to select a specific node \(u \in N_{\mathcal{N}}\) more than once to place more than two VNFs for flow \(f\). In this case, we need to update the capacity limitation of each specific node \(u \in N_{\mathcal{N}}\) for each selected path of flow \(f\) based on the above explained procedure. To address this issue in our algorithm, we define a matrix \(\hat{C} = [\hat{c}_u^f]_{N_{\mathcal{N}} \times L}\), where \(\hat{c}_u^f\) is the updated capacity limit of the resource type \(l\) of node \(u \in N_{\mathcal{N}}\) for flow \(f\). This matrix, along with the path’s corresponding weight, is stored in node \(\tilde{u}_k^f\). At stage zero, the entries of the matrix are initialized as \(\hat{c}_u^f = c_u^f\). To meet the constraint on the capacity limit of node \(\tilde{u}_k^f\), in stage \(s_k^f\), the paths satisfying the following constraint remain in the set of candidate paths of node \(\tilde{u}_k^f\), and are evicted otherwise:

\[
\gamma_k^f : \hat{c}_k^f \leq \hat{c}_u^f, \quad \forall l.
\]

C5: \(\hat{c}_k^f \leq \hat{c}_u^f\), \(\forall l\).
Algorithm 1: Modified Viterbi Algorithm (MVA)

Input: $A, G, G_u, C_u, f = (s^f, d^f, r^f, G^f), w^f(u), w^f(u,v), c(u,v), \tilde{c}^f(u,v), \beta(u,v), a(u,v)$

\( \forall (u,v) \in E, \alpha(u), \alpha(u), \mu^k_u, \mu^k_{uf}, r_u, \tilde{r}_u, \gamma_u, \tilde{c}^f_u, \forall u \in N, \forall k \)

Output: A path from $s^f$ to $d^f$, $\alpha(u)$, $\beta(u,v)$, $\mu^k_u$, $\mu^k_{uf}$ and $\Gamma_f^j\gamma_v$

for $s^f_k = 1 : S$

for $\forall u \in N_M$

if ($\tilde{C}^f$ 6 holds) & ($g^f_k \in G_u$) then

Add $u$ to $\Pi^f_k$;

Find edge $(\tilde{u}^f_{k-1}, u)$ and its weight with MDRA $\forall u \in N, \forall k$;

Store $\psi^f_k$ paths with least weights from a set of candidate paths;

end

end

for $\forall u \in N_N$ do

if ($\mu^k_f = 1$) & ($\tilde{C}^f$ 7 holds) then

Add $u$ to $\Pi^f_k$;

Find edge $(\tilde{u}^f_{k-1}, u)$ and its weight with MDRA $\forall u \in N, \forall k$;

Store $\psi^f_k$ paths with least weights from a set of candidate paths;

end

if ($\mu^k_f = 0$) & ($\tilde{C}^f$ 5 holds) then

Add $u$ to $\Pi^f_k$;

Find edge $(\tilde{u}^f_{k-1}, u)$ and its weight with MDRA $\forall u \in N, \forall k$;

for All candidate paths do

for $l = 1 : L$ do

if $\tilde{C}^f$ 5 does not hold then

Remove this path from set of candidate paths;

end

end

end

Store $\psi^f_k$ paths with least weights from candidate paths;

Update $\tilde{C}$ of stored paths;

end

end

Find edge $(\tilde{u}^f_k, d^f)$ with MDRA $\forall u \in N, \forall k$;

Find weights of candidate paths to $d^f$;

Select a path with smallest weight;

Return $P^f$ and variables $\alpha(u), \beta(u,v), \mu^k_u, \mu^k_{uf}$ and $\Gamma_f^j\gamma_v$;

Update all weights and $\tilde{C}^f 5 - \tilde{C}^f 7$;
In addition, when a path meets the above constraint, \( \bar{c}_{fu}^l \) should be updated as

\[
\bar{c}_{fu}^l = \hat{c}_{fu} - c_l, \quad \forall l.
\]

For stage \( s_{K+1}^f \), we have \( \psi_{K+1}^f \) paths from source to destination. The path with minimum weight, corresponding to the least energy consumption is selected. The above MVA is summarized in Algorithm 1.

Finally, the output factors of Algorithm 1 are the selected path between source and destination \( P_{fu}^* \) as well as variables \( \alpha(u), \beta(u, v), \mu^k_f, \Gamma^f_{u \rightarrow v}, \tilde{w}^f(u), \tilde{w}^f(u, v), a(u), a(u, v) \). Afterwards, all capacities are updated according to values of Algorithm 1.

C. Modified Dijkstra’s Routing Algorithm

In this section, we explain our proposed MDRA to find an edge between \( \tilde{u}^f_{k-1} \) and \( \tilde{u}^f_k \) of two consecutive stages \( s_{k-1}^f \) and \( s_k^f \). Here, we have a set of the paths \( P_{\tilde{u}^f_{k-1} \rightarrow \tilde{u}^f_k} \), and we want to choose a path with minimum weight corresponding to minimum power consumption of nodes and links. We resort to Dijkstra’s algorithm [37]. However to consider the capacity limitation of links and the weights of nodes, we propose a modified Dijkstra’s algorithm to find a path in graph \( A(\mathcal{N}, \mathcal{E}) \) for nodes \( \tilde{u}^f_{k-1} \) and \( \tilde{u}^f_k \). In our proposed MDRA, we update weight of each link as

\[
\tilde{w}^f_k(u, v) = \begin{cases} 
\tilde{w}^f(u, v) + w^f(u) + w^f(v), & \text{if } \tilde{C}^{f11} \text{ holds}, \\
\infty, & \text{Otherwise},
\end{cases}
\]

where if there is no capacity, the weight of that link is set to infinity, meaning that this link will be avoided to choose for flow \( f^2 \). In addition, the nodes’ weights are considered in routing via summation of nodes’ weights to their corresponding weights of physical connected links.

In this paper, similar to [20], [38], we develop Dijkstra’s algorithm. Consequently, MDRA chooses the shortest path based on Dijkstra’s algorithm denoted by \( P_{\tilde{u}^f_{k-1} \rightarrow \tilde{u}^f_k}^* \). Another output of MDRA is \( \tilde{w}^f_k(\tilde{u}^f_{k-1}, \tilde{u}^f_k) \) corresponding to the weight of \( P_{\tilde{u}^f_{k-1} \rightarrow \tilde{u}^f_k}^* \).

D. Illustrative Example

In this section, we present an example of the proposed algorithm for the network of Fig. 4 and also show why we should store more than one path for the nodes. As it can be seen in

\footnote{In Dijkstra’s algorithm, the links only have weights and weights of nodes does not considered. In addition, in Dijkstra’s algorithm, the capacity of nodes are not considered while in our proposed algorithm, we consider the capacity of nodes as well [37].}
nodes 1 and 2 are non-NFV which run NFs of \( \{a, b\} \) and \( \{c, d\} \), respectively. Node 3 runs NF \( \{a\} \) and cannot run other NFs. NF \( \{c\} \) is run on node 4 and it can be placed one of two NFs \( \{b\} \) and \( \{d\} \). Node 5 can execute two NFs out of \( \{b\} \), \( \{c\} \), and \( \{d\} \). In this network, the weights of the paths are as shown in Fig. 4.

Consider a flow \( f = \{S, D, 100 \text{ Mbps}, G_f\} \), where "S" and "D" denote the source and the destination of flow \( f \), respectively, and \( G_f = \{a, b, c, d\} \). At each stage of the proposed algorithm, the nodes which can execute that NF are selected as noted in Fig. 4 (a). For example, in stage one, nodes 1 and 3 are selected, and in stage two, nodes 1, 4, and 3 are chosen. Let us assume that for each stage up to 3 paths can be stored.

For each candidate node in stage \( s^f_k \), its edges to all other nodes in the previous stage are found. Note that for each edge, there exists one path, including one physical link or several connected physical links. For instance, for edge \((1, 4)\) between the second and third stages, its corresponding path \( 1 \rightarrow 4 \) includes one physical link. Likewise, for edge \((1, 5)\) again between the second and third stages, its corresponding path is \( 1 \rightarrow 4 \rightarrow 5 \) including two physical links \((1, 4)\) and \((4, 5)\). After verifying \( \tilde{C}_5 \), \( \psi^f_k \leq 3 \), \( k = 1, 2, 3 \), the paths with the lowest weights from the source to that node are stored. For example, for node 4 in the third stage, path \( S \rightarrow 3 \rightarrow 4 \rightarrow 4 \) with weight 9, path \( S \rightarrow 1 \rightarrow 1 \rightarrow 4 \) with weight 11, and path \( S \rightarrow 1 \rightarrow 4 \rightarrow 4 \) with weight 11 are stored.

Consider the case that \( \psi^f_k = 1 \), \( \bar{k} = 1, 2, 3 \), then the red path is selected for candidate node 4 in the third stage. Consequently, in the fourth stage, again, the red path is stored to run function \( d \). Finally, the red path from the source to the destination with weight 18 is selected for the flow \( f \). However, when \( \psi^f_k \leq 3 \), \( \bar{k} = 1, 2, 3 \), the red and the green paths are stored for candidate node 4 in the fourth stage. Finally, the green path from the source to the destination with weight 17 is selected, which has a lower weight than the red path. This
illustrative example shows how with MVA and considering three candidate paths instead of one path in VA, the performance of the network can be improved in terms of energy efficiency.

E. Computational Complexity

In this section, we investigate the computational complexity of the proposed algorithms and compare them with the exhaustive search. At each stage of the proposed algorithm, \(N_M + N_N\) nodes are verified, and for each node, \(O(N_M + N_N)\) edges are found. For each candidate node in each stage, all links (the number of links is \(E\)) are first verified, and then, Dijkstra’s algorithm runs with complexity \(O(E + N \log(N))\) \([39]\). Thus, MDRA performs \(O(E + N \log(N) + E) = O(2E + N \log(N))\) computations. The number of stages in the algorithm is \(|G^f|\). Therefore, the computational complexity of Algorithm is \(O(|G^f| (N_M + N_N)^2(2E + N \log(N)))\), which is polynomial time.

However, the computational complexity of the exhaustive search algorithm for optimization problem \([2]\) is \(O(\epsilon(N-2)! \times 2^{(N_S+N_N)} \times 2^E \times 2^{|G^f| (N_M+N_N)})\), where \(\epsilon\) is Neper number. The first term, i.e., \(\epsilon(N-2)!\), approximates the entire paths which should be searched for the fully connected graph between two specific nodes. The second term, i.e., \(2^{(N_S+N_N)}\), is the number of all on/off states of SDN and NFV nodes that should be searched via exhaustive search. \(2^E\) denotes the number of the entire on/off states of SDN links. Finally, to find out which node runs a specific NF, exhaustive search algorithm should search among \(2^{|G^f| (N_M+N_N)}\) possible scenarios among nodes. Comparing the exponential order of the exhaustive search with polynomial order of Algorithm 1 demonstrates its efficiency in terms of computational complexity.

VI. Simulations

In this section, we evaluate the performance of MVA versus different network parameters and scenarios. We first compare the performance of MVA with the optimal solution in a small network with normalized parameters. Then, we evaluate the performance of MVA in three different sizes of MCNs.

To compare MVA and the optimal solutions, we consider a connected network with 11 nodes and 19 links. We assume that all switches are SDN. For the nodes that execute the functions, six structures are considered, whose details are shown in Table \(\text{III}\) The properties of the nodes, links, and functions are shown in Table \(\text{IV}\). For NFV nodes, a resource type is considered, and the capacity of this type of resource is shown in this table. In rows 8 and
TABLE III: Characteristics of Structures

| Structures | NFV Nodes | Non-NFV Nodes | SDN Nodes | Access Nodes |
|------------|-----------|---------------|-----------|--------------|
| Structure 1 | 0         | 2             | 7         | 2            |
| Structure 2 | 2         | 0             | 7         | 2            |
| Structure 3 | 4         | 0             | 5         | 2            |
| Structure 4 | 8         | 0             | 1         | 2            |
| Structure 5 | 2         | 2             | 5         | 2            |
| Structure 6 | 4         | 2             | 3         | 2            |

TABLE IV: Characteristics of Nodes, Links and Functions

| Parameters      | NFV Node type 1 (Structure 2 and 5) | NFV Node type 2 (Structure 3 and 6) | NFV Node type 3 (Structure 4) | Non-NFV Nodes | Switches | Links |
|-----------------|-------------------------------------|-------------------------------------|-------------------------------|---------------|----------|-------|
| Idle Power      | 50                                  | 25                                  | 12.5                          | 50            | 10       | 5     |
| Peak Power      | 50                                  | 25                                  | 12.5                          | 50            | 0        | 0     |
| Ingress Capacity| 10                                  | 5                                   | 2.5                           | 10            | -        | 5     |
| Resources       | 60                                  | 30                                  | 15                            | -             | -        | -     |
| Functions       | 1 – 5                               | 1 – 5                               | 1 – 5                         | 1 – 3 or 4 – 5| -        | -     |

| Parameter       | VNF 1 | VNF 2 | VNF 3 | VNF 4 | VNF 5 |
|-----------------|-------|-------|-------|-------|-------|
| Resource Required| 20 or 10 or 5 | 20 or 10 or 5 | 20 or 10 or 5 | 30 or 15 or 7.5 | 30 or 15 or 7.5 |
| Ingress Capacity| 10 or 5 or 2.5 | 10 or 5 or 2.5 | 10 or 5 or 2.5 | 10 or 5 or 2.510 or 5 or 2.5 | 10 or 5 or 2.5 |

9, three numbers are related to NFV node type 1, NFV node type 2, and NFV node type 3, respectively. Two access nodes are considered in the network. We assume that the traffic of access nodes varies from 1 to 5. Figure 5 shows the solution of the proposed algorithm and the optimal algorithm for different network structures. The figure demonstrates that the proposed algorithm, in most cases, achieves the optimal solution and, in other cases a near-optimal solution. When there are only NFV nodes or non-NFV (structures 1 to 4), the algorithm obtains the optimal solution. In hybrid NFV structures (structures 5 and 6), the algorithm deviates slightly from the optimal response by increasing the rate of access nodes. However, in the worst case, the proposed algorithm has a response time of 1.1 times the optimal response. in low- and medium-load cases, the use of NFV nodes always reduces network energy. Conversely, In high-load cases, the consumed energy of the network is not much different from the case where NFV and non-NFV nodes are used.

Three MCNs are based on LTE coverage map in [40]: 1) a small-sized network which can be used for Poland, 2) a medium-sized network which can be deployed to model regions like Iran, and 3) a large-sized network which is according to the USA network model. The
parameters of these networks are displayed in Table |V| The number of nodes in the networks and the data rates of flows are based on [35]. In this table, the access nodes generate traffic flows.

The characteristics of the network nodes and NFs are shown in Table |VI|. The types of switches are in accordance with the setup in [22]. The traffic rate for each flow is a random variable uniformly chosen between 1Mbps and 900Mbps, and we consider a set of NFs as \( G = \{g_1, g_2, g_3, g_4, g_5\} \). Assume there exist two types of non-NFV nodes: 1) SGW \( G_{u1} = \{g_1, g_2, g_3\} \) and, 2) PGW \( G_{u2} = \{g_4, g_5\} \). We suppose that all NFs must be executed for all flows, i.e., \( G = G_f \) for all \( f \). Since there exists no related work to this paper, we compare our results with the case that only one path is stored in each stage, i.e., the traditional VA.

In all simulation scenarios, the consumed power in our algorithm is compared to the result of the case where all network components are active. When the number of network components increases or decreases, the consumed power is compared to the reference networks, e.g., the networks in Table |V|. Therefore, we define the power consumption coefficient as (5).

One of the important parameters to improve the performance of the proposed MVA is the number of stored paths, i.e., \( \psi^f_{\bar{k}} \). To show the effect of this parameter, we evaluate the amount of power consumed versus \( \psi^f_{\bar{k}} \). We also consider \( \psi = \psi^f_{\bar{k}} \), \( \forall \bar{k}, \forall f \) and that all switches are SDN. In Fig. |6| the number of stored paths (\( \psi \)) versus the power consumption coefficient (\( \eta \)) is demonstrated for three network scenarios. As expected, It reveals from Fig. |6| that storing
TABLE V: Parameters of three scenarios

| Parameters                               | Small-Sized Network | Medium-Sized Network | Large-Sized Network |
|------------------------------------------|---------------------|----------------------|---------------------|
| Number of Access Nodes                   | 16                  | 60                   | 100                 |
| Number of Switches                       | 32                  | 90                   | 150                 |
| Number of Links                          | 88                  | 282                  | 460                 |
| Number of Backbone Links                 | 4                   | 42                   | 60                  |
| Number of Type 1 of Non-NFV Nodes (SGW)  | 4                   | 6                    | 10                  |
| Number of Type 2 of Non-NFV Nodes (PGW)  | 2                   | 3                    | 5                   |
| Number of NFV Nodes                      | 8                   | 12                   | 25                  |
| Number of Internet Exchange Points (IxP) | 1                   | 3                    | 5                   |
| Capacity of links ([Mbps, Gbps])         | [1Mbps, 1Gbps]      | [1Mbps, 1Gbps]       | [1Mbps, 1Gbps]      |
| Capacity of backbone links               | 40Gbps              | 40Gbps               | 40Gbps              |
| Data rate of flow of access nodes ([Mbps]) | [1Mbps, 900Mbps]   | [1Mbps, 900Mbps]     | [1Mbps, 900Mbps]    |

TABLE VI: The characteristics of the network nodes and network functions

| Parameter                      | NFV Nodes | Switches Nodes | Type 1 of Non-NFV Nodes (SGW) | Type 2 of Non-NFV Nodes (PGW) |
|--------------------------------|-----------|----------------|-----------------------------|-----------------------------|
| Idle Power ($P_{\text{max}}^i$) | 1000W     | 500W (Chassis Power) | 8000W                       | 8000W                       |
| Peak Power ($P_{\text{max}}^e$) | 2000W     | 1000W (Line-cards Power) | 20000W                      | 20000W                      |
| Ingress Capacity ($r_u$)       | —         | —              | 10Gbps                      | 20Gbps                      |
| Functions                     | —         | —              | g_1, g_2, g_3              | g_4, g_5                    |
| Physical CPU Cores            | 16        | —              | —                           | —                           |

| Parameter                      | VNF $g_1$ | VNF $g_2$ | VNF $g_3$ | VNF $g_4$ | VNF $g_5$ |
|--------------------------------|-----------|-----------|-----------|-----------|-----------|
| CPU Required ($c_k$)           | 2         | 6         | 4         | 4         | 10        |
| Ingress Capacity ($r_j$)       | 1Gbps     | 1Gbps     | 1Gbps     | 1Gbps     | 1Gbps     |
| Data Rising Factor ($\gamma_k$) | 1         | 1.1       | 1         | 1         | 1         |

more paths for each node leads a better energy efficiency in the networks. In small-sized, medium-sized, and large-sized networks, if 64, 128, and 128 paths are stored for each node, the consumed power decrements about 8%, 10%, and 12%, respectively. From Fig. 6 when $\psi = 1024$, the performance of our algorithm approaches the case that all paths are stored in the three network scenarios.

![Fig. 6: Number of stored paths ($\psi$) versus the power consumption coefficient ($\eta$)](image-url)
Fig. 7: Average rate of flows versus the power consumption coefficient ($\eta$)

Fig. 7 plots the percentage of the consumed power in the three network scenarios versus the average data rate of the access nodes, i.e., $r^f$. For this simulation, we assume all switches are SDN. Fig. 7 (a) shows that for the small-sized network, by increasing the average data rate of the access nodes from 50Mbps to 1150Mbps, the consumed power of the network rises from 30% to 75%. Figures 7 (b) and 7 (c) show that in the medium-sized and large-sized networks by increasing the average data rate of access nodes, the consumed power of networks rises approximately from 40% to 90%. These results verify that increasing $r^f$ leads to an increment of the consumed power as expected.

Now we aim to evaluate the effect of transition from the non-SDN and non-NFV network to the full SDN and full NFV networks in terms of energy efficiency. To answer this critical issue, in Figs. 8, 9, and 10, for different numbers of NFV nodes and non-NFV nodes and for different percentages of SDN switches, the power consumption coefficient of the three network scenarios are plotted versus the data rate of access nodes. In Fig. 8, all switches belong to SDN nodes. In Fig. 9, 50% of switches belong to SDN nodes, and in Fig. 10, all switches are non-SDN. For these figures, the average data rate of the access nodes are 100Mbps, 300Mbps, 500Mbps, 700Mbps, and 900Mbps.

Figure 8 (a) show that by increasing the number of NFV nodes in the small-sized network where all switches of networks are SDN, the consumed power of the network decreases. When there are 20 NFV nodes in the network, the network consumes between 8% and 20% less power than the case that there does not exist any NFV node in the network. Figure 8 (b) shows that in the medium-sized networks and in the case that there are only NFV nodes in the network, the network consumes about 20% less power than in a network without NFV nodes. In the large-sized network scenario, Fig. 8 (c) shows that by increasing the number of NFV nodes from zero to 90%, $\eta$ reduces by up to 50%.

Based on our observation in these simulations, in the case that there are no NFV nodes for the three network scenarios, all nodes are in on state for a certain amount of traffic in
the network. For example, in the small network scenario in Fig. 7 (a), when the data rate is greater than 500Mbps, all nodes are in the on state. As a result, the consumed power exponentially increases. As concluded from Fig. 8 in the case that there is no NFV node, when the average data rate increases from 500Mbps to 700Mbps, the consumed powers of the three network scenarios rise significantly. However, for the hybrid NFV networks, the consumed power will gradually increase by increasing the data rates of access nodes in the network. For the same data rate, with increasing the number of NFV nodes in all three network scenarios, the amount of consumed power decreases.

The same behavior can be observed in Figs. 9 and 10 for the case that 50% and 0% of switches are SDN, respectively, i.e., by increasing the number of NFV nodes in the networks, energy consumption has been reduced. In addition, when there is no NFV node in the networks, by increasing data rates of the access nodes from 500Mbps to 700Mbps, the power consumption coefficient ($\eta$) significantly increases. According to Figs. 8, 9, and 10, the more number of SDN nodes in the network, the more energy will be saved by increasing the number of the NFV nodes. Similarly, if traffic data rates of the access nodes are low, by increasing the number of NFV nodes, we can save more energy in the network.

According to Figs. 8, 9, and 10, in most cases, the power consumption coefficient $\eta$, of the networks with hybrid NFV nodes approach the power of networks with full NFV nodes. For
instance, in Fig. 8 (a), $\eta$ for a network with 20 NFV nodes is close to $\eta$ for a network with 11 NFV nodes. According to the migration cost of swapping non-NFV/non-SDN nodes to NFV/SDN node, with the hybrid NFV scenarios, mobile operators can approximately achieve the energy efficiency close to the full NFV scenarios with less cost. Also, in hybrid NFV, the computation of our proposed algorithm is reduced considerably compared to the full NFV case.

To highlight the effect of the fraction of SDN switches and NFV nodes on energy efficiency among the three scenarios in more clear manner, we define

$$\bar{\eta} = \frac{1 - \eta_{\text{min}}}{1 - \eta_{\text{min}}^{\text{non-NFV/non-SDN}}} ,$$

where $\eta_{\text{min}}^{\text{non-NFV/non-SDN}}$ denotes the minimum power consumption coefficient of the network in the case of non-SDN and non-NFV MCN. $\eta_{\text{min}}$ is the minimum value of $\eta$ for each scenario. Consequently, $\bar{\eta}$ demonstrates the percentage of saved power for both cases via applying MVA. Table VII represents $\bar{\eta}$ for different fractions of SDN switches and NFV nodes in the networks in the three scenarios. According to Table VII, our proposed algorithm has a considerable gain in term of energy efficiency in the large-sized and small-sized networks. However, the energy efficiency gain in the medium-sized network is not as much as two other scenarios.

The MVA algorithm is proposed for the transition to full SDN and full NFV MCN. According to simulations, partial SDN and hybrid NFV MCN have more energy efficiency
than the MCN, which does not deploy SDN and NFV. Since deploying the network with SDN and converting non-NFV nodes to NFV nodes are expensive, by equipping parts of the networks with SDN and converting part of non-NFV nodes to NFV nodes, the proposed algorithm can save considerable power in the network. However, in terms of migration and computation costs, partial SDN and hybrid NFV networks can outperform full SDN and NFV networks. Therefore, appropriately choosing the percentage of SDN and NFV nodes in the MCN can be considered as an essential design parameter from the infrastructure providers’ point of view.

VII. CONCLUSION

In this paper, the joint virtual network function placement and routing optimization problem with the goal of energy efficiency was addressed in a general framework of a partial SDN and hybrid NFV, where links and nodes can be turned off. We demonstrate how the related problem can be formulated. To deal with the NP-hardness of this problem and solve it efficiently, we deployed a multi-stage graph and a modified Djikstra’s routing algorithm (MDRA) by proposing a modified Viterbi algorithm (MVA). Simulation results reveal that for small, medium and large network sizes, the proposed algorithm saves up to 70%, 60%, and 60% consumed power compared to the case where all nodes and links are in on-state. The evaluations also assessed the trade-off of changing the percentage of SDN switches and NFV nodes in the network in terms of energy efficiency, migration and computation costs. For example, if half of the switches are SDN and half of the nodes execute VNFs, the proposed algorithm can save up to 50%, 40% and 40% power in small size, medium size and large size networks compared to non SDN/NFV networks, respectively, while the computation and migration costs are significantly reduced compared to the full SDN/NFV networks. Due to the complexity of the energy efficiency problem in SDN and NFV networks, this paper does not consider traffic dynamics. Which are left for future work.

It should be noted that in this paper, only the energy consumption of SDN and NFV networks were investigated, and based on that, we concluded that partial SDN and hybrid NFV networks had very close energy efficiency performance to those achieved by full SDN and NFV networks in some cases. Because of its vast advantages, encompassing CAPEX and OPEX reduction, network flexibility, QoS, easier network management and orchestration, full SDN, and full NFV are going to be the only choice in the future.

Jointly optimizing this parameter and the physical location of NFV, SDN, and traditional nodes to attain the best performance of MCN in terms of energy efficiency and related costs
are considered as future works of this paper.

REFERENCES

[1] V. G. Nguyen, A. Brunstrom, K. J. Grinnemo, and J. Taheri, “SDN/NFV-based mobile packet core network architectures: a Survey,” *IEEE Communications Surveys Tutorials*, vol. 19, pp. 1567?1602, Thirdquarter 2017.

[2] R. Bolla, R. Bruschi, F. Davoli, and C. Lombardo, “Fine-grained energy-efficient consolidation in SDN networks and devices,” *IEEE Transactions on Network and Service Management*, vol. 12, no. 2, pp. 132?145, May 2015.

[3] V. Eramo, M. Ammar, and F. G. Lavacca, “Migration energy aware reconfigurations of virtual network function instances in NFV architectures,” *IEEE Access*, vol. 5, pp. 4927?4938, March 2017.

[4] H. Wang, Y. Li, D. Jin, P. Hui, and J. Wu, “Saving energy in partially deployed software defined networks,” *IEEE Transactions on Computers*, vol. 65, no. 5, pp. 1578?1592, July 2016.

[5] G. P. A. W. Group et al., “View on 5g architecture,” White Paper, July, 2016.

[6] K. Gomez, T. Rasheed, L. Reynaud, and L. Goratti, “FME: a flexible management entity for virtualizing LTE evolved packet core,” in Proceedings of Network Operations and Management Symposium (NOMS), pp. 1?4, IEEE, Krakow, Poland, May 2014.

[7] Z. A. Qazi, P. K. Penumarthi, V. Sekar, V. Gopalakrishnan, K. Joshi, and S. R. Das, “KLEIN: a minimally disruptive design for an elastic cellular core,” in *Proceedings of the Symposium on SDN Research*, p. 2, ACM, Santa Clara, CA, USA, March 2016.

[8] H. Hawilo, A. Shami, M. Mirahmadi, and R. Asal, “NFV: state of the art, challenges, and implementation in next generation mobile networks (vEPC),” *IEEE Network*, vol. 28, no. 6, pp. 18?26, November 2014.

[9] H. Baba, M. Matsumoto, and K. Noritake, “Lightweight virtualized evolved packet core architecture for future mobile communication,” in *Proceeding on Wireless Communications and Networking Conference (WCNC)*, pp. 1811?1816, IEEE, New Orleans, LA, USA, March 2015.

[10] M. Jarschel and R. Pries, “An openflow-based energy-efficient data center approach,” in *Proceedings of the ACM SIGCOMM 2012 conference on Applications, technologies, architectures, and protocols for computer communication*, pp. 87?88, ACM, Helsinki, Finland, August 2012.

[11] D. Kakadia and V. Varma, “Energy efficient data center networks-A SDN based approach,” *IBM Collaborative Academia Research Exchange*, August 2012, [online] Available: [http://goo.gl/6o5MBJ](http://goo.gl/6o5MBJ).

[12] B. Heller, S. Seetharaman, P. Mahadevan, Y. Yiakoumis, P. Sharma, S. Banerjee, and N. McKeown, “Elastictree: Saving energy in data center networks,” in *Proceedings of the 7th USENIX conference on Networked systems design and implementation*, vol. 10, pp. 249?264, Berkeley, CA, USA: USENIX Association, March 2010.

[13] X. Wang, Y. Yao, X. Wang, K. Lu, and Q. Cao, “Carpo: Correlationaware power optimization in data center networks,” in *Proceedings of IEEE International Conference on Computer Communications (INFOCOM)*, pp. 1125?1133, IEEE, Orlando, FL, USA, March 2012.

[14] D. Li, Y. Shang, and C. Chen, “Software defined green data center network with exclusive routing,” in *Proceedings of IEEE International Conference on Computer Communications (INFOCOM)*, pp. 1743?1751, IEEE, Toronto, ON, Canada, April 2014.

[15] L. Prete, F. Farina, M. Campanella, and A. Biancini, “Energy efficient minimum spanning tree in openFlow networks,” in *European Workshop on Software Defined Networking (EWSDN)*, pp. 36?41, IEEE, December 2012.

[16] R. Wang, Z. Jiang, S. Gao, W. Yang, Y. Xia, and M. Zhu, “Energy-aware routing algorithms in Software-Defined Networks,” in *Proceedings on IEEE International Symposium on a World of Wireless, Mobile and Multimedia Networks*, pp. 1?6, June Sydney, NSW, Australia, June 2014.
[17] F. Giroire, J. Moulierac, and T. K. Phan, “Optimizing rule placement in software-defined networks for energy-aware routing,” in Proceedings of IEEE International Conference on Global Communications Conference (GLOBECOM), pp. 2523?2529, IEEE, Austin, TX, USA, December 2014.

[18] S. Agarwal, M. Kodialam, and T. Lakshman, “Traffic engineering in software defined networks,” in Proceedings of IEEE International Conference on Computer Communications (INFOCOM), pp. 2211?2219, IEEE, Turin, Italy, April 2013.

[19] ETSI, “Green abstraction layer (GAL): power management capabilities of the future energy telecommunication fixed network nodes,” tech. rep., ETSI Std. 203 237 version 1.1.1, March 2013.

[20] M. A. T. Nejad, S. Parsaeefard, M. A. Maddah-Ali, T. Mahmoody, and B. H. Khalaj, “vSPACE: VNF simultaneous placement, admission control and embedding,” IEEE Journal on Selected Areas in Communications, vol. 36, no. 3, pp. 542-557, March 2018.

[21] B. Tahmasebi, M. A. Maddah-Ali, S. Parsaeefard, and B. H. Khalaj, “Optimum transmission delay for function computation in nfv-based networks: the role of network coding and redundant computing,” IEEE Journal on Selected Areas in Communications, vol. 36, no. 10, pp. 2233 - 2245, Oct. 2018.

[22] F. Bari, S. R. Chowdhury, R. Ahmed, R. Boutaba, and O. C. M. B. Duarte, “Orchestrating virtualized network functions,” IEEE Transactions on Network and Service Management, vol. 13, no. 4, pp. 725?739, December 2016.

[23] M. Karimzadeh-Farshbafan, V. Shah-Mansouri and D. Niyato, “Reliability Aware Service Placement Using a Viterbi-Based Algorithm,” in IEEE Transactions on Network and Service Management, vol. 17, no. 1, pp. 622-636, March 2020.

[24] V. Eramo, E. Miucci, M. Ammar, and F. G. Lavacca, “An approach for service function chain routing and virtual function network instance migration in network function virtualization architectures,” IEEE/ACM Transactions on Networking, vol. 25, no. 4, pp. 2008 ? 2025, March 2017.

[25] J. G. Herrera and J. F. Botero, “Resource allocation in NFV: a comprehensive survey,” IEEE Transactions on Network and Service Management, vol. 13, no. 3, pp. 518?532, August 2016.

[26] M. Ghaznavi, A. Khan, N. Shahriar, K. Alsubhi, R. Ahmed, and R. Boutaba, “Elastic virtual network function placement,” in Proceedings on International Conference on Cloud Networking (CloudNet), pp. 255? 260, IEEE, Niagara Falls, ON, Canada, Canada, October 2015.

[27] C. Canali, L. Chiaraviglio, R. Lancellotti, and M. Shojafar, “Joint minimization of the energy costs from computing, data transmission, and migrations in cloud data centers,” IEEE Transactions on Green Communications and Networking, vol. 2, no. 2, pp. 580?595, 2018.

[28] B. Kar, E. H. Wu and Y. Lin, “Energy cost optimization in dynamic placement of virtualized network function chains,” IEEE Transactions on Network and Service Management, vol. 15, no. 1, pp. 372? 386, 2017.

[29] M. F. Bari, S. R. Chowdhury and R. Boutaba, “ESSO: An Energy Smart Service Function Chain Orchestrator,” in IEEE Transactions on Network and Service Management, vol. 16, no. 4, pp. 1345-1359, Dec. 2019.

[30] M. M. Tajiki, S. Salsano, L. Chiaraviglio, M. Shojafar, and B. Akbari, “Joint energy efficient and qos-aware path allocation and vnf placement for service function chaining,” IEEE Transactions on Network and Service Management, vol. 16, no. 1, pp. 374?388, 2018.

[31] D. Qi, S. Shen, and G. Wang, “Virtualized network function consolidation based on multiple status characteristics,” IEEE Access, vol. 7, pp. 59665?59679, 2019.

[32] C. Tipantuna and X. Hesselbach, “NFV/SDN Enabled Architecture for Efficient Adaptive Management of Renewable and Non-Renewable Energy,” in IEEE Open Journal of the Communications Society, vol. 1, pp. 357-380, 2020.

[33] M. Sauter, “From GSM to LTE: an introduction to mobile networks and mobile broadband.” John Wiley & Sons, 2010.

[34] J. A. Aroca, A. Chatzipapas, A. F. Anta, and V. Mancuso, “A measurement-based characterization of the energy
consumption in data center servers,” *IEEE Journal on Selected Areas in Communications*, vol. 33, no. 12, pp. 2863-2877, September 2015.

[35] Z. Cao, S. S. Panwar, M. Kodialam, and T. Lakshman, “Enhancing mobile networks with software defined networking and cloud computing,” *IEEE/ACM Transactions on Networking*, vol. 25, no. 3, pp. 1431-1444, Jan. 2017.

[36] S. Lin and D. J. Costello, “Error control coding,” vol. 2. *Prentice Hall Englewood Cliffs*, 2004.

[37] E. W. Dijkstra, “A note on two problems in connexion with graphs,” *Numerische mathematik*, vol. 1, no. 1, pp. 269-271, December 1959.

[38] L. Qu, M. Khabbaz, and C. Assi, “Reliability-aware service chaining in carrier-grade softwarized networks,” *IEEE Journal on Selected Areas in Communications*, vol. 36, pp. 558-573, March 2018.

[39] M. Barbehenn, “A note on the complexity of Dijkstra’s algorithm for graphs with weighted vertices,” *IEEE Transactions on Computers*, vol. 47, p. 263, February 1998.

[40] LTE Coverage Map, OpenSignal, London, U.K., Sep. 2016, accessed on March 1, 2018. [Online]. Available: http://opensignal.com/.