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Real stabilizer operators, which are also known as real Clifford operators, are generated, through composition and tensor product, by the Hadamard gate, the Pauli $Z$ gate, and the controlled-$Z$ gate. We introduce a normal form for real stabilizer circuits and show that every real stabilizer operator admits a unique normal form. Moreover, we give a finite set of relations that suffice to rewrite any real stabilizer circuit to its normal form.

1 Introduction

Stabilizer operators, which are also known as Clifford operators, play a fundamental role in the study of fault-tolerant quantum computation [13]. Stabilizer operators are generated, under composition and tensor product, by the scalar $e^{i\pi/4}$, the Hadamard gate $H$, the phase gate $S$, and the controlled-$Z$ gate $CZ$. For $n \geq 0$, the set of stabilizer operators on $n$ qubits forms a subgroup of the unitary group $U(2^n)$ and is denoted $\mathcal{C}(n, \mathbb{C})$. Quantum circuits for stabilizer operators have been extensively studied [1, 4, 6, 9, 14, 15, 16]. In particular, [15] gave a finite presentation of stabilizer operators by introducing a normal form for stabilizer circuits together with a finite collection of relations that suffice to rewrite any stabilizer circuit to its normal form.

In the present paper, we study real stabilizer operators which are generated by the scalar $(-1)$ and the gates $H$, $Z$, and $CZ$. The group of $n$-qubit real stabilizer operators $\mathcal{C}(n, \mathbb{R})$ is the intersection of $\mathcal{C}(n, \mathbb{C})$ and the orthogonal group $O(2^n)$.

Our contributions are as follows. We define a normal form for real stabilizer circuits and we prove that every real Clifford operator admits a unique normal form. We then introduce a finite collection of relations between real stabilizer circuits and show that the relations are complete. The completeness of the relations is established by formulating a rewrite system to transform any real stabilizer circuit into its normal form. Our work follows the methods of [15] but the focus on real operators requires a distinct notion of normal form. In order to conveniently describe these normal forms, we introduce a typing for quantum circuits.

Restrictions such as the one considered here were previously studied in the context of randomized benchmarking [10], graphical languages [5, 17], and exact synthesis [3]. Real stabilizers were explicitly investigated in [7, 8, 10, 12]. In particular, [7] provides a complete set of circuit equalities for real stabilizer circuits with ancillas. The presence of ancillas, however, implies that the circuits discussed in [7] do not always correspond to orthogonal operators. In contrast, the circuits discussed here always represent orthogonal operators.

The paper is organized as follows. In Section 2, we examine the structure of the real Pauli and Clifford groups. In Section 3, we review the diagrammatic language of quantum circuits and introduce annotated and typed circuits. In Section 4, we define normal forms and prove that every real stabilizer operator admits a unique normal form. We state our relations in Section 5 and propose a system for rewriting any real stabilizer circuit to its normal form. We discuss future work in Section 6.
2 The Real Pauli and Clifford Groups

We denote the transpose of the matrix $A$ by $A^T$. A matrix $A$ is symmetric if $A = A^T$ and orthogonal if $A^{-1} = A^T$. Following [15], for two matrices $A$ and $B$, we write $A \bullet B$ for $ABA^{-1}$. Throughout, we use the terms “operator” and “matrix” interchangeably, assuming that operators are always represented with respect to the standard (computational) basis.

The Pauli matrices $X$ and $Z$, the Hadamard matrix $H$ and the controlled-$Z$ matrix $CZ$ are defined as

$$X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad \text{and} \quad CZ = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}. $$

We note that $X$ and $Z$ are orthogonal and symmetric so that $X^2 = Z^2 = I$. Moreover, $X$ and $Z$ anticommute: $XZ = -ZX$. This implies that $(XZ)^2 = -I$ so that $XZ$ is orthogonal but not symmetric.

**Definition 2.1.** The real Pauli group on $n$ qubits $\mathcal{P}(n, \mathbb{R})$ is defined as

$$\mathcal{P}(n, \mathbb{R}) = \{ \pm (P_1 \otimes \ldots \otimes P_n) \mid P_i \in \{ I, X, Z, XZ \} \}. $$

In what follows, we drop the adjective “real” and simply refer to $\mathcal{P}(n, \mathbb{R})$ as the Pauli group. In addition, we write $\mathcal{P}(n)$ for $\mathcal{P}(n, \mathbb{R})$. We note that the $n$-qubit Pauli group $\mathcal{P}(n)$ spans the vector space of real $2^n \times 2^n$ matrices. The proposition below records an important property of Pauli operators.

**Proposition 2.2.** Let $P = (-1)^d (P_1 \otimes \ldots \otimes P_n)$ with $P_i \in \{ I, X, Z, XZ \}$. Then $P^2 = I$ if and only if there are evenly many $i$ such that $P_i = XZ$.

**Proof.** If $P_i \in \{ I, X, Z \}$ then $P_i^2 = I$ and if $P_i = XZ$ then $P_i^2 = -I$. Hence, for any $P \in \mathcal{P}(n)$, $P_i^2 = (-1)^d I$ where $d$ is the number of components for which $P_i = XZ$. Thus, $P^2 = I$ if and only if $d$ is even. \hfill $\square$

**Definition 2.3.** The real Clifford group on $n$ qubits $\mathcal{C}(n, \mathbb{R})$ is the normalizer of $\mathcal{P}(n)$ in $O(2^n)$. That is,

$$\mathcal{C}(n, \mathbb{R}) = \{ U \in O(2^n) \mid U \bullet P \in \mathcal{P}(n) \text{ for all } P \in \mathcal{P}(n) \}. $$

As with the Pauli group, we drop the adjective “real” when referring to $\mathcal{C}(n, \mathbb{R})$ in what follows and, for brevity, write $\mathcal{C}(n)$ for $\mathcal{C}(n, \mathbb{R})$. Since the Clifford group is the normalizer of the Pauli group, we have that $C \bullet P \in \mathcal{P}(n)$ for every Clifford $C$ and every Pauli $P$. Furthermore, conjugation is a group automorphism of $\mathcal{P}(n)$. Note that $H \in \mathcal{C}(1)$, $CZ \in \mathcal{C}(2)$, and $\mathcal{P}(n) \subseteq \mathcal{C}(n)$.

**Proposition 2.4.** Let $C \in \mathcal{C}(n)$. If $C \bullet P = P$ for all $P \in \mathcal{P}(n)$, then $C = \pm 1$.

**Proof.** By assumption, $CPC^{-1} = P$, for all $P \in \mathcal{P}(n)$. Since $\mathcal{P}(n)$ spans the space of $2^n \times 2^n$ real matrices, it follows that for any $2^n \times 2^n$ operator $N$, $CNC^{-1} = N$. Thus, $C$ commutes with every real matrix and is therefore a scalar. Because the only scalars in $O(2^n)$ are $\pm 1$, we get $C = \pm 1$. \hfill $\square$

**Corollary 2.5.** If $C$ and $D$ are two elements of $\mathcal{C}(n)$ that act identically on $\mathcal{P}(n)$, then $C = \pm D$.

**Proof.** Since $C$ and $D$ act identically on $\mathcal{P}(n)$, we have $(D^{-1}C) \bullet P = D^{-1} \bullet C \bullet P = D^{-1} \bullet D \bullet P = P$. Thus, by Proposition 2.4, $D^{-1}C = \pm 1$. Hence $C = \pm D$. \hfill $\square$
3 Annotated and Typed Circuits

We assume that the reader is familiar with the language of quantum circuits [13]. In this section, we introduce certain decorations which will be convenient in discussing circuits.

The Hadamard gate, the Pauli $Z$ gate, and the controlled-$Z$ gates are represented below.

For brevity, we introduce some derived gates which are shorthand for certain Clifford circuits.

The derived gate on the left is the Pauli $X$ gate. We call the derived gate on the right the $CXZ$ gate, an abbreviation for controlled-$XZ$.

We introduce annotations on circuits to concisely indicate the action of a Clifford operator on a Pauli operator under conjugation. When $C \in C(n)$, and $P = P_1 \otimes \cdots \otimes P_n$, $Q = Q_1 \otimes \cdots \otimes Q_n \in \mathcal{P}(n)$, we write

\[
P_1 \cdots C \cdots P_n = Q_1 \cdots Q_n
\]

to indicate that $C \cdot P = Q$.

It will be useful for our purposes to type circuits. The notion of a typed gate coincides with the usual notion of gate, with the difference that the wires of the gate can be of simple type or of double type, as shown in the two examples below.

The type of wires does not affect the vertical composition of gates, but two gates can only be composed horizontally if the types of the corresponding wires are the same. For example, below, the composition on the left is well-defined but the composition on the right is not.

Typed circuits are constructed from typed gates with this restriction. The typing of gates and circuits is meant to constrain the construction of circuits.

A typed gate is defined in two stages. In the first stage, a standard gate is specified, for example by associating a diagram to a matrix or to a circuit made from preexisting gates. In the second stage, types are associated to the input and output wires of the gate. Note that any typed circuit can still be viewed as an un-typed circuit by simply forgetting about the types of the wires.

By abuse of notation, we will sometimes use a single circuit to concisely specify a family of (typed) circuits. As an illustration, consider the typed gates below.

Then the diagram

\[
\text{[Diagram]}
\]
represents the family of circuits in which the gate on the left-hand side is one of $G_1$ or $G_2$ and the gate on the right-hand side is one of $H_1$ or $H_2$ subject to the condition that the circuit is a well-formed typed circuit. There are two circuits in this specific family, which are represented below.

\[ G_1 \rightarrow H_1 \quad G_2 \rightarrow H_2 \]

4 Normal Forms for Real Stabilizer Circuits

We now introduce normal forms for stabilizer operators. That is, we specify a family of circuits and show that every stabilizer operator is represented by a unique element of this family.

4.1 Derived Generators

We start by introducing derived generators, which will serve as the basic building blocks for our normal forms. As discussed in Section 3, we introduce these derived generators in two stages: first we define the gates as (un-typed) circuits and then we specify the types of their wires. There are five kinds of derived generators: $A$, $B$, $C$, $D$, and $E$.

**Definition 4.1.** The derived generators of kind $A$ are defined below.

\[ A_1 = \quad A_2 = H \quad A_3 = \]

**Definition 4.2.** The derived generators kind $B$ are defined below.

\[ B_1 = B_5 = \quad B_2 = B_6 = H \quad B_3 = B_7 = H \quad B_4 = B_8 = H \]

**Definition 4.3.** The derived generators of kind $C$ are defined below.

\[ C_1 = \quad C_2 = \]

**Definition 4.4.** The derived generators of kind $D$ are defined below.

\[ D_1 = D_2 = H \quad D_3 = H \quad D_4 = H \]
**Definition 4.5.** The derived generators of kind $E$ are defined below.

$$E_1 \quad E_2$$

**Definition 4.6.** The typed derived generators of kind $A, B, C, D,$ and $E$ are defined below.

$$A_1 \quad A_2 \quad A_3$$

$$B_1 \quad B_2 \quad B_3 \quad B_4$$

$$B_5 \quad B_6 \quad B_7 \quad B_8$$

$$C_1 \quad C_2$$

$$D_1 \quad D_2 \quad D_3 \quad D_4$$

$$E_1 \quad E_2$$

**Proposition 4.7.** The following annotated circuits record the action of the derived generators of kind $A, B, C, D,$ and $E$ on certain Pauli operators.

$$Z - A_1 - Z \quad X - A_2 - Z \quad XZ - A_3 = XZ$$

Proposition 4.7. The following annotated circuits record the action of the derived generators of kind $A, B, C, D,$ and $E$ on certain Pauli operators.
In each case, the specified gate is the unique derived generator of its kind and type that performs the specified action.

**Proof.** By computation. □

### 4.2 Normal forms

We now describe normal forms.

**Definition 4.8.** A typed $n$-qubit circuit is a **Z-circuit** if it is of the form

\[
\begin{array}{c}
\vdots \\
A \quad B \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
B \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
B \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
C \\
\vdots \\
\end{array}
\]

In accordance with the convention introduced in Section 3, the circuit in Definition 4.8 denotes a family of well-formed typed circuits. The types of the derived generators of kind $B$ then imply, for example, that if the first $B$ gate is $B_4$, then the second $B$ gate can only be $B_5$, $B_6$, $B_7$, or $B_8$.

**Definition 4.9.** A typed $n$-qubit circuit is an **X-circuit** if it is of the form

\[
\begin{array}{c}
\vdots \\
D \quad D \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
D \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
D \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
D \\
\vdots \\
\end{array}
\]

**Definition 4.10.** A typed $n$-qubit circuit is **normal** if it is of the form

\[
N = L_m M_{n-1} L_{n-1} M_{n-2} L_{n-2} M_{n-3} \cdots L_2 M_1 L_1 M_0 \cdots (-1)^{(\pm 1)}
\]

where, for $1 \leq i \leq n$, $L_i$ is a Z-circuit, and $M_i$ is an X-circuit.

The propositions below establish that every automorphism of $\mathcal{P}(n)$ is represented by a unique normal Clifford circuit. Given an automorphism $\phi$ of $\mathcal{P}(n)$ one can construct a Z-circuit $L$ and an X-circuit $M$ such that $(ML)^{-1}$ acts as $\phi^{-1}$ on $I \otimes \cdots \otimes I \otimes Z$ and $I \otimes \cdots \otimes I \otimes X$. To obtain a normal form for $\phi$ it then suffices to first construct $L$ and $M$ and then to recursively proceed with the automorphism $\phi' = \phi(ML)^{-1}$. The proofs can be found in Appendix C.
Proposition 4.11. Let \( P \) be a \( n \)-qubit Pauli operator, with \( P = P_1 \otimes P_2 \otimes \cdots \otimes P_n \), \( P^2 = I \), and \( P \neq \pm I \). Then there exists a unique Z-circuit \( L \) such that \( L \bullet P = Z \otimes I \otimes \cdots \otimes I \).

Proposition 4.12. Let \( Q \) be an \( n \)-qubit Pauli operator with \( Q = Q_1 \otimes Q_2 \otimes \cdots \otimes Q_n \), \( Q^2 = I \), \( Q \neq \pm I \), and \( Q \) anticommutes with \( Z \otimes I \otimes \cdots \otimes I \). Then there exists a unique X-circuit \( M \) such that \( M \bullet Q = I \otimes \cdots \otimes I \otimes X \).

Proposition 4.13. Every X-circuit \( M \) satisfies \( M \bullet (Z \otimes I \otimes \cdots \otimes I) = I \otimes \cdots \otimes I \otimes Z \).

Proposition 4.14. Let \( P \) and \( Q \) be Pauli operators such that \( P^2 = Q^2 = I \), \( P, Q \neq \pm I \), and \( P \) and \( Q \) anticommute. Then there exists a unique pair of a Z-circuit \( L \) and a X-circuit \( M \) such that \( ML \bullet P = I \otimes \cdots \otimes I \otimes Z \) and \( ML \bullet Q = I \otimes \cdots \otimes I \otimes X \).

Proposition 4.15. Let \( \phi : \mathcal{P}(n) \to \mathcal{P}(n) \) be an automorphism of the Pauli group. Then there exists a normal circuit \( C \) such that for all \( P \), \( C \bullet P = \phi(P) \). Moreover, the normal form \( C \) is unique up to a scalar \( \pm 1 \).

By the existence part of Proposition 4.15, every automorphism of the Pauli group can be represented as a circuit over \(-1, H, Z, \) and \( CZ \). Thus, all of these automorphisms are stabilizers. Conversely, as remarked in Section 2, every stabilizer is an automorphism of the Pauli group. Hence, Proposition 4.15 indeed establishes that every stabilizer admits a unique normal form. Note that this also proves that stabilizers are generated by \(-1, Z, H, \) and \( CZ \).

By Proposition 4.15, there is a bijection between stabilizer operators and normal forms. We can therefore count the number of \( n \)-qubit normal forms to compute the cardinality of \( \mathcal{C}(n) \).

Corollary 4.16. There are exactly \( 2 \cdot \prod_{i=1}^{n} (4^i + 2^i - 2)(2 \cdot 4^{i-1}) \) real stabilizer operators on \( n \) qubits.

Proof. See Appendix D

5 Relations for Real Stabilizer Circuits

We now introduce relations for real Clifford circuits and describe an algorithm for converting any \( n \)-qubit Clifford circuit to its normal form, using finitely many applications of the relations. To normalize circuits, it is sufficient to have relations to

1. rewrite the empty circuit into the normal form for the identity and
2. rewrite a circuit consisting of a single gate appearing on the left of a normal form into a normal form.

Indeed, one can then start with an arbitrary circuit, append the normal form for the identity to the right of it, and iteratively merge the gates of the initial circuit into the normal form on its right.

Definition 5.1. The typed relations for real stabilizers are given in Appendix B.

The typed relations describe all situations in which one of \( H, Z, CZ, X, \) or \( CXZ \) appears to the left of a normal form. Because these gates act on no more than two qubits, there are only finitely many cases to consider. The difficulty arises because the right-hand side of a relation may contain multiple gates. As a result, we are led to consider cases where a circuit appears on the left-hand side of a rule. This process increases the number of cases to consider and could, in principle, fail to terminate. However, a careful analysis shows that this is not the case. In total, 139 relations are contained in Appendix B.
5.1 Normalization

We start by labelling normal circuits. This labelling is convenient to refer to specific parts of a circuit and will be useful to describe our rewrite system.

Definition 5.2. Consider an $n$-qubit normal circuit

![Diagram of a normal circuit]

where $N_{n-1}$ is assumed to be a normal form on $(n-1)$ qubits. We assign labels to specific wires in order to produce a labelled normal form

![Diagram of a labelled normal circuit]

where $N_{(n-1)}$ is recursively labelled in the same manner.

Definition 5.3. Dirty normal forms are obtained from normal forms by adding gates according to the following scheme.

- An $H$ gate can be placed on a wire labelled 1 or on a double wire labelled 2.
- A $Z$ gate can be placed on a wire labelled 1, 2, 3, or 4.
- An $X$ gate can be placed on a wire labelled 1 or 2.
- A $CZ$ gate can be placed on adjacent wires, provided that the bottom wire is labelled 1, and either the top wire is labelled 1 or 3 or the top wire is a double wire labelled 2.
- A $CXZ$ gate can be placed on adjacent wires, provided that the bottom wire is labelled 1, and the top wire is a double wire labelled 2.

When discussing dirty normal forms, we call the $H$, $Z$, $X$, $CZ$, and $CXZ$ gates dirty, while the gates of kind $A, B, C, D$, and $E$ are called clean.

Intuitively, dirty normal forms are circuits “during the normalization process”. We now explain how the relations can be used to transform dirty normal forms into clean ones.

Lemma 5.4. Any dirty normal form can be converted to its normal form by applying the typed relations of Definition 5.1 a finite number of times.

Proof. By Definition 5.3, every dirty gate occurs before a clean gate. Thus, if dirty gates remain in the circuit, a dirty gate must occur immediately before a clean one. The left-hand side of the typed relations of Definition 5.1 contain all cases of a dirty gate occurring immediately before a clean gate. Hence, as long as dirty gates remain, one of the rules can be applied. Moreover, each rule takes a dirty normal form to a dirty normal form. We now show that this procedure terminates in a finite number of steps. To this end, we associate a sequence of nonnegative integers numbers to each dirty normal form. Suppose a dirty normal form has $t$ clean gates, indexed 1, $\ldots$, $t$ left to right. Now define the sequence $s = (s_1, \ldots, s_t)$ where $s_i$ is the number of dirty gates that occur before the $i$-th clean gate. A left-to-right application of
one of the typed relations decreases $s$ lexicographically. The length of this sequence might not remain constant through the normalization process but it is bounded by the maximum possible number of clean gates in a circuit. For a normal form on $n$-qubits, this bound is given by

$$\sum_{i=1}^{n} 2i + 1 = n^2 + 2n.$$ 

Hence, this process terminates in a finite number of rewrites.

**Proposition 5.5.** Any Clifford circuit can be rewritten into its normal form using the typed relations of Definition 5.1.

**Proof.** The normal form of the identity operator on $n$ qubits is

where $I$ denotes the normal form for the identity on $n-1$ qubits. Using the typed relations of Definition 5.1, we can rewrite the empty circuit on $n$ wires into the normal form for the identity. Now consider a Clifford circuit $C$. Expanding the wires on the right of $C$ into the normal form for the identity, we obtain a dirty normal form. We can then convert this dirty normal form into a normal form using Lemma 5.4, which completes the proof.

5.2 A Reduced Set of Relations

Propositions 4.15 and 5.5 jointly show that real stabilizers are presented by the generators $(-1), H, Z,$ and $\text{CZ}$ and the typed relations of Definition 5.1 (where each derived generator is replaced by its definition and types are forgotten). This presentation is highly redundant and, in this final section, we provide a reduced set of relations.

**Definition 5.6.** The reduced relations for real stabilizers are given in Figure 1.

**Proposition 5.7.** Any Clifford circuit can be rewritten into its normal form using the reduced relations of Definition 5.6.

**Proof.** It suffices to show that the reduced relations of Definition 5.6 imply the typed relations of Definition 5.1. The derivations can be found in the supplement to this paper [11].

An alternative set of reduced relations is given in Appendix A. This last collection of relations is stated in terms of the $(-1), H, Z, \text{CZ}, X,$ and $\text{CX}$ gates and is included because it makes for an arguably more intuitive presentation.
Figure 1: A set of reduced relations for real stabilizers.
6 Conclusion

In this paper, we defined a normal form for real stabilizer circuits, showed that every real stabilizer operator admits a unique normal form, and introduced a set of relations that suffices to rewrite any real stabilizer circuit into its normal form. This yields a presentation by generators and relations of real stabilizer operators. Our results add to the growing family of quantum operators for which such presentations are known (see [2, 15] for unitary quantum circuits and, for example, [4, 7, 17] in more general contexts). Our approach in this work followed that of [15]. However, we did not leverage the presentation given in [15] for complex stabilizers in any systematic way. We plan to explore this connection in future work, with the hope of devising more general methods for the construction of presentations such as the one provided here.
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A An Alternative Reduced Set of Relations

\[
(-1)^2 = \quad \text{(S1)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S2)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S3)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S4)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S5)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S6)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S7)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S8)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S9)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S10)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S11)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S12)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S13)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S14)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S15)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S16)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S17)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S18)} \\
\begin{array}{c}
\quad \quad \\
\quad \quad \\
\end{array} = \quad \text{(S19)}
\]

Figure 2: An alternative set of reduced relations for real stabilizers.
B Typed Relations

Figure 3: Rewrite rules for normal forms, part I.
Figure 4: Rewrite rules for normal forms, part II.
Figure 5: Rewrite rules for normal forms, part III.
Figure 6: Rewrite rules for normal forms, part IV.
Figure 7: Rewrite rules for normal forms, part V.
Figure 8: Rewrite rules for normal forms, part VI.
Figure 9: Rewrite rules for normal forms, part VII.

\[ D_1 D_1 = D_2 D_2 \]

\[ D_2 D_3 = D_4 D_4 \]

\[ D_3 D_1 = D_4 D_2 \]

\[ D_4 D_3 = D_1 D_2 \]

\[ D_1 D_2 = D_3 D_4 \]

\[ D_2 D_4 = D_1 D_3 \]

\[ D_3 D_4 = D_2 D_1 \]

\[ D_4 D_2 = D_3 D_1 \]

Figure 10: Rewrite rules for normal forms, part VIII.
C Proofs of Propositions 4.11, 4.12, 4.13, 4.14, and 4.15

**Proposition 4.11** Let $P$ be an $n$-qubit Pauli operator, with $P = P_1 \otimes P_2 \otimes \cdots \otimes P_n$, $P^2 = I$, and $P \neq \pm I$. Then there exists a unique $Z$-circuit $L$ such that $L \cdot P = Z \otimes I \otimes \cdots \otimes I$.

**Proof.** Since $P \neq \pm I$, there is an index $m$ such that $P_m \neq \pm I$. Let $m$ be the largest such index. Then $P_m = \pm X, P_m = \pm Z,$ or $P_m = \pm XZ$. With this, we consider the following diagram.

In the above diagram, the $V_i$ are Pauli operators such that $V_i \in \{Z,XZ\}$ and are determined in the following way. By Proposition 4.7, if $P_m = \pm X, \pm Z$, there is a unique $A$ gate $A_g$ with output of single type such that $A_g \cdot P_m = \pm Z$. If $P_m = \pm XZ$, there is a unique $A$ gate $A_r$ with output of double type such that $A_r \cdot P_m = \pm XZ$. So the $A$ gate is uniquely determined. Furthermore after the application of the $A$ gate, we either have $V_1 = \pm XZ$ on a wire of double type or $V_1 = \pm Z$ on a wire of single type. We will further use the actions in Proposition 4.7 to move these $Z$ or $XZ$ Pauli operators up the qubits.

By inspection of these actions, we see that for each choice of $P_{m-1} \otimes V_1$, there is a unique $B$ gate $B_j$ such that $B_j \cdot P_{m-1} \otimes V_1 = V_2 \otimes I$ and $V_2 = Z$ or $V_2 = XZ$. If $V_2 = Z$, the output wire is of single type, and if $V_2 = XZ$, the output wire is of double type. We can continue this process up to the top qubit and this will produce a $Z$-circuit if we can ensure that the top output wire is of single type. Since $P^2 = I$, there are evenly many indices $i$ such that $P_i = XZ$, which are in effect cancelled out by an application of $B_3$, switching back to $Z$ along a wire of single type. Thus we will always end up constructing a circuit $C$ such that $C \cdot P = \pm Z \otimes I \otimes \cdots \otimes I$, to which there is a unique $C$-gate $C_k$ such that $C_k \cdot \pm Z = Z$. This completes the proof of existence.

Note that every choice of gate is unique with respect to kind and type. If our normal form was constructed the same way in the presence of types, uniqueness with respect to kind would be sufficient for a unique $Z$-circuit. Here, with uniqueness with respect to kind and type, we must prove that no two $Z$-circuits describing an action as above can have different typing schemes. Consider two $Z$-circuits $C$ and $D$ that correspond to the diagram above, such that $C \cdot P = D \cdot P = Z \otimes I \otimes \cdots \otimes I$. We now show that they have the same typing schemes. Note that both $A$ gates in $C$ and $D$ must satisfy $A \cdot P_m = \mp V_1$, where $V_1 = \pm Z, \pm XZ$. $A_2$ is the only $A$ gate such that $A \cdot \pm X = \pm Z$, and the equations $A \cdot \pm Z = \pm Z$ and $A \cdot XZ = \pm XZ$ both have two $A$ gates with these properties, $A_1$ and $A_3$. Both of these gates are different with respect to output type, but represent the same actions. When an $A_1$ is chosen as the $A$ gate, there is an even number of gates from the set $\{B_4, B_3\}$ which appear to its right, as these $B$ gates switch the type up the ladder. If $A_3$ is chosen as the $A$ gate, then there is an odd number of gates from the set $\{B_4, B_3\}$ which appear to its right. Thus it is not possible for both circuits $C$ and $D$ to start with the different $A$ gates $A_1$ and $A_3$ respectively, as it is not possible for both resulting circuits to have $C \cdot P = D \cdot P = Z \otimes I \otimes \cdots \otimes I$ with a different number of occurrences of a given local action. Hence, $C$ and $D$ share the same $A$ gate, and have the same starting type. Note that if the input type is given, there are four choices of possible local actions of $B \cdot P_{m-j} \otimes V_j = V_{j+1} \otimes I$, corresponding to $B_1, B_2, B_3, B_4$ in the case of a single type, and
Proposition 4.12 Let $Q$ be an $n$-qubit Pauli operator with $Q = Q_1 \otimes Q_2 \otimes \cdots \otimes Q_n$, $Q^2 = I$, $Q \neq \pm I$, and $Q$ anticommutes with $Z \otimes I \otimes \cdots \otimes I$. Then there exists a unique $X$-circuit $M$ such that $M \cdot Q = I \otimes \cdots \otimes I \otimes X$.

Proof. Since $Q$ anticommutes with $Z \otimes I \otimes \cdots \otimes I$, we have $Q_1 = \pm XZ$ or $Q_1 = \pm X$. With this, consider the diagram

$$
\begin{array}{ccccccc}
Q_1 & D & -v_1 & I & -v_2 & \cdots & -v_{n-1} & I \\
Q_2 & D & I & -v_1 & I & \cdots & -v_{n-1} & I \\
Q_3 & D & -v_1 & \cdots & -v_{n-1} & I & I \\
Q_{n-1} & D & -v_1 & \cdots & -v_{n-1} & I & I \\
Q_n & D & -v_1 & \cdots & -v_{n-1} & I & I \\
\end{array}
$$

where the $v_i$ are Pauli operators such that $v_i \in \{X, Z\}$, and are determined by the $Q_i$ as in Proposition 4.11. By Proposition 4.7, the $D$ gates push $X$ and $XZ$ gates down the qubits until we encounter $XZ \otimes XZ$, at which point we apply $D_4$. There is always a unique $D$ gate to perform the needed action, leaving $V_1 = X, XZ$. We continue the same process down to the bottom qubit. Again since $Q^2 = I$, by Proposition 2.2, there are evenly many indices $t$ such that $Q_t = XZ$. These occurrences of $XZ$ get cancelled out in pairs, ensuring that we are left with an $\pm X$ on the bottom qubit. By Proposition 4.7, there is a unique $E$ gate $E_b$ such that $E_b \cdot \pm X = X$. Thus we are left with $I \otimes \cdots \otimes I \otimes X$ and our circuit is an $X$-circuit. Furthermore, since each gate was unique with respect to kind, the circuit is uniquely determined. \hfill \square

Proposition 4.13 Every $X$-circuit $M$ satisfies $M \cdot (Z \otimes I \otimes \cdots \otimes I) = I \otimes \cdots \otimes I \otimes Z$.

Proof. The claim follows from the actions described in Proposition 4.7 with respect to the diagram below.

$$
\begin{array}{ccccccc}
Z & D & Z & I & Z & \cdots & Z & I \\
I & D & Z & I & Z & \cdots & Z & I \\
I & D & Z & I & Z & \cdots & Z & I \\
I & D & Z & I & Z & \cdots & Z & I \\
\end{array}
$$

\hfill \square

Proposition 4.14 Let $P$ and $Q$ be Pauli operators such that $P^2 = Q^2 = I$, $P, Q \neq \pm I$, and $P$ and $Q$ anticommute. Then there exists a unique pair of a $Z$-circuit $L$ and a $X$-circuit $M$ such that

$$ML \cdot P = I \otimes \cdots \otimes I \otimes Z \quad \text{and} \quad ML \cdot Q = I \otimes \cdots \otimes I \otimes X$$

Proof. By Proposition 4.11, there is a unique $Z$-circuit $L$ such that $L \cdot P = Z \otimes I \otimes \cdots \otimes I$. Since $P$ and $Q$ both square to the identity and anticommute, so do $L \cdot P$ and $L \cdot Q$. Thus by Proposition 4.12, there exists a unique $X$-circuit $M$ such that $M \cdot (L \cdot Q) = ML \cdot Q = I \otimes I \otimes \cdots \otimes X$ and, by Proposition 4.13,
\[ ML \bullet P = M \bullet (L \bullet P) = M \bullet (Z \otimes I \otimes \cdots \otimes I) = I \otimes I \otimes \cdots \otimes Z. \] This proves existence. For uniqueness, we assume that \( L' \) and \( M' \) are two other circuits satisfying the conditions of the proposition. Since \( M' L' \bullet P = I \otimes \cdots \otimes I \otimes Z \), and \( M' \bullet (Z \otimes I \otimes \cdots \otimes I) = I \otimes \cdots \otimes I \otimes Z \), we can deduce that \( L' \bullet P = Z \otimes I \otimes \cdots \otimes I \).

Therefore \( L' = L \) by the uniqueness of Proposition 4.11, and since \( M' \bullet L \bullet Q = M \bullet L \bullet Q = X \otimes I \otimes \cdots \otimes I \), we have that \( M' = M \) by the uniqueness of Proposition 4.12.

**Proposition 4.15** Let \( \phi : \mathcal{P}(n) \rightarrow \mathcal{P}(n) \) be an automorphism of the Pauli group. Then there exists a normal circuit \( C \) such that for all \( P, C \bullet P = \phi(P) \). Moreover, the normal form \( C \) is unique up to a scalar \( \pm 1 \).

**Proof.** We proceed by induction on \( n \). When \( n = 0 \), the Pauli operators are the scalars \( \pm 1 \). Thus in this case \( \phi \) is the identity. Choosing \( C = 1 \), we get \( C \bullet P = \phi(P) \). Uniqueness up to scalar follows from the fact that when \( n = 0 \), the Clifford operators are the scalars \( \pm 1 \). Now suppose that our claim is true for \( n - 1 \) and consider the case of \( n \). First we will prove existence. Let \( P = \phi^{-1}(I \otimes \cdots \otimes I \otimes Z) \) and \( Q = \phi^{-1}(I \otimes \cdots \otimes I \otimes X) \). Then \( PQ = \phi^{-1}(I \otimes \cdots \otimes I \otimes ZX) \). Since \( I \otimes \cdots \otimes I \otimes Z \) and \( I \otimes \cdots \otimes I \otimes X \) anticommute, so do \( P \) and \( Q \). By Proposition 4.14, there exists a unique \( X \)-circuit \( M \) and a unique \( Z \)-circuit \( L \) such that \( ML \bullet P = I \otimes \cdots \otimes I \otimes Z = \phi(P) \) and \( ML \bullet Q = I \otimes \cdots \otimes I \otimes X = \phi(Q) \). We now define a new automorphism \( \phi' : \mathcal{P}(n) \rightarrow \mathcal{P}(n) \) by

\[ \phi'(U) = \phi((ML)^{-1} \bullet U) \]

for all \( n \)-qubit Pauli operators \( U \). Note that \( I \otimes \cdots \otimes I \otimes Z, I \otimes \cdots \otimes I \otimes X \) and \( I \otimes \cdots \otimes I \otimes ZX \) are all fixed points of \( \phi' \), since

\[ \phi'(I \otimes \cdots \otimes I \otimes Z) = \phi((ML)^{-1} \bullet (I \otimes \cdots \otimes I \otimes Z)) = \phi((ML)^{-1} \bullet (ML) \bullet P) = \phi(P) = I \otimes \cdots \otimes I \otimes Z \]

and similarly for \( I \otimes \cdots \otimes I \otimes X \). Now let \( R \) be an \((n - 1)\)-qubit Pauli operator. Since \( R \otimes I \) commutes with \( I \otimes \cdots \otimes I \otimes Z \) and \( I \otimes \cdots \otimes I \otimes X \), the same is true of \( \phi'(R \otimes I) \). Hence \( \phi'(R \otimes I) = V \otimes I \) for some \( V \in \mathcal{P}(n - 1) \). It follows that there exists an automorphism \( \phi'' : \mathcal{P}(n - 1) \rightarrow \mathcal{P}(n - 1) \) such that, for every \( R \in \mathcal{P}(n - 1) \), \( \phi'(R \otimes I) = \phi''(R) \otimes I \). Since \( I \otimes \cdots \otimes I \otimes Z \) and \( I \otimes \cdots \otimes I \otimes X \) are fixed points of \( \phi' \), we then have \( \phi' = \phi'' \otimes I \).

By the induction hypothesis, there exists a normal \( n - 1 \) qubit Clifford circuit \( C' \) such that for all \( R \in \mathcal{P}(n - 1), C' \bullet R = \phi''(R) \). Let \( C = (C' \otimes I)ML \). Since \( ML \bullet U = (\phi')^{-1}(U) \), we see that

\[ C \bullet U = (C' \otimes I)ML \bullet U = (C' \otimes I) \bullet ((\phi')^{-1}(U)) = (C' \otimes I) \bullet ((\phi'' \otimes I)(\phi(U))) = \phi(U) \]

This proves existence.

To prove uniqueness, suppose that \( D \) is another Clifford circuit in normal form such that \( D \bullet U = \phi(U) \) for all \( U \in \mathcal{P}(n) \). By the definition of normal form, \( D = (D' \otimes I)M' \) where \( M' \) is an \( X \)-circuit, \( L' \) is a \( Z \)-circuit, and \( D' \) is a normal Clifford circuit on \( n - 1 \) qubits. Since \( (D' \otimes I)M' \bullet P = D \bullet P = \phi(P) = I \otimes \cdots \otimes I \otimes Z \), we have

\[ M' L' \bullet P = (D' \otimes I)^{-1}(I \otimes \cdots \otimes I \otimes Z) = I \otimes \cdots \otimes I \otimes Z. \]

From the uniqueness of Proposition 4.14, \( M' = M \) and \( L' = L \). Then, by the induction hypothesis, \( C' \) and \( D' \) are equal up to a scalar of \( \pm 1 \). Thus the same is true of \( C \) and \( D \). This proves uniqueness. \( \square \)
D Proof of Corollary 4.16

Corollary 4.16 There are exactly $2 \cdot \prod_{i=1}^{n} (4^i + 2^i - 2)(2 \cdot 4^{i-1})$ real stabilizer operators on $n$ qubits.

Proof. First note that by Definition 4.8, the $A$ gate on the left of a normal form will determine the input type of the first possible $B$ gate. Then the choice of each $B$ gate is dependent of the output type of the previous gate.

There are four gates with a single input type, $B_1, B_2, B_3,$ and $B_4$, and four gates with a double input type, $B_5, B_6, B_7,$ and $B_8$. The gates $B_1, B_2, B_3, B_5, B_6,$ and $B_7$ have the output type of the top wire matching that of the input type of the bottom wire. The gates $B_4$ and $B_8$ on the other hand, swap between double and single types. Thus, if the last chosen gate had a single output wire type, then we must choose one of $B_1, B_2, B_3,$ or $B_4$. Similarly, one of $B_5, B_6, B_7,$ or $B_8$ must be chosen if the previous gate had a double output wire type.

Now to end with a circuit that is normal, the top output wire of the last $B$ gate must be green. This means that if we start with an $A_1$ gate or an $A_2$ gate, then we start on a green wire and we must choose evenly many type-swapping gates ($B_4$ and $B_8$) in our construction. Moreover, the first one of which must be a $B_4$ gate and the last one of which must be a $B_8$. If we start with an $A_3$ gate, then we start on a double wire type and we must choose oddly many type-swapping gates, the first one of which must be a $B_8$ gate, and the last one of which must be a $B_4$ gate.

In general, the number of $Z$-circuits starting with an $A_1$ gate or an $A_2$ gate is exactly

$$4 \cdot \sum_{m=1}^{n} \left\lfloor \frac{m-1}{2} \right\rfloor \sum_{k=0}^{m-1} \binom{m-1}{2k} 3^{m-2k-1} = \sum_{m=1}^{n} 2^{m-1}(2^m + 2)$$

and the number of $Z$-circuits that starting with an $A_3$ gate is exactly

$$2 \cdot \sum_{m=1}^{n} \left\lfloor \frac{m-1}{2} \right\rfloor \sum_{k=0}^{m-1} \binom{m-1}{2k+1} 3^{m-2(k+1)} = \sum_{m=1}^{n} 2^{m-2}(2^m - 2).$$

This produces a total of

$$\sum_{m=1}^{n} 2^{m-1}(2^m + 2) + \sum_{m=1}^{n} 2^{m-2}(2^m - 2) = \sum_{m=1}^{n} (2^{m-1}(2^m + 2) + 2^{m-2}(2^m - 2)) = 4^n + 2^n - 2$$

$Z$-circuits. By Definition 4.9, there are exactly $2 \cdot 4^{n-1}$ $X$-circuits on $n$ qubits. Since there are exactly 2 scalars, by Definition 4.10, there are exactly

$$2 \cdot \prod_{i=1}^{n} (4^i + 2^i - 2)(2 \cdot 4^{i-1})$$

normal circuits. By Proposition 4.15, these are in bijection with the elements of the $n$-qubit Clifford group. □