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Theories with an infinite number of derivatives are described by non-local Lagrangians for which the standard Hamiltonian formalism cannot be applied. Hamiltonians of special types of non-local theories can be constructed by means of the (1+1)-dimensional Hamiltonian formalism. In this paper, we consider a simple scalar field model inspired by the infinite derivative gravity and study its reduced phase space by using this formalism. Assuming the expansion of the solutions in the coupling constant, we compute the perturbative Hamiltonian and the symplectic 2-form. We also discuss an example of a theory leading to an infinite-dimensional reduced phase space for a different choice of the form factor.

I. INTRODUCTION

A recurrent feature that appears in many theories of quantum gravity is the non-locality. For example, string theory \(^1\) is inherently non-local even on the classical level because strings and branes cannot interact at a specific point, but rather over a certain region. Similarly, there exists a minimal area in loop quantum gravity \(^2\), and causal set approach \(^3\), which is expected to give rise to non-local behavior. It is not surprising that the non-localities appear also in the effective descriptions of string field theory \(^4\) and \(^5\) and \(p\)-adic string theory \(^6\) (giving rise to zeta strings \(^7\)). In these models, the Lagrangians contain kinetic operators with infinite number of derivatives.

It was realized already in \(^8\) that the presence of infinite derivatives in the action may improve the ultraviolet behavior of loop integrals in many quantum field theories. This happens if the form-factors with an infinite number of derivatives appearing in the actions are entire functions with no additional zeros in the complex plane. Later, it was demonstrated in \(^9\) that gauge theories and gravity theories can be made ghost-free.

In fact, in the context of gravity, there exist concrete criteria for which the theories have the same number of degrees of freedom as there are in Einstein’s theory when perturbed around particular backgrounds \(^22\) \(^30\). It turns out that such form-factors with an infinite number of derivatives not only improve the ultraviolet behavior of the theories \(^31\) \(^33\) but also resolve the cosmological singularities \(^34\) \(^38\) as well as the black-hole singularities \(^23\) \(^39\) \(^47\).

The Hamiltonian description of the non-degenerate Lagrangian systems with a finite number of derivatives \(n\) was found by Ostrogradsky already in \(^48\). He realized that such systems have \(2n\)-dimensional phase space and gave a prescription for its canonical coordinates. More importantly, he showed that the Hamiltonians of such systems are unbounded if \(n > 1\), which explains why most fundamental equations in physics are of the second-order at most.

A possible way to evade Ostrogradsky’s theorem is to consider non-local Lagrangians with an infinite number of derivatives. By introducing derivatives of an arbitrary order, one might naively expect that we would need to prescribe an infinite number of initial conditions, however, this is not always the case. It is possible to find and solve differential equations with an infinite number of derivatives for which the initial value problem is well-defined with a finite number of initial data \(^49\) \(^52\). The reason is because the initial data are often subject to infinitely many relations. As we will discuss below, such relations are characterized by the constraints (in the Hamiltonian description) with an additional continuous parameter, which is identified as an extra dimension.

A promising approach to counting the number of initial conditions and degrees of freedom without solving the differential equations is by means of the diffusion equation method \(^53\) \(^57\). The advantage of this method is that it can be applied even to some non-linear theories if the non-localities are captured by the exponential form-factors.

The initial value problem is, however, best formulated in the Hamiltonian formalism. Focusing on special types of non-localities, it was found that one can rewrite a non-local Lagrangian theory as a local-in-time field theory with one extra dimension. Using the standard Legendre transformation, it is possible to arrive at the Hamiltonian formalism (with constraints) for such a field theory which is fully equivalent to the original non-local Lagrangian system. This formalism is referred to as the (1+1)-dimensional Hamiltonian formalism and it was first proposed in \(^58\). Later, it was further developed and applied to various cases in \(^59\) \(^62\) \(^64\).

In particular, the (1+1)-dimensional Hamiltonian formalism was rewritten using constraints and applied to spacetime non-commutative theories \(^53\). It was employed in the construction of gauge generators for space-

\(^1\) An equivalent formalism for non-localities of finite extent was introduced in \(^63\). See also \(^64\), for an approach using boundary Poisson brackets.

\(^2\) \(^3\) \(^4\) \(^5\) \(^6\) \(^7\) \(^8\) \(^9\) \(^10\) \(^11\) \(^12\) \(^13\) \(^14\) \(^15\) \(^16\) \(^17\) \(^18\) \(^19\) \(^20\) \(^21\) \(^22\) \(^23\) \(^24\) \(^25\) \(^26\) \(^27\) \(^28\) \(^29\) \(^30\) \(^31\) \(^32\) \(^33\) \(^34\) \(^35\) \(^36\) \(^37\) \(^38\) \(^39\) \(^40\) \(^41\) \(^42\) \(^43\) \(^44\) \(^45\) \(^46\) \(^47\) \(^48\) \(^49\) \(^50\) \(^51\) \(^52\) \(^53\) \(^54\) \(^55\) \(^56\) \(^57\) \(^58\) \(^59\) \(^60\) \(^61\) \(^62\) \(^63\) \(^64\)
time non-commutative gauge theories \cite{64}. Finally, it was shown that this formalism can be used in the analysis of the perturbative reduced phase space and computation of the reduced Hamiltonian \cite{61,62}. Here, the procedure was demonstrated on the p-adic string theory and the string field theory.

Hamiltonian formulation of the infinite derivative gravity is a very challenging task.\footnote{There were some attempts to develop the Hamiltonian formalism for the full infinite derivative gravity in the literature, e.g., \cite{63,64}. However, these approaches rely on infinite-dimensional generalization of the Ostrogradsky’s formulas for canonical variables. In the (1+1)-dimensional formalism, on the other hand, only the standard definitions of canonical variables are used. Furthermore, in \cite{63} the number of degrees of freedom was deduced from an indeterminate expression that was not evaluated by taking a proper limit.} In this paper, we restrict ourselves to a very simple scalar field model of the infinite derivative gravity and analyze its reduced phase space. The theory is constructed by perturbing the full action around the Minkowski background and assuming the scaling symmetry of equations of motion. We rewrite the theory in the (1+1)-dimensional Hamiltonian formalism with constraints. By solving the second-class constraints we analyze the reduced phase space of the free theory and discuss the illustrative example where the phase space becomes infinite-dimensional. Considering the expansion of the solutions in the coupling constant, we compute the reduced Hamiltonian for the theory with the interaction term.

The paper is organized as follows: In Section II we review the (1+1)-dimensional Hamiltonian formalism for non-local theories and discuss its limitations. In Section III we introduce a scalar field model of infinite derivative gravity. In Section IV we compute the perturbative Hamiltonian for the theory with the interaction term, and discuss an example of a theory leading to an infinite-dimensional phase space. The paper is concluded with a brief summary of the results in Sec. VI Appendix A contains a supplementary proof of the second-class character of the constraints.

II. HAMILTONIAN FORMALISM FOR NON-LOCAL THEORIES

We begin by reviewing the (1+1)-dimensional Hamiltonian formalism for non-local theories following the works of \cite{58,59}. In addition, we comment on the limitations of this method and explain what types of non-local expressions are allowed by the formalism. We describe the formalism for single-variable systems. However, the extensions to multiple variables or field theories (with additional spatial dimensions) are also possible and they require minimal changes in formulas. We also briefly summarize necessary definitions of Dirac’s procedure for constrained system \cite{67,68} (see also \cite{69,70}) and describe the methods of constructing the reduced phase space using the (1+1)-dimensional Hamiltonian formalism \cite{61,62}.

A. Non-local Lagrangians

Consider a system with a single variable \( q(t) \) described by an action

\[
S[q] = \int_{\mathbb{R}} dt \, L
\]

with the Lagrangian \( L \). In standard local theories, \( L \) is a function of \( q(t) \) and its finitely many derivatives at time \( t \),

\[
L = L(q(t), \dot{q}(t), \ldots, q^{(k)}(t))
\]

In non-local theories, on the other hand, \( L \) involves the dependence on variable \( q \) at different times as well. Here, we will focus on Lagrangians that can be regarded as functionals \( L = L[q(t)] \) of the whole history of \( q \) taking the particular form

\[
L = L[q(t+s)]
\]

This means that \( L \) is a \( t \)-dependent functional of a function \( q \) that can only contain the expressions depending on \( q(t+s) \), \( s \in \mathbb{R} \).

This form includes the standard local terms with a finite number of derivatives as well as certain types of non-local terms such as the integrals over expressions with \( q(t+s) \) or certain expressions with an infinite number of derivatives of \( q(t) \). The reason is because differential operators \( D(\partial_t) \) given by an analytic function \( D(z) \) acting on \( q(t) \) can be often rewritten as a convolution with an integral kernel \( K(s) \),

\[
D(\partial_t)q(t) = \int_{\mathbb{R}} ds \, q(t+s)K(s)
\]

which has the dependence of the form Eq. \( \text{2.3} \). Equality Eq. \( \text{2.3} \) is generally expected to hold whenever the convolution exists, but it should be checked for each case separately, see for example \cite{43,71}. It can be derived, for example, by repeated use of the Fourier transform:\footnote{Our convention for the Fourier transform is:
\[
\mathcal{F}[f](k) = \int_{\mathbb{R}} dt \, f(t)e^{-ikt}, \quad \mathcal{F}^{-1}[f](t) = \frac{1}{2\pi} \int_{\mathbb{R}} dk \, f(k)e^{ikt}.
\]}

\[
D(\partial_t)q(t) = \frac{1}{2\pi} \int_{\mathbb{R}} dk \, D(ik)\mathcal{F}[q](k)e^{ikt}
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}} dk \, D(ik) \int_{\mathbb{R}} ds \, q(s)e^{ikt-s}
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}} ds \int_{\mathbb{R}} dk \, D(-ik)e^{iks}q(t+s)
\]

Therefore, non-local terms are introduced and analyzed in this paper.
which gives an explicit formula for the integral kernel,
\[ K(s) = \mathcal{F}^{-1}[D(-ik)](s). \] (2.6)

Let us mention a few interesting examples of differential operators and their integral kernels,
\[
\begin{align*}
D(\partial_t) &= \partial_t^2, & K(s) &= (-1)^2\delta^{(2)}(s), \\
D(\partial_t) &= e^{at}, & K(s) &= \delta(s-a), \\
D(\partial_t) &= e^{a\partial_t}, & K(s) &= \frac{1}{s^2-a}\left[e^{-\frac{s^2}{2a}}\right], \\
D(\partial_t) &= e^{a\partial_t^2}, & K(s) &= \frac{1}{s^2-2a}\left[e^{-\frac{s^2}{2a}}\right], \\
D(\partial_t) &= \sin(\partial_t^2), & K(s) &= \frac{1}{2\sqrt{s^2+1}}\left[\sin(\frac{s^2}{2})-\cos(\frac{s^2}{2})\right].
\end{align*}
\] (2.7)

The first example is the \(l\)th derivative \(q^{(l)}(t)\). The second one is the shift operator in time corresponding to \(q(t+a)\). The third operator appears in the effective models of p-adic string theory and the fourth one in string field theory. The last case is an example of \(D(z)\) with infinite zeros in the complex plane. (This operator will be studied in Sec. IV.C.)

If the differential operator is not of the form \(D(\partial_t)\), but contains the explicit temporal dependence, it seems unlikely that it could be expressed by means of \(q(t+s)\). For instance, let us consider the operator \(e^{at}\partial_t\). When acting on \(q(t)\), this operator scales the time by a constant \(e^t\), \(e^{at}\partial_t q(t) = q(e^t)\), instead of shifting it. Therefore, this non-locality is of a different type than what is assumed in Eq. (2.3). It may be possible to change the time coordinate and bring the expression to the form Eq. (2.4).

For example, \(e^{at}\partial_t q(t)\) is just the time shift \(e^{at}q(t)\) of the redefined function \(\tilde{q}(\tilde{t}) = q(e^\tilde{t})\) in the re-scaled coordinate \(\tilde{t} = \log t\). However, such a transformation is beneficial only if it does not create unwanted non-localities in other parts of the Lagrangian.

Let us focus on the equations of motion for \(q\). Using the chain rule for functional derivatives on the composed functional Eq. (2.21) with Eq. (2.20), the Euler–Lagrange equations can be rewritten in the form
\[ 0 = \frac{\delta S}{\delta q(t)} = \int ds \frac{\delta L(s)}{\delta q(t)}. \] (2.8)

Due to the presence of non-local expressions possibly containing infinite number of derivatives, it is problematic to interpret the Euler–Lagrange equations as standard evolutionary equations for \(q\) from initial data. They should be thought of as the functional relations constraining the whole function \(q\) instead. Denoting the space of all possible trajectories \(q(t)\) by \(\mathcal{J}\), Eq. (2.8) define the subspace of the physical trajectories \(\mathcal{J}_{\text{phys}} \subset \mathcal{J}\).

The equations of motion Eq. (2.8) are usually very difficult to solve. However, if they can be recast into linear equations of the form
\[ D(\partial_t)q(t) = j(t), \] (2.9)
then the problem can be solved completely, see Refs. 49–52. As shown in Ref. 10, the full solution of (2.9) can be found by means of the Laplace transform and the Cauchy integral theorem. The number of independent solutions is completely determined by the pole structure of \(D(z)^{-1}\). This is because the operator \(D(\partial_t)\) in the Laplace space read\[ D(\partial_t)q(t) = \frac{1}{2\pi i} \int_C D(z)\mathcal{L}[q](z)e^{zt}dz, \] (2.10)
where the terms \(q^{(l)}(0)\) are dropped as they can be absorbed into the arbitrary integration constants.

Each pole then contributes by a number of constants (independent solutions) that is equal to its multiplicity.

B. \((1+1)\)-dimensional Hamiltonian formalism

Let us consider the field quantities \(Q\) that depend on an additional coordinate \(s \in \mathbb{R}\), \(Q = Q(t,s)\). We will denote the derivatives with respect to \(t\) and \(s\) by \(\dot{F} = \partial_t F\) and \(F^s = \partial_s F\). The \((1+1)\)-dimensional Hamiltonian formalism uses the definition of the Hamiltonian
\[ H[Q, P](t) = \int_\mathbb{R} ds \int_\mathbb{R} ds P(t,s)Q'(t,s) - \mathcal{L}[Q](t), \] (2.11)
where \(P(t,s)\) is the canonical momenta of \(Q(t,s)\). The functional \(\mathcal{L}\) is obtained from the Lagrangian \(L\) by replacing \(q(t+s)\) with \(Q(t,s)\),
\[ \mathcal{L}[Q](t) = L[q(t)]|_{q(t+s)=Q(t,s)}, \quad s \in \mathbb{R}. \] (2.12)

This substitution effectively changes all non-local terms into the corresponding terms that are local in time \(t\). Therefore, the Hamiltonian Eq. (2.11) defines an ordinary field theory that is local in time \(t\). For instance, the

\[ \mathcal{L}[f](z) = \int_0^\infty f(t)e^{-zt} dt, \quad \mathcal{L}^{-1}[f](t) = \int_0^\infty \frac{1}{C} f(z)e^{zt}dz, \] (2.14)

where \(t \geq 0\) and \(C\) encloses all the poles of the integrand.

\[ \delta F[f; g] = \frac{dF[f + \epsilon g]}{dx} \bigg|_{\epsilon=0} = \int dx \frac{\delta F[f]}{\delta f(x)} \delta f(x), \]

where \(\delta F[f; g]\) denotes the variation and \(\frac{\delta F[f]}{\delta f(x)}\) is the functional derivative.
non-local expressions of the form \(D(\partial_t)q(t)\) are replaced by local-in-time terms (cf. Eq. (2.14))

\[
D(\partial_t)q(t)\bigg|_{q(t+s)=Q(t,s)} = \int d_s Q(t,s)K(s) = D(\partial_s)Q(t,0) .
\]  

The phase space is defined as the cotangent bundle of all possible trajectories \(\mathcal{S} = T^* \mathcal{J}\) with the symplectic 2-form given by

\[
\Omega = \int d_s dQ(t,s) \wedge dP(t,s) .
\]  

The corresponding Poisson bracket of two phase-space observables \(F = F[Q, P]\) and \(G = G[Q, P]\) is

\[
\{F, G\} = dF \cdot \Omega^{-1} \cdot dG = \int d_s \left[ \frac{\delta F}{\delta Q(t,s)} \frac{\delta G}{\delta P(t,s)} - \frac{\delta F}{\delta P(t,s)} \frac{\delta G}{\delta Q(t,s)} \right] .
\]

Hamilton’s equations for (2.11) are given by

\[
\dot{Q}(t,s) = \frac{\delta H(t)}{\delta P(t,s)} = Q'(t,s) ,
\]

\[
\dot{P}(t,s) = -\frac{\delta H(t)}{\delta Q(t,s)} = P'(t,s) + \frac{\delta \hat{L}(t)}{\delta Q(t,s)} ,
\]

where the first equation implies that \(Q(t,s)\) is a function of the sum \(t + s\), which is identified with \(q(t+s)\). The second equation does not lead to further restrictions on \(Q(t,s)\), meaning that the theory described by \(H[Q, P]\) is not fully equivalent to the original theory associated with \(L[q]\).

As shown in Refs. 58, 59, the equivalent theory is obtained by restricting to the subspace \(\mathcal{S}_c \subset \mathcal{S}\) defined by the primary constraint

\[
\Phi(t,s) = P(t,s) - \int d\tilde{s} \chi(s,-\tilde{s}) \frac{\delta \hat{L}(t,\tilde{s})}{\delta Q(t,\tilde{s})} \approx 0 , \tag{2.17}
\]

where \(\chi(s,r) = \begin{cases} \text{sgn}(s) + \text{sgn}(r) & \text{if } s \neq 0, r \neq 0, \\ 0 & \text{otherwise} \end{cases}\) and \(\hat{L}(t,s)\) is a density-type functional

\[
\hat{L}[Q](t,s) = L[q](t)\big|_{q(t+s)=Q(t,\tilde{s}+s)} , \quad \tilde{s} \in \mathbb{R} . \tag{2.18}
\]

Similar to (2.13), the non-local operators in this expression are replaced by local-in-time operators,

\[
D(\partial_t)q(t)\bigg|_{q(t+s)=Q(t,\tilde{s}+s)} = D(\partial_s)Q(t,s) . \tag{2.19}
\]

Note that \(\hat{L}[Q](t) = \hat{L}[Q](t,0)\), which appears in the prescription for the Hamiltonian Eq. (2.11). The constraint Eq. (2.17) is called the momentum constraint because it is associated with the definition of \(P(t,s)\).

The consistency condition of the momentum constraint with the Hamiltonian evolution \(\Phi \approx 0\) generates the secondary constraint

\[
\Psi(t,s) = \int d\tilde{s} \frac{\delta \hat{L}(t,\tilde{s})}{\delta Q(t,\tilde{s})} \approx 0 , \tag{2.20}
\]

which is referred to as the Euler–Lagrange constraint because it corresponds to the Euler–Lagrange equation (2.8) when \(Q(t,s)\) is replaced by \(q(t+s)\). This also establishes the equivalence between the dynamics of the Hamiltonian system with \(H[Q, P]\) and the space of physical trajectories \(\mathcal{J}_{\text{phys}}\) defined by the original non-local Lagrangian \(L[q]\). When applied to the local theories with a finite number of derivatives, this formalism reproduces the Ostrogradsky’s construction 48, see 58, 59.

C. Reduced phase space

Arbitrary set of constraints can be always split into two classes. The first-class constraints are such that their Poisson brackets with all other constraints weakly vanish. These constraints generate the gauge transformations (ignoring the cases when the Dirac’s conjecture does not hold), which indicates that there is more than one set of canonical variables corresponding to a given physical state.

The constraints that are not of the first class are called the second-class constraints\(\footnote{As it is standard in Dirac’s procedure for constrained systems, we use the weak equality denoted by \(\approx\) to emphasize that the equation holds only on the constrained surface. The usual equality (with the standard sign \(=\)) is called the strong equality and means that the equation holds everywhere in the phase space.} These constraints are usually treated by replacing the standard Poisson bracket with the Dirac bracket.

In this paper, we focus on the examples for which all constraints (momentum and Euler–Lagrange for various \(s\)) form a second-class set. This means that the a pair of canonical variables \(Q(t,s)\) and \(P(t,s)\) that satisfies the constraints uniquely determines only one physical state. In this case, the matrix composed of all Poisson brackets of constraints with continuous indices \(s\) and \(\tilde{s}\) (and suppressed \(t\)-dependence),

\[
C(s,\tilde{s}) = \begin{bmatrix} \{\Psi(s),\Psi(\tilde{s})\} & \{\Psi(s),\Phi(\tilde{s})\} \\ \{\Phi(s),\Psi(\tilde{s})\} & \{\Phi(s),\Phi(\tilde{s})\} \end{bmatrix} , \tag{2.21}
\]

has a maximal rank, so it can be inverted to find \(C^{-1}\) by means of

\[
\int d\tilde{s} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \delta(s-\tilde{s}) . \tag{2.22}
\]

\footnote{Do not confuse with the classification of primary and secondary constraints, which refers to the manner in which the constraints are generated from consistency with the Hamiltonian evolution.}
The Dirac bracket is then defined by the relation
\[
\{F, G\}^\ast = \{F, G\} - \int_R \int_R d\tilde{s} \int_R \tilde{F}(s) \cdot C^{-1}(s, \tilde{s}) \cdot \tilde{G}(\tilde{s}) \,.
\]
\[
\tilde{F}(s) = \{[F, \Psi(s)] \{F, \Phi(s)\}\}, \quad \tilde{G}(\tilde{s}) = \\left\{\\{\Psi(\tilde{s}) \, G\}, \{\Phi(\tilde{s}) \, G\}\right\}.
\]
(2.23)

Since all the equations of the theory can be reformulated in terms of Dirac brackets, the second-class constraints effectively become strong equations expressing relation between canonical variables. This is because when working with Dirac brackets, we can set the second-class constraints equal to zero before evaluating the bracket. By solving the second-class constraints, we can entirely eliminate the redundant variables and, thus, determine the reduced phase space. The number of degrees of freedom of the theory is then equal to the half of the number of dimensions of the reduced phase space.

There are two different approaches to solving the second-class constraints and analyzing the reduced phase space [61, 62]:

1. Solve the Euler–Lagrange constraint \(Ψ \approx 0\), determine the momenta from \(\Phi = 0\), and find the expression for the symplectic 2-form on the constrained surfaces.

2. Expand the components in the Taylor frame Eqs. (A.3) and (A.4), find appropriate pairings between constraints \(\Psi^k\) and \(\Phi_l\) that eliminate the corresponding canonical pairs \((q^l, p_j)\).

In this paper, we will focus on the former approach. The examples of both methods can be found in [61].

III. SCALAR FIELD MODEL OF INFINITE DERIVATIVE GRAVITY

It was shown in [23, 27, 72] that the most general four-dimensional parity-invariant, torsion-free gravity action that is quadratic in curvature can be written in a rather compact form
\[
S_{QG}[g_{\mu\nu}] = \frac{1}{2\kappa^2} \int_M \sqrt{-g} \left[ R + \frac{1}{2} (\mathcal{R}_i(\square) \mathcal{R} \right.
\left. + \mathcal{R}_{\mu\nu} \mathcal{F}_2(\square) R^{\mu\nu} + \mathcal{R}_{\mu\nu\lambda\rho} \mathcal{F}_3(\square) R^{\mu\nu\lambda\rho}) \right],
\]
(3.1)
where \(\kappa = \sqrt{8\pi G}\) and the form-factors \(\mathcal{F}_i(\square)\) are differential operators given by arbitrary analytic functions of d’Alembertian \(\square = \nabla_{\mu} \nabla^\mu\). Such actions are non-local if at least one form-factor is a non-polynomial function. In order for the theory to be ghost-free on the Minkowski background, the form factors are must satisfy: \(2\mathcal{F}_1(\square) + \mathcal{F}_2(\square) + 2\mathcal{F}_3(\square) = 0\), see Ref. [23].

Furthermore, we assume that the combination [23]
\[
a(-\square) \equiv 1 - \mathcal{F}_1(\square) \square = 1 + \frac{1}{2} \mathcal{F}_2(\square) \square
\]
(3.2)
is an arbitrary entire function with no zeros in the complex plane satisfying \(a(0) = 1\) that can be expanded to all orders as
\[
a(z) = 1 + \sum_{k=1}^\infty a_k z^k, \quad a_k = \frac{a^{(k)}(0)}{k!}.
\]
(3.3)

This ensures that the theory has the same number of dynamical degrees of freedom as general relativity and it reproduces the Einstein–Hilbert action in the local limit \(a(z) \to 1\). The higher derivatives are suppressed by the scale of non-locality \(M_s\) which is implicitly included in the coefficients \(a_k \propto 1/M_s^{2k}\). With these assumptions, we can rewrite the action as
\[
S_{QG}[g_{\mu\nu}] = \frac{1}{2\kappa^2} \int_M \sqrt{-g} \left[ R - g_{\mu\nu} \frac{1 - a(-\square)}{\square} R^{\mu\nu} \right],
\]
(3.4)
which belongs to the class of theories of the infinite derivative gravity. Here, \(g_{\mu\nu} = R^{\mu\nu} - \frac{1}{2} R g_{\mu\nu}\) is the Einstein tensor.

By perturbing this action around the Minkowski background,
\[
g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu},
\]
(3.5)
we can find that this theory is ghost-free and the only propagating degree of freedom is the massless spin-2 graviton. Indeed, the only pole of the propagator in the Fourier space,
\[
\Pi(k) = \frac{\Pi_{GR}(k)}{a(k^2)},
\]
(3.6)
is the pole \(k^2 = 0\) corresponding to the graviton propagator of general relativity \(\Pi_{GR}(k)\) because \(a(k^2)\) has no zeros in the complex plane [23].

Obviously, the complicated action Eq. (3.1) is still way beyond the scope of applicability of the Hamiltonian formalism discussed in Sec. III. Note that we are forced to work with perturbative analysis because the formalism is not covariant and one cannot transform the non-local

---

9 We should stress that the term involving \(\mathcal{F}_3\) can be always neglected if one is interested in the second order metric perturbations, however, it contributes to the third order expansion.

10 The current bound on \(M_s\) is \(\geq 0.004\, eV\). The constraint arises from the deviation of Newton’s \(1/r\) potential in torsion-based experiments [39].
terms in the action to the form Eq. (2.4) for a general metric $g_{\mu\nu}$. These coordinates might exist only for very special geometries such as the ultra-static spacetimes where $\Box = -\partial_t^2 + \Delta$, with $\Delta$ being the Laplacian of the spatial part of the metric.

The perturbative expansion of the action around the Minkowski background contains many terms with a complicated tensorial structure. To keep the problem manageable we focus on the terms involving only the trace $h^\mu_\mu$ and construct a scalar field theory for $\phi = h^\mu_\mu$ whose equations of motion enjoy the same scaling symmetry as Einstein’s equations. Such scalar field models of infinite derivative gravity were studied in [33, 78–80]. We follow [33] where the scalar field action was constructed by examining all possible terms of the third order metric perturbations of (3.3). Keeping the trace terms only, it was found that the free part $S_{\text{free}}$ and the interaction part $S_{\text{int}}$ of the scalar field action $S = S_{\text{free}} + S_{\text{int}}$ should take the following form:

$$S_{\text{free}}[\phi] = \frac{1}{2} \int d^4 x \phi a(\square)\Box \phi,$$

$$S_{\text{int}}[\phi] = \kappa \int d^4 x \left( \alpha_1 \phi \partial_\mu \phi \partial^\mu \phi + \alpha_2 \Box \phi a(\square)\Box \phi + \alpha_3 \phi \partial_\mu \phi \partial^\mu \phi \right),$$

where $\Box = \partial_\mu \partial^\mu$.

Unfortunately, the particular values of constants $\alpha_i$ are technically quite difficult to find. An alternative method (proposed in [33]) is to specify the coefficients $\alpha_i$ by demanding the equation of motion to have the same scaling symmetry $g_{\mu\nu} \rightarrow (1 + \epsilon)g_{\mu\nu}$ as Einstein’s equations. This translates into the transformation of the scalar field

$$\phi \rightarrow \tilde{\phi} = (1 + \epsilon)\phi + \epsilon \kappa^{-1}.$$

Since the transformations that scale the action leave the equations of motion invariant, we look for the coefficients $\alpha_i$ satisfying

$$\delta S[\phi; \delta_\epsilon \phi] \propto S[\phi],$$

where we denoted

$$\delta_\epsilon \phi = (\tilde{\phi} - \phi) / \epsilon = \phi + \epsilon \kappa^{-1}.$$

It is useful to split the action Eq. (3.7) into local and non-local parts $S = S_{\text{loc}} + S_{\text{n-l}}$ and demand the proportionality for both cases with the same constant. We obtain the following relations:

$$\alpha_1 = \alpha_2 = \alpha_3 + \frac{1}{2}.$$  

We should stress that only the local part $S_{\text{loc}}$ is specified uniquely by this method. The non-local part $S_{\text{n-l}}$ still depends on one parameter. For simplicity, we choose

$$\alpha_1 = 0, \quad \alpha_2 = 0, \quad \alpha_3 = -\frac{1}{2},$$  

which gives rise to the action

$$S[\phi] = \frac{1}{2} \int d^4 x \phi a(\square)\Box \phi + \frac{\kappa}{4} \int d^4 x \phi^2 a(\square)\Box \phi.$$

The computations presented in the next section could be extended to other choices of $\alpha_i$.

In what follows, we will focus on the spatially homogeneous fields $\phi = \phi(t) \equiv q(t)$. Ignoring the spatial derivatives and re-scaling the action by $\int d^3 x$, we arrive at the non-local Lagrangian for a single variable $q(t)$,

$$L[q](t) = \frac{1}{2} q(t) a(\partial_t^2)\dot{q}(t) - \frac{\kappa}{4} q(t)^2 a(\partial_t^2)\dot{q}(t),$$

for which we compute the Hamiltonian using the (1+1)-dimensional formalism.

### IV. COMPUTATION OF HAMILTONIAN

Employing the formalism of Sec. II we compute the Hamiltonian for the scalar field model introduced in Sec. III. To provide a simple starting point, we begin at the level of the free theory where the non-locality does not play a significant role. Then we move on to the theory with interactions and compute the perturbative Hamiltonian. Finally, we study an example of a free theory leading to an infinite-dimensional reduced phase space.

#### A. Free theory

We start with the free theory given by the first term in Eq. (3.14). The time-localized density-type functional $\hat{L}[Q](t,s)$ for the (1+1)-dimensional field $Q(t,s)$ reads

$$\hat{L}[Q](t,s) = -\frac{1}{2} Q(t,s) a(\partial^2_s)Q''(t,s),$$

where we used the rule Eq. (2.19).

For our calculations it is useful to have the functional derivative of $\hat{L}(t,s)$,

$$\frac{\delta \hat{L}(t,s)}{\delta Q(t,s)} = -\frac{1}{2} \delta(s - \tilde{s}) a(\partial^2_s)Q''(t,s)$$

$$-\frac{1}{2} Q(t,s) a(\partial^2_s)\delta''(s - \tilde{s}).$$

11 The authors of [33, 78, 80] studied the theory corresponding to the choice $\alpha_1 = \alpha_2 = -\alpha_3 = 1/4$. In our computation we have found that we can simplify the interaction term by making a judicious choice of $\alpha$.  
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By integrating this expression (see Eq. (2.20)) we obtain the Euler–Lagrange constraint,
\[ \Psi(t, s) = -a(\partial_s^2)Q''(t, s) \approx 0. \] (4.3)
Employing the identity
\[ \chi(s, -\tilde{s})\delta^{(n)}(\tilde{s} - s) = \sum_{k=0}^{n-1} (-1)^k \delta^{(k)}(s) \delta^{(n-k-1)}(\tilde{s}), \] (4.4)
we can obtain the momentum constraint (see Eq. (2.17)),
\[ \Phi(t, s) = P(t, s) - \frac{1}{2} \sum_{k,j=0}^{\infty} a_{k+j}Z^{k,j}[Q](t, s) \approx 0, \] (4.5)
where
\[ Z^{k,j}[Q](t, s) = Q^{(2k+1)}(t, 0) \delta^{(2j)}(s) + Q^{(2k)}(t, 0) \delta^{(2j+1)}(s). \] (4.6)

At this point, we should check that the constraints \( \Psi(t, s) \) and \( \Phi(t, s) \) form a second-class set. This is done in Appx. [A] by expanding the constraints and variables in the Taylor basis and computing the matrix Eq. (2.21).

The linear differential equation Eq. (4.3) can be solved exactly. As we discussed in Sec. [IIA], the number of independent solutions of such equations is determined by the pole structure of the function \( 1/(a(z^2))z^2 \), which is the same as \( 1/z^2 \) because \( a(z^2) \) has no zeros in the complex plane. This means that all solutions of the Euler–Lagrange constraint Eq. (4.3) are also the solutions of a simpler constraint,
\[ \tilde{\Psi}(t, s) = Q''(t, s) \approx 0, \] (4.7)
which is solved by the linear function
\[ Q(t, s) = q_0(t) + q_1(t)s. \] (4.8)
Inserting this expression in the momentum constraints Eq. (4.5), we find
\[ P(t, s) = \frac{1}{2}q_1(t) \sum_{j=0}^{\infty} a_j \delta^{(2j)}(s) + \frac{1}{2}q_0(t) \sum_{j=0}^{\infty} a_j \delta^{(2j+1)}(s). \] (4.9)

Therefore, we have shown that the phase-space variables \( (Q, P) \) are described solely in terms of \( q_0 = q \) and \( q_1 = \dot{q} \). These quantities can be used to parametrize the reduced phase space of the system. Employing the relations Eqs. (2.11), (2.14), (4.8), and (4.9), we obtain the reduced Hamiltonian and the symplectic 2-form,
\[ H_{\text{red}} = \frac{1}{2} \dot{q}^2, \quad \Omega_{\text{red}} = dq \wedge d\dot{q}. \] (4.10)
We can see from the form of the symplectic 2-form that the reduced phase space is two-dimensional. Thus, the theory has one degree of freedom. This confirms the expected result obtained by the inspection of the propagator. The system is dynamically equivalent to the original Lagrangian without the non-local operator, \( L = -\frac{1}{2} \dot{y}^2 \).

Note that we could alternatively obtain the same results by using more general formulas
\[ H_{\text{red}} = \frac{1}{2} \sum_{k,j=0}^{\infty} a_{k+j}(Q_{s=0}^{(2k+1)}Q_{s=0}^{(2j+1)} - Q_{s=0}^{(2k)}Q_{s=0}^{(2j+2)}), \]
\[ \Omega_{\text{red}} = \sum_{k,j=0}^{\infty} a_{k+j}dQ_{s=0}^{(2k)} \wedge dQ_{s=0}^{(2j+1)}, \] (4.11)
where \( Q_{s=0} \) are the solutions of a cubic interaction term. Using the rule Eq. (4.13), we find
\[ \tilde{\Psi}(t, s) = -\frac{1}{2}Q(t, s)a(\partial_s^2)Q''(t, s) - \frac{\kappa}{4}Q(t, s)^2a(\partial_s^2)Q''(t, s). \] (4.12)

Its functional derivative reads
\[ \frac{\delta \tilde{\Psi}(t, s)}{\delta Q(t, \tilde{s})} = -\frac{1}{2}\delta(s - \tilde{s})a(\partial_s^2)Q''(t, s) \]
\[ -\frac{1}{2}Q(t, s)a(\partial_s^2)\delta''(s - \tilde{s}) \]
\[ -\frac{\kappa}{2}Q(t, s)\delta'(s - \tilde{s})Q''(t, s) \]
\[ -\frac{\kappa}{4}Q(t, s)^2a(\partial_s^2)\delta''(s - \tilde{s}). \] (4.13)
This expression can be integrated to obtain the Euler–Lagrange constraints with the additional non-linear terms in \( Q \),
\[ \Psi(t, s) = -a(\partial_s^2)Q''(t, s) - \frac{\kappa}{2}Q(t, s)a(\partial_s^2)Q''(t, s) \]
\[ -\frac{\kappa}{4}a(\partial_s^2)^2Q(t, s)^2 \approx 0. \] (4.14)
With the help of the identity Eq. (4.12), we find momentum constraint
\[ \Phi(t, s) = P(t, s) - \frac{1}{2} \sum_{k,j=0}^{\infty} a_{k+j}Z^{k,j}[Q](t, s) \]
\[ -\frac{\kappa}{4} \sum_{k,j=0}^{\infty} a_{k+j}Z^{k,j}[Q^2](t, s) \approx 0, \] (4.15)
where \( Z^{k,j} \) is the functional defined in Eq. (4.10). The interaction term does not change the second-class character of the constraints \( \Psi(t, s) \) and \( \Phi(t, s) \).

B. Interaction term

Let us consider the Lagrangian Eq. (3.14) with the cubic interaction term. Using the rule Eq. (2.19), we can write the functional \( \tilde{L}[Q](t, s) \) of the \( (1+1) \)-dimensional Hamiltonian formalism as
\[ \tilde{L}[Q](t, s) = -\frac{1}{2}Q(t, s)a(\partial_s^2)Q''(t, s) - \frac{\kappa}{4}Q(t, s)^2a(\partial_s^2)Q''(t, s). \] (4.12)

Its functional derivative reads
\[ \frac{\delta \tilde{L}(t, s)}{\delta Q(t, \tilde{s})} = -\frac{1}{2}\delta(s - \tilde{s})a(\partial_s^2)Q''(t, s) \]
\[ -\frac{1}{2}Q(t, s)a(\partial_s^2)\delta''(s - \tilde{s}) \]
\[ -\frac{\kappa}{2}Q(t, s)\delta'(s - \tilde{s})Q''(t, s) \]
\[ -\frac{\kappa}{4}Q(t, s)^2a(\partial_s^2)\delta''(s - \tilde{s}). \] (4.13)
This expression can be integrated to obtain the Euler–Lagrange constraints with the additional non-linear terms in \( Q \),
\[ \Psi(t, s) = -a(\partial_s^2)Q''(t, s) - \frac{\kappa}{2}Q(t, s)a(\partial_s^2)Q''(t, s) \]
\[ -\frac{\kappa}{4}a(\partial_s^2)^2Q(t, s)^2 \approx 0. \] (4.14)
With the help of the identity Eq. (4.12), we find momentum constraint
\[ \Phi(t, s) = P(t, s) - \frac{1}{2} \sum_{k,j=0}^{\infty} a_{k+j}Z^{k,j}[Q](t, s) \]
\[ -\frac{\kappa}{4} \sum_{k,j=0}^{\infty} a_{k+j}Z^{k,j}[Q^2](t, s) \approx 0, \] (4.15)
where \( Z^{k,j} \) is the functional defined in Eq. (4.10). The interaction term does not change the second-class character of the constraints \( \Psi(t, s) \) and \( \Phi(t, s) \).
Due to the non-linear terms in Eq. (4.14) we must resign to the perturbative approach in the coupling constant $\kappa$ to solving the Euler–Lagrange constraint. However, let us first discuss the solution of the local limit $a(\partial^2_s) \to 1$ (i.e., $a_k \to 0, k > 0$). The differential equation Eq. (4.14) reduces to

$$Q'' + \kappa Q' + \frac{\kappa}{2}(Q')^2 = 0,$$

which has an exact solution

$$Q_{loc}(t, s) = \left(\kappa^{-1} + q_0(t)\right)^{-\frac{1}{2}} \left(\kappa^{-1} + g_0(t) + \frac{3}{2}q_1(t)s\right)^{\frac{1}{2}} - \kappa^{-1},$$

with two arbitrary functions $q_0(t), q_1(t)$. Since all derivatives of this function can be continuously extended to $\kappa = 0$, it seems reasonable to restrict ourselves to the solutions of the non-local problem that also admit smooth expansion in the coupling constant $\kappa$.

Following Ref. [58], we define the perturbative solution of Eq. (4.14) as a power series

$$Q(t, s) = \sum_{k=0}^{\infty} \kappa^k Q_k(t, s),$$

such that the initial data are given by a set of arbitrary functions $q_0(t)$ and $q_1(t)$,

$$Q_k(t, 0) = \delta_k^0 q_0(t), \quad Q_k'(t, 0) = \delta_k^0 q_1(t),$$

and the coefficients $\Psi_k(t, s)$ of series

$$\Psi(t, s) = \sum_{k=0}^{\infty} \kappa^k \Psi_k(t, s),$$

all vanish for such functions $Q(t, s)$. Inserting Eq. (4.18) in Eq. (4.14) we can write the equations for $Q_k(t, s)$ as

$$\Psi_k = -a(\partial^2_s)Q_k' - \frac{1}{2} \sum_{m=0}^{k-1} Q_m a(\partial^2_s)Q_k'_{m-1} - \frac{1}{4} \sum_{m=0}^{k-1} a(\partial^2_s)\partial^2_s (Q_m Q_{k-m-1}) \approx 0.\quad (4.21)$$

Recall that for $Q_0$ corresponding to $\Psi_0$, the general solution of Eq. (4.18) was a solution of a much simpler equation Eq. (4.17). This can be generalized to the constraints $\Psi_k$ with $k > 0$ as well because the differential equations Eq. (4.21) are of the form Eq. (4.18) with the non-vanishing right-hand side given by $Q_j$ with $j < k$ (see Eq. (4.20)). A general solution of the constraints Eq. (4.21) is equivalent to the solution of non-homogeneous equations,

$$\Psi_k = Q_k' + \frac{1}{2} \sum_{m=0}^{k-1} \frac{1}{a(\partial^2_s)} (Q_m a(\partial^2_s)Q_k'_{m-1}) + \frac{1}{4} \sum_{m=0}^{k-1} \partial^2_s (Q_m Q_{k-m-1}) \approx 0.\quad (4.22)$$

Here, the operator $1/a(\partial^2_s)$ is given by the analytic function $1/a(z)$. Its coefficients can be generated from the expansion around $z = 0$,

$$\frac{1}{a(z)} = \sum_{k=0}^{\infty} \frac{(1/a)^{(k)}(0)}{k!} z^k = 1 - a_1 z + (a_1^2 - a_2) z^2 + \ldots .\quad (4.23)$$

Solving Eq. (4.22) iteratively and taking into account initial conditions Eq. (4.19), we arrive at the perturbative solution of the Euler–Lagrange constraint Eq. (4.14),

$$Q(t, s) = q_0(t) + q_1(t)s - \frac{\kappa}{2} q_1(t)^2 s^2 + \frac{\kappa}{2} q_1(t)^2 \left(\frac{3}{2} q_0(t) + \frac{3}{2} q_1(t)s\right) q_1(t)^2 - q_0(t)^2 \left(- \frac{1}{4} q_0(t) q_1(t) s - \frac{\kappa}{2} q_1(t)^2 s^2 + \mathcal{O}(\kappa^4)\right).\quad (4.24)$$

This can be compared with the Taylor series of exact local solution Eq. (4.17),

$$Q = Q_{loc} + \frac{9}{16} \kappa^3 q_1(s)^2 + \mathcal{O}(\kappa^4),\quad (4.25)$$

where we explicitly see the first non-local contribution. By inserting Eq. (4.21) in the momentum constraints Eq. (4.15), we obtain

$$P(t, s) = \frac{1}{2} (1 + k q_0(t)) q_1(t) \sum_j a_j \delta_j^{(2)}(s) + \frac{1}{2} (1 + \frac{\kappa}{2} q_0(t)) q_1(t) \sum_j a_j \delta_j^{(2j+1)}(s) - \frac{1}{2} \kappa^2 (1 - k q_0(t)) q_1(t) \sum_j a_j \delta_j^{(2j)}(s) + \frac{1}{2} \kappa (1 + \frac{3}{2} \kappa^2 a_1 q_1(t)^2) q_1(t) \sum_j a_j \delta_j^{(2j+1)}(s) + \frac{3}{2} \kappa^3 q_1(t)^4 \sum_j a_j \delta_j^{(2j+1)}(s) + \mathcal{O}(\kappa^4),\quad (4.26)$$

where we denoted $\sum_j \equiv \sum_{j=0}^{\infty}$.

By this procedure, we constructed the two-dimensional reduced phase space of perturbative solutions that is parametrized by variables $q_0 = q$ and $q_1 = \dot{q}$. The Hamiltonian and the symplectic 2-form might get additional contributions. The first term with the non-local contribution appears in the second order of the coupling constant $\kappa$ in both expressions.

However, we should remind that we restricted ourselves to the lowest-order interaction term in the action. If we included higher-order interactions as well, the Hamiltonian and the symplectic 2-form might get additional contributions. In such situation, we should be more careful with the order of $\kappa$ and write just

$$H_{red} = \frac{1}{2} \dot{q}^2 + \frac{1}{2} \kappa \dot{q} \dot{q}^2 + \mathcal{O}(\kappa^2),$$

$$\Omega_{red} = \left(1 + \kappa \dot{q} + \mathcal{O}(\kappa^2)\right) dq \wedge d\dot{q}.\quad (4.28)$$
which is equivalent to the local case at this order.

C. Theory with infinite degrees of freedom

So far we have considered \( a(z) \) to be an entire function with no zeros in the complex plane. We have shown that the corresponding free theory has one degree of freedom and the phase space is two-dimensional. If this assumption is not satisfied, we can expect the theory to have more degrees of freedom. An interesting case is when the phase space is truly infinite-dimensional.

Let us focus on a particular example of \( a(z) \) with infinite number of zeros,

\[
a(z) = \frac{\sin(z)}{z} = 1 + \sum_{j=1}^{\infty} \frac{(-1)^j z^{2j}}{(2j+1)!} = \prod_{k=1}^{\infty} \left(1 - \frac{z^2}{\pi^2 k^2}\right).
\]

The free part of the Lagrangian \( \mathcal{L}[Q(t, s)] \) in the \((1+1)\)-dimensional language is then

\[
\dot{L}[Q(t, s)] = -\frac{1}{2} Q(t, s) \sin(\partial_z^2 Q(t, s)) \approx 0 \quad (4.30)
\]

Note that this Lagrangian still contains just the kinetic terms and no potential term because the lowest term in expansion of \( \sin(\partial_z^2) \) is \( \partial_z^2 \), cf. Eq. (4.29). Recalling the expressions Eqs. (4.3) and (4.5), which are valid for arbitrary analytic function \( a(z) \), we arrive at the Euler–Lagrange constraint,

\[
\Psi(t, s) = -\sin(\partial_z^2) Q(t, s) \approx 0 \quad (4.31)
\]

and the momentum constraint,

\[
\Phi(t, s) = P(t, s) - \frac{1}{2} \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j+1)!} \sum_{l=0}^{2j} Z^{j,2j-l}[Q](t, s) \approx 0 \quad (4.32)
\]

The constraints \( \Psi(t, s) \) and \( \Phi(t, s) \) are of the second class, see Appx. [A]

We need to find a general solution of the Euler–Lagrange constraint Eq. (4.31). The function \( 1/\sin(z^2) \) has a second-order pole at \( z = 0 \) and infinite number of simple poles at \( z = \pm \sqrt{n} k \) and \( z = \pm i \sqrt{n} k \), \( k \in \mathbb{N} \). Suppressing the \( t \)-dependence, the analyticity of \( \sin(z^2)\mathcal{L}[Q](z) \) implies

\[
\mathcal{L}[Q](z) = \frac{A_0}{z} + \frac{B_0}{z^2} + \sum_{k=1}^{\infty} \left[ \frac{B_k}{z - \sqrt{n} k} + \frac{B_k}{z + \sqrt{n} k} \right]
\]

\[
+ \frac{A_{-k}}{z - i \sqrt{n} k} + \frac{A_{-k}}{z + i \sqrt{n} k},
\]

for some arbitrary constants \( A_j \) and \( B_j \), \( j \in \mathbb{Z} \). After performing the inverse Laplace transform, calculating the integrals by means of the Cauchy integral theorem, and restoring the \( t \)-dependence, we arrive at

\[
Q(t, s) = \alpha_0(t) + \beta_0(t) s + \sum_{k=1}^{\infty} \left[ \frac{\alpha_k(t) + \beta_k(t) e^{\sqrt{n} k s}}{2} + \frac{\alpha_k(t) - \beta_k(t) e^{-\sqrt{n} k s}}{2} \right] \]

\[
+ \alpha_{-k}(t) \cos(\sqrt{n} k s) + \beta_{-k}(t) \sin(\sqrt{n} k s) \quad (4.34)
\]

where \( \alpha_j(t) \) and \( \beta_j(t) \), \( j \in \mathbb{Z} \), are arbitrary functions. The coefficients were chosen in order to get simple expressions for derivatives of \( Q(t, s) \) at \( s = 0 \),

\[
Q^{(2j)}_{s=0} = \alpha_0(\sqrt{n} k)^j + \sum_{k=1}^{\infty} \left[ \alpha_k + (-1)^j \alpha_{-k} \right](\pi k)^j, \quad (4.35)
Q^{(2j+1)}_{s=0} = \beta_0(\sqrt{n} k)^j + \sum_{k=1}^{\infty} \left[ \beta_k + (-1)^j \beta_{-k} \right](\pi k)^{j+\frac{1}{2}}.
\]

Instead of solving the momentum constraint Eq. (4.32) for \( P(t, s) \), we can insert these expressions directly in the general formulas Eq. (4.11). After some algebra, the resulting Hamiltonian and the symplectic 2-form on the reduced phase space get the simple form

\[
H_{\text{red}} = \frac{1}{2} \beta_0^2 + \sum_{k=1}^{\infty} (-1)^k \pi k \left( -\alpha_k^2 + \beta_k^2 + \alpha_{-k}^2 + \beta_{-k}^2 \right),
\]

\[
\Omega_{\text{red}} = d\alpha_0 \wedge d\beta_0 + \sum_{k=1}^{\infty} (-1)^k \left( d\alpha_k \wedge d\beta_k + d\alpha_{-k} \wedge d\beta_{-k} \right). \quad (4.36)
\]

From the symplectic 2-form, we can conclude that the reduced phase space, parametrized by variables \( \alpha_j \) and \( \beta_j \), \( j \in \mathbb{Z} \), is truly infinite-dimensional. Therefore, the theory has infinite number of dynamical degrees of freedom.

V. SUMMARY

In this paper, we studied the non-local scalar field theory Eq. (4.13), which is obtained by metric perturbation of the infinite derivative gravity action Eq. (4.3). The equations of motion are assumed to have the same scaling symmetry as Einstein’s equations. We focused on spatially homogeneous fields.

First, we analyzed the reduced phase space of the free theory with \( a(z) \) being an entire function with no-zeros in the complex plane. We confirmed an expected result that such a system is dynamically equivalent to a local theory with one degree of freedom. Then, we investigated the theory with interactions by expanding the solution in the coupling constant. By iteratively solving the constraints, we computed the perturbative reduced Hamiltonian Eq. (4.27). Finally, we discussed an illustrative example where \( a(z) \) has infinite number of zeros, \( a(z) = \sin(z)/z \). This choice leads to an infinite-dimensional reduced phase space, see Eq. (4.36).

There are many open questions which are hard and require further investigation. For example, we would like
to include the spatially non-homogeneous fields. Also, it would be very interesting to explore the covariant formulation of Hamiltonian construction for non-local theories. This step is necessary for the study of the full action of the infinite derivative gravity.
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Appendix A: Second-class character of constraints

In the following, we demonstrate that the set of Euler–Lagrange and momentum constraints (with the continuous index \( s \))

\[
\Psi(t, s) = -a(\partial_s^2) Q''(t, s) \approx 0 ,
\]

\[
\Phi(t, s) = P(t, s) - \frac{1}{2} \sum_{k,j=0}^{\infty} a_{k+j} Z^{k,j}[Q](t, s) \approx 0 ,
\]

are of the second class for an arbitrary analytic function \( a(z) \) with \( a(0) = 1 \). For this purpose, we have to compute the matrix

\[
C(s, \tilde{s}) = \begin{bmatrix}
\{ \Psi(s), \Psi(\tilde{s}) \} & \{ \Psi(s), \Phi(\tilde{s}) \} \\
\{ \Phi(s), \Psi(\tilde{s}) \} & \{ \Phi(s), \Phi(\tilde{s}) \}
\end{bmatrix}
\]

and determine its rank.

In order to simplify our calculations, we replace the phase-space quantities by their components in the Taylor basis

\[
e_k(s) = (-1)^k \delta^{(k)}(s) ,
\]

\[
e_k(s) = \frac{s^k}{k!} .
\]

Note that \( e_k(s) \) and \( e_k(s) \) satisfy the orthonormality relations

\[
\int_{\mathbb{R}} ds e_k(s)e_l(s) = \delta^k_l ,
\]

\[
\sum_{k=0}^{\infty} e_k(s)e_k(\tilde{s}) = \delta(s - \tilde{s}) .
\]

The Taylor-basis components of the canonical variables are given by the expansions

\[
Q(t, s) = \sum_{k=0}^{\infty} q^k(t)e_k(s) ,
\]

\[
P(t, s) = \sum_{k=0}^{\infty} p_k(t)e_k(s) .
\]

(A5)

The new quantities \( q^k \) and \( p_k \) play a role of the canonical coordinates on the phase space.

The components Euler–Lagrange and momentum constraints read

\[
\Psi(t, s) = \sum_{k=0}^{\infty} \Psi^k(t)e_k(s) ,
\]

\[
\Phi(t, s) = \sum_{k=0}^{\infty} \Phi_k(t)e_k(s) .
\]

(A6)

By inserting the expansions Eq. (A5) in Eq. (2.14), we obtain the expression for the symplectic 2-form,

\[
\Omega = \sum_{k=0}^{\infty} dq^k \wedge dp_k .
\]

(A7)

The inversion of \( \Omega \) provides the formula for the Poisson bracket of two phase-space observables \( F = F(q^l, p_k) \) and \( G = G(q^l, p_k) \), cf. Eq. (2.15),

\[
\{ F, G \} = \sum_{k=0}^{\infty} \left[ \frac{\partial F}{\partial q_k} \frac{\partial G}{\partial p^k} - \frac{\partial F}{\partial p_k} \frac{\partial G}{\partial q^k} \right] .
\]

(A8)

The matrix \( C \) can be equivalently written by means of the components form \( \Psi^k \) and \( \Phi_k \),

\[
C_{mj} = \begin{bmatrix}
\{ \Psi^m, \Psi^j \} & \{ \Psi^m, \Phi_j \} \\
\{ \Phi^m, \Psi^j \} & \{ \Phi^m, \Phi_j \}
\end{bmatrix}
\]

(A9)

Employing Eqs. (A5) and (A6), we obtain the components of the constraint Eq. (A1) in terms of \( q^l \) and \( p_k \),

\[
\Psi^m = -\sum_{k=0}^{\infty} a_k q^{m+2k+2} \approx 0 ,
\]

\[
\Phi_{2l} = p_{2l} - \frac{1}{2} \sum_{k=0}^{\infty} a_{k+l} q^{2k+1} \approx 0 ,
\]

(A10)

\[
\Phi_{2l+1} = p_{2l+1} + \frac{1}{2} \sum_{k=0}^{\infty} a_{k+l} q^{2k} \approx 0 .
\]

After evaluating all combination of the Poisson brackets using Eq. (A5), we get the explicit expression for the matrix Eq. (A9).
Taking into account $a_0 = 1 \neq 0$, we reduced the matrix by adding appropriate multiples of rows from the upper part of $C$ to its bottom part, followed by adding multiples of the first two rows of the bottom part of $C$ to the rows below them. By applying this similarity transformation we arrive at a matrix that is obviously non-singular. (It could be brought to the identity matrix by further row operations.) Therefore, we have verified that the constraints Eq. (A11) form a second class set.
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