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1. ABSTRACT

Real scans always miss partial geometries of objects due to the self-occlusions, external-occlusions, and limited sensor resolutions. Point cloud completion aims to refer the complete shapes for incomplete 3D scans of objects. Current deep learning-based approaches rely on large-scale complete shapes in the training process, which are usually obtained from synthetic datasets. It is not applicable for real-world scans due to the domain gap. In this paper, we propose a self-supervised point cloud completion method (TraPCC) for vehicles in real traffic scenes without any complete data. Based on the symmetry and similarity of vehicles, we make use of consecutive point cloud frames to construct vehicle memory bank as reference. We design a bottom-up mechanism to focus on both local geometry details and global shape features of inputs. In addition, we design a scene-graph in the network to pay attention to the missing parts by the aid of neighboring vehicles. Experiments show that TraPCC achieve good performance for real-scan completion on KITTI and nuScenes traffic datasets even without any complete data in training. We also show a downstream application of 3D detection, which benefits from our completion approach.

2. INTRODUCTION

Using scan sensors, such as RGBD cameras or LiDARs, to capture the point cloud of objects or scenes becomes an important mean to obtain the real-world information [1, 2]. However, in real applications, like autonomous driving, it is unpractical to scan the traffic scenes from different views to acquire complete shapes of vehicles. Almost all objects have incomplete point clouds due to the self-occlusion, external-occlusion, and limited sensor resolution. Complementing the missing geometries of point cloud is significant for many downstream tasks [3, 4], including scene understanding, navigation, etc.

Previous approaches [5, 6, 7, 8, 9] of point cloud completion are in supervised manner, which heavily rely on ground truth for training the neural network. They utilize synthetic CAD models from ShapeNet [10] to create a large-scale dataset containing pairs of partial and complete point clouds. However, for real scans, it is difficult to access high-quality paired training data. Some recent works [11, 12, 13, 14] tend to learn a completion network by an unpaired way, which focus on establishing the shape correspondence in latent space between the incomplete point clouds and complete ones. However, such methods still need abundant synthetic complete data in the training process. The gap between synthetic data and real scans and limited training samples of objects make such methods difficult to be extended to real applications. For autonomous driving, LiDAR is the widely-used sensor to capture point clouds of traffic scenes. Due to the working principles of LiDAR, the point cloud has its own characteristics, like the ring sweeps, the varying sparsity, etc. It is more challenging to use synthetic data to solve the LiDAR point cloud completion. Diverse vehicle shapes in the real world is also a thorny problem for above methods.

Actually, without seeing one object in 360 degree, human can still imagine the whole appearance of the object based on the partial information and the memory of similar objects. For vehicles in captured traffic scenes, we only have their partial point cloud from one view. But we have large-scale partial point clouds of other vehicles from other views. In addition,
we capture the traffic scene consecutively, the temporal information is also helpful for strengthening the memory. Motivated by these findings, we propose a self-supervised approach (TraPCC) for point cloud completion on real traffic scans via utilizing the similarity and symmetry of vehicles. To focus on the local geometries and global shape and size features of the input partial point cloud, we design a bottom-up mechanism by forecasting dense point clouds for the partial bodies at first and then predicting the complete point cloud based on these results provided by the first stage. In one scene, neighboring vehicles can guidance the prediction from two aspects, where one is that they locates in the same view of LiDAR, so they have similar missing parts due to the self-occlusion; the other is that they may occlude for each other. Considering that these hints can help the network pay attention to the missing regions of the point clouds, we propose a scene graph to mine this characteristic, thus improving the capacity of TraPCC. We evaluate our method on KITTI [15] tracking dataset and nuScenes [16] dataset. As Figure. 1 shows, our method can achieve reasonable completion results for all the vehicles detected in the scene. Because there is no paired ground truth for strict quantitative analysis, we use alternative metrics [17] to illustrate the fidelity and the effectiveness of our method. Ablation study denotes the effectiveness of each module of our network. Experiments also show that TraPCC can act as a filter and benefit the downstream 3D detection task. Our contribution can be concluded as follows.

1) We propose a self-supervised point cloud completion for vehicles in traffic scenes without any complete vehicle models, which is applicable for real scans.
2) We design a bottom-up mechanism to focus on the missing parts from local and global aspects to boost the completion performance.
3) We propose scene graph in our network to make use of the guidance from neighboring vehicles.
4) Our method achieve good performance on real scan datasets and can benefit 3D detection tasks for autonomous driving.

3. RELATED WORK

3D shape completion has aroused a wide concern [6, 9] in recent years. We first review related traditional methods, and then introduce deep learning-based methods, which is categorized into supervised and unpaired approaches.

Traditional Methods Early works can be divided into two categories, including geometry-based methods and alignment-based methods. The former [18, 19, 20, 21], utilizes geometry cues of the partial input to fill holes in the incomplete scans, and the latter [22, 23, 24] usually retrieves complete shapes from a large database by optimization. These traditional methods require expensive computation during inference and are sensitive to noise, which is not applicable for the incomplete data captured from the real world.

Supervised Methods Deep learning-based methods [5] take advantage of the neural networks to extract features from the incomplete input shape and predict complete representation. Point cloud-based shape completion [17] has rapid development compared with meshes and voxel grids. Many methods [6, 5, 7, 8, 9, 25] achieve impressive predicted results. To preserve the spatial arrangements of the input, PF-Net [26] only predicts the missing part of the point cloud rather than the whole object. SK-PCN [27] maps the partial scan to complete surface with the aid of meso-skeleton. RL-GAN-Net [28] proposes a reinforcement learning agent controlled GAN for completion and PoinTr [29] adopts a transformer encoder-decoder architecture. These works, however, are all in supervised manner, which requires incomplete and complete paired data for training deep neural networks. Actually, it is not easy to access such high-quality paired data in real-world applications. Such methods perform well for synthetic data but not for real scans without paired ground truth.

Unpaired Methods To reduce the gap between synthetically-generated data and real-world data, some methods loose the paired data constraint in supervised methods to unpaired data training. [30] creates a latent space created for clean and complete data and uses an unsupervised maximum likelihood loss for the measurement. Pcl2pcl [11] trains two separate auto-encoders for constructing partial and complete shapes respectively, and uses GAN setup to learn a mapping between these two latent spaces. The follow-up work [12] extends it to multiple predictions. ShapeInversion [13] applies GAN inversion to shape completion and achieve more faithful results. Cycle4Completion [14] designs two cycle transformations to establish the geometric correspondence between incomplete and complete shapes from both directions and is superior in unpaired completion methods. Even though these methods do not reply on paired data any more, they still use large-scale synthetic complete 3D shapes belonging to the same kind in the training procedure. Without any complete 3D models, our unsupervised method only takes advantage of the real scans for point cloud completion, which is practical for real applications and has better generalization capability.

4. METHODOLOGY

4.1. Overview

The framework overview is illustrated in Figure. 2. The whole framework consists of two main modules: 1) Ground truth generation. For real scans, we cannot get real complete point cloud as ground truth in training. Based on the similarity and symmetry properties of vehicles, we construct a memory pool to store seen vehicles in raw point cloud as our pseudo-ground-truth database, which will be called ground truth (GT) in the following. 2) TraPCC network. It is in a bottom-
up mechanism, which can focus on the local geometries and global shape and size features of the input partial point cloud. Scene graph is designed for enhancing the completion performance by considering the guidance from neighboring objects.

**Ground Truth Generation**

The main steps to generate GT is illustrated in Figure 2. For objects extracted from raw point cloud, we take the similarity of size and shape into account to search suitable complete point cloud in GT-Pool. The shape similarity is calculated by Chamfer Distance (CD) \[31\] of the input point cloud and GT. The function of CD is

\[
d_{CD}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} |x - y|^2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} |y - x|^2,
\]

where \(S_1\) and \(S_2\) denotes input point cloud and GT respectively, \(x\) and \(y\) represents the 3D coordinates of points. For extremely sparse input, we modify the CD-Loss to better calculate the similarity from sparse point cloud to dense point cloud. The modified CD-Loss (defined as MCD loss) is shown as

\[
d_{MCD}(S_1, S_2) = \min(d_{CD}(S_1, S_2))
\]

\[
= \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} |x - y|^2.
\]

**4.3. Point Cloud Completion**

We introduce detailed TraPCC network in this section. The main architecture is a bottom-up point cloud completion, which take advantages of fine-grained and global features to guide the completion of missing parts. Moreover, we design scene graph in TraPCC to make use of the scene information from neighbours to consider the effect of self-occlusion and external-occlusion.

To take advantage of partial and complete ground truth to extract local fine-grained feature and global shape information respectively, we design a two-stage completion network to get the coarse results and detailed results in order. We use a modified PCN [17] as backbone, which uses two PointNet
4.4. Loss Function

Our proposed loss function consists of three terms, the P-Net completion CD-loss between coarse partial output $Y_{coarse}$ and partial ground truth $Y_{P-GT}$, the C-Net completion CD-loss loss between detailed whole output $Y_{detailed}$ and the whole ground truth $Y_{W-GT}$, and input-output comparison loss (defined as MCD-Loss) between the input data $X_{input}$ and $Y_{detailed}$.

$$L(Y_{coarse}, Y_{detailed}, X_{input}, Y_{gt}) =$$

$$d_{CD}(Y_{coarse}, Y_{P-GT}) + d_{CD}(Y_{detailed}, Y_{W-GT}) + d_{MCD}(Y_{detailed}, X_{input})$$

Considering the fact that object point cloud in the real LiDAR scenes is sparse and may miss large parts of body, MCD-Loss strengthens the connection between the input and the output point clouds in case that the original information will be neglected after being trained on the generated ground truth. It can guarantee that our prediction result is not limited by generated ground truth and keeps the characteristics of the input.

4.5. Adaptation for Downstream Tasks

We evaluate the effectiveness of our self-supervised point cloud completion in detection task with the main steps illustrated in Figure 4. Specifically, we use 3D detection network to extract the objects from raw point cloud and process point cloud completion by TraPCC to get complete vehicles. Then, we compare the completed results with the raw object point cloud by MCD and 2D contour differences from three views. We set a threshold of the score, which describes the shape differences, to filter the detected objects. The detected object with the scores above the threshold are determined as a mismatch. In other words, the shape of the detected object is far from vehicle shapes and is most likely some noise points, which should be deleted from the detection results. Experiments show that we can improve the detection precision by filtering false predictions with TraPCC.

5. EXPERIMENTS

In this section, we introduce the implementation details and evaluate the performance of TraPCC. Ablation studies are conducted to validate each component of our approach. We also evaluate the improvement of our TraPCC in detection tasks.

5.1. Dataset

We use two datasets in our experiments, KITTI[15] tracking dataset and nuScenes[16] dataset, both of which provide the ID information that can be used to generate the GT-Pool. KITTI tracking dataset has twenty sequences with different numbers of vehicles, we use one sequence with 5242 vehicles to train the model and one sequence with 1354 vehicles to test the model. For nuScenes dataset, we utilize 3262 objects for training and 707 objects for testing.
Table 1. TraPCC completion results on KITTI nad nuScenes.

| Dataset   | L-G     | L-I     | L-S     | meanCD  |
|-----------|---------|---------|---------|---------|
| nuScenes  | 0.1232  | 0.1098  | 0.1192  | 0.1175  |
| KITTI     | 0.0951  | 0.1031  | 0.0939  | 0.0973  |

5.2. Implementation Details

3D object detection uses SECOND[32] and PointPillar[33] as backbones on KITTI tracking dataset and nuScenes. The threshold setting of matching score and detection score is 0.3 and 0.5 respectively in KITTI and 0.4 and 0.5 in nuScenes, meaning we only filter the false prediction by matching score when detection score is below detection threshold.

Evaluation Metric To evaluate the completion results of our model, we design three kinds of loss. L-G is the CD between the ground truth (partial-GT and complete-GT) and prediction result on average. L-I is MCD, reflecting the fidelity of the result and L-S illustrates the shape difference from the side view, which is computed by the CD of the 2D projected shapes of GT and input. And meanCD is the average of the above three kinds of Chamfer distances.

5.3. Results

Completion Result on KITTI and nuScene Our method totally use the data from the raw scan without any template model or complete synthetic ground truth in the training process, it is unfair to compare our method with paired or unpaired supervised methods. We only show our results in this section. We train and test the model on KITTI tracking dataset and nuScenes dataset, respectively. The result shown in Table 1 illustrate the small shape difference between the predicted results and GT as well as keeping the fidelity.

Filter Results for 3D Detection We report the performance on KITTI validation set in Table 2. The detection precision can be improved especially for hard cases, which illustrates TraPCC can definitely help to remove false detected results. We also use different training datasets to see the generalization capability of our method. We train the completion network on nuScenes dataset and use it to boost the detection precision on KITTI dataset. Especially for the PointPillar-based detection, the cross-dataset training has obvious improvement.

Table 2. Detection performance on KITTI validation set. K means training on kitti tracking dataset. N means training on nuScenes dataset. We show the results on SECOND and PointPillar two detection backbones.

| Method   | Easy | Moderate | Hard | Easy | Moderate | Hard |
|----------|------|----------|------|------|----------|------|
| SECOND   | 81.78| 71.75    | 65.91| 87.06| 83.24    | 83.00|
| TraPCC(K)| 81.89| 71.87    | 65.98| 87.09| 83.24    | 83.23|
| TraPCC(N)| 81.84| 71.86    | 65.92| 87.06| 83.17    | 83.26|

PointPillar[33]

TraPCC(K) | 85.00 | 75.49    | 69.05 | 88.54| 85.99    | 84.45|
| TraPCC(N)| 85.02 | 75.49    | 73.84 | 88.54| 85.95    | 85.64|

Table 3. Ablation studies for different modules on KITTI.

| Module | C-Net | CP-Net | TraPCC |
|--------|-------|--------|--------|
| meanCD | 0.0984| 0.0975 | 0.0973 |

5.4. Ablation Study

In this section, we perform the ablation study to verify the effect of different components of TraPCC from both quantitative and qualitative aspects as Table 3 and Figure 5 shows. The different networks and analysis are as follows.

C-Net We use the PCN [17] as the backbone and generate whole complete bodies of input vehicles directly. We can see from the results that it can still get reasonable results by training on our GT-pool.

P-Net We stitch the front part prediction and back part prediction together to get the results of P-Net. From the visualization, it is easy to see that the local geometries are reconstructed well but the combination result lacks the overall coordination.

CP-Net We integrate the P-Net and C-Net to a CP-Net. In other words, CP-Net is the TraPCC without the scene graph (Figure 2). By considering both the local detailed geometries and global shape features, CP-Net can reduce the meanCD and get better results than P-Net and C-Net.

TraPCC After adding scene graph, the network can optimize the result by involving more occlusion guidance from neighbor’s information. It can be observed that this module contributes an improvement to the network and reach the best performance. From the visualization, it not only approach to the ground truth, but also remove some noise in ground truth.

Fig. 5. Visualization comparison on KITTI.

Fig. 6. Limitation of TraPCC in very sparse point cloud.
5.5. Limitations and Future Work

For LiDAR captured point clouds, apart from the severely occluded situations, the objects far from the LiDAR sensor also have extremely sparse points, which bring difficulties for the completion because of losing information. TraPCC can handle many challenging cases as Figure 5 (last two rows) shows. However it could not work well all the time (Figure 6).

In the future, we aim to refine this work from two aspects. One is using some optimization methods to refine the GT-pool. The other is considering the temporal information in the input to use more geometry features of the target object with more points from consecutive views, which gives more guidance for the completion.

6. CONCLUSION

We propose a self-supervised method for point cloud completion on real traffic scenes without any template or synthetic data. We select the objects in real scans with enough points and relative complete shapes into our ground truth pool, so that our prediction results approach the real point clouds captured by scan sensors, which solves the gap between synthetic and real data existing in previous methods. We design a bottom-up mechanism to make the network focus on both local and global features. Scene graph is proposed to utilize scene information for completion. Experiments demonstrate the effectiveness and generalization of our method. We also show our method can benefit downstream 3D detection task.
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