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Abstract. Generalizing different variants of "graph conditions and constraints" as well as "universal constraints" and "negative universal constraints" in the Diagram Predicate Framework (DPF), we introduce for arbitrary categories \(\text{Cxt}\) and "statement" functors \(\text{Stm}: \text{Cxt} \to \text{Set}\) general first-order sketch conditions and constraints. Sketches are used in DPF to formalize different kinds of software models. We discuss the use of sketch constraints for describing the syntactic structure of sketches. We outline the use of sketch constraints to deduce knowledge implicitly given in a sketch as well as procedures to deduce sketch constraints from given sketch constraints. We use the simple but paradigmatic modeling formalism "Category Theory" as running example.
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1 Introduction

The present paper constitutes together with [14,15] the first stage of expansion of a bigger project. The overall objective of our project is to extend the Diagram Predicate Framework (DPF) [2,10,11,12,13] by a diagrammatic logic enabling us (1) to describe and reason about the syntactic structure of software models, (2) to deduce knowledge implicitly given in a model, (3) to control and reason about model transformations and (4) to formalize and handle meta-modeling issues. Such a diagrammatic logic should also provide a basis to develop tools for diagrammatic software engineering as well as for diagrammatic reasoning and diagrammatic proofs (supplementing traditional "string based" tools).

To achieve this goal we have been choosing a more unconventional approach. We neither wanted to encode traditional first-order logic of binary predicates by graphs [8] nor to emulate nested graph conditions by traditional first-order formulas [3]. We developed rather a method to define, in a conservative way, logics of first-order conditions and constraints in arbitrary categories. By "conservative" we mean that the application of our universal method to different categories of graphs, as in [13] for example, allows us to define the various corresponding variants of (nested) graph conditions and constraints. To validate the use of the term "first-order" we have to ensure, in addition, that the application of our method to the category \(\text{Set}\) results in a logic comprising the essential features of traditional first-order logic.
Sketches are used in DPF to formalize different kinds of diagrammatic software models. In our applications [9,10,11,12], a sketch is given by an underlying (typed) graph and additional statements of various kinds, called atomic constraints, linked to different parts of the graph. Atomic constraints have to be satisfied by any semantic interpretation of a sketch. In [14] we have shown how to define arbitrary first-order constraints in arbitrary categories instead of just atomic constraints as in [2]. While [14] addresses, especially, the semantics of sketches defined in arbitrary categories, we focus in this paper on the syntactic structure of sketches. So, in the same way as (nested) graph conditions and constraints have been developed to describe properties of graph morphisms or graphs, respectively, we define first-order sketch conditions and constraints to describe properties of sketch morphisms or sketches, respectively.

The paper is organized as follows. In Section 2 we construct for arbitrary categories \(\text{Cxt}\) of contexts and "statement" functors \(\text{Stm}: \text{Cxt} \to \text{Set}\) a corresponding category of sketches and discuss adhesiveness. Section 3 defines general first-order sketch conditions and their satisfaction by context morphisms. These conditions give us as well local as global first-order sketch constraints at hand. Section 4 presents vital observations, insights, concepts and ideas for the future development of a deduction calculus for sketch constraints. We show that our universal method enables us to establish and to work with conceptual hierarchies of sketches analogously to [7]. A short conclusion is given in Section 5.

2 Abstract sketches

To give a category independent definition of first-order sketch conditions and constraints, we rely on the syntactic constituents of "institutions of constraints" as introduced in [14]: First, we assume a category \(\text{Cxt}\). The objects in \(\text{Cxt}\) are called contexts while we refer to the morphisms in \(\text{Cxt}\) as context morphisms. Second, we assume a functor \(\text{Stm}: \text{Cxt} \to \text{Set}\) assigning to each context \(K\) a set \(\text{Stm}(K)\) of statements in \(K\) and to each context morphisms \(\varphi: K \to G\) a map \(\text{Stm}(\varphi): \text{Stm}(K) \to \text{Stm}(G)\). For any statement \(st \in \text{Stm}(K)\) we will denote the image \(\text{Stm}(\varphi)(st) \in \text{Stm}(G)\) also simply by \(\varphi(st)\).

An (abstract) sketch \(\mathcal{R} = (K, S^\mathcal{R})\) is given by a context \(K\) and a set \(S^\mathcal{R} \subseteq \text{Stm}(K)\) of statements in \(K\). A (strict) morphism \(\varphi: \mathcal{R} \to \emptyset\) between two sketches \(\mathcal{R} = (K, S^\mathcal{R})\) and \(\mathcal{S} = (G, S^\mathcal{S})\) is given by a morphism \(\varphi: K \to G\) in \(\text{Cxt}\) such that \(S^\mathcal{S} \subseteq \varphi(S^\mathcal{R})\). We denote by \(\text{Sk}\) the category of all sketches and all sketch morphisms. Generalizing the constructions and results in [16] we can prove that \(\text{Sk}\) has pushouts and pullbacks as long as \(\text{Cxt}\) does.

Proposition 1. Let \(\mathcal{B} \xrightarrow{\mu} \mathcal{C} \xrightarrow{\varphi} \mathcal{A}\) be a span of sketch morphisms. If there exists a pushout \(B \xrightarrow{\varphi^*} D \xleftarrow{\mu^*} A\) of the span of morphisms in \(\text{Cxt}\), then the diagram, on the left, is a pushout in \(\text{Sk}\) where

\[
\mathcal{D} := (D, \mu^*(S^\mathcal{A}) \cup \varphi^*(S^\mathcal{B}))
\]
An atomic morphism \( \phi \) and a morphism consider here the set of all atomic \( \Xi = (K, \text{Var}) \) where a certain choice of \( \text{Cxt} \) is made, e.g., see [11,12].

**Category Theory**

If there exists a pullback \( B \xrightarrow{\mu} D \xleftarrow{\nu} A \) of the cospan \( B \xrightarrow{\varphi} C \xleftarrow{\psi} A \) of morphisms in \( \text{Cxt} \), then the diagram, on the left, is a pullback in \( \text{Sk} \) where

\[
D := (D, \{ \text{stm}(D) | \mu^*(\text{stm}(D)) \in \mathcal{S}^B, \varphi^*(\text{stm}(D)) \in \mathcal{S}^C \})
\]

(2)

**Remark 1 (Adhesiveness).** The category \( \text{Sk} \) will be, in general, not adhesive, even if \( \text{Cxt} \) is adhesive, since \( \mathcal{S}^D \) in Proposition 1 is not constructed by a pushout in \( \text{Set} \) and in Proposition 2 not by a pullback in \( \text{Set} \) either.

To repair this deficiency, we can work with "multi sketches" where statements do have their own identity. A **multi sketch** \( \mathcal{R} = (K, I^R, \text{stm}^R) \) is given by a context \( K \), a set \( I^R \) of identifiers and a map \( \text{stm}^R : I^R \rightarrow \text{Stm}(K) \). A **morphism** \( (\varphi, f) : \mathcal{R} \rightarrow \mathcal{S} \) between two multi sketches \( \mathcal{R} \) and \( \mathcal{S} \) is given by a morphism \( \varphi : K \rightarrow G \) in \( \text{Cxt} \) and a map \( f : I^R \rightarrow I^S \) such that \( \varphi(\text{stm}^R(i)) = \text{stm}^S(f(i)) \) for all \( i \in I^R \). Pushouts in the category \( \text{mSk} \) of multi sketches can be always constructed by componentwise pushouts of contexts in \( \text{Cxt} \) and of sets of identifiers in \( \text{Set} \), respectively. To ensure that componentwise pullbacks in \( \text{Cxt} \) and \( \text{Set} \), respectively, give us a pullback in \( \text{mSk} \), we have to assume, however, that the functor \( \text{Stm} : \text{Cxt} \rightarrow \text{Set} \) preserves pullbacks. This is the case for any "logic of first-order constraints" [14] and thus for any variant of contexts and statements we used and may use, in the future, in DPF [9,10,11,12] (see Example 1).

If \( \text{Stm} \) preserves pullbacks, the monomorphisms in \( \text{mSk} \) are exactly the componentwise monomorphisms and \( \text{mSk} \) becomes adhesive if \( \text{Cxt} \) is adhesive. □

**Example 1 (DPF: Sketches).** In DPF we can define a variant of sketches for any category \( \text{Cxt} \), any subcategory \( \text{Var} \subseteq \text{Cxt} \) of "variable declarations" and any "footprint" \( \Xi \) over \( \text{Var} \) (compare [2,14]). Up to now, we use, however, in our applications [9,10,11,12] only the category \( \text{Graph} \) of small (directed multi) graphs or categories \( \text{Graph}_{\text{tg}} \) of typed graphs as \( \text{Cxt} \) and we work with \( \text{Var} = \text{Cxt} \). Moreover, we have been using the term "diagrammatic signature" instead of "footprint". As statements we can use in DPF so-called "atomic \( \Xi \)-constraints" or arbitrary "first-order \( \Xi \)-constraints" lately introduced in [14].

A **footprint** \( \Xi \) is given by set \( \Pi \) of "predicate symbols" and a map \( \alpha : \Pi \rightarrow \text{Var}_{\text{Obj}} \) assigning to each predicate symbol \( P \in \Pi \) its "arity" \( \alpha(P) \in \text{Var}_{\text{Obj}} \). An **atomic \( \Xi \)-constraint** \( (P, \beta) \) on a context \( K \) is given by a predicate symbol \( P \) and a morphism \( \beta : \alpha(P) \rightarrow K \). As set \( \text{Stm}(K) \) of all \( \Xi \)-statements, we consider here the set of all atomic \( \Xi \)-constraints \( (P, \beta) \) on \( K \) and for each context morphism \( \varphi : K \rightarrow G \) the map \( \text{Stm}(\varphi) : \text{Stm}(K) \rightarrow \text{Stm}(G) \) is simply defined by post-composition with \( \varphi \). In DPF we call a pair \( \mathcal{R} = (K, S^K) \) with \( S^K \subseteq \text{Stm}(K) \) a \( \Xi \)-specification or a \( \Xi \)-**sketch**, respectively.

Specification formalisms (modeling techniques) can be characterized by a certain choice of \( \text{Cxt} \), \( \text{Var} \subseteq \text{Cxt} \) and \( \Xi \). Footprints for the modeling techniques "class diagrams" and "relational data models", e.g., are presented in [11,12].

As running example, we use in this paper a simple but paradigmatic specification formalism, namely Category Theory. Categories are graphs equipped with
a composition operation and an identity operation. So, we have $\text{Cxt} = \text{Graph}$ and we choose $\text{Var}$ to be the full subcategory of $\text{Graph}$ given by all finite graphs $G = (G_V, G_E, sc^G, tg^G)$ with $G_V$ a finite subset of the set $\{v, v_1, v_2, \ldots \}$ and $G_E$ a finite subset of $\{e, e_1, e_2, \ldots \}$. At the present stage of expansion, we do not include graph operations [L5] in our footprints thus we have to formalize composition and identity by means of predicates. Therefore, the footprint $\Xi_{CT}$ for the formalism “Category Theory” should declare two predicate symbols $\text{cmp}$ and $\text{id}$. Besides this, we can, for example, include in $\Xi_{CT}$ also the predicate symbols $\text{mon}$ and $\text{fnl}$ to indicate the properties monomorphism and final object, respectively, with arities described in the following table.

$$
\begin{array}{c|c|c|c}
\text{P} & \text{Arity } \alpha(P) & \text{P} & \text{Arity } \alpha(P) \\
\hline
\text{cmp} & v_1 \overset{e_1}{\rightarrow} v_2 \overset{e_2}{\rightarrow} v_3 & \text{id} & v \\
\hline
\text{mon} & v_1 \overset{e}{\rightarrow} v_2 & \text{fnl} & v \\
\end{array}
$$

As usual, we can visualize a graph morphism $\varphi : A \rightarrow G$ for a finite graph $A$ by means of a visualization of the corresponding "graph of assignments" $A_\varphi = (A_\varphi, A_\varphi^E, sc^{A_\varphi}, tg^{A_\varphi})$ with $A_\varphi = \{(v, \varphi_V(v)) \mid v \in A_V\}, A_\varphi^E := \{(e, \varphi_E(e)) \mid e \in A_E\}$ where $sc^{A_\varphi}$ and $tg^{A_\varphi}$ are defined for all $e \in A_E$ by $sc^{A_\varphi}(e, \varphi_E(e)) = (sc^A(e), \varphi_V(sc^A(e)))$ and $tg^{A_\varphi}(e, \varphi_E(e)) = (tg^A(e), \varphi_E(tg^A(e)))$, respectively. For the graph $G$ below the graph morphism $\gamma_1 : a(\text{cmp}) \rightarrow G$

$$
G : \begin{array}{c|c|c|c|c}
\hline
\text{a} & 2 & \text{b} & 3 & \text{f} \\
\hline
1 & e & c & d & 5 \\
\hline
\end{array}
$$

defined by the assignments $v_1 \mapsto 1$, $v_2 \mapsto 2$, $v_3 \mapsto 3$, $e_1 \mapsto a$, $e_2 \mapsto b$, $e_3 \mapsto c$, can be visualized, e.g., by $$(v_1, 1) \overset{(e_1, a)}{\rightarrow} (v_2, 2) \overset{(e_2, b)}{\rightarrow} (v_3, 3).$$

If it is unambiguous, we will use the shorthand notation $1 \overset{a}{\rightarrow} 2 \overset{b}{\rightarrow} 3$.

We extend the graph $G$ to a sample $\Xi_{CT}$-sketch $\emptyset = (G, S^\emptyset)$ with $S^\emptyset$ a set of five statements in $G$, i.e., five atomic $\Xi_{CT}$-constraints $g_1 = (\text{cmp}, \gamma_1)$, $g_2 = (\text{cmp}, 1 \overset{a}{\rightarrow} 2 \overset{b}{\rightarrow} 3)$, $g_3 = (\text{cmp}, 3 \overset{c}{\rightarrow} 4 \overset{d}{\rightarrow} 5)$, $g_4 = (\text{mon}, 2 \overset{b}{\rightarrow} 3)$, $g_5 = (\text{mon}, 3 \overset{g}{\rightarrow} 5)$. If it is convenient and unambiguous, we will work with a visualization integrating graphs and atomic $\Xi$-constraints as in [9][10][11][12]. We can, for example, visualize graph $G$ with the four atomic $\Xi_{CT}$-constraints

$$
\begin{array}{c|c|c|c|c}
\hline
\text{a} & 2 & \text{cmp} & \text{b} & 3 \\
\hline
1 & f & c & d & 5 \\
\hline
\text{cmp} & g & \text{mon} & \text{mon} & \text{mon} \\
\hline
\end{array}
$$

g_2, g_3, g_4 and $g_5$ by the picture on the left. Unfortunately, we have not found, however, a satisfactory way to visualize $g_1$ and $g_2$ together with $G$. □

Example 2 (GraTra: Sketches). Traditionally, there is no explicit use of "statements" in the area of graph transformations thus sketches, in our sense, are just plain contexts where different kinds of graphs are chosen as contexts in the
3 First-order sketch conditions and constraints

Generalizing different variants of "graph conditions" \([5,6,8]\) as well as "universal conditions" and "negative universal conditions" in DPF \([11,12]\), we introduce general first-order sketch conditions in a redundant manner, in the sense, that we introduce, for example, as well existential as universal quantification. We define first-order sketch conditions analogously to "first-order expressions" in \([14]\).

**Definition 1 (Sketch conditions: Syntax).** For any category \(\text{Cxt}\) of contexts and any statement functor \(\text{Stm}: \text{Cxt} \to \text{Set}\) we define inductively the set \(\text{SC}(K)\) of all first-order sketch conditions over context \(K\) by the following rules:

1. **Statements:** \(\text{Stm}(K) \subseteq \text{SC}(K)\) for any context \(K\).
2. **True:** \(\top \in \text{SC}(K)\) for any context \(K\).
3. **False:** \(\bot \in \text{SC}(K)\) for any context \(K\).
4. **Conjunction:** \(\bigwedge C \in \text{SC}(K)\) for any set \(C \subseteq \text{SC}(K)\) of conditions over \(K\).
5. **Disjunction:** \(\bigvee C \in \text{SC}(K)\) for any set \(C \subseteq \text{SC}(K)\) of conditions over \(K\).
6. **Negation:** \(\neg c \in \text{SC}(K)\) for any condition \(c \in \text{SC}(K)\).
7. **Guarded existential quantification:** \((c_1 \to \exists (\varphi, M : c_2)) \in \text{SC}(K)\) for any \(c_1 \in \text{SC}(K), c_2 \in \text{SC}(M)\) and any morphism \(\varphi: K \to M\) in \(\text{Cxt}\).
8. **Guarded universal quantification:** \((c_1 \to \forall (\varphi, M : c_2)) \in \text{SC}(K)\) for any \(c_1 \in \text{SC}(K), c_2 \in \text{SC}(M)\) and any morphism \(\varphi: K \to M\) in \(\text{Cxt}\).

We write also \(K \triangleright c\), instead of \(c \in \text{SC}(K)\), and call \(K\) the context of \(c\).
Remark 2 (Notations). Analogously to $\{1,5,8\}$, we allow non-mononic morphisms $\varphi : K \to M$ in order to express identifications (compare Example $3$).

In case $K = M$ and $\varphi = id_K$, both quantifications become obsolete and we get a kind of "propositional implication" just written as $(c_1 \to c_2)$.

In case $c_1 = T$, quantification is unguarded and we just write $\exists(\varphi, M : c_2)$ and $\forall(\varphi, M : c_2)$ for the existential quantification $(T \to \exists(\varphi, M : c_2))$ and universal quantification $(T \to \forall(\varphi, M : c_2))$, respectively.

In cases, where $\text{Cxt}$ is set-based, as $\text{Set, Graph}$ or $\text{Graph}_{TG}$, for example, contexts $K$ are constituted by single entities thus we can talk about individual "variables". $K \triangleright c$ tells us then, especially, that $K$ comprises all "free variables" in $c$. If $0$ is an initial object in $\text{Cxt}$, $0 \triangleright c$ means that all "variables" in $c$ are bounded and we call $c$ a closed sketch condition. For set-based categories $\text{Cxt}$ we may also just drop $\varphi$ if $\varphi = in_{K, M} : K \to M$ is an "inclusion morphism".

Remark 3 (Graph: Conditions). Sketch conditions with only "quantification free" guards $c_1$ in all guarded quantifications are "tree-like" conditions analogously to the conditions in $\{1,5,6\}$. They can be seen as a generalizing modification of the "Q-quantifier)-trees" of the "language of diagrams" in $\{4\}$.

All approaches $\{1,5,6\}$ rely on unguarded quantifications, i.e., on guards $c_1 = T$. In $\{5\}$ and $\{6\}$ the unguarded variant $\bigvee(\varphi, M : c_2)$ of existential quantification is used and $\bigvee(\varphi, M : c_2)$ is encoded by $\exists(\varphi, M : \neg c_2)$. In $\{1\}$ the symbols "$\exists$" and "$\forall$" are used in a bit unconventional, but consistent, way: In view of Definition $1$ "$\exists$" combines conjunction and existential quantification while "$\forall$" combines conjunction and universal quantification. The conditions in $\{1\}$ correspond to sketch conditions that can be generated by a rule like: $\bigwedge\{\exists(\varphi_i, M_i : c_i) \mid i \in I\} \land \bigwedge\{\forall(\varphi_i, M_i : c_i) \mid i \in I\} \in \text{SC}(K)$ for any family $\{\varphi_i : K \to M_i \mid i \in I\}$ of context morphisms and any conditions $c_i \in \text{SC}(M_i)$, $i \in I$. $T$ is encoded by the empty conjunction $\land \emptyset$ and $F$ by the empty disjunction $\lor \emptyset$, respectively.

Generalizing the traditional ways $\{1,3,5,6\}$ to define a satisfaction relation between graph morphisms and graph conditions, we can define a satisfaction relation between context morphisms and sketch conditions.

Definition 2 (Sketch conditions: Satisfaction). We define a satisfaction relation $\tau \models^\varnothing c$ between context morphisms $\tau : K \to G$ and sketch conditions $c \in \text{SC}(K)$ relative to a sketch $\Theta = (G, S^\Theta)$ as follows:

1. Statement: For all $s \in \text{Stm}(K) \subset \text{SC}(K)$: $\tau \models^\varnothing s \iff \tau(st) \in S^\Theta$.
2. True: $\tau \models^\varnothing T$
3. False: $\tau \not\models^\varnothing F$
4. Conjunction: $\tau \models^\varnothing \land C \iff \tau \models^\varnothing c$ for every $c \in C$.
5. Disjunction: $\tau \models^\varnothing \lor C \iff \tau \models^\varnothing c$ for some $c \in C$.
6. Negation: $\tau \not\models^\varnothing \neg c$ iff $\tau \not\models^\varnothing c$.
7. Guarded existential quantification: $\tau \models^\varnothing (c_1 \to \exists(\varphi, M : c_2))$ iff $\tau \models^\varnothing c_1$ implies that there is a morphism $\varphi : M \to G$ such that $\varphi; \varphi = \tau$ and $\varphi \models^\varnothing c_2$.
8. Guarded universal quantification: $\tau \models^\varnothing (c_1 \to \forall(\varphi, M : c_2))$ iff $\tau \models^\varnothing c_1$ implies that for all morphisms $\varphi : M \to G$ with $\varphi; \varphi = \tau$ it holds $\varphi \models^\varnothing c_2$. 
Of course we can restrict, if necessary, the morphism \( \tau \) and/or the morphisms \( \varphi \) to a certain classes of morphisms like monomorphisms, for example.

The satisfaction of graph/sketch conditions by a morphism is a powerful and practical useful tool to control the application of transformation rules. This is extensively demonstrated and validated in the Graph Transformation literature as in [11][12][13][14], for example. In DPF we used until now only non-nested negative application conditions to control the application of non-deleting model transformation rules [11][12]. The paper paves the way for utilizing arbitrary first-order conditions to control "model transformations" in DPF. In this paper we will, however, not explore this promising direction of applying first-order sketch conditions. We rather concentrate on two other aspects of diagrammatic modeling techniques - namely "syntactic structure" of models and "deducing information from and reason about models" in a diagrammatic manner.

Developing and applying DPF, we realized that "typing mechanisms" are not powerful enough to formalize all relevant restrictions concerning the syntactic structure of models. To overcome this deficiency we introduced "universal constraints" and "negative universal constraints" [11][12] in analogy to the non-nested graph constraints in [3]. Fortunately, sketch conditions and their satisfaction, as defined in Definition 2, give us now also more powerful general first-order sketch constraints at hand to describe the syntactic structure of models. The simple, but crucial, observation is that the assertion \( \tau \models G \) can be interpreted as well as an assertion concerning the structure of \( G \).

Definition 3 (Sketch constraints). A sketch constraint \((c, \tau)\) on context \( G \) is given by a sketch condition \( K \rel c \) and a context morphism \( \tau : K \to G \).

A sketch \( \mathfrak{G} \) with underlying context \( G, i.e., \mathfrak{G} = (G, S^G) \), satisfies the constraint \((c, \tau)\), \( \mathfrak{G} \models (c, \tau) \) in symbols, if, and only if, \( \tau \models^\mathfrak{G} c \).

If the sketch condition \( c \) does not contain any statements, as it usually the case in the area of graph transformations (compare Example 2), \( \mathfrak{G} \models (c, \tau) \) is just an assertion about the structure of the context \( G \). In all other cases, \( \mathfrak{G} \models (c, \tau) \) tells us also something about the presence or non-presence of statements as well as the relations between the statements in \( \mathfrak{G} \).

Due to rule "Statement" all statements reappear as conditions. The following simple Corollary illustrates that the requirement for sketch morphisms to preserves statements "on the nose" encodes a structural constraint on the target.

Corollary 1 (Sketch morphism vs. sketch constraint). A context morphism \( \varphi : K \to G \) constitutes a morphism \( \varphi : \mathfrak{R} \to \mathfrak{G} \) between two sketches \( \mathfrak{R} = (K, S^K) \) and \( \mathfrak{G} = (G, S^G) \) if, and only if, \( \mathfrak{G} \models (\land S^K, \varphi) \).

Remark 4 (Global constraints). A constraint \((c, \tau)\) is, in general, only a "local constraint", in the sense, that it constraints the structure of \( \mathfrak{G} \) "around the image" of \( K \) w.r.t. \( \tau \). If \( \text{Cxt} \) has an initial object \( 0 \), any closed condition \( 0 \models c \) gives rise to a unique sketch constraint \((c, !_G)\) with \( !_G : 0 \to G \) the initial morphism into \( G \). \((c, !_G)\) is a "global constraint", in the sense that the statement
\( \mathcal{G} \models (c,1_G) \) can be seen as a statement concerning the overall structure of \( \mathcal{G} \). "Local constraints" are usually not considered in the literature [5,6].

Example 3 (Sketch constraints: Category theory). All requirements that turn a \( \mathcal{E}_{CT} \)-sketch (see Example 1), into (a presentation of) a category give rise to local constraints and corresponding global constraints. Local constraints that composition is defined for a certain pair of edges, for example, can be formalized by condition \( ct_1 \) where we rely here on the notational conventions in Remark 2.

\[
ct_1 := \begin{array}{c}
v_2 \\ e_2 \\ e_1 \\ v_1 \\
\end{array} \quad \triangleright \exists \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\ c_1 \\
\end{array}
\]

Universal quantification transforms this condition into a closed condition \( ct_2 \) that composition is always defined where 0 denotes here the empty graph:

\[
ct_2 := 0 \triangleright \forall \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\ e_3 \\
\end{array} \quad : \exists \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\ e_3 \\
\end{array}
\]

For the sample sketch \( \mathcal{G} = (G,S^G) \) in Example 1 we do have \( \mathcal{G} \models (ct_1, \tau_1) \), with \( \tau_1 \) given by the assignments \( e_1 \mapsto a, e_2 \mapsto b \), but \( \mathcal{G} \not\models (ct_1, \tau_2) \), with \( \tau_2 \) given by \( e_1 \mapsto b, e_2 \mapsto c \), thus \( \mathcal{G} \not\models (ct_2, !G) \).

Global constraints imposing uniqueness of composition, independent of the existence of composition, can be formulated by the closed condition \( ct_3 \):

\[
0 \triangleright \forall \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\ e_3 \\
\end{array} \quad : (\bigwedge \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\ e_3 \\
\end{array} \rightarrow \exists (\varphi, v_2 : T))
\]

Note, that existential quantification is guarded this time. \( \varphi \) simply maps \( e_3 \) and \( e_4 \) to \( e \). \( \mathcal{G} \) doesn’t satisfies the constraint \( (ct_3, !G) \) but would satisfy it if we delete edge "\( f^n \)" for example. The remaining requirements – existence and uniqueness of identities, identity laws and associativity law – can be expressed analogously.

Besides formalizing the "laws of a category", we would, however, also like to take advantage of our knowledge about the properties of the predicates in \( \mathcal{E}_{CT} \). Or to put it the other way around: We would like to formulate requirements that any intended semantics of the predicates in \( \mathcal{E}_{CT} \) has to comply with. For example, we can require that for a final object all outgoing morphisms are monic:

\[
ct_4 := 0 \triangleright \forall (v : (v^{e^n} \rightarrow v \xrightarrow{e} v_1 : v \xrightarrow{e_{mon}} v_1))
\]

We can require that monomorphisms are closed under composition:

\[
ct_5 := 0 \triangleright \forall \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\
\end{array} \quad : (\bigwedge \begin{array}{c} v_2 \\ v_1 \\ v_3 \\ e_1 \\ e_2 \\
\end{array} \rightarrow v_2)
\]

Note, that we use \( \bigwedge \{ \cdots \} \) because the single triangle between the curly brackets visualizes, actually, three \( \mathcal{E}_{CT} \)-statements (atomic \( \mathcal{E}_{CT} \)-constraints). We can also express our knowledge concerning the decomposition of monomorphisms.
\[ ct_6 := 0 \triangleright \forall(v_2 : (\exists\{(v_1, v_1, v_1) \rightarrow \exists(\varphi, v_1 : T)\})) \]
\[
\emptyset \models (ct_6, !G) \text{ simply because there is no match in } G \text{ of the triangular context in } ct_5 \text{ satisfying the premise of the implication in } ct_5. \text{ In contrast, } \emptyset \not\models (ct_6, !G) \text{ with the only counterexample given by the assignments } c_1 \mapsto c, c_2 \mapsto d, c_3 \mapsto g. \]

That concepts and constructions are defined by universal properties is the crucial characteristic of Category Theory as a specification formalism. The concept "monomorphism", for example, is defined by the universal property:

\[ \text{(concept "monomorphism", for example, is defined by the universal property:} \]
\[ (\triangleleft) \]
\[ \text{Note, that we get here a guard with nested quantifiers!} \]

But the translation map \( \overline{\gamma} : \text{SC}(K) \rightarrow \text{SC}(H) \) such that \( \text{in}_K \overline{\gamma} = \text{Stm}(\gamma); \text{in}_H \) for the inclusion maps \( \text{in}_K : \text{Stm}(K) \rightarrow \text{SC}(K) \) and \( \text{in}_G : \text{Stm}(H) \rightarrow \text{SC}(H) \).

1. Statements: \( \overline{\gamma}(st) := \gamma(st) \) for all \( st \in \text{Stm}(K) \).
In this section we present vital observations, insights, concepts and ideas to establish a basis for the future further development of the "logic dimension" of DPF based on the new concepts and results presented in this paper.
Constraints in DPF at present: Following [7] and in analogy to [8], we use in DPF until now, instead of sketch constraints in the sense of Definition 3 only plain sketch morphisms \( \varphi : \mathcal{L} \to \mathcal{R} \) and call them "(positive) universal constraints" or "negative universal constraints", respectively [11,12]. We define that a sketch \( \mathfrak{S} \) satisfies the "universal constraint" \( \varphi : \mathcal{L} \to \mathfrak{S} \) if, and only if, for any sketch morphism \( \tau : \mathcal{L} \to \mathfrak{S} \) there is a sketch morphism \( \varrho : \mathcal{R} \to \mathfrak{S} \) such that \( \varphi; \varrho = \tau \). Due to Corollary 11 and Definition 12 this requirement is obviously equivalent to the statement that \( \mathfrak{S} \) satisfies the global constraint \((uc, !_G)\) with:

\[
uc := 0 \triangleright \forall (L : (\Lambda S^\mathcal{L} \to \exists (\varphi, R : \Lambda S^\mathcal{R}))).
\]

Be aware, that the identifier \( \varphi \) in \( uc \) does not refer to the sketch morphism \( \varphi : \mathcal{L} \to \mathfrak{S} \) but to the underlying context morphism \( \varphi : L \to R \). Note further, that we can replace \( S^\mathcal{R} \) by \((S^\mathcal{R} \setminus \varphi(S^\mathcal{L}))\) without loosing the equivalence!

Further we say that a sketch \( \mathfrak{S} \) satisfies the "negative universal constraint" \( \varphi : \mathcal{L} \to \mathfrak{S} \) if, and only if, for any sketch morphism \( \tau : \mathcal{L} \to \mathfrak{S} \) there does not exist a sketch morphism \( \varrho : \mathcal{R} \to \mathfrak{S} \) such that \( \varphi; \varrho = \tau \). This requirement is equivalent to the statement that \( \mathfrak{S} \) satisfies the global constraint \((nuc, !_G)\) with:

\[
nuc := 0 \triangleright \forall (L : (\Lambda S^\mathcal{L} \to \neg \exists (\varphi, R : \Lambda S^\mathcal{R}))).
\]

What can we do if a sketch \( \mathfrak{S} \) does not satisfy a global constraint \((c, !_G)\) for a simple condition of the form \( c = 0 \triangleright \forall (L : (\Lambda S^\mathcal{L} \to \exists (\varphi, R : \Lambda S^\mathcal{R}))) \) where \( S^\mathcal{R} \) is a set of statements in \( L \) and \( S^\mathcal{S} \) a set of statements in \( R \), respectively?

We can repair this flaw by applying the corresponding sketch morphism \( \varphi : (L, S^\mathcal{S}) \to (R, S^\mathcal{R} \cup \varphi(S^\mathcal{S})) \) as a transformation rule for all sketch morphisms \( \tau : (L, S^\mathcal{S}) \to \mathfrak{S} \) not satisfying the conclusion in condition \( c \). In other words, a "match" of the transformation rule is given by a context morphism \( \tau : L \to G \) such that \( \mathfrak{S} \models (\Lambda S^\mathcal{S}, \tau) \) and \( \mathfrak{S} \models (\neg \exists (\varphi, R : \Lambda S^\mathcal{R}), \tau) \). Note, that the "negative application condition" \( \mathfrak{S} \models (\neg \exists (\varphi, R : \Lambda S^\mathcal{R}), \tau) \) ensures that we don’t apply the rule twice for the same "match" \( \tau : (L, S^\mathcal{S}) \to \mathfrak{S} \). Applying the rule \( \varphi \) via the match \( \tau \) means, as usual, nothing but to construct a pushout in the category \( \text{Sk} \) of sketches, as shown on the left. Depending on the property of the context morphism \( \varphi : L \to R \) the pushout construction may have different effects.

The context \( G \) can be extended and/or factorized and if \( S^\mathcal{R} \neq \emptyset \) we will add new statements to the statements originating from \( \mathfrak{S} \). Using constraints we can describe the crucial effect of the rule application as follows: \( \mathfrak{S} \) satisfies the constraint \((\Lambda S^\mathcal{R}, \tau^*)\) in addition to the constraint \((\Lambda S^\mathcal{S}, \tau; \varphi^*)\) inherited from \( \mathfrak{S} \).

**Example 4** (Repairing \( \Xi_{CT} \)-sketches). As discussed in Example 3 there is one violation of the global constraints \((ct_3, !_G)\) "uniqueness of composition" by the \( \Xi_{CT} \)-sketch \( \mathfrak{S} = (G, S^\mathfrak{S}) \) in Example 1 and one violation of \((ct_6, !_G)\) "decomposition of monomorphisms". Repairing these two violations by pushout construc-

\footnote{It would be good to characterize the class of sketch constraints preserved by arbitrary sketch morphisms. Probably we should have a closer look at related results in [13].}
of identities” that has not been formalized in Example 3. We do not want to require that any \( \Xi_{CT} \)-sketch satisfies these two global constraints since we do not intend to use \( \Xi_{CT} \)-sketches just as encodings of categories but rather as (hopefuly finite) representations of (possibly infinite) categories. This is the original purpose of sketches in category theory. See the discussion in Remark 7.

The utilization of sketch morphisms as “universal constraints” and corresponding transformation rules, as discussed above, allows us, according to Remark 6, to express, on one side, arbitrary requirements concerning the existence of (co)limits and to generate, on the other side, \( \Xi_{CT} \)-sketches satisfying a given set of (co)limit requirements. This may be one of the reasons that there is no need for arbitrary first-order sketch conditions in [7].

**Deduction:** Generating new statements from given statements by means of rules is the essence of deduction in logic. An interesting observation is that the "repairing procedure", discussed in the last paragraph, can be also described as a procedure deducing new sketch constraints from given sketch constraints.

We consider a sketch \( \mathfrak{G} \) together with a set \( C^{\mathfrak{G}} \) of sketch constraints on \( \mathfrak{G} \). If \( C^{\mathfrak{G}} \) contains a global constraint \((c, !_{\mathfrak{G}})\) with \( c = 0 \), we can deduce a local constraint \((\bigwedge S^1 \to \exists (\varphi, R : \bigwedge S^2)), \tau)\) on \( \mathfrak{G} \) for any context morphism \( \tau : L \to \mathfrak{G} \). This step corresponds to the universal elimination rule in classical first-order logic. If there is now a constraint \((\bigwedge S^1, \tau) \in C^{\mathfrak{G}}\), we can apply a kind of modus ponens rule and deduce the constraint \((\exists (\varphi, R : \bigwedge S^2), \tau)\) on \( \mathfrak{G} \). Keep in mind that \( L \vdash \exists (\varphi, R : \bigwedge S^2)! \) The pushout construction generates, finally, the constraint \((\bigwedge S^2, \tau^* : R \to H)\) on \( H \).

This looks very much like an analogon to Skolemization in classical first-order logic. More precisely, we can consider this pushout construction as a pendant to the introduction of Skolem constants. This is quite in accordance with the characterization of operations in graph term algebras by pushouts in [15].

As another example motivating the use of sketch constraints as "first class citizens", we discuss statements in \( \Xi_{CT} \)-sketches, i.e., atomic \( \Xi_{CT} \)-constraints, as introduced and discussed in the Examples 1 and 3. We included the predicate symbols \( \text{mon} \) and \( \text{fnl} \) in our sample footprint \( \Xi_{CT} \) to exemplify, in a more appropriate way, the use of predicate symbols in diagrammatic specifications in general. In Example 3 we discussed, first, that we can specify known or desired properties of predicates by means of sketch conditions. Later, we have shown that we can even express the universal properties defining the concepts "monomorphism" and "final object", respectively, by means of sketch conditions.

Given a \( \Xi_{CT} \)-sketch \( \mathfrak{G} = (G, S^{\mathfrak{G}}) \), the sketch condition \( c t \gamma \), defining the concept monomorphism, may help us to deduce from the \( \text{cmp} \)-statements, present in \( S^{\mathfrak{G}} \), that two parallel edges in \( G \) have to be identified. We need just a rule which generates for each atomic \( \Xi_{CT} \)-constraint \((\text{mon}, \beta : \alpha (\text{mon}) \to G)\) in \( S^{\mathfrak{G}} \)
a corresponding sketch constraint \((ct_7, \beta)\) on \(G\). Since \(\beta\) binds all "free variables" in \(ct_7\), we need just to adapt the three steps (1) universal elimination, (2) modus ponens and (3) Skolemization, as discussed above for global constraints, to deduce identifications of parallel edges in \(G\).

To keep \(\Xi_{CT}\) as small as possible, we have not included in \(\Xi_{CT}\) predicate symbols for other limits and colimits like \(\text{equ}, \text{pb}, \text{po}, \text{prod}\), for example. Utilizing sketch constraints we can even avoid to do this! In analogy to "anonymous functions" in programming, we can use, according to Remark 6, the condition \(C_I \triangleright \bigwedge \{\exists \text{unique}_I, \exists \text{exists}_I\}\) as an anonymous predicate representing the (co)limit concept that corresponds to the shape graph \(I\). With anonymous predicates we can not formulate statements, i.e., entities within a sketch \(\mathcal{S}\), but constraints on the sketch \(\mathcal{S}\). Note, that we need, of course, conjunction introduction and elimination rules to work properly with sketch constraints of the form \(\bigwedge \{\exists \text{unique}_I, \exists \text{exists}_I\}, \beta : C_I \to G\) or more general \(\bigwedge S, \tau\).

There should be now sufficient evidence that it will be beneficial to work in future DPF with sketch constraints as first class citizens and our discussion suggests, especially, to employ pairs of a sketch \(\mathcal{S} = (G, S^\mathcal{S})\) and a set \(C^\mathcal{S}\) of sketch constraints on \(\mathcal{S}\) as an appropriate formalization of software models. We will call those pairs (hierarchical triples) \(((G, S^\mathcal{S}), C^\mathcal{S})\) constrained sketches.

**Remark 7 (Constrained sketches in MDE).** Our approach to use and develop DPF as a theoretical foundation of MDE is based on the idea that any diagrammatic specification formalism/technique is characterized by a certain choice of a category \(\text{Cxt}\) and a footprint \(\Xi\) where the corresponding diagrams/models can be described as \(\Xi\)-sketches. Sketch conditions and sketch constraints have been developed to provide the necessary additional means to describe/constrain the syntactic structure of diagrams/models. In such a way, we can characterize now a diagrammatic specification formalism not only by a certain category \(\text{Cxt}\) and a certain footprint \(\Xi\) but also by an additional set of \(\Xi\)-sketch conditions.

We should, however, distinguish between two kinds of \(\Xi\)-sketch conditions: The first kind of conditions is used to formulate those constraints on \(\Xi\)-sketches \(\mathcal{S}\) that can be legally used as elements in \(C^\mathcal{S}\). For a constrained \(\Xi\)-sketch \(((\mathcal{S}, C^\mathcal{S})\) the occurrence of a constraint \((c, \tau)\) in \(C^\mathcal{S}\) will certify that \(\mathcal{S} \models (c, \tau)\). Requirements for the "relational data model" \([11, 12]\) like "every table must have a primary key" and "a foreign key should only refer to a primary key" will be formalized by conditions of this kind.

Conditions formalizing requirements like "inheritance is transitive" or "a subclass inherits all attributes of all its superclasses", however, should not be included in any \(C^\mathcal{S}\) to avoid that diagrams/models become too much polluted with redundant information. Those additional conditions are part of the formalism as a whole and represent the background knowledge and rules that can be used to deduce for any constrained sketch information from the information given in \(S^\mathcal{S}\) and \(C^\mathcal{S}\), respectively, and to repair violations of the constraints in \(C^\mathcal{S}\).

---

\(^2\) This works so easy, since we designed our examples in such a way that the context of \(ct_7\) is just \(\alpha(\text{mon})\). In general, any atomic \(\Xi\)-constraint \((P, \beta : \alpha(P) \to G)\) and condition \(K \triangleright c\) may generate a sketch constraint \((c, \gamma; \beta)\) for any \(\gamma : K \to \alpha(P)\).
Conceptual hierarchy: Introducing "constrained sketches" teleports us "back to start" but on a higher conceptual level. We do have a category $\text{Sk}$ of sketches. To any sketch $\Phi = (G, S^{\Phi})$ we can assign the set $\text{Cstr}(\Phi)$ of all sketch constraints $(c, \tau : K \to G)$ on context $G$ with $c$ a first-order sketch condition in $\text{SC}(K)$ according to Definition 1. Analogously to the translation of atomic $\Xi$-constraints, described in Example 1 we can define for any sketch morphism $\varphi : \Phi \to \Psi$ a map $\text{Cstr}(\varphi) : \text{Cstr}(\Phi) \to \text{Cstr}(\Psi)$ by simple post-composition with the underlying context morphism $\varphi : G \to H$. $\text{Cstr}(\varphi)(c, \tau) := (c, \tau; \varphi)$ for all $(c, \tau) \in \text{Cstr}(\Phi)$.

This gives us trivially a functor $\text{Cstr} : \text{Sk} \to \text{Set}$ at hand.

This situation is, however, just an instance of the "abstract pattern" we started with in Section 2. The category $\text{Sk}$ can be taken as an instance of $\text{Cxt}$ and the functor $\text{Cstr} : \text{Sk} \to \text{Set}$ as an instance of $\text{Stm} : \text{Cxt} \to \text{Set}$, respectively. The "constrained sketches" are then nothing but the "abstract sketches" for this instance! We can now consider first-order sketch conditions and sketch constraints for this new instance and will finally get a further instance of the "abstract pattern". Potentially, we can even iterate this procedure ad infinitum.

Iterating this procedure is maybe not that relevant in practice. We take it, however, as a good sign that our category independent approach allows us to move in and furnish the next higher level in the conceptual hierarchy whenever it is necessary and/or opportune.

For the moment, we envision three kinds of deduction tasks: (1) Deduction of statements from statements and constraints. Probably the most relevant variant for applications of DPF in MDE. (2) Deduction of constraints from constraints. In category theory we prove, for example, that products and equalizer provide pullbacks. (3) Deducing deduction rules from given deduction rules.

Remark 8 (Hierarchy of sketches). How is our "conceptual hierarchy" related to the "hierarchy of sketches" in [7]? Makkai starts with a presheaf topoi, i.e., a category $\mathcal{C}$ is visualized on the left. Composition is defined

$$\Pi \to \mathcal{C} \to \text{Set} |_{\text{obj}} \text{ there is a category } \Pi \mathcal{C} \text{ such that the category } \Pi \mathcal{C} \text{ of multi } \Xi \text{-sketches, discussed in Remark 1, is isomorphic to the presheaf topos } [\Pi \mathcal{C} \to \text{Set}].$$

Then he describes a nice theoretical result: For any footprint $\Xi = (\Pi, \alpha)$, $\alpha : \Pi \to \mathcal{C} \to \text{Set} |_{\text{obj}}$ there is a category $\Pi \mathcal{C}$ such that the category $\Pi \mathcal{C}$ of multi $\Xi$-sketches, discussed in Remark 1 is isomorphic to the presheaf topos $[\Pi \mathcal{C} \to \text{Set}].$ $\Pi \mathcal{C}$ can be constructed as follows: We take the disjoint union of $\Pi$ (as a discrete category) and $\mathcal{C}$. For any predicate symbol $P \in \Pi$, any object $C$ in $\mathcal{C}$, and any $c \in \alpha(P)(C)$ we add an arrow $(P, c, C) : P \to C$.

Finally, we define the composition for the new pairs of composable arrows:

$$(P, c, C); f := (P, c(P)(f)(c), C')$$

for all $f : C \to C'$ in $\mathcal{C}$. As example, we take $\Pi = \{\text{mon}, \text{fnl}\}$ with $\alpha$ as in Example 1. The category $\Pi \mathcal{C}$ is visualized on the left. Composition is defined by the equations $c; s = v_1$, $c; t = v_2$ and these equations encode the arity $v_1 \xrightarrow{\delta} v_2$ of $\text{mon}$! The isomorphism transforms any multi $\Xi$-sketch $R = (K, I^R, \text{stm}^R)$ into a corresponding

---

3 Preparing [2] we proved the same result for the general case with $\Pi$ a category and $\alpha$ a functor, but could not include the result and the lengthy proof in the paper [2].
functor $\mathcal{K} : \Pi \overrightarrow{\alpha} \text{Graph} \to \text{Set}$. $\mathcal{K}(E \xrightarrow{s} t \xrightarrow{v} V)$ represents the graph $K$. The set $\mathcal{K}(<\text{mon}>)$ holds all the identifiers $i \in I^\mathcal{K}$ with $stm^\mathcal{K}(i) = (<\text{mon}, \beta>)$ while the maps $\mathcal{K}(e), \mathcal{K}(v_1)$, $\mathcal{K}(v_2)$ encode all the corresponding bindings $\beta : \alpha(<\text{mon}>) \to K$.

After transforming $m\text{Sk}$ into $[\Pi \overrightarrow{\alpha} \mathcal{C} \to \text{Set}]$, we can define another footprint $\Xi' = (\Pi', \alpha')$, $\alpha' : \Pi' \to [\Pi \overrightarrow{\alpha} \mathcal{C} \to \text{Set}]_{\text{Obj}}$ on this next level of the hierarchy and start again but this time with atomic $\Xi'$-constraints as statements. There are no sketch conditions in [7] but any multi-\Xi-sketch $\mathcal{K} = (K, I^\mathcal{K}, stm^\mathcal{K})$ corresponds to the sketch condition $K \triangleright \bigwedge \{stm^\mathcal{R}(i) \mid i \in I^\mathcal{R}\}$. In such a way, all the arities $\alpha'(P')$ in the footprint $\Xi'$ correspond to very simple sketch conditions that are just conjunctions of $\Xi$-statements and atomic $\Xi'$-constraints correspond to sketch constraints employing only those conditions, of this simple kind, that correspond to arities $\alpha'(P')$ and each condition gets the "label" $P'$. We propose to work, instead, with arbitrary un-labeled first-order sketch conditions.

Apropos "nice theoretical result": For the footprint $\Xi_R = (\text{Rel}, \alpha)$ in Ex. 2 we can consider $\alpha$ as a map $\alpha : \text{Rel} \to [1 \to \text{Set}]_{\text{Obj}}$ with $V$ the only object in 1 and $\alpha(P)(V) = \{x_1, x_2\}$ for all $P \in \text{Rel}$. $\Pi \overrightarrow{\alpha} 1$ contains then for each $P \in \text{Rel}$ an "edge sort" $P$ and $\Pi \overrightarrow{\alpha} 1 \to \text{Set}$ is the category of graphs with an $\text{Rel}$-indexed family of edges. This category is adhesive in contrast to the category of $\text{Rel}$-labelled graphs in [8].

5 Conclusions and future work

We presented a universal method to define a category $\text{Sk}$ of abstract sketches (specifications, models) for arbitrary categories $\mathcal{Cxt}$ and "statement" functors $\text{Stm} : \mathcal{Cxt} \to \text{Set}$ as well as corresponding general first-order conditions and constraints on those sketches. We verified that our method is indeed a generalization of different variants of "graph conditions and constraints" [1,3,5,6,8] and of "universal constraints" and "negative universal constraints" in DPF [11,12].

We exemplified the usefulness of general first-order constraints to describe the syntactic structure of sketches as well as to deduce information from the information given in a sketch. We discussed and exemplified vital observations, insights and ideas concerning a future deduction calculus for sketch constraints. Sketch constraints are statements about sketches thus our universal method can be applied iteratively. The category $\text{Sk}$ can be taken as an instance of $\text{Cxt}$ and the functor $\text{Cstr} : \text{Sk} \to \text{Set}$, assigning to each sketch $\mathcal{G}$ the set $\text{Cstr}(\mathcal{G})$ of all sketch constraints on $\mathcal{G}$, as an instance of $\text{Stm} : \mathcal{Cxt} \to \text{Set}$, respectively. This gives us open conceptual hierarchies of sketches for a future further development of DPF at hand.

We mention only four of the "work packages" waiting for us: (1) Developing a universal deduction calculus for sketch constraints, (2) Revising and enhancing the meta-modeling facilities of DPF, (3) Revising and further developing [13,15] (4) Integrating everything. Besides this it may be worth to think about diagrammatic versions of OCL and Description Logics, for example, and to develop tools for diagrammatic reasoning, especially for teaching Category Theory.
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