The gauge-field extended $k \cdot p$ method and novel topological phases
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Although topological artificial systems, like acoustic/photic crystals and cold atoms in optical lattices were initially motivated by simulating topological phases of electronic systems, they have their own unique features such as the spinless time-reversal symmetry and tunable $Z_2$ gauge fields. Hence, it is fundamentally important to explore new topological phases based on these features. Here, we point out that the $Z_2$ gauge field leads to two fundamental modifications of the conventional $k \cdot p$ method: (i) The little co-group must include the translations with nontrivial algebraic relations; (ii) The algebraic relations of the little co-group are projectively represented. These give rise to higher-dimensional irreducible representations and therefore highly degenerate Fermi points. Breaking the primitive translations can transform the Fermi points to interesting topological phases. We demonstrate our theory by two models: a rectangular $\pi$-flux model exhibiting graphene-like semimetal phases, and a graphite model with interlayer $\pi$ flux that realizes the real second-order nodal-line semimetal phase with hinge helical modes. Their physical realizations with a general bright-dark mechanism are discussed. Our finding opens a new direction to explore novel topological phases unique to crystalline systems with gauge fields and establishes the approach to analyze these phases.

Introduction. Symmetry-protected topological phases have been one of the most active fields during the past decade and a half [1–5]. The influence even goes beyond condensed matter physics. Various topological phases initially proposed for electrons in solids have been simulated by periodic artificial systems, such as cold atoms [6–8], phononic and photonic crystals [9–15], electric-circuit arrays [16, 17], and even mechanical systems [18–20]. This line of research proves to be especially fruitful, as we have well developed techniques for engineering artificial systems to fine tune the band topology, which is impossible for realistic materials.

Recently, it was realized that artificial systems can also exhibit unique features distinct from their electronic fore-runners. First, the excitations of artificial systems can be spinless or of integer spins, while electrons have spin-1/2. Accordingly, they follow the algebra of time-reversal symmetry: $(T)^2 = 1$, in contrast to $(T)^2 = -1$ for electrons with spin-orbit coupling, hence they correspond to different topological classifications [21–24]. Second, with $T$-invariance, artificial systems have intrinsic $Z_2$ gauge fields, i.e., the hopping amplitudes are real numbers that can take either positive or negative signs. Actually, engineered $Z_2$ gauge fields have already been utilized to achieve topological phases such as higher-order topological insulators [25–32]. Thus, while lessons from electronic systems are important, to explore unique topological phases for artificial systems, it is crucial to further study mechanisms or theories tied to their own characteristic features.

The standard tool to analyze topological criticality in electronic systems is the renowned $k \cdot p$ method, by which numerous topological semimetals and insulators have been studied [33–40]. However, the conventional $k \cdot p$ method is insufficient in the presence of gauge fields, because space groups are now projectively, rather than regularly, represented. Particularly, the essential ingredients of the $k \cdot p$ method, namely, the little co-group at a $k$ point in the Brillouin zone (BZ) and the algebraic relations of the group elements, are fundamentally modified. In this Letter, focusing on the $T$-invariant $Z_2$ gauge field, we reveal two essential modifications: (i) Lattice translations should be taken into account for little co-groups; (ii) The elements of the little co-group follow $Z_2$ projective algebraic relations inherited from the space group [41].

Recall that conventionally space groups are regularly represented, and points in the BZ label the irreducible representations (IRREPs) of translations. Hence, for a given $k$, the unit translation $L_{a_i}$ for a lattice vector $a_i$ is represented by a constant $e^{ik \cdot a_i}$. In contrast, in the presence of $Z_2$ fluxes, the translations can acquire a nontrivial representation and should be explicitly analyzed in the little co-group. With the extended $k \cdot p$ method, we show that the two modifications mentioned above can generate highly degenerate Fermi points corresponding to higher dimensional IRREPs of the modified little co-group. Furthermore, breaking of the primitive translation, for instance by certain dimerization, can lead to unexpected novel topological phases.

We demonstrate our theory by two interesting models. First, a graphene-like semimetal phase is realized in an alternatively dimerized rectangular lattice with $\pi$-flux per plaquette, where two bulk Weyl points lead to a flat band of edge zero-modes. Second, we realize a real second-order nodal-loop semimetal on a graphite lattice with interlayer $\pi$ flux and alternative dimerization. The nodal loops have both the first and second Stiefel-Whitney topological charges, which lead to hinge helical modes. The models can be naturally realized by the bright-dark mechanism, a general approach to achieve $\pi$.
Then, in the folded BZ, although $L^2$ is diagonalized, $L$ generally is not and therefore acquires a nontrivial representation. When we consider a high symmetry point $\mathbf{k}_0$ at $k = 0$ or $\pi$ and invariant under $S$, the little co-group $G_{\mathbf{k}_0}$ must contain $L$ as well, since $L$ has projective algebraic relations with other symmetries in the little group. Hence, when represented in terms of generators, we have

$$G_{\mathbf{k}_0} = \langle L, RT, S, \cdots \rangle.$$  \hfill (3)

which satisfy the projectively modified algebraic relations:

$$L^2 = \pm 1, \ (RT)^2 = \pm 1, \ \{S, L\} = 0, \ \{RT, L\} = 0, \ \cdots$$  \hfill (4)

Here, $RT$ is a combination of $T$ with a point group element $R$ which leaves $\mathbf{k}_0$ invariant. Whether $L^2 = +1$ or $-1$ depends on $\mathbf{k}_0$. ‘⋯’ denotes other point group elements and their algebraic relations extended by the $\mathbb{Z}_2$ gauge field. Since $L$ enters the little co-group with nontrivial algebraic relations, higher-dimensional IRREPs typically occur at $\mathbf{k}_0$, leading to highly degenerate points. This argument also shows that momenta $k = \pm \pi/2$ before folding are actually high-symmetry points with degeneracy, since they are mapped to $k = \pi$ of the folded BZ [see Fig. 1(c)].

After identifying the little co-group and the projective algebraic relations, we can follow the standard procedure of the $k \cdot p$ analysis. First, we find all IRREPs of the group. Then, for each IRREP, we derive the $k \cdot p$ model $h(\mathbf{q})$ by implementing the symmetry constraints. Here, the translation $L^{\mathbf{k}_0}$ restricted at $\mathbf{k}_0$ gives the constraint,

$$[L^{\mathbf{k}_0}, h(\mathbf{q})] = 0.$$  \hfill (5)

For tight-binding models on the entire BZ, the BZ folding can be implemented concisely by the approach presented in the Supplemental Material (SM) [46].

**Graphene-like topological semimetal on rectangular lattice.** Let us consider a 2D lattice as shown in Fig. 1(a), where each plaquette has a $\pi$ flux. We will show that independent of model details, the $\mathbb{Z}_2$ gauge field enforces two Fermi points, which after BZ folding overlap into a fourfold degenerate Fermi point at $(\pi, \pi)$ in the folded BZ.

Let $L_x$ and $L_y$ be the two primitive translation operators for this lattice. Because each plaquette has a $\pi$ flux, a particle moving around a plaquette will acquire a negative sign for its wavefunction, which gives

$$\{L_x, L_y\} = 0.$$  \hfill (6)

Comparing with (1), in this case, we have the correspondence that $S = L_x$ and $L = L_y$. It is natural to consider the set of compatible (mutually commuting) operators $(L^2_{\pm}, L_y)$ with eigenvalues $(e^{ik_x}, e^{ik_y})$ to specify the BZ. For an energy eigenstate $\psi_n(\mathbf{k})$ with energy $E_n(\mathbf{k})$, the wavefunction

\begin{align*}
\langle \mathbf{k}, L \mid \psi_n \rangle &= e^{i\epsilon_n(\mathbf{k})L} \langle \mathbf{k} \mid \psi_n \rangle, \\
\langle \mathbf{k}, L \mid \psi_n \rangle &= e^{i\epsilon_n(\mathbf{k})L} \langle \mathbf{k} \mid \psi_n \rangle.
\end{align*}

FIG. 1. (a) 2D rectangular lattice with $\pi$ flux per plaquette. Red (blue) color marks bonds with a negative (positive) hopping amplitude. (b) A typical folded band structure with a Dirac point at $M$. (c) The Dirac point at $M$ in the folded BZ (right) is formed by two twofold Fermi points at $k_y = \pm \pi/2$ in the unfolded BZ (left).
$L_x \psi_{\kappa_y}(k)$ also has energy $E_a(k)$. However, $L_x \psi_{\kappa_y}(k)$ locates at $(k_x, k_y + \pi)$ in the BZ, because following Eq. (2), $L_y L_x \psi_{\kappa_y}(k) = e^{i(k_y + \pi)} L_x \psi_{\kappa_y}(k)$. Thus, the energy spectrum has the $\pi$-periodicity along $k_y$.

We then double the unit cell and fold the BZ along $k_y$ [Fig. 1(a) and (c)]. The folded BZ is specified by $(L_x^2, L_y^2)$ with eigenvalues $(e^{ik_x}, e^{ik_y})$. Note the convention here is that the BZ is always scaled with $2\pi$-periodicity. Then, the eigenvalues of $L_{x,y}^2$ at $M = (\pi, \pi)$ is $-1$, namely $(L_{x,y}^M)^2 = -1$, with $L_{x,y}^M$ the $L_{x,y}$ operators restricted at $M$. Hence, at $M$, we need to consider the following little co-group:

$$G_M = \{L_x^M, L_y^M, T\},$$

with algebraic relations:

$$[T, L_a^M] = 0, \{L_x^M, L_y^M\} = 0, (L_a^M)^2 = -1, T^2 = 1,$$

where $a = x, y$. It is noteworthy that $T$ is an anti-unitary operator, namely $\{T, i\} = 0$ with $i$ the imaginary unit.

In the SM, we show that this group has a unique 4D IRREP [46]. Thus, generically there is a fourfold degenerate Dirac point at $M$ in the folded BZ [Fig. 1(b)], folded from two twofold Fermi points at $(\pi, \pm \pi/2)$ in the unfolded BZ [Fig. 1(c)].

Above, for simplicity, we choose a small little co-group in (7). Actually, $M$ is also invariant under mirror symmetries $M_{x,y}$ that inverses $k_{x,y}$, respectively. The unique IRREP can include $M_{x,y}$ [46]. Moreover, it is noteworthy that without $L_{x,y}^M$, the IRREP will become two dimensional.

The unique IRREP of the little co-group with $M_{x,y}$ gives the $k \cdot p$ model,

$$h(k) = \lambda_x k_x \Gamma_2 + \lambda_y k_y \Gamma_4 + \mathcal{O}(k^2),$$

where the momentum $k$ is measured from $M$, and the Hermitian Dirac matrices are chosen as $\Gamma^1 = \tau_0 \otimes \sigma_1$, $\Gamma^2 = \tau_0 \otimes \sigma_2$, $\Gamma^3 = \tau_1 \otimes \sigma_3$, $\Gamma^4 = \tau_2 \otimes \sigma_3$, and $\Gamma^5 = \tau_3 \otimes \sigma_3$, with $\tau$ and $\sigma$ the two sets of the Pauli matrices parameterizing a unit cell.

We now consider a simple tight-binding model with only the nearest neighbor hopping on this rectangular lattice with $\pi$ flux per plaquette. For the gauge connections in Fig. 2(a), a unit cell consists of two sites. Accordingly, the BZ is specified by $L_x^2$ and $L_y^2$. Then, in the folded BZ specified by $L_x^2$ and $L_y^2$, the Hamiltonian is given by

$$\mathcal{H} = \sum_{i=1}^{4} f_i(k) \Gamma_i + g_1(k_y) \Gamma_3 \Gamma_5 + g_2(k_y) \Gamma_4 \Gamma_5.$$  

The coefficient functions are given by $f_1 = t(1 + \cos k_x)$, $f_2 = t \sin k_x$, $f_3 = J_+(1 + \cos k_y)$, $f_4 = J_+ \sin k_y$, $g_1 = J_- (1 - \cos k_y)$, and $g_2 = J_- \sin k_y$, with $J_\pm = (J_1 \pm J_2)/2$.

Here, we have introduced an alternating dimerization pattern.
along $y$ [see Fig. 2(a)]. In the absence of the dimerization, we have $J_- = 0$, and it is straightforward to check that there is a fourfold degenerate Fermi point at $(\pi, \pi)$ following the $k \cdot p$ model (9).

The alternating dimerization with $J_- \neq 0$ breaks $L_x$ and $L_y$, so that the fourfold degenerate Dirac point splits along the $k_z$ direction into two twofold degenerate Weyl points at $(\pm K_x, \pi)$ [Fig. 2(b, c)]. Each of them has a Berry phase $\pi$ along a circle surrounding it. The quantization of Berry phase is ensured by the $PT$ symmetry with $(PT)^2 = 1$ [46]. The two points resemble those in graphene, and they lead to topological edge modes. This is because the two points separate the $k_x$ coordinate $[-\pi, \pi]$ into two segments: 1D $k_y$-subsystems between them, namely $k_x \in (-\kappa_x, \kappa_x)$, have a trivial Berry phase, whereas those outside, namely $k_x \notin [-\kappa_x, \kappa_x]$, have a $\pi$ Berry phase. Hence, there is a flat band of zero-modes connecting the two projected Weyl points at $\pm \kappa_x$ for an edge along $x$, as shown in Fig. 2(d).

**Real second-order nodal-loop semimetal on graphite lattice.** Our second example is a graphite lattice with intercalation, $\pi$-flux per rectangular plaquette, as illustrated in Fig. 3(a). Here, we take $S$ and $L$ in (1) to be the mirror symmetry $M_y$ through the $zx$-plane and the primitive translation $L_z$ along $z$, respectively. Because of the flux configuration, they satisfy the anti-commutation relation,

\[
\{M_y, L_z\} = 0. \tag{11}
\]

Again, the general analysis below (1) shows that the band structure has $\pi$-periodicity along $k_z$. Hence, we double the unit cell along $z$ and consider the corners of the folded BZ. Each corner $K$ of the folded BZ is invariant under the $D_3$ group generated by $M$ and $R_{2\pi/3}$ and the combined symmetry $R_x T$, with $R_\phi$ the $\phi$ rotation along the $z$-axis. Hence, we consider the little co-group,

\[
G_K = \{L_z^K, R_x T, M_y, R_{2\pi/3}\}. \tag{12}
\]

For the modified algebraic relations of generators, we have

\[
\{L_z^K, M\} = \{L_z^K, R_\pi T\} = 0, \quad (L_z^K)^2 = -1, \tag{13}
\]

and the others are ordinary ones [46]. In the SM, we show that $G_K$ has two 4D IRREPs and one 2D IRREP [46]. For the two 4D IRREPs, the $k \cdot p$ models share the same form of

\[
h(k) = \lambda_{xy} (k_y \Gamma^1 + k_y \Gamma^2) + \lambda_{kz} k_z \Gamma_4 \\
+ \lambda'_{xy} (k_y i \Gamma^1 \Gamma^4 + k_y i \Gamma^2 \Gamma^4) + \mathcal{O}(k^2). \tag{14}
\]

In the SM [46], we show that the $\lambda'_{xy}$ term breaks the horizontal mirror $M_z$. With $M_z$ included in the little co-group, $\lambda'_{xy} = 0$, and the Dirac point is folded from two Weyl points with $k_z = \pm \pi/2$ in the unfolded BZ [Fig. 3(b)]. Below, we shall see that this Dirac point actually represents a real Dirac point [47].

To confirm the general analysis above, we take a tight-binding model with only the nearest neighbor hopping. The Hamiltonian in the folded BZ is given by [48]

\[
H(k) = \sum_{i=1}^{4} \chi_i(k) \Gamma^i + g_1(k_z) i \Gamma^5 \Gamma^4 + g_2(k_z) i \Gamma^5 \Gamma^3, \tag{15}
\]

where $\chi_1(k) + i \chi_3(k) = t \sum_{i} e^{-ik \cdot a_i}$ with $a_i$, the three bond vectors for each hexagonal layer, $\chi_3(k) = J_+ (1 + \cos k_z)$, $\chi_4(k) = J_+ \sin k_z$, and $g_1, g_2$ take the same functional form as in (10). Here, we have added an alternating dimerization pattern, as shown in Fig. 3(a).

First, if $J_- = 0$, the dimerization is switched off, so $L_z$ is preserved and one verifies the fourfold Fermi points at the folded BZ corners. These points are real Dirac points, protected by the $PT$ symmetry. Each is formed from stacking two Weyl points with opposite chirality in the unfolded BZ, and it has the nontrivial 2D topological charge $\nu_{2D}$, which is the real Chern number (also known as the second Stiefel-Whitney number) defined over a sphere surrounding the point [Fig. 3(b)]. The topological charge leads to helical Fermi arcs on surfaces parallel to the zigzag direction. The helical arcs can be regarded as resulting from stacking the two chiral Fermi arcs connecting Weyl points in the unfolded BZ [46].

The alternating dimerization with $J_- \neq 0$ maintains the $PT$ symmetry. Hence, although the Dirac points are destroyed, the band crossing cannot be completely gapped due to the nontrivial $\nu_{2D}$; instead, each Dirac point spreads into a nodal loop normal to the $k_z$-direction [Fig. 3(c)]. Note that distinct from ordinary nodal loops, the real nodal loop here has two topological charges $(\nu_{1D}, \nu_{2D})$, where $\nu_{1D}$ is the $\pi$-quantized Berry phase for a closed path encircling the loop. It follows that the real nodal-loop semimetal has both drumhead surface states and hinge modes along a pair of inversion-related edges [Fig. 3(d)]. The essential physics is revealed in Ref. [49]. Here, which pair of inversion-related edges host hinge Fermi arcs is determined by the sign of $J_-$, namely the dimerization direction [Fig. 3(d)].

**Discussion and summary.** Techniques for engineering $\pi$-fluxes or negative hopping amplitudes have been well developed for artificial systems such as photonic/acoustic crystals, electric-circuit arrays, cold atoms, and etc, for which a brief survey has been added in the SM [46]. Here, we suggest a general approach: When the hopping of a particle between two low-energy sites must go through an intermediate high-energy site, the effective hopping amplitude becomes negative [25, 46]. Remarkably, this approach can realize both the gauge flux configuration and the desired dimerization pattern of our models simultaneously [46].

Besides artificial systems, $Z_2$ gauge fields may also be realized in condensed matter systems. In non-interacting systems, $\mathcal{Z}_2$ gauge fields can be realized in photonic and acoustic crystals.
Electronic systems, the aforementioned method suggests the ubiquitous existence of $\mathbb{Z}_2$ gauge fields without exerting magnetic fields. Moreover, in quantum spin liquids and Kitaev-type exactly solvable models $\mathbb{Z}_2$ gauge fields emerge in the low-energy effective theories [50, 51].

It is interesting to consider the generalization of our theory to the case of $U(1)$ gauge fields. For rational flux configurations with denominator $N$, the gauge fields are valued in $\mathbb{Z}_N \subset U(1)$, and we just need to replace $\mathbb{Z}_2$ by $\mathbb{Z}_N$ in our formalism. We note that $\mathbb{Z}_N$ gauge fields with $N > 2$ break $T$-invariance. But for irrational fluxes, there is no finite unit cell for any connection configuration. Thus, our formalism is spoiled by the absence of the Brillouin zone. Another aspect is that if the $U(1)$ gauge field for a physical system is tuned to be valued in $\mathbb{Z}_2$, generically there are gauge fluctuations. If the gauge fluctuations are weak, based on our extended $k \cdot p$ method, a low-energy effective theory can be formulated by coupling the $k \cdot p$ model to fluctuations of gauge fields.

In conclusion, we expect our generalized $k \cdot p$ method can be applied to discover numerous unprecedented topological phases in crystalline systems with $T$-invariant $\mathbb{Z}_2$ gauge fields and beyond. With engineerable gauge fields, various artificial systems can be designed and made for realizing the corresponding exotic topological properties.
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FOLDING OF THE BRILLOUIN ZONE

For a 1D chain with 2N sites, the tight-binding Hamiltonian can be written as

\[ H^c = \sum_{j=0}^{2r} L_{2N}^j \otimes A_j + H.c., \tag{S1} \]

where \( L_{2N} \), as the generator of the translation group, represents the left-translational operation by one lattice spacing \( c \). \( A_j \) is the operation over the internal degrees of freedom, and \( 2r \) is the hopping range. We assume the dimension of the internal degree is \( n \) and \( A_j \) is an \( n \times n \) matrix. In the momentum space, we can replace \( L_{2N}^j \) by \( e^{ikj} \) and the Hamiltonian in Eq. (S1) can be rewritten as

\[ \mathcal{H}^c(k) = \sum_{j=0}^{2r} e^{ikj} A_j + e^{-ikj} A_j^\dagger. \tag{S2} \]

By formally doubling the unit cell, i.e., folding the Brillouin zone (BZ), there are \( N \) doubled unit cells (DUCs) with two sublattices \( A \) and \( B \) as shown in Fig. S1. The length of the DUC is doubled as \( 2c \). Under the primitive translation \( L_{2N}^j \), sublattice \( A \) is translated to sublattice \( B \) of the left DUC, while sublattice \( B \) is translated to the sublattice \( A \) of the same DUC [See Fig. S1]. Therefore, in the representation of the sublattices, \( L_{2N}^j \) can be written as

\[ L_{2N}^j = \begin{pmatrix} 0 & 1_n \\ L_N & 0 \end{pmatrix} \tag{S3} \]

with \( L_N \) as the generator of the translation group after the doubling. Here \( 1_n \) is the \( n \times n \) identity matrix. It further produces \( L_{2N}^{2j} = \tau_0 \otimes L_N \), and

\[ L_{2N}^{2j+1} = \tau_+ \otimes L_N^j + \tau_- \otimes L_N^j \tag{S4} \]

where \( \tau \)'s are the Pauli matrices. Substituting Eq. (S4) into Eq. (S1), we obtain

\[ H^{2c} = \begin{pmatrix} B_+ & B_- \\ L_N B_- & B_+ \end{pmatrix}, \tag{S5} \]

where

\[ B_+ = \sum_{j=0}^{r} L_N^j \otimes A_{2j} + h.c., \tag{S6} \]

\[ B_- = \sum_{j=0}^{r-1} L_N^j \otimes A_{2j+1} + \sum_{j=1}^{r} L_N^{-j} \otimes A_{2j-1}^\dagger. \]

The Hermiticity of the Hamiltonian is guaranteed by \( B_-^\dagger = L_N B_- \). Replacing \( L_N \) by \( e^{ik} \), the Hamiltonian in Eq. (S5) can be transformed in the momentum space as

\[ \mathcal{H}^{2c}(k) = \begin{pmatrix} B_+(k) & B_-(k) \\ e^{ik} B_-(k) & B_+(k) \end{pmatrix}, \tag{S7} \]

where

\[ B_+(k) = \sum_{j=0}^{r} e^{ikj} A_{2j} + h.c., \tag{S8} \]

\[ B_-(k) = \sum_{j=0}^{r-1} e^{ikj} A_{2j+1} + \sum_{j=1}^{r} e^{-ikj} A_{2j-1}^\dagger. \]
Since formally doubling the unit cell leads to no physical consequence, the primitive translation $L_{2N}$ is preserved, namely, $[L_{2N}, H^{2c}] = 0$. It is indeed the case for Eq. (S5) since $H^{2c} = \tau_0 \otimes B_+ + L_{2N} \otimes B_-$. So, $L_{2N}$ and $H^{2c}$ can be simultaneously diagonalized. In the momentum space, we can directly replace $L_N$ as $e^{ik}$, and the primitive translation is obtained as

$$L_{2N}(k) = \begin{pmatrix} 0 & 1 \\ e^{ik} & 0 \end{pmatrix} \otimes 1_n. \tag{S9}$$

It can be diagonalized as

$$\mathcal{V}(k)L_{2N}(k)\mathcal{V}^\dagger(k) = \begin{pmatrix} e^{ik} & 0 \\ 0 & -e^{ik} \end{pmatrix} \otimes 1_n \tag{S10}$$

with

$$\mathcal{V}(k) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & e^{-ik/2} \\ e^{ik/2} & -1 \end{pmatrix} \otimes 1_n. \tag{S11}$$

Using $\mathcal{V}(k)$ in Eq. (S11) to diagonalize the Hamiltonian in Eq. (S7), we have

$$\mathcal{V}(k)H^{2c}(k)\mathcal{V}^\dagger(k) = \begin{pmatrix} B_+(k) + e^{ik/2} B_-(k) & 0 \\ 0 & B_+(k) - e^{ik/2} B_-(k) \end{pmatrix}. \tag{S12}$$

Note that the Hamiltonian before doubling the unit cell in Eq. (S2) can be rewritten as

$$H^c(k) = B_+(2k) + e^{ik} B_-(2k), \tag{S13}$$

where Eq. (S8) has been used. By comparing Eqs. (S12) and (S13), we derive the folding relation as

$$\mathcal{V}(k)H^{2c}(k)\mathcal{V}^\dagger(k) = \begin{pmatrix} H^c(k/2) & 0 \\ 0 & H^c(k/2 + \pi) \end{pmatrix}, \tag{S14}$$

which implies that the points at $k/2$ and $k/2 + \pi$ are mapped to the same point at $k$ after folding the BZ. Note that $H^{2c}(k)$ is periodic over the BZ while the right-hand side of Eq. (S14) is not, since $\mathcal{V}(k)$ is not periodic.

In the retrospect, we revisit SSH model by the theory of Eq. (S14). After the folding without the dimerization, the primitive translation symmetry $L_{2N}$ is preserved such that $[L_{2N}, H^{2c}] = 0$. Since $L_{2N}^2 = L_N^1 \otimes 1_2$, the group generated by $L_{2N}^2$ is abelian, which can be represented as $L_{2N}^2(k) = e^{ik}$ by Bloch theorem. The same argument can be found in
the main text below Eq. (2). Then, the eigenvalues of \( \mathcal{L}_{2N}(k) \) is obtained as \( \lambda_{\pm}(k) = \pm e^{ik/2} \). In the momentum space, we have \([\mathcal{L}_{2N}(k),\mathcal{H}^{2c}(k)] = 0\), which leads to two eigenstates \( |k, \lambda_{\pm}(k)\rangle \) corresponding to the eigenenergies \( E_{\pm}(k) \), respectively. The two eigenstates at \( k = 0 \) are obtained as \( |0, \pm\rangle \). After continuously varying \( k = 0 \to 2\pi \), \( |0, \pm\rangle \) evolves into \( |2\pi, \mp\rangle \), respectively. Namely, \( E_{\pm}(0) \to E_{\mp}(2\pi) \), which means that the primitive translation forces the energy bands crossing at some points in \([0, 2\pi]\), due to the periodicity of the band structure. Consequently, there must be odd number of the band crossing point (Dirac point) in the BZ. Because of the time reversal symmetry, the Dirac points must locate at the time-reversal-invariant point (TRIP). Otherwise, the time reversal symmetry will lead to even number of Dirac points which contradicts the above discussion. We claim the Dirac points at \( k = \pi \), since the bands at the other TRIP \( k = 0 \) is always gapped. According to Eq. (S14), this Dirac point results from two Fermi points at \( k_{\pm} = \pm \pi/2 \) before folding the BZ. By the dimerization, the mass can be introduced to open the gap, which signifies the band inversion.

**IRREPS OF LITTLE COGROUPS**

In this section, we derive IRREPs of little cogroups in the main text. The general idea is that for each cogroup we first derive all IRREPs of the unitary subgroup, and then group them into complex conjugacy pairs to construct IRREPs of the whole cogroup.

**The Rectangular Model**

The algebraic structure of the little cogroup is quoted from the main text as

\[
\{L^M_x, L^M_y\} = 0, \quad (L^M_x)^2 = -1, \quad (L^M_y)^2 = -1, \\
[L^M_x, T] = [L^M_y, T] = 0, \quad T^2 = 1.
\]

(S15)

The first line contains the algebraic relations of the unitary subgroup \( \mathbb{Z}_2 \times \mathbb{Z}_2 \), for which the generators are denoted as \( l_x \) and \( l_y \). The corresponding factor system is given by

\[
\Omega(l_x, l_x) = \Omega(l_y, l_y) = -1, \quad \Omega(l_x, l_y) = -1, \quad \Omega(l_y, l_x) = 1,
\]

(S16)

noting that \( \Omega(l_a, e) = \Omega(e, l_a) = 1 \) with \( e \) the identity of \( \mathbb{Z}_2 \) and \( a = x, y \). It is easy to check that \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) together with the factor system exactly corresponds to the projective algebraic relations in the first line of (S15). The group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) has a unique 2D projective IRREPs with the factor system. This is because of its order 4 satisfying \( 2^2 = 4 \), and the fact that there is no 1D IRREPs to satisfy the anti-commutation relation \( \{L^M_x, L^M_y\} = 0 \). It is easy to construct matrices for the IRREP:

\[
\pi(l_x) = \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix}, \quad \pi(l_y) = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]

(S17)

To include \( T \), an anti-unitary element, we simply follow the map from \( \mathbb{C} \) to \( M_2(\mathbb{R}) \),

\[
1 \mapsto \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}, \quad i \mapsto \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]

(S18)

Then, for a complex matrix \( A + iB \),

\[
A + iB \mapsto \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix} \otimes A + \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \otimes B.
\]

(S19)

Thus, the generators in (S15) are represented by

\[
L^M_x = \begin{bmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad L^M_y = \begin{bmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \hat{k} \hat{I}.
\]

(S20)
Here \( \hat{K} \) denotes the complex conjugation. We have added the inversion of momenta \( \hat{I} \) into \( T \) for the formulation of \( k \cdot p \) models later.

Above for the technical simplicity, we only considered translations and time-reversal in the little cogroup of \( M \). Actually, we can also include mirror symmetries \( M_a \) with \( a = x,y \). Here, \( M_a \) inverses the \( a \) coordinate. The additional algebraic relations are given by

\[
\{ M_a, L^M_b \} = 0, \quad \{ M_x, M_y \} = 0, \quad M_x^2 = M_y^2 = 1, \quad [M_a, T] = 0
\]  

(S21)

where \( a,b = x,y \). The IRREP (S20) can also host the operators \( M_{x,y} \), which are given by

\[
M_x = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}, \quad M_y = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{bmatrix}, \quad \hat{I}_x, \quad \hat{I}_y.
\]  

(S22)

with \( \hat{I}_a \) the inversion of the \( k_a \) coordinate.

Actually, this is the unique IRREP of the projective group algebra. The algebra is equivalent to a real Clifford algebra. The generators are given by

\[
iL_x, \quad iL_y, \quad T, \quad iT, \quad iM_x, \quad iM_y,
\]  

(S23)

which anti-commute with each other. And the squares of the first four generators are equal to +1, and those of the last two are equal to -1. Thus, the Clifford algebra is \( C^{2,4} \). From the theory of real Clifford algebras, \( C^{2,4} \) has a unique IRREP as given above.

To compare with our tight-binding model, it is convenient to use the following matrix representations:

\[
L_x^M = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad L_y^M = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \quad T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad \hat{K}\hat{I},
\]  

(S24)

\[
M_x = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{bmatrix}, \quad \hat{I}_x, \quad M_y = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \quad \hat{I}_y.
\]

which are equivalent to (S20) and (S22) up to a unitary transformation.

The Graphite Model

From the main text we know

\[
\{ L_z^K, R_{zt} T \} = 0.
\]  

(S25)

It is technically convenient to introduce \( \tilde{L}_z^K = iL_z^K \), since

\[
[\tilde{L}_z^K, R_{zt} T] = 0.
\]  

(S26)

Then, the algebraic relations for the unitary subgroup is quoted as

\[
\{ \tilde{L}_z^K, M \} = [\tilde{L}_z^K, R_{zt}^M] = 0, \quad (\tilde{L}_z^K)^2 = 1
\]

\[
(MR_{zt}^M)^2 = 1, \quad (M)^2 = (R_{zt}^M)^3 = 1.
\]  

(S27)

The projective algebraic relations correspond to the group \( D_3 \times \mathbb{Z}_2 \) with generators \( r, m \) and \( l \). Here, \( r \) and \( m \) generate \( D_3 \), and \( l \) generates \( \mathbb{Z}_2 \). The factor system is specified as

\[
\Omega(l_z, m) = -1, \quad \Omega(m, l_z) = 1,
\]  

(S28)
which correspond to the anti-commutation relation $\{\hat{L}^K, M\} = 1$. The other factors are either trivial or can be derived from the factors above. The unitary group $D_3 \times \mathbb{Z}_2$ with the factor system has three 2D IRREPs. This is because of

$$2^2 + 2^2 + 2^2 = 12$$  \hspace{1cm} (S29)

with 12 the order of $D_3 \times \mathbb{Z}_2$, and the fact that there is no 1D IRREP compatible with the anti-commutation relation.

It is easy to construct the three IRREPs. The first one is given by

$$\pi_0(l) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \pi_0(m) = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \pi_0(r) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$  \hspace{1cm} (S30)

All matrices are already real. Thus, $\pi_0$ gives a 2D IRREP for the whole little cogroup:

$$L^K_z = \begin{bmatrix} 0 & -i \\ -i & 0 \end{bmatrix}, \quad M = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \hat{I}_y, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \hat{R}^z_{\pi}, \quad R\pi T = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \hat{K}\hat{I}_z.$$  \hspace{1cm} (S31)

Here, $\hat{I}_y$ denotes the inversion of the $x$ and $y$ coordinates, and $\hat{I}_z$ denotes the inversion of the $z$ coordinate. $\hat{R}^z_{\pi}$ is the rotation of momenta by $4\pi/3$ through the $k_z$ axis.

The other two IRREPs for $D_3 \times \mathbb{Z}_2$ are given by

$$\pi_\pm(l) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \pi_\pm(m) = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \pi_\pm(r) = \begin{bmatrix} \cos \frac{2\pi}{3} & i \sin \frac{2\pi}{3} \\ i \sin \frac{2\pi}{3} & \cos \frac{2\pi}{3} \end{bmatrix},$$  \hspace{1cm} (S32)

and

$$\pi_- = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \pi_+ = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \pi_-(r) = \begin{bmatrix} \cos \frac{2\pi}{3} & -i \sin \frac{2\pi}{3} \\ -i \sin \frac{2\pi}{3} & \cos \frac{2\pi}{3} \end{bmatrix}.$$  \hspace{1cm} (S33)

It is easy to see $\pi_\pm$ are a complex conjugacy pair. Thus, they give a 4D IRREPs for the whole little cogroup:

$$L_z^K = \begin{bmatrix} 0 & -i & 0 & 0 \\ -i & 0 & 0 & 0 \\ 0 & 0 & 0 & -i \\ 0 & 0 & -i & 0 \end{bmatrix}, \quad M = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & -1 & 0 \end{bmatrix} \hat{I}_y, \quad R = \begin{bmatrix} \cos \frac{2\pi}{3} & 0 & 0 & -\sin \frac{2\pi}{3} \\ 0 & \cos \frac{2\pi}{3} & -\sin \frac{2\pi}{3} & 0 \\ \sin \frac{2\pi}{3} & \cos \frac{2\pi}{3} & 0 & 0 \\ \frac{2\pi}{3} & 0 & 0 & \cos \frac{2\pi}{3} \end{bmatrix} \hat{R}^z_{\pi},$$

$$R\pi T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \hat{K}\hat{I}_z.$$  \hspace{1cm} (S34)

Here, we have used (S19).

To compare with our tight-binding model, it is convenient to use the following matrix representations:

$$L_z^K = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{bmatrix}, \quad M = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{bmatrix} \hat{I}_y, \quad R = \begin{bmatrix} e^{i2\pi/3} & 0 & 0 & 0 \\ 0 & e^{-i2\pi/3} & 0 & 0 \\ 0 & 0 & e^{i2\pi/3} & 0 \\ 0 & 0 & 0 & e^{-i2\pi/3} \end{bmatrix} \hat{R}^z_{\pi},$$

$$R\pi T = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{bmatrix} \hat{K}\hat{I}_z.$$  \hspace{1cm} (S35)

which are equivalent to (S20) and (S22) up to a unitary transformation.

If the mirror symmetry $M_z$ is included, we have the additional algebraic relations:

$$\{M_z, L_z^K\} = \{M_z, M_y\} = \{M_z, R\pi T\} = 0, \quad M_z^2 = 1.$$  \hspace{1cm} (S37)

Thus, $M_z$ is represented in the 4D IRREP as

$$M_z = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \hat{I}_y.$$  \hspace{1cm} (S38)
THE $k \cdot p$ MODELS

For a set of matrix representations of symmetry operators, each symmetry $R$ gives an constraint for the $k \cdot p$ model $h(k)$ as

$$U_R h(k) U_R^\dagger = h(Rk). \quad (S39)$$

In practice, we only need to apply the contraints from the generators of the little cogroup. The $k \cdot p$ model for the $M$ point of the rectangular model with the IRREP specified by () is given by

$$h(k) = \begin{bmatrix}
0 & -i\lambda_y k_x & -i\lambda_y k_x & 0 \\
i\lambda_x k_x & 0 & 0 & i\lambda_y k_y \\
i\lambda_y k_y & 0 & 0 & -i\lambda_x k_x \\
0 & -i\lambda_y k_y & i\lambda_x & 0
\end{bmatrix} = \lambda_x k_x \Gamma_2 + \lambda_y k_y \Gamma_4 + O(k^2). \quad (S40)$$

The $k \cdot p$ model for the $K$ point of the graphite model with the IRREP specified by (S35) is given by

$$h(k) = \begin{bmatrix}
0 & \lambda_{xy} k_x & -i\lambda_z k_z & -\lambda'_{xy} k_- \\
\lambda_{xy} k_+ & 0 & \lambda'_{xy} k_+ & i\lambda_z k_z \\
i\lambda_z k_z & \lambda'_{xy} k_+ & 0 & \lambda_{xy} k_- \\
-\lambda'_{xy} k_+ & -i\lambda_z k_z & \lambda_{xy} k_+ & 0
\end{bmatrix} + O(k^2) + O(\Gamma^2) \quad (S41)$$

It is clear that $\lambda'$ terms do not preserve the operator $M_z$ (S38).

$PT$ OPERATORS OF THE TIGHT-BINDING MODELS

In this section, we derive $PT$ operators of the two tight binding models, which are used to define the topological charges of semimetal phases.

Rectangular Model

Since the time reversal symmetry is preserved under $\mathbb{Z}_2$ gauge field, we focus on the spatial inversion symmetry. As shown in Fig. 2(a) of the main text, the original inversion is broken due to the dimerization and $\mathbb{Z}_2$ gauge field. Disregarding the $\mathbb{Z}_2$ gauge field, we find that there is a glide reflection $g_x$, the mirror symmetry $M_y$, and then an off-centered inversion symmetry $P = g_x M_y$ with the inversion center as the middle point of $t$-bond in presence of the dimerization. The glide reflection is given as

$$g_x = L_y M_x, \quad (S42)$$

where $L_y$ is the half translation of the unit vector along $y$, and $M_x$ is the mirror reflection as

$$M_x = \tau_0 \otimes \sigma_1 \hat{I}_x. \quad (S43)$$

By Eq. (S9), $L_y$ is represented as

$$L_y(k_y) = \begin{pmatrix} 0 & 1 \\ e^{ik_y} & 0 \end{pmatrix} \otimes \sigma_0. \quad (S44)$$

There is also the mirror symmetry $M_y$, represented as

$$M_y = \tau_1 \otimes \sigma_0 \hat{I}_y \quad (S45)$$

with $\hat{I}_x (\hat{I}_y)$ reversing the momentum along $x(y)$ direction. Then, the off-centered inversion symmetry $P = g_x M_y$ is represented as

$$P = \begin{pmatrix} 1 & 0 \\ 0 & e^{ik_y} \end{pmatrix} \otimes \sigma_1 \hat{I}_y. \quad (S46)$$
where $\hat{I} = \hat{I}_x \hat{I}_y$ reverses the momentum.

Next, we consider the $\mathbb{Z}_2$ gauge field with $\pi$-flux penetrating through each square. The choice of gauge configuration is given in Fig. 2(a) of the main text. In this case, the original off-centered inversion symmetry $\mathcal{P}$ is violated. However, we can recover it by the gauge transformation $G$ that reverses the sign of each site in the even rows, which is represented as

$$G = \tau_3 \otimes \sigma_0.$$  \hspace{1cm} (S47)

So, we are led to the $G$-dressed off-centered inversion symmetry $P$ as

$$P = \begin{pmatrix} 1 & 0 \\ 0 & -e^{ik_y} \end{pmatrix} \otimes \sigma_1 \hat{I}.$$  \hspace{1cm} (S48)

Combining Eq. (S48) with the time reversal as $T = \hat{I} \hat{K}$, we have the space-time reversal symmetry $PT$ as

$$PT = \begin{pmatrix} 1 & 0 \\ 0 & -e^{ik_y} \end{pmatrix} \otimes \sigma_1 \hat{K},$$  \hspace{1cm} (S49)

where $\hat{K}$ is the complex conjugation. It can be directly checked that $PT$ satisfies

$$(PT)^2 = 1.$$  \hspace{1cm} (S50)

Graphite Model

Following the case of the rectangular model, we first disregard the $\mathbb{Z}_2$ gauge field. Due to the dimerization, the twofold rotation $R_\pi$ is violated. However, there is a screwed twofold rotation $S_\pi$ which is the combination of the twofold rotation and the primitive translation along $z$ direction, i.e., $S_\pi = L_z R_\pi$. By Eq. (S9), $L_z$ is represented as

$$L_z(k_z) = \begin{pmatrix} 0 & 1 \\ e^{ik_z} & 0 \end{pmatrix} \otimes \sigma_0.$$  \hspace{1cm} (S51)

The twofold rotation $R_\pi$ is now represented as

$$R_\pi = \tau_0 \otimes \sigma_1 \hat{I}_{xy}.$$  \hspace{1cm} (S52)

Combining Eqs. (S51) and (S52), we have the screwed twofold rotation as

$$S_\pi = \begin{pmatrix} 0 & 1 \\ e^{ik_z} & 0 \end{pmatrix} \otimes \sigma_1 \hat{I}_{xy}.$$  \hspace{1cm} (S53)

There is also the mirror symmetry $M_z$ to the $xy$-plane, represented as

$$M_z = \tau_1 \otimes \sigma_0 \hat{I}_z.$$  \hspace{1cm} (S54)

Combining the screwed twofold rotation $S_\pi$ with the mirror symmetry $M_z$, we have the space inversion $\mathcal{P} = S_\pi M_z$, represented as

$$\mathcal{P} = \begin{pmatrix} 1 & 0 \\ 0 & e^{ik_z} \end{pmatrix} \otimes \sigma_1 \hat{I},$$  \hspace{1cm} (S55)

where $\hat{I}$ reverses the momentum. The symmetry $\mathcal{P}$ is actually the off-centered inversion, which is violated in the presence of $\mathbb{Z}_2$ gauge field with the gauge choice shown in Fig. 3(a) of the main text. However, we can recover the original configuration by the gauge transformation $G$ as Eq. (S47), reversing the sign of each site in even layers. Then, we have the $G$-dressed spatial inversion symmetry $P$, represented as

$$P = \begin{pmatrix} 1 & 0 \\ 0 & -e^{ik_z} \end{pmatrix} \otimes \sigma_1 \hat{I}.$$  \hspace{1cm} (S56)

Combining it with the time reversal symmetry $T = \hat{I} \hat{K}$, the space-time inversion symmetry $PT$ is obtained as

$$PT = \begin{pmatrix} 1 & 0 \\ 0 & -e^{ik_z} \end{pmatrix} \otimes \sigma_1 \hat{K},$$  \hspace{1cm} (S57)

which directly leads to

$$(PT)^2 = 1.$$  \hspace{1cm} (S58)
THE DARK-BRIGHT MECHANISM OF ENGINEERING $\mathbb{Z}_2$ GAUGE FIELD

Consider two sites with the hopping and onsite energies as $t > 0$ and $\epsilon$ in Fig. S2. The Hamiltonian of this system is written as

$$H = \begin{pmatrix} \epsilon & t \\ t & \epsilon \end{pmatrix}. \quad (S59)$$

The eigen state and eigen energy can be obtained as

$$E_+ = \epsilon + t, \quad |+\rangle = |a\rangle + |b\rangle,$$
$$E_- = \epsilon - t, \quad |-\rangle = |a\rangle - |b\rangle,$$

where $|a\rangle, |b\rangle$ are the local wave functions, or Wannier wave functions.

FIG. S2. Left one denotes the hopping between two sites. The onsite energy is $\epsilon$. For the right one, an ancillary site with onsite energy as $\Delta$ and $\Delta \gg \epsilon$ is inserted between the two original sites. The hopping energy between original and inserted sites is $t'$.

For $t > 0$, the ground state is the anti-bonding state and the excitation is the bonding state. If the sign of $t$ is reversed as $-t$, the configuration is exchanged. By inserting an ancillary site between them with onsite energy $\Delta$ as shown in Fig. S2, the Hamiltonian is written as

$$H' = \begin{pmatrix} \epsilon & 0 & t' \\ 0 & \epsilon & t' \\ t' & t' & \Delta \end{pmatrix}. \quad (S61)$$

In the limit of $\Delta \gg \epsilon, t'$, we have the eigen values and vectors as

$$E = \epsilon, \quad |-\rangle = (|a\rangle - |b\rangle)/\sqrt{2},$$
$$E \approx \epsilon - \frac{2t'^2}{\Delta - \epsilon}, \quad |+\rangle \approx \left(|a\rangle + |b\rangle - \frac{2t'}{\Delta - \epsilon} |c\rangle\right)/\sqrt{2},$$
$$E \approx \Delta + \frac{2t'^2}{\Delta - \epsilon}, \quad |e\rangle \approx \frac{t'}{\Delta - \epsilon} |a\rangle + \frac{t'}{\Delta - \epsilon} |b\rangle + |c\rangle.$$

Since $\Delta \gg \epsilon, t'$, we can take $|e\rangle$ as high-energy excitation state, which is irrelevant to the energy scale of interest. The state $|\rangle$, which is called “dark state”, is decoupled with the inserted site. The state $|+\rangle$ is called “bright state”. Due to $\Delta \gg \epsilon, t'$, the occupation on the inserted site can be ignored. Then, in the subspace of dark and bright states as $\{|-\rangle, |+\rangle\}$, we have the Hamiltonian as

$$H'' = \epsilon |\rangle \langle -| + \left(\epsilon - \frac{2t'^2}{\Delta - \epsilon}\right) |+\rangle \langle +| \quad (S63)$$

By taking the approximation $|+\rangle \approx (|a\rangle + |b\rangle)/\sqrt{2}$ since $|\langle a| + |b\rangle| \ll 1$, we have the effective Hamiltonian in the subspace of $\{|a\rangle, |b\rangle\}$ as

$$H_{\text{eff}} = \begin{pmatrix} \epsilon - \frac{t'^2}{\Delta - \epsilon} & \frac{t'^2}{\Delta - \epsilon} \\ \frac{t'^2}{\Delta - \epsilon} & \epsilon - \frac{t'^2}{\Delta - \epsilon} \end{pmatrix}, \quad (S64)$$

which mimics the $\pi$ hopping phase with the hopping amplitude as $\frac{t'^2}{\Delta - \epsilon}$. If we set $t'^2 = t(\Delta - \epsilon)$, we have the effective hopping coefficient between the sites $a$ and $b$ as $-t$. Note that the loss of the fidelity comes from the occupation on the inserted site. The higher $\Delta$ is, the better fidelity the system has.

The two models in the main text can be realized by the dark-bright mechanism as illustrated in Fig.S3. It has the advantage that the required alternative dimerization patterns can naturally arise from the approach.
In this section, we will give the detailed calculation of the band structures for the two models in the main text, and verify the validity for our strategy of the dark-bright mechanism by comparing the band structures. Fig. S3 briefly shows that the low-energy band structures are precisely those for our previously discussed models up to a gauge transformation. Next, we elaborate them one by one.

FIG. S3. Model realizations by the dark-bright mechanism. (a, c) The high-energy sites (yellow dots) are inserted to a simple rectangular or graphite lattice to obtain effective negative hopping amplitudes. (b) and (d) are the resulting band structures for (a) and (c), respectively.

The bulk band spectra of our rectangular model are presented in Fig. S4. Fig. S4(b) shows the twofold degenerate point at \((\pi, \pi/2)\), namely, the middle Fermi point of \(MX\), before folding the BZ. There is also a twofold degenerate Fermi point at \((\pi, -\pi/2)\) due to the time reversal symmetry. After folding the BZ, two Fermi points are mapped to the fourfold degenerate Dirac point at \(M\) as shown in Fig. S4(c), which is in agreement with our theory of folding BZ in Eq. (6) of the main text. In presence of the dimerization, the bulk spectrum is shown in Fig. S4(d) where the degeneracy of Fermi points is decreased to twofold from fourfold, compared with Fig. S4(c). Note that time reversal symmetry is kept after dimerization. Therefore, there is another Fermi point because of the time reversal symmetry. There is flat boundary band connecting the two Fermi points as shown in Fig. 2(d) of the main text.

Without folding the BZ, the band structures of our graphite model are shown in Fig. S5. The primitive translation along \(z\) is preserved and the BZ is shown in Fig. S5(b). In this case, there are twofold degenerate Fermi points at the corners of the plane \(k_z = \pm \pi/2\) in the BZ, as shown in Fig. S5(c). Note that the Fermi points at the plane \(k_z = -\pi/2\) can be derived by time reversal operation on these at the plane \(k_z = \pi/2\). Without the dimerization, our graphite model is actually a Weyl semimetal, and there are Fermi arcs on the zigzag surface of the graphite crossing the boundary of the BZ and connecting two Weyl points as indicated in Fig. S5(d). In calculating the surface Fermi arc, we have enlarged the unit cell to obtain an orthogonal basis of the unit vectors as indicated by the dashed box in Fig. S5(a).

After folding the BZ, the band structures are shown in Fig. S6. Fig. S6(a) shows that the twofold degenerate Fermi points are stacked to form fourfold degenerate Dirac points at the corner of the plane \(k_z = \pi\) in the folded BZ by the theory of folding BZ in Eq. (6) of the main text. By dimerization, the Dirac points are deformed to the nodal lines as discussed in the main text and sketched in Fig. 3(c) of the main text. We show the bulk spectrum along high symmetric lines with dimerization in Fig. S6(b), where the red points denote the nodal line crossing the lines \(AH\) and \(HL\). Fig. S6(c) is the spectrum with the open boundary perpendicular to \(z\) direction. There are drumhead states on the surface due to the existence of nodal lines. Fig. S6(d) presents the spectrum with additional open boundary perpendicular to \(y\) direction and there is hinge Fermi arcs on a pair of opposite hinges as sketched in Fig. 3(d) of the main text.

We verify the validity of the dark-bright mechanism for engineering \(\mathbb{Z}_2\) gauge field by numerical calculations in
FIG. S4. Bulk band structures of our rectangular model. (a) The BZ and the high symmetry lines. (b) The band structure before folding the BZ with $j_1 = 1.3, j_2 = 1.3$ in the unit of $t$. (c) The fourfold degenerate Dirac point at $M = (\pi, \pi)$ after folding the BZ. (d) The splitting of the fourfold degenerate Dirac points into two twofold degenerate Dirac points with $j_1 = 1.3, j_2 = 0.7$.

FIG. S5. Graphite lattice without folding the BZ along z-direction. (a) The lattice structure where the dashed box denotes the enlarged unit cell in order to obtain the orthogonal basis for the convenience of studying surface states. (b) BZ of graphite model. (c) Bulk band structure at the plane $k_z = \pi/2$ with twofold degenerate point at $K' = (2\pi/3, \pi/3)$. We have set $t = 0.8, j_1 = 1.12$. (d) Surface Fermi arcs on the zigzag surface connecting two Weyl points.

Fig. S7 [The details are shown in previous section]. Fig. S7(a), (b) and (c) are the realistic band spectra of the lattice with the inserted ancillary sites as shown in Fig. 4(a) and (c) of the main text, corresponding to Fig. 2(d) of the main text for our rectangular model, Fig. S6(c) and (d) for our graphite model, respectively. When the onsite energy of the inserted sites is high enough, the bands of low energy exactly reproduce the ones we have obtained previously except the extra bands of high energy mainly from the inserted lattices. Of course, these extra bands are irrelevant because of their high energy levels. These figures in Fig. S7 demonstrate that the strategy of dark-bright mechanism...
FIG. S6. (a) Bulk band structure with the fourfold degenerate Dirac points by folding the BZ without the dimerization. We have set $t = 0.8, j_1 = 1.12, j_2 = 1.12$ in the calculation. (b) Bulk band structure with the dimerization. We tune $j_1 = 0.7$ such that $J_\perp \neq 0$. The red points denote the nodal line intersecting with $AH$ and $HL$. (c) The drumhead states on the $x-y$ surface for a tube geometry. (d) The second-order nodal-line semimetal phase with the hinge Fermi arcs on a pair of opposite hinges along the zigzag direction.

FIG. S7. Band structures of tight-binding model by the dark-bright mechanism with the lattice configuration shown in Fig. 4(a) and (c) of the main text. (a) The graphene-like band structure for our rectangle model with $t = 1, j_1 = 1.3, j_2 = 3.74, \Delta = 20$. (b) The spectrum of our graphite with open boundaries perpendicular to $z$ direction. There are drumhead states inside the projection of the nodal line to $x-y$ surface. We have set $t = 0.8, j_1 = 1.12, j_2 = 3.74, \Delta = 20$. (c) The spectrum of our graphite model with the open boundaries perpendicular to $y$ and $z$ directions.

to engineer the $\mathbb{Z}_2$ gauge field is in good agreement with our models.

**A BRIEF SURVEY OF GAUGE FIELDS IN CRYSTALLINE SYSTEMS**

In this section, we give a brief review about simulating $\mathbb{Z}_2$ gauge fields in crystalline systems besides the dark-bright mechanism discussed above.

We first briefly review gauge fields in artificial systems, including cold atoms in optical lattices, photonic/acoustic crystals, periodic mechanical systems, electric circuit arrays below.

- In photonic crystals, the gauge field can be generated by modulation of the resonant frequencies, e.g., by adjusting the gap between site ring and link-ring wave guides $[13, 29]$.

- In acoustic crystals, $\mathbb{Z}_2$ hopping phases can be readily realized by coupling the resonators with wave guides on different sides $[30, 52]$. 
• For cold atoms in optical lattices, we introduce two methods: rotating the optical lattice and laser-assisted tunneling [7, 8, 53]. i) Rotating optical lattice can introduce weak and uniform effective magnetic field and the side effect of Coriolis force should be compensated. ii) For the laser-assisted tunneling, the atomic hopping with desired gauge potentials can be engineered by coupling internal levels of atoms with laser beams. Different kinds of gauge fields can be induced, even the nonabelian ones.

• For periodic mechanical systems, effective \( \mathbb{Z}_2 \) gauge field can be generated by tuning the stiffness coefficients of the spring connections [18].

• For electric circuit arrays, \( \mathbb{Z}_2 \) gauge fields can be realized by suitably choosing the capacitances and inductances. [16, 17].

For condensed matter systems, we would like to emphasize an important fact, i.e., \( \mathbb{Z}_2 \) gauge fields preserve the time-reversal symmetry, which are essentially different from other \( U(1) \) gauge fields. Thus, \( \mathbb{Z}_2 \) gauge fields can be realized without introducing magnetism or magnetic fields. As such, \( \mathbb{Z}_2 \) gauge fields can be realized in a large class of condensed matter systems with preserved time reversal symmetry. We have discussed the so-called dark-bright mechanism above to achieve \( \mathbb{Z}_2 \) gauge fields. A well-known example is that in cuprates, the effective hopping amplitude between two Cu sites (as mediated by the O site in the middle) is negative.

For strongly correlated systems, there are emergent gauge fields in the low-energy effective theories. The \( \mathbb{Z}_2 \) gauge field, which defines the \( \mathbb{Z}_2 \) spin liquid, can naturally emerge in quantum spin liquid. In the mean-field theory of quantum spin liquid, close to the ground states the spinors are coupled to gauge field, particularly a \( \mathbb{Z}_2 \) gauge field as demonstrated in several works. Actually, perhaps it was the first time that physicists noticed the importance of the projective representations of space groups with a given gauge configuration, which led to Xiao-Gang Wen’s theory of PSG classification for quantum phases of spin liquids [50]. Another example is the Kitaev-type exactly solvable model [51], where non-dynamical \( \mathbb{Z}_2 \) gauge fields are coupled with Majorana fermions.