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ABSTRACT
Large-scale Web-based services present opportunities for improving UI policies based on observed user interactions. We address challenges of learning such policies through model-free offline Reinforcement Learning (RL) with off-policy training. Deployed in a production system for user authentication in a major social network, it significantly improves long-term objectives. We articulate practical challenges, compare several ML techniques, provide insights on training and evaluation of RL models, and discuss generalizations.

1 INTRODUCTION
For Web-based services with numerous customers, such as social networks, UI decisions impact top-line metrics, such as user engagement, costs and revenues. Machine learning, especially Supervised Learning, can optimize these decisions but long-term cumulative objectives makes it challenging to label each decision for training. As an illustration, consider online user authentication. When a user mistypes or forgets her password, the service can loop back to the login prompt or offer another login channel, authorization code via SMS (Short Message Service), etc. The user’s context is a part of a personalized configuration. The scale of the social network makes monetary cost (service fees for authentication) significant. Some users get their password right on the second try or look it up but others give up, and this is reflected in daily/monthly user engagement. Deciding when to authenticate requires real-time personalization with consideration for cost and engagement metrics, but the impact on end metrics is delayed. Our work addresses these challenges with ML, describes insights on model selection and training, and reports a production deployment. We also explain how our general approach and our infrastructure generalize to multiple challenges beyond the didactic application.

Prior efforts on personalized configuration systems covers a wide range of content-serving applications, including recommendation systems [7, 8], ad targeting [1, 35], and personalized medical healthcare [11]. Recent advances in Machine Learning brought us expressive deep neural networks with effective generalization, as well as infrastructure for building real-time systems powered by ML. A common theme is to provide a personalized configuration and optimize desired end metrics given user’s real-time context. Supervised Learning methods have shown promising results [10, 38], but they only focus on optimizing immediate metrics such as the click-through rate [20] and conversion rate [24]. This limitation is important for long-term user engagement (daily/monthly active users and monetary cost), as shown by the authentication example. Reinforcement Learning (RL) [31] seeks an optimal policy to maximize a long-term reward, and thus helps drive real-time personalized decisions [33]. Here, the RL agent’s environment is an individual online user, and the personalized serving procedure is modeled via sequential agent-environment interactions. Therefore, the RL agent alternates between policy improvement and interaction with the environment. In practice, RL agents online may undermine user experience and/or incur large costs. Hence, policies are trained offline using logged interactions from any type of prior policies (Offline RL in Section 3).

In this work, we use Offline RL to improve personalized authentication for a Web-based service. We formalize the problem as a Markov decision process (MDP) [26], where the RL agent learns a personalized policy, i.e., when to send an authentication message to the user after a failed login attempt. The training process optimizes long-term user engagement and the service’s authentication costs. We avoid the pitfalls of online trial-and-error by training on prior experiences logged for different policies through off-policy learning. To ensure effective offline training, we use several training heuristics, then evaluate performance of the learned candidate policies via an unbiased off-policy estimator. The best learned policy is chosen and evaluated in online A/B tests [15] on live data.

The remaining part of the paper is organized as follows. We review Reinforcement Learning in Section 2 focusing on off-policy learning. Section 3 discusses the need for offline learning and the challenges of deploying such applications. A representative application amenable to reinforcement learning is covered in Section 4, and problem formalization in Section 5. Our contributions are introduced in Section 6 where we describe an industry application of Offline RL to user authentication. Section 7 details how our Offline RL model was deployed to a major social network and compares it to a supervised-learning baseline. Section 8 puts our work in perspective and discusses personalization more broadly.

2 BACKGROUND
In this section, we review the background and establish notation that will be used later. Section 2.1 reviews Reinforcement Learning theory [31] and Section 2.2 focuses on off-policy learning.

2.1 Preliminaries on Reinforcement Learning
Reinforcement learning seeks to control an interactive dynamic system. At each discrete time step, $t = 0, 1, \cdots$, the agent observes the environment’s state $s_t$ and responds with action $a_t$, while the environment responds with an associated reward $r_{t+1}$ and transitions into the next state $s_{t+1}$. To this end, the environment can be defined by a Markov Decision Process (MDP) $(S, A, r, p, \gamma)$ [26], where $S$ is the state space with $s_t \in S$, $A$ is the action space with
with respect to parameters $\theta$. $r_t$ is the reward function, $p(\cdot|s, a)$ is a conditional probability distribution of the form $p(s_{t+1}|s_t, a_t)$ (environment’s dynamics), and $\gamma \in (0, 1)$ is a scalar discount factor.

A Reinforcement Learning agent seeks a policy $\pi_*(a_t|s_t)$ that for each state defines a distribution over possible actions. The policy should maximize cumulative reward over time, i.e., an expectation under the environment’s dynamics:

$$ J(\pi) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_{a_t}^s \right] $$

$$ s_0 = s, a_0 = a, s_t \sim p(\cdot|s_{t-1}, a_{t-1}), a_t \sim \pi(\cdot|s_t) $$

Based on Equation 1, the Reinforcement Learning problem can be viewed as an optimization over the space of policies $\pi$:

$$ \pi^* = \arg \max_{\pi} \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_{a_t}^s \right] $$

For policies $\pi_0$ smoothly parameterized by weights $\theta$, Equation 1 is amenable to gradient descent in terms of $\nabla_\theta J(\pi_0)$, i.e., policy gradients [28, 32]. Functional dependency of $\pi$ on $s_t, a_t$ makes it easier to work with stochastic policies.

Additionally, the Reinforcement Learning objective in Equation 1 can be optimized by accurately estimating a state-action value function $Q^\pi$, and then using that value function to derive an optimal policy $\pi^*$. The state-action value function of policy $\pi$ is

$$ Q^\pi(s_t, a_t) = \mathbb{E}_{s_{t-1} \sim p(\cdot|s_t, a_t, s_{t-1})} \left[ \sum_{t=0}^{\infty} \gamma^t r_{a_t}^s \right] $$

and we can express $Q^\pi(s_t, a_t)$ as follows:

$$ Q^\pi(s_t, a_t) = r_{a_t}^s + \gamma \mathbb{E}_{s_{t+1} \sim p(\cdot|s_t, a_t)} \left[ Q^\pi(s_{t+1}, a_{t+1}) \right] $$

A policy can be defined for a state-action value function by

$$ \pi(a_t|s_t) = \delta(a_t = \arg \max_{a \in \mathcal{A}} Q^\pi(s_t, a_t)) $$

and by substituting Equation 5 into Equation 4, we obtain the Bellman optimality equations [5] that characterize optimal policies in terms of optimal Q-functions $Q^\pi = Q^\pi^*$:

$$ Q^\pi(s_t, a_t) = r_{a_t}^s + \gamma \mathbb{E}_{s_{t+1} \sim p(\cdot|s_t, a_t)} \left[ \max_{a_{t+1}} Q^\pi(s_{t+1}, a_{t+1}) \right] $$

Therefore, Reinforcement Learning (Equation 2) seeks an optimal policy $\pi^*$ such that $Q^\pi^*(s_t, a_t) \geq Q^\pi^*(s_t, a_t), \forall \pi, s_t \in S, a_t \in \mathcal{A}$. 

2.2 Off-Policy Learning

In the discussion below, we focus on policies defined by state-action value functions per Equation 5, and $\epsilon$-greedy policies [31] that perform random exploration with a small probability. This focus simplifies the narrative, and we found such policies successful in practice. Sections 5 and 7 also discuss parameterized policies that draw actions from state-conditional probability distributions and are trained to maximize cumulative rewards.

Striving for an optimal Q-function $Q^\pi$ and therefore an optimal policy $\pi^* = \delta(a_t = \arg \max_{a \in \mathcal{A}} Q^\pi(s_t, a_t))$, Q-learning [41] alternates between two phases. First, it improves an approximate estimate $Q(s_t, a_t; \theta)$ of $Q^\pi$ by repeatedly regression Equation 6 with respect to parameters $\theta$. In off-policy Q-learning, an action with the best Q-value is considered Bellman-optimal per Equation 6 and used in gradient calculations. In the second phase, the agent explores the environment, typically following a stochastic policy based on $Q(s_t, a_t; \theta)$, e.g., an $\epsilon$-greedy [31] version of $\pi(s_t) = \delta(a_t = \arg \max_{a} Q(s_t, a; \theta))$. Q-learning takes a single gradient step per training iteration to minimize the difference between the left-hand and right-hand side of Equation 6. Among the many variants of this learning procedure, the most common variant called DQN [22] utilizes a replay buffer $\mathcal{D} = \{ (s_t^i, a_t^i, s_{t+1}^i, r_{t+1}^i) \}$ for storing the agent’s interaction with the environment and alternates between data collection and gradient steps with respect to the Temporal Difference loss function $L_i(\theta)$, defined as follows via Equation 6:

$$ L_i(\theta) = \mathbb{E}_{s_t, a_t \sim \mathcal{D}} \left[ (y_i - Q(s_t, a_t; \theta))^2 \right] $$

Here $y_i = \mathbb{E}_{s_{t+1} \sim \mathcal{D}} \left[ r(s_{t+1}, a_t) + \gamma \max_{a} Q(s_{t+1}, a; \theta^-) \right]$, $\theta_i$ are the parameters of the approximate Q-function at the iteration $i$ of the learning procedure, and for better stability in the learning procedure the $\theta^- = \theta / i$ are frozen parameters that are used for estimating the target values, i.e., $y_i$. The $\theta^-$ parameters are periodically updated to the current parameters $\theta$ of the parametric Q-function. Variants of DQN decouple the selection from action evaluation (Double DQN [36]), or approximate the Q-function through dueling network architectures (Dueling DQN [40]) to address the overestimation of Q-values in the DQN setting.

Q-learning and its aforementioned deep reinforcement learning variants are characterized as off-policy algorithms [31], since the learning target values $y_i$ can be computed without any consideration of the policy that was used to generate the experiences of the replay buffer i.e., $\mathcal{D} = \{ (s_t^i, a_t^i, s_{t+1}^i, r_{t+1}^i) \}$.

3 OFFLINE REINFORCEMENT LEARNING

Offline Reinforcement Learning seeks policy $\pi^*$ to maximize cumulative reward (Equation 1), but avoids live interactions with the environment during training. It is used when such interactions can be harmful [9]. Hence, a static dataset of state-action transitions $\mathcal{D}_{\pi^0} = \{ (s_t^i, a_t^i, s_{t+1}^i, r_{t+1}^i) \}$ logged via behavioral policy $\pi^0$ is used. Web-based services routinely log each user session, but offline RL based on Equation 7 requires redundant logs, where each row includes the previous state $s_t$ and next state $s_{t+1}$ [9]. Such rows can be used independently and batch-sampled for training.

Offline RL trains on state-action transitions batch-sampled from training set $\mathcal{D}_{\pi^0}$ through off-policy learning (Section 2.2). Learning relies on RL mechanisms such as optimal state-action values (e.g., Equation 7), but generalization results from supervised learning should apply. After the learned policy $\pi^*$ is evaluated online and tuned, online evaluation uses live interaction with the environment.

Off-policy Reinforcement Learning algorithms (DQN, Double DQN, and Dueling DQN) that estimate the state-action value function $Q(s_t, a_t; \theta)$ can be directly used offline. However, the online regime has the benefit of additional data collection via environment interaction (exploration) that helps the agent refine its $Q(s_t, a_t; \theta)$ estimates for high-reward actions. Although off-policy learning has shown promising results in offline RL [2, 14], the lack of exploration limits agent’s learning [17] due to distributional shift phenomena.
State distributional shift affects offline RL algorithms during the agent’s exposure on the real-world environment (deployment phase) [17]. The latter occurs as the agent’s learned policy $\pi^\star$ may follow a systematically different state visitation frequency compared to the one of the training set, i.e., $\mathcal{D}_{\pi^\star}$, that is induced by the behavior policy $\pi_B$. In other words, since the agent’s goal is to find the best policy $\pi^\star$ offline by utilizing the static dataset $\mathcal{D}_{\pi_B}$, its learned policy can diverge from the behavior policy $\pi_B$, invoking unreasonable actions in out-of-distribution/unseen states.

Action distributional shift affects off-policy learning algorithms, which are estimating the Q-function, i.e., $Q(s_t, a_t; \theta)$, during the training process as well [42]. In principle, the accuracy of the regression in Equation 7 depends on the estimate of the Q-function for actions that may be outside of the distribution of actions that the Q-function was ever trained on, i.e., right-hand side of Eq. 6. The action distribution shift is exacerbated by the differences between the agent’s learned policy and the behavioral policy $\pi_B$ during training. If the agent’s parameterized Q-function produces large, erroneous values for out-of-distribution actions, it will further learn to do so.

Standard RL methods address the distributional shift via ongoing exploration by revising the state-action value function $Q(s_t, a_t; \theta)$. However, offline RL lacks such a feedback loop, and inaccuracies in the state-action value function accumulate during learning.

Prior research [28, 30] focuses on mitigating distributional shift in offline RL by limiting how much the learned optimal policy $\pi^\star$ may deviate from the behavior policy $\pi_B$. This forces the agent’s learned policy to stay close to the behavior policy and reduces state distributional shift. Additionally, the latter reduces action distributional shift during offline training as well, as most of the states and actions fed into the right-hand side of Equation 7 are in-distribution with respect to the training set. In that case, the action distributional shift errors should not accumulate. As another example, the work in [12] regularizes the agent’s learned policy towards the behavioral policy by using the Kullback-Leibler (KL) divergence with a fixed regularization weight, while the Maximum Mean Discrepancy with an adaptively trained regularization weight is used in [17]. Moreover, the work in [12, 42] defines target values ($y_t$) to regularize the agent’s learned policy towards the behavioral policy and avoid actions inconsistent with the behavioral policy.

To guide our design decisions for the algorithm in Section 4, in Section 5.1 we introduce a simplified, intuitive problem environment. In Section 6.1, we use this environment to illustrate important insights on distributional shift in Offline RL and the impact of behavioral policy’s exploration on the quality of trained models.

4 APPLICATION: USER AUTHENTICATION

We illustrate personalization in Web-based services with a self-contained application that is representative of Web-based software and widespread. It optimizes long-term rewards and favors reinforcement learning. We formalize the problem in Section 5.

User authentication starts a typical Web-based session; thus failures can limit user engagement. Due to forgotten passwords, such failures are common when different passwords are used for each Web-based service. The authentication UI may respond to failures by offering password recovery (Action A) or by prompting another log-in attempt (Action B), see Figure 1. Password recovery verifies the user’s identity by sending a code to a pre-registered mobile phone or another user-owned device. Common options include

- One-Time Password (OTP) sent via SMS and email
- Time-based One-Time Password (TOTP) authentication [19].

Such authentication is considered safe unless the user’s device is compromised or the phone number is hijacked [29]. In our application, we authenticate via OTP.

![User authentication UI.](image)

The decision mechanism that choses between available actions may affect long-term objectives, for example user engagement captured by how many service users are active per day or per month. To this end, Action A may typically succeed and improve user engagement but incurs OTP costs. Action B may succeed without such costs, and if it fails again, Action A can still be invoked. A nascent Web-based service may strive to grow user engagement at greater cost, but mature services may lean towards lower cost.

Training the decision mechanism on user activity assumes trends or patterns, as well as sufficient features to learn them. When different user cohorts develop different trends, separating them simplifies the learning task. For example, new users may exhibit different behaviors than long-term users or have less historical data to use for inferences. This paper focuses on users with prior login history and additional user features.

Additional aspects of the problem are worth noting. Compared to multiplayer games, the lack of typical-case adversarial behavior simplifies successful policies and makes them easier to learn from logged data without simulated interactions. On the other hand, training a policy from scratch on user interactions in a live production system may adversely affect user engagement until the policy is optimized. Compared to the (contextual) bandit setup, this problem exhibits sequential depth.

Extensions of this problem include state-dependent and larger action spaces, and substantial generalizations covered in Section 8.

5 PROBLEM FORMALIZATION

The application introduced in Section 4 deals with sequences of actions, e.g., Action B can be tried several times before failing back on Action A. The sequential nature of this application calls for models based on states and state transitions. First, we introduce a simplified, intuitive example used later in the paper and then outline our full-fledged state model.

---

1Such authentication can also support two-factor authentication (2FA) [3, 27].
5.1 A motivational example

Consider the user-authentication application with two possible actions at a time, introduced in Section 4. It is easy to check whether Action A (password recovery) is more beneficial than Action B (another log-in attempt) on average, marginalizing all other information. This generalizes to short sequences, e.g., which action is preferable after one Action B? After two of them? (marginalizing everything else). By capturing such sequences up to some depth, one can optimize per-action rewards using either supervised or reinforcement learning. Figure 2 illustrates possible system actions from the initial failed-login state and subsequent states, as well as implied state transitions. The feedback to system actions is captured by rewards only (which include OTP costs as per Equation 8), and successful logins bring higher rewards than failures. State transitions depend entirely on the actions chosen by the system. In particular, after a successful login, the sequence can continue upon a future login failure. This self-contained state-reward model can capture the most basic sequential preferences but lacks user personalization, which is key to our work.

Figure 2: State transitions during user authentication. All states are distinct and indexed with depth (subscripts) and the history of actions (encoded in binary in superscripts).

A user can be characterized by a number of features that cover, e.g., time since account creation and local time, the amount of online activity, etc. In other words, each user at each step is represented by a multidimensional vector such that proximal vectors represent similar users. Compared to the earlier few-state model that represents an average user, personalization requires states that cannot be limited to a small predefined set. We now interpret Figure 2 as showing possible transitions and traces for one user, wherein each user state \( s_t \) in each trace is represented by a finite-dimensional feature vector (user state vector).

The semantics of features are not important for our motivational example. Therefore, for each user we represent the initial state \( s_0 \) (the first failed login attempt) with a state vector by drawing it at random from a personalized multivariate Gaussian distribution with mean and covariance selected randomly per user. Subsequent user states \( s_t \) with \( t = 1, \ldots \) that correspond to future failed login attempts are generated randomly and as part of state transitions. Specifically, a base (user) feature vector is drawn from a multivariate Gaussian distribution with mean and covariance selected randomly per user. Subsequent user states are generated by drawing it from a personalized multivariate Gaussian distribution at random from a personalized multivariate Gaussian distribution. This base vector and the vector representing user actions at a time, introduced in Section 4. It is easy to check whether Action A (password recovery) is more beneficial than Action B (another log-in attempt) on average, marginalizing all other information. This generalizes to short sequences, e.g., which action is preferable after one Action B? After two of them? (marginalizing everything else). By capturing such sequences up to some depth, one can optimize per-action rewards using either supervised or reinforcement learning. Figure 2 illustrates possible system actions from the initial failed-login state and subsequent states, as well as implied state transitions. The feedback to system actions is captured by rewards only (which include OTP costs as per Equation 8), and successful logins bring higher rewards than failures. State transitions depend entirely on the actions chosen by the system. In particular, after a successful login, the sequence can continue upon a future login failure. This self-contained state-reward model can capture the most basic sequential preferences but lacks user personalization, which is key to our work.

The simulated environment we introduced for system actions during user authentication is used as a testbed for evaluating ML techniques in Section 6. Under our formulation, the trained decision mechanism that chooses an action for each transition aims to optimize and/or balance long-term objectives, i.e., cumulative rewards over a time horizon (Section 2.1).

5.2 Our practical state model and rewards

The problem formalization we use in practice differs from the motivational example in two aspects: (1) user state vectors are based on actual user features rather than drawn at random, (2) rewards are crafted to approximate long-term objectives.

User features for state representation include real-time (contextual) and historical features. On-device real-time features capture the app platform, local time of day, day of the week, login time, etc. Historical features focus on past events, such as the total number of user password recoveries sent in the past, time since last login, etc. Historical features may also aggregate user data specific to the authentication process, e.g., the number of authentication attempts in the last 30 days and their outcomes, which of Action A and Action B were used, and how the user reacted.

Rewards are formulated to help optimize long-term objectives that are affected by the authentication decision mechanism. Specifically, we aim to optimize user engagement and monetary cost. In our Web-based service, user engagement is reported and expressed as a binary value that determines if the user was active during the day. Monetary cost represents the amount of money spent on password recovery (Action A) after failed login attempts. Ideally, we would like to avoid harming user engagement and not block users from logging in, while reducing charges for Action A. To this end, we formulate the reward as a linear combination of user engagement (UE) and monetary cost (Cost), thus

\[
  r = w_u \cdot \text{UE} - w_c \cdot \text{Cost}, \quad \text{where } w_u, w_c \in \mathbb{R} \quad (8)
\]

Varying the weights helps explore the Pareto curve of multiobjective tradeoffs relevant to the application. We assign rewards to the last action on each day (Figure 3) because system metrics for user engagement are tallied at the end of each day. During RL training, rewards are propagated back via the Bellman equation.

6 APPLYING REINFORCEMENT LEARNING

The problem formalization in Section 5 facilitates established ML techniques, including supervised and reinforcement learning. In this section we discuss the pros and cons of competing ML approaches, introduce our proposed RL model, then explain how training data is extracted and augmented.

Figure 3: Rewards are set daily per user, to the last action.
Figure 4: Exploration diversity improves state coverage. To visualize distributions of visited states in the feature space, we use two principal components via PCA. \( P(A) = 0.5 \) exhibits the greatest state coverage (blue), whereas \( P(A) = 0.9 \) exhibits limited coverage (red). The blue pointset is cloned.

6.1 Competing ML approaches

For a given state vector in the feature space, an ML model can (i) predict rewards for each action via Supervised Learning or (ii) estimate Q-values via offline Reinforcement Learning (Section 3). Generally, Reinforcement Learning offers two important advantages:

- RL exploration policies are linked to exploitation and optimized to improve state coverage
- Long-term cumulative objectives, e.g., user engagement, can be optimized by RL even when they are not faithfully represented by immediate rewards for each action (Figure 3).

The impact of the exploration level of behavioral policies in offline RL is illustrated in Figure 4 that is produced for the motivational example from Section 5.1. Here we compare (behavioral) exploration policies defined by the complementary probabilities of Actions A and B. Specifically, using the induced state transitions and corresponding rewards as a static dataset, we train offline an RL model for each behavioral policy (Section 3) through an established off-policy algorithm (DQN). Intuitively, balanced exploration with equal probabilities should provide better state coverage. Indeed, this is observed in our simulation. In the figure, we project state vectors from the feature space onto two principal components (via PCA). The yellow (70:30) and red (90:10) point clouds are narrower than the blue (50:50) point cloud. Furthermore, Figure 5 shows that exploration diversity in the behavioral policy helps train a better model. In other words, during the evaluation phase, we can expect higher perceived returns (cumulative rewards) for the RL model trained offline with balanced exploration. Such evaluation is performed on user features for a given state. We perform training offline on a static dataset of state transitions using the DQN algorithm. As a result, the task of learning a near-optimal Q-function is transformed into a familiar regression problem for Equation 7. A learned near-optimal Q-function supports a decision mechanism that selects Action A or B based on current user features to maximize accumulated rewards. The use of Temporal Difference (Equation 7) as the loss function is a key distinction from supervised learning. The implied use of the Bellman equation is what allows this approach to track long-term rewards.

Our implementation (Section 7) makes it easy to try more sophisticated RL models and algorithms with the same state model and rewards (Section 5.2). In fact, we have tried several improvements to DQN (such as DDQN, Dueling DQN) and concluded that DQN modeling forward sequential depth (i.e., the future impact of current actions) is difficult for supervised learning. Modeling backward sequential depth (the impact of past actions) is somewhat easier, using additional features that summarize past states and actions. Furthermore, reinforcement learning often suffers from high variance in rewards and statistical bias in explored states.

Despite obvious limitations, supervised learning (SL) remains a viable competitor to RL because

- SL often facilitates more mature optimization methods
- SL can train higher-quality models faster due to smaller variances and greater learning rates.

Therefore, to empirically evaluate our proposed RL method, Section 7 compares it to a production system trained with supervised learning. Among different RL techniques, model-based RL (tree search, etc), runs into difficulties predicting state transitions based on actions and corresponding rewards (environment dynamics).

6.2 RL decision models

Given the large state space in our application, we model the Q-function by a neural net. The values of the trained \( Q(s, a; \theta) \) express accumulated rewards (Equation 8) for Actions A, B based on user features for a given state. We perform training offline on a static dataset of state transitions using the DQN algorithm. As a result, the task of learning a near-optimal Q-function is transformed into a familiar regression problem for Equation 7. A learned near-optimal Q-function supports a decision mechanism that selects Action A or B based on current user features to maximize accumulated rewards. The use of Temporal Difference (Equation 7) as the loss function is a key distinction from supervised learning. The implied use of the Bellman equation is what allows this approach to track long-term rewards.

Our implementation (Section 7) makes it easy to try more sophisticated RL models and algorithms with the same state model and rewards (Section 5.2). In fact, we have tried several improvements to DQN (such as DDQN, Dueling DQN) and concluded that DQN
We logged data using the described exploratory behavioral policy \( \pi \). This way, during policy update, we logged state-action-reward data to the following row format: reinforcement Learning platform ReAgent user sequences (Figure 2). We use the open-source applied Reinforcement Learning solution that uses SL. Our evaluation methodology pays particular attention to training quality metrics. Hyperparameter tuning is performed based on offline metrics. For the best seen RL model, online evaluation on live data helps us compare to a baseline production solution that uses SL. The metrics map enables reward shaping for Equation 8 by tuning \( w_c, w_d \) during training. Offline RL training is enabled by preprocessing logic for the row format above.

7.1 Offline training and evaluation for RL

To support decision models from Section 6.2, we train our DQN model using the ReAgent (Horizon) platform [9] and its default neural network architecture. We set the discount factor to \( \gamma = 1.0 \) because most MDP sequences are short (80% of them have a single step). Equation 8 is used for the reward function. Offline RL training minimizes Temporal Difference loss (Equation 7) over the provided static dataset of transitions (Section 6.3). Figure 6 shows how loss values for the DQN RL model (Section 6.2) change over training epochs that consist of mini-batches (iterations). To avoid overfitting, we split the static dataset of transitions into a training and test set, then compare the average Q-values of the same Actions A, B between the training and test sets, and keep the differences below 10%.

Offline evaluation avoids the dangers of poorly trained policies in production. Additionally, it uses a static dataset for consistent experimentation and performance tuning. To watch out for deficient training and distributional shifts (Section 3), our evaluation methodology pays particular attention to training quality metrics.

- **The Temporal Difference Ratio** addresses a pitfall in using raw Temporal Difference (TD) loss (Equation 7), which is sensitive to the magnitude of Q-values. A poor RL model will exhibit low TD values when Q-values are low. Instead, we evaluate the metric \( \frac{\min(Q_A, Q_B)}{Q_A \cdot Q_B} \), where \( Q_A, Q_B \) are the average Q-values of Actions A, B over the training dataset.

![Figure 6: Temporal Difference loss (MSE) with respect to learning epochs for the DQN RL model (Section 6.2).](image-url)
• **Distributional stability** during training is vital to effective learning. The action distribution of the trained offline RL model should not shift too far from the behavioral policy, which we measure as the KL-divergence [12] between the RL model’s learned policy and the behavioral policy function. The action distribution of our DQN model in Figure 7 stabilizes over training. The change of the action distribution over a time window (25 training iterations) is a good proxy for the distributional stability for offline RL models.

**Counterfactual Policy Evaluation (CPE)** with respect to perceived accumulated reward is the second tier of our evaluation methodology. CPE is performed offline (because our RL model is trained offline) and off-policy because it uses a static dataset of transitions \( D \), logged by the behavioral policy \( \pi_B \). The key idea is to answer counterfactual questions of the form: “how probable would it be for the offline policy to encounter/perceive same state transitions/rewards as the logged ones?”. To this end, CPE provides a safe way of ranking different offline RL models before they are tested in production. Off-policy evaluation can be based on ordinary importance sampling [25], but at risk of high variance which grows exponentially with the number of state transitions. More sophisticated methods [34] provide controlled bias-variance tradeoffs by utilizing additional information, e.g., the learned Q-function. In our application, relatively short MDP sequences make it practical to use the sequential doubly robust estimator [13] to produce unbiased performance estimates for policies trained offline.

**Hyperparameter optimization** for Offline RL is challenging [23], as there is no access to the environment. Hyperparameters can be optimized toward the metrics in our two-tier offline evaluation above, after which the best seen models can be evaluated online. For example, parameters for training, such as the learning rate, can be optimized via the first tier, whereas the second tier can compare different RL algorithms. Our DQN model (Figures 6 and 7) exhibited the best results in offline evaluation, was deployed online and evaluated vs. SL baseline production system (Section 7.2).

### 7.2 Empirical comparisons

**Our baseline using supervised learning** is a prior production model with a tree-based meta-learner that estimates the Conditional Average Treatment Effects [18]. The treatment effects are represented by a linear combination of the rewards defined in Equation 8. The meta-learner decomposes the decision process into represented by a linear combination of the rewards defined in Equation 8. The meta-learner takes the differences between the estimates and chooses the action that gives the highest reward:

\[
\pi(t | s) = \arg \max_{a \in A} \mathbb{E}_t[r_t | a_t, s = s_t] \tag{9}
\]

After deriving \( r_t \) using Equation 8, the final action is given by

\[
\pi(t | s) = \arg \max_{a \in A} (w_a \cdot U - w_e \cdot C) \tag{10}
\]

The reward weights \( w_a \) and \( w_e \) are chosen through online experiments to ensure compelling multiobjective tradeoffs.

**Online evaluation** is performed using one-month’s data. Table 1 demonstrates the first round of results at a 95% confidence level, where our RL model is trained on randomized data as per Section 6.3. The RL model is compared to fixed policies (the same action repeated always) and a prior production model based on SL. The RL model significantly reduces OTP costs while exhibiting competitive daily and monthly user engagement results. We estimate Return On Investment (ROI) by dividing total cost by total monthly engagement. RL outperforms SL by 5.93% ± 0.782%. To collect data for **recurrent training**, we deploy our RL agent by extending the deterministic policy to an \( \epsilon \)-greedy policy with \( \epsilon = 0.1 \).

When ML is applied to practical problems, it commonly optimizes surrogate objectives, and one has to empirically check that practical objectives are improved as a result. Moreover, sophisticated applications often track multiple performance metrics whose regressions may block new optimization. In our case, one such metric counts notification disavow events (NDEs) for password reset, where a user turns off notifications, perhaps because there were too many. Comparing to SL, we observe that RL reduces NDEs by 50%. To this end, Table 2 shows that the RL agent trades off Action A for Action B and thus reduces authentication messages, while maintaining neutral engagement metrics. We also group users into cohorts — single-login users and multiple-login users (within the

### Table 1: SL and RL policies are compared online to fixed policies that always perform Action A or Action B. RL provides the most attractive tradeoffs, shown in bold.

| Policy | User engagement (Daily) | User engagement (Monthly) | OTP cost |
|--------|--------------------------|---------------------------|----------|
| B      | -                        | -                         | -        |
| A      | +1.49% ± 0.273%          | +2.81% ± 0.279%           | +120% ± 4.16% |
| SL     | +1.35% ± 0.212%          | +2.58% ± 0.116%           | +81.1% ± 3.13% |
| RL     | +1.50% ± 0.213%          | +2.55% ± 0.183%           | +70.3% ± 2.96% |

\( U = \mathbb{E}[\text{UE} | a_t, s = s_t], C = \mathbb{E}[\text{Cost} | a_t, s = s_t], \) where \( a_t \in A \). \( U \) and \( C \) are computed using Gradient Boosted Decision Trees whose parameters, including learning rate, tree depth and tree leaves, are swept in a large range to minimize mean squared errors. Then the learner takes the differences between the estimates and chooses the action that gives the highest reward:

\[
\pi(t | s) = \arg \max_{a \in A} \mathbb{E}[r_t | a_t, s = s_t] \tag{9}
\]

After deriving \( r_t \) using Equation 8, the final action is given by

\[
\pi(t | s) = \arg \max_{a \in A} (w_a \cdot U - w_e \cdot C) \tag{10}
\]

The reward weights \( w_a \) and \( w_e \) are chosen through online experiments to ensure compelling multiobjective tradeoffs.

**Online evaluation** is performed using one-month’s data. Table 1 demonstrates the first round of results at a 95% confidence level, where our RL model is trained on randomized data as per Section 6.3. The RL model is compared to fixed policies (the same action repeated always) and a prior production model based on SL. The RL model significantly reduces OTP costs while exhibiting competitive daily and monthly user engagement results. We estimate Return On Investment (ROI) by dividing total cost by total monthly engagement. RL outperforms SL by 5.93% ± 0.782%. To collect data for **recurrent training**, we deploy our RL agent by extending the deterministic policy to an \( \epsilon \)-greedy policy with \( \epsilon = 0.1 \).

When ML is applied to practical problems, it commonly optimizes surrogate objectives, and one has to empirically check that practical objectives are improved as a result. Moreover, sophisticated applications often track multiple performance metrics whose regressions may block new optimization. In our case, one such metric counts notification disavow events (NDEs) for password reset, where a user turns off notifications, perhaps because there were too many. Comparing to SL, we observe that RL reduces NDEs by 50%. To this end, Table 2 shows that the RL agent trades off Action A for Action B and thus reduces authentication messages, while maintaining neutral engagement metrics. We also group users into cohorts — single-login users and multiple-login users (within the

### Table 2: Action distributions (% of Action A) for behavioral policies trained with SL and RL by user cohort.

|                | SL                      | RL                      |
|----------------|-------------------------|-------------------------|
| All users      | 55.88%                  | 22.75%                  |
| Single-login   | 60.16%                  | 36.41%                  |
| Multiple-login | 49.40%                  | 11.19%                  |

\( U = \mathbb{E}[\text{UE} | a_t, s = s_t], C = \mathbb{E}[\text{Cost} | a_t, s = s_t], \) where \( a_t \in A \). \( U \) and \( C \) are computed using Gradient Boosted Decision Trees whose parameters, including learning rate, tree depth and tree leaves, are swept in a large range to minimize mean squared errors. Then the learner takes the differences between the estimates and chooses the action that gives the highest reward:

\[
\pi(t | s) = \arg \max_{a \in A} \mathbb{E}[r_t | a_t, s = s_t] \tag{9}
\]

After deriving \( r_t \) using Equation 8, the final action is given by

\[
\pi(t | s) = \arg \max_{a \in A} (w_a \cdot U - w_e \cdot C) \tag{10}
\]

The reward weights \( w_a \) and \( w_e \) are chosen through online experiments to ensure compelling multiobjective tradeoffs.
agents in production. However, this approach requires careful extraction and augmentation of training data to ensure that off-policy learning does not succumb to distributional shift. In practice, RL is often susceptible to high variance and high bias at several of its stages, especially when operating on large-scale live data. Fortunately, our method is sufficiently robust for production deployment using the ReAgent (Horizon) platform [9]. Starting from state modeling and data collection, we articulate obstacles and milestones toward model training and demonstrate practical improvement in end-to-end system-level metrics at a large-scale deployment at Facebook. During development, we use a simplified problem environment to test intuition without sensitive data.

**Broader applications.** Our self-contained didactic application is not only critical to many Web-based systems, but also generalizes well (e.g., to more than two actions at a time) and illustrates how other aspects of Web-based systems can be personalized and enhanced via ML. Relevant optimizations explored previously include

- personalized individual user notifications [9],
- page prefetching to optimize user experience [37].

User notifications and product delivery must balance utility with distraction, while page prefetches improve access latency at the cost of increased network bandwidth. These applications bear structural similarity to our work and share several salient aspects.

1. At each step, the system chooses from several actions. Future decisions are improved based on user feedback.
2. One must optimize and/or balance long-term cumulative objectives, some of which do not reduce to rewards for individual actions that can be handled by supervised learning.
3. Personalization is based on a number of user features and can be supported by ML models in the feature space.

**More general RL methods.** Our straightforward RL model (DQN) is facilitated by the small action space, which (i) is less demanding in terms of learning robustness, and (ii) allows for simpler neural-net representations where separate outputs produce \( Q(s, a) \) values for different actions \( a \). However, the overall approach generalizes to more sophisticated settings and can be extrapolated to other personalized enhancements for Web-based systems as follows.

- We use model-free RL without predicting future states and action rewards, but such predictions can be leveraged.
- Our extraction and handling of user features, as well as offline model-free training and the evaluation methodology are not tied to specific RL models.
- Our use of the open-source ReAgent (Horizon) platform [9] makes it easy to employ models such as Double DQN [36] (DDQN) and Dueling DQN [40] that could provide a more stable learning for larger action spaces.

For very large or continuous action spaces, \( Q(s, a) \) can be modeled as a function of both \( s \) and \( a \) [21]. Continuous action spaces can be addressed using policy gradient methods [32], available in ReAgent.

### Table 3: Recurrent training results compared with the initial RL agent trained on randomized data (the “Rand” policy issues Action A and Action B with equal probability).

| Policy | User engagement | OTP cost |
|--------|----------------|----------|
|        | Daily          | Monthly  |
| DQN    | +0.0023% ±0.106% | +0.0576% ±0.0841% | -0.166% ±0.439% |
| CRR    | +0.116% ±0.240% | +0.107% ±0.140% | +1.27% ±2.87% |
| Rand   | -0.336% ±0.266% | -0.693% ±0.162% | +3.78% ±3.29% |
