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Abstract

In practice, the use of rounding is ubiquitous. Although researchers have looked at the implications of rounding continuous random variables, rounding may be applied to functions of discrete random variables as well. For example, to infer on suicide excess deaths after a national emergency, authorities may provide a rounded average of deaths before and after the emergency started. Suicide rates tend to be relatively low around the world and such rounding may seriously affect inference on the change of suicide rate. In this paper, we study the scenario when a rounded to nearest integer average is used as a proxy for a non-negative discrete random variable. Specifically, our interest is in drawing inference on a parameter from the pmf of $Y$, when we get $U = n\lfloor Y/n \rfloor$ as a proxy for $Y$. The probability generating function of $U$, $E(U)$, and $\text{Var}(U)$ capture the effect of the coarsening of the support of $Y$. Also, moments and estimators of distribution parameters are explored for some special cases. We show that under certain conditions, there is little impact from rounding. However, we also find scenarios where rounding can significantly affect statistical inference as demonstrated in three examples. The simple methods we propose are able to partially counter rounding error effects. While for some probability distributions it may be difficult to derive maximum likelihood estimators as a function of $U$, we provide a framework to obtain an estimator numerically.
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1 Introduction

The need to study the effects of rounding is appreciated more naturally in the realm of continuous random variables. For example, children occipito-frontal circumference measures, which are important markers of cerebral development, are customarily recorded to the nearest centimeter and such rounding could mask contrasts (Wang and Wertelecki, 2013). Weight may be rounded to the nearest pound, and age rounded to the nearest year. The effects of rounding on the first two moments of the probability distribution of a continuous random variable were considered by Tricker (1984), while Tricker (1990); Tricker et al (1998) considered the effects of rounding errors on Type I errors, power and R charts. The characteristic function, moments and oscillatory behavior of rounded continuous random variables were investigated by Janson (2006); Pace et al (2004) studied the properties of likelihood procedures after decimal point rounding, Wang and Wertelecki (2013) suggested rounding errors may affect statistical inference, and Chen (2021) defined non-asymptotic moment bounds for rounded random variables. Many of these studies have found that rounded random variables can have similar properties to the true (hidden) random variable counterparts. Yet it is unclear how generally good the approximation is. Moreover, the exponential growth in data (Beath et al, 2012; Rivera et al, 2019; Rivera, 2020), recent tendencies in deep learning to lower precision (Rodriguez et al, 2018; Wang et al, 2018; Colangelo et al, 2018; Gupta et al, 2015), and development of physically informed machine learning models (Raissi et al, 2017; Rao et al, 2020; Hooten et al, 2011; Wikle and Hooten, 2010) make it paramount to better understand the effects of rounding and truncation error (Kutz, 2013).

Our emphasis is on the effects of rounding for a non-negative discrete count random variable. Say $Y = X_1 + \ldots + X_n$ are the total counts from $n$ independent measurements and the random variable has some probability mass function (pmf), $P_Y(y)$, parameterized by $\nu$. However, instead of obtaining $Y$ directly, only an average over the $n$ measurements rounded to the nearest non-negative integer is available which is then used to estimate the counts. Define $[X]$ as $X$ rounded to the nearest integer. The rounded average random variable is $\lfloor \frac{Y}{n} \rfloor$ and an estimator of the count may be expressed as

$$U = n \lfloor \frac{Y}{n} \rfloor$$

where $n \geq 1$. Whether $u$ has an upper bound or not depends on the pmf of $Y$. $\lfloor \frac{Y}{n} \rfloor$ has support 0, 1, .. so $u \in \{0, n, 2n, \ldots\}$; a multiplier of $n$. When $n = 1$, then $Y = u$. Since $n$ is fixed, it is possible that $P(U = y) = 0$ for some $y$
although $P(Y = y) \neq 0$. For example, if $n = 3$, then $P(n[Y/3] = 10) = 0$ even if $P(Y = 10) \neq 0$. From the support of $U$ it is clear that a noticeable binning of $Y$ values occurs and the larger the $n$, the more separated the support values of $U$ become. This is a form of coarsening (Taraldsen, 2011). Because the average is rounded to the nearest integer, attempting to estimate the total by $U$ and treating it as $Y$ will not adequately account for uncertainty. Our aim is to study how using $U$ as a proxy for $Y$ affects inference on $\nu$.

Consider comparing counts between two different periods of time. Instead of having access to true counts, $X_1$ for period 1, and $X_2$ for period 2, we instead are provided with $[X_1/n_1]$ and $[X_2/n_2]$ which we then use to get $U_1$ for period 1, $U_2$ for period 2; values that we rely on to infer on the difference in true mean counts of both periods. Take how mortality patterns may change during an emergency. Mortality is often underestimated for pandemics, heatwaves, influenza, natural disasters, and other emergencies, times when accurate mortality estimates are crucial for emergency response (Rivera et al, 2020; Lugo and Rivera, 2023). The Covid-19 pandemic has made it more apparent than ever that determining the death toll of serious emergencies is difficult (Rosenbaum et al, 2021). Excess mortality estimates can yield a complementary assessment of mortality. Excess mortality can be estimated using statistical models to evaluate whether the number of deaths during an emergency is greater than would be expected from past mortality patterns by comparing the total deaths for period 1 with total deaths for period 2. If excess mortality estimates exceed the official death count from the emergency, the official death count may be an under-estimate. Excess death models have shown discrepancies with the official death toll from the Covid-19 pandemic (Rivera et al, 2020), Hurricane Katrina (Kutner et al, 2009; Stephens et al, 2007), Hurricane Maria (Rivera and Rolke, 2018, 2019; Santos-Lozada and Howard, 2018; Santos-Burgoa et al, 2018; Kishore et al, 2018), heatwaves (Canoui-Poitrine et al, 2006; Tong et al, 2010) and other emergencies. How would statistical inference be affected when using $U_1$ and $U_2$ as proxies for $X$ and $Y$ respectively when drawing inference on expected difference on mean mortality?

This article is structured as follows. Section 2 presents some theoretical properties of $U$. The special cases when $Y$ follows a Poisson distribution and when it follows a binomial distribution are also studied. Section 3 demonstrates the developed theory through three examples: estimating excess deaths, estimating probability of success, and assessing the effect of rounding through numerical likelihood maximization. We summarize our findings and their implications in Section 4. Proofs of all theorems and corollaries are relayed to the Appendix.

2 Properties of the Proxy Random Variable $U$

Scientists often round data and then misspecify the probability distribution of the proxy random variable. For example, Tilley et al (2019) round raw catch per unit effort fishing data and then models this data as a Poisson random
variable. In our context, the proxy random variable $U$ may have a probability distribution that is significantly different than $Y$.

**Lemma 1** If $\lfloor x \rfloor$ maps $x$ to the greatest integer less than or equal to $x$, $\lceil x \rceil$ maps $x$ to the least integer greater than or equal to $x$, $Y$ is a non-negative discrete random variable, and $U = n\lceil \frac{Y}{n} \rceil$, then,

$$P(U = u) = \sum_{q=0}^{n-1-g(u)} P(Y = h(u) + q + g(u)) \quad u \in \{0,n,2n,\ldots\} \quad (1)$$

where,

$$g(u) = \begin{cases} \left\lfloor \frac{n}{2} \right\rfloor & u = 0 \\ 0 & u \geq 1 \end{cases} \quad (2)$$

and

$$h(u) = \begin{cases} u - \frac{n}{2} + \frac{1}{2} & n \text{ is odd} \\ u - \frac{n}{2} & n \text{ is even} \end{cases}$$

More succinctly, $h(u) = \lceil u - \frac{n}{2} \rceil$.

Note that when $n = 1$, then $P(U = u) = P(Y = u)$. Lemma 1 assumes round half up tie breaking rule is used. If $n$ is even, the pmf will depend on the type of of tie breaking rule used (a tie is when the fraction of the average is 0.5). If the round half to even rule is used, then it can be shown that (see the Appendix),

$$P(U = u) = \begin{cases} \sum_{q=0}^{n} P(Y = u - \frac{n}{2} + q) & u/n \text{ is even} \\ \sum_{q=0}^{n-2} P(Y = u - \frac{n}{2} + 1 + q) & u/n \text{ is odd} \end{cases}$$

The rest of this paper proceeds according to the round half up tie breaking rule. This was a pragmatic choice, as the rule made theoretical results more compact and did not have an effect on the overall conclusions of the paper.

Turning to moments, the expected value of $U$ is

$$E(U) = \sum_{u_k \in \mathcal{U}} u_k P(U = u_k)$$

where $\mathcal{U}$ is the support of $U$. Observe from (1) that the pmf of $U$ for the most part aggregates the probabilities of $n$ values of $Y$. Thus, to calculate moments of $U$ as a function of $Y$, a projection is useful so that moments of $U$ are a function of moments of $Y$. To accomplish this, first we derive an expression for the probability generating function (Resnick, 1992), pgf, of $U$ from the pgf of $Y$,

$$G_Y(s) = E(s^Y) = \sum_{y=0}^{\infty} p_y s^y = p_0 + p_1 s + p_2 s^2 + \cdots p_n s^n + \cdots$$
where \( p_y = P(Y = y) \) and the sum converges for any \( s \in \mathbb{R} \) such that \(|s| \leq 1\).

**Theorem 1** If \( Y \) is a non-negative discrete random variable, let \( U = n\lfloor \frac{Y}{n} \rfloor \), and \( \omega = \exp(\frac{2\pi i}{n}) \). Then the pgf of \( U \) is,

\[
G_U(s) = \frac{(s^n - 1)}{ns^{n/2}} \sum_{j=0}^{n-1} a(j) \frac{G_Y(s/\omega^j)}{s - \omega^j} \quad (3)
\]

where

\[
r = \begin{cases} 
1 & n \text{ is even} \\
1/2 & n \text{ is odd}
\end{cases}
\]

and

\[
a(j) = \begin{cases} 
(-1)^j & n \text{ is even} \\
(-1)^j \omega^{j/2} & n \text{ is odd}
\end{cases}
\]

Thus, when \( n = 1 \) \( G_U(s) = G_Y(s) \), and when \( n = 2 \),

\[
G_U(s) = \frac{1}{2} \left( (s + 1)G_Y(s) - (s - 1)G_Y(-s) \right)
\]

Notice from (3) that \( \omega \) combined with \( a(j) \) will lead to non-negligible oscillatory behavior of the moments of \( U \) as we will see later on. For large \( n \), if \( p_y \to 0 \) as \( y \) increases then less terms in the summation in (3) will be different from zero, giving \( G_U(s) \) a simpler form. Theorem 1 helps us find expressions for moments of \( U \) as a function of moments of \( Y \) and therefore better understand the impact of rounding.

**Theorem 2** For any non-negative discrete random variable \( Y \), if \( U = n\lfloor \frac{Y}{n} \rfloor \) and \( \omega = \exp(\frac{2\pi i}{n}) \), then:

\[
E(U) = E(Y) + \frac{1}{2} (2r - 1) + \sum_{j=1}^{n-1} a(j) \frac{G_Y(1/\omega^j)}{1 - \omega^j} \quad (4)
\]

and

\[
\begin{align*}
\Var(U) &= \Var(Y) + \frac{1}{12} (n^2 - 1) - (2E(Y) - 1) \sum_{j=1}^{n-1} a(j) \frac{G_Y(1/\omega^j)}{1 - \omega^j} \\
&\quad - \left( \sum_{j=1}^{n-1} a(j) \frac{G_Y(1/\omega^j)}{1 - \omega^j} \right)^2 \\
&\quad + 2 \sum_{j=1}^{n-1} a(j) \left( \frac{G_Y'(1/\omega^j)}{\omega^j(1 - \omega^j)} - \frac{G_Y(1/\omega^j)}{(1 - \omega^j)^2} \right) \quad (5)
\end{align*}
\]
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where

\[ r = \begin{cases} 
1 & \text{if } n \text{ is even} \\
\frac{1}{2} & \text{if } n \text{ is odd} 
\end{cases} \]

and

\[ a(j) = \begin{cases} 
(-1)^j & \text{if } n \text{ is even} \\
(-1)^j \frac{j}{2} & \text{if } n \text{ is odd} 
\end{cases} \]

Let’s take a moment to take in the results up until now and examine properties of \( U \) as \( n \to \infty \). According to Lemma 1, \( P(U = u) \approx P\left(u - \frac{n}{2} \leq Y \leq u - \frac{n}{2}\right) \). As \( n \to \infty \) the support of \( U \) becomes more spread out, and probability mass of \( U \) must concentrate on less values of the random variable. Figure 1 illustrates how \( U \) coarsens the support of \( Y \sim \text{Poisson}(\theta = 2) \); the higher the sample size, the more drastic the coarsening. At \( n = 10 \), treating \( U \) as a Poisson random variable would lead us to underestimate \( \theta \).

**Fig. 1** Upper left panel shows the pmf of \( Y \sim \text{Poisson}(\theta = 2) \). Upper right panel presents the pmf of \( U \) when \( n = 3 \) while lower left panel shows the pmf of \( U \) when \( n = 10 \).
Equation (5) is similar to the proposed Sheppard’s correction Sheppard (1898); Tricker et al (1998); Schneeweiß et al (2010) except that Sheppard’s correction ignores that the rounded random variable $U$ and the rounded error are dependent on $Y$ Zhao and Bai (2020). Furthermore, (4) and (5) include alternating series terms dependent on $\omega$, and for large $n$ the difference between successive terms in each series is small.

However, the summation terms in (4) and (5) will also depend on distribution parameters values relative to $n$. To look further into this, let $X_k$ be independent and identically distributed (iid) non-negative discrete random variables with finite mean $\lambda$ and finite variance $\sigma^2$. Define $Y = \sum_{k=1}^n X_k$. By the central limit theorem, $Y/n$ will get close to $\lambda$ with smaller variance as $n \to \infty$. When $\lambda \in \mathbb{Z}^+$, then rounding will not have much effect; $E(U) \to n\lambda$ and $\text{Var}(U) \to 0$. For non-integer $\lambda$, the parameter has a nonzero fractional part and therefore the rounding will play a role. When $n$ is much larger than $\lambda$, fractional parts less than 0.5 will result in $E(U) \to n\lfloor\lambda\rfloor << n\lambda$, and fractional parts greater than 0.5 will result in $E(U) \to n\lceil\lambda\rceil >> n\lambda$. Despite this behavior of $E(U)$, for non-integer $\lambda$ we still have $\text{Var}(U) \to 0$. As the fractional part tends to 0.5, $\text{Var}(U)$ becomes larger than $\text{Var}(Y)$, with their separation increasing as $n$ becomes large.

2.1 Poisson Distribution Case

Now we explore working with $U$ when $Y \sim \text{Poisson}(\theta)$. From (1) we have

$$P(U = u) = \sum_{q=0}^{n-1-g(u)} \frac{\theta^{h(u)+g(u)}e^{-\theta}}{(h(u)+q+g(u))!} u \in \{0, n, 2n, ..\} \tag{6}$$

As expected, for $n = 1$, $P(U = u)$ is the Poisson pmf.

Our intention is to draw inference on $\theta$ using $U$ instead of $Y$. Specifically, we study whether the rounding leads to substantial differences between $E(U)$, $\text{Var}(U)$ and $\theta$. If we consider that $Y$ is counting events over $n$ periods such that each has independent counts $X_k \sim \text{Poisson}(\lambda_k)$, then $Y = \sum_{k=1}^n X_k \sim \text{Poisson}(\sum_{k=1}^n \lambda_k)$ and $E(U)$ would also be increasing with $n$ since $\theta = \sum_{k=1}^n \lambda_k$. Assuming all $X_k$ are identically distributed, as $n \to \infty \sum_{k=1}^n X_k/n \to \lambda$. However, if $\lambda = 0.4$ and $n \to 10000$, then $\sum_{k=1}^n X_k/n \to 0.4$ means that $U \to 0$, although $\theta = 4000$. In contrast, if $\lambda = 0.6$ and $n \to 10000$, then $\sum_{k=1}^n X_k/n \to 0.6$ means that $U \to 10000$, although $\theta = 6000$. That is, we can’t generally say that for any $\lambda$, $\text{bias}(U) \to 0$ as $n \to \infty$ (the bias of $U$ as an estimator of $n\lambda$).
Corollary 1 If \( Y \sim \text{Poisson}(\theta) \), \( U = n\lfloor \frac{Y}{n} \rfloor \) and \( \omega = \exp\left(\frac{2\pi i}{n}\right) \), then
\[
E(U) = \theta + \frac{1}{2} (2r - 1) + e^{-\theta} \sum_{j=1}^{n-1} a(j) \frac{e^{\omega j}}{1 - \omega j}
\]
(7)
and
\[
\text{Var}(U) = \theta + \frac{1}{12} (n^2 - 1) - e^{-2\theta} \left( \sum_{j=1}^{n-1} a(j) \frac{e^{\omega j}}{1 - \omega j} \right)^2
- \sum_{j=1}^{n-1} a(j) \frac{e^{\omega j}}{1 - \omega j} \left( \frac{2e^{-\theta}}{1 - \omega j} - e^{-\theta} \right)
\]
(8)
where
\[
r = \begin{cases} 
1 & \text{if } n \text{ is even} \\
1/2 & \text{if } n \text{ is odd}
\end{cases}
\]
and
\[
a(j) = \begin{cases} 
(-1)^j & \text{if } n \text{ is even} \\
(-1)^{j\omega j/2} & \text{if } n \text{ is odd}
\end{cases}
\]

See the Appendix for the proof. When \( n = 1 \), then using Corollary 1 it can be shown that \( E(U) = \text{Var}(U) = \theta \). As stated earlier, the expressions for moment of \( U \) include alternating series terms that will depend on parameters and \( n \). For small \( \theta \), \( e^{\theta} \approx 1 + \theta \). When \( n \) is even, for some small values of \( \theta \) we see from (7) that \( U \) displays substantial bias in estimating \( \theta \). The oscillatory behavior of \( E(U) \) and \( \text{Var}(U) \) as \( \theta \) and \( n \) vary are not generally negligible. Specifically, if \( n = 2 \) then
\[
E(U) = \theta + \frac{1}{2} - \frac{e^{-2\theta}}{2}
\]
and
\[
\text{Var}(U) = \theta + \frac{1}{4} + 2\theta e^{-\theta} - 2\theta e^{-2\theta} - e^{-2\theta} + e^{-3\theta} - \frac{e^{-4\theta}}{4}
\]

Thus, when \( n = 2 \), \( E(U) \to 0 \) as \( \theta \to 0 \). Same for \( \text{Var}(U) \). In contrast, if \( \theta = 0.1 \), \( E(U) \) is approximately twice as large yet the variance is approximately 0.12. But what happens to \( E(U) \) and \( \text{Var}(U) \) as \( \theta \) becomes large?

Lemma 2 For independent \( X_k \sim \text{Poisson}(\lambda) \), \( Y = \sum_{k=1}^{n} X_k \sim \text{Poisson}(\theta) \), and fixed \( n \),
\[
\lim_{\lambda \to \infty} \frac{1}{n\lambda} E(U) = \lim_{\lambda \to \infty} \frac{1}{n\lambda} \text{Var}(U) = 1
\]

This result makes intuitive sense. When \( \lambda \) is very large relative to \( n \), the effect of rounding is small because its fractional part becomes minor. However, when \( n \) is much bigger than \( \lambda \), then the fractional part of \( \lambda \) becomes relevant and rounding will have a significant effect.
2.2 Maximum Likelihood Estimator of $\theta$

In light of the theoretical properties of $U$, we now turn to estimation of $\theta$ using the likelihood function given the proxy random variable. We also show the asymptotic behavior of this estimator.

**Theorem 3** If $Y \sim \text{Poisson}(\theta)$, and $U = n\lfloor \frac{Y}{n} \rfloor$, then the maximum likelihood estimator (MLE) is

$$\hat{\theta} = \prod_{q \in \mathcal{P}} \left( \left\lfloor u - \frac{n}{2} \right\rfloor + g(u) + q \right)^{\frac{1}{m}}$$

(9)

where $q = 0, \ldots, n - 1$ and $\mathcal{P}$ is the set such that $\left\lfloor u - \frac{n}{2} \right\rfloor + g(u) + q > 0$ and $m$ is the length of $\mathcal{P}$.

If $n = 2$, then

$$\hat{\theta} = \begin{cases} \left( u(u - 1) \right)^{1/2} & u \geq 1 \\ 0 & u = 0 \end{cases}$$

For even $n$, $\hat{\theta} < u$ except when $u = 0$, then $\hat{\theta} = 0$.

**Theorem 4** For independent $X_k \sim \text{Poisson}(\lambda)$, $Y = \sum_{k=1}^{n} X_k \sim \text{Poisson}(\theta)$, $U = n\lfloor \frac{Y}{n} \rfloor$ and if $\hat{\theta}$ is the MLE of $\theta$, then (fixed $n$),

$$\lim_{\lambda \to \infty} \frac{1}{n\lambda} E(\hat{\theta}) = 1$$

**Theorem 5** For independent $X_k \sim \text{Poisson}(\lambda)$, $Y = \sum_{k=1}^{n} X_k$, $U = n\lfloor \frac{Y}{n} \rfloor$, let $\lambda > 0.5$ and $\lambda \neq I + 0.5$, where $I$ is a positive integer. If $\hat{\theta}$ is the MLE of $\theta$, then

$$\lim_{n \to \infty} \frac{1}{n} E(\hat{\theta}) = \left( v_0 - \frac{1}{2} \right) e \left( v_0 - \frac{1}{2} \right) \left( \frac{1}{v_0 - \frac{1}{2}} + 1 \right) \log \left( \frac{1}{v_0 - \frac{1}{2}} + 1 \right) - 1$$

(10)

where $v_0 = \lfloor \lambda + 0.5 \rfloor$.

When $\lambda < 0.5$, then as $n \to \infty$, $U \to 0$, and $\hat{\theta} > 0$.

**Theorem 6** For independent $X_k \sim \text{Poisson}(\lambda)$, $Y = \sum_{k=1}^{n} X_k$, $U = n\lfloor \frac{Y}{n} \rfloor$, $\lambda < 0.5$. If $\hat{\theta}$ is the MLE of $\theta$, then

$$\lim_{n \to \infty} \frac{1}{n} E(\hat{\theta}) = \frac{1}{2e}$$
The two previous theorems explain the large-\(n\) limit of the MLE, except for the cases where \(\lambda = I + 0.5\). In this case, the expected value of the MLE becomes the average of the expected value formulas we just derived, for \(v_0 = I\), and \(v_0 = I + 1\). For \(I > 0\) we have

\[
\lim_{n \to \infty} \frac{1}{n} E(\hat{\theta}) = \frac{1}{2} \left( I - \frac{1}{2} \right) e^{\left( I - \frac{1}{2} \right) \left( \frac{1}{I - \frac{1}{2}} + 1 \right) \log \left( \frac{1}{I - \frac{1}{2}} + 1 \right) - 1} \\
+ \frac{1}{2} \left( I + \frac{1}{2} \right) e^{\left( I + \frac{1}{2} \right) \left( \frac{1}{I + \frac{1}{2}} + 1 \right) \log \left( \frac{1}{I + \frac{1}{2}} + 1 \right) - 1}
\]

\subsection{2.2.1 Mean Squared Error of \(\hat{\theta}\) and \(U\)}

\(U\) may be seen as the quasi-maximum likelihood estimator for \(\theta\) (assuming \(U\) follows a Poisson distribution). If the distribution of \(U\) is misspecified to be a Poisson with mean \(\theta^o\), then \(U\) will be a consistent estimator of \(\theta^o\), although the random variable may fail to estimate \(\theta\) (White, 1982). From Corollary 1, when \(Y \sim \text{Poisson}(\theta)\),

\[
\text{Bias}_\theta U = E(U) - \theta = \frac{1}{2} (2r - 1) + e^{-\theta} \sum_{j=1}^{n-1} a(j) \frac{e^{\theta j}}{1 - \omega^j}
\]

Theorems 4, 5, and 6 showed us some aspects of \(E(\hat{\theta})\), but how does \(\hat{\theta}\) generally perform against \(U\) as an estimator of \(\theta\)? To assess this, we take 50,000 draws from Poisson distributions with varying values of \(\theta, n\) and compute the mean squared error (MSE) of each estimator. We assume we have \(n\) independent and identically distributed \(X_1, \ldots, X_n \sim \text{Poisson}(\lambda)\). Then \(Y = \sum_{k=1}^{n} X_k \sim \text{Poisson}(\theta)\) where \(\theta = n\lambda\).
The simulations indicate a periodic behavior of the MSE of $U$ and $\hat{\theta}$ as $\theta$ increases for most $n$, except $n = 2$ (Figure 2). MSE($\hat{\theta}$) is generally smaller than MSE($U$) until $\lambda \geq 1$, when MSE($\hat{\theta}$) is slightly bigger than MSE($U$) most of the time. The exception is when $\lambda \approx 0$, when the MLE struggles to be close to $\theta$ (Theorem 6). There is evidence of oscillations in mean squared errors, with a dip when $\lambda$ is an integer. The peaks of the mean squared errors occur when $\lambda = 1/2, 3/2, ...$; and at these values both mean squared errors become larger as $n \to \infty$.

In contrast, as a function of $n$ the mean squared errors generally increase (Figure 3). To see why, recall that MSE($U$) = $\text{bias}^2 + \text{Var}(U)$. While Var($U$) →
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0 as \( n \to \infty \) (unless \( \theta = I + 0.5 \)), bias\(^2\) tends to \((n[\lambda] - n\lambda)^2\). However, when \( \lambda \) is a whole number, then the bias of \( U \) tends to 0 as seen in the chart when \( \lambda = 1, \lambda = 2 \).

For \( \lambda \) values close to 0 and large \( n \) (first upper panel, Figure 3), \( \hat{\theta} \) has a significantly larger mean squared error than \( U \). This is because as \( n \to \infty \), \( \lceil u - n^2 \rceil \) becomes smaller. This can cause the MLE to use as little as \( n/2 \) terms which will bias its result such that \( \hat{\theta} > \theta \).

2.3 Binomial Distribution Case

We now consider the case where there are independent random variables \( X_k \sim binomial(m, \phi) \), \( Y = \sum_{k=1}^{n} X_k \) and the goal is to infer on \( \phi \). Now \( U \) has domain \( u \in \{0, n, \ldots, mn\} \). Once more, \( U \) has effectively binned the possible values of \( Y \).

**Corollary 2** If \( Y \sim binomial(mn, \phi) \), \( q = 1 - \phi \), \( U = n[Y/n] \) and \( \omega = \exp(2\pi i/n) \), then

\[
E(U) = mn\phi + \frac{1}{2} (2r - 1) + \sum_{j=1}^{n-1} a(j) \left( \frac{1 - \phi + \frac{\phi}{\omega^j}}{1 - \omega^j} \right)^{mn}
\]

and

\[
Var(U) = mnq + \frac{1}{12}(n^2 - 1) - (2mn\phi - 1) \sum_{j=1}^{n-1} a(j) \left( \frac{q + \frac{\phi}{\omega^j}}{1 - \omega^j} \right)^{mn}
\]

\[
- \left( \sum_{j=1}^{n-1} a(j) \frac{(q + \frac{\phi}{\omega^j})^{mn}}{1 - \omega^j} \right)^2 - 2 \sum_{j=1}^{n-1} a(j) \left( \frac{mnq(q + \frac{\phi}{\omega^j})^{mn-1}}{1 - \omega^j} - \frac{(q + \frac{\phi}{\omega^j})^{mn}}{(1 - \omega^j)^2} \right)
\]

where

\[
r = \begin{cases} 
1 & \text{if } n \text{ is even} \\
1/2 & \text{if } n \text{ is odd}
\end{cases}
\]

and

\[
a(j) = \begin{cases} 
(-1)^j & \text{if } n \text{ is even} \\
(-1)^j \omega^j/2 & \text{if } n \text{ is odd}
\end{cases}
\]

If \( n = 2 \) then,

\[
E(U) = 2m\phi + \frac{1}{2} + \frac{(1 - 2\phi)^{2m}}{2}
\]

When \( m = 1 \) in this scenario, \( E(U) = 1 + 2\phi^2 \) instead of \( 2\phi = E(Y) \). The MLE of \( \phi \) in terms of \( U \) appears to have a complicated form and requires further research.
3 Example Applications

In this section we first consider the situation when we have estimated counts according to two averages rounded to the nearest non-negative integer coming from two separate time periods, and we wish to draw inference on the difference of the mean total counts. In a second application, the hidden random variable $Y$ follows a binomial distribution and the aim is to draw inference on the probability of success $\phi$. Lastly, we provide a framework to obtain the MLE based on $U$ when the underlying true count follows a Poisson, binomial or negative binomial distribution.

3.1 Estimating Excess Deaths Due to an Emergency

We now present an example of a rather simple before and after comparison to estimate excess deaths due to an emergency. Let $X \sim \text{Poisson}(\theta)$ represent the total deaths occurring in $n_1$ days before the emergency and $Y \sim \text{Poisson}(\theta + \beta)$ are the deaths in $n_2$ days after the emergency starts. $X$ and $Y$ are independent. $\beta$ measures excess deaths, a proxy of the impact of the emergency on mortality. A reasonable point estimator of excess deaths would be (Rivera and Rolke, 2018, 2019)

$$L^* \equiv (\bar{Y} - \bar{X})n_2 = (Y - \frac{n_2}{n_1}X)$$

where $\bar{X} = \frac{X}{n_1}$ and $\bar{Y} = \frac{Y}{n_2}$. For this estimator,

$$E(L^*) = \beta + \theta \left(1 - \frac{n_2}{n_1}\right)$$

and

$$\text{Var}(L^*) = \beta + \theta \left(1 + \frac{n_2^2}{n_1^2}\right)$$

The second term makes adjustments to the moments dependent on the size of the before and after emergency sample sizes. However, when total counts must be estimated through averages rounded to the nearest non-negative integer, then the estimator becomes

$$([\bar{Y}] - [\bar{X}])n_2 = U_2 - [\bar{X}]n_2 = \left(U_2 - \frac{n_2}{n_1}U_1\right) \equiv L$$

That is, $U_2 - U_1$ where $U_1 = n_1[\frac{X}{n_1}]$, is only a suitable estimator when $n_1 = n_2$. Our theoretical results shed light on the impact of supplanting (11) with (14). Now referring to Corollary 1 we have,

$$E(L) = \beta + \theta \left(1 - \frac{n_2}{n_1}\right) + \frac{1}{2}(2r_2 - 1) - \frac{n_2}{2n_1}(2r_1 - 1) +$$
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\[ e^{-\beta} \sum_{j=1}^{n_1-1} a_1(j) \frac{e^{\omega_j^1}}{1 - \omega_1^1} - \frac{n_2 e^{-(\theta + \beta)}}{n_1} \sum_{j=1}^{n_2-1} a_2(j) \frac{e^{\omega_2^j}}{1 - \omega_2^j} \]  \hspace{1cm} (15)

where \( \omega_k = \exp\left(\frac{2\pi k}{n_k}\right) \) and

\[ r_k = \begin{cases} 1 & n_k \text{ is even} \\ 1/2 & n_k \text{ is odd} \end{cases} \]

and

\[ a_k(j) = \begin{cases} (-1)^i & n_k \text{ is even} \\ (-1)^i \omega_k^{j/2} & n_k \text{ is odd} \end{cases} \]

Moreover,

\[ \text{Var}(L) = \beta + \theta \left(1 + \frac{n_2^2}{n_1^2}\right) + \frac{n_2^2 - 1}{12} + \frac{n_2^2(n_1^2 - 1)}{12n_1^2} + Q_1 \]  \hspace{1cm} (16)

where \( Q_1 \) is a term resulting from the series in (8). Alternatively, \( \hat{\theta} + \hat{\beta} - \frac{n_2}{n_1} \hat{\omega} \) can be used as an MLE estimator for \( L^* \); where the first term is a function of \( U_2 \) and the second of \( U_1 \). Considering the application, it is reasonable to assume that \( n_1, n_2 \) are not large. Rounding effects on the expected value of the estimator can be studied comparing (12) and (15), while rounding effects on estimator variance can be studied comparing (13) and (16). The main points are:

- If \( \theta \) is large, then from (14) and Lemma 2 we have that \( E(L) \approx E(L^*) \) and \( \text{Var}(L) \approx \text{Var}(L^*) \).
- If \( \theta \) is not large, \( n_1 \) is even and \( n_2 > 2n_1 \), then from (15) we see that \( E(L) \) will deviate considerably from \( E(L^*) \). When \( n_2 > n_1 \), (16) shows that \( \text{Var}(L) \) will deviate considerably from \( \text{Var}(L^*) \) regardless of whether \( n_1 \) is even or odd. Moderate values of \( n_1 \) and \( n_2 \) would create a bias due to the third and fourth term in (16). The level of the bias is dependent on \( \beta \) and \( \theta \), which impact \( Q_1 \).
- As implied in section 2, if either \( \theta \) or \( \theta + \beta \) are of form \( n_k(I + 0.5) \), then \( \text{Var}(L) \) will be large. Both parameters having this form will result in a larger value of (16).
- Corollary 1 and Figure 2 imply that for \( \theta + \beta \leq n_2/2 \), \( U_2 \) will have a substantially larger MSE than the MLE of \( \theta + \beta \). If \( n_1 = n_2 \) and \( \theta \leq n_1/2 \), \( U_1 \) will have a substantially larger MSE than the MLE of \( \theta \). This would lead to an overestimation of excess deaths unless \( \theta + \beta \leq n_2/2 \); when an underestimation may occur.
- When \( \theta \) or \( \theta + \beta \) are large, their respective MLEs \( \hat{\theta}, \hat{\theta} + \hat{\beta} \) should perform well (Lemma 2).
3.2 Inference on probability of success $\phi$

Now consider a sequence of latent random variables $X_k \sim \text{binomial}(m, \phi)$, $k = 1, \ldots, n$ and our aim is to draw inference on $\phi$. Clearly, $Y = \sum_k X_k \sim \text{binomial}(mn, \phi)$. Corollary 2 demonstrates how moments of $U$ theoretically deviate from moments of $Y$ and section 2.3 gives an example where $E(U)$, and $E(Y)$ can be very different. In this section, we compare the true significance level when using $Y$ vs when we actually have $U = n\lfloor Y/n \rfloor$ available to examine the practical implications of the theoretical results presented. When using $U$, many analysts will draw inference on $\phi$ by misspecifying its distribution as $\text{binomial}(mn, \phi)$. Specifically, we will test

$$H_0 : \phi = \phi_o \text{ vs. } H_a : \phi \neq \phi_o$$

with test statistic

$$T = \frac{w - mn\phi_o}{\sqrt{mn\phi_o(1 - \phi_o)}}$$

where the null is rejected at significance level $\alpha$ if $|T|$ is greater than the standardized score $z_{\alpha/2}$ and $w$ is either $y$ or $u$. The true significance level is (Casella and Berger, 2001)

$$P(W \leq mn\phi_o - z_{\alpha/2}\sqrt{mn(1 - \phi_o)}) + P(W \geq mn\phi_o + z_{\alpha/2}\sqrt{mn(1 - \phi_o)})$$

To ensure the normal approximation is good we choose $m = 500$, $n = 31$ and values of $\phi_o$ between 0.1 and 0.9. Comparison was done based on 0.01, 0.05, and 0.1 nominal significance levels. The left panel of Figure 4 shows the true significance when $Y$ is available. The oscillatory behavior in true significance can be attributed to the lattice structure in $Y$ (Brown et al, 2001). When using $U$ and misspecifying its distribution as binomial, the true significance levels oscillate as a function of $\phi_o$ much more than when $Y$ is available, with values that can be far higher than the nominal significance level (right panel Figure 4). With $U$ the true significance value is always higher than the nominal $\alpha$. 
Fig. 4 On the left we see the true significance level if $Y$ was available. On the right we have the true significance level when using $U$ and assuming it follows a binomial distribution.

Instead of misspecifying the distribution of $U$, Figure 5 shows the true significance level of $U$ when a binned binomial test is performed; where calculations are based on the pmf of $U$ according to Lemma 1. While the true significance value is now always lower than the nominal $\alpha$, the bias of the true significance level can be much smaller than when misspecifying the distribution of $U$. Still, the use of $U$ has caused the oscillations in interval coverage to be much more pronounced in comparison to using $Y$. For example, when the nominal significance level is 0.1, the true significance level of $U$ may be closer to 0.025 for some values $\phi_o$, and when the nominal significance level is 0.05, the true significance level of $U$ may be closer to 0.01 for some values $\phi_o$ (Figure 5). R code for the binned binomial test is available as supplementary material (R Core Team, 2020).
3.3 Numerical MLE

We can also measure the effect of rounding as the ratio of the mean squared errors of the maximum likelihood estimators of parameter $\nu$ with and without rounding:

$$
\psi(\nu, n) = \frac{\text{MSE}(\hat{\nu}(u(Y, n)))}{\text{MSE}(\hat{\nu}(Y))} = \frac{\mathbb{E}((\hat{\nu}(u(Y, n)) - \nu)^2}{\mathbb{E}((\hat{\nu}(Y) - \nu)^2}
$$

Because of the discrete nature of the distributions under consideration these mean squared errors can be found numerically. For the Poisson, Binomial or Negative Binomial distributions we proceed as follows (see R routine `mse.ratio` in supplementary material): (i) for a set of parameter values, find integers $y$ for which $P(Y = y) > 10^{-10}$; (ii) for these values $y$ find the MLE of the rounded number $u$ via numerical optimization of the log likelihood function; (iii) finally, to obtain $\psi(\nu, n)$ evaluate

$$
\mathbb{E}((T(Y) - \nu)^2) = \sum_{k=0}^{\infty} (T(k) - \nu)^2 P(Y = k)
$$

The result of the routine is either a graph of $\psi(\nu, n)$ or a list of the vectors with the mean squared errors and $\psi(\nu, n)$. 

**Fig. 5** The true significance level when using $U$ with probability mass function as given in Lemma 1.
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Fig. 6 The mean squared errors of estimators based on $u$, $y$, and 5 sample sized when $Y$ follows a Poisson distribution (left), a binomial (middle) and negative binomial (right).

As examples, we consider $\psi(\nu, n)$ in the case of Poisson, binomial, and negative binomial $Y$ when $n = 1, 2, 5, 10, 25$. For the Poisson case our aim is to estimate expected value $\theta$ and for the other two distributions, success probability $\phi$. When $Y$ follows a Poisson distribution, $\psi(\theta, n)$ is generally larger for small values of $\theta$. This makes sense as counts $u$ are biased to small values (left panel, Figure 6). Larger values of $n$ will make the ratio more pronounced and $\psi(\theta, n)$ will oscillate until $\theta$ is large enough. In the case of $Y$ following a binomial distribution, $\psi(\phi, n)$ oscillates with greater amplitude as $n$ increases (middle panel, Figure 6). When $n = 25$, $\text{MSE} \left( \hat{\phi}(u(Y, n)) \right) > \text{MSE} \left( \hat{\phi}(Y) \right)$ for some $\phi$ but for other $\phi$ $\text{MSE} \left( \hat{\phi}(u(Y, n)) \right) < \text{MSE} \left( \hat{\phi}(Y) \right)$. Lastly, when $Y$ follows a negative binomial distribution, the right panel of Figure 6 also demonstrates possible large oscillations regardless of value of $\phi$. It should be noted that the results for the binomial and negative binomial will depend on the chosen parameter $N = nm$, and similarly, the Poisson chart will depend on the ratio between $n$ and $\theta$. Nevertheless, this example presents further evidence of rounding effects not being ignorable.

Importantly, the examples presented here show that in some cases rounding has an effect on estimating the parameter of interest regardless of sample size or parameter value.

4 Discussion

The explosion of data and the proposal of lower precision deep learning algorithms to speed up computations has made scientists rethink ignoring rounding error.

In this paper, we study the effects of relying on an average rounded to the nearest non-negative integer times $n$ measurements to get $U$ as a proxy of total counts. We derive expressions for $P(U = u)$, $E(U)$, and $\text{Var}(U)$. As
far as we know, this is the first time the effect of rounding is assessed for
discrete random variables. Conditions when rounding error is negligible and
when it is not, are presented. Most notably, if $X_k$ are iid non-negative discrete
random variables with finite mean $\lambda$ and finite variance $\sigma^2$ we find that when
$n$ is much larger than $\lambda$, $\text{Var}(U) >> \text{Var}(Y)$ when $\lambda \approx I + 0.5$. Also, when
$n$ is much larger than $\lambda$, fractional parts of $\lambda$ less than 0.5 will result in
$\text{E}(U) << n\lambda$, and fractional parts greater than 0.5 will result in $\text{E}(U) >> n\lambda$. For a long time it was considered that rounding had negligible consequences in
statistical inference. Yet the alternating series found in $\text{E}(U)$ and $\text{Var}(U)$ can
result in an oscillating behavior dependent on $n$ and parameter values; which
can significantly alter statistical inference as the three examples demonstrate.
Studies have reached similar conclusions assessing impact of rounding error
on continuous variables and statistical inference Wang and Wertelecki (2013);
Tricker et al (1998). As illustrated through the excess deaths example, rounding
may result in significant first order bias as well. Equation (14) combined with
the work from Janson (2006) may elucidate the influence of rounding when
comparing means from two different continuous random variables.

We demonstrated how the use of the true pmf of $U$, helped reduce the bias
in significance level calculations, albeit the bias may still be substantial. We
also present a maximum likelihood estimator for the case of $Y \sim \text{Poisson}(\theta)$
and explore its theoretical properties. The MLE $\hat{\theta}$ performs well for most values
of $\theta$ and $\text{MSE}(\hat{\theta})$ is generally smaller than $\text{MSE}(U)$ for small parameter values.
Code to obtain numerical MLE when the underlying distribution is binomial
or negative binomial is provided as supplementary material.

We did not explore methods that calibrate rounding errors. Future research
includes following a Berkson measurement error model, such that a nonpara-
metric estimator of the distribution of $Y$ could be constructed (Wang and
Wertelecki, 2013). The optimal transport theory approach Peyré et al (2019) is
another promising research path. Future work could examine the Wasserstein
distance between the distributions of $U$ and $Y$, develop minimum Wasser-
stein distance estimators Bernton et al (2019) or approximating intractable $U$
distributions Torres et al (2021).
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A Proofs

A.1 Proof of Lemma 1

Proof It is straightforward to show that,

\[ P(U = u) = P(n \frac{Y}{n} = u) = P(\lfloor \frac{Y}{n} \rfloor = \frac{u}{n}) \]

The pmf of \( U \) depends on \( n \). Specifically, when \( n \) is odd then,

\[ P(U = u) = P(u - \frac{n}{2} + \frac{1}{2} \leq Y \leq u + \frac{n}{2} - \frac{1}{2}) \quad \text{Since } Y \text{ must be an integer} \]

\[ = \sum_{q=g(u)}^{n-1} P(Y = u - \frac{n}{2} + \frac{1}{2} + q) \quad u \in \{0, n, 2n, \ldots\} \]

Assuming \( n \) is even then things get a bit more complicated, mainly because the pmf will depend on the type of tie breaking rule used (a tie is when the fraction of the average is 0.5). If the round half to even rule is used, then

\[ P(U = u) = P(\frac{u}{n} - 0.5 \leq \frac{Y}{n} < \frac{u}{n} + 0.5) \]

\[ = \begin{cases} 
\sum_{q=0}^{n} P(Y = u - \frac{n}{2} + q) & u/n \text{ even} \\
\sum_{q=0}^{n-2} P(Y = u - \frac{n}{2} + 1 + q) & u/n \text{ odd}
\end{cases} \]

where \( u \in \{0, n, 2n, \ldots\} \). When \( u = 0, n \geq 2 \), then \( u - \frac{n}{2} + q < 0 \), and \( P(Y = u - \frac{n}{2} + q) = 0 \) until \( q \geq \frac{n}{2} \). Alternatively we may use a round half up tie breaking rule,

\[ P(U = u) = P(\lfloor \frac{Y}{n} \rfloor = \frac{u}{n}) = P(\lfloor \frac{Y}{n} + 0.5 \rfloor = \frac{u}{n}) \]
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\[ P(\frac{u}{n} \leq Y \leq \frac{u}{n} + 0.5) = P(\frac{u}{n} - 0.5 \leq Y < \frac{u}{n}) = P(u - \frac{n}{2} \leq Y < u + \frac{n}{2}) = \sum_{q=-g(u)}^{n-1} P(Y = u - \frac{n}{2} + q) \]

Adjusting the summation index to start at zero completes the proof. \(\square\)

A.2 Proof of Theorem 1

Proof For even \(n\),

\[
G_U(s) = (p_0 + \cdots + p_{\frac{n}{2} - 1}) + (p_{\frac{n}{2}} + \cdots + p_{n + \frac{n}{2} - 1})s^n + (p_{n + \frac{n}{2}} + \cdots + p_{2n + \frac{n}{2} - 1})s^{2n} + \cdots + (p_{(m-1)n+\frac{n}{2}} + \cdots + p_{mn+\frac{n}{2} - 1})s^{mn} + \cdots = \sum_{k=0}^{n/2-1} p_k + \sum_{l=0}^{\infty} \sum_{k=0}^{n-1} p_{n/2+ln+k}s^{n/2+ln+k} \tag{17}
\]

Recall that the sum of the pgf converges for any \(s \in \mathbb{R}\) such that \(|s| \leq 1\). Meanwhile, we may write \(G_Y(s)\) as

\[
G_Y(s) = \sum_{k=0}^{n/2-1} p_k s^k + \sum_{l=0}^{\infty} \sum_{k=0}^{n-1} p_{n/2+ln+k}s^{n/2+ln+k} \tag{18}
\]

Next, we transform (18) the following way,

\[
\omega^{jn/2}G_Y(s/\omega^j) = \sum_{k=0}^{n/2-1} p_k s^k \omega^{j(n/2-k)} + \sum_{l=0}^{\infty} \sum_{k=0}^{n-1} p_{n/2+ln+k}s^{n/2+ln+k-1} \omega^{-j(k+1)} = \sum_{k=0}^{n/2-1} p_k s^k \omega^{j(n/2-k)} + \sum_{l=0}^{\infty} \sum_{k=0}^{n-1} p_{n/2+ln+k}s^{n/2+ln+k-1} \omega^{-jk} \tag{19}
\]

where the second equality is due to \(\omega^{-jln} = 1\), for integer values of \(j\). The inverse discrete Fourier transform of this function is

\[
\frac{1}{n} \sum_{j=0}^{n-1} \omega^{j(\frac{n}{2}+q)}G_Y\left(\frac{s}{\omega^j}\right) = \frac{1}{n} \sum_{j=0}^{n-1} (-1)^j \omega^{jq}G_Y\left(\frac{s}{\omega^j}\right) = p_{q-n/2}s^{q-n/2} + \sum_{l=0}^{\infty} p_{\frac{n}{2}+ln+q}s^{\frac{n}{2}+ln+q}, \tag{20}
\]

where \(p_k = 0\), for any \(k < 0\).

The probability generating function for \(U\) can then be written as,

\[
G_U(s) = \sum_{q=0}^{n/2-1} p_q + \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} p_{n/2+ln+q}s^{n+ln} = \sum_{q=0}^{n-1} \left( s^{n/2-q} \frac{1}{n} \sum_{j=0}^{n-1} \omega^{jq}(-1)^j G_Y(s/\omega^j) \right) = \frac{s^{n-1}}{n s^{n/2-1}} \sum_{j=0}^{n-1} (-1)^j \frac{G_Y(s/\omega^j)}{s - \omega^j} \tag{21}
\]
where the last equality follows from resumming the $q$-dependent terms as a geometric series.

For odd $n$

\[ G_U(s) = E(s^U) = (p_0 + \cdots + p_{n-1}) + (p_{n+1} + \cdots + p_n) s^n + \cdots \]

and following a similar procedure as for even sample we get,

\begin{align*}
G_U(s) &= n/2 - 1/2 \sum_{t=0}^n s^{t+r-\frac{n}{2}} + \sum_{j=1}^{n-1} \frac{s^n - 1}{s^{\frac{n}{2} - r}} \sum_{j=1}^{n-1} a(j) G_Y(s/\omega_j) \\
&= n/2 - 1/2 \sum_{t=0}^n s^{t+r-\frac{n}{2}} + \sum_{j=1}^{n-1} \frac{s^n - 1}{s^{\frac{n}{2} - r}} \sum_{j=1}^{n-1} a(j) G_Y(s/\omega_j)
\end{align*}

\[ (23) \]

A.3 Proof of Theorem 2

We will consider the version of $G_U(s)$ free of pole singularity at $s = 1$; thus for $j = 0$ in (3) we have:

\[ \frac{s^n - 1}{s - 1} \]

a finite geometric series (when $s \neq 1$) and therefore:

\[ G_U(s) = \frac{1}{n} \left( G_Y(s) \sum_{t=0}^{n-1} s^{t+r-\frac{n}{2}} + \frac{s^n - 1}{s^{\frac{n}{2} - r}} \sum_{j=1}^{n-1} a(j) \frac{G_Y(s/\omega_j)}{s - \omega_j} \right) \]

Taking the derivative with respect to $s$ we have:

\[ nG'_U(s) = \frac{G_Y(s)}{2} \sum_{t=1}^{n} (2r - 2 + 2t - n)s^{r-2+t-\frac{n}{2}} + G'_Y(s) \sum_{t=1}^{n} s^{r-1+t-\frac{n}{2}} + \]

\[ \frac{1}{2} \left[ (n + 2r)s^{\frac{n}{2} + r - 1} - \left( -n + 2r \right)s^{-\frac{n}{2} + r - 1} \right] \sum_{j=1}^{n-1} a(j) \frac{G'_Y(s/\omega_j)}{s - \omega_j} + \]

\[ \left( s^{\frac{n}{2} - r} - s^{-\frac{n}{2} + 2r} \right) \sum_{j=1}^{n-1} a(j) \left( \frac{G'_Y(s/\omega_j)}{\omega_j^2} - \frac{G_Y(s/\omega_j)}{\omega_j^2} \right) \]

\[ (23) \]

Thus, at $s = 1$ we get:

\[ nG'_U(1) = \frac{1}{2} G_Y(1) (2r - 1) n + nG'_Y(1) n \sum_{j=1}^{n-1} a(j) \frac{G_Y(1/\omega_j)}{1 - \omega_j} \]

\[ (24) \]
Lastly, recall that $G_Y(1) = \sum_{k=0}^{\infty} p_k = 1$. 

**A.3.1 Proof for Var(U)**

From equation (23):

$$nG_U''(s) = \frac{1}{4} G_Y(s) \sum_{t=1}^{n} (2r - 4 - n + 2t)(2r - 2 - n + 2t)s^{r-\frac{n}{2}+t}$$

$$+ \frac{1}{2} G_Y'(s) \sum_{t=1}^{n} s^{r-\frac{n}{2}+t} + \frac{1}{2} G_Y'(s) \sum_{t=1}^{n} (2r - 2 - n + 2t)s^{r-\frac{n}{2}+t}$$

$$+ \sum_{t=1}^{n} s^{r-\frac{n}{2}+t} G_Y''(s) + \frac{1}{4} (n + 2r - 2)(n + 2r)s^{\frac{n}{2}+r-1}$$

$$- \frac{1}{4} (-n + 2r - 2)(-n + 2r)s^{-\frac{n}{2}+r-1} \sum_{j=1}^{n-1} a(j) \frac{G_Y(s/\omega)}{s - \omega/j}$$

$$+ \frac{1}{2} \left((n + 2r)s^{\frac{n}{2}+r-1} - (-n + 2r)s^{-\frac{n}{2}+r-1}\right) \sum_{j=1}^{n-1} a(j) \left(\frac{G_Y'(s/\omega)}{\omega^j(s - \omega/j)} - \frac{G_Y'(s/\omega)}{(s - \omega/j)^2}\right)$$

$$+ \frac{1}{2} \left((n + 2r)s^{\frac{n}{2}+r} - (-n + 2r)s^{-\frac{n}{2}+2r}\right) \sum_{j=1}^{n-1} a(j) \left(\frac{G_Y'(s/\omega)}{\omega^{2j}(s - \omega/j)} - 2 \frac{G_Y(s/\omega)}{\omega^j(s - \omega/j)^2} + 2 \frac{G_Y(s/\omega)}{(s - \omega/j)^3}\right)$$

Which leads to:

$$nG_U'(1) = \frac{1}{4} G_Y(1) \sum_{t=1}^{n} (2r - 4 - n + 2t)(2r - 2 - n + 2t)$$

$$+ G_Y'(1) \sum_{t=1}^{n} (2r - 2 - n + 2t) + nG_Y''(1)$$

$$+ \frac{1}{4} (4n)(2r - 1)\sum_{j=1}^{n-1} a(j) \frac{G_Y(1/\omega/j)}{1 - \omega/j} + 2n \sum_{j=1}^{n-1} a(j) \left(\frac{G_Y'(1/\omega/j)}{\omega^j(1 - \omega/j)} - \frac{G_Y(1/\omega/j)}{(1 - \omega/j)^2}\right)$$

$$= \left(r^2 + \frac{n^2}{4} - rn - 3r + \frac{3n}{2} + 2n + (4r - 2n - 6)\frac{n(n + 1)}{4}\right)$$

$$+ \frac{n(n + 1)(2n + 1)}{6} G_Y(1) + (2r - 1)nG_Y'(1) + nG_Y''(1)$$

$$+ n(2r - 1)\sum_{j=1}^{n-1} a(j) \frac{G_Y(1/\omega/j)}{1 - \omega/j} + 2n \sum_{j=1}^{n-1} a(j) \left(\frac{G_Y'(1/\omega/j)}{\omega^j(1 - \omega/j)} - \frac{G_Y(1/\omega/j)}{(1 - \omega/j)^2}\right)$$

$$= \frac{n}{12} \left(n^2 + 12r^2 - 24r + 8\right) G_Y(1) + (2r - 1)nG_Y'(1) + nG_Y''(1) +$$
\begin{equation}
\begin{aligned}
n(2r-1)\sum_{j=1}^{n-1} a(j) G_Y(\frac{1}{\omega^j}) + 2n \sum_{j=1}^{n-1} a(j) \left( \frac{G'_Y(\frac{1}{\omega^j})}{\omega^j (1-\omega^j)} - \frac{G_Y(\frac{1}{\omega^j})}{(1-\omega^j)^2} \right)
\end{aligned}
\end{equation}

and

\begin{equation}
\begin{aligned}
G''_U(1) &= \frac{1}{12} (n^2 + 12r^2 - 24r + 8) + (2r-1) E(Y) + G''_Y(1) + \\
&\quad (2r-1) \sum_{j=1}^{n-1} a(j) \frac{G_Y(\frac{1}{\omega^j})}{1-\omega^j} + 2 \sum_{j=1}^{n-1} a(j) \left( \frac{G'_Y(\frac{1}{\omega^j})}{\omega^j (1-\omega^j)} - \frac{G_Y(\frac{1}{\omega^j})}{(1-\omega^j)^2} \right)
\end{aligned}
\end{equation}

Therefore \(\text{Var}(U) = G''_U(1) + E(U) - (E(U))^2\) becomes

\begin{equation}
\begin{aligned}
\text{Var}(U) &= G''_Y(1) + E(Y) - (E(Y))^2 + \frac{1}{12} (n^2 - 1) - (2E(Y) - 1) \sum_{j=1}^{n-1} a(j) \frac{G_Y(\frac{1}{\omega^j})}{1-\omega^j} \\
&\quad - \left( \sum_{j=1}^{n-1} a(j) \frac{G_Y(\frac{1}{\omega^j})}{1-\omega^j} \right)^2 + 2 \sum_{j=1}^{n-1} a(j) \left( \frac{G'_Y(\frac{1}{\omega^j})}{\omega^j (1-\omega^j)} - \frac{G_Y(\frac{1}{\omega^j})}{(1-\omega^j)^2} \right) \\
&= \text{Var}(Y) + \frac{1}{12} (n^2 - 1) - (2E(Y) - 1) \sum_{j=1}^{n-1} a(j) \frac{G_Y(\frac{1}{\omega^j})}{1-\omega^j} \\
&\quad - \left( \sum_{j=1}^{n-1} a(j) \frac{G_Y(\frac{1}{\omega^j})}{1-\omega^j} \right)^2 + 2 \sum_{j=1}^{n-1} a(j) \left( \frac{G'_Y(\frac{1}{\omega^j})}{\omega^j (1-\omega^j)} - \frac{G_Y(\frac{1}{\omega^j})}{(1-\omega^j)^2} \right)
\end{aligned}
\end{equation}

\section*{A.4 Proof of Corollary 1}

For \(E(U)\) simply replace in (7) \(G_Y(1/\omega^j)\) and \(E(Y)\) by their respective values when \(Y \sim \text{Poisson}(\theta)\).

For \(\text{Var}(U)\) replace in (8) \(G_Y(1/\omega^j), G'_Y(1/\omega^j), E(Y), \text{Var}(Y)\) by their respective values when \(Y \sim \text{Poisson}(\theta)\) leads to

\begin{equation}
\begin{aligned}
\text{Var}(U) &= \theta + \frac{1}{12} (n^2 - 1) - e^{-2\theta} \left( \sum_{j=1}^{n-1} a(j) \frac{e^{\frac{\theta}{1-\omega^j}}}{1-\omega^j} \right)^2 \\
&\quad - e^{-\theta} (2\theta - 1) \sum_{j=1}^{n-1} a(j) \frac{e^{\frac{\theta}{1-\omega^j}}}{1-\omega^j} \\
&\quad + 2e^{-\theta} \sum_{j=1}^{n-1} a(j) \frac{e^{\frac{\theta}{1-\omega^j}}}{1-\omega^j} \left( \theta - \frac{1}{1-\omega^j} \right)
\end{aligned}
\end{equation}

Re-expressing algebraically the answer is obtained.
A.5 Proof of Lemma 2

Proof In terms of the probabilities $p_k$, according to (17) and (22) $E(U)$ is given by,

\[ E(U) = \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n + ln) p_{n/2+a+ln+q} \]

where $a = 0$ if $n$ is even and $a = 1/2$ is $n$ is odd. At large values of $\lambda$, the Poisson probabilities are approximated by a Gaussian distribution as,

\[ E(U) \rightarrow \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n + ln) e^{-(n/2+a+ln+q-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]

We define the new variable $x = n/2 + a + ln + q$, such that

\[ E(U) \rightarrow J_1 - J_2 - J_3 - J_4 \]

where,

\[ J_1 \equiv \sum_{x=0}^{\infty} x e^{-(x-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]

\[ J_2 \equiv \sum_{x=0}^{n/2+a} x e^{-(x-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]

\[ J_3 \equiv \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (a - n/2) e^{-(n/2+a+ln+q-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]

\[ J_4 \equiv \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} q e^{-(n/2+a+ln+q-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]

The first sum is a standard Poisson-expected value calculation, such that $J_1 = \theta$.

For the second sum we can place an upper bound by substituting each term in the sum with the highest value of $x = n/2 + a$,

\[ J_2 < (n/2 + a)^2 e^{-(n/2+a-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]

which vanishes exponentially if $\theta \gg n/2 + a$. The third integral is simply,

\[ J_3 = (a - n/2) \sum_{x=0}^{\infty} e^{-(x-\theta)^2/2\theta} / \sqrt{2\pi\theta} = (a - n/2) \]

For the fourth integral we can again place an upper bound, by replacing in each term in the sum over $q$ with its highest value,

\[ J_4 < (n - 1) \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} e^{-(n/2+a+ln+q-\theta)^2/2\theta} / \sqrt{2\pi\theta} = (n - 1) \]

Then it is easy to show,

\[ \lim_{\lambda \to \infty} \frac{1}{n\lambda} E(U) = \lim_{\lambda \to \infty} \frac{1}{n\lambda} (J_1 + J_2 + J_3 + J_4) = \lim_{\Lambda \to \infty} \frac{1}{n\lambda} J_1 = 1 \]

Now we turn to the variance, which can be written in the large $\lambda$ limit as

\[ \text{Var}(U) = \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n + ln)^2 e^{-(n/2+a+ln+q-\theta)^2/2\theta} / \sqrt{2\pi\theta} \]
\begin{aligned}
- \left( \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} \frac{(n + l n) e^{-(n/2 + a + l n + q - \theta)^2/2\theta}}{\sqrt{2\pi \theta}} \right)^2
\end{aligned}

Again we define \( x = n/2 + a + l n + q \), such that

\[ \text{Var}(U) = J_1 - J_2 - J_3 - J_4 + J_5 - J_6 + J_7 \]

where,

\[ J_1 = \sum_{x=0}^{\infty} x^2 e^{-\frac{(x-\theta)^2}{2\theta}} - \left( \sum_{x=0}^{n/2+a} x e^{-\frac{(x-\theta)^2}{2\theta}} \right)^2 \]

\[ J_2 = \sum_{x=0}^{n/2+a} x^2 e^{-\frac{(x-\theta)^2}{2\theta}} - \left( \sum_{x=0}^{n/2+a} x e^{-\frac{(x-\theta)^2}{2\theta}} \right)^2 \]

\[ J_3 = \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} 2x(n/2 - a - q) \frac{e^{-(n/2 + a + l n + q - \theta)^2/2\theta}}{\sqrt{2\pi \theta}} \]

\[ J_4 = \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n/2 - a - q)^2 e^{-(n/2 + a + l n + q - \theta)^2/2\theta} \]

\[ J_5 = \left( \sum_{x=0}^{n/2+a} 2x e^{-\frac{(x-\theta)^2}{2\theta}} \right) \left( \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n/2 - a - q) e^{-(n/2 + a + l n + q - \theta)^2/2\theta} \right) \]

\[ J_6 = \left( \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n/2 - a - q) e^{-(n/2 + a + l n + q - \theta)^2/2\theta} \right)^2 \]

\[ J_7 = \left( \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (n/2 - a - q) e^{-(n/2 + a + l n + q - \theta)^2/2\theta} \right)^2 \]

The first expression is the standard Poisson variance \( J_1 = \theta \). We again find bounds for the rest of the sums,

\[ J_2 < (n/2 + a)^3 e^{-\frac{(n/2 + a - \theta)^2}{2\theta}} - \left( \sum_{x=0}^{n/2+a} x e^{-\frac{(x-\theta)^2}{2\theta}} \right)^2 \]

\[ J_4 < (n/2 - a - n + 1)^2 \]

\[ J_6 < 2(n/2 - a + 1)(n/2 - a)^2 (n - 1) e^{-\frac{(n/2 - a - \theta)^2}{2\theta}} \]

\[ J_7 < (n/2 - a - n + 1)^2 \]

and,

\[ J_3 - J_5 = \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} (2\theta - n/2 + a + l n + q) \frac{e^{-(n/2 + a + l n + q - \theta)^2/2\theta}}{\sqrt{2\pi \theta}}. \quad (26) \]

In expression (26) we define the new variable \( y = l n/\theta \), and for large \( \lambda \) we approximate the sum over \( l \) with an integral over \( y \),

\[ J_3 - J_5 \approx \frac{\theta}{n} \int_0^{\infty} \sum_{q=0}^{n-1} 2\theta(1 - n/2\theta - a/\theta - y - q/\theta) e^{-\frac{\theta(n/2\theta + a/\theta + y + q/\theta - 1)^2}{2}} dy \]
At large \( \lambda \), the integral over \( y \) can be calculated with a saddle point approximation, where the saddle point is given by \( y_{sp} = 1 - n/2\theta - a/\theta - q/\theta \), resulting in,

\[
J_3 - J_5 \to 0 + \mathcal{O}\left( \frac{1}{\sqrt{\theta}} \right)
\]

Putting all these results together we then find,

\[
\lim_{\lambda \to \infty} \frac{1}{n\lambda} \text{Var}(U) = \lim_{\lambda \to \infty} \frac{1}{n\lambda} J_1 = 1
\]

\[\square\]

**A.6 Proof for Theorem 3**

**Proof** From (6) we see that for \( n > 1 \) the log-likelihood is,

\[
l = \log(L(\theta | u)) = (h(u) + g(u)) \log(\theta) - \theta + \log(\sum_{q=0}^{n-1-g(u)} \frac{\theta^q}{(h(u) + g(u) + q)!})
\]

\[
= c \log(\theta) - \theta + \log(\sum_{q=0}^{n-1-g(u)} d_q \theta^q)
\]

where \( c = h(u) + g(u) \) and \( d_q = \frac{1}{(c+q)!} \). Then

\[
\frac{d \log l}{d \theta} = \frac{c}{\theta} - 1 + \frac{\sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1}}{\sum_{q=0}^{n-1-g(u)} d_q \theta^q} = 0
\]

\[
= \frac{c - \theta}{\theta} + \frac{\sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1}}{\sum_{q=0}^{n-1-g(u)} d_q \theta^q} = 0
\]

\[
= \frac{c \sum_{q=0}^{n-1-g(u)} d_q \theta^q - \theta \sum_{q=0}^{n-1-g(u)} d_q \theta^q + \theta \sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1} - \theta \sum_{q=0}^{n-1-g(u)} d_q \theta^q}{\theta \sum_{q=0}^{n-1-g(u)} d_q \theta^q} = 0
\]

\[
= \sum_{q=0}^{n-1-g(u)} d_q \theta^q - \sum_{q=0}^{n-1-g(u)} d_q \theta^q + \sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1} = 0
\]

\[
= \sum_{q=0}^{n-1-g(u)+1} d_q \theta^q - \sum_{q=1}^{n-1-g(u)} d_q \theta^q + \sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1} = 0
\]

\[
= \sum_{q=0}^{n-1-g(u)} d_q \theta^q - \sum_{q=1}^{n-1-g(u)+1} d_q \theta^q + \sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1} = 0
\]

\[
= cd_0 - d_{n-1} \theta^{n-1+1-g(u)} + c \sum_{q=1}^{n-1-g(u)} d_q \theta^q - \sum_{q=1}^{n-1-g(u)} (c+q)d_q \theta^q + \sum_{q=1}^{n-1-g(u)} d_q \theta^{q-1} = 0
\]

\[
= cd_0 - d_{n-1} \theta^{n-1+1} = 0
\]
The equality before last occurs because \( d_{q-1} = (c + q)d_q \). Therefore,

\[
\hat{\theta} = \left( \frac{cd_0}{d_{n-1}} \right)^{1/(n-1)+1} = \left( (h(u) + g(u) + n - 1) \ldots (h(u) + g(u)) \right)^{1/n}
\]

\[
= \begin{cases} 
\left( (u - \frac{n}{2} + \frac{1}{2} + g(u) + n - 1) \ldots (u - \frac{n}{2} + \frac{1}{2} + g(u)) \right)^{1/n} & \text{if } n \text{ is odd} \\
\left( (u - \frac{n}{2} - 1 + g(u)) \ldots (u - \frac{n}{2} + g(u)) \right)^{1/n} & \text{if } n \text{ is even}
\end{cases}
\]

\[
= \begin{cases} 
\prod_{q=0}^{n-1} g(u) \left( u - \frac{n}{2} + \frac{1}{2} + g(u) + q \right)^{1/n} & \text{if } n \text{ is odd} \\
\prod_{q=0}^{n-1} g(u) \left( u - \frac{n}{2} + g(u) + q \right)^{1/n} & \text{if } n \text{ is even}
\end{cases}
\]

\[
= \prod_{q=0}^{n-1} \left( \left\lfloor u - \frac{n}{2} \right\rfloor + g(u) + q \right)^{1/n}
\]

This MLE adjusts for the effect of rounding to the nearest integer. Occasions when \( \left\lfloor u - \frac{n}{2} \right\rfloor + g(u) + q < 0 \) are of probability zero and thus must be omitted before calculating the geometric mean,

\[
\hat{\theta} = \prod_{q \in \mathcal{P}} \left( \left\lfloor u - \frac{n}{2} \right\rfloor + g(u) + q \right)^{1/n}
\]

where \( \mathcal{P} \) is the set such that \( \left\lfloor u - \frac{n}{2} \right\rfloor + g(u) + q > 0 \) and \( m \) is the length of \( \mathcal{P} \). \( \square \)

### A.7 Proof of Theorem 4

**Proof** Considering large \( \lambda \) we omit \( g(u) \) from (9),

\[
E(\hat{\theta}) = \sum_{u/n=0}^{\infty} \prod_{k \in \mathcal{P}} \left( \left\lfloor u - n/2 \right\rfloor + k \right)^{1/m} P(U = u)
\]

At large \( \lambda \), with (17) and (22) we use the fact that \( P(Y = y) \) is approximately Gaussian, and we can express the expectation value as,

\[
E(\hat{\theta}) = \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} \prod_{k \in \mathcal{P}} \left( \ln - n/2 + a \right) \prod_{k \in \mathcal{P}} \left( 1 + \frac{k}{\ln - n/2 + a} \right)^{1/m} e^{-\left(\ln + n/2 + a + q - \theta\right)^2/2\theta} / \sqrt{2\pi\theta}
\]

where \( a = 0 \) if \( n \) is even and \( a = 1/2 \) is \( n \) is odd. The Gaussian distribution for large \( \lambda \) implies that the only contributions to the sum that are not exponentially small are where \( \ln \approx \theta \), therefore we can assume \( \ln \gg n, a, k, q \) in the expression for \( E(\hat{\theta}) \) and,

\[
E(\hat{\theta}) \approx \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} \ln \prod_{k=0}^{n-1} \left( 1 + \frac{k}{l n} \right)^{1/m} e^{-\left(\ln + n/2 + a + q - \theta\right)^2/2\theta} / \sqrt{2\pi\theta}
\]

where since we exclude the probability that \( l = 0 \), now all \( \mathcal{P} \) are of the same size \( n - 1 \). Furthermore, since \( k \ll \ln \), we can approximate,

\[
E(\hat{\theta}) \approx \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} \ln e^{-\left(\ln + n/2 + a + q - \theta\right)^2/2\theta} / \sqrt{2\pi\theta}
\]
Discrete R.V. Rounding

\[ = E(U) - \sum_{l=0}^{\infty} \sum_{q=0}^{n-1} n e^{-(ln+n/2+a+q-\theta)^2/2\theta} \sqrt{2\pi \theta} \]

Now invoking Lemma 2, we find

\[ \lim_{\lambda \to \infty} \frac{1}{n\lambda} E(\hat{\theta}) = \lim_{\lambda \to \infty} \frac{1}{n\lambda} (E(U) - n) = 1 \]

\[ \square \]

A.8 Proof of Theorem 5

Proof The expected value of the MLE is given by,

\[ E(\hat{\theta}) = \sum_{u/n=0}^{\infty} \prod_{k \in P} ([u-n/2] + k)^{\frac{1}{n}} P(U = u) \]

where we express the sum in terms of u/n which has a non-negative integers support. From Lemma 1, for large n we have \( v_0 = \lfloor \lambda + 0.5 \rfloor \) and \( P(U = u) \approx \delta_{u,v_0} \), so

\[ \lim_{n \to \infty} E(\hat{\theta}) = \lim_{n \to \infty} \prod_{k=0}^{n-1} ([nv_0-n/2] + k)^{\frac{1}{n}} = \lim_{n \to \infty} [nv_0-n/2] \prod_{k=0}^{n-1} \left( 1 + \frac{k}{nv_0 - n/2} \right)^{\frac{1}{n}} \]

In the large n limit, It is more convenient to work with the logarithm of \( E(\hat{\theta}) \),

\[ \lim_{n \to \infty} \log(E(\hat{\theta})) = \lim_{n \to \infty} \left[ \log([nv_0-n/2]) + \sum_{k=0}^{n-1} \frac{1}{n} \log \left( 1 + \frac{k}{nv_0 - n/2} \right) \right] \]

In the large n limit, the sum over k can be approximated with an integral over variable \( x = k/[nv_0 - n/2] \),

\[ \lim_{n \to \infty} \log(E(\hat{\theta})) = \lim_{n \to \infty} \left[ \log([nv_0-n/2]) + \frac{[nv_0-n/2]}{n} \int_{0}^{\frac{n-1}{nv_0 - n/2}} \log(1+x)dx \right] \]

\[ = \lim_{n \to \infty} \left[ \log([nv_0-n/2]) + \left( v_0 - \frac{1}{2} \right) \left( \frac{1}{v_0 - \frac{1}{2}} + 1 \right) \log \left( \frac{1}{v_0 - \frac{1}{2}} + 1 \right) - 1 \right] \]

Exponentiating both sides and dividing by n we get our result (10).

\[ \square \]

A.9 Proof of Theorem 6

Proof Observe that in the large n limit, probability mass concentrates more in \( u = 0 \), such that

\[ \lim_{n \to \infty} E(\hat{\theta}) = \lim_{n \to \infty} \prod_{k=n/2}^{n-1} ([n/2] + k)^{2/n} = \lim_{n \to \infty} \frac{n}{2} \prod_{k=n/2}^{n-1} \left( -1 + \frac{2k}{n} \right)^{2/n} \]

We now take the logarithm on both sides, such that

\[ \lim_{n \to \infty} \log(E(\hat{\theta})) = \lim_{n \to \infty} \left[ \log \left( \frac{n}{2} \right) + \sum_{k=n/2}^{n-1} \frac{2}{n} \log \left( -1 + \frac{2k}{n} \right) \right] \]

where the sum can be approximated by an integral in the large n limit as,

\[ \lim_{n \to \infty} \log(E(\hat{\theta})) = \lim_{n \to \infty} \left[ \log \left( \frac{n}{2} \right) + \int_{1}^{2} \log (-1 + x) dx \right] = \log \left( \frac{n}{2} \right) - 1 \]

Exponentiating both sides of the equation, and dividing by n, we have,

\[ \lim_{n \to \infty} \frac{1}{n} E(\hat{\theta}) = \frac{1}{2e} \]

\[ \square \]
A.10 Proof for Corollary 2

For $\text{E}(U)$ simply replace $G_Y(1/\omega^j)$ and $\text{E}(Y)$ by their respective values when $Y \sim \text{binomial}(mn, \phi)$. For $\text{Var}(U)$:

$$nG''_U(s) = \frac{mn\phi}{2} (q + \phi s)^{mn-1} \sum_{t=1}^{n} (2r - n - 2 + 2t) s^{r-2+t-\frac{n}{2}} +$$

$$\frac{1}{2} ((q + \phi s)^{m} n - q^{mn}) \sum_{t=1}^{n} \left( r - 2 + t - \frac{n}{2} \right) (2r - n - 2 + 2t) s^{r-3+t-\frac{n}{2}} +$$

$$mn(mn - 1)\phi^2 (q + \phi s)^{mn-2} \sum_{t=1}^{n} s^{r-1+t-\frac{n}{2}} +$$

$$mn\phi (q + \phi s)^{mn-1} \sum_{t=1}^{n} \left( r - 1 + t - \frac{n}{2} \right) s^{r-2+t-\frac{n}{2}} +$$

$$+ \frac{1}{2} \left( \frac{n}{2} + r - 1 \right) (n + 2r) s^{\frac{n}{2} + r - 2}$$

$$- \left( - \frac{n}{2} + r - 1 \right) (-n + 2r) s^{-\frac{n}{2} + r - 2} \sum_{j=1}^{n-1} \frac{(q + \phi s)^{mn} - q^{mn}}{s - \omega^j}$$

$$+ \left( (n + 2r)s^{\frac{n+2r-2}{2}} - (-n + 2r)s^{-\frac{n+2r-2}{2}} \right) \sum_{j=1}^{n-1} \left( \frac{m n \phi (q + \phi s)^{mn-1}}{s - \omega^j} - \frac{(q + \phi s)^{mn} - q^{mn}}{(s - \omega^j)^2} \right)$$

$$+ \left( s^{\frac{n+2r}{2}} - s^{-\frac{n+2r}{2}} \right) \sum_{j=1}^{n-1} \left( m n (mn-1)(\frac{\phi s}{\omega^j})^{mn-2} - 2 \frac{m n \phi (q + \phi s)^{mn-1}}{(s - \omega^j)^2} \right)$$

$$+ 2 \frac{(q + \phi s)^{mn} - q^{mn}}{(s - \omega^j)^3}$$

Thus, $nG''_U(1)$ is given by:

$$nG''_U(1) = \frac{mn\phi}{2} n (2r - 1) + \frac{n}{12} (n^2 + 12r^2 - 24r + 8) (1 - q^{mn})$$

$$+ mn(mn - 1)n\phi^2 + (r - \frac{1}{2})mn^2\phi$$

$$- n (2r - 1) \sum_{j=1}^{n-1} \frac{(q + \phi s)^{mn} - q^{mn}}{\omega^j - 1}$$

$$- 2n \sum_{j=1}^{n-1} \left( \frac{m n \phi (q + \phi s)^{mn-1}}{\omega^j - 1} + \frac{(q + \phi s)^{mn} - q^{mn}}{(\omega^j - 1)^2} \right)$$

Some additional algebraic calculations lead to the result.