UAV Swarm Scheduling Method for Remote Sensing Observations during Emergency Scenarios
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Abstract: Recently, unmanned aerial vehicle (UAV) remote sensing has been widely used in emergency scenarios; the operating mode has transitioned from one UAV to multiple UAVs. However, the current multiple-UAV remote sensing mode is characterized by high labor costs and limited operational capabilities; meanwhile, there is no suitable UAV swarm scheduling method that can be applied to remote sensing in emergency scenarios. To solve these problems, this study proposes a UAV swarm scheduling method. Firstly, the tasks were formulated and decomposed according to the data requirements and the maximum flight range of a UAV; then, the task sets were decomposed according to the maximum flight range of the UAV swarm to form task subsets; finally, aiming at the shortest total flight range of the task subsets and to balance the flight ranges of each UAV, taking the complete execution of the tasks as the constraint, the task allocation model was constructed, and the model was solved via a particle swarm optimization algorithm to obtain the UAV swarm scheduling scheme. Compared with the direct allocation method and the manual scheduling methods, the results show that the proposed method has high usability and efficiency.
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1. Introduction

With the increase in global population and changes in social and economic structures, extreme weather and natural disasters have shown a notable upward trend, such that emergency management faces significant challenges [1]. Natural disasters are usually accidental and sudden; therefore, timely and accurate disaster information is highly important for improving the efficiency and quality of rescue attempts [2]. However, conventional manual information acquisition has a long cycle and high cost, such that conforming to the needs of emergency rescue is difficult [3].

The development of remote sensing technology has provided a new method for obtaining disaster information [4]. Satellite remote sensing can provide a wide observation range and enables assessments of large-scale disaster scenarios, but it is also plagued by a slow response time, data quality that is easily affected by bad weather, and complicated data processing, among other issues [5]. Therefore, satisfying the requirements for real-time disaster observations alone remains difficult. Airborne remote sensing is also an important technology for emergency scenarios, characterized by a high operational efficiency and flexibility [6]. During the Wenchuan earthquake in China, the disaster rescue department used helicopters as airborne platforms to acquire remote sensing data on weirs, landslides,
and mudslides in the affected areas; this information aided in subsequent disaster rescues [7]. However, airborne remote sensing is easily restricted by airspace control, the geographical environment, cost, and other conditions; therefore, there are many deficiencies in its application.

With progress in automatic control and data processing technologies, rapid development has occurred in unmanned aerial vehicle (UAV) remote sensing [8]. UAV remote sensing has been widely used in land surveys, agriculture, forestry, disaster rescue, national security, and many other fields [9–11]. UAVs are fast, flexible, mobile, and operate in real-time, thus enabling the acquisition of remote sensing data with centimeter-level resolution under clouds. This avoids issues associated with satellite and airborne remote sensing, which are easily affected by weather [12]. As UAVs have ground and vehicle takeoff and landing models, they can rapidly respond to the needs of high-risk remote sensing observations in emergency scenarios [13].

The highlighted problem for UAV remote sensing is the low efficiency of a single UAV; therefore, collaboration among multiple UAVs becomes a natural choice. In current remote sensing observation applications, multiple UAVs controlled by corresponding multiple crews generally cooperate with each other. This simple stacking of the UAV quantity can improve the operational efficiency; however, the problem here is that multiple crews require excessive labor. The lack of an accurate collaborative task mechanism causes significant variations in the total flight range undertaken by each UAV and the task completion time is inconsistent. These problems limit the operational capabilities of multiple UAVs [14]. Therefore, in an emergency scenario, unleashing the operational capabilities of multiple UAVs is a key issue in current UAV remote sensing operations.

In the military, UAV swarm networking has been developed and applied by relying on wireless network communications [15]. UAV swarm networking connects each UAV through a wireless network to form a whole unit, thus realizing cooperative control of the UAV swarm, avoiding equipping each UAV with a crew, and significantly reducing labor costs [16]. UAV swarm networking has received widespread attention, and the U.S. Department of Defense Advanced Research Projects Agency (DARPA) has conducted a series of UAV swarm networking research projects since 2000 [17]. The French “Neuron” UAV swarm networking project, by simulating the work of human neurons, can autonomously complete reconnaissance and strike against suspicious targets without ground control [18]. In 2016, China Electronics Technology Corporation (CETC) firstly established a multiple-UAV test prototype in China and verified the cooperative principle of 67 UAVs; in 2017, a flight test of 119 fixed-wing UAVs was completed by CETC [16]. Depending on whether there is a control center, UAV swarm networking can be divided into two categories: central and distributed networking architectures [19]. Central networking is more mature and widely used; therefore, this study was also performed under the central networking architecture.

UAV swarm networking not only reduces the number of crews, but also improves operational efficiency through the allocation of UAVs and tasks, i.e., scheduling of the UAV swarm [20]. UAV swarm scheduling is a method for constructing pairings of UAV tasks under constraints. Its objective is to establish a scientific and reasonable task execution sequence for each UAV based on task information, such as the locations, types, and numbers, by considering the number of UAV swarms and maximum flight range of a UAV. The UAV swarm scheduling problem can be regarded as a discrete space combinatorial optimization problem under constraints, which falls under the scope of operational research [21]. The key is to establish a mathematically expressible objective function and effectively address the constraints [22]. Considering the task requirements, constraints, and UAV characteristics in a specific scenario, the UAV swarm scheduling problem can be viewed through several classic optimization problem models. The commonly used classic optimization problem models include the multiple traveling salesman problem (MTSP) [23], vehicle routing problem (VRP) [24], mixed-integer linear programming (MILP) [25], and cooperative multiple task assignment problem (CMTAP) [26].
The methods used to solve the UAV swarm scheduling problem include classic optimization methods and heuristic methods [27]. Most classic optimization methods are deterministic search methods, often used for offline task allocation with a small problem scale under a centralized architecture. In contrast to the classic optimization method, the heuristic method does not attempt to traverse the entire search space to obtain the optimal solution; rather, it obtains a feasible solution for the optimization problem in an acceptable time. Most of these methods imitate the phenomenon of natural populations. Commonly used algorithms include the ant colony algorithm (ACO) [28], genetic algorithm (GA) [29], particle swarm optimization algorithm (PSO) [30], and simulated annealing algorithm (SA) [31]. The PSO algorithm is widely used in scientific research and engineering as a simple, general, and robust method.

Currently, the UAV swarm scheduling method is mainly used for military reconnaissance scenarios, emphasizing UAV obstacle avoidance, target identification, and strikes, among others. For example, Jawad et al. proposed a method to reduce unnecessary power consumption of sensors and improve the overall energy consumption, and a congestion control method based on a thin-plate splines technique for maintaining formation and avoiding collisions of UAV swarms, respectively [32,33]. The core of the problem in remote sensing observation for emergency scenarios is the efficient execution of predefined data acquisition tasks, which are based on reciprocal full-coverage operations. Owing to the different number, location, and operational flight range of the tasks, the UAV swarm not only has to consider the distance of different tasks, but also the operational flight range of the tasks, which is no longer a simple multi-agent path planning problem; rather, it is a multi-objective optimal scheduling problem under different weights. Thus, the related results cannot be directly applied to the scheduling of multiple UAVs in emergency scenarios.

In 2020, flooding occurred in Poyang Lake, China; the disaster caused many villages to be flooded, and people’s lives and properties were seriously threatened. We were responsible for the UAV remote sensing observation of dozens of discrete affected villages. We used multiple UAVs to acquire remote sensing data from the affected villages by manual scheduling method. However, we found that this method was inefficient and limited the operational capabilities of the UAVs. We reviewed a lot of literature and did not find a suitable UAV swarm scheduling method that could meet the remote sensing observation requirements of emergency scenarios, so we proposed the UAV swarm scheduling method that is applicable to real-life remote sensing observation of emergency scenarios. Similarly to the objective of reference [33], is the aim is to improve the efficiency of UAV swarms.

The purpose of this study is to construct a multi-objective optimization UAV swarm scheduling method based on a central networking architecture for remote sensing during emergency scenarios. This provides a reference for multiple-UAV remote sensing observations in emergency scenarios.

2. Requirements Analysis

The UAV swarm scheduling problem in remote sensing observation for emergency scenarios refers to the means of creating a set of UAV swarm scheduling schemes that allows each UAV to fully utilize the operational capabilities to acquire remote sensing data from discrete distributed task areas (such as residential areas) in disaster areas of different sizes. The scheduling scheme consists of pairings of UAV tasks.

To facilitate the modeling and solution to the scheduling problem, we divided the complex problem into the following three sub-problems: establishing the constraint relationship between the flight range of the task and the flight capability of the UAV; establishing the constraint relationship between the total flight range of the task set and the flight capability of the UAV swarm; and modeling the task allocation of the UAV swarm and tasks set, so as to fully utilize the operational capabilities of each UAV.

Figure 1 shows a visual representation of this requirement analysis. This demonstrates that a flooding disaster has occurred in a specific place, with \( N \) discrete distributed residential areas affected by the flood. The emergency rescue department decided to dispatch an
emergency remote sensing vehicle loaded with a UAV swarm, composed of \( M \) UAVs, to conduct remote sensing observations of these residential areas. In Figure 1, the yellow grids represent the tasks; the tasks surrounded by circles can be executed by the UAV swarm once, the red dots are the UAV takeoff and landing points, the delivery vehicle transports the swarm to each UAV takeoff and landing point to carry out tasks (disregarding the time of ground transfer), and each UAV carries out its respective corresponding task.

**Figure 1.** Visual representation of UAV swarm scheduling for emergency scenarios.

3. Scheduling Method

The UAV swarm scheduling problem for remote sensing observations of emergency scenarios is a multi-objective optimization problem. The complexity of the problem increases rapidly with an increase in the number of UAVs and tasks. Therefore, obtaining the optimal solution within the substantial solution space in a short period is difficult. In contrast, emergency scenarios have high requirements for timeliness; this therefore requires a trade-off between the solution time and effectiveness of the solution. The solution to the complex problem is accomplished by separately solving the above three problems while considering the timeliness of the method. The method is divided into four parts: task formulation, task decomposition, task set decomposition, and task allocation, as shown in Figure 2. Task formulation and decomposition correspond to Problem 1, task set decomposition corresponds to Problem 2, and task allocation corresponds to Problem 3. The details are as follows.
3.1. Task Formulation

Task formulation refers to the remote sensing data acquisition tasks for the affected residential areas used by the disaster rescue department according to the situation and the need for decision-making support information, consistent with the mode of UAV data acquisition. Specifically, it includes determining the location, coverage, spatial resolution, overlap, operational flight range, and other parameters for each task. Different types of remote sensing sensors have different operational modes and calculation methods for their operational flight ranges. In order to facilitate the analysis, the task was limited to a visible-light mapping task (reciprocal full coverage of the task area) in this study. The operational flight range was determined according to the area coverage, spatial resolution, camera CCD pixel size, overlap, flight altitude, and other parameters for the task area, which was expressed as $l$.

The operational flight range ($l$) was calculated as follows:

$$l = \frac{s \times f}{H \times u \times h \times (1 - P_h)},$$

(1)

where $l$ is the operational flight range, $s$ is the area coverage, $f$ is the camera focal length, $H$ is the UAV (sensor) flight altitude, $u$ is the camera CCD pixel size, $h$ is the number of pixels perpendicular to the flight direction, and $P_h$ is the side overlap. The formula derivation process is not detailed here, but can be found in the literature [34].

The task was recorded according to its location, $p_i$, and operational flight range, $l_i$, which was denoted as $t_i$ ($i$ was the number of tasks); all tasks were then aggregated to form the initial task set, $A$, as shown in Figure 2a.
3.2. Task Decomposition

Task decomposition has two purposes: first, to ensure that the operational flight range of a task does not exceed the maximum flight range of a UAV, i.e., each task can be executed by a UAV once; second, to refine the task such that the operational capability of each UAV can be fully utilized. Task decomposition is based on the maximum flight range of a UAV. The operational flight range of the task is decomposed by the maximum flight range of the UAV and the weighting factor, and the weighting factor is set to take into account the range consumption of takeoff and landing; the result is rounded up, as follows:

\[ n_t = \lceil \frac{l_t}{\lambda g} \rceil, \]  

where \( n_t \) is the number of decomposed parts of task \( t \), \( \lceil \rceil \) is the upward rounding operator, \( l_t \) is the operational flight range of task \( t \), \( g \) is the maximum flight range of the UAV, and \( \lambda \) is the weighting factor, which is \((0,1)\). The smaller the value, the more it can improve UAV operation utilization; however, it also increases the complexity of the calculation. Therefore, in practice, it can be flexibly adjusted.

Current methods of task decomposition include the area-based region segmentation method and the synthesizing UAV performance and area width method. Here, we used the area-based region segmentation method. After determining the number of decomposed parts, the tasks were decomposed such that they were parallel to the long edge of the task coverage. After task decomposition, the task set was updated to the new task set, \( A' \), as shown in Figure 2b.

3.3. Task Set Decomposition

The purpose of task set decomposition is to decompose and execute the task set multiple times when the total operational flight range of the task set exceeds the maximum flight range of the UAV swarm. The maximum flight range of the UAV swarm is equal to the number of UAVs in the UAV swarm multiplied by the maximum flight range of the UAV:

\[ G = M \times g, \]  

where \( G \) is the maximum flight range of the UAV swarm, \( M \) is the number of UAVs in the swarm, and \( g \) is the maximum flight range of the UAV.

The total flight range of the task set is equal to the operational flight range of all tasks in the task set, the transit flight range between the different tasks, and between the tasks and the UAV takeoff and landing points, as shown in the following equations:

\[ S = L + E, \]  

\[ L = \sum_{i=0}^{N} l_i \]  

and

\[ E = (N + M) \times [d_{\text{min}}, d_{\text{max}}], \]  

where \( S \) is the total flight range of the task set, \( L \) is the total operational flight range, \( E \) is the total transit range, \( N \) is the number of tasks in the task set, \( M \) is the number of UAVs in the UAV swarm, and \( d_{\text{min}} \) and \( d_{\text{max}} \) are the minimum and maximum distances between the different tasks and between the tasks and UAV takeoff and landing points, respectively. Shortening the total transit flight range is key to improving the operational efficiency of a UAV swarm.

A greater total flight range for the UAV swarm in a single execution yields enhanced exploitation of the operational capability of the UAV swarm. Based on the quantitative description of the relationship between the total flight range, \( S \), of the task set and the maximum range, \( G \), of the UAV swarm, we decomposed task set \( A' \) into several task subsets, \( \hat{A}' \), by combining the balanced restricted K-means clustering method and the geometric median solution method. This generated the UAV takeoff and landing points, \( p \), corresponding to the task subsets. The specific steps were as follows.
3.3.1. Number of Task Subsets

Firstly, the number of task subsets was determined for the clustering of task subsets. The number of task subsets was determined by the total flight range of the task set and the maximum flight range of the UAV swarm, using the total flight range of the decomposed task set divided by the maximum flight range of the UAV swarm, with the result rounded up, based on the following equation:

\[ N_s = \left\lceil \frac{S}{G} \right\rceil, \quad S / G \geq 1 \]
\[ N_s = 1, \quad S / G < 1, \quad (7) \]

where \( S \) denotes the total flight range of the task set, \( G \) denotes the maximum flight range of the UAV swarm, and \( N_s \) denotes the number of task subsets. As the total transit range, \( E \), is uncertain (but much smaller than the total operational flight range, \( L \)), the initial calculation used the total operational flight range, \( L \), instead of the total flight range of task set, \( S \).

3.3.2. Clustering of Task Subsets

Task subset \( \hat{A}' \) was obtained using a balanced restricted K-means clustering method, where the \( K \) value of the cluster (the number of cluster centers) used the number of task subsets, \( N_s \), obtained in Equation (7). Clustering was performed with the location coordinates of the tasks and operational flight range of the tasks as independent variables; the iterative objective was to ensure that the total operational flight range of the tasks within each cluster was balanced, expressed as follows:

\[ L' = \sum_{i=1}^{N} \sum_{j=1}^{N_t} C_{ij} l_i \]
\[ O_1 = \text{Min} \sum_{j=1}^{N_t} \left( L'_j - G \right)^2, \quad \text{and} \]
\[ L' < G \quad (9) \]

Equation (8) is the computation of the operational flight range for each task subset, where \( L' \) is the operational flight range of task subset \( \hat{A}' \), \( N \) is the number of tasks in task set \( \hat{A}' \), \( N_t \) is the number of tasks in task subset \( \hat{A}' \), \( l_i \) is the operational flight range of task \( t_i \), and \( C_{ij} \) is the decision variable (\( C_{ij} \) is 1 if the task belongs to a specific \( \hat{A}' \); otherwise, it is 0). Equation (9) is the objective function of the task subsets clustering, where \( O_1 \) is the minimized sum of the operational flight range for all task subsets, \( \text{Min} \) is the minimization operator, \( N_t \) is the number of tasks in the task subset, \( L'_j \) is the task subset \( \hat{A}'_j \), and \( G \) is the maximum flight range of the UAV swarm. Equation (10) represents the constraint of task subset clustering, which indicates that the task subset operational flight range should be less than the maximum flight range of the UAV swarm. We used the method described in [35] for balanced restricted k-means clustering.

3.3.3. Location Selection of the UAV Takeoff and Landing Points

After the clustering process, the task set was decomposed into \( N_s \) task subsets. Next, the UAV takeoff and landing points were located for each task subset. The purpose of UAV takeoff and landing point selection is to ensure the minimization of the sum of the total transit flight range, so as to reduce unnecessary consumption. The principle is to minimize the sum of the distances from the takeoff and landing points to all tasks included in that task subset, which is referred to as the spatial median point, expressed as follows:

\[ O_2 = \text{Min} \sum_{j=1}^{N_t} d(t_j, P), \quad (11) \]
Equation (11) is the objective function for the location selection of the UAV takeoff and landing points, where $O_2$ is the minimized sum of the distances between the takeoff and landing locations and all tasks, $\text{Min}$ is the minimization operator, $N_t$ is the number of tasks within the task subset, $P$ is the location of the takeoff and landing points, and $d$ denotes the calculated distance. We used the method in [36] to solve this problem and obtain the takeoff and landing locations corresponding to each subset of tasks.

### 3.3.4. Feasibility Analysis of the Decomposition Scheme

After the task subsets and corresponding locations of the UAV takeoff and landing points were determined, we verified whether the decomposition of the task set was successful. The analysis of the maximum flight range of the UAV swarm helps to calculate all distances based on the positions of the UAV takeoff and landing points corresponding to the tasks, and also helps to derive the upper and lower boundaries of the transit flight range of the task subsets. If the sum of the total operational flight range and the total transit flight range of the task subset is greater than or equal to the maximum flight range of the UAV swarm, the task subset must be re-decomposed, i.e., change the number of task subsets to $N_s + 1$ and then repeat Equations (8)–(11), and vice versa. The solution for the task set decomposition is feasible, as shown in Equation (12). An analysis of the maximum flight range of a UAV is possible if the maximum distances between the different tasks and between the tasks and the UAV takeoff and landing points is greater than half of the maximum flight range of a UAV. In other words, if a UAV could not complete a single task, Equations (8)–(11) were repeated; otherwise, the solution for decomposition was feasible, as shown in Equation (13):

$$\begin{align*}
\begin{cases}
N_s + 1 \\
\text{Repeat Equations (8)-(11)}, L' + E' \geq G
\end{cases}
\end{align*}$$

$$E' = (M + N_t) \times d_{\text{max}}$$

$$\begin{align*}
\begin{cases}
N_s + 1 \\
\text{Repeat Equations (8)-(11)}, d_{\text{max}} \geq g/2
\end{cases}
\end{align*}$$

where $N_s$ is the number of task subsets, $L'$ is the total operational flight range of the task subset, $E'$ is the total transit flight range of the task subset, $G$ is the maximum flight range of the UAV swarm, $M$ is the number of UAVs in the UAV swarm, $N_t$ is the number of tasks in the task subset, $d_{\text{max}}$ is the maximum distance between the different tasks and between the tasks and the UAV takeoff and landing points in the task subset, and $g$ is the maximum flight range of the UAV.

### 3.3.5. Formation of Task Subset Decomposition Scheme

After Sections 3.3.1–3.3.4, $N_s$ task subsets, $\hat{A}'$, were finally obtained; each task subset included the tasks to which it belonged and the UAV takeoff and landing points for the task subset.

### 3.4. Task Allocation

For task subset $\hat{A}'$, the task allocation model was constructed with the shortest total flight range of the task subset and the balanced flight range undertaken by each UAV as the scheduling objectives of the UAV swarm; all tasks within the task subset were executed as constraints.

#### 3.4.1. Scheduling Scheme

The form of the scheduling schemes was as follows:

$$SE = \{US_1, US_2, \ldots, US_j, \ldots, US_M\}$$

$$US_j = \{t_1, t_2, \ldots, t_i, \ldots, t_{N_u}\}$$
where \( SE \) is the scheduling scheme, \( US_j \) is the task execution sequence of UAV \( j \), \( M \) is the number of UAVs in the swarm, \( t_i \) is task \( i \), and \( N_u \) is the number of tasks undertaken by UAV \( j \).

### 3.4.2. Scheduling Objective Function

Based on the previous analysis, the factors affecting the operational efficiency of a UAV swarm are the total transit flight range and the imbalance in the total flight range of the tasks undertaken by different UAVs. The final completion time of a subset of tasks satisfies the “barrel effect”, i.e., it depends on the UAV that completes the latest tasks. Therefore, to improve the operational efficiency of the UAV swarm, we minimized the total flight range of the UAV swarm (the sum of the total operational flight range and total transit flight range) and equalized the total flight range of each UAV using variance minimization to equalize the total flight range of each UAV.

The total flight range assumed by a UAV was calculated as follows:

\[
 s_j = L' + E'
\]

\[
 L' = \sum_{i=1}^{N_u} l_i
\]

\[
 E' = d(p, t_1) + \sum_{i=1}^{N_u-1} d(t_i, t_{i+1}) + d(t_{N_u}, p)
\]

where \( s_j \) is the total flight range of the UAV \( j \), \( L' \) is the total operational flight range of the UAV \( j \), \( N_u \) is the number of tasks undertaken by UAV \( j \), \( l_i \) is the operational flight range of the task, \( d(t_i, t_{i+1}) \) is the geometric distance from task \( i \) to task \( i + 1 \), and \( p \) is the UAV takeoff and landing point. The total transit flight range of the UAV consisted of three parts: (1) the distance from the takeoff and landing point \( p \) to task \( t_1 \), (2) the accumulation of the distances from task \( t_1 \) to task \( t_{N_u} \), and (3) the distance from task \( t_{N_u} \) to the UAV takeoff and landing point.

The following equation was used to minimize the total flight range of the UAV swarm:

\[
 O_3 = \min \sum_{j=1}^{M} s_j
\]

where \( O_3 \) is the optimization value, \( \min \) is the minimization operator, \( s_j \) is the total flight range of UAV \( j \), and \( M \) is the number of UAVs in the swarm.

Equation (20) minimizes the variance of the total flight range undertaken by each UAV:

\[
 O_4 = \min \sum_{j=1}^{M} (s_j - \bar{s})^2
\]

where \( O_4 \) is the optimization value, \( \bar{s} \) is the average total flight range of all UAVs, and the other parameters are identical to those in Equation (19).

Equation (21) is the comprehensive optimization objective, taking the weighting sum of the two optimizations in Equations (19) and (20):

\[
 O_5 = \alpha \cdot O_3 + \beta \cdot O_4
\]

where \( O_5 \) is the optimization value, \( O_3 \) and \( O_4 \) are identical to that in Equations (19) and (20), and \( \alpha \) and \( \beta \) are the weighting factors; we set the values of \( \alpha \) and \( \beta \) to 0.5 in this study.

### 3.4.3. Scheduling Constraints

Equation (22) indicates that the total flight range of a UAV is less than its maximum flight range:

\[
 s < g
\]

where \( s \) is the total flight range of the UAV and \( g \) is the maximum flight range of a UAV.

To ensure that each task in the task set was executed only once, the task completion rate was constrained by comparing the difference between the task set in the generated
When utilizing the PSO algorithm, the requirements for the constraints (i.e., Equations (22) within which the velocity of the particle is restricted. \[ v \]

The PSO algorithm provides fast computation and easy implementation of the algorithm for optimization, discretization of the variables must be performed: the position of the particles must be discretized; in contrast, the updated velocity must also be discretized. As the particle swarm migration process is directional, the search process uses the feedback principle and parallel computing technology, which have a higher search efficiency than other algorithms. Task allocation is a discrete variable problem; therefore, the PSO algorithm solves the optimization problem by discretizing the updated velocity and position of the particles. This is completed using the probabilistic rounding method proposed by Miranda [37], where the updated values of the velocity are rounded in proportion to the probability of the distance of each integer in the fetch space.

### 3.4.4. Particle Swarm Optimization

The particle swarm optimization (PSO) algorithm was proposed by Kennedy et al. in 1995 [30]. Originally conceived to simulate social systems and examine complex social behavior, the PSO algorithm can be used to solve complex optimization problems. In the PSO, individuals, referred to as particles, “flow” through the hyper-dimensional search space; changes in the positions of particles in the search space are based on the psychosocial intention of a particle to successfully surpass other particles. Therefore, the experience or knowledge of neighbors influences the changes in a particle in a swarm; the search behavior of a particle is influenced by the search behavior of other particles in the swarm. The PSO algorithm provides fast computation and easy implementation of the algorithm itself. As the particle swarm migration process is directional, the search process uses the feedback principle and parallel computing technology, which have a higher search efficiency than other algorithms. Task allocation is a discrete variable problem; therefore, the PSO algorithm solves the optimization problem by discretizing the updated velocity and position of the particles.

#### Algorithm workflow

In task allocation, the variables were taken as discrete values. When using the PSO algorithm for optimization, discretization of the variables must be performed: the position of the particles must be discretized; in contrast, the updated velocity must also be discretized. When utilizing the PSO algorithm, the requirements for the constraints (i.e., Equations (22)

\[ SE[t_1, t_2, \ldots, t_N] = \hat{A}', \quad (23) \]

where \( \hat{A}' \) is a task subset and \( SE[t_1, t_2, \ldots, t_N] \) is the task subset in the scheduling scheme.
and (23)) must be satisfied. The position of particle movement represents the result of the task allocation represented by that particle. The number of tasks in the task subset is the dimensionality of the particle. The updated velocity of the particle is the variation in the pairings in the UAV task. Therefore, the final positions of the particles in each dimension should be mutually different in the optimization search process of the PSO algorithm, in which multiple iterations were used until the positions of all dimensional variables were different before continuing down the line. The specific steps were as follows:

Step 1: $N_a$ particles were randomly generated and initialized with their positions and velocities; each particle represented a task allocation scheme.

Step 2: The initial task allocation scheme was determined based on the initialized positions.

Step 3: Using $O_5$ as the objective function, the corresponding adaptation value (fitness) of the task allocation scheme was calculated and obtained.

Step 4: The first-particle best position and the global best position were determined based on fitness.

Step 5: The fitness obtained for the first time was considered the optimal fitness of each particle; the optimal fitness (the smallest) among the fitness values of all particles was selected as the global optimal fitness.

Step 6: The velocity and position of each particle were updated according to the particle’s best position and global best position.

Step 7: The fitness was calculated based on the new position.

Step 8: The particle best and global best were updated again.

Step 9: The best solution for this round was determined based on the best particle and global best.

Step 10: Above process was continued until results converge to form the final scheme.

4. Simulation Experiment

4.1. Data and Materials

The effectiveness of the proposed UAV swarm scheduling method was tested through a simulation experiment conducted on the flooding of a delta polder in Poyang Lake, China, in July 2020. Following the flooding of the delta polder area, visible-light data were acquired for 52 affected residential areas. Table 1 lists the data acquisition task information, including the task ID, coordinates (WGS84, N50), and operational flight range. Figure 3 shows the spatial distribution of the tasks.

| ID | Coordinates (x, y) | Operational Flight Range (km) |
|----|-------------------|-------------------------------|
| 1  | (391627.43, 3216722.76) | 17.877 |
| 2  | (393200.29, 3216500.85) | 22.062 |
| 3  | (393429.07, 3216077.63) | 16.632 |
| 4  | (393769.86, 3215704.21) | 16.598 |
| 5  | (390551.33, 3215573.01) | 16.675 |
| 6  | (388607.24, 3215290.34) | 17.97 |
| 7  | (390289.9, 3215285.95) | 22.147 |
| 8  | (394529.83, 3215146.78) | 19.351 |
| 9  | (394805.65, 3215115.4) | 20.749 |
| 10 | (392566.27, 3215001.11) | 20.766 |
| 11 | (393607.01, 3214848.79) | 16.768 |
| 12 | (390328.54, 3214777.59) | 43.553 |
| 13 | (392722.96, 3214702.06) | 17.97 |
| 14 | (392992.89, 3214581.23) | 17.118 |
| ... | ... | ... |
| 50 | (393902.99, 3210969.76) | 20.664 |
| 51 | (393121.04, 3213700.23) | 17.97 |
| 52 | (392496.85, 3212429.06) | 17.629 |
Figure 3. Spatial distribution of the tasks.

The UAV swarm comprised five UAVs. The flight speed of the UAV was 15 m/s, endurance time was 1 h, the maximum flight range of the UAV was 36 km, and the maximum flight range of the UAV swarm was 180 km. The networking communication system adopted the TD-LTE scheme, as shown in Figure 4.

Figure 4. UAV swarm under a centralized networking architecture.

4.2. Task Decomposition Results

We decomposed the tasks according to the methods in Section 3.2; the value of \( \lambda \) in Equation (2) was set to 0.2 by pre-testing, such that the original 52 initial tasks were decomposed into 193 new tasks. These new tasks formed a task set, as shown in Figure 5.
4.2. Task Decomposition Results

We decomposed the tasks according to the methods in Section 3.2; the value of $\lambda$ in Equation (2) was set to 0.2 by pre-testing, such that the original 52 initial tasks were decomposed into 193 new tasks. These new tasks formed a task set, as shown in Figure 5.

4.3. Task Set Decomposition Results

The aforementioned task set was decomposed using the methods described in Section 3.3; the number of task subsets was eight. For comparison, the same process was performed using generic K-means with a non-task balanced restriction (distance as the objective alone). Figure 6 shows the results of the task set decomposition. Figure 6a shows the results of the task set decomposition directly using the generic K-means; the number of tasks within different task subsets varied significantly. Figure 6b shows the results of task set decomposition based on the task-balanced restricted K-means; the number of tasks within different task subsets was approximately the same.

Figure 5. Results of the task decomposition.

Figure 6. Results of the (a) generic K-means and (b) task-balanced restricted K-means.
Table 2 lists the results of the task set decomposition for the generic K-means and task-balanced restricted K-means. The variance in the operational flight range between the task subsets for the generic K-means was 46.66 while that of the operational flight range between the task subsets for the balanced restricted K-means was 6.55. Variance is an indicator of the difference in operational flight range in different task subsets. A small value of variance indicates that the task-balanced restricted K-means can balance the operation flight range in different task subsets well, which can ensure that the operational capabilities of the UAV swarm can be fully exploited.

**Table 2.** Results of the task set decomposition for the generic K-means and task-balanced restricted K-means.

| ID of Task Subset | Operation Flight Range of the Generic K-Means (km) | Variance | Operation Flight Range of the Task-Balanced Restricted K-Means (km) | Variance |
|-------------------|--------------------------------------------------|----------|----------------------------------------------------------------|----------|
| 1                 | 116.59                                           |          | 161.9                                                           |          |
| 2                 | 115.91                                           |          | 157.3                                                           |          |
| 3                 | 113.05                                           |          | 151.94                                                          |          |
| 4                 | 176.19                                           | 46.66    | 141.02                                                          |          |
| 5                 | 217.58                                           |          | 147.21                                                          |          |
| 6                 | 102.33                                           |          | 145.9                                                           |          |
| 7                 | 213.82                                           |          | 150.91                                                          |          |
| 8                 | 150.63                                           |          | 149.92                                                          |          |

### 4.4. Scheduling Scheme Results

The task subsets from the previous section were allocated using the task allocation model in Section 3.4 to form the pairings of the UAV task, which were aggregated to form the scheduling scheme, as listed in Table 3. The scheduling scheme included the task execution sequence of each UAV within each task subset. Based on the execution sequence, the transit flight range was calculated to obtain the total flight range and flight time; the average completion times of different UAVs executing tasks were calculated. In the sequence of task executions in Table 3, 0 represents the UAV takeoff and landing points while the other numbers indicate the number of tasks within each task subset. The operational flight range was the sum of the operational flight range of each task allocated to the UAV. The transit flight range was the sum of the range from the UAV takeoff and landing points to the execution of each task in turn and then back to the UAV takeoff and landing points. The total flight range was the sum of the operational flight range and transit flight range; the flight time indicates the time that was required for the UAV to execute all tasks. The average flight time was the average flight time for all UAVs while the total time was the overall completion time for all task subsets.

Figure 7 shows the flight trajectories of the UAV swarm. The tasks linked by the same color line represent task sequences executed by the same UAV; the five different colored lines represent the five UAVs. The red crosses represent the UAV takeoff and landing points. The number indicates the different task subsets; a task with the same color indicates that it belongs to the same task subset.
Table 3. Results of the scheduling scheme.

| ID of Task Subset | ID of UAV | Task Execution Sequence | Operation Flight Range (km) | Transit Flight Range (km) | Total Flight Range (km) | Flight Time (h) | Average Flight Time (h) |
|-------------------|-----------|-------------------------|----------------------------|--------------------------|------------------------|----------------|------------------------|
| 1                 | UAV1      | (22, 25, 20, 10, 0)     | 33.18                      | 1.46                     | 34.64                  | 0.96           | 0.96                   |
|                   | UAV2      | (23, 21, 8, 9, 0)       | 33.22                      | 1.92                     | 35.14                  | 0.98           | 0.98                   |
|                   | UAV3      | (7, 1, 3, 13, 0)        | 31.19                      | 1.9                     | 33.09                  | 0.92           | 0.92                   |
|                   | UAV4      | (19, 25, 2, 11, 12, 0)  | 33.26                      | 2.69                     | 35.95                  | 0.99           | 0.99                   |
|                   | UAV5      | (17, 5, 18, 16, 0)      | 31.05                      | 1.99                     | 33.04                  | 0.92           | 0.92                   |
| 2                 | UAV1      | (8, 1, 3, 13, 0)        | 29.3                       | 1.41                     | 30.71                  | 0.85           | 0.85                   |
|                   | UAV2      | (12, 2, 1, 8, 0)        | 29.73                      | 1.9                     | 31.63                  | 0.88           | 0.88                   |
|                   | UAV3      | (14, 16, 3, 15, 0)      | 32.35                      | 0.67                     | 33.02                  | 0.92           | 0.92                   |
|                   | UAV4      | (2, 7, 2, 4, 6, 0)      | 32.53                      | 1.68                     | 34.21                  | 0.95           | 0.95                   |
|                   | UAV5      | (11, 25, 16, 20, 0)     | 32.53                      | 1.8                     | 34.33                  | 0.95           | 0.95                   |
| 3                 | UAV1      | (11, 18, 5, 17, 24, 0)  | 29.56                      | 2.49                     | 32.05                  | 0.89           | 0.89                   |
|                   | UAV2      | (12, 3, 7, 18, 0)       | 29.73                      | 1.9                     | 31.63                  | 0.88           | 0.88                   |
|                   | UAV3      | (14, 16, 3, 15, 0)      | 32.35                      | 0.67                     | 33.02                  | 0.92           | 0.92                   |
|                   | UAV4      | (20, 19, 21, 2, 9, 0)   | 32.89                      | 2.18                     | 35.07                  | 0.97           | 0.97                   |
|                   | UAV5      | (10, 25, 16, 20, 0)     | 32.53                      | 1.8                     | 34.33                  | 0.95           | 0.95                   |
| 4                 | UAV1      | (16, 3, 17, 22, 6, 0)   | 29.4                       | 3.8                      | 33.2                   | 0.92           | 0.92                   |
|                   | UAV2      | (23, 19, 2, 14, 0)      | 29.64                      | 4.13                     | 33.77                  | 0.94           | 0.94                   |
|                   | UAV3      | (20, 5, 21, 10, 12, 0)  | 29.61                      | 0.98                     | 30.59                  | 0.85           | 0.85                   |
|                   | UAV4      | (7, 19, 8, 0)           | 32.56                      | 0.75                     | 32.31                  | 0.73           | 0.73                   |
|                   | UAV5      | (15, 18, 4, 11, 0)      | 26.81                      | 3.24                     | 30.05                  | 0.83           | 0.83                   |
| 5                 | UAV1      | (12, 2, 1, 11, 10, 0)   | 28.78                      | 2.57                     | 31.35                  | 0.87           | 0.87                   |
|                   | UAV2      | (9, 15, 4, 16, 17, 0)   | 30.27                      | 3.97                     | 34.24                  | 0.95           | 0.95                   |
|                   | UAV3      | (18, 19, 5, 7, 22, 0)   | 29.42                      | 2.77                     | 32.19                  | 0.89           | 0.89                   |
|                   | UAV4      | (20, 6, 21, 23, 8, 0)   | 31.54                      | 2.3                      | 33.84                  | 0.94           | 0.94                   |
|                   | UAV5      | (24, 14, 3, 13, 0)      | 27.2                       | 3.94                     | 31.14                  | 0.87           | 0.87                   |
| 6                 | UAV1      | (11, 3, 12, 10, 2, 0)   | 30.02                      | 1.76                     | 31.78                  | 0.88           | 0.88                   |
|                   | UAV2      | (7, 1, 8, 6, 0)         | 31.16                      | 3.1                      | 35.26                  | 0.98           | 0.98                   |
|                   | UAV3      | (23, 16, 4, 17, 0)      | 31.98                      | 3.07                     | 35.05                  | 0.97           | 0.97                   |
|                   | UAV4      | (13, 14, 19, 8, 0)      | 25.74                      | 2.24                     | 27.98                  | 0.78           | 0.78                   |
|                   | UAV5      | (20, 5, 21, 22, 0)      | 26                        | 1.81                     | 27.81                  | 0.77           | 0.77                   |
| 7                 | UAV1      | (18, 5, 17, 19, 14, 0)  | 29.07                      | 2.98                     | 32.05                  | 0.89           | 0.89                   |
|                   | UAV2      | (23, 7, 22, 13, 3, 0)   | 30.75                      | 3.27                     | 34.02                  | 0.95           | 0.95                   |
|                   | UAV3      | (12, 2, 16, 4, 25, 0)   | 29.83                      | 4.35                     | 34.18                  | 0.95           | 0.95                   |
|                   | UAV4      | (11, 15, 8, 24, 10, 0)  | 31.91                      | 3.99                     | 35.90                  | 0.99           | 0.99                   |
|                   | UAV5      | (9, 1, 21, 6, 20, 0)    | 29.34                      | 2.45                     | 31.79                  | 0.88           | 0.88                   |
| 8                 | UAV1      | (16, 3, 15, 24, 5, 0)   | 31.13                      | 2.17                     | 33.3                   | 0.93           | 0.93                   |
|                   | UAV2      | (17, 23, 18, 4, 20, 0)  | 30.75                      | 2.99                     | 33.74                  | 0.95           | 0.95                   |
|                   | UAV3      | (22, 21, 19, 10, 9, 0)  | 31.88                      | 1.62                     | 33.5                   | 0.93           | 0.93                   |
|                   | UAV4      | (12, 2, 6, 7, 1, 0)     | 30.08                      | 1.82                     | 31.9                   | 0.89           | 0.89                   |
|                   | UAV5      | (11, 13, 14, 8, 0)      | 25.45                      | 1.86                     | 27.31                  | 0.76           | 0.76                   |

Total 1206.1 95.92 1302.02 36.15 7.23

Figure 7. Flight trajectories of the UAV swarm.
4.5. Comparison Results with the Manual Scheduling Method

To test the usability of the scheduling method, we compared it with the manual scheduling method of five crews (one crew controls a UAV) while the task set was manually decomposed into five task subsets. Here, one crew corresponded to one task subset, which was executed sequentially according to the task number, followed by calculating the total task set completion time. The turnaround time of the ground delivery vehicles was not included in the total time. Without decomposing the tasks, if the total range of a task exceeded the maximum range of a UAV, it was executed multiple times; meanwhile, we assumed that the manual preparation time for the UAV from landing to takeoff was 0.1 h.

Table 4 lists the results obtained by the manual scheduling method. There was significant variability in the completion times of the task subsets, with a maximum completion time of 9.23 h and a minimum completion time of 5.84 h; the average completion time for the entire task set was 7.34 h.

Table 4. Results obtained via the manual scheduling method.

| ID of Task Subset | ID of UAV | Operation Flight Range (km) | Transit Flight Range (km) | Total Flight Range (km) | Flight Time (h) | Average Flight Time (h) |
|------------------|-----------|-----------------------------|--------------------------|------------------------|-----------------|------------------------|
| 1                | UAV1      | 260.59                      | 34.42                    | 295.01                 | 8.19            | 7.34                   |
| 2                | UAV2      | 306.91                      | 25.36                    | 332.27                 | 9.23            |                        |
| 3                | UAV3      | 217.11                      | 20.52                    | 237.63                 | 6.6             | 7.34                   |
| 4                | UAV4      | 229.43                      | 16.8                     | 246.23                 | 6.84            |                        |
| 5                | UAV5      | 192.07                      | 18.34                    | 210.41                 | 5.84            |                        |

Figure 8 shows the flight trajectories of the UAVs using the manual scheduling method. The numbers indicate that the task set was decomposed into five subsets. Tasks with the same color indicate that they belonged to the same task subset. Tasks with the same color also represent the task sequences executed by the same UAV; the five different colored lines represent five UAVs. The red crosses represent the UAV takeoff and landing points.

Table 5 compares the results of the UAV swarm scheduling method and those of manual scheduling. The operational flight range is the sum of the operational ranges of all tasks in the task set, which is 1206.1 km; The transit flight range is the distances between the different tasks and between the tasks and UAV takeoff and landing points. The smaller
the value, the higher the efficiency. It can be seen that the range of the scheduling method is 95.92 km, which saves 16.97% compared with the 115.44 km range of the manual scheduling method. Total flight ranges are the sum of the operational flight range and transit flight range; Total sorties refer to the total number of UAV flights required to complete the task set. It can be seen that the total number of sorties of the scheduling method is 40, which saves 34.43% compared with the manual scheduling method. Flight range refers to the total range of the sorties; the average utilization rate of UAV refers to the real total flight range divided by the workable flight range, which reflects the operational capabilities of a UAV. It can be seen that the algorithm in this paper is 0.9, which is 50% higher than that of the manual scheduling method; it can also be seen that the scheduling method performs better than the manual scheduling method in transit flight range, total sorties and average UAV utilization, which shows the usability of the scheduling method.

Table 5. Comparison of the UAV swarm scheduling method and manual scheduling.

| Method                  | Operation Flight Range (km) | Transit Flight Range (km) | Total Flight Range (km) | Total Sorties | Flight Range (km) | Average UAV Utilization |
|-------------------------|-----------------------------|---------------------------|-------------------------|---------------|-------------------|-------------------------|
| The scheduling method   | 1206.1                      | 95.92                     | 1302.02                 | 40            | 1440              | 0.9                     |
| The manual scheduling   | 1206.1                      | 115.44                    | 1321.54                 | 61            | 2196              | 0.6                     |

4.6. Comparison Results with the Direct Allocation Method

In order to evaluate the efficiency of the scheduling method, we chose to compare it with the direct allocation method. Since the scheduling method is designed from the actual requirements of the application scenario, the solution is more complex; for example, the total flight range of the task set exceeds the maximum flight range of the UAV swarm, so it needs to be executed multiple times and the UAV takeoff and landing points are different each time, which are problems that cannot be solved by the direct allocation method. In order to meet the requirements of the direct allocation method, we chose to reduce the complexity of the problem in the experiment in the solution of the direct allocation method, including ignoring the transit flight range between the different tasks, and between the tasks and the UAV takeoff and landing points, ignoring the selection of UAV takeoff and landing points, and only considering the operational flight range of tasks. Meanwhile, according to the experimental results in part 4.4, the execution of the task set requires at least 40 sorties. Therefore, the number of UAVs is expanded to 40, so UAV1–5 also represent UAV6–10, . . . , UAV35–40, respectively. Since the direct allocation method does not consider the transition range, we only take the minimum variance to minimize the total flight range of the UAV swarm as the optimization objective, and use the PSO algorithm in Section 3.4 as the solution algorithm. All conditions are unchanged in the scheduling method solution.

The two methods were tested 10 times, and the test results are shown in Table 6. It can be seen that the shortest convergence time of the direct allocation method is 20.1 s, and the average convergence time is 27.88 s; in contrast, the shortest average convergence time of the scheduling method is 1.11 s, and the average convergence time of the 10 test is 1.32 s. Since the task subsets are operated in parallel, the average convergence time of the task set was calculated. The time required for task set decomposition and the selection of takeoff and landing points is relatively short, so the time was not calculated. It can be seen that, compared with the direct allocation method, the scheduling method shortens the computation time by 93.43% under the condition that the task complexity is reduced to adapt to the direct allocation method. The results show that the scheduling method is more efficient compared to the direct allocation method.
Table 6. Results data of 10 tests of the direct allocation method and the scheduling method.

| Test NO. | Convergence Time of the Direct Allocation Method (s) | Convergence Time of the Scheduling Method (s) |
|----------|------------------------------------------------------|------------------------------------------------|
|          | Taskset | Task Subset1 | Task Subset2 | Task Subset3 | Task Subset4 | Task Subset5 | Task Subset6 | Task Subset7 | Task Subset8 | Mean  |
| 1        | 28.19   | 1.94        | 1.76        | 1.77        | 0.89        | 1.00        | 1.08        | 0.95        | 1.31        | 1.34   |
| 2        | 22.40   | 1.43        | 0.57        | 1.23        | 1.08        | 1.73        | 1.14        | 1.62        | 1.15        | 1.24   |
| 3        | 32.27   | 0.87        | 1.42        | 1.55        | 1.36        | 1.95        | 1.04        | 1.48        | 0.66        | 1.29   |
| 4        | 20.01   | 1.21        | 1.56        | 1.77        | 1.80        | 0.92        | 1.17        | 1.70        | 1.54        | 1.46   |
| 5        | 23.68   | 1.23        | 0.63        | 1.34        | 1.52        | 1.38        | 1.08        | 1.69        | 1.07        | 1.24   |
| 6        | 33.99   | 1.85        | 1.18        | 0.83        | 0.61        | 0.55        | 1.43        | 1.11        | 1.34        | 1.11   |
| 7        | 29.77   | 1.55        | 1.30        | 1.07        | 1.47        | 1.81        | 0.69        | 1.48        | 1.20        | 1.32   |
| 8        | 30.02   | 1.94        | 1.55        | 0.75        | 1.49        | 1.93        | 1.54        | 1.41        | 0.77        | 1.42   |
| 9        | 27.97   | 1.17        | 1.71        | 1.52        | 0.98        | 1.28        | 1.87        | 0.85        | 1.40        | 1.35   |
| 10       | 30.53   | 1.67        | 0.91        | 1.05        | 1.75        | 1.62        | 1.75        | 1.17        | 1.08        | 1.38   |
| Mean     | 27.88   |             |             |             |             |             |             |             |             | 1.32   |

Figure 9 shows the best fitness convergence curves of two methods in 10 tests, with the direct allocation method chosen for the 4th test and the scheduling method chosen for the 6th test. In Figure 9, the horizontal coordinate is the iteration time and the vertical coordinate is the fitness value (objective function value), which is restricted between 0 and 1 by linear transformation. It can be seen that the scheduling method can achieve convergence of the fitness values relatively quickly, as shown in Figure 9b–i, while the convergence time of the direct assignment algorithm is relatively slow as shown in Figure 9a. The reason is that the direct allocation method needs to assign 40 UAVs and 193 tasks, while for the scheduling method, after the decomposition of the task set and the selection of the UAV takeoff and landing points, the computational complexity is greatly reduced, so the convergence time is shorter, which also shows the high efficiency of the scheduling method.

5. Conclusions

In response to a lack of networking and low operational efficiency in multi-UAV operations in remote sensing observations for emergency scenarios, we proposed a UAV swarm scheduling method based on centralized networking architecture. The method establishes the relationship between the remote sensing observation tasks and UAV swarm observation capability. It decomposes the task set with UAV swarm observation capability.
as the constraint, thus reducing the complexity of UAV task scheduling. This method establishes a relationship between the task and UAV observation capability. Finally, it proposes a task decomposition method to ensure the executability of each task and the overall operational efficiency of the multiple UAVs. The UAV swarm scheduling method uses the total operational range of the task set as the constraint, establishes the task allocation model, and provides a set of procedures for the UAV swarm to carry out remote sensing observations in emergency scenarios.

Further research should include: the selection of UAV landing and takeoff points considering the influence of roads, i.e., the scheduling method should add road constraints; consideration of route planning of mission areas and the risk posed by the collision probability of multiple UAVs in adjacent task areas during flight; consideration of increasing the temporal constraints of missions from mission formulation; and the scheduling method also needs to consider compatibility with different data types, different sensors, and different UAVs.
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