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Abstract

Let \((G, +)\) be a compact, abelian, and metrizable topological group. In this group we take \(g \in G\) such that the corresponding automorphism \(\tau_g\) is ergodic. The main result of this paper is a new ergodic theorem for functions in \(L^1(G, M)\), where \(M\) is a Hadamard space. The novelty of our result is that we use inductive means to average the elements of the orbit \(\{\tau^n_g(h)\}_{n \in \mathbb{N}}\). The advantage of inductive means is that they can be explicitly computed in many important examples. The proof of the ergodic theorem is done firstly for continuous functions, and then it is extended to \(L^1\) functions. The extension is based in a new construction of mollifiers in Hadamard spaces. This construction has the advantage that it only uses the metric structure and the existence of barycenters, and do not require the existence of an underlying vector space. For this reason, it can be used in any Hadamard space, in contrast with those results that need to use the tangent space or some chart to define the mollifier.

1 Introduction

1.1 Motivation

The initial motivation for this work was the study of ergodic theorems involving the barycenters in the space of \(n \times n\) strictly positive matrices \(\mathcal{M}_n(\mathbb{C})^+\). More precisely, we pursued an ergodic type theorem in terms of the so called inductive means, which in many important cases can be explicitly computed.

Recall that the set \(\mathcal{M}_n(\mathbb{C})^+\) is an open cone in the real vector space of selfadjoint matrices \(\mathcal{H}(n)\). In particular, it is a differential manifold and the tangent spaces can

\textsuperscript{1}Keywords and phrases: Ergodic theorem, Inductive means, Barycenter, Hadamard space, non-positively curved space.
be indentified for simplicity with $\mathcal{H}(n)$. The manifold $\mathcal{M}_n(\mathbb{C})^+$ can be endowed with a natural Riemannian structure. With respect to this metric structure, if $\alpha : \left[a, b\right] \rightarrow \mathcal{M}_n(\mathbb{C})^+$ is a piecewise smooth path, its length is defined by

$$L(\alpha) = \int_a^b \|\alpha^{-1/2}(t)\alpha'(t)\alpha^{-1/2}(t)\|_2 \, dt,$$

where $\|\cdot\|_2$ denotes the Frobenius or Hilbert-Schmidt norm. In this way, $\mathcal{M}_n(\mathbb{C})^+$ becomes a Riemannian manifold with non-positive curvature. As usual, a distance $\delta$ can be defined by

$$\delta(A, B) = \inf \{L(\alpha) : \alpha \text{ is a piecewise smooth path connecting } A \text{ with } B\}.$$

The infimum is actually a minimum, and the geodesic connecting two positive matrices $A$ and $B$ has the following simple expression

$$\gamma_{AB}(t) = A^{1/2}(A^{-1/2}BA^{-1/2})^tA^{1/2}.$$

It is usual in matrix analysis to use the notation $A \#_1 B$ instead of $\gamma_{AB}(t)$. The midpoint $A \#_1 B$ is called geometric mean or barycenter between $A$ and $B$, and it also admits the following variational characterization

$$A \#_1 B = \arg \min_{C \in \mathcal{M}_n(\mathbb{C})^+} \left(\delta^2(A, C) + \delta^2(B, C)\right).$$

There is no reason to restrict our attention to only two matrices. The notion of geometric mean can be generalized for more than two matrices in the obvious way

$$\Gamma(A_1, \ldots, A_n) := \arg \min_{C \in \mathcal{M}_n(\mathbb{C})^+} \left(\sum_{j=1}^n \delta^2(A_j, C)\right).$$

The solution of this least square minimization problem exists and is unique because of the convexity properties of the distance $\delta(\cdot, \cdot)$. The geometric means naturally appear in many applied problems. For instance, they appear in the study of radar signals. In these problems, each signal is detected by more than one sensor. The information of each sensor is codified in a covariance kernel, and these kernels have to be averaged to get the final output. It turns out that the best way to average the kernels is not the standard arithmetic mean, but the geometric mean introduced above (see [12] and the references therein for more details). Another typical application of the geometric means is in problems related with the gradient or Newton like optimization methods (see [9], [29]).

The usual problem dealing with geometric means is that the geometric mean of three or more matrices does not have in general a closed formula. For this reason, there has been an intensive research with the aim to find good ways to approximate the geometric mean of more than two matrices ([8], [19], [25]). In [15], Holbrook proved that they can be approximated by the so called inductive means. To motivate the definition of inductive
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means, note that given a sequence \( \{a_n\}_{n \in \mathbb{N}} \) of complex numbers

\[
\begin{align*}
\frac{a_1 + a_2 + a_3}{3} &= \frac{2}{3} \left( \frac{a_1 + a_2}{2} \right) + \frac{1}{3} a_3 \\
\vdots \\
\frac{a_1 + \ldots + a_n}{n} &= n - 1 \left( \frac{a_1 + \ldots + a_{n-1}}{n - 1} \right) + \frac{1}{n} a_n.
\end{align*}
\]

Let \( \gamma_{a,b}(t) = tb + (1-t)a \), and for a moment allow us to use the notation \( a \# t b = \gamma_{a,b}(t) \).

Then

\[
\begin{align*}
\frac{a_1 + a_2 + a_3}{3} &= (a_1 \# \frac{1}{2} a_2) \# \frac{1}{3} a_3 \\
\frac{a_1 + a_2 + a_3 + a_4}{4} &= ((a_1 \# \frac{1}{2} a_2) \# \frac{1}{3} a_3) \# \frac{1}{4} a_4.
\end{align*}
\]

and so on and so forth. The segments are the geodesics in the euclidean space. Thus, in our setting, we can replace the segments by the geodesic associated to the Riemannian structure. This is the idea that leads to the definition of the inductive means. Given a sequence of strictly positive matrices \( \{A_n\}_{n \in \mathbb{N}} \), the inductive means are defined as follows:

\[
\begin{align*}
\Gamma_1(A) &= A_1 \\
\Gamma_n(A) &= \Gamma_{n-1}(A) \# \frac{1}{n} A_n \quad (n \geq 2).
\end{align*}
\]

Now, consider \( d \) positive matrices \( A_0, \ldots, A_{d-1} \), and define the function \( F : \mathbb{Z}_d \to \mathcal{M}_n(\mathbb{C})^+ \) by \( F(k) = A_k \), where \( \mathbb{Z}_d \) denotes the abelian group of integers mod \( d \). Then, if we define the periodic sequence \( A = \{F(\pi)\}_{n \in \mathbb{N}} \), then Holbrook proved

\[
\lim_{n \to \infty} \Gamma_n(A) = \Gamma(A_0, \ldots, A_{d-1}).
\]

1.2 About our results

Let \( (G, +) \) be a compact topological group, endowed with a Haar measure \( m \), and let \( \tau : G \to G \) be an ergodic map. The classical Birkhoff ergodic theorem says that, given \( f \in L^1(G) \), then for \( m \)-almost every \( h \in G \)

\[
\frac{1}{n} \sum_{k=0}^{n-1} f(\tau^k(h)) \xrightarrow{n \to \infty} \int_G f(\omega)dm(\omega).
\]

Holbrook’s theorem can be seen as an ergodic theorem for functions defined in \( \mathbb{Z}_d^p \) and taking values in \( \mathcal{M}_n(\mathbb{C})^+ \). Indeed, let the inductive means play the role of the averages at the left hand side, and let the joint geometric mean \( \Gamma(A_0, \ldots, A_{d-1}) \) play the role of the integral of \( F \) with respect to the Haar measure in \( \mathbb{Z}_d \).

This interpretation of Holbrook result suggests that we can get computable approximations of the geometric means of several matrices in terms of ergodic averages. Our
main goal is to prove such ergodic theorems in terms of the inductive means in a much more general context. More precisely, consider a dynamical system \((G, \tau)\), where \(G\) is a compact group and \(\tau\) is ergodic with respect to the Haar measure \(m\). Note that the group has to be abelian because the orbits \(\{\tau^n g\}_{n \in \mathbb{N}}\) are dense in \(G\). In this setting recall that given a function \(F : G \to \mathcal{M}_n(\mathbb{C})^+\), we say that \(F \in L^p(G, \mathcal{M}_n(\mathbb{C})^+)\) if
\[
\int_G \delta^p(F(g), B)) \, dm(g) < \infty,
\]
where \(B\) is any positive matrix. By the triangular inequality, this definition does not depend on the choice of \(B\). Following Sturm \[36\], the barycenter of \(F \in L^1(G, \mathcal{M}_n(\mathbb{C})^+)\) is defined as
\[
\beta_F := \arg \min_{C \in \mathcal{M}_n(\mathbb{C})^+} \int_G \delta^2(F(g), C)) \, dm(g).
\]
As before, this definition does not depend on \(B\). Note that if \(F \in L^2(G, \mathcal{M}_n(\mathbb{C})^+)\)
\[
\beta_F := \arg \min_{C \in \mathcal{M}_n(\mathbb{C})^+} \int G \delta^2(F(g), C))dm(g)
\]
and we get a natural generalization of the geometric means defined before. In this paper we prove that, given \(A \in \mathcal{M}_n(\mathbb{C})^+\), for almost every \(g \in G\)
\[
\lim_{n \to \infty} \Gamma_n(A(g), A(\tau(g)), \ldots, A(\tau^{n-1}(g))) = \beta_A. \tag{1.2}
\]

Moreover, we prove this result not only for functions taking values in \(\mathcal{M}_n(\mathbb{C})^+\), but also in any Hadamard space \(M\) (see Subsection 2.1 for a precise definition). In \[36\], Sturm developed a theory of barycenters of probability measures for Hadamard spaces (see Subsection 2.2 for some definitions and basic results). Endowed with this barycenter, Hadamard spaces play an important role in the theory of integrations (random variables, expectations and variances), law of large numbers, ergodic theory, Jensen’s inequality (see \[10\], \[14\], \[22\], \[30\], and \[36\]), stochastic generalization of Lipschitz retractions and extension problems of Lipschitz and Hölder maps (see \[23\], \[28\], and \[31\]) and optimal transport theory on Riemannian manifolds (see \[33\], and \[34\]), etc.

The generalization from \(\mathcal{M}_n(\mathbb{C})^+\), or even from more general Riemannian manifolds with non-positive curvature, to general Hadamard spaces is not straightforward. One of the reasons is that a general Hadamard space does not necessarily have an underlying finite dimensional vector space, as in the case of manifolds. This makes some steps of the proof much more involved, and lead us to a new definition of mollifiers that only uses the metric structure (see Subsection 3.3.1).

1.3 Comments on related works

In \[3\] Austin proved a very general ergodic theorem for Hadamard spaces, which in our setting says that, given \(A \in L^2(G, M)\), for almost every \(g \in G\) it holds that
\[
\lim_{n \to \infty} \Gamma(A(g), A(\tau(g)), \ldots, A(\tau^{n-1}(g))) = \beta_A.
\]
Later on, in [30] Navas extended the Austin’s result to functions in $A \in L^1(G, M)$, and taking values in more general metric spaces. In these results, the discrete arithmetic means of Birkhoff’s theorem are replaced by the (joint) geometric mean of the $n$-tuple 

$$(A(g), A(\tau(g)), \ldots, A(\tau^{n-1}(g))).$$

On the other hand, the integral in Birkhoff theorem is replaced by the barycenter $\beta_\Lambda$. Note that in the sequence

$$A(g), \Gamma(A(g), A(\tau(g))), \Gamma(A(g), A(\tau(g), A(\tau^2(g))), \ldots$$

from the second term on, the elements of the sequence do not have a closed formula. In this direction, the inductive means are simpler and provide in many concrete instances a computable approximation sequence to the barycenter. This is an advantage of our result, but there is a price to pay for this. On one hand, we need a good control on the convexity of the metric. For this reason we work on Hadamard spaces, as in the case of Austin’s result [3]. On the other hand, the inductive means are simple averages of points. This simplicity is good from the computational point of view, but it confine our result to $\mathbb{Z}$-actions. The aforementioned results also hold for more general actions.

### 1.4 Organization of the paper

The paper is organized as follows. Section 2 is devoted to collect some preliminaries on Hadamard spaces, as well as, barycenters and inductive means in Hadamard spaces. In section 3 we prove our main result for functions defined in a Kronecker systems and taking values in a Hadamard space. Firstly we will prove the result for continuous function (Theorem 3.1). In order to extend this result to $L^1$ functions (Theorem 3.7), first of all we prove in Subsection 3.3.1 some results related with approximation by continuous functions in general Hadamard spaces. These results are interesting by themselves, and generalize some results proved by Karcher in [17]. Finally, in the Subsection 3.3.2 we complete the proof of the $L^1$ version of the ergodic theorem.

### 2 Preliminaries

#### 2.1 Hadamard spaces

In this section we summarize some basic facts about Hadamard spaces, also called (global) CAT(0) spaces or non-positively curved (NPC) spaces. This subject started with the works by Alexandrov [11] and Reshetnyak [35]. Nowadays there exists a huge bibliography on the subject. The interested reader is referred to the monographs [4], [5], [11], and [10] for more information.

**Definition 2.1.** A complete metric space $(M, \delta)$ is called a **Hadamard space** if it satisfies the semiparallelogram law, i.e., for each $x, y \in M$ there exists $m \in M$ satisfying

$$\delta^2(m, z) \leq \frac{1}{2} \delta^2(x, z) + \frac{1}{2} \delta^2(y, z) - \frac{1}{4} \delta^2(x, y)$$

(2.1)
for all $z \in M$. The point $m$ is called (metric) midpoint between $x$ and $y$.

Taking $z = x$ and $z = y$ in the inequality (2.1), it is easy to conclude that $\delta(x, m) = \delta(m, y) = \frac{1}{2}\delta(x, y)$. Moreover, this inequality also implies that the midpoint is unique. The existence and uniqueness of midpoints give rise to a unique (metric) geodesic $\gamma_{a,b} : [0,1] \to M$ connecting any given two points $a$ and $b$. Indeed, firstly define $\gamma_{a,b}(1/2)$ to be the midpoint of $a$ and $b$. Then, using an inductive argument, we define the geodesic for all dyadic rational numbers in $[0,1]$. Finally by completeness, it can be extended to all $t \in [0,1]$. Throughout this paper, we will use the notation $a\#t b$ instead of $\gamma_{a,b}(t)$.

The inequality (2.1) also extends to arbitrary points on geodesics.

**Proposition 2.2.** Let $(M, \delta)$ be a Hadamard space. Then, for all $t \in [0,1]$ and $x, y, z \in M$, 

$$
\delta^2(x\#_t y, z) \leq (1-t)\delta^2(x, z) + t\delta^2(y, z) - t(1-t)\delta^2(x, y).
$$

(2.2)

A consequence of this result, that we will use later, is:

**Corollary 2.3.** Given four points $a, a', b, b' \in M$ let

$$
f(t) = \delta(a\#_t a', b\#_t b').
$$

Then $f$ is convex on $[0,1]$; i.e.

$$
\delta(a\#_t a', b\#_t b') \leq (1-t)\delta(a, b) + t\delta(a', b').
$$

(2.3)

We conclude this subsection with the so called Reshetnyak’s Quadruple Comparison theorem.

**Theorem 2.4.** Let $(M, \delta)$ be a Hadamard space. For all $x_1, x_2, x_3, x_4 \in M$, 

$$
\delta^2(x_1, x_3) + \delta^2(x_2, x_4) \leq \delta^2(x_2, x_3) + \delta^2(x_1, x_4) + 2\delta(x_1, x_2)\delta(x_3, x_4).
$$

(2.4)

### 2.2 Barycenters

Let $(M, \delta)$ be a Hadamard space, and let $B(M)$ the $\sigma$-algebra of Borel sets (i.e. the smallest $\sigma$-algebra that contains the open sets). Denote by $\mathcal{P}(M)$ the set of all probability measures on $B(M)$ with separable support, and for $1 \leq \theta < \infty$, let $\mathcal{P}^\theta(M)$ denote the set of $\mu \in \mathcal{P}(M)$ such that

$$
\int \delta^\theta(x, y)d\mu(y) < \infty,
$$

for some (hence all) $x \in M$. By means of $\mathcal{P}^{\infty}(M)$ we will denote the set of all measures in $\mathcal{P}(M)$ with bounded support.
Proposition 2.5. Let \((M, \delta)\) be a Hadamard space and fix \(y \in M\). For each \(\mu \in \mathcal{P}^1(M)\) there exists a unique point \(\beta_\mu \in M\) which minimizes the uniformly convex, continuous function
\[
z \mapsto \int_M [\delta^2(z, x) - \delta^2(y, x)]d\mu(x).
\]
This point is independent of \(y\).

Following Sturm’s paper [36], the point \(\beta_\mu\) is called \textbf{barycenter} of \(\mu\). If \(\mu \in \mathcal{P}^2(M)\) then \(\beta_\mu\) coincides with the usual Cartan’s definition of barycenter:
\[
\arg\min_{z \in M} \int_M \delta^2(z, x)d\mu(x).
\]

The following inequality satisfied by the baricenter will be very important in the sequel.

Proposition 2.6 (Variance Inequality). Let \((M, \delta)\) be a Hadamard space. For any probability measure \(\mu \in \mathcal{P}^1(M)\) and for all \(z \in M\):
\[
\int_M [\delta^2(z, x) - \delta^2(\beta_\mu, x)]d\mu(x) \geq \delta^2(z, \beta_\mu).
\]
(2.5)

Now, let \((\Omega, P)\) be an arbitrary probability space and let \(F : \Omega \to M\) be a measurable map. This function defines a probability measure \(F_*P \in \mathcal{P}(M)\) by
\[
F_*P(A) := P(F^{-1}(A)) = P(\{\omega \in \Omega : F(\omega) \in A\}) \quad (\forall A \in \mathcal{B}(M)),
\]
which is called \textbf{pushforward measure} of \(P\) by the function \(F\). In probabilistic language, the pushforward measure \(F_*P\) is called distribution of \(F\).

Given \(1 \leq \theta \leq \infty\), we say that \(F \in L^\theta(\Omega, M)\) if \(F_*P \in \mathcal{P}^\theta(M)\). In other words, for \(1 \leq \theta < \infty\), we say that \(F \in L^\theta(\Omega, M)\) if for some (and hence for all) \(y \in M\) it holds that
\[
\int_\Omega \delta^\theta(F(\omega), y) \, dP(\omega) < \infty.
\]
(2.6)

On the other hand, we say that \(F \in L^\infty(\Omega, M)\) if for some (and hence for all) \(y \in M\) the function \(\omega \mapsto \delta(F(\omega), y)\) is essentially bounded.

2.3 The inductive mean

As in the case of strictly positive matrices considered in the introduction, we define the inductive means in general Hadamard spaces as follows.

Definition 2.7. \textbf{(Inductive mean).} Let \((M, \delta)\) be a Hadamard space. Given \(a \in M^\mathbb{N}\) set
\[
S_1(a) = a_1
\]
\[
S_n(a) = S_{n-1}(a) + a_n \quad (n \geq 2).
\]
Example. Suppose that $M$ is $\mathbb{C}^n$ with the usual euclidean distance. Since the geodesics in this case are the line segments, if we take a sequence $\{a_n\}_{n \in \mathbb{N}}$ in $\mathbb{C}^n$, then

\[
\begin{align*}
S_1(a) &= a_1, \\
S_2(a) &= \frac{a_1 + a_2}{2}, \\
S_3(a) &= \frac{2}{3} \left( \frac{a_1 + a_2}{2} \right) + \frac{1}{3} a_3 = \frac{a_1 + a_2 + a_3}{3},
\end{align*}
\]

and so on and so forth. Therefore, in this case the inductive means coincides the the arithmetic means. ▲

From now on, let $(M, \delta)$ be a Hadamard space. As a consequence of (2.3), we directly get the following result.

**Corollary 2.8.** Given $a, b \in M^\mathbb{N}$, then

\[
\delta(S_n(a), S_n(b)) \leq \frac{1}{n} \sum_{i=1}^{n} \delta(a_i, b_i).
\]

(2.7)

The next lemma follows from (2.2), and it is a special case of a weighted inequality considered by Lim and Pálfia in [26].

**Lemma 2.9.** Given $a \in M^\mathbb{N}$ and $z \in M$, for every $k, m \in \mathbb{N}$

\[
\begin{align*}
\delta^2(S_{k+m}(a), z) &\leq \frac{k}{k+m} \delta^2(S_k(a), z) + \frac{1}{k+m} \sum_{j=0}^{m-1} \delta^2(a_{k+j+1}, z) \\
&- \frac{k}{(k+m)^2} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a), a_{k+j+1}).
\end{align*}
\]

**Proof.** By the inequality (2.2) applied to $S_{n+1}(a) = S_n(a) \#_{n+1} (a_{n+1})$ we obtain

\[
(n+1) \delta^2(S_{n+1}(a), z) - n \delta^2(S_n(a), z) \leq \delta^2(a_{n+1}, z) - \frac{n}{(n+1)} \delta^2(S_n(a), a_{n+1}).
\]

Summing these inequalities from $n = k$ until $n = k + m - 1$ we get that the difference

\[
(k + m) \delta^2(S_{k+m}(a), z) - k \delta^2(S_k(a), z),
\]

obtained from the telescopic sum of the left hand side, is less or equal than

\[
\sum_{j=0}^{m-1} \left( \delta^2(a_{k+j+1}, z) - \frac{k + j}{(k + j + 1)} \delta^2(S_{k+j}(a), a_{k+j+1}) \right).
\]

Finally, using that $\frac{k + j}{k + j + 1} \geq \frac{k}{k+m}$ for every $j \in \{0, \ldots, m-1\}$, this sum is bounded from the above by

\[
\sum_{j=0}^{m-1} \left( \delta^2(a_{k+j+1}, z) - \frac{k}{(k + m)} \delta^2(S_{k+j}(a), a_{k+j+1}) \right),
\]

which completes the proof. ■
Given a sequence \( a \in M^\mathbb{N} \), let \( \Delta(a) \) denote the diameter of its image, that is

\[
\Delta(a) := \sup_{n,m \in \mathbb{N}} \delta(a_n, a_m).
\]

Note that, also by (2.2), \( \delta(S_n(a), a_k) \leq \Delta(a) \) for all \( n, k \in \mathbb{N} \).

Lemma 2.10. Given \( a \in M^\mathbb{N} \) such that \( \Delta(a) < \infty \), then for all \( k, m \in \mathbb{N} \) it holds that

\[
\frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_k(a), a_{k+j+1}) \leq \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a), a_{k+j+1}).
\]

where \( \tilde{R}_{m,k} = \left( \frac{m^2}{(k+1)^2} + 2 \frac{m}{k+1} \right) \Delta^2(a) \).

Proof. Note that by (2.7) and all \( k \),

\[
\delta(S_{k+j}(a), S_{k+j+1}(a)) \leq \frac{1}{k+j+1} \Delta(a).
\]

Hence

\[
\delta(S_k(a), a_{k+j+1}) \leq \delta(S_k(a), S_{k+j}(a)) + \delta(S_{k+j}(a), a_{k+j+1})
\]
\[
\leq \sum_{h=1}^{j} \frac{1}{k+h} \Delta(a) + \delta(S_{k+j}(a), a_{k+j+1})
\]
\[
\leq \frac{m}{k+1} \Delta(a) + \delta(S_{k+j}(a), a_{k+j+1}).
\]

Therefore, for every \( j \leq m \)

\[
\delta^2(S_k(a), a_{k+j+1}) \leq \left( \frac{m^2}{(k+1)^2} + 2 \frac{m}{k+1} \right) \Delta^2(a) + \delta^2(S_{k+j}(a), a_{k+j+1}),
\]

where we have used that \( \delta(S_{k+j}(a), a_{k+j+1}) \leq \Delta(a) \) for every \( k, j \in \mathbb{N} \). Summing up these inequalities and dividing by \( m \), we get the desired result. ■

3 Ergodic formulae associated to inductive means

3.1 The framework and basic notation

Let \((G, +)\) be a compact, abelian, and metrizable topological group. In this group we fix a Haar measure \( m \), and we take an ergodic automorphism \( \tau(h) = h + g \) for some \( g \in G \). A shift invariant metric \( G \) is denoted by \( d_G \). Throughout this section we work with the dynamical system \((G, \tau)\).
Remark. A topological dynamical system \((\Omega, \tau)\) is called a Kronecker system if it is isomorphic to a group dynamical system \((G, \tau)\) as the one described above. Every topological Kronecker system \((\Omega; x \to x + \alpha)\) can be canonically converted into a measure-preserving system which is compact. It is well known that any isometric (or equicontinuous) and minimal dynamical system is a Kronecker system.

On the other hand, we will fix a Hadamard space \((M, \delta)\). Given a function \(A : G \to M\), we define \(a^\tau : G \to M^\mathbb{N}\) by
\[
a^\tau(x) \coloneqq \{a^\tau_j(x)\}_{n \in \mathbb{N}} \quad \text{where} \quad a^\tau_j(x) = A(\tau^j(x)).
\] (3.1)

3.2 The continuous case

In this section we will prove the ergodic formula for continuous functions.

Theorem 3.1. Let \(M\) be a Hadamard space and \(A : G \to M\) a continuous function. Then
\[
\lim_{n \to \infty} S_n(a^\tau(y)) = \beta_\lambda,
\] (3.2)
uniformly in \(y \in G\).

With this aim, we firstly prove some technical results, which at the end of this subsection are combined to get a proof of Theorem 3.1.

Lemma 3.2. Let \(A : G \to M\) be a continuous function, and let \(K\) be any compact subset of \(M\). For each \(n \in \mathbb{N}\), define \(F_n : G \times K \to \mathbb{R}\) by
\[
F_n(g, x) = \frac{1}{n} \sum_{j=0}^{n-1} \delta^2(a^\tau_j(g), x).
\]
Then, the family \(\{F_n\}_{n \in \mathbb{N}}\) is equicontinuous.

Proof. By the triangular inequality, the map \(y \mapsto \delta^2(A(\cdot), y)\) is continuous from \((K, \delta)\) into the set of real valued continuous functions defined on \(G\) endowed with the uniform norm. Since \(K\) is compact, the family \(\{\delta^2(A(\cdot), x)\}_{x \in K}\) is (uniformly) equicontinuous. Hence, given \(\varepsilon > 0\), there exists \(\delta > 0\) such that if
\[
d_G(g_1, g_2) < \delta \quad \text{then} \quad |\delta^2(A(g_1), x) - \delta^2(A(g_2), x)| < \frac{\varepsilon}{2},
\]
for every \(x \in K\). Since \(\tau\) is isometric and \(d_G(g_1, g_2) < \delta\), we get that
\[
|F_n(g_1, x) - F_n(g_2, x)| = \left| \frac{1}{n} \sum_{j=0}^{n-1} \delta^2(a^\tau_j(g_1), x) - \delta^2(a^\tau_j(g_2), x) \right| < \frac{\varepsilon}{2}.
\]
Let \(\Delta\) be the diameter of the set \((\text{Image}(A) \times K)\) in \(M^2\). Since both sets are compact, \(\Delta < \infty\). So, take \((g_1, x_1)\) and \((g_2, x_2)\) such that \(d_G(g_1, g_2) < \delta\) and \(\delta(x_1, x_2) < \frac{\varepsilon}{\Delta}\). Then
\[
|F_n(g_1, x_1) - F_n(g_2, x_2)| \leq |F_n(g_1, x_1) - F_n(g_1, x_2)| + |F_n(g_1, x_2) - F_n(g_2, x_2)| \\
\leq \frac{2\Delta}{n} \sum_{k=0}^{n-1} \delta(x_1, x_2) + \frac{\varepsilon}{2} < \varepsilon.
\]
\[\square\]
Now, as a consequence of Arzelà-Ascoli and Birkhoff theorems we get

**Proposition 3.3.** Let \( A : G \to M \) be a continuous function, and \( K \) a compact subset of \( M \). Then

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta^2(a_j(g), x) = \int_G \delta^2(A(\gamma), x) dm(\gamma),
\]

and the convergence is uniform in \((g, x) \in G \times K\).

From now on we will fix the continuous function \( A : G \to M \). Let

\[
\alpha := \min_{x \in M} \int_G \delta^2(A(g), x) dm(g),
\]

and \( \beta_A \) is the point where this minimum is attained, i.e., \( \beta_A \) is the barycenter of the pushforward by \( A \) of the Haar measure in \( G \). Then we obtain the following upper estimate.

**Lemma 3.4.** For every \( \varepsilon > 0 \), there exists \( m_0 \in \mathbb{N} \) such that, for all \( m \geq m_0 \) and for all \( k \in \mathbb{N} \),

\[
\delta^2(S_{k+m}(a^\tau(g)), \beta_A) \leq \frac{k}{k+m} \delta^2(S_k(a^\tau(g)), \beta_A) + \frac{m}{k+m}(\alpha + \varepsilon)
\]

\[
- \frac{km}{(k+m)^2} \left( \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a^\tau(g)), a_{k+j+1}^\tau(g)) \right).
\]

**Proof.** For every \( \varepsilon > 0 \), exists \( m_0 \in \mathbb{N} \) such that for all \( m \geq m_0 \),

\[
\left| \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(a_{k+j+1}(g), \beta_A) - \alpha \right| < \varepsilon.
\]

Note that \( m_0 \) is independent of \( k \) by Proposition 3.3. Now, by Lemma 2.9

\[
\delta^2(S_{k+m}(a^\tau(g)), \beta_A) \leq \frac{k}{k+m} \delta^2(S_k(a^\tau(g)), \beta_A) + \frac{m}{k+m} \sum_{j=0}^{m-1} \delta^2(a_{k+j+1}^\tau(g), \beta_A)
\]

\[
- \frac{k}{k+m} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a^\tau(g)), a_{k+j+1}^\tau(g))
\]

\[
= \frac{k}{k+m} \delta^2(S_k(a^\tau(g)), \beta_A) + \frac{m}{k+m} \left( \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(a_{k+j+1}^\tau(g), \beta_A) \right)
\]

\[
- \frac{km}{(k+m)^2} \left( \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a^\tau(g)), a_{k+j+1}^\tau(g)) \right)
\]

\[
\leq \frac{k}{k+m} \delta^2(S_k(a^\tau(g)), \beta_A) + \frac{m}{k+m}(\alpha + \varepsilon)
\]

\[
- \frac{km}{(k+m)^2} \left( \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a^\tau(g)), a_{k+j+1}^\tau(g)) \right).
\]
Recall that, given a sequence \( a \in M^\mathbb{N} \), then \( \Delta(a) \) denotes the diameter of its image, i.e.,

\[
\Delta(a) := \sup_{n,m \in \mathbb{N}} \delta(a_n, a_m).
\]

Since \( A : G \to M \) is continuous, note that

\[
C_a := \sup_{g \in G} \Delta(a^\tau(g)) < \infty.
\]

**Lemma 3.5.** For every \( \varepsilon > 0 \), there exists \( m_0 \in \mathbb{N} \) such that for all \( m \geq m_0 \) and for all \( k \in \mathbb{N} \)

\[
\delta^2(S_k(a^\tau(g)), \beta_\lambda) - \varepsilon + \alpha - R_{m,k} \leq \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_{k+j}(a^\tau(g)), a_{k+j+1}^\tau(g)),
\]

where \( R_{m,k} = \left( \frac{m^2}{(k+1)^2} + 2 \frac{m}{k+1} \right) C_a^2 \).

**Proof.** Consider the compact set

\[
K := \text{cc} \left\{ S_k(a^\tau(x)) : k \in \mathbb{N} \right\},
\]

where the convex hull is in the geodesic sense. For every \( \varepsilon > 0 \), there exists \( m_0 \in \mathbb{N} \) such that for all \( m \geq m_0 \), by the variance inequality (Proposition 2.6) and Proposition 3.3 it holds that

\[
\delta^2(S_k(a^\tau(x)), \beta_\lambda) \leq \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_k(a^\tau(g)), a_{k+j+1}^\tau(g)) - \alpha
\]

\[
\leq \varepsilon + \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_k(a^\tau(g)), a_{k+j+1}^\tau(g)) - \alpha.
\]

Finally, by Lemma 2.10

\[
\delta^2(S_k(a^\tau(x)), \beta_\lambda) \leq \varepsilon + \frac{1}{m} \sum_{j=0}^{m-1} \delta^2(S_k(a^\tau(x)), a_{k+j+1}^\tau(x)) + R_{m,k} - \alpha,
\]

where \( R_{m,k} = \left( \frac{m^2}{(k+1)^2} + 2 \frac{m}{k+1} \right) C_a^2 \).

**Lemma 3.6.** Given \( \varepsilon > 0 \), there exists \( m_0 \geq 1 \) such that for every \( \ell \in \mathbb{N} \)

\[
\delta^2(S_{\ell m_0}(a^\tau(g)), \beta_\lambda) \leq \frac{L}{\ell} + \varepsilon,
\]

uniformly in \( g \in G \), where \( L = \alpha + 3C_a^2 \).
Proof. Fix $\varepsilon > 0$. By Lemmas 3.4 and 3.5 there exists $m_0 \geq 1$ such that for all $k \in \mathbb{N}$,

$$
\delta^2(S_{k+m_0}(a^\tau(g)), \beta_\lambda) \leq \frac{k}{k+m_0} \delta^2(S_k(a^\tau(g)), \beta_\lambda) + \frac{m_0}{k+m_0} (\alpha + \varepsilon) - \frac{k m_0}{(k + m_0)^2} \left( \frac{1}{m_0} \sum_{j=0}^{m_0-1} \delta^2(S_{k+j}(a^\tau(x)), a^\tau_{k+j+1}(x)) \right),
$$

and

$$
\frac{1}{m_0} \sum_{j=0}^{m_0-1} \delta^2(S_{k+j}(a^\tau(g)), a^\tau_{k+j+1}(g)) \geq \delta^2(S_k(a^\tau(g)), \beta_\lambda) - \varepsilon + \alpha - R_{m_0,k}.
$$

Therefore, combining these two inequalities we obtain

$$
\delta^2(S_{k+m_0}(a^\tau(g)), \beta_\lambda) \leq \frac{k}{k+m_0} \delta^2(S_k(a^\tau(g)), \beta_\lambda) + \frac{m_0}{k+m_0} (\alpha + \varepsilon)
- \frac{k m_0}{(k + m_0)^2} \left( \delta^2(S_k(a^\tau(g)), \beta_\lambda) - \varepsilon + \alpha - R_{m_0,k} \right).
$$

Consider now the particular case where $k = \ell m_0$. Since $R_{m_0,\ell m_0} \leq \frac{3}{\ell} C_a^2$ we get

$$
\delta^2(S_{(\ell+1)m_0}(a^\tau(g)), \beta_\lambda) \leq \frac{\ell}{\ell + 1} \delta^2(S_{\ell m_0}(a^\tau(g)), \beta_\lambda) + \frac{1}{\ell + 1} (\alpha + \varepsilon)
- \frac{\ell}{(\ell + 1)^2} \left( \delta^2(S_{\ell m_0}(a^\tau(g)), \beta_\lambda) - \varepsilon + \alpha - R_{m_0,\ell m_0} \right)
\leq \frac{\ell^2}{(\ell + 1)^2} \delta^2(S_{\ell m_0}(a^\tau(g)), \beta_\lambda) + (2\ell + 1)\varepsilon + \alpha + 3C_a^2.
$$

Using this recursive inequality, the result follows by induction on $\ell$. Indeed, if $\ell = 1$ then

$$
\delta^2(S_{m_0}(a^\tau(g)), \beta_\lambda) \leq C_a^2 \leq L.
$$

On the other hand, if we assume that the result holds for some $\ell \geq 1$, i.e.

$$
\delta^2(S_{\ell m_0}(a^\tau(x)), g) \leq \frac{L}{\ell} + \varepsilon,
$$

then combining this inequality with (3.3) we have that

$$
\delta^2(S_{(\ell+1)m_0}(a^\tau(g)), \beta_\lambda) \leq \frac{\ell L + \ell^2 \varepsilon + (2\ell + 1)\varepsilon + \alpha + 3C_a^2}{(\ell + 1)^2} = \frac{L}{\ell + 1} + \varepsilon.
$$

Now we are ready to prove the ergodic formula for continuous functions.
of Theorem 3.1. Given $\varepsilon > 0$, by Lemma 3.6 there exists $m_0 \in \mathbb{N}$ such that,
\[
\delta^2(S_{\ell m_0}(a^\tau(g)), \beta_\Lambda) \leq \frac{L_{\ell_0}^2 + \varepsilon^2}{8},
\]
for every $\ell \in \mathbb{N}$. Take $\ell_0 \in \mathbb{N}$ such that for all $\ell \geq \ell_0$,
\[
\delta^2(S_{\ell m_0}(a^\tau(g)), \beta_\Lambda) \leq \frac{\varepsilon^2}{4}. \tag{3.4}
\]
Let $n = \ell m_0 + d$ such that $\ell \geq \ell_0$ and $d \in \{1, \ldots, m_0 - 1\}$. Since $x#_i x = x$ for all $x \in M$, using Corollary 2.8 with the sequences
\[
(a_1^\tau(g), \ldots, a_{\ell m_0}^\tau(g), S_{\ell m_0}(a^\tau(g)), \ldots, S_{\ell m_0}(a^\tau(g))) \quad \text{d times}
\]
and
\[
(a_1^\tau(g), \ldots, a_{\ell m_0}^\tau(g), a_{\ell m_0 + 1}^\tau(g), \ldots, a_{\ell m_0 + d}^\tau(g)).
\]
Taking into account that $\delta(S_{\ell m_0}(a^\tau(g)), a_{\ell m_0 + j}^\tau(g)) \leq C_a$ for every $j \in \{1, \ldots, m_0 - 1\}$, we get
\[
\delta(S_{\ell m_0}(a^\tau(g)), S_{\ell m_0 + d}(a^\tau(g))) \leq \frac{1}{\ell m_0 + d} \sum_{j=1}^{d} \delta(S_{\ell m_0}(a^\tau(g)), a_{\ell m_0 + j}^\tau(g)) \\
\leq \frac{d}{\ell m_0 + d} C_a \leq \frac{1}{\ell} C_a \xrightarrow{k \to \infty} 0.
\]
Combining this with (3.4) we obtain that for $n$ big enough $\delta(S_n(a^\tau(g)), \beta_\Lambda) < \varepsilon$. \[\blacksquare\]

### 3.3 The $L^1$ case

The natural framework for the ergodic theorem is $L^1$. In this section we will prove the following ergodic theorem for functions in $L^1(G, M)$ in terms of the inductive means, which is the main result of this paper.

**Theorem 3.7.** Given $A \in L^1(G, M)$, for almost every $g \in G$
\[
\lim_{n \to \infty} S_n(a^\tau(g)) = \beta_\Lambda. \tag{3.5}
\]

**Remark.** Let $M$ be the field of complex numbers with the usual distance. As we observed in the Example 2.3, the inductive means $S_n(a^\tau(g))$ become the usual arithmetic mean
\[
\frac{1}{n} \sum_{k=0}^{n-1} A(x^k(g)).
\]
On the other hand, the barycenter $\beta_A$ is just the integral of $A$ with respect to the Haar measure $m$. So, equation (3.5) takes the form

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} A(\tau^k(g)) = \int_G A(g) \, dm(g)
$$

which is the usual Birkhoff ergodic theorem. ▲

The strategy of the proof consists in constructing good approximations by continuous functions, and get the result of $L^1$ functions as a consequence of the theorem for continuous functions (Theorem 3.1 above). So, the first questions that appear are: what does good approximation mean?, and what should we require to the approximation in order to get the $L^1$ case as a limit of the continuous case? The next two lemmas contain the clue to answer these two questions.

**Lemma 3.8.** Let $(\Omega, \mathcal{B}, P)$ be a probability space, and $A, B \in L^1(X, M)$. If

$$
\beta_A = \arg\min_{z \in M} \int_{\Omega} [\delta^2(A(\omega), z) - \delta^2(A(\omega), y)] \, dP(\omega),
$$

$$
\beta_B = \arg\min_{z \in M} \int_{\Omega} [\delta^2(B(\omega), z) - \delta^2(B(\omega), y)] \, dP(\omega),
$$

then

$$
\delta(\beta_A, \beta_B) \leq \int_{\Omega} \delta(A(\omega), B(\omega)) \, dP(\omega). \tag{3.6}
$$

**Remark.** Recall that the definition of $\beta_A$ (resp. $\beta_B$) does not depend on the chosen $y \in M$.

**Proof.** By the variance inequality (Proposition 2.6) we get

$$
\delta^2(\beta_A, \beta_B) \leq \int_{\Omega} \delta^2(\beta_A, B(\omega)) - \delta^2(\beta_B, B(\omega)) \, dP(\omega),
$$

$$
\delta^2(\beta_A, \beta_B) \leq \int_{\Omega} \delta^2(\beta_B, A(\omega)) - \delta^2(\beta_A, A(\omega)) \, dP(\omega),
$$

and the combination of these two inequalities leads to

$$
2\delta^2(\beta_A, \beta_B) \leq \int_{\Omega} \delta^2(\beta_A, B(\omega)) + \delta^2(\beta_B, A(\omega))
$$

$$
- \delta^2(\beta_B, B(\omega)) - \delta^2(\beta_A, A(\omega)) \, dP(\omega).
$$

Finally, using the Reshetnyak’s quadruple comparison (Theorem 2.4) we obtain

$$
2\delta^2(\beta_A, \beta_B) \leq 2\delta(\beta_A, \beta_B) \int_{\Omega} \delta(A(\omega), B(\omega)) \, dP(\omega),
$$

which is, after an algebraic simplification, the desired result. ■
Lemma 3.9. Let $A, B \in L^1(G, M)$. Given $\varepsilon > 0$, for almost every $g \in G$ there exists $n_0$, which may depend on $g$, such that
\[
\delta(S_n(a^\tau(g)), S_n(b^\tau(g))) \leq \varepsilon + \int_G \delta(A(g), B(g)) dm(g),
\]
provided $n \geq n_0$.

Proof. Indeed, by Corollary 2.8
\[
\delta(S_n(a^\tau(g)), S_n(b^\tau(g))) \leq \frac{1}{n} \sum_{k=0}^{n-1} \delta(a^\tau_k(g), b^\tau_k(g)) = \frac{1}{n} \sum_{k=0}^{n-1} \delta(A(\tau^k(g)), B(\tau^k(g))),
\]
and therefore, the lemma follows by Birkhoff ergodic Theorem.

3.3.1 Good approximation by continuous functions

The previous two lemmas indicate that we need a kind of $L^1$ approximation. More precisely, given $A \in L^1(G, M)$ and $\varepsilon > 0$, we are looking for a continuous function $A_\varepsilon : G \to M$ such that
\[
\int_G \delta(A(g), A_\varepsilon(g)) dm(g) < \varepsilon.
\]
In some cases there exists an underlying finite dimensional vector space. This is the case, for instance, when $M$ is the set of (strictly) positive matrices, or more generally, when $M$ is a Riemannian manifold with non-positive curvature. In these cases, the function $A_\varepsilon$ can be constructed by using mollifiers. This idea was used by Karcher in \[17\]. In the general case, we can use a similar idea.

Given $\eta > 0$, let $U_\eta$ be a neighborhood of the identity of $G$ so that $m(U_\eta) < \eta$, whose diameter is also less than $\eta$. Fix any $y \in M$, and define
\[
A_\eta(g_0) = \arg\min_{z \in M} \int_{U_\eta} [\delta^2(z, A(g + g_0)) - \delta^2(y, A(g + g_0))] dm(g).
\]
Equivalently, $A_\eta(g_0)$ is the barycenter of the pushforward by $A$ of the Haar measure restricted to $g_0 + U_\eta$. This definition follows the idea of mollifiers, replacing the arithmetic mean by the average induced by barycenters. We will prove that, as in the case of usual mollifiers, these continuous functions provide good approximation in $L^1$ (Theorem 3.13 below). With this aim, firstly we will prove the following lemma.

Lemma 3.10. Let $A \in L^p(G, M)$ where $1 \leq p < \infty$. Define the function $\varphi : G \to [0, +\infty)$ by
\[
\varphi(h) = \int_G \delta^p(A(g), A(g + h)) dm(g),
\]
is a continuous function.
Proof. Fix $z_0 \in M$, and define the measure on the Borel sets of $G$

$$\nu(B) := \int_B \delta^p(A(g), z_0) dm(g).$$

By definition, $\nu$ is absolutely continuous with respect to the Haar measure $m$. In consequence, given $\varepsilon > 0$, there exists $\eta > 0$, such that, whenever a Borel set $B$ satisfies

$$\int_B dm(g) < \eta,$$

it holds that

$$\nu(B) = \int_B \delta^p(A(g), z_0) dm(g) < \frac{\varepsilon}{2p+2},$$

(3.9)

By Lusin Theorem [13, Thm 7.5.2], there is a compact set $C_\eta \subset G$ such that $m(C_\eta) \geq 1 - \eta/2$ and the restriction of $A$ to $C_\eta$ is (uniformly) continuous.

Since $m$ is a Haar measure, it is enough to prove the continuity of $\varphi$ at the identity. With this aim, take a neighborhood of the identity $U$ so that whenever $g_1, g_2 \in C_\eta$ satisfy that $g_1 - g_2 \in U$, it holds that

$$\delta^p(A(g_1), A(g_2)) \leq \frac{\varepsilon}{2}.$$

Given $h \in U$, define $\Omega := C_\eta \cap (C_\eta + h)$, and $\Omega^c := G \setminus \Omega$. Then

$$\int_G \delta^p(A(g), A(g+h)) dm(g) = \int_{\Omega} + \int_{\Omega^c} \delta^p(A(g), A(g+h)) dm(g)$$

$$\leq \frac{\varepsilon}{2} + \int_{\Omega^c} \delta^p(A(g), A(g+h)) dm(g)$$

$$\leq \frac{\varepsilon}{2} + \int_{\Omega^c} [\delta(A(g), z_0) + \delta(A(g+h), z_0)]^p dm(\omega)$$

$$= \frac{\varepsilon}{2} + 2^{p+1} \int_{\Omega^c} \delta^p(A(g), z_0) dm(g),$$

where in the last identity we have used that $m$ is shift invariant. Since $|\Omega^c| < \delta$ we obtain that

$$\int_G \delta^p(A(g), A(g+h)) dm(g) \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.$$

Corollary 3.11. For every $\eta > 0$, the functions $A_\eta$ are continuous.

Proof. Indeed, by Lemma 3.8

$$\delta(A_\eta(h_1), A_\eta(h_2)) \leq \frac{1}{m(U_\eta)} \int_{U_\eta} \delta(A(g + h_1), A(g + h_2)) dm(g)$$

$$\leq \frac{1}{m(U_\eta)} \int_G \delta(A(g + h_1), A(g + h_2)) dm(g)$$

$$\leq \frac{1}{m(U_\eta)} \int_G \delta[A(g), A(g + (h_2 - h_1))] dm(g).$$

So, the continuity of $A_\eta$ is a consequence of the continuity of $\varphi$ at the identity. ■
The map \( A \mapsto A_\varepsilon \) has the following useful continuity property.

**Lemma 3.12.** Let \( A, B \in L^1(G, M) \), and \( \eta > 0 \). For every \( \varepsilon > 0 \), there exists \( \rho > 0 \) such that if
\[
\int_G \delta(A(g), B(g))dm(g) \leq \rho,
\]
then the corresponding continuous functions \( A_\eta \) and \( B_\eta \) satisfy that
\[
\max_{g \in G} \delta(A_\eta(g), B_\eta(g)) \leq \varepsilon.
\]

**Proof.** Indeed, given \( \varepsilon > 0 \), take \( \rho = m(U_\eta)\varepsilon \). Then, by Lemma 3.8
\[
\delta(A_\eta(g), B_\eta(g)) \leq \frac{1}{|U_\eta|} \int_{U_\eta} \delta(A(g + h), B(g + h))dm(h)
\leq \frac{1}{|U_\eta|} \int_G \delta(A(h), B(h))dm(h) \leq \varepsilon,
\]
for all \( g \in G \).

We arrive to the main result of this section.

**Proposition 3.13.** Given a function \( A \in L^1(G, M) \), if \( A_\eta \) are the continuous functions defined by (3.8) then
\[
\lim_{\eta \to 0^+} \int_G \delta(A(g), A_\eta(g)) \, dm(g) = 0.
\]

**Proof.** Firstly, assume that \( A \in L^2(G, M) \). In this case, by the variance inequality, it holds that
\[
\delta^2(A(g), A_\eta(g)) \leq \frac{1}{|U_\eta|} \int_{U_\eta} \delta^2(A(g), A(g + h))dm(h).
\]
So, using Fubini’s theorem we get
\[
\int_G \delta^2(A(g), A_\eta(g)) \, dm(g) \leq \frac{1}{|U_\eta|} \int_{U_\eta} \int_G \delta^2(A(g), A(g + h)) \, dm(g) \, dm(h)
= \frac{1}{|U_\eta|} \int_{U_\eta} \varphi(h) \, dm(h).
\]
By Lemma 3.10 the function \( \varphi \) is continuous. In consequence, if \( e \) denotes the identity of \( G \)
\[
\lim_{\eta \to 0^+} \frac{1}{|U_\eta|} \int_{U_\eta} \varphi(h) \, dm(h) = \varphi(e) = 0.
\]
This proves the result for functions in \( L^2(G, M) \) since by Jensen’s inequality
\[
\int_G \delta(A(g), A_\eta(g)) \, dm(g) \leq \left( \int_G \delta^2(A(g), A_\eta(g)) \, dm(g) \right)^{1/2}.
\]
Now, consider a general $A \in L^1(G, M)$. Fix $z_0 \in M$, and for each natural number $N$ define the truncations

$$A^{(N)}(g) := \begin{cases} A(g) & \text{if } \delta(A(g), z_0) < N \\ z_0 & \text{if } \delta(A(g), z_0) \geq N. \end{cases}$$

For each $N$ we have that $A^{(N)} \in L^1(G, M) \cap L^\infty(G, M)$, and therefore it also belongs to $L^2(G, M)$. On the other hand, since the function defined on $G$ by $g \mapsto \delta(A(g), z_0)$ is integrable, it holds that

$$\int_G \delta(A(g), A^{(N)}(g)) \, dm(g) = \int_{\{g : \delta(A(g), z_0) \geq N\}} \delta(A(g), z_0) \, dm(g) \xrightarrow{N \to \infty} 0 \quad (3.10)$$

So, if $A_\eta$ and $A^{(N)}_\eta$ are the continuous functions associated to $A$ and $A^{(N)}$ respectively, then

$$\int_G \delta(A(g), A_\eta(g)) \, dm(g) \leq \int_G \delta(A(g), A^{(N)}(g)) \, dm(g)$$

By Lemma 3.9, we can take a set of measure zero $N \subseteq G$ such that if we take $g \in G \setminus N$ and $k \in \mathbb{N}$, there exists $n_0$, which may depend on $g$ and $k$, so that

$$\delta(S_n(a^\tau(g)), S_n(a^\tau_{(k)}(g))) \leq \frac{\varepsilon}{4} + \int_G \delta(A(g), A_k(g)) \, dm(g),$$

provided $n \geq n_0$. In this expression, $a^\tau_{(k)}$ is the sequence defined in terms of $A_k$ and $\tau$ as in (3.11). Fix $g \in G \setminus N$. Taking $k$ so that $1/k < \varepsilon/4$, we get that

$$\delta(S_n(a^\tau(g)), S_n(a^\tau_{(k)}(g))) \leq \frac{\varepsilon}{2},$$

for every $n \geq n_0$. By Lemma 3.8, it also holds that $\delta(\beta_A, \beta_{A_k}) \leq \frac{\varepsilon}{2}$ where

$$\beta_A = \arg\min_{z \in M} \int_G [\delta^2(A(g), z) - \delta^2(A(g), y)] \, dm(g),$$

$$\beta_{A_k} = \arg\min_{z \in M} \int_G [\delta^2(A_k(g), z) - \delta^2(A_k(g), y)] \, dm(g).$$
Finally, by Theorem 3.1 there exists $n_1 \geq 1$ such that for every $n \geq n_1$

$$\delta(S_n(a^\tau_{(k)}(g)), \beta_{\lambda_k}) \leq \frac{\varepsilon}{4}.$$ 

Combining all these inequalities we obtain that

$$\delta(S_n(a^\tau(g)), \beta_{\lambda}) \leq \delta(S_n(a^\tau(g), S_n(a^\tau_{(k)}(g)))$$

$$+ \delta(S_n(a^\tau_{(k)}(g)), \beta_{\lambda_k}) + \delta(\beta_{\lambda_k}, \beta_{\lambda}) \leq \varepsilon,$$

which concludes the proof.
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