Tail behavior of dependent V-statistics and its applications

Yandi Shen\textsuperscript{1}, Fang Han\textsuperscript{2}, and Daniela Witten\textsuperscript{3}

\textsuperscript{1} University of Washington, ydshen@uw.edu
\textsuperscript{2} University of Washington, fanghan@uw.edu
\textsuperscript{3} University of Washington, dwitten@uw.edu

\section*{Abstract}

We establish exponential inequalities and Cramér-type moderate deviation theorems for a class of V-statistics under strong mixing conditions. Our theory is developed via kernel expansion based on random Fourier features. This type of expansion is new and useful for handling many notorious classes of kernels. While the developed theory has a number of applications, we apply it to lasso-type semiparametric regression estimation and high-dimensional multiple hypothesis testing.
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\section{1 Introduction}

Consider the following V-statistic of order $m$ with symmetric kernel $f$,

$$V_n := n^{-m} \sum_{i_1,\ldots,i_m=1}^{n} f(X_{i_1},\ldots,X_{i_m}),$$

where $\{X_i\}_{i=1}^{n}$ is a stationary sequence with marginal measure $\mathbb{P}$ on the $d$-dimensional real space. The purpose of this paper is to establish useful tail bounds and resulting Cramér-type moderate deviation results for (1). Such results play pivotal roles in the analysis of many time series problems.

In (1), if the summation is taken over $m$-tuples $(i_1,\ldots,i_m)$ of distinct indices, the resulting is a U-statistic. In many applications, the techniques of analyzing U- and V-statistics are the same. The tail behavior of V- and U-statistics in the i.i.d. case has been extensively studied. For example, Hoeffding [1963] and Arcones and Giné [1993] obtained Hoeffding- and Bernstein-type inequalities for nondegenerate and degenerate U- and V-statistics. More results are in Giné et al. [2000] and Adamczak [2006].

The analysis of V- and U-statistics when the observed data are no longer independent has attracted increasing attention in statistics and probability. However, most efforts have been put on limit theorems and bootstrap consistency. See, for instance, Yoshihara [1976], Denker [1981], Denker and Keller [1983], Dehling and Taqqu [1989], Dewan and Rao [2001],
Hsing and Wu [2004], Dehling [2006], Dehling and Wendler [2010], Beutner and Zähle [2012], Leucht [2012], Leucht and Neumann [2013], Zhou [2014], Atchadé and Cattaneo [2014], among many others. As we shall observe from later sections, it is also important to consider the tail behavior of V- and U-statistics. There are few papers in this area. Exceptions include Han [2018] and Borisov and Volodko [2015], who proved Hoeffding-type inequalities for U- and V-statistics under $\phi$-mixing conditions. There, the results are either limited to nondegenerate ones, or relying on assumptions difficult to verify.

In this paper, we show that for a strongly mixing stationary sequence, Bernstein-type inequalities, of the form conjectured in Borisov and Volodko [2015] up to some logarithmic terms, hold for a large class of V- and U-statistics. In order to establish these results, this paper is centered around the following kernel expansion condition.

(A) For any $t > 0$, there exists a symmetric kernel $\tilde{f}$ such that

$$\left| f(x_1, \ldots, x_m) - \tilde{f}(x_1, \ldots, x_m) \right| \leq t$$

uniformly over a pre-specified sufficiently large set $C$. Here, the choice of $\tilde{f}$ depends on $t$ and the choice of $C$, and is required to be of the form

$$\tilde{f}(x_1, \ldots, x_m) = \sum_{j_1, \ldots, j_m=1}^{K} f_{j_1, \ldots, j_m} e_{j_1}(x_1) \cdots e_{j_m}(x_m),$$

where $\{f_{j_1, \ldots, j_m}\}_{j_1, \ldots, j_m=1}^{K}$ is a real sequence, $\{e_j(\cdot)\}_{j=1}^{K}$ is a sequence of uniformly bounded real functions, and $K$ is some positive integer.

The above expansion is nonasymptotic in nature. Another perhaps interesting observation is that orthogonality of the bases $\{e_j(\cdot)\}_{j=1}^{K}$ is not required. Obviously, if Condition (A) holds, then it will simplify the analysis substantially. For example, when it is satisfied with $C = \text{supp}(P^m)$, the following Bernstein-type inequality for V-statistics under strong mixing conditions is immediate:

$$P\{|V_n - \theta| \geq (x + C_1 t)\} \leq 6 \sum_{p=r}^{m} \exp \left( - \frac{C_2 n x^{2/p}}{A_p^{1/p} + x^{1/p} M_p^{1/p}} \right).$$

Here $\theta$ is the expectation of the kernel $f$ in (1) under the product measure, $t$ is the approximation error in Condition (A), $r - 1$ is the degeneracy level of $f$, and $\{A_p\}_{p=1}^{m}, \{M_p\}_{p=1}^{m}$, whose definitions shall be revealed later in Proposition 1, are related to the variance and infinity norm of $f$. Based on this exponential inequality, a Cramér-type moderate deviation is immediate for nondegenerate V-statistics (and hence also for many nondegenerate U-statistics) under strong mixing conditions.

Condition (A), although clearly related to the kernel expansion conditions made in literature (cf. Leucht [2012], Zhou [2014], and Borisov and Volodko [2015] for some recent developments), is very difficult to verify in practice. For example, in the special case $m = 2$, Denker [1981] and Borisov and Volodko [2015], among many others, considered using orthogonal expansion of $f$ with regard to the Hilbert space $L^2(P^2)$ and studied such bases that are uniformly bounded. In such case, when $f$ is in $L^2(P^2)$, the most natural choice is its spectral
decomposition. However, uniform boundedness of the eigenfunctions, as mentioned in Leucht [2012], is “difficult or even impossible to check”.

As the main contribution of this paper, we provide a series of easily verifiable sufficient conditions for (A). These general conditions cover many kernels that are of interest in statistics and are summarized in Table 1. These kernels are applicable to the analysis of many statistically important problems.

Technically speaking, there are two main difficulties in verifying (A). First, the approximation has to hold uniformly, which is more strict than the $L^2$ approximation that is sufficient for establishing weak convergence type results. Second, the expansion bases $\{e_j(\cdot)\}_{j=1}^K$ in Condition (A) are required to be uniformly bounded for leveraging the refined time series version Bernstein-type inequalities in literature. Although orthogonality is no longer required, these restrictions are still technically difficult to handle, and exclude many classical approaches in multivariate function approximation. For example, uniform polynomial approximation by the Stone-Weierstrass theorem will have very poor performance, since high orders of the polynomials lead to a large upper bound of the bases. In a recent paper, in order to establish weak convergence type results under mixing conditions, Leucht [2012] proposed to use Lipschitz-continuous scale and wavelet functions to construct $\tilde{f}$. This approach is inappropriate in our setting, since the wavelet bases are not uniformly bounded or will render a bound too large to be useful.

Now we describe the most fundamental idea in establishing Condition (A). For sufficiently smooth kernels, we construct $\tilde{f}$ through a probabilistic argument via the Fourier inversion formula. The construction, used in Theorem 1, is based on a set of Fourier bases with random frequencies. This idea has its origin in kernel learning [Rahimi and Recht, 2007] and is applied to a broad class of smooth kernels with arbitrary order. Motivated by statistical applications, Theorems 2 and 3 further generalize the results to less smooth kernels via constructing an intermediate kernel between $f$ and $\tilde{f}$. This intermediate kernel is close enough to the original $f$ and also smooth enough so that we can apply Theorem 1 to it.

In this paper, we study two statistical problems whose analysis is enabled by our theoretical results. We first consider estimation of a high-dimensional stochastic partially linear model, which is of great interest in statistics and econometrics. With the aid of our newly developed exponential inequalities, we show that the penalized Honoré-Powell estimator proposed in Han et al. [2017b] is able to recover the optimal $s \log p/n$ consistency rate under some explicitly stated mixing conditions on the data-generating scheme. It would not have been possible to establish this result using the Hoeffding-type results in Borisov and Volodko [2015] or Han [2018]. Second, we consider a simultaneous independence test of bivariate time series, where, thanks to the developed Cramér-type moderate deviation, we allow the number of pairs to grow at an arbitrarily fast polynomial rate while still maintaining an asymptotically valid size.

Throughout the paper, we will use the following notation. For a given measure $Q$, $\text{supp}(Q)$ denotes its support. $\|\cdot\|_p$ stands for the $L^p$ norm of a real vector, with $\|\cdot\|$ as a shorthand for the $L^2$ norm. Let $\mathbb{Z}$ denote the set of all integers, $\mathbb{R}^d$ denote the $d$-dimensional real space, and $C^k(\mathbb{R}^d)$ denote the class of functions on $\mathbb{R}^d$ that are continuously differentiable up to order $k$. 3
For any positive integer \( n \), \([n]\) stands for the set \( \{1, \ldots, n\} \). \( \|f\|_{L^p(\mathbb{R}^d)} \) represents the \( L^p \) norm of a function \( f \) on \( \mathbb{R}^d \), that is, \( \|f\|_{L^p(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} |f(x)|^p \, dx \right)^{1/p} \) with \( dx = dx_1 \ldots dx_d \) for any \( x \in \mathbb{R}^d \). When there is no confusion, the domain of the function will be omitted. \( 0_d \) stands for the zero vector of length \( d \). For two real sequences \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \), \( a_n = O(b_n) \) if there is some absolute constant \( C \) such that \( a_n \leq C b_n \) for all \( n \geq 1 \), and \( a_n = o(b_n) \) if \( a_n/b_n \to 0 \) as \( n \to 0 \). We write \( a_n \asymp b_n \) if \( a_n = O(b_n) \) and \( b_n = O(a_n) \). For two real numbers \( a \) and \( b \), \( a \vee b = \max\{a, b\} \). For two subsets \( A, B \) of \( \mathcal{X}, \mathcal{Y} \), respectively, \( A \times B \) is defined to be the Cartesian product \( \{(x, y) : x \in A, y \in B\} \), and similarly for multiple products.

The rest of the paper is organized as follows. Section 2 provides the main results. Particularly, in Section 2.1, we formally state the kernel expansion (Condition (A)) and the resulting theories in a simple setting. In Section 2.2, we present a set of assumptions under which (A) holds. Section 2.3 extends all the obtained results to the general case. Section 3 provides two statistical applications. Lastly, extension to \( \tau \)-mixing cases is discussed in Section 4. Proof ideas are provided in the main text, with details relegated to a supplement.

## 2 Main results

### 2.1 Exponential inequalities and Cramér-type moderate deviation

Let \( \{\tilde{X}_i\}_{i=1}^n \) be \( n \) i.i.d. copies of \( X_1 \). A kernel \( f \) is called centered if

\[
\theta := \mathbb{E}\left\{ f(\tilde{X}_1, \ldots, \tilde{X}_m) \right\} = 0.
\]

A kernel \( f \) is called symmetric if

\[
f(x_1, \ldots, x_m) = f(x_{i_1}, \ldots, x_{i_m})
\]

for any sequence \( x_1, \ldots, x_m \) and any permutation \( (i_1, \ldots, i_m) \) of \( (1, \ldots, m) \). In this paper, unless otherwise stated, we restrict ourselves to symmetric kernels.

A symmetric kernel \( f \) is called degenerate of level \( r - 1 \) (\( 2 \leq r \leq m \)) if

\[
\mathbb{E}\left\{ f(x_1, \ldots, x_{r-1}, \tilde{X}_r, \ldots, \tilde{X}_m) \right\} = \theta
\]

for any \( (x_1^\top, \ldots, x_{r-1}^\top)^\top \in \text{supp}(\mathbb{P}^{-1}) \). \( f \) is called fully degenerate if it is degenerate of level \( m - 1 \). If \( f \) is not degenerate of any positive level, that is, \( r = 1 \), it is called nondegenerate.

For any two \( \sigma \)-algebras \( \mathcal{A} \) and \( \mathcal{B} \), the strong mixing (hereafter also called \( \alpha \)-mixing) coefficient is defined as

\[
\alpha(\mathcal{A}, \mathcal{B}) := \sup_{A \in \mathcal{A}, B \in \mathcal{B}} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|.
\]

Let \( \{X_i\}_{i \in \mathbb{Z}} \) be a stationary sequence defined on the probability space \( (\Omega, \mathcal{A}, \mathbb{P}) \). This sequence is called \( \alpha \)-mixing if

\[
\alpha(i) := \alpha(\mathcal{M}_0, \mathcal{G}_i) \to 0 \text{ as } i \to \infty,
\]

where \( \mathcal{M}_0 := \sigma(X_j, j \leq 0) \) and \( \mathcal{G}_i := \sigma(X_j, j \geq i) \) for \( i \geq 1 \) are the \( \sigma \)-fields generated by \( \{X_j, j \leq 0\} \) and \( \{X_j, j \geq i\} \) respectively.
We first present the model assumption, assuming the sequence to be geometrically α-mixing. Extension to τ-mixing case will be discussed in Section 4.

(M) \( \{X_i\}_{i=1}^n \) in (1) is assumed to be part of a stationary sequence \( \{X_i\}_{i \in \mathbb{Z}} \) in \( \mathbb{R}^d \), which is assumed to be geometrically α-mixing with coefficient
\[
\alpha(i) \leq \gamma_1 \exp(-\gamma_2 i) \quad \text{for all } i \geq 1,
\]
where \( \gamma_1, \gamma_2 \) are two positive absolute constants.

We then state the key condition on \( f \). The kernel \( f \) is said to satisfy Condition (A) with a specified symmetric set \( C \subset \mathbb{R}^m \) if the following holds.

(A) For any \( t > 0 \), there exists a symmetric kernel \( \tilde{f} = \tilde{f}(; t, C) \) such that
\[
|f(x_1, \ldots, x_m) - \tilde{f}(x_1, \ldots, x_m)| \leq t
\]
uniformly over \( C \), and \( \tilde{f} \) admits the following expansion:
\[
\tilde{f}(x_1, \ldots, x_m) = \sum_{j_1, \ldots, j_m = 1}^K f_{j_1, \ldots, j_m} e_{j_1}(x_1) \ldots e_{j_m}(x_m).
\]

Here \( \{f_{j_1, \ldots, j_m}\}_{j_1, \ldots, j_m = 1}^K \) is a real-valued sequence, \( \{e_j(\cdot)\}_{j = 1}^K \) is a sequence of real-valued functions on \( \mathbb{R}^d \), and \( K \) is some positive integer, all of which could depend on \( t \) and the choice of \( C \). Moreover, suppose that in the expansion (3), there exist positive constants
\[
F = F(t, C), \quad B = B(t, C), \quad \mu_a = \mu_a(t, C)
\]
such that
\[
\sum_{j_1, \ldots, j_m = 1}^K |f_{j_1, \ldots, j_m}| \leq F, \quad \sup_{j \in [K], x \in C_1} |e_j(x)| \leq B, \quad \sup_{j \in [K]} \left| \mathbb{E}\{|e_j(X_1)|^a\}\right|^{1/a} \leq \mu_a
\]
for all \( 1 \leq a \leq 2 + \delta \), with some absolute constant \( \delta > 0 \). Here \( C_1 \subset \mathbb{R}^d \) stands for the projection of \( C \) onto the first argument (detailed definition in (20)).

In Condition (A), the approximation in (2) is required to hold uniformly over the symmetric set \( C \subset \mathbb{R}^m \). Here, the word “symmetric” means that for any \( (x_1^T, \ldots, x_m^T)^T \in C \), \( (x_1^T, \ldots, x_m^T)^T \in C \) for any permutation \( (i_1, \ldots, i_m) \) of \( [m] \). In the following, when \( \{X_i\}_{i=1}^n \) are compactly supported, a natural choice of \( C \) is \( \text{supp}(\mathbb{P}^m) \). More generally, an ideal choice of \( C \) is some sufficiently large compact set such as \( [-M, M]^m \), where \( M = M(n) \) depends on \( n \) and will increase to \( \infty \) as \( n \rightarrow \infty \), so that the approximation in (2) remains in a compact set and the unwieldy part outside \( C \) is negligible as \( n \rightarrow \infty \).

Following Condition (A), we will use the notation \( \{A_p\}_{p=1}^m \) and \( \{M_p\}_{p=1}^m \) defined as follows,
\[
A_p := \mu_1^{2(m-p)} F^2 \left\{ \sigma^2 + B^2 (\log n)^4/n \right\}^p \quad \text{and} \quad M_p := \mu_1^{(m-p)} FB^p (\log n)^{2p}
\]
with
\[
\sigma^2 := \frac{64 \gamma_1^{\delta/(2+\delta)}}{1 - \exp\{-\gamma_2 \delta/(2 + \delta)\}} \mu_2^{2+\delta}.
\]
Built on these assumptions and notation, the following is a Bernstein-type inequality for V-statistics under the geometric $\alpha$-mixing condition and the simple setting that $C = \text{supp}(P^m)$. General settings with $C$ not necessarily equal to $\text{supp}(P^m)$ will be discussed in Section 2.3.

**Proposition 1.** Suppose $n \geq 2$ and Condition (M) holds. Assume that $f$ in (1) satisfies Condition (A) with $C = \text{supp}(P^m)$. Then, if $f$ is degenerate of level $r - 1$, there exist positive constants $C_1 = C_1(m), C_2 = C_2(m, \gamma_1, \gamma_2)$ such that, for any $x > 0$ and $t > 0$,

$$
P\{|V_n - \theta| \geq (x + C_1 t)| \leq 6 \sum_{p=r}^{m} \exp\left(-\frac{C_2 n x^{2/p}}{A_p^{1/p} + x^{1/p} M_p^{1/p}}\right).
$$

In particular, if $f$ is centered and fully degenerate,

$$
P\{|V_n| \geq (x + C_1 t)| \leq 6 \exp\left\{-\frac{C_2 n x^{2/m}}{A_m^{1/m} + x^{1/m} M_m^{1/m}}\right\}.
$$

It should be emphasized that, although seemingly technical, the proof of Proposition 1 is straightforward given Condition (A). What may be far from obvious is that Condition (A) is, in fact, a useful condition that is satisfied by a wide range of kernels. We will elaborate on this point in Section 2.2. In addition, since each U-statistic can be written as a linear combination of V-statistics of different orders, the analysis of U-statistics essentially reduces to that of V-statistics. We omit the details for general U-statistics, but will study several examples in the following sections.

We now proceed to develop a Cramér-type moderate deviation for nondegenerate V-statistics. A statistic $T_n$ is said to be Cramér-type moderately deviated with range $c_n$ if

$$
P(T_n \geq x) = 1 + o(1)
$$

holds uniformly for $x \in [0, c_n]$, where $\Phi(\cdot)$ is the standard normal distribution function. Property (5) for properly normalized sample mean statistics in the i.i.d. case has been extensively studied (cf. Chapter 8 in Petrov [1975]). Babu and Singh [1978] and Ghosh and Babu [1977], among others, studied sequences under $\alpha$- and $\phi$-mixing conditions, respectively, and proved (5) accordingly. More recently, in a seminal paper Chen et al. [2016], (5) is proved for the self-normalized sample mean statistic under either the geometric $\beta$-mixing condition or the geometric moment contraction condition [Wu and Shao, 2004].

For nondegenerate V- and U-statistics in the i.i.d. case, Malevich and Abdalimov [1979] and Vandemaele [1983] proved (5) under different ranges of $c_n$. As a direct consequence of Proposition 1, we obtain for the first time the following Cramér-type moderate deviation for nondegenerate V-statistics under strong mixing conditions. Write

$$
f_1(x) := E\left\{f\left(x, \tilde{X}_2, \ldots, \tilde{X}_m\right)\right\} \quad \text{and} \quad \nu^2 := \text{Var}\{f_1(X_1)\} + 2 \sum_{i>1} \text{Cov}\{f_1(X_1), f_1(X_i)\}.
$$

\(\nu^2\) is guaranteed to be finite under the model assumption (M) and the moment condition in (7) below (cf. Lemma 3 in the supplement). In the sequel, we will omit the dependence on $C$ in Condition (A) when it will not lead to confusion.
Proposition 2. With the same setting as in Proposition 1, assume further that \( f \) is centered, nondegenerate, \( \nu^2 > 0 \), and for some \( \gamma > 0 \) and \( \eta > 0 \),
\[
\mathbb{E}\left\{ f^{2+\gamma^2+\eta} \left( \bar{X}_1, \ldots, \bar{X}_m \right) \right\} < \infty. \tag{7}
\]
Then, for all \( 0 \leq x_n \leq \gamma \sqrt{\log n} \), it holds that
\[
\frac{\mathbb{P}\left\{ \frac{\sqrt{m}}{m\nu} V_n \geq x_n \right\}}{1 - \Phi(x_n)} = 1 + o(1)
\]
whenever the following two conditions hold:
\[
\mu_1^{m-2} F \sigma^2 = o\left\{ n^{1/2}(\log n)^{-3} \right\} \quad \text{and} \quad \mu_1^{m-2} B^2 F = o\left\{ n^{3/2}(\log n)^{-8} \right\}. \tag{8}
\]
Here \( F(t), B(t), \mu_1(t), \sigma^2(t) \) are presented in Proposition 1 with some \( t = O\left( 1/\left\{ \sqrt{n}(\log n)^2 \right\} \right) \).

Proposition 2 is a direct consequence of Proposition 1 combined with Theorem 1.1 in Babu and Singh [1978]. The moment parameter \( \gamma \) in (7) only affects the range \( [0, \gamma \sqrt{\log n}] \) for which (5) holds. It is unclear if this range can be further improved with the given conditions. As a matter of fact, its extension to the power range \( (n^\delta, 0 < \delta < 1) \) is still open in the sample mean setting. We also note that the moment condition (7) can be further relaxed to finite \((2 + \gamma^2 + \eta)\)th moment on \( f_1 \), and a similar Cramér-type moderate deviation holds for the class of nondegenerate U-statistics.

2.2 Kernel expansion with uniformly bounded basis

This subsection is fully devoted to verifying Condition (A). We restrict our attention to two particular types of the set \( \mathcal{C} \):
\[
\mathcal{C} = [-M, M]^{md}
\]
for continuous kernels, and
\[
\mathcal{C} = [-M, M]^{md} \setminus \{ \text{some sufficiently small open balls surrounding jump points} \}
\]
for discontinuous kernels.

In what follows, we present our results in order of decreasing level of smoothness. We start with Theorem 1, for which relatively strong smoothness is required. This result is then extended to Theorem 2, where the kernel is only required to be uniformly continuous or Lipschitz-continuous. Theorem 3 further extends the result to certain discontinuous kernels. After introducing these general guidelines, the stability result in Proposition 3 will enable us to analyze more complex kernels grown from small building block kernels whose expansions are verifiable by Theorems 1-3.

We emphasize that in what follows, special focus is put on kernels with two particular structures: one, shift-invariant symmetric kernels in the case \( m = 2 \) with \( f(x, y) = f_0(x - y) \) for some \( f_0 : \mathbb{R}^d \to \mathbb{R} \); second, kernels with a product form, that is,
\[
f(x_1, \ldots, x_m) = \prod_{\ell=1}^{d} h_\ell(x_{1, \ell}, \ldots, x_{m, \ell}) \tag{9}
\]
for a sequence of symmetric kernels \( \{ h_\ell \}_{\ell=1}^d \) defined on \( \mathbb{R}^m \). The first case has wide applications in both statistics and machine learning, and the second case is the most common way of building a kernel with multi-dimensional arguments.

We will now present the first result on relatively smooth kernels. Recall that for a real function \( g \in L^1(\mathbb{R}^d) \), its Fourier transform is defined as

\[
\hat{g}(u) := \int_{\mathbb{R}^d} g(x) e^{-2\pi i u \top x} \, dx,
\]

where \( dx = dx_1 \ldots dx_d \) for any \( x \in \mathbb{R}^d \).

**Theorem 1** (Smooth kernels). For any given \( M > 0 \), let \( C = [-M, M]^m \). Suppose that \( f \) in (1) satisfies the following condition (B1) with set \( C \):

(B1) there exists a symmetric function \( \overline{f} = \overline{f}(; \mathcal{C}) \) such that

\[
\overline{f}(x_1, \ldots, x_m) = f(x_1, \ldots, x_m) \quad \text{for all } (x_1^\top, \ldots, x_m^\top) \in C,
\]

\( \overline{f} \in L^1(\mathbb{R}^{md}) \) is continuous, and its Fourier transform \( \hat{\overline{f}} \) satisfies

\[
\mu^q(\hat{\overline{f}}) := \int_{\mathbb{R}^{md}} |\hat{\overline{f}}(u)| \|u\|^q \, du < \infty
\]

for some \( q \geq 1 \).

Then, for any \( t > 0 \), Condition (A) is satisfied with set \( C \) and constants

\[
F = 2^m \|\overline{f}\|_{L^1}, \quad B = 1, \quad \mu_a = 1
\]

for all \( a \geq 1 \).

Theorem 1 immediately implies the following corollary for shift-invariant kernels.

**Corollary 1.** Let \( m = 2 \) and the kernel \( f \) be shift-invariant with \( f(x,y) = f_0(x - y) \) for some \( f_0 : \mathbb{R}^d \to \mathbb{R} \). For any given \( M > 0 \), let \( C_0 = [-2M, 2M]^d \). Suppose that \( f_0 \) satisfies Condition (B1) with set \( C_0 \) and alternative kernel \( \overline{f}_0 \) such that \( \overline{f}_0(-x) = \overline{f}_0(x) \) for all \( x \in \mathbb{R}^d \). Then, for any \( t > 0 \), Condition (A) is satisfied with set \( C = [-M, M]^2d \) and constants

\[
F = 4 \|\overline{f}_0\|_{L^1}, \quad B = 1, \quad \mu_a = 1
\]

for all \( a \geq 1 \).

**Remark 1.** In both Theorem 1 and Corollary 1, due to the independence of constants \( (F, B, \mu_a) \) on the approximation bias \( t \), the value \( t \) in Condition (A) can be chosen arbitrarily small. We avoid the choice \( t = 0 \) so that the approximating kernel \( \tilde{f} \) remains a finite series and thus technical conditions on series convergence are not necessary. In addition, if \( \overline{f} = f \) (or \( \overline{f}_0 = f_0 \) in Corollary 1), the constants are also independent of \( M \) so that \( M \) is allowed to be chosen arbitrarily large. We avoid the case \( M = \infty \) so that the uniform approximation in (2) is still taken over a compact set, and again, \( \tilde{f} \) remains a finite series.

The proof of Theorem 1 is based on a key realization that Condition (A) is intrinsically connected to the idea of randomized feature mapping [Rahimi and Recht, 2007] in the kernel.
learning literature. More specifically, when \( f \in L^1(\mathbb{R}^{md}) \) is continuous and \( \hat{f} \in L^1(\mathbb{R}^{md}) \), the Fourier inversion formula implies that
\[
\hat{f}(x_1, \ldots, x_m) = \int_{\mathbb{R}^{md}} \hat{f}(u_1, \ldots, u_m) e^{2\pi i (u_1^\top x_1 + \cdots + u_m^\top x_m)} du_1 \cdots du_m,
\]
where the right-hand side can be seen as the expectation of a Fourier basis with random frequency, which follows the sign measure of \( \hat{f} \). Due to the boundedness of the Fourier bases, Hoeffding’s inequality guarantees an exponentially fast rate for a sample mean statistic of Fourier bases
\[
s_K(x_1, \ldots, x_m) := \frac{1}{R} \sum_{j=1}^K \exp\left\{2\pi i (u_{j,1}^\top x_1 + \cdots + u_{j,m}^\top x_m)\right\}
\]
to approximate \( \hat{f} \) at each fixed point \( x \in \mathbb{R}^{md} \). The elements \( \exp\{2\pi i (u_{j,1}^\top x_1 + \cdots + u_{j,m}^\top x_m)\} \) in \( s_K(x_1, \ldots, x_m) \) naturally decompose to bounded basis functions of inputs \( x_j \). An entropy-type argument is then used so that the approximation holds uniformly over the compact set \([-M, M]^{md}\).

We now introduce two more corollaries of Theorem 1. We first define the space of Schwartz functions on \( \mathbb{R}^d \) with notation \( S(\mathbb{R}^d) \) (cf. Chapter 6 in Stein and Shakarchi [2011]). Given a \( d \)-tuple \( \alpha = (\alpha_1, \ldots, \alpha_d) \) of non-negative integers, the monomial \( x^\alpha \) is defined as
\[
x^\alpha := x_1^{\alpha_1} \cdots x_d^{\alpha_d}.
\]
Similarly, the differential operator \((\partial/\partial x)^\alpha\) is defined as
\[
\left(\frac{\partial}{\partial x}\right)^\alpha := \left(\frac{\partial}{\partial x_1}\right)^{\alpha_1} \cdots \left(\frac{\partial}{\partial x_d}\right)^{\alpha_d} = \frac{\partial^{\mid\alpha\mid}}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}},
\]
where \( \mid\alpha\mid = \alpha_1 + \cdots + \alpha_d \) is the order of the multi-index \( \alpha \). The Schwartz space \( S(\mathbb{R}^d) \) consists of all indefinitely differentiable functions \( f \) on \( \mathbb{R}^d \) such that
\[
\sup_{x \in \mathbb{R}^d} \left| x^\alpha \left(\frac{\partial}{\partial x}\right)^\beta f(x) \right| < \infty
\]
for arbitrary multi-indices \( \alpha \) and \( \beta \). One example of a Schwartz function on \( \mathbb{R}^d \) is the \( d \)-dimensional Gaussian function \( \exp(-\pi \|x\|^2) \). More generally, any smooth function with compact support on \( \mathbb{R}^d \) is Schwartz.

**Corollary 2.** (a) Let \( k = md + 2 \). Suppose the kernel \( f \in C^k(\mathbb{R}^{md}) \cap L^1(\mathbb{R}^{md}) \), and \( \partial^k f/\partial x_i^k \in L^1(\mathbb{R}^{md}) \) for all \( i \in [md] \). Then, for any given \( M > 0 \) and \( \mathcal{C} = [-M, M]^{md} \), \( f \) satisfies Condition (B1) in Theorem 1 with set \( \mathcal{C} \), \( \bar{f} = f \), and \( q = 1 \). If \( f \in S(\mathbb{R}^{md}) \), then for any given \( M > 0 \) and \( \mathcal{C} = [-M, M]^{md} \), \( f \) satisfies Condition (B1) in Theorem 1 with set \( \mathcal{C} \), \( \bar{f} = f \), and arbitrary \( q \geq 1 \).

(b) If \( f \) takes the product form (9) for \( h_\ell : \mathbb{R}^m \to \mathbb{R} \), then for any given \( M > 0 \) and \( \mathcal{C} = [-M, M]^{md} \), \( f \) satisfies Condition (B1) in Theorem 1 with set \( \mathcal{C} \), \( \bar{f} = f \), and \( q = 1 \) whenever for all \( \ell \in [d] \), \( h_\ell \in C^{m+2}(\mathbb{R}^m) \cap L^1(\mathbb{R}^m) \) and \( \partial^{m+2} h_\ell/\partial x_i^{m+2} \in L^1(\mathbb{R}^m) \) for all \( i \in [m] \).

Recall that a real function \( g_0 : \mathbb{R}^d \to \mathbb{R} \) is said to be positive definite (PD) if for any
positive integer $n$ and real vectors $\{x_i\}_{i=1}^n \in \mathbb{R}^d$, the matrix $A = (a_{i,j})_{i,j=1}^n$ with $a_{i,j} = g_0(x_i - x_j)$ is positive semi-definite (PSD).

**Corollary 3.** Let $m = 2$ and $f$ be shift-invariant with $f(x, y) = f_0(x - y)$. Further suppose that for any given $M > 0$ and $C_0 = [-2M, 2M]^d$, $f_0$ satisfies Condition (B1) in Theorem 1 with set $C_0$, some $q \geq 1$, and $\mathcal{T}_0$ which is PD. Then, for any $t > 0$, Condition (A) is satisfied with set $C = [-M, M]^d$ and constants

$$F = 2\mathcal{T}_0(0), \quad B = 1, \quad \mu_a = 1$$

for all $a \geq 1$. Moreover, given any $M > 0$, Condition (A) still holds with $C = [-M, M]^d$ and constants in (13) if $f_0$ satisfies Condition (B1) with set $C_0$, some $0 < q < 1$, and $\mathcal{T}_0$ which is both PD and Lipschitz continuous.

We now list several commonly-used kernels covered by Theorem 1 and its three corollaries.

1. The $d$-dimensional Gaussian kernel $f(x, y) = f_0(x - y) = \exp(-||x - y||^2/2)$ is shift-invariant with $f_0$ being both Schwartz and PD. Thus, $f$ satisfies the conditions of Corollary 3.

2. For the $d$-dimensional Cauchy kernel $f(x, y) = f_0(x - y)$ with $f_0(x) = \prod_{\ell=1}^d 2/(1 + x_\ell^2)$, $f_0$ is PD and for any given $M > 0$ and $C_0 = [-M, M]^d$, its Fourier transform $\hat{f}_0(u) = \exp(-\|u\|_1)$ satisfies Condition (B1) with set $C_0$, $\mathcal{T}_0 = f_0$, and arbitrary $q \geq 1$. Therefore, it satisfies the conditions of Corollary 3.

3. The $d$-dimensional Laplacian kernel $f(x, y) = f_0(x - y) = \exp(-||x - y||_1)$ is shift-invariant and PD, but $f_0$ is not differentiable at the point 0. The Fourier transform of $f_0$ is the Cauchy measure $\hat{f}_0(u) = \prod_{\ell=1}^d \{2/(1 + u_\ell^2)\}$, which has fractional moment and thus, for any given $M > 0$ and $C_0 = [-M, M]^d$, satisfies Condition (B1) with set $C_0$, $\mathcal{T}_0 = f_0$, and any $0 < q < 1$. Since $f_0$ is both PD and Lipschitz, it satisfies the conditions in Corollary 3.

4. The 1-dimensional “hat” kernel: $f(x, y) = f_0(x - y)$ with $f_0(x)$ equal to $x + 1$ for $-1 \leq x \leq 0$, $1 - x$ for $0 \leq x \leq 1$ and 0 otherwise. $f_0$ is not differentiable at points $\{-1, 0, 1\}$ but is PD and 1-Lipschitz. Its Fourier transform is $\hat{f}_0(u) = \{1 - \cos(2\pi u)\}/(2\pi^2 u^2)$ and thus has fractional moment. Therefore, for any given $M > 0$ and $C_0 = [-M, M]$, $f_0$ satisfies Condition (B1) with set $C_0$, $\mathcal{T}_0 = f_0$, and any $0 < q < 1$, and hence is also covered by Corollary 3.

Corollary 2 roughly describes the level of smoothness required in order to apply Theorem 1. The bottleneck lies in (11) therein, which requires that for certain $\mathcal{T}$ that coincides with $f$ on some given set $C$, the Fourier transform of $\mathcal{T}$ has finite first moment. All the previous examples can be analyzed via Theorem 1 by choosing $\mathcal{T} = f$, but such trivial solution does not work, for example, in the case of 1-dimensional cosine kernel $f(x, y) = f_0(x - y) = \cos(x - y)(|x - y| < \pi/2)$, where $f_0$ is not PD and its Fourier transform $\hat{f}_0(u) = 2\cos(\pi^2 u)/(1 - 4\pi^2 u^2)$ only has fractional moment. Moreover, we wish to relax another assumption in Theorem 1, that is, $\mathcal{T} \in L^1(\mathbb{R}^{md})$. This assumption excludes all discontinuous kernels with
jumps points. One important example in this exclusion is the 1-dimensional size-$\delta$ $(\delta > 0)$ box kernel $f(x, y) = f_0(x - y) = 1(|x - y| \leq \delta)$ defined on $\mathbb{R}^2$, which jumps at points $\{(x, y) : |x - y| = \delta \}$. For sufficiently large set $C$, any $f$ that agrees with $f$ on $C$ still has jump points, thus its Fourier transform $\widehat{f}$ is not in $L^1(\mathbb{R}^2)$ and thus $f$ is not covered by Theorem 1. Other important discrete kernels include those that involve the indicator function and sign function.

We now employ the standard smoothing technique through mollifiers to extend Theorem 1 to less smooth cases. The next result deals with Lipschitz kernels considered in Leucht [2012] as well as some uniformly continuous kernels. We will use the following two notation from integration with polar coordinates (with convention $(-1)!! = 0!! = 1$):

$$\Gamma_1(n) := \left\{ \begin{array}{ll} ((n - 2)!!)^{-1}(2\pi)^{\frac{n}{2}} & n \text{ is even} \\ ((n - 2)!!)^{-1}2(2\pi)^{\frac{n-1}{2}} & n \text{ is odd} \end{array} \right. , \quad \Gamma_2(n) := \left\{ \begin{array}{ll} \frac{(n-1)!!}{(n-2)!!} \frac{\sqrt{2\pi}}{2} & n \text{ is even} \\ \frac{\sqrt{2\pi}}{2} \frac{(n-1)!!}{(n-2)!!} & n \text{ is odd} \end{array} \right.. \quad (14)$$

**Theorem 2** (Lipschitz kernels). For any given $M > 0$, consider $C = [-M, M]^m$.

(a) Suppose $f$ in (1) satisfies the following Condition (B2) with set $C$:

(B2) there exists a symmetric function $\overline{f} = \overline{f}(; C)$ such that (10) holds, and $\overline{f} \in L^1(\mathbb{R}^m)$ is bounded and uniformly continuous. Moreover, its Fourier transform satisfies

$$|\widehat{\overline{f}}(u)| \leq \frac{L_F}{1 + |u|^m + \varepsilon}$$

for some $\varepsilon > 0$, where $L_F$ is some positive constant.

Then, for any $t > 0$, Condition (A) is satisfied with set $C$ and constants

$$F = (1 + \varepsilon^{-1})2^n c_1 L_F, \quad B = 1, \quad \mu_a = 1$$

for any $a \geq 1$, where $c_1 = \Gamma_1(m)$.

(b) Suppose $f$ in (1) satisfies the following Condition (B3) with set $C$:

(B3) there exists a symmetric function $\overline{f} = \overline{f}(; C)$ such that (10) holds, and $\overline{f} \in L^1(\mathbb{R}^m)$ is $L$-Lipschitz with respect to the $L^2$-norm on $\mathbb{R}^m$. Moreover, its Fourier transform satisfies

$$|\widehat{\overline{f}}(u)| \leq \frac{L_F}{1 + |u|^m},$$

where $L_F$ is some positive constant.

Then, for any $t > 0$, Condition (A) is satisfied with set $C$ and constants

$$F = 2^{n+1} c_1 L_F \log(2c_2 L/t \vee 2), \quad B = 1, \quad \mu_a = 1$$

for any $a \geq 1$, where $c_1 = \Gamma_1(m), c_2 = \Gamma_2(m)$.

It is worth noting that neither Condition (B2) nor (B3) implies the other. While (B2) makes weaker assumptions on the smoothness of $f$, it requires faster decay of the Fourier transform than (B3). The upper bounds in both (B2) and (B3) are conditions on tail behavior of the Fourier transform and naturally arise in Fourier analysis (cf. Chapter 8.4 in Folland [2013]). Corollary 5 ahead gives many examples that satisfy these conditions.
As will be seen soon, Conditions (B2) and (B3) are usually milder than (B1). On the other hand, they require more delicate analyses. The key ingredient of the proof of Theorem 2 is a smoothing argument via mollifiers. More specifically, let \( K(x) \) be the standard Gaussian density function on \( \mathbb{R}^{md} \), and \( K_h(x) := K(x/h)/h^{md} \) with variance parameter \( h \). Define \( \overline{f}_h := (\overline{f} * K_h)(x) \) as the convolution of \( \overline{f} \) and \( K_h \), which is a smooth approximation of \( \overline{f} \) and preserves many nice properties of the Gaussian distribution. Since \( \overline{f}_h \) is smooth enough and thus is guaranteed to satisfy Condition (B1) in Theorem 1, it serves as the intermediate step between \( \overline{f} \) (and thus the original kernel \( f \)) and the desired \( \tilde{f} \) in Condition (A). The variance parameter \( h \) controls the trade-off between approximation error and smoothness: small \( h \) leads to finer approximation of \( \overline{f} \) by \( \overline{f}_h \), but makes \( \overline{f}_h \) less smooth and thus renders a larger constant \( F \). In the special case of (B2), since the Fourier transform of \( \overline{f} \) has sharp enough decay, we can upper bound the \( L^1 \) norm of the Fourier transform of \( \overline{f}_h \) with an \( h \)-free constant, and thus \( F \) is independent of the approximation error \( t \).

Before giving examples that can be covered by Theorem 2, we first state two corollaries. First we state separately the version of Theorem 2 for shift-invariant kernels in the case \( m = 2 \).

**Corollary 4.** Let \( m = 2 \) and the kernel \( f \) be shift-invariant with \( f(x, y) = f_0(x-y) \). For any \( M > 0 \), let \( C_0 = [-2M, 2M]^2d \).

(a) Suppose that \( f_0 \) satisfies Condition (B2) in Theorem 2 with set \( C_0 \), some \( \varepsilon > 0 \), and \( \overline{f}_0 \) that satisfies \( \overline{f}_0(x) = f_0(-x) \) for all \( x \in \mathbb{R}^d \). Then, for any \( t > 0 \), Condition (A) is satisfied with set \( C = [-M, M]^2d \) and constants
\[
F = (1 + \varepsilon^{-1})4c_1L_F, \quad B = 1, \quad \mu_a = 1
\]
for any \( a \geq 1 \), where \( c_1 = \Gamma_1(d) \).

(b) Suppose that \( f_0 \) satisfies Condition (B3) in Theorem 2 with set \( C_0 \) and \( \overline{f}_0 \) such that \( \overline{f}_0(x) = f_0(-x) \) for all \( x \in \mathbb{R}^d \). Then, for any \( t > 0 \), Condition (A) is satisfied with set \( C = [-M, M]^2d \) and constants
\[
F = 8c_1L_F \log(2c_2L/t \vee 2), \quad B = 1, \quad \mu_a = 1
\]
for any \( a \geq 1 \), where \( c_1 = \Gamma_1(d), c_2 = \Gamma_2(d) \).

For shift-invariant kernels, Corollary 4 further allows us to reduce to the case \( m = 1 \) when checking the conditions in Theorem 2. Next, we establish an analogous version of Corollary 2 for Theorem 2.

**Corollary 5.** (a) Let \( k = md + 1 \). Suppose that \( f \in C^k(\mathbb{R}^{md}) \cap L^1(\mathbb{R}^{md}) \), and \( \partial^k f/\partial x_i^k \in L^1(\mathbb{R}^{md}) \) for all \( i \in [md] \). If \( f \) is uniformly continuous, then for any given \( M > 0 \) and \( C = [-M, M]^{md} \), it satisfies Condition (B2) in Theorem 2 with set \( C \), \( \overline{f} = f \), \( \varepsilon = 1 \), and
\[
L_F = L_F(k) = \| f \|_{L^1} + (md)^{k-1} \sum_{i=1}^{md} \left\| \partial^k f/\partial x_i^k \right\|_{L^1}.
\]
Moreover, for any given \( M > 0 \) and \( C = [-M, M]^{md} \), Condition (B3) is satisfied with set \( C \), \( \overline{f} = f \), and \( L_F(md) \) whenever the above conditions hold for \( k = md \) and \( f \) is \( L \)-Lipschitz.

(b) Given any \( M > 0 \), consider \( C = [-M, M]^{md} \). Assume \( f \) takes the product form in (9) for
If $f$ is uniformly continuous, and for all $\ell \in [d]$, $h_\ell \in C^{m+1}(\mathbb{R}^m) \cap L^1(\mathbb{R}^m)$ and $\partial^{m+1}h_\ell/\partial x_i^{m+1} \in L^1(\mathbb{R}^m)$ for all $i \in [m]$, then for any $t > 0$, Condition (A) is satisfied with set $C$ and constants $F = 2^{m+d}c_1^d \prod_{\ell=1}^d C_\ell$, $B = 1$, $\mu_a = 1$

for any $a \geq 1$, where $c_1 = \Gamma_1(m)$ and $C_\ell = \|h_\ell\|_{L^1} + m^m \sum_{i=1}^m \|\partial^{m+1}h_\ell/\partial x_i^{m+1}\|_{L^1}$. Moreover, if $f$ is $L$-Lipschitz and for all $\ell \in [d]$, $h_\ell \in C^m(\mathbb{R}^m) \cap L^1(\mathbb{R}^m)$ and $\partial^m h_\ell/\partial x_i^m \in L^1(\mathbb{R}^m)$ for all $i \in [m]$, then for any $t > 0$, Condition (A) is satisfied with set $C$ and constants $F = 2^{m+d}c_1^d \log^d(2c_2L/t \vee 2) \prod_{\ell=1}^d C_\ell$, $B = 1$, $\mu_a = 1$

for any $a \geq 1$, where $c_1 = \Gamma_1(m), c_2 = \Gamma_2(m)$, and $C_\ell = \|h_\ell\|_{L^1} + m^{m-1} \sum_{i=1}^m \|\partial^m h_\ell/\partial x_i^m\|_{L^1}$.

Comparing Corollary 5 with Corollary 2, it is immediate that Theorem 2 in general requires less smoothness on $f$ than Theorem 1. Moreover, when $f$ takes the product structure in (9), the exponents of $\|u\|$ in Conditions (B2) and (B3) can be further reduced to $m + \varepsilon$ ($\varepsilon > 0$) and $m$, respectively. With the help of Theorem 2, we are now able to analyze the cosine kernel, defined as $f(x,y) = f_0(x-y)$, $\prod_{\ell=1}^d \cos(x_\ell-y_\ell)1(|x_\ell-y_\ell| \leq \pi/2)$. For simplicity, we will focus on the 1-dimensional case. Note that even though the trigonometric identity $\cos(x-y) = \cos(x)\cos(y) + \sin(x)\sin(y)$ gives a direct expansion of $\cos(x-y)$, there is no trivial expansion of the indicator $1(|x-y| \leq \pi/2)$. Since $f$ is shift-invariant, we will analyze the function $f_0$ and verify that it satisfies the conditions in Corollary 4. First note that $f_0$ is 1-Lipschitz and thus uniformly continuous. Moreover, its Fourier transform is $|\hat{f}_0(u)| = |2\cos(\pi^2u)/(1-4\pi^2u^2)|$, thus for any given $M > 0$ and $C_0 = [-2M,2M]$, $f_0$ satisfies Condition (B2) with set $C_0, \mathcal{F}_0 = f_0, \varepsilon = 1$, and $L_\mathcal{F} = 2$. Therefore, the cosine kernel satisfies Condition (A) with set $C = [-M, M]^2$ and an absolute constant $F(t)$ that is independent of $t$.

With a similar smoothing argument, we now establish the result for discontinuous kernels. Motivated by some most commonly-used kernels in statistics, we will focus on the case that $m = 2$ and $f$ is shift-invariant with $f(x,y) = f_0(x-y)$ for some $f_0 : \mathbb{R}^d \to \mathbb{R}$ taking the following product form $f_0(x_1,\ldots,x_d) = \prod_{\ell=1}^d h_{0,\ell}(x_\ell)$.

Our result, however, could be easily generalized to more complicated settings based on the stability results in Proposition 3 ahead.

**Theorem 3** (Discontinuous kernels). Consider any any $M_1, M_2 > 0$. Suppose the following condition holds:

(B4) Assume that for each $\ell \in [d]$, there exists a real function $\overline{h}_{0,\ell}$ that is piecewise constant with $J_\ell$ jump points: $y_{\ell,1},\ldots,y_{\ell,J_\ell}$, and $\overline{h}_{0,\ell} \in L^1(\mathbb{R})$ and its Fourier transform satisfies $|\hat{\overline{h}}_{0,\ell}(u)| \leq C_\ell/|u|$ for some $C_\ell > 0$. Suppose that $\{\overline{h}_{0,\ell}\}_{\ell=1}^d$ are uniformly upper bounded.
in absolute value by some positive constant $\Delta$. Moreover, for
\[
\mathcal{C} := \left\{[-M_1, M_1]^{2d}\right\} \cap \left\{(x, z) \in \mathbb{R}^d : |(x_\ell - z_\ell) - y_{\ell,k}| \geq M_2, k \in [J_\ell]\right\}, \tag{15}
\]
the kernel $\mathcal{f}(x, y)$ defined as
\[
}\mathcal{f}(x, y) := \mathcal{f}_0(x - y) := \prod_{\ell=1}^d \mathcal{h}_{0,\ell}(x_\ell - y_\ell)
\]
is symmetric and satisfies (10) for set $\mathcal{C}$.

Then, for any $t > 0$, Condition (A) in Proposition 1 is satisfied with set $\mathcal{C}$ and constants
\[
F = 4 \prod_{\ell=1}^d \left\{ \int_{-1}^1 \left| \mathcal{h}_{0,\ell}(u) \right| du + 4C_\ell \log(1/h \lor 2) \right\}, \quad B = 1, \quad \mu_a = 1
\]
for any $a \geq 1$, where $h = M_2 \log^{-1/2}(2d \Delta^d / t \lor 2) / \sqrt{2}$.

Compared to Theorems 1 and 2, Theorem 3 considers a more delicate set $\mathcal{C}$ to guarantee the uniform approximation of $\mathcal{f}$ by $\mathcal{f}_h$ (recall the definition of $\mathcal{f}_h$ right after Theorem 2). The extra truncation in (15),
\[
\left\{(x, z) \in \mathbb{R}^d : |(x_\ell - z_\ell) - y_{\ell,k}| \geq M_2, k \in [J_\ell]\right\},
\]
is necessary since $\mathcal{f}_h$ does not necessarily converge to $\mathcal{f}$ at its discontinuity points as $h \downarrow 0$. We therefore consider the approximation error uniformly over those points that are at least $M_2$ away from each jump point, which can be controlled sharply thanks to the fast decay of Gaussian tails.

We now discuss two important discrete kernels that are covered by Theorem 3. First consider the 1-dimensional box kernel of size 1: $f(x, y) = f_0(x - y) = \mathbb{1}(|x - y| \leq 1)$. It can be readily checked that $f_0(x) = h_{0,1}(x) = \mathbb{1}(|x| \leq 1)$ is in $L^1(\mathbb{R})$, and is piecewise constant with jump points $\{y_{1,1}, y_{1,2}\} = \{-1, +1\}$ and upper bound $\Delta = 1$. Its Fourier transform is $\mathcal{h}_{0,1}(u) = \sin(2\pi u) / (\pi u)$, thus $f$ satisfies Condition (B4) with $\mathcal{h}_{0,1} = h_{0,1}$ and $C_1 = 1 / \pi$. Moreover, using the relation $|\sin(x)| \leq |x|$ for all $x \in \mathbb{R}$, it can be readily checked that in the definition of $F(t)$ in Theorem 3,
\[
\int_{-1}^1 \left| \mathcal{h}_{0,1}(u) \right| du = 2 \int_0^1 \left| \frac{\sin(2\pi u)}{\pi u} \right| du \leq 4.
\]

Next, consider the kernel related to Kendall’s tau, which is defined on $\mathbb{R}^2 \times \mathbb{R}^2$ as $f(x, y) := \text{sign}(x_1 - y_1)\text{sign}(x_2 - y_2)$, with $\text{sign}(x)$ being the sign function that takes values 1, −1 and 0 for $x > 0$, $x < 0$ and $x = 0$. Note that $f$ is shift-invariant with $f_0(x) = \text{sign}(x_1)\text{sign}(x_2)$, thus $f_0$ is in the product form with $h_{0,1}(x) = h_{0,2}(x) = \text{sign}(x)$. Since $h_{0,1} \notin L^1(\mathbb{R})$, we consider its truncated version $\mathcal{h}_{0,1}(x) := \text{sign}(x) \mathbb{1}(|x| \leq 2M_1)$ (with $\mathcal{h}_{0,2}$ identically defined) and the corresponding truncated version of Kendall’s tau:
\[
\mathcal{f}(x, y; M_1) := \text{sign}(x_1 - y_1)\text{sign}(x_2 - y_2) \mathbb{1}(|x_1 - y_1| \leq 2M_1) \mathbb{1}(|x_2 - y_2| \leq 2M_1) \tag{16}
\]
Indeed, $\mathcal{f}$ is symmetric and satisfies $f(x, y) = \mathcal{f}(x, y)$ uniformly over $\mathcal{C}$ defined in (15) with $d = 2$. Clearly, $\mathcal{h}_{0,1}$ is piecewise constant with three jump points $\{y_{1,1}, y_{1,2}, y_{1,3}\} = \ldots$. 


\(-2M_1, 0, 2M_1\) and upper bound \(\Delta = 1\). The Fourier transform of \(\widetilde{h}_{0,1}\) is \(\widehat{\widetilde{h}}_{0,1}(u) = i\{\cos(4\pi u M_1) - 1\}/(\pi u)\), and thus \(f\) satisfies Condition (B4) with \(\widetilde{h}_{0,1}, \widetilde{h}_{0,2}, \) and \(C_1 = C_2 = 2/\pi\). Moreover, using the relation \(\cos(2x) = 2\cos^2(x) - 1\) and \(|\sin(x)| \leq x\) for \(x \geq 0\), we have

\[
\int_{-1}^{1} \left| \widehat{\widetilde{h}}_{0,1}(u) \right| du = 2 \int_{0}^{1} \left| 1 - \frac{\cos(4\pi u M_1)}{\pi u} \right| du = 2 \int_{0}^{M_1} 1 - \frac{\cos(4\pi v)}{\pi v} dv = 4 \int_{0}^{M_1} \frac{\sin^2(2\pi v)}{v} dv \leq \frac{4}{\pi} \int_{0}^{1} \left| \sin(2\pi v) \right| dv + \frac{4}{\pi} \int_{1}^{M_1} \frac{1}{v} dv = 8 + \frac{4}{\pi} \log(M_1).
\]

Therefore, \(F(t) \propto \log^2(M_1/h) \propto \log^2(M_1/M_2) + \log^2(1/t)\) provided that \(M_1\) is sufficiently large and \(M_2, t\) are sufficiently small. In such cases where \(F\) cannot be upper bounded by some absolute constant, one can apply separately the Bernstein inequality derived in Theorem 2 in Merlevède et al. [2009] (cf. Lemma 1 in the supplement) and the degenerate version of Proposition 1 to the sample mean term and degenerate terms in the Hoeffding decomposition of \(V_n\), and then combine the results to obtain sharper control of the tail probability. See Lemmas 7-9 in the supplement for examples of separate control of the sample mean term and the degenerate terms in the context of partially linear regression.

It is worthwhile to mention that, although Theorem 3 only covers discrete kernels that are piecewise constant in each component, its proof technique is ready to be used to analyze kernels with more complicated structures. Moreover, the stability result developed in the following Proposition 3 will allow us to handle more complicated kernels that are built upon simpler ones. Define the symmetrized version of an order-\(m\) kernel as

\[
f_0(x_1, \ldots, x_m) := \frac{1}{m!} \sum_{\pi} f(x_{\pi(1)}, \ldots, x_{\pi(m)}),
\]

where the summation is taken over all \(m!\) permutations of \([m]\). We will consider composite kernels built from \(f^1, \ldots, f^N\), which are \(N\) not necessarily symmetric kernels of order \(m\) and take not necessarily the same \(m\) arguments.

**Proposition 3.** Suppose that for any \(t > 0\) and \(i \in [N]\), there exists a not necessarily symmetric approximating kernel \(\widehat{f}^i\) such that \(|f^i - \widehat{f}^i| \leq t\) uniformly over some not necessarily symmetric set \(C^i \subset \mathbb{R}^md\). In addition, assume \(\widehat{f}^i\) satisfies expansion (3) with constants \(\{F^i(t, C^i), B^i(t, C^i), \mu^i_0(t, C^i)\}\) for all \(a \geq 1\). Define

\[
C^0 := C^1 \times \ldots \times C^N \text{ and } C_0 := \bigcap_{\pi} \{\pi(C^0)\}, \quad (17)
\]

where \(\pi\) is taken over all permutations of \((x_1^1, \ldots, x_m^1, \ldots, x_1^N, \ldots, x_m^N)\). Then, for any given \(t > 0\), we have

1. (Additivity) The symmetrized version \(f_0^0\) of the kernel

\[
f_0(x_1^1, \ldots, x_m^1, x_1^2, \ldots, x_m^2, \ldots, x_1^N, \ldots, x_m^N) := \sum_{i=1}^{N} \lambda_i f^i(x_1^i, \ldots, x_m^i)
\]
satisfies Condition (A) with $C = C^0_a$ and expansion constants

$$\{ F(t), B(t), \mu_a(t) \} = \left\{ \sum_{i=1}^{N} \lambda_i F(t_i), B^1(t_1) \vee \ldots \vee B^N(t_N), \mu_a^1(t_1) \vee \ldots \vee \mu_a^N(t_N) \right\},$$

for all $a \geq 1$, where $\{ \lambda_i \}_{i=1}^N$ are real numbers, and $t_i \leq t / \left( \sum_{i=1}^{N} |\lambda_i| \right)$ for each $i \in [N]$.

2. (Multiplicativity) Suppose $f^1, \ldots, f^N$ are upper bounded in absolute value by $M^1, \ldots, M^N$ on $C^1, \ldots, C^N$, respectively, with $M^i \geq 1$ for $i \in [N]$. Then, the symmetrized version $f^0$ of the kernel

$$f^0(x_1, \ldots, x_m, y_1, \ldots, y_m) := \prod_{i=1}^{N} f_i(x_i, \ldots, x_m)$$

satisfies Condition (A) with $C = C^0_a$ and expansion constants

$$\{ F(t), B(t), \mu_a(t) \} = \left\{ \prod_{i=1}^{N} F_i(t_i), B^1(t_1) \vee \ldots \vee B^N(t_N), \mu_a^1(t_1) \vee \ldots \vee \mu_a^N(t_N) \right\}$$

for all $a \geq 1$, where $t_i \leq t (M^i + t) / \left( N \prod_{i=1}^{N} (M^i + t) \right)$ for each $i \in [N]$.

As an example, Spearman’s rho correlation coefficient can be readily analyzed with the help of Proposition 3. Given a stationary sequence $\{ X_i \}_{i=1}^n = \{(X_{i,1}, X_{i,2})\}_{i=1}^n$ in $\mathbb{R}^2$, following Hoeffding [1948], the sample Spearman’s rho is proportional to

$$\rho := n^{-3} \sum_{i,j,k=1}^{n} \text{sign}(X_{i,1} - X_{j,1}) \text{sign}(X_{i,2} - X_{k,2}),$$

and is thus a third-order V-statistic generated by the asymmetric kernel $f : \mathbb{R}^6 \to \mathbb{R}$ defined as $f(x, y, z) := \text{sign}(x_1 - y_1) \text{sign}(x_2 - z_2)$, with $x, y, z \in \mathbb{R}^2$. Note that $\rho$ can be equivalently written as

$$\rho = n^{-3} \sum_{i,j,k=1}^{n} f_0(X_i, X_j, X_k),$$

where $f_0$ is the symmetrized version of $f$. Note that $f$ can be written as the product of two kernels $f(x, y, z) = f^1(x, y)f^2(x, z)$ with $f^1(x, y) := f^1_0(x - y) := \text{sign}(x_1 - y_1)$ and $f^2(x, y) := f^2_0(x - y) := \text{sign}(x_2 - y_2)$ being both shift-invariant and in the product form.

Moreover, both $f^1$ and $f^2$ are upper bounded in absolute value by 1. With $d = m = 2$, let

$$C^1 := \left[ [-M_1, M_1]^4 \right] \cap \left\{ (u, v) \in \mathbb{R}^4 : |(u_1 - v_1) - y_k| \geq M_2, k \in [J] \right\},$$

$$C^2 := \left[ [-M_1, M_1]^4 \right] \cap \left\{ (u, v) \in \mathbb{R}^4 : |(u_2 - v_2) - y_k| \geq M_2, k \in [J] \right\},$$

where $J = 3$ and $\{ y_1, y_2, y_3 \} = \{-2M_1, 0, 2M_1\}$ as illustrated for the truncated sign function after Theorem 3. Then, the symmetric set $C^0_0$ in (17) in Proposition 3 becomes

$$\left\{ [-M_1, M_1]^6 \right\} \bigcap \left\{ (x_1, x_2, x_3) \in \mathbb{R}^6 : |(x_i - x_j) - y_k| \geq M_2, i \neq j, \ell \in [2], k \in [3] \right\},$$

where we collapse the dimension from 8 to 6 due to the common first argument of $f^1$ and $f^2$. 
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Consider the truncated version of $f$ as follows:
\[
\tilde{f}(x, y, z; M_1) := \text{sign}(x_1 - y_1)\text{sign}(x_2 - z_2)1(|x_1 - y_1| \leq 2M_1)1(|x_2 - z_2| \leq 2M_1).
\]
Since $f(x, y, z) = \tilde{f}(x, y, z)$ uniformly over $C_0$, it suffices to consider the approximation of $\tilde{f}$. Using the same proof technique of Theorem 3 and the calculation for the truncated sign function after its presentation, we obtain that for any $t > 0$, there exists a $\tilde{f}^1$ such that $|f^1 - \tilde{f}^1| \leq t$ uniformly over $C^1$ and $\tilde{f}^1$ satisfies expansion (3) with constants $(F(t), B(t), \mu_a(t)) \propto (\log(M_1/h), 1, 1)$ for all $a \geq 1$, where $h \asymp M_2 \log^{-1/2}(1/t)$. A similar argument holds for $f^2$. Therefore, the second part of Proposition 3 gives
\[
F(t) \propto \log^2(M_1/M_2) + \log^2 \log(1/t), \quad B(t) \asymp 1, \quad \mu_a(t) \asymp 1
\]
for all $a \geq 1$, provided that $M_1$ is sufficiently large and $M_2, t$ are sufficiently small.

### 2.3 Extension to general distributions

In this subsection, we extend the results in Propositions 1 and 2 to arbitrarily supported $\{X_i\}_{i=1}^m$ via a standard truncation argument. Recall that, given an order-$m$ symmetric kernel $f$ defined on $\mathbb{R}^{md}$ of degeneracy level $r - 1$, its Hoeffding decomposition takes the form
\[
f(x_1, \ldots, x_m) - \theta = \sum_{1 \leq i_1 < \cdots < i_r \leq m} f_r(x_{i_1}, \ldots, x_{i_r}) + \ldots + f_m(x_1, \ldots, x_m),
\]
where $\{f_p\}_{p=1}^m$ are real symmetric functions on $\mathbb{R}^{pd}$ recursively defined as
\[
f_1(x) := g_1(x),
\]
\[
f_p(x_1, \ldots, x_p) := g_p(x_1, \ldots, x_p) - \sum_{k=1}^p f_1(x_k) - \ldots - \sum_{1 \leq k_1 < \ldots < k_{p-1} \leq p} f_{p-1}(x_{k_1}, \ldots, x_{k_{p-1}}),
\]
for $p = 2, \ldots, m$, with $\{g_p\}_{p=1}^m$ defined as $g_m = f - \theta$, and
\[
g_p(x_1, \ldots, x_p) := \mathbb{E}\left\{f(x_1, \ldots, x_p, \bar{X}_{p+1}, \ldots, \bar{X}_m)\right\} - \theta
\]
for $1 \leq p \leq m - 1$. One can readily check that $f_p$ is centered and fully degenerate for any $p \in [m]$.

When $\{X_i\}_{i=1}^n$ are not compactly supported, one additional technical issue is to control each $|f_p - \tilde{f}_p|$ over certain set $\mathcal{C}_p \subset \mathbb{R}^{pd}$, where $\{f_p\}_{p=1}^m$ and $\{\tilde{f}_p\}_{p=1}^m$ are the fully degenerate terms in the Hoeffding decomposition of $f$ and $\tilde{f}$, respectively. Due to the symmetry of $f$ and the set $\mathcal{C}$ in Condition (A), a natural choice of $\mathcal{C}_p$ is the projection of $\mathcal{C}$ onto $\mathbb{R}^{pd}$, that is,
\[
\mathcal{C}_p := \left\{ (x_1^\top, \ldots, x_p^\top) \in \mathbb{R}^{pd} : \text{there exists } (x_{p+1}^\top, \ldots, x_m^\top) \text{ s.t. } (x_1^\top, \ldots, x_m^\top) \in \mathcal{C} \right\}.
\]
For instance, when $C$ is $[-M, M]^{md}$, each $\mathcal{C}_p$ is $[-M, M]^{pd}$. Further define, for each $p \in [m-1]$,
\[
s_0 := \left\{ \mathbb{E}f^2(\bar{X}_1, \ldots, \bar{X}_m) \right\}^{1/2}, \quad s_p := \sup_{\mathcal{C}_p} \left\{ \mathbb{E}f^2(x_1, \ldots, x_p, \bar{X}_{p+1}, \ldots, \bar{X}_m) \right\}^{1/2},
\]
and
\[
v_0 := \left\{ P\left( (\bar{X}_1^\top, \ldots, \bar{X}_m^\top) \notin \mathcal{C} \right) \right\}^{1/2}, \quad v_p := \sup_{\mathcal{C}_p} \left\{ P\left( (\bar{X}_{p+1}^\top, \ldots, \bar{X}_m^\top) \notin \mathcal{C}(x_1, \ldots, x_p) \right) \right\}^{1/2},
\]
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where
\[ C(x_1, \ldots, x_p) := \left\{ (x_{p+1}^\top, \ldots, x_n^\top) \in \mathbb{R}^{(m-p)d} : (x_1^\top, \ldots, x_m^\top)^\top \in C \right\} \]
for all \((x_1^\top, \ldots, x_p^\top)^\top \in C_p\).

The following proposition provides, under Condition (A), a uniform upper bound on \(|f_p - \bar{f}_p|\) over \(C_p\) for \(p \in [m]\).

**Proposition 4.** Suppose that \(f\) satisfies Condition (A) with some symmetric set \(C \subset \mathbb{R}^{md}\) and constants \((F(t, C), B(t, C), \mu_a(t, C))\). Then, for any \(p \in [m]\), it holds that
\[ |f_p(x_1, \ldots, x_p) - \bar{f}_p(x_1, \ldots, x_p)| \leq t' \]
uniformly over \(C_p\) defined in (20), where \(t'\) is defined to be
\[ t' := C \left( t + \sum_{i=0}^{m-1} s_i v_i + F B^m \sum_{i=0}^{m-1} v_i \right) \] (21)
for some absolute positive constant \(C = C(m)\).

As shown by (21), the gap between the approximation bias \(t\) in \(|f - \bar{f}|\) and \(t'\) in \(|f_p - \bar{f}_p|\) relies on the magnitudes of \(\{s_i v_i\}_{i=0}^{m-1}\) and \(\{FB^m v_i\}_{i=0}^{m-1}\). On one hand, \(\{s_p\}_{p=0}^{m-1}\) can often be upper bounded through direct calculation, and in particular, could be uniformly upper bounded by \(|f|_\infty\) when it is finite. On the other hand, by definition, the sequence \(\{v_i\}_{i=1}^m\) is governed by the tail behavior of the underlying data sequence. In many applications, due to the light dependence of \(F\) on the magnitude of \(C\) (non-dependence or polylogarithmically), by choosing a sufficiently large \(C\) (a typical choice is \([-n^\eta, n^\eta]^{md}\) for some sufficiently large \(\eta\) depending on the moment conditions of \(\{X_i\}_{i=1}^n\), the gap between \(t\) and \(t'\) and the residual probability \(R_{n,s}\) defined below are both negligible. In the special case when \(X_1\) is compactly supported, \(\{v_i\}_{i=0}^{m-1}\) are all zero by choosing \(C = \text{supp}(\mathbb{P}^m)\), and thus \(t \asymp t'\).

The following are the analogous versions of Propositions 1 and 2 for \(\{X_i\}_{i=1}^n\) with arbitrary support. For any symmetric set \(C \subset \mathbb{R}^{md}\), and positive integers \(1 \leq s \leq m\) and \(n\), we use the notation
\[ R_{n,s} := \mathbb{P}\left( \text{there exists } s \leq p \leq m, 1 \leq i_1, \ldots, i_p \leq n \text{ s.t. } (X_{i_1}^\top, \ldots, X_{i_p}^\top)^\top \notin C_p \right) \]
to represent the residual probability outside the sets \(\{C_p\}_{p=1}^m\) defined in (20).

**Proposition 1’.** Suppose \(n \geq 2\), Condition (M) holds, and \(f\) in (1) satisfies Condition (A) with set \(C\) and constants \((F(t, C), B(t, C), \mu_a(t, C))\). Then, if \(f\) is degenerate of level \(r - 1\), there exist positive absolute constants \(C_1 = C_1(m), C_2 = C_2(m, \gamma_1, \gamma_2)\) such that, for any \(x > 0\) and \(t > 0\),
\[ \mathbb{P}\{|V_n - \theta| \geq (x + C_1 t')\} \leq 2 \sum_{p=r}^m \exp \left( -\frac{C_{2nx}^2/p}{A_p^{1/p} + x^{1/p} M_p^{1/p}} \right) + R_{n,r}, \]
where \(\{A_p\}_{p=1}^m, \{M_p\}_{p=1}^m\) are defined in (4) with \((F(t), B(t), \mu_a(t))\), and \(t'\) is defined in (21).

Note that, when \(X_1\) is supported within \([-M_X, M_X]^d\) for some \(M_X > 0\), by choosing \(C = [-M_X, M_X]^{md}\) in Condition (A), we have \(t' \asymp t\) and \(R_{n,r} = 0\) for any \(r \in [m]\). Thus Proposition 1’ is reduced to Proposition 1.
Proposition 2'. Suppose that Condition (M) holds. Assume \( f \) in (1) is centered, nondegenerate, and \( \nu^2 \) defined in (6) is strictly positive. Assume further that \( f \) satisfies Condition (A) with set \( \mathcal{C} \) and constants \((F(t,\mathcal{C}),B(t,\mathcal{C}),\mu_n(t,\mathcal{C}))\), and \( f \) satisfies condition (7) with some \( \gamma, \eta > 0 \). Moreover, suppose that \( R_{n,2} = o(n^{-\gamma^2/2}/\sqrt{\log n}) \), and for some \( t = O(1/(\sqrt{n}(\log n)^2)) \), (8) holds and \( t' \) defined in (21) satisfies \( t' = O(t) \). Then, the conclusion of Proposition 2 holds.

We now combine Proposition 1' with Theorems 1-3 to derive the following user-friendly tail bounds in the case of arbitrarily supported \( \{X_i\}_{i=1}^n \). The first corollary is on continuous kernels under the choice \( \mathcal{C} = [-M,M]^{md} \) in Condition (A) with corresponding \( C_p = [-M,M]^{pd} \). A typical choice in practice is \( M = n^\eta \) for some sufficiently large \( \eta \).

Corollary 6. Suppose (M) holds and for some given \( M > 0 \) and \( \mathcal{C} = [-M,M]^{md} \), \( f \) satisfies one of the Conditions (B1)-(B3) with set \( \mathcal{C} \). Let \( f \) be degenerate of level \( r - 1 \). Then, there exist positive absolute constants \( C_1 = C_1(m), C_2 = C_2(m,\gamma_1,\gamma_2) \) such that, for any \( x > 0 \) and \( t > 0 \), it holds that

\[
\mathbb{P}\{|V_n - \theta| \geq (x + C_1 t')\} \leq 2 \sum_{p=r}^m \exp\left(-\frac{C_2n x^{2/p}}{A_p^{1/p} + x^{1/p} M_p^{1/p}}\right) + n \sum_{\ell=1}^d \mathbb{P}(|X_{1,\ell}| \geq M),
\]

where \( t' \) is defined in (21), and \( \{A_p\}_{p=1}^m, \{M_p\}_{p=1}^m \) take the values \( A_p = F(t)^2, M_p = F(t)(\log n)^{2p} \) with the corresponding \( F(t) \) under Conditions (B1)-(B3), respectively.

The second corollary is on discontinuous kernels of the form considered in Theorem 3 and \( \mathcal{C} \subset \mathbb{R}^{2d} \) in Condition (A) is chosen to be (15). It can be readily checked that in this case, the corresponding \( C_1 \) defined by (20) is \( [-M_1,M_1]^d \). A typical choice in practice is \( M_1 = n^{\eta_1}, M_2 = n^{-\eta_2} \) for sufficiently large \( \eta_1, \eta_2 \).

Corollary 7. Consider the same setting as Theorem 3. Suppose that (M) holds and for some given \( M_1, M_2 > 0 \), \( f \) satisfies Condition (B4) therein with \( M_1, M_2 \). Assume further that \( X_1 \) is absolutely continuous and uniformly over all \( \ell \in [d] \) and \( 1 \leq i < j \leq n \), the density of \( (X_{i,\ell} - X_{j,\ell}) \) is upper bounded by some constant \( D = D(n) > 0 \). Let \( f \) be degenerate of level \( r - 1 \).

(a) For any \( x > (|f_0(0)| + F(t))/n \) and \( t > 0 \), it holds that

\[
\mathbb{P}\{|V_n - \theta| \geq x + C_1 t'\} \leq 2 \sum_{p=r}^2 \exp\left(-\frac{C_2 n y^{2/p}}{A_p^{1/p} + y^{1/p} M_p^{1/p}}\right) + n^2 \left(\sum_{\ell=1}^d J_\ell\right) M_2 D + n \sum_{\ell=1}^d \mathbb{P}(|X_{1,\ell}| \geq M_1),
\]

where \( y = x - (|f_0(0)| + F(t))/n \).

(b) Suppose further that \( 0 < M_2 \leq \inf_{\ell\in[d],k\in[J]}\{|y_{\ell,k}|\} \) for \( y_{\ell,k} \) defined in Condition (B4) in Theorem 3. Then, for any \( x > 0 \) and \( t > 0 \), it holds that

\[
\mathbb{P}\{|V_n - \theta| \geq x + C_1 t'\} \leq 2 \sum_{p=r}^2 \exp\left(-\frac{C_2 n x^{2/p}}{A_p^{1/p} + x^{1/p} M_p^{1/p}}\right) + n^2 \left(\sum_{\ell=1}^d J_\ell\right) M_2 D + n \sum_{\ell=1}^d \mathbb{P}(|X_{1,\ell}| \geq M_1).
\]
In both (a) and (b), \( t' \) is defined in (21), \( C_1 \) is some absolute constant, \( C_2 = C_2(\gamma_1, \gamma_2) \), and \( \{A_p\}_{p=1}^{2d} \) and \( \{M_p\}_{p=1}^{2d} \) take the values \( A_p \sim F(t)^2, M_p \sim F(t)(\log n)^{2p} \), with \( F(t) \) specified in Theorem 3.

The extra condition in part (b), \( |y_{i,k}| > 0 \) for all \( \ell \in [d] \) and \( k \in [J_\varepsilon] \), is satisfied by, for example, the box kernel discussed after Theorem 3. However, it excludes Kendall’s tau and Spearman’s rho.

We end this section with a summary table of example kernels that satisfy Condition (A), along with the corresponding set \( \mathcal{C} \) and expansion constants \( (F(t,\mathcal{C}), B(t,\mathcal{C}), \mu_a(t,\mathcal{C})) \).

Throughout the table, \( M_1 \) is assumed to be sufficiently large and \( M_2, t \) are assumed to be sufficiently small. \( \mathcal{C} \) represents a large enough absolute positive constant. We use the notation \( \|X_i,\|_a := \max_{\ell \in [d]} \{\mathbb{E}(\|X_{i,\ell}\|)\}^{1/a} \).

Table 1: Example kernels with corresponding set \( \mathcal{C} \) and constants \( (F(t,\mathcal{C}), B(t,\mathcal{C}), \mu_a(t,\mathcal{C})) \) in Condition (A).

| Name          | Definition                                                                 | \( \mathcal{C} \)       | \( (F, B, \mu_a) \)  |
|---------------|------------------------------------------------------------------------------|--------------------------|----------------------|
| Linear        | \( x_1 y \)                                                                 | \(-M, M\)^{2d}          | \( d, M, ||X_i,\|_a \) |
| Gaussian      | \( \exp(-\|x - y\|^2/2) \)                                                  | \(-M, M\)^{2d}          | \( (2, 1, 1) \)      |
| Laplacian     | \( \exp(-\|x-y\|_1) \)                                                     | \(-M, M\)^{2d}          | \( (2, 1, 1) \)      |
| Cauchy        | \( \prod_{\ell=1}^{d} \frac{2}{1 + (x_\ell - y_\ell)^2} \)               | \(-M, M\)^{2d}          | \( (2^{d+1}, 1, 1) \) |
| Hat           | \( (1 - |x - y|)\mathbb{1}(\|x - y\| \leq 1) \)                           | \(-M, M\)^{2}           | \( (2, 1, 1) \)      |
| Cosine        | \( \cos(x-y)\mathbb{1}(\|x - y\| \leq \pi/2) \)                         | \(-M, M\)^{2}           | \( (32, 1, 1) \)     |
| Size-1 Box    | \( \mathbb{1}(\|x - y\| \leq 1) \)                                       | \( (15), d = 1 \)       | \( \left\{ C \log M \frac{1}{M} + C \log \log (\frac{1}{M}) \right\}, 1, 1 \) |
| Kendall’s Tau | \( \text{sign}(x_1 - y_1)\text{sign}(x_2 - y_2) \)                      | \( (15), d = 2 \)       | \( \left\{ C \log^2 M \frac{1}{M^2} + C \log^2 \log \left( \frac{1}{M} \right) \right\}, 1, 1 \) |
| Spearman’s Rho| \( \text{sign}(x_1 - y_1)\text{sign}(x_2 - y_2) \)                      | \( (18) \)              | \( \left\{ C \log^2 M \frac{1}{M^2} + C \log^2 \log \left( \frac{1}{M} \right) \right\}, 1, 1 \) |

3 Applications

In this section, we discuss two statistical applications of the developed theory to high-dimensional estimation and testing problems.

3.1 Stochastic partially linear model

3.1.1 Set-up

Consider the following high-dimensional stochastic partially linear model,

\[ Y_i = X_i^\top \beta^* + g(W_i) + \varepsilon_i, \quad i = 1, \ldots, n, \]  

(22)

where the sequence \( \{X_i, W_i, \varepsilon_i\}_{i=1}^{n} \in \mathbb{R}^p \times \mathbb{R} \times \mathbb{R} \) is jointly stationary, \( g(\cdot) \) is some unknown function considered to be a nuisance parameter, and the noise sequence \( \{\varepsilon_i\}_{i=1}^{n} \) is assumed to be independent from \( \{X_i\}_{i=1}^{n} \) and \( \{W_i\}_{i=1}^{n} \). The dimension \( p \) of the linear component is allowed to be much larger than \( n \), and we assume the true parameter of interest \( \beta^* \) is \( s \)-sparse.
The partially linear model is of fundamental importance in statistics and econometrics. In many applications, temporal dependence and high dimensionality naturally occur (cf. Chapter 18 in Li and Racine [2007] and Bühlmann and van de Geer [2011]). Recently, Han et al. [2017b] studied the penalized Honoré-Powell estimator [Honoré and Powell, 2005]

\[ \hat{\beta}_{hn} := \arg\min_{\beta \in \mathbb{R}^p} \left\{ \left( \frac{n}{2} \right)^{-1} \sum_{i < j} \frac{1}{h_n} K \left( \frac{\tilde{W}_{ij}}{h_n} \right) \left( \tilde{Y}_{ij} - \tilde{X}_{ij}^\top \beta \right)^2 + \lambda_n \| \beta \|_1 \right\}, \tag{23} \]

where \( \tilde{Y}_{ij} := Y_i - Y_j, \tilde{X}_{ij} := X_i - X_j, \tilde{W}_{ij} := W_i - W_j, \) \( K(\cdot) \) is a positive density kernel and \( h_n \) is the bandwidth parameter. The authors showed that, under i.i.d.-ness of \( \{Y_i, X_i, W_i\}_{i=1}^n \) and some other regularity conditions, the pairwise difference estimator in (23) achieves the minimax rate with high probability:

\[ \left\| \hat{\beta}_{hn} - \beta^* \right\|^2 = O_p \left( \frac{s \log p}{n} \right). \tag{24} \]

However, it is unknown in the literature whether the same conclusion is true when the data are dependent. Note that the first term of the loss function in (23) is essentially a U-statistic of order 2. In what follows, we will make use of Corollary 6 to provide explicit conditions under which the optimal rate in (24) can be recovered in the high-dimensional time series setting.

3.1.2 Optimality results

We pose the following assumptions on the data generating scheme of model (22), which largely follow those in Han et al. [2017b].

**Assumption 1** (Mixing conditions). \( \{X_{i,k}, W_i, \varepsilon_i\}_{i=1}^n \) for all \( k \in [p] \) and \( \{X_{i,k}, X_{i,\ell}, W_i\}_{i=1}^n \) for all \( (k, \ell) \in [p] \times [p] \) are assumed to be part of a stationary and geometrically \( \alpha \)-mixing sequence, respectively, with coefficient \( \alpha(i) \leq \gamma_1 \exp(-\gamma_2 i) \) for all \( i \geq 1 \) and positive constants \( \gamma_1, \gamma_2 \).

**Remark 2.** In Assumption 1, instead of assuming that the \( (p + 2) \)-dimensional vector \( \{X_i, W_i, \varepsilon_i\}_{i=1}^n \) is part of a stationary and geometrically \( \alpha \)-mixing sequence, only subprocesses with a fixed dimension 3 are required to be stationary and geometrically \( \alpha \)-mixing.

**Assumption 2** (Kernel condition). \( K(\cdot) \) is chosen to be a continuous, positive definite density kernel such that \( K(u) \geq 0 \) for all \( u \in \mathbb{R} \) and \( \int K(u) du = 1 \). We also assume there exists some absolute positive number \( M_K \) larger than 1, such that

\[ \max \left\{ \int |u|^3 K(u) du, \sup_{u \in \mathbb{R}} |u| K(u), \sup_{u \in \mathbb{R}} K(u) \right\} \leq M_K. \]

**Assumption 3** (Density condition of \( W \)). We assume there exists a positive number \( M_W \) \( \geq 0 \) such that

\[ \max \left\{ \left| \frac{\partial f_{W|X}(w, x)}{\partial w} \right|, f_{W}(w) \right\} \leq M_W \]

for arbitrary \( (w, x) \) in the range of \( (W, X) \), where \( f_{W|X} \) represents the conditional density of \( W \) given \( X \).
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Assumption 4 (Regularity of $\widetilde{W}_{ij}$ around 0). For any pair $(i, j) \in [n] \times [n]$ and $i \neq j$, $f_{\widetilde{W}_{ij}}^{ij}(0) \geq M_{\ell} > 0$ for some positive constant $M_{\ell}$, where $f_{\widetilde{W}_{ij}}^{ij}$ is the density of $\widetilde{W}_{ij}$ under the product measure.

Assumption 5 (Restricted eigenvalue condition). There exists a positive constant $\kappa_{\ell}$ such that

$$v^T \mathbb{E}^{ij} \left( \bar{X}_{ij} \bar{X}_{ij}^T | \widetilde{W}_{ij} = 0 \right) v \geq \kappa_{\ell} \|v\|^2$$

for all $v \in \{ \beta \in \mathbb{R}^p : \|\beta_{S_0}\|_1 \leq 3 \|\beta_{S_0}\|_1 \}$, where $S_0$ is the support of $\beta^*$ and for any measurable $f$, $\mathbb{E}^{ij} \{ f(X_i, X_j) \}$ is the integration of $f$ under the product measure.

Assumption 6 (Distribution of $\{X_i\}_{i=1}^n$). Uniformly over $(i, j) \in [n] \times [n]$, $i \neq j$ and $k \in [p]$, $X_{ik}$ and $X_{ik} | \widetilde{W}_{ij} = 0$ are sub-Gaussian with constant $\kappa_x^2$.

Assumption 7 (Distribution of $\{\varepsilon_i\}_{i=1}^n$). $\{\varepsilon_i\}_{i=1}^n$ is assumed to have finite $(2 + \delta_1)$th moment for some positive $\delta_1$.

Assumption 8 (Distribution of $\{W_i\}_{i=1}^n$). $\{W_i\}_{i=1}^n$ is assumed to have finite $(4 + \delta_2)$th moment for some positive $\delta_2$.

Assumption 9 (Smoothness of $g(\cdot)$). The nonlinear component $g(\cdot)$ in (22) is assumed to be $L$-Lipschitz, that is, there exists some absolute positive constant $L$ such that for any $w_1, w_2$ in the domain of $W$, it holds that

$$|g(w_1) - g(w_2)| \leq L |w_1 - w_2|.$$

The following is the main result of this section. It is built upon Corollaries 3 and 6.

Theorem 4. Assume that there exist positive constants $C_1, C_2$ such that $C_1 (\log p/n)^{1/2} \leq C_2$. In addition, suppose that Assumptions 1-9 hold and the tuning parameters $\lambda_n, h_n$ in estimator (23) satisfy

$$C_1 (\log p/n)^{1/2} \leq h_n \leq C_2 \text{ and } \lambda_n \geq C_3 \left\{ h_n + (\log p/n)^{1/2} \right\} ,$$

and moreover,

$$n \geq C_3 \left\{ s^2 (\log p) \vee (\log p)^3 (\log n)^4 \vee (\log p)^{\frac{8 + 2\delta_1}{4 + \delta_2}} (\log n)^{\frac{16 + 4\delta_1}{4 + \delta_2}} \vee (\log p)^{\frac{16 + 2\delta_2}{4 + \delta_2}} (\log n)^{\frac{16 + 2\delta_2}{4 + \delta_2}} \right\} ,$$

where $s$ is the sparsity level of the true $\beta^*$, $\delta_1, \delta_2$ are positive constants in Assumptions 7 and 8, and $C_3$ only depends on $C_1, C_2, \gamma_1, \gamma_2, M_K, M_{W}, M_{\ell}, \kappa_{\ell}, \kappa_x, \mathbb{E}(\|\varepsilon\|^{2+\delta_1}), \mathbb{E}(\|W\|^{4+\delta_2}), L$. Then, it holds that

$$\left\| \hat{\beta}_{h_n} - \beta^* \right\|^2 \leq cs \lambda_n^2$$

with probability at least $1 - \exp(-c'(\log p) - c'n^{-\delta_1/(4+\delta_2)} - c''n^{-\delta_2/(8+\delta_2)})$, where $c, c', c''$ are positive constants that only depend on $C_1, C_2, \gamma_1, \gamma_2, M_K, M_W, M_{\ell}, \kappa_{\ell}, \kappa_x, \mathbb{E}(\|\varepsilon\|^{2+\delta_1}), \mathbb{E}(\|W\|^{4+\delta_2}), L$.

If we choose $h_n$ on the order of $(\log p/n)^{1/2}$ and $\lambda_n$ further on the order of $(\log p/n)^{1/2}$, then the squared $\ell_2$ error of the estimator (23) can be upper bounded with high probability on the
order of \( s \log p/n \), which achieves the minimax Lasso rate as if there were no nonparametric component. This error bound extends the optimal rate of the partially linear model derived in Müller and van de Geer [2015], Zhu [2017], and Han et al. [2017b] under the high-dimensional i.i.d. setting to the time series setting.

### 3.2 Multiple testing of independence in high dimensions

Testing pairwise independence is of fundamental importance in statistics. In practice, it is often the case that, for each variable, we observe a time series instead of independent realizations. See, for instance, Haugh [1976], Hong [1996], and Duchesne and Roy [2003], among others, for testing independence in the time series setting. In this section, with the help of Proposition 2 and the following corollary, we will extend such tests to a multiple testing problem of a growing number of hypotheses.

The following corollary reproduces the Cramér-type moderate deviation in Proposition 2 with the help of Proposition 2 and the following corollary.

**Corollary 8.** Assume the kernel \( f \) in (1) is centered, nondegenerate, satisfies (7) with some \( \gamma, \eta > 0 \), and \( d^2 \) defined in (6) is strictly positive.

(a) Suppose that there exists \( M > 0 \) and \( C = [-M, M]^{md} \) such that \( f \) satisfies one of the Conditions (B1)-(B3) with set \( C \), and for some \( t = O(1/(\sqrt{n}(\log n)^2)) \), \( t' = t'(t, M) \) defined in (21) with set \( C \) satisfies \( t' = O(t) \). Assume further the following holds,

\[
\left\{ \sum_{\ell=1}^{d} \mathbb{P}(|X_{1,\ell}| \geq M) = o\left\{ n^{-\gamma^2/2}(\log n)^{-1/2} \right\} \right. 
\]

Then, the result of Proposition 2 holds provided that (8) holds with constants \( (F(t), B(t), \mu_a(t)) \) under Conditions (B1)-(B3), respectively.

(b) Suppose that there exist \( M_1, M_2 > 0 \) such that \( f \) satisfies (B4) with \( M_1, M_2 \), and the density of each \( (X_{i,\ell} - X_{j,\ell}) \) is upper bounded by some \( D = D(n) > 0 \) uniformly over all \( \ell \in [d] \) and \( 1 \leq i < j \leq n \). Assume that for some \( t = O(1/(\sqrt{n}(\log n)^2)) \), \( t' = t'(t, M_1, M_2) \) defined in (21) with \( C \) in (15) satisfies \( t' = O(t) \). Assume further the following holds,

\[
\left\{ n^2 \left( \sum_{\ell=1}^{d} J_\ell \right) M_2 D \right\} \vee \left\{ n \sum_{\ell=1}^{d} \mathbb{P}(|X_{1,\ell}| \geq M_1) \right\} = o\left\{ n^{-\gamma^2/2}(\log n)^{-1/2} \right\} .
\]

Then, the result of Proposition 2 holds provided that \( (|f_0(0)| + F(t))/n = o(1/(\sqrt{n}(\log n)^2)) \) and (8) hold with constants \( (F(t), B(t), \mu_a(t)) \) under Condition (B4).

#### 3.2.1 A general testing scheme

Consider the following multiple hypothesis testing problem. Given \( p \) independent stationary bivariate time series \( \{X_i^{(t)}\}_{i=1}^{n} = \{(X_{i,1}^{(t)}, X_{i,2}^{(t)})\}_{i=1}^{n} \) for \( t \in [p] \), where \( p \) is allowed to grow with \( n \), we aim to test the hypothesis

\[ H_0: \{X_{i,1}\}_{i=1}^{n} \text{ is independent of } \{X_{i,2}\}_{i=1}^{n} \text{ for all } \ell \in [p]. \]

In what follows, we will use the letter \( \ell \) in the superscript to represent the \( \ell \)th pair of time series. For simplicity, we assume that the \( p \) bivariate sequences are mutually independent.
We propose to test $H_0$ by constructing an order-2 U-statistic for each of the $p$ pairs, that is, for $\ell \in [p],$

$$U_{n,\ell} := \left( \frac{n}{2} \right)^{-1} \sum_{1 \leq i < j \leq n} h_\ell(X_i^\ell, X_j^\ell),$$

(25)

where the sequence of kernels $\{h_\ell^p\}_{\ell=1}^p : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ is assumed to be symmetric and nondegenerate. For each $\ell \in [p]$, we will use the notation

$$h_1^\ell(x) := \mathbb{E}_{H_0}\left\{ h_\ell^\ell(x, X_2^\ell) \right\}, \quad \theta_\ell := \mathbb{E}_{H_0}\left\{ h_\ell^\ell(X_1^\ell, X_2^\ell) \right\},$$

$$\sigma_\ell^2 := \text{Var}_{H_0}\left\{ h_1^\ell(X_1^\ell) \right\} + 2 \sum_{i > 1} \text{Cov}_{H_0}\left\{ h_1^\ell(X_i^\ell), h_1^\ell(X_i^\ell) \right\},$$

where $X_1^\ell, X_2^\ell \in \mathbb{R}^2$ are two i.i.d. copies of $X_1^\ell$, and $\mathbb{E}_{H_0}, \text{Var}_{H_0}, \text{Cov}_{H_0}$ are expectation, variance, and covariance under the null hypothesis $H_0$. For each $\ell \in [p]$, we define

$$\bar{U}_{n,\ell} := \frac{\sqrt{n}}{2\sigma_\ell} \left( U_{n,\ell} - \theta_\ell \right) \quad \text{and} \quad S_n := \max_{1 \leq \ell \leq p} |\bar{U}_{n,\ell}|.$$

The following result gives an asymptotically valid test of $H_0$. The Cramér-type moderate deviation in Proposition 2' plays a central role in its proof.

**Theorem 5.** Suppose that for each $\ell \in [p], \{X_1^\ell\}_{i=1}^n$ is part of a stationary sequence $\{X_i^\ell\}_{i \in \mathbb{Z}}$ that is geometrically $\alpha$-mixing with coefficient $\alpha(i) \leq \gamma_1 \exp(-\gamma_2 i)$ for all $i \geq 1$ and some positive constants $\gamma_1, \gamma_2$. Suppose the kernel sequence $\{h_\ell^p\}_{\ell=1}^p$ in (25) is chosen such that each $\bar{U}_{n,\ell}$ satisfies (5) with $x \in [0, \gamma \sqrt{\log n}]$. Then, for $p = O\left( n^{\gamma^2/2} \right)$, the test based on the following rejection region,

$$I := \left\{ S_n^2 - 2 \log p + \log \log p \geq q_\alpha \right\},$$

(26)

has asymptotic size $\alpha$, where $q_\alpha = -\log \pi - 2 \log \log(1 - \alpha)^{-1}$ is the $1 - \alpha$ quantile of the Gumbel distribution with distribution function $\exp\{-\pi^{-1/2} \exp(-y/2)\}$.

With a similar optimality argument as in Han et al. [2017a], one can readily show that under similar conditions to that in Section 4.3 therein, the test based on (26) is rate-optimal.

### 3.2.2 Example: testing of a bivariate AR(1) sequence

We now exemplify Theorem 5 with the special case when each component of $\{X_i^\ell\}_{i \in \mathbb{Z}} = \{X_{i,1}^\ell, X_{i,2}^\ell\}_{i \in \mathbb{Z}}$ for $\ell \in [p]$ is an AR(1) sequence that takes the form

$$X_{i+1,j}^\ell = \alpha_j^\ell X_{i,j}^\ell + \varepsilon_{i+1,j}^\ell, \quad i \geq 1$$

(27)

for $j = 1, 2$, where $|\alpha_j^\ell| < 1$ and $\{\varepsilon_{i,j}^\ell\}_{i=1}^n$ is the innovation sequence. Assuming that $\{\varepsilon_{i,1}^\ell\}_{i=1}^n$ and $\{\varepsilon_{i,2}^\ell\}_{i=1}^n$ are absolutely continuous with respect to the Lebesgue measure, Theorem 1 of Mokkadem [1988] guarantees that $\{X_{i,1}^\ell\}_{i \in \mathbb{Z}}$ and $\{X_{i,2}^\ell\}_{i \in \mathbb{Z}}$ are both geometrically $\alpha$-mixing for $\ell \in [p]$. Suppose $\{X_{i,1}^\ell\}_{i=1}^n$ and $\{X_{i,2}^\ell\}_{i=1}^n$ are stationary with distributions $F_1^\ell$ and $F_2^\ell$, respectively for $\ell \in [p]$. Following the independence test of two i.i.d. samples in Kendall [1938], for each $\ell \in [p]$, we choose $h_\ell$ to be Kendall’s tau statistic:

$$h_\ell(x, y) := \text{sign}(x_1 - y_1) \text{sign}(x_2 - y_2).$$
We now, for each $\ell \in [p]$, calculate the parameters $\theta_\ell$ and $\sigma^2_\ell$ in the definition of $\tilde{U}_{n,\ell}$. Under $H_0$, it holds that
\[
\theta_\ell = \mathbb{E}\left\{ \text{sign}\left( \tilde{X}_{1,1}^\ell - \tilde{X}_{2,1}^\ell \right) \text{sign}\left( \tilde{X}_{1,2}^\ell - \tilde{X}_{2,2}^\ell \right) \right\} \\
= \mathbb{E}\left\{ \text{sign}\left( \tilde{X}_{1,1}^\ell - \tilde{X}_{2,1}^\ell \right) \right\} \mathbb{E}\left\{ \text{sign}\left( \tilde{X}_{1,2}^\ell - \tilde{X}_{2,2}^\ell \right) \right\} = 0.
\]
Moreover, $h_1^\ell$ can be readily calculated as
\[
h_1^\ell(x) = \mathbb{E}_{H_0}\left\{ \text{sign}\left(x_1 - \tilde{X}_{1,1}^\ell \right) \text{sign}\left(x_2 - \tilde{X}_{1,2}^\ell \right) \right\} = \left\{ 2F_1^\ell(x_1) - 1 \right\} \left\{ 2F_2^\ell(x_2) - 1 \right\}.
\]
Therefore, it holds that
\[
\sigma^2_\ell = \text{Var}\left\{ h_1^\ell(X_1) \right\} + 2 \sum_{i>1} \text{Cov}\left\{ h_1^\ell(X_1), h_1^\ell(X_i) \right\} \\
= \frac{1}{9} \left\{ 2F_1^\ell(X_{1,1}) - 1 \right\} \left\{ 2F_1^\ell(X_{1,1}) \right\} \mathbb{E}\left\{ \left( 2F_2^\ell(X_{1,2}) - 1 \right) \left( 2F_2^\ell(X_{1,2}) \right) \right\} \\
= \frac{1}{9} + 2 \sum_{i>1} \left[ 4\mathbb{E}\left\{ F_1^\ell(X_{1,1})F_1^\ell(X_{1,1}) \right\} - 1 \right] \left[ 4\mathbb{E}\left\{ F_2^\ell(X_{1,2})F_2^\ell(X_{1,2}) \right\} - 1 \right],
\]
where the second summand can be readily estimated given the model (27).

The following result guarantees the validity of the test (26) in this special case. The Cramér-type moderate deviation in Corollary 8 plays a central role in its proof. For each $\ell \in [p]$, we will use the notation $\{(\tilde{X}_{i,1}^\ell, \tilde{X}_{i,2}^\ell)\}_{i=1}^n$ to represent $n$ i.i.d. copies of $X_1^\ell$.

**Proposition 5.** Suppose that for each $\ell \in [p]$, $X_{1,1}^\ell$ and $X_{1,2}^\ell$ both have finite $\eta_1$th moment for some $\eta_1 > 0$. Moreover, suppose that for each $\ell \in [p]$, $X_1^\ell$ is absolutely continuous, and the density of $X_{1,k}^\ell$, $X_{i,k}^\ell - X_{j,k}^\ell$, $\tilde{X}_{i,k}^\ell - \tilde{X}_{j,k}^\ell$ uniformly over $1 \leq i \neq j \leq n$ and $k \in [2]$ is upper bounded by some $D = D(n) > 0$ such that $D = O(n^{\eta_2})$ for some $\eta_2 > 0$. Then, the test based on the rejection region (26) has asymptotic size $\alpha$ for $p = O(n^{\gamma^2/2})$ with arbitrarily large $\gamma$.

## 4 Discussion

In this section we discuss extensions of our main results to $\tau$-mixing sequence. Recall the following definition of the $\tau$-coefficient introduced in Dedecker and Prieur [2004]. Given a random variable $X$ that takes value in a metric space $(\mathcal{X}, d)$ and a $\sigma$-algebra $\mathcal{M}$, denote $\Lambda_1(\mathcal{X})$ as the family of 1-Lipschitz functions from $\mathcal{X}$ to $\mathbb{R}$ with respect to the metric $d$. When $X$ is integrable, the function
\[
W(\mathbb{P}|_{X,M}) := \sup_{f \in \Lambda_1(\mathcal{X})} \left\{ \left| \int f(x)\mathbb{P}|_{X,M}(dx) - \int f(x)\mathbb{P}|_{X}(dx) \right| \right\}
\]
can be shown to be $\mathcal{M}$-measurable. The $\tau$-coefficient is defined as
\[
\tau(\mathcal{M}, X; d) := \| W(\mathbb{P}|_{X,M}) \|_1.
\]
For a stationary sequence of $\mathcal{X}$-valued random variables $\{X_i\}_{i \in \mathbb{Z}}$ and $\sigma$-algebras $\{\mathcal{M}_i\}_{i \in \mathbb{Z}}$ (usually taken to be $\sigma(\{X_j, j \leq i\})$), $\Lambda_1(\mathcal{X}^k)$ is defined as the family of 1-Lipschitz func-
tions on the product space $\mathcal{X}^k$ equipped with the metric $d_{1,k}(x,y) := \sum_{i=1}^{k} d(x_i,y_i)$ for $x = (x_1, \ldots, x_k)$ and $y = (y_1, \ldots, y_k)$ in $\mathcal{X}^k$. The $\tau$-mixing coefficient is then defined as

$$\tau_m(i) := \max_{1 \leq k \leq m} \frac{1}{k} \sup \{ \tau(M_0, (X_{j_1}, \ldots, X_{j_k}); d_{1,k}) \},$$

where the supremum is taken over all $(j_1, \ldots, j_k)$ such that $1 \leq i \leq j_1 < \ldots < j_k$, and

$$\tau(i) := \sup_{m \geq 1} \tau_m(i).$$

The sequence is said to be $\tau$-mixing if $\tau(i) \to 0$ as $i \to \infty$. Lemma 11 in the supplement shows that, under quite mild moment conditions, $\alpha$-mixing implies $\tau$-mixing. See Dedecker et al. [2007] for examples of time series models that are $\tau$-mixing. In this section, we make the following model assumption:

\begin{itemize}
\item[(M')] $\{X_i\}_{i=1}^n$ in (1) is part of a stationary sequence $\{X_i\}_{i \in \mathbb{Z}}$ in $\mathbb{R}^d$, which is assumed to be geometrically $\tau$-mixing with coefficient

$$\tau(i) \leq \gamma_1 \exp(-\gamma_2i) \quad \text{for all } i \geq 1,$$

for some positive constants $\gamma_1, \gamma_2$.
\end{itemize}

The first result extends the Bernstein-type inequality in Proposition 1'.

**Proposition 1''.** Suppose that $n \geq 2$, Condition (M') holds, and for any $t > 0$, $f$ in (1) satisfies (A) with some set $C$. Moreover, suppose that the bases $\{e_j(\cdot)\}_{j=1}^{K}$ in the expansion (3) satisfy the following Condition (A') with set $C$:

\begin{itemize}
\item[(A')] there exists a positive constant $L = L(t,C)$ such that

$$|e_j(x) - e_j(y)| \leq L \sum_{\ell=1}^{d} |x_\ell - y_\ell|$$

for all $x, y \in \mathbb{R}^d$ and all $j \in [K]$.
\end{itemize}

Then, the tail bound in Proposition 1' holds with the same constants $\{A_p\}_{p=1}^{m}$, $\{M_p\}_{p=1}^{m}$, except now $\sigma^2$ in the definition of $\{A_p\}_{p=1}^{m}$ takes the value

$$\sigma^2 := \frac{12(\gamma_1 L)^{\frac{4}{1+\delta}}}{1 - \exp\{-\gamma_2(1+\delta)/(1+\delta)\}^{\frac{2+\delta}{4+\delta}}}.$$

Proposition 1'' is almost identical to its $\alpha$-mixing version in Proposition 1', except that a slightly different upper bound on the variance is now used for the $\tau$-mixing sequence $\{X_i\}_{i=1}^n$. Next, we develop an analogous version of Theorem 1, which helps verify the conditions in Proposition 1''.

**Theorem 1'** (Smooth kernels). For any given $M > 0$, let $C = [-M, M]^{md}$. Suppose that $f$ in (1) satisfies Condition (B1) in Theorem 1 with set $C$, $\overline{f}$, and some $q \geq 1$. Then, for any $t > 0$, Conditions (A) and (A') are satisfied with set $C$ and constants

$$F = 2^m \left\| \overline{f} \right\|_{L_1}, \quad B = 1, \quad \mu_a = 1,$$

$$L = \left[ \frac{\mu_a^{q} (\overline{f}) m d \left\| \overline{f} \right\|_{L_1}^2}{t^2} \log \left\{ \frac{48\pi M m d \left\| \overline{f} \right\|_{L_1}^{1-1/q} \mu_q (\overline{f})}{t} \right\} \right]^{1/q}$$

(28)
for any $a \geq 1$.

Note that in Theorem 1’, the constant $L$ depends polynomially on $1/t$ under Condition (11) in (B1). This dependence can be improved to $\log(1/t)$ if the Fourier transform of $\hat{f}$ has exponential moment, that is,

$$\int_{\mathbb{R}^d} |\hat{f}(u)| \exp(\lambda_0 \|u\|) du < \infty$$

for some positive $\lambda_0$. This exponential moment condition is satisfied, for example, by the Gaussian kernel and the Cauchy kernel discussed after Corollary 3. Starting from Theorem 1’, we can readily extend Theorems 2 and 3 to the $\tau$-mixing case with the same smoothing technique. We omit them here for the purpose of brevity.

References

Adamczak, R. (2006). Moment inequalities for U-statistics. *The Annals of Probability*, 34(6):2288–2314.

Arcones, M. A. and Giné, E. (1993). Limit theorems for $U$-processes. *The Annals of Probability*, 21(3):1494–1542.

Arratia, R., Goldstein, L., and Gordon, L. (1989). Two moments suffice for poisson approximations: the Chen-Stein method. *The Annals of Probability*, 17(1):9–25.

Atchadé, Y. D. and Cattaneo, M. D. (2014). A martingale decomposition for quadratic forms of markov chains (with applications). *Stochastic Processes and their Applications*, 124(1):646–677.

Babu, G. J. and Singh, K. (1978). Probabilities of moderate deviations for some stationary strong-mixing processes. *Sankhyā: The Indian Journal of Statistics, Series A*, 40(1):38–43.

Basu, S. and Michailidis, G. (2015). Regularized estimation in sparse high-dimensional time series models. *The Annals of Statistics*, 43(4):1535–1567.

Beutner, E. and Zähle, H. (2012). Deriving the asymptotic distribution of U-and V-statistics of dependent data using weighted empirical processes. *Bernoulli*, 18(3):803–822.

Borisov, I. and Volodko, N. (2015). A note on exponential inequalities for the distribution tails of canonical von Mises’ statistics of dependent observations. *Statistics and Probability Letters*, 96:287–291.

Boucheron, S., Lugosi, G., and Massart, P. (2013). *Concentration Inequalities: A Nonasymptotic Theory of Independence*. Oxford University Press.

Bühlmann, P. and van de Geer, S. (2011). *Statistics for High-dimensional Data: Methods, Theory and Applications*. Springer.
Chen, X., Shao, Q.-M., Wu, W. B., and Xu, L. (2016). Self-normalized Cramér-type moderate deviations under dependence. *The Annals of Statistics*, 44(4):1593–1617.

Dedecker, J., Doukhan, P., Lang, G., León, J., Louhichi, S., and Prieur, C. (2007). *Weak Dependence: With Examples and Applications*. Springer.

Dedecker, J. and Prieur, C. (2004). Coupling for $\tau$-dependent sequences and applications. *Journal of Theoretical Probability*, 17(4):861–885.

Dehling, H. (2006). Limit theorems for dependent U-statistics. In *Dependence in Probability and Statistics*, pages 65–86, New York. Springer.

Dehling, H. and Taqqu, M. S. (1989). The empirical process of some long-range dependent sequences with an application to U-statistics. *The Annals of Statistics*, 17(4):1767–1783.

Dehling, H. and Wendler, M. (2010). Central limit theorem and the bootstrap for U-statistics of strongly mixing data. *Journal of Multivariate Analysis*, 101(1):126–137.

Denker, M. (1981). Statistical decision procedures and ergodic theory. In Michel, H., editor, *Ergodic Theory and Related Topics: Proceedings Vitte/Hiddensee*, pages 35–47.

Denker, M. and Keller, G. (1983). On U-statistics and von Mises’ statistics for weakly dependent processes. *Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete*, 64(4):505–522.

Dewan, I. and Rao, B. P. (2001). Asymptotic normality for U-statistics of associated random variables. *Journal of Statistical Planning and Inference*, 97(2):201–225.

Duchesne, P. and Roy, R. (2003). Robust tests for independence of two time series. *Statistica Sinica*, 13(3):827–852.

Folland, G. B. (2013). *Real Analysis: Modern Techniques and Their Applications*. John Wiley & Sons.

Ghosh, M. and Babu, G. J. (1977). Probabilities of moderate deviations for some stationary $\phi$-mixing processes. *The Annals of Probability*, 5(2):222–234.

Giné, E., Latała, R., and Zinn, J. (2000). Exponential and moment inequalities for $U$-statistics. In *High Dimensional Probability II*, volume 47, pages 13–38. Springer.

Han, F. (2018). An exponential inequality for U-statistics under mixing conditions. *Journal of Theoretical Probability*, 31(1):556–578.

Han, F., Chen, S., and Liu, H. (2017a). Distribution-free tests of independence in high dimensions. *Biometrika*, 104(4):813–828.

Han, F., Ren, Z., and Zhu, Y. (2017b). Adaptive estimation of high dimensional partially linear model. *arXiv:1705.08930*. 

28
Han, F., Ren, Z. H., and Zhu, Y. (2018). Supplement to “pairwise difference estimation of high dimensional partially linear model.”

Haugh, L. D. (1976). Checking the independence of two covariance-stationary time series: a univariate residual cross-correlation approach. *Journal of the American Statistical Association*, 71(354):378–385.

Hoeffding, W. (1948). A class of statistics with asymptotically normal distribution. *The Annals of Mathematical Statistics*, 19(3):293–325.

Hoeffding, W. (1963). Probability inequalities for sums of bounded random variables. *Journal of the American Statistical Association*, 58(301):13–30.

Hong, Y. (1996). Testing for independence between two covariance stationary time series. *Biometrika*, 83(3):615–625.

Honoré, B. E. and Powell, J. (2005). Pairwise difference estimators for nonlinear models. In Andrews, D.W.K., Stock, J.H. (Eds.) Identification and Inference in Econometric Models. Essays in Honor of Thomas Rothenberg, pages 520–533. Cambridge University Press.

Hsing, T. and Wu, W. B. (2004). On weighted U-statistics for stationary processes. *The Annals of Probability*, 32(2):1600–1631.

Kendall, M. G. (1938). A new measure of rank correlation. *Biometrika*, 30(1/2):81–93.

Korolyuk, V. S. and Borovskich, Y. V. (2013). *Theory of U-Statistics*. Springer Science & Business Media.

Leucht, A. (2012). Degenerate U- and V-statistics under weak dependence: Asymptotic theory and bootstrap consistency. *Bernoulli*, 18(2):552–585.

Leucht, A. and Neumann, M. H. (2013). Degenerate U- and V-statistics under ergodicity: asymptotics, bootstrap and applications in statistics. *Annals of the Institute of Statistical Mathematics*, 65(2):349–386.

Li, Q. and Racine, J. S. (2007). *Nonparametric Econometrics: Theory and Practice*. Princeton University Press.

Malevich, T. and Abdalimov, B. (1979). Large deviation probabilities for U-statistics. *Theory of Probability and Its Applications*, 24(1):215–219.

Merlevède, F., Peligrad, M., and Rio, E. (2009). Bernstein inequality and moderate deviations under strong mixing conditions. In *High dimensional probability V: the Luminy volume*, volume 5, pages 273–292. Institute of Mathematical Statistics.

Mokkadem, A. (1988). Mixing properties of ARMA processes. *Stochastic Processes and their Applications*, 29(2):309–315.
Müller, P. and van de Geer, S. (2015). The partial linear model in high dimensions. *Scandinavian Journal of Statistics*, 42(2):580–608.

Petrov, V. V. (1975). *Sums of Independent Random Variables*. Springer.

Rahimi, A. and Recht, B. (2007). Random features for large-scale kernel machines. In *Advances in Neural Information Processing Systems*, pages 1177–1184.

Rudin, W. (1962). *Fourier Analysis on Groups*. Courier Dover Publications.

Stein, E. M. and Shakarchi, R. (2011). *Fourier Analysis: An Introduction*. Princeton University Press.

Vandemele, M. (1983). On large deviation probabilities for U-statistics. *Theory of Probability and its Applications*, 27(3):614.

Wu, W. B. and Shao, X. (2004). Limit theorems for iterated random functions. *Journal of Applied Probability*, 41(2):425–436.

Yoshihara, K.-I. (1976). Limiting behavior of U-statistics for stationary, absolutely regular processes. *Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete*, 35(3):237–252.

Zhou, Z. (2014). Inference of weighted V-statistics for nonstationary time series and its applications. *The Annals of Statistics*, 42(1):87–114.

Zhu, Y. (2017). Nonasymptotic analysis of semiparametric regression models with high-dimensional parametric coefficients. *The Annals of Statistics*, 45(5):2274–2298.
A Proof of Proposition 1

Proof. Throughout the proof, \( C_i \)'s are positive constants, and we will use the shorthand \( f_{j_a \ldots j_b} \) for \( f_{j_1 \ldots j_b} \) for positive integers \( a < b \).

Step I: When \( f \) is degenerate of level \( r - 1 \), its Hoeffding decomposition takes the form

\[
f(x_1, \ldots, x_m) - \theta = \sum_{1 \leq i_1 < \ldots < i_r \leq m} f_r(x_{i_1}, \ldots, x_{i_r}) + \ldots + f_m(x_1, \ldots, x_m),
\]

where \( \{f_p\}_p \) are defined in (19) in the main paper. Given any \( t > 0 \), let \( \tilde{f} \) be the approximating kernel in Condition (A) such that

\[
|f(x_1, \ldots, x_m) - \tilde{f}(x_1, \ldots, x_m)| \leq t
\]

uniformly over \( \operatorname{supp}(\mathbb{P}^m) \). For each \( p \), let \( f_p \) and \( \tilde{f}_p \) be the \( p \)th term in the Hoeffding decomposition of \( f \) and \( \tilde{f} \), respectively. Then, by definition, there exists some positive constant \( C_1 = C_1(m) \) such that

\[
|f_p(x_1, \ldots, x_p) - \tilde{f}_p(x_1, \ldots, x_p)| \leq C_1 t
\]

uniformly over \( \operatorname{supp}(\mathbb{P}^p) \). For each \( p \in [m] \), define the \( V \)-statistics

\[
V_{n,p} := \sum_{i_1, \ldots, i_p=1}^n f_p(X_{i_1}, \ldots, X_{i_p}), \quad \bar{V}_{n,p} := \sum_{i_1, \ldots, i_p=1}^n \tilde{f}_p(X_{i_1}, \ldots, X_{i_p}).
\]

Then, it holds that

\[
\left| V_{n,p} - \bar{V}_{n,p} \right| \leq C_1 n^p t
\]

almost surely with respect to the joint distribution of \( \{X_i\}_{i=1}^n \). Then, for any \( x > 0 \), there exists large enough \( C_2 \) such that

\[
\mathbb{P}\{|V_n - \theta| \geq C_2(x + C_1 t)\} \leq \sum_{p=r}^m \mathbb{P}\{n^{-p}|V_{n,p}| \geq (x + C_1 t)\} \leq \sum_{p=r}^m \mathbb{P}\left(n^{-p}\left|\bar{V}_{n,p}\right| \geq x\right).
\]

Step II: We now upper bound each summand in the last inequality in Step I. For the set of bases \( \{e_j(\cdot)\}_{j=1}^K \) in the expansion of \( \tilde{f} \), define \( \bar{e}_j := e_j - \mathbb{E}\{e_j(X_1)\} \) for \( j \in [K] \). Since \( \tilde{f} \) is symmetric, for any \( (x_1^T, \ldots, x_m^T)^T \in \mathbb{R}^{md} \), \( \tilde{f}(x_1, \ldots, x_m) = \tilde{f}(\pi(x_1), \ldots, \pi(x_m)) \) for any permutation \( \pi \) of \( \{x_1, \ldots, x_m\} \). By the definition of \( \{\tilde{f}_p\}_p \) in (19) in the main paper, one can readily check that under expansion (3) in the main paper, it holds that

\[
\tilde{f}_p(x_1, \ldots, x_p) = \sum_{j_1, \ldots, j_m=1}^K f_{j_1 \ldots j_m} \mathbb{E}(e_{j_1}) \ldots \mathbb{E}(e_{j_m-p}) \bar{e}_{j_{m-p+1}}(x_1) \ldots \bar{e}_{j_m}(x_p),
\]
for \( r \leq p \leq m \). Thus, we have

\[
\tilde{V}_{n,p} = \sum_{j_1, \ldots, j_{m+1}} f_{j_1, m} \mathbb{E}(e_{j_1}) \cdots \mathbb{E}(e_{j_{m+1}}) \left\{ \sum_{i=1}^{n} \tilde{e}_{j_{m+1}+i} \left( X_i \right) \right\} \cdots \left\{ \sum_{i=1}^{n} \tilde{e}_{j_m} \left( X_i \right) \right\}.
\]

Define for each \( j \in [K] \), \( S_{n,j} := \sum_{i=1}^{n} \tilde{e}_j(X_i) \) and \( \psi_{S_{n,j}}(\lambda) := \log|\mathbb{E}\{e^{\lambda S_{n,j}}\}| \). We now control each even order moment of \( \tilde{V}_{n,p} \). To this end, we first note that for each \( j \in [K] \), \( \{\tilde{e}_j(X_i)\}_{i=1}^{n} \) is also geometrically \( \alpha \)-mixing. Thus by Lemma 1, we have

\[
\psi_{S_{n,j}}(\lambda) \leq \frac{\lambda^2 \nu_j / 2}{1 - c \lambda} \leq \frac{\lambda^2 \nu / 2}{1 - c \lambda}
\]

where

\[
\nu_j = C_3(n \sigma^2 + B^2), \quad \nu = C_3(n \sigma^2 + B^2), \quad c = C_4 B(\log n)^2
\]

and \( \sigma^2 = \sup_{j \in [K]} \sigma_j^2 \), with

\[
\sigma_j^2 := \text{Var}\{\tilde{e}_j(X_1)\} + 2 \sum_{i > 1} |\text{Cov}\{\tilde{e}_j(X_1), \tilde{e}_j(X_i)\}|.
\]

Therefore, Lemma 2 implies that for any positive integer \( N \), it holds that

\[
\mathbb{E}\left(S_{n,j}^{2pN}\right) \leq (pN)! (8\nu)^p N + (2pN)! (4c)^{2pN}
\]

for \( j \in [K] \). Therefore, employing a similar argument as in Borisov and Volodko [2015],

\[
\mathbb{E}\left(\tilde{V}_{n,p}^{2N}\right) = \left| \sum_{j_1, \ldots, j_{m+1} = 1}^{K} f_{j_1, m} \cdots f_{j_{(2N-1)m+1}2mN} \mathbb{E}(e_{j_1}) \cdots \mathbb{E}(e_{j_{m+1}}) \right| \cdots \mathbb{E}(e_{j_{2Nm-1}}) \cdots \mathbb{E}(e_{j_{2Nm-p}}),
\]

\[
\mathbb{E}(S_{n,jm+p} \cdots S_{n,jm} \cdots S_{n,j2Nm+p} \cdots S_{n,j2Nm})
\]

\[
\leq \mu_1^{2N(m-p)} \sum_{j_1, \ldots, j_{2Nm} = 1}^{K} |f_{j_1, m}| \cdots |f_{j_{(2N-1)m+1}2mN}| \mathbb{E}(\{S_{n,jm+1-p} \cdots S_{n,j2Nm}\})
\]

\[
\leq \mu_1^{2N(m-p)} \sum_{j_1, \ldots, j_{2Nm} = 1}^{K} |f_{j_1, m}| \cdots |f_{j_{(2N-1)m+1}2mN}| \left\{ \mathbb{E}(S_{n,jm+1-p}^{2pN}) \right\}^{\frac{1}{2pN}} \cdots \left\{ \mathbb{E}(S_{n,j2Nm}^{2pN}) \right\}^{\frac{1}{2pN}}
\]

\[
\leq \mu_1^{2N(m-p)} F^{2N}\left\{(pN)! (8\nu)^p N + (2pN)! (4c)^{2pN}\right\},
\]

where in the third line we use the generalized Hölder’s inequality. By Stirling’s approximation formula \( \sqrt{2\pi n^{n+1/2}e^{-n}} \leq n! \leq en^{n+1/2}e^{-n} \), it holds that

\[
\{(pN)!\}^{1/p} \leq e^{1/p}(pN)^{N+1/2p}e^{-N} \leq C_5 N^{N+1/2}e^{-N} \leq C_6 N!.
\]

Similarly, we have \( \{(2pN)!\}^{1/p} \leq C_6^{2N}(2N)! \). Thus we have

\[
\mathbb{E}\left(\left|\tilde{V}_{n,p}\right|^{2N}\right) \leq \left[ \mathbb{E}\left(\tilde{V}_{n,p}^{2N}\right) \right]^{\frac{1}{2N}} \leq \mu_1^{\frac{2N(m-p)}{p}} F^{\frac{2N}{p}} \left\{ C_7^{N!} N^{N+1/2}e^{-N} + C_8^{2N}(2N)!e^{2N}\right\}.
\]
Now we control the Laplace transform of $|\tilde{V}_{n,p}|^{1/p}$,

$$
\mathbb{E}\left(e^{\lambda |\tilde{V}_{n,p}|^{1/p}}\right)
= \sum_{N=0}^{\infty} \frac{\lambda^N}{N!} \mathbb{E}\left(\left(|\tilde{V}_{n,p}|^{1/p}\right)^N\right)
\leq 3 \sum_{N=0}^{\infty} \frac{\lambda^{2N}}{(2N)!} \mathbb{E}\left(\left(|\tilde{V}_{n,p}|^{1/p}\right)^{2N}\right),
$$

where in the second line we use only the even moments with an absolute constant 3. For the first summand in (29), we have

$$
\sum_{N=0}^{\infty} \frac{\lambda^{2N} N!}{(2N)!} C^N_7 N! |\mu_1|^{2N(m-p)/p} F^{2N/p} \nu^N \leq \sum_{N=0}^{\infty} \frac{\lambda^{2N}}{N!} C^N_9 |\mu_1|^{2N(m-p)/p} F^{2N/p} \nu^N
= \exp \left\{ C_{10} \lambda^2 |\mu_1|^{2(m-p)/p} F^{2/p} \nu^N \right\},
$$

where in the first line we use the relation $N!/(2N)! \leq 2^{-N}/N!$. For the second summand, we have

$$
\sum_{N=0}^{\infty} \lambda^{2N} C^{2N}_8 |\mu_1|^{2N(m-p)/p} F^{2N/p} c^{2N} = 1 + \frac{\lambda^2 C^{2N}_8 |\mu_1|^{2(m-p)/p} F^{2/p} c^2}{1 - \lambda^2 C^{2N}_8 |\mu_1|^{2(m-p)/p} F^{2/p} c^2}
\leq 1 + \frac{\lambda^2 C^{2N}_8 |\mu_1|^{(m-p)/p} F^{1/p} c}{1 - \lambda C^{(m-p)/p} F^{1/p} c},
$$

for $\lambda \leq 1/C^{(m-p)/p} F^{1/p} c$. Now using the relation $e^x + 1 + y \leq 2e^{x+y}$ which holds for all positive $x, y$, we have

$$
\mathbb{E}\left(e^{\lambda |\tilde{V}_{n,p}|^{1/p}}\right) \leq 6 \exp \left[ \frac{\lambda^2 C^{11}_8 n A^{1/p}}{2 \left( 1 - \lambda C^{(m-p)/p} F^{1/p} c \right)} \right] = 6 \exp \left[ \frac{\lambda^2 C^{11}_8 n A^{1/p}}{2 \left( 1 - \lambda C^{(m-p)/p} F^{1/p} c \right)} \right].
$$

A standard exponential Chebyshev argument gives that for any $x > 0$

$$
P\left(|\tilde{V}_{n,p}|^{1/p} \geq x\right) \leq 6 \exp \left( -\frac{C_{12} x^2}{n A^{1/p} + x M^{1/p}} \right),
$$

or equivalently,

$$
P\left(n^{-p} |\tilde{V}_{n,p}| \geq x\right) \leq 6 \exp \left( -\frac{C_{12} n x^{2/p}}{A^{1/p} + x^{1/p} M^{1/p}} \right).
$$

Moreover, we have by Lemma 3 that

$$
\text{Var}\{\tilde{e}_j(X_1)\} + 2 \sum_{i>1} |\text{Cov}\{\tilde{e}_j(X_1), \tilde{e}_j(X_i)\}|.
$$
\[
\leq 2 \sum_{i \geq 1} |\text{Cov}\{\bar{e}_j(X_1), \bar{e}_j(X_i)\}|
\leq 2 \left\{ \sum_{n=0}^{\infty} 8\alpha^{\delta/(2+\delta)}(n) \right\} \|\bar{e}_j(X_1)\|_{2+\delta} \|\bar{e}_j(X_1)\|_{2+\delta}
\leq 64 \left\{ \sum_{n=0}^{\infty} \alpha^{\delta/(2+\delta)}(n) \right\} \|e_j(X_1)\|_{2+\delta} \|e_j(X_1)\|_{2+\delta}
\leq 64\gamma_1^{\delta/(2+\delta)} \mu_{2+\delta}^2 \left\{ \sum_{n=0}^{\infty} \exp \left( -\frac{\gamma_2 \delta}{2+\delta} n \right) \right\}
= \frac{64\gamma_1^{\delta/(2+\delta)}}{1 - \exp\left\{ -\frac{\gamma_2 \delta}{2+\delta} \right\}} \mu_{2+\delta}^2.
\]

Putting together the pieces completes the proof. \( \square \)

### A.2 Proof of Proposition 2

**Proof.** The proof is standard once exponential inequalities are established. See, for example, Chapter 8.2 in Korolyuk and Borovskich [2013]. In detail, by Hoeffding decomposition,

\[
\frac{\sqrt{n}}{m\nu} V_n = \frac{1}{\sqrt{n\nu}} S_n + R_n,
\]

where \( S_n = \sum_{i=1}^{n} [f_1(X_i) - \mathbb{E}\{f_1(X_i)\}] \), \( R_n = \frac{\sqrt{n}}{m\nu} \sum_{p=2}^{m} V_{n,p} \) and each \( V_{n,p} \) is a fully degenerate V-statistic of order \( p \). Thus, for any positive \( x_n \) and \( \varepsilon_n \) that depend on \( n \), we have

\[
\mathbb{P}\left( \frac{\sqrt{n}}{m\nu} V_n \geq x_n \right) \leq \mathbb{P}\left\{ \frac{1}{\sqrt{n\nu}} S_n \geq (x_n - \varepsilon_n) \right\} + \mathbb{P}(|R_n| \geq \varepsilon_n)
\]
and

\[
\mathbb{P}\left( \frac{\sqrt{n}}{m\nu} V_n \geq x_n \right) \geq \mathbb{P}\left\{ \frac{1}{\sqrt{n\nu}} S_n \geq (x_n + \varepsilon_n) \right\} - \mathbb{P}(|R_n| \geq \varepsilon_n).
\]

Since \( \{X_i\}^n_{i=1} \) is geometrically \( \alpha \)-mixing, \( \{f_1(X_i)\}^n_{i=1} \) is also geometrically \( \alpha \)-mixing. Moreover, letting \( p = 2 + \gamma^2 + \eta \), we have

\[
\mathbb{E}\{|f_1(X)|^p\}
= \mathbb{E}\left( \frac{1}{m} \left[ \mathbb{E}\left\{ f\left(X, \tilde{X}_2, \ldots, \tilde{X}_m \right) + \ldots + f\left(\tilde{X}_1, \ldots, \tilde{X}_{m-1}, X \right) \mid \{\tilde{X}_i\}^m_{i=1} \right\} \right]^p \right)\]
\leq m^{-1} \left[ \mathbb{E}\left\{ f\left(X, \tilde{X}_2, \ldots, \tilde{X}_m \right) \mid \{\tilde{X}_i\}^m_{i=1} \right\} \right] + \ldots + \mathbb{E}\left[ \mathbb{E}\left\{ f\left(\tilde{X}_1, \ldots, \tilde{X}_{m-1}, X \right) \mid \{\tilde{X}_i\}^m_{i=1} \right\} \right]
< m^{-1} \left[ \mathbb{E}\left\{ |f(X, \tilde{X}_2, \ldots, \tilde{X}_m)| \right\} \right] + \ldots + \mathbb{E}\left[ \mathbb{E}\left\{ |f(\tilde{X}_1, \ldots, \tilde{X}_{m-1}, X)| \right\} \right]
= \mathbb{E}\left\{ |f(\tilde{X}_1, \ldots, \tilde{X}_m)| \right\}
< \infty.
\]
Therefore the moment condition in Theorem 1.1 of Babu and Singh [1978] is satisfied with the positive constant \( \gamma \). Choosing \( \varepsilon_n = (\log n)^{-2} \), we have
\[
P\left[ \frac{1}{\sqrt{n\nu}} S_n \geq \{x_n - (\log n)^{-2}\} \right] = \{1 - \Phi(x_n - (\log n)^{-2})\} \{1 + o(1)\}
\]
for \( 0 \leq x_n \leq \gamma \sqrt{\log n} \). Moreover, by the property of normal distribution, it holds that
\[1 - \Phi(x_n - (\log n)^{-2}) = \{1 - \Phi(x_n)\} \{1 + o(\log n)^{-1}\}\]
uniformly for \( 0 \leq x_n \leq \gamma \sqrt{\log n} \). Therefore, it holds that
\[P\left\{ \frac{1}{\sqrt{n\nu}} S_n \geq (x_n - \varepsilon_n) \right\} = \{1 - \Phi(x_n)\} \{1 + o(1)\}.
\]
By a similar calculation of \( P\{S_n/(\sqrt{n\nu}) \geq (x_n + \varepsilon_n)\} \), it remains to show that \( P(|R_n| \geq \varepsilon_n) = \{1 - \Phi(x_n)\} o(1) \) uniformly over \( x_n \in [0, \gamma \sqrt{\log n}] \). To this end, applying Proposition 1 with \( r = 2 \) and \( t \propto \sqrt{\log(n)^2} \), we obtain
\[P(|R_n| \geq \varepsilon_n) \leq C_1 \sum_{p=2}^{m} \exp\left\{ -\frac{C_2 n^{2/p}}{A_p^{1/p} + t^{1/p} M_p^{1/p}} \right\}.
\]
Note that, in the first summand, the leading term is the one with \( p = 2 \). Therefore, using the relation that for any \( x > 0 \),
\[\frac{1}{x + 1/x \sqrt{2\pi}} \exp(-x^2/2) \leq 1 - \Phi(x) \leq \frac{1}{x \sqrt{2\pi}} \exp(-x^2/2),\]
it suffices to show that
\[\log n = o\left\{ \frac{n^2 t}{\mu_1^{-2} F \sigma^2} \wedge \frac{n^2 t}{\mu_1^{-2} B^2 F (\log n)^4} \wedge \frac{n^2 t}{n t^{1/2} \mu_1^{-2(m-2)/2} B F^{1/2}(\log n)^2} \right\},\]
which holds under the condition
\[\mu_1^{-2} F \sigma^2 = o\left\{ n^{1/2}(\log n)^{-3} \right\} \quad \text{and} \quad \mu_1^{-n-2} B^2 F = o\left\{ n^{3/2}(\log n)^{-8} \right\},\]
with \( \sigma^2 \) given in Proposition 1. This completes the proof. \( \square \)

**A.3 Proof of Theorem 1**

Proof. This proof adapts from that of Claim 1 in Rahimi and Recht [2007]. Throughout the proof, \( x_1, \ldots, x_m \) and \( u_1, \ldots, u_m \) are real vectors in \( \mathbb{R}^d \), \( dx = dx_1 \ldots dx_d \) for any \( x \in \mathbb{R}^d \) and \( x, u \) will be real vectors in \( \mathbb{R}^{md} \). Let \( \widehat{f} : \mathbb{R}^{md} \to \mathbb{C} \) be the Fourier transform of \( f \), that is,
\[\widehat{f}(u_1, \ldots, u_m) = \int_{\mathbb{R}^{md}} f(x_1, \ldots, x_m) e^{-2\pi i (u_1^\top x_1 + \ldots + u_m^\top x_m)} dx_1 \ldots dx_m.\]
Clearly, Condition (11) in the main paper implies that \( \widehat{f} \in L^1(\mathbb{R}^{md}) \). Since \( f \) is continuous, by the Fourier inversion formula (see, for example, Chapter 6 of Stein and Shakarchi [2011]), we have
\[f(x_1, \ldots, x_m) = \int_{\mathbb{R}^d} \widehat{f}(u_1, \ldots, u_m) e^{2\pi i (u_1^\top x_1 + \ldots + u_m^\top x_m)} du_1 \ldots du_m.\]
Note that without continuity of \( \vec{f} \), the above equation only holds almost surely with respect to the Lebesgue measure. Let \( \vec{f} = \vec{g} + i\vec{h} \) for real-valued functions \( \vec{g}, \vec{h} \), then since \( \vec{f} \) is real-valued, we have \( \vec{f} = I - II \), where

\[
I := \int_{\mathbb{R}^{md}} \vec{g}(u_1, \ldots, u_m) \cos \left\{ 2\pi \left( u_1^\top x_1 + \ldots + u_m^\top x_m \right) \right\} du_1 \ldots du_m,
\]
\[
II := \int_{\mathbb{R}^{md}} \vec{h}(u_1, \ldots, u_m) \sin \left\{ 2\pi \left( u_1^\top x_1 + \ldots + u_m^\top x_m \right) \right\} du_1 \ldots du_m.
\]

We now approximate \( I \) and \( II \) separately. \( I \) can be further written as \( I = I_+ - I_- \), where

\[
I_+ := \int_{\{\vec{g} > 0\}} \vec{g}(u_1, \ldots, u_m) \cos \left\{ 2\pi \left( u_1^\top x_1 + \ldots + u_m^\top x_m \right) \right\} du_1 \ldots du_m,
\]
\[
I_- := \int_{\{\vec{g} < 0\}} -\vec{g}(u_1, \ldots, u_m) \cos \left\{ 2\pi \left( u_1^\top x_1 + \ldots + u_m^\top x_m \right) \right\} du_1 \ldots du_m.
\]

Let \( A^+_g := \int_{\{\vec{g} > 0\}} \vec{g}(u) du \) and \( A^-_g := \int_{\{\vec{g} < 0\}} \vec{g}(u) du \), then it can be verified that \( A^+_g \) and \( A^-_g \) are both nonnegative and satisfy \( A^+_g + A^-_g = \|\vec{g}\|_{L^1} < \infty \) and \( A^+_g - A^-_g = f(0) \), where we use the fact that \( \vec{g} \in L^1(\mathbb{R}^{md}) \) since \( \vec{f} \in L^1(\mathbb{R}^{md}) \). Then, we have

\[
I = A^+_g \cdot \mathbb{E}_u \left[ \cos \left\{ 2\pi \left( u_1^\top x_1 + \ldots + u_m^\top x_m \right) \right\} \right] - A^-_g \cdot \mathbb{E}_u \left[ \cos \left\{ 2\pi \left( u_1^\top x_1 + \ldots + u_m^\top x_m \right) \right\} \right]
\]
\[
= A^+_g \cdot k^+_g(x_1, \ldots, x_m) - A^-_g \cdot k^-_g(x_1, \ldots, x_m),
\]

where \( (u_1^\top, \ldots, u_m^\top) \) follows the distribution \( \frac{\vec{g}1\{\vec{g} > 0\}}{A^+_g} \), and \( (v_1^\top, \ldots, v_m^\top) \) follow the distribution \( \frac{-\vec{g}1\{\vec{g} < 0\}}{A^-_g} \). Assume without loss of generality that \( A^+_g > 0 \) and \( A^-_g > 0 \).

We now focus on \( I_+ \). For any \( \mathcal{M} \subset \mathbb{R}^{md} \), let \( \text{diam}(\mathcal{M}) \) be the diameter of \( \mathcal{M} \). Then, there exist \( T \) Euclidean balls with radius \( r \) that cover \( \mathcal{M} \), where \( T \leq \{\text{diam}(\mathcal{M})/r\}^{md} \) with \( c = 3\sqrt{md/\pi} \). Denote \( \{d_1, \ldots, d_T\} \) as the centers of these balls in \( \mathbb{R}^{md} \). Now choose an i.i.d. sample \( \{(u_{i1}^\top, \ldots, u_{im}^\top)\}_{i=1}^{D_1} \) from the distribution \( \frac{\vec{g}1\{\vec{g} > 0\}}{A^+_g} \) with the sample size \( D_1 \) to be specified later. Then, for each center \( d = (d_1^\top, \ldots, d_m^\top) \) and any \( t > 0 \), it holds by Hoeffding’s inequality that

\[
\mathbb{P} \left\{ \left| \frac{1}{D_1} \sum_{i=1}^{D_1} \cos \left\{ 2\pi \left( u_{i1}^\top d_1 + \ldots + u_{im}^\top d_m \right) \right\} - k^+_g(d_1, \ldots, d_m) \right| \geq \frac{t}{8} \right\} \leq \exp \left( -\frac{D_1 t^2}{128} \right).
\]

Let \( s_{D_1}(x_1, \ldots, x_m) := \sum_{i=1}^{D_1} \cos \left\{ 2\pi \left( u_{i1}^\top x_1 + \ldots + u_{im}^\top x_m \right) \right\} / D_1 \) so that \( k^+_g(x_1, \ldots, x_m) = \mathbb{E}_u \{s_{D_1}(x_1, \ldots, x_m)\} \). Then, for any \( q \geq 1 \), it holds that

\[
\mathbb{E} \left[ \sup_x \left\| \nabla_x \{s_{D_1}(x) - k^+_g(x)\} \right\|^q \right] = \mathbb{E} \left[ \sup_x \left\| \nabla_x s_{D_1}(x) - \mathbb{E} \nabla_x s_{D_1}(x) \right\|^q \right]
\]
\[
\leq \mathbb{E} \left[ \sup_x \left\| \nabla_x s_{D_1}(x) \right\| + \mathbb{E} \left( \left\| \nabla_x s_{D_1}(x) \right\| \right)^q \right]
\]
\[
\leq 2^{q-1} \mathbb{E} \left[ \sup_x \left\| \nabla_x s_{D_1}(x) \right\|^q + \sup_x \mathbb{E} \left( \left\| \nabla_x s_{D_1}(x) \right\| \right)^q \right] \quad (30)
\]
\[
\leq 2^q \mathbb{E} \left( \sup_x \left\| \nabla_x s_{D_1}(x) \right\|^q \right),
\]

36
where in the first line we use the finiteness of \( \int_{\mathbb{R}^m} \hat{f}(u) \|u\| du \) (guaranteed by Condition (11) in the main paper) and dominated convergence theorem to exchange the derivative with expectation. Moreover,

\[
E \left( \sup_x \| \nabla_x s_{D_1}(x) \|^q \right) = E \left[ \sup_x \left\| \frac{1}{D_1} \sum_{i=1}^{D_1} 2\pi u_i \cos \left\{ 2\pi \left( u_i^\top x \right) \right\} \right\|^q \right]
\leq (2\pi)^q E \left( \left\| \frac{1}{D_1} \sum_{i=1}^{D_1} u_i \right\|^q \right)
\leq (2\pi)^q E \left\{ \left( \frac{1}{D_1} \sum_{i=1}^{D_1} \| u_i \| \right)^q \right\}
\leq (2\pi)^q E \left\{ \frac{1}{D_1} \sum_{i=1}^{D_1} \| u_i \|^q \right\}
= (2\pi)^q E(\|u_1\|^q),
\]

where we have used the finiteness of \( E(\|u_1\|^q) \) since \( \int_{\mathbb{R}^m} \hat{f}(u) \|u\|^q du < \infty \). Therefore, it holds that

\[
E \left( \sup_x \| \nabla_x (s_{D_1}(x) - k_g^+(x)) \|^q \right) \leq (4\pi)^q E(\|u_1\|^q)
\]

and thus by Markov’s inequality,

\[
P \left( \sup_x \| \nabla_x \{ s_{D_1}(x) - k_g^+(x) \} \| \geq \frac{t}{8r} \right) \leq \left( \frac{32\pi r}{t} \right)^q E(\|u_1\|^q).
\]

By triangular inequality, the event \( \left\{ \sup_{x \in \mathcal{M}} | s_{D_1}(x) - k_g^+(x) | \leq t/4, \forall d \in \{d_1, \ldots, d_T\} \right\} \cap \left\{ \sup_x \| \nabla_x \{ s_{D_1}(x) - k_g^+(x) \} \| \leq t/(8r) \right\} \)

Therefore, we have

\[
P \left\{ \sup_{x \in \mathcal{M}} | s_{D_1}(x) - k_g^+(x) | \geq \frac{t}{4} \right\} \leq \left( \frac{\text{diam}(\mathcal{M})}{r} \right)^{md} \exp \left( - \frac{D_1 t^2}{128} \right) + \left( \frac{32\pi r}{t} \right)^q E(\|u_1\|^q).
\]

Letting the right side of the above inequality be of the form \( \kappa_1 r^{-md} + \kappa_2 r^q \), and \( r = (\kappa_1/\kappa_2)^{1/(q+md)} \), we have

\[
P \left\{ \sup_{x \in \mathcal{M}} | s_{D_1}(x) - k_g^+(x) | \geq \frac{t}{4} \right\} \leq 2 \left\{ 32\pi (E\|u_1\|^q)^{1/q} \text{diam}(\mathcal{M}) \right\}^\frac{qmd}{q+md} \exp \left( - \frac{D_1 t^2}{128} \frac{q}{q+md} \right).
\]

Now, using the fact

\[
E(\|u_1\|^q) = \int_{\mathbb{R}^m} \|u\|^q \frac{\mathcal{G}(u) 1\{ \mathcal{G}(u) > 0 \}}{A_g^+} du \leq \frac{1}{A_g^+} \int_{\mathbb{R}^m} \|u\|^q \mathcal{G}(u) du \leq \frac{1}{A_g^+} \int_{\mathbb{R}^m} \|u\|^q \mathcal{G}(u) du,
\]
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we conclude that there exists \( \{u_i\}_{i=1}^{D_1} \in \mathbb{R}^{md} \) such that uniformly over \( \mathcal{M} \), it holds that

\[
\left| A_g^+ \cdot s_{D_1}(x) - k_g^+(x) \right| = \left| \frac{A_g^+}{D_1} \sum_{i=1}^{D_1} \cos \left\{ 2\pi \left( u_i^T x \right) \right\} - A_g^+ \cdot k_g^+(x) \right| \leq A_g^+ \frac{t}{4}
\]

when \( D_1 \) is chosen to be larger than

\[
D_1 = \Omega \left[ \frac{md(A_g^+)^2}{t^2} \log \left\{ \frac{\pi \text{diam}(\mathcal{M}) \mu_q(\mathcal{F})}{(A_g^+)^{1/q} \mu_q(\mathcal{F})} \right\} \right].
\]

Equivalently, it holds that \( \left| A_g^- \cdot s_{D_1}(x) - A_g^- \cdot k_g^-(x) \right| \leq t/4 \) when \( D_1 \) is chosen to be larger than

\[
D_1 = \Omega \left[ \frac{md(A_g^-)^2}{t^2} \log \left\{ \frac{\pi \text{diam}(\mathcal{M})(A_g^-)^{1-1/q} \mu_q(\mathcal{F})}{t} \right\} \right].
\]

Similarly, it can be shown that there exists \( \{v_i\}_{i=1}^{D_2} \in \mathbb{R}^{md} \) such that \( \left| A_g^- \cdot s_{D_2}(x) - A_g^- \cdot k_g^-(x) \right| \leq t/4 \) uniformly over \( x \in \mathcal{M} \), where

\[
s_{D_2}(x) = \frac{1}{D_2} \sum_{i=1}^{D_2} \cos \left\{ 2\pi \left( v_i^T x \right) \right\},
\]

and \( D_2 \) is chosen to be larger than

\[
D_2 = \Omega \left[ \frac{md(A_g^-)^2}{t^2} \log \left\{ \frac{8\pi \text{diam}(\mathcal{M})(A_g^-)^{1-1/q} \mu_q(\mathcal{F})}{t} \right\} \right].
\]

Repeating this procedure for the approximation of \( II \), then with \( A_h^+, A_h^-, k_h^+, k_h^- \) similarly defined as \( A_g^+, A_g^-, k_g^+, k_g^- \), we can find \( s_{D_3} \) and \( s_{D_4} \) which are sample means of sine functions such that \( \left| A_h^+ \cdot s_{D_3}(x) - A_h^+ \cdot k_h^+(x) \right| \leq t/4 \) and \( \left| A_h^- \cdot s_{D_4}(x) - A_h^- \cdot k_h^-(x) \right| \leq t/4 \) uniformly over all \( x \in \mathcal{M} \), when the sample sizes \( D_3 \) and \( D_4 \) are respectively chosen to be larger than

\[
D_3 = \Omega \left[ \frac{md(A_h^+)^2}{t^2} \log \left\{ \frac{\pi \text{diam}(\mathcal{M})(A_h^+)^{1-1/q} \mu_q(\mathcal{F})}{t} \right\} \right],
\]

\[
D_4 = \Omega \left[ \frac{md(A_h^-)^2}{t^2} \log \left\{ \frac{\pi \text{diam}(\mathcal{M})(A_h^-)^{1-1/q} \mu_q(\mathcal{F})}{t} \right\} \right].
\]

Putting together the pieces, we obtain that

\[
\left| s_D(x) - \mathcal{F}(x) \right| := \left| \left\{ A_g^+ \cdot s_{D_1}(x) - A_g^- \cdot s_{D_2}(x) - A_h^+ \cdot s_{D_3}(x) + A_h^- \cdot s_{D_4}(x) \right\} - \mathcal{F}(x) \right|
\]

is smaller than \( t \) when \( D_1-D_4 \) are chosen as above. Since

\[
A_g^+ + A_g^- + A_h^+ + A_h^- = \int_{\mathbb{R}^{md}} \| \mathcal{F} \|_1 \leq \sqrt{2} \int_{\mathbb{R}^{md}} \sqrt{\| \mathcal{F} \|^2 + \| \mathcal{F} \|^2} = \sqrt{2} \| \mathcal{F} \|_1
\]

and for each \( u, \cos\{2\pi(u^T x)\} \) can be written as at most \( 2^{m-1} \) linear combinations of the term \( z_{u_1}(2\pi u_1^T x_1) \ldots z_{u_m}(2\pi u_m^T x_m) \), where \( \{z_{u_i}(\cdot)\}_{i=1}^m \) is either the cosine or sine function. Therefore, with the choice \( \mathcal{M} := [-M, M]^{md} \), \( s_D \) satisfies Condition (A) with constants
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\[ F = 2^n \left\| \widehat{f} \right\|_{L^1}, \quad B = \mu_a = 1 \text{ for any } a \geq 1. \] Moreover, define the symmetrized version of \( s_D \) to be
\[
\tilde{s}_D(x_1, \ldots, x_m) := \frac{1}{m!} \sum_{\pi} s_D(\pi(x_1), \ldots, \pi(x_m)),
\]
where the summation is taken over all \( m! \) permutations of \((x_1, \ldots, x_m)\). Then, due to the symmetry of \( \tilde{f} \) and \( M \), \( |\tilde{s}_D - \tilde{f}| \leq t \) uniformly over \( M \) and \( \tilde{s}_D \) satisfies expansion (3) in the main paper with the same constants as \( s_D \).

### A.4 Proof of Corollary 1

**Proof.** When \( m = 2 \) and the kernel is shift invariant with \( f(x, y) = f_0(x - y) \), if, for any given \( M > 0 \) and \( C_0 = [-2M, 2M]^d \), \( f_0 \) satisfies Condition (B1) with set \( C_0 \) and \( \tilde{f}_0 \), then for any given \( t > 0 \), the proof of Theorem 1 guarantees the existence of \( \tilde{f}_0 \) with expansion in the cosine bases \( \{ \cos(2\pi u^\top x) \} \) such that \( |\tilde{f}_0 - \tilde{f}_0| \leq t \) uniformly over \([-2M, 2M]^d\) and \( \tilde{f}_0 \) satisfies the expansion (3) in the main paper with constants
\[
F = 2 \left\| \tilde{f}_0 \right\|_{L^1}, \quad B = 1, \quad \mu_a = 1, \quad a \geq 1.
\]
Since \( f_0 \) and \( \tilde{f}_0 \) coincides on \( C_0 \), it also holds that \( |f_0 - \tilde{f}_0| \leq t \) uniformly over \( C_0 \). Define \( \tilde{f}(x, y) := \tilde{f}_0(x - y) \). Note that for any \((x, y) \in C = [-M, M]^d\), \( x - y \in [-2M, 2M]^d \). Thus, it holds uniformly over \((x, y) \in C\) that
\[
|f(x, y) - \tilde{f}(x, y)| = |f_0(x - y) - \tilde{f}_0(x - y)| \leq t.
\]
Moreover, using the trigonometric identity
\[
\cos \left\{ 2\pi u^\top (x - y) \right\} = \cos \left( 2\pi u^\top x \right) \cos \left( 2\pi u^\top y \right) + \sin \left( 2\pi u^\top x \right) \sin \left( 2\pi u^\top y \right),
\]
we obtain that \( \tilde{f} \) admits an expansion with constants
\[
F = 4 \left\| \tilde{f}_0 \right\|_{L^1}, \quad B = 1, \quad \mu_a = 1
\]
for all \( a \geq 1 \) in (3) in the main paper. \( \square \)

### A.5 Proof of Corollary 2

**Proof.** We first prove part (a). Using the relation that
\[
||u||^k \leq ||u||_{L^1}^k \leq (md)^{k-1} \sum_{i=1}^{md} |u_i|^k,
\]
we have
\[
\left( 1 + ||u||^k \right) |\hat{f}(u)| \leq |\hat{f}(u)| + (md)^{k-1} \sum_{i=1}^{md} u_i^k |\hat{f}(u)|
\leq ||f||_{L^1} + (md)^{k-1} \sum_{i=1}^{md} \left| \frac{\partial^k}{\partial x_i^k} f(u) \right|
\]
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where in the second line \( \hat{f}/\partial x^k \) should be understood as the Fourier transform of \( \partial^k f/\partial x^k \) evaluated at \( u \). Denote \( C := \|f\|_{L^1} + (md)^{k-1} \sum_{i=1}^{md} \|\partial^k f/\partial x^k_i\|_{L^1} \). Then \( |\hat{f}(u)| \leq C/(1 + \|u\|^k) \). Therefore, using polar coordinates, we have

\[
\int_{\mathbb{R}^md} |\hat{f}(u)| \|u\| du \leq C \int_{\mathbb{R}^md} \frac{\|u\|}{1 + \|u\|^k} du
= CC' \int_0^\infty \frac{r}{1 + r^k} \cdot r^{md-1} dr
\leq CC' \left( \int_0^1 1 dr + \int_1^\infty \frac{1}{r^2} dr \right)
= 2CC',
\]

where \( C' \) is some positive constant that depends on \( m \) and \( d \). Therefore, for any given \( M > 0 \) and \( C = [-M, M]^{md} \), Condition (B1) in Theorem 1 is satisfied with set \( C, \overline{f} = f \), and \( \ell = 1 \). In particular, when \( f \in \mathcal{S}(\mathbb{R}^{md}) \), \( f \) is indefinitely differentiable by definition and is in \( L^1(\mathbb{R}^{md}) \). Moreover, (mixed) derivatives of arbitrary order of \( f \) are still Schwartz on \( \mathbb{R}^{md} \) and thus in \( L^1(\mathbb{R}^{md}) \). Since Schwartz functions dominate polynomials of arbitrary order, \( f \) thus satisfies Condition (B1) in Theorem 1 with set \( C, \overline{f} = f \), and arbitrary \( q \geq 1 \).

Now we prove part (b). First note that \( h_\ell \in L^1(\mathbb{R}^m) \) for \( \ell \in [d] \) implies that \( f \in L^1(\mathbb{R}^{md}) \). Moreover, using a similar argument as part (a), we have

\[
|\hat{h}_\ell(u)| \leq \frac{C_\ell}{1 + \|u\|^{m+2}}
\]

whenever \( h_\ell \in C^{m+2}(\mathbb{R}^m) \cap L^1(\mathbb{R}^m) \) and all \( \partial^{m+2} h_\ell/\partial x_i^{m+2} \in L^1(\mathbb{R}^m) \) for all \( \ell \in [d] \) and \( i \in [m] \). Apparently \( \hat{h}_\ell(u) \in L^1(\mathbb{R}^m) \) for all \( \ell \in [d] \). For any \( u \in \mathbb{R}^{md} \), write \( u = (u_1^\top, \ldots, u_d^\top)^\top \) with each \( u_i \in \mathbb{R}^m \). Then, it holds that

\[
\int_{\mathbb{R}^{md}} |f(u)| \|u\| du \leq \sum_{\ell=1}^d \int_{\mathbb{R}^{md}} |\hat{h}_1(u_1)| \cdots |\hat{h}_d(u_d)| \|u_\ell\| du.
\]

For each \( \ell \in [d] \), using a similar argument as in part (a), it holds that \( \int_{\mathbb{R}^m} |\hat{h}_\ell(u)| \|u\| du \leq CC_\ell 
\)

for some constant \( C \) that only depends on \( m \) and \( d \). Therefore, it holds that

\[
\int_{\mathbb{R}^{md}} |f(u)| \|u\| du \leq C \left( \prod_{\ell=1}^d \|\hat{h}_\ell\|_{L^1} \right) \left( \sum_{\ell=1}^d \frac{C_\ell}{\|\hat{h}_\ell\|_{L^1}} \right).
\]

The case where \( h_\ell \in \mathcal{S}(\mathbb{R}^m) \) for all \( \ell \in [d] \) follows trivially.

\[\Box\]

**A.6 Proof of Corollary 3**

*Proof.* When \( \overline{f}_0 \) is PD, we have by definition that \( \overline{f}_0(0) \geq 0 \) and for each \( x, y \in \mathbb{R}^d \), \( \overline{f}_0(x-y) = \overline{f}_0(y-x) \), therefore \( \overline{f}_0(x) = \overline{f}_0(-x) \) for any \( x \in \mathbb{R}^d \). This implies that the Fourier transform
\( \widehat{f}_0 \) of \( f_0 \) is real-valued, and \( \widehat{h} = 0 \) in the proof of Theorem 1. Moreover, since \( f_0 \in L^1(\mathbb{R}^d) \) as it satisfies Condition (B1), \( f \) equals the inverse Fourier transform of \( \widehat{f} \). Thus, by Lemma 4, \( f_0 \) is nonnegative and we have \( f_0 = I = I_+ \) with \( m = 1 \) in the proof of Theorem 1. By definition, we have

\[
\mathcal{I}_0(x) = \int_{\mathbb{R}^d} \widehat{f}_0(u) e^{2\pi i x^\top u} du = \int_{\mathbb{R}^d} \left| \widehat{f}_0(u) \right| e^{2\pi i x^\top u} du.
\]

Letting \( x = 0 \) in the above equation, we obtain \( \| \widehat{f}_0 \|_{L^1} = \widehat{f}_0(0) \).

Now consider the case where \( \widehat{f}_0 \) only has fractional moment. Let \( \overset{\sim}{f}_0 := f_0/f_0(0) \) and denote the Lipschitz constants of \( f_0, f_0^{-1}, \overset{\sim}{f}_0 \) as \( L_f, L_{\overset{\sim}{f}}, L_{\overset{\sim}{f}_0} \), respectively. Then, \( L_{\overset{\sim}{f}_0} \) is real-valued, and \( \overset{\sim}{f}_0 \) has fractional moment. Let \( \overset{\sim}{f}_0(x) = \overset{\sim}{f}_0(0) \). Now we proceed with the proof of Theorem 1 until (30), and replace it with

\[
\mathbb{E} \left\{ \sup_x \| \nabla_x s_D(x) - \overset{\sim}{f}_0(x) \| \right\}^q \leq \mathbb{E} \left\{ \sup_x \left( \| \nabla_x s_D(x) \| + \| \nabla \overset{\sim}{f}_0(x) \| \right) \right\}^q \leq \mathbb{E} \left\{ \sup_x \| \nabla_x s_D(x) \| \right\}^q + \mathbb{E} \left\{ \sup_x \| \nabla \overset{\sim}{f}_0(x) \| \right\}^q \leq \mathbb{E} \left\{ \sup_x \| \nabla_x s_D(x) \| \right\}^q + \overset{\sim}{f}_0(x),
\]

where \( s_D(x) = \sum_{i=1}^D \cos(2\pi u_i^\top x)/D \) (here we use the notation \( s_D \) instead of \( s_{D,1} \) since in the PD case we only need to approximate the term \( I_+ \) as argued in part (a)). Note that the original (30) in the proof of Theorem 1 no longer holds as mere fractional moment does not guarantee the exchange of derivative and expectation in its first step. For the first term in the above inequality, we have

\[
\mathbb{E} \left\{ \sup_x \| \nabla_x s_D(x) \| \right\}^q = \mathbb{E} \left\{ \sup_x \left( \frac{1}{D} \sum_{i=1}^D 2\pi u_i \cos \left\{ 2\pi \left( u_i^\top x \right) \right\} \right) \right\}^q \leq (2\pi)^q \mathbb{E} \left\{ \left( \frac{1}{D} \sum_{i=1}^D u_i \right)^q \right\} \leq (2\pi)^q \mathbb{E} \left\{ \left( \frac{1}{D} \sum_{i=1}^D \| u_i \| \right)^q \right\} \leq (2\pi)^q \mathbb{E} \left\{ \frac{D^{-q}}{D} \sum_{i=1}^D \| u_i \| \right\} = (2\pi)^q D^{1-q} \mathbb{E} (\| u_1 \|)^q.
\]

Therefore, it holds that

\[
\mathbb{E} \left\{ \sup_x \| \nabla_x s_D(x) - \overset{\sim}{f}_0(x) \| \right\}^q \leq (2\pi)^q D^{1-q} \mathbb{E} (\| u \|)^q + \overset{\sim}{f}_0(x).
\]

Markov inequality now gives

\[
\mathbb{P} \left\{ \sup_x \| \nabla_x (s_D(x) - \overset{\sim}{f}_0(x)) \| \geq \frac{t}{2r} \right\} \leq \left( \frac{2r}{t} \right)^q \left\{ (2\pi)^q D^{1-q} \mathbb{E} (\| u \|)^q + \overset{\sim}{f}_0 \right\}.
\]
Proceeding with the proof of Theorem 1, we obtain
\[
\mathbb{P}\left\{ \sup_{x \in M} |s_D(x) - \mathcal{F}_0| \geq t \right\} \leq \left( \frac{2r}{t} \right)^q \left\{ (2\pi)^q D^{1-q} \mathbb{E}(\|u\|^q) + L_0^q \right\} + \left( \frac{\text{diam}(M)}{r} \right)^{md} \exp\left( -\frac{Dt^2}{8} \right).
\]
Writing the right side of the above inequality in the form \( \kappa_1 r^{-md} + \kappa_2 r^q \) and letting \( r = (\kappa_1/\kappa_2)^{1/(q+md)} \), we obtain
\[
\mathbb{P}\left\{ \sup_{x \in M} |s_D(x) - \mathcal{F}_0| \geq t \right\} \leq 2 \left( \frac{2\text{diam}(M)}{q^md} \right)^{q/\pi^md} \left\{ (2\pi)^q D^{1-q} \mathbb{E}(\|u\|^q) + L_0^q \right\}^{md/\pi^md} \exp\left( -\frac{Dq^2}{8} \frac{q}{q + md} \right).
\]
For any \( t > 0 \), we can choose large enough \( D = D(t) \) such that the right side of the above inequality is arbitrarily small. Lastly, since \( \mathcal{F}_0 \) coincides with \( f_0 \) on \([-2M, 2M]^d \) for any given \( M > 0 \), the proof is complete. \( \square \)

### A.7 Proof of Theorem 2

**Proof.** First consider the case under (B2). Let \( K : \mathbb{R}^{md} \to \mathbb{R} \) be the standard \( md \)-variate Gaussian density defined as \( K(x) := \exp(-\|x\|^2/2)(2\pi)^{-md/2} \), and \( K_h(x) = K(x/h)h^{-md} \) for some positive constant \( h \). Define \( \mathcal{F}_h(x) := (\mathcal{F} * K_h)(x) \). Then, it holds that
\[
|\mathcal{F}_h(x) - \mathcal{F}(x)| = \left| \int_{\mathbb{R}^{md}} (2\pi)^{-md/2} \exp\left( -\frac{\|y\|^2}{2} \right) \{ \mathcal{F}(x - yh) - \mathcal{F}(x) \} dy \right|
\leq \int_{\mathbb{R}^{md}} (2\pi)^{-md/2} \exp\left( -\frac{\|y\|^2}{2} \right) |\mathcal{F}(x - yh) - \mathcal{F}(x)| dy.
\]
Denote the upper bound of \( \mathcal{F} \) as \( M_\mathcal{F} \). Then, for any \( t > 0 \), there exists some positive constant \( A = A(M_\mathcal{F}, m, d, t) \) such that
\[
\int_{[-A,A]^md} (2\pi)^{-md/2} \exp\left( -\frac{\|y\|^2}{2} \right) |\mathcal{F}(x - yh) - \mathcal{F}(x)| dy 
\leq 2M_\mathcal{F} \int_{[-A,A]^md} (2\pi)^{-md/2} \exp\left( -\frac{\|y\|^2}{2} \right) dy 
\leq t/4.
\]
Inside \([-A,A]^md\), using the uniform continuity of \( \mathcal{F} \), there exists some \( h = h(M_\mathcal{F}, m, d, t) \), such that
\[
\int_{[-A,A]^md} (2\pi)^{-md/2} \exp\left( -\frac{\|y\|^2}{2} \right) |\mathcal{F}(x - yh) - \mathcal{F}(x)| dy \leq t/4.
\]
Putting together the pieces, it holds that for any \( t > 0 \), there exists some \( h = h(M_\mathcal{F}, m, d, t) \) such that \( \|\mathcal{F}_h - \mathcal{F}\|_\infty \leq t/2 \). Since both \( \mathcal{F} \) and \( K_h \) belong to \( L^1(\mathbb{R}^{md}) \), their Fourier transforms exist. It can be readily checked that \( \hat{K}_h(u) = \exp(-2\pi^2 h^2 \|u\|^2) \), and thus
\[
\hat{\mathcal{F}}_h(u) = \hat{\mathcal{F}}(u) \cdot \hat{K}_h(u) = \hat{\mathcal{F}}(u) \exp(-2\pi^2 h^2 \|u\|^2).
\]
Using the relation \( \|f \ast g\|_{L^q} \leq \|f\|_{L^q} \|g\|_{L^1} \) for any \( q \geq 1 \) and \( f \in L^q(\mathbb{R}^{md}), g \in L^1(\mathbb{R}^{md}) \) and the fact that \( K_h \in L^1(\mathbb{R}^{md}) \), it holds that \( \hat{\mathcal{F}}_h \in L^1(\mathbb{R}^{md}) \). Moreover, it can readily checked
that
\[ \mu^q(F_h) = \int_{\mathbb{R}^m} |f_h(u)|^q du = \int_{\mathbb{R}^m} |\hat{f}(u)|^q du \exp(-2\pi^2 h^2 \|u\|^2) du < \infty \]
fory \geq 1. Therefore, by Theorem 1, for any givenM > 0 andC = [-M, M]^m, and any given t > 0, we can find an approximating kernel \( \hat{f}_h = \hat{f}_h(t) \) such that \( |\hat{f}_h - \hat{f}_h| \leq t/2 \)
uniformly overC, and \( \hat{f}_h \) further satisfies expansion (3) in the main paper with constants
\[ F = 2^m \|\hat{f}_h\|_{\mathcal{L}^1}, \quad \tilde{B} = 1, \quad \mu_a = 1 \]
for all a \geq 1. Choosing \( h = h(M, m, d, t/2) \), by triangular inequality, we have
\[ |\hat{f} - \hat{f}_h| \leq t/2 + t/2 = t \]
uniformly overC. Furthermore, since \( \hat{f} \) andfcoincides onC, we have
\[ |f - \hat{f}_h| \leq t \]
uniformly overC. Now we upper bound the term \( \|\hat{f}_h\|_{\mathcal{L}^1} \). To this end, we have
\[ \|\hat{f}_h\|_{\mathcal{L}^1} = \int_{\mathbb{R}^m} |\hat{f}(u)| \exp(-2\pi^2 h^2 \|u\|^2) du = L \int_{\mathbb{R}^m} \frac{1}{1 + \|u\|^2} \exp(-2\pi^2 h^2 \|u\|^2) du. \]
Using polar coordinates, it holds that
\[ \|\hat{f}_h\|_{\mathcal{L}^1} \leq \Gamma_1(m, \|u\|) LF \int_0^\infty \frac{r^{m-1}}{1 + r^{m+\epsilon}} \exp(-2\pi^2 h^2 r^2) dr 
\leq \Gamma_1(m) LF \left( 1 + \int_1^\infty \frac{1}{r^{1+\epsilon}} dr \right) 
= (1 + \epsilon^{-1}) \Gamma_1(m) LF, \]
where \( \Gamma_1(\cdot) \) is defined in (14) in the main paper.
Next, we consider the case under Condition (B3). It suffices to recalculate \( \|\hat{f}_h - \hat{f}\|_{\mathcal{L}^\infty} \)
overC = [-M, M]^m and \( \|\hat{f}_h\|_{\mathcal{L}^1} \) for any given M > 0. For the first quantity, we have by
theL-Lipschitz continuity of \( \hat{f} \) that for any \( x \in \mathbb{R}^m \)
\[ |\hat{f}_h(x) - \hat{f}(x)| = \left| \int_{\mathbb{R}^m} (2\pi)^{-md/2} \exp\left(-\frac{\|t\|^2}{2}\right) \left\{ \hat{f}(x-th) - \hat{f}(x) \right\} dt \right| 
\leq \int_{\mathbb{R}^m} (2\pi)^{-md/2} \exp\left(-\frac{\|t\|^2}{2}\right) |\hat{f}(x-th) - \hat{f}(x)| dt 
\leq Lh \int_{\mathbb{R}^m} (2\pi)^{-md/2} \exp\left(-\frac{\|t\|^2}{2}\right) \|t\| dt 
= Lh \Gamma_2(m), \]
where in the last step we integrate using polar coordinates and \( \Gamma_2(\cdot) \) is defined in (14) in the main paper. Therefore, \( |\hat{f}_h(x) - \hat{f}(x)| \leq \Gamma_2(m) Lh \) uniformly over all \( x \in \mathbb{R}^m \). For the
second quantity, we have
\[
\left\| \hat{f}_h \right\|_{L^1} \leq \Gamma_1(md)L_F \int_0^\infty \frac{r^{md-1}}{1+r^{md}} \exp(-2\pi^2 h^2 r^2) dr \\
= \Gamma_1(md)L_F \left( \int_0^1 1 dr + \int_1^{1/h} \frac{1}{r} dr + \int_{1/h}^\infty \frac{1}{r} \exp(-2\pi^2 h^2 r^2) dr \right) \\
\leq 2\Gamma_1(md)L_F \log(1/h)
\]
for \( h \) small enough. The result follows by plugging in \( h = t/(2\Gamma_2(md)L) \).

A.8 Proof of Corollary 4

Proof. The proof follows directly from that of Corollary 1.

A.9 Proof of Corollary 5

Proof. Part (a) follows essentially from the proof of Corollary 2. For part (b), we follow the proof of Theorem 2 and recalculate \( \left\| \hat{f}_h \right\|_{L^1} \) under the product structure. Note that when every \( h_\ell \in C^{m+1}m) \cap L^1(\mathbb{R}^m) \) and \( \partial^{m+1}h_\ell/\partial x_i^{m+1} \in L^1(\mathbb{R}^m) \) for each \( i \in [m] \), then \( \hat{h}_\ell(u) \leq C_\ell/(1 + \|u\|^{m+1}) \), where \( C_\ell = \|h_\ell\|_{L^1} + m^m \sum_{i=1}^m \|\partial^{m+1}h_\ell/\partial x_i^{m+1}\|_{L^1} \). Therefore, it holds that
\[
\int_{\mathbb{R}^m} \hat{h}_\ell(u) \exp(-2\pi^2 h^2 \|u\|^2) du \leq C_\ell \int_{\mathbb{R}^m} \frac{1}{1 + \|u\|^{m+1}} \exp(-2\pi^2 h^2 \|u\|^2) du \\
= CC_\ell \int_0^\infty \frac{1}{1 + r^{m+1}} \exp(-2\pi^2 h^2 r^2) r^{m-1} dr \\
\leq 2CC_\ell,
\]
where \( C = \Gamma_2(m) \), with \( \Gamma_2(\cdot) \) defined in (14) in the main paper. Therefore, with \( u = (u_1^\top, \ldots, u_m^\top)^\top \) in \( \mathbb{R}^{md} \), we have
\[
\left\| \hat{f}_h \right\|_{L^1} = \int_{\mathbb{R}^{md}} \left| \hat{f}(u) \right| \exp(-2\pi^2 h^2 \|u\|^2) du = \prod_{\ell=1}^d \left\{ \int_{\mathbb{R}^m} \left| \hat{h}_\ell(u_\ell) \right| \exp(-2\pi^2 h^2 \|u_\ell\|^2) du_\ell \right\} \\
\leq (2C)^d \prod_{\ell=1}^d C_\ell.
\]
The rest of part (b) follows similarly. This completes the proof.

A.10 Proof of Theorem 3

Proof. Using a similar smoothing technique as Theorem 2, define \( \overline{f}_{0,h} := (\overline{f}_0 * K_h)(x) \). Then, it holds that
\[
\overline{f}_{0,h}(x) = \int_{\mathbb{R}^d} \overline{f}_0(y)(2\pi)^{-d/2} h^{-d} \exp\left( -\frac{\|x - y\|^2}{2h^2} \right) dy
\]
\[
= \prod_{\ell=1}^{d} \int_{\mathbb{R}} h_{0,\ell}(y_{\ell}) \frac{1}{\sqrt{2\pi}h} \exp\left\{-\frac{(x_{\ell} - y_{\ell})^2}{2h^2}\right\} dy_{\ell}.
\]

Define \(g_{\ell,h}(x)\) to be the \(\ell\)th term in the above product. Since for each \(\ell \in [d]\), \(\|g_{0,\ell}\|_{\infty} \leq \Delta\), thus

\[
|g_{\ell,h}(x)| = \left| \int_{-\infty}^{\infty} h_{0,\ell}(y) \frac{1}{\sqrt{2\pi}h} \exp\left\{-\frac{(x - y)^2}{2h^2}\right\} dy \right| \\
= \left| \int_{-\infty}^{\infty} h_{0,\ell}(x + uh) \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{u^2}{2}\right) du \right| \\
\leq \Delta \left| \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{u^2}{2}\right) du \right| \\
= \Delta.
\]

Thus \(\|g_{\ell,h}\|_{\infty} \leq \Delta\) for all \(\ell \in [d]\). By telescoping, it holds that

\[
|\overline{g}_{0,h}(x) - \overline{g}_{0}(x)| = \left| \prod_{\ell=1}^{d} g_{\ell,h}(x_{\ell}) - \prod_{\ell=1}^{d} h_{0,\ell}(x_{\ell}) \right| \\
\leq \Delta^{d-1} \sum_{\ell=1}^{d} \left| g_{\ell,h}(x_{\ell}) - h_{0,\ell}(x_{\ell}) \right| \\
= \Delta^{d-1} \sum_{\ell=1}^{d} \left| \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) \left( \overline{h}_{0,\ell}(x_{\ell} - th) - h_{0,\ell}(x_{\ell}) \right) dt \right|.
\]

By Condition (B4), for each \(\ell \in [d]\), \(h_{0,\ell}\) has \(J_{\ell}\) jump points denoted as \(y_{\ell,1}, \ldots, y_{\ell,J_{\ell}}\). Define \(y_{\ell,0} := -\infty\) and \(y_{\ell,J_{\ell}+1} := \infty\). Define

\[
\tilde{S} := \left\{ \left. [-2M_1, 2M_1]^d \right\} \cap \{ x \in \mathbb{R}^d : |x_{\ell} - y_{\ell,k}| \geq M_2, \ell \in [d], k \in [J_{\ell}] \} \right\}.
\]

For any \(x \in \tilde{S}\), \(x_{\ell}\) does not take any value in \(\{y_{\ell,1}, \ldots, y_{\ell,J_{\ell}}\}\) for all \(\ell \in [d]\). Thus, there exists some integer \(0 \leq i_{\ell} \leq J_{\ell}\) such that \(y_{\ell,i_{\ell}} < x_{\ell} < y_{\ell,i_{\ell}+1}\). Note that

\[
\{ \overline{h}_{0,\ell}(x_{\ell} - th) \neq h_{0,\ell}(x_{\ell}) \} \subset \{ x_{\ell} - th \leq y_{\ell,i_{\ell}} \} \cup \{ x_{\ell} - th \geq y_{\ell,i_{\ell}+1} \} \\
= \{ t \geq (x_{\ell} - y_{\ell,i_{\ell}})/h \} \cup \{ t \leq (x_{\ell} - y_{\ell,i_{\ell}+1}) \} \\
\subset \{ t \geq M_2/h \} \cup \{ t \leq -M_2/h \}.
\]

Therefore, for each \(\ell \in [d]\),

\[
\left| \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) \left( \overline{h}_{0,\ell}(x_{\ell} - th) - h_{0,\ell}(x_{\ell}) \right) dt \right| \\
\leq \Delta \left\{ \int_{M_2/h}^{\infty} \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) dt + \int_{-\infty}^{-M_2/h} \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) dt \right\} \\
= 2\Delta \mathbb{P}(N(0, 1) \geq M_2/h) \\
\leq \Delta \exp\left(-\frac{M_2^2}{2h^2}\right),
\]
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where in the last line we use the standard Gaussian tail bound. Putting together the pieces, it holds that
\[ |\hat{f}_{0,h}(x) - \hat{f}_0(x)| \leq d\Delta^d \exp\left(-\frac{M_2^2}{2h^2}\right) \]
uniformly over all \( x \in \tilde{S} \). Proceeding with the proof of Theorem 2, for any given \( t > 0 \), there exists an approximating kernel \( \tilde{f}_{0,h} \) such that \( |\hat{f}_{0,h} - \hat{f}_{0,h}| \leq t/2 \) uniformly over \( \tilde{S} \), and \( \tilde{f}_{0,h} \) satisfies expansion (3) in the main paper with constants
\[ F = 4\|\tilde{f}_{0,h}\|_{L^1}, \quad B = 1, \quad \mu_a = 1 \]
for all \( a \geq 1 \). Choosing \( h = M_2 \log^{-1/2}(2d\Delta^d/t \vee 2)/\sqrt{2} \), by triangular inequality, we have
\[ |\tilde{f}_0(x) - \tilde{f}_{0,h}(x)| \leq t/2 + t/2 = t \]
uniformly over \( x \in \tilde{S} \). Define \( \tilde{f}_h(x,y) := \tilde{f}_{0,h}(x - y) \). Then for any \( (x,y) \) in the support (15) in the main paper, \( x - y \in \tilde{S} \) and thus
\[ |\tilde{f}(x,y) - \tilde{f}_h(x,y)| = |\tilde{f}(x - y) - \tilde{f}_{h,h}(x - y)| \leq t. \]
Furthermore, since \( \tilde{f} \) coincides with \( f \) on (15) in the main paper, it holds that
\[ |f(x,y) - \tilde{f}_h(x,y)| \leq t \]
uniformly over \( C \) defined in (15) in the main paper. Now we upper bound the term \( \|\tilde{f}_{0,h}\|_{L^1} \).
For any \( u = (u_1, \ldots, u_d) \), using the relation
\[ \tilde{f}_{0,h}(u) = \tilde{f}_0(u) \hat{K}_h(u) = \prod_{\ell=1}^{d} \left\{ \tilde{h}_{0,\ell}(u\ell) \exp(-2\pi^2h^2u\ell^2) \right\}, \]
we obtain
\[ \|\tilde{f}_{0,h}\|_{L^1} = \prod_{\ell=1}^{d} \int_{-\infty}^{\infty} \tilde{h}_{0,\ell}(u) \exp(-2\pi^2h^2u^2)du \]
\[ \leq \prod_{\ell=1}^{d} \left\{ \int_{-1}^{1} \tilde{h}_{0,\ell}(u) \left| du + 2 \int_{1}^{\infty} \frac{C_\ell}{u} \exp(-2\pi^2h^2u^2) du \right\} \right\} \]
\[ = \prod_{\ell=1}^{d} \left\{ \int_{-1}^{1} \tilde{h}_{0,\ell}(u) \left| du + 2C_\ell \int_{1}^{1/h} \frac{1}{u} \exp(-2\pi^2h^2u^2) du + 2C_\ell \int_{1/h}^{\infty} \frac{1}{u} \exp(-2\pi^2h^2u^2) du \right\} \right\} \]
\[ \leq \prod_{\ell=1}^{d} \left\{ \int_{-1}^{1} \tilde{h}_{0,\ell}(u) \left| du + 4C_\ell \log(1/h \vee 2) \right\} \right\}. \]
This completes the proof. \( \square \)

A.11 Proof of Proposition 3

Proof. We will use the notation \( \|\cdot\|_{\infty, D} \) to indicate the supremum norm over set \( D \). First consider the additive case. Given any \( t > 0 \) and \( \{\lambda_i\}_{i=1}^{N} \), for each \( 1 \leq i \leq N \), choose \( t_i \) and
\( f^i \) such that \( \| f^i - f^i \|_{\infty,C^i} \leq t_i \leq t/\left( \sum_{i=1}^{N} |\lambda_i| \right) \). Let \( f^0 := \sum_{i=1}^{N} \lambda_i f^i \). Then, we have
\[
\| f^0 - f^0 \|_{\infty,C^0} \leq \sum_{i=1}^{N} |\lambda_i| \| f^i - f^0 \|_{\infty,C^i} \leq t.
\]
By assumption, for each \( i \in [N] \), \( f^i \) admits an expansion
\[
\tilde{f}^i(x_1^i, \ldots, x_m^i) = \sum_{j_1^i, \ldots, j_m^i=1}^{K} f_{j_1^i,\ldots,j_m^i} e_{j_1^i}^i(x_1^i) \cdots e_{j_m^i}^i(x_m^i)
\]
with corresponding constants \((F^i(t_i), B^i(t_i), \mu_a^i(t_i))\) for \( a \geq 1 \). Therefore, the kernel \( \tilde{f}^0 \) can be written as
\[
\tilde{f}^0(x_1^1, \ldots, x_m^1, \ldots, x_1^N, \ldots, x_m^N) = \sum_{i=1}^{N} \lambda_i \tilde{f}^i(x_1^i, \ldots, x_m^i)
\]
\[
= \sum_{i=1}^{N} \lambda_i \sum_{j_1^i, \ldots, j_m^i=1}^{K} f_{j_1^i,\ldots,j_m^i} e_{j_1^i}^i(x_1^i) \cdots e_{j_m^i}^i(x_m^i).
\]
The constants \((F(t), B(t), \mu_a(t))\) for the expansion of \( \tilde{f}^0 \) thus take the value \((\sum_{i=1}^{N} |\lambda_i| F^i, B^1 \vee \ldots \vee B^N, \mu_a^1 \vee \ldots \vee \mu_a^N)\).

Now consider the product case. Given any \( t > 0 \), for each \( i \in [N] \), choose \( t_i \) and \( \tilde{f}^i \) such that \( \| \tilde{f}^i - f^i \|_{\infty,C^i} \leq t_i \leq t(M^i + t)/\left\{ N \prod_{i=1}^{N} (M^i + t) \right\} \). Since \( \| f^i \|_{\infty,C^i} \leq M^i \) and \( \| \tilde{f}^i - f^i \|_{\infty,C^i} \leq t_i \leq t \), triangular inequality gives \( \| \tilde{f}^0 \|_{\infty,C^i} \leq M^i + t \) for all \( i \in [N] \). Let \( \tilde{f}^0 := \prod_{i=1}^{N} \tilde{f}^i \). Then, we have by telescoping
\[
\| \tilde{f}^0 - f^0 \|_{\infty,C^0} \leq \sum_{i=1}^{N} \left\{ \| \tilde{f}^i - f^i \|_{\infty,C^i} \prod_{j \neq i} \| \tilde{f}^j \|_{\infty,C^j} \vee \| f^j \|_{\infty,C^j} \right\} \leq \sum_{i=1}^{N} \frac{t}{N} = t.
\]
Moreover, \( \tilde{f}^0 \) can be written as
\[
\tilde{f}^0(x_1^1, \ldots, x_m^1, \ldots, x_1^N, \ldots, x_m^N)
\]
\[
= \prod_{i=1}^{N} \tilde{f}^i(x_1^i, \ldots, x_m^i)
\]
\[
= \prod_{i=1}^{N} \left( \sum_{j_1^i, \ldots, j_m^i=1}^{K} f_{j_1^i,\ldots,j_m^i} e_{j_1^i}^i(x_1^i) \cdots e_{j_m^i}^i(x_m^i) \right)
\]
\[
= \sum_{j_1^1, \ldots, j_m^1=1}^{K^1} \ldots \sum_{j_1^N, \ldots, j_m^N=1}^{K^N} f_{j_1^1,\ldots,j_m^1} \cdots f_{j_1^N,\ldots,j_m^N} e_{j_1^1}^1(x_1^1) \cdots e_{j_m^1}^1(x_m^1) \cdots e_{j_m^N}^N(x_1^N) \cdots e_{j_m^N}^N(x_m^N).
\]
The constants \((F(t), B(t), \mu_a(t))\) for the expansion of \( \tilde{f}^0 \) thus take the value \((\prod_{i=1}^{N} F^i, B^1 \vee \ldots \vee B^N, \mu_a^1 \vee \ldots \vee \mu_a^N)\).

Lastly, note that for both cases, the symmetrized version of \( \tilde{f}^0 \), denoted as \( \bar{f}^0 \), satisfies
that
\[ \|f_0^0 - \tilde{f}_0\|_{\infty, C_0^0} \leq t \]
when restricted to the symmetric set \( C_0^0 \). Moreover, it can be readily checked that \( \tilde{f}_0 \) admits an expansion with the same constants as \( \tilde{f}^0 \). This completes the proof. \( \square \)

A.12 Proof of Proposition 4

Proof. By definition of \( \{f_p\}_{p=1}^m \), \( \{\tilde{f}_p\}_{p=1}^m \) and \( \{C_p\}_{p=1}^m \), in order to upper bound \( |f_p - \tilde{f}_p| \) over \( C_p \), it suffices to derive upper bounds on \( |\theta - \tilde{\theta}| \) and \( |g_p - \tilde{g}_p| \) over \( C_p \), where \( \{g_p\}_{p=1}^m \) are defined as
\[
g_p(x_1, \ldots, x_p) := \mathbb{E}\left\{ f(x_1, \ldots, x_p, \tilde{X}_{p+1}, \ldots, \tilde{X}_m) \right\}
\]
for \( p \in [m-1] \) and \( g_m := f \). We first derive an upper bound on \( |\theta - \tilde{\theta}| \). We have
\[
|\theta - \tilde{\theta}| = \mathbb{E}\left\{ f(\tilde{X}_1, \ldots, \tilde{X}_m) - \tilde{f}(\tilde{X}_1, \ldots, \tilde{X}_m) \right\}
\leq \mathbb{E}\left\{ |f - \tilde{f}| 1\{ (\tilde{X}_1^\top, \ldots, \tilde{X}_m^\top)^\top \in C \} \right\} + \mathbb{E}\left\{ |f - \tilde{f}| 1\{ (\tilde{X}_1^\top, \ldots, \tilde{X}_m^\top)^\top \notin C \} \right\}
\leq t + \left\{ \mathbb{E}\left( |f - \tilde{f}|^2 \right) \right\}^{1/2} \left\{ \mathbb{P}\left( (\tilde{X}_1^\top, \ldots, \tilde{X}_m^\top)^\top \notin C \right) \right\}^{1/2}
\leq t + \sqrt{2} \left\{ \mathbb{E}\sum_{p=1}^m f^2(\tilde{X}_1, \ldots, \tilde{X}_m) \right\}^{1/2} + FBm \left\{ \mathbb{P}\left( (\tilde{X}_1^\top, \ldots, \tilde{X}_m^\top)^\top \notin C \right) \right\}^{1/2},
\]
where in the last line we use the upper bound \( FBm \) on \( \tilde{f} \). For each \( p \in [m-1] \), we have for all \( (x_1^\top, \ldots, x_p^\top)^\top \in C_p, \)
\[
|g_p(x_1, \ldots, x_p) - \tilde{g}_p(x_1, \ldots, x_p)|
= \mathbb{E}\left\{ f(x_1, \ldots, x_p, \tilde{X}_{p+1}, \ldots, \tilde{X}_m) - \tilde{f}(x_1, \ldots, x_p, \tilde{X}_{p+1}, \ldots, \tilde{X}_m) \right\}
\leq \mathbb{E}\left\{ |f - \tilde{f}| 1\{ (\tilde{X}_{p+1}^\top, \ldots, \tilde{X}_m^\top)^\top \in C(x_1, \ldots, x_p) \} \right\} + \mathbb{E}\left\{ |f - \tilde{f}| 1\{ (\tilde{X}_{p+1}^\top, \ldots, \tilde{X}_m^\top)^\top \notin C(x_1, \ldots, x_p) \} \right\}
\leq t + \sqrt{2} \left\{ \mathbb{E}\sum_{p=1}^m f^2(x_1, \ldots, x_p, \tilde{X}_{p+1}, \ldots, \tilde{X}_m) \right\}^{1/2} + FBm \left\{ \mathbb{P}\left( (\tilde{X}_{p+1}^\top, \ldots, \tilde{X}_m^\top)^\top \notin C(x_1, \ldots, x_p) \right) \right\}^{1/2},
\]
where in the last line we again use the upper bound on \( \tilde{f} \). For \( p = m \), it holds that
\[
|g_m(x_1, \ldots, x_m) - \tilde{g}_m(x_1, \ldots, x_m)| = |f(x_1, \ldots, x_m) - \tilde{f}(x_1, \ldots, x_m)| \leq t
\]
uniformly over \( (x_1^\top, \ldots, x_m^\top)^\top \in C \). With the definition of \( \{s_i\}_{i=0}^{m-1} \) and \( \{v_i\}_{i=0}^{m-1} \), there exists some positive constant \( C = C(m) \) such that
\[
\sup_{p \in [m]} \sup_{(x_1^\top, \ldots, x_p^\top)^\top \in C_p} \left| f_p(x_1, \ldots, x_p) - \tilde{f}_p(x_1, \ldots, x_p) \right| \leq C \left( t + \sum_{i=0}^{m-1} s_i v_i + FBm \sum_{i=0}^{m-1} v_i \right).
\]
This completes the proof. \( \square \)
A.13 Proof of Proposition 1′

Proof. It suffices to reprove Step I in the proof of Proposition 1 and Step II therein remains the same. By Proposition 4 and Condition (A) with set $C$, for any $t > 0$, there exists a symmetric approximating kernel $\tilde{f}$ such that

$$|f(x_1, \ldots, x_m) - \tilde{f}(x_1, \ldots, x_m)| \leq t$$

uniformly over $C$ and $\tilde{f}$ satisfies expansion (3) in the main paper with constants $(F(t), B(t), \mu_a(t))$. Moreover, with $t'$ defined in (21) in the main paper, it holds for all $p \in [m]$ that

$$|f_p(x_1, \ldots, x_p) - \tilde{f}_p(x_1, \ldots, x_p)| \leq t'$$

uniformly over $C_p$ defined in (20) in the main paper by Proposition 4. Now following the proof of Proposition 1, we have again that on the event

$$\mathcal{E}_p := \{\text{for all } (i_1, \ldots, i_p) \text{ s.t. } 1 \leq i_1, \ldots, i_p \leq n, \text{it holds that } (X_{i_1}^\top, \ldots, X_{i_p}^\top)^\top \in C_p\},$$

it holds that

$$|V_{n,p} - \tilde{V}_{n,p}| \leq n^p t'.$$

Then, for any $x > 0$, there exists large enough $C_2$ such that

$$\mathbb{P}\{|V_n - \theta| \geq C_2(x + t')\}$$

$$\leq \mathbb{P}\{|V_n - \theta| \geq C_2(x + t')\cap \mathcal{E}_r \cap \ldots \cap \mathcal{E}_m\} + \mathbb{P}\left(\bigcup_{p=r}^m \mathcal{E}_p^{\mathcal{C}}\right)$$

$$\leq \sum_{p=r}^m \mathbb{P}\{n^{-p}|V_{n,p}| \geq (x + t')\cap \mathcal{E}_p\} + R_{n,r}$$

$$\leq \sum_{p=r}^m \mathbb{P}\{n^{-p}|\tilde{V}_{n,p}| \geq x\} + R_{n,r}.$$

This completes the proof. \qed

A.14 Proof of Proposition 2′

Proof. The proof is essentially the same as that of Proposition 2; the two extra conditions, $t' = O(t)$ and $R_{n,2} = o(n^{-1/2}/\sqrt{\log n})$, guarantee that $R_n$ defined therein satisfies that $R_n = (1 - \Phi(x_n))o(1)$ uniformly over $x \in [0, \gamma \sqrt{\log n}]$. \qed

A.15 Proof of Corollary 6

Proof. The proof is straightforward and thus omitted. \qed

A.16 Proof of Corollary 7

Proof. The proof of (b) is trivial. We now prove (a). Following the proof of Theorem 3, we can show that there exists an even function $\tilde{f}_{0,h}$ and $\tilde{f}_h(x, y) := \tilde{f}_{0,h}(x - y)$ such that $\tilde{f}_h$ satisfies (3) in the main paper with the same constants $(F(t), B(t), \mu_a(t))$ as in Theorem 3 and
\[ |f(x, y) - \tilde{f}_h(x, y)| \leq t \] uniformly over \((x, y) \in C\), with \(C\) defined in (15) in the main paper. However, it is not necessarily true that \(|\tilde{f}(x, x)| \leq t\) unless \(|y_{\ell,k}| \geq M_2\) for all \(\ell \in [d]\) and \(k \in [J_\ell]\). To this end, consider an auxiliary kernel \(\tilde{f}\) defined to be \(\tilde{f}(x, y) := f(x, y)\) for all \(x \neq y\) and \(\tilde{f}(x, x) := \tilde{f}_h(x, x) = \tilde{f}_{0,h}(0)\) for all \(x\). Apparently, \(\tilde{f}\) is still symmetric. Moreover, on the event 
\[ \mathcal{E} := \{|X_i| \in [-M_1, M_1]^d, \forall i \in [n], \{(X_{i,\ell} - X_{j,\ell}) - y_{\ell,k}| \geq M_2, 1 \leq i < j \leq n, \ell \in [d], k \in [J_\ell]\}, \]

it holds that \(\tilde{f}(X_i, X_j) - \tilde{f}_h(X_i, X_j) \leq t\) for all \(1 \leq i, j \leq n\). Now, using the relation
\[
n^{-2} \sum_{i,j=1}^{n} f(X_i, X_j) = n^{-2} \sum_{i,j=1}^{n} \tilde{f}(X_i, X_j) + \frac{1}{n} \left( f_0(0) - \tilde{f}_{0,h}(0) \right),
\]
we have for all \(x\) such that \(x > |\tilde{f}_0(0) - f_0(0)|/n\) and \(t'\) defined in (21) in the main paper,
\[
\mathbb{P}(|V_n - \theta| \geq x + C_1 t') \leq \mathbb{P} \left( |\tilde{V}_n - \theta| \geq x + C_1 t' - \frac{1}{n} |\tilde{f}_{0,h}(0) - f_0(0)| \right),
\]
where \(\tilde{V}_n\) is the V-statistic generated by \(\tilde{f}\). Since \(X_1\) is absolutely continuous, we have \(\bar{\theta} := \mathbb{E} \left\{ \tilde{f}(X, X_2) \right\} = \theta\) and \(\mathbb{E} \left\{ \tilde{f}(x, X_2) \right\} = \mathbb{E} \left\{ f(x, X_2) \right\}\) for any \(x \in \mathbb{R}^d\). Therefore, \(\tilde{f}\) and \(f\) have the same mean value and degeneracy level. By triangle inequality and definition of the constants \(F\) and \(B\), we have
\[
|\tilde{f}_{0,h}(0) - f_0(0)| \leq |\tilde{f}_{0,h}(0)| + |f_0(0)| \leq FB + |f_0(0)| = F + |f_0(0)|.
\]
Define \(\tilde{V}_{n,1}\) and \(\tilde{V}_{n,2}\) to be the V-statistics generated by \(\tilde{f}_{h,1}\) and \(\tilde{f}_{h,2}\), respectively, where for \(r = 1, 2\), \(\tilde{f}_{h,r}\) is the \(r\)th degenerate term in the Hoeffding decomposition of \(\tilde{f}_h\). Define similarly the V-statistics \(\tilde{V}_{n,1}\) and \(\tilde{V}_{n,2}\) generated by \(\tilde{f}_1\) and \(\tilde{f}_2\), respectively. We now show that \(|\tilde{V}_{n,1} - \tilde{V}_{n,1}| \leq t'\) and \(|\tilde{V}_{n,2} - \tilde{V}_{n,2}| \leq t'\) on the event \(\mathcal{E}\). Define \(\bar{\theta}\) to be the mean value of \(\tilde{f}, g_2 := \tilde{f}\) and \(\bar{g}_1(x) = \mathbb{E} \left( \tilde{f}(x, X) \right)\), and similarly for \(g_1, g_2, \bar{g}_1\), and \(\bar{g}_2\). Then, by Proposition 4, it holds that
\[
|\bar{\theta} - \bar{\theta}| = |\theta - \bar{\theta}| \leq t'
\]
and
\[
|\bar{g}_1(x) - \bar{g}_1(x)| = |g_1(x) - \bar{g}_1(x)| \leq t'
\]
uniformly over \(C_1\), with \(C_1 = [-M_1, M_1]^d\) defined in (20) in the main paper. Thus by definition, \(|f_1(x) - \tilde{f}_1(x)| \leq t'\) uniformly over \(C_1\). On the event \(\mathcal{E}\), all \(X_n\)'s take values in \(C_1\), therefore \(|\tilde{V}_{n,1} - \tilde{V}_{n,1}| \leq t'\) on the event \(\mathcal{E}\). By definition, we have
\[
\tilde{f}_2(X_i, X_j) = \tilde{f}(X_i, X_j) - \tilde{f}_1(X_i) - \tilde{f}_1(X_j) - \bar{\theta},
\]
\[
\tilde{f}_2(X_i, X_j) = \tilde{f}(X_i, X_j) - \tilde{f}_1(X_i) - \tilde{f}_1(X_j) - \bar{\theta}.
\]
When $i \neq j$, clearly $|\bar{f}_2(X_i, X_j) - \bar{f}_2(X_i, X_j)| \leq t'$ on the event $\mathcal{E}$. When $i = j$, since $\bar{f}(X_i, X_i) = \bar{f}(X_i, X_i)$, we have the same conclusion. This implies that $|\bar{V}_{n,2} - \bar{V}_{n,2}| \leq t'$ on the event $\mathcal{E}$. Then, for both nondegenerate $f$ ($r = 1$) and degenerate $f$ ($r = 2$), it holds for any $x > (|f_0(0)| + F)/n$ that

$$
\begin{align*}
\mathbb{P}(|V_n - \theta| \geq x + C_1 t') \\
\leq \mathbb{P}(|\bar{V}_n - \bar{\theta}| \geq y + C_1 t') \\
\leq \sum_{p=r}^2 \mathbb{P}\left(|\bar{V}_{n,p}| \geq y\right) + \mathbb{P}(\mathcal{E}^c) \\
\leq 2 \sum_{p=r}^2 \exp\left(-\frac{C_2 ny^{2/p}}{A_p^1 y^{1/p} M_p^{1/p}}\right) + n^2 \left(\sum_{t=1}^d J_t\right) M_2 D + n \sum_{t=1}^d \mathbb{P}(|X_1, t| \geq M_1)
\end{align*}
$$

where $y = x - (|f_0(0)| + F)/n$, $t'$ is defined in (21) in the main paper, $C_1 = C_1(m), C_2 = C_2(m, \gamma_2)$, and $\{A_p\}_{p=1}^m$ and $\{M_p\}_{p=1}^m$ take the values $A_p \asymp F(t)^2, M_p \asymp F(t)(\log n)^{2p}$, with $F$ specified in Theorem 3. \hfill $\square$

A.17 Supporting lemmas

**Lemma 1** (Theorem 2, Merlevède et al. [2009]). Let $\{X_i\}_{i=1}^n$ be a stationary sequence of centered real-valued random variables. Suppose that the sequence satisfies either a geometric $\alpha$-mixing condition:

$$
\alpha(n) \leq \exp(-\gamma n)
$$

or a geometric $\tau$-mixing condition:

$$
\tau(n) \leq \exp(-\gamma n)
$$

for some positive constant $\gamma$, and there exists a positive $B$ such that $\sup_{i \geq 1} \|X_i\|_\infty \leq B$. Then there are positive constants $C_1$ and $C_2$ depending only on $\gamma$ such that for all $n \geq 2$ and positive $t$ satisfying $t < 1/[C_1 B (\log n)^2]$, the following inequality holds:

$$
\log[\mathbb{E}\{\exp(t S_n)\}] \leq \frac{C_2 t^2 (n \sigma^2 + B^2)}{1 - C_1 B (\log n)^2},
$$

where $S_n = \sum_{i=1}^n X_i$ and $\sigma^2$ is defined by

$$
\sigma^2 := \text{Var}(X_1) + 2 \sum_{i>1} \text{Cov}(X_1, X_i).
$$

**Lemma 2** (Theorem 2.3, Boucheron et al. [2013]). Let $X$ be a centered random variable. If for some $v > 0$

$$
\mathbb{P}\left(X > \sqrt{2vt} + ct\right) \vee \mathbb{P}\left(-X > \sqrt{2vt} + ct\right) \leq e^{-t}
$$

for every $t > 0$, then for every integer $q \geq 1$,

$$
\mathbb{E}(X^{2q}) \leq q!(8v)^q + (2q)!4^q.
$$
Conversely, if for some positive constants $A$ and $B$,

$$\mathbb{E}(X^{2q}) \leq q!A^q + (2q)!B^{2q},$$

then $X$ satisfies

$$\psi_X(\lambda) = \frac{v\lambda^2}{2(1-c\lambda)}$$

with $(v, c) = (4(A + B^2), 2B)$, where $\psi_X$ is the log Laplace transform of $X$.

**Lemma 3** (Theorem 3, Doukhan [1994]). Assume $X$ and $Y$ are two random variables which are $\mathcal{U}$- and $\mathcal{V}$- measurable, respectively. Suppose $X \in L^p$ and $Y \in L^q$ with $p, q \geq 1$, and further denote the $\alpha$-mixing coefficient between $\mathcal{U}$ and $\mathcal{V}$ as $\alpha(\mathcal{U}, \mathcal{V})$, then it holds that

$$|\text{Cov}(X, Y)| \leq 8\alpha^{1/r}(\mathcal{U}, \mathcal{V})\|X\|_p\|Y\|_q,$$

for any $p, q, r \geq 1$ and $1/p + 1/q + 1/r = 1$.

**Lemma 4** (Bochner’s Theorem, Section 1.4.3, Rudin [1962]). A continuous kernel $f(x, y) = f_0(x - y)$ on $\mathbb{R}^d$ is positive definite if and only if $f_0(\cdot)$ is the Fourier transform of a non-negative measure.

### B Proofs of results in Section 3.1

In this section, we use the following notation. $\mathbb{B}(r)$ and $S^{p-1}$ denote the Euclidean ball of radius $r$ and the unit sphere in $\mathbb{R}^p$, respectively. For a real matrix $A$, $\lambda_{\text{min}}(A)$, $\rho(A)$ and $\|A\|_{\infty}$ denote its minimum eigenvalue, spectral radius (the largest absolute value of all eigenvalues) and element-wise infinity norm, respectively. For a pair of two continuous random variables $(D_i, D_j)$, we will use $\mathbb{E}, \mathbb{P}, F, f$ to represent the ordinary expectation, probability, distribution function and density function, and $\mathbb{E}^{ij}, \mathbb{P}^{ij}, F^{ij}, f^{ij}$ to represent their counterparts under the product measure of $(D_i, D_j)$, that is, for any integrable real function $f$,

$$\mathbb{E}\{f(D_i, D_j)\} = \int \int f(d_i, d_j) dF_{D_i, D_j}(d_i, d_j),$$

$$\mathbb{E}^{ij}\{f(D_i, D_j)\} = \int \int f(d_i, d_j) dF_{D_i}(d_i) dF_{D_j}(d_j).$$

and similarly for $\mathbb{P}^{ij}, F^{ij}$ and $f^{ij}$. For any real measurable function $f$, $\mathbb{E}\{f(D_i, D_j)\}$ denotes the measurable function of $D_j$ by taking expectation only with respect to $D_i$. We will use the definition $\tilde{D}_{ij} := D_i - D_j$, and $\tilde{D}$ as a shorthand when there is no confusion about the pair to take the difference. Lastly, for any $S \subset [p]$, $C(S, \alpha)$ stands for $\{\beta \in \mathbb{R}^p : \|\beta_S\|_1 \leq \alpha\|\beta_S\|_1\}$.

### B.1 Proof of Theorem 4

**Proof.** We adopt the general $M$-estimator framework introduced in Theorem 2.1 of Han et al. [2017b] by verifying Assumptions 2 and 3 therein. Define

$$\Gamma_n(\beta) := \left(\begin{array}{c} n \\ 2 \end{array}\right)^{-1} \sum_{i < j} \frac{1}{h} K\left(\frac{\tilde{W}_{ij}}{h}\right) \left(\tilde{Y}_{ij} - \tilde{X}_{ij} \beta\right)^2.$$
Then, by definition, \( \hat{\beta} \in \arg\min_{\beta} \{ \Gamma_n(\beta) + \lambda_n \| \beta \|_1 \} \). By direct calculation, we have \( \nabla_k \Gamma_n(\beta^*) = -2U_{1,k} - 2U_{2,k} \), where

\[
U_{1,k} := \left( \frac{n}{2} \right)^{-1} \sum_{i<j} \frac{1}{h} K \left( \frac{W_{ij}}{h} \right) \bar{X}_{ijk} \{ g(W_i) - g(W_j) \},
\]

\[
U_{2,k} := \left( \frac{n}{2} \right)^{-1} \sum_{i<j} \frac{1}{h} K \left( \frac{W_{ij}}{h} \right) \bar{X}_{ijk} \bar{e}_{ij}.
\]

By independence of \( \{ \varepsilon_i \}_{i=1}^n \) and \( \{ X_i, W_i \}_{i=1}^n \), it holds that \( \mathbb{E}^{ij}(U_{2,k}) = 0 \). Define the corresponding \( V \)-statistics to be

\[
V_{1,k} := n^{-2} \sum_{i,j=1}^n \frac{1}{h} K \left( \frac{W_{ij}}{h} \right) \bar{X}_{ijk} \{ g(W_i) - g(W_j) \},
\]

\[
V_{2,k} := n^{-2} \sum_{i,j=1}^n \frac{1}{h} K \left( \frac{W_{ij}}{h} \right) \bar{X}_{ijk} \bar{e}_{ij}.
\]

Since \( U_{1,k} \) and \( U_{2,k} \) take value zero on the diagonal set, we have

\[
|\nabla_k \Gamma_n(\beta^*)| \leq c|V_{1,k} + V_{2,k}|
\]

\[
\leq c \left\{ |V_{1,k} - \mathbb{E}^{ij}(U_{1,k})| + |V_{2,k} - \mathbb{E}^{ij}(U_{2,k})| + |\mathbb{E}^{ij}(U_{1,k})| \right\},
\]

where \( c \) is some absolute constant. Firstly, by Assumption 8, \( W \) has finite \((4 + \delta_2)\)th moment, therefore we have

\[
\mathbb{E} \left( [g(W_i) - \mathbb{E} \{ g(W_i) \}]^{4+\delta_2} \right) = \mathbb{E} \left( [g(W_i) - \mathbb{E} \{ g(W_i) \}]^{4+\delta_2} \right)
\]

\[
= \mathbb{E} \left( [\mathbb{E} \{ g(W_i) - g(W_j) \}]^{4+\delta_2} \right)
\]

\[
\leq \mathbb{E} \left( \{ g(W_i) - g(W_j) \}^{4+\delta_2} \right)
\]

\[
\leq \mathbb{E} \left( \{ (|W_i| - |W_j|) \}^{4+\delta_2} \right)
\]

\[
\leq L^{4+\delta_2} 2^{4+\delta_2} \mathbb{E} \left( |W_i|^{4+\delta_2} \right),
\]

where in the first line we introduce an independent copy \( W' \) of \( W \), and in the fourth line we use the Lipschitz property of \( g(\cdot) \) guaranteed by Assumption 9. Therefore, the variable \( V_i := g(W_i) - \mathbb{E} \{ g(W_i) \} \) has finite \((4 + \delta_2)\)th moment. Application of Lemma 8 gives

\[
|V_{1,k} - \mathbb{E}^{ij}(U_{1,k})| \leq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2}, \quad \text{for all } k \in [p]
\]

with probability at least \( 1 - \exp \{-c'_1 \log(np) \} - c''_1 n^{-\delta_2/(8+\delta_2)} \) for positive constants \( c_1, c'_1, c''_1 \). Next, applying Lemma 9 with \( D_i = (X_i, W_i, \varepsilon_i) \) with conditions verified by the assumptions, we have

\[
|V_{2,k} - \mathbb{E}^{ij}(U_{2,k})| \leq c_2 \left\{ \frac{\log(np)}{n} \right\}^{1/2}, \quad \text{for all } k \in [p]
\]
with probability at least \(1 - \exp\{-c' \log(np)\} - c'' n^{-\delta_1/(4+\delta_1)}\) for some positive constants \(c_2, c'_2, c''_2\). Lastly, for \(\mathbb{E}^{ij}(U_{1,k})\), we have

\[
\left| \mathbb{E}^{ij}(U_{1,k}) \right| \leq L \mathbb{E}^{ij} \left\{ \frac{1}{h} K \left( \frac{\widetilde{W}_{ij}}{h} \right) |\widetilde{X}_{ij,k} \widetilde{W}_{ij}| \right\}
\]

\[
\leq L \int \int K(u)|xuh|f^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(uh,x)duF^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(x)
\]

\[
= LH \int \int K(u)|xu\left\{ f^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(0,x) + uh \cdot \frac{\partial f^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(w,x)}{\partial w}|(ruh,x) \right\} duF^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(x)
\]

\[
\leq LH \left\{ \int K(u)|u|du \left\{ \int |x|f^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(x,0)dx \right\} \right\} + \frac{Lh^2}{2} \left\{ \int M_C|x|F^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(x) \right\}
\]

\[
\leq LH M_W M_K \mathbb{E}^{ij} \left( |\widetilde{X}_{ij,k}| \right) + LH^2 M_C M_K \mathbb{E}^{ij} \left( |\widetilde{X}_{ij,k}| \right)
\]

\[
\leq LH M_W M_K \left\{ \mathbb{E}^{ij} \left( \widetilde{X}_{ij,k}^2 \right) \right\}^{1/2} + LH M_W M_K C_0 \left\{ \mathbb{E}^{ij} \left( \widetilde{X}_{ij,k}^2 \right) \right\}^{1/2}
\]

\[
\leq \sqrt{2}LM_W M_K \kappa_x (C_0 + 1) h,
\]

where in the first line we use the Lipschitz property of \(g(\cdot)\), in the third line we apply Taylor expansion to \(f^{ij}_{\widetilde{W}_{ij}|\widetilde{X}_{ij,k}}(w,x)\) around \((0,0)\) for each \(x\) with \(\tau \in [0,1]\), in the fifth line we use Assumption 2 and the upper bound on \(f^{ij}_{\widetilde{W}_{ij}}(0)\) by Lemma A4.16 in Han et al. [2018], and in the seventh line we use the conditional and unconditional sub-Gaussianity of \(\widetilde{X}_{ij,k}\). Putting together the pieces, we have

\[
\max_{1\leq k \leq p} \left| \nabla_k \Gamma_n (\beta^*) \right| \leq c \left\{ \left( \frac{\log(np)}{n} \right)^{1/2} + h \right\}
\]

with probability at least \(1 - \exp\{-c' \log(np)\} - c'' n^{-\delta_1/(4+\delta_1)} - c''' n^{-\delta_2/(8+\delta_2)}\) for some positive constants \(c, c', c''\), thus Assumption 2 in Theorem 2.1 in Han et al. [2017b] holds. Moreover, Assumption 3 holds by Lemma 6. The proof is complete.

\[\square\]

**Lemma 5.** Suppose Assumptions 1, 2, 3, 6 in Section 3.1.2 hold. Define

\[
T_n := \left( \frac{n}{2} \right)^{-1} \sum_{i<j} \frac{1}{h_n} K \left( \frac{\widetilde{W}_{ij}}{h_n} \right) \widetilde{X}_{ij} \widetilde{X}_{ij}^\top.
\]

Denote the \(q\)-sparse eigenvalue of a generic real matrix \(A \in \mathbb{R}^{p \times p}\) as

\[
\|A\|_{2,q} := \max_{v \in S^{p-1}, \|v\|_0 \leq q} \left| v^\top A v \right|,
\]

where \(S^{p-1}\) is the unit sphere in \(\mathbb{R}^p\). Choose \(h\) such that \(C_1 (\log p/n)^{1/2} \leq h_n \leq C_2\) for some positive constant \(C_1, C_2\). Moreover, given some \(q \in [p]\), suppose that

\[
n \geq C_3 \left\{ (\log p) (\log n)^4 \vee q^2 (\log p) \right\},
\]
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where $C_3$ depends only on $C_1, C_2, \gamma_1, \gamma_2, M_K, M_W, \kappa_x$. Then, with probability at least $1 - \exp\{-c' \log(np)\}$,
\[
\|T_n - \mathbb{E}^{ij}(T_n)\|_{2,q} \leq cq\left\{\frac{\log(np)}{n}\right\}^{1/2},
\]
where $c, c'$ are positive constants that only depend on $C_1, C_2, \gamma_1, \gamma_2, M_K, M_W, \kappa_x$.

**Proof.** Throughout the proof, $c$ and $c'$ represent two generic constants that do not depend on $n$. Define $\theta := \mathbb{E}^{ij}(T_n)$ and $\tilde{T}_n := T_n - \theta$. Then it holds that
\[
\sup_{v \in \mathbb{R}^{p-1}, \|v\|_0 \leq q} |v^\top \tilde{T}_n v| \leq \sup_{v \in \mathbb{R}^{p-1}, \|v\|_0 \leq q} \|v\|_1^2 \|\tilde{T}_n\|_\infty \leq q \|\tilde{T}_n\|_\infty.
\]
Next, we upper bound $\|\tilde{T}_n\|_\infty$. For each $(k, \ell) \in [p] \times [p]$, $\{X_{ik}, X_{i\ell}, W_i\}_{i=1}^n$ is stationary and satisfies the geometric $\alpha$-mixing condition by Assumption 1. Applying Lemma 7 to $D_i = (X_{ik}, X_{i\ell}, W_i)$ with its conditions verified by Assumptions 1, 2, 3, 6, we obtain that when $n$ satisfies $\{(\log p)(\log n)^4 \vee q^2(\log p)\} = O(n)$,
\[
\left|\left(\tilde{T}_n\right)_{k,\ell}\right| \leq c \left\{\frac{\log(np)}{n}\right\}^{1/2}
\]
with probability at least $1 - \exp\{-c' \log(np)\}$. Taking union bound over all $(k, \ell) \in [p] \times [p]$, we obtain
\[
\|\tilde{T}_n\|_\infty \leq c \left\{\frac{\log(np)}{n}\right\}^{1/2}
\]
with probability at least $1 - \exp\{-c' \log(np)\}$. Therefore, we obtain
\[
\sup_{v \in \mathbb{R}^{p-1}, \|v\|_0 \leq q} |v^\top \tilde{T}_n v| \leq cq\left\{\frac{\log(np)}{n}\right\}^{1/2}
\]
with probability at least $1 - \exp\{-c' \log(np)\}$.

**Lemma 6.** Suppose Assumptions 1 - 6 in Section 3.1.2. Assume $C_1(\log p/n)^{1/2} \leq h_n \leq C_2$ for some positive constants $C_1, C_2$, and moreover,
\[
n \geq C_3\{(\log p)(\log n)^4 \vee s^2(\log p)\},
\]
where $C_3$ depends only on $C_1, C_2, \gamma_1, \gamma_2, M_K, M_W, M_\ell, \kappa_\ell, \kappa_x$. Then, with probability at least $1 - \exp\{-c \log(np)\}$, Assumption 3 in Theorem 2.1 in Han et al. [2017b] holds with
\[
\delta \Gamma_n(\Delta) \geq \frac{1}{4} \kappa_\ell M_\ell \|\Delta\|^2
\]
uniformly over all $\Delta \in C(S_n, 3)$, where $M_\ell, \kappa_\ell$ are from Assumptions 4 and 5 and
\[
\Gamma_n(\beta) = \left(\frac{n}{2}\right)^{-1} \sum_{i,j} \frac{1}{h} K\left(\frac{\widetilde{W}_{ij}}{h}\right) \left(\widetilde{Y}_{ij} - \tilde{X}_{ij}^\top \beta\right)^2.
\]

**Proof.** Throughout the proof, $c$ is a generic constant. Recall the definition of $T_n$ from Lemma 5:
\[
T_n = \left(\frac{n}{2}\right)^{-1} \sum_{i \neq j} \frac{1}{h} K\left(\frac{\widetilde{W}_{ij}}{h}\right) \tilde{X}_{ij} \tilde{X}_{ij}^\top,
\]
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\[ \theta = \mathbb{E}^{ij}(T_n) \text{ and } \tilde{T}_n = T_n - \theta. \text{ It can be readily checked that } \delta \Gamma_n(\Delta) = \Delta^\top T_n \Delta \text{ for any } \Delta \in \mathbb{R}^p. \text{ Denote } K(s) := \{ v \in \mathbb{R}^p : \|v\|_0 \leq s, \|v\| = 1 \}, \text{ then by Lemma F.1 and F.3 in Basu and Michailidis [2015], it holds that} \]

\[
\sup_{v \in \mathcal{C}(S_n, 3) \cap \mathbb{B}(1)} \left| v^\top \tilde{T}_n v \right| \leq 25 \sup_{v \in \text{cl}(\text{conv}(K(s)))} \left| v^\top \tilde{T}_n v \right| \leq 75 \sup_{v \in K(2s)} \left| v^\top \tilde{T}_n v \right|,
\]

where cl(A) and conv(A) are the closure and convex hull of set A. Applying Lemma 5 with \( q = 2s \) with its scaling requirement satisfied, it holds with probability at least \( 1 - \exp\{-c \log(np)\} \) that

\[
\sup_{v \in \mathcal{C}(S_n, 3) \cap \mathbb{B}(1)} \left| v^\top \tilde{T}_n v \right| \leq \frac{1}{4} \kappa \ell M_{\ell}.
\]

Thus we have uniformly for \( v \in \mathcal{C}(S_n, 3) \cap \mathbb{B}(1) \) that

\[
v^\top T_n v = v^\top \tilde{T}_n v + v^\top \theta v \geq v^\top \theta v - \left| v^\top \tilde{T}_n v \right| \geq v^\top \theta v - \frac{1}{4} \kappa \ell M_{\ell}/4.
\]

For the first term, we have

\[
v^\top \theta v = \mathbb{E}^{ij}\left\{ \frac{1}{\ell} K \left( \frac{\widetilde{W}_{ij}}{h} \right) \left( \frac{\bar{X}_{ij}^\top v}{h} \right)^2 \right\}
\]

\[
\geq \mathbb{E}^{ij}\left\{ \left( \frac{\bar{X}_{ij}^\top v}{h} \right)^2 \mid W_i = W_j \right\} \cdot f^{ij}_{\bar{W}_{ij}}(0) - M_W M_K h \mathbb{E}^{ij}\left\{ \left( \frac{\bar{X}_{ij}^\top v}{h} \right)^2 \right\}
\]

\[
\geq \kappa \ell M_{\ell} - 2 M_W M_K h (2 \kappa \ell^2)
\]

\[
\geq \frac{1}{2} \kappa \ell M_{\ell}
\]

for sufficiently large \( n \), where in the third line we invoke Assumption 4, 5 and the sub-Gaussianity of \( \bar{X}_{ij}^\top v \). Putting together the pieces, we have

\[ \delta \Gamma_n(\Delta) = \left| \Delta^\top T_n \Delta \right| \geq \kappa \ell M_{\ell}/4 \]

uniformly over all \( \Delta \in \mathcal{C}(S_n, 3) \cap \mathbb{B}(1) \) with probability at least \( 1 - \exp\{-c \log(np)\} \). \( \square \)

**Lemma 7.** Let \( D_i = (X_i, V_i, W_i) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) be generated from a stationary sequence for \( i = 1, \ldots, n \), satisfying a geometric \( \alpha \)-mixing condition with coefficient \( \alpha(i) \leq \exp(-\gamma i) \) for all \( i \geq 1 \) and some positive \( \gamma \). Let \( K(\cdot) \) be a positive density kernel such that \( \int K(u) du = 1 \) and

\[
\max\left\{ \int |u| K(u) du, \sup_{u \in \mathbb{R}} K(u) \right\} \leq M_K
\]

for some positive constant \( M_K \). Assume that conditional on \( W_i \) and unconditionally, \( X_i \) and \( V_i \) are sub-Gaussian with constants \( \kappa_x^2 \) and \( \kappa_v^2 \), respectively. Assume that there exists some positive absolute constant \( M_W \), such that

\[
\max\left\{ \frac{\partial f_{W|X,V}(w, x, v)}{\partial w}, f_{W|X,V}(w, x, v) \right\} \leq M_W
\]

for any \((w, x, v)\) such that the densities are defined. Take \( h_n \geq K_1 \{\log(np)/n\}^{1/2} \) for some positive absolute constant \( K_1 \), and further assume that \( h_n \leq C_0 \) for some constant \( C_0 \). Con-
sider the V-statistic

\[ V_n := n^{-2} \sum_{i,j=1}^{n} \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_i - X_j)(V_i - V_j) \]

and concentration parameter

\[ \theta := \mathbb{E}^{ij} \left\{ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_i - X_j)(V_i - V_j) \right\}, \]

then under the scaling \( n = \Omega\{(\log p)^3(\log n)^4\} \), the following holds:

\[ |V_n - \theta| \leq c \left( \frac{\log(np)}{n} \right)^{1/2} \]

with probability at least \( 1 - \exp\{-c' \log(np)\} \), where \( c, c' \) are positive constants that do not depend on \( n \).

Proof. Throughout the proof, \( c_1, c_2 \) are generic positive constants. Define the following quantities for the truncated version of the V-statistic:

\[ \tilde{h}(D_i, D_j) := \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_i - X_j)(V_i - V_j)M_1(X_i)M_1(X_j)M_1(V_i)M_1(V_j), \]

\[ \tilde{V}_n := n^{-2} \sum_{i,j=1}^{n} \tilde{h}(D_i, D_j), \quad \tilde{\theta} := \mathbb{E}^{ij} \left\{ \tilde{h}(D_i, D_j) \right\}, \]

where \( M_1(t) = 1\{ |t| \leq \kappa_1 \sqrt{\log(np)} \} \), and \( \kappa_1 \) is a truncation constant to be specified later. Further define \( Z_i := (X_i, V_i) \) and \( Z_{ij} := (X_i - X_j)(V_i - V_j) \).

**Step 1:** Upper bound the truncated V-statistic.

Via Hoeffding decomposition, we have

\[ \tilde{V}_n - \tilde{\theta} = \frac{2}{n} \sum_{i=1}^{n} g_1(D_i) + n^{-2} \sum_{i,j=1}^{n} g_2(D_i, D_j), \]

where \( g_1(D_i) = \mathbb{E}^{ij} \left\{ \tilde{h}(D_i, D_j) \right\} - \tilde{\theta}, g_2(D_i, D_j) = \tilde{h}(D_i, D_j) - g_1(D_i) - g_1(D_j) - \tilde{\theta} \).

It can be readily checked that \( g_1 \) and \( g_2 \) are both degenerate kernels. For any \( t > 0 \), it holds that

\[ \mathbb{P}\left( |\tilde{V}_n - \tilde{\theta}| > t \right) \leq \mathbb{P}\left( \frac{2}{n} \sum_{i=1}^{n} g_1(D_i) \geq \frac{t}{4} \right) + \mathbb{P}\left( n^{-2} \sum_{i,j=1}^{n} g_2(D_i, D_j) \geq \frac{t}{2} \right). \]

We now upper bound the two summands separately. Define \( f(D_i) = \mathbb{E}^{ij} \{ \tilde{h}(D_i, D_j) \} \) so that \( g_1(D_i) = f(D_i) - \tilde{\theta} = f(D_i) - \mathbb{E}\{ f(D_i) \} \). Applying Lemma A3.3 in [Han et al. 2018] with \( M_1 = M_W \) and \( M_2 = M_K \), we have

\[ |f(D_i) - f_1(D_i)| \leq f_2(D_i), \]

where, with definition \( \varphi(Z_i, Z_j) = Z_{ij}M(X_i)M(X_j)M(V_i)M(V_j) \),

\[ f_1(D_i) = \mathbb{E}^{ij}\{ \varphi(Z_i, Z_j) \mid W_i = W_j \}, \quad f_2(W_i) = M_W \mathbb{E}^{ij}\{ \varphi(Z_i, Z_j) \mid W_i = W_j \}, \]

\[ f_2(D_i) = MM_K \mathbb{E}^{ij}\{ |\varphi(Z_i, Z_j)| \} \leq C_0 M_W M_K \mathbb{E}^{ij}\{ |\varphi(Z_i, Z_j)| \}. \]

(31)
Therefore, since \( \| \varphi \|_{\infty} = O(\log(np)) \), we have \( \| f \|_{\infty} = O(\log(np)) \). Furthermore, we have

\[
E\{ f_1^2(D_i) \} \leq M_W^2 E^{ij} (Z_{ij}^2) \\
= M_W^2 E^{ij} \{(X_i - X_j)^2 (V_i - V_j)^2 \} \\
\leq M_W^2 \left[ E^{ij} \{(X_i - X_j)^4 \}\right]^{1/2} \left[ E^{ij} \{(V_i - V_j)^4 \}\right]^{1/2} \\
\leq M_W^2 \left( 3 \cdot 4 \kappa^4 \right)^{1/2} \left( 3 \cdot 4 \kappa^4 \right)^{1/2} \\
= 12M_W^2 \kappa^2 \kappa^2,
\]

where in the fourth line we use the fact that under the product measure, \((X_i - X_j)\) and \((V_i - V_j)\) are both sub-Gaussian with constants at most \(2\kappa^2\) and \(2\kappa^2\). Similarly, we have

\[
E\{ f_2^2(D_i) \} \leq C^2_0 M_W^2 M_K^2 E^{ij} \{ \varphi^2(Z_i, Z_j) \} \leq C^2_0 M_W^2 M_K^2 E^{ij} (Z_{ij}^2) \leq 12C_0^2 M_W^2 M_K^2 \kappa^2 \kappa^2.
\]

Therefore,

\[
E\{ f^2(D_i) \} \leq 2E\{ f_2^2(D_i) \} + 2E\{ f_1^2(D_i) \} \leq 24M_W^2 \kappa^2 \kappa^2 (1 + C_0^2 M_K^2).
\]

Since \( \{D_i\}_{i=1}^n \) is geometrically \( \alpha \)-mixing, so is \( \{g_1(D_i)\}_{i=1}^n \), thus by Lemma 1 it holds that

\[
P\left\{ \left| \frac{1}{n} \sum_{i=1}^n g_1(D_i) \right| > \frac{t}{4} \right\} = P\left\{ \left| \frac{1}{n} \sum_{i=1}^n f(D_i) - \frac{1}{n} \sum_{i=1}^n E[f(D_i)] \right| > \frac{t}{4} \right\} \\
\leq \exp\left\{ -\frac{C_3 n^2 t^2}{n\sigma^2 + B^2 + n B (\log n)^2} \right\},
\]

where \( B = \|g_1(D_i)\|_{\infty} \leq 2\|f(D_i)\|_{\infty} = O(\log(np)) \), and

\[
\sigma^2 = \text{Var}\{g_1(D_1)\} + 2 \sum_{i>1} \infty \text{Cov}\{g_1(D_1), g_1(D_i)\}.
\]

By previous calculation, it holds that the first summand \( \text{Var}\{g_1(D_1)\} \leq E\{ f^2(D_1) \} \) is upper bounded by an absolute constant. Thus in order to show that \( \sigma^2 \) is also upper bounded by an absolute constant, it suffices to show that the second summation is also bounded. Since \( \{g_1(D_i)\}_{i=1}^n \) is geometrically \( \alpha \)-mixing, applying Lemma 3 with \( p = q = 2 + \delta \) and \( r = (2 + \delta) / \delta \) for some positive number \( \delta \) gives

\[
\sum_{i>1} \infty \text{Cov}\{g_1(D_1), g_1(D_i)\} \leq \left\{ \sum_{i=1} \infty \alpha^{\delta/2+\delta}(i) \right\} \left[ E\{ g_1(D_1)\}^{2+\delta} \right]^{2/(2+\delta)}.
\]

By the condition on the \( \alpha \)-mixing coefficient, it suffices to show that \( E\{ g_1(D_1)\}^{2+\delta} < \infty \). To this end, we have

\[
E\{ g_1(D_1)\}^{2+\delta} = E\left[ \left| f(D_1) - E\{ f(D_1) \} \right|^{2+\delta} \right] \\
\leq 2^{(2+\delta)-1} E\left[ \left| f(D_1) \right|^{2+\delta} + \left| E\{ f(D_1) \} \right|^{2+\delta} \right] \\
\leq 2^{2+\delta} E\left[ \left| f(D_1) \right|^{2+\delta} \right] \\
\leq 2^{2+\delta} E\left[ \left| f_1(D_1) \right|^{2+\delta} + \left| f_2(D_1) \right|^{2+\delta} \right] \\
\leq 2^{3+2\delta} \left[ E\left\{ \left| f_1(D_1) \right|^{2+\delta} \right\} + E\left\{ \left| f_2(D_1) \right|^{2+\delta} \right\} \right],
\]
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where \( f_1, f_2 \) are defined in (31). For the first summand, it holds that
\[
\mathbb{E}\left\{ |f_1(D_i)|^{2\delta} \right\} \leq M^{2+\delta}\mathbb{E}^{ij}\left(|Z_{ij}|^{2+\delta}\right)
\]
\[
= M^{2+\delta}\mathbb{E}^{ij}\left(|X_i - X_j|^{2+\delta}|V_i - V_j|^{2+\delta}\right)
\]
\[
\leq M^{2+\delta}\left[\mathbb{E}^{ij}\left(|X_i - X_j|^{2(2+\delta)}\right)\right]^{1/2}\left[\mathbb{E}^{ij}\left(|V_i - V_j|^{2(2+\delta)}\right)\right]^{1/2}
\]
\[
\leq M^{2+\delta}\left\{\sqrt{4 + 2\delta}(2\kappa_v)\right\}^{2+\delta}\left\{\sqrt{4 + 2\delta}(2\kappa_v)\right\}^{2+\delta},
\]
where in the last step we use the sub-Gaussianity of \((X_i - X_j)\) and \((V_i - V_j)\) under the product measure. Similar calculation shows that the second term is also upper bounded by an absolute constant. This concludes that \( \sigma^2 \) is upper bounded by an absolute constant. Choosing \( t \asymp \{\log(np)/n\}^{1/2} \), then under the scaling \((\log p)^3(\log n)^4 = O(n)\), it holds that
\[
\mathbb{P}\left[\frac{1}{n}\sum_{i=1}^{n} g_1(D_i) > c_1\left\{\frac{\log(np)}{n}\right\}^{1/2}\right] \leq \exp\{-c_2 \log(np)\}.
\]  
(32)

Next, we consider the tail of the degenerate V-statistic generated by the canonical kernel \( g_2(D_i, D_j) \). To this end, for arbitrary positive constants \( t' \) and \( B_W \), Lemma 10(a) verifies Condition \((A')\) with \( C = \left\{[-B_W, B_W] \times (-\infty, +\infty) \times (-\infty, +\infty)\right\}^2 \) and constants:
\[
F(t') \asymp t'^{-1} \asymp n^{1/2}(\log p)^{-1/2}, \quad B(t') \asymp \log p, \quad \mu_a(t') \asymp 1
\]
for all \( \alpha \geq 1 \). Moreover, by choosing \( B_W \) to be large enough, \( t \) defined in (21) in the main paper satisfies \( t = O(t') \). Applying the fully degenerate version of Proposition 1’ with \( x \asymp t \asymp t' \asymp \{(\log np)/n\}^{1/2} \), then we have
\[
\mathbb{P}\left[\sum_{i,j=1}^{n} g_2(D_i, D_j) \geq c_1\left\{\frac{\log(np)}{n}\right\}^{1/2}\right] \leq \exp\{-c_2 \log(np)\}
\]  
(33)

under the scaling \((\log p)^3(\log n)^4 = O(n)\). Combining (32) - (33), we have
\[
\mathbb{P}\left[|\tilde{\theta} - \theta| \geq c_1\left\{\frac{\log(np)}{n}\right\}^{1/2}\right] \leq \exp\{-c_2 \log(np)\}.
\]

**Step 2:** Next we calculate the difference between \( \tilde{\theta} \) and \( \theta \). By definition and symmetry,
\[
|\tilde{\theta} - \theta| = \mathbb{E}^{ij}\left[\frac{1}{h} K \left(\frac{W_i - W_j}{h}\right) (X_i - X_j)(V_i - V_j) \cdot 1\{X_i \geq \kappa_1 \sqrt{\log(np)}\} \cdot 1\{V_i \geq \kappa_1 \sqrt{\log(np)}\} \cdot 1\{V_j \geq \kappa_1 \sqrt{\log(np)}\} \right] + 
\]
\[
\leq 2\mathbb{E}^{ij}\left[\frac{1}{h} K \left(\frac{W_i - W_j}{h}\right) Z_{ij} 1\{X_i \geq \kappa_1 \sqrt{\log(np)}\} \right] + 
\]
\[
2\mathbb{E}^{ij}\left[\frac{1}{h} K \left(\frac{W_i - W_j}{h}\right) Z_{ij} 1\{V_i \geq \kappa_1 \sqrt{\log(np)}\} \right].
\]
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For the first term, note that
\[
E^{ij} \left[ \frac{1}{h} K \left( \frac{\bar{W}_{ij}}{h} \right) Z_{ij} \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] \leq \left( E^{ij} \left[ \frac{1}{h} K \left( \frac{\bar{W}_{ij}}{h} \right) \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] \right)^{1/2}.
\]

Applying Lemma A3.2 in Han et al. [2018] to the first term with \( Z = \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \), \( M_1 = M_W, M_2 = M_K \), it holds that
\[
\begin{align*}
E^{ij} \left[ \frac{1}{h} K \left( \frac{\bar{W}_{ij}}{h} \right) \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] &\leq E^{ij} \left[ \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] \cdot f^{ij}_{\bar{W}_{ij}} (0) + M_W M_K h E^{ij} \left[ \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] \\
&\leq c \left( E^{ij} \left[ \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] \right) + E^{ij} \left[ \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right],
\end{align*}
\]
where in the last line we use the upper bound on \( f^{ij}_{\bar{W}_{ij}} \) calculated by Lemma A4.16 in Han et al. [2018]. Since, conditional on \( \bar{W}_{ij} = 0 \) and unconditionally, \( \bar{X}_{ij} \) is sub-Gaussian with constant at most \( 2\kappa_2^2 \) under the product measure, it holds that
\[
E^{ij} \left[ \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right] \leq \left( \mathbb{P} \left\{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \right\} \right)^{1/2} \leq (3 \cdot 4 \kappa_1^4)^{1/2} \cdot \exp \left\{ -\frac{\kappa_1^2}{2\kappa_2^2} \log(np) \right\} \leq c \left( \frac{\log(np)}{n} \right)^{1/2}
\]
for sufficiently large \( \kappa_1 \). Similarly, it can be shown that
\[
E^{ij} \left[ \bar{X}_{ij}^2 \mathbb{1} \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \mathbb{1} \{ \bar{W}_{ij} = 0 \} \right] \leq c \left( \frac{\log(np)}{n} \right)^{1/2}.
\]

Put together the pieces gives
\[
|\bar{\theta} - \theta| \leq c \left( \frac{\log(np)}{n} \right)^{1/2}.
\]

**Step 3:** With the definition \( \mathcal{E}_n := \cap_{i=1}^n \left\{ |X_i| \leq \kappa_1 \sqrt{\log(np)}, |V_i| \leq \kappa_1 \sqrt{\log(np)} \right\} \) and \( \mathcal{E}_n^c \) as its complement, we have
\[
\mathbb{P}(\mathcal{E}_n^c) \leq n \cdot \mathbb{P} \left\{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \right\} + \mathbb{P} \left\{ |V_i| \geq \kappa_1 \sqrt{\log(np)} \right\} \leq n \left[ \exp \left\{ -\frac{\kappa_1^2 \log(np)}{2\kappa_2^2} \right\} + \exp \left\{ -\frac{\kappa_1^2 \log(np)}{2\kappa_v^2} \right\} \right] \leq \frac{c}{p^2}.
\]
for sufficiently large $\kappa_1$. Lastly, putting together the pieces, we have

$$
P \left[ \left| V_n - \theta \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] \leq P \left[ \left| V_n - \theta \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \cap E_n \right] + P(E_n^c)
$$

$$
\leq P \left[ \left| \tilde{V}_n - \theta \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] + \frac{c}{p^2}
$$

$$
\leq P \left[ \left| \tilde{V}_n - \tilde{\theta} \right| + \left| \tilde{\theta} - \theta \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] + \frac{c}{p^2}
$$

$$
\leq P \left[ \left| \tilde{V}_n - \tilde{\theta} \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] + \frac{c}{p^2}
$$

$$
\leq \exp \{-c_2 \log(np)\}.
$$

This completes the proof. \qed

Lemma 8. Let $D_i = (X_i, W_i) \in \mathbb{R}^p \times \mathbb{R}$ be generated from a stationary sequence for $i = 1, \ldots, n$, satisfying a geometric $\alpha$-mixing condition with coefficient $\alpha(i) \leq \exp(-\gamma i)$ for all $i \geq 1$ and some positive $\gamma$. Let $K(\cdot)$ be a positive density kernel such that $\int K(u)du = 1$ and

$$
\max \left\{ \int |u| K(u)du, \sup_{u \in \mathbb{R}} K(u) \right\} \leq M_K
$$

for some positive constant $M_K$. Assume that conditional on $W_i$ and unconditionally, $X_i$ is sub-Gaussian with constants $\kappa_2^2$. Assume that there exists some positive absolute constant $M_W$, such that

$$
\max \left\{ \left| \frac{\partial f_{W|X}(w,x)}{\partial w} \right|, f_{W|X}(w,x) \right\} \leq M_W
$$

for any $(w,x)$ such that the densities are defined. Take $h_n \geq K_1 \{\log(np)/n\}^{1/2}$ for some positive absolute constant $K_1$, and further assume that $h_n \leq C_0$ for some constant $C_0$. Let \( \{V_i\}_{i=1}^n := \{g(W_i)\}_{i=1}^n \) be some function of $\{W_i\}_{i=1}^n$ and further assume that $V_1$ has finite $(4 + 4\delta)$th moment for some positive $\delta$. Consider the $V$-statistic

$$
V_{n,k} := n^{-2} \sum_{i,j=1}^n \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j)
$$

with concentration parameter

$$
\theta_k := \mathbb{E}^{ij} \left\{ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) \right\}.
$$

then under the scaling

$$
n = \Omega \left\{ (\log p)^{4+2\delta} (\log n)^{8+4\delta} \right\},
$$

the following holds:

$$
\max_{k \in [p]} |V_{n,k} - \theta_k| \leq c \left\{ \frac{\log(np)}{n} \right\}^{1/2}
$$
with probability at least \(1 - \exp\{-c \log(np)\} - n^{-\frac{c}{10}}\) for some absolute constants \(c, c'\).

**Proof.** Throughout the proof, \(c, c_1, c_2\) will be generic positive constants. We consider each component \(X_k\) of \(X\) and let \(\{D_i\}_{i=1}^n = \{W_i, X_{ik}, V_i\}_{i=1}^n\). First define the following quantities for the truncated version of the V-statistic:

\[
\tilde{h}_k(D_i, D_j) := \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) M_1(X_{ik}) M_1(X_{jk}) M_2(V_i) M_2(V_j),
\]

\[
\tilde{V}_{n,k} := n^{-2} \sum_{i,j=1}^n \tilde{h}_k(D_i, D_j), \quad \tilde{\theta}_k := \mathbb{E}^{ij} \{\tilde{h}_k(D_i, D_j)\},
\]

where \(M_1(t) = 1 \{t \leq \kappa_1 \sqrt{\log(np)}\}, M_2(t) = 1 \{t \leq \theta_n\} \) and \(\kappa_1, \theta_n\) are two truncation constants to be specified later. Further define \(Z_i := (X_{ik}, V_i)\) and \(Z_{ij} := (X_{ik} - X_{jk})(V_i - V_j)\).

**Step 1:** Upper bound the truncated V-statistic.

Via Hoeffding decomposition, we have

\[
\tilde{V}_{n,k} - \tilde{\theta}_k = \frac{2}{n} \sum_{i=1}^n g_1(D_i) + n^{-2} \sum_{i,j=1}^n g_2(D_i, D_j),
\]

where \(g_1(D_i) = \mathbb{E}^{ij} \{\tilde{h}_k(D_i, D_j)\} - \tilde{\theta}_k, g_2(D_i, D_j) = \tilde{h}_k(D_i, D_j) - \tilde{\theta}_k - g_1(D_i) - g_1(D_j)\). It’s easy to verify that \(g_1\) and \(g_2\) are both degenerate kernels. For any \(t > 0\), it holds that

\[
\mathbb{P}\left( \left| \tilde{V}_{n,k} - \tilde{\theta} \right| > t \right) \leq \mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^n g_1(D_i) \right| \geq \frac{t}{4} \right) + \mathbb{P}\left( \left| n^{-2} \sum_{i,j=1}^n g_2(D_i, D_j) \right| \geq \frac{t}{2} \right).
\]

We now upper bound the two summands separately. Define \(f(D_i) = \mathbb{E}^{ij} \{\tilde{h}_k(D_i, D_j)\} \) so that \(g_1(D_i) = f(D_i) - \tilde{\theta}_k = f(D_i) - \mathbb{E}\{f(D_i)\}\). Apply Lemma A3.3 in Han et al. [2018] with \(M_1 = M_W\) and \(M_2 = M_K\), we have

\[
|f(D_i) - f_1(D_i)| \leq f_2(D_i),
\]

where

\[
\begin{align*}
f_1(D_i) &= \mathbb{E}^{ij} \{\varphi(Z_i, Z_j) \mid W_i = W_j\} : f_W(W_i) \leq M_W \mathbb{E}^{ij} \{\varphi(Z_i, Z_j) \mid W_i = W_j\}, \\
f_2(D_i) &= M_W M_K h \mathbb{E}^{ij} \{|\varphi(Z_i, Z_j)|\} \leq C_0 M_W M_K \mathbb{E}^{ij} \{|\varphi(Z_i, Z_j)|\}
\end{align*}
\]

and \(\varphi(Z_i, Z_j) = Z_{ij} M_1(X_{ik}) M_1(X_{jk}) M_2(V_i) M_2(V_j)\). Therefore, we have

\[
|f(D_i)||_\infty = O(|\log(np)|^{1/2} \theta_n).
\]

Furthermore, we have

\[
\mathbb{E}\{f_1^2(D_i)\} \leq M_W^2 \mathbb{E}^{ij} \left( Z_{ij}^2 \right) = M_W^2 \mathbb{E}^{ij} \left( (X_i - X_j)^2 (V_i - V_j)^2 \right) \leq M_W^2 \left[ \mathbb{E}^{ij} \left( (X_{ik} - X_{jk})^4 \right) \right]^{1/2} \left[ \mathbb{E}^{ij} \left( (V_i - V_j)^4 \right) \right]^{1/2} \leq M_W^2 (2^4 \cdot 3 \kappa_2^4)^{1/2} \{2^4 \cdot \mathbb{E}(V_i^4)\}^{1/2},
\]

where in the fourth line we use the fact that under the product measure, \((X_{ik} - X_{jk})\) is sub-Gaussian with constants at most \(2\kappa_2^2\) and also \(V_i\) has finite 4th moment by assumption.
Similarly, we have
\[ E\{f_2^2(D_i)\} \leq C_0^2 M_K^2 M_W^2 (2^4 \cdot 3 \kappa_2^4)^{1/2} \{2^4 \cdot E(V_i^4)\}^{1/2}. \]
Therefore,
\[ E\{f^2(D_i)\} = E\{(f(D_i) - f_1(D_i) + f_1(D_i))^2\} \leq 2E\{f_2^2(D_i)\} + 2E\{f_1^2(D_i)\} \leq (C_0^2 M_K^2 + 1) M_W^2 2^4 \cdot 3 \kappa_2^{1/2} \{2^4 \cdot E(V_i^4)\}^{1/2}. \]

Since \( \{D_i\}_{i=1}^n \) is geometrically \( \alpha \)-mixing, so is \( \{g_1(D_i)\}_{i=1}^n \). Applying Lemma 1, it holds that
\[ P\left(\left| \frac{1}{n} \sum_{i=1}^n g_1(D_i) \right| > \frac{t}{4}\right) = P\left(\left| \frac{1}{n} \sum_{i=1}^n f(D_i) - \frac{1}{n} \sum_{i=1}^n E[f(D_i)] \right| \geq \frac{t}{4}\right) \leq \exp\left\{-\frac{C_3 n^2 t^2}{n \sigma^2 + B^2 + nt B(\log n)^2}\right\}, \]
where \( B = \|g_1(D_i)\|_\infty \leq 2 \|f(D_i)\|_\infty = O(\sqrt{\log(np)\theta_n}) \), and
\[ \sigma^2 = \text{Var}\{g_1(D_1)\} + 2 \sum_{i=1}^\infty \text{Cov}\{g_1(D_1), g_1(D_i)\}. \]

By the previous calculation, \( \text{Var}\{g_1(D_1)\} \leq E\{f_2^2(D_1)\} \) is upper bounded by an absolute constant, thus in order to show that \( \sigma^2 \) is also upper bounded by an absolute constant, it suffices to show that the second summation is also bounded. Apply Lemma 3 with \( p = q = 2 + \delta \) and \( r = (2 + \delta)/\delta \) for the positive constant \( \delta \) in the moment condition of \( V_i \), it holds that
\[ \sum_{j=1}^\infty |\text{Cov}(g_1(D_1), g_1(D_{1+j}))| \leq \left\{ \sum_{i=1}^\infty \alpha^{\delta/(2+\delta)}(i) \right\} \left\{ \text{E}\{\|g_1(D_1)\|^{2+\delta}\}\right\}^{2/(2+\delta)}. \]

By the condition on the \( \alpha \)-mixing coefficient, it suffices to show that \( \text{E}\{\|g_1(D_1)\|^{2+\delta}\} < \infty \). To this end, we have
\[ \text{E}\{\|g_1(D_1)\|^{2+\delta}\} = \text{E}\|f(D_1) - \text{E}\{f(D_1)\}\|^{2+\delta}\] \[ \leq 2^{(2+\delta) - 1} \left\{ \text{E}\{\|f(D_1)\|^{2+\delta}\} + \text{E}\{\|f(D_1)\|^{2+\delta}\} \right\} \]

\[ \leq 2^{(2+\delta)} \text{E}\{\|f_1(D_1)\|^{2+\delta}\} \]

\[ \leq 2^{(2+\delta)} \text{E}\{f_1(D_1) + f_2(D_1)\}^{2+\delta}\]

\[ \leq 2^{(3+2\delta)} \left\{ \text{E}\{f_1(D_1)\}^{2+\delta} + \text{E}\{f_2(D_1)\}^{2+\delta}\right\}. \]

For the first summand in the parentheses, it holds that
\[ \text{E}\{\|f_1(D_1)\|^{2+\delta}\} \leq \text{E}^{ij}\{\|Z_{ij}\|^{2+\delta}\} \]
\[ = \text{E}^{ij}\{\|X_{ik} - X_{jk}\|^{2+\delta}\|V_i - V_j\|^{2+\delta}\} \]

\[ \leq \left\{ \text{E}^{ij}\{\|X_{ik} - X_{jk}\|^{4+2\delta}\}\right\}^{1/2} \left\{ \text{E}^{ij}\{\|V_i - V_j\|^{4+2\delta}\}\right\}^{1/2} \]

\[ \leq \left\{ \text{E}^{ij}\{\|X_{ik} - X_{jk}\|^{4+2\delta}\}\right\}^{1/2} \left\{ \text{E}^{ij}\{\|V_i - V_j\|^{4+2\delta}\}\right\}^{1/2} \]
\[ \leq 2^{2+\delta} \left\{ \sqrt{4 + 2\delta (\sqrt{2} \kappa_x)} \right\}^{2+\delta} \mathbb{E} \left( |V_i|^{4+2\delta} \right)^{1/2}, \]

where in the last step we use the sub-Gaussianity of \((X_i - X_j)\) under the product measure and finiteness of \((4 + 2\delta)\text{th order moment of } V_i\). This concludes that \(\sigma^2\) is upper bounded by an absolute constant. Choose \(t \times \{\log(np)/n\}^{1/2}\), then under the scaling \(\theta_n^2 \log(p)^2 \log(n)^4 = O(n)\), it holds that

\[
\mathbb{P} \left[ \left| \frac{1}{n} \sum_{i=1}^{n} g_1(D_i) \right| > c_1 \left\{ \log(np) \right\}^{1/2} \right] \leq \exp \{ -c_2 \log(np) \}. \tag{35}
\]

Next, consider the tail bound of the degenerate \(V\)-statistic generated by the canonical kernel \(g_2(D_i, D_j)\). To this end, for arbitrary positive constants \(t\) and \(B_W\), Lemma 10(b) verifies Condition (A) with \(C = \left\{ [-B_W, B_W] \times (-\infty, +\infty) \times (-\infty, +\infty) \right\}^2\) and constants:

\[
F(t) \propto h^{-1} \propto n^{1/2} (\log p)^{-1/2}, \quad B(t) \propto \sqrt{\log p} \cdot \theta_n, \quad \mu_a(t) \propto 1
\]

for all \(a \geq 1\). By choosing \(B_W\) to be large enough, \(t'\) defined in (21) in the main paper satisfies \(t' \propto t\). Applying the fully degenerate version of Proposition 1' with \(x \propto t' \propto \{\log(np)/n\}^{1/2}\), then we have

\[
\mathbb{P} \left[ \left| n^{-2} \sum_{i,j=1}^{n} g_2(D_i, D_j) \right| \geq c_1 \left\{ \log(np) \right\}^{1/2} \right] \leq \exp \{ -c_2 \log(np) \} \tag{36}
\]

under the scaling \(n \geq \theta_n^2 \log(p)^2 \log(n)^4\). Combining (35) - (36), we have

\[
\mathbb{P} \left[ \left| \tilde{V}_{n,k} - \tilde{\theta}_k \right| \geq c_1 \left\{ \log(np) \right\}^{1/2} \right] \leq \exp \{ -c_2 \log(np) \}.
\]

**Step 2:** Next we calculate the difference between \(\tilde{\theta}_k\) and \(\theta_k\). By definition and symmetry,

\[
\left| \tilde{\theta}_k - \theta_k \right| = \mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) \cdot 1 \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right].
\]

\[
1 \{ |X_j| \geq \kappa_1 \sqrt{\log(np)} \} \cdot 1 \{ |V_i| \geq \theta_n \} \cdot 1 \{ |V_j| \geq \theta_n \}
\]

\[
\leq 2\mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) Z_{ij} 1 \{ |V_i| \geq \theta_n \} \right] + 2\mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) Z_{ij} 1 \{ |X_i| \geq \kappa_1 \sqrt{\log(np)} \} \right].
\]

For the first term, applying Lemma A3.2 in Han et al. [2018] with \(Z = Z_{ij} 1 \{ |V_i| \geq \theta_n \}\) and upper bound of \(f_{W_{ij}}^{ij}(0)\), it holds that

\[
\mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_{ij}}{h} \right) \tilde{X}_{ij,k} \tilde{V}_{ij} 1 \{ |V_i| \geq \theta_n \} \right] \leq M_W \mathbb{E}^{ij} \left[ \tilde{X}_{ij,k} \tilde{V}_{ij} 1 \{ |V_i| \geq \theta_n \} \right] + M_W M_K C_0 \mathbb{E}^{ij} \left[ \tilde{X}_{ij,k} \tilde{V}_{ij} 1 \{ |V_i| \geq \theta_n \} \right],
\]

where

\[
\mathbb{E}^{ij} \left[ \tilde{X}_{ij,k} \tilde{V}_{ij} 1 \{ |V_i| \geq \theta_n \} \right] = \mathbb{E}^{ij} \left[ \tilde{X}_{ij,k} g(W_i) - g(W_j) \right] 1 \{ |V_i| \geq \theta_n \} = 0
\]
Moreover, we have for sufficiently large $\kappa$ and $A$ for arbitrarily small positive number $n^{\frac{1}{4+2\delta}}$ where in the last inequality we use Markov’s inequality and the finiteness of the $(4 + 2\delta)$th moment of $V_i$. Choosing 
\[ \theta_n \asymp n^{\frac{1}{4+2\delta}}, \tag{37} \]
then it holds that 
\[ \mathbb{E}^{ij} \left[ \bar{X}_{ij,k} \bar{V}_{ij} \mathbb{1} \{ |V_i| \geq \theta_n \} \right] \leq c \left( \frac{\log(n\rho)}{n} \right)^{1/2}. \]
Similarly, by choosing $\kappa_1$ to be large enough, we obtain 
\[ \mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) Z_{ij} \mathbb{1} \{ |X_{ik}| \geq \kappa_0 \sqrt{\log(n\rho)} \} \right] \leq c \left( \frac{\log(n\rho)}{n} \right)^{1/2}. \]
Put together the pieces gives 
\[ \left| \hat{\theta}_k - \theta_k \right| \leq c \left( \frac{\log(n\rho)}{n} \right)^{1/2}, \]
which holds for all triplets $\{X_{ik}, V_i, W_i\}_{i=1}^{n}, k \in [p]$.

**Step 3:** With the definition 
\[ A_k := \bigcap_{i=1}^{n} \left\{ |X_{ik}| \leq \kappa_1 \sqrt{\log(n\rho)} \right\}, \quad k \in [p], \quad B := \bigcap_{i=1}^{n} \{|V_i| \leq \theta_n\}, \]
and $A_k^c$ and $B^c$ as their complements, we have 
\[ \mathbb{P}(A_k^c) \leq n \cdot \mathbb{P} \left\{ |X_{ik}| \geq \kappa_1 \sqrt{\log(n\rho)} \right\} \leq n \cdot \exp \left\{ -\frac{n^{1/2} \log(n\rho)}{2\kappa_1^2} \right\} \leq \exp \{-c \log(n\rho)\} \]
for sufficiently large $\kappa_1$. Taking union bound then gives $\mathbb{P} \left( \bigcup_{k=1}^{p} A_k^c \right) \leq \exp \{-c \log(n\rho)\}$. Moreover, we have 
\[ \mathbb{P}(B^c) \leq n \cdot \mathbb{P}(|V_i| \geq \theta_n) \leq n \cdot \frac{\mathbb{E}(|V_i|^{1+4\delta})}{\theta_n^{1+4\delta}} \leq n^{-\frac{\delta}{2\pi + \delta}} \]
for arbitrarily small positive number $\alpha$ under the truncation level (37). Lastly, putting together the pieces, we have 
\[ \mathbb{P} \left[ \max_{k \in [p]} |V_{n,k} - \theta_k| \geq c_1 \left( \frac{\log(n\rho)}{n} \right)^{1/2} \right] \]
\[ \leq \mathbb{P} \left[ \max_{k \in [p]} |V_{n,k} - \theta_k| \geq c_1 \left( \frac{\log(n\rho)}{n} \right)^{1/2} \right] \bigcup A_1 \bigcup \ldots \bigcup A_p \bigcap B \bigcup \mathbb{P} \left( \bigcup_{k=1}^{p} A_k^c \right) + \mathbb{P}(B^c) \]
Assume that there exists some positive absolute constant $M$.

Then under the scaling

$$\bar{V}_n, k - \theta_k \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} + \exp\{-c_2 \log(np)\} + n^{-\frac{\delta}{2+\delta}}$$

This completes the proof.

**Lemma 9.** Let $D_i = (X_i, V_i, W_i) \in \mathbb{R}^p \times \mathbb{R} \times \mathbb{R}$ be generated from a stationary sequence for $i = 1, \ldots, n$, satisfying a geometric $\alpha$-mixing condition with coefficient $\alpha(i) \leq \exp(-\gamma i)$ for all $i \geq 1$ and some positive $\gamma$. Let $K(\cdot)$ be a positive density kernel such that $\int K(u) du = 1$ and

$$\max \left\{ \frac{\max_{W_i} |V_{n,k} - \theta_k|}{\sup_{u \in \mathbb{R}} K(u)} \right\} \leq M_K$$

for some positive constant $M_K$. Assume that conditional on $W_i$ and unconditionally, $X_{ik}$ is sub-Gaussian with constants $\kappa_2$ for all $k \in [p]$. $\{V_i\}_{i=1}^n$ is assumed to be independent of the sequence $\{X_i, W_i\}_{i=1}^n$ with mean zero and finite $(2 + 2\delta)$th moment for some positive $\delta$. Assume that there exists some positive absolute constant $M_W$, such that

$$\max \left\{ \frac{\partial f_{W|X}(w, x)}{\partial w}, f_{W|X}(w, x) \right\} \leq M_W$$

for any $(w, x)$ such that the densities are defined. Take $h_n \geq K_1 \{\log(np)/n\}^{1/2}$ for some positive absolute constant $K_1$, and further assume that $h_n \leq C_0$ for some constant $C_0$. Consider the $V$-statistic

$$V_{n,k} := n^{-2} \sum_{i,j=1}^n \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j)$$

with corresponding concentration parameter

$$\theta_k := \mathbb{E}^{ij} \left\{ \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) \right\}.$$

Then under the scaling

$$n = \Omega \left\{ (\log p)^{\frac{4+2.5}{\delta}} (\log n)^{\frac{8+4.5}{\delta}} \right\},$$

the following holds:

$$\max_{k \in [p]} |V_{n,k} - \theta_k| \leq c \left\{ \frac{\log(np)}{n} \right\}^{1/2}$$

with probability at least $1 - \exp\{-c' \log(np)\} - n^{-\frac{\delta}{2+\delta}}$ for some absolute positive constants.
Proof. Throughout the proof, \( c, c_1, c_2 \) will be generic constants that do not depend on \( n \). Let 
\( \{D_i\}_{i=1}^n = \{W_i, X_{ik}, V_i\}_{i=1}^n \) for each component \( X_k \) of \( X \). First define the following quantities for the truncated version of the V-statistic:

\[
\tilde{h}_k(D_i, D_j) := \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) M_1(X_{ik}) M_1(X_{jk}) M_2(V_i) M_2(V_j),
\]

\[
\tilde{V}_{n,k} := \frac{n}{2} \sum_{i<j} \tilde{h}_k(D_i, D_j), \quad \tilde{\theta}_k := \mathbb{E}^{ij} \left\{ \tilde{h}_k(D_i, D_j) \right\},
\]

where \( M_1(t) = \mathbb{1}\{|t| \leq \kappa_1 \sqrt{\log(np)}\} \), \( M_2(t) = \mathbb{1}\{|t| \leq \theta_n\} \), and \( \kappa_1, \theta_n \) are two truncation constants to be specified later. Further define \( Z_i := (X_{ik}, V_i) \) and \( Z_{ij} := (X_{ik} - X_{jk})(V_i - V_j) \).

**Step 1:** Upper bound the truncated V-statistic.

Via Hoeffding decomposition, we have

\[
\tilde{V}_{n,k} - \tilde{\theta}_k = \frac{2}{n} \sum_{i=1}^n g_1(D_i) + n^{-2} \sum_{i,j=1}^n g_2(D_i, D_j),
\]

where \( g_1(D_i) = \mathbb{E}^{ij} \left\{ \tilde{h}_k(D_i, D_j) \right\} - \tilde{\theta}_k, g_2(D_i, D_j) = \tilde{h}_k(D_i, D_j) - \tilde{\theta}_k - g_1(D_i) - g_1(D_j) \). It can be readily checked that \( g_1 \) and \( g_2 \) are both canonical kernels. Therefore for any \( t > 0 \), it holds that

\[
\mathbb{P} \left( \left| \tilde{V}_{n,k} - \tilde{\theta}_k \right| > t \right) \leq \mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^n g_1(D_i) \right| \geq \frac{t}{4} \right) + \mathbb{P} \left( \left| n^{-2} \sum_{i,j=1}^n g_2(D_i, D_j) \right| \geq \frac{t}{2} \right).
\]

We now upper bound the two summands separately. Define \( f(D_i) = \mathbb{E}^{ij} \left\{ \tilde{h}_k(D_i, D_j) \right\} \) so that \( g_1(D_i) = f(D_i) - \tilde{\theta}_k = f(D_i) - \mathbb{E}\{f(D_i)\} \). Applying Lemma A3.3 in Han et al. [2018] with \( M_1 = M_W \) and \( M_2 = M_K \), we have

\[
|f(D_i) - f_1(D_i)| \leq f_2(D_i),
\]

where, with definition \( \varphi(Z_i, Z_j) = Z_{ij} M_1(X_i) M_1(X_j) M_2(V_i) M_2(V_j) \),

\[
f_1(D_i) = \mathbb{E}^{ij}[\varphi(Z_i, Z_j) \mid W_i = W_j] \cdot f_{W_j}(W_i) \leq M_{W} \mathbb{E}^{ij}[\varphi(Z_i, Z_j) \mid W_i = W_j],
\]

\[
f_2(D_i) = M_{W} M_{K} h \mathbb{E}^{ij} [\varphi(Z_i, Z_j)] \leq C_0 M_{W} M_{K} \mathbb{E}^{ij} [\varphi(Z_i, Z_j)].
\]

Therefore, we have

\[
\|f(D_i)\|_\infty = O(\{\log(np)\}^{1/2} \theta_n).
\]

Furthermore, we have

\[
\mathbb{E}\{f_1^2(D_i)\} \leq M_{W}^{2} \mathbb{E}^{ij} (Z_{ij}^2)
\]

\[
= M_{W}^{2} \mathbb{E}^{ij} \{(X_{ik} - X_{jk})^2 (V_i - V_j)^2\}
\]

\[
= M_{W}^{2} \mathbb{E}^{ij} \{(X_{ik} - X_{jk})^2\} \mathbb{E}^{ij} (V_i - V_j)^2\}
\]

\[
\leq 4M_{W}^{2} \kappa_2^2 \mathbb{E} (V_i^2).
\]

where in the third line we use independence of \( \{X_i\}_{i=1}^n \) and \( \{V_i\}_{i=1}^n \), in the fourth line we use the fact that under the product measure, \( (X_i - X_j) \) is sub-Gaussian with constants at most
2\kappa_x^2$ and finite second moment of $V_i$. Similarly, we also have

$$
\mathbb{E}\{f_2^2(D_i)\} \leq 4C_0^2M_\theta^2M_K^2\kappa_x^2\mathbb{E}(V_i^2).
$$

Therefore,

$$
\mathbb{E}\{f^2(D_i)\} = \mathbb{E}\left[\{f(D_i) - f_1(D_i) + f_1(D_i)\}^2\right]
\leq 2\mathbb{E}\{f_2^2(D_i)\} + 2\mathbb{E}\{f_1^2(D_i)\}
\leq 8\kappa_x^2M_\theta^2(1 + M_K^2C_0^2)\mathbb{E}(V_i^2).
$$

Since \(\{D_i\}_{i=1}^n\) is geometrically \(\alpha\)-mixing, so is \(\{g(D_i)\}_{i=1}^n\). Then, by Lemma 1, it holds for any \(t > 0\) that

$$
\mathbb{P}\left\{\frac{1}{n}\sum_{i=1}^ng_1(D_i) > \frac{t}{4}\right\} = \mathbb{P}\left\{\frac{1}{n}\sum_{i=1}^nf(D_i) - \frac{1}{n}\sum_{i=1}^n\mathbb{E}\{f(D_i)\} \geq \frac{t}{4}\right\}
\leq \exp\left\{-\frac{C_3n^2t^2}{n\sigma^2 + B^2 + ntB(\log n)^2}\right\},
$$

where \(B = \|g_1(D_i)\|_\infty \leq 2\|f(D_i)\|_\infty = O(\sqrt{\log(np)\theta_n})\), and

$$
\sigma^2 = \text{Var}\{g_1(D_1)\} + 2\sum_{i=1}^\infty |\text{Cov}\{g_1(D_1), g_1(D_i)\}|.
$$

By the previous calculation, it holds that the first summand \(\text{Var}\{g_1(D_1)\} \leq \mathbb{E}\{g_2^2(D_1)\}\) is upper bounded by an absolute constant. Thus, in order to show that \(\sigma^2\) is also bounded by an absolute constant, it suffices to show that the second summation is also bounded. Applying Lemma 3 with \(p = q = 2 + \delta\) and \(r = (2 + \delta)/\delta\) for some positive number \(\delta\), it holds that

$$
\sum_{j=1}^\infty |\text{Cov}(g_1(D_1), g_1(D_{1+j}))| \leq \sum_{j=1}^\infty \alpha^{\delta/(2+\delta)}(j) \left[\mathbb{E}\{|g_1(D_1)|^{2+\delta}\}\right]^{2/(2+\delta)}.
$$

By the condition on the \(\alpha\)-mixing coefficient, it suffices to show that \(\mathbb{E}\{|g_1(D_1)|^{2+\delta}\}\) is bounded. To this end, we have

$$
\mathbb{E}\{|g_1(D_1)|^{2+\delta}\} = \mathbb{E}\left[|f(D_i) - \mathbb{E}\{f(D_i)\}|^{2+\delta}\right]
\leq 2^{1+\delta}\mathbb{E}\left[\{f(D_i)|^{2+\delta}\} + \mathbb{E}\{f(D_i)|^{2+\delta}\}\right]
\leq 2^{2+\delta}\mathbb{E}\left[|f_1(D_i) + f_2(D_i)|^{2+\delta}\right]
\leq 2^{3+2\delta}\left[\mathbb{E}\{|f_1(D_i)|^{2+\delta}\} + \mathbb{E}\{|f_2(D_i)|^{2+\delta}\}\right].
$$

For the first summand in the parentheses, it holds that

$$
\mathbb{E}\{|f_1(D_i)|^{2+\delta}\} \leq \mathbb{E}^{ij}\{|Z_{ij}|^{2+\delta}\}
= \mathbb{E}^{ij}\left(|X_i - X_j|^{2+\delta}|V_i - V_j|^{2+\delta}\right)
= \mathbb{E}^{ij}\left(|X_i - X_j|^{2+\delta}\right)\mathbb{E}^{ij}\left(|V_i - V_j|^{2+\delta}\right)
$$
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\[
\leq 2^{2+\delta} \left\{ \sqrt{2 + \delta} \left( \sqrt{2\kappa_n} \right) \right\}^{2+\delta} \mathbb{E}\left( |V_i|^{2+\delta} \right),
\]

where in the third line we use the independence of \( \{V_i\}_{i=1}^n \) and \( \{X_i\}_{i=1}^n \) and in the last line we use the sub-Gaussianity of \( (X_i - X_j) \) under the product measure and finiteness of \((2 + \delta)\)th order moment of \( V_i \). This concludes that \( \sigma^2 \) is upper bounded by an absolute constant. Choose \( t \asymp (\log(np)/n)^{1/2} \), then under the scaling \( \theta_n^2 (\log p)^2 (\log n)^4 = O(n) \), it holds that

\[
\mathbb{P}\left[ \frac{1}{n} \sum_{i=1}^n g_1(D_i) > c_1 \left\{ \frac{\log(np)}{n} \right\} \right] \leq \exp\{-c_2 \log(np)\}. \tag{40}
\]

Next, consider the tail bound of the degenerate V-statistic generated by the canonical kernel \( g_2(D_i, D_j) \). To this end, for arbitrary positive constants \( t \) and \( B_W \), Lemma 10(c) verifies Condition (A) with \( C = \left\{ [-B_W, B_W] \times (-\infty, +\infty) \times (-\infty, +\infty) \right\}^2 \) and constants:

\[
F(t) \asymp n^{-1/2} (\log p)^{-1/2}, \quad B(t) \asymp \sqrt{\log p \cdot \theta_n}, \quad \mu_a(t) \asymp 1
\]

for all \( a \geq 1 \). By choosing \( B_W \) to be sufficiently large, we have \( t' \) defined in (21) in the main paper satisfies that \( t' \asymp t \). Applying the fully degenerate version in Proposition 1' with \( x \asymp t' \asymp \{(\log np)/n\}^{1/2} \), we have

\[
\mathbb{P}\left[ \left| \sum_{i,j=1}^{n^2} g_2(D_i, D_j) \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\} \right] \leq \exp\{-c_2 \log(np)\}. \tag{41}
\]

under the scaling \( n \geq \theta_n^2 (\log p)^2 (\log n)^4 \). Combining (40) - (41) gives

\[
\mathbb{P}\left[ \left| \tilde{V}_{n,k} - \tilde{\theta}_k \right| \geq c_1 \left\{ \frac{\log(np)}{n} \right\} \right] \leq \exp\{-c_2 \log(np)\}.
\]

**Step 2:** Next we calculate the difference between \( \tilde{\theta}_k \) and \( \theta_k \) for \( k \in [p] \). By definition and symmetry,

\[
\left| \tilde{\theta}_k - \theta_k \right| = \mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_{ij} - W_i}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) \cdot 1 \left\{ |X_{ik}| \geq \kappa_1 \sqrt{\log(np)} \right\} \right.
\]

\[
\left. \cdot 1 \left\{ \bigcup |X_{jk}| \geq \kappa_1 \sqrt{\log(np)} \right\} \cdot 1 \{ |V_i| \geq \theta_n \} \cdot 1 \{ |V_j| \geq \theta_n \} \right).
\]

For the first term, by independence of \( \{V_i\}_{i=1}^n \) with \( \{X_i, W_{ij}\}_{i=1}^n \), it holds that

\[
\mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_{ij} - W_i}{h} \right) (X_{ik} - X_{jk})(V_i - V_j) 1 \left\{ |X_{ik}| \geq \kappa_1 \sqrt{\log(np)} \right\} \right]
\]

\[
= \mathbb{E}^{ij} (V_i - V_j) \mathbb{E}^{ij} \left[ \frac{1}{h} K \left( \frac{W_{ij}}{h} \right) X_{ij} 1 \left\{ |X_{ik}| \geq \kappa_1 \sqrt{\log(np)} \right\} \right]
\]

\[
= 0.
\]
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For the second term, applying Lemma A3.2 in Han et al. [2018] with \( Z = Z_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \), it holds that
\[
\mathbb{E}^{ij}\left[ \frac{1}{h^K}\left( \frac{W_{ij}}{h} \right) \tilde{X}_{ij,k} \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \right]
\leq M_W \mathbb{E}^{ij}\left[ \tilde{X}_{ij,k} \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} | \tilde{W}_{ij} = 0 \right] + M_W M_K C_0 \mathbb{E}^{ij}\left[ \tilde{X}_{ij,k} \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \right],
\]

where
\[
\mathbb{E}^{ij}\left[ \tilde{X}_{ij,k} \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} | \tilde{W}_{ij} = 0 \right] = \mathbb{E}^{ij}\left( \tilde{X}_{ij,k} | \tilde{W}_{ij} = 0 \right) \cdot \mathbb{E}^{ij}\left[ \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \right] = 0
\]
and
\[
\mathbb{E}^{ij}\left[ \tilde{X}_{ij,k} \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \right] = \mathbb{E}^{ij}\left( \tilde{X}_{ij,k} \right) \cdot \mathbb{E}^{ij}\left[ \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \right]
\leq \left\{ \mathbb{E}^{ij}\left( \tilde{X}_{ij,k}^2 \right) \right\}^{1/2} \cdot \left\{ \mathbb{E}^{ij}\left( \tilde{V}_{ij}^2 \right) \right\}^{1/2} \cdot \{\mathbb{P}(|V_i| \geq \theta_n)\}^{1/2}
\leq (2\kappa_x)^{1/2} \cdot 2\mathbb{E}(|V_i|^2)^{1/2} \cdot \left\{ \theta_n^{-(2+\delta)} \mathbb{E}\left( |V_i|^{2+\delta} \right) \right\}^{1/2}
= 2\sqrt{2}\kappa_x \left\{ \mathbb{E}(|V_i|^2) \right\}^{1/2} \left\{ \mathbb{E}\left( |V_i|^{2+\delta} \right) \right\}^{1/2} \cdot \theta_n^{\frac{2+\delta}{2}}
\]

where in the last inequality we use Markov’s inequality and the finiteness of the \((2+\delta)\)th moment of \( V_i \). Choose
\[
\theta_n \asymp n^{\frac{1}{2+\delta}}
\]
then it holds that
\[
\mathbb{E}^{ij}\left[ \tilde{X}_{ij,k} \tilde{V}_{ij} \mathbb{1}\{|V_i| \geq \theta_n\} \right] \leq c \left\{ \frac{\log(n)p}{n} \right\}^{1/2}.
\]

Putting together the pieces gives for each \( k \in [p] \),
\[
|\hat{\theta}_k - \theta_k| \leq c \left\{ \frac{\log(n)p}{n} \right\}^{1/2}.
\]

**Step 3:** With the definition
\[
\mathcal{A}_k := \bigcap_{i=1}^n \left\{ |X_{ik}| \leq \kappa_1 \sqrt{\log(n)p} \right\}, \quad k \in [p], \quad \mathcal{B} := \bigcap_{i=1}^n \{|V_i| \leq \theta_n\},
\]
and \( \mathcal{A}_k^c \) and \( \mathcal{B}^c \) as their complements, we have
\[
\mathbb{P}(\mathcal{A}_k^c) \leq n \cdot \mathbb{P}\left\{ |X_{ik}| \geq \kappa_1 \sqrt{\log(n)p} \right\} \leq n \cdot \exp\left\{ -\frac{\kappa_1^2 \log(n)p}{2\kappa_x^2} \right\} \leq \exp\left\{ -c_2 \log(n)p \right\}
\]
for sufficiently large \( \kappa_1 \). Taking union bound gives
\[
\mathbb{P}\left( \bigcup_{k=1}^p \mathcal{A}_k^c \right) \leq p \cdot \mathbb{P}(\mathcal{A}_1^c) \leq \exp\left\{ -c_2 \log(n)p \right\}.
\]

Moreover, we have
\[
\mathbb{P}(\mathcal{B}^c) \leq n \cdot \mathbb{P}(|V_i| \geq \theta_n) \leq n \cdot \frac{\mathbb{E}(|V_i|^{2+2\delta})}{\theta_n^{2+2\delta}} \leq n^{-\frac{\delta}{2+\delta}}
\]
for arbitrarily small positive number $\alpha$ under the truncation level (42). Lastly, putting together the pieces, we have

\[
\begin{align*}
\mathbb{P}\left[ \max_{k\in[p]} |V_{n,k} - \theta_k| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right]
\leq \mathbb{P}\left[ \max_{k\in[p]} |V_{n,k} - \theta_k| \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \cap \mathcal{A}_1 \cap \ldots \cap \mathcal{A}_p \cap \mathcal{B} \right] + \mathbb{P}\left( \bigcup_{k=1}^{p} \mathcal{A}_k^c \right) + \mathbb{P}(\mathcal{B}^c)
\leq \mathbb{P}\left[ \max_{k\in[p]} \tilde{V}_{n,k} - \tilde{\theta}_k \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] + \exp\{-c_2 \log(np)\} + n^{-\frac{\delta}{2+\delta}}
\leq \mathbb{P}\left[ \max_{k\in[p]} \tilde{V}_{n,k} - \tilde{\theta}_k \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] + \exp[-c \log(np)] + n^{-\frac{\delta}{2+\delta}}
\leq p \cdot \mathbb{P}\left[ \tilde{V}_{n,1} - \tilde{\theta}_1 \geq c_1 \left\{ \frac{\log(np)}{n} \right\}^{1/2} \right] + \exp\{-c_2 \log(np)\} + n^{-\frac{\delta}{2+\delta}}
\leq \exp\{-c_2 \log(np)\} + n^{-\frac{\delta}{2+\delta}},
\end{align*}
\]

This completes the proof. \hfill \Box

**Lemma 10.** Let $C := \left\{ [-B_W, B_W] \times (-\infty, +\infty) \times (-\infty, +\infty) \right\}^2 \subset \mathbb{R}^6$ for some positive constant $B_W$.

(a) Under the conditions of Lemma 7, for any $t > 0$, the kernel $\tilde{h}(D_1, D_j)$ defined in its proof satisfies Condition (A) with symmetric set $C$ and constants:

\[
F(t, C) \asymp h^{-1}, \quad B(t, C) \asymp \log p, \quad \mu_a(t, C) \asymp 1
\]

for all $a \geq 1$.

(b) Under the conditions of Lemma 8, for any $t > 0$, the kernel $\tilde{h}(D_1, D_j)$ defined in its proof satisfies Condition (A) with symmetric set $C$ and constants:

\[
F(t, C) \asymp h^{-1}, \quad B(t, C) \asymp \sqrt{\log(np)} \cdot \theta_n, \quad \mu_a(t, C) \asymp 1
\]

for all $1 \leq a \leq 4 + 2\delta$, with $\delta$ being the constant in Lemma 8.

(c) Under the conditions of Lemma 9, for any $t > 0$, the kernel $\tilde{h}(D_1, D_j)$ defined in its proof satisfies Condition (A) symmetric set $C$ and constants:

\[
F(t, C) \asymp h^{-1}, \quad B(t, C) \asymp \sqrt{\log(np)} \cdot \theta_n, \quad \mu_a(t, C) \asymp 1
\]

for all $1 \leq a \leq 2 + \delta$, with $\delta$ being the constant in Lemma 9.

**Proof.** We will only prove part (a); the proofs for part (b) and (c) are essentially the same. Throughout the proof, $c$ will be a generic constant, $D := (W, X, V)$. Recall that $\tilde{h}$ takes the form

\[
\tilde{h}(D_1, D_j) = \frac{1}{h} K \left( \frac{W_i - W_j}{h} \right) (X_i - X_j)(V_i - V_j)M_1(X_i)M_1(X_j)M_1(V_i)M_1(V_j),
\]
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where $M_1(t) = \mathbb{1}\{t \leq \sqrt{\log(np)}\}$ for some $\kappa_1 > 0$ to be chosen. Note that $\tilde{h}$ can be written as $\tilde{h} = \frac{1}{\kappa} \cdot f^1 \cdot f^2$, where

\[
\begin{align*}
 f^1(D_i, D_j) &= K\left(\frac{W_i - W_j}{\kappa}\right), \\
 f^2(D_i, D_j) &= (X_i - X_j)(V_i - V_j)M_1(X_i)M_1(X_j)M_1(V_i)M_1(V_j).
\end{align*}
\]

It can be readily checked that $f^2$ has upper bound $M_2 \asymp \log(np)$. Since $K\left(\frac{W_i - W_j}{\kappa}\right)$ is continuous, shift-invariant and PD, conditions of Corollary 3 are satisfied. Letting $B_W := p^{\kappa_2}$ for sufficiently large $\kappa_2$ and $t_1 \asymp t/M_2$ in Corollary 3, we obtain that there exists a kernel $\tilde{f}$ such that $\|f^1 - \tilde{f}^1\|_\infty \leq t_1$ and $\tilde{f}^1$ satisfies Condition (A) with symmetric set $C$ and constants

\[
F = 2K(0), \quad B = 1, \quad \mu_a = 1
\]

for all $a \geq 1$. Also note that $f^2$ can be expanded in closed form as

\[
e_1(D_i)e_4(D_j) - e_2(D_i)e_3(D_j) - e_3(D_i)e_2(D_j) + e_4(D_i)e_1(D_j),
\]

where the basis $\{e_j(D)\}_{j=1}^4$ are defined by

\[
\begin{align*}
 e_1(D) &= M_1(X)M_1(V)XV \\
 e_2(D) &= M_1(X)M_1(V)X \\
 e_3(D) &= M_1(X)M_1(V)V \\
 e_4(D) &= M_1(X)M_1(V).
\end{align*}
\]

Note that $\sup_{1 \leq j \leq 4} \|e_j\|_\infty \leq \kappa^2_1 \log(np)$. Moreover, by the sub-Gaussianity of $X$ and $V$, we have

\[
\sup_{1 \leq j \leq 4} \{\mathbb{E}(e_j(D)^a)\}^{1/a} \leq \{\mathbb{E}(|X|^{2a})\}^{1/2a} \{\mathbb{E}(|V|^{2a})\}^{1/2a} \leq c\kappa x c \nu a
\]

for all $a \geq 1$. Thus $f^2$ satisfies Condition (A) with symmetric set $C$ and constants:

\[
F = 4, \quad B = \kappa^2_1 \log(np), \quad \mu_a = c\kappa x c \nu a
\]

for all $a \geq 1$. Following the proof of the second part of Proposition 3 with $t_1 \asymp t/M_2$ and $t_2 = 0$, we obtain that $\tilde{h}$ has an approximating kernel that satisfies Condition (A) with symmetric set $C$ and constants

\[
F \asymp \frac{1}{\kappa}, \quad B \asymp \log(np), \quad \mu_a \asymp 1
\]

for all $a \geq 1$. This completes the proof.

\[\square\]

C Proofs of results in Section 3.2

C.1 Proof of Corollary 8

Proof. Part (a) follows directly from the proof of Proposition 2 and the tail bound in Corollary 6. Part (b) follows from the proof of Proposition 2 and Part (a) of Corollary 7 in the main paper.

\[\square\]
C.2 Proof of Theorem 5

Proof. Applying Theorem 1 in Arratia et al. [1989] with \( I = [p] \) and \( B_\alpha = \{ \alpha \} \), we obtain
\[
\Pr \left( S_n \leq \sqrt{2 \log p - \log \log p + q_\alpha} \right) - \exp(-\lambda_n) \leq b_{n,1} + b_{n,2} + b_{n,3},
\]
where
\[
\lambda_n = \sum_{\ell=1}^{p} \Pr \left( \left| \bar{U}_{n,\ell} \right| \geq \sqrt{2 \log p - \log \log p + q_\alpha} \right).
\]

Due to the independence of the \( p \) sequences, \( b_{n,2} = b_{n,3} = 0 \). By Proposition 2, it holds that
\[
\Pr \left( \left| \bar{U}_{n,\ell} \right| \geq \sqrt{2 \log p - \log \log p + q_\alpha} \right) \sim 1 - \Phi \left( \sqrt{2 \log p - \log \log p + q_\alpha} \right)
\]
if \( \sqrt{2 \log p - \log \log p + q_\alpha} \leq \gamma \sqrt{\log n} \), or equivalently, \( p = O(n^{\gamma^2/2}) \). Using the fact that \( 1 - \Phi(x) \sim 1/(2 \sqrt{\pi}) \alpha \), we obtain that
\[
\Pr \left( \left| \bar{U}_{n,\ell} \right| \geq \sqrt{2 \log p - \log \log p + q_\alpha} \right) \sim \frac{1}{n} \exp \left( -\frac{1}{2} q_\alpha \right),
\]
and therefore \( \exp(-\lambda_n) \to 1 - \alpha \). Lastly, since
\[
b_{n,1} = p \cdot \left( \Pr \left( \left| \bar{U}_{n,\ell} \right| \geq \sqrt{2 \log p - \log \log p + q_\alpha} \right) \right)^2 \sim \lambda_n^2/p \to 0,
\]
we thus obtain
\[
\Pr \left( S_n \leq \sqrt{2 \log p - \log \log p + q_\alpha} \right) \to 1 - \alpha
\]
as \( n \to \infty \). This completes the proof.

C.3 Proof of Proposition 5

Proof. First, we have
\[
\bar{V}_{n,\ell} = \frac{n-1}{n} \bar{U}_{n,\ell} + \frac{1}{2 \sqrt{n} \sigma_\ell} (h_0^\ell(0) - \theta_\ell),
\]
where \( \bar{V}_{n,\ell} := \sqrt{n} V_{n,\ell} / (2 \sigma_\ell) \), with \( V_{n,\ell} \) defined to be \( n^{-2} \sum_{i,j=1}^{n} h^\ell(X_i^\ell, X_j^\ell) \), and \( h_0^\ell(x) := \text{sign}(x_1) \text{sign}(x_2) \). Therefore, with \( h_0^\ell(0) = \theta_\ell = 0 \) as calculated in Section 3.2.2 in the main paper, it suffices to show that for any given \( \gamma > 0 \), \( \bar{V}_{n,\ell} \) satisfies (5) in the main paper uniformly over \( x \in [0, \gamma \sqrt{\log n}] \). For this, we will make use of (b) of Corollary 8 by verifying its conditions. Apparently, \( h^\ell \) is centered, nondegenerate and satisfies (7) in the main paper with any \( \gamma > 0 \). A truncated version of \( h^\ell \) defined to be
\[
\bar{h}^\ell(x, y) := \bar{h}_0^\ell(x - y) \quad \text{and} \quad \bar{h}_0^\ell(x) := \text{sign}(x_1) \text{sign}(x_2) 1 \{|x_1| \leq 2M_1\} 1 \{|x_2| \leq 2M_1\},
\]
with \( M_1 \) being chosen later. Clearly, for any \( M_2 > 0 \), \( h^\ell \) satisfies Condition (B4) in the main paper with \( M_1, M_2 \).

We now verify the rest of the conditions in (b) of Corollary 8. Note that, by the calculation on Kendall’s tau after Theorem 3 in the main paper, \( B(t) \sim \mu_a(t) \approx 1 \) and \( F(t) \sim \log^2(M_1/M_2) + \log^2(1/t) \) for sufficiently large \( M_1 \) and sufficiently small \( M_2 \). Therefore, (8) in the main paper holds by directly calculation, and also \( (|h_0^\ell(0)| + F(t))/n = o(1/(\sqrt{n}(\log n)^2)) \). Moreover, by choosing sufficiently large \( M_1 \) and sufficiently small \( M_2 \).
(depending only on $\gamma, \eta_1, \eta_2$) and using the fact that $J_1 = J_2 = 3$, we can show that
\[
\left\{ \frac{n^2}{\log n} \sum_{k=1}^{2} J_k M_2 D \right\} \vee \left\{ \frac{n^2}{\log n} \sum_{k=1}^{2} \mathbb{P} \left( |X_{i,k}^{\ell}| \geq M_1 \right) \right\} = o(n^{-\gamma/2}/\sqrt{\log n}).
\]

Lastly, we show that with $t \asymp 1/(\sqrt{n}(\log n)^2)$, we can properly choose $M_1$ and $M_2$ such that $t' = t'(t, M_1, M_2)$ defined in (21) with $C$ in (15) satisfies $t' = O(1/(\sqrt{n}(\log n)^2))$. By definition of $t'$, it suffices to show that $\max_{0 \leq i \leq m-1} s_i v_i = O(1/(\sqrt{n}(\log n)^2))$ and $\max_{0 \leq i \leq m-1} F v_i = O(1/(\sqrt{n}(\log n)^2))$, with $\{s_i\}_{i=0}^{m-1}$ and $\{v_i\}_{i=0}^{m-1}$ defined before Proposition 4 in the main paper. Since $\overline{h}^{\ell}$ is upper bounded in absolute value by 1, the sequence $\{s_i\}_{i=0}^{m-1}$ can be uniformly upper bounded by 1. For $v_i$, we have
\[
v_0^2 \leq \mathbb{P} \left( (\overline{X}_1^{\ell}, \overline{X}_2^{\ell}) \notin [-M_1, M_1] \right) + \mathbb{P} \left( (\overline{X}_1^{\ell}, \overline{X}_2^{\ell}) \notin \left\{ (x,z) \in \mathbb{R}^4 : |(x_j - z_j) - y_{j,k}| \geq M_2, j \in [2], k \in [J] \right\} \right)
\leq 2 \sum_{k=1}^{2} \mathbb{P} \left( |X_{i,k}^{\ell}| \geq M_1 \right) + 2 \left( \sum_{k=1}^{2} J_k \right) M_2 D,
\]
where we have used the upper bound $D$ on the density of $\overline{X}_1^{\ell} - \overline{X}_2^{\ell}$ uniformly over $k \in [2]$. For $v_1$, we have
\[
v_1^2 \leq \mathbb{P} \left( \overline{X}_1^{\ell} \notin [-M_1, M_1] \right) + \sup_{x \in [-M_1, M_1]^2} \mathbb{P} \left( X_{i,k}^{\ell} \notin \left\{ z \in \mathbb{R}^2 : |z_j - (x_j - y_{j,k})| \geq M_2, j \in [2], k \in [J] \right\} \right)
\leq 2 \sum_{k=1}^{2} \mathbb{P} \left( |X_{i,k}^{\ell}| \geq M_1 \right) + 2 \left( \sum_{k=1}^{2} J_k \right) M_2 D,
\]
where we have used the upper bound $D$ on the density of $X_{i,k}^{\ell}$ uniformly over $k \in [2]$. Therefore, under the assumption that $X_{i,k}^{\ell}$ has finite $\eta_1$th moment for all $k \in [2]$ and $D = D(n) = O(n^{\eta_1})$, by choosing $M_1 = n^{\kappa_1}$ and $M_2 = n^{-\kappa_2}$ for sufficiently large $\kappa_1$ and $\kappa_2$ (depending only on $\eta_1, \eta_2$), it holds that $t' = O(1/(\sqrt{n}(\log n)^2))$.

This completes the proof.\qed

\section{Proofs of results in Section 4}

\subsection{Proof of Proposition 1''}

\textit{Proof.} We essentially follow the same proof of Proposition 1, and it suffices to justify that for each $j$, the sequence $\{\tilde{e}_j(X_i)\}_{i=1}^{n}$ is still geometrically $\tau$-mixing so we can still apply Lemma 1. By the second part of Lemma 12, for any $p < p + n \leq j_1 < \ldots < j_m$, there exists a random vector $\left( \overline{X}_{j_1}, \ldots, \overline{X}_{j_m} \right)$ that is identically distributed with $(X_{j_1}, \ldots, X_{j_m})$, independent of $\sigma(X_i, i \leq p)$ and satisfies
\[
\frac{1}{m} \mathbb{E} \left\{ \sum_{k=1}^{m} d \left( X_{j_k}, \overline{X}_{j_k} \right) \right\} = \frac{1}{m} \tau \left( \sigma(X_i, i \leq p), (X_{j_1}, \ldots, X_{j_m}) \right) \leq \gamma_1 \exp(-\gamma_2 n),
\]
where $d(x, y) = \sum_{\ell=1}^{d} |x_{\ell} - y_{\ell}|$ on $\mathbb{R}^d$. For each fixed $j \geq 1$, $\left\{ \tilde{e}_j \left( \overline{X}_{j_1} \right) , \ldots, \tilde{e}_j \left( \overline{X}_{j_m} \right) \right\}$ is identically distributed as $\{\tilde{e}_j(X_{j_1}), \ldots, \tilde{e}_j(X_{j_m})\}$, independent from $\sigma(e_j(X_i), i \leq p)$. Thus
by the first part of Lemma 12 and the Condition (A'), it holds that
\[
\frac{1}{m} \tau \{ \{ \tilde{e}_j(X_i), i \leq p \} \} \leq \frac{1}{m} \mathbb{E} \left\{ \sum_{k=1}^{m} \tilde{e}_j(X_{j_k}) \right\} \leq \frac{1}{m} L \mathbb{E} \left\{ \sum_{k=1}^{m} d(X_{j_k}, \tilde{X}_{j_k}) \right\} \leq L \gamma_1 \exp(-\gamma_2 n).
\]
Therefore, \( \{ \tilde{e}_j(X_i) \}_{i=1}^{n} \) is still geometrically \( \tau \)-mixing, and thus geometrically \( \theta \)-mixing with coefficient \( L \gamma_1 \exp(-\gamma_2 n) \). Letting \( p = 2 + \delta \) in Lemma 13, and using the fact that
\[
\{ \mathbb{E}(|e_j(X_i)|^a) \}^{1/a} \leq 2 \{ \mathbb{E}(|e_j(X_i)|^a) \}^{1/a} \leq 2 \mu_a
\]
for all \( a \geq 1 \), it holds that for any \( j \geq 1 \),
\[
\sigma_j^2 \leq 12 \mu_{2+\delta}^{2+\delta} \left\{ L \gamma_1 \exp(-\gamma_2 k) \right\}^{\delta/(1+\delta)} \leq \frac{12(\gamma_1 L)^{2+\delta}}{1 - \exp\{-\gamma_2 \delta/(1+\delta)\}} (2 \mu_{2+\delta})^{2+\delta}.
\]
This completes the proof.

D.2 Proof of Theorem 1'

Proof. Consider the approximating function \( s_D \) defined in the proof of Theorem 1. \( s_D \) can be expanded with bases \( \cos(2\pi u^\top x) \) and \( \sin(2\pi u^\top x) \) in \( \mathbb{R}^d \). Recall the distance \( d(x, y) = \sum_{\ell=1}^{d} |x_\ell - y_\ell| \) in \( \mathbb{R}^d \). Then it holds that
\[
|\cos(2\pi u^\top x) - \cos(2\pi u^\top y)| \leq 2\pi |u^\top (x - y)| \leq 2\pi \max_{1 \leq \ell \leq d} |u_\ell| \leq 2\pi \|u\|.
\]
This argument holds similarly for \( \sin(2\pi u^\top x) \). Therefore, in order to upper bound the Lipschitz constant \( L \) in Condition (A') of Proposition 1'', it suffices to upper bound the following quantity
\[
\omega := \max_{1 \leq j \leq m} \left( \max_{1 \leq i \leq D_1} \|u_{ij}\| \lor \max_{1 \leq i \leq D_2} \|v_{ij}\| \lor \max_{1 \leq i \leq D_3} \|\tilde{u}_{ij}\| \lor \max_{1 \leq i \leq D_4} \|\tilde{v}_{ij}\| \right),
\]
where \( \{u_i\}_{i=1}^{D_1}, \{v_i\}_{i=1}^{D_2}, \{\tilde{u}_i\}_{i=1}^{D_3}, \{\tilde{v}_i\}_{i=1}^{D_4} \) are the frequencies of the cosine and sine bases of \( s_{D_1}, s_{D_2}, s_{D_3}, s_{D_4} \) in the proof of Theorem 1. Note that
\[
D_1 \lor D_2 \lor D_3 \lor D_4 \leq D := \Omega \left[ \frac{md\|\mathbf{f}\|_{L^1}^2}{t^2} \log \left\{ \frac{8\pi c \text{diam}(\mathcal{M})\|\mathbf{f}\|_{L^1}^{1-1/q}}{t} \mu_q(\mathbf{f}) \right\} \right]
\]
and for each \( j \in [m] \) and \( L_0 > 0 \),
\[
\mathbb{P}(\|u_{ij}\| \lor \|v_{ij}\| \lor \|\tilde{u}_{ij}\| \lor \|\tilde{v}_{ij}\| \geq L_0) \leq \frac{4 \mu_q^2(\mathbf{f})}{L_0^d}.
\]
Therefore,

\[ P(\omega \geq L_0) \leq 16D \frac{\mu_q^2(\overline{f})}{L_0^Q}. \]

Therefore, we can find a set of realizations \( \{u_i\}_{i=1}^{D_1}, \{v_i\}_{i=1}^{D_2}, \{\overline{u}_i\}_{i=1}^{D_3}, \{\overline{v}_i\}_{i=1}^{D_4} \) such that

\[ \omega \leq L_0 := \Omega \left[ \frac{\mu_q^2(\overline{f}) \mathrm{md} \|\overline{f}\|_{L^q}^2}{t^2} \log \left\{ \frac{8\pi \mathrm{diam}(\mathcal{M}) \|\overline{f}\|_{L^q}^{1-1/q} \mu_q(\overline{f})}{t} \right\} \right]^{1/q}. \]

Plugging in \( \mathrm{diam}(\mathcal{M}) = 2M\sqrt{\mathrm{md}} \) completes the proof. \( \square \)

### D.3 Supporting Lemmas

**Lemma 11** (Lemma 7, Dedecker and Prieur [2004]). Let \((\Omega, \mathcal{A}, \mathbb{P})\) be a probability space, and \(\{X_i\}_{i=1}^n\) be a stationary sequence of random variables with values in \(\mathbb{R}\). Let \(Q_{|X|}\) be the quantile function of \(X\): if \(u \in [0,1]\), \(Q_{|X|}(u) = \inf \{t \in \mathbb{R} : \mathbb{P}(|X| \geq t) \leq u \}\). Then for each positive integer \(k\), it holds that

\[ \tau_k(i) \leq 2 \int_{0}^{2\alpha_k(i)} Q_{|X|}(u)du. \]

In particular, if \(p\) and \(q\) are conjugate numbers, then \(\tau_k(i) \leq 2\|X\|_p(2\alpha_k(i))^{1/q}\) and \(\tau(i) \leq 2\|X\|_p(2\alpha(i))^{1/q}\).

**Lemma 12** (Lemma 3 in Dedecker and Prieur [2004] and Lemma 5.3 in Dedecker et al. [2007]). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, \(\mathcal{A}\) a sub \(\sigma\)-algebra of \(\mathcal{F}\) and \(X\) a random variable taking values in a Polish space \((\mathcal{X}, \mathcal{d})\). Assume that \(\int d(x, x_0)\mathbb{P}(X(dx))\) is finite for any \(x_0 \in \mathcal{X}\). Assume that the probability space considered is rich enough such that there exists a random variable \(U\) uniformly distributed over \([0,1]\), independent of the \(\sigma\)-algebra generated by \(X\) and \(\mathcal{A}\). Then there exists a random variable \(\overline{X}\), which is measurable with respect to \(\mathcal{A} \vee \sigma(X) \vee \sigma(U)\), independent of \(\mathcal{A}\) and identically distributed as \(X\), such that

\[ \tau(\mathcal{A},X;d) = \mathbb{E}\left[\mathcal{d}(X,\overline{X})\right]. \]  

(43)

On the other hand, for any random variable \(Y\) that is identically distributed with \(X\) and independent of \(\mathcal{A}\), it holds that

\[ \tau(\mathcal{A},X;d) \leq \mathbb{E}[d(X,Y)]. \]

**Lemma 13.** Let \(\{X_i\}_{i=1}^\infty\) be a sequence of real valued random variables with finite \(L_p\) moment for some \(p > 2\), that is, \(\mu_p := \sup_i \left\{ \mathbb{E}|X_i|^p \right\}^{1/p} < \infty\). Then, it holds that

\[ \sup_i \left( \sum_{j > i} \left| \text{Cov}(X_i, X_j) \right| \right) \leq 6 \mu_p^{\frac{p}{p-1}} \left\{ \sum_{k=1}^\infty \theta(k)^{\frac{p}{p-1}} \right\}, \]

where \(\theta(k)\) is the \(k\)th \(\theta\)-coefficient of the sequence.
Proof. The proof follows essentially from that of Lemma 4.2 in Dedecker et al. [2007]. In detail, define $X^{(M)} := (M \land X) \lor (-M)$ as the truncated version of $X$, and $\widetilde{X} := X^{(M)} - \mathbb{E}\{X^{(M)}\}$. It can be readily checked that $\widetilde{X}$, as a function of $X$, is bounded by $2M$ and also Lipschitz with constant 1. For any positive integers $i < j$, it holds that

$$|\text{Cov}(X_i, X_j)| \leq |\text{Cov}(\widetilde{X}_i, \widetilde{X}_j)| + |\text{Cov}(X_i - \widetilde{X}_i, X_j)| + |\text{Cov}(\widetilde{X}_i, X_j - \widetilde{X}_j)|.$$  

For the first term, by definition of the $\theta$-coefficient,

$$|\text{Cov}(\widetilde{X}_i, \widetilde{X}_j)| \leq 2M\theta(j - i).$$

For the second term, by Hölder’s inequality, we have

$$|\text{Cov}(X_i - \widetilde{X}_i, X_j)| = |\mathbb{E}\left\{X_i - \mathbb{E}(X_i) - \widetilde{X}_i\right\} X_j| \leq 2\|X_j\|_p\|X_i - X_i^{(M)}\|_q \leq 2\mu_p^p M^{1 - p/q},$$

where $q = p/(p - 1)$ is the conjugate number of $p$ and in the third step we use the fact that $p > q$ and

$$\mathbb{E}[|X_i|^q 1\{|X_i| \geq M\}] \leq \left\{\mathbb{E}(|X_i|^p)\right\}^{q/p} \left\{\mathbb{P}(|X_i| \geq M)\right\}^{1 - q/p} \leq \mu_p^q M^{q - p}\mu_p^{q - q} = \mu_p^p M^{q - p}.$$  

The third term can be similarly bounded by $2\mu_p^p M^{1 - p/q}$. Putting together the pieces gives

$$|\text{Cov}(X_i, X_j)| \leq 2M\theta(j - i) + 4\mu_p^p M^{2 - p}.$$  

Choosing $M = \left\{\mu_p^p/\theta(j - i)\right\}^{1/(p - 1)}$ gives

$$|\text{Cov}(X_i, X_j)| \leq 6\mu_p^p \theta(j - i)^{\frac{p - 2}{p - 1}}.$$  

Summing over all $j > i$ and taking the supremum over all $i$, we have

$$\sup_i \left\{\sum_{j > i} |\text{Cov}(X_i, X_j)|\right\} \leq 6\mu_p^p \left\{\sum_{k=1}^\infty \theta(k)\right\}^{\frac{p - 2}{p - 1}}.$$  

This completes the proof. \qed