DriftRec: Adapting diffusion models to blind image restoration tasks
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Abstract

In this work, we utilize the high-fidelity generation abilities of diffusion models to solve blind image restoration tasks, using JPEG artifact removal at high compression levels as an example. We propose an elegant modification of the forward stochastic differential equation (SDE) of diffusion models to adapt them to restoration tasks and name our method DriftRec. Comparing DriftRec against an $L_2$ regression baseline with the same network architecture and a state-of-the-art technique for JPEG reconstruction, we show that our approach can escape both baselines' tendency to generate blurry images, and recovers the distribution of clean images significantly more faithfully while only requiring a dataset of clean/corrupted image pairs and no knowledge about the corruption operation. By utilizing the idea that the distributions of clean and corrupted images are much closer to each other than to a Gaussian prior, our approach requires only low levels of added noise, and thus needs comparatively few sampling steps even without further optimizations.

1. Introduction

Diffusion models have taken the world of machine learning by storm due to their unprecedented ability to generate high-fidelity images \cite{sohn2022improved, song2021score, song2021scorebased} and audio \cite{dhariwal2021diffusion, ho2022denoising, ramesh2022text2music}, relatively easy training, and great flexibility to effectively condition on a variety of user inputs \cite{song2021scorebased, song2021score, song2021denoising}. Previous works on diffusion models have largely concentrated on unconditional and conditional image generation. Recently, Bansal et al.\cite{bansal2022diffusion} and Daras et al.\cite{daras2022diffusion} have proposed to extend and improve the forward and reverse processes of diffusion models by employing known deterministic corruptions. However, they have only evaluated their ideas for unconditional generation tasks, rather than for faithfully inverting corruptions to restore plausible original images. Here, we go a different route by explicitly modifying and training diffusion models to restore plausible images from corrupted ones, called DriftRec.

In contrast to other works \cite{bansal2022diffusion, daras2022diffusion, song2021scorebased}, which make at least one of the following assumptions, DriftRec does not require the underlying corruption operator to be known, linear, nor from a continuous family of operators. Instead, it requires only a dataset of (clean image, corrupted image) pairs, as in classic supervised training. DriftRec utilizes an alternative way of combining a deterministic corruption with the usual Gaussian noise used in diffusion models, within the formalism of SDEs introduced by Song et al.\cite{song2020generative}. In this work, we consider JPEG compression with low and unknown JPEG Quality Factors (QF) from 0–20\% as an example corruption with a nonlinear and nondifferentiable corruption operator that we treat as being fully unknown to the restoration procedure at inference time. To the best of our knowledge, we present results for an input QF of 0 for the first time in the literature.

We propose a modification of the forward SDE of diffusion models to adapt them to such restoration tasks, building upon previous work from the speech processing literature \cite{dhariwal2021diffusion, song2021scorebased}. We extend their modification to a more general form and apply these ideas in the field of computer vision, to the nonlinear inverse problem of JPEG artifact removal.

1.1. Related work

For image restoration based on pretrained unconditional diffusion models, the formalism of Denoising Diffusion Restoration Models (DDRs) \cite{song2021scorebased} has been proposed. DDRs originally were only designed for linear inverse problems, but have very recently also been adapted to JPEG artifact removal by carefully considering JPEG encoding and decoding operators \cite{song2021scorebased}. The essential advantage of these methods is the ability to train only one unconditional diffusion model and use it for a variety of restoration tasks. This generality is advantageous from the standpoint of computational efficiency, however, such methods may not be optimally adapted to the task at hand in terms of reconstruction quality. Within this tradeoff between generality
and quality, we aim for the latter in this work.

In [28], the authors devise a diffusion model for image-to-image translation called Palette, and also briefly evaluate their approach for blind JPEG artifact removal with QFs as low as 5. In contrast to our work (see Sec. 2.2), Palette does not adapt the stochastic processes to the task, but simply uses the corrupted images as conditioning information to generate reconstructions, letting their sampling process start from an unstructured prior. Consequently, their approach uses 10 times as many DNN evaluations as our method, which likely impacts runtime performance by a similar factor. Palette also uses around 8.5 times as many DNN parameters (552 M) as our models.

For JPEG artifact removal specifically, recent methods often utilize knowledge about the corruption operation, such as Quality Factor estimates [12] or the quantization matrices stored in each image [9, 17]. Here, we intentionally avoid doing so to keep the model as general and applicable to corruptions that are not known or easily modeled, and to determine the achievable performance in such a fully blind setting.

2. Methods

2.1. SDE-based diffusion models

Following [31], the forward process of a diffusion model can be interpreted as a dynamical system following an SDE

\[ \text{d}x_t = f(x_t, t)\text{d}t + g(x_t, t)\text{d}w \]  

where \( x \in \mathbb{R}^{C \times H \times W} \) is the current image and \( w \) is a standard Wiener process of the same dimensionality as \( x \), and the process runs forward from \( t = t_e \) until the terminal process time \( T := 1 \), with \( t_e \gg 0 \) for numerical stability reasons [31]. Each image in the training dataset then represents the initial value \( x_0 \) of a particular realization of this SDE. Song et al. [31] showed that previous diffusion models in the discrete-time domain can be interpreted to follow either the so-called Variance Exploding (VE) SDE or the so-called Variance Preserving (VP) SDE. Both SDEs have the aim of progressively turning images into Gaussian white noise, thereby turning the intractable image distribution into a tractable prior. To generate images, one then samples an initial value from this prior and numerically solves the corresponding reverse SDE [1],

\[ \text{d}x_t = (-f(x_t, t) + g(t)\nabla_{x_t} \log p_t(x_t, t))\text{d}t + g(x_t, t)\text{d}\bar{w} \]  

where \( \bar{w} \) is a Wiener process running in reverse, and we assume an infinitesimal \( \text{d}t \) with positive sign. The only unknown term in (2) is the score \( \nabla_{x_t} \log p_t(x_t, t) \). A deep neural network called a score network \( S_\theta(x_t, t) \) is then trained to estimate this score, given the current process state \( x \) and time \( t \). By replacing the score with its learned approximation \( S_\theta \), we receive the so-called plug-in reverse SDE. To generate samples, this plug-in reverse SDE is then solved with numerical SDE solver schemes [18, 31, 32].

2.2. A family of task-adapted linear SDEs

Rather than turning the clean image distribution into pure noise, we adapt our forward process to turn the clean image
distribution into a noisy version of the corrupted image distribution. This has two purposes:

1. Instead of pure noise, this uses the corrupted image (plus tractable noise) as the initial value of the reverse SDE, thus achieving the task adaptation through the formulation of the process itself, as opposed to only providing the corrupted image as conditioning information.

2. Since the added Gaussian noise is white, it functions as a continual source of all possible spatial frequencies throughout the reverse process. The trained score model then filters these frequencies appropriately to generate plausible clean images from the target distribution without a loss of high-frequency detail.

Note that the distribution of noisy corrupted images is still tractable for the purposes of the restoration task, as a sample from it can be drawn by taking a corrupted image and adding Gaussian noise. Some other works also use similar initialization strategies, as a trick to speed up inference [17] or to generate images from rough sketches [22], but without adapting the SDE. While empirically this seems to work reasonably well, it is formally (and in principle, arbitrarily strongly) mismatched to the actual distributions encountered throughout the reverse process. Our SDE-based adaptation of the process largely avoids this problem, by ensuring that this initialization corresponds to the terminal distribution of the forward process, and thus the initial distribution of the reverse process.

We now propose the following family of linear forward SDEs to realize our idea:

\[ f(x_t, t) = \gamma F(t)(y - x_t), \quad g(t) = \nu \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)^{2t}, \quad (3) \]

where \( y \) is the corrupted image corresponding to \( x_0 \), \( \gamma \) is a stiffness hyperparameter controlling how strongly \( x_t \) is pulled towards \( y \), and \( F(t) \) controls the shape of the curve pulling \( x_t \) towards \( y \). \( \nu \) is a normalization factor determined to ensure that \( \sigma_T \approx \sigma_{\text{max}} \), where \( \sigma_t \) is the closed-form variance of the Gaussian process described by (3), see Appendix A in the supplementary material.

Intuitively, our family of SDEs combines the diffusion \( g \) of the VE SDE with an added drift term \( f \) that pulls \( x_t \) towards the corrupted image \( y \). It is interesting to note that the drift term \( f \) of the forward SDE (1) shows up with a negative sign in the reverse SDE (2). This term, \( -f \), continually pushes the process state \( x_t \) away from \( y \) during the reverse process. In Fig. 2, we illustrate this observation by showing both the forward and reverse process for one possible choice of SDE from our SDE family (3), see Sec. 2.3 for details. Without the score term, the state \( x_t \) of the reverse process would simply shoot off away from \( y \) and diverge. The score model can therefore be interpreted as a learned control strategy adapted to the problem and dataset, which must steer \( x_t \) towards a plausible sample \( x_0 \) in the presence of this repulsive action away from \( y \) due to \( -f \). A general connection between diffusion-based generative modeling and stochastic optimal control has very recently been discussed in the literature [3].

2.3. The two considered SDEs

In this work, we only consider the SDEs with \( F(t) = 1 \) and \( F(t) = t \) for simplicity – see Appendix A in the supplementary material for a more detailed discussion. The case of \( F(t) = 1 \) was previously proposed for similar tasks in the speech processing literature [37], and we refer to it as the Ornstein-Uhlenbeck Variance Exploding (OUVE) SDE. We also newly propose using \( F(t) = t \) here, which we call the \( t \)-squared Variance Exploding (TSDVE) SDE due to the decay towards \( y \) depending on \( t^2 \), see (4). To allow for efficient forward sampling in order to perform denoising score matching [31], we determine closed-form expressions of the mean \( \mu_t \) and variance \( \sigma_t \) of the Gaussian processes...
described by each SDE. Such closed forms are generally not available for most SDEs, but can be determined in our case since the drift terms we choose are affine functions of the state $x_t$, e.g., via \cite[eq. (5.50) and (5.53)]. The closed-form mean expressions of the two SDEs are:

$$\mu_{t}^{\text{OUVE}} = e^{-\gamma t} x_0 + (1 - e^{-\gamma t}) y,$$

(4)

$$\mu_{t}^{\text{TSDVE}} = e^{-\gamma t^2} x_0 + (1 - e^{-\gamma t^2}) y.$$

(5)

Both expressions describe a linear (pixel-wise) interpolation between $x_0$ and $y$, with the interpolation parameter controlled by an exponential (OUVE) or half-Gaussian-shaped (TSDVE) decay over time $t$. Fig. 2 illustrates the decay of the mean and simultaneous addition of noise for the OUVE SDE. We relegate the somewhat involved closed-form expressions for the variance to Appendix A in the supplementary material.

For both SDEs, $\mu_t \neq y$ for all finite $t$, which may seem like an issue since the aim was to have the process move towards $y$. However, letting $z \sim \mathcal{N}(0, I)$, it is only required that the distributions of $(\mu_t + \sigma_t z)$ and $(y + \sigma_t z)$ are close, so that the latter can function as a plausible initial value for the reverse sampling process. We can control how well the distributions of these two expressions match, either by increasing the stiffness $\gamma$ at the cost of potentially destabilizing the reverse process, or by increasing $\sigma_{\text{max}}$ to further smooth the density functions of both distributions at the cost of more reverse iterations.

2.4. Architecture and training procedure

We utilize the NCSN++ architecture \cite{NCSN++}, both for the $L_2$ regression baseline and as a score network. We train the $L_2$ regression baseline $R_0$ to recover $x_0$ given $y$ via an $L_2$ loss:

$$\theta^* = \arg \min_{\theta} \mathbb{E}_{t,(x_0,y)} \left[ \|R_0(y) - x_0\|^2_2 \right],$$

(6)

where we pass a constant dummy value of $t = 1$ to the time embedding layers \cite{NCSN++} of NCSN++ to avoid making any changes to the DNN that may affect the qualitative behavior of each layer. To train the score models $S_0$, we use the idea that diffusion models based on our linear SDEs can be trained by the same Denoising Score Matching \cite{DSM} target as in \cite{NCSN++}, but conditioned on $y$:

$$\theta^* = \arg \min_{\theta} \mathbb{E}_{t,(x_0,y),z,x_t} \left[ \|S_0(x_t, y, t) - \nabla_x \log p_{0t}(x_t|x_0,y)\|^2_2 \right],$$

(7)

where $p_{0t}(x_t|x_0,y) = \mathcal{N}(\mu_t, \sigma^2_I)$ is the so-called perturbation kernel, i.e., the distribution of the forward process at process time $t$. Here, $\mathcal{N}(\cdot, \cdot)$ denotes a Gaussian distribution, and $I$ is the identity matrix matching the total dimensionality of $x_0$. Due to $p_{0t}$ being a Gaussian distribution, a closed form of the score term can be derived as:

$$\nabla_x \log p_{0t}(x_t|x_0,y) = \frac{(x_t - \mu_t)}{\sigma^2},$$

(8)

which allows to write the training objective (7) as:

$$\theta^* = \arg \min_{\theta} \mathbb{E}_{t,(x_0,y),z,x_t} \left[ \|S_0(x_t, y, t) + z\|^2_2 \right],$$

(9)

simply by dropping the denominator. This has the nice effect that the target DNN output is distributed as a standard Gaussian for all process times $t$. The only changes in the objective (7) over the usual Denoising Score Matching objective are that the expectation is also calculated over $y$, and that $y$ is provided to the score network. We provide $y$ as an input to $S_0$ by concatenating $x_t$ and $y$ along the channel dimension, for which we can change the number of input channels of NCSN++ from 3 to 6, which increases the number of DNN parameters by only about 0.1% (see Tab. 1c).

3. Experiments

3.1. Dataset

We use the CelebA-HQ dataset \cite{CelebA}, resized to 256x256 and split into 24000 images for training, 1500 for validation and 4500 for testing. We set $x_0$ to be the clean images from the dataset. To generate $y$, we sample a JPEG Quality Factor uniformly at random from 0 to 30 for each image $x_0$ and training step, and then apply JPEG compression to $x_0$ using the Pillow Python library \cite{Pillow}. During evaluation, we set the JPEG quality values to a constant value across all compared images and model, but do not provide this quality value to any model. In this sense, the trained models must perform the reconstruction while being blind both to the amount and the internals of the used JPEG compression.

3.2. Training and process parameterization

For training, we use the AdamW optimizer \cite{AdamW}, and set the hyperparameters of the process and training as listed in Table 1. We chose $\gamma$ for the OUVE SDE via manual grid search in $\{1, 1.5, 2\}$, finding $\gamma = 1$ to generally perform best. We set $\gamma_{\text{TSDVE}} = 2\gamma$ for the TSDVE SDE to match the
4. Results and Discussion

For the following evaluations, we generate reconstructions from our DriftRec models with the Euler-Maruyama sampler [18] using $N = 100$ uniform discretization steps, and retrieve reconstructions from QGAC [9] and the $L_2$ baseline via a single forward pass.

4.1. Qualitative evaluation

In Figure 1, we show example reconstructions starting from JPEG QF 10, comparing QGAC and the $L_2$ baseline against DriftRec using the OUVE SDE. Qualitatively, both QGAC and the $L_2$ baseline reconstruct major features well, but fail to produce plausible high-frequency details. This is particularly visible for hair, facial hair and skin textures, and results in a painting-like look. In contrast, our approach reconstructs more natural-looking images and shows a remarkable ability to reconstruct natural skin and hair textures that are plausible given the corrupted image.

4.2. Quantitative evaluation

In Tab. 2, we quantitatively compare all methods for the quality factors $QF \in \{0, 5, 10, 20\}$, using the distribution-based metrics Fréchet Inception Distance (FID) [10] and Kernel Inception Distance (KID) [4], the average Structural Similarity (SSIM) [35] and the average of the Learned Perceptual Image Patch Similarity (LPIPS) [39]. We use the official code by Zhang et al. [39] to calculate LPIPS, the scikit-image Python library [33] to calculate SSIM, and the piq Python library [15] to calculate KID and FID, using default settings throughout. We evaluate all metrics on our test set of 4500 images.

Judging from KID and FID, both of our DriftRec methods consistently model the clean image distribution of CelebA-HQ significantly more faithfully than the other methods. QGAC even achieves worse values in this regard than the compressed images, and for QF 10 and 20, the $L_2$ baseline does too. It is important to point out that KID and FID only compare the distributions of extracted features from all test images against the features from the ground-truth distribution, and thus only judge how plausible the reconstructions are overall. They cannot be used directly to make a statement about the faithfulness of each single reconstruction to its ground-truth reference image. However, the reference-based perceptual metric LPIPS also shows a consistent advantage of both DriftRec methods in terms of perceptual quality for all QF values, which matches our subjective visual inspection.

For SSIM, on the other hand, the $L_2$ baseline achieves significant improvements throughout, whereas DriftRec only marginally improves SSIM compared to the compressed images. QGAC also achieves strong SSIM values and, overall, performs rather similarly to the $L_2$ baseline for QF 10 and 20. The low SSIM improvements of DriftRec are to be somewhat expected due to the generative and probabilistic nature of the method. DriftRec always attempts to generate high-frequency detail, even for very low QF where such details must be generated from very little information. QGAC and the $L_2$ baseline, meanwhile, resort to reconstructing especially blurry images, which nonetheless achieve decent SSIM scores. As has been previously noted [6], generated high-frequency content is generally disincentivized by classic reference-based metrics such as SSIM. SSIM has also been shown to not correlate well with human perceptual preference [6,20], with LPIPS scores being aligned better with human perception [23]. For subjective evaluation by the reader, we show further randomly chosen example images from all methods in the supplemen-

| SDE   | $\gamma$ | $\sigma_{\text{max}}$ | $\sigma_{\text{min}}$ | $t_e$ | $N$  |
|-------|----------|------------------------|------------------------|-------|-----|
| OUVE  | 1        | 0.3                    | 0.01                   | 0.01  | 100 |
| TSDVE | 2        | 0.3                    | 0.01                   | 0.01  | 100 |

(a) Process parameterization

| Learning rate | $2 \times 10^{-4}$ |
|---------------|--------------------|
| Batch size per GPU | 6               |
| Number of GPUs | 2                    |
| Max. epochs | 100                  |

(b) Training hyperparameters

| DriftRec | 65.6 M |
|----------|--------|
| $L_2$ Baseline | 65.5 M |
| QGAC [9] | 259.4 M |

(c) Number of DNN parameters in all compared methods.

Table 1. Parameters for the SDEs (a) and network training (b), and model size in number of parameters (c).
ranted, with respect to the drift term $f$.

The exploration of possible SDEs for restoration tasks is warranted, with respect to the drift term $f$, the diffusion term $g$ and the process parameterization.

4.3. Very low quality factor inputs

For very low input JPEG quality factors of 5 and 0, we show example images in Fig. 3 and Fig. 4. One can observe that DriftRec still generates mostly plausible fine structures in these difficult scenarios, whereas QGAC fully fails and the $L_2$ baseline overblurs heavily. The metrics in Tabs. 2c and 2d corroborate these observations. DriftRec is, however, somewhat affected by artifacts: in particular, it incorporates heavily quantized color values from the corrupted images into the reconstruction – see, for instance, the hair in Fig. 4 (top row). Colors also become somewhat mismatched to the ground truth, which should however not be too surprising as most color information is lost due to heavy quantization.

While both SDEs perform very similarly overall, the TSDVE SDE exhibits slightly better metrics than the OUVE SDE in these low-QF scenarios, see Tabs. 2c and 2d, but differences are not large. Nonetheless, we argue that further exploration of possible SDEs for restoration tasks is warranted, with respect to the drift term $f$, the diffusion term $g$ and the process parameterization.

4.4. Limitations

Our proposed method DriftRec makes a few assumptions that we would like to point out. First, DriftRec implicitly assumes that the clean image $x_0$ and the corrupted image $y$ are reasonably similar each other, so that interpolating linearly between them through the diffusion process – see Eqs. (4) and (5) – is sensible. Violations of this assumption, e.g., when the measurement $y$ is a Fourier transform of the clean image $x_0$, would require reparameterization or revision of the method, for example based on the ideas of Soft Diffusion [7].

Second, we have only presented results for a single dataset in this work. We have done so to determine achievable performance with our approach in a highly specialized setting without requiring long trainings on very large image datasets. Our trained models are therefore unlikely to adapt to images of very different objects than human faces, and may inpaint wrong structures such as hair or eyes by assuming that the target image is a picture of a human face. Nonetheless, DriftRec generally exhibits good reconstructions of non-facial textures present in the CelebA-HQ images, see for example Fig. 1 or further example images in Appendix B in the supplementary material. Furthermore, we point out that the $L_2$ baseline we evaluated is also baseline overblurs heavily. The metrics in Tabs. 2c and 2d corroborate these observations. DriftRec is, however, somewhat affected by artifacts: in particular, it incorporates heavily quantized color values from the corrupted images into the reconstruction – see, for instance, the hair in Fig. 4 (top row). Colors also become somewhat mismatched to the ground truth, which should however not be too surprising as most color information is lost due to heavy quantization.

While both SDEs perform very similarly overall, the TSDVE SDE exhibits slightly better metrics than the OUVE SDE in these low-QF scenarios, see Tabs. 2c and 2d, but differences are not large. Nonetheless, we argue that further exploration of possible SDEs for restoration tasks is warranted, with respect to the drift term $f$, the diffusion term $g$ and the process parameterization.

4.4. Limitations

Our proposed method DriftRec makes a few assumptions that we would like to point out. First, DriftRec implicitly assumes that the clean image $x_0$ and the corrupted image $y$ are reasonably similar each other, so that interpolating linearly between them through the diffusion process – see

| KID ↓ | FID ↓ | LPIPS ↓ | SSIM ↑ |
|-------|-------|---------|--------|
| JPEG_{20} | 8.63 | 21.17 | 0.08 | 0.90 |
| QGAC | 31.24 | 39.42 | 0.09 | 0.93 |
| $L_2$ baseline | 27.34 | 35.71 | 0.08 | 0.94 |
| TSDVE | 0.59 | 12.99 | 0.05 | 0.89 |
| OUVE | 0.57 | 12.97 | 0.05 | 0.89 |

(a) JPEG Quality Factor QF = 20

| KID ↓ | FID ↓ | LPIPS ↓ | SSIM ↑ |
|-------|-------|---------|--------|
| JPEG_{10} | 22.53 | 36.26 | 0.20 | 0.82 |
| QGAC | 46.89 | 53.97 | 0.14 | 0.90 |
| $L_2$ baseline | 38.18 | 45.92 | 0.13 | 0.90 |
| TSDVE | 2.32 | 15.72 | 0.08 | 0.83 |
| OUVE | 2.37 | 15.69 | 0.08 | 0.83 |

(b) JPEG Quality Factor QF = 10

| KID ↓ | FID ↓ | LPIPS ↓ | SSIM ↑ |
|-------|-------|---------|--------|
| JPEG_{5} | 66.75 | 79.61 | 0.38 | 0.71 |
| QGAC | 102.3 | 103.0 | 0.28 | 0.74 |
| $L_2$ baseline | 48.44 | 55.73 | 0.19 | 0.85 |
| TSDVE | 6.15 | 20.68 | 0.14 | 0.75 |
| OUVE | 6.89 | 21.31 | 0.14 | 0.75 |

(c) JPEG Quality Factor QF = 5

| KID ↓ | FID ↓ | LPIPS ↓ | SSIM ↑ |
|-------|-------|---------|--------|
| JPEG_{0} | 245.8 | 239.9 | 0.53 | 0.59 |
| QGAC | 289.8 | 254.3 | 0.71 | 0.35 |
| $L_2$ baseline | 55.24 | 62.27 | 0.26 | 0.78 |
| TSDVE | 21.28 | 37.07 | 0.24 | 0.64 |
| OUVE | 22.32 | 37.97 | 0.25 | 0.63 |

(d) JPEG Quality Factor QF = 0

Table 2. Distribution-based metrics (KID [4], FID [10]), the learned perceptual metric LPIPS [39], and SSIM [35] for 4500 CelebA-HQ test images, comparing corrupted and reconstructed test images of all methods to the ground truth for JPEG Quality Factors 20 (a), 10 (b), 5 (c) and 0 (d). KID scores are multiplied by 1000 for readability. Lower is better for all metrics except SSIM. Best values are listed in bold, and values worse than those of the corrupted images in dark red.
higher levels of Gaussian noise added on top. However, we also use the noiseless corrupted image $y$ as an input channel for our trained DNN, which is therefore not equipped to handle noise. The simplest, but likely still effective, strategy to alleviate this issue is to perform data augmentation by adding various expected levels of noise to this input channel during training.

### 4.5. Runtime performance and model size

As our method is based on diffusion models, which use iterative methods for sampling, it also requires multiple calls to the same DNN to retrieve a single reconstruction. We have used $N = 100$ iterations in this work using the Euler-Maruyama sampler [18], which requires the same number of $N_{DNN} = 100$ DNN evaluations. On a NVIDIA GeForce RTX 2080 Ti consumer GPU, we found that our choice of sampler and DNN requires around 70 seconds to reconstruct a batch of 16 images, resulting in a total runtime of about 5.5 hours for the entire test set of 4500 images. On the same hardware and image set, the compared method QGAC [9] requires only 310 seconds in total, and the $L_2$ baseline takes 400 seconds, with both methods using a single DNN pass for each image.

However, since we derived our diffusion-based method within the continuous formalism of SDEs, the choice of sampling procedure is extremely flexible and does not require retraining of the DNN. Recent research on diffusion models has made significant progress on sampling speed [14, 29, 38]. These techniques can in principle be combined with our method, but may require some careful
re-derivation since works typically make assumptions about the SDE drift term $f$ to be zero (VE SDE) or a simple multiplicative scaling of $x_t$ (VP SDE), which does not hold for our SDE adaptation.

Finally, pointing to Tab. 1c, we note that DriftRec has virtually the same number of DNN parameters as the $L_2$ baseline due to using the same DNN architecture with very minor modifications, see Sec. 2.4. Furthermore, our improved results over QGAC [9] are achieved with only about 25% of the DNN parameters.

5. Conclusions

Based on work from the speech processing literature [25, 37], we propose DriftRec, a method based on an elegant change to SDE-based diffusion models that adapts them to image restoration tasks. In contrast to existing diffusion-based restoration methods [2, 7, 16, 17], our approach is applicable to corruption operators that are both nonlinear and unavailable in closed form during reconstruction, and only requires a dataset of paired images. To demonstrate this, we consider the example task of JPEG artifact removal with very low quality factors. Comparing against an $L_2$ regression baseline using the same DNN architecture and a recent state-of-the-art method, we find that DriftRec restores images of perceptually higher quality and models the ground-truth image distribution significantly more faithfully. While currently requiring 100 times as many DNN passes than the compared methods due to the iterative nature of sampling with diffusion models, we expect that recent progress on efficient high-quality sampling for diffusion models, e.g. [36], will allow this number to drastically decrease and make the approach competitive in terms of runtime. Our idea of adapting the diffusion process can in principle be combined with most other techniques for designing, improving or specializing diffusion models, and therefore constitutes another building block in the growing diffusion model toolbox.

6. Ethics Statement

The methods presented in this paper carry ethical implications when used in domains such as video surveillance and identification. Our methods are trained on image datasets which may contain implicit biases in terms of skin color, age, gender, sexuality, or other identifying features. Since our methods generate enhanced images that represent samples from the underlying distribution of the training dataset which is biased, the resulting enhanced images will also be biased. Unchecked application of these methods – especially to low-quality input images – will thus lead to these implicit biases being reinforced. Any plans of applying such methods in fields such as person identification, video surveillance or law enforcement must therefore be subject to scrutiny by ethical researchers and regulators.
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A. Closed-form variance solutions of the OUVE and TSDVE SDEs

In the following, we provide the expressions for the diffusion-normalization factors $\nu$ and the solved variance of the Gaussian process, for the OUVE SDE and the TSDVE SDE. We utilized the software Mathematica 12.1 to solve the mean and variance ODEs [32, eq. (5.50), (5.53)] for the initial value $\sigma_0 = 0$. This choice is in contrast to [31], where the initial value $\sigma_0 = \sigma_{\text{min}}$ was used. Our reasoning for this change is that due to the influence of our added drift terms, the choice by Song et al. may result in nonmonotonous functions $\sigma_t$, particularly depending on the choice of $\gamma$ and the relative scale of $\sigma_{\text{max}}$ in comparison to $\sigma_{\text{min}}$. We admit that the convenient name of $\sigma_{\text{min}}$ may be misleading under this assumption, since it is not a “minimum sigma” under our assumptions. Nonetheless, we keep this parameter as a way to control the shape of the variance curve, and also keep its name in line with the previous literature.

For the OUVE SDE, we follow [31] to determine an approximate normalization factor

$$\nu_{\text{OUVE}} = \sqrt{2 \left( \gamma + \log \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right) \right)}, \quad (12)$$

resulting in the variance

$$\sigma^2_{t,\text{OUVE}} = \sigma^2_{\text{min}} \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)^{2t} - e^{-2\gamma t}. \quad (13)$$

One may observe that the condition $\sigma_t = \sigma_{\text{max}}$ is only approximately fulfilled here, but the error is small when $\sigma_{\text{min}}$ is small and $\gamma$ is reasonably large: for our parameter choice, it is equal to

$$0.01^2(-e^{-2\cdot1.1}) \approx -1.4 \times 10^{-5} \quad (14)$$

and we therefore use this factor $\nu_{\text{OUVE}}$ due to its relative simplicity.

For the TSDVE SDE, we first solved for the unnormalized variance expression using $\nu = 1$:

$$\sigma^2_{t,\text{TSDVE,unnorm}} = \frac{\sigma^2_{\text{min}}}{\sqrt{\gamma}} e^{-\gamma t^2} \left[ e^{\gamma t^2 + 2t \log (\sigma_{\text{min}}/\sigma_{\text{max}})} D \left( \frac{t \gamma + \log (\sigma_{\text{min}}/\sigma_{\text{max}})}{\sqrt{\gamma}} \right) \right. \left. - D \left( \log \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right) \right) \right]$$

where $D$ is the Dawson function. Solving for $\nu$ such that $\nu^2 \sigma^2_T = \sigma_{\text{max}}$ exactly, we retrieve

$$\nu_{\text{TSDVE}} = \sqrt{\frac{\sigma^2_{\text{max}}}{\sqrt{\gamma} e^{-\gamma \eta}}}, \quad (15)$$

$$\eta = e^{\gamma} \sigma^2_{\text{max}} D \left( \frac{\gamma + \log \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)}{\sqrt{\gamma}} \right) - \sigma^2_{\text{min}} D \left( \log \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right) \right) \quad (16)$$

We then multiply the diffusion term $g(t)$ of the forward SDE by this $\nu_{\text{TSDVE}}$, finally resulting in

$$g(t) \equiv \nu_{\text{TSDVE}} \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)^{2t} \quad (17)$$

$$\implies \sigma^2_{t,\text{TSDVE}} = \nu^2_{\text{TSDVE}} \cdot \sigma^2_{t,\text{TSDVE,unnorm}} \quad (18)$$

Note that we are now already dealing with unwieldy functions such as the Dawson function just by setting $F(t) = t$ (TSDVE SDE). This was the principal reason for us to not investigate $F(t) = t^\alpha$ for $\alpha \geq 2$ or even more complex expressions for $F(t)$, though exploring a solution or approximation of $\sigma_t$ for these cases may be helpful: Increasing $\alpha$ keeps the process mean close to $x_0$ for longer early in the forward process and pushes it away from the corrupted $y$ stronger early in the reverse process, which may help the reverse process to result in higher-quality reconstructions. The slightly improved performance of the TSDVE SDE for low-quality input images (JPEG level 0 and 5, see Sec. 4.3) supports this idea to some degree.

B. More example images

In Figs. 5 to 8 we show a random selection of example images for the four evaluated JPEG QFs of 20, 10, 5 and 0 (respectively). To make the qualitative behavior of each method and each QF directly comparable, we compare all methods and all QF for a single image in Fig. 9.
Figure 5. Example images for the restoration task with JPEG QF 20.

Figure 6. Further example images for the restoration task with JPEG QF 10.
Figure 7. Further example images for the restoration task with JPEG QF 5.

Figure 8. Further example images for the restoration task with JPEG QF 0.
Figure 9. A direct comparison of all methods for a single image using input QF ∈ {0, 5, 10, 20}, demonstrating the qualitative behavior of all methods as the QF decreases.