Almost Everywhere Ergodicity in Quantum Lattice Models

Dimitrios Ampelogiannis, Benjamin Doyon

Department of Mathematics, King’s College London, Strand, London WC2R 2LS, UK.
E-mail: dimitrios.ampelogiannis@kcl.ac.uk; benjamin.doyon@kcl.ac.uk

Received: 18 January 2023 / Accepted: 13 September 2023
Published online: 30 October 2023 – © The Author(s) 2023

Abstract: We rigorously examine, in generality, the ergodic properties of quantum lattice models with short range interactions, in the C* algebra formulation of statistical mechanics. Ergodicity results, in the context of group actions on C* algebras, assume that the algebra is asymptotically abelian, which is not generically the case for time evolution. The Lieb-Robinson bound tells us that, in a precise sense, the spatial extent of any time-evolved local operator grows linearly with time. This means that the algebra of observables is asymptotically abelian in a space-like region, and implies a form of ergodicity outside the light-cone. But what happens within it? We show that the long-time limit of the n-th moment of a ray-averaged observable, along space-time rays of almost every speed, converges to the n-th power of its expectation in the state (i.e. its ensemble average). Thus ray averages do not fluctuate in the long time limit. This is a statement of ergodicity, and holds in any state that is invariant under space-time translations and that satisfies weak clustering properties in space. The ray averages can be performed in a way that accounts for oscillations, showing that ray-averaged observables cannot sustainably oscillate in the long time limit. We also show that in the GNS representation of the algebra of observables, for any KMS state with the above properties, the long-time limit of the ray average of any observable converges (in the strong operator topology) to the ensemble average times the identity, again along space-time rays of almost every speed. This is a strong version of ergodicity, and indicates that, as operators, observables get “thinner” almost everywhere within the light-cone. A similar statement holds under oscillatory averaging.

1. Introduction

In this paper we are concerned with the ergodic properties of quantum spin lattice systems of arbitrary spatial dimension D, with exponentially decaying (including finite range) interactions. Our results are rigorous and expressed in the algebraic formulation of quantum statistical mechanics, see the Monographs [1–3]. The results take their roots
in an ergodicity theorem proved in [4], where quantum spin chains ($D = 1$) with finite range interactions are discussed. A discussion of various physical aspects of the results and their links with other notions of ergodicity is given in [5].

The main statement that we will prove is that the long-time averaging of any observable $A$ (any element of the $C^*$ algebra) converges, in the strong operator topology of the Gelfand-Naimark-Segal (GNS) representation of a state $\omega$, to its expectation in the state $\omega(A)$, times the identity operator. This holds for almost every speed with respect to the Lebesgue measure, and all rational directions on the lattice; we will refer to this as "almost everywhere" or "almost every space-time ray". The result holds in every space invariant (that is, invariant under spatial translations) factor state $\omega$ satisfying the Kubo-Martin-Schwinger (KMS) condition [2, Section 5.3.1]. These include any KMS state of quantum spin lattice models with sufficiently fast-decaying interactions, at high enough temperature.

The result implies that convergence holds in every correlation function. Thus, connected correlation functions (Ursell functions) vanish in the limit, and the $n$-th moment of the ray-average of an observable converges to the $n$-th power of its expectation in the state. We will show, by using the Lieb-Robinson bound [6], that in fact, the results for two-point correlation functions and for the $n$-th moments hold in every space invariant factor state, not necessarily KMS.

The averaging can also be taken with respect to oscillatory factors, in a way that accounts for oscillations, for any wavelength and frequency. We show that this vanishes in the long time limit for almost every ray. We will also show that the property of the state being factor can be replaced by an appropriate property of clustering in space.

The result of time-averaging in KMS states is a strong, operatorial version of ergodicity. It indicates that the ray-average of an observable $A$ along almost every ray, including time-like rays of speed as small as desired, converges to its ensemble average $\omega(A)$. The result for the 2nd moment is a mean-square ergodicity result. It implies that the variance, with respect to the state, of a ray-averaged observable vanishes at long times, i.e. the ray-averaged observable does not fluctuate within the state (after a long time, almost everywhere).

Ergodicity – the convergence under long-time averaging to ensemble averages – is a difficult problem in many-body quantum systems. The present paper gives, we believe, the first general, rigorous results of this type that do not require any (generally hard-to-prove) assumptions of asymptotic abelianness in timelike directions. Further, in our understanding, the extension of the notion of ergodicity to averages with respect to oscillatory factors has not been considered previously in the literature. Our results show in particular that coherent asymptotic oscillatory behaviours of correlations are not possible on any set of rays covering a range of speeds of non-zero Lebesgue measure.

Ergodicity is closely related to the problem of return to equilibrium. This problem was first formulated, and basic results obtained, in [7,8]. The connection of our results to some of these aspects is discussed in [5].

The present ergodicity results indicate that a lot of information, initially encoded in the microscopic dynamics, is lost at larger scales. Since the results are general, for any $D$-dimensional quantum lattice model, they show that almost-everywhere ergodicity does not require particular properties of the dynamics, such as "chaos". Rather, it is a consequence of "extensivity", as encoded by the short-range interaction, and the fact that the state is factor (hence clusters at large distances).

The loss of information at large scales of space-time can be formalised by the phenomenon of hydrodynamic projection: intuitively, the projection of observables onto
conserved quantities at large scales. The phenomenon of hydrodynamic projection is proved rigorously in [4] for $D = 1$ and finite range interactions, where it is seen to emerge as a consequence of the simplest statement of almost-everywhere ergodicity. One can extend these results to any $D$, as an application of some of the methods developed here. This involves quite a few additional mathematical constructions, and the statement and proof is reported in [5]; here, we concentrate on a full analysis of almost-everywhere ergodicity.

The paper is organised as follows. In Sect. 2 we discuss the precise setup in which we work: the C*-algebraic formulation for quantum spin lattices. In Sect. 3 we give an overview of the main theorems, with the precise mathematical statements. In Sect. 4 we obtain simple but important results outside the Lieb-Robinson cone, in space-like regions of the lattice. These will form the basis for the proof of ergodicity results within the Lieb-Robinson cone, which are provided in Sects. 5, 6, 7 and 8.

2. The Set-Up

We consider a lattice $\mathbb{Z}^D$, as a $\mathbb{Z}$-module, equipped with the $l_1$ norm. On each site $n \in \mathbb{Z}^D$ it admits a quantum spin described by the (matrix) algebra of observables $\mathfrak{U}_n := M_{N_n}(\mathbb{C})$, $N_n \in \mathbb{N}$ with the operator norm $\| \cdot \|$, and for all lattice points $n \in \mathbb{Z}^D$ the dimension of the spin matrix algebra is uniformly bounded, $N_n \leq N$ for some $N \in \mathbb{N}$. To each finite $\Lambda \subset \mathbb{Z}^D$ we have the algebra

$$\mathfrak{U}_\Lambda := \bigotimes_{n \in \Lambda} \mathfrak{U}_n$$

(1)

and the algebra of local observables is defined as the direct limit of the increasing net of algebras \{$\mathfrak{U}_\Lambda$\}_{\Lambda \in P_f(\mathbb{Z}^D)}$, where $P_f(\mathbb{Z}^D)$ denotes the set of finite subsets of $\mathbb{Z}^D$,

$$\mathfrak{U}_{\text{loc}} := \lim_{\longrightarrow} \mathfrak{U}_\Lambda.$$  (2)

The norm completion of $\mathfrak{U}_{\text{loc}}$ defines the quasi-local C*-algebra of the quantum spin lattice:

$$\mathfrak{U} := \overline{\mathfrak{U}_{\text{loc}}}.$$  (3)

For details on the definition of quasi-local C*-algebras see [3, Chapter 3.2.3].

Throughout this work we will use the following quantities: The support of an observable $A \in \mathfrak{U}_{\text{loc}}$, and the distance of the supports of $A$, $B \in \mathfrak{U}_{\text{loc}}$ are defined as

$$\text{supp}(A) = \bigcap\{|X \subset \mathbb{Z}^D : A \in \mathfrak{U}_X\}$$

(4)

and

$$\text{dist}(A, B) := \text{dist}(\text{supp}(A), \text{supp}(B)).$$  (5)

respectively, where the distance between two subsets $X, Y$ of $\mathbb{Z}^D$ is

$$\text{dist}(X, Y) = \min\{|x - y| : x \in X, y \in Y\}.$$  (6)

The diameter of subsets $X$ of $\mathbb{Z}^D$ is

$$\text{diam}(X) = \max\{|x - y| : x, y \in X\}.$$  (7)

and, finally, $|X|$ denotes the number of elements in $X$.

The dynamics are introduced by group actions on $\mathfrak{U}$, and states of the system are the positive linear functionals:
Definition 2.1 (Dynamical System). A dynamical system of a quantum spin lattice is a triple \((\mathcal{U}, \iota, \tau)\) where \(\mathcal{U}\) is a quasi-local \(C^*\)-algebra, \(\tau\) is a strongly continuous representation of the group \(\mathbb{R}\) by \(*\)-automorphisms \(\{\tau_t : \mathcal{U} \xrightarrow{\sim} \mathcal{U}\}_{t \in \mathbb{R}}\), and \(\iota\) is a representation of the translation group \(\mathbb{Z}^D\) by \(*\)-automorphisms \(\{\iota_n : \mathcal{U} \xrightarrow{\sim} \mathcal{U}\}_{n \in \mathbb{Z}^D}\), such that for any \(\Lambda \in P_f(\mathbb{Z}^D)\): \(A \in \mathcal{U}_\Lambda \implies \iota_n(A) \in \mathcal{U}_{\Lambda+n}\) for all \(n \in \mathbb{Z}^D\). We further assume that \(\tau\) is such that \(\tau_t \iota_n = \iota_n \tau_t\), \(\forall t \in \mathbb{R}, n \in \mathbb{Z}^D\), i.e. time evolution is homogeneous.

Definition 2.2 (States, Invariance). A state of a dynamical system \((\mathcal{U}, \iota, \tau)\) is a positive linear functional \(\omega : \mathcal{U} \to \mathbb{C}\) such that \(\|\omega\| = 1\). The set of states is denoted by \(E_{\mathcal{U}}\). A state \(\omega \in E_{\mathcal{U}}\) is called space invariant if \(\omega(\iota(A)) = \omega(A)\), \(\forall A \in \mathcal{U}, n \in \mathbb{Z}^D\) and time invariant if \(\omega(\tau(A)) = \omega(A)\), \(\forall A \in \mathcal{U}, t \in \mathbb{R}\). We will refer to a space and time invariant state simply as invariant.

Space translations \(\iota_n\) are naturally defined on \(\mathcal{U}_{\text{loc}}\) and extended (by continuity) to \(\mathcal{U}\), see [3, Chapter 3.2.6]. Time evolution is defined explicitly from the interaction of the quantum spin lattice, see [2, Chapter 6.2]. An interaction is defined as a map \(\Phi : P_f(\mathbb{Z}^D) \to \mathcal{U}_{\text{loc}}\), s.t. \(\Phi(\Lambda) \in \mathcal{U}_\Lambda\) and \(\Phi(\Lambda) = \Phi^*(\Lambda)\), \(\forall \Lambda \in P_f(\mathbb{Z}^D)\). The Hamiltonian associated with any \(\Lambda \in P_f(\mathbb{Z}^D)\) is

\[
H_\Lambda := \sum_{X \subset \Lambda} \Phi(X)
\]

which defines the local time evolution as

\[
\tau_t^\Lambda(A) := e^{itH_\Lambda} A e^{-itH_\Lambda}, \quad A \in \mathcal{U}_\Lambda, \quad t \in \mathbb{R}.
\]

Time evolution of the infinite system is defined when the limit \(\lim_{\Lambda \to \infty} \tau_t^\Lambda(A)\) exists in the norm for all \(A \in \mathcal{U}_{\text{loc}}\) and can be uniquely extended to a strongly continuous \(*\)-automorphism \(\tau_t\) of \(\mathcal{U}\). This can be proved for a large class of interactions, including finite range and exponentially decaying ones [2, Theorem 6.2.11]. In particular, this holds for dynamical systems \((\mathcal{U}, \iota, \tau)\) with interaction that satisfies for some \(\lambda > 0\):

\[
\|\Phi\|_\lambda := \sup_{n \in \mathbb{Z}^D} \sum_{X \ni n} \|\Phi(X)\| |X| N^2 |X| e^{\lambda \text{diam}(X)} < \infty.
\]

which in the case of space-translation invariant interaction simplifies to

\[
\|\Phi\|_\lambda := \sum_{X \ni 0} \|\Phi(X)\| |X| N^2 |X| e^{\lambda \text{diam}(X)} < \infty.
\]

In what follows we restrict ourselves to such systems. Our results hold for all quantum spin lattice models with interactions that satisfy Eq. (11). This allows \(\Phi\) to include \(m\)-body interactions for any \(m\), as long as the interaction drops at least exponentially with \(m\) and with the distance. This includes any finite range and any two-body exponentially decaying interactions.

An important tool, which we use extensively throughout this work, for dealing with \(C^*\) algebras is the Gelfand-Naimark-Segal (GNS) representation, see [1, Chapter 2.3] and in particular [1, Theorem 2.3.16, Corollary 2.3.17]:
Proposition 2.3 (GNS representation). Given a state $\omega \in E_\mathcal{U}$ of a unital C*-algebra $\mathcal{U}$ there exists a (unique, up to unitary equivalence) triple $(H_\omega, \pi_\omega, \Omega_\omega)$ where $H_\omega$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle$, $\pi_\omega$ is a representation of the C*-algebra by bounded operators acting on $H_\omega$ and $\Omega_\omega$ is a cyclic vector for $\pi_\omega$, i.e. the span$\{\pi_\omega(A)\Omega_\omega : A \in \mathcal{U}\}$ is dense in $H_\omega$, such that

$$\omega(A) = \langle \Omega_\omega, \pi_\omega(A)\Omega_\omega \rangle, \quad A \in \mathcal{U}. \quad (12)$$

If additionally we have a group $G$ of automorphisms $\{\tau_g\}_{g \in G}$ of $\mathcal{U}$ and $\omega$ is $\tau$-invariant, then there exists a representation of $G$ by unitary operators $U_\omega(g)$ acting on $H_\omega$. This representation is uniquely determined by

$$U_\omega(g)\pi_\omega(A)U_\omega(g)^* = \pi_\omega(\tau_g(A)) \quad A \in \mathcal{U}, \quad g \in G \quad (13)$$

and invariance of the cyclic vector

$$U_\omega(g)\Omega_\omega = \Omega_\omega \quad \forall g \in G. \quad (14)$$

The state of thermal equilibrium is characterised by the Kubo-Martin-Schwinger (KMS) condition, see [2, Section 5.3.1]. We give the definition:

**Definition 2.4 (KMS state).** Consider a dynamical system $(\mathcal{U}, \iota, \tau)$. A state $\omega$ is called a $(\tau, \beta)$-KMS state, at inverse temperature $\beta$, if

$$\omega(A \tau_{i\beta} B) = \omega(B A) \quad (15)$$

for all $A, B$ in a dense (with respect to the norm topology) $\tau$-invariant *-subalgebra of $\mathcal{U}_\tau$, where $\mathcal{U}_\tau$ is the set of entire analytic elements for $\tau$.

It is established that the set of analytic elements $\mathcal{U}_\tau$ is (norm) dense in $\mathcal{U}$ for any strongly continuous one parameter group of automorphisms $\tau$, see [9, Proposition IV.4.6]. Hence, any dense subset of $\mathcal{U}_\tau$ is again dense in $\mathcal{U}$.

3. Overview of the Main Results

3.1. Ergodic theorems for space-time ray averaging. A central result in quantum spin lattice models, with interactions that decay sufficiently fast such as those we consider (Eq. (11)), is the Lieb-Robinson bound, which limits the spread of the support of time-evolved observables, so that the “strength” of the operator is exponentially decaying outside a light-cone defined by the Lieb-Robinson velocity. The bound was first stated in [6] for finite range interactions. The Lieb-Robinson bound implies that certain states will be ergodic, in an appropriate sense, within a space-like region. We will call such states space-like ergodic:

**Definition 3.1 (Space-like ergodic state).** Consider a dynamical system $(\mathcal{U}, \iota, \tau)$ as defined in Definition 2.1. A state $\omega \in E_\mathcal{U}$ is called space-like ergodic if it is space and time translation invariant and there exists a $\nu_c > 0$ such that for any $A, B \in \mathcal{U}_\text{loc}$, $n \in \mathbb{Z}^D$ and $\nu \in \hat{\mathbb{R}} = \mathbb{R} \cup \{-\infty, \infty\}$ with $|\nu| > \nu_c$ it holds that:

$$\lim_N \frac{1}{N} \sum_{m=0}^{N-1} \omega(i^n \tau_{\nu^{-1}[n]}^m(A)B) = \omega(A)\omega(B). \quad (16)$$
In Sect. 4 we show that any factor (also called factorial, see [1, p. 81, Def. 2.4.8]) invariant state is space-like ergodic with \( v_c = u_{LR} > 0 \) the Lieb-Robinson velocity, in dynamical systems with interactions satisfying (11). This follows from the fact that the algebra \( \mathcal{A} \) is asymptotically abelian (in the sense of [10, Def. 3]) for space-time translations inside a space-like region, i.e. \( \|[\iota_w, \tau_t A, B]\| \to 0 \) when \( t \to \infty \) and \( |v| > u_{LR} \), by virtue of the Lieb-Robinson bound. For asymptotically abelian algebras it is established that factor states have clustering properties, see [1, Example 4.3.24]. Hence, factor invariant states are an example of space-like ergodic states. Our goal is to show that the ergodic properties of such states also extend (almost everywhere) inside the light-cone \( |v| < u_{LR} \).

As any extremal (pure) state of a \( C^* \) algebra is also factorial, the results hold for pure invariant states. Physically, this means that the results will hold for systems that are in a single thermodynamic phase. A special case is that of thermal states: at high enough temperatures there is a unique KMS state [2, Proposition 6.2.45]. This state is factorial, as an immediate consequence of [2, Theorem 5.3.30]. By the result of existence of space invariant KMS states [2, pg. 296], this unique state will also be space invariant. Note that time invariance is an immediate consequence of the KMS condition. KMS states are not limited to thermal states for the time evolution of the system. Indeed, one may consider time-stationary KMS states that are KMS with respect to a different “time evolution”, generated by a different short-range Hamiltonian, that commutes with the physical time evolution. These are naturally identified with “generalised Gibbs ensembles” [11], in non-equilibrium many-body physics of integrable systems. Hence our results will hold for any quantum spin lattice model, with sufficiently fast decaying interactions as expressed in Eq. (11), in a state of thermal equilibrium or a generalised Gibbs ensemble, at high enough (generalised) temperature.

At lower temperatures, there may exist multiple thermodynamic phases described by the set of \((\tau, \beta)\)-KMS states, but this set is convex and its extremal points are factor states [2, Theorem 5.3.30]. Hence, at lower temperatures the results still hold in space-invariant extremal KMS states.

The question that is raised, given that space-like ergodicity is satisfied in physically relevant states, is what happens within the light-cone? There exist results concerning ergodicity but for the group action of space translations [12, Section IV], can these be shown for time evolution?

We divide our results into two categories: those that do not necessitate the KMS condition, and those that do. The former are therefore more general, but the latter are much stronger.

### 3.1.1. Results not requiring the KMS condition

Our main theorem without using the KMS condition is that ergodicity still holds almost everywhere within the light-cone:

**Theorem 3.2** (Almost Everywhere Ergodicity). Consider a dynamical system \((\mathcal{A}, \iota, \tau)\), with interaction that satisfies Eq. (11) and a space-like ergodic state \( \omega \in E_{\mathcal{A}} \), in the sense of Definition 3.1. It follows that for all \( A, B \in \mathcal{A}, \) any rational direction \( q \in \mathbb{Q}^{D-1} := \{ x/|x| : x \in \mathbb{Z}^D \setminus \{0\} \} \) and almost every speed \( v \in \mathbb{R} \) (with respect to the Lebesgue measure):

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \omega\left(\iota_{[w]} \tau_t (A) B\right) \, dt = \omega(A) \omega(B)
\]

where \( v = vq \), and where for any vector \( a = (a_1, a_2, \ldots, a_D) \) we denote \([a] := ([a_1], \ldots, [a_D])\).
The proof is done in Sect. 5.1. In the end we show that in the case of KMS states this result can be extended to any number of observables $B_j$ and ray averaged of observables $A_i$, see Theorem 3.11.

It is simple to see that Eq. (17) will hold for any $\nu > \nu_c$, by the assumption of space-like ergodicity. There are general results for going from discrete to continuous time ergodic theorems, see [13]. However, for $\nu < \nu_c$ this is non-trivial and we are not aware of any previous results that deal with this situation, besides [4] in the case of one-dimensional, finite-range interactions.

A few remarks about the physics of the above theorem, and of our other main results below, are in order. The equality of time-averaged quantities with their ensemble averages is a notion of ergodicity. However, conventionally ergodicity does not involve space translation: the ray is at velocity 0. The above theorem, and all our main results, are notions of ergodicity along almost every ray, but not necessarily at zero velocity (see Ref. [5] where our present ergodic theorems are put within the context of conventional discussions on ergodicity and of hydrodynamics, and some of the techniques developed here are applied to conventional ergodic statements). What is the physical meaning or motivation for ergodicity at other velocities?

First, our ergodic theorems can be seen in a somewhat natural fashion as a “thinning” of the time evolved observable $\tau_t(A)$, as it spatially spreads, over time, within the Lieb-Robinson light-cone. Indeed, looking within the light-cone at different velocities, $t_{\lfloor \nu t \rfloor} \tau_t(A)$, we see that the time-average does not correlate with, hence is “not seen” by, any other observable within the state $\omega$, for almost every velocity; it may only be seen on a set of velocities of measure zero. This thinning property is made stronger by the operatorial version of the result below, Theorem 3.7. This sheds light on the problem of operator spreading discussed in the literature (see e.g. [14–17]): we see that under time averaging, much of the structure of operator growth is washed out.

Second, the notion that time averages reproduce ensemble averages is based on the physical idea that a measure of some observable, somewhere in space, in fact will naturally be time averaged, because of the finite measurement time. From this viewpoint, one may argue that time averaging does not have to be in pure-time direction: for instance, a gas may be in a Galilean-boosted thermal state (there may be a nonzero overall velocity), and time averaging is equivalent to ray averaging of the non-boosted gas. Then, the question of ergodicity at almost every velocity is the relevant one. Our results are for lattice gases; it will be interesting to study systems on continuous space, and almost-every-boost ergodicity results.

Third, one of the most important applications of Theorem 3.2 is to hydrodynamic projections [4,5]. Because hydrodynamics only makes predictions for fluid-cell averaged observables, it turns out that it is sufficient to have ergodicity at almost every velocity in order to derive general hydrodynamic projection results (see [5] for the details).

Finally, one may ask about the meaning of the measure-zero sets $K_q$ (one for every direction $q \in S^{D-1}_Q$) of velocities $\nu$ where (17) fails. For generic interacting models, we expect these sets to be empty – all local observables decorrelate in time, either exponentially or, at the speeds of hydrodynamic modes, algebraically. But examples of models where a $K_q$ is not empty are the trivial lattice models without inter-site interaction (only site self-energy); one can easily construct such models where some single-site observable $A$ is time invariant. In fact, these are particular examples of constrained models, and we believe more general, interacting constrained models, actively studied recently (see e.g. [18]), may have non-trivial $K_q$. It would be interesting to investigate this further.
Remark 3.3. It is worth noting that the restriction to the rational directions, which has measure 0 in $\mathbb{R}^{D-1}$, is rather natural: as we are on a discrete space, the relevant directions are the ones in $S^{D-1}_\mathbb{Q}$, not $S^{D-1}$ (the unit sphere in $\mathbb{R}^D$). Hence, “almost everywhere” indeed means for almost every space-time ray of the lattice: space is discrete. Further, for applications to hydrodynamic projection theorems [5], it turns out that considering rational directions is sufficient, as these are dense in $S^{D-1}$. One may nevertheless ask what happens along irrational directions, which we leave for future work.

Ergodic theorems usually involve the convergence of series (or integrals) of operators into projections. In our case, we will express Eq. (17) in the GNS representation (Proposition 2.3) and use von Neumann’s mean ergodic Theorem D.1 (see also [19, Theorem II.11]) to get a projection. This projection will be shown to have rank one almost everywhere, by use of space-like ergodicity, the group properties of time and space translations and the separability of the GNS Hilbert space of a quantum spin lattice:

**Theorem 3.4 (Projection).** Consider a dynamical system $(\mathcal{U}, \iota, \tau)$ with interaction that satisfies Eq. (11) and a space-like ergodic state $\omega \in E_{\mathcal{U}}$, in the sense of Definition 3.1. Let $(H_\omega, \pi_\omega, \Omega_\omega)$ be the GNS representation associated to $\omega$ and consider the unitary representation $U_\omega(n, t)$ of the group $G = \mathbb{Z}^D \times \mathbb{R}$ acting on $H_\omega$ (Proposition 2.3). It follows for any $n \in \mathbb{Z}^D$, that for almost all $v \in \mathbb{R}$ the orthogonal projection $P_{v, n}$ on the subspace of $H_\omega$ formed by vectors invariant under $U_\omega(n, v^{-1}|n|)$ is the rank one projection on $\Omega_\omega$.

In fact there is an equivalence between Eq. 17 and $P_{v, n}$ being rank one, as will be made clear by the proof, see also [20, Section 2]. Relevant results include [2, Theorems 4.3.17, 4.3.20, 4.3.22] and [21, Proposition 6.3.5], which, however, assume some form of asymptotic abelianness or clustering for the whole group, while we have it only in a space-like region.

The proofs of the Ergodicity and Projection Theorems are done in Sect. 5.1. A related result, proven in Sect. 5.2, is the vanishing of the variance, with respect to the state, of ray averaged observables at the long time limit $T \to \infty$:

**Theorem 3.5 (Mean-square ergodicity).** Consider a dynamical system $(\mathcal{U}, \iota, \tau)$ with interaction that satisfies Eq. (11) and a space-like ergodic state $\omega \in E_{\mathcal{U}}$, in the sense of Definition 3.1. It follows that for all $A, B \in \mathcal{U}$, any rational direction $q \in S^{D-1}_\mathbb{Q}$ and almost every speed $v \in \mathbb{R}$:

$$
\lim_{T \to \infty} \frac{1}{T^2} \int_0^T \int_0^T \omega(t_{[v_1]} \tau_1(A) t_{[v_2]} \tau_2(B)) dt_1 dt_2 = \omega(A)\omega(B)
$$

(18)

with $v = vq$. In fact, this holds as a double limit $\lim_{T, T' \to \infty} \frac{1}{T'T} \int_0^T \int_0^{T'} (\cdots) dt dt'$.

We note that the usual expression of mean-square ergodicity is for the choice $A = B$. Further, we can extend this to any $n$-th moments with respect to the state:

**Theorem 3.6.** Under the assumptions of Theorem 3.5 we have that for any $n \in \mathbb{N}$,

$$
\lim_{T \to \infty} \frac{1}{T^n} \omega\left(\left( \int_0^T t_{[v]} A dt \right)^n\right) = (\omega(A))^n.
$$

(19)
Again, this also holds also as a multiple limit on $T_1, T_2, \ldots, T_n$, with different observables $A_1, A_2, \ldots, A_n \in \mathcal{U}$:

$$\lim_{T_1, \ldots, T_n \to \infty} \omega\left(\prod_{j=1}^{n} \frac{1}{T_j} \int_{0}^{T_j} dt_j \bar{\nu}(t_j \tau_j A_j) \right) = \prod_{j=1}^{n} \omega(A_j).$$  (20)

The integral $\int_{0}^{T} \bar{\nu}(t) \tau A \, dt$ is well defined as a Bochner integral, see [22, Section 3.7] and Appendix A.

To be precise, the multiple limit is in the sense that $(T_1^{-1}, T_2^{-1}, \ldots, T_{n+1}^{-1}) \to 0$ with respect to the topology of $\mathbb{R}^{n+1}$. See Appendix B for details on how we treat multiple limits.

Here we have written the result by putting the integral within the state evaluation, using the Bochner integral discussed in Appendix A. This makes the meaning of the result more clear: the ray-averaged observable $A$ does not fluctuate within the state $\omega$ in the long time limit.

### 3.1.2. Results for KMS states

In the case of space-like ergodic KMS states, we can take advantage of the KMS property, Eq. (15), to prove much stronger results. In particular, we can show that in the GNS representation of a KMS state the ray average of an observable tends (in the strong operator topology) to the state average times the identity operator, in the long time limit, almost everywhere. The result will hold for any space-like ergodic state that is also a $(\tau', \beta)$-KMS state for any time evolution $\tau'$ which commutes with the initial time evolution of the system $\tau$.

Few remarks are in order concerning the importance of admitting $\tau' \neq \tau$.

First, in the context of modern non-equilibrium physics, especially in integrable systems, KMS states with respect to different time evolutions are of fundamental importance. Indeed, as we mentioned, these should be identified with generalised Gibbs ensembles (GGE) [11], which formally have density matrices $e^{-\sum \beta_a Q_a}$ where $Q_a$ are some set of short-range conserved charges for the evolution Hamiltonian $H$; here $\sum \beta_a Q_a = H'$ would be the short-range Hamiltonian generating $\tau'$. GGEs are the states which a system is expected to reach after quantum quenches and in other non-equilibrium situations at large times. The currently most rigorous understanding of GGEs in interacting systems [23] has not yet been connected with the KMS condition, and it would be interesting to investigate this in future works.

Second, mathematically, using the Tomita-Takesaki theory [24], every faithful normal state of a von Neumann Algebra [1, Section 2.2] is a KMS state with time evolution given by the modular group. Adapting our proofs and results to the context of von Neumann algebras, we would thus have general results for space-like ergodic, faithful, normal states, with $\tau'$ the modular group. Of course, closing the $C^*$ algebra of operators on $H_\omega$ under the strong topology gives a natural von Neumann algebra to work with. This requires some additional technical work (e.g. extending our results to $W^*$ dynamical systems), which we leave for future works.

Finally, as an aside, making the connection with GGEs, we note that one may wish to identify the set of all space-time stationary, faithful, normal states with (at least some large subset of) GGEs, the modular group being the group generated by the particular charge $\sum \beta_a Q_a = H'$ for the GGE. Thus the Tomita-Takesaki theory could give a very general and mathematically useful understanding of GGEs.

Our main theorem using the KMS condition is the following.
Theorem 3.7. Consider a dynamical system \((\mathcal{U}, \iota, \tau)\) and a possibly different time evolution \(\tau'\) such that \((\mathcal{U}, \iota, \tau')\) is also a dynamical system. Suppose the interactions, both for \(\tau\) that \(\tau'\), satisfy Eq. (11), and that \(\tau\) and \(\tau'\) commute. Consider a \((\tau', \beta)\)-KMS state \(\omega_{\beta}\) that is space-like ergodic for \((\mathcal{U}, \iota, \tau)\) and its respective GNS representation \((\mathcal{H}_{\omega_{\beta}}, \pi_{\omega_{\beta}}, \Omega_{\omega_{\beta}})\). It follows that for any \(A \in \mathcal{U}\), its ray average in the GNS representation converges to the state average in the strong operator topology, for almost every ray. That is, the following limit holds in the norm (of \(\mathcal{H}_{\omega_{\beta}}\))

\[
\lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \pi_{\omega_{\beta}}(t_{[\nu]} \tau_{t} A) dt \Psi = \omega_{\beta}(A) \Psi \quad \forall \Psi \in \mathcal{H}_{\omega_{\beta}}
\]

(21)

with \(\nu = \nu q\) of any rational direction \(q \in S_{D}^{D-1}\) and almost every speed \(\nu \in \mathbb{R}\). Again, the integral is to be understood as a Bochner integral (Appendix A).

This can be understood as convergence, in the strong operator topology of the GNS Hilbert space, of the ray average to the ensemble average, along almost every space-time ray (of rational direction):

\[
\frac{1}{T} \int_{0}^{T} \pi_{\omega_{\beta}}(t_{[\nu]} \tau_{t} A) dt \overset{\text{SOT}}{\longrightarrow} \omega_{\beta}(A) \mathbb{1} \quad \text{almost everywhere.}
\]

(22)

Remark 3.8. Note that in the case \(\tau' = \tau\) and of small \(\beta\) (high temperatures) it suffices to assume that the state is only KMS, as this immediately implies space-like ergodicity, see the discussion above Theorem 3.2. For higher values of \(\beta\) where the KMS state is not unique, any KMS state that is invariant and factor will subsequently be space-like ergodic.

The proof of this Theorem is done in Sect. 6. In fact, as is made clear by the proof, we need less than the space-like ergodic state being KMS for the Theorem to hold. It would suffice to have a space-like ergodic state that satisfies a KMS-like condition, i.e. that \(\omega(A \tau'B) = \omega(BA)\) for any linear map \(\tau' : \mathcal{U}_{\tau'} \to \mathcal{U}\) that commutes with the time evolution, where \(\mathcal{U}_{\tau'}\) is a dense subset of \(\mathcal{U}\) that is \(\tau\)-invariant, \(\tau_{t} (\mathcal{U}_{\tau'}) = \mathcal{U}_{\tau'} \quad \forall t\).

In the study of operator algebras, and in many physical applications, it is often useful to have results for commutators of observables (for instance, this is how the Lieb-Robinson bound was originally stated). Let us therefore discuss some results regarding the long time ray-averages of commutators of observables. An immediate consequence of the Ergodicity Theorem 3.2 is the vanishing of the ray average of the commutator within the state:

Corollary 3.9. Consider the assumptions of Theorem 3.2. It follows that for all \(A, B \in \mathcal{U}\), any rational direction \(q \in S_{Q}^{D-1}\) and almost every speed \(\nu \in \mathbb{R}\):

\[
\lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \omega([t_{[\nu]} \tau_{t}(A), B]) dt = 0
\]

(23)

with \(\nu = \nu q\) and \([\cdot, \cdot]\) denoting the commutator.

However, we can show a stronger result regarding the commutator in the case of space-like ergodic KMS states. Again, under the same set-up as Theorem 3.7, we can consider space-like ergodic states that satisfy the KMS condition with respect to any time evolution \(\tau'\) that commutes with \(\tau\) and satisfies Eq. (11). It follows that we have mean asymptotic abelianness, for space-time translations along almost every ray, in the GNS representation:
Theorem 3.10 (Mean asymptotic abelianness in the GNS representation of a KMS state). Consider the assumptions of Theorem 3.7. We have that in the GNS representation of \( \omega_\beta \), for all \( B, C \in \mathcal{U} \), any rational direction \( q \in \mathbb{S}^{D-1} \) of the velocity \( v = vq \) and almost every speed \( v \in \mathbb{R} \):

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \pi_{\omega_\beta}(\{l_{[uv]} \tau_t(B), C\}) dt \Psi = 0 \quad \forall \Psi \in H_{\omega_\beta}
\]

(24)

where the integral is to be understood as a Bochner integral and the limit is in the Hilbert space norm.

This can be understood as convergence, in the strong operator topology of the GNS Hilbert space, of the ray-averaged commutator along almost every space-time ray (of rational direction):

\[
\frac{1}{T} \int_0^T \pi_{\omega_\beta}(\{l_{[uv]} \tau_t(B), C\}) dt \overset{SOT}{\longrightarrow} 0, \text{ almost everywhere. (25)}
\]

This result is an immediate consequence of Theorem 3.7 and is shown in Sect. 6.1.

Finally, in KMS states the ergodicity Theorem 3.2 can be extended to include an arbitrary number of observables and of ray-averaged observables, in any order:

Theorem 3.11. Consider the assumptions of Theorem 3.7 and \( n \in \mathbb{N} \). Consider also \( A_1, A_2, \ldots, A_{n+1} \in \mathcal{U} \) and \( B_1, B_2, \ldots, B_n \in \mathcal{U} \) and denote \( B_j^T = \frac{1}{T} \int_0^T l_{[uv]} \tau_t(B_j) dt \) their ray-average, \( T \in (0, \infty) \). It follows that for any rational direction \( q \in \mathbb{S}^{D-1} \) of the velocity \( v = vq \) and almost every speed \( v \in \mathbb{R} \), the following multiple limit exists and gives:

\[
\lim_{T_1, \ldots, T_n \to \infty} \omega(A_1 B_1^{T_1} A_2 B_2^{T_2} \cdots B_n^{T_n} A_{n+1}) = \omega(B_1) \omega(B_2) \cdots \omega(B_n) \omega(A_1 A_2 \cdots A_{n+1}).
\]  

(26)

This is shown in Sect. 7 by induction. The cases \( n = 1 \) and \( n = 2 \) are shown in Lemma 6.1 and subsequently used in proving the SOT convergence of Theorem 3.7.

Remark 3.12. Note that Eq. (26) means that we can have any number of observables \( A_i \) and ray-averaged ones \( B_j^T \) in any possible combination, i.e. by choosing for any \( A_i = A_{i_1} A_{i_2} \cdots A_{i_k} \) for arbitrary \( A_{i_1}, A_{i_2} \cdots, A_{i_k} \in \mathcal{U}, k \in \mathbb{N} \) we see that we can have any number of observables between the ray-averaged ones. Note also that any of the \( A_i \) can be chosen to be the unit element of \( \mathcal{U} \).

3.2. Ergodic theorems taking account of oscillations. The ray average can also be taken in such a way so as to account for oscillations, in order to show that correlations between observables cannot sustain certain types of oscillations. The main assumption is what we call space-like non-oscillating states, which will again follow from the Lieb-Robinson bound, in factor states. The intuition is that we assume states whose correlation functions do not exhibit oscillatory behaviours inside a space-like cone.
**Definition 3.13** (Space-like non-oscillating state). Consider a dynamical system $(\mathfrak{U}, \iota, \tau)$. A state $\omega \in E_\mathfrak{U}$ is called space-like non-oscillating if it is space and time translation invariant and there exists a $\nu_0 > 0$ such that for any $A, B \in \mathfrak{U}_{\text{loc}}, n \in \mathbb{Z}^D$ and $\nu \in \mathbb{R} = \mathbb{R} \cup \{-\infty, \infty\}$ with $|\nu| > \nu_0$ it holds that:

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} e^{-i(k \cdot n - f \nu^{-1}|n|)} \omega(i^n \nu^{-1}|n|)(A)B = 0
$$

(27)

for all wavenumber-frequency pairs $(k, f) \in \mathbb{R}^D \times \mathbb{R}$ with $k \cdot n - f \nu^{-1}|n| \notin 2\pi \mathbb{Z}$.

We will see that factor invariant states indeed satisfy this in the systems that we consider, see Theorem 4.3 and below.

**3.2.1. Results not requiring the KMS condition** Having the assumption of a space-like non-oscillating state we can extend the Ergodicity Theorem 3.2 to preclude oscillatory behaviours of correlations along almost every ray:

**Theorem 3.14.** Consider a dynamical system $(\mathfrak{U}, \iota, \tau)$ with interaction that satisfies Eq. (11), a space-like non-oscillating state $\omega \in E_\mathfrak{U}$ and any $A, B \in \mathfrak{U}$. Then for every non-zero $(k, f) \in \mathbb{R}^D \times \mathbb{R}$ and every rational direction $q \in \mathbb{S}_\mathbb{Q}^{D-1}$ of the velocity $\nu = \nu q$ it follows that for almost all $\nu \in \mathbb{R}$

$$
\lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(k \cdot \nu - f)\iota}(\omega(t\iota)_{\tau}(A)B) - \omega(A)\omega(B)) dt = 0.
$$

(28)

Note that generally this means $\lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(k \cdot \nu - f)\iota} \omega(t\iota)_{\tau}(A)B dt = 0$, except for the special case $k \cdot \nu - f = 0$ where the Theorem reduces to Theorem 3.2.

Additionally, we have for any $n$-th moment with respect to the state:

$$
\lim_{T \to \infty} \frac{1}{T^n} \omega\left(\left(\int_0^T e^{i(k \cdot \nu - f)\iota} t\iota A dt\right)^n\right) = \begin{cases} 
\omega(A)^n, & \text{if } k \cdot \nu - f = 0 \\
0, & \text{otherwise} 
\end{cases}
$$

(29)

for almost all $\nu \in \mathbb{R}$.

This tells us that both correlations and moments cannot sustain oscillations in the long time limit, along almost every ray. The essential part of the proof, which is done in Sect. 8, will again be a projection:

**Theorem 3.15.** Consider a dynamical system $(\mathfrak{U}, \iota, \tau)$ with interaction that satisfies Eq. (11), a space-like non-oscillating state $\omega \in E_\mathfrak{U}$, the respective GNS representation $(H_\omega, \pi_\omega, \Omega_\omega)$ and the unitary representation $U_\omega(\mathfrak{U}, \iota)$. Let $\nu \in \mathbb{R}$, $n \in \mathbb{Z}^D$ and $(k, f) \in \mathbb{R}^D \times \mathbb{R}$. We denote by $P_{\nu, n}(k, f)$ the projection on the subspace of $H_\omega$ formed by vectors invariant under the operator $e^{-i(k \cdot n - f \nu^{-1}|n|)U_\omega(n, \nu^{-1}|n|)}$. Then for every $(k, f) \in \mathbb{R}^D \times \mathbb{R}$ and every $n \in \mathbb{Z}^D$ it follows that for almost every $\nu \in \mathbb{R}$, $P_{\nu, n}(k, f) = 0$ whenever $k \cdot n - f \nu^{-1}|n| \notin 2\pi \mathbb{Z}$.
3.2.2. Results for KMS states  The SOT convergence results Theorem 3.7, Theorem 3.10 in the GNS representation of KMS states can also be extended to account for oscillations. The proofs are very similar and hence are omitted.

**Theorem 3.16.** Consider a dynamical system \((\mathcal{U}, t, \tau)\) and a possibly different time evolution \(\tau'\) such that \((\mathcal{U}, t, \tau')\) is also a dynamical system. Suppose the interactions, both for \(\tau\) and \(\tau'\), satisfy Eq. (11), and that \(\tau\) and \(\tau'\) commute. Consider a \((\tau', \beta)\)-KMS state \(\omega_\beta\) that is space-like non-oscillating for \((\mathcal{U}, t, \tau)\) and its respective GNS representation \((H_{\omega_\beta}, \pi_{\omega_\beta}, \Omega_{\omega_\beta})\). It follows that for any \(A \in \mathcal{U}\), any \((k, f) \in \mathbb{R}^D \times \mathbb{R}\) and any rational direction \(q \in S^{D-1}_\mathbb{Q}\) of the velocity \(v = \nu q\)

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(k \cdot v - f) t} \pi_{\omega_\beta}(\{t \lfloor \nu t \rfloor \tau_A\}) \, dt \, \Psi = 0 \quad \forall \Psi \in H_{\omega_\beta} \quad (30)
\]

for almost every speed \(\nu \in \mathbb{R}\). The limit is in the norm of the GNS Hilbert space. Note that for generic \((k, f)\) this means \(\lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(k \cdot v - f) t} \pi_{\omega_\beta}(\{t \lfloor \nu t \rfloor \tau_A\}) \, dt \, \Psi = 0\), precluding sustained oscillations of the ray averaged operator.

**Theorem 3.17.** Consider the assumptions of Theorem 3.16. It follows that for all \(B, C \in \mathcal{U}\), for any rational direction \(q \in S^{D-1}_\mathbb{Q}\) of the velocity \(v = \nu q\) and almost every speed \(\nu \in \mathbb{R}\):

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(k \cdot v - f) t} \pi_{\omega_\beta}(\{\lfloor t \lfloor \nu t \rfloor \tau_1(B), C\}) dt \Psi = 0 \quad \forall \Psi \in H_{\omega_\beta} \quad (31)
\]

where the limit is in the norm of the GNS Hilbert space. This precludes sustain oscillations of the ray averaged commutator.

We can also extend the n-point Theorem 3.11 in a similar way, to show:

**Theorem 3.18.** Consider the assumptions of Theorem 3.16 and \(n \in \mathbb{N}\). Consider also \(A_1, A_2, \ldots, A_{n+1} \in \mathcal{U}\) and \(B_1, B_2, \ldots, B_n \in \mathcal{U}\) and denote \(\tilde{B_j} = \frac{1}{T} \int_0^T e^{i(k \cdot v - f) t} t \lfloor \nu t \rfloor \tau_j(B_j) \, dt\) their ray-average, \(T \in (0, \infty), (k, f) \in \mathbb{R}^D \times \mathbb{R}\). It follows that for any \((k, f) \in \mathbb{R}^D \times \mathbb{R}\), any rational direction \(q \in S^{D-1}_\mathbb{Q}\) of the velocity \(v = \nu q\) and almost every speed \(\nu \in \mathbb{R}\):

\[
\lim_{T \to \infty} \omega(A_1 \tilde{B_1}^T A_2 \tilde{B_2}^T \cdots \tilde{B_n}^T A_{n+1}) = \begin{cases} 
\omega(B_1)\omega(B_2) \cdots \omega(B_n)\omega(A_1 A_2 \cdots A_{n+1}), & k \cdot v - f = 0 \\
0, & \text{otherwise.} 
\end{cases} \quad (32)
\]

Finally, under only the assumption of state invariance we can show Eq. (28) for all \(\nu\) and almost all \((k, f)\), using the simple argument of countability of eigenvalues:

**Theorem 3.19.** Consider a dynamical system \((\mathcal{U}, t, \tau)\) with interaction that satisfies Eq. (11), a \(t, \tau\)-invariant state \(\omega \in E_\mathcal{U}\) and any \(A, B \in \mathcal{U}\). Then, for every velocity \(v = \nu q\) of rational direction, \(\nu \in \mathbb{R}, q \in S^{D-1}_\mathbb{Q}\), it follows that Eq. (28) holds for almost all \((k, f) \in \mathbb{R}^D \times \mathbb{R}\).
4. Ergodicity and Asymptotic Abelianness in a Space-Like Cone from the Lieb-Robinson Bound

First we discuss the Lieb-Robinson bound and asymptotic abelianness outside the light-cone defined by the Lieb-Robinson velocity. Then, we show that this implies clustering of correlations in factor invariant states, and hence space-like ergodicity. We state the Lieb-Robinson bound in the form of [3, Corollary 4.3.3]:

**Lemma 4.1 (Lieb-Robinson Bound).** Consider a dynamical system $(\mathcal{U}, \iota, \tau)$ (Definition 2.1) with interaction $\Phi$ that satisfies Equation (11), that is

$$\|\Phi\|_{\lambda} := \sup_{n \in \mathbb{Z}^D} \sum_{X \ni n} \|\Phi(X)\| |X|^2 \|X| \exp\{\lambda \text{diam}(X)\} < \infty$$

for some $\lambda > 0$. Then, there exists a $v_{LR} > 0$ such that for all local $A, B \in \mathcal{U}_{\text{loc}}$ with supports $\text{supp}(A) = \Lambda_A \in P_f(\mathbb{Z}^D)$, $\text{supp}(B) = \Lambda_B \in P_f(\mathbb{Z}^D)$ respectively, and all $t \in \mathbb{R}$ we have the bound

$$\|[\iota_t(A), B]\| \leq 4 \|A\| \|B\| |\Lambda_A||\Lambda_B|N^2|\Lambda_A| \exp\{-\lambda(\text{dist}(A, B) - v_{LR}|t|)\}$$

with $v_{LR} = \frac{2 \|\Phi\|_{\lambda}}{\lambda}$ called the Lieb-Robinson velocity.

As mentioned, our results hold for all quantum spin lattice models with interactions that satisfy Eq. (11), including any finite range and two-body exponentially decaying interactions.

The Lieb-Robinson bound implies that the algebra $\mathcal{U}$ is asymptotically abelian under space-time translations along rays that are outside the light-cone defined by $v_{LR}$. To make this precise, consider any lattice direction $n \in \mathbb{Z}^D$, speed $v > v_{LR}$ and the subgroup of space-time translations along a ray $G_{v,n} := \{(rn, rv^{-1}|n|) : r \in \mathbb{Z}\} \subset \mathbb{Z}^D \times \mathbb{R}$. It is easy to prove the following:

**Theorem 4.2 (Space-like asymptotic abelianness).** Under the assumptions of Lemma 4.1, the algebra $\mathcal{U}$ is $G_{v,n}$-asymptotically abelian for every $v \in \mathbb{R}$ s.t. $|v| > v_{LR}$, and $n \in \mathbb{Z}^D$, i.e.

$$\lim_{r \to \infty} \|[t_{rn}\tau_{rv^{-1}|n|}(A), B]\| \to 0$$

for all $A, B \in \mathcal{U}$.

**Proof.** First, consider $A, B \in \mathcal{U}_{\text{loc}}$ and let $\Lambda_A, \Lambda_B$ be the supports of $A, B$ respectively. Equation (35) is an immediate consequence of the Lieb-Robinson bound, indeed note that:

$$\text{dist}(t_n(A), B) = \text{dist}(\Lambda_A + n, \Lambda_B) = \min\{|y - z| : y \in \Lambda_A + n, z \in \Lambda_B\}$$

$$= \min\{|y + n - z| : y \in \Lambda_A, z \in \Lambda_B\}$$

$$\geq \min\{|n| - |y - z| : y \in \Lambda_A, z \in \Lambda_B\}$$

$$= |n| - \max\{|y - z| : y \in \Lambda_A, z \in \Lambda_B\}$$

$$\geq |n| - \text{diam}(\Lambda_A \cup \Lambda_B)$$

Using this in the Lieb-Robinson bound we have

$$\|[t_{rn}\tau_{rv^{-1}|n|}(A), B]\|$$

$$\leq 4 \|A\| \|B\| |\Lambda_A||\Lambda_B|N^2|\Lambda_A| \exp\{-\lambda(r|n| + \text{diam}(\Lambda_A \cup \Lambda_B) - rv^{-1}|n|v_{LR})\}$$

(37)
and the right hand-side of this inequality clearly vanishes at $r \to \infty$ whenever $\nu > \nu_{LR}$.

Now consider arbitrary $A, B \in \mathfrak{A}$. Since $\mathfrak{A}$ is the norm completion of $\mathfrak{A}_{\text{loc}}$ we can find Cauchy sequences $A_m, B_m \in \mathfrak{A}_{\text{loc}}$ with $A_m \to A$ and $B_m \to B$. From the above derivation, we have that $\lim_{r \to \infty} \|t_r^n \tau_{r\nu^{-1}n}(A_m), B_m\| = 0$, for all $m$. By uniform continuity of $\iota, \tau$ (as they are norm-preserving, $\|\tau_r(A)\| = \|A\|$, and continuity of the commutator, we can easily see that $\lim_{m}[t_r^n \tau_{r\nu^{-1}n}(A_m), B_m] = [t_r^n \tau_{r\nu^{-1}n}(A), B]$ uniformly for all $r$. This allows us to apply the Moore-Osgood Theorem B.1, see Appendix B and [25, p. 140], to get that the double limit and the two iterated limits exist and are equal

$$\lim_{m}(\lim_{r} t_r^n \tau_{r\nu^{-1}n}(A_m), B_m) = \lim_{r}(\lim_{m} t_r^n \tau_{r\nu^{-1}n}(A_m), B_m) = \lim_{m,r}([t_r^n \tau_{r\nu^{-1}n}(A_m), B_m]) \quad (38)$$

Hence, we have asymptotic abelianness for all $A, B \in \mathfrak{A}$.

It is well established that given asymptotic abelianness of a C*-algebra under a certain group action $\tau_g$, it follows that any factor state $\omega$ satisfies clustering properties, in the sense that there is a net of elements $g_i \in G$ such that $\lim_{i} |\omega(A \tau_{g_i}(B)) - \omega(A)\omega(B)| = 0$. This is shown in [10, Theorem 8], [1, Example 4.3.24] (and in the latter referred to as “strong mixing”). The most common example is space translations; any factor state is clustering in space. From these results, we obtain the following:

**Theorem 4.3** (Space-like clustering). Consider the assumptions Lemma 4.1 and a factor invariant state $\omega$ of $\mathfrak{A}$. It follows that for every $n \in \mathbb{Z}^D$, $|\nu| > \nu_{LR}$ and all observables $A, B \in \mathfrak{A}$ we have space-like clustering of correlations:

$$\lim_{r \to \infty} |\omega(t_r^n \tau_{r\nu^{-1}n}(A)B) - \omega(A)\omega(B)| = 0. \quad (39)$$

This immediately implies that $\omega$ is also space-like ergodic (Definition 3.1) and space-like non-oscillating (Definition 3.13).

The last statement in the theorem is shown as follows. It is trivial to see that $\lim_{r} |\omega(t_r^n \tau_{r\nu^{-1}n}(A)B) - \omega(A)\omega(B)| = 0$ implies

$$\lim_{N} \frac{1}{N} \sum_{r=1}^{N} (\omega(t_r^n \tau_{r\nu^{-1}n}(A)B) - \omega(A)\omega(B)) = 0,$$

i.e. $\omega$ is space-like ergodic. It is also easy to see that space-like clustering implies that the state is space-like non-oscillating, as in Definition 3.13. To see this, first note that

$$\lim_{N} \frac{1}{N} \sum_{r=1}^{N} e^{-i(k \cdot n - f \nu^{-1} |n|)r} (\omega(t_r^n \tau_{r\nu^{-1}n}(A)B) - \omega(A)\omega(B)) = 0,$$

from space-like clustering, and second that

$$\lim_{N} \frac{1}{N} \sum_{r=1}^{N} e^{-i(k \cdot n - f \nu^{-1} |n|)r} \omega(A)\omega(B) = 0$$

whenever $k \cdot n - f \nu^{-1} |n| \notin 2\pi \mathbb{Z}$.
A more intuitive condition, than that of factor states, is space clustering of correlations. A state $\omega$ is called space clustering if $|\omega(A_n B) - \omega(A_n)\omega(B)| \to 0$ for any $B \in \mathcal{U}$ and any sequence $A_n \in \mathcal{U}$, $n = 1, 2, \ldots$, with uniformly bounded norm, such that $\text{dist}(A_n, B) \to 0$. It can be seen that space clustering invariant states are also space-like clustering and therefore space-like ergodic. This is shown in Appendix C.

**Theorem 4.4.** Consider a dynamical system $(\mathcal{U}, \iota, \tau)$ with interaction that satisfies Eq. (11), and a space clustering state $\omega$, in the sense that $\omega(A_n B) - \omega(A_n)\omega(B) \to 0$ for any $B \in \mathcal{U}$, and any sequence $A_n \in \mathcal{U}$, $n = 1, 2, \ldots$ with uniformly bounded norm, such that $\text{dist}(A_n, B) \to 0$. It follows that $\omega$ is space-like clustering, i.e. for all $v > v_{LR}$ and all $A, B \in \mathcal{U}_{\text{loc}}$

$$\lim_{n \to \infty} |\omega(\iota_n \tau_v^{-1}|n\iota(n)B) - \omega(A)\omega(B)| = 0. \quad (40)$$

This immediately implies that $\omega$ is also space-like ergodic (Definition 3.1) and space-like non-oscillating (Definition 3.13).

This condition is, for example, satisfied in high temperature KMS states [26, Theorem 3.2] where the connected correlation decays exponentially fast with the distance. In particular, in one spatial dimension we have exponential space clustering in all non-zero temperature KMS states by the result of Araki, [27].

5. Proofs of Ergodicity, Projection and Mean-Square Theorems

5.1. Ergodicity and projection theorems 3.2, 3.4. Consider a space-like ergodic $\omega \in E_{\mathcal{U}}$ and its respective GNS representation $(H_\omega, \pi_\omega, \Omega_\omega)$. Since $\omega$ is $\iota, \tau$-invariant there exists a representation of $\mathbb{Z}^D \times \mathbb{R}$ by unitary operators $U(n, t)$ acting on $H_\omega$, see Proposition 2.3. This representation is fully determined by the properties

$$U_\omega(n, t)\pi_\omega(A)U_\omega(n, t)^* = \pi_\omega(\iota_n \tau_t(A)) \quad (41)$$

and invariance of the cyclic vector $\Omega_\omega$

$$U_\omega(n, t)\Omega_\omega = \Omega_\omega \quad (42)$$

for all $A \in \mathcal{U}$, $(n, t) \in \mathbb{Z}^D \times \mathbb{R}$.

Let $P_{\nu, n}$ be the orthogonal projection on the subspace of $H_\omega$ that is invariant under $U_\omega(n, \nu^{-1}|n\iota\nu\iota)$. This subspace will contain at least $\Omega_\omega$. We will first prove Theorem 3.4 using the following Lemmata.

**Lemma 5.1.** Consider the assumptions of Theorem 3.4 and let $P_{\nu, n}^{(r)}$, $r = 1, 2, \ldots$, denote the projection onto the subspace of $H_\omega$ spanned by vectors invariant under $U_\omega(n, \nu^{-1}|n\iota\nu\iota)$, with $P_{\nu, n}^{(1)} = P_{\nu, n}$. It follows that $P_{\nu, n}^{(r)}$ is the rank one projection onto $\Omega_\omega$ for any $\nu \in \mathbb{R}$ with $|\nu| > v_c$, and all $n \in \mathbb{Z}^D$, $r = 1, 2, \ldots$. 
Almost Everywhere Ergodicity in Quantum

Proof. Space-like ergodicity, expressed in the GNS representation (Proposition 2.3) implies, for \( A, B \in \mathcal{U}_{\text{loc}} \):

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \omega(t_{\omega}^{m} \tau_{\omega}^{m} |n| (A) B) = \omega(A) \omega(B) \implies
\]

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \langle \Omega_{\omega}, \pi_{\omega}(t_{\omega}^{m} \tau_{\omega}^{m} |n|) (A) B \rangle\Omega_{\omega} = \langle \Omega_{\omega}, \pi_{\omega}(A) \Omega_{\omega} \rangle \langle \Omega_{\omega}, \pi_{\omega}(B) \Omega_{\omega} \rangle \implies
\]

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \langle \Omega_{\omega}, U_{\omega}^{\text{rm}}(n, \nu^{-1} |n|) \pi_{\omega}(A) (U_{\omega}^{\text{rm}}(n, \nu^{-1} |n|))^{*} \pi_{\omega}(B) \rangle_{\Omega_{\omega}} =
\]

\[
= \langle \Omega_{\omega}, \pi_{\omega}(A) \rangle_{\Omega_{\omega}} \langle \Omega_{\omega}, \pi_{\omega}(B) \Omega_{\omega} \rangle.
\]

Taking advantage of the invariance of \( \Omega_{\omega} \) we get:

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \langle \Omega_{\omega}, \pi_{\omega}(A) (U_{\omega}^{\text{rm}}(n, \nu^{-1} |n|))^{*} \pi_{\omega}(B) \rangle_{\Omega_{\omega}}
\]

\[
= \langle \Omega_{\omega}, \pi_{\omega}(A) \rangle_{\Omega_{\omega}} \langle \Omega_{\omega}, \pi_{\omega}(B) \Omega_{\omega} \rangle.
\] (43)

Then we move the limit of the sum inside the inner product and the adjoint operation by continuity and use von Neumann’s mean ergodic Theorem D.1 ([19, Theorem II.11]) which states that this limit will be the projection \( P_{\nu,n}^{(r)} \) (in the strong operator topology). Thus, we get

\[
\langle \Omega_{\omega}, \pi_{\omega}(A) P_{\nu,n}^{(r)} \pi_{\omega}(B) \Omega_{\omega} \rangle = \langle \Omega_{\omega}, \pi_{\omega}(A) \rangle_{\Omega_{\omega}} \langle \Omega_{\omega}, \pi_{\omega}(B) \Omega_{\omega} \rangle \quad \forall A, B \in \mathcal{U}_{\text{loc}}.
\] (44)

By continuity of the inner product and \( \pi_{\omega} \) this will hold for all \( A, B \in \mathcal{U} \). By cyclicity of \( \Omega_{\omega} \) the set span\( \{ \pi_{\omega}(B) \Omega_{\omega} : B \in \mathcal{U} \} \) is dense in \( H_{\omega} \). Hence, this proves the Lemma. \( \square \)

Lemma 5.2. Consider the assumptions of Theorem 3.4 and let \( \nu, \omega \in \mathbb{R} \) with \( \nu \neq \omega \) and consider the projections \( P_{\nu,n}, P_{\nu,w} \) for some arbitrary \( n \in \mathbb{Z}^{D} \). If \( \Psi \in P_{\nu,n} H_{\omega}, \Psi \perp \Omega_{\omega} \) and \( \Psi' \in P_{\nu,w} H_{\omega}, \Psi' \perp \Omega_{\omega} \), then \( \langle \Psi, \Psi' \rangle = 0 \).

Proof. If \( P_{\nu,n} \) (or \( P_{\nu,w} \)) is rank one, then obviously \( \Psi \) (resp. \( \Psi' \)) will be 0 and we are done. Suppose that \( \Psi, \Psi' \neq 0 \) and without loss of generality \( \nu \neq 0, w \neq \infty \).

Case 1: \( w = 0 \). Then \( \Psi' \) invariant under time translations, so \( U_{\omega}(0, r) \Psi' = \Psi' \) for any \( r \in \mathbb{Z} \). Hence, choosing \( r = p |n| \in \mathbb{Z} \) (note that \( |n| \in \mathbb{N} \) for the \( \ell_{1} \) norm) for any arbitrary \( p \in \mathbb{Z} \) we can write

\[
\langle \Psi, \Psi' \rangle = \langle \Psi, U_{\omega}(0, p |n|) \Psi' \rangle = \langle U_{\omega}(0, -p |n|) \Psi, \Psi' \rangle.
\] (45)

By assumption \( U_{\omega}(n, \nu^{-1} |n|) \Psi = \Psi \), hence also \( U_{\omega}^{q}(n, \nu^{-1} |n|) \Psi = \Psi \) for any integer \( q \). Using this, and the fact that \( [U_{\omega}(n, t), U_{\omega}(n', t')] = 0, \forall n, n' \in \mathbb{Z}^{D} \) and \( t, t' \in \mathbb{R} \), we have for any \( q \in \mathbb{Z} \)

\[
\langle \Psi, \Psi' \rangle = \langle U_{\omega}^{q}(n, \nu^{-1} |n|) U_{\omega}(0, -p |n|) \Psi, \Psi' \rangle = \langle U_{\omega}^{q}(n, (\nu^{-1} - \frac{p}{q}) |n|) \Psi, \Psi' \rangle
\] (46)
where in the last equality we used the group properties.

For any $u^{-1} \in \mathbb{R}$, we can find $p \in \mathbb{Z}$ and $q \in \mathbb{Z}_+$ such that

$$|q u^{-1} - p| < q u_c^{-1}. \quad (47)$$

This is true for any $q$ sufficiently large so that $q u_c^{-1} > 1$, and $p = \lfloor q u^{-1} \rfloor$. Thus, by choosing such $p, q$ we have:

$$\langle \Psi, \Psi' \rangle = \langle U_q^o(n, z^{-1} \mid n) \Psi, \Psi' \rangle \quad (48)$$

for $z^{-1} = u^{-1} - p/q$ with $p, q$ such that $|z| > u_c$. We can repeat the same process for $\langle U_q^o(n, z^{-1} \mid n) \Psi, \Psi' \rangle$ to get:

$$\langle \Psi, \Psi' \rangle = \langle U_q^o(n, z^{-1} \mid n) \Psi, \Psi' \rangle = \langle \left(\langle U_q^o(n, z^{-1} \mid n) \right)^2 \Psi, \Psi' \rangle = \ldots = \langle \left(\langle U_q^o(n, z^{-1} \mid n) \right)^N \Psi, \Psi' \rangle \quad (49)$$

for any $N \in \mathbb{N}$. We then split $\langle \Psi, \Psi' \rangle$ as $\frac{1}{N}$ times a sum of $N$ equal terms:

$$\langle \Psi, \Psi' \rangle = \frac{1}{N} \sum_{m=0}^{N-1} \langle \left(\langle U_q^o(n, z^{-1} \mid n) \right)^m \Psi, \Psi' \rangle \quad \forall N \in \mathbb{N}. \quad (50)$$

By von Neumann’s ergodic theorem the sum converges to the projection $P_{\omega n}^{(q)}$. Since $|z| > u_c$ Lemma 5.1 gives that $P_{\omega n}^{(q)}$ is the rank one projection on $\omega_n$ and by assumption $\Psi \bot \omega_n$, hence

$$\langle \Psi, \Psi' \rangle = \langle P_{\omega n}^{(q)} \Psi, \Psi' \rangle = 0. \quad (51)$$

Case 2: $w \neq 0$. For any real $\eta > 0$ we can find $p, q \in \mathbb{Z}$ so that $p/q \in [w u^{-1}, w(u^{-1} + \eta)]$, since the rationals are dense in $\mathbb{R}$. Choose $0 < \varepsilon < \frac{|1 - w u^{-1}|}{u_c + \mid w \mid}$ such that

$$w(u^{-1} + \varepsilon) = \frac{p}{q} \in \mathbb{Q}. \quad (52)$$

Taking advantage of invariance of $\Psi$ under $U_q^o(n, u^{-1} \mid n) = U_o(qn, q u^{-1} \mid n)$ and $\Psi'$ under $U_q^p(n, w^{-1} \mid n)$ and the group property, like in the previous case, we can write:

$$\langle \Psi, \Psi' \rangle = \langle U_q^o(n, u^{-1} \mid n) \Psi, \Psi' \rangle = \langle U_o(0, -q \varepsilon \mid n) U_o(qn, q(\varepsilon u^{-1}) \mid n) \Psi, \Psi' \rangle. \quad (53)$$

Now, using Eq. 52 we have

$$\langle \Psi, \Psi' \rangle = \langle U_o(0, -q \varepsilon \mid n) U_o(qn, pw^{-1} \mid n) \Psi, \Psi' \rangle = \langle U_o((q-p)n, 0) U_o(0, -q \varepsilon \mid n) U_o(pn, pw^{-1} \mid n) \Psi, \Psi' \rangle = \langle U_o((q-p)n, 0) U_o(0, -q \varepsilon \mid n) U_o^p(n, w^{-1} \mid n) \Psi, \Psi' \rangle = \langle U_o((q-p)n, 0) U_o(0, -q \varepsilon \mid n) \Psi, \Psi' \rangle \quad (54)$$
where in the last equality we used invariance of $\Psi'$. We can now define a $z \in \mathbb{R}$ by

$$z = -\frac{q - p}{q\varepsilon} = -\frac{1}{\varepsilon} + \frac{p}{q} \frac{1}{\varepsilon} = -\frac{1}{\varepsilon(1 - \frac{w}{\nu})} + w$$

(55)

where in the last equality we used Eq. 52. By the restrictions on $\varepsilon$, imposed above Eq. 52, we can see $|z| > \nu_c$. Hence, we can write

$$\langle \Psi, \Psi' \rangle = \langle U_{q-p}^n (n, z^{-1}|n|) \Psi, \Psi' \rangle$$

(56)

and similarly to the previous case we can repeat this process to get

$$\langle \Psi, \Psi' \rangle = \langle P_{z,n}^q - p \Psi, \Psi' \rangle = 0.$$  

(57)

Equipped with this Lemma we can prove the Projection Theorem:

**Proof of Theorem 3.4.** The quasi-local algebras of quantum spin lattices are uniformly hyperfinite, or UHF, see [28]. The GNS representation of a UHF algebra is over separable Hilbert space, since it is cyclic. The proof of this claim is exactly the same as [28, Theorem 3.5], by using the cyclic vector $\Omega_\omega$. Thus every orthonormal set in $H_\omega$ is countable.

Consider for arbitrary $n \in \mathbb{Z}^D$ the set

$$\mathcal{K}_n = \{ \nu \in \mathbb{R} : \text{rank } P_{\nu,n} H_\omega > 1 \}$$

(58)

For each $\nu \in \mathcal{K}_n$ we can choose (by the axiom of choice) a non-zero $\Psi_\nu \in P_{\nu,n} H_\omega$ with $\|\Psi_\nu\| = 1$ and (since rank $P_{\nu,n} > 1$) $\Psi_\nu \perp \Omega_\omega$. By Lemma 5.2 we have $\langle \Psi_\nu, \Psi_w \rangle = 0$ for every $\nu, w \in \mathcal{K}_n$ with $\nu \neq w$. Hence the cardinality of $\mathcal{K}_n$ is the cardinality of an orthonormal set of $H_\omega$, which is countable, i.e. of (Lebesgue) measure 0.

Finally we use von Neumann’s ergodic theorem and the Projection Theorem 3.4 to prove the Ergodicity Theorem 3.2.

**Proof of Theorem 3.2.** Let $q = n/|n| \in S^{D-1}_{\mathbb{Z}^D}$ for $n = (n_1, n_2, ..., n_D) \in \mathbb{Z}^D$, and $A, B \in \mathfrak{A}$. For $\nu > 0$ (this suffices since we show the result for all $n \in \mathbb{Z}^D$) and $v = \nu q = \nu n/|n|$ we write:

$$I := \frac{1}{T} \int_0^T \omega(\iota_{[xn]} \tau_t (A) B) \, dt = \frac{1}{v T |n|^{-1}} \int_0^{v T |n|^{-1}} \omega(\iota_{[xn]} \tau_{v^{-1}|n| |x|} (A) B) \, dx$$

(59)

where we changed variable to $x = \nu t/|n|$ and use the notation $[xn] = ([xn_1], ..., [xn_D])$. We are interested in the limit $\lim_{T \to \infty} I$. This limit can be taken over the integers since the integrand is bounded and hence the integral is continuous in $T$. We now write this expression in the GNS representation:

$$I = \frac{1}{N} \int_0^N \langle \Omega_\omega, U_\omega ([xn] \nu^{-1}|n|x) \pi_\omega (A) U_\omega^* ([xn] \nu^{-1}|n|x) \pi_\omega (B) \Omega_\omega \rangle \, dx$$

(60)
We use invariance of $\Omega_\omega$ so that the integrand becomes:

$$\langle \Omega_\omega, \pi_\omega(A)U_\omega^*(|x_n|, \nu^{-1}|n|)\pi_\omega(B)\Omega_\omega \rangle.$$ 

We then split the integral into a sum $\int_0^1 dx_0 + \int_1^2 dx_1 + \ldots + \int_{N-1}^N dx_{N-1}$ and in each of these integrals we change variable to $x_k = y_k + k$, with $k$ being the lower limit of each integral:

$$I = \frac{1}{N} \sum_{k=0}^{N-1} \int_0^1 \langle \Omega_\omega, \pi_\omega(A)U_\omega^*([y_k + k]|n|, (y_k + k)\nu^{-1}|n|) \times \pi_\omega(B)\Omega_\omega \rangle d y_k. \quad (61)$$

Now $kn_i$ is an integer and can be moved outside the floor function, and using the group properties we write:

$$I = \frac{1}{N} \sum_{k=0}^{N-1} \int_0^1 \langle \Omega_\omega, \pi_\omega(A)U_\omega^*([y_k + k]|n|)U_\omega^*([y_n|, \nu^{-1}|n|)\pi_\omega(B)\Omega_\omega \rangle d y$$

$$= \frac{1}{N} \sum_{k=0}^{N-1} \int_0^1 \langle \Omega_\omega, \pi_\omega(A)(U_\omega^*([y_n|, \nu^{-1}|n|)\pi_\omega(B)\Omega_\omega \rangle d y \quad (62)$$

We now apply the large $N$ limit. We can calculate $\lim_{N \to \infty} I$ by using the bounded convergence theorem to exchange the limit of the sum and the integral,

$$\lim_{N \to \infty} I = \int_0^1 \langle \Omega_\omega, \pi_\omega(A)U_\omega^*([y_n|, \nu^{-1}|n|) \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} (U_\omega^*([y_n|, \nu^{-1}|n|)\pi_\omega(B)\Omega_\omega \rangle d y$$

$$\quad (63)$$

and using von Neumann’s ergodic theorem, [19, Theorem II.11]:

$$I = \int_0^1 \langle \Omega_\omega, \pi_\omega(A)U_\omega^*([y_n|, \nu^{-1}|n|)P_{\nu|n}\pi_\omega(B)\Omega_\omega \rangle d y. \quad (64)$$

Theorem 3.4 tells us that $P_{\nu|n}$ is the rank one projection on $\Omega_\omega$ for almost all $\nu$, hence:

$$I = \int_0^1 \langle \Omega_\omega, \pi_\omega(A)U_\omega^*([y_n|, \nu^{-1}|n|)\Omega_\omega \rangle \langle \Omega_\omega, \pi_\omega(B)\Omega_\omega \rangle d y \quad \text{a.e.} \quad (65)$$

and finally, since $\Omega_\omega$ is invariant we get

$$I = \langle \Omega_\omega, \pi_\omega(A)\Omega_\omega \rangle \langle \Omega_\omega, \pi_\omega(B)\Omega_\omega \rangle = \omega(A)\omega(B) \quad (66)$$

for almost all $\nu$. □
5.2. Proof of mean-square ergodicity theorems 3.5 and 3.6.

Proof of Theorem 3.5. Let $n \in \mathbb{Z}^D$, $A, B \in \mathcal{U}$, $\nu > 0$ so that $v = \nu n/|n|$ and consider

$$I(T, T') = \frac{1}{T'T} \int_0^{T'} dt_2 \int_0^T dt_1 \omega(t_{[\nu_1]} \tau_1 (A) t_{[\nu_2]} \tau_2 (B)).$$

We will apply the Moore-Osgood Theorem B.1 [25, p. 140] to show that the double limit $\lim_{T, T' \to \infty} I(T, T')$ is equal to the iterated one. The Theorem states that if the iterated limit $\lim_{T' \to \infty} (\lim_{T \to \infty} \cdot)$ exists, and the limit $\lim_{T \to \infty} \cdot$ exists uniformly in $T'$, then the double limit exists and is equal to the iterated one. We can easily calculate the iterated limit $\lim_{T' \to \infty} \left( \lim_{T \to \infty} I(T, T') \right)$ by using Theorem 3.2:

$$\lim_{T' \to \infty} \left( \lim_{T \to \infty} \frac{1}{T'T} \int_0^{T'} dt_2 \int_0^T dt_1 \omega(t_{[\nu_1]} \tau_1 (A) t_{[\nu_2]} \tau_2 (B)) \right) = \lim_{T' \to \infty} \frac{1}{T'} \int_0^{T'} dt_2 \omega(A) \omega(t_{[\nu_2]} \tau_2 (B)) = \omega(A) \omega(B)$$

for almost all $v$. This shows that $\lim_{T \to \infty}$ exists pointwise in $T'$. In order to use the Moore-Osgood Theorem it remains to show that the limit on $T$ is uniform in $T'$. Consider the $T \to \infty$ limit, by following the same steps as in the proof of Theorem 3.2 in Sect. 5.1. Since the integrand is bounded $I(T, T')$ is continuous in $T$, hence the continuous limit can be changed with a discrete one. We have for all $T'$, as in Eq. (61)

$$I(N, T') = \frac{1}{T'} \int_0^{T'} dt_2 \int_0^1 dy (\Omega_{\omega}, \pi(A) \left( \frac{1}{N} \sum_{k=0}^{N-1} U^*(kn, kv^{-1}|n|) U^*([yn], yv^{-1}|n|) \right)$$

$$\times U([\nu_2], t_2) \pi(B) \Omega_{\omega})$$

$$\times U([\nu_2], t_2) \pi(B) \Omega_{\omega})$$

$$= \frac{1}{T'} \int_0^{T'} dt_2 \int_0^1 dy (\frac{1}{N} \sum_{k=0}^{N-1} U(kn, kv^{-1}|n|) \pi(A^*) \Omega_{\omega}, U^*([yn], yv^{-1}|n|)$$

$$\times U([\nu_2], t_2) \pi(B) \Omega_{\omega})$$

The limit is done by using the bounded convergence theorem and von Neumann’s ergodic theorem:

$$I(\infty, T') := \lim_{N \to \infty} I(N, T') =$$

$$\frac{1}{T'} \int_0^{T'} dt_2 \int_0^1 dy (P_{\nu, n} \pi(A^*) \Omega_{\omega}, U^*([yn], yv^{-1}|n|) U([\nu_2], t_2) \pi(B) \Omega_{\omega})$$

(70)

We can see

$$|I(N, T') - I(\infty, T')|$$

$$= \left| \frac{1}{T'} \int_0^{T'} dt_2 \int_0^1 dy \left( \frac{1}{N} \sum_{k=0}^{N-1} U(kn, kv^{-1}|n|) - P_{\nu, n} \pi(A^*) \Omega_{\omega}, U^*([yn], yv^{-1}|n|) U([\nu_2], t_2) \pi(B) \Omega_{\omega}) \right|.$$
Using the Cauchy-Shwarz inequality and the fact that unitary operators preserve the norm of vectors,
\[
|I(N, T') - I(\infty, T')| \leq \frac{1}{T'} \int_0^{T'} dt \int_0^1 dy \left\| \left( \frac{1}{N} \sum_{k=0}^{N-1} U(kn, k\nu^{-1}|n|) - P_{\nu,n}\right) \pi(A^*)\Omega_\omega \right\| \\
\times \left\| U^*(\nu n), \nu^{-1}|n|) U(\nu|t_2|, t_2) \pi(B)\Omega_\omega \right\|
\]
\[
= \left\| \left( \frac{1}{N} \sum_{k=0}^{N-1} U(kn, k\nu^{-1}|n|) - P_{\nu,n}\right) \pi(A^*)\Omega_\omega \right\| \|\pi(B)\Omega_\omega\|
\]

Finally, for any \(\Psi \in H_\omega\) and for any \(\varepsilon > 0\) there exists \(N_0\) such that \(N \geq N_0\) implies
\[
\left\| \left( \frac{1}{N} \sum_{k=0}^{N-1} U(kn, k\nu^{-1}|n|) - P_{\nu,n}\right) \Psi \right\| < \varepsilon,
\]
by von Neumann’s ergodic theorem. Therefore
\[
|I(T, T') - I(\infty, T')| \leq \varepsilon \|\pi(B)\Omega_\omega\| \quad \text{for all } T'
\] (72)
which shows that the limit is uniform in \(T'\). Hence, the double limit exists and is equal to the iterated one, which completes the proof.

Proof of Theorem 3.6. For simplicity and clarity of the notation, we do the case where all times are equal \(T_1 = T_2 = \ldots = T_n\), and all operators are the same \(A_1 = A_2 = \ldots = A_n\). The extension to the general case and the existence of the multiple limit will be discussed afterwards.

The proof is done inductively. Suppose we have for \(n \in \mathbb{N}\) that
\[
\lim_{T \to \infty} \frac{1}{T} \omega \left( \left( \int_0^T \tau_t A dt \right)^n \right) = (\omega(A))^n \text{ a.e. in } \nu
\] (73)
which is certainly true for \(n = 2\) by the Mean-Square Ergodicity Theorem. We will show that the same will then hold for \(n + 1\). In order to do so, we first note that, using the GNS representation, the Cauchy-Schwarz inequality, boundedness of the state and the \(C^*\) property,
\[
|\omega(AB)|^2 \leq \omega(AA^*)\omega(B^*B) \leq \|A\|^2 \omega(B^*B).
\] (74)
We consider \(I_{n+1}(T) := \frac{1}{T^{n+1}} \omega \left( \left( \int_0^T \tau_{[\nu t]} \tau_t A dt \right)^{n+1} \right)\) in the form
\[
I_{n+1}(T) = \frac{1}{T^{n+1}} \omega \left( \prod_{j=1}^{n+1} \int_0^T \tau_{[\nu t_j]} \tau_t A dt_j \right)
\]
\[
= \frac{1}{T^{n+1}} \left( \prod_{j=1}^{n+1} \int_0^T dt_j \right) \omega \left( \prod_{j=1}^{n+1} \tau_{[\nu t_j]} \tau_t A \right).
\] (75)
We will show that the distance of $I_{n+1}(T)$ from $\omega(A)I_n(T)$ goes to 0 in the $T \to \infty$ limit. We denote $f^{(n)}(T) = \left( \prod_{j=1}^{n} \int_0^T dt_j \right)$ and write:

$$
\Delta_{n+1}(T) := |I_{n+1}(T) - \omega(A)I_n(T)|
$$

$$
= \left| \frac{1}{T^{n+1}} \int_0^T \left( \prod_{j=1}^{n} \omega(t_{\lfloor u_{t_j} \rfloor} \tau_j(A)(t_{\lfloor u_{t_{n+1}} \rfloor} \tau_{n+1}(A) - \omega(A))) \right) \right|
$$

$$
\leq \frac{1}{T^{n+1}} \int_0^T \left| \omega(t_{\lfloor u_{t_j} \rfloor} \tau_j(A) \int_0^T dt_{n+1}(t_{\lfloor u_{t_{n+1}} \rfloor} \tau_{n+1}(A) - \omega(A))) \right| \cdot (76)
$$

By submultiplicativity of the operator norm and the fact that $\iota$ and $\tau$ preserve the norm,

$$
\left\| \prod_{j=1}^{n} t_{\lfloor u_{t_j} \rfloor} \tau_j(A) \right\| \leq \|A\|^n . \quad (77)
$$

Therefore, from Eq. (74) and performing the integral $f^{(n)}$,

$$
\Delta_{N+1}(T)^2 \leq \|A\|^{2n} \frac{1}{T} \int_0^T dt \int_0^T dt' \omega(\iota_{\lfloor u_{t} \rfloor} \tau_t(A) - \omega(A))^* (\iota_{\lfloor u_{t'} \rfloor} \tau_{t'}(A) - \omega(A))
$$

$$
= \|A\|^{2n} \left( \frac{1}{T^2} \int_0^T dt \int_0^T dt' \omega(\iota_{\lfloor u_{t} \rfloor} \tau_t(A)^* \iota_{\lfloor u_{t'} \rfloor} \tau_{t'}(A)) - |\omega(A)|^2 \right)
$$

where in the last step we used invariance of the state. We now use the Mean-Square Ergodicity Theorem 3.5, which shows that for almost every $\nu$, i.e. $\Delta_{n+1}(T) \to 0$. This means that the limit of $I_{n+1}(T)$ coincides with the limit of

$$
\omega(A) \frac{1}{T_N} \int_0^T \langle \Omega_{\omega}, \prod_{j=1}^{n} \pi_{\omega}(t_{\lfloor u_{t_j} \rfloor} \tau_j(A)) \Omega_{\omega} \rangle dt_j \quad (78)
$$

which is $\omega(A)\omega(A)^n = \omega(A)^{n+1}$, for almost all $\nu$, by the induction hypothesis.

In the case where the times $T_1, T_2, \ldots$ are different, the induction hypothesis states the existence of the multiple limit for $I_n(T_1, T_2, \ldots, T_n)$, which is certainly true for $n = 2$ by the Mean-Square Ergodicity Theorem. Then, we note that the integral $f^{(n)}$ was performed before taking the limit on the last time $T_{n+1}$. Therefore, we find that $\Delta_{n+1}(T_1, T_2, \ldots, T_{n+1})$ is bounded, uniformly on all $T_1, T_2, \ldots T_n$, by a value that vanishes as $T_{n+1} \to \infty$. Thus the limit $\lim_{T_{n+1} \to \infty} I_{n+1}(T_1, T_2, \ldots, T_{n+1})$ exists uniformly on $T_1, T_2, \ldots, T_n$. Since the iterated limit exists (on $T_{n+1} \to \infty$, then on $T_1, T_2, \ldots, T_n \to \infty$) by the induction hypothesis, we can apply the Moore-Osgood theorem, and the multiple limit on $I_{n+1}(T_1, T_2, \ldots, T_{n+1})$ exists and gives the stated result. Note that the Moore-Osgood Theorem B.1 holds for double limits over the Cartesian product of arbitrary directed sets $X \times Y$, see Appendix B.

The case of different $A_1, A_2, \ldots$ is obtained from an immediate generalisation of the steps above. □
6. Proof of Strong Operator Convergence in GNS Space of KMS States Appendix 3.7

In this Section we prove Appendix 3.7 and from it we subsequently derive Appendix 3.10. To do this we first show the following Lemmata. The following Lemma is also used in proving the extended ergodicity theorem Appendix 3.11 inductively.

Lemma 6.1. Consider the assumptions of Appendix 3.7. It follows that for any \( A, B, C, D \in \mathcal{U} \), any rational direction \( q \in S^{D-1}_\mathbb{Q} \) of the velocity \( v = \nu q \) and almost every speed \( \nu \in \mathbb{R} \)

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \omega_\beta(B \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) \, dt = \omega_\beta(A) \omega_\beta(B \, D) \tag{79}
\]

and

\[
\lim_{T \to \infty} \frac{1}{T^2} \int_0^T \int_0^T \omega_\beta(B \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) \upsilon'_{\lfloor \nu t' \rfloor} \tau_{t'}(C) D) \, dt \, dt' = \omega_\beta(A) \omega_\beta(C) \omega_\beta(B \, D) \tag{80}
\]

Proof. We first show Eq. (79) for arbitrary \( A, B, D \in \mathcal{U} \). The idea is to use the Ergodicity Appendix 3.2, but to do this we have to change the order of elements inside \( \omega_\beta(\cdots) \). This is done by exploiting the KMS condition, which however does not necessarily hold for all elements of the algebra, but for a dense subset. Hence, we consider a sequence of analytic elements \( B_n \in \mathcal{U} \) that satisfies the KMS condition, see Definition 2.4, and approximates \( B \), i.e. \( B_n \to B \). To show Eq. (79) we have to calculate the iterated limit

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \omega_\beta(\lim_n B_n \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) \, dt \tag{81}
\]

but to apply the KMS condition we need to do the \( \lim_n \) after the \( \lim_T \). For this we will use again the Moore-Osgood Theorem B.1 [25, p. 140] to show that the double limit exist (and is equal to the iterated ones). Consider \( I_n(T) = \frac{1}{T} \int_0^T \omega_\beta(B_n \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) \).

Using the KMS condition for \( B_n \) the integrand becomes:

\[
\omega_\beta(B_n \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) = \omega_\beta(\upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D \tau_{i_\beta} B_n). \tag{82}
\]

Applying the average \( \frac{1}{T} \int_0^T \, dt \) and taking the limit \( T \to \infty \) we get, by using the Ergodicity Theorem 3.2:

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \omega_\beta(B_n \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) \, dt = \omega_\beta(A) \omega_\beta(D \tau_{i_\beta} B_n) \tag{83}
\]

for almost every \( \nu \). Re-applying the KMS condition (in the opposite direction) we get that \( \lim_{T \to \infty} I_n(T) \) exists for all \( n \):

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \omega_\beta(B_n \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) \, dt = \omega_\beta(A) \omega_\beta(B_n D) \quad \forall n \in \mathbb{N}. \tag{84}
\]

It is easy to see that \( \lim_n I_n(T) \) exists and is \( \frac{1}{T} \int_0^T \omega_\beta(B \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D) \, dt \) uniformly in \( T \), for instance by using the dominated convergence theorem to bring the limit inside the integral with the uniform bound \( |\omega_\beta((B_n - B) \upsilon_{\lfloor \nu t \rfloor} \tau_t(A) D)| \leq \|B_n - B\| \|A\| \|D\| \).
then the Cauchy-Schwartz inequality, and finally the uniform bound 
$$\omega_\beta(D^*t_{[u]}t_1(A^*A)D) \leq \|D\|^2 \|A\|^2.$$ 
By the Moore-Osgood theorem this means that the double limit and the two iterated limits exist and are equal. Hence the result holds for any \(A, B, D \in \mathcal{M}\) in the sense of the iterated limit:

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \omega_\beta(\lim_n B_n t_{[u]}t_1(A)D) \, dt = \omega_\beta(A)\omega_\beta(BD).$$  \hspace{1cm} (85)

The proof of Eq. (80) is similar. We consider again arbitrary \(A, B, C, D \in \mathcal{M}\) and sequences \(A_n, B_n \in \mathcal{M}_{\tau'}\) of analytic elements for \(\tau'\) that satisfy the KMS condition and \(A_n \to A, B_n \to B\). We first use the KMS condition to write:

$$\omega_\beta(B_n t_{[u]}t_1(A_n) t_{[u']}t_1'(C)D) = \omega_\beta(t_{[u]}t_1(A_n) t_{[u']}t_1'(C)D\tau'_{i\beta}(B_n))$$  \hspace{1cm} (86)

apply the average \(\frac{1}{T'} \int_0^T \int_0^{T'} dt \, dt'\) and consider \(\lim_{T \to \infty}\). To calculate this limit we consider the double limit:

$$\lim_{T,T' \to \infty} \frac{1}{T'T} \int_0^T \int_0^{T'} \omega_\beta(t_{[u]}t_1(A_n) t_{[u']}t_1'(C)D\tau'_{i\beta}(B_n)) \, dt \, dt'.$$

Define:

$$I_n(T, T') := \frac{1}{T'T} \int_0^T \int_0^{T'} \omega_\beta(t_{[u]}t_1(A_n) t_{[u']}t_1'(C)D\tau'_{i\beta}(B_n)) \, dt \, dt'.$$  \hspace{1cm} (87)

We intend to apply the Moore-Osgood Theorem B.1. First consider \(\lim_T\) of \(I_n(T, T')\). Using the dominated convergence Theorem to move the \(\lim_T\) inside the integral, and then the Ergodicity theorem 3.2 we see that

$$\lim_{T \to \infty} I_n(T, T') = \frac{1}{T'} \int_0^{T'} \omega_\beta(A_n)\omega_\beta(t_{[u']}t_1'(C)D\tau'_{i\beta}(B_n)) \, dt'.$$  \hspace{1cm} (88)

In exactly the same manner as in the proof of the Mean-Square Ergodicity theorem, in Sect. 5.2, and specifically in the derivation around Eq. (71), we can see that this limit is also uniform in \(T'\). Now, the \(\lim_{T'}\) can be done by using the KMS condition to write

$$I_n(T, T') = \frac{1}{T'T} \int_0^T \int_0^{T'} \omega_\beta(t_{[u']}t_1'(C)D\tau'_{i\beta}(B_n)\tau'_{i\beta}(t_{[u]}t_1(A_n)) \, dt \, dt'.$$  \hspace{1cm} (89)

and again using dominated convergence and the ergodicity theorem we see that the limit exists and is

$$\lim_{T' \to \infty} I_n(T, T') = \frac{1}{T} \int_0^T \omega_\beta(C)\omega_\beta(t_{[u']}t_1'(C)D\tau'_{i\beta}(B_n)\tau'_{i\beta}(t_{[u]}t_1A_n)) \, dt.$$  \hspace{1cm} (90)

Hence, by the Moore-Osgood theorem the double limit exists and is equal to the iterated one. This implies that also the limit \(\lim_{T \to \infty} I_n(T, T)\) exist and is equal to the double limit. The iterated limit is the one that we can calculate, by reapplying the ergodicity theorem in Eq. (88)

$$\lim_{T \to \infty} I_n(T, T) = \omega_\beta(A_n)\omega_\beta(C)\omega_\beta(D\tau'_{i\beta}(B_n)) = \omega_\beta(A_n)\omega_\beta(C)\omega_\beta(B_nD).$$  \hspace{1cm} (91)

where in the last line we re-applied the KMS condition for \(B_n\). Now, in a similar manner as before, we can see that \(\lim_n I_n(T, T)\) exists uniformly in \(T\). Hence, we can apply to Moore-Osgood Theorem B.1 to get the result. \(\square\)
Lemma 6.2. Consider the assumptions of Theorem 3.7. Then for any \( A \in \mathfrak{A} \) it follows that for all \( B \in \mathfrak{A} \), any rational direction \( q \in \mathbb{Q}^{D-1} \) and almost every speed \( \nu \in \mathbb{R} : \\
\lim_{T \to \infty} \frac{1}{T^2} \int_0^T \int_0^T \omega_\beta(B^* (t_{[u]} \tau_t(A) - \omega_\beta(A) I)^* (t_{[u']} \tau_(A) - \omega_\beta(A) I) B) dt \, dt' = 0 \tag{92} \\
with \nu = \nu q. 
Proof. The integrand is the sum of four terms: 
\( \omega_\beta(B^* t_{[u]} \tau_t(A)^*(t_{[u']} \tau_(A) B) - \omega_\beta(B^* t_{[u]} \tau_t(A)^* B) \omega_\beta(A) \) 
\( -\omega_\beta(A) \omega_\beta(B^* t_{[u']} \tau_(A) - \omega_\beta(A) \omega_\beta(B^* B) \tag{93} \)
The result easily follows by applying Lemma 6.1 for each of these terms. \quad \Box 
Finally we can prove Theorem 3.7: 
Proof of Theorem 3.7. We have by Lemma 6.2 that for all \( A, B \in \mathfrak{A} \) and almost every speed \( \nu \): 
\lim_{T \to \infty} \frac{1}{T^2} \int_0^T \int_0^T \omega_\beta(B^* (t_{[u]} \tau_t(A) - \omega_\beta(A) I)^* \times (t_{[u']} \tau_(A) - \omega_\beta(A) I) B) \, dt \, dt' = 0 \tag{94} 
We write this in the GNS representation of \( \omega_\beta \): 
\lim_{T \to \infty} \frac{1}{T^2} \int_0^T \int_0^T \langle \Omega_{\omega_\beta}, \pi_{\omega_\beta}(B^* (t_{[u]} \tau_t(A) - \omega_\beta(A) I)^* \times (t_{[u']} \tau_(A) - \omega_\beta(A) I) B) \rangle_{\Omega_{\omega_\beta}} \, dt \, dt' = 0 \tag{95} 
which can be written as 
\lim_{T \to \infty} \frac{1}{T} \int_0^T \pi_{\omega_\beta}(t_{[u]} \tau_t(A) - \omega_\beta(A) I) \pi_{\omega_\beta}(B) \Omega_{\omega_\beta} \, dt = 0 \tag{96} 
where the integrals are to be understood as Bochner integrals (see [22, Section 3.8]). This gives: 
\lim_{T \to \infty} \left\| \frac{1}{T} \int_0^T \pi_{\omega_\beta}(t_{[u]} \tau_t(A) - \omega_\beta(A) I) \pi_{\omega_\beta}(B) \Omega_{\omega_\beta} \, dt \right\| = 0 \tag{97} 
for any \( A, B \in \mathfrak{A} \) and almost all \( \nu \). By cyclicity of \( \Omega_{\omega_\beta} \) this statement reads 
\lim_{T \to \infty} \left\| \frac{1}{T} \int_0^T \pi_{\omega_\beta}(t_{[u]} \tau_t(A) - \omega_\beta(A) I) \Psi \, dt \right\| = 0 \implies 
\lim_{T \to \infty} \left\| \frac{1}{T} \int_0^T \pi_{\omega_\beta}(t_{[u]} \tau_t(A)) \Psi \, dt - \omega_\beta(A) \Psi \right\| = 0 
for any \( \Psi \in H_{\omega_\beta} \), i.e. we have that \( \frac{1}{T} \int_0^T \pi_{\omega_\beta}(t_{[u]} \tau_t(A)) \, dt \) (understood as a Bochner integral) converges in the Strong operator topology to \( \omega_\beta(A) I \), for almost every speed \( \nu \). \quad \Box
6.1. Proof of mean asymptotic abelianness in GNS space of KMS state theorem 3.10

Theorem 3.10 is an immediate corollary of Theorem 3.7:

Proof of Theorem 3.10. This is an immediate consequence of Theorem 3.7. Indeed, consider the limit (in the norm of the Hilbert space):

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \pi_{\omega_\beta} ([\lfloor \nu t \rfloor \tau_t (B), C]) \, dt \, \Psi =
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \int_0^T \left( \pi_{\omega_\beta} ([\lfloor \nu t \rfloor \tau_t (B)) \pi_{\omega_\beta} (C) - \pi_{\omega_\beta} (C) \pi_{\omega_\beta} ([\lfloor \nu t \rfloor \tau_t (B)) \right) \, dt \, \Psi
\]

\[
= \omega_\beta (B) \pi_{\omega_\beta} (C) - \pi_{\omega_\beta} (C) \omega_\beta (B) \Psi = 0
\]

where in the last line we used convergence (in the norm) of

\[
\frac{1}{T} \int_0^T \pi_{\omega_\beta} ([\lfloor \nu t \rfloor \tau_t (B)) \, dt \, \Psi
\]

to \[\omega_\beta (B) \Psi \] by Theorem 3.7. \(\square\)

7. Proof of Extended Almost Everywhere Ergodicity Theorem 3.11

Proof of Theorem 3.11. We proceed to prove the Theorem by induction on \(n\). For \(n = 1\) the Theorem holds by Lemma 6.1. Suppose that the Theorem holds for arbitrary \(n - 1\)

\[
\lim_{T_1, \ldots, T_{n-1} \to \infty} \omega (A_1 B_1^{T_1} A_2 B_2^{T_2} \cdots B_{n-1}^{T_{n-1}} A_n) = \omega (B_1) \cdots \omega (B_{n-1}) \omega (A_1 \cdots A_n)
\]

we show that it will then also hold for \(n\). Consider

\[
I (T_1, \ldots, T_{n-1}, T_n) := \omega \left( A_1 B_1^{T_1} A_2 B_2^{T_2} \cdots B_{n-1}^{T_{n-1}} A_n B_n^{T_n} A_{n+1} \right).
\]

The goal is to show that:

\[
\lim_{T_1, \ldots, T_n \to \infty} I (T_1, \ldots, T_{n-1}, T_n) = \omega (B_1) \cdots \omega (B_{n-1}) \omega (B_n) \omega (A_1 \cdots A_n A_{n+1})
\]

and we do this by showing that the double limit on \(T_1, \ldots, T_{n-1}\) and \(T_n\) exists, by the Moore-Osgood Theorem B.1. This is done very similarly to the proof of Eq. (80) of Lemma 6.1, hence we will omit the technical details.

By the induction hypothesis we have that the following limit exists

\[
\lim_{T_1, \ldots, T_{n-1} \to \infty} I (T_1, \ldots, T_{n-1}, T_n) = \omega (B_1) \cdots \omega (B_{n-1}) \omega (A_1 \cdots A_n B_n^{T_n} A_{n+1})
\]

for any \(T_n\).

Additionally, by Lemma 6.1 and in particular Eq. (79), the following limit exists

\[
\lim_{T_n \to \infty} I (T_1, \ldots, T_{n-1}, T_n) = \omega (B_n) \omega (A_1 B_1^{T_1} A_2 B_2^{T_2} \cdots B_{n-1}^{T_{n-1}} A_n A_{n+1})
\]

and in fact it exists uniformly in \(T_1, \ldots, T_{n-1}\). This is shown similarly to how the double limit is calculated after Eq. (87).
Therefore, by the Moore-Osgood Theorem, the double limit exists and is equal to the iterated ones: take the $T_n \to \infty$ limit of Eq. (99) and apply Lemma 6.1:

$$\lim_{T_1, \ldots, T_{n-1}, T_n \to \infty} I(T_1, \ldots, T_{n-1}, T_n) = \lim_{T_n \to \infty} \lim_{T_1, \ldots, T_{n-1} \to \infty} I(T_1, \ldots, T_{n-1}, T_n) = \omega(B_1) \cdots \omega(B_{n-1}) \omega(B_n) \omega(A_1 \cdots A_n A_{n+1}).$$ (101)

\[\square\]

8. Proofs of Ergodic Theorems Considering Oscillations

**Proof of Theorem 3.14.** Consider $A, B \in \mathfrak{A}$, $q = \frac{n}{|n|} \in \mathbb{S}_Q^{D-1}$ and velocity $\mathbf{v} = \mathbf{v} q$, $\mathbf{v} \in \mathbb{R}$. Consider any non-zero wavenumber-frequency pair $(\mathbf{k}, f) \in \mathbb{R}^D \times \mathbb{R}$. We follow the same steps as in the proof of Theorem 3.2 (see Sect. 5.1):

$$I = \lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i(\mathbf{k} \cdot \mathbf{v} - f)t} \left[ \Omega(\mathbf{v} | x) \tau_r(A)B - \omega(A)\omega(B) \right] dt$$

$$= \lim_{N \to \infty} \frac{1}{N} \int_0^N e^{i(\mathbf{k} \cdot \mathbf{v} - f)x} \left[ \Omega(\mathbf{v} | x) \tau_r(A)B - \omega(A)\omega(B) \right] dx$$ (102)

Firstly, the case $\mathbf{k} \cdot \mathbf{v} - f = 0$ is covered by the Ergodicity Theorem 3.2. Going to the GNS representation and splitting the integral as in Eq. 6.1 we get:

$$I = \lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \int_0^1 e^{i(\mathbf{k} \cdot \mathbf{v} - f)x} \left[ \Omega(\mathbf{v} | x) \tau_r(A)B - \omega(A)\omega(B) \right] dx$$

(103)

We split this as a sum of limits, since we will see that both exist. For the left term we can again use the bounded convergence theorem to move the limit of the sum inside the integral. In this case, we have to use von Neumann’s ergodic theorem for the limit

$$\lim_N \frac{1}{N} \sum_{m=0}^{N-1} \left[ e^{-i(\mathbf{k} \cdot \mathbf{v} - f)x} \Omega(\mathbf{v} | x) \tau_r(A)B - \omega(A)\omega(B) \right]$$

(104)

which will give (in the strong operator topology) a projection $P_{\mathbf{v}, n}(\mathbf{k}, f)$ on the subspace of $H_\omega$ formed by vectors invariant under $e^{-i(\mathbf{k} \cdot \mathbf{v} - f)x} \Omega(\mathbf{v} | x) \tau_r(A)B - \omega(A)\omega(B)$. Hence, Eq. 103 implies:

$$I = \int_0^1 e^{i(\mathbf{k} \cdot \mathbf{v} - f)x} \left[ \Omega(\mathbf{v} | x) \tau_r(A)B - \omega(A)\omega(B) \right] dx$$

$$- \lim_N \frac{1}{N} \sum_{m=0}^{N-1} \int_0^1 e^{i(\mathbf{k} \cdot \mathbf{v} - f)x} \omega(A)\omega(B) dx$$ (105)
Note that when \( k \cdot n - f \nu^{-1} |n| \) is a multiple of \( 2\pi \), then the projection will be \( P_{\nu,n} \), as in Theorem 3.4, which is established to be rank one for almost all \( \nu \) and hence we immediately get
\[
I = \int_{0}^{1} e^{2\pi i y \omega(A) \omega(B)} \, dy - \lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \int_{0}^{1} e^{2\pi i (y+m) \omega(A) \omega(B)} \, dy = 0 \quad (106)
\]
We claim that for all other \((k, f)\) the projection \( P_{\nu,k}(k, f) \) will be 0 for almost all \( \nu \), which we confirm this in what follows, by proving Theorem 3.15

The proof of Theorem 3.15 follows the same steps as the proof of Theorem 3.4 in Sect. 5.1. Using the same arguments as in the proofs of Lemma 5.1 and Lemma 5.2 we can show two similar Lemat mata respectively:

**Lemma 8.1.** Consider the assumptions of Theorem 3.15 and let \( P_{\nu,n}^{(r)}(k, f), r = 1, 2, \ldots \), denote the projection onto the subspace of \( H_{\omega} \) spanned by vectors invariant under 
\[
e^{-i(k \cdot n - f \nu^{-1} |n|)} U_{\omega}^{(r)}(n, \nu^{-1} |n|), \]
with \( P_{\nu,n}^{(1)}(k, f) = P_{\nu,n}(k, f) \). It follows that the range of \( P_{\nu,n}^{(r)}(k, f) \) is \( \{0\} \) for any \( \nu \in \mathbb{R} \) with \( |\nu| > \nu_c \), and all \( n \in \mathbb{Z}^D, r = 1, 2, \ldots \).

**Lemma 8.2.** Consider the assumptions of Theorem 3.15 and \((k, f) \in \mathbb{R}^D \times \mathbb{R} \). Let \( \nu, w \in \mathbb{R} \) with \( \nu \neq w \) and consider the projections \( P_{\nu,n}(k, f), P_{w,n}(k, f) \) for some arbitrary \( n \in \mathbb{Z}^D \). If \( \Psi \in P_{\nu,n}(k, f) H_{\omega} \) and \( \Psi' \in P_{w,n}(k, f) H_{\omega} \), then \( \langle \Psi, \Psi' \rangle = 0 \).

Then, using Lemma 8.2 and the countability of orthonormal sets of the GNS Hilbert space \( H_{\omega} \), we can conclude the proof of Theorem 3.15, i.e. that for any \((k, f)\) the range of the projection \( P_{\nu,n}(k, f) \) is \( \{0\} \) for almost all \( \nu \in \mathbb{R} \) and all \( n \in \mathbb{Z}^D \). Using this in Eq. (105) also concludes the proof of Theorem 3.14. With that, the proof of Eq. (29) is done similarly to Sect. 5.2.

The proof of Theorem 3.19 is much simpler, taking advantage of the countability of eigenvalues:

**Proof of Theorem 3.19.** Under the same manipulations as above, we arrive at Eq. (103). By von Neumann’s ergodic theorem we have to consider the projection given by the limit 104, i.e. the projection onto vectors that are invariant under 
\[
e^{-i(k \cdot n - f \nu^{-1} |n|)} U_{\omega}(n, \nu^{-1} |n|) \]
We will argue that this projection has range \( \{0\} \) for almost all \((k, f)\). Indeed, consider \((k, f)\) with \( k \cdot n - f \nu^{-1} |n| \neq 2\pi ik, \forall k = 0, 1, 2, \ldots \), as the \((k, f)\) that make this quantity a multiple of \( 2\pi i \) are of measure 0 in \( \mathbb{R}^D \times \mathbb{R} \). Then, the argument follows from the discreteness of the point spectrum (the eigenvalues) of \( U_{\omega}(n, \nu^{-1} |n|) \). If there exists a non-zero invariant \( \Psi \in H_{\omega} \):
\[
e^{-i(k \cdot n - f \nu^{-1} |n|)} U_{\omega}(n, \nu^{-1} |n|) \Psi = \Psi \quad (107)
\]
then \( \Psi \) is an eigenvector of \( U_{\omega}(n, \nu^{-1} |n|) \) with eigenvalue \( e^{i(k \cdot n - f \nu^{-1} |n|)} \). Since \( U_{\omega}(n, \nu^{-1} |n|) \) has a countable number of eigenvalues, it follows that there are countably many pairs \((k, f)\) s.t. \( P_{\nu,n}(k, f) \) is not 0. For the \((k, f)\) s.t. \( e^{-i(k \cdot n - f \nu^{-1} |n|)} \) is not an eigenvalue, the requirement Eq. 107 is only satisfied by the 0 vector, i.e. the projection is 0.
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A. Remark on Integration

Throughout this work we deal with ray averaged observables \( \frac{1}{T} \int_0^T \tau_{t\lfloor |t|} A \, dt \), where \( A \in \mathcal{U} \) and \( (\mathcal{U}, \tau, \iota) \) is a dynamical system. This integral is to be understood in the Bochner sense [22]. It is easy to see that the function \( \tau_{t\lfloor |t|} A \) is Bochner integrable [22, Definition 3.7.3] in any compact subset of \( \mathbb{R} \), as it can be approximated by the countable valued functions (simple functions):

\[
A_n(t) = \tau_{\lfloor nt \rfloor} A
\]

Indeed, \( \tau_t \) is strongly continuous and \( \lim_n \frac{\lfloor nt \rfloor}{n} = t \). Hence,

\[
\lim_n \| A_n(t) - \tau_{t\lfloor |t|} A \| = 0
\]

for all \( t \), for any \( A \in \mathcal{U} \). The integral is defined in any interval \([0, T]\) of \( \mathbb{R} \), uniquely and independently of the choice of \( A_n(t) \) as

\[
\int_0^T \tau_{t\lfloor |t|} A \, dt := \lim_n \int_0^T A_n(t) \, dt
\]

where the integral of \( A_n(t) \) is defined as a sum over its (countable) values, in the usual way. The Bochner integral calculated inside a linear functional can be pulled outside, by [22, Theorem 3.7.12], in particular for any state \( \omega \) we have \( \omega \left( \int_0^T \tau_{t\lfloor |t|} A \, dt \right) = \int_0^T \omega(\tau_{t\lfloor |t|} A) \, dt \).

Likewise, in the GNS representation \( \int_0^T \pi(\tau_{t\lfloor |t|} A) \, dt \) is defined, and the two definitions are compatible in the sense that the integral commutes with \( \pi \), i.e. \( \pi \left( \int_0^T \tau_{t\lfloor |t|} A \, dt \right) = \int_0^T \pi(\tau_{t\lfloor |t|} A) \, dt \), by [22, Theorem 3.7.12]. Finally, the integral \( \int_0^T \pi(\tau_{t\lfloor |t|} A) \psi \, dt \) is well defined and equal to \( \int_0^T \pi(\tau_{t\lfloor |t|} A) \, dt \psi \), again by [22, Theorem 3.7.12] and considering \( \pi(\tau_{t\lfloor |t|} A) \psi \) as the evaluation map from \( \pi(\mathcal{U}) \) to \( H_\omega \).

B. Multiple Limits and the Moore-Osgood Theorem

The Moore-Osgood Theorem is a general tool that lets us deal with double limits over arbitrary sets, given an appropriate limiting notion on these sets (called direction). We give an overview of [25, p. 139]. We assume a non-empty set \( X \) and a family of subsets...
\( N \) of \( X \) called a direction on \( X \) such that \( N_1, N_2 \in N \) implies that there exists a \( N_3 \in N \) such that \( N_3 \subset N_1 \cap N_2 \). For example, in our Theorems we deal with \( \lim_{T \to \infty} \) which corresponds to the direction \( T = \{T \in \mathbb{R} : T \geq m\}, m \in \mathbb{N} \).

A pair \((g, N)\) of a function \( g : X \to Z \), where \( Z \) a metric space, and a direction \( N \) is called directed function. We say that \((g, N)\) converges to \( x_0 \in Z \), and write \((g, N) \to x_0\), if for each neighborhood \( U \) of \( x_0 \) there exists a \( N \) in \( N \) such that \( g(N) \subset U \). If \( X, Y \) are sets with directions \( \mathcal{M}, \mathcal{N} \), respectively, then the family of sets \( \{M \times N, M \in \mathcal{M}, N \in \mathcal{N}\} \) is a direction in \( X \times Y \), denoted \( \mathcal{M} \times \mathcal{N} \). The double limit of a function \( f : X \times Y \to Z \), where \((Z, d)\) is a metric space, is given by the convergence of \((f, \mathcal{M} \times \mathcal{N})\). It is easy to see that \((f(x, \cdot), \mathcal{N})\) and \((f(\cdot, y), \mathcal{M})\) are directed functions. We say that \((f(x, \cdot), \mathcal{N})\) converges to \( g(x) \) uniformly, if for every \( \varepsilon > 0 \) there exists a \( N \in \mathcal{N} \) s.t. \( d(f(x, y), g(x)) < \varepsilon \) for \( x \in X \) and \( y \in Y \).

The notion of the multiple limits \( \lim_{T_1, \ldots, T_n \to \infty} I(T_1, T_2, \ldots, T_n) \) in the main text is to be understood as convergence of the directed function \((I, T^n)\). It is clear that the multiple limit \( \lim_{T_1, \ldots, T_n \to \infty} \) coincides with the double limit \( \lim_{(T_1, \ldots, T_{n-1}) \to \infty} \lim_{T_n \to \infty} \) over \( \mathbb{R}^{n-1} \times \mathbb{R} \). One can then take advantage of the Moore-Osgood Theorem:

**Theorem B.1** (Moore-Osgood). Consider a complete metric space \( Z \), the sets \( X, Y \) with directions \( \mathcal{M}, \mathcal{N} \) respectively and a function \( f : X \times Y \to Z \). Denote by \( \mathcal{P} \) the direction \( \mathcal{M} \times \mathcal{N} \). If there exist a function \( g(x) \) s.t. \((f(x, \cdot), \mathcal{N}) \to g(x) \) uniformly on \( x \in X \), and a function \( h(y) \) s.t. \((f(\cdot, y), \mathcal{M}) \to h(y) \) for any \( y \in Y \), then \((f, \mathcal{P})\) converges to \( z \in Z \) and \((g, \mathcal{M}) \to z, (h, \mathcal{N}) \to z \).

**C. Space-Like Ergodicity Under the Assumption of Spatial Clustering**

Here we show that a space clustering state in combination with the Lieb-Robinson bound is space-like ergodic. In order to do this we approximate the time evolution of observables by local ones, by using the result [29, Corollary 4.4]:

**Lemma C.1.** Let \( A \in \mathfrak{A} \) and consider a finite \( \Lambda \subset \mathbb{Z}^D \). If there is an \( \varepsilon > 0 \) such that

\[
\| [A, B] \| \leq \varepsilon \| A \| \| B \| \quad \forall B \in \mathfrak{A}_{\mathbb{Z}^D \setminus \Lambda} \tag{110}
\]

then we can approximate \( A \) by a strictly local \( \mathbb{P}_{\Lambda}(A) \in \mathfrak{A}_{\Lambda} \):

\[
\| \mathbb{P}_{\Lambda}(A) - A \| \leq 2\varepsilon \| A \| \tag{111}
\]

Combined with the Lieb-Robinson bound Lemma 4.1 we can prove (this is also described in [3, Chapter 4.3]):

**Proposition C.2.** Consider the assumptions of Lemma 4.1, the time evolution \( \tau_t A \) of a local \( A \in \mathfrak{A}_{\Lambda} \) and the finite sets \( \Lambda_r = \bigcup_{x \in \Lambda} B_x(r), r = 1, 2, 3, \ldots \) extending a distance \( r \) around \( \Lambda \). Then, we can approximate \( \tau_t A \) by the local \( \mathbb{P}_{\Lambda_r}(\tau_t A) \in \mathfrak{A}_{\Lambda_r} \):

\[
\| \mathbb{P}_{\Lambda_r}(\tau_t(A)) - \tau_t(A) \| \leq C_{\Lambda_r} \| A \| \tag{112}
\]

with \( \varepsilon_r = C |\Lambda| N^2 |\Lambda| \exp(-\lambda(r - v_{LR}|t|)), r = 1, 2, 3, \ldots \)

Using this result we can show:
Proof of Theorem 4.4. Consider \( n \in \mathbb{Z}^D \) and \( A, B \in \mathcal{U}_{\text{loc}} \) with
\[
\text{supp}(A) := \Lambda_A \quad \text{supp}(B) := \Lambda \quad \text{supp}(\iota_n A) := \Lambda_A + n
\]
(113)

Let \( r \in \mathbb{N} \) and by Proposition C.2 consider the local approximation of \( \tau_I B \) by \( \mathbb{P}_{\Lambda_r}(\tau_I B) \), supported in \( \Lambda_r = \bigcup_{x \in A} B_x(r) \):
\[
\left\| \mathbb{P}_{\Lambda_r}(\tau_I B) - \tau_I B \right\| \leq 2C|\Lambda|N^2|\Lambda| \| B \| \exp\{-\lambda(r - \nu_{LR}|t|)\}
\]
(114)

Let \( \omega \) be a time and space invariant pure state and consider the quantity \( I := |\omega(\iota_n A)\mathbb{P}_{\Lambda_r}(\tau_I B) - \omega(A)\mathbb{P}_{\Lambda}(\tau_I B)| \), where we are interested in first applying the large \( r \) limit, and then showing that the \( n \to \infty \) limit is 0. By linearity and the triangle inequality, it holds for any \( r, l \in \mathbb{N} \):
\[
I = |\omega\left( \iota_n A \left( \mathbb{P}_{\Lambda_r}(\tau_I B) + \mathbb{P}_{\Lambda}(\tau_I B) - \mathbb{P}_{\Lambda}(\tau_I B) \right) \right) - \omega(A)\omega(\mathbb{P}_{\Lambda_r}(\tau_I B)) + \omega(\mathbb{P}_{\Lambda}(\tau_I B)) - \omega(A)\omega(\mathbb{P}_{\Lambda}(\tau_I B))|
\]

The idea is to control the first part using clustering and the second one using the approximation of time evolution. We now estimate the quantities \( T_1 = |\omega(\iota_n A)\mathbb{P}_{\Lambda}(\tau_I B) - \omega(A)\omega(\mathbb{P}_{\Lambda}(\tau_I B))| \) and \( T_2 = |\omega(\iota_n A)(\mathbb{P}_{\Lambda_r}(\tau_I B) - \mathbb{P}_{\Lambda}(\tau_I B)) - \omega(A)\omega(\mathbb{P}_{\Lambda_r}(\tau_I B) - \mathbb{P}_{\Lambda}(\tau_I B))| \). Consider \( r \) large enough and
\[
l = [\varepsilon \text{ dist}(\Lambda_A + n, \Lambda)] + [\varepsilon \text{ diam}(\Lambda_A \cup \Lambda)] + 2 \quad \text{for some } 0 < \varepsilon < 1
\]
(115)

By clustering of correlations, we easily see that the term \( T_1 \) goes to 0 as \( n \to \infty \) since the state is invariant and the distance between \( A \) and \( \iota_n A \) goes to infinity, and \( \|\iota_n \mathbb{P}_{\Lambda}(\tau_I B)\| \leq \|B\| \). We will see that this is also the case for \( T_2 \), in the large \( r \), large \( n \) limit. To estimate \( T_2 \), we use the triangle inequality and note that \( \omega \) has norm 1:
\[
T_2 \leq \|\iota_n A\| \left\| \mathbb{P}_{\Lambda}(\tau_I B) - \mathbb{P}_{\Lambda}(\tau_I B) \right\| + \|A\| \left\| \mathbb{P}_{\Lambda}(\tau_I B) - \mathbb{P}_{\Lambda}(\tau_I B) \right\|
\]
(116)

where \( \|\iota_n A\| = \|A\| \). Using the approximation of \( \tau_I B \), inequality 114, we get
\[
T_2 \leq 2 \|A\| 2C|\Lambda|N^2|\Lambda| \| B \| \left\{ \exp\{-\lambda(r - \nu_{LR}|t|)\} + \exp\{-\lambda(l - \nu_{LR}|t|)\} \right\}
\]
(117)

We consider a compact subset \( T := \varepsilon'\nu_{LR}^{-1}[-|n|, |n|] \) for some \( 0 < \varepsilon' < \varepsilon \), and let \( t \in T \). Then, for the value 115 of \( l \), since \([y] \geq y - 1, \forall y > 0\), we have:
\[
l - \nu_{LR}|t| \geq \varepsilon \text{ dist}(\Lambda_A + n, \Lambda) - 1 + \varepsilon \text{ diam}(\Lambda_A \cup \Lambda) - 1 + 2 - \varepsilon'|n|
\]
\[
\geq \varepsilon|n| - \varepsilon \text{ diam}(\Lambda_A \cup \Lambda) + \varepsilon \text{ diam}(\Lambda_A \cup \Lambda) - \varepsilon'|n|
\]
\[
= (\varepsilon - \varepsilon')|n| > 0
\]
(118)

where in the second line we used relation 121 below. Hence, we conclude that:
\[
\exp\{-\lambda(l - \nu_{LR}|t|)\} \leq \exp\{-\lambda(\varepsilon - \varepsilon')|n|\}, \forall t \in T, 0 < \varepsilon' < \varepsilon < 1
\]
(119)

Now since \( \lim_{n \to \infty} \lim_{r \to \infty} T_2 = 0 \).
We estimate $\text{dist}(\Lambda_A + n, \Lambda_I)$ with respect to $|n|$ by simple geometric arguments:

$$\text{dist}(\Lambda_A + n, \Lambda_I) \geq \text{dist}(\Lambda_A + n, \Lambda) - l \geq (1 - \varepsilon) \text{dist}(\Lambda_A + n, \Lambda) - \varepsilon \text{diam}(\Lambda_A \cup \Lambda) - 2$$ (120)

and

$$\text{dist}(\Lambda_A + n, \Lambda) = \min\{|y - z| : y \in \Lambda_A + n, z \in \Lambda\}$$

$$= \min\{|y + n - z| : y \in \Lambda_A, z \in \Lambda\}$$

$$\geq \min\{|n| - |y - z| : y \in \Lambda_A, z \in \Lambda\}$$

$$= |n| - \max\{|y - z| : y \in \Lambda_A, z \in \Lambda\}$$

$$\geq |n| - \text{diam}(\Lambda_A \cup \Lambda)$$ (121)

D. Von Neumann’s Mean Ergodic Theorem

Von Neumann’s mean ergodic theorem was first shown in [30]:

**Theorem D.1.** Let $U$ be a unitary operator on a Hilbert space $H$ and $P$ the orthogonal projection onto $\ker(U - \mathbb{1})$: the space invariant under $U$. Then for any $\Psi \in H$ von Neumann showed that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N} U^n \Psi = P\Psi$$ (122)
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