Solving partial differential equations in deformed grids by estimating local average gradients with planes
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Abstract. For constructing physical science based models in irregular numerical grids, an easy-to-implement method for solving partial differential equations has been developed and its accuracy has been evaluated by comparison to analytical solutions that are available for simple initial and boundary conditions. The method is based on approximating the local average gradients of a field by fitting equation of plane to the field quantities at neighbouring grid positions and then calculating an estimate for the local average gradient from the plane equations. The results, comparison to analytical solutions, and accuracy are presented for 2-dimensional cases.

1. Introduction

Aim of the present study is to describe a numerical method for solving partial differential equations (PDE’s) in deformed grids, which is relatively easy to implement. The method is designed for simulating the physical phenomena which occur at a microstructural level during thermomechanical processing of materials, such as diffusional [1] and displacive phase transformations [2, 3, 4], elasticity and plasticity [5], recovery, recrystallization and grain growth [6, 7, 8], but it could be used also in other contexts where PDEs need to be solved in irregular numerical grids. The physical science based full field modelling of material microstructure is important for a quantitative understanding of the associated phenomena, and for linking the microstructure evolution to the resulting material properties. As an example, we recently found that there is clear need for such detailed simulations in order to clarify the details associated with mechanical and chemical stabilization of austenite during bainite formation [9]. In order to mathematically model the spatio-temporal evolution of microstructure during thermo-mechanical processing, the model needs to have capability to calculate the change in the quantities at material positions which are displaced from a regular grid due to elastic and plastic deformations. For incorporating the fundamental physical laws, described by partial differential equations, the model needs to solve them despite that the numerical grid can be disordered due to the movements of the material. As an important step towards physics based full field modelling the microstructure evolution during thermo-mechanical processing, a numerical method which is relatively easy to implement and which can be used for solving partial differential equations in the deformed grids has been developed and its accuracy has been assessed by comparison to known analytical solutions.
2. Theory and calculations

2.1. Theory

The process of calculating the average gradient of a function $u$ for deformed numerical grids is presented. The successive application of the method to calculate the gradients of the obtained functions, $\partial_x u$ and $\partial_y u$, yields $(\partial_{xx} u, \partial_{xy} u)$ and $(\partial_{xy} u, \partial_{yy} u)$, hence also the second order partial derivatives of the function are obtained for deformed grids. A correction for the second order derivatives near the maxima and minima of the function is introduced to further enhance the accuracy and stability of the solution near these points, which is beneficial especially for sparse grids.

2.1.1. Calculation of local average gradient

The computational method is based on approximating the local average gradient of a function by plane equation determined by the positions and function values at the neighbouring grid points. Since application of the plane equation does not require regular shaped grid, the method works even if the grid is deformed. To describe the method in 2-dimensional case, consider the grid geometries depicted in Figs. 1 and 2.
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**Figure 1.** In the undeformed numerical grid, the points neighbouring a given grid point $\vec{p}_o$ are distributed at equal distance from point $\vec{p}_o$ parallel to the coordinate unit vectors.
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**Figure 2.** In the deformed numerical grid, the points neighbouring a given grid point $\vec{p}_o$ are displaced from their undeformed position.

The first objective is to estimate the gradient of a function $u(x, y)$ at point $\vec{p}_o$. For this purpose, we first estimate the gradients in the regions $R_i$, $i = 1, 2, 3, 4$ (see Figs. 1 and 2), by applying the equation of plane, and then calculate the average gradient in the union of the regions as the weighted average of these gradients. The areas of the individual regions are used as the weights. Although the method is described for 2-dimensional case in space, it can be extended to 3-dimensional case by defining two additional points in the third dimension and fitting equation of a hyperplane.

Focusing on the 2-dimensional case, the equation of the plane is described by Eq. 1.

$$u(x, y) = u_0 + a(x - x_0) + b(y - y_0)$$
When the coordinates of the three corner points of a triangular region are \( \vec{p}_0 = (x_0, y_0) \), \( \vec{p}_1 = (x_1, y_1) \) and \( \vec{p}_2 = (x_2, y_2) \) and the corresponding function values at these points are \( u_0 \), \( u_1 \), \( u_2 \), the coefficients \( a \) and \( b \) in Eq. (1) can be evaluated using Eq. (2), which is obtained by solving the equation group \( u(\vec{p}_0) = u_0, u(\vec{p}_1) = u_1 \) and \( u(\vec{p}_2) = u_2 \).

\[
a = \frac{(u_1 - u_0)y_2 + (u_0 - u_2)y_1 + (u_2 - u_1)y_0}{(x_1 - x_0)y_2 + (x_0 - x_2)y_1 + (x_2 - x_1)y_0},
b = \frac{(u_1 - u_0)x_2 + (u_0 - u_2)x_1 + (u_2 - u_1)x_0}{(x_1 - x_0)y_2 + (x_0 - x_2)y_1 + (x_2 - x_1)y_0}.
\]  

(2)

The coefficients of the plane equation are used for estimating the average gradient \( \nabla u = (\partial_x u, \partial_y u) \) inside the triangle whose corners are the points \( \vec{p}_0, \vec{p}_1 \) and \( \vec{p}_2 \), as described by Eq. (3)

\[
\partial_x u = a, \partial_y u = b
\]

(3)

After the average gradients in the regions \( R_i \) are calculated using Eqs. (1), (2) and (3), the average of the gradient in the union of the regions is obtained as the weighted average. The weights \( A_i \) are the areas of the regions, and they are obtained by applying the cross product of the vectors originating from \( p_o \) and ending to the corners of the region. For example for the region \( R_1 \) the area is obtained as

\[
A_1 = \frac{(\vec{p}_w - \vec{p}_0) \times (\vec{p}_n - \vec{p}_0)}{2}
\]

(4)

Similarly \( A_2, A_3 \) and \( A_4 \) are obtained using the corner points of the respective regions \( R_2, R_3 \) and \( R_4 \). The gradient at \( p_0 \), \( (\partial_x u|_{p_0}, \partial_y u|_{p_0}) \) is estimated as the average gradient over the union of the regions, which is obtained by the weighted average as

\[
\partial_x u|_{p_0} = \frac{A_1 a_1 + A_2 a_2 + A_3 a_3 + A_4 a_4}{A_1 + A_2 + A_3 + A_4}, \quad \partial_y u|_{p_0} = \frac{A_1 b_1 + A_2 b_2 + A_3 b_3 + A_4 b_4}{A_1 + A_2 + A_3 + A_4}
\]

(5)

where \( A_i \) are the areas of the regions \( R_i \), \( a_i = \partial_x u|_{R_i} \) are the partial derivatives of \( u \) with respect to \( x \) in the regions \( R_i \), and \( b_i = \partial_y u|_{R_i} \) are the partial derivatives with respect to \( y \) in the regions. The partial derivatives are obtained from equations (2) and (3).

2.1.2. Calculation of second order partial derivatives Once the partial derivative functions, \( \partial_x u \) and \( \partial_y u \), are obtained at each grid point using the procedure described in the previous section 2.1.1, the second order partial derivatives can be obtained by repeating the same procedure to calculate the gradient of \( \partial_x u \) and \( \partial_y u \),

\[
\nabla \partial_x u = (\partial_{xx} u, \partial_{yx} u), \quad \nabla \partial_y u = (\partial_{xy} u, \partial_{yy} u)
\]

(6)

As described in the calculations and results section, this approach already converges to the analytical solution, when the numerical grid is refined. However, in the vicinity of the local maxima, oscillations around the analytical solution are present when the numerical grid is too sparse. Since such oscillations negatively affect the accuracy of the solution for sparse grids, can cause stability issues and lead to numerical artefacts when simulating real physical systems where the field values are changing dynamically, the second order derivatives were recalculated in the vicinity of the local maxima or minima to enhance the accuracy and stability of the result.
The recalculation of the second order differentials at the local maxima, and at the neighbouring grid points of the maxima and minima was performed as follows: on the neighbouring points located on the left and on the right to the maxima (i.e. when \( \vec{p}_o \) is neighbouring point on left or right from the maxima/minima), instead of calculating the gradient at point \( \vec{p}_o \) and \( \vec{p}_e \), the vector \( \vec{v} \) in Eq. (7) was used as the gradient at points \( \vec{p}_o + \frac{\vec{v} - \vec{p}_e}{2} \) and \( \vec{p}_o + \frac{\vec{v} - \vec{p}_e}{2} \). The x-component of this vector was used for calculating the second order differentials \( \partial_{xx} u \) and \( \partial_{xy} u \) at these points (instead of using the gradients calculated at points \( \vec{p}_o \) and \( \vec{p}_e \)). In the Eq. (7) the index \( i \in \{w, e\} \) for points located on the right and left side of the maxima/minima.

\[
\vec{v}_i = \frac{\vec{p}_i - \vec{p}_o}{|\vec{p}_i - \vec{p}_o|} u(\vec{p}_i) - u(\vec{p}_o)
\]

Similarly, on the neighbouring points located above and below of the maxima (i.e. \( \vec{p}_o \) is the neighbouring point above of below of the maxima), the vector in Eq. (7), where \( i \in \{n, s\} \), was used as the gradient at points \( \vec{p}_o + \frac{\vec{v}_x - \vec{p}_e}{2} \) and \( \vec{p}_o + \frac{\vec{v}_x - \vec{p}_e}{2} \). The y-component of this vector was used for calculating the second order differentials \( \partial_{yy} u \) and \( \partial_{xy} u \).

The application of the vector \( \vec{v}_i \) in the equation (7) means that, at the points next to the local maxima/minima, the gradient is assumed to be directed from or towards the neighbouring gridpoint and its magnitude is given by the difference of the function value at the gridpoints. The locations of the points \( \vec{p}_o + \frac{\vec{v}_x - \vec{p}_e}{2} \) and \( \vec{p}_o + \frac{\vec{v}_x - \vec{p}_e}{2} \) relative to a grid point \( \vec{p}_o \), which is on the left or right to the maxima/minima are shown in Fig. 3 as red filled circles. The locations of the points \( \vec{p}_o + \frac{\vec{v}_y - \vec{p}_e}{2} \) and \( \vec{p}_o + \frac{\vec{v}_y - \vec{p}_e}{2} \) are shown as green unfilled circles. When \( \vec{p}_o \) is the grid point located on the left or right side of the maxima/minima, the red points were used and when \( \vec{p}_o \) is located above or below of the maxima/minima, the green unfilled points were used.

At the grid point where the local maxima/minima appears in the numerical simulation, the gradient vector quantities were calculated using Eq. (7) at both the points denoted with red filled circles, as well as at the points denoted with green unfilled circles in Fig. 3 instead of using the previously calculated gradient at the points \( \vec{p}_n, \vec{p}_e, \vec{p}_s, \vec{p}_w \). These values were used when calculating the second order derivative to obtain the correction which helped to avoid the oscillations observed in the simulations with sparse grids.

2.2. Calculations

The numerical grid was constructed initially with square geometry before introducing the deformation of the grid to the simulations. The positions of the gridpoints were set at \((x, y) = -\frac{1}{2}(L_x, L_y) + i(\Delta X, 0) + j(0, \Delta Y)\), where the segments \( \Delta X = L_x/npoints \) and \( \Delta Y = L_y/npoints \) were obtained by dividing the lengths \( L_x \) and \( L_y \) of the simulation domain in \( x \) and \( y \) directions by the number of grid points in one direction, \( npoints \). The integers \( i \) and \( j \) range from 1 to the value \( npoints \). For square geometry \( L_x = L_y \) and \( \Delta X = \Delta Y \). The deformations of the grid were introduced by displacing the grid points both systematically and randomly. The systematic deformation was introduced by adding shear strain \( \epsilon_{xy} = \epsilon_{yx} = 0.3 \) to the coordinates, and the random displacement was introduced by adding a random value \( \pm 0.16 \Delta Y \) and \( \pm 0.16 \Delta X \) to the coordinates, i.e. by displacing the coordinates with 16% of the segment length. These displacements were realized by calculating the coordinates using Eq. (8), where \( r_x(i, j) \) and \( r_y(i, j) \) are random numbers between 0 and 1.

\[
(x(i, j), y(i, j)) = -\frac{1}{2}(L_x, L_y) + i(\Delta X, 0) + j(0, \Delta Y) + (j \epsilon_{xy} \Delta Y, i \epsilon_{yx} \Delta X) + 0.16([r_x - 0.5] \Delta X, [r_x - 0.5] \Delta Y)
\]
Figure 3. When calculating the second order partial derivatives for points $\vec{p}_n$ located on the left or right side of a local maxima or minima, the gradients were calculated using Eq. 7 at the red filled circles instead $\vec{p}_w$ and $\vec{p}_e$. Similarly for the grid points located above or below of the maxima, the gradients were calculated at the green open circles instead of $\vec{p}_n$ and $\vec{p}_s$. At the local maxima, the gradient was calculated in both the red filled circles and the green unfilled circles.

To check that the numerical solution converges to the correct solution as the numerical grid is refined, we compared the numerical solution of the time-dependent diffusion equation, Eq. (9), to the analytical solution, Eq. (10).[10]

$$\frac{\partial u}{\partial t} = D \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right)$$  \hspace{1cm} (9)

Let us consider the initial condition where the concentration described by function $u$ is located at a singular point $(x_c, y_c)$ and elsewhere the concentration is zero. In detail, when time $t = 0$ the concentration $u(x_c, y_c) = M$ and $u(x, y) = 0$ when $(x, y) \neq (x_c, y_c)$. The analytical solution to Eq. (9) for this condition in the infinite plane $\mathbb{R}^2$ is described by Eq. (10). Values $D = 1$ and $M = 0.1$ were chosen for the calculations.

$$u(x, y, t) = \frac{M}{4\pi t D} \exp \left( -\frac{(x - x_c)^2 + (y - y_c)^2}{4Dt} \right)$$  \hspace{1cm} (10)

In the numerical simulations, the partial differentials $\frac{\partial^2 u}{\partial x^2}$ and $\frac{\partial^2 u}{\partial y^2}$ in Eq. (9) were evaluated as described in the section 2.1. Their sum yields the value for the time derivative $\frac{\partial u}{\partial t}$ at each grid point. The value of $u$ after a time step $\Delta t$ was then calculated using the simple forward Euler approximation, Eq. (11), which turned out to be sufficient in the studied case.

$$u(x, y, t + \Delta t) = u(x, y, t) + \frac{\partial u}{\partial t} \Delta t$$  \hspace{1cm} (11)

For the purpose of checking the capability of the presented method to produce the correct solution in deformed grids when an initial condition was chosen, we applied the solution given
by Eq. (10), using the time $t = 4.0$ to define the initial simulation condition. This means that at the beginning of the simulation the singular concentration has diffused for the time period of 4.0. The corresponding initial value for the function $u$ was calculated for every grid point using Eq. (10). The length dimensions in simulation domain in $x$- and $y$- directions were $L_x = L_y = 162$. The values of the field for the initial condition as well as for the duration of the simulation were such that the value of $u$ near the boundaries was negligible for all presented simulation cases, so that the numerical solution corresponds to the analytical solution for the infinite plane. The simulation domain was divided into $npoints - 1$ segments in both $x$ and $y$ dimensions, where the number of grid points in one dimension, $npoints$, was varied. For all simulation cases the time step size $\Delta t = 0.25$ was chosen. In principle any initial time could be chosen instead of the value 4.0. The accuracy of the solution however depends on the number of grid points used for dividing the simulation domain, and the numerical stability requires smaller time step size for larger number of grid points (smaller length segment requires smaller step size for stability).

3. Results and Discussion
It was checked that the numerical solution converges to the result given by analytical solution when the numerical grid is refined. The comparison for the case where simulation time was 25.0 after the initial condition, using the 121 gridpoints in both spatial dimensions is shown in Fig. 4. The colors in Fig. 4 a) represent the values of the function $u$ between the gridpoints. The figure was created with Matlab surf routine. The black lines connect the simulation gridpoints. The contour plot of the same condition is shown in Fig. 4 b), where the contours obtained from the simulation results are plotted together with the contours of the analytical solution. It can be seen that the lines in the contour plots overlap almost everywhere, indicating that the numerical solution provides a good approximation for the simulated case for the deformed grid.

The line plot along the red horizontal line in Fig. 4 is shown in Figs. 5 and 6 for different simulation times, and compared to the analytical solution (markers). The simulation results where no correction procedure was applied are shown in Fig. 5, and the results where the correction procedure was applied are shown in Fig. 6. It can be seen that even when no correction was applied the simulation result converges to the analytical solution when the number of grid points is increased. However, there are severe oscillations affecting the accuracy of the results for sparse grids for the simulations where correction was not applied. As shown in Fig. 6, when the correction procedure was applied, the oscillations were removed and the simulation accuracy was improved. This can be seen to be beneficial especially for the sparse grids.
**Figure 4.** Simulation time 25.0, \( npoints = 121 \). a) The function values and the deformed 2-dimensional numerical grid. The color represents the function value between the gridpoints. b) Contour plot from the same result. The contours of the analytical solution (Eq. (10)) are plotted with same color in the figure together with the simulation result, overlapping almost everywhere. The line plot along the red line is shown in Figs. 5 d) and 6 d) (with blue line).
Figure 5. Comparison of numerical solutions (lines) to the analytical solution (points) for the uncorrected method (i.e. no correction at or near local maxima and minima), a) npoints = 41 b) npoints = 61 c) npoints = 81 d) npoints = 121.
Figure 6. Comparison of numerical solutions (lines) to the analytical solution (points) for the corrected method (i.e. correction procedure was applied at and near local maxima and minima), a) $n_{points} = 41$ b) $n_{points} = 61$ c) $n_{points} = 81$ d) $n_{points} = 121$. 
4. Conclusions

As shown in the Results and Discussion section 3, using the procedure described in the Theory section 2.1, it is possible to calculate the first and second order partial derivatives of the function for deformed numerical grids. Although the basic method without a correction already converges to the analytical solution when the numerical grid is refined, it was found that for sparse grids, there were oscillations in the solution near local maxima for a second order PDE (time dependent diffusion equation was used as an example case). These oscillations could be removed by introducing a correction procedure. The correction, which was introduced for second order derivatives for the grid points located next to the maxima/minima, removes the oscillations and improves the accuracy of the solution for sparse grids. The presented method provides a way to incorporate the mathematical description of the physical phenomena to numerical microstructure models via the solution of partial differential equations. The significance of the presented method for future work is that the method enables relatively easy implementation and the development of physics based material microstructure models where the numerical simulation grid points can be displaced from their initial regular positions.
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