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Abstract. In numerical existence proofs for solutions of the semi-linear elliptic system, evaluating the norm of the inverse of a perturbed Laplace operator plays an important role. We reveal an eigenvalue problem to design a method for verifying the invertibility of the operator and evaluating the norm of its inverse based on Liu’s method and the Temple-Lehman-Goerisch method. We apply the inverse-norm’s estimation to the Dirichlet boundary value problem of the Lotka-Volterra system with diffusion terms and confirm the efficacy of our method.

1 Introduction

Numerical existence proofs for solutions of differential equations have been developed in recent decades and applied to various problems for which purely analytical methods have failed (see, for example, \cite{9} and the references therein). Our objective is the boundary value problem of the system of elliptic differential equations

\begin{equation}
\begin{aligned}
-\Delta u_i &= f_i(u_1, u_2, \ldots, u_m) \quad \text{in } \Omega, \\
-\Delta u_m &= f_m(u_1, u_2, \ldots, u_m) \quad \text{in } \Omega, \\
0 &= u_1 = u_2 = \cdots = u_m \quad \text{on } \partial\Omega,
\end{aligned}
\end{equation}

where $\Omega \subset \mathbb{R}^n$ ($n = 1, 2, 3$) is a bounded domain with a Lipschitz boundary, and $f_i : (H^1_0(\Omega))^m \rightarrow L^2(\Omega)$ ($i = 1, 2, \cdots, m$) are given operators. Here, for $H^1(\Omega)$ denoting the first order real $L^2$-Sobolev space, we define $H^1_0(\Omega) := \{u \in H^1(\Omega) : u = 0 \text{ on } \partial\Omega\}$ with inner product $(\cdot, \cdot)_{H^1_0} := (\nabla \cdot, \nabla \cdot)_{L^2}$. For two Banach spaces $X$ and $Y$, $B(X, Y)$ stands for the space of bounded linear operators from $X$ to $Y$ defined over the whole of $X$ with the norm $\|T\|_{B(X,Y)} := \sup\{\|Tu\|_Y / \|u\|_X : u \in X \setminus \{0\}\}$. We simply write $B(X) = B(X, X)$. The expression “$T : D \subset X \rightarrow Y$” is equivalent to “an operator $T$ from $X$ to $Y$ is defined on $D \subset X$”. The domain of $T$ is denoted by $D(T)$. When $D(T) = X$, we simply write $T : X \rightarrow Y$.

To write $[1]$ as an operator equation, we prepare required notation. Let $X := (L^2(\Omega))^m$ and $V := (H^1_0(\Omega))^m$ be the Hilbert spaces with the inner products $(\cdot, \cdot)_X := \sum_{i=1}^m (\cdot, \cdot)_{L^2}$ and $(\cdot, \cdot)_V := \sum_{i=1}^m (\cdot, \cdot)_{H^1_0}$, respectively. We denote the topological dual of $V$ by $V^*$ with the duality product $(\cdot, \cdot)$ for the pair $\{V, V^*\}$. We define $A : V \rightarrow V^*$ by $(Au, v) := (u, v)_V$ for all $u, v \in V$ and the densely-defined closed operator $A : D(A) \subset X \rightarrow X$ by $Au = Au$, $u \in D(A) := \{u \in H^1_0(\Omega) : Au \in X\}$. The operator $A$ is a positive self-adjoint operator with the compact inverse $A^{-1} : X \rightarrow X$. Then, $[1]$ is characterized as the operator equation

\begin{equation}
Au = f(u),
\end{equation}
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where $f(u) = (f_1(u), \cdots, f_m(u))^T$, $u \in V$ assumed to be Fréchet differentiable. In numerical existence proofs for (2), the following linear operators are considered:

$$
\mathcal{L} = A - Q : V \to V^*,
$$

$$
L = A - Q : \mathcal{D}(A) \subset X \to X,
$$

where $Q \in \mathcal{B}(V, X)$. Choosing $Q$ as $f'(\hat{u}) : V \to X$, the Fréchet derivative of $f$ at an approximate solution $\hat{u} \in V$ of (2), is often useful in existing methods. To ensure the existence of a solution of (2) and obtain an explicit enclosure of the solution numerically, it is important to confirm the invertibility of $L$ (or $L$) and estimate an upper bound of the inverse norm $\|L^{-1}\|$ (or $\|L^{-1}\|$) $\{8,12,15,17,18,20-23\}$. The existing methods are categorized as follows:

**Category 1**: Methods that solve a system of linear elliptic differential equations

- $\|L^{-1}\|_{\mathcal{B}(V^*,V)}$: $\{8,11,12,9, \text{Part I}, 20\}$
- $\|L^{-1}\|_{\mathcal{B}(X,V)}$: $\{22,23,9, \text{Part I}, 20\}$

**Category 2**: Methods that consider infinite-dimensional eigenvalue problems

- $\|L^{-1}\|_{\mathcal{B}(V^*,V)}$: $\{15,21,9, \text{Part II}\}$
- $\|L^{-1}\|_{\mathcal{B}(X,V)}$: None so far (the objective of this paper)

Methods in Category 1 estimate the desired norms $\|L^{-1}\|$ and $\|L^{-1}\|$ by solving the linear problems

$$
\text{Find } \phi \in V \text{ s.t. } \mathcal{L}\phi = g \in V^*
$$

and

$$
\text{Find } \phi \in \mathcal{D}(A) \text{ s.t. } L\phi = g \in X,
$$

respectively. The third author of this paper has previously proposed a method in Category 1 in a general Banach space setting [12]. Although this method would give a rough estimation of the inverse norm, it is widely applicable to both integral equations and differential equations. Subsequently, several works $\{8,9,11,20,22,23\}$ further developed the methods in Category 1 and applied them to several problems. In particular, Nakao, Hashimoto, and Watanabe [8] proposed an effective evaluation method for the inverse norm based on constructive a priori error estimates on Hilbert spaces. Although the methods $\{8,9,11,22,23\}$ requires a technical norm evaluation of $\phi$, which has been essential so far, the resent study [20] designed a Block-Gaussian-elimination based method that requires no such technical evaluation but directly expresses $\phi$.

Methods in Category 2, different approaches from Category 1, consider the eigenvalue problem corresponding to the focused operator $L$ or $\mathcal{L}$, trying to estimate its eigenvalues directly. When $\mathcal{L}$ is self-adjoint, these methods consider the infinite-dimensional eigenvalue problem

$$
\text{Find } (\lambda, \phi) \in \mathbb{R} \times V \text{ s.t. } \mathcal{L}\phi = \lambda A\phi
$$

(3)

and use the equality $\|\mathcal{L}^{-1}\| = |\lambda_1|^{-1}$, where $\lambda_1$ is the eigenvalue, the absolute value of which is minimal in the spectrum. Plum [15] proposed the first method in Category 2 to estimate $\|\mathcal{L}^{-1}\|$ that is applicable to both bounded and unbounded domains $\Omega$. Plum estimated a rough lower bound for $|\lambda_1|$ using a homotopy based method (see, [13] and [9, Part II]) and refined its accuracy using the Temple-Lehman-Goerisch method (see [2,4,15]). Subsequently, Liu and the third author of this paper proposed an a priori error estimation method for evaluating the eigenvalues of the weak Laplacian $A$ [6]. By applying this method to (3), $\|\mathcal{L}^{-1}\|$ was successfully evaluated in [21]. The eigenvalue evaluation method in [6] was further extended to a more general
setting by Liu [5], which will play an important role in the objective of this paper. The accuracy of the eigenvalues can be further improved using the Temple-Lehman-Goerisch method (again, see [2,4,15]). Therefore, if more accuracy is required, we can implement a refinement step. This is a remarkable advantage of eigenvalue based methods, whereas comparing Category 1 and 2 in a general level is difficult because they have different strengths and weaknesses.

Despite the methods in Category 2 have been applied to \( \|L^{-1}\| \) and helped to solve various problems, they have not succeeded in a direct evaluation of \( \|L^{-1}\| \). One alternative way is to use the bound \( C_p \) for the embedding \( L^2(\Omega) \hookrightarrow H^{-1}(\Omega) \) (called the Poincaré constant) that satisfies \( \|\phi\|_{H^{-1}} \leq C_p \|\phi\|_{L^2}, \, \phi \in L^2(\Omega) \) and rely on the inequality \( \|L^{-1}\| \leq C_p \|L^{-1}\| \). However, this may lead to overestimation. Therefore, researchers have desired to solve the following questions:

I. Does the eigenvalue problem corresponding to \( \|L^{-1}\|_{\mathcal{B}(X, V)} \) exist?

II. If so, can we solve it?

The purpose of this paper is to answer these question. We reveal the eigenvalue problem corresponding to the inverse norm \( \|L^{-1}\| \). Then, using Liu’s evaluation method [5], we solve the problem to verify the invertibility of \( L \) and estimate \( \|L^{-1}\| \) explicitly. The accuracy of the estimated eigenvalues is improved using the Temple-Lehman-Goerisch method [2,4].

The remainder of this paper is organized as follows. In Section 2 we reveal the eigenvalue problem corresponding to the operator norm \( \|L^{-1}\| \). In Section 3, lower bounds for the eigenvalues of the problem are estimated using Liu’s method [5]. In Section 4, we present a numerical example where our method is applied to the Lotka-Volterra system with diffusion terms.

2 Eigenvalue problem corresponding to \( \|L^{-1}\|_{\mathcal{B}(X, V)} \)

This section reveals an eigenvalue problem corresponding to the operator norm \( \|L^{-1}\|_{\mathcal{B}(X, V)} \). We assume \( Q \in \mathcal{B}(X) \) and denote its dual operator by \( Q^* \in \mathcal{B}(X) \). In our method, the operators \( A^{-\frac{1}{2}} : X \to X \) and \( A^{\frac{1}{2}} : \mathcal{D}(A^{\frac{1}{2}}) \subset X \to X \) play an important role. They are defined by the spectral decomposition

\[
A^{-\frac{1}{2}} := \sum_{i=1}^{\infty} \mu_i^{-\frac{1}{2}} (u, \psi_i)_X \psi_i \quad \text{and} \quad A^{\frac{1}{2}} := (A^{-\frac{1}{2}})^{-1},
\]

where \( \{\psi_i\}_{i \in \mathbb{N}} \) is the set of eigenfunctions of \( A \) completely orthonormalized in \( X \), and \( \mu_i \) stands for the eigenvalue corresponding to \( \psi_i \). Note that the definition of \( A^{-\frac{1}{2}} \) is consistent with that given by the Dunford integral [24, Remark 2.7]. The followings properties of \( A^{\frac{1}{2}} \) are known [24]:

- \( \mathcal{D}(A^{\frac{1}{2}}) = V \);
- \( A^{\frac{1}{2}} \) is positive and self-adjoint;
- \( A^{\frac{1}{2}} \) has a compact inverse \( A^{-\frac{1}{2}} : X \to X \);
- \( (A^{\frac{1}{2}} u, A^{\frac{1}{2}} v)_X = (u, v)_V, \, u, v \in V \);
- \( (A^{-\frac{1}{2}} u, A^{-\frac{1}{2}} v)_V = (u, v)_X, \, u, v \in X \).

We define the densely-defined closed linear operator \( T : V \subset X \to X \) by

\[
T := A^{\frac{1}{2}} - A^{-\frac{1}{2}} Q^*,
\]
obtaining the relation \((Tu, Tv)_X = (u, v)_V - ((Q + Q^*)u, v)_X + (A^{-1}Q^*u, Q^*v)_X\). The following eigenvalue problem corresponds to the desired norm \(\|L^{-1}\|_{\mathcal{B}(X, V)}\) (this is proved in Theorem 2.1 below):

Find \((u, \lambda') \in V \times [0, \infty)\) s.t. \((Tu, Tv)_X = \lambda'(u, v)_X\) for all \(v \in V\). \((4)\)

**Theorem 2.1.** Let \(\lambda'_{\text{min}} \geq 0\) be the minimal eigenvalue of \((4)\). If \(\lambda'_{\text{min}} > 0\), then \(L\) is bijective and

\[
\|L^{-1}\|_{\mathcal{B}(X, V)} = \frac{1}{\sqrt{\lambda'_{\text{min}}}}.
\]

**Proof.** We consider the minimal positive constant \(K_T\) that satisfies

\[
\|\phi\|_X \leq K_T\|T\phi\|_X, \ \phi \in V.
\]

A variational method ensures that

\[
\frac{1}{K_T^2} = \inf_{\phi \in V \setminus \{0\}} \frac{\|T\phi\|_X^2}{\|\phi\|_X^2} = \inf_{\phi \in V \setminus \{0\}} \frac{(T\phi, T\phi)_X}{(\phi, \phi)_X} = \lambda'_{\text{min}}.
\]

Therefore, when \(\lambda'_{\text{min}} > 0\), we have

\[
K_T = \frac{1}{\sqrt{\lambda'_{\text{min}}}} (< \infty).
\]

This ensures that \(T\) is injective because

\[
T\phi = 0 \iff \|T\phi\|_X = 0 \implies \|\phi\|_X = 0 \iff \phi = 0.
\]

Thus, we have \(\text{Null}(T) := \{u \in \mathcal{D}(T) : Tu = 0\} = \{0\}\).

Because \(\|A^{1/2}u\|_X = \|u\|_V\) for all \(u \in V = \mathcal{D}(A^{1/2})\), we define an operator \(\tilde{A}^{1/2} \in \mathcal{B}(V, X)\) with the relation \(\tilde{A}^{1/2}u = A^{1/2}u\) for all \(u \in V\). We denote \(\tilde{T} := \tilde{A}^{1/2} - \tilde{A}^{-1/2}Q^*|_V \in \mathcal{B}(V, X)\), where \(|_V\) stands for the restriction of the domain. Because \(Tu = \tilde{T}u\) for all \(u \in V = \mathcal{D}(T)\), we have \(\text{Null}(T) = \text{Null}(\tilde{T})\) and \(\mathcal{R}(T) = \mathcal{R}(\tilde{T})\), where \(\mathcal{R}(T)\) stands for the range of \(T\). Because \(\tilde{T}\) is injective and \(\tilde{A}^{-1/2}\) is bijective, \(\tilde{A}^{-1/2}\tilde{T}\) is injective. Also, \(\tilde{A}^{-1/2}A^{-1/2}Q^*|_V \in \mathcal{B}(V)\) is compact because \(A^{-1/2} \in \mathcal{B}(X)\) is compact, and \(\tilde{A}^{-1/2} \in \mathcal{B}(X, V)\) and \(Q^*|_V \in \mathcal{B}(V, X)\) are bounded. We can express \(\tilde{A}^{-1/2}\tilde{T}\) as

\[
\tilde{A}^{-1/2}\tilde{T} = I - \tilde{A}^{-1/2}A^{-1/2}Q^*|_V \in \mathcal{B}(V).
\]

Therefore, the Riesz-Schauder theorem ensures that \(\tilde{A}^{-1/2}\tilde{T}\) is bijective and so is \(\tilde{T}\) because of the bijectivity of \(\tilde{A}^{-1/2}\). As a result, we ensure that \(\mathcal{R}(T) = \mathcal{R}(\tilde{T}) = X\) and \(T\) is bijective. Thus, \(T\) has a bounded inverse, that is, \(\mathcal{D}(T^{-1}) = X\) and \(T^{-1} \in \mathcal{B}(X)\).

Since \(T\) is bijective, its adjoint operator \(T^* = A^{1/2} - QA^{-1/2}\) is also bijective. Because we have

\[
T^*u = (A^{1/2} - QA^{-1/2})u = LA^{-1/2}u, \ \ u \in V,
\]

\(L\) is expressed as

\[
Lu = T^*A^{1/2}u, \ \ u \in \mathcal{D}(A).
\]
Therefore, the bijectivity of $A^\frac{1}{2}$ and $T^*$ ensures that of $L$. The norm of $L^{-1}$ is evaluated as
\[
\|L^{-1}\|_{B(X,V)} = \sup_{\psi \in X \setminus \{0\}} \frac{\|L^{-1}\psi\|_V}{\|\psi\|_X} = \sup_{\psi \in X \setminus \{0\}} \frac{\|A^\frac{1}{2}L^{-1}\psi\|_X}{\|\psi\|_X} = \sup_{\psi \in D(A) \setminus \{0\}} \frac{\|A^\frac{1}{2}\psi\|_X}{\|L\psi\|_X}
\]
\[
= \sup_{\psi \in V \setminus \{0\}} \frac{\|\psi\|_X}{\|LA^{-\frac{1}{2}}\psi\|_X} = \sup_{\psi \in V \setminus \{0\}} \frac{\|\psi\|_X}{\|T\psi\|_X} = \sup_{\psi \in X \setminus \{0\}} \frac{\|(T^*)^{-1}\psi\|_X}{\|\psi\|_X} = \|(T^*)^{-1}\|_{B(X)}.
\]
Because both $T^{-1}$ and $(T^*)^{-1}$ are bounded linear operators on $X$, we have $(T^*)^{-1} = (T^{-1})^*$ and $\|(T^{-1})^*\|_{B(X)} = \|T^{-1}\|_{B(X)}$. Therefore,
\[
\|L^{-1}\|_{B(X,V)} = \|(T^*)^{-1}\|_{B(X)} = \|T^{-1}\|_{B(X)} = \sup_{\psi \in X \setminus \{0\}} \frac{\|T^{-1}\psi\|_X}{\|\psi\|_X} = \sup_{\phi \in V \setminus \{0\}} \frac{\|\phi\|_X}{\|T\phi\|_X} = K_T.
\]

\[\square\]

**Remark 2.2.** An alternative problem for (4) corresponding to $\|L^{-1}\|$ is

Find $(u, \lambda') \in V \times [0, \infty)$ s.t. $(T^*u, T^*v)_X = \lambda'(u, v)_X$ for all $v \in V$, \hspace{1cm} (7)

where $(T^*u, T^*v)_V = (u, v)_V - (A^\frac{1}{2}u, QA^{-\frac{1}{2}}v)_X - (QA^{-\frac{1}{2}}u, A^\frac{1}{2}v)_X + (QA^{-\frac{1}{2}}u, QA^{-\frac{1}{2}}v)_X$. If the minimal eigenvalue $\lambda'_{\text{min}}$ of (7) is positive, we have $\|L^{-1}\| = 1/\sqrt{\lambda'_{\text{min}}}$ (see Theorem A.1). However, it is problematic to compute the terms associated with $A^\frac{1}{2}$ or $A^{-\frac{1}{2}}$ directly. Another alternative problem equivalent to (7) is

Find $(u, \lambda') \in D(A) \times [0, \infty)$ s.t. $(Lu, Lv)_X = \lambda'(u, v)_V$ for all $v \in D(A)$. \hspace{1cm} (8)

We obtain this problem by applying the replacements $u' = A^{-\frac{1}{2}}u$ and $v' = A^{-\frac{1}{2}}v$ to (7), eliminating the terms including $A^\frac{1}{2}$ or $A^{-\frac{1}{2}}$. Problem (8) includes the term $(Au, Av)_X$ and requires higher-order approximations to estimate the desired eigenvalue. We can avoid such problematic calculations by considering (4).

### 3 Lower bound of minimal eigenvalue

In this section, we estimate a lower bound for the minimal eigenvalue $\lambda'_{\text{min}}$ of (4) using Liu’s method [5]. For this purpose, we introduce an infinite-dimensional eigenvalue problem as follows. Let $R_h : V \rightarrow V_h$ be the Ritz projection defined by

\[
((I - R_h)u, v_h)_V = 0, \ u \in V, \ v_h \in V_h,
\]

where $V_h \subset V$ is a finite-dimensional subspace spanned by the bases $\{\phi_1, \phi_2, \cdots, \phi_N\}$. Replacing the term $(A^{-1}Q^*u, Q^*v)_X$ in (4) to $(R_hA^{-1}Q^*u, Q^*v)_X$, we obtain the eigenvalue problem

Find $(u, \lambda) \in V \times \mathbb{R}$ s.t. $(u, v)_V - ((Q + Q^*)u, v)_X + (R_hA^{-1}Q^*u, Q^*v)_X = \lambda(u, v)_X, \ v \in V$. \hspace{1cm} (10)

All the eigenvalues of (10) are real. This is confirmed by the following consideration. Let $P_h : X \rightarrow V_h$ be the orthogonal projection defined by $((I - P_h)u, v_h)_X = 0, \ u \in X, \ v_h \in V_h$. We define $A_h : V_h \rightarrow V_h$ by $(A_hu_h, v_h)_X = (u_h, v_h)_V, \ u_h, v_h \in V_h$. Because $R_hA^{-1} = A_h^{-1}P_h$ (see [1] (1.24)), we have

\[
(R_hA^{-1}Q^*u, Q^*v)_X = (A_h^{-1}P_hQ^*u, Q^*v)_X.
\]
Proof. For any inequality
\[ \lambda_{\text{min}} \leq \lambda'_{\text{min}}. \]

\[ \text{Lemma 3.1. The minimal eigenvalues } \lambda'_{\text{min}} \text{ and } \lambda_{\text{min}} \text{ respectively of (4) and (10) satisfy the inequality } \lambda_{\text{min}} \leq \lambda'_{\text{min}}. \]

\[ \text{Proof. } \lambda_{\text{min}} \leq \lambda'_{\text{min}}. \]

\[ \text{For any } u \in \mathbb{R}, \text{ we have} \]
\[ (A^{-1}u, u) = (R_hA^{-1}u) + ((I - R_h)A^{-1}u, (I - R_h)A^{-1}u) \geq (R_hA^{-1}u, u). \]

Therefore, for the eigenfunction \( \psi' \) in \( V \) corresponding to \( \lambda'_{\text{min}} \),
\[ \lambda'_{\text{min}} = \inf_{\psi \in V \setminus \{0\}} \frac{(\psi', \psi') - ((Q + Q^*)\psi', \psi')}{(\psi', \psi')} = \lambda_{\text{min}}. \]

\[ \text{Lemma 3.1 allows us to use } \lambda_{\text{min}} \text{ as a lower bound for } \lambda'_{\text{min}}. \]

To estimate \( \lambda_{\text{min}} \) explicitly, we discretize (10), obtaining the following problem
\[ \text{Find } (u_h, \lambda_h) \in V_h \times \mathbb{R} \text{ s.t. } (u_h, v_h) = ((Q + Q^*)u_h, v_h) + (R_hA^{-1}Q^*u_h, v_h) = \lambda_h(u_h, v_h), \quad v_h \in V_h. \] (11)

This is equivalent to the matrix eigenvalue problem
\[ \text{Find } (x, \lambda_h)^T \in \mathbb{R}^N \times \mathbb{R} \text{ s.t. } (D - (Q + Q^T) + QD^{-1}Q^T)x = \lambda_hLx, \] (12)

where \( D, L, Q \in \mathbb{R}^{N \times N} \) are real matrices respectively defined by
\[ D_{ij} := (\phi_j, \phi_i), \quad L_{ij} := (\phi_j, \phi_i)_X, \quad Q_{ij} := (Q\phi_j, \phi_i)_X, \]
and \( Q^T \) denotes the transposed matrix of \( Q \).

By applying Liu’s method \[ 5 \] to (10) and (12), we estimate eigenvalues \( \lambda \) of (10) in the following theorem. Hereafter, \( C_p \) denotes the Poincaré constant that satisfies \( \|u\|_X \leq C_p\|u\|_V \) for all \( u \in V \). A positive number \( \sigma \) is chosen to satisfy \( \sigma > \|Q + Q^*\|_B(X) \).

\[ \text{Theorem 3.2. Let } \lambda^{(i)} \text{ and } \lambda^{(i)}_h \text{ (} i = 1, 2, \ldots \text{) be the } i \text{th eigenvalues of (10) and (12), respectively. Suppose that there exists a positive constant } C_h \text{ that satisfies} \]
\[ \| (I - R_h)u \|_X \leq C_h\| (I - R_h)u \|_V \]

for all \( u \in V \). Let us define \( C_{M_{\sigma}} \) as
\[ C_{M_{\sigma}} := C_h \left( 1 + \frac{\|\sigma - (Q + Q^*)\|_B(X) + C_p^2\|Q\|^2_B(X)}{\lambda^{(i)}_h + \sigma} \right). \] (13)

Then, we have
\[ \frac{\lambda^{(i)}_h + \sigma}{1 + C_{M_{\sigma}}^2(\lambda^{(i)}_h + \sigma)} - \sigma \leq \lambda^{(i)} \leq \lambda^{(i)}_h. \] (14)
Remark 3.3. Although Theorem 3.2 gives a rough lower bound, particularly when $\sigma$ is large, the lower bound approaches $\lambda^{(i)}$ as $C_h \downarrow 0$. If the lower bound in (14) for $i = 1$ is positive, Lemma 3.1 guarantees $\lambda_{\min}^i > 0$ and thus $L$ is nonsingular, the norm of which is evaluated as

$$\|L^{-1}\|_{B(X,V)} \leq \left( \frac{\lambda^{(1)}_h + \sigma}{1 + C_{M^2}^2 \lambda^{(1)}_h + \sigma} \right)^{-\frac{1}{2}}.$$  

When the positivity of $\lambda_{\min}^i$ is not confirmed via Theorem 3.2 or more accuracy is required, we try to improve the accuracy using the Temple-Lehman-Goerisch method [2].

3.1 Proof of Theorem 3.2. Step 1 — Applying Liu’s theorem to (10)

Because the right-hand side inequality in (14) immediately follows from the Rayleigh-Ritz bound, we prove the left-hand side inequality. Liu’s theorem [5, Theorem 2.1] requires the positive definiteness of the bilinear form in the left-hand side of (10). Therefore, we add a perturbation so that the minimal eigenvalue of (10) becomes positive. More precisely, we add $\sigma(u,v)_X$ to both sides, and rewrite the problem as

$$\text{Find } (u, \mu_\sigma)^T \in V \times \mathbb{R} \text{ s.t. } (u, v)_{M_\sigma} = \mu_\sigma (u,v)_X, \quad v \in V,$$

where $\mu_\sigma = \lambda + \sigma$ and $(u,v)_{M_\sigma}$ is the bilinear form defined by

$$(u,v)_{M_\sigma} := (u,v)_V - ((Q + Q^*)u,v)_X + (R_h A^{-1} Q^* u, Q^* v)_X + \sigma (u,v)_X.$$  

We then show that $(\cdot, \cdot)_{M_\sigma}$ is an inner product of $V$ to use [5 Theorem 2.1]. Because $R_h A^{-1} = A_h^{-1} P_h$, we have

$$(R_h A^{-1} Q^* u, Q^* v)_X = (A_h^{-1} P_h Q^* u, Q^* v)_X = (Q P_h A_h^{-1} P_h Q^* u, u)_X = \|A_h^{-\frac{1}{2}} P_h Q^* u\|_X^2, \quad u \in V.$$  

(17)

This ensures that the third term of $(u,v)_{M_\sigma}$ in (16) is nonnegative and symmetric with respect to $u,v \in V$. Moreover, the inequality $\sigma > \|Q + Q^*\|_{B(X,X)}$ leads to

$$(\sigma u, u)_X - ((Q + Q^*)u,u)_X \geq (\sigma - \|Q + Q^*\|_{B(X,X)}) \|u\|_X^2 > 0.$$  

(18)

Consequently, we confirm that

$$(u,u)_{M_\sigma} > 0, \quad u \in V \setminus \{0\} \quad \text{and} \quad (u,v)_{M_\sigma} = (v,u)_{M_\sigma}, \quad u,v \in V,$$

that is, the bilinear form $(\cdot,\cdot)_{M_\sigma}$ is an inner product, and therefore we can use $\|u\|_{M_\sigma} := \sqrt{(u,u)_{M_\sigma}}, \quad u \in V$ as a norm for $V$.

Let us define another orthogonal projection $R_{M_\sigma} : V \rightarrow V_h$ with respect to $(\cdot,\cdot)_{M_\sigma}$ by

$$(I - R_{M_\sigma}) u, v_h)_{M_\sigma} = 0, \quad v_h \in V_h.$$  

By applying [5] Theorem 2.1 to (15), we confirm inequality (14) for a positive number $C_{M_\sigma}$ that satisfies

$$\|(I - R_{M_\sigma}) u\|_X \leq C_{M_\sigma} \|(I - R_{M_\sigma}) u\|_{M_\sigma}, \quad u \in V.$$  

(19)
3.2 Proof of Theorem 3.2, Step 2 — Calculation of $C_{M_\sigma}$

To complete the proof, we confirm that $C_{M_\sigma}$ defined by (13) satisfies (19). In the following proof is inspired by the approach provided in [7, Theorem 5]. Let us define $B : X \to X$ by

$$B := \sigma I - (Q + Q^*) + Q^* R_h A^{-1} Q.$$ 

Because (17) and (18) ensures $(Bu, u)_X > 0$, $u \in V$, we have

$$\|u\|_V^2 = (u, u)_V \leq (u, u)_V + (Bu, u)_X = \|u\|_{M_\sigma}^2, \forall u \in V.$$ 

Moreover, for any $u \in V$,

$$\|(I - R_{M_\sigma}) u\|_X \leq \|(I - R_h) u\|_X + \|(R_h - R_{M_\sigma}) u\|_X \leq C_h \|(I - R_h) u\|_V + \|R_{M_\sigma} (I - R_h) u\|_X. \quad (20)$$

We set $e := (I - R_h) u$. For any $v_h \in V_h$,

$$(R_{M_\sigma} e, v_h)_{M_\sigma} = (e, v_h)_{M_\sigma} = (e, v_h)_V + (Be, v_h)_X = ((I - R_h) u, v_h)_V + (Be, v_h)_X = (Be, v_h)_X = (P_h Be, v_h)_X = (P_h \psi, v_h)_X,$$

where $\psi := Be$. Let $G := D + \sigma L - (Q + Q^T) + QD^{-1}Q^T \in \mathbb{R}^{N \times N}$. This implies that

$$Ge = L\psi,$$

where $e$ and $\psi$ are coefficient vectors of $R_{M_\sigma} e$ and $P_h \psi$, respectively. We denote the Euclidean norm and its matrix norm by $\| \cdot \|_E$. Since $L$ is a symmetric positive-definite matrix, it can be decomposed to $L = L^{\frac{1}{2}} L^{\frac{1}{2}}$, where $^T$ indicates transposition, and $\frac{1}{2} = (\frac{1}{2})^T$. Therefore, we have

$$\|R_{M_\sigma} (I - R_h) u\|_X = \|R_{M_\sigma} e\|_X = \|L^{\frac{1}{2}} e\|_E = \|L^{\frac{1}{2}} G^{-1} L^T L^{\frac{1}{2}} \psi\|_E \leq \|L^{\frac{1}{2}} G^{-1} L^{\frac{1}{2}}\|_E \|L^{\frac{1}{2}} \psi\|_E = \|L^{\frac{1}{2}} G^{-1} L^{\frac{1}{2}}\|_E \|P_h \psi\|_X \leq \|L^{\frac{1}{2}} G^{-1} L^{\frac{1}{2}}\|_E \|B e\|_X. \quad (21)$$

Because $(\cdot, \cdot)_{M_\sigma}$ is an inner product, $G$ is a symmetric positive-definite matrix. Hence,

$$\|L^{\frac{1}{2}} G^{-1} L^T\|_E = \frac{1}{\lambda_h^{(1)} + \sigma}.$$ 

We obtain the following estimation

$$\|B\|_{B(X)} = \sup_{u \in X} \frac{\|(\sigma - (Q + Q^*) + QP_h A_h^{-1} P_h Q^*) u\|_X}{\|u\|_X} \leq \|\sigma - (Q + Q^*)\|_{B(X)} + \|Q\|_{B(X)} \sup_{u \in X} \frac{\|P_h A_h^{-1} P_h Q^* u\|_X}{\|u\|_X}.$$ 

The second term is further evaluated as

$$\sup_{u \in X} \frac{\|P_h A_h^{-1} P_h Q^* u\|_X}{\|u\|_X} \leq \sup_{u \in X} \frac{\|A_h^{-1} P_h Q^* u\|_X}{\|u\|_X} \leq C_p \sup_{u \in X} \frac{\|A_h^{-1} P_h Q^* u\|_V}{\|u\|_X} = C_p \sup_{u \in X} \frac{\|R_h A_h^{-1} Q^* u\|_V}{\|u\|_X}.$$ 


by \{\varphi_i\}_{i=0}^N \} from a Legendre polynomial basis. We define the set correctness of all the results were guaranteed. We constructed approximate solutions for (22) estimated using the toolboxes kv Library [3] and VCP Library [19]. Therefore, the mathematical RAM, and CentOS 8 using C++11 with GCC version 8.3.1. All rounding errors were strictly implemented on a computer with 2.90 GHz Intel Xeon Platinum 8380H CPU \times 4, 3 TB RAM, and CentOS 8 using C++11 with GCC version 8.3.1. All rounding errors were strictly estimated using the toolboxes kv Library [3] and VCP Library [19]. Therefore, the mathematical correctness of all the results were guaranteed. We constructed approximate solutions for (22) from a Legendre polynomial basis. We define the set \{\varphi_1, \varphi_2, \cdots \varphi_N\} of Legendre polynomials by
\[\psi_i(x) := \frac{1}{i(i + 1)} x(1 - x) \frac{dP_i}{dx}(x) \text{ with } P_i = \frac{(-1)^i}{i!} \left(\frac{d}{dx}\right)^i x^i(1 - x)^i, \ i = 1, 2, \cdots,\]
and define the finite dimensional subspace \(V_h^N := (\text{span}(\varphi_1, \varphi_2, \cdots \varphi_N) \otimes \text{span}(\varphi_1, \varphi_2, \cdots \varphi_N))^2\), where \(\otimes\) stands for the tensor product. We computed approximate solutions \(\hat{u}, \hat{v} \in V_h^{40}\), obtaining the graphs in Figure [1].

\[
C_p \sup_{u \in X} \|A^{-1}Q^*u\|_V \leq C_p^2 \sup_{u \in X} \|Q^*u\|_X = C_p^2 \|Q^*\|_{B(X)}.
\]

It follows from the relation \(\|Q\|_{B(X)} = \|Q^*\|_{B(X)}\) that
\[
\|B\|_{B(X)} \leq \|\sigma - (Q + Q^*)\|_{B(X)} + C_p^2 \|Q\|^2_{B(X)}.
\]

From (21), we obtain
\[
\|R_{M_\sigma}(I - R_h)u\|_X \leq \|L^2 \sigma G^{-1} L^2\| \|B\|_X \leq \frac{\|\sigma - (Q + Q^*)\|_{B(X)} + C_p^2 \|Q\|^2_{B(X)}}{\lambda_h^{(1)} + \sigma} \|e\|_X \leq C \frac{\|\sigma - (Q + Q^*)\|_{B(X)} + C_p^2 \|Q\|^2_{B(X)}}{\lambda_h^{(1)} + \sigma} \|\sigma\|_{B(X)} \|Q\|^2 \|B\|^2 \|e\|_X \|I - R_h\|_V.
\]

As a result, it follows from (20) that
\[
\|(I - R_{M_\sigma})u\|_X \leq C \|(I - R_h)u\|_V + \|(I - R_{M_h})u\|_X \leq C \|(I - R_h)u\|_V + \|(I - R_{M_h})u\|_V \leq C \|(I - R_{M_h})u\|_{M_h} \]

Thus, we complete the proof of Theorem 3.2. \(\square\)

4 Numerical Example

In this section, we present an example where our method is applied to calculating the inverse norm \(\|L^{-1}\|_{\mathcal{L}(X,V)}\) derived from the boundary value problem of the Lotka-Volterra system with diffusion terms:

\[
\begin{cases}
-\Delta u = 6u - u^2 + 2uv & \text{in } \Omega, \\
-\Delta v = 4v + 4uv - v^2 & \text{in } \Omega, \\
u = v = 0 & \partial\Omega,
\end{cases}
\tag{22}
\]

on \(\Omega = (0,1)^2\). For this problem, we set \(V = (H^1_0(\Omega))^2\) and \(X = (L^2(\Omega))^2\). All computations were implemented on a computer with 2.90 GHz Intel Xeon Platinum 8380H CPU \times 4, 3 TB RAM, and CentOS 8 using C++11 with GCC version 8.3.1. All rounding errors were strictly estimated using the toolboxes kv Library [3] and VCP Library [19]. Therefore, the mathematical correctness of all the results were guaranteed. We constructed approximate solutions for (22) from a Legendre polynomial basis. We define the set \(\{\varphi_1, \varphi_2, \cdots \varphi_N\}\) of Legendre polynomials by

\[
\psi_i(x) := \frac{1}{i(i + 1)} x(1 - x) \frac{dP_i}{dx}(x) \text{ with } P_i = \frac{(-1)^i}{i!} \left(\frac{d}{dx}\right)^i x^i(1 - x)^i, \ i = 1, 2, \cdots,
\]

and define the finite dimensional subspace \(V_h^N := (\text{span}(\varphi_1, \varphi_2, \cdots \varphi_N) \otimes \text{span}(\varphi_1, \varphi_2, \cdots \varphi_N))^2\), where \(\otimes\) stands for the tensor product. We computed approximate solutions \(\hat{u}, \hat{v} \in V_h^{40}\), obtaining the graphs in Figure [1].
The linearized operator $L : \mathcal{D}(A) \subset X \to X$ corresponding to the Fréchet derivative of problem (22) at $\{\hat{u}, \hat{v}\}$ is

$$L = A - Q$$

where $Q : X \ni (u, v)^T \mapsto (6 - 2\hat{u} + 2\hat{v})u + 2\hat{v}u + (4\hat{u} - 2\hat{v})v)^T \in X$. Numerical existence proofs for (22) need an explicit estimation of the inverse norm $\|L^{-1}\|$. Whereas $L$ is non-self-adjoint, Theorems 2.1 and 3.2 remain applicable. We describe the procedure for obtaining an upper bound for the norm $\|L^{-1}\|$. First, applying Theorem 3.2 to problem (10), we look for some $j$ satisfying

$$\text{Upper bound of } \lambda^{(j-1)} < \text{Lower bound of } \lambda^{(j)},$$

and set $\nu$ to be the upper bound of $\lambda^{(j-1)}$ that is confirmed to be distinct from the smallest eigenvalue $\lambda^{(1)}$. Next, we obtain a refined lower bound $\lambda^{(1)}$ using the Temple-Lehman-Goerisch method with $\nu$. Note that the accuracy of the lower bound improved by the method depends on neither $i$ nor the accuracy of $\nu$ as long as (24) is satisfied (see [2, 15] for details about the Temple-Lehman-Goerisch method). Finally, we estimate an upper bound for $\|L^{-1}\|$ using Theorem 2.1.

Recall that the Poincaré constant $C_p$ required in Theorem 3.2 is calculated as $C_p = 1/(\sqrt{2\pi}) \approx 0.2251$ with estimating rounding errors strictly. The other constants with respect to $Q$ were estimated as follows:

$$\|Q\|_{B(X)} \leq 82.580303007092866, \quad \|Q + Q^*\|_{B(X)} \leq 155.29112928765162,$$

$$\|\sigma I - (Q + Q^*)\|_{B(X)} \leq 308.06051565984086,$$

where we set $\sigma$ to be the floating point number corresponding to $155.29112928765162 + 0.0001$. Each decimal number represents the nearest floating point number in the 64 bit double precision corresponding to the input. This calculation was carried out dependent not on $V_h$ as required in Theorem 3.2 but only on $\hat{u}$ and $\hat{v}$.

Table 1 shows numerical results for different dimensions of $V_h (= V_h^N)$, where the space $V_h$ required in Theorem 3.2 before using the Temple-Lehman-Goerisch method was chosen as $V_h^N$ constructed from the Legendre polynomials defined at the beginning of this section. $\lambda_h^{(1)}$ stands for the inclusion of the minimal eigenvalue of (12). For example, $1.233789_{456}$ denotes the interval $[1.23456, 1.23789]$. We obtained negative lower bounds for eigenvalues of (10) using Theorem 3.2 in all cases. Therefore, without the Temple-Lehman-Goerisch method, we failed in showing $\lambda'_{\min} > 0$ required by Theorem 2.1.
Table 1: Numerical results using Theorem 3.2 without the Temple-Lehman-Goerisch method.

| N  | $C_h$         | $C_{Me}$ | $\lambda_1^{(1)}$ | lower bound of $\lambda_1^{(1)}$ using (14) |
|----|---------------|----------|-------------------|---------------------------------------------|
| 60 | $7.88 \times 10^{-3}$ | 0.0399   | 5.8616931651409078 | $-26.963087160457065$                     |
| 80 | $5.99 \times 10^{-3}$ | 0.0303   | 5.8616935645738688 | $-14.900551378456357$                     |
| 100| $4.84 \times 10^{-3}$ | 0.0245   | 5.8616936483586893 | $-8.27258007491519$                      |

Table 1 shows the results from Theorem 3.2 together with the Temple-Lehman-Goerisch method. When $N \leq 60$, our method failed in finding a pair of eigenvalues satisfying (24) and also estimating $\|L^{-1}\|$. However, for $N = 80, 100$, our method succeeded in finding such pairs and obtained highly accurate lower bounds of $\lambda_1^{(1)}$ displayed in Table 1. This implies that the Temple-Lehman-Goerisch method has a significant influence on the accuracy of the inverse norm.

Table 2: Numerical results using Theorem 3.2 without Lehman-Goerisch’s method.

| N  | $j$ | $\nu (\geq \lambda^{(j-1)})$ | lower bound of $\lambda_1^{(1)}$ | $\|L^{-1}\|_{\mathcal{B}(X,V)} \leq$ |
|----|-----|-----------------------------|-------------------------------|----------------------------------|
| 60 | --  | --                          | --                            | --                               |
| 80 | 3   | 7.8241841395                | 5.8616914678651141            | 0.4131                           |
| 100| 3   | 7.8240844856                | 5.8616913204530476            | 0.4131                           |

5 Conclusion

We provided the answers to the following questions:

I. Does the eigenvalue problem corresponding to $\|L^{-1}\|_{\mathcal{B}(X,V)}$ exist?

II. If so, can we solve it?

Theorems 2.1 and A.1 answered to Question I, revealing the eigenvalue problem corresponding to $\|L^{-1}\|$. The fractional operator $A^2$ played an important role in these theorems. Using Liu’s theorem [5, Theorem 2.1], we proved Theorem 3.2 that gives a rough lower bound for the eigenvalues of the revealed problem. We applied our method to the Dirichlet boundary value problem of the Lotka-Volterra system with diffusion terms. We saw that the Temple-Lehman-Goerisch method has a significant influence on the accuracy of $\|L^{-1}\|$.

A Simple eigenvalue problem corresponding to $\|L^{-1}\|$.

Theorem A.1. Let $\lambda_{\min}'$ be the minimal eigenvalue of the problem (7). If $\lambda_{\min}' > 0$, then $L$ is bijective and

$$\|L^{-1}\|_{\mathcal{B}(X,V)} = \frac{1}{\sqrt{\lambda_{\min}'}}.$$
Proof. Consider the minimal positive constant $K$ that satisfies $\|\phi\|_X \leq K\|LA^{-\frac{1}{2}}\phi\|_X$, $\phi \in V$. The relationship between $K$ and $\lambda'_{\min}$ is

$$\frac{1}{K^2} = \inf_{\phi \in V\setminus\{0\}} \frac{\|LA^{-\frac{1}{2}}\phi\|_X^2}{\|\phi\|_X^2} = \inf_{\phi \in V\setminus\{0\}} \frac{(LA^{-\frac{1}{2}}\phi, LA^{-\frac{1}{2}}\phi)_X}{(\phi, \phi)_X} = \lambda'_{\min} (> 0).$$

Therefore, when $\lambda'_{\min} > 0$, we have $K = 1/\sqrt{\lambda'_{\min}} (< \infty)$, which ensures that $LA^{-\frac{1}{2}}$ is injective. As in the proof of Theorem 2.1, linear operators $LA^{-\frac{1}{2}}$ and $L$ are bijective. Thus, we have

$$\|L^{-1}\|_{B(X,V)} = \sup_{\phi \in X\setminus\{0\}} \frac{\|L^{-1}\phi\|_V}{\|\phi\|_X} = \sup_{\phi \in X\setminus\{0\}} \frac{\|A^{\frac{1}{2}}L^{-1}\phi\|_X}{\|\phi\|_X} = \sup_{\phi \in X\setminus\{0\}} \frac{\|(LA^{-\frac{1}{2}})^{-1}\phi\|_X}{\|\phi\|_X} = \inf_{\phi \in V\setminus\{0\}} \frac{\|LA^{-\frac{1}{2}}\phi\|_X}{\|\phi\|_X} = K.$$

\[\square\]
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