ABSTRACT Founded on bounded rationality and limited information, evolutionary game theory has been preliminarily applied in many fields, such as electricity market (EM). To address the complex behavioral decision-making issues in the more-common three-population multi-strategy evolutionary game (3PmSEG) scenarios in EM. This paper explores the long-term evolutionarily stable equilibrium (ESE) characteristics of general 3PmSEG systems with the aim of systematically investigating the evolution process of long-term on-grid bidding of a generation-side EM based on these features. First, the long-term ESE characteristics of general three-population two-strategy and three-strategy evolutionary games are thoroughly investigated. Complete relative net payoff (RNP) parameters are defined for these games. Then, the modeling idea of general 3PmSEGs is elaborated. Research shows that the game can be guided to evolve toward an expected long-term ESE point by properly adjusting its RNP parameters. To verify this, finally, the long-term on-grid bidding of power generation is investigated for a tripartite generation-side EM. The case study reveals that effective government supervision can effectively promote new energy accommodation of the market. Overall, the models developed in this paper are relatively universal and practical, which can provide some theoretical and methodological references for complex evolutionary game issues in related fields.

INDEX TERMS Evolutionary game theory, evolutionarily stable equilibrium, relative net payoff, long-term on-grid bidding, generation-side electricity market.

I. INTRODUCTION

When addressing complex multi-agent behavioral decision-making issues, game theory is gradually becoming a useful and powerful mathematical tool to overcome such obstacles [1], [2]. As an emerging branch of game theory, evolutionary game theory (EGT) [3] is founded based on assumptions of bounded rationality and limited information, and it can be used to well describe the evolution trends of population behavior through processes of dynamic interactive decision-making among individuals such as imitation and learning. Moreover, it can be used to accurately predict the population behavior of individuals. Thus, the EGT is more suitable for real game situations when compared with classical game theory. It has been rapidly applied in the fields of economy [4], [5] and management science [6], and also has been initially developed in engineering fields [7]–[10].

Currently, the application research of EGT in many fields is more biased toward the research of two-population two-strategy behavioral decision-making problems. For example, Sun et al. [11] use EGT to investigate the green investment in a two-echelon supply chain involving a population of
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manufacturers and a population of suppliers. Obviously, this is a typical two-population two-strategy asymmetric evolutionary game (2P2S-AEG) system. Wang et al. [12] use an evolutionary game approach to manage the manufacturing service allocation for the user population and cloud manufacturing operator population in cloud manufacturing. In addition, Sun and Zhang [13] apply EGT to investigate the government regulation in the prevention of greenwashing involving two heterogeneous enterprise populations, i.e., dominant and inferior enterprises. In terms of theoretical research, EGT has made great progress, especially in aspects of cooperative evolutionary game, stochastic evolutionary game (StEG) and evolutionary game updating rules and mechanisms. For example, aiming at cooperative evolutionary game, Gámez et al. [14] propose an evolutionary game-theoretical model for the market cooperative in fisheries, where an evolutionary dynamics is proposed for the continuous change of the applied strategies that can lead to a particular Nash equilibrium (NE) in the long term. Aiming at StEG, Tadj and Touzene [15] adopt a quasi-birth-and-death approach to investigate the stochastic $2 \times 2$ non-symmetric evolutionary game and $3 \times 3$ symmetric evolutionary game and provide some illustrative examples. Zhou and Qian [16] conduct in-depth theoretical analysis of the fixation principle, transient landscape and diffusion dilemma in StEG dynamics. Zhou et al. [17] thoroughly investigate the evolutionary stability and quasi-stationary strategies in StEG dynamics, and Ohtsuki [18] analyzes the stochastic evolutionary dynamics of bimatrix games; and aiming at evolutionary game updating rules and mechanisms, researchers in [19] and [20] systematically investigate the impact of several evolutionary mechanisms on the evolution of cooperation based on EGT, including the impacts of randomness and diversity, breaking links and establishing links, indirect reciprocity, proportional best response, and migration, and researchers in [21]–[23] thoroughly investigate the cooperative evolution issues based on some strategy updating rules, such as fixation of strategies, fixation probabilities and fixation times. In general, EGT has yielded considerable results in theoretical research. Based on the above theoretical research, the EGT has also achieved good results in the application. Apart from the application of 2P2SEG, the research work on the evolutionary game problems based on three-population multi-strategy evolutionary game (3PmSEGS) has also made preliminary development, especially the research on three-population two-strategy evolutionary game (3P2SEG) issues. To this end, this paper focuses on such type of 3P2SEGs. Based on 3P2SEG, its application research work has been carried out in some fields, especially in the field of electricity market (EM), as summarized as follows.

In the fields of industry and management science, Wu et al. [24] construct a tripartite evolutionary game to investigate the collaborative innovation and management of three parties, including the institutes of government, industry and university. Shan and Yang [25] investigate the sustainability of photovoltaic poverty alleviation in China based on an evolutionary game between three stakeholder populations, including the PV enterprises, poor households and the government. Jiang et al. [26] use an EGT approach to implement the multi-agent environmental regulation under Chinese fiscal decentralization, where the research subjects include the polluting enterprises, local government regulators, and central government planners. Long et al. [27] conduct a co-evolutionary simulation study of multiple stakeholders based on a tripartite game model involving the government, consumers and enterprises, where the evolutionary equilibrium and the main driving factors are explored in the take-out waste recycling industry chain. Xu et al. [28] investigate a tripartite equilibrium for the carbon emission allowance allocation in the power-supply industry.

In the field of electricity market (EM), including demand-side EM and supply-side power generation EM, the multi-population evolutionary game theory and methodology have been preliminarily used in analysis of generators’ bidding strategies and in the development of EM models. Taking the demand-side response management (DRM) in EM as an example, Cheng and Yu [29] develop a multi-group asymmetric evolutionary game model to study the NE-based asymptotic stability of a typical game scenario in an EM, which involves the populations of power consumers, new power supply entities, and grid companies. Chai et al. [30] study DRM issues in a scenario involving multiple distribution utilities, where the competition between power companies is constructed using a non-cooperative game, while the interaction between home users is constructed using an evolutionary game. The proposed strategic approach in [30] shows that the two types of agents, i.e., power companies and home users, can converge to an NE point and an evolutionary game equilibrium point, respectively. Zhu et al. [31] study the demand-side management and control issues for a class of networked smart grids using EGT. Miorandi and Pellegrini [32] explore DRM techniques from an EGT perspective and focus on a distributed control scheme that is enforceable by operators through a pricing scheme. Srikantha and Kundur [33] propose a distributed demand-side response strategy for real-time demand response problems in the context of smart grids, and use EGT to study the important convergence characteristics in the determination problem on a parsimonious and empirical basis. The results in [33] show that the proposed strategy is real-time and highly scalable, which can provide good application prospects for practical DRM problems.

EGT has also been initially applied in the long-term bidding of supply-side power generation markets. Fang et al. [34] investigate the government regulation of renewable energy generation and transmission in China’s supply-side EM, where the strategic interaction involves three populations, including fossil-energy power plants, provincial power grids and provincial governments. Liu et al. [35] establish a tripartite asymmetric evolutionary game model for the supply-side EM in order to investigate the impact of
the integration of new energy resources on three populations, including wind power enterprises, thermal power enterprises and power grid enterprises.

Menniti et al. [36] simulate the behavior of power generators in EM based on an evolutionary game. The research work in [37] shows that due to the use of EGT, the generation corporations in the supply-side EM have the ability to learn adaptively, thus the obtained long-term competitive evolution characteristics are closer to the actual power generation market, which is different from the competitive evolution laws derived through traditional game theory. In addition, Ladjici et al. [38] model the equilibrium computation in a deregulated EM as solving a two-stage stochastic game problem using a competitive coevolutionary game algorithm.

Obviously, EGT is an important and powerful mathematical tool to investigate the characteristics of long-term gaming behavior of multiple groups. This methodology system adopts the natural selection mechanism and does not require strict assumptions of rationality (i.e., it is founded based on bounded rationality and limited information communication), which is closer to reality and better reflects the spontaneous evolution of strategies of different interest groups during the dynamic process. The advantage of adopting EGT in this paper is that it does not require complete rationality of all game groups, nor does it require the ability to know complete information as common knowledge. Therefore, unlike classical game theory, the evolutionary game used in this paper is concerned with the evolution gaming process of the strategy selection frequency of different interest groups. This process involves two important mechanisms, i.e., the market selection mechanism (which can be seen as a natural selection mechanism) and the mutation mechanism. In terms of relaxing the assumption of rationality, this paper considers role-neutral gaming of individuals in a group, where the game payoffs are related to the decision and not to the participants, which can be called strategic games.

Overall, the previous work greatly enriches the application fields of the 3PmSEG. However, most of these investigations only provide a relatively simple analysis of the system's stability. They do not comprehensively summarize the various factors affecting the dynamic stability of the system, and do not make in-depth theoretical analysis and dynamic simulation verification of the impact of these factors. Moreover, more general 3PmSEG-based models and methods have not put forward for actual complex behavioral decision-making issues. Due to the complexity and diversity of the EM in the context of Energy Internet, the market competition involving multiple interest groups (including interest groups of different parties and different interest groups of the same party) gradually transforms into a complex process of dynamic evolution with more complex characteristics of the market economy and human behavior [29]. Therefore, it is essential to combine the theoretical analysis of multi-group gaming behavior with the complex dynamic evolution process.

To address the complex behavioral decision-making issues in the more-common 3PmSEG scenarios in EM, this paper focuses on a class of symmetric and asymmetric 3PmSEG models with the aim of systematically investigating the evolution process of long-term on-grid bidding of a generation-side EM based on the models’ long-term evolution characteristics. The main work of this paper is summarized as follows.

i) This paper first summarizes and verifies the long-term ESE characteristics of general 3PmSEG systems based on theoretical analysis and dynamic simulation, including three-population two-strategy symmetric evolutionary game (3P2S-SEG) system, three-population two-strategy asymmetric evolutionary game (3P2S-AEG) system, and more complex three-population three-strategy asymmetric evolutionary game (3P3S-AEG) system.

ii) During the investigation, this paper thoroughly and systematically defines relative net payoff (RNP) parameters for all general 3PmSEG systems investigated in this paper. Moreover, based on these RNP parameters, all the game scenarios including complete behavioral decision-making characteristics (i.e., all the evolution states of the system during evolution) are analyzed, summarized and simulated for various evolutionary game models.

iii) Then, this paper elaborates the modeling idea and convergence iteration method of general three-population n-strategy (where $n \geq 2$) asymmetric evolutionary game (3PnS-AEG) system.

iv) Lastly, to verify the long-term ESE characteristics of evolutionary games elaborated in this paper, an actual tripartite evolutionary game example involving a population of new energy power generation enterprises, a population of traditional power generation enterprises and a population of power grid enterprises is taken to investigate the long-term on-grid power generation amount competition in a supply-side power market.

The remaining part of this paper is organized as follows: In Section II, several core concepts in EGT are introduced as preliminaries. Section III investigates the long-term ESE characteristics of general 3PmSEG models based on theoretical analysis and dynamic simulation. Besides, the modeling idea of the general 3PnS-AEG is expounded in this section. In Section IV, a tripartite asymmetric evolutionary game example of long-term on-grid price bidding for a generation-side EM is taken to verify the effectiveness and universality of the general 3PmSEGs (especially the general 3P2SEGs). Lastly, Section V concludes this paper.

II. PRELIMINARIES

A. BASIC FRAMEWORK OF A TYPICAL EVOLUTIONARY GAME

The basic framework of a typical evolutionary game, denoted by $G$, usually includes participant set (i.e., the population set), population strategy set, and population payoff set, as follows:

$$G := \langle N; \Phi; U \rangle$$  \hspace{1cm} (1)
where \( N \) is the participant set, i.e., the populations. Here, assume that \( G \) contains \( n \) populations, then \( N = \{1, 2, \ldots, i, \ldots, n\} \), where \( i \in N \). \( \Phi \) is the population strategy set, \( \Phi = \{S_1, S_2, \ldots, S_i, \ldots, S_n\} \), where \( S_i \) is the strategy set of population \( i \). \( U \) is the population payoff set, \( U = \{U_1, U_2, \ldots, U_i, \ldots, U_n\} \), where \( U_i \) is the payoff set of population \( i \).

### B. Symmetric and Asymmetric Evolutionary Games

Based on Eq. (1), for the general three-population \( n \)-strategy (where \( n \geq 2 \)) evolutionary game (3PnSEG), when its payoff parameters are symmetric, it is a symmetric evolutionary game, and at this point, all participants in the game know each other’s preferences [39]. Otherwise, if the payoff parameters are asymmetric, then it is an asymmetric evolutionary game, such that the degree of information mastered by each population is asymmetric.

### C. Evolutionarily Stable Strategy and ESE

Assume that two pure strategies \( s_1, s_2 \in \Phi \), and \( s_1 \neq s_2 \), if there is always a number \( \kappa \in (0, 1) \) that makes the following inequality true, then the pure strategy \( s_1 \) is an ESS of the system [40].

\[
f(s_1, \kappa's_1 + (1 - \kappa')s_2) > f(s_2, \kappa's_1 + (1 - \kappa')s_2) \tag{2}
\]

where \( \forall \kappa' \in (0, \kappa) \), and \( f(\cdot) \) is the fitness function of the system. Further, when the system achieves an ESS at one of its pure strategies, then such ESS is called an evolutionarily stable equilibrium (ESE) state of the system. For an asymmetric evolutionary game system, it only achieves a long-term ESE state at the pure-strategy internal equilibrium points of its RD model.

### D. Replicator Dynamics Model

Replicator dynamics (RD) model is another core conception in EGT [39], which is an important dynamics mechanism and can be well used to reveal the evolution trend of group behavior of bounded rational individuals in a population [40]. Assume that the strategy \( s \in S_i \) is selected by individuals in population \( i \) with the probability or proportion of individual \( x_i(t) \) at time \( t \) in each round of repeated evolutionary game, and the corresponding expected payoff of the individual is \( f_i(s; x; t) \), then the RD model of choosing such strategy \( s \) at any time \( t \) is described as follows:

\[
dx_i(t)/dt = x_i(t)[f_i(s; x; t) - f_{ave}(s; t)] \quad \forall i \in N, \forall t \tag{3}
\]

where \( f_{ave}(s; t) \) is the average expected payoff of the population \( i \) at time \( t \). Eq. (3) shows that the differential of the probability (or ratio) of individuals selecting a strategy in population is proportional to this probability value, as well as the difference between the expected payoff of this strategy and the average expected payoff of the population at this time [41].

### E. Lyapunov Method-Based Evolutionary Stability Criterion

The asymptotical stability (i.e., evolutionary stability) of the evolutionary game system at a certain strategy can be judged by the Lyapunov stability theory [42]–[44], called Lyapunov method-based evolutionary stability criterion (LyESC). Concretely, assume that the Jacobian matrix of the system’s RD model in Eq. (3) is an \( M \)-order square matrix, where \( M \) is a positive integer with \( M \geq 2 \), and further assume that such Jacobian matrix contains \( M \) eigenvalues as follows: \( \lambda_1, \lambda_2, \ldots, \lambda_M \). If the real part of all the eigenvalues \( \{\lambda_1, \lambda_2, \ldots, \lambda_M\} \) is negative at a certain internal equilibrium point that is solved by the RD equation(s) shown in Eq. (3), then this point is asymptotically stable or evolutionarily stable, and the strategy corresponding to such equilibrium point is an ESS of the system. At this time, the evolutionary game system can achieve a long-term ESE state under such ESS. Otherwise, if at least one of these eigenvalues \( \{\lambda_1, \lambda_2, \ldots, \lambda_M\} \) has a positive or zero real part, then the internal equilibrium point is evolutionarily unstable, and the corresponding strategy is not an ESS of the system.

### F. Flowchart of Calculating All Possible ESS for a Given Matrix Based on RD and Lyapunov Stability Theory

Based on the elaborations in the precious parts of this section, a flowchart used to demonstrate how to calculate all possible ESS for a given matrix based on RD and Lyapunov stability theory is presented, as shown in Figure 1.

### III. Long-Term ESE Characteristics of the General 3PMSEGS

**A. General 3P2S-SEG Model**

1) **Model Construction**

Assume that the general 3P2S-SEG system contains three populations denoted by \( A, B \) and \( C \) respectively, and their strategy set has a pair of opposite pure strategies as \( \Phi_{SA} = \{S_{A1}, S_{A2}\} \), \( \Phi_{SB} = \{S_{B1}, S_{B2}\} \) and \( \Phi_{SC} = \{S_{C1}, S_{C2}\} \), where \( S_{A1} \) and \( S_{A2} \), \( S_{B1} \) and \( S_{B2} \), and \( S_{C1} \) and \( S_{C2} \) are mutually opposite strategies. For example, \( S_{A1} \) indicates that individuals in population \( A \) make a decision, and then \( S_{A2} \) indicates that individuals in population \( A \) make a decision that is contrary to such decision. Further, assume that in each round of repeated evolutionary game, the proportion of individuals who choose \( S_{A1} \) and \( S_{A2} \) in population \( A \) is \( x \) and \( 1 - x \), respectively, \( S_{B1} \) and \( S_{B2} \) in population \( B \) is \( y \) and \( 1 - y \), respectively, and \( S_{C1} \) and \( S_{C2} \) in population \( C \) is \( z \) and \( 1 - z \), respectively, where \( x, y, z \in [0, 1] \). Based on this, the decision space of this 3P2S-SEG system is \( \Psi = [0, 1] \times [0, 1] \times [0, 1] \), namely \( \Psi = \{(x, y, z) | x \in [0, 1], y \in [0, 1], z \in [0, 1]\} \). Further, we know that populations \( A, B \) and \( C \) will form a total of 8 pure strategy combinations as follows: \( \Phi_{A1B1C1} = \{S_{A1}, S_{B1}, S_{C1}\} \), \( \Phi_{A1B1C2} = \{S_{A1}, S_{B1}, S_{C2}\} \), \( \Phi_{A1B2C1} = \{S_{A1}, S_{B2}, S_{C1}\} \), \( \Phi_{A1B2C2} = \{S_{A1}, S_{B2}, S_{C2}\} \), \( \Phi_{A2B1C1} = \{S_{A2}, S_{B1}, S_{C1}\} \), \( \Phi_{A2B1C2} = \{S_{A2}, S_{B1}, S_{C2}\} \), \( \Phi_{A2B2C1} = \{S_{A2}, S_{B2}, S_{C1}\} \), and \( \Phi_{A2B2C2} = \{S_{A2}, S_{B2}, S_{C2}\} \).
FIGURE 1. A flowchart of calculating all possible ESS for a given matrix based on RD and Lyapunov stability theory.

TABLE 1. Complete RNP parameters defined for the constructed general 3P2S-SEG model.

| Number of RNP parameters | RNP parameters | Definition | Strategy choice of the individuals in populations A, B and C |
|--------------------------|----------------|------------|-----------------------------------------------------------|
| RNP Parameter 1          | \(a\)-\(c\)    |            | \(S_{A1} \quad S_{B1} \quad S_{C1}\)                    |
| RNP Parameter 2          | \(b\)-\(d\)    |            | \(S_{A2} \quad S_{B1} \quad S_{C2}\)                    |
| RNP Parameter 3          | \(e\)-\(g\)    |            | \(S_{A3} \quad S_{B1} \quad S_{C2}\)                    |
| RNP Parameter 4          | \(f\)-\(h\)    |            | \(S_{A1} \quad S_{B2} \quad S_{C1}\)                    |
| RNP Parameter 5          | \(k\)-\(p\)    |            | \(S_{A1} \quad S_{B1}\)                                 |
| RNP Parameter 6          | \(l\)-\(q\)    |            | \(S_{A2} \quad S_{B1}\)                                 |

The general payoff distribution parameters of the evolutionary game models that can be used throughout this paper.

According to the assumptions above, the payoff matrix of this general 3P2SEG is described as follows. According to Eq. (4), as shown at the bottom of the next page, for the general 3P2S-SEG model, its payoff distribution parameters simultaneously meet \(a_1 = a_4, a_2 = a_3, a_5 = a_8, a_6 = a_7, b_1 = b_6, b_2 = b_5, b_3 = b_8, b_4 = b_7, c_1 = c_7, c_3 = c_5, c_2 = c_8\) and \(c_4 = c_6\). To this end, assume that \(a_1 = a_4 = a, a_2 = a_3 = b, a_5 = a_8 = c, a_6 = a_7 = d, b_1 = b_6 = e, b_2 = b_5 = f, b_3 = b_8 = g, b_4 = b_7 = h, c_1 = c_7 = k, c_3 = c_5 = l, c_2 = c_8 = p\) and \(c_4 = c_6 = q\), where \(a, b, c, d, e, f, g, h, k, l, p\) and \(q\) are defined as the general evolutionary model’s general payoff parameters that are commonly used throughout this paper. Therefore, the payoff matrix of this general 3P2S-SEG model is transformed into (5), as shown at the bottom of the next page.

2) RNP PARAMETERS DEFINITION

According to Eq. (5), we define the RNP parameters for this general 3P2S-SEG model and the number of them is 6,

\(S_{B2}, S_{C1}\) and \(\Phi_{AB2C2} = (S_{A2}, S_{B2}, S_{C2})\). Assume that their corresponding payoff combinations are as follows: \((a_1, b_1, c_1), (a_2, b_2, c_2), (a_3, b_3, c_3), (a_4, b_4, c_4), (a_5, b_5, c_5), (a_6, b_6, c_6), (a_7, b_7, c_7)\) and \((a_8, b_8, c_8)\), where \(a_i, b_i, c_i (i = 1, 2, 3)\) are...
as presented in Table 1. Taking the RNP Parameter 1 in Table 1 as an example, i.e., \((a - c)\), its physical or economic meaning is defined as follows. \((a - c)\) is the net relative payoff of individuals in population A who choose strategy \(S_{A1}\) while the individuals in population B choose strategy \(S_{B1}\) and in population C always choose strategy \(S_{C1}\), or while the individuals in population B choose strategy \(S_{B2}\) and in population C always choose strategy \(S_{C2}\). The meanings of remaining RNP parameters in Table 1 can be similarly defined, and will not be repeated here. Certainly, if the signs of the six set of RNP parameters in Table 1 are all taken negative, these RNP parameters will become another six sets of RNP parameters, which indicate the net relative payoffs of the individuals in populations A, B and C who choose the second strategy in their strategy set.

3) LONG-TERM ESE CHARACTERISTICS ANALYSIS

Based on Section II and Eq. (5), the RD model of the general 3P2S-SEG model is described as follows.

\[
\begin{align*}
\dot{x} &= dx/dt = x(1 - x)[\gamma_1 y + \gamma_2] \\
\dot{y} &= dy/dt = y(1 - y)[\gamma_3 x + \gamma_4] \\
\dot{z} &= dz/dt = z(1 - z)[\gamma_5 y + \gamma_6],
\end{align*}
\]

\(\forall t \ (6)\)

where \(\gamma_1 = a - b - c + d, \gamma_2 = a - c, \gamma_3 = e - f - g + h, \gamma_4 = e - g, \gamma_5 = k - l + q + \gamma_6 = k - p, \gamma(x, y) = 2xy - x - y, \gamma(x, z) = 2xz - x - z\) and \(\gamma(y, z) = 2yz - y - z\). Accordingly, the Jacobian matrix of this RD model in Eq. (6), denoted by \(J_{3P2S-SEG}\), is obtained as follows.

\[
J_{3P2S-SEG} = \begin{bmatrix}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{bmatrix}
\]

\(\text{(7)}\)

where \(J_{11} = (1 - 2x)(\gamma_2 + \gamma_1 y), J_{12} = x(1 - x)(2z - 1)\gamma_1, J_{13} = x(1 - x)(2y - 1)\gamma_1, J_{21} = y(1 - y)(2z - 1)\gamma_3, J_{22} = (1 - 2y)(\gamma_3 + \gamma_1 y(x, z)), J_{23} = y(1 - y)(2x - 1)\gamma_3, J_{31} = z(1 - z)(2y - 1)\gamma_5, J_{32} = z(1 - z)(2x - 1)\gamma_5\) and \(J_{33} = (1 - 2z)(\gamma_6 + \gamma_3 y(x, y))\).

By solving the RD equations in Eq. (6), we can obtain a total of 8 internal equilibrium points and they are all pure strategies, namely \(3P2S-SEG = \{(x, y, z)| (0, 0, 0), (0, 0, 0), (0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)\}\). To visually observe the long-term ESE characteristics of the 3P2S-SEG system at these pure strategies, we take initial \((x, y, z)\) from 0 to 1 at an interval of 1/8 within system’s decision space, i.e., we conduct 729 rounds of repeated evolutionary game dynamic simulations to observe the phase trajectory of \((x, y, z)\) in the following 12 cases, as illustrated in Figure 2.

In particular, it should be noted that the long-term ESE laws of the system at different pure-strategic equilibrium points can be well observed by setting the initial conditions of the system. During evolution, the initial conditions of the system are determined by the defined RNP parameters of the system. Therefore, in all numerical simulation studies in this paper, the selection of the initial conditions of the system is strictly based on the evolutionary stable equilibrium conditions of the system at each equilibrium point.

In Figure 2, the simulation time \(t \in [0, 10]\), and Cases 1 to 8 respectively demonstrate that each internal equilibrium point in \(3P2S-SEG\) becomes the unique long-term ESE of the system in sequence. Cases 9 to 11 respectively show that the 3P2S-SEG system only achieves 1, 2 and 4 long-term ESE states, and Case 12 indicates that no long-term ESE can be spontaneously formed in the system. In each figure, the red, green and blue solid dots respectively represent the long-term ESE, evolutionarily unstable equilibrium state, and evolutionarily critical equilibrium state (which is also an unstable equilibrium state), namely the ESE point, unstable equilibrium point, and saddle point that are spontaneously formed in the system, respectively.
Further, we substitute each pure-strategy internal equilibrium point in \( Y_{3P2S-SEG} \) into the Jacobian matrix \( J_{3P2S-SEG} \) in Eq. (7), and then we can obtain that the real of the Jacobian matrix’s eigenvalue real parts at these equilibrium points are only determined by six sets of RNP parameters shown in Table 1. Therefore, the positive and negative signs of these 6 RNP parameters are arranged and combined to show that the long-term ESE characteristics of the 3P2S-SEG system contain a total of 64 (=2^6) game scenarios. Each game scenario is determined by the sign of 6 RNP parameters: \( a - c, e - g, k - p, b - d, f - h \) and \( l - q \), which have been defined in Table 1.

4) A BRIEF SUMMARY

Overall, through the detailed theoretical analysis and dynamic simulation verification on the long-term ESE characteristics of the general 3P2S-SEG model, we can draw some conclusions, which are summarized as follows.

i) The model has only 8 internal equilibrium points, which are all pure strategies, and at most 4 of them can be spontaneously formed as ESSs at the same time, that is, the system can achieve four long-term ESE states simultaneously in a certain game scenario.

ii) The final evolution state that is spontaneously formed in the system is only determined by six RNP parameters as defined in Table 1, so that the system can be guided to evolve toward an expected long-term ESE state by appropriately adjusting these RNP parameters based on some external factors.

iii) The system’s complete long-term equilibrium characteristics contain a total of 64 game scenarios, which are determined by 6 RNP parameters, and in these scenarios, the system can obtain a total of 64 long-term ESEs, which are all strictly refined NESs, 64 evolutionarily unstable equilibria, and 384 evolutionarily critical equilibria.

iv) During the process of long-term dynamic interactions of populations in this evolutionary game system, the total number of ESEs spontaneously formed in populations is the same as that of evolutionarily unstable equilibria. This is because this evolutionary game system is symmetric with strictly symmetrical payoff parameters.

B. GENERAL 3P2S-AEG MODEL

1) MODEL CONSTRUCTION

At this time, the payoff matrix of the general 3P2S-AEG is shown in Eq. (4), and based on which, the corresponding RD model is constructed as follows:

\[
\begin{align*}
\dot{x} &= x(1-x)(\chi_1x + \chi_2y + \chi_3z + \chi_4) \\
\dot{y} &= y(1-y)(\chi_5x + \chi_6y + \chi_7z + \chi_8) \\
\dot{z} &= z(1-z)(\chi_9xy + \chi_{10}y + \chi_{11}z + \chi_{12})
\end{align*}
\]

where \( \chi_1 = a_1 - a_2 - a_3 + a_4 - a_5 + a_6 + a_7 - a_8 \), \( \chi_2 = a_2 - a_4 - a_6 + a_8 \), \( \chi_3 = a_3 - a_4 - a_7 + a_8 \), \( \chi_4 = a_4 - a_8 \), \( \chi_5 = b_1 - b_2 - b_3 + b_4 + b_5 + b_6 + b_7 - b_8 \), \( \chi_6 = b_2 - b_4 - b_6 + b_8 \), \( \chi_7 = b_3 - b_6 - b_7 + b_8 \), \( \chi_8 = b_6 - b_8 \), \( \chi_9 = c_1 - c_2 - c_3 + c_4 + c_5 + c_6 + c_7 + c_8 \), \( \chi_{10} = c_3 - c_4 - c_7 + c_9 \), \( \chi_{11} = c_5 - c_6 - c_7 + c_8 \), and \( \chi_{12} = c_7 - c_8 \). Further, the Jacobian matrix of the RD model in Eq. (8) is denoted by \( J_{3P2S-AEG} \), which is described as

\[
J_{3P2S-AEG} = \begin{bmatrix}
R_{11} & R_{12} & R_{13} \\
R_{21} & R_{22} & R_{23} \\
R_{31} & R_{32} & R_{33}
\end{bmatrix}
\]

where \( R_{11} = (1 - 2x)\phi(y, z) \), \( R_{12} = x(1-x)(\chi_2 + \chi_1z) \), \( R_{13} = x(1-x)(\chi_3 + \chi_1y) \), \( R_{21} = y(1-y)(\chi_6 + \chi_5z) \), \( R_{22} = (1 - 2y)\sigma(x, z) \), \( R_{23} = y(1-y)(\chi_7 + \chi_8x) \), \( R_{31} = z(1-z)(\chi_10 + \chi_9y) \), \( R_{32} = z(1-z)(\chi_11 + \chi_9x) \), \( R_{33} = (1 - 2z)\omega(x, y) \), \( \phi(y, z) = \chi_4 + \chi_2y + \chi_3z + \chi_1y2, \sigma(x, z) = \chi_8 + \chi_6x + \chi_7z + \chi_5xz, \) and \( \omega(x, y) = \chi_{12} + \chi_{10}x + \chi_{11}y + \chi_{10}xy \). Eq. (9) shows that the game system’s decision space is three-dimensional, i.e., [0, 1] x [0, 1] x [0, 1].

2) RNP PARAMETERS DEFINITION

According to the payoff matrix in Eq. (4), we define a total of 12 RNP parameters for this general 3P2S-AEG system, as presented in Table 2.
TABLE 2. Complete 12 RNP parameters defined for the general 3P2S-AEG system.

| Number of RNP parameters | Specific RNP parameters | Definition | Strategy selection of the individuals in populations A, B and C |
|--------------------------|-------------------------|------------|---------------------------------------------------------------|
| RNP parameter 1          | \(a_1-a_5\)             | The relative net payoff of individuals in population A when choosing strategy \(S_1\) | \(S_{B1}\) |
| RNP parameter 2          | \(a_1-a_7\)             | The relative net payoff of individuals in population A when choosing strategy \(S_1\) | \(S_{B2}\) |
| RNP parameter 3          | \(a_2-a_6\)             | The relative net payoff of individuals in population B when choosing strategy \(S_2\) | \(S_{B1}\) |
| RNP parameter 4          | \(a_4-a_8\)             | The relative net payoff of individuals in population C when choosing strategy \(S_2\) | \(S_{B2}\) |
| RNP parameter 5          | \(b_1-b_3\)             | The relative net payoff of individuals in population A when choosing strategy \(S_2\) | \(S_{C1}\) |
| RNP parameter 6          | \(b_2-b_4\)             | The relative net payoff of individuals in population B when choosing strategy \(S_3\) | \(S_{C2}\) |
| RNP parameter 7          | \(b_3-b_7\)             | The relative net payoff of individuals in population C when choosing strategy \(S_3\) | \(S_{C1}\) |
| RNP parameter 8          | \(b_4-b_8\)             | The relative net payoff of individuals in population C when choosing strategy \(S_3\) | \(S_{C2}\) |
| RNP parameter 9          | \(c_1-c_2\)             | The relative net payoff of individuals in population A when choosing strategy \(S_4\) | \(S_{B1}\) |
| RNP parameter 10         | \(c_2-c_4\)             | The relative net payoff of individuals in population B when choosing strategy \(S_4\) | \(S_{B2}\) |
| RNP parameter 11         | \(c_3-c_6\)             | The relative net payoff of individuals in population C when choosing strategy \(S_4\) | \(S_{B1}\) |
| RNP parameter 12         | \(c_7-c_8\)             | The relative net payoff of individuals in population C when choosing strategy \(S_4\) | \(S_{B2}\) |

8 vertices of the system’s decision space. Based on this, the 8 internal equilibrium points in \(\Phi_{3P2S-AEG}\) are denoted by \(E_1 \sim E_8\) in sequence, and they are respectively substituted into the Jacobian matrix \(J_{3P2S-AEG}\) in Eq. (9), then we can obtain its determinant, denoted by \(\det(J_{3P2S-AEG})\), its trace, denoted by \(\text{tr}(J_{3P2S-AEG})\), and its eigenvalues, denoted by \((\lambda_1, \lambda_2, \lambda_3)\), as presented in Table 3.

Table 3 shows that the eigenvalues \((\lambda_1, \lambda_2, \lambda_3)\) of \(J_{3P2S-AEG}\) at each pure-strategy internal equilibrium point are just three RNP parameters that are defined in previous sections. This means that the system’s long-term ESE characteristics at each one of \(E_1 \sim E_8\) is only determined by the signs of three RNP parameters.

Therefore, for each internal equilibrium point \(E_i (i = 1, 2, \ldots, 8)\) in Table 3, assume that its corresponding three RNP parameters are denoted by \(\text{RNP}_{i,1}, \text{RNP}_{i,2}\) and \(\text{RNP}_{i,3}\). For example, the three RNP parameters of \(E_1(0, 0, 0)\) are \(\text{RNP}_{1,1} = a_4 - a_8, \text{RNP}_{1,2} = b_6 - b_8\), and \(\text{RNP}_{1,3} = c_7 - c_8\). Then, according to the LyES of the general 3P2S-AEG system at each pure-strategy internal equilibrium point \(E_i (i = 1, 2, \ldots, 8)\) can be described as follows:

\[
E_i \begin{cases} 
\text{an ESS,} & \text{if } \text{RNP}_{i,1} < 0, \\
\text{an unstable,} & \text{if } \text{RNP}_{i,1} > 0, \\
\text{a saddle point (also unstable),} & \text{else}
\end{cases}
\]

Therefore, according to Eq. (10) and Table 3, we know that the long-term ESE state that is spontaneously formed in the system is only determined by 12 sets.
of RNP parameters as defined in Table 2, namely $a_4 - a_8$, $b_6 - b_8$, $c_7 - c_8$, $a_3 - a_7$, $b_5 - b_7$, $a_2 - a_6$, $c_5 - c_6$, $a_1 - a_5$, $b_2 - b_4$, $c_3 - c_4$, $b_1 - b_3$ and $c_1 - c_2$, which determine the final evolution state of the system in each game situation. To this end, by arranging and combining the signs of these RNP parameters, we can obtain that the system’s complete long-term equilibrium characteristics contain a total of $4096 (2^{12})$ game situations. Under these game situations, the evolutionary stability conditions of $E_i (i = 1, 2, ..., 8)$ and its corresponding mutually exclusive equilibrium points are presented in Table 4.

Table 4 reveals that the general 3P2S-AEG system can simultaneously achieve at most 4 long-term ESE states at these pure-strategy internal equilibrium points, and they are all strictly refined NE states. In addition, when $E_i (i = 1, 2, ..., 8)$ becomes an ESS, it corresponds to three exclusive internal equilibrium points from $E_1 \sim E_8$. In order to more intuitively observe the long-term ESE characteristics of the general 3P2S-AEG system at $E_i (i = 1, 2, ..., 8)$ shown in Table 4, 12 sets of dynamic simulations are implemented and they are denoted by Cases 1 to 12 respectively.

The simulation results of these 12 cases in Table 4 are demonstrated in Figure 3, where Cases $i (i = 1, 2, ..., 8)$ shows that the internal equilibrium point $E_i (i = 1, 2, ..., 8)$ becomes the unique long-term ESE state that is spontaneously formed in the system, Cases 9 to 11 respectively shows that the system finally achieves only 1, 2 and 4 long-term ESE states, and Case 12 indicates that no long-term ESE state exists in the system after a long-term evolution.
TABLE 4. Evolutionary stability conditions and corresponding mutually exclusive equilibrium points of the general 3P2S-AEG system at each of its pure-strategy internal equilibrium points.

| Pure-strategy internal equilibrium points | Evolutionary stability conditions (an ESS) | Evolutionary instability conditions (unstable) | Evolutionary critical state conditions (a saddle point) | The long-term ESE state achieved in the system | Mutually exclusive equilibrium points |
|------------------------------------------|------------------------------------------|---------------------------------------------|------------------------------------------------------|------------------------------------------------|-------------------------------------|
| (0, 0, 0)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 0, y = 0, z = 0)$                         | $(0, 0, 1), (0, 1, 0), (1, 0, 0)$ |
| (0, 0, 1)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 0, y = 0, z = 1)$                         | $(0, 0, 1), (0, 1, 1), (1, 0, 1)$ |
| (0, 1, 0)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 0, y = 1, z = 0)$                         | $(0, 0, 0), (0, 1, 1), (1, 0, 0)$ |
| (0, 1, 1)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 0, y = 1, z = 1)$                         | $(0, 1, 0), (0, 1, 1), (1, 0, 1)$ |
| (1, 0, 0)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 1, y = 0, z = 0)$                         | $(0, 0, 0), (0, 1, 1), (1, 0, 1)$ |
| (1, 0, 1)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 1, y = 0, z = 1)$                         | $(0, 0, 1), (0, 1, 0), (1, 1, 1)$ |
| (1, 1, 0)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 1, y = 1, z = 0)$                         | $(0, 1, 0), (0, 1, 0), (1, 1, 1)$ |
| (1, 1, 1)                                | $a_Aa_A, b_Bb_B, c_Cc_C$                | $a_Ab_Bc_C$                                 | $a_Aa_A, b_Bb_B, c_Cc_C$; ii) $a_Ab_Bb_B, c_Cc_C$; iii) $a_Aa_A, b_Bb_B, c_Cc_C$ | $(x = 1, y = 1, z = 1)$                         | $(0, 1, 1), (0, 1, 1), (1, 1, 0)$ |

The simulation time is taken $t \in [0, 20]$, and the simulation results of each case have shown the phase trajectories of $(x, y), (x, z), (y, z)$ and $(x, y, z)$. Figure 3 shows that the simulation results of the long-term ESE characteristics of the system are completely consistent with theoretical analysis results obtained in Table 3, thus verifying the effectiveness and practicability of theoretical results.

4) A BRIEF SUMMARY

Overall, based on a detailed theoretical analysis and dynamic simulation for the long-term equilibrium characteristics of the general 3P2S-AEG system, we can obtain some conclusions as follows.

i) The system’s RD equations only have eight internal equilibrium points, as shown in $\Phi_{3P2S-AEG}$, and they are all pure strategies. At these equilibrium points, the system can finally achieve a long-term ESE state, which is a strictly refined NE state.

ii) The system has no mixed strategies and cannot achieve a long-term ESE state at a mixed strategy.

iii) Each equilibrium point corresponds to three mutually exclusive equilibrium points, and the evolutionary stability of each equilibrium point is only determined by three RNP parameters.

iv) The system contains 12 sets of RNP parameters, thus the system contains a total of $4096 (= 2^{12})$ game scenarios. Under these game scenarios, the system contains a total of $32768 (= 4096 \times 8)$ evolution states during the evolution.

v) The system can be guided to evolve toward an expected long-term ESE state by appropriately adjusting its RNP parameters, i.e., its initial game situations, according to the payoff parameters $a_i, b_i, c_i$, $i = 1, 2, 3$.

vi) The system can simultaneously achieve 1, 2 and 4 long-term ESE states at its pure strategies, and no long-term ESE exists in the system under some game situations.

vii) When the system achieves a long-term ESE state, its RD equations always equal to 0, and at this point, any population of A, B and C can achieve a long-term ESE state in a total of 16 game situations, and no small-sized population with a mutation strategy can invade into the evolutionarily stable population.

C. GENERAL 3P3S-AEG MODEL

1) MODEL CONSTRUCTION

As previously stated, we have investigated the long-term evolutionary equilibrium characteristics of the general 3P2SEG system, based on this, when the three populations all have three pure strategies to choose in each round of repeated evolutionary game, the 3P2SEG will become a very complex 3P3SEG. To this end, this section focuses on 3P3SEG, and investigates the long-term equilibrium characteristics of the asymmetric type, namely 3P3S-AEG. Similar to Eq. (4), the payoff matrix of the 3P3S-AEG is constructed as follows. where the strategy set of populations $A$, $B$ and $C$ is $\Phi_A = \{S_{A1}, S_{A2}, S_{A3}\}$, $\Phi_B = \{S_{B1}, S_{B2}, S_{B3}\}$, and $\Phi_{SC} = \{S_{C1}, S_{C2}, S_{C3}\}$, respectively. For the individuals in populations $A$, $B$ and $C$ in each round of repeated evolutionary game, the probability
or individual proportion of choosing the first to third strategy from $\Phi_{SA}$ is $x$, $y$ and $(1 - x - y)$, respectively, from $\Phi_{SB}$ is $p$, $q$ and $(1 - p - q)$, respectively, and from $\Phi_{SC}$ is $u$, $v$ and $(1 - u - v)$, respectively, where $x, y, p, q, u, v \in [0, 1]$. $d_i$ and $f_i$ ($i = 1, 2, \ldots, 27$) are the general payoff parameters.

According to Eq. (11), as shown at the bottom of the page, we can obtain that the decision space of this constructed general 3P3S-AEG system is a six-dimensional space, denoted by $\Psi_{3P3S-AEG} = [0, 1] \times [0, 1] \times [0, 1] \times [0, 1] \times [0, 1] \times [0, 1]$, where $[0, 1]$ represents a coordinate dimension. Assume that the expected payoff of the individuals in population A choosing strategies $S_{A1}$, $S_{A2}$ and $S_{A3}$ is $l_1$, $l_2$, and $l_3$, respectively, in population B choosing strategies $S_{B1}$, $S_{B2}$ and $S_{B3}$ is $g_1$, $g_2$ and $g_3$, respectively, in population C choosing strategies $S_{C1}$, $S_{C2}$ and $S_{C3}$ is $h_1$, $h_2$ and $h_3$, respectively. Besides, assume that the average expected payoff of populations A, B and C is $l_a$, $g_a$, and $h_a$, respectively. Then, these payoffs can be obtained according to Eq. (11).

Here, we take population A as an example, we can obtain $l_1 = d_1 p u + d_2 p v + d_3 q u + d_4 q v + d_5 q (1 - u - v) + d_6 (1 - p - q) u + d_7 (1 - p - q) v + d_8 (1 - p - q) (1 - u - v)$, $l_2 = d_9 p u + d_{10} p v + d_{11} q u + d_{12} q v + d_{13} q (1 - u - v) + d_{14} (1 - p - q) u + d_{15} (1 - p - q) v + d_{16} (1 - p - q) (1 - u - v)$, $l_3 = d_{17} p u + d_{18} p v + d_{19} q u + d_{20} q v + d_{21} q (1 - u - v) + d_{22} (1 - p - q) u + d_{23} (1 - p - q) v + d_{24} (1 - p - q) (1 - u - v)$, and $l_a = x_1 l_1 + y_1 l_2 + (1 - x - y) l_3$. Based on this, the RD model of the general 3P3S-AEG system is constructed as follows.

$$
\begin{align*}
\dot{x} &= \frac{dx}{dt} = x[l_1 - x l_1 - y l_2 - (1 - x - y) l_3] \\
\dot{y} &= \frac{dy}{dt} = y[l_2 - x l_1 - y l_2 - (1 - x - y) l_3] \\
\dot{p} &= \frac{dp}{dt} = p[l_1 - x l_1 - y l_2 - (1 - p - q) g_3] \\
\dot{q} &= \frac{dq}{dt} = q[g_2 - p g_1 - q g_2 - (1 - p - q) g_3] \\
\dot{u} &= \frac{du}{dt} = u[h_1 - u h_1 - v h_2 - (1 - u - v) h_3] \\
\dot{v} &= \frac{dv}{dt} = v[h_2 - u h_1 - v h_2 - (1 - u - v) h_3]
\end{align*}
$$

(12)

Obviously, we can obtain that the Jacobian matrix of the RD equations presented in Eq. (12) is a $6 \times 6$ square matrix, which is denoted by $J_{3P3S-AEG}$ and obtained as follows.

$$
J_{3P3S-AEG} = \\
\begin{bmatrix}
\frac{\partial x}{\partial x} & \frac{\partial x}{\partial y} & \frac{\partial x}{\partial p} & \frac{\partial x}{\partial q} & \frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} \\
\frac{\partial y}{\partial x} & \frac{\partial y}{\partial y} & \frac{\partial y}{\partial p} & \frac{\partial y}{\partial q} & \frac{\partial y}{\partial u} & \frac{\partial y}{\partial v} \\
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y} & \frac{\partial u}{\partial p} & \frac{\partial u}{\partial q} & \frac{\partial u}{\partial u} & \frac{\partial u}{\partial v} \\
\frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} & \frac{\partial v}{\partial p} & \frac{\partial v}{\partial q} & \frac{\partial v}{\partial u} & \frac{\partial v}{\partial v}
\end{bmatrix}
$$

(13)

2) RNP PARAMETERS DEFINITION

Similarly, we can define complete RNP parameters for this general 3P3S-AEG system. First, we calculate the system’s pure-strategy equilibrium point set, denoted by $\Phi_{3P3S-AEG}$. Owing to $x$ and $y$ (or $p$ and $q$, or $u$ and $v$) cannot equal to 1 simultaneously, then we can obtain that $\Phi_{3P3S-AEG}$ contains a total of 27 pure-strategy internal equilibrium points, denoted by $E_1 \sim E_{27}$, as presented in Table 5. Further, we sequentially substitute $E_1 \sim E_{27}$ into the Jacobian matrix $J_{3P3S-AEG}$ in Eq. (13), then we can obtain its corresponding eigenvalues at each equilibrium point, as also presented in Table 5. In this table, we define the Jacobian matrix’s six eigenvalues under each pure strategy as six RNP parameters corresponding to each internal equilibrium point, and then we can obtain a total of 81 RNP parameters with different absolute values, as shown in the third column of Table 5.

From Table 5 we can obtain that the long-term ESE characteristics of the general 3P3S-AEG system at each pure-strategy internal equilibrium point is only determined by six RNP parameters, and its complete long-term equilibrium characteristics contain a total of $2^{81}(\approx 2.42 \times 10^{24})$ game scenarios, which is a huge number. Therefore, the game scenarios of the general 3P3S-AEG system are very complex.
3) LONG-TERM ESE CHARACTERISTICS ANALYSIS

According to previous sections, we have known that this general 3PnS-AEG system contains a total of $281$ game scenarios, thus it is impossible to perform dynamic simulation verification for each game scenario. To this end, we can simulate a typical game scenario where the constructed evolutionary game system achieves the largest number of long-term ESE states simultaneously.

In addition, according to Table 5, we can obtain that only seven of $E_1 \sim E_{27}$ can simultaneously become a long-term ESE state in the system and it is a strictly refined NE state. Based on this, by appropriately adjusting the system’s 81 RNP parameters, we guide the system evolve toward a long-term ESE state $E_1, E_5, E_9, E_{11}, E_{13}, E_{21}$ and $E_{25}$ simultaneously. This means that these seven pure-strategy internal equilibrium points are spontaneously formed as ESE states in the system at the same time after a long-term evolution. From Figure 4 we can obtain that the pure-strategy internal equilibrium points of $E_1, E_5, E_9, E_{11}, E_{13}, E_{21}$ and $E_{25}$ in Table 5 are simultaneously become the system’s long-term ESE states, thus verifying the effectiveness of the theoretical analysis results above.

D. GENERAL 3PnS-AEG MODEL

1) MODELING IDEA

Based on the theoretical analysis and dynamic simulation verification of the specific 3PnSEG models in previous sections, this section elaborates the modeling idea of the general three-population $n$-strategy ($n \geq 2$) asymmetric evolutionary game (3PnS-AEG). At this point, the three populations A, B and C in the general 3PnS-AEG system all have $n$ strategies.
in their strategy sets. Concretely, the strategy set of population A is \( \Phi_A = \{S_A, S_A, \ldots, S_A\} \), and the probability or individual proportion of the individuals in population A choosing strategies \( S_{A,1}, S_{A,2}, \ldots, S_{A,n} \) is \( x_{A,1}, x_{A,2}, \ldots, x_{A,n} \), respectively, where \( x_{A,1} + x_{A,2} + \ldots + x_{A,n} = 1 \).

Similarly, the strategy set of population B is \( \Phi_B = \{S_B, S_B, \ldots, S_B\} \), with probabilities of \( y_{B,1}, y_{B,2}, \ldots, y_{B,n} \), where \( y_{B,1} + y_{B,2} + \ldots + y_{B,n} = 1 \), and the strategy set of population C is \( \Phi_C = \{S_C, S_C, \ldots, S_C\} \), with probabilities of \( z_{C,1}, z_{C,2}, \ldots, z_{C,n} \), where \( z_{C,1} + z_{C,2} + \ldots + z_{C,n} = 1 \).

In addition, assume that the expected payoff of the individuals in population A sequentially choosing strategies \( S_{A,1}, S_{A,2}, \ldots, S_{A,n} \) is \( U_{A,1}, U_{A,2}, \ldots, U_{A,n} \). Similarly, the expected payoffs of populations B and C are \( U_{B,1}, U_{B,2}, \ldots, U_{B,n} \) and \( U_{C,1}, U_{C,2}, \ldots, U_{C,n} \), respectively. To this end, \( U_{A,k}, U_{B,k}, \) and \( U_{C,k} \) \((k = 1, 2, \ldots, n)\) are as follows:

\[
\begin{align*}
U_{A,k} &= \sum_{i=1}^{n} y_{B,i} z_{C,j} x_{A,k,i,j} \\
U_{B,k} &= \sum_{i=1}^{n} x_{A,i} z_{C,k} y_{B,k,i,j} \quad \forall k \quad (14) \\
U_{C,k} &= \sum_{i=1}^{n} x_{A,i} y_{B,i} z_{C,k,i,j} 
\end{align*}
\]

where \( u_{A,k,i,j} \) is the payoff of the individuals in population A when choosing the \( k \)th strategy from \( \Phi_A \) while the individuals in populations B choosing the \( i \)th strategy from \( \Phi_B \) and in population C choosing the \( j \)th strategy from \( \Phi_C \); \( u_{B,k,i,j} \) is the payoff of the individuals in population B when choosing the \( k \)th strategy from \( \Phi_B \) while the individuals in populations A choosing the \( i \)th strategy from \( \Phi_A \) and in population C choosing the \( j \)th strategy from \( \Phi_C \); \( u_{C,k,i,j} \) is the payoff of the individuals in population C when choosing the \( k \)th strategy from \( \Phi_C \) while the individuals in populations A choosing the \( i \)th strategy from \( \Phi_A \) and in population B choosing the \( j \)th strategy from \( \Phi_B \). Based on Eq. (14), assume that the average expected payoff of populations A, B, and C is \( U_{A,ave}, U_{B,ave}, \) and \( U_{C,ave} \), respectively, as follows:

\[
\begin{align*}
U_{A,ave} &= \sum_{k=1}^{n} U_{A,k} x_{A,k} \quad \text{where} \quad \sum_{k=1}^{n} x_{A,k} = 1 \\
U_{B,ave} &= \sum_{k=1}^{n} U_{B,k} y_{B,k} \quad \text{where} \quad \sum_{k=1}^{n} y_{B,k} = 1 \\
U_{C,ave} &= \sum_{k=1}^{n} U_{C,k} z_{C,k} \quad \text{where} \quad \sum_{k=1}^{n} z_{C,k} = 1
\end{align*}
\]
Based on Eq. (14) and Eq. (15), the RD model of the general 3PnS-AEG system is described as follows:

$$\begin{align*}
\frac{dx_{A,k}}{dt} &= x_{A,k}(U_{A,k} - U_{A,\text{ave}}) \\
\frac{dy_{B,k}}{dt} &= y_{B,k}(U_{B,k} - U_{B,\text{ave}}) \\
\frac{dz_{C,k}}{dt} &= z_{C,k}(U_{C,k} - U_{C,\text{ave}})
\end{align*}$$

where $k = 1, 2, \ldots, n$. Eq. (16) shows that the growth rate of individual proportion or probability of choosing a pure strategy by the individuals in a population in the general 3PnS-AEG model is proportional to this proportion or probability, as well as the difference between the obtained expected payoffs (or profits) under this pure strategy and the average expected payoffs (or profits) of the population, thus it can well reveal the evolution trend of the population behavior of the bounded rational individuals in a population.

2) CONVERGENCE ITERATION CALCULATION METHOD

After establishing the general 3PnS-AEG system’s RD model as shown in Eq. (16), which needs to be discretized to facilitate the iterative calculation of the system in the process of repeated evolutionary game. To this end, when the simulation iteration proceeds to the $m$th step, its convergence iteration calculation is designed as follows:

$$\begin{align*}
x_{A,k}(m+1) &= x_{A,k}(m) + \sigma_{m,k} \cdot x_{A,k}(m) \\
y_{B,k}(m+1) &= y_{B,k}(m) + \rho_{m,k} \cdot y_{B,k}(m) \\
z_{C,k}(m+1) &= z_{C,k}(m) + \tau_{m,k} \cdot z_{C,k}(m) \\
x_{A,k}(t), y_{B,k}(t), z_{C,k}(t) &\in [0, 1]
\end{align*}$$

where $\sigma_{m,k}$, $\rho_{m,k}$ and $\tau_{m,k}$ are the step sizes of the selection probability (or individual proportion) of each strategy does not exceed the range of $[0, 1]$ during each time of iteration. Further, in order to guide the evolutionary game system to converge to the expected accuracy in the iterative process, it is usually necessary to set a very small positive number to determine whether the iterative calculation of populations A, B and C converges. Once the expected accuracy is reached, the iterative calculations for the corresponding population can be terminated, as described as follows:

$$\begin{align*}
|U_{A,k}(m) - U_{A,\text{ave}}(m)| &< o_{1,k} \\
|U_{B,k}(m) - U_{B,\text{ave}}(m)| &< o_{2,k} \\
|U_{C,k}(m) - U_{C,\text{ave}}(m)| &< o_{3,k}
\end{align*}$$

where $o_{1,k}$, $o_{2,k}$ and $o_{3,k}$ are very positive numbers set for populations A, B and C in their iterative calculation processes, respectively. These numbers are used to judge whether various populations have reached the expected ESE state with the expected convergence accuracy after a long-term evolution.

E. A SUMMARY

According to the research ideas in this section, we can further investigate the long-term equilibrium characteristics of the general two-population multi-strategy evolutionary games. To this end, we first compare multiple general multi-population multi-strategy evolutionary games from several aspects, as presented in Table 6, where the evolutionary games for comparison include two-population two-strategy symmetric and asymmetric evolutionary games, denoted by 2P2S-SEG and 2P2S-AEG, respectively; two-population three-strategy symmetric evolutionary game (2P3S-SEG), 3P2S-SEG, 3P2S-AEG, and 3P3S-AEG. Table 6 reveals that the total number of game scenarios included in a certain kind of evolutionary game system is equal to an exponent taking 2 as the base and the total number of system RNP parameters as its power. Therefore, as the total number of populations included in the whole evolutionary game system increases, or as the total number of strategies in the population’s strategy set increases, the total number of game scenarios and evolution states (including stable, unstable and critical evolution states) of the whole system will increase dramatically.

IV. APPLICATION EXAMPLE IN LONG-TERM ON-GRID BIDDING OF A GENERATION-SIDE ELECTRICITY MARKET

A. SUPPLY-SIDE MARKET POWER GENERATION AMOUNT COMPETITION EVOLUTIONARY GAME MODEL

This section explores the application of 3PmSEGs. For ease of explanation, the 3P2S-AEG is taken as an example to describe the application of this more common evolutionary game type in the engineering field. Based on [35], the on-grid power generation amount competition is taken as an application example in the supply-side power generation market involving three populations of enterprises, i.e., the new energy generation enterprises, denoted by population
A, the traditional energy generation enterprises, denoted by population B, and the power grid enterprises, denoted by population C. In fact, based on game-theoretic approaches [2] and latest artificial intelligence techniques [45]–[50], the investigations on long-term bidding issues of the power generation market are research highlights in the field of electricity market in recent years.

In actual market bidding scenarios, the competition of on-grid power generation amount among these three enterprise populations with bounded rationality is a long-term market equilibrium evolution process. Moreover, this process is implemented in an information system with limited information and bounded rationality. Therefore, it is very suitable to adopt EGT to address such long-term equilibrium issue. Since the aim of this chapter is to verify the conclusions drawn in the previous chapters about the long-term equilibrium properties and laws of the 3PmSEG system, the focus of the application example analysis in this chapter is on qualitative research and simulation validation. As to how to design the specific utility function of the parties involved in the long-term bidding in the generation-side EM, it belongs to the scope of qualitative research and is not under discussion. The utility functions of the parties involved in the long-term bidding in the power generation-side market can be referred to other literatures. It is well known that the design of the specific utility function is critical to the strategy that each party ultimately adopts.

As the long-term bidding in the power generation-side market involving new energy enterprises is an emerging field, the utility functions of the parties involved in the bidding are complex and diverse. This is also the focus of the next step of this paper, that is, through qualitative research on the utility function of different enterprises in different environments to participate in the long-term market bidding to determine the specific benefits or payoffs, so as to conduct a specific quantitative research on the market’s long-term ESE characteristics, and ultimately draw more accurate conclusions and formulate some more comprehensive market supervision measures.

Based on elaborations above, the payoff matrix of this power generation amount competition evolutionary game system is constructed as: where $l_i, m_i,$ and $n_i$ are the general payoff parameters set in this example to represent the payoffs under different strategy combinations, and $i = 1, 2, \ldots, 8.$

Based on Eq. (19), as shown at the bottom of the next page, in each round of evolutionary game, pure strategies $S_{A1}$ and $S_{A2}$ are selected by the individuals in population A with the probability or individual proportion of $\alpha$ and $(1 - \alpha),$ respectively, and they indicate that population A chooses to cooperate with population B who completes on-grid power generation amount with $W_1$ via new energy resources, and chooses not to cooperate with population B who completes new energy on-grid power generation amount with $W_2,$ respectively; pure strategies $S_{B1}$ and $S_{B2}$ are chosen by the individuals in population B with the probability of $\beta$ and $(1 - \beta),$ respectively, and they indicate that population B chooses to cooperate with population A while it completes on-grid power generation amount with $T_1$ via traditional energy resources, and chooses not to cooperate with population A while it completes on-grid power generation amount with $T_2$ via traditional energy resources, respectively; and pure strategies $S_{C1}$ and $S_{C2}$ are selected by the individuals in population C with the probability of $\gamma$ and $(1 - \gamma),$ respectively, and they indicate that population C chooses to actively participate in new energy accommodation while completing new energy accommodation with amount of $G_1,$ and chooses to passively accommodate in new energy accommodation while completing new energy accommodation with amount of $G_2,$ respectively.

**TABLE 6. Comparison between general two-party and three-party multi-strategy evolutionary game models.**

| Items for comparison                                    | General two-population and three-population multi-strategy evolutionary games |
|--------------------------------------------------------|------------------------------------------------------------------------------|
| Total number of internal equilibrium points of the RD model | 5, 5, 7, 8, 8, 64                                                          |
| Total number of pure-strategy internal equilibrium points | 4, 4, 3, 8, 8, 27                                                           |
| Total number of RNP parameters with different absolute values | 2, 4, 6, 6, 12, 81                                                          |
| Total number of game scenarios                         | 4, 16, 64, 64, 4096, 2^8                                                    |
| Total number of system evolution states                | 45, 80, 288, 512, /, /                                                      |
| Total number of long-term ESE states                   | 8, 16, 82, 64, /, /                                                        |
| Total number of unstable evolution states              | 29, 16, 85, 64, /, /                                                       |
| Total number of critical evolution states              | 8, 48, 121, 384, /, /                                                      |
| Total number of long-term ESE states obtained at the same time | 2, 2, 3, 4, 4, 7                                                             |

three-dimensional space $[0, 1] \times [0, 1] \times [0, 1],$ which is the decision space of this tripartite long-term bidding evolution game system.
Here, $\alpha$, $\beta$, $\gamma \in [0, 1]$. Obviously, this is a typical 3P2S-AEG system. At this point, according to Section III, we can obtain that it only has 8 pure-strategy internal equilibrium points as follows: $\Phi_{3P2S-AEG} = \{(x, y, z) | x, y, z \in [0, 1] \} = \{(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1) \}$. To this end, the RD model of the 3P2S-AEG system is constructed as
\[
\begin{align*}
\dot{\alpha} &= d\alpha/dt = \alpha(E_{A\alpha} - \bar{E}_A) \\
\dot{\beta} &= d\beta/dt = \beta(E_{B\beta} - \bar{E}_B), \quad \forall t \tag{20} \\
\dot{\gamma} &= d\gamma/dt = \gamma(E_{C\gamma} - \bar{E}_C)
\end{align*}
\]
where $E_{A\alpha}$, $E_{B\beta}$ and $E_{C\gamma}$ are the payoffs of the individuals in populations A, B and C when choosing the first strategy from their strategy sets, respectively; and similarly, we assume that $\bar{E}_A$, $\bar{E}_B$ and $\bar{E}_C$ are the average payoff of populations A, B and C, respectively. These payoffs are as $E_{A\alpha} = \beta[l_1(1 - \gamma)] + (1 - \beta)[l_3(1 - \gamma)]$, $E_{A\beta} = \beta[l_3(1 - \gamma)] + (1 - \beta)[l_7(1 - \gamma)]$, $E_{A\gamma} = \alpha[l_4(1 - \gamma)] + (1 - \alpha)[l_5(1 - \gamma)]$, $E_{B\alpha} = \alpha[l_6(1 - \gamma)] + (1 - \alpha)[l_2(1 - \gamma)]$, $E_{B\beta} = \alpha[l_5(1 - \gamma)] + (1 - \alpha)[l_3(1 - \gamma)]$, $E_{B\gamma} = \alpha[l_1(1 - \gamma)] + (1 - \alpha)[l_4(1 - \gamma)]$, $E_{C\alpha} = \alpha[l_4(1 - \gamma)] + (1 - \alpha)[l_6(1 - \gamma)]$, $E_{C\beta} = \alpha[l_5(1 - \gamma)] + (1 - \alpha)[l_7(1 - \gamma)]$, $E_{C\gamma} = \alpha[l_6(1 - \gamma)] + (1 - \alpha)[l_4(1 - \gamma)]$. Furthermore, for $\bar{E}_A$, $\bar{E}_B$ and $\bar{E}_C$ on the average payoff of population A, B and C, respectively, these payoffs are as $\bar{E}_A = \alpha[l_1(1 - \gamma)] + (1 - \alpha)[l_3(1 - \gamma)]$, $\bar{E}_B = \alpha[l_3(1 - \gamma)] + (1 - \alpha)[l_7(1 - \gamma)]$, $\bar{E}_C = \alpha[l_4(1 - \gamma)] + (1 - \alpha)[l_5(1 - \gamma)]$. Based on this, the corresponding Jacobian matrix, denoted by $J_{ABC}$, is obtained as follows:
\[
J_{ABC} = \begin{bmatrix}
\frac{\partial(\dot{\alpha})}{\partial \alpha} & \frac{\partial(\dot{\alpha})}{\partial \beta} & \frac{\partial(\dot{\alpha})}{\partial \gamma} \\
\frac{\partial(\dot{\beta})}{\partial \alpha} & \frac{\partial(\dot{\beta})}{\partial \beta} & \frac{\partial(\dot{\beta})}{\partial \gamma} \\
\frac{\partial(\dot{\gamma})}{\partial \alpha} & \frac{\partial(\dot{\gamma})}{\partial \beta} & \frac{\partial(\dot{\gamma})}{\partial \gamma}
\end{bmatrix}
\tag{21}
\]

B. TRIPARTITE EVOLUTIONARY GAME SIMULATION UNDER NO GOVERNMENT SUPERVISION

Substituting the eight pure-strategy internal equilibrium points in $\Phi_{3P2S-AEG}$ into Eq. (21) in sequence, and then we can obtain the eigenvalues, determinant and trace of $J_{ABC}$ at each equilibrium point, as presented in Table 7. This table shows that the power generation market can achieve 1, 2 and 4 long-term ESE states simultaneously. This means that the market can achieve at most 4 power generation amount competition ESSs at the same time. Such equilibria are achieved based on the situation where no government supervision is conducted to this market. Actually, under no government supervision, this market can finally spontaneously form the following long-term ESE after a long-term evolution.

First, whether power grid enterprise population C actively or passively participates in new energy accommodation, and whether traditional energy generation enterprise population B chooses to or not to cooperate with the new energy power generation enterprise population A, the individuals in population A will tend to choose the second competition strategy from their strategy set to obtain more on-grid power generation amount, thus achieving more profits. At this point, when population C chooses to actively participate in new energy accommodation, we can obtain $l_5 > l_1$ and $l_7 > l_3$. According to Table 7, the pure-strategy internal equilibrium points $E_\alpha(1, 0, 1)$ and $E_\beta(1, 1, 1)$ will become unstable evolutionary strategies, i.e., they cannot be spontaneously formed as long-term ESE states in the market. Similarly, the individuals in population B choosing not to cooperate with population A can obtain more on-grid power generation amount with more profits when choosing to cooperate with population A. From this we can obtain $m_3 > m_1$ and $m_7 > m_5$.

Moreover, according to Table 7, the pure-strategy internal equilibrium points $E_\beta(1, 1, 0)$ and $E_\gamma(0, 1, 1)$ will become unstable at this time. In addition, when population C chooses to passively participate in new energy accommodation, we can obtain $m_4 > m_2$, $m_8 > m_6$, $l_6 > l_2$ and $l_8 > l_4$, thus the pure-strategy internal equilibrium points $E_\gamma(1, 1, 0)$, $E_\alpha(0, 1, 0)$ and $E_\beta(1, 0, 0)$ will become unstable according to Table 7. Overall, when no government supervision is conducted, we can obtain that the market’s pure-strategy internal equilibrium points of $E_\alpha(0, 1, 0)$, $E_\beta(0, 1, 1)$, $E_\gamma(1, 1, 0)$ and $E_\delta(1, 1, 1)$ will all become evolutionarily unstable competition strategies, i.e., they cannot be spontaneously formed as long-term ESE states in the market during the evolution.

Second, whether population A chooses to or not to cooperate with population B, the individuals in power grid enterprise population C choosing to actively participate in new energy accommodation can obtain more profits when comparing with actively participate in new energy accommodation. This is because when the power grid enterprises choose not to actively participate in new energy accommodation, they do not need additional investment in building a grid to
TABLE 7. Calculation results of the power generation amount competition evolutionary game at its pure-strategy internal equilibrium points.

| Pure-strategy internal equilibrium points | Calculation results of $J_{ABC}$ | Evolutionary stability conditions (becomes an ESS) | Evolutionary instability conditions (becomes unstable) | Evolutionarily critical state conditions (becomes a saddle point) | Long-term ESE state that can be achieved in the market | Corresponding mutually exclusive equilibrium points |
|------------------------------------------|------------------------------------|-----------------------------------------------|------------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| $E_1(0, 0, 0)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A2}, S_{B2}, S_{C2})$ | $E_2, E_3, E_4$ |
| $E_2(0, 0, 1)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A2}, S_{B2}, S_{C1})$ | $E_1, E_4, E_6$ |
| $E_3(0, 1, 0)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A2}, S_{B1}, S_{C2})$ | $E_1, E_4, E_7$ |
| $E_4(0, 1, 1)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A2}, S_{B1}, S_{C1})$ | $E_2, E_3, E_6$ |
| $E_5(1, 0, 0)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A1}, S_{B2}, S_{C2})$ | $E_1, E_4, E_7$ |
| $E_6(1, 0, 1)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A1}, S_{B2}, S_{C1})$ | $E_1, E_4, E_7$ |
| $E_7(1, 1, 0)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A1}, S_{B1}, S_{C2})$ | $E_3, E_4, E_6, E_7$ |
| $E_8(1, 1, 1)$                            | $(\lambda_1, \lambda_2, \lambda_3)$ | $(\lambda_1-\lambda_3)m_2(m_3-n_1)$ | $(\lambda_1-\lambda_2)(m_3-m_1)(n_3-n_1)$ | $(\lambda_2-\lambda_3)m_1(m_3-n_1)$ | $l_1 > l_2, m_2 > m_1, n_3 > n_1$ | Remaining situations $(S_{A1}, S_{B1}, S_{C1})$ | $E_4, E_6, E_7$ |

To accommodate new energy resources, thus reducing operating costs and obtaining higher profits. To this end, when population A chooses to cooperate with population B, we can obtain $n_2 > n_1$ and $n_4 > n_3$, and when population A chooses not to cooperate with population B, we can obtain $n_6 > n_5$ and $n_8 > n_7$, thus the pure-strategy internal equilibrium points of $E_0(1, 0, 1), E_8(1, 1, 1), E_2(0, 0, 1)$ and $E_4(0, 1, 1)$ will become unstable according to Table 7. This means that these equilibrium points cannot be spontaneously formed as long-term ESE states in the market during the evolution.

Overall, when the government conducts no supervision to the market, we can obtain that $E_2, E_3, E_4, E_5, E_6, E_7$ and $E_8$ will all become evolutionarily unstable competition strategies, i.e., they cannot be spontaneously formed as long-term ESE states in the market. At this point, the market can finally achieve a unique long-term ESE state at the pure-strategy internal equilibrium point $E_1(0, 0, 0)$, which indicates that new energy power generation enterprise population A and traditional energy generation enterprise population B choose not to cooperate with each other, and meanwhile, the power grid enterprise population C chooses to passively participate in the new energy generation amount competition evolutionary game dynamic simulations to observe the phase trajectory of $(\alpha, \beta, \gamma)$ during the long-term evolution of the market. The above five sets of dynamic simulations are denoted by Cases 1 to 5, respectively, as demonstrated in Figure 5 (a) to (e), respectively, where the red, green and blue solid dots respectively indicate that the market finally achieves the unique power generation amount competition ESE, unstable evolution equilibrium, and critical evolution equilibrium.

Figure 5 reveals that when the government conducts no supervision to the power generation market, which will achieve the unique long-term ESE state at the pure-strategy internal equilibrium point $E_1(0, 0, 0)$, and meanwhile, cannot obtain power generation amount competition ESS at $E_2, E_3, E_4, E_5, E_6$ and $E_7$. Therefore, the simulation results effectively verify the theoretical analysis results presented in Table 7.

C. TRIPARTITE EVOLUTIONARY GAME SIMULATION UNDER GOVERNMENT SUPERVISION

Obviously, the market cannot achieve a healthy development in the above-mentioned unique ESE state. This is extremely disadvantages for promoting the participation of new energy power generation enterprises in EM and promoting new energy accommodation. Therefore, it is essential to guide the market evolve toward an expected long-term ESE state. For this purpose, as stated in Section III, we can approximately adjust the market’s RNP parameters to realize that. Concretely, according to Table 7, this can be achieved by the government to develop an effective on-grid trading rule for power generation-side EM transaction. At this time, the government needs to effectively supervise and guide new energy and traditional energy power generation enterprises to cooperate with each other, and simultaneously to promote the power grid...
When these five conditions are met at the same time, the internal equilibrium point $E_8(1, 1, 1)$ becomes the unique long-term ESE in the on-grid power generation amount competition evolutionary game involving three types of enterprise populations. Under this unique equilibrium situation, new energy and traditional energy power generation enterprises choose to cooperate with each other with the aim of promoting the former to actively participate in power generation amount competition, and meanwhile, the power grid enterprises choose to actively participate in new energy accommodation based on load forecasting with certain accuracy, which further promotes the on-grid power generation amount and minimizes the waste of new energy such as wind energy curtailment and solar energy curtailment. This is of great significance for the power grid to achieve peak shaving and load leveling and long-term safe and stable operation.

To verify the findings, under the premise of approximately adjusting the above RNP parameters, i.e., under the above five conditions, we perform a dynamic simulation to demonstrate the case where a unique evolutionarily stable equilibrium point exists in the power generation market, i.e., the internal equilibrium point $E_8(1, 1, 1)$ becomes the unique long-term ESE state of the market. Concretely, we take the initial values of $\alpha$, $\beta$, and $\gamma$ from 0 to 1 within the market’s decision space $[0, 1] \times [0, 1] \times [0, 1]$ at intervals of 1/6, 1/7, 1/8 and 1/9, respectively. This means that we respectively conduct 343, 512, 729 and 1000 rounds of repeated on-grid power generation amount competition evolutionary game dynamic simulations to observe the phase trajectory of market strategy $(\alpha, \beta, \gamma)$ during the long-term evolution of the market. The four sets of dynamic simulations are denoted by Cases 1 to 4, respectively, as demonstrated in Figure 6 (a)-(d), where the indication of the red, green and blue solid dots is presented as respectively.

Therefore, according to Ref. [29], by formulating effective trading rules to approximately adjust the market’s RNP parameters, the market will be guided to evolve toward the expected long-term ESE state achieved at $E_8(1, 1, 1)$. Such pure-strategy internal equilibrium point will become the unique ESS when the following five conditions are met simultaneously.

i) Let $l_5 < l_1$, $m_3 < m_1$ and $n_2 < n_1$, which makes $E_8(1, 1, 1)$ become an ESS and accordingly, $E_2(0, 1, 1)$, $E_5(1, 0, 1)$ and $E_7(1, 1, 0)$ all become unstable evolution equilibrium points.

ii) At least one of $l_4 > l_8$, $m_6 > m_8$ and $n_7 > n_8$ satisfies, which makes $E_1(0, 0, 0)$ become an unstable evolution equilibrium point.

iii) At least one of $l_3 > l_7$, $m_5 > m_7$ and $n_8 > n_7$ satisfies, which makes $E_2(0, 0, 1)$ become an unstable evolution equilibrium point.

iv) At least one of $l_2 > l_6$, $m_8 > m_6$ and $n_5 > n_6$ satisfies, which makes $E_3(0, 1, 0)$ become an unstable evolution equilibrium point.

v) At least one of $l_8 > l_4$, $m_2 > m_4$ and $n_3 > n_4$ satisfies, which makes $E_5(1, 0, 0)$ become an unstable evolution equilibrium point.

FIGURE 5. Dynamic simulation results of the generation-side on-grid power generation amount competition evolutionary game involving participation of new energy enterprise population when the government conducts no supervision to the market: (a)–(e) show the phase trajectory of $(\alpha, \beta, \gamma)$ after 125, 216, 343, 512 and 729 rounds of repeated on-grid power generation amount competition evolutionary game dynamic simulations, respectively.
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equilibrium points, as illustrated by the green and blue solid dots in each figure, and they will gradually disappear in the market because they cannot invade into the market which has reached a long-term ESE state.

Overall, the application example in this section fully verifies the effectiveness and universality of research and analysis results on the long-term ESE characteristics of 3P2SEGs. It also shows that, by determining the complete RNP parameters of the evolutionary game model of a specific application example, the evolution state of the system at all internal equilibrium points can be fully explored, thus realizing the complete theoretical analysis and dynamic simulation verification of the long-term equilibrium characteristics of the system. In addition, research shows that, based on appropriate adjustment of the market’s RNP parameters through some external factors such as government supervision and making effective trading rules, the whole competitive market can be guided to evolve toward an expected long-term ESE state during the evolution. This has important theoretical guidance and reference significance for studying the more complex multi-population multi-strategic on-grid power generation amount competition games in the supply-side power generation market, especially for the complex asymmetric market bidding issues.

D. POLICY IMPLICATIONS

Through the case study in previous parts, we deem that the government should vigorously guide new energy power generation enterprises to participate in long-term bidding in the power generation market while improving overall social welfare to promote new energy consumption. By actively guiding new energy generation enterprises, it can also enable the government itself to actively participate in energy sources structural readjustment and the future development direction of the new energy industry.

In addition, the government can reasonably use fiscal instruments such as subsidized taxes to promote the development of new energy industries in the process of monitoring the power generation market. At the same time, the government can use measures such as carbon tax or environmental tax on traditional energy enterprises to restrict their participation in on-grid bidding in the power generation market.

Overall, through the active intervention and adequate guidance of the government, a close cooperative development relationship between new energy generation enterprises and traditional energy generation enterprises needs to be promoted in the future in order to achieve win-win cooperation and ultimately accelerate the consumption of new energy and maximize the total social welfare.

V. CONCLUSION

This paper explores the long-term ESE of the general 3PmSEGs. Based on this, the long-term on-grid price bidding of a generation-side EM with three parties is thoroughly investigated. Overall, the main contributions are summarized as follows.

i) The long-term ESE characteristics of general 3P2SEG, 3P2S-AEG, and 3P3S-AEG systems are systematically investigated and summarized. Complete RNP parameters are defined for them. Besides, the modeling idea and convergence iteration method of general 3PnS-AEG systems are elaborated.

ii) Research reveals that proper regulation of the evolutionary game system’s RNP parameters is essential. This can gradually drive the system to evolve towards an expected long-term ESE state spontaneously. Therefore, the key of investigating the long-term ESE characteristics of the general 3PmSEGs is first to determine and define their RNP parameters according to their payoff matrices.

iii) To verify the effectiveness and practicability of the general 3PnSEG models in this paper, the long-term on-grid bidding of a generation-side EM involving three enterprise populations is investigated.

iv) The application case study reveals that, under no government supervision, the two power generation enterprise populations will choose not to cooperate with each other and meanwhile, the power grid enterprise population will choose to passively participate in new energy accommodation. In contrast, under government supervision, the market’s RNP parameters can be approximately adjusted by the government, thus the two power generation enterprise popu-
izations can be guided to actively cooperate with each other to promote more new energy accommodation and meanwhile, the power grid enterprise population can also be guided to actively participate in new energy accommodation.

v) The case study also indicates that the government should appropriately regulate the market’s RNP parameters according to actual market conditions. This is of great significance to the long-term sustainable and healthy development of new energy resources and the supply-side power market. This can also avoid new energy curtailment, including wind energy curtailment and solar energy curtailment.

Overall, the methodology and obtained conclusions have certain universality and validity, which can be applied to investigate various practical complex behavioral decision-making issues in many actual scenarios, especially the more common 3PmSEG scenarios. It is expected to provide some ideas and reference for the investigation of complex multi-population multi-strategic behavioral decision-making issues involving non-complete rational stakeholders in related fields.

APPENDIX

| DRM | demand-side response management |
| ESE | evolutionarily stable equilibrium |
| EG | evolutionary game theory |
| ESS | evolutionarily stable strategy |
| ESSs | evolutionarily stable strategies |
| EM | electricity market |
| LyESC | Lyapunov method-based evolutionary stability criterion |
| NE/NEs | Nash equilibrium/Nash equilibria |
| RD | replicator dynamics |
| RNP | relative net payoff |
| StEG | stochastic evolutionary game |
| 2P2S-SEG | two-population two-strategy symmetric evolutionary game |
| 2P2S-AEG | two-population two-strategy asymmetric evolutionary game |
| 3P2S-SEG | three-population two-strategy symmetric evolutionary game |
| 3P2S-AEG | three-population two-strategy asymmetric evolutionary game |
| 3P3S-SEG | three-population three-strategy symmetric evolutionary game |
| 3P3S-AEG | three-population three-strategy asymmetric evolutionary game |
| 3PmSEG | three-population multi-strategy evolutionary game |
| 3PSEG | three-population two-strategy evolutionary game |
| 3PnS-AEG | three-population n-strategy asymmetric evolutionary game |

REFERENCES

[1] J. Von Neumann and O. Morgenstern, *The Theory of Games and Economic Behavior*. Princeton, NJ, USA: Princeton Univ. Press, 1944, pp. 1–10, 1944.

[2] L. Cheng and T. Yu, “Game-theoretic approaches applied to transactions in the open and ever-growing electricity markets from the perspective of power demand response: An overview,” *IEEE Access*, vol. 7, pp. 25727–25762, 2019.

[3] J. M. Smith and G. R. Price, “The logic of animal conflict,” *Nature*, vol. 246, no. 5427, pp. 15–18, Nov. 1973.

[4] S. Zhang, C. Wang, and C. Yu, “The evolutionary game analysis and simulation with system dynamics of manufacturer’s emissions abatement behavior under cap-and-trade regulation,” *Appl. Math. Comput.*, vol. 355, pp. 343–355, Aug. 2019.

[5] K. Kang, Y. Zhao, J. Zhang, and C. Qiang, “Evolutionary game theoretic analysis on low-carbon strategy for supply chain enterprises,” *J. Cleaner Prod.*, vol. 230, pp. 981–994, Sep. 2019.

[6] S. G. Jalali Naini, A. R. Allahmadi, and M. Jafari-Eskandari, “Designing a mixed performance measurement system for environmental supply chain management using evolutionary game theory and balanced scorecard: A case study of an auto industry supply chain,” *Resour. Conserv. Recycling*, vol. 55, no. 6, pp. 593–603, Apr. 2011.

[7] H. Zhang, Z. Xu, D. Zhou, and J. Cao, “Waste cooking oil-to-energy under incomplete information: Identifying policy options through an evolutionary game,” *Appl. Energy*, vol. 185, pp. 547–555, Jan. 2017.

[8] L. F. Cheng, T. Yu, and X. S. Zhang, “The weakly-centralized Web-of-cells based on cyber-physical-social systems integration and group machine learning: Theoretical investigations and key scientific issues analysis,” *Sci. Sin. Tech.*, vol. 49, no. 12, pp. 1541–1569, Dec. 2019.

[9] S. W. Mei, F. Liu, and W. Wei, *A Primer in Engineering Game Theory and Its Application in Power Systems*. Beijing, China: 2016, Science Press, pp. 488–537.

[10] Y. Fang, L. Chen, S. Mei, W. Wei, S. Huang, and F. Liu, “Coal or electricity? An evolutionary game approach to investigate fuel choices of urban heat supply systems,” *Energy*, vol. 181, pp. 107–122, Aug. 2019.

[11] H. Sun, Y. Wan, L. Zhang, and Z. Zhou, “Evolutionary game of the green investment in a two-echelon supply chain under a government subsidy mechanism,” *J. Cleaner Prod.*, vol. 235, pp. 1315–1326, Oct. 2019.

[12] T. Wang, C. Li, Y. Yuan, J. Liu, and J. I. Abeleke, “An evolutionary game approach for manufacturing service allocation management in cloud manufacturing,” *Comput. Ind. Eng.*, vol. 133, pp. 231–240, Jul. 2019.

[13] Z. Sun and W. Zhang, “Do government regulations prevent greenwashing? An evolutionary game analysis of heterogeneous enterprises,” *J. Cleaner Prod.*, vol. 231, pp. 1489–1502, Sep. 2019.

[14] M. Gámez, I. López, C. Rodríguez, Z. Varga, and J. Garay, “Game-theoretical model for marketing cooperative in Fisheries,” *Appl. Math. Comput.*, vol. 329, pp. 325–338, Jul. 2018.

[15] L. Tadj and A. Touzene, “A QBD approach to evolutionary game theory,” *Appl. Energy*, vol. 185, pp. 547–555, Jan. 2017.

[16] D. Zhou and H. Qian, “Fixation, transient landscape, and diffusion dilemma in stochastic evolutionary game dynamics,” *Phys. Rev. E, Stat. Phys. Plasmas Fluids Relat. Interdiscip. Top.*, vol. 84, no. 3, Sep. 2011, Art. no. 031907.

[17] D. Zhou, B. Wu, and H. Ge, “Evolutionary stability and quasi-stationary strategy in stochastic evolutionary game dynamics,” *J. Theor. Biol.*, vol. 264, no. 3, pp. 874–881, Jun. 2010.

[18] H. Ohtsuki, “Stochastic evolutionary dynamics of bimatrix games,” *J. Theor. Biol.*, vol. 264, no. 1, pp. 136–142, May 2010.

[19] A. Liu, Y. Zhang, X. Chen, and C. Sun, “Randomness and diversity matter in the maintenance of the public resources,” *EPL Europhys. Lett.*, vol. 117, no. 5, p. 58002, Mar. 2017.

[20] A.-Z. Liu, Y.-L. Zhang, and C.-Y. Sun, “Way of breaking links in the evolution of cooperation,” *Chin. Phys. Lett.*, vol. 35, no. 9, Sep. 2018, Art. no. 098901.

[21] X. Liu, M. He, Y. Kang, and Q. Pan, “Fixation of strategies with the moran and Fermi processes in evolutionary games,” *Phys. A, Stat. Mech. Appl.*, vol. 484, pp. 336–344, Oct. 2017.

[22] X. Liu, Q. Pan, Y. Kang, and M. He, “Fixation probabilities in evolutionary games with the moran and Fermi processes,” *J. Theor. Biol.*, vol. 364, pp. 242–248, Jan. 2015.

[23] X. Liu, Q. Pan, Y. Kang, and M. He, “Fixation times in evolutionary games with the moran and Fermi processes,” *J. Theor. Biol.*, vol. 387, pp. 214–220, Dec. 2015.

[24] J. Wu, C. J. Che, Y. X. Sheng, L. Chen, and Q. F. Shi, “Study on government-industry-university-institute collaborative innovation based on tripartite evolutionary game,” *Chin. J. Manag. Sci.*, vol. 27, no. 1, pp. 162–173, Jan. 2019.
[25] H. Shan and J. Yang, “Sustainability of photovoltaic poverty alleviation in China: An evolutionary game between stakeholders,” Energy, vol. 181, pp. 264–280, Aug. 2019.

[26] K. Jiang, D. You, R. Merrill, and Z. Li, “Implementation of a multi-agent environmental regulation strategy under Chinese fiscal decentralization: An evolutionary game theoretical approach,” J. Cleaner Prod., vol. 241, pp. 902–915, Mar. 2019.

[27] R. Long, J. Yang, H. Chen, Q. Li, W. Fang, and L. Wang, “Co-evolutionary simulation study of multiple stakeholders in the take-out waste recycling industry chain,” J. Environ. Manage., vol. 231, pp. 701–710, Feb. 2019.

[28] J. Xu, X. Yang, and Z. Tao, “A tripartite equilibrium for carbon emission allowance allocation in the power-supply industry,” Energy Policy, vol. 82, pp. 62–80, Jul. 2015.

[29] L. Cheng and T. Yu, “Nash equilibrium-based asymptotic stability analysis of multi-group asymmetric evolutionary games in typical scenario of electricity market,” IEEE Access, vol. 6, pp. 32064–32086, 2018, doi: 10.1109/ACCESS.2018.2842469.

[30] B. Chai, J. Chen, Z. Yang, and Y. Zhang, “Demand response management with multiple utility companies: A two-level game approach,” IEEE Trans. Smart Grid, vol. 5, no. 2, pp. 722–731, Mar. 2014.

[31] B. Zhu, X. Xia, and Z. Wu, “Evolutionary game theoretic demand-side management and control for a class of networked smart grid,” Automatica, vol. 70, pp. 94–100, Aug. 2016.

[32] D. Miorandi and F. De Pellegrini, “Demand-side management in smart grids: An evolutionary games perspective,” in Proc. 6th Int. Conf. Perform. Eval. Methodol. Tools, 2012, pp. 178–187.

[33] P. Srikanta and D. Kandur, “A novel evolutionary game theoretic approach to real-time distributed demand response,” in Proc. IEEE Power Energy Soc. Gen. Meeting, Jul. 2015, pp. 1–5.

[34] D. Fang, C. Zhao, and Q. Yu, “Government regulation of renewable energy generation and transmission in China’s electricity market,” Renew. Sustain. Energy Rev., vol. 93, pp. 775–793, Oct. 2018.

[35] H. Liu, Z. Liu, W. Chen, and L. Liu, “Analysis of tripartite asymmetric evolutionary game among wind power enterprises, thermal power enterprises and grid enterprises under new energy resources integrated,” Scientia Sinica Technologica, vol. 45, no. 12, pp. 1297–1303, Dec. 2015.

[36] D. Menniti, A. Pinnarelli, and N. Sorrentino, “Simulation of producers behaviour in the electricity market by evolutionary games,” Electr. Power Syst. Res., vol. 78, no. 3, pp. 475–483, Mar. 2008.

[37] J. Wang, Z. Zhou, and A. Botterud, “An evolutionary game approach to analyzing bidding strategies in electricity markets with elastic demand,” Energy, vol. 36, no. 5, pp. 3459–3467, May 2011.

[38] A. A. Ladjici, A. Tigheurca, and M. Boudour, “Equilibrium calculation in electricity market modeled as a two-stage stochastic game using competitive coevolutionary algorithms,” IFAC Proc. Volumes, vol. 45, no. 21, pp. 524–529, 2012.

[39] S. Abapour, M. Nazari-Heris, B. Mohammadi-Ivatloo, and M. T. Hagh, “Game theory approaches for the solution of power system problems: A comprehensive review,” Arch. Comput. Methods Eng., vol. 27, no. 1, pp. 81–103, Nov. 2018.

[40] P. D. Taylor and L. B. Jonker, “Evolutionary stable strategies and game behavior in the electricity market by evolutionary games,” Electric Power Syst. Res., vol. 78, no. 3, pp. 475–483, Mar. 2008.

[41] J. Wang, Z. Zhou, and A. Botterud, “An evolutionary game approach to analyzing bidding strategies in electricity markets with elastic demand,” Energy, vol. 36, no. 5, pp. 3459–3467, May 2011.

[42] A. A. Ladjici, A. Tigheurca, and M. Boudour, “Equilibrium calculation in electricity market modeled as a two-stage stochastic game using competitive coevolutionary algorithms,” IFAC Proc. Volumes, vol. 45, no. 21, pp. 524–529, 2012.

[43] S. Abapour, M. Nazari-Heris, B. Mohammadi-Ivatloo, and M. T. Hagh, “Game theory approaches for the solution of power system problems: A comprehensive review,” Arch. Comput. Methods Eng., vol. 27, no. 1, pp. 81–103, Nov. 2018.

[44] P. D. Taylor and L. B. Jonker, “Evolutionary stable strategies and game behavior in the electricity market by evolutionary games,” Electric Power Syst. Res., vol. 78, no. 3, pp. 475–483, Mar. 2008.

[45] J. Wang, Z. Zhou, and A. Botterud, “An evolutionary game approach to analyzing bidding strategies in electricity markets with elastic demand,” Energy, vol. 36, no. 5, pp. 3459–3467, May 2011.

[46] L. Cheng, T. Yu, X. Zhang, and B. Yang, “Parallel Cyber-Physical-Social systems based smart energy robotic dispatcher and knowledge automation: Concepts, architectures, and challenges,” IEEE Intell. Syst., vol. 34, no. 2, pp. 54–64, Mar. 2019.

[47] R. Sharifi, A. Anvari-Moghaddam, S. H. Fathi, and V. Vahidinasab, “A bilevel model for strategic bidding of a price-maker retailer with flexible demands in day-ahead electricity market,” Int. J. Electr. Power Energy Syst., vol. 121, Oct. 2020, Art. no. 106065.

[48] L. Cheng and T. Yu, “A new generation of AI: A review and perspective on machine learning technologies applied to smart energy and electric power systems,” Int. J. Energy Res., vol. 43, no. 6, pp. 1928–1973, May 2019.

[49] Y. Jiang, J. Hou, Z. Lin, F. Wen, J. Li, C. He, C. Ji, Z. Lin, Y. Ding, and L. Yang, “Optimal bidding strategy for a power producer under monthly pre-listing balancing mechanism in actual sequential energy dual-market in China,” IEEE Access, vol. 7, pp. 70986–70998, 2019, doi: 10.1109/ACCESS.2019.2919347.

LEFENG CHENG (Member, IEEE) was born in Huanggang, Hubei, China, in 1990. He received the B.Eng. degree in electrical engineering and its automation from the College of Information Science and Engineering, Huaqiao University, Quanzhou, China, in 2012, and the master’s degree in electrical engineering and the Ph.D. degree in power system and its automation from the School of Electric Power, South China University of Technology, Guangzhou, China, in 2015 and 2019, respectively. He is currently working as a Young Associate Professor with the School of Mechanical and Electrical Engineering, Guangzhou University, Guangzhou. He is heading three government sponsored research projects. His major research interests include power distribution automation, evolutionary game theory and complex network modeling, game-theoretic methods and its applications in electricity market, and machine learning algorithms and its applications in the operation, optimization, and control of energy and electric power systems. He is a member of IEEE PES, the Secretary of the IEEE PES Smart Grid and Emerging Technologies Satellite Committee—China Sub-Committee on Smart Grid Flexible Resource Interaction Technologies, and the Executive Director of the IEEE-PES-SBLC-China Sub-Committee on Electric Power Load Technologies.

JIE ZHANG was born in Xiaogan, Hubei, China, in 1979. He received the M.S. and Ph.D. degrees in electrical engineering from the South China University of Technology, China, in 2006 and 2019, respectively. Since 2006, he has been with Guangzhou University, Guangzhou. He is heading three government sponsored research projects. His major research interests include game theory-based electricity market, power electronics, and power system reliability analysis.

LINFEI YIN was born in Jiujiang, Jiangxi, China, in 1990. He received the B.S. and M.S. degrees in information engineering from Nan-chang Hangkong University, Nanchang, China, in 2012 and 2015, respectively, and the Ph.D. degree from the College of Electric Power Engineering, South China University of Technology, Guangzhou, China, in 2018. He is currently an Assistant Professor with the College of Electrical Engineering, Guangxi University, Nanning, Guangxi, China. His major research interest includes artificial intelligence techniques in operation of power systems.
YANG CHEN was born in Suihua, Heilongjiang, China, in 1988. She received the master’s and Ph.D. degrees from the Department of Electrical Engineering, Harbin Institute of Technology, Harbin, China, in 2013 and 2018, respectively. She joined the School of Mechanical and Electric Engineering, Guangzhou University, China, where she is currently a Lecturer. She has participated in the National Natural Science Foundation of China (NSFC) Youth Program and the NSFC General Program. Her research interests include battery management system, high-frequency switching power supply design, and power electronic circuit design.

JIANHUI WANG was born in Xiangtan, Hunan, China, in 1984. He received the M.S. degree from the School of Automation, Guangdong University of Technology, Guangzhou, China, in 2009, and the Ph.D. degree from the School of Automation, Guangdong University of Technology. Since 2009, he has been with the School of Mechanical and Electric Engineering, Guangzhou University, Guangzhou. His current research interests include nonlinear systems, linear systems, and intelligent control. He is currently a member of the Chinese Society of Automation and the Structural Vibration Control Committee of the Chinese Society of Vibration Engineering.

GUIYUN LIU was born in Hengyang, Hunan, China, in 1983. He received the B.Eng. degree from the School of Chemical Engineering, Qinghai University, Xining, China, in 2006, and the master’s and Ph.D. degrees from the School of Automation Science and Engineering, South China University of Technology, Guangzhou, China, in 2009 and 2012, respectively. He joined the School of Mechanical and Electric Engineering, Guangzhou University, China, where he is currently an Associate Professor. His major research interests include differential game theory and game-theoretic methods in complex networks.

XIAOGANG WANG (Member, IEEE) was born in Changchun, Jilin, China, in 1976. He received the M.S. degree from the Institute of Electrical Engineering, Academy of Sciences, Beijing, China, in 2003, and the Ph.D. degree from the South China University of Technology, Guangzhou, China, in 2009. Since 2003, he has been with Guangzhou University, Guangzhou, where he is currently the Vice Professor of the School of Mechanical and Electrical Engineering. He has authored more than 40 published technical articles. His current research interests include electricity market, microgrid, renewable energy power generation systems, and high-power converters.

DONGXING ZHANG was born in Jiaozuo, Henan, China, in 1987. He received the B.S. degree in materials forming and controlling engineering from the Huazhong University of Science and Technology, China, in 2006, the M.S. degree in aerospace manufacturing engineering from Beihang University (Beijing University of Aeronautics and Astronautics), China, in 2010, and the Ph.D. degree in mechanical and materials engineering from Western University, London, Canada, in 2017. Since 2020, he has been with Shenzhen Hongyi Precision Products Company Ltd. His research interests include smart electronics, power/energy-harvesting systems, chipless RFID, electromagnetic-wave metamaterials, and smart manufacturing.