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**ABSTRACT**

**Objective:** This paper introduces BioVoice, a user-friendly software tool for the acoustical analysis of the human voice. It estimates more than 20 acoustical parameters with advanced and robust analysis techniques specifically developed for different vocal emissions, from the newborn to the adult and the singer.

**Methods:** BioVoice performs both time and frequency analyses, detecting the number, length, and percentage of voiced and unvoiced segments and computing fundamental frequency (F0), formant frequencies (F1-F3), noise level, and jitter. The software tool computes the melodic shape of F0 out of 12 basic shapes and allows performing perceptual analysis in newborn and child voice. In the singing voice case, formants up to F5 are computed as well as the quality ratio and parameters concerning vibrato and its regularity. Colour figures and Excel tables show F0, the spectrogram with formants, voiced segments, and quality ratio.

**Results:** Examples of voice analysis in adults, children, newborns, and singers are presented. They show the specific capabilities and the high performance of BioVoice also as compared to another existing software tool.

**Significance:** BioVoice is a free user-friendly software tool for voice analysis that implements new estimation techniques. Basic parameters are computed as well as new ones specifically developed for newborn cry and singing voice analysis, not available with current software tools.

**Conclusions:** BioVoice is capable to deal with low to high pitched voices implementing dedicated tools. Thanks to its simple and intuitive interface, colour figures and Excel tables, it is a valuable tool suitable also for the inexperienced user.

**1. Introduction**

The analysis of the human voice has been and is still challenging, due to its high variability across gender, age, pathological or emotional state of human beings. Applications mainly concern clinical aspects such as hoarseness and in general the quality of the voice as related to pathologies of the vocal folds. Also, and somewhat more recently, there is a growing interest in the relationship between voice and neurological conditions. This correlation is indeed relevant, as voice production is strictly dependent on the correct functioning not only of the vocal folds but also of several areas of the central nervous system.

Thanks to the sophisticated human auditory apparatus, perceptual analysis is the first and basic approach for the assessment of voice quality, the most used scale being the GRBAS scale \([1]\). However, the need for an objective evaluation of voice quality soon proved fundamental, in order to minimize the errors due to perceptual and, consequently, individual analysis.

Therefore, along with the increased reliability and processing speed of computers, in the last fifty years several voice analysis tools and software were developed and some of them are available on the market. Perhaps the first and most used one was the Multi Dimensional Voice Program (MDVP) \([2]\), developed and commercialized in the nineties by the Computerized Speech Lab (Kay Elemetrics Corporation, Lincoln Park, NJ, USA), later Pentax Medical, that requires the use of Computerized Speech Lab (CSL). Though widely used basically for the analysis of dysphonia, MDVP has some limitations concerning the license cost and, mainly in its earliest version, its poor usability by the non-expert user as well as analysis techniques often not adequate for the complexity of the signal and the wide range of applications. Other widely used tools are DrSpeech \([3]\) and Wevsys \([4]\) useful in addition to...
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mated. For F0 and for each formant, the mean, median, standard deviation, fundamental frequency (F0), formant frequencies (F1-F4), noise level (Normalized Noise Energy · NNE), and jitter are estimated. For F0 and for each formant, the mean, median, standard deviation, maximum, and minimum values are calculated.

Furthermore, differently from other automatic software tools, BioVoice implements specific tools both for the newborn cry and the singing voice. Specifically, for newborn cry and child voice, it computes the melodic shape of F0, automatically identifying up to 12 melodic shapes. It also allows performing the perceptual melodic analysis: the user looks at the shape of each F0 voiced frame and classifies it manually. Objective and perceptual results are then compared and the percentage of the match is displayed. In the singing voice case F0 is displayed in cents (100 cents = 1 semitone = 1/12 octave). Two more formants are computed (F4 and F5) as well as the quality ratio (QR) [11] defined as the ratio of the Power Spectral Density (PSD) corresponding to the cluster of the first two formants and that corresponding to the third, fourth, and fifth formants. Parameters concerning vibrato rate and extent and its regularity (jitter and shimmer) are also provided.

BioVoice results and pictures are saved in a dedicated folder automatically created in the same directory as the one containing the analyzed audio file. Data and parameters, as well as statistical information, are saved in Excel tables. For each voiced frame detected with the implemented V/UV selection procedure, color figures (.jpg) are also created showing the F0 time evolution and the spectrogram with formants values superimposed. More pictures concern the singing voice analysis. Specifically, F0 in cents and the PSD (normalized with respect to the maximum value) along with the QR are shown.

This work extends the one presented at the 11th MAVEBA Workshop [12]. Here, BioVoice is described in detail, starting from the installation procedure and going through its settings and usage, highlighting its peculiar features, its versatility and ease of use. The technical details of its numerous functions, specifically created for the calculation of parameters in different cases, were already widely described in previous papers [13-19]. The performance of BioVoice has also been successfully tested on synthetic signals of newborn cry [20,21] and adults’ voice [19]. In this paper, additional applications of BioVoice on real cases are shown, to illustrate its most peculiar features that make it unique.

2. Materials and methods

The following sections describe for the first time a detailed tutorial of BioVoice, from the installation procedure to the analysis provided by the software tool. In the first part, the requirements that a computer must meet to install BioVoice are listed. Then a complete description of the software is presented and the information for its correct usage is detailed. In the last section, examples of analysis, concerning newborns, adults, and singers, are described, highlighting BioVoice’s capabilities.

2.1. Getting started

BioVoice is a software platform designed in MATLAB® 9.3 (R2017b). In order to use BioVoice, the computer must be equipped with at least an Intel® Core™ i3 processor running a 64-bit version of Windows OS (from Windows 7 on). It has not been tested on Mac OS or Linux. An executable beta version is available. Users without MATLAB, must install MATLAB® Runtime R2017b, which can be freely downloaded from: https://www.mathworks.com/products/compiler/matlab-runtime.html. BioVoice is delivered in a. zip file named BioVoice-master.zip. It is freely downloadable following the link https://github.com/ClaudiaManfredi/BioVoice. The website also contains a Readme.txt file that describes the main features of BioVoice and a BioVoice_Installing_Guide.pdf file explaining how to install it. The download may take several minutes, depending on the computer in use. Quite a long installation time is indeed one of the drawbacks of BioVoice.

2.2. Execute BioVoice

BioVoice can be launched from the folder where it was installed or through a link on the desktop. A picture showing the logo is displayed (Fig. 1). After 1-2’ the main BioVoice interface appears along with a warning message (Fig. 2). This is just a reminder for the user. Indeed, if Excel files or figures created by a previous analysis session are not closed, BioVoice could stop running. The BioVoice user interface is shown in Fig. 3. The BioVoice interface includes only immediate functionalities that can be called through a few buttons located on the left and lower side of the window. No technical specification is asked to the

Fig. 1. BioVoice Logo.
user. Buttons allow four possible choices:

1. Recording a new voiced file
2. Uploading one or more voiced files
3. Listening to a file among the uploaded ones
4. Analyzing the uploaded files

To avoid possible discrepancies due to differences in audio compression, BioVoice analyzes only .wav files that are automatically resampled at 44.1 kHz.

2.2.1. Recording a new voiced file
To record a new voiced file a microphone must be connected to the computer. By selecting the red button labelled as “REC” in the Recording box (bottom left side of the interface in Fig. 3), recording starts and the button “STOP REC” just below “REC” becomes active. To perform a recording any microphone is allowed, but the choice could affect the results. Obviously, the recording must be made carefully, sufficiently close to the microphone, by avoiding any background noise that could overlap and corrupt the recorded signal. To stop recording, the “STOP REC” button must be selected. A window opens through which the user can select the folder in which the recorded file must be saved.

2.2.2. Upload one or more voiced files
By clicking the “Add File” button on the top left side of the main BioVoice interface, a window opens where the folder of interest can be searched for. Files can be selected from different folders. Holding down the “ctrl” button several files can be selected from the same folder. Clicking on the “Open” button makes the uploaded files visible in the white box in the upper part of the interface, arranged in the same order as they are uploaded. An example is shown in Fig. 4. If the user forgets to upload one or more files, they can be added by repeating the same procedure. Instead, if one or more files were unintentionally uploaded, they can be removed simply by selecting them in the list and clicking on the “Remove File” button on the left. If the user tries to upload an already uploaded file, a message is shown (Fig. 5) and the user is asked to select a different file. Notice that, to avoid mistakes, the “Remove File” button is not active during the upload step. By selecting one of the uploaded files, the signal waveform appears in the large white box in the middle of the interface. It displays the normalized amplitude of the signal as a function of time. This gives a first view about the signal that will be analyzed, providing visual information such as its time duration, its time evolution, and amplitude peaks. An example is shown in Fig. 6.

2.2.3. Listening to a file among the uploaded ones
Listening can be done for a single file at a time. By selecting the file in the list and clicking on the “PLAY” button in the Listening box (mid left side of the interface in Fig. 3), the voice signal is played through the speakers of the computer or through headphones or loudspeakers connected to it. To stop listening before the end of the audio file, click the “STOP” button in the same box. When PLAY is clicked again, the file is reproduced from the beginning.

2.2.4. Analysis of the uploaded files
The analysis is performed for all uploaded files. In order to obtain correct results, BioVoice implements different analysis procedures according to the gender and age of the subject. Therefore it requires some simple preliminary specifications regarding voice files. This avoids the user having to specify any technical detail or setting that could be difficult to choose by a non-expert user. These specifications must be entered before starting the analysis, by selecting a file and then clicking on the “Settings: Age Range, Gender, Voice Emission” button (upper left side of the interface). As shown in Fig. 7, this window is divided into three boxes, each one concerning a specification of the subject that emitted the vocal sound:

- Age Range
- Gender
- Voice emission

![Fig. 3. BioVoice user-friendly interface. Buttons on the left and lower side allow several choices.](image-url)
Fig. 4. Uploaded files are displayed in the BioVoice interface (top panel).

Fig. 5. BioVoice message to avoid uploading duplicates.

Fig. 6. The normalized waveform of the selected Audio1.wav file is displayed in the central panel of BioVoice interface.
First, it is necessary to select the age range among the three available options:
- Newborn / Infant
- Child
- Adult

For adults only, the gender of the individual’s voice must be specified: Male or Female. To avoid mistakes, notice that for each choice only the buttons of allowed sub-choices are active. That is, for example, if Newborn / Infant is selected, gender choice is not active and the type of vocal emission can only be Cry. The same for Child: gender is not active and the vocal emission is just Voiced. Once the required choices are made, the user clicks on OK and repeats the procedure for the next file, until the specifications for all the files are entered. If there are two or more files with the same specifications, they can be made in a single step simply holding down the “ctrl” key on the computer keyboard, selecting all the files having the same specifications, and then clicking on “Set-tings:...”.

Once the specifications have been entered, voice analysis is launched by clicking the “START” button in the Acoustical Analysis box placed in the lower part of the interface (see Fig. 3):

Notice that, before launching the analysis, all Excel or. jpeg files must be closed. Otherwise, a warning is displayed (Fig. 8) and the elaboration is stopped until the files are closed. If BioVoice starts to analyze a file for which some settings were only partially fixed, or not fixed at all, the analysis stops and an error window appears warning the user about the missing information. The messages are shown in Fig. 9. Pressing the OK button, the user enters the settings for that file. The analysis restarts from the file where it was left off. The uploaded files are analyzed one at a time, in the same order in which they were uploaded. As soon as the analysis of a file begins, a new folder with the same name of the file, followed by "_BIOVOICE", is created inside the same folder where the file is located. At the end of the analysis of the file, all the results obtained are saved in this new folder. BioVoice automatically proceeds with the analysis of the next file until all the uploaded files have been analyzed. To allow the user checking how the analysis proceeds, two bars are shown in the middle of the interface, respectively showing the number of voiced units analyzed and the file number in the list. An example is shown in Fig. 10. Voiced units are detected at the beginning of the elaboration according to a procedure described in detail in [18]. Notice that, to avoid unintentional pressure of other buttons during the file processing, only the “STOP” button is active. A figure displaying the detected voiced parts in the whole recording is saved. Examples are reported in the Results Section. If an already analyzed file is uploaded, BioVoice warns the user as shown in Fig. 11. If the user wants to proceed anyway with the analysis, current results will overwrite previous ones.

If more than 20 voiced frames are detected in a single file, BioVoice displays a message to inform the user that the figure showing the Voiced/UnVoiced (V/UV) selection will not be displayed nor saved. The reason being that the V/UV frames would be too compressed in the figure and thus unreadable. An empty figure is displayed instead, as shown in Fig. 12. This warning does not affect the processing of the file that goes on anyway, even if the warning message is not closed. This could be useful for example if the user is not watching the monitor during the elaborations.

The analysis can be stopped by selecting the “STOP” button in the Acoustical Analysis box. In this case, BioVoice completes the analysis of the current file but does not continue with that of the next file. A window opens that specifies which was the last analyzed file before the stop (Fig. 13). If the analysis is not stopped, BioVoice analyzes all the files in the stack and, once finished, the window shown in Fig. 14 is displayed. BioVoice informs the user that the analysis has been completed. There are three possible choices:
1. Select one of the analyzed files and click on the "Results" button to view the results obtained for that file; this opens the folder that contains jpeg figures and Excel tables.

2. For files of newborns or children only, the user can select the "F0 Melody: Perceptual analysis" button to perform a manual melodic analysis in addition to the automatic one performed by BioVoice, as explained below.

3. Close BioVoice by selecting "Exit". The results are saved in their respective folders and can be viewed later.

### 2.3. Perceptual melodic analysis

At the end of the analysis of a newborn or child type file, selecting the button "F0 Melody: Perceptual analysis" in the interface, the window shown in Fig. 15(a) is displayed.

The button on the top: "HOW TO PERFORM PERCEPTUAL ANALYSIS? Click here" opens a short explanatory box, indicating how to proceed to perform the perceptual analysis (Fig. 15(b)). For correct use, the user must be already sufficiently informed and experienced about the infant cry analysis [20–26].

With BioVoice, for each voiced/cry unit (CU), the users may select the one that in their opinion is the most appropriate to describe the shape of F0 among twelve possible choices. The melodic shapes are: Falling (F), Rising (R), Symmetrical (S), Plateau (P), Low-Up (LU), Up-Low (UL), Frequency Step (FS), Double (D), Complex (C), Undefined (U), Not-a-Cry (NC) and Other (O). These shapes are a subset of those listed in [23, 24]. To go to the next unit select "Next", to return to the previous one select "Prev". Once all the units have been analyzed, the window shown in Fig. 15(c) opens.

Clicking on "Results" opens the folder that, among other results, includes an Excel sheet with the comparison, CU by CU, between the automatic analysis carried out by BioVoice and the perceptual one performed manually by the operator. The sheet also shows the percentage of matching between the two. An example is shown in Fig. 15(d) where three Cry Units (voiced frames) are compared. A 100% match is obtained in this case.

To exit without completing the analysis, press "Interrupt Analysis". This may be necessary due to lack of time of the user or other reasons, however, the analysis can be restarted anytime from the point where it was stopped. Partial results are anyway saved.

### 2.4. Excel files and figures

The folder of each analyzed file contains several Excel files and pictures.

#### 2.4.1. Excel files

For any audio file named "audioname.wav", the following tables are created: "audioname_F0.xls", "audioname_F1.xls", "audioname_F2.xls", "audioname_F3.xls", "audioname_Info.xls", "audioname_PSD_Units.xls", "audioname_Voiced_Unvoiced_selection.xls", "audioname_Voiced_units.xls".
xls" and "audioname_Whole_Recording_Report.xls". For Newborn and Child one more excel file is created named "audioname_Auto
cmatic_Melody_Analysis.xls". Moreover, if the perceptual analysis is
performed, the Excel file "audioname_Automatic_vs_Perceptual_Melody_
Analysis.xls" is created. This file contains a comparison, unit by unit,
between the automatic analysis carried out by BioVoice and the
perceptual one manually performed by the user, and the percentage of
matching between the two. Finally, in the case of a Singer voice,
"audioname_F4.xls" and "audioname_F5.xls" are created and additional
parameters (cents, quality ratio (QR), mean and standard deviation of
vibrato rate, vibrato extent, vibrato jitter, and vibrato shimmer) are
added in "Voiced_Unit.xls" and "Whole_Recording_Report.xls". In
Table 1, all the parameters saved in the Excel files are reported. Examples
of the Excel files extracted from the analysis of a newborn cry are
reported in supplementary materials. In the folder(s) containing the
analyzed files, other Excel files are also created providing a report of all
the results obtained for each category of adults, children, newborns, and
singers, respectively. The Tables are named Report_BIOVOICE_Adult.xls,
Report_BIOVOICE_Child.xls, Report_BIOVOICE_Newborn_Infant.xls, and
Report_BIOVOICE_Adult_Singer.xls. Report tables are saved in the same
folder as the analyzed audio files. Therefore, if some files for which a
single report is required are in different folders, several tables will be
created. It is therefore advisable that such files are collected in the same
folder.

The implemented estimation methods for F0, formants, noise, and
jitter are described in [13–19]. For newborns and children, the estimation of the melodic shapes is
described in [20, 21, 26]. For the singing voice, BioVoice implements the
parameters described in [11].

2.4.2. Figures

All figures are provided in. jpg format, to be accessible with any OS.

1. "audioname_VUV.jpg" Picture in which the voiced units detected in
the signal are highlighted by a dotted line. It returns an empty figure
in the case of >20 units for which this figure would be illegible.
2. "audioname_spectrogram.jpg" For each voiced unit a spectrogram is
provided in colored scale with formant values superimposed.
3. "audioname_F0.jpg" For each voiced unit a plot is provided showing
the time evolution of F0. For clarity, the frequency scale is set ac-
cording to the min-max F0 values.
4. In the singing voice case, for each voiced unit two more pictures are
created: "audioname_QR.jpg" displays the PSD with the low (red)
and high frequency (green) parts, the two frequency thresholds and
the QR value, while "audioname_cents.jpg" shows the F0 plot in the
cents scale along with the values of all the singing voice parameters
(mean and std): Vrate, Vextent, C, Vocal intonation, Vibrato jitter
and Vibrato shimmer.

The eventually large number of tables and figures concerning a sin-
gle. wav file is one of the reasons for possible quite long computing time
with BioVoice. The other reason being the time required for performing
computations with some of its functions. Long computing time is indeed
the main drawback of BioVoice.

2.5. Real data analysis

To highlight the features of BioVoice, some examples are presented
concerning the five categories: adult male, adult female, child, newborn,
and singer. Apart from the singer, these examples concern voices
recorded at home with cheap microphones or integrated into portable
devices (i.e. smartphones). The singer’s voice was recorded with a
professional microphone Shure SM58 and a Tascam US-144 audio
board. Results related to synthetic signals of both adults and newborns
were already reported elsewhere. Specifically, the good performance of
BioVoice in estimating F0, formants, noise, and jitter are described in [13–19].
It is worth mentioning that recently BioVoice was successfully applied to newborn
cry for differentiating the melodic shape of cry units of Italian, French,
and Arabic newborns according to their mother tongue [26].

For adults, two groups were considered. Recordings from 8 male
voices (age: 37.7 ± 9.3 years old) and 8 female voices (age: 37.2 ± 11.8
years old) were collected. All subjects were native Italian speakers and with healthy voices. Two children, a male and a female (though gender is not relevant in this case), both aged 4 years and native Italian speakers were recorded too. For adults and children, the vowel triangle is obtained from the estimated formant values F1 and F2. Results are compared to the vowel triangle reported in [29] and to the one obtained with Praat. The Mann-Whitney test was applied to compare results obtained with BioVoice and Praat. The same statistical test has been applied to compare the reference values reported in [29] to BioVoice and Praat, respectively. Moreover, the vowel space area (VSA) and the formant centralization ratio (FCR) [30] are computed. VSA represents the two-dimensional area bounded by lines obtained connecting first and second formant frequency coordinates (F1/F2) of vowels [31]. FCR is an acoustic metric that weighs formants with higher sensitivity to vowel centralization against formants that are expected to be lower [30]. VSA and FCR are acoustic metrics correlated to speech intelligibility. In general, clear and healthy voices present larger VSA values [32] and FCR values close to 0.9 [30].

Parameter settings used in BioVoice and Praat are reported in Table 3. Computations in Praat were performed by setting its default values as reported in the software tutorial [33]. The Praat tutorial does not indicate a specific value of the F0 and formant upper limit for children’s voices, therefore we used the same upper limit as in BioVoice. As suggested in the Praat tutorial [33], the number of formants to be estimated was set to 5 and the first three were selected. Instead, BioVoice automatically sets ranges, upper limits and the number of formants to three for adults, children and newborns, and to 5 for singers.

The example related to the newborn cry concerns a healthy at term subject. The recordings were performed before feeding, therefore they reasonably concern hunger cry. The first recording lasting about 10 s was made 30 days after birth. A second recording was made 15 days later. Both parents were native Italian speakers. Both automatic and perceptual analyses were performed. The perceptual analysis was made by an expert in the field of newborn cry analysis. Lastly, the example of singing voice concerns a professional male opera singer, aged 40 years, recorded while singing in operatic style a musical phrase from Gershwin’s opera Porgy and Bess: “Summertime, and the livin’ is easy.” For vibrato analysis, the sustained /atm/ from /sam@atm/ was extracted. More details are reported in [11].

3. Results

3.1. Adult results

The results of the acoustical analysis for adult males and females are reported in Table 4.
Table 1
List of all parameters and excel tables saved by BioVoice. All Excel files are saved adding the audio recording filename as a prefix.

| Parameters                  | PSD_Unit_#.xls | Automatic_Melody_Analysis.xls | Automatic_vs_Perceptual_Melody_Analysis.xls | Info.xlsx | F0.xlsx | F1.xlsx | F2.xlsx | F3.xlsx | F4.xlsx | F5.xlsx | Voiced_Unit_#.xls | Voiced_Unvoiced_Selection.xls | Whole_recording_report.xls |
|-----------------------------|----------------|------------------------------|---------------------------------------------|----------|--------|--------|--------|--------|--------|--------|-----------------|-----------------------------|-----------------------------|
| Newborn                     | x              | x                            | x                                            | x        | x      | x      | x      | x      | x      | x                |                             |                             |
| Child                       | x              | x                            | x                                            | x        | x      | x      | x      | x      | x      | x                |                             |                             |
| Adult                       | x              | x                            | x                                            | x        | x      | x      | x      | x      | x      | x                |                             |                             |
| Singer                      | x              | x                            | x                                            | x        | x      | x      | x      | x      | x      | x                |                             |                             |

PARAMETERS

Age range (Newborn, Child, Adult)
Automatic melody results

F0
- Frequency values [Hz]
- Time instants [s]
  - Mean [Hz]
  - Median [Hz]
  - Std [Hz]
  - Min [Hz]
  - Max [Hz]
  - T (min)
  - T (max)
  - Skewness
  - Kurtosis
  - Percentiles (up to 100)

F1
- Frequency values [Hz]
- Time instants [s]
  - Mean [Hz]
  - Median [Hz]
  - Std [Hz]
  - Min [Hz]
  - Max [Hz]

F2
- Frequency values [Hz]
- Time instants [s]
  - Mean [Hz]
  - Median [Hz]
  - Std [Hz]
  - Min [Hz]
  - Max [Hz]

F3
- Frequency values [Hz]
- Time instants [s]
  - Mean [Hz]
  - Median [Hz]
  - Std [Hz]
  - Min [Hz]
  - Max [Hz]

F4
- Frequency values [Hz]
- Time instants [s]
  - Mean [Hz]
  - Median [Hz]
  - Std [Hz]
  - Min [Hz]
  - Max [Hz]

F5
- Frequency values [Hz]
- Time instants [s]
  - Mean [Hz]
  - Median [Hz]
  - Std [Hz]

(continued on next page)
| PSD_Unit_#_.xls | Automatic_Melody_Analysis.xls | Automatic_vs_Perceptual_Melody_Analysis.xls | Info_.xls | F0_.xls | F1_.xls | F2_.xls | F3_.xls | F4_.xls | F5_.xls | Voiced_Unit_#.xls | Voiced_Unvoiced_Selection.xls | Whole_recording_report.xls |
|----------------|-------------------------------|--------------------------------|------------|--------|--------|--------|--------|--------|--------|----------------|--------------------------------|-----------------------------|
|                |                               |                                 |            | x      | x      |        |        |        |        |                |                                |                             |
| Min [Hz]       |                               |                                 |            |        |        |        |        |        |        |                |                                |                             |
| Max [Hz]       |                               |                                 |            |        |        |        |        |        |        |                |                                |                             |
| Gender (Male, Female) |                           |                                 |            |        |        |        |        |        |        |                |                                |                             |
| Jitter         |                               |                                 |            |        |        |        |        |        |        |                |                                |                             |
| Kind of vocal emission (Cry, Voiced, Singer) |                       |                                 |            |        |        |        |        |        |        |                |                                |                             |
| Match between perceptual and automatic analysis |                       |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| NNE [dB]       |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Number         |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Duration - mean [s] |                           |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Duration_std [s] |                              |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Duration_min [s] |                              |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Duration_max [s] |                              |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Perceptual analysis |                         |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| PSD Frequency [Hz] |                           |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Normalized PSD [dB] |                         |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Total signal duration [s] |                      |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vext Mean      |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vext Std       |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vext Jitter    |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Shimmer        |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Voice parts Duration [s] |                    |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Voice parts Duration_std [s] |                   |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Voice parts Duration_min [s] |                   |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Voice parts Duration_max [s] |                   |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vibrato Start [s] |                           |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vibrato Stop [s] |                           |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vrate Mean     |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Vrate Std      |                               |                                 |            |        |        |        |        |        |        |                |                                | x                            |
| Unit number/CU number |                       |                                 |            |        |        |        |        |        |        |                |                                | x                            |

Abbreviations: Fundamental frequency (F0), Formants (F1, F2, F3, F4, F5), Normalized Noise Energy (NNE), Power Spectral Density (PSD), Quality Ratio (QR).
In Fig. 16, the vowel triangles for adult male and female are shown. Furthermore, VSA and FCR are computed, as well as the comparisons between the two software tools and the reference values. Specifically, for male subjects $VSA = 168082.93 \pm 68305.74$ (p = 0.74) and $FCR = 1.05 \pm 0.14$ (p = 0.55) with BioVoice, while with Praat $VSA = 147433.41 \pm 79922.75$ (p = 0.31) and $FCR = 1.20 \pm 0.13$ (p = 0.14). For females: $VSA = 287010.54 \pm 120663.75$ (p = 0.08) and $FCR = 0.99 \pm 0.12$ (p = 0.84) with BioVoice, while with Praat: $VSA = 247355.95 \pm 131045.22$ (p = 0.46) and $FCR = 1.14 \pm 0.18$ (p = 0.11).

3.2. Children results

The children results are shown in Fig. 17 and Table 5. With Praat, the first three formants out of five were selected. The F0 range and formants upper limit were selected in order to optimize the results. They will be described in detail in the next section. Statistical analysis was not performed in this case due to the limited number of participants included in this category.

3.3. Newborn results

In the first recording, eight voiced parts (Cry Units, CU) were detected. CUs obtained with BioVoice are shown in Fig. 18. The Excel table with the comparison between automatic and perceptual melodic analyses is displayed in Table 6. The third CU is classified as Complex (C) by the automatic method, but perceptually as a Falling (F) shape. Therefore the match is 88%. The two shapes are shown in Fig. 19. In the analysis of the first audio recording, most of the CUs were classified as Falling cries.
The second recording was made 15 days later and lasts about 10 s. In this case, three CUs were detected, as shown in Fig. 20, and classified as reported in Table 7. The match is now 100%.

As an example, the second CU is displayed in Fig. 21. It is correctly classified as C both automatically and perceptually. Though only three CUs were detected, the majority of C shapes might indicate that the newborn cry evolves with age towards more complex sounds such as babbling and pre-speech, in agreement with [22].

3.4. Singer results

Vibrato is clearly visible in Fig. 22 and its main parameters are shown: vibrato rate, vibrato extent, vocal intonation, vibrato jitter, vibrato shimmer, and cents (reported in Fig. 22(a) respectively as VRate, VExtent, Vocal Int., C, Vibrato Jitt. and Vibrato shimm). They are also collected in Excel tables in the folder created by BioVoice for this subject. Fig. 22(b) shows the quality ratio QR, computed as the ratio between the cumulative energy of F1 and F2 divided by that of F3-F5. A smoothed Normalized Power Spectral Density (PSD) is shown, to enhance the energy peaks that correspond to the first 5 formants. The two PSD areas are well distinguishable (F1-F2 < Fref_inf; Fref_inf < F3-F5 < Fref_sup) as well as the two dynamic thresholds as obtained with BioVoice [11]. The spectrogram in Fig. 22(c) shows the time evolution of F1-F5. The fundamental frequency (first harmonic, around 350 Hz) and its multiples are clearly visible, as well as their oscillating shape related to vibrato.

4. Discussion

In this paper, the BioVoice software tool for voice analysis is presented, its innovative features and ease of use are described in detail. Examples of real data analysis are presented to highlight the software performance and its features also as compared to Praat, the currently most used software tool for voice analysis. The comparison between BioVoice and Praat was performed only for adults and children because, on one hand, newborns and infants cannot be asked to produce a specific vowel emission and thus there are no reference vowels for comparison, and on the other hand because Praat does not estimate the cry melody or the parameters of the singing voice. However, comparisons of synthetic newborn cries have been made and published in [20, 21, 23]. Other software tools perform newborn cry analysis, but they are neither available online nor freely downloadable [34–36].

In the vowel triangle for adult’s voice analysis, higher values for F1 and F2 are obtained with respect to the reference values with Praat, both for males and females. With BioVoice, only the female group exhibits very high F1 values for the vowel /a/. This is however quite consistent with what is reported in Table 5.
with the differences in the vocal tract between males and females.

The comparative analysis between Praat and BioVoice (Table 4) showed statistically significant differences in the formant frequency estimations of all three vowels. Instead, there are only a few statistically significant differences when BioVoice is compared to the reference values.

The acoustic metrics given by VSA and FCR shows the reliability of formant frequencies algorithms implemented in BioVoice. VSA and FCR values obtained through BioVoice are slightly better aligned to the reference values [29] than those obtained with Praat, except for the VSA of female voices. For most parameters, the statistical comparison between BioVoice and the reference values in [29] shows a high correlation (p-value up to 0.84), while slightly low values were found with Praat (p-value < 0.46).

As the adult participants included in this work had healthy voices, it is worth noticing that the FCR values obtained with BioVoice are closer to 0.9 as should be in control subjects with clear speech [30].

In previous papers [19,37,38], the analysis of sustained vowels emitted by healthy adult subjects gave almost identical results for F0 both with BioVoice and Praat, and quite similar results are found for the first two formants. On the other hand, as regards the third and subsequent formants, the calculation is certainly more complex due to the lower energy and higher bandwidth of these formants [29] and results often differ. Praat gives the users the possibility to work around this issue, by empirically increasing the number of formant frequencies to be estimated and then choosing the first three, and/or changing the frequency range settings. This requires some skill of the user, who must decide which is the best action to take looking at the spectrogram. As already mentioned, BioVoice does not require any actions from the users, thus providing standardized results among each voice category.

Indeed the estimation of formants with numerical methods is still challenging and further improvements have to be developed and implemented. On this topic, some papers on simulated data show the robustness of the methods implemented in BioVoice [14–17,19].

Generally, the vowel triangles of adults obtained with the values estimated by BioVoice are similar to the reference triangle, while those of children show higher formant frequencies. This difference is consistent with the higher frequencies in children’s voices, as the vocal tract is
shorter than in adults.

An example is shown in Fig. 17 and in Table 5 concerning children’s vocalizations. As can be seen, the estimates provided by BioVoice and Praat differ significantly from each other, especially as regards F2, which is generally higher with Praat. The reference values reported in Table 3 were used for BioVoice, while for Praat several attempts were made: in fact, varying both the minimum of F0 (75 Hz < F0_{min} < 110 Hz), the number of formants F_{nmax} (5 < F_{nmax} < 8) and their range F_{range} (5.5 kHz < F_{range} < 8 kHz) results were found remarkably dissimilar to each other. The result shown in Fig. 17 was obtained by setting F0_{min} = 110 Hz, F_{nmax} = 5 and F_{range} = 7 kHz.

The main innovative part of BioVoice presented in this paper consists of the melodic analysis for newborns and children and the singing voice analysis. As an example, Fig. 15 concerning the newborn cry shows the difference between automatic and perceptual analyses in the third melodic shape. Difficult to say which of the two is the correct one. The classification of the cry units (CUs) is indeed a quite hard task, both numerically and perceptually, and there are few clinically assessed relationships between melodic shapes and neurological conditions in the newborn [23, 27, 34, 35]. Recently, the study of melodic shapes in the neonatal cry has proven to be an effective tool in characterizing linguistic differences between infants whose mothers have different mother tongues [25, 26, 39, 40]. This aspect is relevant as it allows verifying the newborns’ ability to listening to external sounds in the last weeks of gestation, and their learning ability before birth. Therefore, this option offered by BioVoice might be an added value and the comparison between automatic and perceptual analysis could help with solving doubtful situations.

The singing voice, as high pitched as that of the newborn, requires specific quality parameters. In this case, the greatest difficulty lies in generalizing the calculation of the QR, which fully depends on the vocal characteristics of the subject. To this aim, variable thresholds are implemented to separate F1 and F2 from F3-F5, according to the specific vocal emission [11]. Indeed, the problem of a reliable estimation of formants is particularly critical here, where up to the fifth formant is required.

It is obvious that the difficulties in both newborn cry and singing voice are considerable, as these voices have a very high pitch and peculiar characteristics. Moreover, the newborn cry is an extremely complex signal, because it is always characterized by high irregularity and the recordings are made without the possibility of asking the subject to emit a specific vocalization.

Finally, we remark that the methods implemented for adult and singing voices can also be applied in the case of actor/actress voice. Recently, BioVoice was applied with the aim of evaluating possible improvements of the performance in the use of semi-occluded vocal tract exercises [41, 42]. Moreover, the acoustical analysis of the singing voice could usefully combine imaging techniques to deepen the study of phonatory mechanisms in singing practice [43].

4.1. Study limitations

With BioVoice the required computational time for elaborations is highly dependent on the duration of the audio file, but even more on the
number of detected voiced parts: indeed, the many acoustical parameters are computed for each voiced unit, as well as figures and tables. This inevitably slows down the completion of the processing. For example, 38 s were needed to carry out the analysis of the newborn recording described in Figs. 20 and 21 and Table 7 on a 64-bit Windows 10 laptop equipped with Intel Core i7-3632QM CPU @ 2.20 GHz and 8GB of RAM.

In general, the computing time is affected by two main factors: the number of time windows on which F0 and formants are calculated, whose length is inversely proportional to the variable frequency of F0 [13,21] and therefore higher in the case of infants, children and singers; and the further processing required for the automatic analysis of the melody.

In the current version of BioVoice, child and adult voice analysis is limited to voiced frames only or vocaical words [37]. We are working towards including running speech analysis for both groups. Lastly, up to date, the melodic shape is computed only for newborn cry and children’s voice, but it will be extended to the adult’s voice too, as it might be related to the emotional state of the subject.

Reducing computational time, code optimization, and the implementation of additional voice features will be included in future BioVoice releases.

Finally, in this work, we did not address the possible interaction between F0 and the first formant in high pitched voices, that might occur in adult voice and more often in newborns and children’s voices. As a matter of fact, in BioVoice the algorithms for the computation of F0 and formants are implemented in such a way as to avoid possible interferences between them, but this topic will require further and in-depth studies.

5. Conclusions

This study presents and explains a user-friendly software tool for the acoustical analysis of the human voice named BioVoice. Biovoice estimates more than 20 acoustical parameters with advanced and robust analysis techniques for different vocal emissions, from the newborn to the adult and the singer.

The software is the result of several years of research and some of its results and features are partially presented in previous papers. Here, we described in detail and in a unified way all the capabilities of BioVoice in its recently available online version. With respect to previous versions, new relevant features of BioVoice are also introduced concerning the analysis of the newborn cry and of the singing voice.

Basic parameters are computed as well as new ones, specifically developed for newborn cry and singing voice analysis not provided by other software tools of the same kind. For newborn cry and child voice, BioVoice computes the melodic shape of F0 out of 12 basic shapes and allows performing perceptual analysis. In the singing voice case, formants up to F5 are computed as well as the quality ratio QR and parameters concerning vibrato and its regularity.

Great effort and attention have been paid to the creation of a simple and intuitive interface, which completely frees the user from setting technical parameters often difficult to understand, that might lead to incorrect use of the software and inaccurate results. BioVoice is thus a valuable tool including new relevant features as compared to other existing software tools and suitable also for the inexperienced user.
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