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ABSTRACT

Introduction: Improvement of health in human immunodeficiency virus/acquired immunodeficiency syndrome (HIV/AIDS) patients on antiretroviral therapy (ART) is characterised by an increase in CD4 cell counts and a decrease in viral load to undetectable levels. In modelling HIV/AIDS progression in patients, researchers mostly deal with either viral load levels only or CD4 cell counts only, as they expect these two variables to be collinear. In this study, both variables will be in one model.

Methods: Principal component variables are created by fitting a regression model of CD4 cell counts on viral load levels to improve the efficiency of the model. The new orthogonal covariate is included to represent the CD4 cell counts covariate for the continuous time-homogeneous Markov model defined. Viral load levels are categorised to define the states for the Markov model.

Results: The likelihood ratio test and the estimated AICs show that the model with the orthogonal CD4 cell counts covariate gives a better prediction of mortality than the model in which the covariate is excluded. The study further revealed high accelerated mortality rates from undetectable viral load levels as well as accelerated risks of viral rebound from undetectable viral level for patients with lower CD4 cell counts than expected.

Conclusion: Inclusion of both viral load levels and CD4 cell counts, monitoring and management in time homogeneous Markov models help in the prediction of mortality in HIV/AIDS patients on ART. Higher CD4 cell counts improve the health and consequently survival of HIV/AIDS patients.
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INTRODUCTION

The development of highly active antiretroviral therapy (HAART) has substantially reduced morbidity and mortality in the human immunodeficiency virus/acquired immunodeficiency syndrome (HIV/AIDS) population [1]. HAART reduces the viral load of circulating HIV
by blocking replication at multiple points in the virus life cycle [2], resulting in an increase in CD4 cell counts and increased life expectancy of individuals infected with HIV. Thus, making CD4 cell counts and viral load the fundamental laboratory markers regularly used for patient monitoring and management [3], in addition to predicting HIV/AIDS disease progression or treatment outcomes [4].

However, although the primary predictor of HIV transmission is HIV viral load, relatively fewer HIV modelling studies include a detailed description of the dynamics of HIV viral load along stages of HIV disease progression. This could be due to the unavailability of data on viral load, particularly from low- and middle-income countries that have historically relied on monitoring CD4 cell counts for patients on ART because of higher costs of viral load testing [5]. However, sometimes, both CD4 cell counts and viral load covariates information is available.

Estill et al. [6] investigated the benefits of viral load routine monitoring for reducing HIV transmission. They developed a stochastic mathematical model representing 1000 simulations for both CD4 cell counts monitoring and viral load routine monitoring. Their findings revealed that viral load routine monitoring and managing in patients reduce both cohort viral load and transmissions by 31%. Rose et al. [7] investigated frameworks for the analysis of viral load. They came up with two frameworks: the single measure viral load and the repeated measure viral load. Their findings indicated that the repeated measure viral load has more precision than the single measure viral load because it utilises all available viral load data, has more statistical power, and also avoids subjectivity of defining a “window”. Thus, in this study, we propose a repeated measure viral load monitoring and management using a Markov stochastic model.

Mathematical models have been extensively used in research into the epidemiology of HIV/AIDS, because they play an important role in improving our understanding of major factors contributing to the spread of this virus. It has also been argued that multi-state stochastic models are useful tools for studying complex dynamics such as chronic disease and also in determining factors associated with the progression between different stages of the disease [8, 9]. A Markov process is defined as a type of stochastic process in which a system changes in a random manner between different states. However, for most of these studies, states of the Markov processes are based on CD4 cell counts. For example, Titus analysed HIV dynamics using a discrete-time Markov chain mathematical model based on simulated CD4 states [10]. Dessie [9] used a CD4-based Markov model to determine the factors associated with the progression between different stages of the disease for individuals on antiretroviral therapy (ART).

In this study, a continuous-time-homogeneous Markov process is used to model the progression of HIV/AIDS patients. We define HIV/AIDS progression based on five viral load states, measured in copies/µL, followed by the end point, death. More importantly, among the determinants of HIV/AIDS, both the viral load counts and CD4 cell counts are included in the same model, thus making this research different from previous studies. The CD4 cell count covariate is included and the effect of collinearity with viral load is corrected for using the principal component approach. In addition to that, effects of non-adherence to treatment, viral load baseline (VLBL), age and gender on transition intensities is assessed. Transitions between the viral load states is considered to be bi-directional using data recorded from a cohort of 320 HIV+ patients from a wellness clinic in Bela Bela, South Africa.

Continuous-Time Markov Processes

Transitions between states are assumed to follow a stochastic Markov process, that is, transitions to the next state depend only on the current state occupied by a patient. The previous states occupied by an individual do not matter; that is, the memoryless property of the Markov models. These transitions are described using the transition probabilities \( p_{ij}(t) \), transition intensities \( \lambda_{ij} \), from state \( i \) to state \( j \). The functions \( p_{ij}(t) \) are continuously differentiable and are subject to the initial condition:

\[
p_{ij}(0) = \delta_{ij} = \begin{cases} 
1, & \text{if } i = j \\
0, & \text{if } i \neq j 
\end{cases}
\]
where $\delta_{ij}$ is a kronecker delta, $p_{ij}(0) = 1$, $i = j$ means the patient’s state definitely does not change when no time elapses and $p_{ij}(0) = 0$, $i \neq j$ means that, when no time elapses, we are sure that the patient’s state cannot change with certainty. The transition intensity is defined as:

$$x_{ij} = \frac{d(p_{ij}(t))}{dt} \bigg|_{t=0} = \lim_{\Delta t \to 0} \frac{p_{ij}(\Delta t) - x_{ij}}{\Delta t}, \quad i, j \in C, j \neq i$$

and $x_{ii}(t) = - \sum_{j \neq i} x_{ij}(t)$ for each $i \in C$. In this study, transition probabilities depend only on the elapsed time and not on the chronological time. Thus, the Markov process is time-homogeneous, implying that $p_{ij}(t, t + s) = p_{ij}(s)$ and $x_{ij}(t) = x_{ij}$.

The effect of the above explanatory variables (covariates) on the transition intensities is modelled using the proportional intensities:

$$x_{ij}(Z) = x_{ij}^{(0)} \exp(\beta_{ij} Z), \quad i \neq j,$$

where $Z$ is a $k$-dimensional vector of explanatory variables, $\beta_{ij}$ is a vector of $k$ regression parameters relating to the instantaneous rate of transitions from state $i$ to state $j$ to the covariates $Z$, and $x_{ij}^{(0)}$ is the baseline transition intensities with covariates set to their means.

**METHODS**

**Data Description**

The model is applied to data from a heterosexual group of 320 HIV patients on HAART from a Wellness clinic in Bela Bela, South Africa, from 2005 to 2010. These patients were observed after 3 months of treatment uptake and every 6 months thereafter. This yielded 2259 observations. Of these patients, 224 were females and 96 were males, 172 were aged between 15 and 45 years and 72 were over 45 years. The mean age of the patients at enrolment was 40.62 years. A total of 267 had a VLBL above 10,000 copies/µL and 49 had a VLBL below 10,000 copies/µL. At enrolment, the mean viral load was 138 208 copies/µL with a maximum of 818,600 copies/µL. A total of 226 patients had a CD4 baseline below 200 cells/mm$^3$ and 96 had a CD4 baseline above 200 cells/mm$^3$. During the course of treatment, a number of factors were considered. These include non-adherence to treatment therapy, treatment change, treatment line and resistance to treatment, with 36 showing some signs of non-adherence to treatment which influenced the need for treatment change.

For each and every assessment time point, blood samples were obtained from each patient, and the plasma HIV RNA was measured using an Amplicor HIV-1 monitor assay kit which has a lower limit of sensitivity of 50 copies/µL. Thus, HIV RNA below 50 copies/µL is undetectable.

At $t = 0$, the regimens that were mostly administered to patients were the triple combination therapy, d4T-3TC-EFV (208 patients) and d4T-3TC-NVP (92 patients). d4T and 3TC represent Stavudine and Lamivudine, respectively, which fall into the nucleoside reverse transcriptase inhibitors (NRTI) class. EFV and NVP stand for Efavirenz and Nevirapine, respectively, and are from the non-nucleoside reverse transcriptase inhibitors (NNRTI) class.

In patients who showed some signs of non-adherence, d4T was substituted by AZT (Zidovudine). A switch from d4T-3TC-EFV to AZT-3TC-EFV was most common, rising from 10 patients in the first 6 months to 92 patients at 30 months. During the same period, the number of patients who switched from d4T-3TC-NVP to AZT-3TC-NVP rose from 6 to 45. After 1 year of treatment uptake, 1 patient was introduced to FTC-TDF-EFV and, after 3.5 years, the frequency increased to 10 patients. Another combination of FTC-TDF-NVP was also introduced to 3 patients after 2 years, and the number rose to 7 after 3 years. AZT-3TC-LPV/r was also administered, and at $t = 0$, 2 patients were administered with this triple combination. Other treatment combinations that were administered include FTC-TDF-NVP, AZT-ddI-LPV/r, d4T-3TC-LPV/r, ddI-d4T-3TC, and FTC-TDF-LPV/r. However, these were not administered frequently.
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Principal Component Analysis

Principal component analysis is a technique used to combine highly correlated factors into principal components that are much less highly correlated with each other, which improves the efficiency of the model.

In this study, the predictive power of viral load values \( I_1 \) and CD4 values \( I_2 \) is explored. Two new, uncorrelated factors, \( I_1^* \) and \( I_2^* \), can be constructed as follows:

Let \( I_1^* = I_1 \)

Then, we carry out a linear regression analysis to determine the parameters \( \gamma_1 \) and \( \gamma_2 \) in the equation:

\[
I_2 = \gamma_1 + \gamma_2 I_1^* + \varepsilon_1
\]

\( \gamma_1 \) and \( \gamma_2 \) are the intercept and slope parameters of the regression model, respectively, and \( \varepsilon_1 \) is the ‘error’ term or residual, which by definition is independent of \( I_1^* = I_1 \).

We then set:

\[
I_2^* = \varepsilon_1 = I_2 - (\gamma_1 + \gamma_2 I_1^*)
\]

By construction, \( I_2^* \) is uncorrelated with the viral load values \( I_1 \), since \( I_2^* = \varepsilon_1 \), the residual term in the equation. \( I_2^* \) in the model explains the component of mortality or HIV/AIDS progression that cannot be explained by the viral load values alone (or in the absence of CD4 cell counts).

The residuals \( I_2^* \) from the fitted model are included with the original HIV data as the new orthogonal variable, the orthogonal CD4 cell counts covariate (residuals). These residuals are coded as “1” for negative residuals and “0” for positive residuals. A continuous-time Markov model for the effects of age, gender, VLBL, non-adherence (NA), and orthogonal CD4 cell counts \( I_2^* \) on HIV progression based on the viral load is fitted using the “msm” package for multistate modelling in R. The variables in the model are coded as follows:

- **Age**: \( \begin{cases} 1, \text{ if } \leq 45 \text{ years} \\ 0, \text{ if } > 45 \text{ years} \end{cases} \)
- **orthogonal CD4 covariate (I_2^*)**: \( \begin{cases} 1, \text{ if CD4 residual is negative} \\ 0, \text{ if CD4 residual is positive} \end{cases} \)
- **Non-adherence (NA)**: \( \begin{cases} 1, \text{ Yes} \\ 0, \text{ No} \end{cases} \)
- **Gender**: \( \begin{cases} 1, \text{ male} \\ 0, \text{ female} \end{cases} \)
- **Viral load baseline (VLBL)**: \( \begin{cases} 1, \text{ if } > 10,000 \text{ copies/µL} \\ 0, \text{ if } \leq 10,000 \text{ copies/µL} \end{cases} \)
- **Viral load levels (V)**: \( \begin{cases} 1; \text{ VL} < 50 \\ 2; \text{ 50} \leq \text{ VL} < 10,000 \\ 3; \text{ } 10,000 \leq \text{ VL} < 100,000 \\ 4; \text{ } 100,000 \leq \text{ VL} < 500,000 \\ 5; \text{ VL} \geq 500,000 \\ 6; \text{ Dead} \end{cases} \)

A negative CD4 cell count residual implies that the observed CD4 cell count is lower than the expected CD4 cell count, given the viral load levels of the patient, and a positive residual means having a higher CD4 cell count than expected.

Model Formulation

Consider a stochastic process \( \{V(t), t \in [0, 5)\text{ years}\} \) defined on a finite state space \( V = \)
{1, 2, 3, 4, 5, 6} based on viral load states as defined above. $V(t)$ represents the viral load state of an HIV/AIDS patient at time $t$. This process represents a Markov process if $\forall s, t \geq 0$ and for every $i, j \in V$

$$P(V(t + s) = j | V(t) = i, V(u) = v(u), 0 \leq u < s) = P(V(t + s) = j | V(t) = i)$$

The above equation implies that a Markov process is memoryless, that is, the future transitions depend on the entire history only through the present state.

HIV/AIDS progression is based on viral load states, and possible transitions between these states are shown in Fig. 1. The transition between states is assumed to be bi-directional, that is, movement from state $i$ to state $i \pm 2$ is always via state $i \pm 1$, where $i = 1, 2, 3, 4, 5$ define the live states based on viral load. The model allows for reverse transition due to the efficacy of treatment and forward due to non-adherence to treatment. Transitions between states are shown by the arrows.

Based on Fig. 1, the transition rates are defined as follows:

The effect of the above explanatory variables (covariates) on the transition intensities is modelled using the proportional intensities:

$$x_{ij}(Z) = x_{ij}^{(0)} \exp \left( \beta_{ij}^T Z \right), \quad i \neq j, \quad (2)$$

where $Z$ is a $k = 5$-dimensional vector of explanatory variables VLBL, Gender, Age, Non-adherence, CD4orthogonal ($I_2$). Thus, the transition intensity for a patient $h$ in this study is given by the model:

$$x_{ij} = x_{ij}^{(0)} \exp \left( \beta_{ij}^{(Age)} Age_h + \beta_{ij}^{(Gender)} Gender_h + \beta_{ij}^{(CD4BL)} VLBL_h + \beta_{ij}^{(NA)} NA_h + \beta_{ij}^{(I_2)} I_2^{(h)} \right)$$

For this model, $x_{ij}^{(0)}$ are the baseline transition intensities that refer to a patient with age category 0 (over 45 years old), gender = 0 (female), VLBL = 0 (below 10,000 copies/μL), adherence to treatment and positive $I_2$, $\beta_{ij}$ is a vector of $k$ regression parameters relating the instantaneous rate of transitions from state $i$ to state $j$ to the covariates $Z$. The transition intensities, $x_{ij}$, are presented in rates per year. $x_{ij}$ are the elements of a $6 \times 6$

$$Q = \begin{pmatrix}
-x_{12} - x_{16} & x_{12} & 0 & 0 & 0 & x_{16} \\
-x_{21} - x_{23} - x_{26} & x_{21} & x_{23} & 0 & 0 & x_{26} \\
0 & x_{32} & -x_{32} - x_{34} - x_{36} & x_{34} & -x_{43} - x_{45} - x_{46} & x_{46} \\
0 & 0 & x_{43} & x_{44} & 0 & x_{46} \\
0 & 0 & 0 & x_{54} & -x_{54} - x_{56} & x_{56} \\
0 & 0 & 0 & 0 & x_{64} & x_{66}
\end{pmatrix}$$

$Q$ is a $6 \times 6$ matrix and its elements $x_{ij}$ are the instantaneous rates of transition from one state to another subject to the conditions that $x_{ii} = 0, i \neq j$ and $\sum_{j=1}^{6} x_{ij} = 0$ so that $x_{ij} = -\sum_{i \neq j} x_{ij}, \quad i \in V \setminus 6$. $x_{ij}$ is independent of time because the process is assumed to be homogeneous with respect to time. In the next section, the parameters of our models are estimated including the transition rates.

The assessment of the fitted models

Based on Eq. (1), two nested models are fitted: one of the models excludes the effect of the
orthogonal CD4 cell counts covariate (nested model) and the other includes all covariates including the orthogonal CD4 cell counts covariate. These models are compared using their Akaike information criteria (AICs) defined as follows:

\[
AIC = -2 \times \log(\text{likelihood}) + 2k,
\]

where \(-2 \times \log(\text{likelihood})\) represents the bias, \(2k\) represents the variance and \(k\) is the number of estimated parameters in the fitted model. The model with the minimum AIC is considered as the better model. Further assessment of the fitted nested models is carried out using the likelihood ratio test (LRT). The value of the LRT is defined as:

\[
LRT = -2 \log \left( \frac{L_s(\hat{\theta})}{L_f(\hat{\theta})} \right),
\]

where \(L_s(\hat{\theta})\) is the simple model (no CD4 cell count orthogonal) and \(L_f(\hat{\theta})\) is the full model (with CD4 cell count orthogonal).

Convergence of a Time-Homogeneous Markov Model

If a Markov model fails to converge, optimisation criteria result in a failure to calculate standard errors leading to the exclusion in the calculation of confidence intervals for the estimated parameters. After running the analysis using the ‘msm’ package in R, the statistical package warns if ‘optimisation has probably not converged to the maximum likelihood—Hessian matrix not positive definite.’ To ensure that the model converges, a scaling factor is used to normalise the likelihood and to prevent the overflow within the optimisation process.

RESULTS

In this section, the combined effect of viral load and CD4 cell counts in the progression of HIV in patients on treatment is analysed. This is carried out by first fitting a time-homogeneous Markov model for the effects of the covariates, VLBL and NA, on HIV/AIDS progression based on viral load states. Secondly, a time-homogeneous Markov model for the effects of covariates, VLBL, NA, age and the orthogonal CD4 cell counts covariate is fitted. Comparison of these models is based on their \(-2 \times \log(\text{likelihood}), AIC, \text{likelihood ratio tests}\) and also the percentage prevalence plots. The results are shown in the following subsections.

Time-Homogeneous Markov Model with the Effects of Orthogonal CD4 Cell Counts Covariate Excluded

A time-homogeneous Markov model is fitted for HIV/AIDS progression defined by viral load states. In this model, the effects of the covariates VLBL and NA, to the progression of HIV are considered. The relationship between these covariates and the transition intensities is defined by the following equation:

\[
x_{ij}(Z) = x_{ij}^{(0)} \exp(\beta_{ij}Z), i \neq j,
\]

where \(Z = [\text{VLBL, Gender, Age, Non-adherence}]\) is a \(k=4\)-dimensional vector of covariates and \(\beta_{ij}\) is a vector of \(k\) regression parameters relating the instantaneous rate of transitions from state \(i\) to state \(j\) to the covariates \(Z\) and baseline intensities \(x_{ij}^{(0)}\) relating to the baseline transition from state \(i\) to state \(j\).

When fitting the time-homogeneous Markov model, the gender and age of HIV patients have no significant effects to HIV progression, hence their exclusion from the results (Table 1), in which the first column represents possible transitions from state \(i\) to state \(j\), where...
$i = 1, \ldots, 5$ and $j = 1, \ldots, 6$. The second column represents the baseline transition intensities (with confidence intervals), the third column gives coefficients (with confidence intervals) to represent the effects of non-adherence to HIV progression, and the fourth column gives coefficients (with confidence intervals) to represent the effects of having a VLBL above 10,000 copies/μL to HIV progression. The results are given in Table 1.

The results from Table 1 show that, when a patient’s viral load is above 10,000 copies/μL (states 3, 4 and 5), rates of viral load suppression are higher than rates of viral load rebound. However, from state 2 (viral load between 50 and 10,000 copies/μL), the rates of viral rebound are higher than the rates of viral suppression. The rates of viral rebound are increased for patients who had problems in adhering to treatment therapy regardless of the original state.

Patients who started therapy with VLBL above 10,000 copies/μL experienced higher rates of viral rebound than patients who started therapy with VLBL below 10,000 copies/μL. Having a viral load above 10,000 copies/μL also accelerates the rates of transition to death from the undetectable viral load (state 1). The same group also experienced high risks of transition from state 2 and state 3, although the risk is lower than when the patients are in state 1.

The results from Table 1 also show a significant reduction in the rate of attaining an undetectable viral load for patients who were non-adherent to treatment (state 2-1). This is indicated by the exclusion of zero in the confidence interval of the estimated parameter. Although not significant, transitions to death for patients who were non-adherent are higher compared to that of adherent patients.

The results show wide confidence intervals for transitions to death from each of the live states. This indicates a relatively poor prediction of mortality by the fitted model. To obtain a better picture of how the fitted model predicts mortality, percentage prevalence in each state are plotted to compare the observed data from

### Table 1 Estimated parameters (with 95% confidence intervals) for the time homogeneous model that excludes the effects of CD4 cell counts

| State 1–2 | State 1–3 | State 1–4 | State 1–5 | State 1–6 |
|-----------|-----------|-----------|-----------|-----------|
| 3.395 (2.928, 3.935) | -0.209 (−0.631, 0.213) | -1.002 (−1.422, −0.583) | -0.418 (−0.617, 1.003) | -2.092 (−6.001, 1.817) |
| 0.495 (0.401, 0.609) | 0.020 (−0.609, 0.649) | 0.853 (−4.788, 3.082) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 238.6 (0.079, 71.270) | 2.759 (−4.952, 10.470) | -2.092 (−6.001, 1.817) | -0.418 (−0.617, 1.003) | -2.092 (−6.001, 1.817) |
| 31.57 (0.0097, 10.230) | 3.884 (−3.652, 11.42) | 2.038 (−11.574, 15.651) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 21.34 (3.485, 130.7) | 2.759 (−4.952, 10.470) | -2.092 (−6.001, 1.817) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 2.691 (0.335, 21.61) | -1.930 (−13.240, 9.379) | 0.966 (−2.010, 3.942) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 15.06 (2.413, 93.99) | 0.457 (−4.413, 3.500) | 2.038 (−11.574, 15.651) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 2.595 (0.110, 56.49) | 2.393 (−12.574, 17.360) | 2.263 (−11.646, 16.173) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 0.001 (0.00008, 5.306) | 5.109 (−7.984, 18.204) | 5.469 (−4.508, 15.447) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 0.249 (0.049, 1.263) | 0.961 (−0.223, 2.145) | 4.618 (−17.757, 8.522) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 0.007 (0.000002, 189,000,000) | 0.603 (−40.234, 41.441) | -0.667 (−48.089, 39.475) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 0.002 (0.000005, 84,440) | -0.295 (−75.482, 74.893) | -0.055 (−55.779, 55.669) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |
| 0.006 (0.000001, 2,880,000) | -0.344 (−91.100, 90.411) | -0.143 (−61.439, 61.152) | 0.337 (−2.255, 2.930) | 0.966 (−2.010, 3.942) |

-2Log-Likelihood: 2508.101
the expected data. The percentage prevalence plots are shown in Fig. 2.

Figure 2 shows that the expected percentage prevalence give a good fit of the observed percentage prevalence only for the live states, that is states 2, 3, 4 and 5. However, the expected percentage prevalence underestimates the observed prevalence for the death state and overestimates the observed prevalence for state 1. The other anomaly is that of experiencing more than 40% deaths towards the end of the study. This is a cause for concern since these patients were receiving antiretroviral therapy. This is a further confirmation that the model does not give a good prediction of mortality. A decision to include the orthogonal CD4 cell counts covariate in our model was made and is discussed in the next subsection.
The orthogonal components for this model are obtained by regressing CD4 cell count on viral load as discussed earlier. The residuals from this model are then used to represent the orthogonal CD4 cell counts, and is now incorporated in the continuous-time Markov model.

The results from Table 2 show a significant model confirming correlation between CD4 cell counts and the viral load. After regressing CD4 cell counts on viral load, the residuals from the model are taken to represent the orthogonal CD4 cell counts covariate. These residuals are included with the original covariates and then coded as “1” for negative residuals and “0” for positive residuals. A negative CD4 residual implies having lower CD4 cell count than the expected given the viral load levels. A positive residual means having a higher CD4 cell count than the expected. The orthogonal covariate is then used together with the other covariates to determine the progression of HIV/AIDS based on the viral load states.

The relationship between these covariates and the transition intensities is defined by the following equation:

$$a_{ij}(Z) = a_{ij}^{(0)} \exp(\beta_{ij}'Z), \quad i \neq j,$$

where $Z = [\text{VLBL}, \text{Gender}, \text{Age}, \text{Non-adherence}, \text{orthogonal CD4 cell counts covariate}]$ is a $k = 5$-dimensional vector of the covariates and $\beta_{ij}$ is a vector of $k$ regression parameters relating the instantaneous rate of transitions from state $i$ to state $j$ to the covariates $Z$ and baseline intensities $a_{ij}^{(0)}$ relating to the baseline transition from state $i$ to state $j$. The inclusion of the orthogonal CD4 cell counts covariate has resulted in the significant effects of age on the progression of HIV, hence its inclusion in Table 3. However, the covariate gender is still not significant. The inclusion of the gender covariate together with the use of a scaling factor of 4000 resulted in a failure of convergence to a maximum likelihood and a non-positive Hessian matrix. The adjustment of the scaling factor to 5000 resulted in normalising the likelihood, leading to the convergence of the Markov model. Thus, the gender covariate is included after adjusting the scaling factor. The results are shown in Table 3.

The results from Table 3 show that, when the patient’s viral load is above 10,000 copies/µL, represented by states 3, 4 and 5, the rates of viral suppression are higher than the rates of viral rebound. However, once the viral load is below 10,000 copies/µL (states 2 and 1), patients experience higher rates of viral rebound than rates of viral suppression. This is a cause for concern, since state 1 represents the undetectable viral load level.

Table 3 shows that the risk of viral rebound from states 1 and 2 is higher in patients who initiated therapy with a VLBL above 10,000 copies/µL than in patients who initiated therapy with lower viral loads. Other factors that accelerate viral rebound from state 1 are negative CD4 residuals and non-adherence to treatment. From state 2, males experience higher risks of viral rebound than their female counterparts. However, when viral load is above 10,000 copies/µL, males have increased rates of transitions to good states and reduced rates of transition to bad states than females.

### Table 2 Estimated parameters for the regression model for CD4 cell counts on the viral load

| Estimate | SE  | t value | $Pr(>|t|)$ |
|----------|-----|---------|-----------|
| $\gamma_1$ (intercept) | 419.8 | 7.000 | 59.98 | $< 2e-16$ *** |
| $\gamma_2$ (slope) | -0.0008477 | 0.00007415 | -11.43 | $< 2e-16$ *** |

Multiple $R$-squared: 0.06015; VIF = 1.06015

$F$-statistic: 130.7 on 1 and 2042 DF, $p$ value: $< 2.2e-16$

***Significant at $p < 0.001$
| State | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |
|-------|-------------------------------------------------------------------------------------------------|---------|--------------|---------------|
| 2–1   | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |
| 3–2   | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |
| 3–3   | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |
| 3–4   | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |
| 3–5   | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |
| 3–6   | Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model | Baseline | \( \Delta_1^{2} \) | \( \Delta_2^{2} \) |

**Table 3.** Parameter effects (with 95% confidence intervals) of age, viral load baseline (VLBL), non-adherence (NA) and CD4 orthogonal (I) on the transition intensities for the viral load-based Markov model.
The results also show increased rates of transitions to death (state 6) from state 1. This is mainly caused by non-adherence to treatment followed by having a viral load above 10,000 copies/μL, age and then orthogonal CD4 cell counts covariate. Thus, younger patients, below the age of 45 years, and patients with CD4 cell counts lower than expected have accelerated risks of death from state 1.

The estimated parameters in Table 3 have narrow confidence intervals for transitions that took place between live states: transitions from $i \rightarrow j$, where $j$ is not an absorbing state. Transitions to death have wider confidence intervals. For transitions between live states, the estimated parameters for the variable CD4 cell counts orthogonal have narrow confidence intervals, indicating that the inclusion of the orthogonal CD4 cell counts covariate gives rise to more precise estimates than the first model. The model with the orthogonal CD4 cell counts covariate has a lower $-2 \times \text{Log-likelihood}$ than the model without the covariate.

Figure 3 shows the percentage prevalence plots for each of the states given that CD4 residual is included in the model. Figure 3 helps
in assessing whether the expected percentage prevalence gives a better fit of the observed prevalence in the death state (state 6) compared to the results in Fig. 2.

The results from Fig. 3 show that, if HIV progression is defined by viral load states with the inclusion of the orthogonal CD4 cell counts covariate, this results in a better fit of the observed prevalence. As a result, for the death state, the expected percentage prevalence state explains the observed percentage prevalence better than the model without the orthogonal CD4 cell counts covariate.

Assessment of the fitted models

The fitted models were assessed to identify the model that best describes the data. Assessment of the fitted models is carried using the likelihood ratio test and estimates of AICs. The model with the lowest AIC is considered as the best model for the observed data. Table 4 shows the results.

The likelihood ratio tests from Table 4 show that the continuous-time-homogeneous Markov model defined by viral load states with the orthogonal CD4 cell counts covariate, and including the gender variable, gives the best fit to the data. However, since the interest is in the lowest AIC for our model, the model with the orthogonal CD4 cell counts covariate, while excluding the gender variable, is the best model. Thus, a gender difference was not a good predictor of HIV progression based on viral load states together with the orthogonal CD4 cell counts covariate.

### DISCUSSION

In this study, a time-homogeneous Markov model has been developed to explain and predict the probability of death for HIV/AIDS patients. The states of the Markov model are based on viral load levels. A model for HIV/AIDS progression for the effects of VLBL, NA, gender and age is fitted first. From this model, the covariates age and gender were excluded, since they failed to predict HIV/AIDS progression based on viral load levels since their coefficients were insignificant. Next, we used a time-homogeneous model for the effects of the same covariates with the orthogonal CD4 covariate included. This resulted in the variable age contributing significantly to the HIV/AIDS progression. The variable gender had significant effects after adjusting the scaling factor from 4000 to 5000 to ensure convergence of the optimisation process. Randarajan et al. [11], in their study, also revealed the non-significant effects of the variable gender in viral suppression. However, this may not be comparable to our studies because they used a logistic regression model, while our findings are based on a continuous-time-homogeneous Markov model. Construction of the orthogonal CD4 cell counts covariate used the principal component approach to address the issue of collinearity of the viral load and the CD4 cell counts covariates. Most researchers deal with either of the two variables when developing models.

The results from the analysis showed that, if HIV progression is defined by viral load states and the variable CD4 cell count is excluded...
from the model, the expected percentage prevalence underestimates mortality from a period of 0.5 years of treatment uptake. This resulted in a death prevalence of over 40% which is unrealistic considering patients were on ART.

The orthogonal CD4 cell counts covariate was included in the continuous-time Markov model defined by viral load levels so that HIV mortality is explained and predicted in a better way. The results from the fitted model showed an improvement in the –2 Log-likelihood compared to the model without the orthogonal CD4 cell counts covariate. The model also had the lowest AIC. The death prevalence from this model was lower than 20%.

The results also show high risks of viral rebound from undetectable viral load levels which was mainly caused by non-adherence to treatment, having negative CD4 residuals and starting therapy when the VLBL was above 10,000 copies/μL. Having CD4 cell counts that are lower than expected increases the rates of viral rebound from undetectable levels. These findings are also corroborated by the studies of Silveira et al. [12] which showed that a higher prevalence of undetectable viral load levels have been associated with lower levels of VLBL at the beginning of treatment. This supports the issues raised by Chesney [13] that, without proper adherence, antiretroviral agents are not maintained at a sufficient concentration to suppress HIV replication. Pasternak et al. [14], in their study, also demonstrated that incomplete ART adherence is associated with increased levels of cell-associated HIV-1 RNA.

Our findings also showed high risks of mortality from the undetectable viral load for non-adherent patients, patients who initiated therapy with a viral load level above 10,000 copies/μL, younger patients below the age of 45 years and patients whose CD4 cell counts were lower than expected. This could be due to the findings by Mujugira et al. [15], whose study revealed delayed ART initiation, failure to achieve viral suppression, and virologic rebound among young patients.

Continuous-time-homogeneous Markov models have the ability to handle multiple outcomes compared to the Kaplan–Meier and Cox proportional hazards models. However, its memoryless property places limitations on the disease history behaviour, especially when dealing with HIV patients on ART whose adherence to treatment is likely to improve with time.

The other limitation is that the study was limited to one centre.

CONCLUSIONS

In conclusion, the findings reveal the importance of Principal components approach in treating collinearity of the viral load and CD4 cell counts covariates when both are in the one model. As a result, we have discovered that having lower CD4 cell counts than expected results in accelerated risks of viral rebound from undetectable viral load levels, and also accelerated deaths from undetectable viral load levels. Thus, higher CD4 cell counts improve the health and consequently the survival of HIV/AIDS patients. The inclusion of both viral load and CD4 cell count in the one model give a better prediction of mortality.
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