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ABSTRACT. This paper describes the quality of convergence to an infinitely divisible law relative to free multiplicative convolution. We show that convergence in distribution for products of identically distributed and infinitesimal free random variables implies superconvergence of their probability densities to the density of the limit law. Superconvergence to the marginal law of free multiplicative Brownian motion at a specified time is also studied. In the unitary case, the superconvergence to free Brownian motion and that to the Haar measure are shown to be uniform over the entire unit circle, implying further a free entropic limit theorem and a universality result for unitary free Lévy processes. Finally, the method of proofs on the positive half-line gives rise to a new multiplicative Boolean to free Bercovici-Pata bijection.

1. INTRODUCTION

Given two probability laws \( \mu \) and \( \nu \) on the unit circle \( T = \{ e^{i\theta} : -\pi < \theta \leq \pi \} \), recall that their multiplicative free convolution \( \mu \boxtimes \nu \) is defined as the distribution of \( UV \), where \( U \) and \( V \) are two free unitary random variables having distributions \( \mu \) and \( \nu \), respectively. If \( \mu, \nu \) are supported on the positive half-line \( \mathbb{R}_+ = \{ x : 0 \leq x < \infty \} \), then the law \( \mu \boxtimes \nu \) is the distribution of \( \sqrt{XY} \sqrt{X} \), where \( X \) and \( Y \) are now free positive random variables distributed according to \( \mu \) and \( \nu \) (see \[8\]). The research of limit theorems for \( \boxtimes \) has been active in recent years; for examples, see \[3,6,10,14\]. In particular, these works address the problem of weak convergence to a given \( \boxtimes \)-infinitely divisible law for measures in an infinitesimal triangular array, and the necessary and sufficient conditions for such a convergence to take place have been found in \[10,14\]. The current paper aims to initiate a new direction in this research by showing that convergence to a freely infinitely divisible law also happens at the level of probability density functions under the same conditions of weak convergence.

To be precise, let \( \mu_n \) be a sequence of probability laws on \( \mathbb{R}_+ \) and \( k_n \in \mathbb{N} \) such that \( \lim_{n \to \infty} k_n = \infty \) and the free convolution

\[
\nu_n = (\mu_n)^{\boxtimes k_n} = \mu_n \boxtimes \mu_n \boxtimes \cdots \boxtimes \mu_n \quad (k_n \text{ times})
\]

tends weakly to a non-degenerate law \( \nu \) on \( \mathbb{R}_+ \). It is known that such a limit law \( \nu \) must be \( \boxtimes \)-infinitely divisible and that any freely infinitely divisible law has at most one atom and its non-atomic part is absolutely continuous relative to Lebesgue measure \( dx \) (cf. \[23\]). Furthermore, the density function \( dv/dx \) is continuous except at finitely many points on \( \mathbb{R}_+ \).
and has an analytic continuation at points where it is different from zero. Our first result (Theorem 4.1) shows that if $I$ is a compact interval on which the density $d\nu/dx$ is continuous and bounded away from zero, then the measures $\nu_n$ restricted to $I$ become absolutely continuous in finite time and their densities extend analytically to a neighborhood of the interval $I$. In addition, these extensions will converge locally uniformly in that neighborhood to the analytic continuation of $d\nu/dx$. An analogous result for measures supported on $\mathbb{T}$ is obtained in Theorem 4.3.

Next, we study convergence to free multiplicative Brownian motions, with an emphasis on the unitary case. Introduced in [11], the free unitary Brownian motion is a free multiplicative Lévy process $(U_t)_{t \geq 0}$ of unitary random variables that solves the free stochastic differential equation $dU_t = i dX_t U_t - (1/2)U_t \, dt$, $U_0 = I$, where the process $(X_t)_{t \geq 0}$ is a free semicircular Brownian motion. As shown by Biane [11], the distribution of the process $(U_t)_{t \geq 0}$ can be regarded as the limit of that of Brownian motion with values in the group of $N \times N$ unitary matrices, as the dimension $N \to \infty$. (Note that the case of approximating free multiplicative Brownian motion on $\mathbb{R}^+$ by large Brownian motion on the general linear group is proved recently in [13, 19].) Free unitary Brownian motion is related to Voiculescu’s liberation process in his theory of free Fisher information and free entropy [20], and many of its properties have been intensively studied in the literature [12, 24, 25].

Here we shall be interested in the approximation of the law of $U_t$ by the free convolution powers $\nu_n$ on the circle $\mathbb{T}$. A motivation for this is a central limit problem solved in [22], where it was shown that the $k_n$-fold classical multiplicative convolution $\mu_n \ast \mu_n \ast \cdots \ast \mu_n$ converges weakly on $\mathbb{T}$ to a wrapped normal of variance if and only if the corresponding free convolution $\nu_n$ converges weakly to the law of $U_t$. In Theorem 4.7 we prove, in addition to the analyticity of $d\nu_n/d\theta$, that the convergence to the density of $U_t$ in the preceding free multiplicative central limit theorem (MCLT) is actually uniform throughout the entire space $\mathbb{T}$. Such a global convergence result implies further the convergence of free entropy in this free MCLT (see Proposition 5.1), resembling Barron’s classical result on the convergence to the normal entropy in the additive CLT on $\mathbb{R}$ [1]. Thus, although free and classical MCLTs are equivalent as weak limit theorems, our results show that the convergence in the free limit theorem is in fact much stronger than the one in the commutative case.

We also pursue these ideas in convergence to the Haar measure of the circle group (i.e., the uniform distribution $d\theta/2\pi$ on $\mathbb{T}$). This is based on the perspective that the usual CLT process leads to a universal law of maximum entropy among all laws of finite second moment on the real line, while at the same time the Haar measure has maximum free entropy zero among all laws on the circle. In search of universal laws on the circle, we prove in Theorem 4.4 that the convergence of $d\nu_n/d\theta$ to $1/2\pi$ is also uniform on $\mathbb{T}$ and use this to establish the convergence of free entropy. Moreover, since Theorem 4.4 is proved under a mild condition on the first moment of $\nu_n$, we are able to use it to show further a uniform universality result which states that every non-degenerate free unitary Lévy process flows to the Haar measure in law, in density, and in free entropy in the long run (Proposition 5.2).

The additive version of our free local limit theorems originates from the paper [9] of Bercovici and Voiculescu, in which this type of convergence was referred as the ”superconvergence.” The results in [9] were extended to measures with unbounded support in [23] and to the case of freely stable laws in [18]. Our proofs in this paper rely on analytic subordination of free convolution and a technique of recasting weak convergence of measures...
into local uniform convergence of these subordination functions, where the latter has to do with the asymptotics of certain integral transforms (see Section 3). This method works for additive free convolution \( \boxplus \) as well, showing that the superconvergence phenomenon can also be found in weak convergence to a general \( \boxplus \)-ininitely divisible law. However, the subordination techniques presented in this paper are not enough to prove the global uniform convergence result in the additive case. To obtain a strong result of this sort, genuinely new ideas involving a detailed analysis on the boundary behavior of Cauchy transforms are needed. The additive result is currently under preparation and will be published independently.

Finally, note that the aforementioned free and classical MCLTs establish a correspondence between the free Brownian motion and the wrapped normal on \( \mathbb{T} \). The additive version of such a correspondence between free and classical infinitely divisible limit laws on \( \mathbb{R} \) is known as the "Bercovici-Pata Bijection" [5]. Also, a multiplicative analogue of the Bercovici-Pata Bijection between free and Boolean limit laws on \( \mathbb{T} \) has been studied thoroughly in [22]. Having said that, the similar result for the positive half-line has been missing from the literature. As we shall see in Corollary 3.3, our approach to the free local limit theorems through Boolean convolution leads to this missing Boolean to Free Bercovici-Pata Bijection on \( \mathbb{R}^+ \).

The remainder of this paper is organized into four sections. After collecting some preliminary materials in Section 2, we show the recasting of the weak convergence conditions in the next section. Local limit theorems and the convergence to free multiplicative Brownian motions are treated in Section 4. The applications in free entropy and in free unitary Lévy processes are presented in the last section.

2. PRELIMINARIES

2.1. Free and Boolean convolutions on \( \mathbb{R}^+ \). Let \( \Omega = \mathbb{C} \setminus \mathbb{R}^+ \). For any probability law \( \mu \) on \( \mathbb{R}^+ \), we define analytic functions \( \psi_\mu, \eta_\mu : \Omega \to \Omega \) by

\[
\psi_\mu(z) = \int_{\mathbb{R}^+} \frac{xz}{1-xz} \, d\mu(x) \quad \text{and} \quad \eta_\mu(z) = \frac{\psi_\mu(z)}{1 + \psi_\mu(z)}.
\]

Observe that the imaginary part of \(-\pi[1 + \psi_\mu(1/z)]/z\) is the Poisson integral of \( \mu \) for any \( z \) in the complex upper half-plane \( \mathbb{C}^+ \). It follows that the measure \( \mu \) is completely determined by the function \( \psi_\mu \) (and hence by \( \eta_\mu \)).

In this paper the notation \( \mathcal{M}_+ \) means the set of all Borel probability measures \( \mu \) on \( \mathbb{R}^+ \) such that \( \mu \) is not the point mass at the origin. For each \( \mu \in \mathcal{M}_+ \), it is known [2] that the \( \eta \)-transform of \( \mu \) has the following mapping properties: \( \eta_\mu((-\infty,0)) \subset (-\infty,0) \),

\[
0 = \eta_\mu(0^-) = \lim_{x \to 0^+, x<0} \eta_\mu(x), \quad \eta_\mu(\infty) = \eta_\mu(z) \text{ for } z \in \Omega, \text{ and}
\]

\[
(2.1) \quad \pi > \arg \eta_\mu(z) \geq \arg z, \quad z \in \mathbb{C}^+.
\]

Here, and throughout this paper, the notation \( \arg \) denotes the principal value of the argument function with the branch cut \((-\infty,0]\) and the range \((-\pi,\pi]\). In fact, these conditions characterize the functions \( \eta_\mu \) among all analytic maps \( \eta : \Omega \to \mathbb{C} \setminus \{0\} \) with the property \( \eta(\overline{z}) = \overline{\eta(z)} \) for \( z \in \Omega \). The above properties imply that the analytic function

\[
B_\mu(z) = \frac{z}{\eta_\mu(z)}
\]
is well-defined in $\Omega$. As we shall see, this $B$-transform will play a role in our investigation of limit theorems.

Given $\mu, \nu \in \mathcal{M}_+$, the calculation of their multiplicative free convolution $\mu \boxtimes \nu$ involves the compositional inverse of their $\eta$-transforms. More precisely, the function $\eta_\mu$ is univalent in the left half-plane $i\mathbb{C}^+$, whose range $\eta_\mu(i\mathbb{C}^+)$ is a subset of $i\mathbb{C}^+$ and contains an interval of the form $(\alpha, 0)$ for some $\alpha < 0$. Denoting by $\eta^{-1}_\mu$ the analytic inverse of $\eta_\mu$ and setting $\Sigma_\mu(z) = \eta^{-1}_\mu(z)/z$, then it is shown in [8] that

$$\Sigma_{\mu \boxtimes \nu}(z) = \Sigma_\mu(z) \Sigma_\nu(z)$$

for $z$ in some interval $(\beta, 0)$, $\beta < 0$.

On the other hand, the product of $B$-transforms does not always give rise to a probability measure in $\mathcal{M}_+$. This phenomenon has been studied in [4] under the framework of Boolean probability theory. Roughly, the main issue here is that the mapping condition (2.1) is not always preserved under the process of multiplying $B$-transforms. But when it is, it makes sense to give the following

**Definition 2.1** ([4]). Given $\mu, \nu$ in $\mathcal{M}_+$, their multiplicative Boolean convolution $\mu \otimes \nu$ is defined as the unique probability law in $\mathcal{M}_+$ that satisfies the following identity:

$$B_{\mu \otimes \nu}(z) = B_\mu(z)B_\nu(z), \quad z \in \Omega.$$

**Remark.** If $\mu, \nu$ are probability laws in $\mathcal{M}_+$ with

1. $\arg \eta_\mu(z) + \arg \eta_\nu(z) - \arg z < \pi$ for $z \in \Omega \cap \mathbb{C}^+$, and
2. at least one of the first moments of $\mu$ and $\nu$ is finite,

then $\mu \otimes \nu$ is well-defined as a member in $\mathcal{M}_+$.

The set of finite Borel measures supported on a fixed subset of $\mathbb{C}$ is equipped with the topology of weak convergence. Throughout this paper, the symbol $\Rightarrow$ will be used to indicate this weak convergence of measures. The following result characterizes the weak convergence of probability measures on $\mathbb{R}_+$ in terms of their $B$- and $\Sigma$-transforms.

**Proposition 2.2.** Let $\nu, \mu_1, \mu_2, \ldots$ be measures in $\mathcal{M}_+$. Then the weak convergence $\mu_n \Rightarrow \nu$ holds if and only if the sequence $\{B_{\mu_n}\}_{n=1}^\infty$ converges to $B_\nu$ uniformly on compact subsets of the domain $\Omega$ if and only if there exists a closed disc $D \subset i\mathbb{C}^+$ with real center such that the functions $\Sigma_{\mu_n}$ are defined in $D$ for all $n$ and the sequence $\{\Sigma_{\mu_n}\}_{n=1}^\infty$ converges to $\Sigma_\nu$ uniformly in the disc $D$.

**Proof.** The characterization involving the $\Sigma$-transform can be found in [8]. We shall prove the one with the $B$-transform. Assume first that $\mu_n$ converges weakly to $\nu$. Since $|xz| < |1 - xz|$ for any $x \in \mathbb{R}_+$ and for any $z \in i\mathbb{C}^+$, we have $\psi_{\mu_n}(z) \to \psi_\nu(z)$ for all $z$ in $i\mathbb{C}^+$. Note that this convergence is in fact uniform over any compact subset of $\Omega$, because $\{\psi_{\mu_n}\}_{n=1}^\infty$ is a normal family of analytic self-maps of $\Omega$. This implies the convergence result for $\{B_{\mu_n}\}_{n=1}^\infty$,

since $B_{\mu_n}(z) = [z + z\psi_{\mu_n}(z)]/\psi_{\mu_n}(z)$.

Conversely, the local uniform convergence $B_{\mu_n} \to B_\nu$ in $\Omega$ shows that the sequence $\psi_{\mu_n}$ converges, locally uniformly on $i\mathbb{C}^+$, to the map $\psi_\nu$. Now, let $\varepsilon > 0$ be arbitrary but fixed. Since $\psi_\nu(0^-) = 0$, there exists a $y = y(\varepsilon) < 0$ such that $|\psi_\nu(y)| < \varepsilon$. Moreover, the limit
\[ \lim_{n \to \infty} \psi_{\mu_n}(y) = \psi_{\nu}(y) \] 
implies that there exists \( N = N(\varepsilon) > 0 \) such that 
\[ \varepsilon \geq |\psi_{\mu_n}(y)| = \int_{\mathbb{R}^+} \frac{x|y|}{1 + x|y|} d\mu_n(x) \geq 2^{-1} \mu_n(|y|^{-1}, \infty) \] 
for any \( n \geq N \), whence the family \( \{\mu_n\}_{n=1}^{\infty} \) is tight. Therefore, the sequence \( \mu_n \) tends weakly to the measure \( \nu \), because any weak limit of \( \{\mu_n\}_{n=1}^{\infty} \) is uniquely determined by the convergence \( \psi_{\mu_n} \to \psi_{\nu} \) in \( i\mathbb{C}^+ \).

The class of infinitely divisible measures plays a fundamental role in limit theorems for free random variables. Recall that a measure \( \mu \in \mathcal{M}_+ \) is said to be \( \mathbb{F} \)-\emph{infinitely divisible} if for every positive integer \( n \) there exists a measure \( \mu_n \in \mathcal{M}_+ \) such that \( (\mu_n)_{\mathbb{F}n} = \mu \). Likewise, the infinite divisibility relative to other convolutions appearing in this paper is defined in the same way.

Infinitely divisible laws can be characterized through their \( \Sigma \)-transforms \([8]\). For \( \mu \in \mathcal{M}_+ \), the mapping properties of the function \( \Sigma_\mu \) show that there is an open set \( V \subset i\mathbb{C}^+ \), intersecting \((-\infty, 0)\), such that the principal logarithm \( u = \log \Sigma_\mu = \ln |\Sigma_\mu| + i \arg \Sigma_\mu \) is defined locally as an analytic function in \( V \). The law \( \mu \) is \( \mathbb{F} \)-infinitely divisible if and only if the logarithm \( u \) can be extended analytically to the entire domain \( \Omega \) (in which case we still denote it by \( u \)) with the properties:
\[ \Sigma_\mu(z) = \exp(u(z)), \quad z \in \Omega, \]
and \( u(\overline{z}) = u(z), \) \( \Im u(z) \leq 0 \) for all \( z \in \mathbb{C}^+ \). Moreover, the extension \( u \) possesses a unique Nevanlinna representation:
\[ u(z) = \gamma + \int_{[0, \infty]} \frac{1 + xz}{z - x} d\sigma(x), \quad z \in \Omega, \tag{2.2} \]
where \( \gamma \in \mathbb{R} \) and \( \sigma \) is a finite Borel measure on the compact space \([0, \infty]\). Conversely, any such an integral \( u \) determines a unique \( \mathbb{F} \)-infinitely divisible law \( \mu \) via the functional equation \( \Sigma_\mu(z) = \exp(u(z)) \). In the sequel, we will write \( u = u_{\gamma, \sigma} \) and \( \mu = \mu_{\gamma, \sigma} \) to indicate this correspondence which is usually referred to as the \textit{free Lévy-Hinčin’s formula}.

The study of \( \mathbb{F} \)-\emph{infinite divisibility} is somehow simpler than that in the free case. It turns out that every measure \( \mu \in \mathcal{M}_+ \) is \( \mathbb{F} \)-\emph{infinitely divisible} and its \( B \)-transform admits a Lévy-Hinčin type integral formula (see \([4]\)). This is related to the fact that the function \( B_\mu \) never vanishes in the domain \( \Omega \), and its principal logarithm \( v = \log B_\mu \) is always defined and analytic in \( \Omega \). Moreover, it follows from (2.1) that \( \Im v(z) \leq 0 \) for \( z \in \mathbb{C}^+ \) and \( v((-\infty, 0)) \subset \mathbb{R} \). However, note that in the Nevanlinna form
\[ v(z) = \gamma + \int_{[0, \infty]} \frac{1 + xz}{z - x} d\sigma(x), \quad z \in \Omega, \tag{2.3} \]
of the function \( v \), one has \( \sigma(\{\infty\}) = 0 \) (cf. \([17]\) Lemma 3.3)). As in the free case, we will write \( \mu = \mu_{\gamma, \sigma} \) to indicate (2.3).

### 2.2. Convolutions on the unit circle

Let \( \mathcal{M}_T \) be the set of all probability measures with non-zero first moment on the unit circle \( T \). For \( \mu \in \mathcal{M}_T \), the functions \( \psi_{\mu} \) and \( \eta_{\mu} \) are defined by the same formulas as in Section 2.1, with the integrals computed over the circle \( T \). The domain of definition for these functions is now the open unit disc \( D \). Note that
$|\eta_\mu(z)| \leq |z|$ for all $z \in \mathbb{D}$ and that the derivative $\eta_\mu'(0)$ is equal to $m(\mu)$, the first moment (the mean) of $\mu$. Also, if $\eta: \mathbb{D} \to \mathbb{C}$ is an analytic map satisfying $\eta(0) = 0$, $\eta'(0) \neq 0$, and $|\eta(z)| < 1$ for $z \in \mathbb{D}$, then we have $\eta = \eta_\mu$ for some measure $\mu \in \mathcal{M}_\mathbb{T}$. Thus, the function $\eta_\mu$ is always invertible in a neighborhood of the origin, and we further define the $\Sigma$-transform of $\mu$ by

$$
\Sigma_\mu(z) = \frac{\eta_\mu^{-1}(z)}{z}
$$

for $z$ near the origin, where the value of $\Sigma_\mu(0)$ is given by $1/m(\mu)$. Given measures $\mu, \nu \in \mathcal{M}_\mathbb{T}$, the mean of their free convolution $\mu \boxtimes \nu$ is given by

$$
m(\mu \boxtimes \nu) = m(\mu)m(\nu),
$$

and we have that $\Sigma_{\mu \boxtimes \nu}(z) = \Sigma_\mu(z)\Sigma_\nu(z)$ for $z$ in a neighborhood of zero on which all three functions involved are defined.

In contrast with the positive line case, the Boolean convolution of any two probability measures on the circle $\mathbb{T}$ is always well-defined. The following characterization for Boolean convolution was proved in [15]: Given two probability measures $\mu, \nu$ on $\mathbb{T}$, their multiplicative Boolean convolution $\mu \otimes \nu$ is the unique probability measure on $\mathbb{T}$ such that

$$
z \eta_{\mu \otimes \nu}(z) = \eta_\mu(z) \eta_\nu(z), \quad z \in \mathbb{D}.
$$

As shown in [7], weak convergence of probability measures on $\mathbb{T}$ is equivalent to the local uniform convergence of the corresponding $\eta$- and $\Sigma$-transforms on their domains of definition.

We end this section with a brief discussion of infinite divisibility. We know from [7] that a measure $\mu \in \mathcal{M}_\mathbb{T}$ is $\boxtimes$-infinitely divisible if and only if there exist $\alpha \in \mathbb{T}$ and a finite positive Borel measure $\sigma$ on $\mathbb{T}$ such that the $\Sigma$-transform has the form

$$
\Sigma_\mu(z) = \alpha \exp\left(\int_\mathbb{T} \frac{1 + \xi z}{1 - \xi z} d\sigma(\xi)\right), \quad z \in \mathbb{D}.
$$

Also, the only $\boxtimes$-infinitely divisible law with zero mean is the Haar measure $d\theta/2\pi$ on $\mathbb{T}$. Likewise, a measure $\nu$ on $\mathbb{T}$ is $\otimes$-infinitely divisible if and only if either $\nu = d\theta/2\pi$ or else the function $\eta_\nu(z) \neq 0$ for all $z \in \mathbb{D} \setminus \{0\}$. In the latter case, the $B$-transform $B_\nu(z) = z/\eta_\nu(z)$ is well-defined and analytic in $\mathbb{D}$, where

$$
B_\nu(0) = 1/\eta_\nu'(0) = 1/m(\nu).
$$

Furthermore, we can write $B_\nu(z) = \exp(u(z))$ for some analytic function $u$ where $Re(u(z)) \geq 0$ for all $z \in \mathbb{D}$. In particular, the Herglotz representation of $u$ shows that such a function $B_\nu$ is the $\Sigma$-transform of a $\boxtimes$-infinitely divisible law on $\mathbb{T}$. Conversely, the regularity results proved in [2] Proposition 3.3] imply that the $\eta$-transform of a freely infinitely divisible law has no zeros in $\mathbb{D} \setminus \{0\}$. Thus, each $\boxtimes$-infinitely divisible law is also $\otimes$-infinitely divisible.

### 2.3. Subordination and global inversion.

An important feature of free convolution is analytic subordination. Namely, given measures $\mu, \nu \in \mathcal{M}_+$, there exist unique analytic functions $\omega_1, \omega_2: \Omega \to \Omega$ such that the formulas

$$
\eta_{\mu \boxtimes \nu}(z) = \eta_\mu(\omega_1(z)) = \eta_\nu(\omega_2(z))
$$
hold in the domain $\Omega$. Likewise, if $\mu$ and $\nu$ are supported on the circle $\mathbb{T}$, then the corresponding subordination functions $\omega_1, \omega_2$ will be two analytic self-maps of the unit disc $\mathbb{D}$ with $\omega_1(0) = 0 = \omega_2(0)$.

An earlier partial result of the subordination phenomenon was proved by Voiculescu in his work of free entropy, and later Biane proved the subordination result in full generality. (We refer the reader to the article [21] for a conceptual understanding of analytic subordination in free probability.) To treat free convolution powers on $\mathbb{R}_+$, we require the following version of analytic subordination from the paper [2]. Let $\mu$ be a measure in $\mathcal{M}_+$ and let $n \geq 2$ be an integer. Then there exists a unique conformal map $\omega_n : \Omega \rightarrow \Omega$ such that the $\eta$-transform $\eta_n \ast_\alpha \eta_n = \eta_n \circ \omega_n$ in $\Omega$, and in this case the map $H_n(z) = z[B_\mu(z)]^{n-1}$ serves as an analytic left inverse for the function $\omega_n$ in the set $\Omega$.

In Section 4, we will use the following global inversion result to construct appropriate subordination functions for measures supported on $\mathbb{T}$. This result is a summary of Theorem 4.4 and Proposition 4.5 in [2].

**Proposition 2.3.** Let $\Phi : \mathbb{D} \rightarrow \mathbb{C} \cup \{\infty\}$ be a meromorphic function such that $\Phi(0) = 0$ and $|\Phi(z)| \geq |z|$ for every $z \in \mathbb{D}$.

1. There exists a unique continuous and one-to-one map $\omega : \mathbb{D} \rightarrow \mathbb{D}$ such that $\omega(D) \subset \mathbb{D}$, the function $\omega$ is analytic on $\mathbb{D}$, and $\Phi(\omega(z)) = z$ for $z \in \mathbb{D}$.
2. The range $\omega(D)$ is a simply connected domain whose boundary is the simple closed curve $\omega(\mathbb{T})$, and we have $\omega(\mathbb{D}) = \{z \in \mathbb{D} : |\Phi(z)| < 1\}$.
3. A point $z \in \mathbb{D}$ lies on the curve $\omega(\mathbb{T})$ if and only if $|\Phi(z)| = 1$.
4. If $\xi \in \omega(D) \cap \mathbb{T}$, then the entire radius $\{r\xi : 0 \leq r < 1\}$ is contained in $\omega(D)$.
5. If $\xi \in \mathbb{T}$ is such that $|\omega(\xi)| < 1$, then $\omega$ can be extended analytically to a neighborhood of $\xi$.

The next result will also be used in Section 4. Its proof is a consequence of the preceding proposition. (See also Theorem 3.2 in [24].)

**Proposition 2.4.** Let $\nu$ be a $\mathbb{R}$-infinitely divisible law in $\mathcal{M}_\mathbb{T}$ and $\xi \in \mathbb{T}$. Then the radial line segment $L = \{r\xi : 0 < r \leq 1\}$ can only intersect the boundary of $\eta_\nu(\mathbb{D})$ once.

**Proof.** First, the free Lévy-Hinčin’s formula [24] shows that Proposition 2.3 can be applied to the map

$$
\Phi(z) = z \Sigma_\nu(z) = az \exp \left( \int_{x \in (\pi, \pi]} \frac{1 + e^{ix}z}{1 - e^{ix}z} d\sigma(e^{ix}) \right), \quad z \in \mathbb{D},
$$

where in this case the inverse function $\omega$ is precisely the $\eta$-transform $\eta_\nu$. Here the measure $\sigma$ will be assumed to be a non-zero measure, since the desired conclusion holds trivially in the case of $\sigma = 0$. Also, we write $d\rho(x) = d\sigma(e^{ix})$ for notational convenience.

Now, suppose to the contrary that the given radius $L$ intersects the boundary $\partial \eta_\nu(\mathbb{D})$ more than once, say, at $z_1$ and $z_2$ in $\mathbb{D}$. If one of these two boundary points lies on the circle $\mathbb{T}$, then Proposition 2.3 (4) shows that the other one must be in the interior $\eta_\nu(\mathbb{D})$, which is not possible. Hence, both $z_1$ and $z_2$ must belong to the unit disc $\mathbb{D}$, and we have $\Phi(z_1) = 1 = |\Phi(z_2)|$ by Proposition 2.3 (3). This last formula shows that the function

$$
h(r) = 1 - \log |\Phi(re^{i\theta})| / \log r = \int_{-\pi}^{\pi} \frac{r^2 - 1}{\log r(1 - 2r \cos(\theta + x) + r^2)} d\rho(x)
$$
assumes the same value 1 at two distinct points \( r_1 = |z_1| \) and \( r_2 = |z_2| \) in the interval \((0, 1)\), where the polar angle \( \theta = \arg z_1 = \arg z_2 \) here is treated as a constant determined by the radius \( L \). However, such a result contradicts the fact that the function \( h \) is strictly increasing in the interval \((0, 1)\). Therefore the line \( L \) can only intersect \( \partial \eta_\nu(D) \) once. \( \square \)

3. WEAK LIMIT THEOREMS AND \( B \)-TRANSFORMS

Suppose that \( \{\mu_{nj} : n \geq 1, 1 \leq j \leq k_n\} \) is a triangular array of probability measures on \( \mathbb{R}_+ \), which satisfies the following infinitesimal condition:

\[
\lim_{n \to \infty} \min_{1 \leq j \leq k_n} \mu_{nj}((1 - \varepsilon, 1 + \varepsilon)) = 1
\]

for every fixed \( \varepsilon > 0 \). By virtue of this condition, the measures \( \mu_{nj} \) all belong to the set \( \mathcal{M}_+ \) as long as \( n \) is sufficiently large, and hence their \( B \)-transforms are well-defined in the domain \( \Omega \). Without loss of generality, we shall assume that all infinitesimal arrays in this section are in the set \( \mathcal{M}_+ \). Given a sequence \( c_n > 0 \) and denoting by \( \delta_{c_n} \) the point mass concentrated at the point \( c_n \), our goal here is to characterize the weak convergence of the free convolutions

\[
\nu_n = \delta_{c_n} \boxtimes \mu_{n1} \boxtimes \mu_{n2} \boxtimes \cdots \boxtimes \mu_{nk_n}
\]

in terms of convergence properties of the corresponding \( B \)-transforms; for this will become useful later when we investigate free local limit theorems.

To this purpose, we follow [10] and introduce a scaled array \( \{\mu_{nj}^s\}_{n,j} \) as follows. Define positive numbers

\[
b_{nj} = \exp \left( \int_{1/e}^e \log x \, d\mu_{nj}(x) \right)
\]

and measures \( \mu_{nj}^s \) by \( \mu_{nj}^s(A) = \mu_{nj}(b_{nj}A) \) for every Borel set \( A \) on \( \mathbb{R}_+ \). The resulting array \( \{\mu_{nj}^s\}_{n,j} \) remains infinitesimal, and we have

\[
\lim_{n \to \infty} \max_{1 \leq j \leq k_n} |b_{nj} - 1| = 0.
\]

Thus, the \( B \)-transform of \( \mu_{nj}^s \) is defined in \( \Omega \) and

\[
B_{\mu_{nj}^s}(b_{nj}z) = b_{nj}B_{\mu_{nj}}(z), \quad z \in \Omega.
\]

Next, we introduce the auxiliary functions

\[
g_{nj}(z) = \int_{\mathbb{R}_+} \frac{(z - 1)(1 - x)}{xz - 1} \, d\mu_{nj}^s(x).
\]

These are analytic functions defined in \( \Omega \) with the symmetry \( g_{nj}(z) = g_{nj}(\overline{z}) \) for \( z \in \Omega \), and they map \( \mathbb{C}_+ \) into the lower half-plane \( \mathbb{C}^- \). An important feature of the function \( g_{nj} \) is that its real and imaginary parts are asymptotically comparable in the sense that for any closed disk \( D \) in the left half-plane \( i\mathbb{C}_+ \), there exists a constant \( M = M(D) > 0 \) such that if \( n \) is sufficiently large, we have

\[
|Rg_{nj}(z)| \leq M |\Im g_{nj}(z)|, \quad z \in D, \quad 1 \leq j \leq k_n.
\]

In case \( \mu_{nj}(\{0\}) = 0 \), this estimate was established in Lemma 3.1 of [10] and it played the key role in proving the free limit theorems therein. The inequality (3.2) for general measures follows from that special case and the decomposition \( g_{nj}(z) = \mu_{nj}^s(\{0\})(1-z) + \tilde{g}_{nj}(z) \), where
the function $\widetilde{g}_{nj}(z)$ is defined as in the formula (3.1) with the integral calculated over the restriction of the measure $\mu_{nj}^{\circ}$ to the set $(0, \infty)$.

The proof of our main result relies on the following observation.

**Lemma 3.1.** Let $D \subset i\mathbb{C}^+$ be any closed disk with real center such that all functions $\Sigma\mu_{nj}^{\circ}$ are defined in $D$. Then there exists a smaller closed disk $D_1 \subset D$, also with real center, such that both estimates (i) log $B_{\mu_{nj}^{\circ}}(b_{nj}z) = g_{nj}(z)(1 + o(1))$ and (ii) log $\Sigma\mu_{nj}^{\circ}(z) = g_{nj}(z)(1 + o(1))$ hold uniformly for $1 \leq j \leq k_n$ and for $z \in D_1$ as $n \to \infty$.

**Proof.** The infinitesimality of $\{\mu_{nj}^{\circ}\}_{nj}$ shows that the limit $\lim_{n \to \infty} \psi_{\mu_{nj}^{\circ}}(z) = z/(1 - z)$ holds uniformly in $j$ as well as in $z \in D$. Hence, both $B_{\psi_{\mu_{nj}^{\circ}}}(b_{nj}z)$ and $\Sigma\psi_{\mu_{nj}^{\circ}}(z)$ converge to 1 as $n \to \infty$ so that their principal logarithms $\log B_{\mu_{nj}^{\circ}}(b_{nj}z)$ and $\log \Sigma\mu_{nj}^{\circ}(z)$ are defined in $D$ when $n$ is large. Since $\log w = (w - 1)(1 + o(1))$ as $w \to 1$, the current lemma will be proved if the functions $B_{\mu_{nj}^{\circ}}(b_{nj}z) - 1$ and $\Sigma\mu_{nj}^{\circ}(z) - 1$ can be approximated uniformly by $g_{nj}(z)$ up to a factor of order $1 + o(1)$.

We first examine the case of $B_{\mu_{nj}^{\circ}}(b_{nj}z) - 1$. We know from linear Taylor approximation that

$$\frac{1}{z} - \frac{1}{\eta_{\mu_{nj}^{\circ}}(z)} = \frac{1 + z/(1 - z)}{z/(1 - z)} - \frac{1 + \psi_{\mu_{nj}^{\circ}}(z)}{\psi_{\mu_{nj}^{\circ}}(z)} = \frac{(1 - z)^2}{z} \left[ \frac{z}{1 - z} - \psi_{\mu_{nj}^{\circ}}(z) \right] (1 + o(1))$$

uniformly in $j$ and $z \in D$ as $n \to \infty$. Since

$$\frac{(1 - z)^2}{z} \left[ \frac{z}{1 - z} - \psi_{\mu_{nj}^{\circ}}(z) \right] = \int_{\mathbb{R}^+} \frac{(z - 1)(1 - x)}{xz - 1} d\mu_{nj}^{\circ}(x) = g_{nj}(z),$$

we conclude that $B_{\mu_{nj}^{\circ}}(z) - 1 = g_{nk}(z)(1 + o(1))$ as $n \to \infty$. The estimate (i) then follows from the fact that $\lim_{n \to \infty} B_{\mu_{nj}^{\circ}}(b_{nj}z)/B_{\mu_{nj}^{\circ}}(z) = 1$ uniformly in $j$ and $z$.

Let us now turn to the second estimate regarding $\Sigma\mu_{nj}^{\circ}(z) - 1$. To prove (ii), observe first that the functions $\eta_{\mu_{nj}^{\circ}}(z) \to z$ uniformly in $j$ and in $z \in D$ as $n \to \infty$. Hence, denoting $D = \{ z : |z - t| \leq r \}$ and $D_1 = \{ z : 2|z - t| \leq r \}$, we deduce that $\eta_{\mu_{nj}^{\circ}}(D_1) \subset D$ and

$$z\Sigma\mu_{nj}^{\circ}(z) - z = \eta_{\mu_{nj}^{\circ}}^{-1}(z) - \eta_{\mu_{nj}^{\circ}}^{-1}(\eta_{\mu_{nj}^{\circ}}(z)), \quad z \in D_1,$$

whenever $n$ is sufficiently large. Finally, the linear approximation of $\eta_{\mu_{nj}^{\circ}}^{-1}(z)$ yields the estimate (ii). $\square$

Fix $\gamma \in \mathbb{R}$ and a finite Borel measure $\sigma$ on $[0, \infty]$, and let $\mu_{\mathbb{R}}^{\gamma,\sigma}$ be the $\mathbb{R}$-infinitely divisible measure associated with these parameters. It is known that every weak limit of the free convolutions $\nu_n^{\infty}_{n=1}$ must be $\mathbb{R}$-infinitely divisible (see [3]). Our next result gives the conditions for this convergence.

**Theorem 3.2.** The following statements are equivalent:

1. The sequence $\nu_n$ converges weakly to the law $\mu_{\mathbb{R}}^{\gamma,\sigma}$. 

Fix $\gamma \in \mathbb{R}$ and a finite Borel measure $\sigma$ on $[0, \infty]$, and let $\mu_{\mathbb{R}}^{\gamma,\sigma}$ be the $\mathbb{R}$-infinitely divisible measure associated with these parameters. It is known that every weak limit of the free convolutions $\nu_n^{\infty}_{n=1}$ must be $\mathbb{R}$-infinitely divisible (see [3]). Our next result gives the conditions for this convergence.

**Theorem 3.2.** The following statements are equivalent:

1. The sequence $\nu_n$ converges weakly to the law $\mu_{\mathbb{R}}^{\gamma,\sigma}$. 

(2) **The limit**

\[
\lim_{n \to \infty} \frac{1}{c_n} \prod_{j=1}^{k_n} B_{\mu_{nj}}(z) = \Sigma_{\mu_{20}}^\gamma(z)
\]

holds locally uniformly in the domain \( \Omega \).

**Proof.** By Proposition 2.2, the weak convergence of \( \nu_n \) to the law \( \mu_{20}^\gamma \) is equivalent to the existence of a closed disk \( D \subset i\mathbb{C}^+ \) with real center such that all \( \Sigma_{\mu_{nj}} \) are defined in \( D \) and the limit

\[
\lim_{n \to \infty} \frac{1}{c_n} \prod_{j=1}^{k_n} \Sigma_{\mu_{nj}}(z) = \Sigma_{\mu_{20}}^\gamma(z)
\]

holds uniformly in \( D \). We shall seek a way of re-casting (3.3) in terms of the functions \( g_{nj} \) and \( B_{\mu_{nj}} \). In order to do so we recall Lemma 2.3 from [10]: Let \( \{z_{nj}\}_{nj} \) and \( \{w_{nj}\}_{nj} \) be two triangular arrays of complex numbers with \( \Re w_{nj} \leq 0 \), and let \( \{r_n\}_{n=1}^\infty \subset \mathbb{R} \). Suppose that \( z_{nj} = w_{nj}(1 + o(1)) \) uniformly in \( j \) as \( n \to \infty \) and that there exists a constant \( M > 0 \) such that \( |\Re w_{nj}| \leq M |\Im w_{nj}| \) for large \( n \). Then the sequence \( r_n + \sum_{j=1}^{k_n} z_{nj} \) converges if and only if the sequence \( r_n + \sum_{j=1}^{k_n} w_{nj} \) does. Moreover, the two sequences must have the same limit.

Now, take the smaller disk \( D_1 \subset D \) as in Lemma 3.1 to accommodate the uniform approximation of the logarithms \( \log \Sigma_{\nu_{nj}}(z) \) and \( \log B_{\mu_{nj}}(b_{nj}z) \) by the functions \( g_{nj}(z) \). Then the preceding result on numerical arrays, the estimate (3.2), and the equation \( \Sigma_{\mu_{nj}}(z) = b_{nj} \Sigma_{\mu_{nj}}(w_{nj}) \) imply that (3.3) is equivalent to the uniform convergence

\[
\log c_n + \sum_{j=1}^{k_n} [g_{nj}(z) - \log b_{nj}] \to \log \Sigma_{\mu_{20}}^\gamma(z) = u_{\gamma,\sigma}(z) \quad (n \to \infty)
\]

in \( D_1 \), where the function \( u_{\gamma,\sigma} \) extends analytically to \( \Omega \) as in the free Lévy-Hinčin’s formula (2.2).

On the other hand, the formula \( B_{\nu_{nj}}(b_{nj}z) = b_{nj} B_{\mu_{nj}}(z) \) implies that (3.4) is further equivalent to the uniform convergence

\[
v_n(z) = -\log c_n + \sum_{j=1}^{k_n} \log B_{\mu_{nj}}(z) \to u_{\gamma,\sigma}(z) \quad (n \to \infty)
\]

in \( D_1 \), where \( \log B_{\mu_{nj}} \) refers to the Boolean Lévy-Hinčin’s integral formula (2.3). Indeed, by re-writing the functions \( v_n \) and \( u_{\gamma,\sigma} \) in their integral forms, the convergence (3.5) becomes

\[-\log c_n + \gamma_n + \sum_{j=1}^{k_n} \int_{\mathbb{R}_+} \frac{1 + xz}{z - x} \, d\sigma_{nj}(x) \to \gamma + \sigma(\{\infty\}) + \int_{\mathbb{R}_+} \frac{1 + xz}{z - x} \, d\sigma(x) \quad (n \to \infty) .
\]

Since the integrand \((1 + xz)/(z - x)\) remains bounded away from zero and infinity for any \( z \in D_1 \) and \( x \in \mathbb{R}_+ \), we deduce that

\[
\sum_{j=1}^{k_n} d\sigma_{nj}(x) \Rightarrow d\sigma(x) \quad \text{and} \quad \gamma_n - \log c_n \to \gamma + \sigma(\{\infty\}) \quad (n \to \infty).
\]
This implies that (3.5) actually holds locally uniformly in the entire domain \( \Omega \). After applying the exponential to (3.5), we get the equivalence of (1) and (2). □

When the product of the \( B \)-transforms \( B_{\mu_{nj}} \) \((1 \leq j \leq k_n)\) and \( 1/c_n \) is another \( B \)-transform of a probability law \( \mu_n \in \mathcal{M}_+ \), we may write

\[
\mu_n = \delta_{c_n} \otimes \mu_{n1} \otimes \mu_{n2} \otimes \cdots \otimes \mu_{nk_n}.
\]

Then Theorem 3.2 implies a multiplicative analogue of the Boolean to Free Bercovici-Pata Bijection. Recall that the Lévy-Hinčin measure \( \sigma \) appearing in the integral representation (2.3) does not assign any mass to \( \infty \).

**Corollary 3.3.** Fix a real \( \gamma \) and a finite Borel measure \( \sigma \) on \([0, \infty)\). The Boolean convolution \( \mu_n \) converges weakly to \( \mu_{\gamma,\sigma} \) if and only if the free convolution \( \nu_n \) converges weakly to \( \mu_{\gamma,\sigma} \).\( \otimes \).

We end this section with a remark on the relationship between free and classical limit theorems. By re-writing the function \( g_{nj} \) as

\[
g_{nj}(z) = \int_{(0,\infty]} \frac{x^2 - 1}{x^2 + 1} \, d\mu_{nj}^\circ (1/x) + \int_{(0,\infty]} \left[ \frac{1 + xz}{z - x} \right] d\mu_{nj}^\circ (1/x),
\]

one can proceed as in [6] to show that the limit (3.4) yields a different set of necessary and sufficient conditions for the weak convergence \( \nu_n \Rightarrow \mu_{\gamma,\sigma} \); namely, the convergence \( \nu_n \Rightarrow \mu_{\gamma,\sigma} \) holds if and only if the sequence of measures

\[
d\sigma_n(t) = \sum_{j=1}^{k_n} \frac{(x - 1)^2}{x^2 + 1} \, d\mu_{nj}^\circ (1/x)
\]

converges weakly to the measure \( \sigma \) on \([0, \infty)\), and the sequence of numbers

\[
\gamma_n = - \log c_n + \sum_{j=1}^{k_n} \left[ \int_{(0,\infty]} \frac{x^2 - 1}{x^2 + 1} \, d\mu_{nj}^\circ (1/x) - \log b_{nj} \right]
\]

converges to the number \( \gamma \) as \( n \to \infty \). Moreover, as seen in [6, 14], under the condition \( \sigma(\{0\}) = 0 = \sigma(\{\infty\}) \), the above convergence criteria are known to be equivalent to the validity of the weak convergence

\[
\delta_{c_n} \otimes \mu_{n1} \otimes \mu_{n2} \otimes \cdots \otimes \mu_{nk_n} \Rightarrow \mu_{\gamma,\sigma} \otimes
\]

where \( \otimes \) denotes the classical multiplicative convolution arising from the product of commuting positive random variables and the law \( \mu_{\gamma,\sigma} \otimes \) is the \( \otimes \)-infinitely divisible law characterized by the classical Lévy-Hinčin’s formula.

4. **Local limit laws and convergence to free Brownian motions**

4.1. **Local limit theorems on \( \mathbb{R}_+ \).** Let \( \nu \) be a non-degenerate \( \otimes \)-infinitely divisible law on \( \mathbb{R}_+ \), and let \( \{\mu_n\}_{n=1}^{\infty} \subset \mathcal{M}_+ \) and \( \{k_n\}_{n=1}^{\infty} \subset \mathbb{N} \) be two sequences such that \( k_n \to \infty \) and the measures \( \nu_n = (\mu_n)^{\otimes k_n} \) converge weakly to \( \nu \) as \( n \to \infty \).

Recall from [2] that the \( \eta \)-transform \( \eta_\nu \) extends continuously to \( \overline{\mathbb{C}^+}\setminus\{0\} \) and the extension takes the half-line \((0, \infty)\) to a continuous curve in \( \mathbb{C}^+ \cup \mathbb{R} \). Moreover, \( \eta_\nu \) is analytic at points
\( x \in (0, \infty) \) where \( \exists \eta_\nu(x) > 0 \). The density \( f_\nu \) of the limit law \( \nu \) is continuous except on the finite set \( \{ x > 0 : \eta_\nu(1/x) = 1 \} \cup \{0\} \), and the function \( f_\nu \) extends analytically to all points where it is different from zero. Here, and in the sequel, the extensions of relevant \( \eta \)-transforms and density functions will be denoted by the same notations if they should exist.

The theorem below shows that the regularity properties of \( \nu \) get passed to the attracted measures \( \nu_n \) in the limit process.

**Theorem 4.1.** Let \( I \subset (0, \infty) \) be a compact interval such that the density \( f_\nu \) is continuous and \( \min f_\nu > 0 \) on \( I \). Then we have:

1. For sufficiently large \( n \), the measure \( \nu_n \) becomes Lebesgue absolutely continuous on \( I \), and its density function \( f_n = d\nu_n/dx \) is continuous on \( I \).
2. There exists a neighborhood \( U \) of the interval \( I \) such that the density \( f_n \) extends analytically to \( U \) for large \( n \), and these extensions converge locally uniformly in \( U \) to the analytic extension of \( f_\nu \) as \( n \to \infty \).

**Proof.** Let \( J = \{ x : 1/x \in I \} \). By the relationship
\[
\int_{\mathbb{R}_+} \frac{1}{z-x} \, d\nu(x) = \frac{1}{z[1-\eta_\nu(1/z)]}, \quad z \in \Omega,
\]
and the Stieltjes inversion formula, the density \( f_\nu \) is the \( dx \)-a.e. limit of
\[
-\frac{1}{\pi} \frac{1}{(x+iy)[1-\eta_\nu(1/(x+iy))]} \quad (y \to 0^+).
\]
Thus, our hypothesis on the density \( f_\nu \) implies that the image \( \eta_\nu(J) \) is a continuous and bounded curve in \( \mathbb{C}^+ \), and the transform \( \eta_\nu \) extends analytically to a bounded neighborhood \( V_1 \) of the interval \( J \) in the right half-plane. By choosing a smaller neighborhood if needed, we may assume that \( V_2 = \eta_\nu(V_1) \) is a neighborhood of \( \eta_\nu(J) \) that lies in \( \mathbb{C}^+ \).

Next, we consider the analytic map \( H_\nu : \Omega \to \mathbb{C} \) given by \( H_\nu(z) = z\Sigma_\nu(z) \), where the function \( \Sigma_\nu \) is defined as in the free Lévy-Hinčin’s formula (2.2) for the infinitely divisible law \( \nu \). By analytic continuation, we have
\[
(4.1) \quad H_\nu(\eta_\nu(z)) = z, \quad z \in V_1.
\]
By subordination, for each \( n \geq 1 \), there exists an analytic function \( \omega_n : \Omega \to \Omega \) such that
\[
(4.2) \quad \eta_{\nu_n}(z) = \eta_{\mu_n}(\omega_n(z)), \quad z \in \Omega.
\]
Moreover, an inversion relationship holds:
\[
H_n(\omega_n(z)) = z, \quad z \in \Omega,
\]
where the inverse \( H_n \) is given by the formula
\[
H_n(z) = z[B_{\mu_n}(z)]^{k_n-1}.
\]
We note for further reference that the subordination function \( \omega_n \) can be calculated explicitly as follows. By free and Boolean Lévy-Hinčin’s formulas, the function \( B_{\mu_n} \) is the \( \Sigma \)-transform of a \( \boxplus \)-infinitely divisible law \( \rho_n \). Note that the function \( H_n(z) = z\Sigma_{\tau_n}(z) \) where the law
\[ \tau_n = (\rho_n)^{\mathbb{E}(k_n^{-1})} \] is also \( \mathbb{E} \)-infinitely divisible. Hence, by analytic continuation, we obtain that
\[
\eta_{\tau_n}(H_n(z)) = z
\]
for any \( z \in \Omega \) with \( H_n(z) \in \Omega \). In particular, the function \( \omega_n \) must be equal to the \( \eta \)-transform of the freely infinitely divisible law \( \tau_n \).

Now, Proposition 2.2 and the weak convergence \( \nu_n \Rightarrow \nu \) show that the measures \( \mu_n \) converge weakly to the point mass \( \delta_1 \) as \( n \to \infty \), and hence the sequence \( \{\mu_n\}_{n=1}^{\infty} \) forms an infinitesimal array with identical rows. Consequently, Theorem 3.2 implies that
\[
H_n(z) = z[B_{\mu_n}(z)]^{k_n-1} \to z\Sigma_{\nu}(z) = H_{\nu}(z)
\]
locally uniformly in \( V_2 \) as \( n \to \infty \). By virtue of (4.1), this means that
\[
h_n(z) = H_n(\eta_{\nu}(z)) \to z \quad (n \to \infty)
\]
locally uniformly for \( z \in V_1 \). Then, by the argument principle, each function \( h_n \) will be invertible when \( n \) is sufficiently large. Also, since \( h_n(z) \approx z \) locally uniformly in \( V_1 \) for such \( n \), the image of \( V_1 \) under the map \( h_n \) cannot deviate too much from \( V_1 \) itself. Hence, we can find a neighborhood \( V_3 \) such that \( J \subset V_3 \subset V_1 \) and the map \( h_n \) has an analytic inverse \( h_n^{-1} : V_3 \to V_1 \) so that
\[
H_n\left( (\eta_{\nu} \circ h_n^{-1}(z)) \right) = z, \quad z \in V_3.
\]
This fact and the inversion relationship (4.3) imply that the analytic function \( \eta_{\nu} \circ h_n^{-1} \) coincides with the \( \eta \)-transform of the law \( \tau_n \) in \( V_3 \cap \mathbb{C}^+ \) for large \( n \). Therefore, we can take \( \eta_{\nu} \circ h_n^{-1} \) as an analytic continuation for the subordination function \( \omega_n \) in the neighborhood \( V_3 \). Notice that we also have \( \eta_{\nu} \circ h_n^{-1}(V_3) \subset V_2 \subset \mathbb{C}^+ \) by our construction. In addition, (4.2) shows that the equation \( H_n(\omega_n(z)) = z \) can be rewritten as
\[
\eta_{\nu_n}(z) = z \left[ \frac{\omega_n(z)}{z} \right]^{k_n/(k_n-1)}, \quad z \in V_3,
\]
showing that the \( \eta \)-transform \( \eta_{\nu_n} \) also extends analytically to \( V_3 \) for large \( n \). (Here the principal branch of the power function is used.) Meanwhile, the subordination function \( \omega_n \) converge to \( \eta_{\nu} \) locally uniformly in \( V_3 \) because \( h_n^{-1}(z) \to z \) locally uniformly for \( z \in V_3 \). Consequently, the \( \eta \)-transforms \( \eta_{\nu_n} \) also converge to the same limit \( \eta_{\nu} \) locally uniformly in \( V_3 \) by the subordination formula (4.2) and the weak convergence \( \mu_n \Rightarrow \delta_1 \).

Finally, the desired neighborhood \( U \) is given by
\[
U = \{1/z : z \in V_3\},
\]
and the results concerning the absolute continuity of the laws \( \nu_n \) and the convergence properties of their densities follow at once from the method of Stieltjes inversion. \( \square \)

We remark that the neighborhood \( U \) in the preceding theorem can be chosen to be symmetric with respect to the half-line \( (0, \infty) \), and then the analytic extension of the density \( f_n \) can be taken as:
\[
f_n(z) = \frac{1}{2\pi i} \left[ \frac{1}{z[1 - \eta_{\nu_n}(1/z)]} - \frac{1}{z[1 - \eta_{\nu_n}(1/z)]} \right], \quad z \in U.
\]
Recall that the free multiplicative Brownian motion on \( \mathbb{R}_+ \) is a multiplicative free Lévy process whose marginal laws \( \{\chi_t\}_{t \geq 0} \) are characterized as follows:

\[
\Sigma_{\chi_t}(z) = \exp \left( \frac{t + tz}{2z - 2} \right), \quad z \in \Omega.
\]

The following result from [12,25] gives a detailed description of the law \( \chi_t \), showing that each \( \chi_t \) belongs to the class \( \mathcal{M}_0 \) in the original definition of superconvergence [9]. For any fixed \( t > 0 \), the law \( \chi_t \) is Lebesgue absolutely continuous with a continuous density \( f_t \) supported on the interval \( [x_1, x_2] \subset (0, \infty) \), where

\[
x_1 = x_1(t) = \left[ 1 + t/2 - \sqrt{t(t + 4)}/2 \right] \exp \left( -\sqrt{t(t + 4)/2} \right)
\]

and \( x_2 = x_2(t) = 1/x_1(t) \). We also have that \( f_t(x_1) = 0 = f_t(x_2) \) and for any \( x \in (x_1, x_2) \), the value \( f_t(x) \) is given by \( \Im z/(2\pi x) \), where \( z \) is the unique solution with a positive imaginary part of the equation

\[
z \exp(t(z - 1/2)) = x(z - 1).
\]

Thus, Theorem 4.1 yields a multiplicative analogue of the superconvergence phenomenon:

**Corollary 4.2.** Let \( \varepsilon > 0 \) be a given small number, and suppose that the sequence \( \nu_n = (\mu_n)^{\boxtimes k_n} \) converges to \( \chi_t \) weakly as \( n \to \infty \). Then the density \( f_n = d\nu_n/dx \) is analytic and strictly positive in \( [x_1(t) + \varepsilon, x_2(t) - \varepsilon] \) for sufficiently large \( n \), and the \( k \)-th derivative \( f_n^{(k)} \) converges to the \( k \)-th derivative \( f_t^{(k)} \) uniformly on \( [x_1 + \varepsilon, x_2 - \varepsilon] \) for any integer \( k \geq 0 \).

### 4.2. Local limit theorems on \( \mathbb{T} \)

Let \( \{\mu_n\}_{n=1}^\infty \) be measures in \( \mathcal{M}_{\mathbb{T}} \) such that the sequence \( \nu_n = (\mu_n)^{\boxtimes k_n} \) tends weakly to a non-degenerate law \( \nu \in \mathcal{M}_{\mathbb{T}} \) as \( n \to \infty \), where \( k_n \geq 2 \) are integers such that \( k_n \to \infty \). As in the positive half-line case, it follows that \( \mu_n \Rightarrow \delta_1 \), and hence the sequence \( \{\mu_n\}_{n=1}^\infty \) is infinitesimal.

The limit law \( \nu \) is again \( \boxtimes \)-infinitely divisible [3], and all the regularity properties mentioned in Section 4.1 also hold for the measure \( \nu \) in this case [2]. Thus, the law \( \nu \) has at most one atom and has no singular continuous component relative to the arc-length measure \( d\theta \) on \( \mathbb{T} \). The \( \eta \)-transform \( \eta_\nu \) extends continuously to \( \mathbb{T} \), and it is analytic at points \( \xi \in \mathbb{T} \) such that \( |\eta_\nu(\xi)| < 1 \). The density \( f_\nu = d\nu/d\theta \) is continuous everywhere except at the point \( \xi \in \mathbb{T} \) where \( \eta_\nu(\xi) = 1 \), and \( f_\nu \) is analytic at all points where it is positive.

The analogue of Theorem 4.1 in the current setting is the following

**Theorem 4.3.** Let \( I \subseteq \mathbb{T} \) be a connected arc on which the density \( f_\nu \) is continuous and bounded away from zero. Then there exists a neighborhood \( U \) of the arc \( I \) such that for sufficiently large \( n \), the measure \( \nu_n \) is absolutely continuous on \( I \) with respect to \( d\theta \) and its density \( f_n \) extends analytically to \( U \). Moreover, the analytic extension of \( f_n \) converges locally uniformly in \( U \) to that of the limiting density \( f_\nu \).

**Proof.** We proceed as in the proof of Theorem [4.1]. Setting \( J = \{1/\xi : \xi \in I\} \) as before, the formula

\[
\frac{1}{2\pi} \frac{1 - |\eta_\nu(z)|^2}{|1 - \eta_\nu(z)|^2} = \frac{1}{2\pi} \int_{\mathbb{T}} \Re \left[ \frac{\xi + z}{\xi - z} \right] d\nu(1/\xi), \quad z \in \mathbb{D},
\]

and the general theory of Poisson integrals imply that the density of the law \( d\nu(1/\xi) \) is determined by the boundary radial limits of \( \eta_\nu(z) \). Since the change of variable \( \xi \mapsto 1/\xi \)
preserves the arc-length measure \(d\theta\), we deduce from the assumptions on \(f_\nu\) that the image of \(J\) under the map \(\eta_\nu\) is a continuous curve which lies in \(\mathbb{D}\) and is bounded away from the circle \(\mathbb{T}\). In addition, the map \(\eta_\nu\) admits an analytic continuation to a neighborhood \(V_1\) of the arc \(J\) such that the domain \(V_2 = \eta_\nu(V_1)\) is contained in \(\mathbb{D}\).

In this case, it is still true that the \(\eta\)-transform of the free convolution \(\nu_n\) will be subordinated to the function \(\eta_\mu_n\); however, the underlying probability measure associated with this subordination function may not be \(\mathbb{R}\)-infinitely divisible. In what follows, we will use the global inversion result to find a slightly different subordination property which will give us the infinite divisibility. This method was first used in \([2]\) for constructing fractional free convolution powers, where the use of infinite divisibility is implicit in that construction. We begin by introducing the auxiliary free convolution

\[\rho_n = \mu_n \boxtimes \mu_n, \quad n \geq 1.\]

Then, by Proposition 3.3 (1) in \([2]\), every such a measure \(\rho_n\) will be \(\cup\)-infinitely divisible and hence its \(B\)-transform has a square root

\[\left[B_{\rho_n}(z)\right]^{1/2} = \exp(u_n(z)), \quad z \in \mathbb{D},\]

where \(\Re u_n(z) \geq 0\) for \(z \in \mathbb{D}\) and \(\left[B_{\rho_n}(0)\right]^{1/2} = 1/m(\mu_n)\). In particular, this property allows us to define the following analytic function

\[\Phi_n(z) = z\left[B_{\rho_n}(z)\right]^{(k_n-2)/2} = z \exp\left((k_n-2)u_n(z)\right), \quad z \in \mathbb{D},\]

where the \((k_n - 2)/2\) power is chosen to be \(1/\lfloor m(\mu_n)\rfloor^{k_n-2}\) for \(z = 0\). Clearly, we also have

\[\Phi_n(0) = 0 \quad \text{and} \quad |\Phi_n(z)| \geq |z|\]

for all \(z \in \mathbb{D}\).

Now, by Proposition 2.3, the function \(\Phi_n\) has a unique global inverse \(\omega_n : \overline{\mathbb{D}} \to \mathbb{D}\) such that the inversion relationship

\[\Phi_n(\omega_n(z)) = z\]

holds in the open disk \(\mathbb{D}\). Since \(|\omega_n(z)| \leq |z|\) for \(z \in \mathbb{D}\), the composition \(\eta_{\rho_n} \circ \omega_n\) in \(\mathbb{D}\) is the \(\eta\)-transform of a law \(\beta_n \in \mathcal{M}_\mathbb{T}\). We shall verify that this measure \(\beta_n\) is exactly the free convolution \(\nu_n = (\mu_n)^{\boxtimes k_n}\), and hence the desired analytic subordination

\[\eta_{\nu_n}(z) = \eta_{\rho_n}(\omega_n(z)), \quad z \in \mathbb{D},\]

will be established. To this end, note that

\[
\Sigma_{\beta_n}(z) = \frac{1}{z} \eta_{\rho_n}^{-1}(z) = \frac{1}{z} (\omega_n^{-1} \circ \eta_{\rho_n}^{-1})(z) = \frac{1}{z} (\Phi_n \circ \eta_{\rho_n}^{-1})(z) \\
= \frac{1}{z} \eta_{\rho_n}^{-1}(z) [(B_{\rho_n} \circ \eta_{\rho_n}^{-1})(z)]^{(k_n-2)/2} \\
= \Sigma_{\rho_n}(z) \left[\Sigma_{\rho_n}(z)\right]^{(k_n-2)/2} = \left[\Sigma_{\mu_n}(z)\right]^{k_n} = \Sigma_{\nu_n}(z)
\]

for \(z\) near the origin. Since the \(\Sigma\)-transform of a measure determines the underlying measure uniquely, we obtain \(\beta_n = \nu_n\) as claimed.

Furthermore, the Herglotz integral formula of the function \(u_n\) in \((4.5)\) and the free Lévy-Hinchin’s formula \((2.3)\) imply that \(\Phi_n(z) = z\Sigma_{\tau_n}(z)\), where the measure \(\tau_n\) is a \(\mathbb{R}\)-infinitely divisible law in \(\mathcal{M}_\mathbb{T}\). Therefore the subordination function \(\omega_n\) is in fact the \(\eta\)-transform of
the law $\tau_n$, and we obtain yet another inversion formula which is the analogue of (4.3) in the current setting:

$$\eta_{\tau_n}(\Phi_n(z)) = z$$

for any $z \in \mathbb{D}$ such that $\Phi_n(z) \in \mathbb{D}$.

With these subordination and inversion formulas constructed, the rest of the proof now follows the same lines as in the proof of Theorem 4.1. We conclude that for large $n$, the functions $\omega_n$ and $\eta_{\nu_n}$ both extend analytically to a neighborhood $V_3$ of the arc $J$, and their extensions tend to the same limit $\eta_\nu$ locally uniformly in $V_3$. The proof is then finished by taking the boundary values of the integral formula (4.4). We omit this rather similar argument and only mention that the local uniform convergence of $\{\Phi_n\}_{n=1}^\infty$ to the function $z\Sigma_\nu(z)$ in the neighborhood $V_2$ is guaranteed by Theorem 3.5 from [22], which is the Gnedenko type convergence criterion for the weak convergence $\nu_n \Rightarrow \nu$.

We next consider the special case where the limit law is the Haar measure on $\mathbb{T}$. In this case, we define the free convolution $\rho_n = \mu_n \boxtimes \mu_n$ as before and recall the corresponding subordination function $\omega_n(z) = \eta_{\tau_n}(z)$ and its left inverse $\Phi_n = z\Sigma_{\tau_n}(z)$ for $z \in \mathbb{D}$. Here the subordination distribution $\tau_n$ is both $\boxtimes$- and $\boxplus$-infinitely divisible, see Section 2.2.

By Proposition 2.3, $\omega_n$ is an injective and continuous function satisfying

$$\omega_n(\mathbb{D}) = \{z \in \mathbb{D} : |\Phi_n(z)| < 1\}$$

and the boundary $\partial \omega_n(\mathbb{D}) = \omega_n(\mathbb{T})$. Moreover, we have

$$\omega_n(\mathbb{T}) \cap \mathbb{D} = \{z \in \mathbb{D} : |\Phi_n(z)| = 1\},$$

and if $\xi \in \omega_n(\mathbb{D}) \cap \mathbb{T}$ then the entire radius $\{r\xi : 0 \leq r < 1\}$ is contained in $\omega_n(\mathbb{D})$. Finally, if $\xi \in \mathbb{T}$ is such that $\omega_n(\xi) \in \mathbb{D}$, then $\omega_n$ has an analytic continuation at the point $\xi$.

We now prove the superconvergence to Haar measure $d\theta/2\pi$. Notice that the infinitesimality and weak convergence assumptions are not required in the following result.

**Theorem 4.4.** Let $\{\mu_n\}_{n=1}^\infty$ be a sequence of measures in $\mathcal{M}_\mathbb{T}$ such that

$$\lim_{n \to \infty} [m(\mu_n)]^{k_n-2} = 0.$$

Set $\nu_n = (\mu_n)^{\boxtimes k_n}$. Then for sufficiently large $n$, we have:

1. Each measure $\nu_n$ is absolutely continuous with the support $\mathbb{T}$.
2. The density function $f_n = d\nu_n/d\theta$ is continuous on $\mathbb{T}$, and $f_n$ extends analytically to every point on $\mathbb{T}$.
3. The densities $f_n$ converge to $1/2\pi$ uniformly on $\mathbb{T}$ as $n \to \infty$.

**Proof.** We first write each function $\Phi_n$ in its free Lévy-Hinčin’s representation

$$\Phi_n(z) = \alpha_n z \exp \left( \int_{\mathbb{T}} \frac{1 + \xi z}{1 - \xi z} d\sigma_n(\xi) \right), \quad z \in \mathbb{D},$$

and observe from it that the derivative

$$\Phi'_n(0) = \lim_{z \to 0} \frac{\Phi_n(z)}{z} = \alpha_n e^{\sigma_n(\mathbb{T})}.$$

On the other hand, the formula (4.5) shows that the same derivative can also be calculated as follows:

$$\Phi'_n(0) = [B_{\rho_n}(0)]^{(k_n-2)/2} = 1/ [m(\mu_n)]^{k_n-2}. $$
Therefore, taking the modulus of the last calculation yields
\[
\lim_{n \to \infty} \sigma_n(T) = \infty.
\]

Next, we prove that the images \( \omega_n(\overline{D}) \) are all contained entirely in the open disc \( D \) when \( n \) is sufficiently large. Indeed, if this were not true, then the set \( \omega_n(\overline{D}) \) would intersect the boundary \( T \) frequently as \( n \to \infty \). In particular, there must be a sequence \( \xi_n \) such that \( \xi_n \in \omega_n(\overline{D}) \cap T \) for infinitely many \( n \)'s. Then the mapping properties of \( \omega_n \) would imply that the relationship \( z_n = \xi_n/2 \in \omega_n(D) \) and the inequality \( |\Phi_n(z_n)| < 1 \) both occur infinitely often. This however is a contradiction, because
\[
2 > 2|\Phi_n(z_n)| = \exp \left( \int_T \Re \left[ \frac{1 + \xi z_n}{1 - \xi z_n} \right] d\sigma_n(\xi) \right) \\
\geq \exp \left( \frac{1 - |z_n|}{1 + |z_n|} \sigma_n(T) \right) = e^{\sigma_n(T)/3}
\]
and \( \lim_{n \to \infty} \sigma_n(T) = \infty \).

Now, by choosing a \( N > 0 \) so that \( \omega_n(D) \subseteq \overline{D} \) for \( n \geq N \), the subordination formula (4.6) shows that the \( \eta \)-transform of the law \( \nu_n \) extends continuously to \( T \) for such \( n \) and this extension takes values in the open disc \( D \). Consequently, the Poisson integral formula (4.4) implies that the density function \( f_n \) is continuous and positive everywhere on its support \( T \). Finally, the analyticity property of \( f_n \) comes from that of the map \( \omega_n \) and from the analytic subordination (4.6).

The preceding argument proves the statements (1) and (2). To prove (3), let us introduce the auxiliary function
\[
g(r) = \frac{(1 + r) \log r}{1 - r}, \quad 0 < r < 1,
\]
and observe that \( g \) is a strictly increasing and continuous function on the interval \((0, 1)\) such that \( g(1^-) = -2 \) and \( g(0^+) = -\infty \). In particular, the function \( g \) has an inverse \( g^{-1} \) such that
\[
\lim_{x \to -\infty} g^{-1}(x) = 0.
\]

For \( n \geq N \), we calculate
\[
\omega_n(D) = \{ z \in \mathbb{D} : |\Phi_n(z)| \leq 1 \} \\
\subseteq \{ z \in \mathbb{D} : g(|z|) \leq -\sigma_n(T) \} \\
= \{ z \in \mathbb{D} : |z| \leq g^{-1}(-\sigma_n(T)) \}.
\]

Since the last disc shrinks uniformly to the origin as \( n \to \infty \), we deduce from the subordination formula (4.6) that the \( \eta \)-transforms \( \eta_n \) converge to zero uniformly on \( \mathbb{D} \), and in particular, uniformly on the circle \( T \). Therefore, (3) follows from the integral formula (4.4). \( \square \)

We remark that Theorem 4.4 (3) does imply the weak convergence \( \nu_n \Rightarrow d\theta/2\pi \).
4.3. Superconvergence to free unitary Brownian motion. Denote by $\lambda_t$ the law of free unitary Brownian motion at time $t > 0$. The $\Sigma$-transform of $\lambda_t$ is given by

$$
\Sigma_{\lambda_t}(z) = \exp\left(\frac{t + tz}{2 - 2z}\right), \quad z \in \mathbb{D}.
$$

From Biane’s work [12], we know that the infinitely divisible law $\lambda_t$ is absolutely continuous with respect to $d\theta$ on $\mathbb{T}$, and its support $\text{supp}(\lambda_t)$ is the entire circle $\mathbb{T}$ when $t > 4$. For $0 < t \leq 4$, we have

$$
\text{supp}(\lambda_t) = \left\{e^{i\theta} : -\theta_1 \leq \theta \leq \theta_1 \right\},
$$

where $\theta_1 = \theta_0 + \sqrt{t - t^2/4} \in (0, \pi]$ and $\theta_0 = \arccos(1 - t/2)$. The density $d\lambda_t/d\theta$ is continuous everywhere on $\mathbb{T}$ and is strictly positive on the interior of $\text{supp}(\lambda_t)$, except at $-1$ when $t = 4$. The value of this density at a point $\xi \in \mathbb{T}$ is given by $Rz/2\pi$, where $z$ is the only solution with a positive real part of the equation

$$
(z - 1) \exp(tz/2) = (z + 1)\xi.
$$

For $t \in (0, 4]$, the image $\eta_{\lambda_t}(\mathbb{T})$ is a continuous simple closed curve whose parametrization is described as follows. First, the curve $\eta_{\lambda_t}(\mathbb{T})$ is symmetric about the $x$-axis. Second, the interior of $\text{supp}(\lambda_t)$ is mapped bijectively to a simple curve in the open disc $\mathbb{D}$ by the function $\eta_{\lambda_t}$, and if we write the polar coordinate $\eta_{\lambda_t}(e^{i\theta}) = re^{i\psi}$ for $\theta \in (-\theta_1, \theta_1)$ then the functions $r = r(\theta)$ and $\psi = \psi(\theta)$ are defined implicitly through the equation

$$
t(r^2 - 1) = 2 \log r \left(1 - 2r \cos \psi + r^2\right).
$$

Moreover, the modulus function $r(\theta)$ is a continuous function which increases to 1 as $\theta \to \theta_1$, and the polar angle $\psi(\theta)$ is also a continuous function with

$$
-\theta_0 < \psi(\theta) < \theta_0, \quad \theta \in (-\theta_1, \theta_1),
$$

and $\psi(\theta) \to \theta_0$ as $\theta \to \theta_1$. Finally, the function $\eta_{\lambda_t}$ maps the complementary arc $\{e^{i\theta} : \theta_1 \leq |\theta| \leq \pi\}$ onto the arc $\{e^{i\theta} : 0 \leq |\theta| \leq \pi\}$ such that $\eta_{\lambda_t}(e^{i\theta_1}) = e^{i\theta_0}$, $\eta_{\lambda_t}(e^{-i\theta_1}) = e^{-i\theta_0}$, and $\eta_{\lambda_t}(-1) = -1$. We refer to [24][25] for the details of these calculations.

Fix $t > 0$. We shall study the superconvergence to the law $\lambda_t$. As usual, let $\{\mu_n\}_{n=1}^\infty$ be a sequence in $\mathcal{M}_\mathbb{T}$ and $k_n$ be positive integers tending to infinity. Suppose that the weak convergence $\nu_n = (\mu_n)^{\otimes k_n} \Rightarrow \lambda_t$ holds. Following Section 4.2, we have the subordination $\eta_{\nu_n} = \eta_{\mu_n} \circ \omega_n$ in $\mathbb{D}$, where the law $\rho_n = \mu_n \boxtimes \mu_n$ and the subordination map $\omega_n = \eta_{\rho_n}$ for some $\boxtimes$-infinitely divisible law $\tau_n$. The left inverse of $\omega_n$ is the function $\Phi_n(z) = z\Sigma_{\tau_n}(z)$, and Theorem 3.5 in [22] implies that the limit

$$
\lim_{n \to \infty} \Phi_n(z) = z\Sigma_{\lambda_t}(z) = z \exp\left(\frac{t + tz}{2 - 2z}\right)
$$

holds uniformly for $z$ in any compact subset of the disc $\mathbb{D}$.

Since the law $\tau_n$ is also $\boxtimes$-infinitely divisible, the origin is a simple zero for the map $\omega_n$. So, the quotient

$$
g_n(z) = \frac{\omega_n(z)}{z}
$$
Lemma 4.4. There exists $N_1 > 0$ and a positive constant $C \in (0, 1)$ such that
$$|g_n(z)| \geq C, \quad n \geq N_1, \quad z \in \overline{D}.$$

**Proof.** Suppose, to the contrary, that there is a sequence $z_n \in \overline{D}$ such that $|g_n(z_n)| \to 0$ as $n \to \infty$. By dropping to a subsequence if necessary, but without changing our notation, we assume that the sequence $z_n$ converges to a point $z \in \overline{D}$. Note that
$$|\omega_n(z_n)| = |z_n||g_n(z_n)| \to |z| \cdot 0 = 0$$
as $n \to \infty$. So, we have $|\omega_n(z_n)| \leq 1/2$ when $n$ is large enough. It follows from Proposition 2.3 that the function $\omega_n$ is analytic at such $z_n$, and therefore we have $z_n = \Phi_n(\omega_n(z_n))$ by analytic continuation. Denoting $w_n = \omega_n(z_n)$, the equation (4.7) shows that
$$|z_n| \leq |\Phi_n(w_n) - w_n\Sigma_\lambda(w_n)| + |w_n\Sigma_\lambda(w_n)| \to 0$$
as $n \to \infty$. Hence, we obtain $z = 0$ and all $z_n$ will eventually fall into a compact neighborhood of the origin. Notice that the limit (4.7) also yields the weak convergence $\tau_n \Rightarrow \lambda_t$, and as a result, the sequence $g_n$ converges locally uniformly in $D$ to the function $\eta_{\lambda_t}(z)/z$. Therefore, we have
$$0 = \lim_{n \to \infty} g_n(z_n) = \eta'_{\lambda_t}(0) = 1/\Sigma_\lambda(0) = e^{-t/2},$$
which is a contradiction. Therefore, the range of $g_n$ must be uniformly bounded away from zero when $n$ is large enough. \qed

Since each $g_n$ never vanishes in the open disc $D$, $g_n$ has an analytic logarithm defined in $D$. But, of course, the branch of this logarithm may vary as the index $n$ does. The point of our next lemma is that one can always take the principal logarithm of $g_n$, even at the boundary $T$, when $n$ is large enough.

Lemma 4.5. There exists $N_2 > N_1$ such that
$$g_n(D) \subset \{re^{i\theta} : C \leq r \leq 1, |\theta| \leq 2\}, \quad n \geq N_2.$$Consequently, the range $g_n(D)$ misses the interval $[-1, 0]$ for all $n \geq N_2$, and therefore the principal logarithm $\log g_n$ is defined in $D$ for such $n$.

**Proof.** Since the image $g_n(D)$ is the closure of the set $g_n(D)$ and $0 \notin g_n(D)$ for $n \geq N_1$, it suffices to show that the principal argument of any point in $g_n(D)$ will never exceed 2 in magnitude for large $n$.

To this end, let us first show that this phenomenon does happen for the functions $\eta_{\lambda_s}(z)/z$, $s > 0$. Since $\eta_{\lambda_s}(z) = \eta_{\lambda_s}(z)$ for $z \in D$, it is enough to consider the image points of the form: $\eta_{\lambda_s}(z) = re^{i\theta}$ where the polar coordinates $0 < r < 1$ and $0 \leq \theta \leq \pi$. For such points, we have
$$\eta_{\lambda_s}(z) = \exp\left(\frac{s + s\eta_{\lambda_s}(z)}{2\eta_{\lambda_s}(z)} - 2\right) = \exp\left(\frac{sr^2 - s - 2isr \sin \theta}{2 - 4r \cos \theta + 2r^2}\right).$$
Since any η property of the Σ-transform leads to ordination, there are two analytic self-maps \( h \). For any \( z \) and \( ς \) (cf. Theorem 3.5 (iii) of [22]). The second limit allows us to introduce a probability law (4.11) \( 0 \leq \arg \frac{η_n(z)}{z} \leq \frac{2r \ln r}{r^2 - 1} \leq 1 \), as desired. Notice that this estimate is uniform for all \( s > 0 \).

We next estimate the argument of \( g_n \). First, we recall the free Lévy-Hinčin’s formula for the function \( Φ_n \):

\[
Φ_n(z) = α_n z \exp \left( \int_{T} \frac{1 + ξ z}{1 - ξ z} dσ_n(ξ) \right), \quad z ∈ D,
\]

and note that the convergence (4.8) implies (4.10) \( 1 > \left| r e^{iθ} Σ_n \left( r e^{iθ} \right) \right| = r \exp \left( \frac{s - sr^2}{2 - 4r cos θ + 2r^2} \right) \).

It follows from (4.9) and (4.10) that the real part of \( η_n(z)/z \) is positive and the principal argument

\[
0 ≤ \arg \frac{η_n(z)}{z} ≤ \frac{2r \ln r}{r^2 - 1} ≤ 1,
\]
as desired. Notice that this estimate is uniform for all \( s > 0 \).

On the other hand, let us examine the free convolution \( η_n \boxright η_{2σ_n(T)} \). By analytic subordination, there are two analytic self-maps \( h_n \) and \( l_n \) in \( D \) such that \( h_n(0) = 0 = l_n(0) \) and

\[
η_{η_n \boxright η_{2σ_n(T)}}(z) = η_n(h_n(z)) = η_{2σ_n(T)}(l_n(z)), \quad z ∈ D.
\]

Since any \( η \)-transform is a contraction in \( D \) and \( η \in M_T \), we have

\[
h_n = η_n^{-1} \circ η_{η_n \boxright η_{2σ_n(T)}}
\]
in a small neighborhood of the origin. Then a formal calculation based on the multiplicative property of the Σ-transform leads to

\[
α_n z = α_n h_n(z) Σ_{2σ_n(T)} (η_{η_n \boxright η_{2σ_n(T)}}(z))
\]

\[
= α_n h_n(z) \exp \left( σ_n(T) \frac{1 + η_n(h_n(z))}{1 - η_n(h_n(z))} \right)
\]

\[
= α_n h_n(z) \exp \left( \int_{T} \frac{1 + ξ h_n(z)}{1 - ξ h_n(z)} dσ_n(ξ) \right) = Φ_n(h_n(z))
\]

for \( z \) near the origin. Therefore, the uniqueness part of Proposition 2.3 implies that

\[
ω_n(z) = h_n(α_n z)
\]

\[
≤ \frac{2r ln r}{r^2 - 1} ≤ 1,
\]
first in a small neighborhood of the origin, and then to the entire disc $\mathbb{D}$ by analytic continuation. This fact, together with the previous calculations regarding $1/g_n(z)$, gives the following representation for $g_n(z)$:

$$g_n(z) = \frac{\eta_{\lambda_n\nu_n}(\bar{z})}{\ln(\alpha_n z)}, \quad z \in \mathbb{D}.$$ 

We conclude from this formula and the uniform estimate (4.11) that the image $g_n(\mathbb{D})$ is always contained in the truncated circle sector

$$A_n = \alpha_n \cdot \{re^{i\theta} : C \leq r \leq 1, -1 \leq \theta \leq 1\}.$$

Finally, the desired $N_2$ can be found because $\alpha_n \to 1$ as $n \to \infty$.

We now present the superconvergence result.

**Theorem 4.7.** Suppose that the free convolutions $\nu_n = (\mu_n)^{\otimes k_n}$ converge weakly to the law $\lambda_t$ as $n \to \infty$. Then for sufficiently large $n$, we have:

1. Each measure $\nu_n$ is absolutely continuous with respect to $d\theta$ on $\mathbb{T}$.
2. The density $f_n = d\nu_n/d\theta$ is continuous on $\mathbb{T}$, and $f_n$ extends analytically to each point in the interior of $\text{supp}(\lambda_t)$.
3. The densities $f_n$ converge to $d\lambda_t/d\theta$ uniformly on $\mathbb{T}$ as $n \to \infty$.

**Proof.** For $t > 4$, the statements (1) to (3) follow directly from Theorem 4.3 because the continuous density $d\lambda_t/d\theta$ is positive everywhere on $\text{supp}(\lambda_t) = \mathbb{T}$. We shall focus on the case $t \in (0, 4]$.

Fix $t \in (0, 4]$. Recall the definition of the angles

$$\theta_0 = \arccos (1 - t/2) \quad \text{and} \quad \theta_1 = \theta_0 + \sqrt{t - t^2/4},$$

and let $\varepsilon > 0$ be any small number such that $\theta_0 < \theta_1 - \varepsilon < \theta_1$ and

$$\varepsilon < \frac{1}{10} \min\{d[1, \eta_{\lambda_t}(\mathbb{T})], d[0, \eta_{\lambda_t}(\mathbb{T})]\}.$$

Here the notation $d[z, \eta_{\lambda_t}(\mathbb{T})]$ means the minimum distance between $z \in \mathbb{C}$ and the curve $\eta_{\lambda_t}(\mathbb{T})$. (Notice that $0, 1 \notin \eta_{\lambda_t}(\mathbb{T})$.) We introduce two positive quantities:

$$\delta = \delta(\varepsilon) = \theta_0 - \arg \eta_{\lambda_t} \left( e^{i(\theta_1 - \varepsilon)} \right), \quad d = d(\varepsilon) = 1 - |\eta_{\lambda_t} \left( e^{i(\theta_1 - \varepsilon)} \right)|,$$

and define the symmetric open arc

$$I_\varepsilon = \{e^{i\theta} : -\theta_1 + \varepsilon < \theta < \theta_1 - \varepsilon\}.$$

Note that $I_\varepsilon \subset \text{supp}(\lambda_t)$. By the continuity of $\eta_{\lambda_t}$, we have

$$\lim_{\varepsilon \to 0^+} \delta(\varepsilon) = 0 = \lim_{\varepsilon \to 0^+} d(\varepsilon).$$

So, we may assume further that $d < 1/4$.

We know from Theorem 4.3 that the continuous curve $\omega_n(I_\varepsilon)$ lies in $\mathbb{D}$, and it is uniformly close to the curve $\eta_{\nu}(I_\varepsilon)$ as $n \to \infty$. In particular, we may select a $N_3 > N_2$ such that

$$|\omega_n(\xi) - \eta_{\lambda_t}(\xi)| < \varepsilon, \quad \xi \in I_\varepsilon, \quad n \geq N_3.$$
Moreover, Lemma 4.6 allows us to take the principal (\(\eta\))(4.14) we obtain that

\[ \{ r\omega_n(\xi) : 0 < r \leq 1/|\omega_n(\xi)| \} \]

will intersect the continuous curve \(\omega_n(I_\varepsilon)\) at some point \(\xi' \in I_\varepsilon\), which is not possible by the \(\mathbb{E}\)-infinite divisibility of the subordination distribution \(\tau_n\) and Proposition 2.4. Hence, we always have

\[ \theta_0 - \delta \leq |\arg \omega_n(\xi)| \leq \pi, \quad \xi \in \mathbb{T} \setminus I_\varepsilon, \]

whenever \(n\) is sufficiently large.

Next, concerning the condition on the modulus, suppose to the contrary that the curve \(\omega_n(\mathbb{T} \setminus I_\varepsilon)\) often deviates from \(\mathbb{T}\) by the amount of more than \(2d\) as \(n \to \infty\). Then there exists a sequence \(\xi_n \in \mathbb{T} \setminus I_\varepsilon\) such that \(|\omega_n(\xi_n)| < 1 - 2d\) for all \(n \geq 1\). By dropping to convergent subsequences, we have that \(\omega_n(\xi_n) \to z\) and \(\xi_n \to \xi\), where the limit point \(\xi \in \mathbb{T} \setminus I_\varepsilon\) and \(|z| \leq 1 - 2d\). Hence the inversion relationship \(\xi_n = \Phi_n(\omega_n(\xi_n))\) and the convergence (4.8) show that \(\eta_{t_n}(\xi) = z\). Since \(z \in \mathbb{D}\), we must have

\[ \theta_1 - \varepsilon \leq |\arg \xi| \leq \theta_1. \]

So, the continuity of \(\eta_{t_n}\) and the parametrization equation (4.7) imply that \(|z| > 1 - d\), a contradiction to the inequality \(|z| \leq 1 - 2d\). In summary, we conclude that there is a \(N_4 > N_3\) so that (4.13) holds for \(n \geq N_4\). In particular, this shows that the image \(\omega_n(\overline{\mathbb{D}})\) will be bounded away from the point \(\xi = 1\) for such \(n\).

Now, we prove the statements (1) to (3). For \(n \geq N_4\), by virtue of (4.5) and (4.6) we can re-write the equation \(\Phi_n(\omega_n(z)) = z\) as follows:

\[ z^2|\eta_{t_n}(z)|^{k_n-2} = |\omega_n(z)|^{k_n}, \quad z \in \mathbb{D}. \]

Moreover, Lemma 4.6 allows us to take the principal \((k_n - 2)\)-root of the last formula, and we obtain that

\[ \eta_{t_n}(z) = \omega_n(z)[g_n(z)]^{2/(k_n-2)}, \quad z \in \overline{\mathbb{D}}. \]

This shows that the function \(\eta_{t_n}\) extends continuously to the circle \(\mathbb{T}\). Also, by Lemmas 4.5 and 4.6 and (4.14), we have

\[
|\omega_n(z) - \eta_{t_n}(z)| = |\omega_n(z)|\left| 1 - [g_n(z)]^{2/(k_n-2)} \right|
\leq |g_n(z)|^{2/(k_n-2)}\left| 1 - \exp\left(\frac{2 \arg g_n(z)}{k_n - 2}\right) \right| + 1 - |g_n(z)|^{2/(k_n-2)}
\leq 2|\sin(2/(k_n - 2))| + 1 - C^{2/(k_n-2)} \to 0
\]

uniformly for all \(z \in \overline{\mathbb{D}}\) as \(n \to \infty\). Combining this with (4.12) and (4.13), we conclude that the ranges \(\eta_{t_n}(\overline{\mathbb{D}})\) are uniformly bounded away from the point \(\xi = 1\) for large \(n\); more precisely, there exists \(N_5 > N_4\) such that

\[ |1 - \eta_{t_n}(z)| \geq \frac{1}{2}d[1, \eta_{t_n}(\mathbb{T})], \quad z \in \overline{\mathbb{D}}, \quad n \geq N_5. \]
This implies that the expression
\[ p_n(z) = \frac{1}{2\pi} \frac{1 - |\eta_n(z)|^2}{1 - |\eta_n(z)|^2} \]
defines a continuous function in the closed disc \( \overline{D} \) for \( n \geq N_5 \). Consequently, the absolute continuity of the measure \( \nu_n \) and the continuity of its density \( f_n \) for \( n \geq N_5 \) now follow at once from the continuity of \( p_n \) on \( T \) and the Poisson type integral formula:
\[ p_n(z) = \frac{1}{2\pi} \int_T \Re \left[ \frac{\xi + z}{\xi - z} \right] d\nu_n(1/\xi), \quad z \in \mathbb{D}. \]

Note that \( f_n(\xi) = p_n(1/\xi) \) for \( \xi \in \mathbb{T} \).

Finally, the analyticity and the uniform convergence property for \( f_n \) on the arc \( I_\varepsilon \) are direct applications of Theorem 4.3. To finish the proof, we only need to show that the values of \( f_n \) can be made uniformly small on the symmetric complement \( T \setminus I_\varepsilon \) as \( n \to \infty \).

Indeed, by (4.13), (4.14) and (4.15), we have the estimate
\[ \limsup_{n \to \infty} \max_{\xi \in T \setminus I_\varepsilon} |f_n(\xi)| \leq \frac{8d(\varepsilon)}{(d[1, \eta \lambda_t(T)])^{1/2} \pi}. \]

By letting \( \varepsilon \to 0 \) (and hence \( d(\varepsilon) \to 0 \)), the uniform convergence of \( f_n \) now follows, and the proof is finished. \( \square \)

5. CONVERGENCE OF FREE ENTROPY AND UNIFORM UNIVERSALITY

For each \( \mu \in \mathcal{M}_T \), its free entropy \( \Sigma(\mu) \) is defined through the logarithmic energy of \( \mu \), that is,
\[ \Sigma(\mu) = \iint_{T \times T} \log |\xi_1 - \xi_2| \ d\mu(\xi_1)d\mu(\xi_2). \]

This quantity was introduced and studied by Voiculescu in his theory of mutual free information \([20]\). On the other hand, it was also proved in \([16]\) that the functional \( \Sigma(\cdot) \) serves as the rate function in a large deviation theorem for the empirical eigenvalue distribution of random unitary matrices. The first application of our results concerns convergence of free entropy in limit theorems, whose proof follows easily from the dominated convergence theorem and the fact that the logarithmic integrand \( \log |e^{i\theta_1} - e^{i\theta_2}| \) is integrable with respect to the product measure \( d\theta_1 \times d\theta_2 \) on the circle \( T \).

**Proposition 5.1.** Suppose that \( \{\mu_n\}_{n=1}^\infty \) is an infinitesimal sequence in \( \mathcal{M}_T \) and that the distributional approximation \( \nu_n = (\mu_n)^{\boxtimes k_n} \Rightarrow \nu \) holds as \( n \to \infty \). If the \( \boxtimes \)-infinitely divisible limit law \( \nu \) has a positive density everywhere on \( T \), or, \( \nu = \lambda_t \) for some \( t > 0 \), then we have
\[ \lim_{n \to \infty} \Sigma(\nu_n) = \Sigma(\nu). \]

A special case of the preceding result is the convergence of free entropy to that of the Haar measure \( d\theta/2\pi \) on \( T \). It is well-known that the Haar measure has maximal free entropy 0 among all probability laws on \( T \). Meanwhile, by Theorem 4.4, a discrete free convolution process \( (\mu)^{\boxtimes n} \) of a non-degenerate law \( \mu \) will flow to the Haar measure and the entropy is maximized over time. We conclude this paper with the following result which says that this uniform universality behavior also holds for continuous-time processes. Such a universality
result was first proved for the free Brownian motion $U_t$ in Voiculescu’s liberation process paper [20] and later extended to free convolution semigroups in [25]. Our approach here provides a conceptual proof of this phenomenon.

**Proposition 5.2.** Suppose that $(\nu_t)_{t \geq t_0}$ is a family of measures supported on $\mathbb{T}$ such that the initial distribution $\nu_{t_0}$ is non-degenerate,

$$\nu_t \boxplus \nu_s = \nu_{t+s}, \quad s, t \geq t_0,$$

and $\nu_t \Rightarrow \nu_{t_0}$ as $t \to t_0^+$. Then, as $t \to \infty$, the flow $\nu_t$ converges to the Haar measure in law, in density, and in free entropy. In particular, every non-degenerate free unitary Lévy process flows to the Haar measure in this way as the time parameter tends to infinity.

**Proof.** Note first that the measure $\nu_{t_0}$ is not a point mass if and only if $|m(\nu_{t_0})| < 1$. If the first moment $m(\nu_{t_0}) = 0$, then the definition of freeness implies $\nu_{2t_0} = \nu_{t_0} \boxplus \nu_{t_0} = d\theta/2\pi$. Moreover, for any $t > t_0$, one has $\nu_t = \nu_{t-2t_0} \boxplus d\theta/2\pi = d\theta/2\pi$ from the property of vanishing mixed free cumulants, and hence the flow $\nu_t$ terminates at the Haar measure when $t = 2t_0$.

In the case of nonzero first moment, let us assume that $c > |m(\nu_{t_0})| > 1/c$ for some constant $c \in (0,1)$, and let $\{t_n\}_{n=1}^{\infty}$ be an arbitrary sequence of real numbers such that $t_0 \leq t_n \to \infty$ as $n \to \infty$. In this case, we introduce

$$\mu_n = \nu_{t_n}/k_n \quad \text{and} \quad k_n = \left[\frac{t_n}{t_0}\right], \quad n \geq 1,$$

where $[x]$ denotes the integer part of $x \in \mathbb{R}$. Since $t_n/k_n \to t_0^+$ as $n \to \infty$, we conclude that $c > |m(\mu_n)| > 1/c$ for sufficiently large $n$. This implies

$$\lim_{n \to \infty} |m(\mu_n)|^{k_n-2} = 0,$$

whence the desire results follow from Theorem 4.4 and the fact that $\nu_{t_n} = (\mu_n)^{\boxplus k_n}$. □
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