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Abstract

Genetically encoded regulatory circuits control biological function. A major focus of systems biology is to understand these circuits by establishing the relationship between specific structures and functions. Of special interest are multifunctional circuits that are capable of performing distinct behaviors without changing their topology. A particularly simple example of such a system is the AC-DC circuit. Found in multiple regulatory processes, this circuit consists of three genes connected in a combination of a toggle switch and a repressilator. Using dynamical system theory we analyze the available dynamical regimes to show that the AC-DC can exhibit both oscillations and bistability. We found that both dynamical regimes can coexist robustly in the same region of parameter space, generating novel emergent behaviors not available to the individual subnetwork components. We demonstrate that the AC-DC circuit provides a mechanism to rapidly switch between oscillations and steady expression and, in the presence of noise, the multifunctionality of the circuit offers the possibility to control the coherence of oscillations. Additionally, we provide evidence that the availability of a bistable oscillatory regime allows the AC-DC circuit to behave as an excitable system capable of stochastic pulses and spatial signal propagation. Taken together these results reveal how a system as simple as the AC-DC circuit can produce multiple complex dynamical behaviors in the same parameter region and is well suited for the construction of multifunctional synthetic genetic circuits. Likewise, the analysis reveals the potential of this circuit to facilitate the evolution of distinct patterning mechanisms.

Introduction

Genetic circuits regulate biological functions in a variety of contexts, ranging from embryonic development to tissue homeostasis. Accordingly, the analysis of the repertoire of functions performed by genetic circuits is central to systems biology. In some cases there is a direct relationship between the structure and operation of a circuit, such that the function – the dynamical behavior – of a circuit is evident from its topology. This has led to the classification of motifs or subnetworks based on topology and motivated the design and fabrication of artificial circuits with functions that include toggle switches, band-pass filters, memory devices, logic gates, and oscillators [1–6]. Engineered versions of these circuits have been deployed to perform computation, screen for drugs, detect and treat diseases [7–9].

Nevertheless, there is not always a one-to-one correspondence between topology and behavior. This is apparent from the analysis of even small circuits. In these cases, a small modification to such a circuit, for example the change in strength of interactions between components, leads to a qualitative change in the behavior of the circuit [10,15]. Far from being nuisance, this has led to the concept of multi-functionality [6,17] – circuits capable of qualitatively different outputs in a reduced parameter range. This poses the challenge of defining and predicting circuit behavior and emphasizes the importance of understanding the mapping between the topology of a genetic network and its dynamical behavior.

Understanding the minimal parameter changes necessary to elicit alternative behaviors from a multifunctional circuit provides insight into changes in behavior during gene network evolution and could be
Distilling minimal easy-to-engineer networks capable of specific functions is of paramount importance for engineering circuits for synthetic biology tasks [25–27]. Cellular resources are scarce and implementing complex behaviors within cells requires an efficient and judicious use of these [28–30]. Metabolic load affects gene expression through growth dependent effects [31–33] and its reduction has become a major design objective [34,35]. Minimal multi-functional circuits might offer a potential route to this goal. It is therefore critical to find and understand the behaviors and emergent properties that can be encoded in a reduced gene circuity. Theoretical and computational analyses have revealed that merely combining modules with different functions does not necessarily lead to additive outcomes. Conversely, in many cases, topologies capable of multi-functional behavior can not be explained simply as the overlap of two or more submodules [16]. A deeper understanding of the dynamics of multi-functional circuits is needed. As there is ample evidence that real biological systems exploit multi-functionality [36], designing and investigating such circuits is likely to shed light on biological processes [37].

One attractive candidate for studying the coexistence and emergence of behavior in a multi-functional minimal network is the AC-DC circuit [35–39]. Composed of two well known subnetworks, the repressilator [2–26] and the toggle switch [1,40] (Fig. 1 a)) the AC-DC circuit takes its name by analogy to Alternate (AC) and Direct (DC) Current, since it is capable of generating oscillatory (AC) and bistable (DC) behavior [38]. The AC-DC circuit was originally observed in the patterning of progenitors in the vertebrate neural tube [39], where it is proposed to exhibit the DC behavior. Later, theoretical analysis revealed the potential for this circuit to generate oscillations [38]. Strikingly, Jaeger and colleagues have proposed that the gap gene system, which patterns the anterior-posterior axis of the Drosophila melanogaster embryo, is composed of three linked AC-DC circuits, two of which operate in the DC regime and one in the oscillatory, AC, mode [36].

The two subcomponents of the AC-DC circuit, the toggle switch and the repressilator, have been intensively studied, separately. Toggle switches consist of the cross-repression between the determinants of different cellular states and result in a definite choice between two outcomes. When controlled by an external signal, the toggle switch is able to produce a sharp transition between the steady states at a precise signal level (Fig. 1 b)) [1,40]. From a dynamical systems point of view, the sharp switch-like transition is the result of two saddle-node bifurcations. Each of these is characterized by the abrupt appearance of a stable and unstable steady state for a small change in the input signal. A consequence of this dynamical scenario is that for a range of values of signal, both states are available and the expression state is determined by the initial gene expression. Additionally, in the presence of noise, there is the possibility of switching between the stable states [41–44].

The second component of the AC-DC circuit, the repressilator, comprises the sequential repression of three genes. In contrast to the toggle switch this provides a negative feedback loop that promotes stable oscillations. The amplitude and period of these depend on the parameters of the system [2–26]. Changes in these parameters can lead to the disappearance of the oscillations through a Hopf bifurcation, in which the orbit in the expression space (limit cycle) shrinks, giving rise to a steady expression state. Hence coupling key parameters to an external signal can result in the repressilator becoming a switchable genetic oscillator, a property that has been extensively computationally...
explored [26,45,46].

In this manuscript we characterize the functions of the AC-DC circuit by analyzing the phase portrait of the dynamical system. We find that oscillations and stable expression can coexist in a large region of the parameter space and we explore the implications of this coexistence. This reveals emergent behaviors not available to the repressilator or the toggle switch individually, that allow the circuit to be used to establish coherent or incoherent oscillations. Additionally, we demonstrate that, with the addition of noise, the AC-DC circuit functions as an excitable system capable of stochastic pulses and spatial signal propagation.

The model

The expression dynamics of the AC-DC circuit can be described taking into account the production and degradation of each gene (X, Y, Z), where transcription processes are assumed to be faster than translation [38]. The production rate of each gene is regulated by the genetic interactions in the network and the inductive signal (S) that controls the behavior of the network and activates genes X and Y,

\[
\begin{align*}
\dot{X} &= \frac{\alpha_X + \beta_X S}{1 + S + (Z/x_X)^{n_{xx}}} - X, \\
\dot{Y} &= \frac{\alpha_Y + \beta_Y S}{1 + S + (X/y_Y)^{n_{yy}}} - \delta_Y Y, \\
\dot{Z} &= \frac{1}{1 + (X/x_Z)^{n_{xz}} + (Y/y_Z)^{n_{yz}}} - \delta_Z Z.
\end{align*}
\]

Here all the variables and parameters are non-dimensional (see SI). The non-dimensional basal production rates \(\alpha_X\) and \(\alpha_Y\) are relative to the basal production rate of gene Z. The signal induction is controlled by parameters \(\beta_X\) and \(\beta_Y\), while the strength and shape of the repressions are controlled by the non-dimensional factors \(x_X, x_Y, x_Z\), and \(y_Z\) and the exponents \(n_{xx}, n_{yy}, n_{xz}\), and \(n_{yz}\). Finally, the rates \(\delta_Z\) and \(\delta_Y\) are the relative degradation rates to the degradation of gene X. Similarly, the time is measured in units of time of the degradation rate of protein X.

The use of non-dimensional parameters allows for the study of the minimal independent set of parameters required to define the possible different dynamics of the circuit, maximizing the information obtained for any parameter fitting of the model. In the present case we are interested in finding a global behavior of the AC-DC circuit without overfitting. For this reason we performed a minimal parameter exploration only looking for behaviors that exhibit a transition from non-oscillatory to oscillatory behavior through a change in the signal. Additionally, we required the Hill exponents to be as low as possible to avoid numerical artifacts due to high nonlinearity. This would also ensure a set of parameters achievable in synthetic circuits.

The parameter exploration was performed using Approximate Bayesian Computation (ABC) [47,48] and gave as a result the distribution of parameters necessary for observing a tunable oscillator in the AC-DC circuit. The resulting parameters (Table S.1) return a consistent relationship between the parameters for different target optimizations (see SI). Namely, the basal production rate of the different genes has a marked hierarchy with \(Z\) being the largest, followed by gene \(X\) and \(Y\). By contrast, both signal activation strengths are similar (\(\beta_X \approx \beta_Y\)). Additionally, the strongest repression is that of \(X\) from \(Z\), while the weakest is its reciprocal, from \(X\) to \(Z\). The repressions unique to the repressilator, \(x_Y\) and \(x_Z\), are in between these values. All the optimizations returned a different order of magnitude between the different repression magnitudes \((z < x_Y < y_Z < x_X)\), with clear correlations between them. Notably, a similar degradation rate was observed for all three proteins \(\delta_Y \approx \delta_Z \approx 1\). Finally, no oscillations were found when Hill exponents \(n = 2\) were used, but a small increase of only one of the Hill exponents provided sufficient non-linearity to observe oscillations.

In addition to the deterministic model, it is also informative to test the behavior of the AC-DC circuit subjected to molecular intrinsic noise derived from the deterministic equations [1] as Chemical Langevin Equations [49] (see SI). The inclusion of intrinsic noise has two purposes, it shows the robustness of some of the functionalities to fluctuations, while revealing new phenomena not available in a deterministic scenario.

AC-DC circuit shows bistability between oscillations and steady expression

Analysis of the bifurcation diagram of the circuit reveals a mixture of the bistability from the toggle switch and the oscillatory behavior of the repressor. The Hopf bifurcation by which the oscillations arise in the repressilator transforms one of the stable states of the bistable switch into an oscillatory state that can coexist for a certain signal range with the other stable state (Fig. 2 and movies 1, 2, 3). Hence, for a given value of signal \(S\) both behaviors (oscillatory or stable expression) are possible. The chosen state will depend on the history of the system \(S\), i.e. the system displays hysteresis. Surprisingly this behavior was present in 80% of the optimized parameter sets even though the parameter search optimization did not score for any kind of bistability. This suggests that it is a robust behavior arising from the network topology.

Overall, examining the bifurcation diagram shows that the behavior consisted of four different dynamical regimes for different signal ranges. For low values of the signal, there is only one possible steady state with low expression of gene \(X\), resulting from a low activation of the promoters \(X\) and \(Y\) by the signal. As the signal increases, the system starts to oscillate through
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The dynamical regimes of the AC-DC circuit can be explored through a stability diagram that shows the available steady states for each value of the signal $S$ for the parameters of Table S.1. Solid lines show stable steady states, dashed lines show unstable states. Oscillatory states have an amplitude spanning the shaded areas. Bifurcation diagrams were obtained using integration and continuation techniques [50].

Expression of gene $X$ in time for different Signal levels exhibiting three different dynamical regions. Initial condition is $X = 0, Y = 0, Z = 0$.

Figure 2: Dynamical regimes of the AC-DC

a) Stability diagram showing the available steady states for each value of the signal $S$ for the parameters of Table S.1. Solid lines show stable steady states, dashed lines show unstable states. Oscillatory states have an amplitude spanning the shaded areas. Bifurcation diagram was obtained using integration and continuation techniques [50].

b) Expression of gene $X$ in time for different Signal levels exhibiting three different dynamical regions. Initial condition is $X = 0, Y = 0, Z = 0$.

Coherent or incoherent oscillations

One way of inducing oscillations through a change in signal is to increase the signal from low levels to a level above the Hopf bifurcation threshold ($\Delta S_1$). In addition, the coexistence of oscillations with saddle-node bifurcations allows for an alternative way to initiate oscillations. Starting from the stable expression state achieved at high signal levels, the oscillatory state can be reached by reducing the signal below the saddle-node bifurcation ($\Delta S_2$) (see Fig. 3). Whereas in the first case a small limit cycle arises around the initial steady state, in the second case, a large amplitude limit cycle is already present within the dynamical landscape when the bifurcation takes place. These differences result in different dynamical transients towards the oscillatory state.

In order to test these differences we performed simulations of the stochastic model starting at low or high signal and ending at the same intermediate signal value. Results show that in the first scenario – increasing signal from a low value – gives rise to asynchronous oscillations in a population of cells. Small differences in the initial phase are amplified over time. By contrast, the second scenario – decreasing signal from a high level – induces coherent oscillations in the face of noise (Fig. 3 and Movies 4 and 5).

This difference in behavior is a consequence of the different initial gene expression states in relation to oscillatory spiral center. In a Hopf bifurcation, oscillations arise through an attracting spiral losing its stability and becoming a repulsing spiral. Hence, oscillations originating from a Hopf bifurcation start their transient close to the unstable spiral centre and a small variation in the initial condition can lead to a substantial difference in the final oscillation phase. Small initial differences are amplified resulting in lack of coherence of oscillations for a population of cells undergoing the bifurcation. On the contrary, cells passing through the saddle-node bifurcation towards the limit cycle do so at expression levels that are far from those associated with the attracting oscillatory regime. Consequently, they have the same initial phase and stochastic trajectories are canalized together towards the oscillatory state. In this way the AC-DC circuit, for a single set of parameters, offers the possibility to establish either coherent or incoherent oscillations in a population by choosing the appropriate signal transient. Importantly, the second mechanism is not available in the original repressilator since it requires the bistability provided by the toggle switch.

In addition to the synchrony of response, it is important to note that the saddle-node bifurcation also
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In addition to the synchrony of response, it is important to note that the saddle-node bifurcation also
allows the rapid establishment of constant amplitude oscillations. Thus, the AC-DC system offers a fast mechanism to turn on and off the oscillations that is not a feature of the repressilator. Previous studies propose robust switching exploiting quasi-stable oscillatory transients in repressilators with an even number of repressions [21]. In contrast the AC-DC circuit exhibits the benefits of both systems, the robustness of oscillating with a stable limit cycle, and the fast switchability, in this case provided by a bifurcation occurring far from the central unstable spiral.

**The AC-DC circuit shows excitability**

The long-term behavior of the deterministic system in the bistable zone of the AC-DC circuit is determined by the initial conditions of the system. The set of initial conditions that are attracted to each of the two possible stable states, are their respective basins of attraction. Intrinsic fluctuations in the expression levels allow the system to explore the basin of attraction or even to cross between basins. This has been related with noise-induced transitions between different cellular states [10,41]. In the case of the AC-DC circuit, a switching of behavior between oscillations and constant expression can result from intrinsic noise without the necessity to change the external signal. The frequency of such switching will depend on the geometry of the basin together with the level of intrinsic noise.

Switching between states is not equally probable for all levels of gene expression [51]. In particular, once the system jumps towards an oscillatory state, at least one excursion around the limit cycle is required before it can return to the constant expression state (Fig. 4). Such an excursion results in the amplification of a transient fluctuation. Additionally, this excursion entails a refractory period during which the system cannot be triggered again, until the full cycle is finished. This pulsatile behavior reveals the excitable nature of the AC-DC circuit. Excitability has been found in other genetic systems where expression pulses are beneficial for the biology of the cell [22,52], usually resulting from incoherent feedbacks. Incoherent feedback in the AC-DC circuit arises from the superposition of its two subcircuits, the bistable switch (positive feedback) and the repressilator (negative feedback). The frequency of the resulting pulses will depend on the noise intensity and value of the signal. Furthermore, for signals where the oscillatory state is more stable, the excitation pulses could lead to trains of pulses, arising from the trapping of the system in the oscillatory state for more than one period. This is similar to the spike trains observed in neuronal activity [53]. We observed these spike trains by changing the levels of intrinsic noise (Fig. 4) through the noise intensity $\Omega$ (see SI) [43,49].

The excitable nature of the AC-DC circuit might also be relevant to other functions, such as signal propagation in a tissue. A single cell signalling to neighboring cells can be excited to undergo a pulse that will in turn excite neighboring cells and so on. The intensity, transient and refractory period of the pulse not only contribute to the excitation of neighboring cells but
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Figure 4: AC-DC circuit behaves as a type II excitable system. a) Pulsing time traces of genetic expression for two different realizations (different colors). $S = 1000, \Omega = 1000$ b) Train of spikes of genetic expression $S = 1000, \Omega = 3000$ c) Expression levels of genes X and Z during a pulse. Stochastic fluctuations drive the system far from the steady state (black circle) past the unstable steady state (white circle) driving the system around the limit cycle (black orbit).

Figure 5: AC-DC pulse can be used as a spatial signal propagation Array of cells containing the AC-DC circuit. Proteins X, Y and Z can diffuse intercellularly. Cells are under a signal $S = 1000$ (bistable regime) are initially at the constant expression steady state except one cell that is perturbed away from the steady state. $\Omega = 10^5, D = 0.1$ (see more details in SI).

Discussion

We have explored the behavior of the multifunctional AC-DC circuit, showing that the coexistence between bistability and oscillations elicit novel dynamics that are unavailable to either of its constituent parts. These provide a mechanism to rapidly switch between a rhythmic and steady expression regime and suggests a way in which coherent oscillations can be induced into an ensemble of otherwise noisy oscillators. Additionally, we demonstrate that the circuit can behave as an excitable system, capable of stochastic pulsing. Importantly, these behaviors are accessible for the same range of parameters, supporting the idea that the circuit represents a versatile genetically encoded network well suited for a range of functions.

Although not apparent from the structure of the network, the various functions of the AC-DC circuit become evident from an inspection of the geometry of its dynamical landscape. As has been shown in previous studies, the position and nature of the attractors of the system provide substantially greater insight than a simple analysis of the topology of the network [10,16,18,21–24]. For the AC-DC circuit, the shape of the dynamical landscape is created by the combination of saddle-node bifurcation arising from the toggle switch and the Hopf bifurcation of the repressor. Moreover, new transitions, such as the sudden destabilization of oscillations through the homoclinic bifurcation, can be anticipated from examining the structure of the dynamical landscape. This highlights the application and importance of dynamical systems tools for identifying and explaining the behavior of even relatively simple circuits. It also raises the possi-
ability that similar behaviors, including bistability between a limit cycle and a steady state, might be present in other circuits composed of incoherent feedbacks.

Of particular interest for the AC-DC dynamics are the regions of multistability and the ability to control switching between the different behaviors by changing a single external signal. The availability of wide regions of parameter space in which these behaviors take place makes the AC-DC circuit an attractive target for synthetic biology. For example, generating synchronized ensembles of oscillators has been a challenge. Considerable efforts have been made either by engineering away noise or relying on quorum sensing [55–59]. The bistable oscillation of the AC-DC circuit offers an alternative strategy for achieving coherent oscillations in response to a triggering signal and this might be extendable to other network topologies displaying bistability. Alternatively, for tasks in which incoherent oscillations are desired, the AC-DC circuit retains the potential to initiate oscillations via a conventional Hopf bifurcation.

Pulsatile excitations are also a property exploited in several biological situations. The behavior is reminiscent of bet-hedging strategies that have been proposed to optimize responses to external inputs or maximize the use of limited resources by controlling the time at which nutrient demanding physiological processes occur [22,52,60]. From this perspective, the AC-DC circuit provides a mechanism to explore different excitable regimes just by changing the external signal without the need to control the levels of intrinsic noise by changing the copy number or degradation rates of the system [61,62]. Moreover, the AC-DC circuit exhibits pulsatile properties not found previously. In other circuits the excitability arises from unstable excitable transients or through a subcritical Hopf bifurcation [22,61]. In the AC-DC circuit, the separation of the saddle-node bifurcation that initiates oscillations from the amplitude of the limit cycle allows for parameterizations in which both properties of the bistable region can be tuned independently to control the different features of the pulses. Similar distinctions are found in excitable systems such as those associated with neuronal action potentials [53,63], raising the possibility of combining current advances in neutral networks and excitable media with synthetic genetic circuits.

The AC-DC circuit also offers insight into genetic circuits involved in tissue development. During vertebrate embryogenesis, coordinated gene expression oscillations – the segmentation clock – in the posterior cells of the body generate a rhythmic spatial pattern that subdivides the embryonic trunk into morphological segments [64]. This involves a still poorly defined genetic oscillator within posterior cells. Strikingly, individual cells appear to behave as autonomous oscillators that, when isolated from the embryo, produce transient stochastic periods of oscillations [65]. This behavior features the same properties found in the excitable regime of the AC-DC circuit in which a limit cycle and steady expression state coexist, suggesting that the AC-DC circuit could provide a model for the process. In a different tissue, the Drosophila blastoderm, the dynamics of three linked AC-DC gene circuits have been proposed to characterise the regulatory network that patterns the anterior-posterior axis [36]. In this case, the dynamical transients of the AC-DC circuit are suggested to tune the position of the boundaries in time. Moreover, the presence of AC-DC dynamics in this gene network has been suggested later on to reconcile differences between short and long germ-band insects [66]. In short germ band insects, rhythmic expression of genes is associated with the gradual extension of the body axis. By contrast in long germ band insects, such as Drosophila, the trunk is patterned simultaneously without cyclic expression of the patterning genes. The bistability between a stable steady state and a limit cycle and the possibilities to transition smoothly between regimes with a change of one parameter suggests a route for the evolutionary transition of the underlying gene regulatory network. In this view, the multifunctionality of the AC-DC circuit contributes to the evolvability of the circuit and exemplifies how the competing demands of biological mechanisms to be both robust and adaptable can be satisfied. Accordingly, studies of genetically encoded circuits such as the AC-DC network provide insight into the design principles of regulatory mechanisms that characterise biology.
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Supporting Information

Non-dimensional equations

The nondimensional equations \([1]\) result from the dimensional Hill function regulation,

\[
\begin{align*}
\frac{d\tilde{X}}{dt} &= \frac{\tilde{\alpha}_X + \tilde{\beta}_Y S}{1 + S + (\tilde{X}/\tilde{X})^{n_{xx}}} - \tilde{\delta}_X \tilde{X} \\
\frac{d\tilde{Y}}{dt} &= \frac{\tilde{\alpha}_Y + \tilde{\beta}_Y S}{1 + S + (\tilde{X}/\tilde{X})^{n_{yy}}} - \tilde{\delta}_Y \tilde{Y} \\
\frac{d\tilde{Z}}{dt} &= \frac{1 + (\tilde{X}/\tilde{X})^{n_{xz}} + (\tilde{Y}/\tilde{Y})^{n_{yz}}}{1 + S + (\tilde{X}/\tilde{X})^{n_{xz}}} - \tilde{\delta}_Z \tilde{Z}.
\end{align*}
\]

Measuring time in units of the degradation rate of protein \(X\), all the temporal variables can be nondimensionalized as,

\[
\delta Y = \frac{\tilde{\delta}_Y}{\tilde{\delta}_X}, \quad \delta Z = \frac{\tilde{\delta}_Z}{\tilde{\delta}_X}, \quad t = \tilde{t} \delta X.
\]

Similarly, concentrations and rates can be nondimensionalized using the timescale of \(\tilde{\delta}_X\) and the production rate \(\tilde{\alpha}_Z\).

\[
\begin{align*}
\alpha_X &= \frac{\tilde{\alpha}_X}{\tilde{\alpha}_Z}, \quad \alpha_Y = \frac{\tilde{\alpha}_Y}{\tilde{\alpha}_Z}, \quad \beta_X = \frac{\tilde{\beta}_X}{\tilde{\alpha}_Z}, \quad \beta_Y = \frac{\tilde{\beta}_Y}{\tilde{\alpha}_Z} \\
z_x &= \tilde{z}_x \tilde{\delta}_X, \quad x_y = \tilde{z}_y \tilde{\delta}_X, \quad x_z = \tilde{z}_z \tilde{\delta}_X, \quad y_z = \tilde{y}_z \tilde{\delta}_X \\
X &= \tilde{X} \tilde{\delta}_X, \quad Y = \tilde{Y} \tilde{\delta}_X, \quad Z = \tilde{Z} \tilde{\delta}_X.
\end{align*}
\]

The signal \(S\) is also measured in arbitrary units. Since \(S\) is a control parameter to control the dynamics properties of the system, the results will hold for any non-linear relationship between concentration of inducer and \(S\).

For the stochastic Chemical Langevin Equation, the parameter \(\Omega\) relates the non-dimensional expression levels with actual number of proteins \((N_X, N_Y, N_Z)\) as,

\[
N_X = \frac{X \tilde{\alpha}_Z \Omega}{\tilde{\delta}_X}, \quad N_Y = \frac{Y \tilde{\alpha}_Z \Omega}{\tilde{\delta}_X}, \quad N_Z = \frac{Z \tilde{\alpha}_Z \Omega}{\tilde{\delta}_X}.
\]

Parameter fitting

The parameter exploration was carried out using Bayesian sampling techniques through the Approximate Bayesian Computation (ABC) using ABC-SysBio software [47]. The score functions, \(d()\), designed are minimal for the optimal behavior scored. They were designed to capture a change from stable steady state to oscillations. This was evaluated on trajectories for each parameter set under the induction of two different signal values \(S_{DC}\) and \(S_{AC}\).

First the network is induced by a low signal \((S = S_{DC})\) for \(\Delta t = 50\). Allowing a transient of \(\Delta t = 30\) (see Fig S.2), after which a constant response in time is scored:

\[
d_{DC}(X(t)) = M_{DC} + 2 \frac{\max(X(t)) - \min(X(t))}{\max(X(t)) + \min(X(t))}
\]

Where \(M_{DC}\) is the number of minima found, penalising oscillations. The second term of \(d_{DC}\) penalises transients far from a steady expression.

The constant regime is perturbed by increasing the signal to a new value \(S_{AC} = S_{DC} + \sigma\ (\sigma > 1)\) applied for \(\Delta t = 100\). During this second period, the goodness of the oscillations was evaluated favouring large oscillation amplitudes, and penalising a non-constant amplitude in time:

\[
d_{AC}(X(t)) = \left\{ \begin{array}{ll} 1 & \text{if } M_{AC} > 4 \\
\frac{1}{M_{AC} - 1} + \frac{2}{\max(X(t)) + \min(X(t))} & \text{if } M_{AC} < 4 \end{array} \right.
\]

where \(M_{AC}\) is the number of maxima found after a transient of \(\Delta t = 20\) region, and \(A_M\) and \(A_{M-1}\) are the amplitudes of the last and the previous to last full oscillations (see Fig. S.2). Both parameters \(S_{AC}\) and \(\sigma\) were treated as free parameters of the optimisation.

Finally, in order to reduce artefacts arising from the choice of high Hill exponents, all the Hill exponents were fixed to \(n = 2\), varying only one exponent that is penalised to have higher values in circuits that already have a low score,

\[
d_{Hiil}(n_i) = \left\{ \begin{array}{ll} 2 & \text{if } d_{AC} + d_{DC} > 2 \\
\frac{1}{3} & \text{if } d_{AC} + d_{DC} \leq 2 \end{array} \right.
\]

The distance used to infer the parameters used in the current study (Table S.1 and Fig. S.3) was,

\[
d = d_{DC}(X) + d_{AC}(X) + d_{Hiil}(n_{xz}).
\]

where the minimisation was run for 20 generations of the ABC optimisation and the expected behavior started to arise beyond generation 10 of the ABC optimisation. To test possible overfitting resulting from the functions used, alternative functions were designed resulting in similar results analysed during different generations of the algorithm, some examples are shown in Table S.2 where,

\[
\begin{align*}
d_1 &= d^2_{DC}(Y) + d^2_{AC}(Y) + d^2_{Hiil}(n_{xz}) \\
d_2 &= d_{DC}(X) + d_{AC}(Y) + d_{Hiil}(n_{yz}).
\end{align*}
\]

Stochastic expression

The stochastic dynamics of expression is studied through the Chemical Langevin equation resulting from taking into account the stochastic nature of the production and degradation events [49] as:
Cell lattice diffusion

Spatially extended simulations for the genetic expression propagation were carried out implementing an array of hexagonal cells of unit length. One or more of the proteins forming the AC-DC circuit are allowed to diffuse between neighbours using a discrete Laplacian that for gene $X$ of the $i$-th cell reads

$$\dot{X}_i = D(\langle X \rangle_{(i)} - X_i),$$

where $D$ is the intercellular diffusion coefficient and $\langle \cdot \rangle_{(i)}$ stands for the average expression of the target gene among of all the neighbouring cells of cell $i$.

$$\dot{X} = f_X(Z,S) - X + \sqrt{f_X^2(Z,S) + X^2}\xi_X(t),$$

$$\dot{Y} = f_Y(X,S) - \delta_Y Y + \sqrt{f_Y^2(X,S) + \delta_Y^2 Y^2}\xi_Y(t),$$

$$\dot{Z} = f_Z(X,Y) - \delta_Z Z + \sqrt{f_Z^2(X,Y) + \delta_Z^2 Z^2}\xi_Z(t),$$

where $f_X$, $f_Y$, and $f_Z$ are the production terms of eqs.1 and $\xi_i$ are uncorrelated white Gaussian noises of zero mean and autocorrelation $\langle \xi_i(t)\xi_i(t') \rangle = \Omega^{-1}\delta(t - t')$, where $\delta(t - t')$ is Dirac’s delta and $\Omega$ is the system volume, relating expression concentrations with number of proteins.

**SI Movies**

**Movie 1.** Expression of gene $X$ in a cellular lattice in time under a gradient of signal $S = 10^{-7}a/80$. The gradient is equivalent to the signal set in Fig. 2 using the same color code. Initial condition is $X = 0, Y = 0, Z = 0$.

**Movie 2.** Resulting spatiotemporal profile of Movie 1 separating the individual expression of each of the 3 genes $X$, $Y$, and $Z$.

**Movie 3.** Gene expression for a spatiotemporal signalling gradient in a cellular lattice. The signal starts at $S = 0$ along the whole tissue and increases temporally building the same gradient as in Movie 1.

**Movie 4.** Time evolution of 6 different stochastic trajectories for the signalling $\Delta S_1$ for the same parameters and time protocol of Fig. 3. The signal is fixed at $S = 0.1$ and is maintained until $t = 25$ where it is increased gradually during $\Delta t = 2$ until reaching a final signal $S = 100$ that is maintained until $t = 100$. During that time the system undergoes a Hopf bifurcation setting the expression state close to the spiral centre. This entails a divergence between the different trajectories that results in a lack of coherence in the oscillations.

**Movie 5.** Time evolution of 6 different stochastic trajectories for the signalling $\Delta S_2$ for the same parameters and time protocol as Fig. 3. The signal is fixed at $S = 10^5$ and is maintained until $t = 25$ where it is increased gradually during $\Delta t = 2$ until reaching a final signal $S = 100$ that is maintained until $t = 100$. The system undergoes a saddle-node bifurcation setting the expression state of the different trajectories at a similar position far from the limit cycle. The cycle attracts all the trajectories following the same slow manifold resulting in coherent convergence to the oscillatory behavior.

**Movie 6.** Expression of gene $Z$ in an array of cells where the AC-DC proteins can diffuse with a signal $S = 1000$ (bistable regime). Cells are initially at the constant expression steady state except one cell that is perturbed away from the steady state. That cell undergoes a cycle around the limit cycle increasing the levels of $Z$ that diffuses to the neighbouring cells exciting them. The result is a propagating front of activation of gene $Z$. $\Omega = 10^5$, $D = 0.1$ (see more details in SI)

**Movie 7.** Expression of gene $Z$ in an array of cells where the AC-DC proteins can diffuse with a signal $S = 1000$ (bistable regime) a. Cells are initially at the constant expression steady state except one cell
that is perturbed away from the steady state. A larger diffusion coefficient results in a wider and faster front than in \( \Omega = 10^7, D = 0.2 \) (see more details in SI)

**Movie 8.** Expression of gene Z in an array of cells where the AC-DC proteins can diffuse with a signal \( S = 1000 \) (bistable regime). Cells are initially at the constant expression steady state except one cell that is perturbed away from the steady state. A larger intrinsic noise than \( \Omega = 6 \) and \( \Omega = 7 \) results in a front that leaves behind an excited media where intrinsic noise results in a dynamical spatial pattern. \( \Omega = 2000, D = 0.2 \) (see more details in SI)

**Movie 9.** Expression of gene Z in an array of cells where the protein Z can diffuse intercellularly with a signal \( S = 1000 \) (bistable regime). Cells are initially at the constant expression steady state except one cell that is perturbed away from the steady state. Allowing only a single protein to diffuse still exhibits the excitable wave reducing its width and speed even considering a higher intrinsic noise and diffusion coefficient. \( \Omega = 100, D = 0.5 \) (see more details in SI)
SI Figures and Tables

Figure S.1: Top) Scheme showing the attractor change at the homoclinic bifurcation. When the unstable saddle point (white point in the dashed line), collides with the limit cycle (solid circle), the cycle becomes unstable (dashed circle) and sustained oscillations are not available anymore. The only stable steady state remaining is the constant expression node that now attracts eventually all the expression trajectories except those starting precisely on the limit cycle. Bottom) Bifurcation diagram exhibiting a homoclinic bifurcation at $S \approx 200$. Parameters used are those corresponding to $d^{(13)}$ in Table S.2.

Table S.1: Optimal parameters resulting from the last 300 points of the ABC fitting (generations 18-20). Each row shows the mean, standard deviation, and position of the peak of the distribution (mode). For details see SI.
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Figure S.2: Left) Target behavior used in the score function, evaluated at the shaded areas. The number of expression maxima at high signal $M_{AC}$ and amplitude of the last oscillations $A_M$ is used to compute the quality of oscillations. Right) Example results of behavior of the circuit under the two-signal protocol for different score results during the optimisation process.

|       | $d$       | $d^{(13)}$ | $d^*$     | $d_1$     | $d_2$     |
|-------|-----------|------------|-----------|-----------|-----------|
| $\alpha_X$ | $0.57 \pm 0.37$ | $0.43 \pm 0.31$ | $0.64 \pm 0.37$ | $0.60 \pm 0.39$ | $0.60 \pm 0.39$ |
| $\alpha_Y$ | $0.21 \pm 0.19$ | $0.066 \pm 0.055$ | $0.18 \pm 0.14$ | $0.19 \pm 0.14$ | $0.23 \pm 0.17$ |
| $\beta_X$ | $4.9 \pm 1.3$ | $5.4 \pm 1.1$ | $5.1 \pm 1.5$ | $4.9 \pm 1.4$ | $5.1 \pm 1.3$ |
| $\beta_Y$ | $5.7 \pm 1.0$ | $5.2 \pm 1.3$ | $5.7 \pm 1.2$ | $5.6 \pm 1.1$ | $5.5 \pm 1.1$ |
| $\delta_Z$ | $0.93 \pm 0.18$ | $1.0 \pm 0.1$ | $0.94 \pm 0.17$ | $1.02 \pm 0.27$ | $1.00 \pm 0.27$ |
| $z_X$ | $(1.7 \pm 1.4) \times 10^{-3}$ | $(2.7 \pm 2.2) \times 10^{-4}$ | $(1.6 \pm 1.5) \times 10^{-3}$ | $(3.0 \pm 2.1) \times 10^{-3}$ | $(6.0 \pm 5.8) \times 10^{-4}$ |
| $y_Z$ | $(6.4 \pm 2.8) \times 10^{-2}$ | $(2.0 \pm 0.9) \times 10^{-2}$ | $(6.1 \pm 2.5) \times 10^{-2}$ | $(9.0 \pm 3.8) \times 10^{-2}$ | $(4.6 \pm 2.4) \times 10^{-2}$ |
| $x_Z$ | $0.13 \pm 0.05$ | $0.11 \pm 0.05$ | $0.14 \pm 0.05$ | $0.14 \pm 0.04$ | $0.13 \pm 0.05$ |
| $x_Y$ | $(5.7 \pm 4.5) \times 10^{-3}$ | $(1.8 \pm 1.3) \times 10^{-3}$ | $(4.8 \pm 3.7) \times 10^{-3}$ | $(12.4 \pm 8.1) \times 10^{-3}$ | $(11 \pm 9) \times 10^{-3}$ |
| $\sigma$ | $2.70 \pm 0.15$ | $2.44 \pm 0.07$ | $2.67 \pm 0.14$ | $2.42 \pm 2.74$ | $2.70 \pm 0.16$ |
| $S_{DC}$ | $106 \pm 44$ | $135 \pm 39$ | $120 \pm 42$ | $114 \pm 42$ | $120 \pm 40$ |
| $d$ | $0.13 \pm 0.13$ | $0.22 \pm 0.01$ | $0.024 \pm 0.006$ | $0.132 \pm 0.023$ | $0.136 \pm 0.023$ |

Table S.2: Inferred mean and standard deviation of the sampled parameter distribution for generations 8, 9 and 10 (300 points). $d^{*}$ is a second realisation of the inference using $d$ to check the robustness of the optimisation. Parameter $n$ is the varying Hill exponent corresponding to each score distance. $d^{(13)}$ corresponds to generations 13, 14 and 15 for distance $d$. Alternative score functions $d_1$ and $d_2$ return similar parameter relationships.
Figure S.3: Resulting parameter inference. Histograms correspond with the results of generations 10 (blue), 15 (orange) and 20 (dark red), colored by the average distance score of the generation. Scatter plots contain the sample used in generations 5, 8, 11, 14, and 17. Parameters are grouped in 4 categories to make easier the comparison between different magnitudes.
Figure S.4: Comparison of the decrease in coherence in time for both signal histories $\Delta S_1$ and $\Delta S_2$ measured as $(\sigma_{\text{max}} - \sigma(t))/\sigma_{\text{max}}$, where $\sigma$ is the standard deviation of the phase of the oscillations for 20 simulations of each mechanism and $\sigma_{\text{max}}$ is the standard deviation corresponding to completely incoherent oscillations. Rest of parameters are the same as those of Fig. 3.