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Abstract

Nowadays, most users access internet through mobile applications. The common way to authenticate users through websites forms is using passwords; while they are efficient procedures, they are subject to guessed or forgotten and many other problems. Additional multi modal authentication procedures are needed to improve the security. Behavioral authentication is a way to authenticate people based on their typing behavior. It is used as a second factor authentication technique beside the passwords that will strengthen the authentication effectively. Keystroke dynamics is one of these behavioral authentication methods. Keystroke dynamics relies on a combination of features that are extracted and processed from typing behavior of users on the touched screen and smart mobile users. This Research presents a novel analysis in the keystroke dynamic authentication field using two features categories: timing and no timing combined features. The proposed model achieved lower error rate of false acceptance rate with 0.1\%, false rejection rate with 0.8\%, and equal error rate with 0.45\%. A comparison in the performance measures is also given for multiple datasets collected in purpose to this research.
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1. Introduction

Nowadays, mobile technologies are developing in fast manners. The mobiles continue to suffer from high security risks. These days most internet activities are being done through mobile devices. It is well known that the common way to authenticate users is using passwords [1-3]. While the techniques using password is not enough since it is subject to be guessed, stolen or forgotten and many other problems. Therefore, we are in a need to introduce an additional authentication technique that could strengthen the password [1][2].

Multiple techniques were provided in the literature; second factor authentication is already applied and used to strengthen the authentication mechanism and enhance the security. It is commonly known that authentication using biometric is expensive to establish; as we need extra hardware and inapplicability through internet. This made the behavioral based systems one of these cheap and easy to establish this mechanism through internet [3][4].

Keystroke dynamics (KSD) is one of these behavioral based systems. In which it is stated that the typing behavioral of users is should be unique. Is it possible to establish authentication systems that relying on the typing behavior of their users.

This study introduces the use of KSD on android touch screen mobile devices. We have proposed a programmed prototype for a software keyboard application, which developed especially for collecting timing and non-timing information. This prototype enables users to type freely any designated text consisted of any complex combination, which consists of text, numbers, and special characters. Our proposed method collecting a combination of various features; they are mainly divided in to two main categories: timing and non-timing featured. Using neural networking and machine learning models, we successfully classified users based on their typing. Different experiments will be implemented using timing and non-timing features. Proofing that the KSD is providing a significant role in authenticating user’s performance based on their typing behavior.

This paper  is ordered as the following, Section two will highlight the background. Techniques and methods will be proposed in section three. Experiments and results will be discussed in Section four and conclusion will be proposed in Section five.

2. Related Work

Authentication is simply the process of determining whether someone is the one who declared to be for the system [3][4]. User authentication could be achieved by using many techniques; something that the user knows (e.g., password), carries (e.g., credit card), or has (e.g., iris); and recently, a new mechanism for user authentication is based on how he/she behaves (e.g., typing behavior) [5].

Multiple features could be extracted from tying behavior. Timing and non-timing features are known in these systems. These features are characterized by up and down events. The Events recording in which when and how each key on the keyboard is pressed or released. Collecting features during typing could be statically collected or dynamic. Static collection
could be done by storing predefined profile of typing in a database that could be used later in comparisons between the predefined typing text and the stored profile. While dynamic one is continuous authentication is dynamically setting the profile of users during their typing [5][6].

Multiple methods and techniques were provided in the literature to classify users typing behavior; statistical mechanisms were used early to classify users. Using the mathematical equations is somehow good but not sufficient. Neural networks and machine learning techniques were also proposed. The better method was the less error that gotten from the system [6][7].

2.1 KSD Features

Typing behavior is about collecting typing user behavior by extracting features during user typing on keyboards. These features are divided into two main categories timing and non-timing features [4-13].

Timing Features: The events time in which user press or release the key on the keyboards. They can be extracted with a special timer on keyboard, which pick up when a key is pressed and/or released [8][9]. There are two main event times: pressing time which is the time stamp recorded when the key is held down (D) and releasing time: which is the timestamp recorded when the key is released up (U). So, the timing features are extracted by capturing all time stamps of each event. These events could be consecutives of two or more events. The simplest two consecutive events could be one of the following combinations (Down-Up, Up-Up, Down-Down, and Up-Down) [4-9].

Non-Timing Features: These are related for and other non-related timing features; such as finger pressure, finger position on the screen, as well as the size of key surface touched by finger, typing speed, ..., etc. For every key pressed or released and based on touch screen properties, we can extract many other features such as finger placement angle, finger identifier (which finger used to type), ..., etc. [9-13].

2.2 Performance measures

Like any authentication system, we need a performance measures to evaluate and compare any two or more systems. The classification capabilities could be compared based on performance of the system each time the user access to the system. Based on the literature we have the following measures:

- False Rejection Rate (FRR) describes the percentage of true users of the system, which is rejected by wrong classification of their features. This measure is known in statistics as Type I error [6][8].
- False Acceptance Rate (FAR) describes the percentage of false users of the system that is accepted by wrong classification of their features. This measure is known in statistics as Type II error [2][8].
- Equal Error Rate (EER) is the most used performance measure of biometric systems in the literature is the EER. It describes the state of the system where percentage of true users of the system who are rejected by wrong classification of their features (FRR), and the percentage of false users of the system who are accepted by wrong classification of their features (FAR) are being equal. As the all describing an error rate the lower of these values the better performance of the system [3-11].
2.3 Benchmarking, datasets, and challenges

A number of studies have been performed in the area of keystrokes analysis since it is founded on the field of biometric based systems [10-15]. Many authors proposing good contribution trials for existing unique datasets benchmarks [14][15]. It was difficult to compare the performance among different researches based on KSD, so different public datasets were published in this field to provide one unique evaluation research based on one reference. These datasets can be used by the community to evaluate researches results and assess in comparative analysis [16][17]. The first public dataset benchmark was coined by the Carnegie Mellon School (CMS) in 2009. It is well known by CMU-Keystroke Dynamics dataset, since they introduced their dataset for timing information only for personal computers and regular keyboards. Much other non-timing information was not included [18].

KSD used in the literature for more than twenty years [19]; and their analysis shown a promising performance with novel results. For example, the authors in [19] got 0% errors in authentication systems by using timing information only. Their datasets were built by their own and based on KSD derived from regular keyboards in personal computers. A dedicated dataset for mobile and touch screen devices are still few in literature and they were not covering all the provided non-timing features we mentioned in the literature. So, we are in bad needs for public touch screen devices benchmarks [20-28].

2.4 Typing rhythm mode

Based on the literature, the various researches were being classified upon the typing rhythm test mode; static and dynamic.

**Static text:** in which the user typing is being predefined during typing trials. This method is early determined a predefined text that the user asked to type multiple times [3]. Changing the text each time implies repeating enrollment process for the user to the system. Although this procedure was a robust technique in most researches, the continues security is not provided here. Any change in the text typed by a user, the overall procedure for building the user profile will be repeated from scratch [4].

**Dynamic text:** these dynamic modes are situations that are more real, as the user was being freely typing on the keyboard. This text mode verification sometimes called a continuous authentication in literature as the systems can classify the behavior of a user, whatever the text was being typed [1-8].

2.5 KSD Analysis Approaches

KSD analysis approaches can be based on the extracted features. These features are categorized into timing and non-timing categories. Behavioral authentication features can be extracted, preprocessed, and measured in multiple experimental methods, such as using the statistical techniques and could be carried on static text and dynamic text. Other techniques are the neural networks (NNs), which could be also carried on static text as well as dynamic text. Analyzing these features in extensive and efficient manner will maximize soon the performance of authentication in computerized systems [6].

In Table 1, we have summed up the latest researches done in the literature. Each research chosen were being done using mobile devices with touch screen and Android operating system based. The classification was being divided upon multiple criteria’s such as the features were being used, the text mode and the classification techniques. The reported results of the
performance measures use the measure (EER), which was the common measure between all reported results.

Table 1. Performance comparisons between recent studies.

| Re. | Features extracted | Classification Technique and text mode | EER % |
|-----|--------------------|----------------------------------------|-------|
| [5] | Timing: Time       | Neural Networks (Static text mode)     | 2.3%  |
|     | Non-Timing: Pressure, Size |                          |       |
| [3] | Timing: Time       | Neural Networks (Static text mode)     | 2.8%  |
|     | Non-Timing: Pressure, Size, XY position |                          |       |
| [7] | Timing: Time       | Neural Networks (Dynamic text mode)    | 3.65% |
|     | Non-Timing: Pressure, Size, angle |                          |       |
| [13]| Timing: Time       | Neural Networks (Static text mode)     | 5.43% |
|     | Non-Timing: Pressure, Size, XY position |                          |       |
| [6] | Timing: Time       | Neural Networks (Dynamic text mode)    | 8.10% |
|     | Non-Timing: Pressure, Size, XY position |                          |       |
| [2] | Timing: Time       | Statistical (Dynamic text mode)        | 10%   |
|     | Non-Timing: Pressure, Size |                          |       |
| [1] | Timing: Time       | Statistical (Dynamic text mode)        | 12.2% |
|     | Non-Timing: Pressure, Size |                          |       |
| [10]| Timing: Time       | Neural Networks (Static text mode)     | 13.6% |
|     | Non-Timing: Speed, Distance |                          |       |

3. KSD Methods and techniques

3.1 Authentication phases Implementation

To authenticate users using KSD on mobile phones, we have implemented our procedure into two important phases [6-9]. The first phase, called the enrollment; which sometimes called the profile building in the literature. The typing rhythm was being collected in many trials to choose the most similar profile for the user typing behavior. In this phase, the user asked to enter many trials (i.e 10 times) and the average of the data is collected and stored in the database as user signature. In the enrollment phase, it is good to note that many researches were excluded the first two trials for typing, as the users want some time to feel familiar with the designated keyboard. Outlier’s signature resulted from varied typing behavior for the user at each trial. These outliers are most likely to appear at the beginning of typing trials. The second phase is the actual authentication process. Here, the user asked again to type his cadential to be compared and matched with the stored one. At each time the user authenticated, he/she asked to enroll few times to the systems to be compared with the stored profile in the
database. Enrollment and Authentication phases are described in Fig. 1 and Fig. 2 respectively [11][12].

![Fig. 1. Enrollment phase [13]](image1)

![Fig. 2. Authentication phase [13]](image2)

3.2 System design interface

To provide our KSD based system, we have developed a software virtual keyboard, that being installed easily on each device used to authenticate users. This keyboard was dedicated for all Android platform mobile devices with touch screen. All the Experiments in this research were performed using Sony Xperia tablet Z, and with Android version (5.1.1).

Fig. 3 describes the developed interface for the application and the soft keyboard. The keyboard enable users to type text (A-Z) (a-z), numbers (0-9), and special characters such as (!@#$%^&*) and others [13].

![Fig. 3. KSD application interface [13]](image3)

In Table 2, we have summed up the main Android call functions that used in developing the soft keyboard. Each call was dedicated to extract one feature at each Key Up and Key Down events.
Table 2. Function calls events for Android System [13]

| Feature in Android function call | Description |
|----------------------------------|-------------|
| getEventTime(),                  | Extract time in millisecond (msec) at each UP/Down event. |
| getPressure()                    | Extract pressure level for finger when pressed or released the key on the touch screen, It was varied between (0-1) for Sony Xperia tablet Z device. |
| getSize(),                       | Extract Size of finger on the Key surface when pressed or released the key on the touch screen, It was varied between (0-1) for Sony Xperia tablet Z device. |
| getX(), getY()                   | Extract the X and Y coordination for the key when it is pressed or released. |

3.3 Neural network classifier (NN)

Multilayer Perceptron (MLP) is one of the chosen classifiers that being used in this research. A feed forward neural network classifier maps sets of input data onto a set of outputs. The structure of MLP consists of multiple layers and each layer consisted of multiple nodes [13][22]. MLP has main features such as:

a. Layers

The MLP consists of three or more layers. MLP usually used as a fully connected network (mesh). Each node, applying some weight on the input and propagate the result to the next layer [13]. The number of nodes should be determined each time we carried out the experiment. The notation of MLP classifier (x,y,z) represents the number of neurons in each layer with three layers structure. For example, if we used the notation MLP (10, 10, 20) to represent MLP structure; then we have three layer with 10, 10, and 20 nodes in each layer respectively.

![MLP classifier architecture](image)

**Fig. 4.** MLP classifier architecture [24]

Fig. 4 shows MLP simplest architecture with one hidden layer. This simplest architecture was used in this paper. The left side represents the input layers where the features are inserted to the classifier, the middle part is the hidden layer and the right side represents the output of the classifier. In this work, the architecture was extracted from WEKA tool. We have used it in this paper.

b. Weights

Weights are being configured initially in random way, then, they should be adapted using the training set that flows from input layers to the output layer in the network. They continued to be adapted until we reach a specific error threshold. There are many other parameters such as
gradient, momentum (value should be between 0 and 1, while the default value always = 0.2), and learning rate (value should be between 0 and 1, while the default value = 0.3) they are affecting the behavior of MLP classifier [22]. Fig. 5 describes the flow of the MLP algorithm in Pseudocode.

**Input:** The Features vector for each user

Start with random initial weights (i.e., uniform random in [-3,+3])

Do

{ For all patterns P

  { For all output Nodes j

    { Calculate activation (j)
      Error_j = Target value_j for Pattern_p = Activation_j
      For all input Nodes i to output node j

        { Delta_weight = learning constant = Error_j * Activation_i
          Weight = weight * Delta_weight
        }

      }

  }

} Until Error is sufficiently small or “Time_out”

**Output:** The User ID identification results.

Fig. 5. MLP classifier Pseudo code [25]

### 3.4 Decision Trees

Decision Trees and Random Trees providing a simple and fast way of learning a function that maps data x to outputs y, where x can be a mix of categorical and numeric variables and y can be categorical for classification, or numeric for regression. A Decision Tree is a tree (and a type of directed, acyclic graph) in which the nodes represent decisions (a square box), random transitions (a circular box) or terminal nodes, and the edges or branches are binary (yes/no, true/false) representing possible paths from one node to another [28-36]. The specific type of decision tree used for machine learning contains no random transitions. To use a decision tree for classification or regression, one grabs a row of data or a set of features and starts at the root, and then through each subsequent decision node to the terminal node. The process is very intuitive and easy to interpret, which allows trained decision trees to be used for variable selection or more generally, feature engineering [28-36]. Fig. 6 describes the simple random forest (RF) architecture. Fig. 7 describes the pseudocode of the classification algorithm.
Table 3. Trees Classifier important parameters [28]

| Feature         | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| batchSize       | The preferred number of instances to process.                               |
| maxDepth        | The maximum depth of the tree, 0 for unlimited.                             |
| seed            | The random number seed used for selecting attributes.                       |
| breakTiesRandomly | Break ties randomly when several attributes look equally good.            |
| numFolds        | Determines the amount of data used for backfitting.                        |
| minNum          | The minimum total weight of the instances in a leaf.                       |
| numTrees        | The number of trees to be generated.                                       |
| numFeatures     | The number of attributes to be used in random selection.                   |

Random forests (RF): it is the generalized form of random tree or decision tree. It is known from the literature that it is more efficient than the random trees. At each candidate tree, it is doing a split in the learning process, with a random subset of the features. This process sometimes is called "feature bagging". If one or a few features are very strong predictors in the classification decision for the target output, these features will be selected in many of the generated trees, causing them to become correlated and dominated in the forest domain. The stronger features are, the less error for classification results will be gotten. Main features are described briefly in Table 3 [28-30]

Input: The Features vector for each user

Do

Procedure Random Forest in Pseudocode
1: For 1 to T do
2: Draw n points Di with replacement from D
3: Build full decision/regression tree on Di
4: But : each split only consider k features, picked uniformly at random
New features for every split
5: Prune tree to minimize out-of-bag error
6: End for
7: Average all T trees
8: end procedure

Output: The User ID identification results.

Fig. 7. RF classifier Pseudocode [27]

4. Experimental Classification Results and Analysis

These analyses examined the KSD use as a behavioral authentication in multiple experiments. The study focused on enhancing security level and strengthening access control using artificial neural networking model based on MLP, random tree and random forest classifiers. The proposed work was trained and tested using real dataset samples we have collected and stored in several datasets [13].

4.1 Experiment one

The main goal for this experiment is to examine the training factor effect of the user on his/her typing behavior performance measures. We highlighted this by finding out the relationship between the learning rate of the model and the training factor improvement of the user (this would be implemented in the experiment by the trials numbers). The classification capability of the model is a good indication of the model in this experiment to reach the desired goal.
Experiment setup details are described in Table 4. We have conducted the experiments twice. Each time, we have changed the trial numbers of typing for volunteers. The first session was conducted with 10 trials and the second one was with 30 trials.

**Table 4.** Experiment 1 setup

| Experiment Requirements                  | Description                                                                 |
|-----------------------------------------|----------------------------------------------------------------------------|
| Number of volunteers and samples        | Five users provided 50 and 150 samples respectively.                        |
| Password template                       | “P@ssw0rd”, static template.                                               |
| Device                                  | Sony Xperia tablet Z, with Android version 5.1.1. It was used for training and testing. |
| Local machine specification             | Toshiba Laptop with core i7 processor and 6 GB RAM.                        |
| Toolkit for NN                          | WEKA 3.6 windows version.                                                  |
| WEKA-MLP parameters tuning             | - Learning rate = 0.3 , Momentum = 0.2 , Number of Hidden layers =1        |
|                                        | - Total number of layers =3 , with MLP (10,10,20)                          |
|                                        | - Test Option =Cross-Validation, Folds =10                                 |

**Table 5.** Experiment 1 result using our random datasets

| Sessions                  | TP   | FAR  | FRR   | EER  |
|---------------------------|------|------|-------|------|
| Session 1-10 trials       | 85.5%| 3.60%| 14.56%| 9.1% |
| (Exp-10)                  |      |      |       |      |
| Session 2-30 trials       | 91.3%| 2.2% | 8.68% | 5.44%|
| (Exp-30)                  |      |      |       |      |

*Fig. 8. Experiment 1 results*

**4.2 Experiment two**

In this experiment, seven volunteers were asked to type multiple complex passwords. We have improved user’s behavioral performance of typing on KSD keyboard more and more; by providing multiple complex passwords’ templates. We used complex passwords combinations in our work to reflect the nature of typing real password in a public application. Users sometimes feeling confused to write their real passwords for testing experimental work. We...
have many users didn’t accept typing their real passwords even for research use, while others were being comfortable to share some of their password’s combinations to public. Many applications on the internet forced users to use complex passwords combinations. These combinations were provided with passwords templates as shown in Table 6. Note that we have used the same experiment 1 setup for this experiment also.

| Experiment Requirements | Description |
|-------------------------|-------------|
| Number of volunteers and samples | Seven users |
| Password template 10 different templates | Predefined complex templates:
  - P@ssw0rd-A$m@1234-K@LK0t@@
  - ASMA1234- N@d!A963 -AhL@m123
  - MoHH@M@-B@slm@12-N@b!L123-Rd@B456 |
| Number of trials (6-9) trials for predefined templates |

In this experiment, the MLP classifier reached a significant performance levels in term of (EER). This is clearly described in Table 7 for higher trials provided by the users. See Fig. 9 which describes experiment 2 results.

| Sessions               | TP     | FAR   | FRR   | EER  |
|------------------------|--------|-------|-------|------|
| Session 3-6 trials (Exp-6) | 87.1%  | 2.1%  | 12.85%| 7.48%|
| Session 4-9 trials (Exp-9) | 97.8%  | 0.4%  | 2.2%  | 1.3% |

Fig. 9. Experiment 2 results

### 4.3 Experiment three

In this experiment, we have raised the training factor of the MLP classifier for comparative analysis manners. Although, this will increase the cost of the implementation of the classification, we still have the chance to propose the model implementation with minimum typing effort provided from the volunteer’s side. They have really feeling annoyed to type many times of the same template more than thirty times. We have deduced the analysis to do some tradeoff system implementation issue. The new learning factor is increased to be (0.5) and the momentum is (0.4). The reduction in error rate was noticed in the new obtained results. The reduction in experiment 1 is highlighted in Table 8 and Table 9.
The second experiment was also being deduced using the new learning rate, and the error rate was reduced as highlighted in Table 9.

4.4 Experiment four

In this experiment, we used the tree classifiers for comparative analysis manners. We deduced the analysis to do some performance improvements. The implementation carried out according to specific configurations summed up in Table 10. The result of experiment 4 is highlighted in Table 11.

The fourth experiment was also being deduced using the new classifier and the error measures were reduced to significant rates as highlighted in Table 11.

| Table 8. Performance measures comparisons for experiment 1 |
|-----------------------------------------------------------|
| Sessions | TP    | FAR   | FRR    | EER   |
|----------|-------|-------|--------|-------|
| Session 1-10 trials (Learning rate 0.3, Momentum 0.2) | 85.5% | 3.60% | 14.56% | 9.1%  |
| Session 1-10 trials (Learning rate 0.5, Momentum 0.4) | 89.3% | 2.7%  | 10.7%  | 6.7%  |

| Table 9. Performance measures comparisons for experiment 2 |
|-----------------------------------------------------------|
| Sessions | TP    | FAR   | FRR    | EER   |
|----------|-------|-------|--------|-------|
| Session 3-6 trials (Learning rate 0.3, Momentum 0.2) | 87.1% | 2.1%  | 12.9%  | 7.5%  |
| Session 3-6 trials (Learning rate 0.5, Momentum 0.4) | 89%   | 1.8%  | 11%    | 6.4%  |

| Table 10. Experiment 4 setup |
|-----------------------------|
| **Experiment Requirements** | **Description**               |
|------------------------------|--------------------------------|
| Number of volunteers and samples | Seven users                   |
| Password template            | Predefined complex templates:  |
| 10 different templates       | P@ssw0rd -A$m@1234-           |
|                              | K@LK0t@@- ASMA1234            |
|                              | N@d!A963 -AhL@m123            |
|                              | M0HH@M@D- B@slm@12            |
|                              | N@b!L123 -R@d@B456            |
| Number of trials             | (6-9) trials for predefined templates. |
| WEKA- classifiers RF, RT     | Batch size =100               |
| parameters tuning            | Max depth unlimited           |
|                              | Seed =1                       |

| Table 11. Performance measures for experiment 4 |
|-------------------------------------------------|
| **Random Tree classifier**                      |
| **Experiment** | TP      | FAR    | FRR    | EER    |
|----------------|---------|--------|--------|--------|
| Session 3-6 trials (Exp-6) | 90.2%   | 1.6%   | 9.8%   | 5.7%   |
| Session 4-9 trials (Exp-9)  | 97.1%   | 0.5%   | 2.9%   | 1.7%   |
This paper presents a novel technique for authenticating users using KSD based systems. Combining timing and non-timing features together, using several non-timing features. The proposed model (RF) achieved lower error rate of false acceptance with 0.1%, false rejection with 0.8%, and equal error rate with 0.45% compared to previous results of using MLP. These analyses were carried out on the same dataset and same selected features. We also, provided the use of strong complex passwords in static text mode. This complex combination is being more real and reflecting the nature of passwords templates being recommended to be used in authentication systems via applications on the internet.

Classifiers such as MLP provided good results. However, despite its power against larger and more complex datasets, they are extremely hard to interpret, and neural nets can take many iterations and hyper parameter adjustments before a good result is achieved. As well, one of the biggest advantages of using Decision Trees and Random Forests is the ease in which we can see what features or variables contribute to the classification or regression and their relative importance based on their location depth wise in the tree.

We have summed up our results in the last experiments as shown in Fig. 10. This figure shows that we provided a good promise for using and implementation an authentication system based on KSD using the random tree and forest classifiers. The RF reached a minimum EER in this experiment when the user provided nine trials for training set.

| Experiment                | TP    | FAR | FRR | EER  |
|---------------------------|-------|-----|-----|------|
| Session 3-6 trials (Exp-6)| 96.2% | 0.6%| 3.8%| 2.2% |
| Session 4-9 trials (Exp-9)| 99.2% | 0.1%| 0.8%| 0.45%|

![Random Forest classifier](image)

**Fig. 10.** Summarizing the experiments result

In addition, we have summed up our results to be compared with other researches have done in the literature. Although there was a shortage of available similar studies carried out using common techniques, feature extraction, or password combination, we still have the ability to compare the available similar techniques. **Table 12** described the comparison between
multiple researches from different perspectives. We have reached significant performance improvement and achieved lower error rate when comparing our technique with similar ones.

Table 12. Performance measures for recent researched based on KSD

| Re. | Features and Input | Password template | Data set | EER % |
|-----|--------------------|-------------------|----------|-------|
| Our work | **Timing: Time**<br>Non-Timing: Pressure, Size, XY position | Static, 8 character (Complex passwords) | Own data set | 0.45 % |
| [5] | Timing: Time<br>Non-Timing: Pressure, Size | Static (“ABSDEFGH” alphabetic) | 3 dataset<br>2 public<br>1 own | 2.3 % |
| [3] | Timing: Time<br>Non-Timing: Pressure, Size, XY position | Static, 10 digits (PIN password) | Own data set | 2.8 % |
| [7] | Timing: Time<br>Non-Timing: Pressure, Size, angle | Dynamic, 4-8 digit (PIN password) | Own data set | 3.65 % |
| [13] | Timing: Time<br>Non-Timing: Pressure, Size, XY position | Static, 8 character (Complex passwords) | Own data set | 5.43 % |
| [6] | Timing: Time<br>Non-Timing: Pressure, Size, XY position | Dynamic (Free Text) | Own data set | 8.10 % |
| [2] | Timing: Time<br>Non-Timing: Pressure, Size | Dynamic, 4-8 digits (PIN password) | Own data set | 10 % |
| [1] | Timing: Time<br>Non-Timing: Pressure, Size | Dynamic (Free Text) | Own data set | 12.2 % |
| [10] | Timing: Time<br>Non-Timing: Speed, Distance | Static, 10-47 digits (Free Text) | Own data set | 13.6 % |
| [9] | Timing: Time only | Dynamic, 10 digits (PIN password) | Own data set | 18 % |

5. Conclusion

This research proposed the use of KSD based as a second factor authentication for mobile users and smart phone devices. Besides the cheap cost provided by KSD since no extra hardware were installed, the KSD provides a significant performance for authenticating remote users through internet applications. This performance with acceptable level in performance as a second factor authentication model. The contribution of using the Timing and Non-timing in features in our analysis improved the security level for the authentication systems.

Many datasets were being provided in the literature but the benchmarking needs in this field is major issue in these type of researches in order to provide a way to do fair comparative analysis among researches. The CMU benchmark exists so far which is not afforded to mobile
devices; because it targets personal computers with classical physical keyboards only with timing features. We are in a bad need to find, build a benchmark dataset that targets the touch screen devices, so we can make fair comparative analysis among researches.
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