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ABSTRACT

Information of interest can often only be extracted from data by model fitting. When the functional form of such a model cannot be deduced from first principles, one has to make a choice between different possible models. A common approach in such cases is to optimise the functional form of the model by trying to reduce the number of free parameters (or the model flexibility, respectively) as much as possible while still yielding an acceptable fit to the data. Model selection via the Akaike Information Criterion (AIC) provides such an implementation of Occam’s razor. We argue that the same principles can be applied to optimise the penalty-strength of a penalised maximum-likelihood model. However, while in typical applications AIC is used to choose from a finite, discrete set of maximum-likelihood models the penalty optimisation requires to select out of a continuum of candidate models and these models violate the maximum-likelihood condition. We derive a generalised information criterion AIC\textsubscript{p} that encompasses this case. It naturally involves the concept of effective free parameters which is very flexible and can be applied to any model, be it linear or non-linear, parametric or non-parametric, and with or without constraint equations on the parameters. We show that the generalised AIC\textsubscript{p} allows an optimisation of any penalty-strength without the need of separate Monte-Carlo simulations. As an example application, we discuss the optimisation of the smoothing in non-parametric models which has many applications in astrophysics, like in dynamical modeling, spectral fitting or gravitational lensing.
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1 INTRODUCTION

Very often, the information one aims to extract from a set of data points is not an observable itself. Instead, one has to infer the information by fitting a model to the observed data. Sometimes, when one has a clear understanding of the processes involved in generating the data the functional form of the model can be deduced from first principles. In this case, one is only faced with the problem of finding the optimal parameters of the model whereas the form of the model is fixed.

In other cases, however, one may not have such a clear picture that allows one to deduce the form of the model. Instead, one may have measured two quantities $x$ and $y$ which happen to be correlated without knowing the underlying form of the relation of $x$ and $y$. Then the first question becomes how this correlation can be characterized: For example, can it be described by a linear model (2 parameters), a parabolic model (3 parameters) or a 3rd-order polynomial (4 parameters), etc.? A simple principle often followed in this task of model selection is Occam’s Razor, which is to choose the model with the smallest number of free parameters (the “simplest” one) that still describes the data well. Mathematical implementations of this principle are offered by information theory: One of them, the Akaike Information Criterion (AIC, Akaike 1973; Akaike 1974) is frequently used to judge models based upon the increase of model complexity (and, hence, of information loss) against the improvement in the goodness-of-fit (cf. Sec. 4).

Many applications of model selection deal with categorically or structurally different models like in the order-selection problem briefly described above. The model selection character of such problems is evident, not least because the models that are compared are represented by different fitting functions. However, a model is not only characterised by its fitting function. Equally important are the model parameters. Are the parameter ranges unlimited or subject to equality or inequality constraints? And can the parameters vary independently or are they subject to implicit correlations? The answers to these questions can change the behaviour of a model effectively as much as a change in the fitting function can do.

Consider for example a third order polynomial as briefly mentioned above. It has four model parameters and its model complexity is much higher than that of a straight line with just two parameters. Suppose that for some reason the fit with this 3rd order model is subject to a penalty. A penalty proportional to the square of the second derivative is frequently used in non-parametric fits to keep a model smooth and to prevent it from overfitting the data, i.e. fitting the noise. Minimising the second derivative – the curvature – means to make the model a straight line in our case. A penalty like this often comes along with one or more additional parameters that allow to adjust the relative strength of the penalty over the achievable goodness-of-fit. In the above example, when we choose the penalty strength such that the weight of the penalty actually vanishes then the model behaves like
an ordinary 3rd order fit with four independent parameters. However, if we choose the penalty strength such that it dominates the fit then the same fitting function will effectively behave like a linear model with only two parameters.

Classically, one considers the penalty as a modification of a specific model and the penalty strength as a nuisance parameter of that model. However, the above illustrates that for a model’s behaviour a change of the fitting function or a change of the penalty strength can have equivalent effects. It seems therefore promising to try and a change of the fitting function or a change of the penalty strength model. However, the above illustrates that for a model’s behaviour efficiency of the method. The paper ends with a summary in Sec. 9.

In Sec. 2 we introduce the mock data set that is inspired by the problem of fitting the shape of an emission line. In Sec. 3 we introduce two example models intended to describe these mock data: a non-linear parametric model and a linear non-parametric model. In Sec. 4 we recall the basics of model selection for maximum-likelihood models without penalties. In Sec. 5 we introduce a bootstrap method to compute the effective number of parameters that can be applied to a large class of models. In Sec. 6 we show how the number of effective parameters should be used within model selection and sketch the derivation of a generalised model selection criterion for penalised-maximum-likelihood models. In Sec. 7 we apply this generalised model selection criterion to our toy problem and show how it can be used to select the right order in the parametric approach or the optimal smoothing in the non-parametric models and how to choose between the two approaches. In Sec. 8 we extensively discuss the efficiency of the method. The paper ends with a summary in Sec. 9.

The goal of this paper is to elaborate the above outlined ideas in detail. We show how the classical ideas of model selection can be generalised to models that do not fulfil the maximum-likelihood condition. This includes penalised maximum-likelihood models in particular. Our generalisation can be naturally formulated using an intuitive, generalised concept of free parameters. We show how the generalised model selection can be used to optimise the penalty strength of penalised models. As a specific example application we provide a simple recipe that is based on information theory and that allows to optimise the smoothing of any model. The method is purely based on the measurement data at hand and does not require separate Monte-Carlo simulations (e.g. for calibration of the smoothing). It is flexible and can be applied to linear as well as non-linear models and to models with or without constraint equations on their parameters. We will use the example of an emission line model to illustrate the method and the underlying concepts. It should be noted that the method is however not restricted to smoothing problems and can be applied to any penalised-maximum-likelihood model.

Table 1. The Gauss-Hermite coefficients of the generating (input) model. The underlying Gaussian function had $\mu = 0$, $\sigma = 350$ and $\gamma = 1$.

| order $n$ | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
| value     | 0.0 | 0.1 | 0.05| -0.05| 0.0 | 0.0 | 0.2 |

![Figure 1](source.png)

Figure 1. Example of simulated data $y_i = y(x_i)$ (eq. 1). The solid grey line is the noise-free generating process $y_0(x)$. The grey dots simulate a noisy measurement, i.e. they represent a data sample $y$ obtained from $y_0$ by adding Gaussian noise (indicated by the error bars). The amount of noise is assumed to be constant along the $x$-axis. The SNR at the peak of the signal is 10. The generating input model is a Gauss-Hermite series up to order $n_{GH} = 10$ (cf. Tab. 1). We create $N_{data} = 71$ data points evenly spaced between $\pm 8 \sigma$ of the Gauss component.

2 A TOY MODEL BASED ON HERMITE POLYNOMIALS

To illustrate the above outlined methods, we will try to recover a one dimensional function $y(x)$ from noisy mock observations. To this end we define $y_0(x)$ as a Gauss-Hermite series

$$y_0(x) = \frac{\gamma}{\sqrt{2\pi} \sigma} \exp \left( -\frac{(x-\mu)^2}{2\sigma^2} \right) \left( 1 + \sum_{i=3}^{n_{GH}} h_i H_i (\frac{x-\mu}{\sigma}) \right),$$

where the $H_i$ are Hermite polynomials\(^1\). The noisy mock data $y(x)$ are obtained by adding Gaussian noise. The highest non-zero order of our generating model is $n_{GH} = 10$ and the chosen coefficients are listed in Tab. 1. The resulting (noise-free) generating input model $y_0(x)$ is illustrated by the grey line in Fig. 1.

This toy model is inspired by the problem of fitting the shapes of gas emission lines in galaxies. In that case $\gamma$ would represent a galaxy spectrum with the stellar continuum being subtracted and $x$ would be the logarithm of the wavelength. Usually, the shape of such emissions is close to a Gaussian but one could interpret the input model as a very

\(^1\) Any finite and suitably smooth function $F(x)$ with $\lim x^3 F(x) = 0$ for $x \rightarrow \pm \infty$ can be expanded into a Gauss-Hermite series (Mylle-Lebedeff 1907). When $(\gamma, \mu, \sigma)$ equal the parameters of the best fitting Gaussian function (we assume $\gamma$ and $\sigma$ are positive), then $h_1 = 1$ and $h_2 = 0$ and the series expansion can be written in the form of eq. 1 (e.g. van der Marel & Franx 1993)
complex emission line with several more or less separated Gaussian-like sub-components. However, for the purposes of this work one can also take this input model as an artificial mathematical model simply used to illustrate the capability of the model selection framework we propose.

3 TWO RECOVERY METHODS: PARAMETRIC VS NON-PARAMETRIC FITS

We want to recover the generating model (Tab. 1) from the mock data in two different ways.

3.1 Parametric Fits

As our first set of models \( f(\Theta) \) we use the Gauss-Hermite series of Eq. 1 itself, i.e. we fit \( f(\Theta) = y(x; \Theta) \). The parameters of this fit are \( \Theta = (y, \mu, \sigma, h_3, h_4, \ldots, h_n) \). We test different Gauss-Hermite models by varying \( n_{\text{GH}} \), the maximum order included in the series. In the following only the case \( n_{\text{GH}} = 1 \) free parameters \( \Theta = (y, \mu, \sigma, h_3, h_4, \ldots, h_n) \) using a classical \( \chi^2 \) minimisation between the data \( y \) and the model \( f(\Theta) \),

\[
\chi^2 = \sum_{i=1}^{N_{\text{data}}} \frac{(y_i - f_i(\Theta))^2}{\epsilon_i^2}
\]

where \( f_i(\Theta) = f(x_i; \Theta) \). Since the uneven Hermite polynomials are anti-symmetric with respect to the y-axis and the even ones are symmetric, we will always increase \( n_{\text{GH}} \) in steps of two in our model fits.

3.2 Non-parametric Fits

In addition to the parametric fits, we will also perform non-parametric fits where our model \( f \) consists of directly varying the \( f_i \equiv \Theta_i \) of the signal at each of the \( N_{\text{data}} = 71 \) values of \( (x_i - \mu)/\sigma \) where a data point has been simulated. Again, we will determine the 71 free parameters \( \Theta_i \) of this model from a classical \( \chi^2 \) minimisation. The naive solution of this minimisation problem would be trivial, as a non-parametric model can fit all the data (including the noise) perfectly when \( f_i \equiv \Theta_i = y_i \), achieving \( \chi^2 = 0 \). Therefore, in this non-parametric case, we also include a penalty term to penalise our non-parametric model against arbitrarily unsmooth solutions. As penalty we use the sum of the squared second derivatives of the non-parametric model with respect to \( x \), i.e. we minimise \( \chi^2 + \alpha_S \mathcal{P} \) with

\[
\mathcal{P} = \sum_i (f_{i+1} - 2f_i + f_{i-1})^2.
\]

The factor \( \alpha_S \) controls the strength of the smoothing constraints with \( \alpha_S \to 0 \) implying no smoothness enforced on the fits while \( \alpha_S \to \infty \) implies strong smoothness constraints imposed on the model. By sampling different values of \( \alpha_S \) we construct different non-parametric models from which we can select. For both, the parametric as well as the non-parametric fits, we use a standard Levenberg-Marquardt routine for the parameter estimation.

4 MODEL SELECTION - BALANCING OVERFITTING VS. UNDERFITTING

Fig. 2 shows four example fits to the mock data set presented in Fig. 1. The fits in the left panels have been obtained with the parametric Ansatz. In the top-left panel \( n_{\text{GH}} = 30 \) – larger than in the generating model (\( n_{\text{GH}} = 10 \), cf. Sec. 2). As a consequence, the model overfits the data and is too structured, compared to the generating input model. The opposite is true for the fit shown in the bottom-left panel, where \( n_{\text{GH}} = 4 \). The resulting model is not flexible enough to capture all the structure of the generating model.

The panels on the right hand side show the analogous cases for the non-parametric fits. In the top-right panel the smoothing constraint is very weak such that the model fits the noise almost perfectly. In the bottom-right panel the model is instead oversmoothed and it cannot fit the data appropriately.

The goal of the following sections is to outline a simple method to find the optimum degree of model flexibility for both - the parametric and the non-parametric fit. The optimum degree of smoothness will be somewhere between the examples of overfitted and underfitted models shown in Fig. 2.

Model selection provides the general framework to chose between (not necessarily nested) models with different degrees of model flexibility. A commonly applied criterion used in this context is the Akaike information criterion (AIC, Akaike 1974). If \( m \) is the number of free parameters in a fit and \( \chi^2 \) the achieved goodness-of-fit then a model is preferred when it has a lower

\[
\text{AIC} = \chi^2 + 2m.
\]

The AIC originally comes from information theory and provides optimal model recovery in the sense that it aims to minimize the (estimated) Kullback-Leibler divergence – a measure of the expected information loss – between model and the actual generating process (cf. Sec. 6). Intuitively, the AIC selects the model with the smallest
number of variables \( m \) among all models that provide a statistically viable fit, i.e. among all models with \( \chi^2 + m = N_{\text{data}} \). This is because for all these viable models, the AIC roughly reduces to AIC = \( N_{\text{data}} + m \) and, hence, becomes smallest for the lowest \( m \). As such it’s akin to Occam’s razor.

Our intuitive understanding that the information loss in a fit tends to increase with the number of fitted parameters is often – but not always – sufficient to select an optimal model. An obvious requirement is that the number of parameters \( m \) has to be known. This seems to be trivial for parametric fits where one usually knows every fit parameter explicitly and \( m \) can be determined by simply counting the variables of the fitting function. However, even in the parametric case the determination of \( m \) can become non-trivial when the model is strongly non-linear or when the parameters are not allowed to vary arbitrarily but instead are subject to constraint equations (Andrae et al. 2010).

The same applies to non-parametric models. Here, even more complications arise from smoothing penalties which often depend on one or several continuous smoothing parameters. Naively, the stronger the imposed smoothing constraints, the less flexible the model becomes. The invariable number \( m \) of fitted parameters can therefore no longer be a measure of a model’s flexibility or responsiveness to noise, respectively. This is important because noise – by definition – does not carry any information about the data generating structure. Hence it is actually a model’s responsiveness to noise that determines the expected information loss. And if this is no longer encoded in \( m \) then the simple model selection criterion of eq. 4 will no longer be sufficient. In fact, when penalties with a continuous parameter are present, the effective number of variables is expected to become a continuous variable as well. For example, in the above smoothing case: the stronger the smoothing the less flexible the model and the smaller the effective number of variables. In the next two sections we will demonstrate that the selection criterion eq. 4 can still be used under such circumstances, provided, however, that the generalised concept of the effective number of parameters is applied to quantify a model’s flexibility.

5 QUANTIFYING MODEL FLEXIBILITY - THE NUMBER OF EFFECTIVE FREE PARAMETERS

In Lipka & Thomas (2021) we first introduced such a generalized concept of effective number of free parameters by using a flexible bootstrap method to estimate them. The following section is a brief review of the concepts first shown in Lipka & Thomas (2021).

Strictly speaking the number of free parameters \( m \) is well defined only for parametric models that depend linearly on their free parameters (e.g. Hastie et al. 2013) and have no a priori constraints imposed on their parameters (e.g. Andrae et al. 2010). However, the concept of free parameters can be generalized formally to more complex statistical models without relying on such restricting assumptions about the underlying model structure (eg. Ye 1998). In such generalized frameworks the resulting degrees of freedom (i.e. the actual model flexibility) typically differs significantly from the number of variables of the fit model, and thus one can not derive the model flexibility by simply counting the number of variables.

Therefore we employ bootstrap iterations to estimate the effective number of free parameters (in the following \( m_{\text{eff}} \)). To this end we establish a number of \( N_{\text{boot}} \) bootstrap data sets \( z \) for each fit model by adding random Gaussian noise (based on the observed noise estimate \( \epsilon \)) to an initial fit \( f(\hat{\Theta}_y) \) of said model to the observed data sample \( y \). Thus, a set of bootstrap data \( z \) is generated at every data point \( i \) by

\[
z_i = f(\hat{\Theta}_y) + N(0, \epsilon_i)
\]

where \( N(0, \epsilon_i) \) is a Monte-Carlo realization drawn from the Gaussian distribution with mean 0 and standard deviation \( \epsilon \). The goal of this bootstrap resampling technique is to emulate (or redraw) the observed data sample. As such bootstrapping assumes that the initial fit \( f(\hat{\Theta}_y) \) represents the (noise-free) data generating process well enough such that the bootstrap data can be treated as a resample of the observed sample\(^2\). Each of the \( N_{\text{boot}} \) sets of bootstrap data \( z^k \) (for \( k = 1, ..., N_{\text{boot}} \)) are then fitted by the same model for which one attempts to estimate the flexibility, denoted as \( f_j(\hat{\Theta}_y^k) \).

The flexibility \( m_{\text{eff}} \) should be a measure of responsiveness of the model fit to noisy data. As such, a more flexible model should be able to follow more of the deviations in the data that was induced by the bootstrap noise than a less flexible model can. Therefore a ‘natural’ measure of this responsiveness is the normalized correlation of the model fit and the noisy data it was fitted to:

\[
m_{\text{eff}} = \sum_{i=1}^{N_{\text{data}}} \text{Cov} \left( f_j(\hat{\Theta}_y^k), z_i \right) \leq N_{\text{data}} \tag{5}
\]

Motivated by this expression (5) we introduce

\[
m_{\text{eff}}^k = \sum_{i=1}^{N_{\text{data}}} \left( f_j(\hat{\Theta}_y^k) - f_j(\hat{\Theta}_y) \right) \left( \frac{\epsilon_i}{\epsilon} \right) \tag{6}
\]

where the sum goes over all data points \( N_{\text{data}} \) and \( k \) is the index of the bootstrap iteration. To reduce dependence on the specific noise realizations of the bootstrap data one should ideally average the results of eq. 6 over multiple bootstrap iterations \( \kappa = 1, \ldots, N_{\text{boot}} \) such that

\[
m_{\text{eff}} = E(m_{\text{eff}}^k) \simeq \frac{1}{N_{\text{boot}}} \sum_{k=1}^{N_{\text{boot}}} m_{\text{eff}}^k. \tag{7}
\]

Of course multiple iterations can be very computationally expensive if the fitting procedure in itself is complex. Fortunately, one can already achieve decent results without the need of that many bootstrap iterations as we will discuss in section 8.

For linear models that are not subject to a penalty and for which the parameters are not restricted by equality/inequality constraints the number \( m \) of fitted parameters happens to equal \( m_{\text{eff}} \) and therefore a simple count of the number of parameter \( m \) is a viable measure for the responsiveness of the model to noise. We show this explicitly in App. A. Note that in standard linear theory \( m \) actually only equals the naive number count of parameters if all parameters are linearly independent (c.f. Hastie et al. 2013). Nevertheless the equality of \( m_{\text{eff}} \) and \( m \) (given aforementioned preconditions) still holds for dependent parameters as long as \( m \) is calculated using standard linear theory instead of a naive counting of the number of parameters.

Our non-parametric fits provide an example for such a linear model (with \( \delta f_j/\delta \Theta_j = \delta j \)) if no smoothing penalty is applied (\( \alpha_S = 0 \)). In that case the model will always yield \( \chi^2 = 0 \) with \( f_j = \Theta_j = y_j \) such that

\[
m_{\text{eff}} = \sum_{i=1}^{N_{\text{data}}} \text{Cov} \left( z_i, z_i \right) / \epsilon_i^2 = N_{\text{data}} = m, \tag{8}
\]

\(^2\) If this approximation is too crude, e.g. if the initial fit model is very different from the actual data generating process, then the bootstrapping estimation of \( m_{\text{eff}} \) is not legitimate. However, such models can easily be rejected anyways due to their overall bad fit to the data (e.g. if \( \chi^2 / N_{\text{data}} \gg 1 \)).

\(^3\) Equation 5 can be shown to be equivalent to the definition generalized degrees of freedom of Ye (1998), which is a formal extension of the number of free parameters to non-linear models.
models are linear, but have a non-linear (maximum-entropy) penalty in our implementation (Richstone & Tremaine 1988; Thomas et al. 2004). Comparing different weighting schemes $\chi^2 + w_m m_{\text{eff}}$ we found that the AIC analogue (i.e. $w_m = 2$) performs best in estimating underlying properties of the data-generating processes. Therefore the results of Lipka & Thomas (2021) suggest that the AIC can be generalised to penalised models by the substitution $m \rightarrow m_{\text{eff}}$.

In the following we will motivate how model selection can be generalised for penalised models in a more formal way. For the reader who wants to skip this rather technical discussion we preempt the important results of this Section: for penalised models, model selection indeed consists of minimising the generalised AIC $p = \chi^2 + 2m_{\text{eff}}$. We derive this exactly for linear models. In Sec. 7 we will apply the generalised AIC $p$ to the toy model introduced in Sec. 2.

It is out of the scope of this paper to give a complete introduction to the foundation of model selection. A very good overview can be found in Burnham & Anderson (2002). We simply start by recalling that Akaike model selection consists of minimising the expected, estimated information loss

$$-E_y E_{\zeta}(\log L(\hat{z}|\hat{\Theta}_y))$$

(e.g. Chapter 7.2, Burnham & Anderson 2002). Here, $\log L(\hat{z}|\hat{\Theta}_y)$ is the logarithm of the likelihood $L$ of some fictitious data $z$ (see below) at the maximum-penalised likelihood estimate $\hat{\Theta}_y$ of the model parameters $\Theta$. The double expectation $E_y$ and $E_{\zeta}$ deserve some further comments. The outer expectation $E_y$ is meant to reflect that – conceptionally – we aim at minimising the expected information loss over large samples of actual data $y$. In the context of our toy model (Sec. 2) this would correspond to averaging the results over several mock data sets (we will come back to this in Sec. 8.4). However, in most practical applications one has only a single data set and needs an unbiased estimate of the information loss based on the actual data at hand (see below). The inner expectation $E_{\zeta}$ reflects that the Kullback-Leibler divergence – the measure of the information loss that underlies eq. 9 – is an integral that happens to have the form of an expectation value. Hence, the integral over the integration variable $z$ can be expressed and interpreted as an expectation value over some fictitious data samples $z$. Below it will turn out that the bootstrap iterations we introduced in Sec. 5 are effectively the computation of the inner expectation $E_{\zeta}$ over this fictitious data sample $z$ of eq. 9.

In the following – for simplicity – we restrict ourselves to a situation where the “truth” corresponds to one model among our candidates, i.e. there is a parameter vector $\Theta_0$ of the “true” values of $\Theta$. If we would know $\Theta_0$ we could use it in eq. 9 to calculate the true information loss. However, in reality we only have an estimate $\hat{\Theta}_y$ based on some noisy data $y$. Therefore eq. 9 only quantifies the expected, estimated information loss based on $\hat{\Theta}_y$.

The standard derivation of AIC starts with the Taylor expansion

$$\log L(\hat{z}|\hat{\Theta}_y) \approx \log L(\hat{z}|\Theta_0) + \left[ \frac{\partial \log L(\hat{z}|\Theta_0)}{\partial \Theta} \right]^T \left( \hat{\Theta}_y - \Theta_0 \right) + \frac{1}{2} \left( \Theta_y - \Theta_0 \right)^T \frac{\partial^2 \log L(\hat{z}|\Theta_0)}{\partial \Theta^2} \left( \hat{\Theta}_y - \Theta_0 \right)$$

(10)

around this true parameter vector $\Theta_0$. Here and in the rest of the paper we use the compact notation $\partial^2 \log L(\hat{z}|\Theta_0)/\partial \Theta^2$ to denote the Hessian matrix of $\log L$ evaluated at $\Theta_0$. For maximum-likelihood

\footnote{Model selection does not depend on the true model being among the candidates. While this complicates the discussion (e.g. Burnham & Anderson 2002) it does not change the conclusions in our context.}

6 PENALISED LIKELIHOOD: MODEL SELECTION WITH EFFECTIVE NUMBER OF PARAMETERS

In Lipka & Thomas (2021), within the context of orbit superposition models for galaxies, we have tested model selection techniques using $m_{\text{eff}}$ rather than $m$. For a fixed gravitational potential the said orbit models are linear, but have a non-linear (maximum-entropy) penalty

as expected.

For non-linear models the equality $m_{\text{eff}} = m$ might not hold in general, but under appropriate regularity conditions it will certainly hold locally. In practice, models which change their properties significantly over the uncertainty region of the data will in most cases not be very useful. Hence, if the model changes only slowly over the region in data space sampled by the bootstraps then $m_{\text{eff}} \approx m$ will still hold (in the absence of penalties or parameter constraints). An example is the Gauss-Hermite series of section 3.1 where the parameter vector $\Theta = (\gamma, \mu, \sigma, h_3, h_4, \ldots, h_n)$ has a well-defined number of $n_{\text{GH}} + 1$ elements, or free parameters respectively. Fig. 3 shows the numerically obtained $m_{\text{eff}}$ of these non-linear models versus the (counted) number of free parameters. As expected, after $N_{\text{boot}} = 500$ bootstraps the estimated effective number of parameters is equivalent to the counted number of free parameters.

In model selection the goal is to rank different models according to the estimated relative information loss between them. The classical AIC $\chi^2 + 2m$ has been shown to be an unbiased estimator of this information loss, e.g. in the context of maximum-likelihood fits. However, we have motivated above that for penalised models, e.g., the ability of the model to adapt to noise depends on the strength of the penalty term and cannot be expressed by the invariable number $m$. By construction, $m_{\text{eff}}$ is a more general measure of the model’s flexibility, independent of the presence of a penalty or other constraints on the parameters. Therefore we argue that model selection in a more general context should involve $m_{\text{eff}}$ rather than $m$ (the latter only being a measure of the responsiveness to noise under certain circumstances). The next Sec. 6 is dedicated to such a generalized model selection that extends to penalised models and, as such, will involve $m_{\text{eff}}$ rather than $m$.

![Figure 3. Estimated number of effective parameters $m_{\text{eff}}$ for the parametric Gauss-Hermite models described in Sec. 3.1. The blue dots show the numerically derived $m_{\text{eff}}$ with $N_{\text{boot}} = 500$. For the Gauss-Hermite models one can simply count the number of free parameters to $m_{\text{eff}} = n_{\text{GH}} + 1$ (dotted line). All the blue points fall exactly on the dotted line: the numerical evaluation of $m_{\text{eff}}$ is very accurate.](image)
models the expectation of the linear term obviously vanishes. In our case of linear penalised models this holds true since \( E_z(z) = f(\Theta_0) \) (cf. App. B). Even if the truth is not among the candidate models this holds true under very weak conditions because \( E_z(\hat{\Theta}_0) = \Theta_0 \).

Then, using a second Taylor expansion the unknown \( \log L(z|\Theta_0) \) in eq. 10 is approximated as

\[
\log L(z|\Theta_0) \approx \log L(z|\hat{\Theta}_0) + \left[ \frac{\partial \log L(z|\hat{\Theta}_0)}{\partial \Theta} \right]^T \left( \Theta_0 - \hat{\Theta}_0 \right) + \frac{1}{2} \left( \Theta_0 - \hat{\Theta}_0 \right)^T \frac{\partial^2 \log L(z|\hat{\Theta}_0)}{\partial \Theta^2} \left( \Theta_0 - \hat{\Theta}_0 \right). \tag{11}
\]

Within the classical maximum likelihood framework the linear term vanishes exactly for each \( z \) by construction. The expectations of the remaining second order terms of eqs. 10 and 11 can then be shown to combine to (the negative of) the number of fitted parameters \( m \) which then leads to the classical form of the AIC (e.g. Burnham & Anderson 2002).

In contrast, within a penalised maximum likelihood framework, the linear term does not vanish and needs to be taken into account when combining eqs. 10 and 11. For linear models a simplification arises from the fact that \( \partial^2 \log L / \partial \Theta^2 \) is a constant. Furthermore, since we will take the double expectation \( E_x E_y (h(y)) = E_y E_x (h(z)) \) for any function \( h \), we can substitute \( \hat{\Theta}_y \) by \( \hat{\Theta}_z \) in eq. 10. Combining all the above, eq. 9 becomes

\[
E_y E_z (\log L(z|\hat{\Theta}_z)) \approx E_y E_z (\log L(z|\hat{\Theta}_z)) + E_y E_z (h(z|\hat{\Theta}_z)) \tag{12}
\]

with

\[
h(z|\hat{\Theta}_z) = \left[ \frac{\partial \log L(z|\hat{\Theta}_z)}{\partial \Theta} \right]^T \left( \Theta_0 - \hat{\Theta}_z \right) + \left( \Theta_0 - \hat{\Theta}_z \right)^T \frac{\partial^2 \log L(z|\hat{\Theta}_z)}{\partial \Theta^2} \left( \Theta_0 - \hat{\Theta}_z \right). \tag{13}
\]

In our bootstrap simulations we use the estimate \( \Theta_0 \approx \Theta_y \). Then, using eqs. B19 and B20 we find

\[
E_z (h(z|\hat{\Theta}_z)) = E_z \left[ (z - f(\hat{\Theta}_z))^T \Sigma^{-1} \left( f(\hat{\Theta}_z) - f(\hat{\Theta}_z) \right) \right] + \left( f(\hat{\Theta}_z) - f(\hat{\Theta}_z) \right)^T \Sigma^{-1} \left( f(\hat{\Theta}_z) - f(\hat{Theta}_z) \right) \tag{14}
\]

and it is straightforward to show that this expectation value equals (the negative of) \( m_{\text{eff}} \) (cf. eq. B21).

In the common situation where one cannot perform the expectation \( E_y (\log L(y|\hat{\Theta}_y)) \) or, equivalently, \( E_z (\log L(z|\hat{\Theta}_z)) \) one uses the estimate \( \Theta_y \) which for Gaussian errors reads \(-\chi^2/2\). Taking everything together, model selection under penalised likelihood conditions then consists of minimising \( \chi^2 + 2m_{\text{eff}} \) or, equivalently

\[
\text{AIC}_p = \chi^2 + 2m_{\text{eff}}. \tag{15}
\]

It is natural to assume that the extended criterion of eq. 15 also holds (at least locally) for more general, non-linear models under appropriate regularity conditions (which to derive is out of the scope of this paper). In fact, in the next Sec. 7 we will see that \( \text{AIC}_p \) works equally well for our linear non-parametric model and for our non-linear Gauss-Hermite model. In the absence of a penalty (or of constraint equations for the parameters) \( m_{\text{eff}} = m \) (Sec. 5) and \( \text{AIC}_p = \text{AIC} \).

We note that the difference between AIC and \( \text{AIC}_p \) i.e. the replacement \( m \to m_{\text{eff}} \) arises because we do not assume that the models obey the maximum-likelihood condition in our derivation of

---

**Figure 4.** Illustration of varying model complexity in the Gauss-Hermite (parametric) fits (left panels) and the non-parametric fits (right panels). The generating model is the Gauss-Hermite series with \( n_{GH} = 10 \) as shown in the solid curve in Fig. 1. Each panel shows five gray lines, one for each of five different mock realisations of noisy data similar to the data shown in Fig. 1 but assuming a SNR of 100 at the peak of the LOSVD. From top to bottom the plot shows the goodness of fit \( \chi^2 \), the number of effective parameters \( m_{\text{eff}} \) and \( \chi^2 + m_{\text{eff}} \). The number of data points, \( N_{\text{data}} = 71 \), is illustrated by the horizontal dotted lines. A statistically viable model must have a \( \chi^2 + m_{\text{eff}} \leq N_{\text{data}} \) which is a discrete parameter of the parametric fits, its actually allowed values are highlighted in blue, the gray lines connecting the points have been added to better illustrate the trend. In the non-parametric case, \( \alpha_S \) is a differentiable parameter and \( m_{\text{eff}} \) is a continuous function. For the parametric fits the model flexibility increases with the maximum order of the Gauss-Hermite fit, \( n_{GH} \). For \( n_{GH} \geq 10 \) all fits become statistically viable. In the non-parametric case, the flexibility decreases as a function of the smoothing parameter \( \alpha_S \), together with \( m_{\text{eff}} \). Below \( \alpha_S \leq 10^{10} \) all models lead to statistically acceptable fits. The middle-left panel confirms \( m_{\text{eff}} = n_{GH} + 1 \), i.e. the expected number of parameters for the parametric case.

\( \text{AIC}_p \) as is the case for the classical AIC. Therefore \( \text{AIC}_p \) encompasses penalised models as well. However, we want to stress that our derivation is independent of the specific conditions for penalised maximum-likelihood models, meaning \( \text{AIC}_p \) is not restricted to these models and may be applied in an even more general sense.

---

**7 EXAMPLE RESULTS**

Fig. 4 shows the result for both the parametric method (left panels) and the non-parametric method (right panels) in terms of fits to five different mock data realisations. In the parametric case, as expected, the number of fit variables \( n_{GH}(+1) \) increases with \( n_{GH} \) and therefore the \( \chi^2 \) decreases with \( n_{GH} \) (top-left and middle-left panels). In fact, as long as \( n_{GH} < 10 \) i.e. when the number of fitted variables is smaller than in the generating model – the fits do not yield a statistically viable fit to the data, because \( \chi^2 + m_{\text{eff}} \gg N_{\text{data}} \) (bottom-left panel). For \( n_{GH} \geq 10 \), while \( \chi^2 \) continues to decrease with increasing \( n_{GH} \), all fits actually provide statistically equivalent representations of the
data as $\chi^2 + m_{\text{eff}}$ stays roughly constant in this regime. Implying the improvement in the goodness-of-fit $\chi^2$ is not significant but just as large as expected from the increased model flexibility.

The non-parametric fits (right panels) behave similar, though $m_{\text{eff}}$ increases from left to right (opposite to the parametric case) in this representation of $\alpha_S$. For low values of $\alpha_S$ the models are essentially unaffected by the smoothing penalty. As a result, each model variable $l_i$ becomes an entirely independent model variable and $m_{\text{eff}} = N_{\text{data}}$. In this regime, the model adapts perfectly to the noise in the data with $\chi^2 \rightarrow 0$. The larger $\alpha_S$ the stronger the smoothing constraints become, meaning that $m_{\text{eff}}$ continuously decreases whereas $\chi^2$ accordingly increases. Over a large interval of $\alpha_S$ this happens at constant $\chi^2 + m_{\text{eff}} \approx N_{\text{data}}$, i.e. while the model becomes smoother it still leads to a statistically viable representation of the data. At some point, however, the smoothing constraints become so dominant that $\chi^2$ and $\chi^2 + m_{\text{eff}}$ increase significantly above $N_{\text{data}}$. In that case the model becomes so dominated by the smoothing function that it can not yield a good representation of the data anymore. A noticeable difference between the parametric and the non-parametric fits is that the non-parametric $\chi^2/\chi^2 + m_{\text{eff}}$ curves appear to be much smoother than the parametric fits. We will come back to this in Sec. 8.4.

Fig. 5 shows the AIC$_p$ (top panels), the recovery of the input model at the lowest AIC$_p$ (bottom panel) and the rms (root-mean-square) between the generating input model and recovery from the fit (middle panels) – again for both the parametric and the non-parametric fits. For the rms we sum over the squared differences between the generating model and the fit at the $N_{\text{data}}$ argument values of the data points. Unsurprisingly, the AIC$_p$ of the parametric fits has a minimum at $n_{\text{GH}} = 10$, the value used for the input model. For larger $n_{\text{GH}}$, even though the goodness-of-fit $\chi^2$ improves, the AIC$_p$ increases again because the models do not lead to a significantly better fit. This behaviour of the AIC$_p$ is mirrored exactly by the rms. The fact that the rms worsens with increasing $n_{\text{GH}}$ even though fits with $n_{\text{GH}} > 10$ are statistically viable is due to the fact that the models adapt more and more to the noise in the data, i.e. they start to overfit. The recovered LOSVDs at the optimum $n_{\text{GH}}$ agree very well with the input model.

The good recovery of the input model with the parametric fits is not that surprising since the data generating model (eq. 1) is among the candidates models in this case. However, the recovery with the non-parametric models is almost equally good (right panels) even though in this case the generating model is not among the candidates. Again, the change of rms and the behaviour of the AIC$_p$ are very similar and the minimum AIC$_p$ is found to be where the recovery of the LOSVD is best. This shows that one can identify the optimal smoothing, or equivalently the optimum number of fit variables, even in the non-parametric case using the AIC$_p$ optimization and our definition of effective free parameters (Sec. 5).

These above results and the fact that one can identify the model with the optimum number of fit variables from the AIC$_p$ and the $m_{\text{eff}}$ does not depend on the assumed SNR. For the above fits, the SNR at the peak of the LOSVDs was set to SNR=100. Fig. 6 shows the results for SNR=10. While the recovery of the LOSVDs gets more difficult due to the increased noise in the data, one can still identify the model with the optimum degree of model flexibility with the above described method.
EVALUATING THE EFFICIENCY

It is common in non-parametric models to calibrate the smoothing by use of Monte Carlo simulations. With the above bootstrap approach such simulations are not necessary anymore. However, the efficiency of this approach will depend on the number of bootstrap iterations $N_{\text{boot}}$ necessary to obtain an accurate estimate of the optimum $\sigma_S$.

In the AIC$_p$ framework the best choice for $\sigma_S$ follows from

$$\frac{d\text{AIC}_p}{d\sigma_S} = 0$$

or

$$\frac{d\chi^2}{d\sigma_S} = -2 \frac{d\sigma_{\text{eff}}}{d\sigma_S},$$

respectively. Therefore we actually only need an accurate estimate for $d\sigma_{\text{eff}}/d\sigma_S$, rather than for $\sigma_{\text{eff}}$ itself, to determine the optimum degree of smoothing $\sigma_S$.

In this section we will compare the scatter in $m_{\text{eff}}$ itself and the scatter of its derivative $d\sigma_{\text{eff}}/d\sigma_S$ with the goal to predict the number of bootstraps iterations $N_{\text{boot}}$ required to find the optimum $\sigma_S$.

### 8.1 Bootstrap scatter in $m_{\text{eff}}$

To estimate the scatter in $m_{\text{eff}}$ it is convenient to define

$$a_i = \frac{f_i(\Theta^*_S) - f_i(\Theta^*_S)}{\epsilon_i}$$

and

$$b_i = \frac{z_i^* - f_i(\Theta^*_S)}{\epsilon_i}$$

and treat them as random variables. The products $c_i = a_i b_i$ define the individual contributions to $m_{\text{eff}}^\ast$ (eq. 6) such that

$$\text{Var}(m_{\text{eff}}^\ast) = \text{Var} \left( \sum_i N_{\text{data}} c_i \right).$$

From stochastic theory we can use Bienaymé’s identity:

$$\text{Var} \left( \sum_i N_{\text{data}} c_i \right) = \sum_i \text{Var}(c_i) + \sum_{i \neq j} \text{Cov}(c_i, c_j)$$

and

$$\text{Var}(c_i) = \text{Cov}(a_i^2, b_i^2) = [\text{Cov}(a_i, b_i) + E(a_i) E(b_i)]^2 + \left[ \text{Var}(a_i) + E(a_i)^2 \right] \left[ \text{Var}(b_i) + E(b_i)^2 \right]$$

(22)

to evaluate eq. 20. By construction, $E(b_i) = 0$ and $\text{Var}(b_i) = 1$ such that eq. (22) simplifies to

$$\text{Var}(c_i) = \text{Cov}(a_i^2, b_i^2) - \text{Cov}(a_i, b_i)^2 + \text{Var}(a_i^2).$$

The quantities $a_i$ and $b_i$ (and $c_i$, respectively) can be calculated during the bootstrap iterations. After all $N_{\text{boot}}$ bootstrap iterations, the scatter of $m_{\text{eff}}$ is

$$\text{Var}(m_{\text{eff}}) = \text{Var}(m_{\text{eff}}^\ast)/N_{\text{boot}}$$

(24)

and can be estimated using the above equations.

The left panels of Fig. 7 illustrate estimates of $m_{\text{eff}}$ based on different $N_{\text{boot}}$ (solid lines) together with the calculated scatter $\Delta m_{\text{eff}} = \sqrt{\text{Var}(m_{\text{eff}})}$ (dotted lines). We also include $m_{\text{eff}}$ for $N_{\text{boot}} = 2500$ as a reference (dashed line). Both, the estimate for $m_{\text{eff}}$ and for its scatter improve with increasing $N_{\text{boot}}$ such that they can be determined with any desired accuracy. In practice, already after a relatively low number of bootstrap iterations $N_{\text{boot}} \sim 10$ the scatter from eq. 24 captures the uncertainty in $m_{\text{eff}}$ very well and can be used to estimate the required $N_{\text{boot}}$.

The exact behaviour of $m_{\text{eff}}$ and $\Delta m_{\text{eff}}$ will depend on the model function, the data and the smoothing function. However, in many cases – as in Fig. 7 – the scatter $\Delta m_{\text{eff}}$ can be presumed to increase with $\sigma_S$. Especially when the smoothing function biases the fit towards a single unique solution. If this favored reference model is not well chosen and far away from the true generating model (compared to $\epsilon_i$) the $\Delta m_{\text{eff}}$ will be dominated by the $E(X_i^2)$ term (cf. eq. 22) leading to a large scatter in $m_{\text{eff}}$.

In our case, the smoothing function does not prefer a single unique set of values for the fitted $f_i$ because any straight line with any combination of slope/intercept will minimise the penalty function. Still, the scatter in $m_{\text{eff}}$ increases noticeably with $\sigma_S$. As a rule of thumb we found that the scatter typically grows with $\chi^2(\sigma_S)$, i.e. the goodness of fit of the original model $f(\Theta_S)$ at $\sigma_S$. Fortunately this also means that the regions with the largest scatter are typically not of interest anyways.

### 8.2 Bootstrap scatter in $d\sigma_{\text{eff}}/d\sigma_S$

As stated above, for the AIC$_p$ optimisation of $\sigma_S$ the scatter in $d\sigma_{\text{eff}}/d\sigma_S$ and not in $m_{\text{eff}}$, is the more important quantity. Therefore we will now evaluate the scatter in the derivative of $m_{\text{eff}}$ with respect to $\sigma_S$.

Suppose we have two estimates of $m_{\text{eff}}$ at two neighbouring values of $\sigma_S$, $m_{\text{eff}}(\sigma_S)$ and $m_{\text{eff}}(\sigma_S + d\sigma_S)$. The variance of the difference $d\sigma_{\text{eff}}^\ast = m_{\text{eff}}^\ast(\sigma_S + d\sigma_S) - m_{\text{eff}}^\ast(\sigma_S)$ is

$$\text{Var}(d\sigma_{\text{eff}}^\ast) = \text{Var}(m_{\text{eff}}^\ast(\sigma_S)) + \text{Var}(m_{\text{eff}}^\ast(\sigma_S + d\sigma_S)) - 2 \text{Cov}(m_{\text{eff}}^\ast(\sigma_S), m_{\text{eff}}^\ast(\sigma_S + d\sigma_S)).$$

(25)

and, in analogy to $m_{\text{eff}}$,

$$\text{Var}(d\sigma_{\text{eff}}) = \text{Var}(d\sigma_{\text{eff}}^\ast)/N_{\text{boot}}.$$  

(26)

What matters here – beyond the scatter of $m_{\text{eff}}$ itself – is the correlation or covariance between neighbouring fits. For our penalty function (eq. 3) the curves of the individual $m_{\text{eff}}^\ast(\sigma_S)$ are a smooth function of $\sigma_S$ (cf. Fig. 7). This is ensured if the penalty function is differentiable in $\sigma_S$, because then the correlation between neighbouring models is nearly maximal. E.g. if a specific noise pattern led to a bootstrap data set $z$ that happened to result in a relative large $m_{\text{eff}}^\ast$ at $\sigma_S$ (compared to the mean $m_{\text{eff}}(\sigma_S)$) then this will very likely also be true for $m_{\text{eff}}^\ast(\sigma_S + d\sigma_S)$. This holds locally if one uses the same noise pattern for neighbouring models. When comparing bootstrap fits at sufficiently different $\sigma_S$ this correlation will be weaker or might disappear completely (i.e. some of the $m_{\text{eff}}^\ast$ of Fig. 7 cross).

In the middle column of panels of Fig. 7 we plot $d\sigma_{\text{eff}}/d\sigma_S$ for different $N_{\text{boot}}$ together with $\Delta m_{\text{eff}} = \sqrt{\text{Var}(m_{\text{eff}})}$. Due to the high degree of correlation between fits (and $m_{\text{eff}}$) at neighbouring $\sigma_S$, the scatter in $d\sigma_{\text{eff}}$ is very much reduced and even with less than $N_{\text{boot}} \leq 10$ bootstraps one can identify the characteristic behaviour of $d\sigma_{\text{eff}}$.

Finally, the panels at the very right of Fig. 7 show AIC$_p(\sigma_S)$ for different $N_{\text{boot}}$. For the optimisation of $\sigma_S$ the $\chi^2(\sigma_S)$ term is significant as well. Similarly to $m_{\text{eff}}$ we have

$$\text{Var}(d\chi^2) = \text{Var}(\chi^2(\sigma_S)) + \text{Var}(\chi^2(\sigma_S + d\sigma_S)) - 2 \text{Cov}(\chi^2(\sigma_S), \chi^2(\sigma_S + d\sigma_S)).$$

(27)
and basically all the above considerations about $m_{\text{eff}}$ can be taken over to $\chi^2(\alpha_S)$. As long as the penalty is differentiable in $\alpha_S$ the function $\chi^2(\alpha_S)$ will be smooth (its actual behaviour is shown in the top-right panel of Fig. 4). Consequently it is not surprising that the AIC$_p$ curves are very smooth even for very small $N_{\text{boot}}$. The vertical dotted line in the right panels of Fig. 7 indicates the value of the smoothing factor $\alpha_S$ where the rms between the generating model and the fit has its minimum, i.e. the best model. In all the cases plotted in Fig. 7 – even for $N_{\text{boot}}$ as small as $N_{\text{boot}} = 5$ – this best model is correctly recovered by the AIC$_p$.

8.4 Model Correlations

It is worth looking at the differences between the non-parametric case and the parametric case. The parametric analogue to the differentiable smoothing factor $\alpha_S$ is the order $n_{\text{GH}}$ of the parametric models. In contrast to $\alpha_S$, $n_{\text{GH}}$ is not a differentiable parameter. Rather, it is discrete. Hence, even fits with “adjacent” $n_{\text{GH}}$, i.e. fits at $n_{\text{GH}}$ and $n_{\text{GH}} + 2$ are considerably different and less correlated than models with adjacent $\alpha_S$ are. This can be clearly seen from a comparison of the amount of scatter in the $\chi^2$ curves shown in the top panels of Fig. 4. The discrete nature of $n_{\text{GH}}$ in the parametric models and the respective weaker correlation between models with similar but not identical $n_{\text{GH}}$ suppresses the covariance term in the analogue of eq. 27 for the parametric case. This leads to the jagged $\chi^2(n_{\text{GH}})$ curves in the parametric case – in contrast to the smooth $\chi^2(\alpha_S)$ in

Figure 7. Scatter analysis of the models presented in Figs. 4 and 5. Left panels: number of effective parameters $m_{\text{eff}}$ as a function of the smoothing factor $\alpha_S$ for different $N_{\text{boot}}$ (labelled in each panel). The colored solid curves show the mean $m_{\text{eff}}$ over the respective $N_{\text{boot}}$, the dotted lines indicate $\Delta m_{\text{eff}}$. For reference, the gray dashed line represents the case for $N_{\text{boot}} = 2500$. In the three panels with $N_{\text{boot}} \leq 50$ the individual $m_{\text{eff}}$ from each individual bootstrap iteration are included as well (thin solid lines). Most of the scatter in $m_{\text{eff}}$ comes from individual $m_{\text{eff}}$ being scattered in the vertical direction as a whole in response to the particular noise pattern of each bootstrap iteration. The behaviour $m_{\text{eff}}^*(\alpha_S)$ depends very little on the noise pattern, in particular locally. Middle panels: similar as the left panels but the derivative $\Delta m_{\text{eff}}/\Delta \log \alpha_S$ is shown instead of $m_{\text{eff}}$. Rather than $m_{\text{eff}}$ it is this derivative that is crucial to find the minimum of AIC$_p$. Because the scatter in $m_{\text{eff}}$ mostly results from vertical shifts in the entire curves $m_{\text{eff}}^*(\alpha_S)$, the derivative $\Delta m_{\text{eff}}/\Delta \log \alpha_S$ is very easy to compute with a higher accuracy, even with small $N_{\text{boot}}$. Right panels: AIC$_p$ as a function of $\alpha_S$ for different $N_{\text{boot}}$. The vertical dotted line indicates the value of $\alpha_S$ where the rms between in the generating input model and the reconstruction fit is smallest. For all the shown $N_{\text{boot}}$ it is correctly recovered by the minimum of AIC$_p$. In many situations even a single bootstrap iteration can be enough to get a decent optimisation of the smoothing in a non-parametric fit.

8.3 Is a single bootstrap iteration enough to optimise $\alpha_S$?

The small scatter in $\Delta m_{\text{eff}}/\Delta \log \alpha_S$ and $\chi^2(\alpha_S)$ that results from the high degree of correlation between models with neighbouring $\alpha_S$ in case of a differentiable smoothing function make the model selection with $m_{\text{eff}}$ a very efficient ansatz to optimise the smoothing in any kind of fit. In fact, in many cases already a single bootstrap iteration can be enough to get a decent estimate of $\alpha_S$.

We illustrate this in Fig. 8 which is similar to Figs. 4 and 5 but the number of bootstrap iterations has been reduced to $N_{\text{boot}} = 1$ and only AIC$_p$, $m_{\text{eff}}$ and the recovery of the input model are displayed. It is remarkable how well the recovery of the input model works: after a single iteration, without any separate Monte Carlo simulations to calibrate $\alpha_S$, the recovery with the smallest rms is identified.
Figure 8. Similar to Figs. 4 and Fig. 5 but the number of bootstrap iterations to calculate $m_{\text{eff}}$ has been reduced to $N_{\text{boot}} = 1$. The figure only shows AIC$_p$ and $m_{\text{eff}}$. The recovery of the input model is almost not affected by the highly reduced number of bootstraps.

the non-parametric case. When the degree of correlation between the models is low, then both $\chi^2$ and $m_{\text{eff}}$ become noisy.

As we have seen in Sec. 8.1, the noise in $m_{\text{eff}}$ can be made arbitrarily small with a sufficiently large $N_{\text{boot}}$, i.e. by averaging over different noise patterns in the artificial bootstrap data. The noise in $\chi^2$ can be reduced in an analogous way, but this requires repeated measurements, i.e. averaging over different noise patterns in the actual data.

This is illustrated in Fig. 9 where some of the parametric fit results that were already shown in Figs. 4 and 5 are plotted again. However, in addition to the results for the five individual mock data sets, we also show the respective averages over fits to 20 mock data sets. As expected, these averages become perfectly smooth$^5$.

Note that the non-parametric fits do not suffer from such a strong dependence on the mock noise since they depend in a differentiable way on the respective parameter $\sigma_S$. The high degree of correlation between neighbouring models makes both the $\chi^2$ and the $m_{\text{eff}}$ terms well behaved in this case. The model selection via $m_{\text{eff}}$ is therefore very efficient to obtain the optimal smoothing in non-parametric models.

9 SUMMARY

We have introduced a simple data-driven method to optimise the smoothing of parametric and non-parametric models without the need of separate Monte-Carlo simulations. The method builds on a generalised concept of effective number of parameters (Ye 1998; Lipka & Thomas 2021) that can be easily computed for each model based on bootstrap simulations (cf. eq. 7). It quantifies the complexity of a model in a very flexible way that can be used in linear as well as non-linear models, in models with or without constraint equations for the parameters and in models with or without penalties. In the simplest situation of a penalty-free model it reduces to the classical number of fitted parameters $m$.

We have shown that the concept of effective number of parameters naturally emerges when the classical ideas of model selection are extended to models that do not fulfill the maximum-likelihood condition. In this case, the classical $\text{AIC} = \chi^2 + 2m$ can be generalised to $\text{AIC}_p = \chi^2 + 2m_{\text{eff}}$. For linear models this holds exactly. The generalised $\text{AIC}_p$ can be applied to the large class of penalised maximum-likelihood models in particular.

As an application of the generalised model selection for penalised models we have tested two classes of fits to some mock data loosely inspired by the problem of fitting the shape of an emission line in a galaxy spectrum. The first model class is parametric and we showed how the generalised model selection leads to the recovery of the correct order of the fitting function. In this case the results of the generalised model selection and the classical $\text{AIC}$ are supposed to coincide and they indeed do. In our second example, we showed how well the generalised model selection works to optimise the strength of a smoothing penalty in a non-parametric model. Note that for all the recoveries presented in this paper, the code was not provided a value for the smoothing factor but determined the optimal smoothing purely by itself and the data.

We have discussed in detail the efficiency of the method. While it does not require separate Monte-Carlo simulations to calibrate the optimal smoothing it requires bootstrap simulations to compute the effective number of parameters. A great advantage of the method is that for smooth model functions the number of required bootstraps is

Figure 9. Left panels: same as the left panels in Fig. 4, but the results have been averaged over 20 mock data sets. For comparison, the thin lines show again the results of the left panels in Fig. 4. Right panels: same as the left panels in Fig. 5 but the results have been averaged over 20 mock data sets. As in the left panels, the results of Fig. 5 are shown for comparison as well (thin lines). This example shows how jiggled $\chi^2$ curves that result from a lack of correlation between "neighbouring" models are smoothed out in the average over repeated measurements. (Such an average corresponds to the expectation $E_y$ in eq. 9.)

$^5$ In the context of eq. 9 we here perform the expectation $E_y$. 
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very low, of the order of 10 or even less. Each bootstrap represents a fit to a new – bootstrapped – data set, meaning that the extra-cost to optimise the smoothing is to do 10 rather than one fit per smoothing value.

The generalised model selection has probably many astrophysical applications. In a previous paper we have already experimented with the generalised model selection in the context of orbit superposition models with tens of thousands of parameters and non-linear smoothing (entropy) constraints. There, the best generalised model selection criterion was the one derived here and model selection turned out necessary to obtain unbiased model results (Lipka & Thomas 2021).

In a companion paper we will introduce a new spectral fitting code that makes use of the here discussed concepts to measure non-parametric line-of-sight velocity distributions of stars in galaxies (Thomas et al., in preparation). We anticipate that the method can be applied in many other situations like non-parametric deprojections (Magorrian 1999; de Nicola et al. 2020) or any other situation where substructure has to be separated from noise like in strong gravitational lensing. Moreover, it is not tied to smoothing problems. The strength of any penalty function can be optimised in the same way as outlined here.
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APPENDIX A: THE EQUIVALENCE OF $m$ AND $m_{\text{eff}}$ IN MODELS WITHOUT A PENALTY

The bootstrap data are constructed by adding noise to the best-fit model obtained from the actual data. The $\chi^2$ of the bootstrapped data with respect to the original model reads

$$
\chi^2_{\text{prior}} = \sum_{i=1}^{N_{\text{data}}} \left( \frac{z_i^* - f_i(\hat{\Theta}_y)}{\epsilon_i} \right)^2.
$$

We call this quantity $\chi^2_{\text{prior}}$ because it represents the residuals prior to the bootstrap fit. $\chi^2_{\text{prior}}$ follows a $\chi^2$ distribution with $N_{\text{data}}$ degrees of freedom, i.e. $E(\chi^2_{\text{prior}}) = N_{\text{data}}$.

After the bootstrap fit, the $\chi^2$ with respect to the best-fit model obtained from the bootstrapped data reads

$$
\chi^2_{\text{posterior}} = \sum_{i=1}^{N_{\text{data}}} \left( \frac{z_i^* - f_i(\hat{\Theta}_y^*)}{\epsilon_i} \right)^2.
$$

To contrast it from the above $\chi^2_{\text{prior}}$ we call it $\chi^2_{\text{posterior}}$ because it represents the residuals posterior to the bootstrap fit. For a linear model with $m$ independent variables $\chi^2_{\text{posterior}}$ follows a $\chi^2$ distribution with $N_{\text{data}} - m$ degrees of freedom implying $E(\chi^2_{\text{posterior}}) = N_{\text{data}} - m$.

With some simple algebraic conversions, Eq. 7 can be written as

$$
E(m_{\text{eff}}) = E(\chi^2_{\text{prior}}) - E(\chi^2_{\text{posterior}}) + \sum_{i=1}^{N_{\text{data}}} E \left( \left( f_i(\hat{\Theta}_y^*) - z_i^* \right) \left( f_i(\hat{\Theta}_y^*) - f_i(\hat{\Theta}_y) \right) \right) \tag{A3}
$$

and further transformed into

$$
m_{\text{eff}} = E(\chi^2_{\text{prior}}) - E(\chi^2_{\text{posterior}}) + \sum_{i=1}^{N_{\text{data}}} \left( \frac{f_i(\hat{\Theta}_y^*) - z_i^*}{\epsilon_i^2} \right) f_i(\hat{\Theta}_y) - \sum_{i=1}^{N_{\text{data}}} \left( \frac{f_i(\hat{\Theta}_y^*) - z_i^*}{\epsilon_i^2} \right) f_i(\hat{\Theta}_y^*) \tag{A4}
$$

In the absence of a penalty $P$ the mean of the fit is invariant under the bootstrap iterations, $E(f_i(\hat{\Theta}_y^*)) = f_i(\hat{\Theta}_y)$ (App. B). Since by construction $E(z_i^*) = f_i(\hat{\Theta}_y)$ the last sum of expectation values therefore vanishes. Moreover, without a penalty function it can also be shown that

$$
\sum_{i=1}^{N_{\text{data}}} E \left( \frac{z_i^* f_i(\hat{\Theta}_y^*)}{\epsilon_i^2} \right) = \sum_{i=1}^{N_{\text{data}}} E \left( \frac{f_i(\hat{\Theta}_y^*) f_i(\hat{\Theta}_y)}{\epsilon_i^2} \right) \tag{A5}
$$

(App. B) meaning that also the first sum of expectation values in eq. A4 vanishes.

Hence, for linear models without constraints and penalties

$$
m_{\text{eff}} = E(\chi^2_{\text{prior}}) - E(\chi^2_{\text{posterior}}) = m. \tag{A6}
$$

This means that in the absence of a penalty term, $m_{\text{eff}}$ behaves exactly as the classical number of variables $m$. In this case, $m$ is a measure of the responsiveness of the model to noise. The equality is no longer guaranteed when the parameter estimation is subject to a penalty term.

APPENDIX B: SPECIFIC PROPERTIES OF LINEAR MODELS

A linear model with $m$ parameters can be represented by a matrix $\mathbf{A}$ and the parameter vector $\Theta = (\Theta_1, \ldots, \Theta_m)$ such that the model vector $f = \mathbf{A} \Theta$ or, in index notation,

$$
f_i = \sum_{k=1}^{m} A_{ik} \Theta_k. \tag{B1}
$$
The matrix $\mathbf{A}$ consists of the partial derivatives of the model $f$ with respect to the parameters $\Theta$.

$$\frac{\partial f_i}{\partial \Theta_k} = A_{ik}. \quad (B2)$$

For simplicity we assume uncorrelated Gaussian errors such that the log-likelihood of the model reads log $L = -\chi^2/2$ where

$$\chi^2 = (y - \mathbf{A}\Theta)^T \Sigma^{-1} (y - \mathbf{A}\Theta). \quad (B3)$$

Here, $y$ is the data vector and $\Sigma$ is the variance-covariance matrix.

At the fitted parameter values $\hat{\Theta}_y$ the model reads

$$f_i(\hat{\Theta}_y) = \sum_{k=1}^{m} A_{ik} \hat{\Theta}_{y,k} \quad (B4)$$

and the bootstrap can be written as

$$z_i^\kappa = \sum_{k=1}^{m} A_{ik} \hat{\Theta}_{y,k} + \Delta z_i^\kappa \quad (B5)$$

where $\Delta z_i^\kappa$ is the bootstrap noise of iteration $\kappa$. Finally,

$$f_i(\hat{\Theta}_y^\kappa) = \sum_{k=1}^{m} A_{ik} \hat{\Theta}_{y,k}^\kappa. \quad (B6)$$

The $\chi^2$ minimisation implies

$$\sum_{i=1}^{N_{\text{data}}} \left( \frac{2(z_i^\kappa - f_i(\hat{\Theta}_y^\kappa))}{\epsilon_i^2} \frac{\partial f_i}{\partial \Theta_j} (\hat{\Theta}_y^\kappa) \right) = 0. \quad (B7)$$

which for the linear models translates into the $m$ equations

$$\sum_{i=1}^{N_{\text{data}}} \left( \frac{2(z_i^\kappa - f_i(\hat{\Theta}_y^\kappa))}{\epsilon_i^2} A_{ik} \right) \hat{\Theta}_{y,k} + \Delta z_i^\kappa = 0 \quad (B8)$$

for $j = 1, \ldots, m$. Taking the expectation value of the above over many bootstrapped data samples $z$ we can simplify using $E(\Delta z_i^\kappa) = 0$ and with

$$B_{kj} = \sum_{i=1}^{N_{\text{data}}} A_{ki}^T A_{ij} \quad (B9)$$

and $A_{ij} = A_{ij}/\epsilon_i$ these $m$ equations read

$$\sum_{k=1}^{m} B_{kj} E(\hat{\Theta}_{y,k^\kappa} - \hat{\Theta}_{z,k}^\kappa) = 0. \quad (B10)$$

When the $m$ variables are independent the matrix $\mathbf{A}$ has maximum rank and $\mathbf{B}$ is a $m \times m$ matrix of rank $m$. Then the bootstrap assumption $E(f_i(\hat{\Theta}_y^\kappa)) = f_i(\hat{\Theta}_y)$ follows because the expectation values $E(\hat{\Theta}_{y,k^\kappa} - \hat{\Theta}_{z,k}^\kappa)$ have to be zero and $E(\hat{\Theta}_{z,k}^\kappa) = \hat{\Theta}_{y,k}$ implies $E(f_i(\hat{\Theta}_y^\kappa)) = f_i(\hat{\Theta}_y)$.

Multiplying the $m$ equations of the maximum-likelihood condition

$$\sum_{i=1}^{N_{\text{data}}} \left( \frac{2(z_i^\kappa - f_i(\hat{\Theta}_y^\kappa))}{\epsilon_i^2} \frac{\partial f_i}{\partial \Theta_j} (\hat{\Theta}_y^\kappa) \right) = 0, \quad (B11)$$

$j = 1, \ldots, m$, each by $\hat{\Theta}_{z,j}^\kappa$,

$$\sum_{i=1}^{N_{\text{data}}} \left( \frac{2(z_i^\kappa - f_i(\hat{\Theta}_y^\kappa))}{\epsilon_i^2} \frac{\partial f_i}{\partial \Theta_j} (\hat{\Theta}_y^\kappa) \right) \hat{\Theta}_{z,j}^\kappa = 0 \quad (B12)$$

then

$$\sum_{i=1}^{N_{\text{data}}} \sum_{j=1}^{m} \left( \frac{2(z_i^\kappa - f_i(\hat{\Theta}_y^\kappa))}{\epsilon_i^2} \frac{\partial f_i}{\partial \Theta_j} (\hat{\Theta}_y^\kappa) \right) \hat{\Theta}_{z,j}^\kappa = 0. \quad (B13)$$

and, thus, for linear models

$$\sum_{i=1}^{N_{\text{data}}} \left( \frac{z_i^\kappa - f_i(\hat{\Theta}_y^\kappa)}{\epsilon_i^2} \right) f_i(\hat{\Theta}_y^\kappa) = 0 \quad (B14)$$

which means that

$$\sum_{i=1}^{N_{\text{data}}} E \left( \frac{z_i^\kappa - f_i(\hat{\Theta}_y^\kappa)}{\epsilon_i^2} \right) = \sum_{i=1}^{N_{\text{data}}} E \left( f_i(\hat{\Theta}_y^\kappa) f_i(\hat{\Theta}_y^\kappa) \right). \quad (B15)$$

Under the condition of a penalised maximum likelihood the penalty function $P$ modifies eq. B7 to

$$\sum_{i=1}^{N_{\text{data}}} \left( 2(z_i^\kappa - f_i(\hat{\Theta}_y^\kappa)) \frac{\partial f_i}{\partial \Theta_j} (\hat{\Theta}_y^\kappa) \right) - \alpha \frac{\partial P}{\partial \Theta_j} = 0. \quad (B16)$$

Consequently, even for linear models neither $E(f_i(\hat{\Theta}_y^\kappa)) = f_i(\hat{\Theta}_y)$ nor eq. B15 can be assumed to hold in this case.

For linear models as above

$$\frac{\partial \log L(y|\Theta)}{\partial \Theta} = (y - \mathbf{A}\Theta)^T \Sigma^{-1} \mathbf{A} \quad (B17)$$

and

$$\frac{\partial^2 \log L(y|\Theta)}{\partial \Theta^2} = -\mathbf{A}^T \Sigma^{-1} \mathbf{A}. \quad (B18)$$

For some parameter vector $\hat{\Theta}$ this implies

$$\frac{\partial \log L(y|\hat{\Theta})}{\partial \Theta} = (y - f(\hat{\Theta}))^T \Sigma^{-1} f(\hat{\Theta}) \quad (B19)$$

and

$$\hat{\Theta}^T \left( \frac{\partial^2 \log L(y|\hat{\Theta})}{\partial \Theta^2} \right) \hat{\Theta} = -f(\hat{\Theta})^T \Sigma^{-1} f(\hat{\Theta}). \quad (B20)$$

In particular, the last expression does not depend on $\hat{\Theta}$ but only on $\hat{\Theta}$.

For linear models, the definition of $m_{\text{eff}}$ (cf. eq. 6) can be written as

$$m_{\text{eff}} = Ev \left[ \left( f(\hat{\Theta}_y) - f(\hat{\Theta}_y) \right)^T \Sigma^{-1} \left( \hat{\Theta}_y - f(\hat{\Theta}_y) \right) \right]. \quad (B21)$$
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