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Abstract

Conversational recommender systems (CRS) aim to provide high-quality recommendations in conversations. However, most conventional CRS models mainly focus on the dialogue understanding of the current session, ignoring other rich multi-aspect information of the central subjects (i.e., users) in recommendation. In this work, we highlight that the user’s historical dialogue sessions and look-alike users are essential sources of user preferences besides the current dialogue session in CRS. To systematically model the multi-aspect information, we propose a User-Centric Conversational Recommendation (UCCR) model, which returns to the essence of user preference learning in CRS tasks. Specifically, we propose a historical session learner to capture users’ multi-view preferences from knowledge, semantic, and consuming views as supplements to the current preference signals. A multi-view preference mapper is conducted to learn the intrinsic correlations among different views in current and historical sessions via self-supervised objectives. We also design a temporal look-alike user selector to understand users via their similar users. The learned multi-aspect multi-view user preferences are then used for the recommendation and dialogue generation. In experiments, we conduct comprehensive evaluations on both Chinese and English CRS datasets. The significant improvements over competitive models in both recommendation and dialogue generation verify the superiority of UCCR. The source code will be available on https://github.com/lisk123/UCCR.

CCS Concepts

- Information systems → Recommender systems; • Computing methodologies → Natural language generation.
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1 Introduction

In recent years, great efforts have been made to develop the conversational recommender systems (CRS) [5, 12, 22, 32, 33, 39], which aim to provide high-quality recommendations for users in conversations. Generally, CRS methods can be roughly divided into a recommender module and a dialogue module [2, 39]. The dialogue module converses with users through natural language. In contrast, the recommender module learns user preferences based on the dialogue contents, and provides appropriate recommendations for users. For the generative CRS [18, 39], the recommended items are naturally integrated into the natural language replies and given to users. Different from traditional recommender systems [3], CRS mainly captures user preferences according to the current dialogue session, and thus should handle both natural language understanding and user modeling [6]. Currently, it has also been widely used in various real-world scenarios, such as intelligent voice assistants (e.g., “Siri”) and customer services on E-commerce platforms.

To model users’ preferences and provide high-quality recommendations, lots of CRS models focus on better natural language
In light of the observations above, we propose a novel **User-Centric Conversational Recommendation (UCCR)** framework to jointly model user’s multi-aspect information in CRS. Specifically, UCCR learns the multi-aspect user preferences mainly from three information sources, including the user’s current dialogue session, historical dialogues sessions, and look-alike users. UCCR mainly consists of four parts: (1) We first design a historical session learner to capture users’ diverse preferences in their historical sessions besides learning from the current session. Precisely, we extract multi-view user preferences from the dialogues, including the word-level semantic view, entity-level knowledge view, and item-level consuming view. The correlations between the current and historical information are also considered in historical preference learning. (2) We propose a multi-view preference mapper to learn the intrinsic correlations among different views in the current/historical sessions. The main idea is that two views of a user should be more relevant, since they reflect similar preferences of the same user. We design three self-supervised cross-view objective views between these views as supplements to the supervised losses, which enables a more sufficient training of user multi-view preferences. (3) For the look-alike user aspect, we refer to the similar users’ preferences as a user-CF based supplement to the target user’s understanding. User basic profiles and user historical behaviors, which are essential sources of personalization, could be used for the user similarity calculation. A temporal look-alike user selector is designed for more precise user generalization. (4) Finally, multi-aspect user-centric modeling is conducted to jointly encode multi-aspect multi-view user preferences into the final user representation.

Through UCCR, these multi-aspect features are properly incorporated under the guiding ideology of user-centric modeling. Compared with conventional CRS models that focus on current session understanding, our UCCR comprehensively understands users from multiple aspects (current dialogue session, historical dialogue sessions, and look-alike users) and multiple views (word, entity, and item views), which returns to the essence of user understanding in recommendations. We summarize the contributions of this work as follows:

- We emphasize the user-centric modeling in CRS, and systematively highlight and verify the significance of historical dialogue sessions and look-alike users, returning to the essence of user understanding in CRS. To the best of our knowledge, we are the first to jointly model current dialogue session, historical dialogue sessions, and look-alike users via a user-centric manner in CRS.
- We propose a set of techniques to precisely extract useful user preferences related to the current user intentions from multiple views, including a historical session learner, a multi-view preference mapper, and a temporal look-alike user selector.
- UCCR achieves the best performances against SOTA baselines on both the dialogue and recommendation parts in two real-world datasets. Extensive model analyses and ablation tests also help to better understand multi-aspects user information in CRS, shedding light on real-world applications.

## 2 Preliminaries

**Background of CRS.** Modern CRS methods [2] aim to provide high-quality items through a multi-turn dialogue with users. Thus they consist of two major components, namely recommendation...
module and dialogue generation module [41]. The dialogue generation module aims to generate utterances and converse with users. Each dialogue session may consist of multiple turns. In each dialogue turn, the dialogue module could either interact with users or recommend an item. The recommendation module aims to provide proper items according to the information in sessions.

There are mainly three objects in CRS, namely user mentioned entities, words, and items. User mentioned entities $e \in E$ are entities in certain KG extracted from dialogues, which contain structural knowledge. In contrast, words $w \in W$ reflect semantic knowledge in dialogues. In conventional CRS, items $d \in I$ are recommended mainly via user preferences learned from user mentioned entities and words in the current dialogue sessions [39]. Note that in our setting, all items (e.g., movies) are also entities in $E$ [14, 41].

**Notions of our UCCR.** In real-world CRS, a user may have multiple dialogue sessions with the system. We organize user dialogue sessions in chronological order. For a user $u$ from $U$ having $T$ dialogue sessions, we have the following definitions:

**Definition 1: Current Dialogue Session.** We regard the $T$-th session as the current dialogue session that we should recommend for. In the current (dialogue) session, when recommending items at a certain turn, all $t$ user mentioned entities $C_u = \{e^t_1, \ldots, e^t_j\}$ of the current session before this turn are viewed as the current entities. For words, the definition of current words $C_w$ is the same as $C_e$.

**Definition 2: Historical Dialogue Sessions.** We call all previous sessions before the current session as historical dialogue sessions. It also includes the historical entities $\mathcal{H}_e = \{\mathcal{H}^1_e, \ldots, \mathcal{H}^T_e\}$ and historical words $\mathcal{H}_w$ extracted from all $T-1$ sessions. Besides, the previous recommended items in historical sessions are viewed as historical preferred items $\mathcal{H}_d$. Precisely, $\mathcal{H}^l_e = \{e^l_1, \ldots, e^l_j\}$ includes all $t_j$ user mentioned entities of the $j$-th historical dialogue session, and similar as $\mathcal{H}_w$ and $\mathcal{H}_d$. We should double clarify that our proposed historical dialogue session is completely different from the dialog/conversation history used in [2, 18, 39], for their “historical” information locates in the historical sentences (turns) of the current dialogue session. To the best of our knowledge, we are the first to highlight the significance of historical dialogue sessions in generative CRS.

**Definition 3 (Look-alike Users).** The look-alike users refer to similar users. The user similarity can be calculated from multiple perspectives, such as user profiles and historical behaviors. In UCCR, we rely on the historical words, entities, and items for look-alike users learning. In light of user-CF, the look-alike users may have similar tastes, thus could enhance the user representations, which is especially effective when users only have sparse information learned from the current or historical dialogue sessions.

### 3 Method

In this section, we propose our User-Centric Conversational Recommendation (UCCR) to the CRS task. Unlike conventional CRS methods [2, 18, 39] that merely focus on the current dialogue session, our UCCR jointly models multi-aspect user features including (1) current dialogue session, (2) historical dialogue sessions, and (3) look-alike users for comprehensive user understandings.

The user-centric framework works as follows: First, in both current and historical sessions, we jointly consider word, entity, and item views to model user current and historical preferences. The historical session learner is specially designed to effectively extract useful information related to the current user intention (Sec. 3.1 and 3.2). Second, we propose the multi-view preference mapper to learn the intrinsic correlations among words, entities, and items in both current and historical sessions via multiple self-supervised objectives (Sec. 3.3). For look-alike users, as user preferences are changing dynamically, we also design a temporal look-alike user selector to find more appropriate similar users (Sec. 3.4). Finally, the overall user preferences are learned by jointly considering multi-aspect and multi-view user features (Sec. 3.5). The overview illustration of our UCCR framework is shown in Fig. 2.

#### 3.1 Current Session Learner

We first introduce how to encode the user features from the current dialogue session (i.e., current words $C_w$ and current entities $C_e$).

**3.1.1 Current Entity Learner** Following [2, 39], we use the widely-used word knowledge graph DBpedia [11] as the entity source. It stores factual knowledge triples $<e_1, r, e_2>$, where $e_1, e_2 \in E$ are entities, and $r \in R$ is the relation. Note that the user mentioned entities are pre-marked and fixed via DBpedia in our CRS datasets [14, 41]. As entity relation is important to consider, following [2, 39], we adopt the powerful R-GCN [25] to encode the structural triple information into entity representations as follows:

$$v^l_c = \sigma\left(\sum_{r \in R} \sum_{e \in E} \frac{1}{N^l_{c}} W^l_r v^l_c + W^l v^l_c\right),$$

where $v^l_c \in \mathbb{R}^d$ is the $l$-th layer’s representation of entity $e$, and $N^l_c$ is the one-hop neighbor set of $e$ under the relation $r$. $W^l_r$ and $W^l$ are trainable weights of layer $l$, and $Z_{c,r}$ is a normalization factor. For convenience, we use the last layer’s representation $v^l_c$ as the entity representation $v_c$. Via Eq. 1, the current entities $C_e = \{e^1_1, \ldots, e^T_j\}$ are transformed into an entity matrix $V_c = [v^1_c, \ldots, v^T_c]$. Next, following [2, 39], we incorporate the self-attention mechanism to aggregate the entity matrix $V_c$ according to the importance of entities. The final current entity representation $r_c^e$ is built as:

$$r^e_c = \text{R-GCN}(C_e) = \mathcal{F}(\mu_c(V_c^e)^T),$$

$$\mu_c = \text{Softmax}(b_c \text{Tanh}(W_c V_c)), \quad (2)$$

where $\mathcal{F} : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a linear transformation, $b_c \in \mathbb{R}^{1 \times d}$ and $W_c \in \mathbb{R}^{d \times d}$ are trainable weights.

**3.1.2 Current Semantic Learner** The structural knowledge in entities reflects user preferences accurately, but lacks generalization. According to [39], the semantic information of words could effectively improve the ability of preference generalization. Following [39], we adopt an external lexical dataset ConceptNet [27] to bring in prior semantic information. The semantic similarities from the dataset are used to build edges between words. Precisely, given the words in the current dialogue session $C_w = \{w^1_1, \ldots, w^T_j\}$, we first leverage GCN to learn the embeddings of current words. Then the current semantic representation $r^s_w = \text{GCN}(C_w)$ is calculated via self-attention similar as Eq. (2).

#### 3.2 Historical Session Learner

In this section, we introduce the historical information to improve user preference learning. However, directly calculating historical
session information as the current session in Sec. 3.1 will lead to poor performances, since the gap between user’s historical and current intentions may confuse the current recommendation. We believe that the historical sessions should better work as supplements under the constraints of users’ current intentions, providing additional information to complement user preferences. Hence, we propose a multi-view historical session learner to capture current-related historical information from entity, semantic, and item views.

3.2.1 Historical Entity Learner For the historical entities $H_e = \{H^1_e, \ldots, H^T_e\}$, we first learn an entity-level session representation for each dialogue $H^1_e$, and then aggregate the $T - 1$ sessions according to the similarities between current and historical sessions to learn the historical entity representation $r^h_e$.

Different from other recommender systems, users in CRS expect high-quality recommendations based mainly on the current session. The current entities are very important to reflect users’ current intentions (refer to Sec. 4.4). Hence, we attempt to extract user’s entity-view preferences related to the current entities from historical entities in the historical entity learner. Specifically, given the $j$-th historical entity set $H^j_e = \{e^j_1, \ldots, e^j_i\}$, we use the same R-GCN and self-attention in Eq. (1) and (2) to learn the $j$-th session’s entity representation $h^j_e$. Next, the similarity between these learned entity representations and the current entity $r^e_c$ is considered to weigh $T - 1$ historical sessions’ entity representations. The final historical entity representations $r^h_e$ is learned as:

$$r^h_e = \text{Agg}(r^e_c, h^j_e, \ldots, h^{T-1}_e) = \sum_{j=1}^{T-1} \varphi(h^j_e, r^e_c) h^j_e, \quad \varphi(h^j_e, r^e_c) = \text{Softmax}(h^j_e W^e_c r^e_c / \lambda_e),$$ (3)

where $\text{Agg}(\cdot)$ denotes the attention-based weighted aggregation of historical entities. Through Eq. (3), the current-related historical entity-view information is successfully extracted.

3.2.2 Historical Semantic Learner We also attempt to learn historical semantic-view information correlated to the current user intention. Differing from entities, we highlight the temporal factors for modeling historical words. The semantic information close to the current session is prone to be more important than previous sessions. Hence, considering simplicity and efficiency, using temporal factors is enough to well extract useful current-related semantic information from historical words.

Concretely, given the $j$-th historical word set $H^j_w = \{w^j_1, \ldots, w^j_i\}$, we first use the same GCN to learn the word representations $V^j_w = \{v_{w^j_1}, \ldots, v_{w^j_i}\}$ like Section 3.2.1. Then the $j$-th session representation is calculated as:

$$h^j_w = \mathcal{F}(\sum_{m=1}^{t} s(w^j_m) v_{w^j_m}),$$ (4)

where $s(w^j_m) = \text{Softmax}(1, 2, \ldots, t)[m]$ is the importance of $w^j_m$ according to the dialogue turn. Through this, a larger $m$ (i.e., a latter word $w^j_m$) will have a larger weight, which follows the assumption that the latter words are supposed to have more useful information. Then for each user, his/her all historical session representations are also aggregated by the temporal factors: $r^h_w = \sum_{j=1}^{T-1} s(h^j_w) h^j_w$, where $j$ is the index of the dialogue sessions.

3.2.3 Historical Item Learner Here we consider the historical items, which is also an important source for user modeling, as the goal of CRS is to predict the user preference on items. Considering the $j$-th historical items $H^j_i = \{i^j_1, \ldots, i^j_i\}$. We also use R-GCN and self-attention mechanisms in Eq. (1) and (2) to learn the $j$-th session’s item representation $h^j_i = \text{R-GCN}(H^j_i)$. Since the current item is unknown, we use the combination of current words and entities $p^d$ to represent the current user intention, which is defined as:

$$p^d = g(r^w_c, r^e_c) = r \cdot r^e_c + (1 - \tau) \cdot r^w_c, \quad \tau = \sigma(W_g \text{Concat}(r^w_c, r^e_c)),$$ (5)
where $\sigma$ is the Sigmoid activation function. Finally, the historical item representation is $r^h_u = \text{Agg}(p^h_{d1}, h^h_{d1}, \ldots, h^h_{d1-1})$ like Eq. (3), which directly reflect the historical consuming preferences of users.

We have also tried LSTM or GRU for the historical entity and item learner in the sequential manner. However, the computational cost is high and there is no improvement. A possible reason is that CRS is different from traditional sequential recommendations, as the current session contains the user’s main intention, and is of vital importance. Thus, for the entity and item views that contain concrete structural knowledge, considering the similarity between historical and current sessions is more reasonable than temporal factors, and outperform direct sequential models.

### 3.3 Multi-View Preference Mapper

Now we have the following representations: (1) current entities $r^e_u$, (2) current words $r^w_u$, (3) historical entities $r^h_u$, (4) historical words $r^w_h$ and (5) historical items $r^h_i$. In this section, we design several self-supervised objectives to learn the intrinsic correlations between different views. Inspired by contrastive learning [19], for two view representations $v_1$ and $v_2$ of a user, we suppose that $v_1$ and $v_2$ should be more similar than other users. Given a batch of samples $\mathcal{B}$, we minimize the self-supervised loss to align the two views as follows:

$$L_u(v_1, v_2) = \sum_{u \in \mathcal{B}} (1 - \text{sim}(v^u_1, v^u_2))^2 + \lambda_u \sum_{u, u' \in \mathcal{B}} \text{sim}(v^u_1, v^{u'}_2)^2,$$

where sim$(\cdot, \cdot)$ is the cosine similarity function that measures the correlation between two views. Here, $u'$ represents the negative users, which are all other users of batch $\mathcal{B}$ except for $u$.

Specifically, we have three alignment tasks: (1) $v_1 = r^e_u$, $v_2 = r^e_u$; (2) $v_1 = r^w_u$, $v_2 = r^e_u$; (3) $v_1 = r^h_u$, $v_2 = p^h_{d1}$; $p^h_{d1}$ is the combination of historical words and entities (refers to Eq. (5)). Here we do not align the views between current and historical information, since the user’s current intention is not always consistent with historical information in CRS. Instead, we have considered the correlations between historical and current information via current-aware aggregations and temporal factors in Eq. (3), (4) and (5).

### 3.4 Temporal Look-Alike User Selector

It is widely verified that users having similar historical behaviors are likely to share the same preferences [36]. This could be an effective supplement to the user modeling, especially when we can only learn very little from the historical and current sessions for cold-start [20, 42–44] users. However, the user preferences often evolve over dialogues dynamically [37]. Thus, simply learning one representation for each user is not proper. Here we not only search the look-alike users from the user set $\mathcal{U}$, but also consider the fine-grained user preference slices at every time points for all users.

Based on the observations, we design a new temporal look-alike user selection, considering user preference evolution in CRS. Concretely, we decompose users into multiple recommendation turns. Suppose that a user $u'$ has $K$ recommendation turns totally (if there are $T$ historical sessions and each session has $t$ recommendation turns, we have $K = t \times T$ turns in total). In each recommendation turn, the user may have distinct preferences. Thus, for the word view, at turn $k$, we first calculate the corresponding historical word representation $r^h_w(u'_k)$ and current word representation $r^w(u'_k)$ for user $u'$ at time $k$ (noted as $u'_k$). Then the look-alike user’s enhanced representation of user $u$ from user $u'$ is learned as:

$$r^w_u(u, u') = \sum_{k=1}^{K} \delta(\text{sim}(r^h_w(u), r^h_w(u'_k))) \cdot r^w(u'_k),$$

where $\delta(x) = \max(0, x - \delta_u)$ is a clip function to avoid too much noise, and $\delta_u$ is the threshold. $r^h_w(u, u')$ is viewed as the combination of $u'$ on user $u$’s current word modeling, and $r^w_u(u, u')$ equals 0 when $\text{sim}(r^h_w(u), r^h_w(u'_k))$ is smaller than $\delta_u$ for all time points. For the entity view, the formalization of $r^e_u(u, u')$ is the same as Eq. (7). $l_w(u, u')$ and $l_e(u, u')$ will be used as look-alike user supplements for $u$.

To calculate the look-alike users, for each epoch, we recompute the historical representations $r^h_w(u)$ and $r^h_i(u)$ for all users at all time points. During training, the similarity function in Eq. (7) is only used to distinguish look-alike users. For efficiency, we set a gradient block to $\text{sim}(\cdot, \cdot)$ to avoid too much computation.

### 3.5 Multi-Aspect User-Centric Modeling

In this section, we introduce the user-centric modeling from multi-aspects: current session, historical sessions, and look-alike users.

#### 3.5.1 Multi-Aspect Entity View Modeling

We first introduce the multi-aspect entity view modeling for user $u$ to get the final entity-view representation $r^e_u$ via information from three aspects:

$$r^e_u = r^e_u + \alpha_h r^h_u + \alpha_s \sum_{u' \in \mathcal{U}} r^e_{u'}(u, u'),$$

where $\alpha_h$ and $\alpha_s$ is to regulate the amount of information learned from the historical and look-alike aspects, respectively.

For the historical aspect, the coefficient $\alpha_h$ aims to balance the proportion of historical information incorporated into current session. Thus it is learned by the combination of historical and current representations:

$$\alpha_h = \mathcal{G}(\text{Concat}(r^e_u, r^h_u)) / \tau_e,$$

where $\mathcal{G}$ is a feed-forward network with Sigmoid activation function, and $\tau_e$ controls the value of $\alpha_h$. For the temporal look-alike users representation $r^e_{u'}(u, u')$, we also incorporate the coefficient $\alpha_s$. According to the performance on the validation set, we empirically set $\alpha_s$ to 1 for simplification.

#### 3.5.2 Multi-Aspect Word View Modeling

The word view representation also consists of three aspects like entity view. Similar with Eq. 8, $r^w_u$ is calculated as:

$$r^w_u = r^w_u + \beta_h r^h_w(u) + \beta_s \sum_{u' \in \mathcal{U}} r^w_{u'}(u, u'),$$

and the details could refer to Section 3.5.1.

#### 3.5.3 Multi-Aspect Item View Modeling

As user’s current preferred items are not available, the current aspect of item view is unknown and the recommender task is to predict the current item. Thus, the look-alike aspect is also not applicable to enhance item view user modeling (not applicable for current item). Thus the consuming
The learned user representation $r(u)$ is calculated as:

$$r(u) = g(r_w(u), r_e(u)) + r_d(u),$$  \hspace{1cm} (12)$$

where $g(\cdot, \cdot)$ is the combination of words and entities like Eq. (5).

### 3.6 Optimization

The learned user representation $r(u)$ is leveraged to both provide high-quality recommendations and generate utterances.

#### 3.6.1 Recommendation Objective

The probability of recommending item $d_i$ to user $u$ is calculated by the user representation $r(u)$:

$$p_{rec}(u, d_i) = \text{Softmax}(r(u)^T \cdot d_i),$$  \hspace{1cm} (13)$$

where $d_i$ is the representation of item $d_i$. Then we adopt cross-entropy loss to train the recommendation model:

$$L_{rec} = - \sum_{u \in U} \sum_{i=1}^{N_u} \log p_{rec}(u, d_i) + \lambda_{CL} \sum_{(v_1, v_2)} L_a(v_1, v_2),$$  \hspace{1cm} (14)$$

where $L_a(v_1, v_2)$ is the multi-view preference alignment loss.

#### 3.6.2 Dialogue Generation Objective

For dialogue generation, we use $r(u)$ as a bias feature:

$$p_{dial}(y_t | y_{1:t-1}) = \text{Softmax}([w_d q + M(r(u))]y_t),$$  \hspace{1cm} (15)$$

where $M$ is a linear transformation which guarantees the dimension of $M(\cdot)$ equals the vocabulary size. As $r(u)$ is injected into $p_{dial}$, the generated utterances satisfy the user needs better. Then the dialogue module is trained with the cross-entropy loss:

$$L_{dial} = - \sum_{u \in U} \sum_{t=2}^{T} \log(p_{dial}(y_t | y_{1:t-1})).$$  \hspace{1cm} (16)$$

### 3.7 Motivations and Discussions on UCCR

In this work, we systematically consider the current session, historical sessions, and look-alike users in CRS. Compared with previous CRS methods, which only use the current session features or the “historical” sentences/turns in the current session, our UCCR performs a comprehensive understanding of users in CRS. Here we give detailed discussions on all model designs.

#### Current Session Learner

It is an important source to learn user preferences and capture user intentions in CRS. We simply follow the previous works [2, 39] to encode the current session, which is not the focused contribution of our user-centric modeling in UCCR.

#### Historical Session Learner

The historical sessions are completely different from the dialogue/conversation history used in previous CRS works [2, 39, 41], as their “historical” information is actually the historical turns of the current dialogue session. The usages of historical sessions in CRS are also largely different from the historical user-item interactions [1, 31] in traditional recommendations, since the recommendation in CRS is strongly constrained by the current user intentions, while traditional recommendations are not.

Thus, the main goal of historical sessions learner is: learning current-related and regular information from historical sessions, without impeding the current session information. To achieve this goal, we model the relation between historical and current session. For the structural historical entities and items, which are concrete objects, we directly use the current representations to filter the useful information. For the historical words, which contain general semantic knowledge, we simply use the temporal factor to weight them. Both of two designs could effectively extract current-related information from historical sessions. This historical information is beneficial especially when the current session contains little information.

#### Temporal Look-alike User Selector

The main goal of temporal look-alike user selector is: leveraging the similar users’ current features to enhance the user modeling. Here the similar users are calculated by the historical features. Moreover, in CRS, user preferences often change over dialogue sessions. Thus we take the user interest evolution into consideration, selecting accurate look-alike features from each time point. When both the current and historical information is little, the look-alike feature is a useful supplement.

#### Multi-Aspect User-Centric Modeling

To jointly add historical and look-alike features without confusing the current preference, we also consider the balance between the current and historical user preferences via our multi-aspect user-centric modeling. Thus, all three aspects could jointly provide a comprehensive user modeling.

### 4 Experiment

To validate the superiority of UCCR, we conduct extensive evaluations to answer the following research questions: **RQ1**: How does our UCCR perform on the recommendation and dialogue generation tasks compared with the state-of-the-art baselines? **RQ2**: What are the benefits of UCCR in cold-start scenarios? **RQ3**: How do different components of UCCR benefit its performance, i.e., different views and different aspects? **RQ4**: How do different hyper-parameter settings impact UCCR?

#### 4.1 Experimental Settings

##### 4.1.1 Datasets

We conduct experiments on two widely-used public datasets collected from the real-world platforms, including both Chinese (TG-ReDial [41]) and English (ReDial [14]) languages. ReDial contains 10,006 dialogues consisting of 504 users related to 51,699 movies. TG-ReDial contains 10,000 dialogues consisting of
Table 1: The recommendation results. The marker * indicates that the improvement is statistically significant compared with the best baseline (t-test with p-value < 0.05).

| Dataset | TG-ReDial | ReDial |
|---------|-----------|--------|
| Method  | HR@10 | HR@50 | MRR@10 | MRR@50 | NDCG@10 | NDCG@50 | HR@10 | HR@50 | MRR@10 | MRR@50 | NDCG@10 | NDCG@50 |
| SASRec  | 0.0048 | 0.0170 | 0.0011 | 0.0016 | 0.0019 | 0.0046 | 0.0418 | 0.1598 | 0.0385 | 0.0407 | 0.0473 | 0.0712 |
| Text CNN| 0.0052 | 0.0188 | 0.0015 | 0.0022 | 0.0029 | 0.0058 | 0.0733 | 0.1810 | 0.0438 | 0.0482 | 0.0576 | 0.0808 |
| Bert    | 0.0098 | 0.0356 | 0.0027 | 0.0040 | 0.0051 | 0.0101 | 0.1499 | 0.2937 | 0.0683 | 0.0761 | 0.0813 | 0.1167 |
| ReDial  | 0.0102 | 0.0370 | 0.0028 | 0.0041 | 0.0053 | 0.0107 | 0.1733 | 0.3359 | 0.0779 | 0.0841 | 0.0969 | 0.1351 |
| KBRD    | 0.0141 | 0.0481 | 0.0045 | 0.0063 | 0.0072 | 0.0143 | 0.1827 | 0.3688 | 0.0784 | 0.0855 | 0.1004 | 0.1428 |
| TG-ReDial | 0.0168 | 0.0513 | 0.0061 | 0.0080 | 0.0088 | 0.0161 | 0.1893 | 0.3801 | 0.0801 | 0.0883 | 0.1032 | 0.1477 |
| KGSF    | 0.0175 | 0.0543 | 0.0073 | 0.0088 | 0.0096 | 0.0175 | 0.2066 | 0.4034 | 0.0837 | 0.0932 | 0.1110 | 0.1556 |
| KECRS   | 0.0113 | 0.0394 | 0.0033 | 0.0042 | 0.0057 | 0.0111 | 0.1772 | 0.3423 | 0.0780 | 0.0851 | 0.0983 | 0.1391 |
| RevCore | 0.0191 | 0.0581 | 0.0077 | 0.0093 | 0.0105 | 0.0189 | 0.2058 | 0.4088 | 0.0850 | 0.0946 | 0.1132 | 0.1583 |
| UCCR w/o En | 0.0167 | 0.0506 | 0.0071 | 0.0085 | 0.0092 | 0.0165 | 0.1976 | 0.3885 | 0.0812 | 0.0908 | 0.1084 | 0.1502 |
| UCCR w/o Wo | 0.0207 | 0.0592 | 0.0080 | 0.0095 | 0.0114 | 0.0196 | 0.2106 | 0.4196 | 0.0865 | 0.0959 | 0.1168 | 0.1613 |
| UCCR w/o It | 0.0211 | 0.0626 | 0.0082 | 0.0098 | 0.0116 | 0.0201 | 0.2146 | 0.4193 | 0.0865 | 0.0966 | 0.1173 | 0.1619 |
| UCCR    | 0.0232* | 0.0664* | 0.0088* | 0.0107* | 0.0122* | 0.0214* | 0.2161* | 0.4258* | 0.0883* | 0.0981* | 0.1182* | 0.1642* |

1,482 users related to 33,834 movies. Since we highlight the historical dialogue sessions in CRS, two datasets are split according to the chronological order. We randomly choose several users, using their last several dialogue sessions as our validation and test sets. The remaining sessions are the train set. Here we choose the last two sessions for TG-ReDial and the last four sessions for ReDial to guarantee that the whole train/validation/test sample ratio is about 8:1:1. In ReDial, some users have less than four dialogue sessions (i.e., they have no historical session information in the train set). These users are also used for evaluating UCCR in cold-start scenarios.

4.1.2 Baselines Following [41], we evaluate the superiority of our UCCR by considering the following nine representative baselines: (1) SASRec [7] only leverages user historical items for recommendation. (2) Text CNN [9] encodes utterances in the current session to learn user preferences by CNN-based model. (3) BERT [8] is a pre-training [34] model that encodes current utterances for recommendation. (4) ReDial [14] is a CRS method which adopts an auto-encoder framework. (5) KBRD [2] adopts the external knowledge graph DBpedia for user mentioned entities in current dialogue session to enhance the user representations. (6) TG-ReDial [41] presents the task of topic-guided conversational recommendation, which incorporates topic threads to control the dialogue state transitions. (7) KGSF [39] incorporates both the semantic and KG information for modeling user preferences. They use mutual information maximization to align representations of words and entities from current dialogue session. (8) KECRS [35] proposes bag-of-entity with a high-quality KG to better capture user preferences. (9) RevCore [18] incorporates the user reviews on movies to enhance CRS models.

Among baselines, SASRec, Text CNN and Bert are classical recommendation methods, and ReDial, KBRD, TG-ReDial, KGSF, KECRS and RevCore are CRS methods. All these methods only consider the current dialogue session. Besides, we do not compare [18] since it needs external user review information. For fair comparisons, we implement all the baselines and UCCR by the open-source toolkit CRSLab [38]. The hyper-parameter settings of baselines follow the best settings on CRSLab, which reaches the best performances. Note that the results of CRS methods on TG-ReDial are slightly lower than the public results, as we split the two datasets by chronological order, while previous work simply randomly split the samples, which omits the user’s historical information.

4.1.3 Evaluation Metrics The recommender module and dialogue generation module are evaluated separately. For the recommender part, we want to know whether UCCR models the user preferences and provides high-quality recommendations accurately. Thus, we adopt HR@k, MRR@k and NDCG@k for evaluation (k = 10, 50)². For the dialogue module, we consider both automatic and human evaluations. In the automatic evaluations, we adopt BLEU-2,3 [21] and perplexity (PPL) for testing the accuracy and fluency of generations, and Distinct n-gram [13, 41] (n = 2, 3, 4) for the diversity. In the human evaluations, three annotators are invited to score the Fluency and Informativeness of the generated responses. The range of scores is from 0 to 2, and the scores of three annotators are averaged.

4.1.4 Implementation Details The dimensions of embeddings are set to 128 and 300 for recommendation and dialogue respectively. The number of layers is set to 1 for both R-GCN and GCN considering effectiveness and efficiency. The hyper-parameters of both historical entities learner λ_e (Eq. (3)) and historical items learner λ_t are set to 0.1, and λ_w (Eq. (10)) in multi-view preference mapper equals 0.1. For the historical aspect of user-centric modeling, both τ_w (Eq. (9)) for words and τ_e for entities are set to 6. For the look-alike aspect, both δ_w (Eq. (10)) and δ_e (Eq. (8)) are set to 0.85. Finally, the weight of multi-view preferences mapper loss (in Eq. (14)) is 0.025. All of them are selected by grid search on the validation set. For training, we adopt the Adam optimizer [10] with a learning rate of 0.001, where the batch size is set as 128. The epochs of preference mapper training are 3, and we train the model 25 epochs for both recommendation and dialogue tasks. For baselines, hyper-parameter settings follow their own implementations, which reaches the best performances and guarantees fair comparisons.

1https://github.com/RUCAIBox/CRSLab
2Following https://github.com/RUCAIBox/CRSLab.
Table 2: Results on dialogue generation. Flu. and Inf. stand for Fluency and Informativeness, respectively. The marker * indicates that the improvement is statistically significant compared with the best baseline (t-test with p-value < 0.05).

| Method      | Dataset | TG-ReDial | ReDial |
|-------------|---------|-----------|--------|
|             | Bleu-2  | Bleu-3    | Dist-2 | Dist-3 | Dist-4 | PPL | Flu. | Inf. |
| ReDial      | 0.0409  | 0.0102    | 0.2672 | 0.5288 | 0.8012 | 55.71 | 0.71 | 0.75 |
| KBRR        | 0.0423  | 0.0119    | 0.3482 | 0.6911 | 0.9972 | 53.08 | 0.83 | 0.88 |
| KGSS        | 0.0461  | 0.0135    | 0.4447 | 1.0450 | 1.5792 | 51.27 | 1.01 | 1.09 |
| KECRS       | 0.0332  | 0.0078    | 0.1893 | 0.3799 | 0.6531 | 58.97 | 0.63 | 0.64 |
| RevCore     | 0.0467  | 0.0136    | 0.4513 | 1.0952 | 1.6631 | 51.03 | 1.06 | 1.11 |

| Method      | Dataset | RevCore | KGSS  | UCCR   |
|-------------|---------|---------|-------|--------|
|             | Bleu-2  | Bleu-3  | Dist-2| Dist-3 | Dist-4 | PPL | Flu. | Inf. |
| RevCore     | 0.0145  | 0.0145  | 0.5365 | 1.2783 | 1.9376 | 50.21 | 1.13 | 1.18 |
| KGSS        | 0.0025  | 0.0106  | 0.0818 | 0.3289 | 0.5635 | 53.24 | 1.06 | 1.22 |

4.2 Overall Performance (RQ1)

4.2.1 Recommendation The recommendation module’s results on two datasets are shown in Table 1. Based on the results, we can see that our UCCR significantly outperforms all the baselines by a large margin on both two datasets, which verifies that UCCR could successfully capture multi-aspect multi-view user preferences and achieve the SOTA performances under the user-centric manner. We analyze the effectiveness of our UCCR compared with different baselines as follows:

First, UCCR outperforms the six CRS methods, this shows the effectiveness of the user-centric modeling, which can understand users from multiple aspects. Although the current session is very important in CRS, the historical session and look-alike user aspects are also essential supplements to model users’ diverse preferences accurately, especially when there is little information in the current session. Moreover, our multi-view preference mapper also provides additional training for extracting intrinsic correlations between different views, which helps to build better user representations.

Then, our UCCR significantly outperforms the non-CRS method SASRec. SASRec is a competitive sequential recommendation (SR) method which only uses historical items to learn user preferences, and it performs badly in CRS. The reason is that SASRec ignores the core features in CRS, i.e. current session, and only depends on historical items for user modeling. In contrast, UCCR models the correlations between historical and current sessions properly in his- torical session learner, which brings in additional user preferences from historical sessions related to the current user intention.

Finally, our UCCR beats the non-CRS methods Text CNN and BERT, for they directly model user preferences from the contextual utterances. We can find that useful information in natural language is sparse and hard to extract. Hence, considering multi-view information from multiple aspects in UCCR is also essential.

4.2.2 Dialogue Generation. We also evaluate UCCR on the dialogue generation task. Here we do not compare with TG-ReDial in dialogue evaluation, since it adopts an extra pre-train model GPT-2 for generation, which is not fair comparing with other methods.

The results are shown in Table 2, and we can see that: (1) UCCR generates more fluent, diverse, and informative utterances from both automatic and human evaluations perspectives, compared with the baseline methods. The main reason is that UCCR provides better user representations by considering the historical features and look-alike users, and they serve as vocabulary bias (Eq. 16) to generate proper tokens. Thus, better user representations also improve the generation quality. (2) Besides, compared with ReDial, we can see that the external knowledge graph of entities and semantic similarity information also contribute to better generations.

4.3 Results on Cold-Start Scenarios (RQ2)

In this section, we further evaluate UCCR in the cold-start scenarios from two perspectives: (1) the current information is limited, and (2) the historical information is limited, which are practical in CRS.

4.3.1 Cold-Start Current Information Cold-start issues are common and critical in real-world CRS. Nearly 55% recommendations occur when the user mentioned entities of the current session are no more than 2 in ReDial. Thus we simulate this scenario by considering the recommendations with few current entities, i.e., users only mention 0,1,2,3 entities in the current session.

Table 3: Results of cold-start scenarios on ReDial with different number of user’s current entities.

| #Entity | Method | H@10 | H@50 | M@10 | M@50 | N@10 | N@50 |
|---------|--------|------|------|------|------|------|------|
|         | RevCore| 10.23| 26.31| 0.0317| 0.0409| 0.0483| 0.0799|
|         | UCCR   | 28.36| 0.0384| 0.0471| 0.0574| 0.0906|
| 1       | RevCore| 23.88| 41.76| 0.1094| 0.1186| 0.1377| 0.1764|
|         | UCCR   | 43.93| 0.1153| 0.1231| 0.1409| 0.1830|
| 2       | RevCore| 22.65| 41.92| 0.0939| 0.1045| 0.1271| 0.1695|
|         | UCCR   | 42.12| 0.0996| 0.1084| 0.1313| 0.1725|
| ≥ 6     | RevCore| 23.15| 44.69| 0.0859| 0.0967| 0.1202| 0.1684|
|         | UCCR   | 44.95| 0.0886| 0.0987| 0.1214| 0.1703|

The results are shown in Table 3. We can see that: (1) UCCR outperforms RevCore for all numbers of current entities. Especially, when there is no current entity, the performance of RevCore is poor as RevCore only leverages current features for user modeling. While
UCCR outperforms RevCore significantly as the user-centric modeling with multi-aspect information. It reconfirms that the historical features and look-alike users are powerful supplements to the user preferences modeling, and our UCCR learns multi-aspects user features appropriately. (2) As the number of current entities increases, the gap between RevCore and UCCR gradually narrowed, while UCCR consistently beats RevCore. (3) Moreover, we also show that our historical and look-alike features are not only useful in the beginning stage of the dialogue (lack of current entities), but also in the latter stage (plenty of current entities). In the last row of Table 3, we show the situation that current entities are no less than 6 (about 10% of the whole test set), where UCCR also outperforms RevCore.

4.3.2 Cold-Start Historical Information. In UCCR, we consider user historical features for user modeling, while some users have no historical dialogue sessions in practice. Hence, to evaluate UCCR with little historical information, we split users into new and old users according to whether they have historical sessions. Fig. 3 presents the results on ReDial. We can find that: UCCR performs well for both old and new users, especially for new users. The improvement ratios of new and old users are about 10.3% vs. 4.8% on NDCG@50 and 12.6% vs. 2.8% on HR@50. Although there are no historical sessions for new users, UCCR still learns better user preferences by multi-aspects user modeling (especially from the look-alike user aspect). Thus, our UCCR is applicable to all users.

Figure 3: The results for cold-start historical sessions scenario.

4.4 Ablation Study (RQ3)
To evaluate the effectiveness of each part of UCCR, we conduct the ablation study for both multiple views and aspects.

First, we show the impacts of each view in Table 1 and Table 2. Specifically, we report the results with different views turned off. Here En, Wo, and It refer to the entity, word, and item views. From the results, we can observe that all the three views contribute to the main model, as the performance decreases with any of the views removed. Another observation is that the entity view is of vital importance and the result w/o En drops largely, even worse than KGSF in Table 1. A possible reason is that entities contain structural knowledge, and are more correlated with recommended movies.

Then, we show the effectiveness of each aspect of user modeling in Table 4. As entity view impacts the performance most, we take entity view for example, and add each aspect (i.e. current, historical, and look-alike) into UCCR w/o En. We further conduct t-test (p-value < 0.05) for each aspect to confirm the statistical significance. With no doubt, when adding the current features, it improves mostly, which indicates that current features are of vital importance in CRS. When adding other two aspects, the results also rise, which shows that they are powerful supplements to user modeling in CRS. Besides, note that the results drop slightly when the historical items missing in Table 1, which further proves that current features are most important in CRS.

4.5 Parameter Sensitive Analysis (RQ4)
In this section, we investigate the sensitivity of hyper-parameters in historical aspect $\tau_e$ and look-alike aspect $\delta_e$ (in Sec. 3.5.1).

For each hyper-parameter, we search the value in empirical intervals, and six representative values are reported in Fig. 4. In general, the results first rise and then decline with the increase of the hyper-parameters values. And our UCCR performs well in a wide range of $\tau_e$ and $\delta_e$ values. In a word, both historical and look-alike aspects contribute to the recommendation performances, and we should tune them in fine-grained.

Figure 4: Hyper-parameters sensitive analysis for historical entities and look-alike users on TG-Redial.

5 Related Work
Conversational Recommender System (CRS) [2, 12, 33] focus on capturing user preferences through dialogues and provide high-quality items. One category is attribute-based conversational recommendation systems [4, 5, 15, 22, 28, 32, 33, 40], which only care about providing high-quality recommendations and do not pay much attention to utterances generation. They converse with users via the pre-defined questions, which have pre-defined slots and patterns.
Recently, several works [2, 14, 17, 39, 41] focus to build end-to-end conversational recommender systems. They aim to provide high-quality recommendations and generate fluent utterances, simultaneously. [14] releases a CRS dataset coined ReDiial and proposes an HRED-based [26] model. Then, the following works mainly focus on the current user features, and pay much attention to natural language understanding: incorporating external knowledge [2, 23, 39], controlling dialogue policy [17, 41], using user reviews for movies [18], designing templates for generations [16]. For external knowledge, [2] incorporates the entity knowledge graph for representation learning. Then [39] incorporates both the entity knowledge (DBpedia) and the semantic similarity of words (ConceptNet). For dialogue policy, [17] divides a conversation into several goals with goal planning, and [41] uses topics to guide dialogues. They care about generating proactive and natural human-like utterances. For movie reviews, [18] collects user reviews on movies into several goals with goal planning, and [41] uses topics to guide dialogues. These CRS methods only use the information from the current dialogue session, and omit the historical session and look-alike features. To be noticed, the dialogue/conversation history mentioned in [2, 39, 41] is not the historical sessions, as their “historical” information is actually historical turns of the current dialogue session. Moreover, historical sessions are also different from historical user-item interactions in traditional recommendations, as in CRS, the relation between historical and current sessions should be balanced.

6 Conclusion and Future Work

In this paper, we proposed a novel method UCCR for a comprehensive user modeling in CRS. Different previous methods which only focus on the current session and dialogue understanding, UCCR returns to the central subjects in CRS (i.e. users). UCCR models users by considering multi-aspect multi-view information from the current session, historical sessions, and look-alike users. The relations between different aspects are further explored to properly leverage historical and look-alike features. Extensive experiments verify the effectiveness of UCCR.

In the future, we will use more sophisticated methods to better model all aspects. We will also explore the correlations between different aspects to further improve the user understanding in CRS.
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