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Abstract
This work is about a slow-fast data assimilation system under Gaussian noisy fluctuations. First, we obtain its low dimensional reduction via an invariant slow manifold. Second, we prove that the low dimensional filter on the slow manifold approximates the original filter in a suitable metric. Finally, we illustrate this approximate filter numerically in an example.

Keywords: multiscale systems, random slow manifolds, nonlinear filtering, dimension reduction, efficient filtering
Mathematics Subject Classification numbers: 60H10; 37D10, 70K70

(Some figures may appear in colour only in the online journal)

1. Introduction

Stochastic dynamical systems evolving on multiple time scales arise widely in engineering and science. For example, dynamics of chemical reaction networks often take place on notably different time scales, from the order of nanoseconds to the order of several days. The approximation by two time scales is common in various situations. This is especially true for
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gene regulatory networks [11, 16], as the mRNA synthesis process is significantly faster than the protein dynamics, and this leads to a two-time-scale system [18].

Treating stochastic differential equations with two-time scales, Khasminskii and Yin [17] developed a stochastic averaging principle that enables one to average out the fast-varying variables. The main idea is as follows: under appropriate conditions, with the slow-varying component ‘fixed’, if the fast-varying component has a stationary distribution, it can be shown that the process represented by the slow-changing component converges weakly to a limit averaging system.

For random dynamical systems generated by stochastic differential equations with two-time scales, the theory of invariant manifolds provides another approach for qualitative analysis of dynamical behaviors, as invariant manifolds are geometric structures to describe or reduce stochastic dynamics [6, 19, 21]. Under suitable conditions, Fu–Liu–Duan [6] obtained low dimensional reduction of stochastic evolutionary equations with two-time scales via random slow invariant manifolds.

Filtering is a procedure to extract system state information with the help of observations (see [20]). The state evolution and the observations are usually under noisy fluctuations. The general idea is to achieve the best estimate for the true system state, given only noisy observations for the system. It provides an algorithm for estimating a signal or state of a random dynamical system based on noisy measurements. Stochastic filtering is important in many practical applications, from inertial guidance of aircrafts and spacecrafts to weather and climate prediction. Filtering problems for systems with two-time scales have been studied, with help of stochastic averaging (see [9, 12–15] and references therein).

The goal of this present paper is to investigate filtering for stochastic differential equations with slow and fast time scales. First, we obtain a low-dimensional reduced system on a random slow manifold, as in [6]. Then we prove that the filter of the low dimensional reduced system converges to the original filter in an appropriate sense, and this will be numerically illustrated in an example. Note that Gottwald–Harlim [7] also studied a linear slow-fast system, obtained a reduced system on a random slow manifold and compared two one-dimensional Kalman filters of the origin system and the reduced system. Here our result on nonlinear systems also provides the order of convergence for the filter of the low dimensional reduced system to the original filter.

It is worthwhile to mention that our assumption conditions and method are different from those in available literature on nonlinear filtering problems for stochastic differential equations with slow and fast time scales. On one hand, existence of random slow manifolds need some special conditions. On the other hand, on random slow manifolds these original stochastic differential equations have no Markov property. That means that some techniques, such as the Zakai equations in [13–15] and backward stochastic differential equations in [9], do not work. Therefore, we make use of an exponential martingale technique to deal with these nonlinear filtering problems.

This paper is organized as follows. In section 2, we recall basic concepts in random dynamical systems and random invariant manifolds. The framework for our method for reduced filtering is presented in section 3. In section 4, we present the nonlinear filtering problem and prove the approximation theorem of the filtering. And then a specific example is tested to illustrate our method in section 5. Finally, we summarize our work in section 6.

The following convention will be used throughout the paper: $C$ with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.
2. Preliminaries

In the section, we introduce some notations and basic concepts in random dynamical systems.

2.1. Notation and terminology

\( \mathcal{B}(\mathbb{R}^n) \) stands for the Borel \( \sigma \)-algebra on \( \mathbb{R}^n \) and \( \mathcal{B}(\mathbb{R}^n) \) is the set of all real-valued uniformly bounded Borel-measurable functions on \( \mathbb{R}^n \). Let \( C(\mathbb{R}^n) \) denote the set of all real-valued continuous functions on \( \mathbb{R}^n \), and \( C^1_b(\mathbb{R}^n) \) denote the collection of all functions of \( C(\mathbb{R}^n) \) which themselves and their first-order derivatives are uniformly bounded. We introduce the following norm for \( \phi \in C^1_b(\mathbb{R}^n) \):

\[
\| \phi \| = \max_{x \in \mathbb{R}^n} |\phi(x)| + \max_{x \in \mathbb{R}^n} |\nabla \phi(x)|,
\]

where \( \nabla \) stands for the gradient operator. Moreover, \( C^\infty_c(\mathbb{R}^n) \) is the collection of all members of \( C(\mathbb{R}^n) \) with continuous derivatives of all orders and with compact support.

2.2. Random dynamical systems [1]

**Definition 2.1.** Let \( (\Omega, \mathcal{F}, P) \) be a probability space, and \( (\theta_t)_{t \in \mathbb{R}} \) a family of measurable transformations from \( \Omega \) to \( \Omega \). We call \( (\Omega, \mathcal{F}, P; (\theta_t)_{t \in \mathbb{R}}) \) a metric dynamical system if for each \( t \in \mathbb{R} \), \( \theta_t \) preserves the probability measure \( P \), i.e.

\[
\theta_t^* P = P,
\]

and for \( s, t \in \mathbb{R} \),

\[
\theta_0 = 1_{\Omega}, \quad \theta_{t+s} = \theta_t \circ \theta_s.
\]

**Definition 2.2.** Let \( (X, \mathcal{X}) \) be a measurable space. A mapping

\[
\varphi : \mathbb{R} \times \Omega \times X \mapsto X, \quad (t, \omega, x) \mapsto \varphi_t(\omega, x)
\]

with the following properties is called a measurable random dynamical system, or in short, a cocycle:

(i) Measurability: \( \varphi \) is \( \mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \otimes \mathcal{X}/\mathcal{X} \)-measurable.

(ii) Cocycle property: \( \varphi(t, \omega) \) is continuous for \( t \in \mathbb{R} \), and further satisfies the following conditions

\[
\varphi(0, \omega) = \text{id}_X, \tag{1}
\]

\[
\varphi(t+s, \omega) = \varphi(t, \theta_s \omega) \circ \varphi(s, \omega), \tag{2}
\]

for all \( s, t \in \mathbb{R} \) and \( \omega \in \Omega \).

2.3. Random invariant manifolds [4, 21]

Let \( \varphi \) be a random dynamical system on the normed space \( (X, \| \cdot \|_X) \). Then we introduce a random invariant manifold with respect to \( \varphi \).
A family of nonempty closed sets $\mathcal{M} = \{\mathcal{M}(\omega)\}_{\omega \in \Omega}$ is called a random set if for every $y \in \mathbb{X}$, the mapping
\[
\Omega \ni \omega \to \text{dist}(y, \mathcal{M}(\omega)) := \inf_{x \in \mathcal{M}(\omega)} \|x - y\|_{\mathbb{X}}
\]
is measurable. $\mathcal{M}$ is called (positively) invariant with respect to $\varphi$ if
\[
\varphi(t, \omega, \mathcal{M}(\omega)) \subset \mathcal{M}(\theta_t \omega), \quad t \geq 0, \quad \omega \in \Omega.
\]

In the sequel, we consider random sets defined by a Lipschitz continuous graph. Define a function by
\[
\Omega \times \mathbb{R}^n \ni (\omega, x) \to H(\omega, x) \in \mathbb{R}^m
\]
such that for all $\omega \in \Omega$, $H(\omega, x)$ is globally Lipschitzian in $x$ and for any $x \in \mathbb{R}^n$, the mapping $\omega \to H(\omega, x)$ is a random variable. Then
\[
\mathcal{M}(\omega) := \{(x, H(\omega, x)) | x \in \mathbb{R}^n\},
\]
is a random set ([21, lemma 2.1]). The invariant random set $\mathcal{M}(\omega)$ is called a Lipschitz random invariant manifold.

3. Framework

In the section, we present the framework for our reduction method for stochastic filtering and present some results which will be applied in the following sections.

Let $\Omega^1 = C_0(\mathbb{R}, \mathbb{R}^n)$ be the set of continuous functions on $\mathbb{R}$ with values in $\mathbb{R}^n$ that are zero at the origin. This set is equipped with the compact-open topology. Let $\mathcal{P}^1$ be its Borel $\sigma$-algebra and $\mathbb{P}^1$ the Wiener measure on $\Omega^1$. Define
\[
\theta_t \omega_1(\cdot) := \omega_1(\cdot + t) - \omega_1(t), \quad \omega_1 \in \Omega^1, \quad t \in \mathbb{R}.
\]

Then $(\Omega^1, \mathcal{P}^1, \mathbb{P}^1, \theta_t^1)$ is a metric dynamical system. Similarly, we define $\Omega^2 = C_0(\mathbb{R}, \mathbb{R}^m)$ and $\mathcal{P}^2, \mathbb{P}^2, \theta_t^2$. Thus, $(\Omega^2, \mathcal{P}^2, \mathbb{P}^2, \theta_t^2)$ is another metric dynamical system. Introduce
\[
\Omega := \Omega^1 \times \Omega^2, \quad \mathcal{P} := \mathcal{P}^1 \times \mathcal{P}^2, \quad \mathbb{P} := \mathbb{P}^1 \times \mathbb{P}^2, \quad \theta_t := \theta_t^1 \times \theta_t^2,
\]
and then $(\Omega, \mathcal{P}, \mathbb{P}, \theta_t)$ is a metric dynamical system that is used in the sequel.

Consider the following stochastic slow-fast system
\[
\begin{aligned}
\dot{x}^\varepsilon &= A x^\varepsilon + f(x^\varepsilon, y^\varepsilon) + \sigma_1 \dot{V}, \\
\dot{y}^\varepsilon &= \frac{1}{\varepsilon} B y^\varepsilon + \frac{1}{\varepsilon} g(x^\varepsilon, y^\varepsilon) + \frac{\sigma_2}{\varepsilon} \dot{W},
\end{aligned}
\tag{3}
\]
where $A$ and $B$ are $n \times n$ and $m \times m$ matrices respectively, and the interaction functions $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ and $g : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m$ are Borel measurable. Moreover, $V, W$ are mutually independent standard Brownian motions taking values in $\mathbb{R}^n$ and $\mathbb{R}^m$ respectively, $\sigma_1$ and $\sigma_2$ are nonzero real noise intensities, and $\varepsilon$ is a small positive parameter representing the ratio of the two time scales. We make the following hypotheses:

\begin{itemize}
\item [(H_1)] There exists a $\gamma_1 \geq 0$ such that
\[
\|A\| \leq \gamma_1,
\]
where $\|A\|$ stands for the norm of the matrix $A$ such that $|Ax| \leq \|A\| |x|$ for every $x \in \mathbb{R}^n$, and $A$ has no eigenvalue on the imaginary axis.
\end{itemize}
(H3) There exists a \( \gamma_2 > 0 \) such that
\[
(By, y) \leq -\gamma_2 |y|^2, \quad y \in \mathbb{R}^m.
\]

(H4) There exists a positive constant \( L \) such that for all \( (x_1, y_1) \in \mathbb{R}^n \times \mathbb{R}^m \)
\[
|f(x_1, y_1) - f(x_2, y_2)| \leq L(|x_1 - x_2| + |y_1 - y_2|),
\]
and
\[
|g(x_1, y_1) - g(x_2, y_2)| \leq L(|x_1 - x_2| + |y_1 - y_2|).
\]

(H5) There exist two positive constants \( C_f, C_g \) such that
\[
\sup_{(x,y) \in \mathbb{R}^n \times \mathbb{R}^m} |f(x, y)| = C_f,
\]
\[
\sup_{(x,y) \in \mathbb{R}^n \times \mathbb{R}^m} |g(x, y)| = C_g.
\]

Under the assumptions (H3) and (H5), the system (3) has a global unique solution \((x^\varepsilon(t), y^\varepsilon(t))\), with a given initial value \((x_0, y_0)\). Define the solution operator \( \varphi^\varepsilon(x_0, y_0) := (x^\varepsilon(t), y^\varepsilon(t)) \), and then \( \varphi^\varepsilon \) is a random dynamical system. Introduce two auxiliary systems
\[
d\eta = A\eta dt + \sigma_1 dV,
\]
\[
d\xi^\varepsilon = \frac{1}{\varepsilon} B\xi^\varepsilon dt + \frac{\sigma_2}{\sqrt{\varepsilon}} dW.
\]
So, by [21, lemma 3.1], there exist two random variables \( \eta, \xi^\varepsilon \) such that \( \eta(\theta^1_1 \omega_1), \xi^\varepsilon(\theta^2_2 \omega_2) \) solve two above equations, respectively. Set
\[
\bar{x}^\varepsilon := x^\varepsilon - \eta(\theta^1_1 \omega_1),
\]
\[
\bar{y}^\varepsilon := y^\varepsilon - \xi^\varepsilon(\theta^2_2 \omega_2),
\]
and then \((\bar{x}^\varepsilon, \bar{y}^\varepsilon)\) satisfy the following system
\[
\begin{cases}
\dot{x}^\varepsilon = A\bar{x}^\varepsilon + f(x^\varepsilon + \eta(\theta^1_1 \omega_1), y^\varepsilon + \xi^\varepsilon(\theta^2_2 \omega_2)), \\
\dot{y}^\varepsilon = \frac{1}{\varepsilon} B\bar{y}^\varepsilon + \frac{1}{\varepsilon} g(\bar{x}^\varepsilon + \eta(\theta^1_1 \omega_1), \bar{y}^\varepsilon + \xi^\varepsilon(\theta^2_2 \omega_2)).
\end{cases}
\]
Moreover, \((\bar{x}^\varepsilon, \bar{y}^\varepsilon)\) generates a random dynamical system denoted by \( \bar{\varphi}^\varepsilon \). The following theorem comes from [21, theorem 4.2].

**Theorem 3.1 (Random slow manifold).** Suppose that \( \varepsilon > 0 \) is sufficiently small and (H1)–(H5) are satisfied. Then \( \varphi^\varepsilon \) has a random invariant manifold
\[
\bar{\mathcal{M}}^\varepsilon(\omega) = \{(x, H^\varepsilon(\omega, x)), x \in \mathbb{R}^n\},
\]
where for \( \omega \in \Omega \),
\[
\sup_{x_1 \neq x_2 \in \mathbb{R}^n} \frac{|H^\varepsilon(\omega, x_1) - H^\varepsilon(\omega, x_2)|}{|x_1 - x_2|} \leq \frac{2(\gamma_2 - \alpha)}{\gamma_2 - \alpha - L}.
\]
and \( \alpha \) is a positive number satisfying \( \gamma_2 - \alpha > L \).
Based on the relation between $\varphi^\varepsilon$ and $\bar{\varphi}^\varepsilon$, it holds that $\varphi^\varepsilon$ also has a random invariant manifold

$$\mathcal{M}^\varepsilon(\omega) = \{(x + \eta(\omega_1), H^\varepsilon(\omega, x) + \xi^\varepsilon(\omega_2)), x \in \mathbb{R}^n\}.$$ 

By the same deduction as [6, theorem 4.4], we could get a reduction system on $\mathcal{M}^\varepsilon$.

**Theorem 3.2 (Reduced system on the random slow manifold).** Assume that $\varepsilon > 0$ is sufficiently small and $\text{(H1)} - \text{(H5)}$ hold. Then for the system (3), there exists the following reduced low dimensional system on the random slow manifold:

$$\begin{cases}
\dot{x}^\varepsilon = A \bar{x}^\varepsilon + f(\bar{x}^\varepsilon, \bar{y}^\varepsilon) + \sigma \bar{V}, \\
\dot{\bar{y}}^\varepsilon = H^\varepsilon(\theta(\omega), \bar{x}^\varepsilon - \eta(\omega_1)) + \xi^\varepsilon(\omega_2),
\end{cases}$$

(4)

such that for $t > 0$ and almost all $\omega$,

$$|z^\varepsilon(t, \omega) - \bar{z}^\varepsilon(t, \omega)| \leq C_{L, \gamma, \alpha} e^{-\alpha t} |z^\varepsilon(0) - \bar{z}^\varepsilon(0)|,$$

where $\bar{z}^\varepsilon(t) = (\bar{x}^\varepsilon(t), \bar{y}^\varepsilon(t))$ is the solution of the low dimensional system (4) with the initial value $\bar{z}^\varepsilon(0) = (\bar{x}_0, \bar{y}_0)$ and $C_{L, \gamma, \alpha} > 0$ is a constant depending on $L, \gamma, \alpha$.

### 4. An approximate filter on the slow manifold

In the section we introduce nonlinear filtering problems for the system (3) and the reduced system (4) on the random slow manifold, and then study their relation.

#### 4.1. Nonlinear filtering problems

In the subsection we introduce nonlinear filtering problems for the system (3) and the reduced system (4).

For $T > 0$, an observation system is given by

$$r^\varepsilon_t = U_t + \int_0^t h(x^\varepsilon_s, y^\varepsilon_s) \, ds, \quad t \in [0, T],$$

where $U$ is a standard Brownian motion. Note that here $U$ may be either independent $V$ and $W$, or dependent $V$ and $W$ (see [3]). For the observation system $r^\varepsilon$, we make the following additional hypothesis:

$$(\text{H}_6) \quad h \text{ is bounded and Lipschitz continuous in } (x, y) \text{ whose Lipschitz constant is denoted by } \|h\|_{L^p}. $$

Under the assumption $\text{(H}_6)\), $r^\varepsilon$ is well defined. Denote

$$(A^\varepsilon)^{-1} := \exp \left\{ -\int_0^t h(x^\varepsilon_s, y^\varepsilon_s) \, dU_s - \frac{1}{2} \int_0^t |h(x^\varepsilon_s, y^\varepsilon_s)|^2 \, ds \right\},$$

and then $(A^\varepsilon)^{-1}$ is an exponential martingale under $\mathbb{P}$. By use of $(A^\varepsilon)^{-1}$, we can define a probability measure $\mathbb{P}^\varepsilon$ via

$$\frac{d\mathbb{P}^\varepsilon}{d\mathbb{P}} = (A^\varepsilon)^{-1}.$$
By the Girsanov theorem for Brownian motions, we can obtain that under the probability measure $\mathbb{P}^\varepsilon$, $\tilde{r}$ is a standard Brownian motion.

Rewrite $\Lambda_\varepsilon^t$ as

$$
\Lambda_\varepsilon^t = \exp \left\{ \int_0^t h(x_\varepsilon^t, \tilde{y}_\varepsilon^t)dr_\varepsilon^t - \frac{1}{2} \int_0^t |h(x_\varepsilon^t, \tilde{y}_\varepsilon^t)|^2ds \right\},
$$

and define

$$
\rho_\varepsilon^t(\phi) := \mathbb{E}^\varepsilon[\phi(x_\varepsilon^t)\Lambda_\varepsilon^t|\mathcal{R}_\varepsilon^t], \quad \phi \in \mathcal{B}(\mathbb{R}^n),
$$

where $\mathbb{E}^\varepsilon$ stands for the expectation under $\mathbb{P}^\varepsilon$. $\mathcal{R}_\varepsilon^t := \sigma(\tilde{r}_\varepsilon^s : 0 \leq s \leq t) \vee \mathcal{N}$ and $\mathcal{N}$ is the collection of all $\mathbb{P}$-measure zero sets. Here $\rho_\varepsilon^t$ is called nonnormalized filtering of $x_\varepsilon^t$ with respect to $\mathcal{R}_\varepsilon^t$. Introduce the measure-valued process

$$
\pi_\varepsilon^t(\phi) := \mathbb{E}[\phi(x_\varepsilon^t)|\mathcal{R}_\varepsilon^t], \quad \phi \in \mathcal{B}(\mathbb{R}^n),
$$

and then by the Kallianpur–Striebel formula it holds that

$$
\pi_\varepsilon^t(\phi) = \frac{\rho_\varepsilon^t(\phi)}{\rho_\varepsilon^t(1)}.
$$

Moreover, $\pi_\varepsilon^t$ is called normalized filtering of $x_\varepsilon^t$ with respect to $\mathcal{R}_\varepsilon^t$, or the nonlinear filtering problem for $x_\varepsilon^t$ with respect to $\mathcal{R}_\varepsilon^t$.

Besides, we rewrite the reduced system (4) as

$$
\dot{x}_\varepsilon^t = A\tilde{x}_\varepsilon + \tilde{f}(\omega, \tilde{x}_\varepsilon^t) + \sigma_1 \dot{\nu},
$$

where $\tilde{f}(\omega, x) := f(x, H(\theta, \omega, x - \eta(\theta^1\omega_1)) + \xi(\theta^2\omega_2))$, and study the nonlinear filtering problem for $\tilde{x}_\varepsilon$. Set

$$
\tilde{h}(\omega, x) := h(x, H(\theta, \omega, x - \eta(\theta^1\omega_1)) + \xi(\theta^2\omega_2)),
$$

$$
\tilde{\Lambda}_\varepsilon^t := \exp \left\{ \int_0^t \tilde{h}(\omega, \tilde{x}_\varepsilon^t)dr_\varepsilon^t - \frac{1}{2} \int_0^t |\tilde{h}(\omega, \tilde{x}_\varepsilon^t)|^2ds \right\},
$$

and then $\tilde{\Lambda}_\varepsilon^t$ is an exponential martingale under $\mathbb{P}^\varepsilon$. Thus, we define the nonnormalized filtering for $\tilde{x}_\varepsilon$ by

$$
\tilde{\rho}_\varepsilon^t(\phi) := \mathbb{E}^\varepsilon[\phi(\tilde{x}_\varepsilon^t)\tilde{\Lambda}_\varepsilon^t|\mathcal{R}_\varepsilon^t].
$$

And set

$$
\tilde{\pi}_\varepsilon^t(\phi) := \frac{\tilde{\rho}_\varepsilon^t(\phi)}{\tilde{\rho}_\varepsilon^t(1)},
$$

and then we will prove that $\tilde{\pi}_\varepsilon^t$ could be understood as the nonlinear filtering problem for $\tilde{x}_\varepsilon$ with respect to $\mathcal{R}_\varepsilon^t$.

4.2. The relation between $\pi_\varepsilon^t$ and $\tilde{\pi}_\varepsilon^t$

In the subsection we will show that a suitable distance between $\pi_\varepsilon^t$ and $\tilde{\pi}_\varepsilon^t$ converges to zero as $\varepsilon \to 0$. Let us start with two key lemmas.

**Lemma 4.1.** Under $(\text{H}_6)$, there exists a constant $C > 0$ such that

$$
\mathbb{E}|\tilde{\rho}_\varepsilon^t(1)|^{-p} < \exp \left\{ (2p^2 + p + 1)CT/2 \right\}, \quad t \in [0, T], \quad p > 1.
$$
Proof. Let us compute $E|\hat{p}_t^\varepsilon(1)|^{-p}$. By the Hölder inequality, it holds that

$$E|\hat{p}_t^\varepsilon(1)|^{-p} = E^\varepsilon|\hat{p}_t^\varepsilon(1)|^{-p} \Lambda_t^\varepsilon \leq (E^\varepsilon|\hat{p}_t^\varepsilon(1)|^{-2p})^{1/2}(E^\varepsilon(\Lambda_t^\varepsilon)^2)^{1/2}.$$  

For $E^\varepsilon|\hat{p}_t^\varepsilon(1)|^{-2p}$, notice that $\hat{p}_t^\varepsilon(1) = E^\varepsilon[\hat{\Lambda}_t^\varepsilon|\mathcal{R}_t^\varepsilon]$. And then it follows from the Jensen inequality that

$$E^\varepsilon|\hat{p}_t^\varepsilon(1)|^{-2p} = E^\varepsilon\left[E^\varepsilon[\hat{\Lambda}_t^\varepsilon|\mathcal{R}_t^\varepsilon]^{-2p}\right] \leq E^\varepsilon\left[E^\varepsilon[\hat{\Lambda}_t^\varepsilon|\mathcal{R}_t^\varepsilon]^{1-2p}\mathcal{R}_t^\varepsilon\right] = E^\varepsilon[\hat{\Lambda}_t^\varepsilon|\mathcal{R}_t^\varepsilon]^{1-2p}. $$

Thus, the definition of $\hat{\Lambda}_t^\varepsilon$ allows us to obtain that

$$E^\varepsilon[\hat{\Lambda}_t^\varepsilon|\mathcal{R}_t^\varepsilon] = E^\varepsilon\left[\exp\left\{-2p \int_0^t \tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)dr_t^\varepsilon + \frac{2p}{2} \int_0^t |\tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)|^2 ds\right\}\right]$$

$$= E^\varepsilon\left[\exp\left\{-2p \int_0^t \tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)dr_t^\varepsilon - \frac{4p^2}{2} \int_0^t |\tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)|^2 ds\right\}\right]$$

$$\leq \exp\left\{(2p^2 + p)CT\right\} E^\varepsilon\left[\exp\left\{-2p \int_0^t \tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)dr_t^\varepsilon - \frac{4p^2}{2} \int_0^t |\tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)|^2 ds\right\}\right]$$

$$= \exp\left\{(2p^2 + p)CT\right\},$$

where the last step is based on the fact that $\exp\left\{-2p \int_0^t \tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)dr_t^\varepsilon - \frac{4p^2}{2} \int_0^t |\tilde{h}_t^\varepsilon(\omega, x_t^\varepsilon)|^2 ds\right\}$ is an exponential martingale under $P^\varepsilon$.

Similarly, we know that $E^\varepsilon(\hat{\Lambda}_t^\varepsilon)^2 \leq \exp\{CT\}$. So, by simple calculation, it holds that

$$E|\hat{p}_t^\varepsilon(1)|^{-p} \leq \exp\left\{(2p^2 + p + 1)CT/2\right\}. $$

The proof is complete.

Lemma 4.2. Assume that $(H_1)$–$(H_6)$ are satisfied. Then for $\phi \in C^1_b(\mathbb{R}^n)$,

$$E|\rho_t^\varepsilon(\phi) - \hat{\rho}_t^\varepsilon(\phi)|^p \leq C||\phi||_p \varepsilon^p (\varepsilon(0) - \varepsilon(t))^p \mathbb{E}[\varepsilon(t)^{1/4}(\varepsilon(t)^{1/4} + \varepsilon)^{3/4})^{1/4}], \quad t \in [0, T], \quad p > 1,$$

where the constant $C > 0$ is independent of $\varepsilon$.

Proof. For $\phi \in C^1_b(\mathbb{R}^n)$, it follows from the Hölder inequality that

$$E|\rho_t^\varepsilon(\phi) - \hat{\rho}_t^\varepsilon(\phi)|^p = E|\rho_t^\varepsilon(\phi) - \hat{\rho}_t^\varepsilon(\phi)|^p \Lambda_t^\varepsilon \leq (E^\varepsilon|\rho_t^\varepsilon(\phi) - \hat{\rho}_t^\varepsilon(\phi)|^{2p})^{1/2}(E^\varepsilon(\Lambda_t^\varepsilon)^2)^{1/2}$$

$$\leq \exp\left\{CT/2\right\} (E^\varepsilon|\rho_t^\varepsilon(\phi) - \hat{\rho}_t^\varepsilon(\phi)|^{2p})^{1/2}.$$
\[ \mathbb{E}^\varepsilon [\rho^\varepsilon (\phi) - \tilde{\rho}^\varepsilon (\phi)]^{2p} = \mathbb{E}^\varepsilon \left[ \mathbb{E}^\varepsilon [\phi(x^\varepsilon_t)\Lambda_t^\varepsilon | \mathcal{R}_t^\varepsilon ] - \mathbb{E}^\varepsilon [\phi(\tilde{x}^\varepsilon_t)\tilde{\Lambda}_t^\varepsilon | \mathcal{R}_t^\varepsilon ] \right]^{2p} \\
= \mathbb{E}^\varepsilon \left[ \mathbb{E}^\varepsilon [\phi(x^\varepsilon_t)\Lambda_t^\varepsilon - \phi(\tilde{x}^\varepsilon_t)\tilde{\Lambda}_t^\varepsilon | \mathcal{R}_t^\varepsilon ] \right]^{2p} \\
\leq \mathbb{E}^\varepsilon \left[ \mathbb{E}^\varepsilon \left[ \left| \phi(x^\varepsilon_t)\Lambda_t^\varepsilon - \phi(\tilde{x}^\varepsilon_t)\tilde{\Lambda}_t^\varepsilon \right| \right]^{2p} | \mathcal{R}_t^\varepsilon \right] \\
= \mathbb{E}^\varepsilon \left[ \phi(x^\varepsilon_t)\Lambda_t^\varepsilon - \phi(\tilde{x}^\varepsilon_t)\tilde{\Lambda}_t^\varepsilon \right]^{2p} \\
\leq 2^{2p-1} \mathbb{E}^\varepsilon \left[ \phi(x^\varepsilon_t)\Lambda_t^\varepsilon - \phi(\tilde{x}^\varepsilon_t)\tilde{\Lambda}_t^\varepsilon \right]^{2p} \\
+ 2^{2p-1} \mathbb{E}^\varepsilon \left[ \phi(x^\varepsilon_t)\Lambda_t^\varepsilon - \phi(\tilde{x}^\varepsilon_t)\tilde{\Lambda}_t^\varepsilon \right]^{2p} \\
=: I_1 + I_2. \quad (5) \]

First, we deal with \( I_1 \). By the Hölder inequality, it holds that

\[ I_1 \leq 2^{2p-1}(\mathbb{E}^\varepsilon \left[ \phi(x^\varepsilon_t) - \phi(\tilde{x}^\varepsilon_t) \right]^{2p})^{1/2}(\mathbb{E}^\varepsilon \left[ \Lambda_t^\varepsilon \right]^{2p})^{1/2} \]

\[ \leq 2^{2p-1}\|\phi\|^{2p}(\mathbb{E}^\varepsilon \left[ x^\varepsilon_t - \tilde{x}^\varepsilon_t \right]^{4p})^{1/2}\left( \mathbb{E}^\varepsilon \exp \left\{ 4p \int_0^t h(x^\varepsilon_s, y^\varepsilon_s) dr_s^\varepsilon - \frac{4p^2}{2} \int_0^t |h(x^\varepsilon_s, y^\varepsilon_s)|^2 ds \right\} \right)^{1/2} \]

\[ \cdot \exp \left\{ \frac{4p^2}{2} \int_0^t |h(x^\varepsilon_s, y^\varepsilon_s)|^2 ds - 2p \int_0^t |h(x^\varepsilon_s, y^\varepsilon_s)|^2 ds \right\} \]

\[ \leq 2^{2p-1}\|\phi\|^{2p} C_{L^2, \alpha, \beta}^{2p} e^{-\frac{1}{2}p} (\mathbb{E}^\varepsilon \left[ x^\varepsilon_t - \tilde{x}^\varepsilon_t \right]^{4p}) \varepsilon^{-p} e^{-2p} e^{-p}. \quad (6) \]

where the last step is based on theorem \( 3.2 \) and the fact that the process

\[ \exp \left\{ 4p \int_0^t h(x^\varepsilon_s, y^\varepsilon_s) dr_s^\varepsilon - \frac{4p^2}{2} \int_0^t |h(x^\varepsilon_s, y^\varepsilon_s)|^2 ds \right\} \]

is an exponential martingale under \( \mathbb{P}^\varepsilon \).

Next, for \( I_2 \), we know that

\[ I_2 \leq 2^{2p-1}\|\phi\|^{2p} \mathbb{E}^\varepsilon \left[ \Lambda_t^\varepsilon - \tilde{\Lambda}_t^\varepsilon \right]^{2p}. \]

Note that by the Itô formula, \( \Lambda_t^\varepsilon \) and \( \tilde{\Lambda}_t^\varepsilon \) satisfy the following equations, respectively,

\[ \Lambda_t^\varepsilon = 1 + \int_0^t \Lambda_s^\varepsilon h(x_s^\varepsilon, y_s^\varepsilon) dr_s^\varepsilon, \quad \tilde{\Lambda}_t^\varepsilon = 1 + \int_0^t \tilde{\Lambda}_s^\varepsilon h(\omega, x_s^\varepsilon) dr_s^\varepsilon. \]

Thus, by BDG inequality and the Hölder inequality it holds that
This proves the lemma. □
Now, we are ready to state and prove the main result in the paper. First, we give out two concepts used in the proof of theorem 4.5.

**Definition 4.3.** The set \( M \subset C_b^1(\mathbb{R}^n) \) strongly separates points in \( \mathbb{R}^n \) when the convergence \( \lim_{n \to \infty} \phi(x_n) = \phi(x), \forall \phi \in M \), for some \( x, x_n \in \mathbb{R}^n \), implies that \( \lim_{n \to \infty} x_n = x \).

**Definition 4.4.** The set \( N \subset C_b^1(\mathbb{R}^n) \) is convergence determining for the topology of weak convergence of probability measures, if \( \mu_n \) and \( \mu \) are probability measures on \( \mathcal{B}(\mathbb{R}^n) \), such that \( \lim_{n \to \infty} \int_{\mathbb{R}^n} \phi \ d\mu_n = \int_{\mathbb{R}^n} \phi \ d\mu \) for any \( \phi \in N \), then \( \mu_n \) converges weakly to \( \mu \).

**Theorem 4.5 (Approximation by the reduced filter on slow manifold).** Assume the hypotheses (H1)–(H6) hold. Then for \( p > 1, \varepsilon \) sufficiently small, and \( t \in [0, T] \), there exists a positive constant \( C \) such that for \( \phi \in C_b^1(\mathbb{R}^n) \)

\[
\mathbb{E}[|\pi_t^\varepsilon(\phi) - \tilde{\pi}_t^\varepsilon(\phi)|^p] \leq C\|\phi\|^p(\mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{16p})^{1/16}(e^{-\frac{16T}{\alpha\varepsilon}} + \varepsilon)^{1/4}.
\]

Thus, for the distance \( d(\cdot, \cdot) \) in the space of probability measures that induces the weak convergence, the following approximation holds:

\[
\mathbb{E}[d(\pi_t^\varepsilon, \tilde{\pi}_t^\varepsilon)] \leq C(\mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{16p})^{1/16}(e^{-\frac{16T}{\alpha\varepsilon}} + \varepsilon)^{1/4}.
\]

This means the filter for the low dimensional system on the random slow manifold approximates the original filter in this distance \( d(\cdot, \cdot) \).

**Proof.** For \( \phi \in C_b^1(\mathbb{R}^n) \), it follows from lemmas 4.1 and 4.2 that

\[
\mathbb{E}[|\pi_t^\varepsilon(\phi) - \tilde{\pi}_t^\varepsilon(\phi)|^p] = \mathbb{E}\left[\left|\frac{\rho_t^\varepsilon(\phi) - \tilde{\rho}_t^\varepsilon(\phi)}{\tilde{\rho}_t^\varepsilon(1)} - \pi_t^\varepsilon(\phi)\frac{\rho_t^\varepsilon(1) - \tilde{\rho}_t^\varepsilon(1)}{\tilde{\rho}_t^\varepsilon(1)}\right|^p\right]
\]

\[
\leq 2^{p-1}\mathbb{E}\left[\left|\frac{\rho_t^\varepsilon(\phi) - \tilde{\rho}_t^\varepsilon(\phi)}{\tilde{\rho}_t^\varepsilon(1)}\right|^p + 2^{p-1}\mathbb{E}\left[\pi_t^\varepsilon(\phi)\frac{\rho_t^\varepsilon(1) - \tilde{\rho}_t^\varepsilon(1)}{\tilde{\rho}_t^\varepsilon(1)}\right]^p\right]
\]

\[
\leq 2^{p-1}\left(\mathbb{E}|\rho_t^\varepsilon(\phi) - \tilde{\rho}_t^\varepsilon(\phi)|^{2p}\right)^{1/2}\left(\mathbb{E}|\tilde{\rho}_t^\varepsilon(1)|^{-2p}\right)^{1/2}
\]

\[
+ 2^{p-1}\|\phi\|^p\left(\mathbb{E}|\rho_t^\varepsilon(1) - \tilde{\rho}_t^\varepsilon(1)|^{2p}\right)^{1/2}\left(\mathbb{E}|\tilde{\rho}_t^\varepsilon(1)|^{-2p}\right)^{1/2}
\]

\[
\leq C\|\phi\|^p(\mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{8p})^{1/8}(e^{-\frac{16T}{\alpha\varepsilon}} + \varepsilon)^{1/4}.
\]

To complete the proof, we only consider \( \mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{8p} \). By the Hölder inequality, it holds that

\[
\mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{8p} = \mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{8p}(\Lambda_t^\varepsilon)^{-8p} \leq (\mathbb{E}|\varepsilon(0) - \tilde{\varepsilon}(0)|^{16p})^{1/2}(\mathbb{E}(\Lambda_t^\varepsilon)^{-16p})^{1/2}.
\]

By simple calculations, we obtain that
\[ \mathbb{E}(\Lambda_{\delta}^{\epsilon})^{-16\rho} = \mathbb{E}\left( \exp\left\{ -16\rho \int_0^T h(x_{\delta}^\epsilon, y_{\delta}^\epsilon) \, dU_s - \frac{16\rho}{2} \int_0^t |h(x_{\delta}^\epsilon, y_{\delta}^\epsilon)|^2 \, ds \right\} \right) \]

\[ = \mathbb{E}\left[ \exp\left\{ -16\rho \int_0^T h(x_{\delta}^\epsilon, y_{\delta}^\epsilon) \, dU_s - \frac{(16\rho)^2}{2} \int_0^t |h(x_{\delta}^\epsilon, y_{\delta}^\epsilon)|^2 \, ds \right\} \right] \]

\[ \leq \exp\left\{ C \frac{(16\rho)^2 - 16\rho}{2} \right\}, \]

where the last step is based on the fact that \( \exp\left\{ -16\rho \int_0^T h(x_{\delta}^\epsilon, y_{\delta}^\epsilon) \, dU_s - \frac{(16\rho)^2}{2} \int_0^t |h(x_{\delta}^\epsilon, y_{\delta}^\epsilon)|^2 \, ds \right\} \) is an exponential martingale under \( \mathbb{P} \). Thus,

\[ \mathbb{E}[z^\epsilon(0) - \tilde{z}^\epsilon(0)]^{16\rho} \leq C(\mathbb{E}[z^\epsilon(0) - \tilde{z}^\epsilon(0)]^{16\rho})^{1/2}. \]

Next, we know that there exists a countable algebra \( \{\phi_i, i = 1, 2, \cdots\} \) of \( C_b^1(\mathbb{R}^n) \) that strongly separates points in \( \mathbb{R}^n \). Thus, it follows from theorem 3.4.5 in [5] that \( \{\phi_i, i = 1, 2, \cdots\} \) is convergence determining for the topology of weak convergence of probability measures. For two probability measures \( \mu, \tau \) on \( B(\mathbb{R}^n) \), define

\[ d(\mu, \tau) := \sum_{i=1}^{\infty} \left| \int_{\mathbb{R}^n} \phi_i \, d\mu - \int_{\mathbb{R}^n} \phi_i \, d\tau \right| \cdot 2^i. \]

Then \( d \) is a distance in the space of probability measures on \( B(\mathbb{R}^n) \). Since \( \{\phi_i, i = 1, 2, \cdots\} \) is convergence determining for the topology of weak convergence of probability measures, \( d \) induces the weak convergence. The proof is complete. \( \square \)

5. Numerical experiments

In this section, we present an example to illustrate our filtering method on a random slow manifold.

Consider the following slow-fast stochastic system:

\[ \begin{cases} \dot{x}^\epsilon = x^\epsilon + \frac{1}{4} \sin(y^\epsilon) + 0.01V, \\ \dot{y}^\epsilon = -\frac{1}{2}y^\epsilon + \frac{1}{4\epsilon} \cos(x^\epsilon) + \frac{1}{\sqrt{\epsilon}}W, \end{cases} \]  \( \tag{8} \)

where \( A = 1, B = -1, f(x, y) = \frac{1}{2} \sin y \) and \( g(x, y) = \frac{1}{2} \cos x \). It is easy to justify that \( A, B, f, g \) satisfy \( (H_1)-(H_5) \) with \( \gamma_1 = \gamma_2 = 1, L = C_f = C_g = \frac{1}{2} \). Then the system \( (8) \) has a unique solution \( (x^\epsilon, y^\epsilon) \), which generates a random dynamical system \( \varphi^\epsilon \).

Introduce the following two auxiliary systems:

\[ \begin{align*} d\eta &= \eta \, dt + 0.01 \, dV, \\
\, \text{d}^\epsilon &=-\frac{1}{\epsilon^2} \xi^\epsilon \, dt + \frac{1}{\sqrt{\epsilon}} \, dW. \end{align*} \]

Then two equations have the following stationary solutions, respectively,
\[
\begin{align*}
\eta(\omega_1) & = -0.01 \int_0^\infty e^{-s} dV_s(\omega_1), \\
\xi^\omega(\omega_2) & = \frac{1}{\sqrt{\epsilon}} \int_{-\infty}^0 e^{s} dW_s(\omega_2).
\end{align*}
\]

Define
\[
\begin{align*}
\bar{x}_r^\epsilon & := x_r^\epsilon - \eta(\theta_1^1 \omega_1), \\
\bar{y}_r^\epsilon & := y_r^\epsilon - \xi^\omega(\theta_2^2 \omega_2),
\end{align*}
\]
and then \((\bar{x}_r^\epsilon, \bar{y}_r^\epsilon)\) solve the following equation
\[
\begin{align*}
\hat{\bar{x}}^\epsilon & = \bar{x}^\epsilon + \frac{1}{2} \sin \left( \bar{y}^\epsilon + \xi^\omega(\theta_2^2 \omega_2) \right), \quad \bar{x}_0^\epsilon = x \in \mathbb{R}, \\
\hat{\bar{y}}^\epsilon & = -\frac{1}{2} \bar{y}^\epsilon + \frac{1}{\epsilon} \cos \left( \bar{x}^\epsilon + \eta(\theta_1^1 \omega_1) \right), \quad \bar{y}_0^\epsilon = y \in \mathbb{R}.
\end{align*}
\]

Thus, by theorem 3.1, we can get the following random invariant manifold for \((\bar{x}_r^\epsilon, \bar{y}_r^\epsilon)\)
\[
\mathcal{M}^\epsilon(\omega) = \{(x, H^\epsilon(\omega, x)), x \in \mathbb{R}\},
\]
where
\[
H^\epsilon(\omega, x) = \frac{1}{4\epsilon} \int_{-\infty}^0 e^s \cos \left( x_r^\epsilon(\omega, x) + \eta(\theta_1^1 \omega_1) \right) ds.
\]

By (9), it holds that \(\varphi^\epsilon\) has a random invariant manifold
\[
\mathcal{M}^\epsilon(\omega) = \{(x + \eta(\omega_1), H^\epsilon(\omega, x) + \xi^\omega(\omega_2)), x \in \mathbb{R}\}.
\]

Thus, one can obtain the following reduced one dimensional system on \(\mathcal{M}^\epsilon(\omega)\)
\[
\begin{align*}
\hat{x}^\epsilon & = \bar{x}^\epsilon + \frac{1}{2} \sin(\bar{y}^\epsilon) + \sigma_1 \bar{V}, \\
\hat{y}^\epsilon & = H^\epsilon(\theta_1^1 \omega, \bar{x}^\epsilon + \eta(\theta_1^1 \omega_1)) + \xi^\omega(\theta_2^2 \omega_2).
\end{align*}
\]

Next, the observation system is given by
\[
dr_r^\epsilon = \arctan(x_r^\epsilon) dt + dU_r,
\]
where \(h(x, y) = \arctan(x)\). And \(h(x, y)\) satisfies \((H_6)\).

To facilitate numerical simulation, we make some preparations. First, note that \(H^\epsilon(\omega, x)\) has an approximation \(H^0(\omega, x) + H^1(\omega, x)\) (with error \(O(\epsilon^2)\))
\[
\begin{align*}
H^0(\omega, x) & = \int_{-\infty}^0 e^s \left( x + \eta(\theta_1^1 \omega_1), Y_0(s) + \xi^\omega(\theta_2^2 \omega_2) \right) ds \\
& = \frac{1}{4} \int_{-\infty}^0 e^s \cos \left( x + \eta(\theta_1^1 \omega_1) \right) ds,
\end{align*}
\]
and
\[
\begin{align*}
H^1(\omega, x) & = \int_{-\infty}^0 e^s \left( g_1 \cdot \left[ x + \int_{-\infty}^0 f \left( x + \eta(\theta_1^1 \omega_1), Y_0(r) + \xi^\omega(\theta_2^2 \omega_2) \right) dr \right] \\
& + g_1 \left( x + \eta(\theta_1^1 \omega_1), Y_0(s) + \xi^\omega(\theta_2^2 \omega_2) \right) Y_1(s) \right) ds \\
& = -\frac{1}{4} \int_{-\infty}^0 e^s \left\{ \sin \left( x + \eta(\theta_1^1 \omega_1) \right) \cdot \left[ x + \frac{1}{4} \int_{-\infty}^0 \sin \left( Y_0(r) + \xi^\omega(\theta_2^2 \omega_2) \right) dr \right] \right\} ds.
\end{align*}
\]
Here \(Y_0, Y_1\) satisfy the following equations, respectively,
\[ Y_0'(s) = -Y_0(s) + \frac{1}{4} \cos(x + \eta(\theta_1, \omega_1)), \]
\[ Y_0(0) = H^0(\omega, x) \]

and
\[ \begin{cases} Y'_1(s) = -Y_1(s) - \frac{1}{4} \sin(x + \eta(\theta_1, \omega_1)) \cdot \left[ sx + \frac{1}{4} \int_0^s \sin(Y_0(r) + \xi'(\theta_2, \omega_2))dr \right], \\ Y_1(0) = H^1(\omega, x). \end{cases} \]

Second, note that \( W_{\omega_1}(\omega) \) is a Brownian motion. Hence \( \psi : \omega \to \omega \) is defined implicitly by \( W_{\psi(\omega)} = \frac{1}{\sqrt{\varepsilon}} W_{\omega} \). Thus, after a series of simple calculations, we have

\[ \begin{align*}
\text{Figure 1.} & \quad \text{(a) The original filter } \pi_f(x) \text{ (‘+’ curves) versus the reduced filter } \tilde{\pi}_f(x) \text{ (red curves): Initial value } x(0) = 1, y(0) = 1, \dot{x}(0) = 1, \varepsilon = 0.01; \text{ (b) the mean-square error } E[|\pi_f(\phi) - \tilde{\pi}_f(\phi)|]^2. \\
\text{(c) The original filter } \pi_{f_1}(x) \text{ (‘+’ curves) versus the reduced filter } \tilde{\pi}_{f_1}(x) \text{ (red curves): initial value } x(0) = 1, y(0) = 1, \dot{x}(0) = 1, \varepsilon = 0.1; \text{ (d) the mean-square error } E[|\pi_{f_1}(\phi) - \tilde{\pi}_{f_1}(\phi)|]^2. 
\end{align*} \]
\[
\eta(\theta_1 \tau \omega_1) = -0.01 \sqrt{\varepsilon} \int_0^\infty e^{-u} dV_u(\psi_1 \omega_1), \\
\xi^\varepsilon(\hat{\theta}_2 \tau \omega_2) = \int_{-\infty}^0 e^u dW_u(\psi_2 \omega_2).
\]

Set
\[
\eta_1(\psi_1 \omega_1) := -\int_0^\infty e^{-u} dV_u(\psi_1 \omega_1).
\]

Then \(\eta(\hat{\theta}_2 \tau \omega_1)\) is identically distributed as \(0.01 \eta_1(\psi_2 \omega_1)\).

Now we apply a particle filtering method (\cite{2, 13}) to simulate a nonlinear filter, which approximate the stochastic process \(\pi_t\) with discrete random measures of the form

**Figure 3.** (e) The original filter \(\pi_t\) (‘+’ curves) versus the reduced filter \(\hat{\pi}_t\) (red curves): initial value \(x^t(0) = 1, y^t(0) = 1, \hat{x^t}(0) = 0.95, \varepsilon = 0.01\); (f) the mean-square error \(E[\pi_t(\phi) - \hat{\pi}_t(\phi)]^2\).

**Figure 4.** (g) The original filter \(\pi_t\) (‘+’ curves) versus the reduced filter \(\hat{\pi}_t\) (red curves): initial value \(x^t(0) = 1, y^t(0) = 1, \hat{x^t}(0) = 0.95, \varepsilon = 0.1\); (h) the mean-square error \(E[\pi_t(\phi) - \hat{\pi}_t(\phi)]^2\).
\[ \sum_{i=1}^{N} a_i(t) \delta_{x_i^0} \]  

(12)

in other words, with empirical distributions associated with sets of randomly located particles of stochastic mass \( a_1(t), a_2(t), \ldots \), which have stochastic positions \( x_i^0, x_i^0, \ldots \). The particle filtering algorithm can be carried out in the following steps:

1. **Initialization**
   For \( j = 1, 2, \ldots, n \)
   
   - Sample \( x_i^0, y_i^0 \) from \( \pi_0 \).
   - \( a_j(0) = 1 \).
   
   end for

\[ \pi_0 := \frac{1}{n} \sum_{j=1}^{n} \delta_{(x_i^0, y_i^0)} \]
Step 2. Iteration
for l = 0 to m-1
for j = 0 to n
Using Euler method to generate the Gaussian random vector $x^e(t + \frac{\Delta t}{m})$ and $y^e(t + \frac{\Delta t}{m})$.
$$b_j(t + \frac{\Delta t}{m}) := \arctan(x^e(t))(r^e_j - \frac{\Delta t}{m} || \arctan(x^e(t))||^2)$$
$$a_j(t + \frac{\Delta t}{m}) := a_j(t) \exp(b_j(t + \frac{\Delta t}{m}))$$
end for
$t := t + \frac{\Delta t}{m}$
$$\Sigma(t) := \sum_{j=1}^{n} a_j(t)$$
$$\pi^e_t := \frac{1}{\Sigma(t)} \sum_{j=1}^{n} \delta(x^e(t),y^e(t))$$
end for

Step 3. Deterministic resampling
Use the Kitagawa’s deterministic resampling algorithm, as described in [8].
For the particle filtering algorithm, we take: $\phi(x) = \frac{10x_1}{1+\varepsilon}$, $n = 200$, $m = 400$, $\Delta t = 0.02$, $T = 8$.
We will compute the original filter
$$\pi^e_t(\phi) = E[\phi(x^e_t)|R^e_t]$$
the reduced filter
$$\tilde{\pi}^e_t(\phi) = \frac{\tilde{\rho}_t(\phi)}{\tilde{\rho}_t(1)}$$
and the mean-square error
$$E[|\pi^e_t(\phi) - \tilde{\pi}^e_t(\phi)|^2]$$
and plot in the following figures.
As seen in figures 1 and 2, it is clear that if the initial values of the original slow component and the reduced system are the same, the larger $\varepsilon$ is, the larger the fluctuation of the filtering error is. From figures 3–6 it is found that if the difference for the initial values of the original slow component and the reduced system becomes larger, the fluctuation of the filtering error is larger. These figures indicate that the filter error increases initially before decaying. This is due to some relaxation towards the slow manifold. As shown in theorem 4.5, the error depends on the initial values and parameter $\varepsilon$. Moreover, the filter error may likely not change if the filters have some initial spin-up period [10].

6. Conclusion
In this paper, we first obtain the low dimensional reduction of a slow-fast data assimilation system via an invariant slow manifold. Then we show that the low dimensional filter on the slow manifold approximates the original filter. Moreover, by an example we illustrate this approximate filter numerically.
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