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Abstract—Video snapshot compressive imaging (SCI) utilizes a 2D detector to capture sequential video frames and compress them into a single measurement. Various reconstruction methods have been developed to recover the high-speed video frames from the snapshot measurement. However, most existing reconstruction methods are incapable of efficiently capturing long-range spatial and temporal dependencies, which are critical for video processing. In this paper, we propose a flexible and robust approach based on the graph neural network (GNN) to efficiently model non-local interactions between pixels in space and time regardless of the distance. Specifically, we develop a motion-aware dynamic GNN for better video representation, i.e., represent each node as the aggregation of relative neighbors under the guidance of frame-by-frame motions, which consists of motion-aware dynamic sampling, cross-scale node sampling, global knowledge integration, and graph aggregation. Extensive results on both simulation and real data demonstrate both the effectiveness and efficiency of the proposed approach, and the visualization illustrates the intrinsic dynamic sampling operations of our proposed model for boosting the video SCI reconstruction results. The code and model will be released.

Index Terms—Dynamic modeling, graph neural network, snapshot compressive imaging, video reconstruction.

I. INTRODUCTION

INSPIRED by compressive sensing (CS) [1], [2], [3], various computational imaging systems [4], [5] have been developed to achieve computationally-efficient high-dimensional data capture and processing. In particular, snapshot compressive imaging (SCI) is one important branch of computational imaging techniques with wide applications [6], [7], [8], which utilizes a 2-dimensional (2D) camera to capture the desired 3-dimensional (3D) data (videos or hyperspectral images) by imposing modulations and then compressing into a single frame (measurement). Different from conventional imaging systems employing direct sampling strategies, SCI systems compress the high-dimensional signals along time (i.e., CASSI [9], [10]) or spectrum (i.e., CASSI [11]) into the compressed measurements, leading to promising advantages in acquisition efficiency, storage consumption, and low bandwidth footprints.

Taking the compressed measurements as input, SCI reconstruction algorithms focus on efficiently and effectively recovering the desired video frames. The first mainstream methods are based on optimization models, which differ in various prior knowledge, e.g., total variation (TV) used in GAP-TV [12] and TwIST [13], sparsity in GMM-based methods [14], [15], and non-local low-rank in DeSCI [16]. The second mainstream methods are based on deep learning networks, which prefer learning the direct mapping from measurements to video frames, such as off-the-shelf U-net [17], 3D convolutional neural network (CNN) based RevSCI [18], recurrent neural network (RNN) based BiRNAS [19], [20]. Recently, some researchers combine deep networks with optimization methods to reconstruct the desired videos, such as deep unfolding models [21], [22], [23], [24], [25], [26] and plug-and-play algorithms [27], [28]. However, although existing approaches can reconstruct the videos decently, they are limited in efficiently capturing long-range dependencies across video frames, restricting further performance improvement.

For video SCI reconstruction, capturing non-local interactions is of central importance, since similar pixel patterns frequently recur between distant pixels across space-time [29], [30], and the random masks of SCI systems inherently disrupt the local continuity of videos when modulating space-time continuum scenes [9], [10]. However, as the most widely utilized deep learning methods, both the convolutional and recurrent networks build blocks that process one local neighborhood at a time, either in space or time. While directly employing deep stacks of CNNs or RNNs can naturally extend the receptive field, this strategy is inherently limited in inefficient computation, challenging optimization, and multihop dependency modeling, i.e., difficulty in delivering messages back or forth between distant positions. In recent years, the self-attention mechanisms, implemented within the Transformers, CNNs, and RNNs, have been applied...
to capture the non-local dependencies for SCI [19], [31], [32], [33], [34], [35]. However, these models are inherently limited in the following perspectives: 1) severe computation overhead due to the $O(N^2)$ complexity, 2) redundant information by capturing relations across all pairs of pixels, and 3) only performing along the spatial dimension and neglecting the temporal dimension or vice versa. Consequently, there remains a gap in constructing an elaborately designed model to efficiently capture both the local and global spatial-temporal dependencies for better video SCI representation learning.

Bearing these concerns in mind, we provide a graph modeling approach that offers an elegant and principled way to model correlations between any two positions, regardless of their spatial-temporal distance. Intrinsically, instead of relying solely on geometric properties, the graph model enables modeling beyond the constraints of euclidean spatial distances and captures the connections, interactions, and dependencies among entities. With our graph model, intrinsic correlations in videos can be excavated even if they are not physically obvious in euclidean space, such as modulation interactions, information flow, and dynamic relations, which might be concealed in traditional distance-based models. By transcending the constraints of euclidean space, the graph model is capable of modeling non-local correlations and opens up new possibilities for understanding and analyzing complex scenarios for SCI systems.

Consequently, this paper proposes a motion-aware dynamic graph, dubbed MadyGraph, for video SCI reconstruction. To alleviate the computational issues while enjoying the advantages brought by graph-structured features, a dynamic graph node sampling scheme is proposed. In contrast to traditional graph modeling with fixed adjacent matrix, we develop a novel data-adaptive frame-wise dynamic sampling to efficiently and accurately select the most relative neighbors for each node. Furthermore, to better exploit non-local dependency [30], as depicted in Fig. 1(a), we leverage optical flow as guidance into our dynamic sampling strategy. To elaborate a bit, we develop MadyGraph by the following concerns: i) capture dependencies regardless of the distance along both the spatial and temporal dimensions, achieved by graph modeling; ii) flexibly aggregate the most relative contextual information without much redundancy, achieved by dynamic sampling the neighboring nodes; iii) leverage appropriate priors, such as motion information (by motion-aware dynamic walks), sparsity and non-local self-similarity (by cross-scale node sampling), into graph modeling to better exhibit correlations among entities.

In summary, MadyGraph models non-euclidean relationships among dynamically selected spatial-temporal related nodes and aggregates non-local information, aiming to enhance feature representation for video reconstruction. The specific contributions can be summarized as follows:

- We formulate the video SCI reconstruction as a graph learning task and provide an elegant solution by developing a motion-aware dynamic graph network (MadyGraph) to efficiently model non-local spatial-temporal dependencies. To the best of our knowledge, the establishment of a graph model for video SCI reconstruction remains unexplored in this field.

- A novel dynamic sampling strategy is proposed for efficient graph modeling, which alleviates the computational issues by achieving a linear complexity $O(N)$ in contrast to prevailing non-local modeling approaches with quadratic complexity $O(N^2)$, aligning with the realistic computational requirements of video SCI.

- We showcase the effectiveness and efficiency of the proposed MadyGraph for video SCI, which achieves state-of-the-art (SOTA) performances concerning comparison models on both simulation and real datasets.

- Furthermore, the graph module could be utilized as a flexible and lightweight component, which is capable of “plugging” into any existing SCI reconstruction approaches, leading to considerable improvements as shown in Fig. 1(b).

II. VIDEO SNAPSHOT COMPRESSIVE IMAGING

A. Mathematical Model of Video SCI

In video SCI, the 3D video is modulated by dynamic masks and then compressed into the measurement (a coded 2D frame)
along the time dimension, which is decoded later with reconstruction methods to recover the original video. As depicted in Fig. 2, $B$ high-speed video frames $\{X_b\}_{b=1}^B \in \mathbb{R}^{H \times W}$ are modulated by $B$ coding masks $\{M_b\}_{b=1}^B \in \mathbb{R}^{H \times W}$, and then integrated over time using a camera. Mathematically, the compressed coded measurement frame $Y \in \mathbb{R}^{H \times W}$ can be expressed as

$$Y = \sum_{b=1}^B X_b \odot M_b + Z,$$

where $\odot$ denotes the Hadamard (element-wise) product and $Z \in \mathbb{R}^{H \times W}$ refers to the system noise. It has been proved that high-quality reconstruction is achievable when $B > 1$ [36]. In this paper, we focus on the inverse problem, i.e., reconstruction of original video frames $\{X_b\}_{b=1}^B$ given measurement $Y$ and masks $\{M_b\}_{b=1}^B$.

B. Related Work

Video Snapshot Compressive Imaging: Video SCI is a hardware-encoder-plus-software-decoder system [5]. In the encoder, the critical component is the spatial light modulators for effectively modulating the original scenes, usually using a physical mask [9], [10], or different patterns on the digital mirror device (DMD) [6], [17], [37], [38], [39], [40]. Regarding the decoder, some optimization-based methods introduce different priors to recover the desired videos by iteratively optimizing, e.g., GAP-TV [12], GMM [14], [15], and DeSCI [16], however suffering from the extremely long and impractical reconstruction time. In recent years, a boost in SCI reconstruction efficiency was achieved by introducing deep learning-based methods [18], [19], [22], [24], [34], [41], which can recover the high-quality videos within tens or hundreds of milliseconds. Most recently, a dense deep unfolding network (DDUN) [21] is designed with 3D CNN prior, which combines the merits of both optimization-based and deep learning-based methods, achieving impressive performance in video SCI. Nevertheless, these approaches usually neglect the long-range dependencies over the space-time volume during reconstruction, leading to a potential requirement for efficient non-local modeling. Recently, STFormer [33] is proposed to exploit the correlation in both spatial and temporal domains, composed of a spatially local self-attention branch, a temporal self-attention branch, and a fusion network, which achieves competitive performance. However, STFormer cannot simultaneously capture the spatial-temporal correlation and suffers from expensive computation costs with redundant correlation modeling.

GNN for Non-local Image/Video Processing: For a natural image/video, similar pixel patterns frequently recur so that many non-local methods have shown pleasant performance in different tasks [42], [43]. The non-local operation computes the response at a position as a weighted sum of the features at all positions, across space, time, or space-time [30], [44], [45], but suffering from the exhausting computation and information redundancy. Graph neural network (GNN) based methods, which propagate information along graph-structured input data, can capture non-euclidean non-local dependencies and simultaneously alleviate the computational issues. Researchers also have explored GNNs in video understanding tasks, including video action recognition [46], temporal action localization [47], trajectory prediction [48], and video object segmentation [49]. For example, some recent works [50] adopt graph reasoning (GR) for video content understanding, but mostly limit GR to a single frame. MAGRH [51] design a dual-branch architecture to extract the frame-wise and clip-wise hash codes for video retrieval, however, still limiting the motion information within the clip. In a word, prevailing methodologies typically focus on either capturing partial dependencies at the frame level or local contexts across consecutive frames at the regional level [52]. Effectively and efficiently capturing long-range global dependencies or crucial contexts without redundant information remains further exploration. The most related works of our proposed model are GraphSAGE [53] and DGMN [54], which utilize sampled graph nodes to capture position-based context. However, GraphSAGE [53] simply samples nodes with fixed positions along the spatial dimension, independent of the actual input. Absorbing the ideas from deformable convolution [55], DGMN [54] adaptively samples graph nodes for message passing according to the input. Nevertheless, it is limited to the 2D spatial dimension without exploring the temporal dimension. Furthermore, in DGMN, the position of each node is estimated only based on the features of a set of sampled nodes without checking the whole feature map and explicit guidance, resulting in insufficient information exploration. Different from it, we extend the non-local modeling to space and time while keeping a lightweight computational cost, and dynamically sample related nodes not only according to the whole feature map but also taking the knowledge of motion information between frames into consideration. Moreover, as the physical mask of the SCI system leads to the changing light transmittance of different positions across different frames, we make particular designations such as input re-masking and frame-wise sampling to fit the SCI problem.

III. The Proposed Model

Given the compressed measurement $Y$ captured by the SCI system and the corresponding masks $\{M_b\}_{b=1}^B$, our goal is to output a fine-grained reconstructed video. One of the main drawbacks of the traditional deep learning-based methods is the computational cost of training from scratch, which may require up to tens of thousands of iterations and weeks of time for training. As such, this work introduces a new training strategy accomplished with a residual framework and aims to complement...
**A. Initial Prediction**

We introduce a simple residual framework to reduce the training cost and difficulty, which is inspired by the principles of predictive coding [56] and neural compression algorithms [57], suggesting that residual frameworks are easier to model than one-shot reconstruction [58], [59]. Specifically, we first utilize an initial predictor to provide a data-adaptive predicted candidate video. Then the dynamic graph network only needs to model the residual details as replenishment. For fast training, we construct a lightweight initial predictor to give the initial prediction, composed of three 3-D convolution blocks and two residual blocks, taking the frame-wise dot product of measurement and masks as the input.

The initial predictor network provides a data-adaptive candidate video for the residual network, i.e., dynamic graph module, to add further complement information, thus significantly reducing the burden of the graph network. Note that we optimize the dynamic graph module with this simple initial predictor only at the training stage, and it is flexible to directly append the well-trained dynamic graph module to other backbone models at the testing stage. In our paper, the backbone models could be any existing video SCI models including both the optimization-based and deep learning-based models. Surprisingly but reasonably, the reconstructed videos of different backbone models can be significantly improved even without time-consuming fine-tuning. Next, we will mainly focus on the dynamic graph module to learn the residual information.

**B. Mask-Aware Feature Extraction**

After obtaining the initial predicted video, we designed a dynamic graph network to learn the complementary detailed information. In terms of the network input for predicting the complementary information, one straightforward way is to directly use the reconstructed videos from the initial predictor as inputs. However, after extensive experiments, we found it is difficult to obtain good results in this manner, since critical information always be smoothed out in the initial reconstructed videos. Furthermore, directly taking the initial predicted video as input gains no more information increment to learn the complementary details. Recalling that the physical mask is used to modulate the video frames in the snapshot compressive imaging system, thus, the light transmittance of different positions on the mask varies across different frames of videos. As a result, the fidelity of the modulated video information is position-sensitive.
This observation inspires us that the modulation mask could be used as guidance to direct the model to focus on regions with high-fidelity representations. In order to explore the fine-grained details, we should add more primordial information about SCI systems such as masks and measurements. Therefore, we develop a re-masking operation to better fit video SCI and make good use of the critical knowledge of hardware systems for SCI decoding.

Specifically, based on the initial predicted video \( \{ \mathbf{X}_t^{\text{init}} \}_{t=1}^T \in \mathbb{R}^{H \times W} \), we re-mask each frame to enrich information with the measurement \( \mathbf{Y} \) and mask-aware re- modulated frames \( \mathbf{X}_t^{\text{re}} \odot \mathbf{M}_t \). This step allows us to incorporate the complementary information that might be neglected or smoothed in the initial prediction. Recalling the mathematical model of video SCI in (1), we re-mask each frame by:

\[
\mathbf{X}_t^{\text{re}} = \mathbf{Y} - \sum_{t=1, t \neq h}^T (\mathbf{X}_t^{\text{init}} \odot \mathbf{M}_t),
\]

where \( \mathbf{X}_t^{\text{re}} \in \mathbb{R}^{H \times W} \) denotes the \( t \)-th re-masked frame, acquired by subtracting the summation of other masked frames from the measurement. Thus, in the re-masking operation of each frame, all the inputs of the original system and the initial video are incorporated to enrich its information, facilitating further feature extraction. Furthermore, the re-masking operation encourages the model to capture dependencies between the masked position and unmasked context positions by recovering the masked features from the contextual information.

With the re-masked frames \( \{ \mathbf{X}_t^{\text{re}} \}_{t=1}^T \) as input, a 4-layer 3D convolution network \( \mathcal{F}_r \) is constructed to encode the data cube into high-dimensional features, as:

\[
\mathbf{H} = \mathcal{F}_r(\{ \mathbf{X}_t^{\text{re}} \}_{t=1}^T),
\]

where \( \mathbf{H} \in \mathbb{R}^{H \times W \times B \times C} \) is a 4D tensor, \( C \) is the channel dimension, and \( B \) refers to the temporal dimension (the number of video frames). After the 3D convolution network, the encoded feature of each frame is a 3D tensor, in which the representation of each pixel at a single frame corresponds to a vector with the dimension of \( \mathbb{R}^C \).

### C. Motion-Aware Dynamic Graph Modeling

#### 1) Graph Definition and Notation: Given the feature maps \( \mathbf{H} \in \mathbb{R}^{H \times W \times B \times C} \), where \( B \) is the number of frames and \( C \) is the feature dimension, our goal is to update the video feature map with intrinsic structured information in the graph domain. In order to learn the structured correlations, we construct a feature graph \( \mathcal{G} = \{ \mathcal{V}, \epsilon, \mathcal{A} \} \), where \( \mathcal{V} \) denotes a set of node features, \( \epsilon \) refers to the edges, and \( \mathcal{A} \in \mathbb{R}^{\mathcal{V} \times \mathcal{V}} \) is the adjacency matrix, representing the connection relations between nodes. In this work, we first construct the undirected graph and then update the graph representations with the adaptively learnable adjacency matrix for downstream video SCI in each self-loop. In the following, we will start with the definition and construction of the graph for video SCI, then specifically introduce our proposed dynamic node sampling strategy.

#### Nodes of Graph: One straightforward way is to recognize the feature vectors of each pixel as the nodes of the graph, however, which may cause the following problems: 1) The computational cost is significant due to the large number of nodes being \( H \times W \times B \). The corresponding computation complexity is quadratic to the node number as \( \mathcal{O}(H \times W \times B)^2 \), which occupies unaffordable time and memory resources when handling videos with large spatial resolutions or long duration; 2) If we compute the relations across all pairs of pixel nodes, the captured information tends to be redundant; 3) If we only sparsely select several nodes to be related to the current node, the available pixel-level information becomes limited, making it challenging to capture and express the structured and semantic relationships present in the video. To solve the above problems, we define initial graph nodes of our video graph as patches of size \( p \times p \) in every frame in the 3D latent feature map \( \mathbf{H} \), and develop a dynamically sparse and multi-scale sampling strategy to abandon the redundant information. This leads to a total number of graph nodes as \( |\mathcal{V}| = \frac{H}{p} \times \frac{W}{p} \times B \). In this way, the computational consumption problem can be relieved and the structured and semantic relations across space and time in videos can be well excavated.

#### Graph message passing: The graph representation can be updated through the aggregation operation. The graph message passing phase usually takes \( L \) iteration steps to update node representations. Namely, the representation of each node only depends on its \( L \)-hop neighborhoods. Formally, at each iteration, the graph representation aggregation can be described as a weighted summation, as:

\[
h_i^{(l+1)} = \sum_{j \in \mathcal{N}(i)} A_{i,j} T(h_j^{(l)}),
\]

where \( h_i^{(l+1)} \) represents the \( i \)-th node feature at the \( (l+1) \)-th iteration, computed by weighted summation of the node features \( h_j^{(l)} \) at the previous iteration. The \( A_{i,j} \) represents the connection relationship between nodes \( h_i^{(l)} \) and \( h_j^{(l)} \), and \( \mathcal{N}(i) \) refers to the self-included neighbour of the node \( h_i^{(l)} \). Here, \( T \) is a transmit operation imposed on \( h_j^{(l)} \). In this work, the initial node features \( h_i^{(0)} \) are obtained from the initial input feature maps as \( \mathbf{H}^{(0)} = \text{Conv} \mathbf{H} \in \mathbb{R}^{\frac{H}{p} \times \frac{W}{p} \times B \times C} \), where \( \text{Conv} \) denotes a 2D \( p \times p \) strided convolution operation. This indicates the initial node features of each \( p \times p \) patch are represented as a vector \( h_i^{(0)} \in \mathbb{R}^C \).

Given the set of nodes \( \mathcal{V} \), the subsequent important question is how to efficiently construct adjacent matrix \( \mathcal{A} \) which determines the correlations between graph nodes. When analyzing videos, both the spatial and temporal relations should be taken into consideration regardless of the limitations of their euclidean distance. A direct implementation is constructing a fully-connected graph by computing non-local interactions \( A_{i,j} \) between every two nodes across space and time, i.e., \( \mathcal{N}(i) = \mathcal{V} \). However, a fully-connected graph often suffers from prohibitively expensive computation, redundant information, and optimization difficulty especially when dealing with limited training data. Therefore,
we construct a dynamic sampling scheme to dynamically sample a small subset of the time-spacial relevant feature nodes as $\mathcal{N}(i)$, including motion-aware dynamic sampling and cross-scale node sampling.

In this way, the node correlations in $\mathcal{A}$ are non-zero only at the positions of selected relevant nodes, imposed with the sparsity prior. This allows for the efficient gathering of non-local dependencies without excessive computations and redundant information. In summary, we aim to design a position-adaptive, weight-learnable, motion-aware, and computation-economy construction of $\mathcal{A}$ for the video graph.

2) Motion-Aware Dynamic Sampling: In this part, we introduce a motion-aware dynamic node sampling scheme to adaptively select neighbors $\mathcal{N}(i)$ of each node, composed of three steps: 1) the initial sampling, 2) the frame-by-frame motion extraction, and 3) the motion-aware dynamic walks.

Initial sampling: As shown in Fig. 4, along the spatial dimension, we uniformly sample $K$ neighboring nodes from $\mathcal{V}$ for each graph node $h_l(i)$, which is a commonly used strategy for graph node sampling [54], [60] based on Monte-Carlo estimation. Along the temporal dimension, we continuously sample neighboring nodes with the same spatial position. Thus, the initial neighbors $\mathcal{N}(i)$ of each node contain $K \times B$ elements. The initial sampling scheme, being a position-fixed locally-connected mechanism, neglects the original feature distribution and may overlook important contextual information. Thus, taking the various data distributions into consideration, we develop a position-specific dynamic walk mechanism upon the uniform sampling to find the data-adaptive neighbors for each node, which is guided by the motions in videos.

Motion extraction: In order to explicitly learn the dynamic motions across video frames, we use optical flow to represent the frame-by-frame motions to help each node find its most related neighboring nodes. Considering the efficiency and accuracy, a pre-trained lightweight network, Flownet [61], is employed as our optical flow extractor. Taking the $b$th frame and the $(b+1)$th frame of the initial predicted video as inputs, the motion can be extracted by:

$$F_b = \text{Flownet}(X_{\text{Init}}^{b}, X_{\text{Init}}^{b+1})$$

where $F_b$ denotes the optical flow of the $b$th pair of adjacent frames output from Flownet [61], which consists of a vertical and a horizontal component. Furthermore, we define the motion of the last frame in a video as $F_B = \text{Flownet}(X_{\text{Init}}^{B}, X_{\text{Init}}^{B-1})$, to provide the motion information in the reverse direction. In the following, we will introduce how to utilize the motion information to guide dynamic sampling, which learns the dynamic walks around initial sampling nodes for each graph node.

Motion-Aware Dynamic Walks: To take all the node features and motions into account during dynamic sampling, we absorb the ideas from deformable CNN [55] and propose a motion-aware dynamic walk upon the initial sampled nodes. As illustrated in Fig. 4, the black arrows refer to the dynamic walks around initial sampling nodes, which are predicted in a data-driven fashion being aware of the overall feature maps and motion distributions. Considering the positions of related nodes keep changing over time in a video due to the moving objects and different light transmittance at various positions across frames, we perform the dynamic walks independently for each frame.
along the spatial dimension. In other words, the dynamic walks vary and adapt with respect to different frames.

Considering that dynamic walks are conducted across the 2D spatial domain in each frame, let $\Delta \mathbf{p}_{j,b} \in \mathbb{R}^{2 \times 1}$ denote the predicted walk according to one of the initially sampled neighboring nodes $\mathbf{h}_j \in \mathcal{N}(i)$ in the $b$th video frame. The node walks are predicted by applying a stride convolution layer over the input feature maps and motion representations, i.e.,

$$
\Delta \mathbf{p}_{b} = \text{Conv}(\{[\mathbf{H}, \mathbf{F}_{b-1}, \mathbf{F}_b, \mathbf{F}_{b+1}]\}_c),
$$

where $\Delta \mathbf{p}_{b} \in \mathbb{R}^{H \times W \times (K \times 2)}$ refers to the horizontal and vertical walks (offset) of the $K$ neighboring nodes of all the $\frac{H}{p} \times \frac{W}{p}$ nodes in the $b$th frame, and $[,]_c$ refers to the concatenation operation along channels. Hereafter, we omit the superscript $(l)$ of iterations for brevity. Intuitively, it will be much easier for the neural network to predict the position of related nodes if the explicit motion of the current node is known. Thus we utilize the optical flow of adjacent frames $\{\mathbf{F}_{b-1}, \mathbf{F}_b, \mathbf{F}_{b+1}\}$ to provide the motion information of both the former and latter frames as guidance to better learn the dynamic walks. Finally, the predicted dynamic walk $\Delta \mathbf{p}_{j,b}$ is executed on the initially sampled position $\mathbf{p}_{j_0,b}$ through the addition of $\Delta \mathbf{p}_{j,b}$ to $\mathbf{p}_{j_0,b}$ horizontally and vertically. Then the features are calculated by:

$$
h_{j,b} = \Upsilon(\mathbf{p}_{j_0,b}, \Delta \mathbf{p}_{j,b}, \mathbf{H}_b),
$$

where $\Upsilon$ denotes the bi-linear sampler [55] imposed on the original feature map $\mathbf{H}_b$, to obtain the bi-linear interpolated features for dynamic sampling nodes. This is due to the dynamic walks are typically fractional, always resulting in irregular sampling positions; please refer to [55] for more details about the bi-linear sampler. In short, by performing motion-aware dynamic walks upon the initially sampled neighboring nodes, we can enhance the process of identifying the most relevant neighbors and extracting more informative features for the graph nodes.

3) Cross-Scale Node Sampling: To capture longer dependencies for each node effectively, we employ a cross-scale node sampling mechanism to expand the receptive field size, while maintaining computational efficiency through dynamic sampling. Specifically, different dilation rates (denoted as $d$) are used to sample neighboring nodes of various distances whilst maintaining a small number of connected nodes. As shown in Fig. 4, composing different dilation rates can find related nodes across various scales, which could be utilized in conjunction with the dynamic walks. A limitation of this parallel architecture is that the computation memory will grow in proportion to the increasing scales, however, which is cost-effective due to its sparsity and substantial performance gains it delivers.

4) Global Knowledge Integration: The dynamic sampling strategy mainly focuses on the low-level texture characteristics, which might ignore some high-level semantic information. Therefore, we design a mechanism to extract the semantic-level information and integrate the global knowledge into graph learning. Considering the optical flow can well distinguish the moving objects and the motionless background, it is reasonable to embed optical flow into the feature maps for the focus of foreground objects, as:

$$
h_{\text{global}} = \text{Conv}(\mathbf{F} \odot \mathbf{H}),
$$

where $\mathbf{F} = [\mathbf{F}_1, \ldots, \mathbf{F}_B] \in \mathbb{R}^{H \times W \times B}$ re-weights $\mathbf{H} \in \mathbb{R}^{H \times W \times B \times C}$ by position-wise dot production. Then a 3D stride convolution block with a big step size is employed to extract global knowledge, resulting in a small number of global nodes. All global nodes are considered as neighboring nodes, contributing to the learning process of each node’s features.

By leveraging higher-level abstraction, graph nodes are able to not only identify and connect with relevant low-level nodes but also gain a holistic semantic understanding of the entire video at a higher level. Furthermore, the extra computational cost remains insignificant due to: 1) the optical flow has already been computed, and 2) the increase in computational cost due to the additional global nodes is minimal in comparison to the existing low-level nodes. In summary, the global nodes correspond to high-level visual concepts and could provide complementary information for better graph representation learning.

D. Graph Aggregation and Video Reconstruction

So far, the adjacent matrix of the graph, which represents the connections between the cross-scale motion-aware dynamic sampled nodes, has been successfully constructed. Subsequently, an aggregation module is developed to efficiently combine the relative features across both spatial and temporal domains. The objective of this operation is to update the feature maps $\mathbf{H}^{(l+1)}$, which have the same dimensions as the input $\mathbf{H}^{(l)}$, using the learned dynamic graph-structured features to capture non-local dependencies and improve video reconstruction. The aggregation process can be viewed as information interaction at each iteration, while the graph typically requires $L$ iterations to update features.

Towards this end, we define a generic aggregation operation for updating each node $\mathbf{h}_i^{(l)}$ at the $l$-th iteration step as:

$$
h_i^{(l+1)} = \frac{1}{\mathcal{C}(\mathbf{h}_i^{(l)})} \sum_{b=1}^{B} \sum_{j \in \mathcal{N}(\mathbf{h}_i^{(l)})} \mathcal{R}(\mathbf{h}_i^{(l)}, \mathbf{h}_j^{(l)}, \mathbf{h}_{j,b}) f(\mathbf{h}_{j,b}),
$$

$$
\mathcal{C}(\mathbf{h}_i^{(l)}) = \sum_{b=1}^{B} \sum_{j \in \mathcal{N}(\mathbf{h}_i^{(l)})} \mathcal{R}(\mathbf{h}_i^{(l)}, \mathbf{h}_{j,b}),
$$

where $\mathbf{h}_i^{(l+1)}$ is the corresponding updated node feature; $\mathcal{N}(\mathbf{h}_i^{(l)})$ represents the neighboring node set of $\mathbf{h}_i^{(l)}$, containing the dynamic sampled neighbors $\mathbf{h}_{j,b}$ at the $b$th frame and the shared global graph nodes $\mathbf{h}_{\text{global}}$; $\mathcal{R}(\mathbf{h}_i^{(l)}, \mathbf{h}_{j,b})$ represents the correlation between two adjacent nodes, performing as a weight of corresponding node feature $f(\mathbf{h}_{j,b})$, $\mathcal{C}(\mathbf{h}_i^{(l)})$ is utilized for normalization. Specifically, there could be different choices for the pairwise function $\mathcal{R}$ for measuring the relative relationship.
between two nodes. In this paper, the embedded Gaussian version is utilized to compute node relationships as:

$$\mathcal{R}(\mathbf{h}_i^{(l)}, \mathbf{h}_j^{(l)}) = e^f(h_i^{(l)}) f(h_j^{(l)}) w_{b},$$

(11)

where the function $f$ is composed of CNNs for transforming the input node features to another representation space to calculate nodes’ similarities. Moreover, the frame-wise weight $w_b$ is a learnable parameter to ‘re-weight’ the node relationships of the $b$th frame, as we assume the node features of some frames (might be the neighboring frames) are more important for updating node $h_i^{(l)}$ than other frames. For ease of comprehension, the aggregation operation is similar to the self-attention mechanism in [19], [62], but performed on the dynamically selected relative nodes. From this perspective, our aggregation can be viewed as an efficient variety of self-attention mechanisms, more appropriate for video processing.

Up to now, the features of dynamical graph nodes can be adaptively updated by aggregating the relative information regardless of the spatial or temporal distance. The non-locally aggregated information facilitates extracting the residual complementary features, which are combined with the initial prediction and subsequently fed into a 4-layer 3D CNN $\mathcal{F}_d$ to reconstruct the final fine-grained video $\mathbf{X}$ as:

$$\hat{\mathbf{X}} = \mathcal{F}_d(\mathbf{H}^{(L)} + \mathbf{X}^{Init}).$$

(12)

**Optimization:** At the training stage, we optimize our proposed model with mean square error (MSE) loss, i.e.,

$$\mathcal{L}_{mse} = \frac{1}{BHW} \sum_{b=1}^{B} ||\hat{\mathbf{X}}_b - \mathbf{X}_b||_2^2,$$

(13)

where $\hat{\mathbf{X}}_b$ is the $b$th frame of our final reconstructed video, and $\mathbf{X}_b$ is the ground truth. In order to efficiently obtain the initial prediction, we jointly train MadyGraph with loss:

$$\mathcal{L} = \mathcal{L}_{mse} + \frac{1}{BHW} \sum_{b=1}^{B} ||\mathbf{X}_b^{Init} - \mathbf{X}_b||_2^2.$$  

(14)

IV. EXPERIMENTS

This section presents the performance comparison of our proposed video reconstruction method, MadyGraph, with several alternatives on both grayscale and color simulation datasets, as well as the real datasets. The evaluation of different video gain SCI reconstruction methods on simulated datasets is based on the peak-signal-to-noise ratio (PSNR) and structured similarity index metrics (SSIM) [64]. We also demonstrate the ablation study to investigate the importance of each component in our MadyGraph.

A. Datasets and Implement Details

**Simulation Video Datasets:** We choose DAVIS2017 [63] as the training set for our experiments, which contains 90 different scenes of total 6208 frames with two resolutions: $480 \times 894$ and $1080 \times 1920$. During training, we perform data augmentation on DAVIS2017 [63] using random horizontal flipping, random scaling, and random cropping following [33]. Randomly cropped patch cubes from the original scenes in DAVIS2017 are synthesized as training data. Following the CACTI imaging process, a series of measurements are generated. The evaluation experiments are implemented on the following datasets: 1) A widely used benchmark consists of six grayscale simulation datasets, including Kobe, Runner, Drop, Traffic [16], Aerial and Vehicle [27], each with a size of $256 \times 256 \times 8$. Following the setting in previous works [19], [33], eight ($B = 8$) sequential frames of size $256 \times 256$ are modulated by the shifting binary masks and then collapsed into measurements $Y$ for training. 2) Furthermore, we evaluate our model on six benchmark color simulation datasets including Beauty, Bosphorus, Jockey, Runner, ShakeNDry and Traffic [28], each with a size of $512 \times 512 \times 3 \times 32$. Here, the third dimension 3 represents the RGB channels. Similar to the grayscale video, we compress the video with a compression rate of $B = 8$, resulting in 4 measurements for each dataset. To generate the measurement for training, we use the same shifting binary masks as used in [28] to modulate mosaic videos of size $512 \times 512$.

**Real Video Datasets:** For the grayscale real data, we choose three grayscale scenes from two real SCI systems for testing, including Wheel [9] with the size of $256 \times 256 \times 14$, Domino and Water Balloon [17] with the size of $512 \times 512 \times 10$. For the color real data, we use Hammer video data [10] with a spatial resolution of $512 \times 512$ and compression rate $B = 22$.

**Counterparts and Evaluation Metrics:** The proposed MadyGraph is compared with several methods including model-based methods GAP-TV [12] and DeSCI [16], plug-and-play method PnP-FFDNet [27], and deep learning based methods E2E-CNN [17], BIRNAT [19], RevSCI [18], DDUN [21], STFormer [33], EfficientSCI [34]. For simulation data, both peak-signal-to-noise ratio (PSNR) and structural similarity (SSIM) [64] are employed as metrics to quantitatively evaluate the reconstruction quality. Moreover, to measure the practicality of the methods for real-time applications, we report the inference time for reconstructing videos during the testing stage.

**Implement Details:** We choose 3 dilation rates 1, 7, and 13 (note that they are all prime numbers) for the cross-scale node sampling in the dynamic graph. For each latent node, we sample $K = 9$ neighboring nodes of each scale. The patch size of each node is set as $p = 4$. The number of global nodes is $16 \times 4$. EfficientSCI-B [34] and STFormer [33] are employed as the backbone models. The Adam optimizer [65] is employed for optimization with the initial learning rate of $2e^{-4}$. All experiments are implemented in PyTorch running on an RTX 8000 GPU.

**Architecture of the initial predictor:** We list the detailed architecture of the lightweight initial predictor in Table I, corresponding to the top row of Fig 3, which is only utilized at the training stage.

**Architecture of the graph module:** We list the detailed network architectures of the graph module in Table II, corresponding to the bottom row of Fig 3. The graph module mainly contains four components: i) A feature extraction block $\mathcal{F}_e$, a 4-layer 3D CNN, encodes the re-masked images into high-dimensional
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TABLE I
NETWORK ARCHITECTURE OF THE INITIAL PREDICTOR

| Module      | Operation | Kernel | Stride | Output Size |
|-------------|-----------|--------|--------|-------------|
| 3D CNN block1  | 3D conv   | 5 x 5 x 5 | 1   | 256 x 256 x 16 x 8 |
| Resblock1     | resBlock  | 3 x 3 x 3 | 1   | 128 x 128 x 64 x 8 |
| 3D CNN block2  | 3D conv   | 3 x 3 x 3 | 1   | 128 x 128 x 64 x 8 |
| Resblock2     | resBlock  | 3 x 3 x 3 | 1   | 128 x 128 x 64 x 8 |
| 3D CNN block3  | 3D conv   | 3 x 3 x 3 | 1   | 128 x 128 x 64 x 8 |

TABLE II
NETWORK ARCHITECTURE OF THE PROPOSED MadyGraph

| Module      | Operation | Kernel | Stride | Output Size |
|-------------|-----------|--------|--------|-------------|
| Feature Extraction \( \mathcal{F}_t \) | 3D conv   | 3 x 3 x 3 | 1   | 256 x 256 x 16 x 8 |
| Dynamic Graph | Resblock  | 3 x 3 x 3 | 1   | 256 x 256 x 64 x 8 |
| Scale 1 | 3D conv   | 3 x 3 x 3 | 1   | 256 x 256 x 16 x 8 |
| Scale 2 | 3D conv   | 3 x 3 x 3 | 1   | 256 x 256 x 16 x 8 |
| Scale 3 | 3D conv   | 3 x 3 x 3 | 1   | 256 x 256 x 16 x 8 |

(4D) features. ii) An optical flow extraction network, which is a lightweight pre-trained model. The detailed architecture and implementation can be found in https://github.com/twhui/LiteFlowNet. iii) A non-local dynamic graph neural network is proposed to aggregate the cross-scale dynamically selected features for modeling pixel-wise spatial-temporal correlations. iv) A 4-layer 3D CNN module \( \mathcal{F}_d \) is employed to reduce the channel and achieve the final reconstructed video.

B. Results on Simulation Datasets

1) Grayscale Simulation Video: The comparison results of six widely used benchmark grayscale simulation data are given in Table III, comparing with different algorithms, i.e., GAP-TV [12], PnP-FFDNet [27], E2E-CNN [17], DeSCI [16], BIRNAT [19], GAP-net-Unet-S12 [24], MetaSCI [41], RevSCI [18], DDUN [21], STFormer [33], and SOTA method EfficientSCI [34]. Fig. 5 visualizes selected reconstructed frames of our method on the six datasets, as well as the other comparison methods. The observations from Table III and Fig. 5 are listed as follows.

a) MadyGraph consistently outperforms the previous comparison methods on six benchmark data. To be specific, MadyGraph surpasses the SOTA method EfficientSCI on Kobe, Traffic, Runner, Drop, Aerial, and Vehicle by \{1.54, 0.83, 1.08, 0.77, 0.62, 0.69\} on the metric PSNR, respectively. It can be found that MadyGraph can provide superior performances on videos with faster-moving action, such as running or playing basketball. It might owe to the non-local spatial-temporal correlation modeling by our dynamic graph, which can flexibly aggregate the most relative contextual information without much redundancy. For the scenes with complicated backgrounds or moving objects such as Kobe and Aerial, the non-local similarity-based method DeSCI tends to degrade, and correlation-based deep learning methods such as STFormer and our MadyGraph can provide consistent robustness due to the strong representation capability for long-range dependencies.

b) Considering the reconstruction running time as shown in the last column of Table III, our proposed method strikes a balance between running performance and reconstruction quality, achieving competitive results in both aspects. In specific, our MadyGraph achieves a high reconstruction quality of over 37 dB, while maintaining a fast running time of 0.41 s. These results outperform most current reconstruction algorithms in terms of running speed and reconstruction quality. Although GAP-net-Unet, MetaSCI, and BIRNAT have higher running speeds, their reconstruction quality is relatively poor, with an average PSNR value of less than 34 dB. Compared with the Transformer-based method STFormer, which also aims at modeling long-range dependencies, our MadyGraph delivers twice the inference speed and significantly better reconstruction quality, boasting an average PSNR improvement of 1.17 dB. This contributes to the sparse and flexible sampling strategy of graph nodes, which is lightweight and effective in alleviating the severe computational problems caused by the self-attention mechanism.

c) In terms of visualization quality, it can be seen from Fig. 5 that our MadyGraph is able to clearly reconstruct the details. Especially for high-speed scenarios with fast motions (such as Kobe), MadyGraph has excellent performance for reconstructing the actions (such as playing basketball). We contribute it to the powerful capacity of non-euclidean distance modeling and long-term dependencies exploring. MadyGraph could adaptively capture the relations between basketball and the player with prior knowledge from optical flow. By analyzing the visualization results, we can observe that our proposed method successfully recovers clear edges of tree trunks in the Aerial data, as well as the car lamp on the cars in the Traffic data. Previous approaches often result in over-smoothing and blurred periphery. In contrast, our MadyGraph offers sharper edges and more distinct contours due to its strong representation capability.

Furthermore, to showcase how the proposed model finds related clues to update the representation for reconstructing videos, we visualize the intrinsic dynamic relationships in Fig. 6. Intuitively, we plot the relations at the central position (i.e., the yellow point) with the dynamically selected nodes (i.e., the red points) with various shades of color. As the car moves forward over time, the focal point resides at the headlight of a moving vehicle, becoming increasingly prominent in the subsequent frames. Our observations are as follows: 1) The majority of dynamically selected neighboring nodes are situated on the car lamp or in its surrounding vicinity. 2) Over time, the selected neighbors tend to disperse around the lamp while...
also concentrating on the right side of the image, aligning with the movement of the object. 3) In frame #1, the aggregation weights of neighboring nodes are below 0.2, in accordance to that the lamp is not visible in the image. This indicates that our proposed model can dynamically capture meaningful and logical correlations regardless of the distance across space and time in the video.

2) Color Simulation Video: Table IV presents the quantitative results of our proposed method on six widely used benchmark color simulation datasets, along with other comparison algorithms. Due to the inflexibility of DDUN [21] and RevSCI [18] with regard to input size and masks, training a model with a spatial size of $512 \times 512$ requires a significant amount of memory or training time. Therefore, we limit our comparison to

![Selected reconstructed frames of six benchmark grayscale simulation data of different methods.](image_url)

TABLE III

| Algorithm       | Kobe   | Traffic | Runner | Drop  | Aerial | Vehicle | Average | Time |
|-----------------|--------|---------|--------|-------|--------|---------|---------|------|
| GAP-TV [12]     | 26.45  | 20.89   | 28.81  | 34.74 | 25.05  | 24.82   | 26.79   | 4.20 |
| PnP-FFDNet [27] | 30.50  | 24.18   | 32.15  | 40.70 | 25.27  | 25.42   | 29.70   | 3.0  |
| E2E-CNN [17]    | 29.02  | 23.45   | 34.43  | 36.77 | 27.52  | 26.40   | 29.26   | 0.023|
| DeSCI [16]      | 33.25  | 28.72   | 38.76  | 43.22 | 25.33  | 27.04   | 32.72   | 6180 |
| BIRNAT [19]     | 32.71  | 29.33   | 38.70  | 42.28 | 28.99  | 27.84   | 33.31   | 0.16 |
| GAP-net-Unet-S12 [24] | 32.09 | 28.19   | 38.12  | 42.02 | 27.83  | 28.88   | 32.86   | 0.03 |
| MetaSCI [41]    | 30.12  | 26.95   | 37.02  | 40.61 | 27.33  | 28.31   | 31.72   | 0.03 |
| RevSCI [18]     | 33.72  | 30.02   | 39.40  | 42.93 | 29.35  | 28.12   | 33.92   | 0.19 |
| DDUN [21]       | 35.02  | 31.78   | 40.91  | 44.49 | 30.58  | 29.36   | 35.36   | 1.35 |
| STFormer [33]   | 35.50  | 32.11   | 42.66  | 44.55 | 31.48  | 31.15   | 36.24   | 0.92 |
| EfficientSCI-B [34] | 35.76 | 32.30   | 43.05  | 45.18 | 31.50  | 31.13   | 36.48   | 0.31 |
| MadyGraph       | 37.30  | 33.13   | 44.13  | 45.95 | 32.12  | 31.82   | 37.41   | 0.41 |

The best results are in bold.
TABLE IV
The Average Results of PSNR in DB (Left Entry) and SSIM (Right Entry) and Running Time Per Measurement/Shot in Seconds by Different Algorithms on Six Color Simulation Datasets

| Algorithm       | Beauty | Bosphorus | Jockey | Runner | ShakeNDry | Traffic | Average | Time |
|-----------------|--------|-----------|--------|--------|-----------|---------|---------|------|
| GAP-TV [12]     | 33.08  | 0.9639    | 29.48  | 0.9144 | 29.46     | 0.8874  | 29.10   | 0.8780 | 29.59 | 0.8928 | 19.84 | 0.6448 | 28.46 | 0.8635 | 10.8 |
| DeSCI [16]      | 34.66  | 0.9711    | 32.88  | 0.9518 | 34.14     | 0.9382  | 36.16   | 0.9489 | 30.94 | 0.9049 | 24.62 | 0.8387 | 32.23 | 0.9256 | 92.640|
| PnP-FFDNet [27] | 33.21  | 0.9629    | 28.43  | 0.9046 | 32.30     | 0.9182  | 30.83   | 0.8875 | 27.87 | 0.8606 | 21.03 | 0.7113 | 28.93 | 0.8742 | 25.8 |
| PnP-FastDVTnet-gray [28] | 33.01 | 0.9628 | 33.01 | 0.9628 | 33.51 | 0.9279 | 32.82 | 0.9004 | 29.92 | 0.8920 | 22.81 | 0.7764 | 30.50 | 0.8989 | 52.2 |
| PnP-FastDVTnet-color [28] | 35.27 | 0.9719 | 37.24 | 0.9781 | 35.63 | 0.9495 | 38.22 | 0.9648 | 33.71 | 0.9685 | 27.49 | 0.9147 | 34.60 | 0.9546 | 57   |
| BIRNAT-color [20] | 36.08  | 0.9750    | 38.30  | 0.9817 | 36.51     | 0.9561  | 39.65   | 0.9728 | 34.26 | 0.9505 | 28.03 | 0.9151 | 35.47 | 0.9585 | 0.98  |
| STFormer* [33]  | 37.13  | 0.9788    | 40.74  | 0.9898 | 38.43     | 0.967   | 42.58   | 0.9835 | 36.01 | 0.9659 | 30.38 | 0.9455 | 37.55 | 0.9711 | 2.05  |

* We use the official weights from https://github.com/ucaswangle/STFormer to generate the results and then calculate the evaluation metrics on the RGB videos. The best results are in bold.

depth learning methods with fast inference speed, our proposed model showcases good real-time performance.

c) Based on the visualization results as shown in Fig. 7, our proposed method proves to be effective in recovering sharp edges and capturing detailed complex textures. Taking the Runner dataset as an example, MadyGraph can provide clearer shoe textures with fewer artifacts than the other competing methods. However, optimization-based methods including GAP-TV and DeSCI, fail to jointly optimize SCI and demosaicing, leading to suboptimal color video SCI reconstructions. Although PnP-FFDNet-color and PnP-FastDVD-color methods perform better in detail preservation, they still suffer from blurred edges.

Visualization of the dynamic correlations on color videos:
The visualization in Fig. 8 showcases the intrinsic dynamic relationships investigated by the graph during a woman blinking her eye in the video dataset Beauty. The yellow point at the center of frame #3 represents the basement point, while the red points surrounding it are selected as the related neighbor nodes of the basement point. It is evident from the visualization that the majority of the selected relative nodes are adaptively flexible and mostly located on the woman’s eyelashes. Additionally, as the eye gradually blinks shown in the following frames, the relative selected nodes become sparser and move downward along with the eyelash. This observation demonstrates that the proposed model is capable of capturing meaningful dynamical correlations, irrespective of the spatial and temporal distances involved in the color video, and well handling the fast movements.

C. Ablation Study

To quantitatively verify the contributions of each module in the MadyGraph, we add the partial components step by step with average results shown in Table V on the grayscale simulated data, specifically corresponding to:

1) Dynamic walk (DW) sampling strategy: The dynamic walk sampling could benefit from high adaptability and non-local spatial-temporal dependencies, leading to a significant performance increment by 0.51 dB on PSNR compared with initial sampling at the fixed position. Furthermore, the computation cost is well controlled with minor parameters overhead by sparsely modeling non-local dependencies.

Fig. 6. Example of the dynamic nodes learned by MadyGraph on Traffic. The yellow point in the middle Frame #4 is the central point, and the red points denote the dynamically selected neighbors with high aggregation weights larger than 0.2.
Fig. 7. Selected reconstructed frames of six benchmark color simulation data of different methods.

Fig. 8. Example of the dynamic nodes learned by MadyGraph on color SCI video Beauty. The yellow point in the middle Frame #3 is the central point, and the red points denote the dynamically selected neighbors with high aggregation weights larger than 0.2.

Table V

| DW | CS | MA | GK | PSNR | SSIM | MACs ($\times 10^{11}$) | Parameters ($\times 10^6$) | Time | Memory (MB) |
|----|----|----|----|------|------|-------------------------|---------------------------|------|------------|
| ×  | ×  | ×  | ×  | 36.57 | 0.975 | 2.53 | 6.54 | 0.33 | 1050 |
| ✓  | ×  | ×  | ×  | 37.08 | 0.977 | 3.21 | 7.17 | 0.35 | 1374 |
| ✓  | ✓  | ×  | ×  | 37.21 | 0.978 | 3.34 | 7.29 | 0.34 | 1320 |
| ✓  | ✓  | ✓  | ×  | 37.30 | 0.978 | 3.55 | 7.42 | 0.40 | 3775 |
| ✓  | ✓  | ✓  | ✓  | 37.41 | 0.979 | 3.75 | 7.71 | 0.41 | 4432 |

MAC means Multiply Accumulate.

2) Cross-scale (CS) node sampling mechanism: In contrast to performing graph aggregation at just one scale, our cross-scale node sampling scheme brings about a performance enhancement of 0.13 dB. This enlargement enables multi-level representations and naturally increases the receptive field size. Additionally, this parallel architecture results in a reasonable increase of parameters ($0.12 \times 10^6$) and inference time (0.01 s), which are both acceptable.

3) Motion-aware (MA) information: The prior knowledge of motion information (achieved by motion-aware dynamic walks) is incorporated to help the model find the positions of related nodes according to the motion over time in a video. It can be seen that the motion-aware mechanism achieves a performance improvement (0.09 dB) by leveraging motion knowledge for better video representation. Although the optical flow predictor leads to increased parameters, it is worth noting that the increased parameters need no training as the optical flow predictor has been already pre-trained.

4) Global knowledge (GK) integration: The higher-level knowledge embedded in global graph nodes not only helps to identify and connect with relevant low-level nodes but also gains a holistic view of the entire video. It can be seen that the global knowledge achieves a performance improvement of 0.11 dB for video representation. Note that optical flow is utilized to highlight the foreground moving objects, contributing to each node’s feature update.

We have also conducted experiments on grayscale simulated videos by replacing our dynamic sampling strategy with patch-level sorting methods for sampling, including fixed stride sampling, sparse attention [66], entropy-based sampling, MSE-based sampling, and self-attention [62]. For fixed stride sampling, entropy-based, and MSE-based sampling approaches, we sample 27 neighboring nodes for each node, aligning with the number used in our proposed Graph module (3 × 3 neighboring nodes across 3 scales). Unlike these methods, self-attention...
The reconstructed frames of six benchmark grayscale simulation data. For simplicity, the ‘+’ on the right side of each method indicates the results extended with our proposed graph module.

Table VI

| Sampling Method            | PSNR | Memory (GB) |
|----------------------------|------|-------------|
| Fixed-stride               | 36.37| 2.0         |
| Sparse Attention-based     | 36.64| 1.1         |
| Entropy-based              | 36.94| 8.1         |
| MSE-based                  | 36.89| 8.1         |
| Self-Attention-based       | 37.11| 8.2         |
| our dynamic graph          | 37.41| 2.4         |

TABLE VI: PSNR AND MEMORY USAGE OF DIFFERENT SAMPLING STRATEGIES

operates globally, and the sparsity pattern of sparse attention is data-driven. The PSNR results and memory usage of these different sampling strategies are presented in Table VI. As demonstrated in Table VI, the proposed graph module not only achieves optimal performance but also maintains an appropriate level of memory usage. While fixed stride sampling and sparse attention having lower memory footprints, they yield comparatively poorer performance.

Overall, the comprehensive version of MadyGraph performs best, demonstrating its effectiveness and efficiency as a harmonious combination of its components. Various components of MadyGraph can work well together to produce superior performance with an appropriate memory usage.

D. Generalizability

Revisiting Fig 3, the dynamic graph in our proposed MadyGraph aims to learn the complementary details of the initial prediction. This motivates us to explore the generalizability of our MadyGraph on various backbone models. To validate the generalizability of MadyGraph, we impose our proposed dynamic graph module (the lower branch in Fig 3) on six popular backbone models: two iterative optimization-based methods GAP-TV [12] and DeSCI [16], three deep networks BIRNAT [19], RevSCI [18], STFormer [33], and an unfolding network DDUN [21]. Note that we directly append the well-trained dynamic graph module to these backbones to compute the residual details, and then add them together to obtain the final fine-grained videos without any fine-tuning.

The results on six widely used benchmark simulated grayscale data are given in Table VII and Fig. 9. It can be observed that our proposed model consistently leads to performance boosting on the backbone models, i.e., providing {2.71 dB, 1.67 dB, 0.52 dB, 0.51 dB, 0.92 dB, 1.04 dB} higher PSNR than GAP-TV, DeSCI, BIRNAT, RevSCI, DDUN, and STFormer, respectively, with only a minimal increase in running time (approximately 0.1 s). This verifies both the generalizability and efficiency of the proposed method for improving SCI reconstruction. An interesting observation is that incorporating our graph module into the optimization-based methods, such as GAP-TV [12] and DeSCI [16], could lead to significant performance-boosting (2.71 dB and 1.67 dB). For the DDUN [21] containing both the optimization and deep learning method, the performance improvement is 0.92 dB, even with a good baseline of 35.36 dB. We contribute this phenomenon to the complementary nature of our method, which possesses the strong representation capability of non-local pattern modeling. Our model could effectively leverage these advantages into optimization-based methods. Moreover, the proposed model achieves higher gains on worse initial predictions because the re-masking operation could significantly rectify the worse predictions, by extracting complementary information from the measurements and masks. Fig. 9 plots selected reconstruction frames of different algorithms. Compared with the counterparts, cleaner and sharper
TABLE VII
THE AVERAGE RESULTS OF PSNR IN DB (LEFT ENTRY IN EACH CELL), SSIM (RIGHT ENTRY IN EACH CELL), AND RUNNING TIME PER MEASUREMENT/SHOT IN SECONDS ON THE SIX GRAYSCALE BENCHMARK DATA APPLIED ON DIFFERENT BACKBONES

| Algorithm          | Kobe   | Traffic | Runner | Drop   | Aerial | Vehicle | Average | Time  |
|--------------------|--------|---------|--------|--------|--------|---------|---------|-------|
| GAP-TV [12]        | 26.45  | 0.845   | 20.89  | 0.715  | 28.81  | 0.909   | 34.74   | 0.970 | 25.05 | 0.828 | 24.82 | 0.838 | 26.79 | 0.838 | 4.20 |
| GAP-TV + Graph-module | 28.97 | 0.911   | 23.12  | 0.823  | 32.86  | 0.955   | 38.96   | 0.987 | 26.98 | 0.882 | 26.13 | 0.887 | 29.50 | 0.908 | 4.29 |
| DeSCI [16]         | 33.25  | 0.952   | 28.72  | 0.925  | 38.76  | 0.969   | 43.22   | 0.993 | 25.33 | 0.860 | 27.04 | 0.909 | 32.72 | 0.935 | 6180 |
| DeSCI + Graph-module | 35.42 | 0.967   | 30.41  | 0.947  | 40.71  | 0.977   | 45.06   | 0.994 | 26.76 | 0.899 | 28.00 | 0.929 | 34.93 | 0.952 | 6180 |
| BIRNAT [19]        | 32.71  | 0.950   | 29.33  | 0.942  | 38.70  | 0.976   | 42.28   | 0.992 | 28.99 | 0.927 | 27.84 | 0.927 | 33.31 | 0.931 | 0.16 |
| BIRNAT + Graph-module | 33.48 | 0.944   | 29.95  | 0.946  | 39.48  | 0.978   | 42.86   | 0.992 | 29.20 | 0.921 | 27.99 | 0.931 | 33.83 | 0.952 | 0.26 |
| RevSCI [18]        | 33.72  | 0.957   | 30.02  | 0.949  | 39.40  | 0.977   | 42.93   | 0.992 | 29.35 | 0.924 | 28.12 | 0.937 | 33.92 | 0.956 | 0.19 |
| RevSCI + Graph-module | 34.34 | 0.962   | 30.39  | 0.956  | 40.34  | 0.981   | 43.56   | 0.995 | 29.56 | 0.928 | 28.20 | 0.940 | 34.43 | 0.960 | 0.30 |
| DDUN [21]          | 35.02  | 0.968   | 31.78  | 0.964  | 40.91  | 0.982   | 44.49   | 0.994 | 30.58 | 0.940 | 29.36 | 0.955 | 35.36 | 0.967 | 1.35 |
| DDUN + Graph-module | 36.63  | 0.975   | 32.60  | 0.969  | 42.17  | 0.985   | 45.59   | 0.995 | 30.91 | 0.946 | 29.76 | 0.957 | 36.28 | 0.971 | 1.45 |
| STFormer [33]      | 35.50  | 0.973   | 32.11  | 0.967  | 42.66  | 0.988   | 44.55   | 0.994 | 31.48 | 0.952 | 31.15 | 0.972 | 36.24 | 0.974 | 0.92 |
| STFormer + Graph-module | 37.10  | 0.980   | 32.96  | 0.972  | 43.80  | 0.990   | 45.84   | 0.995 | 32.11 | 0.958 | 31.86 | 0.975 | 37.28 | 0.978 | 1.02 |

Fig. 10. Reconstruction quality (average PSNR in dB of six benchmark data) varying compression rates B from 4 to 32 of the proposed Graph-Module based on different initial predictors.

reconstruction corners and finer details with less noise are provided by appending our proposed graph model.

Moreover, we list the results of the compression ratio $B$ in Fig. 10. We set the compression ratio from 4 to 32. The flexible backbone methods, including GAP-TV, PnP-FFDNet, and PnP-FastDVDNet, are selected as the initial predictors due to their adaptability to multiple compression ratios without the need for additional training. Concurrently, we retrained the MadyGraph across a range of compression ratios. Fig. 10 illustrates that the incorporation of the proposed graph module consistently enhances the performance of these backbone methods across various compression ratios.

E. Results on Real SCI Data

To further demonstrate the robustness of our proposed MadyGraph, we apply it to real data captured by SCI cameras [9], [10]. It’s worth noting that unlike simulated data which is considered noise-free, real data inevitably contains noise, making SCI reconstruction more challenging. To evaluate our model, we perform MadyGraph on three grayscale real data sets, i.e., Wheel [9], Domino, and Water Balloon [17], as well as a color real data sets Hammer [10]. We retrain the networks of specific SCI systems using simulated measurements synthesized from real masks and video frames cropped from the DAVIS2017 dataset.

1) Grayscale Real High-Speed Video: We show the visualization results of reconstructed real videos in Fig. 11, compared with several representative reconstruction algorithms, namely GAP-TV [12], DeSCI [16], PnP-FFDNet [27], E2E-CNN [17], and BIRNAT [19]. The key observations can be summarized as follows: i) With the Wheel snapshot measurement of size $256 \times 256$, we can recover 14 high-speed frames. As shown in Fig. 11, the generated letter ‘D’ of MadyGraph shows clearer and smoother edges with fewer artifacts, while the comparison methods GAP-TV, E2E-CNN, and PnP-FFDNet result in some unpleasant artifacts. Compared with other methods, the boundary of reconstructed frames generated by MadyGraph is more consistent and smooth. ii) For validation on the large-scale scenes, we recover the snapshot measurements Domino and Water Balloon as two videos of size $512 \times 512 \times 10$. It can be observed that the proposed model generates sharper edges with less noise and provides more accurate contours, owing to the efficient modeling for non-local spatial-temporal dependencies. iii) Meanwhile, the proposed method significantly saves testing time compared with optimization-based DeSCI (several hours), thus paving the way for real applications of SCI.

2) Color Real Video: We evaluate the performance of our proposed MadyGraph model on a color real data video captured by a real SCI system. We convert the single Bayer mosaic measurement, which has a spatial resolution of $512 \times 512$, into a video with 22 frames. Our visualization results, depicted in Fig. 12, illustrate that MadyGraph outperforms several representative reconstruction algorithms - i.e., GAP-TV [12], DeSCI [16], PnP-FFDNet [27], and BIRNAT [20], in terms of restoring sharper edges when zooming in on local areas. Specifically, GAP-TV and DeSCI exhibit some artifacts and blurred sketches in their reconstruction results, while our proposed
MadyGraph is capable of restoring sharper edges and clearer profiles in comparison. In particular, the image obfuscation has significantly been reduced, proving the modeling power of the graph model for SCI.

In conclusion, the reconstructed videos of MadyGraph exhibit finer and more complete details compared to other methods, while maintaining an acceptable reconstruction time. These results suggest the applicability and efficiency of our algorithm in real-world settings.

V. CONCLUSION

In this paper, we present MadyGraph, a motion-aware dynamic graph, for snapshot compressive imaging. The proposed
model aims to capture non-local meaningful related dependencies regardless of the distance in space and time, under the guidance of the motion information across video frames. Our proposed MadyGraph first provides initial prediction, then decodes the predicted video and physical masks together, successively performs the motion-aware dynamic node sampling to establish the graph model, and finally aggregates fine-grained residual information for video reconstruction. The experimental results on both simulation, real, grayscale, and color SCI data demonstrate the effectiveness and efficiency of the proposed MadyGraph. By exploring the non-local spatial-temporal correlations across video frames, MadyGraph achieves superior results on multiple video SCI reconstruction tasks, particularly in complex and high-speed motion scenes. Furthermore, the graph module can be flexibly generalized to the other models, while enjoying fast inference speed.

However, there still remain several gaps between practical applications and current research [67], [68]. One challenge lies in the fact that current reconstruction models mainly follow a ‘one-to-one’ pipeline, where the well-trained models only match with a single SCI system. A promising and challenging research direction is the ‘one-to-many’ setting, where a single model can effectively reconstruct videos from different SCI systems without additional training. Another critical challenge is the increasingly severe computational burden posed by larger deep models, particularly in the context of real-time video reconstruction on edge devices or small terminal devices. With powerful modeling capabilities, MadyGraph may potentially drive the solution to those challenges in future research [34].

Overall, we hope to introduce a novel way for modeling non-local spatial-temporal correlations for video compressive imaging. Furthermore, MadyGraph can potentially extend to a wider range of application scenarios in the future, wherever non-local modeling plays a pivotal role.
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