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Abstract
The Linguistic Data Consortium at the University of Pennsylvania has recently been engaged in the creation of large-scale annotated corpora of broadcast news materials in support of the ongoing Topic Detection and Tracking (TDT) research project. The TDT corpora were designed to support three basic research tasks: segmentation, topic detection, and topic tracking in newswire, television and radio sources from English and Mandarin Chinese. The most recent TDT corpus, TDT3, added two tasks, story link and first story detection. Annotation of the TDT corpora involved a large staff of annotators who produced millions of human judgements. As with any large corpus creation effort, quality assurance and inter-annotator consistency were a major concern. This paper reports the quality control measures adopted by the LDC during the creation of the TDT corpora, presents techniques that were utilized to evaluate and improve the consistency of human annotators for all annotation tasks, and discusses aspects of project administration that were designed to enhance annotation consistency.

1. Introduction
This paper will review the annotation effort that supported the development of the TDT2 and TDT3 corpora at the Linguistic Data Consortium, with particular emphasis on the quality control measures that were employed for each annotation task. In addition, the paper reviews general approaches to quality control that were adopted as part of the overall project design and project administration.

2. The TDT corpora
This section provides a brief overview of the content of the Topic Detection and Tracking (TDT) corpora. For a more detailed report, see Cieri et al. (2000). A discussion of the TDT research tasks and their evaluation appears in Wayne (2000).

The TDT corpora were created to support the development of automatic techniques for detecting and tracking topically related material from a continuous stream of newswire or speech data. The TDT2 corpus was designed to support three research tasks: story segmentation, topic detection and topic tracking. The data for TDT2 included two languages (originally just English; Mandarin was added later) and nine sources (television, radio and newswire), drawn on a daily basis for a six-month period from January through June, 1998. There were two annotation tasks: segmentation and topic-story labeling. During most of 1998, LDC annotators worked to segment hundreds of hours of audio and to label thousands of individual news stories.

TDT3 expanded on the TDT2 corpus, adding two new research tasks, story link detection and first story detection. The data was from a shorter time period (October through December 1998), but included a total of eleven news sources, and new kinds of annotation were added to support the new research tasks. The TDT3 annotation effort took place during the first three quarters of 1999.

The complex nature of the TDT corpora – their data, annotation tasks and staffing requirements – made inter-annotator consistency high priority, but a big challenge as well. Each corpus required a staff of 25-30 annotators and a management team of 3 fulltime staff members, plus countless hours of technical and administrative support. The multilingual nature of the project presented additional challenges for maintaining annotation quality and consistency. The remainder of this paper discusses each annotation task and the accompanying quality control procedures in turn, then presents a discussion of some general practices adopted to enhance inter-annotator consistency during corpus creation.

3. Some TDT basics
The TDT project is concerned with stories, events and topics. All research and annotation tasks relate to these concepts. Topic is defined in a very particular way for TDT research. For the purposes of TDT, a topic was defined as an event or activity, along with all directly related events and activities. A set of 100 topics, identified from a set of randomly-selected English seed stories, was chosen for the TDT2 corpus. Sixty topics were selected for TDT3 from both Mandarin and English seeds. Each topic has at its root a seminal event. While the more common vision of topic might be something like “hurricanes”, a TDT topic would be limited to a specific hurricane-event, e.g. Hurricane Mitch. Within TDT, an event is something that happens at some specific time and place, along with its unavoidable consequences. An individual TDT broadcast newswire recording or newswire file consists of approximately 20 stories. A story as defined by TDT is a newswire article or a segment of a news broadcast with a coherent news focus. This particular construction of the concept of topic was a critical component of TDT annotation, as it allowed annotators to (potentially) identify all the stories in the corpus that discussed some pre-defined topic. The quality control measures that were adopted to support the TDT annotation tasks would not have been viable without these established definitions of topic, event and story.
4. Segmentation

4.1. The annotation task

LDC annotators produced the reference segmentation of broadcast news sources against which the evaluation systems were scored. For the most part, segmentation was a two-pass procedure. Annotators listened to the broadcast audio with the audio waveform and text on display. The text that corresponded to the broadcast audio was captured from closed-captioning when possible; otherwise the audio was transcribed by a professional transcription service.

In the first 2*RealTime pass, annotators assessed existing story boundaries in the transcripts and closed caption files, and added, deleted or moved story boundaries as necessary. In addition, annotators set and confirmed timestamps for all story boundaries. Finally, annotators classified all story units as either “news” or “not news”. Non-news story units were things like commercials and long sections of reporter chit-chat.

In the second 1.5*RealTime pass, annotators again listened to the entire audio file, and confirmed or adjusted existing story boundaries.

In addition, approximately 1% of all files were randomly selected for spot-checking by team leaders, who then corrected any errors and reported recurring problems back to the annotation staff.

4.2. Quality assurance measures

The most fundamental aspect of quality control for the segmentation task was the execution of the two complete, independent passes over the data. In the early stages of the TDT2 annotation effort, the second pass was not an exhaustive review of the entire audio file. Instead, annotators simply re-examined the story boundaries established by the first annotator and checked the existing timestamps. Because annotators were not listening to the entire broadcast, there was no way to catch story boundaries that had been missed by the first annotator. This was a serious problem for the closed-caption sources because some stories were only partially displayed in the text file and were therefore easily missed. Mid-way through the TDT2 project, exhaustive second passing was adopted and segmentation accuracy increased accordingly.

By having two separate annotators review the story boundaries and timestamps for each audio file, it was possible to minimize the occurrence of missed story boundaries, misclassifications of story content and inaccurate timestamps. Annotators conducting a second pass were familiar with the peculiarities of each source that if not examined closely might lead to errors.

The implementation of two complete passes was costly in terms of human effort: segmentation comprised a full quarter of effort needed to fully annotate the TDT3 corpus. However, the need for accurate and complete story boundaries and timestamps warranted this expenditure of labor.

In addition to the complete second passing of all segmentation files, all stories that were rejected as non-news during first and/or second pass segmentation were later reviewed by another annotator, and either confirmed or vetoed. Corrections were made where possible and stories returned to the pipeline for further annotation.

The final quality assurance measure adopted for the segmentation task was dual segmentation. An additional 5% of all broadcast files, balanced across sources and dates, were identified for dual segmentation by independent annotators. These stories received another complete first and second pass, and any resulting discrepancies were reconciled by team leaders.

The results of dual segmentation showed high rates of consistency among annotators. The files selected for dual segmentation contained a total of 1300 story boundaries. Of these, 203 displayed discrepancies between the two sets of annotations. These discrepancies took three forms. Over half of the discrepancies were the result of an insignificant “stylistic” difference in segmentation — for instance, whether to include brief reporter chit-chat at the end of one story or the beginning of the next.

Fifteen percent of the annotator discrepancies resulted from “judgement calls”. Segmentation is not an exact science, and there is some ambiguity in the task. When reports of similar content are adjacent to one another in a news broadcast, it is often difficult to tell where one story ends and the next begins. Annotators were instructed to rely on audio cues (speaker changes, music, pauses) to inform their judgements, but some level of indeterminacy still existed.

Only a quarter of the segmentation discrepancies were the result of a distinct error on the part of one of the annotators (a missed story boundary or inaccurate timestamp). Human annotators compared favorably to system performance on the segmentation task when scored by NIST’s evaluation software for both the TDT2 and TDT3 corpora.

5. Topic Labeling

5.1. The annotation Task

The vast majority of annotator effort in both TDT corpora went into topic labeling. This annotation task alone comprised a third of all annotator effort during TDT3. Using a custom-designed interface, annotation staff worked with the daily news files, reading each story sequentially and deciding how it related to the corpus topics. For each topic-story pair the annotator could render a decision of yes, brief or no, meaning that story was about the topic, mentioned the topic only briefly or was not about the topic. Any mention of a topic warranted a label of at least brief. Stories that were primarily about something else but discussed the target topic in more than 10% of their volume were labeled yes. This was in keeping with the premise that news stories could be about more than one topic. Annotators could also reject a story as non-news or as exhibiting some data formatting problem. A comment field allowed annotators to record their analysis of problem stories, or to note questions about a news report (e.g., “Is this one or two stories?”).

The interface also allowed annotators to review their work and make changes. The labeling interface is shown below.
5.2. Quality assurance measures

5.2.1. Dual annotation and discrepancy resolution

For both TDT2 and TDT3, between 5% and 8% of all news files received a complete second annotation by an independent annotator. During TDT2, this process required project managers to hand-select files for dual annotation and reassign them manually to independent annotators. Although the annotation staff were not told that the files had already been annotated, because of the timing and style of the assignment of these files, they often suspected that they had. The annotators did not know who had done the first round of annotation, and they did not have access to the original annotators’ judgements. However, dual annotation file assignment was single-blind at best.

In TDT3, the automated file assignment via the topic labeling interface allowed for a double-blind assignment of dual annotation files. No one, not even project managers, knew which files had been selected for dual annotation or who they had been assigned to. The dual annotation was completely incorporated into the regular distribution of work. After topic labeling had been completed for a particular list, discrepancies between the two sets of topic labels were reviewed and inter-annotator consistency was measured. The topic labeling interface allowed team leaders to act as “fiat”, checking discrepancies and correcting any errors. The kappa statistic was used to measure consistency of human annotation. Where a kappa of .6 indicates marginal consistency and .7 measures good consistency, kappa scores on TDT2 were routinely in the range of .59 to .89. Scores for TDT3 ranged from .72 to .86.

5.2.2. Precision

In precision, senior annotators reviewed all stories labeled as yes or brief to identify false alarms (stories erroneously labeled as on-topic). Working with a modified version of the labeling interface and examining one topic at a time, annotators read each story and either verified it as on-topic, or vetoed it. When possible, the precision check was performed by the same annotator who had conducted topic research for that topic (see section 8.3 below). During the precision check, annotators kept a sharp eye out for cases of “topic drift”. This occurred when the definition of the topic did not remain constant for all annotators throughout the course of topic labeling. By referring back to the topic explication and rules of interpretation, topic research documentation and email archives discussing the topic (section 8.3 below), senior annotators were able to establish the proper scope of the topic and to exclude stories that should not have been included. All changes resulting from the precision check were then independently verified by team leaders.

The results of the precision pass showed a very low level of false alarms. For TDT3, the precision check resulted in a veto of only 2.5% of the original annotator judgements (213 of 8570 on-topic stories).

5.2.3. Recall and limited recall

In recall QC, senior annotators use a search engine to generate a relevance-ordered projection of the corpus with respect to a single topic. Queries used in recall QC could be the seminal article, a list of miscellaneous keywords, the topic explication itself or the union of all stories labeled as related to the target topic or a subset thereof.

For the TDT2 corpus, LDC staff conducted an exhaustive recall check over all 100 topics. The search engine returned a list of 1000 relevance-ranked stories. Annotators were required to skim through each story on the list of 1000 to find any potential misses. After reading 50 consecutive off-topic stories, annotators could evaluate
whether there were likely to be any on-topic stories further down the relevance-ranked list. If the 50 consecutive off-topic stories were not even close to being on topic, annotators were permitted to move on to the next topic.

The amount of labor expended during the exhaustive recall check for TDT2 yielded a relatively small return, and for TDT3 it was decided that a non-exhaustive, limited recall would be performed. Rather than searching across the entire corpus to find missed stories, the search engine was employed to identify possible misses prior to the (chronologically) first on-topic story, since systems used the first four stories as training data for the topic tracking task.

The results of the recall check for both TDT2 and TDT3 found, not surprisingly, that the rate of misses is higher than the rate of false alarms for human annotators. False alarms were easily caught and corrected since the ratio of on-topic stories to off-topic stories was relatively low. The total number of stories in each corpus, on the other hand, was very high (approximately 75,000 for TDT2 and 43,000 for TDT3). For some topics, the “hit rate” was extremely low (in TDT2, some topics had no hits at all; in TDT3 each topic was guaranteed to have at least 4 hits in each language). The ratio of on-topic to off-topic stories made topic tracking very high (approximately 75,000 for TDT2 and 43,000 for TDT3). Conversely, the recall check uncovered through the adjudication process was very low – for TDT3, less than 1% of system misses resulted in LDC false alarms. This was not surprising, given the complete precision check over all on-topic stories that eliminated most LDC false alarms. The rate of LDC misses identified during adjudication was higher than that of false alarms for both TDT2 and TDT3. However, even for the TDT3 corpus when no exhaustive recall check was performed, the rate of LDC misses was quite low: only 5% of stories reviewed during adjudication were actual misses (and as expected, the larger the number of sites reporting disagreement with LDC annotations, the higher the LDC miss rate).

The lack of a pre-defined topic led to unique challenges when evaluating inter-annotator consistency for the story link detection task. Unlike topic-story annotation, it was not possible to appeal to the topic explication or rules of interpretation in determining whether an annotator had accurately established a link between two stories. Answering the question “Do these two stories discuss the same topic?” with topic as a free variable, was a very different task than matching stories to a pre-established, clearly delimited topic description. Due to time and budgetary constraints, it was impossible to perform any dual annotation for the story link task, so no true measure of inter-annotator consistency (i.e., a kappa score) could be established. In consultation with the topic sponsors, modified versions of the precision and recall checks were applied to the story link task to provide some means of evaluating annotator consistency.

5.2.4. Adjudication of sites’ results

In order to offset the potential for missed stories even after recall QC, the LDC performed an additional quality assurance measure during topic labeling. NIST provided the LDC with the results of each research site’s evaluation from the topic tracking task. The sites’ systems were scored against the LDC’s human-produced topic relevance tables, with the annotators’ judgements taken as ground truth. Each system miss corresponded to a potential LDC false alarm, and each system false alarm was a potential LDC miss. The LDC adjudicated the systems’ results as a final QC measure.

It would not have been possible to completely adjudicate all cases where LDC annotators differed from system performance. In the case of TDT3, NIST delivered results containing approximately 1.5 million topic-story tuples from 7 research sites. The effort needed to adjudicate all the cases of discrepancy would have exceeded the original corpus creation effort. Instead, the LDC reviewed cases where a majority of systems (i.e. 4 or more) disagreed with the original annotation. The adjudication effort for TDT2 was larger than that of TDT3 but still did not entail a complete adjudication of all discrepancies.

For both corpora, the number of LDC false alarms uncovered through the adjudication process was very low – for TDT3, less than 1% of system misses resulted in LDC false alarms. This was not surprising, given the complete precision check over all on-topic stories that eliminated most LDC false alarms. The rate of LDC misses identified during adjudication was higher than that of false alarms for both TDT2 and TDT3. However, even for the TDT3 corpus when no exhaustive recall check was performed, the rate of LDC misses was quite low: only 5% of stories reviewed during adjudication were actual misses (and as expected, the larger the number of sites reporting disagreement with LDC annotations, the higher the LDC miss rate).

6. Story linking

6.1. The annotation task

For the TDT3 corpus, a new form of non-exhaustive annotation supplemented the exhaustive topic-story labeling. Story link detection required the annotator to read a pair of stories and decide whether the pair “discussed the same topic”. The use of brief was prohibited during the initial story link task – annotators were required to make a simple yes/no decision. The task involved a total of 180 seed stories, each of which was judged against 120 comparison stories (half of these were judged as relevant to the seed story by a search engine, the other 60 were chosen at random). A customized annotation interface displayed the seed story on one side of the display as a constant, while the compare stories were displayed on the other side of the screen in random order, until all 120 compare stories had been read and judgements made about each of them. Annotators made decisions for 21,500 story pairs in all. In contrast to the topic-story labeling task, the story link task did not involve the development of explicit topic definitions or topic descriptions. In fact, annotators were explicitly prohibited from establishing any pre-defined topic prior to judging the story pairs. The annotators were also prohibited from going back over their work and changing their judgements at a later point.

6.2. Quality assurance measures

The lack of a pre-defined topic led to unique challenges when evaluating inter-annotator consistency for the story link detection task. Unlike topic-story annotation, it was not possible to appeal to the topic explication or rules of interpretation in determining whether an annotator had accurately established a link between two stories. Answering the question “Do these two stories discuss the same topic?” with topic as a free variable, was a very different task than matching stories to a pre-established, clearly delimited topic description. Due to time and budgetary constraints, it was impossible to perform any dual annotation for the story link task, so no true measure of inter-annotator consistency (i.e., a kappa score) could be established. In consultation with the topic sponsors, modified versions of the precision and recall checks were applied to the story link task to provide some means of evaluating annotator consistency.

6.2.1. Precision

All yes links identified during the original annotation task were revisited, and either confirmed or changed to brief or no. The inclusion of brief during precision represented a modification of the original task: during story link annotation, annotators were forced to make a simple yes/no decision. The precision task was conducted by an independent annotator who had not participated in the story link task prior to doing precision. It was crucial for the integrity of the task that annotators not have any pre-conceived definition of the topic, so they were prohibited from discussing their work with the rest of the annotation team and worked in relative isolation. All changes made during precision were reviewed by team
leaders. Of the original 3942 yes story-pairs, the vast majority (83%) remained yes, just under 9% changed to no, with a similar number changing to brief. Despite the absence of a pre-defined topic, the story link annotators displayed a relatively high degree of consistency in linking stories.

6.2.2. Modified recall

In addition to the precision task, a modified form of recall was adopted to evaluate annotator behavior during the story link task. For each of the 180 story link seed stories, the “top 3 no” stories were reviewed by independent annotators. The top 3 no stories for each seed comprised the three highest-ranking compare stories (judged most relevant by the search engine using the seed story as a query) which were subsequently tagged as no during the original story link task. Three separate annotators performed this recall task, each viewing one of the three “top no” stories in comparison to the story's original seed. In addition, the two stories were simply presented as a story-pair, without the seed being explicitly identified as such. This differed from the original story link task where a single annotator viewed all 120 compare stories in succession against a single seed.

Of the original 521 top 3 no stories, 72% remained no during recall. Quite a large number of the stories, 17.7%, changed to yes and another 10% changed to brief. These numbers seem very high on the surface—after all, the numbers seem very high on the surface—after all, the stories in succession against a single seed. No further annotation was done on these 120 topics used only in first story detection, a search engine was employed to identify the first story. For each of the 180 story link seed stories, the “top 3 no” stories were changed. In both cases, the original first story was rejected not because it wasn't the first on-topic story, but because it was judged to be off topic entirely.

7. First Story detection

7.1. The annotation task

The final annotation task for TDT3 consisted of identifying the first chronologically on-topic story for 180 topics: the 60 pre-defined target topics, plus 120 more whose seeds were chosen at random. For the 60 topics that were part of exhaustive topic-story labeling, first story annotation was a side effect of standard topic labeling. After exhaustive labeling, the stories were simply sorted in chronological order to identify the first story. For the 120 topics used only in first story detection, a search engine was employed to identify the first on-topic story. Annotators used the seed story as a query to identify an additional 4 on-topic stories. Then using these 4 stories as the query, they conducted a careful search of data that chronologically preceded the earliest hit. When the annotator was confident that the earliest on-topic story had been found, s/he could establish a title and brief description of the topic, then move on to another seed story. No further annotation was done on these 120 additional topics.

7.2. Quality assurance measures

Because the first story detection task employed a search engine to perform basic annotation, it was not feasible to employ the same search engine to perform QC or measure annotator consistency. Instead, a relatively simple approach to quality assurance was adopted. All first stories for the 120 non-target topics were reviewed by senior annotators for plausibility (were the stories truly “on-topic” for the given seed? Were they likely to be the first story, given the details of the topic?). Any recall check would have essentially replicated the original annotation task so recall was not performed. Rather, if the plausibility check revealed any doubt about the identified first story, the annotator would employ the search engine and conduct additional searches for the true first story, using keywords and dates to refine the original search. As a result of these QC measures, 2 of the 180 original first stories were changed. In both cases, the original first story was rejected not because it wasn't the first on-topic story, but because it was judged to be off topic entirely.

8. Other quality control practices

While each annotation task that was part of the TDT corpora generated its own form of quality control, the LDC adopted measures to enhance inter-annotator consistency that weren't linked to any particular annotation task. The creation of the TDT corpora required a very large annotation staff. For each project, a team of Mandarin- and English-speaking annotators (some monolingual, some bilingual) had to be assembled, trained and integrated into the project workflow.

8.1. Staffing

The majority of TDT annotators were college students and recent graduates who were in some way affiliated with the University of Pennsylvania. Because annotators worked part-time schedules, it was necessary to hire a large crew for each of the TDT projects in order to complete all annotation within the project’s timeline. Preference in hiring was given to annotators with an interest in current events and the media. Annotators were required to be comfortable working with computers, because of the complex annotation interfaces used. Mandarin-speaking annotators were also required to be fluent bilinguals, because most of the project documentation existed in English, and because most of the project managers were not Mandarin speakers.

Because of the demands of the project, annotators were required to work a minimum of 10 hours per week, and were asked to commit to working at least 3 months. In reality some of the student workers were not able to fulfill this obligation, but most of the annotators did stay on for the duration of the project. Many of the TDT2 annotators in fact returned for TDT3.

The annotation staff was divided into a Mandarin team and an English team. Team leaders were native speakers of each language. Project administration in English, but frequently the Mandarin team would conduct meetings in Mandarin and create Chinese versions of the English project documentation to better serve the Mandarin annotation team.

Senior annotators (those who had participated in TDT from the beginning) were appointed to help train new staff, conduct meetings, answer questions and generally act as a liaison between the annotators and the project managers. The physical arrangement of the annotation
staff also encouraged collaboration and a team-based approach. Annotators worked in close proximity to one another, and were encouraged to discuss questions and problems with their team members.

8.2. Training

Annotation training was the single most important quality control measure adopted during the TDT corpus creation efforts. Inter-annotator consistency could not have existed for a project of this size without considerable attention to training. In addition, quality assurance measures were seen not only as a way to measure inter-annotator consistency or the inherent variability of the annotation task; these measures are also a way to improve human performance. Because quality assurance measures were integrated into the normal workflow of TDT annotation, their results could be fed back into continued annotator training, leading to improved consistency.

For TDT, training took several guises. When new staff members were hired, they had to be trained not only in the execution of the annotation tasks but also in the use of the specialized interfaces. Training involved a multi-tiered approach. Annotators learned first about the goals of the TDT project, the research tasks, and even the potential applications of TDT technology. By placing the project in a larger context, annotators had a better understanding of why they were asked to execute the tasks in a particular way, and they were more willing to adhere to the annotation guidelines when they knew why the guidelines were in place.

The annotation guidelines were available to new annotators online or in hardcopy; new hires were also given several hours of face-to-face training from a team leader or senior annotator. All training materials were made available in a multitude of formats: on the web, in email archives, hardcopy, even on video in some cases. The most important concepts from training (concept of topic, topic lists) were also put up on posters around the annotation area.

After this initial training, new annotators were required to undergo a probationary period in which they were given a number of test files to annotate. These practice segmentation and labeling files were deliberately chosen to present the new annotator with the full range of annotation challenges – not only in terms of decisions about the content of the news stories, but also in terms of using the annotation interfaces. After each test file was completed, team leaders would review any problems with the annotator. After a sufficient number of test files had been successfully annotated, the new staffer was allowed to begin annotation on “real” data. For the first few weeks of any new annotator’s work, team leaders and senior annotators would monitor that person’s progress, spot checking files and reporting any problems.

While there was a large initial investment of time and effort in training new annotators, the training process did not end at that point. Ongoing staff training was a regular part of the TDT corpus creation efforts. Because quality control measures were part of the regular workflow, it was possible to use the results of QC for further annotation training. Annotators were required to attend weekly staff meetings with their annotation teams. The purpose of these meetings was to convey changes in the annotation guidelines, to discuss problems that were revealed during QC and discuss solutions, and to give annotators a chance to make suggestions about the project. At some of these meetings, annotators were tested with “pop quizzes” (e.g., Match the world leader to the topic); at other times they were given a chance to blow off steam.

One thing that emerged during the annotation team meetings was that TDT annotation, and topic labeling in particular, was a very stressful job. The task was fairly tedious, and annotators even reported having nightmares about TDT topics and feeling overwhelmed by the sense that the news was mostly bad, and their jobs were mostly news. (The preponderance of stories about the Monica Lewinsky scandal during the TDT2 and TDT3 epochs created another kind of stress for the annotators, which most of them categorized as intense irritation.)

In an effort to reduce the negative psychological impact of TDT annotation, project managers implemented “downtime”. Approximately one hour every other week was set aside for the team to do something other than annotation, as a stress reliever. The team chose the downtime activities each week, which ranged from painting, to having a walk in the park, to going to the local art museum.

8.3. Project resources

While the greatest annotation project resource were the annotation teams themselves, other resources were put into place to make annotation as efficient and consistent as possible.

8.3.1. Documentation

The first of these was the abundance of corpus documentation available to the annotators. The annotation guidelines themselves, available online and displayed within the annotation interfaces, spelled out in great detail every aspect of each annotation task. A “Frequently Asked Questions” list was also available online for each task, and annotators could add to this FAQ. Annotators were encouraged to document all their annotation questions, and the easiest way to do this was via a customized email system. Project managers implemented a group mailer, accessible only to TDT staff, which automatically sorted, distributed and archived each annotator’s question and the reply. This was an invaluable resource for maintaining inter-annotator consistency, and annotators were encouraged to search the email archives to find the answers to their questions. During quality control tasks, in particular precision checking of on-topic stories, it was a simple matter to access the email archive for a particular topic and review all the questions that had been debated for that topic, and the answers that had been established.

8.3.2. Topic lists and rules of interpretation

The online topic lists themselves were an essential project resource, and a strong factor in providing overall quality control for topic-story labeling. Using the randomly-selected seed story, team leaders identified the story’s seminal event, then created a baseline topic definition. The format of the definition was fixed for each topic. The topic title was a brief phrase that was easy to remember and immediately evoked the topic. Each topic was accompanied by a topic icon, which provided the annotator with a visual reminder of the topic. The seminal
event that contributed the topic was described in terms of who/what/when/where, and the topic explication that followed provided further details.

Each topic was also linked to a “rule of interpretation”. Topics generally fell into a small number of larger categories: natural disasters, legal cases, elections, crimes, etc. For each of these categories, the corresponding rule of interpretation established what kinds of stories would be considered “on-topic” vs. “off-topic”.

The topic lists were available in both English and Chinese, and annotators could also click on a link to view examples of on- and off-topic stories for each topic. A sample TDT3 topic definition follows:

**Figure 2: Sample TDT Topic Definition**

Sri Lankan Gov’t. vs. Tamil Rebels

**Sri Lankan Gov’t. vs. Tamil Rebels**

**Event**

**What:** New wave of violence breaks out between Tamil rebels and Sri Lankan government. **Where:** Sri Lanka. **When:** Late 1998

**Topic Explanation**

Since 1983, more than 54,000 people have been killed in Sri Lanka’s civil war between the majority Sinhalese who control the government and military, and the Liberation Tigers of Tamil Eelam, who are fighting for a separate homeland for minority Tamils in Sri Lanka’s north and east. The fall of 1990 brought a new wave of violence and terrorism in this ongoing war. Although peace talks looked likely in late 1998, the fighting had begun again by January 1999. **On topic:** Any stories covering acts of violence or terrorism in this conflict; investigations by external organizations (like Amnesty International); peace negotiations between the opposing sides.

**Rule of Interpretation**

Rule 6: On-going Violence or War

**Figure 3: Sample TDT Topic Research Page**

Topic research was a valuable resource not only for initial topic annotation, but also at later stages of quality control, as it provided a framework to monitor topic development and curb “topic drift”.

All TDT documentation was made available to annotators in a multitude of formats, and the materials were kept up to date as the project and the topics evolved. Most of this material, including the annotation guide and topic lists, can be viewed from the LDC’s TDT website: http://www.ldc.upenn.edu/Projects/TDT.

### 8.3.4. Tools and technical resources

The general approach taken during the creation of the TDT corpora was to conduct multiple, complete passes over the data. Each pass was designed to support one specific annotation task. Because annotators were required to concentrate on one task at a time, they were able to develop an efficient approach to annotation. This efficiency was greatly aided by the use of specialized tools for each pass. LDC programming staff created custom interfaces for each annotation task, and each interface was simple to use and difficult to break. Each tool was constructed with the input of annotation team leaders, and the tools were revised and updated as project needs changed. The annotation tools also automatically logged annotation judgements into an Oracle database, which kept track of multiple judgements about each story in the corpus, and always allowed for both “test” and “fiat”
users, which enhanced their ability to be used in training and QC.

9. Conclusions

The creation of the TDT corpora is the largest data annotation project undertaken by the Linguistic Data Consortium to date. The massive amount of data, complex annotation specifications and large annotation staff required attention to quality control, and particularly inter-annotator consistency, at every stage of the game. By integrating quality control measures into the regular flow of work, by emphasizing ongoing annotator training and documentation of decisions, and by taking a specialized approach to each annotation task, it was possible to create two richly annotated corpora containing nearly 10 million human decisions while maintaining a high level of quality, consistency and accuracy.
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