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Abstract
Recent advancements in the fields of artificial intelligence and machine learning methods resulted in a significant increase of their popularity in the literature, including electricity price forecasting. Said methods cover a very broad spectrum, from decision trees, through random forests to various artificial neural network models and hybrid approaches. In electricity price forecasting, neural networks are the most popular machine learning method as they provide a non-linear counterpart for well-tested linear regression models. Their application, however, is not straightforward, with multiple implementation factors to consider. One of such factors is the network’s structure. This paper provides a comprehensive comparison of two most common structures when using the deep neural networks – one that focuses on each hour of the day separately, and one that reflects the daily auction structure and models vectors of the prices. The results show a significant accuracy advantage of using the latter, confirmed on data from five distinct power exchanges.
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1. Introduction

Electricity Price Forecasting, Artificial Neural Networks, Machine Learning, Risk Management

The electricity price characteristics are undergoing a process of continuous changes, with the main driving factors being the ever-growing demand and the very eager introduction of the renewable energy sources into the generation mix\cite{1,2}. This results in much more volatile price curves with price spikes observed more often than in the past, and increasingly often reaching negative values. As a consequence, the need for accurate price forecasts is higher than ever before. Utility companies that strongly rely on the electricity prices (e.g., a power plant) can incorporate the information into everyday planning, and as a result – transform the better forecasts into optimal schedule of the production. The market participants – and the EPF literature, see e.g.\cite{3,4} – exhibit increased interest in the intraday market that allows for greater flexibility than the day-ahead, as the exact quantities produced need not to be known the day before the delivery, but rather hours to even minutes before. However, the vast majority of electricity is still traded in the day-ahead markets, even in Germany, where the intraday market adoption is among the highest in Europe and grows continuously\cite{5}.

An increase of the interest in the artificial intelligence (AI) methods has been observed in many research fields, including electricity price forecasting. Several new methods and approaches have been proposed in the last few years, ranging from the most basic machine learning (ML) methods, through parsimonious multilayer perceptron (MLP) neural networks, to sophisticated hybrid or multi-stage solutions\cite{6,7,8,9}. Two common factors can be observed in the papers: i) ML methods tend to significantly outperform different solutions, such as statistical methods and ii) the application of ML methods requires the user to provide multiple hyperparameter values and to decide on a range of additional aspects of the study design. One of such aspects is model structure, including the inputs and the outputs. Most statistical methods use a multivariate structure that splits the time series into 24 hourly subseries and model them independently. However, neural networks are well suited for vectorized outputs, so – in theory – a multi-output structure should be preferred. In particular, vectorized outputs should allow to significantly reduce computational times while increasing the performance level due to generalization properties\cite{8}.

To tackle this issue, this study directly compares the two approaches using deep neural networks. As we show, besides the computational time benefit, the vectorized estimation also proves to be significantly better than the multi-model counterpart. For the sake of completion, the neural network results are compared with the LEAR model, a state-of-the-art parameter-rich linear structure with weights estimated using LASSO. The LEAR model is considered as it exhibits a good forecasting accuracy, it
is much simpler to apply, and it is also widely used in the EPF literature \cite{10 11 12}.

The other direction that the researchers choose is taking the well-known methods (both simpler, statistical and more complex ML ones) and improving them by various data preprocessing steps, such as variance stabilizing transformations \cite{13 14} or separate modeling of the long-term seasonal component \cite{15 16}. Another widely-adopted technique that improves the forecasts accuracy is forecast ensembling. The types of the forecasts that serve as the inputs are very diverse, ranging from e.g., multiple independent copies of the same model (with different different algorithm initialization point and local optimization) \cite{7}, through the instances of the same model, but calibrated to different lengths of historical data \cite{17 18}, to stacked models that use multiple forecasters and algorithm that chooses or aggregates the individual forecasts \cite{3 19 20}.

The rest of the paper is structured as follows. In Section \ref{sect:datasets} we present the datasets used in the study. In section \ref{sect:methodology} we describe the methodology, with the emphasis on the Neural Network models and hyperparameter optimization. Section \ref{sect:results} contains a detailed overview of obtained results, evaluated using two error measures: relative Mean Absolute Error (rMAE) and the discussion. In section \ref{sect:conclusion} we conclude the results.

2. Datasets

The study uses the five open-access day-ahead market datasets proposed in \cite{12}, which can be accessed using the \texttt{epftoolbox} \cite{21 22}, a \texttt{python} library for electricity price forecasting. Each dataset comprises three time series: one corresponding to the prices and two corresponding to exogenous series representing day-ahead forecasts (these depend on the dataset). The length of each datasets is equal to 2184 days (which translates to six years of 364 days – or 52 weeks). All available time series are saved using the local time, and the daylight saving is treated appropriately, by either arithmetically averaging two values from the “doubled” hour or interpolating the neighboring values for the missing observation.

The first dataset comes from the major European power market – Nord Pool (NP) – and spans the period from 01.01.2013 to 24.12.2018, see Fig. \ref{fig:datasets}. The dataset contains hourly observations of system prices, day-ahead load forecast and day-ahead wind generation forecast. The yearly load pattern exhibits a strong high season during the winter months, and low season during summers, whereas wind generation presents more uniform behavior throughout the year. The price series shows several positive spikes, most apparent in more recent data.

The second dataset originates in the United States, specifically from the PJM (Pennsylvania-New Jersey-Maryland) market. It covers the same time interval as Nord Pool – from 01.01.2013 to 24.12.2018. The three time series are: the COMED (Commonwealth Edison – a zone located in the state of Illinois) zonal prices and two day-ahead load forecast series, one describing the system load, and the second one the COMED zone load. The price series shows a decrease in the number and magnitude of spikes in recent years. The exogenous series contain two high seasons during the year – one in the winter and one in the summer.

The third dataset contains the French electricity prices from the EPEX SPOT market, the day-ahead load forecast in France and the day-ahead generation forecast in France. The dataset spans from 09.01.2011 to 31.12.2016.

The fourth dataset is the EPEX SPOT in Belgium, and spans the same period as the French dataset. The exogenous series for this dataset, however, are taken from France instead (i.e. the exogenous series are exactly the same as for the French dataset) as the explanatory power of French features is stronger than that of Belgian features \cite{23}.

The last dataset describes the EPEX SPOT in Germany, and spans the period from 9th January 2012 to 31st December 2017. The two exogenous series comprise the zonal load forecast (Ampirion zone) and the wind generation forecast for the whole country, calculated as a sum of the off-shore and on-shore wind generation forecasts.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
\textbf{dataset} & \textbf{test period start} & \textbf{test period end} \\
\hline
NP & 27.12.2016 & 24.12.2018 \\
PJM & 27.12.2016 & 24.12.2018 \\
BE & 04.01.2015 & 31.12.2016 \\
FR & 04.01.2015 & 31.12.2016 \\
DE & 04.01.2015 & 31.12.2016 \\
\hline
\end{tabular}
\caption{Periods of the data used for the out-of-sample test for each dataset.}
\end{table}

3. Methodology

3.1. Forecast evaluation

The forecasts are evaluated using the relative Mean Absolute Error (rMAE), as suggested by \cite{12}. The baseline forecast considered for the rMAE is the seasonal naïve forecast, which sets the price for hour \( h \) of day \( d \) equal to the price corresponding to the same hour a week earlier, i.e., \( \hat{p}_{d,h} = p_{d-7,h} \). The rMAE is given via the equation:

\[
\text{rMAE} = \frac{1}{24N_d} \sum_{d=1}^{N_d} \sum_{h=1}^{24} |p_{d,h} - \hat{p}_{d,h}| 
\]

\[
= \frac{1}{24N_d} \sum_{d=1}^{N_d} \sum_{h=1}^{24} |p_{d,h} - \hat{p}_{d,h}^{\text{naive}}|,
\]

where \( N_d \) denotes the length of the test period (in days).

The errors reported for all forecasts correspond to the out-of-sample test errors of a forecast done using a rolling calibration window scheme. The length of the out-of-sample test period is the last 728 days of each dataset (the specific dates are listed in Table \ref{tab:datasets}). The models are calibrated using a 1456-days long (4 years \( \times \) 364 days) rolling calibration window.
3.1.1. Statistical significance of the differences

Aside from the rMAE metric, the forecast accuracy is also verified using the Giacomini-White (GW) test for conditional predictive ability (CPA) [24], which can be seen as a generalization of the Diebold-Mariano test [25] which is widely used in the EPF literature [14, 10, 11].

The GW test is a pairwise test that compares the outcomes of the models. In particular, having a pair of forecast series obtained using models \( A \) and \( B \), the test computes the multivariate loss series as:

\[ \Delta_{A,B}^d = ||\varepsilon_A^d||_p - ||\varepsilon_B^d||_p, \]

where \( \varepsilon^2 \) is the 24-dimensional vector of prediction errors of model \( Z \) for day \( d \). \( ||\varepsilon^2||_p = (\sum_{h=1}^{24} \varepsilon_{d,h}^2)^{1/p} \) is the \( p \)-th norm of that vector. Next, the \( p \)-value of the GW test with null \( H_0 : \phi = 0 \) is computed for the regression:

\[ \Delta_{A,B}^d = \phi X_{d-1} + \epsilon_d, \]  

(2)

where \( X_{d-1} \) contains the information set on \( d-1 \), i.e., a constant and lags of \( \Delta_{A,B}^d \). In this study, for the sake of simplicity, all the tests are performed using \( p = 1 \).

3.2. Deep neural network models

As described in the introduction, the goal of the study is to analyze the two main structures of DNNs that are typically used in the literature of EPF: single-output DNNs vs. DNNs with vectorized outputs.

3.2.1. Input features

Before describing each model, let us define the input features that are considered. Independently of the model, the available input features to forecast the 24 day-ahead prices of day \( d \), i.e. \( p_d = [p_{d,1}, \ldots, p_{d,24}]^T \), are the same:

- Historical day-ahead prices of the previous three days and one week ago, i.e. \( p_{d-1}, p_{d-2}, p_{d-3}, p_{d-7} \).

- The day-ahead forecasts of the two variables of interest (see Section 2 for details) for day \( d \) available on day \( d-1 \), i.e. \( x_{d}^1 = [x_{d,1}^1, \ldots, x_{d,24}^1]^T \) and \( x_{d}^2 = [x_{d,1}^2, \ldots, x_{d,24}^2]^T \); note that the variables of interest are different for each market.

- Historical day-ahead forecasts of the variables of interest the previous day and one week ago, i.e. \( x_{d-1}^1, x_{d-1}^2, x_{d-7}^1, x_{d-7}^2 \).
A dummy variable $z_d$ that represents the day of the week. This is with a multi-value input $z_d \in \{1, \ldots, 7\}$.

In total, we consider a total of 241 input features for each DNN model. As suggested in the literature [23, 12], the input features are optimized together with the hyperparameters using the tree Parzen estimator [26].

### 3.2.2. DNN$_{24}$

The first DNN model represents the open-source DNN proposed in [12] and it is denoted by DNN$_{24}$ as it uses an explicit vectorized output to model the 24 hours of the day. Its main advantage is that it requires less computational resources and it is less prone to overfit as it can generalize better. As in [12], the features and hyperparameters of the model are optimized together using the tree Parzen estimator [26]. A representation of this model is provided in Figure 2.

### 3.2.3. DNN$_{1}$

The second approach, denoted here as DNN$_{1}$, considers 24 independent separate models (one for each hour of the day). Such an approach is much slower (roughly 20x) than DNN$_{24}$; however, it has the advantage of being able to select different hyperparameters/input features for each specific hour. It is important to note that this ability to specialize, while useful with parsimonious linear models, it might not be ideal for DNNs where generalization is a more desirable property as it prevents overfitting. A representation of this model is provided in Figure 3.

### 3.2.4. Implementation details

Both models are implemented in Keras [27], with the estimation performed using the Adam optimization algorithm [28] and early stopping to prevent overfitting. In both cases, following standard practice in the literature of EPF [8] [12] [23], the depth of the networks is fixed to two hidden layers. In addition, both models have an optional dropout hyperparameter that selects the dropout rate.

As in [12], both DNNs are estimated using 4 year long (208 weeks) rolling calibration window, with 42 weeks randomly selected as a validation set used for early stopping, and the remaining 166 weeks used for the training.

### 3.2.5. Hyperparameter optimization

The DNNs require a hyperparameter optimization procedure [12]. The methodology is performed once, using the data from before the first day of the out-of-sample test window, and the resulting hyperparameters are used throughout the whole testing period. As suggested in the literature [23, 12], this step is performed using the tree Parzen estimator [26].

Out of a 208 weeks available for model determination and validation, the first 166 weeks are used as a training set, and the remaining 42 weeks – as a validation set. Unlike for the final evaluation, the 42 weeks of the validation dataset are not randomly selected but the validation to select the hyperparameters is performed on the most recent portion of the data (we refer to [12] for details and motivation behind this procedure). As indicated in Section 3.2.1, the input features are optimized together with the hyperparameters.

The hyperparameters that are subject to optimization include: 1) the number of neurons of each hidden layer, 2) the activation function used in the hidden layers, 3) the dropout rate, 4) the learning rate, 5) the use of batch normalization, 6) the data preprocessing technique, 7) the type of network weights initialization and 8) the coefficient for kernel regularization of layers.

To select which of the 241 available input features are relevant, the method models the input features as hyperparameters [23] and employs 11 decision variables, i.e. 11 hyperparameters:

- Four binary hyperparameters (1-4) that indicate whether or not to include the historical day ahead
prices \( p_{d-1}, p_{d-2}, p_{d-3}, p_{d-7} \). The selection is done per day \( d \), e.g., the algorithm either selects all the prices \( p_{d-j} \) of \( j \) days ago or it cannot select any price from day \( d - j \), hence the four hyperparameters.

- Two binary hyperparameters (5-6) that indicate whether or not to include each of the day-ahead forecasts \( x_{d}^{1} \) and \( x_{d}^{2} \). As with the past prices, this is done for the whole day, i.e., a hyperparameter either selects all the elements in \( x_{d} \) or none.

- Four binary hyperparameters (7-10) that indicate whether or not to include the historical day-ahead forecasts \( x_{d-1}^{1} \), \( x_{d-1}^{2} \), \( x_{d-7}^{1} \), and \( x_{d-7}^{2} \). This selection is also done per day.

- One binary hyperparameter (11) that indicates whether or not to include the variable \( z_{d} \) representing the day of the week.

It is important to note that, for the single-output networks, the procedure is performed independently for all 24 hours of the day, resulting in 24 sets of input variables and network hyperparameters.

3.2.6. Data preprocessing for neural network models

One of the DNNs hyperparameters is the data optimization technique used. There are six choices:

- no normalization – raw data is passed to the network,
- linear mapping of each feature to [0, 1],
- linear mapping of each feature to [−1, 1],
- normalization using mean and standard deviation,
- normalization using median and MAD (see Eqn. [4]),
- normalization using median and MAD, with asinh VST applied.

The method is chosen independently for the inputs and training targets. Each input is normalized separately from other inputs, but using the same method.

3.3. Benchmark model

The model that sets down the baseline scores is a parameter-rich linear model estimated using the least absolute shrinkage and selection operator (LASSO) [29]. After [12], we refer to it as LEAR model (abbreviation of LASSO estimated autoregressive).

3.3.1. Input features

The LEAR model uses the exactly same inputs as the DNN models. However, there is a difference in the weekday dummies. DNN models comprise only one dummy variable that takes values 0, 1, . . . , 6, respectively for Monday, Tuesday, . . . , Sunday. The LEAR model uses a binary vector of 7 values that sets to 1 the respective day of the week.

3.3.2. Equation

The benchmark model uses a multivariate framework – i.e., the implicit \( day \times hour \) structure where 24 models are trained (one for each hour of the day) [11]. However, using the parameter-rich structure, the right-hand side of the equation is identical for each hour, allowing the model to consider intraday price dynamics. The preprocessed (see Section 3.3.3) price \( p \) for hour \( h_{0} \), day \( d \) is modeled as follows.

\[
p_{d,h_{0}} = \sum_{h=1}^{24} \beta_{h,h_{0}} p_{d-1,h} + \sum_{h=1}^{24} \beta_{24+h,h_{0}} p_{d-2,h} + \\
\sum_{h=1}^{24} \beta_{48+h,h_{0}} p_{d-3,h} + \sum_{h=1}^{24} \beta_{72+h,h_{0}} p_{d-7,h} + \\
\sum_{h=1}^{24} \beta_{96+h,h_{0}} z_{d,h_{0}}^{(1)} + \sum_{h=1}^{24} \beta_{120+h,h_{0}} z_{d-1,h_{0}}^{(1)} + \\
\sum_{h=1}^{24} \beta_{144+h,h_{0}} z_{d-7,h_{0}}^{(1)} + \sum_{h=1}^{24} \beta_{168+h,h_{0}} z_{d,h_{0}}^{(2)} + \\
\sum_{h=1}^{24} \beta_{192+h,h_{0}} z_{d-1,h_{0}}^{(2)} + \sum_{h=1}^{24} \beta_{216+h,h_{0}} z_{d-7,h_{0}}^{(2)} + \\
\sum_{i=1}^{7} \beta_{240+i,h_{0}} D_{i} + \varepsilon_{d,h_{0}}, \tag{3}
\]

where \( z_{d,h_{0}}^{(i)} \) is the preprocessed value of \( i \)-th exogenous series for day \( d \), hour \( h \), and \( D_{i} \) is a weekday dummy (binary) variable that marks the \( i \)-th day of the week.

3.3.3. Variance Stabilizing Transformation

The LEAR benchmark models were run on preprocessed data. The transformation used was area hyperbolic sine (asinh), as suggested in the review of various variance stabilizing transformations (VST) in EPF [14]. This allows the linear models to achieve higher forecasting performance, especially in the cases of price spikes.

The application of the VST is a two-step procedure, firstly, the data series are normalized, and secondly, the transformation function is applied. After the forecasting, the back transformation is performed in an inverse order, i.e., the outcome is first passed through an inverse transformation function appropriate for the VST chosen, and lastly the value is denormalized.

The normalization is performed for each input variable independently (i.e., the series of prices at hour 9 has different normalization factors than hour 10). The procedure

\footnote{This is done for the sake of simplicity to speed up the optimization procedure of the feature selection. In particular, an alternative could be to use a binary hyperparameter for each individual historical prices; however, is most markets, that would mean using 24 as many hyperparameters as there are 24 different prices per day.}
for each input series \(X_{d,h}\) consists of subtracting the sample median and dividing by the sample Median Absolute Deviation (MAD), corrected by the 75-th percentile \(z_{0.75}\) of the standard normal distribution:

\[
x_{d,h} = \frac{z_{0.75}}{\text{MAD}(X)} (X_{d,h} - \text{median}(X)),
\]

where \(X\) without the subscript denotes the vector of observations in the dataset. After that, the asinh transformation function is applied:

\[
Y_{d,h} = \text{asinh}(x_{d,h}) = \log \left( x_{d,h} + \sqrt{x_{d,h}^2 + 1} \right).
\]

After the forecasting, the predictions are back transformed:

\[
\hat{P}_{d,h} = \frac{\text{MAD}(P)}{z_{0.75}} \sinh(p_{d,h}) + \text{median}(P),
\]

where \(p\) denotes the transformed response variable series, \(P\) and \(\hat{P}\) - a non-transformed response variable series, respectively the in-sample part and the final forecast. Please note that the dummy variables included in the model are not normalized.

4. Results

Table 2: Table lists joint rMAE for all 24 hours of the day. Bold result correspond to the lowest error for a given dataset.

| dataset | LEAR | DNN24 | DNN1 |
|---------|------|-------|------|
| NP      | 0.482| 0.472 | 0.472|
| PJM     | 0.492| 0.477 | 0.495|
| BE      | 0.655| 0.611 | 0.649|
| FR      | 0.596| 0.575 | 0.628|
| DE      | 0.452| 0.447 | 0.516|

This section presents the results for the five distinct datasets. All reported metrics refer to the rMAE with the seasonal naïve forecast as presented in [1] (see Section 3.1). Table 2 presents the errors jointly for all 24 hours of the day, for all tested models and 5 test datasets. What can be immediately observed, is the significantly better performance of DNN24 compared to the remaining two methods.

Figures 4 and 5 extend the analysis by providing the rMAE of each model for each hour of the day. An interesting observation is that the worse performance of DNN1 model (relative to the DNN24) is observed mostly at specific hours of the day.

4.1. Single vs vectorized output

The overall worse performance of the single-output approach relative to the multi-output counterpart is observed for almost all of the test datasets. In particular, for the the EPEX-BE, EPEX-FR, and EPEX-DE datasets, the DNN1 model exhibits an erroneous results for nearly all hours, typically during the early off-peak period, see Figure 4.

In the other two dataset, the difference in performance is lesser. Particularly, the underperformance of the DNN1 model is less pronounced on the PJM test set (Fig. 4 (top)), with only one hour having a visibly higher error. In the Nord Pool dataset, both models score identically when all 24 hours of the day are considered. However, for hour 4, the single-output model had a predictive performance lower than the one of the naïve benchmark (as indicated by rMAE greater than 1). For most of the other hours, the DNN1 model outperforms the DNN24 one.

Despite the early stopping criterion and dropout implemented to avoid overfitting, the large difference between DNN1 and DNN24 at specific hours of the day can be easily explained due to the overfitting. In the multi-output setting, a part of network is shared between all of the 24 output nodes. This part of the network ideally models the factors that are similar for all hours and is able to generalize predictions without overfitting. In the single-output scenario, all the neurons are specialized to a single hour and the risk of overfitting is larger.

4.2. Baseline model

As a final comparison, it is important to analyze the performance of the considered models against the state-of-the-art baseline model. As suggested in [12], such a comparison ensures that the evaluated models are sound and reasonable for EPF.

When compared with the baseline model, the DNN24 model outperforms the LEAR model for the morning peak hours on all 5 datasets and for the evening peak hours on PJM, Nord Pool and EPEX-BE. By contrast, while on average it is better, it is outperformed during the first couple hours of the day on four out of the five datasets.

The average performance of LEAR approach is comparable with the DNN1 performance for Nord Pool, PJM and EPEX-BE data, and is closer to the better DNN24 model for the EPEX-FR and EPEX-DE datasets.

In short, as can be observed, from the results, both models provide similar or better results than the LEAR model. However, it is important to note, that the overfitting occurs in the DNN1 model despite using several techniques that aim to prevent that, namely early stopping condition during training based on the model performance on the validation dataset and feature selection performed separately for each hour. Conversely, the LEAR benchmark did not exhibit such issues, showing that single-output parameter-rich structures with feature selection can perform well in the tested setting – however, not as well as the DNN24.

4.3. Test for Conditional Predictive Ability

Lastly, the outcomes of the models were compared using the Giacomini-White CPA test (see Section 3.1.1). The test results are presented in the form of the chessboards,
on which a green square reflects the statistically significant better predictive performance of the model on the x-axis over the one on the y-axis. On the other hand, the black square corresponds to the lack of such an outperformance. Fig. [6] consists of 5 panels, each corresponding to one of the datasets.

The immediate conclusion is that the DNN_{24} model is not outperformed by any other model for any of the test datasets. The LEAR and DNN_{1} models show a comparable performance across, and all of the approaches significantly outperform the naïve forecast for all 5 datasets.

5. Conclusions

Using a deep neural network (DNN) model to forecast the electricity prices is not straightforward. An important design aspect involves the structure of the DNN itself: while there are two common structures – one that focuses on each hour of the day separately, and one that reflects the daily auction structure and models vectors of the prices – it is not clear the advantages of each architecture.

This study showed that a DNN methodology that mimicks the LEAR model, i.e., forecasting 24 independent models using single-output networks, might lead to ac-
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