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Abstract

This paper provides a theoretical and numerical comparison of classical first-order splitting methods for
solving smooth convex optimization problems and cocoercive equations. From a theoretical point of view,
we compare convergence rates of gradient descent, forward-backward, Peaceman-Rachford, and Douglas-
Rachford algorithms for minimizing the sum of two smooth convex functions when one of them is strongly
cocoercive. A similar comparison is given in the more general cocoercive setting under the presence of strong
monotonicity and we observe that the convergence rates in optimization are strictly better than the corre-
sponding rates for cocoercive equations for some algorithms. We obtain improved rates with respect to the
literature in several instances by exploiting the structure of our problems. Moreover, we indicate which
algorithm has the lowest convergence rate depending on strong convexity and cocoercive parameters. From
a numerical point of view, we verify our theoretical results by implementing and comparing previous al-
gorithms in well established signal and image inverse problems involving sparsity. We replace the widely
used ℓ1 norm with the Huber loss and we observe that fully proximal-based strategies have numerical and
theoretical advantages with respect to methods using gradient steps. 1

Keywords: Proximal algorithms, convergence rates, cocoercive equations, smooth convex optimization,
Huber loss, sparse inverse problems.

1 Introduction

The resolution of many signal processing problems relies on the minimization of a sum of data-fidelity term and
penalization. This formulation can be encountered either in standard variational strategies [44], mainly used in
the past 60 years, or into more recent deep-learning framework [26].

Formally, the associated optimization problem writes

\[
\min_{x \in \mathcal{H}} f(x) + g(x),
\]

where \( \mathcal{H} \) denotes a real Hilbert space, and \( f: \mathcal{H} \to [-\infty, +\infty] \) and \( g: \mathcal{H} \to [-\infty, +\infty] \) are very often considered
as proper lower semicontinuous convex functions.

For almost twenty years, a large panel of efficient first-order algorithms has been derived in order to solve
under different assumptions on functions \( f \) and \( g \) (see [3, 14, 40] for an exhaustive list). From stronger to
weaker assumptions, the gradient method [11, 21] is implementable if \( f \) and \( g \) are smooth, forward-backward
splitting (FBS) [17, 38] can be applied when either \( f \) or \( g \) is smooth, while Peaceman-Rachford splitting (PRS)
[35] and Douglas-Rachford splitting (DRS) [35, 25, 16] are applicable without any smoothness assumption.
When a function is not smooth, FBS, PRS, DRS use proximal (implicit) steps for the function, which amounts
to solve a non-linear equation. Since solving a non-linear equation at each iteration can be computationally
costly, a common practice is to choose gradient steps when the function is smooth. However, nowadays there
exists a wide class of functions whose proximal steps are explicit or easy to compute and activating \( f \) and \( g \)
via proximal steps can be advantageous numerically [15]. In this context, it becomes important to provide a
theoretical comparison of algorithmic schemes involving gradient and/or proximal steps for solving [1] and to
identify which algorithm is the most efficient depending on the properties of \( f \) and \( g \). We focus our analysis on
first-order methods when \( f \) and \( g \) are smooth and proximal steps of both functions are easy to compute. The
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A theoretical analysis of several first-order methods in this context provides interesting insights of the structural properties of first-order algorithms to be considered in more general frameworks.

From the signal-processing user’s point of view, the choice of the most efficient algorithm for a specific data processing problem with the form of [1] is a complicated task. In order to tackle this problem, the convergence rate is a useful tool in order to provide a theoretical comparison among algorithms. However, the theoretical behavior of an algorithmic scheme may differ considerably from its numerical efficiency, which enlightens the importance of obtaining sharp convergence rates exploiting the properties of $f$ and $g$. In this context, sharp linear convergence rates can be obtained for several splitting algorithms under strong convexity of $f$ and/or $g$ [10, 29, 22, 46, 47], which can be extended when the strong convexity is satisfied on particular manifolds in the case of partly smooth functions [59, 57]. Moreover, sub-linear convergence rates of some first-order methods depending on the Kurdyka-Lojasiewicz (KL) exponent are obtained in [1] when $f + g$ is a KL-function (see [4]). Since KL-exponents are usually difficult to compute [5], we focus on global strong convexity assumptions when we aim at finding linear convergence rates.

The previous discussion devoted to linear convergence rate for optimization problems also holds in the context of monotone operators, which appear naturally from primal-dual first-order optimality conditions of optimization problems involving linear operators (see, e.g., [7, 30, 20, 51]). We generalize our study of splitting algorithms involving implicit and/or explicit steps in the context of cocoercive equations. In the presence of strong monotonicity, we compare linear convergence rates of the methods in this context.

Contributions – In the case when $f$ is strongly convex, we compare the Lipschitz-continuous constants of the operators governing the gradient method, FBS, PRS, and DRS, which leads to a comparison of their linear convergence rates. This gives a theoretical support to the results obtained in [15] for the strongly convex case. In the context of strongly monotone cocoercive equations, we provide the linear convergence rates of the four algorithms under study, which are larger than the rates in the optimization context. We also provide an improved convergence rate for DRS inspired by [28, 29], which exploits the fully smooth context, which is replicated in the cocoercive setting. In addition, we obtain a lower convergence rate for the gradient method in the strongly monotone and cocoercive setting inspired by [28].

Based on the obtained convergence rates, a second contribution provides efficiency regions of strong convexity and Lipschitz parameters of $f$ and $g$ identifying the most efficient algorithm.

A third contribution is to provide several experiments comparing the theoretical rates and the numerical behavior of the four methods under study in the presence of high and low strong convexity parameters. We obtain that proximal-based schemes PRS and DRS are more efficient than EA and FBS in the context of piecewise constant denoising and image restoration.

Outline – In Section 2 we provide the results and concepts needed throughout the paper and the state-of-the-art on convergence properties of the algorithms under study. In Section 3 we provide and compare the Lipschitz continuous constants of the operators governing the methods under study in the cocoercive-strongly monotone setting and our results are refined in Section 4 for the particular smooth strongly convex optimization context. We also provide efficiency regions depending on the parameters of the problem identifying the most efficient algorithm. We finish with numerical experiments in Section 5.

2 Preliminaries, problem, and state-of-the-art

In this section, we provide our notation, concepts, and results needed on this paper split in fixed point theory, monotone operator theory, convex analysis, and convergence of several algorithms. Throughout this paper, $H$ is a real Hilbert space endowed with the inner product $(\cdot | \cdot)$. A sequence $(x_k)_{k \in \mathbb{N}}$ in $H$ converges weakly to $x \in H$ if, for every $y \in H$, $\lim_{k \rightarrow +\infty} (y | x_k - x) = 0$, it converges strongly if $\lim_{k \rightarrow +\infty} \|x_k - x\| = 0$, and it converges linearly at rate $\omega \in [0, 1]$ if, for every $k \in \mathbb{N}$, $\|x_k - x\| \leq \omega^k \|x_0 - x\|$.

2.1 Fixed point theory

An operator $\Phi: H \rightarrow H$ is $\omega$-Lipschitz continuous for some $\omega \in [0, +\infty[$ if
\[
(\forall x \in H)(\forall y \in H) \quad \|\Phi x - \Phi y\| \leq \omega \|x - y\|,
\]
and $\Phi$ is nonexpansive if it is 1-Lipschitz continuous. The following convergence result, derived from [18 Theorem 1.50], is known as the Banach-Picard theorem and asserts the strong and linear convergence of iterations generated by repeatedly applying a $\omega$-Lipschitz continuous operator when $\omega \in [0, 1]$ to a fixed point of $\Phi$, where the set of fixed points is $\text{Fix} \Phi = \{x \in H | x = \Phi x\}$.

Proposition 1. Let $\omega \in [0, 1]$, let $\Phi: H \rightarrow H$ be a $\omega$-Lipschitz continuous operator, and let $x_0 \in H$. Set
\[
(\forall k \in \mathbb{N}) \quad x_{k+1} = \Phi x_k.
\]
Then, Fix \( \Phi = \{ \hat{x} \} \) for some \( \hat{x} \in \mathcal{H} \) and we have
\[
(\forall k \in \mathbb{N}) \quad \|x_k - \hat{x}\| \leq \omega^k \|x_0 - \hat{x}\|.
\] (4)

Moreover, \((x_k)_{k \in \mathbb{N}} \) converges strongly to \( \hat{x} \) with linear convergence rate \( \omega \).

### 2.2 Monotone operator theory

For every set-valued operator \( M : \mathcal{H} \to 2^\mathcal{H} \), \( \text{gra}(M) = \{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in Mx\} \) is the graph of \( M \), \( M^{-1} : u \mapsto \{ x \in \mathcal{H} \mid u \in Mx\} \) is the inverse of \( M \), \( M \) is monotone if and only if it satisfies, for every \((x, u)\) and \((y, v)\) in \( \text{gra}(M) \), \( \langle u - v \mid x - y \rangle \geq 0 \), and it is maximally monotone if it is monotone and, for every monotone operator \( T : \mathcal{H} \to 2^\mathcal{H} \), \( \text{gra}(M) \) is not properly contained in \( \text{gra}(T) \). \( \text{Id} : \mathcal{H} \to \mathcal{H} \) stands for the identity operator. For every monotone operator \( M : \mathcal{H} \to 2^\mathcal{H} \), \( J_M = (\text{Id} + M)^{-1} \) is the resolvent of \( M \), which is single-valued. In addition, if \( M \) is maximally monotone, then \( J_M \) is everywhere defined and nonexpansive [3] Proposition 23.8.

For every \( \eta \in [0, +\infty] \), we define the class \( C_\eta \) of \( \eta \)-cocoercive operators \( M : \mathcal{H} \to \mathcal{H} \) satisfying, for every \( x \) and \( y \) in \( \mathcal{H} \),
\[
\langle Mx - My \mid x - y \rangle \geq \eta \|Mx - My\|^2.
\] (5)
In particular, \( C_0 \) is the class of single-valued monotone operators. Note that, if \( M \in C_\eta \) for some \( \eta > 0 \), then \( M \) is maximally monotone in view of [3] Corollary 20.28.

An operator \( M : \mathcal{H} \to \mathcal{H} \) is \( \rho \)-strongly monotone for some \( \rho \in [0, +\infty[ \) if, for every \( x \) and \( y \) in \( \mathcal{H} \),
\[
\langle Mx - My \mid x - y \rangle \geq \rho \|x - y\|^2.
\]

### 2.3 Convex analysis

We denote by \( \Gamma_0(\mathcal{H}) \) the class of functions \( h : \mathcal{H} \to ]-\infty, +\infty] \) which are proper, lower semicontinuous, and convex. For every \( h \in \Gamma_0(\mathcal{H}) \), the maximally monotone operator
\[
\partial h : x \mapsto \{ u \in \mathcal{H} \mid (\forall y \in \mathcal{H}) h(x) + \langle y - x \mid u \rangle \leq h(y) \}
\] (6)
is the subdifferential of \( h \) and \( \text{Argmin}_{x \in \mathcal{H}} h(x) \) is the set of solutions to the problem of minimizing \( h \) over \( \mathcal{H} \). For every \( h \in \Gamma_0(\mathcal{H}) \), it follows from [3] Proposition 17.4 that \( \hat{x} \in \text{Argmin}_{x \in \mathcal{H}} h(x) \) if and only if \( 0 \in \partial h(\hat{x}) \) and the proximity operator of \( h \) is defined by
\[
\text{prox}_h : x \mapsto \arg \min_{y \in \mathcal{H}} \left( h(y) + \frac{1}{2} \|y - x\|^2 \right),
\] (7)
which is well defined and single-valued because the objective function in (7) is strongly convex. We have \( \text{prox}_h = J_{\partial h} \) and it reduces to \( P_C \), the projection operator onto a closed convex set \( C \), when \( h = \iota_C \) is the indicator function of \( C \), which takes the value 0 in \( C \) and \( +\infty \) outside.

For every \( L \geq 0 \), we consider the class \( \mathcal{C}^{1,1}_L(\mathcal{H}) \) of functions \( h : \mathcal{H} \to \mathbb{R} \) satisfying:

- \( h \) is Gâteaux differentiable in \( \mathcal{H} \), i.e., for every \( x \in \mathcal{H} \) there exists a linear bounded operator \( Dh(x) : \mathcal{H} \to \mathbb{R} \) such that, for every \( d \in \mathcal{H} \),
\[
Dh(x)d = \lim_{t \downarrow 0} \frac{h(x + td) - h(x)}{t} = \langle \nabla h(x) \mid d \rangle,
\] (8)
where we denote by \( \nabla h(x) \in \mathcal{H} \) the Riesz-Fréchet representant, and

- \( \nabla h : \mathcal{H} \to \mathcal{H} \) is \( L \)-Lipschitz continuous.

Observe that, in view of [3] Corollary 17.42, every function in \( \mathcal{C}^{1,1}_L(\mathcal{H}) \) is Fréchet differentiable. The following proposition is a direct consequence of [3] Proposition 18.15 and asserts that every convex function \( h \in \mathcal{C}^{1,1}_L(\mathcal{H}) \) satisfies that \( \nabla h \) is \( 1/L \)-cocoercive and vice versa. This result provides a subclass of \( C_{1/L} \) composed with gradients of convex functions in \( \mathcal{C}^{1,1}_L(\mathcal{H}) \).

**Proposition 2.** Let \( L \geq 0 \) and let \( h : \mathcal{H} \to \mathbb{R} \) be a convex function. Then the following are equivalent:

1. \( h \in \mathcal{C}^{1,1}_L(\mathcal{H}) \).
2. \( h \) is Fréchet differentiable and, for every \((x, y) \in \mathcal{H}^2\), \((x - y \mid \nabla h(x) - \nabla h(y)) \leq L \|x - y\|^2 \).
3. \( h \) is Fréchet differentiable and \( \nabla h \in C_{1/L} \).

A function \( h \in \mathcal{C}^{1,1}_L(\mathcal{H}) \) is \( \rho \)-strongly convex, for some \( \rho \in [0, +\infty[ \), if \( h - \frac{\rho}{2} \cdot \| \cdot \|^2 \) is convex or, equivalently, if \( \nabla h \) is \( \rho \)-strongly monotone.

In Table 1, we summarize the connections between convex analysis and operator theory. For further details and properties of monotone operators and convex functions in Hilbert spaces, we refer the reader to [3].
2.4 Problem and algorithms

In this paper, we study several splitting algorithms in the context of the monotone inclusion:

\[
\text{find } x \in \mathcal{H} \text{ such that } 0 \in \mathcal{A}x + \mathcal{B}x,
\]

where \( \mathcal{A} : \mathcal{H} \to 2^\mathcal{H} \) and \( \mathcal{B} : \mathcal{H} \to 2^\mathcal{H} \) are maximally monotone operators. The problem in [9] models several problems in game theory [8], and optimization problems as considered in signal and image processing [14, 9, 10, 11, 26], among other areas. In the particular case when \( \mathcal{A} = \partial f \) and \( \mathcal{B} = \partial g \) for some functions \( f \) and \( g \) in \( \Gamma_0(\mathcal{H}) \), the convex optimization problem (under standard qualification conditions)

\[
\text{minimize } f(x) + g(x),
\]

is an important particular instance of the problem in [9] in view of [3, Proposition 17.4].

In order to solve the problem in [9], the algorithms we consider generate recursive sequences via Banach-Picard iterations of the form

\[
(\forall k \in \mathbb{N}) \quad x_{k+1} = \Phi x_k,
\]

where \( x_0 \in \mathcal{H} \) and \( \Phi : \mathcal{H} \to \mathcal{H} \) is a suitable nonexpansive operator which incorporates resolvents and/or explicit computations of \( \mathcal{A} \) and \( \mathcal{B} \) and such that we can recover a solution in \( (\mathcal{A} + \mathcal{B})^{-1}(\{0\}) \) from its fixed points. More precisely, in this paper we study the following algorithms for solving the problem in [9].

**Explicit algorithm (EA)** – It corresponds to apply (11) with the explicit operator

\[
\Phi = G_{\tau(\mathcal{A} + \mathcal{B})} := \text{Id} - \tau(\mathcal{A} + \mathcal{B}),
\]

for some \( \tau > 0 \), leading to the following iterations with \( x_0 \in \mathcal{H} \) and

\[
(\forall k \in \mathbb{N}) \quad x_{k+1} = x_k - \tau(\mathcal{A}x_k + \mathcal{B}x_k).
\]

**Proximal Point Algorithm (PPA)** – It is proposed in [50] for a variational inequality problem and by [45] in the maximally monotone context. This algorithm corresponds to the iteration in [14] governed by the resolvent

\[
\Phi = J_{\tau(\mathcal{A} + \mathcal{B})} = (\text{Id} + \tau(\mathcal{A} + \mathcal{B}))^{-1}.
\]

for some \( \tau > 0 \), leading to the following iterations with \( x_0 \in \mathcal{H} \) and

\[
(\forall k \in \mathbb{N}) \quad x_{k+1} = J_{\tau(\mathcal{A} + \mathcal{B})}x_k.
\]

**Forward-Backward splitting (FBS)** – It follows from (11) with the Forward-Backward operator

\[
\Phi = T_{\tau\mathcal{B},\tau\mathcal{A}} = J_{\tau\mathcal{B}} \circ J_{\tau\mathcal{A}} = (\text{Id} + \tau\mathcal{B})^{-1}(\text{Id} - \tau\mathcal{A}),
\]

for some \( \tau > 0 \), leading to the following iterations with \( x_0 \in \mathcal{H} \) and

\[
(\forall k \in \mathbb{N}) \quad x_{k+1} = J_{\tau\mathcal{B}}(x_k - \tau\mathcal{A}x_k).
\]
which alternates between explicit and implicit steps. In the case when \( A = \nabla f \) and \( B = \partial g \), for some \( f \) and \( g \) in \( \Gamma_0(\mathcal{H}) \), \( J_B = \text{prox}_{\tau g} \) for every \( \tau > 0 \) and FBS is the proximal gradient algorithm (see, e.g., [18]). This method finds its roots in the projected gradient method [32] (case \( g = \zeta C \) for some closed convex set \( C \)). In the context of variational inequalities appearing in some PDE’s, a generalization of the projected gradient method is proposed in [6, 37, 48]. It follows from [3, Proposition 26.1(iv)(a)] that, for every \( \tau > 0 \), \( (A + B)^{-1}(0) = \text{Fix} T_{\tau B, \tau A} \).

**Peaceman-Rachford splitting (PRS)** – This scheme follows from (11) with the Peaceman-Rachford operator

\[
\Phi = R_{\tau B, \tau A} = (2J_B - \text{Id}) \circ (2J_A - \text{Id}),
\]

for some \( \tau > 0 \), leading to the following iterations with \( x_0 \in \mathcal{H} \) and

\[
(\forall k \in \mathbb{N}) \quad \begin{cases} x_{k+1/2} = J_A x_k, \\ x_{k+1} = 2J_B(2x_{k+1/2} - x_k) - 2x_{k+1/2} + x_k. \end{cases}
\]

PRS is first proposed in [12] for solving some linear systems derived from discretizations of PDE’s and it is studied in the non-linear monotone case in [35]. It follows from [3, Proposition 26.1(iii)(b)] that, for every \( \tau > 0 \), \( (A + B)^{-1}(0) = \text{Fix} R_{\tau B, \tau A} \). As before, we recover PRS in the optimization context by using the identity \( J_{\partial h} = \text{prox}_h \) for \( h \in \Gamma_0(\mathcal{H}) \).

**Douglas-Rachford splitting (DRS)** – This scheme follows from (11) with Douglas-Rachford operator

\[
\Phi = S_{\tau B, \tau A} = \frac{\text{Id} + R_{\tau B, \tau A}}{2} = J_B(2J_A - \text{Id}) + \text{Id} - J_A,
\]

for some \( \tau > 0 \), which is the average between \( \text{Id} \) and \( R_{\tau B, \tau A} \), leading to the following iterations with \( x_0 \in \mathcal{H} \) and

\[
(\forall k \in \mathbb{N}) \quad \begin{cases} x_{k+1/2} = J_A x_k, \\ x_{k+1} = J_B(2x_{k+1/2} - x_k) - x_{k+1/2} + x_k. \end{cases}
\]

The algorithm is first proposed for solving some linear systems derived from discretizations of PDE’s [24] and it is studied in the non-linear monotone case in [35]. It follows from [3, Proposition 26.1(iii)(b)] that, for every \( \tau > 0 \), \( (A + B)^{-1}(0) = \text{Fix} S_{\tau B, \tau A} \). As before, we recover DRS in the optimization context by using the identity \( J_{\partial h} = \text{prox}_h \) for \( h \in \Gamma_0(\mathcal{H}) \).

### 2.5 State-of-the-art on convergence of algorithms

If \( M = A + B \) is strongly monotone, \( \eta \)-cocoercive, and \( \tau \in [0, 2\eta] \), \( G_{\tau M} \) is Lipschitz continuous with constant in \([0, 1] \) [16, Fact 7] and EA achieves linear convergence in view of Proposition [1]. In addition, \( J_{\tau M} \) is Lipschitz continuous with constant in \([0, 1] \) and PPA converges linearly [3, Proposition 23.13]. However, when \( M = A + B \), the computation of \( J_{\tau M} \) can be difficult, and other splitting methods as EA, FBS, PRS, and DRS can be considered in order to reduce the computational time by iteration.

If we assume the strong monotonicity of \( A \) or \( B \), the linear convergence of FBS is guaranteed [3, Theorem 26.16], which follows from the Lipschitz continuity of \( T_{\tau B, \tau A} \) with Lipschitz constant in \([0, 1] \). In [13] the authors provide a detailed analysis of the convergence rates of FBS in the strongly monotone context. If \( A \) is not cocoercive the convergence of FBS is not guaranteed and, if it is not single-valued, it is not applicable. In these contexts PRS and DRS can be used if \( J_A \) is not difficult to compute. In the case when \( A = B \) are merely maximally monotone, reflections \( 2J_A - \text{Id} \) and \( 2J_B - \text{Id} \) are merely nonexpansive, and the convergence of PRS is not guaranteed. This motivates the average with \( \text{Id} \) in [20], which allows to obtain the weak convergence of DRS to a solution. Under the cocoercivity assumption on \( A \), the weak convergence of PRS is guaranteed [35, Corollary 1 & Remark 2(2)]. If in addition we suppose the strong monotonicity of \( A \), the reflection \( 2J_A - \text{Id} \) is Lipschitz continuous with constant in \([0, 1] \) [25] and, therefore, PRS converges linearly to a solution. This property also holds for DRS, but with a larger convergence rate. Of course, previous properties are inherited by the algorithms in the particular optimization context, sometimes with better convergence rates by exploiting the variational formulation [46, 22, 39, 29].

In summary, without any cocoercivity on the problem [9] the only available convergent method is DRS, if resolvents are easy to compute. However, in the fully cocoercive setting all the methods under study are convergent and can be implemented, and there is no theoretical/numerical comparison of these methods in the literature in this context. In this paper, as stated in Section 1 we focus on cocoercive equations involving the sum of two operators, in which one of them is strongly monotone. Even if restrictive, this setting allows us to provide and compare the optimal linear convergence rates of the four algorithms described above. This analysis is further refined for minimization problems involving the sum of two smooth convex functions with Lipschitzian gradients, in which one of them is strongly convex. We also indicate which algorithm is more efficient depending on strong convexity and Lipschitz parameters. We start by studying cocoercive equations.
3 Cocoercive equations

In this section we study properties of different numerical schemes for solving the following cocoercive equation.

**Problem 1.** Let \((\alpha, \beta) \in [0, +\infty]^2\), let \(\rho \in [0, \alpha^{-1}]\), let \(A \in \mathcal{C}_\alpha\) be \(\rho\)-strongly monotone, and let \(B \in \mathcal{C}_\beta\). The problem is to

\[
\text{find } x \in \mathcal{H} \text{ such that } Ax + Bx = 0, 
\]

under the assumption that solutions exist.

Note that, any \(\rho\)-strongly convex and \(\alpha\)-cocoercive operator \(A\) should satisfy \(\rho \leq 1/\alpha\), since, for every \(x\) and \(y\) in \(\mathcal{H}\), we have

\[
\rho \|x - y\| \leq \langle x - y | Ax - Ay \rangle \leq \|x - y\| \|Ax - Ay\| \leq \alpha^{-1} \|x - y\|^2. 
\]

Therefore, the assumption \(\rho \in [0, \alpha^{-1}]\) is not restrictive. In order to motivate the cocoercive equation in Problem 1 we consider the following example.

**Example 1.** Set \(\mathcal{H} = \mathbb{R}^N\), let \(A\) and \(D\) be \(M \times N\) and \(K \times N\) real matrices, respectively. Let \(z \in \mathbb{R}^M\), let \(h \in \mathcal{C}_{L}^{1,1}(\mathbb{R}^K)\), and consider the problem

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} \|Ax - z\|^2 + h(Dx). 
\]

This minimization problem is typically encountered in image processing when the matrix \(D\) represents the discrete gradient and \(h\) is a smooth version of the \(f_1\)-\(\nu\)-norm leading to hyperbolic total-variation [12, 23].

Note that, if \(A\) is a full rank matrix and by setting \(\mu\) to be the smallest eigenvalue of \(A^\top A\), we have \(\mu > 0\) and the function \(f: x \mapsto \|Ax - z\|^2/2\) is in \(\mathcal{C}_{L}^{1,1}(\mathbb{R}^N)\) and it is \(\mu\)-strongly convex. Moreover, the optimality conditions of a solution \(\hat{x}\) to (24) read

\[
\begin{align*}
0 &= \nabla f(\hat{x}) + D^\top \nabla h(D\hat{x}). 
\end{align*}
\]

By defining \(\hat{u} = \nabla h(D\hat{x})\), it follows from [3, Proposition 16.10] that \(D\hat{x} \in \partial h^*(\hat{u})\) and (25) is equivalent to

\[
\begin{align*}
0 &= \nabla f(\hat{x}) + D^\top \hat{u} \\
0 &\in \partial h^*(\hat{u}) - D\hat{x}. 
\end{align*}
\]

Therefore, by defining

\[
\begin{align*}
\mathcal{A}: (x, u) &\mapsto \{\nabla f(x) - \eta x\} \times (\partial h^*(u) - \eta u) \\
\mathcal{B}: (x, u) &\mapsto \{\eta x + D^\top u, \eta u - Dx\}, 
\end{align*}
\]

where \(\eta \in [0, \min\{\mu, \frac{1}{L}\}]\), (26) is equivalent to find \((\hat{x}, \hat{u}) \in \mathbb{R}^n \times \mathbb{R}^p\) such that

\[
(0, 0) \in \mathcal{A}(\hat{x}, \hat{u}) + \mathcal{B}(\hat{x}, \hat{u}), 
\]

where \(\mathcal{A}\) is \((\min\{\mu, \frac{1}{L}\} - \eta)\)-strongly monotone, and \(\mathcal{B}\) is \(\eta/\|B\|\)-cocoercive. Hence (27) is a special instance of (26). If we include the assumption that \(h\) is \(\rho\)-strongly convex function, \(\mathcal{A}\) is \((\min\{\rho, ||A||^{-2}\}/(1 + \eta \max\{(1/\mu, L\})^2)\)-cocoercive, and (26) becomes a particular instance of Problem 1. The proof of the properties on \(\mathcal{A}\) and \(\mathcal{B}\) above are detailed in the appendix (see Section 6).

It turns out that, because of the strong monotonicity assumption, there exists a unique solution \(\hat{x} \in (A + B)^{-1}(0)\) and the operators \(G_{\tau(A+B)}\), \(T_{\tau B_{1\alpha}}\), \(R_{\tau B_{\alpha\alpha}}\), and \(S_{\tau B_{\alpha\alpha}}\) defined in [12]–[20] are \(\omega(\tau)\)-Lipschitz continuous for some \(\omega(\tau) \in [0, 1]\), under suitable conditions on \(\tau\). The Lipschitz continuous constant of each algorithm corresponds to its linear convergence rate in view of Proposition 1 which allows the user to compare not only numerically but also theoretically the convergence behavior of each method. In the next proposition, we summarize the convergence rates for the schemes governed by the operators defined in [12]–[20] aiming to solve Problem 1.

**Proposition 3.** Let \(\tau > 0\). In the context of Problem 1, the following hold:

1. Suppose that \(\tau \in [0, 2\alpha/(\beta + \alpha)]\). Then \(G_{\tau(A+B)}\) is \(\omega_G(\tau)\)-Lipschitz continuous, where

\[
\omega_G(\tau) := \sqrt{1 - \frac{2\tau \rho}{\alpha(2\beta - \tau)(2\beta\alpha - \tau(\beta + \alpha))}} \in [0, 1]. 
\]

In particular, the minimum in (20) is achieved at

\[
\tau^* = \frac{2\beta \alpha}{\beta^2 + \alpha(\sqrt{\beta^2 + \alpha} + \sqrt{\beta})} \text{ and } \omega_G(\tau^*) = \sqrt{1 - \frac{4\rho \beta \alpha}{(\sqrt{\beta^2 + \alpha} + \sqrt{\beta})^2}}.
\]
2. Suppose that $\tau \in ]0,2\alpha[$. Then $T_{\tau, B, A}$ is $\omega_{T_{\tau}}(\tau)$-Lipschitz continuous, where
\[
\omega_{T_{\tau}}(\tau) := \sqrt{1 - \frac{\tau \rho}{\alpha}(2\alpha - \tau)} \in ]0,1[.
\] (31)
In particular, the minimum in (31) is achieved at
\[
\tau^* = \alpha \quad \text{and} \quad \omega_{T_{\tau}}(\tau^*) = \sqrt{1 - \alpha \rho}.
\] (32)
3. Suppose that $\tau \in ]0,2\beta[$. Then $T_{\tau, A, B}$ is $\omega_{T_{\tau}}(\tau)$-Lipschitz continuous, where
\[
\omega_{T_{\tau}}(\tau) := \frac{1}{1 + \tau \rho} \in ]0,1[.
\] (33)
In particular, the minimum in (33) is achieved at
\[
\tau^* = 2\beta \quad \text{and} \quad \omega_{T_{\tau}}(\tau^*) = \frac{1}{1 + 2\beta \rho}.
\] (34)
4. $R_{\tau, B, A}$ and $R_{\tau, A, B}$ are $\omega_{R}(\tau)$-Lipschitz continuous, where
\[
\omega_{R}(\tau) = \sqrt{\frac{\alpha - 2\tau \rho \alpha + \tau^2 \rho}{\alpha + 2\tau \rho \alpha + \tau^2 \rho}} \in ]0,1[.
\] (35)
In particular, the minimum in (35) is achieved at
\[
\tau^* = \sqrt{\frac{\alpha}{\rho}} \quad \text{and} \quad \omega_{R}(\tau^*) = \sqrt{\frac{1 - \alpha \rho}{1 + \alpha \rho}}.
\] (36)
5. $S_{\tau, B, A}$ and $S_{\tau, A, B}$ are $\omega_{S}(\tau)$-Lipschitz continuous, where
\[
\omega_{S}(\tau) = \min\left\{\frac{1 + \omega_{R}(\tau)}{2}, \frac{\beta + \tau \rho}{\beta + \tau \rho + \tau^2 \rho}\right\} \in ]0,1[.
\] (37)
In particular, the minimum in (37) is achieved at
\[
\tau^* = \begin{cases} 
\sqrt{\frac{\alpha}{\rho}}, & \text{if } \beta \leq \frac{4\alpha}{(1 + \sqrt{1 - \alpha \rho})^2}, \\
\sqrt{\frac{\beta}{\rho}}, & \text{otherwise},
\end{cases} \quad \text{and} \quad \omega_{S}(\tau^*) = \begin{cases} 
\frac{1 + \sqrt{1 - \alpha \rho}}{2}, & \text{if } \beta \leq \frac{4\alpha}{(1 + \sqrt{1 - \alpha \rho})^2}, \\
\frac{1 + \sqrt{1 - \alpha \rho}}{\sqrt{2 + \sqrt{1 - \alpha \rho}}}, & \text{otherwise}.
\end{cases}
\] (38)

The proof is provided in Appendix 8. Observe that Proposition 3 is a new result, in which the Lipschitz constant of the explicit operator is improved with respect to considering a single operator when splitting is possible (see Remark 1). Proposition 3 provides a smaller Lipschitz-constant for operator $T_{\gamma, B, A}$ than in [38, Remarque 3.1(2)], [13, Theorem 2.4], [50, Proposition 1(d)], and [3, Proposition 26.16(ii)], by exploiting the cocoercivity of $A$. On the other hand, in Proposition 3 we obtain a better Lipschitz constant for $T_{\gamma, A, B}$ than in [50, Proposition 1(d)] and [13, Theorem 2.4], and we recover the Lipschitz constant in [3, Proposition 26.16(i)], but we obtain a smaller Lipschitz constant by allowing $\tau = 2\beta$. The Lipschitz constant of $R_{\gamma, B, A}$ and $R_{\gamma, A, B}$ in (35) is obtained in [28, Theorem 7.4], and it is smaller than Lipschitz constants in [28, Theorem 6.5 & Theorem 5.6] which are also valid in our context. The constant in (37) is provided in [28, Theorem 7.4] and it is tighter than the constant obtained in [35, Proposition 4], which does not take advantage of the full cocoercivity of the problem. The Lipschitz constant of $S_{\gamma, A, B}$ and $S_{\gamma, B, A}$ in (37) is obtained from [28, Theorem 5.6 & Theorem 7.4] by exploiting the cocoercivity of $A$ and $B$. When $\alpha$ is large with respect to $\beta$, our constant is sharper than the constant in [17, Corollary 4.2] (see Figure 1), which is obtained via computer-assisted analysis. This is because the cocoercivity of $A$ is not considered in [17].

In the case when $B = 0$, by taking $\beta \to +\infty$ in parts 1 or 2 and 3 of Proposition 3 we obtain as a direct consequence the following result for EA and PPA in the strongly monotone case. The Lipschitz continuous constant of EA obtained in [10, Fact 7] with a geometric proof is complemented with analytic arguments in the proof of Proposition 3. The constant of PPA is proved in [3, Proposition 23.13].

**Proposition 4.** Suppose that $A \in C_\alpha$ is $\rho$-strongly monotone, for some $\alpha \in ]0, +\infty[$ and $\rho \in ]0, \alpha^{-1}[$. Then the following hold.
Figure 1: Comparison between the Lipschitz constants in [37] and (37) for DRS when $\beta = 1$, $\rho = 0.3$, and $\alpha = 3$.

Figure 2: (a) Comparison of the convergence rates of EA, FBS, PRS, DRS obtained in Proposition 5 (continuous lines) and Proposition 3 (dashed lines) for two choices of $\alpha$, $\beta$, and $\rho$. Note that optimization rates are better than cocoercive rates in general.

1. For every $\tau \in ]0, 2\alpha[,$ $G_{\tau A}$ is $\omega_{G_a}(\tau)$-Lipschitz continuous, where

$$\omega_{G_a} := \sqrt{1 - \frac{\tau \rho}{\alpha}(2\alpha - \tau)} \in ]0, 1[.$$

2. For every $\tau > 0$, $J_{\tau A}$ is $\omega_{J}(\tau)$-Lipschitz continuous, where

$$\omega_J(\tau) := \frac{1}{1 + \tau \rho} \in ]0, 1[.$$

Remark 1. Observe that $A + B$ is $\beta\alpha/(\beta + \alpha)$-cocoercive [3, Proposition 4.12] and $\rho$-strongly monotone. Moreover, for every $\tau \in ]0, 2\beta\alpha/(\beta + \alpha)[$, we have

$$\frac{\tau \rho}{\beta\alpha}(2\beta\alpha - \tau(\beta + \alpha)) < \frac{2\tau \rho}{\alpha(2\beta - \tau)}(2\beta\alpha - \tau(\beta + \alpha)).$$

(41)

The weak convergence hence follows from [3, Proposition 5.16]. Note that, in the cocoercive context, the averaged nonexpansive property for the fixed point operator associated with PRS is a new result.

Remark 2. In the absence of strong monotonicity ($\rho = 0$), EA, FBS, PRS, and DRS generate weakly convergent sequences. Indeed, even if the associated fixed point operators are no longer strict contractions, Proposition 8 in the appendix asserts that they are averaged nonexpansive operators, i.e., there exists $\mu \in ]0, 1[$ such that

$$(\forall x \in H)(\forall y \in H) \quad \|\Phi x - \Phi y\|^2 \leq \|x - y\|^2 - \left(1 - \frac{\mu}{\mu}\right)\|(1\Phi)x - (1\Phi)y\|^2.$$
4 Smooth convex optimization

In this section we restrict our attention to the following particular instance of Problem 1.

**Problem 2.** Let \((\alpha, \beta) \in ]0, +\infty[^2, \text{ let } \rho \in ]0, \alpha^{-1}]\), let \(f \in C_{1,1}^{1,1}(\mathcal{H})\) be \(\rho\)-strongly convex, and let \(g \in C_{1,1}^{1,1}(\mathcal{H})\). The problem is to

\[
\minimize_{x \in \mathcal{H}} f(x) + g(x),
\]

(43)

under the assumption that solutions exist.

In the context of Problem 2, there exists a unique solution to Problem 2, which is denoted by \(\hat{x}\). Since \(\mathcal{A} = \nabla f\) is cocoercive and strongly monotone, Proposition 3 provides Lipschitz constants of the operators governing the numerical schemes under study. However, in the optimization setting the Lipschitz constants can be improved, as Proposition 5 below asserts. Next, we compare the convergence rates and we provide regions depending on the parameters \(\alpha\), \(\beta\), and \(\rho\) defining the most efficient algorithm in the worst-case scenario.

4.1 Linear convergence rates

The following result is a refinement of Proposition 3, in which the Lipschitz constants are improved by using the convex optimization structure of the problem. All the linear convergence rates, optimal step-sizes, and associated optimal rates are summarized in Table 2.

**Proposition 5.** Let \(\tau > 0\). In the context of Problem 2, the following hold:

1. Suppose that \(\tau \in ]0, 2\alpha/(\beta + \alpha)[\). Then, \(G_{\tau(\nabla g + \nabla f)}\) is \(r_G(\tau)\)-Lipschitz continuous, where

\[
\tau^* = \frac{2}{\rho + \alpha^{-1} + \beta^{-1}} \quad \text{and} \quad r_G(\tau^*) = \frac{\alpha^{-1} + \beta^{-1} - \rho}{\alpha^{-1} + \beta^{-1} + \rho}.
\]

(45)

In particular, the minimum in (44) is achieved at

\[
\tau^* = \frac{2}{\rho + \alpha^{-1} + \beta^{-1}} \quad \text{and} \quad r_G(\tau^*) = \frac{\alpha^{-1} + \beta^{-1} - \rho}{\alpha^{-1} + \beta^{-1} + \rho}.
\]

(45)

2. Suppose that \(\tau \in ]0, 2\alpha[\). Then \(T_{\tau(\nabla g + \nabla f)}\) is \(r_{T_1}(\tau)\)-Lipschitz continuous, where

\[
r_{T_1}(\tau) := \max \{ |1 - \tau \rho|, |1 - \tau(\beta^{-1} + \alpha^{-1})| \} \in ]0, 1[.
\]

(46)

In particular, the minimum in (46) is achieved at

\[
\tau^* = \frac{2}{\rho + \alpha^{-1} + \beta^{-1}} \quad \text{and} \quad r_{T_1}(\tau^*) = \frac{\alpha^{-1} - \rho}{\alpha^{-1} + \beta^{-1} + \rho}.
\]

(47)

3. Suppose that \(\tau \in ]0, 2\beta[\). Then \(T_{\tau(\nabla f + \nabla g)}\) is \(r_{T_2}(\tau)\)-Lipschitz continuous, where

\[
r_{T_2}(\tau) := \frac{1}{1 + \tau \rho} \in ]0, 1[.
\]

(48)

In particular, the minimum in (48) is achieved at

\[
\tau^* = \frac{2}{\rho + \alpha^{-1} + \beta^{-1}} \quad \text{and} \quad r_{T_2}(\tau^*) = \frac{1}{1 + 2\beta \rho}.
\]

(49)

4. \(R_{\tau(\nabla g + \nabla f)}\) and \(R_{\tau(\nabla f + \nabla g)}\) are \(r_R(\tau)\)-Lipschitz continuous, where

\[
r_R(\tau) = \max \left\{ \frac{1 - \tau \rho}{1 + \tau \rho}, \frac{\tau \alpha^{-1} - 1}{1 + \tau \rho} \right\} \in ]0, 1[.
\]

(50)

In particular, the minimum in (50) is achieved at

\[
\tau^* = \sqrt{\frac{\alpha}{\rho}} \quad \text{and} \quad r_R(\tau^*) = \frac{1 - \sqrt{\alpha \rho}}{1 + \sqrt{\alpha \rho}}.
\]

(51)
5. \( S_{\tau g_f,\tau f} \) and \( S_{\tau f,\tau g} \) are \( r_S(\tau) \)-Lipschitz continuous, where

\[
r_S(\tau) = \min \left\{ \frac{1 + r_R(\tau)}{2}, \frac{\beta + \tau^2 \rho}{\beta + \tau \rho + \tau^2 \rho} \right\} \in ]0,1[ \tag{52}
\]

and \( r_R \) is defined in \((50)\). In particular, the optimal step-size and the minimum in \((52)\) are

\[
(\tau^*, r_S(\tau^*)) = \begin{cases} 
\left( \frac{\sqrt{\beta / \alpha} + \frac{1}{2 \sqrt{\beta \alpha}}}{\beta}, \frac{1}{2} \right), & \text{if } \beta \leq 4\alpha; \\
\left( \frac{\sqrt{\beta / \alpha}}{\beta}, \frac{2}{\beta} \right), & \text{otherwise}.
\end{cases}
\tag{53}
\]

The Lipschitz constants of the operators \( G_{\nabla g_f,\nabla f} \) and \( T_{\nabla g_f,\nabla f} \) are a consequence of \( [19] \) Theorem 3.1] (see also \[45, Fact 3\] for a geometric interpretation). We provide an alternative shorter and more direct proof of Proposition 5.1 in Appendix 9 in which we use some techniques from \[39, Section 2.1.3\]. The Lipschitz constant of \( T_{\nabla f,\nabla g} \) is a direct consequence of Proposition 3.3 and \((50)\) is obtained in \[29, Theorem 2\], which improves several constants in the literature. The Lipschitz constant in \((52)\) is obtained by combining \[29, Theorem 2\] and \[28, Theorem 5.6\].

**Remark 3.**

1. When \( \rho \approx 0 \), \((17)\) justifies the classical choice \( \tau^* \approx 2\alpha \). This case arises naturally in several inverse problems and, in particular, in sparse image restoration which is studied in detail in Section 5.3.

2. Note that the Lipschitz continuous constants obtained in Proposition 5.1 and 5.2 are strictly lower than the constants obtained in Proposition 3.1 and 3.2 in the cocoercive case, as it can be verified in Figure 2.

3. From Figure 2, we observe the benefit of the refinement of convergence rates in the optimization framework (dashed line) with respect to the cocoercive case (solid line) in all methods at exception of \( T_{\nabla f,\nabla g} \), whose rate is the same. We also observe that in general Peaceman-Rachford iterations \( R_{\tau g_f,\tau f} \) has the better convergence rate for several configurations of \( (\alpha, \beta, \rho) \).

In the case when \( g = 0 \in \mathcal{C}^{1,1}_0(\mathcal{H}) \), Problem 2 reduces to minimize \( f \) over \( \mathcal{H} \) and \( G_{\nabla g_f,\nabla f} = T_{\nabla g_f,\nabla f} = G_{\nabla f} \) and \( T_{\nabla f,\nabla g} = S_{\nabla f,\nabla g} = S_{\nabla g,\nabla f} = \text{prox}_f \). Therefore, by taking \( \beta \to +\infty \) in Proposition 5 we recover the following known results (see also \[28, Proposition 5.2\] and \[3, Proposition 4.39\]).

**Proposition 6.** Let \( \tau \in ]0, +\infty[ \), \( \alpha \in ]0, +\infty[ \), \( \rho \in ]0, \alpha^{-1}[ \), and suppose that \( f \in \mathcal{C}^{1,1}_0(\mathcal{H}) \) and that \( f \) is \( \rho \)-strongly convex. Then, the following hold.

1. Suppose that \( \tau \in ]0, 2\alpha[ \). Then \( G_{\tau f} \) is \( r_{G_0}(\tau) \)-Lipschitz continuous, where

\[
r_{G_0}(\tau) := \max \{ |1 - \tau \rho|, |1 - \tau \alpha^{-1}| \} \in ]0,1[. \tag{54}
\]

2. \( \text{prox}_{\tau f} \) is \( r_f(\tau) \)-Lipschitz continuous, where

\[
r_f(\tau) := \frac{1}{1 + \tau \rho} \in ]0,1[. \tag{55}
\]
4.2 Comparison of algorithms

Since Problem 2 is equivalent to minimize $\alpha f + \alpha g$ over $\mathcal{H}$, we can assume $\alpha = 1$. Set $\Omega = [0, +\infty] \times [0,1]$ and denote

\[
\begin{align*}
    r_T^*(\beta, \rho) &= \frac{1+\beta^{-1}}{1+\beta^{-1} - 1} \\
    r_T^*(\beta, \rho) &= \frac{1}{1+\beta^{-1}} \\
    r_T^*(\beta, \rho) &= \frac{1}{1+2\beta^{-1}} \\
    r_T^*(\beta, \rho) &= \frac{1+\sqrt{\beta}}{1+\sqrt{\beta}} \\
    r_T^*(\beta, \rho) &= \frac{1+\sqrt{\beta}}{1+\sqrt{\beta} + 2\beta^{-1}} \\
\end{align*}
\]

(56)

Observe that $r_T^*(\beta, \rho) = r_T^*(\beta, \rho), r_T^*(\beta, \rho) = r_T^*(\beta, \rho), r_T^*(\beta, \rho) = r_T^*(\beta, \rho), r_T^*(\beta, \rho) = r_T^*(\beta, \rho)$ are the optimal rates obtained in Proposition 3 when $\alpha = 1$. We have the following comparisons.

**Lemma 1.** Let $(\beta, \rho) \in \Omega$. Then $r_T^*(\beta, \rho) > r_R^*(\beta, \rho)$. 

**Proof.** Set

\[
\phi: (t, \rho) \mapsto \frac{t - \rho}{t + \rho} = 1 - \frac{2}{1 + t/\rho}
\]

(57)

and note that, for every $(t, \rho) \in [0, +\infty] \times [0,1]$, $\phi(t, \rho)$ is strictly increasing on $[0, +\infty]$ and $\phi(t, \cdot)$ is strictly decreasing on $[0,1]$. Noting that $\sqrt{\rho} > \rho$, the result follows from $r_T^*(\beta, \rho) = \phi(1 + \beta^{-1}, \rho) > \phi(1, \rho) = r_T^*(\beta, \rho)$ and $r_T^*(\beta, \rho) = \phi(1, \rho) > \phi(1, \sqrt{\rho}) = r_T^*(\beta, \rho)$. 

We conclude from Lemma 1 that PRS is always more efficient than the algorithms governed by operators $T_{\tau}(\nabla_\| f)$ and $G_{\tau}(\nabla_\| f)$ for solving Problem 2. Therefore, it is enough to compare $r_T^*(\beta, \rho)$, $r_T^*(\beta, \rho)$, and $r_T^*(\beta, \rho)$.

**Lemma 2.** Let $(\beta, \rho) \in \Omega$. The following hold:

1. $r_T^*(\beta, \rho) < r_T^*(\beta, \rho) \iff \beta > 4$ and $\beta \rho \in [\eta(\beta), \eta(\beta)^{-1}[$, where

\[
\eta(\beta) = \frac{1 - \sqrt{1 - 4\beta^{-1}}}{1 + \sqrt{1 - 4\beta^{-1}}} \in [0, 1].
\]

(58)

2. $r_T^*(\beta, \rho) < r_T^*(\beta, \rho) \iff \beta > 16$ and $\rho < 1 - 8(\sqrt{\beta} - 2)$. 

3. Suppose that $\beta > 4$. Then $r_T^*(\beta, \rho) < r_T^*(\beta, \rho) \iff \rho < \frac{1}{16\beta^2}$.

**Proof.** Note that

\[
r_T^*(\beta, \rho) - r_T^*(\beta, \rho) = \frac{1 - \sqrt{\rho}}{1 + \sqrt{\rho}} = \frac{1 + \sqrt{\rho} - (1 - \sqrt{\rho})(2 + \beta^{-2})}{(1 + 2\beta^{-2})(1 + \sqrt{\rho})} = \frac{2\sqrt{\rho}(2 + \sqrt{\rho} + \beta^{-1})}{(1 + 2\beta^{-2})(1 + \sqrt{\rho})}. 
\]

(59)

Hence, $r_T^*(\beta, \rho) < r_T^*(\beta, \rho)$ is equivalent to $1 - 4\beta^{-1} > 0$ and $\sqrt{\rho} \in [\eta_1, \eta_2[$, where $\eta_1 = (1 - \sqrt{1 - 4\beta^{-1}})/2$ and $\eta_2 = (1 + \sqrt{1 - 4\beta^{-1}})/2$, which yields the result after simple computations.

Using Lemma 2, it is clear from (56) that, when $\beta \leq 4$, $r_T^*(\beta, \rho) \geq r_T^*(\beta, \rho)$. Hence, by assuming that $\beta > 4$, we have

\[
r_T^*(\beta, \rho) - r_T^*(\beta, \rho) = \frac{2}{2 + \sqrt{\rho}} = \frac{1 - \sqrt{\rho}}{2 + \sqrt{\rho}} = \frac{\sqrt{\rho}(4 - \sqrt{\beta} - \sqrt{\rho})}{(2 + \sqrt{\rho})(1 + \sqrt{\rho})}. 
\]

(60)

We observe that, for every $\beta \leq 16$, we have $r_T^*(\beta, \rho) \geq r_T^*(\beta, \rho)$ and, if $\beta > 16$, $r_T^*(\beta, \rho) < r_T^*(\beta, \rho)$ if and only if $\sqrt{\rho} < 1 - 4/\sqrt{\beta}$, from which the result follows.

Since

\[
r_T^*(\beta, \rho) - r_T^*(\beta, \rho) = \frac{2}{2 + \sqrt{\rho}} - \frac{1}{1 + 2\beta^{-1}} = -\frac{\sqrt{\rho}(4\sqrt{\rho} - 1)}{(2 + \sqrt{\rho})(1 + 2\beta^{-1})},
\]

(61)

the proof is complete.

Now, by using Lemma 2, we can conclude which algorithm has the lower convergence rate depending on the parameters $(\beta, \rho) \in \Omega$. In Figure 5 we illustrate the efficiency regions thus derived and Table 3 summarizes the result ofLemma 2.
Region of parameters $(\beta, \rho)$ | Algorithm with the best rate
--- | ---
$\Omega_1 = \{ (\beta, \rho) \, | \, \beta > 4 \text{ and } \rho \in \left[ \frac{\max\{1/16, \eta(\beta)\}}{\beta}, \frac{1}{3\eta(\beta)} \right] \}$ | FBS with prox$_{\tau_f}$
$\Omega_2 = \{ (\beta, \rho) \, | \, \beta > 4 \text{ and } \rho \in \left[ \frac{1}{16\beta}, 1 - \frac{8\sqrt{2} - 2}{\beta} \right] \}$ | DRS
$\Omega \setminus (\Omega_1 \cup \Omega_2)$ | PRS

Table 3: Best rate algorithms among EA, FBS with prox or gradient activation of the strongly convex function, DRS, PRS when $\alpha = 1$ when considering the minimization problem $\min_{x \in H} f(x) + g(x)$, where $f$ (resp. $g$) is convex differentiable with $\alpha^{-1}$ (resp. $\beta^{-1}$)-Lipschitz gradient and $f$ is $\rho$-strongly convex.

Figure 3: (Left) Regimes where PRS or FBS or DRS achieves a better rate according to Proposition 7 when $\alpha = 1$ as a function of $(\beta, \rho)$. (Right) Optimal numerical rates and associated regions.

**Proposition 7.** Let $(\beta, \rho) \in \Omega$ and let $\eta$ be the function defined in (58). Then, the following hold:

1. Suppose that $\beta > 4$ and that $\rho \in I(\beta)$, where

$$I(\beta) = \left[ \frac{\max\{1/16, \eta(\beta)\}}{\beta}, \frac{1}{3\eta(\beta)} \right].$$

Then $r^*_T(\beta, \rho) \leq \min\{r^*_S(\beta, \rho), r^*_R(\rho)\}$.

2. Suppose that $\beta > 16$ and that $\rho < \chi(\beta)$, where

$$\chi(\beta) = \min \left\{ \frac{1}{16\beta}, 1 - \frac{8\sqrt{2} - 2}{\beta} \right\}.$$

Then $r^*_S(\beta, \rho) < \min\{r^*_T(\beta, \rho), r^*_R(\rho)\}$.

In any other case, we have $r^*_R(\rho) \leq \min\{r^*_T(\beta, \rho), r^*_S(\beta, \rho)\}$.

5 Numerical experiments

The theoretical results provided in the previous sections are now illustrated on standard data processing examples with different levels of complexity: Piecewise-constant denoising and image restoration. The Matlab codes associated with the following experiments are available on Nelly Pustelnik website [link].

5.1 Piecewise constant denoising

Piecewise constant denoising (also referred as change-point detection) is a very well documented problem of signal processing literature and it is of interest for numerous signal processing applications going from genomics [52] to geophysics studies [41].

The standard formulation is dedicated to piecewise constant signal $\pi \in \mathbb{R}^N$ degraded with a Gaussian noise $\varepsilon \sim \mathcal{N}(0, \sigma^2 I)$, whose degraded version is denoted $z = \pi + \varepsilon$. An illustration of $\pi$ (resp. $z$) is provided in solid black line (resp. gray) in Figure 4 (top).

The estimation of a piecewise constant signal $\hat{\pi}$ from degraded data $z$ has been addressed by several strategies going from Cusum procedures [2], hierarchical Bayesian inference frameworks [31], or functional optimization...
formulations involving $\ell_1$-norm or the $\ell_0$-pseudo-norm of the first differences of the signal (see e.g. [27] and references therein). In the latter context, we consider the minimization problem:

$$
\text{minimize } \frac{1}{2} \|x - z\|^2 + \chi h_\mu(Dx),
$$

where $D \in \mathbb{R}^{N-1 \times N}$ denotes the first-order discrete difference operator

$$(\forall n \in \{1, \ldots, N - 1\}) \quad (Dx)_n = \frac{1}{2}(x_n - x_{n-1})$$

and $h_\mu : \mathbb{R}^{N-1} \to \mathbb{R}$ denotes the Huber loss of parameter $\mu > 0$, which is a smooth approximation of the $\ell_1$-norm defined by (see, e.g., [15, Example 2.5])

$$h_\mu : \{\zeta_i\}_{1 \leq i \leq m} \mapsto \sum_{i=1}^{N-1} \phi_\mu(\zeta_i) \quad \text{and} \quad \phi_\mu : \zeta \mapsto \left\{ \begin{array}{ll} \frac{|\zeta| - \frac{\mu}{2}}{\mu} & \text{if } |\zeta| > \mu; \\ \frac{|\zeta|}{\mu} & \text{if } |\zeta| \leq \mu. \end{array} \right. \quad (63)$$

Moreover, the proximity operator of $h_\mu$ can be computed explicitly via

$$\forall \tau > 0 \quad \text{prox}_{\tau h_\mu} : \{(\zeta_i)_{1 \leq i \leq m} \mapsto (\text{prox}_{\tau \phi_\mu} \zeta_i)_{1 \leq i \leq m}, \quad (64)$$

where

$$\text{prox}_{\tau \phi_\mu} : \zeta \mapsto \left\{ \begin{array}{ll} \zeta - \frac{\tau}{\mu} \zeta & \text{if } |\zeta| > \tau + \mu; \\ \frac{\mu}{\tau + \mu} \zeta & \text{if } |\zeta| \leq \tau + \mu. \end{array} \right. \quad (65)$$

However, the proximity operator of $h_\mu \circ D$ is not explicit because of the influence of operator $D$. By exploiting the separable structure of $h_\mu$, we obtain the following equivalent formulation of (62):

$$\min_{x \in \mathbb{H}} \frac{1}{2} \|x - z\|^2 + \chi h_{\mu_1}(D_1x) + \chi h_{\mu_2}(D_2x), \quad (66)$$

where $I_1 = \{1, 3, \ldots\}$ and $I_2 = \{2, 4, \ldots\}$ are the sets of odd and even indices and, for $k \in \{1, 2\}$, $h_{\mu_k}(y_{ik}) = \sum_{i \in I_k} \phi_{\mu_k}(y_i)$ and $D_{ik} \in \mathbb{R}^{\|I_k\| \times N}$ denotes the sub-matrix of $D$ associated with the $I_k$ rows. Since $D_{1i}D_{1i}^\top = \text{Id}/2$ and $D_{2i}D_{2i}^\top = \text{Id}/2$, the split formulation (66) allows for the following closed form expressions of the proximity operator of $h_{\mu_k} \circ D_{ik}$ (see [3] Proposition 23.25))

$$\forall k \in \{1, 2\} \forall \tau > 0 \quad \text{prox}_{\tau h_{\mu_k} \circ D_{ik}} : z \mapsto z - 2L_{D_{ik}}^\top (\text{Id} - \text{prox}_{\tau \phi_{h_{\mu_k}}}) (D_{ik} z), \quad (67)$$

where $\text{prox}_{\tau \phi_{h_{\mu_k}}} : \{\zeta_i\}_{i \in I_k} \mapsto (\text{prox}_{\tau \phi_{\mu_k}} \zeta_i)_{i \in I_k}$. By setting $\tilde{f} = \frac{1}{\mu} \|\cdot - z\|_2^2 + \chi h_{\mu_2}(D_{2i})$ and $\tilde{g} = \chi h_{\mu_1}(D_{1i})$, we write (67) as Problem 2, where $\tilde{f}$ is $\rho = 1$ strongly convex, $\alpha = \frac{\mu}{\mu + \chi \|D_{2i}\|^2}$, and $\beta = \frac{\mu}{\chi \|D_{1i}\|^2}$. This approach gives rise to 4 alternative methods for solving (66).

3- FBS 2: Use $T_{\tau \nabla \tilde{g}, \tau \nabla \tilde{f}}$ with the step-size $\tau^*$ in (47).

4- FBS 3: Use $T_{\tau \nabla \tilde{f}, \tau \nabla \tilde{g}}$ with the step-size $\tau^*$ in (49).

5- PRS: Use $R_{\tau \nabla \tilde{f}, \tau \nabla \tilde{g}}$ with the step-size $\tau^*$ in (51).

6- DRS: Use $S_{\tau \nabla \tilde{f}, \tau \nabla \tilde{g}}$ with the step-size $\tau^*$ in (53).
We consider an approximation of the unique solution $\hat{x}$ to (62), by applying PRS with a large number of iterations. In view of Section 2.4, 1-EA, 2-FBS, 3-FBS2, and 4-FBS3 are initialized with $x_0 = z$, while using

$$z = \text{prox}_{\gamma f}(x_n) \Leftrightarrow (\text{Id} + \gamma \nabla f)y_n = x_n$$

proximal-based procedures 5-PRS and 6-DRS are initialized by $x_0 = z + \tau \nabla f(z)$, in order to provide similar initializations.

The numerical and theoretical convergence rate are displayed in Figure 4 for different settings of $\mu$ and $\chi$ leading to sharper or smoother estimates depending of the configuration. When $\mu = 10^{-4}$ the performance are similar to what is expected for $\ell_1$-minimization.

From Figure 4 (bottom), we can observe that PRS iterations provide the best theoretical and experimental rates when the optimal step-size is selected. DRS iterations also provide a good behavior, while EA and FBS requires much more iterations. We also exhibit the experimental and theoretical errors associated with each implemented method for optimal step-size $\tau$ with respect to iteration number (c-d). The behavior is in accordance with the results observed on the first row.

5.2 Image restoration

Another classical signal processing problem is image restoration that consists in recovering an image $\pi \in \mathbb{R}^N$ with $N$ pixels from degraded observations $z = A\pi + \varepsilon$, where $A \in \mathbb{R}^{M \times N}$ with $M \geq N$ and $\varepsilon \sim \mathcal{N}(0, \sigma^2I)$ is a white Gaussian noise. A standard penalization imposes the sparsity of the coefficients resulting from a linear transform such as a wavelet transform and the restoration can then be achieved by solving

$$\min_{x \in \mathcal{H}} \frac{1}{2} \|Ax - z\|_2^2 + \chi h_{\mu}(Wx),$$

where $\chi > 0$ is the regularization parameter, $W$ denotes a weighted wavelet transform, and $h_{\mu}$ is the Huber penalization of parameter $\mu > 0$ defined in (63).

Following Proposition 7 we propose to evaluate the theoretical and the experimental rates for the following algorithmic schemes, where $f = \frac{1}{2}\|A \cdot z\|_2^2$ and $g = \chi h_{\mu} \circ W$: (a) Original/degraded/reconstructed signals (b) Original/degraded/reconstructed signals (c) Errors vs Iterations (d) Errors vs Iterations

Figure 4: Piecewise constant denoising estimates after 10, 100, and 10000 iterations with $\chi = 0.7$ and $\mu = 0.0001$ (a) and $\chi = 0.7$ and $\mu = 0.002$ (b). We can observe that the piecewise constant estimate is obtained after 100 iterations for DRS or PRS while EA or FBS requires much more iterations. We also exhibit the experimental and theoretical errors associated with each implemented method for optimal step-size $\tau$ with respect to iteration number (c-d). The behavior is in accordance with the results observed on the first row.
In this context, by denoting $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ the largest and lowest eigenvalues of $A^T A$, $\rho = \lambda_{\text{min}}$ is the strong convexity parameter of $f$, $\lambda_{\text{max}} = \alpha^{-1}$ is the Lipschitz constant of $\nabla f$, and $\beta^{-1} = \frac{3}{2} \rho$ is the Lipschitz constant of $\nabla g$. The results are displayed in Figure [3] for an image with $N = 2^{12}$ pixels when $A$ is a random Gaussian matrix of size $4900 \times 4096$ with $\lambda_{\text{min}} = 0.0022$ and $\lambda_{\text{max}} = 1$. The results are obtained considering three values of $\chi \in \{0.001, 0.04, 10\}$ and $\mu = 1$ in order to consider three instances (green dots) in the three different efficiency regions (displayed in brown, orange, and pink).

The first set of experiments (second row in Figure [3]) displays the results obtained with $\chi = 10$ ($\beta = 0.1$). In this case, PRS achieves a better rate according to the theoretical study in Proposition 7 (brown region in Figure [3]) and our numerical experiments confirm this result. The third (fourth) row displays the results obtained with $\chi = 0.04$ (resp. $\chi = 0.001$) and, thus, $\beta = 25$ (resp. $\beta = 1000$), associated with the orange (resp. pink) efficiency region where DRS (resp. FBS) leads to the best theoretical rate. In this context where the strong convexity constant is small, the fit between theoretical and numerical convergence behaviour is not as tight. The best restoration results are obtained when $\chi = 10$, in which case PRS performs better.
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Cocoercivity and strong monotonicity in Example [1]

Consider the operators $A$ and $B$ defined in [27], and fix $(x_1, u_1)$ and $(x_2, u_2)$ in $\mathbb{R}^n \times \mathbb{R}^p$. For every $(y_1, v_1) \in A(x_1, u_1)$ and $(y_2, v_2) \in A(x_2, u_2)$, since $h^*$ is $1/L$-strongly convex [3, Theorem 18.15], we have

$$
\langle (y_1, v_1) - (y_2, v_2) \mid (x_1, u_1) - (x_2, u_2) \rangle = \langle \nabla f(x_1) - \nabla f(x_2) \mid x_1 - x_2 \rangle - \eta \|x_1 - x_2\|^2
+ (v_1 + \eta u_1 - (v_2 + \eta u_2) \mid u_1 - u_2) - \eta \|u_1 - u_2\|^2
\geq (\mu - \eta)\|x_1 - x_2\|^2 + (1/L - \eta)\|u_1 - u_2\|^2
\geq (\min\{\mu, 1/L\} - \eta)\|\langle x_1, u_1 \rangle - \langle x_2, u_2 \rangle\|^2,
$$

which implies the $(\min\{\mu, 1/L\} - \eta)$-strong convexity of $A$. Moreover, in the case when $h$ is also $\rho$-strongly convex, we have $h^* \in C^{1,\frac{1}{\rho}}(\mathbb{R}^p), A : (x, u) \mapsto \langle \nabla f(x) - \eta x, \nabla h^*(u) - \eta u \rangle$ is single valued and

$$
\langle A(x_1, u_1) - A(x_2, u_2) \mid (x_1, u_1) - (x_2, u_2) \rangle = \langle \nabla f(x_1) - \nabla f(x_2) \mid x_1 - x_2 \rangle - \eta \|x_1 - x_2\|^2
+ \langle \nabla h^*(u_1) - \nabla h^*(u_2) \mid u_1 - u_2 \rangle - \eta \|u_1 - u_2\|^2
\geq \frac{1}{\|A\|_{1,\frac{1}{\rho}}} \|\nabla f(x_1) - \nabla f(x_2)\|^2 + \rho \|\nabla h^*(u_1) - \nabla h^*(u_2)\|^2.
$$

On the other hand, the strong monotonicity of $\nabla f$ and $\nabla h^*$ imply $\|\nabla f(x_1) - \nabla f(x_2)\| \geq \mu \|x_1 - x_2\|$ and $\|\nabla h^*(u_1) - \nabla h^*(u_2)\| \geq (1/L)\|u_1 - u_2\|$, which yield

$$
\|A(x_1, u_1) - A(x_2, u_2)\| \leq \|\nabla f(x_1) - \nabla f(x_2)\| + \eta \|x_1 - x_2\| + \|\nabla h^*(u_1) - \nabla h^*(u_2)\| + \eta \|u_1 - u_2\|
\leq (1 + \eta/\mu)\|\nabla f(x_1) - \nabla f(x_2)\| + (1 + \eta L)\|\nabla h^*(u_1) - \nabla h^*(u_2)\|.
$$

Therefore, it follows from [39] that $A$ is $(\min(\rho, \|A\|^{-2})/1 + \eta \max((1/\mu, L)^2))$-cocoercive. Finally,

$$
\langle B(x_1, u_1) - B(x_2, u_2) \mid (x_1, u_1) - (x_2, u_2) \rangle = \eta \|x_1 - x_2\|^2 + \langle D^T(x_1 - x_2) \mid x_1 - x_2 \rangle
+ \eta \|u_1 - u_2\|^2 - \langle D(x_1 - x_2) \mid u_1 - u_2 \rangle
= \eta \|\langle x_1, u_1 \rangle - \langle x_2, u_2 \rangle\|^2
\geq \frac{\eta}{\|B\|^2} \|B(x_1, u_1) - B(x_2, u_2)\|^2,
$$

which implies the $\eta/\|B\|^2$-cocoercivity of $B$.

7 Averaged nonexpansive constants in the case $\rho = 0$

Proposition 8. Let $\tau > 0$. In the context of Problem [3] the following hold:

1. Suppose that $\tau \in [0, 2\beta \alpha/(\beta + \alpha)]$. Then $G_{\tau(A+B)}$ is $\mu_{G}(\tau)$-averaged nonexpansive, where

$$
\mu_{G}(\tau) := \frac{\tau(\beta + \alpha)}{2\beta \alpha} \in [0, 1].
$$

2. Suppose that $\tau \in [0, 2\alpha]$. Then $T_{\tau B, \tau A}$ is $\mu_{T}(\tau)$-averaged nonexpansive, where

$$
\mu_{T}(\tau) := \frac{2\tau(\beta + \alpha)}{4\beta \alpha + \tau(4\alpha - \tau)} \in [0, 1].
$$

3. $R_{\tau B, \tau A}$ is $\mu_{R}(\tau)$-averaged nonexpansive, where

$$
\mu_{R}(\tau) := \frac{\tau}{\alpha + \beta + \tau} \in [0, 1].
$$
4. $S_{\tau,B,\tau,A}$ is $\mu_S(\tau) = \frac{2\sqrt{\alpha}}{\lambda}$, averaged nonexpansive.

Proof. It follows from Proposition 4.12 that $A + B$ is $(\beta^{-1} + \alpha^{-1})^{-1} = \alpha\beta/(\alpha + \beta)$-cocoercive.

The result thus follows from Proposition 4.39.

Since $\tau B$ is $\beta/\tau$-cocoercive, it follows from Proposition 5.2 and Proposition 4.39 that $J_{RB}$ and $G_{\tau,A}$ are $\alpha B = \tau/(2(\tau + \beta)) \in [0,1/2]$ and $\alpha A = \tau/(2\alpha)$-averaged nonexpansive, respectively. Hence, we deduce from Proposition 2.4 that $T_{\tau,B,\tau,A} = J_{RB} \circ G_{\tau,A}$ is averaged with constant $(\alpha B + \alpha A - 2\alpha B\alpha A)/(1 - \alpha B\alpha A)$ which leads the result after simple computations.

Since $\tau A$ and $\tau B$ are $\alpha/\tau$- and $\beta/\tau$-cocoercive, respectively, it follows from Proposition 5.3 that $R_{\tau,A} = 2J_{\tau,A} - \text{Id}$ and $R_{\tau,B} = 2J_{\tau,B} - \text{Id}$ are $\tau/(\tau + \alpha)$ and $\tau/(\tau + \beta)$ averaged nonexpansive, respectively. Hence, since $R_{\tau,B} = R_{\tau,B} \circ R_{\tau,A}$, the averaging constant is obtained from Proposition 2.4 as in Proposition 4.40.

8 Proof of Proposition 3

Set $M = A + B$, fix $\tau \in [0,2\beta/(\beta + \alpha)] \subset [0,2\min(\beta,\alpha)]$, fix $x$ and $y$ in $H$. From the $\rho$-strong monotonicity and $\alpha$-cocoercivity of $A$, we have, for every $\lambda \in [0,1]$, 

$$(Mx - My \mid x - y) = (Bx - By \mid x - y) + (Ax - Ay \mid x - y) \geq \beta \|Bx - By\|^2 + \lambda\alpha \|Ax - Ay\|^2 + (1 - \lambda)\rho \|x - y\|^2.$$ 

Hence, noting that, for every $\varepsilon > 0$, $\|Mx - My\|^2 \leq (1 + \varepsilon)\|Bx - By\|^2 + (1 + \varepsilon^{-1})\|Ax - Ay\|^2$, we deduce 

$$\|G_{\tau,Mx} - G_{\tau,My}\|^2 = \|x - y\|^2 - 2\tau (Mx - My \mid x - y) + \tau^2 \|Mx - My\|^2 \leq \|x - y\|^2 - 2\beta \|Bx - By\|^2 - 2\tau\lambda \|Ax - Ay\|^2$$

$$- 2\rho(1 - \lambda)\|x - y\|^2 + \tau^2 \|Mx - My\|^2 \leq (1 - 2\beta \rho(1 - \lambda))\|x - y\|^2 - \tau(2\beta - \tau(1 + \varepsilon))\|Bx - By\|^2$$

Thus, the result follows by setting $\varepsilon = (2\beta - \tau)/\tau > 0$ and $\lambda = \frac{\tau}{2(\tau + \beta)} \in [0,1]$. 

Fix $\tau \in [0,2\beta]$. It follows from Proposition 2 in the case when $B = 0 (\beta \to +\infty)$ that $G_{\tau,B}$ is $\omega_{T_1}(\tau)$-Lipschitz continuous (see also Fact 7). Hence, the result follows from $T_{\tau,B,\tau,A} = J_{RB} \circ G_{\tau,A}$ and the nonexpansivity of $J_{RB}$.

Fix $\tau \in [0,2\beta]$. It follows from Proposition 23.13 that $J_{\tau,A}$ is $\omega_{T_2}(\tau)$-Lipschitz continuous. The result follows from $T_{\tau,B,\tau,A} = J_{\tau,A} \circ G_{\tau,B}$ and the nonexpansivity of $G_{\tau,B}$.

First note that Theorem 7.2 implies that $R_{\tau,A} = 2J_{\tau,A} - \text{Id}$ is $\omega_{\beta}(\tau)$-Lipschitz continuous. Now, since $R_{\tau,B}$ is nonexpansive, we obtain that $R_{\tau,B}R_{\tau,A}$ and $R_{\tau,A}R_{\tau,B}$ are also $\omega_{\beta}(\tau)$-Lipschitz continuous.

Since $S_{\tau,B,\tau,A} = (\text{Id} + R_{\tau,B} \circ R_{\tau,A})/2$ and $S_{\tau,A,B} = (\text{Id} + R_{\tau,A} \circ R_{\tau,B})/2$, this result is a consequence of Proposition 5.3.2 and Theorem 5.6.

In all the cases, the minima are obtained via simple computations.

9 Proof of Proposition 5

Set $h = f + g$. Since $g$ is convex and Fréchet differentiable and $f \in C^{1,1}_{\gamma}(H)$ is $\rho$-strongly convex, we obtain that $\phi = h - \rho \nabla h$ is convex and Fréchet differentiable. Moreover, since $\nabla f$ and $\nabla g$ are $\alpha^{-1}$-Lipschitz continuous and $\beta^{-1}$-Lipschitz continuous, we have that $\nabla h = \nabla f + \nabla g$ is $\gamma_1^{-1}$-Lipschitz continuous, where $\gamma_1^{-1} = \alpha^{-1} + \beta^{-1}$, and thus $h \in C^{1,1}_{\gamma_1}(H)$ and it is convex. Hence, since $\gamma_1^{-1} = \alpha^{-1} + \beta^{-1} > \rho + \beta^{-1} \geq \rho$, it follows from Proposition 2 that, for every $x$ and $y$ in $H$,

$$(x - y \mid \nabla \phi(x) - \nabla \phi(y)) = (x - y \mid \nabla h(x) - \nabla h(y)) - \rho \|x - y\|^2 \leq (\gamma_1^{-1} - \rho)\|x - y\|^2,$$

which yields $\phi \in C^{1,1}_{\gamma_1^{-1} - \rho}(H)$ in view of Proposition 2. In addition, we have 

$$G_{\tau,h} = \text{Id} - \tau(\nabla \phi + \rho \text{Id}) = (1 - \tau \rho) \text{Id} - \tau \nabla \phi.$$ (75)

Now let $\tau \in [0,2\beta/(\beta + \alpha)] = [0,2\tau]$ and denote $p = G_{\tau,h} x$ and $q = G_{\tau,h} y$. Since $\phi \in C^{1,1}_{\gamma_1^{-1} - \rho}(H)$ and it is convex, it follows from Proposition 2 and $\phi$ is $C^{1,1}_{\gamma_1^{-1} - \rho}$-Lipschitz that 

$$\|p - q\|^2 = (1 - \tau \rho)^2\|x - y\|^2 + \tau^2 \|\nabla \phi(x) - \nabla \phi(y)\|^2 - 2\tau(1 - \tau \rho)(x - y \mid \nabla \phi(x) - \nabla \phi(y))$$

$$\leq (1 - \tau \rho)^2\|x - y\|^2 + \tau^2 \tau_1(\gamma_1^{-1} + \rho - 2)(x - y \mid \nabla \phi(x) - \nabla \phi(y))$$

$$\leq (1 - \tau \rho)^2\|x - y\|^2 + \max\{0,\tau_1(\gamma_1^{-1} + \rho - 2)(\gamma_1^{-1} - \rho)\}\|x - y\|^2$$

$$= \|x - y\|^2 \max\{(1 - \tau \rho)^2, (1 - \tau \gamma_1^{-1})^2\}$$

and we obtain Proposition 2. Let $\tau \in [0,2\beta]$. It follows from Proposition 2 that, in the case when $g = 0 (\beta^{-1} = 0)$, $G_{\tau,f}$ is $r_{T_1}(\tau)$-Lipschitz continuous, where $r_{T_1}(\tau)$ is defined in Proposition 2. The result follows from $T_{\tau,f} = \text{prox}_{\tau g} \circ G_{\tau,f}$ and the nonexpansivity of $\text{prox}_{\tau g}$.
Let $\tau \in [0, 2\beta]$. We deduce from Proposition 4(2) that $J_{\tau_\nabla f} = \text{prox}_{\tau f}$ is $r_{T_\nabla}(\tau)$-Lipschitz continuous, where $r_{T_\nabla}(\tau)$ is defined in (48). The result follows from $T_{\tau_\nabla f, \tau_\nabla g} = \text{prox}_{\tau f} \circ G_{\tau_\nabla g}$ and the nonexpansivity of $G_{\tau_\nabla g}$.

See [29, Theorem 2]. It is a consequence of [29, Theorem 2] and [28, Theorem 5.6] in the particular case when $A = \nabla f$ and $B = \nabla g$.

In all the cases, the minimum is obtained via simple computations.