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Abstract—Both the smoothly clipped absolute deviation (SCAD) and the minimax concave penalty (MCP) penalized linear regression models are capable of dealing with variables selection and parameter estimation simultaneously. Theoretically, these two models enjoy the oracle property even in the high dimensional settings where the number of predictors $p$ may be much larger than the number of observations $n$. However, numerically, it is quite challenging to develop fast and stable algorithms due to their non-convexity and non-smoothness. In this paper we develop a fast algorithm for SCAD and MCP penalized problems. First, we derive that the global minimizers of both models are roots of some nonsmooth equations. Then, Semi-smooth Newton (SSN) algorithm is employed to solve the equations. We prove the local superlinear convergence of SSN algorithm. Computational complexity analysis demonstrates that the algorithm per iteration is $O(|\nu_s|n\tau^2)$, Combining with the warmstarting technique SSN algorithm can be very efficient. Simulation studies and real data examples show that SSN algorithm greatly outperforms coordinate descent in computational efficiency while reaching comparable accuracy.
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I. INTRODUCTION

This paper introduces a fast algorithm for concavely penalized regression. We focus on the linear regression model

$$y = X\beta^d + \varepsilon,$$  \hfill (1)

where $y \in \mathbb{R}^n$ is an $n \times 1$ vector of response variables, $X = (X_1, \ldots, X_p)$ is an $n \times p$ design matrix, $\varepsilon$ is an $n \times 1$ vector of error terms, and $\beta^d = (\beta_1^d, \ldots, \beta_p^d)^T \in \mathbb{R}^p$ is the underlying regression coefficient vector.

Under the sparsity assumption that the number of important predictors is relatively small, it is natural to consider the estimator that solves the minimization problem:

$$\min_{\beta \in \mathbb{R}^p} \|X\beta - y\|_2^2, \quad \text{subject to} \quad \|\beta\|_0 \leq \tau,$$ \hfill (2)

where $\|\beta\|_0$ denotes the number of nonzero elements of $\beta$ and $\tau > 0$ is a tuning parameter controlling the sparsity level. The minimization problem (2) is NP-hard [1], hence it is quite challenging to design a feasible algorithm for solving it when $p$ is large. Replacing the $\|\beta\|_0$ term in (2) by $\|\beta\|_1$, we get the $\ell_1$ penalized problem or the LASSO [2]:

$$\min_{\beta \in \mathbb{R}^p} \|X\beta - y\|_2^2, \quad \text{subject to} \quad \|\beta\|_1 \leq \tau.$$ \hfill (3)

which can be viewed as a convex relaxation of (2). Numerically, it is convenient to consider the Lagrange form of (3):

$$\min_{\beta \in \mathbb{R}^p} \frac{1}{2}\|X\beta - y\|_2^2 + \lambda\|\beta\|_1.$$ \hfill (4)

This is known as the basis pursuit denoising (BPDN) in the signal processing literature [3]. Computationally, (4) is a convex minimization problem, therefore, several fast algorithms have been proposed for computing its global minimizer, such as Homotopy or LARS [4], [5] and coordinate descent (CD) algorithm [6], [7], [8].

Theoretically, under certain regularity conditions on the design matrix $X$, such as restricted isometry property [9], strong irrepresentable condition [10], [11] and sparsity condition on the regression coefficients, LASSO has attractive estimation and selection properties. However, even under these conditions, the minimizer of (4) still suffers from the so-called LASSO bias, which implies that the LASSO regularized estimator does not have the oracle property. To remedy this problem, [12] proposed using concave penalties that can reduce bias and still yield sparse solutions. This leads to the following minimization problem

$$\min_{\beta \in \mathbb{R}^p} \frac{1}{2}\|X\beta - y\|_2^2 + \sum_{i=1}^p p(\beta_i; \lambda, \gamma),$$ \hfill (5)

where $p(\cdot; \lambda, \gamma)$ is a concave function with penalty parameter $\lambda$ and $\gamma$ is a given parameter that controls the concavity of $p$. We will focus on the smoothly clipped absolute deviation (SCAD) penalty [12] and the minimax concave penalty (MCP) [13].

The SCAD penalty is

$$p_{\text{scad}}(t; \lambda, \gamma) = \lambda \int_0^t \min\{1, (\gamma - x)/\lambda\}/(\gamma - 1)dx, \quad \gamma > 2, \hfill (6)$$

and

$$p_{\text{mcp}}(t; \lambda, \gamma) = \lambda \int_0^t \min\{1, (\gamma - x)/\lambda\}/(\gamma - 1)dx, \quad \gamma > 2, \hfill (7)$$

where $\lambda$, $\gamma > 2$. Combining with

$$p_{\text{scad}}(t; \lambda, \gamma) = \lambda \int_0^t \min\{1, (\gamma - x)/\lambda\}/(\gamma - 1)dx, \quad \gamma > 2, \hfill (6)$$

and

$$p_{\text{mcp}}(t; \lambda, \gamma) = \lambda \int_0^t \min\{1, (\gamma - x)/\lambda\}/(\gamma - 1)dx, \quad \gamma > 2, \hfill (7)$$

where $\lambda$, $\gamma > 2$. Combining with
and the MCP takes the form

$$p_{mcp}(t; \lambda, \gamma) = \lambda \int_{0}^{t} (1 - x/(\gamma \lambda))_+ dx, \gamma > 1,$$

(7)

where $\gamma$ is a parameter that controls the concavity of the penalty function and $x_+$ is the nonnegative part of $x$, i.e., $x_+ = x 1_{[x \geq 0]}$. In particular, both penalties converge to the $\ell_1$ penalty as $\gamma \to \infty$, and the MCP converges to the hard-thresholding penalty as $\gamma \to 1$. The MCP can be easily understood by considering its derivative,

$$\dot{p}_{mcp}(t; \lambda, \gamma) = \lambda (1 - |t|/|\gamma \lambda|)_+ \text{sign}(t),$$

(8)

where $\text{sign}(t) = -1, 0, 1$ if $t < 0, = 0, > 0$. The MCP provides a continuum of penalties with the $\ell_1$ penalty at $\gamma = \infty$ and a continuous approximation of the hard-thresholding penalty as $\gamma \to 1$.

Concavely penalized estimators have the asymptotic oracle property under appropriate conditions [12], [13]. However, it is quite challenging to solve (5) with (6) and (7) numerically, since the objective functions to be minimized are both non-convex and non-smooth. Several methods have been proposed to deal with this difficulty. The first type of methods can be viewed as special cases of MM algorithm [13] or of multi-stage convex relaxation (LQA) of the penalty [12] and local linear approximation (LLA) of the penalty [16]. Such algorithms generate a solution sequence $\{\beta^k\}_k$ that can guarantee the convergence of the objective functions, but the convergence property of $\{\beta^k\}_k$ is generally unknown. Moreover, the cost per iteration of this type of algorithms is the cost of a LASSO solver. The second type of method includes coordinate descent (CD) type algorithms [17], [18]. The best convergence result for CD algorithms for minimizing (5) is that any cluster point of $\{\beta^k\}_k$ must be a stationary point of (6) and (7) [17], [18]. As shown in [17], [18], CD-type algorithms are faster than the first type of algorithms mentioned above, because the cost per iteration of CD algorithms is only $O(np)$. However, when high accuracy is pursued CD-type algorithms may need lots of iterations, since its convergence speed is sub-linear numerically or linearly locally [19].

In this paper we develop a local but superlinearly convergent algorithm for minimizing (5) with the SCAD and the MCP. To this end, we first establish that the global minimizers of (5) with the SCAD penalty (6) and MCP (7) are roots of the nonsmooth KKT equations. Conceivably we show that any root of the KKT equations is at least a global coordinate-wise minimizer and stationary point of (5). Then we adopt Semi-smooth Newton (SSN) algorithm [20], [21], [22] to solve the nonsmooth KKT equations. We establish the locally superlinear convergence property of SSN. Furthermore, computational complexity analysis shows that the cost of each iteration in SSN is at most $O(np)$, which is the same as coordinate descent. Hence, for a given $\lambda, \gamma$, the overall cost of using SSN to find a (local) minimizer of (5) is still $O(np)$, since SSN always converges after only a few iterations if it is warm-started. Thus SSN is possibly one of the fastest and most accurate algorithms for computing the whole solution path of (5) by running SSN repeatedly at some given $\lambda_k, k = 1, 2, ..., M$ with warm start.

Numerical simulation results comparing with CD algorithms also verify this.

The remainder of this paper is organized as follows. In Section 2 we describe the Semi-smooth Newton (SSN) algorithm. In Section 3 we establish the superlinear convergence property and analyze its computational complexity. Implementation detail and numerical comparison with coordinate descent (CD) algorithm on simulated and real data examples are given in Section 4. We conclude in Section 5 with comments and future work.

II. SEMI-SMOOTH NEWTON ALGORITHM FOR PENALIZED REGRESSION

A. Notation and Background on Newton Derivative

We first introduce the notation used throughout this paper and describe the concept and properties of Newton’s derivative [20], [21], [23], [22].

For a column vector $\beta = (\beta_1, \beta_2, ..., \beta_p)^T \in \mathbb{R}^p$, denote its $q$-norm by $\|\beta\|_q = (\sum_{i=1}^{p} |\beta_i|)^{2/q}$, $q \in [1, \infty)$, and denote its $\ell_0$- and $\ell_\infty$- norm by $\|\beta\|_0 = \{i : \beta_i \neq 0, 1 \leq i \leq p\}$ and $\|\beta\|_\infty = \max_{1 \leq i \leq p} |\beta_i|$, respectively. $X^T$ is the transpose of the feature matrix $X \in \mathbb{R}^{n \times p}$, and $|X|$ denotes the operator norm of $X$ induced by the vector 2-norm. The matrix $X$ is assumed to be columnwise normalized, i.e., $\|X_i\|_2 = 1$ for $i = 1, 2, ..., p$. $1$ or $0$ denote a column vector or a matrix with elements all 1 or 0. Define $S = \{1, 2, ..., p\}$. For any $A \subseteq S$ with cardinality $|A|$, denote $\beta_A = \mathbb{R}^{|A|}$ or $X_A = \mathbb{R}^{|A| \times p}$ as the subvector (or submatrix) whose entries (or columns) are listed in $A$. And $X_{AB}$ denotes submatrix of $X$ whose rows and columns are listed in $A$ and $B$ respectively.

For a column vector $\beta$ and a given vector $z$, $\text{supp}(\beta)$ denotes the support of $\beta$, and $\text{sign}(z)$ denotes the entry-wise sign of a given vector $z$.

Let $F : \mathbb{R}^m \to \mathbb{R}^l$ be a nonlinear map. [20], [21], [23], [22] generalized the classical Newton-Raphson algorithm to find a root of $F(z) = 0$, when $F$ is not Fréchet differentiable but only Newton differentiable in the following sense.

Definition 1: $F : \mathbb{R}^m \to \mathbb{R}^l$ is called Newton differentiable at $x \in \mathbb{R}^m$ if there exists an open neighborhood $N(x)$ and a family of mappings $D : N(x) \to \mathbb{R}^{l \times m}$ such that $\|F(x+h) - F(x) - D(x+h)h\|_2 = o(\|h\|_2)$ for $\|h\|_2 \to 0$.

The set of mappings $\{D(z) : z \in N(x)\}$ denoted by $\nabla_N F(x)$ is called Newton derivative of $F$ at $x$.

It can be easily seen that $\nabla_N F(x)$ coincides with the Fréchet derivative at $x$ if $F$ is continuously Fréchet differentiable. Let $F_i : \mathbb{R}^m \to \mathbb{R}^1$ be Newton differentiable at $x$ with Newton derivative $\nabla_{N} F_i(x), i = 1, 2, ..., l$, then $F = (F_1, F_2, ..., F_l)^T$ is also Newton differentiable at $x$ with Newton derivative

$$\nabla_N F(x) = (\nabla_{N} F_1(x), \nabla_{N} F_2(x), ..., \nabla_{N} F_l(x))^T.$$

(9)

Furthermore, if both $F$ and $H$ are Newton differentiable at $x$ then any linear combination of them is also Newton differentiable at $x$, i.e., for any $\theta, \mu \in \mathbb{R}^l$

$$\nabla_N (\theta F + \mu G)(x) = \theta \nabla_N F(x) + \mu \nabla_N G(x)$$

(10)
Let $H : \mathbb{R}^n \to \mathbb{R}^l$ be Newton differentiable with Newton derivative $\nabla_N H$. Let $L \in \mathbb{R}^{n \times m}$ and define $F(x) = H(Lx + z)$ for any given $z \in \mathbb{R}^n$. Then it is easy to check by definition that the chain rule holds, i.e., $F(x)$ is Newton differentiable at $x$ with Newton derivative

$$\nabla_N F(x) = \nabla_N H(Lx + z)L. \quad (11)$$

In Lemma 2 we will give two important thresholding functions which are Newton differentiable but not Fréchet differentiable.

### B. Optimality Conditions and Semi-smooth Newton Algorithm

In this subsection, we give a necessary condition for the global minimizers of (5) with the SCAD penalty (6) or the MCP (7). Specifically, we show that the global minimizers satisfy a set of KKT equations, which are nonsmooth but are Newton differentiable equations. Then we use Semi-smooth Newton algorithm to solve it.

Now we derive the optimality conditions of the minimizers of (5) with $p(z; \lambda, \gamma)$ to be $p_{\text{scad}}(z; \lambda, \gamma)$ or $p_{\text{mcp}}(z; \lambda, \gamma)$.

Lemma 1: Let $T(t; \lambda, \gamma)$ be defined in (12). Then for $p = p_{\text{mcp}}$,

$$T_{\text{mcp}}(t; \lambda, \gamma) = \begin{cases} \frac{S(t; \lambda)}{1 - 1/\gamma}, & \text{if } |t| \leq \gamma \lambda, \\
t, & \text{if } |t| > \gamma \lambda. \end{cases} \quad (13)$$

and for $p = p_{\text{scad}}$,

$$T_{\text{scad}}(t; \lambda, \gamma) = \begin{cases} S(t; \lambda), & \text{if } |t| \leq 2 \lambda, \\
\frac{S(t; \lambda \gamma/(\gamma - 1))}{1 - 1/(\gamma - 1)}, & \text{if } 2 \lambda < |t| \leq \gamma \lambda, \\
t, & \text{if } |t| > \gamma \lambda. \end{cases} \quad (14)$$

respectively, where the scalar function $S(t; \lambda) = \max\{|t| - \lambda, 0\}\text{sign}(t)$ is the soft-thresholding function [24].

**Proof:** See Appendix A.

The following KKT condition shows that the global minimizers of (5) satisfy a nonsmooth equation which is the basis of our Semi-smooth Newton algorithm.

**Theorem 1:** Let $\hat{\beta}$ be a global minimizer of (5). Then there exists $\hat{d} \in \mathbb{R}^p$ such that the following optimality conditions hold,

$$\hat{\beta} = \overline{y} - G \hat{\beta}, \quad (15)$$

$$\hat{\beta} = T(\hat{\beta} + \hat{d}; \lambda, \gamma). \quad (16)$$

where $G = X^TX$, $\overline{y} = X^Ty$, for a given vector $z \in \mathbb{R}^p$. $T(z; \lambda, \gamma)$ is the thresholding operator on $z$ component-wise by (12).

Conversely, if there exists $(\hat{\beta}, \hat{d})$ satisfying (15) - (16), then $\hat{\beta}$ is a stationary point of (5).

**Proof:** See Appendix B.

Let

$$F(\beta; d) = \begin{bmatrix} F_1(\beta; d) \\ F_2(\beta; d) \end{bmatrix} : \mathbb{R}^p \times \mathbb{R}^p \to \mathbb{R}^{2p}, \quad (17)$$

where $F_1(\beta; d) := \beta - T(\beta + \hat{d}; \lambda, \gamma)$, and $F_2(\beta; d) := G\beta + d - \overline{y}$. For simplicity, we refer to $F$ as a KKT function.

By Theorem 1 the global minimizers of (5) are roots of $F(\beta; d)$. And the roots of $F(\beta; d)$ are stationary points of (5). The difficulty is that the thresholding operators corresponding concave penalties including the SCAD and the MCP are not differentiable which in turn results in the non-differentiability of $F$. So we resort to the semi-smooth Newton method (SSN) [20, 21, 23, 22].

Let $z = (\beta; d)$. At the $k$th iteration, the semi-smooth Newton method for finding the root of $F(z) = 0$ consists of two steps.

1. Solve $H^k \delta = -F(z^k)$ for $\delta^k$, where $H^k$ is an element of $\nabla_N F(z^k)$.
2. Update $z^{k+1} = z^k + \delta^k$, set $k \leftarrow k + 1$ and go to step (1).

This has the same form as the classical Newton method, except that here we use an element of $\nabla_N F(z^k)$ in step (1). Indeed, the key to the success of this method is to find a suitable and invertible $H^k$. We state this method in Algorithm 1.

### Algorithm 1 Semi-smooth Newton algorithm for finding a root $z^*$ of $F(z)$

1: Input: initial guess $z^0$. Set $k = 0$.
2: for $k = 0, 1, 2, \cdots$ do
3: Choose $H^k \in \nabla_N F(z^k)$.
4: Get the Semi-smooth Newton direction $\delta^k$ by solving $H^k \delta^k = -F(z^k)$. \quad (18)
5: Update $z^{k+1} = z^k + \delta^k$.
6: Stop or $k := k + 1$.
7: end for
8: Output: $\hat{z}$ as an estimation of $z^*$.

### C. The Newton Derivatives of the KKT Functions

Denote the KKT functions as defined in (12) by $F_{\text{scad}}$ and $F_{\text{mcp}}$ for the SCAD and the MCP, respectively. To compute the roots of $F_{\text{mcp}}$ and $F_{\text{scad}}$ based on the SSN, we need to calculate their Newton derivatives.

**Lemma 2:** $T_{\text{mcp}}(t; \lambda, \gamma)$ and $T_{\text{scad}}(t; \lambda, \gamma)$ are Newton differentiable with respect to $t$ with Newton derivatives

$$\nabla_N T_{\text{mcp}}(t) = \begin{cases} 0, & |t| < \lambda, \\
r \in \mathbb{R}^1, & |t| = \lambda, \\
1/(1-1/\gamma), & \lambda < |t| < \gamma \lambda, \\
r \in \mathbb{R}^1, & |t| = \gamma \lambda, \\
1, & \gamma \lambda < |t|, \end{cases} \quad (19)$$
Denote the Newton derivative of $F_{scad}$ at $z_{scad}^k$ as $\nabla_N F_{scad}(z_{scad}^k)$. In Theorem 2 we will show that $H_{scad}^k \in \nabla_N F_{scad}(z_{scad}^k)$, where, $H_{scad}^k \in \mathbb{R}^{p \times p}$ is given by

$$H_{scad}^k := \begin{bmatrix} H_{11}^k & H_{12}^k \\ H_{21}^k & H_{22}^k \end{bmatrix}$$

with

$$H_{11}^k = \begin{bmatrix} 0 & 0 \\ -I_{A_k^1} A_k^1 & 0 \end{bmatrix}$$

$$H_{12}^k = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}$$

$$H_{21}^k = \begin{bmatrix} G_{A_k^1 A_k^2} & 0 \\ G_{A_k^1 A_k^2} & G_{A_k^2 B_k} \end{bmatrix}$$

$$H_{22}^k = \begin{bmatrix} I_{A_k^1 A_k^2} & G_{A_k^2 B_k} \\ 0 & G_{A_k^2 B_k} \end{bmatrix}$$

We rearrange the order of the entries of $z$ as follows:

$$z_{mcp}^k = (\beta_k^1; \beta_k^2; \beta_k^3; d_k^1; d_k^2; d_k^3).$$

Denote the Newton derivative of $F_{mcp}$ at $z_{mcp}^k$ as $\nabla_N F_{mcp}(z_{mcp}^k)$. In Theorem 2 we will show that $H_{mcp}^k \in \nabla_N F_{mcp}(z_{mcp}^k)$, where, $H_{mcp}^k \in \mathbb{R}^{p \times p}$ is given by

$$H_{mcp}^k = \begin{bmatrix} H_{11}^k & H_{12}^k \\ H_{21}^k & H_{22}^k \end{bmatrix}$$

with

$$H_{11}^k = \begin{bmatrix} -\frac{1}{\lambda} I_{A_k^1} A_k^1 & 0 & 0 \\ 0 & -I_{A_k^2} A_k^2 & 0 \\ 0 & 0 & I_{B_k B_k} \end{bmatrix}$$

$$H_{12}^k = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}$$

$$H_{21}^k = \begin{bmatrix} G_{A_k^1 A_k^2} & 0 \\ G_{A_k^1 A_k^2} & G_{A_k^2 B_k} \\ G_{A_k^1 A_k^2} & G_{A_k^2 B_k} \end{bmatrix}$$

$$H_{22}^k = \begin{bmatrix} I_{A_k^1 A_k^2} & G_{A_k^2 B_k} \\ 0 & G_{A_k^2 B_k} \\ 0 & G_{A_k^2 B_k} \end{bmatrix}$$

Theorem 2: Both $F_{mcp}$ and $F_{scad}$ are Newton differentiable at $z_{mcp}$ and $z_{scad}^k$ with

$$H_{mcp}^k \in \nabla_N F_{mcp}(z_{mcp}^k),$$

and

$$H_{scad}^k \in \nabla_N F_{scad}(z_{scad}^k).$$

Furthermore, the inverse of $H_{mcp}^k$ and $H_{scad}^k$ are uniformly bounded with

$$\|H_{mcp}^{-1}\| \leq M_\gamma,$$

and

$$\|H_{scad}^{-1}\| \leq M_\gamma,$$

where, $M_\gamma = (3\gamma + 2) + (\gamma + 1)(2\gamma + 5)$.

Proof: See Appendix D.
we get (after some tedious algebraic simplifications)
\[ \beta_{k+1} = 0, \]
\[ d_{A_k^1} = 0, \]  \hspace{1cm} (33) 
\[ \beta_{B_k} = 0, \]  \hspace{1cm} (34) 
\[ \tilde{G}_{AkA_k} \beta_{k+1} = s_{Ak}, \]  \hspace{1cm} (35) 
\[ d_{k+1}^A = -\beta_{A_k^1}^{k+1}/\gamma + s_{A_k^1}, \]  \hspace{1cm} (36) 
\[ d_{B_k} = y_{B_k} - G_{BkA_k} \beta_{k+1}. \]  \hspace{1cm} (37) 
where,
\[ \tilde{G}_{AkA_k} = G_{AkA_k} - \left[ I_{A_k^1} A_k^1 / \gamma \right], \]  \hspace{1cm} (38) 
\[ s_{A_k^1} = \lambda \text{sign}(\beta_{A_k^1} + d_{A_k^1}^k), \]  \hspace{1cm} (39) 
\[ s_{Ak} = -y_{Ak} - \left[ s_{A_k^1} \right]. \]  \hspace{1cm} (40) 

We summarize the above in the following algorithm.

**Algorithm 2** Semi-Smooth Newton algorithm for finding a root of \( F_{scad} \)

1: Input: \( X, y, \lambda, \gamma \), initial guess \((\beta^0; d^0)\). Set \( k = 0 \).
2: Pre-compute \( \tilde{y} = X^T y \) and store it.
3: for \( k = 0, 1, 2, 3, \ldots \) do
4: Compute \( A_k^1, A_k^2, A_k, B_k \) by (21) - (24).
5: \( \beta_{B_k} = 0. \)
6: \( d_{A_k^1} = 0. \)
7: Compute \( \tilde{G}_{AkA_k}, s_{A_k^1}, s_{Ak} \) by (38)-(40).
8: \( \beta_{A_k^1} = \tilde{G}_{AkA_k}^{-1} s_{Ak} \).
9: \( d_{A_k^1} = -\beta_{A_k^1}/\gamma + s_{A_k^1} \).
10: \( d_{B_k} = y_{B_k} - G_{BkA_k} \beta_{k+1} \).
11: Check Stop condition
   If stop
   Denote the last iteration by \( \beta_{\tilde{A}}, \beta_{\tilde{B}}, d_{\tilde{A}}, d_{\tilde{B}} \).
   Else
   \( k := k + 1. \)
12: end for
13: Output: \( \hat{\beta} = (\beta_{\tilde{A}}; \beta_{\tilde{B}}), \hat{d} = (d_{\tilde{A}}; d_{\tilde{B}}) \).

A natural stopping criterion for both algorithms is when \( A_k = A_{k+1} \) holds for some \( k \), which can be checked inexpensively. We also stop them when the iteration \( k \) exceeds some given positive integer \( J \) as a safeguard.

**Remark 1**: Here we give some discussions on the requirement for the design matrix \( X \) and the sparsity level of \( \beta \). It is obvious that Algorithm 2 and Algorithm 3 are well-defined if \( G_{AkA_k} \) in (38) and (41) are invertible respectively. Sufficient conditions to guarantee these are
\[ \kappa_-(|A_k|) > 1/\gamma \]  \hspace{1cm} (44) 
and
\[ \kappa_-(|A_k|) > 1/(\gamma - 1), \]  \hspace{1cm} (45) 
respectively, where
\[ \kappa_-(|A_k|) = \min_{\|z\| = 1, \|z\|_0 \leq |A_k|} \|Xz\|^2 \] denotes the smallest sparse eigenvalues of \( X \) with order \( |A_k| \).
[25]. Therefor, we need the assumption that the smallest singular value of the submatrices of \( X_{Ak} \) bound away from \( 1/\gamma \) (1/(\gamma - 1)) to guarantee the well-posedness of the proposed algorithms. This assumption is reasonable since the size of the active set \( A_k \) is small, which is thanks to the underlying sparsity level \( \|\beta^\dagger\|_0 \) is much smaller than the number of samples \( n \).

**III. CONVERGENCE, COMPLEXITY ANALYSIS AND SOLUTION PATH**

In this subsection, following [20], [21], [23], [22], we will establish the local superlinear convergence result of Algorithms 2 and 3 which are similar to the classical Newton algorithm, and analyze their computational complexity, and make discussion and comparison with existing related works.
A. Convergence Analysis

Theorem 3: Let $\hat{\beta}_{mcp}$ and $\hat{\beta}_{scad}$ be generated by Algorithms 2 and 3 respectively. Then, $\hat{\beta}_{mcp}$ and $\hat{\beta}_{scad}$ converge locally and superlinearly to point satisfying equation (15) - (16).

Proof: See Appendix E. ■

Remark 2: By Theorem 1 we can see Algorithms 2 and 3 also converge locally and superlinearly to a stationary points of (5) with the MCP (7) and SCAD penalty (6), respectively.

B. Computational Complexity

We now consider the number of floating point operations per iteration. It takes $O(p)$ flops to finish step 4-7 (step 4-8) in Algorithm 2 (Algorithm 3). For step 8 (step 9) in Algorithm 2 (Algorithm 3), inverting the positive definite matrix $G_A^{-1}$ by Cholesky factorization takes $O(|A_k|^3)$ flops. As for step 9-10 (10-11) in Algorithm 2 (Algorithm 3), $O(np)$ flops are enough to finish the matrix-vector product. So the overall cost per iteration for Algorithms 2 and Algorithm 3 is $O(\max(|A_k|^3, pn))$. Numerically $|A_k|$ usually increases and converges to $O(\|\beta^0\|_0)$ if the algorithm is warm started. Therefore, if the underlying solution is sufficiently sparse such that $\|\beta^0\|_0 \leq O(np)$ then it takes $O(np)$ flops per iteration for both algorithms. Hence the overall cost of Algorithms 2 and 3 are still $O(np)$ due to their superlinear convergence.

The computational complexity analysis shows that it is very fast to use Algorithm 2 and 3 to compute the solution paths with warm starts. This is supported by the numerical results presented in Section 4.

The computational cost of coordinate descent algorithm [17], [18] and iterative thresholding algorithm [26] for (6) and (7) is also $O(np)$ per iteration. The cluster points of sequences generated by CD and iterative thresholding also satisfy (15)-(16). But the convergence rate of these two type of algorithms is at best sub-linear even in the case of LASSO penalized problem where the object function is convex [27]. Hence it is not surprising that Algorithms 2 and 3 outperform CD-type algorithms in accuracy and efficiency, see, numerical results in Section 4.

C. Solution Path

An important issue in implementing a Newton-type algorithm is how to choose an initial value. We use warm start to determine the initial value. This strategy has been successfully used for computing the LASSO and the Enet paths [7]. It is also a simple but powerful tool to handle the local convergence of concavely penalized regression problems [17], [18], [28].

Hence we use warm start to generate the solution path on an interval of the penalty parameter $\lambda$. The locally superlinear convergence results in Theorem 3 guarantee that after a small number of iterations we will get an approximate solution with high accuracy if the algorithms are warm started.

We are also often interested in the whole solution path $\hat{\beta}(\lambda)$ for $\lambda \in [\lambda_{min}, \lambda_{max}]$, where $0 < \lambda_{min} < \lambda_{max}$ are two prespecified numbers. This will be needed for selecting the $\lambda$ value based on a data driven procedure such as cross validation or bayesian information criterion. Here we approximate the solution path by computing $\hat{\beta}(\lambda)$ on a given finite set $\Lambda = \{\lambda_0, \lambda_1, \ldots, \lambda_M\}$ for some integer $M$, where $\lambda_0 > \lambda_1 > \ldots > \lambda_M > 0$. Obviously, $\hat{\beta}(\lambda) = 0$ satisfies (15) and (16) if $\lambda \geq ||X^t y||_\infty$. Hence we set $\lambda_{max} = \lambda_0 = ||X^t y||_\infty, \lambda_t = \lambda_0 \rho^t, t = 0, 1, \ldots, M$, and $\lambda_{min} = \lambda_0 \rho^{M}$, where $\rho \in (0, 1)$. On the decreasing sequence $\{\lambda_t\}$, we use the solution at $\lambda_t$ as the initial value for computing the solution at $\lambda_{t+1}$, which is referred as the warmstarting (or continuation) technique. See [29], [28], [30], [31], [32] and references therein for more details.

Remark 3: In practice, we let $\lambda_{min} = \alpha \lambda_{max}$ for a small $\alpha$, and then divide the interval $[\lambda_{min}, \lambda_{max}]$ into $M$ equally distributed subintervals in the logarithmic scale. For a given $\alpha$, $\rho$ is determined by $M$ and a large $M$ implies a large $\rho$. Unless otherwise specified, we set $\alpha = 1e-5$ and $M = 100$. Equivalently, $\rho = \exp\{-\log(1 - \log(\alpha))/M\} \approx 0.9$. Due to the locally superlinear convergence property of SSN and the warmstarting technique on the solution path, the maximal iteration number $J$ could be a small positive integer. We recommend $J \leq 5$ and the choice $J = 1$ generally works well in practice.

To decide the “optimal” choice of $\lambda$, a high-dimensional Bayesian information criterion (HBIC) [33], [34] can be utilized. In this paper, we also propose to use a novel voting selection criterion (VSC) [32], [35] for choosing the optimal value of tuning parameter. Assume we run the SSN Algorithm to yield a solution path until, for example, $\|\hat{\beta}(\lambda_t)\|_0 > \lfloor n/\log(p) \rfloor$ for some $t$, say $t = W$ ($W \leq M$). Let

$$\Lambda_\ell = \{\lambda_t : \|\hat{\beta}(\lambda_t)\|_0 = \ell, t = 1, \ldots, W\},$$

where $\ell = 1, \ldots, \lfloor n/\log(p) \rfloor$ is the set of tuning parameter at which the output of SSN has $\ell$ nonzero elements. Then we determine $\lambda$ by VSC as

$$\ell = \arg\max_{\ell} \{\Lambda_\ell\} \quad \text{and} \quad \hat{\lambda} = \min_{\ell} \{\Lambda_\ell\}. \quad (46)$$

It is noteworthy that the VSC (or HBIC) selector is seamlessly integrated with the warmstarting technique without any extra computational overhead, since the sequence $\{\hat{\beta}(\lambda_t)\}$ is already generated along the warmstarting solution path.

Remark 4: Both the HBIC and the VSC selectors work well in our numerical examples. When the assumption of linear model is satisfied, numerical results show that VSC is slightly more accurate than HBIC. Thus one can use either HBIC or VSC to find a solution for simulated data, while it is suggested to use the HBIC for real-world data.

D. Discussion with DC Newton-type Algorithm

In [36], the authors propose a DC proximal Newton (DCPN) method to solve nonconvex sparse learning problems with general nonlinear loss functions. They rewrite the nonconvex penalties into difference of two convex functions and use multistage convex relaxation to transform the original optimization into sequences of LASSO regularized nonlinear regressions. At each stage, they propose to use the second order Taylor expansion to approximate the nonlinear loss functions, and then use the coordinate descent with active set strategy [37].
to solve the deduced LASSO regularized linear regressions, which is called proximal Newton step by the authors. Inspired by the previous work on using nonsmooth Newton methods to find roots of nonsmooth equations \cite{20,21,22,33}, we first derive the nonsmooth KKT equations of the optimal solution of the target nonconvex optimization problems, and then propose to use the Semi-smooth Newton (SSN) method to solve the KKT equations directly. The proximal Newton method serves as an inner solver in \cite{36}, while the SSN method solves the nonconvex optimization directly via finding roots of the KKT equations. Hence, it is not surprise that the SSN algorithm is generally faster than the DCPN algorithm with approximately the same estimation error. See Section IV-D for the numerical comparison.

In \cite{36}, the authors prove an elegant non-asymptotic statistical estimator error on the solution path (the error between the output of their algorithms at each tuning parameter and the underlying true regression coefficient) via restricted strong convexity assumptions. We prove the local superlinear convergence of SSN (the output of SSN converges locally and superlinearly to the KKT points). Therefore, the work of \cite{36} mainly focuses on the statistical estimation error while we care more about the convergence rate from the optimization perspective.

IV. NUMERICAL EXAMPLES

In this section we present numerical examples to illustrate the performance of the proposed SSN algorithm. All the experiments are performed in MATLAB R2010b and R version 3.3.2 on a quad-core laptop with an Intel Core i5 CPU (2.60 GHz) and 8 GB RAM running Windows 8.1 (64 bit).

A. Implementation Setting

We generate synthetic data from \cite{1}. The rows of the \( n \times p \) matrix \( X \) are sampled as i.i.d. copies from \( N(0, \Sigma) \) with \( \Sigma = (r^{j-k})_1 \leq j, k \leq p \), where \( r \) is the correlation coefficient of \( X \). The noise vector \( \varepsilon \) is generated independently from \( N(0, \sigma^2 I_{n}) \), where \( \sigma \) is the noise level. The underlying regression coefficient vector \( \beta^1 \) is a random sparse vector chosen as \( T \)-sparse (i.e., \( T = \| \beta^1 \|_0 \)) with a dynamic range (DR) given by

\[
DR := \frac{\max \{|\beta^1_i|: \beta^1_i \neq 0\}}{\min \{|\beta^1_i|: \beta^1_i \neq 0\}} = 10.
\]

Let \( A = \{i: \beta^1_i \neq 0\} \) be the true model and \( \hat{A} = \{i: \hat{\beta}_i \neq 0\} \) be the estimated model. Following \cite{39}, each nonzero entry of \( \beta^1 \) is generated as follows:

\[
\beta^1_i = \eta_110^{\eta_2},
\]

where \( i \in A, \eta_1i = \pm 1 \) with probability \( \frac{1}{2} \) and \( \eta_2i \) is uniformly distributed in \( [0, 1] \). Then the outcome vector \( y \) is generated via \( y = X\beta^1 + \varepsilon \). For convenience, we use \( (n, p, r, \sigma, T) \) to denote the data generated as above.

Unless otherwise stated, we set \( \gamma = 3.7 \) and \( \gamma = 2.7 \) for SCAD and MCP respectively, as suggested by \cite{12} and \cite{13}.

B. The Convergence Behavior of the SSN Algorithm

We give an example to illustrate the warmstarting technique and local superlinear convergence of the SSN algorithm. To this end, we generate a simulated dataset \((n = 200, p = 1000, r = 0.1, \sigma = 0.01, T = 20)\). To save space, we only consider the SCAD penalty since similar phenomenon happens for the MCP algorithm. According to the discussion in Remark \cite{3} we fix \( J = 3 \) here. Let \( \bar{\lambda}_i = \{i: \bar{\beta}(\lambda_i) \neq 0\} \) be the active set, where \( \bar{\beta}(\lambda_i) \) is the solution to the \( \lambda_i \)-problem. Set \( \bar{\beta}(\lambda_0) = 0 \).

![Fig. 1: The solution path of SSN with warmstarting (left panel) and the active set size along the path (right panel). The red vertical line shows the solution selected by \cite{46}.](image)

Coupled with the warmstarting technique, Fig. 1 gives the solution path of SSN and corresponding active set size along the path, and also visualizes \( \lambda \) and \( \bar{\beta}(\lambda) \) (the red vertical line in the left panel) determined by the VSC selector \cite{46}. To examine the local convergence, we present in Fig. 2 the change of the active sets and the number of iterations for each fixed \( \lambda_i \) along the path \( \lambda_0 > \lambda_1 > \cdots > \lambda_k \). It is observed in Fig. 2 that \( \bar{A}_i \subset A \), and the size \( |\bar{A}_i| \) increases monotonically as the path proceeds and eventually equals the true model size \( |A| \). In particular, for each \( \lambda_{i+1} \) problem with \( \bar{\beta}(\lambda_i) \) as the initial guess, SSN reaches convergence within one iteration in the latter part of the path, which is attributed to the local superlinear convergence of the algorithm. Hence, the overall procedure is very efficient. Fig. 3 presents the estimation error \( \| \bar{\beta}(\lambda_i) - \beta^1 \| \) and the prediction error (i.e., the residual) \( \| X\bar{\beta}(\lambda_i) - y \| \) along the path, as well as the underlying true \( \beta^1 \) and the solution \( \bar{\beta}(\lambda) \) selected by \cite{46}, which demonstrates good accuracy of the algorithm.

![Fig. 2: The change of the active sets (left panel) and the number of iterations (left panel) for each \( \lambda_i \)-problem along the warmstarting path, where \( \hat{A} \) is the true model and \( \hat{A}_i \) denotes the set difference of sets \( A_{i-1} \) and \( \hat{A} \).](image)
correlation $r = 0.3, 0.5$ and $0.7$, which correspond to the weak, moderate and strong correlation. We consider two levels of noise: $\sigma = 1$ (higher level) and $\sigma = 0.1$ (lower level). The number of simulations is $N = 100$.

To further illustrate the efficiency and accuracy of the proposed SSN algorithm, based on $N$ replications, we compare it with the CD algorithm in terms of the average CPU time (Time, in seconds), the average estimated model size (MS) $N^{-1} \sum_{m=1}^{N} |A(m)|$, the proportion of correct models (CM, in percentage terms) $N^{-1} \sum_{m=1}^{N} I(A(m) = A)$, the average $\ell_\infty$ absolute error (AE) $N^{-1} \sum_{m=1}^{N} \|\hat{\beta}^m - \beta^*\|_{\infty}$ and the average $\ell_2$ relative error (RE) $N^{-1} \sum_{m=1}^{N}\|\hat{\beta}^m - \beta^*\|_2/\|\beta^*\|_2$.

The above measures MS, CM, AE and RE evaluate the quality (accuracy) of the solutions. Clearly, the closer MS approaches to $T$, the closer CM approaches to $100\%$, and the smaller AE and RE, the higher the solution quality. Simulation results are summarized in Table I.

![Fig. 3: The estimation error $|\hat{\beta}(\lambda) - \beta^*|$ (top left panel) and the prediction error (i.e., the residual) $\|X\hat{\beta}(\lambda) - y\|$ (top right panel) along the path, and the underlying true $\beta^\dagger$ and the solution $\hat{\beta}(\lambda)$ selected by (46) (bottom panel).](image)

**Table I: Simulation results for CD and SSN with $n = \lfloor p/5 \rfloor$ and $T = \lfloor n/2\log(p) \rfloor$ based on 100 independent runs.**

| $p$ | $r$ | $\sigma$ | Penalty | Method | Time | MS | CM | AE | RE |
|-----|-----|---------|---------|--------|------|----|----|----|----|
| 1000 | 0.3 | 0.1 | MCP | 1.3458 | 14.00 | 100% | 0.0142 | 0.0014 |
|      |     |      | SSN  | 0.1920 | 14.00 | 100% | 0.0183 | 0.0018 |
|      |     |      | SCAD | 1.6761 | 14.00 | 100% | 0.0150 | 0.0015 |
|      |     |      | CD   | 3.0636 | 26.00 | 100% | 0.0113 | 0.0011 |
| 1000 | 0.5 | 0.1 | MCP | 1.3387 | 14.00 | 100% | 0.0153 | 0.0015 |
|      |     |      | SSN  | 0.1849 | 13.78 | 98%  | 0.0149 | 0.0112 |
|      |     |      | SCAD | 1.7413 | 13.97 | 99%  | 0.1580 | 0.0152 |
| 1000 | 0.7 | 0.1 | MCP | 1.3387 | 14.00 | 100% | 0.0153 | 0.0015 |
|      |     |      | SSN  | 0.1849 | 13.78 | 98%  | 0.1499 | 0.0112 |
|      |     |      | SCAD | 1.7413 | 13.97 | 99%  | 0.1580 | 0.0152 |

We compare our SSN algorithm with the CD algorithm in [17] for solving (3), which is summarized in Algorithm 4. The stopping criterion at step 8 of Algorithm 4 is chosen to be either $k \geq J$ or $\|\beta^{k+1} - \beta^k\| \leq \delta$ with $\delta = 10^{-3}$. We run CD on the same path as used in SSN with the same tuning parameter selection rule.

**Algorithm 4 CD for MCP or SCAD**

1. Input: $X$, $y$, $\lambda$, $\gamma$, initial guess $\beta^0$ and $r^0 = y - X\beta^0$. Set $k = 0$.
2. for $k = 0, 1, 2, 3, \ldots$ do
3.   for $i = 1, 2, \ldots, p$ do
4.     Calculate $z_i^k = X_i^T r^k + z_{i,1}^k$, where $X_i$ is the $i$th column of $X$ and $r^k = y - X\beta^k$ is the current residual value.
5.   Update $\beta_{i,k+1} \leftarrow T_{\text{mcp}}(z_i^k; \lambda, \gamma)$ or $\beta_{i,k+1} \leftarrow T_{\text{scad}}(z_i^k; \lambda, \gamma)$.
6.   Update $r_{k+1} \leftarrow r_k - (\beta_{i,k+1} - \beta_{i,k})X_i$.
7.   end for
8. Check Stop condition
   If stop
      Denote the last iteration by $\hat{\beta}$.
   Else
      $k := k + 1$
9. end for
10. Output: $\hat{\beta}$.

1) Efficiency and Accuracy: We set $p = 1000$ and $2000$ with $n = \lfloor p/5 \rfloor$ and $T = \lfloor n/2\log(p) \rfloor$, where $\lfloor x \rfloor$ denotes the integer part of $x$ for $x \geq 0$. We choose three levels of

For each $(p, r, \sigma)$ combination, we see from Table I that SSN has better speed performance than CD for both MCP and SCAD, and SSN is about 3 ~ 9 times faster than CD. In particular, for given penalty and algorithm, CPU time decreases as $\sigma$ increases, increases linearly with $p$, and is fairly robust to the choice of $r$. For SCAD, SSN and CD
are comparable in terms of solution quality. Unsurprisingly, larger $\sigma$ will degrade the accuracy for both CD and SSN. When the correlation level is low or moderate (i.e., $r = 0.3$ or 0.5), similar phenomena hold for MCP. For MCP with high correlation data (i.e., $r = 0.7$), CD provides a more accurate solution than SSN does, which is due to the choice of $\gamma = 2.7$ for MCP. In fact, simulations not reported in Table II show that if we increase the value of $\gamma$ for MCP, say $\gamma = 4$, SSN can also produce similar solution quality comparing with CD. Please also refer to Remark 1 for relevant discussion. Overall, the simulation results in Table II show that SSN outperforms CD in terms of CPU time while producing solutions of comparable quality.

MCP or SCAD has a free parameter $\gamma$ that controls its concavity. It is important to study the sensitivity of the proposed algorithm with respect to the variation of $\gamma$. In next subsection, we conduct the sensitivity analysis for $\gamma$ and other model parameters.

2) Influence of Model Parameters: We now consider the effects of each of the model parameters $(\gamma, n, p, r, \sigma, T)$ on the performance of SSN and CD more closely in terms of the exact support recovery probability (Probability), i.e., the percentage of $\mathcal{A}$ agrees with $\mathcal{A}$, and the CPU time (Time, in seconds). For the sake of simplicity, we consider $\gamma$ for MCP and SCAD both, while $(n, p, r, \sigma, T)$ for SCAD only, since similar variation tendency of the parameters happens for MCP. Results of Probability and Time averaged over 10 independent runs are given in Fig. 4 and Fig. 5 respectively. The parameters for solvers are set as follows.

a) Influence of the concavity parameter $\gamma$: Data are generated from the model with $(\gamma \in \{1.1, 2.7, 5, 10, 20\}, n = 100, p = 500, r = 0.1, \sigma = 0.1, T = 10)$ for MCP and $(\gamma \in \{2.1, 3.7, 5, 10, 20\}, n = 100, p = 500, r = 0.1, \sigma = 0.1, T = 10)$ for SCAD.

b) Influence of the sample size $n$: Data are generated from the model with $(\gamma = 3.7, n = 60 : 10 : 100, p = 500, r = 0.1, \sigma = 0.1, T = 10)$.

c) Influence of the dimension $p$: Data are generated from the model with $(\gamma = 3.7, n = 100, p = 500 : 500 : 2500, r = 0.1, \sigma = 0.1, T = 10)$.

d) Influence of the correlation level $r$: Data are generated from the model with $(\gamma = 3.7, n = 100, p = 500, r = 0.1 : 0.9, \sigma = 0.1, T = 10)$.

e) Influence of the noise level $\sigma$: Data are generated from the model with $(\gamma = 3.7, n = 100, p = 500, r = 0.1, \sigma \in \{0.2, 0.4, 0.8, 1.6, 3.2\}, T = 10)$.

f) Influence of the sparsity level $T$: Data are generated from the model with $(\gamma = 3.7, n = 100, p = 500, r = 0.1, \sigma = 0.1, T = 5 : 5 : 30)$.

In summary, the results shown in Fig. 4 and Fig. 5 demonstrate that two solvers generally have similar variation tendency with considered model parameters, and SSN is considerably faster than CD while reaching better (or comparable) accuracy, which is consistent with the simulation results in Table II. In particular, it is nice to see that the CPU time of SSN is insensitive to each of the model parameters $(\gamma, n, p, r, \sigma, T)$ in Fig. 5

3) Breast Cancer Data Example: We analyze the breast cancer data which comes from breast cancer tissue samples deposited to The Cancer Genome Atlas (TCGA) project and compiles results obtained using Agilent mRNA expression microarrays to illustrate the application of the SSN in high-dimensional settings. This data, which is named bcTCA, is available at http://myweb.uiowa.edu/pbreheny/data/bcTCA.RData. In this bcTCA dataset, we have expression measurements of 17814 genes from 536 patients (all expression measurements are recorded on the log scale). There are 491 genes with missing data, which we have excluded. We restrict our attention to the 17323 genes without missing values. The response variable $y$ measures one of the 17323 genes, a numeric vector of length 536 giving expression level of gene BRCA1, which is the first gene identified that increases the risk of early onset breast cancer, and the design matrix $X$ is a $536 \times 17322$ matrix, which represents the remaining expression measurements of 17322 genes. Because BRCA1 is likely to interact with many other genes, it is of interest to find genes with expression levels related to that of BRCA1.
We consider an adaptive LASSO (ALASSO) procedure using the ncvreg and glmnet, which are R wrappers for C/Fortran, as the gold standard in comparison with SSN and CD. The following commands complete the main part of the ALASSO computation:

```r
ptm <- proc.time()
libary(ncvreg)
fit <- ncvreg(X, y, penalty='lasso')
beta0 <- coef(fit, which=which.min(BIC(fit)))[-1]
weight <- abs(beta0)^(-1)
libary(glmnet); set.seed(0)
cvfit <- cv.glmnet(X, y, nfolds=10, penalty.factor=weight)
betahat <- coef(cvfit, s='lambda.1se')
ptm <- (proc.time()-ptm)[3]
```

We set \( \gamma = 4 \) and 3.7 for MCP and SCAD, respectively. Gene information, corresponding nonzero estimates, the CPU time (Time) and the prediction error (PE) are provided in Table II. From Table II, accurate to 4 decimal places, ALASSO, MCP-CD, MCP-SSN, SCAD-CD and SCAD-SSN identify 8, 5, 10, 13 and 8 genes, respectively. We observe that some genes, such as C17orf53, DTL, NBR2, SPAG5 and VPS25, are selected by at least three solvers, and in particular, all methods capture the gene NBR2 with relatively large absolute values of the estimated coefficients. NBR2 is adjacent to BRCA1 on chromosome 17, and recent experimental evidence indicates that the two genes share a promotor [42]. It is also observed from Table II that SSN is obviously faster than ALASSO and CD while producing smaller (or comparable) PE, which demonstrates the power of SSN to identify the important biological factors from a large volume of noisy data.

**TABLE II: Analysis of the bcTCGA dataset.** Estimated coefficients of different methods are provided. The zero entries correspond to variables omitted.

| No. | Term | Gene       | ALASSO (Intercept) | ALASSO (Freq) | ALASSO (PE) | MCP (Freq) | MCP (PE) | SCAD (Freq) | SCAD (PE) |
|-----|------|------------|--------------------|---------------|-------------|------------|-----------|-------------|-----------|
| 1   | \( \beta_{174} \) | C17orf53     | 0.1208             | 0.2544        | 0.2544      | 0.1208     | 0         | 0.2544      | 0         |
| 2   | \( \beta_{29} \)  | CCDC56      | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 3   | \( \beta_{264} \) | CDC25C      | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 4   | \( \beta_{267} \) | CDC6        | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 5   | \( \beta_{105} \) | CENPK5      | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 6   | \( \beta_{343} \) | DTL         | 0.2544             | 0.2383        | 0.2223      | 0.2544     | 0         | 0.2383      | 0.2223    |
| 7   | \( \beta_{424} \) | GLN1        | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 8   | \( \beta_{650} \) | KHDRB1S1    | 0.1381             | 0             | 0           | 0          | 0         | 0.1381      | 0         |
| 9   | \( \beta_{758} \) | KIAA0101    | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 10  | \( \beta_{872} \) | LSM12       | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 11  | \( \beta_{3930} \) | MFGF8       | 0                  | -0.0273       | 0           | 0          | 0         | -0.0273     | 0         |
| 12  | \( \beta_{3941} \) | NBR2        | 0.4496             | 0.3984        | 0.3551      | 0.4496     | 0         | 0.3984      | 0.3551    |
| 13  | \( \beta_{1191} \) | PCGF1       | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 14  | \( \beta_{1146} \) | PSME3       | 0.1439             | 0             | 0           | 0          | 0         | 0.1439      | 0         |
| 15  | \( \beta_{13518} \) | SETMAR      | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 16  | \( \beta_{12496} \) | SPAG5       | 0.0035             | 0.0598        | 0.2370      | 0.0035     | 0         | 0.0598      | 0.2370    |
| 17  | \( \beta_{2007} \) | SPRY2       | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 18  | \( \beta_{13122} \) | TIMELESS    | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 19  | \( \beta_{1535} \) | TOP2A       | 0                  | 0             | 0           | 0          | 0         | 0           | 0         |
| 20  | \( \beta_{1629} \) | TUBA1B      | 0.0857             | 0             | 0           | 0          | 0         | 0.0857      | 0         |
| 21  | \( \beta_{1535} \) | VPS25       | 0.2560             | 0.2372        | 0.3581      | 0.2560     | 0         | 0.2372      | 0.3581    |
| 22  | \( \beta_{7260} \) | ZBTB26      | 0                  | -0.0105       | 0           | 0          | 0         | -0.0105     | 0         |

| Time | PE  |
|------|-----|
| 14.7600 | 0.2116 |
| 28.7112 | 0.2344 |
| 3.3998  | 0.1837 |
| 30.8354 | 0.2639 |
| 3.1835  | 0.2117 |

To further evaluate the performance of SSN relative to CD on the quality of variable selection, we conduct the cross-validation procedure similar to [43], [44]. We conduct 50 random partitions of the data. For each partition, we randomly choose 3/4 observations and 1/4 observations as the training and test data, respectively. We compute the CPU time (Time, in seconds) and the model size (MS, i.e., the number of selected genes) using the training data, and calculate the prediction error (PE) based on the test data. Table III presents the average values over 50 random partitions, along with corresponding standard deviations in the parentheses. As shown in Table III, SSN performs quite better than CD in terms of the CPU time while producing comparable PE. Based on 50 random partitions, we also report the selected genes and their corresponding frequency (Freq) in Table IV, where the genes are ordered such that the frequency is decreasing. To save space, we only list genes with frequency greater than or equal to 5 counts. For each scenario, it is observed from Table IV that the gene NBR2 is the top 1 gene ranked according to the frequency and has a significantly higher frequency than other genes, which is consistent with the findings of Table II and [42], and largely implies this gene is most closely related to BRCA1.

**D. Comparison with the DCPN**

As the supplement of Section III-D, we conduct numerical experiments to compare the DCPN and SSN. The implementation setting and comparison metrics are given from Section IV-A and IV-C respectively. The noise level \( \sigma = 1 \) is fixed.

---

**Fig. 5:** Numerical results of the influence of the model parameters on the CPU time.
The DCPN is implemented using the picasso package [37], [45]. For both solvers, we use the HBIC selector to choose proper tuning parameters. We set $\gamma = 4$ and $3.7$ for MCP and SCAD, respectively. Simulation results are summarized in Table IV.

**TABLE IV: Frequency table for 50 random partitions of the real data. To save space, only the genes with $\text{Freq} \geq 5$ are listed.**

| Gene | Freq | Gene | Freq | Gene | Freq |
|------|------|------|------|------|------|
| DTL  | 5    | ATAD1 | 6    | LMNB1 | 5    |
| VDAC1 | 5    | ADH1 | 6    | CENPK | 5    |
| CMTM5 | 5    | KLHL13 | 6    | CRBN | 5    |
| CDC6 | 5    | AASSD1 | 5    | CENPQ | 5    |
| TVIDIC | 5    | DYNL1 | 5    | CENPQ | 5    |
| TUBG1 | 5    | HMRN2 | 5    | CENPQ | 5    |
| CENPQ | 5     | C10orf67 | 5    | CRBN | 5    |
| VPS25 | 3    | CD10orf65 | 3    | CRBN | 5    |
| TRIP1 | 3    | LBMB1 | 5    | CENPQ | 5    |
| TUBG1 | 5    | HMRN2 | 5    | CENPQ | 5    |
| CENPQ | 5    | C10orf67 | 5    | CRBN | 5    |

For each combination, it is observed from Table IV that SSN has better speed performance than DCPN by Time. Further, considering that the SSN is written in pure Matlab while the picasso is a R wrapped C solver, it is fair to say that the proposed SSN is a highly efficient method for solving the problem [5]. In addition, the CPU time generally increases linearly with $p$, and is relatively robust to the choice of $r$.

When the correlation is low, both solvers can select the true model 100 percent correctly, while SSN can produce solutions with smaller AE and RE compared with DCPN. In high correlation level ($r = 0.7$), the SSN still behaves well in terms of CM, while the DCPN almost fails on this metric, and both solvers share comparable AE and RE. In summary, the results in Table IV show good performance of SSN in terms of both efficiency and accuracy.

V. CONCLUSION

Starting from the KKT condition we developed Semi-smooth Newton (SSN) algorithm for the MCP and SCAD regularized linear regression problem in high dimensional settings. We established the local superlinear convergence of SSN and analyzed its computational complexity. Combining the VSC or HBIC tuning parameter selector with warm start, we obtain the solution path and select the tuning parameters in a fast and stable way. Numerical comparisons with the CD and the DCPN are presented to demonstrate the efficiency and accuracy of the SSN. We make all these innovations publicly available by developing a Matlab package named ssn-nonconvex available at [http://faculty.zuel.edu.cn/tjyyxj/jyl/list.htm](http://faculty.zuel.edu.cn/tjyyxj/jyl/list.htm)

We will generalize SSN to group MCP/SCAD or to regression problems with other loss functions in our future work. Semi-smooth Newton methods converges superlinearly but locally, we adopt simple continuation strategy to globalize it. Globalization via smoothing Newton methods [46], [47], [48] is also of immense interest.

APPENDIX

A. Proof of Lemma 1

**Proof:** See [17] and [18].

B. Proof of Theorem 1

**Proof:** Here we give the proof for the results for MCP since the proof for SCAD penalty is similar. Let $\beta \in \mathbb{R}^p$ be a global minimizer of

$$E_{\text{mcp}}(\beta) := \frac{1}{2}||X\beta - y||_2^2 + \sum_{i=1}^p p_{\text{mcp}}(\beta_i; \lambda, \gamma).$$

Define

$$f_i(t) = E_{\text{mcp}}(\beta_1, ..., \hat{\beta}_i - t, \hat{\beta}_{i+1}, ..., \hat{\beta}_p), i = 1, 2, ..., p.$$ Then, by definition $\hat{\beta}_i$ is a global minimizer of the scalar function $f_i(t)$. Some algebra shows that the minimizer of $f_i(t)$ is also the minimizer of $\frac{1}{2}t(- (\hat{\beta}_i + X_i^T(y - X\hat{\beta}))^2 + p_{\text{mcp}}(t; \lambda, \gamma).$ Then $\hat{\beta}_i = T_{\text{mcp}}(\beta_i + X_i^T(y - X\hat{\beta}); \lambda, \gamma)$ by Lemma 1 [15] - [16] follow from the definition of $G = X^TX$, $\vec{y} = X^TY$ and $\mathbf{t}(\cdot; \lambda, \gamma)$.

Conversely, assume that $(\hat{\beta}, d)$ satisfying [15] - [16]. Then $\forall i, \hat{\beta}_i = T_{\text{mcp}}(\beta_i + X_i^T(y - X\beta); \lambda, \gamma)$ which implies that $\hat{\beta}_i$ is a minimizer of the $f_i(t)$ defined above. This shows $\hat{\beta}$ is a coordinate-wise minimizer of $E_{\text{mcp}}$. By Lemma 3.1 in [49], $\hat{\beta}$ is also a stationary point.

\[\]
C. Proof of Lemma 2

Proof: Observing that both $T_{\text{scad}}(\cdot; \lambda, \gamma)$ and $T_{\text{mcp}}(\cdot; \lambda, \gamma)$ are piecewise linear function on $\mathbb{R}^d$, it suffices to prove that the piecewise linear scalar function

$$f(t) = \begin{cases} k_1 t + b_1, & \text{if } t \leq t_0, \\ k_2 t + b_2, & \text{if } t > t_0, \end{cases}$$

is Newton differentiable with

$$\nabla_N f(t) = \begin{cases} k_1, & t < t_0, \\ r \in \mathbb{R}, & t = t_0, \\ k_2, & t_0 < t, \end{cases} \quad \text{for} \quad (49)$$

where $k_1, k_2, b_1, b_2, t_0$ are arbitrary such that $k_1 t_0 + b_1 = k_2 t_0 + b_2$. Indeed, let

$$D(t + h)h = \begin{cases} k_1 h, & t < t_0, \\ k_2 h, & t < t_0, \end{cases}$$

and $G(t_0)h = rh$ with an arbitrary $r \in \mathbb{R}$, then $|f(t + h) - f(t) - D(t + h)h|/|h| \to 0$ as $|h| \to 0$.

D. Proof of Theorem 2

Proof: Here we give the proof for the results for MCP since the proof for SCAD penalty is similar. Let

$$b(t; \lambda, \gamma) = \begin{cases} 1/(1-\gamma), & |t| \leq \lambda, \\ \lambda < |t| < \gamma \lambda, \\ b(x; \lambda, \gamma) = 1, \quad \gamma \lambda \geq |t|, \end{cases}$$

$$\text{diag}[b(x_1; \lambda, \gamma), \ldots, b(x_p; \lambda, \gamma)]$$,

$g_i(t) = T_{\text{mcp}}(\epsilon_i^T x; \lambda, \gamma)$ : $x \in \mathbb{R}^p \to \mathbb{R}^1, i = 1, \ldots, p$, where the column vector $e_i$ is the $i_{th}$ orthonormal basis in $\mathbb{R}^p, \mathbb{T}(x; \lambda, \gamma) = [g_1(x), \ldots, g_p(x)]^T$. It follows Lemma 2 and (9)-(11) that $b(t; \lambda, \gamma) \in \nabla_N T_{\text{mcp}}(t)$ and

$$b(x; \lambda, \gamma) \in \nabla_N \mathbb{T}(x; \lambda, \gamma). \quad (50)$$

Then, by (50) and (9)-(11) the vector value function $F_1(\beta; d)$ is Newton differentiable and

$$[H_{11}^k, H_{12}^k] \in \nabla_N F_1(z_{mcp}^k), \quad \text{for} \quad (51)$$

where $H_{11}^k, H_{12}^k$ are in the form of (25). By (9)-(11), $F_2(\beta; d)$ is Newton differentiable and

$$[H_{21}^k, H_{22}^k] \in \nabla_N F_2(z_{mcp}^k), \quad \text{for} \quad (52)$$

where $H_{21}^k, H_{22}^k$ are in the form of (25). It follows (51)-(52) and (9)-(11) that $H_{mcp}^k \in \nabla_N F_{mcp}(z_{mcp}^k)$.

The uniform boundedness of $(H_{mcp}^k)^{-1}$ is derived similarly as the proof of Theorem 2.6 in [44].

E. Proof of Theorem 3

Proof: Here we give the proof for the results for MCP since the proof for SCAD penalty is similar. Let $z_{mcp}^k$ be sufficiently close to $z_{mcp}^*$ which is a root of $F_{mcp}$. By the definition of Newton derivative we have,

$$\|H_{mcp}^k(z_{mcp}^k - z_{mcp}^*) - F_{mcp}(z_{mcp}^k) + F_{mcp}(z_{mcp}^*)\|_2 \leq \epsilon \|z_{mcp}^k - z_{mcp}^*\|_2,$$

$$\text{where } \epsilon \to 0 \text{ as } z_{mcp}^k \to z_{mcp}^*.$$ Then, by the definition of SSN and the fact $F_{mcp}(z_{mcp}^*) = 0$ we get

$$\|z_{mcp}^{k+1} - z_{mcp}^*\|_2$$

The last inequality follows from (53) and the uniform boundedness of $(H_{mcp}^k)^{-1}$ proved in Theorem 2. Then the sequence $z_{mcp}^k$ generated by Algorithm 2 converges to $z_{mcp}^*$ locally and superlinearly.
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