Abstract. We study solvability of the Diophantine equation

$$\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^{a_i}},$$

in integers $n, k, a_1, \ldots, a_k$ satisfying the conditions $k \geq 2$ and $a_i < a_{i+1}$ for $i = 1, \ldots, k - 1$. The above Diophantine equation (of polynomial-exponential type) was mentioned in the monograph of Erdős and Graham, where several questions were stated. Some of these questions were already answered by Borwein and Loring. We extend their work and investigate other aspects of Erdős and Graham equation. First of all, we obtain the upper bound for the value $a_k$ given in terms of $k$ only. This means that with fixed $k$ our equation has only finitely many solutions in $n, a_1, \ldots, a_k$. Moreover, we construct an infinite set $K$, such that for each $k \in K$, the considered equation has at least five solutions. As an application of our findings we enumerate all solutions of the equation for $k \leq 8$. Moreover, by applying greedy algorithm, we extend Borwein and Loring calculations and check that for each $n \leq 10^4$ there is a value of $k$ such that the considered equation has a solution in integers $n + 1 = a_1 < a_2 < \ldots < a_k$. Based on our numerical calculations we formulate some further questions and conjectures.

1. Introduction

In the very interesting book [2] Erdős and Graham stated many number theoretic problems. Some of them are related to Diophantine equations. At page 63 of this book the authors consider the following non-standard Diophantine equation

$$\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^{a_i}}, \quad \text{where} \quad k > 1,$$

which can be seen as an equation of polynomial-exponential type. The authors stated some questions concerning this equation. For example, they asked whether for each $n \in \mathbb{N}_+$ there is a solution of (1), i.e., we look for solutions in $k, a_1, \ldots, a_k$; or whether for each $k \in \mathbb{N}_+$ there is a solution of (1), i.e., we look for solutions in $n, a_1, \ldots, a_k$. Moreover, the considered related problem of representations of real numbers $\alpha \in (0, 2)$ in the form

$$\alpha = \sum_{i=1}^{\infty} \frac{a_i}{2^{a_i}}.$$

These questions were investigated by Borwein and Loring in [1]. In particular, in the cited paper, the authors proved that for each $k$ there is a solution of (1). Moreover,
they proposed an algorithm which, for a given \( n \), allows to find (conjecturally finite) representation of \( n/2^n \) in the form \( \sum_{i=1}^{k} \frac{a_i}{2^{n+i}} \) [Conjecture 1]. However, they do not investigate other Diophantine questions related to [1]. In particular, we are interested in the following questions, which in the light of findings of Borwein and Luring are quite natural.

**Question 1.1.** What can be said about the number of solutions of [1] when \( k \) is fixed? Is it possible to enumerate all solutions of [1] for small values of \( k \)?

**Question 1.2.** Is it possible to bound \( a_k \) in terms of \( k \) only?

Let us describe the content of the paper in some details. In Section 2 we offer basic theoretical results concerning the solutions of [1]. We first enumerate all solutions of equation [1] for \( k \leq 8 \). However, the most interesting part of this section is the proof of the inequality \( a_k \leq 2^{k+2} + 2k(\log_2 k - 1) - 4 \). This answer Question 1.2 affirmatively. In particular, for any given \( k \), the considered equation has only finitely many effectively computable solutions in integers \( n, a_1, \ldots, a_k \).

In Section 3 by solving certain discrete logarithm problems we construct an infinite set \( K \), such that for each \( k \in K \) equation [1] has at least five solutions in positive integers \( n, a_1, \ldots, a_k \). Moreover, we apply a modification of greedy strategy of Borwein and Luring and prove that for each \( n \leq 10^4 \) equation [1] has a solution in positive integers \( k, a_1, \ldots, a_k \). As an application of our approach we construct an infinite set \( R \) of rational numbers, such that for each \( x \in R \) the number \( x \) has at least nine representations in the form \( \sum_{i=1}^{\infty} a_i/2^{n_i} \). Moreover, based on our numerical data we formulate precise conjecture concerning the quantity of \( a_k \), i.e., \( a_k \leq 2(n+k) \). We prove that our conjecture is true for all \( n \) satisfying \( n \geq 2^k-k \).

2. Theoretical results

We start with some easy observations related to equation [1].

**Theorem 2.1.**

(i) Let \( k \) be fixed. If the equation [1] has a solution, then \( n \leq 2^{k+1} - k - 2 \).

(ii) If [1] holds then \( n + 1 \leq a_1 \leq n + 3 \) and \( 2^{n-a_k} | a_k \). Moreover, if \( n \geq 2^{j+1} - j \) for some \( 1 \leq j < k \), then

\[
a_i = n + i, \text{ for } i = 1, \ldots, j.
\]

**Proof.** Let us suppose that [1] has a solution for \( n \). It is clear that \( a_1 \geq n + 1 \) and thus \( a_i \geq n + i \) for each \( i \in \{1, \ldots, k\} \). Because the function \( f(x) = x/2^x \) is decreasing for \( x \geq 1 \) We immediately get the inequality

\[
\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^n} \leq \sum_{i=1}^{k} \frac{n+i}{2^{n+i}} = (2^k-1)n + 2^{k+1} - k - 2.
\]

By solving the resulting inequality we get the upper bound for \( n \) in terms of \( k \). Indeed, we have \( n \leq 2^{k+1} - k - 2 \).

To prove the second part of our theorem let us suppose that \( a_1 \geq n + 4 \). Thus, \( a_i \geq n + 3 + i \) for \( i = 1, \ldots, k \) and in consequence

\[
\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^n} \leq \sum_{i=1}^{k} \frac{n+3+i}{2^{n+3+i}} = \frac{(2^k-1)n + 5 \cdot 2^k - k - 5}{2^{n+k+3}}.
\]
By solving the resulting inequality with respect to \( n \) we have
\[
n \leq \frac{5 \cdot 2^k - 6}{7 \cdot 2^k + 1} < 1
\]
and get a contradiction. Thus \( n + 1 \leq a_1 \leq n + 3 \).

The divisibility \( 2^{a_k - a_k - 1} | a_k \) is clear. Indeed, multiplying \( (1) \) by \( 2^{a_k - 1} \) we see that the number
\[
2^{a_k - 1} - n = \sum_{i=1}^{k-1} 2^{a_k - a_i} a_i
\]
is an integer equal to \( \frac{a_k}{2^{a_k - a_k - 1}} \) and hence \( 2^{a_k - a_k - 1} | a_k \).

Finally, to get the last statement we proceed by induction on \( j \geq 1 \). Let us start with \( j = 1 \), so \( n \geq 3 \). If \( a_1 \neq n + 1 \), then \( a_1 \geq n + 2 \) and
\[
\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^{2n}} \leq \sum_{i=1}^{j} \frac{n + i}{2^{2n + i}} + \sum_{i=j+1}^{k} \frac{n + 1 + i}{2^{2n + 1 + i}} < \sum_{i=n+2}^{\infty} \frac{i}{2^i} = \frac{n + 3}{2^{n+1}},
\]
and so \( n < 3 \), a contradiction. Let us now take \( n \geq 2^{j+2} - j - 1 \). Since also \( n \geq 2^{j+1} - j \), by the induction hypothesis we get that \( a_i = n + i \) for \( 1 \leq i \leq j \). If \( a_{j+1} \geq n + j + 2 \), then
\[
\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^{2n}} \leq \sum_{i=1}^{j} \frac{n + i}{2^{2n + i}} + \sum_{i=j+1}^{k} \frac{n + 1 + i}{2^{2n + 1 + i}} < \sum_{i=n+j+2}^{\infty} \frac{i}{2^i} = n(2^{j+1} - 1) + 2^{j+2} - j - 1 - 2^{n+j+1} = n(2^{j+1} - 1) + 2^{j+2} - j - 1 - 2^{n+j+1}.
\]
As a consequence we get \( n < 2^{j+2} - j - 1 \), a contradiction that completes the induction step.

\[\square\]

**Remark 2.2.** We observed that the necessary condition for solvability of \( (1) \) is the inequality \( n \leq 2^{k+1} - k - 2 \). This condition can not be improved. Indeed, as was observed by Borwein and Luring, if \( k \) is fixed and \( n = 2^{k+1} - k - 2 \), then we have the equality
\[
\sum_{i=1}^{k} \frac{n + i}{2^{n+i}} = \frac{n}{2^n},
\]
i.e., equation \( (1) \) has a solution \( a_i = n + i, i = 1, \ldots, k \).

The divisibility property noted in the last part of Theorem 2.1 can be strengthened as follows.

**Theorem 2.3.** Let \( a_1 < \ldots < a_k \) be a solution to equation \( (1) \) and \( 1 \leq i \leq k - 2 \). Then
\[
2^{a_k - a_i} \leq (a_{i+2} \cdot a_{i+3} \cdot \ldots \cdot a_{k-1} \cdot a_k) \cdot a_k
\]

**Proof.** We first note that for \( i = k - 1 \) we get \( 2^{a_k - a_{k-1}} \leq a_k \) by Theorem 2.1. We will proceed by induction on \( j = k - i \), starting with \( j = 2 \), i.e. \( i = k - 2 \).
Multiplying equation (1) by $2^{a_k-2}$ we get
\[
 n \cdot 2^{a_k-2-n} = \sum s=1^k a_s \cdot 2^{a_k-2-a_s} + \frac{a_k-1 \cdot 2^{a_k-a_k-1} + a_k}{2^{a_k-a_k-2}}
\]
and so $2^{a_k-a_k-2} \mid (a_k-1 \cdot 2^{a_k-a_k-1} + a_k)$ and the second term is non-zero. Consequently $2^{a_k-a_k-2} \leq a_k-1 \cdot 2^{a_k-a_k-1} + a_k \leq a_k = a_k \leq (a_k-1) \cdot a_k + a_k = a_k^2$.

In the induction step we perform the same calculations. The only difference is that we multiply equation (1) by $2^{a_k-j}$. As a result we obtain the equality
\[
 n \cdot 2^{a_k-j-n} = \sum s=1^{k-j} a_s \cdot 2^{a_k-j-a_s} + \frac{a_k-j+1 \cdot 2^{a_k-a_k-j+1} + \ldots + a_k-1 \cdot 2^{a_k-a_k-1} + a_k}{2^{a_k-a_k-j}}
\]
and thus $2^{a_k-a_k-j} \mid a_k-j+1 \cdot 2^{a_k-a_k-j+1} + \ldots + a_k-1 \cdot 2^{a_k-a_k-1} + a_k$. Now by the induction hypothesis:
\[
2^{a_k-a_k-j} \leq a_k-j+1 \cdot a_k-j+3 \cdot \ldots \cdot a_k-1a_k^2 + \ldots + a_k-2a_k^2 + a_k-1a_k + a_k \leq
\leq (a_k-j+2-1) \cdot a_k-j+3 \cdot \ldots \cdot a_k-1a_k^2 + \ldots + (a_k-1-1)a_k^2 + (a_k-1) \cdot a_k + a_k \leq
\leq a_k-j+2 \cdot a_k-j+3 \cdot \ldots \cdot a_k-1a_k^2
\]
and the result follows. \qed

As an immediate consequence from the above result we get the following.

**Corollary 2.4.** Let $a_1 < \ldots < a_k$ be a solution to equation (1). We have $\frac{a_k-1}{2^{a_k}} \geq 2^{-a_1}$.

Using the last part of Theorem 2.1 and Corollary 2.4 we can try to list all possible solutions of equation (1) for small values of $k$. Indeed, part (i) of Theorem 2.1 provides a bound on values of $n$ to check, while part (ii) gives exact values for starting elements in $(a_i)$ for large $n$. However, for small values of $n$, part (ii) of Theorem 2.1 is not effective and we need to apply Corollary 2.4 to further reduce the set of possible solutions by bounding $a_k$ depending on $a_1$. After some considerable amount of computer calculations (case $k = 8$ took more than two days of computing time) we provide complete list of solutions of equation (1) for $k \leq 8$:
Theorem 2.5. Let \( k \in \{2, 3, 4, 5, 6, 7, 8\} \) and let us put \( A = (a_1, a_2, \ldots, a_k) \). All solutions of the equation (1) are the following:

\[
\begin{align*}
    k = 2 : & \quad [n, A] = [4, (5, 6)]; \\
    k = 3 : & \quad [n, A] \in \{1, (3, 6, 8)], [1, (4, 5, 6)], [2, (3, 6, 8)], [2, (4, 5, 6)], [3, (4, 6, 8)], [11, (12, 13, 14)]\}; \\
    k = 4 : & \quad [n, A] \in \{9, (10, 11, 13, 14)], [26, (27, 28, 29, 30)]\}; \\
    k = 5 : & \quad [n, A] \in \{5, (6, 7, 11, 13, 14)], [6, (7, 8, 11, 13, 14)], [15, (16, 17, 18, 21, 22)], [57, (58, 59, 60, 61, 62)]\}; \\
    k = 6 : & \quad [n, A] \in \{4, (5, 7, 8, 11, 13, 14)], [12, (13, 14, 15, 20, 21, 24)], [13, (14, 15, 16, 20, 21, 24)], [21, (22, 23, 24, 26, 27, 32)], [120, (121, 122, 123, 124, 125, 126)]\}; \\
    k = 7 : & \quad [n, A] \in \{1, (4, 5, 7, 8, 11, 13, 14)], [2, (4, 5, 7, 8, 11, 13, 14)], [7, (8, 9, 11, 15, 20, 21, 24)], [18, (19, 20, 21, 23, 26, 27, 32)], [247, (248, 249, 250, 251, 252, 253, 254)]\}; \\
    k = 8 : & \quad [n, A] \in \{17, (18, 19, 20, 22, 26, 29, 30, 32)], [19, (20, 21, 22, 24, 26, 29, 30, 32)], [197, (198, 199, 200, 201, 202, 203, 205, 206)], [502, (503, 504, 505, 506, 507, 508, 509, 510)]\}.
\]

As a consequence of our computations we obtain an explicit family of rational numbers having at least three different representations in the form \( \sum_{i=1}^{\infty} \frac{a_i}{2^n} \).

Corollary 2.6. There are infinitely many values of \( x \in \mathbb{Q} \) such that the number \( x \) has at least three representations in the form

\[ x = \sum_{i=1}^{\infty} \frac{a_i}{2^n}. \]

Proof. From Theorem 2.5 we see that for \( n = 1 \) the equation (1) has two solutions for \( k = 3 \) and one solution for \( k = 7 \). Let \( (b_i)_{i \in \mathbb{N}_+} \) be a sequence of positive integers satisfying \( 15 \leq b_i \) and \( b_i < b_{i+1} \) for \( i = 1, 2, \ldots \), and suppose that the number \( x' = \sum_{i=1}^{\infty} \frac{b_i}{2^n} \) is rational. Then we have the representations

\[
\begin{align*}
    \frac{1}{2} + x' &= \frac{3}{2^2} + \frac{6}{2^3} + \frac{8}{2^5} + \sum_{i=1}^{\infty} \frac{b_i}{2^n} \\
    &= \frac{4}{2^2} + \frac{5}{2^3} + \frac{6}{2^5} + \sum_{i=1}^{\infty} \frac{b_i}{2^n} \\
    &= \frac{4}{2^2} + \frac{5}{2^3} + \frac{7}{2^5} + \frac{8}{2^8} + \frac{11}{2^{11}} + \frac{13}{2^{13}} + \frac{14}{2^{14}} + \sum_{i=1}^{\infty} \frac{b_i}{2^n},
\end{align*}
\]

and from the assumption on the sequence \( (b_i)_{i \in \mathbb{N}_+} \) we know that the presented representations are different. In order to make the value of the sum \( \sum_{i=1}^{\infty} \frac{b_i}{2^n} \) rational it is enough to take \( b_i = pi + q \), where \( p, q \in \mathbb{N}_+ \) and \( b_1 = p + q > 16 \). Then we have

\[
\sum_{i=1}^{\infty} \frac{pi + q}{2^{pi+q}} = \frac{(q + p)2^p - q}{2^p(2^p - 1)},
\]

a rational number. \( \square \)
Remark 2.7. The above result was also obtained by Borwein and Luring using three representations of the number $\frac{1}{3}$. However, based on our computational approach, we will show in Corollary 3.6 below, that in fact there are infinitely many rational numbers with at least nine representations of the form $\sum_{i=1}^{\infty} \frac{a_i}{2^n}$.

We close this section with the positive answer to Question 1.2.

Theorem 2.8. Let $a_1 < \ldots < a_k$ be a solution to equation (1). Then we have $a_k \leq 2n + 2k \log_2 k$.

Proof. It can be verified that this inequality holds for all solutions given in Theorem 2.5. So let us fix $k \geq 8$ and suppose that $a_k > 2n + 2k \log_2 k$ holds for some $n \geq 1$. Since $a_k > \frac{k-1}{\ln 2}$ and the function $f(x) = \frac{a_{k-1}}{2^x}$ is decreasing for $x > \frac{k-1}{\ln 2}$ we get that $\frac{a_{k-1}}{2^x} < \left(\frac{2n + 2k \log_2 k}{2n + 2k \log_2 k}\right)^{k-1}$. By Corollary 2.4 this implies that

\[(2n + 2k \log_2 k)^{k-1} > 2^{2n + 2k \log_2 k - a_1} \geq 2^{n-3 + 2k \log_2 k}\]

since $a_1 \leq n + 3$. But then

\[\left(\frac{2n + 2k \log_2 k}{k^2}\right)^{k-1} = \left(\frac{2n + 2k \log_2 k}{2^2 \log_2 k}\right)^{k-1} > 2^{n-3 + 2 \log_2 k}\]

We will show that this inequality is not satisfied for any $n$. Indeed, for $n = 1$ we get: $\left(\frac{2 + 2k \log_2 k}{k^2}\right)^{k-1} \leq \left(\frac{2 + 16 \log_2 k}{k^2}\right)^{k-1} < 1$ and $2^{1 - 3 + 2 \log_2 k} \geq 2^{-2 + 2 \log_2 k} > 1$, since $k \geq 8$ and considered functions are monotonic. Increasing $n$ by one, right hand side of the inequality is multiplied by 2, while left hand side by:

\[\left(\frac{2n + 2 + 2k \log_2 k}{2n + 2k \log_2 k}\right)^{k-1} = \left(1 + \frac{1}{n + k \log_2 k}\right)^{k-1} \leq \left(1 + \frac{1}{2k}\right)^{k-1} < e^{1/2} < 2\]

This is a contradiction, so the inequality $a_k > 2n + 2k \log_2 k$ cannot hold. \hfill \Box

Corollary 2.9. Let $a_1 < \ldots < a_k$ be a solution to equation (1). Then $a_k \leq 2^{k+2} + 2k(\log_2 k - 1) - 4$.

3. A computational approach to equation (1)

We know that for any given $k$ the number of solutions of (1), say $N(k)$, is bounded, and Theorem 2.5 shows that $N(2) = 1$, $N(3) = 6$, $N(4) = 2$, $N(5) = 4$, $N(6) = 5$, $N(7) = 3$.

We prove that there are infinitely many values of $k$ such that $N(k) \geq 5$. More precisely, we have

Proposition 3.1. If

\[k \equiv 10131316054712759135960334995313053617046 \pmod{2026365799764245174645866471200831939580},\]

then the Diophantine equation (1) has at least five solutions, i.e., $N(k) \geq 5$.

Before we prove the above proposition, we describe the experimental strategy which we used. More precisely, we looked for values of $u$ and corresponding value(s) of $k$ such that there is a positive integer solution $n$ of the equation

\[\frac{n}{2^n} = \sum_{i=1}^{k-2} \frac{n + i}{2^{n+i}} + \frac{n + k + u}{2^{n+k+u}} + \frac{n + k + u + 1}{2^{n+k+u+1}},\]
i.e., we look for integral values of the expression

\[
n = \frac{(2^{k-1} - k)(2^{u+3} - 3) + 3 \cdot 2^{k-1} + 3u + 1}{2^{u+3} - 3} = 2^{k-1} - k + \frac{3 \cdot 2^{k-1} + 3u + 1}{2^{u+3} - 3}.
\]

Equivalently, we need to consider the polynomial-exponential congruence

\[
3 \cdot 2^{k-1} + 3u + 1 \equiv 0 \pmod{2^{u+3} - 3}.
\]

Note that if for a given \(u\) the congruence \(2\) has a solution in \(k\), then necessarily \(k < r := \text{ord}_{2^{u+3} - 3}(2)\), where as usual \(\text{ord}_m(a) = \min\{v \in \mathbb{N}_+ : a^v \equiv 1 \pmod{m}\}\).

In particular, if \(k_0\) is a solution for \(u\), then for each \(t \in \mathbb{N}\) the number \(k = rt + k_0\) is also a solution. Congruence \(2\) can be written as

\[
2^{k-1} \equiv \frac{-3u - 1}{3} \pmod{2^{u+3} - 3},
\]

hence one has to resolve a discrete logarithm problem. There are exactly 16 values of \(u \leq 120\) such that \(2\) has a solution, see table below.

| \(u\) | \(k_0\) | \(r\) |
|------|------|------|
| 0    | 4    | 4    |
| 1    | 3    | 12   |
| 2    | 22   | 28   |
| 3    | 48   | 60   |
| 4    | 83   | 100  |
| 5    | 242  | 308  |
| 6    | 2706185 | 5592404 |
| 7    | 775376 | 1116130 |
| 8    | 96499440 | 13099908 |
| 9    | 584993308712118 | 26292641668137430 |
| 11   | 56331 | 16380 |
| 12   | 66328 | 1045572 |
| 13   | 2706185 | 5592404 |
| 14   | 775376 | 1116130 |
| 15   | 96499440 | 13099908 |
| 16   | 584993308712118 | 26292641668137430 |
| 17   | 3945402810139132963431277511762 | 253530620619222299976556981998006 |
| 18   | 245201277776312672547866431379415114 | 886767279706307242036487941260321532 |
| 19   | 38599501112350167995683872666434430 | 531991428116643015928224241121938300 |

Table 1. Solutions for \(k\) of \(2\) for \(u \leq 120\) together with the value of \(r = \text{ord}_{2^{u+3} - 3}(2)\).

**Proof of Proposition 3.1.** The idea of the proof is the following. If we write \(f_i(x) = r_ix + k_i\), where \(k_i, r_i\) correspond to \(i\)th elements in the table above, then to get values of \(k\) such that \(1\) has at least \(m\) solutions, it is enough to find solutions of the system

\[
f_{i_1}(x_1) = f_{i_2}(x_2) = \ldots = f_{i_m}(x_m)
\]

for certain \(1 \leq i_1 < i_2 < \ldots < i_m \leq 16\). We checked all 4368 combinations of five elements subsets of the set of linear functions \(\{f_1, \ldots, f_{15}\}\) and found that in each case, the above system has no solutions. In case of four functions we checked 1820 subsets and found exactly six subsets such that the above system has solutions. The simplest solutions are obtained in the case of the linear Diophantine system

\[
28x_1 + 22 = 4092x_2 + 242 = 26202761468337430x_3 + 5843993308712118 = 2535300206192230667655098198606x_4 + 364550281031913286431277811782.
\]
The corresponding linear functions give (all) solutions of (2) for \( u = 2, 9, 55, 99 \), respectively. A standard method gives the solution

\[
\begin{align*}
x_1 &= 51923464329015744838898091387790622531230191866907 + \\
&\quad +169894987102956079749955447565756090108796474835t \\
x_2 &= 355292522529430316591267250386455109663844899578 + \\
&\quad +1162557664685930154039586394261584632283633951t \\
x_3 &= 5548487715576217653155532260350910 + \\
&\quad +18155284776542563811078158200217566t \\
x_4 &= 57344569990628045006 + \\
&\quad +1876379748747643326230t.
\end{align*}
\]

where \( t \in \mathbb{N} \), and the corresponding common value of \( k \) is given by

\[
\begin{align*}
k = k(t) &= 1013131605471275913596033499531305361704 + \\
&\quad +202636579976424517464586647120088393580t,
\end{align*}
\]

In consequence, for given \( u \in \{2, 9, 55, 99\} \) and each \( t \in \mathbb{N} \) we get an integer value of \( n \) for \( k = k(t) \) together with values of \( a_1, \ldots, a_k \) given by \( a_i = n + i, i = 1, \ldots, k-2, a_{k-1} = n+k+u, a_k = n+k+u+1 \). Thus for any given \( k = k(t) \) we have four solutions of (1). One additional solution for \( k \) corresponds to \( n = 2^{k+1} - k - 2 \) and \( a_i = n + i, i = 1, \ldots, k \).

\[ \square \]

We finish our discussion with the following:

**Conjecture 3.2.** Let us put

\[ \mathcal{U} = \{ u \in \mathbb{N}_+ : \text{congruence (2) has a solution} \}. \]

The set \( \mathcal{U} \) is infinite.

**Conjecture 3.3.** We have \( \limsup_{k \to +\infty} N(k) = \infty \).

Our proof of Proposition 3.1 is based on the existence of certain elements in the set \( \mathcal{U} \). Thus, one can ask the following

**Question 3.4.** Suppose that Conjecture 3.2 is true. Does Conjecture 3.2 implies Conjecture 3.3?

It seems that the most interesting (and difficult) question concerning equation (1) is to whether, for a given \( n \), there is \( k \in \mathbb{N}_+ \) such that (1) has a solution. Essentially, this is [1, Conjecture 1]. Unfortunately, we were unable to answer this question in full generality. Borwein and Luring proved that for each \( n \leq 10^3 \) equation (1) has at last one solution. We were able to extend the range of computations and prove the following:

**Theorem 3.5.** For each \( 2 \leq n \leq 10^4 \) the Diophantine equation (1) has a solution in variables \( k, a_1, \ldots, a_k \) satisfying \( a_i = n + 1 \) and \( a_i \geq n + i \) for \( i = 2, \ldots, k \).

We now describe a computational method which was used to get the above result. More precisely, in order to confirm that equation (1) has a solution, the following ”greedy” strategy was applied: assuming that we have found the sequence
(a_1, \ldots, a_l) such that \( \frac{n}{2^n} > \sum_{i=1}^{l} \frac{a_i}{2^n} \), we define \( a_{l+1} = j \) where \( \frac{j}{2^j} \) is the first term that "fits", that is we take the smallest \( j \) such that

\[
\frac{n}{2^n} \geq \sum_{i=1}^{l} \frac{a_i}{2^n} + \frac{j}{2^j},
\]

and hope that this process ends after a finite number of steps. Naive implementation of the procedure above leads to a very slow algorithm for large \( n \), so we apply a different approach that is a slight modification of Algorithm 2 given in [1].

Let \( x \in \mathbb{Q}, \ 0 < x < 2 \) and define:

\[
k_0 = \min\{ k \geq 1 : k^2 < x \}.
\]

We define a sequence \( S(x) = (x_{k_0}, x_{k_0+1}, \ldots) \) as

\[
x_{k_0} = x \cdot 2^{k_0 - 1}
\]

and for \( i \geq k_0 \)

\[
x_{i+1} = \begin{cases} 
2 \cdot x_i - i, & \text{if } 2 \cdot x_i - i \geq 0, \\
2 \cdot x_i, & \text{otherwise.}
\end{cases}
\]

We say that the sequence \( S(x) \) terminates if \( x_i = 0 \) for some \( i \geq k_0 \) (and for all subsequent values in the sequence). It is not difficult to see that \( x_i \) is precisely the numerator of the fraction

\[
\frac{x_i}{2^{i-1}} = x - \sum_{j=1}^{i-1} s_j \cdot \frac{j}{2^j},
\]

where \( s_j = 1 \) if \( \frac{j}{2^j} \) appears in the sum when applying the greedy strategy for \( x \) (with the exception of \( s_j = 0 \) if \( x = \frac{j}{2^j} \)) and \( s_j = 0 \) otherwise. Moreover, if the sequence \( S(x) \) terminates, then \( s_j = 1 \) (i.e. \( \frac{j}{2^j} \) appears in the representation of \( x \)) if and only if \( x_{j+1} \neq 2x_j \).

The above algorithm was implemented in Mathematica [3] in the following form:

```mathematica
greedy[x_, maxK_] := Module[{ind = {}, k = 0, v = x, n = 1},
  While[2*v < n + 1, v = 2*v; n++]
  While[v > 0 && k <= maxK,
    If[2*v - n >= 0,
      AppendTo[ind, n]; k++; v = 2*v - n, v = 2*v]; n++];
  If[v == 0, Return[ind]]
]
```

The value \( \text{maxK} \) is the maximal value of \( k \) which is used in calculations. Thus, if we evaluate \( \text{greedy}[41/2^{41}, 10] \), then our program will terminate without any result. However, if we evaluate \( \text{greedy}[41/2^{41}, 20] \), then our program returns

\{42, 43, 44, 45, 47, 49, 54, 55, 56, 61, 66, 68, 69, 70\}.

Our observations show that to find a representation of \( x \) using the greedy strategy we can calculate \( S(x) \) and see if it terminates. This has the advantage of being much faster as the only operations involved are multiplication by 2 and subtraction (of integers if \( x \) has power of 2 as the denominator). Moreover it can be easily verified that \( x_i < i + 1 \) for all \( i \geq k_0 \) and so \( x_i < k \) if the sequence \( S(x) \) terminates after \( k \) steps (or equivalently the representation for \( x \) has \( k \) terms), i.e. the numbers \( x_i \) are feasible.

First of all, we note that our approach is strong enough to present an improvement of Corollary 2.6. More precisely, we prove that
Corollary 3.6. There are infinitely many values of \( x \in \mathbb{Q} \) such that \( x \) has at least nine representations in the form 
\[
x = \sum_{i=1}^{\infty} \frac{a_i}{2^n_i}.
\]

Proof. To get the result it is enough to find one rational number \( x \) with nine representations. The idea is very simple. Suppose that we have 
\[
x = \sum_{i=1}^{k_1} \frac{a_{1,i}}{2^{a_{1,i}}} + \sum_{i=1}^{k_2} \frac{a_{2,i}}{2^{a_{2,i}}}, \ldots, \sum_{i=1}^{m-1} \sum_{j=1}^{k_{j-1}} \frac{a_{j,i}}{2^{a_{j,i}}} + \sum_{i=1}^{m} \frac{a_{m,i}}{2^{a_{m,i}}}.
\]
Thus, the number \( x \) will have at least \( m \) representations
\[
\sum_{i=1}^{k_1} \sum_{i=1}^{a_{1,i}} \frac{a_{1,i}}{2^{a_{1,i}}} + \sum_{i=1}^{k_2} \frac{a_{2,i}}{2^{a_{2,i}}} + \sum_{i=1}^{m-1} \sum_{j=1}^{k_{j-1}} \frac{a_{j,i}}{2^{a_{j,i}}} + \sum_{i=1}^{m} \frac{a_{m,i}}{2^{a_{m,i}}}.
\]
We take \( x = \frac{8}{32} = \frac{1}{4} \) and applying our greedy strategy we compute
\[
\frac{1}{32} = \frac{9}{2^9} + \frac{10}{2^{10}} + \frac{12}{2^{12}} + \frac{14}{2^{14}} + \frac{18}{2^{18}} + \frac{19}{2^{19}} + \frac{21}{2^{21}} + \frac{22}{2^{22}} + \frac{24}{2^{24}} + \frac{26}{2^{26}} + \frac{29}{2^{29}} + \frac{30}{2^{30}} + \frac{32}{2^{32}}.
\]
i.e., \( k_1 = 13, a_{i,k_1} = 32 \). Further values of \( k_i \) and \( a_{i,k_i} \) for \( i \leq 9 \) are as follows
\[
\begin{array}{c|cccccccc}
  i & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
  k_i & 13 & 9 & 169 & 71826 & 252200 & 182973 & 10861 & 1195089 \\
  a_{i,k_i} & 32 & 46 & 392 & 12230 & 155942 & 659488 & 1025582 & 1047128 & 3437088 \\
\end{array}
\]
Due to size of the sets \( \{a_{k_j,i} : i = 1, \ldots, k_j\}, j = 2, \ldots, 9 \), we do not present them in full.

By adding the value of the series \( \sum_{i=1}^{\infty} \frac{p_i+q}{2^{p_i+q}} = \frac{(q+p)2^q-q}{2(q(2^q-1))^2} \), where \( p, q \in \mathbb{N}_+ \) are chosen that \( p+q > 3437088 \), to found representations, we get the statement of our theorem. \( \square \)

With the data needed to get Theorem 3.5 we observed that the behaviour of \( k = k(n) \) and \( a_k = a_k(n) \) behaves quite irregular. For example, from our numerical data we collected the following peak (or jump) values of \( k \).

| \( n \) | \( k(n) \) | \( a_k(n) \) | max\( \{k(i) : i < n\} \) |
|---|---|---|---|
| 56 | 6092 | 12230 | 189 |
| 3113 | 13370 | 29752 | 6092 |
| 3817 | 76072 | 155942 | 13370 |
| 5588 | 460536 | 226913 | 76072 |

Table 2. Peak values among values of \( k = k(n) \)

In the picture below we also present the graph of the function 
\[
k : \mathbb{N}_{\geq 2} \ni n \mapsto k(n) \in \mathbb{N}.
\]
Based on our numerical data we formulate the following.
Conjecture 3.7. If the Diophantine equation
\[ \frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^{a_i}} \]
has a solution \((n, k, a_1, \ldots, a_k)\) with \(a_1 < a_2 < \ldots < a_k\), then \(k + n \leq a_k \leq 2(k + n)\). In particular \(a_k \leq 4(2^k - 1)\).

On Figure 2 we present the behaviour of \(a_k(n)/2(k + n)\), where the values of \(a_i = a_i(n)\) come from our greedy algorithm.

On Figure 3 we also present the graph of the function \(k(n)/n\).
Remark 3.8. First of all let us observe that the value $n + k$ in the lower bound cannot be replaced by nothing greater. Indeed, if $n = 2^{k+1} - k - 2$ then we get the exact value $a_k = n + k$.

The upper bound for $a_k$ stated in the above conjecture is reasonable. More precisely, it is easy to see that our statement is true under additional assumption $n \geq 2^k - k$.

Indeed, we have

$$\frac{n}{2^n} = \sum_{i=1}^{k} \frac{a_i}{2^{a_i}} \leq \sum_{i=1}^{k-1} \frac{n+i}{2^{n+i}} + \frac{a_k}{2^{a_k}}.$$ 

Equivalently, we have the inequality

$$\frac{n + k + 1 - 2^k}{2^{n+k-1}} \leq \frac{a_k}{2^{a_k}}.$$ 

Let us assume that $a_k > 2(k + n)$ and $2^k - k \leq n \leq 2^{k+1} - k - 2$. Then, we have the inequality

$$\frac{n + k + 1 - 2^k}{2^{n+k-1}} \leq \frac{a_k}{2^{a_k}} \leq \frac{2(n + k)}{2^{2(n+k)}} \iff 2^{n+k+1}(n + k + 1 - 2^k) \leq 2(n + k).$$

Using the lower bound $2^k - k \leq n$ on the left hand side of the inequality and the upper bound $n \leq 2^{k+1} - k - 2$ on the right hand side we get

$$2^{n+k+1} \leq 2^{n+k+1}(n + k + 1 - 2^k) \leq 2(n + k) \leq 2(2^{k+1} - k - 2 + k) = 2(2^k - 1)$$

and thus $2^{n+k-1} \leq 2^k - 1$ - a contradiction.
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