Influence of the local Universe on weak gravitational lensing surveys

Robert Reischke,1,2,3* Björn Malte Schäfer,1 Krzysztof Bolejko,4,5
Geraint F. Lewis5 and Max Lautsch1

1 Astronomisches Rechen-Institut, Zentrum für Astronomie der Universität Heidelberg, Philosophenweg 12, D-69120 Heidelberg, Germany
2 Institut für Kernphysik, Karlsruher Institut für Technologie, D-76344 Eggenstein-Leopoldshafen, Germany
3 Physics Department, Technion, 3200003 Haifa, Israel
4 School of Natural Sciences, College of Sciences and Engineering, University of Tasmania, Private Bag 37, Hobart, TAS 7001, Australia
5 Sydney Institute for Astronomy, School of Physics, A28, The University of Sydney, NSW 2006, Sydney, Australia

Accepted 2019 March 27. Received 2019 March 6; in original form 2018 December 28

ABSTRACT

Observations of the large-scale structure (LSS) implicitly assume an ideal Friedmann-Lemaître-Robertson-Walker (FLRW) observer with the ambient structure having no influence on the observer. However, due to correlations in the LSS, cosmological observables are dependent on the position of an observer. We investigate this influence in full generality for a weakly non-Gaussian random field, for which we derive expressions for angular spectra of LSS observables conditional on a property of the LSS that is typical for the observer’s location. As an application, we then apply to the formalism to angular spectra of the weak gravitational lensing effect and provide numerical estimates for the resulting change on the spectra using linear structure formation. For angular weak lensing spectra, we find the effect to be of order of a few per cent, for instance we estimate for an overdensity of $\delta = 0.5$ and multipoles up to $\ell = 100$ the change in the weak lensing spectra to be approximately 4 per cent. We show that without accounting for correlation between the density at observer’s location and the weak gravitational lensing spectra, the values of the parameters $\Omega_m$ and $\sigma_8$ are underestimated by a few per cent. Thus, this effect will be important when analysing data from future surveys such as Euclid, which aim at the per cent-level precision. The effect is difficult to capture in simulations, as estimates of the number of numerical simulations necessary to quantify the effect are high.
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1 INTRODUCTION

Weak gravitational lensing is a mapping of the large-scale distribution of matter: light bundles from distant galaxies appear sheared due to the differential deflection caused by gravitational potentials that the light bundle encounters on its way from the source to the observer (Kaiser 1992; Bartelmann & Schneider 2001). This cosmic shear signal is an excellent probe of cosmological parameters, of the particle content of the cosmological model, and of gravity through its influence on the expansion dynamics of the Universe and the formation of cosmic structures (Huterer 2002, 2010; Amendola, Kunz & Sapone 2008a). The weak gravitational lensing signal can be quantified in terms of shear spectra (Hu 1999; Jain & Taylor 2003) for Gaussian and bispectra (Cooray & Hu 2001) for non-Gaussian statistics, and its sensitivity can be boosted using tomographic methods or three-dimensional decompositions, with control over systematics (Heymans et al. 2006; Kitching et al. 2016).

In the interpretation of large-scale structure data such as weak lensing, there seems always to be an implicit assumption of idealized FLRW observers, who are allowed to choose spherical coordinates centred on their position, with the consequence that the measured redshifts correspond to the cosmological ones with small corrections, and that the structures, in which the observers reside, have no influence on the observation apart from causing these small corrections. But due to correlations in the cosmic density field, structures are not statistically independent, implying that real observers, who are necessarily linked to overdense regions because galaxies form there, are likely to see biased correlations. This idea motivated us to construct conditional correlation functions, i.e. correlations of a cosmological observable that depends on the density field value at the observer’s location. In this sense, our notion is that of an ensemble of observers, whose density
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corresponds to the density of galaxies and ultimately to the density of matter, if one assumes a straightforward linear biasing model for simplicity. Observations averaged over this ensemble will not be equal to the volume average (i.e. by placing observers at random positions in the large-scale structure and averaging over the considered volume). In particular with reference to the weak lensing effect, one would expect in addition that galaxies in the local Universe are not randomly oriented but are themselves intrinsically aligned in the local superstructure (Flin & Godlowski 1990).

In this paper, we aim to provide an estimate by how much cosmic shear spectra obtained in gravitational lensing would be influenced by value of the density field at the observer’s location in the large-scale structure. For that purpose, we assume that the observer is situated in a Gaussian or weakly non-Gaussian random field and derive conditional correlation functions, which marginalized over all possible density field values, will revert to the conventional volume average. Although we formulate the formalism with the density at the observer’s location as a condition, any property that shows a non-zero correlation with the fundamental field that causes the signal can be such a condition.

We emphasize that the effect that we are investigating is purely related to correlations between the structures that are observed and the structure in which an observer is residing. First-order effects would include the peculiar motion of the observer, which impacts on the measured redshifts at the level \( \nu/c \sim 10^{-3} \) as measured by the CMB-monopole (Mather et al. 1991). Other physical influences of the observer’s structure or state of motion are in reality present as well, and are known to cause effects on the observed large-scale structure signal (Amendola, Balbi & Quercellini 2008b; Bonvin 2008; Amendola et al. 2011). First, the overdensity at the observer’s location would cause a Sachs–Wolfe effect decreasing the photon’s redshifts and would lead to an underestimation of the distances, or might introduce an integrated Sachs–Wolfe distortion depending on the local structure formation dynamics (Cooray & Seto 2005; Rakic, Rasanen & Schwarz 2006; Maturi et al. 2007; Francis & Peacock 2010; Notari & Quartin 2012). In parallel, there can be gravitationally induced effects on magnification (Duniya 2016). Typically, this is of the order \( \langle \delta | \delta (k') \rangle = (2\pi)^3 \delta_D(k + k') P(k) \),

\[
\langle \delta(k) \delta(k') \rangle = (2\pi)^3 \delta_D(k + k') P(k),
\]

which is normalized to the variance \( \sigma_8^2 \) smoothed to the scale of 8 Mpc \( h^{-1} \),

\[
\sigma_8^2 = \int_0^\infty \frac{k^2 \mathrm{d}k}{2\pi^2} W^2(k8 \text{ Mpc} \, h^{-1}) P(k),
\]

with a Fourier-transformed spherical top-hat \( W(x) = 3j_1(x)/x \) as the filter function.

Small fluctuations, \( \delta^{(1)} \), in the distribution of dark matter grow, as long as they are in the linear regime \(-1 \ll \delta^{(1)} \ll +1\), according to the growth function \( D_\delta(a) \) (Linder & Jenkins 2003; Wang & Steinhardt 1998),

\[
\frac{d^2}{da^2} D_\delta(a) + \frac{2 - q(a)}{a} \frac{d}{da} D_\delta(a) - \frac{3}{2a^2} \Omega_m(a) D_\delta(a) = 0,
\]

2 COSMOLOGY, COSMIC STRUCTURES, AND WEAK GRAVITATIONAL LENSING

Gaussian fluctuations of a statistically homogeneous and isotropic random field \( \delta \) is described by the CDM-spectrum \( P(k) \),

\[
\langle \delta(k) \delta(k') \rangle = (2\pi)^3 \delta_D(k + k') P(k),
\]

where \( \sigma_8^2 \) is normalized to the variance of Gaussian fluctuations at the scale of 8 Mpc \( h^{-1} \),

\[
\sigma_8^2 = \int_0^\infty \frac{k^2 \mathrm{d}k}{2\pi^2} W^2(k8 \text{ Mpc} \, h^{-1}) P(k),
\]

with a Fourier-transformed spherical top-hat \( W(x) = 3j_1(x)/x \) as the filter function.

Small fluctuations, \( \delta^{(1)} \), in the distribution of dark matter grow, as long as they are in the linear regime \(-1 \ll \delta^{(1)} \ll +1\), according to the growth function \( D_\delta(a) \) (Linder & Jenkins 2003; Wang & Steinhardt 1998),

\[
\frac{d^2}{da^2} D_\delta(a) + \frac{2 - q(a)}{a} \frac{d}{da} D_\delta(a) - \frac{3}{2a^2} \Omega_m(a) D_\delta(a) = 0,
\]
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where the deceleration parameter is given in terms of the logarithmic derivative of the Hubble function, \(2 - q(a) = 3 + \frac{d \ln H}{d \ln a}\). In addition, adiabaticity implies \(\Omega_m(a)/\Omega_{m0} = H_0^2/a^2 / H^2(a)\). Within this approximation of linear structure growth, Gaussianity of the density field is conserved and inherited to observables that depend on the density field in a linear way.

Non-linear structure formation in the regime \(|\delta| \simeq 1\) causes the density field to acquire non-Gaussian statistical properties. In the lowest order of perturbation theory, there is a quadratic contribution \(\delta^{(2)}(k) \propto D_4(a)\) to the linear solution \(\delta^{(1)}(k)\), which can be shown to be (Bernardeau et al. 2002)

\[
\delta^{(2)}(k) = \int \frac{d^3k'}{(2\pi)^3} F_3(k', k - k') \delta^{(1)}(k') \delta^{(1)}(k - k'),
\]

(4)

here the kernel is given by

\[F_3(k, k') = \frac{10}{7} + \left( \frac{k}{k'} + \frac{k'}{k} \right) \mu + \frac{4}{7} \mu^2,
\]

(5)

with \(k = |k|, k' = |k'|\) and \(\mu = kk'/(kk')\). In this limit, the bispectrum \(B(k, k', k'')\) of the density field is given by

\[\langle \delta(k) \delta(k') \delta(k'') \rangle = (2\pi)^3 \delta_D(k + k' + k'') B(k, k', k''),
\]

(6)

where we abbreviated:

\[B(k, k', k'') = F_3(k, k') P(k) P(k') P(k'') + F_3(k', k') P(k) P(k'') P(k) + F_3(k'', k') P(k') P(k) P(k),
\]

(7)

such that the CDM-spectrum \(P(k)\) grows \(\propto D^2_4(a)\) and the bispectrum \(\propto D^4_4\).

Because the gravitational lensing convergence \(\kappa\) provides a linear mapping of the density field \(\delta\), \(\kappa\) inherits the non-Gaussian properties from \(\delta\) and becomes itself non-Gaussian. It should, however, be noted that the non-Gaussianities of the density field get partially wiped off, due to the broad lensing kernel and the summation of different modes of \(\delta\). As the effects that we are considering are strongest on large scales, a perturbative description of non-linear structure formation to second order should be sufficient: we will therefore restrict ourselves to angular scales \(\ell \lesssim 100\).

Weak gravitational lensing by the cosmic large-scale structure refers to the distortion of light bundles that reach us from distant galaxies (for reviews, see Bartelmann & Schneider 2001; Hoekstra & Jain 2008; Bartelmann 2010; Kilbinger 2015). As the effect can be computed without any assumptions apart from gravity, it is an excellent probe of the evolution large-scale structure with its dependence on the cosmological model (Refregier 2003; Munshi et al. 2008; Takada & Hu 2013). The weak lensing convergence \(\kappa\) provides a weighted line-of-sight average of the matter density \(\delta\) if the gravitational theory is Newtonian in the weak-field limit,

\[\kappa = \int_0^{\chi_H} d\chi W(\chi) \delta,\]

(8)

with the weak lensing efficiency \(W(\chi)\) as the weighting function,

\[W(\chi) = \frac{3 \Omega_m}{2 \chi_H a} G(\chi), \quad \text{with} \quad G(\chi) = \int_\chi^{\chi_H} \frac{dz}{d\chi'} n(z) \exp \left[ -\left( \frac{z}{z_0} \right)^{\beta} \right] \quad \text{with} \quad \frac{1}{n_0} = \frac{z_0}{\beta} \Gamma \left( \frac{3}{\beta} \right),
\]

(9)

\[n(z) = n_0 \left( \frac{z}{z_0} \right)^2 \exp \left[ -\left( \frac{z}{z_0} \right)^\beta \right]
\]

and is the expected distribution of lensed galaxies of the Euclid-mission with a parameter \(\beta = 3/2\). \(z_0\) has been chosen such that the median of the redshift distribution is 0.9. The Hubble function \(H(a) = \dot{a}/a\) for a Friedmann–Lemaître cosmology with matter density \(\Omega_m\) and dark energy density \(1 - \Omega_m\) is given by

\[\frac{H^2(a)}{H_0^2} = \frac{\Omega_m}{a^3} + \frac{1 - \Omega_m}{a^{3(1+w)}},
\]

(11)

and defines the comoving distance \(\chi\) as a function of scale factor \(a\) through

\[\chi = -c \int_1^a \frac{da}{a^2 H(a)},
\]

(12)

where the Hubble distance \(\chi_H = c/H_0\) sets the distance scale for cosmological distance measures. Although current weak lensing surveys are tomographic, we present our results without any subdivision of the galaxy sample in redshift. However, they generalize to tomographic and even to the three-dimensional case. Furthermore, we will use convergence statistics instead of shear, even though the latter is the main observable in weak lensing [independent techniques include magnification which can be measured as well using the distribution of galaxy magnitudes and sizes (Schmidt et al. 2012)]. Apart from the practical reason that it is much easier to deal with the scalar convergence \(\kappa\) instead of the tensorial shear \(\gamma = \gamma_+ + i \gamma_\times\), the statistics of the two are identical under the assumption of weak gravity and with the Born-approximation in place.
3 CONDITIONAL RANDOM FIELDS AND THEIR SPECTRA

3.1 Conditional correlation functions

We start by establishing a probability distribution \( p(\kappa(\theta), \kappa(\theta'), \delta) \) for the weak lensing signals \( \kappa(\theta) \) and \( \kappa(\theta') \) along two lines of sight \( \theta \) and \( \theta' \) and incorporate into this distribution a property that characterizes the observer’s location, i.e. we are seeking for the joint probability of the three random variables. Note that the random variables are of course correlated, since they all originate from the evolved density contrast random field, whose statistic is known perturbatively, especially on large scales this approximation is still well suited, since no shell-crossing occurs on these scales. For simplicity, we consider this property to be the value of the density field \( \delta \), but this can be in principle any property of the cosmic large-scale structure which is typical for a specific observer, for example the value of the peculiar velocity field. From this probability density, one can derive the expectation value of the two-point correlation \( \langle \kappa(\theta)\kappa(\theta')|\delta \rangle \) conditional on a chosen value of \( \delta \),

\[
\langle \kappa(\theta)\kappa(\theta')|\delta \rangle = \int d\kappa(\theta) \int d\kappa(\theta') \kappa(\theta)\kappa(\theta') p(\kappa(\theta), \kappa(\theta'), \delta).
\]

Analogously, the same procedure can be applied to yield a three-point correlation function \( \langle \kappa(\theta)\kappa(\theta')\kappa(\theta'')|\delta \rangle \) conditional on the observer’s position,

\[
\langle \kappa(\theta)\kappa(\theta')\kappa(\theta'')|\delta \rangle = \int d\kappa(\theta) \int d\kappa(\theta') \int d\kappa(\theta'') \kappa(\theta)\kappa(\theta')\kappa(\theta'') p(\kappa(\theta), \kappa(\theta'), \kappa(\theta''), \delta),
\]

from the probability distribution \( p(\kappa(\theta), \kappa(\theta')\kappa(\theta''), \delta) \). In either case, the idealized correlation functions \( \langle \kappa(\theta)\kappa(\theta') \rangle \) and \( \langle \kappa(\theta)\kappa(\theta')\kappa(\theta'') \rangle \) would be obtained by marginalization over the values of \( \delta \) under the assumption of vanishing correlations between \( \kappa(\theta) \) and \( \delta \):

\[
\langle \kappa(\theta)\kappa(\theta') \rangle = \int d\delta \langle \kappa(\theta)\kappa(\theta')|\delta \rangle = \int d\delta \int d\kappa(\theta) \int d\kappa(\theta') \kappa(\theta)\kappa(\theta') p(\kappa(\theta), \kappa(\theta')),
\]

and, using again

\[
\langle \kappa(\theta)\kappa(\theta')\kappa(\theta'') \rangle = \int d\delta \langle \kappa(\theta)\kappa(\theta')\kappa(\theta'')|\delta \rangle = \int d\delta \int d\kappa(\theta) \int d\kappa(\theta') \int d\kappa(\theta'') \kappa(\theta)\kappa(\theta')\kappa(\theta'') p(\kappa(\theta), \kappa(\theta'), \kappa(\theta'')), \]

due to the separation of the probability densities, \( p(\kappa(\theta), \kappa(\theta'), \delta) = p(\delta)p(\kappa(\theta), \kappa(\theta')) \) for the two-point correlation function and \( p(\kappa(\theta), \kappa(\theta'), \kappa(\theta''), \delta) = p(\delta)p(\kappa(\theta), \kappa(\theta'), \kappa(\theta'')) \) for the three-point correlation function and the normalization condition \( \int d\delta p(\delta) = 1 \). Thus, one will see the effects of the local density \( \delta \) at the observers position if the triangle defined by \( p(\kappa(\theta), \kappa(\theta'), \delta) \) is of equilateral shape, or if the distance from the observer to the lenses is small compared to the distance between the lenses on the sky. This is in fact only the case for shallow surveys, alternatively for the redshift bins at low redshift, or large angular scales. This generalizes to higher order configurations.

It should be noted that imposing the condition \( \delta \neq 0 \) on the random variable \( \delta \) changes already the expectation value of the field \( \kappa(\theta) \) from zero,

\[
\langle \kappa(\theta)|\delta \rangle = \int d\kappa(\theta) \kappa(\theta)p(\kappa(\theta), \delta),
\]

if \( \delta \) is in fact correlated with \( \kappa(\theta) \), \( \langle \kappa(\theta)|\delta \rangle \neq 0 \), even if \( \langle \delta \rangle \) and \( \langle \kappa(\theta) \rangle \) both vanish. This can be seen in Fig. 1, where we show the average convergence as a function of overdensity at the observer’s position. One clearly sees that observers in underdense regions overestimate the convergence and vice versa for overdense regions.
Analysing the structure of the calculation shows a general structure for correlations at arbitrary order: The measurement of a correlation function of order $n$ of a large-scale structure signal requires a joint, $n + 1$-variate distribution of the $n$ line-of-sight-integrated observables and the observer’s position. This $n + 1$-variate distribution can either be constructed only containing pairwise Gaussian, disconnected terms or using the full non-Gaussian structure, possibly truncated at a specified order.

3.2 Gaussian and non-Gaussian models for the probability distribution

The distribution $p(x_i)$ can be assembled from its cumulants, which are analytically computable from a model of structure formation, through the characteristic function $M(t_i)$, which is defined as the Fourier transform of $p(x_i)$,

$$M(t_j) = \int \prod_i dx_i \ p(x_i) \exp\left(-i x_i \delta_i t_j\right), \quad \text{and} \quad p(x_i) = \int \prod_j \frac{dt_j}{2\pi} \ M(t_j) \exp\left(+i x_i \delta_i t_j\right). \quad (18)$$

The expansion of $M(t_j)$ in terms of cumulants $K_i$ results in the polynomial

$$\ln \left( M(t_j) \right) = K_i t_i + \frac{1}{2!} K_{ij} t_i t_j + \frac{1}{3!} K_{ijk} t_i t_j t_k + \cdots, \quad (19)$$

such that the characteristic function $M(t_j)$ is obtained by exponentiation,

$$M(t_j) = \exp \left( K_i t_i + \frac{1}{2!} K_{ij} t_i t_j + \frac{1}{3!} K_{ijk} t_i t_j t_k + \cdots \right), \quad (20)$$

and finally $p(x_i)$ by inverse Fourier transform, where the normalization condition needs to be imposed in the general case,

$$\int \prod_i dx_i \ p(x_i) = 1. \quad (21)$$

Here, we have grouped the random variables $\kappa(\theta)$ for the different lines of sight and $\delta$ into a multivariate vector with components $x_i$. This implies that the first cumulants are given by $K_0 = \langle \delta \rangle = 0$ and $K_i = \langle \kappa(\theta) \rangle = 0$. Together with the second cumulants $K_{ij}$, which are assembled from the four possible correlations $\langle \kappa(\theta) \kappa(\theta') \rangle$, $\langle \delta^2 \rangle$ and the cross-cumulants $\langle \kappa(\theta) \delta \rangle$ and $\langle \kappa(\theta') \delta \rangle$, this defines the Gaussian model, where the cumulant expansion truncates after the quadratic term. Statistical isotropy requires the cross-cumulants $\langle \kappa(\theta) \delta \rangle$ and $\langle \kappa(\theta') \delta \rangle$ to be equal.

In addition, the mixed cumulants obey the Cauchy–Schwarz inequality as positivity conditions,

$$\langle \kappa(\theta) \delta \rangle^2 \leq \langle \delta^2 \rangle \langle \kappa(\theta')^2 \rangle \quad \text{and} \quad \langle \kappa(\theta) \kappa(\theta') \rangle^2 \leq \langle \kappa(\theta')^2 \rangle \langle \kappa(\theta)^2 \rangle. \quad (22)$$

Due to the definition of the fields $\kappa(\theta)$ and $\delta$, the first-order cumulants $K_i$ are zero. A non-Gaussian distribution, which we consider up to third order, would need to be supplied with the set of order three cumulants $K_{ijk}$. It is clear that vanishing cross-correlations between convergence $\kappa(\theta)$ and density $\delta$ will give rise to a separating probability distribution as a consequence of the fact that the cumulant expansion becomes the sum of two independent series.

Specifically, we construct in this way a Gaussian distribution $p(\kappa(\theta), \kappa(\theta'), \delta)$ for the lensing signal in two directions in parallel to the density field, and add to this distribution a non-Gaussian contribution $\langle \kappa(\theta) \kappa(\theta') \delta \rangle$ to the covariance. With these distributions, it is possible to compute conditional correlation functions $\langle \kappa(\theta) \kappa(\theta') | \delta \rangle$ with the assumptions of Gaussian and of non-Gaussian statistics. Furthermore, we set up a non-Gaussian model for the distribution $p(\kappa(\theta), \kappa(\theta'), \kappa(\theta''), \delta)$ for conditional three-point correlation functions $\langle \kappa(\theta) \kappa(\theta') \kappa(\theta'') | \delta \rangle$.

In order to keep the computations manageable, we will only supply a model of non-Gaussianities of the bispectrum, which we derive in tree-level Eulerian perturbation theory, and will assume that the kurtosis of the fields is dominated by the Gaussian contribution. This is again justified by the restriction to $\ell \leq 100$.

3.3 Cumulants of the convergence and density fields

3.3.1 Gaussian case

The cumulants $K_{ij}$ needed for the Gaussian model result from the variance of the density field $\delta$ with, if the weak lensing convergence $\kappa(\theta)$ is involved, its line-of-sight projection. It should be noted that we will not be in a position to employ the Limber-approximation (Limber 1964; Castro 2004; Simon 2007; Loverde & Afshordi 2008; Kitching et al. 2017) because modes propagating parallel to the line of sight will be responsible for correlations between the observer’s position and the weak lensing signal. Although our primary interest are weak lensing correlation functions and their possible dependence on the density field value of the observer’s location, our formalism generalizes straightforwardly to correlation functions of other observables or on other properties of the large-scale structure that might characterize an observer.

First, the correlation function $\langle \kappa(\theta) \kappa(\theta') \rangle$ of the weak lensing signal can be computed to be

$$\langle \kappa(\theta) \kappa(\theta') \rangle = \int d\chi \ W(\chi) \int d\chi' \ W(\chi') \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \langle \delta(k) \delta(k') \rangle \exp\left(i(kx + k'x')\right). \quad (23)$$
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This expression can be simplified by substituting the spectrum $P(k)$ from equation (1) and performing one trivial integration to obtain
\[
\langle \kappa(\theta) \kappa(\theta') \rangle = \int d\chi \, W(\chi) \int d\chi' \, W(\chi') \int \frac{d^3k}{(2\pi)^3} P(k) \exp \left( ik(x - x') \right),
\]
which yields after double substitution of the Rayleigh-expansion for $\exp(ikx)$ and $\exp(-ikx)$,
\[
\exp(ikx) = 4\pi \sum_l j_l(kx) \sum_m Y_lm(\hat{k}) Y^{*}_m(\hat{x}),
\]
usage of the orthonormality relation of the spherical harmonics,
\[
\int d\Omega \ Y_l m(\hat{k}) Y^{*}_m(\hat{x}) = \delta_{lm} \delta_{mm'},
\]
and of the addition theorem of spherical harmonics,
\[
\sum_m Y_l m(\hat{x}) Y^{*}_m(\hat{x}') = \frac{2\ell + 1}{4\pi} P_\ell(\cos \gamma),
\]
the final result
\[
\langle \kappa(\theta) \kappa(\theta') \rangle = \int d\chi \, W(\chi) \int d\chi' \, W(\chi') \sum_l (2\ell + 1) P_\ell(\cos \gamma) \int \frac{k^2dk}{2\pi^2} j_l(k\chi) j_l(k\chi') P(k).
\]
Here, we use the Legendre-polynomials $P_\ell(\cos \gamma)$ of order $\ell$, the angle $\gamma$ between the directions $\theta$ and $\theta'$, and the spherical Bessel functions $j_l(kx)$.

We repeat the calculation for the cross-variance $\langle \kappa(\theta')\delta \rangle$ between the lensing signal $\kappa(\theta')$ and the density $\delta$ at the observer’s location $y$
\[
\langle \kappa(\theta')\delta \rangle = \int d\chi \ W(\chi) \int d\chi' \ W(\chi') \sum_l (2\ell + 1) P_\ell(\cos \gamma) \int \frac{k^2dk}{2\pi^2} j_l(k\chi) j_l(0) \exp \left( ik\chi + k'y \right).
\]
Performing again a trivial integral, by using the orthogonality relation of the exponential function we obtain:
\[
\langle \kappa(\theta')\delta \rangle = \int d\chi' \ W(\chi') \sum_l (2\ell + 1) P_\ell(\cos \gamma) \int \frac{k^2dk}{2\pi^2} j_l(k\chi) j_l(0) \exp \left( ik\chi + k'y \right).
\]
with the observer positioned at $\chi = 0$ allowed by statistical homogeneity, and where the angular integrations in $k$-space have been carried out using statistical isotropy as before.

Lastly, the variance $\langle \delta^2 \rangle$ of the density field is straightforwardly computed to be
\[
\langle \delta^2 \rangle = \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \langle \delta(k)\delta(k') \rangle \exp \left( ikk' \right) = \int \frac{k^2dk}{2\pi^2} P(k),
\]
alby substitution of the spectrum $\langle \delta(k)\delta(k') \rangle = (2\pi)^3 \delta_{kl} \delta(k + k') P(k)$ and subsequent setting of $y$ to zero, as well as carrying out the angular integrations due to statistical isotropy. It is interesting to see how statistical homogeneity and isotropy of the density field reduce the dimensionality of the integrations, in fact $\langle \kappa(\theta)\kappa(\theta') \rangle$ can be computed from four instead of eight integrations, $\langle \kappa(\theta)\delta \rangle$ with two integrations and finally $\langle \delta^2 \rangle$ from a single integration. In principle, the above listed integrals, for the Gaussian as well as for the non-Gaussian case, would be equally well to deal with inhomogeneous random fields, although at higher computational complexity.

We point out that we cannot simplify the integrals further, as it would be commonly done in gravitational lensing: assuming that there are no correlations in the lensing deflection along the line of sight and assuming that there are no correlations of the lensing deflection occurring at different distances along two lines of sight would set the observer-dependence of the lensing signal to zero.

### 3.3.2 Non-Gaussian case

The non-Gaussian distribution requires at third order the cumulants $K_{ijk}$ in addition to $K_{ij}$. We begin with the three-point correlation function $\langle \kappa(\theta)\kappa(\theta')\kappa(\theta'') \rangle$ of the lensing signal,
\[
\langle \kappa(\theta)\kappa(\theta')\kappa(\theta'') \rangle = \int d\chi \ W(\chi) \int d\chi' \ W(\chi') \int d\chi'' \ W(\chi'') \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k''}{(2\pi)^3} \langle \delta(k)\delta(k')\delta(k'') \rangle \exp \left( ikx + k'x' + k''x'' \right),
\]
followed by the three-point correlation function $\langle \kappa(\theta')\kappa(\theta') \delta \rangle$ involving $\delta$ at the observer’s location,
\[
\langle \kappa(\theta')\kappa(\theta') \delta \rangle = \int d\chi \ W(\chi) \int d\chi' \ W(\chi') \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \langle \delta(k)\delta(k') \delta(k'') \rangle \exp \left( ikx + k'x' + k''y \right),
\]
as well as the mixed three-point correlation function $\langle \kappa(\theta)\delta^2 \rangle$,
\[
\langle \kappa(\theta)\delta^2 \rangle = \int d\chi \ W(\chi) \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k''}{(2\pi)^3} \langle \delta(k)\delta(k') \delta(k'') \rangle \exp \left( ikx + (k' + k'')y \right),
\]
and lastly, the skewness $\langle \delta^3 \rangle$ of the density field at the observer’s position which is given by

$$
\langle \delta^3 \rangle = \int \frac{dk}{(2\pi)^3} \int \frac{dk'}{(2\pi)^3} \int \frac{dk''}{(2\pi)^3} \langle \delta(k) \delta(k') \delta(k'') \rangle \exp \left( i(k + k' + k'') \right).
$$

Substitution of the bispectrum $\langle \delta(k) \delta(k') \delta(k'') \rangle = (2\pi)^3 \delta_D(k + k' + k'') B(k, k', k'')$ for the statistically homogeneous case, using the Dirac distribution for carrying out one of the integrations and setting $y = 0$ simplifies the expressions significantly:

$$
\langle \kappa(\theta) \kappa(\theta') \kappa(\theta'') \rangle = \frac{1}{(2\pi)^6} \int d\chi W(\chi) \int d\chi' W(\chi') \int d\chi'' W(\chi'') \int dk \int dk' B(k, k', -(k + k')) \exp \left( i(kx + k'x') \right),
$$

for the three-point correlation function $\langle \kappa(\theta) \kappa(\theta') \kappa(\theta'') \rangle$ of the lensing signal,

$$
\langle \kappa(\theta) \kappa(\theta') \delta \rangle = \frac{1}{(2\pi)^6} \int d\chi W(\chi) \int d\chi' W(\chi') \int d\chi'' W(\chi'') \int dk \int dk' B(k, k', -(k + k')) \exp \left( i(kx + k'x') \right),
$$

and

$$
\langle \kappa(\theta) \delta^2 \rangle = \frac{1}{(2\pi)^6} \int d\chi W(\chi) \int d\chi' W(\chi') \int dk \int dk' B(k, k', -(k + k')) \exp \left( i(kx) \right),
$$

for the mixed correlation functions $\langle \kappa(\theta) \kappa(\theta') \delta \rangle$ and $\langle \kappa(\theta) \delta^2 \rangle$, and

$$
\langle \delta^3 \rangle = \frac{1}{(2\pi)^6} \int dk \int dk' B(k, k', -(k + k')) = \frac{1}{2\pi} \int k^2 dk \int k' \int dk' B(k, k', -(k + k'))
$$

for the skewness $\langle \delta^3 \rangle$ of the density field. In the expression of all cumulants, application of homogeneity and isotropy as statistical symmetries greatly reduces the number of integrations, and the above relationships would generalize to higher order non-Gaussianities in a straightforward way.

Clearly, the magnitude of the observer dependence will first of all be caused by correlations of the type $\langle \kappa(\theta) \delta \rangle$, i.e. by correlations between the lensing large-scale structure where the lensing efficiency function $W(\chi)$ peaks and the density at the observer. This correlation should decrease with increasing source redshifts, and should be small in comparison to that of the weak lensing signal because it depends strongly on correlations at different positions along the line of sight. Supplying $\langle \kappa(\theta) \kappa(\theta') \delta \rangle$ as a non-Gaussian contribution should not change the result dramatically because the covariance of the distribution $p(\kappa(\theta), \kappa(\theta'))$, $\delta$ is dominated by the Gaussian variances: in this way, the conditional two-point correlation function $\langle \kappa(\theta) \kappa(\theta') | \delta \rangle$ would primarily result from correlations between three points and these would be non-existent in linear structure formation and would only be small on large scales.

We would argue that the situation is different for conditional three-point correlation functions $\langle \kappa(\theta) \kappa(\theta') \kappa(\theta'') | \delta \rangle$. It originates from the distribution $p(\kappa(\theta), \kappa(\theta'), \kappa(\theta''), \delta)$ whose covariance contains non-diagonal terms reflecting correlations between four points, which are non-zero even for linear and Gaussian statistics. In addition, the distribution of $\delta$ at the location of the observer is empirically described by a lognormal distribution in the non-Gaussian regime of structure formation, such that the average $\langle \delta \rangle = 0$ but the most likely $\delta$ would become negative, in a volume-averaged sense. And one would need to take biasing into account, because the formation galaxies from where observations would of course need to take place, are associated with high-density regions, in a biasing model beyond linear bias.

4 IMPLEMENTATION AND NUMERICAL RESULTS

In this paper, we explicitly implement the Gaussian case described in Section 3.3.1. For the non-Gaussian case, one would need to evaluate highly oscillatory over many dimensions (cf. Section 3.3.2). These integrals would be used as the coefficients for the cumulant-expansion which in turn needs to be transformed via fast Fourier transform methods to get the actual distribution function $p(\kappa(\theta), \kappa(\theta'), \delta)$. The situation exacerbates with increasing order of the correlation functions: since these integrals are not stable enough numerically we cannot expect to obtain a reliable estimate of the effect we are seeking for in the non-Gaussian case, but we will provide estimates and a discussion of the influence of non-Gaussian effects.

Throughout this section we will assume a survey with Euclid's redshift distribution (10) and a single tomographic redshift bin, i.e. we integrate over the whole source distribution. The technical challenges are integrals over Bessel-weighted functions, which is required by the fact that correlations between the fluctuations in the density field that are mapped out by gravitational lensing and the density field value at the observer’s location need to be represented and imposing the Limber-approximation, which neglects line-of-sight correlations of the signal, is not permissible. From a Gaussian model of the conditionalized correlation function, we are able to derive the effect of local structures onto the weak lensing signal.

4.1 Conditionalized correlation function

For the conditionalized two-point correlation functions, we assume the distribution $p(\kappa(\theta) \kappa(\theta'), \delta)$ in equation (13) to be a Gaussian distribution. On sufficiently large scales, we expect the influence of non-Gaussianities to be small compared to the Gaussian part. We thus
have
\[ p(\kappa(\theta)\kappa(\theta'), \delta) = \frac{1}{\sqrt{(2\pi)^d |\det C|}} \exp\left( -\frac{1}{2} X^T C^{-1} X \right). \]

where
\[ X^T = (\kappa(\theta)\kappa(\theta'), \delta) \]

and
\[ C = \begin{bmatrix} \langle \kappa\kappa \rangle & \langle \kappa'\kappa' \rangle & \langle \kappa\delta \rangle \\ \langle \kappa'\kappa' \rangle & \langle \kappa\kappa' \rangle & \langle \kappa'\delta \rangle \\ \langle \kappa\delta \rangle & \langle \kappa'\delta \rangle & \langle \delta\delta \rangle \end{bmatrix}. \]

As discussed before, the observer dependence is sourced by the correlations \( \langle \kappa\delta \rangle \) and \( \langle \kappa'\delta \rangle \). Furthermore, the dependence on the angle \( \gamma \equiv |\theta - \theta'| \) is dictated by the correlator \( \langle \kappa'\delta \rangle \) only.

As pointed out, the main challenge is to integrate the spherical Bessel functions as in equation (28). We tackle this by using the Levin-integration (Levin 1996, 1997) already implemented and tested in Zieser & Merkel (2016) and Spurio Mancini et al. (2018). Once set up for the specific problem, it can calculate integrals over rapidly oscillatory functions. Relevant for us are integrals of the type:
\[ I_\ell(\chi, \chi') = \int \frac{k^2 dk}{2\pi^2} j_\ell(k\chi) j_\ell(k\chi') P(k), \]

which occur in the projection of spectra without the assumption of Limber’s approximation. We see that the diagonal dominates the integral, especially for high \( \ell \), this feature shows exactly why Limber’s approximation is so powerful (Kitching et al. 2017). Fig. 2 shows the diagonal entries of the same integral on the left from \( \ell = 1 \) up to \( \ell = 2000 \). It can be clearly seen how the peak moves to higher \( \chi \) and turns into a plateau as \( \ell \) increases. Furthermore, the integral stays stable for very high \( \ell \) and \( \chi \).

More importantly, the right plot shows the integral multiplied with the weight function of the lens mapping in equation (8). This is effectively the quantity entering in equation (28) and it shows the importance of the lower \( \ell \)-modes compared to the higher ones when calculating the sum in equation (28). For the rest of this work, we will stop the sum at \( \ell = 2000 \). Note that this remains true even with the additional factor \( 2\ell + 1 \) since the weight function suppresses the contribution from large \( \chi \).

4.2 The effect of the local Universe

Before we continue, a short discussion about the expected differences between the Gaussian and non-Gaussian case is necessary. In the Gaussian case, all cumulants entering in equation (13), i.e. only two points will be correlated. The observer-dependence is driven by the cross-correlations \( \langle k'\delta \rangle \) and \( \langle k\delta \rangle \). However, both expressions (30) and (31) are similar to equation (28), except for the line-of-sight integration and the argument in the Bessel function, we do not expect any dependence on the angle \( \gamma \). That is, the correlation function (13) will of
Figure 3. Left: convergence angular power spectra for a single tomographic bin in the multipole range $\ell = 1$ to $\ell = 100$ for observers situated at overdense regions. Right: change of the convergence angular power spectrum with respect to the overdensity at the observer. In both plots, the overdensity is colour-coded. It should be noted that the same results would be obtained for negative $\delta$ since the situation is completely symmetric in the Gaussian case, see Fig. 4.

Figure 4. Change of the convergence angular power spectrum with respect to the overdensity at the observer as a function of the overdensity at a single multipole $\ell = 10$.

course depend on the angle $\gamma$; however, the correction due to a non-vanishing $\delta$ will be the same on all scales. It therefore suffices to evaluate equation (13) at an arbitrary angle and rescale the correlation function accordingly. This is expected to change when including non-Gaussian terms in the probability distribution, because the mode coupling function (5) will prefer certain configurations of wave vectors, which will couple the radial distance to the angle. However, these contributions additional non-Gaussian contributions will be small compared to the Gaussian ones, since on scales. For higher order statistics such as the bispectrum the situation can become differently on smaller scales, since the intrinsic contribution of the Gaussian part vanishes.

In the left-hand panel of Fig. 3, we show the weak lensing spectrum $C^{\ell\ell'}$ derived from the correlation function (13) for different values of $\delta$ at the observer’s position. The latter is represented by the fraction of the cosmic volume with this density or larger for a Gaussian random field. We restrict the multipole range to $\ell \leq 100$ for linear theory to be applicable. The plot is restricted to overdense regions, it should however be noted that the situation is completely symmetric in the Gaussian case, i.e. the same would hold for an observer in an underdense region with higher observed amplitudes for the spectrum. This can be clearly seen in Fig. 4, where we show the change of the power spectrum with the overdensity as a function of the overdensity itself. One can clearly see that observations from overdense regions being exposed to
less convergence induced by the LSS. Intuitively, this can be understood as a consequence of the normalization condition of the correlation function: \( \int d^3x \, C(r) = 0 \), which needs to be fulfilled along each line of sight. If the observer is placed in a region with high amplitudes and consequently large variance, the variance of the field being observed is going to be smaller.

The right-hand panel of the same figure shows how the convergence power spectrum changes as a function of the multipole order and via a colour bar also again as a function of the density at the observer’s position. It is important to note that the point \( \delta = 0 \), or unity in the colour bar is a maximum, this is clear from the fact that the situation is completely symmetric around \( \delta = 0 \), where the probability function peaks. Furthermore, we note that the derivative increases the farther we go away from \( \delta = 0 \). The general shape of the curve resembles the shape of the power spectrum in the right-hand panel.

As a simple illustration of the effects investigated so far, we collect all multipoles below \( \ell = 100 \), we then fit a single cosmological parameter with a model which does not contain the observer-dependent effects:

\[
\chi^2 = f_{\delta \kappa} \sum_{\ell} \frac{2\ell + 1}{2} \left[ \log \left( \frac{\det \hat{C}_\ell}{\det C_\ell} \right) + \text{tr} \hat{C}_\ell C_\ell^{-1} - 1 \right].
\]

Such that \( C_\ell \) is the usual convergence power spectrum and \( \hat{C}_\ell \) is the power spectrum including observer-dependent contributions at the fiducial cosmology. The resulting plots are shown in Fig. 5 for \( \Omega_m \) on the left and \( \sigma_8 \) on the right.

We see that a bias is induced on the two parameters with an observer at an overdense region to lower values of both \( \sigma_8 \) and \( \Omega_m \). The bias is clearly bigger for \( \sigma_8 \) since it solely determines the amplitude of the lensing spectrum without changing the expansion history of the Universe and thus the conversion from redshift space to comoving distance. It can therefore mimic exactly the influence of an overdense region at the observer. However, in both cases the induced bias lies well in the \( 1 \sigma \) region of the posterior. Furthermore, collecting more multipoles we would expect the effect of the local density to shrink. The reason being that for the power spectra conditionalized on \( \delta \) we need to evaluate a triangle configuration as described by the covariance in equation (42). Moving to smaller angular scales the correlation \( \langle \delta \kappa' \rangle \) will increasingly dominate the correlation \( \langle \delta \kappa' \rangle \) in a non-Gaussian model, which would be necessary in this case. Thus, the observed spectra will be uncorrelated with the observer’s densities at high multipoles, allowing for a separation of the joint probability \( p(\kappa, \kappa', \delta) = p(\kappa, \kappa')p(\delta) \) resulting into no effect on the spectra. Another influence will come when considering tomographic data. Here, the influence will be largest for tomographic bins at low redshifts, since the lensing efficiency function will peak at lower comoving distances, thus increasing the correlation \( \langle \kappa' \delta \rangle \). However, the results here can be seen as, to first order, an effect averaged over all tomographic bins. The magnitude of the biasing effect would decrease if more multipoles beyond \( \ell = 100 \) were included, and from this point of view we can deny that the much discussed low values for \( \Omega_m \) typical for lensing in comparison to the CMB are caused by this effect, besides the fact that \( \sigma_8 \) is biased as well, in contrast to this particular tension between lensing and CMB data, so that we consider these two issues as unrelated.

The results presented here can also be applied to other survey settings. As described before we expect larger effects for shallower surveys. Thus, for a survey like the Dark Energy Survey (DES; The Dark Energy Survey Collaboration 2005), we expect a larger influence of the local Universe. One finds that in this case the effect on the spectra is roughly 1.5 as big as the one presented here. However, one should keep in mind that even though the effect at a single multipole, DES has much less access to small multipoles, where the effect is more important, compared to Euclid. Thus, the total effect on the inference process is a trade-off between these two components.
Local Universe influence on surveys

Figure 6. Joint posterior distribution in the \((\Omega_m, \sigma_8)\)-plane. The survey settings are the same as for the one in Fig. 5. Here, the overdensity at the observer was chosen to be \(\delta = 0.4\). The fiducial cosmology is marked with a yellow cross.

Figure 7. All-sky map of the weak lensing convergence from second-order Lagrangian perturbation theory for a \(\Lambda\)CDM cosmology. The side length of the simulation cube is 1024 Mpc \(h^{-1}\) and the distance to the lensed galaxies is 512 Mpc \(h^{-1}\).

In general, any statistical observer-dependence of a cosmological observable would decrease with increasing survey volume. For our estimates, we have restricted ourselves to the Euclid survey and only considered low multipoles, but this restriction does not automatically imply Gaussianity. In fact, the fully evolved large-scale structure shows strong non-Gaussianities even at low multipoles, and we would argue that statistical correlations between the observables and the observer location will then become much more involved and possibly stronger.

4.3 Direct simulation of the local Universe influence

Depending on the density field at the observer’s location, typical changes to the weak lensing spectra are of the order of \(10^{-2}\), which is difficult to resolve in a numerical simulation. The number \(n\) of realizations that would be needed to see a difference \(\Delta C_\ell = \hat{C}_\ell - C_\ell\) of the spectrum \(C_\ell\) in the presence of cosmic variance given by \(\text{cov} = 2/(2\ell + 1)C_\ell^2\) for a full-sky observation can be estimated with the Chebyshev-inequality:

\[
\frac{(\Delta C_\ell)^2}{\text{cov}} = \frac{\text{var}(\Delta C_\ell)}{\text{cov}} = \frac{1}{n} \leq \frac{1}{4}
\]
the probability \( p \) that the difference between an estimate of the spectrum \( C^\text{est}_\ell \) and the true value \( C_\ell \) exceeds a value of \( \Delta C_\ell \) is bounded by the covariance,

\[
p \left( \left| C^\text{est}_\ell - C_\ell \right| \geq \left| \hat{C}_\ell - C_\ell \right| \right) \leq \frac{1}{n} \frac{\text{cov}}{(\hat{C}_\ell - C_\ell)^2}.
\]

(45)

Setting the probability to \( p = \text{erfc}(1/\sqrt{2}) \simeq 0.32 \) for a Gaussian 1\( \sigma \) confidence interval yields an estimate for the number of realizations,

\[
n \simeq \frac{1}{\text{erfc}(1/\sqrt{2})} \frac{2}{\ell + 1} \left( \frac{C_\ell}{\hat{C}_\ell - C_\ell} \right)^2,
\]

(46)

where we have substituted the standard expression for the covariance for estimates of an angular spectrum.

With typical changes \( \hat{C}_\ell - C_\ell \simeq 10^{-2} \) one would then need \( n = 3000, 1000, 300 \) realizations at \( \ell = 10, 30, 100 \), which are prohibitively large numbers. The number of realizations \( n \) needed would scale inversely with the sky fraction \( f_{\text{sky}} \). In a related project, we have computed realizations of the weak lensing sky by tracing photons through density fields (Carbone et al. 2009; Jain, Seljak & White 2000; Li et al. 2011; Killeder et al. 2012; Becker 2013; Antolini et al. 2014) while being evolved by means of second-order Lagrangian perturbation theory, and we show one of these simulations in Fig. 7, where a clear signature of the local Universe can be seen. The simulation was run in a cube with a side length of 1024 Mpc\( h^{-1} \), and photon trajectories converging on the observer at the centre of the cube were computed starting from a spherical surface with the radius of 512 Mpc\( h^{-1} \) while the simulation was running in order to conserve the light-cone condition \( ds^2 = c^2 dt^2 - d\chi^2 = 0 \) between comoving distance \( \chi \) and conformal time \( \eta \), where the Born-approximation discards distortions of the past light-cone (Borzyszkowski, Bertacca & Porciani 2017).

5 SUMMARY

The subject of this paper is the observer-dependence of cosmological observations, in particular the weak lensing signal. Clearly, there will be deviations between a realistic observer and an idealized FLRW observer in their state of motion, and the structures that a realistic observer can see are necessarily correlated with the structure in which she or he is residing. We test how the position of the observer within the cosmic environment affects the results of the analysis of the weak lensing signal. Our main result is that there is a slight dependence of the weak lensing spectra and the resulting constraints on cosmological parameters on the observer’s position parametrized with the density contrast \( \delta \).

The central point of our analytical argumentation is a multivariate distribution which incorporates the joint distribution of the weak lensing signal \( \kappa(\theta) \) in different directions \( \theta \) and the local density \( \delta \). To this purpose, we construct a Gaussian distribution incorporating correlations \( \langle \kappa(\theta) \delta \rangle \) in its covariance matrix and extend this model for the distribution function to include non-Gaussian structures at the level of three-point correlation functions, which we source from non-linear structure formation with Euler-perturbation theory at lowest order. By constructing distribution \( p(\kappa(\theta), \kappa(\theta'), \delta) \), we calculate two-point correlation functions through the second moments with a condition imposed on \( \delta \).

We find that the typical change of the weak lensing power spectra due to observer’s \( \delta \) is of order of a few percent, as presented in Fig. 3. Such a change in a power spectra results in a per-cent-level bias in the inferred cosmological parameters. The bias in the cosmological parameters \( \Omega_m \) and \( \sigma_8 \) results in these parameters being underestimated, cf. Fig. 5. This is a very interesting result which could explain the discrepancy between the measurements of the parameters \( \Omega_m \) and \( \sigma_8 \) inferred from weak lensing and the CMB constraints, cf. Fig. 6 of this paper and fig. 10 of Abbott et al. (2018). More studies are required in order to confirm whether the observer-dependence could be the solution to the tension between the weak lensing and CMB constraints, but the difference in direction in parameter space makes this explanation unlikely.

Future extension of this work will include numerical simulations of large-scale structure formation. These will be the constrained simulations with the subsequent reconstruction of weak lensing light-cones, conditional on the location of the observer, cf. Fig. 7. This will allow us to investigate the observer-dependence of other cosmological probes and the sensitivities of alternative statistical measures. These results will be important when analysing the future surveys such as the Euclid, where the per-cent-level precision is required.
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