A SCALABLE SECOND ORDER METHOD FOR ILL-CONDITIONED MATRIX COMPLETION FROM FEW SAMPLES
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ABSTRACT. We propose an iterative algorithm for low-rank matrix completion that can be interpreted as an iteratively reweighted least squares (IRLS) algorithm, a saddle-escaping smoothing Newton method or a variable metric proximal gradient method applied to a non-convex rank surrogate. It combines the favorable data-efficiency of previous IRLS approaches with an improved scalability by several orders of magnitude. We establish the first local convergence guarantee from a minimal number of samples for that class of algorithms, showing that the method attains a local quadratic convergence rate. Furthermore, we show that the linear systems to be solved are well-conditioned even for very ill-conditioned ground truth matrices. We provide extensive experiments, indicating that unlike many state-of-the-art approaches, our method is able to complete very ill-conditioned matrices with a condition number of up to $10^{10}$ from few samples, while being competitive in its scalability.

1. INTRODUCTION

In different areas of machine learning and signal processing, low-rank models have turned out to be a powerful tool for the acquisition, storage and computation of information. In many of these applications, an important sub-problem is to infer the low-rank model from partial or incomplete data [DR16, CLC19].

This problem is called low-rank matrix completion: Given a matrix $X^0 \in \mathbb{R}^{d_1 \times d_2}$ of rank-$r$ and an index set $\Omega \subset [d_1] \times [d_2]$, the task is to reconstruct $X^0$ just from the knowledge of $\Omega$ and $P_\Omega(X^0)$, where $P_\Omega : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^m$ is the subsampling operator that maps a matrix to the set of entries indexed by $\Omega$. It is well-known that this can be reformulated [RFP10] as the NP-hard rank minimization problem

$$\min_{X \in \mathbb{R}^{d_1 \times d_2}} \text{rank}(X) \quad \text{subject to} \quad P_\Omega(X) = P_\Omega(X^0).$$

From an optimization point of view, (1) is particularly difficult to handle due to two properties: its non-convexity and its non-smoothness. A widely studied approach in the literature replaces the rank($X$) by the (convex) nuclear norm $\|X\|_* = \sum_{i=1}^d \sigma_i(X)$ [FHB03], which is the tightest convex envelope of the rank, as an objective. For this approach, a mature theory has been developed that includes performance guarantees for a near-optimal sample complexity [CT10, Che15] and robustness to noise [CP10, CCF19].

However, from a practical point of view, using such a convex relaxation to find a low-rank completion is computationally very demanding, as even first-order solvers have an per-iteration arithmetic complexity that is at least cubic in the dimensions of $X^0$ [CLC19]. Thus, convex relaxations are of little use in large-scale applications of the model such as in recommender systems [KBV09], where even storing the dense matrix $X^0 \in \mathbb{R}^{d_1 \times d_2}$ is prohibitive. Another
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important, but less well-known issue is that a convex relaxation is typically not as data efficient as certain other algorithms [TW13, BNZ21], i.e., nuclear norm minimization typically necessitates a larger amount of samples \( m \) than other methods, measured by the quotient \( \rho := m / (d_1 + d_2 - r) \) (oversampling ratio) between \( m \) and the number of degrees of freedom of \( X^0 \), to identify \( X^0 \) correctly [ALMT14].

To overcome these drawbacks, a variety of alternative approaches have been proposed and studied. Among the most popular ones are “non-convex” algorithms based on matrix factorization [BM03] with objective

\[
J(U, V) := \| P_\Omega(UV^*) - P_\Omega(X^0) \|_F^2 + \frac{\lambda}{2} \left( \| U \|_F^2 + \| V \|_F^2 \right)
\]

for \( \lambda \geq 0 \), which use (projected) gradient descent on the two factor matrices [SL16, ZL16, MWCC20], or related methods. These methods are much more scalable than those optimizing a convex rank surrogate, while also allowing for a theoretical analysis, see [CLC19] for a recent survey. Furthermore, among the most data-efficient methods for low-rank completion are those that minimize a smooth objective over the Riemannian manifold of fixed rank matrices [Van13, WCC12, BA15, BNZ21]. These approaches are likewise scalable and often able to reconstruct the low-rank matrix from fewer samples \( m \) than a convex formulation, but strong performance guarantees have remained elusive so far.

In many instances of our problem, such as in the discretization of PDE-based inverse problems with Fredholm equations [CCBB15] or in spectral estimation problems modeled by structured low-rank matrices, it is an additional difficulty that the matrix of interest \( X^0 \) is severely ill-conditioned, i.e., \( \kappa = \sigma_1(X^0) / \sigma_r(X^0) \) might be very large (up to \( \kappa = 10^{15} \) in spectral estimation [FL12]).

**Our contribution.** In this paper, we propose and analyze the algorithm **Matrix Iteratively Reweighted Least Squares** (MatrixIRLS) that is designed to find low-rank completions that are potentially very ill-conditioned, allowing for a scalable implementation. It is based on the minimization of quadratic models of a sequence of continuously differentiable, non-convex “relaxations” of the rank function \( \text{rank}(X) \). We note that, while being severely non-convex, our method is fundamentally different from a typical non-convex approach with an objective such as (2).

Let \( D = \max(d_1, d_2) \) and \( d = \min(d_1, d_2) \). From a theoretical angle, we establish that if the \( m \) sampled entries are distributed uniformly at random and if \( m = \Omega(\mu_0 r D \log(D)) \), with high probability, **MatrixIRLS exhibits local convergence to \( X^0 \) with a local quadratic convergence rate**, where \( \mu_0 \) is an incoherence factor. This sample complexity does not depend on the condition number \( \kappa \), is optimal under the sampling model and improves, to the best of our knowledge, on the state-of-the-art of any algorithmic sample complexity result for low-rank matrix completion—albeit, with the caveat that unlike many other results, our guarantee is inherently local.

Furthermore, we show that the algorithm can be implemented in a per-iteration cost that is sub-quadratic in \( D \), without the need of storing dense \( (d_1 \times d_2) \) matrices. We show that under the random sampling model, the linear systems to be solved in the main computational step of **MatrixIRLS** are well-conditioned even close to the ground truth, unlike the systems of comparable IRLS algorithms in the literature [DDFG10, FRW11, MF12, KS18].

The data-efficiency and scalability of our method compared to several state-of-the-art methods is finally explored in numerical experiments involving simulated data.
2. MatrixIRLS for log-det rank surrogate

The starting point of the derivation of our method is the observation that minimizing a non-convex surrogate objective $F$ with more regularity than rank$(X)$ can lead to effective methods for solving (1) that may combine some of the aforementioned properties, e.g., if $F$ is chosen as a log-determinant [Faz02, CESV13], Schatten-$p$ quasi-norm (with $0 < p < 1$) [GVRH20] or a smoothed clipped absolute deviation (SCAD) of the singular values [MSW20]. In particular, it has been observed in several works [Faz02, CESV13] that optimizing the smoothed log-det objective $\sum_{i=1}^{d} \log(\sigma_i(X + \epsilon I))$ for some $\epsilon > 0$ can lead to less biased solutions than a nuclear norm minimizer—very generally, it can be shown that a minimizer of non-convex spectral functions such as the smoothed log-det objective coincides as least as often with the rank minimizer as the convex nuclear norm minimizer [Fou18]. Relevant algorithmic approaches to minimize non-convex rank surrogates include iterative thresholding methods [MSW20], iteratively reweighted least squares [FRW11, MF12, KS18] and iteratively reweighted nuclear norm [LTYL15] algorithms.

However, finding the global minimizer of a non-convex and non-smooth rank surrogate can be very challenging, as the existence of sub-optimal local minima and saddle points might deter the success of many local optimization approaches. Furthermore, applications such as in recommender systems [KBV09] require solving very high-dimensional problem instances so that it is impossible to store full matrices, let alone to calculate many singular values of these matrices, ruling out the applicability of many of the existing methods for non-convex surrogates. A major shortcoming is, finally, also that the available convergence theory for such algorithms is still very immature—a convergence theory quantifying the sample complexity or convergence rates is, to the best of our knowledge, not available for any method of this class.

To derive our method, let now $\epsilon > 0$ and $F_{\epsilon} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}$ be the smoothed log-det objective defined as $F_{\epsilon}(X) := \sum_{i=1}^{d} f_{\epsilon}(\sigma_i(X))$ with $d = \min(d_1, d_2)$ and

$$f_{\epsilon}(\sigma) = \begin{cases} \log |\sigma|, & \text{if } \sigma \geq \epsilon, \\ \log(\epsilon) + \frac{1}{2} \left( \frac{\sigma^2}{\epsilon^2} - 1 \right), & \text{if } \sigma < \epsilon. \end{cases}$$

It can be shown that that $F_{\epsilon}$ is continuously differentiable with $\epsilon^{-2}$-Lipschitz gradient

$$\nabla F_{\epsilon_k}(X) = U \text{ dg} \left( \frac{\sigma_i(X)}{\max(\sigma_i(X), \epsilon_k)} \right)_{i=1}^{d} V^*,$$

where $X$ has a singular value decomposition $X = U \text{ dg} (\sigma(X)) V^* = U \text{ dg} (\sigma) V^*$. It is clear that the optimization landscape of $F_{\epsilon}$ crucially depends on the smoothing parameter $\epsilon$. Instead of minimizing $F_{\epsilon_k}$ directly, our method minimizes, for $k \in \mathbb{N}$, $\epsilon_k > 0$ and $X^{(k)}$ a quadratic model

$$Q_{\epsilon_k}(X|X^{(k)}) = F_{\epsilon_k}(X^{(k)}) + \langle \nabla F_{\epsilon_k}(X^{(k)}), X - X^{(k)} \rangle + \frac{1}{2} \langle X - X^{(k)}, W^{(k)}(X - X^{(k)}) \rangle$$

under the data constraint $P_\Omega(X) = P_\Omega(X^0)$, where $W^{(k)}$ is the following operator, describing the precise shape of the quadratic model.

**Definition 2.1 (Optimal weight operator).** Let $\epsilon_k > 0$ and $X^{(k)} \in \mathbb{R}^{d_1 \times d_2}$ be a matrix with singular value decomposition $X^{(k)} = U_k \text{ dg}(\sigma^{(k)}) V_k^*$, i.e., $U_k \in \mathbb{R}^{d_1 \times d_1}$ and $V_k \in \mathbb{R}^{d_2 \times d_2}$ are orthonormal matrices. Then we call the linear operator $W^{(k)} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}$ the optimal weight operator of
Algorithm 1 MatrixIRLS for low-rank matrix completion

Input: Set Ω, observations \( y \in \mathbb{R}^m \), rank estimate \( \tilde{r} \).
Initialize \( k = 0 \), \( \epsilon^{(0)} = \infty \) and \( W^{(0)} = \text{Id} \).
for \( k = 1 \) to \( K \) do
  Solve weighted least squares: Use a conjugate gradient method to solve
  \[
  X^{(k)} = \arg \min_{X : P_\Omega(X) = y} \langle X, W^{(k-1)}(X) \rangle.
  \]
  Update smoothing: Compute \( \tilde{r} + 1 \)-th singular value of \( X^{(k)} \) to update
  \[
  \epsilon_k = \min \left( \epsilon_{k-1}, \sigma_{\tilde{r}+1}(X^{(k)}) \right).
  \]
  Update weight operator: For \( r_k := |\{ i \in [d] : \sigma_i(X^{(k)}) > \epsilon_k \}| \), compute the first \( r_k \) singular values \( \sigma_i^{(k)} := \sigma_i(X^{(k)}) \) and matrices \( U^{(k)} \in \mathbb{R}^{d_1 \times r_k} \) and \( V^{(k)} \in \mathbb{R}^{d_2 \times r_k} \) with leading \( r_k \) left/right singular vectors of \( X^{(k)} \) to update \( W^{(k)} \) defined in Equation (4).
end for
Output: \( X^{(K)} \).

the \( \epsilon_k \)-smoothed log-det objective \( F_{\epsilon_k} \) of (3) at \( X^{(k)} \) if for \( Z \in \mathbb{R}^{d_1 \times d_2} \),
\[
W^{(k)}(Z) = U_k \left[ H_k \circ (U_k^* Z V_k) \right] V_k^*,
\]
where \( H_k \in \mathbb{R}^{d_1 \times d_2} \) is a matrix with positive entries such that \( (H_k)_{ij} := \left( \max(\sigma_i^{(k)}, \epsilon_k) \max(\sigma_j^{(k)}, \epsilon_k) \right)^{-1} \)
and \( H_k \circ (U_k^* Z V_k) \) denotes the entrywise product of \( H_k \) and \( U_k^* Z V_k \).

The weight operator \( W^{(k)} \) is a positive, self-adjoint operator with strictly positive eigenvalues that coincide with the entries of the matrix \( H_k \in \mathbb{R}^{d_1 \times d_2} \), and it is easy to verify that \( W^{(k)}(X^{(k)}) = \nabla F_{\epsilon_k}(X^{(k)}) \). Based on this, it follows that the minimization of the quadratic model \( Q_{\epsilon_k}(X^{(k)}) \) boils down to a minimization of a quadratic form weighted by \( W^{(k)} \). This enables us to design the iterative method \textit{Matrix Iteratively Reweighted Least Squares (MatrixIRLS)}, which we describe in Algorithm 1.

Apart from the weighted least squares step (5), which minimizes the quadratic model \( Q_{\epsilon_k-1}(\cdot |X^{(k-1)}) \) of \( F_{\epsilon_{k-1}} \) for fixed \( \epsilon_{k-1} \), an indispensable ingredient of our scheme is the update of the smoothing parameter \( \epsilon_k \), which is performed in the spirit of smoothing methods for non-smooth objectives [Che12]. In particular, the update rule (6), which is similar to the update rule of [KS18], makes sure that if the rank estimate \( \tilde{r} \) is chosen such that \( \tilde{r} \geq r \), the smoothing parameter \( \epsilon_k \) converges to 0 as the iterates approach a rank-\( r \) solution.

We note that \textit{Iteratively Reweighted Least Squares (IRLS)} methods with certain similarities to Algorithm 1 had been proposed [FRW11, MF12, KS18] for the minimization of Schatten-\( p \) quasi-norms for \( 0 < p \leq 1 \). Comparing the gradients of smoothed Schatten-\( p \) quasi-norms and of (3), minimizing a smoothed log-det objective can be considered as a limit case for \( p \to 0 \). Most importantly, however, our algorithm has two distinct, conceptual differences compared to these methods: Firstly, the weight operator of Definition 2.1 is able capture the second-order information of \( F_{\epsilon_k} \), allowing for an interpretation of MatrixIRLS as a saddle-escaping smoothing Newton method, cf. Section 4.2, unlike the methods of [FRW11, MF12, KS18] due to the different structure of their weight operators. Secondly, the interplay of \( F_{\epsilon_k} \) and the weight operator \( W^{(k)} \) in Algorithm 1 is designed to allow for efficient numerical implementations, cf. Section 3.
Finally, we note that it is non-trivial to show that the quadratic model $Q_{\epsilon_k}(\cdot|X^{(k)})$ induced by $W^{(k)}$ from Definition 2.1 is actually a majorant of $F_{\epsilon_k}(\cdot)$ such that $F_{\epsilon_k}(X) \leq Q_{\epsilon_k}(X|X^{(k)})$ for all $X \in \mathbb{R}^{d_1 \times d_2}$. We defer a proof of this and a proof of the “optimality” of the majorant to an upcoming paper.

3. Computational Complexity

A crucial property of Algorithm 1 is that due to the structure of the weight operator (4) and the smoothing update rule (6), in fact, the weighted least squares step (5) can be computed by solving a positive definite linear system of size $(r_k(d_1 + d_2 - r_k)) \times (r_k(d_1 + d_2 - r_k))$, where $r_k$ is the number of singular values of $X^{(k)}$ that are larger than $\epsilon_k$, which is typically equal or very close to $\tilde{r}$ (cf. Appendix A). Conceptually, this corresponds to a linear system in the tangent space $T_k$ of the rank-$r_k$ matrix manifold at the best rank-$r_k$ approximation of $X^{(k)}$.

We note that in our implementation, it is never necessary to compute more than $r_k$ singular vector pairs and singular values of $X^{(k)}$, and $X^{(k)}$ can be represented as a sum of a sparse matrix and a matrix in $T_k$, cf. Theorem 3.1. Thus, when using an iterative solver such as conjugate gradients to solve the linear system, we obtain an implementation of MatrixIRLS with a time and space complexity of the same order as for state-of-the-art first-order algorithms based on matrix factorization (i.e., of Burer-Monteiro type) [CC18]. We refer to the supplementary materials (Appendix A) for details and a proof.

**Theorem 3.1.** Let $X^{(k)} \in \mathbb{R}^{d_1 \times d_2}$ be the $k$-th iterate of MatrixIRLS for an observation vector $y \in \mathbb{R}^m$ and $\tilde{r} = r$. Assume that $\sigma^{(k)}_r \leq \epsilon_k$ for all $i > r$ and $\sigma^{(k)}_r > \epsilon_k$. Then an implicit representation of the new iterate $X^{(k+1)} \in \mathbb{R}^{d_1 \times d_2}$ can be calculated in a time complexity of

$$O \left((mr + r^2D) \cdot N_{CG, inner}\right),$$

where $N_{CG, inner}$ is the number of inner iterations used in the conjugate gradient method and $D = \max(d_1, d_2)$. More precisely, $X^{(k+1)}$ can be represented as

$$X^{(k+1)} = P^*_\Omega(r_{k+1}) + \mathbf{U}^{(k)}M_1^{(k+1)*} + M_2^{(k+1)}V^{(k)*},$$

where $r_{k+1} \in \mathbb{R}^m$, $M_1^{(k+1)} \in \mathbb{R}^{d_2 \times r}$ and $M_2^{(k+1)} \in \mathbb{R}^{d_1 \times r}$, i.e., with a space complexity of $O(m + rD)$.

Theorem 3.1 illustrates the computational advantage of MatrixIRLS compared to previous iteratively reweighted least squares algorithms for low-rank matrix recovery problems [FRW11, MF12, KS18], which all require the storage and updates of full $(d_1 \times d_2)$-matrices and the calculation of singular value decompositions of these.

According to Theorem 3.1, since $P^*_\Omega(r_{k+1}) \in \mathbb{R}^{d_1 \times d_2}$ is $m$-sparse, $X^{(k+1)}$ can be seen a sum of a sparse and two rank-$r$ matrices. Intuitively, this representation is possible as the weight operator $W^{(k)}$ of Definition 2.1 can be written as “identity + diagonal on $T_k$”, and due to the Sherman-Morrison-Woodbury formula applied to the inverse in $X^{(k+1)} = (W^{(k)})^{-1}P^*_\Omega(P_\Omega(W^{(k)})^{-1}P^*_\Omega)^{-1}(y)$, which is an explicit representation of the solution of (5).

As a result, fast matrix-vector multiplications can be used in methods such as Lanczos bidiagonalization or randomized Block Krylov [MM15] to compute $r_{k+1}$ singular values and vectors of $X^{(k+1)}$ in step 3 of Algorithm 1.
4. Theoretical Analysis

This section sheds light on several theoretical aspects of Algorithm 1.

4.1. Local Convergence with Superlinear Rate & Conditioning of System Matrix. In order to obtain a theoretical understanding of the generic behavior of MatrixIRLS, we consider the canonical uniform random sampling model [CR09, Rec11, Che15] where the sampling set \( \Omega = (i_\ell, j_\ell)_{\ell=1}^m \subset [d_1] \times [d_2] \) consists of \( m \) double indices that are drawn uniformly at random without replacement. Not each rank-\( r \) matrix \( X^0 \in \mathbb{R}^{d_1 \times d_2} \) is expected to be identifiable from a small number of samples \( m \) under this sampling model. We quantify the alignment of a matrix with the standard basis of \( \mathbb{R}^{d_1 \times d_2} \) by the following notion of incoherence, which is slightly weaker than related conditions of [Rec11, Che15].

**Definition 4.1.** We say that a rank-\( r \) matrix \( X \in \mathbb{R}^{d_1 \times d_2} \) with singular value decomposition \( X = U \operatorname{diag}(\sigma)V^* \), \( U \in \mathbb{R}^{d_1 \times r} \), \( V \in \mathbb{R}^{d_2 \times r} \), is \( \mu_0 \)-incoherent if there exists a constant \( \mu_0 \geq 1 \) such that

\[
\max_{1 \leq i \leq d_1, 1 \leq j \leq d_2} \|P_T(e_i e_j^*)\|_F \leq \sqrt{\frac{\mu_0 r d_1 + d_2}{d_1 d_2}},
\]

where \( T = T_X = \{UM^* + \tilde{M}V^* : M \in \mathbb{R}^{d_2 \times r}, \tilde{M} \in \mathbb{R}^{d_1 \times r} \} \) is the tangent space onto the rank-\( r \) matrix manifold at \( X \) and \( P_T \) is the projection operator onto \( T \).

With the notation that \( \|X\|_{S_\infty} = \sigma_1(X) \) denotes the spectral norm or Schatten-\( \infty \) norm of a matrix \( X \), we obtain the following local convergence result.

**Theorem 4.1** (Local convergence of MatrixIRLS with Quadratic Rate). Let \( X^0 \in \mathbb{R}^{d_1 \times d_2} \) be a matrix of rank \( r \) that is \( \mu_0 \)-incoherent, and let \( P_\Omega : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^m \) be the subsampling operator corresponding to an index set \( \Omega = (i_\ell, j_\ell)_{\ell=1}^m \subset [d_1] \times [d_2] \) that is drawn uniformly without replacement. If the sample complexity fulfills \( m \geq \mu_0 r (d_1 + d_2) \log(d_1 + d_2) \), then with high probability, the following holds: If the output matrix \( X^{(k)} \in \mathbb{R}^{d_1 \times d_2} \) of the \( k \)-th iteration of MatrixIRLS with inputs \( P_\Omega \), \( y = P_\Omega(X^0) \) and \( r = r \) updates the smoothing parameter in (6) such that \( \epsilon_k = \sigma_1(X^{(k)}) \) and fulfills

\[
\|X^{(k)} - X^0\|_{S_\infty} \leq \min\left( \sqrt{\frac{\mu_0 r}{d}} \frac{\mu_0}{d \log(D) \kappa}, \frac{\mu_0}{d \log(D) \kappa} \right) \sigma_r(X^0),
\]

where \( \kappa = \sigma_1(X^0)/\sigma_r(X^0) \), then the local convergence rate is quadratic in the sense that \( \|X^{(k+1)} - X^0\|_{S_\infty} \leq \min(\mu \|X^{(k)} - X^0\|_{S_\infty}^2, \|X^{(k)} - X^0\|_{S_\infty}) \) with \( \mu \leq \frac{d \log(D)}{\mu_0 \sigma_r(X^0) \kappa} \), and furthermore \( X^{(k+\ell)} \to X^0 \) if additionally \( \|X^{(k)} - X^0\|_{S_\infty} \leq \min\left( \sqrt{\frac{\mu_0 r}{d}}, \frac{\mu_0}{d \log(D) \kappa} \right) \sigma_r(X^0) \).

While a comparable local convergence result had been obtained for an IRLS algorithm for (non-convex) Schatten-\( p \) minimization [KS18], that result is not applicable for matrix completion, as the proof relied on a null space property [RXH11] of the measurement operator, which is not fulfilled by \( P_\Omega \) since there are always rank-ones matrices in the null space of the entry-wise operator \( P_\Omega \).

Unlike the theory of other algorithms, the sample complexity assumption of Theorem 4.1 is optimal as it matches a well-known lower bound for this sampling model [CT10] that is necessary for unique identifiability. Among the weakest sufficient conditions for existing algorithms are \( m \geq \mu_0 r (d_1 + d_2) \log^2(d_1 + d_2) \) for nuclear norm minimization [Che15], \( m \geq \mu_0 k^{14} r^2 (d_1 + d_2) \log^2(d_1 + d_2) \) for gradient descent [CLL20] on a variant of (2) and \( m \geq \mu_0 k^{22} r^2 (d_1 + d_2) \log^2(d_1 + d_2) \) for gradient descent [CLL21] on a variant of (2) and \( m \geq \mu_0 k^{22} r^2 (d_1 + d_2) \log^2(d_1 + d_2) \) for gradient descent [CLL21].
κ^6(d_1 + d_2)r^2 \log(d_1 + d_2) \text{ required random samples for the Riemannian gradient descent}

algorithm of [WCCL20]. On the other hand, in contrast to other results, Theorem 4.1 only

quantifies local convergence.

The following theorem implies that iterative solvers are indeed able to efficiently solve the

linear system underlying (5) up to high accuracy in few iterations. It suggests that N_{CG,inner} of

Theorem 3.1 can be chosen as an absolute constant.

**Theorem 4.2 (Well-conditioning of system matrices of MatrixIRLS).** In the setup and sampling

model of Theorem 3.1, if m ≥ μ_0r(d_1 + d_2)log(d_1 + d_2), the following holds with high probability:

If ε_k = σ_{k+1}(X^{(k)}) < σ_{r}(X^{(k)}) and if \|X^{(k)} - X^0\|_\infty \leq \min \left( \sqrt{\frac{μ_{0r}}{d_1}}, \frac{1}{4} \right) σ_{r}(X^0), the spectrum λ(A_k)

of the linear system matrix A_k ∈ \mathbb{R}^{r(d_1 + d_2 - r)\times r(d_1 + d_2 - r)} of the weighted least squares step (5) of MatrixIRLS satisfies λ(A_k) ⊂ \mathbb{R} \setminus \left[ \frac{6}{10}, \frac{24}{19} \right], and thus, the condition number of A_k fulfills κ(A_k) ≤ 4.

Theorem 4.2 shows that MatrixIRLS is able to overcome a common problem of many IRLS

algorithms for related problems: Unlike the methods of [DDFG10, FPRW16, MF12, FRW11, KS18],

does not suffer from ill-conditioned linear systems close to a low-rank (or sparse) solution.

4.2. **MatrixIRLS as variable metric forward-backward method.** From a theoretical point of

view, the local quadratic convergence rate is an inherently local property that does not explain

the numerically observed global convergence behavior (see Section 5), which is remarkable due
to the non-convexity of the objective function.

A possible avenue to explain this is to interpret MatrixIRLS as a saddle-escaping smoothing Newton method. Smoothing Newton methods minimize a non-smooth and possibly non-convex function F by using derivatives of certain smoothings of F [CQS98, Che12]. Interpreting the optimization problem

\min_{X : Ω^c(X) = F_{k'}}(X) as an unconstrained optimization problem over the null space of P_Ω, we can write

\[ X^{(k+1)} = X^{(k)} - P_Ω^* \left( P_Ω W^{(k)} p_Ω^* \right)^{-1} P_Ω W^{(k)} (X^{(k)}) \]

= X^{(k)} - P_Ω^* \left( P_Ω \nabla^2 F_{k'}(X^{(k)}) p_Ω^* \right)^{-1} P_Ω \nabla F_{k'}(X^{(k)}),

if Ω = [d_1] \times [d_2] \setminus Ω corresponds to the unobserved indices, where \nabla^2 F_{k'}(X^{(k)}) : \mathbb{R}^{d_1 \times d_2} → \mathbb{R}^{d_1 \times d_2} is a modified Hessian of F_{k'} at X^{(k)} that replaces negative eigenvalues of the Hessian \nabla^2 F_{k'}(X^{(k)}) by positive ones and slightly increases small eigenvalues. We refer to the supplementary material for more details. In [PMR19], it has been proved that for a fixed smooth function F_{k'}, similar modified Newton-type steps are able to escape the first-order saddle points at a rate that is independent of the problem’s condition number.

4.3. **MatrixIRLS as variable metric forward-backward method.** Another instructive angle to
understand our method comes from the framework of variable metric forward-backward methods
[BGLS95, CPR14, FGP15].

A forward-backward method can be seen as a combination of a gradient descent method
and a proximal point algorithm [CP11] that can be used to minimize the sum of a non-smooth function and a function with Lipschitz continuous gradients. In particular, if \text{F} is a proper, lower semi-continuous function, \text{G} is differentiable with Lipschitz gradient \nabla \text{G} and (α_k)_k a sequence of step sizes, the iterations of the forward-backward algorithm [ABS13] are such that \text{X}^{(k+1)} ∈ \prox_{α_k F}(\text{X}^{(k)} - α_k \nabla \text{G}(\text{X}^{(k)})), where \prox_{α_k F}(·) is the proximity operator of α_k \text{F}. Typically, in such an algorithm, \text{F} would be chosen as the structure-promoting objective (such as
the smoothed log-det objective $F_\epsilon$ above) and $G$ as a data-fit term such as $G(X) = \|P_\Omega(X) - y\|_2^2 / \lambda$, leading to thresholding-type algorithms. Algorithm 1, however, fits into this framework if we choose, for $\epsilon_k > 0$, the non-smooth part $F$ as the indicator function $F := X_{P_\Omega}^{-1} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}$ of the constraint set $P_\Omega^{-1}(y) := \{ X \in \mathbb{R}^{d_1 \times d_2} : P_\Omega(X) = y \}$ and the smooth part $G$ such that $G := F_{\epsilon_k} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}$ as in (3), while offsetting the distortion induced by the non-Euclidean nature of the level sets of $F_{\epsilon_k}$ via an appropriate choice of a variable metric $d_{A_k}(X, Z)$ at each iteration due to the smoothing parameter update (6). On the other hand, the results of [FGP/one.Alt.oldstyle/five.oldstyle] already imply the finite sequence length of (X(k)) of $F_{\epsilon_k}$, if we choose the metric induced by the weight operator $A_k$ such that $A_k := W^{(k)}$ and unit step sizes $\alpha_k = 1$, we obtain

$$X^{(k+1)} = \text{prox}_{\alpha_k F} \left( X^{(k)} - \alpha_k A_k^{-1} (\nabla G(X^{(k)})) \right),$$

where $\text{prox}_{\alpha_k F}(X) := \arg \min_{Z \in \mathbb{R}^{d_1 \times d_2}} F(Z) + \frac{1}{2} d_{A_k}(X, Z)^2$ is the proximity operator of $F$ scaled in the metric $d_{A_k}$ at $X$ [CPR14]. Specifically, if we choose the metric induced by the weight operator of (4) such that $A_k := W^{(k)}$ and unit step sizes $\alpha_k = 1$, we obtain

$$\text{prox}_{\alpha_k F} \left( X^{(k)} - \alpha_k A_k^{-1} (\nabla G(X^{(k)})) \right) = \text{prox}_{\alpha_k F} \left( X^{(k)} - W_k^{-1} (\nabla F_{\epsilon_k}(X^{(k)})) \right) = \text{prox}_{\alpha_k F} \left( X^{(k)} - W_k^{-1} W_k(X^{(k)}) \right) = \text{prox}_{\alpha_k F} \left( 0 \right) = \arg \min_{X \in \mathbb{R}^{d_1 \times d_2}} \frac{1}{2} d_{A_k}(X, 0)^2 = \arg \min_{X \in \mathbb{R}^{d_1 \times d_2}} \langle X, W^{(k)}(X) \rangle,$n

where we used that $W_k(X^{(k)}) = \nabla F_{\epsilon_k}(X^{(k)})$ in the third line. This shows that this update rule for $X^{(k+1)}$ coincides with (5).

Thus, MatrixIRLS can be considered as a forward-backward method with a variable metric induced by the weight operator $W^{(k)}$, using a unit step size $\alpha_k = 1$ for each $k$. One advantage of our method is therefore also that unlike many methods in this family, there is no step size to be tuned. A crucial difference, which makes existing theory (as, e.g., [FGP15]) for splitting methods not directly applicable for a convergence analysis of MatrixIRLS, is that the smooth function $G = F_{\epsilon_k}$ is changing at each iteration due to the smoothing parameter update (6). On the other hand, the results of [FGP15] already imply the finite sequence length of (X(k)) in the case that the smoothing parameter $\epsilon_k$ stagnates for $k \geq k_0$, using a Kurdyka-Łojasiewicz property [BDL07] of $F_{\epsilon_k} + \chi_{P_\Omega^{-1}(y)}$. We leave a detailed discussion of this for future work.

Finally, we note that previous IRLS methods [FRW11, MF12, KS18] would also fit in the presented splitting framework, however, without fully capturing the underlying geometry as their weight operator has no strong connection to the Hessian $\nabla^2 F_{\epsilon_k}(X^{(k)})$ of $F_{\epsilon_k}$, as explained in the supplementary material.

5. Numerical Experiments

We explore the performance of MatrixIRLS for the completion of synthetic low-rank matrices in terms of statistical and computational efficiency in comparison to state-of-the-art algorithms in the literature. We base our choice on the desire to obtain a representative picture of state-of-the-art algorithms for matrix completion, including in particular those that are scalable to problems with dimensionality in the thousands or more, those that come with the best theoretical guarantees, and those that claim to perform particularly well to complete ill-conditioned matrices. All the methods are provided with the true rank $r$ of $X^0$ as an input parameter. If possible, we use the MATLAB implementation provided by the authors of the respective papers.
The algorithms being tested against MatrixIRLS can be grouped into three main categories: the non-convex matrix factorization ones which includes LMaFit [WYZ12], ScaledASD [TW16] and ScaledGD [TMC20], the Riemannian optimization on the manifold of fixed rank matrices ones which includes LRGeomCG [Van13], RTRMC [BA15] and R3MC [MS14], one alternating projection method on the manifold of fixed rank matrices, NIHT [TW13] (see [WCCL20] for a connection between NIHT and Riemannian methods), and the recent R2RILS [BNZ21] which can be seen as a factorization based method but also contains ideas from the Riemannian optimization family of algorithms. In the supplementary material we provide a description of each algorithm as well as the parameters used in the numerical section.

As for the numerical experiments, it is important to note that we are interested to find low-rank completions from a sampling set $\Omega$ of sample size $|\Omega| =: m = \lceil \rho r (d_1 + d_2 - r) \rceil$, where $\rho$ is an oversampling ratio since $r (d_1 + d_2 - r)$ is just the number of degrees of freedom of an $(d_1 \times d_2)$-dimensional rank-$r$ matrix. For a given $\Omega$, the solution of (1) might not coincide with $X^0$, or the solution might not be unique, even if the sample set $\Omega$ is chosen uniformly at random. In particular, this will be the case if $\Omega$ is such that there is a row or a column with fewer than $r$ revealed entries, which a necessary condition for uniqueness of the (1) [PABN16]. To mitigate this problem that is rather related to the structure of the sampling set than to the performance of a certain algorithm, we, in fact, adapt the sampling model of uniform sampling without replacement. For a given factor $\rho \geq 1$, we sample a set $\Omega \subset [d_1] \times [d_2]$ of size $m = \lceil \rho r (d_1 + d_2 - r) \rceil$ indices randomly without replacement. Then we check whether the condition such that each row and each column in $\Omega$ has at least $r$ observed entries, and resample $\Omega$ if this condition is not fulfilled. This procedure is repeated up to a maximum of 1000 resamplings.

We consider the following setup: we sample a pair of random matrices $U \in \mathbb{R}^{d_1 \times r}$ and $V \in \mathbb{R}^{d_2 \times r}$ with $r$ orthonormal columns, and define the diagonal matrix $\Sigma \in \mathbb{R}^{r \times r}$ such that $\Sigma_{ii} = \kappa \exp(-\log(\kappa)\frac{1-\epsilon}{\epsilon})$ for $i \in [r]$. With this definition, we define a ground truth matrix $X^0 = U \Sigma V^*$ of rank $r$ that has exponentially decaying singular values between $\kappa$ and 1.

5.1. Data-efficient recovery of ill-conditioned matrices. First, we run MatrixIRLS and the algorithms R2RILS, RTRMC, LRGeomCG, LMaFit, ScaledASD, ScaledGD, NIHT and R3MC to complete $X^0$ from $P_\Omega(X^0)$ where $\Omega$ corresponds to different oversampling factors $\rho$ between 1 and 4, and where the condition number of $X^0$ is $\kappa = \sigma_1(X^0)/\sigma_r(X^0) = 10$. In Figure 1, we report the median Frobenius errors $\|X^{(K)} - X^0\|_F/\|X^0\|_F$ of the respective algorithmic outputs $X^{(K)}$ across 100 independent realizations.

We see that MatrixIRLS and R2RILS are the only algorithms that are able to complete $X^0$ already for $\rho = 1.5$. In our experiment, R3MC completes $X^0$ in a majority of instances starting from $\rho = 2.0$, whereas the other algorithms, except from NIHT, are able to reconstruct the matrix most of the times if $\rho$ is at least between 2.4 and 3.0. This confirms the findings of [BNZ21] which show that even for quite well-conditioned matrices, fewer samples are required if second-order methods such as R2RILS or MatrixIRLS are used.

We repeat this experiment for ill-conditioned matrices $X^0$ with $\kappa = 10^5$. In Figure 2, we see that current state-of-the-art methods are not able to achieve exact recovery of $X^0$. This is in particular true as given the exponential decay of the singular values, in order to recover the subspace corresponding to the smallest singular value of $X^0$, a relative Frobenius error of $10^{-5}$ or even several orders of magnitude smaller needs to be achieved. We observe that MatrixIRLS is the only method that is able to complete $X^0$ for any of the considered oversampling factors.
Oversampling factor $\rho$

Figure 1. Performance of matrix completion algorithms for $1000 \times 1000$ matrices of rank $r = 5$ with condition number $\kappa = 10$, given $m = \lfloor pr(d_1 + d_2 - r) \rfloor$ random samples. Median of Frobenius errors $\|X^{(K)} - X^0\|_F/\|X^0\|_F$ of 100 independent realizations.

Figure 2. Performance of matrix completion algorithms as in Figure 1, but with $\kappa = 10^5$. Median of 50 realizations.

5.2. Running time for ill-conditioned problems. In Figure 3, for an oversampling ratio of $\rho = 4$, we illustrate the completion of one single extremely ill-conditioned $1000 \times 1000$ matrix with rank $= 10$ and $\kappa = 10^{10}$ and exponentially interpolated singular values as described above. We again can see that only second-order methods such as R2RILS or MatrixIRLS are able to achieve a relative Frobenius error $\approx 10^{-5}$ or smaller. MatrixIRLS goes beyond that and attains a relative Frobenius error of the order of the machine precision and, remarkably, exactly recover all the singular values up to 15 digits. This also shows that the conjugated gradient and the randomized block Krylov method used at the inner core of our implementation can be extremely precise when properly adjusted. R2RILS is also able to obtain relatively low Frobenius error but unlike our method, it is not able to retrieve all the singular values with high accuracy. Other
methods were observed to lead to a meaningful error decrease for the ill-conditioned matrix of interest. In Figure 4, we compare the execution time of R2RILS and MatrixIRLS for a range of ground truth matrices with increasing dimension, for an oversampling ratio of $\rho = 2.5$, whose singular values are linearly interpolated between $\kappa$ and 1. We observe that the larger the dimensions are, the larger is the discrepancy in the running time of the two algorithms. Other algorithms are not considered in this experiment because they typically do not reach a relative error below $10^{-4}$ for $\kappa \gg 10^2$.

**Figure 3.** Completion task for a highly ill-conditioned $1000 \times 1000$ matrix of rank $r = 10$ with $\kappa = 10^{10}$ ($\rho = 4$).

**Figure 4.** Execution time of R2RILS and MatrixIRLS for completion of rank $r \in \{5, 10\}$ matrices of size $m \times (m + 100)$ and condition number $\kappa = 10^2$, averaged across 50 independent realizations.

### 5.3. MatrixIRLS vs. rank-adaptive strategies.

In Section 5.1, all methods were provided with the correct rank $r$ of the ground truth, which was used to determine the size of the matrix factors or the rank of the fixed rank manifold. Even in this case, we illustrated numerically that most of the methods are not able to recover highly ill-conditioned matrices. To handle such ill-conditioned completion problems, [MS14, UV15, TTW14] proposed rank-adaptive variants of the methods R3MC and LRGeomCG. These variants, which we call LRGeomCG Pursuit$^1$ [UV15, TTW14] and

---

$^1$The MATLAB code containing the rank update was provided by B. Vandereycken in a private communication.
R3MC w/ Rank Update [MS14], respectively, combine fixed-rank optimization with outer iterations that increase \( r \) from 1 to a target rank \( r \), while warm starting each outer iteration with the output of the previous iteration. To compare the data efficiency of \( \text{MatrixIRLS} \) with one of these three algorithms, we repeat the experiments of Section 5.1 for these methods and report the median Frobenius errors for the completion of 1000 \( \times \) 1000 matrices of rank \( r = 5 \) with condition numbers \( \kappa = 10 \) and \( \kappa = 10^5 \), respectively, with those of \( \text{MatrixIRLS} \) in Figures 5 and 6.

In Figure 5, we observe that in the presence of a relatively small condition number of \( \kappa = 10 \), \( \text{MatrixIRLS} \) is more data efficient than the two rank-adaptive methods as their phase transition occurs for a larger oversampling factor (\( \rho = 1.8 \) vs. \( \rho = 1.5 \)).

On the other hand, it can be seen in Figure 6 that the rank-adaptive strategies LRGeomCG Pursuit and R3MC w/ Rank Update shine when completing matrices with large condition number such as \( \kappa = 10^5 \), as their phase transition occurs at around \( \rho = 1.8 \) and \( \rho = 1.7 \), where it occurs at \( \rho = 1.9 \) for \( \text{MatrixIRLS} \). This shows that for large condition number, rank adaptive strategies can outperform the data efficiency of \( \text{MatrixIRLS} \), and in both experiments, the phase transitions are considerably better than for their fixed rank versions LRGeomCG and R3MC, cf. Figures 1 and Figure 2.

In all experiments so far, we have considered low-rank matrices with \( r \) singular values that exponentially decrease from \( \kappa \) to 1, as described in the beginning of this section. This might be a setting that is particularly suitable for rank-adaptive strategies that increase the rank parameter \( r \) one-by-one, as the singular subspaces are all one-dimensional and well-separated. For this reason, in a last experiment, we change this setup and consider ground truth matrices \( X^0 \) that have a plateau in the set of singular values, potentially presenting a larger challenge for completion methods due to a higher dimensional subspace spanned by a set of multiple singular vectors. In particular, we consider the completion of a 1000 \( \times \) 1000 matrix \( X^0 \) with 10 singular values equal to \( 10^{10} \cdot \exp(-10 \cdot \log(10) \cdot 14/29) \), and with 10 singular values linearly interpolated on a logarithmic scale between this value and \( 10^{10} \) and, and another 10 between this value and 1 (see also Appendix ?? for an illustration). For a random instance of such a matrix, we report the relative Frobenius error vs. execution time for the methods \( \text{MatrixIRLS} \) against the rank-adaptive variants of LRGeomCG and R3MC, here denoted by LRGeomCG Pursuit and R3MC w/ Rank Update in Figure 7, from random samples with a small oversampling factor of \( \rho = 1.5 \).
Figure 6. Completion of 1000 × 1000 matrices of rank \( r = 5 \) with condition number \( \kappa = 10^5 \), experiment as in Figure 2.

Figure 7. Comparison of matrix completion algorithms for 1000×1000 matrices of rank \( r = 30 \) with condition number \( \kappa = 10^{10} \) and 10 equal singular values, oversampling factor of \( \rho = 1.5 \).

We observe that the fixed-rank variants LRGeomCG and R3MC are not able to complete the matrix, which is in line with the experiment of Section 5.2. R3MC w/ Rank Update exhibits a quick error decrease to a range around \( 6 \cdot 10^{-5} \), after which it just decreases very slowly for around 110 seconds, before converging to \( X^0 \) up to an error of around \( 10^{-12} \) within another 70 seconds. The stagnation phase presumably corresponds to the learning of the 10-dimensional singular space of \( X^0 \) in the central part of its spectrum. LRGeomCG Pursuit, on the other hand, reaches an error of around \( 10^{-12} \) already after 5 seconds, albeit without monotonicity with a fluctuation phase between errors of \( 10^{-8} \) and \( 10^{-12} \) from seconds 3 to 5. For MatrixIRLS, we use a tolerance parameter for the relative residual in the conjugate gradient method of \( \text{tol}_{\text{inner}} = 10^{-3} \) and a maximal number of 3 iterations for the randomized Block Krylov method (cf. E for the default parameters), and observe that the method successfully converges to \( X^0 \) slightly
slower with a convergence within 13 seconds, but, remarkably, unlike LRGeomCG Pursuit, with a monotonous error decrease.  

6. Conclusion and Outlook

We formulated MatrixIRLS, a second order method that is able to efficiently complete large, highly ill-conditioned matrices from few samples, a problem for which most state-of-the-art methods fail. It improves on previous approaches for the optimization of non-convex rank objectives by applying a suitable smoothing strategy combined with saddle-escaping Newton-type steps.

As one goal of our investigation has been also to provide an efficient implementation, we focused on the matrix completion problem, leaving the extension of the ideas to other low-rank matrix estimation problems to future work including the case of inexact data or measurement errors. Furthermore, while we establish a local convergence guarantee for the algorithm, a precise analysis of its global convergence behavior might be of interest.

Software

An implementation of MatrixIRLS including scripts to reproduce the presented experiments can be found at https://github.com/ckuemmerle/MatrixIRLS.
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Appendix: Supplementary Material for A Scalable Second Order Method for Ill-Conditioned Matrix Completion from Few Samples

This supplementary material is divided into three parts: In Appendix A, we provide details for an efficient implementation of MatrixIRLS and furthermore, show Theorem 3.1. Then, we show in Appendix B and in Appendix C the theoretical results of Section 4. In Appendix D, we provide some details about the interpretation of MatrixIRLS as a saddle-escaping smoothing Newton method, cf. Section 4.2. Finally, we present a detailed description of the algorithmic parameters of the experiments of Section 5 in Appendix E, as well as a remark on an experiment of Section 5.3.

Appendix A. Computational Aspects of MatrixIRLS

We first introduce some notation that is suitable to describe an efficient implementation of Algorithm 1. Whenever we write \( \|X\|_{S_p} \), we refer to the Schatten-\( p \)-norm or spectral norm \( \|X\|_{S_p} = \sigma_1(X) \) of a matrix \( X \in \mathbb{R}^{d_1 \times d_2} \). For \( d_1, d_2 \in \mathbb{N} \), \( d = \min(d_1, d_2) \) and a vector \( \sigma \in \mathbb{R}^d \), we denote the \( (d_1 \times d_2) \)-matrix with the entries of \( \sigma \) on its diagonal (an 0 otherwise) as \( \text{dg}(\sigma) \in \mathbb{R}^{d_1 \times d_2} \), i.e., \( \text{dg}(\sigma)_{ij} = \sigma_i \delta_{ij} \) for all \( i \in [d_1] \) and \( j \in [d_2] \). If \( X^{(k)} \in \mathbb{R}^{d_1 \times d_2} \) is a matrix with singular values

\(^2\)For the default choice of algorithmic parameters as described in Appendix E, we obtain a qualitatively similar behavior for MatrixIRLS, but with a small runtime multiple due to the higher required precision at each iteration.
\[ \sigma_i^{(k)} := \sigma_i(X^{(k)}) \] for \( \epsilon_k > 0 \), let \( r_k := \| \{ i \in [d] : \sigma_i(X^{(k)}) > \epsilon_k \} \| = \| \{ i \in [d] : \sigma_i^{(k)} > \epsilon_k \} \|. \) Then we write a singular value decomposition of \( X^{(k)} \) such that

\[ \sigma \]

\[ X^{(k)} = U_k \text{diag}(\sigma^{(k)}) V_k^* = \begin{bmatrix} U^{(k)} & U_\perp^{(k)} \end{bmatrix} \begin{bmatrix} \Sigma^{(k)} & 0 \\ 0 & \Sigma_k^{(k)} \end{bmatrix} \begin{bmatrix} V^{(k)*} \\ V_\perp^{(k)*} \end{bmatrix}, \]

where \( U_k \in \mathbb{R}^{d_1 \times d_1} \) and \( V_k \in \mathbb{R}^{d_2 \times d_2} \), and corresponding submatrices \( U^{(k)} \in \mathbb{R}^{d_1 \times r_k} \), \( U_\perp^{(k)} \in \mathbb{R}^{d_1 \times (d_1 - r_k)} \), \( V^{(k)} \in \mathbb{R}^{d_2 \times r_k} \), \( V_\perp^{(k)} \in \mathbb{R}^{d_2 \times (d_2 - r_k)} \), \( \Sigma^{(k)} := \text{diag}(\sigma_1^{(k)}, \ldots, \sigma_{r_k}^{(k)}) \) and \( \Sigma_k^{(k)} := \text{diag}(\sigma_{r_k+1}^{(k)}, \ldots, \sigma_d^{(k)}) \). Furthermore, we denote by \( \mathcal{T}_r(X^{(k)}) \) the best rank-\( r_k \) approximation of \( X^{(k)} \), i.e.,

\[ \mathcal{T}_r(X^{(k)}) := \arg \min_{Z: \text{rank}(Z) \leq r_k} \| Z - X^{(k)} \| = U^{(k)} \Sigma^{(k)} V^{(k)*}, \]

where \( \| \cdot \| \) can be any unitarily invariant norm, due to the Eckardt-Young-Mirsky theorem [Mir60]. Let \( \mathcal{M}_r := \{ X \in \mathbb{R}^{d_1 \times d_2} : \text{rank}(X) = r \} \) the manifold of rank-\( r \) matrices. Given these definitions, let

\[ T_k := T_{\mathcal{T}_r(X^{(k)})} \mathcal{M}_r := \left\{ \begin{bmatrix} U^{(k)} U_\perp^{(k)} \\ \mathbb{R}^{r_k \times r_k} \mathbb{R}^{r_k \times (d_1 - r_k)} \end{bmatrix} : \mathbb{R}^{(d_2 - r_k)} \begin{bmatrix} \Sigma^{(k)} & 0 \\ 0 & \Sigma_k^{(k)} \end{bmatrix} \begin{bmatrix} V^{(k)*} \\ V_\perp^{(k)*} \end{bmatrix} \right\} \]

be tangent space of the rank-\( r_k \) matrix manifold at \( \mathcal{T}_r(X^{(k)}) \), see also [Van13] and Chapter 7.5 of [Bouzo]. While it is often more advantageous to computationally represent elements of \( T_k \) as in the last representation, it becomes clear from the first equality that \( T_k \) is an \( r_k(d_1 + d_2 - r_k) = r^2_k + r_k(d_1 - r_k) + r_k(d_2 - r_k) \)-dimensional subspace of \( \mathbb{R}^{d_1 \times d_2} \). If \( \{ B_i \}_{i=1}^{r_k} \) is the standard orthonormal basis of the subspace \( T_k \) and \( S_k := \mathbb{R}^{r_k \times (d_1 + d_2 - r_k)} \), let \( P_{T_k} : S_k \to T_k \) be the parametrization operator such that for \( y \in S_k \),

\[ P_{T_k}(y) := \sum_{i=1}^{r_k} y_i B_i = U^{(k)} \Gamma_1 V^{(k)*} + U^{(k)} \Gamma_2 \left( I - V^{(k)} V^{(k)*} \right) + \left( I - U^{(k)} U^{(k)*} \right) \Gamma_3 V^{(k)*}, \]

where \( \Gamma_1 \in \mathbb{R}^{r_k \times r_k} \), \( \Gamma_2 \in \mathbb{R}^{r_k \times d_2} \), \( \Gamma_3 \in \mathbb{R}^{d_1 \times r_k} \) and \( \text{rank}(\Gamma_1) = \text{rank}(\Gamma_2) = \text{rank}(\Gamma_3) = 0 \). The representation \( y \in S_k \) of an element of \( T_k \) is called an intrinsic representation [HAG17], while this is not a trivial observation, we note that it is possible to calculate the matrices \( \Gamma_1, \Gamma_2 \) and \( \Gamma_3 \) of \( P_{T_k}(y) \) from just from the knowledge of \( y \), \( U^{(k)} \in \mathbb{R}^{d_1 \times r_k} \) and \( V^{(k)} \in \mathbb{R}^{d_2 \times r_k} \) in just \( 8(d_1 + d_2)^2 \) flops, see Algorithm 7 of [HAG17]. Furthermore, we denote by \( P_{T_k}^* \) the adjoint operator of \( P_{T_k} : S_k \to \mathbb{R}^{d_1 \times d_2} \), and this operator \( P_{T_k}^* : \mathbb{R}^{d_1 \times d_2} \to S_k \) maps a matrix \( X \in \mathbb{R}^{d_1 \times d_2} \) first to \( \{ \Gamma_1, \Gamma_2, \Gamma_3 \} := \{ U^{(k)*} X V^{(k)}, U^{(k)*} (X - V^{(k)} V^{(k)*}) \} \) and then via Algorithm 6 of [HAG17] to \( y = P_{T_k}^*(X) \in S_k \). The computational complexity of this operator is \( O(r \| X \|_0 + Dr^2) \).

Together with \( P_{T_k} \) and \( P_{T_k}^* \), the definition of the following diagonal operator \( D_s : S_k \to S_k \) allows us to reformulate and simplify the optimal weight operator \( W^{(k)} : X \in S_k \to W^{(k)} X \in S_k \).
$\mathbb{R}^{d_1 \times d_2}$ of Definition 2.1 as follows. Recalling that $H_k \in \mathbb{R}^{d_1 \times d_2}$ is such that $(H_k)_{ij} := \left( \max(\sigma_i^{(k)}, \epsilon_k) \max(\sigma_j^{(k)}, \epsilon_k) \right)^{-1}$ for all $i$ and $j$, we write for each $Z \in \mathbb{R}^{d_1 \times d_2}$

$$W^{(k)}(Z) = H_k \left( \sum_{i} u_i^{(k)} \right) V_k^* \times \left( \sum_{j} u_j^{(k)} \right) V_k^*$$

$$= \left[ \begin{array}{c} U^{(k)} \ U_{\perp}^{(k)} \end{array} \right] \left( \sum_{i} u_i^{(k)} \right) \left( \sum_{j} u_j^{(k)} \right) V_k^*$$

$$= \left[ \begin{array}{c} U^{(k)} \ U_{\perp}^{(k)} \end{array} \right] \left( \sum_{i} u_i^{(k)} \right) \left( \sum_{j} u_j^{(k)} \right) V_k^*$$

which the matrices $H_1^{(k)} \in \mathbb{R}^{r_1 \times r_k}$, $H_1^{(k)} \in \mathbb{R}^{r_1 \times (d_2 - r_k)}$ and $H_2^{(k)} \in \mathbb{R}^{(d_1 - r_k) \times r_k}$ are defined such that

$$(H_1^{(k)})_{ij} = \left( \sigma_i^{(k)} \sigma_j^{(k)} \right)^{-1} \text{ for all } i, j \in [r_k].$$

$$H_2^{(k)} = \left( \begin{array}{c} u_i^{(k)} \ U_{\perp}^{(k)} \end{array} \right) \left( \begin{array}{c} u_j^{(k)} \ U_{\perp}^{(k)} \end{array} \right) V_k^*$$

A.1. Implementation of MatrixIRLS. The definitions above now enable us to implement the weighted least squares step of (5) efficiently.

**Algorithm 2** Practical implementation of weighted least squares step of MatrixIRLS

**Input:** Set $\Omega$, observations $y \in \mathbb{R}^m$, left and right singular vectors $U^{(k)} \in \mathbb{R}^{d_1 \times r_k}$, $V^{(k)} \in \mathbb{R}^{d_2 \times r_k}$ and singular values $\sigma_1^{(k)}, \ldots, \sigma_{r_k}^{(k)}$, smoothing parameter $\epsilon_k$, projection $y^{(0)}_k = P_{T_k}^* P_{T_k} y^{(0)}$ of solution $y^{(k-1)} \in S_k$ of system eq. (14) for previous iteration $k - 1$.

1. Compute $h_0^k := P_{T_k}^* P_{T_k} y^{(0)} - \left( \epsilon_k^2 \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right)^{-1} + P_{T_k}^* P_{T_k} \right) y^{(0)} \in S_k$.

2. Solve

$$\left( \epsilon_k^2 \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right)^{-1} + P_{T_k}^* P_{T_k} \right) \Delta y_k = h_0^k$$

for $\Delta y_k \in S_k$ by the conjugate gradient method [HS52, Meu06].

3. Compute $y_k = y^{(0)} + \Delta y_k$.

4. Compute residual $r_{k+1} := y - P_{T_k} y_k \in \mathbb{R}^m$.

**Output:** $r_{k+1} \in \mathbb{R}^m$ and $y_k \in S_k$. 
In the following lemma, we show that Algorithm 2 indeed computes the solution of the weighted least squares step (5) of Algorithm 1.

**Lemma A.1.** If \( r_{k+1} \in \mathbb{R}^m \) and \( y_k \in S_k \) is the output of Algorithm 2, then \( X^{(k+1)} \) as in step (5) of Algorithm 1 fulfills

\[
X^{(k+1)} = P^*_\Omega (r_{k+1}) + P_{\Omega}(y_k).
\]

**Proof of Lemma A.1.** Let \( W^{(k)} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2} \) be the weight operator of Definition 2.1. As \( W^{(k)} \) is a positive definite operator, it holds that the minimizer

\[
X^{(k+1)} = \arg \min_{P_{\Omega}(X) = y} (X, W^{(k)}(X))
\]

of (5) is unique, and it is well-known [Bjö96] that the solution of this linearly constrained weighted least squares problem can be written such that

\[
X^{(k+1)} = (W^{(k)})^{-1} P^*_\Omega \left( P_\Omega (W^{(k)})^{-1} P^*_\Omega \right)^{-1} (y),
\]

where \((W^{(k)})^{-1} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}\) is the inverse of the weight operator \(W^{(k)}\): This inverse exists as \(W^{(k)}\) is self-adjoint and positive definite, which can be shown by realizing that its \((d_1 d_2 \times d_1 d_2)\)-matrix representation has eigenvectors \(v^{(k)}_i \otimes u^{(k)}_j\), where \(v^{(k)}_i \in \mathbb{R}^{d_1}\) and \(u^{(k)}_j \in \mathbb{R}^{d_2}\) are columns of \(V_k\) and \(U_k\), respectively, and that the eigenvalues of \(W^{(k)}\) are just the entries of \(H^{(k)}\).

From this eigendecomposition of \(W^{(k)}\) if further follows that the action of \((W^{(k)})^{-1} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}\) is such that for each \(Z \in \mathbb{R}^{d_1 \times d_2}\),

\[
(W^{(k)})^{-1}(Z) = U_k \left[ H_k^{-1} \circ \left( U_k^T Z V_k \right) \right] V_k^*,
\]

where \(H_k^{-1} \in \mathbb{R}^{d_1 \times d_2}\) is the matrix whose entries are the entrywise inverse of the entries of \(H_k\).

With the same argument as in (12), we can rewrite \((W^{(k)})^{-1}\) such that

\[
(W^{(k)})^{-1} = P_{\Omega} D_{S_k}^{-1} P_{\Omega}^* + \epsilon_k^2 \left( I - P_{\Omega} P_{\Omega}^* \right) = P_{\Omega} \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right) P_{\Omega}^* + \epsilon_k^2 I,
\]

where \(I_{S_k}\) is the identity on \(S_k\) and \(D_{S_k}^{-1}\) is the diagonal matrix that is the inverse of \(D_{S_k}\) in (12).

Since \(P_\Omega P_\Omega^* = I_m\), we can use this representation of \((W^{(k)})^{-1}\) to write

\[
\left( P_\Omega (W^{(k)})^{-1} P_\Omega^* \right)^{-1} = \left( P_\Omega P_{\Omega} \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right) P_{\Omega}^* + \epsilon_k^2 I_m \right)^{-1}.
\]

Using the Sherman–Morrison–Woodbury formula [Woo50]

\[
(EF^* + B)^{-1} = B^{-1} - B^{-1} E (C^{-1} + F^* B^{-1})^{-1} F^* B^{-1}
\]

for \(B := \epsilon_k^2 I_m, E := \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right)\) and \(F := P_\Omega P_{\Omega}\), we obtain that

\[
\left( P_\Omega (W^{(k)})^{-1} P_\Omega^* \right)^{-1} = \epsilon_k^2 I - \epsilon_k^2 P_{\Omega} P_{\Omega} \left( D_{S_k}^{-1} + \epsilon_k^2 C_{\Omega}^* P_{\Omega} P_{\Omega} \right)^{-1} P_{\Omega}^* P_{\Omega}^* = \epsilon_k^2 I - \epsilon_k^2 P_{\Omega} P_{\Omega} M^{-1} P_{\Omega}^* P_{\Omega}^* P_{\Omega}^* P_{\Omega}^*
\]

with linear system matrix \(M := \epsilon_k^2 C_{\Omega} + P_{\Omega}^* P_{\Omega} P_{\Omega} P_{\Omega}\), noting that \(C = \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right)\) is invertible since \((H_{ij}^{(k)})^{-1} = \sigma_{ij}^{(k)} > \epsilon_k^2\) for all \(i, j \in [r_k]\) and since \((D_{ii}^{(k)})^{-1} = \sigma_{ii}^{(k)} > \epsilon_k^2\) for all \(i \in [r_k]\).

Next, we note that the definition \(y_k = y_k^{(0)} + \Delta y_k\) and (14) implies that

\[
y_k = y_k^{(0)} + \Delta y_k = y_k^{(0)} + M^{-1} h_k^{(0)} + \epsilon_k^2 \left( P_{\Omega} \left( P_{\Omega}^* (y) - M y_k^{(0)} \right) \right) = M^{-1} P_{\Omega}^* P_{\Omega}^* (y).
\]
Inserting this into (16), we see that the residual $r_{k+1}$ of Algorithm 2 satisfies

$$z := \left( P_\Omega (W^{(k)})^{-1} P_\Omega^* \right)^{-1} (y) = \epsilon_k^{-2} y - \epsilon_k^{-2} P_\Omega P_\Omega M^{-1} P_\Omega^* \left( y - P_\Omega P_\Omega^* y_k \right) = \epsilon_k^{-2} r_{k+1}.$$  

Thus, we obtain the representation

$$X^{(k+1)} = (W^{(k)})^{-1} P_\Omega \left( P_\Omega (W^{(k)})^{-1} P_\Omega^* \right)^{-1} (y) = (W^{(k)})^{-1} P_\Omega^* (z)$$

(18)

$$= \epsilon_k^{-2} \left[ I + \epsilon_k^{-2} P_\Omega C P_\Omega^* \right] P_\Omega^* (z) = \epsilon_k^{-2} P_\Omega^* (z) + P_\Omega C P_\Omega^* P_\Omega^* (z)$$

(19)

$$= \epsilon_k^{-2} P_\Omega^* (z) + P_\Omega C C^{-1} \left( \epsilon_k^{-2} C^{-1} + P_\Omega C P_\Omega P_\Omega^* \right)^{-1} \left( P_\Omega^* P_\Omega^* (y) \right)$$

$$= \epsilon_k^{-2} \left[ P_\Omega^* P_\Omega^* P_\Omega^* (y) - P_\Omega^* P_\Omega^* P_\Omega P_\Omega \left( \epsilon_k^{-2} C^{-1} + P_\Omega C P_\Omega P_\Omega^* \right)^{-1} P_\Omega^* P_\Omega^* (y) \right]$$

$$= \epsilon_k^{-2} \left[ P_\Omega^* P_\Omega^* (y) - \left( P_\Omega^* P_\Omega^* P_\Omega P_\Omega \pm \epsilon_k^{-2} C^{-1} \right) \left( \epsilon_k^{-2} C^{-1} + P_\Omega C P_\Omega P_\Omega^* \right)^{-1} P_\Omega^* P_\Omega^* (y) \right]$$

$$= C^{-1} \left( \epsilon_k^{-2} C^{-1} \right)^{-1} \left( P_\Omega^* P_\Omega^* P_\Omega P_\Omega \right)^{-1} P_\Omega^* P_\Omega^* (y),$$

which uses (17) in the third equality and the definition of $M$ in the fourth equality.

This finishes the proof. □

With Lemma A.1, we are now able to prove Theorem 3.1.

Proof of Theorem 3.1. Based on Lemma A.1, we can compute the representation $X^{(k+1)} = P_\Omega^* (r_{k+1}) + P_\Omega (y_k)$ for $X^{(k+1)}$ using Algorithm 2. By the assumption of Theorem 3.1, we know that $r = \gamma = r_k$.

The main computational cost in Algorithm 2 lies in the application of the operators $(P_\Omega P_\Omega)^* = P_\Omega^* P_\Omega^* : \mathbb{R}^m \to S_k, P_\Omega P_\Omega^* : S_k \to \mathbb{R}^m$ and \( \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right)^{-1} : S_k \to S_k \). The application of $P_\Omega^* P_\Omega^*$ and $P_\Omega P_\Omega^*$ can be computed as in Algorithm 3 and Algorithm 4, respectively.

Using Algorithm 3 and Algorithm 4, we see that the first step of Algorithm 2 has a time complexity of $O(m r + r^2 D)$ flops, and each inner iteration of the conjugate gradient method in step 2 of Algorithm 2 has likewise a time complexity of $O(m r + r^2 D)$ flops. Finally, step 3 takes also $O(m r + r^2 D)$ flops.

We observe that the linear system (14) is positive definite, since $\epsilon_k^2 \left( D_{S_k}^{-1} - \epsilon_k^2 I_{S_k} \right)^{-1}$ is diagonal with positive entries and since $P_\Omega^* P_\Omega^* P_\Omega P_\Omega$ is a symmetric, positive definite operator. Thus, it is possible to use the conjugate gradient (CG) method, whose main step applies the three operators above at each iteration. It is known that in general, the CG method terminates with the exact

3In the notation of [HAG17], we have the correspondence that $U = U^{(k)}, V = V^{(k)}, S = \Gamma_1, SY^T = \Gamma_2$ and $US = \Gamma_3$. 
Algorithm 3 Implementation of $P^*_k P^*_\Omega : \mathbb{R}^m \rightarrow S_k$

**Input:** Argument vector $y \in \mathbb{R}^m$, index set $\Omega$, left and right singular vectors $U^{(k)} \in \mathbb{R}^{d_1 \times r_k}$, $V^{(k)} \in \mathbb{R}^{d_2 \times r_k}$.

1. $A_1 = U^{(k)*} P^*_\Omega (y) \in \mathbb{R}^{d_1 \times d_2}$. $\triangleright$ mrk flops
2. $A_2 = P^*_\Omega (y) V^{(k)} \in \mathbb{R}^{d_1 \times r_k}$. $\triangleright$ mrk flops
3. $\Gamma_1 = A_1 V^{(k)} \in \mathbb{R}^{r_k \times r_k}$. $\triangleright$ $d_2 r_k^2$ flops
4. $\Gamma_2 = A_1 - \Gamma_1 V^{(k)*} \in \mathbb{R}^{r_k \times d_2}$. $\triangleright$ $2d_2 r_k^2$ flops
5. $\Gamma_3 = A_2 - U^{(k)} \Gamma_1 \in \mathbb{R}^{d_1 \times r_k}$. $\triangleright$ $d_1 r_k^2$ flops

6. Apply Algorithm 6 of [HAG17] to compute $\gamma \in S_k$ from $\{\Gamma_1, \Gamma_2, \Gamma_3\}$. $\triangleright$ $4r_k^2(d_1 + d_2 - r_k) + 2r_k^2$ flops

**Output:** $\gamma \in \mathbb{R}^m$.

Algorithm 4 Implementation of $P_\Omega P_k : S_k \rightarrow \mathbb{R}^m$

**Input:** Argument vector $y \in S_k$, index set $\Omega$, left and right singular vectors $U^{(k)} \in \mathbb{R}^{d_1 \times r_k}$, $V^{(k)} \in \mathbb{R}^{d_2 \times r_k}$.

1. Apply Algorithm 7 of [HAG17] to compute $\{\Gamma_1, \Gamma_2, \Gamma_3\}$ from $y \in S_k$. $\triangleright$ $8(d_1 + d_2) r_k^2$ flops
2. $N_1 = U^{(k)} \Gamma_1 \in \mathbb{R}^{d_1 \times r_k}$. $\triangleright$ $d_1 r_k^2$ flops
3. $N_2 = \Gamma_2 V^{(k)} \in \mathbb{R}^{r_k \times r_k}$. $\triangleright$ $d_2 r_k^2$ flops
4. $N_3 = U^{(k)*} \Gamma_3 \in \mathbb{R}^{d_2 \times r_k}$. $\triangleright$ $d_1 r_k^2$ flops
5. $N_4 = N_1 - U^{(k)} N_2 + \Gamma_3 - U^{(k)} N_3 \in \mathbb{R}^{d_1 \times r_k}$. $\triangleright$ $d_1 r_k^2$ flops

6. Set $y$ such that $y_\ell = P_\Omega (N_4) V^{(k)*} \ell = \sum_{k=1}^{r} (N_4)_{ik,k} (V^{(k)*})_{jk,k}$ for each $\ell \in [m]$. $\triangleright$ $2mr_k$ flops
7. Set $y$ such that $y_\ell = y_\ell + P_\Omega (U^{(k)} \Gamma_2) \ell = \sum_{k=1}^{r} (U^{(k)})_{ik,k} (\Gamma_2^*)_{jk,k}$ for each $\ell \in [m]$. $\triangleright$ $2mr_k$ flops

**Output:** $y \in \mathbb{R}^m$.

Solution $y_k$ after at most $N_{\text{CG}_\text{inner}} = \dim(S_k) = r(d_1 + d_2 - r)$ iterations. However, if the system matrix

$$
\frac{\epsilon_k^2 I}{D_{S_k} - \epsilon_k^2 I} + P^*_k P^*_\Omega P_k P_k
$$

is well-conditioned (for example, with a condition number bounded by a small constant), the CG method can be used as an inexact solver of (14), returning very high precision approximate solutions after a constant number of iterations $N_{\text{CG}_\text{inner}}$, thus, amounting to a time complexity of $O\left((mr + r^2 D) \cdot N_{\text{CG}_\text{inner}}\right)$. We refer to Theorem 4.2 for a result that ensures this well-conditioning of the system matrix under certain conditions.

Since we have obtained the representation $X^{(k+1)} = P^*_\Omega (r_{k+1}) + P_k (y_k)$ of $X^{(k+1)}$ (which is approximate by nature if an iterative solver such as CG is used), we can now apply Algorithm 7 of [HAG17] to $y_k \in S_k$ to compute $M_1^{(k+1)} \in \mathbb{R}^{d_2 \times r}$ and $M_2^{(k+1)} \in \mathbb{R}^{d_1 \times r}$ such that

$$
X^{(k+1)} = P^*_\Omega (r_{k+1}) + U^{(k)} M_1^{(k+1)*} + M_2^{(k+1)} V^{(k)*},
$$

by setting $M_1^{(k+1)} = V^{(k)} \Gamma_1^* + \Gamma_2^* \in \mathbb{R}^{d_2 \times r}$ and $M_2^{(k+1)} = \Gamma_3 \in \mathbb{R}^{d_1 \times r}$ if $\{\Gamma_1, \Gamma_2, \Gamma_3\}$ is the output of Algorithm 7 of [HAG17]. This last step has a time complexity of $O(d_1 + d_2) r^2 + r^2 d_2 + r d_2 = O(r^2 D)$ flops, so that we obtain a total time complexity of $O\left((mr + r^2 D) \cdot N_{\text{CG}_\text{inner}}\right)$ for computing $X^{(k+1)}$. 
Including $r_{k+1} \in \mathbb{R}^m$, $U^{(k)} \in \mathbb{R}^{d_1 \times r}$ and $V^{(k)} \in \mathbb{R}^{d_2 \times r}$ this amounts to a representation of $X^{(k+1)}$ with a space complexity of $m + 2r(d_1 + d_2) = O(m + rD)$. Since also the space requirement of the intermediate variables does not exceed $O(m + rD)$, this finishes the proof of Theorem 3.1. 

Based on Theorem 3.1, we see that MatrixIRLS, it is never necessary to work with full $(d_1 \times d_2)$-matrices. In order to update the smoothing parameter $\epsilon_{k+1}$ as in (6), we need the $\tilde{r} + 1$-th singular value of $X^{(k+1)}$. Furthermore, to update the information to define the weight operator $W^{(k+1)}$, we need to find the number $r_{k+1}$ of singular values of $X^{(k+1)}$ that are larger than $\epsilon_{k+1}$, and their corresponding left and right singular vectors. Due to the definition of (6), it is clear that $r_{k+1} \geq \tilde{r}$, and $r_{k+1} = \tilde{r}$ for each iteration $k$ when the smoothing parameter decreases, i.e., for each $k$ with $\epsilon_{k+1} < \epsilon_k$.

In our experiments on exact completion of rank-$r$ matrices with oracle knowledge of the rank $r$, we chose $\tilde{r} = r$, and we observe that in most iterations of most of our experiments with MatrixIRLS, it holds that $r_k = r$. In rare cases, we observe that $r_k = cr$ with a small constant $c > 1$ for a small number of the iterations $k$. On the other hand, we do not have a theoretical statement that bounds $r_k$ in general.

The $r_k$ singular values and vector pairs of $X^{(k+1)}$ can be computed efficiently using any suitable method that uses matrix-matrix or matrix-vector products, as, for example, matrix-vector products with $X^{(k+1)}$ can be calculated in $m + 2r_k(d_2 + d_1) = O(m + r_kD)$ due to its “sparse + low-rank” structure. Such a suitable method can be a (randomized) block Lanczos method [GU77, MM15, YGL18]. In our implementation we used a version of the method described in [MM15], which allows us to compute a good approximation of the needed singular triplets in a time complexity of $O(mr_k + r_k^2 D)$ [YGL18].

**Remark A.1.** The authors of the recent preprint [LHLZ20] propose an iterative method for rank-constrained least squares that has certain similarities to ours from a computational point of view. In particular, it can be shown that Algorithm 1 (called RISRO) of [LHLZ20] is equivalent to solving the equation

$$(p^* p_{\Omega}^* p_{\Omega}) z^{(k)} = p^* p_{\Omega}^* (y)$$

for $z^{(k)} \in S_k$ in our notation, if specialised to matrix completion (see Theorem 2 and equation (58) of [LHLZ20]), if the parameter $r_k$ coincides with the rank parameter of the rank-constraint least squares. Comparing this to (14), it can be observed that the Riemannian Gauss-Newton step of [LHLZ20] corresponds to choosing the weights such that the entries of $H^{(k)}$, $H_{1,2}^{(k)}$ and $H_{2,1}^{(k)}$ are all chosen equal and the smoothing parameter is chosen such that $\epsilon_k = 0$, rendering $c_k^2 (D_{S_k}^{-1} - c_k^2 I_{S_k})^{-1} = 0$ in (14).

On the other hand, the interpretation of MatrixIRLS and RISRO is quite different, as MatrixIRLS can be interpreted as a majorize-minimize method for smoothed log-det objectives eq. (3) with updated smoothing, whereas RISRO is harder to be interpreted with respect to a rank surrogate objective function, but rather follows a rank-constrained least squares framework.

**Appendix B. Proof of Theorem 4.1**

In this section, we prove under a random sampling model on the location of the provided entries, MatrixIRLS converges locally to a low-rank completion of the data with high probability, and that the convergence rate is quadratic, as described in Theorem 4.1.
First, we shortly elaborate on our notion of incoherence (see Definition 4.1), which quantifies the alignment of the standard basis \((e_i e_j^*, i=1,j=1)\) of \(\mathbb{R}^{d_1 \times d_2}\) with the tangent space onto the rank-\(r\) manifold at rank-\(r\) matrix at a specific rank-\(r\) matrix, that we use in Theorem 4.1.

**Remark B.1.** We note that the assumption that a rank-\(r\) matrix \(X \in \mathbb{R}^{d_1 \times d_2}\) is \(\mu_0\)-incoherent according to Definition 4.1 is weaker than similar assumptions described in Definition 1.2, A0 and A1 of [CR09] and Definition 1 and Theorem 2 of [Rec11], and even than the assumption (2) of [Che15], which is the weakest available incoherence condition in the literature that is used for showing successful completion by nuclear norm minimization. More precisely, [Che15] calls a matrix \(X\) \(\mu_0\)-incoherent if

\[
\max_{1 \leq i \leq d_1} \|U^* e_i\|_2 \leq \sqrt{\frac{\mu_0 r}{d_1}} \quad \text{and} \quad \max_{1 \leq j \leq d_2} \|V^* e_j\|_2 \leq \sqrt{\frac{\mu_0 r}{d_2}}.
\]

In fact, condition (20) is stronger than (7). If \(U \in \mathbb{R}^{d_1 \times r}\) and \(V \in \mathbb{R}^{d_2 \times r}\) are the left and right singular matrices corresponding to the \(r\) non-zero singular values of \(X\), we can write the projection operator \(P_T : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}\) that projects onto the tangent space \(T\) such \(P_T(Z) = UU^* Z + ZV V^* - UU^* Z V V^*\). Therefore, it can be seen that

\[
\|P_T(e_i e_j^*)\|_F^2 = \|UU^* e_i e_j^* + e_i e_j^* V V^* - UU^* e_i e_j^* V V^*\|_F^2 = \|UU^* e_i e_j^* (I - V V^*) + e_i e_j^* V V^*\|_F^2
\]

\[
= \|UU^* e_i e_j^* (I - V V^*)\|_F^2 + \|e_i e_j^* V V^*\|_F^2 \leq \|UU^* e_i e_j^*\|_F^2 \|I - V V^*\|_F^2 + \|e_i e_j^* V V^*\|_F^2
\]

\[
\leq \|U e_i e_j^*\|_F^2 + \|e_i e_j^* V V^*\|_F^2 = \|U e_i\|_2^2 + \|V e_j\|_2^2 \leq \frac{\mu_0 r}{d_1} + \frac{\mu_0 r}{d_2} \leq \frac{\mu_0 (d_1 + d_2)}{d_1 d_2}
\]

for any \(i \in [d_1], j \in [d_2]\), if (20) is fulfilled, which holds since

\[
\|U e_i e_j^*\|_F^2 = \text{tr}(e_i e_j^* UU^* e_i e_j^*) = \text{tr}(e_i^* UU^* e_i) = e_i^* UU^* e_i = \|U e_i\|_2^2
\]

and similarly \(\|e_i e_j^* V\|_F^2 = \|V e_j\|_2^2\).

**B.1. Interplay between sampling operator and tangent space.** In the statement of Theorem 4.1, we assume that the index set \(\Omega\) is drawn uniformly at random without replacement. In our proof below, however, we use a sampling model on the locations \(\Omega = (i_\ell, j_\ell))_{\ell=1}^m\) corresponding to independent sampling with replacement. It is well-known (see, e.g., Proposition 3 of [Rec11]) that the statement then carries over to the above model of sampling without replacement.

As a preparation for our proof, we recall well-known result from [Rec11] that bounds the number of repetitions of each location in \(\Omega\) under the random sampling model with replacement.

**Lemma B.1** (Proposition 5 of [Rec11]). Let \(D = \max(d_1, d_2)\) and \(\beta > 1\), let \(\Omega = (i_\ell, j_\ell))_{\ell=1}^m\) be a multiset of double indices from \([d_1] \times [d_2]\) fulfilling \(m < d_1 d_2\) that are sampled independently with replacement. Then with probability at least \(1 - D^{2-2\beta}\), the maximal number of repetitions of any entry in \(\Omega\) is less than \(\frac{8}{3} \beta \log(D)\) for \(D \geq 9\) and \(\beta > 1\). Consequently, we have that with probability of at least \(1 - D^{2-2\beta}\), the operator \(R_\Omega : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}\) defined such that

\[
R_\Omega(X) := P_\Omega^*(P_\Omega(X)) = \sum_{\ell=1}^m \langle e_{i_\ell} e_{j_\ell}^*, X \rangle e_{i_\ell} e_{j_\ell}^*
\]

fulfills

\[
\|R_\Omega\|_{\infty} \leq \frac{8}{3} \beta \log(D).
\]
Next, we use a lemma of [Rec11] that can be seen as a result of a local restricted isometry property. While the proof is fairly standard, we provide it for completeness since we use the weaker incoherence definition of Definition 4.1 instead of the incoherence notions of [Rec11, Che15].

**Lemma B.2** (Theorem 6 of [Rec11]). Let $0 < \epsilon \leq \frac{1}{2}$, let $X^0 \in \mathbb{R}^{d_1 \times d_2}$ be a $\mu_0$-incoherent matrix whose tangent space $T_0 = T_{X^0}$ onto the rank-$r$ manifold $T_0 = T_{X^0} M_r$ (see (11)) fulfills (7) and $R_0 : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}$ be defined as in (21) from $m$ independent uniformly sampled locations. Let $P_{T_0} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}$ be the projection operator associated to $T_0$. Then

$$\left\| \frac{d_1 d_2}{m} P_{T_0} R_0 P_{T_0} - P_{T_0} \right\|_{S_{\infty}} \leq \epsilon$$

holds with probability at least $1 - (d_1 + d_2)^{-2}$ provided that

$$m \geq \frac{7}{\epsilon^2} \mu_0 r (d_1 + d_2) \log (d_1 + d_2).$$

**Proof of Lemma B.2.** First we define the family of operators $Z_\ell, \tilde{Z}_\ell : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}$ such that for $X \in \mathbb{R}^{d_1 \times d_2},$

$$Z_\ell (X) := \frac{d_1 d_2}{m} \langle e_i e_j^*, P_{T_0} (X) P_{T_0} (e_i e_j^*) - \frac{1}{m} P_{T_0} (X) \rangle \quad \text{and} \quad \tilde{Z}_\ell (X) := \frac{d_1 d_2}{m} \tilde{Z}_\ell (X) - \frac{1}{m} P_{T_0} (X)$$

for any $\ell \in [m]$. Then

$$\mathbb{E} [Z_\ell] = \frac{1}{d_1 d_2} \sum_{i=1}^{d_1} \sum_{j=1}^{d_2} \frac{d_1 d_2}{m} \langle e_i e_j^*, P_{T_0} (\cdot) \rangle P_{T_0} (e_i e_j^*) - \frac{1}{m} P_{T_0} = \frac{1}{d_1 d_2} \frac{d_1 d_2}{m} P_{T_0} P_{T_0} - \frac{1}{m} P_{T_0} = 0.$$

Since for $X \in \mathbb{R}^{d_1 \times d_2}$

$$\langle e_i e_j^*, P_{T_0} (X) \rangle P_{T_0} (e_i e_j^*) = \langle P_{T_0} (e_i e_j^*), X \rangle P_{T_0} (e_i e_j^*),$$

we obtain

$$\| \langle e_i e_j^*, P_{T_0} (X) \rangle P_{T_0} (e_i e_j^*) \|_F \leq \| P_{T_0} (e_i e_j^*), X \| \| P_{T_0} (e_i e_j^*) \|_F \leq \| P_{T_0} (e_i e_j^*) \|_F^2 \|X\|_F$$

by Cauchy-Schwartz, and thus the norm bound

$$\frac{d_1 d_2}{m} \left\| \tilde{Z}_\ell \right\|_{S_{\infty}} \leq \frac{d_1 d_2}{m} \left\| P_{T_0} (e_i e_j^*) \right\|_F^2 \leq \frac{d_1 d_2}{m} \max_{i \in [d_1], j \in [d_2]} \| P_{T_0} (e_i e_j^*) \|_F^2$$

$$\leq \frac{d_1 d_2}{m} \frac{\mu_0 r (d_1 + d_2)}{d_1 d_2} = \frac{\mu_0 r (d_1 + d_2)}{m}$$

using the incoherence assumption (7) in the last inequality. Similarly,

$$\left\| \frac{1}{m} P_{T_0} \right\|_{S_{\infty}} = \left\| \frac{1}{m} P_{T_0} P_{T_0} \right\|_{S_{\infty}} \leq \frac{1}{m} \sum_{i=1}^{d_1} \sum_{j=1}^{d_2} \left\| \langle P_{T_0} (e_i e_j^*), (\cdot) \rangle P_{T_0} (e_i e_j^*) \right\|_{S_{\infty}} \leq \frac{\mu_0 r (d_1 + d_2)}{m}.$$

We note that if operators $A$ and $B$ are positive semidefinite, then $\| A - B \|_{S_{\infty}} \leq \max (\| A \|_{S_{\infty}}, \| B \|_{S_{\infty}})$, and as both $\tilde{Z}_\ell$ and $P_{T_0}$ are positive semidefinite,

$$\| \tilde{Z}_\ell \|_{S_{\infty}} \leq \max \left( \frac{d_1 d_2}{m} \left\| \tilde{Z}_\ell \right\|_{S_{\infty}}, \frac{1}{m} \left\| P_{T_0} \right\|_{S_{\infty}} \right) = \frac{\mu_0 r (d_1 + d_2)}{m}.$$
for all \( \ell \in [m] \). For the expectation of the squares of \( Z_\ell \), we obtain

\[
E Z_\ell Z_\ell^* = \frac{(d_1 d_2)^2}{m^2} E \left[ (\tilde{Z}_\ell)^* \tilde{Z}_\ell \right] - \frac{d_1 d_2}{m^2} E \left[ \tilde{Z}_\ell \right] \mathcal{P}_{T_0} - \frac{d_1 d_2}{m^2} \mathcal{P}_{T_0} E \left[ \tilde{Z}_\ell \right] + \frac{1}{m^2} \mathcal{P}_{T_0}
\]

as \( \mathcal{P}_{T_0}^2 = \mathcal{P}_{T_0} \) and \( \mathbb{E}[\tilde{Z}_\ell] = \frac{1}{d_1 d_2} \mathcal{P}_{T_0} \). Thus,

\[
\left\| \sum_{\ell=1}^m E Z_\ell Z_\ell^* \right\|_{S_\infty} \leq \sum_{\ell=1}^m \left\| E Z_\ell Z_\ell^* \right\|_{S_\infty} = \sum_{\ell=1}^m \left( \frac{(d_1 d_2)^2}{m^2} E \left[ (\tilde{Z}_\ell)^2 \right] - \frac{1}{m^2} \mathcal{P}_{T_0} \right)_{S_\infty}
\]

where we used that \( \| \mathcal{P}_{T_0} \|_2 \leq 1 \) since \( \mathcal{P}_{T_0} \) is a projection in the third inequality, the definition of \( \mu_0 \) in the fourth and the fact that \( E \tilde{Z}_\ell = \frac{1}{d_1 d_2} \mathcal{P}_{T_0} \) (see (24)) in the fifth. As the \( Z_\ell \) are Hermitian, it follows by the matrix Bernstein inequality (see, e.g., Theorem 5.4.1 of [Ver18]) that

\[
\mathbb{P}\left( \left\| \frac{d_1 d_2}{m} \mathcal{P}_{T_0} \mathcal{R}_0 \mathcal{P}_{T_0} - \mathcal{P}_{T_0} \right\|_{S_\infty} \geq \varepsilon \right) \leq \exp\left( -\frac{m \varepsilon^2/2}{\mu_0 r(d_1 + d_2)^2 + \mu_0 r(d_1 + d_2) \varepsilon/3} \right)
\]

(27)

\[
\leq (d_1 + d_2) \exp\left( -\frac{m \varepsilon^2}{2 \mu_0 r(d_1 + d_2) + \mu_0 r(d_1 + d_2)/3} \right),
\]

using that \( \varepsilon \leq \frac{1}{2} \) in the last inequality.

Furthermore, if (23) is fulfilled, then

\[
(d_1 + d_2) \exp\left( -\frac{m \varepsilon^2}{7 \mu_0 r(d_1 + d_2)} \right) \leq (d_1 + d_2)^{-2},
\]

which shows that (22) holds with a probability of at least \( 1 - (d_1 + d_2)^{-2} \).

To prove our theorem, we will use the local restricted isometry statement of (22) for tangent spaces \( T_X \) corresponding to matrices \( X \in \mathbb{R}^{d_1 \times d_2} \) that are close to \( X_0 \). We show the following auxiliary result, which is a refinement of Lemma 4.2 [WCCL20] as we obtain a bound in the \( S_\infty \)-norm in (c) instead of in the Frobenius norm.

**Lemma B.3.** Let \( X_0, X \in \mathbb{R}^{d_1 \times d_2} \) be matrices and assume that \( 0 < \varepsilon < 1 \) and that the following three conditions hold:
(a) For $\mathcal{R}_\Omega : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}$ as in (21),
$$\|\mathcal{R}_\Omega\|_{S_\infty} \leq \frac{16}{3} \log(D).$$

(b) The tangent space $T_0 = T_{X^0}$ onto the rank-$r$ manifold $\mathcal{M}_r$ at $X^0$ fulfills
$$\frac{d_1d_2}{m} \mathcal{P}_{T_0} \mathcal{P}_{T_0} - \mathcal{P}_{T_0} \|_{S_\infty} \leq \epsilon.$$

(c) The spectral norm distance between $X$ and $X^0$ fulfills
$$\|X - X^0\|_{S_\infty} \leq \frac{3 \sqrt{2}}{32 \log(D)(1 + \epsilon)} \sqrt{\frac{m}{d_1d_2}} \sigma_r(X^0).$$

Then the tangent space $T = T_X$ onto the rank-$r$ manifold at $X$ fulfills
$$\frac{d_1d_2}{m} \mathcal{P}_T \mathcal{P}_T - \mathcal{P}_T \|_{S_\infty} \leq 4\epsilon.$$

Proof. For any $Z \in \mathbb{R}^{d_1 \times d_2}$, we have
$$\|\mathcal{R}_\Omega \mathcal{P}_{T_0}(Z)\|_F^2 - \langle \mathcal{R}_\Omega \mathcal{P}_T(Z), \mathcal{R}_\Omega \mathcal{P}_T(Z) \rangle \leq \frac{16}{3} \log(D) \langle \mathcal{P}_{T_0}(Z), \mathcal{R}_\Omega \mathcal{P}_{T_0}(Z) \rangle$$
$$= \frac{16}{3} \log(D) \left( \langle \mathcal{P}_{T_0}(Z), \mathcal{P}_{T_0}(Z) \rangle + \langle \mathcal{P}_{T_0}(Z), \mathcal{R}_\Omega \mathcal{P}_{T_0}(Z) - \mathcal{P}_{T_0}(Z) \rangle \right)$$
$$\leq \frac{16}{3} \log(D) \left( \frac{m}{d_1d_2} + \epsilon \frac{m}{d_1d_2} \right) \|\mathcal{P}_{T_0}(Z)\|_F^2 \leq \frac{16}{3} \log(D)(1 + \epsilon) \frac{m}{d_1d_2} \|Z\|_F^2,$$

where the first inequality follows from condition (a) and the second one from condition (b). It follows that
$$\|\mathcal{R}_\Omega \mathcal{P}_{T_0}\| \leq \sqrt{\frac{16}{3} \log(D)(1 + \epsilon) \frac{m}{d_1d_2}}.$$

Furthermore, if $U, U_0 \in \mathbb{R}^{d_1 \times r}$ and $V, V_0 \in \mathbb{R}^{d_2 \times r}$ are the matrices of first $r$ left and right singular vectors of $X$ and $X^0$, respectively, it holds that for any $Z \in \mathbb{R}^{d_1 \times d_2}$,
$$\mathcal{P}_{T_0} - \mathcal{P}_{T_0}(Z) = U U^* Z + V V^* - U U^* V V^* - U_0 U_0^* Z - Z V_0 V_0^* + U_0 U_0^* Z V V^* - V_0 V_0^*,$$

which we use to estimate
$$\|\mathcal{P}_T - \mathcal{P}_{T_0}(Z)\|_F \leq \|U U^* - U_0 U_0^*\|_{S_\infty} \|Z\|_F \|I - V_0 V_0^*\|_{S_\infty} + \|I - U U^*\|_{S_\infty} \|Z\|_F \|V V^* - V_0 V_0^*\|_{S_\infty}$$
$$\leq \frac{\|T_r(X) - X^0\|_{S_\infty}}{\sigma_r(X^0)} \|Z\|_F \cdot 1 + 1 \cdot \|Z\|_F \frac{\|T_r(X) - X^0\|_{S_\infty}}{\sigma_r(X^0)}$$
$$\leq 2 \frac{\|T_r(X) - X\|_{S_\infty}}{\sigma_r(X^0)} \|Z\|_F \|Z\|_F,$$

where $T_r(X)$ is the best rank-$r$ approximation (10). Here, we used the results
$$\|U U^* - U_0 U_0^*\|_{S_\infty} \leq \frac{\|T_r(X) - X^0\|_{S_\infty}}{\sigma_r(X^0)}$$
and
\[ \|V^* V - V_0^*\|_{S_\infty} \leq \frac{\|T_0(X) - X^0\|_{S_\infty}}{\sigma_r(X^0)} \]
of Lemma 4.2, ineq. (4.3) of [WCCL16], which bound the distance between the projections onto the left and right singular subspaces of \(X\) and \(X^0\).

From the Eckardt-Young-Mirsky theorem (10), it then follows that
\[ (\mathcal{P}_T - \mathcal{P}_{T_0})_S \leq \frac{4\|X - X^0\|_{S_\infty}}{\sigma_r(X^0)} \]  
(30)

With this, we further bound
\[ \|R_\Omega P_T\|_{S_\infty} \leq \|R_\Omega (P_T - P_{T_0})\|_{S_\infty} + \|R_\Omega P_{T_0}\|_{S_\infty} \]
\[ \leq \frac{16}{3} \log(D) \frac{4\|X - X^0\|_{S_\infty}}{\sigma_r(X^0)} + \|R_\Omega P_{T_0}\|_{S_\infty} \]
\[ \leq \frac{16}{3} \log(D) \frac{\sqrt{3}}{8\sqrt{\log(D)}(\sqrt{1 + \epsilon})} \sqrt{\frac{m}{d_1 d_2}} + \sqrt{\frac{16}{3} \log(D)(1 + \epsilon)} \frac{m}{d_1 d_2} \]
(31)
\[ \leq 2\sqrt{3} \log(D) \sqrt{1 + \epsilon} \sqrt{\frac{m}{d_1 d_2}}, \]
where the second inequality follows from (30) and the third from condition (c). To prove the statement (28), we calculate
\[ \left\| \frac{d_1 d_2}{m} P_T R_\Omega P_T - P_T \right\|_{S_\infty} \leq \left\| P_T - P_{T_0} \right\|_{S_\infty} + \frac{d_1 d_2}{m} \left\| P_T R_\Omega P_T - P_T R_\Omega P_{T_0} \right\|_{S_\infty} \]
\[ + \frac{d_1 d_2}{m} \left\| P_T R_\Omega P_{T_0} - P_{T_0} R_\Omega P_{T_0} \right\|_{S_\infty} \]
\[ \leq \left\| P_T - P_{T_0} \right\|_{S_\infty} + \frac{d_1 d_2}{m} \left\| R_\Omega P_T \right\|_{S_\infty} \left\| P_T - P_{T_0} \right\|_{S_\infty} \]
\[ + \frac{d_1 d_2}{m} \left\| R_\Omega P_{T_0} \right\|_{S_\infty} + \left\| P_{T_0} - \frac{d_1 d_2}{m} P_{T_0} R_\Omega P_{T_0} \right\|_{S_\infty} \]
\[ \leq \frac{4\|X - X^0\|_{S_\infty}}{\sigma_r(X^0)} + \frac{d_1 d_2}{m} \left\| R_\Omega P_T \right\|_{S_\infty} + \frac{4\|X - X^0\|_{S_\infty}}{\sigma_r(X^0)} \]
\[ + \frac{d_1 d_2}{m} \left\| R_\Omega P_{T_0} \right\|_{S_\infty} + \left\| P_{T_0} - \frac{d_1 d_2}{m} P_{T_0} R_\Omega P_{T_0} \right\|_{S_\infty} \]
\[ \leq 4\epsilon \]
where in the second inequality, we utilized the fact \(R_\Omega = R_\Omega\) so that \(\|P_T R_\Omega\|_{S_\infty} = \|R_\Omega P_T\|_{S_\infty}\). The very last estimate follows from conditions (b) and (c) and the bounds (29) and (31) for \(\|R_\Omega P_T\|_{S_\infty}\) and \(\|R_\Omega P_{T_0}\|_{S_\infty}\). \(\square\)
In the following lemma, we combine the previous results to show that under our sampling model, with high probability, a local restricted isometry property holds with respect to tangent spaces $T_k$ that are in some sense close to $X^0$.

**Lemma B.4.** Let $X^0 \in \mathbb{R}^{d_1 \times d_2}$ be a matrix of rank $r$ that is $\mu_0$-incoherent, and let $\Omega = (i_\ell, j_\ell)^m_{\ell=1}$ be a random index set of cardinality $|\Omega| = m$ that is sampled uniformly without replacement, or, alternatively, sampled independently with replacement. There exists constants $C, \tilde{C}, C_1$ such that if

$$m \geq C \mu_0 r (d_1 + d_2) \log(d_1 + d_2),$$

then, with probability at least $1 - 2D^{-2}$, the following holds: For each matrix $X^{(k)} \in \mathbb{R}^{d_1 \times d_2}$ fulfilling

$$\|X^{(k)} - X^0\|_{S_\infty} \leq C_1 \sqrt{\frac{\mu_0 r}{d}} \sigma_r(X^0),$$

it follows that the projection $P_{T_k} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}$ onto the tangent space $T_k := T_{\Omega}(X^{(k)}) M_r$ satisfies

$$\left\| \frac{1}{m} P_{T_k} \rho^* P_{\Omega} P_{T_k} - P_{T_k} \right\|_{S_\infty} \leq \frac{2}{5},$$

and furthermore,

$$\|\eta\|_F \leq \sqrt{\frac{C d \log(D)}{\mu_0 r}} \|P_{T_k}^* (\eta)\|_F$$

for each matrix $\eta \in \ker P_{\Omega}$ in the null space of the subsampling operator $P_{\Omega} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^m$.

**Proof of Lemma B.4.** Assume that there are $m$ locations $\Omega = (i_\ell, j_\ell)^m_{\ell=1}$ in $[d_1] \times [d_2]$ sampled independently uniformly with replacement, where $m$ fulfills (32) with $C := 7/\varepsilon^2$ and $\varepsilon = 0.1$. By Lemma B.1, it follows that the corresponding operator $R_{\Omega} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}$ from (21) fulfills

$$\|R_{\Omega}\|_{S_\infty} \leq \frac{16}{3} \log(D)$$

on an event called $E_{\Omega}$, which occurs with a probability of at least $1 - D^{-2}$, and by Lemma B.2, the tangent space $T_0 = T_{X^0} M_r$ corresponding to the $\mu_0$-incoherent rank-$r$ matrix $X^0$ fulfills

$$\left\| \frac{1}{m} P_{T_0} \rho^* P_{\Omega} P_{T_0} - P_{T_0} \right\|_{S_\infty} \leq \varepsilon$$

on an event called $E_{\Omega, T_0}$, which occurs with a probability of at least $1 - D^{-2}$. Let $\tilde{\varepsilon} = \frac{1}{10}$. If $X^{(k)} \in \mathbb{R}^{d_1 \times d_2}$ is such that $\|X^{(k)} - X^0\|_{S_\infty} \leq \tilde{\varepsilon} \sigma_r(X^0)$ with

$$\tilde{\varepsilon} = \sqrt{\frac{3}{32}} \frac{\varepsilon}{\sqrt{\log(D)(1 + \varepsilon)}} \sqrt{\frac{m}{d_1 d_2}} = \frac{\sqrt{3}}{32} \frac{1}{10 \sqrt{\log(D)(11/10)}} \sqrt{m},$$

it follows by Lemma B.3 that on the event $E_{\Omega} \cap E_{\Omega, T_0}$, the tangent space $T_k := X^{(k)}$ onto the rank-$r$ manifold at $X^{(k)}$ fulfills

$$\left\| \frac{1}{m} P_{T_k} \rho^* R_{\Omega} P_{T_k} - P_{T_k} \right\|_{S_\infty} \leq 4 \tilde{\varepsilon} = \frac{2}{5},$$

where

$$\tilde{\varepsilon} = \frac{\sqrt{3}}{32} \frac{\varepsilon}{\sqrt{\log(D)(1 + \varepsilon)}} \sqrt{\frac{m}{d_1 d_2}} = \frac{\sqrt{3}}{32} \frac{1}{10 \sqrt{\log(D)(11/10)}} \sqrt{m},$$

and

$$\|\eta\|_F \leq \sqrt{\frac{C d \log(D)}{\mu_0 r}} \|P_{T_k}^* (\eta)\|_F$$

for each matrix $\eta \in \ker P_{\Omega}$ in the null space of the subsampling operator $P_{\Omega} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^m$. 
Next, we claim that on the event $E_\Omega \cap E_{\Omega,T_0}$,
\begin{equation}
\|\eta\|_F \leq \sqrt{\tilde{C} d \log(D) / \mu_{0r}} \|\mathcal{P}_{T_k^\perp}(\eta)\|_F.
\end{equation}
for any for each matrix $\eta \in \ker P_\Omega$ in the null space of the subsampling operator $P_\Omega : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^m$.

Indeed, to show this claim, we first note that $\eta \in \ker P_\Omega$ if and only if $\eta \in \ker \mathcal{R}_\Omega : \mathcal{P}_0^*P_\Omega$. Let $\eta \in \ker \mathcal{R}_\Omega$. Then

$$
\|\mathcal{P}_{T_k}(\eta)\|^2_F = \langle \mathcal{P}_{T_k}(\eta), \mathcal{P}_{T_k}(\eta) \rangle = \left( \mathcal{P}_{T_k}(\eta), \frac{d_1 d_2}{m} \mathcal{P}_{T_k} \mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta) \right) + \left( \mathcal{P}_{T_k}(\eta), \mathcal{P}_{T_k}(\eta) \right) - \frac{d_1 d_2}{m} \mathcal{P}_{T_k} \mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta)
$$

\begin{align*}
&\leq \left( \mathcal{P}_{T_k}(\eta), \frac{d_1 d_2}{m} \mathcal{P}_{T_k} \mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta) \right) + \|\mathcal{P}_{T_k}(\eta)\|_F \left\| \mathcal{P}_{T_k} - \frac{d_1 d_2}{m} \mathcal{P}_{T_k} \mathcal{R}_\Omega \mathcal{P}_{T_k} \right\|_{S_{\infty}} \|\mathcal{P}_{T_k}(\eta)\|_F \\
&\leq \left( \mathcal{P}_{T_k}(\eta), \frac{d_1 d_2}{m} \mathcal{P}_{T_k} \mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta) \right) + 4\epsilon \|\mathcal{P}_{T_k}(\eta)\|^2_F,
\end{align*}

using (36) in the last inequality, which implies that

$$
\|\mathcal{P}_{T_k}(\eta)\|^2_F \leq \frac{1}{1 - 4\epsilon} \frac{d_1 d_2}{m} \langle \mathcal{P}_{T_k}(\eta), \mathcal{P}_{T_k} \mathcal{R}_\Omega^2 \mathcal{P}_{T_k}(\eta) \rangle = \frac{1}{1 - 4\epsilon} \frac{d_1 d_2}{m} \|\mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta)\|^2_F
$$

\begin{align*}
&\leq \frac{2d_1 d_2}{m} \|\mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta)\|^2_F \\
&\leq \frac{4 \log(D) \|\mathcal{P}_{T_k^\perp}(\eta)\|_F}{C \cdot 3^2}
\end{align*}

using the fact that $\mathcal{R}_\Omega : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}^{d_1 \times d_2}$ is positive semidefinite and has eigenvalues that are 0 or larger or equal than 1 only. Furthermore, we used that $\epsilon \leq \frac{1}{16}$ in the last inequality.

Since $\eta \in \ker \mathcal{R}_\Omega$, it holds that

$0 = \|\mathcal{R}_\Omega(\eta)\|_F = \left\| \mathcal{R}_\Omega \left( \mathcal{P}_{T_k}(\eta) + \mathcal{P}_{T_k^\perp}(\eta) \right) \right\|_F \geq \|\mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta)\|_F - \|\mathcal{R}_\Omega \mathcal{P}_{T_k^\perp}(\eta)\|_F$

so that

$$
\|\mathcal{R}_\Omega \mathcal{P}_{T_k}(\eta)\|_F \leq \|\mathcal{R}_\Omega \mathcal{P}_{T_k^\perp}(\eta)\|_F \leq \frac{16}{3} \log(D) \|\mathcal{P}_{T_k^\perp}(\eta)\|_F,
$$

where we used (34) in the last inequality. Inserting this above, we obtain

$$
\|\eta\|^2_F = \|\mathcal{P}_{T_k}(\eta)\|^2_F + \|\mathcal{P}_{T_k^\perp}(\eta)\|^2_F \leq \left( \frac{2d_1 d_2}{m} \frac{16^2}{3^2} \log(D)^2 + 1 \right) \|\mathcal{P}_{T_k^\perp}(\eta)\|^2_F
$$

\begin{align*}
&\leq \left( \frac{2d_1 d_2}{C \mu_{0r}(d_1 + d_2) \log(d_1 + d_2)} \frac{16^2}{3^2} \log(D)^2 + 1 \right) \|\mathcal{P}_{T_k^\perp}(\eta)\|^2_F \\
&\leq \frac{\tilde{C} d \log(D)}{\mu_{0r}} \|\mathcal{P}_{T_k^\perp}(\eta)\|^2_F,
\end{align*}

where we used the sample complexity condition (32) in the second inequality and the definition

$$
\tilde{C} := \frac{4 \cdot 16^2}{C \cdot 3^2}
$$

for the constant $\tilde{C}$. 

Moreover, we observe that for $C_1 := \frac{\sqrt{C}}{320} \sqrt{\frac{30}{11}}$ where $C$ is the constant of (32), it holds that

$$C_1 \sqrt{\frac{\mu_0 r}{d}} \leq \frac{\sqrt{3}}{32} \frac{1}{\log(D)(11/10)} \frac{C \mu_0 r (d_1 + d_2) \log(d_1 + d_2)}{d_1 d_2} \leq \xi,$$

implying that the two statements of Lemma B.4 are satisfied on the event $E_\Omega \cap E_{\Omega, T_0}$ if (33) holds. By the above mentioned probability bounds and a union bound, $E_\Omega \cap E_{\Omega, T_0}$ occurs with a probability of at least $1 - 2D^{-2}$, finishing the proof for the sampling with replacement model. By the argument of Proposition 3 of [Rec11], the result extends to the model of sampling locations drawn uniformly at random without replacement, with the same probability bound. This concludes the proof of Lemma B.4. \hfill \square

The following lemma will also play a role in the proof of Theorem 4.1.

**Lemma B.5.** Let $C, \tilde{C}, C_1$ be the constants of Lemma B.4 and $\mu_0$ be the incoherence factor of a rank-$r$ matrix $X^0$. If

$$m \geq C \mu_0 r (d_1 + d_2) \log(d_1 + d_2)$$

and if $\eta(k) = X(k) - X^0$ fulfills

$$\|\eta(k)\|_\infty \leq \xi \sigma_r(X^0),$$

with

$$\xi := \min \left( C_1 \sqrt{\frac{\mu_0 r}{d}}, \frac{\mu_0}{4(1 + 6\kappa)d \log(D)\tilde{C}} \right)$$

then, on the event of Lemma B.4, it holds that

$$\|\eta(k)\|_\infty < \sqrt{\frac{4\tilde{C}d(1 - r) \log(D)}{\mu_0 r}} \sigma_{r+1}(X(k)).$$

**Proof.** First, we compute that

$$\|\mathcal{T}_k^{-1}(\eta(k))\|_F \leq \|\mathcal{T}_k^{-1}(X(k))\|_F + \|\mathcal{T}_k^{-1}(X^0)\|_F \leq \sqrt{\sum_{i=r+1}^{d} \sigma_i^2(X(k)) + \|U_k^\perp U_k^\perp X^0 V_\perp V_\perp^*\|_F}$$

$$\leq \sqrt{d - r} \sigma_{r+1}(X(k)) + \|U_k^\perp U_0\|_{\infty} \|\Sigma_0\|_F \|V_\perp V_\perp^*\|_{\infty}$$

$$\leq \sqrt{d - r} \sigma_{r+1}(X(k)) + \frac{2\|\eta(k)\|_\infty^2}{(1 - \zeta)^2 \sigma_1^2(X^0)} \sqrt{r} \sigma_1(X^0)$$

$$\leq \sqrt{d - r} \sigma_{r+1}(X(k)) + \frac{2\|\eta(k)\|_\infty^2}{(1 - \zeta)^2 \sigma_1(X^0)} \sqrt{r} \kappa,$$

where $0 < \zeta < 1$ such that $\|X(k) - X^0\|_\infty \leq \zeta \sigma_1(X^0)$, using Lemma B.6 twice in the fourth inequality and $\|AB\|_F \leq \|A\|_{\infty} \|B\|_F$ all matrices $A$ and $B$, referring to the notations of Lemma B.9 (see below) for $U_0, \Sigma_0, V_0, U_k^\perp$ and $V_\perp^k$. 


Using Lemma B.4 for $\eta^{(k)} = X^{(k)} - X^0$, we obtain on the event on which the statement of Lemma B.4 holds that

$$
\|\eta^{(k)}\|_{S^\infty} \leq \|\eta^{(k)}\|_F \leq \sqrt{\frac{\tilde{C}d \log(D)}{\mu_0 r}} \|P_{\Omega}(\eta^{(k)})\|_F
$$

$$
\leq \sqrt{\frac{\tilde{C}d \log(D)}{\mu_0 r}} \left( \sqrt{d - r}\sigma_{r+1}(X^{(k)}) + \frac{8\sqrt{r}\kappa \|\eta^{(k)}\|^2_{S^\infty}}{\sigma_r(X^0)} \right)
$$

$$
\leq \sqrt{\frac{\tilde{C}d \log(D)}{\mu_0 r}} \left( \sqrt{d - r}\sigma_{r+1}(X^{(k)}) + \frac{8\sqrt{r}\kappa \mu_0 \sigma_r(X^0)}{4(1 + 6\kappa)d \log(D) \tilde{c}\sigma_r(X^0)} \|\eta^{(k)}\|_{S^\infty} \right)
$$

$$
= \sqrt{\frac{\tilde{C}d(d - r) \log(D)}{\mu_0 r}} \sigma_{r+1}(X^{(k)}) + \frac{1}{3} \sqrt{\frac{\mu_0}{\tilde{C}d \log(D)}} \|\eta^{(k)}\|_{S^\infty}.
$$

Since $\mu_0 \leq \frac{d}{r}$, we have that $\frac{1}{3} \sqrt{\frac{\mu_0}{\tilde{C}d \log(D)}} < \frac{1}{2}$, and therefore we obtain, after rearranging,

$$
\left( 1 - \frac{1}{2} \right) \|\eta^{(k)}\|_{S^\infty} < \left( 1 - \frac{1}{3} \sqrt{\frac{\mu_0}{\tilde{C}d \log(D)}} \right) \|\eta^{(k)}\|_{S^\infty} \leq \sqrt{\frac{\tilde{C}d(d - r) \log(D)}{\mu_0 r}} \sigma_{r+1}(X^{(k)}),
$$

which implies the statement of this lemma. \qed

B.2. **Weight operator and matrix perturbation.** In the following, we use a well-known bound on perturbations of the singular value decomposition, which is originally due to [Wed72]. The result bounds the alignment of the subspaces spanned by the singular vectors of two matrices by their norm distance, given a gap between the first singular values of one matrix and the last singular values of the other matrix that is sufficiently pronounced.

**Lemma B.6** (Wedin’s bound [Ste06]). Let $X$ and $\tilde{X}$ be two matrices of the same size and their singular value decompositions

$$
X = \begin{pmatrix} U & U_\perp \end{pmatrix} \begin{pmatrix} \Sigma & 0 \\ 0 & \Sigma_\perp \end{pmatrix} \begin{pmatrix} V^\top \\ V_\perp^\top \end{pmatrix} \quad \text{and} \quad \tilde{X} = \begin{pmatrix} \tilde{U} & \tilde{U}_\perp \end{pmatrix} \begin{pmatrix} \tilde{\Sigma} & 0 \\ 0 & \tilde{\Sigma}_\perp \end{pmatrix} \begin{pmatrix} \tilde{V}^\top \\ \tilde{V}_\perp^\top \end{pmatrix},
$$

where the submatrices have the sizes of corresponding dimensions. Suppose that $\delta, \alpha$ satisfying $0 < \delta \leq \alpha$ are such that $\alpha \leq \sigma_{\min}(\Sigma)$ and $\sigma_{\max}(\Sigma_\perp) < \alpha - \delta$. Then

$$
\|\tilde{U}_\perp^\top U\|_{S^\infty} \leq \sqrt{2} \frac{\|X - \tilde{X}\|_{S^\infty}}{\delta} \quad \text{and} \quad \|\tilde{V}_\perp^\top V\|_{S^\infty} \leq \sqrt{2} \frac{\|X - \tilde{X}\|_{S^\infty}}{\delta}.
$$

We also use a lemma which provides an explicit formula for the calculation of the new iterate $X^{(k)}$ of MatrixIRLS and its characterization by optimality conditions. It is well-known in the IRLS literature, see, e.g., Eq. (1.9) and Lemma 5.2 of [DDFG10] or Lemma 5.1 [FRW11], and is very general as it holds for any positive definite weight operator.

**Lemma B.7.** Let $P_\Omega : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^m$ be the sampling operator, let $y \in \mathbb{R}^m$. Let $W^{(k)} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}$ be the weight operator of Definition 2.1 defined based on $X^{(k)} \in \mathbb{R}^{d_1 \times d_2}$. Then the solution of the weighted least squares step (5) of Algorithm 1 is unique and

$$
X^{(k+1)} = \arg \min_{P_\Omega(X) = y} \langle X, W^{(k)}(X) \rangle = (W^{(k)})^{-1} P_\Omega \left( P_\Omega (W^{(k)})^{-1} P_\Omega \right)^{-1} (y),
$$

\end{document}
where \((W^{(k)})^{-1} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}\) is the inverse matrix operator of \(W^{(k)}\).

Moreover, a matrix \(X^{(k+1)} \in \mathbb{R}^{d_1 \times d_2}\) coincides with the one of (40) if and only if
\[
\langle W^{(k)}(X^{(k+1)}), \eta\rangle = 0 \quad \text{for all} \quad \eta \in \ker P_\Omega \quad \text{and} \quad P_\Omega(X^{(k+1)}) = y.
\]

We show the following lemma. Wherever it appears, \(\|X\|_{S_1}\) denotes the nuclear norm \(\|X\|_{S_1} = \sum_{i=1}^{d_1} \sigma_i(X)\) of a matrix \(X \in \mathbb{R}^{d_1 \times d_2}\).

**Lemma B.8.** Let \(X^0 \in \mathbb{R}^{d_1 \times d_2}\) be a matrix of rank \(r\), let \(X^{(k)}\) be the \(k\)-th iterate of Algorithm 1 for input parameters \(\Omega, y = P_\Omega(X^0)\) and \(\bar{r} = r\). Assume that \(\epsilon_k = \sigma_{r+1}(X^{(k)})\) and that
\[
\|\eta\|_{F} \leq c(\mu_0, r, d_1, d_2)\|P_{\bar{T}_k}^\perp \eta\|_{F} \quad \text{for all} \quad \eta \in \ker P_\Omega
\]
for some constant \(c(\mu_0, r, d_1, d_2)\) that may depend on \(\mu_0, r, d_1, d_2\), where \(T_k = T_{\bar{T}_r}(X^{(k)})\) is tangent space onto the manifold of rank-\(r\) matrices at \(T_r(X^{(k)})\). Then
\[
\|X^{(k+1)} - X^0\|_{S_\infty} \leq c(\mu_0, r, d_1, d_2)^2 \epsilon_k^2 \|W^{(k)}(X^0)\|_{S_1},
\]
if \(W^{(k)} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}\) is the optimal weight operator of Definition 2.1 corresponding to \(X^{(k)}\).

**Proof of Lemma B.8.** Let \(\eta^{(k+1)} := X^{(k+1)} - X^0\). Since \(\eta^{(k+1)}\) is in the nullspace \(\ker P_\Omega\), it follows from (42) that
\[
\|\eta^{(k+1)}\|_F^2 \leq \|\eta^{(k+1)}\|_{S_\infty}^2 \leq c(\mu_0, r, d_1, d_2)^2 \|P_{\bar{T}_k}^\perp(\eta^{(k+1)})\|_F^2.
\]

Recalling the definition of the weight operator \(W^{(k)} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}\) from Definition 2.1 we see that, if
\[
X^{(k)} = U_k \Sigma_k V_k^* = \begin{bmatrix} U^{(k)} & U^{(k)}_\perp \end{bmatrix} \begin{bmatrix} \Sigma^{(k)} & 0 \\ 0 & \Sigma^{(k)}_\perp \end{bmatrix} \begin{bmatrix} V^{(k)*} \\ V^{(k)}_\perp \end{bmatrix}
\]
is a singular value decomposition with \(U^{(k)} \in \mathbb{R}^{d_1 \times r}, U^{(k)}_\perp \in \mathbb{R}^{d_1 \times (d_1 - r)}, V^{(k)} \in \mathbb{R}^{d_2 \times r}, V^{(k)}_\perp \in \mathbb{R}^{d_2 \times (d_2 - r)}\), we have that
\[
\langle Z, W^{(k)}(Z) \rangle = \langle U^{(k)*} Z V_k, H_k \circ (U^{(k)*}_k Z V_k) \rangle
\]
where \(H_k \in \mathbb{R}^{d_1 \times d_2}\) is as in Definition 2.1.

If \(Z = P_{\bar{T}_k}^\perp(\eta^{(k+1)}) \in T_k^\perp\), we know that \(U^{(k)*} Z = 0\) and \(Z V^{(k)} = 0\), and therefore
\[
U^{(k)*}_\perp Z V_k = \begin{bmatrix} U^{(k)*} \\ U^{(k)}_\perp \end{bmatrix} Z \begin{bmatrix} V^{(k)} \\ V^{(k)}_\perp \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]
with \(U^{(k)*}_\perp Z V_k^* \in \mathbb{R}^{(d_1 - r) \times (d_2 - r)}\).

By assumption of Lemma B.8, we know that \(\epsilon_k = \sigma_{r+1}(X^{(k)})\), which means that \(r_k := \{|i \in [d] : \sigma_i(X^{(k)}) > \epsilon_k\} = r\), and therefore \((H_k)_{ij} = \epsilon_k^{-2}\) for all \(i, j > r\). This entails with (46) that
\[
\langle P_{\bar{T}_k}^\perp(\eta^{(k+1)}), W^{(k)}(P_{\bar{T}_k}^\perp(\eta^{(k+1)})) \rangle = \epsilon_k^{-2} \langle U^{(k)*} P_{\bar{T}_k}^\perp(\eta^{(k+1)}) V_k, U^{(k)} P_{\bar{T}_k}^\perp(\eta^{(k+1)}) V_k \rangle
\]
\[
= \epsilon_k^{-2} \langle P_{\bar{T}_k}^\perp(\eta^{(k+1)}), P_{\bar{T}_k}^\perp(\eta^{(k+1)}) \rangle = \epsilon_k^{-2} \|P_{\bar{T}_k}^\perp(\eta^{(k+1)})\|_F^2,
\]
using the cyclicity of the trace and the fact that \(U_k\) and \(V_k\) are orthonormal matrices.

Inserting this into (44), we obtain
\[
\|\eta^{(k+1)}\|_{S_\infty}^2 \leq c(\mu_0, r, d_1, d_2)^2 \epsilon_k^2 \langle P_{\bar{T}_k}^\perp(\eta^{(k+1)}), (W^{(k)}(P_{\bar{T}_k}^\perp(\eta^{(k+1)}))) \rangle
\]
\[
\leq c(\mu_0, r, d_1, d_2)^2 \epsilon_k^2 \langle \eta^{(k+1)}, (W^{(k)}(P_{\bar{T}_k}^\perp(\eta^{(k+1)}))) \rangle,
\]
where \((W^{(k)})^{-1} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}\) is the inverse matrix operator of \(W^{(k)}\).
where the last inequality holds since $W^{(k)}$ is positive definite and since

$$
\left( P_{T_k}^k (\eta^{(k+1)}), W^{(k)} (P_{T_k}^k (\eta^{(k+1)})) \right) = 0
$$

due to the orthogonality of $T_k$ and $T_k^\perp$. Due to Lemma B.7, we know that the new iterate $X^{(k+1)}$ fulfills

$$
0 = \langle W^{(k)}(X^{(k+1)}), \eta^{(k+1)} \rangle = \langle W^{(k)}(\eta^{(k+1)} + X^0), \eta^{(k+1)} \rangle,
$$

and therefore

$$
\langle \eta^{(k+1)}, W^{(k)}(\eta^{(k+1)}) \rangle = - \langle W^{(k)}(X^0), \eta^{(k+1)} \rangle \leq \|W^{(k)}(X^0)\|_{S_1} \|\eta^{(k+1)}\|_{S_\infty},
$$

using Hölder's inequality for Schatten-$p$ (quasi-)norms (cf. Theorem 11.2 of [GGKoo]). Dividing (47) by $\|\eta^{(k+1)}\|_{S_\infty}$ concludes the proof of Lemma B.8.

In order to obtain a fast local convergence rate, it is crucial to bound $\|W^{(k)}(X^0)\|_{S_1}$. For this, we split $\|W^{(k)}(X^0)\|_{S_1}$ into three parts and estimate the parts separately by using the classical singular subspace perturbation result of Lemma B.6.

**Lemma B.9.** Let $W^{(k)} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}$ be the weight operator (4) of Definition 2.1 corresponding to $X^{(k)}$, let $\epsilon_k = \sigma_{r+1}(X^{(k)}) = \sigma_r^{(k)}$ and $X^0 \in \mathbb{R}^{d_1 \times d_2}$ be a rank-$r$ matrix. Assume that there exists $0 < \zeta < 1$ such that

$$
\|X^{(k)} - X^0\|_{S_\infty} \leq \zeta \sigma_r(X^0).
$$

Then

$$
\|W^{(k)}(X^0)\|_{S_1} \leq r(1 - \zeta)^{-2}\sigma_r(X^0)^{-1} \left( 1 + 4 \frac{\|\eta^{(k)}\|_{S_\infty}\sigma_1(X^0)}{\epsilon_k \sigma_r(X^0)} + 2 \frac{\|\eta^{(k)}\|_{S_\infty}^2}{\epsilon_k^2} \frac{\sigma_1(X^0)}{\sigma_r(X^0)} \right).
$$

**Proof.** Recalling the notation $\sigma_{\ell}^{(k)} = \sigma_{\ell}(X^{(k)})$ for the $\ell$-th singular value of $X^{(k)}$ and the decomposition

$$
H_k = \begin{bmatrix} H^{(k)} & H^{(k)}_{1,2} \\ H^{(k)}_{1,2} & \epsilon_k^{-2} 1 \end{bmatrix}
$$

of (12), we bound the entries of the different blocks $H^{(k)}_1$, $H^{(k)}_{1,2}$ and $H^{(k)}_{2,1}$ separately.

Since $(H_k)_{ij} = \left( \max(\sigma_r^{(k)}, \epsilon_k) \max(\sigma_j^{(k)}, \epsilon_k) \right)^{-1}$ for each $i \in [d_1]$ and $j \in [d_2]$ due to definition of $H_k$, we observe that

$$
\max_{i \in [r], j \in [r]} (H^{(k)})_{ij} \leq (\sigma_r^{(k)})^{-2},
$$

and

$$
\max_{i,j} \left( \max(H^{(k)}_{1,2})_{ij}, \max(H^{(k)}_{2,1})_{ij} \right) = \max_{i \in [r], r+1 \leq j \leq d_2} (H^{(k)}_{1,2})_{ij} \leq (\sigma_r^{(k)})^{-1}\epsilon_k^{-1},
$$

In view of these entrywise bounds on the submatrices of $H_k$ and $H^{(k)}_{2,1}$, we compute, using (12), that
\[
\| W^{(k)}(X^0) \|_{S_1} = \left\| \begin{bmatrix} H^{(k)} & U \end{bmatrix} \right\|_{S_1} \leq \sqrt{r} \left\| \begin{bmatrix} H^{(k)} & U \end{bmatrix} \right\|_F \leq \sqrt{r} \left( \sum_{i=1}^r \sigma_i^{(k)} \right)^{1/2} \leq \sqrt{r} (\sigma_r^{(k)})^{-1}
\]

We now bound the terms (I), (II) and (III) separately.

First, we see that

\[
(I) = \left\| H^{(k)} \circ \left( U^{(k)*}X^0V^{(k)} \right) \right\|_{S_1} \leq \sqrt{r} \left\| H^{(k)} \circ \left( U^{(k)*}X^0V^{(k)} \right) \right\|_F \leq \sqrt{r} \left( \sum_{i=1}^r \sigma_i^{(k)} \right)^{1/2} \leq \sqrt{r} (\sigma_r^{(k)})^{-1}
\]

where we used the Cauchy-Schwarz inequality in the first inequality, the notation \( \eta^{(k)} = X^{(k)} - X^0 \) and the triangle inequality in the second inequality, and finally, (50) in the third inequality. \( \Sigma^{(k)} \in \mathbb{R}^{r \times r} \) is here as in (9).

Since

\[
\left\| H^{(k)} \circ \Sigma^{(k)} \right\|_F = \left( \sum_{i=1}^r \sigma_i^{(k)} \right)^{1/2} \leq \sqrt{r} (\sigma_r^{(k)})^{-1}
\]

and

\[
\left\| U^{(k)*} \eta^{(k)} V^{(k)} \right\|_F \leq \sqrt{r} \left\| U^{(k)*} \eta^{(k)} V^{(k)} \right\|_{S_\infty} \leq \sqrt{r} \left\| \eta^{(k)} \right\|_{S_\infty} \leq \sqrt{r} \zeta \sigma_r(X^0)
\]

from assumption (48), it follows then that

\[
(I) \leq r (\sigma_r^{(k)})^{-2} \left( \sigma_r^{(k)} + \zeta \sigma_r(X^0) \right).
\]

We can use the proximity assumption (48) further to get rid of the dependence on \( k \) in the bound, as

\[
\sigma_r(X^0) = \sigma_r(X^{(k)} - \eta^{(k)}) \leq \sigma_r^{(k)} + \sigma_1(\eta^{(k)}) = \sigma_r^{(k)} + \| \eta^{(k)} \|_{S_\infty} \leq \sigma_r^{(k)} + \zeta \sigma_r(X^0),
\]

using \( \sigma_{i+j-1}(A) \leq \sigma_i(A + B) + \sigma_j(B) \) for any \( i, j \) (cf. Theorem 3.3.16 of [HJ91]) with \( A + B = X^{(k)} - \eta^{(k)} \) and \( B = \eta^{(k)} \) so that

\[
(52) \quad \sigma_r^{(k)} \geq (1 - \zeta) \sigma_r(X^0),
\]

and hence

\[
(53) \quad (I) \leq r \sigma_r(X^0)^{-2} (1 - \zeta)^{-2} \left( \sigma_r(X^0)(1 - \zeta) + \zeta \sigma_r(X^0) \right) = r (1 - \zeta)^{-2} \sigma_r(X^0)^{-1}.
\]
For the term (II), we compute that
\[
(\text{II}) \leq \sqrt{2r} \left\| H_{2,1}^{(k)} \circ (U^{(k)} X^0 V^{(k)}_\perp) \right\|_F \\
\leq \sqrt{2r} (\sigma_r^{(k)})^{-1} \epsilon_k^{-1} \left( \left\| U^{(k)} X^0 V^{(k)}_\perp \right\|_F + \left\| U^{(k)} X^0 V^{(k)} \right\|_F \right) \\
\leq \sqrt{2r} (\sigma_r^{(k)})^{-1} \epsilon_k^{-1} \left( \left\| U^{(k)} U_0 \Sigma_0 || V^{(k)}_\perp \right\|_{S_\infty} + \left\| U^{(k)} U_0 || \Sigma_0 V^{(k)}_\perp \right\|_F \right),
\]
using the singular value decomposition \( X^0 = U_0 \Sigma_0 V_0^* \) of the rank-\( r \) matrix \( X^0 \) with \( U_0 \in \mathbb{R}^{d_1 \times r} \), \( V_0 \in \mathbb{R}^{d_2 \times r} \). This allows us to use the singular subspace perturbation result of Lemma B.6, so that \( \| V^{(k)}_\perp V^{(k)} \|_{S_\infty} \) and \( \| U^{(k)} U_0 || S_\infty \) can compensate for the negative power of the \( \epsilon_k \), avoiding a blow-up of term (II): Indeed, using Lemma B.6 with \( X = X^0 \), \( \hat{X} = X^{(k)} \), \( \alpha = \sigma_r(X^0) \) and \( \delta = (1 - \zeta) \sigma_r(X^0) \) results in
\[
\max(\| V^{(k)}_\perp V^{(k)} \|_{S_\infty}, \| U^{(k)} U_0 || S_\infty \) \leq \sqrt{2r} \left\| \eta^{(k)} ||_{S_\infty} \right\| (1 - \zeta) \sigma_r(X^0),
\]
and since \( \| U^{(k)} U_0 \|_F \leq \| \Sigma_0 \|_F \leq \sqrt{r} \sigma_1(X^0), \| \Sigma_0 V^{(k)}_\perp \|_F \leq \sqrt{r} \sigma_1(X^0) \), we obtain with (52) that
\[
(\text{II}) \leq 4r (1 - \zeta)^{-2} \sigma_r(X^0)^{-1} \frac{\| \eta^{(k)} \|_{S_\infty}}{\epsilon_k} \frac{\sigma_1(X^0)}{\sigma_r(X^0)}.
\]
It remains to bound the last term (III). For (III), we can use the subspace perturbation lemma twice in the same summand such that
\[
(\text{III}) = \epsilon_k^{-2} \left\| U^{(k)}_{\perp} U^{(k)}_{\perp} X^0 V^{(k)}_\perp V^{(k)}_{\perp} \right\|_{S_1} = \epsilon_k^{-2} \left\| U^{(k)}_{\perp} X^0 V^{(k)}_\perp \right\|_{S_1} \leq \sqrt{r} \epsilon_k^{-2} \left\| U^{(k)}_{\perp} X^0 V^{(k)}_\perp \right\|_F \\
\leq \sqrt{r} \epsilon_k^{-2} \left\| U^{(k)}_{\perp} U_0 || S_\infty \right\| F || V^{(k)}_\perp || S_\infty \\
\leq \sqrt{r} \epsilon_k^{-2} \frac{\sqrt{2} \frac{\| \eta^{(k)} \|_{S_\infty}}{\epsilon_k} \sqrt{ \sigma_1(X^0)} \frac{\sqrt{2} \frac{\| \eta^{(k)} \|_{S_\infty}}{\epsilon_k} \sqrt{ \sigma_1(X^0)}}{(1 - \zeta) \sigma_r(X^0)} = 2r (1 - \zeta)^{-2} \sigma_r(X^0)^{-1} \frac{\| \eta^{(k)} \|_{S_\infty}}{\epsilon_k} \frac{\sigma_1(X^0)}{\sigma_r(X^0)}.\]
Combining (??) finally yields the statement of Lemma B.9.

\[\square\]

B.3. Wrapping up the proof. We can now put Lemma B.4, Lemma B.8 and Lemma B.9 together to prove the local convergence statement of Theorem 4.1, showing also that we attain locally quadratic convergence.

Proof of Theorem 4.1. Let \( k = k_0 \) and \( X^{(k)} \) be the \( k \)-th iterate of MatrixIRLS with the parameters stated in Theorem 4.1. Under the sampling model of Theorem 4.1, if the number of samples \( m \) fulfills \( m \geq C \mu_0 r (d_1 + d_2) \log (d_1 + d_2) \), where \( C \) is the constant of Lemma B.4, we know from Lemma B.4 that with a probability of at least \( 1 - 2D^{-2} \), inequality (42) is satisfied with \( c(\mu_0, r, d_1, d_2) = \sqrt{\frac{C d \log(D)}{\mu_0 r}}, \) if furthermore \( \eta^{(k)} := X^{(k)} - X^0 \) fulfills
\[
\| \eta^{(k)} \|_{S_\infty} \leq \xi \sigma_r(X^0)
\]
with
\[
\xi \leq C_1 \sqrt{\frac{\mu_0 r}{d}},
\]
and thus, by Lemma B.8,
\begin{equation}
\|X^{(k+1)} - X^0\|_{S_\infty} \leq \frac{\tilde{C} d \log(D)}{\mu_0} \epsilon_k^2 \|W^{(k)}(X^0)\|_{S_1}.
\end{equation}
We denote the event that this is fulfilled by \(E\). Furthermore, on this event, if \(\xi \leq 1/2\) in (56) and denoting the condition number by \(\kappa = \sigma_1(X^0)/\sigma_r(X^0)\), it follows from Lemma B.9 that
\begin{equation}
\|X^{(k+1)} - X^0\|_{S_\infty} \leq \frac{\tilde{C} d \log(D)}{\mu_0} 4\sigma_r(X^0)^{-1} \left( \epsilon_k^2 + 4\epsilon_k \|\eta^{(k)}\|_{S_\infty} \kappa + 2\|\eta^{(k)}\|_{S_\infty}^2 \right)
\end{equation}
Furthermore, if \(X^{(k)}_r \in \mathbb{R}^{d_1 \times d_2}\) denotes the best rank-\(r\) approximation of \(X^{(k)}\) in any unitarily invariant norm, we estimate that
\begin{equation}
\epsilon_k \leq \sigma_{r+1}(X^{(k)}) = \|X^{(k)} - X^{(k)}_r\|_{S_\infty} \leq \|X^{(k)} - X^0\|_{S_\infty} = \|\eta^{(k)}\|_{S_\infty},
\end{equation}
Inserting these two bounds into (58), we obtain
\begin{equation}
\|\eta^{(k+1)}\|_{S_\infty} = \|X^{(k+1)} - X^0\|_{S_\infty} \leq \frac{\tilde{C} d \log(D)}{\mu_0} 4\sigma_r(X^0)^{-1} (1 + 6\kappa) \|\eta^{(k)}\|_{S_\infty}^2.
\end{equation}
Finally, if, additionally, (56) is satisfied for
\begin{equation}
\xi \leq \frac{\mu_0}{4(1 + 6\kappa)d \log(D)C},
\end{equation}
we conclude that
\begin{equation}
\|\eta^{(k+1)}\|_{S_\infty} < \|\eta^{(k)}\|_{S_\infty}
\end{equation}
and also, we observe a quadratic decay in the spectral error such that
\begin{equation}
\|\eta^{(k+1)}\|_{S_\infty} \leq \mu \|\eta^{(k)}\|_{S_\infty}^2
\end{equation}
with a constant \(\mu = \frac{4\tilde{C} d \log(D)(1 + 6\kappa)}{\mu_0 \sigma_r(X^0)}\). This shows inequality (33) of Theorem 4.1.

To show the remaining statement, we can use Lemma B.5 to show that if \(X^{(k)}\) is close enough to \(X^0\), we can ensure that the \((r+1)\)-st singular value \(\sigma_{r+1}(X^{(k)})\) of the current iterate is strictly decreasing. More precisely, assume now the stricter assumption of
\begin{equation}
\|\eta^{(k)}\|_{S_\infty} \leq \sqrt{\frac{\mu_0 \epsilon_k}{4\tilde{C} d (d - r) \log(D)}} \xi \sigma_r(X^0).
\end{equation}
In fact, if \(\xi\) fulfills (57) and (59), we can conclude that on the event \(E\),
\begin{align*}
\sigma_{r+1}(X^{(k+1)}) &\leq \|\eta^{(k+1)}\|_{S_\infty} \leq \frac{\tilde{C} d \log(D)}{\mu_0} 4\sigma_r(X^0)^{-1} (1 + 6\kappa) \|\eta^{(k)}\|_{S_\infty} \cdot \|\eta^{(k)}\|_{S_\infty} \\
&< \frac{\tilde{C} d \log(D)}{\mu_0} 4\sigma_r(X^0)^{-1} (1 + 6\kappa) \sqrt{\frac{\mu_0 \epsilon_k}{4\tilde{C} d (d - r) \log(D)}} \xi \sigma_r(X^0) \\
&\cdot \sqrt{4\tilde{C} d (d - r) \log(D)} \sigma_{r+1}(X^{(k)}) \leq \sigma_{r+1}(X^{(k)})
\end{align*}
using Lemma B.5 for one factor \(\|\eta^{(k)}\|_{S_\infty}\) and (60) for the other factor \(\|\eta^{(k)}\|_{S_\infty}\) in the third inequality, and (59) in the last inequality. Taking the update rule (6) for the smoothing parameter into account, this implies that \(\epsilon_{k+1} = \sigma_{r+1}(X^{(k+1)})\), which ensures that the first statement of Theorem 4.1 is fulfilled likewise for iteration \(k+1\). By induction, this implies that \(X^{(k+\ell)} \xrightarrow{\xi \to \infty} X^0\), which finishes the proof of Theorem 4.1.
\[\square\]
The presented proof of Theorem 4.1 has certain similarities with the proof of local superlinear convergence of Theorem 11 in [KS18] for a related IRLS algorithm designed for Schatten-$p$ quasi-norm minimization. However, that proof is not applicable to the matrix completion setting, and furthermore, is not extendable to a log-determinant objective as used in this paper. As observed in [KS18], it is not possible to obtain superlinear (or quadratic) convergence rates for the IRLS methods of [FRW11, MF12].

Appendix C. Proof of Theorem 4.2

In this section, we provide a result about the spectrum of the system matrix

$$A := D_k + \sum_{i=1}^{r} p_{\Omega}^* P_{\Omega}^* P_{r_k} := \varepsilon_k^2 \left( D_{s_k}^{-1} - \varepsilon_k^2 I_{s_k} \right)^{-1} + \sum_{i=1}^{r} p_{\Omega}^* P_{\Omega}^* P_{r_k},$$

of (14) in Algorithm 2. We recall that solving a linear system with $A$ constitutes the main computational step in our implementation of MatrixIRLS.

It is well-known that the shape of the spectrum of the system matrix $A$ plays an important role in the convergence of the conjugate gradient iterations. In particular, the CG method terminates after $\ell$ iterations (in exact arithmetic) if $A$ has $\ell$ distinct eigenvalues (cf. Theorem 5.4 of [NW06]) and a bound on the error $\gamma_\ell - \gamma^*$ of the $\ell$-th iterate $\gamma_\ell$ to the exact solution $\gamma^*$ of the linear system (5.36) of [NW06] can be provided by

$$\langle \gamma_\ell - \gamma^*, A(\gamma_\ell - \gamma^*) \rangle \leq 2 \left( \frac{\sqrt{\kappa(A)} - 1}{\sqrt{\kappa(A)} + 1} \right)^\ell \langle \gamma_0 - \gamma^*, A(\gamma_0 - \gamma^*) \rangle,$$

where $\kappa(A) := \lambda_{\max}(A)/\lambda_{\min}(A)$ is the condition number of $A$.

It has been a common problem for IRLS methods that the linear systems to be solved become ill-conditioned close to the desired (low-rank or sparse, depending on the problem) solution [DDPG10, FRW11, FPRW16]. Close to the solution the smoothing parameter $\varepsilon_k$ is typically very small, resulting in “very large weights” on large parts of the domain induced by the quadratic form

$$\langle X, W^{(k)}(X) \rangle.$$

For the sparse recovery problem, it has been observed [Vor12] that this blow-up can be a problem for an inexact solver of the weighted least squares system, and in [FPRW16], an analysis was pursued for an IRLS algorithm for the sparse recovery problem about with which precision the linear system for each outer iteration $k$ needs to be solved by a conjugate gradient method to ensure overall convergence.

However, the underlying issue of bad conditioning of the IRLS system matrices was not addressed or solved in [FPRW16] (see Section 5.2 of [FPRW16] for a discussion).

Theorem 4.2, which we now show, argues that by computing the weighted least squares update via Algorithm 2, these issues do not arise for MatrixIRLS in the same manner.

Proof of Theorem 4.2. Recall the definitions $D_k = \varepsilon_k^2 \left( D_{s_k}^{-1} - \varepsilon_k^2 I_{s_k} \right)^{-1}$ and $A = D_k + \sum_{i=1}^{r} p_{\Omega}^* P_{\Omega}^* P_{r_k}$. We know that the eigenvalues of $D_{s_k}^{-1}$ are just the inverses of the entries of the matrices $H^{(k)}$, $H_{1,2}^{(k)}$ and $H_{2,1}^{(k)}$ in the block decomposition of the matrix $H_k \in \mathbb{R}^{d_1 \times d_2}$ that defines the weight operator $W^{(k)}$. By (50) and (51), we can lower bound these eigenvalues by $\sigma_r(X^{(k)}) \varepsilon_k = \sigma_r^{(k)} \varepsilon_k$, and therefore,
\[(62) \quad \|D_k\|_{\infty} \leq \frac{\epsilon_k^2}{\sigma_r(X^{(k)})} + \epsilon_k - \epsilon_k^2 = \frac{\epsilon_k}{\sigma_r(X^{(k)})} - \epsilon_k \leq \frac{3}{4} \sigma_r(X_0) - \epsilon_k,\]

using that \(\sigma_r(X^{(k)}) \geq (1 - 1/4) \sigma_r(X_0)\) since \(\|X^{(k)} - X_0\|_{\infty} \leq \frac{1}{4} \sigma_r(X_0)\), see also (52). Also, since \(\epsilon_k = \sigma_r+1(X^{(k)})\) \(\leq \|X^{(k)} - X_0\|_{\infty} \leq \frac{1}{4} \sigma_r(X_0)\) and further \(\epsilon_k = \sigma_r+1(X^{(k)}) \leq C_1 \left( \frac{\mu_0 r}{d} \right) \sigma_r(X_0)\), we have that

\[
\epsilon_k \leq \frac{C_1 \mu_0 r}{d} \sigma_r(X_0) \leq 2C_1 \frac{\mu_0 r}{d}.
\]

This implies that

\[
0 \leq \lambda_{\min}(D_k) \leq \lambda_{\max}(D_k) = \|D_k\|_{\infty} \leq 2C_1 \frac{\mu_0 r}{d} \leq 2C_1 \frac{m}{C d D \log(D)} \leq \frac{m}{d_1 d_2},
\]

if the constant \(C_1 > 0\) is small enough, using the lower bound on the sample complexity \(m\).

The second summand in \(A\), the matrix \(P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^*\), is positive semidefinite already due to its factorized form. We note that by following the proof of Theorem 4.1, we see that under the assumptions of Theorem 4.2, we have that for \(P_{T_k} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}, Z \mapsto P_{T_k}^* P_{T_k}^* (Z)\) and \(P_{T_k} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^{d_1 \times d_2}, Z \mapsto P_{T_k}^* P_{T_k}^*(Z)\),

\[
\frac{d_1 d_2}{m} \left\| P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* \right\|_{S_{\infty}} \leq \frac{d_1 d_2}{m} \left\| P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* \right\|_{S_{\infty}} \leq \frac{4}{10}
\]
on an event \(E\) that holds with high probability.

As \(P_{T_k}\) is a matrix with orthonormal columns such that \(P_{T_k}^* P_{T_k} = I\), this implies that

\[
\left\| P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* - \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \right\|_{S_{\infty}} \leq \frac{4 m}{10 d_1 d_2}
\]
on the event \(E\). Thus, the bound on the spectrum of \(A\) follows from this and (62) since

\[
\left\| A - \frac{3 m}{2 d_1 d_2} I \right\|_{S_{\infty}} = \left\| D_k + P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* - \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} - \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \right\|_{S_{\infty}} \leq \left\| D_k - \frac{1 m}{2 d_1 d_2} I \right\|_{S_{\infty}} + \left\| P_{T_k}^* P_{T_k}^* P_{T_k}^* P_{T_k}^* - \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \frac{m}{d_1 d_2} \right\|_{S_{\infty}} \leq \frac{1 m}{2 d_1 d_2} + \frac{1 m}{10 d_1 d_2} + \frac{9 m}{10 d_1 d_2} - \frac{1 m}{2 d_1 d_2}.
\]

The condition number bound follows immediately since \(\kappa(A) = \frac{\lambda_{\max}(A)}{\lambda_{\min}(A)} \leq 4\).

As a summary, since Theorem 4.2 gives a bound on the condition number of the linear system matrix \(A\) that is a small constant, the theory of the conjugate gradient methods suggests that very good solutions can be found already after few, in particular, after

\[N_{\text{CG}_{\text{inner}}} = \text{cst.}\]

CG iterations (where cst. is small), for each IRLS iteration, at least in the neighborhood of a low-rank matrix \(X_0\) that is compatible with the measurements.

Taking into account the statement of Theorem 3.1, this suggests that at least locally, a new iterate \(X^{(k+1)}\) can be calculated with a time complexity of

\[O((mr + r^2 D) \cdot N_{\text{CG}_{\text{inner}}}) = O((mr + r^2 D)).\]
Appendix D. Remarks to MatrixIRLS as a saddle-escaping smoothing Newton method

We briefly elaborate on the interpretation of MatrixIRLS as a saddle-escaping smoothing method.

If $\epsilon_k > 0$ and if $F_{\epsilon_k} : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}$ is the $\epsilon_k$-smoothed log-det objective of (3), it can be shown that $F_{\epsilon_k}$ is continuously differentiable with $\epsilon_k^{-2}$-Lipschitz gradient $\nabla F_{\epsilon_k}(X) = U \operatorname{diag} \left( \frac{\sigma_i(X)}{\max(\sigma_i(X), \epsilon_k)^2} \right) V^*$ for any matrix $X$ with singular value decomposition $X = U \operatorname{diag} \left( \sigma(X) \right) V^*$, which can be shown by using results from [LS05, ACP16]. Additionally, it holds that $\nabla F_{\epsilon_k}$ is differentiable at $X$ if and only if the second derivative $f''_{\epsilon_k} : \mathbb{R} \to \mathbb{R}$ of $f_{\epsilon_k}$ from (3) exists at all $\sigma = \sigma_i(X), i \in [d]$, which is the case if $X \in D_{\epsilon_k} := \{ X : \sigma_i(X) \neq \epsilon_k \text{ for all } i \in [d] \}$. The latter statement follows from the calculus of non-Hermitian Löwner functions [Yano9, DSST18], also called generalized matrix functions [Noi17], as $X \mapsto \nabla F_{\epsilon_k}(X)$ is such a function.

Let now $X^{(k)} \in D_{\epsilon_k} := \{ X : \sigma_i(X) \neq \epsilon_k \text{ for all } i \in [d] \}$ with singular value decomposition as in (9), and $r_k := |\{ i \in [d] : \sigma_i(X^{(k)}) > \epsilon_k \}| = |\{ i \in [d] : \sigma_i^{(k)} > \epsilon_k \}|$. In this case, it can be calculated that the Hessian $\nabla^2 F_{\epsilon_k}(X^{(k)})$ at $X^{(k)}$, which is a function that maps $\mathbb{R}^{d_1 \times d_2}$ to $\mathbb{R}^{d_1 \times d_2}$ matrices, satisfies in the case of $d_1 = d_2$

\begin{equation}
\nabla^2 F_{\epsilon_k}(X^{(k)})(Z) = U_k \left[ M^S \circ S(U_k^T Z V_k) + M^T \circ T(U_k^T Z V_k) \right] V_k^*,
\end{equation}

for any $Z \in \mathbb{R}^{d_1 \times d_2}$, where $S : \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}$ and $T : \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}$ are the symmetrization operator and antisymmetrization operator, respectively, that map any $X \in \mathbb{R}^{d \times d}$ to

\begin{equation*}
S(X) = \frac{1}{2} (X + X^*), \quad \text{and} \quad T(X) = \frac{1}{2} (X - X^*)
\end{equation*}

for any $X \in \mathbb{R}^{d \times d}$, and $M^S, M^T \in \mathbb{R}^{d_1 \times d_2}$ fulfill

\begin{equation*}
M^S = \begin{bmatrix}
-H^{(k)} & M^-_{1,2} \\
M^-_{2,1} & \epsilon_k^{-2} 1
\end{bmatrix}, \quad M^T = \begin{bmatrix}
-H^{(k)} & M^+_{1,2} \\
M^+_{2,1} & \epsilon_k^{-2} 1
\end{bmatrix}
\end{equation*}

with $H^{(k)} \in \mathbb{R}^{r_k \times r_k}$ as in (13) and the $(d_1 - r_k) \times (d_2 - r_k)$-matrix of ones $1$. Furthermore, the matrices $M^+_{1,2}, M^+_{2,1} \in (d_1 - r_k) \times r_k$ are such that

\begin{equation*}
\left( M^+_{1,2} \right)_{ij} = \frac{(\sigma_i^{(k)})^{-1} \pm \sigma_j^{(k)} \epsilon_k^{-2}}{\sigma_i^{(k)} \pm \sigma_j^{(k)} \epsilon_k}
\end{equation*}

for $i \in [r_k], j \in [d_2 - r_k]$ and

\begin{equation*}
\left( M^+_{2,1} \right)_{ij} = \frac{(\sigma_j^{(k)})^{-1} \pm \sigma_i^{(k)} \epsilon_k^{-2}}{\sigma_j^{(k)} \pm \sigma_i^{(k)} \epsilon_k}
\end{equation*}

for $j \in [r_k], i \in [d_1 - r_k]$. The formula (63) for $\nabla^2 F_{\epsilon_k}(X^{(k)})$ follows by inserting the operator $\nabla F_{\epsilon_k}$ into Theorem 2.2.6 of [Yano9], Corollary 3.10 [Noi17] or Theorem 4 of [DSST18].

By realizing that $0 \leq \sigma^{(k)} \leq \epsilon_k$ for all $\ell > r_k$, we see that

\begin{equation*}
\frac{1}{(\sigma_i^{(k)})^2} \leq \left( M^+_{1,2} \right)_{ij} \leq \left( M^+_{2,1} \right)_{ji} \leq \frac{1}{\sigma_i^{(k)} \epsilon_k}
\end{equation*}
we update the smoothing parameter

\[-\frac{1}{\sigma_i^{(k)}} \leq \left( M_{1,2}^I \right)_{ij} = \left( M_{2,1}^- \right)_{ji} \leq \frac{1}{(\sigma_i^{(k)})^2}\]

for all \( i \) and \( j \).

Now, comparing \( M^S \) and \( M^T \) with \( H_k \), see (49), of the weight operator \( W^{(k)} \), we see that the upper left blocks of \( M^S \) and \( M^T \) are just the negative of the upper left block \( H^{(k)} \) of \( H_k \), while the lower right blocks coincide. Furthermore, the lower left and the upper right blocks are related such that

\[\left| \left( M_{1,2}^S \right)_{ij} \right| \leq \frac{1}{\sigma_i^{(k)}} = \left( H_{1,2}^{(k)} \right)_{ij}\]

for all \( i \in [r_k], j \in [d_2 - r_k] \), and

\[\left| \left( M_{2,1}^S \right)_{ij} \right| \leq \frac{1}{\sigma_j^{(k)}} = \left( H_{2,1}^{(k)} \right)_{ij}\]

for all \( i \in [d_2 - r_k], j \in [r_k] \).

We now point out the relationship of these considerations to an analysis that was performed in [PMR19] for the case of an unconstrained minimization of \( F_{\epsilon_k} \), assuming furthermore that \( F_{\epsilon_k} \) was smooth:

In this case, [PMR19] considers using modified Newton steps

\[X^{(k+1)} := X^{(k)} - \eta_k \left[ \nabla^2 F_{\epsilon_k}(X^{(k)}) \right]^{-1} \nabla F_{\epsilon_k}(X^{(k)})\]

where the Hessian \( \nabla^2 F_{\epsilon_k}(X^{(k)}) \) is replaced by a positive definite truncated eigenvalue matrix \( \left[ \nabla^2 F_{\epsilon_k}(X^{(k)}) \right]_c \), which replaces the large negative eigenvalues of \( \nabla^2 F_{\epsilon_k}(X^{(k)}) \) by their modulus for eigenvalues that have large modulus and eigenvalues of small modulus by an appropriate constant \( c \). [PMR19] shows that such steps are, unlike conventional Newton steps, which often are attracted by saddle points, able to escape saddle points with an exponential rate that does not depend on the conditioning of the problem. Experimental observations of such behavior has been reported also in other works [Murio, DPG’14].

In view of this, we observe that the weight operator \( W^{(k)} \) is nothing but a refined variant of \( \left[ \nabla^2 F_{\epsilon_k}(X^{(k)}) \right]_c \), as the eigenvalues of \( \nabla^2 F_{\epsilon_k}(X^{(k)}) \) from (63) are simply \( \{ (M^S)^I, i \leq j \} \cup \{ (M^T)^I, i < j \} \), c.f., e.g., Theorem 4.5 of [Nof17]. In particular, the refinement is such that the small eigenvalues of \( \nabla^2 F_{\epsilon_k}(X^{(k)}) \), which can be found in the entries of \( M_{1,2}^I \) and \( M_{2,1}^I \), are replaced not by a uniform constant, but by different upper bounds \((\sigma_i^{(k)})^{-1}\) and \((\sigma_j^{(k)})^{-1}\) that depend either on the row index \( i \) or the column index \( j \).

Besides this connection, there are important differences of our algorithm to the algorithm analyzed in [PMR19]. While that paper considers the minimization of a fixed smooth function, we update the smoothing parameter \( \epsilon_k \) and thus the function \( F_{\epsilon_k} \) at each iteration. Furthermore, Algorithm 1 of [PMR19] uses backtracking for each modified Newton step, which would be prohibitive to perform as evaluations of \( F_{\epsilon_k} \) are very expensive for our smoothed log-det objectives, as they would require the calculation of all singular values. On the other hand, MatrixIRLS uses full modified Newton steps, and we can assure that these are always a descent direction in our case, as we explain in an upcoming paper. Lastly, we do not add noise to the iterates.

As mentioned in Section 2, MatrixIRLS is by no means the first algorithm for low-rank matrix recovery that can be considered as an iteratively reweighted least squares algorithm. However, the IRLS algorithms [FRW11, MF12, LXY13, KS18] are different from MatrixIRLS not only in
their computational aspects, but also since they do not allow for a close relationship between their weight operator $W^{(k)}$ and the Hessian $\nabla^2 F_{\ell_k}(X^{(k)})$ at $X^{(k)}$ as described above.

**Appendix E. Experimental Details**

In this section, we specify some details of the setup and the algorithmic parameters for the experiments presented in Section 5. The sample complexity experiments of Figures 1, 2, 5 and 6 were conducted on a Linux node with Intel Xeon E5-2690 v3 CPU with 28 cores and 64 GB RAM, using MATLAB R2019a. The experiment of Figure 4 was conducted on a Windows 10 laptop with Intel i7 7660U with 2 cores and 8 GB RAM, also using MATLAB R2019a, and all other experiments were conducted on an iMac with 4 GHz Quad-Core Intel Core i7 CPU, using MATLAB R2020b. In the main text we divided the algorithms into three main categories according to the main optimization philosophy behind. But now, for the purpose of our experiment, we categorize the algorithms into algorithms of first-order type and of second-order type based on whether an algorithm exhibits empirically observed locally superlinear convergence rates or not.

**E.1. Algorithmic Parameter Choice.** All the methods are provided with the true rank $r$ of $X^0$ as an input parameter. If possible, we use the MATLAB implementation provided by the authors of the respective papers. Below we point out the links from which one can download such implementations. We do not make use of explicit parallelization for any of the methods, but most methods use compiled C subroutines to efficiently implement sparse evaluations of matrix factorizations. We base our choice of algorithms on the desire to obtain a representative picture of state-of-the-art algorithms for matrix completion, including in particular those that are scalable to problems with dimensionality in the thousands or more, those that come with the best theoretical guarantees, and those that claim to perform particularly well to complete ill-conditioned matrices.

We set a maximal number of outer iterations for the second-order methods as $N_0 = 400$. The second-order type algorithms considered for this paper, including their parameter choices, are:

- **MatrixIRLS**, as described in Algorithm 1 or, minutely, in Appendix A.1. As a stopping criterion, we choose a threshold of $10^{-9}$ for the relative change of the Frobenius norm $\frac{\|X^{(k+1)} - X^{(k)}\|_F}{\|X^{(k)}\|_F}$. We use the CG method for solving the linear system (44) without any preconditioning. We terminate the CG method if a maximum number of $N_{\text{CG, inner}} = 500$ inner iterations is reached or if a relative residual of $\text{tol}_{\text{inner}} = 10^{-9}$ is reached, whichever happens first. For the weight operator update step, we use a variant of the randomized Block Krylov method [MM15] based on the implementation provided by the authors, setting the parameter for the maximal number of iterations to 20.

- **R2RLS** [BNZ21] or rank $2r$ iterative least squares, a method that optimizes a least squares data fit objective $\|P_\Omega(X_0) - P_\Omega(X)\|_F$ over $X \in T_{Z(k)} M_r$, where $T_{Z(k)} M_r$ is a tangent space onto the manifold of rank-$r$ matrices, while iteratively updating this tangent space. As above, we stop the outer iterations a threshold of $10^{-9}$ is reached for the relative change of the Frobenius norm $\frac{\|X^{(k+1)} - X^{(k)}\|_F}{\|X^{(k)}\|_F}$. At each outer iteration, R2RLS solves an overdetermined least squares problem of size $(m \times r(d_1 + d_2))$ via the iterative solver LSQR, for which we choose the maximal number of inner iterations as $N_{\text{LSQR, inner}} = 500$ and a small threshold $\text{tol}_{\text{inner}} = 10^{-9}$.

---

⁴While this stopping condition uses the condition number $\kappa$, which will probably be unknown in practice, it can be generally chosen independently of $\kappa$ without any problems of convergence.

⁵https://github.com/cpmusco/bksvd
termination criterion based on a relative residual of $10^{-10}$. We use the implementation based on the code provided by the authors, but adapted for these stopping criteria.\(^6\)

- **RTRMC**, the preconditioned Riemannian trust-region method called RTRMC $z_p$ of [BA15], which was reported to achieve the best performance among a variety of matrix completion algorithms for the task of completing matrices of a condition number of up to $\kappa = 150$. We use the implementation provided by the authors\(^7\) with default options except for setting the maximal number of inner iterations to $N_{\text{inner}} = 500$ and setting the parameter for the tolerance on the gradient norm to $10^{-15}$. Furthermore, as the algorithm otherwise would often run into certain submatrices that are not positive definite for $\rho$ between $1$ and $1.5$, we set the regularization parameter $\lambda = 10^{-8}$, which is small enough not to deter high precision approximations of $X^0$ if enough samples are provided.

Furthermore, we consider the following first-order algorithms, setting the maximal number of outer iterations to $N_0 = 4000$:

- **LRGeomCG** [Van13], a local optimization method for a quadratic data fit term based on gradients with respect to the Riemannian manifold of fixed rank matrices. We use the author's implementation\(^8\) while setting the parameters related to the stopping conditions $\text{abs}_{\text{grad}}\_\text{tol}, \text{rel}_{\text{grad}}\_\text{tol}, \text{abs}_{\text{f}}\_\text{tol}, \text{rel}_{\text{f}}\_\text{tol}, \text{rel}_{\text{tol}}\_\text{change}\_\text{x}$ and $\text{rel}_{\text{tol}}\_\text{change}\_\text{res}$ each to $10^{-9}$. The rank-adaptive variant of LRGeomCG, called LRGeomCG Pursuit [UV15, TTW14], is used with the same algorithmic parameters as LRGeomCG for the inner iterations, and with a rank increase of 1 each outer iteration.

- **LMaFit** or low-rank matrix fitting [WYZ12], a nonlinear successive over-relaxation algorithm based on matrix factorization. We use the implementation provided by the authors\(^9\), setting the tolerance threshold for the stopping condition (which is based on a relative data fit error $\|P_\Omega(X^{(k)}) - y\|_2/\|y\|_2$) to $5 \cdot 10^{-10}$.

- **ScaLEDASD** or scaled alternating steepest descent [TW16], a gradient descent method based on matrix factorization which scales the gradients in a quasi-Newton fashion. We use the implementation provided by the authors\(^10\) with the stopping condition of $\|P_\Omega(X^{(k)}) - y\|_2/\|y\|_2 \leq 10^{-9}$.

- **ScaLEDGD** or scaled gradient descent [TMC20], a method that is very similar to ScaLEDASD, but for which a non-asymptotic local convergence analysis has been achieved for the case of a matrix recovery problem related to matrix completion, and which has been investigated experimentally in [TMC20] in the light of the completion of ill-conditioned low-rank matrices. We use an adapted version of the author's implementation\(^11\): We choose a step size of $\eta = 0.5$, but increase the normalization parameter $p$ by a factor of 1.5 in case the unmodified algorithm ScaLEDGD leads to divergent algorithmic iterates, using the same stopping condition as for ScaLEDASD.

- **NHT** or normalized iterative hard thresholding [TW13], which performs iterative hard thresholding steps with adaptive step sizes. We use the implementation provided by the authors\(^10\) with a stopping threshold of $10^{-9}$ for the relative data fit error $\|P_\Omega(X^{(k)}) - y\|_2/\|y\|_2$ and the convergence rate threshold parameter $1 - 10^{-9}$.

\(^6\)https://github.com/Jonathan-WIS/R2RILS
\(^7\)RTRMC $z_p$ from https://web.math.princeton.edu/~nboumal/RTRMC/index.html, together with the toolbox Manopt 6.0 (https://www.manopt.org/) [BMAS14].
\(^8\)http://www.unige.ch/math/vandereycken/matrix_completion.html
\(^9\)http://lmafit.blogs.rice.edu
\(^10\)http://www.sdspeople.fudan.edu.cn/weike/code/mc20140528.tar
\(^11\)https://github.com/Titan-Tong/ScaLEDGD
- R3MC \[\text{R3MC}\] [MS14], a Riemannian nonlinear conjugate-gradient that also optimizes a least squares data fit objective \(\|P_\Omega(X_0) - P_\Omega(X)\|_F\) by exploiting a three-factor matrix factorization similar to the SVD and performs a search on a quotient manifold defined from the manifold of rank r matrices, this factorization and symmetries from the action of the orthogonal group. We use the author’s implementation\(^\text{12}\) while choosing the Polyak-Ribier rule for the nonlinear CG and the Armijo line search with a maximum of 50 line searches allowed at each iteration. Also, we set the tolerance parameter for stopping criterion to \(10^{-9}\). R3MC w/ Rank Upd corresponds to the method described in the section on rank updating of [MS14].

### E.2. Remark to Experiment of Figure 7

Tracking the relative Frobenius error to gauge the performance of methods for the recovery of highly ill-conditioned matrices without taking account the condition number \(\kappa\) might not provide a full picture, as a recovery of the singular spaces corresponding to the smallest singular values can only be expected once the relative error is smaller than \(1/\kappa\).

![Spectrum of output matrices](image1.png)

**Figure 8.** Spectrum information of algorithmic output \(X^{(K)}\) after convergence, experiment of Figure 7 (1000 \(\times\) 1000 matrix, \(r = 30\), \(\kappa = 10^{10}\), \(\rho = 1.5\)).

For this reason, we report in Figure 8a the singular values of the recovered matrices \(X^{(K)}\) and the relative error on a basis of individual singular values in Figure 8b for the very experiment conducted in Section 5.3 and illustrated in Figure 7. We observe that MatrixIRLS, LRGeomCG Pursuit and R3MC w/ Rank Upd each are able to recover even the smallest singular values such (with indices \(i = 28, 29, 30\)) with a high precision of a relative error between \(10^{-7}\) and \(10^{-3}\).

This shows that despite a not too restrictive choice of the tolerance on of the inner conjugate gradient iterations (such as \(\text{tol}_{\text{inner}} = 10^{-3}\)), MatrixIRLS is successful in recovering the complete spectrum of \(X^0\), indicating that an implementation of MatrixIRLS that solves (14) via conjugate gradient method together with weight updates based on a randomized block Krylov method can be very precise even without requiring an very high precision on the iterative solver.

These observations suggest that MatrixIRLS and Riemannian optimization methods with adaptive rank updates such as LRGeomCG Pursuit and R3MC w/ Rank Upd are good alternatives

\(^\text{12}\)https://bamdevmishra.in/codes/r3mc/. We used the version from Sep. 2020 which already includes the rank updating strategy.
to solve hard matrix recovery problems in a numerically efficient way, warranting further investigations for a better theoretical understanding.
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