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Abstract. In this paper, we investigate regrets of an online semi-proximal alternating direction method of multiplier (Online-spADMM) for solving online linearly constrained convex composite optimization problems. Under mild conditions, we establish $O(\sqrt{N})$ objective regret and $O(\sqrt{N})$ constraint violation regret at round $N$ when the dual step-length is taken in $(0, (1 + \sqrt{5})/2)$ and penalty parameter $\sigma$ is taken as $\sqrt{N}$. We explain that the optimal value of parameter $\sigma$ is of order $O(\sqrt{N})$. Like the semi-proximal alternating direction method of multiplier (spADMM), Online-spADMM has the advantage to resolve the potentially non-solvability issue of the sub-problems efficiently. We show the usefulness of the obtained results when applied to different types of online optimization problems and verify the theoretical result by numerical experiments. The inequalities established for Online-spADMM are also used to develop iteration complexity of the average update of spADMM for solving linearly constrained convex composite optimization problems.
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1 Introduction

In online optimization, a decision maker (or an online player) makes decisions iteratively. At each round of decision, the outcomes associated with the decisions are unknown to the decision maker. After committing to a decision, the decision maker suffers a loss. These losses are unknown to the decision maker beforehand.

The Online Convex Optimization (OCO) framework models the feasible set as a convex set $\Phi \subset U$, where $U$ is a linear space. The costs are modeled as convex functions over $U$. A learning
framework for OCO problems can be described as: at round $t$, the online player chooses $u^t \in \Phi$. After the player has committed to this choice, a convex cost function $\psi_t \in \Psi : \mathcal{U} \to \mathbb{R}$ is revealed. Here $\Psi$ is the family of cost functions available to the adversary. The cost incurred by the online player is $\psi_t(u^t)$, the value of the cost function for the choice $u^t$. Let $T$ denote the total number of rounds.

Let $\mathcal{A}$ be an algorithm for OCO, the regret of $\mathcal{A}$ after $T$ iterations is defined as:

$$
\text{regret}_T(\mathcal{A}) = \sup_{\{\psi_1, \ldots, \psi_T \} \subseteq \Psi} \left\{ \sum_{t=1}^{T} \psi_t(u^t) - \min_{u \in \Phi} \sum_{t=1}^{T} \psi_t(u) \right\}
$$

(1.1)

There are a large number of algorithms for online convex optimization problems under different scenarios, among them the famous ones include Follow-the-Leader [14]. Follow-the-Regularized-Leader [27], [30], Exponentiated Online Gradient [15], Online Mirror Descent, Perceptron [25] and Winnow [18]. There are a lot of publications concerning algorithms for online convex optimization, see Chapter 7 of [21], Chapter 21 of [29], and survey papers Shalev-Shwartz [28], Hazan [11] and references cited in these two papers.

For most works in literature, as pointed out by [11], there are some restrictions for OCO: the losses determined by an adversary should not be allowed to be unbounded and the decision set must be somehow bounded and/or structured. We know from [28] and [11] that $\psi_t$ is usually not allowed to take infinite values and $\Phi$ is only of simple structures. For examples, $\psi_t$ is required to be Lipschitz continuous or strongly convex, and/or $\Phi$ is the simplex set, the positive orthant, ball-shaped set, or box-shaped set.

This paper will eliminate the mentioned restrictions by permitting $\psi_t$ to take $+\infty$, this allows us to deal with complicated convex constraint sets. We will explain this point after we introduce the optimization model considered in this paper.

In this paper, we consider the online composite optimization defined by

$$
\psi_t(u) = f_t(x) + g(z), \quad \Phi = \{(x, z) \in \mathcal{U} : Ax + Bz = c\},
$$

(1.2)

with $\mathcal{U} = \mathcal{X} \times \mathcal{Z}$, $u = (x, z) \in \mathcal{U}$, where $\mathcal{X}$ and $\mathcal{Z}$ are two finite-dimensional real Hilbert spaces equipped with an inner product $\langle \cdot, \cdot \rangle$ and its induced norm $\| \cdot \|$, $f_t : \mathcal{X} \to (-\infty, +\infty)$ and $g : \mathcal{Z} \to (-\infty, +\infty]$ are proper closed convex functions, $A : \mathcal{X} \to \mathcal{Y}$ and $B : \mathcal{Z} \to \mathcal{Y}$ are two linear operators respectively, with $\mathcal{Y}$ being another finite-dimensional real Hilbert space equipped with an inner product $\langle \cdot, \cdot \rangle$ and its induced norm $\| \cdot \|$ and $c \in \mathcal{Y}$. Namely, at round $N$, the online player is trying to solve

$$
\min \quad F_N(x, z) = \sum_{t=1}^{N} [f_t(x) + g(z)]
$$

s.t. \quad A x + B z = c, x \in \mathcal{X}, z \in \mathcal{Z}.

(1.3)

For online optimization problems with no constraint in or simple structured constraints embedded in function $g$ (for example, probability simplex is embedded in the entropy function), there are a large number of publications in machine learning filed for designing algorithms, among them see for example [6], [35], and references in [28] and [11]. Besides the mentioned literatures, there are some recent works related to online optimization (1.2). Mahdavi et. al [22] designed a gradient based algorithm to achieve $O(\sqrt{N})$ regret and $O(N^{3/4})$ constraint violations for an online optimization problem whose constraint set is defined by a set of inequalities of smooth convex functions. Recently Jenatton et. al [13] and Yu and Neely [36] developed new algorithms to improve the
performance in comparison to prior works. However the online optimization model considered in these papers does not cover model (1.2) as $\phi_t$ in their problem is required to be smooth and is not permitted to take $+\infty$ values.

Now we explain that the online composite optimization model (1.2) covers many popular online optimization problems.

**Example 1.1.** Consider a general online optimization model in which the cost function at round $t$ is $\phi_t : X \rightarrow \mathbb{R}$ and the constrained set is of the form:

$$C := \{x \in X : Nx + b \in \mathcal{K}\},$$

where $N : X \rightarrow \mathcal{V}$ is a linear mapping, $b \in \mathcal{V}$, $\mathcal{K} \subset \mathcal{V}$ is closed convex set and $\mathcal{V}$ is a Hilbert space. Define

$$f_t(x) = \phi_t(x), \quad g(z) = \delta_{\mathcal{K}}(z), \quad A = N, \quad B = -I$$

where $\delta$ is the indicator function, $I$ is the identity in $\mathcal{V}$ and $\mathcal{Z} = \mathcal{V}$. Then the online optimization problem is expressed as the form (1.2).

**Example 1.2.** Consider an online optimization model in which the cost function at round $t$ is $\phi_t : X \rightarrow \mathbb{R}$ and the constrained set is a simple convex set $X$. For avoiding decision jumping, online player introduces a regularizer $R : X \rightarrow \mathbb{R}$. Define

$$f_t(x) = \phi_t(x), \quad g(z) = R(z) + \delta_X(z), \quad A = I, \quad B = -I$$

where $I$ is the identity in $X$. Then the online optimization problem is expressed as the form (1.2).

The off-line problem, in which all losses are known to the decision maker beforehand, corresponds to the case where $f_k(x) = f(x), \forall k = 1, \ldots, N$. In this case, Problem (1.2) or Problem (1.3) is reduced to

$$\min f(x) + g(z) \quad \text{s.t.} \quad Ax + Bz = c, \quad x \in X, z \in \mathcal{Z}. \quad (1.4)$$

The convex composite optimization problem (1.4) is an important optimization model widely distributed in scientific and engineering fields, see examples considered in [2]. Alternating direction methods of multipliers for solving Problem (1.4) are an important class of numerical algorithms, which are extensively studied in recent twenty years. The classic ADMM was designed by Glowinski and Marroco [9] and Gabay and Mercier [8] and its construction was much influenced by Rockafellar’s works on proximal point algorithms for solving the more general maximal monotone inclusion problems [23, 24].

An important progress in the ADMM field is the semi-proximal ADMM (in short, spADMM) proposed by Fazel et al. [7]. This method has several advantages. First, it allows the dual step-length to be at least as large as the golden ratio of 1.618. Second, spADMM not only covers the classic ADMM but also resolves the potentially non-solvability issue of the subproblems in the classic ADMM. Third, perhaps more important one, it possesses the abilities of handling multi-block convex optimization problems. For example, it has been shown most recently that the spADMM is quite efficient in solving multi-block convex composite semidefinite programming problems [3, 16, 34] with a low to medium accuracy. Importantly, under the calmness of the inverse Karush-Kuhn-Tucker mapping, spADMM has the linear rate of convergence, this result was established by Han, Sun and Zhang [10].
Inspired by spADMM for Problem (1.4), we construct the following Online-spADMM for the online problem (1.2). For a Hilbert space $\mathcal{Z}$, for any self-adjoint positive semidefinite linear operator $B : \mathcal{Z} \rightarrow \mathcal{Z}$, denote $\|z\|_B := \sqrt{\langle z, Bz \rangle}$ and

$$\text{dist}_B(z, D) = \inf_{z' \in D} \|z' - z\|_B$$

for any $z \in \mathcal{Z}$ and any set $D \subseteq \mathcal{Z}$. If $B$ is the identity mapping in $\mathcal{Z}$, namely $B = I$, we use $\text{dist}(z, D)$ to denote the distance of $z$ from $D$. At round $k \in \mathbb{N}$, for problem

$$\min \ f_k(x) + g(z) \quad \text{s.t.} \quad A x + B z = c, \quad x \in \mathcal{X}, \ z \in \mathcal{Z},$$

the augmented Lagrangian function is defined by

$$L_k^\sigma(x, z; y) := f_k(x) + g(z) + \langle y, A x + B z - c \rangle + \frac{\sigma}{2} \|A x + B z - c\|^2, \quad \forall (x, z, y) \in \mathcal{X} \times \mathcal{Z} \times \mathcal{Y}. \quad (1.6)$$

Then Online-spADMM may be described as follows.

**Online-spADMM:** An online semi-proximal alternating direction method of multipliers for solving the online convex optimization problem (1.2).

**Step 0** Input $(x^1, z^1, y^1) \in \mathcal{X} \times \mathcal{Z} \times \mathcal{Y}$. Let $\tau \in (0, +\infty)$ be a positive parameter (e.g., $\tau \in (0, (1 + \sqrt{5})/2)$), $S_1 : \mathcal{X} \rightarrow \mathcal{X}$ and $T : \mathcal{Z} \rightarrow \mathcal{Z}$ be a self-adjoint positive semidefinite, not necessarily positive definite, linear operators. Set $k := 1$.

**Step 1** Set

$$x^{k+1} \in \arg \min L_k^\sigma(x, z^k; y^k) + \frac{\sigma}{2} \|x - x^k\|^2_{S_k},$$

$$z^{k+1} \in \arg \min L_k^\sigma(x^{k+1}, z; y^k) + \frac{1}{2} \|z - z^k\|^2_T,$$

$$y^{k+1} = y^k + \tau \sigma (A x^{k+1} + B z^{k+1} - c). \quad (1.7)$$

**Step 2** Receive a cost function $f_{k+1}$ and incur loss $f_{k+1}(x^{k+1}) + g(z^{k+1})$ and constraint violation $\|A x^{k+1} + B z^{k+1} - c\|$.

**Step 3** Choose a self-adjoint positive semidefinite linear operator $S_{k+1} : \mathcal{X} \rightarrow \mathcal{X}$.

**Step 4** Set $k := k + 1$ and go to Step 1.

To our knowledge, the first online alternating direction method perhaps is the one proposed by Wang and Banerjee [33]. Their algorithm corresponds to a modified version of the above Online spADMM where $T = 0$ and the term $\frac{\sigma}{2} \|x - x^k\|^2_{S_k}$ is replaced by $\sigma B_\phi(x, x^k)$, where $B_\phi$ is the Bergman of a smooth convex function $\phi$. Based on the Wang and Banerjee [33], Hosseini et. al [12] extend the online ADMM algorithm to a distributed setting based on dual-averaging. This algorithm is applicable to solve the online convex optimization over a network of agents and attain a sub-linear regret bound of $O(\sqrt{N})$ for the objective function and linear local constraints violation. Liu et. al [20] design and analyze a new zeroth-order online algorithm. It can not only perform gradient-free operation, but also employing the ADMM to accommodate complex structured regularizers.
Compared with the first-order gradient based online algorithm, it requires \( m \) times more iterations, where \( m \) is the number of optimization variables.

For Online-spADMM, we define objective and constraint violation regret by

\[
\text{regret}_{\text{obj}}^N = \sum_{t=1}^{N} \left[ f_t(x^t) + g(z^t) \right] - \min_{Ax + Bz = c} \left\{ \sum_{t=1}^{N} f_t(x) + g(z) \right\} \tag{1.8}
\]

and

\[
\text{regret}_{\text{ctr}}^N = \sum_{t=1}^{N} \left\| Ax^t + Bz^t - c \right\|^2, \tag{1.9}
\]

respectively.

As far as we are concerned, the main contributions of this paper can be summarized as follows.

- Cost functions are proper lower semi-continuous convex extended real-valued functions and this makes the optimization model (1.2) include more online optimization problems. For instance, Problem (1.5) includes linear semi-definite programming, quadratic semi-definite programming and convex composite programming.

- The proposed Online-spADMM allows the dual step-length to be at least as large as the golden ratio of 1.618, which is independent on the time horizon and other parameters.

- When \( \sigma = \sqrt{N} \) and \( S_k \) is chosen in a smart way, under mild assumptions (these assumptions are quite weaker than those in \cite{[33]}) it is proved that the regret of objective function of \( N \) iterations is of order \( O(\sqrt{N}) \), and the regret of constraints of \( N \) iterations is of order \( O(\sqrt{N}) \). It is proved that the solution regret is of order \( O(\sqrt{N}) \) under strong assumptions.

- It is proved that, for the average of the first \( N \) iterations by spADMM for solving linearly constrained convex composite optimization problems, the iteration complexity of objective function is of order \( O(\sqrt{N}) \) and the iteration complexity of constraint violation is of order \( O(\sqrt{N}) \) when \( \sigma = \sqrt{N} \).

- We apply the Online-spADMM to solve several examples of online linear constrained optimization problems. The theoretical results are verified by numerical experiments. Compared with other numerical results, Online-spADMM performs very well in all respects, especially the running time.

The remaining parts of this paper are organized as follows. In Section 2, we develop two important inequalities, which play a key role in the analysis for objective regret, constraint violation regret and solution error regret. Section 3 establishes bounds of objective regret, constraint violation regret and solution error regret of Online-spADMM for the online optimization. Section 4 is about the complexity of the average iteration of spADMM for solving Problem (1.4) and the recovery of an important inequality in \cite{[10]}. Section 5 applies Online-spADMM to online quadratic optimization, lasso and generalized Lasso and present experimental results. We make our final conclusions in Section 6.
2 Key Inequalities of Online spADMM

In this section, we demonstrate important inequalities for upper bounds of \([f_k(x^k) + g(z^k)] - [f_k(\bar{x}) + g(\bar{z})]\), where \((\bar{x}, \bar{z})\) is a feasible point of the set \(\Phi\). These upper bounds play crucial roles in the analysis for constraint violation regret and objective regret of Online spADMM.

**Theorem 2.1.** Let \(\{(x^k, z^k, y^k) : k = 1, \ldots, N + 1\}\) be generated by Online-spADMM. Then, for any \((\bar{x}, \bar{z}) \in \Phi\), any \(k = 1, \ldots, N\),

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\bar{x}) + g(\bar{z})] \\
\leq \left[ (2\sigma\tau)^{-1}||x^k||^2 + \frac{1}{2}||x^k - \bar{x}\|_{S_k}^2 + \frac{1}{2}||z^k - \bar{z}\|_{\Sigma_{f_k}}^2 + \frac{\sigma}{2}||B(z^k - \bar{z})||^2 \\
+ \frac{1}{2}||z^k - z^{k-1}||_T^2 + \left(1 - \min\{\tau, \tau^{-1}\}\right)\sigma||A(x^k + Bz^k - c)||^2 \right] \\
- \left[ (2\sigma\tau)^{-1}||x^{k+1}||^2 + \frac{1}{2}||x^{k+1} - \bar{x}\|_{S_k}^2 + \frac{1}{2}||z^{k+1} - \bar{z}\|_{\Sigma_{g}}^2 + \frac{\sigma}{2}||B(z^{k+1} - \bar{z})||^2 \\
+ \frac{1}{2}||z^{k+1} - z^k||_T^2 + \left(1 - \min\{\tau, \tau^{-1}\}\right)\sigma||A(x^{k+1} + Bz^{k+1} - c)||^2 \right] \\
+ \left(1 - \tau + \min\{\tau, \tau^{-1}\}\right)\frac{\sigma}{2}||A(x^k + Bz^k - c)||^2. \tag{2.1}
\]

**Proof.** The proof is quite lengthy. We put it in Appendix A. \(\square\)

We define

\[s_{\tau} := \frac{1}{4}\left[5 - \tau - 3\min\{\tau, \tau^{-1}\}\right], \quad t_{\tau} := \frac{1}{2}\left[1 - \tau + \min\{\tau, \tau^{-1}\}\right].\]

Let \(E : X \times Z \to Y\) be linear operator defined by \(E(x, z) = Ax + Bz\) for \((x, z) \in X \times Z\) and

\[
\overline{M}_k = \text{Diag}\left(\sigma S_k + \Sigma_{f_k}, T + \Sigma_g + \sigma B^*B\right) + s_{\tau}E^*E, \\
\overline{H}_k = \text{Diag}\left(\sigma S_k + \frac{1}{2}\Sigma_{f_k}, T + \Sigma_g + 2t_{\tau}\sigma B^*B\right) + \frac{1}{4}t_{\tau}E^*E. \tag{2.2}
\]

**Proposition 2.1.** Let \(\tau \in (0, (1 + \sqrt{5})/2)\), then

\[
\Sigma_{f_k} + \sigma S_k + \sigma A^*A > 0 \quad \& \quad \Sigma_g + T + \sigma B^*B > 0 \iff \overline{M}_k > 0 \iff \overline{H}_k > 0. \tag{2.3}
\]

**Proof.** Similar to the proof of Proposition 3 of [10]. \(\square\)
Theorem 2.2. Let \( \{(x^k, z^k, y^k) : k = 1, \ldots, N + 1\} \) be generated by Online-spADMM. Then, for any \((\tilde{x}, \tilde{z}) \in \Phi\), any \(k = 1, \ldots, N\),

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\tilde{x}) + g(\tilde{z})]
\leq \frac{1}{2} \left[ (\tau \sigma)^{-1} \|y^k\|^2 + \|x^k - \tilde{x}\|^2_{\Sigma_{\alpha}S_k} + \|z^k - \tilde{z}\|^2_{\Sigma_{\beta}S_k} + \sigma \|B(z^k - \tilde{z})\|^2 + \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} \\
+ \|x^k - x^{k-1}\|^2_{\Sigma_{\delta}k} + \frac{1}{2} \|x^k - x^{k-1}\|^2_{\Sigma_{\alpha}S_k} + \frac{1}{2} \|z^k - z^{k-1}\|^2_{\Sigma_{\beta}S_k} + \frac{1}{2} \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} + \frac{1}{4} \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} \right]
\]

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\tilde{x}) + g(\tilde{z})]
\leq \frac{1}{2} \left[ (\tau \sigma)^{-1} \|y^k\|^2 + \|x^k - \tilde{x}\|^2_{\Sigma_{\alpha}S_k} + \|z^k - \tilde{z}\|^2_{\Sigma_{\beta}S_k} + \sigma \|B(z^k - \tilde{z})\|^2 + \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} \\
+ \|x^k - x^{k-1}\|^2_{\Sigma_{\delta}k} + \frac{1}{2} \|x^k - x^{k-1}\|^2_{\Sigma_{\alpha}S_k} + \frac{1}{2} \|z^k - z^{k-1}\|^2_{\Sigma_{\beta}S_k} + \frac{1}{4} \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} \right].
\]

Proof. We have from Theorem 2.1 that

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\tilde{x}) + g(\tilde{z})]
\leq \frac{1}{2} \left[ (\tau \sigma)^{-1} \|y^k\|^2 + \|x^k - \tilde{x}\|^2_{\Sigma_{\alpha}S_k} + \|z^k - \tilde{z}\|^2_{\Sigma_{\beta}S_k} + \sigma \|B(z^k - \tilde{z})\|^2 + \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} \\
+ \|x^k - x^{k-1}\|^2_{\Sigma_{\delta}k} + \frac{1}{2} \|x^k - x^{k-1}\|^2_{\Sigma_{\alpha}S_k} + \frac{1}{2} \|z^k - z^{k-1}\|^2_{\Sigma_{\beta}S_k} + \frac{1}{4} \|z^k - z^{k-1}\|^2_{\Sigma_{\gamma}} \right].
\]

(2.4)
Reorganizing the terms on (2.5), we obtain

\[
2[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(x) + g(z)] \\
\leq \left( (\tau\sigma)^{-1}||x^k||^2 + ||x^k - \overline{x}||^2_{\sigma S_{x}} + ||z^k - \overline{z}||^2_{\sigma S_{z}} + \sigma||B(z^k - \overline{z})||^2 + ||x^k - z^{k-1}||^2_T + \frac{3}{4}(5 - \tau - 3\min(\tau, \tau^{-1}))\sigma||Ax^k + Bz^k - c||^2 + ||x^k - \overline{x}||^2_{\Sigma_{k}} + ||z^k - \overline{z}||^2_{\Sigma_{z}} \right) \\
\left[ (\tau\sigma)^{-1}||x^{k+1}||^2 + ||x^{k+1} - \overline{x}||^2_{\sigma S_{x}} + ||z^{k+1} - \overline{z}||^2_{\sigma S_{z}} + \sigma||B(z^{k+1} - \overline{z})||^2 + ||x^{k+1} - z^{k-1}||^2_T + \frac{3}{4}(5 - \tau - 3\min(\tau, \tau^{-1}))\sigma||Ax^{k+1} + Bz^{k+1} - c||^2 + ||Ax^k + Bz^k - c||^2 + \frac{1}{4}(1 - \tau + \min(\tau, \tau^{-1}))\sigma||Ax^{k+1} + Bz^{k+1} - c||^2 + ||Ax^k + Bz^k - c||^2 \right].
\]

Or equivalently

\[
2[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(x) + g(z)] \\
\leq \left( (\tau\sigma)^{-1}||x^k||^2 + ||x^k - \overline{x}||^2_{\sigma S_{x}} + ||z^k - \overline{z}||^2_{\sigma S_{z}} + \sigma||B(z^k - \overline{z})||^2 + ||x^k - z^{k-1}||^2_T + \frac{3}{4}(5 - \tau - 3\min(\tau, \tau^{-1}))\sigma||Ax^k + Bz^k - c||^2 + ||x^k - \overline{x}||^2_{\Sigma_{k}} + ||z^k - \overline{z}||^2_{\Sigma_{z}} \right) \\
\left[ (\tau\sigma)^{-1}||x^{k+1}||^2 + ||x^{k+1} - \overline{x}||^2_{\sigma S_{x}} + ||z^{k+1} - \overline{z}||^2_{\sigma S_{z}} + \sigma||B(z^{k+1} - \overline{z})||^2 + ||x^{k+1} - z^{k-1}||^2_T + \frac{3}{4}(5 - \tau - 3\min(\tau, \tau^{-1}))\sigma||Ax^{k+1} + Bz^{k+1} - c||^2 + ||Ax^k + Bz^k - c||^2 + s_{\tau}\sigma||Ax^{k+1} + Bz^{k+1} - c||^2 + ||x^{k+1} - \overline{x}||^2_{\Sigma_{k}} + ||z^{k+1} - \overline{z}||^2_{\Sigma_{z}} \right] \\
\left[ 2d\sigma\tau||B(z^{k+1} - z^k)||^2 + ||x^{k+1} - z^{k-1}||^2_T + ||x^{k+1} - x^k||^2_{\sigma S_{x}} + ||x^{k+1} - \overline{x}||^2_{\Sigma_{k}} \right] \\
\left[ \frac{1}{4}(1 - \tau + \min(\tau, \tau^{-1}))\sigma||Ax^{k+1} + Bz^{k+1} - c||^2 + ||Ax^k + Bz^k - c||^2 \right].
\]

Using equalities

\[
Ax^{k+1} + Bz^{k+1} - c = A(x^{k+1} - \overline{x}) + B(z^{k+1} - \overline{z}), \quad Ax^k + Bz^k - c = A(x^k - \overline{x}) + B(z^k - \overline{z})
\]

and inequalities

\[
||x^{k+1} - \overline{x}||^2_{\Sigma_{k}} + ||x^{k+1} - \overline{x}||^2_{\Sigma_{k}} \geq \frac{1}{2}||x^{k+1} - x^k||^2_{\Sigma_{k}},
\\
||z^{k+1} - \overline{z}||^2_{\Sigma_{z}} + ||z^{k+1} - \overline{z}||^2_{\Sigma_{z}} \geq \frac{1}{2}||z^{k+1} - z^k||^2_{\Sigma_{z}},
\\
||Ax^{k+1} + Bz^{k+1} - c||^2 + ||Ax^k + Bz^k - c||^2 \geq \frac{1}{2}||A(x^{k+1} - x^k) + B(z^{k+1} - z^k)||^2.
\]
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we obtain from (2.6),

\[
2 \left\{ [f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\bar{x}) + g(\bar{z})] \right\} \\
\leq \left[ (\tau \sigma)^{-1} \| y^k \|^2 + \| x^k - \bar{x} \|^2_{\tau S_k} + \| z^k - \bar{z} \|^2_{\tau T} + \sigma \| B(z^k - \bar{z}) \|^2 + \| z^k - z^{k-1} \|^2_{\tau T} \right. \\
\quad + s_r \sigma \| A(x^k - \bar{x}) + B(z^k - \bar{z}) \|^2 + \| x^k - \bar{x} \|^2_{S_k} + \| z^k - \bar{z} \|^2_{\tau S_k} \\
\quad - \left. (\tau \sigma)^{-1} \| y^{k+1} \|^2 + \| x^{k+1} - \bar{x} \|^2_{\tau S_k} + \| z^{k+1} - \bar{z} \|^2_{\tau T} \right. \\
\quad + s_r \sigma \| A(x^{k+1} - \bar{x}) + B(z^{k+1} - \bar{z}) \|^2 + \| x^{k+1} - x^k \|^2_{\tau S_k} \\
\quad + \frac{1}{2} \| x^{k+1} - x^k \|^2_{\tau S_k} + \frac{1}{2} \| z^{k+1} - z^k \|^2_{\tau T} + t_r \sigma \| A x^{k+1} + B z^{k+1} - c \|^2 \\
\quad + \frac{1}{4} t_r \sigma \| A(x^{k+1} - x^k) + B(z^{k+1} - z^k) \|^2 \right].
\]

(2.7)

This is just inequality (2.4). □

**Corollary 2.1.** Let \{((x^k, z^k, y^k) : k = 1, \ldots, N + 1) be generated by Online-spADMM. Then, for any \((\bar{x}, \bar{z}) \in \Phi\), any \(k = 1, \ldots, N\),

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\bar{x}) + g(\bar{z})] + \frac{1}{2} \sigma t_r \| A x^{k+1} + B z^{k+1} - c \|^2 \\
\leq \frac{1}{2} \left[ (\tau \sigma)^{-1} \| y^k \|^2 + \| z^k - z^{k-1} \|^2_{\tau T} \right] - \frac{1}{2} \left[ (\tau \sigma)^{-1} \| y^{k+1} \|^2 + \| z^{k+1} - z^k \|^2_{\tau T} \right] \\
\quad + \frac{1}{2} \left[ \| (x^k, z^k) - (\bar{x}, \bar{z}) \|^2_{M_k} - \| (x^{k+1}, z^{k+1}) - (\bar{x}, \bar{z}) \|^2_{M_k} \right] \\
\quad - \frac{1}{2} \left[ \| (x^{k+1}, z^{k+1}) - (x^k, z^k) \|^2_{\tau T_k} \right].
\]

(2.8)

**Proof.** The inequality (2.8) follows from (2.4) and the definitions of \(\bar{M}_k\) and \(\bar{T}_k\). □

**3 Regret Analysis**

Let \(S_N^*\) denote the solution set of Problem (1.3) and for \((\bar{x}, \bar{z}) \in S_N^*\),

\[
v_N^* = \frac{1}{N} \sum_{k=1}^{N} [f_k(\bar{x}) + g(\bar{z})].
\]

In this section, we discuss the iteration complexity of Online-spADMM for solving Problem (1.2). For establishing the constraint violation regret and the objective regret of Online-spADMM in terms of round number \(N\), we make the following assumptions.
Assumption 3.1. Suppose that the sequence \( \{(x^k, z^k) : k = 1, \ldots, N\} \) generated by Online-spADMM satisfies

\[
[f_k(\tilde{x}) + g(\tilde{z})] - [f_k(x^k) + g(z^k)] \leq \gamma_0, \forall k = 1, \ldots, N.
\]

for some \( \gamma_0 > 0 \) and \((\tilde{x}, \tilde{z}) \in S^*_N\).

Assumption 3.2. For any \( k = 1, \ldots, N \), assume that \( S_k \) satisfies

\[
\sigma S_k + \frac{2\tau}{1 + 8\tau} t_\tau \sigma A^* A \geq \frac{2\tau}{1 + 8\tau} t_\tau \sigma I,
\]

where \( I \) is the identity mapping of \( \mathcal{Y} \).

Assumption 3.3. For any \( k = 1, \ldots, N \) and \( g^k \in \partial f_k(x^k) \), suppose that there exists \( L > 0 \) such that

\[
\frac{1}{N} \sum_{k=1}^{N} \|g^k\|^2 \leq L^2.
\]

(3.2)

When \( f_t \) is Lipschitz continuous with Lipschitz constant \( L_t \) and

\[
\frac{1}{N} \sum_{k=1}^{N} L_k^2 \leq L^2,
\]

then Assumption 3.3 is satisfied.

3.1 Constraint and objective regrets

Define

\[
\Theta_k(\sigma) = \frac{1}{2} \Sigma_{f_k} + \sigma S_k + \frac{2\tau}{1 + 8\tau} t_\tau \sigma A^* A.
\]

(3.3)

For this purpose, we give the following lemma.

Lemma 3.1. For \( \mathcal{H}_k \) defined by (2.2) and \((x, z) \in X \times Z\), one has

\[
\|(x, z)\|_{\mathcal{H}_k}^2 \geq \|z\|_{\Sigma_{\mathcal{E}^*} + T}^2 + \|x\|_{\Theta_k(\sigma)}^2.
\]

(3.4)

Proof. We can express \( \|(x, z)\|_{\mathcal{H}_k}^2 \) as

\[
\|(x, z)\|_{\mathcal{H}_k}^2 = \left(\sigma S_k + \frac{1}{2} \Sigma_{f_k}\right) x, x + \frac{1}{4} t_\tau \sigma \|Ax + Bz\|^2
\]

\[
+ \left(\Sigma_{g} + T + \frac{1}{4} t_\tau \sigma B^* B\right) z, z
\]

\[
= \left(\frac{1}{2} \Sigma_{f_k} + \sigma S_k + \frac{1}{4} t_\tau \sigma A^* A\right) x, x
\]

\[
+ \left(\Sigma_{g} + T + \frac{1}{4} t_\tau \sigma (1 + 8\tau) B^* B\right) z, z + \frac{1}{2} t_\tau \sigma \langle Ax, Bz \rangle.
\]

(3.5)
In view of the inequality
\[
\frac{1}{2} t_r \sigma \langle Ax, Bz \rangle \geq -\frac{1}{4} t_r \sigma \left[ (1 + 8 \tau)^{-1} \|Ax\|^2 + (1 + 8 \tau) \|Bz\|^2 \right],
\]
we have from (3.5) that
\[
\| (x, z) \|^2_{\mathcal{H}_k} \geq \left( (\mathcal{T} + \Sigma_k) z, z \right) + \left( \left( \frac{1}{2} \Sigma_f + \sigma S_k + \frac{2 \tau}{1 + 8 \tau} t_r \sigma A^* A \right) x, x \right).
\]
The proof is completed. \(\square\)

Making a summation of (2.8) for \(k = 1, \ldots, N\), we obtain
\[
\sum_{k=1}^{N} \left\{ f_k(x^{k+1}) + g(z^{k+1}) \right\} - \left\{ f_k(\bar{x}) + g(\bar{z}) \right\} + \frac{1}{2} t_r \sigma \| Ax^{k+1} + Bz^{k+1} - c \|^2 \leq \frac{1}{2} \left[ (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2 \right] - \frac{1}{2} \left[ (\tau \sigma)^{-1} \| y^{N+1} \|^2 + \| z^{N+1} - z^N \|^2 \right] + \sum_{k=1}^{N} \left\{ \frac{1}{2} \left[ \| (x^k, z^k) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_k} - \| (x^{k+1}, z^{k+1}) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_k} \right] \right\}
\]
\[= \sum_{k=1}^{N} \left\{ \frac{1}{2} \left[ \| (x^{k+1}, z^{k+1}) - (x^k, z^k) \|^2_{\mathcal{M}_k} \right] \right\}. \tag{3.6}\]

We first give a proposition about a bound for the constraint violation regret by Online-spADMM.

**Proposition 3.1.** Let \(\{(x^k, z^k, \nu^k) : k = 1, \ldots, N + 1\}\) be generated by Online-spADMM. Let the following matrix orders hold:
\[
S_1 \geq S_2 \geq \cdots \geq S_{N+1}. \tag{3.7}\]
Then
\[
\frac{1}{N} \text{regret}^\text{cr}_N \leq \frac{1}{N} \sum_{k=1}^{N} \left\{ \| Ax^{k+1} + Bz^{k+1} - c \|^2 \right\} \leq \frac{1}{N t_r \sigma} \left[ (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2 \right] + \frac{1}{N t_r \sigma} \left[ \text{Dist}_{\mathcal{M}_1}((x^1, z^1), S_1^*) \right]^2 + \frac{2}{t_r \sigma} \left[ v^*_N - \frac{1}{N} \sum_{k=1}^{N} f_k(x^{k+1}) + g(z^{k+1}) \right]. \tag{3.8}\]

**Proof.** For any \((\bar{x}, \bar{z}) \in S_1^*\), we have
\[
\frac{1}{N} \sum_{k=1}^{N} f_k(\bar{x}) + g(\bar{z}) = v^*_N.
\]
Since \(S_1 \geq S_2 \geq \cdots \geq S_N\), we have
\[
\mathcal{M}_1 \geq \mathcal{M}_2 \geq \cdots \geq \mathcal{M}_{N+1}.\]
Then, for \( \{w^1, w^2, \ldots, w^{N+1}\} \subset \mathcal{X} \times \mathcal{Z} \), one has
\[
\|w^2\|_{\mathcal{M}_1} \geq \|w^2\|_{\mathcal{M}_2} \geq \ldots \geq \|w^{N+1}\|_{\mathcal{M}_N} \geq \|w^{N+1}\|_{\mathcal{M}_{N+1}}.
\]
Thus we obtain
\[
\sum_{k=1}^{N} \left[ \| (x^k, z^k) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_k} - \| (x^{k+1}, z^{k+1}) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_k} \right] \\
= \| (x^1, z^1) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_1} - \left[ \| (x^2, z^2) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_2} - \| (x^2, z^2 - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_2} \right] \\
- \left[ \| (x^3, z^3) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_2} - \| (x^2, z^3 - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_3} \right] \\
- \ldots \\
- \left[ \| (x^N, z^N) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_N} - \| (x^N, z^N) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_{N+1}} \right] \\
\leq \| (x^1, z^1) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_1} - \| (x^{N+1}, z^{N+1}) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_{N+1}}.
\]
Therefore we have from (3.6) that
\[
\frac{1}{N} \sum_{k=1}^{N} \left[ [f_k(x^{k+1}) + g(z^{k+1})] \right] - v_N^+ + \frac{t \sigma}{2N} \sum_{k=1}^{N} \| A x^{k+1} + B z^{k+1} - c \|^2 \\
\leq \frac{1}{2N} \left[ (\tau \sigma)^{-1} \| y \|^2 + \| z - z^0 \|^2_\gamma + \frac{1}{2N} \| (x^1, z^1) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_1} \right].
\]
Therefore, inequality (3.8) follows directly from inequality (3.6) and Assumption 3.1.

We now give the following proposition about a bound for the sum of objective regret and constraint violation regret by Online-spADMM.

**Proposition 3.2.** Let \( \{(x^k, z^k, y^k) : k = 1, \ldots, N+1\} \) be generated by Online-spADMM. Let Assumption 3.1 be satisfied and the following matrix orders hold:
\[
S_1 \geq S_2 \geq \ldots \geq S_{N+1}.
\] (3.9)

Then the following property holds:
\[
\frac{1}{N} \sum_{k=1}^{N} \left[ [f_k(x^k) + g(z^k)] \right] - v_N^+ + \frac{t \sigma}{2N} \sum_{k=1}^{N} \| A x^{k+1} + B z^{k+1} - c \|^2 \\
\leq \frac{1}{2N} \left[ (\tau \sigma)^{-1} \| y \|^2 + \| z - z^0 \|^2_\gamma + 2(g(z^1) - g(z^{N+1})) \right] + \frac{1}{2N} \| (x^1, z^1) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_1} + \frac{1}{N} \sum_{k=1}^{N} \| g^k \|^2_{\Theta_k(\sigma)^{-1}}
\] (3.10)

for \( g^k \in \partial f_k(x^k), k = 1, \ldots, N. \)
We have from (3.6), (3.11) and (3.12) that
\[ S \]

\[ \text{regret and the objective regret by Online-spADMM, respectively.} \]

\[ \text{Now we are in a position to state the main theorem about the bounds of the constraint violation} \]

\[ 1 \preceq S \]

\[ \sum_{k=1}^{N} \left\{ f_k(x^k) - f_k(x^{k+1}) \right\} \leq \frac{1}{2} \left\{ \|g_k\|_{\Theta_k(\sigma)}^2 + \|x^k - x^{k+1}\|_{\Theta_k(\sigma)}^2 \right\}. \] (3.11)

It follows from Lemma 3.1 that
\[ \|x^{k+1} - x^k\|_{\Theta_k(\sigma)}^2 \leq \|x^{k+1} - x^k\|_{\Theta_k(\sigma)}^2 - \|z^{k+1} - z^k\|_{\Sigma_T}^2. \] (3.12)

We have from (3.6), (3.11) and (3.12) that
\[
\sum_{k=1}^{N} \left\{ f_k(x^k) + g(z^k) \right\} - \left\{ f_k(x) + g(z) \right\} + \frac{1}{2} \left\{ \|Ax^{k+1} + Bz^{k+1} - c\| \right\} \\
\leq \frac{1}{2} \left( (\tau \sigma)^{-1} \|y^0\|^2 + \|z^0\|_{\Sigma_T}^2 \right) - \frac{1}{2} \left( (\tau \sigma)^{-1} \|y^{N+1}\|^2 + \|z^{N+1} - z^N\|_{\Sigma_T}^2 \right) \\
+ \sum_{k=1}^{N} \left\{ \frac{1}{2} \left[ \|x^k, z^k\| - \|(x^k, z^k)\|_{\Sigma_T} \right. \right. \\
- \left. \left. \|(x^k, z^k)\|_{\Sigma_T} \right] \right\} \\
- \sum_{k=1}^{N} \left\{ \frac{1}{2} \left[ \|(x^{k+1}, z^{k+1}) - (x^k, z^k)\|_{\Sigma_T} \right. \right. \\
- \left. \left. \|(x^{k+1}, z^{k+1}) - (x^k, z^k)\|_{\Sigma_T} \right] \right\} \\
+ \sum_{k=1}^{N} \left\{ f_k(x^k) - f_k(x^{k+1}) \right\} + g(z^1) - g(z^{N+1}) \\
\leq \frac{1}{2} \left( (\tau \sigma)^{-1} \|y^0\|^2 + \|z^0\|_{\Sigma_T}^2 \right) - \frac{1}{2} \left( (\tau \sigma)^{-1} \|y^{N+1}\|^2 + \|z^{N+1} - z^N\|_{\Sigma_T}^2 \right) \\
+ \sum_{k=1}^{N} \left\{ \frac{1}{2} \left[ \|x^k, z^k\| - \|(x^k, z^k)\|_{\Sigma_T} \right. \right. \\
- \left. \left. \|(x^k, z^k)\|_{\Sigma_T} \right] \right\} \\
+ \sum_{k=1}^{N} \left\{ \frac{1}{2} \left[ \|g^k\|_{\Theta_k(\sigma)^{-1}}^2 - \|z^{k+1} - z^k\|_{\Sigma_T}^2 \right. \right. \\
+ \left. \left. g(z^1) - g(z^{N+1}) \right] \right\}.
\] (3.13)

Since \( S_1 \preceq S_2 \preceq \cdots \preceq S_N \), we have \( \Sigma_1 \preceq \cdots \preceq \Sigma_N \) and from (3.13) we obtain
\[
\sum_{k=1}^{N} \left\{ f_k(x^k) + g(z^k) \right\} - Nv^*_N + \frac{\ell \tau \sigma}{2} \sum_{k=1}^{N} \|Ax^{k+1} + Bz^{k+1} - c\|^2 \\
\leq \frac{1}{2} \left( (\tau \sigma)^{-1} \|y^0\|^2 + \|z^0\|_{\Sigma_T}^2 \right) + \frac{1}{2} \left( (\tau \sigma)^{-1} \|y^{N+1}\|^2 + \|z^{N+1} - z^N\|_{\Sigma_T}^2 \right) \\
+ \sum_{k=1}^{N} \|g^k\|_{\Theta_k(\sigma)^{-1}}^2 + g(z^1) - g(z^{N+1}). \] (3.14)

The proof is completed. \( \square \)

Now we are in a position to state the main theorem about the bounds of the constraint violation regret and the objective regret by Online-spADMM, respectively.
Theorem 3.1. Let \((x^k, z^k, y^k) : k = 1, \ldots, N + 1\) be generated by Online-spADMM. Suppose that the following matrix orders hold:

\[
S_1 \succeq S_2 \succeq \cdots \succeq S_{N+1}.
\]  
(3.15)

Then the following properties hold:

(i) Let Assumptions 3.2 and 3.3 be satisfied, then

\[
\frac{1}{N} \text{regret}_{\text{obj}}^N = \frac{1}{N} \sum_{k=1}^{N} \left[ \left( f_k(x^k) + g(z^k) \right) \right] - \nu_N^*
\leq \frac{1}{2N} \left( (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2 \right) + \frac{1}{2N} \left( \text{Dist}_{M_1}((x^1, z^1), S_{N+1}^*) \right)^2
\]

\[
+ \frac{(1 + 8\tau)}{2t_{\tau} \sigma} L^2 + \frac{1}{N} \left( g(z^1) - g(z^{N+1}) \right).
\]  
(3.16)

(ii) Let Assumptions 3.1, 3.2 and 3.3 be satisfied, then

\[
\frac{1}{N} \text{regret}_{\text{ctr}}^N = \frac{1}{N} \sum_{k=1}^{N} \left\{ \| A x^k + B z^k - c \|_2 \right\}
\leq \frac{1}{N t_{\tau} \sigma} \left( (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2 \right)
\]

\[
+ \frac{1}{N t_{\tau} \sigma} \left( \text{Dist}_{M_1}((x^1, z^1), S_{N+1}^*) \right)^2 + \frac{2\gamma_0}{t_{\tau} \sigma} + \frac{(1 + 8\tau)}{t_{\tau} \sigma} L^2 + \frac{2}{t_{\tau} \sigma N} \left( g(z^1) - g(z^{N+1}) \right).
\]  
(3.17)

Proof. From (3.1) in Assumption 3.2 we know that

\[
\Theta_k(\sigma)^{-1} \leq \frac{(1 + 8\tau)}{2t_{\tau} \sigma} L^2.
\]  
(3.18)

and Conclusion (i) follows from Proposition 3.2 and Assumption 3.3. In view of (3.18), Assumption 3.1 and Assumption 3.3 we obtain (ii) from Proposition 3.2. □

Define

\[
\eta(\tau) = \frac{1 + 8\tau}{2t_{\tau} \sigma},
\]

\[
\kappa_1 = \frac{1}{2} (\| \Sigma_f \| + \| T \| + \| \Sigma_g \| + s_{E} \| E^T E \|),
\]

\[
\kappa_2 = \frac{1}{2} (\| S_0 \| + \| B^* B \|),
\]

\[
\kappa_3 = \frac{1}{2} \left( \tau^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2 \right) + g(z^1).
\]

We obtain the following result from Theorem 3.1 which provides upper bounds in terms of \(N\) for objective regret and constraint violation regret.

Corollary 3.1. Let \((x^k, z^k, y^k) : k = 1, \ldots, N + 1\) be generated by Online-spADMM. Suppose that the following matrix orders hold:

\[
S_1 \succeq S_2 \succeq \cdots \succeq S_{N+1}.
\]  
(3.19)

Let \(\sigma = \sqrt{N}\). Then the following properties hold:
(i) Let Assumptions 3.2 and 3.3 be satisfied, then

\[ \frac{1}{N} \text{regret}^{\text{obj}}_N \leq \frac{1}{N} \sum_{k=1}^{N} \left[ f_k(x^k) + g(z^k) \right] - v^*_N \]

\[ \leq \left( \frac{k_1}{N} + \frac{k_2}{\sqrt{N}} \right) \left[ \text{Dist}((x^1,z^1),S^*_N) \right]^2 + \frac{1}{\sqrt{N}} \eta(\tau)L^2 + \frac{1}{N} \left( \kappa_3 - g(z^{N+1}) \right). \]

(3.20)

(ii) Let Assumptions 3.1, 3.2 and 3.3 be satisfied, then

\[ \frac{1}{N} \text{regret}^{\text{ctr}}_N \leq \frac{1}{N} \sum_{k=1}^{N} \left\{ \|Ax^{k+1} + Bz^{k+1} - c\| \right\} \]

\[ \leq \frac{1}{t_r \sqrt{N}} \left( \frac{k_1}{N} + \frac{k_2}{\sqrt{N}} \right) \left[ \text{Dist}((x^1,z^1),S^*_N) \right]^2 + \frac{1}{t_r \sqrt{N}} \eta(\tau)L^2 + \frac{1}{N^{3/2}t_r} \left( \kappa_3 - g(z^{N+1}) \right) + \frac{2\gamma_0}{t_r \sqrt{N}}. \]

(3.21)

**Proof.** From the definitions of \( M_{1,k_1} \) and \( k_2 \), one has that

\[ \frac{1}{2N} \left[ \text{Dist}_{M_1}((x^1,z^1),S^*_N) \right]^2 \leq \frac{1}{2N} \left[ \|f_1(x) + T + \Sigma + s_rE + E^T E\| \right] \left[ \text{Dist}((x^1,z^1),S^*_N) \right]^2 \]

\[ \leq \left( \frac{k_1}{N} + \frac{k_2}{\sqrt{N}} \right) \left[ \text{Dist}((x^1,z^1),S^*_N) \right]^2. \]

Thus we obtain conclusion (i) from (i) of Theorem 3.1 and the definition of \( \kappa_3 \) and \( \kappa_4 \). Conclusion (ii) follows from (ii) of Theorem 3.1. \( \square \)

**Remark 3.1.** We have the following observations:

a) It follows from Corollary 3.1 that the objective regret and the constraint violation regret are of order \( \sqrt{N} \) whose coefficients are dependent on the distance of the initial point \((x^1,z^1)\) from \( S^*_N \) if \( g \) is nonnegative-valued.

b) Since \( g \) is often a regularizer, the assumption \( g \) being nonnegative-valued is quite natural. Assumption 3.3 is a natural assumption, which was adopted by \( [28] \).

c) Assumption 3.1 is satisfied in many circumstances. For example if \( g \) has the following form

\[ g(z) = \theta(z) + \delta_Z(z), \]

where \( Z \subset Z \) is a nonempty convex compact set and \( \theta : Z \to \text{R} \) is a continuous function and \( A^* \) is an onto linear operator, then Assumption 3.1 is satisfied.
d) Since we can not neglect the term
\[ \left[ \text{Dist}_{\mathcal{X}_0}(\langle x^1, z^1 \rangle, S'_N) \right]^2, \]
which is of order \( \sigma \), in (3.16) and (3.17) for objective regret and constraint violation regret, the optimal choice of \( \sigma \) is of order \( O(\sqrt{N}) \).

### 3.2 Solution regret

In this subsection, we discuss the possibility for deriving solution regret. For this purpose, we define
\[
\begin{align*}
W_k &= \text{Diag}(\Sigma_{f_k}, \Sigma_{g_k}) + \frac{1}{2} \tau E^* E, \\
M_k &= \text{Diag}(\sigma S_k, T + \sigma BB^*) + (1 - \min(\tau, \tau^{-1})) \sigma E^* E, \\
H_k &= \text{Diag}(\sigma S_k, T + 2\tau E E),
\end{align*}
\]
and derive new inequalities from (2.1). From (2.1), we have
\[
\begin{align*}
\left[ f_k(x^{k+1}) + g(z^{k+1}) \right] - \left[ f_k(\bar{x}) + g(\bar{z}) \right] &+ \frac{1}{2} \| x^{k+1} - \bar{x} \|^2_{S_k} + \frac{1}{2} \| z^{k+1} - \bar{z} \|^2_{T} + \frac{1}{2} \sigma E^* E \| Ax^{k+1} + Bz^{k+1} - c \|^2 \\
&\leq \left( 2\sigma \tau \right)^{-1} \| y^k \|^2 + \frac{1}{2} \| x^k - \bar{x} \|^2_{S_k} + \frac{1}{2} \| z^k - \bar{z} \|^2_{T} + \frac{\sigma}{2} \| B(z^k - \bar{z}) \|^2 \\
&+ \frac{1}{2} \| z^k - z^{k-1} \|^2_{T} + \left( 1 - \min(\tau, \tau^{-1}) \right) \frac{\sigma}{2} \| Ax^k + Bz^k - c \|^2 \\
&- \left( 2\sigma \tau \right)^{-1} \| y^{k-1} \|^2 + \frac{1}{2} \| x^{k-1} - \bar{x} \|^2_{S_k} + \frac{1}{2} \| z^{k-1} - \bar{z} \|^2_{T} + \frac{\sigma}{2} \| B(z^{k-1} - \bar{z}) \|^2 \\
&+ \frac{1}{2} \| z^{k-1} - z^k \|^2_{T} + \left( 1 - \min(\tau, \tau^{-1}) \right) \frac{\sigma}{2} \| Ax^{k-1} + Bz^{k-1} - c \|^2 \\
&- \frac{1}{2} \tau \left( 1 - \tau + \min(\tau, \tau^{-1}) \right) \sigma \| B(z^{k-1} - \bar{z}) \|^2 + \frac{1}{2} \| z^{k-1} - z^k \|^2_{T} \\
&+ \frac{1}{2} \| x^{k-1} - x^k \|^2_{S_k} + \frac{1}{2} \sigma E^* E \| Ax^{k-1} + Bz^{k-1} - c \|^2.
\end{align*}
\]
Then inequality (3.22) can be equivalently written as

\[
\begin{align*}
&[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\bar{x}) + g(\bar{z})] \\
&\quad + \frac{1}{2}||x^{k+1} - (\bar{x}, \bar{z})||_{\mathcal{W}_k}^2 + \frac{1}{2}\tau\sigma_t||Ax^{k+1} + Bz^{k+1} - c||^2 \\
&\leq \left[ 2(\tau\sigma)^{-1}||y^k||^2 + \frac{1}{2}||x^k - (\bar{x}, \bar{z})||_{\mathcal{W}_k}^2 + \frac{1}{2}||z^k - (\bar{x}, \bar{z})||_{\mathcal{H}_k}^2 + \frac{\tau\sigma}{2}||B(z^k - \bar{z})||^2 \\
&\quad + \frac{1}{2}||z^{k-1}||_{\mathcal{H}_k}^2 + (1 - \min(\tau, \tau^{-1})) \frac{\tau\sigma}{2}||Ax^k + Bz^{k-1} - c||^2 \right] \\
&\quad - \left[ (2\tau\sigma)^{-1}||y^{k-1}||^2 + \frac{1}{2}||x^{k-1} - (\bar{x}, \bar{z})||_{\mathcal{W}_k}^2 + \frac{1}{2}||z^{k-1} - (\bar{x}, \bar{z})||_{\mathcal{H}_k}^2 + \frac{\tau\sigma}{2}||B(z^{k-1} - \bar{z})||^2 \\
&\quad + \frac{1}{2}||z^{k-2}||_{\mathcal{H}_k}^2 + (1 - \min(\tau, \tau^{-1})) \frac{\tau\sigma}{2}||Ax^{k-1} + Bz^{k-2} - c||^2 \right] \\
&\quad - \left[ (2\tau\sigma)^{-1}||y^{k-2}||^2 + \frac{1}{2}||x^{k-2} - (\bar{x}, \bar{z})||_{\mathcal{W}_k}^2 + \frac{1}{2}||z^{k-2} - (\bar{x}, \bar{z})||_{\mathcal{H}_k}^2 \right]
\end{align*}
\]

(3.23)

Like Proposition 3.1, basing on (3.23), we may prove a bound for both constraint violation regret and solution regret by Online-spADMM.

**Proposition 3.3.** Let \(\{x^k, z^k, y^k\} : k = 1, \ldots, N + 1\) be generated by Online-spADMM. Let the following matrix orders hold:

\[
S_1 \succeq S_2 \succeq \cdots \succeq S_{N+1}.
\]

(3.24)

Then

\[
\begin{align*}
&\frac{\tau\sigma}{N} \sum_{k=1}^{N} \left[ \frac{1}{2}||Ax^k + Bz^k - c||^2 \right] + \frac{1}{N} \sum_{k=1}^{N} ||(x^k, z^k) - (\bar{x}, \bar{z})||_{\mathcal{W}_k}^2 \\
&\leq \frac{1}{N} \left[ (\tau\sigma)^{-1}||y^1||^2 + ||y^{k-1}||_{\mathcal{H}_k}^2 \right] + \frac{1}{N} \left[ \text{Dist}_{\mathcal{W}_k}((x^1, z^1), S_N) \right]^2 \\
&\quad + 2\left[ y^*_N - \frac{1}{N} \sum_{k=1}^{N} \frac{1}{N} \left[ f_k(x^{k+1}) + g(z^{k+1}) \right] \right].
\end{align*}
\]

(3.25)

Like Proposition 3.2, we may prove another bound of the objective regret by Online-spADMM.

**Proposition 3.4.** Let \(\{x^k, z^k, y^k\} : k = 1, \ldots, N + 1\) be generated by Online-spADMM. Let Assumption 3.7 be satisfied and the following matrix orders hold:

\[
S_1 \succeq S_2 \succeq \cdots \succeq S_{N+1} > 0.
\]

(3.26)
Then the following two properties hold:

\[
\frac{1}{N} \sum_{k=1}^{N} \left[ |f_k(x^k) + g(z^k)| \right] - v^*_N + \frac{t_\sigma}{2N} \sum_{k=1}^{N} \|Ax^{k+1} + Bz^{k+1} - c\|^2 \\
+ \frac{1}{2N} \sum_{k=1}^{N} \| (x^{k+1}, z^{k+1}) - (\bar{x}, \bar{z}) \|^2_{W_k} \\
\leq \frac{1}{2N} \left[ (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2_{\mathcal{F}} + 2(g(z^1) - g(z^{N+1})) \right] \\
+ \frac{1}{2N} \| (x^1, z^1) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_1} + \frac{1}{\sigma N} \sum_{k=1}^{N} \| g^k \|^2_{S_k^{-1}} \\
\]

for \( g^k \in \partial f_k(x^k), k = 1, \ldots, N. \)

We obtain the following result from Proposition 3.4.

**Theorem 3.2.** Let \( \{(x^k, z^k, y^k) : k = 1, \ldots, N + 1\} \) be generated by Online-spADMM. Suppose that the following matrix orders hold:

\[
S_1 \succeq S_2 \succeq \cdots \succeq S_{N+1} \succeq S, 
\]

where \( S \) is a positively definite self-adjoint operator. Then the following properties hold:

(i) Let Assumption 3.3 be satisfied, then

\[
\frac{1}{N} \text{regret}_{N}^{\text{obj}} = \frac{1}{N} \sum_{k=1}^{N} \left[ |f_k(x^k) + g(z^k)| \right] - v^*_N \\
\leq \frac{1}{2N} \left[ (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2_{\mathcal{F}} + \frac{1}{2N} \| (x^1, z^1) - (\bar{x}, \bar{z}) \|^2_{\mathcal{M}_1} \right] \\
+ \frac{1}{N} \left[ (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2_{\mathcal{F}} + 2(g(z^1) - g(z^{N+1})) \right]. 
\]

(ii) Let Assumptions 3.1 and 3.3 be satisfied, then

\[
\frac{1}{N} \text{regret}_{N}^{\text{SR}} = \frac{1}{N} \sum_{k=1}^{N} \left[ \|Ax^{k+1} + Bz^{k+1} - c\|^2 \right] \\
\leq \frac{1}{Nt_\sigma \tau} \left[ (\tau \sigma)^{-1} \| y^1 \|^2 + \| z^1 - z^0 \|^2_{\mathcal{F}} \right] \\
+ \frac{1}{Nt_\sigma \tau} \left[ \text{Dist}_{\mathcal{M}_1}(\{x^1, z^1\}, S^*_N) \right]^2 + \frac{2y_0}{t_\sigma \tau} \\
+ \frac{2}{[t_\sigma \tau^2 \lambda_{\max}(S)]} L^2 + \frac{2}{t_\sigma \tau N} \left( g(z^1) - g(z^{N+1}) \right). 
\]

(iii) Let Assumption 3.3 be satisfied and

\[
\frac{1}{N} \sum_{k=1}^{N} \left[ |f_k(x^k) + g(z^k)| \right] - v^*_N \geq 0, 
\]

\[
. 
\]
then the solution regret has the following bound
\[
\frac{1}{N} \sum_{k=1}^{N} \| (x^{k+1}, z^{k+1}) - (\bar{x}, \bar{z}) \|_{W_k}^2 \\
\leq \frac{1}{N} \left[ (\tau \sigma)^{-1} \| y^1 \|_2^2 + \| z^1 - z^0 \|_T^2 \right] + \frac{1}{N} \left[ \text{Dist}_{\tilde{\mathcal{M}}_0}((x^1, z^1), S_N^*) \right]^2 \\
+ \frac{2}{\sigma \lambda_{\text{max}}(S)} L^2 + \frac{2}{N} (g(z^1) - g(z^{N+1})).
\] (3.32)

Define
\[
\mu_1(\tau) = \frac{1}{2} \left[ \| S_1 \| + \| BB^* \| + (1 - \min(\tau, \tau^{-1}))\| E^* E \| \right],
\]
\[
\mu_2(\tau) = \frac{1}{2} \left[ \tau^{-1} \| y^1 \|_2^2 + \| z^1 - z^0 \|_T^2 + 2g(z^1) \right].
\]

We obtain the following result from Theorem 3.2, which provides upper bounds in terms of \(N\) for objective regret, constraint violation regret and solution regret.

**Corollary 3.2.** Let \(\{(x^k, z^k, y^k) : k = 1, \ldots, N + 1\}\) be generated by Online-spADMM. Suppose that the following matrix orders hold:
\[
S_1 \succeq S_2 \succeq \cdots \succeq S_{N+1} \succeq S,
\] (3.33)
where \(S\) is a positively definite self-adjoint operator. Then the following properties hold:

(i) Let Assumption 3.3 be satisfied, then
\[
\frac{1}{N} \text{regret}^{\text{obj}}_N = \frac{1}{N} \sum_{k=1}^{N} \left\{ f_k(x^k) + g(z^k) \right\} - v_N^* \\
\leq \left( \frac{\| T \|}{2 N} + \frac{1}{\sqrt{N}} \mu_1(\tau) \right) \text{dist}((x^1, z^1), S_N^*)^2 \\
+ \left( \mu_2(\tau) - g(z^{N+1}) \right) \frac{1}{N} + \frac{L^2}{\lambda_{\text{max}}(S)} \frac{1}{\sqrt{N}}.
\] (3.34)

(ii) Let Assumptions 3.1 and 3.3 be satisfied, then
\[
\frac{1}{N} \text{regret}^{\text{ctr}}_N = \frac{1}{N} \sum_{k=1}^{N} \left\{ \| Ax^{k+1} + Bz^{k+1} - c \| \right\} \\
\leq \frac{2}{t_r} \left( \frac{\| T \|}{2 N^{3/2}} + \frac{1}{N} \mu_1(\tau) \right) \text{dist}((x^1, z^1), S_N^*)^2 \\
+ \left( \mu_2(\tau) - g(z^{N+1}) \right) \frac{1}{N^{3/2}} + \frac{L^2}{\lambda_{\text{max}}(S)} \frac{1}{N} + \frac{2\gamma_0}{t_r} \frac{1}{\sqrt{N}}.
\] (3.35)
(iii) Let Assumption 3.3 be satisfied and
\[
\frac{1}{N} \sum_{k=1}^{N} \left( f_k(x^k) + g(z^k) \right) - v^*_N \geq 0,
\]
then the solution regret has the following bound
\[
\frac{1}{N} \sum_{k=1}^{N} \| (x^{k+1}, z^{k+1}) - (\hat{x}, \hat{z}) \|_W^2 \\
\leq \left( \frac{\|T\|}{N} + \frac{2\mu_1(\tau)}{\sqrt{N}} \right) \text{dist}((x^1, z^1), S^*_N)^2 \\
+ 2\left( \mu_2(\tau) - g(z^{N+1}) \right) \frac{1}{N} + \frac{2L^2}{\lambda_{\text{max}}(S)} \frac{1}{\sqrt{N}} + \frac{2\gamma_0}{\tau} \frac{1}{\sqrt{N}}.
\]

We should point out that Assumption 3.2 is weaker than condition (3.33). However, if \( W_k \) satisfies \( W_k \preceq W > 0 \) for some self-adjoint operator \( W \), then under condition (3.36), (3.37) provides a solution regret. But whether condition (3.36) always holds is a problem left.

4 Averaging in spADMM

In this section, we consider the off-line problem, namely the case where \( f_k(x) = f(x), \forall k = 1, \ldots, N \). In this case, Problem (1.2) is reduced to
\[
\min f(x) + g(z) \\
\text{s.t.} \quad Ax + Bz = c, \quad x \in \mathcal{X}, \ z \in \mathcal{Z}.
\]
(4.1)

The augmented Lagrangian function of problem (4.1) is defined by
\[
\mathcal{L}_\sigma(x, z; y) := f(x) + g(z) + \langle y, Ax + Bz - c \rangle + \frac{\sigma}{2}||Ax + Bz - c||^2, \quad \forall (x, z, y) \in \mathcal{X} \times \mathcal{Z} \times \mathcal{Y}.
\]
(4.2)

For this problem, Online-spADMM is reduced to the semi-proximal alternating direction method of multipliers, namely spADMM proposed by [7].

spADMM: A semi-proximal alternating direction method of multipliers for solving the convex optimization problem (4.1).

Step 0 Input \((x^1, z^1, y^1) \in \text{dom} f \times \text{dom} g \times \mathcal{Y}\). Let \( \tau \in (0, +\infty) \) be a positive parameter (e.g., \( \tau \in (0, (1 + \sqrt{5})/2) \)), \( S_1 : \mathcal{X} \to \mathcal{X} \) and \( T : \mathcal{Z} \to \mathcal{Z} \) be a self-adjoint positive semidefinite, not necessarily positive definite, linear operators. Set \( k := 1 \).

Step 1 Set
\[
x^{k+1} = \arg \min \mathcal{L}_\sigma(x, z^k; y^k) + \frac{1}{2}\|x - x^k\|_{S_1}, \\
z^{k+1} = \arg \min \mathcal{L}_\sigma(x^{k+1}, z; y^k) + \frac{1}{2}\|z - z^k\|_{T}, \\
y^{k+1} = y^k + \tau \sigma(Ax^{k+1} + Bz^{k+1} - c).
\]
(4.3)
Step 2 Set \( k := k + 1 \) and go to Step 1.

There is a slight difference between Online-spADMM and the above spADMM proposed in [7]. In Online-spADMM, in stead of using \( S_k \) in Step 1, we use \( \sigma S_k \) in this step, because this is more convenient for regret bound analysis.

In this section, we first discuss regrets of spADMM iterations and the iteration complexity of the averaging of generated iterative points. After that we will recover an important inequality in [10], which is the key for establishing the linear rate of convergence for spADMM under calmness condition of the inverse KKT mapping.

### 4.1 Regrets of spADMM Iterations

Let \( S^* \) and \( \nu^* \) denote the solution set and the optimal value of Problem (4.1), respectively. We introduce the following notations:

\[
\overline{M} = \text{Diag} \left( S + \Sigma_f, T + \Sigma_g + \sigma B^* B \right) + s_t \overline{E} \overline{E},
\]

\[
\overline{H} = \text{Diag} \left( S + \frac{1}{2} \Sigma_f, T + \Sigma_g + 2t_t \tau \sigma B^* B \right) + \frac{1}{4} t_t \sigma \overline{E} \overline{E},
\]

where \( \overline{E} \) is a linear operator defined by \( \overline{E}(x, z) = A x + B z \).

In order to derive the constraint violation regret of spADMM for solving Problem (4.1), we need the following assumption similar to Assumption 3.1.

**Assumption 4.1.** Suppose that the sequence \( \{ (x^k, z^k) \} \) generated by spADMM satisfies

\[
[f(\bar{x}) + g(\bar{z})] - [f(x^k) + g(z^k)] \leq \gamma_0, \forall k = 1, \ldots, N.
\]

for some \( \gamma_0 > 0 \) and \( (\bar{x}, \bar{z}) \in S^* \).

From Corollary 2.1, we obtain the following result directly.

**Proposition 4.1.** Let \( \{(x^k, z^k, y^k)\} \) be generated by spADMM. Then, for any \( (\bar{x}, \bar{z}) \in \Phi \), any \( k = 1, \ldots, N \),

\[
[f(x^{k+1}) + g(z^{k+1})] - [f(x^k) + g(z^k)] + \frac{1}{2} (\tau \sigma) \|Ax^k + Bz^k - c\|^2
\]

\[
\leq \frac{1}{2} \left[ (\tau \sigma)^{-1} \|y^k\|^2 + \|z^k - z^{k-1}\|^2 \right] - \frac{1}{2} \left[ (\tau \sigma)^{-1} \|y^{k+1}\|^2 + \|z^{k+1} - z^k\|^2 \right]
\]

\[
+ \frac{1}{2} \left[ \| (x^k, z^k) - (\bar{x}, \bar{z}) \|_{\overline{M}}^2 - \| (x^{k+1}, z^{k+1}) - (\bar{x}, \bar{z}) \|_{\overline{M}}^2 \right]
\]

\[
- \frac{1}{2} \left[ \| (x^{k+1}, z^{k+1}) - (x^k, z^k) \|_{\overline{H}}^2 \right].
\]

From (4.5), we obtain the following inequality:

\[
\frac{1}{N} \sum_{k=1}^N [f(x^k) + g(z^k)] - \nu^* + \frac{\sigma t_t}{2N} \sum_{k=1}^N \|Ax^k + Bz^k - c\|^2
\]

\[
\leq \frac{1}{2N} \left[ (\tau \sigma)^{-1} \|y^1\|^2 + \|z^1 - z^0\|^2 \right] + \frac{1}{2N} \left[ \text{Dist}_{\overline{M}}((x^1, z^1), S^*) \right]^2
\]

\[
+ \frac{1}{N} \left[ f(x^1) + g(z^1) \right] + \frac{\sigma t_t}{2N} \|Ax^1 + Bz^1 - c\|^2.
\]
Define where
\[ \eta_1 = \frac{1}{t_r \tau} \| B^* B \|, \quad \eta_2 = \frac{1}{t_r} \left[ \tau^{-1} \| y^1 \|_2^2 + \| z^1 - z^0 \|_2^2 + 2(f(x^1) + g(z^1)) \right], \]
\[ \eta_3 = \frac{1}{t_r} \left[ \| S + \Sigma f \| + \| T + \Sigma g \| + s_\ell \| E^* E \| \right]. \]

Then, using (4.7) and the definition of \( \tilde{M} \), we obtain the following result about regrets of spADMM.

**Theorem 4.1.** Let \( N \) be a positive integer. Let \( \{(x^k, z^k, y^k)\} \) be generated by spADMM with \( \sigma = \sqrt{N} \). Suppose that Assumption 4.1 is satisfied. Then the following properties hold.

(i) The objective regret satisfies the following bound:
\[
\frac{1}{N} \text{regret}_{N}^{\text{obj}} = \frac{1}{N} \sum_{k=1}^{N} \left( f(x^k) + g(z^k) \right) - \nu^* \\
\leq \frac{t_r}{2} \frac{1}{\sqrt{N}} \left[ \| A x^1 + B z^1 - c \|_2^2 + \eta_1 \left[ \text{Dist}(x^1, z^1), S^* \right] \right]^2 \\
+ \frac{t_r}{N} \left[ \eta_2 + \eta_3 \left[ \text{Dist}(x^1, z^1), S^* \right] \right] \tag{4.7}
\]

(ii) The constraint violation regret has the following bound:
\[
\frac{1}{N} \text{regret}_{N}^{\text{ctr}} = \frac{1}{N} \sum_{k=1}^{N} \left[ \| A x^k + B z^k - c \|_2^2 \right] \\
\leq \frac{1}{N} \left[ \| A x^1 + B z^1 - c \|_2^2 + \eta_1 \left[ \text{Dist}(x^1, z^1), S^* \right] \right]^2 \\
+ \frac{1}{N^{3/2}} \left[ \eta_2 + \eta_3 \left[ \text{Dist}(x^1, z^1), S^* \right] \right] + \frac{2\gamma_0}{t_r} \frac{1}{\sqrt{N}} \tag{4.8}
\]

Define for \( t > 1 \),
\[ (\vec{x}, \vec{z}, \vec{y}) = \frac{1}{t} \sum_{j=1}^{t} (x^j, z^j, y^j). \tag{4.9} \]

Then we can easily to obtain the following estimates from Theorem 4.1.

**Theorem 4.2.** Let \( N \) be a positive integer. Let \( \{(x^k, z^k, y^k)\} \) be generated by spADMM with \( \sigma = \sqrt{N} \). Suppose that Assumption 4.1 is satisfied. Then the following properties hold.

(i) The error in objective at \( (\vec{x}^N, \vec{z}^N) \) satisfies
\[
f(\vec{x}^N) + g(\vec{z}^N) - \nu^* \\
\leq \frac{t_r}{2} \frac{1}{\sqrt{N}} \left[ \| A x^1 + B z^1 - c \|_2^2 + \eta_1 \left[ \text{Dist}(x^1, z^1), S^* \right] \right] \\
+ \frac{t_r}{2} \frac{1}{N} \left[ \eta_2 + \eta_3 \left[ \text{Dist}(x^1, z^1), S^* \right] \right] \tag{4.10}
\]
(ii) The error in constraint at \((\vec{x}^N, \vec{z}^N)\) satisfies

\[
\|A\vec{x}^N + B\vec{z}^N - c\|^2 \leq \frac{1}{N} \left[ \|Ax^1 + Bz^1 - c\|^2 + \eta_1 \left[ \text{Dist}((x^1, z^1), S^*) \right]^2 \right] \\
+ \frac{1}{N^{3/2}} \left[ \eta_2 + \eta_3 \left[ \text{Dist}((x^1, z^1), S^*) \right]^2 \right] + \frac{2\gamma_0}{\tau \sqrt{N}}.
\]

(4.11)

### 4.2 Recovery of an important inequality in [10]

Let \((\vec{x}, \vec{z})\) be a vector such that \((\vec{x}, \vec{z}, \vec{y})\) satisfies the following Karush-Kuhn-Tucker system

\[
0 \in \partial f(\vec{x}) + A^T \vec{y}, \ 0 \in \partial g(\vec{z}) + B^T \vec{y}, \ c - A\vec{x} - B\vec{z} = 0.
\]

From equalities

\[
\langle y^{k+1}, y^k - y^{k+1} \rangle = \frac{1}{2} \left[ \|y^k\|^2 - \|y^k - y^{k+1}\|^2 - \|y^{k+1}\|^2 \right] = \frac{1}{2} \left[ \|y^k\|^2 - \|y^{k+1}\|^2 \right] - \frac{1}{2} \left[ \|y^{k+1}\|^2 \right] - \frac{1}{2} \left[ \|y^k\|^2 \right],
\]

and

\[
\langle y^{k+1}, y^k - y^{k+1} \rangle = \langle y^{k+1} - \vec{y}, y^k - \vec{y} - (y^{k+1} - \vec{y}) \rangle + \langle \vec{y}, y^k - y^{k+1} \rangle = \frac{1}{2} \left[ \|y^k - \vec{y}\|^2 - \|y^k - y^{k+1}\|^2 - \|y^{k+1} - \vec{y}\|^2 \right] + \langle \vec{y}, y^k - y^{k+1} \rangle = \frac{1}{2} \left[ \|y^k - \vec{y}\|^2 - \|y^{k+1} - \vec{y}\|^2 \right] - \frac{1}{2} \left[ \|y^{k+1} - \vec{y}\|^2 \right] - \frac{1}{2} \left[ \|y^k - \vec{y}\|^2 \right],
\]

we obtain

\[
\|y^k\|^2 - \|y^{k+1}\|^2 = \|y^k - \vec{y}\|^2 - \|y^{k+1} - \vec{y}\|^2 - 2(\tau \sigma) \langle \vec{y}, A(x^{k+1} + Bz^{k+1} - c) \rangle.
\]

(4.13)

Noting from (4.12) that \((\vec{x}, \vec{z})\in \Phi\), we have from Corollary [2.1] for \((x^k, z^k, y^k)\) generated by spADMM, that

\[
[f(x^{k+1}) + g(z^{k+1})] - [f(\vec{x}) + g(\vec{z})] + \frac{1}{2} \sigma \tau \|Ax^k + Bz^{k+1} - c\|^2
\leq \frac{1}{2} \left[ \|(\vec{x}, \vec{z}, \vec{y}) - (x^1, z^1, \vec{y})\|^2 \right] + \frac{1}{\tau \sigma} \left[ \|y^k - \vec{y}\|^2 + \|z^k - z^{k+1}\|^2 \right]
\]

\[
- \frac{1}{2} \left[ \|(x^{k+1}, z^{k+1}) - (\vec{x}, \vec{z})\|^2 \right] + \frac{1}{\tau \sigma} \left[ \|y^{k+1} - \vec{y}\|^2 + \|z^{k+1} - z^k\|^2 \right]
\]

\[
- \frac{1}{2} \sigma \tau \|Ax^{k+1} + Bz^{k+1} - c\|^2
\]

(4.14)
In terms of \((4.12)\), we know that \(-A^\top \overline{y} \in \partial f(\overline{x})\) and \(-B^\top \overline{y} \in \partial g(\overline{z})\). Then we obtain from the convexity of \(f\) and \(g\) that

\[
[f(x^{k+1}) + g(z^{k+1})] - [f(\overline{x}) + g(\overline{z})] + \langle \overline{y}, Ax^{k+1} + Bz^{k+1} - c \rangle \geq 0.
\]

From this and \((4.14)\), we get

\[
0 \leq \frac{1}{2} \left[ \| (x^k, z^k) - (\overline{x}, \overline{z}) \|^2_M + \frac{1}{\tau \sigma} \| y^k - \overline{y} \|^2 + \| z^k - z^{k-1} \|^2 \right]
\]

\[
- \frac{1}{2} \left[ \| (x^{k+1}, z^{k+1}) - (\overline{x}, \overline{z}) \|^2_M + \frac{1}{\tau \sigma} \| y^{k+1} - \overline{y} \|^2 + \| z^{k+1} - z^k \|^2 \right]
\]

\[
- \frac{1}{2} \left[ \| (x^{k+1}, z^{k+1}) - (x^k, z^k) \|^2 \right]
\]

\[
- \frac{1}{2} \sigma t \| Ax^{k+1} + Bz^{k+1} - c \|^2
\]

or

\[
0 \leq \left[ \| (x^k, z^k) - (\overline{x}, \overline{z}) \|^2_M + \frac{1}{\tau \sigma} \| y^k - \overline{y} \|^2 + \| z^k - z^{k-1} \|^2 \right]
\]

\[
- \left[ \| (x^{k+1}, z^{k+1}) - (\overline{x}, \overline{z}) \|^2_M + \frac{1}{\tau \sigma} \| y^{k+1} - \overline{y} \|^2 + \| z^{k+1} - z^k \|^2 \right]
\]

\[
- \left[ \| (x^{k+1}, z^{k+1}) - (x^k, z^k) \|^2 \right]
\]

\[
- \left( \sigma \tau^2 \right)^{-1} t \| y^{k+1} - y^k \|^2
\]

We introduce the following linear operators, the same notations as in \([10]\),

\[
\mathcal{M} = \text{Diag}(M, (\sigma \tau)^{-1} I), \quad \mathcal{H} = \text{Diag}(H, (\sigma \tau^2)^{-1} t_r I),
\]

where \(I\) is the identity operator in \(\mathcal{Y}\). Then inequality \((4.16)\) is equivalent to

\[
\left[ \| (x^{k+1}, z^{k+1}, y^{k+1}) - (\overline{x}, \overline{z}, \overline{y}) \|^2_M + \| z^{k+1} - z^k \|^2 \right]
\]

\[
\leq \left[ \| (x^k, z^k, y^k) - (\overline{x}, \overline{z}, \overline{y}) \|^2_M + \| z^k - z^{k-1} \|^2 \right]
\]

\[
- \left[ \| (x^{k+1}, z^{k+1}, y^{k+1}) - (x^k, z^k, y^k) \|^2_H \right]
\]

\[
\text{which coincides with the important formula (26) in [10]. Thus inequality (4.14) in Corollary 2.1 is not so strong as formula (26) in [10].}
\]

### 5 Examples and Numerical Evaluations

In this section, numerical results of the proposed algorithms are presented. We apply the Online-\(\text{spADMM}\) to several specific questions and conduct numerical experiments to validate the theoretical performance of our algorithm acting on synthetic data. We get the time-averaged objective regret and time-average constraint violations of our algorithm. In this experiment, we intend to compare
the performance of Online-spADMM with the following well-studied algorithms. We will test the following numerical cases provided by [2].

In this part, we evaluate the performance of Online-spADMM for solving online quadratic optimization, Lasso and total variation (TV), respectively. All computational results are obtained by running Matlab R2020a on Windows 10 (Intel Core i5-10400 CPU @ 2.90GHz 16GB RAM).

5.1 Application to online quadratic optimization

Consider the online quadratic optimization (OQO) problem with

\[ f_t(x) = \frac{1}{2} x^T G_t x + c_t^T x, \quad x \in \Theta, \quad (5.1) \]

where

\[ \Theta = \{ x \in X : Ax = b \}, \quad (5.2) \]

and \( X \subset \mathbb{R}^n \) is a closed convex compact set, \( G_t \in \mathbb{R}^{n \times n}, c_t \in \mathbb{R}^n, A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \).

We will test the following numerical case provided in Boyd’s website (http://www.stanford.edu/~boyd/papers/admm/quadprog/quadprog_example.html). For better numerical result, we generate a well-conditioned symmetrical positive definite matrix \( G_t \in \mathbb{S}^n \) and vector \( c_t \in \mathbb{R}^n \) at time \( t \), where \( G_t \) is uniformly distributed over \((0, 1)\) and \( c_t \) generated by the standard normal distribution.

Define

\[ g(z) = \delta_X(z) \]

and

\[ \Phi = \{(x, z) \in \mathbb{R}^n \times \mathbb{R}^m : Ax - b = 0, z - x = 0\}. \]

We can reformulate the OQO problem into the framework of Problem (1.2), i.e.,

\[
\begin{cases}
\min & \frac{1}{2} x^T G_t x + c_t^T x + \delta_X(z) \\
\text{s.t.} & Ax - b = 0 \\
& x - z = 0.
\end{cases} \quad (5.3)
\]

Then the online quadratic optimization problem is reformulated as Problem (5.3). The augmented Lagrangian is defined as

\[ \mathcal{L}_\sigma(x, z; \mu, \lambda) = \frac{1}{2} x^T G_t x + c_t^T x + \delta_X(z) + \langle \mu, Ax - b \rangle + \langle \lambda, x - z \rangle + \frac{\sigma}{2} \|Ax - b\|^2 + \frac{\sigma}{2} \|x - z\|^2. \]

Then Online-spADMM may be described as follows.

**Online-spADMM** for online convex quadratic optimization problem (5.3).

**Step 0** Input \((x^1, z^1, \mu^1, \lambda^1) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n\). Let \( \tau \in (0, +\infty) \) be a positive parameter (e.g., \( \tau \in (0, (1 + \sqrt{5})/2) \)), \( S_1 \in \mathbb{S}_+^n \) be a symmetric positive semidefinite matrix. Set \( k := 1 \).
Step 1 Set

\[ x^{k+1} \in \arg \min \frac{1}{2} x^T G_t x + c_t^T x + \langle A^T \mu + \lambda, x \rangle + \frac{\sigma}{2} \|Ax - b\|^2 + \frac{\tau}{2} \|x - z\|^2 + \frac{\nu}{2} \|x - x^k\|^2 \],
\[ z^{k+1} \in \arg \min \phi_t(z) - \langle \lambda^k, z \rangle + \frac{\tau}{2} \|x^{k+1} - z\|^2 ,
\[ \mu^{k+1} = \mu^k + \tau \sigma ( Ax^{k+1} - b ),
\[ \lambda^{k+1} = \lambda^k + \tau \sigma ( x^{k+1} - z^{k+1} ). \]

(5.4)

Step 2 Receive a cost function \( f_{k+1} \) and incur loss \( f_{k+1}(x^{k+1}) \) and constraint violation \( \|Ax^{k+1} - b\| \).

Step 3 Choose a symmetric positive semidefinite matrix \( S_{k+1} \in \mathbb{S}_+^n \).

Step 4 Set \( k := k + 1 \) and go to Step 1.

For integer \( N \), choose \( \alpha > 0 \) large enough such that

\[ \alpha I - \frac{1}{\sigma} G_t - A^T A \succeq 0, \forall t = 1, \ldots, N. \]

Define

\[ S_t = \alpha I - \frac{1}{\sigma} G_t - A^T A \succeq 0, \forall t = 1, \ldots, N. \]

(5.5)

Let \( \sigma = \sqrt{N} \). Then subproblems for \( x^{k+1} \) and \( z^{k+1} \) in (5.4) have the following explicit solutions:

\[ x^{k+1} = \frac{1}{(\alpha + 1) \sqrt{N}} [-c_k - A^T \mu^k - \lambda^k] + \frac{1}{(\alpha + 1)} [A^T b + z^k + S_k x^k], \]

\[ z^{k+1} = \Pi_X \left( x^{k+1} + \frac{\lambda^k}{\sqrt{N}} \right). \]

(5.6)

Therefore, when \( X \) is a simple convex set and \( \Pi_X \) is easy to calculate, then Online-spADMM with \( S_t \) defined by (5.16) is quite effective as subproblems in (5.4) have explicit expressions.

In our numerical tests, we choose \( n = [10, 20, 50, 100] \), total number of iterations \( T = 5000 \), \( \tau = [0.1, 0.3, 1.618] \) and \( \sigma = \sqrt{N} \). In the existing literature, dimensions of numerical examples are generally very low, usually 2 or 5, for instances see [3], [12] and [19].

In this experiment, we intend to compare the performance of online-mspADMM with the Online Alternating Direction Method (OADM) algorithm proposed in [33] is in the following form:

\[
\begin{align*}
x^{k+1} &= (G_k + \eta_1 A^T A + (\eta_1 + \eta_2) I_n)^{-1} [\eta_1 (z^k + A^T b) + \eta_2 x^k - (A^T \mu_k + \lambda_k + c_k)], \\
z^{k+1} &= \max \{0, x^{k+1} + \lambda^k / \eta_1 \}, \\
\mu^{k+1} &= \mu^k + \eta_1 (A x^{k+1} - b), \\
\lambda^{k+1} &= \lambda^k + \eta_1 (x^{k+1} - z^{k+1}).
\end{align*}
\]

We set the parameters to \( \eta_1 = \sqrt{N} \) and \( \eta_2 = T \).

The results are shown in Figure[1] The images show the numerical results of the OADM and Online-spADMM algorithms with the different selections of parameter \( \tau \). We can see that Online-spADMM achieves \( O(\sqrt{N}) \) objective regret and \( O(\sqrt{N}) \) constraint violation regret at round \( N \),
Figure 1: Comparison of algorithms with respect to the time-average objective regret and time-average constraint violation for OQO.
which validates our theoretical results. It is obvious that the Online-spADMM algorithm performs slightly better than the OADM algorithm. Combine Figure 1 and Table 1, we find that the smaller \( \tau \), the smaller time-averaged objective regret, the time-average constraint violation is the opposite. Table 2 reports the comparison between the running time of the Online-spADMM and OADM for all cases. From this table, we can observe that Online-spADMM has a shorter running time.

### Table 1: Comparison between the time-averaged objective regret of Online semi-proximal ADMM with the different selections of parameter \( \tau \) (OLspADMM-\( \tau \)) and Online Alternating Direction Method (OADM), where the total number of iterations \( T = 5000 \).

| Dimension | OLspADMM-1.618 | OLspADMM-0.3 | OLspADMM-0.1 | OADM  |
|-----------|----------------|--------------|--------------|-------|
| 10        | 0.253          | 0.193        | 0.143        | 0.748 |
| 20        | 3.258          | 2.483        | 1.777        | 7.946 |
| 50        | 4.555          | 3.918        | 3.232        | 4.847 |
| 100       | 0.566          | 0.480        | 0.395        | 0.450 |

### Table 2: Comparison between the running time (sec) of Online semi-proximal ADMM (Online-spADMM) and Online Alternating Direction Method (OADM).

| IterNum | Online-spADMM | OADM  |
|---------|---------------|-------|
| n = 10 | n = 20 | n = 50 | n = 100    |
| 5000    | 0.023 | 0.028 | 0.097 | 0.264 | 0.029 | 0.087 | 0.222 | 0.628 |
| 10000   | 0.046 | 0.055 | 0.212 | 0.536 | 0.055 | 0.174 | 0.441 | 1.261 |
| 20000   | 0.090 | 0.108 | 0.420 | 1.095 | 0.220 | 0.358 | 0.879 | 2.757 |
| 50000   | 0.225 | 0.272 | 1.086 | 2.933 | 0.562 | 0.782 | 2.249 | 6.515 |

### 5.2 Lasso

In this subsection, we study a numerical example of Lasso. Lasso \cite{32} is an important special case of \( l_1 \) regularized linear regression. For a given scalar \( \lambda \geq 0 \), the Lasso regularizer is chosen as \( \varphi(x) = \lambda \|x\|_1 \). This involves solving

\[
    \min_x \frac{1}{2} \|A_t x - b_t\|^2 + \lambda \|x\|_1,  \tag{5.7}
\]

where \( A_t \in \mathbb{R}^{m \times n} \) and \( b_t \in \mathbb{R}^m \). By introducing an auxiliary variable \( z \in \mathbb{R}^n \), we can reformulate the Lasso problem (5.7) into the framework of Problem (1.2), i.e.,

\[
    \begin{cases}
        \min \quad \frac{1}{2} \|A_t x - b_t\|^2 + \lambda \|z\|_1 \\
        \text{s.t.} \quad x - z = 0,
    \end{cases}  \tag{5.8}
\]

where \( A_t \) and \( b_t \) are generated by the standard normal distribution. The specific generating code can be found in Boyd’s website (http://www.stanford.edu/~boyd/papers/admm/lasso/lasso.example.html).
Then the Lasso is reformulated as Problem (5.8). The augmented Lagrangian is defined as
\[
\mathcal{L}_p(x, z; y) = \frac{1}{2}\|A_k x - b_k\|^2 + \lambda\|\xi\|_1 + \langle y, x - z \rangle + \frac{\sigma}{2}\|x - z\|^2.
\]
Then Online-spADMM may be described as follows.

**Online-spADMM for Lasso (5.7).**

**Step 0** Input \((x^1, z^1, \mu^1, \lambda^1) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n\). Let \(\tau \in (0, +\infty)\) be a positive parameter (e.g., \(\tau \in (0, (1 + \sqrt{5})/2)\)), \(S_1 \in \mathbb{S}_+^n\) be a symmetric positive semidefinite matrix. Set \(k := 1\).

**Step 1** Set
\[
\begin{align*}
\alpha^k &= \arg\min_{\alpha} \frac{1}{2}\|A_k x - b_k\|^2 + \langle y^k, x \rangle + \frac{\tau}{\sigma}\|x - x^k\|^2, \\
\zeta^k &= \arg\min_{\zeta} \lambda\|z\|_1 + \frac{\tau}{\sigma}\|z - (x^k + \frac{\lambda^k}{\tau})\|^2, \\
y^k &= y^k + \tau \sigma (x^k - z^k).
\end{align*}
\]

**Step 2** Receive a cost function \(f_{k+1}\) and incur loss \(f_{k+1}(x^{k+1})\) and constraint violation \(\|x^{k+1} - z^{k+1}\|\).

**Step 3** Choose a cost function \(f_{k+1}\) and incur loss \(f_{k+1}(x^{k+1})\) and constraint violation \(\|x^{k+1} - z^{k+1}\|\).

**Step 4** Set \(k := k + 1\) and go to Step 1.

For integer \(N\), choose \(\alpha > 0\) large enough such that
\[
\alpha I - \frac{1}{\sigma} A_k^T A_k \succeq 0, \forall t = 1, \ldots, N.
\]
Define
\[
S_t = \alpha I - \frac{1}{\sigma} A_k^T A_k \succeq 0, \forall t = 1, \ldots, N. \tag{5.10}
\]
Let \(\sigma = \sqrt{N}\). Then subproblems for \(x^{k+1}\) and \(z^{k+1}\) in (5.9) have the following explicit solutions:
\[
\begin{align*}
x^{k+1} &= \frac{1}{\alpha + 1}(\zeta^k + S_k x^k) - \frac{1}{\alpha + 1} \sqrt{\frac{\lambda}{N}} (y^k - A_k^T b_k), \\
z^{k+1} &= \arg\min_{\zeta} \frac{\lambda}{\sqrt{N}}\|z\|_1 + \frac{1}{2}\|z - (x^{k+1} + \frac{y^k}{\sqrt{N}})\|^2 \tag{5.11} \\
&= \sgn(x^{k+1} + y^k / \sqrt{N}) \cdot \max((x^{k+1} + y^k / \sqrt{N}) - \lambda / \sqrt{N}, 0).
\end{align*}
\]
In our numerical tests, we choose \(n = [10, 20, 50]\), total number of iterations \(T = 5000\), \(\tau = [0.1, 0.3, 1.618]\) and \(\sigma = \sqrt{N}\). We intend to compare the performance of Online-spADMM with the following well-studied algorithms:

- OADM. The Online Alternating Direction Method (OADM) algorithm proposed in [33] is in the following form:
\[
\begin{align*}
x^{k+1} &= ((\eta_1 + \eta_2) I + A_k^T A_k)^{-1}[(\eta_2 x_k + \eta_1 z^k + A_k^T b_k) - y^k], \\
z^{k+1} &= \arg\min \lambda\|z\|_1 + \frac{\eta_2}{\eta_1}\|z - (x^{k+1} + \frac{y^k}{\eta_1})\|^2 \\
&= \sgn(x^{k+1} + y^k / \eta_1) \cdot \max((x^{k+1} + y^k / \eta_1) - \lambda / \eta_1, 0), \\
y^{k+1} &= y^k + \eta_1 (x^{k+1} - z^{k+1}).
\end{align*}
\]
We set the parameters to \(\eta_1 = \sqrt{N}\) and \(\eta_2 = T/2\).
• FOBOS. The Online Forward-Backward Splitting Method (FOBOS) algorithm proposed in [6] is in the following form:

\[
\begin{align*}
    w^{k+1} &= x_k - \rho_k A^T_k (A_k x_k - b_k), \\
    x^{k+1} &= \arg\min_{\lambda} \lambda \rho_{k+1} \|x\|_1 + \frac{1}{2} \|x - w^{k+1}\|_2^2 \\
    &= \text{sgn}(w_{k+1}) \cdot \max(|w_{k+1}| - \lambda \rho_{k+1}, 0),
\end{align*}
\]

where parameters $\rho_k \propto \frac{1}{k}$.

• RDA. The Regularized Dual Averaging Method (RDA) algorithm proposed in [35] is in the following form:

\[
\begin{align*}
    g^k &= A^T_k (A_k x_k - b_k), \\
    \bar{g}^k &= \frac{k-1}{k} g^k + \frac{1}{k} \bar{g}_k, \\
    x_{k+1} &= \arg\min_{\lambda} (\lambda + \eta \beta_k) \|x\|_1 + \frac{\beta_k}{2} \|x + \frac{1}{\beta_k} \bar{g}_k\|_2^2 \\
    &= \text{sgn}(-\frac{1}{\beta_k} \bar{g}_k) \cdot \max(|-\frac{1}{\beta_k} \bar{g}_k| - (\lambda + \eta), 0).
\end{align*}
\]

We set the parameters to $\eta = 0.005$ and $\beta_k = \gamma \sqrt{k}$, where $\gamma = 5000$.

The results are shown in Figure 2. Since parameter $\tau$ changes have little effect on time-averaged objective regret, we don’t consider the effect of $\tau$. The images show the numerical results of the OADM and Online-spADMM algorithms with the different selections of parameter $\tau$. Combine Figure 2 and Table 3, we can see that Lasso and OQO have the similar numerical performance about the time-averaged objective regret. From Table 3 with different dimensions, we observe that Online-spADMM always performs better than the other three algorithms. Since FOBOS and RDA are used to solve unconstrained online optimization problems, they don’t have time-average constraint violation as a performance metric. We just have to care about the Online-spADMM and OADM. It’s easy to observe that the smaller $\tau$, the larger constraint violation and the performance of Online-spADMM not much worse than OADM. From table 4, we can observe that Online-spADMM has a shorter running time.

Table 3: Comparison between the time-averaged objective regret of Online semi-proximal ADMM (Online-spADMM), Online Alternating Direction Method(OADM), Online Forward-Backward Splitting Method (FOBOS) and Regularized Dual Averaging Method (RDA), where the total number of iterations $T = 5000$.

| Dimension | Online-spADMM | OADM | FOBOS | RDA |
|-----------|---------------|------|-------|-----|
| 10        | 0.472         | 2.086| 1.081 | 1.262|
| 20        | 0.341         | 3.850| 0.596 | 4.939|
| 50        | 2.981         | 9.708| 3.606 | 22.180|

5.3 Generalized Lasso

Online-spADMM is more powerful for problems with complex objective function. Such as Problem (5.3), FOBOS and RDA are no longer applicable, since there will be no closed-form for it.
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Figure 2: Comparison of algorithms with respect to the time-average objective regret and constraint violation for Lasso.
The other important lasso problem can be generalized to
\[
    \min_x \frac{1}{2} \| A_t x - b_t \|^2 + \lambda \| F x \|_1, \quad (5.12)
\]
where \( F \) is an arbitrary linear transformation. An important special case is when \( F \in \mathbb{R}^{(n-1)\times n} \) is the difference matrix,
\[
    F x = [x_1 - x_2, x_2 - x_3, \ldots, x_{n-1} - x_n]^T, \quad \forall x \in \mathbb{R}^n.
\]
When \( A_t = I \), generalized lasso can be expressed as
\[
    \min_x \frac{1}{2} \| x - b_t \|^2 + \lambda \sum_{i=1}^{n-1} |x_{i+1} - x_i|. \quad (5.13)
\]
This problem is the TV model of the removing noise from images problem [26].

By introducing an auxiliary variable \( z \in \mathbb{R}^n \), we can reformulate the Lasso problem (5.13) into the framework of Problem (1.2), i.e.,
\[
    \begin{cases}
        \min & \frac{1}{2} \| x - b_t \|^2 + \lambda \| z \|_1 \\
        \text{s.t.} & F x - z = 0,
    \end{cases} \quad (5.14)
\]
where \( b_t \) is generated by the standard normal distribution. The specific generating code can be found in Boyd’s website (http://www.stanford.edu/~boyd/papers/admm/total_variation/total_variation_example.html), although we modified the codes to accommodate our setup.

Then the Lasso is reformulated as Problem (5.14). The augmented Lagrangian is defined as
\[
    \mathcal{L}_{\nu}(x, z; y) = \frac{1}{2} \| x - b_t \|^2 + \lambda \| z \|_1 + \langle y, F x - z \rangle + \frac{\nu}{2} \| F x - z \|^2.
\]
Then Online-spADMM may be described as follows.

**Online-spADMM** for TV problem (5.13).

**Step 0** Input \((x^1, z^1, \mu^1, \lambda^1) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n\). Let \( \tau \in (0, +\infty) \) be a positive parameter (e.g., \( \tau \in (0, (1 + \sqrt{5})/2) \)), \( S_1 \in \mathbb{S}^n_+ \) be a symmetric positive semidefinite matrix. Set \( k := 1 \).

**Step 1** Set
\[
    x^{k+1} \in \arg \min \frac{1}{2} \| x - b_t \|^2 + \langle F^T y^k, x \rangle + \frac{\nu}{2} \| F x - z^k \|^2 + \frac{\sigma}{2} \| x - x^k \|_{S_1}^2,
\]
\[
    z^{k+1} \in \arg \min \lambda \| z \|_1 + \frac{\nu}{2} \| z - (F x^{k+1} + \frac{y^k}{\tau}) \|^2,
\]
\[
    y^{k+1} = y^k + \tau \sigma (F x^{k+1} - z^{k+1}). \quad (5.15)
\]
Step 2: Receive a cost function \( f_{k+1} \) and incur loss \( f_{k+1}(x^{k+1}) \) and constraint violation \( ||F,x^{k+1} - z^{k+1}|| \).

Step 3: Choose a symmetric positive semidefinite matrix \( S_{k+1} \in S_+^n \).

Step 4: Set \( k := k + 1 \) and go to Step 1.

For integer \( N \), choose \( \alpha > 0 \) large enough such that
\[
(\alpha - \frac{1}{\sqrt{N}}) I - F^TF \succeq 0, \forall t = 1, \ldots, N.
\]

Define
\[
S_t = (\alpha - \frac{1}{\sqrt{N}}) I - F^TF \succeq 0, \forall t = 1, \ldots, N.
\] (5.16)

Let \( \sigma = a \sqrt{N} \), where \( a \) is a scalar. Then subproblems for \( x^{k+1} \) and \( z^{k+1} \) in (5.15) have the following explicit solutions:
\[
x^{k+1} = \frac{1}{\alpha}(S_k x^k + F^T z^k) - \frac{1}{\alpha a \sqrt{N}}(F^T y^k - b_k),
\]
\[
z^{k+1} = \arg\min \left( \frac{\lambda}{\sqrt{N}} ||z||_1 + \frac{1}{2} \|z - (F x^{k+1} + \frac{y^k}{\sqrt{N}})\|^2 \right) \quad \text{(5.17)}
\]
\[
= \text{sgn}(F x^{k+1} + y^k/\sqrt{N}) \cdot \max(||F x^{k+1} + y^k/\sqrt{N} - \lambda/\sqrt{N}, 0).
\]

In our numerical tests, we choose \( \eta = [10, 20, 50, 100] \), total number of iterations \( T = 5000 \), \( \tau = [0.1, 0.3, 1.618] \) and \( \sigma = \sqrt{N} \). We intend to compare the performance of Online-spADMM with the Online Alternating Direction Method (OADM) algorithm proposed in [33] is in the following form:

\[
\begin{align*}
x^{k+1} &= ((1 + \eta_2) I + \eta_1 F^T F)^{-1}((\eta_2 x_k + \eta_1 F^T z^k + b_k) - F^T y^k), \\
z^{k+1} &= \text{argmin} \left( \frac{\lambda}{\eta_1} ||z||_1 + \frac{\eta_1}{\eta_2} \|z - (F x^{k+1} + \frac{y^k}{\eta_1})\|^2 \right) \\
&= \text{sgn}(F x^{k+1} + y^k/\eta_1) \cdot \max(||F x^{k+1} + y^k/\eta_1 - \lambda/\eta_1, 0), \\
y^{k+1} &= y^k + \eta_1(x^{k+1} - z^{k+1}).
\end{align*}
\]

We set the parameters to \( \eta_1 = \sqrt{N} \) and \( \eta_2 = T/2 \).

The results are shown in Figure 3. Since parameter \( \tau \) changes have little effect on the performance of Online-spADMM, we consider the effect of \( \sigma \) on this algorithm. Combine Figure 3 and Table 5, we can see that Lasso and OQO have the similar numerical performance about the time-averaged objective regret and constraint violation. It’s easy to observe that the larger \( \sigma \), the larger time-averaged objective regret and the time-averaged objective regret is the opposite. From table 6, we can observe that Online-spADMM has a shorter running time.

6 Conclusions

In this paper, we have established regrets for objective and constraint violation of Online-spADMM for solving online linearly constrained convex composite optimization problems and presented numerical experiments to verify our theoretical results. One significant feature of our
Figure 3: Comparison of algorithms with respect to the time-average objective regret and constraint violation for TV.
Table 5: Comparison between the time-averaged objective regret of Online semi-proximal ADMM with the different selections of parameter \(a\) (OLspADMM-\(a\)) and Online Alternating Direction Method (OADM), where the total number of iterations \(T = 5000\).

| Dimension | OLspADMM-1 | OLspADMM-2 | OLspADMM-5 | OADM   |
|-----------|------------|------------|------------|--------|
| 10        | 0.166      | 0.366      | 0.930      | 1.298  |
| 20        | 0.330      | 0.730      | 1.860      | 2.598  |
| 50        | 1.005      | 2.161      | 5.477      | 6.408  |
| 100       | 4.382      | 8.863      | 20.180     | 12.890 |

Table 6: Same as Table 2 but for TV.

| IterNum | Online-spADMM | OADM |
|---------|---------------|------|
| 5000    | n = 10 | n = 20 | n = 50 | n = 100 |
| 5000    | 0.028 | 0.029 | 0.046 | 0.109 | 0.061 | 0.071 | 0.146 | 0.382 |
| 10000   | 0.053 | 0.057 | 0.091 | 0.218 | 0.118 | 0.141 | 0.291 | 0.763 |
| 20000   | 0.103 | 0.114 | 0.180 | 0.442 | 0.237 | 0.282 | 0.578 | 1.521 |
| 50000   | 0.257 | 0.287 | 0.451 | 1.112 | 0.587 | 0.702 | 1.459 | 3.822 |

The approach is that the bounds for objective and constraint violation are obtained under weak assumptions for objective functions. As the bound for solution regret in Theorem 3.2 is not satisfactory, an important issue left unanswered is to find sufficient conditions for ensuring \(O(\sqrt{N})\) regret bound for solution errors. For spADMM, whether we can obtain \(O(\sqrt{N})\) constraint violation regret bound when \(\sigma\) is a fixed constant is another topic worth studying. This paper only discusses the case for constant constraint set \(\Phi = \{(x,z) : Ax + Bz = c\}\), a difficult problem is left to study is the case when \(A, B, c\) is changing with time \(t\), just like the online linear optimization considered by [1], or even a more complicated case where constraints are time-varying inequalities considered in [37]. These online optimization models are worth studying as they cover a large number of important practical problems.

Appendix A. Proof of Theorem 2.1 Since

\[
x^{k+1} \in \arg \min \, L^k_p(x, z^k; y^k) + \frac{1}{2} \|x - x^k\|^2_{\sigma S_k} \]
\[
z^{k+1} \in \arg \min \, L^k_p(x^{k+1}, z; y^k) + \frac{1}{2} \|z - z^k\|^2_T
\]

we have, from the optimality for convex programming, that

\[
A^*(y^k - \sigma(Ax^k + Bz^k - c)) - \sigma S_k(x^{k+1} - x^k) \in \partial f_k(x^{k+1}),
\]
\[
B^*(y^k - \sigma(Ax^{k+1} + Bz^{k+1} - c)) - T(z^{k+1} - z^k) \in \partial g(z^{k+1}),
\]
which, combining $y^{k+1} = y^k + \tau \sigma (A x^{k+1} + B z^{k+1} - c)$, implies

$$A^*[-y^{k+1} - (1 - \tau)\sigma (A x^{k+1} + B z^{k+1} - c) - \sigma B(z^k - z^{k+1})]$$

$$-\sigma S_k(x^{k+1} - x^k) \in \partial f_k(x^{k+1}), \quad (6.1)$$

$$B^*[-y^{k+1} - (1 - \tau)\sigma (A x^{k+1} + B z^{k+1} - c)] - T(z^{k+1} - z^k) \in \partial g(z^{k+1}).$$

It follows from the convexity of $f_k$ that

$$f_k(x^{k+1}) - f_k(\bar{x}) \leq \langle -y^{k+1}, A(x^{k+1} - \bar{x}) \rangle + \sigma \langle B(z^{k+1} - z^k), A(x^{k+1} - \bar{x}) \rangle$$

$$- (1 - \tau)\sigma \langle A x^{k+1} + B z^{k+1} - c, A(x^{k+1} - \bar{x}) \rangle$$

$$- \langle \sigma S_k(x^{k+1} - x^k), x^{k+1} - \bar{x} \rangle - \frac{1}{2}\|x^{k+1} - \bar{x}\|^2_{\Sigma_k}$$

$$= \langle -y^{k+1}, A(x^{k+1} - \bar{x}) \rangle + \sigma \langle B(z^{k+1} - z^k), A(x^{k+1} + B z^{k+1} - c) \rangle$$

$$- (1 - \tau)\sigma \langle A x^{k+1} + B z^{k+1} - c, A(x^{k+1} - \bar{x}) \rangle$$

$$- \langle \sigma S_k(x^{k+1} - x^k), x^{k+1} - \bar{x} \rangle - \frac{1}{2}\|x^{k+1} - \bar{x}\|^2_{\Sigma_k}$$

$$= (\tau \sigma)^{-1} \langle y^{k+1}, y^k - y^{k+1} \rangle - (1 - \tau)\sigma \|A x^{k+1} + B z^{k+1} - c\|^2$$

$$+ \frac{\sigma}{2} \left\{\|B z^{k} - B \bar{z}\|^2 - \|B z^{k+1} - B \bar{z}\|^2 + \|A x^{k+1} + B z^{k+1} - c\|^2 - \|A x^{k+1} + B z^k - c\|^2 \right\}$$

$$- \langle \sigma S_k(x^{k+1} - x^k), x^{k+1} - \bar{x} \rangle - \langle T(z^{k+1} - z^k), z^{k+1} - \bar{z} \rangle - \frac{1}{2}\|x^{k+1} - \bar{x}\|^2_{\Sigma_k} - \frac{1}{2}\|z^{k+1} - \bar{z}\|^2_{\Sigma_k}.$$

From this and the identities

$$\langle y^{k+1}, y^k - y^{k+1} \rangle = \frac{1}{2} \left[\|y^k\|^2 - \|y^k - y^{k+1}\|^2 - \|y^{k+1}\|^2\right]$$

$$= \frac{1}{2} \left[\|y^k\|^2 - \|y^{k+1}\|^2\right] - \frac{1}{2}(\sigma \tau)^2 \|A x^{k+1} + B z^{k+1} - c\|^2,$$
we obtain

\[
\begin{align*}
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(x) + g(z)] \\
&\leq \frac{1}{2\sigma T} \left[||y^k||^2 - ||y^{k+1}||^2\right] - \frac{1}{2}(2 - r)||Ax^{k+1} + Bz^{k+1} - c||^2 \\
&\quad + \sigma \left(||Bz^{k} - Bz^{k+1}||^2 - ||Bz^{k+1} - Bz^{k}||^2 + ||Ax^{k+1} + Bz^{k+1} - c||^2 \right) \\
&\quad - ||Ax^{k+1} + Bz^{k} - c||^2 \\
&\quad - \left(\sigma S_k(x^{k+1} - x^k), x^{k+1} - x\right) \\
&\quad - \left(\mathcal{T}(z^{k+1} - z^k), z^{k+1} - z\right) - \frac{1}{2}||x^{k+1} - x||_{\Sigma_k}^2 - \frac{1}{2}||z^{k+1} - z||_{\Sigma_k}^2.
\end{align*}
\]

Obviously we have the following equalities

\[
\begin{align*}
||Ax^{k+1} + Bz^{k+1} - c||^2 - ||Ax^{k+1} + Bz^{k} - c||^2 \\
&= ||Ax^{k+1} + Bz^{k+1} - c||^2 - (||Ax^{k+1} + Bz^{k+1} - c|| + B(z^k - z^{k+1}))^2 \\
&= -2\left(\langle Ax^{k+1} + Bz^{k+1} - c, B(z^k - z^{k+1})\rangle - ||B(z^{k+1} - z^k)||^2\right)
\end{align*}
\]

and for \(R^k = Ax^k + Bz^k - c\), we have

\[
\begin{align*}
\sigma \left(\langle B(z^{k+1} - z^k), Ax^{k+1} + Bz^{k+1} - c\rangle \right. \\
&= (1 - \tau)\sigma \left(\langle B(z^{k+1} - z^k), Ax^{k+1} + Bz^{k+1} - c\rangle + \langle B(z^{k+1} - z^k), y^k - y^{k+1}\rangle \right. \\
&\left.\quad + (1 - \tau)\sigma \langle B(z^{k+1} - z^k), (R^{k+1} - R^k)\rangle \right) \\
&= (1 - \tau)\sigma \left(\langle B(z^{k+1} - z^k), Ax^k + Bz^k - c\rangle \right. \\
&\left.\quad + \langle B(z^{k+1} - z^k), y^k - (1 - \tau)\sigma R^k - (y^{k+1} - (1 - \tau)\sigma R^{k+1})\rangle \right) \\
&= (1 - \tau)\sigma \left(\langle B(z^{k+1} - z^k), Ax^k + Bz^k - c\rangle \\
&\left.\quad + \langle (z^{k+1} - z^k), B^*(y^k - (1 - \tau)\sigma R^k) - \mathcal{T}(z^k - z^{k-1}) \right. \\
&\left.\quad - B^*(y^{k+1} - (1 - \tau)\sigma R^{k+1}) - \mathcal{T}(z^{k+1} - z^k) \rangle \right) \\
&\left.\quad + \langle z^{k+1} - z^k, \mathcal{T}(z^k - z^{k-1}) - \mathcal{T}(z^{k+1} - z^k) \rangle \right).
\end{align*}
\]

Since

\[
B^*(y^k - (1 - \tau)\sigma R^k) - \mathcal{T}(z^k - z^{k-1}) \in \partial g(z^k), \quad B^*(y^{k+1} - (1 - \tau)\sigma R^{k+1}) - \mathcal{T}(z^{k+1} - z^k) \in \partial g(z^{k+1}),
\]

one has that

\[
\left\langle (z^{k+1} - z^k), B^*(y^k - (1 - \tau)\sigma R^k) - \mathcal{T}(z^k - z^{k-1}) \right. \\
&\left.\quad - B^*(y^{k+1} - (1 - \tau)\sigma R^{k+1}) - \mathcal{T}(z^{k+1} - z^k) \right\rangle \leq 0.
\]
Thus we have from (6.6) that
\[
\sigma \left( B(z^{k+1} - z^k), Ax^{k+1} + Bz^{k+1} - c \right) \\
\leq (1 - \tau)\sigma \left( B(z^{k+1} - z^k), Ax^k + Bz^k - c \right) \\
+ \left( z^{k+1} - z^k, T(z^k - z^{k-1}) - T(z^{k+1} - z^k) \right) \\
\leq (1 - \tau)\sigma \left( B(z^{k+1} - z^k), Ax^k + Bz^k - c \right) \\
- \frac{1}{2}\|z^{k+1} - z^k\|^2_F + \frac{1}{2}\|z^k - z^{k-1}\|^2_F.
\] (6.7)

Thus we have from (6.5) and (6.7) that
\[
\frac{\sigma}{2} \left[ \|Ax^{k+1} + Bz^{k+1} - c\|^2 - \|Ax^k + Bz^k - c\|^2 \right] \\
= \frac{\sigma}{2} \left[ -2(\langle Ax^{k+1} + Bz^{k+1} - c, B(z^k - z^{k+1}) \rangle - \|B(z^{k+1} - z^k)\|^2) \right] \\
= \sigma \langle B(z^k - z^{k+1}), Ax^{k+1} + Bz^{k+1} - c \rangle - \frac{\sigma}{2}\|B(z^{k+1} - z^k)\|^2 \\
\leq (1 - \tau)\sigma \langle B(z^{k+1} - z^k), Ax^k + Bz^k - c \rangle - \frac{\sigma}{2}\|B(z^{k+1} - z^k)\|^2 \\
- \frac{1}{2}\|z^{k+1} - z^k\|^2_F + \frac{1}{2}\|z^k - z^{k-1}\|^2_F.
\] (6.8)

Combining (6.4) and (6.8), we obtain
\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(x) + g(z)] \\
\leq \frac{1}{2\sigma\tau} \left[ \|x^k\|^2 - \|x^{k+1}\|^2 \right] - \frac{1}{2}(2 - \tau)\sigma\|Ax^{k+1} + Bz^{k+1} - c\|^2 \\
+ \frac{\sigma}{2} \left( \|Bz^k - Bz\|^2 - \|Bz^{k+1} - Bz\|^2 \right) \\
+ (1 - \tau)\sigma \langle B(z^{k+1} - z^k), Ax^k + Bz^k - c \rangle - \frac{\sigma}{2}\|B(z^{k+1} - z^k)\|^2 \\
- \frac{1}{2}\|z^{k+1} - z^k\|^2_F + \frac{1}{2}\|z^k - z^{k-1}\|^2_F \\
+ \frac{1}{2} \left[ \|x^{k+1} - x^k\|^2_{\nabla S} - \|x^{k+1} - x^k\|^2_{\nabla S} - \|x^{k+1} - z\|^2_{\nabla S} - \frac{1}{2}\|x^{k+1} - z\|^2_{S_k} \right] \\
+ \frac{1}{2} \left[ \|z^k - z\|^2_{\nabla S} - \|z^{k+1} - z\|^2_F - \|z^{k+1} - z^k\|^2_F \right] - \frac{1}{2}\|z^{k+1} - z\|^2_{S_k}.
\] (6.9)

We consider two cases when \(\tau \in (0, 1)\) and \((1, (1 + \sqrt{5})/2)\), respectively.  
Case (i): when \(\tau \in (0, 1)\). We have
\[
(1 - \tau)\sigma \langle B(z^{k+1} - z^k), Ax^k + Bz^k - c \rangle \\
\leq \frac{1}{2}(1 - \tau)\sigma\|B(z^{k+1} - z^k)\|^2 + \|Ax^k + Bz^k - c\|^2. 
\] (6.10)
It follows from (6.10), in this case, that

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\bar{x}) + g(\bar{z})] \\
\leq \frac{1}{2\sigma T} \left[\|y^h\|^2 - \|y^{k+1}\|^2\right] \\
+ \frac{\sigma}{2} \left[\|Bz^k - B\bar{z}\|^2 - \|Bz^{k+1} - B\bar{z}\|^2\right] \\
+ \frac{1}{2} \left[\|x^k - z^{k-1}\|^2 - \|x^{k+1} - z^{k-1}\|^2\right] \\
+ \frac{1}{2} \left[\|x^k - \bar{x}\|^2 - \|x^{k+1} - \bar{x}\|^2\right] - \frac{1}{2} \|x^{k+1} - \bar{x}\|^2_{\Sigma_k} \\
+ \frac{1}{2} \left[\|z^k - z^{k-1}\|^2 - \|z^{k+1} - z^{k-1}\|^2\right] - \frac{1}{2} \|z^{k+1} - z^{k-1}\|^2_{\Sigma_x} \\
+ \left(1 - \tau\right)\sigma \left[\|A x^k + B z^k - c\|^2 - \|A x^{k+1} + B z^{k+1} - c\|^2\right] \\
- \frac{1}{2} \sigma \|A x^{k+1} + B z^{k+1} - c\|^2 - \frac{\tau\sigma}{2} \|B(z^{k+1} - z^k)\|^2.
\] (6.11)

Case (ii): when \((1, (1 + \sqrt{5})/2)\). We have

\[
(1 - \tau)\sigma \left\langle B(z^{k+1} - z^k), A x^k + B z^k - c \right\rangle \\
\leq \frac{1}{2}(\tau - 1)\sigma [\tau \|B(z^{k+1} - z^k)\|^2 + \tau^{-1}\|A x^k + B z^k - c\|^2].
\] (6.12)

It follows from (6.10), in this case, that

\[
[f_k(x^{k+1}) + g(z^{k+1})] - [f_k(\bar{x}) + g(\bar{z})] \\
\leq \frac{1}{2\sigma T} \left[\|y^h\|^2 - \|y^{k+1}\|^2\right] \\
+ \frac{\sigma}{2} \left[\|Bz^k - B\bar{z}\|^2 - \|Bz^{k+1} - B\bar{z}\|^2\right] \\
+ \frac{1}{2} \left[\|x^k - z^{k-1}\|^2 - \|x^{k+1} - z^{k-1}\|^2\right] \\
+ \left(1 - \tau^{-1}\right)\sigma \left[\|A x^k + B z^k - c\|^2 - \|A x^{k+1} + B z^{k+1} - c\|^2\right] \\
- \frac{\sigma}{2\tau}(1 + \tau - \tau^2)\|A x^{k+1} + B z^{k+1} - c\|^2 - \frac{\sigma}{2}(1 + \tau - \tau^2)\|B(z^{k+1} - z^k)\|^2.
\] (6.13)

In view of (6.11) and (6.13), we obtain formula (2.1).
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