Diffusion processes with Gamma-distributed resetting and non-instantaneous returns
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Abstract

We consider the dynamical evolution of a Brownian particle undergoing stochastic resetting, meaning that after random periods of time it is forced to return to the starting position. The intervals after which the random motion is stopped are drawn from a Gamma distribution of shape parameter $\alpha$ and scale parameter $r$, while the return motion is performed at constant velocity $v$, so that the time cost for a reset is correlated to the last position occupied during the stochastic phase. We show that for any value of $\alpha$ the process reaches a non-equilibrium steady state and unveil the dependence of the stationary distribution on $v$. Interestingly, there is a single value of $\alpha$ for which the steady state is unaffected by the return velocity. Furthermore, we consider the efficiency of the search process by computing explicitly the mean first passage time. All our findings are corroborated by numerical simulations.
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1. Introduction

In the last years, resetting has been widely recognized as a simple yet effective mechanism to optimize diffusion and search processes. The effects of restart on stochastic dynamics have been considered in many branches of physics [1–15], including quantum physics [16–18] and biophysics [19–22], but also in different fields such as computer science [23, 24] and...
economics [25], to cite a few examples—see [26] for a review or [27] for a more recent introduction on the subject.

To formulate the problem in a simple way, let us consider a Brownian particle with diffusion coefficient $D$ starting its motion at $x(0) = x_0$ and initially evolving according to the Langevin equation

$$\dot{x}(t) = \xi(t),$$

where $\xi(t)$ is a Gaussian white noise with zero mean and $\langle \xi(t + t')\xi(t) \rangle = 2D\delta(t')$. We suppose that given a constant rate $r$, in a small time window of size $dt$ the particle has a probability $r \, dt$ of being immediately reset to the starting point, from which the process starts anew. Overall, the evolution of the position $x(t)$ in the interval $(t, t + dt)$ is hence given by

$$x(t + dt) = \begin{cases} x(t) + \xi(t)dt & \text{with probability } 1 - r \, dt \\ x_0 & \text{with probability } r \, dt. \end{cases}$$

The resetting mechanism drastically affects the features of the diffusion process. For example the repeated returns to the starting location, while keeping the system away from equilibrium by constantly restoring the initial condition, also prevent the diffusive spreading of the position. Hence, contrarily to the reset-free process, a non-equilibrium stationary state (NESS) is eventually reached. Furthermore, the first passage properties are also altered: while the mean first passage time (MFPT) to a threshold for a diffusive particle is infinite, it becomes finite in the presence of resetting and can be minimized by choosing a proper value of the resetting rate $r^*$. These striking properties have led in the last years to an increasing interest in the subject and a huge amount of work has been dedicated to investigate the effects of resetting applied to different systems, such as geometric Brownian motion [25], fractional Brownian motion [28], scaled Brownian motion [29, 30], continuous time random walks [30–35], Lévy flights [36–38] and the telegraphic process modelling run-and-tumble dynamics [39–41]. For example, the properties of the NESS have been investigated for both closed and open quantum systems [17, 42, 43], and interestingly these studies are accompanied by the analysis of theoretical models and experimental realizations, involving for example ultracold bosonic atoms in a tilted optical lattice [44] and quantum Ising chains [17], where different kinds of resetting protocols are considered. Another experimental example has been implemented with silica microspheres driven by optical tweezers [45, 46].

From the point of view of experiments, resetting poses several non-trivial difficulties, one of which regards the mechanism whereby the system is relocated to the desired initial condition. For example in [45] the authors describe experimental realizations where resetting is performed by the action of a dynamical phase, consisting in return motions at constant velocity or at constant time. As discussed previously, the original model assumes that the system is relocated instantly, hence to take into account the time cost of the return phase generalizations of the aforementioned formulations are required. Different models have been proposed in the literature, where resetting is implemented, e.g., with the action of optical traps [8, 13, 47], or where random refractory times preceding the restart are considered [6, 48, 49]. To take into account general spatiotemporal correlations, various works have followed the idea instead that returns should be performed according to a deterministic law [38, 41, 50–54].

Another line of research aimed at generalizing the basic description of resetting regards the introduction of time-dependent resetting rates, viz, waiting time distributions between resetting events different from the exponential distribution $\psi(\tau) = r \exp(-r\tau)$. The domain of waiting time distributions considered so far includes Gamma and Weibull distributions [55], power-laws [5, 35] and delta distributions, i.e., resetting at fixed times, which has been recognized as
the most effective resetting protocol for search processes [55–58]. In [56] the authors consider the effects of a general $r(t)$, providing a sufficient condition for the existence of a NESS and general formulae for the MFPT.

The scope of this paper is to investigate the combination of non-instantaneous returns and time-dependent resetting rates. In particular, we focus on resetting periods ruled by Gamma distributions and returns performed at constant velocity. The choice of the Gamma distribution represents a simple yet non-trivial example of a nonconstant rate whereby we are able to obtain explicit results, even when returns are non-instantaneous. Moreover, there are several results in the literature which show that for systems with resetting at constant rate and returns at constant velocity, the probability distribution of the position is completely unaffected by the return phase and coincides with that of the corresponding systems with instantaneous returns [41, 50, 51, 54]. By using the Gamma distribution, we are able to test the validity of this result for nonconstant resetting rates: we will show indeed that in general the systems exhibits a velocity-dependent NESS and the independence of the return velocity is achieved only for exponentially distributed resetting times, namely when resetting follows Poissonian statistics.

The paper is organised as follows: in section 2 we present the model and the general theory, which follows the same line of [54]. In sections 3 and 4 we study the NESS by evaluating the stationary distribution, and show that in general it depends explicitly on the value of the return velocity. In sections 5 and 6 we investigate the first passage properties of the system and their dependence on the return dynamics, by providing explicit expressions for the MFPT. Finally, in section 7 we draw our conclusions and summarize the results.

2. The model

In order to describe the model we follow the approach of [54]. The process is defined as a sequence of subprocesses. Each subprocess consists of two phases: the stochastic dynamics of the diffusing particle, that we call the displacement phase, and the deterministic motion to the resetting location, which occurs after the resetting event and we call the return phase. In the following we will always take $x = 0$ as both the starting point of the motion and the restart location. Consider a subprocess starting at $t = t_0$. During the displacement phase the evolution of the probability distribution of the position is governed by the diffusion equation

$$
\frac{\partial p(x, t)}{\partial t} = D \frac{\partial^2 p(x, t)}{\partial x^2},
$$

with solution relative to the initial condition $p(x, t_0) = \delta(x)$:

$$
p(x, t) = \frac{1}{\sqrt{4\pi D(t-t_0)}} \exp \left[ -\frac{x^2}{4D(t-t_0)} \right].
$$

The duration $\tau$ of the displacement phase corresponds to the time of the resetting event measured from $t_0$ and it is considered a random variable drawn from a Gamma distribution with density $\psi(\tau)$. After a time $\tau$ the particle occupies a random position $x_0$ from which the deterministic motion of the return phase starts. The evolution then follows the equation $x(t) = \chi(t, x_0)$ and the time cost $\theta(x_0)$ to perform the reset is given by the condition $0 = \chi(\theta, x_0)$. In this phase the particle moves at constant velocity and is always directed towards the origin, therefore the equation of motion is

$$
x(t) = \chi(t, x_0) = -\text{sgn}(x_0)vt + x_0,
$$
where \( \text{sgn}(y) \) denotes the sign of the argument and \( v > 0 \) is the absolute value of the velocity. The time needed to return to the origin is thus
\[
\theta(x_0) = \frac{|x_0|}{v}.
\]  

(6)

2.1. Duration of a subprocess

The total duration of a subprocess is simply the sum of the durations of the displacement and return phases. The former corresponds to the random variable \( \tau \) and hence is distributed according to \( \psi(\tau) \); the latter is instead a function of the position occupied at the time of the resetting event, whose distribution is \( p(x_0, \tau) \). The total duration is thus \( t = \tau + |x_0|/v \) and by averaging over all possible values of \( \tau \) and \( x_0 \) we get
\[
\phi(t) = \int_0^\infty d\tau \psi(\tau) \int_{-\infty}^{+\infty} dx \delta\left(t - \tau - \frac{|x|}{v}\right) p(x, \tau),
\]  

(7)

where \( \delta(y) \) denotes the Dirac delta function. This equation can be recast more conveniently in Laplace space:
\[
\hat{\phi}(s) = \int_{-\infty}^{+\infty} dx \frac{e^{-s|x|/v}}{\int_0^\infty d\tau \ e^{-s\tau} \psi(\tau) p(x, \tau)}.
\]  

(8)

The probability density \( \phi_n(t) \) that the \( n \)th subprocess starts at time \( t \) is given by
\[
\phi_n(t) = \begin{cases} 
\delta(t) & \text{for } n = 1 \\
\int_0^t \phi_{n-1}(t')\phi(t-t')dt' & \text{for } n \geq 2,
\end{cases}
\]  

(9)

where the delta function in the case \( n = 1 \) accounts for the fact that the first subprocess starts at time \( t = 0 \). By the convolution theorem, the Laplace transform of (9) is simply
\[
\hat{\phi}_n(s) = \left[\hat{\phi}(s)\right]^{n-1}, \quad n \geq 1.
\]  

(10)

The sum of all \( \phi_n(t) \) yields the renewal rate \( \kappa(t) \):
\[
\kappa(t) = \sum_{n=1}^\infty \phi_n(t),
\]  

(11)

which, from (10), is expressed in Laplace domain as
\[
\hat{\kappa}(s) = \frac{1}{1 - \hat{\phi}(s)}.
\]  

(12)

Note that for distributions possessing a well-defined first moment \( \eta \), in the small-\( s \) limit we can write \( \hat{\phi}(s) \sim 1 - \eta s \). Thus in the long time limit (12) yields \( \hat{\kappa}(s) \sim 1/(\eta s) \), where \( \eta \) is the mean duration of a subprocess, and the renewal rate converges to a constant value:
\[
\lim_{t \to \infty} \kappa(t) = \frac{1}{\eta}.
\]  

(13)
2.2. Probability density function and stationary distribution

Let us first consider a single subprocess and, without loss of generality, suppose that it starts at \( t_0 = 0 \). Let \( G(x, t) \) be the probability density function (PDF) of the position for a subprocess. This quantity can be written as the sum of two terms, depending on the time of the resetting event. The first is the contribution of those walks that have not been reset up to time \( t \); in this case the displacement density is \( p(x, t) \), therefore the first term reads

\[
G_1(x, t) = p(x, t) \Psi(t),
\]

(14)

where \( \Psi(t) \) denotes the probability that no resetting event has occurred up to time \( t \):

\[
\Psi(t) = \int_0^\infty \psi(t) dt.
\]

(15)

The second term comes from the walks with resetting time \( \tau < t \): the displacement phase stops at a random location \( x_0 \) with distribution \( p(x_0, \tau) \), from which the position starts evolving according to the deterministic law of motion \( x = \chi(t, x_0) \), hence we can write

\[
G_2(x, t) = \int_0^t d\tau \psi(\tau) \int_{-\infty}^{+\infty} dx_0 p(x_0, \tau) g_2(x, t; x_0, \tau),
\]

(16)

where \( g_2(x, t; x_0, \tau) \) is

\[
g_2(x, t; x_0, \tau) = \delta [x - \chi(t - \tau, x_0)] \Theta(t - \tau) \Theta(|x_0|/v - t),
\]

(17)

and \( \Theta(x) \) is defined as follows:

\[
\Theta(x) = \begin{cases} 
1 & \text{if } x \geq 0 \\
0 & \text{if } x < 0.
\end{cases}
\]

(18)

The delta function in (17) accounts for the fact that the position \( x \) is determined by the law of motion, while the Theta functions ensure that the resetting happens before the observation time \( t \) (first Theta function) and that we are observing the system before the end of the subprocess (second Theta function).

Now we denote with \( P(x, t) \) the PDF of the position for the complete process and observe that the probability of occupying position \( x \) at time \( t \) corresponds to the probability that the last subprocess starts at \( t' < t \) and then the particle reaches \( x \) in a time \( t - t' \). By integrating over all possible values of \( t' \) we get

\[
P(x, t) = \int_0^t \kappa(t') G(x, t - t') dt',
\]

(19)

which is more easily evaluated in Laplace space:

\[
\tilde{P}(x, s) = \tilde{\kappa}(s) \tilde{G}(x, s) = \frac{\tilde{G}(x, s)}{1 - \phi(s)},
\]

(20)

where we used the expression of \( \tilde{\kappa}(s) \) in (12) and \( \tilde{G}(x, s) = \tilde{G}_1(x, s) + \tilde{G}_2(x, s) \). The contributions \( \tilde{G}_1(x, s) \) and \( \tilde{G}_2(x, s) \) can be deduced from (14) and (16), respectively. The first is simply written as

\[
\tilde{G}_1(x, s) = \int_0^\infty e^{-st} p(x, t) \Psi(t) dt,
\]

(21)
while for $\hat{G}_2(x, s)$ we can change the order of integration between $t$ and $\tau$, and by introducing $u = t - \tau$ we arrive at

$$
\hat{G}_2(x, s) = \int_0^\infty d\tau \psi(\tau) \int_{-\infty}^{+\infty} dx_0 p(x_0, \tau) \\
\times \int_0^\infty du \ e^{-iu} \left[ x - \chi(u, x_0) \right] \Theta(|x_0|/u - u),
$$

(22)

where the lower bound of integration in $u$ follows from the Theta function $\Theta(t - \tau)$ in the definition of $g_2(x, t; x_0, \tau)$, see (17). We now observe that the integration variable $u$ represents the time of the return phase, during which the distance of the particle from the origin monotonically decreases to zero. This means that the delta function in the last integral provides a contribution only for distances smaller than the initial distance, i.e., for $|x| \leq |x_0|$. By considering the change of variable $y = \chi(u, x_0)$, we can invert the equation of motion to write $u = \theta(y, x_0)$ and thus the integral in $u$ yields

$$
\int_0^{|x_0|/u} du \ e^{-iu} \left[ x - \chi(u, x_0) \right] = \frac{1}{v} \Theta \left( |x_0| - |x| \right) e^{-i\theta(x, x_0)}. 
$$

(23)

By plugging this expression in (22) and exploiting the symmetry of $p(x, t)$, we can finally write

$$
\hat{G}_2(x, s) = \frac{1}{v} \int_0^\infty d\tau \psi(\tau) \int_{|x|}^{+\infty} dx_0 p(x_0, \tau) \times \begin{cases} 
  e^{-i\theta(x, x_0)} & \text{for } x \geq 0 \\
  e^{-i\theta(x, -x_0)} & \text{for } x < 0.
\end{cases}
$$

(24)

We can deduce the long time properties of $P(x, t)$ by evaluating the small-$s$ behaviour of $\hat{P}(x, s)$. We assume that $\phi(t)$ has finite mean $\eta$, in which case in the small-$s$ limit $\phi(s) \sim 1 - \eta s$. Hence from (20) we can write

$$
\hat{P}(x, s) \sim \frac{1}{\eta s} \hat{G}(x, s) \big|_{s=0} = \frac{1}{\eta s} \int_0^\infty G(x, t) dt,
$$

(25)

whereby one can deduce the following relation in the time domain:

$$
\lim_{t \to \infty} P(x, t) = P(x) = \frac{1}{\eta} \left[ \rho_1(x) + \rho_2(x) \right],
$$

(26)

with

$$
\rho_1(x) = \int_0^\infty G_1(x, t) dt \\
\rho_2(x) = \int_0^\infty G_2(x, t) dt.
$$

(27) \hspace{1cm} (28)

Equation (26) defines the stationary distribution $P(x)$, which in this case is the sum of two different contributions that can be computed as the limit $s \to 0$ of $\hat{G}_1(x, s)$ and $\hat{G}_2(x, s)$, yielding respectively

$$
\rho_1(x) = \int_0^\infty p(x, t) \Psi(t) dt,
$$

(29)
and
\[ \rho_2(x) = \frac{1}{v} \int_0^\infty d\tau \psi(\tau) \int_{|x|}^{+\infty} dx_0 p(x_0, \tau). \] (30)

Note that in principle one can derive the full time-dependent PDF from (20) by means of Laplace inversion, see for example [51] in the case of Poissonian resetting. We point out however that this task is not easy for more general types of waiting time distributions and goes beyond the scope of this paper.

3. Computation of the stationary distribution

We are now ready to characterize the steady state by evaluating explicitly the long time limit of the PDF. We recall that we consider waiting times for the resetting events drawn from a Gamma distribution, with density
\[ \psi(\tau) = \frac{re^{-rt}}{\Gamma(\alpha + \frac{1}{2})} (rt)^{\alpha - \frac{1}{2}}, \quad \alpha > -\frac{1}{2}, \quad r > 0. \] (31)

Here \( r \) is called scale parameter and \( \alpha \) is called shape parameter. Note that in the literature the shape parameter is often defined as \( \nu = \alpha + \frac{1}{2} \), we are using this notation for the sake of clarity in the following expressions. It follows from (31) that the probability of not observing any event up to time \( t \) is given by
\[ \Psi(t) = \int_t^\infty \psi(\tau) d\tau = \frac{\Gamma(\alpha + \frac{1}{2}, rt)}{\Gamma(\alpha + \frac{1}{2})}, \] (32)

where \( \Gamma(\nu, z) \) is an upper incomplete gamma function [59]. According to our notation, \( \alpha = \frac{1}{2} \) corresponds to an exponential distribution with scale \( r \), which represents the case of events (resetting) occurring at constant rate \( r \). However, in general the Gamma distributions have a time-dependent rate \( r(t) \). Indeed, the rate function \( r(t) \) is defined as [60]
\[ r(t) = \frac{\psi(t)}{\Psi(t)}, \] (33)

which can be interpreted as the conditional probability density that an event which has not occurred up to time \( t \) will occur in the next moment. From (31) and (32) one obtains the expression
\[ r(t) = \frac{re^{-rt} (rt)^{\alpha - \frac{1}{2}}}{\Gamma(\alpha + \frac{1}{2}, rt)} \] (34)

and it can be verified that \( r(t) \) is increasing for \( \alpha > \frac{1}{2} \), decreasing for \( \alpha < \frac{1}{2} \) and constant for \( \alpha = \frac{1}{2} \), furthermore for any \( \alpha \) it converges in the long time limit to the fixed value \( r \), see figure 1 for a few examples. Hence, the scale parameter of the Gamma distribution controls the asymptotic value of the rate, while the shape parameter controls its time dependence.

The first step to compute the stationary distribution is the evaluation of the subprocess mean duration \( \eta \), which can be obtained from the Laplace transform \( \phi(s) \) as
\[ \eta = -\left. \frac{d\phi(s)}{ds} \right|_{s=0}. \] (35)
Figure 1. Rate function $r(t)$ of the Gamma distribution given by (34), for several values of the shape parameter $\alpha$. The scale parameter $r$ is set to unity. Note that for $\alpha = 0.5$ one obtains a constant rate $r(t) = r$.

To compute $\hat{\phi}(s)$, we consider (8) and integrate first over $\tau$ and then over $x$. By using the results (A.1) and (A.2) in appendix A we arrive at

$$
\hat{\phi}(s) = \frac{2\Gamma(2\alpha + 1)}{\Gamma(\alpha + \frac{1}{2})\Gamma(\alpha + \frac{3}{2})} \left( \frac{r}{r+s} \right)^{\alpha+\frac{1}{2}} 2F_1 \left( 2\alpha + 1, \alpha + \frac{1}{2}, \alpha + \frac{3}{2}; 1 - \frac{s}{\zeta} \right),
$$

where $2F_1(a, b; c; \zeta)$ is a Gauss hypergeometric function [59] and the variable $\zeta$ is defined as

$$
\zeta = 1 + \frac{s}{v} \sqrt{\frac{D}{r+s}}.
$$

By taking the derivative of (36) one can verify that the mean duration of a subprocess is

$$
\eta_\alpha = \frac{\alpha + 1/2}{r} + \frac{C_\alpha}{v} \sqrt{\frac{D}{r}},
$$

where $C_\alpha$ is a constant given by

$$
C_\alpha = \frac{2}{\sqrt{\pi}} \Gamma(\alpha + 1) \Gamma\left( \alpha + \frac{1}{2} \right).
$$

The result of (38) is easy to interpret: the first term on the right-hand side is the mean duration of the displacement phase, as one can verify by computing the first moment of $\psi(\tau)$; the second term instead represents the average return time, which can be written as $\langle x_0 \rangle/v$, with $\langle x_0 \rangle$ denoting the mean position occupied at the moment of the resetting event.
We can now proceed with the computation of $\rho_1(x)$ and $\rho_2(x)$. The first term may be written as

$$\rho_1(x) = \int_0^\infty dt \mathcal{P}(x, t) \int_0^\infty d\tau \psi(\tau)$$

(40)

$$= \int_0^\infty dt \mathcal{P}(x, t) \int_0^\infty d\tau \psi(\tau)$$

(41)

$$= \int_0^\infty d\tau \psi(\tau) \mathcal{I}(x, \tau),$$

(42)

with $\mathcal{I}(x, \tau)$ defined by

$$\mathcal{I}(x, \tau) = \int_0^\tau dt \mathcal{P}(x, t),$$

(43)

whose solution is given in appendix A by formula (A.3). The integration over $\tau$ finally yields an explicit expression for $\rho_1(x)$, see (A.4). Let us introduce

$$z = |x| \sqrt{\frac{r}{D}},$$

(44)

then

$$\rho_1(x) = C_\alpha \left( \frac{z}{2} \right)^{\nu+1} \frac{K_{\nu+1}(z)}{\Gamma(\nu+1)} + \frac{|x|}{2D} \left[ \mathcal{H}_\nu(z) - 1 \right],$$

(45)

where the constant $C_\alpha$ is given by (39) and the function $\mathcal{H}_\nu(z)$ is defined as

$$\mathcal{H}_\nu(z) = z \left[ K_{\nu}(z)L_{\nu-1}(z) + K_{\nu-1}(z)L_{\nu}(z) \right].$$

(46)

Here $K_\nu(y)$ is a modified Bessel function of the second kind, while $L_\nu(y)$ is a modified Struve function [59]. A similar procedure can be followed for $\rho_2(x)$, whereby we arrive at

$$\rho_2(x) = \frac{1}{2v} (1 - \mathcal{H}_\nu(z)).$$

(47)

The final expression for the stationary distribution is thus

$$P(x) = \frac{1}{\eta_\alpha} \left\{ C_\alpha \left( \frac{z}{2} \right)^{\nu+1} \frac{K_{\nu+1}(z)}{\Gamma(\nu+1)} + \left( \frac{1}{2v} - \frac{|x|}{2D} \right) \left[ 1 - \mathcal{H}_\nu(z) \right] \right\}.$$

(48)

see (38) for the definition of $\eta_\alpha$. Figure 2 displays a few cases of $P(x)$ and the agreement with the corresponding numerical simulations. We observe that smaller values of the shape parameter yield narrower distributions, with more pronounced peaks around $x = 0$. This reflects the fact that, if the value of the scale parameter is fixed, Gamma distributions with smaller $\alpha$ on average lead to shorter displacement phases, and long diffusive excursions thus become less likely.

We point out that for half-integer values of $\alpha$, the stationary distribution can be written in terms of elementary functions, see appendix B. In particular, for $\alpha = \frac{1}{2}$, viz, in the case of resetting at constant rate $r$, equation (48) reduces to

$$P(x) = \frac{1}{2} \sqrt{\frac{r}{D}} e^{-|x|/\sqrt{r}},$$

(49)
Figure 2. Stationary distribution for $\alpha = 0$ (red diamonds), $\alpha = 1$ (blue squares) and $\alpha = 2.5$ (purple circles). In each case, data are obtained by simulating $10^6$ walks with time step $dt = 0.01$ up to time $t = 10$, and compared to the corresponding $P(x)$ given by (48). The values of the return velocity, the scale parameter and the diffusion coefficient are set to unity.

which is independent of the return velocity $v$ and equivalent to the result obtained in the case of instantaneous returns. However, we will show in the next section that in general the stationary distribution is dependent on $v$.

4. Dependence of the stationary distribution on the return velocity

The results of the previous section show, as it has already been proved in the literature [41, 50, 51, 54], that in the case of Poissonian resetting the stationary distribution is completely unaffected by the value of the return velocity, meaning that the return phase does not play any role in the definition of the steady state. Interestingly, this observation also applies to the finite-$t$ behaviour of the PDF [41, 51]. However, when the waiting times for the resetting events are Gamma-distributed, this is true only for a specific value of the shape parameter. In particular, $P(x)$ becomes $v$-independent only for exponentially-distributed waiting times, suggesting that the requirement of a constant resetting rate represents a crucial condition for the independence of the steady state.

Indeed, let us consider (48) and evaluate $P(x)$ around $x = 0$. The behaviour of the modified Bessel function for $\nu > 0$ is given by [59]

$$K_\nu(z) \sim \frac{\Gamma(\nu)}{2 \left(\frac{2}{z}\right)^\nu}, \quad z \to 0,$$

and we recall that $K_\nu(z) = K_{-\nu}(z)$. By using the definition of $L_\nu(y)$, see [59], it follows that as $z \to 0$
In a similar fashion, we can also compute the behavior of the stationary distribution for large \( \alpha \), namely

\[
H_\alpha(z) \sim \begin{cases} 
\frac{\Gamma(-\alpha)\left(\frac{z}{2}\right)^{1+2\alpha}}{\sqrt{\pi} \Gamma\left(\alpha + \frac{1}{2}\right)} & \text{for } -\frac{1}{2} < \alpha < 0 \\
-\frac{2}{\pi} \log z & \text{for } \alpha = 0 \\
\frac{\Gamma(\alpha)}{\Gamma\left(\alpha + \frac{1}{2}\right) \sqrt{\pi}} z & \text{for } \alpha > 0.
\end{cases}
\]  

(51)

It is then easy to see that \( P(x) \) attains a finite value at \( x = 0 \), namely

\[
P(0) = \frac{1}{2C_\alpha} \sqrt{\frac{r}{D}} \frac{\sqrt{rD + C_\alpha v}}{\sqrt{rD + B_\alpha v}}.
\]  

(52)

where the constant \( B_\alpha \) is

\[
B_\alpha = \frac{\alpha + 1/2}{C_\alpha} = \frac{\sqrt{\pi} \Gamma\left(\alpha + \frac{1}{2}\right)}{2 \Gamma(\alpha + 1)},
\]  

(53)

and \( C_\alpha \) is given by (39). For any \( v > 0 \), the value of \( P(0) \) depends on \( v \) unless the two coefficients \( B_\alpha \) and \( C_\alpha \) are equal. This condition is equivalent to

\[
\frac{\Gamma(\alpha + 1)}{\Gamma\left(\alpha + \frac{1}{2}\right)} = \frac{1}{2} \sqrt{\pi(\alpha + 1/2)},
\]  

(54)

and one can verify that the only real solution to this equation is \( \alpha = \frac{1}{2} \). Therefore, taking \( \alpha = \frac{1}{2} \) is a necessary condition to obtain a steady state completely independent of the return velocity. In a similar fashion, we can also compute the behavior of the stationary distribution for large values of \( |x| \). The asymptotic expansion of the modified Bessel function is [59]

\[
K_\nu(z) \sim \sqrt{\frac{\pi}{2z}} e^{-z} \left[ 1 + \frac{4v^2 - 1}{8z} + o \left( \frac{1}{z} \right) \right],
\]  

(55)

and by using the expansion of \( L_\nu(z) \), we obtain that for large \( z \)

\[
H_\alpha(z) \sim 1 - \left( \frac{z}{2} \right)^{\alpha - \frac{1}{2}} e^{-z} \frac{\Gamma\left(\alpha + \frac{1}{2}\right)}{\Gamma\left(\alpha + \frac{1}{2}\right)} \left[ \frac{\mathcal{A}_\alpha}{z} + o \left( \frac{1}{z} \right) \right],
\]  

(56)

where the coefficient \( \mathcal{A}_\alpha \) is defined by

\[
\mathcal{A}_\alpha = \frac{1}{2} \alpha^2 + \alpha - \frac{5}{8}.
\]  

(57)

It follows that the behavior of the stationary distribution for large \( |x| \) reads

\[
P(x) \sim \sqrt{\frac{r}{D}} \left(\frac{z}{2}\right)^{\alpha - \frac{1}{2}} e^{-z} \frac{\Gamma(\alpha + 1)}{\Gamma\left(\alpha + \frac{1}{2}\right) 2C_\alpha \sqrt{\pi} \Gamma\left(\alpha + \frac{1}{2}\right)} \frac{\sqrt{rD + v}}{\sqrt{rD + B_\alpha v}}.
\]  

(58)

which is dependent on \( v \) unless one takes values of \( \alpha \) such that

\[
\frac{2}{\sqrt{\pi} \Gamma\left(\alpha + \frac{1}{2}\right)} = \alpha + \frac{1}{2}.
\]  

(59)

This condition is once again satisfied only for \( \alpha = \frac{1}{2} \). We observe that this value of the shape...
Figure 3. Examples of stationary distributions for different values of the return velocity $v$ and shape parameter $\alpha$. Panel (a): examples of $P(x)$ for $\alpha = 2.5$, with $v = 100$ (red), $v = 0.5$ (green) and $v = 0.01$ (light blue). The agreement between numerical data and the theoretical curves of (48) is shown in the inset. All data sets are obtained by simulating $10^7$ walks with time step $dt = 0.01$ up to time $t = 10$ ($v = 100$, red circles and $v = 0.5$, green triangles) or $t = 100$ ($v = 0.01$, light blue circles). Note that the data relative to $v = 100$ and $v = 0.01$ have been multiplied by 2 and 0.5, respectively, to avoid overlap. Panel (b): the same as panel (a), but with $\alpha = 0$ and $v = 100, 1, 0.01$. In this case, the data in the inset are shifted by a factor 2 for $v = 0.01$, and 0.5 for $v = 100$, again with total evolution time $t = 10$ ($v = 100$, red circles and $v = 1$, green triangles) and $t = 100$ ($v = 0.01$, light blue circles). Panel (c): stationary distribution for $\alpha = 0.5$. In this case there is no dependence on the return velocity, indeed all data sets collapse on the same curve (solid black line), given by (49). Here for any value of $v$ the evolution time is $t = 10$.

Parameter represents a crossover between two different regimes of the PDF. Indeed, if we consider a fixed $-\frac{1}{2} < \alpha < \frac{1}{2}$, it is possible to verify that for higher return velocities $P(0)$ decreases, while the tails of the PDF attain higher values; contrarily, for fixed $\alpha > \frac{1}{2}$ an increasing $v$ yields more pronounced peaks around $x = 0$ and less important tails, see figure 3. As we have already mentioned, the value $\alpha = \frac{1}{2}$ also represents a crossover for the behaviour of the rate $r(t)$: as shown in figure 1, the rate is decreasing for $\alpha < \frac{1}{2}$ and increasing for $\alpha > \frac{1}{2}$. Hence the only case where the stationary distribution is independent of $v$ is for constant resetting rates, namely for Poissonian resetting. Note that this condition is not only necessary, but also sufficient; we can thus conclude that when the return motion is performed at constant velocity, the system reaches a $v$-independent steady state only when the resetting events are described by Poissonian statistics. We point out, however, that in this paper we are only considering Gamma distributions which are characterized by a particular form of the rate $r(t)$: we do not exclude that a
\( v \)-independent stationary distribution can be reached for more general choices of \( r(t) \). Furthermore, it is also worth observing that for different kinds of return motion one gets more general expressions of the return velocity, e.g., depending explicitly on the position \( x \) and the location of the resetting event \( x_0 \). In principle, it is possible that even for more general forms of the velocity with respect to the constant case, one obtains a \( v \)-independent steady state. Indeed, it has been shown [41, 54] that for returns at constant acceleration \( a \), with \( v(x, x_0) = \sqrt{2a|x_0 - x|} \), in the case of Poissonian resetting the steady state is completely unaffected by the return motion, being indeed described by the same stationary distribution observed for instantaneous returns. Generalizing this result to time-dependent resetting rates is however not straightforward and may represent a tempting challenge for future work.

5. Mean first passage time

In various contexts it is often of great importance to characterize the efficiency of a given search process. For this purpose, it is useful to consider the first passage properties. Consider for example an ensemble of one dimensional Brownian particles starting their motion at \( x = 0 \), in search for a target located at \( b > 0 \). The problem of finding the PDF of the position at time \( t \), conditioned to the fact the target has not been reached yet, has been widely considered and one finds the solution [61]

\[
q(x, t; b) = \frac{1}{\sqrt{4\pi Dt}} \left\{ \exp\left[-\frac{x^2}{4Dt}\right] - \exp\left[-\frac{(2b - x)^2}{4Dt}\right] \right\}.
\]  

(60)

The integral of this quantity is the total probability that a particle does not reach the target up to time \( t \), namely the survival probability

\[
Q(t, b) = \int_{-\infty}^{b} q(x, t; b)dx = \text{erf}\left(\frac{b}{\sqrt{4Dt}}\right),
\]  

(61)

where \( \text{erf}(z) \) denotes the error function:

\[
\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^2} dt.
\]  

(62)

The difference between the fraction of particles who have survived up to time \( t \) and those who have survived up to time \( t + dt \) corresponds to the fraction of particles that have reached the target for the first time between \( t \) and \( t + dt \). The first passage time density is thus defined as

\[
f(t, b) = \frac{\partial Q(t, b)}{\partial t} = \frac{b}{\sqrt{4\pi Dt^3}} \exp\left(-\frac{b^2}{4Dt}\right),
\]  

(63)

showing the characteristic \( t^{-\frac{3}{2}} \) decay whereby one observes an infinite MFPT. However, it has been broadly discussed in the literature that the introduction of a resetting mechanism optimizes the efficiency of the process in such a way that the MFPT attains a finite value. Furthermore, different choices of the resetting protocol lead to different values of the MFPT [57] and so it is interesting to evaluate the first passage properties of the system under different resetting mechanisms. It is also worth observing that the time cost to perform the return to the starting location inevitably increases the MFPT [38, 41, 53, 54].

To study the first passage properties of the model considered in this paper, we adopt the approach of [58]. We call successful a subprocess during which the particle hits the target
The MFPT can then be obtained by evaluating the derivative of
\( \varphi_n(t, b) \) for \( n = 1 \)
\[
\varphi_n(t, b) = \begin{cases} 
\varphi(t, b) & \text{for } n = 1 \\
\int_0^t \varphi_{n-1}(t', b) \varphi(t - t', b) dt' & \text{for } n \geq 2.
\end{cases}
\] (64)
The probability of hitting the target for the first time at time \( t \) is equal to the probability that the \( n \)th unsuccessful subprocess ends at time \( t' < t \), and the target is then reached in a time \( t - t' \). Hence the first passage density of the process is
\[
F(t, b) = \varphi(t, b) + \sum_{n=1}^{\infty} \int_0^t \varphi(t - t', b) \varphi_n(t', b) dt',
\] (65)
which is written more conveniently in Laplace space as
\[
\hat{F}(s, b) = \hat{\varphi}(s, b) \sum_{n=0}^{\infty} \hat{\varphi}_n(s, b)b = \frac{\hat{\varphi}(s, b)}{1 - \hat{\varphi}(s, b)}.
\] (66)
The MFPT can then be obtained by evaluating the derivative of \( \hat{F}(s, b) \):
\[
\langle T \rangle = \left. \frac{d\hat{F}(s, b)}{ds} \right|_{s=0} = -\frac{\hat{\varphi}'(0, b)}{1 - \hat{\varphi}(0, b)} - \frac{\hat{\varphi}(0, b)\hat{\varphi}'(0, b)}{[1 - \hat{\varphi}(0, b)]^2}.
\] (67)
We can now observe that the density \( \varphi(t, b) \) is equal to the first passage density of the displacement phase multiplied by the probability of not having been reset up to time \( t \). Thus the Laplace transform \( \hat{\varphi}(s, b) \) reads
\[
\hat{\varphi}(s, b) = \int_0^\infty e^{-st} \Psi(t) f(t, b) dt
\] (68)
\[
= \int_0^\infty \frac{dt}{\sqrt{4\pi Dt}} \frac{\Gamma(\alpha + \frac{1}{4}, rt)}{\Gamma(\alpha + \frac{1}{2})} \exp\left(-st - \frac{b^2}{4Dt}\right),
\] (69)
see (32) and (63). The derivative with respect to \( s \) is
\[
-\hat{\varphi}'(s, b) = \int_0^\infty \frac{dt}{\sqrt{4\pi Dt}} \frac{\Gamma(\alpha + \frac{1}{4}, rt)}{\Gamma(\alpha + \frac{1}{2})} \exp\left(-st - \frac{b^2}{4Dt}\right),
\] (70)
and by evaluating (69) and (70) at \( s = 0 \), we can obtain the expressions of \( \hat{\varphi}(0, b) \) and \( \hat{\varphi}'(0, b) \). These integrals can be computed by following the same procedure we used for \( \rho_1(x) \) in section 3, whereby we get
\[
\hat{\varphi}(0, b) = 1 - \mathcal{H}_\alpha(w)
\] (71)
\[
\hat{\varphi}'(0, b) = \frac{w^2}{2r} [1 - \mathcal{H}_\alpha(w)] - \frac{2C_{\alpha}}{r} \left(\frac{w}{2}\right)^{\alpha+2} \frac{K_{\alpha+1}(w)}{\Gamma(\alpha + 1)},
\] (72)
where the variable \( w \) is
\[
w = b \sqrt{\frac{r}{D}}.
\] (73)

The density of the duration of an unsuccessful subprocess can be computed as follows: up to
the resetting event, the position of the particle always stays below \( b \) and is thus distributed
according to \( q(x, t; b) \), given by (60). At the time of the resetting, which happens at a random
moment \( \tau \) with distribution \( \psi(\tau) \), the particle occupies a random position \( x_0 \), from which the
deterministic return motion toward the origin starts. The duration of the return phase is \( \theta(x_0) = |x_0|/v \), hence by averaging overall \( \tau \) and \( x_0 \) one gets
\[
\varphi(t, b) = \int_0^\infty d\tau \psi(\tau) \int_{-\infty}^b dx_0 \delta \left[ t - \tau - |x_0|/v \right] q(x_0, \tau; b).
\] (74)

Note that this definition has the same structure of the equation for \( \phi(t) \), see (7), except for
the fact that here we are using the survival PDF \( q(x, t; b) \) and the integration domain in \( x_0 \) is thus
limited to \((-\infty, b)\). The Laplace transform of this quantity reads
\[
\hat{\varphi}(s, b) = \int_{-\infty}^b dx_0 e^{-|x_0|/v} \int_0^\infty d\tau e^{-s\tau} \psi(\tau)q(x_0, \tau; b),
\] (75)
which can be evaluated at \( s = 0 \) as
\[
\hat{\varphi}(0, b) = \int_0^\infty \psi(\tau)Q(\tau, b) d\tau
\] (76)
\[= \mathcal{H}_\alpha(w),
\] (77)
see (A.4) in appendix A and note that \( Q(t, b) \) is defined by (61). By evaluating the derivative
of (75) for \( s = 0 \) we obtain
\[
-\hat{\varphi}'(0, b) = \frac{1}{v} \int_{-\infty}^b dx_0 |x_0| q(x_0, \tau; b) \int_0^\infty d\tau \psi(\tau)
+ \int_{-\infty}^b dx_0 q(x_0, \tau; b) \int_0^\infty d\tau \tau \psi(\tau),
\] (78)
and these integrals can be computed with similar procedures of the previous ones, yielding
\[
-\hat{\varphi}'(0, b) = \frac{\alpha + 1/2}{r} \mathcal{H}_{\alpha+1}(w) + \frac{b}{v} \left[ 1 + \mathcal{H}_\alpha(w) - 2\mathcal{H}_\alpha(2w) \right]
+ \frac{C_\alpha}{w} - \frac{2C_\alpha w^\alpha}{\Gamma(\alpha + 1)} K_{\alpha+1}(2w).
\] (79)

By using (67) and rearranging terms, one finds that the MFPT can then be written as
\[
\langle T \rangle = \langle T_0 \rangle + \frac{\langle x_b \rangle}{v},
\] (80)
where \( \langle T_0 \rangle \) is the MFPT in the case of instantaneous returns.
\[\langle T_0 \rangle = \frac{1}{1 - H_\alpha(w)} \left\{ \frac{2C_\alpha}{r} \left( \frac{w}{2} \right)^{\alpha+2} K_{\alpha+1}(w) \Gamma(\alpha+1) \right. \\
+ \left. \frac{\alpha + 1/2}{r} H_{\alpha+1}(w) - \frac{w^2}{2r} [1 - H_\alpha(w)] \right\}, \tag{81}\]

while the second term is the contribution of the return motion, written in terms of the average ballistic distance:

\[\langle x_b \rangle = \frac{b}{1 - H_\alpha(w)} \left\{ \frac{C_\alpha}{w} \frac{2C_\alpha w^\alpha}{\Gamma(\alpha+1)} K_{\alpha+1}(2w) \\
+ 1 + H_\alpha(w) - 2H_\alpha(2w) \right\}. \tag{82}\]

It is interesting to study the behaviour of \(\langle T \rangle\) for small and large values of \(w\). By using (50) and (51) we find that for \(w \approx 0\)

\[\langle T_0 \rangle \sim \frac{C_\alpha w}{r}, \tag{83}\]

\[\langle x_b \rangle \sim b, \tag{84}\]

hence one obtains

\[\langle T \rangle \sim b \left( \frac{C_\alpha}{\sqrt{Dr}} + \frac{1}{v} \right). \tag{85}\]

Note that since \(w = b \sqrt{r/D}\), the limit \(w \to 0\) may be achieved with different limits of the system parameters and corresponds to different behaviours of the MFPT. For example, if we consider small values of \(r\) and fix \(D\) and \(b\), then the leading term is the contribution of the diffusive phase \(\langle T_0 \rangle\), and the MFPT attains large values; on the other hand, if we take \(D \to \infty\) and fix the other parameters, then the leading term is the contribution of the return phase, and the MFPT attains the finite value \(b/v\) independently of \(r\). The same observation is valid in the opposite limit \(w \to \infty\), which may be checked by using the asymptotic expansions (55) and (56). In this case we find

\[\langle T_0 \rangle \sim \frac{\Gamma \left( \alpha + \frac{3}{2} \right) e^w}{(w/2)^{\alpha+\frac{3}{2}} r}, \tag{86}\]

\[\langle x_b \rangle \sim b \left( \frac{\Gamma(\alpha+1)}{(w/2)^{\alpha+\frac{3}{2}}} \sqrt{\pi} \right), \tag{87}\]

and the resulting behaviour of the MFPT is thus

\[\langle T \rangle \sim \frac{\Gamma \left( \alpha + \frac{3}{2} \right) e^w}{(w/2)^{\alpha+\frac{3}{2}}} \left( \frac{\alpha + 1/2}{r} + \frac{C_\alpha}{v} \frac{\sqrt{D}}{r} \right), \tag{88}\]

where it is clear that the first term on the right-hand side is the contribution of the displacement phase, while the second is the contribution of the return motion. For fixed \(D\) and \(b\), in the limit of large \(r\) the dominant term comes from the return phase and the MFPT diverges as

\[\langle T \rangle \approx \exp \left[ \sqrt{r} - \left( \alpha + \frac{1}{2} \right) \log \sqrt{r} \right]; \tag{89}\]
Figure 4. MFPT as a function of the scale parameter $r$ for various values of the shape $\alpha$. All the numerical data sets are obtained by simulating $10^5$ walks with small time step $dt = 5 \times 10^{-4}$ and compared with the corresponding theoretical curves, see equations (80)–(82), showing excellent agreement. In each case, the parameters $b$, $D$ and $v$ are all set to unity. As $\alpha$ grows, the position of the minimum drifts towards bigger values, while its value becomes smaller.

if instead we consider the limit $D \to 0$, then the leading term is the contribution of the stochastic phase and the MFPT grows as

$$
\langle T \rangle \approx \exp \left[ \frac{1}{\sqrt{D}} + \left( \alpha - \frac{1}{2} \right) \log \sqrt{D} \right].
$$

(90)

In figure 4 we present the results of our simulations on the MFPT. The theoretical curves and the data are shown as functions of the scale parameter $r$ for a few values of the shape $\alpha$, while the value of the target distance and the diffusion coefficient are fixed to unity. In every case, the agreement between data and theory is excellent. As we have already discussed, the curves diverge for both $r \to 0$ and $r \to \infty$, and for each $\alpha$ there exists an optimal value $r^*$ that minimizes the MFPT. We observe that $r^*$ drifts towards higher values for bigger $\alpha$, while the MFPT becomes smaller. This is consistent with some previous results in the literature which show that by fixing the mean duration of the displacement phase, the most effective resetting protocol corresponds to the limit $\alpha \to \infty$, see [55]. Since in our case the mean duration of the displacement phase is

$$
\langle \tau \rangle = \frac{\alpha + 1/2}{r},
$$

(91)

then the limit $\alpha \to \infty$ with fixed $\langle \tau \rangle$ implies that also $r$ tends to infinity, hence one observes smaller values of the MFPT for higher $\alpha$, in correspondence of bigger values of the optimal scale parameter $r^*$. Furthermore, in the aforementioned limit the Gamma distribution becomes a sharp distribution centered around $t = \langle \tau \rangle$. Indeed, by setting $\alpha + \frac{1}{2} = r\langle \tau \rangle$, the density reads

$$
\psi(t) = \frac{r e^{-rt}}{1!(r\langle \tau \rangle)^{r\langle \tau \rangle - 1}},
$$

(92)
thus in the large \( r \) limit we have

\[
\psi(t) \sim \sqrt{\frac{r}{2\pi \langle \tau \rangle}} \exp \left[ -r(t - \langle \tau \rangle) + \left( r\langle \tau \rangle - 1 \right) \log \left( \frac{t}{\langle \tau \rangle} \right) \right], \tag{93}
\]

which converges to zero as \( r \to \infty \) for \( t \neq \langle \tau \rangle \) and diverges for \( t = \langle \tau \rangle \). Hence the optimal resetting protocol corresponds to stochastic phases stopped after a fixed period \( \langle \tau \rangle \), as already discussed previously [55–58].

Similarly to what we have shown for the stationary distribution, we point out that the MFPT can be expressed in terms of elementary functions for half-integer values of the shape parameter, as we show in the following section, and use this simplification to investigate the dependence of the optimal scale \( r^* \) on the system parameters.

6. Mean first passage time for half-integer values of the shape parameter and optimal scale

As we show in appendix B, the functions appearing in the expression of \( \langle T \rangle \) can be simplified for \( \alpha = n + \frac{1}{2} \). We report here only the main formulae, see the appendix for more details. For \( m = -1, 0, 1, \ldots \), the modified Bessel function reads

\[
K_{m + \frac{1}{2}}(z) = \sqrt{\frac{\pi}{2z}} e^{-z} R_m(z), \tag{94}
\]

where we define

\[
R_m(z) = \begin{cases} 
1 & \text{for } m = -1 \\
\sum_{k=0}^{m} \frac{(m+k)!}{(m-k)!} \frac{(2z)^{-k}}{k!} & \text{for } m \geq 0.
\end{cases} \tag{95}
\]

Similarly, let us introduce

\[
S_m(z) = \begin{cases} 
0 & \text{for } m = -1 \\
\frac{1}{2m} \sum_{k=0}^{m} \frac{(-1)^k (2k)!}{k!(m-k)!} z^{m-2k} & \text{for } m \geq 0.
\end{cases} \tag{96}
\]

Then for \( n = 0, 1, 2, \ldots \), the function \( H_{n + \frac{1}{2}}(z) \) can be written as

\[
H_{n + \frac{1}{2}}(z) = 1 - [R_n(z)S_{n-1}(z) + R_{n-1}(z)S_n(z)] e^{-z} \tag{97}
\]

\[
= 1 - h_n(z) e^{-z}. \tag{98}
\]

It follows that for \( \alpha = n + \frac{1}{2} \) the quantities \( \langle T_0 \rangle \) and \( \langle x_b \rangle \) can be expressed as

\[
\langle T_0 \rangle = \frac{n + 1}{\rho h_n(w)} \left[ e^w - h_{n+1}(w) - \frac{w^2 h_n(w)}{2(n+1)} + \frac{w^{n+2} R_{n+1}(w)}{2^{n+1} (n+1)!} \right] \tag{99}
\]
\[
\langle x_b \rangle = \frac{b}{h_n(w)} \left\{ \frac{\Gamma \left( n + \frac{3}{2} \right) e^w}{n! \Gamma \left( \frac{3}{2} \right)} w - h_n(w) \right. \\
+ 2e^{-w} h_n(2w) - \frac{w^n}{n!} R_{n+1}(2w) \left\}.
\]

(100)

Panels (a), (c) and (e) in figure 5 show the agreement of these results with our numerical simulations, which is excellent for all the considered values of \( \alpha \). For each shape parameter, we have considered different values of \( v \). Note that as \( v \) is increased, the curves approach the behaviour of the MFPT for instantaneous returns, represented in each panel by the solid black line. As we have already pointed out in the previous section, each curve has a single minimum \( \langle T_0^* \rangle \) in correspondence of the optimal value of the scale parameter, \( r^* \). As might be expected, for fixed \( \alpha \) the smallest of these minima, which we denote as \( \langle T_0^*_0 \rangle \), is attained when the time cost for a return vanishes, i.e., in the limit \( v \to \infty \). In this case the second term at the right-hand side of (80) can be neglected and the optimal scale \( r_0^* \) is thus the solution of

\[
\frac{\partial \langle T_0 \rangle}{\partial r} = 0.
\]

(101)

From (99) we observe that \( \langle T_0 \rangle \) is always written as

\[
\langle T_0 \rangle = \frac{1}{r} f(w),
\]

hence the condition (101) can be recast only in terms of the variable \( w \):

\[
\frac{d}{dw} \log f(w) = \frac{2}{w}.
\]

(103)

We denote the positive solution of this equation with \( w_0^* \), and the optimal resetting rate \( r_0^* \) in the case of instantaneous returns is given by

\[
r_0^* = D \left( \frac{w_0^*}{b} \right)^2,
\]

(104)

which yields the minimum \( \langle T_0 \rangle \) by plugging this value in the expression at the right-hand side of (99).

For finite \( v \) instead, the optimal \( r \) can be computed numerically. The dependence of \( r^* \) on the velocity is shown in panel (b) for \( \alpha = \frac{1}{2} \), panel (d) for \( \alpha = \frac{1}{3} \) and panel (f) for \( \alpha = \frac{3}{2} \). We note that as \( v \) is increased, \( r^* \) increases monotonically and converges to \( r_0^* \) in the limit \( v \to \infty \). The behaviour of \( r^* \) can be investigated by considering the equation

\[
\frac{\partial \langle T \rangle}{\partial r} = \frac{\partial \langle T_0 \rangle}{\partial w} \frac{\partial w}{\partial r} + \frac{1}{v} \frac{\partial \langle x_b \rangle}{\partial w} \frac{\partial w}{\partial r} = 0,
\]

(105)

which can be written as

\[
\frac{bv}{D} = F_n(w),
\]

(106)

where the function \( F_n(w) \) is defined by

\[
F_n(w) = \frac{\partial \langle x_b \rangle}{\partial w} \left( \frac{\partial \langle T_0 \rangle}{\partial w} \right)^{-1}.
\]

(107)
Figure 5. MFPT as a function of the scale parameter \( r \) (left panels) and dependence of the optimal scale parameter \( r^* \) on the velocity \( v \) (right panels), for half-integer values of the shape \( \alpha \). All the numerical data sets are obtained by simulating \( 10^5 \) walks with small time step \( dt = 5 \times 10^{-4} \). The solid black curves in the left panels represent the MFPT for instantaneous resetting, while the dashed horizontal lines in the right panels represent the values of \( r^*_0 \) given by (104).

Here the subscript \( n \) denotes the dependence of both \( \langle T_0 \rangle \) and \( \langle x_b \rangle \) on the shape parameter, see (99) and (100). By fixing \( b \) and \( D \) the optimal value \( r^* \) can be computed in terms of the positive abscissa \( w^* \) for which the graph of the function \( F_n(w) \) intersects the horizontal line \( y = bv/D \). The behaviour of \( r^* \) as a function of \( v \) can be thus deduced from the properties of \( F_n(w) \), but to work with explicit expressions, in the following we consider a few particular cases of \( \alpha = n + \frac{1}{2} \).
6.1. Case $\alpha = \frac{1}{2}$

Let us first consider the case of constant resetting rate, viz, Poissonian resetting. Then the formulae (99) and (100) simply yield

$$\langle T \rangle = \frac{1}{r} (e^w - 1) + \frac{b}{v} \left( \frac{2 \sinh w}{w} - 1 \right).$$  

(108)

see indeed [53, 54]. As explained previously, the optimal scale $r_0^*$ in the case of instantaneous returns can be computed from (104) in terms of $w_0^*$, namely the solution of equation (103), which in this case reads

$$\frac{e^w}{e^w - 1} = \frac{2}{w}.$$  

(109)

This equation is solved for $w > 0$ by $w_0^* \approx 1.5936$, and the smallest MFPT is thus

$$\langle T_0^* \rangle = \frac{1}{r_0^*} (e^{w_0^*} - 1) \approx 1.5441.$$  

(110)

In this case a deep analysis on the optimal $r$ is proposed in [53]. Here we just consider the equation for $r^*$:

$$\frac{b v}{D} = F_0(w),$$  

(111)

where the function $F_0(w)$ is

$$F_0(w) = \frac{2 w \sinh w - 2w^2 \cosh w}{2 - (2 - w)e^w}.$$  

(112)

By equating the denominator to zero, it can be verified that $F_0(w)$ presents a divergence around $w_0^*$. Moreover, it is possible to show that for $w \in (0, w_0^*)$ the function is always positive and monotonic, furthermore as $w \to 0$

$$F_0(w) \sim \frac{2}{3} w^3.$$  

(113)

Therefore the graph of the function always intersects the line $y = \frac{b v}{D}$ at a single point, which approaches $w_0^*$ as $v$ becomes larger. From the monotonicity of $F_0(w)$ it follows that for smaller values of $v$ one has smaller values of the optimal resetting rate, which explains the behaviour of the curves in panel (b).

6.2. Case $\alpha = \frac{3}{2}$

In this case we obtain

$$\langle T_0 \rangle = \frac{1}{r} \frac{4e^w - 4 - w}{2 + w}$$  

(114)

$$\langle x_0 \rangle = \frac{b}{v} \left( \frac{6 \sinh w - 2w e^{-w}}{2w + w^2} - 1 \right).$$  

(115)

The optimal scale $r_0^*$ for instantaneous returns is associated to $w_0^*$, defined this time as the solution of

$$e^{-w} = \frac{8 + 2w - 2w^2}{8 + 7w + w^2},$$  

(116)
Figure 6. Graphs of the functions $F_1(w)$ and $F_2(w)$ for positive values of the argument. The plots have been obtained by setting $b$ and $D$ to unity. The insets show the functions for small values of $w$ and their polynomial approximations, which are (a) $F_1(w) \sim w^2$ and (b) $F_2(w) \sim w^4/15$. The vertical dashed lines in both cases represent the value of $w^*_0$.

which can be obtained from (103) after rearranging terms. One can verify that it admits the positive solution $w^*_0 \approx 2.1134$, see panel (d), and the corresponding value of the smallest MFPT is thus

$$\langle T_0 \rangle = \frac{1}{r_0^*} \cdot \frac{4 e^{w_0^*} - 4 - w_0^*}{2 + w_0^*} \approx 1.4691.$$  

Similarly to the case $\alpha = \frac{1}{2}$, the dependence on $v$ of the optimal scale can be deduced from the equation

$$\frac{bv}{D} = F_1(w),$$

where $F_1(w)$ can be explicitly written as

$$F_1(w) = \frac{(6w - 3w^2) \sinh w - (6w^2 + 6w^3 + w^4) e^{-w}}{8 + 7w + w^2 - (8 + 2w - 2w^2) e^w}.$$  

This function is positive and monotonic in $(0, w_0^*)$, presents a divergence around $w_0^*$, and as $w \to 0$

$$F_1(z) \sim w^2,$$

see figure 6, hence all the previous considerations also hold in this case. Once again for positive $w$ the graph of the function has a single intersection with the line $y = bv/D$, which yields the optimal value $r^*$. These considerations lead to the monotonic behaviour of panel (d) in figure 5.

6.3. Case $\alpha = \frac{5}{2}$

From (99) and (100) we get
\[ \langle T_0 \rangle = \frac{1}{r} \cdot \frac{24 e^w - 24 - 9w - w^2}{8 + 5w + w^2} \]  
\[ \langle x_b \rangle = \frac{b}{v} \left[ \frac{30 \sinh w - 2w e^{-w}(7 + 2w)}{8w + 5w^2 + w^3} - 1 \right]. \]

This time for \( v \to \infty \) the convergence of \( r^* \) is ruled by the positive solution of

\[ w^3 + w^2 - 7w - 16 + \left( 16 + 18w + \frac{31}{4}w^2 + \frac{4}{3}w^3 + \frac{1}{12}w^4 \right) e^{-w} = 0, \]

(123)

which is \( w_0^* \approx 2.5497 \). By computing the corresponding value of \( r_0^* \) and using (121), we get

\[ \langle T^*_0 \rangle = \frac{1}{r_0^*} \cdot \frac{24 e^{w_0^*} - 24 - 9w_0^* - (w_0^*)^2}{8 + 5w_0^* + (w_0^*)^2} \approx 1.4329. \]

(124)

The explanation of the dependence of \( r^* \) on the velocity follows the same line of the previous cases. This time the problem is related to the function

\[ F_2(w) = \frac{15w p_1(w) e^w - w p_2(w) e^{-w}}{2p_3(w) - 24 p_4(w) e^w}, \]

(125)

where \( p_i(w) \) are polynomials defined by

\[ p_1(w) = 8 + 2w - 2w^2 - w^3 \]  
\[ p_2(w) = 120 + 270w + 270w^2 + 145w^3 + 38w^4 + 4w^5 \]  
\[ p_3(w) = 192 + 216w + 93w^2 + 16w^3 + w^4 \]  
\[ p_4(w) = 16 + 7w - w^2 - w^3. \]

(126) - (129)

The function is again monotonic and positive in \( (0, w_0^*) \), diverges around \( w_0^* \), and as \( w \to 0 \)

\[ F_2(w) \sim \frac{w^4}{15}, \]

(130)

see figure 6, hence the behaviour of the curves in panel (f) of figure 5 has the same origin discussed previously.

We remark that in agreement with the discussion of section 5, for increasing values of \( \alpha \) we have computed increasing values of \( w_0^* \) and obtained decreasing values of \( \langle T^*_0 \rangle \). In principle, the same analysis can be extended to any \( \alpha = n + \frac{1}{2} \), but more and more complex expressions should be expected as \( n \) grows.

7. Conclusions

In this paper we have considered the problem of one dimensional diffusion with resetting and non-instantaneous returns. After the start of the process, a random waiting time is extracted from a Gamma distribution with shape parameter \( \alpha \) and scale parameter \( r \), after which the diffusive particle stops its motion and begins moving at constant velocity \( v \) towards the origin. Once the starting position is reached, the process starts anew. This is an example where the
resetting mechanism requires a time cost, which has an effect to the statistical properties of the system.

In this research we have investigated the effects of the return motion on the stationary distribution, which shows an explicit dependence on \( v \). Such a dependence has been proved with both analytical results and numerical simulations. This represents a difference between previous results already studied in the literature, where it was shown that in the case of resetting performed at constant rate the steady state is unaffected by the return velocity. Indeed, the Gamma distribution possesses a nonconstant rate function, hence we can trace back this difference to the time dependence of the resetting rate. Even though the validity of this statement has been probed in this paper only for Gamma distributions, it would be interesting to consider the effects of the return motion on the stationary distribution for more general forms of the rate function.

We have also studied the search efficiency of the process by evaluating explicit expressions for the MFPT. For any value of \( \alpha \), the MFPT is minimized for a particular value \( r^* \) of the scale parameter, and both present a dependence on the return velocity. This is not surprising, since the time cost to complete the reset inevitably affects the search efficiency. Nevertheless, the system still shows a finite MFPT, contrarily to the corresponding reset-free process. It is worth observing that higher values of \( \alpha \) lead to smaller values of the MFPT, in correspondence however of larger values of the optimal scale parameter. This is consistent with the fact that, by fixing the mean waiting time to reset, the most efficient resetting protocol consists in fixed waiting periods: for the Gamma distribution, this is indeed achieved in the limit \( \alpha \to \infty \) and \( r \to \infty \) while keeping their ratio constant.

We think that this work can extend the knowledge on the matter of non-instantaneous resetting and supplement the literature on the problem of studying the features of nonconstant resetting rates, while also representing a bridge connecting these two areas of research.
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Appendix A. Evaluation of some integrals in the main text

In this appendix we give the explicit solutions of some integrals we used to compute the main quantities presented in the main text. For \( \text{Re}(\rho) > 0 \) and \( \text{Re}(\gamma) > 0 \) we have the following, see formula 6.561(4) in [62]:

\[
\int_0^\infty t^{-\nu} \exp \left( -pt - \frac{\gamma}{t} \right) \, dt = 2 \left( \frac{\gamma}{\rho} \right)^\nu K_\nu \left( 2\sqrt{\rho\gamma} \right),
\]

(A.1)

where \( K_\nu(z) \) is a modified Bessel function of the second kind.
For \( \Re(\nu) > \Re(\mu) \) and \( \Re(p + a) > 0 \), it holds

\[
\int_0^\infty t^{\nu - 1} e^{-pt} K_\mu(at) \, dt = \frac{\Gamma(\nu + \mu)\Gamma(\nu - \mu)\sqrt{\pi}(2a)^\mu}{\Gamma(\nu + \frac{1}{2}) (p + a)^{\nu + \mu}} \times _2F_1 \left( \nu + \mu, \mu + \frac{1}{2}; \nu + \frac{1}{2}; \frac{p - a}{p + a} \right).
\] (A.2)

see formula 6.621(3) in [62].

We move on to the following:

\[
\int_0^\infty \frac{dt'}{\sqrt{t'}} \exp \left( -\frac{y^2}{t'} \right) = 2\sqrt{\pi} \left( -\frac{y^2}{t} \right) - 2y\sqrt{\pi} \text{erfc} \left( \frac{|y|}{\sqrt{t}} \right).
\] (A.3)

This result can be easily proved by first considering the change of variable \( t' = (y/u)^2 \) and then integrating by parts the resulting integral.

Next we have, for \( \Re(\nu) > -\frac{1}{2} \) and \( y > 0 \):

\[
\int_0^\infty t^{\nu - 1/2} e^{-t} \text{erfc} \left( \frac{y}{\sqrt{t}} \right) \, dt = \Gamma(\nu + 1/2) \left[ 1 - \mathcal{H}_\nu(2y) \right],
\] (A.4)

where \( \mathcal{H}_\nu(z) \) is defined by (46) in the main text. To prove formula (A.4) we first use the definition of the complementary error function to write

\[
\text{erfc}(z) = 1 - \text{erf}(z) = 1 - \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} \, dt.
\] (A.5)

By plugging this expression in the integral on the lhs of (A.4) one can write

\[
\int_0^\infty t^{\nu - 1/2} e^{-t} \text{erfc} \left( \frac{y}{\sqrt{t}} \right) \, dt = \Gamma(\nu + 1/2) - \frac{2}{\sqrt{\pi}} \int_0^\infty dt' t'^{-1/2} e^{-t'} \int_0^\infty du e^{-u^2}.
\] (A.6)

At this point we can use the change of variable \( u = wy/\sqrt{t} \) and perform the integral over \( t \) first, which is similar to the one given by (A.1), to obtain

\[
\int_0^\infty t^{\nu - 1/2} e^{-t} \text{erfc} \left( \frac{y}{\sqrt{t}} \right) \, dt = \Gamma(\nu + 1/2) - \frac{4^{\nu + 1}}{\sqrt{\pi}} \int_0^1 w^\nu K_\nu(2yw) \, dw.
\] (A.7)

The integral in \( w \) is finally given by formula 6.561(4) in [62], and we arrive at the expression of (A.4).

**Appendix B. Stationary distribution for half-integer values of the shape parameter**

We first consider the function

\[
\mathcal{H}_\nu(z) = z [K_\nu(z)L_{\nu-1}(z) + K_{\nu-1}(z)L_\nu(z)],
\] (B.1)
see (46) in the main text. Let us take \( n = -1, 0, 1, \ldots \), and define:

\[
S_n(z) = \begin{cases} 
0 & \text{for } n = -1 \\
\frac{1}{2^n} \sum_{k=0}^{n} \frac{(-1)^k(2k)!}{k!(n-k)!} e^{n-2k} & \text{for } n \geq 0.
\end{cases}
\]  

(B.2)

For \( \alpha = n + \frac{1}{2}, n = -1, 0, 1, \ldots \), the modified Struve function can be written as [63]:

\[
L_{n+\frac{1}{2}}(z) = I_{-n-\frac{1}{2}}(z) - \sqrt{\frac{2}{\pi z}} S_n(z) = I_{n+\frac{1}{2}}(z) + \frac{2}{\pi} \sin \left( \frac{\pi}{2} + n\pi \right) K_{n+\frac{1}{2}}(z) - \sqrt{\frac{2}{\pi z}} S_n(z),
\]

(B.3)

where \( I_n(z) \) and \( K_n(z) \) are modified Bessel functions of the first and second kind, respectively. We note that the function \( K_{n+\frac{1}{2}}(z) \) can be expressed as follows [63]:

\[
K_{n+\frac{1}{2}}(z) = \sqrt{\frac{\pi}{2z}} e^{-z} R_n(z),
\]

(B.5)

where this time we define

\[
R_n(z) = \begin{cases} 
1 & \text{for } n = -1 \\
\sum_{k=0}^{n} \frac{(n+k)!(2z)^{-k}}{(n-k)! k!} & \text{for } n \geq 0.
\end{cases}
\]  

(B.6)

Let us consider now \( \mathcal{H}_{n+\frac{1}{2}}(z) \) for \( n \geq 0 \). By using the relation [59]

\[
K_{\alpha}(z) I_{\alpha-1} + K_{\alpha-1} I_{\alpha}(z) = \frac{1}{z},
\]

(B.7)

we are able to write

\[
\mathcal{H}_{n+\frac{1}{2}}(z) = 1 - e^{-z} \left[ R_n(z) S_{n-1}(z) + R_{n-1}(z) S_n(z) \right]
\]

(B.8)

\[
= 1 - e^{-z} h_0(z).
\]

(B.9)

Therefore for \( \alpha = n + \frac{1}{2}, n \geq 0 \), the expression of the stationary distribution, see (48), simplifies to

\[
P(x) = \frac{e^{-z}}{\eta_0} \left[ \left( \frac{z}{2} \right)^{n+1} R_{n+1}(z) + \left( \frac{1}{2^n} - \frac{|x|}{2D} \right) h_0(z) \right],
\]

(B.10)

where \( z \) is defined as in the main text, \( z = |x|\sqrt{r/D} \). We can compute explicitly \( P(x) \) for the first few values of \( n \) by evaluating the corresponding values of \( R_n(z) \) and \( h_0(z) \). We have

\[
R_0(z) = 1
\]

(B.11)

\[
R_1(z) = 1 + \frac{1}{z}
\]

(B.12)

\[
R_2(z) = 1 + \frac{3}{z} + \frac{3}{z^2}
\]

(B.13)
\[ R_3(z) = 1 + \frac{6}{z} + \frac{15}{z^2} + \frac{15}{z^3}, \quad \text{(B.14)} \]

and

\[ h_0(z) = 1 \quad \text{(B.15)} \]
\[ h_1(z) = 1 + \frac{z}{2} \quad \text{(B.16)} \]
\[ h_2(z) = 1 + \frac{5z}{8} + \frac{z^2}{8} \quad \text{(B.17)} \]

while the subprocess mean durations are

\[ \eta_2 = \frac{1}{r} + \frac{1}{v}\sqrt{\frac{D}{r}} \quad \text{(B.18)} \]
\[ \eta_3 = \frac{2}{r} + \frac{3}{2v}\sqrt{\frac{D}{r}} \quad \text{(B.19)} \]
\[ \eta_5 = \frac{3}{r} + \frac{15}{8v}\sqrt{\frac{D}{r}}. \quad \text{(B.20)} \]

Therefore for \( \alpha = \frac{1}{2} \) the stationary distribution is

\[ P(x) = \frac{1}{2r}\sqrt{\frac{r}{D}} e^{-z}, \quad \text{(B.21)} \]

as previously observed in the literature. For \( \alpha = \frac{3}{2} \) we get

\[ P(x) = \frac{1}{8r}\sqrt{\frac{r}{D}} e^{-z} \left[ z + 3 + \frac{\sqrt{Dr}}{3\sqrt{Dr} + 4v}(z - 1) \right], \quad \text{(B.22)} \]

which in the limit \( v \to \infty \) yields the stationary distribution in the case of instantaneous returns, which has been already proposed in \([55]\). Finally for \( \alpha = \frac{5}{2} \) one obtains

\[ P(x) = \frac{1}{16r}\sqrt{\frac{r}{D}} e^{-z} \left[ \frac{z^2}{3} + \frac{7z}{3} + 5 + \frac{5\sqrt{Dr}}{5\sqrt{Dr} + 8v} \left( \frac{z^2}{5} + \frac{z}{3} - \frac{11}{15} \right) \right], \quad \text{(B.23)} \]

and the expressions of the stationary distribution for each other value of \( n \) can be similarly evaluated.

**Appendix C. Simulation method**

The analytical results in the main text for the PDF and the MFPT have been compared with numerical simulations. The evolution time is discretized with a small time step \( \Delta t \). The initial condition for the position is always \( x(0) = 0 \). Upon the start of the displacement phase, a random number \( \tau \) is extracted from a Gamma distribution \( \psi(\tau) \) with given shape and rate, representing the time of the first resetting event. The position then starts evolving following

\[ x(t + \Delta t) = x(t) + \eta\sqrt{2D\Delta t}, \quad \text{(C.1)} \]
where $\eta$ is a random variable extracted from the standard normal distribution. When the evolution time reaches $\tau$ the particle starts moving towards the origin according to

$$x(t + \Delta t) = x(t) - \text{sgn}[x(\tau)]v\Delta t.$$  

(C.2)

As the origin is crossed, the process is restored to the initial condition $x(0) = 0$, a new resetting time $\tau$ is extracted and the previous steps are repeated up to the total observation time. Note that for the simulations on the MFPT it is not necessary to evolve the trajectory during the return phase: in this case one only needs the first passage time for each trajectory, hence it is sufficient to restore immediately the position to the initial condition and increase a counter for the first passage time by the cost $\theta = |x(\tau)|/v$.

As a side note, instead of extracting the resetting time at the start of the displacement phase, it is also possible to start evolving according to (C.1) and checking after each time step whether the motion has to be switched to the return phase, according to the probability $P = r(t)\Delta t$, where the rate function $r(t)$ is defined by (34) in the main text. Both methods yield correct results, however we found the second method less efficient, mainly due to the repeated computations of the incomplete gamma function.
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