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Abstract

We develop and analyze a class of unbiased Monte Carlo estimators for multivariate
jump-diffusion processes with state-dependent drift, volatility, jump intensity and jump
size. A change of measure argument is used to extend existing unbiased estimators for
the inter-arrival diffusion to include state-dependent jumps. Under standard regularity
conditions on the coefficient and target functions, we prove the unbiasedness and finite
variance properties of the resulting jump-diffusion estimators. Numerical experiments
illustrate the efficiency of our estimators.

1 Introduction

The numerical solution of stochastic differential equations (SDEs) has been a highly active
area of research in the applied probability and Monte Carlo simulation communities. Historically, the main emphasis has been placed on the classical case of diffusion processes with concurrent developments in the literature on simulation and numerical methods of parabolic
equations arising from Feynman-Kac type formulas.¹ However, many applications involve
models that are also event-driven in the sense that some of the stochastic uncertainty is
represented by jumps. Indeed, a large literature on SDEs with jumps exists to address

¹The seminal reference for the simulation of diffusions is Kloeden and Platen (1999), with developments
since focused on numerical stability, unbiased simulation, discontinuous problems, specific models and recent
approaches based on deep learning. A useful reference for PDE approaches is Tavella and Randall (2000)
but these typically suffer from challenges involving the curse of dimensionality.
the theory and applications. Such SDEs commonly arise in finance, economics, insurance, epidemiology, chemistry and other areas. However, the literature on simulation methods for jump-diffusions has received significantly less attention than the more classical diffusion counterpart.

This paper develops simulation estimators for multi-variate jump-diffusion processes with state-dependent coefficients for the drift, diffusion and jump characteristics. That is, we consider $\mathbb{R}^d$-valued Markov processes solving the SDE

$$dX_t = \mu(X_t)dt + \sigma(X_t)dW_t + \int_{\mathbb{R}^d} c(X_{t-}, z) M(dt, dz)$$

where $W$ is a standard Brownian motion and $M$ is a Poisson random measure. The drift and diffusion coefficient functions $\mu$ and $\sigma$ are associated with the classical setting described above. The third term imparts jumps into the dynamics as governed by the measure $M$ and $c$, the jump coefficient function. The jumps need not be distributed according to a Poisson process as the jump coefficient $c$ is state dependent.

A standard approach to simulating (1) is discretization. While broadly applicable and easy to implement, discretization methods generate biased simulation estimators and their error analysis always entails additional assumptions on the coefficient functions. Simulation bias is undesirable not only due to the fact that the solution is approximate but also due to issues of numerical stability that algorithms can exhibit for certain models or parameter ranges. To address these issues, several approaches to unbiased simulation have been developed in recent decades. The most ambitious of these is exact sampling. Exact acceptance-rejection schemes have been developed for one-dimensional diffusions by Beskos and Roberts (2005). Extensions of the former to one-dimensional SDEs with jumps have been developed in Casella and Roberts (2011), Giesecke and Smelov (2013), Gonçalves and Roberts (2014), and Pollock et al. (2016) under various sets of assumptions. Recently, new techniques developed by Blanchet and Zhang (2020) led to the first exact scheme for multivariate diffusions. The multivariate setting however presents unique challenges; for example, the run time of the algorithm in Blanchet and Zhang (2020) is infinite in expectation. An alternative to exact sampling is unbiased estimation, which does not involve exact samples, but nevertheless yields simulation estimators for functions of the process that are

---

2 The classic references for discretization methods for diffusions with jumps is Platen and Bruti-Liberati (2010). See also Shkolnik et al. (2021) for more recent results.

3 See also Beskos et al. (2006) and Chen and Huang (2013) for extensions.

4 See also Blanchet et al. (2017) for Tolerance-Enforced Simulation for multivariate diffusion process.
free of bias. This is the approach we pursue in this paper.

For an $\mathbb{R}^d$-valued stochastic process $X$, an objective function $f : \mathbb{R}^d \to \mathbb{R}$, and some time horizon $T > 0$, an unbiased estimator of $f(X_T)$ is a random variable $\Xi$ such that $\mathbb{E}[\Xi] = \mathbb{E}[f(X_T)]$. We remark that $\Xi$ is not required to be an exact sample of $f(X_T)$, and for example, $\Xi$ may be negative all the while $f$ is positive valued. Glynn and Rhee (2015), Bally and Kohatsu-Higa (2015), Agarwal and Gobet (2017), Doumbia et al. (2017), Andersson and Kohatsu-Higa (2017), Henry-Labordère et al. (2017) and Chen et al. (2020) have developed and analyzed unbiased estimators for diffusion processes. These estimators are based on ideas that draw from the literature on multi-level Monte Carlo and formulations that date back to the study of partial differential equations in Levi (1907). An earlier effort by Wagner (1989) is based on solutions to integral equations via the von Neumann–Ulam scheme. The extension of these diffusion approaches to include state-dependent jumps is not obvious. The difficulties trace to the particular form of the infinitesimal generator of a jump-diffusion, which has properties that distinguish it from the partial differential operators arising in the diffusion case. For this reason new approaches are required for the design of unbiased simulation estimators for multivariate jump-diffusions (1).

We construct unbiased simulation estimators for (1) from existing unbiased diffusion estimators. Our approach entails a change of measure that facilitates the exact sampling of the jump times of the process. Specifically, under the sampling measure, the jump inter-arrival times are exponentially distributed. The sampling measure further possesses a convenient conditional independence property that preserves the law of the diffusion process between the jump times. As a consequence, any sampling approach may be used to generate the diffusion skeletons. This allows for a “black-box” implementation in which the next jump time of the process is sampled first, and then virtually any existing diffusion scheme may be used to sample the diffusion on the generated time interval. For our purposes, the black-box is any unbiased simulation estimator for a multivariate diffusion. We provide sufficient conditions for a diffusion estimator to be extensible. Under standard regularity conditions on the coefficient and objective functions for (1), we prove the unbiasedness and finite variance properties of our jump-diffusion estimators.

Numerical experiments indicate that our estimators are significantly more efficient than existing exact sampling and discretization estimators. In the one-dimensional special case treated by Chen et al. (2019), our scheme runs faster by a factor of 100+ than the exact sampling scheme of Giesecke and Smelov (2013). In this paper, we run our scheme against the discretization scheme of Shkolnik et al. (2021) for two multivariate models, one meeting
our technical hypotheses and the other one violating them. The results indicate the superior performance of our estimator in both cases.

The rest of the paper is organized as follows: In Section 2 we introduce the problem. In Section 3 we develop our change-of-measure approach of extending unbiased diffusion estimators to jump-diffusions. In Section 4 we illustrate our approach for the “parametrix” diffusion estimator; we modify the original regularity conditions to enable extensibility of the estimator. In Section 5 we perform numerical experiments. Appendices contain the proofs.

2 Formulation

The goal of this paper is to develop an unbiased estimator \( \Xi \) such that

\[
E[\Xi] = E[f(X_T)],
\]

where \( X \in \mathbb{R}^d \) is a jump-diffusion process solving (1) and \( T > 0 \) is the time horizon. We fix a complete probability space \((\Omega, \mathbb{P}, \mathcal{F})\) equipped with a filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) satisfying the usual conditions (Protter, 2005). For integers \( m, d \geq 1 \), a standard \( m \)-dimensional Brownian motion \( W \) and functions \( \mu: \mathbb{R}^d \to \mathbb{R}^d \), \( \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times m} \) and \( c: \mathbb{R}^d \times \mathbb{R}^d_+ \to \mathbb{R}^d \) we write (1) in the form

\[
X_t = X_0 + \int_0^t \mu(X_s)ds + \int_0^t \sigma(X_s)dW_s + \sum_{n=1}^{N_t} h(X_{T_n^+}, R_n)
\]

for \( t \in [0, T] \), some function \( h: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \), a counting process \( N \) with jump times \((T_n)_{n \geq 1}\) and a sequence \( \{R_n\}_{n \geq 1} \) of random variables where every \( R_n \in \mathbb{R}^d \) is independent of \( X_{T_n^+} \) and is distributed according to a law \( \nu \). The intensity (or conditional arrival rate) of the process \( N \) at time \( t \) is given by a random measure assigned to the set \( \{z \in \mathbb{R}^d_+: c(X_t^-, z) \neq 0\} \) for \( c \) in (1). The existence and uniqueness of the process \( X \) is guaranteed (Cinlar, 2011, Theorem 3.8) under the assumptions on the coefficients that we impose below.

The intensity of \( N \) may be defined as \( \lambda(X) \) for some function \( \lambda: \mathbb{R}^d \to [0, \infty) \) and we will assume \( \lambda \) to be bounded. The jump-diffusion \( X \) may be constructed iteratively, by evolving a diffusion \( Y \) up to its killing time that arrives with rate \( \lambda(Y) \). At each such time the process incurs a state dependent jump governed by the function \( h \) and the diffusion regenerates. Next we make this construction precise.

We define a process \( Y \) on \([0, T]\) as a solution to the SDE

\[
dY_t = \mu(Y_t)dt + \sigma(Y_t)dW_t, \quad Y_0 = x
\]

for the same functions \( \mu, \sigma \) and \( W \) defined in (2). A (weak) solution of (2) may be constructed
from i.i.d. copies \( \{W^n\}_{n \in \mathbb{N}} \) of the \( W \) and a sequence of standard exponential random variables \( \{E_n\}_{n \in \mathbb{N}} \). To this end, for the intensity function \( \lambda \), define \( A \) as
\[
A_t = \int_0^t \lambda(Y_s) \, ds, \tag{4}
\]
and take \( (Y^n, A^n) \) to be defined via (3) and (4) but with respect to \( W^n \). This pair corresponds to the interval \( [T_n, T_{n+1}) \) with the right endpoint given by the relation \( T_{n+1} = T_n + (A^n)^{-1} \).

Now, starting at \( T_0 = 0 \) and \( X_0 = 0 \), we proceed as,
\[
X_{T_n} = X_{T_{n-}} + h(X_{T_{n-}}, R_n) \\
X_t = Y^n_{t-T_n}; \quad t \in (T_n, T_{n+1}), \quad Y^n_0 = X_{T_n}. \tag{5}
\]
A solution \( X \) that follows the above recipe is càdlàg and enjoys the strong Markov property at each stopping time \( T_n \).

We will use this solution to construct the unbiased estimator for \( \mathbb{E}[f(X_T)] \). Before we introduce the main results, a few assumptions are stated below, where we denote \( C^1_b(\mathbb{R}^d) \) to be the set of functions in \( \mathbb{R}^d \) that is bounded and continuously differentiable.

**Assumption 1.** We have the drift function \( \mu \in C^1_b(\mathbb{R}^d) \). The diffusion matrix \( \sigma \sigma^T \in C^1_b(\mathbb{R}^d) \) and is uniformly elliptic\(^5\).

**Assumption 2.** The intensity function \( \lambda \in C^1_b(\mathbb{R}^d) \) and there exist \( \lambda_2 > \lambda_1 > 0 \) such that \( \lambda_1 \leq \lambda(x) \leq \lambda_2 \) for all \( x \in \mathbb{R}^d \). Moreover, the function \( h(x, R_n) \) is uniformly bounded such that \( ||h||_\infty \leq \nu \). Lastly, \( h(x, R_n) \) has an uniformly bounded finite second moment and we can sample \( R_n \) directly from its distribution \( \nu \).

Assumption 1 and the bounded intensity of Assumption 2 guarantee the existence and uniqueness of the solution of (3) and (2). Assumption 2 ensures that \( X \) solving (2) is non-explosive. Bias free samples and a finite second moment of \( h(x, R_n) \) are required for constructing our jump-diffusion estimator.

The intuition for deriving our estimator is that, between every jump time, for \( t \in (T_{i-1}, T_i) \), we approximate \( X_t \) (which is also \( Y^n_{t-T_{i-1}} \)) by an Euler process \( Y^n \) and a correction functional such that we have unbiased estimator for functions of diffusions. Knowing that within each section \( (T_{i-1}, T_i) \) we can get unbiased estimation, the challenge becomes how to make jump time analytically tractable. In the next section, we are going to state the main result based on this formulation.

\(^5\)For all \( y \in \mathbb{R}^d \), \( \exists a_{\text{max}} > a_{\text{min}} > 0 \) s.t. \( a_{\text{min}}|y|^2 \leq y^T \sigma(X_t(\omega)) \sigma(X_t(\omega))^T y \leq a_{\text{max}}|y|^2 \).
3 Estimator

3.1 Main Results

In this section we present the main results. For clarity, we first introduce the notion of unbiased diffusion estimator. Generally speaking, if we consider a diffusion process $Y$ defined in (3), for any sequence $\{t_i\}_{i=1}^m$ such that $t_i < t_{i+1}$ and $t_i \in (0, T)$, we define an Euler approximation process $Y^\pi$ such that

$$Y^\pi_i = Y^\pi_{t_i} + \mu(Y^\pi_{t_i})(t - t_i) + \sigma(Y^\pi_{t_i})W^i_{t-t_i}, \quad t \in (t_i, t_{i+1}], \quad Y^\pi_0 = x.$$  

A number of unbiased diffusion estimators have been developed in the literature (Wagner, 1989; Bally and Kohatsu-Higa, 2015; Henry-Labordère et al., 2017; Agarwal and Gobet, 2017; Doumbia et al., 2017). More specifically, for a diffusion process $Y$ and bounded function $f : \mathbb{R}^n \to \mathbb{R}$, those estimators feature an Euler approximation $Y^\pi$ and a correction functional $\Theta : (\mathbb{R}^n \times [0,T]) \times \mathbb{R} \to \mathbb{R}$ such that

$$\mathbb{E}[f(Y_T)] = \mathbb{E}[f(Y^\pi_T)\Theta(Y^\pi, T)].$$  

The differences between those estimators mentioned above are the way they sample the Euler process $Y^\pi$ and the way they define $\Theta$. Our jump-diffusion estimator could be derived from any of the diffusion estimators mentioned above. Henceforth, we will refer to estimators in the above form as “black-box” estimators.

For the jump-diffusion process, we add the jump intensity process $\lambda(X)$ as another dimension to the diffusion formulation (3). From the weak solution construction (5), we know that between jump times the jump-diffusion process has the same dynamics as the diffusion process. Therefore, with a little abuse of notation, by ignoring the superindex in (5), we define the following auxiliary diffusion process $Z = (Y, \bar{A})$, where $\sigma_A > 0$ is chosen by design and $\bar{W}$ is a $d$-dimensional Brownian motion independent of $W$.

$$dY_t = \mu(Y_t)dt + \sigma(Y_t)dW_t$$

$$d\bar{A}_t = \lambda(Y_t)dt + \sigma_A d\bar{W}_t$$

$$Y_0 = x, \quad \bar{A}_0 = 0.$$  

From above, we know the process $Y$ starts from $x$ and the process $\bar{A}$ starts from 0. Throughout, $\mathbb{E}_x$ denotes taking expectation conditioned on $Y$ (or its jump-diffusion counterpart $X$).
starting from $x \in \mathbb{R}^d$.

The reason we introduce the other dimension $\bar{A}$ is to incorporate the change of measure, which helps to sample the jump times. To measure the effect of measure change, we define the processes $L_i(Z)$ by

$$L_1(Z)_t = \exp \left( -\bar{A}_t + t\lambda(Y_0) \frac{\lambda(Y_t)}{\lambda(Y_0)} \right)$$

$$L_2(Z)_t = \exp \left( -\bar{A}_t + t\lambda(Y_0) \right).$$

As will be shown later, with $L_i(Z)$ we can have the measure changed such that the jump time can be sampled more efficiently. However, incorporating $L_i(Z)$ in the objective function adds an exponential term, which requires additional efforts to address the regularity issue (recall that the black-box estimator requires the objective function to be bounded).

We say $f : \mathbb{R}^d \to \mathbb{R}$ has exponential growth if there are constants $c_1, c_2 > 0$ such that $|f(x)| \leq e^{c_1 ||x||_1 + c_2}$ for all $x \in \mathbb{R}^d$. We require the following condition for the black-box diffusion estimator to accommodate the construction of jump-diffusion estimator.

**Condition 1.** Let $Z$ be a $d+1$-dimensional diffusion process defined in (7). $g : \mathbb{R}^{d+1} \to \mathbb{R}$ is a function of the form $g(z) = \exp(-a)f(y)$, where $z = (y,a)$ and $f : \mathbb{R}^d \to \mathbb{R}$ is a function with exponential growth. There exists a black-box algorithm which takes an Euler approximation $Z^\pi$ of the process $Z$ and a correction functional $\Theta : (\mathbb{R}^{n+1} \times [0,T]) \times \mathbb{R} \to \mathbb{R}$ such that for $T > 0$, we have

$$E[g(Z_T)] = E[\exp(-\bar{A}_T)f(Y_T)] = E[\exp(-\bar{A}_T^\pi)f(Y_T^\pi)\Theta(Z^\pi, T)].$$

Condition 1 is a more general version of (6) with less restrictive regularity condition such that $g(z) = \exp(-a)f(y)$ is not bounded. Another important feature for a valid Monte Carlo estimator is the finite variance property. We require the following:

**Condition 2.** For $f : \mathbb{R}^d \to \mathbb{R}$ with exponential growth, and $Z^\pi$ be the Euler process of a black-box estimator in Condition 1. There exists constant $M_T$ such that:

$$E[(\exp(-\bar{A}_T^\pi)f(Y_T^\pi)\Theta(Z^\pi, T))^2] < M_T \exp(2c_1 ||x||_1),$$

where $x = (x^{(1)}, \cdots x^{(d)})$ and $(x,0)$ is the starting point of $Z^\pi$.

Condition 2 characterizes the moment condition for the black-box estimator. With Con-
dition 1 and 2, by denoting
\[ L_i^0(Z^\pi)_T = L_i(Z^\pi)_T \Theta(Z^\pi, T), \]
we have the following results.

**Proposition 3.1.** Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a function of exponential growth, \( Z = (Y, \bar{A}) \) be the process defined in (7) and \( Z^\pi = (Y^\pi, \bar{A}^\pi) \) be the Euler process of the black-box estimator satisfying Condition 1 and 2. \( T \) and \( T_1 \) are constants such that \( T_1 \leq T \). The estimators \( L_1^\Theta(Z^\pi)_{T_1} \) and \( L_2^\Theta(Z^\pi)_{T} f(Y^\pi_T) \) have the property that
\[
\mathbb{E}[L_1^\Theta(Z^\pi)_{T_1}] = \mathbb{E}_x[L_1(Z)_{T_1}], \quad \mathbb{E}[L_2^\Theta(Z^\pi)_{T} f(Y^\pi_T)] = \mathbb{E}_x[L_2(Z)_T f(Y_T)].
\]

The estimators defined in the above proposition yield the theorem for our final jump-diffusion estimator.

**Theorem 3.2.** Let \( X_T \) be the process defined in (2), \( Z^\pi \) be the Euler process of the black-box estimator satisfying Condition 1 and 2, and \( \xi_1 \) be an independent exponential random variable with rate \( \lambda(x) \). Define \( U(x, T) \) by the following recursive equation
\[
U(x, T) = 1_{\xi_1 \geq T_1} \Xi_2(x, T, Z^\pi) + 1_{\xi_1 < T_1} \Xi_1(x, \xi_1, Z^\pi) U(Y^\pi_{\xi_1} + h(Y^\pi_{\xi_1}, R_1), T - \xi_1),
\]
where
\[
\Xi_1(x, \xi_1, Z^\pi) = \exp \left(-\sigma_A^2 \xi_1 / 2\right) L_1^\Theta(Z^\pi)_{\xi_1}, \quad \Xi_2(x, T, Z^\pi) = \exp \left(-\sigma_A^2 T / 2\right) L_2^\Theta(Z^\pi)_{T} f(Y^\pi_T).
\]

Then, under Assumption 1-2 and Condition 1-2, \( U(x, T) \) is an unbiased estimator for the functional of \( X_T \) such that \( \mathbb{E}[U(x, T)] = \mathbb{E}_x[f(X_T)] \). Moreover, \( U(x, T) \) has finite variance.

Theorem 3.2 states that as long as the black-box diffusion estimator meets Condition 1 and 2, we can extend this estimator to accommodate jumps.

Notice that the term \( \exp(-\sigma_A^2 T / 2) \) appears because in the definition of \( L_1 \) and \( L_2 \) (8), the expectation is \( \mathbb{E}[\exp(-\bar{A})] = \exp(\sigma_A^2 T / 2) \mathbb{E} \left[ \exp \left(- \int \lambda(Y_s) ds \right) \right] \). However, as will be shown later, for unbiased estimation, the major quantity of interest is \( \mathbb{E} \left[ \exp \left(- \int \lambda(Y_s) ds \right) \right] \). Henceforth, we have to multiply \( \exp(-\sigma_A^2 T / 2) \) in order to compensate the independent Gaussian noise \( \sigma_A W_T \).
interpreted as the $i$-th jump time in our estimator, where the jump times are sampled from exponential distributions. We also define $Z_{\pi,i} = (Y_{\pi,i} \bar{A}_{\pi,i})$, which could be interpreted as an approximation process of $Z_t$ for $t \in (0, T^\xi_i - T^\xi_{i-1})$. More specifically, for $t \in (0, T^\xi_i - T^\xi_{i-1})$, $Y^\pi_{\pi,i}$ could be interpreted as the Euler approximation of the weak solution of $X$ in (5) (for $t \in (T^\xi_{i-1}, T^\xi_i)$), starting at the ending point of $Y^\pi_{\pi,i-1}$ plus the jump size, i.e.

$$Y^\pi_{\pi,i} = X^\pi_{T^\xi_{i-1}} = Y^\pi_{\pi,i-1} + h(Y^\pi_{\pi,i-1}, R_{i-1}).$$

For cleaner notation, we denote $V_i = h(Y_{\xi,i}^i, R_i)$ and $V^\pi_i = h(Y^\pi_{\pi,i}, R_i)$. Algorithm 1 details the jump-diffusion scheme.

**Algorithm 1** Black-Box Jump-Diffusion Estimator

1: Choose a black-box estimator that has the correction functional and Euler approximation pair $(\Theta, Z^\pi)$ satisfying Condition 1 and 2.
2: Initialize $M = 1, i = 1$. Sample exponential arrival times $T^\xi_1 = \xi_1$ with intensity $\lambda(x_0)$.
3: while $T^\xi_i < T$ do
   4:   Simulate $Z^\pi_{\pi,i} = (Y^\pi_{\pi,i}, \bar{A}_{\pi,i})$ with starting point $(x_{i-1}, 0)$.
   5:   Simulate $V^\pi_i = h(Y^\pi_{\pi,i}, R_i)$.
   6:   Compute $L^\Theta_1(Z^\pi_{\pi,i})_{\xi_i}$, update $M \leftarrow ML^\Theta_1(Z^\pi_{\pi,i})_{\xi_i}$, and compute $x_i = Y^\pi_{\pi,i} + V^\pi_i$.
   7:   Sample $\xi_{i+1}$ from exponential arrival time with intensity $\lambda(x_i)$, and update $i \leftarrow i + 1$.
8: end while
9: Sample $Z^\pi_{\pi,i}$ with starting point $(x_{i-1}, 0)$. Compute $L^\Theta_2(Z^\pi_{\pi,i})_{T-T^\xi_{i-1}}$ return

$$\exp(-\sigma^2_A T/2)ML^\Theta_2(Z^\pi_{\pi,i})_{T-T^\xi_{i-1}} f \left( Y^\pi_{\pi,i} \bigg| T-T^\xi_{i-1} \right).$$

3.2 Estimator Derivation

The main idea is to use change of measure and an iterative Monte-Carlo approach. One major difficulty for simulating jump-diffusion model is that the jump time is related to the intensity, which could be a function of the jump-diffusion process itself. We circumvent this by changing measure from $P$ to $Q$ wherein the intensity will be constant between jump-times. To do so, we define a càdlàg process $L(X)$ by

$$L(X)_t = \exp \left( \int_0^t - (\lambda(X_s) - \lambda(X_{T_N})) \, ds \right) \prod_{n=1}^{N_t} \frac{\lambda(X_{T_n^-})}{\lambda(X_{T_{n-1}})}.$$
Theorem 3.1 in Giesecke and Shkolnik (2021) guarantees the existence of \( Q \) via the Radon-Nikodym derivative \( L(X)_T \) of \( \mathbb{P} \) with respect to \( Q \). Under \( Q \), the jump time \( T_{n+1} - T_n \) follows an exponential distribution of parameter \( \lambda(X_{T_n}) \). From the construction (5), we also know that the strong Markov property holds under measure \( Q \).

Then we start to write down \( E_x[f(X_T)] \) in a form that leads to the estimator:

\[
E_x[f(X_T)] = E_x^Q[L(X)_T f(X_T)]
\]

\[
= E_x^Q[L(X)_T f(X_T)1_{\{T_1<T\}}] + E_x^Q[L(X)_T f(X_T)1_{\{T_1\geq T\}}]
\]

\[
= E_x^Q[E_x^Q_{x,F_{T_1}}[L(X)_{T_1} \frac{L(X)_T}{L(X)_{T_1}} f(X_T)1_{\{T_1<T\}}]] + E_x^Q[L(X)_T f(X_T)1_{\{T_1\geq T\}}]
\]

(13)

\[
= E_x^Q[1_{\{T_1<T\}} L(X)_{T_1} E_{X_{T_1}} [f(X_T)]] + E_x^Q[L(X)_T f(X_T)1_{\{T_1\geq T\}}]
\]

\[
= E_x^Q[1_{\{T_1<T\}} L(X)_{T_1} E_{X_{T_1}} [f(X_T)] + 1_{\{T_1\geq T\}} L(X)_T f(X_T)].
\]

Let \( \xi_i \) be an sequence of exponential random variables with rate \( \{\lambda(X_{T_{i-1}})\}_{i=1}^\infty \). From the change of measure argument we know that \( T_n = \sum_{i=1}^n \xi_i \) a.s. under measure \( Q \). From (13) we know that if we come up with estimators for \( E_x^Q [1_{\{T_1<T\}} L(X)_{T_1} E_{X_{T_1}} [f(X_T)]] \) and \( E_x^Q [1_{\{T_1\geq T\}} L(X)_T f(X_T)] \), an unbiased estimator for \( E_x[f(X_T)] \) could be derived.

We start by deriving an estimator for \( E_x^Q [1_{\{T_1\geq T\}} L(X)_T f(X_T)] \). Firstly, under measure \( Q \) and event \( \{T_1 \geq T\} \), the law of the Brownian Motion driving \( X \) and \( Y \) in (5) is unchanged. Hence we have

\[
E_x^Q[1_{\{T_1\geq T\}} L(X)_T f(X_T)] = E_x[1_{\{\xi \geq T\}} L(X)_T f(X_T)]
\]

\[
= E_x \left[ 1_{\{\xi \geq T\}} \exp \left( - \int_0^T \lambda(X_s) ds + \lambda(x) T \right) f(Y_T) \right]
\]

Recall the construction of the auxiliary process \( Z = (Y, \tilde{A}) \) in (7) and the \( L_2(Z) \) process in (8), one can conclude that

\[
E_x^Q[1_{\{T_1\geq T\}} L(X)_T f(X_T)] = e^{-\sigma_2 T/2} E_x \left[ 1_{\{\xi \geq T\}} \exp \left( - \tilde{A}_T + \lambda(x) T \right) f(Y_T) \right]
\]

\[
= e^{-\sigma_2 T/2} E_x \left[ 1_{\{\xi \geq T\}} L_2(Z)_T f(Y_T) \right].
\]

From Proposition 3.1, there exists an estimator \( L^Q_2(Z^\pi)_T f(Y^\pi_T) \) such that

\[
E[L^Q_2(Z^\pi)_T f(Y^\pi_T)] = E[L_2(Z)_T f(Y_T)].
\]
Since $\xi_1$ is exponential distributed random variable with rate $\lambda(x)$ and is (conditionally) independent of $Z$, we can prove that the estimator $1_{\{\xi_1 \geq T\}} \Xi_2(x, T, Z_\pi)$ defined in (12) will be an unbiased estimator for $\mathbb{E}^Q_x[1_{\{T_1 \geq T\}} L(X)_T f(X_T)]$.

Then we move to the first term inside the expectation of (13), denote $g(X_{T_1}) = \mathbb{E}_{X_{T_1}}[f(X_T)]$, we have

$$\mathbb{E}^Q_x[1_{\{T_1 < T\} } L(X)_T \mathbb{E}_{X_{T_1}} [f(X_T)]] = \mathbb{E}^Q_x[1_{\{T_1 < T\} } L(X)_T g(X_{T_1})].$$

Analogously, we can use the same technique above. Under the event $\{T_1 < T\}$, from (5), (7) and (8) we know that

$$\mathbb{E}^Q_x[1_{\{T_1 < T\} } L(X)_T g(X_{T_1})] = \mathbb{E}_x[1_{\{\xi_1 < T\} } L(X)_{\xi_1} g(X_{\xi_1})]$$

$$= \mathbb{E}_x \left[1_{\{\xi_1 < T\} } \exp \left(-\int_0^{\xi_1} \lambda(X_s)ds + \lambda(x)\xi_1 \right) \frac{\lambda(X_{\xi_1})}{\lambda(x)} g(X_{\xi_1}) \right]$$

$$= \mathbb{E}_x \left[1_{\{\xi_1 < T\} } \exp \left(-\int_0^{\xi_1} \lambda(Y_s)ds + \lambda(x)\xi_1 \right) \frac{\lambda(Y_{\xi_1})}{\lambda(x)} g(Y_{\xi_1} + V_1) \right]$$

$$= e^{-\sigma^2 \xi_1/2} \mathbb{E}_x \left[1_{\{\xi_1 < T\} } \exp \left(-\hat{\lambda} \xi_1 + \lambda(x)\xi_1 \right) \frac{\lambda(Y_{\xi_1})}{\lambda(x)} g(Y_{\xi_1} + V_1) \right]$$

$$= e^{-\sigma^2 \xi_1/2} \mathbb{E}_x \left[1_{\{\xi_1 < T\} } L_1(Z)_{\xi_1} g(Y_{\xi_1} + V_1) \right].$$

From Condition 1 again, if we know the explicit form of $g$, an unbiased estimator of $\mathbb{E}_x[1_{\{\xi_1 < T\}} L_1(Z)_{\xi_1} g(Y_{\xi_1} + V_1)]$ would be of the form $1_{\{\xi_1 < T\}} L_1^Q(Z)_{\xi_1} g(Y_{\xi_1}^Q + V_1^Q)$, where we have $V_1^Q$ because by definition $V_1$ could also be a function of $Y_{\xi_1}^Q$. However, we do not know $g(x)$ and it has to be estimated by generating an unbiased estimator again. This leads to a recursive formulation of the estimator in Theorem 3.2. For the details of the proof we refer the readers to the appendix.

4 Application with Black-Box Algorithms

In this section we give an example of the black-box algorithm that completes the estimator for the jump-diffusion model. We exemplify our approach on the “parametrix” method developed by Bally and Kohatsu-Higa (2015) and Andersson and Kohatsu-Higa (2017). We note that the estimator proposed by Wagner (1989) also satisfies Condition 1 and 2. The verification process developed below also applies to this estimator.
Under Assumption 1, for a diffusion model $Y$ satisfying (3), we have

$$
\mathbb{E}[f(Y_T)] = \mathbb{E}[f(Y_T^\pi)\Theta_1(Y^\pi, T)],
$$
(14)

where $f : \mathbb{R}^d \to \mathbb{R}$ is a bounded function, and

$$
\Theta_1(Y^\pi, T) = \frac{1}{\Psi(T - \tau_{N_T})} \prod_{k=1}^{N_T} \frac{\vartheta_{\tau_k - \tau_{k-1}}(Y^\pi_{\tau_k - 1}, Y^\pi_{\tau_k})}{\psi(\tau_k - \tau_{k-1})},
$$
(15)

where $\tau_i$ is the arrival times of the counting process $N$, $\psi$ is the density that we sample $\{\tau_k - \tau_{k-1}\}_{k=1}^\infty$, and $\Psi(t)$ is the survival function $\Psi(t) = P(\tau_1 > t) = \int_t^\infty \psi(s)ds$. Moreover,

$$
\vartheta_t(y_1, y_2) = \frac{1}{2} \sum_{i,j} \vartheta_t^{i,j}(y_1, y_2) - \sum_i \rho_t(y_1, y_2)
$$

$$
\vartheta_t^{i,j}(y_1, y_2) = \partial_t a^{i,j}(y_2) + \partial_j a^{i,j}(y_2) h_t^i(y_1, y_2)
+ \partial_i a^{i,j}(y_2) h_t^j(y_1, y_2) + (a^{i,j}(y_2) - a^{i,j}(y_1)) h_t^{i,j}(y_1, y_2),
$$
(16)

$$
\rho_t(y_1, y_2) = \partial_i \mu^i(y_2) + (\mu^i(y_2) - \mu^i(y_1)) h_t^i(y_1, y_2)
$$

$$
\mu^i(y_2) = \mu^i(y_2) + t \mu^i(y_1),
$$

where $H$ denotes the Hermite polynomials. For any matrix $M$ we have 1st-order polynomials defined by $H^i_M(x) = -(M^{-1}x)_i$, and 2nd-order polynomials define by $H^{ij}(x) = (M^{-1}x)_i(M^{-1}x)_j - (M^{-1})_{ij}$.

The choice of a Poisson process for $N$ in (15) leads to infinite variance. Choices that lead to a finite variance are discussed in Andersson and Kohatsu-Higa (2017). One example includes Beta distributed interarrivals on $[0, T + \epsilon]$ for $\epsilon > 0$, where $\tau_{i+1} - \tau_i$ become a sequence of i.i.d random variable with density function $f(x) = (1 - \gamma)/(x^\gamma(T + \epsilon)^{1-\gamma})$ in the range $[0, T + \epsilon]$. More specifically, in the Beta distributed case we have

$$
\Theta_1(Y^\pi, T) = \frac{1}{p_{N_T}(\tau_1, \cdots, \tau_{N_T})} \prod_{j=0}^{N_T-1} \vartheta_{\tau_{j+1} - \tau_j}(Y^\pi_{\tau_j}, Y^\pi_{\tau_{j+1}}),
$$

where

$$
p_n(s_1, \cdots, s_n) = \left(1 - \left(\frac{T - s_n}{T + \epsilon}\right)^{1-\gamma}\right) \left(\frac{1 - \gamma}{(T + \epsilon)^{1-\gamma}}\right) \prod_{i=0}^{n-1} \frac{1}{(s_{i+1} - s_i)^\gamma}.
$$

To apply the above estimator to jump-diffusion process, we have to make the notation
compatible for the augmented process $Z = (Y, A) \in \mathbb{R}^{d+1}$. With the extra dimension, we make slight modifications to $\Theta_1$ defined in (15). We define $\Theta_2$ such that

$$\Theta_2(Z^\pi, T) = \frac{1}{\Psi(T - \tau_{N_T})} \prod_{k=1}^{N_T} \frac{\theta_{\tau_k - \tau_{k-1}}(Z^\pi_{\tau_k-1}, Z^\pi_{\tau_k})}{\psi(\tau_k - \tau_{k-1})},$$

where for $z_1 = (y_1, \bar{a}_1) \in \mathbb{R}^{d+1}$ and $z_2 = (y_2, \bar{a}_2) \in \mathbb{R}^{d+1}$ we have

$$\theta_t(z_1, z_2) = \theta_t(y_1, y_2) + (\lambda(y_2) - \lambda(y_1))\left(\frac{\bar{a}_2 - \bar{a}_1 - \lambda(y_1)t}{t\sigma_A^2}\right),$$

which is derived by going through general formulas in (16) for the extra dimension.

Next, we need to fix the regularity issue stated in Condition 1 and 2. Andersson and Kohatsu-Higa (2017) establish the finite variance result for bounded function, and it is not directly applicable to our case. As stated in Proposition 3.1, we have to estimate $L_1(Z)_T$ and $L_2(Z)_T f(Y_T)$, which involve exponential growth functions. Therefore, we have to make sure the estimator with correction functional $\Theta_2$ defined in (17) satisfies Condition 1 and 2.

We verify this via two lemmas below. Denote $S_n$ to be the space of $(s_1, \cdots, s_n)$ such that $0 = s_0 < s_1 < \cdots < s_n < T$, and $\gamma$ to be the parameter of the Beta distribution for sampling $\tau_i$’s.

**Lemma 4.1.** Under Assumption 1-2, let $Z^\pi = (Y^\pi, A^\pi)$ be the Euler process in (17) with starting point $(x, 0)$. For $n \in \mathbb{N}$, $T > 0$, and $f : \mathbb{R}^d \to \mathbb{R}$ such that $|f(y)| \leq e^{c_1||y||_1+c_2}$, there exist $M(T, p)$ and $C_T$ such that

$$\mathbb{E}\left[|e^{-A_T} e^{c_1||Y^\pi_T||_1+c_2} \Theta_2(Z^\pi, T)|^p\right] \leq M(T, p) \prod_{i=1}^d \cosh(c_1px_0^{(i)}),$$

where

$$\tilde{M}(T, p) := C_T \exp(((2c_1a_2d + \sigma_A^2)p^2 + \lambda_2p)T),$$

$$M(T, p) := \tilde{M}(T, p) \int_{S^n} \frac{1}{p_n(s_1, \cdots, s_n)^{p-1}} \prod_{j=1}^n (s_j - s_{j-1})^{-p/2}ds.$$
if \( p(1/2 - \gamma) < 1 - \gamma \). For example, a safe choice ensuring the first and second moment being finite is to choose \( \gamma \in (0, 1/2) \). Therefore, by recalling that \( \cosh(x) = (e^x + e^{-x})/2 \), we have \( \prod_{i=1}^{d} \cosh(c_ipx_0^{(i)}) \leq \exp(c_1p||x_0||_1) \), thereby verifying Condition 2. The reason we use hyperbolic function is that it features better analytical trackability and will be used in the later proof.

We then state the unbiasedness result for our estimator, which will ensure Condition 1.

**Lemma 4.2.** Under Assumption 1-2, let \( Z_t = (Y_t, \bar{A}_t) \) as defined as (7), and \( Z^\pi = (Y^\pi, \bar{A}^\pi) \) be the Euler process in (17) with starting point \((x,0)\). If we sample the arrival time \( \xi_i = \tau_i - \tau_{i-1} \) from Beta distribution with parameter \( \gamma \in (0, 1/2) \), for \( f: \mathbb{R}^d \rightarrow \mathbb{R} \) with exponential growth, the following representation holds

\[
\mathbb{E}\left[ e^{-\bar{A}_T} f(Y_T) \right] = \mathbb{E}\left[ e^{-\bar{A}_T^\pi} f(Y_T^\pi) \right] \Theta_2(Z^\pi, T).
\]

With Condition 1 and 2 verified from Lemma 4.1 and 4.2, we know that \( \Theta_2 \) is the right correction functional to accommodate jump-diffusions.

5 Numerical Experiments

In this section we conduct numerical experiments. Firstly, we test the performance and robustness of our unbiased jump-diffusion estimator. We conduct the numerical experiment under two environments: the first one satisfying Assumption 1-2, and the second one violates those assumptions. It turns out that our algorithm is unbiased under both environments.

Secondly, we show the efficiency of our algorithm compared to the standard Euler scheme. Due to the fact that we sample much fewer grid size than the standard Euler algorithm, our algorithm is much faster per trail. The down side is a higher variance, but from experiments we can see the faster speed outweighs the higher variance, thereby making the jump-diffusion estimator more efficient than the standard Euler. As shown in our results, the jump-diffusion estimator has a higher convergence rate and a significant improvement in efficiency compare to Euler.

Lastly, we discuss the effects of different parameters. Recall that we have 3 parameters that need to be chosen by design: the diffusion multiplier \( \sigma_A \) for the auxiliary process \( \bar{A} \), \( \gamma \) controlling the Beta distribution, and \( \epsilon \) for sampling the grid size between jump times. We found that from our experiment, choosing appropriate \( \sigma_A \) and \( \epsilon \) is essential to the efficiency and accuracy of our algorithm.
5.1 Performance on different models

Firstly, we test our result in an environment that satisfy Assumption 1 and 2, and we choose the naive model where all functions are bounded (except for $f_2$):

$$dX_t^{(1)} = (\mu_1 - \mu_2 \sin(X_t^{(1)}))dt + \sqrt{\sigma_1 + \sigma_2 \sin(X_t^{(1)})}dW_t^{(1)}$$
$$dX_t^{(2)} = (\mu_3 - \mu_4 X_t^{(2)})dt + \sqrt{\sigma_1 + \sigma_2 X_t^{(2)}}dW_t^{(2)}$$
$$\lambda(x) = \lambda_1 + \lambda_2 \sin(\lambda_3 X_t^{(1)} + \lambda_4 X_t^{(2)})$$
$$f_1(x) = 1_{\{X_T^{(1)} + X_T^{(2)} > k\}} \quad f_2(x) = (X_T^{(1)} + X_T^{(2)} - k)_+,$$

where $\mu_1 = 0.4$, $\mu_2 = 0.2$, $\sigma_1 = 1$, $\sigma_2 = 0.2$, $\lambda_1 = 0.3$, $\lambda_2 = \lambda_3 = \lambda_4 = 0.2$ and $k = 1.8$. The reason for choosing $f_1$ and $f_2$ is that they include a wide family of payoffs of practical interest.

We test the “parametrix” jump-diffusion estimator described in Section 4, and compare it with the Euler method developed in Shkolnik et al. (2021). For implementation of the Euler method, we choose the well-known allocation rule Duffie and Glynn (1995) that is asymptotically efficient. A nearly exact expectation is computed with a very large number of Monte Carlo trials.

Tables 1 summarize major performance in our experiments on estimating $E[f_1(X_T)]$. We find both algorithm converges to the true expected value. Moreover, we compare the efficiency between two algorithms in Figure 1. An algorithm is more efficient if it generates smaller confidence interval given the same run time. We find that the parametrix jump-diffusion estimator is more efficient than the Euler approximation.

Since the assumptions we put on our jump-diffusion estimator are quite restrictive, we apply it to the affine jump-diffusion model Duffie et al. (2000) where all the coefficients in the model have an affine form

$$dX_t^{(1)} = (\mu_1 - \mu_2 X_t^{(1)})dt + \sqrt{\sigma_1 + \sigma_2 X_t^{(1)}}dW_t^{(1)}$$
$$dX_t^{(2)} = (\mu_3 - \mu_4 X_t^{(2)})dt + \sqrt{\sigma_1 + \sigma_2 X_t^{(2)}}dW_t^{(2)}$$
$$\lambda(x) = \lambda_1 + \lambda_2 X_t^{(1)} + \lambda_3 X_t^{(2)}$$
$$f_1(x) = 1_{\{X_T^{(1)} + X_T^{(2)} > k\}} \quad f_2(x) = (X_T^{(1)} + X_T^{(2)} - k)_+,$$

with $\mu_1 = 0.6$, $\mu_2 = 0.1$, $\mu_3 = 0.5$, $\mu_4 = 0.2$, $\sigma_1 = 1$, $\sigma_2 = 0.2$, $\lambda_1 = 0.3$, $\lambda_2 = \lambda_3 = 0.04$ and $k = 1.8$. From table 2 and Figure 1 we see the performance is still consistent with the
| Type | $M$   | Error  | Var  | 99% CI | $M$   | $p$   | Error  | Var  | 99% CI |
|-----|-------|--------|------|--------|-------|-------|--------|------|--------|
| $f_1$ | $5 \times 10^4$ | 0.00166 | 2.48 | 0.018  | $4 \times 10^3$ | $2 \times 10^2$ | 0.00659 | 0.218 | 0.019  |
| $f_1$ | $5 \times 10^5$ | 0.0018  | 2.5  | 0.0057 | $16 \times 10^3$ | $4 \times 10^2$ | 0.003778 | 0.219 | 0.009  |
| $f_1$ | $5 \times 10^6$ | 0.0002  | 2.48 | 0.0018 | $64 \times 10^3$ | $8 \times 10^2$ | 0.00153 | 0.220 | 0.005  |
| $f_2$ | $5 \times 10^4$ | 0.0025  | 2.35 | 0.0187 | $4 \times 10^3$ | $2 \times 10^2$ | 0.0041  | 0.21273 | 0.0188 |
| $f_2$ | $5 \times 10^5$ | 0.00063 | 2.47 | 0.0059 | $16 \times 10^3$ | $4 \times 10^2$ | 0.00298 | 0.21737 | 0.0094 |
| $f_2$ | $5 \times 10^6$ | 0.00088 | 2.67 | 0.0018 | $64 \times 10^3$ | $8 \times 10^2$ | 0.00115 | 0.21655 | 0.005  |

Table 1: Estimation of $\mathbb{E}[f_1(X_T)]$ and $\mathbb{E}[f_2(X_T)]$ for model (19) with the parametrix and Euler methods. “Error” reports the absolute value between the (nearly) exact value and the Monte Carlo estimate based on $M$ trials. Normal confidence intervals (CI) accompany each estimate.

previous result regardless of the fact that the condition has been violated.

### 5.2 Sensitivity on Parameters

In this subsection we test on the behavior of the algorithm based on different parameters. More specifically, we are interested in the choice of $\sigma_A$, the diffusion parameter of the auxiliary process in (7), $\epsilon$, the parameter controlling the length of support for sampling the grid, and $\gamma$, the parameter for beta distribution.

We test the result based on the model (19) with payoff function $f_1$. The true value is generated by running the exact algorithm for $10^9$ times.

Generally speaking, the optimal parameter setup would be those having the lowest running time and smallest sample variance. This is because the sample variance directly affect the magnitude of our confidence interval.

For $\sigma_A$, from the description of our algorithm, it is clear that the change of $\sigma_A$ will not affect the running time. Therefore, we want to observe the effect of different $\sigma_A$ on the error and variance. By setting $\sigma_A$ to 0.01, 0.1, 0.5, 1 and 5, and running $2 \times 10^6$ independent trails, we found that $\sigma_A = 0.01$ and 5 will have very large error and variance, compared to those much smaller variance for $\sigma_A = 0.1$ 0.5, and 1. Please refer to Figure 2a for more details.

For $\gamma$, the results show that the running time for different $\gamma$ is roughly the same, henceforth we are not reporting the difference of the running time. As shown is Figure 2b There is a minor difference for the performance in terms of error and variance, but the difference is so small that one can view them as random noises generated by the algorithm. Our conclusion
Table 2: Estimation of $\mathbb{E}[f_1(X_T)]$ and $\mathbb{E}[f_2(X_T)]$ for model (20) with the parametrix and Euler methods. “Error” reports the absolute value between the (nearly) exact value and the Monte Carlo estimate based on $M$ trials. Normal confidence intervals (CI) accompany each estimate.

is that the performance of our algorithm is quite robust on different $\gamma$.

Lastly for $\epsilon$, since $\epsilon$ is controlling the magnitude of the support of the grid points, smaller $\epsilon$ will results in more grid points, thereby making the algorithm slower. Our experiment (Figure 2d) verify this finding. Moreover, we found varying the $\epsilon$ also changes the error and variance a lot. To make a consistent benchmark, we report our “time” in benchmark as the time required for the algorithm to have confidence interval of magnitude $10^{-4}$. We found that if $\epsilon < 0.5$, the error and variance will be very large, not to mention the massive running time. However, although setting $\epsilon$ larger will result in faster running time, we found that $\epsilon$ being too large will also affect the error. Therefore, as shown in Figure 2c, setting $\epsilon \in [0.5, 5]$ will result in good balance between accuracy and efficiency.
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A Proofs: Unbiasedness

Before proving the unbiased result, it is helpful to show that

\[ \mathbb{E}[\Xi_2(x, T, Z) 1_{\{\xi_1 > T\}}] = \mathbb{E}_x^Q[L(X)_T f(X_T) 1_{\{T_1 \geq T\}}]. \]  \hspace{1cm} \text{(21)}

By conditioning, we have

\[
\begin{align*}
\mathbb{E}_x^Q[L(X)_T f(X_T) 1_{\{T_1 \geq T\}}] &= (a) \mathbb{E}_x^Q[\mathbb{E}_\xi_1[L(X)_T f(X_T) 1_{\{T_1 \geq T\}}]] \\
&= (b) \mathbb{E}_x^Q[\mathbb{E}_\xi_1[L(X)_T f(X_T) 1_{\{T_1 \geq T\}}]] \\
&= (c) \mathbb{E}_x^Q[1_{\{\xi_1 \geq T\}} \mathbb{E}_\xi_1[L_2(Y)_T f(Y_T)]] \\
&= (d) \mathbb{E}_x[1_{\{\xi_1 \geq T\}} \mathbb{E}[L_2(Y)_T f(Y_T)]],
\end{align*}
\]

where \((a)\) comes from tower property and the fact that \(T_1 = \xi_1\) a.s. under \(Q\). \((b)\) comes from the fact that the law of Brownian Motion \(W\) under measure \(Q\) and \(P\) are the same. \((c)\) holds because of \((5)\) and \((8)\). \((d)\) holds because \(\xi_1\) is independent of \(Y\), and \(\xi_1\) and \(Y\) have the same distribution under \(Q\) and \(P\). Next, from \((7)\), since \(\bar{W}\) is independent from other processes, we know that for any function \(g\),

\[ \mathbb{E}[\exp(-\bar{A}_t) g(Y_T)] = \exp(\sigma^2 A T/2) \mathbb{E} \left[ \exp \left( - \int_0^t \lambda(Y_s) ds \right) g(Y_T) \right]. \]

This along with Condition 1 yields

\[ \mathbb{E}[\exp(-\sigma^2 A T/2) L_2^Q(Z_\pi)_T f(Y_T)] = \mathbb{E}[L_2(Y)_T f(Y_T)], \]

which proves \((21)\).

We begin the proof of unbiasedness by induction, and before that we need some notations. Denote \(N_t^Q\) to be the number of jumps before time \(t\) under measure \(Q\), and \(T_i^Q\) to be the \(i\)-th jump time of the process \(X\) under measure \(Q\). Define event \(A_{n,T} = \{N_T < n\}\). Moreover, denote \(T_i^\xi\) to be \(\sum_{j=1}^i \xi_j\), \(N_T^\xi = \max\{n : T_n^\xi \leq T\}\), and event \(A_{n,T}^\xi = \{N_T^\xi < n\}\). Notice that under measure \(Q\), \(T_i^\xi = T_i^Q\) a.s. Also under measure \(Q\) we have \(A_{n,T}^Q = \{N_T^Q < n\} = A_{n,T}^\xi\).

If we can show

\[ \mathbb{E}_x[U(x, T) 1_{A_{n,T}^\xi}] = \mathbb{E}_x[f(X_T) 1_{A_{n,T}^\xi}], \]  \hspace{1cm} \text{(22)}

then from \(\mathbb{E}[|U(x, T)|] < \infty\) (which follows from Theorem 2), Dominated Convergence The-
Therefore, it suffices to show that

Recall the notation

Decomposing into two parts again and applying (23) yields

Then we begin the induction hypothesis. Suppose that (22) is true for some \( n > 1 \), we want to show

(24)

Decomposing into two parts again and applying (23) yields

Therefore, it suffices to show that

Recall the notation \( X_{\xi_1} = Y_{\xi_1} + V_1 \), and define event \( A_{n,T,\xi_1} := \{N_T - N_{\xi_1}^\xi < n\} \). Next,

(25)

In order to apply strong Markov property and the induction hypothesis, we need to introduce some new notations. Denote the process \( \bar{X} \) as the jump-diffusion and diffusion process having the same dynamics as in (2), but with a starting point \( \bar{X}_0 = X_{\xi_1}^\pi = Y_{\xi_1}^\pi + V_1^\pi \), where \( V_1^\pi = h(Y_{\xi_1}^\pi, R_1) \). Moreover, we denote \( \bar{N} \) as the corresponding counting process related to \( \bar{X} \), and denote the event \( \bar{A}_{n,T} = \{\bar{N}_T < n\} \). From induction hypothesis we know that

From the relation that \( \bar{X}_0 = X_{\xi_1}^\pi = Y_{\xi_1}^\pi + V_1^\pi \), for notational simplicity we denote
\[ \zeta_x(x, \xi) = \mathbb{E} \left[ f(\bar{X}_{T-\xi})1_{A_{n,T-\xi}} \right| \bar{X}_0 = x \]

\[ \zeta_y(y, \xi) = \mathbb{E}_y[\mathbb{E}_{X_0}[f(\bar{X}_{T-\xi})1_{A_{n,T-\xi}}]] = \mathbb{E}_y[\zeta_x(\bar{X}_0, \xi)], \]

where \( \bar{X}_0 = y + h(y, R_1) \) and \( R_1 \) is an independent random variable with law \( \nu \). Then, to finish the proof, from induction hypothesis and (25) we have

\[
\mathbb{E}_x[1_{\{\xi_1 < T\}}U(x, T)1_{A_{n+1,T}}] \\
= \mathbb{E}_x[1_{\{\xi_1 < T\}}\mathbb{E}_{\xi_1}[\Xi_1(x, \xi_1, Z^\pi)\mathbb{E}_{X_{\xi_1}}[f(\bar{X}_{T-\xi_1})1_{A_{n,T-\xi_1}}]]] \\
= \mathbb{E}_x[1_{\{\xi_1 < T\}}\mathbb{E}_{\xi_1}[\Xi_1(x, \xi_1, Z^\pi)\mathbb{E}_{X_{\xi_1}}[f(\bar{X}_{T-\xi_1})1_{A_{n,T-\xi_1}}]]] \\
= \mathbb{E}_x[1_{\{\xi_1 < T\}}\mathbb{E}_{\xi_1}[\Xi_1(x, \xi_1, Z^\pi)\mathbb{E}_{Y_{\xi_1}}[f(\bar{X}_{T-\xi_1})1_{A_{n,T-\xi_1}}]]] \\
= \mathbb{E}_x[1_{\{\xi_1 < T\}}\mathbb{E}_{\xi_1}[\exp(-\sigma_0^2/2)L_{T_{\xi_1}}^1(Y^\pi_{\xi_1}, \xi_1)]] \\
\overset{(a)}{=} \mathbb{E}_x \left[ 1_{\{\xi_1 < T\}} \exp \left( -\int_0^{\xi_1} Y_s ds + \xi_1 \lambda(x) \right) \frac{\lambda(Y_{\xi_1})}{\lambda(x)} \zeta_y(Y_{\xi_1}, \xi_1) \right] \\
\overset{(b)}{=} \mathbb{E}_x \left[ 1_{\{\xi_1 < T\}} \exp \left( -\int_0^{\xi_1} Y_s ds + \xi_1 \lambda(x) \right) \frac{\lambda(Y_{\xi_1})}{\lambda(x)} \zeta_x(Y_{\xi_1}, V_1, \xi_1) \right] \\
\overset{(c)}{=} \mathbb{E}_x^Q \left[ 1_{\{T_1 < T\}} \exp \left( -\int_0^{T_1} X_s ds + \xi_1 \lambda(x) \right) \frac{\lambda(X_{T_1})}{\lambda(x)} \zeta_x(X_{T_1}, T_1) \right] \\
\overset{(d)}{=} \mathbb{E}_x \left[ 1_{\{T_1 < T\}} \zeta_x(X_{T_1}, T_1) \right] \\
= \mathbb{E}_x \left[ 1_{\{T_1 < T\}}\mathbb{E}_{X_{\xi_1}}[f(\bar{X}_{T-T_1})1_{A_{n,T-T_1}}]] \\
= \mathbb{E}_x \left[ 1_{\{T_1 < T\}}1_{A_{n+1,T}}f(X_T) \right] = \mathbb{E}_x \left[ 1_{A_{n+1,T \cap A_{n+1,T}}f(X_T)} \right], \]

where (a) comes from (8) and (10), (b) comes from the tower property, (c) is because the dynamics of \( X \) and \( Y \) from time \((0, T_1)\) under measure \( Q \) is the same, and (d) is the change of measure formula.

## B Proof: Finite Variance

From formula (11), by denoting \( X_0 = x, \ X_{i+1}^\pi = Y_{\eta+i+1}^\pi + V_{i+1}, \ T_i^\xi = \sum_{j=1}^{i} \xi_j, \) and \( N_T^\xi = \max\{n : T_n^\xi < T\}. \) From equation above we can write \( U(x, T) \) as

\[
U(x, T) = \left( \prod_{i=1}^{N_T^\xi} \Xi_1(X_{i-1}^\pi, \xi_i, Z^\pi_{i,j}) \right) \Xi_2(X_{N_T^\xi}^\pi, T - T_{N_T^\xi}^\xi, Z_{N_T^\xi}^\xi),
\]
Figure 3: Example from thinning. Notice that in this particular example, we have that $C(1) = C(2) = 1$, $C(3) = 2$, $C(4) = C(5) = C(6) = C(7) = 3$, $N_T = 3$ and $N_T^+ = 6$.

Since the dynamic of our approximated Euler process directly controls the intensity, which affects the counting process $N_T^\xi$, if we directly condition on $N_T^\xi$, the law of the Euler process might become intractable. Therefore, we use thinning, a standard technique in simulation, to disentangle this dependency. Observe that $\xi_i$ is sampled from exponential distribution with intensity $\lambda(X^{\pi}_i)$, and that $\lambda_1 \leq \lambda(x) \leq \lambda_2$ for any $x \in \mathbb{R}^d$. We know that from thinning, there exists $\xi_i^-$ such that for every $i$, there exist strictly positive $k_i$ and $c_i$ such that $\xi_i = \sum_{j=k_i}^{k_i+c_i} \xi_j^-$, and the cumulative distribution function of $\xi_i^-$ is $1 - e^{-\lambda_2 t}$. We denote $T_{n-}^-=\sum_{i=1}^{n} \xi_i^-$ and $N_T^+ = \max\{n : T_{n-}^- < T\}$. We consider bounding the expectation of $U(x, T)$ conditioned on $N_T^+$ so that

$$E[U(x, T)^2] = \sum_{m=0}^{+\infty} E\left[U(x, T)^2 \mid N_T^+ = m\right] P(N_T^+ = m)$$

will be bounded. The advantage of conditioning on $N_T^+$ instead of $N_T^\xi$ is that we can disentangle the effect of the number of jumps $N_T^\xi$ on the approximation process $Y^{\pi}$, hence we can reuse the previous bound on the gaussian density of $Y^{\pi}$. Under the event $\{N_T^+ = m\}$, we have $T_m^- < T < T_{m+1}^-$ almost surely. Then, we define $C(l) = \min\{\min\{k : T_k \geq T_l^-\}, N_T^\xi\}$ (see Figure 3 for an example). For a shorthand denote $E_{m, +}[\cdot]$ to be $E[\cdot \mid N_T^+ = m]$, and $Y_{t^{\pi,j}(i)}$ to denote the $i$-th segment (corresponding to the Euler approximation in the period $(T_i^\xi, T_{i+1}^\xi)$) of the Euler approximation for $X$ in dimension $j$, evaluated at $t$. We use the following lemma for our proof.

**Lemma B.1.** For $T_m^- < T < T_{m+1}^-$ and $f$ with exponential growth, we have

$$E_{m, +}[U(x, T)^2] \leq M_T \exp(2c_1 vd - \sigma_A^2(T - T_{N_T^\xi}^\xi))) \cdot E_{m, +}\left[\prod_{i=1}^{N_T^\xi} \mathbb{E}_1(X^{\pi}_{i-1}, \xi_i, Z^{\pi,i})^{2} \prod_{j=1}^{d} \cosh\left(2c_1 Y^{\pi,N_{T^\xi}^+,\xi}_{N_T^\xi}^{\xi,j}\right)\right], \quad (26)$$
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Moreover, for \( l \geq 1 \) we have

\[
\mathbb{E}_{l,+} \left[ \prod_{i=1}^{C(l)} \Xi_1(X_{i-1}^\pi, \xi_i, Z_{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y_{\xi_{C(l)},(j)}^{\pi,C(l)} \right) \right] \\
\leq M_T \exp(2c_1vd) \left( \frac{\lambda_2}{\lambda_1} \right)^2 \mathbb{E}_{l,+} \left[ \prod_{i=1}^{C(l)-1} \Xi_1(X_{i-1}^\pi, \xi_i, Z_{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y_{\xi_{C(l)-1}}^{\pi,C(l)-1,(j)} \right) \right]
\]

(27)

**Proof.** Since \( \{T_i^-\}_{i=1}^{m+1} \) are sampled before \( \{Z_{\pi,i}\}_{i=1}^{N_{T_i}^\xi} \) are sampled, conditioning on \( \{N_{T_i}^\xi = m\} \) does not affect the law of the Brownian Motion. Under the event \( \{N_{T_i}^\xi = m\} \), we have \( \mathcal{F}_{T_{N_{T_i}^\xi}} \subseteq \mathcal{F}_{T_m} \), hence

\[
\mathbb{E}_{m,+} \left[ U(x, T)^2 \right] = \mathbb{E}_{m,+} \left[ \prod_{i=1}^{N_{T_i}^\xi} \Xi_1(X_{i-1}^\pi, \xi_i, Z_{\pi,i})^2 \mathbb{E}_{m,+} \left[ \Xi_2(X_{N_{T_i}^\xi}^\pi, T - T_{N_{T_i}^\xi}^{\xi}, Z_{\pi,N_{T_i}^\xi}^{\xi} - 2)^2 \left| \mathcal{F}_{T_{N_{T_i}^\xi}} \right. \right] \right].
\]

From Condition 2, strong Markov property, and the definition of \( \Xi_2 \) we have

\[
\mathbb{E}_{m,+} \left[ \Xi_2(X_{N_{T_i}^\xi}^\pi, T - T_{N_{T_i}^\xi}^{\xi}, Z_{\pi,N_{T_i}^\xi}^{\xi} - 2)^2 \left| \mathcal{F}_{T_{N_{T_i}^\xi}} \right. \right] \\
\leq M_T \exp(2c_1vd + \sigma_A^2(T - T_{N_{T_i}^\xi}^{\xi})) \mathbb{E}_{m,+} \left[ \prod_{j=1}^{d} \cosh \left( 2c_1 Y_{\xi_{N_{T_i}^\xi}^{\pi,N_{T_i}^\xi}}^{\pi,N_{T_i}^\xi} + V_{\pi,T_{N_{T_i}^\xi}^{\xi}}^\pi \right) \right] \left| \mathcal{F}_{T_{N_{T_i}^\xi}} \right. \]

(28)

where the last inequality comes from the Assumption 2 that \( |V_{\pi}^\pi| = |h(Y_{\xi_i}^{\pi,i}, R_i)| \leq v \), and we are done with proving (26). For proving the second inequality (27), we find that by definition of \( C(l) \), for any \( l > 0 \), we will always have either \( T_{C(l)-1} = T_{l-1}^- \) or \( T_{C(l)-1} < T_{l-1}^- \).
Hence we have

\[
\mathbb{E}_{t,+} \left[ \prod_{i=1}^{C(l)} \Xi_1(X_{i-1}, \xi_i, Z^{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l),(j)}_{\xi_{C(l)}} \right) \right] \\
= \mathbb{E}_{t,+} \left[ \prod_{i=1}^{C(l)} \Xi_1(X_{i-1}, \xi_i, Z^{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l),(j)}_{\xi_{C(l)}} \right) \right] + \mathbb{E}_{t,+} \left[ \frac{1}{\{T_{C(l)}-1\}} \prod_{i=1}^{C(l)} \Xi_1(X_{i-1}, \xi_i, Z^{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l),(j)}_{\xi_{C(l)}} \right) \right] .
\]

(29)

Again, from Condition 2, the definition of \( \Xi_1 \) and the same approach in (28) we have

\[
\mathbb{E}_{t,+} \left[ \Xi_1(X_{C(l)}-1, \xi_{C(l)}, Z^{\pi,C(l)})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l),(j)}_{\xi_{C(l)}} \right) \bigg| \mathcal{F}_{T_{C(l)}-1} \right] \\
\leq M_T \exp(2c_1 vd - \sigma_A^2 \xi_{C(l)}) \left( \frac{\lambda_2}{\lambda_1} \right)^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l)-1,(j)}_{\xi_{C(l)-1}} \right) .
\]

Next, from tower property and strong Markov property, by conditioning on \( \mathcal{F}_{T_{C(l)}-1} \) we know that

\[
\mathbb{E}_{t,+} \left[ \frac{1}{\{T_{C(l)}-1\}} \prod_{i=1}^{C(l)} \Xi_1(X_{i-1}, \xi_i, Z^{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l),(j)}_{\xi_{C(l)}} \right) \right] \\
\leq M_T \exp(2c_1 vd - \sigma_A^2 \xi_{C(l)}) \left( \frac{\lambda_2}{\lambda_1} \right)^2 \mathbb{E}_{t,+} \left[ \frac{1}{\{T_{C(l)}-1\}} \prod_{i=1}^{C(l)-1} \Xi_1(X_{i-1}, \xi_i, Z^{\pi,i})^2 \prod_{j=1}^{d} \cosh \left( 2c_1 Y^{\pi,C(l)-1,(j)}_{\xi_{C(l)-1}} \right) \right] .
\]
Also observe that when $T_{C(l)−1} = T_{l−1}$, we have $C(l) − 1 = C(l−1)$, hence

$$
\mathbb{E}_{l,+} \left[ 1_{\{T_{C(l)−1} = T_{l−1}\}} \prod_{i=1}^{C(l)} \Xi_1(X_{i−1}, \xi_i, Z^\pi_i)^2 \prod_{j=1}^{d} \cosh\left(2c_1 Y_{\xi_{C(l)}}^\pi(j)\right) \right] 
\leq M_T \exp(2c_1vd − \sigma_A^2 \xi_{C(l)}) \left(\frac{\lambda_2}{\lambda_1}\right)^2
$$

(30)

For the second term in (29), if $T_{C(l)−1} < T_{l−1}$, we have $C(l−1) = C(l)$. It implies

$$
\mathbb{E}_{l,+} \left[ 1_{\{T_{C(l)−1} = T_{l−1}\}} \prod_{i=1}^{C(l−1)} \Xi_1(X_{i−1}, \xi_i, Z^\pi_i)^2 \prod_{j=1}^{d} \cosh\left(2c_1 Y_{\xi_{C(l−1)}}^\pi(j)\right) \right] 
\leq M_T \exp(2c_1vd − \sigma_A^2 \xi_{C(l)}) \left(\frac{\lambda_2}{\lambda_1}\right)^2
$$

(31)

where in the last equation WLOG we assume $M_T \exp(2c_1vd − \sigma_A^2 \xi_{C(m)}) \left(\frac{\lambda_2}{\lambda_1}\right)^2 > 1$. Combining (29), (30), and (31) will prove the second equation stated in the lemma, thereby finishing the proof of lemma B.1.

Using Lemma B.1 with the observation that $C(m) = N_T^\xi$ and $C(1) = 1$, conditioned on $\{N_T^+ = m\}$ we have

$$
\mathbb{E}_{m,+} \left[ U(x, T)^2 \right] \leq \exp\left(-\sigma_A^2 T\right) \left(M_T \exp(2c_1vd) \left(\frac{\lambda_2}{\lambda_1}\right)^2\right)^{m+1} \prod_{j=1}^{d} \cosh\left(2c_1 x^{(j)}\right).
$$
Lastly,

\[
\mathbb{E}[U(x, T)^2] = \sum_{m=0}^{+\infty} \mathbb{E} \left[ U(x, T)^2 \mid N_T^+ = m \right] P(N_T^+ = m)
\leq \exp(-\sigma_A^2 T) \prod_{j=1}^d \cosh \left( 2c_1 x^{(j)} \right) \sum_{m=0}^{+\infty} \left( M_T \exp(2c_1 v d) \left( \frac{\lambda_2}{\lambda_1} \right)^2 \right) \frac{m+1}{m!} \frac{(\lambda_2 T)^m e^{-\lambda_2 T}}{m!} < +\infty.
\]

C Other Lemmas

For notational simplicity, in this section it is convenient to denote \( X = (Y, Z) \in \mathbb{R}^{d+1} \) instead of \( Z = (Y, \bar{A}) \in \mathbb{R}^{d+1} \). The reason is that sometimes we do not have to view the process as a jump-diffusion process, and we can save the notation for \( \bar{A} \), which might confuse reader with the volatility matrix \( a(y) = \sigma(y) \top \sigma(y) \). Notice that we use the lower case \( x = (y, z) \) to denote the the realized sample. Let \( \varphi_c \) denote the multivariate Gaussian density with a zero mean and variance (matrix) \( c \). Denote by \( q_t \) the transition kernel of the Euler process \( X^\pi = (Y^\pi, Z^\pi) \) defined in on some interval \( [\tau_k, \tau_{k+1}) \), given \( (X_{\tau_k}^\pi, \tau_k, \tau_{k+1}). \) The law of \( (Y^\pi, Z^\pi) \) given \( (X_{\tau_k}^\pi, \tau_k, \tau_{k+1}) \) is Gaussian with covariances \( a(y_1) = (\sigma \sigma \top)(y_1) \in \mathbb{R}^{d \times d} \) and \( \sigma_A^2 \) for \( Y^\pi \) and \( Z^\pi \) respectively with means \( y_1 + \mu(y_1) \) and \( z_1 + \lambda(z_1) \). For initial and final points \( x_1 = (y_1, z_1) \) and \( x_2 = (y_2, z_2) \in \mathbb{R}^{d+1} \), the density \( q_t(x_1, x_2) \) decomposes as

\[
q_t(x_1, x_2) = \varphi_{ta(y_1)}(y_2 - y_1 - \mu(y_1)t) \varphi_{t\sigma_A^2}(z_2 - z_1 - \lambda(y_1)t)
\]

as the Brownian motions \( W \) and \( B \) driving \( Y^\pi \) and \( Z^\pi \) are independent. Moreover, with a slight abuse of notation, sometimes we use \( q_t \) to denote the transition kernel of the \( y \) or \( z \) component separately, i.e.

\[
q_t(y_1, y_2) = \varphi_{ta(y_1)}(y_2 - y_1 - \mu(y_1)t)
\]

\[
q_t(z_1, z_2) = \varphi_{t\sigma_A^2}(z_2 - z_1 - \lambda(y_1)t).
\]

Then we begin to introduce some lemmas.

Lemma C.1. Under Assumption 1 and 2, for \( x_i = (y_i, z_i) \) and \( i \in \{1, 2\} \) there exists \( C_T \)
such that for all $t < T$ we have

$$|\theta_t(x_1, x_2)^p q_t(x_1, x_2)| \leq \frac{C_T}{t^{p/2}} \varphi_{4s_2t}(y_2 - y_1) \varphi_{2s_2^2 t}(z_2 - z_1 - \lambda(y_1)t). \quad (33)$$

**Proof of Lemma C.1.** Firstly, by definition of $\theta$ in (18), we have

$$|\theta_t(x_1, x_2) q_t(x_1, x_2)^{1/p}| \leq |\varphi_t(y_1, y_2)(q_t(y_1, y_2) q_t(z_1, z_2))^{1/p}| + \left| (\lambda(y_2) - \lambda(y_1)) q_t(y_1, y_2)^{1/p} z_2 - z_1 - \lambda(y_1)t \right| q_t(z_1, z_2)^{1/p} \quad (34)$$

The plan is to bound the two terms in (34). For the first one, from Corollary 4.2 in Andersson and Kohatsu-Higa (2017), we know that there exist $C_T' > 0$ such that

$$|\varphi_t(y_1, y_2) q_t(y_1, y_2)^{1/p}| \leq \left( \frac{C_T'}{t^{p/2}} \varphi_{4s_2t}(y_2 - y_1) \right)^{1/p}. \quad (35)$$

We can also derive that

$$q_t(z_1, z_2) = \frac{1}{\sqrt{2\pi}\sigma_A^2 t} \exp \left( -\frac{(z_2 - z_1 - \lambda(y_1)t)^2}{2\sigma_A^2 t} \right) \leq \sqrt{\frac{2}{2\pi} \frac{\varphi_{2\sigma_A^2 t}(z_2 - z_1 - \lambda(y_1)t)}{2 \cdot 2\sigma_A^2 t}}.$$ 

Combining (35) and (36) we have

$$|\varphi_t(y_1, y_2)(q_t(y_1, y_2) q_t(z_1, z_2))^{1/p}| \leq \frac{(\sqrt{2}C_T')^{1/p}}{t^{1/2}} \varphi_{4s_2t}(y_2 - y_1)^{1/p} \varphi_{2s_2^2 t}(z_2 - z_1 - \lambda(y_1))^{1/p} \quad (37)$$

For the second term in (34), we first denote that since $\lambda(x)$ is bounded, there exists $l_1 > 0$ such that $||\lambda(y_1) - \lambda(y_2)||_2 \leq l_1 ||y_1 - y_2||_2$. Moreover, from Lemma A.1 in Andersson and Kohatsu-Higa (2017) we know there exist $C_T^{(2)} = 2^d/2e||\mu||_o T^{1/2}a_2^{-1/4}$ such that

$$||(\lambda(y_1) - \lambda(y_2)) q_t(y_1, y_2)^{1/p}| \leq l_1 ||y_2 - y_1||_2 q_t(y_1, y_2)^{1/p} \leq l_1 C_T^{(2)} ||y_2 - y_1||_2 \varphi_{2t_1(y_1)}(y_2 - y_1)^{1/p} \quad (38)$$

$$\leq l_1 C_T^{(2)} (2a_2^2/a_1)^{d/p} (4T^{2/3}a_2^2) \varphi_{u_2}(y_2 - y_1)^{1/p}$$
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We apply the same procedure to the second inequality,

\[
\left| \frac{z_2 - z_1 - \lambda(y_1)t}{\sigma_A^2 t} q_t(z_1, z_2)^{1/p} \right| = \frac{|z_2 - z_1 - \lambda(y_1)t|}{\sigma_A^2 t} \frac{1}{(2\pi \sigma_A^2 t)^{1/2}p} \exp \left( -\frac{(z_2 - z_1 - \lambda(y_1)t)^2}{2\sigma_A^2 t} \right)
\]

\[
\leq \frac{1}{\sigma_A^2 t} \varphi_{2\sigma_A^2 t}(z_2 - z_1 - \lambda(y_1)t)^{1/p} \left( 2^{1/2p}|z_2 - z_1 - \lambda(y_1)t| \exp \left( -\frac{(z_2 - z_1 - \lambda(y_1)t)^2}{4\sigma_A^2 t} \right) \right)
\]

\[
\leq \frac{1}{\sigma_A^2 t} \varphi_{2\sigma_A^2 t}(z_2 - z_1 - \lambda(y_1)t)^{1/p} (4 \cdot 2^{1/2p} \sigma_A^2 t)
\]

\[
\leq \frac{T^{1/4}p 2^{1/2p}}{t^{1/2}} \varphi_{2\sigma_A^2 t}(z_2 - z_1 - \lambda(y_1)t)^{1/p},
\]

where the second inequality come from the fact $|x|e^{-x^2}$ is bounded. Therefore, if we combine (38) and (39) we can have

\[
\left| (\lambda(y_2) - \lambda(y_1)) q_t(y_1, y_2)^{1/p} \frac{z_2 - z_1 - \lambda(y_1)t}{\sigma_A^2 t} q_t(z_1, z_2)^{1/p} \right| \leq \frac{C_T^{(3)}}{t^{1/2}} \varphi_{4a_2t}(y_2 - y_1)^{1/p} \varphi_{2\sigma_A^2 t}(z_2 - z_1 - \lambda(y_1)t)^{1/p},
\]

where

\[
C_T^{(3)} = T^{1/4}p 2^{1/2p} l_1 C_T^{(2)} (2a_2/a_1)^{d/p} (4Ta_2p).
\]

Lastly, if we combine (34), (37) and (40) we can have

\[
|\theta_t(x_1, x_2) q_t(x_1, x_2)^{1/p}| \leq \frac{C_T^{(3)} + (\sqrt{2}C_T^{(2)})^{1/p}}{t^{1/2}} \varphi_{4a_2t}(y_2 - y_1)^{1/p} \varphi_{2\sigma_A^2 t}(z_2 - z_1 - \lambda(y_1)t)^{1/p},
\]

thereby finishing the proof. \(\square\)

**Lemma C.2.** For $a, b > 0$ and $f$ being integrable, we have

\[
\int_{-\infty}^{+\infty} e^{ax} (e^{bx} + e^{-bx}) |f(x)| dx \leq \int_{-\infty}^{+\infty} 2(e^{(a+b)x} + e^{-(a+b)x}) |f(x)| dx.
\]

(41)
Proof.

\[
\int_{0}^{+\infty} e^{(a+b)x} f(x)dx + \int_{+\infty}^{+\infty} e^{(b-a)x} f(x)dx + \int_{+\infty}^{+\infty} e^{-(b-a)x} f(x)dx \\
\leq \int_{0}^{+\infty} e^{(a+b)x} f(x)dx + \int_{+\infty}^{+\infty} e^{(b-a)x} f(x)dx + \int_{+\infty}^{+\infty} e^{-(b-a)x} f(x)dx \\
\leq 2 \int_{+\infty}^{+\infty} e^{(a+b)x} f(x)dx
\]

The last inequality holds because the function \( e^x + e^{-x} \) is odd and monotone on \((0, \infty)\).

**Lemma C.3.** Let \( \varphi_b(x) \) be the one dimensional gaussian density

\[
\varphi_b(x) = \frac{1}{\sqrt{2\pi b}} e^{-x^2/2b}. 
\]

We have

\[
\int_{0}^{+\infty} e^{ax} \varphi_b(x-y)dx = e^{a^2b/2} e^{ay} \\
\int_{0}^{+\infty} 2cosh(ax) \varphi_b(x-y)dx = e^{a^2b/2} 2cosh(ay)
\]

Proof.

\[
\int_{0}^{+\infty} e^{ax} \varphi_b(x-y)dx = \int_{0}^{+\infty} \frac{1}{\sqrt{2\pi b}} e^{-(x-y)^2/2ab} dx \\
= \int_{0}^{+\infty} \frac{1}{\sqrt{2\pi b}} e^{-(x-(y+ab))^2/2ab} dx \\
= \int_{0}^{+\infty} \frac{1}{\sqrt{2\pi b}} e^{-(x-(y+ab))^2/2ab} dx e^{ay} e^{a^2b/2} = e^{ay} e^{a^2b/2}
\]

For the same reason we have

\[
\int_{0}^{+\infty} e^{-ax} \varphi_b(x-y)dx = e^{-ay} e^{a^2b/2}
\]

thereby finishing the proof.
C.1 Proof of Lemma 4.1

We denote \( dx_n = dx_{s_n} \cdots dx_{s_1} \), where \( x = (y, z) \), and denote \( \xi_{i+1} = s_{i+1} - s_i \) for \( i \leq n + 1 \). Also notice that we denote \( T = s_{n+1} \) for notational convenience. We have

\[
\mathbb{E} \left[ \frac{e^{-Z_T^2+1||Y_T^2||_1+c_2}}{p_n(s_1, \ldots, s_n)} \prod_{i=1}^{n} \theta_{s_i-s_{i-1}}(X_{s_{i-1}}^\pi, X_{s_i}^\pi)^p \right] = \int \ldots \int \frac{e^{-p z_T+c_1 p||y_T||_1+c_2 p}}{p_n(s_1, \ldots, s_n)^p} q_{T-s_n}(x_{s_n}, x_T) \cdot \left( \prod_{i=1}^{n} |\theta_{s_i-s_{i-1}}(x_{s_{i-1}}, x_i)|^p q_{s_i-s_{i-1}}(x_{s_{i-1}}, x_i) \right) dx_T dx_{s_n} \cdots dx_{s_1}.
\]

We first integrate \( x_T = (y_T, z_T) \), the corresponding component in the inner integral could be decomposed as

\[
\int e^{-p z_T+c_1 p||y_T||_1+c_2 p} q_{T-s_n}(x_{s_n}, x_T) dx_T = \int e^{-p z_T} q_{T-s_n}(z_{s_n}, z_T) dz_T \cdot e^{c_1 p||y_T||_1+c_2 p} q_{T-s_n}(y_{s_n}, y_T) dy_T \tag{42}
\]

Since \( q_{T-s_n}(z_{s_n}, z_T) \) is the one dimensional gaussian density with mean \( z_T - z_{s_n} - \lambda(y_{s_n}) \xi_{n+1} \) and variance \( \sigma_A^2 \xi_{n+1} \), we have

\[
\int e^{-p(z_T-z_{s_n}-\lambda(y_{s_n}) \xi_{n+1})} q_{\xi_{n+1}}(z_{s_n}, z_T) dz_T = e^{\sigma_A^2 p^2 \xi_{n+1}/2}. \tag{43}
\]

For the cleanness of notation, we denote \( M_p := e^{\sigma_A^2 p^2} \) and

\[
M(p, i) := e^{\sigma_A^2 p^2 \xi_i/2} \leq M_p. \tag{44}
\]

Then (42) becomes

\[
\int e^{-p z_T+c_1 p||y_T||_1+c_2 p} q_{\xi_{n+1}}(x_{s_n}, x_T) dx_T = M(p, n) e^{-p z_{s_n} - p \lambda(y_{s_n}) \xi_{n+1}} \int e^{c_1 p||y_T||_1+c_2 p} q_{\xi_{n+1}}(y_{s_n}, y_T) dy_T \tag{45}
\]

\[
\leq M_p e^{-p z_{s_n} - p \lambda(y_{s_n}) \xi_{n+1}} \int e^{c_1 p||y_T||_1+c_2 p} q_{\xi_{n+1}}(y_{s_n}, y_T) dy_T.
\]
From Lemma A.1. in Andersson and Kohatsu-Higa (2017) we know that there exist \( C'_T = 2^{d/2}e^{\frac{1}{4}||\mu||_2 T a_2^{-1}} \) such that

\[
\int e^{c_1 p ||y_T||_1 + c_2 p q_{n+1}} (y_{s_n}, y_T) dy_T \leq C'_T \int e^{c_1 p ||y_T||_1 + c_2 p q_{2a_2} zn+1} (y_T - y_{s_n}) dy_T.
\]

Since now we are dealing with the multigaussian density of covariance matrix \( 2a_2 z_{n+1} I \) we can integrate each component one by one. If we denote \( y^{(i)} \) to be the \( i \)-th component, and with an abuse of notation we denote \( \varphi_a \) to be the one dimensional gaussian density with variance \( a \), we have

\[
\int e^{c_1 p ||y_T||_1 + c_2 p q_{n+1}} (y_{s_n}, y_T) dy_T \leq e^{c_2 p C'_T} \prod_{i=1}^{d} \left( \int e^{c_1 p ||y_T^{(i)}||_1 + c_2 p q_{2a_2} zn+1} (y_T^{(i)} - y_{s_n}^{(i)}) dy_T^{(i)} \right)
\]

\[
\leq e^{c_2 p C'_T} \prod_{i=1}^{d} \left( \int \left( e^{c_1 p y_T^{(i)}} + e^{-c_1 p y_T^{(i)}} \right) \varphi_{2a_2} zn+1 (y_T^{(i)} - y_{s_n}^{(i)}) dy_T^{(i)} \right)
\]

\[
= e^{c_2 p C'_T} \prod_{i=1}^{d} \left( \int 2 \cosh (c_1 p y_T^{(i)}) \varphi_{2a_2} zn+1 (y_T^{(i)} - y_{s_n}^{(i)}) dy_T^{(i)} \right).
\]

(46)

By combining (42), (45), (46), (47) and the fact that \( \lambda(y) > \lambda_1 \) we have that

\[
\prod_{i=1}^{d} \left( \int \cosh (c_1 p y_T^{(i)}) \varphi_{2a_2} zn+1 (y_T^{(i)} - y_{s_n}^{(i)}) dy_T^{(i)} \right) \leq e^{c_2 p^2 a_2 d zn+1} \prod_{i=1}^{d} \cosh (c_1 p y_{s_n}^{(i)})
\]

(47)

By combining (42), (45), (46), (47) and the fact that \( \lambda(y) > \lambda_1 \) we have that

\[
\int e^{-p^2 T + c_1 p ||y_T||_1 + c_2 p q_{n+1}} (x_{s_n}, x_T) dx_T \leq K_{n+1} e^{-p^2 a_n} \prod_{i=1}^{d} \cosh (c_1 p y_{s_n}^{(i)}),
\]
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where \( K_{n+1} = M_p C_\tau^p \exp(c_2 p + d \ln(2) + (c_1^2 p^2 a_2 d - p \lambda_1) \xi_{n+1}) \). Therefore, for \( n > 0 \) we have that

\[
\mathbb{E} \left[ e^{-Z_\tau^p f(Y_T^n)} \prod_{i=1}^n \theta_{s_i - s_{i-1}}(X_{s_{i-1}}^\pi, X_{s_i}^\pi) \right]^{d} 
\leq K_{n+1} \int \cdots \int e^{-p_z s_n} \prod_{i=1}^d \cosh(c_1 p y^{(i)}_s) 
\cdot \left( \prod_{i=1}^n \theta_{s_i - s_{i-1}}(x_{s_{i-1}}, x_{s_i}) \right)^p q_{s_i - s_{i-1}}(x_{s_{i-1}}, x_{s_i}) \, dx_{s_n} \cdots dx_{s_1}.
\]

Then we begin integrate the equation above. Starting with \( x_{s_n} \) first, by using Lemma C.1 and denote \( \varphi_{z_s = z_{s_n} - z_{s_{n-1}} - \lambda(y_{s_n}) \xi_n} = q_2 \sigma_2^2 \xi_n (z_{s_{n-1}}, z_{s_n}, y_{s_{n-1}}) \), we have

\[
\int e^{-p_z s_n} \prod_{i=1}^d \cosh(c_1 p y^{(i)}_s) \, \theta_{s_n - s_{n-1}}(x_{s_n-1}, x_{s_n}) \, p q_{s_n - s_{n-1}}(x_{s_n-1}, x_{s_n}) \, dx_{s_n} 
\leq \int e^{-p_z s_n} \prod_{i=1}^d \cosh(c_1 p y^{(i)}_s) \frac{C_T}{(\xi_n)^{p/2}} \varphi_{4_2 \xi_n}(y_{s_n} - y_{s_{n-1}}) q_2 \sigma_2^2 \xi_n (z_{s_{n-1}}, z_{s_n}, y_{s_{n-1}}) \, dx_{s_n} 
\leq \frac{C_T}{(\xi_n)^{p/2}} \int e^{-p_z s_n} q_2 \sigma_2^2 \xi_n (z_{s_{n-1}}, z_{s_n}, y_{s_{n-1}}) \, dz_{s_n} \prod_{i=1}^d \cosh(c_1 p y^{(i)}_s) \, \varphi_{4_2 \xi_n}(y_{s_n} - y_{s_{n-1}}) \, dy_{s_n},
\]

where the last equation holds because we are using (43). For the \( y \) component, from Lemma C.2 and Lemma C.3 we know that

\[
\int \prod_{i=1}^d \cosh(c_1 p y^{(i)}_s) \, \varphi_{4_2 \xi_n}(y_{s_n} - y_{s_{n-1}}) \, dy_{s_n} 
\leq \prod_{i=1}^d \left( \int \cosh(c_1 p y^{(i)}_s) \, \varphi_{4_2 \xi_n}(y^{(i)}_{s_n} - y^{(i)}_{s_{n-1}}) \, dy^{(i)}_{s_n} \right) 
= e^{2c_1^2 p^2 a_2 d \xi_n} \prod_{i=1}^d \cosh(c_1 p y^{(i)}_{s_{n-1}}).
\]

By combining (48), (49) and (50), if we denote
Therefore, by adapting (52) to (51), we have

\[ K_n = M_p C_T \exp \left( \left(2c_1^2 p^2 a_2 d - p\lambda_1\right) \xi_n \right), \]

we have

\[
E \left[ e^{-Z_T^T + c_1\|Y_T\|_1 + c_2} \prod_{i=1}^n \theta_{s_i - s_{i-1}}(X_{s_{i-1}}^\pi, X_{s_i}^\pi) \right]^{p} \\
\leq K_{n+1} \frac{K_n}{\xi_{n}^{p/2}} \frac{p_n(s_1, \ldots, s_n)^p}{p_n(s_1, \ldots, s_n)^p} \int \ldots \int e^{-p^{2z_n}} \left( \prod_{i=1}^d \cosh(c_1 p y_{s_{n-1}}^{(i)}) \right) \\
\cdot \left( \prod_{i=1}^{n-1} |\theta_{s_i - s_{i-1}}(x_{s_{i-1}}, x_{s_i})|^{p} q_{s_i - s_{i-1}}(x_{s_{i-1}}, x_{s_i}) \right) dx_{s_{n-1}} \ldots dx_{s_1} \tag{51}
\]

We then start to integrate \( x_{s_{n-1}} \). One can notice that for any \( 0 < j < n \), by following the same methodology in (49) and (50), we have

\[
\int e^{-p^{2z_j}} \left( \prod_{i=1}^d \cosh(c_1 p y_{s_j}^{(i)}) \right) |\theta_{s_j - s_{j-1}}(x_{s_{j-1}}, x_{s_j})|^{p} q_{s_j - s_{j-1}}(x_{s_{j-1}}, x_{s_j}) dx_{s_j} \\
\leq \frac{M_p C_T}{\xi_j^{p/2}} e^{-p^{2z_j-1} - p\lambda(y_{s_j-1})} \xi_j \int \left( \prod_{i=1}^d \cosh(c_1 p y_{s_j}^{(i)}) \varphi_{a_2 \xi_j} y_{s_j}^{(i)} - y_{s_{j-1}}^{(i)} \right) dy_{s_j} \\
= \frac{M_p C_T}{\xi_j^{p/2}} e^{-p^{2z_j-1} - p\lambda(y_{s_j-1})} \xi_j e^{2c_1^2 p^2 a_2 \xi_j} \prod_{i=1}^d \cosh(c_1 p y_{s_{j-1}}^{(i)}) \\
\leq \frac{K_j}{\xi_j^{p/2}} e^{-p^{2z_j-1}} \prod_{i=1}^d \cosh(c_1 p y_{s_{j-1}}^{(i)}), \tag{52}
\]

where

\[ K_j = M_p C_T \exp((2c_1^2 p^2 a_2 d - p\lambda_1) \xi_j). \]

Therefore, by adapting (52) to (51), we have

\[
E \left[ e^{-Z_T^T + c_1\|Y_T\|_1 + c_2} \prod_{i=1}^n \theta_{s_i - s_{i-1}}(X_{s_{i-1}}^\pi, X_{s_i}^\pi) \right]^{p} \\
\leq \frac{\prod_{j=1}^{n+1} K_j}{p_n(s_1, \ldots, s_n)^p} \prod_{j=1}^n (s_j - s_{j-1})^{p/2} \prod_{i=1}^d \cosh(c_1 p y_0^{(i)}) \\
\leq \frac{M_T}{p_n(s_1, \ldots, s_n)^p} \prod_{j=1}^n (s_j - s_{j-1})^{p/2} \prod_{i=1}^d \cosh(c_1 p y_0^{(i)})
\]
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where the last line come form the fact that

\[ \bar{M}(T, p) := C_T \exp((2c_1^2p^2a_2d - p\lambda_1 + \sigma_0^2)T) = \prod_{j=1}^{n+1} K_j. \]

Having showing the above, using the same argument in equation (14) of Andersson and Kohatsu-Higa (2017) (notice that our case corresponds to \( \zeta = 1/2 \) as the “forward case” mentioned in the paper), we have

\[
\mathbb{E} \left[ \left\| e^{-Z_T^\pi + c_1 ||Y_T^\pi||_1 + c_2} \prod_{i=1}^{N_T} \theta_{t_i - t_{i-1}}(X_{t_i}, X_{t_{i-1}}) \right\|^p \right] \\
= \sum_{n=0}^{\infty} \int_{S^n} \mathbb{E} \left[ e^{-Z_T^\pi + c_1 ||Y_T^\pi||_1 + c_2} \prod_{i=1}^{n} \theta_{s_i-s_{i-1}}(X_{s_i}, X_{s_{i-1}}) \right] p_n(s_1, \ldots, s_n) ds \\
\leq \sum_{n=0}^{\infty} \left( \left( M(T, p) \prod_{i=1}^{d} \cosh(c_1 py^0(i)) \right) \int_{S^n} \frac{1}{p_n(s_1, \ldots, s_n)^{p-1}} \prod_{j=1}^{n} (s_j - s_{j-1})^{-p/2} ds \right)
\]

Since we know \( \sum_{n=0}^{\infty} \int_{S^n} \frac{1}{p_n(s_1, \ldots, s_n)^{p-1}} \prod_{j=1}^{n} (s_j - s_{j-1})^{-p/2} ds \) is finite (Andersson and Kohatsu-Higa, 2017, Proposition 7.3), by defining

\[ \bar{M}(T, p) = M(T, p) \sum_{n=0}^{\infty} \int_{S^n} \frac{1}{p_n(s_1, \ldots, s_n)^{p-1}} \prod_{j=1}^{n} (s_j - s_{j-1})^{-p/2} ds, \quad (53) \]

we know that

\[
\mathbb{E} \left[ \left\| e^{-Z_T^\pi + c_1 ||Y_T^\pi||_1 + c_2} \prod_{i=1}^{N_T} \theta_{t_i - t_{i-1}}(X_{t_i}, X_{t_{i-1}}) \right\|^p \right] \leq \bar{M}(T, p) \prod_{i=1}^{d} \cosh(c_1 py^0(i)),
\]

thereby finishing the proof.

### C.2 Proof of Lemma 4.2

By defining \( f_K(x) = (f(x) \wedge K) \vee (-K) \) for \( K > 0 \), we know that \( f_K \) will be bounded and measurable. By an argument identical to Lemma 3.1 of Chen et al. (2019) (see also Remark 3.2 in that reference) we know

\[
\mathbb{E} \left[ e^{-\bar{A}_T} \wedge K f_K(Y_T) \right] = \mathbb{E} \left[ e^{-\bar{A}_T} \wedge K f_K(Y_T^\pi) \Theta_2(Z^\pi, T) \right]. \quad (54)
\]
Our goal is to apply dominated convergence theorem to both sides of the equation. We first focus on the limit of RHS. From Lemma 4.1 we know

\[ \mathbb{E} \left[ e^{-\bar{A}_\pi T} f(Y_\pi T) \Theta_2(Z_\pi, T) \right] < +\infty. \]

Henceforth by applying Dominated convergence theorem on the RHS of (54) we have

\[ \lim_{K \to +\infty} \mathbb{E} \left[ e^{(-\bar{A}_\pi T)^K} f_K(Y_\pi T) \Theta_2(Z_\pi, T) \right] = \mathbb{E} \left[ e^{-\bar{A}_\pi T} f(Y_\pi T) \Theta_2(Z_\pi, T) \right]. \]

For the LHS, we have

\[ e^{(-\bar{A}_T)^K} f_K(Y_T) \leq e^{-\bar{A}_T} e^{c_{11} ||Y_T||_1 + c_2}. \]

Then from Menozzi et al. (2021), since \( \bar{A}_T \) has at most linear growth of drift and the diffusion matrix satisfy the conditions, \( Z = (Y, \bar{A}) \) will have a density of gaussian type upper bound, so we have

\[ \mathbb{E} \left[ e^{-\bar{A}_T} e^{c_{11} ||Y_T||_1 + c_2} \right] < +\infty. \]

By applying dominated convergence theorem on both sides of (54) we have that

\[ \mathbb{E} \left[ e^{-\bar{A}_T} f(Y_T) \right] = \mathbb{E} \left[ e^{-\bar{A}_\pi T} f(Y_\pi T) \Theta_2(Z_\pi, T) \right], \]

thereby finishing the proof.